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Introduction
An important task of open-economy macroeconomics is to quantify how much of the macroeconomic variation in small open economies originates abroad. Evidence on this issue can guide policymakers who must decide how closely to track external developments as well as theorists who want to know whether to feed domestic or external shocks into their models. A related goal is to assess which external shocks matter the most.
Thus far there is little evidence on these issues for the former centrally-planned, transition economies in Central and Eastern Europe. This paper takes a step toward filling the gap. The paper proceeds in two steps. In the first step, we provide estimates of the fraction of the variation in real aggregate output and aggregate price level in the Czech Republic, Hungary and Poland (henceforth CHP) that can be attributed to external shocks. In the second step, we estimate to what extent interest rate shocks originating in the euroarea (in Germany) can account for the spillovers to CHP from the rest of the world.
Our goal in the first step is to collect stylized facts in the form: x% of the variance in real aggregate output (aggregate price level) in the Czech Republic (Hungary, Poland) originates abroad. Our model for each of the three transition economies is a vector autoregression (VAR). To measure external shocks we use prices of commodities traded in the world market and key macroeconomic variables in Germany.
Germany is by far the largest neighbor and the main trading partner of each of the three transition economies we look at. Within a VAR model for a given transition economy, we test the hypothesis that external variables in the VAR are Granger causally prior (henceforth GCP) with respect to domestic variables. It turns out that we find support for the GCP restriction in each of the three transition economies.
We then impose the GCP restriction and decompose the sources of the aggregate fluctuations in each transition economy into domestic and external.
Our analysis in the first step is reduced-form in the sense that we do not provide a structural interpretation for shocks driving the VAR dynamics, other than that these shocks are of domestic or external origin. No further structural identification -necessarily arbitrary to some degree -is required to compute the variance decomposition of interest to us. Nevertheless, our results do help choose between two competing theories of aggregate fluctuations in CHP. According to one, external shocks are an important source of these fluctuations. Theoretical models of CHP and policy rules for CHP will be seriously incomplete if they abstract from external developments. According to the other view, external shocks are of minor importance for understanding the macroeconomic dynamics in transition economies. 1 1 Perhaps the key factors are e.g. domestic productivity shocks that cause a movement of resources from the state to the private sector. 2 We find support for the former view. We estimate that external shocks account for about 20-50% of the short-run variance in aggregate price level in CHP between 1992 and 2004. The long-run estimate is about 60-85%. The short-run estimate for real aggregate output is about 15-20%, whereas the long-run estimate is about 25-50%.
Thus we find that a sizable fraction of the variation in real aggregate output and aggregate price level in CHP can be attributed to external shocks, especially so for aggregate price level.
The recent literature on business cycles in emerging markets emphasizes the importance of external interest rate shocks (Neumeyer and Perri (2004) , Uribe and Yue (2003) We also make contact with the recent macroeconometric literature on transition economies. In the most closely related paper, Korhonen (2003) estimates bivariate
VARs for real aggregate output in a number of transition economies and an index of real output in the euroarea. His variance decomposition suggests that about 10-15%
of the variance in real aggregate output in CHP is attributable to external shocks.
Our estimate is larger, possibly because we use more than a single variable to measure external shocks. Another difference between Korhonen (2003) and this paper is that we test the GCP restriction and use it to justify the variance decomposition. The difference between our study and the work of Fidrmuc and Korhonen (2003) and Dibooglu and Kutan (2001) is that these authors rely on the Blanchard-Quah identification that is stronger than the GCP restriction and the orthogonalization that we use. The Blanchard-Quah identification has been criticized in the literature (see Faust 3 In an early study, Boone and Maurel (1999) find that sizable fraction of the variation in unemployment in transition economies is explained by external factors. 4 and Leeper (1997) and Cooley and Dwyer (1998) form (omitting a constant and other deterministic terms):
is non-singular, and ε(t) is Gaussian with zero mean and:
We interpret ε(t) as the vector of structural disturbances (such as changes in policy, technology and tastes) that generate the data. The model in its general form is familiar from the structural VAR literature (e.g. Leeper, Sims and Zha (1996) ).
In our case, the model contains m 1 domestic variables in a small open economy (y 1 (t) vector) and m 2 variables external to the small economy (y 2 (t) vector), with
We can partition the model into a domestic and an external block using the notation:
for all s = 0, 1, ..., p, with y i (t) and ε i (t) each of dimension (m i × 1), and
The small open economy assumption implies the restriction A 21 (s) = 0, for all s = 0, 1, ..., p (see Cushman and Zha (1997) and Zha (1999) ). This is the restriction making the y 2 (t) vector block exogenous, i.e.
domestic variables are postulated not to enter the external block equations either 6 contemporaneously or with lags. External variables are a linear combination of external shocks only, whereas domestic variables are generated both by domestic and external disturbances.
Multiplying (2.1) by the inverse of A (0) yields a reduced-form VAR model for y(t)
that we can estimate:
with B(s) of size (M × M), and v(t) an (M × 1) Gaussian vector with zero mean
and:
After partitioning into a domestic and an external block, we obtain:
, and j = 1, 2. Analogously, we partition Ω into four Ω ij 's. It is straightforward to see that the block exogeneity restriction implies a testable restriction on (2.3). Namely, the block exogeneity restriction implies the restriction that the external vector y 2 (t) is Granger causally prior with respect to the domestic vector y 1 (t):
formally, B 21 (s) = 0 for s = 1, ..., p. Thus fluctuations in the small economy do not help predict fluctuations in external variables.
Below we test the GCP hypothesis for each of the three transition economies we look at. We take failure to reject the GCP hypothesis as evidence for the small open economy model. Upon failing to reject the GCP hypothesis, we decompose by origin the sources of variation in y 1 (t) in each of the three countries. We use call money interest rate to account for the possibility that monetary policy decisions in the euro area (before introduction of the euro, in Germany) can be a source of fluctuations in CHP. Germany is by far the largest neighbor, and also the main trading partner of each of the three transition economies we look at; see the We use Bayesian inference and employ data in levels. Bayesian inference does not rely on asymptotic results. This feature seems attractive in the context of relatively small samples that we have at our disposal. Furthermore, Bayesian inference allows us to remain agnostic about the presence of unit roots 6 and cointegrating relations.
In particular, the Bayesian inference using data in levels allows for the possibility that cointegrating relations are present without imposing them as restrictions. Determining with high confidence whether a cointegrating relation is present would be difficult in our small samples. We prefer not to impose cointegrating restrictions and not to run the risk that imposing such restrictions erroneously may lead to incorrect inference regarding the effects of external shocks. 7 We do not include a linear trend since a VAR in M variables with constant terms and p lags but without a linear trend can account for polynomial trends up to the order Mp (see e.g. Sims and Zha (1998) ).
The addition of a linear trend would induce collinearity at low frequencies making inference even more uncertain than is unavoidable in the context of our relatively small samples.
We must be careful not to reject erroneously a true GCP restriction, which would lead to incorrect inference regarding the contribution of external shocks. A false rejection can arise if an external factor important for fluctuations in CHP -and also for the dynamics of y 2 (t) -is omitted from the external block. In this case y 1 (t) will be a linear combination of, among others, innovations in the omitted variable, and the estimates will assign spuriously to y 1 (t) predictive power for changes in y 2 (t). To avoid a false rejection and incorrect inference regarding the contribution of external shocks, it is important to include a sufficient number of external variables in the y 2 (t)
vector. 6 The evidence from the ADF tests and the KPSS tests is mixed and inconclusive. The null hypothesis of a unit root can be rejected for five out of eleven time series used in this study. The null hypothesis of trend stationarity cannot be rejected for two time series for which the null of a unit root cannot be rejected as well. 7 See Sims and Uhlig (1991) for a discussion of Bayesian inference in the possible presence of nonstationarity. for various values of p without the GCP restriction. We estimate the VAR model for each of the three countries setting alternatively p = 6, 9, 12. We evaluate the Laplace approximation to the log marginal likelihood for each estimated model. This method of choosing among models is consistent regardless of whether data are stationary or nonstationary (see Kim (1998) ). We find that the specification with p = 6 achieves the best fit in each of the three countries. We focus in subsequent analysis on the specification with 6 lags. However, we examine whether our substantive conclusions are robust with respect to the choice of lag length.
We investigate the presence of serial correlation in the residuals from the estimated VAR models. Using the Bayesian approach discussed in Lancaster (2004, chapter 2) and based on the Durbin-Watson statistic, we fail to find evidence of serial correlation.
We also investigate stability of the estimated VAR coefficients over time. We find that the VAR models with coefficients restricted to be constant throughout the sample achieve far better fit in terms of marginal likelihood than the VAR models that allow for a break in the middle of the sample.
3.2.
Granger causal priority of external variables. We consider the null hypothesis that the external vector y 2 (t) is block exogenous with respect to the domestic vector y 1 (t) in the model (2.1). To test the hull hypothesis, we fit the external block of equations of the VAR model (2.3) with and without the GCP restriction. We evaluate the Laplace approximation to the log marginal likelihood for the VAR model with the GCP restriction and for the VAR model without the GCP restriction. To ensure that our conclusion is robust to lag length, we set alternatively p = 3, 6, 9, 12.
The results are in Table 1 . We find that the model with the GCP restriction achieves far better fit than the model without the restriction, for each of the three countries this is a log scale, so that differences of 10 or more imply extreme posterior odds ratios in favor of the GCP restriction, while differences of 1 or 2 would mean little. 8 We also compare, for each of the three countries, the fit of a bivariate VAR model in real aggregate output and aggregate price level to the fit of the model that in addition includes our five external variables, entering contemporaneously and with lags. Using the Laplace approximation to the log marginal likelihood, we find extreme posterior odds ratios in favor of the model with the external regressors in each of the three countries. This suggests that the external variables are important for understanding the dynamics of real aggregate output and aggregate price level in CHP.
Inference methodology. Having found support for the GCP hypothesis, we
decompose by origin the sources of the variation in y 1 (t) in each of the three countries.
Here we follow the work of Cushman and Zha (1997) and Zha (1999) for the equations' coefficients. We take 1000 draws from the posterior distribution, after having imposed the GCP restriction; see the third Appendix for details. 9 For each draw, we compute impulse responses and forecast error variance decomposition of y 1 (t). This yields 1000 draws from the posterior distribution of impulse responses and forecast error variance decomposition. Finally, we compute percentiles of the posterior distributions. In each case, we report the median as well as 16th and 84th percentiles of the posterior, i.e. 68% probability bands. The probability bands have the usual Bayesian interpretation that the parameter of interest (e.g. the fraction of 8 The Schwarz criterion and the Hannan-Quinn criterion also favor the model with the GCP restriction in each of the three countries and for each value of p. The Akaike criterion favors the the GCP restriction in each of the three countries for p = 6 and p = 9. We already discussed the evidence that the model with p = 6 achieves the best fit in each of the three countries. 9 To ensure robustness to the presence of outliers, we make draws from a multivariate t-distribution with 3 degrees of freedom instead of drawing from a Gaussian pdf.
11 the variation in y 1 (t) attributable to external shocks) is contained within the bands with probability 68%, given the model and the data. 10 3.4. Variance decomposition. In Table 2 we report the median share of the variance in real aggregate output and aggregate price level in CHP attributable to external shocks, at horizons of 6 months (that we refer to as the short-run), 12 months (the medium run) as well as 24 and 48 months (the long-run). External shocks account for about 20-50% of the short-run variance in aggregate price level in CHP.
The medium-run estimate is about 40-70%. The long-run estimate is about 60-85%.
The short-run estimate for real aggregate output is about 15-20%, the medium-run estimate is about 15-30%, and the long-run estimate is about 25-50%. Thus we find that a sizable fraction of the variation in real aggregate output and aggregate price level in CHP can be attributed to external shocks. This is especially true for aggregate price level. In the last fifteen years, each of the three countries experienced significant disinflation. It is remarkable that most of the variation in aggregate price level during the disinflation emerges as having originated abroad.
In Table 3 we report 68% probability bands for the share of the variance in real aggregate output and aggregate price level in CHP attributable to external shocks.
That is to say, we continue looking at the same parameters as in Table 2 , but switch from examining medians to examining how uncertain we are about the estimates.
As is common in VAR studies, the amount of uncertainty is sizable. However, we are able to make the following statements with 84% probability. External shocks account for at least 35% of the long-run variance in aggregate price level in the Czech Republic and 70% in Hungary and Poland. External shocks account for at least 13% of the long-run variance in real aggregate output in Hungary and 30% in the Czech Republic and Poland.
We fail to find a consistent pattern of differences between the Czech Republic, Hungary and Poland. In particular, we fail to find support for the common view that the smaller countries (the Czech Republic and Hungary) are "more open" -in the sense of being more dependent on external shocks -than the larger Poland. 10 We employ a flat prior, having decided that the popular non-flat prior due to Sims and Zha (1998) 11 This amounts to assuming that one-step-ahead surprise changes in the short-term interest rate are monetary policy shocks after we account for any contemporaneous response of the interest rate to both commodity price series, aggregate real output and aggregate price level. Our estimates are unaffected when variables in the vector y 2 (t) are reordered. Notice that, due to the small sample size, we must assume that the effects of changes in the short-term interest rate in Germany are the same before and after the introduction of the euro. This is a common assumption in the literature, The estimated euroarea interest rate shocks account for only a modest fraction of the variation in real aggregate output and aggregate price level in Germany. Specifically, the median estimate suggests that euroarea interest rate shocks account for about 7% of the variation in real aggregate output and for about 13% of the variation in aggregate price level in Germany, at the horizon of 24 months. 12 Thus the effects shown in the first column of Figure 2 , while statistically significantly different from zero, are modest. Table 4 reports the median share of the variance in real aggregate output and aggregate price level in CHP attributable to euroarea interest rate shocks. Consider the maximum effect that takes place typically at the horizon of 24 months. Euroarea interest rate shocks account for about 9-16% of the variation in real aggregate output in CHP, somewhat more than in Germany. Aggregate price level in CHP reacts significantly more strongly to euroarea interest rate shocks than does aggregate price level in Germany. Specifically, euroarea interest rate shocks account for about 50-60% of the variation in aggregate price level in Hungary and Poland and for 26% in the Czech Republic.
Comparing Table 4 with Table 2 , we conclude that euroarea interest rate shocks can account for a sizable fraction of the external spillover effects into CHP. Euroarea interest rate shocks account for more than one-third of the joint effects of external shocks on real aggregate output in CHP. Euroarea interest rate shocks account for about 50% of the joint effects of external shocks on aggregate price level in the Czech
Republic and for more than two-thirds in Hungary and Poland. 12 This finding matches the findings of the structural VAR literature regarding the effects of monetary policy shocks. See e.g. Leeper, Sims and Zha (1996) for the United States and Kim (1999) for a cross-country comparative study including Germany. 14 
Conclusions
We decompose by origin the sources of the variation in real aggregate output and aggregate price level in the first 15 years of transition. We find that a sizable fraction of the variation is attributable to external shocks, especially so for aggregate price level. According to our estimates, external shocks account for about 60-85% of the long-run variance in aggregate price level in the Czech Republic, Hungary and Poland.
The same estimate for real aggregate output is about 25-50%. We also find that a sizable fraction of the external effects is accounted for by euroarea interest rate Our results do not imply that domestic policy has been unimportant in CHP. The data on real output and price level in the Czech Republic, Hungary and Poland and the data on price level in Germany, downloaded in seasonally unadjusted form, were deseasonalized prior to estimation using the X11 multiplicative command in RATS.
Appendix C. Inference methodology
We describe the posterior probability density functions from which we make draws.
The joint pdf of y (t), conditional on the data until t−1, is the product of the marginal density of y 2 (t) and the conditional density of y 1 (t) given y 2 (t):
where:
The terms in the conditional density of y 1 (t) are defined as follows:
Observe that Σ has size (m 1 × m 1 ),
18
Using the expressions above, we can write an alternative expression for the VAR (2.3):
(C.1)
where Σ is the variance-covariance matrix of e 1 (t). Parameters of (C.1) are linked to those of (2.3) via the one-to-one mappings given above.
We can write the system (C.1) in matrix notation as follows:
where We make draws of Ω Each complete set of draws described above constitutes a single draw of the coefficients of the VAR model (2.3) with the GCP restriction and single a draw of the matrix A (0). We use 1000 such draws to compute medians and probability bands. Each chart displays the impulse response (median in bold, with 68 percent probability bands), in percentage points and over 48 months, to a positive innovation in the short-term interest rate in Germany (one stardard deviation in size).
