ABSTRACT. In this paper, we study the stablizer-free weak Galerkin methods on polytopal meshes for a class of second order elliptic boundary value problems of divergence form and with gradient nonlinearity in the principal coefficient. With certain assumptions on the nonlinear coefficient, we show that the discrete problem has a unique solution. This is achieved by showing that the associated operator satisfies certain continuity and monotonicity properties. With the help of these properties, we derive optimal error estimates in the energy norm. We present several numerical examples to verify the error estimates.
INTRODUCTION
We consider the stabilizer free weak Galerkin method for the quasilinear elliptic partial differential equations (PDEs) in Ω ⊂ R d with d = 2, or 3:
This class of PDEs arise, for example, in the study of compressible flow in the arifoil design (cf. [4] ) or the eddy currents in a nonlinear ferromagnetic material (cf. [8] ). We assume throughout the paper that the diffusion coefficient κ(x, s), for x ∈ Ω and s ∈ R satisfies the following assumption.
Assumption 1.1. Assume κ(x, s) is a Carathéodory function, and assume that there are constants 0 < α < β with α(t − s) ≤ κ(x, t)t − κ(x, s)s ≤ β(t − s), 0 ≤ s ≤ t.
(1.2) for a.e. x ∈ Ω.
Note that this assumption implies that α ≤ κ(x, t) ≤ β a.e. x ∈ Ω and for all t > 0. For simplicity, we denote κ(s) := κ(x, s) in the rest of paper. The analysis of standard conforming finite element method for general quasilinear problems was discussed in [3] . For the class of monotone quasilinear PDEs (1.1), the finite element error estimates were developed in [2] for the differential operators defined on a reflexive Banach space. In [5] , a one-parameter family of hp-version discontinuous Galerkin finite element methods was developed and analyzed for the numerical approximation of this type of quasilinear elliptic equations, subject to mixed Drichlet-Neumann boundary conditions on ∂Ω. The finite volume methods were discussed in [1] .
First proposed in [10] , the weak Galerkin (WG) finite element methods are based on the novel idea of using weak functions and their weak derivative (see Section 2 for more details) in the design of the numerical approximation schemes. Due to the discontinuous nature of the methods, the WG methods are very flexible in solving a variety of PDEs on general polytopal meshes. For the second order elliptic quasilinear PDEs, the existence of solutions of the WG methods was shown in [6] by a Schauder fixed point argument. However, the uniqueness and the error estimations of the numerical approximations are restricted only to the linear PDEs, and have not been addressed for the nonlinear ones. Only recently in [9] , the authors gave the well-posedness and error estimate in the energy norm for the monotone quasilinear PDEs (1.1).
One disadvantage of the aforementioned WG methods, as well as other classes of discontinuous finite element methods (e.g. discontinuous Galerkin methods), is the existence of stabilization terms, which are usually necessary to enforce weak continuity of the discontinuous solutions across element boundaries. Removing stabilizers from discontinuous finite element methods will simplify formulations and reduce programming complexity significantly. Motivated by this, a class of stabilizer-free WG methods were first proposed and analyzed recently in [12] for Poisson's equation. In this new formulation, the WG methods can be viewed as the counterpart of the weak formulation of the continuous problem by replacing the classical gradient by the weak gradient operator.
The goal of this paper is to formulate and analyze this stabilizer-free WG methods for the monotone quasilinear PDEs (1.1). With the structural assumption 1.1, we show the stabler-free WG formulation satisfies certain continuity and monotonicity properties. These properties imply the discrete problem has a unique solution, thanks to a nonlinear version of the Lax-Milgram theorem (Theorem 3.1) for monotone operators. We then derive optimal error estimates in the energy norm.
The rest of this paper is organized as follows. In Section 2, we introduce basic notation, and present the stablizer-free WG methods for the model problem (1.1). In Section 3, we discuss the existence and uniqueness of the discrete problem. We first present an abstract existence and uniqueness of nonlinear operator equation, then verify the stablizer-free WG methods satisfies the conditions based on the Assumption 1.1. In Section 4, we show the main error estimate in the energy norm. In Section 5, we present some numerical experiments to confirm the theory. The paper ends with some concluding remarks and prospects for future work. . In this case, the subscript s is suppressed from the notation of norm, semi-norm, and inner products. Furthermore, the subscript D is also suppressed when D = Ω. Throughout the paper, we use C to denote a generic positive constant that is independent of the meshsize and the solutions, and may take different values in different appearance.
Let T h be a partition of the domain Ω consisting of polygons in two dimensions or polyhedra in three dimensions satisfying a set of shape-regular conditions (see [6] for example). For every element T ∈ T h , we denote by h T the diameter of T and mesh size h := max T ∈T h h T for T h .
We introduce the weak function v = {v 0 , v b } that allows v to take different forms in the interior and on the boundary of each element T ∈ T h :
Given an integer k ≥ 1, we define a local finite element space V h (T ) on each element T ∈ T h as follows
A global finite element space V h is then derived by patching all the local elements V h (T ) with common values on interior edges. Let V 0 h be a subspace of V h consisting of functions with vanishing boundary.
For any v = {v 0 , v b }, the discrete weak gradient ∇ w v ∈ [P j (T )] d is defined as the unique vector field satisfying
where j > k is an integer to be specified later (see Lemma 2.1). For simplicity, we adopt the following notations,
Then the WG scheme for (
d accordingly on each element T ∈ T h and e ⊂ ∂T . For the exact solution u of (1.1), we define Q h u as
For any v ∈ V h + H 1 (Ω), we introduce the following energy norm and the corresponding inner product:
(2.4) We also define a discrete H 1 semi-norm as follows:
It is easy to see that v 1,h defines a norm in V 0 h . The following lemma indicates that · 1,h is equivalent to the ||| · ||| in (2.4).
Lemma 2.1 ( [12, 13] ). Let j = n + k − 1, where n is the number of edges (faces) in each element. There exist two positive constants C 1 and C 2 such that for any v = {v 0 , v b } ∈ V h , we have
We remark that even though in Lemma 2.1 we required j = n + k − 1, our numerical experiments in Section 5 indicate that we can still get optimal error estimates with j = k + 1 or j = k + 2.
EXISTENCE AND UNIQUENESS
In this section, we show the problem (2.3) has a unique solution. For this purpose, we first present an abstract theorem. Let H be a Hilbert space with the inner product denoted by (·, ·) H and the induced norm · H . We say a (nonlinear) operator N : H → H is strongly monotone if there exists a constant λ > 0 such that
The following theorem (cf. [7] ) can be viewed as the nonlinear version of the LaxMilgram theorem. For completeness, we include a simple proof here.
Theorem 3.1. Let the operator N : H → H be strongly monotone (3.1) and Lipschitz continuous (3.2) . Then N (u) = f has a unique solution for all f ∈ H.
It is clear that the solution to the equation N (u) = f is equivalent to the fixed point Au = u of A. By the strong monotonicity (3.1) and Lipschitz continuity (3.2), the operator A : H → H satisfies
Clearly, for any ε ∈ (0, 2λ/Λ 2 ), A : H → H is a contraction mapping. By Banach fixedpoint theorem, A has a unique fixed point. Hence N (u) = f has a unique solution.
Remark 3.2. By the proof of Theorem 3.1, we can construct a fixed point iteration u n+1 = Au n for any initial guess u 0 ∈ H. For appropriate choice of ε, this iteration is guaranteed to converge (globally). This is in fact the relaxed Picard iteration, which is the algorithm used in Section 5 for solving the nonlinear problems.
Based on Theorem 3.1, in order to show (2.3) has a unique solution, we just need to verify the related discrete nonlinear operator satisfies the strong monotonicity (3.1) and the Lipschitz continuity (3.2). These properties can be obtained by the Assumption 1.1 on the coefficient κ. We first show the following continuity and monotonicity lemma. 
Proof. To prove (3.3), we use the lower bound in the Assumption 1.1.
On the other hand, by the upper bound in the Assumption 1.1, we have,
Taking square root on both sides, we obtain (3.4).
The estimate (3.3) in Lemma 3.3 implies the following strong monotonicity of a h .
Lemma 3.4. If the coefficient κ satisfies the Assumption 1.1, then the nonlinear form a h defined in (2.3) is strongly monotone in the sense that
h . Proof. The conclusion is a direct consequence of the inequality (3.3).
On the other hand, the estimate (3.
Proof. By inequality (3.4), we immediately get that
This completes the proof. Now, we are ready to present the existence and uniqueness of (2.3). 
Therefore, (2.3) is equivalent to the following operator form:
Lemma 3.4 implies that N is strongly monotone, and Lemma 3.5 implies that N is Lipschitz continuous on V 0 h . By Theorem 3.1, (3.6) has a unique solution. Therefore, (2.3) has a unique solution.
ERROR ANALYSIS
In this section, we establish the error estimate for the WG finite element approximation (2.3) in the energy norm defined in (2.4). For this purpose, we first introduce the following lemmas. 
Now we are ready to prove the main theorem.
Theorem 4.3.
Let u h ∈ V h be the weak Galerkin finite element solution to (2.3). Assume that u ∈ H k+1 (Ω) is the exact solution to (1.1), and the coefficient κ satisfies the Assumption 1.1. If in addition, κ ∈ W k,∞ (Ω × R + ), then there exists a constant C > 0 independent of h, u and u h such that
Proof. By (4.2) and the triangle inequality, it suffices to show that 
Then by the strong monotonicity Lemma 3.4, we have
where we used (4.4) in the last step. On each T ∈ T h , it follows from integration by parts and the definition of the discrete weak gradient (2.2),
Therefore, we get
Hence, we have
To estimate the first term in (4.5), we have
where in the second inequality, we used the inequality (3.4), in the third inequality, we used the condition κ ∈ W k,∞ (Ω × R + ), and we used (4.1) and (4.2) in the last two steps. Therefore, we obtain the following estimate for the first term in (4.5)
Now we turn to estimate the second term in (4.5). We need the following trace inequality for any function v ∈ H 1 (T ) (cf. [11] ):
By this trace inequality and the estimate (4.6), we have the following estimate for the second term in (4.5):
In the last inequality, we used the trace inequality (4.8), (4.6), and the norm equivalent (2.6). The conclusion then follows directly from inequalities (4.7) and (4.9). This completes the proof.
NUMERICAL EXPERIMENTS
We apply the new stabilizer-free weak Galerkin finite element method with various polynomial degrees and on various polygonal grids, to two monotone elliptic equations. Even though we did not give the analysis for the L 2 error estimates, we present them in these numerical examples for comparison. Note the L 2 error between the exact solution u ∈ H 1 0 (Ω) and the WG approximation
5.1. Example 1. We solve problem (1.1) on square domain Ω = (0, 1) 2 , where the coefficient function and the exact solution are
This function κ satisfies condition (1.2) with α = 1 − 2/e and β = 2. We compute the solution (5.1) on two types of grids, shown in Fig. 1 . We use P k (k = 1, 2, 3, 4 in (2.1)) weak Galerkin finite elements with P k+1 weak gradient (j = k+1) in (2.2)) on rectangular grids, and P k (k = 1, 2, 3 in (2.1)) weak Galerkin finite elements with P k+2 weak gradient (j = k + 2) in (2.2)) on polygonal grids (Fig. 1) . In the computation, the function κ(|∇u|) is interpolated in to the discontinuous P k−1 space on the same grid. On each level, we solve the nonlinear discrete equations by the relaxedPicard iteration. The errors and the order of convergence are listed in Tables 1-2 for the computation on two types of grids, respectively. This function κ satisfies condition (1.2) with α = 2 and β = 3. But this non-linear function has an additional singularity, comparing to that in Example 1, the square-root singularity (i.e, infinite derivatives at zero points). So the higher order finite element methods do not behave well, compared to the results in Example 1. In the computation, the function κ(|∇u|) is again interpolated in to the discontinuous P k−1 space on the same grid. This is a typical method treating variable coefficient differential equations, i.e., a typical quadrature rule for the numerical integration. If we interpolate the function κ(|∇u|) in the space of continuous polynomials, the high order finite element may converge in steady high orders. This requires a future study.
CONCLUSION
In this paper, we studied the stablizer-free weak Galerkin methods for a class of second order elliptic boundary value problems of divergence form and with gradient nonlinearity in the principal coefficient. With certain assumption on the nonlinear coefficient, we showed that the discrete problem has a unique solution. This was achieved by showing the associated operator satisfies certain continuity and monotonicity properties. With the help of these properties, we derived optimal error estimates in the energy norm. We presented several numerical experiments to verify the error estimates. From the numerical experiments in Section 5, we observed superconvergence in both L 2 and energy error estimates, especially on the rectangular grids (cf. Table 1 and Table 3). These phenomena will be investigated in a future work.
