In order to improve the prediction accuracy of network traffic, this paper proposes a network traffic prediction model based on support vector machine (SVM) which parameters are optimized by catfish particle swarm optimization algorithm. Firstly, the parameters of SVM are encoded as a particle, and then catfish effect is introduced to overcome the defects of particle swarm optimization algorithm, the optimal parameters of SVM are obtained by the particle interactions, finally, the prediction model of network traffic is established according to the optimal parameters and the simulation experiments are carried out to test the performance of established model with network traffic data. The simulation results show that, compared with other prediction models of network traffic, the proposed model can quickly find the optimal parameters of SVM and has improved the prediction accuracy of network traffic.
I. INTRODUCTION
With the rapid development of network technology and increasing of network traffic, network congestion is more and more serious, and network traffic prediction plays a fundamental role in network design, management, control, and optimization, therefore a network traffic prediction model with high accuracy becomes the key of research areas and an issue in the study of network control [1] .
Aiming for the prediction problems of network traffic, in the past several decades, experts and scholars have conducted some researches, and came up with many effective and practical prediction models [2] . Traditional network traffic prediction method has the linear regression model, Poisson model, Matkov models and time series forecasting model, since the network traffic data is essentially a time series, time series model is the most commonly used in the traditional models, in which autoregressive moving average model (ARIMA) is widely used, and the predictive performance is the best [3] . As the network is more and more widely applied, the type of data network transmission becomes diverse, The changes in network traffics have the features of multi-scale, highly self-similarity, nonlinear and time-varying, periodic and so on, The traditional network traffic prediction methods are based on linear Variation of the model, so the change of network traffic can not be well illustrated and described by these methods , and the prediction results are not quite accurate which are not suitable for the developing requirements of modern large-scale networks [4] . In recent years, the further development of non-linear prediction theory has attracted attentions of scholars, and neural networks have emerged, which are applied to the network control management. In particular, artificial neural network(ANN) is a learning method that has a strong linear predictive power, it has the global promotion of best approximation, a good ability to network traffic changes of nonlinearity and uncertainty of the precise description of network traffic, thus it has good predictive results [5] , [6] . However, ANN has been criticized to be vulnerable to the over-fitting problem which usually leads to a local optimum and to the empirical risk minimization which results in good fit and poor prediction out-of-sample [7] , [8] . To avoid the theoretical pitfalls of the ANN in network traffic prediction area, fortunately, Vapnik (1997) has successfully developed a novel nonparametric function approximate, the support vector machine (SVM), which is computationally powerful in the sense that it allows for (1) finite and infinite sample; (2) no prior distribution assumption; and (3) minimizing the structural risk as opposed to empirical risk employed ANN, which endows SVM with an excellent generalization, or forecasting, ability out-of-sample and is the biggest advantage of SVM among all alternatives, so SVM has been successfully applied to network traffic prediction [9] , [10] , [11] , 12]. Although SVM have become more widely used in traffic prediction areas, it is difficult to establish a highly effective prediction model before the parameters of SVM are determined. Some studies stated that the optimal parameters of SVM play a crucial role to establish a prediction model with high predictive accuracy and stability [13] , [14] . To make an efficient SVM model, the parameters of SVM have to be carefully predetermined. Some scholars has used genetic algorithm (GA), particle swarm optimization(PSO) algorithm, ant colony optimization algorithm (ACO) to optimize the SVM parameters, the results showed that they not only have reduced computation time, but also has improved the predictive accuracy of network traffic [15] , [16] [17] . But these algorithms has some defects, such as it is easy trapped into local optimum, and the often results in premature convergence [18] .
In order to improve the predictive accuracy of network traffic, this paper proposed a network traffic prediction model based on SVM (Catfish-PSO-SVM) which parameters are optimized by catfish particle swarm optimization algorithm (Catfish-PSO), and the performance is tested by the simulation experiments.
II. PROPOSED SCHEME

A. Principle of SVM
Let the given training samples be represented by (x i , y i ), i=1,2…,n, in SVM, the original input space is mapped into the high dimensional space, then a linear function is constructed:
The ε-intensive loss function is used for the minimization of empirical risk. The loss function is defined as:
where, ε is a positive parameter [19] . The empirical risk is
Subsequently, the SVM approximation is obtained as the following optimization problem. 
where, C is the penalty parameter. By using the Lagrange multiplier method, the minimization of formula (4) causes the problem of maximizing the following dual optimization 11 ,1
where, 
where, σ is kernel parameter. Then the approximation function is represented by Lagrange multipliers, namely
B. Catfish-PSO Algorithm
In PSO algorithm, velocity and position of the particle is updated by following formulas:
where, N is the number of particles, w is the inertia weight factor, r1d and r2d are two random numbers, vid(t) and xid(t) are the velocity and position of particle i at time step t. pi is the previous best position of particle i, pg is the best position found in the whole particles, c1, c2 are the acceleration constants [20] . In PSO algorithm, if the distance between pg and the surrounding particles is small, each particle is considered a part of the cluster around pg and will only move a very small distance in the next generation, and appears premature convergence.
The underlying idea for the development of Catfish-PSO is derived from the catfish effect observed when catfish are introduced into large holding tanks of sardines. The catfish-sardine competition stimulates renewed movement amongst the sardines. Similarly, the introduced catfish particles stimulate a renewed search by the other sardine particles in Catfish-PSO. In other words, the catfish particles can guide particles trapped in a local optimum on to a new region of the search space, and thus to potentially better particle solutions. The introduction of catfish particles in Catfish-PSO is very simple and can be done without increasing the computational complexity of the process. Catfish particles overcome the inherent defects of PSO by initializing a new search over the entire search space from its extreme points [21] .
III. NETWORK PREDICTION MODE BASED ON CATFISH-PSO-SVM
A. Deciding the Parameters Range 1) Penalty parameter (C). C decides the complexity of model and the penalty degree of fitting bias. The larger the C, the more the fitting value of the training data sample point conforms to the true value, but it is prone to over fitting. Small C will reduce the complexity of the model, which is prone to lack of study, the value range of C is generally [1, 10000] .
2) The bandwidth of Gaussian function (σ). σ decides space structure of the high dimensional feature which reflects the characteristics of the training samples and affects the generalization ability of the system. If σ is too small, it is prone to over fitting and poor generalization ability, but if σ is too large, it will be prone to lack of study. The value range σ is generally [0.1, 100].
B. The Design of Catfish-PSO Algorithm
1) Particle encoded. When the Gaussian function is selected as kernel function for the SVM classifier, the parameters (C, σ) must be selected using our proposed network prediction model. Therefore, the particle comprises two parts: C, σ. However, these particles have different parameters when other types of kernel functions are selected. The binary coding system was used to represent the particle. Fig.1 shows the binary particle representation of our design. In Fig.1 , C 1~Ci represents the value of parameter C, σ 1~σj represents the parameter value σ. Figure 1 . The design of particle In Figure1, the particle is coded in binary value for C, σ, so it needs transformed into decimal value by Eq. (10) . Note that the accuracy of representing parameter depends on the length of the particle string; and the minimum and maximum value of the parameter is determined by the user.
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where, min p represents minimum value of the parameter, max p represents maximum value of the parameter, d represents decimal value of particle string, l represents length of particle string.
2) Fitness function. The objection of parameters optimization of the SVM is to improve the predictive accuracy of network traffic. Thus, for the particle with high predictive accuracy produces a high fitness value. The particle with high fitness value has high probability to be preserved to the next generation, so user should appropriately define these settings according to his requirements. The fitness function of particle is defined as follow: 
where, i y is the true value of network traffic, i y is the predictive value of model, n is the number of validation samples..
C. The Predictive Steps of Catfish-PSO-SVM for Network Traffic
Step 1: the data of network traffic are collected and divided into the training samples and validation samples.
Step 2: the range of parameters of SVM which are C and σ are designed while the parameters of Catfish-PSO are designed.
Step 3: the initial particles are produced randomly, which represented parameters of SVM.
Step 4: the particles are decoded parameters(C, σ) of SVM, and then the training samples are input into SVM to train and establish the network traffic prediction model, The fitness function value of particle is calculated according to Eq. (11).
Step 5: each particle's fitness value is compared with the p i , if better, and then the particle takes place the position of p i .
Step 6: for each particle, its fitness value is compared with the p g , if better, and then the particle takes place the position of p g .
Step 7: the velocities and positions of the particles are updated according to Eq. (8) and Eq. (9).
Step 8: if fitness value of pg is the same seven times, the catfish effect is implemented which is described as above.
Step 9: the iterative process doesn't stop until the number of iterations achieves the maximum number of iterations (N max ), and the optimal particle is decoded into the optimal parameters of SVM.
Step 10: The training samples are input into SVM to establish the optimal prediction model of the network traffic according to the optimal parameters of SVM.
D. The Flow Chart of Network Traffic Prediction Model
The flow chart of network traffic prediction model based on Catfish-PSO is shown in figure 2 . 
E. Peudo-code of Catfish-PSO-SVM
The pseudo-code of Catfish-PSO-SVM is shown below. 01: begin 02 collect the network traffic data 03: randomly initialize particles swarm which represent (C,σ) 04: while (number of iterations, or the stopping criterion is not met) 05: evaluate fitness of particle swarm 06: for n=1 to number of particles 07: find pi and pg 08: for d=1 to number of dimension of particle 09: Update the position of particles by Eq. (10) and Eq. (11) 10: next d 11: next n 12: if fitness of pg is the same seven times then 13: sort the particle swarm via fitness from best to worst 14: for n=number of nine-tenths of particles to number of particles 15: for d=1 to number of dimension of particle 16: the position of catfish=1(Max of the search space) or catfish=0(Min of the search space) 17: next d 18: next n 19: end if 20: update the inertia weight value 20: next generation until stopping criterion 21 the optimal particle is decoded into the optimal (C,σ) 22: end
IV. SIMULATION RESULTS
A. Network Traffic Data
This network traffic data comes from http://newsfeed.ntcu.net/~news/2013/, which has an access to 500 network traffic point, and which is shown in Figure 3 . The data is divided into two parts: the former 400 data as training samples, the other data as validation samples. 
B. Data Pretreatment
In order to avoid network traffic data in greater numeric ranges dominating those in smaller numeric ranges and avoid numerical difficulties during the SVM training. Generally, network traffic data are scaled to the range [0,1] by formula (14) . The scaling results in figure  4 .
where, x i is original value, x i ' is scaled value, max(x i ) and min(x i ) represent the max and the min value of network traffic data separately.
C. Comparison Models and Evaluation Criterion
In order to make the predictive results of Catfish-PSO-SVM comparable and persuasive, two comparison models are chosen: GA-SVM which the parameters of SVM are optimized by GA, PSO-SVM which the parameters of SVM parameters are optimized by PSO algorithm. The models' performances are evaluated by the RMSE and MAPE, which are defined as follow: 
where, i y is true value of network traffic, i y is the predicting value of model, n is the number of samples.
The parameters of GA are set as follows: the number of population k=20, N max =500, crossover rate is 0.8 and mutational rate is 0.1 while the parameters of PSO algorithm are set as follows: the numbers of particles k=20, w=1, c 1 =c 2 =2, N max =500. 
D. Results and Analysis
The train samples are input in to SVM to learn, and the parameters of SVM are optimized by GA, PSO, Catfish-PSO. According to the training set of 90% off cross-validation error minimum principle, parameter optimization process is shown in figure 5 , and the obtained parameters are shown as table I. From Figure 5 , compared to PSO, GA, Catfish-PSO can quickly find the optimal parameters of SVM, and the cross validation error is smaller, the results show that Catfish-PSO is an effective parameters optimization algorithm for SVM. Generally, the performance of a prediction model is evaluation by predictive ability rather than fitting ability, so the validation samples are prediction by the established prediction models of network traffic with GA-SVM, PSO-SVM, and Catfish-PSO-SVM. The predictive results are shown results in figure9~11 and table II. The predictive results of Catfish-PSO-SVM are better than GA-SVM and PSO-SVM because catfish particles initialize a new search from extremes of the search space when the pg value has not made progress for a certain number of iterations, and better solutions can be found by guiding the whole swarm to more promising regions in the search space, so the parameter of SVM which are selection by Catfish-PSO are better than the parameters selection by GA and PSO. It proved CATFISH-PSO-SVM is a high accuracy and strong generalization ability network traffic prediction model, and can more accurately describe the complicated change tendency of the network traffic. Parameters play a key role for predictive accuracy when network traffic is modeling based on SVM, if parameters optimization is unreasonable, and it often causes under-learning and over-learning. Traditional PSO algorithm has disadvantages of premature phenomenon, poor local optimization ability and slow convergence speed, etc, therefore this paper proposed a network traffic prediction model based on SVM which parameters are optimized by catfish-PSO algorithm which catfish effect is introduced to overcome the defects of particle swarm algorithm, the simulation results show that, compared with other prediction models of network traffic, the proposed model can quickly find the optimal parameters of SVM, and has improved the predictive accuracy of network traffic. 
