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Resumen
Entre las metodolog´ıas utilizadas en el particionamiento terri-
torial, destacan los modelos de localizacio´n-asignacio´n (“location-
allocation”) y los de particionamiento de conjuntos (“set partition-
ing”), que agrupan pequen˜as a´reas geogra´ficas llamadas unidades
ba´sicas en un nu´mero dado de grupos geogra´ficos ma´s grandes, de-
nominados territorios. El problema de particionamiento territorial se
modela como un problema de la p-mediana. Se utiliza un enfoque de
relajacio´n Lagrangeana para obtener cotas inferiores de la solucio´n
o´ptima y un procedimiento para la obtencio´n de cotas superiores.
Para evaluar el desempen˜o de la metolog´ıa propuesta, se utilizan
instancias de dos ciudades de Me´xico. Los resultados obtenidos se
comparan con otros me´todos de particionamiento de la literatura. De
acuerdo con los resultados obtenidos para estas instancias, utilizando
distintos nu´meros de grupos, se observa que se pueden obtener solu-
ciones factibles de muy buena calidad con un esfuerzo computacional
razonable.
Palabras clave: particionamiento, relajacio´n Lagrangena, heur´ısticas.
Abstract
Among methodologies used in territory clustering, stand location-
allocation and set partitioning models, to group small geographic ar-
eas, usually called “basic units” into a given number of larger groups
called “territories”. The territory clustering problem is modeled as a
p-median problem. A Lagrangean relaxation is used to obtain lower
bounds to the optimal solution of the problem and a procedure is used
to obtain upper bounds. In order to evaluate the performance of the
proposed procedure, instances of two Mexico cities are used. The re-
sults obtained with the proposed method are compared to partition-
ing methods from the literature. According to the obtained results
for the considered instances using different number of groups, opti-
mal or near optimal solution are obtained with a reasonable amount
of computer effort.
Keywords: partitioning, Lagrangean relaxation, heuristics.
Mathematics Subject Classification: 90C59, 62H30, 91C20.
Introduccio´n
Los problemas de particionamiento territorial tienen aplicaciones en di-
versos a´mbitos, tales como la identificacio´n de distritos pol´ıticos, distritos
escolares, instalaciones de servicios sociales, instalaciones de servicios de
emergencia, territorios comerciales, etc. En diversos trabajos de la litera-
tura, se utilizan criterios geogra´ficos como medidas de adecuacio´n de las
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soluciones. Los criterios comunmente utilizados son la compacidad y la
contiguidad. De acuerdo con Kalcsics et al. [7], un territorio es geogra´-
ficamente compacto si tiene forma aproximadamente redonda y no esta´
distorsionado, pero no existe una definicio´n rigurosa del concepto. En mu-
chos trabajos de la literatura, se utiliza como medida de compacidad la
suma de distancias entre las unidades ba´sicas y el centroide al que esta´n
asignadas, modelando el problema como un problema de la p-mediana (ver
por ejemplo Hess y Samuels [6] y Zoltners y Sinha [12]). El problema de
la p-mediana ha sido ampliamente estudiado en la literatura. En Reese
[10] se puede encontrar una excelente revisio´n de metodolog´ıas para re-
solver el problema de forma aproximada y exacta, entre los que destacan
las metodolog´ıas heur´ısticas y metaheur´ısticas para obtener cotas primales,
metodolog´ıas para la obtencio´n de cotas inferiores basadas en relajaciones
Lagrangeanas o relajaciones Lagrangeanas subrogadas. Recientemente, en
Avella et al. [1] se propone un algoritmo “Branch-and-Cut-and-Price” que
permite encontrar soluciones o´ptimas o cercanas a las soluciones o´ptimas
para problemas de hasta 3,795 nodos. Asimismo, en Avella et al. [1] se
menciona que el modelado de problemas de agrupamiento como problemas
de la p-mediana motivan el estudio de instancias de gran escala. De acuerdo
con experiencias computacionales previas, los autores mencionan que los
problemas de p-mediana definidos en grafos G = (V,A) con |A| ≥ 360, 000
son dif´ıciles de resolver con software comercial especializado para proble-
mas de Programacio´n Entera Mixta (MIP por sus siglas en ingle´s).
En este trabajo se considera un problema de agrupacio´n territorial y
se formula como un problema de la p-mediana. El problema de la p-
mediana es un problema “NP-hard” (ver Kariv y Hakimi [8]). A partir
de dicha formulacio´n se obtienen soluciones para diferentes instancias del
problema usando el software de optimizacio´n FICO XPRESS. Debido a que
para instancias de gran taman˜o del problema no es factible la resolucio´n a
trave´s de dicho software, se utiliza un esquema de relajacio´n Lagrangeana
que permite obtener cotas inferiores y superiores para instancias de mayor
taman˜o. La literatura acerca de la teor´ıa y aplicaciones de la relajacio´n
Lagrangeana es muy extensa. En Guignard [5] se encuentra una excelente
descripcio´n de la metodolog´ıa y aplicaciones.
Para evaluar el desempen˜o de la metodolog´ıa propuesta en este trabajo,
se resolvio´ el problema de agrupamiento para dos ciudades de Me´xico, una
de mediano taman˜o (la ciudad de Toluca, capital del Estado de Me´xico)
y una de gran taman˜o (la zona metropolitana del Distrito Federal). Para
tal motivo se utilizaron la Unidades Geoestad´ısticas Ba´sicas (AGEBS) del
Marco Geoestad´ıstico Nacional del Instituto Nacional de Estad´ıstica, Geo-
graf´ıa e Informa´tica (INEGI) de Me´xico. El Marco Geostad´ıstico Nacional
es un sistema que permite relacionar la informacio´n estad´ıstica con el espa-
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cio geogra´fico correspondiente, divide al territorio nacional en a´reas de fa´cil
identificacio´n en campo y es adecuado para las actividades de captacio´n
de informacio´n. Los resultados obtenidos con la metodolog´ıa propuesta
se comparan con otros me´todos conocidos de la literatura. En particular,
la metodolog´ıa propuesta se compara con los siguientes me´todos de agru-
pamiento: el algoritmo exacto denominado Particionamiento Alrededor de
los Medoides (PAM por sus siglas en ingle´s) propuesto por Kaufman y
Rousseeuw en [9] e implementado en [2] por Berna´be et al., donde adema´s
se propone un algoritmo de recocido simulado y un heur´ıstico de bu´squeda
en entorno variable (VNS por sus siglas en ingle´s). De acuerdo con la
experiencia computacional se observa que la metodolog´ıa propuesta pro-
porciona soluciones o´ptimas o cercanas a la solucio´n o´ptima con un esfuerzo
computacional razonable.
El trabajo esta´ organizado de la siguiente manera. En la seccio´n 1 se
presenta la formulacio´n matema´tica del problema de la p-mediana. Pos-
teriormente, en la seccio´n 2, se presenta un esquema de relajacio´n La-
grangeana donde las restricciones de asignacio´n son relajadas y se penaliza
su violacio´n en la funcio´n objetivo. La seccio´n 3 presenta la experiencia
computacional. Finalmente, en la seccio´n 4 se presentan algunas conclu-
siones y se mencionan extensiones futuras para el trabajo.
1 El problema de la p-mediana
El problema de la p-mediana considera la siguiente situacio´n. Se requiere
particionar un conjunto finito de objetos en exactamente p grupos. Cada
uno de dichos grupos estara´ caracterizado por uno de los objetos, que es
seleccionado como la mediana del grupo, y el subconjunto de objetos asig-
nado a dicha mediana. Para cada par de objetos se especifica una distancia
y se requiere minimizar la suma de distancias entre los objetos y las media-
nas a las que esta´n asignados. Sea N = {1, . . . , n} el conjunto de objetos.
Para cada par (i, j), i ∈ N, j ∈ N , dij denota la distancia (similitud) entre
los objetos i y j. Dado el nu´mero p, que denota el nu´mero de grupos, se
requiere particionar el conjunto N en p subconjuntos disjuntos, es decir,
N =
⋃p
k=1Nk y Nr ∩ Ns = ∅, para todo r, s ∈ {1, . . . , p}, r 6= s. A conti-
nuacio´n se considera el siguiente modelo de programacio´n matema´tica para
el problema. Se definen las siguiente variables de decisio´n:
yi =
{
1, si el objeto i es seleccionado como mediana,
0, en otro caso.
y
xij =
{
1, si el objeto j se asigna a la mediana, i,
0, en otro caso.
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El problema se puede modelar de la siguiente manera:
minimizar z =
∑
i∈N
∑
j∈N
dijxij (1)
sujeto a
∑
i∈N
xij =1 j ∈ N (2)
∑
i∈N
yi =p (3)
xij ≤yi i ∈ N, j ∈ N (4)
xij ∈{0, 1} i ∈ N, j ∈ N (5)
yi ∈{0, 1} i ∈ N (6)
Las restricciones (2) aseguran que cada objeto se asigna a una de las
medianas. La restriccio´n (3) asegura que se seleccionan p objetos como
medianas. Finalmente, las restricciones (4)–(6) aseguran que los objetos
solo puedan ser asignados a las medianas seleccionadas.
Como puede observarse, en el modelo anterior hay n (n+ 1) variables
de decisio´n y n (n+ 1)+1 restricciones. Aunque se pueden resolver instan-
cias del problema de taman˜o pequen˜o y moderado utilizando software es-
pecializado de programacio´n matema´tica, para instancias de gran taman˜o,
como algunas de las consideradas en este trabajo, no es factible el uso
de software de optimizacio´n debido al gran nu´mero de variables y res-
tricciones del modelo. Instancias de mayor taman˜o pueden ser abordadas
utilizando diversas te´cnicas de programacio´n matema´tica, tales como re-
lajaciones Lagrangenas, algoritmos de generacio´n de columnas, etc. En
la siguiente seccio´n se considera una relajacio´n Lagrangeana que permite
obtener cotas inferiores para la solucio´n o´ptima del problema.
2 Relajacio´n Lagrangeana
A continuacio´n se muestra un esquema de relajacio´n Lagrangena para el
problema de la p-mediana. Para obtener cotas inferiores, se resuelve el
dual Lagrangeano utilizando un algorimo de optimizacio´n subgradiente.
Asimismo, en cada iteracio´n del algoritmo de optimizacio´n subgradiente,
se utiliza un procedimiento para obtener cotas superiores para el valor de
la solucio´n o´ptima, utilizando la informacio´n de la solucio´n o´ptima de la
relajacio´n Lagrangeana obtenida en dicha iteracio´n. Para un vector λ ∈
R
n, dualizando las restricciones de asignacio´n (2), se obtiene la siguiente
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relajacio´n Lagrangeana:
(LR(λ)) minimizar zLR(λ) =
∑
i∈N
∑
j∈N
(dij − λj)xij+
∑
j∈N
λj
sujeto a
∑
i∈N
yi =p
xij ≤yi i, j ∈ N
xij ∈{0, 1} i, j ∈ N
yi ∈{0, 1} i ∈ N
Para un conjunto de multiplicadores λ dado, la solucio´n o´ptima de
LR(λ) se obtiene de la siguiente manera. Para cada i ∈ N , sea:
γi =
∑
j∈N
min {dij − λj , 0}
Asimismo, sean i1, i2. . . . , in, tales que γi1 ≤ γi2 ≤ . . . ≤ γin . Entonces
el valor de la solucio´n o´ptima de LR(λ) es zLR(λ) =
∑p
k=1 γik +
∑
j∈N λj,
haciendo yik = 1 para k = i1, i2, . . . , ip, yik = 0 para k = ip+1, . . . , i|N |, y
xij =
{
1, si dij − λj < 0 y yi = 1,
0, en otro caso.
El problema dual Lagrangiano es
max
λ∈Rn
zLR(λ).
La funcio´n zLR(λ) es la envolvente inferior de una familia de funciones
lineales de λ y por tanto es una funcio´n concava de λ con puntos de quiebre
donde la funcio´n no es diferenciable (ver Guignard [5]) y se resuelve uti-
lizando el algoritmo de optimizacio´n subgradiente.
Adicionalmente, en cada iteracio´n del algoritmo de optimizacio´n sub-
gradiente se utiliza un procedimiento para obtener una cota superior a
partir de la informacio´n proporcionada por la solucio´n o´ptima de la rela-
jacio´n Lagrangeana, LR(λ), en dicha iteracio´n. Dado un conjunto de p
medianas, la solucio´n o´ptima del subproblema de asignacio´n se obtiene de
la siguiente manera. Sean Ik = {i1, i2, . . . , ip} las p medianas seleccionadas
en la iteracio´n k, entonces, para cada j ∈ N ,
i?k(j) = argmin
i∈Ik
{dij}
donde i?k(j) denota la mediana seleccionada a la que es asignado el objeto
j en la iteracio´n k. Por tanto,
z?k =
∑
j∈J
di?
k
(j),j
es el valor de la cota superior de la iteracio´n k.
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3 Resultados computacionales
Para evaluar el desempen˜o de la metodolog´ıa propuesta en este trabajo
para el problema de agrupamiento territorial se utilizan las Unidades Geoes-
tad´ısticas Ba´sicas (AGEBS) del Marco Geoestad´ıstico Nacional del Insti-
tuto Nacional de Estad´ıstica, Geograf´ıa e Informa´tica (INEGI) de Me´xico,
correspondientes a las ciudades de Toluca y la zona metropolitana del Dis-
trito Federal. La instancia correspondiente a la ciudad de Toluca contiene
469 AGEBS y la instancia correspondiente a la zona metropolitana del
Distrito Federal contiene 5087 AGEBS. Para cada una de las instancias se
utilizaron tres valores distintos para el nu´mero de grupos. En la Tabla 1
se muestran los distintos valores para el nu´mero de grupos considerados
para cada una de las instancias de prueba. En Avella et al. [1] se men-
ciona que la modelacio´n de problemas de agrupamiento como problemas
de la p-mediana ha motivado el estudio computacional para instancias del
problema de gran escala. Una serie de experimentos computacionales pre-
liminares realizados por estos autores indican que instancias del problema
definidas en grafos G = (V,A) con |A| ≥ 360, 000 son dif´ıciles de resolver
usando paquetes de software comerciales especializados para problemas de
Programacio´n Entera Mixta (MIP por sus siglas en ingle´s), tales como
ILOG CPLEX o FICO XPRESS. Dicha dificultad estriba en que la canti-
dad de memoria requerida por dichos paquetes de software para resolver
relajaciones lineales de instancias del problema de la p-mediana de gran
escala es exorbitante. Esto ha provocado que se exploren enfoques alter-
nativos al me´todo simplex, basados ya sea en relajaciones Lagrangeanas o
Generacio´n de Columnas. Debido a que la relajacio´n Lagrangeana consi-
derada en este trabajo satisface la propiedad de integridad (ver Guignard
[5]), la cota que se obtiene al resolver el dual Lagrangeano coincide con
la cota de la relajacio´n lineal. De experiencias computacionales realizadas
por otros autores, se puede observar que la relajacio´n lineal del problema
de la p-mediana proporciona cotas inferiores ajustadas (ver por ejemplo
Christofides y Beasley [3] y Avella et al. [1]). En estos trabajos se conside-
ran instancias donde el problema de la p-mediana se define a trave´s de un
grafo y la matriz de distancias se genera aplicando el algoritmo de Floyd
(ver Floyd [4]) para calcular las distancias mı´nimas entre cualquier par de
nodos. Para aquellas instancias en las que se conoce la solucio´n o´ptima del
problema, el gap de dualidad relativo, definido como,
gap =
z? − zLP
zLP
× 100
donde z? denota la solucio´n o´ptima del problema y zLP denota la cota in-
ferior correspondiente a la relajacio´n lineal del problema, mide la calidad
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Instancia Descripcio´n AGEBS Nu´mero de grupos
1 Toluca 469 24
2 Toluca 469 47
3 Toluca 469 94
4 Distrito Federal 5087 255
5 Distrito Federal 5087 508
6 Distrito Federal 5087 1018
Tabla 1: Instancias de prueba.
de las cotas inferiores obtenidas. Para estas instancias el valor promedio
del gap de dualidad relativo es 0.17% y en ningu´n caso es mayor a 1.20%.
Por otro lado, se generaron aleatoriamente un total de 420 instancias del
problema (10 instancias del problema para cada valor n y p), considerando
distancias eucl´ıdeas, para los siguientes valores de n (nu´mero de objetos):
100, 150, 200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750. Para
cada uno de los valores de n se consideran 3 valores distintos del para´metro
p (p = d0.1×ne, p = d0.2×ne y p = d0.3×ne). En cada una de las instan-
cias se generan puntos aleatorios en el cuadrado unitario y posteriormente
se calcula la distancia entre todos los pares de puntos para generar la ma-
triz de distancias. En este caso, en promedio, el gap de dualidad relativo
es de 0.01% y en ningu´n caso es mayor a 0.19%. Debido al requerimiento
de memoria ocasionado por el gran nu´mero de variables de decisio´n y res-
tricciones del modelo de la p-mediana, no es posible resolver la instancia
correspondiente a la zona metropolitana del Distrito Federal utilizando el
software de optimizacio´n FICO XPRESS. Sin embargo, la cota inferior
de la relajacio´n lineal del problema de la p-mediana se puede aproximar
usando el esquema de relajacio´n Lagrangeana presentado en la seccio´n 2,
debido a que el problema Lagrangeano satisface la propiedad de integridad.
Los experimentos computacionales efectuados son:
• Evaluacio´n de metodolog´ıas exactas para el problema. En particu-
lar, se compara el desempen˜o del software de optimizacio´n FICO
XPRESS en la resolucio´n del problema de la p-mediana con el de-
sempen˜o del algoritmo PAM implementado en Berna´be et al. [2].
• Evaluacio´n de metodolog´ıas de aproximacio´n para el problema. En
particular, se comparan la calidad de la soluciones obtenidas y el
esfuerzo computacional requerido de las heuristicas propuestas en
Berna´be et al. [2] y de la metodolog´ıa propuesta en este trabajo.
El modelo de la p-mediana se resuelve con el software de optimizacio´n
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 19(2): 169–181, July 2012
relajacio´n lagrangeana para particionamiento 177
Nu´mero Valor de la FICO XPRESS PAM
Instancia de solucio´n Cota inferior Tiempo CPU Tiempo
grupos o´ptima Relajacio´n lineal (segundos) (segundos)
1 24 9.1986 9.1986 42.50 79.00
2 47 5.7338 5.7338 35.05 431.00
3 94 3.2089 3.2086 33.26 2188.00
Tabla 2: Resultados obtenidos con el algoritmo PAM y el software FICO-
XPRESS.
FICO XPRESS y la relajacio´n Lagrangeana es implementada en lenguaje
C. Ambos procedimientos son ejecutados en una computadora HP elite
book con procesador Intel Core 2 Duo, 2.35GHz y 2GB de memoria RAM.
Asimismo, el algoritmo PAM, el algoritmo de temple simulado y el pro-
cedimiento de bu´squeda en entorno variable son codificados en lenguaje
Visual Basic y ejecutados en una computadora Acer con procesador Intel
Atom 1.66Ghz con 2 GB de memoria RAM.
A continuacio´n se describe la experimentacio´n realizada. La solucio´n
exacta del problema usando el software de optimizacio´n FICO XPRESS
solo se evalu´a para las instancias correspondientes a la ciudad de Toluca,
ya que la instancia del Distrito Federal excede los requerimientos de memo-
ria. Asimismo, para el algoritmo PAM se reportan las soluciones o´ptimas
para las instancias correspondientes a la ciudad de Toluca, ya que para la
instancia del Distrito Federal no se termina la ejecucio´n del algoritmo en
un tiempo l´ımite, especificado en 2 horas. En la Tabla 2 se muestran los re-
sultados obtenidos con el algoritmo PAM y con el software de optimizacio´n
FICO XPRESS para las instancias correspondientes a la ciudad de Toluca,
mientras que en las Tablas 3, 4 y 5, se reportan los resultados obtenidos
con el algoritmo de relajacio´n Lagrangeana (LR), el algoritmo de temple
simulado (SA, por sus siglas en ingle´s) y el algoritmo de bu´squeda en en-
torno variable (VNS), respectivamente. Dichas tablas muestran las cotas
superiores (soluciones factibles), las desviaciones porcentuales de estas co-
tas con respecto a la cota inferior obtenida con la relajacio´n Lagrangeana,
y los tiempos de CPU requeridos. Adicionalmente, la Tabla 3 tambie´n
muestra las cotas inferiores obtenidas con la relajacio´n Lagrangeana. Por
otro lado, para evaluar la calidad de las cotas superiores obtenidas con
las diversas metodolog´ıas, se utiliza el gap relativo que se calcula de la
siguiente manera,
gap relativo =
z − zLD
zLD
× 100
donde z denota la mejor cota superior obtenida y zLD es la cota inferior
obtenida del problema dual Lagrangeano.
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 19(2): 169–181, July 2012
178 j.a. d´ıaz - b. berna´be - d. luna - e. olivares - j.l. mart´ınez
Nu´mero Relajacio´n Lagrangeana (LR)
Instancia de Cota Cota Gap Tiempo CPU
grupos inferior superior relativo (segundos)
1 24 9.1986 9.1846 0.00% 0.65
2 47 5.7338 5.7360 0.00% 5.07
3 94 3.2086 3.4318 7.04% 1.19
4 255 51.7595 53.2925 2.96% 902.07
5 508 34.0295 34.9129 2.59% 565.71
6 1018 21.1917 21.9224 3.45% 839.35
Tabla 3: Resultados obtenidos con la relajacio´n Lagrangeana.
Nu´mero Temple simulado (SA)
Instancia de Cota Gap Tiempo CPU
grupos superior relativo (segundos)
1 24 11.8931 29.49% 9.00
2 47 8.3643 45.82% 15.00
3 94 5.1711 61.28% 21.00
4 255 72.4909 40.64% 191.00
5 508 51.9412 51.13% 554.00
6 1018 30.8261 45.46% 843.00
Tabla 4: Resultados obtenidos con el algoritmo de temple simulado (SA).
Nu´mero Bu´squeda de entorno variable (VNS)
Instancia de Cota Gap Tiempo CPU
grupos superior relativo (segundos)
1 24 11.8356 28.86% 1.00
2 47 8.1927 42.83% 1.00
3 94 5.0223 56.64% 2.00
4 255 70.9344 37.05% 555.00
5 508 50.7464 49.12% 1240.00
6 1018 29.2477 38.01% 1337.00
Tabla 5: Resultados obtenidos con el algoritmo de bu´squeda de entorno variable
(VNS).
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Como se puede observar en la Tabla 1 la relajacio´n lineal del problema
de la p-mediana proporciona cotas inferiores de la solucio´n o´ptima del
problema de agrupamiento de muy buena calidad. Aunque por restriccio-
nes de requerimiento de memoria no es posible resolver instancias de gran
taman˜o con el software, dichas cotas se pueden aproximar con el enfoque
de relajacio´n Lagrangeana propuesto en este trabajo.
De acuerdo a los resultados obtenidos, se observa que la relajacio´n La-
grangeana proporciona cotas inferiores y cotas superiores de buena calidad.
Con excepcio´n de la instancia nu´mero 3, las desviaciones porcentuales de
las cotas superiores con respecto a las cotas inferiores, no exceden al 3.5%.
Para la instancia 3, la desviacio´n es de 7.04%. Sin embargo, el procedi-
miento utilizado en este trabajo para obtener las cotas superiores, es muy
simple, y por lo mismo es susceptible de mejora mediante la utilizacio´n
de me´todos heur´ısticos ma´s elaborados. Por otro lado, se puede obser-
var, que, con respecto a la calidad de las cotas superiores, el algoritmo
de relajacio´n Lagrangeana supera significativamente a los otros me´todos
heur´ısticos evaluados. Asimismo, los tiempos de CPU requeridos por el
algoritmo de relajacio´n Lagrangeana son razonables y en algunos casos se
comparan favorablemente con los tiempos de CPU requeridos por los otros
me´todos heur´ısticos.
En la Figura 1 se muestran los territorios correspondientes a la instancia
de la ciudad de Toluca con 24 grupos. Este mapa se obtuvo con la interfaz
gra´fica utilizada en Zamora [11]
4 Conclusiones
En este trabajo, el problema de Particionamiento de A´reas Geogra´ficas se
modela como un problema de la p-mediana y se propone una relajacio´n
Lagrangeana para obtener cotas inferiores de la solucio´n o´ptima del pro-
blema. Asimismo, en cada iteracio´n del algoritmo de optimizacio´n sub-
gradiente se utiliza un procedimiento para obtener cotas superiores de la
solucio´n o´ptima. De acuerdo con la experimentacio´n efectuada para eva-
luar el comportamiento del me´todo propuesto, se puede observar que las
cotas inferiores proporcionadas por la relajacio´n Lagrangeana son de muy
buena calidad. Asimismo, las cotas superiores obtenidas por el me´todo
propuesto se comparan favorablemente con otros me´todos heur´ısticos de
la literatura.
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Figura 1: Mapa para la ciudad de Toluca.
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