group medians to corresponding regression models which assumes homogenous residuals and thus does not capture useful information from between-and within-child variation in placements. To more fully assess di↵erential predictions, we developed a novel set of hierarchical statistical models that enable the simultaneous estimation of mean levels of and variation in performance, as well as developmental transitions. Using these techniques we fitted the number line placements of 224 children longitudinally assessed from first to fifth grade, inclusive. The compression pattern was evident in mean performance in first grade, but was the best fit for only 20% of first graders when the full range of variation in the data are modeled. Most first graders' placements suggested use of end points, consistent with proportional reasoning. Developmental transition involved incorporation of a mid-point anchor, consistent with a modified proportional reasoning strategy. The methodology introduced here enables a more nuanced assessment of children's number line representation and learning than any previous approaches and indicates developmental improvement largely results from midpoint segmentation of the line.
KEYWORDS: numerical estimation, number line, hierarchical statistical models, mathematical development, proportional reasoning
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Children's cognitive representation of the mathematical number line Dehaene's (1997 Dehaene's ( , 2003 hypothesis that inherent representations of magnitudes are distinct for smaller quantities and increasingly compressed as magnitude increases has motivated many developmental studies of children's number line learning (e.g., Ashcraft & Moore, 2012; Booth & Siegler, 2006; Geary, Hoard, Byrd-Craven, Nugent, & Numtee, 2007) . If the approximate system is organized in this way and if children directly map numerals onto these approximate magnitudes, then the pattern of number line placements will be compressed. Figure 1A provides an example of compressed placements-there is a tendency to overstate the magnitude for small numbers and understate the magnitude for larger ones. The exact form of the placement function follows a power law (Stevens, 1957 ).
An alternative is that the mapping of numerals onto the number line, particularly when the line has clearly marked beginning and end points, is based on proportional reasoning (Barth & Paladino, 2011; Cohen & Blanc-Goldhammer, 2011; Slusser, Santiago, & Barth, 2013) . On a 0-to-100 number line, the numeral 25 is not directly mapped onto the line but is placed in reference to the 0 and 100 anchor points, in this case a quarter way between these points. Figure 1B -D show various signatures which have been interpreted as evidence for proportional reasoning. Figure 1B shows what is termed a one-cycle pattern (Hollands & Dyre, 2000) , and the key feature is an overestimation of magnitudes for small numbers followed by an underestimation for larger ones. Figure 1C shows what is termed a two-cycle pattern (Hollands & Dyre, 2000) -the overestimation-then-underestimation pattern is repeated around the center point. This pattern is considered evidence for an additional anchor point at the midpoint (Slusser et al., 2013) . Figure 1D shows an alternative pattern, a scallop pattern (Cohen & Blanc-Goldhammer, 2011) , which is also considered evidence for a midpoint anchor. repeated placements to a given numeral. The value in the figure at that numeral is the mean over these repeated placements. Yet, we need not be content to study the mean alone as for each presented numeral there is, at least hypothetically, a distribution of placements. As is frequently the case in cognitive psychology, the distribution is often more diagnostic for adjudicating between theories than the mean alone. Figure 2 shows the case when the variance of the distribution does not depend on the presented numeral, which is what is implicitly assumed when linear regression is used to fit placements. The five lines in each panel show the 10th, 30th,50th (median), 70th and 90th percentiles of the placement distributions as a function of the presented numeral. When equal variances are assumed, the distances between the percentile lines are constant across the range of presented numerals. The figure makes clear the di↵erence between variance and bias. Bias refers to how much distortion there is between the mean (or median) of the distribution and the true magnitude for the presented numeral. In Figure 2A , for example, there is an overestimation bias for small numerals and an underestimation bias for larger ones (see the middle line). In fact, the bias in Figure 2 matches the bias in the corresponding panels in Figure 1 . Variance, in contrast refers to spread around this mean, and is unrelated to bias. In Figure 2 , the variances do not change with the presented numeral even though the bias does.
The equal-variance assumption has two major drawbacks: First, it leads to infelicities such as predicting invalid placements below 0 and above 100. Second, and more importantly, the assumption is without psychological content. A better alternative is to use the theoretical positions themselves to inform assumptions about variance of the placement distributions. Figure 3 shows the logic. Figure 3A shows hypothetical distributions for the compressed-scale model of Dehaene (1997 Dehaene ( , 2003 . In this model, the resolution of magnitudes is very good for small numbers and worse for larger ones, and this pattern of resolution implies that the variance increases with the presented numeral, as suggested by Gallistel and Gelman (1992) . The increase in variance is seen by the increasing spread between the percentile lines. The predictions for the proportional reasoning theory are based on a single principle-variation should be greater the further the number is from the nearest anchor. For the two-anchor models, those with anchor points at 0 and 100, the variance is smallest near these anchors and increasing far from them. Figure 2B provides an example of the corresponding one-cycle pattern with variance predictions. The median line still follows the typical one-cycle pattern with an overestimation for small numbers and an underestimation for larger ones. The variance however is smallest at the endpoints and largest in the middle of the range. Note here the di↵erence between bias and variance. The peak biases are near numbers of 25 and 75, and there is no bias at 50. Nonetheless, the predicted variance is largest at 50. Figure 3C and 3D show distributional predictions that correspond to the two-cycle and scallop patterns, respectively. These patterns are considered evidence for three-anchor models with anchor points at 0, 50, and 100. Consequently, the variance is smallest at these anchors and greatest away from them, notably at the values of 25 and 75. Note that Figure 2A and 3 have the same medians (and the same bias); the di↵erence is solely in the variance.
Models
In this section we describe how the distributional models in Figure 3 are specified.
We do so here for a single participant performing the task. Let x denote the presented numeral divided by 100, e.g., x = .5 corresponds to a presented numeral of 50. Let y denote the placement on the same scale, 0  y  1. Let x 1 , x 2 , . . . , x N be a sequence of presented numerals for N trials, and let y 1 , y 2 , . . . , y N be the resulting placements.
The compressed-scale model, denoted M 1 , is given by
where ✏ i is a zero-centered, normally distributed noise term with standard deviation .
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Parameters ↵ and are the power and scale, respectively. Figure 4A shows 24 randomly-generated data points from a hypothetical individual that follows the compressed scale model M 1 . The placements follow the compressed-scale curve, and the variance of the points increases with presented numeral. Figure 4B shows the same data, but the axes are transformed so that the spacing follows a log function that compresses the larger numbers relative to the smaller ones. With this spacing on the axes, the data cluster around a straight line rather than a curve, and the variability around this line is constant. Note that Figure 4A and 4B show the same data-all that has changes are the axes. Model M 1 simply specifies this log scaling: the slope and intercept on the log space serve as parameters of interest, and the residuals on this space serve as an appropriate within-subject measure of variability. Individuals who are well fit by the compressed-scale model will di↵er in slope from one another and di↵er in intercept from one another. The variability of these slopes and intercepts across people serve as appropriate between-subjects measures of variability. Figure 1 shows patterns from two classes of proportional-reasoning models: the one-cycle pattern which implicates a two-anchor model with anchors at the two endpoints, and the two-cycle and scallop patterns which implicates a three-anchor model with anchors at the two endpoints and a third at the midpoint. The two-anchor and three-anchor models are treated separately.
The two-anchor model, denoted M 2 , is given by
where is the log-odds transform:
Parameters ↵ and index bias. The one-cycle bias pattern in Figure 3B occurs when ↵ = 0 and < 1, and the reverse bias occurs (underestimation for small numerals and Development of Number-Magnitude Estimation 7 overestimation for larger ones) when ↵ = 0 and > 1. Parameter ↵ indexes an overall bias; overall underestimation and overall overestimation occur for ↵ < 0 and ↵ > 0, respectively. A key property of the two-anchor model is that the error variance for numeral placements is greatest near 50, that is, those in the middle of the range, even if the responses are unbiased there. Figure 4C shows 24 hypothetical data points that follow a one-cycle bias pattern. Figure 4D shows the data, except in this plot the spacing on the axes follows the log-odds transform. This spacing expands the spacing at the end and compresses it near 50, far from the anchor. Consequently, this spacing linearizes the predictions, and, as before, variability on this space is a suitable measure of within-subject variability. The one-cycle pattern occurs when the slope on the transformed space is less than unity.
The three-anchor model which predicts both two-cycle and scallop patterns, denoted M 3 , is given by
where ✓ is
The function of parameters ↵ and is analogous to that in the two-anchor model. The two-cycle pattern in Figure 4E occurs when ↵ = 0 and < 1; the scallop pattern in In summary, the pattern of variability in number line placements serves as a diagnostic feature: compression theories of number-line representation predict larger variances in placements for larger numerals; proportional reasoning with two-anchors at the endpoints predicts largest variances in placements for the middle of the range; and
proportional-reasoning models with three anchors predicts the largest variance in placements at one-quarter and three-quarters of the range. Previous researchers who use regression with its equal-variance assumptions are unable to capitalize on the di↵erential predictions about variance shown in Figure 3 . The di↵erential predictions may be capitalized upon, however, by simultaneous consideration of within and between participant variation in these placements. We develop a set of novel hierarchical statistical models for this purpose. To understand the developmental trajectory of number representation in children, we used these models to analyze a unique longitudinal data set that includes the first to fifth grade, inclusive, number line placements of 224 children.
Method
The data are from a prospective longitudinal study of children's mathematical development and risk of learning disability (Geary, 2011; Geary, Hoard, Nugent, & Bailey, 2012) . All kindergarten children from 12 elementary schools that serve families from a wide range of socioeconomic backgrounds were invited to participate. Parental consent and child assent were received for 37% (N = 311) of these children and 288 of them completed all or nearly all of the first year measures and 1 other child completed a subset of the measures. The current analyses are based on the 224 children (103 boys) who completed the number line task in first to fifth grade, inclusive.
Participants:
The mean age at the time of the respective first and fifth grade assessments was 82 (SD = 4) and 133 (SD = 4) months. The racial composition was white (73%), Asian (5%), black (9%), and mixed race (8%), with the parents of the remaining Development of Number-Magnitude Estimation 9 children identifying them as Native American, Pacific Islander, or unknown. Across racial categories, 4% of the sample identified as ethnically Hispanic. Thirty-four percent of the children attending the schools from which the sample was drawn were eligible for free or reduced price lunches.
Number line estimation task. The stimuli were twenty-four 25 cm number lines that included the 0 and 100 endpoints with a target number printed approximately 5 cm above it in a large font (72 pt). The target numbers were 3, 4, 6, 8, 12, 17, 21, 23, 25, 29, 33, 39, 43, 48, 52, 57, 61, 64, 72, 79, 81, 84, 90, and 96 (Siegler & Booth, 2004) . Experimental stimuli were presented in a random order for each child.
After discussion about number lines and when it was determined that the child recognized the concept, a blank number line, containing only the endpoints 0 and 100, was presented and the child was asked to determine where the number 50 should go. The child was instructed to mark on the line where 50 should fall; a pencil-and-paper version was used in first grade and a computerized version, where the child used the mouse to mark the line, thereafter. A number line with the endpoints and the location of 50 marked was then shown to the child. To ensure the child understood the task, the child's response was compared to the presented version and the experimenter discussed with the child using sentences such as, "50 is half of 100, so it goes half way between 0 and 100." The experimental trials were then administered each beginning with the instruction, "this is zero (pointing) and this is 100 (pointing), where would the number go?" There was no time constraint. To better understand the developmental changes in number line placements, we fit the power law models (M 1 ), the one-anchor model (M 2 ), and the two-anchor model (M 3 ) that were described previously. These models were previously described for a single participant at a single wave, and the hierarchical extension to multiple participants at multiple waves is provided in the Appendix. Our approach was to select the best model for each individual-by-grade combination and plot how the models fared across children and grades. The best-fitting model was the one with the smallest root-mean-squared-error between observed and predicted placements; this approach is reasonable in this context because all three models had the same number of free parameters. To further assess the conclusion that the children's placements were anchored by a midpoint, we plotted residuals for the 91% of fifth graders whose placements were best fit by either the two-anchor or three-anchor models (Figure 8 ). The residuals allows an opportunity to observe why models misfit-whether these reflect a missing anchor or property that proportional reasoning is occurring from a midpoint and endpoint anchors.
Discussion
Understanding children's development of number-line representation is not only of practical importance, but helps to address more basic issues regarding how humans, and many non-human species, mentally represent numerical magnitude and how these representations are instantiated in the brain (Dehaene, 1997 (Dehaene, , 2003 Gallistel & Gelman, 1992) . The current analysis of a rich longitudinal data set with novel models that capture mean levels of performance, variation in performance, and developmental transitions provides for unique insights into how children mentally represent and operate on the mathematical number line, and compliment recent cross-sectional studies that have assessed alternative models, albeit with more conventional statistical approaches, and developmental transitions (Slusser et al., 2013) .
When analyzed with typical models that account for mean performance, our data are consistent with many other developmental studies: First graders' mean performance was consistent with predictions from the compressed-scale model of magnitude representation and the across-grade means are consistent with the often observed shift from compressed placements to linear ones (Ashcraft & Moore, 2012; Geary et al., 2007; Geary, 2011; Siegler & Booth, 2004; Siegler & Opfer, 2003) . The latter presumably reflects children's learning of the linear structure of the number line.
The picture changes when the data is modeled with custom mixed models that capture the full pattern of variation within and across children and grades. At this level, the majority of first graders' placements were more consistent with the use of the two presented end points as anchors, and the placements of some of them were consistent with Development of Number-Magnitude Estimation 13 use of an additional midpoint anchor. The placements of these children are consistent with the proposal that number lines with marked end points can be solved as proportional reasoning problems (Barth & Paladino, 2011; Cohen & Blanc-Goldhammer, 2011; Hollands & Dyre, 2000) . It is of course possible that first graders whose placements were best fitted by the proportional reasoning models would have made placements consistent with the compression model in kindergarten. It is also possible that the compression pattern arises from use of 0 as a single anchor point, with the signature logarithmic pattern resulting from higher discrimination among numerals close to this single anchor and poorer discrimination among numerals most distant from this anchor, as suggested by Slusser et al. (2013) .
Our most striking developmental finding is an early transition, say between the first and second grades, from a two-anchor model to a three anchor model, with the third anchor being at the midpoint. It is possible that the single practice trial in which participants were presented "50" and asked to place it facilitated the use of the midpoint anchor. But studies that have not used 50 (or other midpoints) to explain the task have found the same pattern of early usage of endpoint anchors and across-grade transitioning to use of an additional midpoint anchor, as we found here (Barth & Paladino, 2011; Slusser et al., 2013) . Moreover, the placements of the majority of first graders were not consistent with use a midpoint anchor, suggesting that if our procedure facilitated use of such an anchor it only occurred after children understood the utility of this anchor in making their placements more accurate.
The compression model can be unified with the proportional-reasoning models, and all of them can be understood in terms of placements guided by one, two, or three anchor points. The more anchors, the tighter the restrictions on where the presented numeral can be placed on the line. Developmental improvement then results from incorporation of additional anchors, one at a time, that partition the line into segments. Placements are made within these segments, with numerals close an anchor placed with greater accuracy than those farthest from an anchor. We see no evidence that children can use more than one midpoint anchor, and perhaps this is a more general limit on number line placements.
Appendix
Models M 1 through M 3 are specified for a single participant performing in a single
wave. The models may be expanded for multiple participants performing in multiple waves as follows: Let i = 1, . . . , 24 index the trial number, j, . . . , 224, index the participant, and let k = 1, . . . , 5 index the grade-level. The three models are extended as follows:
where for each model
Models M 1 through M 3 are linear regression models conveniently analyzed with Bayesian methods (Gelman, Carlin, Stern, & Rubin, 2004; Jackman, 2009) . In Bayesian models, priors are needed for parameters. We use priors that are flexible and computationally convenient:
Flat priors may be placed on µ ↵ and µ , and weakly informative inverse-gamma priors An alternative approach is to use hierarchical priors which share strength across individuals and grades. We have explored the following to smooth estimates:
where ⌘ 1 j , 1 j , and ⌧ 1 j describe the main e↵ect of the jth participant on ↵ jk , jk , and 2 jk , respectively, and ⌘ 2 k , 2 k , and ⌧ 2 k describes the same for the kth grade. We place flat (uninformed) priors on e↵ect (⌘, ), and a weakly-informative inverse gamma priors on variance scales ⌧ 1 and ⌧ 2 with a shape of 3.0 and a scale of 2.0. Both the priors lead to similar results as there are many trials per participant-by-grade combination. We report results here with the joint-e↵ects prior because this setup is modestly less informative than the hierarchical prior.
There is a notable complication in fitting model M 3 , the three anchor model. The model predicts that placements are between the two anchors nearest the presented numeral. That is, if the presented numeral is less than 50, then the predicted placement must be between 0 and 50. Likewise, if the presented numeral is greater than 50, then the predicted placement must be between 50 and 100, and if the presented numeral is exactly 50, then the placement must be exactly 50. If the data violate these constraints, then the model as stated is falsified. A reasonable fix is to allow the midpoint anchor to vary modestly around .5 from trial to trial, and such a model does not impose the above falsification constraints while preserving the patterns of placements shown in Figure 3D -F.
We developed such a model, but analysis proved too computationally complicated. We were unable to develop e cient algorithms for the integration from conditional posterior distributions to marginal posterior distributions. As an alternative, we decided to ignore all placements that violate the above constraints in fitting model M 3 . These included 19%
of placements in first grade, but this decreased considerably there after (5%, 2%, 2%, and 1% for second to fifth grade, respectively).
Figure Captions The three-anchor model, M 3 accounts for the two-cycle and scallop patterns. Same for students who were better fit by the two-anchor models. The main pattern is smaller residuals in the middle of the range for the three-anchor model than the two-anchor model, indicating that there is a midpoint. This pattern holds even for participants whose data are better described by the two-anchor model. 
