The completeness, together with the orthonormality, of the eigenfunctions of the Dirac Hamiltonian with a step potential is shown explicitly. These eigenfunctions describe the scattering process of a relativistic fermion off the step potential and the resolution of the identity in terms of them (completeness) is shown by explicitly summing them up, where appropriate treatments of the momentum integrations are crucial. The result would bring about a basis on which a field theoretical treatment for such a system can be developed.
I. INTRODUCTION
In quantum mechanics, a physical observable is represented by a self-adjoint operator acting on a Hilbert space. Its eigenvalues are all real-valued, corresponding to its measured values in experiments, and the eigenfunctions belonging to different eigenvalues are orthogonal to each other, which is in accord with the physical situation that the two events with different outcomes are mutually exclusive and never happen simultaneously. These statements are easily proved and the proofs are found in any textbook of quantum mechanics, in which, however, we always find another statement accompanied, claiming that the eigenfunctions form a complete set. The statement is physically sound because if we measure a physical quantity in any state, we would and should have a result, the obtained value of which is one of the eigenvalues of the corresponding operator and this implies that any state can be expanded in terms of the eigenfunctions. Even though we would all admit its necessity for a physical ground, the proof of completeness of eigenfunctions would not so easily be done once they constitute a continuous spectrum. This constitutes a striking contrast to the case where only a finite number of discrete states exist, for in such a case one can convince oneself that a finite number of mutually independent vectors are enough to express any state, thus the proof of their completeness is trivial.
When a continuous spectrum is involved, only exception where one can easily discuss and confirm the completeness of the eigenfunctions would be the free case. In this case, the plane waves φ k (x), i.e., the eigenfunctions of the free Hamiltonian H = p 2 /2m form a complete orthonormal set in the sense ( = 1)
which are essentially the (inverse) Fourier transforms of Dirac's delta function, or the resolution of the identity. What is not trivial is to show these relations when the plane wave solutions are replaced with the scattering wave functions for a stationary potential problem. As a matter of fact, even though the asymptotic completeness of the scattering states is proved within the framework of "formal scattering theory" (see, e.g., [1] ) and there exists a classic review on the analytical properties of radial wave functions by Newton [2] , the completeness of, say, the Coulomb scattering wave functions is shown on the basis of Newton's method rather recently [3] . This is because the long-range potentials were not covered by their treatments and to show it on the basis of Newton's method, one has to evaluate rather involved integrals in the complex k-plane. Surprisingly enough, the situation is not at all better for cases with simple potentials, say, the step or well potentials in one dimension. In fact, the proof of the completeness of one-dimensional scattering wave functions off a step potential appeared only in the late 80's [4] and a mathematically more rigorous treatment for step and well potentials has to be waited until 2010 [5] . Apparently these potentials do not satisfy some of the premises assumed for the general proofs and one has to work out such cases separately even though the potentials are very simple and considered rather elementary. In this paper, we shall demonstrate that the scattering wave functions of a Dirac Hamiltonian for a system with a step potential form a complete orthonormal set, along the same line of thought as [4] , by summing up all of them. Though the completeness of them in the same system is already shown in [6] in a mathematically rigorous way, it is still of interest and instructive to see explicitly that the eigenfunctions of an interacting Dirac Hamiltonian can replace the plane waves in (1) to play the same role. The procedure taken here is intuitive, straightforward, though much involved and in accord with what physicists would expect.
The paper is organized as follows. After the introduction of basic ingredients for the free Dirac Hamiltonian in the next section II, the scattering wave functions of the Dirac Hamiltonian for the system with a finite step potential, responsible for an impulsive force at the origin, are presented in Sec. III. They are categorized into several cases depending on the boundary conditions, i.e., if a Dirac fermion with a positive (or negative) frequency is incident from the left or the right of the step potential, and on the value of incident energy. The completeness condition expressed in the coordinate space refers to two spatial points and since the potential takes different values at the left and the right of the potential, it is examined for three different cases in Sec. IV A. The orthogonality between the left-incident and right-incident wave functions is shown explicitly for a particular case as an illustration in Sec. IV B. The last section V is devoted to a summary and prospect.
II. SOLUTIONS OF FREE DIRAC EQUATION
For later convenience, we first fix the notations and normalizations of four-component spinors of the free Dirac Hamiltonian. The stationary plane wave solutions for the free Dirac Hamiltonian
for a positive frequency E p = p 2 + m 2 and
for a negative frequency −E p , where σ z is the third Pauli matrix, 1 1 the 2 × 2 unit matrix and ξ(s) a two-component spinor. Note that since we will consider a step potential, we setup the z-axis at right angle with the boundary of the potential and the trivial dependence on the other coordinates x and y is suppressed from the beginning and is ignored completely. The problem is essentially in one spatial dimension, though the spinors live in four-dimensional space-time and have four components. These spinors are normalized and form a complete orthonormal set
Now, if a constant potential is added to the above Hamiltonian in all space
the corresponding plane wave solutions are (
for a "positive" frequency E q + V 0 ≥ V 0 and
for a "negative" (relative to V 0 ) frequency −E q + V 0 ≤ V 0 . Notice that the frequency −E q + V 0 can be positive for small momenta |q| < V 2 0 − m 2 , even though it is to be associated with the spinor v. Note also that the above explicit forms of spinors are not unique since σ z is commutable with the above H 0 and H ′ 0 and therefore, e.g., σ z u(p, s) can be used instead of u(p, s).
III. SCATTERING STATES
A scattering problem of a Dirac fermion with mass m off a step potential
where θ(z) is the Heaviside step function, is easily solved. (For simplicity and definiteness, only those cases where the potential barrier is higher than 2m are considered.) The stationary solutions for the left-and right-incident scattering problems, described by the total Hamiltonian
are given by the eigenstates of the Hamiltonian H and are characterized by their boundary conditions, i.e., left-incident (ψ) or right-incident (φ), and the (range of) value of their eigenvalue E. A. Left-incident cases ψ (E) (z, t)
, the left-incident wave function reads as
with the reflection and transmission coefficients
determined by the continuity condition at z = 0. Here and in the followings, the dependence on the spin s is and will be suppressed in the wave functions. The continuity of the current defined as j z =ψγ 3 ψ = ψ † α z ψ at z = 0 reads as
which expresses the conservation of the probability
, no oscillating solution exists for the region z > 0 and we have (q = iκ
for E > V 0 and
for E < V 0 , with the reflection and transmission coefficients
resulting in a total reflection
for the current in the region z > 0 vanishes identically.
with
The continuity of current implies the conservation of probability
Recall that the ordinary conservation law of probability is satisfied, but a finite and non-vanishing transmission probability survives even at the infinite-potential limit V 0 → ∞
This phenomenon is known as the Klein tunneling [7] . Notice that no left-incident particle is allowed for m > E > −m. A4: for −m > E, the eigenstates are given by the negative-frequency solutions 
The current continuity and the conservation of probability are the same as in (22).
) and the right-incident wave function is given by
The continuity of current and the conservation of probability read as
Observe that no right-incident particle is allowed for
, the solution may be written as
The continuity of current and the conservation of probability are the same as in (28). B3: for m > E > −m, no oscillating solution exists for the region z < 0 and we have (
for E > 0 and
for E < 0, with
In this case, all particles incident from the right are reflected
B4: for −m > E, E = −E p = −E q + V 0 = −|E|, and we have (with positive p and q) 
In this case, the same current continuity relation and probability conservation as in (28) follow.
IV. ORTHONORMALITY AND COMPLETENESS RELATION
These eigenfunctions form a complete orthonormal set. First, the orthogonality of the above scattering sates is due to the general argument for self-adjoint Hamiltonians, that is, the eigenfunctions belonging to different eigenvalues are orthogonal to each other. Two ψ's with different energies are orthogonal and normalized as
where
(The factor δ s,s ′ representing the orthogonality in spin space is and will be suppressed but understood on the right-hand side and where it is necessary.) Similarly, we should have
Since the last orthogonality relation is not derived from the above argument for both ψ (E) and φ (E ′ ) can happen to belong to the same energy E = E ′ , its validity has to be explicitly shown. Incidentally, the fact that the above wave functions in the preceding section are properly normalized can be shown explicitly by calculating the left-hand sides of (37) and (38) for each case, however, we may confirm it indirectly when they are shown to satisfy the completeness relation with the right factors. The orthonormality conditions imply that the following form of completeness relation holds
where the unit matrix in spinor space 1 1 4×4 has been suppressed on the right-hand side and we have introduced shorthand notations ψ
. (The dependence of the eigenfunctions on the spin s is suppressed as before even though the summation over spin is explicit here.)
A. Proof of the completeness relation: momentum integrations
As described in Introduction, though it is generally taken for granted that eigenfunctions of a Hamiltonian constitute a complete orthonormal set, which can be shown explicitly when it has only a finite number of discrete eigenstates, to prove it for a Hamiltonian endowed with a continuous spectrum can be another, nontrivial task. In the present case, we need to show that the left-hand side of (40) is diagonal in both the coordinate and spinor spaces, which would make the proof more involved than the non-relativistic cases [4] . Since the step potential takes different values depending on the sign of the coordinate z, we need to consider three cases, that is, z, z ′ < 0, 0 < z, z ′ and z < 0 < z ′ , separately to prove (40). Case 1: z, z ′ < 0 When both z and z ′ are negative, i.e., on the left of the potential, the left-hand side of the completeness relation (40) is explicitly written down as ∞ 0 dp 2π
where it is understood that the summation over spin s has to be taken (though not explicitly written down) and the subscripts p and q are used to distinguish quantities associated with the left-incident (p) case and the right-incident (q) case (with the same energy). It is to be noticed that the reflection amplitude for the left-incident case R p can be expressed as
Similarly the transmission amplitude for the right-incident case T q can be understood as a proper analytic continuation of
After the change of variables from q to p (or κ when V 0 − m ≥ E q ≥ V 0 + m), the above expression is simplified as ∞ 0 dp 2π
where E (κ) = E ±iκ = √ m 2 − κ 2 and the fact that σ z is commutable with both spinors u and v has been used. We have to pay due attention to the fact that, even though not explicitly written, the values of q (and therefore those of E q ) are different when it appears in association with the spinor u or v, which, of course, applies also to R p and T q in the above. (This is the reason why apparently the same quantities have not been put together in the last but one line.) Observe that there are terms of functions of the difference z − z ′ and the sum z + z ′ and they are apparently independent of each other.
First, all terms that are functions of z − z ′ are collected to yield ∞ 0 dp 2π
We note that the transmission probability for the right-incident case p q |T q | 2 is the same as that for the left-incident case q p |T p | 2 , which can be explicitly shown by direct calculation, stating that the reciprocal relation in quantum mechanics also holds in this case. Finally, the conservation of probability |R p | 2 + q p |T p | 2 = 1 greatly simplifies the above to reach ∞ −∞ dp 2π
where at the first equality the spin sum has explicitly been taken and the unit matrix 1 1 4×4 is suppressed on the right-most hand. Second, the remaining terms that are functions of z + z ′ are shown to cancel to each other. We understand that the contributions coming from the p-integral ∞ 0 dp 2π
can be evaluated on the complex p-plane, because the combination z + z ′ in the exponents is negative definite, the reflection amplitude decays at least like 1/|p| for large |p|, assuring the convergence of the integrands at |p| → ∞ and the integrands have no singularities other than the several cuts on the real and imaginary p-axises. The integrand proportional to e ip(z+z ′ ) can be evaluated on the negative imaginary axis p = −iκ, while the other one proportional to e −ip(z+z ′ ) is to be evaluated on the positive imaginary axis p = iκ, where κ ≥ 0 in both cases. On the negative imaginary p-axis, we set p = −iκ and
while on the positive imaginary p-axis p = iκ, we have
For small κ ≤ m, E p is a real number smaller than m, 0 ≤ E p ≤ m, and the reflection amplitude associated with spinor u is analytically continued as 
because the purely imaginary quantity E p − V 0 + m has the same phase as that of p on the imaginary axis, for
where 
All contributions coming from small κ on the imaginary axis are put together to yield
The coefficient of spinor u vanishes, because
where we have used the relations κ 2 = m 2 − E 2 and q 2 = (V 0 − E) 2 − m 2 with E = E (κ) . Similarly, the coefficient of
Thus what is remained is the contributions arising from large κ ≥ m, where E p becomes purely imaginary. First we note that the function E p gains the same phase as that of p on the imaginary axis, i.e., E ±iκ = ±i √ κ 2 − m 2 ≡ ±iE κ for κ ≥ m. From the direct calculations, we understand that the reflection amplitude for spinor u is replaced by the following complex numbers on the imaginary axis
while for spinor v,
Observe that the following equalities hold
The spinor parts for u and v are explicitly worked out, after summing over spin degrees freedom, to be
where the relation −E 2 κ = m 2 − κ 2 has been used, showing explicitly that they are actually the same. The remaining integrations over κ are now written as
which vanishes owing to the above relations (58) and (59). This completes the proof of the completeness relation (40) for z, z ′ < 0. Case 2: z, z ′ > 0 As in the previous case, the left-hand side of (40) is explicitly written down
The reciprocal relation
2 also holds true in this case, which can be proven by direct calculation, and the probability conservation |R q | 2 + p q |T q | 2 = 1 brings about the delta function δ(z − z ′ ) from those terms that depend on the difference z − z ′ in the above (62). The remaining integrations over q are evaluated on the imaginary q-axis, where spinors become u(iκ
† and the reflection amplitude R q for spinor u is represented as
and for v, 
and R * q 's as the complex conjugates of the corresponding ones. Thus the contributions of terms that are functions of
which can be shown to vanish on the basis of the similar arguments as before. This completes the proof for z, z ′ > 0. Case 3: z < 0 < z ′ If the left-hand side of (40) is explicitly written down in this case, there are eight (actually ten) different terms existing, corresponding to eight different cases A1∼A4 and B1∼B4. It can be shown, however, that these terms are categorized into four groups, according to their energy eigenvalues, i) E ≥ m, ii) m > E > 0, iii) 0 > E > −m and iv) −m ≥ E. i) E ≥ m: Consider first the contributions arising from those wave functions that are belonging to eigenvalues (energies) greater than V 0 + m. They are expressed as ∞ E=Ep≥V0+m dp 2π
Observe that in this energy range the reflection and transmission amplitudes are all real-valued and, moreover, the following relations hold 
Thus the above expression (66) is simplified to
As a matter of fact, it can be confirmed that the contributions coming from the wave functions belonging to energy eigenvalues greater than or equal to m, E ≥ m, are consistently written in this form with the lower limit replaced
0 − m 2 , in order to make the integrand convergent at |p| → ∞, the first term in (69) is defined by
while the second term is defined as
Notice that here on the left-hand side, the variable q is to be replaced with that specified at vertical bar −iκ ′ or iκ ′ in the quantities which are considered as functions of q, while on the right-hand side, conjugate operations are to be taken for functions of specified variables. For example, u(q)| q→iκ ′ = u(iκ ′ ) and u(q)
Since, in the second term of (69), we analytically continue q → iκ ′ , the term
The sum of these two terms is just the contribution from the energy range V 0 ≤ E < V 0 + m.
In the energy range V 0 − m ≤ E < V 0 , we note that
Therefore, the integrand in the parentheses in (69) becomes nothing but
which is the contribution from this energy range V 0 − m ≤ E < V 0 .
Finally in the energy range m ≤ E < V 0 − m, the variable q is a positive number and appears in association with the spinor v as v(q)e −iqz ′ or v(−q)e iqz ′ , which implies that the term √ E − V 0 ± m has to be replaced with i 
The second terms on the right-hand sides of these relations (i.e., those proportional to the product of reflection and transmission amplitudes) are canceled to each other and finally we arrive at the conclusion that the contributions coming from the energy range E ≥ m are consistently written down as ∞ 0 dp 2π
ii) m > E > 0: A straightforward calculation yields √ 
where T q R * q = −T * q has been used in the first equality. Actually in the first term of the last line, T p is evaluated by replacing E p − V 0 ± m by i V 0 − E p ∓ m in the original one in (13) and it is confirmed that it coincides with − κ q T q . Under these replacements together with p → iκ, we can show that
(Remember that under these replacements, q is to be replaced with −q and we get the right exponential factors.) A similar argument is applied to the second term. The contribution is now summarized as 0 −im dp 2π
where the integration contours are taken along the imaginary p-axis. iii) & iv) 0 ≥ E: We first consider the region iv) where E ≤ −m. The contribution coming from this energy range is ∞ 0 dp 2π 
