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ABSTRACT
In strongly correlated materials, the electron-electron interactions are much stronger than their
kinetic energy, and as such play a determining role in the properties of such materials. The
strong electron-electron interaction often gives rise to exotic physical phenomena, such as high-
temperature superconductivity, quantum Hall effects, Mott insulators, heavy fermion systems, and
quantum criticality. There is no unified and effective approach to understand the physics in different
materials, however, many of the same techniques generalize to different scenarios. In this thesis,
we will discuss two types of exotic phases: the nematic order above the double-stripe magnetism,
and hastatic order which originates from two-channel Kondo effect in a cubic environment.
Chapter 2 presents a fundamental tool to understand phase transitions: Landau theory, which
associates each phase with an order parameter and describe mean-field phase transitions; and
Ginzburg-Landau theory, which accounts for the spatial fluctuations of order parameters. We also
discuss the spin-driven nematicity in both single-stripe magnetism and double-stripe magnetism,
and possible experimental realizations.
In Chapter 3, we argue that the low-temperature state of the recently discovered superconductor
BaTi2Sb2O is a strong candidate for a more exotic form of spin-driven nematic order, in which
fluctuations occurring in four Ne´el sublattices promote both nearest- and next-nearest neighbor
bond order. We develop a low-energy effective field theory of this state and show that it can
have, as a function of temperature, up to two separate bond-order phase transitions – namely, one
that breaks rotation symmetry and one that breaks reflection and translation symmetries of the
lattice. First principles calculations by our collaborators confirm that the model is applicable to
BaTi2Sb2O.
In Chapter 4, we extend the work in Chapter 3 to quasi-two dimensions, where magnetism comes
into play. We find that all three transitions - two Ising bond orders and one magnetic order are
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simultaneous and first order in three dimensions, but lower dimensionality, or equivalently weaker
interlayer coupling, and weaker magnetoelastic coupling can split the three transitions, and in some
cases allows for two separate Ising phase transitions above the magnetic one.
In Chapter 5, we will investigate the Kondo effect resulting from magnetic impurities in metallic
materials. The physics with dense concentration of impurities can be captured by the Kondo lattice
model. When the degree of freedom of the local moments and the number of the conduction electron
channels differ, a multi-channel Kondo effect can take place in place of the normal single-channel
Kondo effect. By the end, we give a microscopic description of the two-channel Kondo effect, and
possible candidates of its realization.
Chapter 6 provides a survey of cubic hastatic order motivated by the Pr-based materials. We
employ an SU(N) fermionic mean-field treatment on square and simple cubic lattices, and examine
how the nature and stability of hastatic order varies as we vary the Heisenberg coupling, conduction
electron density, band degeneracies, and apply both channel and spin symmetry breaking fields. We
find that both ferrohastatic and several types of antiferrohastatic orders are stabilized in different
regions of the mean-field phase diagram, and evolve differently in strain and magnetic fields. The
experimental signatures of these phases are also discussed.
1CHAPTER 1. INTRODUCTION
Strongly correlated materials are particularly interesting since the electron-electron interaction
energies dominate the kinetic energies, which can lead to exotic phases with intriguing collective
properties like high-temperature superconductivity, Mott insulators and spin-charge separation.
Many strong correlated materials feature incompletely filled d- or f - orbitals. Examples include
cuprate superconductors where localized 3d- electrons form an antiferromagnetic Mott insulator
and become a high-temperature superconductor when doped [see Fig. 1.1 (a)]; heavy-fermion
compounds where localized f -electron magnetic moments immersed in a conduction sea give rise
to quasiparticles with effective masses thousands of times the bare-electron mass; and iron-pnictide
superconductors which exhibit spin-driven nematicity above a single-stripe magnetic order. This
thesis focuses on two examples of symmetry breaking exotic phases in strongly correlated materials.
The first one is a new type of spin-driven nematicity above double-stripe magnetism, which can
be described by two Ising bond orders (see Chapter 3 and Chapter 4) instead of the one in single-
stripe nematicity. This type of nematicity may be responsible for the structural phase transition
observed in the “11” iron-based superconductors and in the titanium-based oxypnictides [see Fig.
1.1 (b)]. The other is the time-reversal-symmetry-breaking hastatic order arising from the two-
channel Kondo effect, which was initially proposed for tetragonal URu2Si2 [1]. In this thesis, we
extend this idea to a cubic crystalline-electric-field (CEF) environment, motivated by Pr-based
materials (see Chapter 6).
Due to the strong Coulomb interaction between electrons, strongly correlated materials can no
longer be described effectively by expanding around the few exactly solvable interacting models that
we understand. Therefore approximations must be made to treat them. One such approximation
scheme is the large-N approximation [4]. The basic idea behind the large-N approach is to take
the strongly correlated model of interest and generalize some internal degree of freedom to N
2Figure 1.1 Schematic phase diagram of (a) typical high-Tc cuprates as a function of doping
level, after Ref. [2]; and (b) BaTi2Sb2O upon replacing Sb with isovalent As
or Bi, which shows two superconducting (SC) domes (blue areas). The red
area indicates the order below a structural phase transition, which may be a
nematic order. This figure is based on Ref. [3].
components. The idea of large-N was originally introduced in quantum chromodynamics for SU(N)
systems, which generalize the colours of quarks from three to N [5]; and in condensed matter theory
for O(N) systems [6, 7]. In condensed matter theory, the spin of an electron gas can be generalized
to N = 2S+ 1 components; or for spin-S systems, we can take the large S limit. The N →∞ limit
corresponds to a semiclassical limit where certain variables cease to undergo quantum fluctuations
and the saddle-point approximation becomes exact (see Fig. 1.2). The parameter 1/N now acts as
an artificial small parameter and plays the role of ~ from a functional field theory perspective.
In this thesis, the large-N approach is used in exploring both types of exotic phases. The first one
is the lattice-rotational-symmetry-breaking nematic phase above double-stripe magnetism, which is
realized in the “11” iron-based superconductors and proposed for the titanium-based oxypnictides.
We introduce an effective field theory to treat the two Ising bond orders in two dimensions where
magnetic order is absent at any finite temperature (see Chapter 3). Later, we take one step further
and explore the interplay of the two different nematic phase transitions with magnetism in quasi-2D
systems, where we obtain much richer phase diagrams (see Chapter 4). In both cases, the model is
3Figure 1.2 Action S[Ψ] in the parameter space Ψ(~x, t), which represents the field in
the space ~x at time t. In large-N approximation, the partition function
Z ∝ exp(−S[Ψ]) is dominated by the path with the smallest action S[Ψ].
This figure is adapted from Ref. [8].
solved within a large-N limit where the Ne´el order parameter at each sublattice is generalized from
three to N components. The other is hastatic order in the cubic Pr-based materials (see Chapter 6).
Here we employ a two-channel Kondo-Heisenberg model, where a different type of large-N limit is
employed to obtain a SU(N) fermionic mean-field theory with N being the number of components
of the Γ3 ground state. We find that both ferro- and antiferro- hastatic orders can be stabilized
in the phase space, and their response to an external magnetic field roughly reproduces the phase
diagram of PrV2Al20 in magnetic field .
4CHAPTER 2. PHASE TRANSITIONS
Both types of exotic phases discussed in the thesis describe special states of matter developing
out of their normal states under certain circumstances. The state of matter changes as a conse-
quence of the change of external conditions such as temperature, pressure, magnetic field or others,
usually via a phase transition. For example, when water freezes as temperature is reduced, it devel-
ops crystalline order. When heated above its Curie temperature, iron loses magnetic order. Within
the Landau paradigm of classifying phases via broken symmetries, phase transitions involve the
development of an order parameter which lowers the symmetry of the system. This concept plays
a central role in understanding the way complex systems transform themselves into new states of
matter at low temperatures. In this chapter, we will first introduce the concept of order parameters
and the classification of phase transitions. Then we will discuss a powerful tool that utilities the
concept of order parameters to describe phase transitions - Ginzburg-Landau theory. By the end,
we will use this tool to describe a novel phase in strongly correlated materials - nematicity, and its
realizations above two types of magnetism.
2.1 Order parameters and broken symmetries
In a phase transition, order parameters are introduced to describe the amount of order [9].
Normally an order parameter is zero at high temperatures and becomes nonzero below the phase
transition where the ordered phase develops. As a phase transition typically breaks symmetry, the
appearance of an order parameter indicates the lowering of a system’s symmetry. In the above two
examples, water loses continuous translation symmetry and rotational symmetry as it freezes into
an ice crystal, and iron loses both SU(2) spin rotational symmetry and time reversal symmetry in
the low temperature ferromagnetic order (see Fig. 2.1). In both examples, the low temperature
phases have fewer symmetries than the high-temperature phases due to spontaneous symmetry
5breaking. More examples of phase transitions and the corresponding order parameters/broken
symmetries are given in Table 2.1.
Figure 2.1 (a) One possible morphology of ice crystal or snowflake, which breaks the con-
tinuous translation symmetry and rotational symmetry of water. (b) A one
dimensional illustration of ferromagnetic order, which breaks SU(2) spin rota-
tional symmetry.
Table 2.1 Examples of phase transitions and corresponding broken symmetries.
Matter Phase transition Order parameter Broken symmetry
Solids liquid-solid
Density
variation
Continuous translation
symmetry
Solids
structural transition
(solid-solid)
Distortion
amplitude
Discrete point/space group
symmetry
Magnets Ferromagnet-paramagnet Magnetization
SU(2) spin rotational symmetry
and time reversal symmetry
SCs Metal-superconductor
Superconducting
energy gap
U(1) gauge symmetry
2.1.1 Different kinds of phase transitions
Phase transitions can be classified by how or if symmetries are broken. In all phase transitions,
the order parameter is zero above the transition temperature. In a first-order phase transition, the
order parameter develops discontinuously below the transition temperature, and the symmetries
6on either side of the phase transition are not necessarily related. Some first-order phase transitions
do not involve any symmetry breaking, like liquid-gas, or metal-insulator phase transitions, and
thereby can not be captured in this picture. By contrast, in a continuous phase transition, the
order parameter vanishes continuously at the phase transition line, and the symmetry group at the
lower side of the transition is a subgroup of that on the higher side. Taking temperature to be the
external parameter, an example of how order parameter changes across a first-order or continuous
phase transition is shown in Fig. 2.2 (a)-(b).
Figure 2.2 The order parameter as a function of temperature in (a) a first-order phase
transition where the order parameter vanishes discontinuously; (b) a continuous
phase transition where it vanishes continuously across the phase transition. (c)
The free energy as a function of temperature in a first-order phase transition
where it displays a kink at the critical temperature. (d) The temperature
dependence of the free energy in a continuous phase transition where it is
continuous across the phase transition. In both cases in (c) and (d), the states
with higher free energy are metastable.
Phase transitions can be equivalently classified based on the behavior of the derivatives of
the free energy as a function of the thermodynamic variables. Even though the free energy is
continuous everywhere across a phase transition, its first-order derivative is not always analytic.
When it is non-analytic, the phase transition is called first-order phase transition. When it is, the
phase transition is called continuous phase transition. In other words, first-order phase transitions
7display a discontinuity in the first-order derivative of the free energy with respect to the relevant
parameter, while continuous phase transitions are continuous in the first-order derivative of the
free energy [see Fig. 2.2 (c)-(d)]. Continuous phase transitions are also referred to as second-order
phase transitions according to the Ehrenfest classification, which states that the order of the phase
transition is determined by the lowest order derivative of the free energy that is discontinuous at
the phase transition. This name is often inappropriate since the thermodynamic quantities such as
specific heat actually diverge rather than exhibiting a simple discontinuity, as we shall see in the
following section.
These two classifications are equivalent since order parameters are typically related to the
derivative of the free energy. For example, solid/liquid/gas transitions usually involve a discon-
tinuous change in the mass density, which is the inverse of the first-derivative of the free energy
with respect to pressure. Therefore, they are usually first-order phase transitions. In most cases
of ferromagnetic-paramagnetic phase transitions, the magnetization, which is the first derivative
of the free energy with respect to the external magnetic field, changes continuously upon cooling.
However, the magnetic susceptibility, which is the second derivative of the free energy with respect
to the external magnetic field, varies discontinuously. Therefore ferromagnetic-paramagnetic phase
transitions are normally continuous phase transitions.
2.2 Landau theory
Even though phase transitions are ubiquitous in nature, only a few models can be solved exactly,
like the Ising model in one and two dimensions. However, there is still much that can be understood
without solving the entire problem. The Landau theory of phase transitions provides a basic
theoretical tool to resolve those kinds of questions, and plays a major role in “phenomenological”
approaches. The basic idea of Landau theory is that in the vicinity of a continuous or weakly first-
order transition where the order parameter is small, one can expand the free energy as a Taylor
expansion of the order parameter. It can be used not only to understand the nature of the phase
8transitions between ordered and disordered states, but also to serve as a starting point to explore
the properties of the ordered states.
2.2.1 The application of Landau theory
In Landau theory, the order parameter ψ develops once the temperature drops below the critical
value, meaning,
|ψ| =

0, for T > Tc
|ψ0| > 0, for T < Tc
. (2.1)
Typically, the procedure to apply Landau theory to determine the nature of the phase tran-
sition(i.e. the order of the phase transition and the critical temperature) involves the following
steps:
• Identify the order parameter in the system. An order parameter can be a scalar, a vector,
a spinor (such as the order parameter for hastatic order, which is discussed in Chapter 5
and 6), or a tensor, and can have multiple real or complex components. Microscopically, an
order parameter is related to the expectation value of a quantum quantity. For example, in
Ising ferromagnets, the order parameter is the magnetization in an anisotropic direction(say z
axis), which is the expectation value of the spin density in that direction, i.e. m = 〈σˆz(x)〉. It
is a scalar. In a Heisenberg magnet, the spin can point to any direction, so the magnetization,
i.e. m = 〈σˆ(x)〉, is a vector. More examples are given in Table. 2.2.
Table 2.2 Examples of order parameters. This table is reproduced from Ref. [10].
Order parameter Realization Microscopic origin
m = ψ1 Ising ferromagnet 〈σˆz〉
ψ = ψ1 + iψ2 Superfluid, superconductor 〈ψˆB〉, 〈ψˆ↑ψˆ↓〉
M = (ψ1, ψ2, ψ3) Heisenberg ferromagnet 〈σˆ〉
Φ =
(
ψ1 + iψ2
ψ3 + iψ4
)
Higgs field
(
〈φˆ+〉
〈φˆ−〉
)
9• Construct the Landau free energy. The Landau free energy is assumed to be an analytic
function of ψ, and obey all the symmetries of the high-temperature phase. In the Ising
ferromagnet example, the magnetization is an Ising order parameter which has a global Z2
symmetry since the Hamiltonian is invariant under the transformations of the Z2 group which
take ψ → ±ψ. Therefore, the expansion of the free energy contains only even powers of the
magnetization. The free energy can be written as,
FL[ψ] =
r
2
ψ2 +
u
4
ψ4. (2.2)
where only the first two leading terms are included. Note that this is the free energy with
respect to the normal state without long-range order. Generally the Landau free energy
contains only terms allowed by the point and space group symmetry of the high-temperature
phase.
• Temperature dependence of the free energy. Landau theory assumes that the non-trivial
temperature dependence of the free energy resides in the lowest order of the expansion, i.e. r.
If both r and u are greater than zero, the minimum of the free energy lies at ψ = 0, meaning
no order develops. Therefore, it is assumed that r changes sign at the critical temperature,
meaning that r takes the form,
r = a(T − Tc). (2.3)
where a > 0 and (T − Tc) is assumed to be small.
• Minimize the free energy with respect to the order parameter. The minima of the free energy
can be found from,
∂FL
∂ψ
= 0⇒ rψ + uψ3 = 0⇒ ψ =

0, for T > Tc
±
√
a(Tc−T )
u , for T < Tc
. (2.4)
so that there are two minima for T < Tc, as illustrated in Fig. 2.3 (a).
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Figure 2.3 (a) The free energy as a function of the order parameter in the case of
T > Tc, T = Tc and T < Tc. (b) The order parameter as a function of tem-
perature with, and without an external field. In the absence of an external
field, the order parameter vanishes as
√
Tc − T . (c) The phase diagram with
an external field.
Landau theory is a mean field theory in the sense that the system is assumed to be in a
macroscopically uniform state. However, the resulting free energy serves as a natural starting point
to examine the effects of fluctuations (see Sec. 2.3).
2.2.2 The effect of an external field
When the system is placed in an external field h conjugate to ψ, the free energy is a Gibbs free
energy,
FL[ψ] =
r
2
ψ2 +
u
4
ψ4 − hψ. (2.5)
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Assuming the external field is infinitesimally small(h→ 0), the sign of the order parameter reflects
the sign of the field below the transition temperature.
ψ = sgn(h)
√
a(Tc − T )
u
, for T < Tc. (2.6)
The free energy has now only one minimum, and ψ will develop above Tc. However, it does not
develop as a phase transition any more, as shown in Fig. 2.3 (b), since the symmetry is already
broken by h. Below Tc, as h switches sign the minimum of the free energy will switch sign as well,
without actually vanishing, as depicted in Fig. 2.3 (c). This transition is first-order as ψ varies
discontinuously.
2.2.3 Critical exponents
By definition, a continuous phase transition features a discontinuity in the second derivatives
of the free energy around the critical point even though the first derivatives are continuous. Sub-
stituting the order parameter (2.4) into the free energy (2.2), we get,
FL =

0, for T > Tc
a2
4u(Tc − T )2, for T < Tc
. (2.7)
Therefore, the free energy and the entropy , which is the first derivative S = −∂F∂T , are both
continuous across the phase transition. The specific heat, which is the second-order derivative of
the free energy, however displays a finite jump.
CV = −T ∂
2F
∂T 2
=

0, for T > Tc
a2T
2u , for T < Tc
. (2.8)
In a continuous phase transition, the response of the system to an external field also diverges.
This can be seen in Landau theory by examining the susceptibilities above and below the critical
temperature around h = 0. Minimizing the in-field free energy (eq. 2.5) with respect to ψ, we find
∂F
∂ψ = rψ+uψ
3−h = 0. In the vicinity of Tc with h→ 0, one can expand ψ with respect to its value
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in the absent of field, i.e. ψ = ψ0 + δψ to obtain δψ = χ(T )h+O(h
3). Therefore the susceptibility
at small field (see Fig. 2.4) is,
χ(T ) =
dψ
dh
=
1
r + uψ2
∣∣∣∣∣
h→0
=

1
a(T−Tc) , for T > Tc
1
2a(Tc−T ) , for T < Tc
. (2.9)
Exactly at the critical point, i.e. T = Tc ⇒ r = 0, the order parameter is,
ψ =
(
h
u
) 1
3
. (2.10)
which varies as h
1
3 .
Figure 2.4 The susceptibility in an infinitesimal field in the vicinity of Tc. It diverges as
approaching Tc from both sides.
The power-law dependencies of the order parameter, specific heat, and susceptibilities near a
continuous phase transition, derived here from Landau theory, are preserved for real continuous
phase transitions, though the critical exponents can be different due to spatial fluctuations of the
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order parameter. Remarkably, these critical exponents turn out to be universal for each class of
phase transitions. Generically, one can write,
Order parameter: ψ ∝

h1/δ, for T > Tc
(Tc − T )β, for T < Tc
. (2.11)
Specific heat: CV ∝ |T − Tc|−α. (2.12)
Susceptibility: χ ∝ (T − Tc)−γ . (2.13)
where in Landau theory α = 0, β = 12 , δ = 3 and γ = 1.
Microscopically, one can always associate an order parameter with the expectation value of a
quantum operator. However, Landau theory is independent of the microscopic picture of any phase.
We can define a coherence length ξ0 beyond which the order parameter description is sufficient and
the microscopic structure is irrelevant. Within the length scale ξ0, the physics can depend on the
microscopic details. In superconductivity, the coherence length is the size of a Cooper pair, while
in superfluid it is the lattice spacing.
2.3 Ginzburg-Landau theory
Compared with Landau theory, Ginzburg-Landau theory [11] takes the spatial fluctuations of
the order parameter into consideration. In the simplest case, the free energy has one extra term
proportional to the gradient of the order parameter squared: FGL[ψ,∇ψ] = s2(∇ψ)2 + FL[ψ]. For
a single Ising order parameter, the in-field free energy takes the form,
FGL[ψ,∇ψ] = s
2
(∇ψ)2 + r
2
ψ2 +
u
4
ψ4 − hψ. (2.14)
Like Landau theory, Ginzburg-Landau theory is only valid when the order parameter is small
enough to permit a leading order expansion. From dimensional analysis, [s]/[r] = L2 has the
dimension of length squared. The gradient term introduces a new length scale,
ξ(T ) =
√
s
|r| = ξ0
∣∣∣∣∣1− TTc
∣∣∣∣∣
− 1
2
. (2.15)
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which is called the correlation length. It sets the characteristic length scale of fluctuations. ξ0 =
ξ(T = 0) =
√
s
aTc
is the microscopic coherence length. ξ(T ) diverges near the transition Tc, and
becomes comparable with ξ0 far from the transition (see Fig. 2.5).
Figure 2.5 The correlation length in the vicinity of Tc, from Ginzburg-Landau theory. It
diverges at Tc and decreases to ξ0 at T = 0.
Ginzburg-Landau theory is traditionally used to find non-uniform solutions of the system. The
Ginzburg-Landau free energy must be stationary with respect to small variations of ψ,
∂FGL
∂ψ(x)
=− s∇2ψ + ∂FL
∂ψ(x)
= 0.
⇒− s∇2ψ + rψ + uψ2 − h(x) = 0. (2.16)
where h(x) is an external field. For small field, the susceptibility can be obtained by neglecting the
cubic term, and Fourier transform in ψ(x) into momentum space:
(sq2 + r)ψq = hq =
1
χq
ψq ⇒ χq = 1
s(q2 + ξ−2)
. (2.17)
Here, χq is the momentum-dependent susceptibility and ξ is the correlation length defined in eq.
2.15. For q = 0, χq =
1
r is the uniform susceptibility defined in eq. 2.9. For large q, χq ∝ 1q2 , which
is highly momentum dependent. This means that the response of the system to an external field is
non-local up to the correlation length: for r  ξ, the response to a field is highly non-local; while
for r  ξ, it is fairly uniform.
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2.4 Nematicity
Now we discuss a particular set of symmetry-breaking phases - nematics. The term “nema-”
comes from Greek, which means “thread”. It was first introduced to describe the nematic phase
in classical liquid crystals, where the rod-like molecules have no positional order, but self-align
to form long-range directional order. This means that even though the molecules have no lattice
order, like the crystal structure in solids, they tend to point in the same direction (see Fig. 2.6).
Most liquid crystals develop an isotropic phase at high temperatures, where heating will eventually
drive them into a conventional liquid state characterized by isotropic molecule ordering. At low
temperatures, a liquid crystal may exhibit phases with significant anisotropic orientational structure
and short-range orientational order, while still having an ability to flow [12, 13]. Examples of the
low-temperature phases are smectic phases, which form liquid-like layers that can slide over one
another like in a soap.
By analog, electronic nematic order denotes an electron fluid which breaks discrete spatial
symmetries (Zn) in an electronic liquid crystal [15, 16, 17, 18, 19, 20, 21], leading to anisotropy
between two or more directions. The Z2 symmetry breaking nematic order is also referred to as
an Ising nematic phase since it leads to a two-fold degenerate ground state. A simple example
is the nematic order developing in a crystal with four-fold rotational symmetry that breaks C4
symmetry down to C2. In two- or quasi-two- dimensional systems where an approximate continuous
rotational symmetry is broken down to C2, the nematic phase is referred to as XY-nematic phase.
Strong evidence of such phases have been observed earlier in the ultra-clean transition metal oxide
Sr3Ru2O7 [22], quantum Hall systems [23, 24], and iron-pnictide high-temperature superconductors
[25, 26, 27, 28]. Recently, they have been explored in cuprates, where a nematic order may develop
above the proposed charge density wave phase [29, 30] and in tetragonal Kondo insulators [31].
Microscopically, the formation of a nematic phase can be explained from either a strong cou-
pling or a weak coupling perspective [20] (see Fig. 2.7). From the strong coupling perspective, a
nematic phase can result from partially melting a striped or smectic solid in a way that restores
translational symmetry but preserves rotational symmetry breaking. Consequently, the order pa-
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Figure 2.6 Phases in the classical crystal liquid as a function of temperature and their
associated symmetry breaking, where T ∗ and T ∗∗ indicate the phase transition
temperatures. The cartoons are adapted from Ref. [14].
rameter describing the high-temperature nematic phase persists in the low-temperature striped or
smectic phase, where additional order parameters have to be introduced to capture all the physics.
This scenario is theoretically well-understood in several circumstances [32, 33, 34, 35, 36]. From
the weak coupling perspective, the nematic phase can develop via a Pomeranchuk instability where
the symmetries of a Fermi liquid state are lowered [37, 38]. The simplest example of Pomeranchuk
instability can occur in a 2D Fermi system where the circular Fermi surface is distorted into an
ellipse.
In spin-driven nematicity, the nematic order develops above magnetic order instead of smectic
order, and denotes a phase which spontaneously breaks discrete lattice rotation symmetry but
preserves continuous spin rotation symmetry. This idea was introduced in 1990 by P. Chandra, P.
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Figure 2.7 The strong (left) and weak (right) coupling perspective to explain the forma-
tion of nematic phase. Here the solid lines represent liquid-like stripes along
which electrons can flow. In the strong coupling scenario, the nematic phase
develops out of a low-temperature smectic or stripe phase, while in the weak
coupling scenerio, it develops from a high-temperature Fermi liquid. This figure
is adapted from Ref. [20].
Coleman, and A. I. Larkin [39], and has been used to explain the orthorhombic-magnetic transition
in the Fe-based superconductors (FeBS) [25, 26]. In such systems, the magnetic order features a
single-stripe configuration where the orientation of spins alternates along one direction but not the
other. Both the magnetism and this nematic order may be important for driving higher temperature
superconducting transitions [40, 41, 42, 43]. Here we denote this type of spin-driven nematicity
as “single-stripe nematicity” due to the associated magnetic order. By contrast, the Fe-based
chalcogenide FeTe exhibits a more complicated double-stripe magnetic order [44, 45]. Our work
has proposed that a new type of nematicity with two Ising bond orders may develop above this type
of magnetism [46, 47], which we call “double-stripe nematicity”. In the following, we will discuss
both types of nematicity and their possible realizations in materials.
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2.4.1 Single-stripe nematicity
The unconventional iron-based superconductors (SCs) attract great interest not only for their
relatively high superconducting transition temperature Tc, but also for the nematic phase which ap-
pears above or coincident with the magnetic phase(i.e. the spin density wave phase). Conventional
iron-pnictides, like the 122(AeFe2As2 with Ae an alkali earth metal) and 1111(ReOFeAs with Re
a rare earth metal) system, exhibit a single-stripe antiferromagnetic magnetism characterized by
ferromagnetic stripes along x or y direction [48, 49]. This choice of stripe direction can be made
before the continuous magnetic order develops, implying an Ising (Z2) - nematic phase transition
above or coincidental with the continuous magnetic one. Due to the coupling of this Ising-nematic
order to the lattice, a structural transition from tetragonal to orthorhombic has been observed and
after a lot of debate, it is now fairly clear that it is indeed due to the spin nematicity rather than
orbital or structural origins [25, 26, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65,
66, 67, 68, 69, 70, 71]. These systems have intermediate interactions, which fortunately can be
addressed by both local [68, 69, 25, 26] and itinerant [70, 71] pictures of the magnetism.
Considering a two dimensional square lattice, if we have a single-stripe magnetic order, the
ferromagnetic stripes can run either along the x or y direction [see Fig. 2.8 (b)]. This type of
magnetism can be captured by a J1 − J2 Heisenberg model with J2 > 1/2J1, and a biquadratic
coupling −K1
∑
〈ij〉(Si · Sj)2 [50, 49]:
H = J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj −K1
∑
〈ij〉
(Si · Sj)2 . (2.18)
J1 and J2 are the nearest-neighbor (NN) and next-nearest-neighbor (NNN) exchange couplings,
and K1 is the NN biquadratic coupling [see Fig. 2.8 (a)].
With just J1 and J2 couplings, J2 >> J1 gives rise to two decoupled Ne´el sublattices, where
the two sublattices are independent and can rotate freely with respect to each other. The K1
biquadratic coupling then couples these sublattices together and favors collinear spins. This gives
rise to an antiferromagnetic ground state that breaks both discrete C4 lattice rotation symmetry
and continuous SU(2) spin rotation symmetry. In quasi-two dimensions, the correlation between
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Figure 2.8 (a) Illustration of J1 (green) and J2 (orange) interactions on a square lattice.
(b) The two possible orientations of FM stripes (cyan) in single-stripe mag-
netism, corresponding to wave-vectors (0, pi) and (pi, 0), respectively. The red
and blue arrows represent the spins on sublattice 1 and 2. (c) The structural
distortion from tetragonal to orthorhombic corresponding to the two different
configurations in (b).
the ferromagnetic strips can develop even if the long range magnetic order is destroyed by thermal
fluctuations upon heating, which implies a nematic phase transition turns on simultaneously or
above the magnetic one (TN > TM , see Fig. 2.9). In this scenario, the word“nematic” means
the ferromagnetic stripes pick an axis but not a direction and indicates an electronic origin of the
symmetry breaking. The order parameters,
〈Mi〉 = 0; 〈M1 ·M2〉 6= 0. (2.19)
where Mi(i = 1, 2) represents the Ne´el order parameters on the two sublattices. Therefore, this
nematic order, which only breaks C4 lattice rotation symmetry can be described by the following
order parameter,
ϕ ∝ 〈M1 ·M2〉 ∝ ±1. (2.20)
ϕ is Ising-nematic since M1 and M2 can be either parallel or anti-parallel. As the nematic order
breaks lattice rotation symmetry, it is essentially an Ising bond order characterizing the bonds
between nearest-neighbor sites. Its coupling to the lattice leads to a structural transition from
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Figure 2.9 Development of a nematic phase above single-stripe magnetism and the asso-
ciated broken symmetries. In this figure, TN is the nematic transition tem-
perature, and TM the magnetic transition temperature with TN ≥ TM . At
high temperature T > TN , the paramagnetic phase has all the symmetries.
Therefore, both Mi and M1 ·M2 must average to zero. Below TN , the nematic
phase develops with a nonzero 〈M1 ·M2〉, which breaks lattice rotational sym-
metry. At even lower temperature T < TM , 〈Mi〉 also becomes nonzero when
the single-stripe magnetic order develops, which breaks both spin and lattice
rotational symmetry.
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orthorhombic to rectangular in 2D that coincides with the nematic phase transition [25, 26] [see
Fig. 2.8 (c)]. This structural transition breaks the same symmetry as the nematic order and their
coupling can be captured within a Landau theory as alinear term.
2.4.1.1 Experimental realizations of single-stripe nematicity
Figure 2.10 Crystal structure of LaFeAsO (1111) and BaFe2As2 (122). This figure is
reproduced from Ref. [72].
Single-stripe magnetism is realized in conventional iron-pnictides, in both the 122 AeFe2As2
and 1111 ReOFeAs systems, where Ae represents alkali earth metals and Re represents rare earth
metals. They have a layered structure with Fe atoms in a square planar lattice arrangement (see Fig.
2.10). The 1111 parent compound develops a orthorhombic structual distortion above the magnetic
order transition temperature [73], while in the 122 parent compound, these two phase transitions are
simultaneous [74]. Both materials become superconducting upon doping [75, 76, 77, 78, 79, 80, 81]
or under pressure [82, 83, 84, 85, 86, 87] with Tc up to ∼ 56.3K (1111) [79] and 38K (122) [81]
respectively, even though their parent compounds do not superconduct.
In the BaFe2As2 family, the hole-doped Ba1−xKxFe2As2 exhibits a simultaneous first-order
tetragonal-to-orthorhombic structural and magnetic transition (TN = TM ) [74]; by contrast the
electron-doped Ba(Fe1−xCox)2As2 and isovalently-doped BaFe2(As1−xPx)2 display a split second-
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order phase transition, except for a small Co doping (TN > TM ) [51, 88, 89, 90]. A schematic phase
diagram for the 122 system with electron and hole dopings is shown in Fig. 2.11.
Figure 2.11 Schematic phase diagram for BaFe2As2. The right hand side is based on
the phase diagram of electron-doped Ba(Fe1−xCox)2As2 [51, 88], and the left
hand side the hole-doped Ba1−xKxFe2As2 [74]. The dashed (solid) lines stand
for first- (second-) order phase transitions, and the dotted lines indicate the
nematic and magnetic transition lines inside the superconducting dome [91].
The light red region indicates a regime with strong nematic fluctuations. The
red (blue) area is nematic (single-stripe magnetic) order with orthorhombic
structure. The yellow region stands for the superconductivity. The green area
is a magnetically ordered state that preserves C4 tetragonal symmetry [92].
The figure is reproduced from Ref. [67].
As the system cools down, the system first develops short-range nematic order with strong
nematic fluctuations [93, 71] before it undergoes a nematic phase transition that always coincides
with the structural phase transition, as they couple linearly in Landau theory. At the same (hole-
doped) or lower (electron-doped) temperature, single-stripe magnetic order develops. At even
lower temperature, superconducting domes emerge around the doping level where TN , TM → 0.
As electron/hole doping increases, both the nematic and magnetic transition temperatures are
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suppressed. As one could imagine, if superconductivity is suppressed, the nematic transition can
be driven towards a zero temperature quantum critical point(QCP) (dotted lines in Fig. 2.11).
Figure 2.12 Orthorhombic distortion δ = (a − b)/(a + b) as a function of temperature in
Ba(Fe1−xCox)2As2 for different Co concentrations. This figure is based on
x-ray measurements in the region where superconductivity, magnetic order,
and orthorhombic structural distortions coexist. The sharp peak in the tem-
perature dependence occurs at the corresponding superconductivity transition
temperature. This figure is adapted from Ref. [94].
For Ba(Fe1−xCox)2As2, in the region where superconductivity and the orthorhombic structural
distortion coexists at small doping, the distortion δ measured by x-ray diffraction [94] is found to be
strongly coupled to superconductivity (see Fig. 2.12). δ is suppressed strongly upon cooling through
the superconductivity transition temperature, and even stronger with increasing doping. Indeed,
when x = 0.063, the distortion is completely suppressed by superconductivity at low temperature
with a reentrant behavior, and the low-temperature structure restores tetragonal symmetry below
Tc. For x > 0.066, there is no transition to the orthorhombic structure. Therefore, this nematic
order likely plays an important role in the onset of superconductivity.
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2.4.2 Double-stripe nematicity
Double-stripe magnetic order features alternating double width ferromagnetic stripes with up
and down spins along the diagonal direction. Compared with the single-stripe magnetism, it has
four Ne´el sublattices with three-up-one-down spins in a plaquette of four spins (see Fig. 2.13). In
addition to the continuous SU(2) spin rotation symmetry and discrete C4 lattice rotation symmetry
that are broken in the single-stripe magnetism, it also breaks discrete translational symmetry and
diagonal reflection symmetry, implying that additional nematic order parameters may be possible.
Figure 2.13 The two possible orientations of FM stripes (red and blue stripes) in dou-
ble-stripe magnetism. The red and blue arrows represent the spins on the
four sublattices.
Double-stripe magnetism can described with a J1 − J2 − J3 −K1 −K2 Heisenberg model with
ring exchange terms, where J3 is third neighbor exchange coupling and K2 is the next-nearest-
neighbor (NNN) biquadratic coupling. As we see below, it essentially works as two copies of
the J1 − J2 − K1 model of the single-stripe scenario. Assuming that we have only the exchange
couplings and J3  J2  J1, the third neighbor J3 partitions the system into four Ne´el sublattices
Mi(i = 1, 2, 3, 4). With just the exchange couplings, these four sublattices are totally decoupled
since the exchange fields due to J1 and J2 cancel out at each site. The NNN biquadratic coupling
K2 couples together pairs of sublattices (M1,M3) and (M2,M4), with each pair behaving like the
J1 − J2 −K1 model in single stripe magnetism. At this point, the two pairs of sublattices can still
rotate freely with respect to one another. A nearest neighbor biquadratic exchange K1 then couples
these two pairs together and favors collinear spins. In the next two chapters, we will discuss this
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double-stripe magnetism and the development of nematicity above this new type of magnetism in
more detail.
2.4.2.1 Experimental realization of double-stripe nematicity
Double-stripe magnetism has been found in the 11 iron-chalcogenide Fe1+ySexTe1−x [95, 96].
FeTe has a layered structure as shown in Fig. 2.14. Its phase diagram with pressure and Se doping
is shown in Fig. 2.15 (a). It is a high-temperature superconductor [97, 98, 99, 100, 101] with
superconducting temperatures up to 37K under pressure.
Figure 2.14 The crystal structure of the 11 iron-chalcogenide Fe1+ySexTe1−x. This figure
is adapted from Ref. [102]
.
At large tellurium concentration, it exhibits a simultaneous first-order magnetic and monoclinic
structural transition. This is the only magnetic order in the phase diagram. The magnetic or-
der has been shown to be a double-stripe magnetic order [96, 44, 45] by neutron scattering; first
principles calculations [103, 104] also show the ground state is double-stripe. At low temperature,
superconductivity arises for more than 5% Se doping [96] [see Fig. 2.15 (b)]. The superconduc-
tivity is s-wave with two gaps, as indicated by muon spin rotation (µSR) measurements [105], and
unconventional, as nuclear magnetic resonance spectroscopy (NMR) experiments do not detect a
Hebel - Slichter peak [106].
Another possible realization of double-stripe magnetism is in the titanium-based oxypnictides.
There are two groups of compounds in this family: BaTi2Pn2O (Pn = As, Sb,Bi) and Na2Ti2Pn2O
family (Pn = As, Sb). They share the same layered tetragonal crystal structure as the iron-based
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Figure 2.15 (a) Phase diagram of the 11 iron-chalcogenide Fe1+ySexTe1−x. The left hand
side shows the in-pressure behavior, and the right hand side shows the doping
effect as a function of Te concentration. This figure is from Ref. [2]. (b) The
structural (TT−M ), nematic (TN ) and SC (Tc) temperatures for different Se
concentration from Ref. [96].
superconductors, and some superconduct at low temperatures. They also have an as yet unidentified
phase transition well above the superconductivity.
BaTi2Sb2O is a canonical example in this family with a superconductivity below Tc = 1.2K
[107], and an unidentified phase transition well above the superconductivity. The phase diagram
of this family in shown in Fig. 2.16 (a).
• There is a phase transition turning on above the superconductivity dome at TDW = 200 K for
BaTi2As2O [108], and TDW = 50 K for BaTi2Sb2O [107, 109], which is totally suppressed in
BaTi2Bi2O [110, 3]. Substituting K for Ba in the Sb compound suppresses this phase transi-
tion and increase Tc up to 6.1 K [111], which implies a correlation between this phase transition
and superconductivity, similar to the iron-based superconductors. Therefore understanding
the nature of this phase transition is important to understand the superconductivity.
• Neutron power diffraction measurements [112] [see Fig. 2.17 (a)] show that there is a tiny
orthorhombic distortion accompanied this transition, which breaks C4 rotational symmetry.
This might reveal an Ising-nematic transition.
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Figure 2.16 Phase diagram of the the BaTi2Pn2O family based on the phase diagram of
BaTi2(As1xSbx)O and BaTi2(Sb1yBiy)O [107]. The inset shows the tetragonal
crystal structure.
• There is still no conclusive evidence about what the order is. It has been proposed to be a
density-wave (DW) phase transition [107, 109]. A charge-density-wave (CDW) that breaks
translational symmetry is ruled out by x-ray diffraction since no superlattice peaks have been
observed. It could be an intra-unit-cell CDW due to charge transfer between the two Ti
sites [112], or induced by a nematic order [46]. This proposal could explain the observed C4
symmetry breaking down to C2 without any change of the unit cell.
• There is no sign of any long-range magnetic order as seen from nuclear magnetic resonance
spectroscopy (NMR) and muon spin rotation (µSR) measurements. However, NMR measure-
ments of the spin-lattice relaxation rate indicate strong magnetic fluctuations above density-
wave transition in BaTi2Sb2O [113]. None of these experiments have ruled out magnetic
fluctuations around and below the density-wave transition temperature.
• At low temperatures, the superconductivity shows a two-dome structure. From nuclear mag-
netic/quadrupole resonance (NMR/NQR) measurements [113] [see Fig. 2.17 (b)], the 1/T1
dependence of T in the superconducting state is consistent with a full s-wave gap model. The
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Figure 2.17 (a) Lattice parameters for BaTi2As2O measured by neutron diffraction.
BaTi2Sb2O shows qualitatively the same behaviour with a decreased ampli-
tude. This figure is reproduced from Ref. [112]. (b) 1/T1 dependence of T
for BaTi2SbO from NMR/NQR measurements [113]. The inset shows the co-
herence peak just below Tc ∼ 0.95K. The red curves are calculated based on
a s-wave model with a finite gap.
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absence of residual density of states (DOS) also suggests it is conventional, since in uncon-
ventional superconductors the residual DOS suggested by the Korringa behavior far below Tc
is easily introduced by disorder or impurities [114, 115]. Therefore the superconductivity is
likely ordinary s-wave [113].
Even though experimental measurements of BaTi2Sb2O have not yet detected magnetism, den-
sity functional theory (DFT) calculations predict the ground state of BaTi2Sb2O to be the double
stripe pattern described at the beginning of this section [2, 116, 117]. Recently, our collaborators
J. K. Glasbrenner and I. I. Mazin confirmed this prediction by calculating exchange parameters
from DFT calculations. At low temperatures, there is a charge imbalance on two inequivalent Ti
sites along with a orthorhombic distortion (see Chapter 3.2.2), which is consistent with the results
of Ref. [112]. In the next Chapter, we propose that the density-wave transition shall be a spin-
driven nematic order with an intra-unit-cell CDW, which breaks the four-fold lattice rotational
symmetry.
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CHAPTER 3. DOUBLE STAGE NEMATIC BOND-ORDERING ABOVE
DOUBLE STRIPE MAGNETISM: APPLICATION TO BATI2SB2O
1
In the last Chapter, we introduced the nematicity above two types of magnetism - spin-driven
nematicity. Spin-driven nematicity is the phenomena whereby magnetic order that also breaks
discrete lattice rotational symmetries is melted by fluctuations in stages, giving rise to a partially-
melted order that preserves the spin-rotation (and the time-reversal) symmetry but breaks some
lattice rotation symmetries. In analogy to the nematic phase of liquid crystals, which are partially-
melted smectic phases, this type of order has been dubbed electronic nematic order [118]. This
idea, initially conceived theoretically within the framework of the 2D Heisenberg model [119], was
propelled into the spotlight in 2008 as several groups independently proposed it as an explanation
of the split orthorhombic-magnetic transition in the newly discovered Fe-based superconductors
(FeBS) [25, 26]. In these systems, the magnetic phase displays a single-stripe configuration, char-
acterized by spin-order with ordering vector Q = (0, pi) or (pi, 0) and a bond-order associated with
the correlations of nearest-neighbor parallel spins [see Fig. 3.1 (a)]. Consequently, in the nematic
phase, spin-order is lost but the rotational symmetry breaking bond-order is preserved, resulting in
an orthorhombic paramagnetic phase that extends above the onset of magnetic order. Experimental
signatures and theoretical implications of such a spin-driven nematicity have been widely explored
in FeBS [120, 4, 67, 121], and similar concepts were applied to other widely investigated systems,
such as charge-driven nematicity in the cuprates [122, 123] and tetragonal symmetry-breaking in
1This chapter is modified from a paper published in Phys. Rev. B [46] by G. Zhanga,b, J. K. Glasbrennerc, R.
Flinta,b, I. I. Mazind, R. M. Fernandese.
a Department of Physics and Astronomy, Iowa State University, 12 Physics Hall, Ames, Iowa 50011, USA;
b Division of Materials Science and Engineering, Ames Laboratory, U.S. DOE, Ames, Iowa 50011, USA;
c National Research Council/Code 6393, Naval Research Laboratory, Washington, DC 20375, USA;
d Code 6393, Naval Research Laboratory, Washington, DC 20375, USA;
e School of Physics and Astronomy, University of Minnesota, Minneapolis, MN 55455, USA.
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topological Kondo insulators [124]. Nematic degrees of freedom may also play an important role
in the onset of high-temperature superconductivity, as recent experimental [125, 126, 42] and the-
oretical works [127] have proposed.
While the general concept of partially-melted magnetic phases is well-established both theoret-
ically and experimentally, most work has focused on the single-stripe case. How and whether more
complex types of magnetic order can also partially melt and promote novel nematic-like phases
remain relatively unexplored topics [128]. Interestingly, the FeBS provides another opportunity
to investigate such ideas: while it is true that most of these materials display single-stripe (SS)
magnetic order, the Fe-based chalcogenide FeTe exhibits a more complicated “double-stripe” (DS)
magnetic order [44, 45]. As shown in Fig. 3.1, the DS phase has not only spin-order with order-
ing vector Q = (pi/2, pi/2), but also two types of bond-order involving nearest-neighbor (NN) and
next-nearest-neighbor (NNN) parallel spins. A natural question is whether these bond-orders can
be stabilized even in the absence of long-range magnetic order, similarly to the nematic phase in
the SS case, and whether they appear separately or at the same temperature.
In this chapter, we systematically explore the bond-orders that can arise above the onset of
long-range DS magnetic order and argue that it may have been already observed as a density-wave-
type transition accompanied by an orthorhombic distortion in the Ti-based oxypnictide BaTi2Sb2O
and related compounds [112]. This conclusion results from a combination of ab-initio calculations
and low-energy field-theoretical modeling. In particular, the model is consistent with the low-
temperature orthorhombic (Pmmm) structure of BaTi2Sb2O with an accompanying intra-unit-
cell charge-density wave, [112] which we also observe using density functional theory, but only
when magnetic ordering is allowed. In contrast, distortions induced via the charge-density wave
obtained in nonmagnetic calculations either do not have the requisite Pmmm symmetry or are
significantly higher in energy than the magnetic solutions. This is in striking similarity with the
FeBS where structural relaxation calculations in the magnetic single stripe pattern also reproduce
the low-temperature lattice distortion. More importantly, the ground state magnetic order is a
double-stripe (also known as bicollinear) pattern, similar to the FeTe ground state. We map the
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calculated ab-initio energies onto an effective spin model and by extension a corresponding low-
energy field-theory, which comprises not only exchange interactions up to third neighbors, but also
four-spin coupling up to second neighbors. To investigate the onset of bond-ordered phases within
this model, we analyze the low-energy field theory beyond mean field to account for the role of
spatial fluctuations. We find that, in general, the DS order can melt in up to three stages, as shown
in Fig. 3.1: as temperature is lowered, first NNN bond order appears, lowering the C4 rotational
symmetry of the system down to C2 (in BaTi2Sb2O this lowers the symmetry from P4/mmm
to Pmmm [112]). Upon further reduction of temperature, there is an onset of NN bond-order,
breaking the translation and reflection symmetries of the lattice. Finally, at a lower temperature,
long-range magnetic order sets in. More generally, our work unveils the existence of two emergent
bond-order degrees of freedom in systems with DS ground states, which may have fundamental
impact on their thermodynamic properties, including superconductivity, both in BaTi2Sb2O and
also in the iron-chalcogenides.
3.1 General properties of the double-stripe phase and its nematic phases
The phenomenon of partial melting of magnetically-ordered states, which is ultimately behind
the onset of nematic phases, is caused by long-wavelength magnetic fluctuations (either thermal
or quantum). Therefore, only approaches that go beyond mean-field can capture this effect. Here,
as explained below in more detail, this will be achieved via a large-N solution of the free energy
functional for the DS state. Before we introduce it, we first discuss the different types of bond-order
that appear in the DS ordered state, contrasting them with the standard SS ordered state.
3.1.1 Brief review of single-stripe magnetism and nematicity
Spin-driven nematicity in SS states is most straightforwardly discussed by means of a Heisenberg
spin Hamiltonian. Following Ref. 119, we consider the following Hamiltonian for classical spins on
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Figure 3.1 Multi-stage melting of the magnetic order in a square lattice as occurs in (a)
single-stripe (SS) magnetism, and (b) double-stripe (DS) magnetism. The near-
est (next-nearest) neighbor ferromagnetic bonds are indicated with blue (yel-
low) ovals. While in (a) there is one nematic bond-order degree of freedom
associated with rotational symmetry-breaking, in (b) two bond-order degrees
of freedom are associated with rotation, translation and reflection symmetry
breaking. The new two site unit cell associated with the translation symmetry
is indicated by the red dashed line.
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the two-dimensional square lattice [119],
H = J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj −K1
∑
〈ij〉
(Si · Sj)2 , (3.1)
where J1 and J2 > 0 are nearest and next-nearest neighbor exchange couplings, and K1 > 0 is
the nearest-neighbor biquadratic coupling. In the context of the Fe-pnictides, which are metals
with itinerant Fe electrons, such a model should be interpreted as an effective low-energy model to
describe the interplay between SS magnetism and nematicity. Indeed, the inappropriateness of a
purely localized approach is manifested by the fact that DFT calculations [129, 130] not only give
soft moments, but also a large biquadratic exchange K1 as compared to J2, consistent with the
experiment [131]. In contrast, the order-by-disorder mechanism of Ref. 119 gives a rather small
K1/J2 ∼ 10−3 [132].
Single-stripe magnetism and the related nematicity occurs for J2 > J1/2, and is most simply
understood by taking J2  J1, where J2 leads to two decoupled antiferromagnetic Ne´el sublat-
tices. J1 cannot couple these two sublattices, as the exchange fields between sublattices one and
two cancel. However, the biquadratic term, K1 requires that the spins be collinear, leading to
two degenerate ground states where the spins are ferromagnetically correlated along either xˆ or
yˆ, and antiferromagnetically correlated along the perpendicular direction. These two degenerate
ground states can be described by the wave-vectors (0, pi) and (pi, 0), respectively, and break both
the continuous spin-rotation symmetry, and the discrete C4 lattice rotation symmetry (i.e. the
symmetry of a square) down to C2 (i.e. the symmetry of a rectangle), as shown in the bottom
left of Fig. 3.1. These broken symmetries can be captured by three different order parameters:
two of them are vector Ne´el order parameters, 〈M1〉 and 〈M2〉 defined on each sublattice, and a
bond-order parameter describing the rotational symmetry breaking,
ϕ =
1
Ns
∑
i
〈Si · Si+xˆ − Si · Si+yˆ〉
= 〈M1 ·M2〉, (3.2)
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where Ns is the number of sites. Effectively, the sign of ϕ describes the orientation of the ferro-
magnetic bonds, either along xˆ (ϕ > 0) or along yˆ (ϕ < 0), while the magnitude of ϕ describes the
strength of both the ferro- and antiferromagnetic bonds.
The Mermin-Wagner theorem precludes any magnetic order at any finite temperature, in a
strict two-dimensional lattice, as it breaks continuous spin-rotation symmetry. Therefore, the Ne´el
order parameters, 〈M1〉 = 〈M2〉 = 0. However, ϕ is a scalar (Ising) order parameter and breaks
only the discrete C4 symmetry, and so it that can, and does, condense at a finite temperature.
While ϕ is called a nematic order parameter because it describes how the magnetic fluctuations
break C4 symmetry, it can more generally be thought of as a scalar bond order parameter that
breaks a discrete lattice symmetry, which we shall generalize onto the case of DS magnetism. Here,
although the spins themselves are slowly fluctuating, the correlation of the fluctuations between
the two sublattices provides additional free energy gain and generates a long-range order without
breaking any continuous symmetry. In momentum space, one can imagine that there is short range
order at both Q = (0, pi) and (pi, 0) above Tϕ, while below Tϕ the fluctuations increase at one Q
vector and decrease at the other, thus breaking the rotational symmetry [4]. This has indeed been
observed experimentally by neutron scattering in the iron pnictides [133].
Realistic systems will have some finite inter-layer coupling J⊥ that allows magnetism to develop
at a temperature TM governed by ln (J⊥/J2), at which point long-range magnetic order will develop
at the Q vector already chosen by ϕ. For sufficiently small J⊥, these two temperature scales can
remain separate [25, 26], although they will typically merge for sufficiently large J⊥ [4, 134], as the
three-dimensionality reduces the role of magnetic fluctuations. However, the intuition developed
from localized systems may not apply to more itinerant systems, where other factors may confound
magnetic ordering.
3.1.2 Double-stripe magnetism and nematicity: symmetry analysis
Double-stripe magnetism consists of a plaquette of four spins – three up, one down, repeated
with a staggered, (pi, pi) pattern, as shown in Fig. 3.1b, bottom panel, leading to an 4-site magnetic
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Figure 3.2 (Color online)The four degenerate ground states characterized by different con-
figurations of Ma’s and signs of corresponding order parameters ϕ, ψx,y and
ψ+. Again the ferromagnetic bonds are indicated with blue/yellow ovals. The
dashed black line shows the mirror plane symmetry broken by ψ±.
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unit cell (see Fig . 3.8(a)). This ordering results in double-width ferromagnetic stripes along the
diagonal, alternating antiferromagnetically, hence the name double-stripe (DS). The DS pattern can
be thought of as two copies of single-stripe orders in “even” and “odd” sublattices, rotated by 45◦
and then coupled together by another biquadratic coupling. In this case, the effective low-energy
Hamiltonian that displays this ground state in the classical regime is:
H =J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj + J3
∑
〈〈〈ij〉〉〉
Si · Sj
−K1
∑
〈ij〉
(Si · Sj)2 −K2
∑
〈〈ij〉〉
(Si · Sj)2
+R1
∑
plaquette
[(Si · Sj)(Sk · Sl) + (Si · Sl)(Sk · Sj)]
−R2
∑
plaquette
[(Si · Sk)(Sj · Sl)] (3.3)
where 〈〉, 〈〈〉〉, and 〈〈〈〉〉〉 denote the first, the second and the third nearest neighbors, respectively.
The
∑
plaquette is defined such that ijkl are the indices circulating a square plaquette. Note that the
ring exchange terms are often included with an approximation R ≡ R1 = R2 (which we also used
in our DFT fits in Section 3.2.2), but for itinerant systems the two coefficients can, in principle, be
different.
While this model contains only spin degrees of freedom, it should be understood as a mapping
of the full itinerant model, with all of its charge, orbital and spin degrees of freedom, onto these spin
interactions. It applies equally well to itinerant and localized systems, however, the longer-ranged
interactions required to stabilize double-stripe magnetism are much more likely in an itinerant
system like BaTi2Sb2O.
One can understand the physics captured by this model by first considering the limit where
J3 > 0 is the dominant interaction. If J3 plays the pivotal role in the spin dynamics, it is natural to
partition the system into four antiferromagnetic Ne´el sublattices, so that J3 is the nearest neighbor
coupling for each of them, as shown in Fig. 3.2. Then the J2− J3 model describes two copies of SS
magnetism. The biquadratic terms, K1 > 0 and K2 > 0, force all four sublattices to be collinear.
However, the DS and plaquette (Fig. 3) orders are exactly degenerate unless the ring exchange
38
terms are included [135, 136]. Ab-initio calculations (see Section 3.2) indicate that the DS pattern
is the ground state, and also that the 4th order terms are sufficiently strong to severely penalize
noncollinear states. To simplify our analysis while still accounting for these details, we will drop
both the ring exchange terms and only keep solutions corresponding with the symmetry of the DS
ground state. We also drop J1, which generates undesirable spiral solutions that we know are not
present in our DFT calculations. Thus, we retain only the terms relevant to DS order, which are
J2, J3, K1, and K2.
Besides the continuous spin-rotational symmetry, DS order also breaks a number of discrete
symmetries. One can more clearly see those discrete symmetries by highlighting the location of the
ferromagnetic bonds, as we have done in Fig. 3.2, for the four degenerate ground states. They are:
the translational symmetry, since the unit cell is quadrupled in size; the C4 rotational symmetry,
which is broken along the diagonals of the squares (B2g symmetry) instead of along the sides of
the square (B1g symmetry), as it was the case for the SS order; and the reflection symmetry (σd)
across one of the diagonals (x = ±y lines). Unlike the “broken” translation symmetry of the single-
stripe antiferromagnet, which can be restored by a time-reversal operation (or a 180◦ rotation),
here the layout of the NN ferromagnetic/antiferromagnetic bonds breaks translation symmetry and
doubles the unit cell, which is doubled again when long-range magnetic order condenses, as shown
in Fig. 3.1. In momentum space, this corresponds to 2Q ordering, with pairs of Q = (±pi/2,±pi/2)
that are chosen to break the rotational symmetry appropriately. Note that in the case of the Ti-
based oxypnictides discussed in the next section, some of those symmetries are already broken in
the nonmagnetic phase due to crystallography.
To formally describe these discrete symmetries in terms of the spins, we consider the four Ne´el
order parameters 〈Ma〉 related to each of the four sublattices a = 1, 2, 3, 4 defined in Fig. 3.2. We
first define the two next-nearest-neighbor bond orders, which couple to K2:
ϕodd = 〈M1 ·M3〉 (3.4)
ϕeven = 〈M2 ·M4〉 (3.5)
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These order parameters characterize the emergence of diagonal bond order in the absence of
long-range magnetic order, where ϕeven/odd > 0 indicates which bonds within the four-spin plaquette
are ferromagnetic. Fig. 3.3 shows that when ϕeven/odd are opposite in sign, we can obtain the DS
magnetic order, where each four-spin plaquette has an odd number of up and down spins. In
contrast, when ϕeven/odd have the same sign, we get the plaquette order discussed above. Note
that, while we have drawn all spins as collinear, at this point the two sets of sublattices are
decoupled and can rotate freely without affecting the bond order. By symmetry, ϕeven/odd must
condense at the same temperature, and indeed, it does not make sense to condense anything but
a linear combination, ϕeven ± ϕodd, as each of ϕeven/odd individually does not break a well-defined
symmetry. Considering the bonds alone, ϕ ≡ ϕeven −ϕodd breaks the C4 rotational symmetry, but
not translation symmetry, while ζ ≡ ϕeven +ϕodd doubles the unit cell, but maintains C4 symmetry,
as shown in Fig. 3.3. ϕ, of course, is consistent with DS order, while ζ is consistent with plaquette
order, and these would be distinguished by the ring-exchange terms.
We have two reasons to believe that the DS order, and thus ϕ, is favored in the real materials.
First, DFT calculations for both FeTe [130] and the Ti-based oxypnictides considered in Sec. 3.2
show that the corresponding DS magnetic state is clearly lower in energy, which is consistent with
the experimentally observed lattice distortions in the magnetic and/or putative nematic state; this
energy difference can be mapped on to the ring exchange terms. Second, ϕ and ζ couple to different
elastic modes and ϕ may be additionally stabilized through magnetoelastic coupling [137]. While
there is some experimental evidence that both plaquette and double stripe fluctuations are present
at high temperatures in FeTe [138], these two terms break different symmetries, and so will not
couple until eight-spin terms are considered. In addition, our DFT calculations suggest that the
plaquette fluctuations will freeze out first and have no discernable effect on the remaining terms
in the model. In the following, we will neglect ζ and consider only the bond orders related to DS
order.
Besides next-nearest neighbor bond-order, the DS order also has nearest-neighbor bond-orders,
as shown in Fig. 3.2, which are driven by K1. It is useful to define the generic bond-order parameter
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Figure 3.3 (Color online)Signs of ϕeven/odd in a double-stripe order(left) and plaquette
order(right).
ψab = 〈Ma ·Mb〉 on any pair of NN sublattices, i.e. ψ12, ψ14, ψ23 and ψ34. However, there are only
two combinations of these that are compatible with a non-zero ϕ,
ψ± = (ψ12 − ψ34)± (ψ14 − ψ23)
= ψx ± ψy. (3.6)
Each of these represents a pattern of alternating ferromagnetic and antiferromagnetic bonds
along the x- and y-axes, resulting in a (pi, pi) ordering pattern that doubles the unit cell. ψx/y
can be thought of as dimerization along the x-axis or y-axis respectively. Indeed, ψ± couple to
a staggered strain associated with that dimerization of the lattice [139]. This symmetry breaking
is also consistent with the intra-unit cell charge density wave observed in BaTi2Sb2O [112, 140],
which we will discuss further in Section 3.2. In addition to translational symmetry, this bond order
breaks the diagonal reflection symmetry, σd, across the line x = ±y, for ψ± respectively. Finally,
it breaks the same C4 rotation symmetry as ϕ. In particular, because ψ± has ordering vector
Q = (pi, pi), while ϕ is a Q = 0 order, they can only couple via a linear-quadratic combination, i.e.
ϕ(ψ2+−ψ2−) = ϕψxψy. Therefore, as soon as ψ± develops, ϕ must also turn on, but the converse is
not true.
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Thus, besides the standard degeneracy related to spin-rotations, the DS ground state has an
additional fourfold degeneracy related to the scalar order parameters ϕ and ψ±. These order
parameters are not independent, as discussed above and shown in Fig. 3.2: ϕ < 0 is only compatible
with ψ+ 6= 0, whereas ϕ > 0 is only compatible with ψ− 6= 0. Therefore, the symmetry analysis
of the DS state shows that when the magnetic ground state is the DS state, where ϕ 6= 0 and
ζ = 0, we can have two partially-melted magnetic phases: one in which only ϕ 6= 0, which breaks
rotational symmetry only, and another one in which both ϕ 6= 0 and ψ± 6= 0, which breaks rotational
symmetry, diagonal reflection symmetry, and translational symmetry. In the next section, we use
a field-theory approach to discuss the order and character of these different transitions.
3.1.3 Double-stripe magnetism and nematicity: quantitative analysis
The bond order parameters ϕ and ψ± discussed above can describe partially-melted DS phases,
as long as they remain finite even in the absence of spin order, 〈Ma〉 = 0. To characterize these
phases, one needs to include magnetic fluctuations and therefore go beyond mean-field approaches.
Within the specific spin Hamiltonian (3.3), this can be achieved numerically by Monte Carlo simula-
tions [132, 141] or analytically by 1/S expansions [119, 142]. Here, we employ a different approach,
similarly to Ref. 4, that relies on a low-energy Ginzburg-Landau free energy expansion of Eq. (3.3)
in terms of the four real-space Ne´el order parameters Ma (a = 1, 2, 3, 4). As discussed above, this
picture is valid in the limit where the third-neighbor magnetic coupling J3 is by far the largest, and
has been previously discussed for the double-stripe state [128, 137]. The most general form of the
free energy expansion, with biquadratic exchanges taken into account, is:
F [Mi] =
4∑
a,b=1
ˆ
q
Ma,qχ
−1
ab (q) Mb,−q −
4∑
a,b,c,d=1
ˆ
r
λab,cd (Ma ·Mb) (Mc ·Md) , (3.7)
The Hamiltonian (3.3) generates numerous λ terms, plus, if we allow for soft moments, as in a
more itinerant model, terms with a = b and/or c = d are also allowed. However, most of these are
irrelevant for the ϕ and ψ order parameters, so we will keep only the two combinations related to
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the DS order, and neglect the others. For the same reason, we will also retain one high-symmetry
term accounting for softness of the magnetic moment. Then
F [Mi] =
4∑
a,b=1
ˆ
q
Ma,qχ
−1
ab (q) Mb,−q +
u
2
(
4∑
a=1
M2a
)2
− g1
2
(M1 ·M3 −M2 ·M4)2
− g3
2
[
(M1 ·M2 −M3 ·M4)2 + (M1 ·M4 −M2 ·M3)2
]
. (3.8)
The physical meaning of each term can be understood from the Hamiltonian (3.3). The exchange
couplings J2 and J3 describe the cost of spatial fluctuations of the order parameters, and appear in
the non-uniform susceptibility χ−1ab (q). As discussed in Appendix 3.A, in our derivation we expand
χ−1ab (q) around the ordering vector Q ={pi/2, pi/2}, where χ−1ab (Q) = r0δab, and r0 ∝ T − T0,
with T0 denoting the mean-field magnetic transition temperature. The quadratic term in (q−Q)
terms are then uniquely defined by J2 and J3. The u term captures the cost of non-symmetry
breaking longitudinal fluctuations. Together with the first term, it defines the amplitude of the
local moments in the fully disordered case, as well as the softness of these moments. The four spin
terms between next-nearest neighbors (K2, R2) lead to the g1 term, which captures ϕ, while those
between nearest-neighbors (K1, R1) lead to the g3 terms, which in turn captures ψ± order.
In the mean-field approximation, the system develops DS order at T0, simultaneous with ϕ and
ψ± bond orders in a second-order phase transition. To go beyond mean-field, we include the effect
of the long wave-length fluctuations, working in two-dimensions, where magnetic order does not
occur at any finite temperature due to the Mermin-Wagner theorem. Here, the fluctuations
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suppress the magnetic order to T = 0. We then decouple the four quartic terms of Eq. (3.8) using
Hubbard-Stratonovich transformations, which introduces four new scalar fields,
ϕ =g1 (〈M1 ·M3〉 − 〈M2 ·M4〉) (3.9)
ψx =g3 (〈M1 ·M2〉 − 〈M3 ·M4〉) (3.10)
ψy =g3 (〈M1 ·M4〉 − 〈M2 ·M3〉) (3.11)
η =u
4∑
i=1
〈M2i 〉, (3.12)
The scalar fields ϕ and ψx/y are equivalent to the bond order parameters introduced in the
previous subsection, and therefore break the rotational symmetry (ϕ) and translational/reflectional
symmetries (ψx/y, or ψ±), and are not subject to the Mermin-Wagner theorem. On the other hand,
η is the mean-value of the Gaussian magnetic fluctuations, and simply renormalizes the magnetic
transition temperature from its mean-field value T0 to the value TM defined via r = r0+η ∝ T−TM .
Thus, η is not an order parameter, as it is non-zero at any temperature.
To proceed, we consider the two-dimensional case, where magnetic order does not occur at any
finite temperature, i.e. η > −r0. In particular, we consider the large-N solution of the free energy
in Eq. (3.8), which is obtained by extending the number of components of the Ma fields from 3 to N
and taking the limit N →∞. This yields a system of coupled self-consistent equations for ϕ, ψx, ψy,
and η (see detailed calculation in Appendix 3.A). An important result of this calculation is that the
first three scalar order parameters are not independent, but coupled in the free energy expansion
according to the trilinear term, ϕψxψy. Furthermore, the combinations ψ± = ψx ± ψy decouple
from the self-consistent equations, indicating that ψx and ψy order simultaneously. Consequently,
non-zero ψx/y necessarily gives rise to a non-zero ϕ, as discussed in the previous subsection, whereas
the converse is not true.
Therefore, we define two different bond-order transition temperatures: Tϕ, which signals the
onset of NNN bond-order ϕ 6= 0 (with ψ± = 0 and Ma = 0), and Tψ, which signals the onset of
NN bond-order ψ± 6= 0 (with ϕ 6= 0 and Ma = 0). Note that whether ψ+ or ψ− become non-zero
depend on the sign of ϕ: while ϕ > 0 gives ψ− 6= 0, ϕ < 0 gives ψ+ 6= 0 (see also Fig. 3.2).
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Figure 3.4 Two examples of how ϕ and ψ+ orders develop, with the proxy for the transition
temperature, r¯0 plotted versus u/g1 for two values of the relative strength of the
biquadratic terms, g3/g1. The upper, red line indicates the development of ro-
tational symmetry breaking (ϕ), while the lower, blue line indicates the dimer-
ization (ψ+), which breaks the diagonal mirror reflection symmetry. Solid lines
indicate second-order transitions, while dashed lines indicate first-order tran-
sitions, with the double-dashed line indicating simultaneous first-order transi-
tions. The regions of different classes of behavior are indicated in Fig 3.5.
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In Fig. 3.4(a) and (b), we show two different classes of phase diagrams. The critical r¯0 ≡
r0 + 8u ln Λ (as defined in Appendix 3.A), acts a proxy for temperature, and is plotted versus u/g1
for two representative relative strengths of the biquadratic couplings, g3/g1. The NNN bond-order
always onsets at the highest temperature, either alone (Tϕ > Tψ), in which case the transition can
be either first or second order depending on u/g1; or simultaneously with ψ± (Tϕ = Tψ), in which
case the double transition must be first order. In the case Tϕ > Tψ, note that Tψ may be first or
second order, depending on the parameter regime.
We can also understand these orders in momentum space, where the magnetic fluctuation
spectrum at high temperatures is isotropic, with broad peaks at all four Q = (±pi/2,±pi/2) vectors.
As the system cools down below Tϕ, two combinations of the Q = (±pi/2,±pi/2) vectors develop
stronger fluctuation amplitudes than the other two combinations, breaking the rotational symmetry.
Upon further cooling to below Tψ, the two sets of fluctuations become phase correlated.
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Figure 3.5 (Color online) Classes of phase transition behavior as the relative strength of the
biquadratic terms, g3/g1 and u/g1 are varied. I: Simultaneous first-order tran-
sitions of ϕ and ψ+; II: Second-order transition to ϕ followed by a first-order
transition to ψ+; III: Distinct second-order phase transitions of ϕ and ψ+;
IV: Distinct first-order transitions of ϕ and ψ+; V: First-order transition to ϕ
followed by a second-order transition to ψ+.
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As we have two control parameters, u/g1 and g3/g1, we can explore a two-dimensional phase
space, as indicated in Fig. 3.5. There are five different regimes of behavior. I: ϕ and ψ+ turn
on simultaneously at a first-order transition. II: ϕ turns on continuously, with a second-order
transition, followed by a first-order transition of ψ+. III: two distinct second-order phase transitions
of ϕ and ψ+. IV: two distinct first-order transitions of ϕ and ψ+. V: a first-order transition to
ϕ followed by a second-order transition to ψ+. Note that these results are strongly dependent on
the two-dimensionality: any finite inter-layer coupling will generate a finite temperature magnetic
phase transition. For relatively weak couplings, the phase diagrams can be quite complicated [47],
although as the couplings approach the three-dimensional limit, all three transitions will become
first-order and simulataneous, and there are no pre-emptive nematic transitions, as in the single-
stripe case [4, 67, 143, 26, 25, 144, 120, 145, 146, 60, 147, 148]. The splitting between the magnetic
and nematic orders is identical to the single-stripe case for g3 = 0 [4, 47], and shrinks slightly as g3
increases. We should note, however, that many phenomena beyond dimensionality can suppress the
magnetic order, for example magnetic frustration in FeSe [135], and so the splitting in the iron based
superconductors themselves is not necessarily a bound on the expected splitting in BaTi2Sb2O.
3.2 Titanium-based oxypnictides
In the previous section we outlined the general theory of two-stage spin-driven nematicity, which
made no assumptions about the chemical composition of the system. We now consider a real-world
example using ab-initio DFT calculations that show that our model may be realized in the Ti-based
oxypnictide BaTi2Sb2O. We begin by reviewing what is known experimentally about this family
of materials followed by a brief discussion of previous DFT results. We detail our computational
methods and present our calculations, which we discuss in the context of the model. The model and
DFT results provide a consistent framework for interpreting what is known from experiment and
indicates that magnetic fluctuations drive phenomena such as the nematic phase and the recently
observed charge density wave.
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3.2.1 Experimental status
The family of Ti-based oxypnictides contains two groups of compounds, BaTi2Pn2O (Pn =
As, Sb, Bi) and Na2Ti2Pn2O (Pn = As, Sb). These materials share common features, such as
having layered tetragonal crystal structures similar to the Fe-based superconductors and with most
compounds also exhibiting a density wave transition (the transition is suppressed in BaTi2Bi2O
[110, 3]). The density wave transition occurs at TDW = 50 K for BaTi2Sb2O [107, 109], TDW = 200
K for BaTi2As2O [108], and TDW = 330 K and 120 K for the respective Na2Ti2Pn2O (Pn = As, Sb)
materials [149, 150, 151]. A subset of these compounds are superconductors, with BaTi2Sb2O being
the prototypical example [107, 109] with a critical superconducting temperature of Tc = 1.2 K [107].
Suppressing the density wave by substituting K for Ba increases Tc up to Tc = 6.1 K [111], meaning
that, as in the Fe-based superconductors, there is a correlation between superconductivity and
the suppression of the density wave transition. However the critical superconducting temperatures
are much smaller, so there is interest in understanding the differences between the Ti-based and
Fe-based pnictides.
There is an active debate regarding the microscopic details and origin of the density wave
(DW) transition in the Ti-based oxypnictides that hinges on two primary questions: 1) Is it a
charge-density wave or a spin-density wave, and 2) what is the wave-vector of the DW? A set
of NMR and µSR measurements, while not being able to resolve whether or not the DW has a
charge or magnetic origin [113, 152, 153], placed symmetry constraints on the DW, finding that
it broke the four-fold rotational symmetry at the Sb sites without enlarging the unit cell, making
an incommensurate DW unlikely. Neutron powder diffraction measurements [112] tightened these
constraints by detecting a lattice distortion that accompanies the DW, changing the space group
from P4/mmm to Pmmm due to a breaking of the four-fold rotational symmetry, but follow-up
electron diffraction measurements did not detect a change in the number of Ti atoms per unit
cell. The authors of Ref. 112 identified this as a nematic phase similar to what is observed in the
Fe-based superconductors and proposed an “intra-unit-cell” charge-density wave to explain their
results. This contrasts with Ref. 140, where the authors claim to have detected a CDW with
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wave-vector Q = (pi, pi) using angle-resolved photoemission spectroscopy and scanning tunneling
microscopy measurements. This would mean that the DW breaks both rotational and translational
symmetry and increases the unit cell size to four Ti sites, which is incompatible with the Pmmm
symmetry reported in Ref. 112. In addition, while a long-range spin-density wave has yet to be
detected in BaTi2Sb2O, none of these experiments have ruled out the potential existence of magnetic
fluctuations around and below the DW transition temperature, and indeed NMR measurements of
the spin-lattice relaxation rate strongly suggest the presence of magnetic fluctuations above TDW
in BaTi2Sb2O [154].
3.2.2 Density functional theory calculations 2
While experimental measurements of BaTi2Sb2O have yet to detect magnetism, DFT calcula-
tions [2, 116, 117] show a preference for magnetism in BaTi2Sb2O and predict the ground state
to be the double stripe pattern. Including electronic correlations with the DFT+U correction
further stabilizes the tendency towards magnetism [117]. In contrast, nonmagnetic calculations
predict a phonon instability at Q = (pi, pi) in the high-temperature structure [155, 156]. Similar
to experiment, the DFT calculations appear to point in multiple and exclusive directions, which
complicates analysis of the DW transition and leaves open the possibility that the superconduc-
tivity in BaTi2Sb2O could be either conventional (electron-phonon coupling) or unconventional
(spin-fluctuation mediated).
Many of these conflicts observed in both theory and experiment can be equitably resolved
in our model, provided it is applicable to BaTi2Sb2O. To establish this, we calculate exchange
parameters using DFT calculations, which confirms that BaTi2Sb2O is in the double-stripe regime
described in Section 3.1.3. We also revisit the nonmagnetic phonon instability and compare it with
structural relaxations performed on the double stripe magnetic state, where we observe that the
double-stripe magnetic pattern calculations yields a charge imbalance on two inequivalent Ti sites
along with a orthorhombic distortion, which is consistent with our model and also the results of
2The work in this section is done by J. K. Glasbrenner and I. I. Mazin, and is included for completeness.
49
Ref. 112. We conclude that this provides strong evidence that the DW transition corresponds to a
spin-fluctuation-driven nematic intra-unit-cell CDW that breaks four-fold rotational symmetry.
Figure 3.6 Schematic illustrating the different magnetic patterns considered in our
collinear calculations. The inequivalent Ti sites are labeled as M1 and M2
in panel (d), and indicate NNN FM bonds bridging oxygen or vacancy sites,
respectively. The relative sizes of the circles representing the Ti sites show
the variation in local moment amplitudes (based on LSDA+U calculations
with U = 3.5 eV) across the magnetic patterns. (a) Ferromagnetic (FM), (b)
Checkerboard (CB), (c) Parallel stripes, (d) Double stripes (DS), (e) Oxygen–
centered plaquettes (f) Vacancy-centered plaquettes.
3.2.2.1 Computational methods
Additional details of our DFT calculations can be found in Appendix 3.B. In most calculations,
we used the all-electron code elk [157], with testing selected calculations against the WIEN2k code
[158]. For the exchange-correlation potential we used both the local spin-density approximation
(LSDA) [159] and the generalized gradient approximation (GGA) [160] when computing collinear
magnetic energies. To account for correlations on Ti, we used the DFT+U method in the fully lo-
calized limit [161], using two values of U , 2.5 eV and 3.5 eV, and J = 0.5 eV. Due to computational
expense only the LSDA+U functional with U = 3.5 eV was used in noncollinear calculations.
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We used the experimental crystal structure in all of our calculations [109]. The space group
symmetry is P4/mmm and the lattice parameters were set to a = 4.1196 A˚ and c = 8.0951 A˚. The
Wyckoff positions for the atoms, given in fractional coordinates, are: Ba [1d] (0, 0, 0), Ti [2f] (0,
0.5, 0.5), Sb [2g] (0.5, 0.5, 0.2514), and O [1c] (0, 0, 0.5). The raw results of these calculations are
presented in Appendix 3.B.2.
The computed DFT energies were fit to the Hamiltonian in Eq. 3.3, which includes the lowest-
order ring exchange terms. We included this term to capture the energy difference between the
plaquette and double stripe configurations. Note that we assumed R1 = R2 ≡ R for our fits.
The crystallography of the Ti-based oxypnictides complicates the comparison between these
materials and the model described above both by breaking symmetries and modifying exchange
interactions. With regards to the exchange interactions, the positions of the O atoms in the two-
dimensional Ti2O plane, see for example the schematics in Fig. 3.6, call for two types of NNN
Ti-Ti bonds, those that are bridged by an O and those that are not. The consequences of this
are two-fold: J2 and K2 are split into two unequal terms and in the DS magnetic pattern two
Ti sites become inequivalent, see Fig. 3.6(d). Because of the moment softness the local moment
amplitude of one site can be smaller by a factor of two when compared with the other (in the
most extreme case the smaller moment collapses to zero, see Appendix 3.B.2). In principle, this
allows for two inequivalent DS patterns that differ depending on whether the FM bonds bridging
O involve either large- or small-moment Ti sites. The moment softness also leads to different local
moment amplitudes across magnetic patterns, which is illustrated in Fig. 3.6 by varying the relative
size of the circles, which represent Ti sites, in the plots. While these complications are important
for real Ti-based oxypnictides and is a likely source of the crystallographic complexity of the low-
temperature phases, for simplicity we make the following assumptions when fitting to Eq. (3.3):
we assume that the spins S always have the same magnitude and normalize the values of J ’s and
K’s to S = 1. For the purpose of mapping our calculations to the model described in Section 3.1.3,
we take the average of the crystallographically inequivalent J2’s, K2’s and R’s (see Appendix 3.B.1
and 3.B.2).
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For the nonmagnetic and long-range antiferromagnetic configurations we also performed struc-
tural relaxations using the projector augmented wave potentials in the pseudopotential code vasp
[162, 163]. One should keep in mind that, as we know from Fe-based superconductors, the role
of the long magnetic order is to break the symmetry and create disbalance in orbital populations,
which, in turn, couples to the lattice and generate a small lattice distortion. Many calculations for
Fe pnictides and selenides show that the crystal structure in the symmetry-broken nematic states
is very well described by the corresponding long-range ordered magnetic states, and we expect the
same to be true here. In all our relaxations we fixed the volume to the experimental value and al-
lowed the c/a ratio and ionic positions to relax. For the nonmagnetic instability, we considered the
vanilla GGA [160] functional as well as the LSDA+U and GGA+U functionals with a rotationally
invariant U − J = 3.0 eV [164], and for the double stripe relaxation we considered both LSDA+U
and GGA+U with U − J = 3.0 eV.
3.2.2.2 Results and discussion
We checked both the LSDA and GGA functionals with Hubbard U values of 3.5 eV and 2.5 eV.
GGA has more of a propensity towards magnetism, such that the GGA+U = 3.5 eV calculations
generated too large magnetic moments, thus we did not use this combination. We calculated the
following magnetic patterns: ferromagnetic (FM), checkerboard (CB), double stripe (DS), oxygen-
and vacancy-centered plaquettes, parallel stripes, and single stripes 3. Note that the DS states can
be converged, when U is included, to two different states differing by the local moment amplitude
on the “weak” Ti site, which can either stay finite or collapse to zero [165] (the relative amplitude is
always smaller than the “strong” site). What is important is that the symmetry breaking remains
the same in both cases, regardless of whether the “weak” site collapses. We also calculated the
3Other patterns are possible on the two-dimensional square lattice, although many of them were not stable in all
or some functionals. The staggered dimers and trimers patterns, which are competitive in bulk FeSe, are not stable.
In addition, ferrimagnetic patterns involving 8 Ti sites with unequal numbers of up and down spins were also not
stable.
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energy of ferromagnetic planes with antiferromagnetic stacking to get an estimate of the interplanar
coupling. The energy calculations are summarized in Appendix 3.B.2.
The fitted values of the exchange parameters that we obtained using LSDA+U with U = 3.5 eV
are J1 = 0.89 meV, J2 = −2.83 meV, J3 = 2.79 meV, R = −0.26 meV, K1 = −0.37 meV, and
K2 = 2.06. The full table of fitted parameters using different functionals and values of U is
available in Appendix 3.B. While we note that there is noticeable variation of the absolute and even
relative values of the exchange parameters across different functional and U combinations, there are
important qualitative observations we can make that hold in all cases: (1) the interaction is long-
range, with |J2| > |J1| and J3 > (J1−|J2|)/2 (the latter condition defines the double stripes as the
mean-field ground state for sufficiently large K); this is an important prerequisite for the double-
stage bond-orders described above. (2) J2 is ferromagnetic in contrast to the Fe-based pnictides;
however this sign difference is irrelevant to the model derived in the previous section. (3) There is
a sizeable biquadratic coupling, K2 > J3/2 > |J2|/2 > J1/2, K1 + 2R > J3/2 > |J2|/2 > J1/2, in
which both K1 and K2 enforce collinearity. This ensures that spiral configurations play a minimal
role and justifies setting J1 to 0 in Section 3.1.3. In addition, the distinction between K1 and R is
subtle yet important, for if the latter is omitted from the fitting, K1 turns positive, while including
R yields a K1 that is slightly negative (in the Fe-based pnictides, including R does not change the
sign of K1). In both cases, the strong NN quartic spin interactions enforce collinear spin patterns.
The calculated exchange parameters for LDA+U support the conclusion that BaTi2Sb2O is a
real-world example of the model discussed in Section 3.1.3, corresponding to a case where J3 & J1, J2
and (K1 + 2R), K2 are positive and of the same order as the Heisenberg parameters. With this
established, we now turn to discussing how the model and DFT results describe the nature of the
density wave transition.
As previously discussed, due to the crystallography of BaTi2Sb2O the DFT calculation for the
double stripe state has two inequivalent local Ti moments. The DFT calculations also show a charge
imbalance between the inequivalent sites 4 with there being ∼ 0.02 more electrons at site M2 (site
4The calculated charge in the muffin-tin spheres (sphere radius of 2.1 Bohr radii) at the two inequivalent Ti sites
is the relevant quantity used here.
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with vacancy-bridging FM NNN interactions) compared to M1 (site with oxygen-bridging FM NNN
interactions), forming a pattern consistent with the intra-unit-cell charge-density wave reported in
Ref. 112 and in contrast to the Q = (pi, pi) charge-density wave argued for in Ref. 140, which would
lead to four inequivalent Ti sites per unit cell. Furthermore, our spin-driven model is consistent
with having an intra-unit-cell charge-density wave in the absence of long-range magnetic order. The
argument is as follows: the presence of the oxygen sites breaks the translational symmetry of the
hypothetical 1 Ti tetragonal cell, such that there are 2 Ti in the primitive unit cell even for T > Tϕ.
These Ti sites are differentiated by the direction of their oxygen coordination, along either xˆ ± yˆ,
and are related by rotational symmetry. However, when T < Tϕ, the NNN bonds order, breaking
this symmetry; for example see Fig. 3.7. The resulting FM bonds between Ti(1)-Ti(1) and Ti(2)-
Ti(2) are inequivalent, with one bridging an oxygen and one bridging a vacancy. DFT calculations
indicate that this inequivalency shows up as an intra-unit-cell charge-density wave. In addition,
our model predicts that an initial unit cell with 2 inequivalent Ti sites will have nematic order and
a charge-density wave condense at the same time, in complete agreement with experiment. Note
that the mirror symmetry associated with ψ± remains unbroken until the NN bonds develop at Tψ,
even in the 2 Ti unit cell.
Further support for the spin-driven case comes from our structural relaxation calculations, see
Appendix 3.B.3 for additional details. Similar to the Fe-based pnictides, structural relaxations
of the DS pattern give rise to an orthorhombic distortion with Pmmm symmetry (consistent
with Ref. 112). The intra-unit-cell charge imbalance on the inequivalent Ti sites is also preserved
after the optimization. In contrast, nonmagnetic calculations in the high-temperature P4/mmm
structure yield a charge imbalance that resembles the double stripe pattern. As shown in previous
studies [155, 156], this nonmagnetic charge density wave is unstable and promotes one of two lattice
distortions, (i) A slight rotation of the Ti plaquettes centered around the oxygen sites as reported
in Refs. 155, 156, which breaks rotation and translation symmetries (but not the ψx/y reflection
symmetry) without an orthorhombic splitting of the in-plane a and b lattice parameters, or (ii) an
orthorhombic distortion similar to what relaxing in the double stripe magnetic pattern yields, which
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Figure 3.7 (Color online) In BaTi2Sb2O, there are two Ti sites [Ti(1), hollow circles and
Ti(2), solid black circles] per unit cell, that are differentiated by the orientation
of their oxygen coordination (red circles). The 2 Ti unit cell is shown by
the blue, dashed lines. At high temperatures, these are equivalent and must
carry the same charge, due to the rotation symmetry. However, below Tϕ, the
ferromagnetic bonds break rotation symmetry, and one Ti sublattice will have
ferromagnetic bonds that cross oxygen sites, while the other will not, allowing
a charge disproportionation to develop, such that Tϕ = TCDW .
does break rotational symmetry and splits the in-plane a and b lattice parameters. We stabilized
both distortions in our structural relaxations, with the former distortion being lower in energy than
the latter when using “vanilla” GGA or LSDA+U with U − J = 3.0 eV. These relaxations also
remove the charge imbalance on inequivalent Ti sites, implying that the distortions suppress the
charge density wave.
It is important to emphasize that these nonmagnetic distortions are inconsistent with exper-
iment: the Ti plaquette rotation does not break all the necessary symmetries, the energy of the
orthorhombic distortion is higher than the plaquette rotation and within a tenth of a meV of the
undistorted structure, and in both cases the distortion removes the charge imbalance on inequiva-
lent Ti sites. Both nonmagnetic distortions are also significantly higher in energy than the magnetic
double stripe configuration and its accompanying orthorhombic distortion for the LSDA+U func-
tional. It is only within our spin-driven model that one obtains an orthorhombic lattice distortion
with the correct symmetry, a charge imbalance on inequivalent Ti sites that persists after structural
relaxation, and still not require that long-range magnetic order condense. The consistency of our
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model in explaining all observed phenomena also points to BaTi2Sb2O having a spin-fluctuation-
mediated superconducting state.
3.3 Concluding remarks
We have presented an extension to the spin-driven nematic theory that describes fluctuations
of double stripe magnetic order, which can break symmetries via a three-stage process. The first is
the formation of second nearest-neighbor ferromagnetic bonds along one of the square diagonals,
which breaks C4 rotational symmetry, and the second is the formation of first nearest-neighbor
ferromagnetic bonds in a staggered zig-zag pattern that breaks translational (doubling the unit
cell) and reflection symmetries. Despite breaking different symmetries, these transitions are both
bond-order transitions. In principle, in a quasi-three-dimensional system they should be followed by
an antiferromagnetic transition, but, depending on the parameters and factors beyond the model,
the magnetic transition may sink to an undetectable temperature. This happens, for instance, for
SS nematicity in FeSe [135]. While this seems to also be the case for BaTi2Sb2O, where magnetic
order has not been observed experimentally, despite some evidence for magnetic fluctuations [154],
in the DS compound FeTe the two bond-order transitions and the magnetic transition seem to be
simultaneous and first-order. Going back to BaTi2Sb2O, where the magnetic transition is likely
absent, the two bond order transitions can, in general, occur at either the same or different temper-
atures, depending on the relative amplitudes of the first- and second-nearest neighbor biquadratic
exchange parameters and other factors, or the second transition may also sink to too-low tempera-
tures. We speculate that the former may be the case in BaTi2Sb2O and the resulting merged phase
transition is of very weak first-order character. This would place BaTi2Sb2O in region I of the
theoretical phase diagram of Fig. 3.5. Our DFT calculations confirmed that BaTi2Sb2O is within
the regimes possible in this model and that all details of existing experiments can be accounted
for in the spin-driven picture. The importance of spin fluctuations in explaining these phenomena
suggests that the superconducting state may be unconventional and driven by spin fluctuations.
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Direct confirmation of our theory should be possible with additional measurements. We predict
that BaTi2Sb2O exhibits correlated magnetic fluctuations without long-range order below the den-
sity wave transition temperature, similar to what is observed in paramagnetic nematic phases of
specific iron pnictide superconductors, for example BaFe2As2. Techniques such as muon spin rota-
tion, which have not found any evidence for magnetism in the titanium-based oxypnictides, are slow
probes on the time-scale of magnetic fluctuations. Fast-probe techniques such as inelastic magnetic
neutron scattering [166], photoemission spectroscopy [167], and x-ray emission spectroscopy [168]
measurements are necessary to detect these fluctuations, as they have in the iron-based supercon-
ductors. A successful detection would provide direct evidence concerning the validity of our model.
Moreover, magnetic order should be realized somewhere in the general phase diagram, presumably
along some un- or under-explored direction in phase space. While no magnetic order has yet been
found, these materials are relatively unstudied; for reference, it took significantly more effort to
find the magnetism in FeSe under pressure [169, 170]. There are several alternative theories for the
nematic intra-unit cell density wave transition in BTSO. The first proposal requires only charge
degrees of freedom and longer-range Coulomb interactions [112]; this could be straightforwardly
distinguished from our theory by establishing the presence of strong magnetic fluctuations. The
second proposal is the development of a nematic orbital order driven by spin-fluctuations, and is
based on a Hubbard model approach [171]; this could be resolved by searching for orbital order
using ARPES measurements.
In addition, our model may also apply to other members of the titanium oxypnictide family,
such as explaining the two phase transitions at T = 320 K (density wave) [151] and 150 K (break-
ing of rotational symmetry) [172] in Na2Ti2As2O. Additional (magnetic) DFT calculations and
experiments searching for magnetic fluctuations in Na2Ti2As2O are therefore needed.
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Appendix: Supplemental Information
3.A Derivation of equations of state in effective field theory
In this appendix, we show briefly how to get the equations of state. After introducing the
Hubbard-Stratonovich fields in eqns. (3.9)–(3.12), the free energy in Eq. (3.8) becomes:
Feff
[
Mi, ψx/y, ϕ, η
]
=
4∑
i,j=1
ˆ
q
Mi,qχ
−1
ij (q) Mj,−q − ϕ (M1 ·M3 −M2 ·M4)
− ψx (M1 ·M2 −M3 ·M4)− ψy (M1 ·M4 −M2 ·M3)
+ η
(
4∑
i=1
M2i
)
+
ϕ2
2g1
+
ψ2x
2g3
+
ψ2y
2g3
− η
2
2u
. (3.13)
Upon integrating out the Mi, we obtain
Feff [ψx,y, ϕ, η] =
T
2
ˆ
q
log detG−1q +
ϕ2
2g1
+
ψ2x + ψ
2
y
2g3
− η
2
2u
(3.14)
with G−1q given by:  (r + J3δq2)I− ψx2 σ1 − iψy2 σ2−(J2δqxδqy+ ϕ2 )σ3
iψy
2 σ2−(J2δqxδqy+ ϕ2 )σ3 (r + J3δq2)I+ ψx/2σ1
 (3.15)
where r ≡ r0 + η.
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The determinant of the inverse Green’s function is:
detG−1 = 1
16
(
2J˜2 + 2J˜3 + 2r + ϕ− ψx − ψy
)
×
(
2J˜2 − 2J˜3 − 2r + ϕ+ ψx − ψy
)
×
(
2J˜2 − 2J˜3 − 2r + ϕ− ψx + ψy
)
×
(
2J˜2 + 2J˜3 + 2r + ϕ+ ψx + ψy
)
=
(
J˜2 − J˜3 − λ
)2 (
J˜2 + J˜3 + λ
)2
+ 2J˜2
(
J˜2 − J˜3 − λ
)(
J˜2 + J˜3 + λ
)
ϕ
+
1
2
(
3J˜22 − (J˜3 + λ)2
)
ϕ2 +
J˜2
2
ϕ3 +
ϕ4
16
− 1
2
(
J˜22 + (J˜3 + λ)
2
) (
ψ2x + ψ
2
y
)
+ 2J˜2(J˜3 + λ)ψxψy +
1
16
(
ψ2x − ψ2y
)2
+ (J˜3 + λ)ϕψxψy +
J˜2
2
ϕ
(
ψ2x + ψ
2
y
)
− 1
8
ϕ2
(
ψ2x + ψ
2
y
)
(3.16)
where we have introduced J˜3 = J3δq
2 and J˜2 = J2δqxδqy for simplicity. In the Landau theory,
we can expand the log detG−1 by assuming that everything involving ϕ, ψx and ψy is small in
comparison to the first term. By doing so, we get a new Landau theory in terms of ϕ and ψx/y.
Once we do this expansion, we see that
∑
q J˜
2n+1
2 type terms vanish. So the linear and cubic ϕ
terms vanish, as the ϕ(ψ2x + ψ
2
y) and ψxψy term. However, the ϕψxψy term is really there, as we
expected. Since ψxψy acts like an external field for φ, so either ϕ turns on first, or ψx, ψy and ϕ
all turn on at the same time.
The next step is to minimize the effective action with respect to η, ϕ, ψx and ψy by taking
the derivative of Seff [ψx, ψy, ϕ, η] over ψx, ψy, ϕ and η respectively and force it to be zero. It is
convenient to rewrite the action as:
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Seff [ψx, ψy, ϕ, η] =
ϕ2
2g1
+
ψ2x
2g3
+
ψ2y
2g3
− η
2
2u
+
T
2
∑
q
log
(
J3q
2 + J2qxqy + r + ϕ− ψx − ψy
)
+
T
2
∑
q
log
(
J3q
2 − J2qxqy + r − ϕ− ψx + ψy
)
+
T
2
∑
q
log
(
J3q
2 − J2qxqy + r − ϕ+ ψx − ψy
)
+
T
2
∑
q
log
(
J3q
2 + J2qxqy + r + ϕ+ ψx + ψy
)
(3.17)
where we renormalize (ϕ,ψx, ψy) → 2 (ϕ,ψx, ψy) and gi → 4gi for convenience. The saddle point
equations ∂Seff [xi]∂xi = 0(xi = η, ϕ, ψx and ψy) become:
η =
Tu
2
∑
q
[I1 (q) + I2 (q) + I3 (q) + I4 (q)]
ϕ =
Tg1
2
∑
q
[−I1 (q) + I2 (q) + I3 (q)− I4 (q)]
ψx =
Tg3
2
∑
q
[I1 (q) + I2 (q)− I3 (q)− I4 (q)]
ψy =
Tg3
2
∑
q
[I1 (q)− I2 (q) + I3 (q)− I4 (q)] (3.18)
where Il(q)(l = 1, 2, 3, 4) represents
I1 (q) =
1
Jq2 + r + ϕ− ψx − ψy
I2 (q) =
1
Jq2 + r − ϕ− ψx + ψy
I3 (q) =
1
Jq2 + r − ϕ+ ψx − ψy
I4 (q) =
1
Jq2 + r + ϕ+ ψx + ψy
(3.19)
In this, we have rotated our momentum axes to define the effective kinetic term Jq2 =
√
J23 − J
2
2
4 (δq
2
x+
δq2y) and renormalized (ϕ,ψx, ψy)→ 2 (ϕ,ψx, ψy) and gi → 4gi for convenience.
In the spirit of Landau theory, we next approximate T by T0 everywhere except in r0, which
we assume to be relatively small. We can then proceed to solve these equations in two dimensions
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by evaluating the momentum integrals Il(q) directly. These integrals diverge in the ultraviolet, so
we must introduce a cutoff Λ. We can then absorb this into r¯0 = r0 + 8u ln Λ. As the equations for
ψx and ψy differ only by signs, we can decouple their equations by defining ψ± = ψx ± ψy, which
have identical equations. The trilinear term ϕψxψy becomes ϕ(ψ
2
+ − ψ2−). As only ψ+ or ψ− will
develop, depending on the sign of ϕ, we consider only ψ+ (ϕ < 0) and obtain the three saddle point
equations,
r¯0 − r
u
= ln(r + ϕ− ψ+) + ln(r + ϕ+ ψ+) + 2 ln(r − ϕ)
ϕ
g1
= ln(r + ϕ− ψ+) + ln(r + ϕ+ ψ+)− 2 ln(r − ϕ)
ψ+
2g3
= − ln(r + ϕ− ψ+) + ln(r + ϕ+ ψ+) (3.20)
where we have rescaled T0
2J2
(u, g1, g3) → (u, g1, g3) and 1J (ϕ,ψ+, r) → (ϕ,ψ+, r) and absorbed a
pre-factor 1/(4pi) into the temperature T0.
3.B DFT calculations 5
In this Appendix we give additional details about how we performed the DFT calculations and
also provide the raw results of our calculations along with additional discussion.
3.B.1 Computational methods: additional details
A method similar to that used in Ref. 130 was employed to extract the biquadratic interaction
term. The configurations depicted in Figs. 3.8(a) and 3.8(b) indicate how we varied θ to calculate
E(θ) for the two different setups. These involve rotations of the four Ne´el sublattices discussed
in Section 3.1.2, and in our calculations two of the sublattices are fixed and the other two are
rotated to interpolate between degenerate double stripe configurations. Applying Eq. (3.3) to these
configurations results in the following two expressions that we use for fitting:
E1(θ)− E1(0) = 2 (K1 + 2R) sin2 θ (3.21)
E2(θ)− E2(0) = (K1 + 2K2) sin2 θ. (3.22)
5The work in this section is done by J. K. Glasbrenner and I. I. Mazin, and is included for completeness.
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Figure 3.8 Schematics illustrating the four interpenetrating Ne´el sublattices (shown as dif-
ferent color vectors) that form the double stripe magnetic configuration and the
two different 0 ≤ θ ≤ 180◦ noncollinear rotations used in our DFT calculations
to obtain the biquadratic terms K1 and K2. Red lines indicate the dimensions
of the lateral supercell in each calculation. (a) Rotation analogous to a fluc-
tuation of the ψ± order parameter (see Fig. 3.2). (b) Rotation analogous to a
fluctuation of the ϕ order parameter (see Fig. 3.2), which rotates between the
Q = (pi/2, pi/2) and (−pi/2, pi/2) configurations.
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E1(θ) corresponds to Fig. 3.8(a) and E2(θ) to Fig. 3.8(b). Note that the ring exchange enters as a
term in Eq. (3.21)(a) 6, which we take from our collinear fits.
We used the following parameters in the calculations obtained using elk. For the k-mesh, we
used a 14× 14× 8 k-mesh for the ferromagnetic and checkerboard unit cells, a 12× 8× 8 k-mesh
for the double stripe cell (also used for noncollinear rotation in Fig. 3.8(a)), a 12 × 8 × 6 k-mesh
for the parallel stripes unit cell, a 14× 14× 4 k-mesh for the antiferromagnetic layers unit cell, and
a 8 × 8 × 8 k-mesh for the plaquette unit cell (also used for noncollinear rotation in Fig. 3.8(b)).
The number of empty states was set to 6 states/atom/spin. In addition, because of how elk
evaluates the exchange-correlation potential, convergence of the θ = 0 and θ = 180◦ configurations
in Fig. 3.8(b) (which are supposed to be degenerate) required setting the angular momentum cutoff
for the APW functions (parameter lmaxapw) and the muffin-tin density and potential (parameter
lmaxvr) to 10, and also reducing the fracinr parameter to 0.001 7.
For our fittings to Eq. (3.3), as mentioned in the main text, the oxygen sites in BaTi2As2O lead
to an anisotropy in the Ti-Ti NNN couplings, which in principle splits the second-neighbor Heisen-
berg exchange parameter (J2 → J2O, J2v), biquadratic exchange parameter (K2 → K2O,K2v), and
ring exchange parameter ((R → RO, Rv)). For consistency, we define a set of averaged exchange
parameters to use when fitting: 2J2 = J2v + J2O for NNN Heisenberg exchange, 2K2 = K2O +K2v
for NNN biquadratic exchange, and 2R = RO +Rv for NNN ring exchange.
6The effect of the (square) ring exchange on the biquadratic interaction in the Fe-based superconductors has, to our
knowledge, not been previously investigated. In Ref. 130, rotations between the degenerate q = (0, pi) and q = (pi, 0)
patterns are modeled as E ∼ K1 sin2(θ). If the ring exchange is included, the model becomes E ∼ (K1− 2R) sin2(θ).
If R > 0, which for example is the case in FeTe, then not including ring exchange in single stripe rotations leads to
an underestimation of K1. The opposite is true for the double stripe fluctuations, where not including it leads to an
overestimation of K1
7Kay Dewhurst, the developer for elk, explained in a personal communication that the reason the symmetry
between θ = 0 and θ = 180◦ configurations is slightly broken is because the exchange-correlation potential (and
density in the case of Elk) is evaluated on a grid in real space, i.e. not spherical harmonics. There is no way to evenly
distribute N points on the sphere while maintaining the symmetry. To limit this effect, the number of real space
points has to be large, which can be achieved by scaling up the parameters lmaxapw and lmaxvr and scaling down
fracinr.
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For our vasp structural relaxations, we used a plane wave energy cutoff of 600 eV. We also used
the same k-meshes for the different supercell geometries as was used in the elk calculations.
3.B.2 Total energy calculations and fitted exchange parameters
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Figure 3.9 Noncollinear energies as a function of the rotation angle θ. The dashed lines are
the fits to the model. The insets in each panel show the inequivalent Ti local
moments as a function of θ. The red circles refer to NNN FM O-bridging Ti
sites and the blue triangles to NNN FM vacancy-bridging Ti sites when θ = 0.
(a) Noncollinear energies for the rotations analogous to fluctuations of the ψ±
order parameter (see Fig. 3.8(a)). (b) Noncollinear energies for the rotations
analogous to fluctuations of the ϕ order parameter (see Fig. 3.8(b))
Table 3.1 contains the full summary of our total energy calculations and the Ti local moment
amplitudes of the different magnetic patterns. We find that our results are consistent with the trends
reported in Ref. 117, where increasing U lowers the energy of each configuration and increases the
amplitude of the local moments. The local moments themselves are soft and can vary by more than
a factor of 2 between magnetic patterns. Our calculations also capture the energy difference that
arises due to the anisotropy in the J2 parameter, which depends on whether the NNN ferromagnetic
bonds bridge either an oxygen site or a vacancy. Overall NNN ferromagnetic bonds are energetically
preferred.
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The results of our noncollinear energy calculations are shown in Fig. 3.9, which we fit to
Eqs. (3.21)–(3.22) to obtain the biquadratic parameters. In Fig. 3.9(a) the M2 Ti moments collapse
when 60◦ ≤ θ ≤ 120◦; for simplicity we fit to Eq. (3.21) using only the energy calculations obtained
for θ outside this range. As a side note, the rotations in Fig. 3.8 are analogous to the fluctuations
discussed in Sections 3.1.2 and 3.1.3, with Fig. 3.8(a) being similar to fluctuations between the
(+ +−+) and (−+ ++) states in Fig. 3.2 that are frozen out when T < Tψ, and Fig. 3.8(b) being
similar to fluctuations between the (+ +−+) and (+ + +−) states in Fig. 3.2 that are frozen out
when T < Tϕ.
Table 3.2 The calculated exchange parameters for BaTi2Sb2O.
Functional U J1 J2 J3 J⊥ R K1 K2
(eV) (meV)
LDA+U 2.5 0.076 -1.04 1.59 0.32 0.38
LDA+U 3.5 0.89 -2.83 2.79 -0.26 1.00 -0.37 2.06
GGA+U 2.5 1.66 -2.41 1.89 0.52 0.92
The fitted exchange parameters are summarized in Table 3.2. For completeness, we included
the interplanar coupling J⊥ that was neglected in the model treatment. The sign of the Heisenberg
and ring exchange parameters are consistent across functionals and values of U with the exception
of J⊥, which is slightly ferromagnetic in LSDA+U = 3.5 eV, but antiferromagnetic otherwise.
3.B.3 Structural relaxation data
The structural relaxations we computed using vasp are summarized in Table 3.3. For all func-
tionals we first performed a baseline relaxation calculation where we enforced the high-temperature
structure with P4/mmm symmetry. We then considered up to three kinds of distortions. The
nonmagnetic distortions are the “rotation” distortion, which refers to rotations of Ti plaquettes
about the oxygen sites by an angle θTi, and the “orthorhombic” distortion, which is a spitting of
the a and b lattice parameters quantified with the parameter ζ = 2 · a−ba+b · 100%. The “double
stripe” distortion, on the other hand, is obtained by performing a structural relaxation for the
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Table 3.3 A summary of the results of structural relaxations of BaTi2Sb2O for different
exchange-correlation functionals and kinds of distortions. The DFT+U calcu-
lations used the rotationally invariant approach with a single parameter U − J
[164]. The Q(Ti1) and Q(Ti2) columns report the calculated charge on the
inequivalent Ti sites, the θTi column reports how many degrees the oxygen-cen-
tered Ti plaquettes are rotated in each distortion (if at all), and the final column
calculates η = 2 · a−ba+b · 100%, which quantifies the degree of the orthorhombic
distortion.
Functional U − J Distortion Energy Q(Ti1) Q(Ti2) θTi η
(eV) (eV/Ti) (elec.) (deg) %
GGA 0.0 None -19.59 10.2 10.2 0.0 0.0
GGA 0.0 Rotation -19.59 10.2 10.2 3.5 0.028
GGA 0.0 Orthorhombic -19.59 10.2 10.2 0.0 0.40
LSDA+U 3.0 None -19.48 10.1 10.2 0.0 0.0
LSDA+U 3.0 Rotation -19.48 10.2 10.2 2.19 0.08
LSDA+U 3.0 Orthorhombic -19.48 10.1 10.2 0.0 0.51
LSDA+U 3.0 Double stripe -19.49 10.2 10.1 0.0 1.4
magnetic double stripe pattern. We then compared the energies, the calculated charges on the two
inequivalent Ti sites, and the distortion parameters θTi and ζ.
We found that for the vanilla DFT calculations with the GGA functional, the plaquette ro-
tation distortion is lowest in energy, with E(rotation) - E(none) = -5.8 meV/Ti compared with
E(orthorhombic) - E(none) = 0.03/Ti meV. The undistorted structures feature a charge imbalance
on the inequivalent Ti sites, while the distorted sites do not. The rotated plaquettes structure also
has a minor orthorhombic distortion of 0.03%, which is negligible.
For the LSDA+U (U - J = 3.0 eV) calculations, the double stripe distortion is clearly the
lowest in energy, with E(ds) - E(none) = -18.4 meV/Ti compared with E(rotation) - E(none) =
-0.88 meV/Ti and E(orthorhombic) - E(none) = -0.079 meV/Ti. The nonmagnetic distortions do
not provide much of an energy gain, particularly when compared with the relaxed magnetic state.
As in the case of vanilla GGA, the nonmagnetic distortions remove the charge imbalance between
M1 and M2 found in the high-temperature structure. In contrast, the charge imbalance still persists
after relaxing the double stripe pattern.
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In terms of symmetry breaking, only the relaxed magnetic calculations break rotational, reflec-
tion, and translational symmetry, induce a orthorhombic lattice distortion, and preserve a charge
imbalance between the inequivalent Ti sites. The nonmagnetic distortions may or may not break the
right symmetries compared with experiment, and after relaxation the charge imbalance disappears.
3.B.4 BaTi2As2O
Table 3.4 The magnetic energies for the collinear magnetic patterns that are stable in
BaTi2As2O for LSDA+U with U = 3.5 eV and J = 0.5 eV. Energies are refer-
enced against the nonmagnetic (NM) state. The inequivalent magnetic moments
M1 and M2 in the double stripe and site-selective patterns are the same as those
labeled in Fig. 3.6
Config E - E(NM) M1 M2
(meV/Ti) (µB)
FM -0.8245 0.3116 0.3116
DS (O-FM only) -4.562 0.3226 0.0000
DS (v-FM only) -9.787 0.0000 0.4673
Parallel -3.354 0.1987 0.1987
Plaquette (O-centered) -4.843 0.2359 0.2359
Plaquette (v-centered) -9.246 0.3260 0.3260
AFM Layers -3.257 0.3242 0.3242
We performed a set of DFT calculations for BaTi2As2O in order to compare with the main
BaTi2Sb2O results, and found that an extremely polarized version of double-stripe order was sta-
bilized, with the moment on the Ti(1) site vanishing (see Table 3.4). These calculations used the
LSDA+U functional with U = 3.5 eV and J = 0.5 eV. We used the experimental crystal structure
for these calculations [108], which has space group symmetry P4/mmm, lattice parameters a =
4.04561 A˚ and c = 7.27228 A˚, and the following Wyckoff positions in fractional coordinates: Ba
[1d] (0.5, 0.5, 0.5), Ti [2f] (0.5, 0, 0), As [2g] (0, 0, 0.7560), and O [1c] (0.5, 0.5, 0). We used the
same k-meshes and parameters as was used for BaTi2Sb2O.
The results of the collinear calculations are summarized in Table 3.4. BaTi2As2O is less sup-
portive of magnetism compared to BaTi2Sb2O, as the full double stripe and checkerboard pat-
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Figure 3.10 Noncollinear energies for rotations connecting the two double stripe patterns
where one of the local Ti moments has collapsed. θ = 0 corresponds to mo-
ments with oxygen-bridging FM NNN interactions and θ = 180◦ to moments
with vacancy-bridging FM NNN interactions. The dashed line is the fit to the
model. The inset shows the Ti local moment as a function of θ.
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terns cannot be stabilized and the stable patterns yield less of an energy gain compared to their
BaTi2Sb2O counterparts. Because of this, there are not enough stable collinear magnetic patterns
that we can use to fit to Eq. (3.3). Trying to include the patterns with nonmagnetic sites further
complicates the model, as we would need to add Stoner-like on-site terms to capture variations in
the local moments.
Even though we cannot resolve all the exchange parameters through a fit, we can at least
estimate the NNN biquadratic parameter. We do this by performing noncollinear calculations with
rotations that interpolate between the two kinds of double stripe patterns where half the sites are
nonmagnetic. The results of these calculations are presented in Fig. 3.10. Applying Eq. (3.3), we
obtain the following expression,
E(θ)− E(0) = 2K2 sin2 θ + 2 (J2v − J2O) sin2
(
θ
2
)
(3.23)
In Eq. (3.23) the anisotropic splitting of J2 enters as a difference instead of a sum, so we can’t
use the average value J2 here. However, we also note that the energy difference between the two
plaquette configurations is E(Plaqv) − E(PlaqO) = 2 (J2v − J2O), which can be substituted in
Eq. (3.23) to allow us to resolve K2. We obtain K2 = 0.418 meV from this fit, but without J2v, J2O
and J3 available for comparison, it is unclear what regime of the model in Section 3.1.3 BaTi2As2O
is in.
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CHAPTER 4. EMERGENT ISING DEGREES OF FREEDOM ABOVE
DOUBLE-STRIPE MAGNETISM 1
4.1 Introduction
In Chapter 3, we discussed the two Ising bond orders that arise above double-stripe magnetism,
which break two distinct discrete symmetries. That chapter focused on the bond order degrees of
freedom in a two dimensional calculation. Here, we investigate the interplay of these two bond
orders with magnetic order in quasi-two-dimensional systems.
From symmetry perspective, long range order that breaks both discrete and continuous symme-
tries can, in the presence of strong fluctuations, be melted in stages, whereby the discrete symme-
tries may remain broken well above the continuous symmetry breaking [118]. The single-stripe(SS)
magnetic ground state [48, 49] breaks both continuous spin rotation symmetry and discrete C4 lat-
tice rotation symmetry, allowing a nematic phase breaking only the rotation symmetry to develop
above the magnetic transition where the spin-rotation symmetry is broken [50].
Essentially, this nematic order can be understood as an Ising bond-order, where ferromagnetic
or antiferromagnetic correlations develop along one direction, but not the other. As this bond order
breaks rotational symmetry, it couples to the development of an orthorhombic lattice distortion
that occurs coincidently with the nematic phase transition [25, 26]. There is now a clear consensus
that the orthorhombic phase in the iron-pnictides is just such a spin-driven nematic phase, where
the primary order parameter is this Ising bond order [67]. This order has been found in both
local [68, 69, 25, 26] and itinerant [70, 71] models, and appears to be quite generic. Indeed,
this phenomena is relevant beyond the iron-pnictides, and has recently been explored above the
1This chapter is modified from a paper published in Phys. Rev. B [47] by Guanghua Zhang and Rebecca Flint.
Department of Physics and Astronomy, Iowa State University, 12 Physics Hall, Ames, Iowa 50011, USA;
Division of Materials Science and Engineering, Ames Laboratory, U.S. DOE, Ames, Iowa 50011, USA.
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charge density wave phase proposed in the cuprates [29, 30], and in tetragonal Kondo insulators
[31]. The nematic degrees of freedom themselves may be important for driving higher temperature
superconducting transitions [40, 41, 42, 43].
In double-stripe (DS) magnetism, long range magnetism develops at a finite temperature, lead-
ing to the possibility that thermal fluctuations melt the magnetic order via up to three distinct
phase transitions: one magnetic and two Ising bond order transitions associated with the two
discrete symmetries [46]. In this chapter, we will discuss both the development of types of Ising
bond orders, one of which is an Ising-nematic order, in quasi-two-dimensional systems, and their
interplay with the magnetic order, which giving rise to a variety of rich phase diagrams.
The double-stripe magnetic ground state has been proposed in BaTi2Sb2O [107, 109, 112,
2] and found in the 11 system Fe1+ySexTe1−x [95, 96], which exhibits magnetic order with the
commensurate ordering vector Q = (pi/2, pi/2) [128, 44, 45]. DS order can be understood as the Ne´el
ordering of a four spin plaquette with three up- and one down-spins, which results in double width
ferromagnetic(FM) stripes along one diagonal direction and double width antiferromagnetic(AFM)
stripes along the other, see Fig. 4.1(b). These stripes are rotated by 45◦ from the SS magnetism, in
addition to being double the width, and they break the tetragonal symmetry down to monoclinic
rather than orthorhombic symmetry via coupling to the lattice.
For the purpose of contrasting the DS ordered state with the SS one, we first briefly review
SS magnetism and the associated nematicity. SS magnetism can be captured within a J1 − J2
Heisenberg model on the square lattice, with an additional biquadratic coupling [50, 49],
H = J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj −K1
∑
〈ij〉
(Si · Sj)2 , (4.1)
where J1 and J2 > 0 are nearest(NN) and next-nearest neighbor(NNN) exchange couplings(see Fig.
4.1(a)), and K1 > 0 is the NN biquadratic coupling, which can be generated by order from disorder
[50], but is more likely to arise from itinerant magnetism. For J2  J1, two Ne´el sublattices are
given by the antiferromagnetic J2 coupling. For K1 = 0, the two Ne´el order parameters M1(defined
as M1 = 〈
∑
n∈ sublattice 1(−1)nxSn〉) and M2(defined as M2 = 〈
∑
n∈ sublattice 2(−1)nx+1Sn〉) are
fully decoupled in the classical, zero temperature limit. K1 then couples them together, favor-
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Figure 4.1 (Color online) Comparison of (a) SS magnetic order in FeAs, with an or-
thorhombic lattice distortion and (b) DS magnetic order in FeTe, with a mon-
oclinic lattice distortion, rotated 45◦ from the SS distortion. The sublattices
are as labeled. The nearest neighbor (NN) and next-nearest neighbor (NNN)
ferromagnetic bonds are indicated by blue and yellow ovals respectively. The
shaded area included by blue dashed line indicates the unit cell. The NN, NNN
and NNNN interactions are indicated with red/green/orange dashed lines.
ing collinear spin states and leading to FM stripes along either the xˆ or yˆ directions[Fig 4.1(a)].
Depending on the orientation of the FM stripes, the ground state is doubly degenerate with wave-
vector (pi, 0) or (0, pi). This SS magnetism breaks both continuous spin rotational symmetry and
discrete C4 rotational symmetry. While the continuous spin-rotational symmetry cannot be broken
at any finite temperature in two dimensions, the C4 rotational symmetry breaking can. It can be
described by an Ising-nematic order parameter:
ϕ =
1
Ns
∑
i
〈Si · Si+xˆ − Si · Si+yˆ〉 (4.2)
= 〈M1 ·M2〉, (4.3)
where Ns is the number of sites. Essentially, ϕ is positive (negative) for NN FM correlations along
xˆ (yˆ), making it a NN bond order. The coupling of ϕ to the lattice gives rise to a orthorhombic
structural distortion. We shall see that DS magnetism contains both NN and NNN bond orders(see
Fig. 4.1 for comparison).
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In order to model the DS magnetism, we take the J1 − J2 − J3 Heisenberg model in the regime
J3  J2  J1 (see Fig. 4.1(b)). Really, this model is a low energy effective model that can describe
either local or itinerant moments. The third neighbor exchange coupling, J3 partitions the spins
into four interpenetrating Ne´el sublattices Mi(i = 1, 2, 3, 4). Since the exchange fields due to both
J1 and J2 cancel out at each site, the four sublattices are decoupled in the classical ground state.
J1 drives the classical ground state into a spiral state and away from DS magnetism [142], so we
neglect J1 in this chapter, which is valid for sufficiently large four-spin interactions. As in the SS
case, four spin interactions are required to couple together the four sublattices, which requires not
only K1 but also K2, the NNN biquadratic coupling. Indeed, we can consider the J2 − J3 − K2
model as two copies of 45◦ rotated J1−J2−K1 SS magnetism; that is, one copy on (M1,M3), with
Ising bond order 〈M1 ·M3〉 and another on (M2,M4), with Ising bond order 〈M2 ·M4〉. These two
copies are then further coupled together by K2. As in SS, K2 can be derived from order by disorder
[173, 174, 175, 176, 50] or itinerant terms [177]. We can define Ising bond-order parameters for
both pairs of sublattices capturing the direction of the ferromagnetic bonds, however, only the two
particular linear combinations of these order parameters break well-defined symmetries. The first,
which we call ϕ in analogy with SS nematicity is defined as:
ϕ ∝ 〈M1 ·M3 −M2 ·M4〉. (4.4)
Like in the SS case, ϕ breaks the C4 rotational symmetry of the lattice, and couples to the or-
thorhombic component of the uniform strain εxy, which would lead to a uniform orthorhombic
distortion with short and long NNN Fe-Fe bonds [139, 137]. ϕ will be nonzero in the DS ground
state. The second order parameter,
ζ ∝ 〈M1 ·M3 + M2 ·M4〉, (4.5)
preserves the C4 rotation symmetry, but breaks translation symmetry. ζ is zero in the DS state, but
nonzero in the related plaquette ordered state, which consists of antiferromagnetically arranged pla-
quettes of four ferromagnetic spins and breaks translation symmetry. Indeed, the NNN biquadratic
exchange, K2 favors collinear alignment of the four sublattices, but will not distinguish between
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DS (ϕ) and plaquette (ζ) orders. However, NNN ring-exchange terms (R2) may be added to the
Hamiltonian to select ϕ, and thus the DS ground state [136, 46]. In what follows, we will therefore
neglect ζ.
While ϕ fixes the relative orientations of the NNN FM bonds, at this point, the two pairs of
sublattices are still able to rotate freely with respect to one another. A NN biquadratic exchange K1
will couple these two pairs together. Again, (M1,M3) and (M2,M4) may be parallel or antiparallel
along either xˆ or yˆ. We introduce two more Ising bond order parameters to describe this alignment:
ψx ∝ 〈M1 ·M2 −M3 ·M4〉 (4.6)
ψy ∝ 〈M1 ·M4 −M2 ·M3〉. (4.7)
ψx and ψ break both diagonal mirror symmetry and translation symmetry, and couple to the
nonuniform, (pi, pi) lattice distortions ux/y, which distort the lattice with alternating short and long
NN Fe-Fe bonds [139, 137].
Moreover, ψx and ψy will generally break the C4 rotational symmetry, and therefore must couple
to ϕ. Indeed, the signs of the three Ising-bond order parameters are not independent, as shown
in Fig. 4.2, but must satisfy ϕψxψy < 0, implying that ψxψy acts like a field for ϕ. Therefore, ϕ
will always turns on above or simultaneous to ψx and ψy. As ψx/y are both associated with K1,
they will turn on simultaneously, and we must consider ψ± = ψx±ψy as the true order parameters
associated with well-defined broken symmetries. Assuming that ϕ is already non-zero, ψ± will both
double the unit cell [as (pi, pi)] and break the diagonal mirror symmetry shown in Fig 4.2.
The full magnetic order will break the C4 and mirror symmetries above, but will also quadruple
the unit cell (or double, compared to the ψ± unit cell), and break the spin-rotational symmetry.
It can be described in momentum space as a superposition of wave-vectors Q = (±pi2 ,±pi2 ). When
DS magnetism melts via thermal fluctuations, it can therefore do so via three distinct stages:
first, melting the magnetism to a state with nonzero ϕ and ψ±; second, melting ψ± to regain the
translation and mirror symmetries, but not the rotation symmetry, in a nematic state; and finally,
by melting the nematic state, ϕ to regain the rotation symmetry. In momentum space, below Tϕ the
fluctuations at one pair of Q grow stronger, thus breaking the rotation symmetry; while below Tψ± ,
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Figure 4.2 (Color online) Representation of the four-fold degenerate ground states and the
corresponding order parameters M, ϕ,ψx and ψy. The FM bonds are indicated
with blue and yellow ovals for NN and NNN, respectively. The black dashed
line indicates the diagonal mirror symmetry broken in each state. This figure
has been reproduced from Zhang et al, Phys. Rev. B 95, 174402 (2017) [46].
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the fluctuations at different Q’s become phase correlated. These stages need not be distinct - for
example, in the three-dimensional limit, all three transitions will be simultaneous and first-order.
However, this is not the case for quasi-two-dimensional systems, leading to rich phase diagrams. In
this chapter, we develop an effective field theory description based on the J1 − J2 − J3 −K1 −K2
Heisenberg model, and use it to explore possible phase diagrams with varying degrees of localization,
relative ratios of the NN/NNN biquadratic couplings, and dimensionality.
We organize this chapter as follows. In section 4.2, we briefly review the model without mag-
netism treated in [46], and develop the effective field theory by deriving an effective action via
Hubbard-Stratonovich transformations of the quartic spin terms. Then we discuss the conditions
for the emergence of magnetic order and obtain a set of saddle-point equations by minimizing this
effective action with respect to all order parameters in both cases. In section 4.3, we solve these
equations for the Ising-bond and magnetic order parameters as we vary the dimensionality and
other parameters, and we conclude in section 4.4 by discussing the relevance to real materials.
4.2 Effective field-theory model
4.2.1 Model
In this section, we develop the appropriate effective field theory describing the DS magnetic
state, and any related Ising bond-orders. We begin with the J1 − J2 − J3 Heisenberg model,
in the regime J3  J2  J1 where the system can be divided into four interpenetrating Ne´el
sublattices, with order parameters Mi, i = 1, ..., 4 (see Fig. 4.2). In the classical ground state
of this model, these sublattices remain decoupled, but they are coupled together by higher order
four-spin couplings. These couplings may originate from order by disorder, magnetoelastic coupling,
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or simply from the itinerant nature of the relevant spins. In the spirit of Landau-Ginsburg theory,
we will expand the action to fourth order in the Ne´el order parameters, with the most general form:
S [Mi]=
4∑
i,j=1
ˆ
q
Mi,qχ
−1
ij (q) Mj,−q+
u
2
(
4∑
i=1
M2i
)2
−
∑
{i 6=j,k 6=l}
ˆ
r
λij,kl (Mi ·Mj) (Mk ·Ml) , (4.8)
where M1 = 〈
∑
n∈ sublattice 1(−1)(nx+ny)/2Sn〉 is the Ne´el order parameter on sublattice one, and
Mi(i = 2, 3, 4) are similarly defined.
´
q =
´ ddq
(2pi)d
, where we keep the dimension, d arbitrary for
now.
While at first sight, there are many biquadratic terms, we will neglect those with either i =
j, k 6= l or i 6= j, k = l. We will, however, keep the i = j = k = l terms, as these govern the overall
softness of the spins, with u→∞ describing hard, Heisenberg spins. For our purposes, we consider
the terms that satisfy either (i, j) 6= (k, l) or (i, j) = (k, l). Indeed, these are the biquadratic terms
generated by the coupling to the lattice degrees of freedom; while other terms may be nonzero,
they will not affect the physics we are interested in. This reduces the effective action to
S [Mi] =
4∑
i,j=1
ˆ
q
Mi,qχ
−1
ij (q) Mj,−q +
u
2
(
4∑
i=1
M2i
)2
−λ1
[
(M1 ·M2)2+(M1 ·M4)2+(M2 ·M3)2+(M3 ·M4)2
]
−λ2
[
(M1 ·M3)2 + (M2 ·M4)2
]
−λ3 [(M1 ·M2) (M3 ·M4) + (M1 ·M4) (M2 ·M3)]
−λ4 (M1 ·M3) (M2 ·M4) . (4.9)
We define the coefficients for NN biquadratic exchange, λ1 ≡ λ12,12 = λ14,14 = λ23,23 = λ34,34; NNN
biquadratic exchange, λ2 ≡ λ13,13 = λ24,24; NN ring exchange [178] λ3 = λ12,34 = λ14,32; and
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λ4 = λ13,24 involving a “diagonal” ring exchange. Motivated by the Ising bond-order parameters
discussed in the previous section, we may rewrite these quartic terms as squares,
S [Mi] =
4∑
i,j=1
ˆ
q
Mi,qχ
−1
ij (q) Mj,−q +
u
2
(
4∑
i=1
M2i
)2
− g1
2
(M1 ·M3−M2 ·M4)2− g2
2
(M1 ·M3+M2 ·M4)2
− g3
2
[
(M1 ·M2−M3 ·M4)2+(M1 ·M4−M2 ·M3)2
]
− g4
2
[
(M1 ·M2+M3 ·M4)2+(M1 ·M4+M2 ·M3)2
]
, (4.10)
where we have:
g1 =λ2 − λ4
2
; g2 = λ2 +
λ4
2
.
g3 =λ1 − λ3
2
; g4 = λ1 +
λ3
2
. (4.11)
The quartic exchange terms will lead to collinear alignments of the four sublattices, assuming
positive g’s. We can treat the possible ground states by fixing M1 and examining the relative
orientations of the three other sublattices, which we label with +/−. In total there are eight possible
configurations, which can be split into those with an odd number of +’s and those with an even
number: {(+−−−), (+−++), (++−+), (+++−)} and {(++++), (++−−), (+−−+), (+−+−)}.
The first four correspond to the four degenerate ground states of double-stripe order (see Fig. 4.2),
and the last four to the four degenerate ground states of plaquette order. The energies of these two
orders are
F{+−−−} = −2g1 − 4g3 + 8u
F{++++} = −2g2 − 4g4 + 8u (4.12)
Therefore, if g1+2g3 > g2+2g4, the DS configuration will be the ground state. We can therefore
ignore the quartic terms g2 and g4, which correspond to plaquette order and we finally arrive at:
S [Mi] =
4∑
i,j=1
ˆ
q
Mi,qχ
−1
ij (q) Mj,−q +
u
2
(
4∑
i=1
M2i
)2
−g1
2
(M1 ·M3 −M2 ·M4)2
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−g3
2
[(M1 ·M2 −M3 ·M4)2
+(M1 ·M4 −M2 ·M3)2]. (4.13)
In order to examine the possible Ising bond-orders, we will decouple all four quartic terms via
Hubbard-Stratonovich transformations, introducing the following scalar fields:
ϕ =g1 (〈M1 ·M3〉 − 〈M2 ·M4〉)
ψx =g3 (〈M1 ·M2〉 − 〈M3 ·M4〉)
ψy =g3 (〈M1 ·M4〉 − 〈M2 ·M3〉)
η =u
4∑
i=1
〈M2i 〉. (4.14)
Since u2 (
∑4
i=1 M
2
i )
2 has the form of a repulsive interaction, when we do the path integral over η, it
is done along the imaginary rather than the real axis and η acquires a real expectation value that
maximizes the effective action, rather than minimizing it as ϕ and ψ do. The resulting effective
action then becomes:
Seff [Mi, ψx, ψy, ϕ, η] =
4∑
i,j=1
ˆ
q
Mi,qχ
−1
ij (q) Mj,−q
−ϕ (M1 ·M3 −M2 ·M4)
−ψx (M1 ·M2 −M3 ·M4)
−ψy (M1 ·M4 −M2 ·M3)
+η
4∑
i=1
M2i +
ϕ2
2g1
+
ψ2x
2g3
+
ψ2y
2g3
− η
2
2u
. (4.15)
We can now interpret these fields: the magnitude of η is the strength of the uniform magnetic
fluctuations; ϕ is the NNN Ising bond-order that breaks the C4 rotational symmetry, and couples
to the uniform orthorhombic distortion ∂xuy + ∂yux; ψx/y are the NN Ising bond-orders along the
x- and y- directions that give rise to staggered FM/AFM bonds, and couple to the non-uniform
distortions, ux/ye
i(pi,pi)·Rj . Thus, we have three Ising bond-order parameters: ϕ,ψx and ψy. Because
the ground state is four-fold degenerate, they cannot be independent. Indeed, by inspection of the
possible ground states and the values of corresponding order parameters (shown in Fig. 4.2), one
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can see that if ϕ > 0, then ψxψy < 0, whereas if ϕ < 0, ψxψy > 0. That is, the three bond-order
parameters must satisfy ϕψxψy < 0.
In order to proceed, we will need the correct quadratic terms for DS magnetism. While we
will ultimately work with the real space definition of the four sublattices used above, the quadratic
term is best derived using the momentum space definition of the four sublattices, ∆α [139], where
∆α is the magnetic order parameter at the four Qα’s: Q1 = (pi/2, pi/2), Q2 = (pi/2,−pi/2),
Q3 = (−pi/2, pi/2) and Q4 = −(pi/2, pi/2). The inverse susceptibility, χ−1α (q) = r0 + fα(q), which
is diagonal in α, consists of a q-independent mean-field component, r0 = b(T − T0) (b > 0),
and a q−dependent part coming from spatial fluctuations of the four sublattice order parameters,
fα(q) = Jα(q). We shall expand Jα(q) in δq, for q = Qα + δq. For conciseness, in the next
expression, we write Qα = (η1pi/2, η2pi/2) (η1,2 = ±1), and we find
Jα(q) = 2J1(cos qxa+ cos qya) + 4J2 cos qxa cos qya
+2J3(cos 2qxa+ cos 2qya)
= −2J1(η1δqx + η2δqy) + 4η1η2J2δqxδqy
+4J3(δq
2
x + δq
2
y)− 4J3 +O(δq3) (4.16)
where a is the lattice constant, which we set to unity in what follows.
We can see that fluctuations about the Qα cost energy via J2 and J3, as expected, while J1
drives the system away from these states (towards a spiral state, as it turns out) [142]. In the
following, we set J1 = 0. So now we have the quadratic susceptibility term as ∆
∗
αχ
−1
α (q)∆α. We
can convert this term to Mi’s using the matrix:
M1
M2
M3
M4

=O−1

∆1
∆2
∆3
∆4

, O−1 =

1 1 1 1
i i −i −i
−1 1 1 −1
i −i i −i

. (4.17)
The constraint that the Mi’s must be real imposes that ∆1 = ∆
∗
4 and ∆2 = ∆
∗
3.
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Using the transformation χ−1ij (q) = O†iαχ−1α (q)Oαj , the susceptibility becomes,
χ−1ij (q)=

J3δq
2+r0 0 −J2δqxδqy 0
0 J3δq
2+r0 0 J2δqxδqy
−J2δqxδqy 0 J3δq2+r0 0
0 J2δqxδqy 0 J3δq
2+r0

. (4.18)
For simplicity, we have rescaled r0/2→ r0, absorbed the −J3 into r0, and defined δq2 = δq2x + δq2y .
It is illuminating to examine our bond-order parameters in terms of the momentum space
sublattice order parameters, where all the bond-order parameters defined in eq. (4.14) become
ϕ ∝ ∆2∆3 −∆1∆4
ψx ∝ i(∆21 + ∆22 −∆23 −∆24)
ψy ∝ i(∆21 −∆22 + ∆23 −∆24)
η ∝ ∆2∆3 + ∆1∆4. (4.19)
An analysis of the Qα associated with each ∆α reveals that ϕ and η carry zero total momentum,
while ψx and ψy carry a (pi, pi) momentum transfer, in agreement with Paul et al. [139], and
consistent with the translation symmetries identified above.
As a final note in this section, even though we ignore the g2 and g4 terms in the effective action
Seff [Mi], in order to focus on only the DS order, this model could equally well treat the comple-
mentary order parameters, with ϕ, ψx and ψy replaced with the plaquette bond-order parameter,
〈ζ〉 = g2 (〈M1 ·M3〉+ 〈M2 ·M4〉). As the plaquette order breaks only translation symmetry, ζ is
the only relevant Ising bond-order parameter.
We shall now proceed to minimize the effective action to obtain the behavior of ϕ,ψx, ψy and
M as functions of temperature and g1, g3 and u. We must consider two separate cases: first,
when magnetic order is absent we can integrate out the Mi’s and obtain saddle point equations by
minimizing the action with respect to ϕ,ψx, ψy and η; second, when magnetic order is present, we
will need to carefully integrate out the magnetic fluctuations only, again yielding a set of saddle
point equations. We treat these two cases separately in the following sections.
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4.2.2 Saddle-point equations in the absence of magnetic order
We first examine how the Ising bond-orders develop above magnetic order, where 〈Mi〉 = 0;
this section was treated in reference [46]. This regime will be valid at all temperatures for two
dimensions, where the magnetic order is suppressed due to the Mermin-Wagner theorem, and
possibly for a finite range of temperatures in higher dimensions. In the next section, we will
reincorporate M into the effective action to find the magnetic transition.
We consider the large-N limit [4] where the number of components of Mi is extended from
N = 3 to N = ∞. In this limit, the saddle point approximation becomes exact, and we will use
it to find self-consistent equations for these parameters and solve them. After integrating out the
Mi’s, we obtain the effective action
Seff [ψx, ψy, ϕ, η] =
T
2
∑
q
log
[
detG−1]
+
ϕ2
2g1
+
ψ2x
2g3
+
ψ2y
2g3
− η
2
2u
, (4.20)
with G−1ij (q), the inverse Green’s function for the Mi’s, given by: (r + J3δq2)I− ψx2 σ1 − iψy2 σ2−(J2δqxδqy+ ϕ2 )σ3
iψy
2 σ2−(J2δqxδqy+ ϕ2 )σ3 (r + J3δq2)I+ ψx2 σ1
, (4.21)
where r ≡ r0 + η. For compactness, we have used Pauli matrices to write this 4×4 matrix as a 2×2
matrix. As before, the matrix acts on the space of (M1,M2,M3,M4).
The determinant of the inverse Green’s function is:
detG−1 = 1
16
(
2J˜2 + 2J˜3 + 2r + ϕ− ψx − ψy
)
×
(
2J˜2 − 2J˜3 − 2r + ϕ+ ψx − ψy
)
×
(
2J˜2 − 2J˜3 − 2r + ϕ− ψx + ψy
)
×
(
2J˜2 + 2J˜3 + 2r + ϕ+ ψx + ψy
)
=
(
J˜2 − J˜3 − r
)2 (
J˜2 + J˜3 + r
)2
+2J˜2
(
J˜2 − J˜3 − r
)(
J˜2 + J˜3 + r
)
ϕ
+
1
2
(
3J˜22 − (J˜3 + r)2
)
ϕ2 +
J˜2
2
ϕ3 +
ϕ4
16
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−1
2
(
J˜22 + (J˜3 + r)
2
) (
ψ2x + ψ
2
y
)
+2J˜2(J˜3 + r)ψxψy +
1
16
(
ψ2x − ψ2y
)2
+(J˜3 + r)ϕψxψy +
J˜2
2
ϕ
(
ψ2x + ψ
2
y
)
−1
8
ϕ2
(
ψ2x + ψ
2
y
)
, (4.22)
where we have introduced J˜3 = J3δq
2 and J˜2 = J2δqxδqy, for conciseness. If we do a Landau
expansion, we expand log detG−1 by assuming that everything involving ϕ, ψx and ψy is small in
comparison to the first term. By doing so, we get a new Landau theory in terms of ϕ and ψx/y.
The
∑
q J˜
2n+1
2 type terms will vanish once the integral over q is done. So the linear and cubic ϕ
terms vanish, as do the ϕ(ψ2x + ψ
2
y) and ψxψy term. However, the ϕψxψy term is really there, as
expected. As ψxψy acts like an external field for φ, either ϕ turns on first, or ψx, ψy and ϕ must
all turn on at the same time.
It is convenient to rewrite the action as:
Seff [ψx, ψy, ϕ, η] =
ϕ2
2g1
+
ψ2x
2g3
+
ψ2y
2g3
− η
2
2u
+
T
2
∑
q
log
(
J3q
2 + J2qxqy + r + ϕ− ψx − ψy
)
+
T
2
∑
q
log
(
J3q
2 − J2qxqy + r − ϕ− ψx + ψy
)
+
T
2
∑
q
log
(
J3q
2 − J2qxqy + r − ϕ+ ψx − ψy
)
+
T
2
∑
q
log
(
J3q
2 + J2qxqy + r + ϕ+ ψx + ψy
)
, (4.23)
where we have renormalized (ϕ,ψx, ψy)→ 2 (ϕ,ψx, ψy) and gi → 4gi for convenience.
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The next step is to minimize the effective action by taking the derivative of Seff [ψx, ψy, ϕ, η]
with respect to ψx, ψy, ϕ and η, setting these to zero. The saddle point equations
∂Seff [xi]
∂xi
= 0(xi =
η, ϕ, ψx and ψy) become:
η =
Tu
2
∑
q
[I1 (q) + I2 (q) + I3 (q) + I4 (q)]
ϕ =
Tg1
2
∑
q
[−I1 (q) + I2 (q) + I3 (q)− I4 (q)]
ψx =
Tg3
2
∑
q
[I1 (q) + I2 (q)− I3 (q)− I4 (q)]
ψy =
Tg3
2
∑
q
[I1 (q)− I2 (q) + I3 (q)− I4 (q)] , (4.24)
where we introduce four convenient integrands Il(q)(l = 1, 2, 3, 4). We rotate the coordinate system
in the q space by 45◦ to define the effective coupling constant J ≡
√
J23 − J
2
2
4 , which allows us to
rewrite Il(q) in the convenient form:
I1 (q) =
1
Jq2 + r + ϕ− ψx − ψy
I2 (q) =
1
Jq2 + r − ϕ− ψx + ψy
I3 (q) =
1
Jq2 + r − ϕ+ ψx − ψy
I4 (q) =
1
Jq2 + r + ϕ+ ψx + ψy
. (4.25)
To proceed further, we will need to fix the dimension. While the real materials are quasi-two-
dimensional, with an interlayer coupling, Jz, for ease of calculation, we will mimic this varying
Jz by working in an effective fractional dimension 2 6 d 6 3. The integrals of Il(q) diverge for
2 < d 6 3, which we may treat by subtracting and adding the counter-term 1
Jq2
from each Il(q).
This term absorbs all the ultra-violet divergences and is infra-red convergent for d > 2. The two
dimensional case will be treated separately. The integrands will then be replaced by,
1
J
I˜l (q) ≡ Il (q)− 1
Jq2
, (4.26)
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where we have introduced the dimensionless integrands I˜l(q) = − al/Jq2(q2+al/J) , with the divergent
term kept track of separately. al(l = 1, 2, 3, 4) are the q-independent parts of the denominators:
a1 = r + ϕ− ψx − ψy; a2 = r − ϕ− ψx + ψy;
a3 = r − ϕ+ ψx − ψy; a4 = r + ϕ+ ψx + ψy. (4.27)
The divergent term will cancel out of the last three equations in (4.24), allowing us to simply
replace Il(q)→ 1J I˜l (q). However, the first equation becomes
η =
Tu
2J
∑
q,l
I˜l (q) +
2Tu
J
∑
q
1
q2
. (4.28)
We can absorb the second, UV divergent term into the effective mass,
r = r0 + η = r¯0 +
Tu
2J
∑
q,l
I˜l (q) , (4.29)
where r¯0 = r0 +
2Tu
J
∑
q
1
q2
. r¯0 absorbs the ultra-violet divergence. In real materials, this divergence
will be cutoff by some higher energy scale, however the microscopic details are irrelevant here, and
we will work with r¯0 as the rescaled temperature.
In the spirit of Landau theory, we now approximate T with T0 everywhere, except in r0 ∝
T − T0. We may make all quantities dimensionless by rescaling T02J2 (u, g1, g3) → (u, g1, g3) and
1
J (r, r¯0, ϕ, ψx, ψy, η)→ (r, r¯0, ϕ, ψx, ψy, η). With this rescaling, I˜l(q) becomes
I˜l(q) = − al
q2(q2 + al)
. (4.30)
Note, throughout this calculation we will try to keep the equations simple by rescaling variables as
above; the reader should remember that none of these quantities should be compared directly to
experimental values; the physics is contained in the nature and order of transitions.
Finally, we obtain the saddle-point equations:
r = r¯0 + u
∑
q
[
I˜1 (q) + I˜2 (q) + I˜3 (q) + I˜4 (q)
]
ϕ = g1
∑
q
[
−I˜1 (q) + I˜2 (q) + I˜3 (q)− I˜4 (q)
]
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ψx = g3
∑
q
[
I˜1 (q) + I˜2 (q)− I˜3 (q)− I˜4 (q)
]
ψy = g3
∑
q
[
I˜1 (q)− I˜2 (q) + I˜3 (q)− I˜4 (q)
]
. (4.31)
It is now straightforward to evaluate the momentum integrals for fractional dimensions,
∑
q
I˜l (q) = −
ˆ
ddq
(2pi)d
al
q2 (q2 + al)
= −
[
Sd
(2pi)d
ˆ ∞
0
dx
xd−3
x2 + 1
]
a
d−2
2
l , (4.32)
where al represents the q independent part of the denominator, and Sd =
´
dΩq =
2pid/2
Γ(d/2) is the
surface area of a d−dimensional sphere with unit radius.
Since the prefactor converges for 2 < d < 4, we absorb it too, into the g’s and u, in order to
obtain a set of simple algebraic equations:
r¯0 − r
u
= (r + ϕ− ψx − ψy)
d−2
2 + (r − ϕ− ψx + ψy)
d−2
2
+ (r − ϕ+ ψx − ψy)
d−2
2 + (r + ϕ+ ψx + ψy)
d−2
2
ϕ
g1
= (r + ϕ− ψx − ψy)
d−2
2 − (r − ϕ− ψx + ψy)
d−2
2
− (r − ϕ+ ψx − ψy)
d−2
2 + (r + ϕ+ ψx + ψy)
d−2
2
ψx
g3
= − (r + ϕ− ψx − ψy)
d−2
2 − (r − ϕ− ψx + ψy)
d−2
2
+ (r − ϕ+ ψx − ψy)
d−2
2 + (r + ϕ+ ψx + ψy)
d−2
2
ψy
g3
= − (r + ϕ− ψx − ψy)
d−2
2 + (r − ϕ− ψx + ψy)
d−2
2
− (r − ϕ+ ψx − ψy)
d−2
2 + (r + ϕ+ ψx + ψy)
d−2
2 . (4.33)
These equations define how the parameters η (now hidden within r), ϕ, ψx, and ψy depend on
the control parameter r0 ∝ T −T0. We can then solve these as a function of r0 to find the transition
temperatures for the various bond-orders. The magnetic transition takes place when the mass of
the renormalized magnetic action vanishes, i.e. when:
r = −ϕ± (ψx + ψy) or r = ϕ± (ψx − ψy) . (4.34)
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We can use this criterion to resolve the location of the magnetic transition, but resolving the order
of the transition will require the more involved calculations of the next section.
As discussed previously, ψx and ψy enter in the same fashion, governed by the same g3, and
we expect them to develop the same magnitude |ψx| = |ψy| at the same temperature. In fact, the
correct pair of order parameters ψ± = ψx ± ψy are the only legitimate order parameters breaking
well-defined symmetries. |ψx| = |ψy| implies that only one of ψ± can be nonzero. In terms of ψ+
and ψ−, the constraint ϕψxψy < 0 becomes ϕ(ψ2+ − ψ2−) < 0. So the nonzero order parameter is
selected by the sign of ϕ. That is, for ϕ < 0, ψ+ can be nonzero with the converse true for ϕ > 0.
Replacing ψx and ψy with ψ±, we decouple the last two saddle-point equations,
r¯0 − r
u
= (r + ϕ− ψ+)
d−2
2 + (r − ϕ− ψ−)
d−2
2
+ (r − ϕ+ ψ−)
d−2
2 + (r + ϕ+ ψ+)
d−2
2
ϕ
g1
= (r + ϕ− ψ+)
d−2
2 − (r − ϕ− ψ−)
d−2
2
− (r − ϕ+ ψ−)
d−2
2 + (r + ϕ+ ψ++)
d−2
2
ψ+
2g3
= − (r + ϕ− ψ+)
d−2
2 + (r + ϕ+ ψ+)
d−2
2
ψ−
2g3
= − (r − ϕ− ψ−)
d−2
2 + (r − ϕ+ ψ−)
d−2
2 . (4.35)
Up to the sign of ϕ, the two cases ψ+ 6= 0, ψ− = 0 (DS order in y = x direction) or ψ+ = 0, ψ− 6= 0
(DS order in y = −x direction) give equivalent sets of saddle-point equations. We will adopt the
former(ψ+ 6= 0) and further define ψ+ ≡ ψ in order to simplify the notation. The remaining three
saddle-point equations become
r¯0 − r
u
= (r + ϕ− ψ) d−22 + (r + ϕ+ ψ) d−22 + 2 (r − ϕ) d−22
ϕ
g1
= (r + ϕ− ψ) d−22 + (r + ϕ+ ψ) d−22 − 2 (r − ϕ) d−22
ψ
2g3
= − (r + ϕ− ψ) d−22 + (r + ϕ+ ψ) d−22 . (4.36)
In this case, ϕ < 0 while ψ can be either sign. However, eqs. (4.36) are invariant under ψ → −ψ,
and so all the physics will be independent of the sign of ψ. From Fig. 4.2, it can be seen that the DS
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order for ψ > 0 is just the mirror of that with ψ < 0 along the y = x direction. Or equivalently, one
can shift the DS ground state with ψ > 0 by one lattice constant along either the x or y direction
to obtain the DS ground state with ψ < 0. So it is sufficient to take ψ > 0, which corresponds to
the ground state (+ +−+) once M condenses.
4.2.3 Saddle-point equations in the presence of magnetic order
In dimensions greater than two, magnetic order will always develop at sufficiently low temper-
atures, and in this case, we must use the saddle-point equations with the magnetic order included
to determine the order of the magnetic transition. We begin with the effective action in eq.(4.15),
and replace Mi,q with Mi,q = 〈Mi〉δ(q) + δMi,q. Here, the magnetic order parameters, 〈Mi〉 are
collinear, and all have the same magnitude, M . We keep 〈Mi〉, but integrate out the fluctuations
about magnetic order, δMi. The resulting effective action is:
Seff [〈Mi〉, ψx, ψy, ϕ, η] = Seff [ψx, ψy, ϕ, η]
+ (r − |ϕ| − |ψx| − |ψy|)M2 (4.37)
where we have rescaled (ϕ,ψx, ψy)→ 2(ϕ,ψx, ψy), gi → 4gi and M →M/(2
√
2).
The differentiation of the effective action over η, φ, ψx, ψy and M gives the five coupled equa-
tions.
η=
Tu
2
∑
q
[I1 (q)+I2 (q)+I3 (q)+I4 (q)]+uM
2
ϕ=
Tg1
2
∑
q
[−I1 (q)+I2 (q)+I3 (q)−I4 (q)]−g1M2
ψx=
Tg3
2
∑
q
[I1 (q)+I2 (q)−I3 (q)−I4 (q)]+g3M2
ψy=
Tg3
2
∑
q
[I1 (q)−I2 (q)+I3 (q)−I4 (q)]+g3M2
(r − |ϕ| − |ψx| − |ψy|)M = 0. (4.38)
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For d > 2, we again subtract 1
Jq2
from each Il(q). For the choice of ϕ 6 0, ψ > 0 (corresponding
to the ground state (+ +−+)), these equations become:
r¯0 − r
u
= (r + ϕ− ψ) d−22 + (r + ϕ+ ψ) d−22
+ 2 (r − ϕ) d−22 −M2
ϕ
g1
= (r + ϕ− ψ) d−22 + (r + ϕ+ ψ) d−22
− 2 (r − ϕ) d−22 −M2
ψ
2g3
= − (r + ϕ− ψ) d−22 + (r + ϕ+ ψ) d−22 +M2
(r − |ϕ| − |ψx| − |ψy|)M = 0. (4.39)
where we have further rescaled T0
2J2
(u, g1, g3) → (u, g1, g3), 1J (r, r¯0, ϕ, ψ, η) → (r, r¯0, ϕ, ψ, η) as
before, and also M →
√
T0
2JM . This rescaled M is dimensionless.
The last equation in (4.38) is particularly simple: with M nonzero, the only solution is r =
|ϕ|+ |ψ| = −ϕ+ψ, which is the condition for the onset of magnetic order obtained in the previous
section.
Without Ising-bond order, the “bare” magnetic transition occurs at r = 0. If ϕ turns on first
(without ψ), the magnetic transition will occur at a larger r = |ϕ| > 0. If both ϕ and ψ turn
on above magnetic order, the transition will be still higher, r = |ϕ| + |ψ| > 0. Remember that
r increases linearly with the temperature. Thus, both Ising-bond orders increase the temperature
at which the magnetic order appears. The coexistence of Ising-bond and magnetic order enhances
the magnetic ordering temperature; this stabilization of the magnetic order via Ising bond-order
has been seen, for example, in Fe1+yTe [179], and will be enhanced if the bond order is further
stabilized via coupling to the lattice [139, 180].
4.3 Results
In this section, we solve the saddle point equations and present the resulting phase diagrams. In
general, as temperature is lowered, NNN bond order (ϕ) appears first, breaking the C4 rotational
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symmetry, followed by NN bond-order (ψ), breaking the translation and mirror symmetries of
the lattice, followed by magnetic order that breaks spin-rotational symmetry. The ordering of
these transitions is fixed by their respective symmetries, however, the nature and spacing of these
transitions can vary widely, from three distinct second-order transitions to one simultaneous first-
order transition. Our action, eq. (4.13) contains three tuning parameters: u, which governs the
overall scale of the magnetic fluctuations; g1, which favors ϕ; and g3, which favors ψ. We combine
these three dimension-full parameters into two dimensionless parameters, α ≡ u/g1 and β ≡ g3/g1,
where roughly speaking decreasing α favors ϕ bond-order and increasing β favors ψ bond-order.
Note that for our model to make sense, u > g1 and so α > 1. As ϕ turns on automatically once ψ
turns on, we generally restrict our analysis to the more interesting region of g3 < g1, or β < 1.
We can tune the inter-layer coupling strength by changing the fractional dimensionality, d. If
β = 0, our model becomes two copies of single-stripe magnetism, and we recover all the results of
Fernandes et al. [4]; we reproduce some of these results here in order to illustrate our solution tech-
niques. For nonzero β, the resulting phase diagrams become much richer. We will first present our
results for the two limiting cases: 2D and 3D, and then examine the intermediate dimensionalities
2 < d < 3. For each case, we examine the transitions into each phase as a function of r0, which
acts as temperature, and show how the behavior evolves in the (α, β) plane.
4.3.1 Two dimensions
Two dimensions is special, as the magnetic order is completely suppressed at any finite temper-
ature due to strong thermal fluctuations. In addition, the ultra-violet divergence in Il(q) cannot
be removed by 1
Jq2
subtraction in 2D, so we evaluate the momentum integrals in eq.(4.24) directly:
∑
q
Il(q) =
ˆ
d2q
(2pi)2
1
J(q2 + al/J)
=
1
4piJ
[ln(Λ2 + al/J)− ln(al/J)]
≈ 1
4piJ
[2 ln Λ− ln(al/J)], (4.40)
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where we have introduced an explicit momentum cutoff, Λ. The approximation in the third line is
valid when al is small compared to Λ. We can then substitute these results into eq.(4.24), rescale
T
2J2
(u, g1, g3) → (u, g1, g3), 1J (r, ϕ, ψx, ψy, η) → (r, ϕ, ψx, ψy, η) as before, and absorb the prefactor
of the integration 1/(4pi) in the temperature T0, in order to obtain a new set of saddle-point
equations:
r¯0 − r
u
= ln(r + ϕ− ψ) + ln(r + ϕ+ ψ) + 2 ln(r − ϕ)
ϕ
g1
= ln(r + ϕ− ψ) + ln(r + ϕ+ ψ)− 2 ln(r − ϕ)
ψ
2g3
= − ln(r + ϕ− ψ) + ln(r + ϕ+ ψ), (4.41)
where we introduce r¯0 = r0 + 8u ln Λ, and r = r0 + η, as before. Note that we can already see the
absence of magnetic order here, as in the absence of bond-orders, magnetic order emerges when
r = 0. In this limit, the first equation becomes r = r0 − 4u ln r, where the right hand side diverges
as r → 0, implying that r can never reach zero, and thus the system cannot order.
In solving these equations, we first consider the simpler limit g3 = 0, in which ψ = 0, and the
equations reduce to those in Fernandes et al. [4]. For completeness, we reproduce those results
here. The saddle point equations in (4.41) simplify into two equations:
r =r¯0 − 2u ln(r2 − ϕ2)
r =ϕ coth
( ϕ
4g1
)
. (4.42)
We can introduce ϕ∗ ≡ ϕ/(4g1) to eliminate r and simplify to a single equation,
ϕ∗ cothϕ∗ + α ln
( ϕ∗
sinhϕ∗
)
= r¯0 (4.43)
where we introduce r¯0 ≡ r¯0/(4g1)− α ln(4g1) and α ≡ u/g1.
Recall that r¯0 decreases with decreasing temperature, just as r0 does. The leading instability
of the system with decreasing temperature can be found from the maximum of the left hand side
of (4.43), where the value of ϕ∗ at the transition will be the location of the maximum. When the
maximum occurs at ϕ∗ = 0, as it does for sufficiently large α, the transition is second order. For
93
smaller α, the maximum occurs at a finite ϕ∗ and the transition is first-order. By investigating the
slope of the r¯0 vs ϕ
∗ plot at ϕ∗ = 0, we find that there is a critical value of α, i.e. αϕ = 2, beyond
which the ϕ transition changes from first- to second- order, as shown in Fig. 4.3(a).
According to the discussion in Sec. 4.2.3, magnetic order will occur if r = |ϕ|. However, the
second equation in eqs.(4.42) implies that r can only reach −ϕ as −ϕ→∞, and therefore magnetic
order will not occur even in the presence of a preemptive nematic transition.
For finite g3, we now consider the ψ transition. As ψ acts as a field for ϕ, ϕ will either already
be nonzero, governed by the equations above, or will turn on with ψ. In either case, it is necessary
and sufficient to explore the transitions of ψ. By eliminating r, eqs.(4.41) now yields two equations
instead of one.
r¯0 =α ln(βψ
∗ cschψ∗) + βψ∗ cothψ∗ − (α+ 1)ϕ∗
β =
2ϕ∗
ψ∗[cothψ∗ − cschψ∗exp(−2ϕ∗)] (4.44)
where we have defined β ≡ g3/g1, rescaled ψ∗ ≡ ψ4g3 and ϕ∗ and r¯0 are defined as above.
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Figure 4.3 (Color online) Here we show the first- and second- order transitions for ϕ and
ψ. In (a), g3 = 0, and ψ = 0. We plot r¯0 as a function of the Ising-bond
order ϕ∗ = ϕ/(4g1) in 2D for two representative values of α ≡ u/g1 in the
region 1 < α < αϕ(green dashed) and α > αϕ(red solid) where αϕ = 2. For
1 < α < αϕ, the ϕ transition is first order, as r¯0 is maximized at a finite ϕ
∗. For
α > αϕ, the ϕ transition is second order as r¯0 is maximized at ϕ
∗ = 0. In (b),
we show the g3 > 0 results for the ψ transition. We plot the rescaled r¯0 as a
function of ψ∗ = ψ/(4g3) in 2D for β ≡ g3/g1 = 0.1 and for two representative
values of α in the region 1 < α < αψ(green dashed) and α > αψ(red solid)
where αψ = 3.3. These describe first- and second- order transitions of ψ.
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To examine the nature of the ψ transition, we need to find r¯0 as a function of ψ
∗. To do so, we
first solve ϕ∗ from the second equation in (4.44) for ψ∗. Then we substitute it into the first equation
in (4.44). For simplicity, r¯0 is rescaled to r¯0res ≡ r¯0(ψ∗)/r¯0(0)− 1 and plotted as a function of ψ∗
in Fig. 4.3(b) for two representative α’s. Again, the transition will occur at the ψ∗ that maximizes
r¯0res, and will be second-order if that ψ
∗ is zero, and first order otherwise.
For any given β, the maximum of r¯0res approaches infinity as α → 1, meaning that α = 1 is
unphysical. As α increases, the maximum of r¯0res moves towards smaller ψ
∗. There is a critical
value αψ(β) separating the first- and second- order transition of ψ. For 1 < α < αψ, the maximum
of r¯0res is at a finite ψ
∗, which means ψ∗ turns on discontinuously. For α > αψ, the maximum of
r¯0res is at ψ
∗ = 0, which implies a second-order transition.
As before, the absence of the magnetic order can be verified by checking that r can never
reach −ϕ + ψ. From the last equation in (4.41), we find r + ϕ = ψ coth ( ψ4g3 ) > ψ, which means
r > −ϕ+ ψ. So again there is no magnetic order.
Regarding the first-order transition of ψ, the actual r¯cr0 at which the first-order ψ
∗ occurs is
actually slighter lower than r¯max0 . The reason is that the effective action Seff develops a local
minimum at ψ∗ = 0. We have found where the local minimum develops at r¯0 = r¯max0 , ψ∗ = ψ∗cr.
However, for this local minimum to be the global minimum, the condition Seff(ψ
∗
cr) 6 Seff(ψ∗ = 0)
must be satisfied. So we must evaluate the effective action at both local minima ψ∗ = 0 and
ψ∗ = ψ∗cr, and find the actual r¯cr0 at which Seff(ψ∗cr) = Seff(ψ∗ = 0). In Fig. 4.4, we present the
phase diagram of ψ in the (α, r¯0) plane with both the actual r¯
cr
0 and r¯
max
0 plotted. Clearly, the
difference between r¯cr0 and r¯
max
0 is negligible. In the rest of paper, we neglect this difference and
approximate r¯cr0 with r¯
max
0 . The same argument applies to the first-order transition of ϕ and the
actual r¯cr0 as a function of α is presented in Fig. 5 by Fernandes et al. [4], and is also negligible.
Again, we neglect this difference in the rest of the paper.
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Figure 4.4 The phase diagram of ψ in the (α, r¯0) plane for d = 2 and β = 0.1. The
upper spinodal (blue line) shows r¯max0 with the lower one (dot-dashed orange
line) showing r¯cr0 , which is the actual first-order transition line where the global
minimum of the effective action shifts from ψ = 0 to a finite ψ.
Now we can combine the ϕ and ψ results to present the phase diagram in r¯0 and α for two
representative β’s, shown in Fig. 4.5. There are several characteristic regions of behavior classified
by the nature and splitting of the two transitions, Tϕ and Tψ.
We find that for any given β, the two transition lines will intersect at α = αs: for α < αs, ϕ
and ψ turn on simultaneously, while for α > αs, the two transitions split. In total, there are three
critical values of α that separate four possible regions of transitions: αs, and αϕ and αψ which
mark the change from first- to second- order transitions of ϕ and ψ, respectively. Depending on the
relative magnitude of αs and αϕ, there are two possible phase diagram topologies. For αs < αϕ,
typically there are four phase regions as shown in Fig. 4.5(a). While for αs > αϕ, there are three
possible phase regions as shown in Fig. 4.5(b).
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Figure 4.5 (Color online) Two example phase diagrams of the onset of ϕ(red) and ψ(blue)
with r¯0 plotted versus α for two values of β. Since r¯0 is linear in T , it can
be thought of as a proxy for the transition temperature. α = u/g1 tunes the
relative strength of uniform fluctuation and NNN biquadratic coupling, while
β = g3/g1 tunes the relative strength of the NN and NNN biquadratic cou-
plings. Tϕ(red) indicates rotational symmetry breaking (ϕ), while Tψ(blue)
indicates dimerization (ψ), which breaks the diagonal mirror mirror symmetry.
Solid lines indicate second-order transitions; dashed lines indicate first-order
transitions; and the double-dashed line indicates simultaneous first-order tran-
sitions. The three critical values of α are indicated with vertical black lines: αϕ
with a solid line, αψ with a dotted line and αs with a dashed line. In part (a)
αs=2.12 and αψ = 3.3; in part (b) αs = 1.8, αϕ = 2 and αψ = 2.18. Different
regions of behavior are labeled with Roman numerals, and their extent in α
and β is indicated in Fig 4.6.
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Figure 4.6 The five regions of behavior in the (α, β) plane. I: Tϕ1 = Tψ1; II: Tϕ2 > Tψ1;
III: Tϕ2 > Tψ2; IV: Tϕ1 > Tψ1; V:Tϕ1 > Tψ2. TOi stands for the i-th(i = 1, 2)
order transition temperature of the order parameter O(= ϕ,ψ). The asymp-
totic value of β as αψ(dotted) and αs(dashed) approaching infinity is βψ = 0.26
and βs = 0.48 respectively. The vertical solid line strands for αϕ = 2. It in-
tercepts with αψ and αs at βϕψ = 0.04 and βϕs = 0.08 respectively. Note that
αs and αψ stop at α = 1 since the effective action Seff is unbounded below for
α < 1.
99
Figure 4.7 (Color online) The onset of ϕ (red) and ψ (blue) as functions of −∆r¯0,
for α in the three different regions for β = 0.1, d = 2 as shown in Fig.
4.5(a). Black dashed lines indicate where ψ first turns on. In figure (a),
α = 1.5 < αs(region I) (b) αs < α = 2.5 < αψ(region II of the phase dia-
gram); (c)α = 3.5 > αψ(region III), which shows ψ is almost first order at α
slightly larger than αψ = 3.3; (d) α = 5 > αψ(region III).
αϕ is independent of β, but both αψ and αs vary with β. We present all three values in a
“phase diagram” in the (α, β) plane in Fig. 4.6. Both αψ and αs increase monotonically with β,
and both approach 1 as β → 0, and ∞ as β → βψ = 0.26 and βs = 0.48 respectively. There
are five regions of behavior. Utilizing the short-hand notation TOi to stand for the i-th(i = 1, 2)
order transition temperature of the order parameter O(= ϕ,ψ), the five regions are, I: Tϕ1 = Tψ1,
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meaning simultaneous first-order transitions for ϕ and ψ; II: Tϕ2 > Tψ1, meaning a second-order
transition for ϕ followed by a first-order transition for ψ; III: Tϕ2 > Tψ2, meaning distinct second-
order phase transitions for ϕ and ψ; IV: Tϕ1 > Tψ1, meaning distinct first-order transitions for ϕ
and ψ; V: Tϕ1 > Tψ2, meaning a first-order transition for ϕ followed by a second-order transition
for ψ.
In Fig. 4.7, we plot the onset of ϕ∗ and ψ∗ for β = 0.1 and several values of α as functions
of r¯0 to illustrate the generic behavior of these order parameters at the transitions. We plot
−∆r¯0 = r¯0,cr − r¯0 along the x-axis, where we have shifted r¯0 by the r¯0,cr where ϕ onsets, and
changed the sign so that increasing x corresponds to decreasing temperature. One point of interest
is the large jump in ϕ∗ as ψ∗ undergoes a first-order transition, as shown in Fig. 4.7(b). This jump
originates from the linear ϕψ2 coupling that causes ψ2 to act as a field for ϕ.
4.3.2 Three dimensions
Next we treat the three-dimensional limit, where we find no pre-emptive nematic transitions,
just a single, simultaneous first-order transition. For d = 3, the saddle-point equations in eqs.(4.36)
become:
r¯0 − r
u
=
√
r + ϕ− ψ +
√
r + ϕ+ ψ + 2
√
r − ϕ
ϕ
g1
=
√
r + ϕ− ψ +
√
r + ϕ+ ψ − 2√r − ϕ
ψ
2g3
= −
√
r + ϕ− ψ +
√
r + ϕ+ ψ. (4.45)
We follow the same steps as for 2D, solving the above saddle-point equations for both g3 = 0 and
g3 6= 0, and obtaining the overall phase diagram.
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For g3 = 0, ψ = 0, and we only need to solve the saddle point equations in eqs.(4.45) for r and
ϕ.
r¯0 − r
2u
=
√
r + ϕ+
√
r − ϕ
ϕ
2g1
=
√
r + ϕ−√r − ϕ. (4.46)
We can define z ≡ ϕ/r in order to eliminate r from the above equations,
r¯0 = 8g
2
1
(
α+
1
1 +
√
1− z2
)
. (4.47)
As before the transition will occur for the z where r¯0 is maximized. In 3D, this is clearly
always at |z| = 1, where r = −ϕ. As this maximum is at a nonzero ϕ, the transition is first
order, and the condition for magnetic order is satisfied at the transition, and so the two transitions
will be simultaneous. In order to examine the nature of the magnetic transition, we return to the
saddle-point equations including M , (4.38), which simplify for d = 3 and g3 = 0:
r¯0 − r
u
= 2
√
r + ϕ+ 2
√
r − ϕ−M2
ϕ
g1
= 2
√
r + ϕ− 2√r − ϕ−M2
(r + ϕ)M = 0. (4.48)
From the final equation, we find that either r = −ϕ or M = 0. Setting r = −ϕ and substituting it
into the first two equations, we obtain:
r¯0 + ϕ
u
= 2
√
−2ϕ−M2
ϕ
g1
= −2
√
−2ϕ−M2. (4.49)
from which we get the relationship between r¯0 and M ,
r¯0 =g
2
1
[
(1− α)M
2
g1
+4(1 + α)
(
1 +
√
1 +
M2
2g1
)]
. (4.50)
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A straight forward calculation shows that M at the maximum r¯0, denoted as Mϕ, is generically
nonzero.
Mϕ =
2
√
2g1α
α− 1 . (4.51)
which means the first-order nematic instability of ϕ triggers a first-order magnetic order transition.
Figure 4.8 (Color online) Three dimensional phase diagram for ϕ,ψ and M , for two dif-
ferent values of β = g3/g1. At β = 0 (dashed pink), ψ of course does not turn
on, and we have a simultaneous first-order transition of ϕ and M . At nonzero
β, all three transitions are simultaneous and first-order (thick double-dashed
dark green), with increasing β increasing the transition temperature( r¯0). In-
set: all three order parameters ϕ/10(red), ψ(blue) and M(brown) as a function
of −∆r¯0 for α = 2 and β = 0.1.
Next we turn to the finite g3 problem, where we similarly find that the Ising-bond order tran-
sition for ψ is accompanied by a simultaneous magnetic transition at r = −ϕ+ ψ, which means
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that all three transitions are simultaneous. For conciseness, we will directly start with the saddle-
point equations including M , (4.38), and replace r = −ϕ+ ψ:
r¯0 − (ψ − ϕ)
u
=
√
2ψ + 2
√
ψ − 2ϕ−M2
ϕ
g1
=
√
2ψ − 2
√
ψ − 2ϕ−M2
ψ
2g3
=
√
2ψ +M2. (4.52)
We can solve the third equation for ψ(M),
ψ = 2g23
(
1 +
√
1 +
M2
g3
)2
. (4.53)
Substituting this expression into the second equation, we find ϕ(M). At last, we substitute both
ϕ(M) and ψ(M) into the first equation to get r¯0(M).
r¯0 = g
2
1
[
4(α+ 1)− (α− 2β − 1)M
2
g1
+ 2β(α+ 2β − 1)
(
1 +
√
1 +
M2
g3
)
+4(α+1)
√√√√1+M2
g1
+
1
2
β(β−1)
(
1+
√
1+
M2
g3
)2]
. (4.54)
r¯0(M) reaches its maximum value at a finite Mψ, which turns on at a higher r¯0 than Mϕ for all
β 6= 0, implying that ψ and ϕ transitions are always simultaneous, and coincident with the magnetic
transition. All in all, for three dimensions, we will have only one single first-order transition line in
the phase diagram for any given β. Therefore, there are no preemptive Ising transitions any more,
as in the SS case [25, 26, 27, 4, 67, 143, 181, 69, 146, 182, 147, 148]. Representative phase diagrams
in 3D are shown in Fig. 4.8. As β decreases, the simultaneous first-order transition approaches,
but is always above the simultaneous transition line for β = 0, indicating that the ψ bond order
enhances the transition temperature beyond that with only ϕ and M , just as ϕ enhances the
transition temperature beyond that of only M , where M orders at r = −ϕ(+ψ) > 0, while the bare
magnetic order emerges at r = 0. This means that the emergence of the Ising-bond orders increase
the ordering temperature of M . Therefore, even though all the transitions are simultaneous and
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first order, the Ising-bond order transitions are primary, and the magnetic transition is induced by
their feedback.
4.3.3 Intermediate dimensions(2 < d < 3)
4.3.3.1 Generic solution
For intermediate dimensions, we get a range of behavior that interpolates between the 2D and
3D results. As before, we begin with the simple case where ψ = 0, which we treat by setting g3 and
ψ to zero. Again, these results reproduce Fernandes et al. [4]. These equations govern the region
in the (α, r¯0) plane above the ψ transition. Eqs.(4.36) reduce to
r¯0 − r
2u
= (r + ϕ)
d−2
2 + (r − ϕ) d−22
ϕ
2g1
= (r + ϕ)
d−2
2 − (r − ϕ) d−22 . (4.55)
We again introduce z ≡ ϕ/r and eliminate r to obtain,
r¯0 = (2g1)
2
4−dQ(α, z), (4.56)
where
Q(α, z) =
[
(1 + z)
d−2
2 − (1− z) d−22
z
] d−2
4−d
×
[
(α+
1
z
)(1 + z)
d−2
2 + (α− 1
z
)(1− z) d−22
]
. (4.57)
As before, the transition occurs at the value of z that maximizes Q(α, z). There are three regions
in (r¯0, α) separated by two critical values of α.
αϕ1 =
1
3− d, αϕ2 =
6− d
6− 2d. (4.58)
In the region 1 < α < αϕ1, r¯0 reaches its maximum when |z| = 1. Here, r = −ϕ, and thus a
simultaneous magnetic transition is triggered by ϕ. In this case, we use eqs.(4.38) to solve for
105
both ϕ and Mϕ, where we use the subscript to indicate that this is the magnetization (and thus
magnetic transition) that emerges when ψ = 0.
r¯0 − r
u
= 2 (r + ϕ)
d−2
2 + 2 (r − ϕ) d−22 −M2ϕ
ϕ
g1
= 2 (r + ϕ)
d−2
2 − 2 (r − ϕ) d−22 −M2ϕ
(r + ϕ)Mϕ = 0. (4.59)
From the last equation, we find that r = −ϕ or Mϕ = 0. We then substitute r = −ϕ into the first
two equations and solve to find
r¯0 + 2uM
2
g1(1 + α1)
= 2
[
2(r¯0 + 2uM
2)
(1 + α1)
] d−2
2
+M2
r¯0 = 4u(−2ϕ)
d−2
2 + (α1 − 1)ϕ. (4.60)
Using the last equation, we can solve for the ϕcr at which r¯0 is maximized.
ϕcr = −2
d
4−d
(α− 1
d− 2
)− 2
4−d
, (4.61)
which is always finite, indicating that the simultaneous transition of ϕ and Mϕ is always first order.
For αϕ1 < α < αϕ2, the first instability occurs for 0 < |z| < 1. A second-order magnetic
transition then follows below the first-order ϕ transition. In the region α > αϕ2, both transitions
are second order. A representative phase diagram, for d = 2.5 is shown in Fig. 4.9.
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Figure 4.9 (Color online) The phase diagram for g3 = 0, d = 2.5 in the (α, r¯0) plane,
showing ϕ(top, red) and Mϕ(bottom, gray). First-(second-) order transitions
are indicated by dashed(solid) lines. For 1 < α < αϕ1, the Ising bond-order, ϕ
and magnetic order, Mϕ turn on simultaneously (thick dashed gray line). For
αϕ1 < α < αϕ2, the transitions split. The transition of ϕ remains first order
while Mϕ is now second order. Finally, for α > αϕ2, both transitions are second
order. For d = 2.5, αϕ1 = 2 and αϕ2 = 3.5.
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Now we turn to the full problem, where we allow ψ to be nonzero. It can turn on simultaneously
with or below the ϕ and magnetic transitions. In order to solve the saddle point equations here,
we introduce z ≡ ϕ/r, as before and z1 ≡ ψ/r. The saddle-point equations (4.36) become
r
2−d
2
r¯0−r
u
= (1+z−z1)
d−2
2 +(1+z+z1)
d−2
2 +2 (1−z) d−22
r
4−d
2
z
g1
= (1+z−z1)
d−2
2 +(1+z+z1)
d−2
2 −2 (1−z) d−22
r
4−d
2
z1
2g3
= − (1 + z − z1)
d−2
2 +(1 + z + z1)
d−2
2 . (4.62)
We can again eliminate r to find two equations: r¯0 as a function of z and z1,
r¯0 =g
2
4−d
1 Q1(z, z1), (4.63)
and a constraint relating z and z1 via β = g3/g1.
β = Q2(z, z1). (4.64)
Here, the two Q functions are given by,
Q1(z, z1)=
[
(1+z−z1) d−22 +(1+z+z1) d−22 −2(1−z) d−22
z
] d−2
4−d
×
[
(α+
1
z
)(1 + z − z1)
d−2
2 + (α+
1
z
)(1 + z + z1)
d−2
2
+ 2(α− 1
z
)(1− z) d−22
]
,
Q2(z, z1) =
z1
2z
(1+z−z1) d−22 +(1+z+z1) d−22 −2(1−z) d−22
−(1 + z − z1) d−22 + (1 + z + z1) d−22
. (4.65)
The leading instability is determined by solving for z1(z) at a given β, and looking for the z1 that
maximizes the resulting Q1(z1). If this z1 is zero, the transition is second order, while if it is finite,
with |z|+z1 < 1, the transition is first order. Finally, if the maximum occurs where |z|+z1 = 1, i.e.
r = |ϕ|+ψ, the magnetic transition occurs simultaneously. Fig. 4.10 displays |z(z1)| and |z(z1)|+z1
as determined from the constraint equation, (4.64), which are used to determine the value of z at
the transition, and whether magnetic order is triggered. |z| + z1 gradually increases and reaches
one as z1 increases from 0 to its maximum value. For small β, |z| decreases monotonically as z1
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increases, but for large β, |z| undergoes an upturn before decreasing with increasing z1. In Fig.
4.11, we present the leading instability in both the (z1, z) and (z1, Q1) planes. By investigating the
slope of Q1(z1) at the maximum z1 and z1 = 0, we find these three different regions of behavior.
For 1 < α < αψ1(figs.(a) and (d)), ψ and M develop simultaneously at a first-order transition.
For αψ1 < α < αψ2(figs.(b) and (e)), ψ remains first order, but M develops at a second-order
transition. For α > αψ2(figs.(c) and (f)), the two transitions are both second order. Note that to
obtain the full phase diagram, we must compare the ψ = 0 results with these.
Figure 4.10 (Color online) |z|(dark red) and |z| + z1(dark green) as functions of z1 for
d = 2.5 and β = 0.1. Note that when |z|+ z1 = 1, magnetic order onsets.
In the first region, where the ψ transition is first order and simultaneous with magnetism, the
magnetic transition will also be first order. In order to see this, we once again go back to the
effective action with the magnetic order parameters and solve eqs.(4.39) by substituting r = ψ−ϕ,
r¯0 − (ψ − ϕ)
u
= (2ψ)
d−2
2 + 2 (ψ − 2ϕ) d−22 −M2 (4.66)
ϕ
g1
= (2ψ)
d−2
2 − 2 (ψ − 2ϕ) d−22 −M2 (4.67)
ψ
2g3
= (2ψ)
d−2
2 +M2. (4.68)
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Figure 4.11 (Color online) Examples of how the three regions may be resolved by consider-
ing several representative values of α = 4.5, 8 and 30 for d = 2.5 and β = 0.1.
Left column[(a)-(c)]: leading instabilities as shown in the (z1, z) plane. We
show the solution of z and z1 at the maximum of Q1(z, z1) for representative
values of α in the three regions: 1 < α < αψ1(top), αψ1 < α < αψ2(middle)
and α > αψ2(bottom). The blue line represents Q2(z, z1) = β, and the purple
line represents the maxima of Q1(z, z1). Their intersection is indicated with
red dots. The dashed black line indicates the asymptotic line |z|+ z1 = 1, at
which magnetic order develops. As the intersection point is difficult to resolve
by eye, the inset shows the difference between the purple and blue lines ∆z as
a function of z1. Right column[(d)-(f)]: leading instabilities as shown in the
(z1, Q1) plane. We plot Q1,res as a function of z1 to show the value of z1 that
maximize Q1,res. For this d and β, αψ1 = 4.8, αψ2 = 12.1.
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From (4.68), we solve for M as a function of ψ.
M =
[
ψ
2g3
− (2ψ) d−22
] 1
2
, (4.69)
which implies that ψ2g3 − (2ψ)
d−2
2 ≥ 0, or that ψ ≥ 12(4g3)
2
4−d , which is consistent with a first-order
transition for ψ. From the first two equations, we get
r¯0 =4u (ψ − 2ϕ)
d−2
2 + ψ + (α− 1)ϕ
β =
ψ/2
2g1[(2ψ)
d−2
2 − (ψ − 2ϕ) d−22 ]− ϕ
, (4.70)
which we solve for ψ(ϕ) and r¯0(ψ). In the first region, where α < αψ1, Mψ turns on simultaneously
with ψ, meaning a first-order ψ transition triggers a first-order magnetic transition. In the second
region, α > αψ1, Mψ becomes second order and appears below ψ. We find that for any β, Mψ
always has a higher transition temperature (r¯0) than Mϕ, meaning that the second Ising bond-
ordering further boosts the magnetic transition temperature, and also that we need only consider
the magnetic transition obtained with ψ 6= 0.
To illustrate the general form of our results, we present an example phase diagram for d = 2.5
and β = 0.1 in Fig. 4.12. There are four regions in total. In region i, we have a simultaneous
first-order transition of ϕ, ψ and M ; region vii is a second-order transition of ϕ, followed by
simultaneous first-order transitions of ψ and M ; region v is a second-order transition of ϕ followed
by a first-order transition of ψ and later followed by a second-order transition of M , where though
the transitions of ψ and M are close, they are distinct; region vi contains three distinct second-order
phase transitions. These phase diagrams are in general defined by a number of critical points. For
clarity, we now define: αs, where Tϕ = Tψ, and below which the two transitions are simultaneous
and first order; αϕ, where Tϕ becomes second order; αψ, where Tψ becomes second order; and αM ,
where TM becomes second order, which always occurs when TM = Tψ. In terms of the previous
definitions, αϕ = Max[αϕ2, αs], αψ = αψ2, and αM = αψ1, while αs is new and requires comparing
the g3 = 0 and g3 6= 0 results. Not all critical points will occur in all phase diagrams, or rather
they will not always be distinct, as one can see in Fig. 4.12, where αϕ coincides with αs and is thus
not shown.
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Figure 4.12 (Color online) The phase diagram in the (r¯0, α) plane for d = 2.5 and β = 0.1,
which shows first- (dashed) and second- (solid) order transitions of ϕ (red), ψ
(blue) and M (brown). The four regions of behavior are, i: Tϕ1 = Tψ1 = TM1;
vii: Tϕ1 > Tψ1 = M1; v: Tϕ2 > Tψ1 > TM2; vi: Tϕ2 > Tψ2 > TM2, where
the notation is defined in Sec. 4.3.1. The thick dashed green line represents
simultaneous first-order transitions of ϕ, ψ and M while the thick dashed
purple line indicates simultaneous first-order transitions of ψ and M . In this
figure, αs = 3.83, αM = 4.64 and αψ = 12.11.
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As the dimensionality and β vary, the critical values of α evolve, leading to a number of different
regions of behavior. In general, as the dimensionality increases, the phase space for magnetic
order increases from zero in two dimensions to being everywhere (below any transition) in three
dimensions. The phase space for second-order transitions gradually vanishes as we approach three
dimensions. In the next section, we demonstrate this evolution, and the rich range of possible phase
diagrams, by showing the results for several representative dimensionalities in detail.
4.3.3.2 Evolution of the phase diagram for 2 < d < 3
As the dimension increases above d = 2, magnetism is now allowed, but it is still relatively weak,
and the magnetic transition temperature only reaches the bond-order transition temperatures for
small α, at which point the two bond-order transitions are already simultaneous and first order. We
show two example phase diagrams in Fig. 4.13, in the (α, r¯0) plane for two representative values
of β.
In Fig. 4.14, we plot the four critical values of α versus β. For d = 2.1, there are six possible
classes of behavior, in contrast to the five classes for d = 2. These are described in the caption and
are separated by the critical αs/M/ϕ/ψ(β)’s discussed above. Two of these critical lines asymptote
to finite values of β as α → ∞: the tricritical point where ψ becomes first order, αψ asymptotes
to βψ = 0.245; and the critical point where Tϕ = Tψ, αs asymptotes to βs = 0.46. However, the
intersection of magnetic and bond-order transitions, αM does not asymptote to a finite value of β,
at least not within the realm of validity of our approach, β < 1.
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Figure 4.13 (Color online) Two example phase diagrams showing how ϕ (red), ψ (blue) and
M (brown) develop as α varies, for d = 2.1. r¯0 plays the role of temperature
and the ratios of the biquadratic couplings are: (a) β = 0.1; (b)β = 0.05.
Dashed (solid) lines indicate first- (second-) order transitions. The thick
dashed green line indicates simultaneous first-order transitions of ϕ, ψ and
M , while the thick dashed red line indicates simultaneous first-order transi-
tions of ϕ and ψ only. The regions of different classes of behavior are indicated
in Fig. 4.14. The corresponding critical values of α’s in the above figures are:
(a)αM = 1.54, αs = 2.3 and αψ = 3.75 ; (b)αM = 1.4, αs = 1.93, αϕ = 2.17
and αψ = 2.39 .
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Figure 4.14 The phase diagram in the (α, β) plane for d = 2.1. The phase space is divided
into six different classes of behavior by αϕ (vertical, solid), αψ (dotted), αM
(dot-dashed) and αs (dashed): i: Tϕ1 = Tψ1 = TM1; ii: Tϕ1 = Tψ1 > TM2;
iii: Tϕ1 > Tψ1 > TM2; iv: Tϕ1 > Tψ2 > TM2; v: Tϕ2 > Tψ1 > TM2; vi:
Tϕ2 > Tψ2 > TM2. The notation in defined in Sec. 4.3.1. As β → 0, αψ/M/s
approaches α0 = 1.11 for d = 2.1. For d = 2.1, αϕ = 2.17 and intersects with
αψ and αs at βϕψ = 0.04 and βϕs = 0.08 respectively.
As the dimensionality increases, the phase diagram in the (α, β) plane maintains the same
topology up to d = 2.4, but with all lines pushed down and out to the right. However, the αM
line decreases more rapidly and touches αs for d = 2.4, as shown in Fig. 4.16 (a). Moreover, αM
begins to asymptote to a finite βM < 1 for larger d’s. As the dimensionality continues to decrease,
αM moves through αs, intersecting it at two points, and creating two new regions vii and viii,
and a “reentrant” pocket of region ii, as is shown in Fig. 4.16 (b), for d = 2.45. Region vii(viii)
consists of a first- (second-) order transition of ϕ followed by simultaneous first-order transitions of
ψ and M . Finally, at d = 2.55, the lower intersection point disappears, and αM and αs asymptote
to the same βs = βM , causing region ii to vanish completely from the phase diagram. As the
dimensionality continues to increase, αM is completely below αs, and while all lines continue to
move out to larger α and shrink towards β = 0, the topology of the phase diagram remains the same
out to three dimensions. The phase space of region i, where all three transitions are simultaneous
and first-order continuously grows until it takes over the whole phase diagram in three dimensions.
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We show the behavior for d = 2.9 in Figures 4.15 and 4.17, showing a representative phase
diagram in the (α, r¯0) plane for β = 0.05 and the phase diagram in the (α, β) plane, respectively.
Figure 4.15 (Color online) The phase diagram in the (α, β) plane at d = 2.9 and β = 0.05,
which shows first- (dashed lines) and second- (solid lines) transitions of ϕ(red
line), ψ and the magnetic order. There are totally two regions of different
classes of behavior separated by αs = 16.1. i: Tϕ1 = Tψ1 = TM1; viii:
Tϕ2 > Tψ1 = TM1. The notation is defined in Sec. 4.3.1. The thick dark green
dashed line represents simultaneous first-order transitions of ϕ, ψ and the
magnetic order while the thick dark purple dashed line indicates simultaneous
first-order transitions of ψ and the magnetic order M .
4.4 Conclusions
In this chapter, we explored how a double-stripe magnetic order that breaks two discrete lattice
symmetries can be melted by fluctuations in up to three different stages, realizing two distinct spin-
driven bond-order phases. The first, nematic phase is captured by a next-nearest neighbor Ising
bond order, ϕ that breaks the C4 rotational symmetry to C2, while the second phase is captured
by a dimerized nearest neighbor Ising bond order, ψ, which breaks both translation and diagonal
mirror symmetries. As ψ also breaks the C4 rotational symmetry, it can only develop below or
simultaneously with ϕ. We developed an effective field theory to study the interplay of these
different transitions, as a function of changing dimensionality and relative biquadratic coupling
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Figure 4.16 Evolution of the transition values separating regions of different phase tran-
sition behavior αϕ(solid), αψ(dotted), αM (dot-dashed) and αs(dashed) in the
phase diagram in the (α, β) plane as the dimensionality increases for 2 < d < 3.
Figure (a) displays the critical situation where the dashed line touches the
dot-dashed line at d = 2.4, as seen more clearly in the inset. In general for
2 < d < 2.4, there are totally six regions in the phase diagram labeled as i
to vii. i: Tϕ1 = Tψ1 = TM1; ii: Tϕ1 = Tψ1 > TM2; iii: Tϕ1 > Tψ1 > TM2;
iv: Tϕ1 > Tψ2 > TM2; v: Tϕ2 > Tψ1 > TM2; vi: Tϕ2 > Tψ2 > TM2. Figure
(b) shows at d = 2.45, two more regions emerge, thus giving rise to totally
eight regions of different classes of behavior. vii: Tϕ1 > Tψ1 = TM1; viii:
Tϕ2 > Tψ1 = TM1. The inset shows the dense regions at small α and β. The
αM transition line crosses the αs transition line twice at (α, β) = (2.79, 0.045)
and (6.56, 0.215). Figure (c) shows the seven phase regions at d = 2.55 where
the dashed line merges with the dot-dashed line at large α. Figure (d) is for
d = 2.6, which has totally seven phase regions. The notation is defined in Sec.
4.3.1. The corresponding asymptotic values of β as αψ/M/s approaches infinity
are: (a) βϕ = 0.175, βM = 0.92 and βs = 0.38; (b) βϕ = 0.16, βM = 0.85 and
βs = 0.36; (c) βϕ = 0.135 and βM = βs = 0.33; (d) βϕ = 0.11, βM = 0.23 and
βs = 0.3.
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Figure 4.17 The phase diagram in the (α, β) plane for d = 2.9. The different regions
are defined in Fig. 4.16. The inset shows the dense regions at small β.
The corresponding asymptotic values of β as αψ/M/s approaches infinity are:
βϕ = 0.012, βM = 0.018 and βs = 0.14.
strengths. To characterize different phases, we introduced two dimensionless control parameters,
α and β, which are the ratio of overall strength of magnetic fluctuations to the NNN biquadratic
coupling, and the ratio of the NN to the NNN biquadratic couplings, respectively. Therefore, larger
α means harder, more localized spins or relatively weaker NNN biquadratic coupling, while larger
β means stronger NN biquadratic coupling relative to NNN biquadratic coupling. In 2D, where
there is no magnetism, the two nematic transitions are simultaneous and first order at small α.
As α increases, they split and become second order, and the splitting increases as β increases. As
interlayer coupling is added(here, by going to intermediate dimension), magnetism develops at a
third phase transition. While in three dimensions, all three transitions are simultaneous and first
order, in intermediate dimensions the phase diagram can become quite complex, with up to eight
different regions of behavior classified by which transitions become simultaneous in addition to
the first-/second- order nature of each transition. We find that, as the dimensionality increases
from two dimensions to three dimensions, all the critical transitions lines β as a function of α
are not only pushed down (meaning more first-order transition phase space), but also intersect or
switch positions, leading to a wide variety of possible phase diagrams. Real, quasi-two-dimensional
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materials may take any number of paths through this phase space as they are tuned by pressure or
doping.
Double-stripe magnetism is realized in the “11” iron-based superconductors Fe1+yTe1−xSex,
which has a simultaneous first-order nematic and magnetic transition. It has also been predicted
by density functional theory as the ground state for BaTi2Sb2O, which may show a weakly first-
order nematic (ϕ and ψ) transition and no observed magnetic transition [46].
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CHAPTER 5. KONDO EFFECT
Another type of exotic phase in strongly correlated materials results from Kondo physics: the
scattering off magnetic impurities in a conduction sea. In this chapter, we first introduce the
impurity Kondo model and discuss the properties of Kondo screening of dilute impurities. Then
we introduce the lattice Kondo effect, where a lattice of magnetic impurities is immersed in a
conduction sea, leading to coherent screening. The competition between the RKKY interaction
and the Kondo effect yields the particularly rich Doniach phase diagram [183], which manifests
antiferromagnetic and heavy Fermi liquid regimes with a quantum critical point in-between. By
the end, we discuss the more interesting two-channel Kondo effect and its potential experimental
realizations. One of which is URu2Si2 , where the hidden order is proposed to be a hastatic order
with a spinorial hybridization due to the two-channel Kondo effect [1]. Another candidate is the
Pr-based “1-2-20” compounds, the experimental signatures of which are discussed in this chapter.
In Chapter 6, we further investigate the realization of this hastatic order in a two-channel Kondo-
Heisenberg model.
5.1 Introduction
In 1930s, the resistance minimum observed in gold (see Fig. 5.1) by de Haas et al. [184] had
drawn physicists’ attention to the influence of the metallic impurities on metals. In the 1960s, stud-
ies showed that different magnetic impurities in metals give rise to a similar logarithmic temperature
dependence of the electrical resistivity with minima at different temperatures. This phenomena
was first described by Jun Kondo in 1964 within third-order perturbation theory, using the Kondo
model.
In the Kondo model, the total Hamiltonian for a single impurity is,
H = H0 +HK . (5.1)
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Figure 5.1 The resistance of gold shows a minimum around 4 K [184].
with H0 being the bare conduction electron term, and HK a simple Heisenberg term that captures
the interaction between the impurity spin (a localized magnetic moment) ~S with the conduction
sea.
H0 =
∑
k
εkc
†
kck; HK = J~σ(0) · ~S, (5.2)
where ~σ(0) = c†0ασαβc0β represents the conduction electron spin density at the local moment site.
HK represents a simple point interaction between the conduction electron spin density and the
local moment. J is the antiferromagnetic Kondo coupling generated by virtual valence fluctuations
[185], where the local moment spin hops off the site into the conduction sea and one conduction
electron spin hops back onto the site. In the case of a Kramers doublet ground state (|1〉) with a
single on-site electron, the virtual valence fluctuations involve the following process,
c↑ + |1, ↓〉 ↔ c↑ + c↓ ↔ c↓ + |1, ↑〉. (5.3)
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From second-order perturbation theory, we can see that these virtual charge fluctuations lower the
energy of the system by J ∝ V 2/∆E, where V is the hybridization strength between the conduction
electron and local moments, and ∆E is the energy difference between the |1〉 ground state and |0〉
singlet excited state (see Fig. 5.2).
Figure 5.2 Valence fluctuations from a |1〉 Kramers ground state to a |0〉 singlet excited
state.
Based on an expansion in powers of J , Kondo showed that the electric resistivity took the form,
ρ(T ) = ρ0(T ) + aN(0)J
2 + bN(0)2J3 ln
(
D
T
)
. (5.4)
where ρ0(T ) is the bare resistivity; a and b are constants proportional to the concentration of
impurities; N(0) is the conduction electron density of states at the Fermi level; and D is the
bandwidth of the conduction electrons. For a clean metal, ρ0(T ) decreases as the temperature
decreases. Therefore J must be positive to give a resistivity minimum as the logarithm term grows
as the temperature decreases [186], revealing the antiferromagnetic nature of the Kondo coupling.
The temperature where the resistivity minimum occurs is the Kondo temperature.
TK ∼ Dexp
(
− 1
N(0)J
)
(5.5)
Experimentally, the Kondo temperature can be estimated from specific heat measurements, where
the entropy realized is
´ TK
0 Cv/TdT ∝ γTK = R ln 2, with γ being the Sommerfeld coefficient.
As can be also seen from the resistivity in eq. 5.4, the effective Kondo interaction increases
logarithmically with decreasing temperature [187],
J(T ) = J + 2J2N(0) ln
(
D
T
)
. (5.6)
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Once the temperature approaches the characteristic Kondo scale TK , the correction becomes as large
as the original interaction strength. Therefore at low temperatures, the Kondo interaction can no
longer be treated perturbatively and non-perturbative methods must be employed to understand
the low energy physics.
5.2 Kondo screening
At high temperatures, the magnetic moment is decoupled from the conduction electrons, or
asymptotically free, like quarks. But as the temperature decreases below TK , the electrons begin to
resonantly scatter off the magnetic moment, and the scattering strength is so strong that it develops
a cloud of conduction electrons around the local moment and forms a Kondo singlet. When the
magnetic moment is mostly screened, the conduction electrons only see a singlet state that acts as
a potential scattering center with a very large cross section. The impurity Kondo physics can be
summarized as follows:
Figure 5.3 (a) Sketch of the density of states of an isolated local moment in the conduction
electron continuum at high temperatures. (b) Below the Kondo temperature,
the Kondo effect gives a Kondo resonance at the Fermi level, seen in the density
of states. Adapted from Ref. [10].
• When a localized moment is isolated, like the unpaired electron in an atom its atomic state
forms a stable energy level below the conduction electron continuum. Once it is immersed in
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Figure 5.4 (a) Schematic temperature-field phase diagram of the impurity Kondo effect
[188]. At fields and temperatures larger than the Kondo scale TK , the local
moment is unscreened, thus displaying a Curie susceptibility χ ∼ 1/T at high
temperatures. At low fields and low temperatures, the local moment is screened
by conduction electrons and forms an elastic scattering center, leading to a
Landau Fermi liquid with a Pauli susceptibility χ ∼ 1/TK . (b) Schematic
susceptibility of the Kondo effect, which shows the crossover from a Curie-Weiss
type to a Pauli susceptibility [188]. (c) Electrical resistance as a function of
temperature for different types of magnetic impurities [189], which can be scaled
into a single curve due to the formation of the Kondo resonance. (d) Resistivity
of CexLa1−xCu6 [190]. La is a non-magnetic substitution for Ce, so x represents
the concentration of magnetic impurities. When x is small, dilute Ce atoms
in LaCu6 exhibit a resistivity minimum due to the Kondo effect. When x is
large, the elastic scattering of the Ce atoms becomes coherent, which leads to
the development of a metallic heavy Fermi liquid.
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the conduction sea, the Kondo effect converts this to a resonance at the Fermi level (see Fig.
5.3).
• The Kondo effect develops as a crossover, not a phase transition since no symmetry is broken,
shown in the temperature-field diagram in Fig. 5.4 (a), and the susceptibility in Fig. 5.4 (b).
• At high-temperature or high magnetic field, the local moment is free and the system shows a
Curie-Weiss susceptibility χ ∼ 1T at high temperatures, while at low-temperatures/low-fields,
the electron fluid surrounding the Kondo singlet forms a metallic Fermi liquid and gives a
constant (Pauli) susceptibility χ ∼ 1TK [see Fig. 5.4 (b)].
• The only energy scale in the physics is the Kondo temperature TK . Even though the resistivity
minima develop at different temperature for different impurities, the electrical resistance
coming from scattering off a magnetic impurity has a universal temperature dependence.
Experimentally, it has been confirmed that the resistivity in the impurity Kondo effect can
be scaled onto a single curve [see Fig. 5.4 (c)].
• When the concentration gets large, the scattering off different impurities becomes coherent
and begins to decrease as a heavy Fermi liquid is formed [see Fig. 5.4 (d)]. Therefore the
resistivity develops a maximum, and vanishes in the concentrated limit with a characteristic
T 2 dependence as in a normal Fermi liquid. The corresponding physics now must be described
by treating the impurities as a Kondo lattice.
5.3 Kondo lattice
As discussed earlier, heavy fermion systems with a dense lattice of local moments interact-
ing with the conduction sea can be modeled as a Kondo lattice [191, 192]. The Kondo lattice
Hamiltonian [193] is,
H =
∑
k
εkc
†
kσckσ + J
∑
j
~Sj · c†jα~σαβcjβ, (5.7)
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where c†jα represents a conduction electron at site j and summation over repeated spin indices is
understood. J is the antiferromagnetic interaction of a dense array of local moments with the
conduction sea. This lattice Kondo effect builds a fermionic resonance into the conduction sea in
each unit cell. The elastic scattering off this lattice of resonances leads to formation of a heavy
electron band of width TK , and a hybridization gap developing below the Kondo temperature (see
Fig. 5.5). Since the scattering at each site acts coherently, the resistivity of these heavy fermion
systems develops a maximum and drops towards to zero at low temperatures, as can be seen in
CexLa1−xCu6 with x = 1 in Fig. 5.4 (d), and other heavy fermion materials [194].
Figure 5.5 (a) Above the Kondo temperature, the conduction electrons (green band) are
decoupled from the local moments. The local moment band (blue band) is
flat since there is no hopping between local moments. (b) Below the Kondo
temperature, the two bands hybridize and give rise to a hybridization gap (∆H).
The effective mass of the hybridized bands, given by the inverse of the slope
at the Fermi level is much larger than the bare conduction electron mass. The
dashed horizontal line in these two figures indicates the Fermi level EF .
When the concept of Kondo lattice was first introduced, Mott and Doniach [191, 192] noted
that there are two competing effects in the Kondo lattice: the Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction and the Kondo interaction. The RKKY interaction refers to the coupling of
spins by means of the conduction electrons. With just one local moment impurity, the local moment
spin-polarizes the conduction sea surrounding it and induces Friedel oscillations as the conduction
sea recovers. When a second local moment is introduced, it couples to the conduction electron
magnetization and induces a long-range magnetic RKKY interaction between the conduction elec-
126
tron spins (see Fig. 5.6). In materials with dilute metallic impurities, the RKKY interaction gives
rise to a spin glass which is essentially a frustrated magnetic state. In materials with dense metallic
impurities, it typically gives rise to an antiferromagnet with the Ne´el temperature TRKKY ∼ J2ρ,
where ρ is the conduction electron density of states per spin.
Figure 5.6 A local moments polarizes the conduction electrons around it, giving rise to
Friedel oscillations. Then a nearby local moment couples to the conduction
electron spins, inducing a RKKY interaction between the spins. In this figure,
the red arrow with a red dot stands for a local moment, and a black arrow for
a conduction electron spin.
The RKKY interaction competes with the Kondo effect and introduces another energy scale. So
there are two energy scales in the Kondo lattice - the Kondo temperature TK ∼ Dexp(−1/(2Jρ))
and the RKKY temperature TRKKY ∼ J2ρ. When Jρ is small, TRKKY  TK since TK decrease
much faster than TRKKY as Jρ decreases. This leads to an antiferromagnetic ground state. When
Jρ is large, TRKKY  TK , the Kondo effect dominates and gives rise to a heavy Fermi liquid. The
(Jρ, T ) phase diagram of the Kondo lattice is known as Doniach phase diagram, as illustrated in
Fig. 5.7. By tuning Jρ, materials can be tuned between any kind of magnet to a heavy Fermi
liquid. However, the transition between the two regimes is still unclear. It may be a continuous
quantum phase transition [192, 195], where the characteristic scale of both phases vanishes at the
transition. Such quantum critical points [196, 197] often are concealed by superconductivity, as in
CeRhIn5 under pressure [198, 199, 200].
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Figure 5.7 Doniach phase diagram for the Kondo lattice, where the antiferromagnetic
(AFM) regime at small Jρ is separated from the Fermi liquid regime at large
Jρ by a quantum critical point at Jρc. The two temperature scales in the
Kondo lattice are indicated with two dashed lines: red dashed line for the
Kondo temperature, and black thick dashed line for RKKY temperature. This
figure is adapted from Ref. [10].
The Fermi surface in these two phases are also different. As one more electron is added to the
system, the Fermi surface is enlarged, as can be seen from the Friedel sum rule, which states that
the number of particles bound in a potential well, ∆n is related to the sum of the the scattering
phase shifts at the Fermi surface, ∑
λ
δλ(εF )
pi
= ∆n. (5.8)
For a single magnetic impurity, the number of bound particles is nf = 1.∑
σ
δσ(εF )
pi
= 1, (5.9)
which indicates a scattering phase shift δσ(εF ) = pi/2 at Fermi level. In the lattice Kondo effect,
the corresponding sum rule is the Luttinger sum rule, which states that the Fermi surface volume
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counts the number of electrons. When TK/TRKKY is large, the number of electrons is the sum of
the number of localized moments and the number of conduction electrons. When TK/TRKKY is
small, it is just the number of the spins (see Fig. 5.8), with a quantum phase transition in-between.
2
VFS
(2pi)3
= nc + nspins. (5.10)
Figure 5.8 (a) At high temperatures, the system has a small, light Fermi surface, the area
of which is proportional to the number of conduction electrons. (b) At low
temperatures, the Fermi surface is enlarged to include both the conduction
electrons and the spins.
5.4 Two channel Kondo effect
Up to this point, we have only discussed spin-1/2 magnetic moments, which are fully screened
by a single channel of conduction electrons. In real materials, the magnetic moments can exhibit
different variants of this picture, as first noticed by Philippe Nozie`res and Andre´ Blandin [201],
depending on the spin degeneracy of the local moment 2S and the number of conduction electron
channels k (see Fig. 5.9). The net spin of the screened local moment is S∗ = S − k/2.
• If 2S = k, this gives rise to perfect screening, where the local moment forms a Kondo singlet
with k = 2S conduction electrons as in the singlet channel Kondo effect. Since the local
moment is fully screened, the net spin is S∗ = 0.
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• If 2S > k, there are not sufficient conduction electrons to screen a local moment, i.e. the
local moment is underscreened. In this case the local moment spin is reduced to S∗ = 2S−k.
• If 2S < k, there are too many conduction electrons screening the local moment, all of which
align anti-parallel with it. The local moment is therefore overscreened. In this case the net
spin of the local moment comes from the conduction electrons S∗ = k − 2S.
Figure 5.9 The three scenario in multi-channel Kondo effect, (a) perfect screening, where
the net spin is S∗ = 0; (b) underscreening, where there are not sufficient
conduction electrons to screen the local moment; and (c) overscreening, where
there are too many conduction electrons screening the local moment.
The underscreening and overscreening cases are more interesting, as local moment has internal
degrees of freedom and will have residual interactions with the conduction sea. For underscreening
(2S > k) if the local moment has spin up, then the k screening conduction electrons must be spin
down. The only allowed virtual fluctuation is a spin up conduction electron in the conduction sea
hopping onto the site, due to exclusion principle. The underscreened local moment only interacts
with conduction electrons with parallel spins, indicating a ferromagnetic interaction. This ferro-
magnetic interaction scales logarithmically to zero and is irrelevant from a renormalization group
perspective [202]. With a similar argument, the screened (2S < k) local moment interacts with
anti-parallel conduction electron spins, resulting in a relevant antiferromagnetic interaction.
The simplest example is the spin-1/2 two channel Kondo effect, where a spin-1/2 impurity is
screened by two types of conduction electrons. If the Kondo couplings of the two channels are
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not the same, the channel with stronger coupling scales to strong coupling, while the conduction
electrons from the weaker channel decouple. At low temperature, it becomes the one channel
Kondo effect. When the Kondo couplings of the two channels are degenerate, the local moment
is overscreened and the impurity develops a non Fermi-liquid ground state with S = 12 ln 2 zero-
point entropy. The oversceened Kondo effect is realized in integer-spin U4+ and Pr3+ compounds
[203, 186, 204, 205] that have cubic non-Kramers doublet ground states and exhibit a quadrupolar
Kondo effect [203] where the quadrupolar moment of a local moment is screened by the conduction
electron quadrupolar moments, and in specially designed quantum dots [206].
Microscopically, the single-channel Kondo model involves valence fluctuations from a Kramers
doublet to an excited singlet [see Fig. 5.10 (a)]. It can be described by a scalar hybridization V .
Therefore, the single-channel Kondo model applies only to materials with Kramers doublet ground
states like Ce and Yb compounds, which have an odd number of conduction electrons per ion.
Materials with non-Kramers doublet ground states (n even) like U, Pr and Tb compounds [186]
always manifest the two-channel Kondo effect. The two-channel Kondo involves valence fluctuations
from a non-Kramers doublet to a Kramers doublet which is protected by time reversal symmetry [see
Fig. 5.10 (b)]. Since now the excited state is a doublet, there are two types of conduction electrons
that give two screening channels. The hybridization of each channel can be packaged together
into a spinor. This spinorial hybridization leads to a real symmetry breaking phase transition
into a hastatic order, which is a symmetry breaking Fermi liquid that breaks SU(2) spin rotation
symmetry, and single and double time reversal symmetry by mixing states with different Kramers
parity. The term “hasta” means spear in Latin and is adapted here to indicate the spinorial nature
of the hybridization in contrast to a scalar one. Recently, this hastatic order was proposed to be
the hidden order in URu2Si2 [1], and we show in Chap. 6 that it might be also realized in the Pr
“1-2-20” materials.
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Figure 5.10 Comparison between (a) the single-channel Kondo effect, which involves a
scalar hybridization between a Kramers ion and conduction electrons, and (b)
the two-channel Kondo effect, which involves a spinorial hybridization between
a non-Kramers ion and conduction electrons.
5.4.1 Experimental realizations
5.4.1.1 URu2Si2
One possible realization of two-channel Kondo physics is URu2Si2. URu2Si2 is a heavy fermion
material with a body-centered-tetragonal crystal structure. The emerging order at TO =17.5 K has
received great attention since its discovery and was recently proposed to be hastatic order, which
originates from a two-channel Kondo effect with a spinorial hybridization [1].
URu2Si2 displays both a phase transition around TO =17.5 K and a superconducting transition
at Tc = 1.5 K as indicated by susceptibility, magnetization and specific-heat measurements [207].
The emerging order below the phase transition at 17.5K was termed “hidden order”(HO) since its
nature remains unknown. The specific-heat measurement [see Fig. 5.11 (a)] features a large sharp
specific-heat anomaly at TO [208] signaling the development of itinerant long-range order. The
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susceptibility [see Fig. 5.11 (b)] shows an Ising-like magnetic response since there is only magnetic
signal along c axis [208]. On the other hand, there is a Curie-Weiss dependence above 100 K, which
indicates a local moment behavior. The maximum at ∼ 60 K indicates the coherence temperature
where a heavy Fermi liquid forms. The entropy associated with the HO state
´ TO
0 C/TdT is
∼ 0.2R ln 2, indicating the local moments have only been partially screened upon TO. From a
density-wave picture, this large entropy indicates the development of a large order parameter despite
lack of signatures of its type.
The pressure-temperature phase diagram of URu2Si2 [209, 210] is shown in Fig. 5.11 (c). At low
pressure, there is a second-order phase transition from the paramagnetic state into the HO state.
As pressure increases, both the HO and superconductivity are suppressed, and at 0.8 GPa, there
is a first-order transition from HO into an Ising antiferromagnet with a staggered ordered moment
of order 0.4µB aligned along the c-axis [207]. The antiferromagnetic state features a ferromagnetic
orientation in the a-a plane and antiferromagnetic orientation along the c axis [see Fig. 5.11 (d)].
In an external magnetic field along the c-axis, the HO phase is very robust and persists up to ∼ 35
T [211].
Extensive experiments have been conducted trying to resolve the nature of the HO phase and its
relation with the AFM state. de Haas-van Alphen (dHvA) experiments find that the quasiparticles
in the HO phase form small, highly coherent heavy electron pockets which survive into the AFM
phase, implying that the HO and AFM states have the same ordering vector [213]. So far, there is
no laboratory probe that couples directly to the HO order parameter even though there have been
a variety of theoretical proposals for this HO state [214, 215, 216, 217, 218, 219, 220, 221, 212, 222,
223, 224, 1, 225, 226, 227].
Motivated by the recent scanning tunneling microscope (STM) measurements [228, 229], which
revealed a hybridization gap of the same size of the gap in the specific heat measurements, and
quasiparticle anisotropy shown by g-factor measured by quantum oscillations [230, 231], P. Chandra,
P. Coleman and R. Flint [1] proposed that the HO state in URu2Si2 is channel symmetry breaking
hastatic order originating from the two-channel Kondo effect [186]. It is proposed that the U
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Figure 5.11 (a) The specific-heat as a function of temperature in URu2Si2 [208], which in-
dicates the superconducting phase transition at 1.5 K and an unknown phase
transition at 17.5 K. (b) Temperature dependence of the magnetic susceptibil-
ity in URu2Si2 [208] with applied field along a and c axes, which shows Ising.
The susceptibility along c-axis deviates from Curie-Weiss law below 100 K,
which may indicate Kondo screening. (c) The pressure-temperature phase di-
agram of URu2Si2 from resistivity and ac calorimetry measurements after Ref.
[209], which shows the low-pressure HO and high-pressure antiferromagnetic
order. Px ∼ 0.5 GPa is the critical pressure where superconductivity is fully
suppressed. (d) The crystal structure of URu2Si2 (left) and its antiferromag-
net state (right). This figure is adapted from Ref. [212].
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Figure 5.12 Possible valence fluctuations in URu2Si2 are from the 5f
2 Γ5 ground state to
the 5f3 Γ±7 excited state, mediated by two channels of conduction electrons
of Γ−7 or Γ6 symmetry. The hybridization in the case takes a spinorial form
Ψ = (Ψ↑,Ψ↓). This figure assumes the Γ+7 to be the lowest energy doublet of
the 5f1 state.
ions in URu2Si2 has 5f
2 Ising Γ5 doubly degenerate ground state [214], which has both magnetic
and quadrupolar moments. The valence fluctuations in URu2Si2 might be from the non-Kramers
doublet ground state to the lowest-lying 5f3 Γ±7 excited state (see Fig. 5.12), mediated by two
orthogonal channels of conduction electrons in J = 5/2 Wannier states with Γ−7 or Γ6 symmetry
[232, 186]. Since the hybridization mixes the half-integer spin state of the conduction electrons
with the integer spin state of the U ions, it must carry a half-integral angular momentum, implying
that the hybridization must behave like a spinor. Microscopically, the occupancy of the Kramers
doublet excited state form a two-component spinor Ψ = (Ψ↑,Ψ↓). Upon condensation, this spinor
picks a direction, thus breaking time-reversal symmetry. Since the spinoral hybridization breaks
both spin rotation and time reversal symmetry, it must develop as a phase transition. This theory
can naturally explain the hybridization gap developed at TO as seen in the STM measurements
[228, 229].
Within a Landau theory associated with the spinoral order parameter Ψ, Ref. [1] is able to
reproduce the phase diagram of URu2Si2 , which captures both the HO (which is the hastatic order
in this model) and AFM phases (see Fig. 5.13).
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Figure 5.13 The calculated phase diagram of URu2Si2 based on a Landau theory of the
spinoral hybridization Ψ, where as the pressure (in λ ∝ P −PO) increases, the
system is tuned from a hastatic order state with hybridization in the basal
plane, to an Ising magnetic order with hybridization point along c-axis. This
spin-flop process occurs via a first-order phase transition at PO. The inset in
the top left shows the gap associated with the longitudinal spin fluctuations,
which vanishes as ∆ ∝ √PO − P . This figure is reproduced from Ref. [1].
The free energy in terms of Ψ is,
F [Ψ] = α(TO − T )|Ψ|2 + β|Ψ|4 − λ(Ψ†σzΨ)2, (5.11)
where λ ∝ P − PO is an anisotropy term that can be tuned by pressure. Essentially, at high
temperature T > TO, the hybridization spinor behaves like a disordered paramagnet. At low tem-
peratures, the hybridization spinor can either point along c-axis, with the staggered configuration
giving rise to a phase that behaves like an antiferromagnet; or point in the basal plane, which looks
like the observed HO phase. These two low-temperature phases can be tuned from one to the other
by pressure with a first-order spin-flop phase transition at PO.
Taking into consideration the anisotropic coupling to an external magnetic field, this model
is able to explain the observed g-factor anisotropy, and it predicts that the hastatic order has a
basal plane moment of the order of 0.01µB coming from the conduction electron and mixed valent
moments, assuming a mixed valence of 〈Ψ†Ψ〉 ∼ 20%. Such an in-plane magnetic moment has been
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ruled out by neutron scattering experiments [233, 234, 235]. However, small moments consistent
with NMR measurements [236] can be obtained with a smaller degree of mixed valence.
5.4.1.2 PrTr2Al20
Another possible realization of two-channel Kondo physics is in praseodymium-based com-
pounds. Pr3+ is a non-Kramers ion with a 4f2 configuration. The most promising candidates are
the Pr “1-2-20” compounds, PrT2X20, where T is a transition metal and X = Al or Zn. These
compounds have a cubic structure, where a Pr ion sits within a Frank-Kasper cage of 16 Al or Zn
atoms (see Fig. 5.14) [237], allowing for strong hybridization [238, 239]. Inelastic neutron scattering
has shown that the crystalline-electric-field (CEF) ground state is a nonmagnetic Γ3 non-Kramers
doublet [240]. At low temperatures, some of these materials become superconducting with another
ordering at a higher temperature, and there is considerable evidence for Kondo physics in these
materials. In this section, we will mainly discuss the Kondo signatures in PrTr2Al20 (Tr = Ti or
V) and PrIr2Zn20, where the latter may form a quadrupolar Kondo lattice at low temperatures
with intermediate magnetic fields [241].
The most promising candidates are the PrTr2Al20 compounds with Tr = Ti or V, since they have
the clearest signs of Kondo physics. Both materials become superconducting at low temperatures
with Tc ∼ 0.2 K (Ti) and 0.05 K (V), as seen in the resistivity measurements [242] [see Fig. 5.15 (a)].
The strong dependence of Tc on the residual resistivity ratio (RRR) suggests an unconventional
nature of the superconductivity. There is a phase transition above the superconductivity in both
materials. PrV2Al20 displays a double transition at TQ ∼ 0.75 K and T ∗ ∼ 0.65 K from specific heat
measurements [see Fig. 5.15 (b)] [243, 242], which may be multipolar orderings such as octupolar
or quadrapolar. For PrTi2Al20, the peak at TO = 2 K is shown to correspond to a ferroquadrupolar
order with O02 =
1
2(3J
2
z−J2) component by neutron scattering experiments under external magnetic
field, where an induced dipole moment shows significant increase below Tc [240].
The evidence for Kondo physics in both materials can be summarized as follows.
137
Figure 5.14 The crystal structure of the Pr “1-2-20” compounds PrT2X20, where T (green)
is a transition metal and X = Al or Zn (silver). The Pr ions (orange)
are arranged in a diamond lattice, with each of them positioned inside a
Frank-Kasper cage of 16 Al or Zn atoms. This figure is reproduced from Ref.
[237].
• In both materials, the 4f -electron contribution to the resistivity (dotted lines) displays a
− lnT dependence above the peak at ∼ 60 K (Ti) and ∼ 40 K (V), which shall come from
Kondo scattering.
• For PrV2Al20, the electronic contribution of the specific heat (C4f/T ) in the normal state
has a coefficient as large as γ ∼ 0.9 J/mol K2 [see the inset of Fig. 5.15 (b)], while the
lattice contribution is almost negligible (as estimated from LaV2Al20). This corresponds to
an enhanced effective mass of m∗/m0 ∼ 140, which is around one order of magnitude larger
than its Ti analog, confirming the heavy fermion nature of the superconductivity due to
strong c-f hybridization.
• In both materials, the high-temperature entropy S(T ) displays only a partial quenching of R
ln 2 [238, 242]. Indeed, the entropy of PrV2Al20 drops exactly to R/2 ln 2 at TQ, as expected
for quadrupolar Kondo effect [242].
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Other indicators of strong Kondo coupling in these two materials are relatively large hyperfine
coupling [239] and a Kondo resonance observed in photoemission [244].
Figure 5.15 (a) Resistivity measurements of PrTi2Al20 (blue) and PrV2Al20 (red). The
dotted red and blue lines indicate the contribution from 4f -electrons, calcu-
lated by subtracting the contribution from LaTr2Al20 (black solid line). (b)
Specific heat measurements of PrTi2Al20 (blue) and PrV2Al20 (red). The two
peaks indicate the double transition temperatures TQ ∼ 0.75 K and T ∗ ∼ 0.65
K. The inset shows the contribution from f -electrons close to Tc. These two
figures are reproduced from Ref. [242].
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Under pressure, the superconductivity phase in PrTi2Al20 continues smoothly into high pressure
[245] up to 10 GPa. As can be seen from the pressure-temperature phase diagram in Fig. 5.16,
Tc is gradually enhanced and reaches a maximum at ∼ 6 GPa as the pressure increases, while
the ferroquadrupolar ordering temperature TFQ is first enhanced then suppressed. At pressure
higher than 10 GPa, TFQ is fully suppressed and hidden beneath a superconducting dome, above
which the system displays non-Fermi liquid behavior [S. Nakatsuji, private communication]. The
effective mass m∗ increases with increasing pressure and is dramatically enhanced from m∗/m0 ∼ 14
at ambient pressure up to ∼ 120 at high pressure [242, 245], indicating that the heavy fermion
superconductivity may come from critical quadrupolar fluctuations. The pressure-temperature
phase diagram of PrTi2Al20 closely resembles that of Ce-based heavy-fermion superconductors
such as CeRhIn5 [246, 247], where an antiferromagnetic order is suppressed at high pressure where
superconductivity emerges and is enhanced before being suppressed at even higher pressure. In
analogy with the magnetic quantum critical point (QCP) arising from competition between the
RKKY interaction and the magnetic Kondo interaction [248, 249, 246, 250], it is suggested that the
RKKY-type quadrupolar interaction in PrTi2Al20 competes with the quadrupolar Kondo effect,
which screens the quadrupole moments of the non-magnetic Pr Γ3 ground state doublet [251, 203,
252].
The in-field behavior of the Pr “1-2-20” compounds is even more interesting. In PrIr2Zn20,
an antiferroquadrupolar (AFQ) order occurs at TQ = 0.11 K as indicated by a peak in specific
heat measurements, well above the onset of superconductivity at Tc = 0.05 K [254, 255, 256]. In
magnetic fields, specific heat and resistivity measurements of PrIr2Zn20 shows a region with heavy
fermion behavior [see Fig. 5.17 (a)] at low temperatures resulting from hybridization between the
quadrupoles and the conduction electrons [241].
• Indications of two-channel Kondo physics. In the specific measurements of PrIr2Zn20, the
contribution from 4f -electrons C4f/T displays a − lnT dependence above TQ, resulting from
Kondo scattering off the Pr Γ3 ground state. In magnetic fields smaller than 4 T, the system
exhibits non-Fermi liquid behavior in the temperature region TQ < T < 1 K, where the
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Figure 5.16 The pressure-temperautre phase diagram of PrTi2Al20 based on measure-
ments from Ref. [240], [253] and [245]. This figure is adapted from Ref. [245].
electrical resistivity follows ∆ρ = ρ− ρ0 ∝ 1 + A
√
T and increases with increasing magnetic
field, where ρ0 is the bare resistivity. This
√
T dependence of resistivity agrees with the
prediction for two-channel impurity Kondo effect [186].
• In-field heavy Fermi liquid. Upon applying magnetic field, the antiferroquadrupolar (AFQ)
order is suppressed and destroyed by ∼ 4.5 T. Below T ∗ ∼ 0.12 K for 4 T < B < 6 T,
the resistivity has a Fermi liquid form ρ(T ) ∝ ρ0 + AT 2, and A, as well as the specific
heat C4f/T |T→0 peak around ∼ 5 T [see Fig. 5.17 (b) and (c)], indicating the development
of a Fermi liquid. This Fermi liquid region could be hastatic order [1] due to two-channel
quadrupolar Kondo effect.
In Chapter 6, we will discuss a simple model motivated by the Pr materials to understand
the fundamental physics of hastatic order in cubic symmetry. As we shall see in section 6.8, the
intermediate-field phase regime below ∼ 0.12 K in the field-temperature phase diagram in Fig. 5.17
(b), might be uniform hastatic order.
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Figure 5.17 The field-temperature phase diagram of PrV2Al20, with the magnetic field
along [100] direction. The color plot reflects the value of the derivative of the
magnetization over the magnetic field dM/dB. T
(C)
0 is the temperature where
the entropy reaches 34R ln 2. TQ is the antiferroquadrupolar (AFQ) temper-
ature, which separates the high-temperature non-Fermi liquid (NFL) regime
with the low-temperature AFQ order regime. At higher fields, 4−6 T, a heavy
Fermi-liquid (FL) ground state develops below T ∗, where dM/dB is largely
enhanced. TSch above 6 T denotes the temperature where a Schottky-type
peak in specific heat appears due to the splitting of the ground-state doublet
in magnetic fields. These two figures are reproduced from Ref. [241].
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CHAPTER 6. CUBIC HASTATIC ORDER IN THE TWO-CHANNEL
KONDO-HEISENBERG MODEL 1
6.1 Introduction
In Chapter 3 and 4, we discussed spin-driven nematicity, a symmetry-breaking exotic phase
that was the first focus of this thesis. Now we switch to another type of exotic phase - the
time-reversal-symmetry-breaking hastatic order, arising from the two-channel Kondo effect and
potentially realized in heavy fermion materials.
Kondo physics in heavy fermion materials yields the particularly rich Doniach phase diagram
[183], where the competition between heavy Fermi liquid formation and magnetism leads to quan-
tum criticality [258, 259] and unconventional superconductivity [260], as well as topological Kondo
insulators [261] and exotic magnetism [262, 263, 264, 265]. However, this single-channel Kondo
physics applies only to Kramers ions: those with an odd number of f -electrons, such as Ce and
Yb. As discussed in Chapter 5, multi-channel Kondo physics can arise when the spin degeneracy
of the local moment and the number of conduction electron channels differ. The simplest example
is the two-channel Kondo effect, which can occur in systems with either Kramers or non-Kramers
doublets [266], although the microscopic picture is different. In the following, we will discuss the
physics of these two types of two-channel Kondo effect before focusing on the two-channel Kondo
effect in a non-Kramers doublet.
1This chapter is modified from a paper submitted to Phys. Rev. B [257] by Guanghua Zhang, John Van Dyke,
and Rebecca Flint.
Department of Physics and Astronomy, Iowa State University, Ames, Iowa 50011, USA.
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6.1.1 Two types of two-channel Kondo effect
The two-channel Kondo effect always involves valence fluctuations into an excited doublet pro-
tected by channel symmetry, which typically coincides with another physical symmetry such as
time-reversal (non-Kramers ion) or particle-hole symmetry (Kramers ion when the two channels
involving electron/hole fluctuations are degenerate). The development of the two-channel Kondo
effect breaks the channel symmetry, converting the single-channel Kondo crossover into a phase
transition. There are two possible ways the channel symmetry can be broken: the development of
composite pairs or hastatic order.
• Composite pairs are most likely to develop in materials with a Kramers doublet ground state.
In such systems, one way the two-channel Kondo effect can happen involves the valence
fluctuations into two excited singlets that differ by charge 2e: f2n ↔ f2n+1 ↔ f2n+2 with
n ∈ Z [see Fig. 6.1 (a)]. Typically, the channel degeneracy is broken in real materials. For
example, systems with Ce3+, which has a 4f1 doublet ground state can undergo valence
fluctuations 4f0 ↔ 4f1 ↔ 4f2 in the two-channel Kondo effect. The resonance between
the two channels breaks U(1) charge conjugation symmetry and gives rise to composite pair
superconductivity, where the low-energy excitations are composites pairs rather than Cooper
pairs [267, 268]. Composite pairs form by incorporating a local moment spin-flip with a triplet
pair of conduction electrons, 〈c†1↑c†2↑S−〉. Here the two channels of conduction electrons c†1↑ and
c†2↑ must have different crystal symmetry, and screen the same local moment, creating a local
singlet pair [269]. This composite pair superconductivity was proposed in the 115 materials
CeM In5 with M = Co or Ir, and NpPd5Al2 [267, 268], and may be partially responsible for
the unusual phase transition from a Curie paramagnet directly into the superconducting state
in both materials [199, 200, 270].
• Non-Kramers ions, with an even number of f -electrons like U, Pr and Tb can have non-
Kramers doublet ground states [186], which are protected by crystal symmetry rather than
time-reversal symmetry. Thereby, the valence fluctuations must involve an odd number of
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Figure 6.1 Two-channel Kondo effect as realized in (a) a Kramers ion, which involves va-
lence fluctuations from a Kramers doublet ground state to two excited singlets
that differ by charge 2e; and (b) a non-Kramers ion, which involves valence
fluctuations from a non-Kramers doublet ground state to a Kramers excited
state.
f -electrons and thus an excited Kramers doublet: f2n ↔ f2n−1 with n ∈ Z [see Fig. 6.1
(b)]. This means non-Kramers doublets always manifest the perfectly degenerate two-channel
Kondo effect [271]. In this scenario, each state in the excited doublet is occupied, which can
be described by a spinor Ψ = (Ψ↑,Ψ↓). Upon the development of Kondo coherence, this
spinor condenses and picks a direction, which implies a spinorial hybridization that breaks
both spin rotation symmetry and time-reversal symmetry. This type of two-channel Kondo
effect was proposed for URu2Si2 where the U
4+ ion has a 5f2 non-Kramers doublet ground
state, and the resultant hastatic order is suggested to the experimentally observed hidden
order [1].
Even though these two types of two-channel Kondo effect involves different channel symmetry
breaking, they do share several experimental signatures, which includes a Curie-Weiss susceptibility
at Kondo transition temperature (which is also the hastatic order or superconducting transition
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temperature); a large entropy associated with the low-temperature (hastatic or superconductivity)
phase related to the 1/2R ln 2 zero-point entropy of the two-channel impurity Kondo effect; a
hybridization gap, which is the superconducting gap in the superconductivity phase; a quantum
critical point upon suppression of these two phases in an external magnetic field, as observed in
CeCoIn5 [272], NpPd5Al2 [273] and URu2Si2 [274].
6.1.2 Two-channel Kondo effect in a non-Kramers doublet
The two-channel Kondo physics in systems with non-Kramers ions was originally and extensively
explored by Daniel Cox [275, 276, 232, 277, 278, 186] as a potential origin of unconventional super-
conductivity in UBe13 [279]. The studies of Hoshino and collaborators found that in the infinite-
dimensional limit, odd-frequency composite pair superconductivity can develop, as well as both
uniform and staggered channel orders, which they term diagonal composite order [280]. Recently,
interest in this physics has been revived, due to new Pr-based materials with non-Kramers doublets,
signs of Kondo physics [238, 239] and quantum criticality [281, 254, 240, 282, 283, 284, 242], and
the proposal that the hidden order in URu2Si2 might be a type of spinorial hybridization, hastatic
order, originating from two-channel Kondo physics in tetragonal symmetry [1]. or also known as
diagonal composite order [280]
These non-Kramers doublets require a new non-Kramers Doniach phase diagram, with novel
Kondo phases. As the two-channel Kondo impurity is quantum critical, with a 12R ln 2 zero point
entropy [285, 286], no conventional heavy Fermi liquids can emerge from a non-Kramers doublet
ground state. Instead, the usual heavy Fermi liquid is replaced by a channel symmetry breaking
heavy Fermi liquid, where the hybridization between conduction electrons and local moments ac-
quires a spinorial nature, called hastatic order [1, 287] or also known as diagonal composite order
[280]. This spinorial hybridization can lead to a number of exotic effects, including nematicity and
subtle time-reversal symmetry breaking. Of course, non-Kramers doublet materials can also simply
order magnetically or via a cooperative Jahn-Teller distortion, depending on the type of doublet,
and so the non-Kramers Doniach phase diagram will also manifest the competition between heavy
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Fermi liquid formation and magnetism, now with the twist that the heavy Fermi liquid must break
channel symmetry. The goal of this chapter is to explore the generic features of this hastatic order
in a simple Kondo-Heisenberg model.
Non-Kramers materials with cubic symmetry provide the most straightforward realization of
this physics, as these can have a non-magnetic doublet ground state, Γ3 with quadrupolar degrees
of freedom. In a metallic material, these doublets realize the quadrupolar Kondo effect, where the
conduction electrons’ quadrupolar moments screen the local Γ3 quadrupolar moment in two dif-
ferent spin channels [275, 186]. The pseudospin and channel degrees of freedom are described by
two independent SU(2) symmetries, in contrast to the tetragonal non-Kramers doublet, Γ5, where
these are entangled [1]. In this chapter, we explore the generic realizations of hastatic order in cubic
systems via a simple two-channel Kondo-Heisenberg model whose symmetry properties are derived
from the Γ3 doublet. We study both ferro- and antiferrohastatic phases, finding multiple anti-
ferrohastatic phases with the same pattern of magnetic moments that break double-time-reversal
symmetry in different ways. In this simplified model, we explore the global phase diagram as the
relative strength of Kondo and quadrupolar couplings are varied, as well as the conduction electron
density, magnetic (channel symmetry breaking) and strain (pseudospin symmetry breaking) fields.
We also discuss the experimental signatures of hastatic order and the potential relevance to the Pr
“1-2-20” materials.
The structure of this chapter is as follows. In the rest of this section, we give a brief introduction
to non-Kramers doublets and the relevant Pr-based materials. In Sec. 6.2, we describe our simple
two-channel Kondo-Heisenberg model, the effect of magnetic field on realistic systems, and the
symmetries of the model. We motivate our choice of mean-field ansatzes with a strong coupling
analysis in Sec. 6.3, and discuss the definitions and bandstructures of the ansatzes in Sec. 6.4. In
Sec. 6.5, we discuss the symmetry-breaking moments and susceptibilities. Next, we present the
phase diagram at zero temperature, finite temperature, and in applied magnetic field and strain in
Sec. 6.6 to Sec. 6.9. Finally, we discuss experimental signatures of hastatic order (Sec. 6.10), the
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connection to previous theoretical results (Sec. 6.11), qualitatively suggest a generic non-Kramers
Doniach phase diagram (Sec. 6.12), and summarize our conclusions in Sec. 6.13.
6.1.3 Introduction to the Γ3 non-Kramers doublet
Rare earth and actinide ions have extremely strong spin-orbit coupling, making the total angular
momentum, J = L+ S the relevant quantum number; this 2J + 1 degeneracy is then split by the
crystalline electric fields into crystal field multiplets. Ions with odd and even numbers of f electons
therefore have half-integer and integer J , respectively. These two classes behave quite differently
under the time-reversal operation θ, as integer J states are left invariant under double-time-reversal
symmetry, θ2 = +1, while half-integer J states invert, θ2 = −1. This difference manifests most
clearly in Kramers theorem, which guarantees that half-integer J states split at most to doublets
under any time-reversal symmetry-preserving perturbation: such ions are called Kramers ions and
their states Kramers doublets [288]. Integer J states, however, may be split down to time-reversal
invariant singlets, and these ions are called non-Kramers ions. If the crystal symmetry is sufficiently
high, their states may form doublets and triplets. Non-Kramers doublets can be split by lowering
the point group symmetry.
There are two types of non-Kramers doublets: Ising doublets that are magnetic along the local
zˆ axis and non-magnetic in the basal plane (tetragonal, hexagonal or trigonal symmetries); and
essentially non-magnetic doublets (cubic symmetry). Here, we focus on the cubic case. The cubic
Γ3 doublet for J = 4, which is relevant for Pr
3+ and U4+, can be written as [289]:
|Γ3+〉 =
√
7
24
(|4〉+ | − 4〉)−
√
5
12
|0〉
|Γ3−〉 =
√
1
2
(|2〉+ | − 2〉). (6.1)
in terms of the |Jz〉 eigenstates. This doublet is non-magnetic, with 〈 ~J〉 = 0, but has a pseudospin 12
degree of freedom that we describe with the Pauli matrices, ~α. α1 and α3, respectively correspond to
the quadrupolar moments, Qx2−y2 ∝ 〈J2x−J2y 〉, andQ3z2−r2 ∝ 〈3J2z−J(J+1)〉, while α2 corresponds
to the octupolar moment, Txyz ∝ 〈JxJyJz〉; the overline indicates symmetric permutation of indices.
α1 and α3 couple to strains with the same symmetry, and their quadrupolar ordering would be a
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Figure 6.2 Atomic levels of Pr and the two-channel quadrupolar Kondo effect. In Pr3+,
valence fluctuations from a 4f2 Γ3 non-Kramers doublet ground state into a
4f1 Γ7 Kramers doublet excited state via Γ8 conduction electrons generate
a two-channel Kondo effect. In this figure, σ (red and blue arrows) is the
physical spin (channel) index and α(light red and light green) is the quadrupolar
(pseudospin) index. The charge densities of the Γ3 (red/green), Γ8 (red/green)
and Γ7 (golden) orbitals are also depicted.
cooperative Jahn-Teller distortion that lowers the point group symmetry. α2 couples to a linear
combination of strain and magnetic field both along the [111] direction [186]; these octupolar
moments can also order, as proposed for PrV2Al20 [243].
Pr3+ ions can fluctuate from 4f2 to either 4f1 or 4f3, both of which are Kramers configurations
with only doublet and quartet states. Here, for simplicity we take the 4f1 Γ7 excited doublet to be
the relevant excited state,
|Γ7±〉 =
√
1
6
| ± 5/2〉 −
√
5
6
| ∓ 3/2〉, (6.2)
although the 4f3 excited Γ6 is perhaps more likely [244]; the physics is the same. These valence
fluctuations involve conduction electrons in the Γ8 symmetry, due to group-theoretic selection rules
[186, 290]. Γ8 is a quartet with both quadrupolar (Γ3) and dipolar (Γ7) degrees of freedom,
|Γ8a±〉 =
√
5
6
| ± 5/2〉+
√
1
6
| ∓ 3/2〉;
|Γ8b±〉 = | ± 1/2〉. (6.3)
This atomic level diagram is shown in Fig. 6.2.
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Cubic symmetry renders the valence fluctuation Hamiltonian particularly simple [186]:
HV F (j) = V
∑
kαµ
[µ˜|Γ3α〉〈Γ7 − µ|ψj8αµ +H.c.] , (6.4)
where µ and α label the magnetic and quadrupolar indices, respectively. The factor µ˜ = sgn(µ)
ensures that the Γ3 doublet hybridizes with the two-particle states comprised of a conduction and Γ7
f -electron; the latter two states form a singlet in magnetic (µ) space and a doublet in quadrupolar
(α) space.
The conduction electrons that directly hybridize with the Pr3+ ion are Γ8 Wannier functions,
ψj8αµ, which possess the symmetries of a Γ8 f -electron on the f site. These may be constructed
from any type of conduction electron that overlaps with the f -electron site, including simple plane
waves. For simplicity, we consider a quartet of conduction electrons with Γ8 symmetry. These could
be a quartet of eg ⊗ 12 d-electrons, which have Γ8 symmetry. These have even parity in contrast to
the odd parity f -electrons, and so must be overlapping from neighboring sites; see extensive recent
work on this model for SmB6, which has this conduction electron bandstructure [291, 292]. In this
chapter, we neglect the details of the overlap, which will generically be a complicated momentum
dependent, spin-orbit coupled matrix, and consider only an onsite hybridization that leads to a
momentum independent Kondo coupling.
A Schrieffer-Wolff transformation takes the valence fluctuation term, along with appropriate
atomic and conduction terms, into a two-channel Kondo model [186],
H =
∑
kασ
kαc
†
kασckασ + JK
∑
jσαβ
ψ†jασ~ααβψjβσ · ~αfj , (6.5)
where σ represents the eg conduction electron spin. As the Kondo couplings obey JKσ = JK ,
this is a completely degenerate two-channel Kondo lattice model. If the conduction bands are
not degenerate everywhere in momentum space, the quadrupolar Kondo couplings, JxK and J
z
K
may differ from the octupolar Kondo coupling, JyK ; note that this anisotropy does not break cubic
symmetry. The anisotropy is irrelevant, in the renormalization group sense, for the two channel
Kondo impurity [293], and so we choose to neglect it here. The two-channel Kondo model will give
150
rise to RKKY coupling between the f -electron quadrupole and octupole moments, also generically
with JyRKKY 6= JxRKKY = JzRKKY [243]. Again, we neglect this potential anisotropy.
6.1.4 Relevant Pr-based materials
Praseodymium is the simplest non-Kramers ion, as its 4f2 configuration has the lowest allowed
J = 4, and in cubic symmetry, the Γ3 doublet is the ground state doublet in about half of pa-
rameter space [289]. There are several Pr-based intermetallic materials where the ground state
has been identified as Γ3 by inelastic neutron scattering. The most promising are the “1-2-20”
cage compounds PrT2X20, where T is a transition metal and X = Al or Zn; these cubic (Fd3¯m)
materials have particularly strong Kondo coupling, as the Pr sit within Frank-Kasper cages of 16
Al or Zn atoms, allowing for strong c–f hybridization [238, 239]. The Pr ions are then arranged
on a diamond lattice. Considerable evidence exists for Kondo physics in these materials. At high
temperatures, there is only partial quenching of the R ln 2 entropy [238], logarithmic scattering in
the resistivity [242], relatively large hyperfine coupling [239], enhanced effective masses [294], and a
Kondo resonance in photoemission [244]. At low temperatures, most of these materials order, and
then become superconducting at even lower temperatures. PrTi2Al20 and PrIr2Zn20 order ferro-
and antiferro-quadrupolarly at TQ = 2K [238, 295, 240, 296] and 0.11K [254, 297], respectively,
while the ordering in PrV2Al20 [238, 295] and PrRh2Zn20 [282] is still undetermined. PrNb2Al20
does not order to the lowest temperatures, instead exhibiting non-Fermi liquid behavior [298, 299].
The quadrupolar order can be suppressed both with pressure (PrTi2Al20) [253] and magnetic field
[Pr(Ir,Rh)2Zn20 [254, 282] and PrV2Al20] [238], leading to extended non-Fermi liquid regions. Pres-
sure enhances the superconductivity [253], which is almost certainly unconventional. The in-field
phase diagrams are even more interesting, as there is an intermediate heavy Fermi liquid region in
all three materials, sandwiched between the zero-field order and a fully polarized high-field state
where all Kondo physics is lost [241, 300].
PrPb3 is another Γ3 material with quadrupolar density wave ordering (Tc = 0.35K) that shows
signs of heavy fermion behavior within the ordered phase at high fields, making it a candidate
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for hastatic order [301, 302, 303, 304]. The Γ3 Heusler materials PrInAg2 [305] and PrMg3 [306]
exhibit non-Fermi liquid behavior, with extremely large Sommerfeld coefficients, but no clear phase
transitions.
6.2 A simple model for hastatic order
While we are motivated by the rich physics of the Γ3 doublet, in this chapter, we consider
a simpler model that captures much of the same physics. This simpler model allows us to fully
explore the fundamental properties of hastatic order before looking at more complicated, realistic
models in the future.
We begin with the two-channel Kondo model, (6.5), and add a nearest-neighbor Heisenberg
term for the local moments in order to treat both magnetism and Kondo physics at the mean-field
level [307, 308],
H =
∑
kασ
kαc
†
kασckασ + JK
∑
jσαβ
c†jασ~ααβcjβσ · ~αfj
+JH
∑
〈ij〉
~αfi · ~αfj . (6.6)
This Kondo model is valid in any dimension, but it is only connected to the Γ3 Anderson lattice
model in three dimensions (3D). Nevertheless, the physics is often more transparent in the two-
dimensional (2D) model, and so we will treat both 2D and 3D. While the 2D system can not order
at any finite temperature, as both hastatic and quadrupolar orders break continuous symmetries,
our mean-field picture neglects those fluctuations, and the main difference between our 2D and 3D
models is the conduction electron density of states, and the complexity of the calculations. We
present both results, but focus on the simpler 2D case.
6.2.1 Conduction electron Hamiltonian
While in realistic materials the c- and f -electrons are often on distinct sites, yielding a momen-
tum dependent hybridization, here we assume that the c-electrons are s-electrons hybridizing with
local moments at the same site, cjασ =
∑
k ckασe
−ik·Rj . The conduction electron Hamiltonian is
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generically a matrix in channel (σ) and pseudospin (α) space, spanned by the Pauli matrices, ~σ and
~α, respectively. Previous two-channel Kondo calculations have taken exactly degenerate conduc-
tion bands [186, 277, 309, 310, 280], making this matrix proportional to α0σ0. This degeneracy is
not required, nor particularly likely in real materials. We partially relax this condition to consider
conduction electrons coming from two bands that are locally spin degenerate, but are not degen-
erate everywhere in k-space. In a 2D model with square symmetry, we take px and py orbitals,
which generically have different hopping parallel and perpendicular to the orbital orientation. The
resulting conduction electron dispersion is,

(2D)
k = −t [(1 + η)(cx + cy)α0 + (1− η)(cx − cy)α3] , (6.7)
with cx,y,z = cos kx,y,za, and a is the lattice constant. η = 1 recovers fully degenerate conduction
electron bands. For a 3D model, we consider the eg doublet, dx2−y2 , dz2 ; here the cubic symmetry of
eg is a more natural match for the Γ3 doublet. For nearest neighbor hopping, we consider hopping
between different orbitals on different sites, and obtain the dispersion [292]

(3D)
k = −t[(1 + η)(cx + cy + cz)α0
+
√
3(η − 1)
2
(cx − cy)α1 + η − 1
2
(cx + cy − 2cz)α3]. (6.8)
For η = 1, again we recover fully degenerate conduction electron bands that are diagonal in this
basis.
The full conduction electron band structure is then 
(2D,3D)
k σ0−µα0σ0. We work in the canonical
ensemble, where µ is adjusted to keep the total number of conduction electrons fixed,
nc =
∑
ασ
ˆ
ddkf(kα − µ). (6.9)
Here f(x) is the Fermi function.
Our conduction electrons couple both to channel symmetry breaking magnetic fields (σ), Hc −
gµB ~B · ~σα0, and pseudospin symmetry breaking strain fields (α), Hc− κ~ · ~ασ0, where ~ is a vector
of strains with the appropriate symmetries and κ is the materials dependent coupling coefficient. If
desired, the orbital degeneracy of the conduction electron bands can be broken by shifting the two
153
bands by different chemical potentials, ∆µα3, which effectively acts as a conduction electron strain
term. This splitting will eventually destroy the quadrupolar Kondo effect, just as magnetic field
destroys the usual Kondo effect. In a more realistic model, the Wannier functions screening the
local moments are constructed out of partial wave expansions of both conduction electron orbitals
and both spins at other sites, and so full screening can still occur even with a single conduction
electron band [1].
6.2.2 Effect of magnetic field on realistic systems
An isolated Γ3 doublet does not couple to magnetic field, however virtual fluctuations to excited
crystal field states induce a B2 coupling. As the crystal field splitting is typically on the order of
50K, relatively small magnetic fields will already mix in excited states, and for any realistic model
we must consider their effect. Here, we take the excited state to be the Γ4 triplet at energy ∆, as
in PrTi2Al20 [240]. For simplicity, we neglect higher excited states and keep µBB < ∆. Including
all excited states yields similar effects. The Γ4 triplet for J = 4 is
|Γ4, a/b〉 =
√
7
8
| ± 1〉+
√
1
8
| ∓ 3〉
|Γ4, c〉 = 1√
2
(|4〉 − | − 4〉) , (6.10)
and so mixes with the Γ3 doublet in fields both along and perpendicular to the quantization axis.
With these crystal fields the Γ3 doublet is split approximately quadratically in parallel magnetic
field,
∆3 = 6
(µBB)
2
∆
+O(B4/∆3), (6.11)
where ∆ is in units of energy and B||[001], see Fig. 6.3(a). For fields along [110] and [111],
the splitting is two and ten times smaller, respectively. This splitting competes with the Kondo
effect and eventually destroys hastatic order. Here, |Γ3+〉 mixes with the excited Γ4 triplet, while
|Γ3−〉 mixes only with the excited Γ5 triplet. Therefore, |Γ3+〉 is repelled by the excited states,
and |Γ3−〉 remains at zero. Similarly, |Γ3+〉 acquires a magnetic dipolar component along the
field direction, while |Γ3−〉 remains non-magnetic. While the B = 0 doublet has two nonzero
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quadrupolar moments, O3z2−r2 and Ox2−y2 , and one nonzero octupolar moment, Txyz, the B > 0
pseudo-doublet, for B||[001], acquires Jz dipolar and Oxy quadrupole moments that grow linearly in
field, for small B/∆. The pseudospin moments then correspond to: α3 ∼ O3z2−r2 +Jz, α1 ∼ Ox2−y2
and α2 ∼ Txyz + Oxy. The in-field behavior of the dipolar and quadrupolar moments is shown in
Figure 6.3 (b); the octupolar moment does not vary with field. Note that we plot the 〈Jz〉 associated
with |Γ3±〉 independently. More realistic crystal field schemes give slightly different coefficients, but
the same nonzero quantities and functional dependencies. These field-induced dipolar moments are
already well known, as they can be measured via neutron scattering to resolve quadrupolar order
[240, 297]. Indeed, the magnetic field considered here could be external, or the internal exchange
field; either one induces dipolar moments parallel to the local field.
6.2.3 Large N mean-field treatment
In order to solve this model in a controlled mean-field theory, we introduce a fermionic represen-
tation for the pseudospins, ~αj =
1
2
∑
αβ f
†
jα~ααβfjβ. ~α also represents the SU(2) pseudospin of the
Γ3 doublet, as it obeys the same symmetries as the conduction electron ~α. In this representation,
both Kondo and Heisenberg terms become four fermion interactions. As these f -“electrons” are
really neutral spinons representing the local moments, we must also implement the constraint that
each site is half-filled, nfj = 1. We next take the SU(N) limit, where the ground state multiplet
has N components, α = ±12 , . . .± N2 , but remains half filled [311]. In this limit,
H =
∑
k
kαc
†
kασckασ −
JK
N
∑
j
(f †jβcjβσ)(c
†
jασfjα)
− JH
N
∑
〈ij〉
(f †jβfiβ)(f
†
iαfjα) +
∑
j
λj(f
†
jαfjα −N)
− µ
∑
k
(
c†kασckασ −
N
2
nc
)
. (6.12)
We have introduced Einstein summation notation for σ and α and rescaled JK and JH such that the
entire Hamiltonian scales as N . The first line reproduces the two-channel Coqblin-Schreiffer model
[312], while first term on the second line gives the usual SU(N) fermionic representation of an
antiferromagnetic interaction [313]. The second term on the second line is the half-filling constraint
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Figure 6.3 (a) Splitting of the Γ3 doublet in magnetic field (Bz), and its mixing with
the excited Γ4 triplet. (b) Single ion Γ3 moments in field. This plot shows
the magnitude of the Γ3 moments as functions of the magnetic field along the
z-direction. Note that these moments are the expectation values of the given
multipolar operator within the appropriate components of the doublet. For
example, 〈O3z2−r2〉z = 12(〈Γ3+|3J2z−J(J+1)|Γ3+〉−〈Γ3−|3J2z−J(J+1)|Γ3−〉),
where |Γ3±〉 are the new ground (+) and first excited (-) singlet states. Aside
from Txyz, which is constant in field, these are the only nonzero moments. Here,
〈Jz〉± = 〈Γ3 ± |Jz|Γ3±〉, where 〈Jz〉− = 0 due to the excited Γ5 triplet being
absent.
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for the f ’s, which must be enforced locally on each site. The final line implements the global fixing
of the conduction electron density, nc. Note that this particular large-N theory does not capture
superconductivity, either composite pair [269, 267, 314, 268, 315, 316] or quadrupolarly-mediated
[249, 317, 318, 319]. Superconductivity is always a potential coexisting or competing ground state
that we neglect here in order to focus on the stability and nature of hastatic order. A more
complicated symplectic-N large-N calculation would incorporate both types of superconductivity
citeflint08, flint10, and will be considered in the future.
We next decouple the quartic terms with Hubbard-Stratonovich fields and take the saddle-point
approximation in real space,
Vjσ =
JK
N
〈
f †jαcjασ
〉
;
χHij =
JH
N
〈
f †iαfjα
〉
. (6.13)
Vjσ describes the local hybridization between conduction electrons and local moments at site j
in channel σ. χHij describes “antiferromagnetic” correlations between local moment sites; for Γ3,
these are actually antiferroquadrupolar correlations, but we loosely use the term “magnetic” to
generally represent the local moment multipolar order here. Note that the choice of fermionic
spin representation means that we cannot capture long range magnetic or quadrupolar order in the
large-N limit. Instead, in the absence of hybridization, χHij describes a spin, or really quadrupolar,
liquid with f -spinons hopping from site to site with amplitude and phase given by χHij . In the
N = 2 limit, we expect that this quadrupolar liquid is unstable to quadrupolar order at lower
temperatures, and take the quadrupole liquid as a proxy for the quadrupolar order that we cannot
capture. At high temperatures above the development of Vjσ, this spinon hopping term describes
f -electron hopping generated by hybridization fluctuations that otherwise would be beyond our
mean-field picture.
The resulting mean field Hamiltonian is,
H =
∑
k
kαc
†
kασckασ +
∑
j
[Vjσc
†
jασfjα + V
∗
jσf
†
jαcjασ]
+
∑
j
λj(f
†
jαfjα −N)−
∑
〈ij〉
[χHijf
†
iαfjα + χ
∗
Hijf
†
jαfiα]
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+
∑
jσ
N |Vjσ|2
JK
+
∑
〈ij〉
N |χHij |2
JH
+
∑
j
N
2
µnc. (6.14)
The mean-field solution is given by the saddle point values of all of the Vjσ, χHij , λj , and µ;
in principle, this problem is arbitrarily complicated. We simplify the problem by considering a
set of possible mean-field ansatzes motivated by the strong coupling analysis in section 6.3. In
general, we assume that χHij = χH takes real, uniform values on nearest-neighbor bonds, and
similarly that λj = λ is uniform and real. All of our hybridization ansatzes have a uniform am-
plitude
∑
σ |Vjσ|2 = |V |2. We consider both uniform, 〈Vjσ〉 = Vσ and various Ne´el-type staggered,
〈V †j 〉~σ〈Vj〉 = (−1)jx+jy |V |2 hybridization ansatzes; any other spatial arrangements are less likely to
occur on the hypercubic lattices we consider.
6.2.4 Symmetries of the model
After the Hubbard-Stratonovich transformation, but prior to the saddle-point approximation,
our model has a number of symmetries that may be broken in any particular mean-field ansatz:
• Translation and other lattice symmetries for the square or cubic lattice. Any non-uniform
hybridization ansatz will break some of these symmetries.
• Particle-hole symmetry, as we consider nearest-neighbor hopping on a hypercubic lattice; this
symmetry will be broken by further neighbor hopping terms. Particle-hole symmetry implies
that the physics is invariant under nc → 4− nc, or µ→ −µ.
• SU(2) pseudospin symmetry (~α), which protects the non-Kramers doublet degeneracy. Phys-
ically, this symmetry is the cubic crystal symmetry, and can be broken by coupling to stresses
or external fields, which will eventually kill the Kondo effect.
• SU(2) channel symmetry (~σ), which protects the degeneracy of the conduction electron bands.
Physically, spin is the channel index, so this is the spin rotational symmetry. The hybridiza-
tion, V †jσ = (V
∗
j↑, V
∗
j↓) is an SU(2) spinor. Condensing this spinor into a mean-field ansatz
automatically breaks this SU(2) symmetry.
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Figure 6.4 One-dimensional cartoons of the mean-field ansatzes considered for this model.
The upper and lower lines represent the spin-up and spin-down conduction elec-
trons, while the middle line represents the local moments. The arrows represent
the free quadrupolar moments, while the orange ovals represent quadrupolar
valence bonds between local moments. There are four classes of states: (a) A
completely disordered paraquadrupolar state; (b) a quadrupolar liquid state,
with f -electron hopping between nearest neighbors; (c) a ferrohastatic order
in which f moments only hybridize with spin-up conduction electrons - this
hybridization is represented by the blue ovals; (d) an antiferrohastatic order,
in which the hybridization between f moments and conduction electrons on
different sublattices (A/B = blue/green ovals) are related by time reversal, i.e.
VB = θVA.
159
• Time-reversal symmetry, which affects the conduction electrons and f -spinons differently. Our
f -spinons here are spinless fermions from the point of view of time-reversal θ, transforming
as fα → f †α, with θ2 = 1. By contrast, our conduction electrons are Kramers degenerate,
and transform as cjα → iσ2c†jα, with θ2 = −1. As the hybridization, Vjσ connects non-
Kramers f-spinons and Kramers c-electrons, it is itself Kramers-like, and transforms as Vjσ →
−sgn(σ)V †j,−σ; with θ2 = −1. The resulting composite fermions, f˜σα ∼ Vσfσ now behave
like Kramers electrons. However, once we condense Vjσ, they are no longer operators, and
instead transform as complex numbers, Vjσ → V ∗jσ, due to the complex conjugation in the
definition of time reversal. Therefore, any mean-field ansatz for Vjσ breaks time-reversal
symmetry, although time-reversal plus a lattice symmetry may restore it, as in traditional
antiferromagnets.
• Gauge symmetries, of which there are two in the problem: the original electromagnetic gauge
symmetry, cj → cjeiφj , and an emergent gauge symmetry, Vj → Vjeiβj , fj → fje−iβj and
χHij → χHijei(βi−βj). The development of hybridization locks together the two gauge fields,
which couples the neutral f -spinons to the external field and thus turns them into charge-e
heavy electrons [320]. For the rest of the paper, we will call these spinons f -electrons, in
anticipation of this gauge field locking.
Any mean-field ansatz with nonzero hybridization necessarily breaks some of the above sym-
metries. The channel symmetry is always broken, one way or another, which reflects the essential
nature of hastatic order as a channel symmetry breaking heavy Fermi liquid. The two types of
mean-field ansatzes with zero hybridization, the quadrupolar liquid (χH 6= 0) and paramagnetic
(χH = Vσ = 0) phases break no symmetries.
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6.2.5 Moments and coupling to external fields
Both the conduction and f -electrons can develop moments corresponding to certain broken
symmetries. The conduction electrons have both spin (~σ) and quadrupolar moments (~α), and in
fact form a Γ8 quartet. The generic conduction electron moment is
mc,j,a,s = 〈c†jαaσscj〉, (6.15)
where there are fifteen total moments: three dipoles, five quadrupoles, and seven octupoles [321].
The irreducible representations and conjugate fields of each of the dipolar and quadrupolar moments
are listed in Table I.
Table 6.1 Table of conduction electron dipole and quadrupole moments, as well as the
two octupoles relevant to our discussions. Here, the symmetries and physical
conjugate fields of each moment are also given, where u/g refers to odd/even
under time-reversal symmetry, not the usual parity.
Operator Moment Conjugate field Symmetry
α0σ1 Sx Bx Γ4u = T1u
α0σ2 Sy By
α0σ3 Sz Bz
α1σ0 Ox2−y2 xx−yy Γ3g = Eg
α3σ0 O3z2−r2 zz
α2σ1 Oyz yz Γ5g = T2g
α2σ2 Oxz xz
α2σ3 Oxy xy
α2σ0 Txyz B[111][111] Γ2u = A2u
α3σ3 T
α
z zzBz Γ4u
The f -electron has three possible moments, ~mf,j = 〈f †j ~αfj〉, which we take to be the quadrupolar
and octupolar moments of the Γ3 doublet. These moments couple linearly to the appropriate strains,
xx−yy to mf,1 and zz to mf,3, while the octupolar moment, mf,2 couples to the product of strain
and magnetic field along [111] [186]. If we include excited crystal field levels, magnetic fields along
the z-axis couple as −∑j 6(µBBz)2/∆ f †j+fj+. For the induced moments, see section 6.2.2.
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6.3 Strong coupling limit of the two-channel Kondo model
Before going in depth into the mean-field analysis, let us motivate our different hastatic orders
by reexamining the strong-coupling limit of the two-channel Kondo lattice model [310, 186]. In this
limit, we drop the Heisenberg term, as it is a small perturbation. As JK/t→∞, the Kondo singlet
becomes completely local, and is essentially an on-site valence bond between the local moment
and a conduction electron on site. If we start from the nc = 0 limit, each conduction electron
we add immediately forms a Kondo singlet, until we reach quarter-filling (nc = 1), where every
local moment is bound up into a singlet. Below quarter-filling, we have excess local moments,
while above quarter-filling we have excess conduction electrons on the background of a lattice of
spin-ful Kondo singlets. Below quarter-filling, the local moment behavior is largely the same as
in the single-channel Kondo lattice [322]. The phase diagram will be symmetric above and below
half-filling due to the particle-hole symmetry.
First, we consider the relative stability of hastatic order and quadrupolar order in this strong
coupling limit. The local (single-site) energy difference is sufficient: the Kondo singlet is essentially a
valence bond between local moment and conduction electron, 1√
2
[
|c†σ+f †−〉 − |c†σ−f †+〉
]
, with energy
−JKS(S + 1) = −3JK/4. Here, ± represent the pseudospin (α) degrees of freedom. The local
quadrupolar state consists of the local moment antiparallel to any conduction electrons on site;
importantly, unlike the Kondo singlet, the local moment is frozen. The lowest energy occurs when
there are two conduction electrons on site, both anti-parallel to the local moment, |c†↑−f †+c†↓−〉, with
energy −2JKS2 = −JK/2. Thus, hastatic order is always favored for sufficiently strong coupling.
Now we turn to the nature of the hastatic order. A few limits of the lattice behavior are
well-understood [310, 186], as shown in Fig. 6.5,
• Small nc: For nc  1, the Kondo singlets form a dilute gas of spin-ful bosons. The remaining
local moments order ferroquadrupolarly to maximize the kinetic energy of the bosons; this
behavior is identical to the single-channel Kondo model [322, 310]. Two neighboring Kondo
singlets gain superexchange energy, O(t2/JK) if they are antiparallel, so this region is likely
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Figure 6.5 One dimensional cartoons of the strong coupling limit at several values of the
conduction electron density. The spins here are the quadrupolar moments
of the local moments (orange) and conduction electrons (blue). Blue (green)
ovals represent Kondo singlets that carry channel σ =↑ (σ =↓). (a) At small nc,
kinetic energy favors ferroquadrupolar order of the unbound local moments. (b)
At nc = 1, superexchange between the Kondo singlets leads to antiferrohastatic
order. (c) Just above nc = 1, adding a single conduction electron makes the
Kondo singlets ferrohastatic to maximize the kinetic energy. (d) At half-filling,
again ferrohastatic order maximizes the kinetic energy.
163
to be antiferrohastatic, in addition to the ferroquadrupolar order of the unscreened local
moments. Note that this competing state is absent from our mean-field treatment.
• Quarter-filling: With a Kondo singlet at each site, this state is a Kondo insulator, with a
remaining channel degree of freedom. As in the infinite U Hubbard model, the 2Ns degeneracy
is broken by channel superexchange O(t2/JK), leading to a channel Heisenberg model. For
our hypercubic lattices, the ground state will be a Ne´el type antiferrohastatic ground state.
• Near quarter-filling: Adding a single conduction electron to the quarter-filled state immedi-
ately turns it ferrohastatic in order to maximize the kinetic energy of the electron, as a variant
of the Nagaoka ferromagnetism in the Hubbard model [323]. As t increases, we expect the
antiferrohastatic state to extend for nc > 1, by analogy with the Hubbard model. However,
the behavior here is not symmetric about quarter-filling. Removing a single conduction elec-
tron leaves a single unbound local moment. This local moment moves by conduction electron
hopping that moves the Kondo singlets; this process is not affected by the nature of the
hastatic order, and superexchange will continue to favor antiferrohastatic order.
• Half-filling: Exactly at half-filling, we have a full complement of Kondo singlets, and exactly
half a band of conduction electrons. While superexchange (∼ t2/JK) favors the antiferro-
hastatic state, the kinetic energy (∼ t) will be maximized in the fully decoupled ferrohastatic
state, and so we expect ferrohastatic order here.
In the end, we can assemble a simple picture of the hastatic behavior motivated by these
limits. In this chapter, we neglect non-hastatic behavior, like the small nc ferroquadrupolar order
and potential superconductivity at intermediate coupling. We expect a Ne´el-like antiferrohastatic
phase below quarter-filling, and extending above it for a finite range, followed by a transition to
ferrohastatic order, which is stable out to half-filling. In the hypercubic models studied here, these
are likely to occupy most of the phase space. One could study more complicated orders by adding
further neighbor hoppings, or by studying frustrated lattices like the triangular lattice. We focus
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on the ferrohastatic and Ne´el-like antiferrohastatic orders in this chapter, and indeed the above
picture mostly agrees with our mean-field phase diagrams, with small differences at low filling.
6.4 Mean-field Ansatzes
Here we describe several simple mean-field ansatzes for hastatic order (see Fig. 6.4), leaving
the detailed description of their physical properties for later sections.
6.4.1 Ferrohastatic Order
The most straightforward ansatz is to assume that the hybridization is uniform, Vjσ = Vσ.
The hybridization does not break any lattice symmetries, but does break both single and double
time-reversal symmetries, as well as the SU(2) channel symmetry (spin-rotational symmetry), as it
couples f -electrons with conduction electrons of only one spin polarization. If this spin polarization
is “up”, only the spin up conduction electrons hybridize, and we obtain two bands of heavy up
electrons and one band of light down electrons.
Figure 6.6 Left : A simple one dimensional cartoon of ferrohastatic order, where the top
and bottom rows represent spin up and spin down conduction electrons, and
the middle row represents the quadrupolar local moments. In ferrohastatic
order, only one spin species of conduction electrons hybridize (blue ovals), while
both the c and f -electrons can disperse within their row, with the f -electron
dispersion generated by the Heisenberg coupling (orange ovals). Right: The
hybridization is a spinor that can point anywhere in SU(2) space. For this
ansatz, it points to the north pole of the Bloch sphere.
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In this ansatz, the Hamiltonian in eq. (6.14) becomes,
H =
1
Ns
∑
k
(c†kα↑, c
†
kα↓, f
†
kα)

kα 0 V↑
0 kα V↓
V ∗↑ V
∗
↓ fk


ckα↑
ckα↓
fkα

+
N
JK
∑
σ
|Vσ|2 + zN
2JH
|χH |2 − λN + N
2
µnc, (6.16)
where we have divided the Hamiltonian by the total number of sites, Ns, 1Ns
∑
k =
´
ddk
(2pi)d
, and z is
the coordination number of the lattice: z = 4, 6 in 2D and 3D, respectively. The “bare” f -electron
dispersion is fk ≡ λ − 2χH
∑
η cos(k · ~η), where ~η are the z/2 nearest-neighbor locations with
positive coordinates. In the 2D model, the two α states do not mix and the Hamiltonian matrix
is block diagonal, allowing for the representation in equation 6.16. In 3D, with non-degenerate
conduction electron bands (η 6= 1), the Hamiltonian is slightly more complicated, but the physics
is the same. This Hamiltonian can be diagonalized to give the one light and two heavy doubly-
degenerate bands [309],
ωkα=kα,
kα + fk
2
±
√(kα − fk
2
)2
+
∑
σ
|Vσ|2. (6.17)
The band structure is SU(2) invariant and thus independent of the direction of Vσ, while the
eigenvectors, which capture the spin structure of the bands clearly depend on Vσ. As one conduction
band always remains unhybridized, if the original conduction electron bandstructure is metallic,
ferrohastatic order will be too. An example bandstructure is shown in Fig. 6.7.
Aside from the breaking of channel symmetry, ferrohastatic order behaves identically to the
usual Kondo effect, and will have similar signatures. In particular, the interaction between the
Kondo effect and quadrupolarly mediated superconductivity should be identical. In section 6.5,
we discuss the moments and susceptibilities associated with the broken channel symmetry, while
section 6.10 summarizes the experimental signatures.
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Figure 6.7 Bandstructure along high symmetry lines in ferrohastatic order. Before hy-
bridization, the four bare conduction electron bands(orange dashed lines) have
two-fold spin degeneracy and two-fold pseudospin degeneracy, while the bare
f -electron bands (green dotted line) have only two-fold pseudospin degeneracy.
After hybridization, there are six bands (blue) with two unhybridized. This
plot is for V↑ = 1, V↓ = 0, λ = 0.3, χ = 0, µ = 1, η = 1. The right figure shows
the first Brillouin zone and high symmetry points.
6.4.2 Antiferrohastatic Order
While the ferrohastatic ansatz breaks time-reversal, but no lattice symmetries, we also want
to consider hybridization ansatzes that break lattice symmetries. In particular, we are interested
in antiferromagnetic versions of hastatic order, where time-reversal symmetry is broken, but the
ground state returns to itself under time-reversal followed by a lattice symmetry operation.
One might naively expect that we can produce a Ne´el-like staggered hybridization by sepa-
rating our lattice into two sublattices, defining the hybridization on sublattice A as VA, and the
hybridization on sublattice B as the time-reversed object, VB = θVA, as in Fig. 6.8 (a). However,
the spinor nature of the hastatic order parameter plays an essential role, and our intuition from
vector antiferromagnets fails. A second time-reversal operation takes θ2VA = −VA. Indeed, it is
only after four time-reversal operations that we recover θ4VA = VA. In order to write down an
ansatz invariant under a combination of time-reversal (θ) and a lattice symmetry (S), P = Sθ, we
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Figure 6.8 A one dimensional cartoon of (a) two-sublattice (2SL) antiferrohastatic or-
der, where the hybridization on sublattice B is the time reverse of that on
sublattice A; (b) four-sublattice(4SL) antiferrohastatic order where the hy-
bridizations on the four sublattices are related by time reversal symmetry as
VB = θVA, VC = θVB and VD = θVC . (c) is a schematic illustration of the spin
flip hopping of conduction electrons moving from a site in sublattice A to a site
in sublattice B. At A, a spin-up conduction electron hybridizes with the local
f moment. It then hops, as an f -electron to B, where it converts back to a
spin-down conduction electron.
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require a four-sublattice ansatz, as in Fig. 6.8 (b),
VB=θVA, VC =θ
2VA=−VA, VD=θ3VA = −VB. (6.18)
We can, of course, remove the extra sign in VC and VD by performing a gauge transformation on
C and D sites. If there is no f -electron hopping between sublattices (χH = 0), the mean-field
Hamiltonian is invariant under this transformation, and we can consider a two-sublattice ansatz
where time-reversal symmetry is represented by the usual time-reversal, θ followed by a staggered
gauge transformation. The requirement to combine symmetry and gauge operations to reveal the
true symmetry of the ground state is analogous to the use of projective symmetry groups in spin
liquids [324]. However, f -electron hopping between sublattices (χH 6= 0) causes the two-sublattice
ansatz to truly break time-reversal symmetry, albeit subtly via the signs of the hybridization
spinors. While no single-site observables break time-reversal symmetry, the bandstructure must do
so through an emergent spin-flip hopping. If a conduction electron hybridizes at a site on sublattice
A, hops as an f -electron to site B, and turns back into a conduction electron via hybridization at
site B, it will flip its spin, see Fig. 6.8(c). As all of the four sublattice cases break additional lattice
symmetries if χH = 0, and the two sublattice case breaks time-reversal, when there is f -electron
hopping, an extra symmetry beyond translation must be broken. We consider both two (2SL) and
four sublattice (4SL) ansatzes, and both generically are found in the phase diagrams.
In 2D, there are two ways of arranging the four sublattices (ABCD) such that the hybridization
moments, V †~σV form the same Ne´el order, but the signs either alternate or form uniform stripes
along the xˆ direction. We discuss the 3D cases in section 6.6.2. The first ansatz, which we call
4SL(1) is shown in Fig. 6.9(b), with a unit cell that is quadrupled along the xˆ direction. This
ansatz breaks time-reversal and lattice translation symmetry, but is invariant under time-reversal
followed by translation by one site along xˆ. The Bravais lattice is rectangular, with a rotated and
compressed Brillouin zone, as shown in Fig. 6.9(b). The ansatz breaks inversion symmetry subtly
due to the relative signs of the hybridization spinors. The second ansatz [4SL(2)] places ABCD
around a single plaquette, as shown in Fig. 6.9(c). The unit-cell is doubled along both xˆ and yˆ,
and the Brillouin zone remains square, as shown in Fig. 6.9 (c). Here, the ansatz is invariant under
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time-reversal followed by a four-fold rotation, but breaks translation and rotation symmetries, while
preserving inversion.
6.4.2.1 Kramers degeneracy
Before hybridization, there are two Kramers degenerate conduction electron bands (σ =↑, ↓,
α = ±), and two non-Kramers “singlet” f-bands (α = ±). Hybridization mixes these Kramers and
non-Kramers bands; however, if time-reversal is preserved in some fashion, the total number of
Kramers degenerate bands must be preserved. The 2SL ansatz really does break time-reversal, and
thus the Kramers degeneracy of the bands is lost, even at the Γ point. The 4SL ansatzes preserve the
Kramers degeneracy, however the Kramers pairs are not co-located in momentum space. While the
4SL ansatzes break time reversal symmetry locally, they preserve an anti-unitary time-reversal-like
symmetry, P = Sθ, with S being a lattice transformation. By way of analogy, in a simple square
Ne´el antiferromagnet, S is a translation by one site along x. The presence of corresponding P
symmetries for 4SL(1) and 4SL(2) imply Kramers degenerate eigenstates at time-reversal invariant
momenta like the Γ point. Away from these special points, the Kramers pair of a state at k lies at
Sk, and so for generic momenta the degeneracy at fixed k is lifted. A simple antiferromagnet has
doubly degenerate bands throughout the Brillouin zone as Pk = −k, which is then mapped back
to k by inversion symmetry. For 4SL(1), the S operation is again translation by one site along x,
and so Pk = −k; as 4SL(1) lacks inversion symmetry, there is no way to map this state back to k,
and so the bands are not doubly degenerate at generic momenta. For 4SL(2), S is a C4 rotation
about the middle of a plaquette, which means Pk = −Rpi/2k, where Rpi/2 is a C4 rotation matrix.
Therefore, while the 4SL(2) ansatz has inversion symmetry, it still does not have a distinct unitary
operation that can map −Rpi/2k back to k, and thus does not have Kramers degenerate bands.
Note that the above discussion holds for generic χH 6= 0, but for χH = 0, both 4SL ansatzes are
equivalent to the two sublattice one via a gauge transformation. This version has inversion, and
the S operation is the same as in a simple antiferromagnet, so the conduction-electron-like bands
are Kramers degenerate throughout the Brillouin zone.
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Figure 6.9 The lattice structure (left) and Brillouin zone (right) for (a) two sublattice
(2SL) staggered ansatz, which breaks time-reversal and lattice translation sym-
metry but preserves inversion and C4 rotation symmetry; (b) four sublat-
tice [4SL(1)] staggered ansatz, which breaks time-reversal, lattice translation
and inversion symmetries; (c) four sublattice [4SL(2)] staggered ansatz, which
breaks time-reversal, lattice translation symmetry and rotation symmetry, but
preserves inversion symmetry.
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6.4.2.2 Two sublattice hastatic order (2SL)
The 2SL ansatz may be represented in real space, as discussed above, or in momentum space,
where the hybridization mixes bands with k and k + Q, where Q = (pi, pi). If the hybridization at
site A is VAσ = (V↑, V↓)T , the real space hybridization is,
Vjσ = V
(1)
σ + V
(2)
σ e
iQ·Rj
V (1)σ =
1
2
(Vσ − σ˜V ∗−σ), V (2)σ =
1
2
(Vσ + σ˜V
∗
−σ), (6.19)
where σ˜ = sgn(σ). The momentum space Hamiltonian is
H =
1
Ns
∑
k
[
kαc
†
kασckασ + k+Qαc
†
k+Qασck+Qασ
+
(
V (1)σ c
†
kασfkα + V
(2)
σ c
†
k+Q,ασfkα +H.c.
)
+ fkf
†
kαfkα + fk+Qf
†
k+Qαfk+Qα
]
+
N
JK
∑
σ
|Vσ|2 + zN
2JH
|χH |2 −Nλ+ N
2
µnc, (6.20)
where the momentum sum is over the original Brillouin zone. The calculation of the energy eigen-
values for the antiferrohastatic ansatzes proceeds by representing the corresponding Hamiltonians
in matrix form, with k ranging over the appropriate reduced Brillouin zones. Since the ferrohastatic
ansatz contains six bands (four conduction, two f), the 2SL ansatz has twelve bands. In general,
unless χH = λ = µ = 0, the antiferrohastatic Hamiltonians cannot be diagonalized analytically,
and we rely on numerical results. In general, we solve the mean-field equations,
∂F
∂λ
= 0,
∂F
∂V
= 0,
∂F
∂χH
= 0, and
∂F
∂µ
= 0, (6.21)
to find the mean-field parameters, λ, V , χH and µ for a particular ansatz, where V is the overall
magnitude of the hybridization spinor; without loss of generality, we assume VA = (V, 0), as we
have SU(2) spin (channel) symmetry. Note that if the f -electron hopping is zero, both of the four-
sublattice ansatzes reduce to this two-sublattice Hamiltonian. Also note that since all the bands
hybridize, there is a full hybridization gap, and we find hastatic Kondo insulators when nc = 1, 3
and the Fermi energy sits in the hybridization gap. As the f -electron bands are doubled, these
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Kondo insulators will always be trivial rather than topological insulators, as the parity of doubled
bands cannot change [261].
The band structure is invariant under SU(2) spin-rotation and gauge transformations of Vσ →
Vσe
iφ. The eigenvectors, however, are not invariant, which leads to the magnetic moments discussed
in section 6.5.
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Figure 6.10 Band structure along high symmetry lines in the first Brillouin zone for the
2D 2SL ansatz. Before hybridization, we have a single four-fold degenerate
conduction electron band (orange dashed lines show bare conduction electron
bands at k and k + Q), and two doubly degenerate f -electron bands (green
dotted lines show the unhybridized f -bands at k and k+Q). After hybridiza-
tion, all bands (blue) are hybridized and now doubly-degenerate due to the α
pseudospin degeneracy; Kramers degeneracy is completely lost, even at the Γ
point. The parameters used were found self-consistently for nc = 1.2, JK = 3t,
JH/JK = 0.4, η = 1.
The bandstructure for the 2SL ansatz with nonzero χH is shown in Fig. 6.10, where the
parameters are found self-consistently for nc = 1.2 and JH/JK = 0.4, which is in a region of the
phase diagram where the 2SL ansatz has the lowest energy. The key signature of time-reversal
symmetry breaking in 2SL order is that all of the bands at the Γ point are channel singlets. As we
have two-fold pseudospin (α) degeneracy, each band is only two-fold degenerate. The splitting can
be clearly seen in the lowest conduction band; the highest conduction band is also split, but as it
is far from the Fermi surface, the splitting is too small to resolve in the figure.
173
6.4.2.3 Type 1 four sublattice hastatic order [4SL(1)]
The 4SL(1) staggered ansatz can be written in momentum space as a hybridization between
both states at k and at k±Q, with Q = (pi/2, pi/2). The hybridization at site j is then,
Vjσ = V
(1)
σ e
−iQ·Rj + V (2)σ e
iQ·Rj (6.22)
where we define,
V (1)σ =
1
2
(Vσ − iσ˜V ∗−σ), V (2)σ =
1
2
(Vσ + iσ˜V
∗
−σ). (6.23)
The Hamiltonian in momentum space becomes,
H =
1
Ns
∑
k
[
kαc
†
kασckασ + V
(1)
σ c
†
k+Q,ασfkα
+ V (2)σ c
†
k−Q,ασfkα + fkf
†
kαfkα +H.c
]
+
N
JK
∑
σ
|Vσ|2 + zN
2JH
|χH |2 −Nλ+N/2µnc (6.24)
where k ranges over the original unhybridized Brillouin zone. This 4SL ansatz has 24 bands.
An example band structure for the 4SL(1) ansatz is shown in Fig. 6.11. For simplicity, we use
the η = 1 structure which is always doubly degenerate in α; the 4SL(1) ansatz does not appear
in the mean-field phase diagram for η = 1, although it does for other values of η. We note a
few important features. Unlike the ferrohastatic case, all the conduction electron bands hybridize
at generic k points. Unlike the 2SL case, the Kramers degeneracy is preserved at the Γ point,
leaving four four-fold degenerate bands and four two-fold degenerate bands. Away from the Γ
point, the spin-degeneracy is fully broken, and there are 12 doubly-degenerate bands, although
the splitting is difficult to resolve in the figure. Note that the broken inversion symmetry is not
immediately apparent in the band structure, which is invariant under k → −k due to the time-
reversal symmetry. The lack of inversion symmetry is responsible for the loss of spin-degenerate
bands, as discussed above. Furthermore, the band structure is invariant under SU(2) spin rotations,
although the eigenvectors do reflect the broken symmetry, ultimately leading to SU(2) symmetry-
breaking staggered moments.
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Figure 6.11 Band structure along high symmetry lines in the first Brillouin zone for the
2D 4SL(1) ansatz. Before hybridization, we have four four-fold degenerate
conduction electron bands (orange dashed lines), and four doubly degenerate
f -electron bands (green dotted lines). After hybridization, all bands (blue
lines) are hybridized, and the Kramers degeneracy at the Γ point is preserved.
Plotted for V↑ = 1.5, V↓ = 0, λ = 0.3, χ = −0.3, µ = −1, η = 1.
6.4.2.4 Type 2 four sublattice hastatic order [4SL(2)]
The 4SL(2) ansatz can be written in momentum space using hybridization between states at k
and at k + Q1,2, where Q1 = (pi, 0) and Q2 = (0, pi). The hybridization on site j is,
Vjσ = V
(1)
σ e
−iQ1·Rj + V (2)σ e
−iQ2·Rj (6.25)
where we define
V (1)σ ≡
1
2
(Vσ + σ˜V
∗
−σ), V
(2)
σ ≡
1
2
(Vσ − σ˜V ∗−σ). (6.26)
The Hamiltonian becomes,
H =
1
Ns
∑
k
[
kαc
†
kασckασ + V
(1)
σ c
†
k+Q1,ασ
fkα
+ V (2)σ c
†
k+Q2,ασ
fkα + fkf
†
kαfkα +H.c
]
+
N
JK
∑
σ
|Vσ|2 + zN
2JH
|χH |2 −Nλ+ N
2
µnc. (6.27)
where k ranges over the original unhybridized Brillouin zone. This 4SL ansatz also has 24 bands.
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Figure 6.12 Band structure along high symmetry lines in the first Brillouin zone for the 2D
4SL(2) ansatz. Before hybridization, we have four- and eight-fold degenerate
conduction electron bands(orange dashed lines), and two- and four- degener-
ate f -electron bands(green dotted lines). After hybridization, all the bands
(blue lines) are hybridized. At Γ, the highest and lowest bands that originate
from k and k + Q1 + Q2 are four-fold degenerate, while all other bands are
pseudospin doublets and spin singlets. Plotted for the self-consistent solution
with nc = 0.8, JK = 3t, JH/JK = 0.4, η = 1.
An example band structure for the 4SL(2) ansatz is shown in Fig. 6.12, where the parameters
are found self-consistently for nc = 0.8 and JH/JK = 0.4, which is in a region of the phase diagram
where the 4SL(2) ansatz has the lowest energy. Again, all conduction bands hybridize. Before
hybridization, at the Γ point there are two four-fold and one eight-fold degenerate conduction
bands from k, k+Q1, k+Q2, and k+Q1 +Q2, as well as two doubly-degenerate and one fold-fold
degenerate f-bands. After hybridization, the bands originating from k and k + Q1 + Q2 remain
four-fold degenerate, while the other two groups split into doublets, as Q1 and Q2 are not invariant
under the time-reversal-like symmetry, P = Rpi/2θ. As before, the band structure is unchanged by
SU(2) spin rotations, with the eigenvectors reflecting the broken symmetry and leading to SU(2)
symmetry-breaking staggered moments.
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6.4.3 Canted hastatic ansatz
In addition to the ferro- and antiferrohastatic phases, we also consider a canted phase that
combines features of both. The hastatic spinor behaves like a tiny magnetic moment in many ways,
and so we expect it to cant in applied magnetic field. As such, we consider a hastatic spinor with
both uniform and staggered components that are perpendicular to one another. This state both
mimics a canted antiferromagnet and preserves the translation symmetry for the total hybridization
on each site, |Vj | = |V |. We take the uniform component to be parallel to the external field, taken
along zˆ, and the staggered component along xˆ. When the antiferrohastatic phases are placed in
magnetic field, the canted phase develops, although it is not present in zero field. We therefore
begin with any 4SL staggered phase and introduce a uniform component δV as,
VAσ =
 V + δV
V
 , VBσ =
 −V − δV
V
 ,
VCσ = −VAσ, VDσ = −VBσ. (6.28)
Here, V and δV are the staggered and uniform components, respectively. When V → 0, the
uniform ansatz will have a staggered sign that may be removed by a gauge transformation even in
the presence of f -hopping. If we redefine V↑ ≡ V + δV, V↓ ≡ V , we can continue to use the 4SL
Hamiltonians, (6.24) or (6.27).
As the canted phase includes both uniform and staggered hybridization, all conduction bands
hybridize, albeit unequally between the spin components, and the band structure qualitatively
resembles the 4SL phase; an example canted 4SL(1) band structure is shown in Fig. 6.13.
6.4.4 Non-hastatic phases: paraquadrupolar and quadrupolar liquid
In addition to various hastatic ansatzes, we also consider two different unhybridized states: the
disordered high-temperature “paraquadrupolar” state, and the quadrupolar liquid phase favored
by large JH . The paraquadrupolar state has V = λ = χH = 0, and describes the Curie gas phase
of the quadrupoles. It cannot be the ground state in the absence of field or strain due to its R ln 2
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Figure 6.13 An example bandstructure for canted 4SL(1) hastatic order with
V↑ = 1.5, V↓ = 1, λ = 0.3, χ = −0.3, µ = −1.
entropy per site. In field and strain, the Γ3 doublet splits, and the paraquadrupolar phase becomes
partially or fully polarized, and can be the ground state.
The quadrupolar liquid is a spin liquid phase of the local moments (V = λ = 0, χH 6= 0),
totally decoupled from the conduction electrons; as these are quadrupolar moments, we call it
a quadrupolar liquid. Our mean-field ansatz limits us to neutral spinons hopping on the square
lattice to form a spinon Fermi surface. Of course, beyond the mean-field limit, the quadrupole
moments are much more likely to order at low temperatures than to form a spin liquid state. Our
quadrupolar liquid phase captures the short-range quadrupolar order at high temperatures, and
acts as a proxy to allow us to treat both f -electron hopping arising from beyond mean-field effects
and the competition between hastatic and quadrupolar order. The quadrupolar liquid develops out
of the paraquadrupolar phase via a second-order phase transition at TQL =
JH
4 .
6.4.5 The Kondo temperature
Hastatic order develops out of the paraquadrupolar state via a second-order phase transition
at TK . This transition temperature is independent of the nature of the hastatic order, which can
be seen straightforwardly by taking the action in terms of fermions, cjσα and fjα and Hubbard-
Stratonovich bosons, Vjσ, with the Hamiltonian given by equation (6.14), and integrating out the
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fermions. Hastatic order develops when the dispersion for the bosons becomes negative at some Q
value and the bosons condense. As the free bosons above TK have no Q dependence, this dispersion
can be found by evaluating the boson self-energy, ΣV σ(iνn,Q), where we are interested in ordering
at high temperatures and so set iνn = 0. As the vertex V c
†f is of order unity, this calculation is
in principle extremely complicated. However, here we consider χH = 0, such that the f -electrons
have no k dependence, G−1f0 (iωn,k) = iωn. As the bosons also have no k dependence, the tree-level
diagram shown in Fig. 6.14 can trivially have its Q-dependence removed by redefining k,
ΣV σ(0,Q) = T
∑
iωn
∑
k
Gc0,σ(iωn,k + Q)Gf0(iωn). (6.29)
Any higher order corrections can similarly have their Q dependence removed. Interactions between
the bosons are required to differentiate the types of hastatic order.
Figure 6.14 Tree-level Feynman diagram for calculating the hastatic Kondo temperature
for wave-vector Q; this diagram is the tree-level hybridization self-energy.
Solid (dashed) lines indicate the bare c- and f -electron propagators, respec-
tively. As the f -electron propagator is k independent, the Q dependence of
this diagram can be removed.
As the Kondo temperature is independent of Q, we can explicitly calculate it from the ferro-
hastatic mean-field equations,
1
V
∂F
∂V
∣∣∣∣∣
V,λ,χ→0
= 0;
∂F
∂µ
∣∣∣∣∣
V,λ,χ→0
= 0, (6.30)
where the second equation fixes the conduction electron filling. The free energy is
F = −T
∑
ηα
ˆ
k
ln(1 + e−βωkαη) +
N
JK
(|V↑|2 + |V↓|2)
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+
zN
2JH
|χH |2 − λN − N
2
µnc (6.31)
where η labels the three energy branches in eq. (6.17). Assuming the conduction electron filling is
fixed, the Kondo temperature is thus determined by,
∑
kα
tanh( kα2TK )
kα
=
2N
JK
. (6.32)
As can be seen in Fig. 6.15, TK is particle-hole symmetric and vanishes smoothly for nc → 0, 4,
where there are no conduction electrons, with a maximum at half-filling. This scenario is quite
different from the development of itinerant magnetism, where Fermi surface nesting enhances the
ordering temperature at the ordering wave-vector. Here, all hastatic orders have the same transition
temperature, and lower temperatures are required to select one particular order. For larger JH ,
hastatic order can emerge out of the quadrupolar liquid, where the f -electron dispersion can lead
to different TK(Q).
Figure 6.15 Kondo temperature for hastatic order as a function of conduction electron
filling in 2D(blue) and 3D(red). TK is the same for all hastatic orders. TK
for 3D is renormalized by the bandwidth of bare conduction electron bands.
Here, t = 1 and JK = 3. Note that TK ∼ 0.05D, where D = 8t, 12t is the
bandwidth for the conduction electrons, which is significantly larger than in
most rare-earth materials, but leads to better numerical convergence.
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6.5 Moments, Susceptibilities and g-factors
As all hastatic orders break some symmetries, we expect nonzero moments and symmetry-
breaking susceptibilities. While we can calculate these analytically for ferrohastatic order, we
cannot generically do so for the antiferrohastatic cases. Therefore, we turn to numerical calculations.
We can calculate arbitrary moments and susceptibilities numerically by introducing appropriate
conjugate fields that couple only to the moments of interest, and taking numerical derivatives of
the free energy. For instance, we calculate the staggered conduction electron moment along zˆ with,
H → H −Bzcs
1
Ns
∑
kα
σ˜c†kασck+Qασ
mzcs = −
∂F
∂Bzcs
∣∣∣∣
Bzcs→0
. (6.33)
Such calculations were done for uniform and staggered fields coupling to the magnetic and quadrupo-
lar moments of the c-electrons, and the quadrupolar moments of the f -electrons. Susceptibilities
were calculated via second derivatives with respect to the conjugate fields.
6.5.1 Multipolar moments
The ferrohastatic phase has a single nonzero moment: the conduction electron moment parallel
to the direction of the hastatic spinor. This moment is plotted in Fig. 6.16 as a function of
temperature T and conduction electron filling nc. As the order parameter is the hybridization
spinor Vσ, the moment develops linearly in temperature. It is particle-hole antisymmetric and
vanishes at half-filling, as found previously [280]. The magnitude of these moments is proportional
to TK/D, whereD is the conduction electron bandwidth. This calculation was done self-consistently
in the ferrohastatic phase, where TK/D ∼ 0.05 and the maximum moment is ∼ 0.2µB. Realistic Pr-
based systems typically have significantly smaller values of TK/D, and will have similarly smaller
hastatic moments.
In the four sublattice antiferrohastatic phases, the only nonzero moments are staggered con-
duction electron dipole moments along the direction of the hastatic spinor, as expected. There are
no nonzero quadrupolar moments of any kind. The staggered moment, like the ferrohastatic mo-
181
Figure 6.16 Ferrohastatic order contains nonzero uniform conduction electron moments
parallel to the hastatic spinor. Here, we show the moment (a) as a function
of temperature for nc = 1.5, JH/JK = 1/30; (b) as a function of conduction
electron filling nc at low temperature for JH/JK = 1/30. m
c
U is linear in
T around TK and is particle-hole anti-symmetric. Both figures assume two
degenerate conduction bands and are calculated self-consistently. Note that
the magnitude is proportional to TK/D, which we take to be quite large here,
and realistic systems will have moments several orders of magnitude smaller.
In our calculation, we fix JK = 3t.
ment, develops linearly in temperature, and is particle-hole anti-symmetric as shown in Fig. 6.17;
again, the magnitude is proportional to TK/D, with a maximum ∼ 0.4µB. None of the moments
or susceptibilities reflect the additional broken symmetries of the four sublattice phases, and there
is no qualitative distinction between the 4SL(1) and 4SL(2) moments.
The two-sublattice phase requires more careful treatment, as at first it appears to host both
uniform and staggered moments. However, the uniform moments are gauge dependent, in that they
depend on the overall phase of Vσ. All other quantities, including the staggered moments and the
bandstructure are gauge independent. If Vσ||zˆ, with the complex phase φ, the uniform moments
will be in the basal plane, with φ dependence m⊥ ∝ (cosφ, sinφ). Any physical quantity must
be gauge-independent, and indeed these moments vanish once we average over the possible gauge
choices. The gauge invariant staggered moments are qualitatively similar to the 4SL(1) and 4SL(2)
staggered moments, and there is no way to resolve between any of the antiferrohastatic phases
based on moments alone.
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Figure 6.17 Antiferrohastatic order has a nonzero staggered conduction electron moment,
here shown (a) as a function of temperature for nc = 1.5, JH/JK = 1/30;
(b) as a function of conduction electron filling nc at low temperature for
JH/JK = 1/30. Both figures assume two degenerate conduction bands and
are calculated self-consistently. Note that the magnitude is proportional to
TK/D, which we take to be quite large here, and realistic systems will have
moments several orders of magnitude smaller.
6.5.2 Susceptibility anisotropy
We are primarily interested in symmetry-breaking susceptibilities that develop with the onset
of hastatic order; these include magnetic, strain, and magnetostrictive susceptibilities, in principle.
The susceptibilities are found by taking the second derivative of F with respect to the appropriate
combination of conjugate fields. The conduction electron magnetic susceptibilities have a (gµB)
2
constant of proportionality, while the strain and magnetostrictive susceptibilities have materials
dependent constants of proportionality. As we are interested in the symmetry breaking, rather
than the absolute magnitudes, we set these constants of proportionality to one.
The magnetic susceptibilities of ferrohastatic and antiferrohastatic phases behave similarly, with
an enhancement of the susceptibility χzzc along the direction of the hastatic spinor below TK , devel-
oping as (T − TK)2, as shown in Fig. 6.18. Here, this symmetry breaking is simply a consequence
of the magnetic moments, and also occurs in a normal magnet. The 2SL in-plane magnetic suscep-
tibilities additionally have a gauge-dependent contribution due to the gauge dependent moments;
this contribution again vanishes after gauge averaging.
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Figure 6.18 Conduction electron magnetic susceptibility anisotropy as a function of tem-
perature for the ferrohastatic (solid red line) and antiferrohastatic (dashed
green line) orders. This figure is calculated for nc = 1.5, JH/JK = 1/30 self–
consistently, although the antiferrohastatic state is only metastable here. We
define the dimensionless ∆χmc ≡ (χzzc −χxxc )/(χxxc +χzzc ); both hastatic orders
have enhanced susceptibility along the direction of the hastatic spinor.
We similarly calculate the strain and magnetostrictive susceptibilities, but find that these do
not break any symmetries – the strain susceptibility tensor has cubic symmetry, and the magne-
tostrictive susceptibilities vanish uniformly. As there is no spin-lattice coupling, this absence is not
surprising, but might change in a spin-orbit coupled Anderson model treatment. Both c and f
electron strain susceptibilities behave similarly.
6.5.3 Coupling to magnetic field: g-factor
As the conduction electrons hybridize with non-magnetic f -electrons, we might expect the g-
factor of the resulting heavy electrons to be much reduced from the high-temperature g = 2; this
reduced g-factor would be a key indication that the conduction electrons were hybridizing with a
non-magnetic doublet [1]. The g-factor in heavy fermion materials can be measured by looking at
the Fermi surface magnetization via de Haas-van Alphen (dHvA), where this magnetization is a
periodic function of the ratio of the Zeeman splitting and cyclotron frequencies [325]. The Zeeman
splitting, and thus the g-factor can be very sensitively measured by looking at the “spin-zeros”
where this magnetization passes through zero. Measuring the g-factor this way requires doubly-
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degenerate bands everywhere in the Brillouin zone in order to define their splitting in magnetic
field, and so we consider only antiferrohastatic order with χH = 0, where all of our bands are
doubly degenerate. For any antiferrohastatic order with nonzero f -electron hopping (χH 6= 0), the
bands are no longer doubly degenerate, and the g-factor is not well-defined. Instead of looking at
the g-factor, we can look at how these bands move in magnetic field in order to see their magnetic
content; the bands shift primarily as B2, with a small linear in B component proportional to TK/D.
However, small non-Zeeman splittings due to realistic c and f bandwidths are unlikely to seriously
affect the measured spin-zeros.
We calculate the g-factor by introducing the coupling −gµB ~B ·
∑
kασ c
†
kασ~σckασ and examining
how the Kramers-degenerate hybridized bands split in field. For simplicity, we take the hybridiza-
tion VA to point along zˆ, and define the magnetic field direction in terms of the angle between the hy-
bridization spinor and magnetic field, θ, and the angle φ in the plane perpendicular to the hybridiza-
tion spinor. The hybridized bands (ωkησ) split linearly, as ∆Ekη = |ωkη↑−ωkη↓| = gkη(θ, φ)B, with
gkη(θ, φ) =
∣∣∣∣d∆EkηdB
∣∣∣∣
B→0
. (6.34)
We are interested in the Fermi surface average,
g(θ, φ) =
∑
kη gkη(θ, φ)δ(ωkη)∑
kη δ(ωkη)
. (6.35)
g(θ, φ) is independent of φ, but has a θ dependence that is more pronounced for larger nc. The
maximum g-factor occurs for fields aligned with the hybridization spinor, as seen in Fig. 6.19. Note
that we have fixed the hybridization spinor, while in reality it will be weakly pinned and may well
rotate to follow the spinor, keeping this maximum value for all angles. The overall magnitude of the
g-factor is suppressed from g = 2 by approximately TK/D, although the details of the anisotropy
depend on the conduction electron filling nc.
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Figure 6.19 Angle-dependent g−factor calculated for doubly degenerate bands in the an-
tiferrohastatic ansatz (JH/JK = 0, χ = 0), with V ||zˆ. (a) A polar plot of
the g-factor for several nc within the staggered phase. The overall magni-
tude of g(θ) is proportional to TK(nc)/D, while the anisotropy increases with
increasing nc, up to nc = 1. (b) A comparison of the g-factor in two and
three dimensions, for nc = 0.8. The 3D g-factor is similar, but slightly less
anisotropic.
6.6 Zero Temperature Phase diagram
To investigate the competition between ferro- and antiferrohastatic orders, and their compe-
tition or cooperation with quadrupolar order, we examine the zero temperature phase diagram
for three different models: the two dimensional phase diagram, both for perfectly degenerate con-
duction bands and for non-degenerate, but symmetry related, bands, and the three dimensional
phase diagram for degenerate bands. All three phase diagrams are qualitatively similar, with the
main difference being the relative stabilities of the different antiferrohastatic phases. These phase
diagrams were obtained by finding saddle point solutions for each ansatz, and taking that with
the lowest energy. Again, note that we neglect more complicated hastatic orders, as well as su-
perconductivity. The phase diagrams are found in the (nc, JH/JK) plane, where nc ∈ (0, 4) is the
conduction electron density. In each case, we fix t = 1, JK = 3t and vary JH .
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Figure 6.20 Low-temperature phase diagram for 2D in the (nc, JH/JK) plane, where the
red region (U) indicates ferrohastatic order, purple indicates 2SL staggered or-
der, teal indicates 4SL(2) staggered order, and blue represents the quadrupolar
liquid (QL). The solid/dashed black lines indicate second-/first- order transi-
tions between the phases.
First, we discuss the 2D phase diagram for degenerate bands, as shown in Fig. 6.20. As our
conduction electron bands are particle-hole symmetric, so is our phase diagram. The ferrohastatic
phase is favored near half-filling (nc = 2), where it extends to JH/JK → ∞, and in very small
pockets near nc = 0, 4. Generically, for finite JH , the ferrohastatic phase also has χH 6= 0. The
infinite extent at half-filling is due to the perfect nesting of the conduction electron band structure.
While the transition between ferrohastatic order and the quadrupolar liquid is always first order, we
can see the expanded stability of the ferrohastatic phase by following the line where d2F/dV 2|V=0 =
0. In the quadrupolar liquid, V = 0, λ = 0, χH = 2JH/pi
2, and so,
∂F 2
∂V 2
∣∣∣∣∣
V→0
=
2N
JK
−
∑
kα
tanh(
fk
2T )−tanh( kα2T )
fk − kα = 0. (6.36)
For µ = 0, the above integral is proportional to
´
k
1
| cos(kx)+cos(ky)| , which diverges logarithmically;
therefore for sufficiently small µ, V = 0 is not a stable minimum for any JH . Note that the critical
(JH/JK)c where d
2F/dV 2|V=0 changes sign is not usually a second-order transition in this case, as
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the quadrupolar liquid is already an excited metastable state relative to ferrohastatic order by this
(JH/JK)c.
Away from half-filling, the ferrohastatic region gives way to a dome of antiferrohastatic order
peaked around quarter filling, again via a first-order phase transition. The 2SL phase is stable for
nc > 1, while the 4SL(2) phase is stable for nc < 1, with χH 6= 0 for all finite JH . Exactly at
nc = 1, χH vanishes smoothly and the two phases are equivalent. This line is a second-order phase
transition, and forms a Kondo insulator in which the bands regain the full four-fold degeneracy.
Otherwise, these phases are generically metallic and lack Kramers degeneracy.
6.6.1 Breaking conduction electron degeneracy
Next, we consider the effect of breaking the band degeneracy. Recall that the two conduction
electron bands are still related by symmetry and are degenerate at the Γ point. In Fig. 6.21, we
present an example phase diagram for η = 1/3. This phase diagram is qualitatively similar to the
degenerate case: it is particle-hole symmetric, with the ferrohastatic phase favored at very low and
half-filling, and antiferrohastatic order favored about the quarter-filling limit. Here, however, the
band structure is no longer perfectly nested at half-filling, and so the ferrohastatic phase extends up
only to a finite (JH/JK)c, and now peaks at quarter-filling for both the ferro- and antiferrohastatic
orders. The antiferrohastatic dome is more complex: again the 2SL phase is stable for nc > 1,
and the 4SL phases are stable for nc < 1. However, about quarter-filling there is now a dome of
χH = 0 staggered phase where the three ansatzes are identical. Both 4SL(1) and 4SL(2) appear,
with the pocket of 4SL(1) closer to quarter-filling. The ferrohastatic pockets at low filling are also
substantially larger.
In part, breaking the band degeneracy allows us to explore the effect of a different bandstruc-
ture; it clearly is not detrimental to hastatic order, nor does it seriously affect the competition
between ferro- and antiferrohastatic order. As η decreases from one, the bands become more one-
dimensional, enhancing the density of states and hastatic order slightly, as shown in Fig. 6.22.
Here, we plot the Kondo temperature as a function of nc for several anisotropies, showing that as
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Figure 6.21 Low-temperature phase diagram for 2D in the (nc, JH/JK) plane, for η = 1/3.
The red region (U) indicates ferrohastatic order, purple indicates 2SL stag-
gered order, teal indicates 4SL(2) staggered order, light green 4SL(1), and
dark green (S) the χH = 0 antiferrohastatic order, while blue represents the
quadrupolar liquid (QL). Dashed/solid black lines indicate first-/second- or-
der transitions, while the blue solid lines indicate Lifshitz transitions within
the antiferrohastatic order at the Kondo insulator lines for nc = 1, 3.
the anisotropy increases, TK/D both increases in magnitude and flattens out more as nc approaches
half-filling.
Broken band degeneracy implies that we generically have two sets of doubly-degenerate bare
conduction bands in addition to the doubly-degenerate bare f-bands. In ferrohastatic order, we now
find two non-degenerate unhybridized bands and four non-degenerate hybridized bands, as shown
in Fig. 6.23 (a). Antiferrohastatic order shows few qualitative changes; see Fig. 6.23 (b). The
signatures of hastatic order all remain qualitatively the same, with only the relative stability of the
hastatic and quadrupolar liquid phases being modified by the removal of the band-degeneracy, likely
due to the enhanced density of states. For most of the paper, we consider the simpler, completely
degenerate case, and mention only the key differences between the two cases.
189
0 1 2 3 4
nc0
0.05
0.1
TK/D
η=0.1η=0.5η=0.9η=1
Figure 6.22 Kondo temperature as a function of conduction filling for different η. TK is
renormalized by the bandwidth of bare conduction electron bands.
6.6.2 Effect of dimensionality
We can also consider the effect of changing the dimensionality from two to three dimensions. As
we are strictly in the mean-field limit, the difference here is not substantial, since the fluctuations
that typically destroy long-range order in two-dimensions are absent in our calculations. The
difference between 2D and 3D in our calculations is more a difference of the details; the van Hove
singularity in the conduction electron density of states is removed, as it is in the non-degenerate
band case, and the staggered unit cell becomes significantly more complicated, as we now have to
consider the arrangements of ABCD in the zˆ-direction as well. In the following we consider 3D
analogues of the 4SL(1) and 4SL(2) phases. The inversion symmetry-breaking 4SL(1) ansatz is
naturally generalized to a rhombohedral structure in which planes of each sublattice are stacked
along the [111] direction of the underlying cubic crystal, with the wavevector (pi/2,pi/2,pi/2) [see
Fig.6.24(a)]. The 4SL(2) ansatz can be generalized in a number of a different ways. Here we have
taken a 2D plane of ABCD sites in arranged clockwise in square plaquettes, and stacked it in the z
direction with a second layer having the plaquettes rotated by 90 degrees [see Fig.6.24(b)]. These
two types of layers are then repeated periodically along the z direction; this pattern preserves
inversion symmetry like the 2D 4SL(2) ansatz, but does require now eight sites per unit cell, and
thus has 48 total bands.
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Figure 6.23 Bandstructures of hastatic order for nondegenerate bands, with η = 1/3. (a)
bandstructure of ferrohastatic order(blue lines) for nc = 2, JH/JK = 1. (b)
bandstructure of antiferrohastatic order(blue lines) for nc = 1, JH/JK = 0.4
where the system is a Kondo insulator and χH = 0. Here the orange dashed
lines represent free conduction electron bands and the green dotted lines are
the free f -electron bands. Parameters were obtained self-consistently, with
JK = 3t.
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Figure 6.24 Illustrations of the crystal structures for the 3D 4SL ansatzes: (a) rhombo-
hedral 4SL(1), with ordering vector (pi/2,pi/2,pi/2); (b) orthorhombic 4SL(2),
with ordering vectors (pi,0,0), (0,pi,0), and (0,0,pi).
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The phase diagram in the (nc, JH/JK) plane is similar to the 2D cases, with ferrohastatic order
around half-filling and antiferrohastatic order moving away from this limit, as shown in Fig. 6.25.
One also finds that both versions of the 4SL ansatz are realized here, as in the band non-degenerate
2D case. However, the region with χH = 0 is confined to the nc = 1 line in the 3D phase diagram.
From Fig. 6.15, one can see that the Kondo temperature is suppressed for all conduction electron
fillings compared with 2D. In magnetic field, the g-factor is still independent of azimuthal angle
but has smaller anisotropy than in 2D (see Fig. 6.19).
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Figure 6.25 Low-temperature phase diagram for 3D in the (nc, JH/JK) plane, where the
red region (U) indicates ferrohastatic order, teal represents 4SL(2) antifer-
rohastatic order, light green 4SL(1) antiferrohastatic order, and blue the
quadrupolar liquid (QL). The dashed lines indicate first-order transitions,
while the solid line shows the second-order transition between the staggered
ansatzes for which χH = 0.
6.7 Finite Temperature
In this section, we present representative finite temperature phase diagrams for the 2D model.
We have seen that the transition temperatures out of the paraquadrupolar state for all hastatic
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phases are identical, with clear first-order transitions between them at zero temperature. Here, we
find that the finite temperature phase diagrams can be similarly complex, with different types of
hastatic order favored at different temperatures. We pick four representative conduction electron
fillings: nc = 1, nc = 1.2, nc = 1.5 and nc = 2, which span ground states from the Kondo insulator
to 2SL antiferrohastatic to ferrohastatic order at small JH , and plot the temperature-JH/JK phase
diagrams in Fig. 6.26.
First we discuss the effect of increasing JH/JK on ferrohastatic order. For small JH/JK ,
the transition at TK into hastatic order is generically second order, and independent of JH/JK .
The transition into the QL occurs at TQ = JH/4. After this line intersects TK , hastatic order
develops out of the quadrupolar liquid, typically still via a second-order transition that is initially
enhanced by JH , but then suppressed. Generically, we obtain reentrant phase transitions between
the ferrohastatic and quadrupole liquid phases, which we believe to be an artifact of the mean-
field theory. While slave particle theories typically work quite well for capturing low-temperature
properties, they can fail at higher temperatures, particularly in capturing the nature of phase
transitions [326]. In addition, we neglect superconductivity in this chapter, but it is well known
that the single-channel Kondo-Heisenberg model gives rise to superconducting dome completely
concealing the phase transition between heavy Fermi liquid and magnetic order [327, 307]. Here,
the evolution of our ferrohastatic phase should be identical to the one-channel model, and so we
expect a dome of quadrupolar resonating valence bond superconductivity to conceal these phase
transitions.
Increasing JH/JK clearly favors ferrohastatic order over the antiferrohastatic orders. The first-
order antiferrohastatic transition temperature decreases monotonically, while the ferrohastatic tem-
perature initially rises. This is true even when ferrohastatic order is never the ground state for a
particular nc, as for nc = 1. Unsurprisingly, increasing JH increases the transition temperature
at which χH turns on inside the antiferrohastatic phase, here the boundary between 2SL and the
χH = 0 antiferrohastatic phase for nc = 1.2. The antiferrohastatic case is also likely unstable to
superconductivity.
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Figure 6.26 Representative phase diagrams in the (JH/JK , T ) plane for (a) nc = 2; (b)
nc = 1.5; (c) nc = 1.2; (d) nc = 1. Solid (dashed) lines represent second-
(first-) order transitions. S indicates the antiferrohastatic phase with χH = 0.
6.8 Channel symmetry breaking: effect of magnetic field
Magnetic field is a channel symmetry breaking field that, in the isolated Γ3 limit, couples only
to the conduction electrons. In this artificial limit, ~B only favors ferrohastatic order, on account
of its ferromagnetic moment, and disfavors antiferrohastatic order. In this section, we consider the
more realistic case discussed in section 6.2.2, where the f -electrons couple to B2, and all types of
hastatic order are suppressed for sufficiently large ~B due to the suppression of the Kondo effect.
At intermediate fields, these two effects compete to give ferrohastatic order a slight dome in field.
First, we discuss the effect of magnetic field on the competing non-hastatic phases. As there
is no coupling of the moment direction to the lattice, we take ~B||zˆ without loss of generality. The
f -electron dipole moments do coupled more weakly to fields along [110] or [111], which will cause
some quantitative, but no qualitative differences. Magnetic field will generically induce both c-
and f -electron dipole moments. In both the quadrupolar liquid and paraquadrupolar phases, the
conduction electron moment simply grows linearly in B, as it would in a normal metal. The f -
electron dipole moment convolves two effects: the induced dipole content of the f -electron doublet
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pseudospin, 〈Jz〉, and the polarization of the pseudospin, 〈~α〉. In Fig. 6.27, we plot the conduction
electron moment and pseudospin polarization 〈αz〉 versus B. The f -electron pseudospin moments
are predominantly quadrupolar at low fields, with a dipolar contribution growing linearly in field,
as shown in Fig. 6.3; these moments, 〈Jz〉 will continue to evolve in field even after 〈αz〉 is fully
polarized.
In the paraquadrupolar phase, 〈αz〉 follows a Brillouin function, adjusted for the B2 nature of
the coupling and saturating to unity. Once the f -electrons are polarized, this phase is equivalent
to ferroquadrupolar order, and will be a polarized light Fermi liquid.
The quadrupolar liquid phase is suppressed by magnetic field as the polarization of the local
moments competes with antiferroquadrupolar correlations,
TQL =
JH
4
sech2
(
3B2
2TQL∆
)
, BQL =
1
3
√
2JH∆
3
, (6.37)
where ∆ is the splitting to Γ4, which we set equal to t here. TQL is a second-order phase transition
derived from d2F/dχ2 = 0 without any solution beyond some finite BQL; BQL therefore indicates a
first-order phase transition. This suppression is also shown by the gradually increasing 〈αz〉, which
grows much more slowly than in the paraquadrupolar phase. Again, the f -electron pseudospin
has both uniform quadrupolar and dipolar components. Here, the staggered pseudospin moments
remain uniformly zero, although in true antiferroquadrupolar order they would initially be large
due to the quadrupolar order, and gain dipolar components in field.
In this model, the hastatic spinor is not pinned to the lattice at all, and so we assume that the
ferrohastatic spinor immediately aligns with the external field, while the antiferrohastatic spinor
aligns in the perpendicular plane, so that it may cant along the field direction. Even in more
realistic Anderson models, the pinning of the hastatic order remains extremely weak.
To investigate how the hastatic phases respond to magnetic field, we examine two representative
phase diagrams in field and temperature. For the first, we choose nc and JH/JK such that in zero
field, the quadrupolar liquid develops first, followed by a transition to ferrohastatic order at a
lower temperature, as seen in Fig. 6.28(a). As magnetic field increases, the quadrupolar liquid is
suppressed and ferrohastatic order is first enhanced and then suppressed, leading to a wedge of
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Figure 6.27 Bare conduction electron moments (red) and f -electron polarization 〈αz〉f
(blue) for B||z in the (a) paraquadrupolar and (b) quadrupolar liquid phases
for nc = 1.2, JH/JK = 2/3 at low, but nonzero, temperature; B is measured in
units of t. In both phases, the conduction electron moment grows linearly in B;
while 〈αz〉f increases as a modified Brillouin function in the paraquadrupolar
phase, and grows quadratically in the quadrupolar liquid phase until the short
range quadrupolar order is destroyed when the moments saturate. Note that
we plot 〈αz〉, which is predominantly a quadrupolar moment for small fields,
with a dipole moment growing linearly in B.
quadrupolar liquid above ferrohastatic order, the latter vanishing via a direct first-order transition
to the polarized paraquadrupolar order at larger fields. The uniform c and f -electron moments are
shown in Fig. 6.28(b), where mc starts at a finite value and grows gradually, while the f -electron
moment vanishes in zero field, but quickly surpasses mc. Note that the polarization of the f -level
also induces small quadrupolar moments.
In the second representative phase diagram, show in Fig. 6.29, we explored the effect on the
competition between ferrohastatic and canted phases. We take quarter-filling (nc = 1), where the
hastatic ground state is always antiferrohastatic order with a full Kondo insulating gap and no f -
electron correlations (χH = 0), and then take sufficiently large JH/JK such that the ferrohastatic
phase, which can coexist with short range antiferroquadrupolar correlations, is favored at higher
temperatures. Magnetic field will cause the antiferrohastatic moments to gradually cant; if initially
|V↑| = |V↓|, then V↓ vanishes at the first-order transition to ferrohastatic order at large magnetic
field. In Fig. 6.29 (b), both the staggered conduction and the uniform conduction and f -electron
moments are shown in the canted phase, with only the uniform moments appearing in the ferro-
hastatic phase, after the first-order transition. Both the uniform f and c moments grow roughly
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Figure 6.28 (a) Phase diagram in magnetic field for nc = 1.2, JH/JK = 2/3, with a wedge
of quadrupolar liquid (QL) above ferrohastatic order (U) at small fields, and
a first-order transition to a fully polarized light Fermi liquid (PQ) at higher
fields. (b) The dipole moments as a function of field at zero temperature,
where mcU (red line) is the uniform conduction electron moment and m
f
U (blue
line) is the uniform f -electron moment. Note that the kink around B = 0.1t
is due to a non-universal Lifshitz transition of a hybridized band.
linearly with field, while the staggered c moment is slowly suppressed. There is never any staggered
f -electron moment.
Finally, we note that magnetic field breaks all of the symmetries broken in ferrohastatic order,
and so in field, the ferrohastatic spinor actually develops as a crossover. Effectively, the second-order
transition is broadened in field; however, as magnetic field couples to a tiny moment responsible for
only ∼ |V |2R log 2 entropy, in contrast to the large entropy of condensation, ∼ R log 2, the broad-
ening will be significantly less than for a purely ferromagnetic transition with the same entropy.
6.9 Pseudospin symmetry breaking: the effect of strain
Strain is the primary pseudospin symmetry breaking field in the quadrupolar Kondo model,
playing the role usually played by magnetic field in the single-channel Kondo model. Here we
consider the strain components that couple linearly to the quadrupolar moments of the Γ3 doublet:
zz, which couples to αz for both conduction and f -electrons, and xx−yy, which couples to αx.
These are related by cubic symmetry, and so will behave identically. We neglect other strains,
which require more complicated couplings. Both conduction and f -electron quadrupolar moments
couple to strain with significantly different and materials dependent constants. Typically, the
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Figure 6.29 (a) Phase diagram in magnetic field for nc = 1, JH/JK = 1/3, which contains
a low-temperature canted Kondo insulator phase (C+I) uniformly suppressed
in field, and a higher temperature region of ferrohastatic order (U) initially
enhanced in field before a first-order transition to a fully polarized light Fermi
liquid (PQ). (b) The magnetic moments at zero temperature, where mcS (or-
ange line) is the staggered conduction electron moment, and m
(c/f)
U (red/blue
lines) are the uniform conduction/f -electron moments.
conduction electron strain for d-electrons is larger than that for f -electrons by one to two orders
of magnitude [328, 329]. In order to tease apart the two behaviors, we consider the coupling to
conduction and f -electrons separately, setting the coupling constant κ = 1 in each case, with the
understanding that real materials will interpolate between the two.
6.9.1 Coupling to conduction electrons
First, we consider the coupling to conduction electrons, where strain acts like a pseudo-magnetic
field and splits the bands. For zero strain, the hastatic Kondo singlet is an equal superposition
of 〈c†1σf1〉 and 〈c†2σf2〉, forming a quadrupolar particle-hole singlet that screens the f -electron
moments. Strain breaks this pseudospin symmetry, 〈c†1σf1〉 6= 〈c†2σf2〉, and reduces the screening.
There is a region of partial screening that persists until 〈c†2σf2〉 = 0, after which point the conduction
electron sea is totally polarized, and the Kondo effect is no longer relevant; this region is indicated
in Fig. 6.30 by hashmarks, with the transition indicating the development of the non-Kondo
hybridization of 〈c†1σf1〉.
All hastatic orders are suppressed by conduction electron strain, with ferrohastatic order sup-
pressed more slowly. Example phase diagrams in temperature and strain () are shown in Fig.
199
6.30, both with varying conduction electron density, nc, and varying band anisotropy, η; the results
are relatively parameter independent. In our mean-field calculation, the f -level is always pinned
to the Fermi level, and so at least one (α) conduction band will always overlap the f -level, even
for large strain. As these two bands have the same symmetry, they can always hybridize, and so
one of 〈c†ασfα〉 with α = 1 or 2 will always be nonzero. This residual hybridization at large strain
is an artifact of the mean-field theory, as in the absence of the Kondo effect, the f -level will not be
pinned near the Fermi surface. Also note that, as we neglect the f -electron strain coupling here,
the paraquadrupolar and quadrupolar liquid regions are unaffected.
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Figure 6.30 Four example phase diagrams in strain, where strain couples only to
the conduction electrons. (a) nc = 1, JH/JK = 1/3, η = 1; (b)
nc = 1.2, JH/JK = 2/3, η = 1; (c) nc = 1, JH/JK = 1/3, η = 1/3; (d)
nc = 1.2, JH/JK = 2/3, η = 1/3. We can see that both ferro- and antiferro-
hastatic order are suppressed, with ferrohastatic order suppressed more slowly.
The dot-dashed line indicates the cross-over to the fully polarized conduction
sea where the Kondo effect is absent.
6.9.2 Coupling to f-electrons
Next we consider strain coupled only to the f -electrons, which acts like the magnetic field in
the single-channel Kondo model and splits apart the f -level. This splitting suppresses hastatic
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order monotonically until the screening is totally lost. The transition is generically first order,
as the paraquadrupolar phase is simultaneously enhanced by the f -electron quadrupolar moment
polarization. The quadrupolar liquid is also suppressed, just as antiferroquadrupolar ordering
would be suppressed, with TQL = JH/4 · sech2(ε/(2TQL)). Example phase diagrams are shown in
Fig. 6.31. For perfectly degenerate conduction bands, both ferro- and antiferrohastatic orders are
suppressed similarly, but for non-degenerate conduction bands, antiferrohastatic order is favored
over ferrohastatic.
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Figure 6.31 Four example phase diagrams in strain, where strain couples only
to the f -electrons: (a) nc = 1, JH/JK = 1/3, η = 1; (b)
nc = 1.2, JH/JK = 2/3, η = 1; (c) nc = 1, JH/JK = 1/3, η = 1/3; (d)
nc = 1.2, JH/JK = 2/3, η = 1/3. (a) and (b) show that for degenerate con-
duction bands, ferro- and antiferrohastatic orders are suppressed similarly;
however, for non-degenerate conduction bands, antiferrohastatic order is fa-
vored over ferrohastatic order.
6.10 Experimental signatures of hastatic order
Ultimately, hastatic order is a channel symmetry breaking heavy Fermi liquid, and as such
its key signatures fall into two categories: heavy fermion formation, including heavy masses and
hybridization gaps; and channel symmetry breaking, including symmetry-breaking moments. In
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terms of the hastatic spinor, we can associate these signatures with the development of a nonzero
amplitude and a symmetry-breaking direction, respectively. In our mean-field treatment, both
of these develop simultaneously at a phase transition, with the full S(TK) = R ln 2 entropy at
the transition. Fluctuations will generically split these two features such that the non-symmetry
breaking, heavy fermion characteristics develop at a higher crossover temperature, T ∗, with the
symmetry-breaking phase transition occurring at a lower temperature, TK . This behavior can be
understood by thinking of the hastatic spinor as a tiny magnetic moment in the excited Kramers
doublet. As the temperature decreases below T ∗, the ground state quadrupole moment and its
associated R ln 2 entropy is slowly quenched by Kondo screening. Simultaneously, the hastatic
moment and its associated nV (T )R ln 2 entropy grow in amplitude, with nV (T ) ∝ |V |2. At TK ,
this small hastatic moment orders. If these temperatures are well separated, TK may not have
substantial signatures, due to the small associated entropy; if they are coincident, the signature at
TK reflects the full entropy. Real systems will likely be somewhere in between. TK/T
∗ is likely be
suppressed by lower dimensionality and frustration, as with any magnetic ordering; the Pr ions in
the 1-2-20 materials sit on a diamond lattice, which is frustrated.
The main point is that, while heavy fermion features are a key signature of hastatic order, they
may develop above the phase transition. Symmetry-breaking signatures must, by contrast, develop
at the phase transition. For these, the key difficulty is distinguishing hastatic order from the
competing quadrupolar order, especially as the associated zero-field magnetic moments of hastatic
order are likely to be extremely small in praseodymium-based systems due to the small degrees of
mixed valency; in-field measurements are then key to distinguish these orders. As magnetic field
destabilizes antiferrohastatic order, such investigations will require relatively low fields.
6.10.1 Ferrohastatic order
Ferrohastatic order is characterized by spin polarized bands, where one band has significantly
heavier masses than the other. These bands affect a number of experimental measurements.
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Figure 6.32 Optical conductivity of ferrohastatic order. This figure is based on a simple
Drude model for the unhybridized band, combined with the optical conduc-
tivity for a simple heavy fermion band [10]. (Inset): The integrated spectral
weight, n(ω) shows a kink where n(ω) = ntot/2.
• Spin-polarized heavy effective masses: Spin up and down bands will have significantly
different effective masses, m∗↑  m∗↓. This splitting should be seen in quantum oscillations,
although resolving the spin-polarization of the heavy/light bands would require a technique
like spin-resolved angle-resolved photo-emission (ARPES) or spin-resolved scanning tunneling
microscopy (STM).
• Heavy Fermi liquid signatures: The heavy bands strongly affect the thermodynamics
properties, and ferrohastatic order should behave like a conventional heavy Fermi liquid,
with enhanced Sommerfeld coefficient C/T , Pauli susceptibility, and AT 2 coefficient in the
resistivity, among other signatures. There will be a jump in the Hall conductivity across TK ,
as the Fermi surface volume jumps from nc to nc + 1 [196, 330], which could potentially be
observed as TK is suppressed in field.
• Half-hybridization gap: Half of the relevant high-temperature bands develop a hybridiza-
tion gap, leading to additional structure in the optical conductivity. The optical conductivity
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is the sum of a simple Drude model for the unhybridized band σ(ω + iδ) = ne
2
m
1
Γ−iω with a
typical heavy fermion optical conductivity for the hybridized band [10],
σH(ω + iδ) =
ne2
2m
1
−iω + Γ
[
1+
V 2
(ω + iΓ)(z+ − z−)
(
ln
z+ +
ω
2
z+ − ω2
− ln z− +
ω
2
z− − ω2
)]
,
where z± = λ±
√(ω
2
)2
+ V 2
ω
ω + iΓ
. (6.38)
We plot the real part, σ1(ω), in Fig. 6.32; there is a sum of both light and heavy Drude
peaks, plus an interband transition from the heavy band. The integrated spectral weight,
n(ω) = 2m
e2
´ ω
0 dω
′σ1(ω′) has structure at ntot/2.
• Magnetic moments in field: There are small conduction electron moments, |mc| ∼ TK/D
in zero field; these are weakly pinned, and so domains will align quickly and grow in ex-
ternal field. f -electron dipole moments are generated in field, and can become substantial.
Ferrohastatic moments should be contrasted with those present in ferroquadrupolar order,
where f -electron dipole moments are also induced in field. Ferrohastatic moments are always
parallel to the field direction, while ferroquadrupolar moments induced in field will have per-
pendicular components for some field directions [321, 296]. While TK is a phase transition
in zero field, it will broaden out into a crossover in finite fields, as magnetic field breaks the
symmetries of ferrohastatic order. However, as the field couples only to the small conduction
electron moments, not the large hybridization, this broadening should be smaller than for a
comparable ferromagnet.
A number of Pr compounds with Γ3 doublets may develop ferrohastatic order. PrTi2Al20
develops O02 ferroquadrupolar order at ambient pressure, detected by induced dipole moments
perpendicular to an applied field B||[111] [253, 296]. However, under pressure, TQ is suppressed,
and hidden beneath a superconducting dome [253, 331]. This pressure phase diagram is reminiscent
of the Doniach phase diagram for one-channel Kondo materials [183], which leads us to expect
that hastatic order will be revealed at still higher pressures, as long as the pressure is sufficiently
hydrostatic to avoid splitting the Γ3 doublets.
204
In addition, several compounds, including PrV2Al20, Pr(Ir,Rh)2Zn20 and PrPb3, contain new
heavy Fermi liquid regions in intermediate magnetic fields [241, 300, 304]. These regions have en-
hanced Sommerfeld coefficients, C/T , and resistivity AT 2 coefficients. This behavior is consistent
with ferrohastatic order, as discussed above, and initially suggested in Ref. 332. Measurement of
the in-field moments along different field directions via neutron diffraction or NMR in these interme-
diate phases could resolve whether these are hastatic order or new multipolar phases. Spectroscopic
measurements, such as optical conductivity, ARPES, or STM, could provide further evidence for
hastatic order through the detection of the half-hybridization gap and heavy quasiparticle bands.
Hall conductivity measurements could detect changes in Fermi surface volume as the f -electrons
hybridize with the conduction bands and participate in the Fermi sea. Similarly, quantum oscilla-
tions could see the spin splitting of effective masses, as has already been seen in dHvA on PrPb3,
whose high-field phase shows a difference in effective mass for different spin bands [333].
6.10.2 Antiferrohastatic order
Antiferrohastatic order is a fully hybridized phase, with no net moments. In cubic systems, the
conduction electrons hybridize with non-magnetic local moments, and so the hybridized bands lose
much of their sensitivity to magnetic field. The key signatures are:
• Full hybridization gap and heavy quasiparticles: As all conduction electron bands
hybridize, there will be a full hybridization gap that could be measured in optical conduc-
tivity, ARPES, or STM. Antiferrohastatic order should exhibit all the usual thermodynamic
signatures of heavy Fermi liquids.
• Band response to magnetic field: The heavy bands are fairly insensitive to magnetic
field, and will generically shift linearly in B with a very small coefficient. If the f -electron
hopping is negligible, and the bands thus Kramers degenerate, the g-factor will be suppressed
by a factor of TK/D. Unfortunately, as antiferrohastatic order is quickly destroyed in field,
the quantum oscillations measurements that worked well for URu2Si2 [334, 325] will likely
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not work here; a measurement like electron spin resonance (ESR) might be more successful,
although ESR can be difficult in heavy fermions [335].
• Phase evolution in magnetic field: Antiferrohastatic order is destroyed by moderate
magnetic fields, even as it develops both uniform conduction and f -electron moments due
to canting. These moments allow a clear distinction from antiferroquadrupolar order, which
develops both uniform and staggered magnetic dipole moments in field. Antiferrohastatic
order develops no staggered f -electron dipolar moments, but in the cubic case will generically
cant to develop both uniform f and c dipole moments.
Of the known Pr compounds with Γ3 doublets, the zero field phases of PrTi2Al20, PrPb3 and
PrIr2Zn20 have been positively identified as quadrupolar order via neutron diffraction [240, 302, 297]
or NMR [296]. PrV2Al20 exhibits a double transition into two unknown phases, where no in-field
moments have been reported [242]. These have been proposed to be quadrupolar and octupolar
orders [243], but alternately either or both of the phases could be some form of hastatic order.
Similarly, no moments have yet been reported for PrRh2Zn20, and it remains a potential candidate.
Optical conductivity or tunneling measurements of the hybridization gap could positively identify
antiferrohastatic order. Differentiating between different types of antiferrohastatic order, 2SL and
4SL, is likely only possible by examining the splitting of different bands at the Γ point with a
measurement like quasiparticle interference (QPI) in STM, although a more detailed microscopic
theory may make the additional symmetry breaking manifest in other experimental quantities, like
symmetry-breaking hybridization gaps.
6.11 Connection to previous theoretical results
6.11.1 Hastatic order in URu2Si2
Hastatic order was initially introduced to explain the hidden order in the tetragonal compound
URu2Si2 [1, 287]. In this section, we discuss the key differences between that model and our current
treatment.
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The major physical difference is between cubic and tetragonal non-Kramers doublets. The
cubic (Γ3) non-Kramers doublet is completely non-magnetic, while the tetragonal (Γ5) one is an
Ising doublet: magnetic along zˆ and quadrupolar in the plane. Thus in cubic systems, there are
two independent SU(2) symmetries: the Γ3 pseudospin, and the excited magnetic doublet. In
tetragonal symmetry, the symmetries protecting the two doublets are not fully independent. The
physical consequences of hastatic order in cubic and tetragonal symmetries are similar; the main
distinction is that here our moments are all parallel to the hastatic spinor and the susceptibility
only develops anisotropy along the hastatic spinor direction, while in URu2Si2, there were moments
perpendicular to the hastatic spinor, and a symmetry breaking χxy. These are a consequence of
tetragonal symmetry, and the entanglement of the excited and ground state pseudospin symmetries.
There are several key theoretical differences. First, we treat a simplified Kondo-Heisenberg
model that ignores spin orbit coupling and any momentum dependence of the hybridization, as
well as disallowing non-integral valence. This simplification means that we miss some of the com-
plicated bandstructure effects seen in the URu2Si2 model, like symmetry-breaking hybridization
gaps. However, these features are restored in a more realistic Anderson model treatment [336].
Second, we explicitly include two (α) degenerate conduction bands, while the previous model used
a single conduction band that hybridized in two distinct symmetries. Our Kondo model is nonsensi-
cal without two symmetry-related conduction bands, but an Anderson model allowing for non-local
hybridization could explore the difference between symmetry-related and non-symmetry related
bands.
Finally, hastatic order in URu2Si2 strictly considered antiferrohastatic order with the hastatic
spinor restricted to the basal plane, and with f -electron hopping that in principle breaks time-
reversal symmetry. However, time-reversal can be restored when the hastatic spinor is in the basal
plane, via a gauge transformation that absorbs the spinor into the f -electron definition. In cubic
symmetry, no such generic gauge transformation exists, and the cubic case is more similar to the
tetragonal case with the hastatic spinor along the zˆ direction.
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6.11.2 Other results on channel-symmetry breaking heavy Fermi liquids
As our results hold strictly only in the large-N limit, it is important to compare to other methods
to see whether or not hastatic order is a competitive ground state of the two-channel N = 2 Kondo
lattice model away from strong coupling. Several studies, both in one and infinite dimensions do
show channel symmetry breaking for some parts of phase space.
The one-dimensional two-channel Kondo lattice model was treated with density matrix renor-
malization group, with algebraic antiferrohastatic order found at quarter filling for sufficiently
strong JK/t [337, 310]. Hastatic order was not detected at other fillings, as JK/t was too weak,
but further studies would be valuable.
The infinite dimensional two-channel Kondo lattice model was studied with dynamical mean-
field theory (DMFT) early on by Cox, Jarrell and collaborators, where they found non-Fermi liquid
behavior at high temperatures [277, 232], and both odd-frequency superconducting and antifer-
romagnetic ground states at low temperatures [278, 338]; however, channel symmetry breaking
was not examined in these early studies. Recently, Hoshino and collaborators have studied this
problem extensively in the infinite-dimensional limit using continuous time quantum Monte Carlo
(CTQMC) and DMFT to treat the hypercubic two-channel Kondo lattice [280, 316, 339, 340].
They find odd-frequency composite pair superconductivity over much of the phase diagram, but
also antiferromagnetism, and both uniform and staggered channel orders, which they term diago-
nal composite order [280]. The uniform diagonal composite (ferrohastatic) order was found to be
stable near half-filling and also characterized by a particle-hole antisymmetric conduction electron
magnetic moment, however it was hidden by more stable antiferromagnetic order for the chosen
parameters. A staggered diagonal composite (antiferrohastatic) order was found to be stable near
quarter-filling [341]. These infinite dimensional results are consistent with our two and three di-
mensional phase diagrams, and are promising for the relevance of these types of novel Kondo orders
in more realistic models.
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Figure 6.33 Different possible manifestations of the non-Kramers Doniach phase diagram.
Here, g is a non-symmetry breaking parameter, like pressure, that suppresses
quadrupolar order (QO), shown in red, and favors hastatic order (HO), shown
in blue. Both of these are symmetry-breaking phases. There are four distinct
possibilities for the transition between the two: (a) The two second-order
phase transitions can meet precisely at T = 0, either requiring extreme fine–
tuning or exhibiting some sort of deconfined criticality [342]. (b) The two end
points can be separated in parameter space by a region of non-Fermi liquid
behavior (shown in green). (c) The two phases meet at a first-order phase
transition, with no coexistence, or (d) the two phases can coexist, giving rise
to “small” and ”large” Fermi surface quadrupolar order [343, 344].
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6.12 Non-Kramers Doniach phase diagram
While our fermionic mean-field approach only partially captures the competition between hastatic
and quadrupolar orders, we can speculate about the generic non-Kramers Doniach phase dia-
gram. If quadrupolar order is the ground state at ambient conditions, we can suppress it via
some non-symmetry-breaking parameter, g, like pressure. There are four distinct ways to destroy
the quadrupolar order, shown in Fig. 6.33. As hastatic order always breaks symmetries, both
quadrupolar and hastatic lines are phase transitions, and no non-symmetry breaking Fermi liquids
are allowed at T = 0; in other words, the R ln 2 entropy of the local moments must be quenched
somehow, and this process must break some symmetries.
The conventional (single-channel) Doniach phase diagram contains two main scenarios for an-
tiferromagnetic quantum criticality: conventional bosonic quantum criticality, where the magnetic
order is suppressed independently of the Kondo physics [345, 346, 347], and the Kondo breakdown
scenario, where the Ne´el temperature and Kondo temperature go to zero at the same quantum
critical point (QCP) [348, 196]. For non-Kramers materials, the conventional bosonic criticality
scenario is no longer allowed, while the Kondo breakdown scenario becomes similar to deconfined
criticality [342], with two second-order phase transitions driven to zero at the same point [Fig. 6.33
(a)]. The hastatic and quadrupolar order quantum critical points can potentially be separated, but
only by a non-Fermi liquid region, as in Fig. 6.33 (b). Alternately, the two transitions can overlap,
either leading to a first-order phase transition between the two [Fig. 6.33 (c)] or to coexistence
[Fig. 6.33 (d)]. The phase diagram with coexistence contains two types of quadrupolar order: one
without hybridization, and therefore containing a “small” Fermi surface; and one with hybridiza-
tion, and thus a “large” Fermi surface – this phase must break additional symmetries. In analogy
with the small and large Fermi surface antiferromagnetic phases discussed for the single channel
case [343, 344], we can call these QOL and QOS . This scenario provides an alternate explanation
for the two phase transitions seen in PrV2Al20 [242].
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6.13 Conclusions
In conclusion, we have used an SU(N) mean-field treatment of the two-channel Kondo-Heisenberg
model to explore the properties and stability of hastatic order in cubic systems. We studied both
ferro- and antiferrohastatic orders, and showed that antiferrohastatic orders with f -electron hop-
ping necessarily break additional symmetries. All hastatic phases have distinct signatures including
hybridization gaps, heavy Fermi liquid behavior and tiny conduction electron magnetic moments;
the band structure proves particularly useful in distinguishing different antiferrohastatic orders.
We obtained the mean-field phase diagram in a few representative cases, and found all of the
above phases to be stabilized in some region. We also explored the relative stability of these phases
in temperature, and both channel and spin symmetry breaking fields. In particular, magnetic field
favors ferrohastatic order, which might explain the intermediate field heavy Fermi liquid regions
seen in PrV2Al20, Pr(Ir,Rh)2Zn20 and PrPb3 [336].
As the model considered here is particularly simple, future work should incorporate the effect of
strong spin-orbit coupling on the hybridization, as has been done for the ferrohastatic case in Ref.
336, as well as more complicated hastatic spinor arrangements. We have additionally neglected any
competition or cooperation with superconductivity, which is well known to be a competing ground
state on the two-channel Kondo lattice [278, 268, 316, 349].
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