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Synopsis 
The Finite Integral method is a numerical 
method of solving simultaneous differential. equations. 
This paper reviews the technique and explores the 
solution of some forced vibration problems. Examples 
1. 2 and 3 are simple applications designed to illustrate 
the formulation and to draw comparisons with "exact" 
classical approaches. The latter part of the paper 
provides a detailed formulation of a more substantial 
vibration problem involving the modelling of a "raZZing 
load" system and the girder which supports it. The 
technique appears to be well-suited to the solution of 
such problems. It provides a concise computational 
tool in the analysis of forced vibration problems 
which are not amenable to solution by such classical 
techniques as YodaZ Superposition. It may. of course. 
be used as an alternative to classical methods and 
stands alongside the more familiar Finite Difference­
based dynamic analysis procedures. 
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1. 
1. INTRODUCTION 
Mathematical models of structural systems subjected 
to time-dependent loads or imposed time-dependent displace­
ments lead to relationships between diagnostic displacements 
{yi} and their first and second derivatives, {yi} the 
velocities and {yi} the accelerations. A solution of a set 
of simultaneous equations of the general form of Equation l 
is sought, 
(l) 
The coefficients of the matrices [KM], [Kvl and [K0] may 
themselves be time-dependent. [KM] is identifiable as a 
"Mass" or "Inertia" matrix. [Kvl may describe damping 
properties and [K0] will be an appropriate array of stiffness 
coefficients. 
Equations with the form of Equation 1 have received 
attention from dynamicists for many years. Newmark (l), in 
1959 presented a method of computation appropriate to 
structural dynamics which has formed the basis of many more 
recent schemes. A recent paper by Felippa and Park (2) 
lists over forty significant sources of solution techniques 
from a general field where references abound. Hofmeister 
(3) makes reference to the continuing work of Wilson and 
Bathe and the survey of numerical analysis published by 
Todd (4). An example computation quoted by Hofmeister (3) 
and based on a direct integration scheme is referred to in 
detail later in this paper. It, like most well-publicised 
techniques, seeks to write Equation l in terms of displace­
ments only (at future time t + �t) by use of selected 
algorithms (for example, Equations 3 of Reference 3), 
synthesising y and ·y in terms of y on the basis of previously 
established values of y, y andY at times prior to t + �t. 
The Finite Integral Method, described by Brown and 
Trahair (5) in the context of a simple buckling and beam 
deflexion problem, on the other hand seeks to write equations 
of the form of Equation 1 in terms of the highest order 
2. 
derivative (acceleration, in the context of a dynamics form­
ulation). Trahair (6) reports successful use of the method 
in further static problems, as do Kitipornchai (7) and 
Richter (8) more recently. In these applications the 
independent variable is a "position" description x, with 
displacement, gradient and curvature being the dependent 
variable and its derivatives. 
A feature of the use of the Finite Integral Method 
in these applications has been the existence of known boundary 
conditions, e.g. displacement and/or slope or curvature, 
both at the "commencement" (x = 0) and "far end" of the 
system. This implies the need to solve simultaneously a 
large number of equations, retaining a large integral operator 
matrix [N] (see Reference 5) in order to satisfy all necessary 
end conditions. Whilst this may not have been prohibitive 
in the work referred to above it would appear that it could 
imply some significant computational difficulties. In this 
regard recent work by Hart (9) is particularly relevant. 
In the context of dynamic analysis, in which time, 
t, is the independent variable, often such a difficulty does 
not occur. Usually known boundary conditions for displacement, 
velocity and acceleration exist at the "t = 0 end" of the 
problem. The analyst may "march forward" in time during the 
solution procedure, synthesising accelerations and, hence, 
velocities and displacements at two future time intervals on 
the basis of satisfactorily established starting conditions. 
The paper summarises the Finite Integral Method in 
the context of dynamic analysis. It presents several 
elementary examples, merely to illustrate formulations and, 
in Example 3, uses a non-linear single degree of freedom 
system analysed by Hofmeister to demonstrate the excellence 
of the technique and its ease of application. The paper then 
concludes with a formulation of a substantial "rolling load" 
problem in Finite Integral notation. This problem is currently 
under investigation in the University of Queensland and the 
description is presented as an introduction to a continuing 
analytical investigation of vehicle-girder interaction. 
3. 
Suspension characteristics referred to in the formulation 
have been presented by O'Connor, Kutty and Nilsson (10) in 
a paper which makes use of the Finite Integral Hethod in a 
highly non-linear context. 
2. THE REPRESENTATION OF DISPLACEMENTS AND 
VELOCITIES USING THE FINITE INTEGRAL METHOD 
Let it be supposed that, at time t0, displacements 
{
yi0}, and their first and second derivatives with respect 
to time, are fully defined, previously computed quantities. 
{
yi0} will be a set of diagnostic structures displacements. 
Let it also be supposed that corresponding displacements, 
and their derivatives, are required at times t1 and t 
where, 
t 
l 
t + l'lt 
0 
t t + 2l'lt 
2 0 
and l'lt is any chosen increment of time. 
(2) 
The object of a Finite Integral formulation is to 
write displacements {yi1}, {
yi2}, and velocities {yi1}, 
{yi2} 
at times t1 and t
2 
in terms of the accelerations {yi1} 
{
yi2} and known values of {yi0} and its derivatives. Thence 
Equations 1 may be rewritten in terms of accelerations as 
the "basic unknowns" and solved at times t and t • 
This can be easily achieved as follows: 
1 2. 
(a) Assume a parabolic time-wise distribution of {yi} 
over the interval (t - t ) . Integration of 
2 0 
particular areas under this curve provide, 
(i) The velocity increase {l'lyi1} between 
times t and t 
0 1 
(ii) The velocity increase {fly. } 12 between 
times t and t 0 2 
4. 
(b) Using these results obtain predictions of the 
absolute velocities {yi1
} and {yi2} at t1 
and 
t . 
2 
(c) Assume a parabolic time-wise distribution of {yi} 
over the interval (t
2 
- t
0
). Integration of 
particular areas under this curve provide, 
(i) The displacement increase {�yi1} between 
times t and t . 
0 1 
(ii) The displacement increase {�yi2} between 
times t and t . 
0 2 
(d) Using these results obtain predictions of the 
absolute displacements {yi1 } and {Yi2} at t1 
and 
t .  Resulting expressions for both {y.} and {y1
.} 
2 J. 
are in terms of ·yi only and the objective is 
achieved. 
The following results are applicable and easily 
verified. It may be noted that "areas under curves" between 
t and t are simply those obtainable by use of the well-known 0 2 
Simpson's Rule. It is convenient to write down results for a 
typical degree of freedom yi, from the vector {yi} etc., 
(i) �yil 
�t (sy·io 
+ a·· - Yi2l 12 yi l (3) 
(ii) �yi2 
�t (4'/io 
+ 16Yi1 
+ 4Yi2 l 12 (4) 
Hence: 
i.e. (5) 
and 
i.e. (6) 
5. 
(iv) 
Hence 
i.e. 
and 
i.e. 
Equations 5 to 8 are the standard Fini·te Integral approx­
imations which, when substituted into the governing differ­
ential equations of motion at discrete times t1 and t2, yield 
a set of 2n simultaneous equations, where n = no. of degrees 
of freedom in the system model. 
3. BASIC SOLUTION PROCEDURES 
Solution of the governing equations, for a chosen 
(7) 
(8) 
time increment fit, will provide an approximation to the precise 
behaviour. Assuming this approximate set of results to be 
adequate the solution proceeds by replacing the initial 
conditions at t = t
0 
by the newly established conditions at 
t = t
2 
and thence "marching forward" a further two increments 
in time. fit may be retained at its previous value or changed 
to suit the demands of the problem. 
It is extremely likely that the "calculation increment 
6t", necessary to produce acceptable approximations to the 
precise behaviour, will be considerably smaller than the time 
interval at which a printed record of the output is required. 
It would be anticipated that a satisfactory calculation time 
increment 6t is closely related to predominant natural periods 
exhibited by the system being modelled. It is unlikely that 
a satisfactory 6t will be greater than, say, 0.1 x the minimum 
predominant natural period and could be significantly smaller 
than this. 
A useful strategy that can be adopted is as follows:-
6. 
(i) Set up the system of equations in suitable 
Finite Integral form. 
(ii) Establish a "Printing Time Increment" Lltp 
at which output data of acceptable accuracy 
is required. 
(iii) Establish a trial "Calculation Time Increment 
Lit" such that Lltp is an integer multiple of Lit. 
(iv) Evaluate and store trial values of {':{i}' {yi} 
and {yi} at the first "Printing Time" on the 
basis of the chosen Calculation Time Increment. 
(v) Repeat the evaluation using successively smaller 
values of Lit, until there is acceptably small 
difference in successive computations of the 
output quantities. 
(vi) Thence output the acceptable values and re­
establish \ at the first printing time, using 
a new first trial value of Lit. 
There are obviously many variations and strategies 
that may be adopted. For example it might be desirable to 
establish results of "acceptable" accuracy, without outputting 
them, at times intermediate to the actual required printing 
time. There is also no overwhelming reason why the "march 
forward" in time should be in "two interval" steps. It is 
possible to combine the Finite Integral representation to 
give velocity and displacement representations at any number 
of specified future discrete times, with the consequent penalty 
in the number of simultaneous equations that must be solved. 
Step (v), above, calls for an accuracy test. It is 
self-evident that such a test could be applied to any or all 
of the computed displacements, velocities and accelerations. 
However, experience suggests that an accuracy test applied 
to accelerations is an unlikely strategy. Displacements, and 
to a lesser degree velocities, can often be made to converge 
most satisfactorily whilst accelerations remain relatively 
poorly predicted. This suggests that a severe test, perhaps 
combined with a less severe test of velocities, applied to 
displacements is likely to be a sensible computational procedure. 
7. 
A feature of the Finite Integral Method is its 
ability accurately to model lower order derivatives even with 
the use of "crude" acceleration predictions. Brown and Trahair 
(5) give adequate explanations for this. 
The examples which follow serve to illustrate form­
ulations with relatively little attention to sophisticated 
procedures for speeding convergence. It appears likely that 
the range of options available to the analyst is such that 
there is adequate scope for ingenuity in the context of any 
particular problem. In particular, for example, step (vi), 
above, leaves considerable scope for experimentation in the 
choice of new "first trials" based on computational experience 
over previous printing time increments. 
4. EXAMPLES 
4.1 Example 1: A Linear Undamped System with 
Specified Forcing Function 
k ly, 
(a) Simple lumped 
mass system 
hz 
Pit) 
{ 
I bl Forcing function P(t) 
L-Ifl____j t 
FIGURE 1 Example 1: Lump mass system 
8. 
Figure l(a) shows a two-mass system with linear 
springs. Mass 2 is subjected to the forcing function described 
in Figure l(b). This is an elementary problem used here 
solely to illustrate formulations. The governi ng differential 
equations are:-
[m 0] {�:1} 
+ 
[2k -k] JY1} 
0 m y -k 2k lY 
2 2 
(9) 
Suffixes here refer to position. A second suffix is used in 
later equations to denote discrete times. Wi th the initial 
conditions t = 0, y = y = 0, the exact solutions are:-
(1 0) 
and similarly for y and y , where the generalised coordinates 
q1, q2 are given by, 
For t � TD 
(-1) -i+1 p 
i qi = 2mw.2 
(1 - cos wit), 
l. 
For t > TD 
1,2 
( -l)i+ l p qi = ��------� (cos wi (t - TD) - cos wit), i 2mw. 2 
l. 
where w. 
l. 
and w 
2 
1,2 
It is now convenient to investi gate the general 
Finite Integral formulation for use in equations such as 
Equation 9. 
(11) 
(12) 
Equations 9 are re-written at discrete times t and 1 
t , 
2 
9. 
At t t [M] {y' } + [K] {Yi} {F } 1 1 1 
(13) 
At t t [H] {y" } + [K] {Y } {F } 2 2 2 2 
where the suffices on mat.rix symbols refer to discrete times 
and are repeated as a second suffix on individual elements:-
i.e. {y y }, the accelerations at t 
1 1 2 1 
{y y }, the accelerations at t 12 22 
t 
1 
t 
2 
Similarly {Y } and {Y } are column vectors of displacements 
1 2 
at t = t1 and t = t2 respectively, other quantities follow 
by inspection, 
[M] 
[: :] 
[K] [2k -kl 
-k 2kj 
{F } {0 p (t ) } 
1 1 
{F } {0 P(t ) } 
2 2 
{Y } and {Y } are now written in terms of accel-
1 2 
erations using the standard Finite Integral results given 
in Equations 7 and 8. These results can be restated in convenient 
matrix notation, 
From Equation 7, {Y 
1 
} {Y 
1 
From Equation 8, {Y } {y 2 2 
} + 
} + 
� {y" } 3 1 
4llt2 
{y' -3- 1 
-
�r ei2} 
} 
(14) 
where {Y } and {Y } are vectors derived from known displacements, 
1 2 
velocities and accelerations established at the previous time 
t = t0, 
10. 
{Y } {Y } + Lit {Y } + Llt
2 
{'y' } 
1 0 0 -4- 0 
{Y } {y } + 2!\t {y } + 2L\e {y" } 
2 0 0 -3- 0 
Hence, substituting Equations 14 into 13, 
where [ A11] [M) + Llt2 [K] -3-
[A12 J L\t2 [ K] - I2 
[A l 4L\t2 [K] 21J -3-
[ A
22 J [M) 
{F } {F } [K] {y } 
I I I 
{F } {F } - [K] {y } 2 2 
From Equations 16 
{y' } 2 [A ]-
1 ({F } - [A l {Y. } l 
2 2 2 2 1 1 
and hence, 
([A ] -[A ][A ]-
1 
[A ]) {y· } 1 1 1 2 2 2 2 1 
{F } 
I 
[A ][A ]-
1 {F} 1 2 2 2 2 
(15) 
(16) 
(17) 
(18) 
(19) 
i.e. 
where [B] [A ] 11 
11. 
[B] (y' } 
1 
{R } 
1 
[A ][A ]-1 [A 1 2 2 2 2 1 
(20) 
and {R } a "modified force" vector 1 {F } [A ][A ]-1(F }. 1 1 2 2 2 2 
Solving Equations 20 gives all accelerations at t = t
1
• 
Back substitution into Equation 18 gives accelerations at time 
t = t . Further substitution, thereafter, into Equations 14, 
2 
5 and 6 gives all the required displacements and velocities. 
Note that the formulation given in Equations 13, with 
suitable definitions of [M] and [K], and Equations 14 - 20, 
is entirely general and could be applied to any undamped 
lumped mass system earring a set 
{F } and {F } at times t and t . 
1 2 1 2 
of applied forcing functions 
In the particular example 
the matrix B simplifies to become, 
(B] 
llt2 llt4 [M] + --3- [K] + gm- [K][K] 
The implementation of a small BASIC or FORTRAN program 
to handle the solution of Equation 20, and subsequent 
calculations, for various trial values of � t, a chosen time 
increment, is straightforward. Two aspects of the computation 
are worth noting:-
(i) The appropriate initial values of Y and Y at 
1 2 
time t = 0 are 
'/1 0 
= 0 and y"2 0 = P 0/m. 'l'his is 
evident from Equations 9 where y1 and y2 are both 
zero at time t = 0. 
(ii) �vhen "marching forward" from time t 
ascertained accelerations etc. at t 
TD, having 
TD from a 
previous solution, the starting acceleration Y 
2 0 
should be modified by subtraction of P0/m from 
the previously computed value. This accounts for 
the "step change" that occurs in Y
2 
at t = TD when 
the applied force suddenly reduces to zero. The 
correctness of this procedure can be inferred by 
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14. 
comparing the exact expressions for Y at t TD 
(Equations 10 to 12) . 
Table 1 contains sample numerical data from a trial 
problem in which TD = 2 sees, k = 100 N/m, m = 5 Kg and P0 
100 N. The time increments 6t = 0.1 sec and 6t = 0.05 sees 
have been used in comparative solutions. The first natural 
period of the system is 1.405 seconds and the second natural 
period is 0.811 sees. The quality of the results is self­
evident. Figure 2 plots the displacement behaviour for the 
first three seconds, using the results for 6t = 0.05 sees. 
These are indistinguishable from the exact results throughout 
the range. 
4.2 Example 2: A Linear Damped System with 
Imposed Support Displacements 
Figure 3- shows a simple two-degree-of-freedom system, 
with viscous damping, undergoing imposed support displace­
ments yG. 
The governing equations are:-
and 
i.e. 
+ c 
1 
(y -y ) + c 
1 2 
(y -y ) 
2 1 
- c 
0 
2 
(y -:Y ) = 0 
2 1 
(21) 
Again, suffixes refer to position, with a second suffix added 
later to y, y andY in order to specify discrete times. It 
will be assumed that the spring stiffnesses and damping 
coefficients are independent of time. 
At t 
At t 
where 
and 
FIGURE 3 
15. 
Imposed support 
movements= YG 
Damped two-degree of freedom system 
with imposed support movements 
Hence, following Equation 13 we have, 
t [MJ{Y'} + [CJ{Y } + [K] {Y } [Q] {YG1} 1 1 1 1 
t [M] {y" } + [CJ{Y } + [K]{Y } [Q] {YG2} 2 2 2 2 
{YG1} {yG1 YG1 } 
� 
known imposed displacements 
and velocities at t = t 
{YG2} {yG2 YG2} 
1 
J and t = t 2 
[Q] 
[:· 
:] 
(22) 
(23) 
16. 
The Equations 22 are then written in Finite Integral 
form using Equations 14 and the standard set of results 
embodied in Equations 5 and 6' viz., 
at t t {y } {Y } + 2llt {Y .. } - llt {Y. } 
I 
' I I 3 I 12 2 
(24) 
and t t {y } {Y } + 4llt {y" } + lit g; } 2 ' 2 2 3 I 3 2 
where {Y } and {� } are vectors derived from known velocities 
I 2 
and accelerations at previous time t = t , 0 
{Y } {Y } + Slit {Y } I 0 12 0 
{� } {y } + lit {'{ } 2 0 3 0 
Hence, following Equation 20, we may again write 
[B] {'l } 
I 
{R } 
I . 
where [B] [A ] - [A ] [A ]- 1 [A ] again 
1 1 1 2 2 2 2 1 
and {R } is the "modified force" vector. 
1 
[A ] etc. now become, 
11 
[A l [M] 
11 
[A l llt 
1 2 - 12 
[A l 4llt 2 I -3-
[A 2 2 l [M] 
{R } (p } 
I I 
+ 2t>t [C] llt
l 
+ --3 3 
[C] llt
2 
[K] - 12 
[C] 4llt
l 
+ --3- [K] 
+ lit 
3 [C] 
- [A ][A l-1 
1 2 2 2 
where {F } [Q] {YGI } - [Cl {Y I 
[K] 
{F } 2 
[K] {Y I 
(25) 
(26) 
(27) 
17. 
Hence Equation 18 gives accelerations at time t = t2 with the 
definitions of [A ] etc. as in Equation 27. Velocities 
11 {"y } , {Y } and displacement {Y } , {y } then follow from 
1 2 1 2 
Equations 24 and 14 respectively. 
An exact solution to the problem is readily available 
in the case of zero damping, and various comparisons have 
been made. For 
for a system in 
and c = c = 0 1 2 
example, Table 2 summarises some typical data 
which m = m 5 kg, k k 100 N/m, 1 2 1 2 
and the imposed support displacements are 
yG = a sin 2nt/T, where T = 4 sees and a = 0.1 metres. 
The natural periods of the system are easily shown 
to be T = 2.27 sees and T = 0.868 sees, the natural frequencies 
being given by w2 k (3: /5) and w2 = k2m (3 + /5). 1 2m 2 
Table 2 shows that, with a time increment equal to 
0.05 sec (2.2% of the predominant natural period of the system) 
all displacements and most velocities are predicted precisely, 
within four significant figure accuracy. With a time step of 
0.01 sees (0.4%), and probably also with a time step significantly 
longer than this, all displacements, velocities and accelerations 
are precisely predicted within four significant figure accuracy 
and better. 
Figure 4 shows a typical damped response of the system 
to an harmonically varying imposed support displacement. 
Numerical values of the parameters were, 
m 
1 
k 
1 
c 
1 
5 kg 
200 N/m 
30 N. sec/m 
m 
2 
k 
2 
c 
2 
10 kg 
100 N/m 
50 N. sec/m 
A time step of 0.01 sec was sufficiently small to produce 
displacement and velocity responses which were unchanged, to 
four significant figure accuracy, by further subdivision. 
The amplitude of the support displacement was 0.1 metres and 
its period was 4 sees. 
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FIGURE 4 : Example 2: Damped response 
20. 
4.3 Example 3: A System Containing a 
Discontinuous Spring Stiffness 
Hofmeister (3) describes a simple single-degree-of­
freedom model which is used to simulate the performance of 
a connecting rod, transmitting an harmonically varying 
applied force. One end of the rod is located in a "clearance" 
hole such that the pin holding the rod in position period­
ically comes into contact with the walls of the hole. The 
problem has been dealt with in detail by Dubonsky and 
Gardner (11). The simple model used by Hofmeister is shown 
in Figure 5, where the "gap distance" between the point mass 
and the spring representing the elastic wall is intended to 
model the clearance between the connecting pin and the hole 
wall in the actual system. 
~ 
.. 
fFsinn� 
__ __j _  , _____ _r__ 
mass m 
Contact is made with spring when y :a: YA 
FIGURE 5 Single degree of freedom model 
of "clearance" connection 
This problem is easily solved analytically, when 
it is elementary to establish the time of first contact 
between mass and spring, starting from initial rest conditions. 
The exact solution is summarised below, where the time of 
first contact is tA, with a general gap length equal to yA, 
and initial conditions y = y = 0 at t = o. 
21. 
For y < YA' 
� 
Y= 
F sin rl t m 
y F (1 - rl t) mrl cos 
F 
(t -
sin n t J y mrl rl 
For y > yA, 
y = A sin w t + B cos w t + B sin rl t + yA 
where 
B = F 
cos w tA A (yA w 
-<B sin rl tA B 
cos w 
and w2 k/m 
- B rl cos 
+ A  sin w 
tA 
rl t -A 
tA) 
B w tan w tA 
(28) 
(29) 
sin rl tA) 
As an example solution, Hofmeister uses the following 
data:-
m 1/384.6 lbf.sec2/inch 
k 102170 lbf/inch 
F 10.217 lbf 
n 20 "' radians/sec 
YA 0.001 inches 
Unfortunately, with the above data as abstracted 
from Reference 3, the "exact" results quoted by Hofemister 
are not in fact precisely "exact", even within the accuracy 
chosen. This makes direct comparison with his "approximate" 
solutions obtained by use of a direct integration procedure, 
and those of Reference 11, a little difficult. Nevertheless 
it is evident that Hofmeister's procedure, using a fixed time 
step of 0.00001 sec. (i.e. approximately 1% of the natural 
22. 
period of the system) gives excellent estimations of the 
response. The objective of the current investigation was 
then, firstly and trivially, to obtain the precise "exact" 
results and, hence, to use similar and larger time steps in 
a Finite Integral solution with the hope that high accuracy 
could also be achieved. Hofmeister infers that the problem 
is a good test of the quality of the numerical procedures. 
It was decided to solve the problem with absolutely 
no "sophistication" in the computational procedure. A march 
forward in time over successive pairs of time intervals, each 
�t in length, was initiated, replacing computed quantities 
at time t
0 
by those at t
2 
(= t
0 
+ 2�t) prior to the next 
computational round. The appropriate stiffness, k (equal 
to zero or 102170 lbf/inch) was chosen solely on the basis 
of the computed displacement at the start of each two-increment 
round of computations, i.e. if y
0 
< 0.001 then it was assumed 
that k, at t , t + �t and t + 2�t was also zero. This 
0 0 0 
obviously crude procedure can be improved in a variety of ways. 
It is self-evident from the quoted results that no such 
additional sophistication is necessary ... 
Figure 6 gives a flow chart of the simple BASIC 
program used to solve the problem. A "printing time interval", 
T9, much greater than the "calculation time interval", TS, 
is specified, so providing a control on the amount of output 
data. Printing of any computed data occurs during any two­
step march either at time t
1 
or t
2 
if and only if the lapsed 
time since the previous printing time is equal to the specified 
time interval. 
Table 3 gives sample computed displacements before 
and during the crucial times of first contact between the mass 
and spring. Table 4 compares a selection of velocities and 
accelerations. The program was not designed to trace behaviour 
after the mass again leaves the spring on its return journey 
towards the origin. The excellence of the computed predictions 
of y, y and Y is evident, when �t = 0.00001 as in Hofmeister's 
work. The predictions of displacements using larger values 
of �t are also excellent as can be observed from the quoted 
results. Predictions of displacement, velocity and acceleration 
INPUT: 
T7, FINAL PRINTING TIME 
k, m, F. a, yA 
T9, PRINTING TIME STEP 
T8,CALCULATION TIME STEP 
ZERO Yo Yo Yo AT 
TIME t::O 
INITIALISE TIME, To= 0 
PRINT INITIAL CONDIT IONS 
!AT T=OI A ND SET LAST 
PRINTING TIME TS:O 
NATUR AL FREQUENCY w=O 
w =./kim 
SET-UP & SOLVE EQN(30) 
FOR y1 AND y2 
SOLVE FOR Y, ,y2 AND 
Y, , Y2 USING ST ANDARO 
RESULTS 
A 
YES 
2 3 .  
PRINTT1, 
SET T5:T1 
FIGURE 6 : Flow chart for solution of Example 3 
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26. 
prior to contact between the mass and spring are "exact" and 
reflect the fact that the "predominant period" of the system 
at that time is simply the period of the applied force, viz. 
0.1 sees. A time step far greater than 0.00008 sees. would 
have been entirely adequate prior to contact. 
Finally, the Finite Integral form of the governing 
differential equation used in the solution is given below:-
1 
where 
F sin >l t + w
z
yA - w
z 
(y + lit y
l m I 0 
F sin >l t + w
2
yA w
2 
(y + 2llt y
2 m 2 0 
Suffices refer to time t and time t . I 2 
y + 
llt2 
Yol 0 -4-
y + 
2llt' 
y' ) 0 -3- 0 
5. A VEHICLE-GIRDER INTERACTION MODEL 
(30) 
The following analysis demonstrates the use of a 
Finite Integral formulation in a more sophisticated structural 
model. Figure 7 shows a simply-supported girder carrying a 
two-axle vehicle. The vehicle suspension is modelled by four 
non-linear springs, two representing front and rear tyres and 
two representing front and rear main springs. It is assumed 
that, at any time, the forces induced in the springs are 
determined from the current end displacements of the springs 
and the displacement history of the springs. Reference 10 
describes supportive research and computation in this regard. 
The vehicle's span-wise position is defined by the coordinate 
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28. 
x, and its forward velocity need not be constant. The girder 
is idealised as an assembly of n lumped masses interconnected 
by massless linear springs whose characteristics have been 
determined by consideration of the stiffness of the real 
girder in the manner outlined below. The girder may possess 
surface "roughness" which implies a correction to the 
displacements of the centre line of the girder in order to 
ascertain the displacements of the tyre-girder interfaces. 
It should be noted that the time-dependent force­
displacement characteristics of the springs will imply the 
need to synthesise displacements at future times t
1 
and t2 
in order to estimate forces and thence to enter an iterative 
solution procedure. 
Figure 8 shows the vehicle model in more detail and 
defines all mass and displacement symbols. Note that, whilst 
the total vehicle-girder system apparently possesses (n + 4) 
degrees of freedom in the following analysis, the girder 
itself has been modelled to include nodal rotations as well 
as lateral displacements. These rotations have been eliminated 
from the governing equations in the manner outlined below. 
5.1 Girder Idealisation 
Figure 9 shows typical girder sub-elements i and 
i + l and a typical node i. Element end forces together with 
general nodal forces are defined in the Figure. The conventional 
linear elastic element stiffness matrix, in terms of the nodal 
displacements (yi ei) is, 
sLi I yi-1 .k .k sRi 1 II 1 I 2 yi �i 8i-l (31) (-k ) t .k ei mRi l. l 2) 1 2 2 
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FIGURE 9 Typical girder sub-elements and node 
[ik11] 
etc. are standard sub-matrices and are suitably 
adjusted when i = 1 and i = n to model the end simple supports. 
Assembly of these matrices in an entirely standard 
manner gives the overall constrained structure stiffness 
matrix relationship for the complete girder, 
{::}-[ 
k 
11 
k 
12 
k 
1 2 
k 
22 
For the case where £i' the element length is constant and 
equal to £, the submatrices are as given in Appendix A. 
(32) 
Using Equations 32 to eliminate the joint rotations 
{6i}' and assuming that the nodal moments {Mi}' arising from 
inertial effects can be neglected, gives, 
where [K] [k l- [k ][k ]-
1 [k l
t 
1 1 1 2 2 2 1 2 
(33) 
The above assumption causes insignificant inaccuracies when 
31. 
modelling the girder with, say, ten or more sub-elements. 
Investigations of the quality of such lumped mass results 
are reported by Tranberg (12) and elsewhere. 
The Nodal loads { Si} arise from two sources, viz., 
inertial effects and the effects at the nodes of the contact 
forces between the vehicle tyres and the running surface. 
Hence, 
(34) 
where mi 
= mass of each element. 
{Fi} = downward vertical forces ex. the vehicle. 
The formulation of {Fi} is discussed later. 
Hence, finally, girder motion is governed by the equation, 
rm. ,{y.} + [ K J {y.} = - {F.} l. l. l. l. 
5.2 Vehicle Equilibrium 
(35) 
Referring to Figure 8, by introducing the D'Alembert 
forces arising from vehicle accelerations, it is a simple 
matter to develop four additional equations of equilbrium 
describing the vehicle motion. Let the compressive forces 
in the vehicle springs be defined as SBR' SBF' STR' STF 
corresponding to springs kBR' kBF' 
kTR and kTF respectively. 
It may be noted that the tyre-girder contact forces FR and 
FF as defined in Figure 8 are respectively equal to SBR 
and 
S
BF
' if tyre-girder contact is always maintained and there 
is no "lumped mass" at the tyre-girder interface. 
In matrix form the equations of equilibrium are, 
[ u J {Y. } + [ u ]{ s } + { F } 
v 1 s v 0 (36) 
32. 
where {y· } v {yaR y'aF ':lc �·c}' the vehicle accelerations 
{Ss} {SBR 5BF 5TR STF} I the spring compressions 
{Fv} {WT M waR WaF} 
{Fv} is a vector of forces and moments due to gravity and due 
to the longitudinal vehicle acceleration x·. Elements are as 
below, 
where 
WT Total Vehicle Weight including axles 
waR Weight 
WaF Weight 
M w b -aF 
of Rear Axle 
of Front Axle 
W a -aR (M h v 2 + �hl) 
M Mass of Vehicle chassis v 
:x· 
� 
Total Vehicle �1ass including axles 
The above equations may be verifie_d by consideration of, 
(i) Vertical equilibrium of the vehicle as a whole 
(ii) Moment equilibrium of the vehicle as a whole 
(iii) Rear axle equilibrium 
(iv) Front axle equilibrium 
The effect of longitudinal acceleration is modelled 
by the introduction of retarding D I Alembert forces (MT - Mv) x· 
at axle level and Mv x· at chassis centroid level. These 
forces, together with the "driving force" MT x· applied at 
the level of the tyre-girder interface produce the pitching 
motion of the vehicle during acceleration or deceleration. 
The chosen degrees of freedom, including ec' model this 
behaviour. 
The coefficient matrices [U] and [U1], derived from 
the vehicle geometry, are given in Appendix A. 
33. 
5.3 Possible Solution Strategies 
At this stage it is helpful to review solution tactics. 
In attempting to predict system behaviour at times t and t , 
1 2 
with established conditions at time t , it is necessary to 
0 
synthesise displacements in order to "guess" spring behaviour. 
A suitable tactic for a first trial is to assume 
constant accelerations equal to {yi0} and {Yv0} over the 
calculation time interval (t - t ) in any adopted Finite 
2 0 
Integral formulation. 
Trial displacements {yi1, yv1' yi2' Yv2} thence 
follow. The second suffix here, again, refers to discrete 
time. 
Using these trial displacements, spring forces are 
made available (10). Hence trial values of {Fi}and{Ss} can 
be assessed for substitution into Finite Integral represent­
ations of Equations 35 and 36. Solution of these equations 
then follows, as two separate exercises and the resulting 
displacements are then used as next trials with consequential 
reassessment of the spring forces. Solution iterations 
proceed until successive trials give sensibly unchanged 
displacements etc. 
A major advantage of such a procedure is that the 
coefficient matrices in the Finite Integral representations 
of Equations 35 and 36 need be assembled and inverted once 
only for each "two-step march". The inverted matrices are 
merely post-multiplied by new trial force vectors during each 
successive iteration. 
A disadvantage of the procedure could be the possibility 
of slow convergence to an acceptable solution. The methodology 
implies a "mis-match" between the displacements emerging from 
any one trial and the forces used to compute them. The forces 
"lag" one trial "behind" the displacements. 
At present it is not possible to provide quantitative 
data on the merits of the above procedure. However an 
34. 
alternative procedure currently being studied by the author 
is outlined below. The remainder of the Finite Integral 
development is therefore presented in terms of this alternative 
procedure. The relative merits of the two strategies are 
still to be evaluated. 
The alternative strategy still employs the tactic of 
using constant acceleration over the two-step time interval 
in order to obtain a first trial. It then makes use of the 
predicted "secant stiffness" of the springs at times t and 
I 
t 
2 
and incorporates these in the set of (n + 4) simultaneous 
equations which must be solved at each of these times. 
5.4 Solution Formulation Using Secant Spring 
Stiffness 
Referring to Equations 36, {ss} may be written in 
terms of time-dependent Secant Stiffnesses, e.g., 
(37) 
Nhere oBR is the spring shortening and kBR is the 
ratio of spring compression and spring shortening at the time 
in question i.e. the Secant Stiffness at that time. kBR is 
available (10) as the quotie.nt of the output from and the input 
to a sub-routine describing spring performance. 
The spring shortenings, oBR etc., may be written 
in terms of the vehicle displacements {Yv} and the displacements 
of the undersides of the vehicle front and rear tyres, yF 
and yR respectively. Yp and yR may be interpolated from the 
running surface roughness and the girder centre line displace­
ments {yi} in the manner described below. 
Substitution for {ss} in Equation 36 leads to the 
following result, 
0 (38) 
35. 
where {YTG} = {yR yF} and the time-dependent coefficient 
matrices [V) and [W), whose elements contain the Secant Spring 
Stiffnesses, are given in Appendix A. 
It now remains to interpolate {YTG} in Equation 38 
and {Fi} in Equation 35 from the girder nodal displacements, 
and the tyre-girder interface forces FR and FF. 
5.5 Tyre-Girder Interface Forces and 
Displacements 
It will be assumed that yR and Yp may be obtained by 
linear interpolation from the girder nodal displacements 
adjacent to the points of contact. Consistently it will be 
assumed that FR and FF produce nodal loads at the two nodes 
adjacent to the points of contact only and in inverse proportion 
to the distance of FR or FF from each node. 
Let it be supposed that the front wheel lies between 
the k th node and the (k + 1) th node and the rear wheel lies 
between the j th node and the (j + 1) th node. Note that j 
may or may not equal k, depending upon the chassis wheel base 
length and the number of elements chosen for the beam ideal­
isation. 
With these assumptions, the following results may 
be established, 
(39) 
(40) 
Where {ZR ZF} are the surfaces roughnesses under each tyre, 
and [�) is an interpolation matrix, given in Appendix A. 
Substitution of Equations 39 into 38 and 40 into 35 
leads to the final set of governing equations in terms of 
36. 
coefficient matrices, the system displacements and system 
accelerations. 
5.6 Governing Equations and Finite Integral 
Formulation 
Equations 35 and 38 become, 
(41) 
{FR FF}may be written in terms of the Secant spring stiffnesses 
and system displacements by noting that the elements are, 
respectively, equal to SBR and SBF" The final governing 
equations then become, after some manipulation, 
(43) 
and 0 (44) 
where, 
[a] (i<J + [l/J]t 
[:·· 
:.J 
[l/J] 
J 
[ s l 
[
-
:
·
·
 
0 0 
:] 
[l/J]
t 
-kBF 0 
{y} [l/J]t 
[:·· 
:BF
] 
{
:
:
} 
37. 
Equations 43 and 44 may, finally, be combined into one set 
of governing equations, 
where 
[lJ] 
[nl 
[*] 
[�] 
(Q] [V] [JjJ] 
{ R} - {y p} 
{R} 
{y} 
(45) 
Appendix A contains a full SWTh�ary of all matrices. 
It should be noted that [l.!] is an array of system properties 
which are independent of time. [nJ and {R} are time-dependent 
and are synthesised at times t and t in each iteration on 
I 2 
the basis outlined in Section 5.3. In the following, suffices 
are added to [n] and [R], in addition to {Y}, in order to 
denote values at discrete times. 
Equation 45 is written in Finite Integral form by 
direct substitution for {Y} from the standard results of 
Equation 14 at times t and t :-
1 2 
38. [n o l [ 4I -I] 
{
''i 
} 01 n2 16I o y-·
: 
{:}[:· :J {::} ( 46) 
Hence, with notation properly chosen to be similar to that 
used in Equations 16 and 27, after some manipulation, 
[B] {y' } I 
* 
{P } I (4 7) 
and, thence 
( 48) 
where [B] [A l [A ][A l-1 [A l II I 2 2 2 2 I 
* -1 
{p } {P } [A ] [A l {P } 1 I I 2 2 2 2 
{P } {R } ln J{Y } I I I 
{P } {R } ln J{Y } 2 2 2 2 
and [A II l etc. are defined in Appendix A. 
EQUATIONS 47 and 48 ARE THE GOVERNING FINITE INTEGRAL EQUATIONS. 
6. CONCLUSIONS 
A description of the Finite Integral method has been 
presented. The evidence obtained from a range of applications 
is that the method provides an elegant and efficient way of 
solving many forced vibration problems. l1uch more experience 
39. 
is needed in the use of the method in non-linear problems 
before its merits can be properly assessed. The ease with 
which the computational procedures can be programmed has 
been a pleasant surprise and suitable calculation time steps 
can often be inferred from some preliminary skirmishes 
through particular problems. Predominant natural periods 
of the system under investigation, and the periods of any 
forcing functions, can be a good guide to likely suitable 
time steps. It is unlikely that time steps greater than 
about 0.1 times the minimum predominant period of the system 
will be adequate. Time steps as small as 0.01 or even 0.001 
times this period could be necessary but present no real 
disadvantage using a modern computer. 
The formulation of the vehicle-girder system appears 
to be a good basis for further study. The alternative 
solution strategies, and others using different "first trial" 
procedures, require careful evaluation especially since the 
spring performance of a practical suspension unit is complex 
and dependent on the deflection history, with loading, unloading 
and transition phases in the load-deflexion characteristics. 
40. 
APPENDIX A - VEHICLE-GIRDER SYSTEM: !<lATRIX DEFINITIONS AND SU�1�1ARY 
Governing Finite Integral Equations, 
a. 
b. 
(i } r· y2 1 y1 
(i } as above 
2 
[BJ{Y } = d } 1 1 
{Y } [A ]-1 {p } - [A ]-
1 
[A ] {Y } 
2 22 2 22 21 1 
yn yaR YaF Yc 
e } at time t t c 1 
at time t = t 
2 
Symbol Definitions 
1. [B] [A 
11 
where [A 
11 
[A 
12 
[A 
2 1 
[A 
22 
where 
and [TJ] 
where [mi] 
[U] 
l - [A ][A l
-1 [A 
12 22 
] [].J] ll
t2 [n l +-3 
l 
l 
l 
llt2 
-u [n1J 
4llt
2 
[TJ l 3 2 
[].J] 
·[�] 
-[�] 
1 
2 1 l 
J 
Suffices on [TJ] refer to 
time t and time t 
I 2 
Diagonal Array of element lumped masses 
maR 
maF M 0 v 
-maR"a maF.b 0 I v 
maR 
0 0 0 
0 maF 0 0 
41. 
[a] [KJ + [\)i) t 
[�' �,] [1)!) 
[SJ 
"'l�' 
0 0 
:] -�F 0 
[Q) [V)[1jJ) 
[W) �R kBF 0 0 
-a.�R 
b.kBF 
0 0 
(�R + k.rR) 
0 -�<.rR a.kTR 
0 (kBF + �F) 
-�<.rF -b.kTF 
and [V) -kBR -�,J 
a.kBR 
-b.kB 
-kBR 
-�, j 0 
2. The Inter£olation Matrix [I£) 
[1/J) [Zero) except for terms as below 
(x - t) (n + 1) 
a. 1/J (l,J) 1 + J L 
(x - t) (n + 1) 
b. 1)! (l,J + 1) L - J 
c. 1)! (2,K) 1 + K -
x(n + 1) 
L 
d. 1/J (2,K + 1) x(n + 1) - K L 
J,K are Integers chosen such that:-
L 
(r1+i) .  J" 
L (x - t) .( (n + 1) 
• 
(J + 1) 
L and (r1+i) L K oli X..;; (n+l) (K + 1) 
42. 
Note that if J = 0 and/or K = 0 then w(1,J) and/or W(2,K) are to be ignored 
and if J = n and/or K a n  then w(1,J + 1) and/or W(2,K + 1) are to be 
ignored. 
3. The Girder Stiffness Matrix [i<J 
[Kl = [K l - [K ][K l-1 [K lt 
II 12 22 12 
where [Kl1] 
EI 15 -12 
n x n f.' 
-12 24 -12 
0 
-12 24 -12 
-12 24 -12 
-12 
etc 
-12 24 
0 -12 
[K l = EI 3 6 12 £2 
n x n -6 0 6 0 
-6 0 6 
etc 
-6 0 6 
0 -6 0 6 
-6 -3 
.. 
-12 
24 -12 
-12 15 
43. 
[K l EI 2 22 =y--
n x n 2 8 2 
2 8 2 
etc 
I 
l 
0 
4. The "Modified Load" Matrix {� } 
1 
0 
2 8 2 
2 8 2 
2 7 
This matrix is defined in Equation 47 and is repeated below for 
convenience: 
{� } 
1 
where {P } 
1 
{p } 
2 
{R } 
1 
{R } 
2 
and {y} 
{i'} 
and {F } v 
{P } [A ][A 
(l {P } 
I 12 22 2 
{R } [n l {Y } 1 1 1 
{R } [n l {Y } 2 2 2 
{y p } I 1 
{y ji } 2 2 
[�l] t [," '] t knF z:} 
[V] JZR} + {F) 
lzF 
{WT M waR WaF} 
44. 
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APPENDIX C NOMENCLATURE 
[A ], [A ] etc. 11 12 
[B] 
[C] 
{F } {F } 
1 2 
fFHFJ 
1 2 
[I] 
[K] 
[N] 
{pi} 
[Q] 
{R } 
1 
(i J, {Y J 1 2 
{Y },{Y } 1 2 
{y },{Y } 1 2 
{y },{Y } 
1 2 
{),"io}' {yi1}' {Yi2} 
{Yio},{Yil},{Yi2} 
{Yio},{Y11},{Yi2} 
{llti1},{l1Yi1} 
{liY. } , {6Y. } 12 12 
A,B 
F 
P(t) 
Sub-matrices of Coefficient Matrix [B] 
Coefficient Matrix (Equations 20, 26 and 47) 
Matrix of Viscous Damping Coefficients 
Vectors of Forcing Functions at times t and t 1 2 
Defined in Equation 27 
Identity Matrix 
Array of Stiffness Coefficient 
Diagonal Array of Lumped Masses 
Integral Operator Matrix 
General Force Vector 
As Defined in Equation 23 or elsewhere 
Modified Force Vector at Time t 
1 
Vectors of Accelerations at Times t and t 1 2 
Vectors of Velocities at Times t and t 
1 2 
Vectors of Displacements at Times t and t 1 2 
Vectors of Ground Displacements and Velocities at 
Times t and t 1 2 
Functions of Conditions at = t (Equation +S) 
0 
Accelerat·ions at Times t 
0' 
t and t 
1 2 
Velocities at Times t 
0' 
t and t 1 2 
Displacements at Times t 
o' 
t 1 and t 2 
Changes in Velocity and Displacement between Times 
t and t 
0 I 
Changes in Velocity and Displacement between Times 
t and t 
0 2 
General Structure 
General Structure 
General Structure 
Stiffness Matrix 
} 
Mass Matrix 
Damping Matrix 
Constants of Integration, Equation 29 
Force Amplitude, Example 3 
A Forcing Function 
Equation 1 
c ,c 
k 
m 
t 
1 2 
t , t 't 
0 1 2 
6t 
y 1 ,y 2 
y ,y 1 2 
w. l 
47. 
Damping Coefficients, Example 2 
Spring Stiffness 
Spring Stiffnesses, Example 2 
A Lumped Mass 
Generalised Coords., Example 2 
Time Coordinate 
Time of First Spring Contact, Example 3 
Discrete Times t , t + 6t, t + 26t 
0 0 0 
Calculation Time Step 
Gap Size, Example 3 
Ground Displacements and Velocities, Example 2 
Displacements of Masses 1 and 2, Examples 1 and 2 
Functions Defined in Equation 30 
Frequency of Harmonic Forcing Function (Rads/sec) 
i th Natural Frequency (Rads/sec) 
All notation associated with the Vehicle-Girder Interaction Model is defined 
in the text and Appendix A contains a full summary of all Matrices. 
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