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Abstract
Warfighters perform a variety of civilian duties, such as construction. For example, in Iraq, from 2004-2011,
the US Army carried out over 5,000 construction projects. Training warfighters on heavy construction
equipment is a timeconsuming task that contrasts with shrinking military budgets. Simulation-based training
offers improved training for fewer resources. Simulators can decrease time to task proficiency by up to 90%.
Identifying the pertinent features needed for a construction equipment trainer is challenging. For example, a
critical skill is identifying different soil types. Lifting too much soil can damage equipment while not taking
enough can cause significant delays. An experimental study investigated the effectiveness of a virtual excavator
trainer with particular attention to the use of a high-fidelity soil simulation and its effect on learning. The
experiments included two soil types: clay (hard to handle, high mechanical integrity) and sand (easy to
handle, reduced mechanical integrity). Participants used the Dynamic Environments (DE) Testbed with the
Construction Equipment Virtual Trainer (CEVT) for the experiments. Randomly assigned participants
worked with clay, sand, or both materials as well as using the CEVT or watching video for their training tasks.
Participants attended three separate training sessions and completed decision tasks to assess their level of
knowledge in identifying different soils and operating a virtual excavator correctly. Results showed that while
the high-fidelity simulation did not dramatically improve learning, use of the simulation-based trainer did
allow participants to estimate better the time required to conduct tasks based on different terrain types. The
authors recommend: (1) designing training scenarios that limit the effect of contamination by prior
experience, (2) improved simulator controls, (3) enhanced simulator graphic fidelity, and (4) an increased
number of participants provide results with the desired consistency in improving training quality.
Disciplines
Biomechanics | Ergonomics | Industrial Engineering | Industrial Technology | Operations Research, Systems
Engineering and Industrial Engineering
Comments
This proceeding is published as Gilbert, S. B., Keren, N., Winer, E., Franke, W. D., Godby, K. M., MacAllister,
A., McPherson, C., de la Cruz, Julio, Lyons, and Lyons, Jeff. "Evaluating the Value of Dynamic Terrain
Simulation on Training Quality," Proceedings of the Interservice/Industry Training, Simulation, and
Education Conference (I/ITSEC) 2016, Orlando, FL, Nov 28- Dec 2, 2016. Posted with permission.
Rights
Works produced by employees of the U.S. Government as part of their official duties are not copyrighted
within the U.S. The content of this document is not copyrighted.
Authors
Stephen B. Gilbert, Nir Keren, Eliot H. Winer, Warren D. Franke, Kevin Godby, Anastacia MacAllister, Chloe
McPherson, Julio de la Cruz, and Applied Research Associates
This conference proceeding is available at Iowa State University Digital Repository: https://lib.dr.iastate.edu/imse_conf/112
 
 
 
Interservice/Industry Training, Simulation, and Education Conference (I/ITSEC) 2016 
2016 Paper No. 16114 Page 1 of 14 
Evaluating the Value of Dynamic Terrain Simulation on Training Quality 
 
Stephen Gilbert, Nir Keren, Eliot Winer,  Julio de la Cruz,  
 Warren Franke, Kevin Godby, Anastacia  ARL HRED ATSD 
MacAllister, Chloe McPherson Orlando, FL 
  julio.a.delacruz4.civ@mail.mil 
J Iowa State University  
Ames, IA Jeff Lyons 
{ gilbert, nir, ewiner, wfranke, godbyk, Applied Research Associates  
anastac, cmcphe9} @iastate.edu Orlando, FL 
 jlyons@ara.com 
 
 
ABSTRACT 
 
Warfighters perform a variety of civilian duties, such as construction. For example, in Iraq, from 2004-2011, the US 
Army carried out over 5,000 construction projects. Training warfighters on heavy construction equipment is a time-
consuming task that contrasts with shrinking military budgets. Simulation-based training offers improved training for 
fewer resources. Simulators can decrease time to task proficiency by up to 90%.  
 
Identifying the pertinent features needed for a construction equipment trainer is challenging. For example, a critical 
skill is identifying different soil types. Lifting too much soil can damage equipment while not taking enough can cause 
significant delays. An experimental study investigated the effectiveness of a virtual excavator trainer with particular 
attention to the use of a high-fidelity soil simulation and its effect on learning. The experiments included two soil 
types: clay (hard to handle, high mechanical integrity) and sand (easy to handle, reduced mechanical integrity). 
Participants used the Dynamic Environments (DE) Testbed with the Construction Equipment Virtual Trainer (CEVT) 
for the experiments. Randomly assigned participants worked with clay, sand, or both materials as well as using the 
CEVT or watching video for their training tasks. Participants attended three separate training sessions and completed 
decision tasks to assess their level of knowledge in identifying different soils and operating a virtual excavator 
correctly. Results showed that while the high-fidelity simulation did not dramatically improve learning, use of the 
simulation-based trainer did allow participants to estimate better the time required to conduct tasks based on different 
terrain types. The authors recommend: (1) designing training scenarios that limit the effect of contamination by prior 
experience, (2) improved simulator controls, (3) enhanced simulator graphic fidelity, and (4) an increased number of 
participants provide results with the desired consistency in improving training quality. 
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INTRODUCTION  
 
The use of virtual reality and simulators in university, government, and industrial labs is more widespread than ever 
before (Haar, 2005) and training technologies continue to increase in effectiveness (Grant & Galanis, 2008). 
Simulation-based training provides a technological alternative to other forms of training and can often reduce or 
mitigate risks to participants and the environment while simultaneously reducing overall costs. For example, in Iraq, 
from 2004-2011, the US Army carried out over 5,000 construction projects (Kibler, 2012). Simulators can decrease, 
by up to 90%, time to task proficiency for a novice once on the job (Caro, 1973). In monetary terms, the cost of tank 
training is around 75 dollars a mile compared with 2.5 dollars a mile when trained in a simulator (Kennedy, 1999). 
 
The goal of training, simulated or real life, is to provide the developmental skills and practical experience to optimally 
prepare trainees for future situations. Transfer of training analyzes the degree to which knowledge and skills learned 
in one environment can be practically applied in other similar environments.  
 
One critical skill that requires training for a wide range of conditions is operation of heavy equipment. As military 
operations change geographically, it is important to be able to train excavator operators to operate machines on a 
desert with sand, in regimes where clay is the most common soil, and for every soil in between. Thus, a simulator that 
allows manipulating soil types and other relevant terrain conditions may serve as a good platform for training operators 
on how to operate in various terrains. This research explores whether a simulator with dynamic terrain capabilities 
will increase training transfer.    
 
 
BACKGROUND 
 
Transfer Mechanisms and Training Transfer 
 
Identical elements theory states that training transfer occurs only to the extent that the training environment matches 
the performance environment on features that contribute to creating a certain perceptual state within learners. This 
includes physical features and certain cognitive requirements (Dorsey, Russell, & White, 2008). There is evidence in 
both conventional training and educational research that physical differences between the learning and transfer 
contexts affect transfer in a negative way. Studies of note that prove this claim include S. Ceci (1996), Chen and Klahr 
(1999), Rovee-Collier (1993), and Spencer and Weisberg (1986). Dorsey et al. (2008) found that similarity in elements 
is more important in virtual environment training domains, though the kinds of knowledge and skills that are best 
suited to simulation-based training has received little research attention thus far. 
 
Fidelity, Immersion and Presence 
 
High levels of training transfer are more likely to produce a high level of training usefulness from systems designed 
to have a high level of fidelity, immersion and presence. Fidelity as it pertains to virtual reality is defined as the degree 
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to which a virtual environment is able to duplicate the appearance and feel of the operational equipment and sensory 
stimulation of a simulated context (Blade & Padgett, 2002). Fidelity is viewed as a critical factor in the overall 
effectiveness of a virtual environment, as the overall fidelity of a system will help determine the maximum amount of 
training transfer that is possible from that system, as explained in Dorsey et al. (2008). 
 
We know from Lindgren (2012) that first-person experiences in virtual environments can enhance learning, and from 
Winn (1993) that a strong sense of presence from learners is usually required to create a first-person experience. Slater 
(2003) describes the difference between presence and immersion. Immersion is an objective term related to the 
technology used, e.g., number of pixels, size of field of view. “The more that a system delivers displays and tracking 
that preserves fidelity in relation to their equivalent and real-world sensory modalities, the more that it is immersive” 
(Slater, 2003). Presence, on the other hand, is the user’s perception of being truly present in the virtual environment. 
Jelfs and Whitelock (2000) offer a similar definition for presence, suggesting “presence is based on the stream of 
sensory input, out of which emerges our sense of being in and of the world.” Benyon, Smyth, O’Neill, McCall, and 
Carroll (2006) argue that “sense of presence requires a body; it is not just a mental construct.” Using Slater’s 
definitions, the effects of increasing fidelity are explored through studying immersion. 
 
Psychological Factors that Promote Transfer 
 
Dorsey, Campbell, & Russell (2009) note that designing the virtual simulation systematically based on psychological 
factors and an analysis of the real equipment being simulated is key for the promotion of training transfer. However, 
this result contrasts with information presented by Lathan, Tracey, Sebrechts, Clawson, & Higgins (2002), which 
states that functional, or psychological, fidelity does not play a large role for training within virtual environments.  
 
Fidelity consists of at least two components, interaction fidelity (typically more difficult to achieve) and display 
fidelity (typically easier). Interaction fidelity, also called action realism, is the objective degree to which the simulation 
affords the same human-system interactions as the real world. Display fidelity, also termed sensory realism, is the 
correspondence of users’ perceived sensory experiences to the real world. “The levels of both display fidelity and 
interaction fidelity can be significant factors in determining performance, presence, engagement and usability” 
(McMahan, Bowman, Zielinski, & Brady, 2012). They define familiarity of a training system as function of display 
fidelity and interaction fidelity.  
 
The design of high fidelity virtual training systems is typically quite expensive (Rizzo, Morie, Williams, Pair, & 
Buckwalter, 2005). One of the main goals of utilizing higher fidelity systems for training is to prove that a great 
investment into training through the use of virtual environments will lead to increase performances by users. Barnett 
and Ceci (2002) and Cox (1997) both explore the characteristics of virtual environments that maximize training 
transfer to the real world application.  
 
Rizzo et al. (2005) also note that it is commonly believed that greater sensory realism and action reality will increase 
training transfer, but it is difficult to know, when writing the functional requirements for a training system, which 
components of realism truly matter. For example, results from Bertram, Moskaliuk, and Cress (2015) indicate “the 
realism of virtual training seems to be important for effective transfer to reality.” A study conducted by Ocasio-De 
Jesus, Kennedy, and Whittinghill (2013) examined the assumption that higher quality computer graphics lead to more 
immersive user experiences. Higher fidelity training environments should facilitate transfer greater than low fidelity 
environments because high fidelity environments more closely approximate the situational characteristics of the 
transfer environment. These characteristics may include ergonomic design, visual or auditory features, time pressure 
and distractions (Dorsey et al., 2008). Bystrom, Barfield, and Hendrix (1999) emphasize the importance of accurate 
spatial fidelity such as field-of-view and parallax. However, there is little evidence to support a relationship between 
the degree of the physical fidelity of virtual environments and transfer success, as noted in Koonce and Bramble 
(1998), Lathan et al. (2002), and Salas, Bowers & Rhodenizer (1998). Dorsey et al. (2008) believe that the primary 
benefit of physical fidelity lies in motivating trainees. Virtual environments with high technological appeal have 
greater face validity and will likely to engage trainees more. There is also some evidence that distorting or augmenting 
the visual capabilities of a virtual environment, in a way that no longer mirrors real world parameters, can lead to 
improved transfer (Dorsey et al., 2009). 
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Applications of Higher Fidelity Systems 
 
An important application of how higher fidelity may lead to increased presence and performance is training of military 
personnel for both combat and non-combat operations in virtual and simulated environments. The materials, time, and 
infrastructure needed to conduct proper real-world training all have substantial economic and environmental impacts, 
and so the military is increasingly turning towards virtual environments and simulations for training (Summers, 2012). 
Rizzo et al. (2005) conducted studies to test whether stress induced during virtual reality (VR) training could improve 
transfer to similarly stressful military environments. “Current virtual reality military training approaches are 
noteworthy in their emphasis on creating high fidelity graphic and audio realism with the aim to foster better transfer 
of training” (Rizzo et al., 2005). If the learning from this previous research can be incorporated, the military will 
benefit from effective training environments that offer only the truly needed level of fidelity while offering simulated 
scenarios that are too dangerous or costly to train live (Moskaliuk and Cress, 2013).  
 
The study described below attempts to evaluate the value of soil fidelity in an excavator training system that might be 
used for military training. The study focuses on three simulation attributes: (1) interaction with the simulation; (2) soil 
type used, and (3) excavator task.  
 
 
METHOD 
 
Participants 
 
Adult students and staff at Iowa State University (11 women, 28 men, Mage = 25.7 years, age range: 19-52 years) were 
recruited via email list postings and word of mouth. Because the simulation software is under International Traffic in 
Arms Regulations (ITAR) export control restrictions, participants’ United States citizenship status was verified via 
university registrar and human resources.  
 
Materials and Procedures 
 
Participants completed three sessions with the excavator simulator. The second session took place approximately 24 
hours after the first session, and the third session took place approximately one week later. Participants received $5 
for their participation in each of the first two sessions and $20 for the third session. 
 
During the first session, participants completed a brief demographic survey that collected information on gender 
identity, racial or ethnic identity, age, major (if student), and past experience operating construction equipment and 
excavators. 
 
All three sessions then followed the same procedure. Participants first watched a brief training video that explained 
how to operate the excavator within the simulator. The video can be seen at http://youtu.be/zsADUWVVtWw.  
Following the training video, participants trained for 15 minutes on the excavator by performing typical excavator 
tasks, for example, driving along a path and digging a hole. Next, the participant performed a decision task (described 
below). Finally, the participant completed surveys to assess task load, presence, and immersive tendencies. 
 
Groups 
 
Participants were randomly assigned to one of three groups. Group Multiple was exposed to multiple soil types (both 
clay and sand) during the three sessions while Group Single was exposed to a single soil type (either clay or sand). 
Group Observe were exposed to the same soil types as Group Multiple, but instead of operating the excavator 
simulator during the practice task, they watched a recorded video of the study facilitator performing those tasks. Note 
that at no time were “sand” or “clay” mentioned to participants.  
 
Simulator 
 
The excavator simulator software used was the Dynamic Environments (DE) Testbed Construction Equipment Virtual 
Trainer (CEVT) from Dignitas Technologies (Dukstein, Watkins, Kien & Gonzalez, 2013). The simulation software 
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ran on a PC with a 42-inch television positioned three feet in front of the participant and was operated using two 
Thrustmeter T-16000M joysticks. This simulator was adopted to help evaluate its potential military use.  
 
Training 
 
At the beginning of each session, participants viewed a short training video that explained the joystick controls used 
to operate the excavator. In addition, participants received a “cheat sheet” showing the joystick controls and their 
associated actions. Participants could refer to this cheat sheet during the practice tasks. 
 
Practice tasks 
 
During each session, participants completed one of three practice tasks: moving a pile of dirt from one place to another, 
filling a hole with dirt, or burying some barrels with dirt. The order of the practice tasks was randomized across 
sessions to prevent primacy and recency effects. The soil type used during the practice task was sequenced randomly 
and in accordance to the participants’ group: Group Single saw the same soil type during all three sessions (sand or 
clay), while Groups Multiple and Observe alternated between the soil types, either sand-clay-sand or clay-sand-clay. 
 
Decision tasks 
 
After completing each practice task, participants completed a decision task. They viewed two images from the 
simulator (labeled A and B) and answered questions about those images using what they learned during the practice 
task in the current and previous sessions. The two images were identical except for the soil type depicted. The order 
of the decision tasks was randomized to avoid biases. 
 
Surveys 
 
Finally, participants completed three surveys: the NASA TLX survey, the presence questionnaire, and the immersive 
tendencies questionnaire (Witmer & Singer, 1998).   
 
Expectations 
 
The purpose of this project was to examine the effect of using dynamic terrain in simulation on training quality. The 
efforts here focused on identifying the extent to which novice operator interaction with the simulator would lead to 
the development of appropriate mental models of dynamic terrain. It is important to clarify that the limited exposure 
in this study could not (and was not expected to) yield proficiency in excavator operation. However, if correct mental 
models were created, then proficiency would become a matter of practice. When incorrect mental models are formed, 
the efforts of developing proficiency are tremendously more extensive, as they require unlearning the existing mental 
models to allow for new mental models to form. Given the current state of research described above and our particular 
methods, it is expected that level of interaction with the simulator (i.e., the Group variable) will yield differences in 
trainees’ ability to make decisions, evaluate conditions, and estimate various aspects of tasks relevant to terrain 
conditions. 
 
 
RESULTS 
 
Decision Task: Radar Antenna 
 
Participants viewed Figure 1 and were asked to recommend which soil pile to use to build a foundation for the radar 
antenna base in the image. Radar antennas are usually heavy, having rotating elements, and require a stable foundation. 
As sand has much more fluid characteristics than clay, clay was the better choice for this task. In the simulator, 
participants experienced the heaviness and stickiness of clay by observing the front of the excavator rise off the ground 
when too heavy a scoop was attempted.  
 
Participants almost unanimously identified Soil B (clay) as the preferred bed for installing the radar antenna. Only 
five participants indicated that Soil A (sand) would make a better bed. The majority of these participants were in 
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Group Observe. To test the estimated goodness of support of each soil type, the following question was presented to 
the participants on a seven-point Likert scale. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Radar Antenna decision task 
 
Based on your experience with the simulation, please select the option that best represents your perception. 
1. Soil A provides much better support for the antenna than soil B. 
2. Soil A provides better support for the antenna than soil B. 
3. Soil A provides slightly better support for the antenna than soil B. 
4. There is no difference in the support provided by either soil type. 
5. Soil B provides slightly better support for the antenna than soil A. 
6. Soil B provides better support for the antenna than soil A. 
7. Soil B provides much better support for the antenna than soil A. 
 
Two-way analysis of variance indicates that while Group did not have significant main effect F(2,39)=0.6845, 
p=.5114, Soil Type (the choice of soil made by participants) did have significant main effect, F(1,39)=10.3272, 
p=.0029. No significant interaction was detected between Group and Soil type, F(2,39)=2.1127, p=.1370. The least-
squares (LS) means plot for the interaction is provided in Figure 2. Note that there were no participants in group 
multiple who chose sand; thus the line is horizontal (there is no change).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Interaction between Group and Soil Type in Radar Antenna decision task 
Decision Task: Burying a Boulder 
 
In the second task, participants estimated the time it would take to bury a boulder in clay and sand based on the images 
provided in Figure 3.  
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Figure 3. Burying a Bolder task 
 
 
Participants were also asked which soil type would be easier to handle using a seven-point Likert scale as follows: 
Based on your experience with the simulation, please select the option that best represents your perception. 
1. Soil A is much easier to handle than soil B. 
2. Soil A is easier to handle than soil B. 
3. Soil A is slightly easier to handle than soil B. 
4. Both soil types are equally easy to handle. 
5. Soil B is slightly easier to handle than soil A. 
6. Soil B is easier to handle than soil A. 
7. Soil B is much easier to handle than soil A. 
 
Table 1 shows mean times given by participants to bury the bolder by Group and by Soil Type. A one-way ANOVA 
for "time to bury in clay" by Group found significance by Group F(2,39)=4.1162, p=.0248. Tukey-Kramer HSD post 
hoc analysis indicates that participants' estimates for "time to bury in clay" were significantly longer (M=40.0, 
SD=15.5) in Group Single than this time in Group Observe (M=15.2, SD=15.5). See Figure 4.  
 
Table 1. Times to bury bolder by Group and by Soil Type. 
 
 
 
 
 
 
 
 
 
Group Soil n Mmin SD 
Multiple Clay 13 20.4 16.7 
Sand 13 27.2 30.6 
Observe Clay 13 15.2 15.5 
 Sand 13 16.9 23.1 
Single Clay 13 40.0 32.7 
 Sand 13 31.3 25.0 
 
 
 
Interservice/Industry Training, Simulation, and Education Conference (I/ITSEC) 2016 
2016 Paper No. 16114 Page 9 of 14 
Figure 4: Interaction in time estimates for "time to bury in clay" and "time to bury in sand" by Group. 
 
A two-way ANOVA on the handling easiness question failed to identify significant main effects on Group 
F(2,39)=0.7394, p=.4854, and on Soil Type F(1,39)=, p=.1010. Similarly, no significant interaction was detected 
between Group and Soil Type F(2,39)=1.0733, p=.3539. The least squares (LS) means plot for the interaction of Group 
and Soil Type with respect to easiness of handling soil is provided in Figure 5.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Interaction of Group and Soil Type with respect to easiness of handling soil. 
 
Decision Task: Filling a Truck 
 
In the third task, participants viewed the images in Figure 6 and estimated the likelihood that the excavator would fill 
the truck in given time frames as follows:  
        What is the likelihood that the operator will fill the truck within 30 minutes: ________%  
…within 1 hour:  % 
…within 2 hours:  % 
…within 3 hours:  % 
…within 4 hours:  % 
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Figure 6. Filling a truck estimation task. 
 
The mean probability curves for each combination of Group and Soil Type were plotted and are shown in Figure 7. 
Visual inspection of the probability curves suggests that Group Single was more likely to indicate that the truck would 
be filled in less time than the other two groups. There were no immediate differences between the two types of soils 
within groups. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Probability curves vs. time (hrs) for "filling a truck" estimation task. 
 
Point of Confidence (PoC) is defined as the time frame at which the participants indicate with 100% likelihood that 
the truck would be filled. Figure 8 presents plots of means and standard errors of PoC for all combinations of Groups 
and Soil Types (dots represent the quantiles of data in each group: min, lower 25%, median, upper 25%, max). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Means and standard errors for all combinations of Groups and Soil Types. 
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Figure 8 hints that Group may have a main effect. However, the results of an ANOVA showed no significant difference 
F(5,39)=1.5405, p=.1881, due to the significant variation among participants. To explore the potential impact of larger 
sample sizes, effect sizes (Cohen’s d) were calculated for the various combinations of groups, where general guidelines 
suggest that 0.2 is a small effect, 0.5 is a medium effect, and 0.8 is a large effect.  
• Larger effect size was detected between Groups Multiple and Observe, d=0.73. 
• Medium-small effect size was detected between Groups Multiple and Single, d=0.39. 
• Medium effect size was calculated between Observe and Single, d=0.42.    
• Testing for effect size between Soil Types showed that this effect almost did not exist in this task (d=0.03). 
 
Lastly, it is important to note that the order in which the three tasks have been introduced did not have any 
statistically significant effect on the results. 
 
 
DISCUSSION & CONCLUSIONS 
 
Our expectation was that dynamic terrain simulation and manipulation of level of interaction with the simulator (i.e., 
the Group setting) would yield difference in trainees’ ability to make decisions, evaluate conditions, and estimate 
various aspects of tasks relevant to terrain conditions. The following sections will review the results above.  
 
Radar Antenna Task 
 
Participants almost unanimously identified the soil with more clay as the preferred bed for installing the Radar 
Antenna. Only five participants indicated that the sandier soil would make a better bed. The majority of these 
participants were in Group Observe. A two-way AVOVA on best soil to support the Radar Antenna demonstrated that 
Soil Type had strong effect on fitness to support (clay better than sand); however, Group condition did not have a 
significant main effect on this outcome. Thus, although participants clearly preferred one soil to another, it is not 
conclusive that the hands-on simulator experience led to the different judgments on this task. 
 
Burying a Boulder Task 
 
Analyses (one-way ANOVA) on time to burying boulder in clay and in sand detected that Group Single estimated a 
significantly higher time to bury in clay than other groups, likely because half of the participants in Group Single had 
simulator experience only with sand, and did not have hands-on experiential knowledge of digging in clay. This result 
demonstrates that using the simulator, which had sufficient fidelity to differentiate between clay and sand for the user, 
was valuable for more accurate estimates of burying time.  There was no significant difference by group with sand, 
suggesting that sand is a more commonly understood soil, so that hands-on experience in the simulator was not 
required.  
 
An analysis (2-way ANOVA) of which Soil Type is easier to handle did not yield significance with respect to α=.05. 
However, because p=.101 ("marginally significant"), it is worth noting that with larger numbers of participants, the 
data might show a difference by group. 
 
Filling a Truck Task 
 
This task is more complicated to analyze due to the multiple time points. However, the following observations should 
be noted: Visual inspection of the probability curves suggested that Group Single was more likely to indicate that the 
truck would be filled in less time than the other two groups. This result suggests, as with the boulder burying task, that 
experiencing or observing multiple soils with appropriate fidelity is important for appropriate estimates.  
 
An analysis (one-way ANOVA) of PoC (time frame at which the participants indicate 100% likelihood) yielded no 
significance difference by Group. The Cohen's d effect size calculations suggested that with larger samples, a 
significant difference might be present for Group Multiple and Group Observe for the truck filling task, which would 
demonstrate again the importance of hands-on experience with the excavator rather than video observation.  
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SUMMARY AND DISCUSSION 
 
The results above indicated that Group and Soil Type each had significant effects; however, the significance occurred 
in either separated tasks or were weak in other situations. Soil Type had a significant, strong effect on fitness to support 
the Radar Antenna. Group had a significant effect in the Burying a Boulder task in Clay. In the third task of Filling a 
Truck, no significance was noted. However, analyses for effect size point toward a large effect size between Groups 
Multiple and Observe.  
 
The research study explored the value of soil fidelity in this simulator controlled for type of interaction (group) and 
for type of soil, and the study yielded significant effects. However, the results were not consistent across tasks. The 
following section present potential explanations for the inconsistencies observed.   
 
Contamination by early experiences 
 
While the experimental setting did not mention the type of soils (referred to as either Soil A or Soil B), soil color may 
lead to assumptions. The light brown-yellow-ish color of Soil A and its fluid-like behavior may have led participants 
to an assumption that Soil A was sand. If so, then the simulation with dynamic terrain accomplished its goal. However, 
participants’ mental models of how soil works are likely ingrained from childhood play in the dirt and sandbox. Just 
as it takes significant mental work to unlearn naïve mental models of physics in first-year engineering (Confrey, 1990), 
a training regimen for excavator operators that intends to override their childhood notions of soil must also guide the 
trainee using techniques that do not allow him or her to conflate the childhood mental model with the soil at hand in 
the simulation. For example, a highly engaging excavation scenario that is carefully framed in its presentation as an 
activity that is very different than simply “digging a hole” would likely help avoid this situation, based on what is 
known about context-dependent learning (Godden & Baddeley, 1975). One option to consider is that selecting a 
different color for sand may help isolate the issue (the authors did not control the color of soil, only its type). However, 
a conflict such as this may yield a worse situation in which participants note soil that behaves like sand but does not 
look like it.  
 
Simulator Controls 
 
A second proposed explanation for inconsistency in significance by Soil Type is that participants had limited learning 
of new soil knowledge from the simulator due to the difficulty of controlling the excavator. Initial pilot studies 
demonstrated how counterintuitive the excavator controls were, and the training video and a cheat sheet were added 
to aid participants. Nevertheless, two participants noted in their free response comments that “Both soil types are 
impossible to handle. My guess is that the simulator is programmed to not [handle] soil on purpose” and “It has nothing 
to do with the soil type but more with how comfortable I am with movement of the simulator.”  It is likely that other 
participants were also frustrated with the controls, and this activity could have distracted learners from focusing on 
soil dynamics.  
 
Simulator Low Graphic Fidelity 
 
The third proposed explanation is that the simulation fidelity is simply not high enough to compete with participants’ 
native (albeit less sophisticated) mental models of soil. As one participant noted, “[Both soils] are made up of cubes 
in the simulation computer graphics.” Other participants complained that while digging, one could not discern how 
much soil was in the excavator bucket, because the graphics did not change notably depending on the amount of soil 
scooped. Further, when the operator dumps the bucket, the graphics illustrating the falling soil particles do not differ 
noticeably in size for clay vs. sand, while they do differ in color. Thus, it is difficult to discern the granularity of the 
soil while digging. Many participants' free response explanations relied on concepts of granularity and compaction, 
precisely the concepts that the simulator did not execute well. If the training experience intends to provide trainees 
with new mental models, it is likely that the experience must engage the key constructs of the existing mental models.  
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CONCLUSIONS 
 
Utilizing dynamic terrain simulation yielded significant differences in the dependent variables. Both type of 
interaction with the simulator (different groups) and dynamic terrain (different types of soils) had significant effects 
on training quality. The effects were not always consistent, but it is important to note the strongest results. Soil type 
had a strongly significant effect on the evaluation of fitness to support the radar antenna. Similarly, a significant effect 
of Group (simulator interaction) was detected in the boulder burying task among those who chose clay. Finally, the 
large effect sizes in the fill-the-truck evaluation indicated that with additional participants, the effect of group 
(simulator interaction) may become strong.  
 
It is important to consider how the results might differ with a more realistic population: military personnel who had 
received initial training about soil types. These would have a stronger expectation of different soils behaving 
differently than participants from the naive university population, who were relying on their personal knowledge of 
soil without training. The stronger expectation of the military personnel, if not fulfilled by the simulator, would lead 
to increased frustration with training experience. Thus, the authors hypothesize that the current results obtained with 
the more naive population would be accentuated with military personnel, leading to an even greater emphasis on 
fidelity of soil dynamics. The authors recommend: (1) designing training scenarios that limit the effect of 
contamination by prior experience, (2) improved simulator controls or longer training time, (3) enhanced simulator 
graphic fidelity, and (4) an increased number of participants to provide results with the desired consistency in 
improving training quality through simulations with dynamic terrain. This research was motivated by the question of 
whether high-fidelity soil simulation was helpful for training within a military excavator simulator. Results showed 
that the higher fidelity did result in higher training quality in several cases, suggesting that investment in this type of 
fidelity was worthwhile.  
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