Abstract-Synchrophasor data, now prevalent in power systems around the world, is enabling the development of applications such as wide area control systems (WACS). Because synchrophasor data is transmitted from dispersed locations it is only available to WACS after a certain delay and at irregular time intervals. This paper initially shows that these non-uniformities in the availability of the data cause the WACS output command to be non-smooth potentially affecting the actuator. Next, paper also shows how delays in the WACS input signal are translated into erroneous and inverted WACS output commands. Finally, the paper proposes exact time-synchronization of the data as a solution of the above problems to ensure that the control action is not compromised.
I. INTRODUCTION
Power grid wide area control systems (WACS) employ information from dispersed locations to provide stability and enhance system security and reliability [1] - [4] . Phasor measurement units (PMUs) are the primary source of the data utilized by the WACS being researched, developed, and implemented in different power grids around the world. PMU or synchrophasor data, is time-tagged according to a GPS clock and is transmitted from its location to the controller which uses it to determine the appropriate control action(s). Because this data originates from distant locations, separated even by thousands of miles, it needs to be sent to the WACS via a communication channel. Further, PMUs compute the phasor from their captured measurements before transmitting the data. These factors contribute to a delay before the WACS receives the synchrophasor data.
This paper explores the impact these delays and irregularities in the arrival behavior of synchrophasor data at a particular location affect the design, implementation and performance of WACS. The PMU delay data and the controller design and implementation presented in this work are mainly focused on the WACS designed and implemented by a team composed of Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and Engineering Solutions of Sandia, LLC., a wholly owned subsidiary of Honeywell International, Inc., for the U. Sandia National Laboratories (SNL), Montana Tech University, and the Bonneville Power Admnistration (BPA) [3] - [6] . It is also based on a sister effort undertaken by SNL and Group NIRE to use synchrophasor data to implement a WACS for the Wind Turbine Generators at the (SNL) SWiFT facility [7] , [8] . Both of these controllers are designed to improve small signal stability by damping inter-area oscillations and make use of two PMUs for constructing their control action. At first, the paper elaborates on the characteristics that synchrophasor data delays exhibit and shows their probability distribution characteristics. Subsequently, the paper describes how these delays on the availability of information impact the controller design. The consequences to the controller output if this behavior is not considered in the design are also discussed. The paper shows the negative impact of data dropouts and proposes simple (e.g. linear) interpolation in the implementation of the controller as means to mitigate it. The paper also shows that asymmetries in the delays of the input signals of the WACS cause reversed control commands. The paper shows that timealigning is a simple yet very effective solution for these problems. Note that while time aligning the signals implies adding delay to the data that arrives first, failure to do so will adversely affect the performance of the controller.
II. DELAYS IN SYNCHROPHASOR DATA
This section introduces the concept of delays in the framework of a controller operating in real-time with synchrophasor data as specified according to the C37.118 standard [9] , [10] . Fig. 1 shows a controller that receives synchrophasor data packets from two different sources (PMUs) named as: PMU A and PMU B . According to the C37.118 standard each data packet has a time-stamp that roughly corresponds to the time when the information in the packet was captured. These timestamps are required to start at the top of every second and to be separate from one another by the data rate (or reporting rate) of the PMU. The PMUs send packets into the network on average at a data rate 1/ frames per second (fps).
The time labels appearing in Fig. 1 are defined as follows:
• , correspond to the time-stamp of the device PMU X at time .
• , correspond to the time the packet with the time-stamp above ( , ) arrived in the controller and is referred to as the time of arrival (TOA). The main feature of PMU data is that all time-stamps for different PMU devices and all TOAs are measured with very high precision and using the same clock. For the data analyzed in this work the clock, corresponds to GPS time. The time elapsed between two consecutive data packets is defined as [11] : s n a n
s n a n
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s n a n t t 2 shows two cases of a stream of packets arriving at the controller from a single source. In the first case, the packets are arriving equally spaced in time and the case is referred to as the uniform delays case and represents the ideal case. In the second case, the packets exhibit wide variability in their TOAs and is referred to as the nonuniform delay case. Fig. 3 shows the interpacket delays of TOA as a function of time for the two cases in Fig. 2. Figs. 2 and 3 show that the interpacket delay of TOA (noted as Δ , +1 ) may be very high compared to the expected value of 1/ . Each time this quantity is high must be followed by a smaller value (noted as Δ , +2 ) such that the average of Δ still approximates 1/ .
The oscillatory behavior in the red curve in Fig 3 has been documented in [11] and is depicted in Fig. 4 with real time data by the 8 PMUs used in the controller in [3] - [5] . (b) Interpacket delays of TOA. followed by smaller values that results in the average of 1/ . This behavior has been documented to occur at the top of every minute and is likely due to the configuration frame of the PMU [9] , [10] . This means that whenever a one second period ends the time between the packet at the end of the second and the packet at the top of the next second is high (compared to 1/ ) yet several other packets follow right after. Fig . 5 shows the probability density histogram of the interpacket latencies of TOA for PMU 1 for a data duration of about 2 hours. This sort of distribution is typical for all PMUs tested. It is important to note that an event occurring every minute will have probability of ∼ 0.03% (1/3600) when the reporting rate is 60 fps, which is very low. However, something that occurs every minute would not be considered rare for the time scales of power systems operations.
III. EFFECT OF NONUNIFORM DELAYS IN REAL TIME OPERATION This section presents how the nonuniform oscillatory behavior in the interpacket latencies of TOA described in Section II needs to be considered in the controller design.
The control system analyzed in this work has the following features:
• All the PMUs that provide information to the controller operate at the same data rate 1/ .
• The controller has a network interface that is continuously listening for synchrophasor packets. Every time a packet is received, it is stored in a queue. The controller has a queue for each PMU.
• The controller sends command signals to the actuator at the same reporting rate of the PMUs, 1/ .
• The controller has a time window of 1/ to construct its output signal as seen in Fig. 6 . The control action is defined by,
where and are the frequencies at the local and remote ends of the system, respectively [3] - [5] . Even though PMUs report frequencies, these measurements can come with higher delays and generally do not meet the performance required for real time control. For this reason, in the controller implementation, these frequencies are computed from the positive sequence voltage angles through a derivative filter. In the frequency domain, this filter is described as,
which represents a transfer function of order 2 in the discrete (frequency) domain. The coefficients 1 , 2 , depend on the sampling time of the data which is the inverse of the reporting rate (or = 1/ ). In the time domain, the computation of frequency is,
were is the positive sequence voltage angle, a value that is computed from the three phase information in the PMU data packet. The calculation of frequency is straightforward provided that all the information in equation (3) is available. However, there may be instances where the and data dropouts results in the information being either delayed, lost, or available in a non-sequential manner. These cases, if not handled properly, may severely affect the performance of the controller as will be shown in the following sections. During a window of operation the first action the controller takes is to poll the queues of the two PMUs to be used. Considering a single PMU, the controller may encounter different cases when polling its respective queue (due to the non-uniformity in the delays). Some of these cases are shown in Fig. 7 . Case 1 in Fig. 7 is the ideal case where there is always one packet in the queue. However, because of the randomness and non-uniformity in the arrival of packets, it is possible that there is no packet in the queue or that there are multiple packets in the queue, cases 2 and 3 in Fig. 7 . Case 2 in particular can arise often when PMU packets arrive just when the time window begins as seen in the 'Edge case' in Fig. 6 . In such a case, it is entirely possible that a packet becomes available in the queue right after it has been polled while the next packet becomes available just before the queue is polled. This means two packets are in the queue at that point. The possibility that a PMU and the controller time window remain in this type of synchronism is mitigated by the fact that the controller window is determined by an internal clock which slowly drifts with respect to the GPS clock. This drift has been determined to have a period of 14 min for the damping controller in [3] , [4] and is discussed in [11] . The computation of the frequency for each one of the cases in Fig. 7 is performed as follows:
• Case F1 window a (1a), only one data packet is available when the controller polls the queue for a particular PMU. • Case F3b, there are three packets in the queue. This is the same as the previous case only that equation (3) needs to be computed three times. In general, whenever there is more than one packet in the queue, equation (3) needs to be computed as many times as there are packets in the queue. Note that the voltage angle information needs to be ordered according to their time-stamps at time of capture.
A. Frequency computation
As explained above, from a positive sequence using equation (3), the frequency can be determined every time a packet arrives. Fig. 8 shows a frequency computed using equation (3) for two cases: Case 1 which corresponds to the case when there is a single packet for each time window of the controller; and Case 2, which corresponds to a case where there are no packets in one time window, two packets in the next and one packet in the following window, a pattern that repeats itself for the whole duration of the data presented. This pattern occurs often and is the result of the nonuniform delays presented in Figs. 3 and 4a. The blue line in Fig. 8 corresponds to Case 1 and results in a smoother line while the green line corresponds to Case 2. The plot for Case 2 shows that the output frequency is not smooth as the frequency is kept constant every time there are no packets during the time window. Nonetheless, note that the green line matches the blue line most of the time, which happens each time window there is one or two packets in the queue. Fig. 9 shows potential errors in the implementation (of processing the input PMU data), and how they may affect the frequency computation. These are explained as follows:
• The blue line is the base case that occurs when there is only one packet per controller processing window and is shown for comparison. The case under consideration is when there are no packets for one controller processing window followed by two packets the next window. This non-uniformity occurs at around 510 seconds.
• The green line is the computation of the frequency with the implemented approach where (3) is not used during the time window with no packets and used twice in the time window with two packets. In this approach during the time window with no packets the frequency is held at the previous level. The green line closely follows the blue line such that the non-uniformity around 510 s goes unnoticed.
• The red line is the result of repeating the previous value of the angle ( [ ] = [ −1 ]) as an input for equation (3) and using it on the time window for which there is no packet. Note that this error in one time processing window is reflected in a spike in the computed frequency. This result serves as a caution as to what would happen if a PMU mistakenly holds its data to the previous value and the controller does not recognize it.
• The dashed light blue line in Fig. 9 corresponds to the case in the time window that has two packets arriving out of order but that are processed in the order of arrival (and not ordered according to a time-stamp). Packet reversal, even though extremely unlikely, is possible with data transfer through a UDP protocol. Hence, the controller must organize the data according to their time-stamps prior to computing the frequency. The green line in Fig. 10 shows the frequency computed for a data dropout case (the base case is the same as in Fig. 10 and is also shown in blue). For this case, there is a time processing window with no packets but the next time window (and those that follow) have only one packet. The packet that should have arrived in the empty time window never arrived because, for example the packet was lost in the network. Data dropouts are entirely possible when data transfer is performed with the UDP protocol 1 . A data dropout may cause a spike in the computed frequency, as observed in the green line in Fig. 10 . To correct for this possibility, each time window the controller should check that a new packet is separated from the one used in the previous window by roughly 1/ . If this is not possible, the controller should estimate the missing packet and use this estimate in equation (3) . The estimate can be performed by simple linear interpolation that computes the average of the previous and future packet. The red line in Fig. 10 shows the result when a packet is missing and the controller interpolates the missing packet. These results show that the interpolation works as intended as the blue and red lines are almost on top of each other. Note that every time a packet is estimated as missing, the controller uses equation (3) more than once; first with the estimated packet and then with the actual packet. Note also that a packet reversal that occurs on different time windows (e.g. [ +1 ] is available in the present time window and [ ] becomes available the next one) will be treated as a data dropout. As such, the controller discards older packets than the most recently used. It is important to highlight that because the voltage angle is a quantity between −180
∘ and 180 ∘ and may wrap around those limits, the interpolation needs to verify that the missing packet does not occur exactly at the moment of the wrapping. 
B. Power command computation
This section presents how non-uniformity in delays affect the computation of the power command sent to the actuator. While the previous section dealt with non-uniformity in delays for a single PMU, this section will show how non-uniformities in delays from two PMUs affect the power command sent to the actuator. The power command is computed using relationship (1) where each frequency computed with equation (3) might be prone to the irregularities outlined in Section III-A. Fig. 11 shows different cases of packets available for two PMUs (PMU A and PMU B ) for three consecutive time windows in a pattern that repeats itself. Case P1 is the uniform delay case where there is one packet per time window for each PMU. Case P2 is where there is one packet per PMU in the initial time window followed by no packets for either PMU the next time window followed by two packets per PMU in the third time window (of the pattern). Note that in cases P1 and P2, both PMU A and PMU B have exactly the same behavior in packet availability. It is also assumed that the information of the packets of both PMUs correspond to the time-stamp. That is, both the voltage angle from PMU A and PMU B correspond to the same time: , . Case P3 in Fig. 11 is a case where the PMUs have the same nonuniform pattern in the packets but they are shifted by one packet. Fig. 12 shows the power command computed using equation (1) for the packet patterns shown in Fig. 11. Fig. 12a shows the output power command for a switching event in the system for the P1 pattern Case. Fig. 12 shows a completely smooth signal and constitutes the base case as it corresponds to the ideal packet per PMU per controller time window case. Fig. 12b shows the output power command for the same switching event for the P2 packet pattern Case. Fig. 12b shows a curve that completely resembles that of Fig. 12a but with flat lines that correspond to the time windows that don't have a packet for either PMU. Fig. 12c shows the output power command for the same event as the previous figures for the P3 packet pattern Case. Fig. 12c also shows a power output that is non smooth and even though it closely follows that of Fig. 12a , it has a jagged periodic component. This jagged appearance is due to the non-uniform pattern in the delays occurring differently (the same pattern but time shifted by one sample) for each PMU. A command signal such as the one shown in Fig. 13a shows the frequencies for a switching event captured by the controller in [3] , [4] . Frequency in location A ( ) is shown as the cyan line (light blue) and frequency in location B ( ) is delayed with respect to by samples with = 0, 3, 6. These delayed frequencies, , are shown in the blue, green and red lines, respectively. Fig. 13b shows the power command output for the three cases of delays in shown in Fig. 13a . These results show that the initial action of the controller for the symmetric delay case ( = 0) is to command a positive amount of power with a peak around 93 MW. However, if the frequency at location B is delayed, the initial action is reversed and the initial command is negative. If the delay is of three samples ( = 3), the negative peak is around -28 MW and when the delay is 6 samples ( = 6) the negative peak is around -55 MW, which is more than half the positive peak that follows. In the case of the controller in [3] , [4] , a positive power command instructs the PDCI to push more power from north to south (because there is a shortage of power in the south). An initial inversion, such as the one shown in Fig. 13b will magnify the power imbalance and may affect the first swing transient stability of the system. Note however, that the commands in Fig. 13b are in open loop, and the responses in closed loop will be different.
V. CONCLUSIONS
This paper analyses the benefits of time-synchronizing PMU data in the implementation of a real-time operating WACS. Initially, it introduces the concept of delays in synchrophasor data for real-time applications. The delays presented are obtained from actual power system synchrophasor data and have a nonuniform oscillatory behavior. The paper then shows the impact of these irregularities in the delays reflect on the computation of frequencies for a controller constructing a power command based on them. In particular, it is shown that data from all PMUs need to be completely time aligned to avoid non-smooth outputs that may be harmful to the actuator. It is also shown that time alignment is a solution to avoid command inversions that may affect system stability.
