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FAISCEAUX PERVERS DES CYCLES E´VANESCENTS DES
VARIE´TE´S DE DRINFELD ET GROUPES DE COHOMOLOGIES
DU MODE`LE DE DELIGNE-CARAYOL
Boyer Pascal
Re´sume´. — Dans la premie`re moitie´ du livre, on traduit, dans la situation ge´ome´trique des
varie´te´s de Drinfeld, les principaux re´sultats du livre d’Harris et Taylor. On explicite notamment
la restriction aux strates ouvertes des faisceaux des cycles e´vanescents en fonction de certains
syste`mes locaux dits d’Harris-Taylor dont on calcule la somme alterne´e des groupes de cohomologie
a` supports compacts. Dans la deuxie`me moitie´ du livre, on de´crit les gradue´s de la filtration de
monodromie du faisceau pervers des cycles e´vanescents ainsi que la suite spectrale correspondante.
D’apre`s le the´ore`me de comparaison de Berkovich-Fargues, on obtient alors une description de la
filtration de monodromie-locale du mode`le de Deligne-Carayol.
Abstract (Perverse sheaf of vanishing cycles of Drinfeld varieties and cohomology
group of Deligne-Carayol model)
In the first half of the book, we translate in the geometric situation of Drinfeld varieties, the
principal results of the Harris and Taylor’s book. We give in particular the restriction to the open
strata of the vanishing cycles sheaves in terms of some local systems named Harris-Taylor’s local
systems which we calculate the alternated sum of the cohomology group with compact supports.
In the last half of the book, we describe the monodromy filtration of the vanishing cycles perverse
sheaf and the spectral sequence associated to it. Thanks to the Berkovich-Fargues’ theorem, we
obtain the description of the local monodromy filtration of the Deligne-Carayol model.
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INTRODUCTION
0.1. — Soient d un entier strictement positif et K un corps local complet d’e´gale caracte´ristique
p, d’anneau des entiers OK . On conside`re le groupe D×K,d (resp. WK) des e´le´ments inversibles
de “l”’alge`bre a` division centrale sur K d’invariant 1/d (resp. le groupe de Weil de K). Pour un
nombre premier l 6= p, Langlands (resp. Jacquet-Langlands) a (resp. ont) conjecture´ l’existence
d’une bijection Ld (resp. d’une injection JL) entre les Ql-repre´sentations irre´ductibles admissibles
de GLd(K) et les repre´sentations l-adiques inde´composables deWK (resp. entre les repre´sentations
admissibles irre´ductibles de D×K,d et les repre´sentations essentiellement de carre´ inte´grable de
GLd(K)) qui sont compatibles a` la formation des fonctions L de paires ; on renvoie a` [16] pour
des e´nonce´s pre´cis.
A l’aide de la cohomologie e´tale, Deligne a alors construit une se´rie de repre´sentations Ud,iK
du produit de ces trois groupes. Pour d = 2 et pour ρ une repre´sentation irre´ductible de D×K,2
telle que π := JL(ρ) soit une repre´sentation cuspidale de GL2(K), Carayol, dans [8], montre
que la composante ρ-isotypique U2,1K (ρ) de U2,1K re´alise les correspondances de Langlands et de
Jacquet-Langlands, i.e.
U2,1K (JL−1(π∨)) ≃ π ⊗ Ld(π)(−
1
2
).
Le cas d quelconque est traite´ dans [5]. En outre pour d = 2, Carayol de´crit e´galement ce qui se
passe pour les autres repre´sentations.
Le but premier de ce travail est de faire de meˆme pour d quelconque, i.e. calculer comple`tement
les Ud,iK (ρ) pour ρ une repre´sentation irre´ductible quelconque de D×K,d. Dans le cas ou` ρ est la
repre´sentation triviale, le re´sultat se formule comme suit.
The´ore`me Pour 0 6 i 6 d− 1, on a
Ud,iK (1) = πi ⊗ 1(−i)
ou` πi est l’unique quotient irre´ductible de l’induite parabolique
Ind
GLsg(K)
Pd−i,d(K)
1(
i(g − 1)
2
)⊗ Sti(− (s− i)(g − 1)
2
)
ou` Pd−i,d est le parabolique standard associe´e aux d−i premiers vecteurs et Sti est la repre´sentation
de Steinberg de GLi(K).
L’e´nonce´ du cas ge´ne´ral, the´ore`me (IV.3.1.1), s’e´nonce de manie`re similaire et fait intervenir
les correspondances de Langlands et Jacquet-Langlands. En particulier dans le cas Iwahori, via
l’isomorphisme de Faltings, cf. [10], on retrouve le re´sultat principal de [21].
2 INTRODUCTION
0.2. — La preuve est de nature globale et repose sur le the´ore`me de comparaison de Berkovich
(1) des cycles e´vanescents locaux et globaux. Ainsi le deuxie`me re´sultat de ce texte est la descrip-
tion explicite du complexe des cycles e´vanescents des varie´te´s de Drinfeld-Stuhler ainsi que de sa
filtration de monodromie-poids et de la suite spectrale associe´e.
Par ailleurs les techniques s’appliquent dans le cadre de la caracte´ristique mixte pour les varie´te´s
de Shimura associe´s a` certains groupes unitaires e´tudie´es dans [14] ce qui fournit en particulier les
conjectures de monodromie-poids versions faisceautique et cohomologique. Ce cadre est l’objet de
[6], et nous donnons dans l’appendice A les grandes lignes des modifications formelles a` apporter.
0.3. — Soit X une courbe projective lisse, irre´ductible et ge´ome´triquement connexe de´finie sur
”le” corps fini a` q = pr e´le´ments , Fq et soit F son corps des fonctions. On fixe deux places
distinctes ∞ et o de X que l’on peut supposer par simplification, rationnelles sur Fq de sorte que
le comple´te´ Fo du localise´ de F en o est le corps local pre´ce´demment note´ K. On note A l’anneau
des fonctions sur X , re´gulie`res en dehors de∞. E´tant donne´ un entier d > 1, on fixe une alge`bre a`
division centrale D sur F de dimension d2, non ramifie´e en ∞ et o, ainsi qu’un ordre maximal D.
Dans [19], les auteurs construisent pour un ide´al non trivial I de A, un sche´ma MI de´fini sur
F , classifiant les D-faisceaux elliptiques sur X , munis d’une structure de niveau I. Pour o 6∈ V (I),
MI a un mode`le entier MI,o lisse sur le comple´te´ Oo de A en la place o. Un tel mode`le non lisse
dans le cas ou` o ∈ V (I) est construit dans [5]. Les sche´mas MI,o sont naturellement munis d’une
action, par correspondances, de (D∞A )
×.
0.4. — On s’inte´resse alors a` la fibre spe´ciale MI,so de MI,o. Dans [5], je stratifie MI,so par des
sous-sche´mas localement ferme´s M=hI,so pour 1 6 h 6 d, de pure dimension d − h tels que l’on ait
un e´quivalent du the´ore`me de Serre-Tate pour les D-faisceaux elliptiques a` savoir : le comple´te´
de l’hense´lise´ strict de l’anneau local de MI,o en un point ge´ome´trique de M
=h
I,so
est isomorphe
a` Defhn[[x1, · · · , xd−h]] ou` n est la multiplicite´ de o dans I et Defhn repre´sente le foncteur des
de´formations de niveau n d’un Oo-module formel de hauteur h sur Fp.
Par ailleurs pour 1 6 h < d, il existe un sous-sche´ma ferme´ M=hI,so,1 de M
=h
I,so
stable sous les
correspondances associe´es aux e´le´ments du sous-groupe parabolique P oph,d(Fo) de GLd(Fo) (cf. la
de´finition (II.1.1.1)) et tel que
M=hI,so =M
=h
I,so,1 ×P oph,d(Oo/Mno ) GLd(Oo/Mno )
ou` n est la multiplicite´ de o dans I : on dit que les strates non supersingulie`res sont
ge´ome´triquement induites.
0.5. — Dans le premier chapitre, en suivant [14], on e´tudie la restriction aux strates M=hI,so des
faisceaux des cycles e´vanescentsRiΨηo(Ql). Pour cela on introduit selon loc. cit. les varie´te´s d’Igusa
de premie`re et seconde espe`ce.
Les premie`res sont des reveˆtements galoisiens de M=hIo,so de groupe de Galois GLd−h(Oo/Mno ),
de´finies par la donne´e d’une structure de niveauMno sur la partie e´tale des D-faisceaux elliptiques
de M=hIo,so : on dispose alors d’un morphisme radiciel de I=hIo,n vers M=hI,so,1.
Les varie´te´s d’Igusa de seconde espe`ce sont des reveˆtements galoisiens J =hIo,n(s) −→ I=hIo,n de
groupe de Galois (Do,h/(Πso,h))× ou` Do,h est l’ordre maximal de l’alge`bre a` division Do,h centrale
sur Fo d’invariant 1/h, avec Πo,h une uniformisante : elles sont de´finies via une rigidification
modulo Πso,h de la partie connexe des D-faisceaux elliptiques de I=hIo,n.
On dispose alors pour toute repre´sentation τ irre´ductible et admissible de D×o,h, d’un syste`me
local Fτ dit de Harris-Taylor, sur M=hI,so . Suivant [14], la restriction a` M=hI,so,1 des faisceaux des
cycles e´vanescents s’exprime alors en termes des syste`mes locaux d’Harris-Taylor et des faisceaux
des cycles e´vanescents du mode`le local.
(1)en fait sur une version raffine´e fournie par Fargues (cf. le the´ore`me principal de l’appendice de [6])
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0.6. — Au deuxie`me chapitre on prouve le cas Iwahori du the´ore`me local. On commence par des
rappels sur les repre´sentations elliptiques de GLd(Fo). On raisonne ensuite par re´currence en sup-
posant connu le cas Iwahori du the´ore`me local en hauteur strictement infe´rieure a` d. L’hypothe`se
de re´currence et le fait que les strates non supersingulie`res soient induites, nous permettent alors
d’e´tudier combinatoirement la suite spectrale des cycles e´vanescents et de prouver le re´sultat.
0.7. — Au troisie`me chapitre, en suivant [19], il s’agit de calculer la somme alterne´e des groupes
de cohomologie des syste`mes locaux d’Harris-Taylor. La de´marche est classique : il s’agit tout
d’abord d’utiliser la formule des traces de Lefschetz et donc de compter les points fixes sous
l’action d’une correspondance de Hecke tordue par une puissance assez grande du Frobenius et
ensuite de transfe´rer les inte´grales orbitales obtenues afin de reconnaˆıtre le cote´ ge´ome´trique de la
formule des traces de Selberg.
On en de´duit alors un calcul de la somme alterne´e des groupes de cohomologie du mode`le local
de Deligne-Carayol. En particulier, dans le cas Iwahori, des arguments de purete´ nous redonnent
les re´sultats obtenus a` la fin du chapitre pre´ce´dent. Pour ce qui est du cas ge´ne´ral, le the´ore`me local
correspond a` dire qu’il n’y a pas d’annulation dans la repre´sentation virtuelle
∑d−1
i=0 (−1)i[Ud,iFo (ρo)]
ou` Ud,d−iFo (ρo), pour 1 6 i 6 d, est donne´ par le i-e`me terme de plus haut poids.
0.8. — Dans le quatrie`me chapitre on e´tudie la filtration de monodromie du faisceau pervers
RΨηo(Ql)[d − 1] dont on notera grk les gradue´s ainsi que la fibre en un point supersingulier des
termes Ei,j1 de la suite spectrale
Ei,j1 = h
i+jgr−i ⇒ Ri+j+d−1Ψηo(Ql)
et en particulier la fibre en un point supersingulier des termes Ei,j1 .
On de´crit tout d’abord les grk dans la cate´gorie des faisceaux pervers sur la tour des (MI,so)I
munis d’une action par correspondances de (D∞A )
××Wo, en fonction des extension interme´diaires
j>lg!∗ FJL−1(Stl(πo))[d − lg] des syste`mes locaux d’Harris-Taylor, ou` j>lg de´signe l’injection de la
strate M=lgI,so et πo est une repre´sentation irre´ductible cuspidale de GLg(Fo) avec 1 6 l 6 d/g.
On calcule ensuite les faisceaux de cohomologie de ces derniers ce qui donne le the´ore`me local
d’apre`s le the´ore`me de comparaison de Berkovich. En fait Fargues, cf. l’appendice de [6], ame´liore
les re´sultats de Berkovich ce qui nous permet finalement de de´crire la filtration de monodromie-
locale du mode`le de Deligne-Carayol.
0.9. — Dans le dernier chapitre on donne divers comple´ments. On prouve en particulier la con-
jecture (14.21) de [19], des cas particuliers de correspondances de Jacquet-Langlands par ailleurs
connus des experts. On montre aussi que les composantes locales de repre´sentations automorphes
de D×A sont ce que l’on attend a` savoir ce que l’on devrait obtenir a` partir des re´sultats de Moeglin-
Waldspurger sur les composantes locales des carre´s inte´grables de GLd(A) via une correspondance
de Jacquet-Langlands globale. On montre enfin comment en caracte´ristique mixte, on peut prouver
la conjecture de monodromie-poids version cohomologique.
0.10. — Dans l’appendice A, on donne le dictionnaire entre les notations de [14] et les noˆtres
et on renvoie a` loc. cit. pour les re´sultats ge´ome´triques et cohomologiques que l’on utilise. Via
ce dictionnaire, les re´sultats et les preuves du chapitre IV sont alors valables telles quelles ; en
particulier on obtient une preuve de la conjecture de monodromie-poids dans le cadre des varie´te´s
de Shimura de loc. cit.
0.11.— L’appendice B re´sume certains des re´sultats obtenus au cours de la preuve et l’appendice
C pre´sente diverses figures des nombreuses suites spectrales que l’on utilise, essentiellement pour
s = 4.
Les chapitres I et III sont essentiellement une traduction en e´gale caracte´ristique des re´sultats
de [14]. Le chapitre II n’est pas utile mais il nous a semble´ agre´able de pre´senter une preuve du
4 INTRODUCTION
cas Iwahori qui n’utilise pas toute la machinerie. Pour les lecteurs inte´resse´s par les re´sultats du
chapitre IV, nous avons fait en sorte que celui-ci soit lisible inde´pendamment des deux premiers,
sauf pour ce qui est des rappels de [24] donne´s §II.1.
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CHAPITRE I
VARIE´TE´S D’IGUSA, SYSTE`MES LOCAUX D’HARRIS-TAYLOR
ET CYCLES E´VANESCENTS DES VARIE´TE´S DE DRINFELD
Introduction
0.1.— Rappelons la situation globale. Soit X une courbe projective lisse, irre´ductible et ge´ome´tri-
quement connexe de´finie sur le corps fini a` q = pr e´le´ments , Fq et soit F son corps des fonctions.
On fixe deux places ∞, o distinctes de X que l’on peut supposer par simplification, rationnelles
sur Fq. On note A l’anneau des fonctions sur X , re´gulie`res en dehors de ∞. E´tant donne´ un entier
d > 1, on fixe une alge`bre a` division centrale D sur F de dimension d2, non ramifie´e en ∞ et o,
ainsi qu’un ordre maximal D.
Dans [19], les auteurs construisent pour un ide´al non trivial I de A, un sche´ma MI de´fini sur
F , classifiant les D-faisceaux elliptiques sur X , munis d’une structure de niveau I. Pour o 6∈ V (I),
MI a un mode`le entier MI,o lisse sur le comple´te´ Oo de A en la place o. Dans [5], on construit un
tel mode`le non lisse dans le cas ou` o ∈ V (I). Les sche´mas MI,o sont naturellement munis d’une
action, par correspondances, de (D∞A )
×.
0.2. — Dans [5], la fibre spe´ciale MI,so de MI,o est stratifie´e par des sous-sche´mas localement
ferme´s M=hI,so pour 1 6 h 6 d, de pure dimension d− h tels que l’on ait un e´quivalent du the´ore`me
de Serre-Tate pour les D-faisceaux elliptiques a` savoir : le comple´te´ de l’hense´lise´ strict de l’anneau
local deMI,o en un point ge´ome´trique deM
=h
I,so
est un anneau de se´ries formelles Defhn ou` ce dernier
repre´sente les de´formations de niveau n := multo(I) d’un Oo-module formel de hauteur h.
Par ailleurs ces strates pour h 6= d, sont ge´ome´triquement induites au sens ou` il existe un
sous-sche´ma ferme´ M=hI,so,1 de M
=h
I,so
stable sous les correspondances associe´es aux e´le´ments du
sous-groupe parabolique P oph,d(Fo) de GLd(Fo), oppose´ au parabolique standard associe´ aux h
premiers vecteurs de la base canonique et tel que
M=hI,so =M
=h
I,so,1 ×P oph,d(Oo/Mno ) GLd(Oo/Mno )
0.3.— Il s’ave`re que l’adhe´renceM>hI,so,1 des M
=h
I,so,1
est lisse de sorte que la non lissite´ des strates
M=hI,so provient des intersections entre ces diffe´rentes composantes et donc de l’intrication des
parties connexes et e´tales des I-structures de niveau. Afin de de´meˆler la situation on introduit les
varie´te´s d’Igusa de premie`re et seconde espe`ce. Pour tout place o divisant I, on note I = IoMno
ou` n est la multiplicite´ de o dans I de sorte que o ne divise pas Io.
Les varie´te´s d’Igusa de premie`re espe`ce I=hIo,n sont des reveˆtements galoisiens de M=hIo,so de
groupe de Galois GLd−h(Oo/Mno ), de´finis par la donne´e d’une structure de niveau Mno sur la
partie e´tale des D-faisceaux elliptiques de M=hIo,so : on dispose alors d’un morphisme radiciel de
I=hIo,n vers M=hI,so,1.
Les varie´te´s d’Igusa de seconde espe`ce sont des reveˆtements galoisiens J =hIo,n(s) −→ I=hIo,n de
groupe de Galois (Do,h/(Πso,h))× ou` Do,h est l’ordre maximal de l’alge`bre a` division Do,h centrale
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sur Fo d’invariant 1/h, avec Πo,h une uniformisante : elles sont de´finies via une rigidification
modulo Πso,h de la partie connexe des D-faisceaux elliptiques de I=hIo,n.
On dispose alors pour toute repre´sentation irre´ductible et admissible de D×o,h, d’un syste`me
local dit de Harris-Taylor, sur M=hI,so,1 qu’il est aise´ de propager a` toute la strate via l’action de
GLd(Oo). Afin de mieux suivre les actions, on partira plutoˆt d’une repre´sentation irre´ductible τo
de D×o,h dont on prendra la restriction a` D×o,h de sorte que le syste`me local obtenu Fτo ne sera pas
irre´ductible.
0.4. — Suivant [14], on est en mesure de de´crire assez simplement le comple´te´ formel de MI,o
le long de la strate M=hI,so,1. D’apre`s les re´sultats de Berkovich, on en de´duit alors une expression
de la restriction a` M=hI,so,1 des faisceaux des cycles e´vanescents en termes des syste`mes locaux
d’Harris-Taylor et des faisceaux des cycles e´vanescents Ψh,iFo,n associe´s par Berkovich aux anneaux
Defhn tout en suivant l’action de (D
∞,o
A )
× ×Wo.
0.5. — De´crivons succinctement le contenu des diffe´rents paragraphes. Le premier paragraphe
est consacre´ aux rappels de [19] et [5] sur les Oo-modules formels, §I.1.1, sur les D-faisceaux
elliptiques et leurs structures de niveau, §I.1.2, les varie´te´s de modules MI,o munis d’une action
par correspondances de (D∞A )
×, §I.1.3. On rappelle ensuite, §I.1.4, selon [19], la construction des
syste`mes locaux Lρ∞ sur les varie´te´s de MI,o associe´s a` une repre´sentation irre´ductible ρ∞ des
inversibles de l’alge`bre a` division D∞ centrale sur F∞ d’invariant −1/d. On rappelle enfin, §I.1.5,
la stratification de la fibre spe´ciale et comme application du the´ore`me de Serre-Tate, §I.1.6, on
montre la lissite´ des M>hI,so,1.
0.6. — Le deuxie`me paragraphe s’inte´resse plus en de´tail aux structures de niveau en y de´meˆlant
parties e´tales et connexes. A tout S-point de MI,so est associe´ un φ-faisceau : si S −→ MI,so se
factorise par M=hI,so , le φ-faisceau associe´ se de´compose alors en partie e´tale et connexe. L’un des
re´sultats clef de ce premier paragraphe est la proposition (I.2.1.1) qui montre qu’apre`s extension
des scalaires par une puissance assez grande du Frobenius, la de´composition en composantes e´tale
et connexe du φ-faisceau d’un S-point de M=hI,so est scinde´e modulo π
n
o . On a aussi des re´sultats au
niveau des de´formations de points de M=hI,so , corollaire (I.2.1.3) et proposition (I.2.2.6). On montre
enfin la relation de congruence, proposition (I.2.3.1), qui permet de ve´rifier, §I.3.3, la compatibilite´
des diverses de´finitions des correspondances de Hecke.
0.7. — On introduit, §I.3, suivant [14], les varie´te´s d’Igusa de premie`re espe`ce I=hIo,n. On peut
comprendre la de´marche des de´finitions de celles-ci, de leurs versions formelles IˆIo,=h,m(t) et de
leurs liens aux varie´te´s de Drinfeld, comme la diffe´rence entre la donne´e d’une structure de niveau
sur un φ-faisceau et la donne´e de structures de niveaux sur les parties e´tale et connexe du meˆme
φ-faisceau. Les re´sultats dans ce sens sont les propositions (I.3.1.2) et (I.3.2.1). En particulier on
a un morphisme radiciel de I=hIo,n vers M=hI,so,a ou` n est la multiplicite´ de o dans I. Au niveau des
comple´te´s formels, le re´sultat clef est la proposition (I.3.2.1) qui donne l’existence d’un isomor-
phisme canonique de IˆIo,=h,n(n) vers ̂MI,o,=h,a. On de´finit ensuite, §I.3.3, les correspondances de
Hecke associe´es aux e´le´ments de GLh(Fo) × GLd−h(Fo) sur la tour des IˆIo,=h,m(t), de manie`re
compatible au the´ore`me de Serre-Tate et a` l’isomorphisme de la proposition (I.3.2.1).
0.8. — Les varie´te´s d’Igusa de seconde espe`ce J =hIo,m(s) de niveau s, sont introduites §I.4 : le
reveˆtement J=hIo,m(s) −→ I=hIo,m est e´tale de groupe de Galois D×o,h,s := (Do,h/(Πs+1o,h ))× ou` Do,h
est l’ordre maximal de l’alge`bre a` division centrale sur Fo d’invariant 1/h et ou` Πo,h est un
uniformisante de Do,h. On de´finit §I.4.2, les correspondances de Hecke sur la tour des J =hIo,m(s)
associe´es aux e´le´ments de (D∞,oA )
××GLd−h(Fo)×N˜o ou` N˜o est le noyau du morphisme GLh(Fo)×
D×o,h × WFo −→ Z qui au triplet (gco, δo, co) associe la valuation de det(gco)rn(δo)cl(co) ou` rn :
D×o,h −→ F×o est la norme re´duite et cl : WFo −→ F×o est l’application de la the´orie du corps
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de classe. Les re´sultats principaux sur les varie´te´s d’Igusa sont ceux de §I.4.3. Brie`vement on se
sert des J =hIo,m(s) pour “de´tordre” le sche´ma formel IˆIo,=h,m(t) (cf. la proposition (I.4.3.4) et la
remarque qui suit). Ce paragraphe est tre`s proche du texte de [14] ; en particulier en suivant loc.
cit., on montre a` la proposition (I.4.3.7), une version a` niveau fini de ces re´sultats.
0.9.— Le cinquie`me paragraphe traite des cycles e´vanescents. A partir de ce point et jusqu’a` la fin,
sauf mention expresse du contraire, on conside`re l’action naturelle, i.e. celle de [5], de GLd(Fo)
sur Defdn tordue par l’application go 7→ tg−1o ; on pointera cette modification par un tilde sur les
espaces concerne´s. On s’inte´resse en premier lieu a` la restriction du faisceau des cycles e´vanescents
RiΨηo(Ql) deMI,o −→ Spec(Oo) a` la strateM=hI,so,a, en fonction du faisceau des cycles e´vanescents
Ψ˜h,iFo,n du mode`le local, i.e. de Def
h
n (cf. §I.5.1). L’e´nonce´ principal, the´ore`me (I.5.2.7), de´crit cette
restriction munie de son action de (D∞,oA )××Ph,d(Fo)×WFo . Formulons en rapidement l’e´nonce´ :
soit TwistJ=h
Io,n
(∞)(Ψ˜
h,i
Fo,n
) le faisceau sur I=hIo,n tel que sa restriction a` J=hIo,n(s) muni de l’action
naturelle de D×o,h est le faisceau constant Ψ˜h,iFo,n muni de l’action “diagonale” de D×o,h. Ce faisceau
est naturellement muni d’une action de (D∞,oA )× × P oph,d(Fo) × WFo et on a un isomorphisme
e´quivariant naturel
RiΨηo(Ql)|M=hI,so,a
≃ TwistJ=h
Io,n
(∞)(Ψ˜
h,i
Fo,n
)
On relie ensuite §I.5.3 ces faisceaux aux syste`mes locaux(1) Fτo surM=hI,so,a associe´s aux reveˆtements
d’Igusa de seconde espe`ce et a` une repre´sentation admissible, irre´ductible τo de D
×
o,h. Cette de-
scription est donne´e a` la proposition (I.5.3.6).
0.10. — Enfin dans le dernier paragraphe, on donne, au niveau des comple´te´s formels, des
e´quations explicites de´finissant les varie´te´s d’Igusa de seconde espe`ce.
I.1. Modules formels et varie´te´s de Drinfeld : rappels
I.1.1. Rappels sur les de´formations des Oo-modules formels. —
I.1.1.1. De´finition. — E´tant donne´s une Oo-alge`breR et i : Oo → R son morphisme structural,
un Oo-module formel sur R est un couple G = (F, (fλ)λ∈Oo) ou` F ∈ R[[X,Y ]] et fλ ∈ R[[X ]]
avec fλ(X) = i(λ)X modulo (X
2), ve´rifiant les proprie´te´s usuelles pour en faire un Oo-module, F
repre´sentant l’addition et fλ la multiplication par λ.
Remarques : - Si R est un corps sur Fq, il existe un entier d, appele´ la hauteur de G, tel que
F (X,Y ) = X + Y et f̟o(X) est une se´rie formelle en X
qd .
- Sur Fq, il existe a` isomorphisme pre`s un unique Oo-module formel de hauteur d donne´e que l’on
notera Σd.
- L’anneau des endomorphismes de ce Oo-module formel de hauteur d sur κ, est l’ordre maximal
Do,d de l’alge`bre a` division centrale sur Fo, Do,d, d’invariant 1/d.
I.1.1.2. De´finitions. — On note Oˆnro = Fq[[̟o]] et on conside`re la cate´gorie C dont les ob-
jets sont les Oˆnro -alge`bres artiniennes. Une de´formation sur R ∈ Ob(C) du Oo-module formel
de hauteur d sur Fq, Σd, est un Oo-module formel G = (F, (fλ)λ∈O) sur R dont la re´duction
modulo l’ide´al maximal M de R est Σd. Une structure de niveau n sur G, est la donne´e d’un
homomorphisme de Oo-module,
ιn : (̟
−n
o /Oo)d −→M,
tel que f̟o(X) est divisible par
∏
α∈(̟−1o Oo/Oo)d
(X− ιn(α)). Une de´formation de niveau n de´finie
sur R, est par de´finition une de´formation sur R munie d’une structure de niveau n.
(1)non irre´ductibles car la restriction de τo a` D
×
o,h
est une somme directe de eτo repre´sentations irre´ductibles.
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I.1.1.3. Proposition. — (cf. [9] proposition 4.3) Le foncteur des de´formations de niveau n du
Oo-module formel de hauteur d sur Fq, Σd, est repre´sente´ par l’anneau Defdn ve´rifiant les proprie´te´s
suivantes :
- pour n = 0, le Oo-module formel universel sur Defd0 est de la forme (X + Y, (fλ)λ∈Oo) avec
f̟o(X) = ̟oX+a1X
q+· · ·+ad−1Xqd−1+Xqd et Defd0 ≃ Fq[[a0, a1, · · · , ad−1]] avec a0 = ̟o ;
- soit pour 1 6 i 6 d, ei est le i-e`me vecteur de la base canonique. Pour n > 0, le morphisme
φ : Fq[[vn1 , · · · , vnd ]] −→ Defdn
de´fini par φ(vni ) = ιn(ei) ou` ιn est la structure de niveau universelle, est un isomorphisme.
Remarque : Dans la suite quand on e´crit
Defdn ≃ Fq[[vn1 , · · · , vnd ]] (resp. Defd0 ≃ Fq[[a0, a1, · · · , ad−1]], a0 = ̟o)
on sous-entend qu’il s’agit de l’isomorphisme ci-dessus.
Remarque : Le morphisme caracte´ristique Fq[[̟o]] −→ Defdn peut se calculer de la fac¸on suivante.
Le morphisme Defd0 −→ Defd1 est donne´ par l’e´galite´ de polynoˆmes∣∣∣∣∣∣∣∣∣∣
v11 v
1
2 · · · v1d X
(v11)
q (v12)
q · · · (v1d)q Xq
...
...
...
...
...
(v11)
qd (v12)
qd · · · (v1d)q
d
Xq
d
∣∣∣∣∣∣∣∣∣∣
= λ(̟oX + a1X
q + · · ·+ ad−1Xqd−1 +Xqd)
ou` λ est le coefficient dominant du polynoˆme de gauche. Ainsi l’image de ̟o dans Def
d
1 est∣∣∣∣∣∣∣∣∣∣
v11 v
1
2 · · · v1d
(v11)
q (v12)
q · · · (v1d)q
...
...
...
...
(v11)
qd−1 (v12)
qd−1 · · · (v1d)q
d−1
∣∣∣∣∣∣∣∣∣∣
q−1
En notant ani pour 0 6 i < d, les images de ai ∈ Defd0 dans Defdn, les morphismes fn : Defdn −→
Defdn+1 se calculent de proche en proche par l’e´galite´ suivante :
fn(v
n
i ) = fn(a
n
0 )v
n+1
i + fn(a
n
1 )(v
n+1
i )
q + · · ·+ fn(and−1)(vn+1i )q
d−1
+ (vn+1i )
qd
I.1.1.4. Proposition. — (Deligne, Carayol : cf. [8] ou [5] 2.3) L’action naturelle de GLd(Oo)×
D×o,d × Io sur Defdn, se prolonge au noyau de l’application
GLd(Fo)×D×o,d ×Wo −→ Z
(g, δ, w) 7→ val(det(g−1)rn(δ)cl(w))
ou` rn : D×o,d → F×o est la norme re´duite.
On rappelle que l’action de g−1 ∈ GLd(Fo) ∩Md(Fo) se de´duit de l’action naturelle a` gauche
de g sur la structure de niveau ι : (Fo/Oo)d −→ M ; par ailleurs celle de D×o,d est de´finie via
l’identification avec Aut(Σd).
I.1.2. D-faisceau elliptiques et structures de niveau. —
I.1.2.1. De´finition. — (cf. [19]) Un D-faisceau elliptique (Ei, ji, ti) sur un sche´ma S est d’apre`s
[19] un diagramme commutatif
· · ·   // Ei 
 ji // Ei+1   // · · ·
· · ·   // τEi
-

ti
<<yyyyyyyy
 
τji // τEi+1   // · · ·
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ou` :
- Ei est un DX×S-module a` droite localement libre de rang 1, et donc un OX×S-module locale-
ment libre de rang d2 ;
- τEi est e´gal a` (IdX × FrobS)∗Ei ;
- ji et ti sont des injections DX×S-line´aires ;
- Ei+d ≃ Ei(∞) := Ei ⊗OX OX(∞) et le compose´ Ei → Ei+1 → · · · → Ei+d est induit par
l’injection canonique OX →֒ OX(∞) ;
- (prS)∗(Ei/Ei−1) est un OS-module localement libre de rang d ou` prS : X × S → S est
la projection canonique. De manie`re e´quivalente, Ei/Ei−1 est isomorphe a` l’image directe
(i˜∞)∗(Γ∞,i) d’un OS-module Γ∞,i localement libre de rang d, par la section∞ : (i˜∞) : S −→
X × S, s 7−→ (∞, s);
- l’image directe de Coker ti est un OS-module localement libre de rang d. Le support de
Coker ti est disjoint de Bad ∪ {∞} × S, ou` Bad de´signe l’ensemble des places x de X telles
que Dx n’est pas isomorphe a` Md(Ox). De manie`re e´quivalente, Coker ti est isomorphe a`
l’image directe (i˜0,i)∗(Γ0,i) d’un OS-module Γ0,i localement libre de rang d, par la section
(i˜0,i) : S
(i0,i,idS)−→ X × S
induite par un morphisme i0,i : S → X tel que i0,i(S) ⊂ |X ′|.
Remarque : Les inclusions Ei →֒ Ei+1 e´tant des isomorphismes sur (X\{∞})× S et le support de
Coker ti e´tant disjoint de ∞× S, on en de´duit que la donne´e des morphismes (ti)i est e´quivalente
a` la donne´e d’un seul ti. Les morphismes i0,i sont inde´pendants de i ; on le note i0, le morphisme
caracte´ristique du D-faisceau elliptique.
I.1.2.2. De´finition. — (cf. [19]) E´tant donne´s (Ei, ji, ti) un D-faisceau elliptique de´fini sur S
et I un ide´al de A tel que V (I) ∩ i0(S) = ∅, une I-structure de niveau sur (Ei, ji, ti) est un
isomorphisme de DI×S-modules a` droite, ι˜I : DI ⊠ OS ∼−→EI×S tel que le diagramme suivant est
commutatif
τE|I×S
t|I×S // E|I×S
DI ⊠OS
τ ι˜I
eeKKKKKKKKKK ι˜I
99ttttttttt
Pour de´finir la notion de structure de niveau en une place v ∈ i0(S) d’apre`s [5], on est amene´
a` conside´rer les objets suivants. Pour alle´ger les notations on prend v = o ce qui sera d’ailleurs le
cas dans la suite.
I.1.2.3. De´finitions. — - Le (Oo ⊗ OS)-module Ei ⊗ Oo est inde´pendant de i ; on le note
Eo. Un isomorphisme Do ≃ Md(Oo) e´tant fixe´, soit Fo le (Oo ⊗OS)-module libre de rang d
de´fini par E1,1.Eo, ou` E1,1 est l’idempotent de Md(Oo) associe´ au premier vecteur de la base
canonique. Par e´quivalence de Morita, on a un isomorphisme Do-e´quivariant Eo ≃ Fdo . Les
morphismes ti induisent alors un morphisme t
′
o :
τFo −→ Fo. Le φ-faisceau associe´ est par
de´finition le couple (Fo, φo) avec φo = t′o : τFo −→ Fo.
- Le Oo-module de Dieudonne´ sur B associe´ a` (Ei, ji, ti) est le couple (Vo, ϕo) ou` Vo est le
(Oo⊗ˆκ(o)OS)-module localement libre de rang d,
Fo ⊗(Oo⊗κ(o)OS) (Oo⊗ˆκ(o)OS)
et ϕo : (IdOo⊗ˆκ(o) Frobκ(o))∗Vo −→ Vo est l’application induite par φo Pour tout n, on notera
Vo,n := Vo̟
n
o \Vo.
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- Pour tout n, on note Fo,n = Fo ⊗Oo (Oo\M−no ) et on conside`re Gr(Fo,n), le S-sche´ma en
Oo-modules finis, d’ordre qnd tue´s par ̟no , qui repre´sente le foncteur de la cate´gorie des
S-sche´mas dans celle des ensembles :
S′ 7→ {u ∈ HomOS(Fo,n, S′) / u(φo,n(x)) = u(x)q ∀x ∈ Fo,n}
On a alors la suite exacte
0 −→ Gr(Fo,n) in−→Gr(Fo,n+1) ̟
n
o−→Gr(Fo,n+1).
- Si P est un R-point d’un sche´ma Y , on note [P ] le sous-R-sche´ma de Y qu’il de´finit. Pour
(Pi) une famille finie de tels points, on note
∑
[Pi] le sous-sche´ma de Y de´fini par le faisceau
d’ide´aux produit des faisceaux d’ide´aux de´finissant les [Pi].
- Une Mno -structure de niveau sur (Ei, ji, ti)/S est un homomorphisme de Oo-modules ι′o,n :
(M−no /Oo)d −→ Gr(Fo,n)(S) tel que le sous-sche´ma∑
z∈(Oo/Mno )
d
[ι′o,n(z)]
de Gr(Fo,n) co¨ıncide avec Gr(Fo,n).
Remarque : Pour tout e´le´ment z de (Oo/Mno )d, ι′o,n(z) est un e´le´ment de F∗o,n tel que
φ∗o,n(ι
′
o,n(z)) = ι
′
o,n(z)
q. Le morphisme ι′o,n fournit alors un homomorphisme de Oo-modules
(Oo/Mno )d −→ F∗o,n qui apre`s e´quivalence de Morita, donne un homomorphisme de Do-modules
ιo,n : Do,n −→ E∗o,n tel que le diagramme ci-dessous commute
Do,n ιo,n //
τιo,n ""E
EE
EE
EE
E
E∗o,n
t∗o,n
||yy
yy
yy
yy
τE∗o,n
Dans la suite, ιo,n de´signera la structure de niveau apre`s e´quivalence de Morita.
I.1.2.4. Proposition. — (cf. [5] propositions (7.1.3) et (7.1.4)) Soit
ι′o,n : (M−no /Oo)d −→ Gr(Fo,n)(S)
une Mno -structure de niveau de´finie sur un sche´ma S tel que So l’ouvert comple´mentaire de
i−10 (Specκ(o)), est non vide. Alors ι
′
o,n ⊗OS OS(So) induit un isomorphisme de Oo-modules
(Oo/Mno )d ⊠OS(So) −→ (Fo,n ⊗OS OS(So))∗ .
Re´ciproquement soit S est un sche´ma inte`gre tel que So est non vide. Si l’homomorphisme de
Oo-modules ι′o,n : (M−no /Oo/)d −→ Gr(Fo,n)(S) induit un isomorphisme sur So (M−no /Oo)d ⊠
OS(So) ∼−→(Fo,n ⊗OS OS(So))∗, alors ι′o,n est une Mno -structure de niveau.
I.1.3. Sche´mas de modules et correspondances de Hecke. —
I.1.3.1. Proposition. — (cf. [19]) Le classifiant des classes d’e´quivalence des D-faisceaux el-
liptiques munis d’une I-structure de niveau, de´finit un sche´ma re´gulier (un champ si I = A),
MI → X ′ de dimension relative d− 1.
I.1.3.2. De´finition. — On notera MI,o := MI ×X′ Spec(Oo) et MI,so (resp. MI,ηo) la fibre
spe´ciale (resp. ge´ne´rique) de MI,o.
I.1.3.3 — Soient A l’anneau des ade`les de F et D×A := D
× ⊗F A. La limite projective Mo :=
lim
←−
I
MI,o est munie d’une action par correspondance de Hecke de (D
∞
A )
×. Au dessus de la fibre
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ge´ne´riqueMηo deMo et a` niveau fini, pourK
∞
A un sous-groupe compact ouvert de (D
∞
A )
×, l’action
d’un e´le´ment g∞ de (D∞A )
× se de´crit par la correspondance ge´ome´trique
(Mηo)
(K∞
A
∩(g∞)−1K∞
A
g∞)
c1
vvlll
lll
lll
lll
l
c2
((RR
RRR
RRR
RRR
RR
(Mηo)
K∞
A
))RR
RRR
RRR
RRR
RRR
//________________ (Mηo)
K∞
A
uullll
lll
lll
lll
l
Spec(Fo)
ou` le morphisme c1 (resp. c2) est induit par l’inclusion
(2)
(K∞A ∩ (g∞)−1K∞A g∞) ⊂ K∞A (resp. (K∞A ∩ (g∞)−1K∞A g∞)
Ad(g∞)−→ K∞A )
En particulier on note K∞A,I le noyau de (D∞A )× −→
∏
x 6=∞D×x ⊗Ox Ox/Mnxx , ou` nx est la multi-
plicite´ de x dans I. On a (Mηo)
K∞
A,I =MI,ηo .
I.1.3.4 — Dans [5] §7.3, on montre que ces correspondances s’e´tendent de manie`re unique sur
Mo tout entier. Si la composante g
∞
o de g
∞ en o est triviale, le re´sultat est e´vident. Pre´cisons
la situation pour go ∈ GLd(Fo) ∩Md(Oo). On pose S := Mo et So := Mηo et on conside`re le
D-faisceau elliptique universel sur S muni de sa I-structure de niveau universelle pour tout ide´al
I de A. La structure de niveau fournit un morphisme
ι′o : (Fo/Oo)d × S −→ F∗o ⊗Oo (Fo/Oo)
selon les notations pre´ce´dentes. Sur l’ouvert So, ι
′o
o := ι
′
o ⊗Oo Fo est un isomorphisme. A go on
associe, d’apre`s loc. cit., la multiplication a` gauche de tgo× sur (Fo/Oo)d et donc le morphisme
[g∗o ] : F∗o ⊗Oo (Fo/Oo) −→ F∗o ⊗Oo (Fo/Oo)
tel que sa restriction [g∗o ]
o a` So est par de´finition induite, via l’isomorphisme ι
′o
o , par la multipli-
cation a` gauche de tgo sur (Fo/Oo)d. On note [go] l’endomorphisme de Fo de´duit de [g∗o ]. L’image
par go du D-faisceau elliptique universel ((Ei, ji, ti), ι∞) est le D-faisceau ((E ′i , j′i, t′i), ι′∞) de´fini via
les diagrammes carte´siens
E ′i //

Fo
[go]

Ei i // Fo
ou` i est l’injection canonique, ou de manie`re duale par (E ′)∗ := E∗⊗E∗o ,[g∗o ]E∗o . La structure de niveau
est alors de´finie de manie`re naturelle comme suit. Soient n et m tels que Ker tgo ⊂ (M−no /Oo)d
et (M−mo /Oo)d ⊂ Im go. Si ιo,n est la structure de niveau n sur Fo,n, la compose´e
(M−mo /Oo)d −→ (M−no /Oo)d/Ker go
ιo,n−→F∗o,n
[g∗o ]−→F∗o,m
de´finit une fle`che ι′o,m : (M−mo /Oo)d −→ (F ′o,n)∗ dont on ve´rifie aise´ment en utilisant la proposition
(I.1.2.4), qu’elle de´finit une structure de niveau m.
(2)cf. [19] §7
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I.1.4. Structures de niveau a` l’infini. — On re´sume simplement ici le paragraphe 8 de [19].
I.1.4.1 — E´tant donne´ un Fq-sche´ma S et (Ei, ji, ti) un D-faisceau elliptique sur S, on conside`re
pour tout i ∈ Z, les O∞⊗ˆOS-modules localement libre de rang d2 :
Mˇi := E∨i |(X × S)∨∞
ou` E∨i est le faisceau dual de Ei et (X × S)∨∞ est la comple´tion de X × S le long de {∞} × S.
Les ji de´finissent alors un syste`me inductif Mˇ := · · · →֒ Mˇi →֒ Mˇi+1 →֒ · · · et l’on identifie les
Mˇi avec leur image dans Mˇ qui est donc un F∞⊗ˆOS-module de rang d2. Les ti induisent alors un
isomorphisme
Mˇ
∼−→τMˇ = (F∞⊗ˆFrobS)∗Mˇ
qui envoie Mˇi surjectivement sur
τMˇi+1. On de´finit alors ψˇ :
τMˇ −→ Mˇ comme l’inverse de
l’isomorphisme ci-dessus ; ψˇ(τMˇi) = Mˇi−1 ⊂ Mˇi.
I.1.4.2 — L’action a` droite de D sur les Ei induit une action a` gauche sur Mˇ qui commute a` ψˇ
et qui stabilise Mˇi ⊂ Mˇ . Un isomorphisme D∞ ≃ Md(O∞) e´tant fixe´, on a une e´quivalence de
Morita
(Mˇ, ψˇ) = (Nˇ , ψˇ)d et Mˇi = (Nˇi)
d
Ainsi Nˇ est un F∞⊗ˆOS-module de rang d et Nˇi ⊂ Nˇ en est un O∞⊗ˆOS-sous-module localement
libre de rang d ve´rifiant
̟∞Nˇi = Nˇi−(deg∞)d ⊂ · · · ⊂ Nˇi−1 ⊂ Nˇi, ψˇ(τNˇi) = Nˇi−1
tel que le quotient Nˇi/̟∞Nˇi −→ Nˇi/ψˇ(τNˇi) est un O{∞}×S-module supporte´ par le graphe d’un
Fq-morphisme de sche´ma i∞,i : S −→ {∞} et est localement libre de rang 1 sur son support avec
i∞,i+1 = i∞,i ◦ FrobS .
I.1.4.3 — Soit S un sche´ma muni d’un Fq-morphisme de sche´ma i∞,0 : S −→ {∞}. Tout autre
Fq-morphisme de sche´ma de S vers {∞} est alors de la forme i∞,i := i∞,0 ◦FrobiS pour un unique
i ∈ Z/ deg(∞)Z. On associe au couple (S, i∞,0) le triplet (Nd,1, ψd,1,Nd,1) ou`
Nd,1 = (F∞⊗ˆOS)d =
deg(∞)−1⊕
i=0
(F∞⊗ˆκ(∞),i∗∞,iOS)d
de base canonique (ei,j)06i<deg(∞),16j6d, ψd,1 :
τNd,1
∼−→Nd,1 est de´fini par ψd,1(ei,j) = ei+1,j
pour i 6= deg(∞)− 1 et ψd,1(edeg(∞)−1,j) = e0,j−1 pour j 6= 1 et ̟∞e0,d pour j = 1, et
Nd,1 = (O∞⊗ˆOS)d =
deg(∞)−1⊕
i=0
(O∞⊗ˆκ(∞),i∗∞,iOS)d
I.1.4.4 — Soit κ(∞)d l’extension de degre´ d de κ(∞) et soient F∞,d = F∞⊗ˆκ(∞)κ(∞)d, O∞,d son
anneau des entiers et σ∞,d = F∞⊗ˆκ(∞) Frobdeg(∞)q . Soit F∞,d[τ∞] l’alge`bre de polynoˆmes sur F∞,d,
non commutative avec la re`gle de commutation τ∞a = σ
−1
∞,d(a)τ∞ pour tout a ∈ F∞,d. L’e´le´ment
τd∞ −̟∞ est alors central dans F∞,d[τ∞] et D∞ := F∞,d[τ∞]/(τd∞ −̟∞) est alors “l”’alge`bre a`
division centrale sur F∞ d’invariant −1/d, d’ordre maximal D∞ := O∞,d[τ∞]/(τd∞ −̟∞).
I.1.4.5 — Si λ : S −→ Spec(κ(∞)d) est un Fq-morphisme de sche´mas, on peut construire une
injection de F∞-alge`bres
λ∗ : D∞ →֒ End(Nd,1, ψd,1)
de la fac¸on suivante ou` i∞,0 : S
λ−→ Spec(κ(∞)d) can−→{∞}. Pour α ∈ κ(∞)d, l’image de 1⊗ˆα ∈
F∞,d ⊂ D∞ est donne´e par
λ∗(1⊗ˆα)(ei,j) = (1⊗ˆλ∗(Frobi−j deg(∞)q (α)))ei,j
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et l’image de τ∞ ∈ D∞ par
λ∗(τ∞)(ei,j) =
{
̟∞ei,d si j = 1
ei,j−1 sinon
Si λ et λ′ sont deux Fq-morphismes de sche´mas de S vers Spec(κ(∞)d) qui rele`vent i∞,0, on a
λ′ = λ ◦ Frobndeg(∞)S pour n ∈ Z/dZ et alors (λ′)∗ = λ∗ ◦ Ad(τ−n∞ ). On ve´rifie aussi que λ∗(D∞)
laisse Nd,1 stable.
I.1.4.6. De´finition. — Une structure de niveau a` l’infini sur (Ei, ji, ti) est une paire (λ, α) ou`
λ : S −→ Spec(κ(∞)d) est un Fq-morphisme de sche´mas qui rele`ve le poˆle i∞,0 et ou` α : Nd,1 ∼−→Nˇ0
est un isomorphisme de O∞⊗ˆOS-modules tel que le diagramme suivant soit commutatif
τNˇd,1
τα
∼ //
ψd,1

τNˇ0
ψˇ

Nd,1
α
∼ // Nˇ0
I.1.4.7 —On a une notion e´vidente d’isomorphisme entreD-faisceaux elliptiques sur S munis d’une
structure de niveau a` l’infini ; on noteMI (resp. M˜I(S)) la cate´gorie des classes d’isomorphismes
des D-faisceaux elliptiques sur S munis d’une structure de niveau I (resp. et d’une structure de
niveau a` l’infini). On obtient ainsi une cate´gorie fibre´e M˜I qui est un pro-champ ; en effet se
donner un isomorphisme
α : Nd,1 ∼−→Nˇ0
de O∞⊗ˆOS-modules, revient a` se donner un syste`me projectif
(αn = αmod̟
n+1
∞ )n>0
d’isomorphismes de O∞/(̟n+1∞ )⊗ˆOS-modules et α commute avec les ψ si et seulement si les ψn
commutent avec les ψ modulo ̟n+1∞ .
I.1.4.8 — On a en outre un morphisme d’oubli
r∞,I : M˜I −→MI
qui envoie ((Ei, ji, ti), ιI , (λ, α)) sur ((Ei, ji, ti), ιI), ainsi qu’un morphisme de structure
λI : M˜I −→ Spec(κ(∞)d)
qui envoie ((Ei, ji, ti), ιI , (λ, α)) sur α et qui rele`ve i∞,0 ◦ r∞,I . Pour I ⊂ J ⊂ X\{∞}, on a des
2-diagrammes commutatifs
M˜J
r˜J,I //
r∞,J

M˜I
r∞,I

MJ
rJ,I //MI
I.1.4.9 — Sur M˜I , on a des actions continues a` droites du groupe profini D×∞ et de Z/dZ : δ ∈ D
×
∞
(resp. n ∈ Z/dZ) envoie ((Ei, ji, ti), ιI , (λ, α)) sur
((Ei, ji, ti), ιI , (λ, α ◦ λ∗(δ))) (resp. ((Ei, ji, ti), ιI , (λ ◦ Frobn deg(∞)S , α))).
Comme on a
(λ ◦ Frobndeg(∞)S )∗ = λ∗ ◦Ad(τ−n∞ )
ces deux actions induisent une action a` droite continue du groupe profini
D×∞ >⊳ Z/dZ
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ou` n ∈ Z/dZ agit sur D×∞ par Ad(τ−n∞ ). On identifie alors ce produit semi-direct avec
D
×
∞/̟
Z
∞
en envoyant (δ, n) sur δτ−n∞ . On obtient ainsi une action a` droite de D
×
∞/̟
Z
∞ qui commutent aux
r∞,I , r˜J,I et λI si on fait agir D
×
∞/̟
Z
∞ sur Spec(κ(∞)d) a` travers son quotient
−∞ ◦ rn : D×∞ −→ Z/dZ
(Gal(κ(∞)d/κ(∞)) = Z/dZ).
I.1.4.10. The´ore`me. — (cf. [19] the´ore`me (8.10) et proposition (8.8))
(i) Le morphisme de pro-champs
r∞,I : M˜I −→MI
est repre´sentable et est un reveˆtement pro-galoisien de groupe de Galois D
×
∞/̟
Z
∞ ; M˜I est alors
un sche´ma que l’on notera M˜I.
(ii) Les correspondances de Hecke sur les MI associe´es aux e´le´ments de (D
∞
A )
××Z se rele`vent
sur M˜I et commutent a` l’action de D
×
∞/̟
Z
∞. De plus F
× envoye´ diagonalement dans (D
×
∞/̟
Z
∞)×
(D∞A )
× agit trivialement sur les M˜I .
Remarque : La caracte´ristique e´tant disjointe de ∞, les arguments de loc. cit. s’appliquent sans
modification sur les varie´te´s MI meˆme dans le cas de mauvaise re´duction.
I.1.5. Stratification de la fibre spe´ciale. —
I.1.5.1. De´finition. — Pour tout 1 6 h 6 d, on notera Ph,d le parabolique standard associe´
aux h premie`res coordonne´es et soit P oph,d le parabolique oppose´
I.1.5.2. Proposition. — (cf [20] proposition 2.4.6 et [5] lemme 6.2.3)
(a) Tout Oo-module de Dieudonne´ (Vo, ϕo) sur une extension k de κ(o) se de´compose en une
somme directe (V co , ϕ
c
o)⊕ (V eto , ϕeto ) ou` ϕco est topologiquement nilpotent et ϕeto est bijective.
(b) Tout Oo-module de Dieudonne´ (Vo, ϕo) sur une Oo alge`bre R dans laquelle l’image de ̟o
est nilpotente, se de´visse en une suite exacte
0 −→ (V eto , ϕeto ) −→ (Vo, ϕo) −→ (V co , ϕco) −→ 0
ou` ϕco est topologiquement nilpotent et ϕ
et
o est bijective.
I.1.5.3. De´finition. — Pour tout 1 6 h 6 d, on de´finit dans [5] un sous-sche´maM=hI,so de MI,so
de pure dimension d − h, stabilise´ par les correspondances de Hecke et caracte´rise´ par l’une des
proprie´te´s e´quivalentes suivantes : en tout point ge´ome´trique de M=hI,so ,
- le Oo-module de Dieudonne´ qui lui est associe´, a sa composante connexe de hauteur h.
- le φ-faisceau (Fo, φo) qui lui est associe´ est tel que si on note Mo,1 la matrice de φo,1 :=
φo⊗Oo (Oo\M−1o ) dans une base quelconque de F∗o,1 := F∗o ⊗Oo (Mo\Oo), alors d’apre`s loc.
cit.,
M !ho,1 :=Mo,1(
τMo,1) · · · (τh−1Mo,1)
a un mineure d’ordre d− h inversible et tous ses mineures d’ordre r > d− h sont nuls.
Remarque : Le sche´maM=hI,so n’est pas re´duit sauf si la multiplicite´ de o dans I est nulle ; on notera
M=hI,so,red le re´duit associe´.
I.1.5.4. De´finitions. — Soit I = IoMno un ide´al de A, n e´tant la multiplicite´ de o dans I.
L’ensemble
G/P (d, h, n) := GLd(Oo/Mno )/Ph,d(Oo/Mno )
I.1. MODULES FORMELS ET VARIE´TE´S DE DRINFELD : RAPPELS 15
classifie les facteurs directs a de rang h de (M−no /Oo)d. Pour tout a ∈ G/P (d, h, n), on notera
Ph,d;a(Oo/Mno ) := aPh,d(Oo)a−1
Kon := Ker(GLd(Oo) −→ GLd(Oo/Mno ))
Ko,h,d,n(a) = Kon ∩ P oph,d;a(Oo/Mno )
I.1.5.5. De´finition. — (cf. [5] de´finition (10.4.1)) Pour tout a ∈ G/P (d, h, n), il existe un sous-
sche´ma ferme´ M=hI,so,a de M
=h
I,so
stable sous l’action des correspondances de Hecke associe´es aux
e´le´ments de
K∞A /K
∞,o
A,I ×Ko,h,d,n(a)
Remarque : Concre`tement si ιo,n est laMno -structure de niveau universelle surMI,o alors le noyau
de ιeto,n := (ιo,n ×MI,o M=hI,so,a)|Feto : (M−no /Oo)d −→ Fet,∗o , ou` Feto est la partie e´tale du φ-faisceau
universel sur M=hI,so,a donne´e par la proposition (I.1.5.2), est le facteur direct a de (M−no /Oo)d.
I.1.5.6 — On en de´duit alors le fait fondamental suivant.
Proprie´te´ ge´ome´trique fondamentale : les strates non supersingulie`res sont induites, i.e. (3)
M=hI,so =M
=h
I,so,1 ×P oph,d(Oo/Mno ) GLd(Oo/Mno )
ou` M=hI,so,1 est la composante associe´e a` la classe de Id dans G/P (d, h, n).
I.1.5.7. Proposition. — L’ensemble des points ge´ome´triques de M=hI,so,a au dessus d’un point
ge´ome´trique donne´ de M=hIo,so est en bijection avec les isomorphismes
ιeto,n : (M−no /Oo)d/a −→ Fet,∗o,n
tels que φet,∗o,n ◦ ιeto,n = τιeto,n ou` n est la multiplicite´ de o dans I. Cet ensemble est alors de cardinal
#GLd−h(Oo/Mno ).
I.1.5.8. De´finition. — On noteraM>hI,so (resp. M
>h
I,so,a
) l’adhe´rence sche´matique deM=hI,so (resp.
M=hI,so,a) dans MI,so .
I.1.6. The´ore`me de Serre-Tate et conse´quences. — D’apre`s la the´orie du module de coor-
donne´es, cf. [12], Defdn repre´sente aussi les de´formations de niveau n, du Oo-module de Dieudonne´
sur Fq connexe de hauteur d. (4)
I.1.6.1. De´finition. — Pour tout 1 6 h 6 d, soit Defd;=hn la Oˆnro -alge`bre qui classifie les
de´formations de niveau n de Σd telle que la composante connexe du O-module de Dieudonne´
associe´ est de dimension h. On note Defd;>hn son adhe´rence.
Remarque : Concre`tement, cf. [5] §9, en notant M1 la matrice modulo ̟o ⊗ 1, de ϕ dans une
base du Oo⊗ˆκDefdn-module V , Defd;>hn est le quotient de Defdn par l’ide´al engendre´ par tous les
mineures d’ordre supe´rieur strictement a` d− h de
M !h1 :=M1(
τM1) · · · (τh−1M1).
(3)On rappelle que l’application canonique GLd(Oo) −→ GLd(Oo/M
n
o ) est surjective.
(4) Plus ge´ne´ralement, on montre qu’il y a une e´quivalence de cate´gories, des de´formations de niveau n du Oo-module
divisible de type (h, j) (la composante connexe est de hauteur h et la partie e´tale de hauteur j (cf. [9])) sur Fq vers
les de´formations de niveau n du Oo-module de Dieudonne´ sur Fq dont la partie connexe est de rang h et la partie
e´tale de rang j. Le foncteur de ces de´formations est repre´sentable (cf. [9]) par l’anneau Defh,jn ≃ Def
h
n[[w
n
1 , · · · , w
n
j ]].
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I.1.6.2. Proposition-De´finition. — (cf. [5] proposition (9.3.2)) On a une suite exacte
0 −→ (V eth , ϕeth ) −→ (V, ϕ)⊗Defdn Def
d;=h
n −→ (V ch , ϕch) −→ 0
ou` (V eth , ϕ
et
h ) (resp. (V
c
h , ϕ
c
h)) est un O-module de Dieudonne´ e´tale (resp. topologiquement nilpo-
tent) de dimension d− h (resp. h). La structure de niveau n universelle sur Defdn,
ιn : (M−n/Oo)d −→Mdn
ou` Mdn est l’ide´al maximal de Defdn, est alors telle que le noyau de
ιetn := (ιn ⊗Defdn Def
d;=h
n )|V eth : (M−n/O)d −→Mdn ⊗Defdn Def
d;=h
n
est un facteur direct a de (M−no /Oo)d, de sorte que
Defd;=hn =
∏
a∈G/P (d,h,n)
Defd;=hn,a
ou` Defd;=hn,a est muni d’une action de Kon ∩ Ph,d;a(Oo/Mno ).
I.1.6.3. Proposition. — (The´ore`me de Serre-Tate cf. [5] the´ore`me 7.4.4) Le morphisme
naturel du foncteur des de´formations d’un point ge´ome´trique de MI,o vers le foncteur des
de´formations de niveau n = multo(I) du Oo-module de Dieudonne´ qui lui est associe´, est une
e´quivalence de cate´gories. En outre l’action d’un e´le´ment (gco,Frob
r
o) ∈ GLh(Fo) × Wo tel que
r = − val(det gco) sur MI,o, induit l’action de (t(gco)−1,Frobro) ∈ No sur Defdn.
De´monstration. — Par rapport a` loc. cit., remarquons en effet que l’action de gco sur le Oo-module
de Dieudonne´ (Vo, ϕo) est donne´e par la multiplication a` gauche par g
c
o, de sorte qu’e´tant donne´e
une structure de niveau ιo,n : (M−no /Oo)d −→ Gr(Vo,n, ϕo,n), l’action de gco est donne´e par la
multiplication a` gauche de tgco sur (M−no /Oo)d a` comparer avec l’action de´finie au paragraphe
pre´ce´dent qui est donne´e par la multiplication de (gco)
−1 a` gauche sur (M−no /Oo)d.
I.1.6.4. Corollaire. — (a) Le comple´te´ formel de l’anneau local de MI,o en un point
ge´ome´trique quelconque de M=hI,so , est non canoniquement isomorphe
(5) a` l’anneau qui
repre´sente les de´formations d’un Oo-module divisible de hauteur d, extension d’un Oo-
module formel de hauteur h par sa partie e´tale, Defh,d−hn ou` n est la multiplicite´ de o dans
I.
(b) Le comple´te´ formel de l’anneau local de M>hI,so en un point ge´ome´trique de M
=h′
I,so
pour
h′ > h est isomorphe par le the´ore`me de Serre-Tate a` Defh
′,d−h′;>h
n de´fini comme suit avec
j′ = d− h′ :
Defh
′,j′;>h
n ≃ Defh
′;>h
n ⊗ˆFqFq[[wn1 , · · · , wnj′ ]]
ou` Defh
′;>h
n est le re´duit du quotient de Def
h′
n par l’ide´al engendre´ par ϕ0→n(ui) pour 1 6
i < h ou`
ϕ0→n : Def
h′
0 = Fq[[̟o, a1, · · · , ah′−1]] −→ Defh
′
n
est le morphisme d’oubli du niveau.
(c) Le comple´te´ formel de l’anneau local de M>hI,so,ah en un point ge´ome´trique de M
=h′
I,so,ah′
pour
h′ > h et ah ⊂ ah′ est isomorphe par le the´ore`me de Serre-Tate a` Defh
′,d−h′;>h
n,ah⊂ah′
de´fini comme
suit avec j′ = d− h′ :
Defh
′,j′;>h
n,ah⊂ah′
≃ Defh′;>hn,a′h ⊗ˆFqFq[[w
n
1 , · · · , wnj′ ]]
(5)Au paragraphe (I.4.3), on reviendra plus pre´cise´ment sur ce point.
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ou` a′h est le facteur direct de rang h
′ − h de (M−no /Oo)h
′
associe´ au quotient ah′/ah et ou`
Defh
′;>h
n,a′h
est le re´duit du quotient de Defh
′
n par l’ide´al engendre´ par les ιn(ei) pour 1 6 i 6 h
et (e1, · · · , eh) une base de a′h, ou` ιn est la structure de niveau n universelle sur Defh
′
n .
I.1.6.5. Proposition. — Pour tout n > 0 et tout a ∈ G/P (d, h, n), (Defd;>hn,a )red est re´gulier de
dimension d− h.
De´monstration. — Soit (w1, · · · , wh) une base de a ; pour 1 6 i 6 h, on e´critwi = λi1e1+· · ·+λided,
ou` (e1, · · · , ed) est la base canonique de (M−no /Oo)d et λik ∈ Oo. Pour tout 1 6 i 6 h, l’ide´al
(λi1, · · · , λid) est e´gal a` Oo. Notons (F, (fλ)λ∈Oo) le Oo-module formel de hauteur d universel avec
F (X,Y ) = X + Y + · · · et pour tout λ ∈ Oo, fλ(X) = i(λ)X + · · ·
ou` i est l’injection naturelleOo → Defdn. Soit Ja l’ide´al de Fq[[vn1 , · · · , vnd ]] engendre´ par les e´le´ments
F
(
fλi1(v
n
1 ), · · · , F (fλj
d−1
(vnd−1, fλid(v
n
d )) · · ·
)
, 1 6 i 6 h
Pour tout 1 6 i 6 h, les e´quations
F
(
fλi1(v
n
1 ), F (fλi2(v
n
2 ), · · · , F (fλid−1(v
n
d−1, fλih(v
n
d )))) · · ·
)
= 0.
s’e´crivent sous la forme
i(λj1)v
n
1 + · · ·+ i(λjd)vnd + termes de degre´ > 1.
La matrice (d × h) des (λjk)16 kj6 dh e´tant de rang h, Fq[[v
n
1 , · · · , vnh ]]/JA est alors isomorphe a`
Fq[[u1, · · · , ud−h]]. En notant Ia l’ide´al de de´finition de Defd;hn,a, on a clairement Ia ⊂ Ja. En outre
Ja ⊂
√Ia car d’apre`s la proposition (9.3.3) de [5], pour tout z ∈ a, (ιn ⊗Defdn (Def
=h
n,a)red)(z) est
nilpotent, d’ou` le re´sultat.
I.1.6.6. Corollaire. — Les sche´mas ferme´s re´duits (M>hI,so,a)red sont re´guliers pour tout a ∈
G/P (d, h, n) ou` n est la multiplicite´ de o dans I.
I.1.6.7. Remarque. — Soit Y h une composante irre´ductible, donc connexe, de M>hIo,so .
On note(6) Y h+i = Y h ×
M
>h
Io,so
M>h+iIo,so et pour tout n la multiplicite´ de o dans I, Y
h
n =
Y h ×
M>h
Io,so
M>hI,so =
⋃
a∈G/P (d,h,n) Y
h
n,a. Pour tout a, a
′ ∈ G/P (d, h, n), on a
Y hn,a ∩ Y hn,a′ = Y dim(a+a
′)
n,a+a′
ou` l’on conside`re a, a′ comme des facteurs directs de rang h de (M−no /Oo)d. En particulier si Y d
est non vide, alors les Y hn,a sont connexes, lisses et donc irre´ductibles.
De´monstration. — Au dessus de M=hIo,so , on a Y
=h
n =
∐
a∈G/P (d,h,n) Y
=h
n,a . En outre au dessus
de tout point ge´ome´trique de Y =h, il y a exactement |G/P (d, h, n)| × |GLd−h(Oo/Mno )| points
ge´ome´triques de Y =hn , de sorte que pour tout a ∈ G/P (d, h, n), Y =hn,a est la re´union disjointes de
|GLd−h(Oo/Mno )| composantes irre´ductibles. L’inclusion Y hn,a ∩ Y hn,a′ ⊂ Y dim(a+a
′)
n,a+a′ est e´vidente.
Montrons l’inclusion re´ciproque. Soit donc z ∈ Y dim(a+a′)n,a+a′ . Le comple´te´ de l’anneau local de Y hn
en z est
Def
dim(a+a′),d−dim(a+a′);h
n,a+a′ =
⋃
b∈G/P (dim(a+a′),h,n)
Def
dim(a+a′),d−dim(a+a′);h
n,b⊂a+a′
de sorte que z ∈ Y hn,a˜, pour tout a˜ ⊂ a+ a′.
(6)On ne sait pas a` priori si Y h+i est vide ou pas.
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I.2. Comple´ments sur la ge´ome´trie des strates
Nous verrons §I.3 et §I.4, que les relations entre les varie´te´s d’Igusa de premie`re et seconde
espe`ce avec les varie´te´s MI,o de Drinfeld-Stuhler, sont directement en rapport avec les liens entre
la structure de niveau ιo,n et la donne´e d’une structure de niveau sur la partie e´tale, ι
et
o,n, et connexe,
ιco,n, se´pare´ment, ce qui sera aborde´e au paragraphe suivant. Pour de´finir pre´cise´ment les parties
connexes et e´tales de ιo,n, on est amene´ a` e´tudier plus pre´cise´ment le scindage en parties connexe
et e´tale des Oo-modules de Dieudonne´ sur un κ(o)-sche´ma ou sur un e´paississement infinite´simal.
I.2.1. Scindage en partie e´tale et connexe des Oo-modules de Dieudonne´. —
I.2.1.1. Proposition. — Soit S un κ(o)-sche´ma. Pour tout S-point de M=hI,so , on note (Vo, ϕo),
le (Oo⊗ˆκ(o)OS)-module de Dieudonne´ qui lui est associe´. Il existe alors un sous-module canonique
V eto de Vo de rang (d− h) stable sous l’action de ϕo tel que
- ϕeto := (ϕo)|V eto :
τV eto −→ V eto est inversible ;
- ϕco :
τV co −→ V co := Vo/V eto , l’application induite par ϕo, est topologiquement nilpotente ;
- pour tout n > 0, la suite exacte (7)
0 −→ (V eto,n, ϕeto,n) −→ (Vo,n, ϕo,n) −→ (V co,n, ϕco,n) −→ 0
se scinde apre`s le changement de base S
Frnho−→S.
De´monstration. — Pour tout entier i > 0, on note τ
i
ϕo :
τ i+1Vo −→ τ iVo l’application
(Oo⊗ˆκ(o)OS)-line´aire de´duite de ϕo : τVo −→ Vo. On pose
ϕ!ho := ϕo ◦ τϕo ◦ · · · ◦ τ
h−1
ϕo :
τhVo −→ Vo.
Soit SpecR −→ S un ouvert affine de S tel que Vo ×S SpecR est libre. Si Mo,R est la matrice de
ϕo ×S SpecR par rapport a` une base (bi)i de Vo alors
M !ho,R =Mo,R(
τMo,R) · · · (τh−1Mo,R)
est celle de ϕ!ho,R := ϕ
!h
o ×S SpecR par rapport a` cette meˆme base (bi)i.
D’apre`s (I.1.5.2) (b), pour tout h′ > h, M !h
′
o,R,1 a un mineure d’ordre d − h inversible de sorte
que(8) ϕ!h
′
o,R,1(
τh
′
Vo,R,1) est un facteur direct de Vo,R,1 de rang d− h car tous les mineures d’ordre
supe´rieure a` d− h+ 1 sont nuls. En remarquant que pour h1 6 h2, on a
ϕ!h2o,R(
τh2Vo,R) ⊂ ϕ!h1o,R(τ
h1
Vo,R),
on pose pour tout h′ > h
V eto,R,1 := ϕ
!h′
o,R,1(
τh
′
Vo,R,1) = ϕ
!h
o,R,1(
τhVo,R,1).
I.2.1.2. Lemme. — L’application ϕo,R,1 induit une application ϕ
et
o,R,1 :
τV eto,R,1 −→ V eto,R,1 qui
est bijective.
De´monstration. — Le diagramme commutatif suivant
τh+1Vo,R
τϕ!ho,R //
ϕ
!(h+1)
o,R ((PP
PPP
PPP
PPP
PP
τVo,R
ϕo,R

Vo,R
(7)On rappelle que l’indice n signifie que l’on prend la re´duction modulo ̟no : Vo,n = Vo/(̟
n
o ), cf. la de´finition
(I.1.2.3).
(8)l’indice 1 de´signe la re´duction modulo ̟o
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permet de de´finir ϕeto,R,1 :
τV eto,R,1 −→ V eto,R,1. En effet e´tant donne´ v ∈ V eto,R,1, il existe w ∈ τ
h
Vo,R,1
tel que v = ϕ!ho,R,1(w), de sorte que
ϕo,R,1(v ⊗ λ) = ϕo,R,1 ◦ τϕ!ho,R,1(w ⊗ λ) = ϕ!h+1o,R,1(w ⊗ λ) ∈ V eto,R,1,
d’ou` l’existence de ϕeto,R,1.
En ce qui concerne la surjectivite´ de ϕeto,R,1, soit v = ϕ
!h+1
o,R,1(w) ∈ V eto,R,1 avec w ∈ τ
h+1
Vo,R,1.
On a alors v = ϕo,R,1 ◦ τϕ!ho,R,1(w) avec τϕ!ho,R,1(w) ∈ τV eto,R,1 d’ou` le re´sultat.
Pour l’injectivite´ soit (e1,R, · · · , ej,R) une base de V eto,R,1 en tant que R-module : (ei,R⊗ 1)i=1···j
est alors une base de τV eto,R,1 et (ϕ(ei,R ⊗ 1))i=1···j est d’apre`s la surjectivite´ de ϕeto,R,1 une base de
V eto,R,1. Ainsi si v =
∑j
i=1 ei,R⊗ λj appartient a` Kerϕeto,R,1, on en de´duit que
∑j
i=1 λiϕo,R,1(ei,R⊗
1) = 0 soit λi = 0 pour i = 1, · · · , j.
On remarque par ailleurs que (ϕco,R,1)
!h : τ
h
V co,R,1 −→ V co,R,1 est nulle. On de´finit alors glob-
alement sur S, V eto,1 := ϕ
!h
o,1(Vo,1) ainsi que V
c
o,1 = Vo,1/V
et
o,1. Pour tout entier n, on de´finit de
meˆme
V eto,n := ϕ
!nh
o,n(
τnhVo,n)
qui est un facteur direct de Vo,n de rang n(d − h). De la meˆme fac¸on ϕeto,n : τV eto,n −→ V eto,n est
bijective et (ϕco,n)
!nh est nulle. Pour n > n′, on a une fle`che naturelle
V eto,n = ϕ
!nh
o,n(
τnhVo,n)
rn′,n−→ϕ!nho,n′(τ
nh
Vo,n′) = ϕ
!n′h
o,n′ (
τn
′h
Vo,n′) = V
et
o,n′
telle que pour n1 > n2 > n3, on a rn3,n1 = rn3,n2 ◦ rn2,n1 . On pose alors
V eto := lim←−
n
V eto,n
qui est ainsi stable sous l’action de ϕo. Soit V
c
o := Vo/V
et
o de sorte que ϕ
c
o :
τV co −→ V co est
topologiquement nilpotente.
Montrons que le noyau No,n de ϕ
!nh
o,n :
τnhVo,n −→ Vo,n est un rele`vement de τnhV co,n. L’applica-
tion ϕeto,n e´tant injective, on a No,n ∩ τ
nh
V eto,n = {0}. Soit alors x ∈ τ
nh
Vo,n et v = ϕ
!nh
o,n(x). D’apre`s
la surjectivite´ de ϕeto,n, soit w ∈ τ
nh
V eto,n tel que v = ϕ
et,!nh
o,n (w). On a alors x − w ∈ No,n de sorte
que
τnhVo,n = No,n ⊕ τnhV eto,n.
Par ailleurs l’e´galite´ ϕ!nho,n◦ϕnho,n = ϕ!nh+1o,n = ϕo,n◦τϕ!nho,n , montre que τ
nh
ϕo,n :
τnh+1Vo,n −→ τnhVo,n
induit une application ϕco,n :
τNo,n −→ No,n, d’ou` le re´sultat.
En ce qui concerne les de´formations, on a la proposition suivante.
I.2.1.3. Corollaire. — Soit S un SpecOo sche´ma artinien de re´duit S et S →MI,o tel que S →
MI,o se factorise par M
=h
I,so
. En notant (Vo, ϕo) le Oo-module de Dieudonne´ associe´ a` S →MI,o,
il existe alors un sous-Oo-module de Dieudonne´ e´tale (V eto , ϕeto ) tel que V eto,n soit l’image de ϕ!nho,n .
De plus, si on de´finit (V co , ϕ
c
o) par la suite exacte
0 −→ (V eto , ϕeto ) −→ (Vo, ϕo) −→ (V co , ϕco) −→ 0
ϕco est topologiquement nilpotente.
De´monstration. — On raisonne localement sur un ouvert affine SpecR → S, pour R une Oo-
alge`bre artinienne et M un ide´al nilpotent de R. Classiquement on peut se ramener a` M2 = (0).
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Sur R, on choisit une de´composition V o = V
et
o ⊕ V
c
o ainsi que des bases (e1, · · · , ed−h) de V
et
o et
(f1, · · · , fh) de V
c
o de sorte que la matrice de ϕo par rapport a` cette base est(
Met M ext
0 M c
)
On fixe des rele`vements quelconques (e1, · · · , ed−h) et (f1, · · · , fh) ; la matrice de ϕo dans ces bases
est alors de la forme (
Met Mext
M1 Mc
)
ou`M1 est a` coefficient dansM. En effectuant le changement de base via la matrice
(
Id 0
P0 Id
)
,
ou` P0 est a` coefficients dans M de sorte que τP0 est la matrice nulle, on obtient(
Met Mext
P0Met +M1 P0Mext +Mc
)
de sorte qu’en choisissant P0 = −M1M−1et , on obtient une de´composition Vo = V eto ⊕ V co dans
laquelle la matrice de ϕo est de la forme(
Met Mext
0 M ′c
)
avec M ′c topologiquement nilpotente. On remarque par ailleurs que V
et
o,n est a` nouveau de´fini
globalement sur S comme l’image de ϕ!nho,n .
I.2.1.4. De´finition. — Dans la suite, dans la situation du corollaire (I.2.1.3), on notera F∗,co le
sous-Oo-module de F∗o des formes qui s’annulent sur Feto . Celui ci est stable sous φ∗o et on notera
φ∗,co la restriction de φ
∗
o a` F∗,co . On remarque ainsi que Fet,∗o est isomorphe au quotient F∗o /F∗,co
et on note φet,∗o l’application induite par φ
∗
o. On notera parfois F∗,eto un supple´mentaire de F∗,co ,
qui est isomorphe a` Fet,∗o mais qui n’est pas stable par φ∗o.
I.2.2. Retour sur les structures de niveau. — Soit S un SpecOo-sche´ma artinien, I un
faisceau d’ide´aux nilpotents et S le sous-sche´ma ferme´ associe´. Soit S →MI,o un S-point tel que
S → MI,o se factorise par M=hI,so,a. On note (Fo,n, φo,n) le φ-faisceau associe´ sur S. D’apre`s le
paragraphe pre´ce´dent, on e´crit F∗o,n comme une somme directe F∗,eto,n ⊕F∗,co,n ou` la matrice de φ∗o,n
dans une base adapte´e a` cette de´composition ; est de la forme
M∗o,n =
(
M∗,eto,n 0
M∗,exto,n M
∗,c
o,n
)
On note ιo,n : (M−no /Oo)d −→ F∗o,n la structure de niveau n associe´e. Pour tout e´le´ment z ∈
(M−no /Oo)d, on a
M∗o,nιo,n(z) = ιo,n(z)
q,
c’est a` dire en e´crivant ιo,n(z) = ι
et
o,n(z) + ι
c
o,n(z) :
M∗,eto,n ι
et
o,n(z) = ι
et
o,n(z)
q (I.2.2.1)
M∗,exto,n ι
et
o,n(z) +M
∗,c
o,nι
c
o,n(z) = ι
c
o,n(z)
q (I.2.2.2)
I.2.2.1 — Par de´finition, l’ensemble {z ∈ (M−no /Oo)d / ιeto,n(z) = 0} est e´gal au sous-module a.
La condition de Drinfeld s’exprime alors comme suit :
- ιeto,n : (M−no /Oo)d/a × S ≃ (M−no /Oo)d−h × S −→ Fet,∗o,n ≃ F∗,eto,n est un isomorphisme
ve´rifiant (I.2.2.1) ;
- ιco,n : a −→ F∗,co,n est une structure de niveau au sens de Drinfeld.
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Remarque : Re´ciproquement si on se donne ιeto,n et ι
c
o,n comme ci-dessus, le choix d’un
supple´mentaire de a permet de de´finir une application
ιo,n = ι
et
o,n ⊕ ιco,n.
Le proble`me est qu’elle ne ve´rifiera pas obligatoirement la relation (I.2.2.2) sauf par exemple si
M exto,n est nulle. En outre il n’est pas certain que l’on puisse de´finir ι
c
o,n sur b telle que (I.2.2.2) soit
ve´rifie´e.
I.2.2.2. Proposition. — Si R est un κ(o)-anneau re´duit et ((Ei, ji, ti), ιI) un R-point de M=hI,so,a,
alors ιco,n : a −→ F∗,co,n est nulle.
De´monstration. — SoitM un ide´al maximal de R ; ιco,n⊗RR/M est alors nulle, de sorte que ιco,n
est a` coefficients dans
⋂
M maximalM qui est l’ide´al nul car R est re´duit.
I.2.2.3. Proposition. — Le morphisme d’oubli du niveau M=hI,so,red −→ M=hIo,so est fini et plat
de degre´
#GLd(Oo/Mno )/#GLh(Oo/Mno )
ou` n est la multiplicite´ de o dans I.
De´monstration. — La platitude de´coule de l’e´quivalent du the´ore`me de Serre-Tate, proposition
(I.1.6.3), et des re´sultats de Drinfeld rappele´s au paragraphe (I.1.1). Calculons alors les degre´s.
L’ensemble des points ge´ome´triques de M=hI,so := M
=h
I,so
×Specκ(o) Spec κ(o) au dessus d’un point
ge´ome´trique donne´ de M=hIo,so , est de cardinal
#G/P (d, h, n)#GLd−h(Oo/Mno ).
Soit sI un tel point ge´ome´trique de M
=h
I,so
au dessus d’un point s de M=hIo,so . Soient alors
(M=hI,so,red)̂sI et (M
=h
Io,so
)̂s les comple´te´s formels de respectivement M
=h
I,so,red
et M=hIo,so aux points
sI et s. D’apre`s l’e´quivalent du the´ore`me de Serre-Tate, et avec les notations du paragraphe (I.1.1)
et plus particulie`rement de la note (4), on a
(M=hIo,so )̂s ≃ Fq[[w01 , · · · , w0d−h]] et (M=hI,so,red)̂sI ≃ Fq[[wn1 , · · · , wnd−h]].
D’apre`s [9], le degre´ de Fq[[w01 , · · · , w0d−h]] −→ Fq[[wn1 , · · · , wnd−h]] est e´gal a`
qnh(d−h) = #(Oo/Mno )h(d−h),
d’ou` le re´sultat.
I.2.2.4. Corollaire. — Le morphisme M=hI,so,a,red −→M=hIo,so est fini et plat de degre´
#(Oo/Mno )h(d−h)#GLd−h(Oo/Mno )
ou` n est la multiplicite´ de o dans I.
I.2.2.5 — La proposition suivante justifie l’existence du morphisme de la proposition (I.3.2.1).
En langage clair, e´tant donne´ un point S −→ M=hI,so,a et une de´formation de S −→ M=hIo,so ,
obtenu via le morphisme d’oubli M=hI,so,a −→ M=hIo,so , ainsi que des de´formations des parties e´tale
et connexe de la structure de niveau en la place o, on construit une de´formation canonique de
S
Frobnho−→ S −→M=hI,so,a, ou` n est la multiplicite´ de o dans I.
I.2.2.6. Proposition. — Soit S un SpecOo-sche´ma artinien, un sous-faisceau d’ide´aux nilpo-
tents IS de OS et S le ferme´ de S associe´. Soit S −→M=hI,so,a et S −→MIo,o une de´formation du
morphisme compose´
S −→M=hI,so,a −→M=hIo,so .
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Soit (V eto , ϕ
et
o ) le sous-Oo-module de Dieudonne´ e´tale de (Vo, ϕo) associe´ a` S −→ MIo,o, donne´
par le corollaire (I.2.1.3). On note V ∗,co le sous-Oo-module des e´le´ments de V ∗o qui s’annulent sur
V eto . Soient b un supple´mentaire de a dans (M−no /Oo)d, ou` n est la multiplicite´ de o dans I, et
ιeto,n : b −→ V et,∗o,n = V ∗o,n/V ∗,co,n et ιco,n : a −→ V ∗,co,n
des de´formations respectives de
ιeto,n : b −→ V
et,∗
o,n = V
∗
o,n/V
∗,c
o,n et ι
c
o,n : a −→ V
∗,c
o,n
Associe´e a` toutes ces donne´es, il existe alors une de´formation canonique de S
Frobnho−→ S −→M=hI,so,a
telle que son Oo-module de Dieudonne´ (V˜o, ϕ˜o) se scinde modulo ̟no en partie e´tale et connexe.
De´monstration. — D’apre`s la proposition (I.1.6.3), il suffit de donner une de´formation de
(τ
nh
V o,
τnhϕo) munie de sa structure de niveau n,
τnhιo,n. Soit (Vo, ϕo) le Oo-module de
Dieudonne´ associe´ a` S −→ MIo,o. D’apre`s le corollaire (I.2.1.3), on a Vo = V eto ⊕ V co , ou` V eto
est de´fini canoniquement et est stable par ϕo dont la matrice dans une base associe´e a` cette
de´composition est de la forme (
M eto M
ext
o
0 M co
)
avec M eto inversible. On conside`re alors V˜o = V
et
o ⊕ V co̟no de´fini canoniquement et muni de l’ap-
plication ϕ˜o de´duite de ϕo, dont une matrice dans une base adapte´e a` l’e´criture ci-dessus est(
M eto ̟
n
oM
ext
o
0 M co
)
de sorte que (V˜o,n, ϕ˜o,n) se scinde en partie e´tale et connexe. En outre comme ϕ
!nh
o induit un
isomorphisme τ
nh
V o ≃ V eto ⊕V
c
o̟
n
o , on en de´duit que (V˜o, ϕ˜o) est une de´formation de (
τnhV o, ϕ
nh
o ).
La structure de niveau ι˜o,n est alors de´finie comme la compose´e de ι
c
o,n ⊕ ιeto,n et de l’inclusion
V ∗o →֒ V˜ ∗o , de´finition licite car (V˜o,n, ϕ˜o,n) se scinde en partie e´tale et connexe.
I.2.2.7. Remarque. — On reprend les notations de la proposition pre´ce´dente. A f : S −→
M=hI,so,a, on associe S −→ MIo,o ainsi que des de´formations ιeto,n et ιco,n de respectivement ιeto,n et
ιco,n. La proposition pre´ce´dente fournit alors une de´formation S →MI,o de S
Frobnho−→ S −→M=hI,so,a.
Le morphisme ainsi de´fini n’est alors rien d’autre que f ◦ Frobnho .
I.2.2.8. De´finition. — On note ̂MI,o,=h,a l’ouvert au dessus de M=hI,so,a du comple´te´ formel
M̂I,o,h,a de MI,o le long de M
>h
I,so,a
.
I.2.3. Relation de congruence. —
I.2.3.1. Proposition. — L’action d’un e´le´ment go = (g
c
o, 1) ∈ GLh(Fo) × GLd−h(Fo) (resp.
(̟o, 1)) sur lim←−
I
M=hI,so,1 (resp.
̂MI,o,=h,1) est donne´e par Frob
val(det gco)
o (resp. Frob
h
o ).
De´monstration. — On reprend les notations du paragraphe (I.1.3). Remarquons en premier lieu
qu’il suffit de montrer le re´sultat pour gco ∈ GLh(Fo) ∩Mh(Oo). On rappelle que l’action de Wo
sur MI,o est telle que l’image du D-faisceau elliptique (Ei, ji, ti) par un frobenius ge´ome´trique est
(τEi, τji, τti). On raisonne sur le φ-faisceau universel (Fo, φo) sur lim←−
I
SI avec SI = MI,o. A la
de´composition (Fo/Oo)d = (Fo/Oo)h ⊕ (Fo/Oo)d−h on associe la de´composition
(F∗o ⊗Oo (Fo/Oo))⊗OS OSo = Foo,h ⊕Foo,d−h.
L’action de go sur S
o est alors induite par celle a` droite de (tgco, Id) sur Foo,h ⊕Foo,d−h.
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I.2.3.2. Lemme. — Il existe des faisceaux en OS-modules Fo,h et Fo,d−h contenus respective-
ment dans Foo,h et Foo,d−h tels que
F∗o ⊗Oo (Fo/Oo) = Fo,h ⊕Fo,d−h.
De´monstration. — On rappelle que S e´tant re´gulier, F∗o ⊗Oo (Fo/Oo) s’injecte canoniquement
dans (F∗o ⊗Oo (Fo/Oo)) ⊗OS OSo . On note Fo,h (resp. Fo,d−h) le faisceau en OS-modules de´fini
localement pour tout ouvert affine SpecR→ S, comme le R-module engendre´ par l’ensemble des
fh,R (resp. fd−h,R) tels qu’il existe fR ∈ F∗o ⊗Oo (Fo/Oo) tel que fR ⊗ 1 = fh,R + fd−h,R dans
(F∗o ⊗Oo (Fo/Oo))⊗OS OSo . Pour tout entier n, gno (fR) est un e´le´ment de F∗o,R qui se de´compose
sous la forme fd−h,R + ̟
n
o fh,R. Or pour n assez grand, ̟
n
o fh,R appartient a` F∗o,R de sorte que
Fo,d−h = F∗o ∩ Foo,d−h et donc Fo,h = F∗o ∩ Foo,h et finalement F∗o = Fo,h ⊕Fo,d−h.
I.2.3.3 — On note ((E ′i , j′i, t′i), ι′) le D-faisceau elliptique muni de sa structure de niveau infinie,
obtenu comme l’image par go du D-faisceau elliptique universel sur S, (Ei, ji, ti, ι). Il est alors
de´fini par le diagramme commutatif
(Fo,h
tgco

⊕ Fo,d−h)d
Id

// E∗

(Fo,h ⊕ Fo,d−h)d // (E ′)∗
En termes de modules de Dieudonne´, d’apre`s la proposition (I.2.1.1), sur M=hI,so,1, Fo,d−h cor-
respond au dual de la composante e´tale V eto de Vo. On note m = val(det g
c
o). On rappelle
que ϕ!mo :
τmVo −→ Vo est injective et a pour image V eto ⊕ (gco.V co ), de sorte que sur M=hI,so,1,
t!mi :
τmEi −→ Ei se factorise en un isomorphisme τmEi −→ E ′i.
I.2.3.4 — En ce qui concerne les structures de niveaux, le seul proble`me se situe a` la place o.
Soient donc ιo,n+r : (M−n−ro /Oo)d −→ F∗o,n+r la structure de niveau n+ r en o sur (Ei, ji, ti) ou` r
est assez grand. On rappelle qu’alors la structure de niveau n en o sur (E ′i , j′i, t′i) est de´finie comme
la compose´e de l’inclusion
(M−no /Oo)d →֒ (M−n−ro /Oo)h/(M−ro /Oo)h ⊕ (M−no /Oo)d−h
avec ιo,n+r◦(×tgo) et de l’identification de [g∗o ]F∗o avec (F ′o)∗. Sur la fibre spe´ciale, la partie connexe
de la structure de niveau est nulle, il n’y a donc rien de plus a` ve´rifier. Pour les de´formations, on
remarque que la matrice de φ!ho est de la forme
(
̟′o 0
0 Id
)
pour une uniformisante ̟′o de Oo,
d’ou` le re´sultat.
I.2.3.5. Corollaire. — Soient (gco, g
et
o ) ∈ GLh(Fo) × GLd−h(Oo) et n > m assez grand tel que
(gco, g
et
o ) de´finit un morphisme
M=hIoMno ,so,1
(gco,g
et
o )−→ M=hIoMmo ,so,1.
Le diagramme suivant est alors commutatif
M=hIoMno ,so,1
(gco,g
et
o ) //
c1

M=hIoMmo ,so,1
c1

M=hIo,so
Frob
val(det gco)
o
// M=hIo,so
ou` c1 est le morphisme de restriction du niveau.
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I.2.3.6. Corollaire. — L’action d’un e´le´ment de GLd(Oo) de la forme(
Ih 0
∗ Id−h
)
est triviale sur (M=hI,so,1)red
I.3. Varie´te´s d’Igusa de premie`re espe`ce
I.3.1. De´finition. — Soit I=hIo,n(S) le κ(o)-sche´ma dont les S-points sont les S-points de M=hIo,so
munis d’un isomorphisme
ιeto,n : (M−no /Oo)d−h × S ∼−→F∗,eto,n ≃ Fet,∗o,n = F∗o,n/F∗,co,n
tel que φ∗,eto,n ◦ ιo,n = τιo,n, selon les notations habituelles.
I.3.1.1 — On a alors un morphisme d’oubli de la partie connexe de la structure de niveau
i :M=hI,so,a −→ I=hIo,n
ou` n est la multiplicite´ de o dans I et ou` i est donne´ par
((Ei, ji, ti), ιIo , ιo,n) 7−→ ((Ei, ji, ti), ιIo , ιeto,n).
I.3.1.2. Proposition. — Pour tout e´le´ment a de G/P (d, h, n), il existe un morphisme gn,a :
I=hIo,n −→M=hI,so,a qui rend le diagramme ci-dessous commutatif
M=hI,so,a
i
$$H
HH
HH
HH
HH
Frobnho //
5
55
55
55
55
55
55
55
55
M=hI,so,a
i
$$H
HH
HH
HH
HH
5
55
55
55
55
55
55
55
55
I=hIo,n
gn,a
::vvvvvvvvv
Frobnho //

I=hIo,n

M=hIo,so
Frobnho
// M=hIo,so
ou` n est la multiplicite´ de o dans I. Ainsi le morphisme radiciel gn,a se factorise en un isomor-
phisme gn,a,red : I=hIo,n −→M=hI,so,a,red.
De´monstration. — Le morphisme de sche´ma gm,a est de´fini de la fac¸on suivante. E´tant donne´ un
S-point de I=hIo,m, il lui correspond un D-faisceau elliptique (Ei, ji, ti)/S muni d’une Io-structure
de niveau et de l’isomorphisme ιeto,m/S. On lui associe alors le S-point de Mom,a :
τmh(Ei, ji, ti)
τmhιIo
ιo,m de´fini comme suit.
D’apre`s la proposition I.2.1.1, τ
mh
(F∗o,m, φ∗o,m) se scinde en partie e´tale et connexe. Soit b un
supple´mentaire de a dans (M−mo /Oo)d. On de´finit alors la structure de niveau m :
ιo,m : (M−mo /Oo)d = a⊕ b −→ τ
mh
(Fo,m)∗ = τmh(Fco,m)∗ ⊕ τ
mh
(Feto,m)∗
comme e´tant triviale sur a et telle que sa restriction a` b soit donne´e par τ
mh
(ιeto,m). Vu la stabilite´
de τ
mh
(Fco,m)∗ et de τ
mh
(Feto,m)∗ par τ
mh
φ∗o,m, on de´finit bien ainsi une Mmo -structure de niveau
sur τ
mh
(Ei, ji, ti) de telle sorte que la classe d’e´quivalence de ((Ei, ji, ti), ιI) est inde´pendante du
choix de b et de (Feto,m)∗.
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Ve´rifions alors la commutativite´ du triangle
M=hI,so,a
i
##G
GG
GG
GG
G
Frobnho // M=hI,so,a
I=hIo,n
gn,a
;;wwwwwwww
de l’e´nonce´, les autres commutativite´s en de´coulant de manie`re imme´diate. Soit S′ = SpecR→ S
un ouvert affine tel que Fo,R est libre et soit ιco,m/S′ une structure de niveau m sur (Fco,R,m)∗. On
peut choisir une base de (Fco,R,m)∗ de sorte que la matrice de φc,∗o,m relativement a` ce choix soit de
la forme 
0 · · · · · · 0
1
. . .
...
0
. . .
. . .
...
0 · · · 1 0

Soit z ∈ (M−mo /Oo)h, on pose ιco,m(z) =
 x1...
xh
 avec xi =∑m−1k=0 xki̟ko . La relation
 x
q
1
...
xqh
 =
φc,∗o,m
 x1...
xh
 permet d’exprimer tous les xki en fonction des (x01)qi pour 0 6 i 6 mh. De plus,
comme (M ext,!nho,n )
∗ est nulle d’apre`s (I.2.2.6), la condition de Drinfeld s’exprime par (x01)
qmh = 0
de sorte que τ
mh
(ιco,m) est triviale.
Le sche´ma I=hIo,n e´tant re´duit, gn,a se factorise en un morphisme gn,a,red : I=hIo,n −→ M=hI,so,a,red
qui est, d’apre`s ce qui pre´ce`de, une bijection au niveau des points ge´ome´triques et tel que le
diagramme suivant est commutatif
I=hIo,n
gn,a,red //

M=hI,so,a,red

M=hIo,so
Frobnho // M=hIo,so
D’apre`s le corollaire (I.2.2.4), M=hI,so,a,red −→M=hIo,so est fini et plat de degre´
#(Oo/Mno )h(d−h)#GLd−h(Oo/Mno )
ou` n est la multiplicite´ de o dans I. De meˆme I=hIo,n −→ M=hIo,so est fini et plat de degre´
#GLd−h(Oo/Mno ) et M=hIo,so e´tant re´gulier de dimension d − h, M=hIo,so
Frobnho−→ M=hIo,so est de degre´
#(Oo/Mno )h(d−h). Comme I=hIo,n et M=hI,so,a,red sont lisses, on en de´duit que gn,a,red est un
isomorphisme.
I.3.1.3. Corollaire. — Pour tout m > m′, on a des morphismes de transitions
I=hIo,m
Frob(m−m
′)h
o−→ I=hIo,m′
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et des diagrammes commutatifs
I=hIo,m
Frob(m−m
′)h
o //
gm,a

I=hIo,m′
gm′,a′

M=hIoMmo ,so,a
c1 // M=h
IoMm′o ,so,a
′
ou` c1 est le morphisme de restriction du niveau.
I.3.2. Expression du comple´te´ formel de MI,o le long d’une strate. — Pour I un ide´al
de A et m un entier, on conside`re l’extension e´tale
IˆIo,=h,m −→ M̂Io,=h
de fibre spe´ciale I=hIo,m −→M=hIo,so . On conside`re aussi
IˆIo,=h,m(t) −→ IˆIo,=h,m
l’espace classifiant des structures de niveau t sur la partie connexe du ϕ-faisceau universel sur
IˆIo,=h,m.
I.3.2.1. Proposition. — Il existe un isomorphisme canonique
gˆn,a : IˆIo,=h,n(n) −→ ̂MI,o,=h,a
qui prolonge le morphisme gn,a : I=hIo,n −→ M=hI,so,a de´fini au paragraphe pre´ce´dent et tel que le
diagramme ci-dessous soit commutatif
IˆIo,=h,n(n)
gˆn,a //

̂MI,o,=h,a

M̂Io,=h
Frobnho // M̂Io,=h
De´monstration. — La de´finition de gˆm,a de´coule directement de la proposition (I.2.2.6), il ne
reste plus qu’a` voir qu’il s’agit d’un isomorphisme. Soit donc S un SpecOo-sche´ma muni d’un
sous-faisceau d’ide´aux nilpotents de OS dont le ferme´ associe´ est S et (S fi−→I=hIo,m, iιco,n) pour
i = 1, 2, dont les images par gˆm,a sont des de´formations isomorphes de S −→ I=hIo,m −→ M=hI,so,a.
Notons (iVo, iϕo) les Oo-modules de Dieudonne´ sur S associe´s a` fi pour i = 1, 2. Par hypothe`se,
on a un isomorphisme
h : 1V˜o = 1V
et
o +̟
n
o 1V
c
o
∼−→2V˜o = 2V eto +̟no 2V co
tel que h est l’identite´ et commute aux actions de iϕo. Clairement h induit un isomorphisme
het : 1V
et
o
∼−→2V eto . Soit donc v1 ∈ 1V co : h(̟no v1) = ̟no v2 + w avec v2 ∈ 2V co et w ∈ 2V eto . On a
h(1ϕ
!nh
o (̟
n
o v1)) = h(̟
n
o (̟
n
o u1 + u2)) u1 ∈ 1V co , u2 ∈ 1V eto
= ̟now
′ w′ ∈ 2Vo
= 2ϕ
!nh
o (̟
n
o v2 + w)
soit 2(ϕ
et
o )
!nh(w) ∈ ̟no 2V eto , soit w ∈ ̟no 2V eto . On en de´duit donc un morphisme 1V co −→ 2Vo et
finalement h provient d’un isomorphisme 1Vo ≃ 2Vo. Si en outre ιo,n,1 et ιo,n,2 sont isomorphes, il
est clair du fait que les iV˜o,n, pour i = 1, 2, se scindent en partie e´tale et connexe, que les triple´s
(iVo, iι
et
o,n, iι
c
o,n) pour i = 1, 2, sont isomorphes. Pour des raisons de dimension, gˆm,a induit alors
un isomorphisme sur les espaces tangents, c’est donc un isomorphisme.
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Remarque : Soit i : ̂MI,o,=h,a −→ IˆIo,=h,n(n) la fle`che donne´e par
i((Ei, ji, ti), ιIo , ιo,n) = ((Ei, ji, ti), ιIo , ιeto,n, ιco,n)
qui prolonge celle de´finie au paragraphe pre´ce´dent. Le compose´
̂MI,o,=h,a −→ IˆIo,=h,n(n)gˆn,a−→ ̂MI,o,=h,a
est Frobnho .
I.3.3. Correspondances de Hecke. —
I.3.3.1. Proposition. — La tour (I=hIo,n)n est munie de correspondances de Hecke associe´es aux
e´le´ments de GLd−h(Fo)×Z, compatibles aux morphisme gm,a, c’est a` dire que pour tout n > 0, et
tout e´le´ment (geto , r) ∈ GLd−h(Fo)×Z, il existe m0 > n ainsi que des morphismes I=hIo,m
(geto ,r)−→ I=hIo,n
pour tout m > m0 compatibles aux morphismes de restriction du niveau, tels que le diagramme
suivant soit commutatif
I=hIo,m
(geto ,r) //
gm,am

I=hIo,n
gn,an

M=hIoMmo ,so,am
(geto ,g
c
o) // M=hIoMno ,so,an
pour an, am des e´le´ments de G/P (d, h, n) et G/P (d, h,m) respectivement tels que an soit l’image
de am par la surjection canonique, et ou` g
c
o est un e´le´ment quelconque de GLh(Fo) tel que r =
val(det gco).
De´monstration. — On de´finit les correspondances de Hecke sur I=hIo,m associe´es aux e´le´ments de
GLd−h(Fo)× Z, en proce´dant comme suit.
- Soit geto ∈ GLd−h(Fo) tel que geto ∈ Md−h(Oo). On choisit m et n tels que le noyau de
tgeto : (Fo/Oo)d−h −→ (Fo/Oo)d−h est contenu dans (M−mo /Oo)d−h et tels que (M−no /Oo)d−h est
contenu dans
Im(tgeto : (M−mo /Oo)d−h)→ (M−mo /Oo)d−h).
Soient S = I=hIo,m et ((Ei, ji, ti), ιIo , ιeto,m) l’objet universel de I=hIo,m. A geto on associe via la structure
de niveau ιeto,m, le morphisme [g
et
o ] : Eeto,m → Eeto,m de´fini comme au paragraphe (I.1.3) du chapitre
pre´ce´dent.
- L’action de (geto ,−k) pour geto ∈ Md−h(Oo) et k un entier naturel assez grand tel que
̟
[k/h]
o (geto )
−1 ∈ Md−h(Oo), de sorte que ̟[k/h]o Eeto,m ⊂ [geto ]Eeto,m, est alors de´finie comme suit.
Soit E ′i de´fini par le carre´ carte´sien
E ′i //

Eeto,n + (ϕco)!k(τ
kEco,n)
[geto ]+i
c
o

Ei // Eo,m = Eeto,m ⊕ Eco,m
ou` ico est l’inclusion canonique.
On rappelle que modulo Eeto,m, on a (ϕco)!h(τ
hEco) = ̟oEco , et donc l’image par ϕo de
τ((ϕco)
!k(τ
kEco) est incluse dans [geto ](Eeto,n) + (ϕco)!k(τ
kEco,n)), ce qui permet de de´finir des ap-
plications t′i :
τE ′i −→ E ′i+1 de´duites des ti. Les E ′i peuvent ainsi eˆtre organise´s en un D-faisceau
elliptique et on peut de plus le munir de la Mno -structure de niveau ι
′ et
o,n sur la partie e´tale
de´duite de ιeto,m. Le D-faisceau elliptique image par (geto , k) de ((Ei, ji, ti), ιIo , ιeto,m) est alors
((τ
m−nE ′i, τ
m−n
j′i,
τm−nt′i),
τm−nι′Io ,
τm−nι
′ et
o,n ).
- On fait agir un e´le´ment ̟ko , k > 0 du centre de GLd−h(Fo) en tordant Eeto par le faisceau
inversible OX(k.o), c’est a` dire avec des notations similaires a` celles introduites ci-dessus, E ′o :=
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̟koEeto ⊕Eco . On peut de manie`re e´vidente de´finir des applications t′i et donc organiser les E ′i en un
D-faisceau elliptique muni d’une Mno -structure de niveau sur la partie e´tale.
Soient r ∈ Z et m > n tels que m − n − r > 0. On de´finit le morphisme [r] : I=hIo,m −→ I=hIo,n
comme e´tant e´gal a` Frobm−n−ro .
En remarquant que pour k > 0, ϕ!ko induit un isomorphisme entre
τk(Eeto ⊕Eco) et Eeto +(ϕco)k(Eco),
il est facile(9) de ve´rifier que l’on de´finit bien ainsi une action de GLd−h(Fo)× Z sur lim←−
m
(I=hIo,m).
En vertu de la proposition (I.2.3.1) du chapitre pre´ce´dent, il est imme´diat de ve´rifier la com-
mutativite´ du diagramme de l’e´nonce´.
I.3.3.2. Proposition. — La tour (IˆIo,=h,n(n))n est munie de correspondances de Hecke as-
socie´es aux e´le´ments de GLd−h(Fo) × GLh(Fo), compatibles aux morphisme gˆm,a, c’est a` dire
que pour tout n > 0, et tout e´le´ment (geto , g
c
o) ∈ GLd−h(Fo)×GLh(Fo), il existe m0 > n ainsi que
des morphismes
IˆIo,=h,m(m)(g
et
o ,g
c
o)−→ IˆIo,=h,n(n)
pour tout m > m0 compatibles aux morphismes de restriction du niveau, tels que les diagrammes
suivants soient commutatifs
IˆIo,=h,m(m)
(geto ×g
c
o) //

IˆIo,=h,n(n)

I=hIo,m
(geto ,val(det g
c
o))
// I=hIo,n
IˆIo,=h,m(m)
(geto ×g
c
o) //
gˆm,a

IˆIo,=h,n(n)
gˆn,a′

M̂I,o,h,a  geto 0
0 gco

// M̂I,o,h,a′
De´monstration. — On de´finit une correspondance de Hecke associe´e a` un e´le´ment (geto , g
c
o) de
GLd−h(Fo) × GLh(Fo) sur IˆIo,=h,m(m), de telle sorte que l’action induite sur I=hIo,m est donne´e
par (geto , val(det g
c
o)) ∈ GLd−h(Fo)× Z telle qu’elle est de´finie ci-dessus.
- Soit gco (resp. g
et
o ) un e´le´ment de GLh(Fo) (resp. de GLd−h(Fo)) tel que
gco ∈Mh(Oo)
(resp. geto ∈ Md−h(Oo)) et ̟val(det g
c
o)/h
o (g
et
o )
−1 ∈ Md−h(Oo)
de sorte que ̟
[val(det gco)/h]
o Eeto,m ⊂ [geto ]Eeto,m. On choisit m et n tels que les noyaux de tgco :
(Fo/Oo)h −→ Fo/Oo)h et tgeto : (Fo/Oo)d−h −→ (Fo/Oo)d−h sont contenus dans (M−mo /Oo)h
et tels que (M−no /Oo)h (resp. M−no /Oo)d−h) est contenu dans
Im(tgco : (M−mo /Oo)h −→M−mo /Oo)h)
(resp. dans Im(tgeto : (M−mo /Oo)d−h −→ (M−mo /Oo)d−h)). Soient S un (Oˆnro )-sche´ma et ainsi
qu’un S-point ((Ei, ji, ti), ιIo , ιco,m, ιeto,m) de IˆIo,=h,m(m). Pour de´finir l’action du couple (geto , gco), il
suffit de de´finir une structure de niveau n sur (ϕco)
!(val(det gco))(Eco) ≃ τ
val(det gco)Eco . Soit [gco] : Eco,m →
Eco,m le morphisme associe´ a` gco de´fini via ιco,m, la structure de niveau m (cf. le paragraphe (I.1.3)).
(9)essentiellement il s’agit de ve´rifier que l’action de (geto , k + s) est e´gale a` celle de (g
et
o , k)(1, s) pour (g
et
o )
−1 ∈
Md(Oo), s > 0 et k assez grand
I.4. VARIE´TE´S D’IGUSA DE SECONDE ESPE`CE 29
On a de´ja` vu que [gco](Eco,m) ≃ τ
val(det gco)Eco,m de sorte que la structure de niveau n de´duite de ιco,m
convient.
- L’action d’un e´le´ment du centre de GLd−h(Fo) est de´finie de manie`re e´vidente. De meˆme
l’action de ̟ko vu comme e´le´ment du centre de GLh(Fo) se de´finit de manie`re naturelle
IˆIo,=h,m(m) −→ IˆIo,=h,n(n) pour m et n tels que m− n+ hk > 0, et rele`ve
Frobm−n+hko : I=hIo,m −→ I=hIo,n.
On ve´rifie aise´ment que l’on de´finit bien ainsi une action de GLd−h(Fo) × GLh(Fo) sur
lim
←−
m
IˆIo,=h,m(m) de telle sorte que l’on a le diagramme commutatif suivant
IˆIo,=h,m(m)
(geto ×g
c
o) //

IˆIo,=h,n(n)

I=hIo,m
(geto ,val(det g
c
o))
// I=hIo,n
En vertu de la proposition (I.2.2.6) et de la de´finition de gˆm,a, le diagramme suivant est alors
commutatif
IˆIo,=h,m(m)
(geto ×g
c
o) //
gˆm,a

IˆIo,=h,n(n)
gˆn,a′

M̂I,o,h,a  geto 0
0 gco

// M̂I,o,h,a′
I.4. Varie´te´s d’Igusa de seconde espe`ce
On rappelle que pour un ide´al I de A, on note I = IoMno avec o 6∈ V (Io). Soit Πo,d l’e´le´ment
suivant de GLd(Oo) 
0 · · · 0 ̟o
1 0
... 0
0
. . .
...
0 0 1 0

I.4.1. De´finition. — E´tant donne´s un κ(o)-sche´ma S, ainsi qu’un S-point de I=hIo,m, on a un
Oo ⊗κ(o) OS-module localement libre de rang d, Fo ainsi qu’un morphisme line´aire injectif φo :
τFo −→ Fo.
Conside´rons la cate´gorie fibre´e J=hIo,m(s) sur la cate´gorie des κ(o)-sche´mas dont les objets sont
S 7→

. S −→ I=hIo,m
. une section globale σ de Fo/φ!(s)o (τsFo) telle que
φ!ho (σ ⊗ 1) = ̟oσ et telle que l’application OS −→ Fo/φo(τFo)
a 7→ aσ, est inversible
Dans la suite, on notera Fo,/s le quotient Fo/φ!so (τ
sFo).
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I.4.1.1. Proposition. — Le morphisme naturel J=hIo,m(s) −→ I=hIo,m est relativement repre´sentable
par un sche´ma J=hIo,m(s) −→ I=hIo,m e´tale galoisien de groupe de Galois D×o,h,s := (Do,h/(Πso,h))×.
En outre le diagramme suivant est carte´sien
J =hIo,m(s) //

J =hIo,0(s)

I=hIo,m // M=hIo,so
De´monstration. — La repre´sentabilite´ est imme´diate et le diagramme est clairement carte´sien.
Soit alors SpecR→ S un ouvert affine tel que Fo,R := Fo ⊗OS R est libre. D’apre`s la proposition
(I.2.1.1), il existe une de´composition
Fo,R = Fco,R ⊕Feto,R
dans laquelle la matrice de φo est de la forme
(
Mc 0
Mext Met
)
avecMet inversible de taille d−h de
sorte que Feto,R ⊂ φ!(s+1)o (τ
s+1Fo,R) pour tout s > 0. En outre Fo,R/φo(τFo,R) e´tant un R-module
libre de rang 1, il existe donc e0 ∈ Fco,R tel que
(e0, φo(e0 ⊗ 1), · · · , φ!(h−1)o (e0 ⊗ 1))
soit une base de Fco,R avec
φ!ho (e0 ⊗ 1) = ̟o ⊗ 1
h−1∑
i=0
γiφ
!i
o (e0 ⊗ 1) modulo Feto
ou` γi ∈ Oo⊗ˆκ(o)R. Il s’agit ainsi de trouver σ =
∑h−1
i=0 αi.φ
!i
o (e0 ⊗ 1) avec αi =
∑
06j
i+j.h6s
βji̟
j
o telle
que φ!ho (σ ⊗ 1) = ̟oσ et β00 inversible. Notons
(Wh,S,o, φh,S,o)
le φ-faisceau Wh,S,o := (Oo ⊗κ(o) OS)h tel que la matrice de
φh,S,o :
τWh,S,o −→Wh,S,o
dans la base canonique est donne´e par φh,S,o(ei⊗1) = ei+1 pour 1 6 i < h et φh,S,o(eh⊗1) = ̟o.e1.
Le groupe Aut(Wh,S,o, ϕh,S,o) est
D×o,h ≃ {P ∈ GLh(Oo) / PΠo,h = Πo,hP}
Trouver σ revient alors a` rigidifier la partie connexe de Fo, i.e. a` donner un isomorphisme
(Fco , φco) ≃ (Wh,S,o, φh,S,o)
modulo Πso,h. On peut ainsi obtenir aise´ment des e´quations du reveˆtement a` partir des e´le´ments
de la matrice Mc. On en de´duit en outre que le reveˆtement est e´tale de groupe de Galois :
Aut(Wh,S,o,/s, φh,S,o,/s) ≃ {P ∈ GLh(Oo)/(1 + Πso,hMh(Oo) / PΠo,h = Πo,hP}
Remarque : Si S est le spectre d’un corps ou d’un anneau artinien, il correspond, par la the´orie
du module de coordonne´es (cf. [12]), a` (V co , ϕ
c
o) un Oo-module formel de hauteur h, de sorte que
les S-points de J =hIo,m(s) sont ceux de I=hIo,m muni d’une rigidification a` l’ordre s du Oo-module
formel de hauteur h qui leur est associe´. Ainsi J =hIo,m(s) est la varie´te´ d’Igusa de seconde espe`ce
telle qu’elle est de´finie dans [14].
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I.4.2. Correspondances de Hecke sur J =hIo,n(s). —
I.4.2.1. Proposition. — La tour (J =hIo,n(s))s,n est munie de correspondances de Hecke associe´es
aux e´le´ments du noyau N˜o de l’application
GLh(Fo)×D×o,h ×Wo −→ Z
(gco, δo, σo) 7→ val(det(gco)rn(δo)cl(σo))
ou` rn : D×o,h −→ F×o est la norme re´duite, et cl : WFo −→ F×o est l’application de la the´orie du
corps de classe, de manie`re compatible aux morphismes J=hIo,n(s) −→ I=hIo,n, i.e. pour tout n, s, il
existe m0 > n et t0 > s tels que pour tout m > m0 et t > t0, on ait des morphismes
J =hIo,m(t)
geto ×g
c
o×δo×σo // J =hIo,n(s)
compatibles aux morphismes de restriction du niveau et tels que le diagramme suivant soit com-
mutatif :
J =hIo,m(t)
geto ×g
c
o×δo×σo //

J=hIo,n(s)

I=hIo,m
geto ×(val(det(g
c
o)))
// I=hIo,n
De´monstration. — - Les correspondances ge´ome´triques sur I=hIo,n associe´es aux e´le´ments de
(D∞,oA )
× ×GLh(Oo)×GLd−h(Fo) se remontent aise´ment sur J =hIo,n,o(m).
- Celles associe´es aux e´le´ments de D×o,h sont donne´es via l’isomorphisme Aut(V co , ϕco) ≃ D×o,h,
de sorte que
J =hIo,n(s) = (lim←−
s′
J =hIo,n(s′))(1+Π
s
o,hDo,h).
- Soit (gco, δo, 1) un e´le´ment de N˜o avec gco ∈ Mh(Oo). On choisit m > n tels que
Ker(tgeto ) ⊂ (M−mo /Oo)d−h,
(M−no /Oo)d−h ⊂ Im(tgeto )
̟val(det gc)/ho (g
et
o )
−1 ∈ Md−h(Oo),
de sorte que (geto , g
c
o) de´finisse une correspondance de Hecke
I=hIo,m −→ I=hIo,n.
Il reste alors a` de´finir, pour t assez grand, a` partir d’un isomorphisme
αt : (Fco,/t, φco,/t) ≃ (Wh,S,o,/t, φh,S,o,/t),
un isomorphisme
α′s : (Fc,
′
o,/s, φ
c,′
o,/s) ≃ (Wh,S,o,/s, φh,S,o,/s),
ou` (Fc,′o , φc,
′
o ) est le φ-faisceau connexe associe´ a` (Fco , φco) par tgco. Rappelons que l’application
(φco)
! val(det(gco)) (resp. φ
! val(rn(δ−1o ))
h,S,o ) re´alise un isomorphisme de φ-faisceau de
τval(det(g
c
o))Fo (resp.
τval(rn(δ
−1
o ))Wh,S,o) vers Fc,′o (resp. δ−1o (Wh,S,o)), de sorte que
δo ◦ φ! val(rn(δo))h,S,o ◦ αt ◦ (φ! val(det(g
c
o))
o )
−1
restreint a` Fc,′o,/t−val(det(gco)) de´finit une rigidification a` l’ordre s := t − val(det(g
c
o)) de la partie
connexe du φ-faisceau (F ′o, φ′o).
- pour z ∈ F×o ∩ Oo, on fait agir (z, z−1, 1) de manie`re e´vidente, c’est a` dire avec les notations
ci-dessus, Fc,′o = zFco avec α′s = z ◦ φ!h val(z)h,S,o ◦ αt ◦ (φ!h val(z)o )−1.
32 CHAPITRE I. VARIE´TE´S D’IGUSA
- Le proce´de´ est exactement identique pour les e´le´ments de N˜o de la forme (1, δo, co), en remar-
quant que coδo est un automorphisme de (Wh,S,o,/s, φh,S,o,/s).
I.4.3. Comple´te´s formels. — On se sert des J =hIo,m(s) pour “de´tordre” le sche´ma formel
IˆIo,=h,m(t). Le lemme suivant est imme´diat :
I.4.3.1. Lemme. — En notant J =hIo,m(∞) := lim←−
s
J =hIo,m(s), un point ferme´ sur κ de J =hIo,m(∞)
correspond a` la donne´e d’un point ferme´ de I=hIo,m et d’un isomorphisme de la partie connexe
(V ∗,co , ϕ
∗,c
o ) de son Oo-module de Dieudonne´ associe´, avec (Wh,κ,o, ϕh,κ,o).
I.4.3.2. De´finition. — Pour tout s, en accord avec les notations de [14], on notera TwIo,h,m,t(s)
le quotient
J =hIo,m(s)×Specκ(o) Spf Defht /D×o,h
ou` D×o,h agit diagonalement. L’espace topologique sous-jacent aux TwIo,h,m,t(s) est I=hIo,m. On
notera aussi TwIo,h,m,t(∞) la limite lim←−
s
TwIo,h,m,t(s).
I.4.3.3. Proposition. — La tour TwIo,h,m,t(∞) est munie de correspondances de Hecke as-
socie´es aux e´le´ments de
(D∞,oA )
× ×GLd−h(Fo)× N˜o,
ve´rifiant la proprie´te´ suivante : e´tant donne´ un point ge´ome´trique xIo,m(∞) de J=hIo,m(∞) au dessus
d’un point xIo,m de I=hIo,m, les morphismes canoniques
fxIo,m(∞) : (IˆIo,=h,m(t))xIo,m −→ Spf Defht
ainsi que
hxIo,m(∞) : TwIo,h,m,t(∞)xIo,m −→ Spf Defht
sont tels que pour tout e´le´ment (g∞,o, geto , (g
c
o, δo, σo)) ∈ (D∞,o)× × GLd−h(Fo) × N˜o, les dia-
grammes suivant sont commutatifs :(10)
(IˆJo,=h,m′(t′))xJo,m′
fx
Jo,m′
(∞)
//
(g∞,o,geto ,g
c
o)

Spf Defht′
(t(gco)
−1,δo,σo)

(IˆIo,=h,m(t))xIo,m
f(g∞,o,geto ,(gco,δo,σo))xJo,m′ (∞)// Spf Defht
TwJo,h,m′,t′(∞)xJo,m′
hx
Jo,m′
(∞)
//
(g∞,o,geto ,(g
c
o,δo,σo))

Spf Defht′
(t(gco)
−1,δo,σo)

TwIo,h,m,t(∞)xIo,m
h(g∞,o,geto ,(gco,δo,σo))xJo,m′ (∞) // Spf Defht
ou` (g∞,o, geto , g
c
o, σo)xJo,m′ = xIo,m.
De´monstration. — Pour de´finir les correspondances sur la tour TwIo,h,m,t(∞), il suffit de faire
agir N˜o diagonalement(11). Concre`tement, e´tant donne´
(g∞,o, geto , g
c
o, δo, σo) ∈ (D∞,oA )× ×GLd−h(Fo)× N˜o,
tel que geto ∈ Md−h(Oo), gco ∈ Mh(Oo) et δo ∈ D×o,h, soient Jo, Io des ide´aux de A de multiplicite´
nulle en o, et m,m′, t, t′, s, s′ des entiers tels que :
(10)pour un choix convenables de Jo,m′, t′, comme ci-avant
(11)(gco, δo, σo) ∈ N˜o agit sur Def
h
t via (
t(gco)
−1, δo, σo) ∈ No laquelle est de´finie par Deligne et Carayol, cf. le
paragraphe (I.1.1)
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- K∞,oA,Jo ⊂ K∞,oA,Io ∩ (g∞,o)−1K∞,oA,Iog∞,o ;
- Ker(tgeto ) ⊂ (M−m
′
o /Oo)d−h et (M−mo /Oo)d−h ⊂ Im(tgeto ) ;
- Ker(tgco) ⊂ (M−t
′
o /Oo)h et (M−to /Oo)h ⊂ Im(tgco) ;
- ̟
val(det(gco))/h
o (geto )
−1 ∈Md−h(Oo) ;
- s′ = s− val(det(δo)).
On a alors une correspondance de Hecke (g∞,o, geto , g
c
o, δo, σo) :
J=hJo,m′(s′)×Specκ(o) Spf Defht′ −→ J=hIo,m(s)×Specκ(o) Spf Defht
Les morphismes canoniques fxIo,m(∞) et hxIo,m(∞) sont de´finis a` partir de l’isomorphisme fixe´ par
le lemme (I.4.3.1) et la commutativite´ des diagrammes est alors e´vidente.
Remarque : En particulier, on notera que l’on peut munir les TwIo,h,m,t(s) de correspondances de
Hecke associe´es aux e´le´ments
(g∞,o, geto , g
c
o, σo) ∈ (D∞,oA )× ×GLd−h(Fo)×GLh(Fo)×WFo ,
a` partir de celles de´finies ci-dessus, en choisissant un e´le´ment quelconque δo ∈ D×o,h tel que
(gco, δo, σo) ∈ N˜o, le re´sultat ne de´pendant pas de ce choix car on a quotiente´ par D×o,h.
I.4.3.4. Proposition. — Au dessus de tout ouvert affine S de I=hIo,m, il existe des isomorphismes
TwIo,h,m,t(∞)×I=h
Io,m
S
∼−→IˆIo,=h,m(t)×I=h
Io,m
S
tels qu’en tout point ge´ome´trique x de I=hIo,m, on a le diagramme commutatif
(TwIo,h,m,t(∞)×I=h
Io,m
S)x
∼ //
hx(∞)

(IˆIo,=h,m(t)×I=h
Io,m
S)x
fx(∞)

Spf Defht
= // Spf Defht
ou` x(∞) est un point ge´ome´trique de J=hIo,m(∞) au dessus de x.
Remarque : Cet e´nonce´ peut paraˆıtre impre´cis car les isomorphismes en question ne sont pas
canoniques et de´pendent comme on le verra du choix d’une extension de la partie connexe par la
partie e´tale des Oo-modules de Dieudonne´. A priori il n’y a aucun moyen de les recoller, et donc
bien sur il n’y a pas de sens a` essayer de les rendre compatibles aux actions des correspondances
de Hecke. La proprie´te´ essentielle est en fait la commutativite´ du diagramme de l’e´nonce´, qui
nous permettra comme on le verra au paragraphe (I.5.2) de montrer que tous ces isomorphismes
co¨ıncident au niveau des cycles e´vanescents(12) et se recollent de fac¸on compatible aux actions de
Hecke, en vertu de la proposition (I.4.3.3). On peut toutefois suspecter que le sche´ma tout entier
est affine.
De´monstration. — Commenc¸ons par construire la fle`che. Soit donc R une Oo-alge`bre artinienne,
M un ide´al maximal de carre´ nul et R = R/M. Supposons donne´ un R-point de J =hIo,m(∞). E´tant
donne´e (Wh,R,o, ϕh,R,o, ιh,R,t) une de´formation de niveau t de (Wh,R,o, ϕh,R,o), il faut construire
une de´formation sur R, du R-point correspondant de I=hIo,m. D’apre`s l’e´quivalent du the´ore`me de
Serre-Tate (cf. la proposition (I.1.6.3)), il suffit de construire une de´formation de niveau (m, t)(13)
du Oo-module de Dieudonne´ (V o, ϕo) associe´ sur R, cette construction devant eˆtre compatible a`
l’action diagonale de D×o,h sur le produit J=hIo,m(∞)×Specκ(o) Spf Defht .
(12)Moralement les cycles e´vanescents ne de´pendent que de la partie connexe du Oo-module de Dieudonne´ et pas
de l’extension de cette partie par la partie e´tale.
(13)structure de niveau m (resp. t) sur la partie e´tale (resp. connexe)
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I.4.3.5. Lemme. — Soit R une Oo-alge`bre artinienne, M un ide´al maximal de carre´ nul et
R = R/M. Soit (V o, ϕo) un Oo-module de Dieudonne´ sur R, ainsi qu’une suite exacte
0 −→ (V eto , ϕeto ) −→ (V o, ϕo) −→ (V
c
o, ϕ
c
o) −→ 0
avec (V
et
o , ϕ
et
o ) e´tale et (V
c
o, ϕ
c
o) connexe. Supposons en outre donne´e une de´formation (V
c
o , ϕ
c
o)
sur R de (V
c
o, ϕ
c
o). Il existe alors une de´formation (Vo, ϕo) de´finie sur R de (V o, ϕo) ainsi qu’une
suite exacte
0 −→ (V eto , ϕeto ) −→ (Vo, ϕo) −→ (V co , ϕco) −→ 0
dont la re´duction modulo M est la suite exacte pre´ce´dente sur R.
De´monstration. — Soit (V eto , ϕ
et
o ) la de´formation sur R de (V
et
o , ϕ
et
o ). Le proble`me est alors de con-
struire une extension de (V eto , ϕ
et
o ) par (V
c
o , ϕ
c
o). La question est classique et de´coule des re´sultats
de [17] chapitre 4 §3. L’obstruction a` l’existence d’une extension Vo de V o parM⊗R V o re´side(14)
dans
Ext2
Oo⊗ˆκ(o)R
(V o,M⊗R V o)
Si cette obstruction est nulle, une extension e´tant choisie, l’obstruction a` l’existence d’une fle`che
V eto −→ Vo (resp. Vo −→ V co ) re´side dans le groupe
Ext1
Oo⊗ˆκ(o)R
(V
et
o ,M⊗R V o) (resp. Ext1Oo⊗ˆκ(o)R(V o,M⊗R V
c
o))
et l’ensemble de ces fle`ches est un torseur sous
HomOo⊗ˆκ(o)R(V
et
o ,M⊗R V o) (resp. HomOo⊗ˆκ(o)R(V o,M⊗R V
c
o)).
Si ces obstructions sont nulles, V eto −→ Vo est injective et Vo −→ V co est surjective. En outre
l’ensemble des fle`ches V eto −→ V co est un torseur sous
HomOo⊗ˆκ(o)R(V
et
o ,M⊗R V
c
o),
de sorte qu’il existe des fle`ches V eto −→ Vo et Vo −→ V co tel que la suite 0 −→ V eto −→ Vo −→
V co −→ 0 soit exacte. Montrons que toutes ces obstructions sont nulles. En fait on va montrer que
les groupes dans lesquelles elles vivent sont nuls. L’argument est identique pour tous ces groupes,
traitons par exemple le cas de Ext1
Oo⊗ˆκ(o)R
(V
et
o ,M⊗R V o). Les Oo⊗ˆκ(o)R-modules V o et V
et
o
e´tant localement libres, les faisceaux Exti
Oo⊗ˆκ(o)R
(V
et
o ,M⊗R V o) sont nuls pour i > 0. La suite
spectrale locale-globale pour le Ext1 montre que Ext1
Oo⊗ˆκ(o)R
(V
et
o ,M⊗R V o) est e´gal a`
H1(Spec(R), Ext0
Oo⊗ˆκ(o)R
(V
et
o ,M⊗R V o)
qui est nul car Spec(R) est affine.
Il faut alors construire ϕo :
τVo −→ Vo qui soit compatible a` ϕeto et ϕco. On commence par
remarquer que Frobo : R −→ R se factorise par Frobo : R −→ R, de sorte τVo = V o ⊗R,Frobo R.
Comme pre´ce´demment il n’y a pas d’obstruction a` l’existence d’une application ϕ′o :
τVo −→ Vo
et l’ensemble des telles applications est un torseur sous HomOo⊗ˆκ(o)R(
τV o,M ⊗R V o). Fixons
une telle application ϕ′o. Les applications V
et
o −→ Vo, ϕ′o et ϕeto fournissent alors un e´le´ment de
HomOo⊗ˆκ(o)R(
τV
et
o ,M⊗R V o). En appliquant le foncteur HomOo⊗ˆκ(o)R(•,M⊗R V o) a` la suite
exacte courte
0→ τV eto −→ τV o −→ τV
c
o → 0,
(14)Cette obstruction est nulle et de plus il n’y a qu’une seule extension possible car en utilisant l’argument de la
fin de la preuve on peut montrer que Ext1
Oo⊗ˆκ(o)R
(V o,M⊗R V o) est nul. Par contre les fle`ches V
et
o −→ Vo −→ V
c
o
ne sont pas uniquement de´finies.
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on obtient la suite exacte
0→ HomOo⊗ˆκ(o)R(τV
c
o,M⊗R V o) −→ HomOo⊗ˆκ(o)R(τV o,M⊗R V o)→
−→ HomOo⊗ˆκ(o)R(τV
et
o ,M⊗R V o) −→ 0
car, de manie`re identique a` ce qui pre´ce`de, Ext1
Oo⊗ˆκ(o)R
(τV
c
o,M ⊗R V o) est nul. On modi-
fie donc ϕ′o en un ϕ
′′
o qui soit compatible a` ϕ
et
o ; l’ensemble des telles ϕ
′′
o est alors un torseur
sous HomOo⊗ˆκ(o)R(
τV
c
o,M⊗R V o). De meˆme, Vo −→ V co , ϕ′′o et ϕco de´finissent un e´le´ment de
HomOo⊗ˆκ(o)R(
τV
c
o,M⊗R V
c
o). En appliquant le foncteur HomOo⊗ˆκ(o)R(
τV
c
o, •), a` la suite exacte
0→M⊗R V
et
o −→M⊗R V o −→M⊗R V
c
o → 0,
on obtient la suite exacte
0→ HomOo⊗ˆκ(o)R(τV
c
o,M⊗R V
et
o ) −→ HomOo⊗ˆκ(o)R(τV
c
o,M⊗R V o)→
→ HomOo⊗ˆκ(o)R(τV
c
o,M⊗R V
c
o) −→ 0
car Ext1
Oo⊗ˆκ(o)R
(τV
c
o,M⊗R V
et
o ) est nul. Il est alors possible de modifier ϕ
′′
o en un ϕo compatible
a` ϕeto et ϕ
c
o.
Soit donc comme dans le lemme ci-dessus, (V eto , ϕ
et
o ) le rele`vement sur R de (V
et
o , ϕ
et
o ). Soit aussi
ιeto,m le rele`vement sur R de ι
et
o,m : c’est une structure de niveaum sur (V
et
o , ϕ
et
o ). De l’isomorphisme
sur R :
(V
c∗
o , ϕ
c∗
o ) ≃ (Wh,R,o, ϕh,R,o),
et de la de´formation (Wh,R,o, ϕh,R,o), on en de´duit une de´formation (V
c
o , ϕ
c
o) de´finie sur R, de
(V
c
o, ϕ
c
o), munie de plus d’une structure de niveau t. Il suffit alors d’appliquer le lemme pre´ce´dent.
Il est en outre imme´diat que cette construction est invariante par l’action diagonale de D×o,h sur
le produit J =hIo,m(∞)×Specκ(o) Spf Defht et que le diagramme de l’e´nonce´ est bien commutatif.
Montrons ensuite que la fle`che en question est un isomorphisme. Le proble`me se rame`ne
imme´diatement au cas t = 0. Il suffit alors de montrer que l’on obtient un isomorphisme au
niveau des espaces tangents. Pour des raisons de dimension, il suffit de ve´rifier que l’on a une
injection ce qui est clairement le cas.
I.4.3.6 — Dans la suite nous proposons suivant [14], une autre fac¸on de voir cet isomorphisme en
un cran fini. Notons
JˆIo,=h,m(s) −→ IˆIo,=h,m
l’extension e´tale de fibre spe´ciale J=hIo,m(s) −→ I=hIo,m. On note de meˆme
JˆIo,=h,m(s, t) −→ JˆIo,=h,m(s)
le classifiant des structures de niveau t sur la partie connexe du ϕ-faisceau universel sur
JˆIo,=h,m(s). On de´finit de manie`re identique au paragraphe (I.4.2), des correspondances de Hecke
sur JˆIo,=h,m(s, t) associe´es aux e´le´ments de (D∞,oA )× ×GLd−h(Fo)× N˜o.
On note Mht l’ide´al maximal de Defht et soient pour S un ouvert affine de I=hIo,m :
Ss := J =hIo,m(s)×I=h
Io,m
S, Sˆs,t := JˆIo,=h,m(s, t)×I=h
Io,m
S.
E´tant donne´ un point ge´ome´trique x(∞) de J =hIo,m(∞), on a des morphismes canoniques
(Ss ×Specκ(o) Spf(Defht /(Mht )N ))x(∞) −→ Spf(Defht /(Mht )N )
36 CHAPITRE I. VARIE´TE´S D’IGUSA
et
(Sˆs,t)x(∞) −→ Spf Defht
ainsi qu’une compatibilite´ aux correspondances de Hecke comme dans la proposition (I.4.3.3).
I.4.3.7. Proposition. — Pour tout N ∈ N, il existe un s0 assez grand tel que pour tout s > s0,
et S un ouvert affine de I=hIo,m, on ait un morphisme
fN,s : Ss ×Specκ(o) Spf Defht −→ Sˆs,t
tel qu’en tout point ge´ome´trique x(∞) de J =hIo,m(∞), on ait le diagramme suivant :
(Ss ×Specκ(o) Spf(Defht /(Mht )N ))x(∞)
fN,s,t //

(Sˆs,t)x(∞)

Spf(Defht /(Mht )N ) 
 // Spf Defht
De´monstration. — On commence par prouver le lemme suivant qui est l’e´quivalent pour les Oo-
modules de Dieudonne´ du lemme (1.1.3) de [18].
I.4.3.8. Lemme. — Soit R une Oo-alge`bre artinienne de morphisme structural i : Oo → R,
et r ∈ N tel que i(̟ro) = 0 dans R. Soient (Vo, ϕo) et (Wo, ψo) deux Oo-modules de Dieudonne´
connexes sur R. Soit M l’ide´al maximal de R et R = R/M : on suppose queMk = (0). On notera
V o et W o la re´duction modulo M de Vo et Wo. On a alors
- Hom((Vo, ϕo), (Wo, ψo)) −→ Hom((V o, ϕo), (W o, ψo)) est injective ;
- pour toute application f : (V o, ϕo) −→ (W o, ψo), on peut trouver un rele`vement de ̟No f , ou`
N > r(ln k/ ln q).
De´monstration. — Commenc¸ons par montrer que ̟No ⊗ 1 annule MWo pour N > r(ln k/ ln q).
Dans Wo, en conside´rant ψo : Wo −→ Wo comme une application τ -line´aire, on a (̟ro ⊗ 1)Id =
(1 ⊗ i(̟ro))Id +
∑rh
i=1 ai(ψo)
i. Comme i(̟ro) est nul dans R, on en de´duit que pour v ∈ MWo,
(̟ro ⊗ 1)v ∈MpWo, d’ou` le re´sultat.
Soit donc g : (Vo, ϕo) −→ M(Wo, ψo) : (̟No ⊗ 1)v ∈ Ker g. Or (Vo, ϕo) e´tant connexe, on en
de´duit qu’il existe w ∈ Vo/ϕo(Vo) tel que (̟No ⊗ 1)v = (ϕo)i(w). On a alors (ψo)i(g(w)) = 0 soit
g(w) = 0 et donc g = 0.
Pour le dernier point, on de´finit l’image d’un e´le´ment v ∈ Vo comme ̟No ⊗ 1 fois le rele`vement
quelconque de f(v). Cette de´finition ne de´pend pas du choix de ce rele`vement car MWo est tue´
par ̟No ⊗ 1.
I.4.3.9. Lemme. — (cf. [14] lemme III.2.6) Il existe une fonction α : N −→ N croissante de
limite l’infini, telle que :
- tout e´le´ment de ̟s−to Do,h se rele`ve en un endomorphisme de
(Wh,Defht /(Mht )α(s),o, ϕh,Defht /(Mht )α(s))
- tout e´le´ment de (1 +̟soDo,h) agit trivialement sur Defht /(Mht )α(s).
De´monstration. — On remarque tout d’abord que pour t > 0, ̟o ∈ (Mht )(q−1)q
(t−1)h
. Le premier
point de´coule alors du lemme pre´ce´dent en prenant α(s) tel que
α(s) ln(α(s)) 6 (s− t)(ln q)(q − 1)q(t−1)h.
Le deuxie`me point est alors imme´diat : en effet soit δ ∈ D×o,h tel que δ ≡ 1mod̟so. Alors (δ−1)/̟mo
se rele`ve en un endomorphisme de
(Wh,Defht /(Mht )α(s),o, ϕh,Defht /(Mht )α(s),o).
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Il en est de meˆme de (δ−1 − 1)/̟mo , de sorte que δ se rele`ve en un automorphisme de
(Wh,Defht /(Mht )α(s),o, ϕh,Defht /(Mht )α(s),o)
qui est l’identite´ sur les points de ̟mo -torsion.
Soit alors Ss,t(N) := Ss ×Specκ(o) Spf(Defht /(Mht )N ). D’apre`s le lemme ci-dessus, on a une
action de (1 + ̟soDo,h) sur (Wh,Defht /(Mht )α(s),o, ϕh,Defht /(Mht )α(s),o) telle que pour tout a > t,
(1 +̟s−t+ao Do,h) agit trivialement sur
(Wh,Defht /(Mht )α(s),o,a, ϕh,Defht /(Mht )α(s),o,a).
Ainsi (1 +̟soDo,h)/(1 +̟s+a−to Do,h) agit diagonalement sur
(Wh,Defht /(Mht )α(s),o,a, ϕh,Defht /(Mht )α(s),o,a)× Ss+a−t,t(α(s))
et le quotient est un Oo-module de Dieudonne´ tronque´ a` l’ordre a
(V c,so,a , ϕ
c,s
o,a)
connexe sur Ss,t(α(s)). La limite projective des (V
c,s
o,a , ϕ
c,s
o,a) est alors un Oo-module de Dieudonne´
(V c,so , ϕ
c,s
o ) sur Ss,t(α(s)) tel que
(V c,so,t , ϕ
c,s
o,t) ≃ (Wh,Defht ,o,t, ϕh,Defht ,o,t)
de sorte que (V c,so , ϕ
c,s
o ) est muni d’une structure de niveau t. E´tant donne´ un R-point de J =hIo,m(s),
une Oo-alge`bre artinienne Rs, M un ide´al maximal de Rs tel que R = Rs/M, ainsi qu’un Rs-
point de Spf(Defht /(Mht )α(s)), on construit une de´formation sur Rs de ce R-point, en donnant
une de´formation de niveau (m, t) de son Oo-module de Dieudonne´. On proce`de comme dans la
preuve de la proposition pre´ce´dente. Soit (V et,so , ϕ
et,s
o , ι
et,s
o,m) le rele`vement sur R de (V
et
o , ϕ
et
o , ι
et
o,m).
D’apre`s le lemme (I.4.3.5), il existe une extension (V so , ϕ
s
o) de (V
et,s
o , ϕ
et,s
o ) par (V
c,s
o , ϕ
c,s
o )/R ainsi
qu’une suite exacte
0 −→ (V et,so , ϕet,so ) −→ (V so , ϕso) −→ (V c,so , ϕc,so ) −→ 0
sur Rs qui se restreigne sur Rs ⊗Defht /(Mht )α(s) Def
h
t /(Mht )α(s−1) au pull-back de
0 −→ (V et,s−1o , ϕet,s−1o ) −→ (V s−1o , ϕs−1o ) −→ (V c,s−1o , ϕc,s−1o ) −→ 0
On en de´duit donc l’existence d’un(15) morphisme pour tout ouvert affine S de I=hIo,m,
fs,t : Ss,t(α(s)) −→ Sˆs,t
tel que le diagramme ci-dessous est commutatif
Ss,t(α(s))
fs,t // Sˆs,t
Ss+1,t(α(s))
OO
fs+1,t // Sˆs+1,t
OO
En particulier si x(∞) est un point ferme´ de J=hIo,m(∞), on a le diagramme commutatif
(Ss,t(α(s)))x(s)
fs,t //

(Sˆs,t)x(s)
jx(∞)

Spf(Defht /(Mht )α(s)) 
 // Spf Defht
(15)non unique
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L’existence du morphisme fN,s,t de l’e´nonce´ de´coule alors d’un lemme de Berkovich (cf. lemme 1
de l’annexe de [14], ou bien le lemme II.5.8 de loc. cit.)
I.5. Cycles e´vanescents et syste`mes locaux d’Harris-Taylor
On rappelle que le but des varie´te´s d’Igusa est en particulier de de´crire la restriction a` M=hI,so
du faisceau des cycles e´vanescents de MI,o −→ Spec(Oo). Cette question se pose dans le contexte
suivant : la cohomologie de la fibre ge´ne´rique de la tour des (MI,o)I est de´crite dans [19] de
manie`re “assez” pre´cise. Cette cohomologie est aussi l’aboutissement de la suite spectrale des
cycles e´vanescents
Ep,q2 (I) = H
p(MI,so , R
qΨηo(Ql)⇒ Hp+q(MI,ηo ,Ql)
Afin de se´parer la contribution due aux diffe´rentes strates, entre en jeu la suite spectrale associe´e
a` la stratification
Ep,q1 (I, i) = H
p+q
c (M
=d−p
I,so
, RiΨηo(Ql))⇒ Hp+q(MI,so , RiΨηo(Ql)
On cherche donc a` avoir des renseignements sur lim
←−
I
Hic(M
=h
I,so,1
, RjΨηo(Ql)) en tant que
repre´sentation de (D∞,oA )
× × Ph,d(Fo)×WFo .
I.5.1. Rappels sur les cycles e´vanescents associe´s a` Defhn. — Pour tout n > 0, Def
d
n
repre´sente le foncteur des de´formations de niveau n, par isoge´nies, du Oo-module formel de hauteur
d sur Fq, cf. [9]. Soit alors Ψ
d,i
Fo,n
le Ql-espace vectoriel de dimension finie obtenu via la the´orie de
Berkovich comme le i-e`me foncteur des cycles e´vanescents associe´ au morphisme structural
Spf Defdn −→ Spf Oˆnro .
Cet espace vectoriel est muni entre autre d’une action de GLd(Oo) qui se factorise par le morphisme
surjectif naturel GLd(Oo) −→ GLd(Oo/Mno ) et on pose
Ψd,iFo = lim−→
m>n
Ψd,iFo,m
de sorte que pour Ko,n := Ker(O×o −→ (Oo/Mno )×), Ψd,iFo,n = (Ψ
d,i
Fo
)Ko,n . On introduit le groupe
No (resp. N ′o) de´fini comme le noyau de
(go, δo, co) ∈ GLd(Fo)×D×o,d ×Wo 7→ val(det(g−1o )rn(δo)cl(co)) ∈ Z
(resp. compose´ avec la projection canonique Z −→ Z/dZ. Comme rappele´ au paragraphe (I.1.1),
pour ξo un caracte`re d’ordre fini de F
×
o , Ψ
d,i
Fo
(ξ′o) (resp. Ψ
d,i
Fo
), ou` ξ′o est la restriction de ξo a` O×o ,
est muni d’une action de N ′o (resp. de No).
I.5.1.1 —Dans la de´finition de Defdn, il est agre´able de conside´rer plutoˆt les de´formations par quasi-
isoge´nies de sorte que la construction pre´ce´dente fourni des Ql-espaces vectoriels Ud,iFo,n ≃ (Ud,iFo )Ko,n
ou`
Ud,iFo,ξo := Ind
GLd(Fo)×D
×
o,d×WFo
N ′o
Ψd,iFo,ξo
est une repre´sentation de GLd(Fo)×D×o,d ×WFo .
Pour toute repre´sentation admissible irre´ductible τo de D
×
o,d, la re´ciprocite´ de Frobenius donne
un isomorphisme
Ud,iFo (τo) ≃ HomD×o,d(res
D×o,d
D×o,d
τo,Ψ
d,i
Fo,ξo
)
ou` ξo est le caracte`re central de τo et l’action de (g
c
o, σo) est donne´e par celle de (go, δo, σo) ∈ N ′o
pour δo ∈ D×o,h quelconque. Afin d’avoir un the´ore`me de Serre-Tate e´quivariant on introduit les
modifications suivantes.
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I.5.1.2. De´finition. — Pour tout h, i, U˜h,iFo est la repre´sentation Uh,iFo ou` l’action de GLh(Fo) est
tordue par go 7→ tg−1o . On de´finit de meˆme Ψ˜h,iFo comme e´tant l’espace Ψ
h,i
Fo
muni d’une action de
N˜o := Ker((go, δo, co) ∈ GLd(Fo)×D×o,d ×Wo 7→ val(det(go)rn(δo)cl(co)) ∈ Z
via l’action de (tg−1o , δo, co) ∈ No sur Ψh,iFo .
I.5.2. Restriction aux strates ouvertes et varie´te´s d’Igusa. — On rappelle le lemme
suivant bien connu.
I.5.2.1. Lemme. — Soit L un Ql-faisceau lisse sur MI,o. On a alors
RiΨηo(L) ≃ (RiΨηo(Ql))⊗ Lso
ou` Lso est la restriction de L a` la fibre spe´ciale MI,so .
I.5.2.2 — Applique´ au faisceau Lρ∞ cela nous conduit a` e´tudier RiΨηo(Ql)MI,o le i-e`me faisceau
des cycles e´vanescents du morphisme structural
MI,o −→ SpecOo.
On notera aussi RiΨηo(Ql)M=hI,so,a
sa restriction a` M=hI,so,a. On conside`re le tire´ en arrie`re
RiΨηo(Ql)I=h
Io,n
de RiΨηo(Ql)M=hI,so,a par le morphisme I
=h
Io,n −→ M=hI,so,a, ou` n est la multiplicite´
de o dans I. On rappelle qu’e´tant donne´ un point ge´ome´trique x(∞) de J =hIo,m(∞) au dessus d’un
point x de M=hI,so (resp. y de I=hIo,n), on a des isomorphisme canoniques
Ψ˜h,iFo,n ≃ (RiΨηo(Ql))( ̂MI,o,=h,a)x ≃ (R
iΨηo(Ql)M=hI,so,a)x
Ψ˜h,iFo,n ≃ (RiΨηo(Ql))(IˆIo,=h,n(n))y ≃ (RiΨηo(Ql)I=hIo,n)y
que l’on note dans les deux cas jx(∞). Le but de ce paragraphe et finalement des varie´te´s d’Igusa est
de de´crire le faisceau RiΨηo(Ql)M=hI,so,a
. Selon loc. cit. nous introduisons les notations suivantes :
- soient Y un sche´ma lisse sur Fq, et (Y n → Y ) un syste`me projectif de reveˆtements e´tales de
groupe de Galois G = lim
←−
n
Gn ;
- soit L un Ql-faisceau lisse sur Y , muni d’une action de G se factorisant par un quotient fini
GN de G.
Le faisceau L|Y n est ainsi muni d’une action de Gn × Gn et l’action diagonale de Gn est
compatible a` son action sur Y n de sorte qu’il existe un faisceau
Twist(Y n)(L)
sur Y tel que sa restriction a` Y n munie de l’action naturelle de Gn co¨ıncide avec L|Y n muni de
l’action diagonale de Gn.
I.5.2.3 — Rappelons l’e´nonce´ suivant duˆ a` Berkovich (cf. loc. cit. appendice). Supposons donne´
sur Oˆnro , un sche´ma formel X muni d’une action d’un groupe G agissant trivialement sur la fibre
spe´ciale Xs. On note X (n) le sche´ma formel (Xs,OX /InX ) ou` IX est un ide´al de de´finition de X .
On suppose que G = lim
←−
n
G(n) tel que l’action de G sur X (n) se factorise par G(n). Soit alors
Xn −→ X des reveˆtements galoisiens de groupe de Galois G(n) et on fait les hypothe`ses suivantes :
- le quotient de Xn(n) par l’action diagonale de G(n) est un sche´ma formel Yn (c’est le cas si
par exemple X est quasi-projectif sur Spf Oˆnro ) ;
- il existe un sche´ma formel spe´cial Y tel que Y(n) = Yn ;
- la famille des comple´tions formelles de X le long d’un point ferme´ de Xs, a un nombre fini
de classes d’isomorphismes.
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I.5.2.4 — On note Ψim(X ) (resp. Ψim(Y)) le i-e`me faisceau des cycles e´vanescents du faisceau
constant Z/pmZ associe´ a` X (resp. Y). D’apre`s les travaux de Berkovich (cf. [4]), il existe un
entier N , tel que tout automorphisme sur X trivial sur X (N), agit trivialement sur Ψim(X ). On
fixe donc pour tout m, un tel entier N(m), de sorte que l’action de G sur Ψim(X ) se factorise par
G(N(m)). En particulier les faisceaux TwistXn(Ψ
i
m(X )) sont inde´pendants de n > N(m) ; on le
note TwistX∞(Ψ
i
m(X )). Berkovich de´montre alors le re´sultat suivant.
I.5.2.5. The´ore`me. — (cf. l’appendice de Berkovich dans [14]) Il existe un syste`me compatible
d’isomorphismes canoniques de faisceaux :
Ψim(Y) ≃ TwistX∞(Ψim(X ))
I.5.2.6 — On cherche a` appliquer le the´ore`me ci-dessus a` Y = TwIo,h,m,t(∞). On pose donc
X = I=hIo,m×Specκ(o)Spf Defht qui est muni d’une action de G = D×o,h agissant trivialement sur Xs =
I=hIo,m. On note Mht l’ide´al maximal de Defht et soit X (n) := I=hIo,m ×Specκ(o) Spf(Defht /(Mht )n).
On conside`re une fonction N : N −→ N, telle que α◦N = Id, ou` α est la fonction de´finie au lemme
(I.4.3.9), de sorte que l’action de G sur X (n) se factorise a` travers G(n) := Do,h,N(n). On conside`re
ensuite Xs := J=hIo,m(N(s)) ×Specκ(o) Spf Defht de sorte que Xs −→ X est galoisien de groupe de
Galois G(s) = Do,h,N(s). On est ainsi dans les conditions d’application du the´ore`me ci-dessus d’ou`
le re´sultat suivant.
I.5.2.7. The´ore`me. — Il existe, sur I=hIo,m ⊗κ(o) κ(o), un isomorphisme canonique de Ql-
faisceaux
RiΨηo(Ql)TwIo,h,m,t(∞)
∼−→TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
)
ve´rifiant les proprie´te´s suivantes
(1) si x est un point ge´ome´trique de I=hIo,m et si x(∞) = (x(s))s est un syste`me projectif de
points de J=hIo,m(s) au dessus d’un point x de I=hIo,m, on a un isomorphisme
(TwIo,h,m,t(∞))x −→ (I=hIo,m ×Specκ(o) Spf Defht )x.
Par le the´ore`me de changement de base lisse le faisceaux des cycles e´vanescents sur
I=hIo,m ×Specκ(o) Spf Defht est le faisceau constant Ψ˜h,iFo,t. On en de´duit donc un isomorphisme
fx(∞) : Ψ˜
h,i
Fo,t
−→ RiΨηo(Ql)Twh,m,t(∞)x .
De meˆme la donne´e de x(∞), donne un isomorphisme
hx(∞) : Ψ˜
h,i
Fo,t
−→ (TwistJ=h
Io,m
(∞) Ψ˜
h,i
Fo,t
)x
et l’on a le diagramme commutatif
(RiΨηo(Ql)TwIo,h,m,t(∞))x
∼ //

(TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
))x
RiΨηo(Ql)TwIo,h,m,t(∞)x Ψ˜
h,i
Fo,t
hx(∞)
OO
fx(∞)
oo
(2) l’action par correspondances d’un e´le´ment
(g∞,o, geto , g
c
o) ∈ (D∞,oA )× ×GLd−h(Fo)×GLh(Fo)
sur RiΨηo(Ql)TwIo,h,m,t(∞) donne par l’isomorphisme de l’e´nonce´, une action par correspon-
dances sur TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
) qui de´coule de l’action naturelle par correspondances d’un
e´le´ment
(g∞,o, geto , (g
c
o, σo, δo)) ∈ (D∞,o)×/K∞,oA,I ×GLd−h(Fo)× N˜o
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(16) sur le produit J =hIo,m(s) × Spf Defht ou` l’on rappelle que (gco, σo, δo) ∈ N˜o agit diagonale-
ment.
De´monstration. — Pour montrer que les correspondances de Hecke se de´crivent comme indique´
au point (2), il suffit de travailler sur les germes aux points ge´ome´triques de I=hIo,m en remarquant
que les diagrammes suivant sont commutatifs, cf. la proposition (I.4.3.3) :
Ψh,iFo,t′
(t(gco)
−1,δo,σo)

fx
Jo,m′
(∞)
// RiΨηo(Ql)TwJo,h,m′,t′ (∞)xJo,m′
(g∞,o,geto ,(g
c
o,δo,σo))

Ψh,iFo,t
f(g∞,o,geto ,(gco,δo,σo))xJo,m′ (∞) // RiΨηo(Ql)TwIo,h,m,t(∞)xIo,m
Ψh,iFo,t′
(t(gco)
−1,δo,σo)

hxJo,m′(∞) // (TwistJ=h
Jo,m′
(∞)Ψ
h,i
Fo,t′
)xjo,m′
(g∞,o,geto ,(g
c
o,δo,σo))

Ψh,iFo,t
h(g∞,o,geto ,(gco,δo,σo))xJo,m′ (∞) // (TwistJ=h
Io,m
(∞)Ψ
h,i
Fo,t
)xIo,m
ou` δo est un e´le´ment quelconque de D
×
o,h tel que (g
c
o, δo, σo) ∈ N˜o, et Jo, Io, m,m′, t, t′ sont comme
au paragraphe (I.4.3), avec
(g∞,o, geto , (g
c
o, δo, σo))(xJo,m′(∞)) = xIo,m(∞).
I.5.2.8. Corollaire. — Il existe un isomorphisme canonique
RiΨηo(Ql)IˆIo,=h,m(t) −→ TwistJ=hIo,m(∞)(Ψ˜
h,i
Fo,t
)
tel qu’en tout point ferme´ x de I=hIo,m, le diagramme suivant soit commutatif
(RiΨηo(Ql)IˆIo,=h,m(t))x
// (TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
))x
Ψ˜h,iFo,t
Id //
jx(∞)
OO
Ψ˜h,iFo,t
hx(∞)
OO
ou` les fle`ches verticales de´pendent du choix d’un point ferme´ x(∞) de J=hIo,m(∞) au dessus de x. En
outre ces isomorphismes sont compatibles aux correspondances de Hecke associe´es aux e´le´ments de
(D∞,oA )
××GLd−h(Fo)×GLh(Fo)×WFo de la manie`re suivante : si (g∞,o, geto , gco) est un e´le´ment
de (D∞,oA )
××GLd−h(Fo)×GLh(Fo), qui induit donc, en particulier, une correspondance de Hecke
[g] sur I=hIo,m, on a le diagramme commutatif suivant
([g], (Frdeg σoo )
∗)∗RiΨηo(Ql)IˆIo,=h,m′(t′)
(g∞,o,geto ,g
c
o,σo) //

RiΨηo(Ql)IˆIo,=h,m(t)

([g], (Frdegσoo )
∗)∗ TwistJ=h
Io,m′
(∞)(Ψ˜
h,i
Fo,t′
)
σ∗o◦(g
∞,o,geto ,g
c
o,σo)
// TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
)
(16)le re´sultat ne de´pend pas du choix de δo
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ou` l’action de (g∞,o, geto , g
c
o, σo) sur TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
) est pre´cise´e au point (2) du the´ore`me
pre´ce´dent.
De´monstration. — La de´monstration de´coule directement du re´sultat pre´ce´dent et de la propo-
sition (I.4.3.4) notamment la description des correspondances de Hecke se montre comme dans
la preuve du the´ore`me ci-dessus. On peut toutefois en donner une preuve directe a` partir de la
proposition (I.4.3.7). D’apre`s le the´ore`me 4.1 de [4], pour tout entier r, on peut choisir un entier
N , tel que deux morphismes de sche´ma formels sur Oˆnro
Spf Defht [[X1, · · · , Xh]] −→ Spf Defht
qui co¨ıncide sur Spf(Defht /(Mht )N )[[X1, · · · , Xh]], induisent la meˆme application sur les cycles
e´vanescents du faisceau constant Z/lrZ. De la proposition (I.4.3.7), on en de´duit donc un mor-
phisme
fs : R
iΨηo(Z/l
rZ)Ss×Spec κ(o)Spf Defht = Ψ˜
h,i
Fo,t
−→ RiΨηo(Z/lrZ)Sˆs
tel que pour tout point ferme´ x(∞) de J =hIo,m(∞), le morphisme
Ψ˜h,iFo,t −→ (RiΨηo(Z/lrZ)Sˆs)xs
est le morphisme jx(∞), c’est en particulier un isomorphisme. Ce dernier se descend en un isomor-
phisme
TwistJ=h
Io,m
(s) Ψ˜
h,i
Fo,t
−→ RiΨηo(Z/lrZ)IˆIo,=h,m(t)
tel qu’en tout point ferme´ x(∞) de J =hIo,m(∞) au dessus d’un point x de I=hIo,m, on ait le diagramme
commutatif suivant
(TwistJ=h
Io,m
(s) Ψ˜
h,i
Fo,t
)x
// (RiΨηo(Z/l
rZ)IˆIo,=h,m(t))x
Ψ˜h,iFo,t
Id //
hx(∞)
OO
Ψ˜h,iFo,t
jx(∞)
OO
ou` les fle`ches verticales de´finies plus haut, de´pendent du choix de x(∞). En travaillant au niveau
des germes, on voit que ces isomorphismes sont compatibles lorsque r varie, de sorte que l’on peut
les recoller en un isomorphisme ve´rifiant les proprie´te´s de l’e´nonce´.
I.5.3. Syste`mes locaux d’Harris-Taylor. — Soit τo une repre´sentation admissible irre´ductible
de D×o,h. L’espace que l’on souhaite e´tudier est le (GLh(Fo)×WFo)-module
HomD×o,h
(τo,Uh,iFo ) = U
h,i
Fo
(τo) ≃ Ψh,iFo (τo) := HomD×o,h(τo,Ψ
h,i
Fo
)
ou de manie`re e´quivalente leur version avec un tilde,
˜Uh,iFo (τo) qui de´signe l’espace Uh,iFo (τo) muni
de l’action tordue de GLh(Fo)×Wo par gco 7→ t(gco)−1.
I.5.3.1. De´finition. — Soit τo une repre´sentation irre´ductible de D
×
o,h, sa restriction a` D×o,h est
une somme de repre´sentations irre´ductibles
ρo,1 ⊕ · · · ⊕ ρo,eτo
et on notera eτo le nombre de celles ci. E´tant donne´e une repre´sentation irre´ductible ρo de D×o,h,
soient alors τo et τ
′
o des sous-repre´sentations irre´ductibles de l’induite de D×o,h a` D×o,h de ρo :
d’apre`s la re´ciprocite´ de Frobenius, ce sont exactement celles telles que leur restriction a` D×o,h
contienne ρo. On en de´duit alors que τo et τ
′
o sont inertiellement e´quivalentes, i.e. τ
′
o ≃ τo ⊗ ξo
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avec ξo : δ 7→ xv(det δ) pour x ∈ Q×l . On note Ch l’ensemble des classes d’e´quivalences inertielles
des repre´sentations admissibles et irre´ductibles du groupe D×o,h.
I.5.3.2 — Pour tout τo, on a un morphisme naturel de No-modules :
Ψh,iFo (τo)⊗ τo −→ Ψ
h,i
Fo
qui envoie f ⊗ v sur f(v). On note Ψh,iFo [τo] l’image de ce morphisme et soit Ψh,iFo,m[τo] la pre´image
de Ψh,iFo [τo] dans Ψ
h,i
Fo,m
. Le sous-module Ψh,iFo [τo] ne de´pend que de la classe d’e´quivalence inertielle
de τo. Le groupe D×o,h e´tant compact, on a
Ψh,iFo =
⊕
τo∈Ch
Ψh,iFo [τo]
I.5.3.3 — Soit eτo le nombre de composantes irre´ductibles de (τo)|D×o,h
; c’est aussi le nombre de
caracte`re ξ : Z −→ Q×l tels que τo ≃ τo ⊗ (ξ ◦ val ◦ det). Comme Πho,h est dans le centre de D×o,h,
eτo divise h. Soit ∆τo un ensemble d’e´le´ments de D
×
o,h tel que les congruences des val(det δ) pour
δ ∈ ∆τo forment un syste`me de repre´sentants de Z/eτoZ. On a alors le lemme suivant dont la
preuve est claire.
I.5.3.4. Lemme. — L’application
Ψh,iFo (τo)⊗ τo −→
⊕
δ∈∆τo
Ψh,iFo [τo]
δ
f ⊗ v 7→ (f(δ−1v))δ
ou` Ψh,iFo [τo]
δ est l’espace Ψh,iFo [τo] muni de la structure de No-module ou` (g, d, w) agit via
(g, δ−1dδ, w), est un isomorphisme de No-modules.
I.5.3.5. Lemme. — Soit Fτo,1 le syste`me local sur M=hI,so,1 associe´ a` τo et au reveˆtement d’Igusa
de seconde espe`ce. On a alors un isomorphisme naturel de (D∞,oA )
××GLd−h(Fo)×GLh(Fo)×WFo-
modules
(TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
))h ≃
⊕
τo∈Ch
(Fτo,1 ⊗ ˜Ψh,iFo,t(τo))h/eτo
De´monstration. — D’apre`s le lemme pre´ce´dent, on a
TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
) =
⊕
τo∈Ch
TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
[τo])
et
Fτo,1 ⊗ ˜Ψh,iFo,t(τo) ≃
⊕
δ∈∆τo
TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
[τo]
δ)
D’apre`s le point (2) du the´ore`me (I.5.2.7), tous les TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
[τo]
δ) sont isomorphes en
tant que (D∞,oA )
× ×GLd−h(Fo)×GLh(Fo)×WFo -modules, d’ou` le re´sultat.
Remarque : Pour tout t 6 t′ 6∞, on a
TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
) = (TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t′
))Ko,t
TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t
[τo]) = (TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo,t′
[τo]))
Ko,t
ou` l’on rappelle que Ko,t = Ker(GLh(Oo) −→ GLh(Oo/Mto)).
D’apre`s le corollaire (I.5.2.8) et le the´ore`me (I.5.2.7), on en de´duit le re´sultat suivant.
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I.5.3.6. Proposition. — (i) (RiΨηo(Ql)I=h
Io,m
)h est isomorphe a`⊕
τo∈Ch
(Fτo,1 ⊗ ˜Uh,iFo,m(τo))h/eτo .
(ii) L’action de (D∞,oA )
××GLh(Fo)×GLd−h(Fo)×WFo sur lim←−
m
I=hIo,m par les correspondances
de Hecke, induit des morphismes (g∞,o × gco × geto × σo) :
(g∞,o,Frobval(det g
c
o)+degσo
o , g
et
o )
∗RiΨηo(Ql)I=h
Io,m
−→ RiΨηo(Ql)I=h
Jo,m′
(pour m,m′ et Io, Jo convenables) qui induisent par (i) le morphisme⊕
τo∈Ch
[(Frobdeg σoo )
∗ ◦ (g∞,o, geto , (gco, δo, σo))∗](Fτo,1 ⊗ ˜Uh,iFo,m(τo))
(σ∗o◦(g
∞,o,geto ,g
c
o)⊗(g
c
o,δo,σo))
⊕
τo∈Ch
(Fτo,1 ⊗ ˜Uh,iFo,m′(τo))
ou` δo est un e´le´ment quelconque de D
×
o,h tel que (g
c
o, δo, σo) ∈ N˜o (17)
(iii) on a
RiΨηo(Ql)I=h
Io,m
≃ (TwistJ=h
Io,m
(∞)(Ψ˜
h,i
Fo
))1+̟
m
o Mh(Oo).
I.5.3.7. Remarques. — (i) Les syste`mes locaux Fτo,1 ne sont pas irre´ductibles mais plutoˆt une
somme directe de eτo syste`mes locaux irre´ductibles. La complexite´ de l’e´criture du point (i), est la
contre-partie de la simplicite´ de la description de l’action de GLd(Fo) ×Wo qui tient au fait que
l’on a fait apparaˆıtre U˜h,iFo (τo) plutoˆt que HomD×o,h(ρo, Ψ˜
h,i
Fo
) qui est seulement une repre´sentation
de N˜o ∩ (GLh(Fo)×D×o,h).
(ii) Soit Z ∼−→N˜o/D×o,h l’isomorphisme de´fini par n 7→ Πno,h. On conside`re ainsi
lim
−→
Io,n
Hjc (I=hIo,n,Fτo,1)
comme une repre´sentation de
(D∞,oA )
× ×GLd−h(Fo)× Z ou de (D∞,oA )× ×GLd−h(Fo)× (D×o,h/D×o,h)
En vertu du lemme (I.5.2.1), on en de´duit alors le corollaire suivant
I.5.3.8. Corollaire. — On a un isomorphisme canonique
Hjc (M
=h
I,so,1, R
iΨηo(Lρ∞))h ≃
⊕
τo∈Ch
(Hjc (M
=h
I,so,1,Fτo,1 ⊗ Lρ∞)⊗ ˜Uh,iFo,m(τo))h/eτo
tel que l’action de (g∞,o, gco, g
et
o , σo) ∈ (D∞,oA )× × GLh(Fo) × GLd−h(Fo) × WFo sur la limite
inductive indexe´e par les ide´aux I = IoMmo du membre de gauche, induit l’action de
(g∞,o, geto ,− val(det gco)− deg(σo))⊗ (gco, σo)
sur la limite inductive du membre de droite.
I.5.3.9. De´finition. — On note Fτo := Fτo,1×P oph,d(Fo)GLd(Fo) le faisceau sur M=hI,so induit par
Fτo,1.
On de´duit du corollaire pre´ce´dent la proposition suivante dont la proposition (II.2.9) nous
permettra au paragraphe suivant de donner le cas Iwahori du the´ore`me local.
(17)On rappelle que N˜o est le noyau de (go, do, co) ∈ GLh(Fo) × D
×
o,h
×WFo 7→ val(det gorn(do)cl(co)) ∈ Z, on
peut par exemple prendre δo = Π
−deg σo−val(det g
c
o)
o,h
, ou` Πo,h est une uniformisante de Do,h telle que Π
h
o,h
= ̟o.
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I.5.3.10. Proposition. — Soient 1 6 lg < d, πo une repre´sentation irre´ductible cuspidale de
GLg(Fo) et Πl une repre´sentation de GLlg(Fo). Pour 1 6 i 6 l et pour tout j,
lim
→
I
Hjc (M
=lg
I,so
,FJL−1(Stl(πo)) ⊗ Lρ∞)⊗Πl ⊗ Lg(πo)
est muni d’une action naturelle de (D∞,oA )
××Plg,d(Fo)op×Wo telle que (g∞,o, gco× geto , co) agisse
via l’action naturelle de (g∞,o,− val(det(gco)) − deg(co)) ∈ (D∞,oA )× × Z et celle de (gco, co) sur
Πl ⊗ Lg(πo). Cet espace, en tant que repre´sentation de GLd(Fo)×Wo est alors de la forme⊕
ξ
(Ind
GLd(Fo)
P oplg,d(Fo)
Πl ◦ ξ(val(det))⊗ πξ)⊗ Lg(πo ◦ ξ(val(det)))
ou` ξ de´crit les caracte`res Z −→ Q×l et πξ est une repre´sentation de GLd−lg(Fo).
De´monstration. — Le faisceau FJL−1(Stl(πo)) e´tant induit a` partir de FJL−1(Stl(πo)),1 on a :
lim
→
I
Hjc (M
=lg
I,so
,FJL−1(Stl(πo)) ⊗ Lρ∞ ⊗Πl)⊗ Lg(πo)) ≃
Ind
GLd(Fo)
P oplg,d(Fo)
lim
→
I
Hjc (M
=lg
I,so,1
,FJL−1(Stl(πo)),1 ⊗ Lρ∞ ⊗Πl)⊗ Lg(πo) (I.5.3.3)
tel que l’action de ((gco, g
et
o ), co) ∈ Plg,d(Fo)op × Wo sur le membre de droite de (I.5.3.3), soit
donne´e par l’action de (geto ,− val(det gco)− deg(co))× (gco, co) ∈ GLd−lg(Fo)× Z×GLlg(Fo)×Wo
ou` lim
→
I
Hjc (M
=lg
I,so,1
,FJL−1(Stl(πo)) ⊗ Lρ∞) (resp. Πl ⊗ Lg(πo)) est vue comme un GLd−lg(Fo) × Z-
module (resp. GLlg(Fo)×Wo-module). Le re´sultat de´coule alors de l’e´criture
lim
→
I
Hjc (M
=lg
I,so,1
,FJL−1(Stl(πo)) ⊗ Lρ∞) ≃
⊕
ξ
ξ ⊗ πξ
ou` ξ de´crit les caracte`res Z −→ Q×l et ou` πξ est une repre´sentation de GLd−lg(Fo), a` priori
re´ductible.
I.6. Equations formelles des varie´te´s d’Igusa de seconde espe`ce
On propose de donner au niveau des comple´te´s formels des e´quations explicites du reveˆtement
d’Igusa de seconde espe`ce, qui fournissent les syste`mes locaux Fτo associe´s a` une repre´sentation
irre´ductible τo de D
×
o,d.
I.6.1. Lemme. — Soit z un point ge´ome´trique de Mh
′
Io,so
avec h′ > h. Le reveˆtement J=hIo,0 −→
M=hIo,so donne au dessus du comple´te´ formel Def
h′d−h′;h
0 de M
h
Io,so
en z, une extension
Defh
′,d−h′;=h
0 →֒ Jh
′,d−h′;=h
0 (s)
qui provient d’une extension Defh
′;=h
0 −→ Jh
′;=h
0 (s) ; i.e. J
h′,d−h′;=h
0 (s) est isomorphe a`
Jh
′;=h
0 (s)⊗ˆDefh′;=h0 Def
h′,d−h′;=h
0
ou` l’on rappelle que Defh
′,d−h′;=h
0 = Def
h′;=h
0 [[w
0
1 , · · · , w0d−h′ ]].
De´monstration. — Par de´finition des varie´te´s d’Igusa de seconde espe`ce (cf. le paragraphe (I.4.1)),
l’extension Defh
′,d−h′;=h
0 →֒ Jh
′,d−h′;=h
0 (s) est donne´e par la rigidification a` l’ordre s de la partie
connexe du Oo-module de Dieudonne´ universel sur Defh
′,d−h′;=h
0 . Le re´sultat de´coule alors de la
forme de ce Oo-module de Dieudonne´ sur Defh
′,d−h′;=h
0 donne´e a` la proposition (9.9.1) de [5].
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I.6.0.11 — Soit alors z un point ge´ome´trique de M=h
′
Io,so
avec h′ > h. Le comple´te´ de l’anneau local
de MhIo,so en z est Def
h′,d−h′;h
0 ≃ Defh
′;h
0 [[w1, · · · , wd−h′ ]] avec Defh
′;h
0 ≃ Oˆnro [[ah, · · · , ah′−1]].
L’ouvert correspondant a` M=hIo,0 est
Defh
′,d−h′;=h
0 ≃ Defh
′;=h
0 [[w1, · · · , wd−h′ ]]
avecDefh
′;=h
0 ≃ Oˆnro ((ah))[[ah+1, · · · , ah′−1]]. D’apre`s le lemme pre´ce´dent, l’extension Defh
′;=h
0 →֒
Jh
′;=h
0 (s) est donne´e par l’e´quation
τh ◦ α = α ◦ (ahτh + · · ·+ ah′−1τh′−1 + τh′) modulo τh+m
avec α =
∑m−1
i=0 αiτ
i avec α0 non nul. On obtient alors le syste`me suivant
αp
h−1
0 = ah
αp
h
1 = α0ah+1 + α1a
p
h
· · ·
αp
h
h′−h−1 = α0ah′−1 + α1a
p
h′−2 + · · ·+ αh′−h−1ap
h′−h−1
h
αp
h
h′−h = α0 + α1a
p
h′−1 + · · ·+ αh′−hap
h′−h
h
· · ·
αp
h
m = αm−h′+h + αm−h′+h+1a
pm−h
′+h
h′−1 + · · ·+ αmap
m−1
h
On peut effectuer le changement de variable ti = αit
−pi
0 pour i > 0 avec t0 = α0. Le syste`me
pre´ce´dent s’e´crit alors
tp
h−1
0 = ah
tp
h
1 − t1 = ah+1t1−p
h+1
0
tp
h
2 − t2 = ah+2t1−p
h+2
0 + (ah+1t
1−ph+1
0 )
pt1
· · ·
tp
h
h′−h−1 − th′−h−1 = ah′−1t1−p
h′−1
0 +
∑h′−h−2
k=1 tk(ah′−1−kt
1−ph
′−1−k
0 )
pk
tp
h
h′−h − th′−h = t1−p
h′
0 +
∑h′−h−1
k=1 tk(ah′−kt
1−ph
′−k
0 )
pk
tp
h
h′−h+1 − th′−h+1 = t1tp−p
h′+1
0 +
∑h′−h−1
k=1 th′−h+1−k(ah+kt
1−ph+k
0 )
ph
′−h+1−k
· · ·
tp
h
s − ts = ts−h′+htp
s−h′+h−ps+h
0 +
∑h′−h−1
k=1 ts−k(ah+kt
1−ph+k
0 )
ps−k
Pour i 6 h′ − h (resp. i > h′ − h), on peut e´liminer dans le membre de droite de l’e´quation dont
le membre de gauche est tp
h
i − ti, les termes t1−p
h+k
0 ah+k pour k < i (resp. 1 6 k 6 h
′ − h− 1 et
t1−p
h′
0 ) ; on obtient alors le syste`me suivant :
tp
h−1
0 = ah
tp
h
1 − t1 = ah+1t1−p
h+1
0
tp
h
2 − t2 = ah+2t1−p
h+2
0 + r2
· · ·
tp
h
h′−h−1 − th′−h−1 = ah′−1t1−p
h′−1
0 + rh′−h−1
tp
h
h′−h − th′−h = t1−p
h′
0 + rh′−h
tp
h
h′−h+1 − th′−h+1 = rh′−h+1
· · ·
tp
h
s − ts = rs
avec ri ∈ Fq[[t1, · · · , ti−1]] pour 1 6 i 6 s de´finis par les relations suivantes :
– r1 = 0 et pour 2 6 i 6 h
′ − h, ri =
∑i−1
k=1 ti−k(t
ph
k − tk − rk)p
i−k
;
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– pour i > h′ − h, ri =
∑h′−h
k=1 ti−k(t
ph
k − tk − rk)p
i−k
.

CHAPITRE II
GROUPES DE COHOMOLOGIE DU MODE`LE LOCAL : CAS
IWAHORI
Introduction
0.1. — On commence par des rappels sur les induites paraboliques d’apre`s [24]. Les paraboliques
que l’on conside`re sont les paraboliques oppose´s aux paraboliques standards. On s’inte´resse tout
particulie`rement aux repre´sentations elliptiques, d’apre`s une terminologie de Dat, i.e. aux sous-
quotients irre´ductibles de l’induite normalise´e du parabolique P opg,2g,··· ,sg(Fo) a` GLsg(Fo),
πo(
s− 1
2
)× · · · × πo(1− s
2
)
ou` πo est une repre´sentation irre´ductible cuspidale de GLg(Fo), celles-ci seront dites de type πo.
Ainsi on notera [
←−−−
s− 1]πo (resp. [
−−−→
s− 1]πo) l’unique quotient (resp. sous-espace) irre´ductible de
cette induite, note´ plus habituellement Sts(πo) (resp. Spehs(πo)). On rappelle que d’apre`s [24],
ces sous-quotients irre´ductibles sont parame´tre´s par les orientations ~Γs du graphe line´aire complet
a` s sommets
Γs : ◦ s−12 − ◦ · · · − ◦ 1−s2
E´tant donne´es deux repre´sentations π1 et π2, elliptiques de type πo, de respectivement GLs1g(Fo)
et GLs2g(Fo), les induites normalise´es du parabolique P
op
s1g,(s1+s2)g
(Fo) a` GL(s1+s2)g(Fo),
π1(−s2(g − 1)
2
)× π2(s1(g − 1)
2
) et π1(−s2(g + 1)
2
)× π2(s1(g + 1)
2
)
sont de longueur 2, chacun des constituant e´tant une repre´sentation elliptique de type πo, dont
l’orientation de Γs1+s2 est une des deux qui prolonge celle du graphe partiellement oriente´ obtenu
par la concate´nation du graphe de π1 avec celui de π2 (resp. du graphe de π2 avec celui de π1)
~Γs :
~Γs1︷ ︸︸ ︷◦ ←− ◦ · · · → ◦ ←→ ~Γs2︷ ︸︸ ︷◦ → ◦ · · · ◦
(resp. ~Γs :
~Γs2︷ ︸︸ ︷◦ ←− ◦ · · · → ◦ ←→ ~Γs1︷ ︸︸ ︷◦ → ◦ · · · ◦)
On notera alors ces induites sous la forme π1
−→×π2 (resp. π1←−×π2). Ces notations sont compatibles
au calcul des foncteurs de Jacquet pour les paraboliques oppose´s au paraboliques standards tandis
qu’elles sont inversement oriente´es pour les foncteurs de Jacquet pour les paraboliques standards,
cf. §II.1.2.
0.2. — On donne ensuite une preuve, the´ore`me (II.2.5), de (IV.3.1.1) pour les repre´sentations
qui ont des vecteurs invariants sous le sous-groupe d’Iwahori standard Iwo, i.e. les repre´sentations
elliptiques de type 1o. Par un argument d’accouplement cohomologique, proposition (II.2.2), on
obtient le re´sultat pour les repre´sentations elliptiques de type ξo, ou` ξo est un caracte`re de (Ql)×.
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Pour prouver le cas Iwahori, on utilise que Defdst := (Def
d
n)
Iwo /Ko,n muni de son morphisme
structurel, est semi-stable (cf. la proposition (II.2.3)) et posse`de une interpre´tation modulaire tre`s
simple en termes de drapeaux (cf. (II.2.4)). On dispose alors d’une description explicite du com-
plexe des cycles e´vanescents associe´, rappele´e au the´ore`me (II.2.6), et on en de´duit en particulier
au corollaire (II.2.7) que pour toute repre´sentation irre´ductible τo de D
×
o,d, (Ψ
d,i
Fo
(τo))
Iwo est un
Ql-espace vectoriel de dimension le coefficient binomial (
i
d−1 ), qui est pur de poids 2i. Le reste de
la preuve est alors purement combinatoire a` partir de la proposition (II.2.9).
II.1. Rappels sur les repre´sentations de GLd(Fo)
Tous les e´nonce´s ainsi que leur preuve peuvent eˆtre trouve´s dans [24].
II.1.1. Induites paraboliques. —
II.1.1.1. De´finition. — Pour une suite 0 < r1 < r2 < · · · < rk = d, on note Pr1,r2,··· ,rk le sous-
groupe parabolique deGLd standard associe´ au sous-groupe de LeviGLr1(Fo)×GLr2−r1(Fo)×· · ·×
GLrk−rk−1(Fo) et soit P
op
r1,··· ,rk le parabolique oppose´ dont on note N
op
r1,··· ,rk le radical unipotent.
II.1.1.2 — Soient π1 et π2 des repre´sentations de respectivement GLn1(Fo) et GLn2(Fo) ; on note
selon la coutume, π1 × π2 l’induite parabolique
π1 × π2 := IndGLn1+n2(Fo)P opn1,n1+n2(Fo) π1(−n2/2)⊗ π2(n1/2)
Remarque : Le symbole × est associatif, i.e. π1 × (π2 × π3) = (π1 × π2)× π3 que l’on notera donc
π1 × π2 × π3.
II.1.1.3. De´finitions. — Soit g un diviseur de d = sg et πo une repre´sentation cuspidale
irre´ductible de GLg(Fo) :
- les sous-quotients irre´ductibles de
V (πo, s) := πo(
s− 1
2
)× πo(s− 3
2
)× · · · × πo(1 − s
2
)
seront dits elliptiques de type πo ;
- V (πo, s) posse`de un unique quotient (resp. sous-espace) irre´ductible que l’on notera
[
←−−−
s− 1]πo (resp. [
−−−→
s− 1]πo);
c’est une repre´sentation de Steinberg (resp. de Speh) ge´ne´ralise´e note´e habituellement Sts(πo)
(resp. Spehs(πo) ;
- pour π1 et π2 des repre´sentations respectivement de GLl1g(Fo) et GLl2g(Fo), on notera
π1
−→×π2 (resp. π1←−×π2)
l’induite parabolique π1(l2/2)× π2(−l1/2) (resp. π1(−l2/2)× π2(l1/2)).
La proprie´te´ habituelle de transitivite´ des induites paraboliques donne le lemme suivant.
II.1.1.4. Lemme. — Pour (πi)16i63 des repre´sentations de GLlig(Fo), on a les e´galite´s suiv-
antes :
(π1
−→×π2)∨ ≃ π∨1←−×π∨2
(π1
−→×π2)−→×gπ3 = π1−→×(π2−→×π3)
(π1
←−×π2)←−×gπ3 = π1←−×(π2←−×π3)
En outre si π1 et π2 sont elliptiques de type πo, il en est de meˆme de π1
−→×π2 et donc de π1←−×π2.
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Remarque : Pour π1, π2 et π3 des repre´sentations elliptiques de type πo, on a aussi
π1
−→×(π2←−×π3) = π2←−×(π1−→×π3)
En effet d’apre`s [24], on a π1 × π2 ≃ π2 × π1 si les supports cuspidaux de π1 et π2 sont disjoints
(1).
II.1.1.5. Proposition-De´finition. — Pour g un diviseur de d = sg et πo une repre´sentation
irre´ductible cuspidale de GLg(Fo), on a pour 1 6 l 6 s :
- [
←−−
l− 1]πo−→× [
−−−−−→
s− l − 1]πo (resp. [
−−→
l − 1]πo−→× [
←−−−−−
s− l − 1]πo) est de longueur 2 ; on notera
[
←−−
l − 1,−−→s− l]πo (resp. [
−→
l ,
←−−−−−
s− l − 1]πo)
son unique sous-espace irre´ductible, et
[
←−
l ,
−−−−−→
s− l − 1]πo (resp. [
−−→
l − 1,←−−s− l]πo)
son unique quotient irre´ductible ;
- par dualite´ [
←−−
l − 1]πo←−× [
−−−−−→
s− l − 1]πo (resp. [
−−→
l − 1]πo←−× [
←−−−−−
s− l − 1]πo) est de longueur 2 avec
[
−−−−−→
s− l − 1,←−l ]πo (resp. [
←−−
s− l,−−→l − 1]πo)
pour unique sous-espace irre´ductible et
[
−−→
s− l,←−−l − 1]πo (resp. [
←−−−−−
s− l − 1,−→l ]πo)
pour unique quotient irre´ductible ;
- on notera ⌊π⌋ (resp. ⌈π⌉) l’unique, s’il existe, sous-espace (resp. quotient) irre´ductible de π.
Pour π1 et π2 des repre´sentations irre´ductibles elliptiques de type πo, π1
−→×π2 et π1←−×π2 ont
un unique sous-espace et un unique quotient irre´ductible et on a :
⌊π1−→×π2⌋ = ⌈π∨2←−×π∨1 ⌉∨
⌈π1−→×π2⌉ = ⌊π∨2←−×π∨1 ⌋∨
Pour π3 une troisie`me repre´sentation irre´ductible elliptique de type πo, on a
⌊⌊π1−→×π2⌋−→×π3⌋ = ⌊π1−→×⌊π2−→×π3⌋⌋ = ⌊π1−→×π2−→×π3⌋
⌈⌈π1−→×π2⌉−→×π3⌉ = ⌈π1−→×⌈π2−→×π3⌉⌉ = ⌈π1−→×π2−→×π3⌉
- Soient r > 1 et Γs = (ai, ǫi)16i6r tel que les ai sont des entiers strictement positifs avec
s − 1 = a1 + · · · + ar et ǫi = ±1 ; on notera Γs sous la forme (←−a1, · · · ,−→ar) ou` pour tout i
la fle`che au dessus de ai est
←−ai (resp. −→ai ) si ǫi = −1 (resp. ǫi = 1). On associe a` Γs un
sous-quotient irre´ductible [Γs] de V (s, πo) que l’on note aussi sous la forme [
←−a1, · · · ,−→ar ]πo .
On convient par ailleurs des e´galite´s suivantes :
[· · · ,←−a ,←−b , · · · ]πo = [· · · ,
←−−−
a+ b, · · · ]πo [· · · ,−→a ,
−→
b , · · · ]πo = [· · · ,
−−−→
a+ b, · · · ]πo
D’apre`s [24], on obtient alors une bijection, modulo les identifications ci-dessus, entre les
sous-quotients irre´ductibles de V (s, πo) et l’ensemble des [Γ
s] telle que l’on ait les relations
suivantes :
⌊[· · · ,←→a ]πo−→× [
←→
b , · · · ]πo⌋ = [· · · ,←→a ,
−→
1 ,
←→
b , · · · ]πo
⌈[· · · ,←→a ]πo−→× [
←→
b , · · · ]πo⌉ = [· · · ,←→a ,
←−
1 ,
←→
b , · · · ]πo
⌊[· · · ,←→a ]πo←−× [
←→
b , · · · ]πo⌋ = [· · · ,
←→
b ,
←−
1 ,←→a , · · · ]πo
⌈[· · · ,←→a ]πo←−× [
←→
b , · · · ]πo⌉ = [· · · ,
←→
b ,
−→
1 ,←→a , · · · ]πo
ou` ←→c de´signe arbitrairement ←−c ou −→c .
(1)En fait loc. cit. donne un crite`re plus pre´cis ; dans le cas ou` π1 et π2 sont irre´ductibles, il faut et il suffit que
leurs supports cuspidaux ne soient pas lie´s.
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II.1.1.6. Remarque. — Dans [24], (←−a1, · · · ,−→ar) est repre´sente´ sous la forme
◦ s−12 ←− ◦ · · · ◦ ←− · · · ◦ → ◦ 1−s2
ou` les a1 premie`res fle`ches vont dans le sens de la fle`che au dessus de a1, les a2 suivantes dans le
sens de la fle`che au dessus de a2 ... Ainsi graphiquement on a
[Γs11 ]
−→× [Γs22 ] :
Γ
s1
1︷ ︸︸ ︷◦ ←− ◦ · · · → ◦ ←→ Γ
s2
2︷ ︸︸ ︷◦ → ◦ · · · ◦
(resp. [Γs11 ]
←−× [Γs22 ] :
Γ
s2
2︷ ︸︸ ︷◦ ←− ◦ · · · → ◦ ←→ Γ
s1
1︷ ︸︸ ︷◦ → ◦ · · · ◦)
Exemples : la repre´sentation cuspidale irre´ductible πo de GLg(Fo) e´tant fixe´, avec nos notations,
on a :
[
←−−−
s− 1]πo = ⌊
s︷ ︸︸ ︷
[
−→
0 ]πo
←−× · · ·←−× [−→0 ]πo⌋ = ⌈
s︷ ︸︸ ︷
[
←−
0 ]πo
−→× · · · −→× [←−0 ]πo⌉
[
−−−→
s− 1]πo = ⌊
s︷ ︸︸ ︷
[
←−
0 ]πo
−→× · · · −→× [←−0 ]πo⌋ = ⌈
s︷ ︸︸ ︷
[
−→
0 ]πo
←−× · · ·←−× [−→0 ]πo⌉
[
←−−
l − 1,−−→s− l]πo = ⌊[
←−−
l − 1]πo−→× [
−−−−−→
s− l − 1]πo⌋ = ⌈[
←−−
l − 2]πo−→× [
−−→
s− l]πo⌉
= ⌈[−−−−−→s− l − 1]πo←−× [
←−−
l − 1]πo⌉ = ⌊[
−−→
s− l]πo←−× [
←−−
l− 2]πo⌋
Notation : Dans la suite [
←−→
s− 1]πo de´signera une repre´sentation elliptique quelconque de type πo
de GLsg(Fo).
II.1.2. Foncteur de Jacquet. — Soit P = MN un parabolique de GLd de Le´vi M et de
radical unipotent N .
II.1.2.1. De´finition. — Pour π une repre´sentation admissible de GLd(Fo), l’espace des vecteurs
N(Fo)-coinvariants est stable sous l’action de M(Fo) ≃ P (Fo)/N(Fo). On notera JN (π) cette
repre´sentation tordue par δ
−1/2
P .
II.1.2.2. Lemme. — Soit g un diviseur de d = sg et πo une repre´sentation irre´ductible cuspidale
de GLg(Fo). Pour 1 6 h 6 d, le foncteur de Jacquet ve´rifie les proprie´te´s suivantes :
– si g ne divise pas h, alors
JNop
h,d
([
←−−−
s− 1]πo) = JNoph,d([
−−−→
s− 1]πo) = JNh,d([
←−−−
s− 1]πo) = JNh,d([
−−−→
s− 1]πo) = (0)
– si h = lg alors
JNlg,sg ([
←−−−
s− 1]πo) = [
←−−
l − 1]πo((s−l)/2) ⊗ [
←−−−−−
s− l − 1]πo(−l/2)
JNlg,sg ([
−−−→
s− 1]πo) = [
−−→
l − 1]πo((l−s)/2) ⊗ [
−−−−−→
s− l − 1]πo(l/2)
JNoplg,sg ([
←−−−
s− 1]πo) = [
←−−
l − 1]πo((l−s)/2) ⊗ [
←−−−−−
s− l − 1]πo(l/2)
JNoplg,sg ([
−−−→
s− 1]πo) = [
−−→
l − 1]πo((s−l)/2) ⊗ [
−−−−−→
s− l − 1]πo(−l/2)
De´monstration. — soit Γ = (ai, ǫi)16i6r, les re´sultats de´coulent alors des proprie´te´s suivantes que
l’on trouve dans [24] :
- JNopg,2g,··· ,sg ([Γ
s]) est de la forme πo(
1−s
2 +σ(0))⊗· · ·πo(1−s2 +σ(s−1)) ou` σ est une permutation
de l’ensemble {0, · · · , s−1} soumise a` la re`gle suivante : soit 1 6 i 6 r avec ǫi = 1 (resp. ǫi = −1) :
pour tout a1+ · · ·+ ai−1 6 r < r′ 6 a1+ · · ·+ ai alors σ−1(r) < σ−1(r′) (resp. σ−1(r) > σ−1(r′)).
(2)
(2)Autrement dit σ est compatible aux orientations des fle`ches.
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- en ce qui concerne JNg,2g,··· ,sg ([Γ
s]) la re`gle est inverse´e, i.e. σ−1(r) > σ−1(r′) (resp. σ−1(r) <
σ−1(r′)).
II.2. Preuve du cas Iwahori
On rappelle le lemme suivant :
II.2.1. Lemme. — Pour tout caracte`re ψ : Z −→ Q×l , on a un isomorphisme
U˜d,iFo (τo ⊗ (ψ ◦ val ◦ det)) ≃ U˜d,iFo (τo)⊗ (ψ ◦ dd)
ou` dd : (g, σ) ∈ GLd(Fo)×WFo −→ − val(det g)− deg(σ) ∈ Z.
Le but est alors d’e´tendre le lemme pre´ce´dent en la proposition suivante :
II.2.2. Proposition. — Pour tout caracte`re ηo de F
×
o , on a
U˜d,iFo (τo ⊗ ηo) ≃ U˜
d,i
Fo
(τo)⊗ (ηo ⊗ ηo ◦ cl−1)
en tant que (GLd(Fo)⊗Wo)-module.
De´monstration. — L’isomorphisme de l’e´nonce´ de´coule d’un accouplement cohomologique que
l’on va expliciter dans les lignes qui suivent. On conside`re la cate´gorie des faisceaux en Ql-modules
sur les espaces conside´re´s. Soit Xn l’espace rigide analytique associe´ au sche´ma formel Spf Def
d
n
sur Oˆnro muni de la topologie e´tale de Berkovich (cf. [3]) ; on note en particulier Xs (resp. Xη) sa
fibre spe´ciale (resp. ge´ne´rique). Dans loc. cit., l’auteur construit le foncteur des cycles e´vanescents
Ψη tel que pour tout faisceau F sur Xn, RqΨη(F) est le faisceau associe´ au pre´faisceau qui a` une
extension e´tale Ns → Xs associe le Ql-espace vectoriel de dimension finie Hq(Nη,F).
Ainsi pour tous faisceaux F1 et F2, on a une fle`che :
T 0 : R0Ψη(F1)⊗Ql R
0Ψη(F2) −→ R0Ψη(F1 ⊗Ql F2)
En outre e´tant donne´ un e´le´ment de No, la correspondance (c1, c2) associe´e fournit
c∗1R
0Ψη(F) −→ R0Ψη(c∗1F) −→ R0Ψη(c!2F) −→ c!2R0Ψη(F)
compatible avec T 0, c’est a` dire que le diagramme suivant est commutatif :
c∗1R
0Ψη(F1)⊗ c∗1R0Ψη(F2)
c∗1T
0
//

c∗1R
0Ψη(F1 ⊗F2)

c!2R
0Ψη(F1)⊗ c!2R0Ψη(F2)
c!2T
0
// c!2R
0Ψη(F1 ⊗F2)
D’apre`s, par exemple, [7] the´ore`me II 6.2, on en de´duit pour tout i > 0, des fle`ches
T i : R0Ψη(Ql)⊗Ql R
iΨη(Ql) −→ RiΨη(Ql)
qui, d’apre`s la commutativite´ du diagramme ci-dessus et l’unicite´ des fle`ches T i, sont compatibles
a` l’action de No, i.e. T i(ns1, ns2) = nT i(s1, s2) pour tout n ∈ No.
On fixe s ∈ R0Ψη(Ql) et on conside`re l’application
T is : R
iΨη(F) −→ RiΨη(F)
de´finie par T is(t) = T
i(s, t). Pour tout F , on ve´rifie aise´ment que T 0s est un isomorphisme, de sorte
que d’apre`s loc. cit. the´ore`me 6.2 (c), qui n’est autre qu’une application du lemme des cinq, T is
est un isomorphisme pour tout F . On note encore T i l’application
U˜d,0Fo ⊗ U˜d,iFo −→ U˜d,iFo
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En notant R0Ψ1η(Ql) les cycles e´vanescents sur Spf Def
1
n, et U˜1,0Fo la repre´sentation de F×o ×F×o ×Wo
associe´e, on rappelle que l’on a
U˜1,0Fo = ηo ⊗ ηo ⊗ ηo ◦ cl−1
La restriction de T i a`
U˜1,0Fo ⊗ U˜d,iFo −→ U˜d,iFo
est d’apre`s ce qui pre´ce`de un isomorphisme qui fournit l’isomorphisme de l’e´nonce´.
II.2.3. Proposition. — L’anneau Defdn est muni d’une action de GLd(Oo/Mno ) et on de´finit
Defdst := (Def
d
n)
Iwo /Ko,n
ou` Iwo est le sous-groupe d’Iwahori standard, i.e. l’ensemble des matrices de GLd(Oo) triangulaires
supe´rieures moduloMo. L’anneau ainsi de´fini ne de´pend pas de l’entier n > 0 choisi, il est re´gulier
et semi-stable sur Oˆnro , i.e. il existe des coordonne´es α1, · · · , αd tels que Defdst ≃ Fp[[α1, · · · , αd]]
et l’image de πo par le morphisme structural Oˆnro ≃ Fp[[πo]] −→ Defdst est e´gale a`
∏d
i=1 αi.
De´monstration. — L’inde´pendance de la de´finition de Defdst relativement a` d, de´coule simplement
du fait que Ko,n est un sous-groupe distingue´ de Iwo pour tout n > 0. Ainsi on a Def
d
st =
(Defd1)
Iwo /Ko,1 ou` Iwo /Ko,1 est isomorphe au sous-groupe des matrices triangulaires supe´rieures de
GLd(κ(o)). On rappelle en outre que Def
d
0 →֒ Defd1 repre´sente le foncteur des structures de niveau
1 sur le Oo-module formel universel sur Defd0 = Fp[[a0, · · · , ad−1]] a` savoir τd+ad−1τd−1+ · · ·+a0
ou` τ = xq ; la structure de niveau universelle sur Defd1 est donne´e par une application Fq-line´aire
ιo,1 : Fdq −→ Defd1 avec ιo,1(ei) = α1i ∈ Defd1 ou` (ei)16i6d est la base canonique de Fdq qui ve´rifient
la condition de Drinfeld
τd + ad−1τ
d−1 + · · ·+ a0 =
∏
(λi)16i6d∈κ(o)d
(X −
d∑
i=1
λiα
1
i )
Par ailleurs, on a Defd1 ≃ Fp[[α11, · · · , α1d]], l’action de M ∈ GLd(κ(o)) e´tant donne´e par la multi-
plication a` droite de M−1 sur Fdq . L’orbite sous l’action du Borel standard de GLd(Fq) de la base
canonique de Fdq est le drapeau complet
(0) ⊂ Vect(e1) ⊂ Vect(e1, e2) ⊂ · · · ⊂ Vect(e1, · · · , ed) = Fdq
Ainsi l’inclusion Defd0 →֒ Defdst repre´sente le foncteur des “drapeaux complets” du noyau Σd[πo]
de la multiplication par πo du Oo-module formel universel sur Defd0, i.e.
(0) ⊂ G1 ⊂ G2 ⊂ · · · ⊂ Gd = Σ[πo]
ou` les Gi sont des sous-Fq-modules de Σ[πo] de rang i. En posant
Pi(X) =
∏
∑
i λiα
1
i∈Gi
(X −
∑
i
λiα
1
i ),
dans Defd1[X ], on a Pi(X) = (X
q+αi)◦Pi−1(X) et donc (τ+αd)◦· · ·◦(τ +α1) = τd+ad−1τd−1+
· · ·+a0. En outre la donne´e des αi de´finit comple`tement lesGi de sorte que Defdst ≃ Fp[[α1, · · · , αd]]
avec en particulier a0 = πo =
∏d
i=1 αi.
II.2.4. Corollaire. — L’inclusion Defd0 →֒ Defdst repre´sente le foncteur des “drapeaux complets”
du noyau Σd[πo] de la multiplication par πo du Oo-module formel sur Defd0, i.e. la donne´e de sous-
Fq-modules de rang i, Gi telles que (0) ⊂ G1 ⊂ G2 ⊂ · · · ⊂ Gd = Σd[πo]. Il existe alors des
inde´termine´es αi pour 1 6 i 6 d tels que Def
d
st ≃ Fp[[α1, · · · , αd]] avec
(τ + αd) ◦ · · · ◦ (τ + α1) = τd + ad−1τd−1 + · · ·+ a0.
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II.2.5. The´ore`me. — Pour tout 0 6 i < d, on a
U˜d,iFo (1o) ≃ [
←−
i ,
−−−−−−→
d− i− 1]1o ⊗ |cl|−i
et pour g 6= 1 un diviseur de d = sg et πo une repre´sentation cuspidale de GLg(Fo), on a
(U˜d,iFo (JL−1([
←−−−
s− 1]πo))Iwo = (0)
ou` Iwo de´signe l’Iwahori standard de GLd(Oo).
De´monstration. — On raisonne par re´currence sur d ; on suppose donc le re´sultat acquis pour
tout h 6 d ce qui est ve´rifie´ pour h = 1. Commenc¸ons par rappeler un re´sultat sur les cycles
e´vanescents sur un sche´ma semi-stable.
II.2.6. The´ore`me. — (cf. [17]) Soit X −→ S = SpecOo un sche´ma semi-stable, i.e. tel que
localement pour la topologie e´tale OX est de la forme Oo[t1, · · · , td]/(πo −
∏d
i=1 ti) ; en notant
comme d’habitude Ψηo le foncteur des cycles proches, on a
RiΨηo(Ql) ≃ ΛiR1Ψηo(Ql)
R1Ψηo(Ql) ≃
d⊕
i=1
(Ql)Xs,i/(Ql diagonal)(−1)
avec Xi,s localement de´fini par ti = 0 dans la fibre spe´ciale Xs de X.
II.2.7. Corollaire. — Pour tout 0 6 i < d et toute repre´sentation irre´ductible admissible τo de
D×o,d, (Ψ
d,i
Fo
)Iwo est un Ql-espace vectoriel de dimension le coefficient binomial
(
i
d−1
)
qui est pur
de poids 2i.
De´monstration. — En effet avec les notations du the´ore`me pre´ce´dent, en tout point ge´ome´trique
z de Xs, les germes de R
iΨηo(Ql)z sont purs de poids 2i, poids inde´pendant du rele`vement choisi
pour le Frobenius. On applique le the´ore`me avec
X = Spec(Fp[α1, · · · , αd]) −→ SpecFp[πo],
l’image de πo e´tant donne´e par le produit des αi. Le the´ore`me de comparaison de Berkovich donne
alors que le i-e`me faisceau des cycles e´vanescents Ψd,iFo,st de Spf Def
d
st est pur de poids 2i. En outre
en notant πn→st : Spf Def
d
n −→ Spf Defdst, le faisceau constant Ql,st,ηo sur la fibre ge´ne´rique de
l’espace analytique Spf Defdst est isomorphe a` πn→st,ηo,∗Ql,n,ηo avec des notations e´videntes. On a
RiΨst,ηo(πn−→st,ηo,∗Ql) ≃ πn→st,so,∗RiΨn,ηo(Ql,n,ηo)
soit donc
RiΨst,ηo(Ql,st,ηo) ≃ πn→st,s,∗RiΨn,ηo(Ql,n,ηo)Iwo
Or comme les fibres spe´ciales sont re´duites a` un point, on obtient que Ψd,iFo,st ≃ (Ψd,iFo )Iwo , d’ou` le
re´sultat.
II.2.8. Lemme. — (cf. [24]) L’espace des invariants sous l’Iwahori standard de
[
←−−−
h− 1,−−−→d− h]1o
est de dimension le coefficient binomial
(
h−1
d−1
)
.
De´monstration. — D’apre`s un argument classique (cf. par exemple [5] lemme 4.7), cette dimension
est e´gale au nombre de fois que JNd([
←−
h ,
−−−−−−→
d− h− 1]1o) contient la repre´sentation triviale du tore
maximal de GLd(Fo), ou` Nd est le sous-groupe unipotent maximal du Borel standard et J est
le foncteur de Jacquet. Or d’apre`s [24], JNd([
←−
h ,
−−−−−−→
d− h− 1]1o) est la repre´sentation triviale avec
la multiplicite´ e´gale au cardinal de Λ+, le sous-ensemble de l’ensemble des permutations, cf. la
remarque (II.1.1.6), de {1, · · · , d} telles que λ(i) < λ(i+1) pour tout 1 6 i 6 h et λ(i) > λ(i+1)
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pour tout h 6 i 6 d. Le cardinal de Λ+ est alors
(
h−1
d−1
)
; en effet une fois choisi h − 1 entiers
distincts entre 2 et d, on les classe par ordre de´croissant, α1 > · · · > αh−1 ; on classe de meˆme par
ordre croissant le comple´mentaire β1 6 · · · 6 βd−h et on pose λ(i) = αi pour 1 6 i < h, λ(h) = 1,
λ(h+ i) = βi pour 1 6 i 6 d− h. On ve´rifie aise´ment que l’on de´finit bien ainsi une bijection sur
Λ+.
II.2.0.3 — On commence dans un premier temps par traquer les sous-quotients irre´ductibles de
n− IndGLd(Fo)Bop(Fo) (| − |(d−1)/2 × · · · × | − |(1−d)/2)
i.e. les repre´sentations elliptiques de type 1o. On raisonne par re´currence, le cas d = 1 correspondant
a` la the´orie de Lubin-Tate. (3)
II.2.9. Proposition. — Les repre´sentations elliptiques de type 1o de
lim
→
I
Hjc (M
=h
I,so , R
iΨηo(Ql)) = Ind
GLd(Fo)
P oph;d(Fo)
lim
→
I
Hjc (M
=h
I,so,1, R
iΨηo(Ql))
sont, avec les notations du §II.1.1, de la forme [←→t ,←−i ,−−−−−−→h− i− 1,←−−−−→d− h− t]1o ⊗ |cl|−i−t avec 0 6
t 6 d− h ; plus pre´cise´ment pour t = 0 (resp. t = d− h, resp. 0 < t < d− h) on obtient
[
←−
i ,
−−−−−−→
h− i− 1]1o−→× [
←−−−−−→
d− h− 1]1o
(resp. [
←−
i ,
−−−−−−→
h− i− 1]1o←−× [
←−−−−−→
d− h− 1]1o ,
resp. ([
←−
i ,
−−−−−−→
h− i− 1]1o−→× [
←−−−−−−−→
d− h− t− 1]1o)←−× [
←−→
t− 1]1o)
ou` par exemple l’unique quotient est de la forme
[
←−
i ,
−−−→
h− i,←−−−−−→d− h− 1]1o
(resp. [
←−−−−−→
d− h− 1,−→1 ,←−i ,−−−−−−→h− i− 1]1o ,
resp. [
←−→
t− 1,−→1 ,←−i ,−−−→h− i,←−−−−−−−→d− h− t− 1]1o).
Par cela on entend tout d’abord que dans le groupe de Grothendieck correspondant, les 2 ou 4
repre´sentations en question apparaissent simultane´ment ; ensuite de manie`re plus pre´cise, les in-
duites de l’e´nonce´ apparaissent comme sous-espace et comme quotient (quitte a` changer les fle`ches
non pre´cise´es).
De´monstration. — Elle est similaire a` celle de la proposition (I.5.3.10). Soit ξo un caracte`re (non
ramifie´) de F×o . D’apre`s l’hypothe`se de re´currence on a
U˜h,iFo (ξo) ≃ [
←−
i ,
−−−−−−→
h− i− 1]ξo ⊗ ξo(−i)
en tant que repre´sentation de GLh(Fo)×Wo. Les repre´sentations elliptiques de type 1o s’obtiennent
exclusivement comme sous-quotient des induites normalise´es
n− IndGLd(Fo)Bop(Fo) | − |i1 × · · · × | − |id
avec {i1, · · · , id} = { 1−d2 , · · · , d−12 } ou encore avec des induites non normalise´es comme les sous-
quotients de
Ind
GLd(Fo)
Bop(Fo)
| − |i1+(1−d)/2 × · · · × | − |id+(d−1)/2.
Dans le groupe de Grothendieck des repre´sentations admissibles de GLd−h(Fo) × Z, on de´coupe
lim
→
I
Hjc (M
=h
I,so
,Fξo) suivant les caracte`res χo de Z et ensuite suivant les supports cuspidaux pour
GLd−h(Fo) ce qui s’e´crit
∑
ηo,χo
ηo⊗χo ou` ηo (resp. χo) de´crit les Ql-repre´sentations irre´ductibles
(3)Le cas d = 2 est prouve´ dans [8].
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de GLd−h(Fo) (resp. Z). On en de´duit alors que pour 0 6 i 6 h− 1, lim→
I
Hjc (M
=h
I,so
, RiΨηo(Ql)) est
de la forme ∑
ξo,ηo,χo
Ind
GLd(Fo)
P oph,d(Fo)
([
←−
i ,
−−−−−−→
h− i− 1]ξo⊗χo ⊗ ηo)⊗ (ξoχo)(−i)
En ce qui concerne les repre´sentations elliptiques de type 1o, on conside`re les χo de la forme
ξ−1o (−t), ce qui donne avec les notations ci-dessus i1 = d−12 − t, · · · , ih = d−12 − h+ 1− t, d’ou` le
re´sultat.
Si on ne veut plus simplement raisonner dans le groupe de Grothendieck, on choisit ηo ⊗ χo
un sous-espace (resp. un quotient) irre´ductible du groupe de cohomologie pre´ce´dent. Le reste du
raisonnement est alors identique.
II.2.0.4 — On globalise St∞ ⊗ Sto en une repre´sentation automorphe Π de D×A telle qu’il existe
deux places distinctes de∞, o et des places de ramification Bad deD, pour lesquelles la composante
locale de Π est cuspidale ; pour l’existence d’une telle globalisation cf. par exemple [1]. D’apre`s
le the´ore`me (14.12) de [19], la composante isotypique Hiηo [Π
∞] est nulle pour i 6= d − 1 et pour
i = d − 1 elle est isomorphe, en tant que repre´sentation du groupe de Weil-Deligne local en o, a`
Sp(d)⊗|cl|(1−d)/2 ou` Spd est la repre´sentation spe´ciale i.e. Sp(d) = Ql((1−d)/2)⊕· · ·⊕Ql((d−1)/2)
en tant que repre´sentation de Wo avec l’action de la monodromie donne´e par N : Ql(k/2) ≃
Ql(k/2 + 1).
(4)
II.2.10. Proposition. — Pour tout 0 6 i < d, [
←−−−
d− 1]1o ⊗ |cl|−i est un sous-quotient de
[lim
→
I
Hi(MI,so , R
d−1−iΨηo(Ql))][Π
∞].
De´monstration. — On utilise simplement que pour un sche´ma a` re´duction semi-stable, la filtration
aboutissement de la suite spectrale des cycles e´vanescents co¨ıncide avec la filtration des noyaux (cf.
[17]) ; le re´sultat de´coule alors directement de la description de la cohomologie ge´ne´rique donne´e
dans [19].
II.2.11. Lemme. — Soit h0 le plus grand (s’il existe) 0 < h 6 d tel qu’il existe t, j pour lesquels
[
←→
t ,
←−
i ,
−−−−−−−−−→
d− h− i− 1,←−→h− t]1o ⊗ |cl|−i−t
est un sous-quotient de lim
→
I
Hjc (M
=d−h
I,so
, RiΨηo(Ql))[Π
∞]. Alors pour tout h′ > h0,
[
←→
t ,
←−
i ,
−−−−−−−−−−→
d− h0 − i− 1,←−−→h0 − t]1o ⊗ |cl|−i−t
n’est pas un sous-quotient de lim
→
I
Hj+1c (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞].
De´monstration. — Si π1o ⊗ |cl|−i−t est un sous-quotient de
lim
→
I
Hj+1c (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞]
pour π1o une repre´sentation elliptique de type 1o, pour h
′ > h0 alors pour des raisons de poids π1o
est, d’apre`s la proposition (II.2.9) de la forme [
←→
t ,
←−
i ,
−−−−−−−−−→
d− h′ − i− 1,←−−→h′ − t]1o . On conclut alors
par la maximalite´ de h0.
(4)Dans le contexte de [14], ce re´sultat est prouve´ dans [23].
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II.2.12. Lemme. — Pour tout h′ < h et tout 0 6 t < h (resp. t = h),
[
←→
t ,
←−
i ,
−−−−−−−−−→
d− h− i− 1,←−α ,←−−−−−→h− t− α]1o ⊗ |cl|−i−t,
(resp. [
←→
h ,
←−
i ,
−−−−−−−−−→
d− h− i− 1]1o ⊗ |cl|−h−i),
pour 0 < α 6 h− t, n’est pas un sous-quotient de
lim
→
I
Hj−1c (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞].
De´monstration. — En effet d’apre`s la proposition (II.2.9), les repre´sentations elliptiques de type
1o de poids 2(i+ t) de lim→
I
Hj−1c (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞], pour 0 6 t 6 h′, sont de la forme
[
←→
t ,
←−
i ,
−−−−−−−−−→
d− h′ − i − 1,←−−→h′ − t]1o
de sorte qu’en nume´rotant comme d’habitude les sommets du graphe ~Γd de d−12 a`
1−d
2 , on a
toujours
· · · • d−1−2(t+d−h−1)2 −→ • d−1−2(t+d−h)2 · · ·
alors que dans [
←→
t ,
←−
i ,
−−−−−−−−−→
d− h− i− 1,←−α ,←−−−−−→h− t− α]1o cette fle`che est oriente´e dans l’autre sens car
α > 0 (pour t = h un simple argument de poids suffit).
La proposition suivante montre que dans (II.2.9), on doit avoir t = 0.
II.2.13. Proposition. — Pour i > 0 fixe´ et pour tout j, t > 0 et h 6= 0,
[
←→
t ,
←−
i ,
−−−−−−−−−→
d− h− i − 1,←−→h− t]1o
n’est pas un sous-quotient de lim
→
I
Hjc (M
=d−h
I,so
, RiΨηo(Ql))[Π
∞].
De´monstration. — On raisonne par l’absurde ; soit donc h0 le plus grand, l’ide´e est de montrer
que cette repre´sentation se retrouverait, a` travers la suite spectrale de stratification et celle des
cycles e´vanescents dans la cohomologie de la fibre ge´ne´rique ce qui n’est pas d’apre`s [19].
La suite spectrale associe´e a` la stratification de la fibre spe´ciale MI,so :
E1(I, i)
p,q = Hp+qc (M
=d−p
I,so
, RiΨηo(Ql))⇒ Hp+q(MI,so , RiΨηo(Ql)),
le fait que H0(MdI,so , R
iΨηo(Ql)) soit de poids 2i, la proposition (II.2.9), et les deux lemmes
pre´ce´dents, montrent que pour 0 < t < h0 (resp. t = h0) et tout r > 1,
πo := [
←−→
t− 1,−→1 ,←−i ,−−−−−−−−−−→d− h0 − i− 1,←−1 ,←−−→h0 − 1]1o ⊗ |cl|−i−t
(resp. πo := [
←−−→
h0 − 1,−→1 ,←−i ,−−−−−−−−−−→d− h0 − i− 1]1o ⊗ |cl|−i−t)
est un sous-quotient de (lim
→
I
Eh0,j−h0r (I, i))[Π
∞]. (5)
Montrons que pour tout k > 2, il n’existe pas de j et h tels que πo⊗|cl|−i−t soit un sous-quotient
de lim
→
I
Hj+kc (M
=d−h
I,so
, Ri+1−kΨηo(Ql))[Π
∞]. D’apre`s la proposition (II.2.9), une repre´sentation el-
liptique de type 1o de cette dernie`re repre´sentation de poids 2(i+ t), est de la forme
[
←−−−−→
t+ k − 1,←−−−−−−i− k + 1,−−−−−−−−−−−−→d− h− i+ k − 2,←−−−−−−−→h− t− k + 1]1o
en particulier on doit avoir d− h− i+ k − 2 6 d− h0 − i− 1 soit h > h0 + k − 1 ce qui contredit
la maximalite´ de h0.
(5)En fait c’est un quotient.
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De meˆme pour tout k > 2, il n’existe pas de j, h tels que πo ⊗ |cl|−i−t soit un sous-quotient
de lim
→
I
Hj−kc (M
=d−h
I,so
, Ri+k−1Ψηo(Ql))[Π
∞]. En effet pour h > 0, un tel sous-quotient elliptique de
type 1o de poids 2(i+ t) de cet espace, est de la forme
[
←−−−−→
t− k + 1,←−−−−−−i+ k − 1,−−−−−−−−−−−−→d− h− i + k − 2,←−−−−−−−→h− t+ k − 1]1o ,
de sorte que i+ k − 1 6 i, contradiction. Pour h = 0, pour des raisons de poids, il faut t = j − 1 ;
le re´sultat de´coule alors du lemme suivant.
II.2.14. Lemme. — La dimension des invariants sous Iwo de
[
←−→
j − 2,−→1 ,←−i ,−−−−−−−−−→d− h− i− 1,←−−−−→h− j + 1]1o
est strictement supe´rieure a`
(
i+j−2
d−1
)(
i−1
i+j−2
)
.
De´monstration. — On proce`de comme rappele´ au lemme (II.2.8). Pour donner une nume´rotation
qui induise l’orientation donne´e, on peut commencer par donner le nume´ro 1 au sommet (i+j−1)-
e`me sommet, puis on choisit i+ j − 2 parmi d− 1 qui serviront a` nume´roter les i+ j − 2 premiers
sommets. Parmi ces i+ j− 2, on en choisit a` nouveau i− 1 pour nume´roter les sommets de j− 1 a`
i+ j−2. On peut aussi nume´roter avec 1 un des premiers sommets dans une configuration← • →,
il y en a force´ment un parmi les i+ j − 2 premiers, d’ou` l’ine´galite´ stricte.
Ainsi πo ⊗ |cl|−i−t apparaˆıt dans l’aboutissement de la suite spectrale des cycles e´vanescents,
ce qui n’est pas d’apre`s [19].
II.2.15. Corollaire. — Tous les lim
→
I
Hjc (M
=d−h
I,so
, RiΨηo(Ql))[Π
∞] sont purs de poids 2i.
II.2.16. Lemme. — Si [
←−
i ,
−−−−−−→
d− h− i,←−−−h− 1]1o ⊗ |cl|−i est un sous-quotient de
lim
→
I
Hjc (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞]
alors h′ = h ou h− 1.
De´monstration. — A nouveau si [
←−
i ,
−−−−−−→
d− h− i,←−−−h− 1]1o⊗|cl|−i est un sous-quotient de l’espace en
question pour h′ > h, alors d’apre`s (II.2.9)
[
←−
i ,
−−−−−−−−−→
d− h′ − i− 1,←−1 ,−−−→h′ − h,←−−−h− 1]1o ⊗ |cl|−i
aussi. Soit alors h0 le plus grand h
′ tel que lim→
I
Hjc (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞] contienne
[
←−
i ,
−−−−−−−−−→
d− h′ − i− 1,←−α1,−→α2,←−−−−−−−→h− α1 − α2]1o ⊗ |cl|−i
avec α1 et α2 strictement positifs. Celle-ci se retrouve alors par maximalite´ de h0 et par un
lemme analogue au pre´ce´dent, dans l’aboutissement de la suite spectrale de stratification a` savoir :
lim→
I
Hj(MI,so , R
iΨηo(Ql))[Π
∞]. Pour des raisons de poids, elle se retrouve aussi dans l’aboutisse-
ment de la suite spectrale des cycles e´vanescents ; en effet elle ne peut pas eˆtre compense´e par une
contribution des points supersinguliers en vertu de (II.2.7), ni d’apre`s (II.2.9) par des Ri
′
Ψ pour
i′ > i et ni d’apre`s (II.2.13) pour i′ < i. On en de´duit donc h′ 6 h.
Si h′ < h − 1, d’apre`s (II.2.9) [←−i ,−−−−−−−−−→d− h− i− 1,←−−−h− 1]1o ne peut pas eˆtre un sous-quotient de
lim
→
I
Hjc (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞] car d− h′ − i− 1 > d− h− i ; d’ou` le re´sultat.
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II.2.17. Proposition. — Pour tout 0 < h 6 d− i− 1,
lim
→
I
Hhc (M
=d−h
I,so
, RiΨηo(Ql))[Π
∞]
admet [
←−
i ,
−−−−−−→
d− h− i,←−−−h− 1]1o ⊗ |cl|−i comme sous-quotient.
De´monstration. — On raisonne par re´currence descendante sur h ; pour h = d− i−1, on utilise le
fait que lim
→
I
Hd−i−1(MI,so , R
iΨηo(Ql))[Π
∞] admet Sto ⊗ |cl|−i comme sous-quotient. On rappelle
que d’apre`s (II.2.15)
lim
→
I
Hd−i−1c (M
=i+1
I,so
, RiΨηo(Ql))[Π
∞]
se calcule comme l’induite Ind
GLd(Fo)
Pi+1(Fo)
[
←−
i ]1o ⊗ π′ pour une certaine repre´sentation admissible π′
de GLd−i−1(Fo) et que, d’apre`s l’hypothe`se de re´currence sur les Ψ
h,i
Fo
(1o), pour tout h 6= i+ 1 la
partie de poids 2i de
lim
→
I
Hd−i−1c (M
=i+1
I,so
, RiΨηo(Ql))[Π
∞]
est soit nulle pour h 6 i, soit, pour h > i + 1 de la forme [
←−
i ,
−−−−−−→
h− 1− i,←−→d− h]1o ⊗ |cl|−i. La
suite spectrale associe´e a` la stratification impose alors que π′ admet la repre´sentation de Steinberg
[
←−−−−−−
d− i− 2]1o comme sous-quotient et donc lim→
I
Hd−i−1c (M
=i+1
I,so
, RiΨηo(Ql))[Π
∞] admet
[
←−
i ,
−→
1 ,
←−−−−−−
d− i− 2]1o ⊗ |cl|−i
comme sous-quotient.
Supposons donc la proprie´te´ ve´rifie´e pour 1 < h < d− i, i.e.
lim
→
I
Hhc (M
=d−h
I,so
, RiΨηo(Ql))[Π
∞]
admet [
←−
i ,
−−−−−−→
d− h− i,←−−−h− 1]1o ⊗ |cl|−i comme sous-quotient. En outre on sait cette dernie`re n’ap-
paraˆıt pas dans l’aboutissement de la suite spectrale des cycles e´vanescents de sorte qu’il existe
j, i′, h′ tels qu’elle soit un sous-quotient de
lim
→
I
Hjc (M
=d−h′
I,so
, Ri
′
Ψηo(Ql))[Π
∞]
Pour des raisons de poids et d’apre`s le corollaire (II.2.15), il faut i′ = i de sorte que l’annulation
doit se faire dans la suite spectrale associe´e a` la stratification avec j = h ± 1 et h′ 6= h, i.e.
[
←−
i ,
−−−−−−→
d− h− i,←−−−h− 1]1o ⊗ |cl|−i est un sous-quotient de
lim
→
I
Hh±1c (M
=d−h′
I,so
, RiΨηo(Ql))[Π
∞].
D’apre`s le lemme pre´ce´dent, on doit avoir h′ = h− 1, soit en remarquant encore que
lim
→
I
Hh−1c (M
=d−h+1
I,so
, RiΨηo(Ql))[Π
∞]
est de la forme Ind
GLd(Fo)
Pd−h+1(Fo)
[
←−
i ,
−−−−−−→
d− h− i]1o ⊗ π′, on obtient que π′ admet [
←−−−
h− 1]1o comme sous-
quotient et donc que
lim
→
I
Hh−1c (M
=d−h+1
I,so
, RiΨηo(Ql))[Π
∞]
admet [
←−
i ,
−−−−−−−−−→
d− h− i+ 1,←−−−h− 2]1o ⊗ |cl|−i comme sous-quotient ; d’ou` le re´sultat.
II.2.18. Corollaire. — Pour tout 0 6 i < d, Ψd,iFo (1o) admet [
←−
i ,
−−−−−−→
d− i− 1]1o ⊗ |cl|−i comme
sous-quotient.
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De´monstration. — D’apre`s la proposition ci-dessus, lim
→
I
H1c (M
=d−1
I,so
, RiΨηo(Ql))[Π
∞] admet
comme sous-quotient [
←−
i ,
−−−−−−→
d− i− 1]1o ⊗ |cl|−i. Cette dernie`re repre´sentation ayant des vecteurs
fixes sous l’Iwahori Iwo, et comme
lim
→
I
H1(MI,so , R
iΨηo(Ql))[Π
∞]
n’admet pas comme sous-quotient celle-ci, la suite spectrale associe´e a` la stratification implique que
lim
→
I
H0(MdI,so , R
iΨηo(Ql))[Π
∞] admet [
←−
i ,
−−−−−−→
d− i− 1]1o⊗|cl|−i comme sous-quotient. On utilise alors
la proposition (15.2) de [5], cf. (IV.2.2.14), qui donne un isomorphisme (D∞A )
× ×Wo-e´quivariant
lim
→
I
H0(MdI,so , R
iΨηo(Ql)) ≃ HomD×o ((C
∞
D
)∨, U˜d,iFo )
ou` D est l’alge`bre a` division centrale sur F dont les invariants sont ceux de D excepte´ en les places
∞, o ou` ils sont respectivement e´gaux a` −1/d et 1/d, soit en particulier Do ≃ Do,d, et ou` C∞D est
l’alge`bre de convolution des fonctions localement constantes sur D
×\(D∞A )×. Le re´sultat de´coule
alors directement d’une correspondance de Jacquet-Langlands globale entre Π et une unique sous-
repre´sentation de C∞
D
de multiplicite´ 1 ; concre`tement l’ensemble des sous-repre´sentations τ∞ de
C∞
D
telles que τ∞,o ≃ Π∞,o est re´duit a` un e´le´ment de multiplicite´ 1. Ainsi le lemme de Schur
donne
U˜d,iFo (1o) = lim→
I
H0(MdI,so , R
iΨηo(Ql))[Π
∞,o]
en tant que repre´sentation de GLd(Fo)×Wo, d’ou` le re´sultat.
Ainsi d’apre`s (II.2.7) et (II.2.8), il ne reste plus de place dans U˜d,iFo (1o) pour d’autres
repre´sentations ayant des vecteurs invariants sous l’Iwahori Iwo, autres que les
[
←−
i ,
−−−−−−→
d− i− 1]1o ⊗ |cl|−i.
De la meˆme fac¸on pour toute repre´sentation irre´ductible τo de D
×
o,d qui n’est pas dans la classe
d’e´quivalence inertielle de la repre´sentation triviale, Ψd,iFo (τo) n’admet comme sous-quotient aucune
repre´sentation ayant des vecteurs invariants sous Iwo.

CHAPITRE III
COHOMOLOGIE DES FAISCEAUX DE HARRIS-TAYLOR
Introduction
0.1. — Le but est de calculer la somme alterne´e des groupes de cohomologie des syste`mes locaux
d’Harris-Taylor. La de´marche est classique : il s’agit tout d’abord d’utiliser la formule des traces
de Lefschetz et donc de compter les points fixes sous l’action d’une correspondance de Hecke
tordue par une puissance assez grande du Frobenius et ensuite de transfe´rer les inte´grales orbitales
obtenues afin de reconnaˆıtre le cote´ ge´ome´trique de la formule des traces de Selberg. On en de´duit
alors un calcul de la somme alterne´e des groupes de cohomologie du mode`le local de Deligne-
Carayol. Dans le cas Iwahori, des arguments de purete´ nous redonne les re´sultats obtenus a` la fin
du chapitre pre´ce´dent.
0.2.—Dans un premier temps, §III.1.1, on donne une description ade´lique des points ge´ome´triques
des varie´te´s d’Igusa de seconde espe`ce : on ne fait ici qu’adapter les re´sultats de [19]. On compte
alors, §III.1.3, les points fixes sous l’action des correspondances de Hecke et d’une puissance
arbitraire du frobenius en o. Ce comptage se fait en termes d’inte´grales orbitales ; a` nouveau
ces re´sultats sont une re´adaptation de ceux de [19], les fonctions de transfert de la proposition
(III.1.6.3) e´tant prises dans [14]. Par une application de la formule des traces de Lefschetz et de
Selberg, on en de´duit alors, au the´ore`me (III.1.7.3), le calcul de [H∗h,ρ∞,τo ].
0.3. — Le dernier paragraphe est consacre´ au calcul, the´ore`me (III.2.1), de la repre´sentation
virtuelle [Ψ˜d,∗Fo (τo)], ou` τo est une repre´sentation irre´ductible quelconque de D
×
o,d. Ce re´sultat est
l’e´quivalent dans notre cadre du the´ore`me VII.1.5 de [14]. En particulier comme d’apre`s le corol-
laire (II.2.7), pour tout 0 6 i < d et toute repre´sentation irre´ductible admissible τo de D
×
o,d,
(Ψd,iFo )
Iwo est pur de poids 2i, le calcul virtuel (III.2.1) redonne bien le the´ore`me (II.2.5).
III.1. Cohomologie des syste`mes locaux d’Harris-Taylor
L’essentiel des re´sultats est de´ja` pre´sent dans [19], il suffit simplement de les adapter aux
varie´te´s d’Igusa.
III.1.1. Description ade´lique de MI,so(Fp). —
III.1.1.1. De´finition. — Un ϕ-espace (V, ϕ) sur κ(o), est un F ⊗Fq k(o)-espace vectoriel V de
dimension finie, muni d’une application F ⊗Fq Frobq-semi-line´aire bijective,
ϕ : V −→ V.
III.1.1.2 — E´tant donne´ un D-faisceau elliptique (Ei, ji, ti), soit Vi = Ei,η la fibre de Ei au point
ge´ne´rique η ⊗ Fq de X ⊗Fq Fq ; pour tout i, les ji induisent des isomorphismes Vi ≃ Vi+1. On
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note V = V0 et ϕ : V −→ V l’application bijective F ⊗ Frobq-semi-line´aire induite par t0 : (V, ϕ)
est un ϕ-espace. L’action de D sur V commute a` ϕ et donne un homomorphisme de F -alge`bre :
ι : Dop −→ End(V, ϕ). Le triplet (V, ϕ, ι) est appele´ la fibre ge´ne´rique du D-faisceau elliptique
(Ei, hi, ti).
III.1.1.3. De´finition. — Deux D-faisceaux elliptiques de caracte´ristique o sur Fq sont dits
isoge`nes si leurs fibres ge´ne´riques sont isomorphes.
III.1.1.4 — Si x est une place de F , on conside`re le Fx-module de Dieudonne´
(Vx, ϕx) := (Fx⊗ˆFV, Fx⊗ˆFϕ)
muni du morphisme de Fx-alge`bre λx : D
op
x −→ End(Vx, ϕx). On pose
Mx = H
0(Spec(Ox⊗ˆκ(o)), E0),
qui est un Dx-re´seau de Vx stable sous λx(Dopx ).
III.1.1.5. Proposition. — (cf. [19] proposition 9.4) La construction ci-dessus de´finit une bijec-
tion entre l’ensemble des classes d’isomorphismes des D-faisceaux elliptiques sur κ(o) et l’ensemble
des classes d’isomorphismes des paires
((V, ϕ, λ), (Mx)x∈|X|)
ou` (V, ϕ) est un ϕ-espace de rang d2 sur F ⊗ κ(o), λ : Dop → End(V, ϕ) est un morphisme de
F -alge`bres et (Mx)x∈|X| est une collection de Dx-re´seaux des Fx-modules de Dieudonne´ (Vx, ϕx) =
(Fx⊗ˆFV, Fx⊗ˆFϕ) qui ve´rifient les proprie´te´s suivantes :
– (i) si x =∞, on a(1)
ϕ∞(M∞) ⊃M∞,
ϕd∞(M∞) = ̟
−1
∞ M∞,
dimκ(o)(ϕ∞(M∞)/M∞) = d,
– (ii) si x = o, on a
̟oMo ⊂ ϕo(Mo) ⊂Mo,
le κ(o) ⊗ κ(o)-module Mo/ϕo(Mo) est de longueur d et il est supporte´ par la composante
connexe de Spec(κ(o)⊗ κ(o)) qui correspond a` l’inclusion κ(o) →֒ κ(o) ;
– (iii) si x 6= o,∞, on a
ϕx(Mx) =Mx;
– (iv) toute base du F ⊗κ(o)-espace vectoriel V appartient et engendre le Ox⊗ˆκ(o)-sous-module
Mx de Vx pour presque toutes les places x 6= o,∞ de F .
III.1.1.6. De´finition. — Une ϕ-paire (F˜ , Π˜) est un couple forme´ d’une F -alge`bre F˜ , commu-
tative de dimension finie et d’un e´le´ment Π˜ ∈ F˜× ⊗ Q qui satisfait a` la proprie´te´ suivante : pour
toute F -sous-alge`bre propre F ′ de F˜ , Π˜ n’appartient pas a` F
′× ⊗Q ⊂ F˜× ⊗Q.
A tout ϕ-espace (V, ϕ), Drinfeld associe une ϕ-paire (cf. [19] A.4).
III.1.1.7. Proposition. — (cf. [19] proposition 9.9) Soit (F˜ , Π˜) la ϕ-paire associe´e au ϕ-espace
(V, ϕ). On a alors les proprie´te´s suivantes :
– (i) F˜ est un corps et [F˜ : F ] divise d ;
– (ii) F∞ ⊗F F˜ est un corps et si ∞˜ est l’unique place de F˜ divisant ∞, on a l’e´galite´
deg(∞˜)∞˜(Π˜) = −[F˜ : F ]/d ;
– (iii) il existe une unique place o˜ 6= ∞˜ de F˜ telle que o˜(Π˜) 6= 0 ; de plus o˜ divise o ;
(1)ou` l’on a suppose´ pour simplifier deg(∞) = 1
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– (iv) on a l’e´galite´ h = d[F˜o˜ : Fo]/[F˜ : F ], ou` h est l’indice de la strate a` laquelle (Ei, ji, ti)
appartient.
III.1.1.8. Corollaire. — L’alge`bre End(V, ϕ, λ) est une alge`bre a` division centrale sur F˜ de
dimension (d/[F˜ : F ])2 dont les invariants sont donne´s comme suit :
invx˜(End(V, ϕ, λ)) =

−[F˜ : F ]/d si x˜ = ∞˜
[F˜ : F ]/d si x˜ = o˜
[F˜x˜ : Fx]invx(D) sinon
pour tout place x de F et toute place x˜ de F˜ divisant x.
III.1.1.9. De´finition. — Un (D,∞, o)-type est une ϕ-paire (F˜ , Π˜) telle que :
– (i) F˜ est un corps et [F˜ : F ] divise d :
– (ii) F∞ ⊗F F˜ est un corps et si ∞˜ est l’unique place de F˜ divisant ∞, on a
deg(∞˜)∞˜(Π˜) = −[F˜ : F ]/d;
– (iii) il existe une unique place o˜ 6= ∞˜ de F˜ telle que o˜(Π˜) 6= 0 ; de plus o˜ divise o ;
– (iv) pour toute place x de F et toute place x˜ de F˜ divisant x, on a
(d[F˜x˜ : Fx]/[F˜ : F ])invx(D) ∈ Z.
III.1.1.10. The´ore`me. — (cf. [19] the´ore`me 9.13) L’application compose´e
(Ei, ji, ti) 7−→ (V, ϕ, λ) 7−→ (F˜ , Π˜),
qui a` un D-faisceau elliptique de´fini sur κ(o) associe son (D,∞, o)-type, induit une bijection de
l’ensemble des classes d’isoge´nie des D-faisceaux elliptiques de´finis sur κ(o) sur l’ensemble des
classes d’isomorphismes des (D,∞, o)-types.
III.1.1.11 — Toujours selon [19] (9.12), la bijection inverse est la suivante. E´tant donne´ (F˜ , Π˜),
soit (W,ψ) “le” ϕ-espace sur κ(o) qui lui correspond et soit ∆ “l”’alge`bre a` division centrale sur
F˜ dont les invariants sont
invx˜∆ =

[F˜ : F ]/d si x˜ = ∞˜
−[F˜ : F ]/d si x˜ = o˜
[F˜x˜ : Fx]invx(D) sinon
pour tout place x de F et toute place x˜ de F˜ divisant x. En particulier ∆ est de dimension
(d/[F˜ : F ])2 sur F˜ et Dop ⊗F ∆ et Md(End(W,ψ)) sont des alge`bres simples centrales sur F˜ de
meˆme dimension et posse´dant les meˆmes invariants en toute place x˜ de F˜ . En vertu du the´ore`me
de Skolem-Noether, on choisit un isomorphisme
α : Dop ⊗F ∆ −→Md(End(W,ψ))
et on pose (V, ϕ) := (W,ψ)d. On obtient alors un homomorphisme de F -alge`bre
ι : Dop
δ 7→δ⊗1−→ Dop ⊗F ∆ α−→Md(End(W,ψ)) = End(V, ϕ)
tel que le commutant de ι(Dop) dans End(V, ϕ) est l’image de ∆ par l’homomorphisme de F˜ -
alge`bre
∆
δ 7→1⊗δ−→ Dop ⊗F ∆ α−→End(V, ϕ)
Remarque : Si (F˜ , Π˜) est un (D,∞, o)-type associe´ a` la strate h, on a les injections d’alge`bres
∆∞,o →֒ D∞,oA , ∆eto := ∆o˜o →֒Md−h(Fo) et ∆co := ∆o˜ →֒ Do,h.
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III.1.1.12. Proposition. — Soit (F˜ , Π˜) un (D,∞, o)-type associe´ a` la strate h. Il existe pour
tout ide´al I de A, une bijection de J =hIo,m(s)(κ(o))(F˜ ,Π˜) avec le quotient
∆×\
[
(D∞,oA )
×/K∞,oA,Io ×GLd−h(Fo)/Ko,m ×D×o,h/(1 + Πs+1o,h Do,h)
]
De plus si (J=hJo,m′(s′), c1, c2) est une correspondance de Hecke naturelle(2) sur J =hIo,m(s) associe´e
a` un e´le´ment (g∞,o, geto , (g
c
o, δo, σo)) de (D
∞,o
A )
× ×GLd−h(Fo)× N˜o (3) la correspondance induite
par ces bijections est
∆×\[ (D
∞,o
A
)×
K∞,o
A,Io
× GLd−h(Fo)Ko,m ×
D×o,h
(1+Πs+1o,h Do,h)
]
∆×\[ (D
∞,o
A
)×
K∞,o
A,Jo
× GLd−h(Fo)Ko,m′ ×
D×o,h
(1+Πs
′+1
o,h Do,h)
]
c1

c2
OO
∆×\[ (D
∞,o
A
)×
K∞,o
A,Io
× GLd−h(Fo)Ko,m ×
D×o,h
(1+Πs+1o,h Do,h)
]
ou` c1 est induit par les inclusions
K∞,oA,J ⊂ K∞,oA,I , Ko,m′ ⊂ Ko,m, (1 + Πs
′+1
o,h Do,h) ⊂ (1 + Πs+1o,h Do,h)
et ou` c2 est induit par la multiplication a` droite de (g
∞,o)−1 sur (D∞,oA )
×, de (geto )
−1 sur
GLd−h(Fo), et la multiplication a` gauche de δo sur D
×
o,h.
De´monstration. — En vertu de [19] §9 et §10, I=hIo,m(κ(o)) est en bijection avec
∆×\[(D∞,oA )×/K∞,oA,Io ×GLd−h(Fo)/Ko,m × Z]
ou` l’action de (D∞,oA )
× × GLd−h(Fo) se de´crit comme dans l’e´nonce´. L’action d’un e´le´ment gco
de GLh(Fo) n’intervient que sur la composante Z. Le groupe PSLd(Fo) e´tant simple, l’endomor-
phisme de Z associe´ a` gco est la translation de valeur k. val(det(go)), pour un certain entier k :
en prenant pour gco, l’e´le´ment ̟o du centre, en utilisant la proposition B.10 de [19], on obtient
k = −1. En outre d’apre`s loc. cit., le frobenius ge´ome´trique en o agit par translation de valeur −1
sur la composante Z. Le re´sultat en de´coule alors de manie`re imme´diate, en identifiant Z × D×o,h
avec D×o,h ou` l’on envoie (n, δo) sur Π
n
o,hδo.
III.1.1.13 — On rappelle, selon loc. cit., que le couple (F˜ , Π˜) est construit de la manie`re suivante.
Soit D×♮ l’ensemble des classes de conjugaisons d’e´le´ments de D
×. Soit alors γ ∈ D×♮ et F ′ = F [γ]
tel qu’il existe une unique place ∞′ au dessus de ∞ ainsi qu’une unique place o′ au dessus de
o ve´rifiant o′(γ) 6= 0 avec h = d[F ′o′ :Fo][F ′:F ] . Soit donc Π′ ∈ F ′ tel que ∞′(Π′) 6= 0, o′(Π′) 6= 0 et
x′(Π′) = 0 pour tout x′ 6= ∞′, o′. On de´finit alors F˜ = ∩ n∈Z
n 6=0
F [(Π′)n] et Π˜. Le couple (F˜ , Π˜) est
ainsi un (D,∞, o)-type associe´ a` la strate h et tous ceux-ci sont obtenus par ce proce´de´. Un tel
e´le´ment γ ∈ D× est dit elliptique en ∞ et de type h en o : son image dans ∆ de´finit un e´le´ment
δ ∈ ∆×♮ . On a ainsi F˜ ⊂ F ′ = F [γ] = F˜ [δ] ⊂ ∆ ainsi qu’une inclusion naturelle : ∆∞,oA →֒ D∞,oA .
Pre´cisons la situation en la place o. A conjugaison pre`s, on peut supposer que
γ = (γeto , γ
c
o) ∈ GLd−h(Fo)×GLh(Fo) ⊂ GLd(Fo)
(2)i.e. comme dans [19]
(3)Jo est donc tel que K∞,oA,Jo ⊂ K
∞,o
A,Io ∩ (g
∞,o)−1K∞,oA,Iog
∞,o et m′ tel que Ko,m′ ⊂ Ko,m ∩ (g
et
o )
−1Ko,mgeto
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avec Fo[γ
et
o ] = (F
′)o
′
o ⊂ Md−h(Fo) et Fo[γco] = F ′o′ ⊂ Mh(Fo). On obtient ainsi des injections
naturelles
(∆eto )
× := (∆o˜o)
× →֒ GLd−h(Fo) et (∆co)× := ∆×o˜ →֒ D×o,h.
III.1.2. Description ade´lique de M˜I,so(Fp). — On conside`re de´sormais les structures de
niveau a` l’infini comme au paragraphe (I.1.4).
III.1.2.1 — En termes de la description (III.1.1.5), l’application sur les varie´te´s sans niveau
r∞ : M˜∅ −→M∅
se de´crit comme suit. Pour tout
((V, φ, λ), (Mx)x∈|X|) ∈M∅(κ(o))
soit i∞,0 : Spec(κ(o)) −→ Spec(κ(∞)) son poˆle, i.e. le support du κ(∞) ⊗ κ(o)-module
ϕ∞(M∞)/M∞. Via l’identification D∞ ≃Md(O∞), l’e´quivalence de Morita donne
(V∞, ϕ∞) = (V
′
∞, ϕ
′
∞)
d et M∞ = (M
′
∞)
d.
On note Mˇ ′∞ le dual du O∞⊗ˆκ(o)-module libre M ′∞, de rang d, et soit ϕˇ′∞ : Mˇ ′∞ −→ Mˇ ′∞ la
restriction de l’application ψˇ′∞ : Vˇ
′
∞ −→ Vˇ ′∞ duale de ϕ′∞.
III.1.2.2. Proposition. — (cf. [19] page 274) L’ensemble M˜∅(κ(o)) est en bijection avec
l’ensemble des classes d’isomorphismes des triplets
((V, φ, λ), (Mx)x∈|X|, (ν, α))
ou` ((V, φ, λ), (Mx)x∈|X|) appartient a` M∅(κ(o)) et
ν : Spec(κ(o)) −→ Spec(κ(∞)d)
est un rele`vement de i∞,0 et
α : Nd,1 ∼−→Mˇ ′∞
est un isomorphisme de O∞⊗ˆκ(o)-modules qui commute avec les ψ. L’application r∞ envoie
((V, φ, λ), (Mx)x∈|X|, (ν, α)) sur ((V, φ, λ), (Mx)x∈|X|) et D
×
∞ ≃ D
×
∞ >⊳ Z/dZ agit comme de´crit
au paragraphe (I.1.4).
III.1.2.3 — On rappelle qu’e´tant donne´ un (D,∞, o)-type, (F˜ , Π˜), on a une inclusion d’alge`bres
∆ →֒ End(Nd,1, φd,1)
On identifie End(Nd,1, φd,1) avec (D∞)
op de sorte que l’on obtient une inclusion ∆× →֒
((D∞)
op)× ≃ D×∞. On note J˜ =hIo,m(s) le produit fibre´
J˜ =hIo,m(s) := J =hIo,m(s)×MIo M˜Io .
III.1.2.4. Corollaire. — Soit (F˜ , Π˜) un (D,∞, o)-type associe´ a` la strate h. Il existe pour tout
ide´al I de A, une bijection de J˜ =hIo,m(s)(κ(o))(F˜ ,Π˜) avec le quotient
∆×\
[
(D
×
∞/̟
Z
∞)× (D∞,oA )×/K∞,oA,Io ×GLd−h(Fo)/Ko,m ×D×o,h/(1 + Πs+1o,h Do,h)
]
De plus si (J˜=hJo,m′(s′), c1, c2) est une correspondance de Hecke naturelle(4) sur J˜ =hIo,m(s) associe´e
a` un e´le´ment
(g∞, g
∞,o, geto , (g
c
o, δo, σo)) ∈ (D
×
∞/̟
Z
∞)× (D∞,oA )× ×GLd−h(Fo)× N˜o
(4)i.e. comme dans [19]
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(5) la correspondance induite par ces bijections est
∆×\[(D×∞/̟Z∞)× (D
∞,o
A
)×
K∞,o
A,Io
× GLd−h(Fo)Ko,m ×
D×o,h
(1+Πs+1o,h Do,h)
]
∆×\[(D×∞/̟Z∞)× (D
∞,o
A
)×
K∞,o
A,Jo
× GLd−h(Fo)Ko,m′ ×
D×o,h
(1+Πs
′+1
o,h Do,h)
]
c1

c2
OO
∆×\[(D×∞/̟Z∞)× (D
∞,o
A
)×
K∞,o
A,Io
× GLd−h(Fo)Ko,m ×
D×o,h
(1+Πs+1o,h Do,h)
]
ou` c1 est induit par les inclusions
K∞,oA,J ⊂ K∞,oA,I , Ko,m′ ⊂ Ko,m, (1 + Πs
′+1
o,h Do,h) ⊂ (1 + Πs+1o,h Do,h)
et ou` c2 est induit par la multiplication a` gauche par go sur (D
×
∞/̟
Z
∞), a` droite de (g
∞,o)−1 sur
(D∞,oA )
×, de (geto )
−1 sur GLd−h(Fo), et la multiplication a` gauche de δo sur D
×
o,h.
Remarque : L’application
λ(κ)(F˜ ,Π˜) : J˜ =hIo,m(s)(κ)(F˜ ,Π˜) −→ Spec(κ(∞)d)
est induite par l’application
D
×
∞/̟
Z
∞ −→ Z/d deg(∞)Z
qui envoie (n, δ) sur n+ deg(∞)∞(rn(δ))mod d deg(∞)Z.
III.1.3. Comptage des points fixes. — On fixe un sous-groupe normal K∞ ⊂ (D×∞/̟Z∞) et
on note
M(s) = J˜ =hIo,m(s)/K∞
qui est donc muni d’une action du produit D×o,h/(1+Πs+1o,h Do,h)× (D
×
∞/̟
Z
∞)/K∞ et d’une action
par correspondances de Hecke associe´es aux e´le´ments g∞,o˜ = (g∞,o, geto ) ∈ (D∞,oA )××GLd−h(Fo) :
M(g∞,o˜, s)(F˜ ,Π˜)(Fq)
c1
vvlll
lll
lll
lll
l
c2
((RR
RRR
RRR
RRR
RR
M(s)(F˜ ,Π˜)(Fq) M(s)(F˜ ,Π˜)(Fq)oo_ _ _ _ _ _ _ _ _ _ _ _ _ _ _
ou` M(g∞,o˜, s) est le quotient
( lim
←−
I
o
,m
J˜=hIo,m(s))/((K∞,oA,Io ∩ (g∞,o)−1K∞,oA,Iog∞,o)×Ko,m ∩ (geto )−1Ko,mgeto
et ou` la correspondance est induite par
∆×\
[
D
×
∞/̟
Z
∞
K∞
× (D
∞,o
A )
×
K∞,oA,Io
× GLd−h(Fo)
Ko,m
× D
×
o,h
(1 + Πs+1o,h D×o,h)
]
↑ c2
(5)Jo est donc tel que K∞,oA,Jo ⊂ K
∞,o
A,Io ∩ (g
∞,o)−1K∞,oA,Iog
∞,o et m′ tel que Ko,m′ ⊂ Ko,m ∩ (g
et
o )
−1Ko,mgeto
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∆×\{D
×
∞/̟
Z
∞
K∞
× (D
∞,o
A )
×
K∞,oA,Io ∩ (g∞,o)−1K∞,oA,Iog∞,o
×
GLd−h(Fo)
Ko,m ∩ (geto )−1Ko,mgeto
× D
×
o,h
(1 + Πs+1o,h Do,h)
}
↓ c1
∆×\
[
D
×
∞/̟
Z
∞
K∞
× (D
∞,o
A )
×
K∞,oA,Io
× GLd−h(Fo)
Ko,m
× D
×
o,h
(1 + Πs+1o,h Do,h)
]
ou`
c1[h
∞,o(K∞,oA,Io ∩ (g∞,o)−1K∞,oA,Iog∞,o), heto (Ko,m ∩ (geto )−1Ko,mgeto ), do(1 + Πs+1o,h Do,h)]
= [h∞,oK∞,oA,Io , h
et
o Ko,m, do(1 + Π
s+1
o,h Do,h)]
et
c2[h
∞,o(K∞,oA,Io ∩ (g∞,o)−1K∞,oA,Iog∞,o), heto (Ko,m ∩ (geto )−1Ko,mgeto ), do(1 + Πs+1o,h Do,h)]
= [h∞,o(g∞,o)−1K∞,oA,Io , h
et
o (g
et
o )
−1Ko,m, do(1 + Π
s+1
o,h Do,h)]
III.1.3.1. Remarque. — Dans cette description l’action de
(gco, δo, σo) ∈ No ⊂ GLh(Fo)×D×o,h ×WFo
surM(F˜ ,Π˜) est donne´e par la multiplication a` gauche de δo sur la composante D
×
o,h/(1+Π
s+1
o,h Do,h).
III.1.3.2. De´finition. — Pour r > 0, g∞ ∈ (D
×
∞/̟
Z
∞) et δo ∈ D×o,h, on note
Fix=hr (g∞, δo, g
c
o, g
∞,o˜, s)
l’ensemble {m ∈M(g∞,o˜, s)(Fq) / (gco,Π− val(det(g
c
o))−r
o,h δo,Frob
r
o)(c1(m)).g∞K∞ = c2(m)}.
III.1.3.3. Lemme. — (cf. [19] lemme 11.1) Les ensembles Fix=hr (δo, g
c
o, g
∞,o˜, s) pour r > 0 sont
finis et chacun de ces points fixes est de multiplicite´ 1.
III.1.3.4 — On de´compose ces ensembles, suivant leur (D,∞, o)-type
Fix=hr (g∞, δo, g
c
o, g
∞,o˜, s) =
∐
(F˜ ,Π˜)
Fix=hr (g∞, δo, g
c
o, g
∞,o˜, s)(F˜ ,Π˜)
ou` la re´union porte sur les (D,∞, o)-type associe´s a` la strate h.
Soit (F˜ , Π˜) un (D,∞, o)-type associe´ a` la strate h et soit ∆ l’alge`bre a` division centrale sur F
correspondante. On note ∆×♮ un syste`me de repre´sentants des classes de conjugaisons dans ∆
× et
pour δ ∈ ∆×, soit ∆×δ le centralisateur de δ dans ∆×.
III.1.3.5. Proposition. — L’ensemble Fix=hr (g∞, δo, g
c
o, g
∞,o˜, s)(F˜ ,Π˜) est la re´union disjointe
des doubles classes ∐
δ∈∆×♮
∆×δ [h∞K∞, h
∞,oK∞,oA,Io , h
et
o Ko,m, do(1 + Π
s+1
o,h Do,h)]
telles que 
(h∞)
−1δh∞ ∈ g∞K∞
(h∞,o)−1δh∞,o ∈ K∞,oA,Iog∞,oK∞,oA,Io
(heto )
−1δheto ∈ Ko,mgeto Ko,m
δ ∈ Πr+val(det(gco))o,h δ−1o (1 + Πs+1o,h Do,h)
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De´monstration. — D’apre`s la description des correspondances de Hecke donne´e ci-dessus,
∆×[h∞K∞, h
∞,o(K∞,oA,Io ∩ (g∞,o)−1K∞,oA,Iog∞,o),
heto (Ko,m ∩ (geto )−1Ko,mgeto ), do(1 + Πs+1o,h Do,h)]
appartient a` Fix=hr (δo, g
c
o, g
∞,o˜, s)(F˜ ,Π˜) si et seulement si il existe δ ∈ ∆×, k∞ ∈ K∞, k∞,o ∈ K∞,oA,Io ,
keto ∈ Ko,m et ks ∈ (1 + Πs+1o,h Do,h) tels que
h∞g∞ = δh∞k∞
h∞,o = δh∞,o(g∞,o)−1k∞,o
heto = δh
et
o (g
et
o )
−1keto
do = δΠ
−r−val(det(gco))
o,h δodoks
soit, si et seulement si , il existe δ ∈ ∆× tel que
(h∞)
−1δh∞ ∈ g∞K∞
(h∞,o)−1δh∞,o ∈ K∞,oA,Iog∞,o
(heto )
−1δheto ∈ Ko,mgeto
δ ∈ Πr+val(det(gco))o,h δ−1o (1 + Πs+1o,h Do,h)
en particulier, on a o(rn(δ)) = r + val(det gco). L’application
h∞,o(K∞,oA,Io ∩ (g∞,o)−1K∞,oA,Iog∞,o) 7→ h∞,oK∞,oA,Io
(resp. heto (Ko,m ∩ (geto )−1Ko,mgeto ) 7→ heto Ko,m)
de l’ensemble des classes satisfaisant
(h∞,o)−1δh∞,o ∈ K∞,oA,Iog∞,o (resp. (heto )−1δheto ∈ Ko,mgeto )
dans l’ensemble des classes ve´rifiant
(h∞,o)−1δh∞,o ∈ K∞,oA,Iog∞,oK∞,oA,Io (resp. (heto )−1δheto ∈ Ko,mgeto Ko,m)
est clairement bijective. Le re´sultat de´coule alors du lemme suivant.
III.1.3.6. Lemme. — Pour tout h∞,o ∈ (D∞,oA )×, heto ∈ GLd−h(Fo) et do ∈ D×o,h, le seul
e´le´ment δ ∈ ∆× tel que 
(h∞,o)−1δh∞,o ∈ K∞,oA,Io
(heto )
−1δheto ∈ Ko,m
o(rn(δ)) = 0
est l’identite´.
De´monstration. — cf. [20] (3.2.6).
III.1.4. Inte´grales orbitales. — Pour tout δ ∈ ∆×, soit
(D∞,oA )
×
δ (resp. GLd−h(Fo)δ, resp. (Do,h)
×
δ , resp. (D
×
∞)δ)
le centralisateur de δ dans (D∞,oA )
× (resp. GLd−h(Fo), resp. D
×
o,h, resp. D
×
∞). On fixe une mesure
de Haar,
dh∞,o (resp. dheto , resp. dh∞)
sur (D∞,oA )
× (resp. GLd−h(Fo), resp. D
×
∞/̟
Z
∞) normalise´e par
vol(K∞,oA,I , dh
∞,o) = 1 (resp. vol(Ko,m, dh
et
o ) = 1resp. vol(K∞, dh∞) = 1).
Soit
dh∞,oδ (resp. dh
et
o,δ, resp. dho,δ, resp. dh∞,δ)
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une mesure de Haar sur (D∞,oA )
×
δ (resp. GLd−h(Fo)δ, resp. (Do,h)
×
δ , resp. (D
×
∞)δ/̟
Z
∞) et soit dδ
′
la mesure de comptage sur ∆×δ . Soit alors
f∞,o (resp. feto , resp. f∞)
la fonction caracte´ristique de
K∞,oA,Iog
∞,oK∞,oA,Io (resp. Ko,mg
et
o Ko,m, resp. g∞K∞)
dans (D∞,oA )
× (resp. GLd−h(Fo), resp. D
×
∞/̟
Z
∞). On introduit alors les inte´grales orbitales
Oδ(f∞, dh∞,δ) =
∫
(D
×
∞)δ\D
×
∞
f∞((h∞)
−1δh∞)
dh∞
dh∞,δ
,
Oδ(f
∞,o, dh∞,oδ ) =
∫
(D∞,o
A
)×δ \(D
∞,o
A
)×
f∞,o((h∞,o)−1δh∞,o)
dh∞,o
dh∞,oδ
,
Oδ(f
et
o , dh
et
o,δ) =
∫
GLd−h(Fo)δ\GLd−h(Fo)
feto ((h
et
o )
−1δheto )
dheto
dheto,δ
,
Ces inte´grales sont absolument convergentes et on introduit le volume V de´fini par
vol(∆×δ \[((D
×
∞)δ/̟
Z
∞)× (D∞,oA )×δ ×GLd−h(Fo)δ],
dh∞,oδ dh
et
o,δ
dδ′
)
Pour tout δ ∈ ∆×, l’inclusion d’alge`bres ∆∞,o →֒ D∞,oA (resp. ∆eto →֒ Md−h(Fo), resp. ∆co →֒
Do,h, resp. ∆ →֒ Dop∞), induit un isomorphisme de groupe (∆∞,o)×δ ≃ (D∞,oA )×δ (resp. (∆eto )×δ ≃
GLd−h(Fo)δ, resp. (∆
c
o)
×
δ ≃ (Do,h)×δ , resp. (∆×∞)δ ≃ (D
×
∞)δ). En particulier la mesure de Haar
dh∞,δ × dh∞,oδ × dheto,δ induit une mesure de Haar dhδ sur (∆×A )δ/̟Z∞.
III.1.4.1. Lemme. — Le volume V est e´gal au volume
vol(∆×δ \(∆×A )δ/̟Z∞,
dhδ
dδ′
)
De´monstration. — cf. [20] (3.3.4).
III.1.4.2 — Soit Lef=hr (g∞, δo, g
c
o, g
∞,o˜, s)(F˜ ,Π˜) le cardinal de Fix
=h
r (g∞, δo, g
c
o, g
∞,o˜, s)(F˜ ,Π˜).
D’apre`s ce qui pre´ce`de Lef=hr (g∞, δo, g
c
o, g
∞,o˜, s)(F˜ ,Π˜) est e´gal a`
∑
δ∈∆
×
♮
δ∈Π
r+val(det gco)
o,h
δ
−1
o (1+Π
s+1
o,h
Do,h)
vol(∆×δ \(∆×A )δ/̟Z∞,
dhδ
dδ′
)
Oδ(f∞, dh∞,δ)Oδ(f
∞,o, dh∞,oδ )Oδ(f
et
o , dh
et
o,δ)
III.1.4.3. Lemme. — (cf. [20] (3.4)) La construction de la fin du paragraphe (III.1.1) de´finit
une bijection naturelle
{γ ∈ D×♮ / γ est elliptique en ∞ et de type h en o} ∼−→
∐
(F˜ ,Π˜)
{δ ∈ ∆×♮ }
ou` (F˜ , Π˜) de´crit l’ensemble des (D,∞, o)-type associe´ a` la strate h.
III.1.4.4 — Soit alors γ ∈ D×♮ elliptique en ∞ et de type h en o et soit ((F˜ , Π˜), δ) le triplet
correspondant.
– On peut voirD
×
∞ comme une forme inte´rieure deD
×
∞ = GLd(F∞) et si γ ∈ D
×
∞ est le transfert
de γ ∈ D×∞ de´fini a` conjugaison pre`s, γ et l’image de δ ∈ ∆× dans D
×
∞ sont conjugue´s dans
D
×
∞ ; on peut alors identifier le centralisateur (D
×
∞)γ de γ dans D
×
∞ avec (∆
×
∞)δ.
– Comme ∆∞,oA est le centralisateur de F˜ dans D
∞,o
A avec F˜ ⊂ F ′ = F [γ] = F˜ [δ] ⊂ ∆, le
centralisateur (D∞,oA )
×
γ de γ dans (D
∞,o
A )
× co¨ıncide avec (∆∞,oA )
×
δ .
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– De meˆme comme ∆eto (resp. ∆
c
o) est le centralisateur de F˜
o˜
o (resp. F˜o˜) dans Md−h(Fo) (resp.
Do,h), le centralisateurGLd−h(Fo)γeto (resp. (Do,h)
×
γco
) de γeto (resp. γ
c
o) dans GLd−h(Fo) (resp.
D×o,h) co¨ıncide avec (∆
et
o )
×
δ (resp. (∆
c
o)
×
δ ).
III.1.4.5 — La mesure de Haar dhδ = dh∞,δdh
∞,o
δ × dheto,δ × dho,δ sur (∆×)δ de´finit alors une
mesure de Haar dhoγ (resp. dh
et
o,γ , resp. dho,γ) sur (D
o
A)
×
γ (resp. GLd−h(Fo)γ , resp. (Do,h)
×
γ ). Soit
comme pre´ce´demment γ ∈ D×♮ elliptique en∞ et de type h en o et soit ((F˜ , Π˜), δ) le triplet associe´.
Le centralisateur D×γ de γ dans D
× est une forme inte´rieure du centralisateur ∆×δ de δ dans ∆
×.
III.1.4.6. Lemme. — On a
vol(∆×δ \(∆×A )δ/̟Z∞,
dδA,δ
dδ′
) = vol(D×γ \(D×A )γ/̟Z∞,
dhA,γ
dhγ
)
De´monstration. — cf. [20] (3.5).
Soit D×♮h un syste`me de repre´sentants des classes de conjugaisons de D
× elliptiques en ∞ et de
type h en o.
Remarque : - Soit γ ∈ D×♮h et δ ∈ ∆×♮ l’e´le´ment qui lui est associe´ d’apre`s le lemme (III.1.4.3).
L’image de δ par l’inclusion (D∞,o)× →֒ (D∞,oA )× est conjugue´e a` γ ∈ D× ⊂ (D∞,oA )×. De meˆme
en notant δeto (resp. δo) l’image de δ dans ∆
et
o →֒Md−h(Fo) (resp. ∆co →֒ Do,h), si gco est un e´le´ment
semi-simple de GLh(Fo) de meˆme polynoˆme caracte´ristique que δ
c
o, alors (g
et
o , g
c
o) ∈ GLd(Fo) est
conjugue´ a` γo ∈ D×o .
- Soit geto ∈ GLd−h(Fo) (resp. go ∈ D×o,h) dans le support de feto (resp. de fo). Si gco est un
e´le´ment semi-simple de GLh(Fo) de meˆme polynoˆme caracte´ristique que go, le centralisateur de
(geto , g
c
o) dans GLd(Fo) est le meˆme que dans GLd−h(Fo)×GLh(Fo) ; il suffit en effet de remarquer
que l’on a pris r > 0 pour la de´finition de fo. Ainsi e´tant donne´e une mesure de Haar dh(geto ,go) sur
GLd(Fo)(geto ,gco), on lui associe les mesures de Haar dhgeto et dhgco . On obtient alors la proposition
suivante.
III.1.4.7. Proposition. — On conside`re, comme pre´ce´demment, les mesures de Haar dh∞,
dh∞. Pour γ ∈ D×♮h , on fixe une mesure de Haar dhA,γ = dh∞,γ × dh∞γ sur le centralisateur
(D×A )γ/̟
Z
∞ dans D
×
A /̟
Z
∞ et soit dhγ la mesure de comptage sur D
×
γ . Soit γ ∈ D
×
∞, de´fini a`
conjugaison pre`s, le transfert de γ ; son centralisateur (D
×
∞)γ dans D
×
∞ est une forme inte´rieure
de (D×∞)γ ; soit alors dh∞,γ le transfert de dh∞,γ, la mesure de Haar sur (D
×
∞)γ/̟
Z
∞. On note
ǫ∞(γ) = (−1)
d
[F∞[γ]:F∞]
−1
le signe de Kottwitz a` l’infini de γ.
En posant f∞ = f∞,ofeto , le nombre de Lefschetz Lef
=h
r (g∞, δo, g
c
o, g
∞,o˜, s) est alors donne´ par
∑
γ∈D×♮h
∩Ch(Π
val(det gco)+r
o,h δ
−1
o )
ǫ∞(γ)vol(D
×
γ \(DA)×γ /̟Z∞,
dhA,γ
dhγ
)
Oγ(f∞, dh∞,γ)Oγo(f
o, dhoγ)Ogeto (f
et
o , dhgeto )
ou` : - Ch(Π
α
o,hδ
−1
o )) de´signe l’ensemble des γ conjugue´s a` un e´le´ment de la forme (g
et
o , g
d
o) avec
geto ∈ GLd−h(Fo) et gdo ∈ GLh(Fo) semi-simple de meˆme polynoˆme caracte´ristique que Παo,hδ−1o ;
- dhgeto et dhgco sont respectivement les mesures de Haar sur GLd−h(Fo)geto et GLh(Fo) associe´es
a` la mesure de Haar dho,γ par le proce´de´ rappele´ ci-dessus.
III.1. COHOMOLOGIE DES SYSTE`MES LOCAUX D’HARRIS-TAYLOR 73
III.1.5. Formule des traces de Lefschetz. — On fixe une repre´sentation irre´ductible
ρ∞ : D
×
∞/̟
Z
∞ −→ GL(L)
sur un Ql-espace vectoriel de dimension finie L, qui est de´finie sur une extension finie Eλ de Ql
dans Ql et qui est continue pour la topologie pro-finie sur D
×
∞ et la topologie l-adique sur GL(L).
Ainsi ρ∞ se factorise a` travers un quotient fini (D
×
∞/̟
Z
∞)/K∞, pour K∞ un sous-groupe ouvert
normal. Le reveˆtement J˜ =hIo,m(s) −→ J =hIo,m(s) et ρ∞ de´finissent un Ql-faisceau localement constant
Lρ∞ sur J =hIo,m(s).
III.1.5.1 — Soit de meˆme τo une repre´sentation irre´ductible admissible de D
×
o,h et Fτo le syste`me
local sur I=hIo,m associe´ a` la restriction de τo a` D×o,h et au reveˆtement d’Igusa de seconde espe`ce
J =hIo,m(∞) −→ I=hIo,m. Soit H∞,o˜Io,m la Q-alge`bre des fonctions localement constantes a` support com-
pact
f∞ : (D∞,oA )
× ×GLd−h(Fo) −→ Q
qui sont K∞,oIo × Ko,m-bi-invariantes par translations a` droite et a` gauche ; le produit est donne´
par le produit de convolution avec la mesure de Haar dh∞,o× dheto . Une base de H∞,o˜Io,m est donne´e
par les fonctions caracte´ristiques
1K∞,o
Io
g∞,oK∞,o
Io
× 1Ko,mgeto Ko,m
des doubles classes K∞,oIo g
∞,oK∞,oIo ⊂ (D∞,oA )× (resp. Ko,mgeto Ko,m ⊂ GLd−h(Fo)), ou` g∞,o (resp.
geto ) de´crit un syste`me de repre´sentants de ces doubles classes. Pour tout (g
∞,o, geto ) ∈ (D∞,oA )× ×
GLd−h(Fo), on a une correspondance de Hecke
lim
←−
Jo,n
J˜=hJo,n(s)
c1(s)
zztt
tt
tt
tt
t c2(s)
$$J
JJ
JJ
JJ
JJ
J˜ =hIo,m(s) J˜ =hIo,m(s)oo_ _ _ _ _ _ _ _ _ _ _
Cette correspondance agit sur chaque
Hih,Io,m,ρ∞,τo := H
i
c(I=hIo,m ⊗κ(o) κ(o),Lρ∞ ⊗Fτo)
et cette action de´pend seulement des doubles classes
K∞,oIo g
∞,oK∞,oIo ×Ko,mgeto Ko,m.
III.1.5.2 —On obtient ainsi une action deH∞,o˜Io,m surHih,Io,m,ρ∞,τo. D’apre`s la remarque (III.1.3.1),
Cc(D
×
o,h/D×o,h) agit sur Hih,Io,m,ρ∞,τo et son action commute a` celle de H∞,o˜Io,m. Dans le groupe de
Grothendieck de H∞,o˜Io,m × Cc(D×o,h/D×o,h), on note
[H∗h,Io,m,ρ∞,τo ] :=
2d−2h∑
i=0
(−1)d−h−i[Hih,Io,m,ρ∞,τo ]
Avec K∞ choisi comme ci-dessus, on note aussi
[ ˜Hh,Io,m,s
∗
] :=
2d−2h∑
i=0
(−1)d−h−i[Hic( ˜J=hIo,m(s)⊗κ(o) κ(o),Ql)]
dans le groupe de Grothendieck de (D
×
∞/̟
Z
∞) × H∞,o˜Io,m × N˜o. On notera bien que N˜o/D×o,h est
isomorphe a` GLh(Fo) ×WFo . Soit W (resp. V ) l’espace vectoriel sous-jacent a` τo (resp. ρ∞) et
soit s > 0 tel que τo est trivial sur (1 + Π
s+1
o,h Do,h), alors par de´finition des syste`mes locaux,
Hic(I=hIo,m ⊗κ(o) κ(o),Lρ∞ ⊗Fτo)
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est isomorphe a`
(Hic(J˜=hIo,m(s),Ql)⊗ (V ⊗W ))((D
×
∞/̟
Z
∞)/K∞)×D
×
o,h/(1+Π
s+1
o,h Do,h)
ou` D×o,h/(1 +Πs+1o,h Do,h) (resp. (D
×
∞/̟
Z
∞)/K∞) agit sur W (resp. v) via τo (resp. ρ∞). En partic-
ulier, on a
Tr (1n × 1K∞,o
A,Io
g∞,oK∞,o
A,Io
× 1Ko,mgeto Ko,m , [H∗h,Io,m,ρ∞,τo ]) =
1
|D×o,h : (1 + Πs+1o,h Do,h)||(D
×
o /̟
Z
∞)/K∞|∑
δo∈D
×
o,h/(1+Π
s+1
o,h Do,h)
∑
g∞K∞∈(D
×
∞/̟
Z
∞)/K∞
Tr (ρ∞(g∞))Tr (τo(Π
n
o,hδo))
Tr (g∞ × (gco,Πno,hδo,Frobro)× 1K∞,o
A,Io
g∞,oK∞,o
A,Io
× 1Ko,mgeto Ko,m , [ ˜Hh,Io,m,s
∗
])
ou` gco ∈ GLh(Fo) et r ∈ Z sont tels que (gco,Πno,h,Frobro) ∈ N˜o. En appliquant la formule des traces
de Lefschetz, on obtient la proposition suivante
III.1.5.3. Proposition. — Avec les notations pre´ce´dentes,
Tr (1n × 1K∞,o
A,Io
g∞,oK∞,o
A,Io
× 1Ko,mgeto Ko,m , [H∗h,Io,m,ρ∞,τo])
est donne´ par la formule
1
|D×o,h : (1 + Πs+1o,h Do,h)||(D
×
∞/̟
Z
∞)/K∞|
∑
δo∈D
×
o,h/(1+Π
s+1
o,h Do,h)∑
g∞K∞∈(D
×
∞/̟
Z
∞)/K∞
Lef=hr (g∞, δo, g
c
o, g
∞,o˜, s)Tr (τo(Π
n
o,hδo))Tr (ρ∞(g∞))
soit en remplac¸ant Lef=hr (g∞, δo, go, g
∞,o˜, s) par sa valeur :∑
γ∈D×♮h
∩Ch(Π
val(det gco)+r
o,h δ
−1
o )
ǫ∞(γ)vol(D
×
γ \(DA)×γ /(̟Z∞),
dhA,γ
dhγ
)
Oγ(f∞, dh∞,γ)Oγ(f
∞,o, dh∞,oγ )Ogeto (f
et
o , dhgeto )
Tr τo(Π
−α
o,hδo)
vol(D×o,h, dho)
ou` :
- les mesures de Haar dh∞, dhA,γ, dh
∞
γ , dhγ , et dh∞,γ sont choisis comme pre´ce´demment,
- dh∞ est arbitraire avec
f∞ =
ξρ∞
vol(D
×
∞/̟
Z
∞, dh∞)
ou` ξρ∞ est le caracte`re de ρ∞.
Remarque : Le produit f∞dh∞ est inde´pendant du choix de dh∞.
III.1.6. Transfert des inte´grales orbitales. —
III.1.6.1. De´finition. — Une repre´sentation πx de GLd(Fx) est dite de carre´ inte´grable (resp.
essentiellement de carre´ inte´grable) si πx (resp. s’il existe un caracte`re ψx tel que ψx ⊗ πx) a un
coefficient matriciel de carre´ inte´grable sur GLd(Fx)/F
×
x .
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A la place ∞ : On suit de tre`s pre`s le paragraphe (13.8) de [19]. D’apre`s [1], il existe une unique
repre´sentation irre´ductible π∞ de D
×
∞/̟
Z
∞ essentiellement de carre´ inte´grable qui est de´termine´e
par la relation suivante sur la restriction des caracte`res aux e´le´ments elliptiques re´guliers ; si
γ ∈ D×∞/̟Z∞ est elliptique re´gulier(6) correspondant a` un e´le´ment γ ∈ D
×
∞/ω
Z
∞ par transfert,
alors
ξπ∞(γ) = (−1)d−1ξρ∞(γ)
D’apre`s [24], π∞ est de la forme St2t+1(π
′
∞), ou` π
′
∞ est une repre´sentation cuspidale de GLd′(F∞)
avec d = d′(2t + 1) et t ∈ 12Z, ou` l’on rappelle que St2t+1(π′∞) est l’unique sous-repre´sentation
irre´ductible de la repre´sentation induite normalise´e (cf. ci-apre`s)
π′∞(t)× · · · × π′∞(−t)
En outre cette dernie`re induite posse`de un unique quotient irre´ductible que l’on note Speh2t+1(π
′
∞).
La proposition suivante est bien connue (cf. par exemple [14] lemme I.3.4 (3))
III.1.6.2. Proposition. — Il existe une fonction fπ∞ sur D
×
∞/̟
Z
∞, localement constante, a`
support compact, ve´rifiant les proprie´te´s suivantes :
(i) Les inte´grales orbitales non elliptiques de fπ∞ sont nulles ; pour γ ∈ D×∞ elliptique, on a
Oγ(fπ∞ , dh∞,γ) = ǫ∞(γ)Oγ(f∞, dh∞,γ)
ou` f∞ et les mesures de Haar sont de´finies comme au paragraphe pre´ce´dent.
(ii) Pour une repre´sentation irre´ductible π˜∞ de D
×
∞/̟
Z
∞, on a
Tr π˜∞(fπ∞) =

1 si π˜∞ ≃ π∞ = St2t+1(π′∞)
(−1)2t si π˜∞ ≃ Speh2t+1(π′∞)
0 sinon
A la place o : On reprend textuellement les re´sultats de [14] VI.5 On rappelle que Ph,d ⊂
GLd est le sous-groupe parabolique constitue´ des matrices triangulaires supe´rieures par blocs de
Levi GLh × GLd−h. Soit alors Nh,d son radical unipotent. On note Noph,d le radical unipotent du
parabolique oppose´ P oph,d de Ph,d. Pour πo une repre´sentation irre´ductible admissible de GLd(Fo)
et P un parabolique de radical unipotent N , le module de Jacquet JN (πo) est la repre´sentation
admissible πo,N ⊗ δ1/2P du groupe (P/N)(Fo) dont l’espace sous-jacent est l’espace des N(Fo)-
coinvariants de l’espace de πo et
δP (h) = | det(ad(h)|LieN)|Fo .
Si πo est une repre´sentation admissible de (P/N)(Fo), on note
n− IndGLd(Fo)P (Fo) (πo) := Ind
GLd(Fo)
P (Fo)
(πo ⊗ δ1/2P ).
Pour πo une repre´sentation irre´ductible admissible essentiellement de carre´ inte´grable de
GLd(Fo), de caracte`re central ψπo , Deligne, Kazhdan et Vigneras (cf. [1]) montrent l’existence
d’une fonction φπo ∈ C∞c (GLd(Fo), ψ−1πo ), que l’on appelle un pseudo-coefficient de πo, ve´rifiant
les proprie´te´s suivantes :
– Tr πo(φπo) = vol(D
×
o,d/F
×
o )
(7) ;
– si P est un sous-groupe parabolique de GLd de Levi GLd1 × · · · × GLds , s > 1. Supposons
donne´s des repre´sentations irre´ductibles admissibles essentiellement de carre´ inte´grable πo,i
de GLdi(Fo) tels que ψπo,1 · · ·ψπo,s = ψπo , alors
Tr (n− IndGLd(Fo)P (Fo) (πo,1 × πo,s))(φπo) = 0;
(6)i.e. F∞[γ] est une extension se´parable de degre´ d de F∞
(7)ou` l’on conside`re sur D×
o,d
le transfert de la mesure de Haar sur GLd(Fo)
76 CHAPITRE III. COHOMOLOGIE DES FAISCEAUX DE HARRIS-TAYLOR
– si γ ∈ GLd(Fo) est un e´le´ment semi-simple non elliptique alors
OGLd(Fo)γ (φπo) = 0
(cf. [14] §I.3)
– si γ ∈ GLd(Fo) est elliptique semi-simple et si δ ∈ D×o,d a le meˆme polynoˆme caracte´ristique
que γ alors (cf. [14] lemme I.3.1)
OGLd(Fo)γ (φπo) = (−1)d(1−[Fo(γ):Fo]
−1)vol(D×o,d/ZD×o,d
(δ))Tr JL−1(π∨o )(δ)
Soient dheto et dho des mesures de Haar sur respectivement GLd−h(Fo) et GLd(Fo).
III.1.6.3. Proposition. — (cf. [14] lemmes VI.5.1 et VI.5.2) Soient τo une repre´sentation irre´-
ductible de D×o,h et φ
et
o ∈ C∞c (GLd−h(Fo)) ; il existe alors une fonction
IPCτo(φ
et
o ; dh
et
o ) ∈ C∞c (GLd(Fo))
telle que
(1) Oγ(IPCτo(φ
et
o ; dh
et
o )) est nulle si γ n’appartient pas a` Ch(Π
−α
o,hδo) et sinon est e´gal a`
(−1)h−1OGLd−h(Fo)geto (φ
et
o , dh
et
o,geto
)
Tr τo(Π
−α
o,hδo)
vol(D×o,h, dho)
(2) En outre si πo est une repre´sentation irre´ductible admissible de GLd(Fo) et si
[JNh,d(πo)⊗ δ1/2Ph,d ] =
∑
α,β
mα,β[α⊗ β]
ou` α (resp. β) de´crit l’ensemble des repre´sentations irre´ductibles admissibles de GLh(Fo) (resp.
GLd−h(Fo)), alors
Tr πo(IPCτo(φ
et
o , dh
et
o ) = ∑
α,β,ψ
Tr ψ(φo)
mα,β
vol(D×o,h/F
×
o , dho)−1
Tr α(φJL(τo⊗ψ−1))Tr β(φ
et
o )
ou` α (resp. β, resp. ψ) de´crit les repre´sentations irre´ductibles admissibles de GLh(Fo) (resp.
GLd−h(Fo), resp. D
×
o,h/D×o,h) ; la somme sur ψ porte sur les ψ tels que α et τo⊗ψ−1 ont le meˆme
caracte`re central.
De´monstration. — Celle-ci est strictement similaire a` celle de loc. cit. avec les modifications suiv-
antes. En premier lieu on note que γ est associe´ a` Παo,hδ
−1
o alors que l’on conside`re Tr τo(Π
−α
o,hδo) ;
en outre gco induit la multiplication par − val(det gco) sur Z, a` comparer avec val(det gco) dans loc.
cit.. On se retrouve alors avec JL(τo ⊗ ψ−1) au lieu de JL(τ∨o ⊗ ψ).
III.1.6.4 — On introduit alors
Redhτo : Groth(GLd(Fo)) −→ Groth(D×o,h/D×o,h ×GLd−h(Fo))
de´fini comme la composition des deux homomorphismes suivant.
– En premier lieu, on a un homomorphisme
Groth(GLd(Fo)) −→ Groth(GLh(Fo)×GLd−h(Fo))
[πo] 7→ [JNh,d(πo)⊗ δ1/2Ph,d ]
– Ensuite on a un homomorphisme
Groth(GLh(Fo)×GLd−h(Fo)) −→ Groth(D×o,h/D×o,h ×GLd−h(Fo))
[α⊗ β] 7→∑ψ vol(D×o,h/F×o , dho)−1Tr α(φJL(τo⊗ψ−1))[ψ ⊗ β],
ou` ψ de´crit les caracte`res de D×o,h/D×o,h tels que α et τo ⊗ ψ−1 ont le meˆme caracte`re central
et ou` l’on conside`re des mesures de Haar associe´es sur GLh(Fo) et D
×
o,h.
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III.1.6.5. Corollaire. — Pour πo une repre´sentation irre´ductible admissible de GLd(Fo), on a
Tr πo(IPCτo(φ
et
o , dh
et
o )) = Tr Red
h
τo(πo)(φ
et
o )
ou` φeto ∈ C∞c (GLd−h(Fo)).
D’apre`s la proposition (III.1.5.3) et en remarquant que h[F ′∞ : F∞] = d[F
′
o : Fo] avec les
notations pre´ce´dentes, on obtient le re´sultat suivant.
III.1.6.6. The´ore`me. — Avec les notations pre´ce´dentes, on pose
f = fπ∞f
∞,oIPCτo(f
et
o ).
On a alors
Tr (1n × 1K∞,o
A,I g
∞,oK∞,o
A,I
× 1Ko,mgeto Ko,m , H∗h,Io,m,ρ∞,τo) =∑
γ∈D×♮
vol(D×γ \(DA)×γ /(̟Z∞),
dhA,γ
dhγ
)Oγ(f, dhA,γ)
III.1.7. Formule des traces de Selberg. — Soit A(D×\D×A /(̟Z∞)) l’espace des fonctions
localement constantes muni de la repre´sentation re´gulie`re a` droite de D×A /(̟
Z
∞). Comme D est
une alge`bre a` division, D×\D×A /(̟Z∞) est compact, de sorte que
A(D×\D×A /(̟Z∞)) =
⊕
Π
m(Π)Π
avecm(Π) fini et ou` Π de´crit l’ensemble des repre´sentations irre´ductibles admissibles deD×A /(̟
Z
∞).
Si la multiplicite´ m(Π) n’est pas nulle, la repre´sentation Π est dite automorphe. L’ope´rateur induit
par une fonction localement constante a` support compact sur D×A /(̟
Z
∞), a une trace :
Tr (f ;A(D×\D×A /(̟Z∞))) =
∑
Πm(Π)Tr Π(f)
=
∑
γ∈D×♮
vol(D×γ \(DA)×γ /(̟Z∞), dhA,γdhγ )Oγ(f, dhA,γ)
III.1.7.1. Proposition. — Pour tout r > 0, on a l’e´galite´
Tr (1n × 1K∞,o
A,I g
∞,oK∞,o
A,I
× 1Ko,mgeto Ko,m , H∗h,Io,m,ρ∞,τo) =
∑
Π
m(Π)Tr Π(f)
III.1.7.2 — On note [Hih,ρ∞,τo ] l’e´le´ment du groupe de Grothendieck
Groth((D∞,oA )
×GLd−h(Fo)×D×o,h/D×o,h)
de´fini par la limite inductive sur Io etm des [Hih,Io,m,ρ∞,τo]. En vertu de la proposition pre´ce´dente,
on a le corollaire suivant.
III.1.7.3. Corollaire. — Soit Π une repre´sentation automorphe de D×A , alors dans le groupe de
Grothendieck Groth(GLd−h(Fo)× (D×o,h/D×o,h)), on a
[H∗h,ρ∞,τo(Π
∞,o)] =
{
m(Π)Redhτo(Πo) si Π∞ ≃ St2t+1(π′∞) ou Speh2t+1(π′∞)
0 sinon
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III.2. Application a` la cohomologie du mode`le local
III.2.1. Calcul de
∑
i(−1)iΨ˜d,iFo (JL−1(Sts(πo))). — Dans [5], pour une repre´sentation cuspidale
πo de GLd(Fo), on montre que
U˜d,iFo (πo) =
{
JL−1(πo)⊗ Ld(πo)(1−d2 ) pour i = d− 1
0 si i 6= d− 1
ou` Ld (resp. JL) est la bijection de Langlands (resp. de Jacquet-Langlands) de l’ensemble des
classes d’e´quivalences des repre´sentations irre´ductibles essentiellement de carre´ inte´grables de
GLd(Fo) dans l’ensemble des classes d’e´quivalences des repre´sentations de dimension d de WFo
(resp. des repre´sentations irre´ductibles admissibles de D×o,d). Le but de ce paragraphe est d’obtenir
le pendant du the´ore`me VII.1.5 de [14], a` savoir.
III.2.1. The´ore`me. — (cf. [14] the´ore`me VII.1.5) Soit d = sg avec s et g des entiers positifs,
et soit πo une repre´sentation irre´ductible cuspidale de GLg(Fo), alors
[U˜d,∗Fo (JL−1(Sts(πo)))] =
s∑
j=1
(−1)s−j [←−−−j − 1,−−−→s− j]πo ⊗ Lg(πo)(−
d− s+ 2(j − 1)
2
).
De´monstration. — Dans le groupe de Grothendieck de (D∞A )
× ×WFo , on note
Hiηo,ρ∞ =
∑
Π∞
Π∞ ⊗Wρ∞,i(Π∞)
[H∗ηo,ρ∞ ] :=
2d−2∑
i=0
(−1)d−1−i[lim
←−
I
Hi(MI,ηo ,Lρ∞)] =
∑
Π∞
[Π∞][W ∗ρ∞(Π
∞)]
ou` la somme porte sur les repre´sentations irre´ductibles automorphes de (D∞A )
×. On rappelle alors
l’un des re´sultats principaux de [19].
III.2.2. The´ore`me. — Si Π est une repre´sentation automorphe de D×A telle que Π∞ ≃ St∞ et
telle qu’il existe deux places x1, x2 de X
′ distinctes de ∞ et o avec Πxi cuspidales pour i = 1, 2,
alors
[W ∗1∞(Π
∞)|Wo ] ≃ [Ld(Πo)](
1 − d
2
)
ou` Ld de´signe la correspondance de Langlands.
(8)
III.2.1.1 — La suite spectrale des cycles e´vanescents donne alors l’e´galite´
[H∗ηo,ρ∞ ] =
∑
06j6d−1
(−1)j [lim
←−
I
H∗(MI,so , R
jΨηo(Lρ∞))]
Cette e´galite´ combine´e a` la suite spectrale associe´e a` la stratification donne l’e´galite´ suivante
[H∗ηo,ρ∞ ] =
∑
06j6d−1
16h6d
(−1)j[lim
←−
I
H∗c (M
=h
I,so , R
jΨηo(Lρ∞))]
D’apre`s [5], pour F un faisceau sur M=hI,so , on a
lim
←−
I
Hic(M
=h
I,so ,F) = IndGLd(Fo)P oph,d(Fo) lim←−
I
Hic(M
=h
I,so,1,F)
On obtient ainsi l’e´galite´
[H∗ηo,ρ∞ ] =
∑
06j6d−1
16h6d
(−1)j[IndGLd(Fo)
P oph,d(Fo)
lim
←−
I
H∗c (M
=h
I,so,1, R
jΨηo(Lρ∞))] (III.2.1.4)
(8)On a meˆme la nullite´ desW1∞,i(Π
∞) pour i 6= d−1 et alors l’e´galite´ en tant que repre´sentations et pas seulement
des semi-simplifie´es.
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D’apre`s le corollaire (I.5.3.8) et le lemme (I.5.2.1) du chapitre 3, on a
h[Hic(M
=h
I,so,1, R
jΨηo(Lρ∞))] =
⊕
τo∈Ch
h
eτo
[Hic(M
=h
I,so,1,Lρ∞ ⊗Fτo)] ∗dh [U˜h,jFo,n(τo)] (III.2.1.5)
ou` n est la multiplicite´ de o dans I, ou`
dh :
{
GLh(Fo)×WFo −→ (D∞,oA )× ×GLd−h(Fo)×D×o,h/D×o,h
(gco, σo) 7−→ (1, 1, δo)
ou` δo est tel que val(rn(δo)) = − val(det(gco)) − deg(σo) et ou` pour πi une repre´sentation de Gi
pour i = 1, 2 et d : G2 −→ Z(G1), on note π1 ⊗d π2 la repre´sentation de G1 ×G2 de´finie par
(π1 ⊗d π2)(g1, g2) = π1(g1d(g2))⊗ π2(g2);
dans le groupe de Grothendieck de G1×G2, on note [π1]∗d [π2] l’image de [π1⊗d π2]. Cette e´galite´
est vue dans
Groth((D∞,oA )
× ×GLd−h(Fo)×GLh(Fo)×WFo)
via l’application e´vidente
Groth((D∞,oA )
× ×GLd−h(Fo)×D×o,h/D×o,h) −→ Groth((D∞,oA )× ×GLd−h(Fo))
Soient alors g un diviseur de d = sg et πo une repre´sentation irre´ductible cuspidale de GLg(Fo).
On conside`re Π une repre´sentation irre´ductible de D×A ve´rifiant les conditions du the´ore`me (III.2.2)
et telle que Πo ≃ Sts(πo) (9).
III.2.1.2. Lemme. — On a
RedJL−1(Sts(πo))([
←−−−
s− 1]πo) = eJL−1(Sts(πo))[
←−−−−−
s− l − 1]
πo(
l(g−1)
2 )
⊗ Ξ (s−l)(g−1)2
ou` Ξ est le caracte`re multiplicatif de Z tel que Ξ(1) = 1p .
De´monstration. — Le re´sultat de´coule directement de [24] 2.2. En effet on a
JNlg,d([
←−−−
s− 1]πo = [
←−−
l − 1]
πo(
(s−l)
2 )
⊗ [←−−−−−s− l − 1]πo(−l2 )
de sorte qu’apre`s multiplication par δ
1/2
Plg,d
on obtient
[
←−−
l − 1]
πo(−
(s−l)(g−1)
2 )
⊗ [←−−−−−s− l − 1]
πo(
l(g−1)
2 )
d’ou` le re´sultat.
Ainsi en combinant (III.2.1.4), (III.2.1.5) avec les lemmes pre´ce´dents, on obtient
[
←−−−
s− 1]πo ⊗ [Lg(πo)⊗ Sps] =
s∑
l=1
[U˜ lg,∗Fo (JL−1(Stl(πo)))](−
(s − l)(g − 1)
2
)
−→× [←−−−−−s− l − 1]πo (III.2.1.6)
ou` (− (s−l)(g−1)2 ) est la torsion sur la partie galoisienne (10) et [Sps] = 1(1−s2 ) + · · · + 1( s−12 ). On
suppose alors, par re´currence sur s, que pour tout 1 6 l < s, on ait
[U˜ lg,∗Fo (JL−1(Stl(πo)))] =
l−1∑
r=0
(−1)r[←−−−−−l − 1− r,−→r ]πo ⊗ Lg(πo)(−
l(g − 1) + 2(l − r − 1)
2
)
(9)pour l’existence d’une telle globalisation cf. [15]
(10)Celle sur GLlg(Fo) est contenu dans le symbole
−→
× .
80 CHAPITRE III. COHOMOLOGIE DES FAISCEAUX DE HARRIS-TAYLOR
On re´injecte ces e´galite´s dans (III.2.1.6) ce qui donne en rassemblant selon les poids :
[U˜d,∗Fo (JL−1(Sts(πo)))] =
s−1∑
l=0
Lg(πo)(−s(g − 1) + 2l
2
)
[
←−−−
s− 1]πo −
s−l−1∑
k=0
(−1)k[←−−l − 1,−→k ]πo−→× [
←−−−−−−−−−
s− l − k − 1]πo
d’ou` le re´sultat en utilisant le lemme suivant.
III.2.1.3. Lemme. — Pour tout 0 < l < s, on a l’e´galite´ suivante dans le groupe de Grothendieck
des repre´sentations admissibles de GLd(Fo) :
s−l−1∑
r=0
(−1)r[←−−l − 1,−→r ]πo−→× [
←−−−−−−−−
s− l − r − 1]πo = [
←−−−
s− 1]πo + (−1)s−l−1[
←−−
l − 1,−−→s− l]πo
De´monstration. — Soit ak =
∑k
r=0(−1)r[
←−−
l − 1,−→r ]πo−→× [
←−−−−−−−−
s− l − r − 1]πo et montrons par re´currence
sur k de 0 a` s − l − 1 que ak = [←−−−s− 1]πo + (−1)k[
←−−
l − 1,−−−→k + 1,←−−−−−−−−−s− l − k − 1]πo . Le re´sultat est
clairement ve´rifie´ pour k = 0 supposons le vrai au rang k − 1 et traitons le cas de k soit
ak = ak−1 + (−1)k[←−−l − 1,−→k ]πo−→× [
←−−−−−−−−−
s− l − k − 1]πo
= [
←−−−
s− 1]πo + (−1)k−1([
←−−
l − 1,−→k ,←−−−−−−s− l − k]πo−
[
←−−
l − 1,−→k ,←−−−−−−s− l − k]πo − [
←−−
l − 1,−−−→k + 1,←−−−−−−−−−s− l − k − 1]πo)
= [
←−−−
s− 1]πo + (−1)k[
←−−
l − 1,−−−→k + 1,←−−−−−−−−−s− l − k − 1]πo
III.2.2. Retour sur le cas Iwahori. — D’apre`s le corollaire (II.2.7), pour tout 0 6 i < d et
toute repre´sentation irre´ductible admissible τo de D
×
o,d, (Ψ
d,i
Fo
)Iwo est pur de poids 2i. Ainsi d’apre`s
(III.2.1), il est e´gal a` [
←−
i ,
−−−−−−→
d− i− 1]1o ⊗ |cl|−i, ce qui redonne bien le the´ore`me (II.2.5).
CHAPITRE IV
FILTRATION DE MONODROMIE DES CYCLES E´VANESCENTS
Introduction
0.1.— Soit K un corps local complet d’e´gale caracte´ristique p, d’anneau des entiers OK . Pour un
entier d strictement positif fixe´, on introduit le groupe D×K,d (resp. WK) des e´le´ments inversibles
de “l”’alge`bre a` division centrale sur K d’invariant 1/d (resp. le groupe de Weil de K). Pour un
nombre premier l 6= p, Langlands (resp. Jacquet-Langlands) a (resp. ont) conjecture´ l’existence
d’une bijection Ld (resp. d’une injection JL) entre les Ql-repre´sentations irre´ductibles admissibles
de GLd(K) et les repre´sentations l-adiques inde´composables deWK (resp. entre les repre´sentations
admissibles irre´ductibles de D×K,d et les repre´sentations essentiellement de carre´ inte´grable de
GLd(K)) qui sont compatibles a` la formation des fonctions L de paires
(1).
A l’aide de la cohomologie e´tale Deligne a construit une se´rie de repre´sentations Ud,iK du produit
de ces trois groupes. Pour d = 2 et ρ une repre´sentation irre´ductible admissible de D×K,d telle
que π := JL(ρ) est une repre´sentation cuspidale de GLd(K), Carayol, dans [8], montre que la
composante ρ-isotypique U2,1K (ρ) de U2,1K re´alise les correspondances de Langlands et de Jacquet-
Langlands, i.e.
U2,1K (JL−1(π)∨) ≃ π ⊗ Ld(π)∨(−
d− 1
2
)
Dans [5], en e´gale caracte´ristique p, je traite le cas d quelconque.
En outre pour d = 2, Carayol de´crit e´galement les U2,1K (ρ) pour ρ quelconque. Le but premier de
ce travail est de faire de meˆme pour d quelconque, i.e. calculer les Ud,iK (ρ) pour ρ une repre´sentation
irre´ductible admissible de D×K,d. Dans le cas ou` ρ est la repre´sentation triviale, rappelons que
d’apre`s le the´ore`me (II.2.5), on a
The´ore`me 1 Pour 0 6 i 6 d− 1, on a
Ud,iK (1) = πi ⊗ 1(−i)
ou` πi est l’unique quotient irre´ductible de l’induite parabolique
Ind
GLd(K)
Pd−i,d(K)
1⊗ Sti
ou` Pd−i,d est le parabolique standard associe´e aux d−i premiers vecteurs et Sti est la repre´sentation
de Steinberg de GLi(K).
L’e´nonce´ du cas ge´ne´ral, the´ore`me (IV.3.1.1), s’e´nonce de manie`re similaire en faisant intervenir
les correspondances de Langlands et Jacquet-Langlands. Une autre formulation du re´sultat revient
a` dire qu’il n’y a pas d’annulation dans l’expression, cf. le the´ore`me (III.2.1), de la repre´sentation
virtuelle
∑d−1
i=0 (−1)i[Ud,iK (ρ)] ou` Ud,d−iK (ρ), pour 1 6 i 6 d, y sera alors donne´ par le i-e`me terme
de plus haut poids.
(1)Pour un e´nonce´ pre´cis, cf. [16]
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0.2. — La preuve du the´ore`me 1 dans le cas ge´ne´ral proce`de par globalisation via l’e´tude des
varie´te´s de Drinfeld-Stuhler et le the´ore`me de comparaison de Berkovich(2) des cycles e´vanescents
locaux et globaux.
Soit donc X une courbe projective lisse, irre´ductible et ge´ome´triquement connexe de´finie sur le
corps fini a` q = pr e´le´ments Fq, et soit F son corps des fonctions. On fixe deux places distinctes∞
et o de X que l’on peut supposer par simplification, rationnelles sur Fq, de sorte que le comple´te´
Fo du localise´ en o de F est isomorphe au corps local pre´ce´demment note´ K. On note A l’anneau
des fonctions sur X , re´gulie`res en dehors de ∞. E´tant donne´ un entier d > 1, on fixe une alge`bre
a` division centrale D sur F de dimension d2, non ramifie´e en ∞ et o, ainsi qu’un ordre maximal
D. Dans [19], les auteurs construisent pour un ide´al non trivial I de A, un sche´ma MI de´fini sur
F , classifiant les D-faisceaux elliptiques sur X , munis d’une structure de niveau I. Pour o 6∈ V (I),
MI a un mode`le entier MI,o lisse sur le comple´te´ Oo de A en la place o. Un tel mode`le non lisse
dans le cas ou` o ∈ V (I) est construit dans [5]. Les sche´mas MI,o sont naturellement munis d’une
action, par correspondances, de (D∞A )
×.
0.3. — On s’inte´resse alors a` la fibre spe´ciale MI,so de MI,o. Dans [5], je stratifie MI,so par des
sous-sche´mas localement ferme´s M=hI,so pour 1 6 h 6 d, de pure dimension d − h tels que l’on ait
un e´quivalent du the´ore`me de Serre-Tate pour les D-faisceaux elliptiques a` savoir : le comple´te´
de l’hense´lise´ strict de l’anneau local de MI,o en un point ge´ome´trique de M
=h
I,so
est isomorphe
a` Defhn[[x1, · · · , xd−h]] ou` n est la multiplicite´ de o dans I et Defhn repre´sente le foncteur des
de´formations de niveau n d’un Oo-module formel de hauteur h sur Fp. Par ailleurs pour 1 6 h < d,
il existe un sous-sche´ma ferme´ M=hI,so,1 de M
=h
I,so
stable sous les correspondances associe´es aux
e´le´ments du sous-groupe parabolique P oph,d(Fo) de GLd(Fo) (cf. la de´finition (II.1.1.1)) et tel que
M=hI,so =M
=h
I,so,1 ×P oph,d(Oo/Mno ) GLd(Oo/Mno )
ou` n est la multiplicite´ de o dans I : on dit que les strates non supersingulie`res sont
ge´ome´triquement induites.
0.4. — Suivant [14], on introduit sur chacune des strates M=hI,so,1, des syste`mes locaux Fτo as-
socie´s aux repre´sentations τo du groupe des inversibles D
×
o,h de l’alge`bre a` division centrale sur Fo
d’invariant 1/h. On de´crit alors la restriction des cycles e´vanescents RiΨηo(Ql) a` la strate M
=h
I,so
en fonction des Fτo et des cycles e´vanescents locaux Ψh,iFo,n, cf. (IV.2.2.12). D’apre`s le the´ore`me de
comparaison de Berkovich, le the´ore`me local se de´duit de la connaissance de la fibre en un point
supersingulier des RiΨηo(Ql).
0.5. — Le complexe RΨηo(Ql)[d − 1] est vu comme un faisceau pervers muni d’une filtration de
monodromie dont on notera grk les gradue´s. Le deuxie`me re´sultat concerne la description des
gradue´s grk dans la cate´gorie des faisceaux pervers sur MI,so munis d’une action compatible de
(D∞A )
× ×Wo. Pour 1 6 lg 6 d, et pour πo (resp. Πl) une repre´sentation irre´ductible cuspidale
de GLg(Fo) (resp. quelconque de GLlg(Fo)), on introduit le faisceau HT (g, l, πo,Πl) sur la strate
M=lgI,so , ”induit” a` partir du syste`me local FJL−1(Stl(πo)) ⊗Πl sur la composante M
=lg
I,so,1
.
Les composantes πo-isotypiques grk,πo des grk, cf. la proposition (IV.4.1.3), se de´crivent alors
au moyen des faisceaux pervers j>lg!∗ HT (g, l, πo, Stl(πo))[d− lg], cf. le the´ore`me (IV.4.4.4), ou` j>lg
de´signe l’injection de la strate M=lgI,so ; en ce qui concerne la partie associe´e a` πo triviale l’e´nonce´
est le suivant :
The´ore`me 2 Les faisceaux pervers grk,1o sont nuls pour k > d et sinon on a
grk,1o, =
⊕
|k|<l6d
l≡k−1mod 2
j>l!∗ HT (1, l, 1o, Stl)(−
lg + k − 1
2
)[d− l]
(2)en fait sur une version raffine´e fournie par Fargues, cf. le the´ore`me de l’appendice de [6]
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L’e´nonce´ pour πo quelconque est similaire et fait intervenir les correspondances de Langlands et
Jacquet-Langlands.
0.6. — En utilisant le the´ore`me de monodromie-poids, la preuve du the´ore`me 2 de´coule de la
connaissance du the´ore`me 1 pour toutes les hauteurs h < d ainsi que de la description des re-
strictions aux strates des faisceaux des cycles e´vanescents en fonction des syste`mes locaux Fτo
comme rappele´ en (0.4.). Par ailleurs le the´ore`me 1 en hauteur d, de´coule d’apre`s le the´ore`me de
comparaison de Berkovich-Fargues, du calcul des germes aux points supersinguliers des faisceaux
de cohomologie des grk.
On raisonne alors par re´currence en supposant connus(3) les Uh,iFo du mode`le de Deligne-Carayol
de hauteur h pour tout 1 6 h < d. On en de´duit alors le the´ore`me 2. Par ailleurs on sait de´terminer
tous les faisceaux de cohomologie higrk des grk en dehors des points supersinguliers. La technique
repose sur l’e´tude de la suite spectrale associe´e a` la filtration de monodromie :
Ei,j1 = h
i+jgr−i ⇒ Ri+j+d−1Ψηo(Ql) (IV.0.2.7)
en essayant d’en deviner les termes initiaux, l’aboutissement e´tant connu. En outre en utilisant
la perversite´ des grk ainsi que la compatibilite´ de RΨηo a` la dualite´ de Verdier, on obtient un
controˆle sur les germes aux points supersinguliers des higrk. On e´tudie ensuite la suite spectrale
des cycles e´vanescents dont a` nouveau on essaie de deviner les termes initiaux alors que l’aboutisse-
ment est connu, en utilisant en particulier le the´ore`me de Lefschetz difficile. Le controˆle obtenu
pre´ce´demment nous permet alors de prouver le the´ore`me 1 et on explicite la suite spectrale de
monodromie (IV.0.2.7).
0.7. — En ce qui concerne les re´sultats globaux que l’on obtient, citons
– la description “explicite” des gradue´s pour la filtration de monodromie du faisceau pervers
des cycles e´vanescents ainsi que de la suite spectrale associe´e ;
– la de´termination des extensions interme´diaires des syste`mes locaux d’Harris-Taylor ;
– le calcul de tous les groupes de cohomologie des diffe´rents faisceaux ou complexes de faisceaux
qui sont introduits.
0.8. — Les re´sultats obtenus dans le cadre des varie´te´s de Drinfeld s’adaptent aussi en car-
acte´ristique mixte dans le cadre des varie´te´s de Shimura de type PEL e´tudie´es dans [14] ; c’est
ce travail qui est effectue´ dans [6]. Le fait est que tous les arguments reposent de fac¸on formelle
sur les proprie´te´s ge´ome´triques du paragraphe (IV.1.2) et les proprie´te´s cohomologiques du para-
graphe (IV.2.2) ; nous avons ainsi donne´ dans l’appendice A, le dictionnaire entre nos notations
et celles de [14] en caracte´ristique mixte et rappele´ ou` se trouvaient dans loc. cit. les proprie´te´s
cohomologiques que l’on utilise dans le paragraphe (IV.2.2). La diffe´rence essentielle re´side dans
le fait qu’en caracte´ristique mixte, nous ne disposons pas a` priori de monodromie-poids. Ainsi
dans le texte nous avons, chaque fois que ne´cessaire, indique´ des preuves qui n’utilisent pas cette
proprie´te´. Au final dans la situation de [14], on obtient alors une preuve de la conjecture de
monodromie-poids versions faisceautique et cohomologique.
0.9. — Comme conse´quence directe de ces calculs on obtient une correspondance de Jacquet-
Langlands globale entre les alge`bres a` divisions D et D, re´sultat qui d’apre`s I. Badulescu, peut
s’obtenir aise´ment a` partir de la formule des traces simples. En outre on montre que les composantes
locales des repre´sentations automorphes de D×A sont celles pre´vues par l’existence, en ge´ne´ral
encore conjecturale, d’une correspondance de Jacquet-Langlands globale avec GLd(A) a` partir
des re´sultats de Moeglin-Waldspurger sur les repre´sentations de carre´ inte´grable modulo le centre
de GLd(A) et la conjecture de Ramanujan-Peterson prouve´e par Lafforgue. Ainsi dans les cas
(3)En fait on suppose plutoˆt connu les gradue´s locaux grh,k,loc de la filtration de monodromie-locale du complexe
des cycles e´vanescents Ψh,•
Fo
.
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de´favorables ou` il n’existe pas encore une telle correspondance de Jacquet-Langlands, on obtient
la description des composantes locales des repre´sentations automorphes de D×A ve´rifiant Hyp(∞)
et donc en particulier la conjecture de Ramanujan-Peterson.
0.10.—De´crivons succinctement le contenu des divers paragraphes. On commence par des rappels
sur les donne´es ge´ome´triques locales et globales tire´es des chapitres pre´ce´dents dans le cas d’e´gale
caracte´ristique, et de [14] dans celui de la caracte´ristique mixte, cf. l’appendice A.
En ce qui concerne les donne´es globales, outre le fait que les strates non supersingulie`res soient
ge´ome´triquement induites, la donne´e fondamentale est celle des syste`mes locaux d’Harris-Taylor
F(g, l, πo) sur la strate lg, attache´s aux repre´sentations JL−1(Stl(πo)) des inversibles D×o,lg de
l’alge`bre a` division centrale sur Fo d’invariant 1/lg. La proprie´te´ essentielle que l’on utilisera sur
ces syste`mes locaux est l’isomorphisme (IV.2.2.12).
On redonne en outre, d’apre`s [5], la description de l’ensemble des points supersinguliers et on
de´finit pour tout diviseur g de d = sg, le faisceau F(g, s, πo) a` support sur les points supersinguliers.
On notera par ailleurs que les F(g, l, πo) ne sont pas a` priori irre´ductibles car ils proviennent de
la restriction a` D×o,lg de JL−1(Stl(πo)).
0.11.— Au deuxie`me paragraphe, on explicite le lien entre Ψh,iFo et U
h,i
Fo
et on introduit l’entier eπo
qui est le cardinal de la classe d’e´quivalence inertielle, de´finition (IV.2.1), de πo. En particulier eπo
est e´gal au nombre de sous-repre´sentations irre´ductibles de la restriction a` D×o,lg de JL−1(Stl(πo)).
On rappelle alors le the´ore`me (3.2.4) de [5] qui de´crit les parties cuspidales des groupes de
cohomologie des mode`les locaux de Deligne-Carayol. A ce propos, pour avoir un e´nonce´ exact
dans loc. cit., il faut conside´rer l’action naturelle de GLd(Fo) sur Ud,iFo , tordue par go 7→ tg−1o ; on
introduira un tilde pour marquer cette modification. On rappelle alors le the´ore`me (VII.1.5) de
[14] qui donne le calcul de la somme alterne´e, dans le groupe de Grothendieck des GLd(Fo)×Wo-
modules,
∑
i(−1)iU˜d,iFo (JL−1(Sts(πo))).
En global l’isomorphisme (IV.2.2.12) se traduit cohomologiquement par la proposition
(IV.2.2.1). On introduit selon [19], pour toute repre´sentation ρ∞ du groupe des inversibles
D
×
∞ de “l”’alge`bre a` division centrale sur F∞ d’invariant −1/d, le syste`me local Lρ∞ sur les
varie´te´sMI,o. On conside`re alors les groupes de cohomologie du produit tensoriel de ce dernier avec
un syste`me local d’Harris-Taylor. Le re´sultat fondamental qui re´sulte des arguments de comptage
de points est la proposition (IV.2.2.4) qui calcule la somme alterne´e des groupes de cohomologie
a` support compact des syste`mes locaux d’Harris-Taylor, dans le groupe de Grothendieck des
(D∞A )
× × Z-modules, ou` pour tout h, Z est identifie´ au quotient D×o,h/D×o,h via la valuation de la
norme re´duite. On introduit pour cela le caracte`re Ξ de Z −→ Q×l de´fini par Ξ(1) = 1p .
Ainsi les repre´sentations automorphes Π qui interviennent dans cette description ainsi que dans
celle de la cohomologie de la fibre ge´ne´rique a` valeurs dans Lρ∞ , ve´rifient des conditions Hyp(∞)
a` la place ∞ que l’on donne a` la de´finition (IV.2.2.2) : en re´sume´ pour ρ∞ = JL−1(Sts(π∞)), il
faut que Π∞ soit isomorphe a` Sts(π∞) ou a` Spehs(π∞).
0.12.— Au troisie`me paragraphe le the´ore`me (IV.3.1.1) est la motivation initiale de ce travail, i.e.
de´crire chacun des U˜d,iFo (JL−1(Sts(πo))). Finalement on obtient un re´sultat plus pre´cis, the´ore`me
(IV.3.2.3), qui est la description des gradue´s de la filtration de monodromie-locale de´finie par
Fargues dans l’appendice de [6] et de la suite spectrale correspondante. Le fait primordial de´montre´
dans par Laurent Fargues est le the´ore`me de comparaison a` la Berkovich qui implique qu’en
tout point ge´ome´trique de M=hI,so , la filtration et la suite spectrale correspondante, induite par la
monodromie globale sur le germe en ce point du complexe des cycles e´vanescents, donne la suite
spectrale de filtration de monodromie-locale du complexe des cycles e´vanescents du mode`le de
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Deligne-Carayol pour la hauteur h. On re´fe´rera a` ce re´sultat comme le the´ore`me de comparaison
de Berkovich-Fargues.
0.13. — Le quatrie`me paragraphe est consacre´ aux e´nonce´s globaux. On commence, apre`s avoir
fait quelques rappels sur les faisceaux pervers §IV.4.1, par de´couper, proposition (IV.4.1.3), nos
faisceaux pervers selon leur composantes isotypiques pour le sous-groupe d’inertie Io et on note
ainsi grk,πo (resp. grk,ρ∞,πo) la composante Lg(πo)|Io -isotypiques du gradue´ grk (resp. grk,ρ∞) pour
la filtration de monodromie du faisceau pervers RΨηo(Ql)[d − 1] (resp. RΨηo(Lρ∞)[d − 1] pour
ρ∞ une repre´sentation irre´ductible de D
×
∞), ou` πo est une repre´sentation irre´ductible cuspidale
de GLg(Fo) avec 1 6 g 6 d. La repre´sentation Lg(πo)|Io n’e´tant pas irre´ductible, Vπo est le
facteur direct de V sur lequel l’action de Io se de´compose en une somme de sous-repre´sentations
irre´ductibles qui sont aussi des sous-repre´sentations de Lg(πo)|Io .
On introduit ensuite §IV.4.2, certaines cate´gories de faisceaux pervers de Hecke qui fourniront
le cadre cate´goriel des diffe´rents complexe de faisceaux que nous conside´rerons dans la suite et
on donne, de´finition (IV.4.3.1), un certain nombre de notations attache´es aux syste`mes locaux
d’Harris-Taylor F(g, l, πo)1 et aux faisceaux induits HT (g, l, πo,Πl) qui leurs sont associe´s sur la
strate M=lgI,so ou` Πl est une repre´sentation de GLlg(Fo) qui sera le plus souvent elliptique de type
πo. On introduit alors le groupe de Grothendieck G des faisceaux pervers de Hecke sur la tour des
MI,so munis d’une action compatible de (D
∞
A )
× ×Wo.
On e´nonce alors les the´ore`mes globaux qui pre´cisent, the´ore`me (IV.4.4.1) (resp. (IV.4.4.4)),
les faisceaux pervers simples de RΨηo(Lρ∞)[d − 1] (resp. des grk,ρ∞,πo) en termes des faisceaux
pervers j>lg!∗ HT (g, l, πo, Stl(πo))[d− lg]⊗Lg(πo)(− lg−1+k2 ) avec 1 6 l 6 d/g (resp. |k| < l 6 sg et
l ≡ k − 1mod 2).
D’apre`s le the´ore`me de comparaison de Berkovich-Fargues, le the´ore`me local (IV.3.1.1) se de´duit
alors du calcul, the´ore`me (IV.4.4.7), des faisceaux de cohomologie des j>lg!∗ F(g, l, πo) et de la
de´termination, the´ore`me (IV.4.4.10), de la suite spectrale de monodromie associe´e.
On donne ensuite le sche´ma de la preuve qui proce`de par re´currence en supposant connu
(IV.3.2.3) pour tout d′ < d. On renvoie le lecteur a` §IV.4.5 pour un apercu des implications
logiques entre les divers e´nonce´s locaux et globaux.
0.14.— Dans le cinquie`me paragraphe, on de´montre le the´ore`me (IV.4.4.1), i.e. on donne l’image
de RΨηo(Ql)[d− 1] dans le groupe de Grothendieck G des faisceaux pervers de Hecke sur la tour
des MI,so . La preuve proce`de en plusieurs e´tapes. Tout d’abord de la description (IV.2.2.12) des
restrictions aux strates M=hI,so des R
iΨηo(Ql) et du calcul (IV.2.2.13) de
∑
i(−1)i[U˜d,iFo ], on en
de´duit, proposition (IV.5.2.2), l’e´galite´ suivante ou` on a pose´ sg = ⌊dg ⌋, la partie entie`re de d/g :
[RΨηo(Ql)[d− 1]] =
d∑
g=1
∑
πo∈Cuspo(g)
1
eπo
sg∑
i=1
sg∑
l=i
(−1)l−i
[j>lg! HT (g, l, πo, [
←−−
i− 1,−−→l− i]πo)[d− lg]⊗ Lg(πo)(−
lg − 2 + 2i− l
2
)] (IV.0.2.8)
L’e´tape suivante consiste alors a` exprimer l’image des faisceaux pervers qui interviennent dans le
membre de droite de l’e´galite´ ci-dessus soit :
[j>lg! HT (g, l, πo, [
←−−
l − 1]πo)[d− lg]] =
sg−l∑
i=0
j>l
′g
!∗ HT (g, l+ i, πo, [
←−−
l − 1]πo−→× [
←−−
i− 1]πo)[d− (l + i)g]⊗ Ξi(g−1)/2 (IV.0.2.9)
Pour prouver cette dernie`re e´galite´, on raisonne par re´currence descendante sur la dimension
des supports des faisceaux pervers simples dans j>lg! HT (g, l, πo, [
←−−
l − 1]πo)[d − lg] en re´injectant
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(IV.0.2.9) pour les diffe´rents l, avec g et πo fixe´s, dans (IV.0.2.8). On argumente tout d’abord sur
le fait que le membre de droite de (IV.0.2.8) doit s’e´crire comme une somme a` coefficients positifs
de faisceaux pervers simples, autoduale pour la dualite´ de Verdier.
On invoque ensuite le the´ore`me de comparaison de Berkovich-Fargues afin d’utiliser l’hypothe`se
de re´currence sur les mode`les locaux en hauteur h < d, afin d’obtenir des renseignements sur
les germes aux points non supersinguliers de ces faisceaux pervers simples. On de´montre alors,
proposition (IV.5.3.3), le re´sultat hors des points supersinguliers au sens ou` les e´galite´s du the´ore`me
pre´ce´dent et de (IV.0.2.9) sont vraies si on rajoute une somme alterne´e de faisceaux pervers a`
support sur les points supersinguliers. Le fait est qu’on utilise vraiment (IV.2.2.12) et pas seulement
un calcul de somme alterne´e des restrictions des faisceaux des cycles e´vanescents, ce qui explique
l’inde´termination au niveau des points supersinguliers.
Le paragraphe (IV.5.4) est consacre´ a` la de´termination de ces faisceaux pervers ponctuels qui
nous manquent. Une ide´e naive est que pour connaˆıtre un faisceau ponctuel, on peut commencer
par calculer son groupe de cohomologie H0. E´tant donne´ un tel faisceau pervers ponctuel P a`
de´terminer, nous verrons en fait que la connaissance de sonH0 suffit a` le de´terminer comple`tement :
en effet graˆce a` (IV.5.2.18), nous montrerons que P contient F(g, s, πo) ⊗ (Πl−→× [←−−−−−s− l − 1]πo) ⊗
Ξ(s−l)(g−1)/2 avec
H0(F(g, s, πo)⊗Πl−→× [←−−−−−s− l − 1]πo)⊗ Ξ(s−l)(g−1)/2 = H0(P)
de sorte que P = F(g, s, πo)⊗Πl−→× [←−−−−−s− l − 1]πo ⊗ Ξ(s−l)(g−1)/2.
On commence alors par calculer les groupes de cohomologie des faisceaux pervers d’Harris-
Taylor, ou tout du moins leur Π∞,o-partie, pour Π automorphe ve´rifiant Hyp(∞) avec Πo = Sts(πo)
de sorte que, remarque (IV.5.4.4), la condition Hyp(∞) implique que Π∞ est isomorphe a` Sts′(π∞)
pour un diviseur s′ de d = s′g′ et π∞ une repre´sentation irre´ductible cuspidale de GLg′(F∞). On
montre a` la proposition (IV.5.4.1) que ceux-ci sont alors tous nuls de sorte que, d’apre`s la propo-
sition (IV.5.3.3), l’e´galite´ (IV.2.2.13) fournit, corollaire (IV.5.4.6), le H0 des faisceaux ponctuels
manquant ainsi que leur de´termination. Le the´ore`me (IV.4.4.1) de´coule alors directement de ces
re´sultats, cf. le corollaire (IV.5.4.8).
0.15. — Le sixie`me paragraphe est consacre´, proposition (IV.2.2.1), au calcul des faisceaux de
cohomologies des faisceaux pervers j>lg!∗ HT (g, l, πo,Πl)[d − lg] en fonction des extensions par
ze´ro j>l
′g
! HT (g, l
′, πo,Πl
−→× [−−−−−−→l′ − l − 1]πo)⊗Ξ(l
′−l)(g−1)/2. D’apre`s la proposition (IV.5.3.3), on peut
proce´der par re´currence en utilisant la suite spectrale (IV.4.1.17) dont l’aboutissement est connu
sauf au niveau des points supersinguliers.
Ainsi ces faisceaux de cohomologie ne sont pas comple`tement de´termine´s aux points supersin-
guliers mais il ne reste qu’un nombre re´duit de possibilite´s, cf. le lemme (IV.6.2.5), que l’on peut
obtenir, d’apre`s (IV.5.3.3), par re´currence en utilisant par exemple la suite spectrale (IV.6.2.20).
On donne ensuite, proposition (IV.7.3.1), une preuve de monodromie-poids. En e´gale car-
acte´ristique ce re´sultat est connu et nous l’utilisons a` maintes reprises, cependant, nous en
de´montrons un cas particulier qui dans la situation de caracte´ristique mixte fournira une preuve
comple`te du the´ore`me de monodromie-poids pour les varie´te´s de Shimura de [14]. On remarque
tout d’abord que pour s > 2, le raisonnement par re´currence implique le re´sultat de sorte qu’il
reste a` initialiser la re´currence et donc a` prouver que pour s = 2, la monodromie n’est pas triviale,
en particulier sur la cohomologie. En e´gale caracte´ristique le re´sultat est connu d’apre`s [19] tandis
qu’en caracte´ristique il est connu pour s = 2 et g = 1 d’apre`s [8]. Le principe, qui nous a e´te´
sugge´re´ par M. Harris, est de s’y ramener via un changement de base ade´quat, cf. appendice A.
(4)
(4)Notons par ailleurs que le cas ge´ne´ral, i.e. g = 1 et s quelconque a re´cemment e´te´ prouve´ directement par Yoshida
et Taylor.
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0.16.— Au septie`me paragraphe, on prouve les the´ore`mes globaux sous la proposition (IV.7.1.1).
D’apre`s le the´ore`me de comparaison de Berkovich-Fargues la connaissance du the´ore`me local
(IV.3.2.3) revient a` celle des germes aux points supersinguliers des faisceaux de cohomologie des
faisceaux pervers d’Harris-Taylor ainsi que les fle`ches correspondantes dans la suite spectrale
(IV.4.1.17). Si nous disposions du the´ore`me (IV.3.2.3) pour d, le raisonnement de la preuve de la
proposition (IV.6.2.3) nous permettrait de de´terminer comple`tement les faisceaux de cohomolo-
gie des grk. Par souci d’efficacite´ nous montrons, proposition (IV.7.1.2), qu’il suffit, en utilisant
l’ope´rateur de monodromie N , en fait de connaˆıtre les parties de poids s(g − 1) de l’aboutisse-
ment de la suite spectrale de monodromie-locale de (IV.3.2.3). On est alors ramene´ a` prouver la
proposition (IV.7.1.1), i.e. a` de´terminer les parties de poids s(g − 1) des U˜d,iFo .
0.17. — Le huitie`me paragraphe est consacre´ a` la preuve de la proposition (IV.7.1.1). Celle-ci re-
pose sur l’e´tude de la suite spectrale des cycles e´vanescents. Pour Π une repre´sentation irre´ductible
automorphe de D×A telle que Πo ≃ Sts(πo) avec πo cuspidale, la Π∞,o-partie de son aboutissement
est connue d’apre`s [19], ou peut-eˆtre rapidement recalcule´e a` partir de la proposition (IV.5.4.1).
La de´termination de cet aboutissement nous restreint, corollaire (IV.8.1.3), alors le nombre de
possibilite´s pour les U˜d,iFo (JL−1(Sts(πo))).
En utilisant une proprie´te´, the´ore`me (IV.8.2.1), d’invariance des Ud,•Fo sous l’involution de
Zelevinski, il est alors possible de prouver la proposition (IV.7.1.1). Cependant la preuve de celle-ci
repose sur tout ou partie du the´ore`me de comparaison de Faltings a` partir d’un e´nonce´ similaire du
cote´ espace de Drinfeld, ce qui de´passe le cadre de ce texte. Par ailleurs la preuve, dans le cas de la
caracte´ristique mixte, de la conjecture de monodromie-poids version cohomologique demande une
e´tude des Π∞-parties des divers groupes de cohomologie, pour Π automorphe ve´rifiant Hyp(∞)
et telle que Πo ≃ Spehs(πo). La Π∞,o-partie de la cohomologie de la fibre ge´ne´rique n’est pas a`
priori connue. On se propose dans un premier temps de la calculer, ou tout du moins les bouts de
poids s(g − 1), le cas ge´ne´ral e´tant traite´, de manie`re inde´pendante, a` la proposition (V.1.1).
On calcule tout d’abord, proposition (IV.8.3.4), les Π∞,o-parties des groupes de cohomologie
des faisceaux pervers d’Harris-Taylor. On en de´duit alors, corollaire (IV.8.3.5), la connaissance des
Π∞,o-parties de poids s(g − 1) des groupes de cohomologie de la fibre ge´ne´rique. Pour ce faire on
utilise le the´ore`me de Lefschetz difficile. On e´tudie alors, proposition (IV.8.3.8), les Π∞,o-parties
des termes Ep,q2 de la suite spectrale des cycles e´vanescents.
On montre, qu’a` travers les suites spectrales associe´es a` la stratification, qu’en ce qui concerne
les bouts de poids s(g − 1), seule la strate supersingulie`re contribue de sorte que l’on se retrouve
dans une situation similaire a` celle de [5] dans le cas cuspidal, ou` les bouts de poids s(g − 1) des
Ep,q2 [Π
∞,o] sont nuls pour p 6= 0. Cette constatation de´coule du controˆle, lemme (IV.8.3.10), des
contributions des strates non supersingulie`res. La proposition (IV.7.1.1), de´coule alors directement
de la connaissance des Π∞,o-parties de l’aboutissement de la suite spectrale des cycles e´vanescents
et du fait qu’en ce qui concerne celles de poids s(g − 1), celles-ci ne proviennent que des points
supersinguliers.
Note : pour les lecteurs qui n’ont pas lu les chapitres pre´ce´dents, on leur conseille de lire toutefois
le §II.1 qui rappelle la combinatoire sur les repre´sentations elliptiques de GLd(Fo) due a` Zelevinski
(cf. [24]).
IV.1. Rappels des donne´es ge´ome´triques
IV.1.1. De´finitions. — - Soit cl : Wo −→ F×o le morphisme de la the´orie du corps de classe
qui envoie les frobenius ge´ome´triques sur les uniformisantes, i.e. val(cl(Fro)) = −1.
- Pour co ∈Wo, on notera deg(co) := val(cl(co)).
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- E´tant donne´s une repre´sentation complexe σo (resp. πo) de Wo (resp. de GLd(Fo)) et un
entier r, on notera σo(r) (resp. πo(r)) la repre´sentation σo ⊗ |cl|r (resp. πo ⊗ | det |r).
IV.1.1. Le mode`le local de Deligne-Carayol. — Pour tout n > 0, Defdn repre´sente
(5) le
foncteur des de´formations de niveau n, par isoge´nies, du Oo-module formel de hauteur d sur Fq.
IV.1.1.1 — Soit alors Ψd,iFo,n le Ql-espace vectoriel de dimension finie obtenu via la the´orie de
Berkovich comme le i-e`me foncteur des cycles e´vanescents associe´ au morphisme structural
Spf Defdn −→ Spf Oˆnro .
Cet espace vectoriel est muni entre autre d’une action de GLd(Oo) qui se factorise par le morphisme
surjectif naturel GLd(Oo) −→ GLd(Oo/Mno ) et on pose
Ψd,iFo = lim−→
n
Ψd,iFo,n
de sorte que pour Ko,n := Ker(O×o −→ (Oo/Mno )×), Ψd,iFo,n = (Ψd,iFo )Ko,n . On introduit le groupe
No (resp. N ′o) de´fini comme le noyau de
(go, δo, co) ∈ GLd(Fo)×D×o,d ×Wo 7→ val(det(g−1o )rn(δo)cl(co)) ∈ Z
(resp. compose´ avec la projection canonique Z −→ Z/dZ).
Remarque : Parfois on pre´cisera la dimension en notant No(d).
IV.1.1.2 — Pour ξo un caracte`re d’ordre fini de F
×
o , on note Ψ
d,i
Fo,ξo
la ξ′o-composante isotypique
ou` ξ′o est la restriction de ξo a` O×o . Ainsi Ψd,iFo,ξo (resp. Ψ
d,i
Fo
) est muni d’une action de N ′o (resp.
de No).
IV.1.1.3 — Dans la de´finition de Defdn, il est agre´able de conside´rer plutoˆt les de´formations
par quasi-isoge´nies ce qui donne un sche´ma formel Spf Defd,Zn ≃
∐
Z Spf Def
d
n de sorte que la
construction pre´ce´dente fourni des Ql-espaces vectoriels Ud,iFo,n ≃ (U
d,i
Fo
)Ko,n ou`
Ud,iFo,ξo := Ind
GLd(Fo)×D
×
o,d×WFo
No
Ψd,iFo,ξo
est une repre´sentation de GLd(Fo)×D×o,d ×Wo.
IV.1.1.4 — Pour toute repre´sentation admissible irre´ductible τo de D
×
o,d de caracte`re central
ξo, la re´ciprocite´ de Frobenius donne que la composante isotypique Ud,iFo,ξo(τo) est isomorphe a`
HomD×o,d
(res
D×o,d
D×o,d
τo,Ψ
d,i
Fo,ξ
−1
o
) ou` l’action de (gco, σo) est donne´e par celle de (go, δo, σo) ∈ N ′o pour
δo ∈ D×o,d quelconque.
IV.1.2. Les varie´te´s globales et les syste`mes locaux d’Harris-Taylor. — Par souci de
simplicite´, les notations et le contexte sont ceux de [19] et [5], i.e. le cas d’e´gale caracte´ristique.
Les re´sultats que nous rappelons sont une traduction de ceux de [14] et peuvent eˆtre trouve´s
dans le chapitre I. Il se trouve que les preuves qui suivent reposent formellement sur les proprie´te´s
cohomologiques ci-apre`s de sorte que les re´sultats que nous obtenons sont e´galement valides en
caracte´ristique mixte dans le cadre de [14] ; nous donnerons dans l’appendice A le dictionnaire
entre nos notations et celle de [14] et nous pre´ciserons ou` trouver les proprie´te´s cohomologiques
que nous utilisons ; pour de plus amples de´tails on renvoie a` [6]. Les donne´es sont alors :
(1) une tour de sche´mas (MI,o)I de´finis sur le trait SpecOo et indexe´s par les ide´aux I de A ;
cette tour est munie d’une action, par correspondances, du groupe (D∞A )
× ;
(2) pour ρ∞ une repre´sentation irre´ductible du groupe des inversiblesD
×
∞ de l’alge`bre a` division
centrale sur F∞ d’invariant −1/d, un syste`me local Lρ∞ sur les MI,o ;
(5)cf. [9] ou [5]
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(3) une stratification de la fibre spe´ciale MI,so , par des sous-sche´mas ferme´s M
>h
I,so
, pour 1 6
h 6 d, de pure dimension d − h, telle que(6) le comple´te´ de l’anneau local de MI,o en tout
point ge´ome´trique de M=hI,so est isomorphe a` Def
h
n[[x
n
1 , · · · , xnd−h]]. Par ailleurs les inclusions
j>h :M=hI,so →֒M>hI,so sont affines ;
(4) les strates non supersingulie`res, i.e. h 6= d, sont induites, au sens ou` il existe un sous-sche´ma
ferme´ M=hI,so,1 de M
=h
I,so
muni d’une action par correspondances de Ph,d(Fo) telle que
M=hIoMno ,so =M
=h
IoMno ,so,1
×P oph,d(Oo/Mno ) GLd(Oo/Mno ),
ou` l’action de
(
gco 0
∗ geto
)
se factorise par (− val(det(gco)), geto ) ∈ Z×GLd−h(Fo) et ou` Frobo
agit via (−1, Id−h). Pour tout g ∈ GLd(Fo) d’image a ∈ GLd(Fo)/Ph,d(Fo), on noteraM=hI,so,a
l’image par g de M=hI,so,1 et Ph,d,a le parabolique correspondant ;
(5) pour τo une repre´sentation irre´ductible de D
×
o,h, un syste`me local Fτo,I,a sur M=hI,so,a ; on
note Fτo,I := Fτo,I,a ×Ph,d,a(Oo/Mno ) GLd(Oo/Mno ) ou` n = multo(I) ;
(6) Soit D l’alge`bre a` division centrale sur F telle que D
∞,o
A ≃ D∞,oA et Do (resp. D∞) est
l’alge`bre a` division centrale sur Fo (resp. sur F∞) d’invariant 1/d (resp.−1/d). Pour tout ide´al
I de A, l’ensemble des points supersinguliersMdI,so(Fq) est en bijection avec le (D
∞
A )
××Wo-
ensemble
D
×\[(D∞,oA )×/K∞,oA,I × Z]
ou` l’action de co ∈ Wo est donne´e par la translation de − deg(co) sur la composante Z et ou`
l’action de g∞ ∈ (D∞A )× est donne´e par la correspondance
D
×\[ (D
∞,o
A
)×
K∞,o
A,J
× Z]
c1vvmmm
mmm
mmm
mmm c2
((QQ
QQQ
QQQ
QQQ
Q
D
×\[ (D
∞,o
A
)×
K∞,o
A,I
× Z] D×\[ (D
∞,o
A
)×
K∞,o
A,I
× Z]
ou` J est un ide´al de A tel que K∞,oA,J ⊂ K∞,oA,I ∩ (g∞,o)−1K∞,oA,I g∞,o, avec c1 (resp. c2) induit
par l’inclusion K∞,oA,J ⊂ K∞,oA,I (resp. par la multiplication a` droite de (g∞,o)−1 sur (D∞,oA )×)
et la translation de − val(det(go)) sur la composante Z.
IV.1.2.1. De´finition. — Pour tout diviseur g de d = sg et toute repre´sentation irre´ductible
cuspidale πo de GLg(Fo), on notera F(g, s, πo, I) le faisceau concentre´ aux points supersin-
guliers
D
×\[(D∞,oA )×/K∞,oA,I × (Z× (JL−1([
←−−−
s− 1]πo))K
n
o )]

MdI,so(Fq) = D
×\[(D∞,oA )×/K∞,oA,I × Z]
avec n = multo(I) et ou` l’action diagonale de D
×
est donne´e par translation a` droite
sur (D
∞,o
A )
×, par translation de valeur − val rn(.) sur Z et par l’action naturelle sur
JL−1([
←−−−
s− 1]πo).
(6)C’est l’e´quivalent du the´ore`me de Serre-Tate.
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IV.2. Rappels des proprie´te´s cohomologiques
IV.2.1. De´finition. — Soit τo une repre´sentation irre´ductible de D
×
o,h, sa restriction a` D×o,h est
une somme de repre´sentations irre´ductibles
ρo,1 ⊕ · · · ⊕ ρo,eτo
et on notera eτo le nombre de celles ci. E´tant donne´e une repre´sentation irre´ductible ρo de D×o,h,
soient alors τo et τ
′
o des sous-repre´sentations irre´ductibles de l’induite de D×o,h a` D×o,h de ρo :
d’apre`s la re´ciprocite´ de Frobenius, ce sont exactement celles telles que leur restriction a` D×o,h
contienne ρo. On en de´duit alors que τo et τ
′
o sont inertiellement e´quivalentes, i.e. τ
′
o ≃ τo ⊗ ξo
avec ξo : δ 7→ xv(det δ) pour x ∈ Q×l . On note Ch l’ensemble des classes d’e´quivalences iner-
tielles des repre´sentations admissibles et irre´ductibles du groupe D×o,h. De la meˆme fac¸on, deux
repre´sentations πo et π
′
o de GLg(Fo) seront dites inertiellement e´quivalentes, s’il existe un car-
acte`re ξ : Z −→ Q×l tel que πo ≃ π′o ◦ ξ ◦ val ◦ det et on notera Cuspg l’ensemble des classes
d’e´quivalence inertielle des repre´sentations cuspidales de GLg(Fo) ainsi que eπo le cardinal de la
classe d’e´quivalence inertielle de πo.
IV.2.2. De´finition. — Soit σo une repre´sentation irre´ductible de Wo. Une repre´sentation de Io
sera dite σo-isotypique, si ses sous-repre´sentations irre´ductibles sont aussi des sous-repre´sentations
irre´ductibles de la restriction a` Io de σo.
Remarque : Si une repre´sentation de Io est σo-isotypique et σ
′
o-isotypique alors σo et σ
′
o sont
inertiellement e´quivalentes.
IV.2.3. Lemme. — Pour tout entier g et toute repre´sentation irre´ductible cuspidale πo de
GLg(Fo), eJL−1([←−−s−1]πo )
= eπo .
De´monstration. — On rappelle que l’entier en question correspond au nombre de caracte`res ξo
de Z tels que τo ≃ τo ⊗ ξo ◦ val ◦ det en notant τo = JL−1([←−−−s− 1]πo) ; par Jacquet-Langlands c’est
aussi le nombre de caracte`res ξo de Z tels que
[
←−−−
s− 1]πo ≃ [
←−−−
s− 1]πo ⊗ (ξo ◦ val ◦ det) ≃ [
←−−−
s− 1]πo⊗(ξo◦val ◦ det)
et donc au nombre de caracte`res ξo tels que πo ≃ πo ⊗ ξo ◦ val ◦ det, d’ou` le re´sultat.
IV.2.1. Sur le mode`le local. — Soit τo une repre´sentation admissible irre´ductible de D
×
o,h.
L’espace que l’on souhaite e´tudier est le (GLh(Fo)×WFo)-module
HomD×o,h
(τo,Uh,iFo ) = Uh,iFo (τo) ≃ Ψh,iFo (τo) := HomD×o,h(τo,Ψ
h,i
Fo
)
IV.2.1.1 — Pour tout τo, on a un morphisme naturel de No-modules :
Uh,iFo (τo)⊗ τo −→ Ψh,iFo
qui envoie f ⊗ v sur f(v). On note Ψh,iFo [τo] l’image de ce morphisme et soit Ψh,iFo,m[τo] la pre´image
de Ψh,iFo [τo] dans Ψ
h,i
Fo,m
. Le sous-module Ψh,iFo [τo] ne de´pend que de la classe d’e´quivalence inertielle
de τo. Le groupe D×o,h e´tant compact, on a
Ψh,iFo =
⊕
τo∈Ch
Ψh,iFo [τo]
Soit ∆τo un ensemble d’e´le´ments de D
×
o,h tel que les congruences des val(det δ) pour δ ∈ ∆τo
forment un syste`me de repre´sentants de Z/eτoZ. L’application
Uh,iFo (τo)⊗ τo −→
⊕
δ∈∆τo
Ψh,iFo [τo]
δ
f ⊗ v 7→ (f(δ−1v))δ
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ou` Ψh,iFo [τo]
δ est l’espace Ψh,iFo [τo] muni de la structure de No-module ou` (go, δo, co) agit via
(go, δ
−1δoδ, co), est un isomorphisme de No-modules.
IV.2.1.2. De´finition. — On notera
˜Uh,iFo (τo) l’espace Uh,iFo (τo) ou` l’action de GLh(Fo) est tordue
par l’application go 7→ tg−1o .
IV.2.1.3. The´ore`me. — (cf. [5] the´ore`me (3.2.4)) Pour toute repre´sentation irre´ductible cus-
pidale πo de GLd(Fo), U˜d,iFo (JL−1(πo)) est nul pour i 6= d− 1 et
U˜d,d−1Fo (JL−1(πo)) ≃ πo ⊗ Lg(πo)(−
d− 1
2
)
IV.2.1.4. The´ore`me. — (cf. [14] the´ore`me VII.1.5, ou le the´ore`me (III.2.1)) Pour tout diviseur
g de d = sg et toute repre´sentation irre´ductible cuspidale πo de GLg(Fo), on a
d−1∑
i=0
(−1)i[ ˜Ud,d−1−iFo (JL−1([
←−−−
s− 1]πo))] =
s∑
i=1
(−1)i[←−−−−−s− 1− i,−→i ]πo ⊗ Lg(πo)(−
d+ s− 2− 2i
2
) (IV.2.1.10)
ou de manie`re e´quivalente
d−1∑
i=0
(−1)i[Ud,d−1−iFo (JL−1([
←−−−
s− 1]πo))] =
s∑
i=1
(−1)i[−→i ,←−−−−−s− 1− i]πo ⊗ Lg(πo)(−
d+ s− 2− 2i
2
) (IV.2.1.11)
IV.2.2. Sur les syste`mes locaux d’Harris-Taylor. — Dans la suite nous ne conside´rerons
plus les sche´mas sur Fp, MI,so , M
=h
I,so
... mais plutoˆt les Fp-sche´mas MI,so ×Fp Fp, M=hI,so ×Fp Fp...
Afin de ne pas alourdir encore plus les e´nonce´s, nous garderons les meˆmes notations, par exemple
MI,so de´signera ce que l’on devrait noter MI,so ×Fp Fp.
Les syste`mes locaux Fτo d’Harris-Taylor sont tels que la restriction a` M=hI,so,1 du i-e`me faisceau
des cycles e´vanescents RiΨηo,I(Ql) ve´rifie
(RiΨηo,I(Ql))
h
M=hI,so,1
≃
⊕
τo∈Ch
(Fτo,I ⊗ ˜Uh,iFo,n(τo))h/eτo , (IV.2.2.12)
ou` n = multo(I) et ou` l’action l’action d’un e´le´ment (g
∞,o, geto , g
c
o, r, co) ∈ (D∞,oA )××GLd−lg(Fo)×
GLlg(Fo)× Z×Wo est donne´e par l’action naturelle de
(g∞,o, geto , r − val(det gco)− deg(co))) ∈ (D∞,oA )× ×GLd−lg(Fo)× Z
sur la tour des (Fτo,I)I au dessus de M=lgI,so,1, et par celle de (gco, co) sur la tour des (
˜Uh,iFo,n(τo))n.
L’isomorphisme (IV.2.2.12) implique alors la proposition suivante.
IV.2.2.1. Proposition. — Pour tout i, j, on a un isomorphisme canonique
Hjc (M
=h
I,so,1, R
iΨηo,I(Lρ∞))h ≃
⊕
τo∈Ch
(Hjc (M
=h
I,so,1,Fτo,I ⊗ Lρ∞)⊗ ˜Uh,iFo,m(τo))h/eτo
avecm = multo(I) et tel que l’action de (g
∞,o, gco, g
et
o , σo) ∈ (D∞,oA )××GLh(Fo)×GLd−h(Fo)×WFo
sur la limite inductive (7) du membre de gauche, induit l’action de
(g∞,o, geto ,− val(det gco)− deg(σo))⊗ (gco, σo)
(7)indexe´e par les ide´aux I = IoMmo
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sur la limite inductive du membre de droite.
Remarque : Les syste`mes locaux Fτo,I ne sont pas irre´ductibles mais plutoˆt une somme directe de
eτo syste`mes locaux irre´ductibles. La complexite´ de l’e´criture de (IV.2.2.12), est la contre-partie
de la simplicite´ de la description de l’action de GLd(Fo) ×Wo qui tient au fait que l’on a fait
apparaˆıtre U˜h,iFo (τo) plutoˆt que HomD×o,h(ρo, Ψ˜
h,i
Fo
) avec ρo une repre´sentation irre´ductible de Io de
sorte que ce dernier est seulement muni d’une action de N˜o ∩ (GLh(Fo)×D×o,h).
IV.2.2.2. De´finition. — Dans la suite, pour ρ∞ une repre´sentation irre´ductible de D
×
∞, qui
est ”l”’alge`bre a` division centrale sur F∞ d’invariant −1/d, on conside`re pour une repre´sentation
automorphe Π de D×A , l’hypothe`se Hyp(ρ∞) suivante : si ρ∞ = JL
−1(Sts(π∞) pour π∞ une
repre´sentation irre´ductible cuspidale de GLg(F∞) pour d = sg, alors Π∞ est soit isomorphe a`←−
(s)π∞ soit a`
−→
(s)π∞ . Plus ge´ne´ralement on notera Hyp(∞) l’hypothe`se sur Π qu’il existe ρ∞ tel que
Π ve´rifie Hyp(ρ∞).
Remarque : Dans le cas de caracte´ristique mixte la condition Hyp(∞) est rappele´e dans l’appendice
A.
On note [H∗h,ρ∞,τo ] :=
∑
i
(−1)i lim
−→
I
[Hic(M
=h
I,so,1,Fτo,I ⊗ Lρ∞)] dans le groupe de Grothendieck
des repre´sentations admissibles de (D∞,oA )
× ×GLd−h(Fo)× Z.
IV.2.2.3. De´finition. — Pour tout entier h, on conside`re l’identification canoniqueD×o,h/D×o,h −→
Z de´fini par la valuation de la norme re´duite. On notera Ξ : Z −→ Q×l le caracte`re de´fini par
Ξ(1) = 1p
IV.2.2.4. Proposition. — Pour Π une repre´sentation de D×A , on a alors
[H∗h,ρ∞,τo(Π
∞,o)] =
{
ǫ(Π)m(Π)Redhτo(Πo) si Π∞ ve´rifie Hyp(∞)
0 sinon
(IV.2.2.13)
ou` ǫ(Π) est un signe qui de´pend de Π, m(Π) est la multiplicite´ de Π dans l’espace des formes
automorphes et Redhτo : Groth(GLd(Fo)) −→ Groth(D×o,h/D×o,h ×GLd−h(Fo)) est de´fini comme la
composition des deux homomorphismes suivant :
– en premier lieu, on a un homomorphisme
Groth(GLd(Fo)) −→ Groth(GLh(Fo)×GLd−h(Fo))
[πo] 7→ [JPh,d(πo)⊗ δ1/2Ph,d ]
– ensuite on a un homomorphisme
Groth(GLh(Fo)×GLd−h(Fo)) −→ Groth(D×o,h/D×o,h ×GLd−h(Fo))
[α⊗ β] 7→∑ψ vol(D×o,h/F×o , dho)−1Tr α(φJL(τo⊗ψ−1))[ψ ⊗ β],
ou` ψ de´crit les caracte`res de Z ≃ D×o,h/D×o,h tels que α et τo ⊗ ψ−1 ont le meˆme caracte`re
central et ou` l’on conside`re des mesures de Haar associe´es sur GLh(Fo) et D
×
o,h.
Remarque : En e´gale caracte´ristique on a ǫ(Π) = 1 (resp. ǫ(Π) = (−1)s−1) si Π ≃ Sts(π∞) (resp.
Π∞ ≃ Spehs(π∞)) pour π∞ une repre´sentation irre´ductible cuspidale de GLg(F∞) avec d = sg.
En caracte´ristique mixte, ǫ(Π) = 1 (resp. ǫ(Π) = (−1)s−1) s’il existe une place x tel que Πx est de
carre´ inte´grable (resp. Πx ≃ Spehs(πx) pour πx irre´ductible cuspidale de GLg(Fx) avec d = sg).
(8)
(8)L’auteur n’est pas certain qu’en caracte´ristique mixte, le cas Πx ≃ Spehs(πx) soit connu, de sorte qu’on en
donnera une preuve.
IV.3. E´NONCES DES THE´ORE`MES LOCAUX 93
Pour toute repre´sentation irre´ductible ρ∞ de D
×
∞, on note C∞D,ρ∞ la composante ρ∞-isotypique
de C∞(D
×\(DA)×).
IV.2.2.5. Proposition. — Pour tout i, on a un isomorphisme (D∞A )
× ×Wo-e´quivariant
lim
→
I
H0(MdI,so , R
iΨηo,I(Lρ∞)) ≃ HomD×o ((C
∞
D,ρ∞
)∨, U˜d,iFo ) (IV.2.2.14)
IV.3. E´nonces des the´ore`mes locaux
IV.3.1. Groupes de cohomologie des mode`les de Deligne-Carayol. — Conside´rons le
complexe a` fle`ches nulles
ML•(s) := ([
−−−→
s− 1]1o ⊗ |cl|(s−1)/2, [
←−
1 ,
−−−→
s− 2]1o ⊗ |cl|(s−3)/2, · · · , [
←−−−
s− 1]1o ⊗ |cl|(1−s)/2)
⊗ JL−1(Sts(1o))⊗ Lg(1o)((1− s)/2)
ou` [
←−−−
s− 1]1o est place´ en degre´ 0. Par de´finition, pour πo une repre´sentation cuspidale de GLg(Fo),
on pose
πo ⋄ML•(s) := ([−−−→s− 1]πo ⊗ |cl|(s−1)/2, [
←−
1 ,
−−−→
s− 2]πo ⊗ |cl|(s−3)/2, · · · , [
←−−−
s− 1]πo ⊗ |cl|(1−s)/2)
⊗ JL−1(Sts(πo))⊗ Lg(πo)((1 − sg)/2)
IV.3.1.1. The´ore`me. — Pour tout d, on a
˜Ud,d−1+•Fo =
⊕
g|d
d=sg
⊕
πo∈Cuspg
πo ⋄ML•(s)
ou` Cuspg de´signe l’ensemble des classes d’e´quivalence des repre´sentations irre´ductibles cuspidales
de GLg(Fo).
IV.3.1.2 — Autrement dit, pour πo une repre´sentation irre´ductible cuspidale de GLg(Fo) on a :
˜Ud,d−s+iFo (JL−1(Sts(πo))) ≃
{
Lg(πo)(− d−s+2i2 )⊗ [
←−
i ,
−−−−−→
s− i− 1]πo 0 6 i < s
0 i < 0
ou` [
←−
i ,
−−−−−→
s− i− 1]πo est l’unique quotient irre´ductible de l’induite
Ind
GLsg(Fo)
Pig,sg(Fo)op
Sti(πo(− (s− i)(g − 1)
2
))⊗ Spehs−i(πo(
i(g − 1)
2
)).
Remarque : De manie`re e´quivalente on a
Ud,d−s+iFo (JL−1(Sts−1(πo))) ≃ Lg(πo)(−
d− s+ 2i
2
)⊗ [−−−−−→s− 1− i,←−i ]π∨o
IV.3.2. Filtration de monodromie-locale. — On rappelle le the´ore`me principal de l’appen-
dice de [6], fournie par Laurent Fargues.
IV.3.2.1. The´ore`me-de´finition. — (cf. le the´ore`me principal de l’appendice de [6]) Soit X →
SpecOo un morphisme propre d’un sche´ma X de type fini de dimension d sur le trait SpecOo. Le
complexe des cycles e´vanescents RΨηo(Ql)[d− 1] est un faisceau pervers muni d’une action de Wo
qui fournit une filtration de monodromie dont on notera grk les gradue´s et on conside`re la suite
spectrale Ei,j1 = h
i+jgr−i ⇒ Ri+j+d−1Ψηo(Ql). Pour tout point ge´ome´trique x de la fibre spe´ciale
Xso , en conside´rant les germes en x des h
igrk, on obtient une suite spectrale
Ei,j1,x = (h
i+jgr−i)x ⇒ Ri+j+d−1Ψηo(Ql)x
dont la nature est purement locale de sorte que si Y → SpecOo est un autre sche´ma avec un point
y tel que le comple´te´ formel de l’anneau local de Y en y est isomorphe, en tant que Oo-sche´ma
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formel, au comple´te´ formel de l’anneau local de X en x, alors pour tout r > 1, on a Ei,jr,x = E
i,j
r,y.
La filtration ainsi obtenue sera dite de monodromie-locale.
IV.3.2.2 — Pour tout s > 1, on introduit une suite de bicomplexe MLEi,jr (s) de´finit comme suit :
- pour r = 1, MLEi,j1 (s) est nul pour |j| > s ou j ≡ smod 2 ou i+ j > 0 ou i < (1 − s− j)/2.
Sinon pour j = 1− s+ 2r avec 0 6 r < s et i = s− 1− 2r − k avec 0 6 k 6 (s− 1− j)/2, on a
MLEs−1−2r−k,1−s+2r1 (s) = [
←−−−−−−
s− 1− k]1o−→× [
−−−→
k − 1]1o ⊗ |cl|(s−1−2r)/2
- les fle`ches di,j1 se de´duisent des suites exactes courtes (IV.3.2.15) ;
- pour tout r > 2,MLEi,jr (s) =MLE
i,j
2 (s) est nul pour |j| > s ou j ≡ smod 2 ou 2i 6= 1−s−j,
et
MLE1−s+r,1−s+2r2 = [
←−−−−−−
s− 1− r,−→r ]1o ⊗ |cl|−(s−1−2r)/2
Par exemple pour s = 4 on a repre´sente´ a` la figure (1) les MLEi,j1 (4) et MLE
i,j
∞ (4).
Nous allons en fait prouver l’e´nonce´ suivant dont de´coule directement le the´ore`me (IV.3.1.1).
IV.3.2.3. The´ore`me. — La filtration de monodromie-locale du complexe U˜d,•Fo,n est e´quivariante
pour l’action de l’alge`bre de Hecke Hn = C∞(Ko,n\GLd(Fo)/Ko,n) et celle de Io ; en outre pour n
variant, les filtrations de monodromie locale forment des syste`mes inductifs compatibles a` l’action
des correspondances de Hecke. Les termes Ei,jr,gr,loc de la suite spectrale associe´e
Ei,j1,gr,loc = h
i+jgrd,n,loc,−i ⇒ ˜Ud,d−1+i+jFo,n
ve´rifient
E•,d−1+••,gr,loc (
d− 1
2
) =
⊕
g|d=sg
⊕
πo∈Cuspg
JL−1(Sts(πo))⊗
(
πo ⋄MLE•,•• (s)
)
IV.3.2.4 — Autrement dit, les gradue´s grd,n,loc,k ve´rifient les proprie´te´s suivantes :
(1) pour tout k, grd,n,loc,k est une somme directe⊕
g | d=sg
πo∈Cuspg
grd,n,loc,k,πo,
ou` en tant que Io-module, grd,n,loc,k,πo est Lg(πo)-isotypique au sens de la de´finition (IV.2.2)
(9)
(2) les grd,n,loc,k,πo sont nuls pour |k| > s et pour |k| < s, ses groupes de cohomologie
higrd,n,loc,k,πo sont nuls pour i < d− s+ |k| et pour i 6≡ d− s+ kmod 2 ; pour d− s+ |k| 6
i = d − s + |k| + 2r 6 d − 1, hd−s+|k|+2rgrd,loc,k,πo est l’espace des vecteurs invariants sous
Ko,n ⊂ GLd(Fo) de l’espace suivant :
JL−1([
←−−−
s− 1]πo)⊗ [
←−−−−−|k|+ 2r]πo−→× [
−−−−−−−−−−−→
s− 2− 2r − |k|]πo ⊗ Lg(πo)(−
i+ k
2
);
(3) la suite spectrale Ei,j1,gr,loc,πo = h
i+jgrd,n,loc,−i,πo ⇒ U˜d,i+jFo,n de´ge´ne`re en E2 et ses di,j1 se
de´duisent des suites exactes courtes
0 → [←−−l − 1,−−→s− l]πo → [
←−−
l − 1]πo−→× [
−−−−−→
s− l − 1]πo → [
←−
l ,
−−−−−→
s− l − 1]πo → 0 (IV.3.2.15)
(9)Sans utiliser le fait que les Lg(πo) de´crivent l’ensemble des repre´sentations irre´ductibles de Wo, l’e´nonce´ dit que
pour σo qui ne serait pas de la forme Lg(πo), grd,loc,k,σo est nul.
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IV.4. E´nonces des the´ore`mes globaux
IV.4.1. Rappels sur les faisceaux pervers. — Pour X un sche´ma se´pare´ de type fini sur un
corps, on conside`re la t-structure perverse autoduale sur Dbc(X,Ql). On reprend les notations et
les re´sultats de [2] : en particulier quand il n’y a pas de confusion relativement a` X , on note pour
a ∈ Z, pτ6a, pτ>a les foncteurs de troncations de Dbc := Dbc(X,Ql) dans D6a := Dbc(X,Ql)6a et
D>a := Dbc(X,Ql)
>a, Perv := D>0 ∩D60, pH0 := pτ60pτ>0 : Dbc −→ Perv.
IV.4.1.1. De´finition. — Soit σo une repre´sentation irre´ductible de Wo. Un faisceau pervers P
irre´ductible, de la forme j!∗L pour j : U →֒ X localement ferme´ et L un syste`me local sur U , muni
d’une action de Io, sera dit σo-isotypique si L l’est au sens de la de´finition (IV.2.2).
IV.4.1.2. Lemme. — Soient σo,1 et σo,2 des repre´sentations irre´ductibles non inertiellement
e´quivalentes de Wo et soient P1, P2 des faisceaux pervers muni d’une action de Io, respectivement
σo,1 et σo,2 isotypique. Si ϕ : P1 −→ P2 est un morphisme de faisceau pervers Io-e´quivariant, pour
tout i, on a hiϕ = 0.
De´monstration. — C’est imme´diat.
Le lemme (5.3.6) de [2] donne alors la de´composition en somme directe suivante.
IV.4.1.3. Proposition. — Tout faisceau pervers P sur X muni d’une action de Io s’e´crit comme
une somme directe ⊕
σo
Pσo
ou` la somme porte sur les classes d’e´quivalence inertielle des repre´sentations irre´ductibles de
Wo et ou` Pσo est σo-isotypique au sens de la de´finition (IV.2.2). En particulier pour tout point
ge´ome´trique x : SpecK −→ X, (Pσo )x est une repre´sentation σo-isotypique.
IV.4.1.4. Corollaire. — Soit P un faisceau pervers sur X muni d’une action compatible de
Wo. On conside`re sa filtration de monodromie et on note grkP son gradue´ de poids k. La suite
spectrale
Ei,j1,gr,glob = h
i+jgr−iP =⇒ hi+jP
est la somme directe sur les classes d’e´quivalence inertielle des repre´sentations irre´ductibles σo de
Wo des suites spectrales
Ei,j1,gr,glob,σo = h
i+jgr−iPσo =⇒ hi+jPσo (IV.4.1.16)
IV.4.1.5 — Le complexe des cycles e´vanescents RΨηo,I(Ql)[d−1] surMI,so est un faisceau pervers
muni d’une action de WFo ; on conside`re alors sa filtration de monodromie et on note grk,I son
gradue´(10) de niveau k. On note N le logarithme de la partie unipotente de la monodromie de
sorte qu’en particulier on a
Nk : grk,I ≃ gr−k,I .
On pose grk = (grk,I)I , et on dispose alors de la suite spectrale
Ei,j1,I,gr,glob = h
i+j(gr−i,I)⇒ hi+j(RΨηo,I(Ql))[d − 1] = Ri+j+d−1Ψηo,I(Ql)
e´quivariante sous l’action de (D∞A )
× ×Wo, qui, d’apre`s le corollaire pre´ce´dent, se scinde en une
somme directe portant sur les classes d’e´quivalence inertielle des repre´sentations irre´ductibles σo
de Wo :
Ei,j1,I,gr,glob,σo = h
i+jgr−i,I,σo ⇒ hi+j(RΨηo,I,σo(Ql))[d − 1] = Ri+j+d−1Ψηo,I,σo(Ql) (IV.4.1.17)
(10)en e´gale caracte´ristique, les gradue´s grk,I de la filtration de monodromie sont purs de poids k + d − 1, i.e. les
gradue´s de la filtration de monodromie sont purs.
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IV.4.1.6. De´finition. — Pour ρ∞ une repre´sentation irre´ductible de D
×
∞, on notera grk,I,ρ∞
le gradue´ de RΨηo,I(Lρ∞) soit grk,I,ρ∞ ≃ grk,I ⊗ Lρ∞ . Pour σo une repre´sentation irre´ductible
de Wo, on notera grk,I,ρ∞,σo := grk,I,σo ⊗Lρ∞ . Pour πo une repre´sentation irre´ductible cuspidale
de GLg(Fo), on notera grk,I,πo (resp. grk,I,ρ∞,πo) pour grk,I,Lg(πo) (resp. grk,I,ρ∞,Lg(πo)) et de
manie`re ge´ne´rale on mettra un indice πo en lieu et place de Lg(πo).
IV.4.2. De´finition de la cate´gorie des faisceaux pervers de Hecke sur XI . — Il s’agit
ici de donner le cadre cate´goriel pour les e´nonce´s et les preuves des re´sultats des paragraphes
suivants ; ce qui suit m’a e´te´ sugge´re´ par Jean-Franc¸ois Dat.
IV.4.2.1. De´finition. — On conside`re un groupe G et on conside`re un ensemble I tel qu’a` tout
I ∈ I soit associe´ un sous-groupe compact KI de G˜. On met sur I une relation d’ordre partiel
J ⊂ I si et seulement si KJ est un sous-groupe distingue´ de KI . Un sche´ma de Hecke pour (G, I),
est un syste`me projectif de sche´mas
XI = (XI)I∈I
relativement a` des morphismes finis rJ,I : XJ −→ XI de restriction du niveau, tel que pour tout
g ∈ G et tout J ⊂ I tels que g−1KJg ⊂ KI , on dispose d’un morphisme fini de sche´mas
[g]J,I : XJ −→ XI
ve´rifiant les proprie´te´s suivantes :
- pour tout g ∈ KI et tout J ⊂ I, [g]J,I : XJ −→ XI est e´gal au morphisme de restriction du
niveau rJ,I ;
- pour tout g, g′ ∈ G, et tout K ⊂ J ⊂ I tels que g−1KJg ⊂ KI et (g′)−1KKg′ ⊂ KJ , on a
[g]J,I ◦ [g′]K,J : XK −→ XJ −→ XI
est e´gal a` [gg′]K,I .
- pour tout J ⊂ I, XJ/KI ≃ XI , ou` g ∈ KI agit sur XJ via [g]J,J ; autrement dit rJ,I : XJ −→
XI est un bon quotient de XJ par KI/KJ .
Exemples : I est l’ensemble des ide´aux I de A, avec XI = MI,o, MI,so avec G = (D∞A )× ou
XI =M
=h
I,so,1
, M>hI,so,1 avec G = (D
∞,o
A )
× × Ph,d(Fo).
IV.4.2.2. De´finition. — Soit XI = (XI)I un sche´ma de Hecke pour (G, I), on de´finit alors la
cate´gorie FPHG(XI) (resp. FHG(XI)) des faisceaux pervers (resp. des faisceaux) de Hecke sur XI
comme la cate´gorie dont les objets sont les syste`mes (FI)I∈I ou` FI est un faisceau pervers (resp.
faisceau) sur XI tels que
– pour tout g ∈ G et J ⊂ I tel que g−1KJg ⊂ KI , on dispose d’un morphisme de faisceau sur
XI :
uJ,I(g) : FI −→ [g]J,I,∗FJ
soumise a` la condition de cocycle habituelle
uK,I(g
′g) = [g]J,I,∗(uK,J (g
′)) ◦ uJ,I(g)
– pour tout g ∈ KI , uJ,I(g) se factorise par les KI invariants, i.e. induit une fle`che FI −→
rJ,I,∗FKIJ ou` FKIJ de´signe le sous-faisceau de FJ invariant par tous les uJ,J(g) ou` g de´crit KI .
Les fle`ches sont alors les syste`mes (fI)I∈I avec fI : FI −→ F ′I tel que le diagramme suivant
soit commutatif :
FI
uJ,I (g) //
fI

[g]J,I,∗(FJ )
[g]J,I,∗(fJ )

F ′I
uJ,I (g) // [g]J,I,∗(F ′J )
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IV.4.2.3. Proposition. — Pour tout sche´ma de Hecke XI , la cate´gorie FHG(XI) (resp.
FPHG(XI)) est abe´lienne (resp. abe´lienne et artinienne).
De´monstration. — Elle ne pre´sente aucune difficulte´. Montrons par exemple l’existence d’un noyau
pour f = (fI : FI → F ′I)I . Les cate´gories a` niveau fini e´tant abe´lienne, soit pour tout I, GI un
noyau de fI . On a alors le diagramme commutatif suivant :
GI //



FI fI //
uJ,I (g)

F ′I
uJ,I (g)

[g]J,I,∗(GJ ) //



[g]J,I,∗(FJ) [g]J,I,∗(fJ )//
[g]J,I,∗(uK,J (g
′))

[g]J,I,∗(F ′J)
[g]J,I,∗(uK,J (g
′))

[g′g]K,J,∗(GK) // [g′g]K,J,∗(FK)[g
′g]K,J,∗(fK)// [g′g]K,J,∗(F ′K)
De la proprie´te´ universelle du noyau GJ (resp. GK), on en de´duit une fle`che
uJ,I(g) : GI −→ [g]J,I,∗(GJ )
(resp. [g]K,J,∗(uK,J(g
′)) : [g]J,I,∗(GJ ) −→ [g′g]K,J,∗(GK))
la proprie´te´ de cocycle pour G de´coule alors de celles pour F et F ′ via la commutativite´ du
diagramme pre´ce´dent. De la meˆme fac¸on, en utilisant la proprie´te´ universelle du noyau et la
commutativite´ du diagramme suivant
GI //



FI fI //
uJ,I (g)

F ′I
uJ,I (g)

rJ,I,∗(GJ )KI // rJ,I,∗(FJ)KI
rJ,I,∗(fJ )// rJ,I,∗(F ′J)KI
on obtient que pour tout g ∈ KI , uJ,I(g) induit une fle`che GI −→ rJ,I,∗GKIJ .
Remarque : Dans la suite du texte, les faisceaux de Hecke que l’on conside´rera seront tels que
pour g ∈ KI , uJ,I(g) induit un isomorphisme FI −→ rJ,I,∗FKIJ , de sorte que par exemple, les
invariants sous KI de la cohomologie en niveau J , est isomorphe a` la cohomologie en niveau I.
Cette proprie´te´ est clairement conserve´e par passage au noyau mais ne l’est pas pour les conoyaux.
Cela e´tant, on remarquera que les constructions des paragraphes suivants se font toujours par des
noyaux a` partir d’une fle`che entre deux faisceaux ve´rifiant cette proprie´te´ additionnelle de sorte
que tous les faisceaux que l’on construit la ve´rifient aussi.
IV.4.2.4. Notation. — Pour F = (FI)I∈I un objet de FPHG(XI) ou de FHG(XI), on notera
Hi(F) pour la limite inductive lim
→
I
Hi(XI ,FI).
IV.4.2.5. Proposition. — Soient XI , XI et YI des sche´mas de Hecke pour (G, I) tels que
jI : XI →֒ XI soit un syste`me projectif d’inclusions affines G-e´quivariantes et YI = XI\XI. On
dispose alors des foncteurs
j!, Rj∗, j!∗ : FPHG(XI) −→ FPHG(XI) pj∗ = pj! : FPHG(XI) −→ FPHG(XI)
et pour i : YI := XI −XI →֒ XI des foncteurs
i∗ = i! : FPHG(YI) −→ FPHG(XI) pi∗, pRi! : FPHG(XI) −→ FPHG(YI)
De´monstration. — On commence par rappeler la proposition suivante tire´e de [2].
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IV.4.2.6. Proposition. — (cf. proposition 1.3.17 de [2]) Pour tout foncteur exact f , on note
pf pour pH0f comme foncteur sur la cate´gorie des faisceaux pervers.
(i) Si f est t-exact a` gauche (resp. a` droite), pf est alors exact a` gauche (resp. a` droite). Par
ailleurs pour F dans D>0 (resp. D60), on a
pf(pH0F) ∼−→pH0f(F) (resp. pH0f(F) ∼−→pf(pH0F)).
(ii) Soit (f+, f+) une paire de foncteurs exacts adjoints ; pour que f
+ soit t-exact a` droite, il
faut et il suffit que f+ soit t-exact a` gauche et dans ce cas (
pf+, pf+) forment une paire de
foncteurs adjoints.
(iii) Si f1 : D
b
c,1 → Dbc,2 et f2 : Dbc,2 → Dbc,3 sont t-exacts a` gauche (resp. a` droite), alors f2 ◦f1
l’est aussi et p(f2 ◦ f1) = pf2 ◦ f1.
On rappelle que j!, Rj∗, j
∗, i∗ sont t-exacts et donc e´gaux a` leur version perverse alors que
i∗ est t-exact a` droite. De meˆme les morphismes rJ,I et [g]J,I e´tant finis, r
∗
J,I (resp. [g]J,I,∗) est
t-exact a` droite (resp. t-exact) de sorte que (pr∗J,I ,
prJ,I,∗) et (
p[g]J,I,∗ = [g]J,I,∗,
p[g]!J,I) forment
des paires de foncteurs adjoints avec pr∗J,I et
p[g]!J,I (resp.
prJ,I,∗, resp.
p[g]J,I,∗) exacts a` droite
(resp. a` gauche, resp. exact). Pour J ⊂ I, conside´rons le diagramme suivant :
XJ
  jJ //
[g]J,I

XJ
[g]J,I

YJ?
_iJoo
[˜g]J,I

XI
  jI // XI YI?
_iIoo
Soient alors (FI)I∈I un objet de FPH(XI) et g, J, I avec uJ,I(g) : FI −→ [g]J,I,∗(FI). Par appli-
cation de RjI,∗ (resp. jI,!), on obtient
RjI,∗FIRjI,∗(uJ,I (g))−→ RjI,∗[g]J,I,∗(FJ) = [g]J,I,∗(RjJ,∗FJ)
(resp. jI,!FI jI,!(uJ,I (g))−→ jI,![g]J,I,!(FJ) = [g]J,I,∗(jJ,!FJ))
En ce qui concerne jI,!∗, on conside`re le diagramme commutatif suivant :
0→ jI,!∗(FI) //
.
.
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.
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.
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.
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.
.
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
























RjI,∗(FI)
RjI,∗(uJ,I (g))

// iI,∗ ◦ pi∗I ◦RjI,∗(FI)→ 0
iI,∗◦
pi∗I◦RjI,∗(uJ,I(g))

RjI,∗ ◦ [g]J,I,∗(FI)
=

// iI,∗ ◦ pi∗I ◦RjI,∗ ◦ [g]J,I,∗(FI)
=

iI,∗ ◦ pi∗I ◦ [g]J,I,∗ ◦RjJ,∗(FJ)
=

iI,∗ ◦ p(i∗I ◦ [g]J,I,∗) ◦RjJ,∗(FJ)
(1)

iI,∗ ◦ p([˜g]J,I,∗ ◦ i∗J) ◦RjJ,∗(FJ)
=

iI,∗ ◦ [˜g]J,I,∗ ◦ pi∗J ◦RjJ,∗(FJ)
=

0→ [g]J,I,∗ ◦ jJ,!∗(FJ) // [g]J,I,∗ ◦RjJ,∗(FJ) // [g]J,I,∗ ◦ iJ,∗ ◦ pi∗J ◦RjJ,∗(FJ)→ 0
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ou` la fle`che note´e (1) s’obtient a` partir du diagramme commutatif suivant
YJ
[˜g]J,I //
iJ

YI
iI

XJ
[g]J,I // XI
comme le morphisme de changement de base i
∗
I ◦ [g]J,I,∗ −→ [g]J,I,∗ ◦ i∗J .
Les cas de i∗,
pi∗ sont traite´s ci dessus et ceux de pj∗ et pRi! se traitent de manie`re strictement
similaire.
Exemples : e´tant donne´ un syste`me local L∅ sur X∅, soit pour I ∈ I, LI = r∗I,∅L∅ ; (LI [d])I∈I
est alors un objet de FPHG(XI), ou` d est la dimension de XI . Si en outre les XI sont la fibre
ge´ne´rique d’un S-sche´ma XI de dimension relative d−1, pour S un trait, alors (RΨη(LI)[d−1])I∈I
est un objet de FPHG(XI) ou` XI de´signe la fibre spe´ciale de XI .
IV.4.3. Notations. —
IV.4.3.1. De´finitions. — – Pour 1 6 g 6 d, on notera dans la suite sg := ⌊dg ⌋, la partie
entie`re de d/g.
– On introduit les injections
ih :M>hI,so →֒MI,so , j>h :M=hI,so →֒M>hI,so k=h1 :M=hI,so,1 →֒M=hI,so
On omet volontairement l’indice I dans les notations afin de ne pas encore alourdir le texte
surtout qu’en ge´ne´ral le contexte est clair.
– On notera FPH(Mso) (resp. FPH(Mo), resp. FPH(M
=h
so ), resp. FPH(M
>h
so )) la cate´gorie
des faisceaux pervers de Hecke sur la tour des MI,so (resp. MI,o, resp. M
=h
I,so
, resp. M>hI,so)
avec G = (D∞A )
× ; on notera aussi FPH(M=hso,1 (resp. FPH(M
>h
so,1
)) la cate´gorie des faisceaux
pervers de Hecke sur la tour des M=hI,so,1 (resp. M
>h
I,so,1
) avec G = (D∞,oA )
× × Ph,d(Fo). On
utilisera des notations similaires pour les faisceaux de Hecke.
– Un syste`me projectif de faisceaux pervers ou pas, non nul F = (FI)I ∈ FPH(M=hso ) (ou dans
FH(Mso)) sera dit induit s’il est de la forme
(k=h,∗1 FI)I∈I ×P oph,d(Fo) GLd(Fo)
ou` ×P oph,d(Fo)GLd(Fo) : FPH(M=hso,1) −→ FPH(M=hso ) est le foncteur qui a` un faisceau (F0,I)I
associe (F0,I ×P oph,d(Oo) GLd(Oo))I de sorte que pour tout g ∈ GLd(Fo), la correspondance
associe´e induit un isomorphisme de g∗Fg ∼−→F0 ou` Fg est la restriction de F a` la composante
(M=hI,so,g)I ou` g est l’image de g dans le quotient GLd(Fo)/Ph,d(Fo).
– Pour lg < d, on notera F(g, l, πo)1 = (F(g, l, πo, I)1)I le syste`me local FJL−1([←−−l−1]πo) =
(F
JL−1([
←−−
l−1]πo ),I
)I sur la tour des (M
=lg
I,so,1
)I et soit F(g, l, πo) = (F(g, l, πo, I))I le faisceau
induit associe´, de´fini donc sur la tour des (M=lgI,so)I :
F(g, l, πo)[d− lg] ∈ FPH(M=lgso )
– Pour 1 6 g 6 d, un GLd(Fo)×Wo-faisceau sur la tour (M=lgI,so)I sera dit de type HT (g, l) s’il
est induit, et si sa restriction a` (M=lgI,so,1)I est de la forme
(F(g, l, πo, I)1 ⊗ΠKo,no ⊗ ξ)I
pour un certain triplet (Πo, πo, ξ) ou` :
- n = multo(I),
- πo est une repre´sentation irre´ductible cuspidale de GLg(Fo),
100 CHAPITRE IV. FILTRATION DE MONODROMIE DES CYCLES E´VANESCENTS
- Πo est une repre´sentation de GLlg(Fo)
- et ξ un caracte`re de Z,
telle que l’action d’un e´le´ment (g∞,o, geto , g
c
o, co) ∈ (D∞,oA )× ×GLd−lg(Fo) × GLlg(Fo) ×Wo
soit donne´e par l’action naturelle de
(g∞,o, geto ,− val(det gco)− deg(co)) ∈ (D∞,oA )× ×GLd−lg(Fo)× Z
sur F
JL−1([
←−−
l−1]πo )
au dessus de (M=lgI,so,1)I , et par celle de (g
c
o, co) sur Πo ⊗ ξ. On le notera
alors
HT (g, l, πo,Πo, ξ) = (HT (g, l, πo,Πo, ξ, I))I ,
HT (g, l, πo,Πo, ξ)[d− lg] ∈ FPH(M=lgso )
et on omettra ξ si celui-ci est trivial. De meˆme on notera
HTρ∞(g, l, πo,Πo) = (HTρ∞(g, l, πo,Πo, I))I ,
HTρ∞(g, l, πo,Πo)[d− lg] ∈ FPH(M=lgso )
le faisceau HT (g, l, πo,Πo)⊗ Lρ∞ .
– Pour πo une repre´sentation irre´ductible cuspidale de GLg(Fo) et 1 6 l 6 sg, on note
P(g, l, πo) = (P(g, l, πo, I))I ∈ FPH(Mso)
le faisceau pervers de´fini comme l’extension interme´diaire j>lg!∗ du faisceau pervers sur M
=lg
I,so
,
HT (g, l, πo, [
←−−
l − 1]πo)[d − lg]⊗ Lg(πo), qui est donc pur de poids d− lg pour πo unitaire (11)
et qui ne de´pend que de la classe d’e´quivalence inertielle de πo.
IV.4.3.2. Remarque. — F(g, l, πo) et HT (g, l, πo,Πo) (resp. P(g, l, πo)) se pre´sentent sous la
forme d’une somme directe de eπo syste`mes locaux (resp. faisceaux pervers) irre´ductibles :
F(g, l, πo) =
eπo⊕
i=1
F(g, l, ρo,i) (resp. P(g, l, πo) =
eπo⊕
i=1
P(g, l, ρo,i))
donne´s par la restriction de JL−1([
←−−
l − 1]πo) a` D×o,lg qui s’e´crit comme une somme directe
⊕eπo
i=1 ρo,i
de repre´sentations irre´ductibles, de sorte que la diffe´rence entre les faisceaux F(g, l, ρo,i) (resp.
P(g, l, ρo,i)) provient de l’action de D×o,lg ⊂ No donne´e sur chacun comme dans la formule (IV.2.1).
IV.4.3.3. De´finition. — Soit G = (GI)I le syste`me projectif de groupes de Grothendieck as-
socie´ a` FPH(MI,so).
IV.4.4. Filtration de monodromie. —
IV.4.4.1. The´ore`me. — Soit 1 6 g 6 d et sg la partie entie`re de d/g. Pour πo une
repre´sentation irre´ductible cuspidale de GLg(Fo), on a l’e´galite´ suivante dans G :
eπo [RΨηo,πo(Ql[d− 1])] =
sg−1∑
k=1−sg
∑
|k|<l6sg
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
),
ou` la torsion concerne l’action de Wo.
IV.4.4.2 — Pour tout s, soit MGrk(s) le faisceau pervers nul pour |k| > s et e´gal a`⊕
|k|<l6s
l≡k−1mod 2
j>l!∗ F(1, l, 1o)[d− l]⊗ [
←−−
l − 1]1o ⊗ Lg(1o)(−(l − 1 + k)/2)
(11)sinon on rajoute le poids de Lg(πo)
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Concre`tement on peut lire la de´finition desMGr•(s) dans un repe`re (l, k) en marquant sur la ligne
k = k0 les l tels que j
>l
!∗ F(1, l, 1o)[d− l]⊗ [
←−−
l− 1]1o ⊗Lg(1o)(−(l− 1+ k)/2) soit un constituant de
MGrk0(s) ; par exemple pour s = 4 on obtient la figure (1).
✲l
✻
k
❜
❜
❜
❜
❜
❜
❜
❜
❜
❜
q
Figure 1. MGr•(4)
IV.4.4.3 — Pour tout repre´sentation cuspidale πo de GLg(Fo), on pose
πo ⋄
(
j>l!∗ F(1, l, 1o)[d− l]⊗ [
←−−
l − 1]1o ⊗ Lg(1o)(−(l − 1 + k)/2)
)
:=
j>lg!∗ F(g, l, πo)[d− lg]⊗ [
←−−
l − 1]πo ⊗ Lg(πo)(−(lg − 1 + k)/2)
Le the´ore`me (IV.4.4.4) se reformule alors sous la forme
IV.4.4.4. The´ore`me. — Soit 1 6 g 6 d et sg la partie entie`re de d/g. Pour πo une
repre´sentation irre´ductible cuspidale de GLg(Fo), on a
eπogr•,πo = πo ⋄MGr•(sg)
IV.4.4.5 — Autrement dit, pour 1 6 g 6 d et πo une repre´sentation irre´ductible cuspidale de
GLg(Fo), pour tout |k| < sg, eπogrk,πo est e´gale a`⊕
|k|<l6sg
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
),
dans FPH(Mso), ou` la torsion concerne l’action de Wo.
IV.4.4.6. De´finition. — Pour 1 6 g 6 d, et on fixe une repre´sentation πo irre´ductible cuspidale
de GLg(Fo), que l’on notera ξo pour g = 1. Pour tout 1 6 l 6 sg, Πl de´signe une repre´sentation
quelconque de GLlg(Fo), qui dans les applications sera elliptique de type πo.
IV.4.4.7. The´ore`me. — Pour g, πo et Πl comme ci-dessus, on conside`re la restriction a` la tour
des (M=hI,so)I de h
ij>lg!∗ HT (g, l, πo,Πl)[d− lg] ;
– elle est nulle pour h ne s’e´crivant pas sous la forme (l + a)g avec 0 6 a 6 sg − l ;
– pour h = (l + a)g avec 0 6 a 6 sg − l, elle est nulle pour i 6= lg − d+ a(g − 1) et sinon elle
est isomorphe dans FH(Mso) a`
(12)
HT (g, l+ a, πo,Πl
−→× [−−−→a− 1]πo)⊗ Ξ
a(g−1)
2
(12)cf. la de´finition (IV.2.2.3)
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On en de´duit alors les corollaires suivant.
IV.4.4.8. Corollaire. — Pour g > 1, hij>lg!∗ HT (g, l, πo,Πl)[d− lg] est nul pour i ne s’e´crivant
pas sous la forme lg − d+ a(g − 1) avec 0 6 a 6 sg − l et pour un tel i = lg − d+ a(g − 1) il est
isomorphe dans FH(Mso) a`
j
>(l+a)g
! HT (g, l+ a, πo,Πl
−→× [−−−→a− 1]πo)⊗ Ξ
a(g−1)
2 .
IV.4.4.9. Corollaire. — Pour πo une repre´sentation irre´ductible cuspidale de GLg(Fo) pour
1 6 g 6 d, on a
(i) pour g > 1, (higrk,πo)
eπo est une somme directe sur tous les couples (l, a) tels que −d+ lg+
a(g − 1) = i et l ≡ k − 1mod 2 des faisceaux induits dans FH(Mso) :
j
>(l+a)g
! HT (g, l+ a, πo, [
←−−
l − 1]πo−→× [
−−−→
a− 1]πo)⊗ Lg(πo)(−
lg − 1 + k + a(g − 1)
2
)
(ii) pour g = 1, la restriction de higrk,ξo pour i ≡ k−1mod2, a` la tour des M=lI,so pour l > d+i
est e´gale au faisceau induit dans FH(Mso)
HT (1, l, ξo, [
←−−
i− 1]ξo−→× [
−−−−−→
l − i− 1]ξo)⊗ ξo(−
d+ i− 1 + k
2
)
et nulle dans tous les autres cas.
Le point (2) du the´ore`me (IV.3.2.3) et donc l’e´nonce´ de (IV.3.1.1), de´coule alors du re´sultat
suivant. On introduit les bicomplexes
MGE•,•• (s) =
s⊕
l=1
j>l! F(1, l, 1o)[d− l]⊗MLE•,•• (l)
IV.4.4.10. The´ore`me. — Soit 1 6 g 6 d et sg la partie entie`re de d/g. Pour πo une
repre´sentation irre´ductible cuspidale de GLg(Fo), on a
eπoE
•,•
•,gr,glob,πo
(
d− 1
2
) = πo ⋄MGE•,•• (sg)
IV.4.4.11 — Autrement dit la suite spectrale (IV.4.1.17) de´ge´ne`re en E2 et les applications d
i,j
1
sont induites par les suites exactes (IV.3.2.15).
IV.4.5. Sche´ma de la preuve : par re´currence. — Remarquons tout d’abord que le the´ore`me
(IV.4.4.4) de´coule directement de (IV.4.4.1) en utilisant monodromie-poids (MP), i.e. la purete´ des
gradue´s de la filtration de monodromie. D’apre`s le the´ore`me de comparaison de Berkovich-Fargues
(BF), le the´ore`me (IV.3.2.3) de´coule directement de la de´termination des germes en un point
supersingulier des gradue´s de la filtration de monodromie du complexe des cycles e´vanescents de
la varie´te´ de Drinfeld-Stuhler et de la suite spectrale associe´e, soit donc des the´ore`mes (IV.4.4.4),
(IV.4.4.7) et (IV.4.4.10). Par ailleurs, comme on l’a de´ja` note´, le the´ore`me (IV.3.1.1) de´coule
directement de (IV.3.2.3) puisqu’il s’agit de l’aboutissement de la suite spectrale associe´e a` la
filtration de monodromie-locale. On re´sume ces implications dans le tableau suivant.
(IV.4.4.1)
⇓ MP
(IV.4.4.4) + (IV.4.4.7) + (IV.4.4.10)
⇓ BF
(IV.3.2.3) en hauteur 6 d
⇓
(IV.3.1.1) en hauteur 6 d
Le principe est alors de raisonner par re´currence en supposant connu (IV.3.2.3) pour tout d′ < d.
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IV.4.5.1. Remarque. — A priori, il nous faut travailler a` niveau fini, pour tous les ide´aux I de
A et montrer que les re´sultats obtenus sont compatibles aux correspondances de Hecke ; cependant
devant l’imme´diatete´ de ces ve´rifications et afin de ne pas alourdir encore les preuves, on raisonne
souvent sur le syste`me inductif total.
IV.4.5.2 — Dans un premier temps le the´ore`me de comparaison de Berkovich-Fargues (BF) et la
description (HT) des faisceaux des cycles e´vanescents en fonction des syste`mes locaux d’Harris-
Taylor (cf. (IV.2.2.12)), nous permet, §IV.5, de montrer le the´ore`me (IV.4.4.1).
— On montre ensuite, proposition (IV.6.2.1), le the´ore`me (IV.4.4.7) hors des points supersinguliers
et on obtient un controˆle (C) sur ce qui peut se passer au niveau de ces derniers.
— Selon le meˆme principe, si on disposait de (IV.3.2.3) pour la hauteur d, on en de´duirait (IV.4.4.7)
et (IV.4.4.10). On de´montre, §IV.7, comment la connaissance des parties de poids minimal de
(IV.3.1.1) permet d’obtenir (IV.4.4.7), proposition (IV.7.1.2) (13), (IV.4.4.10), §IV.7.2 et meˆme
(IV.4.4.4) dans le cas Iwahori sans utiliser monodromie-poids, §IV.7.3 ce qui, en caracte´ristique
mixte, nous permettra de prouver monodromie-poids en toute ge´ne´ralite´ en se ramenant, par un
changement de base automorphe ade´quat, au cas Iwahori.
— Reste alors, §IV.8.1.24, a` calculer les parties de poids minimal de (IV.3.1.1) ce qui se fait via
l’e´tude de la suite spectrale des cycles e´vanescents (SSCE) a` travers les suites spectrales associe´es
a` la stratification (SSS) en utilisant le controˆle (C) sur ce qui peut se passer au niveau des points
supersinguliers. Evidemment tout ceci passe par le calcul, ou au moins du controˆle, des groupes
de cohomologie (CHT) des syste`mes locaux d’Harris-Taylor, qui sont distille´s au fur et a` mesure
et dont nous de´taillons l’enchainement logique apre`s le tableau re´capitulatif suivant.
§IV.5 : (IV.3.2.3)
en hauteur d′ < d
=⇒
BF+HT
(IV.4.4.1)
§IV.6 : (IV.3.2.3)
en hauteur d′ < d
BF+HT
=⇒
(IV.6.2.1)
(IV.4.4.7) hors des points supersinguliers
+ C=controˆle aux points supersinguliers
(IV.3.2.3)
en hauteur d′ 6 d
=⇒
(IV.7.1.2)
(IV.4.4.7)+ (IV.4.4.10)
§IV.7 : (IV.3.1.1)
en hauteur d′ < d
et en poids minimal
pour la hauteur d
=⇒
C+N

(IV.4.4.7) :§IV.7.1 proposition (IV.7.1.2)
(IV.4.4.10) : §IV.7.2
(IV.4.4.4) : §IV.7.3 sans MP
§IV.8
=⇒
SSCE+SSS
+C+CHT
poids minimal de (IV.3.1.1)
en hauteur d
IV.4.5.3 — En ce qui concerne le roˆle des divers calculs de groupes de cohomologie, voici leur en-
chaˆınement logique. Pour commencer on calcule exclusivement des composantes Π∞,o-isotypiques
pour Π une repre´sentation irre´ductible automorphe de D×A ve´rifiant Hyp(∞), car dans tous les
autres cas tous les calculs donnent des re´sultats nuls. On conside`re plus particulie`rement deux
situations selon que Πo est de la forme [
←−−−
s− 1]πo ou [
−−−→
s− 1]πo pour πo une repre´sentation cuspidale
de GLg(Fo) avec d = sg. Pour alle´ger les notations, on notera H
i(j>lg! ) pour la composante Π
∞,o-
isotypique du i-e`me groupe de cohomologie du complexe j>lg! F(g, l, πo)[d− lg] et on utilisera une
notation similaire pour Hi(j>lg!∗ ).
(13)de sorte que (IV.4.4.7)=(IV.6.2.1)+(IV.7.1.2)
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IV.4.5.4 — La situation est largement plus simple dans le cas ou` Πo = [
←−−−
s− 1]πo . On commence,
proposition (IV.5.4.1), par calculer les Hi(j>lg!∗ ) et on trouve que ceux-ci sont tous nuls si lg 6= d.
En utilisant (IV.2.2.13), on en de´duit alors, corollaire (IV.5.4.3), le calcul desHi(j>lg! ) qui sont nuls
pour i 6= 0. Ces calculs permettent de comple´ter, corollaire (IV.5.4.6), aux points supersinguliers,
la de´termination des constituants simples du faisceau pervers j>lg! F(g, l, πo)[d− lg] obtenu, corol-
laire (IV.5.3.12), sur les autres strates graˆce a` la description des faisceaux des cycles e´vanescents en
fonction des syste`mes locaux d’Harris-Taylor ainsi qu’au the´ore`me de comparaison de Berkovich-
Fargues. On en de´duit alors, corollaire (IV.5.4.9), le calcul des Π∞,o-parties des groupes de coho-
mologie Hjc (M
=h
I,so
, RiΨηo,I(Lρ∞)). A ce moment ci, on dispose du the´ore`me (IV.4.4.4) de sorte que
l’on peut calculer via la suite spectrale des poids SSP, corollaire (IV.8.1.1), les Π∞,o-parties des
groupes de cohomologie Hiηo,ρ∞ de la fibre ge´ne´rique. On en de´duit alors, proposition (IV.8.1.2),
les Π∞,o-parties des termes Ep,q2 de la suite spectrale des cycles e´vanescents qui nous permet
d’obtenir, corollaire (IV.8.1.3), une premie`re liste de possibilite´s pour les U˜d,iFo (JL−1(Sts(πo))).
IV.4.5.5 — On conside`re alors Πo = [
−−−→
s− 1]πo et on calcule, proposition (IV.8.3.4), les Hi(j>lg!∗ )
qui sont non nuls pour i ≡ s − lmod 2 et |i| 6 s − l. De ce calcul et de la connaissance des
constituants simples des j>lg! F(g, l, πo)[d − lg], on en de´duit, lemme (IV.8.3.10), un controˆle sur
les Hi(j>lg! ). On e´tudie ensuite la suite spectrale des cycles e´vanescents. On commence par en
de´terminer l’aboutissement, corollaire (IV.8.3.5) et proposition (V.1.1), en utilisant le calcul des
Hi(j>lg!∗ ) ainsi que le the´ore`me (IV.4.4.4). En utilisant le the´ore`me de Lefschetz difficile ainsi que le
corollaire (IV.8.1.3) qui controˆle ce qui se passe au niveau des points supersinguliers, on en de´duit,
proposition (IV.8.3.9) et corollaire (V.1.2), le calcul des Hi(j>lg! ). Le re´sultat est qu’en ce qui
concerne les parties de poids minimal, s(g− 1), tout ce passe au niveau des points supersinguliers.
L’e´tude de la suite spectrale des cycles e´vanescents fournit alors la partie de poids s(g − 1) du
the´ore`me (IV.3.1.1) qui d’apre`s ce que l’on a vu, implique les the´ore`mes globaux (IV.4.4.7) et
(IV.4.4.10) qui d’apre`s le the´ore`me de comparaison de Berkovich-Fargues, impliquent le the´ore`me
local (IV.3.2.3), ce qui comple`te la de´monstration. On re´sume la discussion pre´ce´dente dans le
tableau suivant.
IV.4.5.6. Remarque. — Afin de ne pas multiplier les situations, nous n’avons conside´re´
dans nos e´nonce´s que les faisceaux induits note´s HT (g, l, πo,Πl) a` partir des syste`mes locaux
F(g, l, πo)1⊗Πl. Ceux-ci sont munis d’une action par correspondances de (D∞A )××Z ; cependant
quand on les conside`re comme des constituants de RΨηo(Ql), on les voit comme munis d’une
action par correspondances de (D∞A )
× × Wo. Le lien entre les deux situations est donne´e par
co ∈ Wo 7→ − deg(co) ∈ Z. Afin de distinguer les deux situations, l’action de Wo sera toujours
accompagne´e d’un Lg(πo) tandis que pour Z il sera toujours question du caracte`re Ξ (cf. plus
loin).
— Par ailleurs nous ne conside´rons pas par la suite l’action totale de Wo mais plutoˆt ses frobenius
semi-simplifie´s.
Avant de rentrer dans la preuve proprement dite, on rappelle la proposition (I.5.3.10) du chapitre
I.
IV.4.5.7. Proposition. — Soit 1 6 lg < d et soit πo une repre´sentation irre´ductible cuspidale
de GLg(Fo). Pour 1 6 i 6 l et pour tout j,
lim
→
I
Hjc (M
=lg
I,so
, HTρ∞(g, l, πo,Πl, I)⊗ Lg(πo))
en tant que repre´sentation de GLd(Fo)×Wo est de la forme⊕
ξ
(Ind
GLd(Fo)
P oplg,d(Fo)
Πl ◦ ξ(val(det))⊗ πξ)⊗ Lg(πo ◦ ξ(val(det)))
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Πo = Sts(πo) Πo = Spehs(πo)
Hi(j>lg!∗ ) (IV.5.4.1)
SSP ⇓ ⇓ (IV.2.2.13)
Hiηo (IV.8.1.1) H
i(j>lg! ) (IV.5.4.3)
⇒
j>lg!
=∑
j
>(l+r)g
!∗
(IV.5.3.12)
+
(IV.5.4.6)
⇒ Hi(j>lg!∗ ) (IV.8.3.4)
⇓ ⇓ (IV.4.4.4) ⇓ SSPLD
Hj(M=h, RiΨ) h 6= d (IV.5.4.9)
controˆle Hiηo
Hi(j>lg! ) (IV.8.3.5)
(IV.8.3.10) (V.1.1)
(IV.8.1.1) ⇓ SSS LD+(IV.8.1.3)⇓
Hj(RiΨ) j 6= 0 (IV.8.1.2) H
i(j>lg! )
(IV.8.3.9) (V.1.2)
⇓ SSCE SSCE⇓
controˆle Ψd,iFo (IV.8.1.3)
(IV.4.4.7)
(IV.4.4.10)
⇐= Ψd,i (IV.3.1.1)
BF
⇓
(IV.3.2.3)
ou` ξ de´crit les caracte`res Z −→ Q×l et πξ est une repre´sentation de GLd−lg(Fo).
IV.5. E´tude dans le groupe de Grothendieck G
IV.5.1. Groupe de Grothendieck des faisceaux pervers : ge´ne´ralite´s. — Soit X un Fq-
sche´ma X . On rappelle que la cate´gorie Perv(X) des faisceaux pervers sur X est noethe´rienne et
artinienne, ses objets simples e´tant de la forme j!∗L ou` L est un syste`me local irre´ductible sur
j : U →֒ X , ou` U est un ouvert d’un ferme´ de X .
Pour P un objet de Perv(X), sa dimension n est par de´finition la plus grande dimension des
supports U des faisceaux pervers simples constituant P de sorte que −n = min{i / hiP 6= 0} et
h−nP a un support de dimension n.
IV.5.1.1. De´finition. — E´tant donne´e une cate´gorie triangule´e A localement petite, on con-
side`re son groupe de Grothendieck K(A) de´fini comme le groupe libre engendre´ par les classes
d’isomorphismes d’objets de A quotiente´ par les relations :
- A[1] = −A ;
- A = B + C pour tout triangle distingue´ B −→ A −→ C +1−→.
IV.5.1.2. Proposition. — Soit (D60,D>0) une cate´gorie de´rive´e d’une cate´gorie abe´lienne A,
munie d’une t-structure non de´ge´ne´re´e : on note C son coeur qui est alors une cate´gorie abe´lienne
de groupe de Grothendieck Groth(C). L’application qui a` un objet F de D associe∑
i
(−1)i[phiF ] ∈ Groth(C)
induit un isomorphisme du groupe de Grothendieck K(D) de la cate´gorie triangule´e D, sur
Groth(C).
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De´monstration. — Pour tout objet G de D et pour tout n ∈ Z, on a un triangle distingue´
τ6nG −→ G −→ τ>n+1G +1−→
de sorte que si G est un objet de D>n, on a [G] = (−1)n[phnG] + [τn+1G] car τ6nG = τ6nτ>nG =
(phnG)[n]. Soit alors a et b tel que F soit un objet de D[a,b]. En appliquant ce qui pre´ce`de a` τ>nF
pour n variant de a a` b, on obtient l’e´galite´
[F ] =
∑
i
(−1)i[phiF ],
de sorte que l’application
∑
i αi[Pi] ∈ Groth(C) 7→
∑
i αi[Pi] ∈ K(D) est inverse de celle de
l’e´nonce´.
IV.5.1.3. Corollaire. — Soit Dcb(X,Ql) la cate´gorie de´rive´e des Ql-complexes constructibles sur
un Fq-sche´ma X que l’on muni de la t-structure de perversite´ autoduale (resp. de la t-structure
triviale) de coeur la cate´gorie Perv(X) (resp. Const(X)) des faisceaux pervers (resp. des fais-
ceaux constructibles) sur X. Pour tout objet F de Dcb(X,Ql), son image dans Groth(Perv(X)) est
de´termine´e par son image dans Groth(Const(X)).
IV.5.1.4. Lemme. — Soit j : U →֒ X l’inclusion d’un ouvert U d’un Fq-sche´ma X ; on note
i : Z →֒ X le ferme´ comple´mentaire. L’image d’un objet F de Dcb(X,Ql) dans Groth(Const(X))
est de´termine´e par l’image de j∗F dans Groth(Const(U)) et celle de i∗F dans Groth(Const(Z)).
De´monstration. — Le re´sultat de´coule directement de l’existence du triangle distingue´ j!j
∗F −→
F −→ i∗i∗F +1−→.
On en de´duit alors la proposition suivante.
IV.5.1.5. Proposition. — Soit X un sche´ma muni d’une stratification
X>d ⊂ X>d−1 ⊂ · · · ⊂ X>1 = X
et soit P un faisceau pervers sur X. Alors l’image de P dans le groupe de Grothendieck des
faisceaux pervers sur X est de´termine´e par l’image de
∑
i(−1)i[hi(P)|X=h dans le groupe de
Grothendieck des faisceaux localement constant sur X=h := X>h −X>h−1 pour tout 1 6 h 6 d.
IV.5.2. Image dans G de RΨηo(Ql)[d− 1]. —
IV.5.2.1. Proposition. — Les complexes Rj>lg∗ F(g, l, πo)0[d− lg] et j>lg! F(g, l, πo)0[d− lg] sont
des faisceaux pervers.
De´monstration. — Le re´sultat de´coule du fait que j>lg est une inclusion affine.
IV.5.2.2. Proposition. — Pour πo une repre´sentation irre´ductible cuspidale de GLg(Fo), on a
l’e´galite´ suivante dans G :
eπo [RΨηo,πo(Ql)[d− 1]] =
sg∑
i=1
sg∑
l=i
(−1)l−i
[j>lg! HT (g, l, πo, [
←−−
i− 1,−−→l − i]πo)⊗ Lg(πo)(−
lg − 2 + 2i− l
2
)] (IV.5.2.18)
De´monstration. — L’isomorphisme (IV.2.2.12) et l’e´galite´ (IV.2.1.10) de´terminent pour tout 0 6
h < d, la somme suivante ∑
i
(−1)i[RiΨv,|M=hI,so ]
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dans le groupe de Grothendieck de la cate´gorie abe´lienne des faisceaux constructibles sur M=hI,so .
Le re´sultat de´coule alors de la proposition (IV.5.1.5).
IV.5.3. De´composition dans G des j>lg! F(g, l, πo)[d− lg]. — Rappelons le the´ore`me de com-
paraison de Berkovich-Fargues
IV.5.3.1. The´ore`me. — Soit z un point ge´ome´trique de M=hI,so . Le germe en z de RΨηo,I(Ql)
est e´gal a` Ψ˜hFo,n en tant qu’objet de la cate´gorie de´rive´e filtre´e D
bF (Ql), avec n = multo(I).
Ainsi l’hypothe`se de re´currence sur la filtration de monodromie-locale des mode`les de Deligne-
Carayol de hauteur strictement infe´rieure a` d, donne le corollaire suivant.
IV.5.3.2. Corollaire. — Pour tout point ge´ome´trique zI de M
=h
I,so
, le germe en zI de h
igrk,πo,I
ve´rifie les proprie´te´s suivantes :
(1) il est nul si h n’est pas divisible par g ;
(2) pour h = lg, ils sont nuls pour |k| > l quelque soit i ;
(3) pour h = lg et |k| < l :
(i) ils sont nuls pour i < lg − d− l + 1 + |k| ou pour i 6≡ lg − d− l + 1 + kmod 2 ou pour
i > lg − d ;
(ii) pour lg−d− l+1+ |k| 6 i = lg−d− l+1+ |k|+2r 6 lg−d, la fibre en zI de higrk,πo,I
est naturellement munie d’une action de No(h) ∩Ho,n(h) ou` No(h) ⊂ GLh(Fo)×D×o,h×Wo
est de´fini comme au §IV.1.1, ou` GLh(Fo) est vu naturellement comme un sous-groupe du
Levi GLh(Fo) × GLd−h(Fo) de GLd(Fo) et ou` Ho,n(h) est l’alge`bre de Hecke associe´e a`
Ko,n(h) ⊂ GLh(Oo) avec n = multo(I). On obtient alors que la fibre en zI de (higrk,πo,I)eπo
est isomorphe aux invariants sous Ko,n de
JL−1([
←−−
l − 1]πo)⊗ [
←−−−−−|k|+ 2r]πo−→× [
−−−−−−−−−−−→
l − 2r − |k| − 2]πo ⊗ Lg(πo)(−
l(g − 1) + |k|+ k + 2r
2
)
en tant que No(h) ∩Ho,n(h) module.
Remarque : En ce qui concerne le dernier point du corollaire pre´ce´dent, et donc le fait que la
filtration locale soit e´quivariante, on peut la de´duire du the´ore`me de comparaison de Berkovich-
Fargues avec les strates des varie´te´s de Drinfeld-Stuhler en rang d′ < d en supposant connus, par
re´currence, les the´ore`mes globaux pour celles-ci.
IV.5.3.3. Proposition. — Pour tout 1 6 l 6 sg, on a l’e´galite´ dans G
j>lg! HT (g, l, πo,Πl)[d− lg] =
sg∑
i=l
j>ig!∗ HT (g, i, πo,Πl
−→× [←−−−−−i− l − 1]πo)[d− ig]⊗ Ξ
(l−i)(g−1)
2 ⊕ P!,l
ou` P!,l est une somme de faisceaux pervers concentre´s aux points supersinguliers.
De´monstration. — Dans G, on e´crit j>lg! HT (g, l, πo,Πl)[d− lg] sous la forme
∑
iAπo,l,i(Πl) ou` les
Aπo,l,i(Πl) sont une somme a` coefficients positifs de faisceaux pervers simples de poids d− lg − i,
que l’on appellera les constituants de j>lg! HT (g, l, πo,Πl)[d − lg]. On raisonne par re´currence
descendante sur la dimension des faisceaux pervers qui interviennent, en traitant tous les l par
re´currence de sg a` 1 et en travaillant sur les syste`mes inductifs comme indique´ dans la remarque
(IV.4.5.1).
IV.5.3.4. Lemme. — Pour tout 1 6 l 6 sg, j
>lg
!∗ HT (g, l, πo,Πl)[d − lg] est le seul constituant
de dimension d − lg de j>lg! HT (g, l, πo,Πl)[d − lg]. Par ailleurs tous les autres constituants de
j>lg! HT (g, l, πo,Πl)[d− lg] sont de poids strictement infe´rieur a` d− lg.
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De´monstration. — On a la suite exacte courte de faisceaux pervers
0→ Pπo,l,0(Πl) −→ j>lg! HT (g, l, πo,Πl)[d− lg] −→ j>lg!∗ HT (g, l, πo,Πl)[d− lg]→ 0
ou` Pπo,l,0 est e´gale a` i
>lg,∗j>lg!∗ HT (g, l, πo,Πl)[d− lg− 1] qui est donc de poids infe´rieur ou e´gal a`
d− lg − 1 et de dimension strictement infe´rieure a` d− lg, d’ou` le re´sultat.
D’apre`s le lemme pre´ce´dent, tous les faisceaux pervers qui interviennent dans l’e´criture de
j>lg! HT (g, l, πo,Πl)[d − lg] sont de dimension infe´rieure ou e´gale a` d − lg. Ainsi pour h > d − g,
il n’y a aucun constituant de dimension h dans les j>lg! HT (g, l, πo,Πl)[d − lg] pour 1 6 l 6 sg
et pour h = d − g, j>g!∗ HT (g, 1, πo,Π1)[d − g] est le seul constituant de dimension d − g pour
l = 1. Supposons donc que pour tout h > h0, les constituants des j
>lg
! HT (g, l, πo,Πl)[d− lg] pour
1 6 l 6 sg, sont ceux pre´dits par l’e´nonce´ et traitons la dimension h0.
IV.5.3.5. Lemme. — Supposons la proposition (IV.5.3.3) ve´rifie´e pour les faisceaux pervers de
dimension strictement supe´rieure a` 0 < h0 < d − g, i.e. pour tout 1 6 l 6 sg, les constituants de
dimension strictement plus grande que h0 des j
>lg
! HT (g, l, πo,Πl)[d− lg] sont les
j
>(l+r)g
!∗ HT (g, l+ r, πo,Πl
−→× [←−−−r − 1]πo)[d− lg]⊗ Ξ
r(g−1)
2
avec d− (l + r)g > h0. Pour tout k, l’image dans G de eπogrk,πo est alors e´gale a`∑
|k|<l<(d−h0)/g
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
) + Pk,h0
ou` Pk,h0 = (Pk,h0,I)I est une somme de faisceaux pervers simples de dimension infe´rieure ou e´gale
a` h0 a` support dans la tour des (M
>d−h0
I,so
)I , i.e. la fibre de h
iPk,h0,I en tout point ge´ome´trique de
M=hI,so est nulle pour h < d− h0 et pour tout i.
De´monstration. — D’apre`s (IV.5.2.2), chacun(14) des P(g, l, πo)(− lg+k−12 ), pour d − lg > h0 est
un constituant d’un eπogrr,πo ; il s’agit alors de montrer que r = k. Le re´sultat de´coule directement
via le the´ore`me de comparaison de Berkovich-Fargues, de l’hypothe`se de re´currence sur le the´ore`me
local (IV.3.2.3). En effet, pour lg < d les πo-parties des h
0grlg,loc,k sont pures de poids lg− 1 + k.
L’e´quivalent du the´ore`me de Serre-Tate et le the´ore`me de Berkovich-Fargues impliquent alors que
la fibre en tout point ge´ome´trique z de la strate lg de hlg−dgrk,πo est pure de poids lg−1+k. Or la
fibre en un point ge´ome´trique de la strate lg de hlg−dP(g, l, πo)(− lg+k−12 ) est de poids lg − 1+ k.
Ainsi pour l = 1, P(g, 1, πo)((1 − g)/2) est un constituant de gr0,πo car tous les autres faisceaux
pervers qui interviennent sont de dimension strictement plus petite.
On raisonne alors par re´currence sur l ; on suppose que pour tout l < l0 < (d − h0)/g, et tout
|k| < l−1, P(g, l, πo)(− lg+k−12 ) est un constituant de grk,πo et traitons le cas de l0. D’apre`s ce qui
pre´ce`de on en de´duit que pour tout |k| < l0, P(g, l0, πo)(− l0g−1+k2 ) est un constituant de grr,πo
avec r > k ; en effet dans le cas contraire la filtration par le poids de grr donnerait une suite exacte
courte
0→ P −→ grr,πo −→ P(g, l0, πo)(−
l0g − 1 + k
2
)→ 0
modulo des faisceaux pervers de dimension strictement plus petite, ce qui donnerait une suite
exacte longue
· · ·hl0g−dgrr,πo −→ hl0g−dP(g, l0, πo)(−
l0g − 1 + k
2
) −→ hl0g−d+1P · · ·
(14)On rappelle, cf. la remarque (IV.4.3.2), que les P(g, l, πo) ne sont pas irre´ductibles ; cependant les arguments
fonctionnent de manie`re strictement identique pour tous ses constituants simples car la seule diffe´rence entre ceux-ci
provient de l’action de D×
o,lg
.
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or hlg−d+1P a un support de dimension strictement plus petite que d− l0g de sorte qu’il existerait
un point ge´ome´trique de M=l0gI,so tel que la fibre de h
l0g−dgrr,πo serait de poids l0g − 1 + k ce qui
n’est pas. Ainsi en particulier pour k = l0 − 1, il existe r > l0 − 1 tel que grr,πo soit de dimension
d− l0g. Pour la meˆme raison que ci-dessus, on en de´duit qu’il s’agit de r = l0− 1. On utilise alors
l’ope´rateur N qui finit de placer les P(g, l0, πo)(− l0g+k−12 ) sur les grk,πo , d’ou` la re´currence.
Par ailleurs on remarque qu’en tout point ge´ome´trique z de M6d−h0I,so , la fibre en z des faisceaux
de cohomologie de grk,πo,I − Pk,h0,I est e´gale a` celle du mode`le local i.e., d’apre`s le the´ore`me de
comparaison de Berkovich-Fargues a` celle de grk,πo,I de sorte que celle de Pk,h0,I est nulle.
Retour a` la preuve de la proposition (IV.5.3.3) :
le principe est d’e´tudier l’e´galite´ (IV.5.2.18) en utilisant le lemme pre´ce´dent ainsi que (IV.5.3.4)
pour j>l0g! HT (g, l0, πo,Πl0)[d − l0g] dont le seul constituant de dimension supe´rieur ou e´gal a`
d− l0g est j>l0g!∗ HT (g, l0, πo,Πl0)[d− l0g].
Note : on suppose, afin de simplifier la re´daction, que Πl est elliptique de type πo.
IV.5.3.6. Lemme. — Pour tout 1 6 l 6 sg, soit Aπo,l,r(Πl) un constituant de
j>lg! HT (g, l, πo,Πl)[d− lg]
de poids d − lg − r et de dimension h0. Il existe alors des entiers k et t > 0 ainsi que Π′l
une repre´sentation elliptique de type πo, et donc de meˆme support cuspidal que Πl, telle que
Aπo,l,r(Π
′
l)⊗ Lg(πo)(− l(g+1)−2(t+1)2 ) soit un constituant de eπogrk,πo (15).
De´monstration. — Soit Aπo,l,r(Πl) un constituant de j
>lg
! HT (g, l, πo,Πl)[d − lg] de sorte que
Aπo,l,r([
←−−
l − 1]πo)⊗ Lg(πo)(− l(g+1)−22 ) apparaˆıt dans le membre de droite de l’e´galite´ de la propo-
sition (IV.5.2.2). On conside`re alors δ maximal tel qu’il existe une repre´sentation elliptique Π′l
de type πo de GLlg(Fo) tel que Aπo,l,r(Π
′
l)⊗ Lg(πo)(− δ2 ) apparaisse dans le membre de droite de
l’e´galite´ de la proposition (IV.5.2.2). On remarque alors qu’il y apparaˆıt avec un coefficient positif et
aucun ne´gatif de sorte qu’il reste dans la somme ce qui implique le re´sultat. En effet s’il apparaissait
avec un coefficient ne´gatif, ce serait comme constituant d’un j>l
′g
! HT (g, l
′, πo, [
←−−−−−−
l′ − r − 1,−→r ]πo)[d−
l′g]⊗Lg(πo)(− l
′(g+1)−2(r+1)
2 ) pour r impair positif et on note que j
>l′g
! HT (g, l
′, πo, [
←−−−
l′ − 1]πo)[d−
l′g]⊗Lg(πo)(− l
′(g+1)−2
2 ) contiendrait un Aπo,l,r(Π
′′
l )⊗Lg(πo)(− δ+2r2 ) pour Π′′l une repre´sentation
de meˆme support cuspidal que Π′l, contredisant la maximalite´ de δ.
- Supposons dans un premier temps que h0 n’est pas de la forme d− lg et qu’il existe l, r tel que
Aπo,l,r(Πl) contienne un faisceau pervers simple de dimension h0. Le lemme pre´ce´dent implique
alors qu’il existe k > 0 tel que, avec les notations du lemme (IV.5.3.5), Pk,h0 ait un constituant
simple, disons Bπo,k, de dimension h0 et de poids d− 1 + t pour un certain entier t. On raisonne
alors comme dans la preuve du lemme (IV.5.3.5). E´tant de dimension infe´rieure ou e´gale a` h0,
Pk,h0 est alors de dimension h0 de sorte que h
−h0Pk,h0 est de dimension h0. En outre comme
h−h0Pk,h0,I , d’apre`s le lemme (IV.5.3.5), est a` support dans M
>d−h0
I,so
, on en de´duit que pour tout
point ge´ne´rique deM=d−h0I,so , la fibre en ce point de h
−h0Pk,h0,I est non nulle de sorte qu’il existe un
point ge´ome´trique zI de M
=d−h0
I,so
tel que la fibre en zI de h
−h0Pk,h0,I soit non nulle. Par ailleurs,
les πo-parties des h
−h0grk,loc du mode`le local de hauteur d− h0 sont toutes nulles, on en de´duit,
d’apre`s le the´ore`me de comparaison de Berkovich-Fargues, que la fibre en z de h−h0grk,πo est nulle
(15)En utilisant monodromie-poids, on obtient k = l − 1− 2t.
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ce qui implique que t 6= k : en effet sinon eπogrk,πo est une extension de
(
⊕
|k|<l<(d−h0)/g
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
))⊕Bk,πo
par des faisceaux pervers de dimension infe´rieure ou e´gale a` h0 ce qui implique que (h
−h0grk,πo)
eπo
admettrait h−h0Bk,h0 comme facteur direct. Selon le meˆme principe, on doit meˆme avoir t < k.
Or d’apre`s la purete´ des grk, on doit avoir t = k d’ou` le re´sultat. Sans utiliser monodromie-poids,
on raisonne alors comme suit.
IV.5.3.7. Lemme. — Soit P un constituant de RΨηo,πo(Ql[d − 1]). On en de´duit alors que
DP(1− d) est un constituant de RΨηo,π∨o (Ql[d− 1]).
De´monstration. — Le re´sultat de´coule simplement de la compatibilite´ de RΨηo avec la dualite´ de
Verdier, soit
DRΨηo(Ql[d− 1]) ≃ RΨηo(DQl[d− 1])
et du fait que la fibre ge´ne´rique de MI,o est lisse de sorte que DQl[d− 1] ≃ Ql[d− 1](1− d).
On conside`re alors un constituant simple de dimension h0 de poids maximal, disons d − 1 + r
de RΨηo,πo(Ql)[d − 1]. C’est alors un constituant de grk,πo pour k > r d’apre`s ce qui pre´ce`de.
Par ailleurs en utilisant le lemme (IV.5.3.7), on obtient un constituant simple de dimension h0 de
gr−k,πo et de poids d− 1− r, de sorte que l’ope´rateur de monodromie Nk fournit un constituant
simple de dimension h0 de grk,πo et de poids d− 1− r +2k > d− 1 + r, d’ou` la contradiction par
maximalite´ de r.
- Supposons de´sormais que h0 = d − l0g et supposons avoir montre´ par re´currence que pour
tout l1 6 l 6 sg, le seul constituant de dimension d − l0g de j>lg! HT (g, l, πo,Πl)[d − lg], est
j>l0g!∗ HT (g, l0g, πo,Πl
−→× [←−−−−−−l0 − l − 1]πo)[d − l0g] ⊗ Ξ
(l0−l)(g−1)
2 . Le re´sultat est ve´rifie´ pour l1 = l0,
supposons le donc ve´rifie´ jusqu’au rang l1 et traitons le cas de l1− 1. On e´tudie alors les faisceaux
pervers de dimension d− l0g dans le membre de droite de (IV.5.2.18), en particulier ceux de poids
d− l0, ce qui donne j>l0g!∗ HT (g, l0, πo,Π)[d− l0g]⊗ Lg(πo)(− l0(g−1)2 ) avec
(−1)l0−1Π = [−−−→l0 − 1]πo −
l0−l1∑
i=1
(−1)i[−−−−−−→l0 − i− 1]πo−→× [
←−−
i− 1]πo
soit Π = (−1)l1−1[−−−→l1 − 1,←−−−−l0 − l1]πo . Or ce dernier ne peut pas apparaˆıtre dans le membre de gauche
de (IV.5.2.18). En effet si l1 est pair c’est e´vident car a` gauche il ne peut y avoir que des coeffi-
cients positifs. Sinon de manie`re ge´ne´rale, on raisonne comme suit. Le lemme (IV.5.3.7) donnerait
que j>l0g!∗ HT (g, l0, π
∨
o , [
←−−−−
l0 − l1,−−−→l1 − 1]π∨o )[d − l0g] ⊗ Lg(π∨o )(− l0(g+1)−22 ) serait un constituant de
eπo [RΨηo,πo(Ql)[d− 1]] qui, vu le poids, ne pourrait provenir que de
j>l0g! HT (g, l0, π
∨
o , [
←−−−
l0 − 1]π∨o )[d− l0g]⊗ Lg(π∨o )(−
l0(g + 1)− 2
2
),
ce qui n’est pas d’apre`s le lemme (IV.5.3.4). (16).
Ainsi j>l0g!∗ HT (g, l0, πo, [
−−−→
l1 − 1,←−−−−l0 − l1]πo)[d − l0g] ⊗ Lg(πo)(− l0(g−1)2 ) doit eˆtre un constituant
d’un j>lg! HT (g, l, πo, [
←−
i ,
−−−−−→
l− i − 1]πo)[d − lg] ⊗ Lg(πo)(− l(g−1)+2i2 ) pour 0 6 i < l et l > l0 et
l ≡ l1 − 1mod2. Le re´sultat, i.e. l = l1 − 1 et r = 0, de´coule alors des trois lemmes suivants.
(16)En utilisant la purete´ des gradue´s de la filtration de monodromie, on peut argumenter comme suit : le faisceau
pervers en question serait alors un constituant de epiogr1−l0,pio et donc j
>l0g
!∗ HT (g, l0, πo, [
−−−→
l1 − 1,
←−−−−
l0 − l1]pio) ⊗
Lg(πo)(−
l0(g+1)−2
2
) serait un constituant de epio [grl0−1,pio ] qui ne pourrait eˆtre obtenu que via
j>l0g! HT (g, l, πo, [
←−−−
l0 − 1]pio )[d− l0g]⊗ Lg(πo)(−
l0(g+1)−2
2
) ce qui ne se peut pas d’apre`s le lemme (IV.5.3.4)
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IV.5.3.8. Lemme. — Pour un point ge´ome´trique z de M=l0gI,so,1, les fibres en z des faisceaux de
cohomologies des j>lg!∗ HT (g, l, πo,Πl)[d− lg]⊗Lg(πo), pour l > l0, sont, en tant que repre´sentation
de GLl0g(Fo)×GLd−l0g(Fo)×Wo de la forme⊕
ξ
(Πl(ξ)× πξ)⊗ π′ξ ⊗ Lg(πo)(ξ)
ou` ξ de´crit les caracte`res de Z et πξ (resp. π′ξ) est une repre´sentation de GL(l0−l)g(Fo) (resp.
GLd−l0g(Fo)).
De´monstration. — C’est e´vident en utilisant que les strates sont induites, i.e.
j>lg!∗ HT (g, l, πo,Πl) = j
>lg
1,!∗F(g, l, πo)1 ⊗Πl ×Plg,l0g,d(Fo) Pl0g,d(Fo)
en tant que Pl0g,d(Fo)×Z-module. Les torsions de´coulent alors de l’action telle qu’elle est de´crite
au §IV.2.2.
IV.5.3.9. Lemme. — Supposons que pour tout 1 6 l 6 l0, les constituants simples de dimension
strictement supe´rieure a` d− l0g des j>lg!∗ HT (g, l, πo,Πl)[d− lg] sont ceux pre´vus par la proposition
(IV.5.3.3) et supposons qu’il existe l < l0 tel que
j>lg! HT (g, l, πo, [
←−r ,−−−−−→l− r − 1]πo)[d− lg]⊗ Lg(πo)(−
l(g − 1) + 2r
2
)
admette j>l0g!∗ HT (g, l0, πo, [
−−−→
l1 − 1,←−1 ,←−−−−−→l0 − l1 − 1]πo)[d−l0g]⊗Lg(πo)(− l0(g−1)2 ) comme constituant.
On a alors l 6 l1 et r = 0.
De´monstration. — On conside`re la filtration par le poids de
j>lg! HT (g, l, πo, [
←−r ,−−−−−→l− r − 1]πo)[d− lg]⊗ Lg(πo)(−
l(g − 1) + 2r
2
)
et la suite spectrale qui s’en de´duit
Ei,j1 = h
i+jgr−i(l, r)⇒ hi+jj>lg! HT (g, l, πo, [←−r ,
−−−−−→
l − r − 1]πo)[d−lg]⊗Lg(πo)(−
l(g − 1) + 2r
2
)
ou` grk(l, r) est le gradue´ de poids k de j
>lg
! HT (g, l, πo, [
←−r ,−−−−−→l − r − 1]πo)[d−lg]⊗Lg(πo)(− l(g−1)+2r2 ).
D’apre`s le lemme pre´ce´dent toutes les fibres aux points ge´ome´triques de M=l0gI,so,1 des E
i,j
1 avec
i+ j < l0g − d sont, en tant que GLl0g(Fo)×Wo-module, de la forme⊕
ξ
[←−r ,−−−−−→l − r − 1]πo(ξ) × πξ ⊗ Lg(πo(ξ))(−
l(g − 1) + 2r
2
)
alors que celles de j>l0g!∗ HT (g, l0, πo, [
−−−→
l1 − 1,←−1 ,←−−−−−→l0 − l1 − 1]πo)[d− l0g]⊗ Lg(πo)(− l0(g−1)2 ) sont de
la forme ⊕
ξ
[
−−−→
l1 − 1,←−1 ,←−−−−−→l0 − l1 − 1]πo(ξ) × π′ξ ⊗ Lg(πo(ξ))(−
l(g − 1)
2
)
En remarquant que les Ei,l0g−d+1−i1 ont un support de dimension strictement infe´rieur a` d − l0g
et que les En∞ sont nuls pour n 6= lg − d, on en de´duit alors que r = 0 et l 6 l1.
IV.5.3.10. Lemme. — Pour tout 1 6 l < l0 et toute repre´sentation Π elliptique de type πo de
GL(l0−l)g(Fo) distincte de [
←−−−−−−
l0 − l− 1]πo , j>lg! HT (g, l, πo,Πl)[d− lg] ne contient pas
j>l0g!∗ HT (g, l0, πo,Πl
−→×Π)[d − lg]⊗ Ξ(l0−l)(g−1)/2.
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De´monstration. — Dans le cas contraire conside´rons l minimal pour cette proprie´te´. En l’appli-
quant a` Πl = [
−−→
l − 1]πo , on en de´duit que
j>l0g!∗ HT (g, l0, πo, [
−−→
l − 1,←−1 ,←−−−−−→l0 − l − 1)[d− lg]⊗ Lg(πo)(− l0(g − 1)
2
)
reste dans le membre de droite de (IV.5.2.18), ou` [
←−−−−−→
l0 − l − 1]πo de´signe Π. En effet il y apparaˆıt
via j>lg!∗ HT (g, l, πo, [
−−→
l − 1]πo)[d− lg]⊗Lg(πo)(− l(g−1)2 ) et n’est pas compense´ car d’apre`s le lemme
pre´ce´dent ce ne pourrait qu’eˆtre pour un l′ < l ce qui contredirait la minimalite´ de l. Si le signe
est ne´gatif on obtient directement la contradiction, sinon on argument comme suit : en utilisant
la purete´ (resp. sans utiliser la purete´), par application de N l0−1 (resp. de la dualite´ de Verdier),
on en de´duit que eπo [grl0−1,πo ] (resp. eπo [grk,π∨o ] pour un certain k) devrait contenir
j>l0g!∗ HT (g, l0, πo, ⌈[
−−→
l − 1]πo−→×Πl⌉)[d− l0g]⊗ Lg(πo)(−
l0(g + 1)− 2
2
)
(resp. j>l0g!∗ HT (g, l0, π
∨
o , ⌈[
−−→
l− 1]πo−→×Πl⌉∨)[d−l0g]⊗Lg(π∨o )(− l0(g+1)−22 )) qui est de poids d+l0−2.
Or tous les constituants de dimension strictement supe´rieur a` d− l0g de RΨηo,πo(Ql)[d− 1] (resp.
de RΨηo,π∨o (Ql)[d − 1] ) sont de poids strictement infe´rieur a` d + l0 − 2 de sorte qu’il existerait
un point ge´ome´trique de M=l0gI,so tel que la fibre de h
l0g−dgrl0−1,πo (resp. h
l0g−dgrk,π∨o ) en ce point
admettrait un facteur direct de poids d+ l0−2 de la forme ⌈[−−→l − 1]πo−→×Πl⌉ (resp. ⌈[
−−→
l − 1]πo−→×Πl⌉∨)
ce qui n’est pas d’apre`s le corollaire (IV.5.3.2).
Fin de la preuve de la proposition (IV.5.3.3) : pour tout k, on pose dans G :
Qk,πo,l0 := eπogrk,πo −
∑
|k|<l6l0
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
)
Le corollaire (IV.5.3.2) et ce qui pre´ce`de, prouvent alors que pour tout point ge´ne´rique z de
dimension supe´rieure ou e´gale a` d− l0g,
∑
i(−1)i(hiQk,πo,l0)z est nulle. On en de´duit donc d’apre`s
la proposition (IV.5.1.5), que Qk,πo,l0 est de dimension strictement infe´rieure a` d − l0g, ce qui
conclut la re´currence.
IV.5.3.11. De´finition. — Pour l 6 l′ et Πl une repre´sentation de GLlg(Fo), on introduit les
faisceaux pervers purs de FPH(Mso)
(17)
P−(g, l′, πo, l,Πl) := j>l
′g
!∗ HT (g, l
′, πo,Πl
−→× [←−−−−−−l′ − l − 1]πo)[d− l′g]⊗ Ξ
(l′−l)(g−1)
2
purs de poids d− l′g − 2(l′ − l) et
P+(g, l′, πo, l,Πl) := j>l
′g
!∗ HT (g, l
′, πo,Πl
←−× [←−−−−−−l′ − l − 1]πo)[d− l′g]⊗ Ξ
(l′−l)(g+1)
2
purs de poids d− l′g + 2(l′ − l).
La filtration par le poids donne alors le corollaire suivant.
IV.5.3.12. Corollaire. — (i) Il existe, pour 0 6 i 6 sg−l, des faisceaux pervers Pπo,l,i(Πl) ∈
FPH(Mso) tels que l’on ait, dans FPH(Mso), les suites exactes suivantes :
0→ Pπo,l,0(Πl) −→ j>lg! HT (g, l, πo,Πl)[d− lg] −→ j>lg!∗ HT (g, l, πo,Πl)[d− lg]→ 0
0→ Pπo,l,1(Πl) −→ Pπo,l,0(Πl) −→ P−(g, l+ 1, πo, l,Πl)⊕Aπo,l,0(Πl)→ 0
(17)Comme dans la remarque (IV.4.3.2), ceux-ci ne sont pas simples mais plutoˆt une somme directe de epio faisceaux
pervers simples ou` la diffe´rence entre eux provient de l’action de D×
o,lg
. Par ailleurs pour ce qui est des poids cf. la
remarque (IV.4.5.6).
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· · ·
0→ Pπo,l,r(Πl) −→ Pπo,l,r−1(Πl) −→ P−(g, l+ r, πo, l,Πl)⊕Aπo,l,r−1(Πl)→ 0
· · ·
0→ Pπo,l,sg−l(Πl) −→ Pπo,l,sg−l−1(Πl) −→ P−(g, sg, πo, l,Πl)⊕Aπo,l,sg−l−1(Πl) −→ 0
avec Aπo,l,i(Πl), pour 1 6 i 6 sg − l, des faisceaux pervers concentre´s aux points supersin-
guliers purs de poids d− lg − i− 1 et Pπo,l,sg−l(Πl) un faisceau pervers concentre´ aux points
supersinguliers de poids infe´rieur ou e´gal a` d− lg − sg + l.
(ii) Dualement pour la dualite´ de Verdier, le complexe Rj>lg∗ HT (g, l, πo,Πl)[d− lg] est un objet
de FPH(Mso) qui s’inse`re dans les suites exactes courtes
0→ j>lg!∗ HT (g, l, πo,Πl)[d− lg] −→ Rj>lg∗ HT (g, l, πo,Πl)[d− lg]
−→ DPπo,,l,0(Πl)(lg − d)→ 0
0→ DAπo,l,0(Πl)(lg − d)⊕ P+(g, l + 1, πo, l,Πl) −→
DPπo,l,0(Πl)(lg − d) −→ DPπo,l,1(Πl)(lg − d)→ 0
· · ·
0→ DAπo,l,r−1(Πl)(lg − d)⊕ P+(g, l+ r, πo, l,Πl) −→
DPπo,l,r−1(Πl)(lg − d) −→ DPπo,l,r(Πl)(lg − d)→ 0
· · ·
0→ DAπo,l,sg−l−1(Πl)(lg − d)⊕ P+(g, sg, πo, l,Πl) −→
DPπo,l,sg−l−1(Πl)(lg − d) −→ DPπo,l,sg−l(Πl)(lg − d)→ 0
Remarque : Hors des points supersinguliers, nous avons montre´ que les grk e´taient purs de poids
d − 1 + k, ce qui n’a rien d’impressionnant puisque finalement on l’a de´duite de la purete´ locale
qui nous est donne´e d’apre`s l’hypothe`se de re´currence. Nous verrons a` la proposition (IV.7.3.2)
comment la de´montrer pour les faisceaux pervers supporte´s par les points supersinguliers.
IV.5.3.13. Corollaire. — Pour tout |k| < sg, l’image de eπogrk,πo dans G est e´gale a`
(
∑
|k|<l6sg
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
)) + Pk
ou` comme ci-dessus, Pk est une somme de faisceaux pervers concentre´s aux points supersinguliers.
Dans tous les autres cas grk,πo est de dimension nulle, concentre´ aux points supersinguliers.
IV.5.4. E´tude aux points supersinguliers des j>lg! F(g, l, πo)[d− lg]. — Le but de ce para-
graphe est de de´terminer les faisceaux pervers ponctuels non pre´cise´s dans la proposition (IV.5.3.3).
On rappelle que le raisonnement du paragraphe pre´ce´dent ne s’appliquait pas au niveau des points
supersinguliers car nous n’y connaissons pas l’aboutissement de (IV.4.1.17). Une ide´e naive est que
pour connaˆıtre un faisceau ponctuel, on peut commencer par calculer son groupe de cohomologie
H0.
IV.5.4.1. Proposition. — Soit 1 6 g < d ne divisant pas d (resp. g divisant d = sg), et
soit Π une repre´sentation globale de D×A telle que Π ve´rifie Hyp(ρ∞) avec Πo ≃ Sts(πo) pour
πo une repre´sentation irre´ductible cuspidale de GLg(Fo). Pour tout i et 1 6 l 6 sg (resp.
1 6 l < s), la composante Π∞,o-isotypique des groupes de cohomologie des faisceaux pervers
j>lg!∗ HTρ∞(g, l, πo,Πl)[d− lg] est nulle, soit avec les notations de (IV.4.2.4) :
Hi(j>lg!∗ HTρ∞(g, l, πo,Πl)[d− lg])[Π∞,o] = 0.
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De´monstration. — On raisonne par re´currence pour l variant de s − 1 a` 1 ; l’initialisation de la
re´currence se fait d’elle meˆme dans la preuve de l’induction qui suit. On reprend les suites exactes
courtes de faisceaux pervers du corollaire (IV.5.3.12). On montre tout d’abord, par re´currence sur
i de s− l − 1 a` 0, que pour tout j 6= 0, les groupes de cohomologie Hj(Pπo,l,i(Πl) ⊗ Lρ∞)[Π∞,o]
sont nuls et que
H0(Pπo,l,i(Πl)⊗ Lρ∞)[Π∞,o] =
sg−l−1∑
k=i
H0(Aπo,l,k(Πl)⊗ Lρ∞)[Π∞,o] +H0(Pπo,l,sg−l(Πl)⊗ Lρ∞)[Π∞,o]
Le re´sultat est clairement vrai pour i = s−l−1 car Pπo,l,s−l−1(Πl) est un faisceau pervers ponctuel.
Supposons donc le re´sultat acquis jusqu’au rang i + 1 et montrons le au rang i. La suite exacte
longue de cohomologie associe´e a`
0→ Pπo,l,i(Πl) −→ Pπo,l,i−1(Πl) −→ P−(g, l + i, πo, l,Πl)⊕Aπo,l,i−1(Πl)→ 0
fournit, pour j 6= 0, les isomorphismes
Hj(Pπo,l,i(Πl)⊗ Lρ∞)[Π∞,o] ≃ Hj(Pπo,l,i−1(Πl)⊗ Lρ∞)[Π∞,o]
car d’apre`s l’hypothe`se de re´currence portant sur les l,
Hj(P(g, l+ i, πo, l,Πl)⊗ Lρ∞)[Π∞,o]
est nul ce qui implique la nullite´ de
Hj(P−(g, l + i, πo, l,Πl)⊗ Lρ∞)[Π∞,o]
Par ailleurs pour j = 0, on a la suite exacte courte
0→ H0(Pπo,l,i(Πl)⊗ Lρ∞)[Π∞,o] −→ H0(Pπo,l,i−1(Πl)⊗ Lρ∞)
−→ H0(Aπo,l,i−1(Πl)⊗ Lρ∞)→ 0
d’ou` le re´sultat.
On conside`re alors la suite exacte longue de cohomologie associe´e a`
0→ Pπo,l,0(Πl) −→ j>lg! HT (g, l, πo,Πl)[d− lg] −→ j>lg!∗ HT (g, l, πo,Πl)[d− lg]→ 0
qui s’e´crit
0→ H−1(j>lg! ) −→ H−1(j>lg!∗ ) −→ H0(Pπo,l,s−l−1) −→ H0(j>lg! ) −→ H0(j>lg!∗ )→ 0
et pour tout i 6= −1, 0, Hi(j>lg! ) ≃ Hi(j>lg!∗ ) ou` pour alle´ger les notations, on a omis d’e´crire
HTρ∞(g, l, πo,Πl)[d − lg] ainsi que [Π∞,o]. On en de´duit alors que pour i 6= 0, Hi(j>lg! ) est pur
de poids d − 1 + i alors que H0(j>lg! ) est mixte de poids infe´rieur ou e´gal a` d − 1. Le calcul de
la somme alterne´e
∑
i(−1)iHi(j>lg! ), laquelle est nulle pour g ∤ d et pour g|d est constitue´e d’un
seul terme de poids d − 1 − (s − l), implique alors la nullite´ des Hi(j>lg! ) pour i > 0 et celle des
Hi(j>lg!∗ HTρ∞(g, l, πo,Πl)[d− lg])[Π∞,o] pour i > 0 et pour tout πo. La dualite´ de Poincare´ donne
alors la nullite´ des Hi(j>lg!∗ HTρ∨∞(g, l, π
∨
o ,Π
∨
l )[d − lg])[Π∞,o] pour tout πo et tout i 6 0 et donc
finalement la nullite´ des Hi(j>lg!∗ HTρ∞(g, l, πo,Πl)[d− lg])[Π∞,o] pour tout i et tout πo.
Remarque : Il est possible de faire des calculs strictement similaires pour Πo quelconque. Par
exemple, au lemme (IV.7.3.2) on traite le cas de Πo ≃ Stn1(ξ1) ⊞ · · · ⊞ Stnr (ξr), le cas ge´ne´ral
e´tant traite´ dans la preuve du the´ore`me (V.4.1).
IV.5.4.2 — D’apre`s le corollaire (IV.5.3.12) et en remarquant qu’un faisceau pervers ponctuel n’a
de la cohomologie qu’en degre´ ze´ro, les corollaires suivants de´coulent directement de (IV.2.2.13).
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IV.5.4.3. Corollaire. — Pour g divisant d = sg (resp. 1 6 g < d ne divisant pas d), soit Π une
repre´sentation irre´ductible de D×A ve´rifiant Hyp(ρ∞) telle que Πo ≃ Sts(πo). On a alors :
(i) pour tout i 6= d − lg (resp. pour tout i), Hic(M=lgI,so,1,F(g, l, πo)1 ⊗ Lρ∞)[Π∞,o] et donc
Hic(M
=lg
I,so
,F(g, l, πo, I)⊗ Lρ∞)[Π∞,o] sont nuls et pour i = d− lg
lim
→
I
Hd−lgc (M
=lg
I,so,1
,F(g, l, πo, I)1 ⊗ Lρ∞)[Π∞,o] =
m(Π)[
←−−−−−
s− l − 1]πo(l(g−1)/2) ⊗ (Ξ
(s−l)(g−1)
2
⊕
ξ∈A(πo)
ξ−1)
lim
−→
I
Hd−lgc (M
=lg
I,so
, HTρ∞(g, l, πo,Πl, I))[Π
∞,o]
= m(Π)(Πl
−→× [←−−−−−s− l − 1]πo)⊗ (Ξ(s−l)(g−1)/2
⊕
ξ∈A(πo)
ξ−1)
en tant que repre´sentation de GL(s−l)g(Fo) × Z et de GLd(Fo) × Z, ou` A(πo) est l’ensemble des
caracte`res ξ : Z −→ Q×l , tels que πo ⊗ ξ−1 ◦ val(det) ≃ πo et m(Π) est la multiplicite´ de Π dans
l’espace des formes automorphes.
(ii) pour tout 1 6 l 6 s, on a
H0(j>lg! HT (g, l, πo,Πl)[d− lg]⊗ Lg(πo))
= m(Π)eπo(Πl
−→× [←−−−−−s− l − 1]πo)⊗ Lg(πo)| − |−(s−l)(g−1)/2
IV.5.4.4. Remarque. — Si Π ve´rifie Hyp(∞), la condition Πo ≃ [←−−−s− 1]πo pour πo une
repre´sentation irre´ductible cuspidale de GLg(F∞), implique qu’il existe une repre´sentation
irre´ductible cuspidale π∞ de GLg′(F∞) avec d = s
′g′ telle que Π∞ ≃ [
←−−−
s′ − 1]π∞ et donc Π ve´rifie
Hyp(ρ∞) avec ρ∞ = JL
−1([
←−−−
s′ − 1]π∞).
IV.5.4.5 — On rappelle que D est une alge`bre a` division centrale sur F dont les invariants locaux
en les places x de F distinctes de ∞ et o sont e´gaux a` ceux de D et Do ≃ Do,d (resp. D∞) est
l’alge`bre a` division centrale sur Fo (resp. F∞) d’invariant 1/d (resp. −1/d). Pour la preuve de
l’e´nonce´ suivant on conside`re une repre´sentation automorphe irre´ductible Π de D×A telle que :
– Π∞ ≃ [←−−−s− 1]π∞ pour π∞ une repre´sentation cuspidale de GLd(F∞) et Πo ≃ [
←−−−
s− 1]πo ;
– m(Π) = 1 ;
– l’ensemble A
D
×(Π) des repre´sentations irre´ductibles automorphes Π de D
×
A telle que Π
∞,o ≃
Π∞,o est re´duit a` un e´le´ment avec m(Π) = 1, Πo ≃ JL−1(Πo) et Π∞ ≃ JL−1([←−−−s− 1]π∞).
L’existence d’une telle repre´sentation Π est assure´e par Henniart (cf. [15] annexe A-4).
IV.5.4.6. Corollaire. — Pour tout 1 6 l 6 sg, les faisceaux pervers Aπo,l,i(Πl) du corollaire
(IV.5.3.12) sont tous nuls et pour g ne divisant pas d (resp. g|d = sg) Pπo,l,sg−l(Πl) est nul (resp.
Pπo,l,s−l−1(Πl) est le faisceau pervers ponctuel de support l’ensemble des points supersinguliers tel
que Pπo,l,s−l−1(Πl) est isomorphe a` F(g, s, πo)(− (s−l)(g−1)2 )⊗ (Πl
−→× [←−−−−−s− l − 1]πo)).
De´monstration. — D’apre`s la proposition pre´ce´dente on a
sg−l−1∑
i=0
lim
→
I
H0(MI,so , Aπo,l,i(Πl)⊗ Lρ∞)[Π∞,o]+
lim
→
I
H0(MI,so , Pπo,l,sg−l(Πl)⊗ Lρ∞)[Π∞,o] =
lim
→
I
Hd−lg(MI,so , j
>lg
! HTρ∞(g, l, πo,Πl, I))[Π
∞,o].
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Le membre de droite est d’apre`s (IV.2.2.13) soit nul, pour g ne divisant pas d, soit de poids
d− lg − sg + l pour g divisant d.
- Les faisceaux pervers Aπo,l,i(Πl), pour 0 6 i < sg − l e´tant de dimension ze´ro et purs de poids
d− lg − i, la nullite´ de H0(M>lgI,so,1, Aπo,l,i(Πl)⊗ Lρ∞)[Π∞,o] implique celle des Aπo,l,i(Πl).
- De meˆme pour g ne divisant pas d, Pπo,l,s−l, faisceau pervers concentre´ aux points supersin-
guliers, est nul car son groupe de cohomologie en degre´ 0 l’est.
- Pour g divisant d, on rappelle, cf. le corollaire (IV.5.4.3), que
Hic(M
=lg
I,so,1
,F(g, l, πo,Πl, I)1 ⊗ Lρ∞)[Π∞,o]
est nul pour i 6= d− lg, et
lim
→
I
Hd−lgc (M
=lg
I,so,1
,F(g, l, πo)1 ⊗ Lρ∞))[Π∞,o] =
m(Π)
⊕
ξ∈A(πo)
[
←−−−−−
s− l − 1]πo(l(g−1)/2) ⊗ Ξ
(s−l)(g−1)
2 ξ
ou` A(πo) est l’ensemble des caracte`res ξ : Z −→ Q×l , tels que πo ⊗ ξ−1 ◦ val(det) ≃ πo. Ainsi pour
toute repre´sentation elliptique Πl de type πo de GLlg(Fo),
lim
→
I
H0(M>lgI,so , j
>lg
! HTρ∞(g, l, πo,Πl, I)[d− lg])[Π∞,o] =
m(Π)eπoΠl
−→× [←−−−−−s− l − 1]πo ⊗ Ξ
(s−l)(g−1)
2
en tant que repre´sentation de GLd(Fo) × Z. On e´tudie alors comme pre´ce´demment l’e´galite´
(IV.5.2.18) et tout particulie`rement les faisceaux pervers de dimension nulle. En ce qui concerne
les faisceaux pervers simples de poids s(g + 1)− 4, le membre de droite de (IV.5.2.18) est e´gal a`
(Pπo,s−1,1([
←−−−
s− 2]πo)(−
(s− 1)(g + 1)− 2
2
)−
F(g, s, πo)⊗ [←−−−s− 2,−→1 ]πo)⊗ Lg(πo)(−
s(g + 1)− 4
2
)
de sorte que Pπo,s−1,1([
←−−−
s− 2]πo) contient F(g, s, πo)(− g−12 )⊗[
←−−−
s− 2,−→1 ]πo et donc, vu que les strates
sont induites, F(g, s, πo)(− g−12 )⊗ [
←−−−
s− 2]πo−→× [
←−
0 ]πo . Par ailleurs d’apre`s (IV.2.2.14), on a le lemme
suivant
IV.5.4.7. Lemme. — Pour toute repre´sentation Πs de GLd(Fo), on a
lim
→
I
H0(MdI,so ,F(g, s, πo, I)⊗ Lρ∞ ⊗Πs) = eπoC∞D,ρ∞ [JL
−1(
←−
(s)πo)]⊗Πs
de sorte que sa partie Π
∞,o
-isotypique est eπom(Π)Πs.
En appliquant ce lemme a` Πs = Πs−1
−→× [←−0 ]πo , et en utilisant les proprie´te´s impose´es a` Π, on
obtient que la partie Π
∞,o
-isotypique de lim
→
I
H0(MdI,so ,F(g, s, πo) ⊗ Πs−1
−→× [←−0 ]πo) est e´gale a` la
partie Π∞,o-isotypique de lim
→
I
H0c (M
=(s−1)g
I,so
, HT (g, s − 1, πo,Πs−1)[g] qui d’apre`s ce qui pre´ce`de
est e´gale a` celle de lim
→
I
H0(MI,so , Pπo,s−1,1(Πs−1)). On en de´duit donc que Pπo,s−1,1(Πs−1) est e´gal
a` F(g, s, πo)(− g−12 )⊗Πs−1
−→× [←−0 ]πo .
On raisonne alors par re´currence sur l de s − 1 a` 1, en supposant que pour tout l > l0,
Pπo,l,s−l−1(Πl) est isomorphe a` F(g, s, πo)(− (s−l)(g−1)2 ) ⊗ Πl
−→× [←−−−−−s− l − 1]πo . On regarde alors les
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faisceaux pervers de dimension nulle et de poids s(g +1)− 2(s− l0+ 1) dans l’e´galite´ (IV.5.2.18),
soit
Pπo,l0,s−l0−1([
←−−−
l0 − 1]πo)⊗ (−
l0(g + 1)− 2
2
) + F(g, s, πo)⊗
(
s−l0∑
i=1
(−1)i[←−−−l0 − 1,−→i ]πo−→× [
←−−−−−−−−−
s− l0 − i− 2]πo)⊗ Lg(πo)(−
s(g + 1)− 2(s− l0 + 1)
2
)
ce qui donne
Pπo,l0,s−l0−1([
←−−−
l0 − 1]πo)−F(g, s, πo)⊗ [
←−−−
l0 − 1,−→1 ,←−−−−−−s− l0 − 1]πo ⊗ Lg(πo)(−
(s− l0)(g − 1)
2
)
positif. On en de´duit alors que Pπo,l0,s−l0−1([
←−−−
l0 − 1]πo) contient
F(g, s, πo)(− (s− l0)(g − 1)
2
)⊗ [←−−−l0 − 1,−→1 ,←−−−−−−s− l0 − 1]πo ,
et donc vu le caracte`re induit des strates, Pπo,l0,s−l0−1(Πl0) contient
F(g, s, πo)(− (s− l0)(g − 1)
2
)⊗Πl0−→× [
←−−−−−−
s− l0 − 1]πo .
L’e´galite´ provient alors de l’e´galite´ des H0 comme dans le cas l0 = s − 1, traite´ ci-avant, d’ou` le
re´sultat.
IV.5.4.8. Corollaire. — Le the´ore`me (IV.4.4.1) est vrai.
De´monstration. — En effet le re´sultat de´coule directement de la proposition (IV.5.2.2) en
re´injectant les e´galite´s de la proposition (IV.5.3.3) ou` les P!,l sont nuls d’apre`s le corollaire
(IV.5.4.6). On obtient ainsi pour tout 1 6 i 6 sg :
sg∑
l=i
(−1)l−ij>lg! HT (g, l, πo, [
←−−
i− 1,−−→l − i]πo)[d− lg]⊗ Lg(πo)(−
lg − 2 + 2i− l
2
) =
sg∑
l=i
(−1)l−i
sg−l∑
r=0
j
>(l+r)g
!∗ HT (g, l+ r, πo, [
←−−
i− 1,−−→l − i]πo−→× [
←−−−
r − 1]πo)[d− (l + r)g]
⊗ Lg(πo)(− (l + r)(g − 1) + 2(i− 1)
2
)
laquelle somme est alors e´gale a`
sg∑
l=i
j>lg!∗ HT (g, l, πo,Πl,i)[d− lg]⊗ Lg(πo)(−
l(g − 1) + 2(i− 1)
2
)
ou`
Πl,i :=
l∑
r=i
(−1)r−i[←−−i− 1,−−→r − i]πo−→× [
←−−−−−
l − r − 1]πo = [
←−−
l − 1]πo
avec
eπo [RΨηo,πo(Ql)[d− 1]] =
∑sg
i=1
∑sg
l=i j
>lg
!∗ HT (g, l, πo,Πl,i)[d− lg]⊗
Lg(πo)(− l(g−1)+2(i−1)2 )
=
∑sg
l=1 j
>lg
!∗ HT (g, l, πo, [
←−−
l − 1]πo)⊗
Lg(πo)(− lg−12 )(
∑
|k|<l
k≡l−1mod 2
(−k2 )
=
∑s−1
k=1−s
∑
|k|<l6sg
l≡k−1mod 2
j>lg!∗ HT (g, l, πo, [
←−−
l− 1]πo)[d− lg]
⊗Lg(πo)(− lg+k−12 )
d’ou` le re´sultat.
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IV.5.4.9. Corollaire. — Pour tout g|d = sg, et πo une repre´sentation cuspidale de GLg(Fo),
on conside`re les groupes de cohomologie Hjc (M
=h
I,so
, RiΨηo,I,πo(Lρ∞)) ainsi que leur limite induc-
tive sur tous les ide´aux I de A, limite que l’on notera Hj=h,i,πo,ρ∞ . Pour Π une repre´sentation
automorphe de D×A ve´rifiant Hyp(ρ∞), on a les re´sultats suivant :
(1) pour g ne divisant pas d, les Hj=h,i,πo,ρ∞ [Π
∞,o] sont nuls pour tous j, h, i ;
(2) pour g divisant d = sg et Πo ≃ [←−−−s− 1]πo , les Hj=h,i,πo,ρ∞ [Π∞,o] sont nuls pour h qui n’est
pas de la forme lg avec 1 6 l 6 s ;
(3) pour g divisant d = sg et Πo ≃ [←−−−s− 1]πo , les Hj=lg,i,πo,ρ∞ [Π∞,o] sont nuls pour j 6= d− lg ;
(4) pour g divisant d = sg et Πo ≃ [←−−−s− 1]πo , les Hd−lg=lg,i,πo,ρ∞ [Π∞,o] sont nuls pour i ne ve´rifiant
pas l(g − 1) 6 i 6 lg − 1. Si 1 6 l < s et i = lg − r avec 1 6 r 6 l, Hd−lg=lg,lg−r,πo,ρ∞ [Π∞,o] est
isomorphe a`
m(Π)([
←−−
l − r,−−−→r − 1]πo−→× [
←−−−−−
s− l − 1]πo)⊗ Lg(πo)(−
s(g − 1)− 2(r − l)
2
)
en tant que repre´sentation de GLd(Fo)×Wo, ou` m(Π) est la multiplicite´ de Π dans l’espace
des formes automorphes.
De´monstration. — On rappelle (cf. la proposition (IV.2.2.1)) que pour tout i, j, on a un isomor-
phisme canonique
Hjc (M
=h
I,so,1, R
iΨηo(Lρ∞))h ≃
⊕
τo∈Ch
(Hjc (M
=h
I,so,1,Fτo ⊗ Lρ∞)⊗ ˜Uh,iFo,m(τo))h/eτo
de sorte que les re´sultats de´coule directement du corollaire (IV.5.4.3).
IV.6. Faisceaux de cohomologie des j>lg!∗ F(g, l, πo)
Rappelons, cf §IV.4.5, que d’apre`s le the´ore`me de comparaison de Berkovich-Fargues, la filtra-
tion de monodromie-locale du complexe ΨdFo sera donne´e par les germes en un point supersinguliers
des faisceaux de cohomologie des grk. On propose alors de calculer tous les faisceaux de cohomolo-
gie des grk. D’apre`s la proposition (IV.5.3.3) pre´cise´e par le corollaire (IV.5.4.6), il nous suffit de
de´terminer les faisceaux de cohomologie des j>lg!∗ F(g, l, πo)[d− lg]. Nous verrons que cela ne pose
aucun proble`me en dehors des points supersinguliers car on peut utiliser l’hypothe`se de re´currence
dans le the´ore`me (IV.3.2.3). Au niveau des points supersinguliers on ne dispose d’aucun ren-
seignement local, cependant la proposition (IV.5.3.3) nous permet de restreindre efficacement les
possibilite´s pour les germes en un point supersingulier de ces faisceaux de cohomologie.
IV.6.1. Une e´criture dans G de j>lg!∗ F(g, l, πo)[d− lg]. —
IV.6.1.1. Lemme. — Pour tout 1 6 l 6 sg, on a l’e´galite´ dans G :
P(g, l, πo) =
sg−l∑
r=0
(−1)rj>(l+r)g! HT (g, l+ r, πo, [
←−−
l− 1]πo−→× [
−−−→
r − 1]πo)[d− (l + r)g]
⊗ Lg(πo)(−r(g − 1)
2
)
De´monstration. — On de´montre le re´sultat par re´currence sur l de sg a` 1, en utilisant les corollaires
(IV.5.3.12) et (IV.5.4.6). Le cas l = sg est directement donne´ par loc. cit. Supposons le re´sultat
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acquis jusqu’au rang l + 1 et traitons le cas de l. D’apre`s loc. cit. on a
j>lg! HT (g, l, πo, [
←−−
l − 1]πo)[d− lg]⊗ Lg(πo) = P(g, l, πo)
+
s−l∑
i=1
j
>(l+i)g
!∗ HT (g, l+ i, πo, [
←−−
l − 1]πo−→× [
←−−
i − 1]πo)[d− (l + i)g]⊗ Lg(πo)(−
ig − i
2
) (IV.6.1.19)
D’apre`s l’hypothe`se de re´currence on a
j
>(l+i)g
!∗ HT (g, l+ i, πo, [
←−−
l − 1]πo−→× [
←−−
i− 1]πo)[d− (l + i)g]⊗ Lg(πo)(−
ig − i
2
) =
s−l−i∑
r=0
(−1)rj>(l+i+r)g! HT (g, l+ i+ r, πo, [
←−−
l − 1]πo−→× [
←−−
i− 1]πo−→× [
−−−→
r − 1]πo)[d− (l + i+ r)g]
⊗ Lg(πo)(− (i + r)g − i− r
2
)
de sorte que (IV.6.1.19) s’e´crit
P(g, l, πo)− j>lg! HT (g, l, πo, [
←−−
l− 1]πo)[d− lg]⊗ Lg(πo) =
s−l∑
r=1
(−1)rj>(l+r)g! HT (g, l+ r, πo, [
←−−
l − 1]πo−→×Πr)[d− (l + r)g]⊗ Lg(πo)(−
(rg − r
2
)
ou` Πr = (−1)r−1[←−−−r − 1]πo +
∑r−1
i=1 (−1)i−1[
←−−
i− 1]πo−→× [
−−−−−→
r − i− 1]πo = [
−−−→
r − 1]πo d’ou` le re´sultat.
IV.6.2. Filtration de monodromie-locale en hauteur non maximale. — On rappelle que
d’apre`s l’hypothe`se de re´currence, le the´ore`me (IV.3.2.3) est connu pour les mode`les locaux de
Deligne-Carayol de hauteur strictement infe´rieure a` d. Ainsi l’aboutissement de la suite spectrale
(IV.4.1.17) est connue en dehors des points supersinguliers tandis qu’on ne connaˆıt que les germes
en des points non supersinguliers des termes E1 (cf. le the´ore`me-de´finition (IV.3.2.1)).
IV.6.2.1. Proposition. — Pour g 6= 1 et 1 6 l 6 sg, les faisceaux de cohomologie hiP(g, l, πo)
sont nuls pour tout i < l−sg et i qui n’est pas de la forme lg−d+a(g−1). Pour i = lg−d+a(g−1)
avec 0 6 a < sg − l, ils sont e´gaux dans FH(Mso) a`
j
>(l+a)g
! HT (g, l+ a, πo, [
←−−
l − 1]πo−→× [
−−−→
a− 1]πo)⊗ Lg(πo)(−
a(g − 1)
2
).
De´monstration. — Pour i < lg− d, les hiP(g, l, πo) sont tous nuls car P(g, l, πo) est de dimension
d− lg. On a la suite exacte courte de faisceaux pervers
0→ Pπo,l,0(πo)⊗ Lg(πo) −→ j>g! F(g, l, πo, πo)[d− lg]⊗ Lg(πo) −→ P(g, l, πo)→ 0
ou` Pπo,1,0(πo) est un faisceau pervers de dimension d− (l + 1)g de sorte que
hlg−dj>g!∗ F(g, 1, πo)[d− g] = j>g! F(g, 1, πo).
Le principe est alors d’utiliser le the´ore`me de comparaison de Berkovich-Fargues couple´ avec le
lemme (IV.6.1.1).
Remarquons tout d’abord que d’apre`s le corollaire (IV.5.3.13), pour tout k, grk,πo est pur hors
des points supersinguliers, de sorte qu’en ce qui concerne les strates non supersingulie`res, on a
eπoh
igrk,πo =
⊕
|k|<l6sg
l≡k−1mod 2
hiP(g, l, πo)(− lg − 1 + k
2
)
Ainsi d’apre`s le corollaire (IV.5.3.2), on en de´duit le lemme suivant.
IV.6.2.2. Lemme. — Les hiP(g, l, πo) ve´rifient les proprie´te´s suivantes :
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– hormis les points supersinguliers, ils sont a` support dans les strates M=l
′g
I,so
pour l 6 l′ 6 sg
avec l′g − d− l′ + l− 1′ 6 i 6 l′g − d et i ≡ l′g − d− l′ + l − 1mod 2 ;
– pour i = l′g − d − l′ + l − 1 + 2r, la fibre en un point ge´ome´trique de M=l′gI,so de hiP(g, l, πo)
est un facteur direct de
[
←−−−−−−
l + 2r − 1]πo−→× [
−−−−−−−−−−→
l′ − l − 2r − 1]πo ⊗ Lg(πo)(−
l′(g − 1) + 2(l− 1) + 2r
2
)
Soit z un point ge´ome´trique de M=l
′g
I,so
. Les strates e´tant induites, on en de´duit que la fibre en
z de hiP(g, l, πo)(− l(g−1)2 ) est de la forme :⊕
ξ
([
←−−
l − 1]πo◦ξ(−(l′−l)(g−1)/2)−→×πξ)⊗ Lg(πo ◦ ξ)(−
l(g − 1)
2
)
ou` πξ est une repre´sentation de GL(l′−l)g(Fo). Pour ξ = Ξ
((l′−l)(g−1)+2r)/2 avec r > 0, on remarque
que si [
←−−
l − 1]πo(r)−→×πξ contient un des deux constituants de
[
←−−−−−−
l + 2r − 1]πo−→× [
−−−−−−−−−−→
l′ − l − 2r − 1]πo
alors il contient aussi tous les constituants de
([
←−−
l − 1]πo−→× [
−−−−−−−−−−→
l′ − l − 2r − 1]πo)←−× [
←−−−−
2r − 1]πo
alors que, par exemple [
←−−−−
2r − 1,−→1 ,←−−l − 1,−−−−−−−→l′ − l − 2r]πo ⊗Lg(πo)(− l
′(g−1)+2r
2 ) n’est pas un constitu-
ant de eπoh
l′g−d−l′+l−1+2rgr1−l,πo d’ou` la contradiction.
On en de´duit ainsi que hl
′g−d−l′+l−1P(g, l, πo) est le seul faisceau de cohomologie ayant un
support d’intersection non vide avec la strate l′g. Le raisonnement e´tant valide pour tout l′, on
en de´duit aussi que le support de hl
′g−d−l′+l−1P(g, l, πo) est contenu dans la strate l′g. Le lemme
(IV.6.1.1) donne alors que la restriction a` la strate l′g de hl
′g−d−l′+l−1P(g, l, πo) est isomorphe a`
HT (g, l′, πo, [
←−−
l − 1]πo−→× [
−−−−−−→
l′ − l − 1]πo)⊗ Lg(πo)(− (l
′−l)(g−1)
2 ), de sorte que
hl
′g−d−l′+l−1P(g, l, πo) ≃ j>l
′g
! HT (g, l
′, πo, [
←−−
l − 1]πo−→× [
−−−−−−→
l′ − l − 1]πo)
⊗ Lg(πo)(− (l
′ − l)(g − 1)
2
).
IV.6.2.3. Proposition. — Pour g = 1, les hiP(1, l, ξo), sont nuls pour i 6= l − d et pour i =
l − d leur restriction a` M=l+rI,so , pour 0 6 r < d − l est e´gale dans FH(M=l+rso ) a` HT (1, l +
r, ξo, [
←−−
l − 1]ξo−→× [
−−−→
r − 1]ξo).
De´monstration. — Elle est strictement identique a` celle pour g 6= 1, en conside´rant a` chaque e´tape
les restrictions aux strates M=l+rI,so .
IV.6.2.4. Proposition. — Pour g ne divisant pas d, hsgg−d−(sg−l)P(g, l, πo) est, dans FH(Mso),
isomorphe a`
j
>sgg
! HT (g, sg, πo, ([
←−−
l − 1]πo−→× [
−−−−−−→
sg − l − 1]πo))⊗ Lg(πo)(−
(sg − l)(g − 1)
2
).
Par ailleurs les hiP(g, l, πo) sont nuls pour sgg − d− (sg − l) < i 6 0.
De´monstration. — Tant qu’on est en dehors des points supersinguliers, les arguments pre´ce´dents
s’adaptent, en utilisant le the´ore`me de comparaison de Berkovich-Fargues avec la connaissance de la
filtration de monodromie-locale des mode`les de Deligne-Carayol en hauteur strictement infe´rieure
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a` d. En ce qui concerne les points supersinguliers, on raisonne par re´currence sur l de sg a` 1. Pour
l = sg, le corollaire (IV.5.3.12), joint au corollaire (IV.5.4.6), donne
P(g, sg, πo) = j>sgg! HT (g, sg, πo, [
←−−−
sg − 1]πo)[d− sgg]⊗ Lg(πo)
d’ou` le re´sultat. Supposons donc le re´sultat acquis jusqu’au rang l + 1 et traitons le cas de l. On
conside`re les suites exactes courtes du corollaire (IV.5.3.12), ou` l’on rappelle que d’apre`s (IV.5.4.6),
les Aπo,l,g sont nuls :
0→ Pπo,l,0([
←−−
l − 1]πo) −→ j>lg! HT (g, l, πo, [
←−−
l − 1]πo)[d− lg] −→
j>lg!∗ HT (g, l, πo, [
←−−
l− 1]πo)[d− lg]→ 0
· · ·
0→ Pπo,l,sg−l([
←−−
l − 1]πo) −→ Pπo,l,sg−l−1([
←−−
l − 1]πo) −→ P−(g, sg, πo, l, [
←−−
l− 1]πo)→ 0
ou` Pπo,l,sg−l([
←−−
l − 1]πo) est le faisceau pervers nul. On de´montre alors par re´currence sur r, de sg− l
a` 0, que le germe en un point supersingulier de hiPπo,l,r([
←−−
l − 1]πo) est nul pour tout i, d’ou` le
re´sultat.
En direction du the´ore`me (IV.4.4.7), on a le re´sultat suivant.
IV.6.2.5. Lemme. — Pour g 6= 1 divisant d = sg (resp. g = 1), la fibre en un point su-
persingulier de hiP(g, l, πo) (resp. de hiP(1, l, ξo)) est nulle pour i < l − s. Par ailleurs les
hl−s+iP(g, l, πo) sont concentre´s aux points supersinguliers pour 0 6 i < s − l, de fibre (resp.
la fibre en un point supersingulier de hl−s+iP(1, l, ξo) est), en tant que GLd(Fo)×Wo-module, un
sous-espace, e´ventuellement nul, de
[
←−−
l − 1]πo−→× [
−−−−−−−−→
s− l − 2− i]πo−→× [
←−
i ]πo ⊗ Lg(πo)(−
(s− l)(g − 1)
2
).
De´monstration. — Nous ne traitons que le cas g 6= 1, le raisonnement pour g = 1 e´tant strictement
identique. On raisonne par re´currence sur l de s a` 1, le cas l = s e´tant trivial. Supposons donc le
re´sultat acquis jusqu’au rang l+1 et traitons le cas de l. On conside`re alors les suites exactes courtes
de faisceaux pervers de (IV.5.3.12). On remarque tout d’abord que toutes les fibres en un point
supersingulier des faisceaux de cohomologie des P−(g, l+ r, πo, l,Πl) sont de poids (s− l)(g−1) de
sorte qu’il en est de meˆme pour les Pπo,l,r(Πl) et donc pour P(g, l, πo). Le re´sultat de´coule alors
de l’e´tude des suites exactes longues associe´es. Une fac¸on plus visuelle et plus directe d’obtenir le
re´sultat est de conside´rer l’isomorphisme Dj>lg!∗ F(g, l, πo)[d− lg] ≃ j>lg!∗ F(g, l, π∨o )[d− lg](d− lg)
et de regarder la suite spectrale
Ep,q2 = R
pHom(h−qP(g, l, πo),Kso)⇒ hp+qP(g, l, π∨o )(d− 1) (IV.6.2.20)
ou` Kso de´signe le complexe dualisant sur MI,so
(18)
On rappelle que pour un faisceau L sur M=(l+r)gI,so , par adjonction on a
RHom(i
(l+r)g
∗ j
>(l+r)g
! L, f !Ql) ≃ i(l+r)g∗ Rj>(l+r)g∗ RHom(L, j>(l+r)g,!i(l+r)g,!f !Ql)
et comme M
=(l+r)g
I,so
est lisse, on a
j>(l+r)g,!i(l+r)g,!f !Ql ≃ Ql[2(d− (l + r)g)](d − (l + r)g)
(18)On pourra voir les termes Ep,q2 a` la figure (5) (resp. (6)), pour g = 7, s = 5 et l = 4 (resp. l = 3).
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soit pour p > −2(d− (l + r)g),
RpHom(j
>(l+r)g
! HT (g, l+ a, πo,
[
←−−
l − 1]πo−→× [
←−−−
a− 1]πo)⊗ |cl|−a(g−1)/2,Kso)
≃ (i(l+a)g∗ Rp+2(d−(l+a)g)j>(l+a)g∗ HT (g, l+ a, π∨o ,
[
←−−
l − 1]π∨o
←−× [←−−−a− 1]π∨o )⊗ |cl|−a(g+1)/2)(lg − d) (IV.6.2.21)
Ainsi pour z un point supersingulier, (Ep,q2 )z , pour q de la forme d−lg−a(g−1) (resp. q = a+1)
avec 0 6 a < s− l, et p = −(s− l− a)g− i avec 0 6 i 6 s− l− a (resp. p = 0), s’il est non nul, est
mixte de poids (s− l− a− r)(g− 1)/2+ (a+ r)(g+1)/2 avec 0 6 r < s− l− a si p < −(s− l− a)g
et pur de poids (s− l)(g + 1)/2 si p = (s− l − a)g. Dans ce dernier cas on obtient alors
[
←−−
l − 1]πo−→× [
−−−−−−−−−→
s− l − a− 1]πo←−× [
←−−−
a− 1]πo ⊗ |cl|−(s−l)(g+1)/2
(resp. (h−qj>lg!∗ F(g, l, πo)0)∨z (−lg)⊗ |cl|−(s−l)(g+1)/2 ou` le dual est pris en tant que repre´sentation
de GL(s−l)g(Fo)). Dans la figure (2) on repre´sente ces (E
p,q
2 )z de poids (s− l)(g + 1). Le re´sultat
de´coule alors du fait que les Ei∞ sont tous nuls pour i > 0.
❛ ←−−l − 1←−×←−−−−−s− l− 1✻p = −q = −(s− l)g❅❅
❅
❅
❅
❅
❅
❵❛❅
❅
❅❅
✻p = −q = −(s− l− 1)g
←−−
l − 1←−×−→0←−×←−−−−−s− l − 2
❵✲p = −q = −(s− l − 2)g ❵
❛←−−l − 1←−×−→1←−×←−−−−−s− l − 3
✲p = −q = −3g ❵❵
❵
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
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❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❛
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
←−−
l − 1←−×−−−−−→s− l − 4←−×←−2
❛
❅
❅
❅
❅
❅
❅
✲p = q = −2g ❵❵
❵
❵
←−−
l − 1←−×−−−−−→s− l − 3←−×←−1
❛
❅
❅
❅❅❵
❵❵✲p = −q = −g
❵❵
←−−
l − 1←−×−−−−−→s− l − 2←−×←−0
✲p = q = 0
❛❛
❛❛
❛❛
Figure 2. parties de poids (s− l)(g+1) de la fibre aux points supersinguliers des Ep,q2
de la suite spectrale (IV.6.2.20)
IV.7. Preuve des the´ore`mes globaux sous IV.7.1.1
On rappelle, cf. §IV.4.5, que le the´ore`me (IV.3.2.3) de´coule, d’apre`s le the´ore`me de comparaison
de Berkovich-Fargues, des the´ore`mes globaux (IV.4.4.4), (IV.4.4.7) et (IV.4.4.10). En outre le
the´ore`me (IV.3.2.3) implique, graˆce a` (IV.4.4.10) via Berkovich-Fargues, le the´ore`me (IV.3.1.1).
Par ailleurs le principe de la preuve de la proposition (IV.6.2.1) montre que (IV.3.2.3) implique les
the´ore`mes globaux. Le but de ce paragraphe est de montrer que le the´ore`me (IV.3.1.1) implique
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les the´ore`mes globaux (IV.4.4.4), (IV.4.4.7) et (IV.4.4.10) et donc le the´ore`me local (IV.3.2.3). Par
souci d’efficacite´, on montrera, en utilisant l’ope´rateur N , qu’il nous suffit en fait de connaˆıtre les
parties de poids s(g − 1) de (IV.3.1.1).
IV.7.1. Preuve de (IV.4.4.7) sous (IV.7.1.1). —
IV.7.1.1. Proposition. — Pour tout diviseur g de d = sg et πo une repre´sentation irre´ductible
cuspidale de GLg(Fo), la partie de poids d−s de ˜Ud,d−s+iFo,ξo (JL−1([
←−−−
s− 1]πo)) est nulle pour 0 < i < s
et e´gale a` [
−−−→
s− 1]πo ⊗ Lg(πo)(− d−s2 ) pour i = 0.
La preuve de cette proposition sera donne´e au paragraphe suivant ; montrons comment le
the´ore`me (IV.3.2.3) en de´coule. On commence par prouver le the´ore`me (IV.4.4.7) qui d’apre`s
la proposition (IV.6.2.1) de´coule alors de la proposition suivante.
IV.7.1.2. Proposition. — Sous le re´sultat de la proposition (IV.7.1.1), pour g 6= 1 divisant
d, hl−s+iP(g, l, πo) est nul pour i 6= 0 et sinon est concentre´ aux points supersinguliers de fibre
isomorphe a` [
←−−
l − 1]πo−→× [
−−−−−→
s− l − 1]πo ⊗ Lg(πo)(− (s−l)(g−1)2 ) pour i = 0.
De´monstration. — D’apre`s le lemme (IV.6.2.5) tous les germes en un point supersingulier des
P(g, l, πo), sont de poids (s− l)(g − 1). Le raisonnement de la preuve de la proposition (IV.6.2.1)
s’applique alors tel quel en e´tudiant les P(g, l, πo)(− l(g−1)2 ) pour 1 6 l 6 s et en utilisant la
connaissance des parties de poids s(g − 1) de (IV.3.2.3).
IV.7.2. Preuve de (IV.4.4.10) sous (IV.7.1.1). — On conside`re la suite spectrale (IV.4.1.17)
associe´e a` la filtration de monodromie. D’apre`s la proposition pre´ce´dente et le point (ii) de la
proposition (IV.5.3.3), le germe en un point supersingulier z de Ei,j1 ve´rifie les proprie´te´s suivantes
(cf. la figure (1) dans le cas s = 4 et g = 3) :
– il est nul pour i, j ne ve´rifiant pas la condition suivante : il existe 0 6 k 6 s − 1 tel que
j = 1− s+ 2k et −k 6 i 6 s− 1− 2k ;
– pour j = 1−s+2k avec 0 6 k 6 s−1, le germe en z de Es−1−2k−r,1−s+2k1 pour 0 6 r 6 s−1−k
est isomorphe a`
[
←−−−−−−
s− r − 1]πo−→× [
−−−→
r − 1]πo ⊗ Lg(πo)(−
s(g − 1) + 2k
2
).
En outre d’apre`s (IV.7.1.1), pour j = 1 − s et pour tout 0 6 i < s − 1, l’application di,1−s1 :
Ei,1−s1 −→ Ei+1,1−s1 induit en z la fle`che non triviale
[
←−
i ]πo
−→× [−−−−−→s− i− 2]πo −→ [
←−−
i+ 1]πo
−→× [−−−−−→s− i− 3]πo
dont le noyau est [
←−
i ,
−−−−−→
s− i− 1]πo et le conoyau est [
←−−
i+ 2,
−−−−−→
s− i− 3]πo . Le logarithme Nk de la
partie unipotente de la monodromie induit un diagramme commutatif
Ei,1−s1
di,1−s1 // Ei+1,1−s1
Ei−2k,1−s+2k1
Nk
OO
di−2k,1−s+2k1 // Ei−2k+1,1−s+2k
Nk
OO
En remarquant que pour 0 6 k 6 −i, Nk induit des isomorphismes Ei−2k,1−s+2k1 ≃ Ei,1−s1 et
Ei+1−2k,1−s+2k1 ≃ Ei+1,16s1 , on en de´duit que la fle`che di−2k,1−s+2k1 est aussi induite par la fle`che
non triviale
[
←−
i ]πo
−→× [−−−−−→s− i− 2]πo −→ [
←−−
i+ 1]πo
−→× [−−−−−→s− i− 1]πo
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Finalement pour tout 1 6 l′ < l 6 s et tout k ≡ l′ − 1mod 2 avec |k| 6 l′ − 1, les fle`ches
h−d+lg−(l−l
′)grk,πo −→ h−d+lg−(l−l
′−1)grk−1,πo
de la suite spectrale (IV.4.1.17), sont non nulles, et se de´duisent des suites exactes suivantes
0→ [←−−−l′ − 1,−−−→l − l′]πo → [
←−−−
l′ − 1]πo−→× [
−−−−−−→
l− l′ − 1]πo →
→ [←−l′ ]πo−→× [
−−−−−−→
l − l′ − 2]πo → [
←−−−
l′ + 1,
−−−−−−→
l− l′ − 2]πo → 0
pour l′ < l − 1 et pour l′ = l − 1 de la suite exacte courte :
0→ [←−−l − 2,−→1 ]πo → [
←−−
l − 2]πo−→× [
−→
0 ]πo → [
←−−
l − 1]πo → 0.
d’ou` le re´sultat.
Remarque : On verra plus loin (cf. les remarques (IV.8.3.6) et (IV.8.4.1)) qu’on pourrait en fait
montrer (IV.3.2.3) directement, sans utiliser l’ope´rateur de monodromie N .
IV.7.2.1. Corollaire. — Pour 0 6 i 6 d− lg et g > 1, Rij>lg∗ HT (g, l, πo,Πl)[d − lg] est, dans
FH(Mso), une somme directe sur tous les couples (n, r) tels que ng+ r(g− 1) = i des faisceaux de
type HT (g, l+ n+ r)
j
>(l+n+r)g
! HT (g, l+ n+ r, πo, (Πl
−→× [←−−−n− 1]πo)←−× [
−−−→
r − 1]πo)⊗ Ξ
n(g+1)+r(g−1)
2
Pour g = 1, Rij>h∗ HT (1, h, ξo,Πh)[d − h] est a` support dans la tour des M>h+iI,so et sa restriction
a` M=h+i+rI,so est le faisceau de type HT (1, h+ i+ r) :
HT (1, h+ i+ r, ξo, (Πh
−→× [←−−i− 1]ξo)←−× [
←−−−
r − 1]ξo)⊗ Ξi
IV.7.3. Purete´ de la filtration de monodromie de RΨηo(Ql). — La proposition suivante
correspond au the´ore`me (IV.4.4.4) qui rappelons le de´coule, en utilisant la purete´ de la filtration
de monodromie, du the´ore`me (IV.4.4.1) qui est prouve´ au corollaire (IV.5.4.8). Ce paragraphe n’a
d’inte´reˆt que par son application au cas de la caracte´ristique mixte.
IV.7.3.1. Proposition. — Pour tout |k| < sg, eπogrk,πo est, dans FPH(Mso), e´gal a`∑
|k|<l6sg
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
)
Dans tous les autres cas grk,πo est nul.
De´monstration. — Par rapport au corollaire (IV.5.3.13), il s’agit de traiter les points supersin-
guliers et donc, d’apre`s le corollaire (IV.5.4.6) de montrer que pour tout r ≡ s − 1mod2 et
|r| 6 s− 1, P(g, s, πo)(− sg+r−12 ) est un constituant de eπogrr,πo . (19)
On commence par remarquer, en utilisant la partie unipotente N de la monodromie, qu’il
suffit en fait de montrer que P(g, s, πo)(− s(g−1)2 ) est un constituant de eπogr1−s,πo . Conside´rons
alors P(g, s, πo)(− s(g−1)2 ) et soit r tel qu’il soit un constituant de eπogrr,πo . Soit zI un point
ge´ome´trique de M=dI,so . D’apre`s la proposition (IV.7.1.2), les germes en zI des h
−1grk,I,πo sont tous
de poids strictement plus grand que s(g − 1) sauf pour k = 2 − s. Par ailleurs le germe en zI de
Rd−1Ψηo,I,πo(Ql) n’a aucun constituant de poids s(g − 1) de sorte que r 6 2− s.
(19)On remarquera que le raisonnement suivant est valable pour toutes les strates de sorte qu’en raisonnant par
re´currence l’argument du corollaire (IV.5.3.13) en utilisant le the´ore`me de comparaison de Berkovich-Fargues n’e´tait
pas strictement ne´cessaire.
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- Si on avait r 6 −s, la partie unipotente N de la monodromie donnerait que
P(g, s, πo)(−s(g − 1)− 2r
2
)
serait un constituant de eπoRΨηo,πo(Ql)[d − 1] ce qui n’est pas d’apre`s (IV.5.2.2) (IV.5.3.3) et
(IV.5.4.6), car 1− s− 2r > s− 1.
- Supposons r = 2 − s : pour s > 2, par application de la dualite´ de Verdier et de l’ope´rateur de
monodromie N , on en de´duit que P(g, s, πo) ⊗ Lg(πo)(− s(g+1)−22 ) et P(g, s, πo)(− s(g+1)−42 ) sont
des constituants de eπogrs−2,πo . Ainsi par une nouvelle application de N , P(g, s, πo)(− s(g+1)−42 )
est aussi un constituant de eπogrs−5,πo et donc devrait apparaˆıtre deux fois ce qui n’est pas.
Dans le cas s = 2, la situation de´favorable correspondrait a` P(g, 2, πo)(−g) et P(g, 2, πo)(1 − g)
constituants de eπogr0,πo de sorte que dans la cohomologie globale, la monodromie serait nulle ce
qui est en contradiction avec la proposition suivante pour s = 2.
IV.7.3.2. Proposition. — Pour tout diviseur g de d = sg et toute repre´sentation irre´ductible
cuspidale de GLg(Fo), il existe une repre´sentation irre´ductible automorphe Π de D
×
A ve´rifiant
Hyp(∞) telle que Πo ≃ [←−−−s− 1]πo telle que l’ope´rateur de monodromie N sur Hd−1ηo [Π∞] soit non
nul.
De´monstration. — En e´gale caracte´ristique, le re´sultat est connu d’apre`s [19]. En caracte´ristique
mixte, le principe, qui nous a e´te´ sugge´re´ par M. Harris, est de se ramener au cas Iwahori par
changement de base re´soluble. Ledit changement de base est explique´ dans l’appendice A, traitons
alors le cas Iwahori. Notons que re´cemment Yoshida et Taylor, cf. [23], ont re´dige´ ce re´sultat
qui par ailleurs m’avait e´te´ explique´ par A. Genestier. Cependant dans notre cas, vu que l’on ne
s’inte´resse qu’au cas s = 2 et donc g = 1, le re´sultat a de´ja` e´te´ prouve´ par Carayol, cf. [8].
En particulier on obtient la proposition suivante.
IV.7.3.3. Proposition. — Soit Π une repre´sentation irre´ductible automorphe de D×A telle que
Πo est l’induite irre´ductible [
←−−−
s1 − 1]ξ1 ⊞ · · · ⊞ [
←−−−
sr − 1]ξr ou` les ξi sont des caracte`res de F×o . En
tant que repre´sentation de Wo, H
d−1
ηo [Π
∞] est la somme directe des
r⊕
i=1
Spsi ⊗ ξi
ou` Sps est la repre´sentation de dimension s, |− |(1−s)/2⊕· · ·⊕ |− |(s−1)/2 ou` l’indice de nilpotence
de l’ope´rateur de monodromie N est e´gal a` s.
De´monstration. — Le cas s = 2 et g = 1 de la proposition (IV.7.3.2) est prouve´ par Carayol dans
[8] de sorte que la proposition pre´ce´dente est vraie pour g = 1 et s quelconque. On e´tudie ensuite
la suite spectrale
Ei,j1 [Π
∞] = Hi+j(gr−i)[Π
∞]⇒ Hi+jηo [Π∞] (IV.7.3.22)
Cette e´tude est faite dans le cas ge´ne´ral au the´ore`me (V.4.1) ; le point est qu’en ce qui concerne
les Π∞-parties, nous ne devons conside´rer que les repre´sentations πo de GL1(Fo), i.e. le cas g = 1,
qui rappelons le est connu graˆce a` Carayol, d’ou` le re´sultat.
Remarque : Pour des re´sultats ge´ne´raux sur les composantes locales Πo ainsi que sur la partie
Π∞-isotypique des groupes de cohomologie de la fibre ge´ne´rique, on renvoie respectivement aux
the´ore`mes (V.3.1) et (V.4.1).
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IV.8. E´tude de la suite spectrale des cycles e´vanescents
Le but de ce paragraphe est de prouver la proposition (IV.7.1.1). Le principe de la preuve est
d’e´tudier la suite spectrale des cycles e´vanescents en y inte´grant, via les suites spectrales associe´es
a` la stratification, la connaissance des Hic(M
=lg
I,so
,F(g, l, πo)⊗ Lρ∞).
IV.8.1. Cas ou` Πo ≃ Sts(πo). — Soit 1 6 g 6 d et πo une repre´sentation irre´ductible cuspidale
de GLg(Fo). On fixe dans la suite une repre´sentation automorphe irre´ductible Π de D
×
A ve´rifiant
Hyp(ρ∞) et telle que Πo ≃ [←−−−s− 1]πo pour πo une repre´sentation irre´ductible cuspidale de GLg(Fo)
et on note m(Π) la multiplicite´ de Π dans l’espace des formes automorphes. On commence par un
re´sultat de´ja` pre´sent dans [19].
IV.8.1.1. Corollaire. — Les groupes de cohomologie de la fibre ge´ne´rique Hiηo,ρ∞ [Π
∞,o] sont
nuls pour i 6= d− 1 et
Hd−1ηo,ρ∞ [Π
∞,o] = [
←−−−
s− 1]πo ⊗ Ld([
←−−−
s− 1]πo)(−
sg − 1
2
)
De´monstration. — On conside`re la suite spectrale
Ei,j1,ρ∞ [Π
∞,o] := Hi+j(gr−i,ρ∞)[Π
∞,o]⇒ Hi+j+d−1ηo,ρ∞ [Π∞,o]
On rappelle qu’en utilisant la purete´ des grk, le corollaire (IV.5.4.8) implique le the´ore`me
(IV.4.4.4). Sans utiliser monodromie-poids, en caracte´ristique mixte, le the´ore`me (IV.4.4.4)
de´coule de la proposition (IV.7.3.2). La proposition (IV.5.4.1) donne alors la nullite´ de Ei,j1,ρ∞ [Π
∞,o]
pour : i+ j 6= 0, ou |i| > s ou i ≡ smod 2. Pour |i| < s et i = s− 1− 2r, on a
Es−1−2r,2r+1−s∞,ρ∞ [Π
∞,o] = Es−1−2r,2r+1−s1,ρ∞ [Π
∞,o] = [
←−−−
s− 1]πo ⊗ Lg(πo)(−
s(g − 1) + 2r
2
)
d’ou` le re´sultat.
IV.8.1.2. Proposition. — Pour tout 0 6 i 6 d− 1, les GLd(Fo)⊗Wo-modules
Hj(RiΨηo,πo,ρ∞(Ql))[Π
∞,o]
ve´rifient les proprie´te´s suivantes :
(1) ils sont nuls si g n’est pas un diviseur de d ;
(2) pour g un diviseur de d = sg, ils sont nuls si j n’est pas de la forme d− lg pour 1 6 l 6 s ;
(3) pour g un diviseur de d = sg et j = d − lg avec 1 6 l 6 s, ils sont nuls si i n’est pas de la
forme lg − r avec 1 6 r 6 l ;
(4) pour g un diviseur de d = sg et 1 6 l < s, Hd−lg(Rlg−rΨηo,I,πo,ρ∞(Ql))[Π
∞,o] est isomorphe
a`
m(Π)[
←−−
l − r,−−−→r − 1]πo−→× [
←−−−−−
s− l − 1]πo ⊗ Lg(πo)(−
s(g − 1) + 2(l − r)
2
)
De´monstration. — On utilise la suite spectrale associe´e a` la stratification
Ep,q;i1,I,πo,ρ∞ = H
p+q
c (M
=p−1
I,so
, RiΨηo,I,πo,ρ∞(Ql))
⇒ Hp+qc (MI,so , RiΨηo,I,πo,ρ∞(Ql)) (IV.8.1.23)
On rappelle que d’apre`s le corollaire (IV.5.4.9), Ep,q;i1,I,πo,ρ∞ [Π
∞,o] est non nul si et seulement si :
– g est un diviseur de d = sg,
– p− 1 = lg pour 1 6 l 6 s,
– p+ q = d− lg,
– i = lg − r avec 1 6 r 6 l.
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Les points (1), (2) et (3) en de´coulent alors directement. Par ailleurs on a
lim
−→
I
Elg+1,d−2lg−1;lg−r1,I,πo,ρ∞ [Π
∞,o] ≃ m(Π)[←−−l − r,−−−→r − 1]πo−→× [
←−−−−−
s− l − 1]πo
⊗ Lg(πo)(−s(g − 1)− 2(r − l)
2
)
de sorte que pour tout k > 1, les fle`ches dp,q;ik : E
p,q;i
k,πo,ρ∞
[Π∞,o] −→ Ep+k,q+k−1k,πo,ρ∞ [Π∞,o] de
(IV.8.1.23) sont toutes nulles. En effet pour que Ep,q;ik,πo,ρ∞ [Π
∞,o] (resp. Ep+k,q+k−1;ik,πo,ρ∞ [Π
∞,o]) soit
non nul, il faut qu’il existe 1 6 l1 6 s et 1 6 r1 6 l1 (resp. 1 6 l2 6 s et 1 6 r2 6 l2) avec
(p, q, i) = (l1g + 1, d− 2l1g − 1, l1g − r1)
(resp. (p+ k, q + k − 1, i) = (l2g + 1, d− 2l2g − 1, l2g − r2)).
Ce qui donne 1 = 3g(l2−l1) ; on voit alors que pour tout k > 1, Ep,q;ik,πo,ρ∞ [Π∞,o] et E
p+k,q+k−1
k,πo,ρ∞
[Π∞,o]
ne peuvent pas eˆtre tous deux non nuls de sorte que Ep,q;i∞,I,πo,ρ∞ [Π
∞,o] = Ep,q;i1,I,πo,ρ∞ [Π
∞,o] d’ou` le
re´sultat d’apre`s le corollaire (IV.5.4.9).
IV.8.1.3. Corollaire. — La partie de poids d− s de U˜d,d−iFo (JL−1([
←−−−
s− 1]πo)) est un constituant
de Πi ⊗ Lg(πo)(− d−s2 ) ou`
Πi =

[
←−−−
s− 1]πo pour i = 1
[
−→
0 ]πo
−→× [←−−−s− 2]πo pour i = 2
· · ·
[
−−→
i− 2]πo−→× [
←−−
s− i]πo pour i
· · ·
[
−−−→
s− 2]πo−→× [
←−
0 ]πo pour i = s
En outre U˜d,d−sFo (JL−1([
←−−−
s− 1]πo)) contient [
−−−→
s− 1]πo⊗Lg(πo)(− s(g−1)2 ) et la partie de poids s(g−1)
de
∑s
i=1(−1)iU˜d,d−iFo (JL−1([
←−−−
s− 1]πo)) est e´gale a` (−1)s[
−−−→
s− 1]πo ⊗ Lg(πo)(− s(g−1)2 ).
De´monstration. — On e´tudie la Π∞,o-partie de la suite spectrale des cycles e´vanescents pour Π
ve´rifiant les proprie´te´s du de´but de ce paragraphe :
Ep,q2,πo,ρ∞ [Π
∞,o] = lim
−→
I
Hp(MI,so , R
qΨηo,I,πo,ρ∞(Ql))[Π
∞,o]
⇒ Hp+qηo,πo,ρ∞ [Π∞,o] (IV.8.1.24)
IV.8.1.4. Lemme. — Pour tout 1 < r < s, la partie de poids s(g − 1) de E0,d−r2,πo,ρ∞ [Π∞,o] est un
constituant de E
d−(r−1)g,(r−1)(g−1)
2,πo,ρ∞
[Π∞,o], i.e. de
[
−−−→
r − 2]πo−→× [←−−−s− r]πo ⊗ Lg(πo)(−
s(g − 1)
2
);
celle de E0,d−12,πo [Π
∞,o] est nulle.
De´monstration. — D’apre`s la proposition pre´ce´dente, les Ep,q2,πo,ρ∞ [Π
∞,o] de poids s(g − 1) pour
p 6= 0, non nuls, sont
E
d−rg,r(g−1)
2,πo,ρ∞
[Π∞,o] ≃ [−−−→r − 1]πo−→× [
←−−−−−−
s− r − 1]πo ⊗ Lg(πo)(−
s(g − 1)
2
)
Or, d’apre`s le corollaire (IV.8.1.1), pour 1 6 r < s, la partie de poids s(g − 1) de Ed−r∞,πo,ρ∞ [Π∞,o]
est nulle d’ou` le re´sultat.
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IV.8.1.5. Lemme. — Pour g > 1, le terme E0,d−r2,πo [Π
∞,o] de la suite spectrale des cycles
e´vanescents est e´gal a` Hom
D
×
o
((C∞
D
)∨, U˜d,d−rFo )[Π∞,o].
De´monstration. — On e´tudie la suite spectrale associe´e a` la stratification pourRd−rΨηo,πo,ρ∞(Ql).
D’apre`s la proposition pre´ce´dente, pour tout 1 6 l < s, H0c (M
=lg
I,so
, Rd−rΨηo,I,πo,ρ∞(Ql))[Π
∞,o] est
nul ; pour g 6= 1, il en est de meˆme de H1c (M=lgI,so , Rd−rΨηo,I,πo,ρ∞(Ql))[Π∞,o], d’ou` le re´sultat.
IV.8.1.6. Lemme. — Pour g = 1, Hom
D
×
o
((C∞
D
)∨, U˜d,d−rFo )[ξo)] est un constituant de
[
−−−→
r − 2]ξo−→× [
←−−−
d− r]ξo ⊗ ξo.
De´monstration. — Pour g = 1, on remarque que le seul H1c (M
=h
I,so
, Rd−rΨηo,I,ξo,ρ∞(Ql)) ayant
une partie de poids 0 non nulle, est pour h = d − 1 et r = d, de Π∞,o-composante isotypique
e´gale a` [
−−−→
d− 2]ξo−→× [
←−
0 ]ξo ⊗ ξo ce qui correspond a` la contribution de E1,02,ξo,ρ∞ [Π∞,o] dans le lemme
(IV.8.1.4), d’ou` le re´sultat.
Ainsi pour tout 1 6 i 6 s, la partie de poids d − s de U˜d,d−iFo (JL−1([
←−−−
s− 1]πo)) est un con-
stituant de Πi ⊗ Lg(πo)(− d−s2 ) ou` Πi est comme dans l’e´nonce´. Par ailleurs on remarque que
E
d−s+1,(s−1)(g−1)
2,πo,ρ∞
[Π∞,o] contient [
−−−→
s− 1]πo ⊗ Lg(πo)(− s(g−1)2 ) alors que Ed−s+2,(s−2)(g−1)2,πo [Π∞,o]
non ; on en de´duit alors que U˜d,d−iFo (JL−1(πo)) contient [
−−−→
s− 1]πo ⊗ Lg(πo)(− s(g−1)2 ). Le calcul sur
la somme alterne´e correspond a` (IV.2.1.10).
IV.8.2. Involution de Zelevinski et premie`re preuve de (IV.7.1.1). — Il est possible de
prouver la proposition (IV.7.1.1) sans plus d’e´tude cohomologique en utilisant le re´sultat suivant.
IV.8.2.1. The´ore`me. — Pour toute repre´sentation irre´ductible cuspidale πo de GLg(Fo), on a,
pour tout s > 1 et pour tout i, un isomorphisme canonique(
Usg−1+•Fo,l,sg (JL−1(Sts(πo)))
)∨,ι
(d− 1) ≃ UFo, l, sgsg+s−2−2•(JL−1(Sts(π∨o )))
ou` dans le membre de droite l’exposant ∨, ι de´signe le dual compose´ avec l’involution de Zelevinski,
ι, sur GLsg(Fo).
Remarque : Laurent Fargues a une preuve de ce re´sultat qui utilise tout ou partie l’isomorphisme
de Faltings, a` partir d’un re´sultat similaire du cote´ de l’espace de Drinfeld.
Ainsi avec les notations du corollaire (IV.8.1.3), s’il existait 1 6 i 6 s tel que Πi admette
un constituant autre que [
−−−→
s− 1]πo , on en de´duirait que Usg−s−1+iFo,l,sg (JL−1([
←−−−
s− 1]πo)) aurait un
constituant de poids sg + s − 2 autre que [←−−−s− 1]π∨o . Or, d’apre`s les corollaires (IV.5.3.12) et
(IV.5.4.6), pour tout k, les germes aux points supersinguliers des higrk,π∨o sont tous de poids
strictement plus petit que sg + s − 2 ou alors e´gales a` [←−−−s− 1]π∨o ⊗ recFo(πo)(− sg+s−22 ), d’ou` le
re´sultat.
IV.8.3. Cas Πo ≃ Spehs(πo). — Nous allons prouver la proposition (IV.7.1.1) sans utiliser le
the´ore`me (IV.8.2.1). Pour cela nous revenons a` l’e´tude de la suite spectrale des cycles e´vanescents.
On peut remarquer que la connaissance des Ep,q2,πo,ρ∞ [Π
∞,o] de la suite spectrale (IV.8.1.24) ne
nous fournit pas le the´ore`me local. La figure (3) illustre ce fait dans le cas s = 2, ou` pour πo une
repre´sentation irre´ductible cuspidale de GLd/2(Fo), l’on n’arrive pas a` exclure le cas :
– U˜d,d−1Fo (JL−1([
←−
1 ]πo)) = [
←−
1 ]πo ⊗ (Lg(πo)(− d−12 )⊗ Sp2) ;
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✻
✲
j = g − 1
❡[
←−
0 ]πo
−→
× [
−→
0 ]πo
⊗Lg(πo)|−|−2(g−1)/2
❡✛ i + j = d− 1
 
 
 
 ✠
[
←−
1 ]πo⊗Lg(πo)
(|−|−2(g+1)/2⊕|−|−2(g−1)/2)
❅
❅
❅
❅
❅
❅
❅
❅❡
 
 ✠
[
←−
0 ]πo
−→
× [
−→
0 ]πo
⊗Lg(πo)|−|−2(g−1)/2
❩
❩
❩
❩
❩
❩
❩
❩⑦
✻
i = d− g
(0, 0)
q q q q q
q
q
q
q
Figure 3. E
p,q
2 [Π
∞,o] de (IV.8.1.24) pour Πo ≃ Sts(pio) compatible avec l’aboutissement
– U˜d,d−2Fo (JL−1([
←−
1 ]πo)) = [
←−
0 ]πo
−→× [←−0 ]πo ⊗ Lg(πo)(− d−22 ).
Si la fle`che indique´e est un isomorphisme, on obtient bien le bon aboutissement.
IV.8.3.1 — Dans le cas ou` l’on conside`re une repre´sentation automorphe Π de D×A ve´rifiant
Hyp(ρ∞) et telle que Πo ≃ [−−−→s− 1]πo , on calculera les termes Ep,q2,ρ∞ [Π∞,o] de la suite spectrale
des cycles e´vanescents et on montrera alors que le the´ore`me local en de´coule. Dans la figure (4),
on illustre comment on exclut le cas de´favorable ci-avant, en remarquant que [
←−
0 ]πo
−→× [←−0 ]πo n’est
pas isomorphe a` [
←−
0 ]πo
←−× [←−0 ]πo , contredisant le the´ore`me de Lefschetz difficile. On pourra aussi se
re´fe´rer aux figures (3) et (4) qui de´taillent pour s = 4 et g = 2, les Ep,q2,πo [Π
∞,o] respectivement
dans les cas Π∞ = [
←−−−
s− 1]π∞ et Π∞ = [
−−−→
s− 1]π∞ .
IV.8.3.2. Remarque. — Si Π ve´rifie Hyp(ρ∞), la condition Πo ≃ [−−−→s− 1]πo pour πo une
repre´sentation irre´ductible cuspidale de GLg(Fo), implique qu’il existe une repre´sentation
irre´ductible cuspidale π∞ de GLg′(F∞) avec d = s
′g′ telle que Π∞ ≃ [
←−−−
s′ − 1]π∞ et donc Π ve´rifie
Hyp(ρ∞) avec ρ∞ = JL
−1([
←−−−
s′ − 1]π∞) et s = s′.
IV.8.3.3 — On conside`re (20) dans la suite Π une repre´sentation irre´ductible automorphe de D×A
ve´rifiant Hyp(ρ∞) et telle que Πo ≃ [−−−→s− 1]πo , pour πo une repre´sentation irre´ductible cuspidale de
GLg(Fo). On suppose par ailleurs que l’ensemble des repre´sentations irre´ductibles automorphes
Π de D
×
A telles que Π
∞,o ≃ Π∞,o est re´duite a` une unique repre´sentation, en particulier m(Π) =
m(Π) = 1, et Πo ≃ JL−1([←−−−s− 1]πo) et Π∞ ≃ JL−1([
←−−−
s− 1]π∞). L’objectif est de calculer les termes
Ep,q2,ρ∞ [Π
∞,o] de la suite spectrale des cycles e´vanescents.
IV.8.3.4. Proposition. — Pour tout 1 6 l 6 s,
Hi(j>lg!∗ HTρ∞(g, l, πo, [
←−−
l − 1]πo)[d− lg])[Π∞,o]
(20)cf. aussi les conditions qui pre´ce`dent le corollaire (IV.5.4.6)
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✻
✲
j = g − 1
❡[
←−
0 ]πo
−→
× [
−→
0 ]πo
⊗Lg(πo)|−|−2(g−1)/2
❡✛ i+ j = d− 1
 
 
 
 ✠
[
←−
1 ]πo⊗Lg(πo)
(|−|−2(g−1)/2⊕|−|−2(g+1)/2)
❅
❅
❅
❅
❅
❅
❅
❅ ❡
 
 ✠
[
←−
0 ]πo
←−
× [
−→
0 ]πo
⊗Lg(πo)|−|−2(g+1)/2
❝
❝
❝
❝
❝
❝
❝
❝
❝
❝❘
✻
i = d− g + 1
(0, 0)
q q q q q
q
q
q
q
Figure 4. E
p,q
2,pio
[Π∞,o] de (IV.8.1.24) pour Π∞ ≃ Spehs(pi∞) non compatible avec l’aboutissement
est nul pour |i| > s− l ou i 6≡ s− lmod 2 et sinon, il est isomorphe a`
([
←−−
l − 1]πo−→× [
−−−−−−−−−→
s− l − i
2
− 1]πo)←−× [
−−−−−−−−−→
s− l + i
2
− 1]πo ⊗ (Ξ
(s−l)g+i
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
en tant que repre´sentation de GLd(Fo)× Z, ou` A(πo) est l’ensemble des caracte`res ξ : Z −→ Q×l ,
tels que πo ⊗ ξ−1 ◦ val(det) ≃ πo.
De´monstration. — On raisonne par re´currence pour l variant de s a` 1, le cas l = s est donne´ par
le lemme (IV.5.4.7) et les conditions impose´es ci-dessus a` Π. Les suites exactes courtes
0→ Pπo,l,0([
←−−
l − 1]πo) −→ j>lg! HT (g, l, πo, [
←−−
l − 1]πo)[d− lg]
−→ j>lg!∗ HT (g, l, πo, [
←−−
l− 1]πo)[d− lg]→ 0
0→ Pπo,l,i([
←−−
l − 1]πo) −→ Pπo,l,i−1([
←−−
l − 1]πo) −→ P−(g, l + i, πo, l, [
←−−
l− 1]πo)→ 0
pour 1 6 i 6 s− l − 1, fournissent∑
i
(−1)iHi(j>lg!∗ HTρ∞(g, l, πo, [
←−−
l − 1]πo)[d− lg])[Π∞,o] =
s−l∑
r=1
(−1)r
∑
i
(−1)iHi([←−−l − 1]πo−→× [
←−−−
r − 1]πo)[Π∞,o]⊗ Ξr/2+∑
i
(−1)iHi(j>lg! HTρ∞(g, l, πo, [
←−−
l− 1]πo)[d− lg])[Π∞,o] (IV.8.3.25)
ou` par simplification, on e´crit Hi([
←−−
l − 1]πo−→× [
←−−−
r − 1]πo) pour
lim
→
I
Hi(M
>(l+r)g
I,so
, j
>(l+r)g
!∗ HTρ∞(g, l + r, πo, [
←−−
l − 1]πo−→× [
←−−−
r − 1]πo)[d− (l + r)g])
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D’apre`s l’hypothe`se de re´currence et (IV.2.2.13), pour tout i ≡ 1mod 2, la partie de poids
(s− l)(g− 1)+ i du membre de droite de (IV.8.3.25) est nulle ; il en est de meˆme pour i > 2(s− l)
ou i < 0, tandis que pour 0 6 i = 2k < 2(s− l) (resp. i = 2(s− l)) celle-ci est e´gale a`
s−l−k∑
r=1
H l−s+2k+r([
←−−
l − 1]πo−→× [
←−−−
r − 1]πo)[Π∞,o]⊗ Ξr/2
(resp. a` la partie de poids (s−l)(g+1) de (IV.2.2.13)), ce qui donne π⊗(Ξ s(g−1)+2k2 ⊗⊕ξ∈A(πo) ξ−1)
ou`
π =
(
[
←−−
l − 1]πo−→×((−1)s−l−k[
←−−−−−−−−−
s− l − k − 1]πo
+
∑s−l−k−1
r=1 (−1)r−1[
←−−−
r − 1]πo−→× [
−−−−−−−−−−−−→
s− l − r − k − 1]πo)
)←−× [−−−→k − 1]πo
= ([
←−−
l − 1]πo−→× [
−−−−−−−−−→
s− l − k − 1]πo)←−× [
−−−→
k − 1]πo
(resp. [
←−−
l − 1]πo←−× [
−−−−−→
s− l − 1]πo).
OrHi(j>lg!∗ HTρ∞(g, l, πo, [
←−−
l − 1]πo)[d−lg]) est pur de poids (s−l)g+i de sorte que son semi-simplifie´
est e´gal a` celui de l’e´nonce´. On conclut alors a` l’e´galite´ des repre´sentations, et pas seulement de
leur semi-simplifie´e, en remarquant que les strates e´tant induites, l’espace pre´ce´dent, en tant que
repre´sentation de GLd(Fo) est de la forme
Ind
GLd(Fo)
P oplg,d(Fo)
[
←−−
l − 1]πo((s−l)g+i)/2 ⊗ π′
pour une certaine repre´sentation π′ de GLd−lg(Fo).
IV.8.3.5. Corollaire. — Pour tout i 6= d − s, la partie de poids s(g − 1) de Hiηo,ρ∞ [Π∞,o] est
nulle alors que pour i = d− s elle est e´gale a` [−−−→s− 1]πo ⊗ Lg(πo)(− s(g−1)2 ).
IV.8.3.6. Remarque. — En fait on peut a` ce stade de´terminer comple`tement les Hiηo,ρ∞ , cepen-
dant comme on l’a de´ja` remarque´ seule la connaissance des parties de poids s(g − 1) nous est
ne´cessaire. Pour un e´nonce´ complet, on pourra voir la proposition (V.1.1).
De´monstration. — On e´crit i sous la forme d− 1− δ et on e´tudie la suite spectrale
Ei,j1,ρ∞ := H
i+j(gr−i,ρ∞)⇒ Hd−1+i+jηo,ρ∞ (IV.8.3.26)
qui, d’apre`s la purete´, de´ge´ne`re en E2. On pourra se re´fe´rer a` la figure (2) ou` l’on a repre´sente´ les
Hi(grk,ρ∞)[Π
∞,o] pour s = 4. D’apre`s les propositions (IV.5.3.3) (ii) et (IV.7.3.1), on a
eπoH
i(grk,ρ∞)[Π
∞,o] =
⊕
|k|<l6s
l≡k+1mod 2
Hi(P(g, l, πo)(− lg − 1 + k
2
))[Π∞,o]
Ainsi d’apre`s la proposition (IV.8.3.4), pour δ > 0, la partie de poids s(g − 1) de Hd−1+δηo,ρ∞ [Π∞,o]
est nulle ; pre´cise´ment pour δ > 0, les poids de Hd−1+δηo,ρ∞ [Π
∞,o] sont parmi les k = s(g− 1)+2δ+2r
avec 0 6 r < s − δ et sa partie de poids s(g − 1) + 2δ, que l’on notera avec un indice, est un
quotient de
E1−s+δ,s−11,ρ∞ [Π
∞,o]s(g−1)+2δ =
1
eπo
Hδ(P(g, s− δ, πo)(− (s− δ)(g − 1)
2
))
= [
←−−−−−−
s− δ − 1]πo←−× [
−−−→
δ − 1]πo ⊗ Lg(πo)(−
s(g − 1) + 2δ
2
)
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Par ailleurs, pour δ > 0, d’apre`s (IV.8.3.4), la partie de poids s(g − 1) de Hd−s−δηo,ρ∞ [Π∞,o] est un
sous-quotient de
E1−s+δ,s−1−2δ1,ρ∞ [Π
∞,o]s(g−1) =
1
eπo
H−δ(P(g, s− δ, πo)(− (s− δ)(g − 1)
2
))
= [
←−−−−−−
s− δ − 1]πo−→× [
−−−→
δ − 1]πo ⊗ Lg(πo)(−
s(g − 1)
2
)
On utilise alors le the´ore`me de Lefschetz difficile dont on rappelle l’e´nonce´ ci-apre`s.
IV.8.3.7. The´ore`me. — (cf. [19] 14.19) Il existe une classe h ∈ H2ηo,ρ∞(1), invariante sous les
actions de (D∞A )
× et Wo, telle que les applications ite´re´es du cup produit
hi : Hd−1−iηo,ρ∞ −→ Hd−1+iηo,ρ∞ (i)
sont des isomorphismes.
- Ainsi pour s > 2, on observe que si la partie de poids s(g − 1) de Hd−1−δηo [Π∞,o], pour
1 < δ < s − 1, est non nulle, ses constituants sont de la forme [←−→s− 2,−→1 ]πo ⊗ Lg(πo)(− s(g−1)2 )
alors qu’un constituant non nul de poids s(g − 1) + 2δ de Hd−1+2δηo,ρ∞ [Π∞,o], s’il existe, est de la
forme [
←−→
s− 2,←−1 ]πo ⊗Lg(πo)(− s(g−1)+2δ2 ). La contradiction de´coule alors du the´ore`me de Lefschetz
difficile et de l’observation de l’orientation de la dernie`re fle`che.
- Pour δ = 1 et s > 2, la partie de poids s(g − 1) + 2 de Hdηo,ρ∞ [Π∞,o] est un quotient de
[
←−−−
s− 2]πo←−× [
−→
0 ]πo ⊗Lg(πo)(− s(g−1)+22 ) alors que la partie de poids s(g− 1) de Hd−2ηo,ρ∞ [Π∞,o] est un
constituant de [
←−−−
s− 2]πo−→× [
−→
0 ]πo ⊗Lg(πo)(− s(g−1)2 ). La contradiction de´coule alors du the´ore`me de
Lefschetz difficile et du fait que [
←−−−
s− 1]πo n’est pas un quotient de [
←−−−
s− 2]πo←−× [
−→
0 ]πo .
- Pour δ = s− 1 et s > 2, on observe que Ed−s2,ρ∞ [Π∞,o] = Hd−sηo,ρ∞ [Π∞,o] est un sous-espace de
E0,1−s1,ρ∞ [Π
∞,o] =
1
eπo
H1−s(P(g, 1, πo)) = [←−0 ]πo−→× [
−−−→
s− 2]πo ⊗ Lg(πo)(−
s(g − 1)
2
)
alors que Ed−s2,ρ∞ [Π
∞,o] = Hd+s−2ηo,ρ∞ [Π
∞,o] est un quotient de
E0,s−11,ρ∞ [Π
∞,o] =
1
eπo
Hs−1(P(g, 1, πo)) = [←−0 ]πo←−× [
−−−→
s− 2]πo ⊗ Lg(πo)(−
s(g + 1)− 2
2
)
Ainsi d’apre`s Lefschetz difficile, s’ils sont non nuls, ils doivent eˆtre e´gaux a` [
−−−→
s− 1]πo . Par ailleurs
on remarque que ce dernier n’est pas un constituant de Hd−s+1ηo,ρ∞ [Π
∞,o], ni de Hd+s−3ηo,ρ∞ [Π
∞,o], de
sorte que [
−−−→
s− 1]πo ⊗Lg(πo)(− s(g−1)2 ) est effectivement un constituant de Hd−sηo,ρ∞ , d’ou` le re´sultat.
IV.8.3.8. Proposition. — Pour tout p 6= 0 et tout q, les parties de poids s(g−1) des Ep,q2,ρ∞ [Π∞,o]
de la suite spectrale des cycles e´vanescents
Ep,q2,ρ∞ = lim−→
I
Hp(MI,so , R
qΨηo,I(Lρ∞))⇒ Hp+qηo,ρ∞ (IV.8.3.27)
sont nulles.
De´monstration. — Le principe est d’e´tudier les Ep,q2,ρ∞ [Π
∞,o] via les suites spectrales associe´es a`
la stratification
Ep,q;i1,I,ρ∞ = H
p+q
c (M
=p−1
I,so
, RiΨηo,I(Lρ∞))⇒ Hp+qc (MI,so , RiΨηo,I(Lρ∞)) (IV.8.3.28)
Ainsi le re´sultat de´coule simplement de la proposition suivante.
IV.8.3.9. Proposition. — Pour tout 1 6 l < s et pour tout i, la partie de poids (s − l)(g − 1)
de Hic(M
=lg
I,so
,F(g, l, πo, I)⊗ Lρ∞)[Π∞,o] est nulle.
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De´monstration. — Il s’agit dans un premier temps d’e´tudier les parties de poids (s− l)(g− 1) des
Hic(M
=lg
I,so
, HTρ∞(g, l, πo,Πl, I))[Π
∞,o] pour une repre´sentation Πl quelconque de GLlg(Fo).
IV.8.3.10. Lemme. — Pour tout 1 6 l < s, les
lim
→
I
Hi(M>lgI,so , (j
>lg
! HTρ∞(g, l, πo,Πl, I)[(s− l)g]))[Π∞,o]
ve´rifient les proprie´te´s suivantes :
(i) ils sont de la forme
⊕
ξ(Ind
GLd(Fo)
P oplg,d(Fo)
(Πl ⊗ ξ) ⊗ πξ) ⊗ ξ−1, en tant que repre´sentation
de GLd(Fo) × Z, ou` ξ de´crit les caracte`res Z −→ Q×l et πξ est une repre´sentation de
GL(s−l)g(Fo) ;
(ii) ils sont nuls pour |i| > s− l + 1 ;
(iii) ils sont en ge´ne´ral mixtes de poids (s− l)(g+1)− 2(k− 1) pour 1 6 k 6 s− l+1 ve´rifiant
s− l − 2(k − 1) 6 i 6 s− l − (k − 1) ;
(iv) soit l − s 6 i0 < 0, le plus petit indice i tel que la partie de poids (s− l)(g − 1) de
lim
→
I
Hi(M>lgI,so , j
>lg
! HTρ∞(g, l, πo,Πl, I)[(s− l)g])[(s− l)g])[Π∞,o]
soit non nulle(21). Cette dernie`re est alors e´gale a`
Πl
−→× [←−−−−−−−−−i0 − l + s− 1,−−→−i0]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1).
De´monstration. — Le point (i) correspond a` la proposition (I.5.3.10) qui de´coule directement de
l’action de GLlg(Fo) sur la strate via val(det) et du fait que les strates non supersingulie`res sont
induites.
Pour les points (ii)-(iii), on conside`re les suites exactes
0→ Pπo,l,i+1(Πl) −→ Pπo,l,i(Πl) −→ P−(g, l + i+ 1, πo, l,Πl)→ 0 (IV.8.3.29)
et on reprend les notations simplifie´es de la preuve de la proposition (IV.8.3.4) en no-
tant Pπo,l,−1,ρ∞(Πl) := j
>lg
! HTρ∞(g, l, πo,Πl)[d − lg]. Par facilite´ on notera Pπo,l,i(Πl) pour
Pπo,l,i(Πl)⊗ Lρ∞ . Le re´sultat de´coule alors directement du cas i = −1 dans le lemme suivant.
IV.8.3.11. Lemme. — Pour −1 6 i 6 s− l−1, les lim
→
I
Hj(M
>(l+i+1)g
I,so
, Pπo,l,i(Πl)⊗Lρ∞)[Π∞,o]
ve´rifient les points suivants :
(1) ils sont nuls pour |j| > s− l − i ;
(2) pour |j| < s− l− i, ils sont mixtes de poids (s− l)(g + 1)− 2(k+ i) pour 1 6 k 6 s− l− i
ve´rifiant s− l − i− 1− 2(k − 1) 6 j 6 s− l − i− 1− (k − 1) ;
De´monstration. — (1)-(2) On raisonne par re´currence descendante, le cas i = s − l − 1 e´tant
e´vident car Pπo,l,s−l−1(Πl) est le faisceau concentre´ aux points supersinguliers
F(g, s, πo)⊗Πl(−(s− l)/2)× [←−−−−−s− l − 1]πo(l/2) ⊗ |cl|−
(s−l)(g−1)
2
Supposons donc le re´sultat acquis jusqu’au rang i+1 et traitons le cas de Pπo,l,i(Πl). On conside`re la
suite exacte longue de cohomologie associe´e a` la suite exacte courte (IV.8.3.29). D’apre`s l’hypothe`se
de re´currence les Hj(Pπo,l,i+1(Πl)) sont nuls pour |j| > s − l − i − 1 et d’apre`s la proposition
(21)Si un tel i0, n’existe pas l’e´nonce´ est vide.
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(IV.8.3.4), les Hj(P−(g, l+ i+ 1, πo, l,Πl)) sont nuls pour |j| > s− l − i, d’ou` le point (1). En ce
qui concerne le point (2), la suite exacte longue en question s’e´crit alors
0→ H−(s−l−i−1)(Pπo,l,i(Πl)) −→ H−(s−l−i−1)(j>(l+i+1)g!∗ ) −→
H−(s−l−i−2)(Pπo,l,i+1(Πl)) −→ H−(s−l−i−2)Pπo,l,i(Πl) −→ 0 · · ·
· · · 0→ H(s−l−i−1)−2r(Pπo,l,i+1(Πl)) −→ H(s−l−i−1)−2r(Pπo,l,i(Πl)) −→
H(s−l−i−1)−2r(j
>(l+i+1)g
!∗ ) −→ H(s−l−i−1)−2r+1(Pπo,l,i+1(Πl))
−→ H(s−l−i−1)−2r+1(Pπo,l,i(Πl))→ 0
· · ·
0→ H(s−l−i−1)−2(Pπo,l,i+1(Πl)) −→ H(s−l−i−1)−2(Pπo,l,i(Πl)) −→
H(s−l−i−1)−2(j
>(l+i+1)g
!∗ ) −→ Hs−l−i−2(Pπo,l,i+1(Πl)) −→ Hs−l−i−2(Pπo,l,i(Πl))→ 0
0→ Hs−l−i−1(Pπo,l,i(Πl)) −→ Hs−l−i−1(j>(l+i+1)g!∗ )→ 0 (IV.8.3.30)
On rappelle que Hj(j
>(l+i+1)g
!∗ ) est pur de poids (s − l)g − (i + 1) + j de sorte qu’en utilisant
l’hypothe`se de re´currence, les Hj(Pπo,l,i(Πl)) sont de poids (s − l)(g + 1)− 2(i + 1 + k − 1) avec
1 6 k 6 s− l − i.
Soit alors j de la forme s− l− 1− i− (2r+1) avec 0 6 2r+1 6 2(s− l− 1− i) ; la suite exacte
longue ci-dessus montre alors que les poids de Hj(Pπo,l,i(Πl)) sont ceux de H
j(Pπo,l,i+1(Πl)), i.e.
(s−l)(g+1)−2(i+1+k) pour 1 6 k 6 s−l−i−1 ve´rifiant−2(k−1) 6 j−(s−l−2−i) 6 −(k−1).
Le changement de variable k′ = k + 1 donne alors le re´sultat, i.e. Hj(Pπo,l,i(Πl)) est de poids
(s− l)(g+1)−2(i+k′) avec 1 6 k′ 6 s− l−i ve´rifiant −2(k′−1)+1 6 j−(s− l−1−i) 6 −(k′−1)
soit ce qui est pre´vu car j − (s− l − 1− i) est impair(22).
Pour j de la forme s − l − 1 − i − 2r avec 0 6 2r 6 2(s − l − 1 − i), la suite exacte longue
pre´ce´dente montre que les poids de Hj(Pπo,l,i(Πl)) sont, a` priori, ceux de H
j(Pπo,l,i+1(Πl)) ainsi
que celui de Hj(j
>(l+i+1)g
!∗ ) soit (s − l)(g + 1) − 2(i + 1 + r). D’apre`s l’hypothe`se de re´currence,
Hj(Pπo,l,i(Πl)) est de poids (s−l)(g+1)−2(i+1+k) avec 1 6 k 6 s−l−i−1 ve´rifiant −2(k−1) 6
j − (s− l − 2 − i) 6 −(k − 1), de sorte que Hj(Pπo,l,i(Πl)) est de poids (s− l)(g + 1)− 2(i+ k′)
avec 1 6 k′ 6 s− l− i ve´rifiant −2(k′− 1)+1 6 j− (s− l− 1− i) 6 −(k′− 1) soit ce qui est pre´vu
car le cas j − (s− l− 1− i) = −2(k′ − 1) est justement donne´ par le poids de Hj(j>(l+i+1)g!∗ ) soit
(s− l)(g + 1)− 2(i+ 1 + r).
Suite de la preuve du lemme (IV.8.3.10) : (iv) Dans la suite on ne conside`re que les parties de
poids (s− l)(g − 1). D’apre`s le lemme (IV.8.3.11), H l−s(Pπo,l,0(Πl)) est nul de sorte que la suite
exacte longue (IV.8.3.30) s’e´crit
0→ H l−s(j>lg! ) −→ Πl
−→× [−−−−−→s− l− 1]πo ⊗ (Ξ(s−l)(g−1)/2 ⊗
⊕
ξ∈A(πo)
ξ−1)
−→ H1+l−s(Pπo,l,0(Πl)) −→ H1+l−s(j>lg! )→ 0→ · · ·
Le cas i0 = l − s de´coule alors du fait que les strates sont induites, i.e. si H l−s(j>lg! ) est un
sous-espace de Πl
−→× [−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗⊕ξ∈A(πo) ξ−1) alors il est e´gal a` tout l’espace.
(22)Le cas j − (s− l− 1− i) = −2(k′ − 1) n’est pas a` conside´rer.
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Pour i0 = 1 + l − s, (IV.8.3.30) s’e´crit
0→ Πl−→× [−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1) −→
H1+l−s(Pπo,l,0(Πl)) −→ H1+l−s(j>lg! )→ 0
tandis que celle associe´e a` la suite exacte courte
0→ Pπo,l,1(Πl) −→ Pπo,l,0(Πl) −→ P−(g, l+ 1, πo, l,Πl)→ 0
s’e´crit
0→ H1+l−s(Pπo,l,0(Πl)) −→ Πl−→× [
−→
0 ]πo
−→× [−−−−−→s− l − 2]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)→ · · ·
Ainsi si H1+l−s(j>lg! ) est non nul, alors H
1+l−s(Pπo,l,0(Πl)) contient strictement
Πl
−→×−−−−→(s− l)πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
et e´tant de la forme Πl
−→×π ⊗ (Ξ (s−l)(g−1)2 ⊗⊕ξ∈A(πo) ξ−1) ainsi qu’un sous-espace de
Πl
−→× [−→0 ]πo−→× [
−−−−−→
s− l − 2]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1),
on en de´duit qu’il est e´gal a` ce dernier de sorte que H1+l−s(j>lg! ) est isomorphe a`
Πl
−→× [←−1 ,−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1),
d’ou` le re´sultat.
Par ailleurs on remarque de la meˆme fac¸on que si i0 > 1+ l− s, la partie de poids (s− l)(g− 1)
de H1+l−s(Pπo,l,0(Πl)) est alors e´gale a`
Πl
−→× [−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1).
Supposons alors i0 > 2+ l−s. La suite exacte longue (IV.8.3.30) donne l’e´galite´ pour tout i > 2,
des parties de poids (s− l)(g − 1) de H l−s+i(Pπo,l,0(Πl)) et de H l−s+i(j>lg! ). On va montrer que,
pour tout 2 6 i 6 i0 − (l − s), la partie de poids (s− l)(g − 1) de H l−s+r(Pπo,l,i−2(Πl)) est nulle
pour i 6 r < i0− l+ s et que celle de Hi+l−s−1(Pπo,l,i−2(Πl)) est e´gale a` Πl−→× [
←−−
i− 1,−−−−−→s− l− i]πo ⊗
(Ξ
(s−l)(g−1)
2 ⊗⊕ξ∈A(πo) ξ−1). D’apre`s ce que l’on vient de voir, c’est vrai pour i = 2. Supposons
donc le re´sultat acquis jusqu’au rang i et traitons le cas de i + 1. La suite exacte longue de
cohomologie associe´e a` la suite exacte courte de faisceaux pervers
0→ Pπo,l,i−1(Πl) −→ Pπo,l,i−2(Πl) −→ P−(g, l + i− 1, πo, l,Πl)→ 0
s’e´crit
0→ Hi−1+l−s(Pπo,l,i−2(Πl)) −→ Πl−→× [
←−−
i− 2]πo−→× [
−−−−−→
s− l − i]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
−→ Hi+l−s(Pπo,l,i−1(Πl)) −→ Hi+l−s(Pπo,l,i−2(Πl))→ 0 · · · (IV.8.3.31)
ainsi que l’e´galite´ des parties de poids (s − l)(g − 1) des espaces Hi+l−s+r(Pπo,l,i−1(Πl)) et
Hi+l−s+r(Pπo,l,i−2(Πl)) pour tout r > 0. La nullite´ de la partie de poids (s − l)(g − 1) de
Hi+l−s(Pπo,l,i−2(Πl)) et l’isomorphisme
Hi+l−s−1(Pπo,l,i−2(Πl)) ≃ Πl−→× [
←−−
i− 2,−−−−−−−−→s− l− i + 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
donne le cas i+ 1.
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Traitons de´sormais le cas i = i0− l+ s. On pose i1 = i0− l+ s− 2 et conside´rons alors la suite
exacte longue de cohomologie associe´e a`
0→ Pπo,l,i1+1(Πl) −→ Pπo,l,i1(Πl) −→ P−(g, l + i1 + 1, πo, l,Πl)→ 0
qui s’e´crit
0→ Hi0−1(Pπo,l,i1(Πl)) −→ Πl−→× [
←−
i1 ]πo
−→× [−−−−−−−−−→s− l − i1 − 2]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
−→ Hi0(Pπo,l,i1+1(Πl)) −→ Hi0(Pπo,l,i1(Πl))→ 0 · · · (IV.8.3.32)
avec Hi0(Pπo,l,i1(Πl)) = H
i0(j>lg! ) non nul par hypothe`se. La suite exacte longue associe´e a`
0→ Pπo,l,i1+2(Πl) −→ Pπo,l,i1+1(Πl) −→ P−(g, i1 + 2, πo, l,Πl)→ 0
s’e´crit
0→ Hi0(Pπo,l,i1+1(Πl)) −→ Πl−→× [
←−−−
i1 + 1]πo
−→× [−−−−−−−−−→s− l − i1 − 3]πo
⊗ (Ξ (s−l)(g−1)2 ⊗
⊕
ξ∈A(πo)
ξ−1) −→ · · ·
Ainsi si on veut que Hi0(Pπo,l,i1(Πl)) soit non nul, il faut que H
i0(Pπo,l,i1+1(Πl)) soit e´gal a`
Πl
−→× [←−−−i1 + 1]πo−→× [
−−−−−−−−−→
s− l − i1 − 3]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗⊕ξ∈A(πo) ξ−1) et donc
Hi0(Pπo,l,i1+1(Πl)) ≃ Πl−→× [
←−−−
i1 + 2,
−−−−−−−−−→
s− l − i1 − 3]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
d’ou` le re´sultat.
Retour sur la preuve de la proposition (IV.8.3.9) :
Remarque : Si on savait que les stratesM=hI,so e´taient affines, la proposition (IV.8.3.9) de´coulerait di-
rectement du point (iii) du lemme (IV.8.3.10) pour k = s−l+1 car seulHd−lgc (M=hI,so ,F(g, l, πo, I)⊗
Lρ∞)[Π∞,o] pourrait eˆtre de poids l− s ce qui serait contradictoire avec (IV.2.2.13). Ne disposant
pas de l’affinite´ des strates M=hI,so , on entre plus pre´cise´ment dans la combinatoire.
On raisonne par re´currence sur l de 1 a` sg puis pour l fixe´, par re´currence sur i de l − s a` 0.
L’initialisation de la re´currence pour l = 1 se traite comme le passage de l a` l + 1 ; on suppose
alors le re´sultat acquis pour tout 1 6 l′ < l (23).
- Pour i = l − s, si l’espace en question e´tait non nul, on aurait d’apre`s le point (iv) du lemme
(IV.8.3.10),
lim
→
I
H(s−l)(g−1)c (MI,so , HTρ∞(g, l, πo,Πl))[Π
∞,o] =
Πl
−→× [−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1).
On conside`re alors la suite spectrale (IV.8.1.23) pour i = l(g − 1). On remarque que toutes les
parties de poids s(g − 1) de Ep,q;l(g−1)1 [Π∞,o] sont nulles pour p− 1 6= lg ; en effet pour p− 1 < lg
cela de´coule de l’hypothe`se de re´currence et pour p− 1 > lg du fait que l′(g − 1) > l(g − 1) pour
p− 1 = l′g. On obtient alors
lim
→
I
H(s−l)(g−1)(MI,so , R
l(g−1)Ψηo,I,πo(Lρ∞))[Π∞,o] ≃
[
←−−
l − 1]πo−→× [
−−−−−→
s− l − 1]πo ⊗ Lg(πo)(−
s(g − 1)
2
)
(23)Pour l = 1, l’hypothe`se de re´currence est vide.
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On conside`re alors la suite spectrale (IV.8.1.24), de sorte que E
(s−l)(g−1),l(g−1)
2,ρ∞
[Π∞,o] est isomorphe
a` l’espace ci-dessus. Or comme d’apre`s l’hypothe`se de re´currence toutes les parties de poids s(g−1)
des Ep,q2,ρ∞ [Π
∞,o] pour q < l(g − 1) sont nulles et que d’apre`s le lemme (IV.8.3.10) il en est de
meˆme pour p + q < d − s, on en de´duit que Ed−s∞,ρ∞ [Π∞,o] admettrait [
←−−
l − 1]πo−→× [
−−−−−→
s− l− 1]πo ⊗
Lg(πo)(− s(g−1)2 ) comme sous-espace ce qui n’est pas d’apre`s la proposition (IV.8.3.8).
- Supposons donc le re´sultat ve´rifie´ pour tout l− s 6 i = l− s+ δ 6 i0 < −1 et traitons le cas
de i0 D’apre`s le point (iv) du lemme (IV.8.3.10), on obtiendrait
[
←−−
l − 1]πo−→× [
←−
δ ,
−−−−−−−−→
s− l − 1− δ]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
Comme pre´ce´demment, la suite spectrale (IV.8.1.23) pour i = l(g − 1), donne que la partie de
poids s(g − 1) de E(s−l)(g−1)+δ,l(g−1)2,ρ∞ [Π∞,o] dans la suite spectrale (IV.8.1.24) est isomorphe a`
[
←−−
l − 1]πo−→× [
←−
δ ,
−−−−−−−−→
s− l − 1− δ]πo ⊗ Lg(πo)(−
s(g − 1)
2
).
On remarque alors que Ed−s+δ∞,ρ∞ [Π
∞,o] admettrait [
←−−
l+ δ,
−−−−−−−−→
s− l − 1− δ]πo ⊗Lg(πo)(− s(g−1)2 ) comme
sous-espace car ce dernier n’apparaˆıt pas dans les Ep,q2,ρ∞ [Π
∞,o] pour q < l(g−1) d’apre`s l’hypothe`se
de re´currence, ni pour q = l′(g−1) > l(g−1) d’apre`s le lemme (IV.8.3.10) (i) ainsi que le corollaire
(IV.8.1.3).
IV.8.4. Preuve de IV.7.1.1. — Il s’agit donc de prouver la proposition (IV.7.1.1). En e´tudiant
les parties de poids s(g − 1) des composantes Π∞,o isotypiques pour Π irre´ductible automorphe
tel que Πo ≃ Spehs(πo), on s’est ramene´ d’apre`s le paragraphe pre´ce´dent, a` une situation similaire
a` celle de [5], i.e. dans la suite spectrale des cycles e´vanescents, seuls les points supersinguliers
contribuent. La fin de la preuve proce`de alors exactement comme dans loc. cit.
Pre´cise´ment, la partie de poids s(g − 1) de U˜d,d−sFo (JL−1([
←−−−
s− 1]πo)), d’apre`s le corollaire
(IV.8.1.3), est un constituant de [
−−−→
s− 2]πo−→× [
−→
0 ]πo ⊗ Lg(πo)(− s(g−1)2 ). On conside`re alors la suite
spectrale (IV.8.3.28) pour i = d − s, ou`, d’apre`s le corollaire (IV.5.4.9), tous les Ep,q;d−s1,ρ∞ sont
nuls pour p + q 6= 0 ou p − 1 6= d de sorte que le terme E0,d−s2,ρ∞ [Π∞,o] de (IV.8.3.27), et donc
E0,d−s∞,ρ∞ [Π
∞,o] d’apre`s (IV.8.3.9), est e´gal a` cet espace qui est donc, d’apre`s (IV.8.3.8), e´gal a`
[
−−−→
s− 1]πo ⊗ Lg(πo)(− s(g−1)2 ).
On suppose avoir montre´ par re´currence que pour tout 0 6 r < r0 < s − 1, les parties de
poids s(g− 1) de ˜Ud,d−s+rFo (JL−1([
←−−−
s− 1]πo)) sont comme pre´vues, i.e. nulles pour r 6= 0, et e´gales a`
[
−−−→
s− 1]πo ⊗Lg(πo)(− s(g−1)2 ) pour r = 0. D’apre`s le corollaire (IV.8.1.3), la partie de poids s(g− 1)
de ˜Ud,d−s+r0Fo (JL−1([
←−−−
s− 1]πo)) est un constituant de [
−−−−−−→
s− 2− r0]πo−→× [←−r0 ]πo ⊗ Lg(πo)(− s(g−1)2 ). Or
comme la partie de poids s(g − 1) de ∑s−1i=0 (−1)i ˜Ud,d−s+iFo (JL−1([←−−−s− 1]πo)) est e´gale a` [−−−→s− 1]πo ⊗
Lg(πo)(− s(g−1)2 ), en remarquant, d’apre`s le corollaire (IV.8.1.3), que
[
−−−−−−→
s− 1− r0,←−−−r0 + 1]πo ⊗ Lg(πo)(−
s(g − 1)
2
)
ne peut pas eˆtre un constituant de
˜Ud,d−s+rFo (JL−1([
←−−−
s− 1]πo)) pour r > r0, on en de´duit que
si la partie de poids s(g − 1) de ˜Ud,d−s+r0Fo (JL−1([
←−−−
s− 1]πo)) est non nulle, elle est alors e´gale a`
[
−−−−−−→
s− 2− r0,←−−−r0 + 2]πo ⊗ Lg(πo)(− s(g−1)2 ). Comme pre´ce´demment ce dernier espace est aussi e´gal a`
la partie de poids s(g − 1) de Ed−s+r0∞,ρ∞ [Lg(πo)][Π∞,o] ce qui n’est pas d’apre`s (IV.8.3.8).
Finalement le cas r0 = s − 1 est donne´ en utilisant que la partie de poids s(g − 1) de∑s−1
i=0 (−1)i ˜Ud,d−s+iFo (JL−1([
←−−−
s− 1]πo)) est e´gale a` [
−−−→
s− 1]πo ⊗ Lg(πo)(− s(g−1)2 ).
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IV.8.4.1. Remarque. — Comme dans la remarque (IV.8.3.6), on aurait pu traiter tous les poids
des U˜d,iFo . Il suffit pour cela de montrer un analogue du point (iv) de la proposition (IV.8.3.9) pour
tous les poids, ce qui ne pose aucune difficulte´ sauf qu’on ne se retrouve pas dans une situation
aussi favorable ou` seuls les points supersinguliers contribuent.
CHAPITRE V
COMPLE´MENTS SUR LA COHOMOLOGIE GLOBALE ET
APPLICATIONS
Introduction
On donne quelques applications des calculs du chapitre pre´ce´dent.
0.1.— On commence, proposition (V.1.1), par calculer les Π∞,o-parties des groupes de cohomolo-
gie de la fibre ge´ne´rique pour Π automorphe tel que Πo ≃ Spehs(πo), alors que nous n’avions
traite´, corollaire (IV.8.3.5), que celles de poids s(g − 1). (1)
0.2.— On en de´duit ensuite, proposition (V.2.1), une correspondance de Jacquet-Langlands entre
les repre´sentations automorphes de D×A et celles de D
×
A : d’apre`s les experts ce re´sultat s’obtient
aise´ment a` partir de la formule des traces simples.
0.3. — On de´crit, proposition (V.3.1), les composantes locales des repre´sentations automorphes
de D×A : au final en e´gale caracte´ristique, corollaire (V.3.4), on obtient ce que l’on de´duirait des
re´sultats de Moeglin-Waldspurger sur les repre´sentations de carre´ inte´grable de GLd(A) et de la
conjecture de Ramanujan-Peterson, prouve´e par Lafforgue dans ce cadre, si on disposait d’une
correspondance de Jacquet-Langlands globale entre GLd(A) et D×A .
(2)
0.4. — On conclut enfin, the´ore`me (V.4.1), par la preuve, qui n’a d’inte´reˆt qu’en caracte´ristique
mixte, de la conjecture de monodromie-poids globale, i.e. les gradue´s de la filtration de monodromie
des groupes de cohomologie de la fibre ge´ne´rique sont purs.
V.1. Preuve de la conjecture (14.21) de [LRS]
V.1.1. Proposition. — (cf. [19] (14.21)) Soient g un diviseur de d = sg et πo (resp. π∞)
une repre´sentation irre´ductible cuspidale unitaire de GLg(Fo) (resp. de GLg(F∞)). On conside`re
une repre´sentation automorphe Π de D×A telle que Πo ≃ [
−−−→
s− 1]πo (resp. Π∞ ≃ [
−−−→
s− 1]π∞). Le
GLd(Fo)×Wo-module Hd+s−2−2iηo,ρ∞ [Π∞,o] est alors isomorphe a`
[
−−−→
s− 1]πo ⊗ Lg(πo)(−
d+ s− 2− 2i
2
)
pour 0 6 i < s et ρ∞ := JL
−1([
←−−−
s− 1]π∞).
De´monstration. — La proposition (IV.8.3.8) joint au the´ore`me de Lefschetz difficile implique que
pour tout 0 6 r 6 s − 1, Hd−s+2rηo,ρ∞ [Π∞,o] admet [
−−−→
s− 1]πo ⊗ Lg(πo)(− s(g−1)+2r2 ) comme facteur
direct. On reprend la suite spectrale (IV.8.3.26) en utilisant la proposition (IV.8.3.4) ainsi que
(1)Ce re´sultat correspond a` la conjecture 14.21 de [19].
(2)En particulier, on en de´duit que l’hypothe`se 14.23 de [19] est ve´rifie´e.
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le the´ore`me de Lefschetz difficile. On pourra se reporter a` la figure (2) ou` l’on a repre´sente´ les
Hi(grk,ρ∞)[Π
∞,o] dans le cas s = 4. On rappelle tout d’abord que pour 1 < δ < s, on a
H−δ(grk,ρ∞)[Π
∞,o] =
⊕
|k|<l6s
l≡k+1mod 2
l≡s+δmod 2
([
←−−
l − 1]πo−→× [
−−−−−−−−−→
s− l+ δ − 2
2
]πo)
←−× [
−−−−−−−−−→
s− l− δ − 2
2
]πo
⊗ Lg(πo)(−d− 1− δ + k
2
) (V.1.0.33)
Hδ(grk,ρ∞)[Π
∞,o] =
⊕
|k|<l6s
l≡k+1mod 2
l≡s+δmod 2
([
←−−
l − 1]πo−→× [
−−−−−−−−−→
s− l − δ − 2
2
]πo)
←−× [
−−−−−−−−−→
s− l + δ − 2
2
]πo
⊗ Lg(πo)(−d− 1 + δ + k
2
) (V.1.0.34)
On remarque ainsi que tous les [
−−−→
s− 1]πo des Ep,q1,ρ∞ [Π∞,o] de (IV.8.3.26) restent dans l’aboutisse-
ment ; il nous faut alors montrer que tous les autres disparaissent. Dans la suite on ne conside´rera
plus les [
−−−→
s− 1]πo .
Prenons dans un premier temps δ > 1, de sorte qu’outre les [
−−−→
s− 1]πo , les e´ventuels constituants
non nuls de Ed−s−δ∞,ρ∞ [Π
∞,o] (resp. de Ed−s+δ∞,ρ∞ [Π
∞,o]) sont de la forme
[−→r ,←−−l− 1,−−−−−→s− l − r]πo ⊗ Lg(πo)(−
d− 1− δ − k
2
)
avec s− l−r = r+δ, r+δ+1, r+δ−1 (resp. s− l−r = r−δ, r−δ−1, r−δ+1) et certains entiers k
qu’il n’est pas ne´cessaire de pre´ciser. Pour δ > 2, on remarque que les ensembles {δ, δ+1, δ− 1} et
{−δ,−δ+1,−δ−1} sont disjoints de sorte que d’apre`s le the´ore`me de Lefschetz difficile, l’e´ventuel
constituant est force´ment nul. (3)
Pour δ = 1, le raisonnement est plus fin et demande de distinguer les sous-espaces des quotients
dans nos induites. Si on reprend le raisonnement pre´ce´dent dans le cas δ = 1, le the´ore`me de
Lefschetz difficile impose que les e´ventuels constituants de Hd−1±1ηo,ρ∞ [Π
∞,o] sont de la forme
[
−−−→
s− l
2
,
←−−
l − 1,
−−−→
s− l
2
]πo ⊗ Lg(πo)(−
d− 1− k
2
) (V.1.0.35)
pour 1 6 l 6 s, 0 6 r 6 (s − l)/2 et certains entiers k qu’il n’est pas ne´cessaire de pre´ciser. On
revient sur (V.1.0.33) et sur la suite spectrale (IV.8.3.26). Ainsi on a
E−k,−1+k1,ρ∞ [Π
∞,o] =
⊕
|k|<l6s
l≡k+1mod 2
l≡s−1mod 2
([
←−−
l − 1]πo−→× [
−−−−−−→
s− l − 1
2
]πo)
←−× [
−−−−−−→
s− l − 3
2
]πo
⊗ Lg(πo)(−d− 2 + k
2
) (V.1.0.36)
E−k−1,−1+k1,ρ∞ [Π
∞,o] =
⊕
|k|<l6s
l≡k+1mod 2
l≡s−2mod 2
([
←−−
l − 1]πo−→× [
−−−→
s− l
2
]πo)
←−× [
−−−−−−→
s− l − 4
2
]πo
⊗ Lg(πo)(−d− 2 + k
2
) (V.1.0.37)
(3)On peut aussi argumenter en remarquant que ce ne sont pas des constituants locaux licites d’une repre´sentation
automorphe alors que dans l’aboutissement seules celles ci doivent apparaˆıtre.
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E−k+1,−1+k1,ρ∞ [Π
∞,o] =
⊕
|k|<l6s
l≡k+1mod 2
l≡smod 2
([
←−−
l − 1]πo−→× [
−−−−−−→
s− l− 2
2
]πo)
←−× [
−−−−−−→
s− l − 2
2
]πo
⊗ Lg(πo)(−d− 2 + k
2
) (V.1.0.38)
Pour k = s − 1, on remarque que la partie de poids s(g + 1) − 2 de Hd−2ηo,ρ∞ [Π∞,o] est un
sous-espace de [
←−−−
s− 2]πo−→× [
−→
0 ]πo ⊗ Lg(πo)(− s(g+1)−22 ). Or [
←−−−
s− 1]πo n’e´tant pas un sous espace de
[
←−−−
s− 2]πo−→× [
−→
0 ]πo , on en de´duit, en utilisant (V.1.0.35), que la partie de poids s(g + 1) − 2 de
Hd−2ηo,ρ∞ [Π
∞,o] est nulle.
Pour 0 6 k 6 s− 3, on a :
– E−k,−1+k1,ρ∞ [Π
∞,o] = E−k−2,k+11,ρ∞ [Π
∞,o]⊗ | − |2 ⊕ Vk,−1 ⊗ Lg(πo)(− d−2+k2 ), avec
Vk,−1 = ([
←−
k ]πo
−→× [
−−−−−−→
s− k − 2
2
]πo)
←−× [
−−−−−−→
s− k − 4
2
]πo ;
– E−k−1,−1+k1,ρ∞ [Π
∞,o] = E−k−3,k+11,ρ∞ [Π
∞,o]⊗ | − |2 ⊕ Vk,−2 ⊗ Lg(πo)(− d−2+k2 ), avec
Vk,−2 = ([
←−−−
k + 1]πo
−→× [
−−−−−−→
s− k − 2
2
]πo)
←−× [
−−−−−−→
s− k − 6
2
]πo ;
– E−k+1,−1+k1,ρ∞ [Π
∞,o] = E−k−1,k+11,ρ∞ [Π
∞,o]⊗ | − |2 ⊕ Vk,0 ⊗ Lg(πo)(− d−2+k2 ) avec V0,0 = 0 et
Vk,0 = ([
←−−−
k − 1]πo−→× [
−−−−−−→
s− k − 4
2
]πo)
←−× [
−−−−−−→
s− k − 4
2
]πo pour 0 < k 6 s− 3.
On suppose alors par re´currence que
E−k−2,k+1∞ [Π
∞,o] = (Ker d−k−2,k+11 / Imd
−k−3,k+1
1 )[Π
∞,o]
est nulle ; l’ope´rateur de monodromie N implique alors que E−k,−1+k∞ [Π
∞,o] est e´gal a`
Ker d+/ Im d− ⊗ Lg(πo)(− d−2+k2 ) avec
Vk,−2
d−−→Vk,−1 d+−→V
Ainsi d’apre`s (V.1.0.35), si E−k,−1+k∞ [Π
∞,o] e´tait non nul, il serait e´gal a`
[
−−−→
s− k
2
,
←−−−
k − 1,
−−−→
s− k
2
]πo ⊗ Lg(πo)(−
d− 2 + k
2
).
En remarquant qu’aucun des constituants de [
−−→
s−k
2 ,
←−−−
k − 1]πo−→× [
−−−−→
s−k−2
2 ]πo n’est un constituant de
Vk,−2, on en de´duit que quelque soit d−, on a une surjection
Vk,−1/ Imd− ։ [
−−−→
s− k
2
,
←−−−
k − 1]πo−→× [
−−−−−−→
s− k − 2
2
]πo ⊗ Lg(πo)(−
d− 2 + k
2
)
alors que [
−−→
s−k
2 ,
←−−−
k − 1,
−−→
s−k
2 ]πo n’est pas un sous-espace de [
−−→
s−k
2 ,
←−−−
k − 1]πo−→× [
−−−−→
s−k−2
2 ]πo de sorte que
E−k,−1+k∞ [Π
∞,o] est nul.
Pour 1 − s 6 k 6 0, on peut, dans le cas d’e´gale caracte´ristique, conclure en utilisant les cas
0 6 k 6 s − 1 et la purete´ des Hiηo,ρ∞ , dont les gradue´s pour la filtration de monodromie sont
purs. Sinon on raisonne de manie`re strictement identique en e´tudiant les suites exactes
E−k−1,k+11,ρ∞
d−k−1,k+11 −→ E−k,k+11,ρ∞
d−k,k+11−→ E−k+1,k+11,ρ∞
et en remplac¸ant l’e´tude des sous-espaces par celle des quotients.
On donne alors l’ame´lioration suivante de (IV.2.2.13) qui constitue le pendant du corollaire
(IV.5.4.3) dans le cas Π∞ = [
−−−→
s− 1]π∞ .
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V.1.2. Corollaire. — Soit Π une repre´sentation irre´ductible automorphe de D×A telle que Π∞ ≃
[
−−−→
s− 1]π∞ ou` π∞ est une repre´sentation cuspidale de GLg(F∞)) avec d = sg. On suppose que
Πo ≃ [−−−→s− 1]πo ou` πo est une repre´sentation irre´ductible cuspidale unitaire de GLg(Fo). Si
[Hi
h,JL−1([
←−−
s−1]π∞),τo
(Π∞,o)]
muni de son action naturelle de GLd(Fo) comme dans [19], est non nul dans le groupe de
Grothendieck Groth(GLd−h(Fo)× (D×o,h/D×o,h)), on a alors
– τo = JL
−1([
←−−−
s− 1]πo) ;
– h = lg avec 1 6 l 6 s et i = (s− l)(g + 1).
Dans ce cas, ils sont donne´s par
lim
→
I
H(s−l)(g+1)c (M
=lg
I,so,1
,Fτo ⊗ Lρ∞)[Π∞,o] ≃
m(Π)[
−−−−−→
s− l − 1]πo(l(g+1)/2) ⊗ (Ξ
(s−l)(g+1)
2
⊕
ξ∈D(πo)
ξ−1) (V.1.0.39)
en tant que repre´sentation de GL(s−l)g(Fo)× (D×o,h/D×o,h), ou` D(πo) est l’ensemble des caracte`res
ξ de Z ≃ D×o,h/D×o,h tels que
JL−1([
←−−−
s− 1]πo)⊗ ξ−1 ≃ JL−1([
←−−−
s− 1]πo).
De´monstration. — On rappelle que d’apre`s le lemme (IV.8.3.10), les composantes Π∞,o-
isotypiques des Hic(M
=lg
I,so
,F(g, l, πo) ⊗ Lρ∞) ⊗ Πl sont mixtes de poids (s − l)(g − 1) + 2k
avec 0 6 k < s− l et de la forme
(Πl
−→×π+)←−×π− ⊗ Lg(πo)(− (s− l)(g − 1) + 2k
2
)
ou` π+ (resp. π−) est une repre´sentation elliptique de GL(s−l−k)g(Fo) (resp. de GLkg(Fo)). On
raisonne alors par re´currence sur k, de 0 a` s− l − 2, afin de montrer que pour tout i, les parties
de poids (s− l)(g − 1) + 2k des Hic(M=lgI,so ,F(g, l, πo, I) ⊗ Lρ∞)[Π∞,o] sont nulles. Le cas k = 0 a
e´te´ traite´ dans la proposition (IV.8.3.9). Supposons le re´sultat acquis jusqu’au rang k < s− l − 2
et montrons le au rang k + 1. On raisonne alors par re´currence sur l de 1 a` s− 1. L’initialisation
de la re´currence se prouve comme le cas ge´ne´ral ; on suppose donc le re´sultat acquis jusqu’au rang
l < s− 2 et prouvons le au rang l + 1.
Supposons qu’il existe j tel que la partie de poids (s−l)(g−1)+2(k+1) deHjc (M=lgI,so ,F(g, l, πo, I)⊗
Lρ∞)[Π∞,o] soit non nulle. On e´tudie ensuite la suite spectrale (IV.8.3.28) associe´e a` la stratifica-
tion pour i = l(g−1). Ainsi la partie de poidsmk := s(g−1)+2(k+1) de Elg+1,j−lg−1;l(g−1)1,ρ∞ [Π∞,o]
est non nulle et de la forme ([
−−→
l − 1]πo−→×π+)←−×π− ⊗ Lg(πo)(−mk2 ), ou` π+ (resp. π−) est une
repre´sentation elliptique de GL(s−l−k)g(Fo) (resp. de GLkg(Fo)). Or d’apre`s l’hypothe`se de
re´currence pour tout 1 6 l′ < l, les parties de poids mk = (s − l′)(g − 1) + l′(g − 1) + 2(k + 1)
des E
l′g+1,j′−l′g−1;l(g−1)
1,ρ∞
[Π∞,o] sont nulles ; en effet celles-ci sont donne´es par les parties de poids
(s − l′)(g − 1) + 2k′ avec s(g − 1) + 2(k + 1) = (s − l′)(g − 1) + l′(g − 1) + 2δ + 2k′ avec
l(g − 1) = l′(g − 1) + δ, 0 < δ < l′ < l, soit k′ = k+ 1− δ. Pour l′ > l, les parties de poids mk des
E
l′g+1,j′−l′g−1;l(g−1)
1,ρ∞
[Π∞,o] sont nulles car l(g − 1) ne s’e´crit pas sous la forme l′(g − 1) + δ avec
0 6 δ < l′.
On e´tudie alors la suite spectrale (IV.8.3.27) des cycles e´vanescents. D’apre`s ce qui pre´ce`de, la
partie de poids mk de E
j,l(g−1)
2,ρ∞
[Π∞,o] est de la forme ([
−−→
l − 1]πo−→×π+)←−×π− ⊗ Lg(πo)(−mk2 ). Par
ailleurs les parties de poids mk des E
j+r+1,l(g−1)−r
2,ρ∞
[Π∞,o], pour r > 1 sont nulles ; en effet celles-ci
proviendraient a` travers la suite spectrale (IV.8.3.28), des parties de poids (s− l′)(g − 1) + 2k′ de
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la composante Π∞,o-isotypique de
Hj+r−1c (M
=l′g
I,so
,F(g, l′, πo)⊗ Lρ∞)⊗ [
←−
k′ ,
−−−−−−→
l − 1− k′]πo ,
pour 1 6 l′ < l avec s(g − 1) + 2(k+ 1) = (s− l′)(g − 1) + l′(g − 1) + 2δ + 2k′, soit k′ = k + 1− δ
avec 0 < δ < l′ qui sont nulles d’apre`s l’hypothe`se de re´currence. En ce qui concerne les parties de
poids mk des E
j−r−1,l(g−1)+r
2,ρ∞
[Π∞,o] pour r > 0, elles proviennent a` nouveau des parties de poids
(s − l′)(g − 1) + 2k′ des composantes Π∞,o-isotypiques des Hj−r−1c (M=l
′g
I,so
,F(g, l′, πo) ⊗ Lρ∞) ⊗
[
←−
k′ ,
−−−−−−→
l − 1− k′]πo pour 1 6 l′ 6 s avec k′ = k + 1 − δ et 0 6 δ = (l − l′)(g − 1) + r < l′, ce qui
impose d’apre`s l’hypothe`se de re´currence l′ > l, avec δ = 0 et k′ = k + 1. On remarque alors que
[
←→
k ,
−−→
l − 1,←−1 ,←−−−−−−−→s− l− k − 1]πo ⊗ Lg(πo)(−
s(g − 1) + 2(k + 1)
2
)
serait un constituant de Ej∞,ρ∞ [Π
∞,o], ce qui n’est pas d’apre`s la proposition (V.1.1).
Remarque : On pourra voir la figure (4), ou` l’on a repre´sente´ pour s = 4 et g = 2, les Ep,q2 [Π
∞,o]
de la suite spectrale des cycles e´vanescents.
V.2. Correspondances de Jacquet-Langlands globales
Badulescu m’a explique´ que les re´sultats de ce paragraphe peuvent s’obtenir aise´ment via la
formule des traces simples. Nous avons tout de meˆme souhaite´ montrer comment ils de´coulaient
de nos calculs.
On rappelle que D et D sont des alge`bres a` division sur un corps global F d’e´gale caracte´ristique
p, telles que :
– pour tout place x 6=∞, o, Dx ≃ Dx ;
– D×∞ ≃ GLd(F∞) et inv∞D
×
= −1/d ;
– D×o ≃ GLd(Fo) et invoD
×
= 1/d.
V.2.1. Proposition. — On fixe un diviseur g de d = sg ainsi qu’une repre´sentation irre´ductible
cuspidale unitaire π∞ de GLg(F∞). Il existe alors une bijection dite de Jacquet-Langlands entre :
- les repre´sentations irre´ductibles automorphes Π de D
×
A telles que Π∞ ≃ JL−1([
←−−−
s− 1]π∞),
- les repre´sentations irre´ductibles automorphes Π de D×A ve´rifiant l’une des deux conditions suiv-
antes :
(a) Π∞ est isomorphe a` [
←−−−
s− 1]π∞ et Πo est une repre´sentation de carre´ inte´grable ;
(b) Π∞ ≃ [−−−→s− 1]π∞ et Πo ≃ [
−−−→
s− 1]πo pour πo une repre´sentation irre´ductible cuspidale de
GLg(Fo).
compatible aux correspondances de Jacquet-Langlands locales, soit Π
∞,o ≃ Π∞,o et Πo ≃ JL(Πo)
dans le cas (a) et Πo ≃ t JL(Πo) dans le cas (b) ou` tπ de´signe la repre´sentation duale associe´e a`
π pour la dualite´ de Zelevinski. En outre on a m(Π) = m(Π).
Par ailleurs soit Πo une repre´sentation de (DoA)
× telle que pour toute repre´sentation Πo de
GLd(Fo) avec Π := Π
oΠo ve´rifiant Hyp(∞), Πo n’est pas de la forme [←−−−s− 1]πo ou [
−−−→
s− 1]πo pour
πo une repre´sentation irre´ductible cuspidale de GLg(Fo) avec d = sg. Alors il n’existe pas de
repre´sentation irre´ductible automorphe Π de D
×
A telle que Π
∞,o ≃ Π∞,o.
De´monstration. — Posons ρ∞ = JL
−1([
←−−−
s− 1]π∞).
- Soit Π une repre´sentation automorphe de D×A telle que Π∞ ≃ [
←−−−
s− 1]π∞ et Πo ≃ [
←−−−
s′ − 1]πo pour
une certaine repre´sentation cuspidale unitaire πo de GLg′(Fo). D’apre`s la proposition (IV.5.4.1),
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pour tout 1 6 l < s′, on a
lim
→
I
H0(M>lg
′
I,so
, j>lg
′
! HTρ∞(g
′, l, πo,Πl, I)[d− lg′])[Π∞,o] =
m(Π)Πl
−→× [←−−−−−−s′ − l − 1]πo ⊗ (Ξ
(s′−l)(g′−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
Par ailleurs ce dernier est aussi e´gal a`
lim
→
I
H0(MdI,so ,F(g′, s′, πo, I)⊗ Lρ∞ ⊗Πl
−→× [←−−−−−−s′ − l − 1]πo)[Π∞,o]
⊗ (Ξ (s
′−l)(g′−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
qui d’apre`s le lemme (IV.5.4.7) est e´gal a`∑
Π
Πl
−→× [←−−−−−−s′ − l − 1]πo ⊗ (Ξ
(s′−l)(g′−1)
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
ou` Π de´crit les repre´sentations irre´ductibles automorphes de D
×
A telles que Π
∞,o ≃ Π∞,o, Π∞ ≃
JL−1([
←−−−
s− 1]π∞) et Πo ≃ JL−1([
←−−−
s′ − 1]πo).
- De la meˆme fac¸on, soit Π telle que Π∞ ≃ [−−−→s− 1]π∞ et Πo ≃ [
−−−→
s′ − 1]πo . On reprend la preuve
de la proposition (IV.8.3.4). Pour l = s′, le lemme (IV.5.4.7) donne
lim
→
I
H0(M s
′g′
I,so
,F(g′, s′, πo, I)⊗ [
←−−−
s′ − 1]πo)[Π∞,o] = ( ∑
Π∈UD(Π
∞,o)
m(Π)
)
[
←−−−
s′ − 1]πo ⊗
⊕
ξ∈A(πo)
ξ−1
ou` UD(Π
∞,o) de´signe l’ensemble des Π automorphes telles que Π
∞,o ≃ Π∞,o, Π∞ ≃ JL−1([←−−−s− 1]π∞)
et Πo ≃ [
←−−−
s′ − 1]πo . Par ailleurs pour l = s′ − 1, on trouve que
∑
i
(−1)iHi(j>(s′−1)g′!∗ ) =
(
−
( ∑
Π∈UD(Π
∞,o)
m(Π)
)
[
←−−−
s′ − 2]πo−→× [
←−
0 ]πo ⊗ Ξ−1/2
−
( ∑
Π∈UD(Π∞,o)
m(Π)
)
[
←−−−
s′ − 2]πo←−× [
←−
0 ]πo ⊗ Ξ1/2
)
(Ξg
′/2 ⊗
⊕
ξ∈A(πo)
ξ−1)
D’apre`s la purete´, le terme de gauche de l’e´galite´ ci-dessus doit eˆtre e´gal a`
−H−1(j>(s′−1)g′!∗ )−H1(j>(s
′−1)g′
!∗ )
de sorte que la dualite´ de Verdier donne le re´sultat.
- Supposons que Πo ne soit ni de la forme [
←−−−
s′ − 1]πo ni [
−−−→
s′ − 1]πo pour tout diviseur s′ de d = s′g′
et toute repre´sentation cuspidale πo de GLg′(Fo). Supposons qu’il existe une repre´sentation Π telle
que Π
∞,o ≃ Π∞,o et soit s′, πo tel que Πo ≃ JL−1([
←−−−
s′ − 1]πo). Le lemme (IV.5.4.7) donne comme
pre´ce´demment
H0(F(g, s′, πo)⊗ [
←−−−
s′ − 1]πo) ≃
( ∑
Π∈UD(Π
∞,o)
m(Π)
)
[
←−−−
s′ − 1]πo ⊗
⊕
ξ∈A(πo)
ξ−1
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de sorte que∑
i
(−1)iHi(j>(s′−1)g′!∗ )[Π∞,o] =
(
−
( ∑
Π∈UD(Π∞,o)
m(Π)
)
(Ind
GLd(Fo)
Pd−g′,d(Fo)
[
←−−−
s′ − 2]πo⊗
redd−g
′
JL−1[
←−−−
s′−2]πo
(Πo)) +
( ∑
Π∈UD(Π
∞,o)
m(Π)
)
[
←−−−
s′ − 2]πo−→× [
←−
0 ]πo ⊗ Ξ(g
′−1)/2
)
⊗
⊕
ξ∈A(πo)
ξ−1)
La condition de purete´ et la compatibilite´ a` la dualite´ de Verdier, impose alors que Πo est soit
isomorphe a` [
←−−−
s′ − 1]πo soit a` [
−−−→
s′ − 1]πo d’ou` la contradiction.
Ce dernier raisonnement montre en outre qu’e´tant donne´ une repre´sentation Π comme dans
l’e´nonce´, il lui correspond une repre´sentation Π ve´rifiant les conditions de l’e´nonce´. Dans le cas ou`
Πo ≃ [
−−−→
s′ − 1]πo , l’e´galite´ s = s′ de´coule du corollaire (V.3.3).
V.3. Composantes locales des repre´sentations automorphes ve´rifiant Hyp(∞)
Les re´sultats ci-dessous sont bien connus dans le cas ou` il existe une correspondance de Jacquet-
Langlands vers GLd(F ), a` partir des travaux de Moeglin-Waldspurger. C’est le cas par exemple
s’il existe une place x telle que Dx est une alge`bre a` division sur Fx.
V.3.1. Proposition. — Soit Π une repre´sentation irre´ductible automorphe de D×A ve´rifiant
Hyp(ρ∞). Pour tout 0 6 i < d, il existe alors un re´el δ ainsi que des entiers ni
(4) tels que :
–
∑d−1
i=0 ni(d− i) = d,
– pour i tel que ni 6= 0, nj = 0 pour j ≡ i + 1mod 2, tels que pour toute place o telle que
D×o ≃ GLd(Fo), il existe :
– des entiers tj > 1, gj, 1 6 j 6 u, et t
′
k, g
′
k, 1 6 k 6 u
′, avec
∑u
j=1 tjgj+
∑u′
k=1 t
′
kg
′
k = d,
– des repre´sentations irre´ductibles cuspidales πo,j et π
′
o,k de respectivement GLgj (Fo) et
GLg′k(Fo) telles que πo,j(δ) et π
′
o,k(δ) soient unitaires
ve´rifiant les conditions suivantes :
– pour tout 0 6 i < d− 1, ∑k / t′k=d−1−i g′k = ni ;
– Πo est l’induite irre´ductible [
←−−−
t1 − 1]πo,1×· · ·×[
←−−−
tu − 1]πo,u×[
−−−→
t′1 − 1]π′o,1×· · ·×[
−−−−→
t′u′ − 1]π′o,u′ ,
avec :
– si u > 0 alors pour tout j, sj ≡ 1mod2 ;
– si u = 0 alors tous les si ont la meˆme parite´ donne´e par (−1)si−1 = ǫ(Π).
On en de´duit en particulier les corollaires suivant.
V.3.2. Corollaire. — Pour toute repre´sentation automorphe de D×A ve´rifiant Hyp(ρ∞), la con-
jecture de Ramanujan-Peterson est ve´rifie´e.
V.3.3. Corollaire. — Soit Π une repre´sentation irre´ductible automorphe de D×A ve´rifiant
Hyp(ρ∞) et supposons qu’il existe une place o0 telle que D
×
o0 ≃ GLd(Fo0) et Πo0 tempe´re´e, i.e.
avec les notations du the´ore`me pre´ce´dent t′i = 1 pour tout 1 6 i 6 u
′ (resp. Πo0 ≃ [
−−−→
s− 1]πo0 pour
πo0 une repre´sentation cuspidale de GLg(Fo0) avec d = sg). On en de´duit alors, en utilisant les
notations du the´ore`me pre´ce´dent, que pour toute place o non ramifie´e, pour tout 1 6 k 6 u′ (resp.
pour tout 1 6 j 6 u) t′k = 0 (resp. tj = 0), i.e. Πo est tempe´re´e et ni = 0 pour tout 0 6 i < d− 1
(resp. ni = 0 pour i 6= s et Πo ≃ [−−−→s− 1]π′o,1×···×π′o,u′ ). Dans le cas d’e´gale caracte´ristique, on en
(4)ni repre´sente la dimension de la partie primitive de la repre´sentation galoisienne de Hiηo
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de´duit en outre que Π∞ ≃ [
←−−−
s′ − 1]π∞ (resp. Π∞ ≃ [
−−−→
s− 1]π∞) avec ρ∞ cuspidale de GLg′(F∞)
(resp. de GLg(F∞) i.e. le meˆme s et g que celui en la place o0) avec d = s
′g′ (resp. d = sg).
V.3.4. Corollaire. — En e´gale caracte´ristique, soit Π une repre´sentation irre´ductible automor-
phe de D×A telle que Π∞ est de la forme [
←−−−
s− 1]π∞ (resp. [
−−−→
s− 1]π∞) pour π∞ une repre´sentation
irre´ductible cuspidale de GLg(F∞) avec d = sg. Pour toute place o ou` D
×
o ≃ GLd(Fo), la com-
posante locale Πo est tempe´re´e, i.e. de la forme [
←−−−
t1 − 1]πo,1 × · · · × [
←−−−
tr − 1]πo,u (resp. de la forme
[
−−−→
s− 1]πo,1 × · · · × [
−−−→
s− 1]πo,u′ ).
Remarque : On en de´duit en particulier que l’hypothe`se 14.23 de [19] est ve´rifie´e.
De´monstration. — On reprend les notations de la proposition (V.3.1). Dans le cas Π∞ ≃
[
←−−−
s− 1]π∞ , si u > 0 (resp. u = 0) la repre´sentation galoisienne
σ(Π) := |cl|(d−1)/2
⊕
i≡1mod2
Hd−1+iηo,ρ∞ [Π
∞]
(resp. σ(Π) := |cl|(d−1)/2
⊕
i≡ǫ(Π)+1mod2
Hd−1+iηo,ρ∞ [Π
∞])
est telle qu’en toute place x 6= ∞ telle que D×x ≃ GLd(Fx), σ(Π)x est la repre´sentation de
Langlands Ld(Πx) associe´e a` la composante locale Πx de Π. Il est alors connu qu’il en est de meˆme
a` la place ∞ de sorte que σ(Π) est irre´ductible ce qui implique qu’il existe un unique i tel que
Hd−1+iηo,ρ∞ [Π
∞] soit non nul : la dualite´ implique qu’il s’agit de i = 0, d’ou` le re´sultat.
Dans le cas ou` Π∞ ≃ [−−−→s− 1]π∞ , on conside`re σ(Π) :=
⊕
i≡s−1mod2H
d−1+i
ηo,ρ∞ [Π
∞]. Le
meˆme raisonnement que pre´ce´demment s’applique ou` cette fois σ(Π)∞ est la somme di-
recte de s repre´sentation irre´ductible de dimension g. Or d’apre`s le the´ore`me de Cebotarev,
σ(Π) =
⊕
i≡s−1mod 2 Vd−1+i ou` Vd−1+i =
⊕
06r6d−1
r≡s−1mod 2
Wr ou` Wr est de dimension nr. D’apre`s la
purete´ on en de´duit alors que chacun des Vd−1+i pour i ≡ s− 1mod2 et |i| < s est de dimension
g de sorte que tous les nj sont nuls sauf nd−s = g, d’ou` le re´sultat.
Remarque : Dans le cas ou` l’on dispose de la correspondance de Jacquet-Langlands globale entre
D×A et GLd(A), ces re´sultats sont compatibles avec ceux de Moeglin-Waldspurger. En effet soit
JL(Π) la repre´sentation de GLd correspondante qui est donc de carre´ inte´grable modulo le centre.
Si JL(Π)∞ ≃ [←−−−s− 1]π∞ pour π∞ irre´ductible cuspidale, alors JL(Π) est cuspidale de sorte que ses
composantes locale JL(Π)o sont ge´ne´riques et meˆme tempe´re´e d’apre`s la conjecture de Ramanujan-
Peterson prouve´e dans ce cadre par Lafforgue. Si JL(Π)∞ ≃ [−−−→s− 1]π∞ alors JL(Π) ne peut eˆtre
cuspidale car [
−−−→
s− 1]∞ n’est pas ge´ne´rique de sorte que d’apre`s Moeglin-Waldspurger, JL(Π) est
de la forme [
−−−→
s− 1]Π˜ pour Π˜ une repre´sentation cuspidale de GLg(A).
De´monstration. — de la proposition (V.3.1) : A torsion par un caracte`re pre`s, Πo est unitaire et
donc d’apre`s la classification de Tadic de la forme
[
−−−→
s1 − 1][←−−−t1−1]πo,1(λ1) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu)
ou` πo,i sont des repre´sentations irre´ductibles cuspidales unitaires de GLgi(Fo) avec λi ∈]−12 , 12 [
et
∑u
i=1 gisiti = d et ou` on induit par rapport aux paraboliques oppose´s aux paraboliques stan-
dards. L’induite e´tant irre´ductible, l’ordre des facteurs n’importe pas. Soit alors r > 1 tel que
πo := πo,1(λ1) ≃ · · · ≃ πo,r(λr) et πo,i(λi) n’est pas isomorphe a` πo pour i > r. On note
l0 := max16i6r{si, ti}. On note g l’entier tel que πo est une repre´sentation cuspidale de GLg(Fo).
Par ailleurs soit 0 6 k1 (resp. k1 6 k2, resp. k2 6 k3 6 r) tel que pour tout 1 6 i 6 k1 (resp.
k1 < i 6 k2, resp. k2 < i 6 k3) on ait si = ti = l0 (resp. ti < si = l0, resp. si < ti = l0) et
maxk3<i6r{ti, si} < l0.
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V.3.5. Lemme. — Pour tout max{s, t} < l 6 st, red
JL−1([
←−−
l−1]πo)
([
−−−→
s− 1]
[
←−−
t−1]πo
) = (0).
De´monstration. — Le re´sultat de´coule essentiellement de [24] et en particulier du lemme suivant.
V.3.6. Lemme. — Pour tout s, t, les constituants de JNg,2g,··· ,stg ([
−−−→
s− 1]
[
←−−
t−1]πo
) sont de la forme
πo(
t+s−2
2 −σ(1))⊗ · · ·⊗πo( t+s−22 −σ(st)) ou` le multi-ensemble R := {σ(1), · · · , σ(st)} est tel que
{πo( t+s−22 − r) / r ∈ R} soit e´gal au support cuspidal de [
−−−→
s− 1]
[
←−−
t−1]πo
. Pour tout 0 6 i 6 st− 1,
on pose σ−1(i) = {ni(1) < ni(2) < · · · }. On a alors les conditions suivantes :
(i) pour tout 0 6 k < s − 1 et 0 6 i < t, on a nt−1+k−i(min(k + 1, i + 1)) > nt+k−i(min(k +
2, i+ 1)) ;
(ii) pour tout 0 6 k < s et tout 0 6 i < j < t, on a nt−1+k−i(min(k + 1, i + 1)) >
nt−1+k−j(min(k + 1, j + 1)).
Remarque : Quand on regarde le support cuspidal de
s︷ ︸︸ ︷
[
←−−
t− 1]πo( s−12 ) ⊞ · · · [
←−−
t− 1]πo( 1−s2 )
dans l’ordre de gauche a` droite, pour tout 0 6 k < s− 1 et 0 6 i < t, le πo( t+s−22 − (t− 1+ k− i))
du k-e`me facteur est le min(k + 1, i + 1)-e`me. La condition (ii) du lemme affirme que dans un
meˆme facteur, on doit prendre les πo(i) de gauche a` droite, tandis que la condition (i) pre´cise que
le πo(i) du k-e`me facteur arrive apre`s le πo(i+ 1) du k + 1-e`me facteur.
De´monstration. — En remarquant que ([
−−−→
s− 1]
[
←−−
t−1]πo
) s’injecte dans les induites
[
←−−
t− 1]πo( s−12 ) × [
−−−→
s− 2]
[
←−−
t−1]πo(−1/2)
[
←−−
t− 1]πo( s−12 ) ⊞ [
←−−
t− 1]πo( s−32 ) ×
−−−−→
(s− 2)
[
←−−
t−1]πo(−1)
on se rame`ne aise´ment, par re´currence sur s, au cas s = 2 soit a` e´tudier [
←−−
t− 1]πo(1/2) ⊞
[
←−−
t− 1]πo(−1/2). Or dans le groupe de Grothendieck, cette dernie`re est e´gale a`
[
←−−
t− 1]πo(1/2) × [
←−−
t− 1]πo(−1/2) − [
←−
t ]πo × [
←−−
t− 2]πo
La condition (ii) constitue l’unique restriction sur les σ pour l’induite totale [
←−−
t− 1]πo(1/2) ×
[
←−−
t− 1]πo(−1/2). Il suffit alors de remarquer que les σ ve´rifiant (i) et pas (ii) sont obtenues a` partir
de [
←−
t ]πo × [
←−−
t− 2]πo , d’ou` le re´sultat.
Ainsi si on obtenait un constituant de la forme [
←−−
l − 1]πo ⊗ π, on en de´duirait, par transitivite´
du foncteur de Jacquet, avec les notations du lemme pre´ce´dent, que la bijection σ0 telle que
σ0(i) = σ(1)− i+ 1 pour 1 6 i 6 l ve´rifierait les conditions (i) et (ii) ce qui impose l 6 t.
De meˆme si on obtenait [
−−→
l − 1]πo⊗π, la bijection σ0 telle que σ0(i) = σ0(1)+i−1 pour 1 6 i 6 l
ve´rifierait les conditions (i) et (ii) ce qui impose l 6 s, d’ou` le re´sultat.
On en de´duit alors que pour tout l > l0, redJL−1([←−−l−1]πo )
(Πo) est nul de sorte que d’apre`s
(IV.2.2.13), que pour tout l0 < l 6 s,
∑
i(−1)iHi(j>lg! HTρ∞(g, l, πo,Πl))[Π∞] = 0. D’apre`s le
lemme (IV.6.1.1), on en de´duit alors que Hi(j>lg!∗ HTρ∞(g, l, πo,Πl))[Π
∞] est nul, pour tout i.
V.3.7. Lemme. — Soit l := max{s, t}. Si l > t (resp. l > s), alors
red
JL−1([
←−−
l−1]πo )
([
−−−→
s− 1]
[
←−−
t−1]πo
)
est isomorphe a`
(−1)l−1Ξ (t−1)(sg−1)2 ⊗ [−−−→s− 1]
[
←−−
t−2]
πo(
sg−1
2
)
(resp. Ξ
(s−1)(tg+1)
2 ⊗ [−−−→s− 2]
[
←−−
t−1]
πo(
tg+1
2
)
)
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Dans le cas l = s = t, on obtient la somme des deux termes ci-dessus.
De´monstration. — L’argument, d’apre`s le lemme (V.3.6), est le meˆme que celui de la preuve du
lemme (V.3.5).
Ainsi d’apre`s (IV.2.2.13), on en de´duit que
ǫ(Π)
∑
i
(−1)iHi(j>l0g! HTρ∞(g, l0, πo,Πl)[d− l0g])[Π∞]
qui d’apre`s ce qui pre´ce`de est e´gal a` ǫ(Π)
∑
i(−1)iHi(j>l0g!∗ HTρ∞(g, l, πo,Πl)[d − l0g]), est donne´
par
Ξ
d−l0g
2 ((Ξ
l0−1
2 (−1)l0−1Πl(1− l0
2
)× ([−−−→l0 − 2][←−−l0−1]πo(1/2))
k1+
Ξ−
l0−1
2 (Πl(
l0 − 1
2
)× [−−−→l0 − 1][←−−l0−2]πo(−1/2))
k1)× [−−−→s2 − 1][←−−−t2−1]πo,2(λ2) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu)+
k2∑
i=k1+1
Ξ−
ti−1
2 (−1)l0−1([−−−→s1 − 1][←−−−t1−1]πo,1(λ1) × · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]πo,i−1(λi−1)×
Πl(
ti − 1
2
)× [−−−→l0 − 1][←−−ti−2]πo(1/2)×
[
−−−−−→
si+1 − 1][←−−−−ti+1−1]πo,i+1(λi+1) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu))+
k3∑
i=k2+1
Ξ
si−1
2 (([
−−−→
s1 − 1][←−−−t1−1]πo,1(λ1) × · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]πo,i−1(λi−1)×
Πl(
1− si
2
)× [−−−→si − 2][←−−l0−1]πo(−1/2))×
[
−−−−−→
si+1 − 1][←−−−−ti+1−1]πo,i+1(λi+1) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu))
En utilisant que pour tout i, Hi(j>l0g!∗ HTρ∞(g, l0, πo,Πl)[d− l0g]) est pur de poids d− l0g + i,
on en de´duit alors que ceux-ci sont alors isomorphes a`
Πl(
1− l0
2
)× ([−−−→l0 − 1][←−−l0−2]πo(1/2))
k1 × [−−−→s2 − 1][←−−−t2−1]πo,2(λ2) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu)
pour i = 1− l0
Πl(
l0 − 1
2
)× ([−−−→l0 − 2][←−−l0−1]πo(−1/2))
k1 × [−−−→s2 − 1][←−−−t2−1]πo,2(λ2) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu)
pour i = l0 − 1⊕
k1<k6k2 / 1−tk=i
(−1)l0−1([−−−→s1 − 1][←−−−t1−1]πo,1(λ1) × · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]πo,i−1(λi−1)×
Πl(
ti − 1
2
)× [−−−→l0 − 1][←−−ti−2]πo(1/2) × [
−−−−−→
si+1 − 1][←−−−−ti+1−1]πo,i+1(λi+1) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu))
pour 0 6 −i < l0 − 1⊕
k2<k6k3 / sk−1=i
(([
−−−→
s1 − 1][←−−−t1−1]πo,1(λ1) × · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]πo,i−1(λi−1)×
Πl(
1− si
2
)× [−−−→si − 2][←−−l0−1]πo(−1/2))× [
−−−−−→
si+1 − 1][←−−−−ti+1−1]πo,i+1(λi+1) × · · · × [
−−−−→
su − 1][←−−−tu−1]πo,u(λu))
pour 0 6 i < l0 − 1
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Si on veut que ces re´sultats soient compatibles a` la dualite´ de Verdier, il faut alors que pour tout
i, min{si, ti} = 1. En outre s’il existe i tel que ti > 1 alors ǫ(Π) = 1 et pour tout j, sj ≡ 1mod2.
Si pour tout i, ti = 1 alors tous les si ont la meˆme parite´ donne´e par (−1)si−1 = ǫ(Π).
Par ailleurs les Hi(j>lg!∗ HTρ∞(g, l, πo, [
←−−
l − 1]πo)[d − lg]) ⊗ Lg(πo)(1 − lg) servent a` calculer la
cohomologie de la fibre ge´ne´rique via la suite spectrale des poids. On en de´duit alors que tous les
poids Lg(πo,i(λi)) s’obtiennent a` partir de ceux obtenus par la cohomologie de la fibre ge´ne´rique
par une translation entie`re, d’ou` le re´sultat.
V.4. Purete´ de la filtration de monodromie des Hiηo
V.4.1. The´ore`me. — Pour toute repre´sentation irre´ductible Π et pour tout i, les gradue´s,
grk,ρ∞ [Π
∞] de la filtration de monodromie de Hiηo,ρ∞ [Π
∞] sont purs de poids d − 1 + k (5). En
fait pour i 6= d− 1, l’ope´rateur de monodromie N agit trivialement sur les Hiηo,ρ∞ .
Remarque : Il s’agit donc de prouver la conjecture de monodromie-poids, dite globale, re´sultat
de´ja` connu en e´gale caracte´ristique d’apre`s Deligne. On ne cherche pas ici a` prouver ce re´sultat
dans cette situation, puisqu’a` de nombreuses reprises nous avons de´ja` utilise´ la purete´ des gradue´s
de la filtration de monodromie. La preuve qui suit n’a donc de sens qu’en caracte´ristique mixte.
De´monstration. — Soit o une place non ramifie´e. Remarquons tout d’abord que s’il n’existe pas
de Π′o
(6) tel que ΠoΠ′o ne ve´rifie pas Hyp(∞), alors tous les Hiηo [Π∞] sont nuls. Conside´rons alors
Π irre´ductible ve´rifiant Hyp(∞) de sorte que, d’apre`s ce qui pre´ce`de, Πo est de la forme
[
−−−→
s1 − 1]πo,1 × · · · × [
−−−−→
su − 1]πo,u × [
←−−−
t1 − 1]π′o,1 × · · · × [
←−−−
tv − 1]π′o,v
avec πo,i et π
′
o,j irre´ductibles cuspidales unitaires de respectivement GLgi(Fo) et GLg
′
j(Fo).
(7) On
e´tudie alors la suite spectrale
Ei,j1 = H
i+j(gr−i,ρ∞)⇒ Hi+j+d−1ηo,ρ∞ (V.4.0.40)
D’apre`s le the´ore`me (IV.4.4.4), lesHr(grk,ρ∞)[Π
∞,o] se calculent a` partir desHr(P(gi, l, πo,i))[Π∞,o]
pour 1 6 i 6 u et 1 6 lgi 6 d ainsi que des H
r(P(g′i, l, π′o,i))[Π∞,o] pour 1 6 i 6 u′ et
1 6 lg′i 6 d. Le calcul de ces derniers s’obtient par re´currence descendante sur l via le calcul des
redlgi
JL−1([
←−−
l−1]πo,i )
(Πo).
A priori, pour une preuve rigoureuse on devrait introduire des notations comme dans la preuve
de la proposition (V.3.1) en regroupant les πo,i qui sont isomorphes, puis en les triant selon
leur si. Cependant comme le foncteur de Jacquet est additif sur les induites et vu que les
Hi(j>lg!∗ HT (g, l, πo,Πl))[Π
∞,o] se calculent a` partir de ceux-ci, par re´currence, on remarque alors
que les divers πo,i n’interagissent pas entre eux de sorte que chacun des H
i(j>lg!∗ HT (g, l, πo,Πl)[d−
lg])[Π∞,o] sera de la forme⊕
k/πo,k≃πo
sk>l
H(i, πo, l, sk,−)⊕
⊕
k/π′
o,k
≃πo
tk>l
H(i, πo, l, tk,+)
ou` H(i, πo, l, sk,−) (resp. H(i, πo, l, tk,+)) correspond au calcul de
Hi(j>lg!∗ HT (g, l, πo,Πl)[d− lg])[Π∞,o]
effectue´ comme si k est tel que pour tout 1 6 i 6= k 6 u et pour tout 1 6 j 6 u′ (resp. pour tout
1 6 i 6 u et 1 6 j 6= k 6 u′), πo,i et π′o,j ne sont pas isomorphes a` πo. Plac¸ons nous alors dans une
(5)plus le poids de ρ∞ que l’on supposera nul
(6)On peut en outre supposer que ce dernier soit de meˆme support cuspidal que Πo
(7)En outre tous les si ont la meˆme congruence modulo 2.
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telle situation, i.e. Πo ≃ [←−−−s− 1]πo ×πo,1 (resp. Πo ≃ [
−−−→
s− 1]πo×πo,1) ou` πo,1 est une repre´sentation
irre´ductible de GLd−sg(Fo) de support cuspidal disjoint de la droite associe´e a` πo irre´ductible
cuspidale de GLg(Fo). Les calculs sont alors exactement similaires a` ceux de´ja` effectue´s, rappelons
rapidement comment cela s’articule.
- pour l > s, les Hi(j>lg!∗ HT (g, l, πo,Πl))[Π
∞,o] sont nuls : on proce`de par re´currence descen-
dante sur l de sg a` s + 1. Le cas l = sg quand sgg = d de´coule du lemme (IV.5.4.7) en utilisant
le the´ore`me (V.2.1). Dans les autres situations le re´sultat de´coule du fait que redlg
JL−1([
←−−
l−1]πo )
(Πo)
est nul ;
- pour l = s, on a H0(j>s
′g
!∗ HT (g, s
′, πo, [
←−−−
s− 1]πo)[d − sg])[Π∞,o] ≃ Πo (8) : le re´sultat de´coule
directement du point pre´ce´dent et du fait que redsg
JL−1([
←−−
s−1]πo )
(Πo) = πo,1(sg/2)⊗ Ξ d−sg2 ;
- pour 1 6 l < s et Πo ≃ [←−−−s− 1]πo × πo,1, tous les Hi(j>lg!∗ HT (g, l, πo, [
←−−
l− 1]πo))[Π∞,o] sont
nuls : la preuve est strictement identique a` celle de la proposition (IV.5.4.1) ;
- pour 1 6 l < s et Πo ≃ [−−−→s− 1]πo × πo,1, les Hi(j>lg!∗ HT (g, l, πo, [
←−−
l − 1]πo)[d − lg])[Π∞,o] sont
nuls pour |i| > s− l ou i ≡ s− l− 1mod 2. Dans les autres cas, il est isomorphe a`
([
←−−
l − 1]πo−→× [
−−−−−−−−−→
s− l + i− 4
2
]πo)
←−× [
−−−−−−−−−→
s− l − i− 4
2
]πo ⊗ (Ξ
(s−l)g+i
2 ⊗
⊕
ξ∈A(πo)
ξ−1)
La preuve est identique a` celle de la proposition (IV.8.3.4).
On revient alors a` l’e´tude de la suite spectrale (V.4.0.40) dont on vient de de´terminer les
termes Ei,j1 [Π
∞,o]. La de´termination des fle`ches di,j1 se fait alors comme dans la preuve de la
proposition (V.1.1) car a` nouveau les divers πo,i n’interagissent pas entre eux dans les arguments
de dualite´. Conside´rons en effet le cas de deux contributions : si celles-ci correspondent a` des
Steinberg ge´ne´ralise´es alors tout est concentre´ sur les H0 de sorte que toutes les fle`ches sont
nulles. Supposons donc avoir a` traiter le cas de deux Speh (9). Si elles sont de meˆme longueur, on
se retrouve alors dans la situation de la preuve de (V.1.1) mais avec des multiplicite´ 2, ce qui ne
change en rien les arguments. Supposons les alors de longueur distinctes, l′ < l et reprenons les
arguments de la preuve de (V.1.1). Tant qu’on e´tudie des Hi(grk) avec min{|i|, |k|} > l, il n’y a
rien a` rajouter car n’intervient que la composante de plus grande longueur. Dans les autres cas,
l’argument consiste a` comparer par dualite´ les termes Hi et H−i. Pour i > 0, Hi (resp. H−i) est
une somme directe constitue´e de repre´sentations de la forme
[
−−→
l − 1]πo × ([
−−−→
r1 − 1]πo−→× [
←−−−−−−−−−−−
l′ − r1 − r2 − 1]πo−→⊗ [
−−−→
r2 − 1]πo) (V.4.0.41)
avec r2 6 l
′/2 (resp. r1 6 l
′/2) (10)
([
−−−→
r1 − 1]πo−→× [
←−−−−−−−−−−
l − r1 − r2 − 1]πo−→× [
−−−→
r2 − 1]πo)× [
−−−→
l′ − 1]πo (V.4.0.42)
avec r2 6 l/2 (resp. r1 6 l/2). On remarque alors que les composants de (V.4.0.41) sont disjoints
de ceux de (V.4.0.42), sauf e´ventuellement [
−−→
l− 1]πo × [
−−−→
l′ − 1]πo . Ce sont donc les seuls qui peuvent
rester dans l’aboutissement (11). Pour voir que ces derniers restent effectivement dans l’aboutisse-
ment il suffit de remarquer qu’ils n’apparaissent que dans les termes Hi(gr0)[Π
∞,o] de sorte qu’il
ne peut y avoir de simplifications, d’ou` le re´sultat.
(8)Dans le cas respe´ on utilise que (−1)s−1 = ǫ(Π).
(9)Le cas d’une Speh avec une St se traite de la meˆme fac¸on.
(10)On peut eˆtre plus pre´cis, cf. la proposition (IV.8.3.4).
(11)On le savait de´ja` car seules les repre´sentations automorphes subsistent dans l’aboutissement.
APPENDICE A
CAS DE LA CARACTE´RISTIQUE MIXTE
Il s’agit dans un premier temps de donner la correspondance entre nos notations et celles de
[14].
e´gale caracte´ristique : caracte´ristique mixte : [14]
F F
o ω
Ψd,iFo,m Ψ
i
Fω,l,d,m
Lg rec
∨
Fω
cl Art−1Fω
D×A Gτ (A)
(D∞A )
× G(A∞) = Gτ (A∞)
MI,o XU
MI,so XU
M=hI,so X
(d−h)
U
Ph,d Pd−h
M=hIoMno ,so,1 X
(d−h)
Up,m,M
Fτo Fτ∨o
(D∞,oA )
× G(A∞,p)×Q×p ×
∏r
i=2(B
op
ωi )
×
ρ∞ ξ
Ph,d P
op
h
ou` on a
G(Qp) ≃ Q×p ×GLd(Fω)×
r∏
i=2
(Bopωi )
×
G(A∞) = G(A∞,p)×Q×p ×GLd(Fω)×
r∏
i=2
(Bopωi )
×
L’alge`bre D associe´e aux points supersinguliers est Hz (cf. [14] p.153, qui dans [13] p.33 et p.62
est note´ Ix) ou` z est un point de la strate basique (groupe des quasi-isoge´nies du triplet (A, λ, i)
associe´ a` z, cf. loc. cit.).
A.0.0.1 — Notes sur les induites : dans le but de garder la meˆme combinatoire avec les meˆmes
notations, il convient de faire les modifications suivantes aux de´finitions du §II.1.1.
– comme pre´cise´ plus haut, on conside`re les paraboliques standards (en caracte´ristique mixte)
en lieu et place des paraboliques oppose´s (en e´gale caracte´ristique) en particulier dans la
de´finition de redhτo ;
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– pour π1 (resp. π2) une repre´sentation de GLn1(Fo) (resp. π1 × π2 de´signe l’induite
Ind
GLn1+n2(Fo)
Pn1,n1+n2(Fo)
π1(n2)⊗ π2(−n1).
Dans le cas ou` n1 = l1g et n2 = l2g, π1
−→×π2 (resp. π1←−×π2) de´signe l’induite normalise´e
π1(−l2)× π2(l1) (resp. π1(l2)× π2(−l1)) ;
– soit g un diviseur de d = sg et πo une repre´sentation irre´ductible cuspidale de GLg(Fo). Pour
1 6 h 6 d, le foncteur de Jacquet ve´rifie les proprie´te´s suivantes :
– si g ne divise pas h, alors
JNoph,d([
←−−−
s− 1]πo) = JNoph,d([
−−−→
s− 1]πo) = (0)
– si h = lg alors
JNoplg,sg ([
←−−−
s− 1]πo) = [
←−−
l − 1]πo((l−s)/2) ⊗ [
←−−−−−
s− l − 1]πo(l/2)
JNoplg,sg ([
−−−→
s− 1]πo) = [
−−→
l − 1]πo((s−l)/2) ⊗ [
−−−−−→
s− l − 1]πo(−l/2)
– V (πo, s) est ici l’induite πo(
1−s
2 )× · · · × πo( s−12 ). La repre´sentation de Steinberg ge´ne´ralise´e
Sts(πo) (resp. Spehs(πo)) est encore note´e [
←−−−
s− 1]πo (resp. [
−−−→
s− 1]πo) et de manie`re ge´ne´rale on
reprend les notations de §II.1.1 de sorte que par rapport a` la remarque (II.1.1.6), les fle`ches
correspondent aux orientations du graphe
◦ 1−s2 → ◦ · · · → ◦ s−12
nume´rote´ donc dans l’ordre inverse par rapport a` loc. cit. de sorte que les orientations
sont cette fois-ci compatibles aux foncteurs de Jacquet pour les paraboliques standards. On
notera par ailleurs que ce l’on note, par exemple, [
←−−
l − 1,−−→s− l]πo dans ce paragraphe, est note´
[
−−→
s− l,←−−l− 1]πo au §II.1.1 de sorte que, par exemple, les e´nonce´s locaux en e´gale caracte´ristique
et en caracte´ristique mixte, bien que note´ de la manie`re similaire avec nos notations, sont en
fait duaux.
A.0.0.2 — On a ainsi : X
(d−h)
Up,m = X
(d−h)
Up,m,M ×Ph,d(Oo/Mno ) GLd(Oo/Mno ) et donc
lim
→
U
Hic(X
(d−h)
Up,m ,Lξ) = IndGLd(Fo)Ph,d(Fo) lim→
U
Hic(X
(d−h)
Up,m,M ,Lξ)
ou` les X
(d−h)
Up,m,M
(1) sont munis par correspondances d’une action de Z×GLd−h(Fo) de sorte que
l’action de (
(
gco ∗
0 geto
)
, co) ∈ Ph,d(Fo)×Wo est donne´e par l’action de (val(det gco)−deg co, geto ) ∈
Z×GLd−h(Fo).
A.0.0.3 — En ce qui concerne les proprie´te´s cohomologiques associe´es aux syste`mes locaux
d’Harris-Taylor du paragraphe (IV.2.2), elles sont pre´sentes dans [14], soit :
(a) l’isomorphisme (IV.2.2.12) avec l’action de G(A∞), est donne´ au corollaire IV.2.3 et IV.2.4
en utilisant la formule du bas de la page 138. L’action de Z dans l’e´nonce´ de (IV.2.2.12) de´coule
de l’action naturelle de Z sur les varie´te´s d’Igusa de premie`re espe`ce, cf. loc. cit. p.122 ;
(b) la proposition (IV.2.2.1) correspond au corollaire IV.2.8 de [14], ou` donc l’action d’un
e´le´ment
(gp, gp,0, g
0
ω, g
et
ω , gωi, σ) ∈
G(A∞,p)×Q×p ×GLn−h(Fω)×GLh(Fω)×
r∏
i=2
(Bopωi )
× ×WFω
(1)On rappelle que pour tout U , il y a un morphisme radiciel I
(h)
Up,m
−→ X
(d−h)
Up,m,M .
APPENDICE A. CAS DE LA CARACTE´RISTIQUE MIXTE 153
est donne´e par l’action de
(gp, gp,0p
f1(w(w(σ)−det g
0
ω)), δ, getω , gωi)× (g0ω, σ) ∈ G(h)(A∞)/O×DFω,n−h ×GLd−h(Fω)×WFω
avec
G(h)(A∞) = G(A∞,o)×Q×p ×D×Fω,n−h ×GLh(Fω)×
r∏
i=2
(Bopωi )
×
ou` δ ∈ D×Fω ,n−h est tel que w(det δ) = w(σ) − w(det g0ω) et ODFω,n−h est l’ordre maximal de
DFω,n−h ;
Remarque : On notera que les signes oppose´s dans w(σ)−w(det g0ω) sont compatibles a` l’utilisation
des paraboliques standards Ph,d dans les formules d’induction tout au long de la preuve, cf. par
exemple la proposition (I.5.3.10). Les preuves sont par ailleurs strictement similaires en modifiant
les calculs de redhτo . Dans certaines formules ou` n’apparaˆıt pas les notations
←−× ou −→× qui inte`grent
les modifications a` effectuer entre e´gale et ine´gale caracte´ristique, il faut rajouter un signe devant
la torsion pour l’action du groupe line´aire ; en particulier la formule (V.1.0.39) doit se modifier
comme suit :
lim
→
I
Hd−lgc (M
=lg
I,so,1
,F(g, l, πo)1 ⊗ Lρ∞)[Π∞,o] =
m(Π)
⊕
ξ∈A(πo)
[
←−−−−−
s− l − 1]πo(−l(g−1)/2) ⊗ Ξ(s−l)(g−1)/2
de sorte qu’en tant que GLd(Fo)×Wo-module, on a
lim
→
I
Hd−lgc (M
=lg
I,so
, HTρ∞(g, l, πo, [
←−−
l − 1]πo))[Π∞,o]⊗ Ξ
lg−1
2 =
m(Π)eπo Ind
GLd(Fo)
Plg,d(Fo)
[
←−−
l − 1]πo((s−l)(g−1)/2) ⊗ [
←−−−−−
s− l − 1]πo(−l(g−1)/2) ⊗ Ξ
d−s+l−1
2
≃ m(Π)eπo [
←−−
l − 1]πo−→× [
←−−−−−
s− l − 1]πo ⊗ Ξ
d−s+l−1
2
ou` l’on notera bien que F(g, l, πo) est le faisceau induit a` partir du syste`me local d’Harris-
Taylor, FJL−1(Sts(πo)∨), de meˆme que P(g, l, πo) est l’extension interme´diaire de F(g, l, πo)[d −
lg]⊗ [←−−l− 1]πo ⊗ Lg(πo)∨. De manie`re ge´ne´rale il faut aussi remplacer JL−1(•) par JL−1(•)∨.
(c) la condition Hyp(∞) est la suivante : Π∞ est cohomologique pour une certaine repre´sentation
alge´brique ξ sur C de la restriction des scalaires de F a` Q de GLg, i.e. il existe i tel que
Hi((LieGτ (R)) ⊗R C, Uτ ,Π∞ ⊗ ξ′) 6= (0)
ou` Uτ est un sous-groupe compact modulo le centre de Gτ (R), maximal, cf. [14] p.92, et ou` ξ′ est
le caracte`re sur C associe´ a` ξ via un isomorphisme Ql ≃ C fixe´. On dira que Π ve´rifie Hyp(ξ) si Π
ve´rifie Hyp(∞) pour ξ.
(d) l’e´quivalent de la proposition (IV.2.2.4) correspond a` la deuxie`me identite´ fondamentale,
the´ore`me V.5.4, ou` Red est de´finie p.182.
Retour sur la preuve de la proposition (IV.7.3.2). — : (d’apre`s une ide´e de M. Harris) on rappelle
que dans [14], la somme alterne´e de la cohomologie de la varie´te´ globale a` valeur dans Lξ, dans le
groupe de Grothendieck correspondant, est e´crite sous la forme∑
π∞
π∞ ⊗ [Rξ(π∞)] [Rξ(π∞)] =
∑
i
(−1)iRiξ(π∞)
ou` π∞ de´crit l’ensemble des repre´sentations irre´ductibles de G(A∞). Par ailleurs, corollaire VI.2.7
de loc. cit., s’il existe une repre´sentation irre´ductible π∞ de Gτ (R) telle que π := π∞ ⊗ π∞ ve´rifie
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Hyp(∞) avec BC(π) = (ψ,Π) ou` JL(Π) est cuspidale, avec les notations de loc. cit., alors Riξ(π∞)
est nul pour i 6= d− 1.
Soit alors σω = Lg(πω) et soit F
′
ω une extension de Fω telle que la restriction de σω a` F
′
ω soit
non ramifie´e. On rappelle que l’extension F ′ω/Fω est re´soluble ; cf.[22] IV-2. On globalise alors la
situation comme dans [14] : soit F = F+M ou`M est un corps quadratique imaginaire dans lequel
p se de´compose et soit (F ′)+/F+ une extension re´soluble de corps totalement re´els telle que :
-la place ω de F+ soit inerte dans (F ′)+ ;
- l’extension (F ′)+ω /F
+
ω est isomorphe a` l’extension F
′
ω/Fω.
On pose alors F ′ = M(F ′)+. D’apre`s le corollaire VI.2.6 de loc. cit., on peut choisir une
repre´sentation automorphe cuspidale Π de GLd(AF ) telle que Π ve´rifie :
- Πc ≃ Π∨ ;
- Π∞ a le meˆme caracte`re central qu’une repre´sentation alge´brique de Res
G
Q (GLd) ;
- Πω ≃ Sts(πω ⊗ ψ) pour un certain caracte`re ψ de F ′ω .
Soit alors le changement de base Π′ := BCF ′/F (Π) ; d’apre`s loc. cit. (the´ore`mes VI.1.1 et VI.2.9) on
associe a` Π et Π′ des repre´sentations π et π′ de respectivement Gτ (AF ) et Gτ (AF ′) qui ve´rifient
Hyp(∞) avec π′ω ≃ [
←−−−
s− 1]ζ ⊞ · · · ⊞ [←−−−s− 1]ζ , pour ζ un caracte`re de F ′o. Par ailleurs d’apre`s le
the´ore`me VII.1.9 de loc. cit. applique´ aux bonnes places de F , et en utilisant le the´ore`me de
densite´ de Cebotarev, on en de´duit que la repre´sentation galoisienne Rξ′(π
′,∞) est isomorphe a`
Rξ(π
∞)|Gal(F ′/F ′) avec
Rξ(π
′,∞)ω ≃ Ld(π′ω)∨ = (Sps ⊗ ζ−1)g
de sorte que Rξ(π
∞) ≃ Sps ⊗ Lg(πo)∨, d’ou` le re´sultat.
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B.1. sur les faisceaux
(1) - RΨηo(Lρ∞) ≃ RΨηo(Ql)⊗ Lρ∞ ;
- RΨηo(Ql)[d− 1] est un objet de FPH(Mso) ;
- RΨηo(Ql)[d − 1] =
⊕
πo∈Cusp(d)
RΨηo,πo(Ql)[d − 1] avec les notations de la propo-
sition (IV.4.1.3), ou` Cusp(d) de´signe l’ensemble des classes d’e´quivalence inertielle des
repre´sentations irre´ductibles cuspidales de GLg(Fo) pour tout 1 6 g 6 d ;
- RΨηo,πo(Ql)[d− 1] est mixte de poids d− 1 ; sa filtration de monodromie est e´gale a` celle
par le poids au de´calage de d− 1 pre`s, on note grk,πo le gradue´ de poids k de sa filtration de
monodromie de sorte qu’en particulier Nk : grk,πo
∼−→gr−k,πo ;
- pour 1 6 g 6 d et πo une repre´sentation irre´ductible cuspidale de GLg(Fo) ; pour tout
|k| < sg := ⌊d/g⌋, dans FPH(Mso) on a (cf. IV.4.4.4) :
eπogrk,πo =
⊕
|k|<l6sg
l≡k−1mod 2
P(g, l, πo)(− lg + k − 1
2
)
ou` P(g, l, πo) := j>lg!∗ HT (g, l, πo, [
←−−
l − 1]πo)[d − lg]⊗ Lg(πo) ;
- la suite spectrale des poids (IV.4.1.17) de´ge´ne`re en E2 et les applications d
i,j
1 sont induites
par les suites exactes (IV.3.2.15).
(2) j>lg!∗ HT (g, l, πo,Πl)[d − lg] ∈ FPH(Mso) est pur de poids d − lg pour πo unitaire ; ses
faisceaux de cohomologies hij>lg!∗ HT (g, l, πo,Πl)[d − lg] sont, pour g > 1 (1), nuls pour i ne
s’e´crivant pas sous la forme lg−d+a(g−1) avec 0 6 a 6 sg−l et pour un tel i = lg−d+a(g−1),
isomorphe dans FH(Mso) a`
j
>(l+a)g
! HT (g, l+ a, πo,Πl
−→× [−−−→a− 1]πo)⊗ Ξ
a(g−1)
2
(3) Pour tout 1 6 l 6 sg, on a, cf. (IV.5.3.3), l’e´galite´ dans G
j>lg! HT (g, l, πo,Πl)[d− lg] =
sg∑
i=l
j>ig!∗ HT (g, i, πo,Πl
−→× [←−−−−−i− l − 1]πo)[d− ig]⊗ Ξ
(l−i)(g−1)
2
Dualement on a
Rj>lg∗ HT (g, l, πo,Πl)[d− lg] =
sg∑
i=l
j>ig!∗ HT (g, i, πo,Πl
←−× [←−−−−−i− l − 1]πo)[d− ig]⊗ Ξ
(l−i)(g+1)
2
On en de´duit alors que, au moins pour g > 1,
(1)pour g = 1 cf. (IV.4.4.7)
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Rij>lg∗ HT (g, l, πo,Πl)[d− lg] =
⊕
(r,a) / i=(l+r+a)g−d−a
j
>(l+r+a)g
! HT (g, l+ r + a, πo, (Πl
←−× [←−−−r − 1]πo)−→× [
−−−→
a− 1]πo)⊗ Ξ((r+a)(g−1)+2r)/2
B.2. de groupe de cohomologie
- Cas ou` Πo est de la forme Sts(πo) :
(1) d’apre`s la proposition (IV.5.4.1), Hi(j>lg!∗ HTρ∞(g, l, πo,Πl))[Π
∞] est nul pour tout i.
(2) d’apre`s le corollaire (IV.5.4.3), Hi(j>lg! HTρ∞(g, l, πo,Πl))[Π
∞] est donne´ par{
0 si i 6= 0
m(Π)Πl
−→× [←−−−−−s− l − 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗⊕ξ∈A(πo) ξ−1) i = 0
ou` A(πo) est l’ensemble des caracte`res ξ : Z −→ Q×l , tels que πo ⊗ ξ−1 ◦ val(det) ≃ πo.
(3) par application de la dualite´ de Verdier, Hi(Rj>lg∗ HTρ∞(g, l, πo,Πl))[Π
∞] est donne´ par{
0 si i 6= 0
m(Π)Πl
←−× [←−−−−−s− l − 1]πo ⊗ (Ξ(s−l)(g+1)/2 ⊗
⊕
ξ∈A(πo)
ξ−1) i = 0
- Cas ou` Πo est de la forme Spehs(πo) :
(1) d’apre`s la proposition (IV.8.3.4), Hi(j>lg!∗ HTρ∞(g, l, πo,Πl))[Π
∞] est donne´ par

m(Π)Πl
−→× [−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g−1)
2 ⊗⊕ξ∈A(πo) ξ−1) i = l − s
m(Π)(Πl
−→× [
−−−−−−→
s−l−i
2 − 1]πo)
←−× [
−−−−−−→
s−l+i
2 − 1]πo ⊗ (Ξ
(s−l)g+i
2 ⊗⊕ξ∈A(πo) ξ−1) l − s < i < s− l
i ≡ l − smod 2
m(Π)Πl
←−× [−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g+1)
2 ⊗⊕ξ∈A(πo) ξ−1) i = s− l
(2) d’apre`s le corollaire (V.1.2), Hi(j>lg! HTρ∞(g, l, πo,Πl))[Π
∞] est donne´ par{
0 si i 6= s− l
m(Π)Πl
←−× [−−−−−→s− l − 1]πo ⊗ (Ξ
(s−l)(g+1)
2
⊕
ξ∈A(πo)
ξ−1) i = s− l
(3) par application de la dualite´ de Verdier, Hi(Rj>lg∗ HTρ∞(g, l, πo,Πl))[Π
∞] est donne´ par{
0 si i 6= 0
m(Π)Πl
←−× [←−−−−−s− l − 1]πo ⊗ (Ξ(s−l)(g+1)/2 ⊗
⊕
ξ∈A(πo)
ξ−1) i = 0
B.3. sur la suite spectrale des cycles e´vanescents
A partir du calcul des groupes de cohomologie a` support compact des HT (g, l, πo,Πl), l’isomor-
phisme (cf. la proposition (IV.2.2.1))
Hjc (M
=h
I,so,1, R
iΨηo(Lρ∞))h ≃
⊕
τo∈Ch
(Hjc (M
=h
I,so,1,Fτo ⊗ Lρ∞)⊗ ˜Uh,iFo,m(τo))h/eτo
permet de calculer les
Hj=h,i,πo,ρ∞ [Π
∞,o] := lim
−→
I
Hjc (M
=h
I,so , R
iΨηo,I,πo(Lρ∞))
Les suites spectrales associe´es a` la stratification
Ep,q;i1,I,πo = H
p+q
c (M
=p−1
I,so
, RiΨηo,I,πo(Ql))⇒ Hp+qc (MI,so , RiΨηo,I,πo(Ql)) (II.3.0.43)
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permettent alors de calculer les termes Ei,j2 [Π
∞,o] de la suite spectrale des cycles e´vanescents. On
re´sume les re´sultats obtenus dans
- le cas ou` Πo ≃ Sts(πo) : le corollaire (IV.5.4.9) donne tout d’abord :
B.3.0.4. Corollaire. — Les Hj=h,i,πo,ρ∞ [Π
∞,o] ve´rifient les proprie´te´s suivantes :
(1) pour g divisant d = sg et Πo ≃ [←−−−s− 1]πo , les Hj=h,i,πo,ρ∞ [Π∞,o] sont nuls pour h qui n’est
pas de la forme lg avec 1 6 l 6 s ;
(2) pour g divisant d = sg et Πo ≃ [←−−−s− 1]πo , les Hj=lg,i,πo,ρ∞ [Π∞,o] sont nuls pour j 6= d− lg ;
(3) pour g divisant d = sg et Πo ≃ [←−−−s− 1]πo , les Hd−lg=lg,i,πo,ρ∞ [Π∞,o] sont nuls pour i ne ve´rifiant
pas l(g − 1) 6 i 6 lg − 1. Si 1 6 l < s et i = lg − r avec 1 6 r 6 l, on a
Hd−lg=lg,lg−r,πo,ρ∞ [Π
∞,o] ≃
m(Π)([
←−−
l − r,−−−→r − 1]πo−→× [
←−−−−−
s− l − 1]πo)⊗ Lg(πo)(−
s(g − 1)− 2(r − l)
2
)
en tant que repre´sentation de GLd(Fo)×Wo, ou` m(Π) est la multiplicite´ de Π dans l’espace
des formes automorphes.
Ainsi, cf. la preuve de la proposition (IV.8.1.2), les suites spectrales associe´es a` la stratification
sont triviales, i.e. de´ge´ne`rent en E1 de sorte que les aboutissements sont donne´s par la proposition
(IV.8.1.2) dont on rappelle l’e´nonce´ ci-dessous :
B.3.0.5. Proposition. — Pour tout 0 6 i 6 d − 1, les Hj(RiΨηo,πo(Ql))[Π∞,o], en tant que
GLd(Fo)⊗Wo-modules, ve´rifient les proprie´te´s suivantes :
(1) ils sont nuls si g n’est pas un diviseur de d ;
(2) pour g un diviseur de d = sg, ils sont nuls si j n’est pas de la forme d− lg pour 1 6 l 6 s ;
(3) pour g un diviseur de d = sg et j = d − lg avec 1 6 l 6 s, ils sont nuls si i n’est pas de la
forme lg − r avec 1 6 r 6 l ;
(4) pour g un diviseur de d = sg et 1 6 l < s, Hd−lg(Rlg−rΨηo,I,πo(Ql))[Π
∞,o] est isomorphe
a`
m(Π)[
←−−
l − r,−−−→r − 1]πo−→× [
←−−−−−
s− l − 1]πo ⊗ Lg(πo)(−
s(g − 1)− 2(r − l)
2
)
Enfin la suite spectrale des cycles e´vanescents de´ge´ne`re en E3 et l’aboutissement H
i
ηo [Π
∞,o] est
donne´ par le corollaire (IV.8.1.1) :
B.3.0.6. Corollaire. — Les groupes de cohomologie de la fibre ge´ne´rique Hiηo [Π
∞,o] sont nuls
pour i 6= d− 1 et
Hd−1ηo [Π
∞,o] = [
←−−−
s− 1]πo ⊗ Lg([
←−−−
s− 1]πo)(−
sg − 1
2
)
- Cas ou` Πo ≃ Spehs(πo) :
B.3.0.7. Corollaire. — Les Hj=h,i,πo,ρ∞ [Π
∞,o] ve´rifient les proprie´te´s suivantes :
(1) pour g divisant d = sg et Πo ≃ [−−−→s− 1]πo , les Hj=h,i,πo,ρ∞ [Π∞,o] sont nuls pour h qui n’est
pas de la forme lg avec 1 6 l 6 s ;
(2) pour g divisant d = sg et Πo ≃ [−−−→s− 1]πo , les Hj=lg,i,πo,ρ∞ [Π∞,o] sont nuls pour j 6= (s −
l)(g + 1) ;
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(3) pour g divisant d = sg et Πo ≃ [−−−→s− 1]πo , les H(s−l)(g+1)=lg,i,πo,ρ∞ [Π∞,o] sont nuls pour i ne ve´rifiant
pas l(g − 1) 6 i 6 lg − 1. Si 1 6 l < s et i = lg − r avec 1 6 r 6 l, on a
Hd−lg=lg,lg−r,πo,ρ∞ [Π
∞,o] ≃
m(Π)([
←−−
l − r,−−−→r − 1]πo←−× [
−−−−−→
s− l − 1]πo)⊗ Lg(πo)(−
s(g + 1)− 2r
2
)
en tant que repre´sentation de GLd(Fo)×Wo, ou` m(Π) est la multiplicite´ de Π dans l’espace
des formes automorphes.
De´monstration. — Le raisonnement est identique a` celui de la preuve de la proposition (IV.8.1.2).
On remarque alors que pour tout k > 1, les fle`ches
dp,q;ik : E
p,q;i
k,πo
[Π∞,o] −→ Ep+k,q+k−1k,πo [Π∞,o]
des suites spectrales associe´es a` la stratification sont toutes nulles. En effet, d’apre`s le corollaire
(V.1.2), pour que Ep,q;ik,πo [Π
∞,o] (resp. Ep+k,q+k−1;ik,πo [Π
∞,o]) soit non nul, il faut qu’il existe 1 6 l1 6 s
et 1 6 r1 6 l1 (resp. 1 6 l2 6 s et 1 6 r2 6 l2) avec
(p, q, i) = (l1g + 1, d− 2l1g − 1 + s− l1, l1g − r1)
(resp. (p+ k, q + k − 1, i) = (l2g + 1, d− 2l2g − 1 + s− l2, l2g − r2)).
Ce qui donne 1 = (3g + 1)(l2 − l1) ; on voit alors que pour tout k > 1, Ep,q;ik,πo [Π∞,o] et
Ep+k,q+k−1k,πo [Π
∞,o] ne peuvent pas eˆtre tous deux non nuls de sorte que Ep,q;i∞,I,πo [Π
∞,o] =
Ep,q;i1,I,πo [Π
∞,o] d’ou` le re´sultat d’apre`s le corollaire pre´ce´dent.
Enfin la suite spectrale des cycles e´vanescents de´ge´ne`re en E3 et l’aboutissement H
i
ηo [Π
∞,o] est
donne´e par la proposition (V.1.1) dont on rappelle l’e´nonce´.
B.3.0.8. Proposition. — Les groupes de cohomologie de la fibre ge´ne´rique Hiηo,ρ∞ [Π
∞,o] sont
nuls pour |d− 1− i| > s ou pour i 6≡ d− smod 2 et sinon
Hd+s−2−2iηo,ρ∞ [Π
∞,o] ≃ [−−−→s− 1]πo ⊗ Lg(πo)(−
d+ s− 2− 2i
2
)
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Figure 1. Termes MLEi,j• pour s = 4
APPENDICE C. FIGURES 161
❤
❤
❤
❤
❡
❡
❡
❡
❡
❡
❥ ❥ ❥
❥ ❥ ❥
r r r r ✲ i
❄k
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
  
✛
✛
✛
✛
poids=s(g − 1)
poids=s(g − 1) + 2
poids=s(g − 1) + 4
= s(g + 1)− 4
poids=s(g + 1)− 2❑ ❑N
N
N
N
N
N
N
N
N
❑
❑
❑
❑
❑
❑
❑
❍❍❍❥
←−
3
❏
❏
❏
❏❏❫
←−
2
−→×−→0
❏
❏
❏
❏❏❫
←−
1
−→×−→1
❍❍❍❥
←−
0
−→×−→2
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄✄✗
←−
2
−→×−→0 ⊕
(
←−
0
−→×−→1 )←−×−→0
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈❈❖
←−
2
←−×−→0 ⊕
(
←−
0
−→×−→0 )←−×−→1
❆
❆
❆
❆
❆
❆❑
←−
3 ⊕
(
←−
1
−→×−→0 )←−×−→0
❆
❆
❆
❆
❆
❆❑
←−
1
←−×−→1
❍❍
❍❨ ←−
0
←−×−→2
✂
✂
✂
✂
✂
✂
✂
✂✂✌
−→
3 poids=s(g-1)
✂
✂
✂
✂
✂
✂
✂
✂✂✍
−→
3 poids=s(g-1)+2
✂
✂
✂
✂
✂
✂
✂
✂✂✌
−→
3 poids=s(g-1)+4
✂
✂
✂
✂
✂
✂
✂
✂✂✍
−→
3 poids=s(g+1)-2
r r r r ✲ i
❄k
Figure 2. Hi(grk,ρ∞)[Π
∞,o] pour Π∞ ≃ Speh4(pi∞) et Πo ≃ Speh4(pio) avec pi∞
(resp. pio) une repre´sentation cuspidale de GLg(F∞) (resp. GLg(Fo)). Le dessin du bas
repre´sente le terme E2 et donc l’aboutissement de la suite spectrale.
162 APPENDICE C. FIGURES
Le´gende pour les figures (3) et (4) :
– on indique les coordonne´es (p, q) telles que Ep,q2 [Π
∞,o] est non nulle avec Π une repre´sentation
irre´ductible automorphe de D×A telle que Π∞ ≃ St4(π∞) (resp. Speh4(π∞)) dans la figure
5 (resp. figure 6) pour π∞ une repre´sentation cuspidale de GL2(F∞), et Πo ≃ St4(πo)
(resp. Speh4(πo)) avec πo cuspidale de GL2(Fo). Les repre´sentations obtenues sont des
repre´sentations elliptiques de type πo. Pour chacune de ces coordonne´es, on indique qu’elle
est la strate qui la donne dans la suite spectrale de stratification correspondante ;
– le nombre en dessous des
←→
3 indique le poids ;
– toutes les fle`ches indique´es sont les seules non triviales et de´coulent des suites exactes
(IV.3.2.15) ;
– on note avec un cercle plus grand les coordonne´es qui contribuent a` l’aboutissement de la
suite spectrale.
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Figure 3. s = 4, g = 2 ; Ep,q2 [Π
∞,o] de la suite spectrale des cycles e´vanescents : cas
Πo = St4(pio). Le dessin du bas repre´sente le terme E3 et donc l’aboutissement de la
suite spectrale.
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Figure 4. s = 4, g = 2 : Ep,q2 [Π
∞,o] de la suite spectrale des cycles e´vanescents : cas
Πo = Spehs(pio). Le dessin du bas repre´sente le terme E3 et donc l’aboutissement de la
suite spectrale.
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Le´gende pour les figures (5), (6) : le nombre qui accompagne les repre´sentations indique le
de´calage a` donner a` la repre´sentation de Galois associe´e ; ainsi quand, dans les Ep,q2 des suites
spectrales (IV.6.2.20) pour P(g, l, πo, k), on e´crit
←−→
s−1
r , il faut lire
j>lg! HT (g, l, πo, [
←−→
s− 1]πo)⊗ Lg(πo)(−
i(g − 1) + l − 1− k + r
2
).
❜
←−
3
0 r
←−
3
−→
×
−→
0
0
❜
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
←−
3
←−
×
−→
0
1
r
←−
3
←−
×
−→
0
0
♣
(0, 0)
(−14, 7)
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣
♣
♣
♣
♣
♣
♣ ♣ ♣ ♣ ♣ ♣ ♣
Figure 5. g = 7, s = 5 ; Ep,q2 de la suite spectrale (IV.6.2.20) pour l = 4
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Figure 6. g = 7, s = 5 ; Ep,q2 de la suite spectrale (IV.6.2.20) pour l = 3
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