The Continental United States summertime diurnal surface and column-integrated atmospheric water and energy components are compared among three reanalyses. The strength of the diurnal solar forcing leads to consistent phases among surface energy components across the continent and all reanalyses, but the amplitudes vary widely. This forcing has a particularly strong and direct impact on the surface energy cycle, but interacts with many aspects of the surface and column-integrated water and energy cycles through dynamical convergence, leading to large diurnal fluctuations in the atmospheric reservoir of water vapor and total dry energy. Although they are negligible on timescales greater than a year, the tendency terms of the water and energy budgets at the surface and in the atmosphere are important on the diurnal scale. The North American Regional Reanalysis (NARR) displays a diurnal circulation pattern centered over Northern Texas that links together regional patterns in the diurnal cycles of assimilated precipitation. Constructed vapor flux convergences from the National Centers for Environmental Prediction/Department of Energy (NCEP/DOE) Reanalysis-2 Global Spectral Model and the Experimental Climate Prediction Center's reanalysis using an updated Seasonal Forecast Model reproduce many of the observed regional circulation and convergence patterns, but fail to generate the appropriate diurnal precipitation, presumably due to inadequate convective parameterizations. Diurnal variations in atmospheric energy respond not only to the direct solar forcing, but also to the resulting dynamically-forced semidiurnal thermal tide.
Introduction
The diurnal cycle is one of the Earth's fundamental cycles. Coastal sailors have long relied on diurnal circulations to push their boats out to sea in the morning and then back to harbor in the afternoon. Valley communities are aware of a diurnal shift in winds that flow up the mountains during the day and down from the mountains at night. The diurnal cycle also has a noticeable influence on precipitation. Early sailors suggested that precipitation peaked during the night over the ocean, in contrast to an afternoon peak over land, and Kraus (1963) presented evidence for this nocturnal maximum. Gray and Jacobson (1977) provided additional observational evidence of the diurnal cycle of deep convection over the oceans, linking the rainfall with the radiative effects of clouds and regional circulations. Dai et al. (1999a Dai et al. ( , 1999b showed the sensitivity of diurnal temperature and precipitation to other components of the hydrometeorological cycle. Wallace (1975) uncovered strong regional coherence in the diurnal behavior of United States precipitation, including an intriguing nocturnal maximum over the Midwest that stands in contrast to a general afternoon peak over most other continental regions. The most common mechanism for precipitation over continents is land-surface heating, which drives an afternoon maximum in convective instability (Yang and Smith 2006) . Exceptions to the afternoon peak in precipitation are difficult to simulate using large-scale boundary-layer and convective parameterization schemes. The reproduction of regional behaviors (especially the Midwest nocturnal maximum) remains a challenge to the modeling community; Lee et al. (2006) showed that these features cannot be expected to disappear with higher assimilation resolution, as limitations in parameterizations can negate the benefits of higher resolution assimilations.
Diurnal variations in other components of the hydroclimate are also evident. Dai and Deser (1999) examined the diurnally varying surface wind and divergence fields and found large-scale tendencies toward onshore and upslope winds during the day, with the reverse at night. Their study also found interactions between the wind field and variations in temperature and cloud cover. Dai et al. (1999b) further found diurnal variations in static instability, as well as a tendency toward surface convergence over the Midwest corresponding to the onset of that region's nocturnal precipitation maximum. Lindzen (1967) linked the diurnal cycle of upper-level winds, divergence, and temperatures to an atmospheric tide driven by the absorption of shortwave radiation by water vapor and ozone.
Global understanding of the diurnal cycle is complicated by data-sparse regions over the oceans and in the Southern Hemisphere, and a general deficiency of upper-air data, although satellite observations are improving our knowledge. Satellite observations also confirm a global land/sea contrast in the time of peak precipitation, with a nocturnal maximum over the ocean and an afternoon peak over most land regions (e.g., Yang and Smith 2006) . Exceptions, however, are common and merit further study, including variations in peak time near mountains and coastlines.
The ability to accurately represent the diurnal cycle of precipitation is a good test of a model's hydrometeorologic parameterizations, as precipitation is highly sensitive to errors in other components of the water and energy cycles. Randall et al. (1991) demonstrated that a GCM can reproduce many of the dominant diurnal features for precipitation. Their simulation produced a broad afternoon maximum over land during rainy seasons, as well as an early morning maximum over the oceans. Data assimilation models (e.g., Lim and Suh 2000) have also shown similar patterns over a global domain. In addition, the monsoonal precipitation amounts in Randall et al. (1991) were reduced when the diurnal cycle was omitted. Wilson and Mitchell (1986) had previously shown that increasing the temporal resolution of a model had a significant impact on its performance mainly due to better representation of the diurnal cycle.
The simulation of the diurnal cycle challenges the representation of cloud cover affecting the radiative balance, turbulent fluxes near the surface, dynamical reaction to the diurnal signal, and convective parameterizations driving precipitation. The diurnal cycle significantly impacts the model's water and energy balances, and therefore offers a temporal scale to examine major atmospheric balances and assess model deficiencies. As rainfall is highly sensitive to many of the reservoir and flux terms of the water and energy budget, successful depiction of the precipitation diurnal cycle requires a hydrometeorologically robust model.
The evolution of three-dimensional diurnal structures also has a significant role in diurnal anomalies. Zhang (2003) showed that the diurnal cycle of a particular location may be out of phase with the boundary layer forcings if strong large-scale dynamical forcings are present. Dai et al. (1999b) found observational evidence that variations in convective available potential energy (CAPE) affected diurnal precipitation. Simulated CAPE variations were underestimated by their regional model, which could not reproduce regional circulations favorable for CAPE enhancement. In addition, the buildup of CAPE was prematurely interrupted by parameterizations that set off convection too early in the day (see also Dai and Trenberth 2004) .
Boundary-layer and convective parameterizations have been most extensively tested in experiments with seasonal (or longer) timescales. Tunings that improve the results on monthly timescales sometimes have a negative effect on the simulation of the diurnal cycle (e.g., Lin et al. 2000) . This is particularly true of diurnal precipitation, which is often too fre-quent but at low intensity (Trenberth et al. 2003) . The statistics of extreme precipitation events, as well as wet and dry periods, are also affected (Chen et al. 1996) .
The goal of this study is to assess the diurnal cycles of surface and atmospheric water and energy components over the summertime Continental United States as simulated by three reanalyses. While the exact magnitude of diurnal variation also merits study, the phase is stressed here in order to assess whether the diurnal interactions between various components are evolving in a proper manner. Particular emphasis is placed on the progression of different variables' peak times, the performance of parameterizations, and large discrepancies between simulated and observed cycles.
Section 2 lays out the data and methodology used to examine the diurnal cycle. A preliminary comparison between the reanalyses and observations is conducted in Section 3, followed by examinations of the diurnal behavior of surface energy and water components in Sections 4 and 5. The diurnal behavior of atmospheric water and energy are shown in Sections 6 and 7, respectively. Section 8 summarizes our results and presents conclusions. Table 1 shows the major design and parameterization differences between the three reanalyses used in this study, which are introduced in this section.
Methodology

The Coordinated Enhanced
Model background
a. ECPC contributions to CEOP
As a contribution to the CEOP model analysis archive, the Experimental Climate Prediction Center (ECPC) provided extensive gridded and MOLTS output from the National Centers for Environmental Prediction/Department of Energy (NCEP/DOE) Reanalysis-2 (RII, Kanamitsu et al. 2002a ) using the NCEP Global Spectral Model (GSM) as well as an updated reanalysis using the Seasonal Forecast Model (SFM, Kanamitsu et al. 2002b ). The GSM and SFM for these analyses use a primitive equations system of virtual temperature, humidity, surface pressure, and momentum prognostic equations, resolved in the horizontal with spherical harmonics at a triangular truncation of 62 and in the vertical with 28 s-levels (T62L28). RII utilizes the simplified ArakawaSchubert (SAS, Pan and Wu 1995) convection scheme, while SFM uses the relaxed Arakawa-Schubert (RAS, Moorthi and Suarez 1992 ). RII's land surface is driven by the Oregon State University Land Surface Model (OSU2, Pan and Mahrt 1987) , consisting of two vertical layers in the top 2 meters of soil, while the SFM utilizes the Noah land surface model (Ek et al. 2003) with four layers in the top 2 meters. In addition, both the RII and the SFM adjust the soil moisture as dictated by the biases computed when the model precipitation is compared to observed precipitation over 5-day pentads. Updates in the interaction between the atmosphere and the land surface have since been implemented at ECPC to maintain a surface hydrologic balance between successive forecasts.
The assimilation system enables the experiments to be initialized with observed atmospheric conditions. As the model atmosphere subsequently evolves over the 6-hr analysis cycle, interactions between variables and dominant features reveal potential errors in the diurnal cycle simulations. The sea-surface temperatures are set to daily mean values in the RII, and subsequently there is no diurnal variation in skin temperature over the ocean. ECPC's model output contribution to CEOP consists of augmented 0-6 hr analyses (herein referred to as RII6 and SFM6), as well as 36-hour forecasts initialized daily from the 12UTC analysis (herein referred to as RII36 and SFM36), all with 3-hour output intervals. CEOP archives these output data (and the accompanying MOLTS data, totaling @1 terabyte for each experiment) in a centralized database in Germany at the World Data Center for Climate, Max-Planck Institute for Meteorology.
The variables provided for the CEOP experiments were selected to meet CEOP's emphasis on flux and reservoir terms for the water and energy cycles. While many of the variables correspond to the exact forecast time, many of the flux terms are the average of the previous output period. When performing harmonic analy- Chou, 1992; Chou and Lee, 1996 Chou, 1992; Chou and Lee, 1996 Lacis and Hansen, 1974 Longwave Radiation Chou and Suarez, 1994 Fels and Schwarzkopf, 1975 Fels and Schwarzkopf, 1975 Convection Relaxed ArakawaSchubert (Moorthi and Suarez, 1992) Simplified Arakawa-Schubert (Pan and Wu, 1995) Betts-Miller-Janjić (Janjić, 1994) Assimilated Precipitation Clouds Slingo, 1987 Campana et al. 1994 Zhao et al. 1997 Planetary Boundary Layer
Nonlocal-K (Hong and Pan, 1996) Nonlocal-K Pan, 1996) Mellor-Yamada, 1982; Mesinger, 1993; Janjić, 1996 Land Surface Â 1:9 , which typically covers a region much larger than the instrumental coverage, although sites such as the ARM SGP have multiple observations over large heterogeneous regions. While the nearest grid point location is selected for the MOLTS data, the location of the actual reference site inside this grid point varies, depending on the reference site. Second, the model surface conditions can differ drastically from the conditions at the reference site, potentially leading to different behaviors. Third, certain variables display larger regional variation, particularly in areas with large variations in elevation and ground cover.
b. NARR
The North American Regional Reanalysis (NARR, Mesinger et al. 2006 ) uses the Eta model, including the Noah land surface scheme, as part of a 3-hr assimilation at 32-km resolution with 45 vertical h-levels. Mitchell et al. (2004) demonstrated significant regional improvements in a number of variables when using precipitation assimilation over the United States continent. NARR therefore uses observed precipitation in the assimilation system, nudging the latent heating toward conditions that mimicked the precipitation observations. The three-dimensional NARR atmospheric and surface features may therefore be an improvement over the RII and SFM which only use observed precipitation to correct soil moisture. Comparisons with the NARR results also help to identify diurnal structures missed by the comparatively coarse temporal and spatial assimilation resolution of the RII and SFM-based global analyses. To facilitate comparisons in this study, the NARR output was interpolated onto the coarser horizontal resolution of the global reanalyses. The difference between instantaneous and accumulated NARR variables was also taken into account when performing the harmonic analyses.
Harmonic analyses
Harmonic analysis is used in this study to emphasize general and unique behaviors of the hydrometeorological diurnal cycle. In order to generate a smooth representation of the diurnal cycle, the 3-hr and 6-hr forecasts from each analysis initialization (SFM6 and RII6, at 00UTC, 06UTC, 12UTC, and 18UTC) are combined to generate a mean day, with each value reported at the end of a 3-hr accumulation period. Because these reanalyses are initialized 4 times daily, the simulated diurnal cycle is a combination of the diurnal cycle of assimilated observations and the models' intrinsic diurnal cycle. The 36-hr forecast experiments (SFM36 and RII36, initialized once per day) remove the component of the diurnal cycle forced by assimilated observations, leaving only the models' diurnal cycle. A comparison between the diurnal cycles of the analysis and forecast experiments has therefore begun and will be reported on in a future study.
Harmonic analysis separates the relative phases and amplitudes of the cycles, which can then be reconstructed according to:
where QðtÞ is the time series for the variable of interest, Q is that variable's mean over the record, H is the number of harmonics, A h is the amplitude of the h th harmonic, t is time (in hours), f h is the phase of the h th harmonic (in hours), and P h is the period of the h th harmonic (in hours). Of course, as H approaches infinity the reconstruction will exactly reproduce the variable's record, but the selection of fundamental harmonics allows focus on the diurnal and semidiurnal cycles. The semidiurnal harmonic is the highest frequency whose phase may be fit, given the 3-hourly output.
The discrepancies between a variable's harmonic reconstruction and its true record depend on the strengths of the cycles selected. Dai (2001) found that, aside from the winter season, the diurnal harmonic explains between 40-80% of the observed mean daily variance in precipitation over the continents and about 40% of the mean daily variance over the oceans. The semidiurnal harmonic is more pronounced over the oceans, accounting for 20-40% of the daily variance as opposed to 15-25% over the land.
Harmonic analysis is common among studies of the diurnal cycle, but the procedures vary. Many of the observational studies that do not utilize harmonic analysis assess diurnal character by simply referring to the time of day when a variable's mean value is at its peak (e.g., Wallace 1975; Nakamura 2004) , but this approach does not distinguish between cycles of diurnal, semidiurnal, and other frequencies. This approach also is restricted by the frequency of output times, although it is beneficial because it does not restrict variability to harmonic waves.
Harmonic fitting for the model output in this study is performed by a least-squares fit of the diurnal and semidiurnal harmonic to the mean Boreal Summertime day from 2001-2003, similar to the method of Dai (2001 Dai ( , 2006 . This summertime grouping differs slightly from convention due to the initialization of CEOP on July 1 st and its ending on December 31 st . This study is therefore focused on Boreal Summer defined here as July, August, and September (JAS).
The phases are shifted to local solar time (LST); defined by:
where L is the time in LST, U is the time in UTC, and l is the longitude in degrees. Some variables with zero values throughout the night are best represented by a diurnal harmonic multiplied by a time-dependent step function, but these variables' harmonics feature a strong semidiurnal cycle whose phase corresponds with the diurnal peak. The second peak of the semidiurnal harmonic falls exactly at the diurnal minimum, which leaves a diurnal profile sharpened during the afternoon but with a broad, shallow, minimum at night. Thus a direct comparison of diurnal and semidiurnal amplitudes does not always reveal the relative behaviors of these natural cycles. Although certain points' time series may be significantly fit with a single harmonic, the most appropriate diurnal cycle comes out of the sum of diurnal and semidiurnal harmonics, as many points experience a strong semidiurnal cycle which would alter the diurnal harmonic's fit if omitted. To test the goodness-of-fit for the least-squares harmonics, the variance of the mean day described by the diurnal and semidiurnal harmonics is calculated at all points. Values below 75% are flagged and omitted from plots. This test ensures that only areas whose mean diurnal variation may be described by a strong combination of the diurnal and semidiurnal harmonics are shown, while areas with large signals at higher frequencies are removed. The 75% criterion is exceeded by many variables with strong diurnal cycles, but was chosen as a robust test to include the full scope of variables included in this study. It must be emphasized that although this study analyzes a mean day's diurnal variation, there is no guarantee that this behavior is repeated on a consistent basis.
Comparison with ARM SGP observations
The Southern Great Plains site of the Atmospheric Radiation Measurement Program is located in portions of Oklahoma and Kansas, centered near Lamont, Oklahoma. The region is characterized by flat terrain, agricultural land cover, and wide seasonal variation in temperature and specific humidity. It is also one of the best observed areas in the world, featuring an array of instrumented stations throughout the site.
The harmonic-fit diurnal cycle of net radiation at the location corresponding to the ARM SGP site from NARR, SFM6, RII6, and the mean of the available observations are shown in Fig. 1a . As expected, all of the cycles are dominated by the solar signal and peak at local noon, although most of the model analyses overestimate the diurnal amplitude. There is disagreement among the models as to the amplitudes of the diurnal cycle of the net radiation's short-and longwave components (not shown), likely due to discrepancies between the cloud and albedo parameterizations used.
Figures 1b,c,d also demonstrate large differences in the treatment of turbulent fluxes between the models and the SGP observations. The models all contain the same @1 hour phase lag from the observed noontime peak in latent heat flux, but with very different diurnal amplitudes and means. The same amplitude variation is true for the sensible heat flux, but the models all seem to do a decent job in reproducing the observed noontime peak. NARR and the SFM-based analysis underestimate the latent heat flux variation while overestimating the sensible heat flux. RII has the opposite bias, and the sign of these biases are generally consistent across the Continental United States. The peak downward ground heat flux precedes the @13LST ARM SGP observations in all models. The SFM analysis best reproduces the observed phase, but overestimates its amplitude. The RII analysis has similar amplitude to the SFM analysis but the largest lead time. NARR has the largest amplitude in downward flux peaking just before noon. The phases of these heat fluxes correspond to within a few hours of the strong diurnal peak in net radiation. Although the turbulent fluxes are biased by a factor of @2 from observations, the sensible and latent heat fluxes' biases of opposite signs approximately compensate each other, allowing the models to do a reasonable overall job of representing the radiant energy and surface energy budget at this location. The average of the diurnal variations of SFM6 and RII6 sensible and latent heat fluxes actually outperforms the NARR values at the ARM SGP site. Figure 2 reveals that significant errors persist in the handling of the water cycle and near-surface dynamics by the global analyses. RII6 produces a mid-afternoon peak in precipitation, while the NARR successfully captures the observed nocturnal peak in the early morning hours. SFM6 lacks any significant diurnal cycle at this point, instead precipitating at a low mean rate all day. A similar phase shift is also evident in the diurnal anomalies of the RII6 2-meter specific humidity, where the NARR data capture the strong semidiurnal component as well. The SFM6 specific humidity is too low, but the phase and amplitude of its diurnal cycle is an improvement on RII6. The near-surface winds also prove difficult to capture, with the global models shifting peak zonal winds to earlier in the morning and the RII6 creating a spurious nocturnal peak in meridional wind. The global reanalyses overestimate the mean surface winds, but the observed amplitude of diurnal variation is nearly reproduced. NARR zonal winds improve on the global models, but NARR shifts its near-surface wind peaks by almost 3 hours.
Although errors still persist in NARR's representation of the ARM SGP site, its improvement over the RII6 and SFM6 experiments sug- gests an improvement in overall atmospheric structures produced by increased resolution and precipitation assimilation. NARR can therefore be used as a basis for other comparisons with the RII and SFM reanalyses. The examination of individual features resolved by NARR, but handled poorly by the global analyses, are ongoing and will be the focus of a future study. Not all of the components' diurnal variations follow a strong diurnal harmonic. Figure  3 shows the diurnal variations of columnintegrated energy components (see discussion in Section 7 below about the influence of thermal tides) at the location corresponding to ARM SGP in SFM6 and RII6. The short-and longwave heating are dominated by the diurnal harmonic, but the tendency and divergence terms are strongly semidiurnal with the diurnal harmonic acting to enhance one of the two semidiurnal maxima.
Surface energy
The surface energy budget is given by:
where Q r is net radiation influx, Q H is sensible heat flux, L E is the latent heat flux, and Q G is ground heat flux (out of the 2-meter subsurface layer being positive). There is no separate ten- dency term in this budget, as the longwave radiation implicitly contains the variation of skin temperature. The surface energy is therefore potentially dependent on (among others): mean cloud cover, surface albedo, mean surface temperature, mean surface specific humidity, mean surface winds, elevation, soil moisture, and soil type. The mean NARR values of sensible and latent heat fluxes are shown in Fig. 4 , along with the 2-meter temperature and planetary boundary layer (PBL) height, which are strongly affected by the surface energy budget. As these all vary significantly over the contiguous United States, their diurnal phases could potentially also vary significantly, but in these simulations they show remarkable horizontal agreement. The diurnal variations in the remaining sections are plotted utilizing a vector representation, with the vector's length corresponding to the amplitude of the diurnal variation, and the direction of the vector indicating the local time of the peak diurnal value (a vector pointing North corresponds to local midnight, a vector pointing East corresponds to local 6AM, etc.). The vectors were also scaled to show the relevant information in a clear manner. The unit vector (denoted by a bold line in the Southwest corner of each panel) represents the same reference magnitude in each panel for a particular variable, but the length varies depending on the relative magnitudes in each panel. A panel displaying larger diurnal amplitudes than the others will have a shorter unit length, shortening the vectors displayed to prevent overlap. A panel displaying smaller diurnal amplitudes than the others will have a longer unit length, lengthening the vectors to make them more legible. Each plot should be examined with reference to the unit vector in order to make visual comparisons between reanalyses.
The solar insolation that drives the diurnal cycle has a particularly strong effect on the land surface. As most of the shortwave energy passes through the atmosphere with little absorption, the strongest diurnal forcing occurs via a regular radiative imbalance at the Earth's surface, and is reflected in all the terms of the surface energy budget. The phase and diurnal magnitude anomaly of each of the reanalyses' diurnal cycle of sensible heat flux across the continental United States is shown in Figs.  5a ,b,c, featuring a peak almost exactly at noon LST over the entire land surface. A similar uniformity is also seen in the phases of latent heat flux (Figs. 5d,e,f ) across the land surface, although each simulation has a slightly different lag from local noon (RII6 being the largest at @1 hour). As expected, the amplitude of sensible heating is correlated with warmer and drier regions in all reanalyses (although very subtly in the SFM reanalysis), while the latent heating is anti-correlated to these conditions. In addition, there appears to be a slight lag in peak time over dry regions for both sensible and latent heat flux in all simulations, although it is not significant at this temporal resolution. To disperse the midday excess in surface energy, the turbulent flux terms in each reanalysis follow a nearly universal phase locked to the surface insolation which dominates over secondary influences like geographical variations in temperature, humidity, elevation, or soil types. The distinctive diurnal features are therefore direct responses to the regular solar signal, and show little variation due to anything else.
The oceans in these simulations do not contain diurnally-varying sea surface temperatures (an effect mimicking the larger heat capacity of the water), which removes the diurnal role of radiative energy in determining the evolution of the turbulent fluxes. The lack of a dominant shortwave signal allows the geographical anomalies in diurnally varying air temperature and humidity to play a larger role, although the amplitudes over water are markedly decreased. In most locations, the phases appear to follow the temperature gradient between the (diurnally constant) sea surface and the lower atmosphere, which reaches a maximum when the lower atmospheric temperature is at its minimum in the hours before sunrise. The large values of RII6 latent heating in the Gulf of Mexico are due to an error in SST interpolation (corrected for SFM6) of a coarse grid in such a region of high-resolution terrain, leading to much warmer skin temperatures in that area. The diurnal variation of the ground heat flux (not shown) is small in comparison to the other components. Figure 6 demonstrates that the solar signal drives a uniform reaction over land in the 2-meter air temperature, which peaks around 15LST in the NARR and SFM6 and at @16 LST in the RII6. The peak lags noon LST because the temperature continues to rise as long as the sum of the turbulent fluxes carrying energy away from the surface is less than the net radiative input, even as the sun lowers in the sky. In a similar manner, the minimum occurs just before sunrise. Again, geographic variations in phase due to vegetation, elevation, and moisture are dominated by the phase of the radiative flux.
The consistency in phase for the height of the PBL over land in Figs. 6d,e,f suggest that the solar forcing extends its diurnal impact into the lower atmosphere. The discrepancies between the simulations demonstrate alternate effects of the raised elevation, which delays the peak in the NARR simulations but is generally indistinguishable in phase from the rest of the land points in SFM6 and RII6. Both of the global reanalyses use the Hong and Pan (1996) nonlocal-K PBL parameterization, but different land surface models lead to different diurnal behaviors in PBL height, depending on the Richardson number as well as the near-surface temperature and humidity profiles. Both lead the NARR PBL peak by several hours (due possibly to higher mean PBL heights using NARR's modified Mellor-Yamada level-2.5 scheme, Janjić 1996), with SFM6 peaking ahead of RII6. The overall phase differences between models suggest a premature decline in the boundary layer in the global simulations, which mimics an inability to produce significant static instability due to overly sensitive convective parameterizations as noted by Dai and Trenberth (2004) . Although it is beyond the scope of this investigation, it would be of interest to compare these experiments with other analyses and radiosonde observations. The amplitudes of the diurnal cycles of 2-meter temperature and planetary boundary layer height are more indicative of how regional influences affect the reanalyses' diurnal cycle. NARR's 2-meter temperatures have their highest amplitudes over the Great Plains east of the Rockies, while the planetary boundary layer has its highest diurnal variation over the elevated regions where its mean height is the largest. SFM6 2-meter temperatures have a high bias in diurnal amplitude compared to NARR and RII6, while RII6 underestimates the planetary boundary layer height amplitudes seen in the other reanalyses. Despite these different general biases, the global simulations feature higher diurnal amplitudes over the dry, elevated regions for both variables, as the radiative components are amplified where diminished latent heating leads to reduced specific humidities.
Surface water
The surface water balance is governed by:
where qs qt is the tendency of total surface water (in the soils and snow pack), P is precipitation, E is evaporation, and N is total runoff (on surface and base flow in the soil). As shown in the previous section, the phase of the evaporation is determined by the solar insolation, which dominates over other regional influences. Runoff in all three reanalyses does not have a significant diurnal cycle.
NARR's mean surface water amount (soil water plus snow pack) and precipitation (Fig. 7) show significant regional variations. The SFM reanalysis slightly underestimates rainfall in comparison to NARR, particularly in the Upper Great Plains region west-southwest of the Great Lakes. The southeastern United States and Mexico are very rainy in the RII reanalysis, and the positive bias extends over most of the domain. The competing biases in mean precipitation between the global reanalyses are most likely due to their convection schemes.
Surface water tendency has a negligible magnitude over long (>seasonal) timescales in comparison to the other components of the surface water budget, but this is not true on diurnal timescales. The diurnal variation in total surface water tendency (Figs. 8a,b,c) responds to sporadic precipitation events as well as a daily evaporation cycle driven by the radiative forcing. Although the precipitation events cause the largest jumps in surface water, the fitted harmonics reflect the most common diurnal variation and show a negative tendency throughout the daytime with a peak near local noon when evaporation is almost a maximum. The OSU2 scheme in RII6 shows very little regional differences in diurnal amplitude, but the Noah land-surface scheme (NARR and SFM6) shows higher amplitudes in the wetter regions.
Figures 8d,e,f display the diurnal cycle of precipitation rate as simulated by the three reanalyses. It is immediately evident that precipitation is not solely dependent on the diurnal solar forcing, as significant regional differences in phase and amplitude are clear in all simulations. NARR's assimilated precipitation fea- Fig. 5 , but for negative surface water tendency (a, b, and c) with a reference length of 10 mm day À1 and precipitation rate (d, e, and f ) with a reference length of 4 mm day À1 . Note that, for clarity, the unit vector in (c) has been shortened to prevent overlap of larger values. tures a late-afternoon peak over most land areas, but also matches Wallace's (1975) nocturnal maximum in the Upper Midwest. Peak precipitation rates in the late-afternoon over the Rocky Mountains have increasingly lagged phases traveling eastward across the Great Plains, indicative of propagating thunderstorm activity culminating in a peak near sunrise over the Great Lakes region (see Carbone et al. 2002) . Lee mountain waves, moisture transport through a nocturnal low-level jet, and the influence of Rocky Mountain circulations can all impact the phase of precipitation in this area, but each are complex diurnal features that are difficult to simulate.
The propagation of mesoscale storms across the Great Plains fits nicely into a circulation of diurnal precipitation centered over Northern Texas and Oklahoma. The vectors of diurnal precipitation spiral around (and always away from) this point (with the exception of the southeastern states), indicating the influence of an anomalous anticyclonic circulation that drives the arrival of precipitation. Beginning with peak precipitation before noon over the Northwest Gulf of Mexico, the time of peak precipitation arrives progressively later in the day around this circulation all the way to the Great Lakes region. The most likely source of this circulation is the influence of a diurnally-driven low-level jet which supplies moisture to the Great Plains region from the Gulf of Mexico (Higgins et al. 1997a (Higgins et al. , 1997b and is part of an anomalous anticyclonic diurnal circulation centered slightly to the east of the Great Plains LLJ (similar to the simulations of Schubert et al. 1998) .
In contrast to NARR's assimilated precipitation, the SFM6 and RII6 do not produce the regional diurnal precipitation features over the land. Instead, a consistent early-afternoon peak over the continent occurs in both simulations. Both the simplified and relaxed ArakawaSchubert schemes initiate convection prematurely, resulting in a release of CAPE despite the influence of inhibiting afternoon divergence in some regions. This is a typical problem with convective parameterizations (see e.g., Dai et al. 1999b ). The simulated diurnal cycle therefore follows a consistent diurnal pattern in producing the seasonal means, altering the diurnal amplitude for regions with different means and reanalyses with wet biases. The resulting precipitation statistics are too frequent and too light in intensity on near-diurnal timescales (as noted by Trenberth et al. 2003) . In the SFM analysis, much of the central and western regions appear to act in a similar fashion as the ARM SGP grid point (recall Fig. 2a) , with an overactive convective trigger leading to very little diurnal variation.
The surface water balance is an interesting test for hydrometeorological models, as accurate simulation requires proper landsurface, radiation, boundary-layer, and convective schemes. Surface water and evaporation are mostly isolated from the atmosphere above the boundary layer, but precipitation is dependent on diurnal dynamics and parameterizations that affect the column water budget. Convective parameterizations need to balance between large-scale and boundary-layer forcings (Zhang 2003) . In the RII6 and SFM6, the surface properties tend to overpower the subtle changes in column dynamics and vapor convergence in the Arakawa-Schubert based schemes. The implementation of these schemes was designed to produce the desired long-term means over the Continental United States, but they do so at the expense of good statistics of higher frequency physical processes which may be important in predicting the impacts of various climate scenarios.
Atmospheric water
The water vapor in the atmospheric column follows:
where qfqg qt is the tendency of precipitable water and À' fvqg is the water vapor flux convergence (curly braces indicate the column integral). As was shown in Section 4 above, the atmosphere receives a regular influx of moisture from the surface which peaks @1 hour past local noon regardless of continental location. The remaining terms of the atmospheric water budget are also influenced by diurnally varying structures affecting transport and vertical structure, as well as simulation errors introduced through the influences of cloud and convection parameterizations. Figure 9 shows the mean values of precipitable water, vapor flux convergence, and 10-meter wind components from NARR. Despite differences in mean precipitation biases, both global reanalyses feature dry biases in the atmospheric column's precipitable water. NARR's 10-meter meridional winds show patterns similar to low-level jets (LLJs) over the Great Plains and off of the Gulf of California, although Mo et al. (2005) show that the Gulf of California LLJ is systematically overestimated by NARR. The traces of these LLJs are also seen in SFM6 and RII6, although the Great Plains LLJ region is strengthened (particularly in RII6) and the Gulf of California LLJ is diminished. Anomalies between the mean wind fields are more common over regions with complex terrain (e.g., the Rocky Mountains), where the coarse spatial resolution in the global analyses is not able to resolve topography features as well as the much higher resolution in NARR.
Over long (>seasonal) periods, the precipitable water tendency term becomes negligible compared to large accumulated values balancing evaporation, precipitation, and moisture convergence, but this is not true on diurnal time scales (similar to surface water tendency). Figure 10 reveals that precipitable water tendency is the same order of magnitude as precipitation and evaporation, exceeding both in many locations. This variation is larger than that observed by Dai et al. (2002) using Global Positioning System methods over North America. Over most of the continent the precipitable water tendency peaks between 12LST and 18LST. RII6 precipitable water acts very similarly to the latent heat flux (Fig. 5d,e,f ) on the diurnal scale, peaking @13LST over wet regions with consistent evaporation and later in arid regions where strong evaporation is more sporadic and other components of the water cycle play a larger role. NARR and SFM6 feature a similar pattern, although the diurnal cycles are not significant over most of the areas with low diurnal evaporation variation in NARR. The largest diurnal amplitudes in SFM6 occur over the North American Monsoon region (Gutzler et al. 2005) . The diurnal cycles of water vapor flux convergence are shown in Figs. 10d ,e,f. NARR computes vapor flux convergence every time step and records accumulated values in its 3-hourly output. The global reanalyses compute moisture convergence from instantaneous values of vapor and winds every three hours (see e.g., Roads et al. 2002) , but linear interpolations of this infrequently derived quantity yielded relatively large errors in the diurnal balance of atmospheric water (Eq. 5). For this study, a more exact residual vapor flux convergence was therefore calculated at each 3-hourly output time as the remainder term that would balance the accumulated precipitation, evaporation, and the tendency (forecast) term. The resulting diurnal patterns are quite similar to the accumulated NARR vapor flux convergence. As expected, the vapor flux convergence over the arid southwest appears to be the primary driver of the precipitable water tendency in that region.
The regional pattern of diurnal vapor flux convergence in NARR shows the same circulation seen in the assimilated precipitation (Figs. 7d,e,f ) . A similar circulation was first suggested by Rasmusson (1967) . This suggests that the timing of diurnal precipitation is most strongly determined by anomalous dynamical convergence in the moist lower atmosphere. The nocturnal precipitation maximum in the Upper Midwest corresponds to nocturnal moisture convergence likely supplied by the Great Plains low-level jet, which bisects the precipitation circulation affecting a large portion of the Continental United States. Surprisingly, the residual vapor flux convergences produce nearly identical regional patterns in the global reanalyses, although they cannot reproduce the patterns in diurnal precipitation. Examined as a whole, the global reanalyses reproduce the basic patterns of NARR evaporation, precipitable water tendency, and vapor flux convergence, but fail to generate the pattern in the remaining component (precipitation). Again, the convective parameterizations are most likely to blame, placing too much emphasis on diurnal variations in energy (e.g., CAPE) at the expense of what appears to be the true dynamical forcing.
The low-level jet is only one of many diurnally forced dynamical anomalies. Figure 11 shows large regional patterns in the diurnal variation of 10-meter winds. The most prominent patterns show the well-documented mountain/valley and land/sea circulations, with air flowing upslope and onshore during the afternoon and downslope and offshore in the morning. The patterns are similar among all of the reanalyses, although the global reanalyses feature larger diurnal amplitudes. Preliminary examinations of diurnal dynamical anomalies throughout the atmospheric column (not shown) reveal complex three-dimensional features on many spatial scales. While the Arakawa-Schubert based parameterizations overwhelm the influence of these dynamical features, they likely have significant impacts on diurnal precipitation patterns.
Atmospheric energy
Atmospheric energy is balanced through
where C p is the specific heat of air with respect to pressure, T is temperature, KE is kinetic energy, p is total atmospheric mass, f s is the surface geopotential, and LP is the latent heat released throughout the column by precipitation. The left-hand side of Eq. 6 represents the tendency of thermal, kinetic, and potential energy (herein referred to as the total dry energy), and the first term on the right-hand side represents the convergence of total dry energy. As discussed in previous sections, sensible heat input to the atmosphere regularly follows a noontime peak, and the latent heat released by precipitation is large but sporadic. The SFM6 and RII6 experiments have been extensively post-processed to produce the column-integrated atmospheric energy variables that allow an examination of the atmospheric energy budget, which cannot be easily performed on the available NARR output. This section is therefore restricted to the global reanalyses. Figure 12 shows SFM6's mean values of column-integrated longwave cooling and shortwave heating, as well as the total dry energy and its divergence. Due, in part, to the reduced size of the atmospheric column, the radiation and total dry energy values are lower over elevated terrain. Dry energy divergence seems to be amplified over warmer regions.
As mentioned in Section 4, the bulk of diurnal forcing occurs at the surface as the atmosphere is mostly transparent to solar radiation. Although the atmosphere experiences a negative mean net radiative heating due to longwave emission (not shown), Fig. 13 shows a peak in the diurnal cycle of total radiative heating (i.e., a minimum in atmospheric radiative cooling) shortly after noontime in the global reanalyses. The individual components of atmospheric radiative heating, however, display different diurnal behaviors. The shortwave heating generates a positive noontime peak coincident with maximum solar angle, and is zero during the nighttime. The longwave heating corresponds to the mid-afternoon peak in surface temperature (recall Fig. 6a,b,c) , but is much smaller in diurnal amplitude and never is large enough to cause positive longwave heating. Although the mean atmospheric longwave cooling dominates the mean radiative heating, the diurnal variation of shortwave heating dominates the diurnal variation. The diurnal behavior of net radiative heating therefore has the same amplitude as the shortwave heating and a very similar phase, but the phase is lagged slightly by the longwave variation. In both reanalyses, the low diurnal temperature range over the oceans diminishes the diurnal cycle of the longwave emission, resulting in noontime peaks in the net radiative heating.
The diurnal cycle of total dry energy is driven not by the radiative input, but by the dynamical response to uneven heating across the globe. As the diurnal solar forcing heats up water vapor and ozone over the daytime face, thermal expansion forces pressure anomalies which lead to a semidiurnal thermal tide (as described by Lindzen, 1967) . The resulting semidiurnal geopotential variations are the strongest element of the diurnal cycle of total dry energy in the global reanalyses. The thermal tide leads to a minimum in pressure during the warmest portion of the day (Dai and Wang 1999) , as the mean stability of the atmosphere causes thermally expanding air to horizontally diverge. The reanalyses reflect this behavior in Fig. 14a,b , as the total dry energy divergence (constructed in the same manner as the constructed vapor convergence in Section 6) peaks in the late afternoon. By including the full atmospheric column, the results presented in this study reflect the semidiurnal influence of the upper atmosphere, which dominates over the diurnal surface convergence (see Fig. 11 ). Interaction with the land surface enhances the diurnal nature of total dry energy in the lower atmosphere over the land, but over the ocean (with diurnally constant sea surface temperatures) either semidiurnal peak may be larger. Over portions of the Gulf of Mexico and Atlantic Ocean where the diurnal influence is weak, adjacent vectors point in opposite directions (indicating 12 hour differences in peak time), reflecting the similarity in amplitude between morning and afternoon semidiurnal maxima.
Atmospheric dry energy tendency peaks in the morning @6 hours before the afternoon maximum in divergence (see Figs. 14c,d) . The maximum total dry energy values are reached shortly after noon, but before the afternoon maximum temperatures are reached. This maximum is caused by the backward convergence of air leading to a thermally driven high pressure tide, as well as the rising sun beginning to heat the atmosphere. This atmospheric total dry energy maximum is therefore the constructive interference of the diurnal nature of sensible and solar radiative heating as well as the semidiurnal convergence due to the thermal tide. The amplitudes of both the convergence and tendency of total dry energy are largest at lowlatitudes, where the strength of the solar forcing causes large thermal tides.
Summary and conclusions
Diurnal cycles of water and energy from NARR, SFM6, and RII6 were examined over the summertime Continental United States. A least-squares fit of diurnal and semidiurnal harmonics to a mean day allows for a smooth representation of the diurnal variation. The phase and amplitude of this smoothed cycle characterize the diurnal behavior of the major components of water and energy.
A preliminary comparison with CEOP observations from the ARM SGP site shows some agreement between fundamental surface energy components, but broad disagreement among water cycle components affected by diurnal dynamical structures and the convective parameterizations. The turbulent fluxes (and other surface energy variables) show remarkable consistency in their phases across various regions with unique land types, although the models with the Noah land-surface scheme show, perhaps, more appropriate regional differences in diurnal amplitude. Further comparisons with CEOP observations, as the data become available, in diverse regions will be useful for model evaluations.
The simulated water cycle is strongly affected by regional diurnal circulations, atmospheric convergence, and parameterizations of convection, clouds, and the boundary layer. Despite their coarser resolution, SFM6 and RII6 reproduce the diurnal circulation of vapor convergence centered in Northern Texas and Oklahoma seen in NARR. Their diurnal precipitation patterns, however, lose the distinct regional behaviors seen in assimilated NARR precipitation due to overactive convective parameterizations. The global reanalyses' Arakawa-Schubert based schemes may perform fairly well on seasonal and longer timescales, but overpower subtle driving mechanisms on diurnal precipitation, resulting in a consistent early-afternoon peak and the inhibition of mature convective environments.
Atmospheric total dry energy follows a strongly semidiurnal behavior, driven by solar tides in the upper atmosphere. Isolated from the surface on the diurnal timescale, total dry energy does not show strong regional behaviors due to underlying surface features, aside from an enhanced diurnal contribution in the lower atmosphere over land.
The tendencies of surface water, precipitable water, and atmospheric total dry energy are on the same scale as standard components of their respective diurnal budget equations. Although they are negligible over longer periods, they are significant on the diurnal scale, and can offer great insight into the nature of these cycles.
Among the two global reanalyses (SFM6 and RII6), SFM6 generates more regionally unique behaviors. Its results also more closely mimic NARR, although this may be due to a landsurface scheme (Noah) common to both models. The mostly improved performance of SFM6 over RII6 is gratifying as it is a somewhat newer generation modeling system, and thus would appear to be the best ECPC global reanalysis submitted to the CEOP database for water and energy budget comparisons on these timescales, although the RAS convective parameterization does not appear to perform as well as SAS.
Many model structures were designed for studies on longer timescales, but the diurnal variations reveal weaknesses in diurnal dynamics and parameterizations that affect stability, convection, and the land-atmosphere interface. Improvements in resolution alone will not solve all of these diurnal problems. Finally, an improved diurnal cycle will improve the statistical distribution of events ranging from hours to weeks in simulations, allowing a better representation of how today's (and tomorrow's) climate affects society.
