Motivated by various distributed control applications, we consider a linear system with Gaussian noise observed by multiple sensors which transmit measurements over a dynamic lossy network. We characterize the stationary optimal sensor scheduling policy for the finite horizon, discounted, and long-term average cost problems and show that the value iteration algorithm converges to a solution of the average cost problem. We further show that the suboptimal policies provided by the rolling horizon truncation of the value iteration also guarantee stability and provide near-optimal average cost. Lastly, we provide qualitative characterizations of the multidimensional set of measurement loss rates for which the system is stabilizable for a static network, significantly extending earlier results on intermittent observations.
I. INTRODUCTION
M ODERN networking structures and applications have inspired considerable interest in remote sensing and control. The performance of a distributed control system is highly dependent on the structure of the communication links between system components, and the added complexity introduced by these links makes reliably predicting and controlling behavior difficult. Further, distributed systems with multiple sensors require control of both the system as well as the scheduling of observations. As this work addresses a system with both intermittent observations and multiple sensors, we present a brief summary of related work in each area before discussing the few efforts to address both aspects.
Intermittent Measurements: A fundamental problem with distributed sensing is accounting for the possibility of lost or intermittent measurements, which can occur randomly or as a result of interference (such as packet collisions). In the seminal work of [1] , it was shown that for a discrete time linear system with appropriate Gaussian noise, the error covariance is bounded provided the measurement loss rate is below a particular critical value. A number of additional studies have sought to further characterize the behavior of the error covariance for particular systems [2] , or with additional assumptions [3] - [5] .
More complex network behavior has also been incorporated into the estimation problem. A number of studies have considered correlated measurement losses, where consecutive transmissions are more or less likely to be lost, frequently modeled as Markov processes of varying complexity [6] - [10] . Some have additionally incorporated measurement transmission delays [11] , [12] and additional network constraints such as data transmission rates or power considerations [13] - [15] . When multiple distributed sensors broadcast on correlated channels, as in wireless networks, additional intermittency issues arise from interference [16] - [19] .
Previous studies have also a variety of transmission contexts. When the sensor has local processing capability, a local state estimate can be calculated and transmitted in lieu of the measurement [20] , [21] . Other studies have considered networks in which successful data transmission is not consistently verifiable or acknowledged [22] , [23] , or data transmissions may be partially lost [24] , and some have sought to extend the distributed control problem to include intermittent actuation [25] - [27] and intermittent acknowledgement messages [28] .
Sensor Scheduling: An aspect of distributed sensing considers situations in which network characteristics constrain transmission, forcing the system to choose if a sensor will transmit at each time step. Sensor schedules attempt to maintain system stability while optimizing system performance according to various metrics. Some approaches scheduled sensor transmissions randomly according to a predetermined (possibly random) schedule [29] - [31] .
Dynamic sensor scheduling, based on various information available to the scheduler, can lead to significantly better performance but requires more complex analysis. Many studies trigger transmission when a sensor's information will substantially improve the state estimate of the system [32] - [34] , while more complex schemes seek the best global sensor transmission policy based on network structure and constraints.
In [35] , the authors characterize the optimal sensor schedule for the LQG control problem, and show that a partial separation principle allows a full characterization of the finite horizon and long-term average control problems. The resulting dynamic programming can be computationally difficult even for the finite horizon problem, so other approaches have included relaxation to allow convex optimization [36] , [37] , eliminating redundant schedules [38] , or finding simpler, nearoptimal periodic policies [39] . For the simpler case of multiple independent linear systems, [40] showed similar results and analyzed various suboptimal policies.
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Sensor scheduling with intermittent measurements: The intersection of these two areas, namely optimal sensor scheduling with intermittent network links, has been largely neglected. An early example is [41] , which considers a specific network model based on packet protocols and selects sensors to minimize the instantaneous error covariance. Following the pattern of earlier work, the authors use a convex relaxation of the optimization problem to find a suboptimal schedule.
Another early effort considers the finite-horizon sensor scheduling problem when measurements are randomly lost with fixed probability [42] . Rather than seeking optimal scheduling policies, however, the authors present a heuristic rule (that sensors with less measurement noise should transmit as much as possible but later than noisier sensors) and show that there exists a policy obeying the rule which is at least as good as any policy that violates the rule.
The authors in [43] present a more comprehensive linear estimation problem, proving the independence of the average cost from the initial estimation error (previously shown in [35] ) and the existence of near-optimal periodic schedules (simultaneously developed in [39] ). However, [43] also briefly extends these results to schedule-dependent Bernoulli measurement losses.
More recently in [44] , the authors considered optimal scheduling of sensors, each of which can fully observe the unstable system states and calculates a local state estimate for transmission to a central estimator. Since the local estimates converge for the infinite horizon problem, one need only consider countably many possible covariance values when selecting sensors. The study in [44] also describes several structural results for the optimal schedules, and goes on to mention transmitting measurements instead of estimates. However, the structural results do not hold for measurement transmission, and the authors balk at considering the entire set of positive semidefinite matrices as a state space for the sensor scheduling problem.
In this work, we consider a discrete-time linear quadratic Gaussian (LQG) system observed by a finite number of sensors. When queried, a sensor attempts to transmit the measurement to the controller over a noisy network which intermittently loses the measurement. Further, the network has its own query-dependent stochastic dynamics, allowing for complex congestion models. A diagram of the system is shown in Figure 1 .
Here, we make only mild assumptions on the system structure and assume that the system is stabilizable. This rather basic assumption of stabilizability enables us to derive a wealth of interesting new results:
• A stationary, average-cost optimal policy exists, and under that policy the system is geometrically stable. Further, the value function can be effectively approximated by solving for the optimal policy on a bounded subset of the state space and extending with any stable control. The process is again stable under the calculated policy, and the approximated average cost is an effective estimate of the true cost. • The value iteration algorithm, linking the finite horizon control problem and the average cost ergodic control Fig. 1 . Overview of the system detailed in Section II. An observation Yt is lost (γt = 0) with probability λt, which depends on which sensor is queried (Qt) and network state (St).
problem, converges to the value function. • After finitely many steps, the sub-optimal policies calculated via the value iteration algorithm also induce a stable system, and the induced average cost converges geometrically to the optimal average cost. • Additionally, we show that a special case of our results generalizes the original stabilizability results of [1] to the case of multiple scheduled sensors with unique loss rates. The results provide insight into the structure of a closed set of loss rates for which the system is stabilizable and imply that unknown loss rates can be estimated online without affecting long-term average performance. We also present an explicit characterization of the stabilizable region for independent one-dimensional systems. It is remarkable that such a comprehensive set of results can be shown with only basic assumptions for a practical Markov decision process with an infinite state space. Combining key results, one can find a near-optimal, stable policy in just a few steps of the value iteration algorithm using a truncated state space.
Section II describes the system structure, our key assumptions, and some basic results on the Kalman filtering part of the problem. The optimal control problems and results are presented in Section III, and Section IV contains the results on the convergence of the value iteration algorithm. The important special case is discussed in Section V, and finally conclusions are summarized in Section VI. For clarity, all proofs and supporting lemmas are left to appendices.
A. Notation
The letter d refers to the dimension of the state space. We let M + 0 (M + ) denote the cone of real symmetric, positive semi-definite (positive definite) d × d matrices. The identity matrix of size d is denoted by I d . For a matrix G ∈ M + , σ(G) and σ(G) denote the smallest and largest eigenvalues of G, respectively. Recall that the trace of a matrix, denoted by tr(·), acts as a norm on
for all β ∈ [0, 1]. Concavity for functions f : M + 0 → M + 0 is defined in the same way, but replacing the inequality in (1) with the ordering . We also denote a normal distribution with mean x and covariance matrix Σ as N (x, Σ). Given a strictly positive real function f on S × M + 0 , where S is a finite set, the f -norm of a function g : S × M + 0 → R is given by
We denote by O(f ) the set of real-valued functions on S×M + 0 which have finite f -norm and are continuous, concave, and non-decreasing in the second argument.
II. SYSTEM, SENSOR, AND NETWORK MODEL
We consider a linear quadratic Gaussian (LQG) system
where X t ∈ R d is the system state, U t ∈ R du is the control, and W t ∈ R dw is a white noise process. We assume that each W t ∼ N (0, I dw ) is i.i.d. and independent of X 0 , and that (A, B) is stabilizable. The system is observed via a finite number of sensors scheduled or queried by the controller at each time step. Let {γ t } be a Bernoulli process indicating if the data is lost in the network: each observation is either received (γ t = 1) or lost (γ t = 0). A scheduled sensor attempts to send information to the controller through the network; depending on the state of the network, the information may be received or lost. This behavior is modeled as
if γ t = 1, otherwise no observation is received. The dimension of Y t may be variable, and naturally equals the number of rows of C q for q = Q t−1 . The query process {Q t } takes values in the finite set of allowable sensor queries denoted by Q. For each query q ∈ Q, we assume that det(F q F T q ) = 0 and (primarily to simplify the analysis) that DF T q = 0. Also without loss of generality, we assume that rank(B) = N u ; if not, we restrict control actions to the row space of B.
The network congestion is modeled as a random process S t , also controlled by Q t , taking values on a finite set S of network states:
for s, s ∈ S, t ≥ 0, and a known initial state S 0 = s 0 ∈ S. The observed information is lost with a probability that depends on the network state and the query, i.e.,
where the loss rate λ : S × Q → [0, 1]. The network state S t and the value of γ t are assumed to be known to the controller at every time step.
The running cost is the sum of a positive network cost R : S × Q → R and a quadratic plant cost R p :
where R, M ∈ M + . To help with later analysis, we choose some distinguished network state denoted as θ ∈ S, which satisfies θ ∈ arg min At each time t, the controller takes an action v t = (U t , Q t ), the system state evolves as in (2) , and the network state transitions according to (4) . Then the observation at t + 1 is either lost or received, determined by (3) and (5) . The decision v t is non-anticipative, i.e., should depend only on the history F t of observations up to time t defined by
Such a sequence of decisions v = {v t : t ≥ 0} is called a policy, and we denote the set of admissible policies by V. As customary, a policy is called Markov if v t depends only on the current state.
For an initial condition (s 0 , X 0 ) and a policy v ∈ V, let P v be the unique probability measure on the trajectory space, and E v the corresponding expectation operator. When necessary, the explicit dependence on (the law of) the initial conditions or their parameters will be indicated in a subscript, such as P v s0,X0 or E v s0,x0,Σ0 .
A. Kalman Filter and Update Properties
We have thus far described a system given by partially observed controlled Markov chain, which we now convert to an equivalent completely observed model. Standard linear estimation theory tells us that the expected value of the state X t := E[X t | F t ] is a sufficient statistic. Let Π t denote the error covariance matrix given by
The state estimate X t and the error covariance matrix Π t can be dynamically calculated via the Kalman filter
with X 0 = x 0 . The Kalman gain K q,γ is given by
and the error covariance evolves on M + 0 as
When an observation is lost (γ t = 0), the gain K q,γt = 0 and the observer (6) simply evolves without any correction factor.
For a sensor query q ∈ Q, define T q :
and an operator T q on functions f :
It is clear then that (S t , Π t ) forms a completely observed controlled Markov chain on S × M + 0 , with action space Q, and kernel T q . Admissible and Markov policies are defined just as previously but with v t = Q t , since the evolution of Π t does not depend on the state control U t . Thus
We will sightly abuse terminology by calling a function f on S × M + 0 concave/continuous/monotone if f (s, ·) is concave/continuous/monotone for all s ∈ S. Note that a function on M + 0 , such as tr(·), can be naturally extended to S × M + 0 , but that T q tr(·) depends implicitly on s. The following lemma follows easily from the definition of T q using standard results from, for example, [29, Lemmas 1-2].
Lemma 2.1: T q preserves continuity and lower semicontinuity for all functions, and preserves concavity and monotonicity for non-decreasing functions (with respect to ).
Trace is concave and non-decreasing, so for any constant m > 1, query q ∈ Q, and (s, Π) ∈ S × M + 0 ,
Rearranging and iterating for a sequence of sensor queries {q 0 , . . . , q k } yields
Note that there is no strict separation principle between estimation and control for the LQG model with sensor scheduling, but as we are going to see, the partial separation result in [35] makes optimal control synthesis possible, and renders the completely observed controlled Markov chain (S t , Π t ) equivalent to the partially observed one for control purposes.
B. Stability
A well-known necessary condition for stability is that
In the absence of intermittency it has been shown in [35] that these conditions are also sufficient. However, with intermittency these conditions are clearly not sufficient, and simple algebraic sufficient conditions for stability with intermittent observations do not seem possible, even for a system without sensor scheduling [1] . In this work we will simply assume that the estimation is stabilizable under some scheduling policy, and then investigate the optimal control problem under the running cost R + R p .
Suppose that a particular query process Q, together with some state estimation scheme are known to result in a bounded trajectory of the error covariance matrix. It is then clear, by the optimality of the Kalman filter, that Q together with the Kalman filter estimator in (7) will also keep the error covariance bounded. Moreover, since (A, B) is stabilizable then a feedback controller can be designed so that the variance of X stays bounded.
Assumption 2.1: The following hold:
The controlled Markov chain governing the network dynamics given in (4) is aperiodic (over any admissible querying policy) and uniformly irreducible in the following sense: there exists n • ∈ N such that for any pair of states s, s ∈ S, and any sequence of n • queries {q i } i∈{1,...,n•} in Q n• , there exists a sequence of states s 1 , . . . , s n with n < n • such that
We argue briefly that the bound in Assumption 2.1(iii) generalizes to all initial state combinations. By the monotonicity of trace and the previously shown properties of T , (9) also holds for initial conditions (s • , 0) and query process Q. Using Assumption 2.1(i), we show later in Lemma A.1 that with initial covariance 0, the eigenvalues of Π t are bounded away from 0 by some • > 0 for all t ≥ d. Combining this result with Assumption 2.1(ii), it follows that for any s ∈ S there is an n ∈ N and a strictly positive definite Σ such that (9) holds for (s , Σ ) with a query sequence Q given by Q t = Q t+n . Let > 0 be the smallest of the eigenvalues of the Σ matrices. Again using monotonicity of trace and the properties of T , if Σ ∈ M + 0 such that tr(Σ) < then for any s ∈ S (9) holds for (s, Σ) and some Q .
Then for any s ∈ S and Σ ∈ M + 0 , choose such that 0 < < σ(Σ) . For any t > 0, using (8),
. Since the right hand side is bounded for all t > 0, we have proven the following lemma. 
for some constant c which does not depend on (s, Σ).
It is important to mention here that Assumption 2.1 is equivalent to the following seemingly much weaker condition.
Assumption 2.2: There exists a sequence of admissible policies Q n = {q n 0 , . . . , q n n−1 } such that
The proof of this fact relies on the techniques developed later in the paper, and occupies Appendix D.
Remark 2.1: It is evident that Assumption 2.2 is necessary for the system to be stabilizable under some admissible control, and thus cannot be weakened any further. Thus the equivalence of Assumptions 2.1 (iii) and 2.2 implies the following dichotomy: under Assumption 2.1(i)-(ii), if Assumption 2.1(iii) does not hold then sup t>0 E Q s0,X0 [tr( Π t )] = ∞ for all initial conditions (s 0 , X 0 ) and all admissible policies Q. Therefore Assumption 2.1 is a necessary condition for the long-term average control problem to be well-posed. 
gives us the following useful bound: there exist positive constants c 0 and c 1 such that
for all t ≥ 0. Remark 2.3: We also show later (in Corollary 5.1) that if (C, A) is detectable then Assumption 2.1 holds for an open set of the loss rate parameters, and therefore Assumption 2.1 is generally non-vacuous.
III. OPTIMAL CONTROL
We are interested in finding admissible policies that minimize the long-term average cost,
In approaching the average cost problem, we also consider the α-discounted finite horizon cost for α ∈ (0, 1), given by
where Π fin ∈ M + 0 is a terminal cost, and the α-discounted cost,
In each of these problems and throughout the analysis, we assume that S 0 = s 0 ∈ S and X 0 ∼ N (x 0 , Σ 0 ) unless otherwise specified. Unsurprisingly, in the following sections the α-discounted finite horizon problem will lead to results for the α-discounted problem, which will in turn lead to results for the average cost problem.
A. Optimal Control for the Finite Horizon Problem
The optimal feedback control for the finite horizon problem is well understood; detailed derivations can be found in, for example, [45, Sec. 5.2]. For the finite horizon α-discounted problem, given any particular sequence of n sensor queries, the optimal control policy can be derived directly from (12) , and takes the form of the linear feedback control
where the feedback gain K α,t is determined by the backward recursion
with Π α,N = Π fin . However, to facilitate the study of the infinite horizon case, we note that since (A, B) is stabilizable, there exists a unique matrix Π * α ∈ M + that solves the algebraic Riccati equation
By setting Π fin = Π * α , the backward recursion in (14) is tinvariant and, as noted in Section II, the expected value of the state can be dynamically calculated via the Kalman filter estimate X in (6) . So the optimal control for the plant takes the form of a linear feedback given by
DefineΠ
The following result recasts the finite horizon optimal control problem in terms of the error covariance rather than the system state and control.
is the linear feedback defined in (16) and {Q * α,t } is a selector from the minimizer in the n-step dynamic programming equation. Define
Then v * α,n is optimal for the finite horizon control problem with Π fin = Π * α , and we have
Before proceeding to the infinite horizon results, we show an essential application of the bound in (11) .
Lemma 3.1: There exists a positive constant c s such that with the stabilizing query processQ from Assumption 2.1, for any n > 0 and α ∈ (0, 1)
Bounds of this form, relating optimal costs to trace, will prove repeatedly useful as the analysis proceeds.
B. Optimal Control for the α-Discounted Problem
Once again, we can recast the optimal control problem in terms of the error covariance rather than the state and control processes. In the infinite horizon case, this leads to a modified discounted optimality equation.
Theorem 3.2: For α ∈ (0, 1), there exists a unique lower semicontinuous function f * α :
withΠ α as in (17) . If q * α : S × M + 0 → Q is a selector of the minimizer in (21) , then the Markov policy given by
is optimal for the α-discounted infinite horizon problem, and
Further, the querying component of any optimal stationary Markov policy is an a.e. selector of the minimizer in (21) .
C. Optimal Control for the Average Cost Problem
Finally, we use a vanishing discount approach to show that there is a solution to the average cost problem. A critical result enabling the vanishing discount approach is the following:
Lemma 3.2: The differential discounted value function
is locally bounded, uniformly in α ∈ (0, 1), and the set {f α : α ∈ (0, 1)} is locally Lipschitz equicontinuous on compact subsets of M + 0 . In the course of proving Lemma 3.2, another upper bound with trace is shown: for some positive constant κ 0 we havē
Using this bound and the properties of trace, we characterize solutions of the average cost problem and show that an optimal stationary policy exists. 
If q * : S × M + 0 → Q is a selector of the minimizer in (24), then the policy given by v * = {U * t , q * (S t , Π t } t≥0 , with
and { X t } as in (6), is optimal, and satisfies
In addition, the querying component of any optimal stationary Markov policy is an a.e. selector of the minimizer in (24) . It is worth noting that f * is concave and non-decreasing in M + 0 , and that using (23) and the vanishing discount construction of f * , there exist constants m *
Furthermore, directly from (24),
so f * must be strictly increasing in Σ.
Noting the definition of f * in (24), for the remainder of the paper we consider the equivalent average cost optimization problem with the cost function 
for (s, Σ) ∈ B r , while for (s, Σ) ∈ B c r we solve the Poisson equation corresponding to (28) with q =q. We let q r denote the concatenation of the controlq with a measurable selector from (28) . Note that f r satisfies the drift condition in the proof of Theorem 3.3. As a result the process under q r is stable. We leave it to the reader to verify that as r → ∞, r → * , and so the truncated system is a good approximation of the complete system.
IV. RELATIVE VALUE ITERATION
The relative value iteration (RVI) and value iteration (VI) algorithms generate a sequence of real-valued functions on S × M + 0 and associated constants that, as we will show, approach solutions (f * , * ) of (24). For a stationary Markov policyq : S × M + 0 → Q, we adopt the notation rq(s, Σ) := R(s,q(s, Σ)) + tr(Π * Σ).
Respectively, the RVI and VI are given by
where both algorithms are initialized with the same function ϕ 0 : (S × M + 0 ) → R + . Using the bound in (27) , we can find positive constants θ 1 and θ 2 such that
Without loss of generality we can assume θ 1 < 1 to facilitate some later estimates.
The next theorem proves that both the RVI and VI algorithms converge. Note that the initialization requirements are easily satisfied by, for example, ϕ 0 = 0.
and ϕ n converges to f * − f * (θ, 0) + * . Stability of the policies generated by the VI/RVI algorithms is usually not guaranteed. One would hope that the Markov policy computed at the n th stage of the value iteration is a stable Markov policy and its performance converges to the optimal performance as n → ∞. This topic is commonly referred to as rolling horizon, and is well understood for finite state MDPs [46] but it is decidedly unexplored for nonfinite state models. Among the very few results in the literature is the study in [47] for bounded running cost and under a simultaneous Doeblin hypothesis, and the results in [48] under strong blanket stability assumptions. For the model considered here there is no blanket stability; instead, the inf-compactness of the running cost penalizes unstable behavior. Exploiting the constructive steps of the value iteration convergence proofs allows us to show that the rolling horizon policies are indeed stable, as follows.
Theorem 4.2: For large n, the policy q n generated by the n th stage of the VI or RVI algorithm is stable, and the average cost obtained under q n converges geometrically to * as n → ∞.
This result has significant implications for computational effort. The geometric convergence rate indicates that only few iterations of the VI algorithm are needed to find a stable control that is near-optimal.
V. SENSOR-DEPENDENT LOSS RATES
We now turn our attention to a special case of the previous results, with a single network state. In this case, the network cost is simply a function of the query process {Q t }, taking values in the finite set of allowable sensor queries Q. The loss rate depends only on the query, so can be treated as a vector λ in [0, 1] |Q| , indexed by the corresponding query:
for q ∈ Q. We are interested in characterizing the set of loss rates Λ s ⊂ [0, 1] |Q| for which the system is stabilizable. Our formulation generalizes the problem in [1] , which analyzes the system (2)-(3) without sensor scheduling (C q = C) and therefore with a single loss rate.
Recalling the discussion around Assumption 2.1, Λ s = ∅ unless (A, B) is stabilizable and (C, A) is detectable. Hence, without loss of generality, we assume (A, B) is stabilizable and (C, A) is detectable and therefore, by the results in [35] , 0 ∈ Λ s . Theorem 5.1: If the system (2)-(3) with (32) is stabilizable for a loss rate λ ∈ [0, 1] |Q| , then it is also stabilizable for any other loss rate λ ≤ λ . In other words, the set Λ s is orderconvex with respect to the natural ordering of positive vectors in R |Q| .
Moreover, a lower loss rate leads to a smaller error covariance at every time step. We continue with another important result.
Theorem 5.2: If the system (2)-(3) with (32) is stabilizable for a loss rate λ ∈ [0, 1] |Q| , there exists an open neighborhood B ⊂ [0, 1] |Q| around λ such that the system is stabilizable for λ ∈ B.
Combining these results we obtain the following corollary concerning the structure of Λ s .
Corollary 5.1: Suppose that (A, B) is stabilizable and (C, A) is detectable. Then, there exists a critical surface W in (0, 1] |Q| such that the system is stabilizable with loss rate λ if and only if λ < λ ∈ W. More precisely, there exists a function F : R |Q|−1 → [0, 1] which is nonincreasing in each argument such that the system is stabilizable with loss rate λ if and only if λ |Q| < F(λ 1 , . . . , λ |Q|−1 ). In other words, Λ s is the strict hypograph of F.
We call the set of sensor queries Q non-redundant if the system is not detectable with any proper subset of the sensor queries. That is, the system using only Q \ {q} for any q ∈ Q is not stabilizable for any admissible query sequence. When Q is non-redundant and q is a stabilizing stationary Markov policy, the set of states where any particular query q is chosen,
satisfies µ q (S q ) > 0 for each q ∈ Q where µ q is the invariant probability measure. Furthermore, there must be a subset S q ⊂ S q with µ q ( S q ) > 0 such that T q ( Σ) < Ξ( Σ) for all Σ ∈ S q ; if not, then a different sensor could be queried instead of q and the system would still be stable. Theorem 5.3: Suppose that the set of sensors is nonredundant and that λ, λ ∈ Λ s such that λ ≤ λ and λ = λ . Then * λ < * λ . Noting that the average cost * λ → ∞ as the system parameters approach the boundary of the stability region the set Λ(κ) := {λ : * λ < κ} is a ray-connected neighborhood of 0 for all κ > 0. Clearly, κ>0 Λ(κ) = Λ s . Remark 5.1: Note that similar results could be shown for the more general case with network states dictating loss rates. However, the analysis is much more involved, and may require additional assumptions on the structure of the network state transition probabilities. We present the simpler version here to facilitate the analysis and the comparison to the previous works.
Remark 5.2: Suppose that the loss rates depend only on the query, as in (32) , but are unknown. Then the implications of Theorem 5.2 are remarkable. Since stability is shown to be an open property, if one can find an estimator sequence λ t → λ a.s., then the system will retain stability and the long-term average performance would be the same as the if the rates were known beforehand. Since the channel is Bernoulli, recursive estimation of the loss rates leading to a.s. convergence to the true value is rather straightforward. For example, a maximum likelihood estimator can be employed, as in [49] .
A. Diagonal Structures
Without loss of generality we focus on the estimation problem. Consider two independent one-dimensional systems
where {w
Normal random variables. Note that we can always scale the system so that c i = 1 and w (i) k has unit variance, so the above representation is without loss of generality. It is well known that the Kalman filter with intermittent observations is stable for each subsystem separately if and only if λ i < (max i a i ) −2 [1] .
We concentrate on the case where a 1 = a 2 = a. We assume that a > 1, otherwise the problem is trivial. Suppose that the intermittency rate is of the form (λ, λ) with λ ∈ [0, a −2 ). Let ξ 1 and ξ 2 be the estimation error variances of x (1) and x (2) , respectively, and define ξ := (ξ 1 , ξ 2 ). Note that
and the analogous expression holds for T 2 . We have the bound
For > 0, let V : R 2 + → R + be defined as follows.
Let > 0 be small enough such that
where C 0 is a constant depending on , λ, and m 0 . On the other hand, if ξ 1 ≥ ξ 2 , and ξ 2 < m 0 , then V T 1 (ξ) is bounded and we obtain
for some constant C 0 . Therefore, by symmetry, we obtain min q=1,2
for some constant C 0 . Since (1 − 0 ) > 0 by (34) , stability follows. The same technique applies for a diagonal system as in (33) of any order. Thus we have proved the following. Theorem 5.4: Consider a system in diagonal form as in (33), with a i = a > 1, i = 1, . . . , N q . Then Λ s = [0, 1 /a 2 ) Nq .
VI. CONCLUSION
This paper presents a new stability result for optimal sensor scheduling with a more general and flexible structure than previous results. The inclusion of network dynamics allows for a variety of interesting and practical applications of distributed sensing and control. Further, we show that the results are not simply theoretical. The convergence of the value iteration algorithm, combined with the approximations on bounded subsets of the state space and rolling horizon policies, implies that practical results and applications of the theory are achievable. This richness of results is surprising given the generality of the system assumptions, as previous results of this type have relied on much more restrictive structural assumptions.
Our results directly extend and unify previous results on intermittent observations and sensor scheduling, and characterize the stabilizability of systems for varying intermittency rates. We show this extension explicitly, and also provide an explicit definition of the stabilizable set of intermittency rates for a simple but useful example.
The geometric convergence and other structural characteristics of the control results also suggest more general analytical results should be achievable, and we anticipate extensions of the structural results for specific distributed control problems.
APPENDIX A PROOFS OF RESULTS IN SECTION III
Proof of Theorem 3.1: Using the same approach as in [35] , we note that the linear feedback (16) is optimal relative to J v α,n . That is, for any admissible query sequence {Q t : t ≥ 0} and the corresponding set of admissible state control policies U, we have inf
A straightforward calculation gives
Thus for t = 0, . . . , N − 1, we have
Then iterating backwards yields
where the first two terms are clearly independent of the scheduling policy. If we define f (n) t as the cost-to-go function for
then the optimal scheduling policy {Q * α,t } can be found via (18) by dynamic programming.
Proof of Lemma 3.1: LetR = max S×Q R. From (36) and using (11),
and recalling that v * is the policy that minimizes J v α,n , the result follows.
Proof of Theorem 3.2: First, note that from (18) , thanks to the choice of Π fin = Π * α , we have
Let v * n be an optimal policy for the n-step optimization from Theorem 3.1, and letv n = {U * α,t , Q t } be the optimal feedback policy (13) with the scheduling policy from Assumption 2.1. From (20) with (19) , {f (n) 0 } are bounded pointwise in S × M + 0 . Since they are also monotonically increasing in n, it follows that f (n) 0 ↑ f * α for some lower semicontinuous f * α : S × M + 0 → R + . Taking monotone limits in (37) implies (21) , and similarly in (19) yields (22) .
Consider the structure of (37) . Trace is non-decreasing and concave, and the minimum of concave, non-decreasing functions is also concave and non-decreasing. T q preserves concavity for non-decreasing functions, so for any s ∈ S, initializing (37) with a non-decreasing and concave function (e.g., f ·) is non-decreasing and concave.
Let q * α be the selector from the minimizer in (21) , and using (35) , we obtain
Since we know that lim n→∞ J v * n α,n < ∞, it follows that
Then the structure of J v * α in (22) with the estimate in (20) 
and letting t → ∞ leaves
Finally, for any other v ∈ V with J v α < ∞, iterating (21) with v yields (38) and so the structure of (22) implies that q * α is optimal and f * α is unique. Any optimal policy v can equivalently utilize the optimal feedback U * α,t , so consider a stationary Markov policy v = {U * α,t , Q t }. If Q t is not an a.e. selector of the minimizer in (21) , then the inequality in (38) is strict and v cannot be optimal.
Note that in the proof of Theorem 3.2 we showed that f * α (s, ·) is non-decreasing, so inf Σ∈M + 
As argued in the proof of [35, Lemma 3.5] using (40), we have ker T q ( Π) = ker Ξ( Π) = ker( ΠA T ) ∩ ker(D T ) .
Consider any sample path { Π t , q t , γ t } 0≤t≤d−1 with Π 0 = 0. It follows by (41) that
Since there are finite many sequences {q t , γ t } 0≤t≤d−1 it follows that Π d−1 I for some > 0. The result then follows by the monotonicity property in Lemma 2.1.
Proof of Lemma 3.2: Select a constantc ≥ c s , the constant from Lemma 3.1, and P( Π d ∈ Bc | Π 0 = 0) = 1 (which is possible because there are only finitely many state/query/γ sequences of length d). Fix an s ∈ S, and with from
For an α-optimal policy q * α we have
Thus,
Therefore,
Since, by (20) and (22), (1 − α)f * α is bounded uniformly in α, the same is true of span Bc (f * α (s, ·)), and since there are only finitely many states, span S×Bc (f * α ) is also bounded uniformly in α. Now consider Σ ∈ M + 0 such that tr(Σ) ≥c. Clearly, Σ :=c tr(Σ) Σ ∈ Bc. Using the concavity of f * α we obtain
The bound in (43) implies the geometric drift condition in [51, (V4) ], and thus sup t≥0 E q * s,Σ [tr( Π t )] < ∞ for all (s, Σ). With K * from (26), (A − BK * ) is stable, so from the closed-loop state dynamics
the system is stable under (q * , U * ).
To show optimality, let {Q t } be any admissible querying sequence. Iterating (24) , we obtain
with equality if Q t = q * . Since the covariance Π t is stable, using (23), we have
so taking limits on both sides of (44), we obtain * ≤ lim sup
P q * s0,Σ0 -a.s.. Indeed, for any policy v ∈ V such that the limit supremum of the r.h.s. of (44) is finite, we have
Combining the above, for any v ∈ V, * ≤ lim sup
and q * is optimal. As in the discounted case, any policy with a query process that is not an a.e. selector of the minimizer in (24) induces a strict inequality in (45) , and therefore such a policy cannot be optimal.
APPENDIX B PROOFS OF RESULTS IN SECTION IV
Before proving the results, we introduce some essential intermediate results. The following lemma is a direct consequence of Lemma 2.1.
Lemma B.1: If ϕ 0 is continuous, concave, and nondecreasing, then ϕ n and ϕ n are also continuous, concave, and non-decreasing for all n > 0. 
ϕ n (s, Σ) − ϕ n (0, 0) = ϕ n (s, Σ) − ϕ n (θ, 0),
Proof: Note that (46) holds trivially for n = 0, and that if true for any particular n ≥ 0, then A direct implication of (48) is the following. Corollary B.1: If ϕ n converges pointwise to a function f : S × M + 0 → R, then ϕ n converges to f − f (0, 0) + * . Let q * : S × M + 0 → Q be a measurable selector from the minimizer of (24), and let q = {q m , m ∈ N} be a measurable selector from the minimizer in (30) corresponding to a solution ϕ. q is also a measurable selector from the minimizer in (29) since ϕ and ϕ are related by (46) and (48) . At the n th step of the VI, define the (nonstationary) Markov control
Iterating the VI equation (30) using the standard dynamic programming formulation yields the following form:
Recalling that the inequality (43) satisfies the geometric drift condition [51, (V4)], we note the following direct implication. Lemma B.3: There exists an invariant probability measure
Lemma B.4: For any n ≥ 0, it holds that 
.
Proof: Note that the inequality in (43) holds without loss of generality form 1 < 1. Letting α = 1−m 1 and rearranging, we get
T q * f * (s, Σ) ≤ αf * (s, Σ) +m 0 , and iterating yields
For B r as in (39) with r > 0 define the following shortened notation: 
Proof: Iterating (30) with q n and using the notation 
Letting τ = τ r , P q n (τ r ≥ n) → 1 as r → ∞. So the first term in (51) tends to the right-hand side of (50) by monotone convergence, and the result follows. Proof of Theorem 4.1:
We let E = {f * + c : c ∈ R} denote the set of solutions of the ACOE (24). We adopt the notation of dynamical systems and define the semi-cascade 
= 0 ∀(s, Σ) ∈ S × M + 0 and n ∈ Z + . Applying Dynkin's formula to f for r > 0: Then by induction ϕ 0 = ϕ everywhere, and therefore
for all (s, Σ) ∈ S × M + 0 and n ∈ N. From Lemmas B.4 and B.5, we have
Combining this inequality with (53) yields
For c ∈ R, we define the set 
So once within G c , the cascade remains in G c . Since translating ϕ 0 by a constant simply translates the entire orbit by the same constant, without loss of generality we will assume c = 0.
is finite for all n ∈ N. By optimality,
and so with m = n − 1, we obtain
The map n → µ q * Φ n [f ] is non-increasing and bounded below, so it must be constant on the ω-limit set of f under Φ n , denoted ω(f 
Integrating with respect to the invariant distribution µ v * yields
Since both h and Φ n [h] are in ω(f ), the right-hand side of (57) is equal to zero and therefore g n (s, Σ) = 0, (n, s, Σ)-almost everywhere. Using Lemma B.3, (56) becomes
Therefore ω(f ) ⊂ E ∩ G 0 , and since µ q * [f * − h] is a constant, the limit set must be a single function. Finally, the ω-limit set ω(ϕ 0 ) ⊂ G −δ is invariant under Φ n , and the only invariant subsets of G −δ are also subsets of E. Thus ϕ converges to f * plus a constant, (31) follows from (54) , and ϕ n converges pointwise to f * − f * (0) − * by Lemma B.1.
Proof of Theorem 4.2: Assume for simplicity that ϕ 0 = 0. Using the bounds in (54) and (27) we obtain
where c 0 is the appropriate combination of constants. Recalling the definition of q n from (49),
where c 1 and c 2 are appropriate combinations of constants from (58) and (11) along with * and the minimal value of R. But in (59), after some finite number of steps N , the second trace term will dominate the first:
In fact, since in (54) we have ϕ n+1 ≤ f * , we can use the bound in (27) again to show that with appropriate constants c 4 > 0 and c 5 the chain satisfies
So the policy generated by the n th stage of the value iteration algorithm is geometrically stable for n large enough. Let * n be the average cost obtained under the stable policy q n . Following the method in [46] , since µ q n is invariant under q n we have * n = µ q n r q n = µ q n ϕ n+1 − T q n ϕ n + * = µ q n ϕ n+1 − ϕ n + * .
Therefore, as n → ∞, (ϕ n+1 − ϕ n ) → 0 and so * n → * . In fact, from the bound in (58) the convergence to the optimal average cost is geometric.
APPENDIX C PROOFS OF RESULTS IN SECTION V
In order to distinguish between operations with different loss rates, we will indicate the corresponding rate in a superscript, as in T λ q f (Σ) = (1 − λ q )f (T q (Σ)) + λ q f (Ξ(Σ)).
Proof of Theorem 5.1: Suppose that λ ∈ Λ s , and let {Q t } be a stabilizing query sequence. Let λ ∈ [0, 1] |Q| such that λ ≤ λ . For a non-decreasing function f : M + 0 → R and any q ∈ Q, T λ q f (·) − T λ q f (·) = (λ q − λ q )(f (T q (·)) − f (Ξ(·))) ≤ 0.
Applying to tr(·), which is non-decreasing in M + 0 , we get T λ q tr(·)− T λ q tr(·) = −(λ q −λ q )tr( K q,1 (·)C q Ξ(·)) ≤ 0 , (60) since K q,1 (Σ)C q Ξ(Σ) ∈ M + 0 . Iterating (60) with the stabilizing query sequence yields
for all t ≥ 0, and stability with λ follows. Proof of Theorem 5.2: Let λ ∈ Λ s , and let f * be the solution of (24) with loss rate λ with q * a selector of the minimizer. Recalling the constants from (27) , let λ ≥ λ such that for a particularq ∈ Q, 0 < λ q − λq < σ(Π * ) m * 1 σ(A T A)
, and λ q = λ q for all q ∈ Q \ {q}. Then, using the bound (27), for some δ > 0 andM ∈ R. Hence the chain with rate λ is stable under q * . Applying this result and Theorem 5.1 to each index, we find that a loss rate vectorλ is in Λ s if
Proof of Theorem 5.3: Without loss of generality, let λ, λ ∈ Λ s such that λq < λ q and and λ q = λ q for all q ∈ Q \ {q}. For the system with loss rate λ (respectively, λ ), let f * λ (f * λ ) be the solution of (24), and let q λ (q λ ) be a selector of the corresponding minimizer. Define the set S λ q = {Σ ∈ M + 0 : q λ (Σ) =q, Tq(Σ) < Ξ(Σ)} , which from the preceding discussion satisfies µ q λ (S λ q ) > 0. f * λ is strictly increasing, so for any query q ∈ Q we have T λ q f * λ (·)− T λ q f * λ (·) = (λ q −λ q ) f * λ (T q (·))−f * λ (Ξ(·)) ≥ 0, with strict inequality on Σ ∈ S λ q when q =q. Define the nonnegative function g q (Σ) := T λ q f * λ (Σ) − T λ q f * λ (Σ). Then, for any Σ ∈ M + 0 , * λ = R(q λ (Σ)) + tr(Π * Σ) + T λ q λ f * λ (Σ) − f * λ (Σ) = R(q λ (Σ)) + tr(Π * Σ) + gq(Σ)1 q λ (Σ)=q
For all T large enough, the second term must be strictly positive because the process must query sensorq with nonzero average frequency. Taking limits as T → ∞, the third term approaches 0 and we are left with *
where J q λ λ is the average cost for the system with loss rate λ and using policy q λ . Since q λ suboptimal, it follows that * λ ≤ J q λ λ < * λ .
APPENDIX D EQUIVALENCE OF ASSUMPTIONS 2.1 AND 2.2
It is clear by the monotonicity properties of T q that (10) implies that the same property holds for each initial condition (s, Σ). Consider the sequence of empirical measures defined by ξ n (A, B) := 1 n n−1 t=0 P Q n θ,0 (S t , Π t ) ∈ A , Q t ∈ B
with A a Borel subset of S × R d and B a subset of Q. Assumption (10) implies that the sequence {ξ n } is tight, and using the arguments in [53] , [54] we deduce that some limit point of {ξ n } is an ergodic occupation measure π, which clearly satisfies tr(Σ) π(ds, dΣ, dq) < ∞. Disintegrating π we obtain π(ds, dΣ, dq) = µ(ds, dΣ)q(dq | s, Σ). Here µ is an invariant measure for the chain andq is a stationary Markov control.
We claim that sup t>0 Eq s,Σ tr( Π t ) < ∞ , 
It is also clear that Σ → J α (s, Σ) is concave, and it is therefore Lipschitz equicontinuous on every compact subset of M + , provided it is bounded at some point in M + uniformly in α (this is guaranteed of course by (63). Then, using the arguments in the proof of Theorem 3.3 we can take limits in (62) to obtain an equation J(s, Σ) + β = tr(Σ) + TqJ(s, Σ) ,
for some constant β. The concavity of Σ → J(s, Σ) then implies that (64) takes the form of a Foster-Lyapunov condition of the geometric type, from which (61) follows.
