Introduction
SCguin, Allard and Bhargava [ 1, 4] have recently introduced a class of codes (hereafter called SAB-codes) providing error protection in byte-oriented information systems. In the case of bytes of 8 bits, these authors have proposed a l-error correcting, 2-error detecting linear code of length 8 x 24 and dimension 7 x 23 with one parity byte which may correct any double error affecting two different information bytes. In this paper, we define SAB-codes over any finite field GF(q) for bytes of any length 1 and applying some theorems in finite geometry [2, 31 we give general constructions which in the binary case and for bytes of length 8 improve the code studied in 141. We also give a decoding algorithm based on the geometric properties of the construction.
Generalities
Definition 2.1. Let GF(q) be the finite field with q elements, q a power of a prime and GF(q)" the standard n-dimensional vector space over GF(q). A partial t-spread in GF(q)" is a set S = { Wi ( i E 1) consisting of t-dimensional subspaces of GF(q)" such that any non-zero vector of GF(q)" is in at most one element of S. That amounts to say that dim Wi = l and Wi rl Wi = (0) for if j, i, j E 1.
A SAB code with one parity l-byte over GF(q) is then a linear code denoted SAB(M,, . . . , A$,,, 1, t, q) defined by the following parity control matrix: 
the bij being the components (in GF(q)) of bi, and where
is the parity byte (b' denotes the transpose of b). A SAB code is thus very easy to encode. His length is (m + 2)1, his dimension (m+l)x(l-1) and his rate (m+l)(l-l/l)/(m+2).
The following theorem has been proved in [l] for q = 2 and I = 2'.
Theorem 2.4 (Skguin, Allard, Bhargava) . Let C be a ((m + 2)1, (m + 1)(1-1))~SAB code with one parity l-byte over GF(q). Then C is one-error-correcting and allows to correct all double-error patterns affecting two different information bytes. Moreover, C is 2-error-detecting, (i) in the binary case, when the minimum weights of the subspaces Wi are greater or equal to two, or (ii) in the case qf 2, when, in addition to the preceding property, no three non-zero columns of Mi are on the same line in the afine space Wi.
A geometric construction
SCguin et al. [4] considered the particular case 1 = 8, t = 3, q = 2 and, using a computer, constructed a SAB-code with m = 23. They wanted a code suitable for applications of byte-oriented systems, for example the ASCII format used in the Videotex system. With the aid of the following construction, we shall be able to give in this case a SAB-code with m = 30 and to consider other interesting particular cases where for example the bytes may have 9, 11, 16 or 32 bits (in fact any 1 bits).
A theorem of Beutelspacher
Theorem 3.1 (Beutelspacher [2] ). Let 1 = at + b where 0 < b < t. Then there exists a maximal partial t-spread S in GF(q)' such that
Proof. By induction on a, the induction step being provided by the following construction:
(1) Immerge the vector space V= GF ( In this case q = 2, 1 = 8, t = 3, a = b = 2, the field F= GF(q(a-l)t+b) is thus GF(2') and the matrix fi,, is (25) such that (Y' = a3+ 1. This case has been treated in [3] . Theorem 3.2 gives here 31 matrices Mi improving the result of [4], the partitioned nature of the matrices Mi permitting moreover an easier decoding algorithm using arithmetic in GF(2!j) rather than in GF(28).
Examples where bytes have 9, 11, or 32 bits
The interest of Theorem 3.2 lies in the fact that the byte length E may be arbitrary. To apply Theorem 3.2 it is sufficient to express 1 in the form 1= at + b with 0 <b < t, the number (a -1)t + b being the smallest possible to reduce the complexity of the arithmetic which must take place in the field F= GF(q(a-l)*+b). We may take (a -1) t + b to be greater, if we wish to improve the rate of the corresponding SAB-code.
In the case where bytes have I= 9 bits, we may take t = 4, a = 2 and b = 1. The field F is then GF(2') and No = 10, (Y, cy2, (YIS, cy3, Ly29, o!16, (Yz3, a41,  with (Y a primitive element of GF(25) such that (Y~ = CY~ + 1. The corresponding %&-code has length 32 X 9 and dimension 31 X 8. In the case where bytes 1 = 11 bits, we take t = 4, a = 2, b = 3. The matrix No is rrr,= [O, Ly3, Ly4, LylO, (Y5, cy17, cy'l, (Ys9, ck?, (Y=, Cr'8] , with a! a primitive element of F= GF(27) such that a7 = (Y + 1. The corresponding SAB-code has length 127 X 11 and dimension 126 x 10.
Finally in the case where bytes have 1 = 32 bits, we take a = 2, t = 15 and b = 2. The field F is then GF(217) and the matrix No of dimension 15 X 32 admits as columns the binary representation of 32 natrual numbers between 0 and 32 768, 0 being one of these. fir, is then obtained from N0 by adding two zero rows. If CY E GF(2i7) is a primitive element verifying for example al7 = ar3+ 1, we obtain 2i7-1 matrices of the form Different choices of a subset of these matrices will produce SAB-codes of varying length and rate, the decoding algorithm (to be given below) being the same.
Decoding algorithm
We shall give a decoding algorithm for any SAB-code as constructed according to Theorem 3.1.2, i.e., such that 1 = at + b, 0 <b < t, a 3 2, 1 sq', the 1 x 1 Mi matrices being of the format Given the very particular structure of the Mi matrices, the column syndrome so can be written as We then correct the 2 errors by subtracting 5 from the Kith component of the iith byte and by subtracting q from the K,th component of the i,th byte.
