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Abstract— The ability to infer map variables and estimate
pose is crucial to the operation of autonomous mobile robots.
In most cases the shared dependency between these variables
is modeled through a multivariate Gaussian distribution, but
there are many situations where that assumption is unrealistic.
Our paper shows how it is possible to relax this assumption and
perform simultaneous localization and mapping (SLAM) with a
larger class of distributions, whose multivariate dependency is
represented with a copula model. We integrate the distribution
model with copulas into a Sequential Monte Carlo estimator
and show how unknown model parameters can be learned
through gradient-based optimization. We demonstrate our ap-
proach is effective in settings where Gaussian assumptions
are clearly violated, such as environments with uncertain data
association and nonlinear transition models.
I. INTRODUCTION
Simultaneous localization and mapping (SLAM) [1] is
considered an essential capability for autonomous robots that
operate in settings where precise maps and positioning are
unavailable. SLAM enables robots to estimate their pose and
landmark locations using a single inference procedure. Given
generative models of how the latent pose evolves through
time, and how observations relate to pose and landmarks,
SLAM algorithms compute a posterior distribution and de-
rive point estimates from its statistics. This paper studies a
subclass of SLAM algorithms called filters, used to make
incremental posterior updates whenever new data becomes
available.
Conventional SLAM models impose several distributional
and independence assumptions to keep inference tractable.
One common assumption restricts poses and landmarks to
be jointly Gaussian. Under a Gaussian model, multivariate
dependency is represented as a linear function of covariances.
Temporal dependency is often encoded with a Bayesian
network or a factor graph [2], [3], [4] to sparsify the full joint
Gaussian. In spite of these sometimes unrealistic modeling
choices, there are many algorithms that can accurately and
efficiently recover the hidden variables [5], [6], [7].
Previous work has also pointed out ways in which these
assumptions can be unrealistic [8], [9], [10]. Gaussian distri-
butions are appropriate for real-valued variables whose noise
is symmetric, unimodal, and lightly-tailed. However, this
unimodality is not always appropriate when measurements
and landmarks have an uncertain correspondence [9]. This
can produce multiple hypotheses, or modes in the distri-
bution, arising from several possible associations. Gaussian
assumptions are also unrealistic when there exist complex
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Fig. 1: Representing dependency for SLAM: Graphical models
are often employed to represent probabilistic dependence among
latent variables and induce block structure in their (jointly Gaus-
sian) information matrix (top half ). To move beyond Gaussian
assumptions, we express the full joint distribution in terms of
two dependency models (i.e. copulas), c(s˜1, ˜`), c(s˜1, s˜2), and a
product of all the marginals, ps1 , ps2 , p`. Copulas represent the
low-level multivariate dependence for relationships expressed in the
graph topology. Copulas are agnostic to the distribution of marginal
variables, permitting construction of arbitrary joint relationships our
method exploits for improved SLAM inference (lower half ).
relationships between the latent variables that cannot be
modeled with a linear function of covariances.
It stands to reason that by relaxing these assumptions,
further improvements to accuracy could be realized. This
is the main hypothesis our paper investigates; we introduce
a family of factorized distributions whose dependency is
modeled with a separate parametric function (Fig. 1) and
argue that performing inference over this model class leads to
improved accuracy and better representation of uncertainty.
The models we introduce exploit Sklar’s theorem [11],
a foundational result from probability theory. Sklar’s the-
orem states that any joint distribution with a density,
p(X1, · · · , XN ), can be expressed in terms of a copula,
c : [0, 1]N → [0, 1], and a product of the associated marginal
distributions:
p(X1, · · · , XN ) = c(x˜1, · · · , x˜N )
N∏
i=1
pi(Xi). (1)
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Fig. 2: Copulas can give rise to many distributions: We show
three distributions parameterized by different Gaussian copulas.
From left to right, the correlation is −0.9, 0, and 0.9. The marginals
are all the same: a two-component Gaussian mixture in x and a
unimodal Gaussian in y.
Here x˜i = Fi(xi) is a univariate variable, output from
the marginal cumulative distribution function (CDF) Fi(Xi).
Equation 1 tells us that a joint probability can be decoupled
into N ∈ N independent marginals pi(Xi) and a copula, c(·),
to model the shared multivariate dependencies.
Our paper shows how copulas provide a powerful mecha-
nism to fuse together a set of any marginal distributions, and
how they permit SLAM algorithms to reason about prob-
abilistic dependence and marginal distributions separately
(Fig. 2). The main contributions of our paper are as follows.
A new class of models for SLAM: We introduce a rich
class of distributional models based on a copula factorization
of the SLAM posterior. Models express a hierarchy of the
joint relationships between latent variables, and they can
capture non-Gaussian distributions while still remaining fully
factorized for efficient inference.
A variational filter for non-Gaussian SLAM: We intro-
duce a new algorithm, called VC-SMC (Variational Copula
Sequential Monte Carlo), that learns the parameters of a
copula-factorized distribution model. VC-SMC is based on
a particle filter. This sequentially generates data used to fit
the variational parameters, making it possible to perform
SLAM when the data has complex dependencies and the
model parameters are unknown.
II. PRELIMINARIES
A. Simultaneous Localization And Mapping (SLAM)
We consider a standard observation process for navigation:
at each step t ∈ N a mobile robot in state1 st ∈ S
transitions to a state st+1 ∼ p(·|s1:t) and detects some
set of Mt ∈ N landmarks2, `1:Mt , from the observation
zt ∼ p(·|s1:t, `1:M1:t). The goal is to infer the robot’s history
of states and the landmark locations given the full sequence
of observations. We aggregate the landmarks and robot state
into the single latent variable xt = (st, `1:Mt). The joint
distribution of this process is given by p(x1:T , z1:T ) =
p(x1)p(z1|x1)
T∏
t=2
p(xt|x1:t−1)p(zt|x1:t, z1:t−1). (2)
1In general states can be from any vector space. This work considers
S = SE(2), for vehicles that operate in the two-dimensional plane.
2Each landmark ` is represented with a vector of spatial coordinates: two
for planar navigation problems and three for 3D navigation.
This general model captures many common state-space
systems, Hidden Markov Models (HMM), and non-Markov
models, such as Gaussian Processes [12] and those repre-
sented by recurrent neural networks [13].
B. Sequential Monte Carlo
We consider Sequential Monte Carlo (SMC) methods to
solve the SLAM problem (Fig. 3). SMC methods approx-
imate the posterior with a weighted set of N sampled
trajectories p(x1:T |z1:T ) ≈ 1N
∑N
n=1 w
[n]
T δ(x
[n]
1:T ), which are
drawn from a simpler proposal distribution {x[n]1:T }Nn=1 ∼
q(x1:T |z1:T ) [14]. The joint distribution of latent variables
and observations is given in (2). Although any distribution
can be used for the proposal, it is beneficial to choose one
with an autoregressive structure:
q(x1:T |z1:T ) = q(x1|z1)
T∏
t=2
q(xt|x1:t−1, z1:t).
This makes it possible to decompose the complete proposal
into T conditional distributions. The normalized importance
weights of the n-th sample are defined as
wt(x
[n]
1:t) =
p(x
[n]
1:t|z1:t)
q(x
[n]
t |x[n]1:t−1, z1:t)
.
They are computed with the following approximation:
wt(x
[n]
1:t) ≈
w˜t(x
[n]
1:T )∑N
n=1 w˜t(x
[n]
1:T )
, (3)
w˜t(x
[n]
1:t) = w˜t−1(x
[n]
1:t−1) · ξ(x[n]1:t, z1:t), (4)
ξ(x
[n]
1:t, z1:t) =
p(x
[n]
t |x[n]1:t−1)p(zt|x[n]1:t, z1:t−1)
q(x
[n]
t |x[n]1:t−1, z1:t)
. (5)
The weighted set of particles is constructed sequentially. At
time t = 1, we use standard importance sampling [14].
Beyond that, each step begins by resampling ancestor index
variables a[n]t−1 ∈ {1, · · · , N} with probability proportional
to the importance weights (3). Next, new values are pro-
posed by drawing samples from q(x[n]t |x
a
[n]
t−1
1:t−1, z1:t). The
new samples are appended to the end of the trajectory,
x
[n]
1:t = (x
a
[n]
t−1
1:t−1,x
[n]
t ), and weights are updated with (3).
The accuracy of SMC methods critically relies on the
proposal distribution. One common choice, known as the
Bootstrap Particle Filter (BPF) [15], uses the transition
model for the proposal:
qBPF(xt|x1:t−1) = p(xt|x1:t−1). (6)
The BPF has been employed in robotics settings [16], and is
known to be inaccurate in high dimensions and when there
are few particles available to sample. To remedy this issue,
we propose a learning procedure that adjusts parameters of
the proposal distribution, which is a copula-factorized model.
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Fig. 3: Sequential Monte Carlo sampling: These methods con-
struct a weighted set of particles whose sequences form trajectories.
Circle size is proportional to the weight wt. Arrows denote ances-
tor links, and the black path denotes the chosen trajectory. Our
procedure selects a trajectory based on its final weight size.
C. Copula models
We consider proposal distribution models whose mul-
tivariate dependency is modeled with a copula. Different
copula models give rise to different types of multivariate
relationships. One common model we use is the Gaussian
copula, which is given in terms of the zero-mean multivariate
CDF ΦΣ(·) and its inverse Φ−1Σ (·):
CΣ(x˜1, · · · , x˜N ) = ΦΣ(Φ−1(x˜1), · · · ,Φ−1(x˜N )). (7)
Here Σ is the covariance matrix, and x˜i = ΦΣ(xi). Notice
the transformed variables x˜n are uniformly distributed, since
CDFs map their inputs to the unit interval. Figure 2 shows
how the Gaussian copula can give rise to many complex dis-
tributions which are not Gaussian themselves. Other copula
models that focus on two-dimensional relationships are the
Student-t, Clayton, Gumbel, Frank, and Joe copulas [17].
Copula models can be applied in a hierarchy, and their
parameters can be learned with variational inference [18].
III. COPULA-FACTORIZED DISTRIBUTIONS FOR SLAM
In this section we introduce a class of distributions for
SLAM, aimed to model the joint relationship among latent
variables with a hierarchy of copula models. We apply
Sklar’s theorem (1) to factor the full SLAM posterior into
several copulas and a product of univariate marginals. The
copula hierarchy we present is one of several plausible
dependency structures that could be useful for estimation.
We propose four time-invariant relationships intended to
promote parameter sharing. Other structures could be chosen
to trade off computational constraints for model accuracy.
Throughout the section we denote univariate variables with
superscript parentheses, x(i), and the copula parameters
relating a and b are θ(a, b). For instance, the parameters of
a Gaussian copula are the elements of the correlation matrix.
a) States and landmarks: The first relationship we
consider is between the states and landmarks. We apply the
decomposition of (1) by factoring these two variables and
introducing a copula function cθ(s,`) to model their joint
relationship:
p(st, `1:Mt |z1:t) = cθ(s,`)(s˜t, ˜`1:Mt)p(st|z1:t)p(`1:Mt |z1:t).
In scenarios where perturbations in either s or ` cause
variations to the other, dependency should be represented in
the model. In such cases, cθ(s,`) stands as a means to model
that relationship.
b) Landmark dependency: Relationships commonly ex-
ist among landmarks when their positions are influenced by
the same phenomena. For instance, two landmarks may be
a part of the same dynamic structure. When they do, their
joint distribution can be modeled as
p(`1:Mt |z1:t) = cθ(`,`)(˜`1:Mt)
Mt∏
j=1
p(`j |z1:t).
This assumes homogeneity among the landmarks’ relation-
ships, so that dependence can be modeled with a common
copula cθ(`,`). Without homogeneity, there could be
(
Mt
2
)
copulas in the worst case.
c) Component dependency: Another common source
of dependency exists between the scalar components of
the landmarks cθ(`) and states cθ(s). These relationships
represent more familiar dependency encoded in the transition
and observation models. Each model factorizes as follows
p(`j |z1:t) = cθ(`)(˜`(1:d`)t )
d∏`
i=1
p(`
(i)
t |z1:t),
p(st|z1:t) = cθ(s)(s˜(1:ds)t )
ds∏
i=1
p(s
(i)
t |z1:t).
d) Full factorization: The full copula hierarchy is based
on four primary dependencies: states and landmarks cθ(s,`),
landmarks and landmarks cθ(`,`), and component dependency
cθ(s) and cθ(`). The complete structure is given by the
product
cθ(s˜t, ˜`1:Mt) = c
(1)
θ (s˜t,
˜`
1:Mt) · c(2)θ (s˜t, ˜`1:Mt), (8)
c
(1)
θ (s˜t,
˜`
1:Mt) = cθ(s,`)(s˜t,
˜`
1:Mt)cθ(`,`)(
˜`
1:Mt),
c
(2)
θ (s˜t,
˜`
1:Mt) = cθ(s)(s˜
(1:ds)
t )
Mt∏
j=1
cθ(`)(˜`
(1:d`)
j ).
Given the dependency structure (8) and a fully-factorized
distribution of univariate marginals, our new model class is
defined as the set of all distributions p(st, `1:Mt |z1:t) =
cθ(s˜t, ˜`1:Mt)
ds∏
i=1
p(s
(i)
t |z1:t)
Mt∏
j=1
[ d∏`
k=1
p(`
(k)
j |z1:t)
]
. (9)
IV. VARIATIONAL COPULA SMC
In this section we introduce a variational SMC method that
solves the SLAM problem using proposal distributions of the
form (9). Each proposal q(xt|x1:t−1;λ) replaces p(·|z1:t)
and is indexed by the variational parameters λ = {θ,η},
representing the copula parameters θ and the marginal pa-
rameters η. In what follows, we describe how to sample from
the proposals and how to learn their variational parameters
through gradient-based optimization.
A. A variational objective for fitting proposal distributions
Our method fits proposal parameters to a set of observa-
tions using the Variational SMC [19] framework. The objec-
tive is to minimize the Kullback Leibler (KL) divergence
between the expected SMC approximation E[q(x1:T ;λ)]
and the target distribution p(x1:T |z1:T ). This objective is
intractable, but it can be upper-bounded by
KL(E[ q(x1:T ;λ)] || p(x1:T |z1:T ) ]) ≤ −E
[
log
Zˆt
Zt
]
.
The expectation here is taken with respect to the joint
distribution of all variables generated by the SMC sampling
procedure: φ(x[1:N ]1:T , a
[1:N ]
1:T ;λ) =
N∏
n=1
q(x
[n]
1 ;λ) ·
T∏
t=2
N∏
n=1
ρ
[n]
t−1q(xt|x
a
[n]
t−1
1:t−1;λ) · ρ[n]T ,
where ρ[n]t = w˜
a
[n]
t
t /
∑
j w˜
a
[j]
t
t . We describe this sampling
procedure in Alg. 2. The log-normalization constant is
log Zˆt =
T∑
t=1
log
(
1
N
N∑
n=1
w˜t(x
[n]
1:t)
)
. (10)
The dependence on the data and parameters enters the up-
per bound implicitly through the weights, proposed samples,
and resampling procedure. Because ZT does not depend on
the variational parameters, it can be treated a constant in the
optimization. Therefore, minimizing the upper bound (10) is
equivalent to maximizing
E[log ZˆT ] =
T∑
t=1
Eφt
[
log
(
1
N
N∑
n=1
w˜t(x
[n]
1:t)
)]
. (11)
In contrast to previous adaptive SMC methods that minimize
the KL of the target directly with the proposal [13], this
approach optimizes the fit of the final SMC distribution to
the true target.
B. Computing gradients
We assume the proposals can be reparameterized such that
sampling xt ∼ q(xt|x1:t−1;λ) is equivalent to evaluating the
deterministic function xt = f(εt,x1:t−1;λ) with a sample
εt ∼ q(ε;λ) [20]. We then update the variational parameters
using stochastic gradient steps, where the gradient is
gλ = ∇λE[log ZˆT ],
= Eq(ε)[log ZˆT∇λ log q(ε;λ)]︸ ︷︷ ︸
gscore
+Eq(ε)[∇λ log ZˆT ]︸ ︷︷ ︸
grep
.
Here, gscore is the score function gradient and grep is the
standard reparameterization gradient [21]. To keep the op-
timization tractable, we approximate gλ ≈ grep. Similar to
others [19], we found this to work well in practice. The
reparameterization gradient is derived as
grep =
T∑
t=1
Eφt
[
∇λ log
(
1
N
N∑
n=1
w˜t(x
[n]
1:t)
)]
,
=
T∑
t=1
Eφt
[
N∑
n=1
wt(x
[n]
1:t)∇λ log w˜t(x[n]1:t)
]
,
≈ gˆ(k)VSMC =
T∑
t=1
N∑
n=1
wt(x
[n]
1:t)∇λ log w˜t(x[n]1:t). (12)
A derivation (12) is provided in Appendix C. Given an iterate
λk−1 we estimate the gradient by running SMC with our
proposals q(xt|x1:t−1;λ) and evaluate gˆVSMC. The iterate is
then updated with λk ← λk−1 + αkgˆ(k)VSMC, where the step
sizes are scheduled to satisfy the Robbins Monroe conditions:∑
k αk =∞,
∑
k α
2
k <∞.
The gradient ∇λ log w˜t(x(n)1:t ) will change depending on
the variational parameter and whether we consider the
marginal parameters or the copula parameters. We have
∇λ log w˜t(x[n]1:t) =
∇λw˜t(x[n]1:t)
w˜t(x
[n]
1:t)
,
∇λw˜t(x[n]1:t) =
γ(x
[n]
1:t)
[q(x
[n]
t |x[n]1:t−1;λ)]2
∇λq(x[n]t |x[n]1:t−1;λ).
Under the reparameterization and the dependency model, the
optimization naturally splits into two problems:
∇x log q(xt|x1:t−1;λ) = ∇x log cθ(x˜1:d;λ)
+
d∑
i=1
∇x log q(xi,t|xi,1:t−1;λ).
When optimizing the copula parameters θ, the second
term disappears, and both terms contribute to the gradient
by optimizing the marginals. This leads to the following
expectation-maximization procedure, which we call VC-
SMC (Alg. 1).
VC-SMC holds the marginal parameters fixed while it
optimizes the copula parameters. It then alternates: holding
the copula parameters fixed to fit the marginals. The process
repeats until the ELBO is maximized at convergence. After
obtaining a good fit, we can sample from our proposals using
Alg. 2 to solve the SLAM problem. In practice, we compute
the gradients with automatic differentiation, reducing the
model requirements and permitting the algorithm to be
implemented as a library.
Algorithm 1 VC-SMC
1: input: Observations z1:T , Model p(x1:T , z1:T ), Propos-
als q(x(i)t |x1:t−1;λ), Copulas cθ(·,·)
2: while L(θ,η) has not converged do
3: # Learn the dependency structure
4: while not converged do
5: θk+1 ← θk + αkgˆVSMC,θ
6: # Learn the marginal structure
7: while not converged do
8: ηk+1 ← ηk + αkgˆVSMC,η
9: # Sample from the VC-SMC posterior (Alg. 2)
10: output: x1:T ∼ q(x1:T |λ)
Algorithm 2 VC-SMC Posterior Sampling
1: input: Targets p(x1:t, z1:t), Proposals q(x
(i)
t |x1:t−1),
Copulas cθ(·,·), number of particles N
2: # Initialize trajectory particles
3: for n = 1, · · · , N do
4: x
[n]
1 ∼ q(x1;λ)
5: w˜
[n]
1 ← p(x
[n]
1 )p(z1|x[n]1 )
q(x
[n]
1 ;λ)
6: for t = 1, · · · , T do
7: for n = 1, · · · , N do
8: a
[n]
t−1 ∼ Categorical(N, ρ[j]t−1)
9: x
[n]
t ∼ q(xt|x
(a
[n]
t−1)
1:t−1 )
10: w˜
[n]
t ←
p(x
[n]
t |x[n]1:t−1)p(zt|x[n]1:t,z1:t−1)
q(x
[n]
t |x[n]1:t−1,z1:t)
11: aT ∼ Categorical(N, ρ[j]T )
12: output: xaT1:T
Algorithm 3 VC-SMC Proposal Sampling
1: input: ε, λ = {θ,η},
2: # Sample from the reparameterized function
3: x
(i)
t = f(ε,x1:t−1;η) ∀ i = 1, · · · , d
4: output: xt = x
(1:d)
t
V. RELATED WORK
A. Variational Inference
Our variational algorithm (VC-SMC) is an extension of
variational sequential Monte Carlo [19] to support the class
of copula-factorized proposal distributions. Others have also
considered hierarchical copula models [18], [22] in a vari-
ational setting to preserve multivariate dependence between
latent variables. Normalizing flows are another related set
of inference methods, where the parameters of a nonlinear
function mapping samples from a standard normal distri-
bution to the posterior of interest are learned [23]. More
related methods fall in the area of optimal transport [24],
[25], where again, parameters of a transformation between
a ‘simple’ distribution and the posterior of interest are
obtained. The application of these methods to non-Gaussian
Fig. 4: VC-SMC can handle uncertain data association: We show
the KL divergence between the true posterior and pose distributions,
and the root mean-squared error between ground truth landmark
values and the posterior mean estimates of VC-SMC and the BPF.
Data was gathered over 50 independent trials using 100 particles.
SLAM problems has yet to be realized and could serve as
an interesting area for future work.
B. Non-Gaussian SLAM
The broad focus of non-Gaussian SLAM research has
largely been on nonparametric methods [5], [10], [16],
[26], [27]. Similar to our algorithm, these methods make
no assumptions about the state or landmark distributions.
However, their model classes are not able to separate the joint
dependency from the marginal distributions in a way that
permits decoupled modeling and inference. For example, the
sum of Gaussians method [28] is a filtering-based approach
that uses mixtures of coupled dependency and marginal
behavior. The proposed copula decomposition enables the
development of inference algorithms that flexibly incorporate
a variety of assumptions about the marginals or dependency
structure of the joint distribution, bridging the gap between
fully parametric methods and nonparametric methods.
VI. EXPERIMENTS
In this section, we validate the main claims of our paper
using experimental data gathered in simulation. We test if
VC-SMC can improve inference accuracy in SLAM settings
where uncertainty is non-Gaussian, and nonlinearities induce
complex relationships between latent variables. Each experi-
ment uses the Bootstrap Particle Filter (BPF) as its baseline
(6). In each experiment, VC-SMC is trained using the Adam
optimizer [29], with a fixed learning rate of α = 10−2. More
details about each experiment are provided in Appendix D.
A. Uncertain Data Association
This experiment tests the hypothesis that VC-SMC can
perform accurate inference in the presence of uncertain
data association, where there is multi-modal, non-Gaussian
uncertainty in the robot pose. The problem is set within the
classic 3Doors environment [30]. A robot moves along a
single axis with constant velocity and observes the range to
one of three doors serving as the navigation landmarks. Their
absolute locations are `1 = 0, `2 = 2, `3 = 6.
This setting is challenging, because the robot does not
know from which door its measurement is associated, and
the number of possibilities compound at each time step. With
Gaussian uncertainty in the transitions and observations, the
exact posterior is a Gaussian mixture of three modes at t = 1,
Fig. 5: Training progress in the 3Doors problem: The variational
loss (11) converges from randomly-initialized parameters at a
reasonable rate: in approximately 400 out of the 1000 total training
iterations.
nine modes at t = 2, and twenty-seven modes at t = 3.
To infer the latent variables and represent their uncertainty
accurately, the robot must consider more than one hypothesis
about its position and landmark locations.
We estimated the ground truth mean and variance parame-
ters of the true posterior using a standard Bayes filter, and we
compared the KL divergence between the pose distribution
and estimates obtained with each test method. The root mean
squared error was used for the unimodal landmark distribu-
tions. Distributions were parameterized with 100 particles.
VC-SMC uses a three-component Gaussian mixture over the
pose marginal and univariate Gaussians for the landmarks.
These are linked through a Gaussian copula. The variational
parameters of both methods were randomly initialized, and
we trained them offline with 1000 gradient steps.
Figure 4 shows the distribution of root mean squared error,
which was gathered from 100 independent trials. We can
see that VC-SMC predictions have a significantly smaller
error than the BPF method, which assumes a unimodal
Gaussian proposal distribution. A shortcoming of the Gaus-
sian proposal in the 3Doors environment is that it provides
inadequate coverage of the true posterior support – assigning
very little probability mass to regions of the latent space
that potentially have high probability. In contrast, the VC-
SMC proposal provides more modeling flexibility, which
allows us to choose expressive models that provide better
posterior coverage. Adjusting the mixture means is also
straightforward through our variational algorithm.
In Fig. 6 we show qualitative results of the belief distri-
bution at each step. We observe that even in this relatively
simple problem BPF fails to accurately represent the full
belief over robot poses and quickly loses modes of the
posterior. This is due to the fact that the bootstrap proposal
poorly covers the target distribution. In contrast, by optimiz-
ing the marginal and dependency parameters of non-Gaussian
proposals VC-SMC is able to represent more modes in the
posterior resulting from the data association uncertainty. In
Figure 5 we show the variational loss (11) as it decreases
throughout training. Based on the results of this section, we
conclude that VC-SMC can support non-Gaussian inference
in settings involving uncertain data association.
B. Nonlinear Planar Navigation
In this experiment we test the hypothesis that copula-
factored distribution models can lead to improved inference
accuracy in the presence of non-linearly distorted uncertainty.
A robot wishes to localize its three-dimensional state over
several time steps using measurements from the map origin,
which are corrupted by additive Gaussian noise. States evolve
according to the nonlinear transition model:
xt+1 = xt + v cos θt, yt+1 = yt + v sin θt, θt+1 = θt.
The robot moves with constant speed v and heading θ. This
model has been used to simulate marine vehicles localizing
with an ultra-short baseline acoustic system [31].
In Fig. 7 we compare the total root mean-square error
between the true reference trajectory and the estimates from
both VC-SMC and BPF. We find that VC-SMC is able to
achieve a lower error, since it is able to adjust the variational
parameters at each time step, to fit the observed data. The
plots represent data gathered over ten trials.
VII. DISCUSSION
This section concludes our paper with a brief discussion of
the results, computational complexity, and possible avenues
for future work.
A. What have we learned?
Starting from the observation that many SLAM problems
are unrealistically approximated with Gaussian uncertainty,
we asked if it was possible to improve predictive accuracy
with more expressive models. To answer this, we intro-
duced a new class of copula-factorized distributions that
can represent any distribution with the added flexibility of
separating multivariate dependency and marginal uncertainty
into independent models. Indeed, these distributions were
found to better represent domain uncertainty and lead to more
accurate predictions compared to standard approaches when
the model parameters were fit to maximize a lower bound to
the log likelihood.
B. Computational Complexity
The per-iteration complexity of Algorithm 1 is dictated by
the total number of parameters |λ|. With N particles evolving
over T time steps, a parameter update requires O(TN)
gradient computations with respect to each component in
λ, as we show in Appendix C. Each call of Algorithm 1
computes O(TN |λ|) partial derivatives. Since the number
of parameters |λ| per time-step is roughly constant in typical
applications, and the number of particles N is fixed a priori,
we expect that the per-iteration computational complexity of
Algorithm 1 is linear in time, in terms of the number of
gradient computations.
C. Future work
While the VC-SMC procedure permits inference with arbi-
trary copula models and non-Gaussian univariate marginals,
the modeling freedom of the copula factorization lends
itself to many new avenues for future work. Specifically,
(a) VC-SMC first step (b) VC-SMC second step (c) VC-SMC third step
(d) BPF first step (e) BPF second step (f) BPF third step
Fig. 6: Time evolution of the approximate target distribution in the 3Doors environment: We show histograms of the three landmarks
`i and robot pose at times t = 1, 2, 3. The BPF fails to capture the multi-modal nature of the state distribution, and under-represents the
posterior support. Each histogram is comprised of 500 particles.
Fig. 7: Comparison of MAP estimates for Nonlinear Planar
Navigation: We compare the root mean-squared error of the pre-
dictions from BPF and VC-SMC. The variational method is able
to achieve a superior fit since it can adjust the marginal and copula
parameters.
Fig. 8: Training progress in the Nonlinear Planar Navigation
problem: The variational loss (11) converges from randomly-
initialized parameters at a reasonable rate, in approximately 80 out
of the 1000 total training iterations.
the factorization permits separate assumptions to be made
about the joint dependency parameters than are made about
the univariate marginal distributions. This is in contrast to
assumptions of full joint Gaussianity. In this work, a particle-
based inference method was chosen to preserve as much
modeling flexibility as possible, but this came at the expense
of efficiency. By developing algorithms tailored to a specific
subset of copula models (for example, by considering specif-
ically Gaussian copula models) or selection of univariate
marginals, more efficient procedures for inference may be
developed. Nonparanormal belief propagation [32] is one
example of such an existing method. Furthermore, leveraging
data structures like the Bayes tree [4] is of interest for
improving the scalability of copula-based approaches.
D. Conclusion
In this work we sought to move beyond the Gaussian
paradigm, to improve filtering accuracy in settings where
states and landmarks have complex probabilistic dependence.
We were able to exploit a powerful result from probability
theory that factorizes joint relationships into marginal distri-
butions and dependency models, called copulas. This copula
factorization was used in a variational SMC filter (VC-SMC),
where samples from the SLAM posterior were approximated,
and parameters were fit through gradient based optimization.
Our experimental results support the hypothesis that VC-
SMC indeed improves inference accuracy when there is
uncertain data association and when there was nonlinear
propagation of uncertainty. We believe our results highlight
the importance of modeling multivariate dependency for
SLAM, as well as exemplify the benefits that copulas can
offer the SLAM paradigm as a whole.
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APPENDIX
A. Further Background on Non-Gaussian SLAM
Particle filters have a long history of being applied to non-
Gaussian SLAM problems. Gordon et al. [15] introduced the
bootstrap particle filter for non-Gaussian, bearing-only track-
ing problems. Bootstrapping was also used in FastSLAM
method [16], and this was shown to be effective for settings
with ambiguous data association. Wang et al. [33] used an
unscented particle filter and an unscented Kalman filter to
improve estimation accuracy in comparison to FastSLAM.
In an effort to improve proposal distributions, Marhamati et
al. [34] used Monte Carlo approximations of the optimal
proposal distribution.
There are a number of smoothing techniques for factor
graphs with Gaussian measurement noise [7], [35]. These
methods generally make use of sparse nonlinear least-squares
optimization. Within the scope of optimization-based ap-
proaches, a number of methods have been proposed to cope
with multimodal noise, including max-mixtures [36] and
the generalized prefilter method of Pfingsthorn et al. [37].
Gaussian smoothing methods have been extended by Fourie
et al. [26] to the case of non-Gaussian inference using
“multimodal incremental smoothing and mapping” (mm-
iSAM), which has recently been demonstrated in the setting
of object-level SLAM with ambiguous data associations [9].
B. Optimization of Gaussian Copula Parameters
Optimization with respect to the Gaussian copula param-
eters θ is a constrained optimization problem. Specifically,
a correlation matrix P obtained from θ must be positive-
definite and satisfy the constraint that the diagonal elements
are all equal to 1, with all elements between -1 and 1. For
matrices of size M ×M satisfying these constraints, there
are minimally d =
(
M
2
)
parameters. In order to construct a
matrix that satisfies these properties, we first obtain a lower
triangular Cholesky factor L, so that we may compute P =
LLT . Only some Cholesky factors L, however, will satisfy
the diagonal constraint on P. Specifically, the Cholesky
factor must be in the M ×M oblique manifold [38]:
OB(M,M) = {L ∈ RM×M : diag(LLT ) = IM} (13)
In order to construct such a matrix from a set of parameters
in Rd, we use the method of Lewandowski, Kurowicka, and
Joe (the LKJ transform) [39], in which we fill the lower
triangular portion of L (excluding the diagonal) with the
elements of θ ∈ Rd. We then add the M × M identity
matrix to L to produce ones on the diagonal. Lastly, we
normalize L row-wise, which is necessary and sufficient for
P = LLT to satisfy all of the constraints on correlation
matrices. Furthermore, this transformation is differentiable
with respect to the elements of θ, which allows us to perform
optimization of the dependency parameters in the VC-SLAM
algorithm.
C. Gradient of Log Evidence
Here we derive the gradient of the log evidence with
respect to the variational parameters (12):
grep =
T∑
t=1
Eφt
[
∇λ log
(
1
N
N∑
n=1
w˜t(x
[n]
1:t)
)]
,
=
T∑
t=1
Eφt
[
∇λ
{
log
(
1
N
)
+ log
(
N∑
n=1
w˜t(x
[n]
1:t)
)}]
,
=
T∑
t=1
Eφt
[
∇λ log
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N∑
n=1
w˜t(x
[n]
1:t)
)]
,
=
T∑
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Eφt
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j=1 w˜t(x
[j]
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N∑
n=1
(
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[n]
1:t)
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)
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[n]
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[j]
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)
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]
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=
T∑
t=1
Eφt
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N∑
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wt(x
[n]
1:t)∇λ log w˜t(x[n]1:t)
]
,
≈
T∑
t=1
N∑
n=1
wt(x
[n]
1:t)∇λ log w˜t(x[n]1:t) = gˆ(k)VSMC
D. Additional Experimental Details
1) 3Doors Domain: In this problem a robot needs to
estimate its position along a one-dimensional line using
range observations obtained from one of three landmarks
(i.e. doors), `1, `2, `3. Uncertain data association will result
from their observation across a temporal sequence of three
vehicle poses s1, s2, s3, which are all scalars. At each step
the robot measures the relative distance zt ∈ R+ to any one
of three landmarks, and thus every landmark is equally likely
to be detected. We model the associated observations from
a three-component Gaussian mixture model as follows:
p(zt|st, `1:3) =
3∑
i=1
ci · p(zt|st, `i).
Here, the components ci are first sampled from a Categorical
distribution, then from the respective landmark model
ci ∼ Cat([1/3, 1/3, 1/3]), p(z|s, `i) = N (`i − s, σ2z).
The state transition model is Gaussian distributed with a
mean that evolves at constant velocity ∆ = 2
p(s′|s) = N (s+ ∆, σ2s).
The landmarks are assumed to be static between time steps
with a small amount of Gaussian uncertainty:
p(`′|`) = N (`, σ2` ).
We fixed the variances to be σ2s = 0.1 and σ
2
` = 0.1.
a) Target distribution: The full joint distribution over
three time steps is p(x1:3, z1:3) =
p(x1)p(z1|x1)p(x2|x1, z1)p(z2|x2)p(x3|x2, z1:2)p(z3|x3).
The distributions at the first time step are given by
p(x1) = p(s1)p(`1)p(`2)p(`3).
where s1 ∼ N (0, σ2s), `1 ∼ N (0, σ2` ), `2 ∼ N (2, σ2` ), and
`3 ∼ N (6, σ2` ).
