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Abstract
The classical (dynamical) R-matrices for the 2- and 3-body Calogero-Moser mod-
els with elliptic potentials are given. The 3-body case has an interesting nontriv-
ial structure that goes beyond the known ansatz for momentum independent R-
matrices. The R-matrices presented include the dynamical R-matrices of Avan and
Talon as degenerate cases of the elliptic potential.
The elliptic Calogero-Moser model [1, 2] is a completely integrable system of n-particles
on the line interacting via pairwise (so called type IV) potentials v(qij) = a℘(aqij) with
qij = qi − qj [3]. The function ℘ is the Weierstrass elliptic function, an even doubly-
periodic function with periods 2ω1 and 2ω2; the various degenerations of this function
also give completely integrable systems. In the limit in which one of the periods goes to
infinity the potential reduces to either the (type II) potential v(q) = a2/sinh(aq)2 or the
(type III) potential v(q) = a2/sin(aq)2. When both periods go to infinity we obtain the
(type I) potential v(q) = q−2. Although the Calogero-Moser model can be generalised
to arbitrary semisimple Lie algebras our attention in this letter will be on the original
Calogero-Moser model which corresponds to the algebra gln.
The model has a Lax pair formulation iL˙ = [L,M ]. The L operator may be expressed
as
L ≡
∑
µ
LµXµ =
n∑
i=1
piHi + i
∑
α∈Φ
wαEα. (1)
Here Xµ = {Hi, Eα} is a Cartan-Weyl basis for the algebra gln with {Hi} a basis for the
Cartan subalgebra and {Eα} the corresponding set of step operators. For the Lie algebra
gln the root system, which labels the step operators, may be written as Φ = {ei− ej , 1 ≤
i 6= j ≤ n}, with ei being an orthonomal basis of R
n. We may view the positions
(q1, q2, . . . , qn) as components of a vector q in this vector space and so for α = ei − ej
we have qij = α · q. It will be convenient to use the shorthand fα for the function that
takes the value f(α · q) when evaluated at q. The fuction wα in (1) is determined by the
requirement that the Lax equation reproduces the Hamiltonian equations of motion. This
means the function wα should satisfy the following addition formula,
wαw
′
β − wβw
′
α = (zα − zβ)wα+β, where zα(u) =
w′′α(u)
2wα(u)
. (2)
The solutions to this functional equation are given by
wα =
σ(u− α · q)
σ(u)σ(α · q)
eζ(u)α·q. (3)
Here σ(x) and ζ(x) = σ′(x)/σ(x) are Weierstrass’s sigma and zeta function. The function
wα given in (3) depends not only on the coordinate differences qij = α · q but also on a
spectral parameter u [4]. If the spectral parameter u is equal to one of ω1, ω2 or −ω1−ω2
then wα becomes 1/snα, cnα/snα or dnα/snα, where snα, cnα and dnα are the Jacobi
elliptic functions. In such cases wα is an odd function, i.e., w−α = −wα, and the Lax
operator L is hermitian.
The Lax pair formulation immediately shows the functionally independent quantities
Im ≡ TrL
m (m ≤ n) to be conserved. Their Poisson commutativity, {Im, Ik} = 0, and
hence the complete integrability of the model, follows from the existence of a g⊗g-valued
R-matix [5, 6, 7], R = RµνXµ ⊗Xν , satisfying,
{L ⊗, L} = [R,L⊗ 1]− [Rπ, 1⊗ L]. (4)
Here Rπ ≡ PRP−1 with P being the permutation map: P (a ⊗ b)P−1 = b ⊗ a. Proving
the Poisson commutativity {Im, Ik} = 0, or equivalently finding such an R-matrix, is one
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of the central tasks in proving the integrability of a model. Recently R-matrices for the
Calogero-Moser models with types I, II, III, and V potentials subject to w−α = −wα were
constructed by Avan and Talon [8], while spectral parameter dependent R-matrices for the
type IV potential were independently given by Sklyanin [9] and the authors [10]. Moreover,
we also proved [10, Theorem 4.6] that when n ≥ 4 no momentum independent R-matrices
exist for nondegenerate type IV potentials satisfying w−α = −wα. However, as mentioned
in [10], the Lie algebra consistency equations that forbid momentum independent R-
matrices for n ≥ 4 are trivially satisfied for n = 2, 3. In this letter we will present explicit
R-matrices for the n = 2, 3 systems with potential satisfying w−α = −wα. The structure
found in the n = 3 case is rather interesting and provides an example of an R-matrix that
goes beyond the known ansatz.
Let us start the calculation of the R-matrix. To begin with, we decompose eq.(4)
into components with respect to the basis Xµ ⊗ Xν . Upon substituting L into (4) and
comparing both sides, we obtain three equations,
0 =
∑
α
(Rαjαi − R
αiαj)w−α, (5)
−αiw
′
α = iα · pR
αi + α · Riwα +
∑
β
(βiwβR
−βα + wα−βR
βicαβ α−β), (6)
0 = α · Rβwα − β ·R
αwβ + i(α · pR
αβ − β · pRβα) (7)
+
∑
γ∈Φ
(Rγβcαγ α−γwα−γ − R
γαcβγ β−γwβ−γ).
The structure constant cλµ ν are defined by [Xµ, Xν] = c
λ
µ νXλ and we have introduced the
shorthand notation α ·Rβ = Riβ−Rjβ for α = ei−ej . The assumption that the R-matrix
is momentum independent and that w−α = −wα greatly simplify these equations. We
find
Rαi = 0, Rαβ = 0 if α 6= ±β, (8)
Rαα +R−α−α = 0, Rα−α +R−αα = 0, Rαα +R−αα = −
w′α
wα
, (9)
and
α · Rβwα − β · R
αwβ = c
β
αγ(R
αα +Rββ)wγ + c
β
−αγ′(R
−αα +R−ββ)wγ′. (10)
Also Rij = P ij, where P ij is a matrix such that α · P j = 0 ∀α ∈ Φ [10, Lemma 4.1].
Note that at most one term on the righthand side of (10) is nonzero. If, for example,
γ = β − α ∈ Φ we have only the first term nonvanishing and so α · Rβwα − β · R
αwβ =
cβαγ(R
αα+Rββ)wγ. However (as −β,−γ ∈ Φ) we also know that −β = −α−γ ∈ Φ and so
we obtain from the second term (after utilizing c−γ
−α−β = −c
γ
αβ) that α·R
−βwα−β ·R
αwβ =
cβαγ(R
−αα + Rβ−β)wγ. These exemplify some of the consistency requirements mentioned
earlier that forbid (nodegenerate) solutions for n ≥ 4. We shall now solve them explicitly
for n = 2, 3.
The case n = 2: In this case the roots are ±α (α = e1− e2) and the structure constants
on the right hand side of (10) vanish giving the one equation
α · (Rα −R−α) = 0. (11)
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The vanishing of the structure constants means equations (9) and (11) decouple and we
may solve (9) in terms of an arbitrary function f by
Rαα = −R−α−α = f and Rα−α = −R−αα = f +
w′α
wα
. (12)
Similarly we may solve (11) in terms of arbitrary functions g1, g2 and h by
Riα = gi and R
i−α = gi + h. (13)
Finally P ij = ( ǫ1
ǫ1
ǫ2
ǫ2
) satisfies α · P j = 0. In matrix form this means the R-matrix looks
like 

ǫ1 g1 0 f
g1 + h ǫ2 f +
w′
α
wα
0
0 −f − w
′
α
wα
ǫ1 g2
−f 0 g2 + h ǫ2

 . (14)
By choosing ǫ1 = ǫ2 = f = 0 and g1 = g2 = −h/2 = −wα we obtain an R-matrix in the
form of Avan and Talon’s [8, eq.(17)].
The case n = 3: Corresponding to any root α ∈ Φ there are now precisely two roots
γ1,2 such that α + γ1,2 ∈ Φ. Indeed γ1 + γ2 = −α. This peculiarity of n = 3 allows us to
make the following ansatz for Rαα:
Rαα = −
1
2
(
w′α
wα
+
w′γ1
wγ1
+
wαwγ1
wα+γ1
)
= −
1
2
(
w′α
wα
+
w′γ2
wγ2
+
wαwγ2
wα+γ2
)
. (15)
The righthand equality between the two expressions involving the different roots γ1,2
follows from the addition formula (2) together with the identity zα =
3
2
℘(u) + w2α for
u ∈ {ω1, ω2,−ω1 − ω2}. Thus R
αα is well defined1 and depends only on the choice of α.
Further Rαα +R−α−α = 0 and the remaining equations of (9) are solved upon setting
R−αα =
1
2
(
−
w′α
wα
+
w′γ1
wγ1
+
wαwγ1
wα+γ1
)
=
1
2
(
−
w′α
wα
+
w′γ2
wγ2
+
wαwγ2
wα+γ2
)
. (16)
Our ansatz has the following two important features: if β = α + γ ∈ Φ (for some γ),
then Rαα + Rββ = 0 while R−αα + Rβ−β = wαwβ/wγ. Note this means the first term on
the righthand side of (10) will always vanish. This feature appears to hold for all of the
R-matrix ansatz for Calogero-Moser related models we know of; it is usually achieved by
setting Rαα = 0. Utilising these features means (10) simplifies to
α ·
R−β
w−β
+ β ·
Rα
wα
= −cβαγ . (17)
This equation also arises (perhaps implicitly) in all of the R-matrix ansatz we know of.
For gln a solution to the equation
α · A−β + β · Aα = cβαγ (18)
1 In the notation of [10] this choice corresponds to A = − 3
2
℘(u).
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is given by Aiα = |ei · α|/2 and so R
iα = −|ei · α|wα/2 yields a possible solution to (17).
Actually (18) has a more general solution. Because the vector (1, 1, 1) is orthogonal to
every root then we may add a multiple of this to every solution of (18). Thus Riα =
−|ei ·α|wα/2+f
α is also a solution for arbitrary functions fα (one for each root). Further
Aiα = αif
i will satisfy the homogeneous part of (18) for arbitrary functions f i and so we
obtain the solution
Riα = −|ei · α|wα/2 + f
α + αif
iwα (19)
in terms of the nine arbitrary functions fα, f i. A similar solution holds for arbitrary
n. Observe that (17) contains 9 constraints on the 18 components Riα, six of them
corresponding to three different roots which sum to zero and three coming from α = β
for α a positive root. This accounts for the nine arbitrary functions in our solution.
Finally P ij = ( ǫ1ǫ1
ǫ1
ǫ2
ǫ2
ǫ2
ǫ3
ǫ3
ǫ3
) satisfies α ·P j = 0. This means R-matrix takes the form given
in Table 1, where for α = ei − ej we have set wα ≡ wij, f
α ≡ f ij and Rαα = Rij . We
note that as the elliptic potential degenerates, limk→0R
αα = 0. Therefore the R-matrix
obtained by setting ǫi = f
i = fα = 0 yields the solution of Avan and Talon for the type
I, II and II potentials.
To conclude. In this letter, we have presented general momentum independent R-
matrices for the n = 2 and n = 3 Calgero-Moser systems with elliptic (type IV) potentials
of Jacobi type, i.e., w(q) = −w(−q). These R-matrices reduce to the known solutions
given by Avan and Talon for the potentials of the type I, II and III and are the first R-
matrices known for these two particular models. The R-matrices found here have Rαα 6= 0
for the general elliptic potential. This feature is new: the R-matrices normally associated
with the Calogero-Moser models have Rαα = 0. The nontrivial ansatz (15) makes full use
of the n = 3 root space geometry and it is the particularly simple structure of the n = 2, 3
root spaces that allows a momentum independent solution.
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