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Abstract
We introduce a relativistic splitting structure as a means to map fields and equa-
tions of electromagnetism from curved four-dimensional space-time to three-
dimensional observer’s space. We focus on a minimal set of mathematical struc-
tures that are directly motivated by the language of the physical theory. Space-
time, world-lines, time translation, space platforms, and time synchronization
all find their mathematical counterparts. The splitting structure is defined
without recourse to coordinates or frames. This is noteworthy since, in much of
the prevalent literature, observers are identified with adapted coordinates and
frames. Among the benefits of the approach is a concise and insightful classifi-
cation of splitting structures that is juxtaposed to a classification of observers.
The application of the framework to the Ehrenfest paradox and Schiff’s “Ques-
tion in General Relativity” further illustrates the advantages of the framework,
enabling a compact, yet profound analysis of the problems at hand.
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Chapter I
Introduction
1 Goals and context
We use the term observer in a literal way, a person or entity experiencing electro-
magnetic phenomena, making measurements or doing experiments. A relativis-
tic splitting structure, or short splitting, is a mathematical structure that allows
to
1. relate electromagnetic quantities in space-time to measurable quantities
in the three-dimensional observer’s space;
2. formulate initial-value problems in order to explain or predict electromag-
netic phenomena.
In R. Geroch’s 1985 book “Mathematical Physics” [31, p. 1] we read:
What one often tries to do in mathematics is to isolate some given
structure for concentrated, individual study: what constructions,
what results, what definitions, what relationships are available in
the presence of a certain mathematical structure - and only that
structure? But this is exactly the sort of thing that can be useful in
physics, for, in a given physical application, some particular math-
ematical structure becomes available naturally, namely, that which
arises from the physics of the problem. Thus mathematics can serve
to provide a framework within which one deals only with quantities
of physical significance, ignoring other, irrelevant things. [...] Such
a body of knowledge, once established, can then be called upon when-
ever it makes contact with the physics.
What is the structure that arises naturally from the theoretical understanding
of relativistic observers? We propose that [26,32,38,47,55,61]
• space-time is a four-dimensional differentiable manifold with Lorentzian
metric;
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• a space-time that is densely filled with world-lines is a fiber bundle;
• time translation motivates to use the 1-D Lie group of translations for the
typical fiber in the above fiber bundle;
• an observer’s space is modeled by the bundle’s base manifold;
• a time synchronization is modeled by a section of the bundle;
• and the splitting of space-time into spatial and temporal subspaces is an
Ehresmann connection.
In the spirit of the above quote, we make an abstraction and study what con-
structions, results, definitions, and relationships are available in the presence of
an Ehresmann connection on a fiber bundle with fibers that are diffeomorphic
to a Lie group. The definition of the splitting structure ensues. In this paper
we develop the theory for the Abelian Lie group of 1-dimensional translations,
that is, time translations. A generalization to arbitrary, non-Abelian Lie groups
is available for the entire pre-metric framework of Chapter II. The generalized
framework is, however, not within the scope of this work. We only mention the
fact here to motivate the relativistic splitting structure as an instance of a more
general mathematical theory of splitting structures.
The formulation of the splitting uses neither frames nor coordinates, even
though in much of the prevalent literature observers and their splittings are
identified with adapted coordinates and frames. We provide a translation of the
major concepts in Section 13. In C. Misner, K. Thorne, and J. Wheeler’s
1973 book “Gravitation” [58, Box 3.2], a mathematical language without frames,
coordinates, and index calculus is called ‘geometric’. In this sense, the presented
splitting is geometric. Moreover, we privilege exterior calculus over tensor cal-
culus, seek to employ metric only where it is essential, and assign a physical
dimension to physical quantities. In contradistinction to the prevalent litera-
ture, all observed physical fields are modeled on the observer’s three-dimensional
space, rather than in four-dimensional space-time. We believe that the presented
model subsumes, characterizes, and extends various approaches to space-time
splitting. The rigorous distinction between metric and pre-metric concepts and
the focus on coordinate- and frame-free descriptions has practical relevance for
the formulation of numerical schemes. Grid-based techniques naturally distin-
guish between topological information, encoded in the connectivity of the grid,
and metric information, that enters the formulation in the constitutive relations
[3, 70].
We do not attempt to give a complete historical overview of splitting tech-
niques and observer models, referring the reader, for example, to [45]. Instead,
we give an account of the papers and books that have had a direct influence
on our work, in chronological order: In B. Mashhoon’s 1990 paper [50] and
in the 2003 continuation [51] we have found an instructive discussion of the
hypothesis of locality. Some of the terminology in the observer classification is
taken from T. Matolcsi’s 1993 book [52], see also [53]. Of great consequence
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was the reading of M. Fecko’s 1997 paper [26] where a coordinate-free split-
ting is introduced based on only the four-velocity and its metric Riesz dual in
the spirit of the theory of connections on principal bundles. The formal links
to that theory are discussed in the paper’s Appendix G: if the four-velocity is
a complete vector field, then it generates an action of a Lie group and turns
space-time into a principal bundle. Four-velocities are generally incomplete in
the presence of space-time singularities; see [39, Ch. 8]. Moreover, the Ehres-
mann connection induced by the Riesz dual of four-velocity is not principal, in
general. J. Kocik uses in the 1998 paper [47] Ehresmann connections on fiber
bundles and the Fro¨licher-Nijenhuis bracket to formalize the splitting framework
of M. Fecko and to discuss its properties. He makes a point of the usefulness of
Ehresmann connections in mathematical physics. The 2002 paper by G. Rizzi
and M.L. Ruggiero [66] defines the observer metric on the base manifold of
a fiber bundle. From their (editors) 2004 book [65], in partiular O. Gron’s
contribution [37], we have learned a great deal on the Ehrenfest paradox and
the history of debates on the topic of rotating observers that have been on-
going up to our time. J. J. Cruz Guzma´n and Z. Oziewicz in 2003 [38]
revisit Kocik’s 1998 work. The paper provides a rigorous algebraic perspective
and discusses nonorthogonal splittings. E. Minguzzi in the 2003 paper [55]
employs an Ehresmann connection on a principal bundle in his frame-based
approach and points out that the mathematics involved is closely related to
that of gauge theories. The 2003 book by F. Hehl and Y. Obukhov [40] has
deepened our conviction of the necessity to distinguish between pre-metric and
metric concepts in a theory. It is one of the few works that consider physical di-
mensions of mathematical objects throughout. Our paragraphs on the splitting
of the energy-momentum balance are largely based on this book. The defini-
tion of space-time is taken from E. Minguzzi 2008 [57]. The 2012 monograph
by R.T. Jantzen, P. Carini, and D. Bini [45] gives a valuable historical
overview of splitting techniques. Our discussion of kinematic parameters is
based on this work. A comprehensive list of references was compiled by D. Bini
and R.T. Jantzen in [6].
The paper is self-contained. Several standard textbook definitions, as those
of fiber bundles, connections, and the Lie algebra, are repeated in a compact
form in order to have at our disposal all the tools that come with them, for ex-
ample, transition functions, Maurer-Cartan form, fundamental field map, etc.
Paragraphs that present standard textbook material are indicated by a star. As
for our mathematical references, the main sources are Y. Choquet-Bruhat,
C. DeWitt-Morette, and M. Dillard-Bleick, “Analysis, Manifolds, and
Physics” [16], and I. Kola´rˇ, P. W. Michor, and J. Slova´k, “Natural Op-
erations in Differential Geometry” [48]. For algebraic concerns we consulted
W.H. Greub [35, 36].
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2 Notation, conventions, multi-linear algebra
*2.1. Differential forms, multi-vector fields, and vector-valued fields. We denote
X k(M) and Fk(M) the smooth k-vector fields and differential k-forms on a
smooth differentiable manifold M , respectively. Fk×(M) denotes the twisted
differential k-forms on M ; see 2.2. Let V denote a finite-dimensional vector
space. X k(M ;V ) = X k(M) ⊗ V and Fk(M ;V ) = Fk(M) ⊗ V denote multi-
vector fields and forms that take values in V . For a more compact notation in the
algebraic operations of 2.5 we use the direct-sum spaces X (M) = ⊕nk=0 X k(M)
and F (M) = ⊕nk=0 Fk(M), n = dim(M).
*2.2. Twisted differential forms. Let M be an orientable n-dimensional man-
ifold. A twisted differential form γ× ∈ Fk×(M) can be represented as a pair
(γ,κ) ∈ Fk(M) × Fn(M), where κ is an everywhere nonzero volume form on
M . There is an equivalence relation
(γ′,κ′) ∼ (γ,κ) : κ′ = λκ, γ′ = sgn(λ)γ, λ ∈ C∞(M);
see [13, Ch. 3] and [14, Ch. 28]. Twisted forms can be pulled back under diffeo-
morphisms, ϕ∗γ× = (ϕ
∗γ, ϕ∗κ), compare with 2.6. Similar considerations hold
for multi-vector fields. The product of two twisted objects yields an ordinary
object, by selecting representatives with the same orientation.
*2.3. Sign operator. The sign operator
n : a 7→ (−1)deg(a)a
is borrowed from [17], with deg(a) the degree of a multi-vector field or differential
form a.
*2.4. Interior, and exterior products. The generalized interior product or con-
traction by multi-vector fields follows from the standard contraction by vector
fields via
ia∧bγ = ibiaγ
with a ∈ X 1(M), b ∈ X k(M), γ ∈ F`(M), ` ≥ k + 1, [36, 5.14.]. For conve-
nience, we also use the notation i(a∧b)γ. Following [26,48], we use an exterior
product operator1
eab = a ∧ b.
*2.5. Products of scalar-, vector-, and tensor-valued fields. In items 1-6 below,
we extend the basic algebraic operations of duality pairing, the interior product,
and the exterior product to vector- and tensor-valued fields; compare with [36,
1.5, 1.16, 1.21]. We have operations involving Lie-(co)algebra-valued fields in
mind, as they will appear starting from Section 6. For the sake of brevity, the
1In [49] we have used the letter ‘j’ for the exterior product.
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duality pairing, the interior product, and the exterior product are represented
by the bilinear operation
f : A× B → C, (a,b) 7→ c = f(a,b),
where A, B, C ∈ {C∞(M),X (M),F (M)}. Let V , V ′ denote finite-dimensional
vector spaces.
1. The product of a scalar-valued and a vector-valued field is a vector-valued
field (idem for covector-valued fields),
f :
{
A× (B ⊗ V )→ C ⊗ V, (a,b⊗ v) 7→ c⊗ v,
(A⊗ V )× B → C ⊗ V, (a⊗ v,b) 7→ c⊗ v.
2. We define the following duality pairing between a vector-valued field and
a covector,
(A⊗ V )× V ∗ → A, (a⊗ v)(γ) 7→ a⊗ γ(v).
3. For the product of a vector- and a covector-valued field there are two
natural possibilities [77, Eqs. (3.18), (3.19)]. Either we obtain a scalar-
valued field by duality pairing of the covector with the vector [30, p. lvi],
f : (A⊗ V )× (B ⊗ V ∗)→ C, (a⊗ v,b⊗ γ) 7→ c⊗ γ(v).
Alternatively, the product may result in a tensor-valued field by taking
the tensor product,
f⊗ : (A⊗ V )× (B⊗ V ∗)→ C ⊗ (V ⊗ V ∗), (a⊗v,b⊗ γ) 7→ c⊗ (v⊗ γ).
We distinguish the different extensions of f by attaching a superscript ⊗
to tensor-valued product operators.
4. The product of two (co-)vector-valued fields yields a tensor-valued field,
f⊗ : (A⊗V )× (B⊗V ′)→ C⊗ (V ⊗V ′), (a⊗v,b⊗v′) 7→ c⊗ (v⊗v′).
5. The product of a
(
1
1
)
-tensor-valued field and a (co)vector-valued field is
a (co)vector-valued field, which is obtained by the action of the tensor
t ∈ T = V ∗ ⊗ V ′ on the (co)vector,
f :
{
(A⊗ T )× (B ⊗ V )→ C ⊗ V ′, (a⊗ t,b⊗ v) 7→ c⊗ t(v),
(A⊗ V )× (B ⊗ T )→ C ⊗ V ′, (a⊗ v,b⊗ t) 7→ c⊗ t(v).
Likewise, the product of a symmetric
(
0
2
)
-tensor-valued field and a vec-
tor-valued field is a covector-valued field, and the product of a symmetric(
2
0
)
-tensor-valued field and a covector-valued field is a vector-valued field.
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6. Finally, the product of two
(
1
1
)
-tensor-valued fields s, t ∈ T is a (11)-tensor-
valued field s ◦ t ∈ T , which is defined by contraction, (s ◦ t)(v,γ) =
s(v)
(
t(γ)
)
, (v,γ) ∈ V × V ∗. Therefore,
f : (A⊗ T )× (B ⊗ T )→ C ⊗ T, (a⊗ s,b⊗ t) 7→ c⊗ s ◦ t.
Note that in general s ◦ t 6= t ◦ s.
*2.6. Pullback and pushforward. Much of our notation is borrowed from [16],
such as ϕ′ and ϕ∗ for the push and pull maps of a diffeomorphism ϕ. The
operations are extended to multivectors u = u1 ∧ · · · ∧uk and differential forms
γ = γ1 ∧ · · · ∧ γk via exterior compound, that is,
ϕ′u = ϕ′u1 ∧ · · · ∧ ϕ′uk,
ϕ∗γ = ϕ∗γ1 ∧ · · · ∧ ϕ∗γk.
Likewise, the operations are extended to vector-valued fields and forms, v ∈ V
for some vector space V , by
ϕ′(u⊗ v) = ϕ′u⊗ v,
ϕ∗(γ ⊗ v) = ϕ∗γ ⊗ v.
3 Preliminaries
We give a brief overview of the physical dimension system, as well as our working
definitions of space-time and world-lines. The latter topics are grouped in this
section as they invoke the metric which will not be mentioned explicitly in the
following chapter.
3.1. Physical dimension system. Let D denote the system of physical dimensions
[28], and S the set of physical quantities. Each element of D represents a type
of physical quantity. The minimum structure of D is that of a multiplicative
Abelian group. The associative and commutative group operation is D ×D →
D : (A,B) 7→ AB, the dimension product. The neutral element reads 1D, and the
inverse of an element D ∈ D is D−1. The multiplicative Abelian group naturally
includes exponentiation by integers.2 r denotes the rank of the group. A basis
of D is a set B(D) = {D1,D2, . . . ,Dr} ⊂ D with the property that
Dq11 D
q2
2 . . .D
qr
r = 1D ⇒ q1 = q2 = · · · = qr = 0,
2Since the Abelian group does not comprise all prevalent physical-dimension systems, the
structure is generalized in the (unfortunately not publicly available) treatise [63] to a multi-
plicative module over a ring R, where R may be Z, Q, or R, and R = Z is the Abelian-group
case. The operation R×D → D is given by exponentiation (q,D) 7→ Dq . This proposal unifies
the Abelian-group approach of [28] with the multiplicative vector-space approach found, for
example, in [15]. For an example where the integer numbers are not sufficient, we mention
the cgs system, which requires rational exponents.
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and that
span
(
B(D)
)
= {Dq11 Dq22 . . .Dqrr | qi ∈ Z} = D.
For the purposes of this paper, we follow the IEC/ISO standard [41], and use
for a basis
B(D) = {L, T, M, I},
that is, length, time, mass, and electric current.3 We also use the derived
physical dimensions of electric voltage U = ML2T−3I−1 and action A = UIT2 =
ML2T−1. The map pd : S → D is called the physical-dimension map.4 A set
with constant dimension map is said to be of homogeneous dimension.
3.2. Algebraic structures of physical quantities. Sets of physical quantities are
ususally equipped with algebraic structures. For example, consider a structure
(S,+, D, pd), consisting of a set of quantities S, a rule of addition + : S × S →
S, (x, y) 7→ x + y, a system of physical dimensions D, and a dimension map.
The structure is called an additive group of quantities if
1. (S,+) is an Abelian group and
2. the dimension map is constant.
Additive groups of quantities are, by definition, of homogeneous dimension.
A vector space of quantities is an additive group (S,+, D, pd) of quantities
together with a field F and a multiplication F × S → S : (λ, x) 7→ λx fulfilling
the vector-space axioms. As for the additive group, the vector space of quantities
is equipped with a constant dimension map. In the same way, an algebraic field
of quantities is of homogeneous physical dimension. That dimension, however,
must be the neutral dimension, since the inverse of an element of the field must
have the same physical dimension as the element itself. To apply this framework,
we equip the spaces in the tangent or the exterior bundle of a manifold with
a constant dimension map, turning them into vector spaces of quantities. For
example, for the electromagnetic field F ∈ F2(P ), pd(F ) = UT, the spaces
Λ2T ∗pP are assigned the physical dimension of magnetic flux, thus turning them
into vector spaces of fluxes.5
*3.3. Space-time. A space-time (P,g) is a time-oriented connected Lorentz man-
ifold of signature (+,−,−,−); compare with [57, Def. 2.5].6 For the sake of our
purposes, the manifold shall be orientable [40, B.1.2]. The metric tensor field g
3Frequently the physical dimension of charge is used as a basis element in favor of current
[40,71].
4The physical-dimension map is sometimes denoted by brackets, for example, in [21,40,62].
Other texts use curly braces for numerical values and brackets for units [76].
5This approach was outlined in [63]. It differs from prevalent ones [21, 62] in that it does
not involve the transformation behavior of component functions of quantities. For this reason
algebraic concepts are more in line with the overall goal of this paper, that is, to focus on
mathematical structures rather than their coordinate- and frame-based representations.
6Note that [57] uses the signature (−,+,+,+).
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is sufficiently smooth and has physical dimension pd(g) = L2. For a discussion
of this choice of physical dimension see Appendix A14.1. We generally assume
that the space-time be globally hyperbolic [57, 3.11] even though this constraint
might be too restrictive for some applications, in which case it could be some-
what relieved; compare with [56, Sec. 2]. No other restrictions are posed, that
is, our setting is general relativity. It is only for the applications in Chapter IV
that we consider Minkowski space-time as an example.
*3.4. World-line. A world-line is a time-like, future-directed, sufficiently smooth
curve in space-time. Intuitively, it models the existence of a test particle. A
bundle of world-lines has been called a reference fluid, reference dust, or – by
Einstein – a reference mollusk, [23, Sec. 28].
Chapter II
Pre-Metric Setting
For the purposes of this chapter, we assume the existence of a set of world-lines
that densely fills an interesting region of space-time, and ‘forget’ the space-time
metric until it will be re-introduced in the next chapter. In Sections 4-7 we in-
troduce mostly textbook definitions, leading up to the discussion of Ehresmann
connections on principal bundles. The definitions are given in their usual, gen-
eral form, and our intentions with regard to the definition of a relativistic split-
ting structure are stated in the brief introductions. Starting from Section 11
we abandon the general scope of principal bundles with arbitrary structure
groups, and continue to develop our framework for the particular Lie group of
1-dimensional (time-) translations. Generalizations to arbitrary Lie groups are
available, but not useful for the purposes of this paper. In Sections 10 and 12
the relativistic splitting structure is defined and discussed.
4 Fiber bundles: world-lines in space-time
We consider general fiber bundles. Fiber charts make the bundle manifold
locally diffeomorphic to a product space of base manifold and typical fiber.
With regard to our application, the bundle manifold is space-time; the fibers
are world-lines; the base manifold models space as seen by the observer; and
the typical fiber is there to keep track of the sequence of events along the world-
lines. A section of the fiber bundle serves as a time synchronization. This
convention allows the time-translation of Section 5 to act on all events in the
section synchronously.
*4.1. Fiber bundle. Let (P, pi,X, F ) denote a fiber bundle. It consists of the
differentiable manifolds P , X, F , and a smooth mapping pi : P → X; further-
more it is required that each x ∈ X has an open neighborhood U such that
9
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F
P Fx = pi
−1(x)
p
x
pi
∆
ϕi,x
∆
ϕj,x
ϕij(x) =
∆
ϕi,x ◦ ∆ϕ−1j,x
Ui Uj
X
Figure 1: Fiber bundle (P, pi,X, F ) with typical fiber F , base space X, fiber at
x ∈ X Fx = pi−1(x). The fiber charts ϕi and ϕj define the transition function
at x, ϕij(x) =
∆
ϕi,x ◦ ∆ϕ−1j,x.
pi−1(U) is diffeomorphic to U × F via a fiber-respecting diffeomorphism ϕ:
pi−1(U)
ϕ - U × F
U
ff p
r 1pi -
Herein, pi−1(U) is the inverse image of the projection pi and pr1 is the canonical
projection. P is the total space or bundle manifold of dimension n, X is the
base manifold, pi : P → X is a surjective submersion called the projection, and
F is called the standard fiber or typical fiber. The dimension of the typical fiber
is denoted q throughout the text. pi−1(x) = Fx is called the fiber at x. (U,ϕ) as
above is called a fiber chart or a local trivialization of P . The diffeomorphism
ϕ : pi−1(U) → U × F has the form ϕ = (pi, ∆ϕ). We denote by ∆ϕx : Fx → F the
restriction of
∆
ϕ to a single fiber. A fiber bundle is called trivializable if there
exists a global fiber chart (X,ϕ). compare with [48, 9.1] and [16, p. 125 ff.].
* 4.2. Transition functions. A collection of fiber charts {(Ui, ϕi)}, such that
{Ui} is an open cover of X, is called a fiber-bundle atlas. For a given atlas,
ϕij : Ui ∩ Uj → Diff(F ) : x 7→ ∆ϕi,x ◦ ∆ϕ−1j,x is a diffeomorphism of F for each
x ∈ Uij = Ui ∩ Uj . The mappings ϕij are called the transition functions of the
bundle. They satisfy the cocycle condition ϕij(x) ◦ϕjk(x) = ϕik(x) for x ∈ Uijk
and ϕii(x) = IdF ; see Fig. 1. compare with [48, 9.1] and [16, p. 125 ff.].
*4.3. Vertical fields. The family of vertical vector spaces is defined by VpP =
Ker (pi′) ⊂ TpP for all p ∈ P . compare with [16, p. 359]. Denote
X 1V (P ) = {v ∈ X 1(P ) |vp ∈ VpP, ∀ p ∈ P}
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rg
Gx
pi
Ui Uj
X
G
gi
gj
∆
ϕj,x
∆
ϕi,x
∆
ϕ−1i,x
∆
ϕ−1j,x
gij(x)
gij(x)
Rg
Rg
p
rg(p) = (rg)i(p)
= (rg)j(p)
P
Figure 2: Definition of the principal right action. For ϕi and ϕj from the same
maximal G-bundle atlas, they both define the same right action along the fibers.
Reproduced from [16, p. 129] with permission.
the space of vertical vector fields. The definition extends to vertical multi-vector
fields X kV (P ) = {v ∈ X k(P ) |pi′ vp = 0, ∀ p ∈ P}.
*4.4. Section. A fiber bundle admits local sections: For each p ∈ P there is an
open neighborhood U of pi(p) in X and a smooth mapping s : U → P with
pi ◦ s = IdU ; [48, 2.4], [16, p. 132]. A global section of a fiber bundle is a smooth
mapping s : X → P such that pi ◦ s = IdX . A fiber bundle is trivializable iff it
admits a global section [20, 16.14.5]. For an example see Fig. 3.
5 Principal bundles: introducing time-
translation
A principal bundle is a fiber bundle i) whose typical fiber is isomorphic to a Lie
group and ii) whose fiber charts are compatible with a principal right-action of
the group along the fibers. In our application, the fibers are world-lines and
the typical fiber is isomorphic to the Lie group G of 1-dimensional translations.
The principal right-action represents time translation along world-lines. We find
that a fiber bundle whose typical fiber is isomorphic to a Lie group – omitting
condition ii) above – partitions naturally into infinitely many principal bundles,
which are distinguished by their principal right-action. That implies that a given
congruence of world-lines admits infinitely many realizations of time-translation.
We have no a priori preference as to which of the time translations is used,
although some choices may be more practical than others; see 10.8 and 12.2.
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*5.1. G-bundle. Let G be a Lie group and (P, pi,X, F ) a fiber bundle. A G-
bundle structure on the fiber bundle consists of the following data (verbatim
from [48, 10.1]):
1. A left action ` : G× F → F of the Lie group on the typical fiber;
2. A fiber-bundle atlas {(Ui, ϕi)}, the transition functions of which act on
F via left action: There is a family of mappings gij : Uij → G satisfying
the cocycle condition gij(x)gjk(x) = gik(x) for x ∈ Uijk and gii(x) = e,
with e the identity element of G, such that the transition function reads
ϕij(x) = `
(
gij(x)
)
.
A fiber-bundle atlas as in Point 2 is called a G-atlas. Two G-atlases are said to
be equivalent, if their union is also a G-atlas. A maximal G-atlas contains all
equivalent atlases. To be precise, a G-bundle structure is the pair of a left-action
of G on F (see Point 1) and a maximal G-atlas. A G-bundle (P, pi,X, F,G) is
a fiber bundle with a G-bundle structure. G is called the structure group of the
G-bundle. compare with [16, p. 126 ff.].
*5.2. Fibre bundles as G-bundles. Every fiber bundle in 4.1 trivially is a G-
bundle, setting G = Diff(F ) and `
(
ϕij(x)
)
= ϕij(x).
*5.3. Principal G-bundle. A principal G-bundle (P, pi,X,G) is a G-bundle where
the typical fiber is equal to the structure group, and where the left action is just
G acting upon itself from the left; compare with [48, 10.2] and [16, p. 129].
*5.4. Principal right action. A principal G-bundle admits a unique right action
called the principal right action. Let pi(p) ∈ Ui. Then
r : pi−1(Ui)×G→ pi−1(Ui) : (p, g) 7→ ϕ−1i
(
pi(p), Rg
∆
ϕi(p)
)
,
where Rg : G→ G : h 7→ hg is the right group action. As a consequence of the
G-bundle structure, r is independent of the fiber chart (Ui, ϕi), and is, therefore,
defined on all of P ; see Fig. 2. The action is transitive and free. Its orbits are
the fibers of the principal bundle; compare with [48, 10.2] and [16, p. 129 ff.].
*5.5. Chart-induced section. A fiber chart (Ui, ϕi) canonically induces a local
section on a principal bundle via si = ϕ
−1
i ◦ Id, where Id : X → X × G : x 7→
(x, e); see Fig. 3 and compare with [16, p. 363].
*5.6. G-atlas from local sections and principal right action. A free right action
r : G×P → P whose orbits are exactly the fibers, and a family of local sections
si : Ui → pi−1(Ui), such that {Ui} is an open cover of X, together define a
unique G-atlas with fiber charts ϕ−1i (x, g) = r (si(x), g) for x ∈ Ui, [48, 10.3,
10.4].
5.7. Foliation. A local section s : U ⊂ X → P (for example, a chart-induced
section), together with the principal right action, defines a foliation of pi−1(U) ⊂
P . The leaves are labeled by the group elements and defined as Sg = rg s(U).
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s(X)
P
X
G
Gx = pi
−1(x)
s
x
U
pi
∆
ϕ
e
Figure 3: Chart-induced section s : U → P in the fiber chart ϕ of a principal
bundle.
5.8. Diff(G)-bundle. A fiber bundle
(
P, pi,X,G,Diff(G)
)
which has the Lie-
group G for the typical fiber, and Diff(G) for the structure group, is a Diff(G)-
bundle; compare with 5.2. Note that elements of Diff(G) are not generally
compatible with the group structure.
5.9. Partition of the Diff(G)-bundle. Let ∼G denote an equivalence relation on
the maximal fiber-bundle atlas of a Diff(G)-bundle,1
ϕi ∼G ϕj ⇐⇒ ∃! gij(x) ∈ G : ϕij(x) = L
(
gij(x)
)
.
Two fiber charts are equivalent, if the transition-map can be captured by a
group action. The equivalence relation partitions the maximal fiber bundle
atlas into maximal G-atlases; see Fig. 4. It partitions the Diff(G)-bundle into
principal G-bundles. The left-action of the G-bundle structure is ` = L, with L
the left-action of G on itself. We will return to this construct in Section 11.
6 The fundamental field map: populating the
principal bundle
The Lie algebra of a Lie group is the pair formed by the vector space of left-
invariant vector fields on the Lie group, and the Lie-bracket multiplication. In
the case of the 1-dimensional translation group G, the Lie-bracket of any two
vectors is trivially zero. What is of use for us is the Maurer-Cartan form and
its twin, the Maurer-Cartan vector field. In a principal bundle, they can be
1The notation ∃! reads ‘there is exactly one ...’.
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ϕj ϕi
gij
ϕ`
ϕk
gk`
ϕ`j
Max. G-atlases
Max. Diff(G)-atlas
Figure 4: Schematic view of two G-atlases in the partition of a Diff(G)-bundle’s
maximal fiber-bundle atlas. Transition functions between fiber charts in the
same maximal G-atlas are G-actions, whereas transition functions between dif-
ferent maximal G-atlases are general diffeomorphisms of G.
pushed and pulled to the bundle manifold, yielding objects that are defined
independently of a particular choice of a basis on the Lie algebra. They de-
pend only on the principal right-action. The pushed vector field will be used
in the definition of the splitting map in 10.3. The pulled form represents a
chart-associated principal connection that is used in a certain class of splittings;
see 9.11 and 10.8.
*6.1. Lie algebra. A vector field v ∈ X 1(G) is called left invariant if
(Lg
′)hvh = vgh ∀ g, h ∈ G,
where L : G × G → G : (g, h) 7→ gh is the left translation; recall that the
prime denotes the pushforward. The Lie algebra g of a Lie group G is the space
of left invariant vector fields on G, together with Lie bracket multiplication.
We have dim(G) = dim(g) = q. Every left invariant v ∈ X 1(G) is uniquely
represented by its vector at identity via vg = (Lg
′)eve; compare with [48, 4.11]
and [16, p. 155]. We follow the common practice to identify the Lie algebra
g of the Lie group G with the tangent space TeG of the group at the identity
element e.
*6.2. Lie co-algebra. A 1-form γ ∈ F1(G) is called left invariant if
(L∗g)hγgh = γh ∀ g, h ∈ G.
The dual of the Lie algebra, that is, the Lie co-algebra g∗ is the space of left
invariant 1-forms on G [16, p. 208].
*6.3. Fundamental field map. Let rp : G → P : g 7→ r(p, g). The image of
vˆ ∈ g under the fundamental field map
ζ : g→ X 1V (P ) : vˆ 7→ v,
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is defined pointwise by
vp = (rp)
′
evˆ;
compare with [48, 5.13] and [16, p. 360]. For a given fiber chart ϕ(p) = (x, g),
the fundamental field map can, equivalently, be written as vp = (
∆
ϕ−1x )
′
g (L
′
g)evˆ,
and so, fiberwise,
v|Gx = (
∆
ϕ−1x )
′vˇ,
where vˇ is the left invariant vector field associated with vˆ. This definition is
independent of the selected fiber chart. The hat in the notation of a Lie-algebra
vector is used to indicate that vˆ is related to a vertical vector field v by the
fundamental field map.
* 6.4. Maurer-Cartan form. The Maurer-Cartan form is a Lie-algebra-valued
1-form on G, θMC ∈ F1(G; g). It is defined for any vg ∈ TgG by
θMC(vg) = a, where vg = (Lg)
′
ea,
a ∈ g; compare with [16, p. 168 and p. 364]. θMC is left-invariant by definition.
If G is Abelian all G-invariant forms are closed and, hence, dθMC = 0; compare
with [60, Eq. (2.44)].
6.5. Maurer-Cartan vector field. By duality, we introduce the Maurer-Cartan
vector field as a Lie-coalgebra-valued vector field on G, wMC ∈ X 1(G; g∗). It is
defined for any γg ∈ T ∗gG by
γg(wMC) = α, where γg = (Lg−1)
∗
eα,
α ∈ g∗. It holds that
θMC(wMC)
⊗ = 1⊗ t ∈ C∞(G; g⊗ g∗),
where t is the unit tensor for the pair (g, g∗); compare with [36, 3.14]. The
tensor-valued duality product is defined in 2.5, 3.
6.6. Fundamental field. Denote
w = ζ(wMC)
the image of wMC under the fundamental field map. We call w the fundamental
field. It follows that w ∈ X 1(P ; g∗). The fundamental field represents the
fundamental field map
w(vˆ) = ζ(vˆ) = v,
for all vˆ ∈ g.
16 II. Pre-Metric Setting
7 Ehresmann connection: families of space plat-
forms
An Ehresmann connection can be defined as a family of horizontal subspaces,
decomposing every tangent space of the bundle manifold into a horizontal sub-
space, and the vertical subspace along the fibers. The definition of horizontal
vector fields and vertical forms ensues. In the context of our application, the
horizontal subspaces have been called infinitesimal space platforms [66]. The
observer’s space is represented in space-time by the family of all the space plat-
forms in a given time synchronization.
*7.1. Ehresmann connection on a principal G-bundle. An Ehresmann connec-
tion on a principal G-bundle (P,X, pi,G) is defined in three equivalent ways:
1. As a horizontal lift σp : TxX → TpP , x = pi(p), such that σp is linear,
pi′ ◦ σp = IdTxX , and σp depends differentiably on p.2
2. As a field of horizontal vector spaces HpP ⊂ TpP , where HpP depends
differentiably on p.
3. As a connection 1-form ω ∈ F1(P ; g) such that ω depends differentiably
on p, and ω(v) = 1⊗ vˆ, v = ζ(vˆ)∀vˆ ∈ g.
The definitions are related by Imσp = HpP = {v ∈ TpP |ωp(v) = 0} ∀ p ∈ P ;
compare with [16, p. 358 ff.]. The horizontal lift maps vectors in a tangent-space
of the base manifold into horizontal subspaces in the bundle space. Horizontal
vectors are in the null-space of the connection 1-form. Definition 3 implies that
ω(w)⊗ = 1 ⊗ t. The above connection 1-form ω of an Ehresmann connection
on a principal G-bundle is related to the connection form Υ of an Ehresmann
connection on a general fiber bundle via Υ = w ⊗ ω = ζ ◦ ω,∈ F1(P ;TP );
compare with [48, 11.4].
*7.2. Principal connection. An Ehresmann connection on a principal G-bundle
is a principal connection if it fulfills
1. σrg(p) = (rg)
′
pσp,
2. Hrg(p)(P ) = (rg)
′
pHpP , and
3. r∗g ω = Ad (g
−1)ω;
compare with [48, 11.1] and [16, p. 358 ff.]. The adjoint representation Ad(g−1)
is identity for Abelian Lie groups. For a principal connection, the principal
right-action defines the evolution of a horizontal subspace in a point p ∈ P
along the fiber through p.
2Note that pi′ is defined here only as a map between tangent spaces, TpP → TxX, since pi
is not a diffeomorphism.
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7.3. Horizontal fields. For a given Ehresmann connection on P , there is a direct
sum decomposition X k(P ) = X kV (P ) ⊕ X kH(P ), where the space of horizontal
multi-vector fields is given by
X kH(P ) = {v ∈ X k(P ) |vp ∈ ΛkImσp, ∀ p ∈ P}, 1 ≤ k ≤ n− q.
We define the space of horizontal differential forms by
FkH(P ) = {γ ∈ Fk(P ) |γp ∈ ΛkImpi∗p , ∀ p ∈ P}, 1 ≤ k ≤ n− q.
For a given Ehresmann connection, the space of vertical differential forms is
defined by
FkV (P ) = {γ ∈ Fk(P ) |σ∗pγp = 0, ∀p ∈ P}, 1 ≤ k ≤ q.
Analogously to vector fields, there is a direct sum decomposition Fk(P ) =
FkV (P ) ⊕ FkH(P ). Each of the pairs
(FkV (P ),X kV (P )) and (FkH(P ),X kH(P )) is
dual with respect to the duality pairing inherited from the pair
(Fk(P ),X k(P )),
that is, from the duality of vectors and covectors in each tangent space.
8 Parametric fields: mapping fields to the ob-
server’s space
We introduce parametric fields on the base manifold, as well as maps to transfer
horizontal fields on the bundle manifold to parametric fields on the base man-
ifold, and vice versa. The relativistic splitting uses the maps to relate fields
in space-time to time-parametric fields in the observer’s space. As mentioned
earlier, from this section on we restrict our development of the framework to
the 1-dimensional Lie group of (time-)translations. A principal bundle with
this particular structure group is necessarily trivializable. For convenience and
without loss of generality, we, therefore, use global fiber charts unless otherwise
stated.
8.1. Parametric fields. Denote X k(X,G) = C∞(G;X k(X)) and Fk(X,G) =
C∞
(
G;Fk(X)) the parametric multi-vector fields and parametric differential
forms on X, that is to say, C∞-functions on G with values in X k(X) and
Fk(X), respectively.
8.2. Twisted parametric forms on G. Since P was assumed orientable (see 3.3)
and diffeomorphic to X × G, from the orientability of G it follows that X is
orientable. Therefore, orientation can be discussed on a global level.3 Denote
Fk×+(X,G) = C∞×
(
G;Fk×(X)
)
3Twisted forms can be defined on nonorientable manifolds as well [13, Ch. 3], [14, Ch. 28],
but we don’t delve into this.
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the parametric differential forms that are twisted with respect to X and G;
compare with 2.2 and [13, Ch. 3], [14, Ch. 28]. Each α×+ ∈ Fk×+(X,G) can be
represented by (α, κ˜) ∈ Fk(X,G) × Fn−1(X,G; g∗), where n = dim(P ) and κ˜
is a Lie-coalgebra-valued volume form on X, defining an orientation on X ×G.
The equivalence relation reads
(α, κ˜)′ ∼ (α, κ˜) : κ˜′ = λ κ˜, α′ = sgn(λ)α, λ ∈ C∞(X,G).
8.3. Integration on G. We will encounter parametric, Lie-coalgebra valued forms
that lie in the image of a splitting map; see 10.3. Their integrals on a family of
compact domains H =H (x) ⊂ G of the Lie group∫
H
: Fk(X,G; g∗)→ Fk(X)
are defined with γ ∈ Fk(X,G; g∗), uα ∈ X 1(X), (e, ε) ∈ g× g∗, ε(e) = 1 by(∫
H
γ
)
(u1, . . . ,uk)
∣∣
x
=
∫
H (x)
(
γ(u1, . . . ,uk; e)
∣∣
x
)
θMC(ε).
The definition is independent of the pair of dual bases (e, ε).
8.4. Integration of twisted parametric forms on G. The integral operator de-
fined in 8.3 may be extended by∫
H
: Fk×+(X,G, g∗)→ Fk×(X,G)
(α, κ˜) 7→
(∫
H
α,
∫
H
κ˜
)
∈ Fk(X,G)×Fn−1(X,G).
The result is independent of the orientation of H , and the twist with respect
to G has been eliminated by the integration.
8.5. Parametric maps. Consider the maps pi′ : TpP → TxX and σp : TxX →
TpP . A fiber chart (X,ϕ), ϕ : p 7→ (x, g) induces maps
Π :X k(P )→ X k(X,G) : v 7→ v¯, v¯(g)x = pi′ vp,
Σ :X k(X,G) ↪→ X k(P ) : v¯ 7→ v, vp = σp v¯(g)x.
We find from the properties of pi′ and σp that:
i) Π ◦ Σ = IdXk(X,G), ii) Σ is injective,
iii) Π is surjective, iv) Ker Π = X kV (P ),
v) Im Σ = X kH(P ).
The dual maps are characterized by
Σ∗ :Fk(P )→ Fk(X,G),
Π∗ :Fk(X,G) ↪→ Fk(P ),
and we find that:
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vi) Σ∗ ◦Π∗ = IdFk(X,G), vii) Π∗ is injective,
viii) Σ∗ is surjective, ix) Ker Σ∗ = FkV (P ),
x) Im Π∗ = FkH(P ).
The maps naturally extend to (co)vector-valued fields and forms; compare
with 2.6.
8.6. Chart-associated connection. Denote θ the Lie-algebra valued form that is
defined for a fiber chart (X,ϕ) by
θ =
∆
ϕ∗θMC.
It follows from the definitions that θ(v) = 1 ⊗ vˆ ∈ C∞(P ; g), v = ζ(vˆ), and
θ(w)⊗ = θMC(wMC)⊗ = 1 ⊗ t. For Abelian Lie groups, like the group of 1-
dimensional translations, dθMC = 0 implies dθ = 0. θ represents a connection
1-form of a principal connection that we call the chart-associated connection.
The horizontal lift for the chart-associated Ehresmann connection is denoted
φp. It is given by
φp : TxX → TpP : vx 7→ φpvx = (r′g)s(x)(s′)xvx,
where s is the chart-induced section in the fiber chart (X,ϕ); see 5.5. Here (s′)x
maps into a tangent space of the section, and (r′g)s(x) transports the horizontal
space into p = rg(s(x)). The horizontal spaces are given by the tangent spaces
to the leafs Sg of the foliation; see 5.7. In analogy to the maps σp and Σ we
define
Φ :X k(X,G) ↪→ X k(P ) : v¯ 7→ v, vp = φpv¯(g)x.
The same properties hold for Φ and Φ∗ as for Σ and Σ∗.
8.7. Horizontal and vertical maps. The vertical and horizontal maps which are
related to the decomposition X k(P ) = X kV (P )⊕X kH(P ) can be represented as
hor : X k(P )→ X kH(P ) : v 7→ Σ Π v,
ver : X k(P )→ X kV (P ) : v 7→ Υ(v),
where hor ⊕ ver = IdXk(P ). The horizontal and vertical maps are independent
of the fiber chart (X,ϕ); see also 8.8. The maps naturally extend to (co)vector-
valued fields; compare with 2.6.
8.8. Algebraic expressions for the hor and ver maps. Useful algebraic expressions
for the hor and ver maps acting on vector fields in X (P ) follow from 8.7
hor = iω ◦ ew, ver = ew ◦ iω.
They are used extensively in the splittings defined in [26,47], albeit with the four-
velocity vector field and its metric Riesz dual in place of w and ω. As compared
to [26, 47], the above expressions are not limited to orthogonal decompositions
of the tangent space; see also the pre-metric, holonomic approach in [40].
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9 Derivatives in the base manifold: Christoffel
form, curvature, and variance
This section describes derivative operators that arise naturally from a principal
bundle equipped with an Ehresmann connection. Later on we will identify
them as spatial and temporal derivatives of fields in the image of the splitting
map. The pullback of the connection form into the base manifold for a given
fiber chart is called the Christoffel form. The study of the derivatives of the
Christoffel form allows insights into the geometry of the Ehresmann connection
and its compatibility with the principal action.
*9.1. Christoffel form. The Christoffel form (see [48, 9.7 and 11.4]) or connection
form in the base manifold (see [16, p. 362]) is given by
Γ = Φ∗ω ∈ F1(X,G; g),
where we used Φ∗ defined in 8.6.4 The Christoffel form expresses the compati-
bility of the Ehresmann connection with the foliation encoded in the fiber chart;
compare with 5.7. The Christoffel form of the Ehresmann connection is not to
be confused with the Christoffel form of the Levi-Civita connection. The latter
connection will be used only in Section 17 for the discussion of an observer’s
kinematic parameters.
9.2. Group derivative. We call group derivative the derivation
∂G :
{
Fk(X,G)→ Fk(X,G; g∗)
Fk(X,G; g)→ Fk(X,G; g∗ ⊗ g),
that is defined in terms of the Lie derivative,
∂G = Σ
∗ ◦ Lw ◦Π∗.
The Lie derivative by the Lie-coalgebra-valued vector field w
Lw : Fk(P )→ Fk(P ; g∗)
is given with γ ∈ Fk(P ), uα ∈ X 1(P ), v ∈ g by
(Lwγ)(u1, . . . ,uk; v) = (Lζ(v)γ)(u1, . . . ,uk).
It extends to Lie-algebra-valued forms by Lw(γ ⊗ v) = (Lwγ)⊗ v. The group
derivative is closely related to the exterior derivative on G.5 Accordingly, it
trivially extends to Lie-coalgebra-valued forms by
∂G : Fk(X,G; g∗)→ 0.
For a coordinate representation of the group derivative see 9.10.
4Equivalently, we may define Γ = −Σ∗θ, with θ defined in 8.6.
5The relationship holds only for Abelian Lie groups. An equivalent definition of the group
derivative in the base manifold reads (∂Gγ)(u1, . . . ,uk)
∣∣
x
= δ
[ˆ
γ(u1, . . . ,uk)
∣∣
x
]
. The opera-
tor δˆ: C∞(G) → C∞(G, g∗), defined in [54, 3.4], can be related, for Abelian Lie groups, to
the exterior derivative on G by linear isomorphism.
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9.3. Exterior covariant derivative. The exterior covariant derivative on the base
manifold is given by
D = Σ∗ ◦ d ◦Π∗ : Fk(X,G;V )→ Fk+1(X,G;V );
compare with [48, 11.5] and [16, p. 372]. For the finite dimensional vector
space we have V ∈ {R, g, g∗} in mind. The exterior covariant derivative is an
antiderivation of degree one. It can be shown that
D = d− (Γ Z ∂G).
The operator (Γ Z ∂G) is defined by
(Γ Z ∂G) : Fk(X,G;V )→ Fk+1(X,G;V )
γ ⊗ v 7→ (Γ ∧ ∂Gγ)⊗ v.
For V 6= R the operator (Γ Z ∂G) differs from eΓ ◦ ∂G.6 A coordinate represen-
tation of the exterior covariant derivative can be found in 9.10.
9.4. Differentiation of twisted parametric forms. The differential operators d,
D, and ∂G naturally extend to twisted forms, for example
d : Fk×+(X,G)→ Fk+1×+ (X,G) : (α, κ˜) 7→ (dα, κ˜).
9.5. Variance of the Ehresmann connection. We compute the group derivative
of the Christoffel form and obtain the variance of the Ehresmann connection,7
χ = ∂GΓ ∈ F1(X,G; g∗ ⊗ g).
For χ = 0 the Christoffel form is invariant under the group action. Principal
connections are G-equivariant; compare with [48, 11.1(3)]. For Abelian Lie
groups, invariance equals equivariance, so χ = 0 implies that the connection is
principal; see A9.1.
9.6. Curvature of the Ehresmann connection. We generalize the definition of
curvature for principal connections in [48, 11.2] and [16, p. 372] to nonprincipal
connections by
Ω = D Γ ∈ F2(X,G; g).
This definition of curvature is equivalent to the definition for Ehresmann con-
nections on general fiber bundles in [48, 9.4]. An Ehresmann connection is said
to be flat iff Ω = 0.
6For example, for γ ∈ Fk(X,G; g∗) we find eΓ∂Gγ = 0 because ∂Gγ = 0, while there
holds (Γ Z ∂G)γ 6= 0 in general.
7χ is called torque of the connection in [47, Eq. (2.8)].
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9.7. Relationship between D and ∂G. From the complex property d◦d = 0 of the
exterior derivative on the bundle manifold it can be inferred with A10.2 that
[D, ∂G] = eχ ◦ ∂G
D2 = −eΩ ◦ ∂G
}
on Fk(X,G) and Fk(X,G; g),
(D− eχ)2 = −∂G ◦ eΩ
[D, eΩ] = −eΩ ◦ eχ
}
on Fk(X,G; g∗).
Note that in general neither do D and ∂G commute, nor does D enjoy the
complex property.
9.8. Relationship between curvature and variance. It follows from the definition
of the curvature form with 9.7 that
Ω = d Γ− Γ ∧ χ.
Moreover, by applying the relations for [D, ∂G] and D
2 from 9.7 to the Christoffel
form, the following differential equations are obtained for the curvature and
variance forms:
∂G Ω−Dχ = 0,
D Ω + Ω ∧ χ = 0.
For principal connections, we obtain from χ = 0 in 9.5 the invariance of the
curvature form ∂G Ω = 0 and the Bianchi identity D Ω = 0; compare with
[16, p. 375].
9.9. Adapted coordinate chart. A chart on G is called adapted if it is a Lie-group
homomorphism φ : G→ (R,+), that is,
φ(gh) = φ(g) + φ(h),
fulfilling
φ(e) = 0.
9.10. Coordinate time and coordinate-expressions for derivatives. Coordinate
time is the codomain of an adapted chart on G. Selecting a basis e ∈ g induces
an adapted chart via the exponential map exp : g → G; see [16, p. 160], [48,
4.18]. The exponential map of the translation group is a global diffeomorphism;
compare with [48, p. 131]. Hence we define the adapted chart
φ : G→ (R,+) : g 7→ t, g = exp(te).
By introducing also coordinates (xi) in the base manifold we obtain the following
coordinate representations of differential operators acting on α ∈ Fk(X,G):
∂Gα = ∂tα(x
i, t)⊗ dt,
dα = dxi ∧ ∂xiα(xi, t),
Dα = dxi ∧ (∂xi − Γi∂t)α(xi, t),
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where Γ = Γidx
i ⊗ ∂t and the summation convention has been used; compare
with 9.7. The covariant exterior derivative is in general a combination of spatial
and temporal derivatives. More on adapted coordinates and frames can be found
in Appendix 13.
9.11. Frobenius integrability condition. We call an Ehresmann connection inte-
grable if the exterior differential equation ω = 0 is completely integrable; see
[16, pp. 236ff]. The Frobenius integrability condition
(dω ∧ ω)⊗ = 0
is necessary and sufficient for complete integrability; compare with [16, p. 245].
The following conditions are equivalent:
1. The Ehresmann connection is integrable.
2. The Ehresmann connection is flat, Ω = 0; see A9.2.
3. The connection 1-form can be written ω = fdν, where f ∈ C∞(P, g∗⊗g),
f nonzero, ν ∈ C∞(P, g).8
4. Recall the partition of a Diff(G)-bundle into principal G-bundles of 5.9;
there exist fiber charts in the maximal atlas of the Diff(G)-bundle such
that the Christoffel form vanishes. An instance can be obtained by
∆
ϕ :
P → G : p 7→ exp(ν(p)).
In case 4, the foliation induced by the chart (see 5.7) is called horizontal foliation
[48, 9.6]. Each point p ∈ P lies on a unique leaf Sg, g = ∆ϕ(p), such that
TpSg = HpP for each p ∈ Sg. Moreover, the chart-associated connection (see
8.6) agrees with the given Ehresmann connection, and for the connection 1-forms
it holds that ω = fθ.
10 The relativistic splitting structure
We define a relativistic splitting structure with its splitting map. The struc-
ture is an instance of the above theory, where the bundle manifold is a four-
dimensional space-time, and the fibers are world-lines. Note that splitting struc-
tures are useful tools for dimensional reduction in general. In 21.5 we use an
axial splitting structure to obtain a two-dimensional field problem from a three-
dimensional one with axial symmetry.
10.1. Relativistic splitting structure. A relativistic splitting structure – or short
splitting – on a space-time P consists of the following data:
8i) The exterior differential equation ω = 0 is said to be algebraically equivalent to dν = 0.
The function ν is called first integral of the equation ω = 0 [16, p. 243]. ii) This construction
works globally if X is connected, and the Ehresmann connection is complete, with trivial
holonomy group [48, 9.9, 9.10].
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1. A principal G-bundle in the partition of the fiber bundle
(
P, pi,X,G,
Diff(G)
)
; see 5.9. The fibers of the bundle are world-lines; see 3.4.
2. An Ehresmann connection.
3. A global section.
Elements 1 and 3 select a fiber chart from the principal G-bundle’s maximal
atlas. All principal G-bundles from the partition of the Diff(G)-bundle, and all
global sections are equivalent; see Section 11. Some splittings may, however, be
more practical than others; see 10.8.
10.2. Time synchronization, time translation, and simultaneity structure. The
global section of the splitting structure models a time synchronization; compare
with 5.5. The principal action of the principal G-bundle, translating events
along world-lines, is called time translation. A simultaneity structure is given
by the foliation of 5.7.
10.3. Splitting of vector fields and forms. The splitting map and its dual relate
multivector fields and forms on the bundle manifold to parametric multivector
fields and forms on X, respectively, that take values in R, g or g∗. For a given
splitting structure, the splitting map of vector fields is defined by
S : X k(P ) ∼−−→ X k(X,G)×X k−1(X,G; g) : v 7→ (k, ˜`) = (Π v,Π iωv);
see 7.1 and 8.5. We denote Lie-algebra-valued vector fields in the image of S
with a tilde (idem for forms). The inverse is given by
S−1 : (k, ˜`) 7→ v = Σ k + w ∧ Σ ˜`.
On the dual side, the splitting map of differential k-forms reads
S−∗ : Fk(P ) ∼−−→ Fk(X,G)×Fk−1(X,G; g∗) : γ 7→ (α, β˜) = (Σ∗γ,Σ∗iwγ).
The inverse is given by
S∗ : (α, β˜) 7→ γ = Π∗α+ ω ∧Π∗β˜;
see 6.6 and 8.5.
10.4. Splitting of Lie-algebra-valued forms. The splitting map extends to Lie-
algebra-valued forms,
S−∗ : Fk(P ; g) ∼−−→ Fk(X,G; g)×Fk−1(X,G; g∗ ⊗ g) : γ 7→ (Σ∗γ,Σ∗i⊗wγ),
and it can be shown that
(Ω,χ) = S−∗(dω).
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10.5. Splitting of twisted forms. The splitting map extends to twisted differential
forms by
S−∗ : Fk×(P )→ Fk×+(X,G)×Fk−1×+ (X,G; g∗)
(γ,κ) 7→ ((α, κ˜), (β˜, κ˜)),
where (α, β˜) = S−∗γ, (0, κ˜) = S−∗κ, and κ is a volume form on P .
10.6. Change of Ehresmann connection. A change of the Ehresmann connection
from the connection 1-form ωα to ωβ , while retaining the fiber chart, yields a
new splitting; the effect on the split forms is given by
S−∗β ◦ S∗α =
(
Id e(Γα − Γβ)
0 Id
)
,
where Γα, Γβ are the Christoffel forms; compare with 9.1. For convenience, we
write the domain of S∗ as a column vector.
10.7. Splitting of the exterior derivative. The operation S−∗ ◦ d ◦ S∗ yields a
splitting of the exterior derivative in terms of operators acting on parametric
differential forms in the base manifold. The splitting is given by9
S−∗ ◦ d ◦ S∗ =
(
D eΩ
∂G eχ −D
)
.
We notice that for holonomic splittings Ω = χ = 0. Moreover, in the natural
splitting we have D = d; the splitting of the exterior derivative takes the simple
form10
S−∗ ◦ d ◦ S∗ =
(
d 0
∂G −d
)
.
More on the splitting of operators can be found in Appendix A10.1 and A10.2.
10.8. Classification of splitting structures.
• A splitting is flat or integrable if Ω = 0 and, equivalently, the Frobenius
integrability condition is fulfilled.
• A splitting is principal if the Ehresmann connection is a principal connec-
tion, χ = 0.
• A holonomic splitting11 is both, flat and principal. Its connection 1-form
is closed, dω = 0, hence, χ = Ω = 0.
9A similar result for scalar-valued forms in the bundle manifold can be found in [26,
Eq. (5.2)]. Note that rows and columns of the matrices are arranged differently.
10After introduction of a basis of the Lie algebra this coincides with [40, Eq. (B.1.28)].
11In frame-based approaches, holonomity is a property of a frame field. In one version,
holonomity is defined via a coframe basis (εµ) that is closed, that is, d εµ = 0. In our
setting we are concerned only with the temporal direction, see Appendix 13. Note that in [47]
holonomity is used as a synonym for integrability.
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• A natural splitting is characterized by Γ = 0, and, equivalently, by ω = θ.
This implies the holonomic property.
Given an integrable splitting, there exists always an equivalent (see 10.1) natural
splitting; compare with 9.11, condition 4.12 For a nonintegrable splitting there
does not always exist an equivalent principal splitting, though; compare with
[55, Eq. (39)].
11 Equivalent splitting structures: transitions
between fiber charts
We have stated in 10.1 that, with regard to relativistic splittings, any princi-
pal G-bundle in the partition of the fiber bundle
(
P, pi,X,G,Diff(G)
)
is equally
valid. Moreover, all global sections and, hence, all fiber charts in the atlas of
a principal G-bundle are equivalent. We, therefore, have to study the transfor-
mation of parametric fields and operators on the base manifold under changes
between any two charts in the maximal Diff(G)-atlas; compare Fig. 4. In the
context of relativistic splittings, this operation has sometimes been called a
gauge transformation [44]. We use indices i and j for all operators and fields
that are defined with respect to the fiber charts (X,ϕi) and (X,ϕj), respectively.
11.1. Transition-function and the Lie-algebra. Consider the transition function
between fiber charts ϕi and ϕj in the form ϕij : X × G → G; compare with
4.2. We have ϕij(x, · ) : G → G and ϕij( · , g) : X → G. A transition function
induces in each point (x, gj) an invertible linear map ϕˇij from g onto itself,
ϕˇij : X ×G→ Lin(g, g) : (x, gj) 7→ (L′g−1i )gi ◦ ϕij(x, · )
′
gj ◦ (L′gj )e,
where gi = ϕij(x, gj), such that
ϕˇij(x, gj) : g
∼−−→ g : vj 7→ vi.
If ϕij describes a change of fiber charts within a principal G-bundle we find
ϕˇij = Id. We extend ϕˇij(x, gj) to covectors by
ϕˇij(x, gj) : g
∗ ∼−−→ g∗ : γj 7→ γi, γi(vi) = γj(vj) ∀vj ∈ g,
and finally to
(
1
1
)
-tensors,
ϕˇij(x, gj) : g
∗ ⊗ g ∼−−→ g∗ ⊗ g : γj ⊗ vj 7→ γi ⊗ vi;
compare with [27, 3.1.6]. The purpose of this map is to encode the effect of the
push- and pull-operations of the transition function ϕij(x, ·) in an operation on
the Lie-(co)algebra. The map is used in the following paragraphs.
12Using a fiber chart that yields Γ = 0 for a flat Ehresmann connection is in analogy to
using Cartesian coordinates for flat Euclidean space, so that the Christoffel symbols vanish.
11. Equivalent splitting structures: transitions between fiber charts 27
11.2. Connection form and fundamental field. Under changes of fiber charts
between different principal G-bundles both the fundamental field w and the
connection 1-form ω undergo a transformation, while the connection form Υ
(see 7.1) remains invariant. Under changes of fiber charts within the same
principal bundle, all three are invariant. Consider the map
ϕˇij ◦ ϕj : P → Lin(V, V ), V ∈ {g, g∗},
and let
vi = ϕˇij
(
ϕj(p)
)
vj , γi = ϕˇij
(
ϕj(p)
)
γj ,
for p ∈ P , vi,vj ∈ g, and γi,γj ∈ g∗. Then the transformation of the funda-
mental field and the connection 1-form is given by
wj
∣∣
p
(vj) = wi
∣∣
p
(vi), ωj
∣∣
p
(γj) = ωi
∣∣
p
(γi).
11.3. Transition functions and parametric fields. The maps ϕij and ϕˇij in-
duce transition maps for parametric fields in the base manifold. Consider
A ∈ {C∞(X,G), X (X,G),F (X,G)} and define
Φ∗ij : A ∼−−→ A : ai 7→ aj , aj(gj)
∣∣
x
= ai
(
gi
)∣∣
x
.
An object anchored in point (x, gi) is pulled along the fiber into point (x, gj).
The definition of Φ∗ij is extended to vector-valued fields with V ∈ {g, g∗, g∗⊗ g}
Φ∗ij : A⊗ V ∼−−→ A⊗ V : ai ⊗ vi 7→ aj ⊗ vj ,
by
(aj ⊗ vj)(gj)
∣∣
x
= ai
(
gi
)∣∣
x
⊗ ϕˇji(x, gi)(vi).
The object’s value vi is transformed with the linear map ϕˇji(x, gi), to yield vj .
The formulas encompass transitions between different principal G-bundles, as
well as changes of charts within a principal G-bundle.
11.4. Christoffel-, curvature-, and variance forms. We introduce the Lie-algebra
valued form
Ψi(x, g) = ϕij
( · , ϕji(x, g))∗θMC ∈ F1(X,G; g),
and notice that
Φ∗ijΨi = −Ψj
holds. The form Ψi describes the affine part in the transformation of the
Christoffel form,
Φ∗ijΓi = Γj + Ψj ;
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see [48, 9.7], and for principal connections [16, p. 364-365]. It follows that
Φ∗ijχi = χj + ∂GΨj .
For a change of fiber charts within a principal G-bundle ∂GΨj = 0, hence
Φ∗ijχi = χj . The transformation rule of the curvature form reads for all changes
of fiber charts
Φ∗ijΩi = Ωj .
11.5. The splitting map. Under a change of fiber charts, splitting and transition
maps commute:
γ
(α, β˜)i
Φ∗ij -
ff
S
−∗
i
(α, β˜)j
S −∗j
-
Note, however, that, despite (Ω,χ) = S−∗(dω), the commutativity Φ∗ij(Ω,χ)i
= (Ω,χ)j holds only under changes of fiber charts within a principal G-bundle.
Transitions between different principal G-bundles alter ω; see 11.2. This gives
rise to an extra term in the transformation rule for χ; see 11.4.
11.6. Derivatives. The group derivative commutes with the transition map,
∂G ◦ Φ∗ij = Φ∗ij ◦ ∂G.
For the exterior derivative and covariant exterior derivative, respectively, the
following relations hold,
d ◦ Φ∗ij = Φ∗ij ◦
(
d + (Ψi Z ∂G)
)
Dj ◦ Φ∗ij = Φ∗ij ◦Di
}
on Fk(X,G),
d ◦ Φ∗ij = Φ∗ij ◦
(
d + e(∂GΨi) + (Ψi Z ∂G)
)
Dj ◦ Φ∗ij = Φ∗ij ◦
(
Di + e(∂GΨi)
) } on Fk(X,G; g∗),
d ◦ Φ∗ij = Φ∗ij ◦
(
d− e(∂GΨi) + (Ψi Z ∂G)
)
Dj ◦ Φ∗ij = Φ∗ij ◦
(
Di − e(∂GΨi)
) } on Fk(X,G; g).
The operator (Ψi Z ∂G) is similar to the operator (Γ Z ∂G) which has been
defined in 9.3. In general, the exterior derivatives do not commute with the
transition map. The covariant exterior derivative commutes with the transition
map if either the argument is scalar-valued or the transition map is within a
principal G-bundle. Note that we have to distinguish between Di and Dj . The
operators d and ∂G are intrinsically defined on Fk(X,G; · ), while D depends on
the Christoffel form and therefore on the fiber chart; compare 9.10. The above
rules with 11.4 ensure that(
Dj eΩj
∂G eχj −Dj
)
◦ Φ∗ij = Φ∗ij ◦
(
Di eΩi
∂G eχi −Di
)
.
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P
Figure 5: Notation and definitions for a change of fiber charts and its impact
on the intervals on the fibers of a Diff(G)-bundle, where G is the 1-dimensional
group of translations.
11.7. Integrals. Integrals on the Lie group are independent of the respective
fiber chart, ∫
Hj
◦ Φ∗ij = Φ∗ij ◦
∫
Hi
on Fk(X,G; g∗),
where Hi = ϕij(x,Hj) and Hi,Hj ⊂ G; see Fig. 5.
12 Electromagnetism in the pre-metric setting
In this section we establish the equations of pre-metric electrodynamics that are
obtained by splitting Maxwell’s equations in four dimensions.
12.1. Maxwell’s equations. The splitting of the space-time fields A, F , H, and
J yields the parametric fields in three dimensions,
S−∗A = (a,−ϕ˜), S−∗F = (b,−e˜),
S−∗H = (d, h˜), S−∗J = (ρ,−˜).
See [42] for a comprehensive discussion of the signs. Under a change of fiber
charts, all parametric fields exhibit a covariant tensorial transformation behav-
ior, which is described by the transition map Φ∗ij ; see 11.3. Their properties are
summarized in the table below. Recall the physical dimension system of 3.1 and
note that the splitting map is of neutral dimension. Therefore both fields in its
image carry the same physical dimension. This result differs from splittings in
other texts, for example, [40]. Another way to look at it is that to eliminate the
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Lie-coalgebra-value from the forms marked with tilde, a measure of time would
be required – a step that we describe at a later point in the metric setting; see
Section 19.
Space-time13 Name Parametric Name14 Physical15
fields fields dimension
A∈F1(P ) Electro-
magnetic
potential
a∈F1(X,G) Magnetic vector
potential
UT
ϕ˜∈F0(X,G; g∗) Electric potential
F ∈F2(P ) Electro-
magnetic
field
b∈F2(X,G) Magnetic flux density UT
e˜∈F1(X,G; g∗) Electric field strength
H ∈F2×(P ) Electro-
magnetic
excitation
d∈F2×+(X,G) Electric flux density IT
h˜∈F1×+(X,G; g∗) Magnetic field strength
J ∈F3×(P ) Electric
charge
current
ρ∈F3×+(X,G) Electric charge density IT
˜∈F2×+(X,G; g∗) Electric current density
The flux conservation law dF = 0 yields the magnetic Gauss law and the
Faraday law,
D b = Ω ∧ e˜,
D e˜ = −∂G b+ χ ∧ e˜.
From the law dH = J we obtain the electric Gauss law and the Ampe`re-Maxwell
law,
D d = ρ−Ω ∧ h˜,
D h˜ = ˜+ ∂Gd+ χ ∧ h˜.
Finally, with F = dA and d J = 0, the definitions of the potentials and the law
of charge conservation read
D a = b+ Ω ∧ ϕ˜,
−D ϕ˜ = e˜+ ∂Ga− χ ∧ ϕ˜,
D ˜ = −∂Gρ+ χ ∧ ˜.
13For completeness, we mention that L = −(F ∧H)/2 ∈ F4×(P ) qualifies as Lagrangian of
the electromagnetic field [40, Eq. (E.1.11)]. It splits according to S−∗L = (0, l˜), where l˜ ∈
F3×+(X,G; g∗) is the related parametric Lagrangian in three dimensions, pd(L) = pd(l˜) = A.
14Names of fields follow the IEC/ISO standard [41].
15Following [62, Ch. II, §3], the Faraday fields A and F and their images in the splitting map
carry the physical dimension of action per charge AQ−1 (see 3.1), and the Ampe`re-Maxwell
fields H and J and their images carry the physical dimension of charge Q. Any product of
Faraday and Ampe`re-Maxwell fields, therefore, carries the physical dimension of action.
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We wish to emphasize that these equations are defined without any recourse
to coordinates, frames, metric tensor or basis of the Lie algebra. A change
of fiber charts preserves their form, as can be readily seen by applying the
transformations from 11.4 and 11.6.
12.2. Discussion.
• Maxwell’s equations take their usual form for holonomic splittings, ex-
cept for the covariant exterior derivative. It becomes a standard exterior
derivative D = d for natural splittings.
• Parametric electromagnetic fields are called static with respect to a princi-
pal splitting if they are independent of g. With ∂G = 0 and χ = ∂GΓ = 0
the equations simplify accordingly. Still, the curvature 2-form Ω is present,
and retains a coupling between electrostatic and magnetostatic fields.
Only in the case of vanishing curvature there is a complete decoupling
into electrostatic and magnetostatic subsystems. This might easily be
overlooked, giving rise to paradoxical results, as discussed in [68] and Sec-
tion 21.
12.3. Alternative formulation. An equivalent set of equations in terms of the
field quantities, the Christoffel form, the exterior derivative, and the group
derivative is obtained by the factorization in A10.2;
d (b− Γ ∧ e˜) = 0,
d e˜ = −∂G(b− Γ ∧ e˜),
d (d+ Γ ∧ h˜) = (ρ− Γ ∧ ˜),
d h˜ = ˜+ ∂G(d+ Γ ∧ h˜).
The equations lend themselves to an integral formulation via the Stokes’ the-
orem in the base manifold. The integral equations thus obtained constitute a
metric-free version of what was reported in [5] as an integral formulation of
Maxwell’s equations.16 In [5, Sec. 5] the authors point out that the usual inte-
gral formulation of Maxwell’s equations is only valid for a vanishing Christoffel
form. It should be noted, however, that the above equations already have the
status of Maxwell’s equations in a natural splitting; the transformation is com-
pleted by substituting the expressions in parentheses by the respective fields b,
d, and ρ of the natural splitting. This can be seen by applying the change-of-
connection map to Maxwell’s equations reported in 12.1; see 10.6 with ωα = ω,
ωβ = θ.
17
12.4. Integral quantities. Denote by C , A , V one-, two-, and three-dimensional
compact inner-oriented subdomains of X, respectively. Outer-oriented subdo-
mains are denoted by C×, A×, while V× does not bear orientation. Likewise,
16For example, compare their equations (31) and (33), with ν(Uˆ , u) = 0 and γ(Uˆ , u) = 1,
which means that the domain of integration is not moving. The factor Nγ(Uˆ , n)−1 is a lapse
function.
17The same map was used to derive the factorization in A10.2.
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g ∈ G is an instant in time, and H is a compact inner-oriented domain in
G. Moreover g+ = (g, ε), g
∗ 3 ε 6= 0, is an outer-oriented instant in time,
and H+ does not bear orientation. Integrating the electromagnetic fields over
suitable subdomains in space and time gives rise to various integral quantities
that are sumarized in the table below. By construction, all spatial integrals of
parametric forms depend on the selected time synchronization.
Integration Name Integration Name18 Physical
in space in time dimension
Φ =
∫
A
b ∈ C∞(G) Magnetic flux Φ(g) Magnetic flux
at instant g
UT
U˜ =
∫
C
e˜ ∈ C∞(G; g∗) Electric voltage ∫
H
U˜ Electric voltage
impulse19
Ψ =
∫
A×
d∈ C∞× (G) Electric flux Ψ(g+) Electric flux
across instant g+
IT
V˜ =
∫
C×
h˜∈ C∞× (G; g∗) Magnetic voltage
∫
H+
V˜ Magnetic voltage
impulse19
Q=
∫
V×
ρ ∈ C∞× (G) Electric charge Q(g+) Electric charge
across instant g+
IT
I˜ =
∫
A×
˜ ∈ C∞× (G; g∗) Electric current
∫
H+
I˜ Electric charge
flow19
13 Main concepts in their component represen-
tation
This section continues the discussion about adapted coordinates of 9.9 and 9.10.
Its purpose is mainly to establish a comparison with the coordinate- and frame-
based formalisms that can, for example, be found in [34, 75] and [40], where
the latter serves as our main reference. We establish coordinates on space-time
that are adapted to a given fiber chart. Next we construct a frame field that is
adapted to the Ehresmann connection. Except for the case of a flat principal
connection this frame field will be anholonomic. We write Maxwell’s equations
in components with respect to this frame field and show that the results agree
with literature. The component representation of vacuum constitutive relations
is given in 14.10 and 15.2, respectively.
18Concerning the “Name” column, note that instants in time correspond with hypersurfaces
in space-time by the fiber chart. Therefore, we use the terms “at instant g” and “across instant
g+”.
19The terms “voltage impulse” and “charge flow” are taken from [72, Tab. 5]. A similar
compilation of integral quantities (called “global variables”) can be found in [73, Tab. 10.3].
Note that in [72] outer-oriented time elements are assigned to the Ampe`re-Maxwell fields,
while in [73] they are assigned to the Faraday fields. Our model suggests the first approach.
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13.1. Adapted coordinate charts. Consider adapted coordinates (t, xi), where
φ : G → (R,+) : g 7→ t is a Lie-group homomorphism (compare with 9.9),
while ψ : X → R3 : x 7→ (xi) is a coordinate chart in the base manifold; see
9.10. The dual bases of the Lie algebra are given in the domain of chart φ
by the canonical dual bases (∂t,dt). By combining charts φ and ψ with the
fiber chart ϕ : P → X × G, a coordinate chart of space-time is obtained,
φ˜ : P → R4 : p 7→ (xµ), where φ˜ = (φ ◦ ∆ϕ,ψ ◦ pi). Herein, we have identified R4
with R×R3, (xµ) = (t, xi). All objects that are defined in the manifolds P , X,
G, respectively, can now be represented in the domains of these charts. We do
not make a distinction in their notation, though.
13.2. Fundamental field, connection, and anholonomic frames. The fundamen-
tal field, the connection 1-form, and the horizontal lift can be written with
respect to the coordinate frame (∂xµ) and a co-frame (dx
ν),
w = ∂x0 ⊗ dt, ω = (dx0 + Γidxi)⊗ ∂t,
Σ : ∂xi 7→ ∂xi − Γi∂x0 , Σ∗ :
{
dx0 7→ −Γidxi
dxi 7→ dxi
,
where Γi are the components of the Christoffel form, Γ = Γidx
i. We establish
anholonomic dual frames by
e0 = ∂x0 , ei = Σ∂xi = ∂xi − Γi∂x0 ,
and εν(eµ) = δ
ν
µ, which yields
ε0 = dx0 + Γjdx
j , εi = dxi.
The frame is adapted to the Ehresmann connection, since e0 spans the vertical
subspace VpP and (ei) spans the horizontal subspace HpP for all p ∈ P . With
respect to this (co-)frame, we find
w = e0 ⊗ dt, ω = ε0 ⊗ ∂t,
Σ∗ :
{
ε0 7→ 0
εi 7→ εi .
Since the splitting map is composed of these three building blocks, its action on
the components attains a very simple form, as we will see below.
13.3. The object of anholonomity. We use the notation ∂µ = eµ to indicate
that basis vector eµ acts as directional derivative operator on a multivariate
differentiable function. For exterior products of coframe basis elements we use
the shorthand εµ1···µk = εµ1 ∧· · ·∧εµk . We compute the object of anholonomity
Cµν
κ, which is defined by [40, Eq. (A.2.35)]
dεκ =
1
2
Cµν
κ εµν .
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As a result, Cµν
i = 0, since dεi = 0, while
dε0 = C0j
0 ε0j +
1
2
Cij
0 εij , C0j
0 = ∂0Γj ,
1
2
Cij
0 = ∂{iΓj}.
13.4. The covariant exterior derivative, variance and curvature forms. We
receive from 9.10 the expressions for a differential k-form γ and its covariant
exterior derivative,
γ =
1
k!
γj1···jk ε
j1···jk , γ[j1···jk] = 0,
Dγ =
1
k!
∂{iγj1···jk} ε
ij1···jk .
For the variance and curvature forms we obtain from 9.5 and 9.6
χ = ∂GΓ = χj ε
j ⊗ (∂t ⊗ dt), χj = C0j0,
Ω = D Γ =
1
2
Ωij ε
ij ⊗ ∂t, Ωij = Cij0.
For the chosen frame, anholonomic in general, the components of the variance
and curvature forms coincide with the nonzero components of the object of
anholonomity. Delphenich [18, Sec. 3] calls such frame fields which contain
the minimum amount of information that it takes to describe the geometrical
structure semi-holonomic
13.5. Electromagnetic fields and Maxwell’s equations. The electromagnetic
fields admit coordinate expressions
F =
1
2
Fµν ε
µν , H =
(1
2
Hµν ε
µν , ε0123
)
, F[µν] = H[µν] = 0,
where κ = ε0123 is the volume form in the representation of the twisted dif-
ferential form H; compare 2.2. It holds that (b,−e˜) = S−∗F , as well as
(d, h˜) = S−∗H, hence
b = Σ∗F =
1
2
bij ε
ij , bij = Fij ,
e˜ = −Σ∗iwF = e˜i εi ⊗ dt, e˜i = Fi0,
d = Σ∗H =
(1
2
dij ε
ij , ε123 ⊗ dt), dij = Hij ,
h˜ = Σ∗iwH =
(
h˜i ε
i ⊗ dt, ε123 ⊗ dt), h˜i = H0i.
We discuss the Faraday fields, and receive from 12.1 the magnetic Gauss law
and the Faraday law in components,
∂{ibjk} = Ω{ij e˜k},
∂{ie˜j} = −1
2
∂0bij + χ{ie˜j}.
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We may rewrite this in terms of the electromagnetic field and the object of
anholonomity,
∂{iFjk} − C{ij0Fk}0 = 0,
∂{iFj}0 +
1
2
∂0Fij − C0{i0Fj}0 = 0.
These equations combine into
∂{µFνκ} − C{µν0Fκ}0 = 0,
which is nothing but dF = 0 in anholonomic components [40, Eq. (B.4.31)].
Further components of the object of anholonomity would appear if we had
chosen a noncoordinate basis for the horizontal subspace, too. The same line of
reasoning is valid for the Maxwell-Ampe`re fields.
Chapter III
Metric Setting
In the metric setting we can require the spatial platforms of the Ehresmann con-
nection to be orthogonal to the world-lines, in accordance with the hypothesis
of locality. Only a splitting with an orthogonal connection produces measur-
able fields and physical laws. The observer metric turns the observer’s space
into a parametric Riemannian manifold. In this setting we can discuss consti-
tutive relations and the splitting of the energy-momentum balance equation.
Splittings which are not orthogonal are discussed next. Such splittings do not
produce measurable fields. Still, they are useful for the solution of initial value
problems. Examples can be found in the canonical formulation of general rel-
ativity [1, 29]. The kinematic parameters of observers are introduced and used
to distinguish classes of observers. The observer classification is juxtaposed to
a classification of splitting structures. Finally, we introduce ordinary fields and
forms as proxies for their Lie-(co)algebra valued counterparts.
14 Regular relativistic splittings
An observer’s relative space is the base manifold of the principal G-bundle. It
is equipped with the pullback metric under the horizontal lift of the Ehresmann
connection. The lapse function is the pointwise norm of the fundamental field,
pulled back to the base manifold. It induces in each event an inner product on
the Lie-algebra that represents the metric in the time-direction. We decompose
the space-time metric in terms of these building blocks. Lastly, Hodge operators
in four and three dimensions are defined, and we show how they are related by
the splitting map.
14.1. Preliminaries. Let g be the Lorentzian metric tensor field on space-time,
pd(g) = L2,1 and let g be the metric Riesz operator, g : X 1(P ) ∼−−→ F1(P ),
g v = g(v, ·).2 The Riesz operator is extended to multi-vector fields by exterior
1See Annex A14.1 for more on the physical dimension of the metric tensor.
2In the literature, the Riesz operator g and its inverse g−1 are sometimes denoted flat
operator [ and sharp operator ], respectively.
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compound, g(v1 ∧ v2) = g v1 ∧ g v2, where v1,v2 ∈ X 1(P ). Its physical dimen-
sion is pd(g) = L2k, with k the degree of the multi-vector that is being acted
upon. A metric tensor g−1 on 1-forms is induced by
g−1(γ,γ′) = g(v,v′) for γ = g(v),γ′ = g(v′), pd(g−1) = L−2.
Finally, we introduce the notation
| · | : X k(P )→ C∞(P ), |v| =
√
|g(v)(v)|, pd | · | = Lk pd(·)
for the pointwise norm.3 A similar notation is used for k-forms, and for para-
metric fields and forms on X, respectively. Denote spaces of smooth functions
that are twisted with respect to G (short: G-twisted) by C∞+ ; compare 8.2. The
pointwise norm may be extended to Lie-(co-)algebra valued fields and forms. In
this case, the norm is Lie-(co)algebra valued and G-twisted.4 For example,
| · | : X 1(P, g∗)→ C∞+ (P, g∗), |w| =
(|w(e)| ⊗ ε, ε),
where (e, ε) ∈ g×g∗ denotes dual bases of the Lie algebra, ε(e) = 1. Obviously,
the norm is independent of the choice of bases.
14.2. Regular relativistic splitting structure. A relativistic splitting structure
on a space-time (P,g) is regular [52, II.6.2.4], [53, Sec. 2.4] if the horizon-
tal subspaces of the Ehresmann connection are orthogonal to the world-lines,
HpP = (VpP )⊥ for all p ∈ P . This condition depends only on the conformal
class of the metric. The hypothesis of locality states that splittings that fail
to be regular do not produce measurable quantities or physical laws that gov-
ern measurable quantities. For the rest of this section we assume the splitting
structure to be regular.
14.3. Einstein synchronization. A time synchronization (see 10.2) of a natural
regular splitting structure is an Einstein synchronization.
14.4. Relative space. The observer metric on X is obtained from a regular split-
ting as the parametric
(
0
2
)
-tensor field5
h = −Σ∗g, pd(h) = L2,
h = Σ∗ ◦ g ◦ Σ ◦ n, pd(h) = L2k;
see 2.3 for the definition of the sign operator n. The Riemannian manifold (X,h)
models an observer’s relative space. To be precise, relative space is a parametric
manifold [8–10], that is, a family of Riemannian manifolds
{(
X,h(g)
)}
g∈G.
3| · | is not a norm in the usual sense, because it fails to be subadditive.
4By introducing the norm as G-twisted it becomes independent of the orientation of the
Lie-(co)algebra; this would not be possible otherwise.
5Equivalently, it holds that h−1 = −Π g−1. Note that for nonregular splittings this relation
in general gives a different metric in the base manifold [33, p. 45]. We will further exploit this
in Section 16.
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14.5. Time (disambiguation). The presented framework suggests the following
distinctions in the use of the word ‘time’:
• a manifold, as in “somewhere in time” or “a time axis”.
• an instant or a synchronization, as in “at what time?”.
• a group action, as in “time passes”.
• a measure of arclength along world-lines (divided by c0, the speed of light),
as in “the roundtrip time is 5 seconds”.
In a coordinate-based approach, all of the above concepts are usually amalga-
mated in the time coordinate. In the present framework, the manifold is the
Lie group; the instant is an element of it and the synchronization a section; the
group action is the principal right action. Only the measure carries the physical
dimension of time.
14.6. Lapse function. The Lie-coalgebra valued G-twisted function
N = Φ∗|w| ∈ C∞+ (X,G; g∗), pd(N) = L,
is called lapse function. It has a Lie-algebra valued G-twisted inverse
N−1 = Φ∗|ω| ∈ C∞+ (X,G; g), pd(N−1) = L−1.
The lapse function has several interpretations:
1. For each (x, g), the lapse function is a twisted unit volume form on the
Lie algebra.
2. For each (x, g), the lapse function induces an inner product on the Lie-
algebra, whose metric tensor is given by (NN)⊗.
3. For each (x, g), the lapse function can be seen as a Hodge operator on the
algebra Λ g∗. Hence, the lapse function N = (N˜ , ε) provides isomorphisms
N :

Fk(X,G) ∼−−→ Fk+(X,G; g∗) : β 7→ (N˜β, ε),
Fk+(X,G) ∼−−→ Fk(X,G; g∗) : (β, ε) 7→ N˜β,
Fk×(X,G) ∼−−→ Fk×+(X,G; g∗) : (β,κ) 7→ (N˜β,κ⊗ ε),
Fk×+(X,G) ∼−−→ Fk×(X,G; g∗) : (β,κ⊗ ε) 7→ (N˜β,κ).
4. The lapse function relates the fundamental field to the four-velocity, see
17.1.
14.7. Regular splitting of the metric. The splitting of the Riesz operator reads
S−∗ ◦ g ◦ S−1 =
(
1 0
0 (NN)⊗
)
h ◦ n,
S ◦ g−1 ◦ S∗ =
(
1 0
0 (N−1N−1)⊗
)
h−1 ◦ n;
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see 2.5 item 4 for the product of (co)vector-valued scalar fields. The splitting of
the Riesz operator encompasses the splitting of the metric tensor. The diagonal
structure of the matrices is due to the regularity of the splitting.
14.8. Regular splitting of the Hodge operator. Let κ4 denote the twisted unit
space-time volume form. That is, κ4(B4) = 1, where B4 is an orthonormal
frame field in P , compare with [40, Eq. (C.2.17)]. We define the twisted unit
spatial volume form κ3 by
S−∗κ4 = (0, Nκ3).
It can be shown that κ3(B3) = 1, where B3 is an orthonormal frame field in X.
∈ pd( · )
κ4 F4×(P ) L4
κ3 F3×(X,G) L3
The Hodge operator in four dimensions can be written as6
∗4 :
{
Fk(P ) ∼−−→ F4−k× (P )
Fk×(P ) ∼−−→ F4−k(P )
}
: γ 7→ i(g−1 γ)κ4 .
Likewise, the parametric Hodge operator in three dimensions is defined by
∗3 :
{
Fk(X,G) ∼−−→ F3−k× (X,G)
Fk×(X,G) ∼−−→ F3−k(X,G)
}
: γ 7→ i(h−1 γ)κ3 .
It extends to covector-valued forms, and forms that are twisted with respect
to X and G. We find that pd(∗n) = Ln−2k. With A10.1, 14.7, and the above
splitting of the volume form, the regular splitting of the Hodge operator reads
S−∗ ◦ ∗4 ◦ S∗ =
(
0 N−1 ∗3 ◦ n
N ∗3 0
)
.
14.9. Change of fiber chart. The Riesz and Hodge operators are local operators,
acting on the base manifold X. They, therefore, commute with a change of the
fiber chart,
Φ∗ij ◦ hi = hj ◦ Φ∗ij , Φ∗ij ◦ ∗i = ∗j ◦ Φ∗ij ,
where ∗ = ∗3. The lapse function changes its scale under a change of fiber
charts, Nj = Φ
∗
ijNi.
6This definition fulfills the requirements i) ∗1 = κ4; ii) ∗(β∧α) = i
(
g−1(α)
)∗β, where α is
a 1-form, and β is a form of arbitrary degree, compare with [40, Eq. (C.2.78)] and [14, p. 160].
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14.10. Metric and Hodge operator in their component representation. Referring
to the concepts introduced in Section 13, the space-time metric tensor g and
the observer metric tensor h = −Σ∗g (see 14.4) can be written7
g = gµν ε
µ ⊗ εν , g{µν} = 0, g0i = 0,
h = hij ε
i ⊗ εj , hij = −gij .
The lapse function according to 14.6 reads N =
(√
g00⊗dt,dt
)
. For a coordinate
representation of the Hodge operator for a Pseudo-Riemannian manifold (M, g),
in n dimensions, consider
γ =
1
k!
γν1···νk ε
ν1···νk , γ[ν1···νk] = 0,
∗γ = ( 1
`!
γ∗µ1···µ` ε
µ1···µ` , ε12···n
)
, k + ` = n.
Then it holds that [30, Sec. 14.1.a]
γ∗µ1···µ` =
1
k!
γν1···νk
√
|g| ˆν1···νkµ1···µ` ,
where
√|g| = √|det(gµν)|, and ˆκ1···κn is the Levi-Civita permutation symbol.
Their product is the Levi-Civita tensor, a twisted covariant antisymmetric tensor
[40, Eq. (C.2.24)].
15 Vacuum constitutive relations and energy-
momentum balance
We discuss the splitting of the vacuum constitutive relations and the energy-
momentum tensor. General splittings are assumed, with the exceptions of 15.2
and 15.1, which will be generalized to nonregular splittings in Section 16. A
treatment of more general constitutive relations in the presented framework is
beyond the scope of this paper.
15.1. Hodge operator and constitutive relations in regular splitting. The vacuum
constitutive relations in four dimensions read
H = Z0
−1 ∗4 F, F = −Z0 ∗4 H, Z0 =
√
µ0ε
−1
0 .
The vacuum constitutive relations in three dimensions follow from 14.8,
d = Z−10 N
−1 ∗3 e˜, h˜ = Z−10 N ∗3 b.
7We remark that greek indices are lowered and raised by the space-time metric tensor,
while latin indices are lowered and raised by the observer metric tensor.
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pd( · ) name
Z0 UI
−1 vacuum impedance
µ0 UI
−1TL−1 magnetic constant, permeability of vacuum
ε0 U
−1ITL−1 electric constant, permittivity of vacuum
15.2. Vacuum constitutive relations in their component representation. Refer-
ring to the concepts introduced in Section 13, we receive from 15.1 after few
manipulations the vacuum constitutive relations in three dimensions,
dij = Z
−1
0
√
g00
−1√|h| ˆijke˜k,
h˜i =
1
2
Z−10
√
g00
√
|h| ˆiklbkl.
We may rewrite this in terms of the electromagnetic field and excitation, re-
spectively, and the space-time metric tensor. By taking into account
√|g| =√
g00
√|h| and g00 = g−100 we obtain
Hij = Z
−1
0
√
|g| ˆijk0gkmg00Fm0,
Hi0 =
1
2
Z−10
√
|g| ˆi0klgkmglnFmn.
These equations combine into
Hµν =
1
2
Z−10
√
|g| ˆµνκλFκλ,
which is the component representation of H = Z−10 ∗4 F in the chosen frame,
[40, Eq. (D.6.14)].
15.3. Energy-Momentum density. The electromagnetic energy-momentum ten-
sor is a covector-valued twisted 3-form T , pd(T ) = A, that we define with [40]
T : X 1(P )→ F3×(P )
n 7→ Tn = 1
2
(inH ∧ F − inF ∧H).
The vector field n is split into (k, ˜`), and we obtain with A10.1 and 12.1 the
four tensor quantities
S−∗ ◦ T ◦ S−1 =
(
−p w˜
−m˜ −s˜
)
which are characterized as follows:
· → · pd( · ) name
p X 1(X,G) → F3×+(X,G) A momentum density
w˜ X 0(X,G; g) → F3×+(X,G) A energy density
m˜ X 1(X,G) → F2×+(X,G; g∗) A momentum flux density
s˜ X 0(X,G; g) → F2×+(X,G; g∗) A energy flux density
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with
p(k) = ikb ∧ d,
w˜(˜`) =
1
2
i˜`(e˜ ∧ d+ h˜ ∧ b),
m˜(k) = −ikd ∧ e˜− ikb ∧ h˜+ 1
2
ik(d ∧ e˜+ b ∧ h˜),
s˜(˜`) =
1
2
(i˜`e˜ ∧ h˜+ e˜ ∧ i˜`h˜).
Quantities m˜ and s˜ are also called Maxwell stress tensor and (covariant) Poynt-
ing vector, respectively. Note that this paragraph remains valid for constitutive
relations beyond the vacuum relations.
15.4. The Θ tensor. In view of the next paragraph and following [74], we intro-
duce the
(
1
2
)
-tensor field
Θ : X 1(P )→ End(X 1(P )),
n 7→ Θn = g−1(Lng),
where Θ is dimensionless, that is, pd(Θ) = 1D. Moreover, denote Θ¯ : n 7→
−g ◦ (Ln g−1) the dual operation, acting on differential forms as a derivation of
degree 0, for example, for a 2-form γ = γ1 ∧ γ2
Θ¯n γ = Θ¯n γ
1 ∧ γ2 + γ1 ∧ Θ¯n γ2.
The trace Θ of Θ is given by
Θ : X 1(P )→ C∞(P ) : n 7→ Tr(Θn) = (Θ¯nκ)(k),
where κ is a volume form on P , not necessarily unit, and κ(k) = 1 everywhere.
15.5. Four-force density and energy-momentum balance. The electromagnetic
four-force density is defined in [40] as
R : X 1(P )→ F4×(P )
n 7→ Rn = inF ∧ J,
pd(R) = A. The electromagnetic energy-momentum tensor fulfills
Rn = dTn +Xn,
where
Xn = −1
2
(F ∧ LnH −H ∧ LnF )
is a body-force term. Using the vacuum constitutive relation we obtain
Xn = − 1
2Z0
F ∧ [Ln, ∗4]F.
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The commutator is derived in [74, Lemma 1] to be
[Ln, ∗4] = (Θ¯n − 1
2
Θn) ∗4 .
It measures the change of the Hodge map along the flow of the vector field n.
We see that a sufficient condition for Xn to vanish is that n is a Killing vector
field of the space-time metric, Lng = 0. For a comprehensive discussion of the
energy-momentum balance see [40, p. 169]. The four-force density splits into
tensor quantities,
S−∗ ◦R ◦ S−1 =
(
0 0
f˜ r˜
)
,
which are characterized as follows:
· → · pd( · ) name
f˜ X 1(X,G) → F3×+(X,G; g∗) A force density
r˜ X 0(X,G; g) → F3×+(X,G; g∗) A power density
with
f˜(k) = ike˜ ∧ ρ+ ikb ∧ ˜,
r˜(˜`) = −1
2
(i˜`e˜ ∧ ˜+ e˜ ∧ i˜`˜).
Assume that n is a Killing vector field. The momentum and energy balance
equations then read
f˜(k) = −∂Gp(k)− (eχ −D)m˜(k),
r˜(˜`) = ∂Gw˜(˜`)− (eχ −D)s˜(˜`).
16 Metric in nonregular splittings
In general, a splitting structure cannot be both integrable and regular (that
is, flat and orthogonal to an observer’s world-lines). So far we have focused
on regular splittings whose Ehresmann connection is determined by the confor-
mal class of the space-time metric. This approach yields the standard form of
the constitutive relations; see 15.1. However, Maxwell’s equations feature extra
terms reflecting the curvature and variance of the connection; see 12.1. For the
formulation and solution of initial-value problems, an alternative approach is of-
ten useful. It is centered around a natural splitting structure, whose Ehresmann
connection is holonomic; see 8.6. Maxwell’s equations, therefore, assume their
standard – and most convenient – form; see 12.2. Being integrable, a natural
splitting structure is easily amenable to coordinate-based calculus. The conve-
nience needs to be paid for when metric enters the stage. Orthogonality, that
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makes for a straight-forward splitting of the Hodge operator and, hence, the
constitutive relations, is lost. What is also lost is the interpretation of paramet-
ric fields in the base manifold as measurable quantities. To obtain measurable
predictions any results need to be transformed into a regular splitting. In the
sequel, we consider the splitting structure according to 10.1 in full generality,
with the sole restriction that horizontal subspaces be space-like. In the split-
ting of the metric operators, we get to make a choice for the metric in the base
manifold. It might be either induced from the connection or from the fibration.
Both cases are discussed and set in contrast with each other. Finally, we touch
on the relationship to the canonical formulation of general relativity [1, 29].
16.1. Reciprocal fundamental field and connection 1-form. We define lapse func-
tions8
N = |w|, N−† = |ω|.
It holds that 1 ≤ ξ = NN−† ∈ C∞(X,G).9 The reciprocal10 fundamental field
w† and the reciprocal connection 1-form ω† are given by
w† = (N†N†)⊗g−1ω, ω† = (N−1N−1)⊗gw.
It holds that ω(w†)⊗ = ω†(w)⊗ = 1 ⊗ t, and N† = |w†|, N−1 = |ω†|. For
a regular splitting, we conclude from Cauchy-Schwarz inequality that w† = w,
ω† = ω.
16.2. Shift vector field and shift 1-form. The shift vector field N ∈ X 1(X, G; g∗)
[33, 3.2.2] is defined by
N = −Π w†, pd(N) = 1D,
so that
w = Σ N + w†;
see Fig. 6. Likewise, the shift 1-form ν ∈ F1(X,G; g) is defined by
ν = −Σ∗ω†, pd(ν) = 1D,
so that
ω = Π∗ν + ω†.
16.3. Connection- and fiber-induced metric in the base manifold. The connection-
induced metric tensor in the base manifold is given by
hΣ = −Σ∗g.
8We use N−† as shorthand for (N†)−1.
9From the condition ω(w)⊗ = 1⊗ t (see 7.1) and Cauchy-Schwarz inequality it follows for
time-like ω that 1 ≤ |w||ω|. The equal sign holds if and only if the splitting is regular.
10The term “reciprocal” is borrowed from [19, 2.2].
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w
w†
Σ N
Figure 6: Illustration of the shift vector field N.
The fiber-induced metric tensor11 is given by12
h−1Π = −Πg−1.
Denote the horizontal lift corresponding to ω† as σ†p; it is used to define the
parametric map Σ† in analogy to Σ in 8.5. One can also define the fiber-induced
metric tensor by
hΠ = hΣ† = −(Σ†)∗g.
For regular splittings, Σ† = Σ, and the metric tensors agree, hΠ = hΣ. Lastly,
it can be shown that
ν = (N−1N−1)⊗hΣ(N)
= (N−†N−†)⊗ hΠ(N).
16.4. Metric operators in nonregular splittings. Lengthy but trivial calculations
yield the splitting of the space-time Riesz operator in terms of the connection-
induced metric,13
S−∗ ◦ g ◦ S−1 =
(
Id −eν
iN ξ
−2Id− iN ◦ eν
)
◦
(
1 0
0 (NN)⊗
)
hΣ ◦ n,
S ◦ g−1 ◦ S∗ =
(
1 0
0 (N−1N−1)⊗
)
h−1Σ ◦ n ◦ ξ2
(
ξ−2Id− eν ◦ iN eν
−iN Id
)
,
11In adapted frames, the connection-induced metric amounts to taking the 3x3 submatrix
gij of gµν as spatial metric tensor. Conversely, the inverse of the fiber-induced metric tensor
is given by the 3x3 submatrix gij of gµν .
12(Π g−1)(α,α′) def= g−1(Π∗α,Π∗α′).
13Compare with [1, Eq. (3.11)]. Note that the space-time signature in [1] is (−,+,+,+).
Moreover, their lapse function N according to (3.9a) corresponds to N† in our account.
46 III. Metric Setting
where ξ = NN−†; see 16.1. In the regular case we have N = ν = 0, ξ = 1,
and the expressions reduce to those given in 14.7. Along the same lines as in
14.8 and with A16.1, we obtain the splitting of the Hodge operator acting on
differential forms,
S−∗ ◦ ∗4 ◦ S∗ = ξ
(
Id −eν
iN ξ
−2Id− iN ◦ eν
)
◦
(
0 N−1 ∗Σ ◦ n
N ∗Σ 0
)
,
where ∗Σ is the Hodge operator induced by the metric tensor hΣ. Applying this
Hodge operator to (0, 1) yields
S−∗κ4 =
(
0, N†κΣ
)
;
this extends the definition of the twisted unit spatial volume form κ3 in 14.8.
Similar expressions for the metric operators can be obtained in terms of hΠ;
these are collected in Appendix A16.2.
16.5. Lagrangian and Eulerian observer. In the theory of relativity, natural
splitting structures and their fields are suitable for the formulation and solution
of initial-value problems. The natural splitting is also called the hypersurface
approach, where the space-like hypersurfaces are the leaves of the horizontal
foliation (see 9.11). It is suggested in [33, 2.3] and [69, p. 2530] that the natural
splitting encompasses features belonging to regular splittings associated with
so-called Lagrangian and Eulerian observers; see Fig. 7:
1. The Lagrangian observer and its regular splitting are defined on the world-
lines of the hypersurface approach. The space platforms of the regular
splitting, associated with the Lagrangian observer, are orthogonal to the
world-lines, and the Lagrangian observer metric agrees with the fiber-
induced metric in the hypersurface approach.
2. The Eulerian observer’s world-lines are orthogonal to the space platforms
in the hypersurface approach. The world-lines of the Eulerian observer
can be obtained from the natural splitting in the hypersurface approach
via integration of the vector field w†.14 The space platforms and the
time synchronization are shared between the hypersurface approach and
a regular splitting associated with the Eulerian observer. The Eulerian
observer’s metric is isometrically related to the connection-induced metric
in the hypersurface approach.
In the literature, the connection-induced metric is more prominent, most notably
in the ADM Hamiltonian formulation of general relativity [1]. The fiber-induced
metric is advocated in [29].
14The vector field w† has to be complete, and the case of integral curves that come arbi-
trarily close to each other has to be ruled out [20, 16.10.3].
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L
L
E
E
Figure 7: Illustration of space platforms and world-lines of the Lagrangian (L)
and Eulerian (E) observer. Note that the space platforms of the Eulerian ob-
server are given by the leaves of the foliation.
17 Kinematic parameters of observers
The four-velocity in space-time encodes the kinematics of an observer. In this
section we define the kinematic parameters in the observer’s relative space,
closely following [45, 2.2.3]. The use of a regular splitting structure is manda-
tory to obtain physical kinematic parameters. In 17.1 we introduce a time ori-
entation, which will be used from there on to eliminate any twist with respect
to G.
17.1. Four-velocity. An observer’s four-velocity u is the vertical future-direc-
ted vector field with |u| = c0. Here, c0 denotes the vacuum speed of light,
pd(c0) = LT
−1.15 The four-velocity is independent of the choice of a principal
G-bundle. The metric Riesz dual of the four-velocity is denoted µ = g u.
17.2. Time orientation, elimination of time twist. It is through the four-velocity
that space-time acquires time orientation. Denote by e↑ a basis of the Lie
algebra, such that ζ(e↑) is future-directed. From now on, we will work with
fixed time orientation and remove any twist with respect to G using e↑. For
instance, consider α×+ ∈ Fk×+(X,G), which can be represented by (α, κ˜) ∈
Fk(X,G) × Fn−1(X,G; g∗); compare with 10.5. Define α× =
(
α, κ˜(e↑)
) ∈
Fk×(X,G). We identify α×+ with α×, thus rendering the spaces Fk×+(X,G) and
Fk×(X,G) isomorphic. Then, it holds that
u = c0(Π
∗N−1)w, µ = c0(Π∗N)ω;
see Fig. 8, and compare with 14.6.
15Note that the statement pd(c0) = LT
−1
does not imply a certain choice of units to
express numerical values; for example, the speed of light might still be set to 1 and time be
measured in meters.
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u
|u| = c0
w(e↑)
u = c0(Π
∗N−1)w Gx
G
∆
ϕx
(
∆
ϕx)
′
pu
θMC
(
(
∆
ϕx)
′
pu
)
= c0N
−1(x, g)
u(p)
|u| = c0
Figure 8: Illustration of elements in the relation between fundamental field w,
lapse function N , and four-velocity u, e↑ ∈ g.
∈ pd( · )
u X 1V (P ) T−1
µ F1V (P ) L2T−1
w X 1V (P ; g∗) 1D
ω F1V (P ; g) 1D
17.3. Proper time, time derivative. Denote τ the observer’s proper time, that is,
the arc-length along world-lines scaled by c−10 , pd(τ) = T. The time derivative
on the observer’s relative space is denoted ∂τ . It is related to the group derivative
9.2 and the four-velocity by
∂τ = c0N
−1∂G = Σ∗ ◦ Lu ◦Π∗, pd(∂τ ) = T−1.
Like the group derivative, the time derivative is a derivation of degree 0.
17.4. Kinematic parameters. Denote ∇ the covariant derivative of the Levi-
Civita connection on space-time. ∇µ is a (02)-tensor field that is decomposed
as16
S−∗ ◦ ∇µ ◦ S−1 =
(
γ δ˜
0 0
)
.
We obtain the
(
0
2
)
-tensor field γ and the Lie coalgebra-valued 1-form δ˜,
γ
def
= Σ∗∇µ : X 1(X,G) → F1(X,G),
δ˜
def
= Σ∗∇w µ : X 0(X,G; g)→ F1(X,G).
16The second row of the matrix is zero, because for any vector v it holds that 0 =
∇vg−1(µ,µ) = 2 g−1(µ,∇vµ) = 2 iu∇vµ ∼ iw∇vµ.
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The tensor field γ is further decomposed into its antisymmetric and symmetric
parts,17
η
def
= −Asy(γ), λ def= −Sym(γ),
where the antisymmetric part should be read as a two-form. The quantities δ˜,
η, and λ are the kinematic parameters. They are characterized as follows:18
∈ pd( · ) name
δ˜ F1(X,G; g∗) L2T−1 acceleration form
η F2(X,G) L2T−1 vorticity form
· → · pd( · ) name
λ X 1(X,G) → F1(X,G) L2T−1 expansion tensor
The Levi-Civita connection is not strictly necessary for the definition of the kine-
matic parameters. They can be equivalently defined in terms of characteristics
of the splitting structure,
δ˜ = c−10 N Σ
∗Luµ,
2η = Σ∗dµ,
2λ = −Σ∗Lug;
see A17.1. Note that (2η, δ˜) = S−∗dµ. The acceleration and vorticity forms
are related to the curvature and variance forms via
δ˜ = c0N(χ−N−1DN),
2η = c0N Ω,
which is seen by setting µ = c0(Π
∗N)ω; compare with 17.1.19 Finally, according
to A17.2, twice the expansion tensor is the time derivative of the observer metric
tensor,
2λ = ∂τh.
17.5. Expansion scalar and shear tensor. For completeness, we note that the
expansion tensor is usually decomposed [45, Eq. (2.96)] into
λ = σ +
1
3
λh,
17Our decomposition reads γ = −η − λ, while in literature we also find γ = −η + λ
[45, Eq. (2.93)] and γ = η + λ [25, Eq. (2.8)], [39, Eq. (4.17)]. The different sign of η is
conventional, while the different sign of λ is due to the fact that space-time metric has the
signature (−,+,+,+) in the references.
18The unusual physical dimension of the quantities is a direct consequence of their being
derived from the metric dual µ of the four-velocity. In this way, the quantities are well
adjusted to fit into the electromagnetic theory discussed here. For a purely kinematic treatise,
a derivation solely based on the four-velocity may be preferable.
19In literature, N−1DN is frequently written as D lnN . We cannot do this here since i) the
lapse function is Lie-coalgebra valued, and ii) the lapse function has physical dimension T.
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Figure 9: Illustrations of different splittings: holonomic and regular (left); inte-
grable, but neither principal nor regular (middle)21; regular, but not integrable
(right). The sheets and tiles represent space platforms, the lines depict world-
lines.
where σ is the trace free shear tensor, and λ the expansion scalar.20 It is defined
by
λ = Tr(h−1λ), pd(λ) = T−1.
It is shown in A17.3 that
∂τκ3 = λκ3,
where κ3 is the twisted unit volume form.
18 Classification of observers and of splitting
structures
Recall the distinction between observers and splitting structures. Observers are
persons or entities experiencing electromagnetic phenomena. Splitting struc-
tures are used to predict or explain measurements by the formulation and solu-
tion of initial-value problems. Observers are classified with respect to their kine-
matic parameters. Splitting structures are classified with respect to properties
of the time-translation, the Ehresmann connection, and the time synchroniza-
tion, as well as the compatibility of time-translation and Ehresmann connection
with the space-time metric; see Fig. 9.
18.1. Classification of observers.
• A nonrotating observer has vanishing vorticity, η = 0.
20It can be shown that this definition is consistent with the standard definiton λ = div u
[24, Eq. (152)], [26, Appendix E].
21From an integrability point of view, the middle surface does not “end”. This rather has
to do with discretization. If we write ω = fdν in some basis of the Lie algebra, we might
normalize f in the considered region such that 0 < f ≤ 1. We display parts of level surfaces
of ν subject to the condition f > 0.5. This approach emphazises that integrals of ω are
path-dependent. Further discussion on how (not) to visualize 1-forms can be found in [4, 5.7].
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• A geodesic observer experiences no acceleration, δ˜ = 0.
• An observer is called Born rigid [11, p. 15] if there is no expansion, λ = 0.
• An inertial observer is nonrotating, geodesic, and Born rigid, ∇u = 0.
Note that except for flat Minkowski space-time there might be no inertial ob-
servers, since covariantly constant vector fields may not exist.
18.2. Classification of splitting structures continued. Recall the classification
of splitting structures from 10.8 and 14.2. We introduce a further classification
by studying the interplay between elements of the splitting and the space-time
metric.
• A metric splitting22 is regular, with constant lapse function, DN−1 = 0
and ∂GN
−1 = 0.
• A standard splitting is natural and metric.
• A splitting is stationary if the fundamental field w is a Killing field of
the space-time metric, Lwg = 0 [44, Sec. 12]. A space-time that admits
time-like Killing vector fields is called a stationary space-time.
The results are summarized in the table below, where a cross means that the
classification in the respective column imposes a condition on the mathematical
structure in the respective row.
Standard
Classification
Natural
Metric Stationary
Holonomic
Flat Principal Regular
Condition/
Ω = 0 χ = 0 Γ = 0 N = 0
DN−1 = 0 Lwg = 0Structure ∂GN−1 = 0
Ehresmann
connection
X X X X
Principal
action
X X X X
Global
section
X
Conformal
class
X
Space-time
metric
X X
18.3. Observers and splitting structures. Some implications of the above classi-
fications are given below:
22The qualifier ‘metric’ is borrowed from the theory of linear connections [27, 15.3]. In many
ways, the Ehresmann connection in our application plays a similar role as a linear connection,
albeit with the sole focus on the time direction vs. the spatial subspace.
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• For metric splittings, the characteristics of the splitting structure are di-
rectly linked to the observer’s kinematic parameters,
(δ˜, 2η, 2λ) = c0N (χ,Ω,ϑ),
where ϑ = (N−1N−1)⊗∂Gh.
• For regular splittings, the following conditions are equivalent (see A17.2):
1. The splitting is stationary, Lwg = 0.
2. The splitting is principal, χ = 0, with time-independent observer
metric and lapse function, ∂Gh = 0 and ∂GN
−1 = 0.
Regular stationary splittings may, therefore, only be constructed on world-
lines of Born-rigid observers.
• For regular principal splittings it follows from χ = 0 that δ˜ = c0DN .
Hence, N takes the role of an acceleration potential.
• For regular splittings, a rotation of the observer, η 6= 0, implies nonva-
nishing curvature of the splitting, Ω 6= 0, and vice versa; see 17.4. It
follows that for rotating observers the regular splitting cannot be natural;
see 10.8. As a consequence, a global Einstein synchronization (see 14.2)
cannot exist for rotating observers.
19 Proxies for Lie-(co)algebra valued fields
In this section we recover the customary parametric fields, that is to say, we split
fields in such a way that the vertical fields are not Lie-(co)algebra valued. The
quantities thus found are proxies for their Lie-(co)algebra valued counterparts,
in the same sense as vector fields in three dimensions can act as proxies for
their differential-form counterparts.23 The proxy map is established with the
help of the lapse function, which encodes the vertical part of the space-time
metric. The construction of the proxy map is analogous to that of the so-called
translation isomorphisms [43, 10.2], which leverage the horizontal metric to map
differential forms to their vector proxy representation.
19.1. The proxy map. Recall 14.6, Point 3, where we stated that for each (x, g)
the lapse function can be seen as a Hodge operator on the algebra Λ g∗. Since
we introduced a fixed time orientation in 17.1, the lapse function provides iso-
morphisms
N :
{
Fk(X,G) ∼−−→ Fk(X,G; g∗) : β 7→ Nβ,
Fk×(X,G) ∼−−→ Fk×(X,G; g∗) : (β,κ) 7→ (Nβ,κ).
23The term “vector proxy” was coined by Bossavit [12].
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Hence, the lapse function induces the proxy map
P−∗ : Fk(X,G)×Fk−1(X,G; g∗)→ Fk(X,G)×Fk−1(X,G)
(α, β˜) 7→ (α,β) = (α, c0N−1 β˜),
pd(P−∗) = (1D,T
−1). For vector fields, the proxy map reads
P : X k(X,G)×X k−1(X,G; g)→ X k(X,G)×X k−1(X,G)
(k, ˜`) 7→ (k, `) = (k, c−10 N ˜`),
pd(P) = (1D,T).
24 We call the subsequent application of splitting and proxy
maps P−∗ ◦ S−∗ = (P ◦ S)−∗ proxy-splitting, and the fields in the image of the
proxy-splitting we call proxies.
19.2. Exterior derivative. The proxy-splitting of the exterior derivative reads
(P ◦ S)−∗ ◦ d ◦ (P ◦ S)∗ =
(
D c−20 e2η¯
∂τ c
−2
0 eδ¯ −D
)
,
where
δ¯
def
= c20N
−1(χ−D)N, pd(δ¯) = L2T−2,
2η¯
def
= c0N Ω, pd(η¯) = L
2T−1.
For regular splittings, these are the proxies of the acceleration form and the
vorticity form, (2η¯, δ¯) = (2η, δ)=(P S)−∗dµ; see 17.4. The covariant exterior
derivative can be written
D = d− (γ Z ∂τ ),
where we set γ = c−10 N Γ, so that (γ Z ∂τ ) = (Γ Z ∂G). The splittings of
contraction, exterior product, and Lie derivative in terms of proxies can be
found in Appendix A19.1.
19.3. Maxwell’s equations. The splitting of the space-time fields A, F , H, and
J yields proxy forms
(P S)−∗A = (a,−ϕ), (P S)−∗ F = (b,−e),
(P S)−∗H = (d, h), (P S)−∗ J = (ρ,−j),
with
24The splitting and proxy maps can be concatenated for regular splittings into (P ◦ S)−∗ :
Fk(P ) ∼−−→ Fk(X,G) × Fk−1(X,G) : γ 7→ (α,β) = (Σ∗γ,Σ∗iuγ). The inverse is given by
(P ◦ S)∗ : (α,β) 7→ γ = Π∗α+ c−20 µ ∧Π∗β˜.
54 III. Metric Setting
∈ pd( · ) pd(| · |)
ϕ F0(X,G) U U
e F1(X,G) U UL−1
h F1×(X,G) I IL−1
j F2×(X,G) I IL−2
Maxwell’s equations read in their general form
D b = c−20 2η¯ ∧ e,
D e = −∂τ b+ c−20 δ¯ ∧ e,
D d = ρ− c−20 2η¯ ∧ h,
Dh = j + ∂τd+ c
−2
0 δ¯ ∧ h.
The potential equations and charge continuity read
D a = b+ c−20 2η¯ ∧ ϕ,
−Dϕ = e+ ∂τa− c−20 δ¯ ∧ ϕ,
D j = −∂τρ+ c−20 δ¯ ∧ j.
19.4. Riesz operator. The regular splitting of the Riesz operator reads for
proxies
(P ◦ S)−∗ ◦ g ◦ (P ◦ S)−1 =
(
1 0
0 c20
)
h ◦ n.
19.5. Hodge operator. With the regular splitting of the volume form, (P S)−∗κ4 =
(0, c0 κ3), the regular splitting of the Hodge operator in terms of proxies reads
(P ◦ S)−∗ ◦ ∗4 ◦ (P ◦ S)∗ =
(
0 c−10 ∗3 ◦ n
c0 ∗3 0
)
.
Nonregular splittings of Riesz and Hodge operators are collected in Appendix
A19.2.
19.6. Constitutive relations. The vacuum constitutive relations in three dimen-
sions, resulting from a regular splitting, read for proxy forms
d = ε0 ∗3 e, h = µ−10 ∗3 b.
19.7. Energy-Momentum density. We refer to 15.3 and find for the proxies
(P ◦ S)−∗ ◦ T ◦ (P ◦ S)−1 =
(
−p w
−m −s
)
,
where
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· → · pd( · ) name
p X 1(X,G) → F3×(X,G) A momentum density
m X 1(X,G) → F2×(X,G) AT−1 momentum flux density
∈ pd( · ) name
w F3×(X,G) AT−1 energy density
s F2×(X,G) AT−2 energy flux density
and from
w
def
= c0w˜(N
−1),
m
def
= c0N
−1m˜,
s
def
= c20N
−1s˜(N−1),
follows
p(k) = ikb ∧ d,
w =
1
2
(e ∧ d+ h ∧ b),
m(k) = −ikd ∧ e− ikb ∧ h+ 1
2
ik(d ∧ e+ b ∧ h),
s = e ∧ h.
19.8. Four-Force density and energy-momentum balance. Starting from 15.5 we
obtain
(P ◦ S)−∗ ◦R ◦ (P ◦ S)−1 =
(
0 0
f r
)
,
where f and r are characterized as follows:
· → · pd( · ) name
f X 1(X,G) → F3×(X,G) AT−1 force density
∈ pd( · ) name
r F3×(X,G) AT−2 power density
where from
f
def
= c0N
−1f˜ ,
r
def
= c20N
−1r˜(N−1)
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follows
f(k) = ike ∧ ρ+ ikb ∧ j,
r = −e ∧ j.
Assume there exists a Killing vector field n of the space-time metric such that
(P ◦ S)n = (k, ·). The momentum and energy balance equations then read
f(k) = −∂τp(k)− (c−20 eδ¯ −D)m(k),
r = ∂τw − (c−20 eδ¯ −D)s.
The last equation is also known as Poynting’s theorem.
Chapter IV
Applications
In the final chapter we make a short remark on the Ehrenfest paradox, and apply
the splitting framework to the study of Schiff’s answer to his 1939 “Question in
General Relativity” [68].
20 Ehrenfest paradox
20.1. Original reference. We cite Paul Ehrenfest’s 1909 formulation [22] of the
paradox from [37]:
Consider a relativistically rigid cylinder with radius R and height
H. It is given a rotating motion about its axis, which finally be-
comes constant. As measured by an observer at rest, the radius of
the rotating cylinder is R′. Then R′ has to fulfill the following two
contradictory requirements:
a) The circumference of the cylinder must obtain a contraction
2piR′ < 2piR relative to its rest length, since each of its elements
move with an instantaneous velocity R′ω.
b) If one considers each element along a radius, then the instan-
taneous velocity of each element is directed perpendicular to the
radius. Hence, the elements of a radius cannot show any con-
traction relative to their rest length. This means that: R′ = R.
In our own words, the paradox comes down to the following question: If the
cylinder is rigid in the relativistic sense of Born, then how can the ratio of its
circumference and diameter not be equal to pi when it rotates? An extensive
survey of the decades-long discussion that ensued is found in [37], as well as
a summary of the resolution of the paradox. We do not intend to make a
contribution to the debate; rather, we show how the above observation and
the resolution of the paradox come about in the regular splitting from a purely
kinematic point of view, omitting practical questions of elasticity.
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(a) (b) (c)
Figure 10: World-lines of a (a) rotating observer, with a regular stationary
splitting; (b) observer at rest, with a standard stationary splitting; (c) rotating
observer, with a nonregular natural stationary splitting. Solid lines are world-
lines (fibers), the dashed line is the axis of rotation, tiles depict local space
platforms (Ehresmann connection), the translucent plane with border depicts
a time synchronization (section), and the set of translucent planes depicts the
simultaneity structure (foliation).
20.2. Kinematic setting. Ehrenfests’s observer at rest is equipped with a stan-
dard stationary splitting, see Fig. 10 (b). We introduce a rotating observer,
co-moving with the cylinder. The splitting associated with the rotating ob-
server is based on a congruence of helical world-lines. A regular splitting on
helical world-lines is not integrable and a global Einstein synchronization can-
not exist;1 see 18.3. In the absence of accelerated rotation, there exist regular
splittings that are stationary, and, hence, principal, see Fig. 10 (a). The split-
tings associated with the observer at rest and with the rotating observer share
their simultaneity structure. The subsequent analysis is based on this setting.
The regular splitting associated with the rotating observer is not metric since
DN 6= 0. The lapse function is the acceleration potential of the centrifugal ac-
celeration, δ˜ = c0DN ; see 18.3. The curvature form follows from 2η = c0N Ω;
compare 17.4. Coordinate expressions for various quantities related to the ro-
tating observer can be found in A20.1.
20.3. Resolution in a regular splitting. As shown in [66, Eq. (32)], the observer
metric h = −Σ∗g in the regular splitting on helical world-lines is not flat but
hyperbolic; g is the Minkowski metric. The observer metric depends on the
frequency of revolution, approaching a flat Euclidean metric as the frequency
of revolution tends to zero. A cylinder can, therefore, not be Born-rigid in a
state of accelerated rotation, λ = 12∂τh 6= 0. The very premise that led to the
apparent contradiction above is invalidated: The cylinder is Born-rigid and flat
at rest and Born-rigid and curved at constant frequency of revolution; to go
1The synchronization defect is related to the Sagnac effect [55,67], see also the enlightening
explanations about synchronization on a rotating disk in [53].
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from one state to the other, it has to undergo a nonstationary and non-Born-
rigid phase of accelerated rotation. Note that the curvature of the relative space
is in no way due to a curvature of space-time, for the discussion is based on a
Minkowski space-time.
20.4. Discussion. As pointed out in [66] and more recently in [46], in the
resolution of the paradox it is important to employ a congruence of world-
lines (the principal bundle), an orthogonal decomposition of space-time (the
orthogonal Ehresmann connection), and a model of relative space that is a
quotient space P/∼ under the equivalence relation that identifies all points in
a world-line (the base space of the principal bundle). Moreover it is important
to realize that a time synchronization is an element of convention and that a
global Einstein synchronization is not an option. Defining the observer metric
as the pullback metric under the horizontal lift, the above observations are
evident and not contradictory. In a framework where topology, metric, time
synchronization, and relative space are all amalgamated into a coordinate chart,
such deliberations are harder to come by.
21 Schiff’s “Question in General Relativity”
21.1. Original reference. In his 1939 paper [68] Leonard Schiff writes:
Consider two concentric spheres with equal and opposite total charges
uniformly distributed over their surfaces. When the spheres are at
rest, the electric and magnetic fields outside the spheres vanish. [...]
Then an observer traveling in a circular orbit around the spheres
should find no field, for since all of the components of the electro-
magnetic field tensor vanish in one coordinate system, they must
vanish in all coordinate systems. On the other hand, the spheres are
rotating with respect to this observer, and so he should experience
a magnetic field. [...] It is clear in the above arrangement that an
observer A at rest with respect to the spheres does not obtain the
same results from physical experiments as an observer B who is ro-
tating about the spheres. [...] We know experimentally that the fields
outside the charged spheres vanish in system A [...] and so the co-
variance of Maxwell’s equations guarantees that the fields will also
vanish outside the spheres in system B. It is of interest, however,
to see by direct calculation how it is that the spheres, which are ro-
tating with respect to system B, do not give rise to a magnetic field
outside. [...] To see this, we must of course know the expression for
the metric in system B, and we shall obtain this by transformation
from the (approximately) Galilean metric of system A [in which the
spheres are at rest].
21.2. Schiff’s treatment. Retracing Schiff’s steps in our framework, we find that
he employs the fibre bundle and section as defined in 20.2, but the chart-
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associated Ehresmann connection (see 8.6) rather than the orthogonal con-
nection. This yields the natural, nonregular, stationary splitting depicted in
Fig. 10 (c). To see this, first notice that Schiff transforms the Minkowski metric
tensor from system A (related to the observer at rest), into the metric ten-
sor of system B (related to the rotating observer), by means of a coordinate
transformation.
The metric tensor of observer B assumes the form:
g11 = g22 = g33 = −1, g44 = 1− ω2(x2 + y2),
g14 = g41= ωy, g24 = g42 = −ωx,
and all other gµν vanish.
This is not the regular splitting of the space-time Riesz operator of 14.7; it
corresponds to the nonregular splitting given in 16.4. The connection-induced
metric in the base manifold is Euclidean. Similarly, Schiff obtains the field
quantities in system B by coordinate transformation. Again, this corresponds
to a natural splitting, where Maxwell’s equations take their usual form 12.2.
Since the determinant g = −1, the electromagnetic field equations
[...] are unaltered by the transformation. But the connections be-
tween the covariant and contravariant components of the field tensor
depend on the metrical tensor.
The rotation enters the field problem of system B in the constitutive relation.
It is of interest to note that the vanishing of the fields [in system B]
in this calculation is due to the cancellation of the actual current J
with other terms [...] that behave in this respect like a current.
To reproduce Schiff’s results, we split the constitutive relations H = Z−10 ∗4 F
and F = −Z0 ∗4 H, and obtain from 16.4
d = Z−10 N
−† ∗Σ (e˜+ iNb) def= Z−10 N−† ∗Σ e˜+ pS,
b = Z0 N
−† ∗Σ (h˜− iNd) def= Z0 N−† ∗Σ (h˜+ m˜S).
Introducing (d∗, h∗)
d∗ = Z−10 N
−†∗Σe˜ = d− pS,
h∗ = Z−10 N
†∗Σ b = h˜+ m˜S,
we find
dh∗ = ˜+ ˜S + ∂Gd¯, ˜S = d m˜S + ∂GpS,
d d∗ = ρ+ ρS, ρS = −d pS.
(ρS, ˜S) are widely known as Schiff charges and currents. We have shown in
[49, 5.3] that in the system B there holds that ˜ = −˜S and ρS = 0, in agreement
with Schiff’s paper. A classical treatment is found, for example, in [75, 11.2].
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21.3. Discussion of Schiff’s treatment. In the natural nonregular splitting, vac-
uum generally has nonzero polarization pS(b,N
†,N) and magnetization m˜S(d,N†,N).
This is, of course, not a statement on the vacuum constitutive relation, but a
consequence of the nonregular splitting that yields fields that are not measur-
able, and relations between the fields that are not physical laws; as T. Mo
writes in [59, p. 2596]: Mistaken results, such as D depends constitutively on
B even for vacuum, will occur if one does not treat the constitutive physics and
the constitutive tensor properly; and by “properly” we understand “in a regu-
lar splitting”. The question we might want to raise is, therefore, whether the
above reasoning does indeed represent a valid resolution of the paradox. What
is demonstrated by means of Schiff charges and currents is that the field prob-
lem that is formulated in a natural nonregular splitting gives consistent results.
Schiff’s system B does not make statements on measurable fields seen by ob-
server B. It would, consequently, appear that a proper resolution of the paradox
should be derived in a regular splitting that involves the standard constitutive
relations of vacuum, and Maxwell’s equations that feature terms due to the
rotation.
21.4. Static equations in the regular splitting. We return to the regular splitting
structure, according to 20.2 and Fig. 10 (a). The static Maxwell’s equations in
the regular splitting are given by
d b = Ω ∧ e˜, d d = ρ−Ω ∧ h˜,
d e˜ = 0, d h˜ = ˜;
compare 12.1 and 12.2. The corresponding constitutive relations 15.1 read
d = Z−10 N
−1 ∗3 e˜, b = Z0N−1 ∗3 h˜,
with the non-Euclidean Hodge operator ∗3. The electromagnetic fields in these
equations are observable quantities of observer B.
21.5. Axial splitting. The rotating observer, the spheres, and the electromag-
netic field exhibit axisymmetry with respect to the rotation axis. The above
fields and equations can be split further in order to benefit from this symmetry
and make the problem more easily accessible analytically. The axial splitting
structure for dimensional reduction consists of
1. The principal U(1)-bundle
(
X, p˚i, Y, U(1)
)
2, the fibers of which are cir-
cles around the axis. Y is a two-dimensional open half-space, p˚i is the
projection map. U(1) or short U is the unitary group with Lie algebra u.
2. The h-orthogonal Ehresmann connection.
3. A global section that maps Y to an (arbitrary) meridian plane.
2On the axis of rotation, the group action of U(1) is not free. Therefore, to be precise, the
bundle space is X without the axis of rotation.
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We use the notation of the previous chapters and the symbol˚to indicate that
objects are defined with respect to the axial splitting. The azimuthal fundamen-
tal field w˚ ∈ X 1(X, u∗) is a Killing field of the observer metric. We orient the
Lie algebra u in such a way that the fundamental field points in the direction of
rotation.3 The splitting structure is natural and regular. It is also stationary,
that is, ∂Uh = 0. Axisymmetry is characterized by ∂U = 0 for fields, metric,
and material parameters. Axial splitting yields two decoupled systems of fields
and equations [3,64]. Since the currents are in azimuthal direction, i⊗w˚ ˜ = 0, one
of the systems is trivial. Taking this into account, the splitting map yields
S˚−∗e˜ = (e¯, 0), e¯ ∈ F1(Y ; g∗), S˚−∗b = (0, b¯), b¯ ∈ F1(Y ; u∗),
S˚−∗h˜ = (h¯, 0), h¯ ∈ F1×(Y ; g∗), S˚−∗d = (0, d¯), d¯ ∈ F1×(Y ; u∗),
S˚−∗˜ = (¯, 0), ¯ ∈ F2×(Y ; g∗), S˚−∗ρ = (0, ρ¯), ρ¯ ∈ F2×(Y ; u∗).
The curvature form and lapse function of the relativistic splitting are split axially
into
S˚−∗Ω = (0, Ω¯), Ω¯ ∈ F1(Y ; u∗ ⊗ g),
S˚−∗N = (N¯ , 0), N¯ ∈ C∞(Y ; g∗).
21.6. Dimensionally reduced equations. Axial splitting yields static Maxwell’s
equations in Y ,
−d b¯ = Ω¯ ∧ e¯, −d d¯ = ρ¯− Ω¯ ∧ h¯,
d e¯ = 0, d h¯ = ¯.
In analogy to the lapse function in 14.6, we introduce
N˚ = Φ˚∗|w˚|.
The pullback metric, h¯ = Σ˚∗h, is Euclidean, with induced Hodge operator ∗2.4
The axial splitting of the Hodge operator yields the constitutive relations
d¯ = Z−10 (N˚N¯
−1)⊗ ∗2 e¯, b¯ = Z0(N˚N¯−1)⊗ ∗2 h¯.
Denote by ω the angular frequency of the rotating observer, pd(ω) = T−1.
Define β = ωr/c0, where r is the radial distance from the rotation axis measured
by h¯. The Lorentz factor γ = (1 − β2)−1/2 ensues. It is convenient to rewrite
the constitutive relations in the form
d¯ = Z−10 γ
2Λ ∗2 e¯, b¯ = Z0γ2Λ ∗2 h¯,
where
Λ = γ−2(N˚N¯−1)⊗.
It holds that Λ ∼ r, independent of ω, see Appendix A20.1.
3Fixed orientation eliminates twist with respect to U . This is the same policy as in 17.2,
where twist with respect to G was eliminated.
4The non-Euclidean nature of the 3-dimensional metric is relegated to N˚ .
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∈ pd( · )
r C∞(Y ) L
β C∞(Y ) 1D
γ C∞(Y ) 1D
N˚ C∞(Y ; u∗) L
Λ C∞(Y ; u∗ ⊗ g) 1D
21.7. Solving Schiff’s paradox. The excitation in the regular splitting associated
with the rotating observer can be written as
(ρ¯, ¯) = (γ2,−βΛ−1)ρ¯0,
where ρ¯0 represents the limit for ω → 0 of the charge distribution (see A21.1),
that is, equal but opposite total charges, uniformly distributed over the respec-
tive spheres. We define the problem domain as a sphere of radius R, fulfilling
ωR < c0. The equations of 21.6, with the above sources and with homogeneous
Dirichlet boundary conditions on the domain boundary, constitute a boundary-
value problem, that can be solved by a perturbation method in terms of the
paramter βˆ = ωRc0 . There holds β ≤ βˆ in the problem domain. The zeroth order
electric field has β = 0 and γ = 1, so that
d e¯0 = 0,
−d d¯0 = ρ¯0,
d¯0 = Z
−1
0 Λ ∗2 e¯0.
This is an axisymmetric electrostatic problem in the meridian plane, with Eu-
clidean vacuum constitutive relation. Its solution is a radial electric field (e¯0, d¯0),
confined to the interior of the spheres. From this we obtain the first order mag-
netic field, with |β|  1 and γ = 1, as the solution of
−d b¯1 = Ω¯1 ∧ e¯0,
d h¯1 = −βΛ−1ρ¯0,
b¯1 = Z0Λ ∗2 h¯1.
It holds that Ω¯ = d(βγ2Λ), Ω¯1 = d(βΛ), and d(βΛ
−1) = 0; see A20.1. It can
be easily checked that
(b¯1, h¯1) = β(−Λe¯0,Λ−1d¯0).
Since the coupling term Ω¯1 ∧ h¯1 is of second order, the first order electric field
is given by
(e¯1, d¯1) = (e¯0, d¯0).
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It can be verified that the exact solution for |β| < 1 is given by
(e¯, d¯) = (e¯1, γ
2d¯1),
(b¯, h¯) = (γ2b¯1, h¯1).
Outside the spheres, all electromagnetic fields vanish. The solution of the para-
dox is essentially found in the first-order step, undergoing only a scaling in the
exact-solution step.
21.8. Discussion. We have, citing from [68] again, shown “by direct calculation
how it is that the spheres, which are rotating with respect to observer B, do not
give rise to a magnetic field outside.” In the demonstration we have used a reg-
ular splitting, ensuring that fields and equations are those that are experienced
by the observer B. This is in contrast to Schiff’s treatment in the coordinates
of system B, which represents a nonregular splitting with fields and laws that
are mainly of mathematical interest. We, therefore, find that a conceptual dis-
entanglement of the mathematical structures and the coordinate systems used
to represent them is conducive to enhanced insight.
Chapter V
Conclusion
Nature uses as little as possible of anything (J. Kepler).
We have introduced the relativistic splitting structure in a geometric, that is,
frame- and coordinate-free way. It allows to relate four-dimensional fields and
equations of electromagnetism to their three-dimensional manifestations in ob-
server’s space. We aimed for a minimal set of mathematical structures that are
directly motivated by the physical theory: space-time, world-lines, time trans-
lation, space platforms, and time synchronization are all modeled by distinct
structural elements. A concise and insightful classification of splitting structures
ensues that can be studied in its relation to a classification of observers. The
application of the framework to the Ehrenfest paradox and Schiff’s “Question in
General Relativity” illustrates the advantages of the framework: the resolution
of the Ehrenfest paradox becomes straight-forward; and we can discuss Schiff’s
paper in a new light, detect limitations in the original treatment, and offer a
more complete resolution of the paradox. The increased conceptual clarity has
to be paid for with the necessity to familiarize with the relevant mathematical
structures. We believe, however, that, in the absence of at least a reliable men-
tal image of the implied concepts, a coordinate-based approach is bound to lead
into the same pit-falls that have been encountered many times over. In our own
experience, the study of relativistic splittings lends itself to render those pow-
erful mathematical structures more accessible. As we were writing this article,
we aimed to ensure the maturity of the presented content by proving that all
concepts can be generalized in a straight-forward way to manifolds of arbitrary
dimensions and to arbitrary Lie groups. As a consequence, the presented model
is but an instance of a wider framework. We are confident that the splitting
structure can be of use in physical theories other than electromagnetism, and
in contexts other than relativity; for an example, we mention the axial splitting
in the preceding section.
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Appendix A
Some Proofs and Details
A9.1. Principal connection. We prove the assertion of 9.5, that is, χ = 0 iff
the Ehresmann connection is principal with respect to the given G-bundle.
For Abelian Lie groups, a principal connection is characterized by vanishing
Lie derivative of the connection 1-form with respect to the fundamental field,
Lwω = 0; see [48, 11.1(3)]. We first show that χ = 0 implies Lwω = 0.
Consider the chart-associated connection and use 8.7,
v = hor v + ver v
= Φ Π v + (w ⊗ θ)v, v ∈ X 1(P ).
By testing the equation with ω ∈ F1(P ; g) and invoking duality we obtain
ω = (Φ Π)∗ω + θ.
From the definitions of the variance of the Ehresmann connection, the group
derivative and the Christoffel form we have
0 = χ = ∂GΓ = Σ
∗LwΠ∗Φ∗ω
= Σ∗Lw(ω − θ) = Σ∗Lwω,
since Lwθ = iwdθ = 0. This means that Lwω ∈ Ker Σ∗ = F1V (P, g∗ ⊗ g). On
the other hand, Lwω = iwdω ∈ F1H(P, g∗ ⊗ g). Hence Lwω = 0, which proves
the first part of the assertion. The converse direction of the proof is obvious.
A9.2. Frobenius integrability condition. To show that Ω = 0 implies that (dω∧
ω)⊗ = 0 and vice versa (see 9.11), we proceed along the same lines as in A9.1:
0 = Ω = DΓ = Σ∗d Π∗Φ∗ω
= Σ∗d(ω − θ) = Σ∗dω
⇔ dω ∈ Ker Σ∗ = F2V (P, g)
⇔ dω = ver∗dω = eω(ε)iw(e)dω,
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where we used 8.8 for the algebraic representation of the map ver∗. Note that
its natural extension to vector-valued arguments according to 2.6 demands for
introduction of a pair of dual bases (e, ε) ∈ g×g∗. Lastly, we find the implication
by applying eω(ε) from the left. Conversely, we infer from (dω ∧ ω)⊗ = 0 that
0 = iw(e)eω(ε)dω = hor
∗dω
⇔ dω ∈ F2V (P, g),
which yields the assertion.
A10.1. Space-time splitting of operators. The splitting of fields readily leads to
a splitting of operators. The splitting of the contraction reads for S v = (k, ˜`),
v ∈ X k(P ),
S−∗ ◦ iv ◦ S∗ =
(
ik i˜`
0 in(k)
)
.
The splitting of the exterior product reads for S−∗ γ = (α, β˜), γ ∈ Fk(P ),
S−∗ ◦ eγ ◦ S∗ =
(
eα 0
eβ˜ en(α)
)
.
The splitting of the Lie derivative reads for S v = (k, ˜`), v ∈ X 1(P ),
S−∗ ◦ Lv ◦ S∗ =
(
Lk + ˜`∂G e(D˜`) + ˜`eχ + e(ikΩ)
[∂G, ik] Lk + ∂G ◦ i˜`− e(ikχ)
)
,
where
Lk = D ◦ ik + ik ◦D.
A10.2. Factorization of the splitting of the exterior derivative. The splitting of
the exterior derivative of 10.7 can be factorized as follows,(
D eΩ
∂G eχ −D
)
=
(
Id −eΓ
0 Id
)
◦
(
d 0
∂G −d
)
◦
(
Id eΓ
0 Id
)
,
which follows from change-of-connection to a chart-associated connection in
10.6, ωα = ω, ωβ = θ.
A14.1. Action, charge, and the physical dimension of the metric tensor. In 12.1,
Footnote 15, we have seen that the electromagnetic fields divide into Faraday
fields with physical dimension AQ−1, and Ampe`re-Maxwell fields with physical
dimension Q. Products between these two classes have the physical dimension
of action. E.J. Post in [62, Ch. II, §3] states that any physical field X should
have a physical dimension that can be expressed in terms of action A and charge
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Q, that is, pd(X) = ApQq. In [62, Ch. II, §4] he applies this concept to the met-
ric tensor, stating that only pd(g) = 1D (p = q = 0) would be an appropriate
choice under this premise. With regard to the role of metric and its physical
dimension (called “gauge factor”), E.J. Post writes in [62, Ch. II, §4] “For our
present purpose we shall find [...] that the question whether or not a gauge factor
for gab should be used is not too urgent for electromagnetism. Either the gauge
factor of the metric or the metric itself cancels out in all quantities and equa-
tions of importance.” In our framework, we confirm that the choice for pd(g)
leaves Maxwell’s equations and the constitutive laws unaltered. The splitting
map is of neutral dimension, and the lapse function ensures consistency of phys-
ical dimensions in the constitutive relations in three dimensions. A change of
pd(g) would only affect Section 17 on kinematic parameters; see Footnote 18.
Following [21, p. 398] we stick to the conventional pd(g) = L2.
A16.1. Nonregular splitting of the Hodge operator. We give useful formulas re-
lated to the nonregular splitting of the Hodge operator in 16.4 and A16.2:
i(γ) ◦ h−1 = h−1 ◦ i(h−1 γ), e(v) ◦ h−1 = h−1 ◦ e(h v),
i(v) ◦ ∗3 = ∗3 ◦ e(h v) ◦ n, e(γ) ◦ ∗3 = − ∗3 ◦ i(h−1 γ) ◦ n.
A16.2. Nonregular splitting of metric operators in terms of the fiber-induced
metric. We leverage the relation hΠ = hΣ† in 16.3. Denote the nonregular
splitting under consideration by β. Replace its connection 1-form ω by ω†. This
yields a regular splitting α, whose observer metric is hΠ, by construction. Both
splittings are related by a change of Ehresmann connection, with Γα−Γβ = −ν;
compare with 10.6,
S−∗β ◦ S∗α =
(
Id −eν
0 Id
)
.
The splitting S−∗β ◦ g ◦ S−1β follows from the regular splitting S−∗α ◦ g ◦ S−1α in
14.7. Denote κΠ and ∗Π the twisted unit spatial volume form and the Hodge
operator induced by the metric tensor hΠ, respectively. The splittings of the
Riesz1 and Hodge operator read
S−∗ ◦ g ◦ S−1 = ξ2
(
ξ−2Id− eν ◦ iN −eν
iN Id
)
◦
(
1 0
0 (N†N†)⊗
)
hΠ ◦ n,
S ◦ g−1 ◦ S∗ =
(
1 0
0 (N−†N−†)⊗
)
h−1Π ◦ n ◦
(
Id eν
−iN ξ−2Id− iN ◦ eν
)
,
S−∗ ◦ ∗4 ◦ S∗ = ξ
(
ξ−2Id− eν ◦ iN −eν
iN Id
)
◦
(
0 N−† ∗Π ◦ n
N†∗Π 0
)
.
1Compare with [29, Eq. (22)].
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As a consequence of the last equation,
S−∗κ4 =
(
0, NκΠ
)
.
A17.1. Kinematic parameters. We study the definition of the kinematic param-
eters in 17.4. The results are also stated in [45, Eq. (2.98)]. The acceleration
1-form is given with µ = g(u) by
δ˜
def
= Σ∗∇wµ = c−10 NΣ∗∇uµ,
where we used [27, p. 375, 5.]. From [7, Eq. (6.23)]
(Luµ)i = uj∇jµi + (∇iuj)µj
we find with [45, Eq. (2.92)]
Luµ = ∇uµ+ 1
2
∇(g(u,u))
= ∇uµ.
It follows that
δ˜ = c−10 NΣ
∗Luµ.
To show that η
def
= −Asy(Σ∗∇µ) = 12Σ∗dµ we observe that [27, 6.2.5]
dµ = −2µ[i,j],
which gives the assertion, with
µ[i,j] = µ[i;j] = Asy(∇µ).
Lastly, we show that λ
def
= −Sym(Σ∗∇µ) = − 12Σ∗Lug. The assertion follows
with [7, Eq. (6.26)],
Lugij = 2µ{i;j} = 2 Sym(∇µ).
A17.2. Group- and time derivative of metric tensor. For regular splittings it
can be proven that
(Lwg)(v,v′)
∣∣∣
p
=− (∂Gh)(k,k′) +
(
∂G(NN)
⊗)(˜`, ˜`′)
+ χ(k)(NN)⊗ ˜`′ + χ(k′)(NN)⊗ ˜`
∣∣∣
ϕ(p)
,
where (k, ˜`) = S v, v ∈ X 1(P ). The third term in the first line is defined by(
∂G(NN)
⊗)(˜`, ˜`′) = ∂G(N(e)N(e))(˜`(ε), ˜`′(ε)),
where (e, ε) ∈ g × g∗, ε(e) = 1. Since vectors v, v′ can be chosen arbitrarily,
we conclude that for regular splittings the following conditions are equivalent:
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1. The splitting is stationary, Lwg = 0.
2. The splitting is principal, χ = 0, with time-independent observer metric
and lapse function, ∂Gh = ∂GN
−1 = 0.
We give the product rule for the Lie derivative of the metric tensor, for ν ∈
C∞(P ; g),
Lνwg = νLwg + 2 Sym
(
dν ⊗ g(w)).
For regular splittings,
Σ∗Lνwg = Σ∗νLwg.
Let ν = c0Π
∗N−1, hence u = νw; compare with 17.1. With ` = `′ = 0 we
obtain
Σ∗Lug = c0N−1Σ∗Lwg = −c0N−1∂Gh.
As a consequence,
2λ
def
= −Σ∗Lug = c0N−1∂Gh = ∂τh.
A17.3. Expansion scalar and volume form. Given a regular splitting and a
twisted unit volume form κ3, we prove that ∂τκ3 = λκ3; see 17.5. The re-
sults are also stated in [45, Eq. (2.99)]. For simplicity, introduce an orientation
and regard κ3 as ordinary unit volume form. From h
−1(κ3,κ3) = 1 it follows
that
0 = ∂τh
−1(κ3,κ3) =
(
(∂τh
−1)κ3 + 2h−1∂τκ3
)
κ3,
hence
∂τκ3 = −1
2
h(∂τh
−1)κ3 =
1
2
(∂τh)h
−1κ3 =
1
2
Tr(h−1∂τh)κ3.
By A17.2 we have 2λ = ∂τh for regular splittings. Therefore,
∂τκ3 = Tr(h
−1λ)κ3 = λκ3,
where we used the definition of λ. Obviously, the result is independent of the
chosen orientation, and therefore extends to the twisted unit volume form.
A19.1. Splitting of operators in terms of proxies. The splitting of the contraction
reads for P S v = (k, `), v ∈ X k(P ),
(P ◦ S)−∗ ◦ iv ◦ (P ◦ S)∗ =
(
ik i`
0 in(k)
)
.
The splitting of the exterior product reads for (P S)−∗ γ = (α,β), γ ∈ Fk(P ),
(P ◦ S)−∗ ◦ eγ ◦ (P ◦ S)∗ =
(
eα 0
eβ en(α)
)
.
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The splitting of the Lie derivative reads for P S v = (k, `), v ∈ X 1(P ),
(P ◦ S)−∗ ◦ Lv ◦ (P ◦ S)∗ =
(
Lk + ` ∂τ e(D`) + c
−2
0
(
` eδ¯ + e(ik2η¯)
)
[∂τ , ik] Lk + ∂τ ◦ i` − c−20 e(ikδ¯)
)
,
with Lk as defined in A10.1 and (2η¯, δ¯) in 19.2, respectively.
A19.2. Nonregular splitting of metric operators in terms of proxies. Based on
16.4 we find with v¯ = c0N
−1N and υ = c−10 Nν = c
−2
0 hΣv¯
(P ◦ S)−∗ ◦ g ◦ (P ◦ S)−1 =
(
Id −eυ
iv¯ ξ
−2Id− iv¯ ◦ eυ
)
◦
(
1 0
0 c20
)
hΣ ◦ n,
(P ◦ S) ◦ g−1 ◦ (P ◦ S)∗ = ξ2
(
1 0
0 c−20
)
h−1Σ ◦ n ◦
(
ξ−2Id− eυ ◦ iv¯ eυ
−iv¯ Id
)
,
(P ◦ S)−∗ ◦ ∗4 ◦ (P ◦ S)∗ = ξ
(
Id −eυ
iv¯ ξ
−2Id− iv¯ ◦ eυ
)
◦
(
0 c−10 ∗Σ ◦n
c0 ∗Σ 0
)
.
∈ pd( · ) pd(| · |) name
v, v¯ X 1(X,G) T−1 LT−1 proxies of shift vector field
υ F1(X,G) T L−1T proxy of shift 1-form
Based on A16.2 we find with v = ξ2c0N
−1N and υ = c−10 Nν = c
−2
0 hΠv
(P ◦ S)−∗ ◦ g ◦ (P ◦ S)−1 =
(
Id− eυ ◦ iv −eυ
iv Id
)
◦
(
1 0
0 c20
)
hΠ ◦ n,
(P ◦ S) ◦ g−1 ◦ (P ◦ S)∗ =
(
1 0
0 c−20
)
h−1Π ◦ n ◦
(
Id eυ
−iv Id− iv ◦ eυ
)
,
(P ◦ S)−∗ ◦ ∗4 ◦ (P ◦ S)∗ =
(
Id− eυ ◦ iv −eυ
iv Id
)
◦
(
0 c−10 ∗Π ◦ n
c0 ∗Π 0
)
.
The proxy field v is the velocity of the Eulerian observer with respect to the
Lagrangian observer, up to sign; compare 16.5.
A20.1. Rotating observer’s splitting in coordinates. In 20.2, Fig. 10 (a) we de-
scribed a splitting structure on the world-lines of a rotating observer. The
splitting uses the simultaneity structure of a standard stationary splitting of
the nonrotating observer; see Fig. 10 (b). We introduce coordinates (t, r, ϕ, z)
adapted to the splitting structure 20.2, where pd(t, r, ϕ, z) = (1D, L, 1D, L), as
follows. By choosing oriented dual bases (e↑, ε↑) ∼ (∂t,dt) of the Lie algebra
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we obtain coordinate time t; compare with 9.10. The helical world-lines are
coordinate lines of t, the leaves of the foliation are the hyperplanes of constant
t, see Fig. 10 (a). Coordinates (r, ϕ, z) are cylindrical coordinates in the base
manifold. Let L = N0(∂t), where N0 is the value of N on the axis of rotation.
For a dimensionless coordinate time, L is the distance that light travels along
the axis of rotation during ∆t = 1, and so pd(L) = L. The standard stationary
splitting is unique up to a constant factor that scales coordinate time. The
factor is fixed by the parameter L.2 Define β = ωr/c0, where ω is the angular
frequency of the rotating observer, and the Lorentz factor γ = (1 − β2)−1/2.
Then it holds that
(
gµν
)
=

γ−2L2 0 −βrL 0
0 −1 0 0
−βrL 0 −r2 0
0 0 0 −1
 , (hij)=
1 0 00 (γr)2 0
0 0 1
 ,
w = ∂t ⊗ dt, ω =
(
dt− ω
c0L
(γr)2 dϕ
)
⊗ ∂t,
N = γ−1L⊗ dt, Γ = − ω
c0L
(γr)2 dϕ⊗ ∂t,
χ = 0⊗ (dt⊗ ∂t), δ˜ = βγωLdr ⊗ dt
= c−10 Nγ
2ω2r dr,
Ω = −2βγ4L−1 dr ∧ dϕ⊗ ∂t η = −γ3ωr dr ∧ dϕ
= − 2
c0N
γ3ωr dr ∧ dϕ, = −γ2ω ∗3 dz;
compare with [66, Appendix A]. The quantities related to the axial splitting
21.5 have the following representation in the chart:
w˚ = ∂ϕ ⊗ dϕ, N˚ = γr ⊗ dϕ,
N¯ = N, Λ =
r
L
⊗ (dϕ⊗ ∂t),
Γ¯ = − ω
c0L
(γr)2(dϕ⊗ ∂t) Ω¯ = 2βγ4L−1dr ⊗ (dϕ⊗ ∂t)
= −βγ2Λ, = d(βγ2Λ) = −dΓ¯.
A21.1. Excitation terms for Schiff’s rotating observer. We calculate the exci-
tation terms of Schiff’s rotating observer, used in 21.7. Denote by (t, r, ϕ, z)
2In the Born chart [66, Footnote 13], t measures proper time of the observer at rest along
its straight world-lines, pd(t) = T. We find L = c0 and pd(L) = LT
−1. The same concept is
used in the Global Positioning System on the rotating earth, where it is called Earth-Centered
Inertial Frame [2, Sec. VIII.].
74 A. Some Proofs and Details
coordinates adapted to the standard stationary splitting of Schiff’s observer at
rest; see Fig. 10 (b). The coordinates are related to the coordinates (t, r, ϕ, z)
introduced in A20.1 by the following transformations:
t = t, r = r,
ϕ = ϕ− ωL
c0
t, z = z,
and
dt = dt, dr = dr,
dϕ = dϕ− ωL
c0
dt, dz = dz.
A charge distribution ρ that is static with respect to Schiff’s observer at rest
gives rise to an electric charge-current in space-time of the form
J = ρrϕz dr ∧ dϕ ∧ dz
= ρrϕz dr ∧
(
dϕ+
ωL
c0
dt
) ∧ dz.
The connection 1-form ω in A20.1 induces a parametric map Σ and its dual,
Σ :

∂r 7→ ∂r
∂ϕ 7→ ∂ϕ + r
L
βγ2∂t
∂z 7→ ∂z
, Σ∗ :

dt 7→ r
L
βγ2dϕ
dr 7→ dr
dϕ 7→ dϕ
dz 7→ dz
.
For the relativistic splitting of the charge-current, S∗J = (Σ∗J,Σ∗iwJ) = (ρ,−˜)
we obtain
ρ = Σ∗J
= γ2ρrϕz dr ∧ dϕ ∧ dz
= γ2ρ0,
where we set
ρ0 = ρrϕz dr ∧ dϕ ∧ dz,
independent of ω, and
˜ = −Σ∗iwJ
= β
L
r
ρrϕz dr ∧ dz ⊗ dt
= −βΛ−1iw˚ρrϕz dr ∧ dϕ ∧ dz
= −βΛ−1iw˚ρ0.
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After dimensional reduction by axial splitting this yields
(ρ¯, ¯) = (γ2,−βΛ−1)ρ¯0.
Appendix B
Notations
a magnetic vector potential 12.1
a,b, c generic (multi-)vector fields or differential forms
a element of the Lie algebra, a ∈ g 6.4
A electromagnetic potential 12.1
A,B,D generic physical dimensions 3.1
A physical dimension action 3.1, 15.3
A,B, C generic spaces 2.5
A two-dimensional compact subdomain of the base
manifold, A ⊂ X
12.4
Ad adjoint representation 7.2
Asy antisymmetric part of a tensor 17.4
b magnetic flux density 12.1
B basis of physical dimensions system 3.1
B3, B4 orthonormal frame fields in X, P 14.8
c0 vacuum speed of light 17.1
Cµν
κ object of anholonomity 13
C∞(M) smooth functions on M
C one-dimensional compact subdomain of the base
manifold, C ⊂ X
12.4
d electric flux density 12.1
d exterior derivative
div divergence (in four dimensions) 17.5
D system of physical dimensions 3.1
D exterior covariant derivative in the base manifold 9.3
Diff( · ) diffeomorphism group 4.2
e (proxy of) electric field strength 12.1
e group identity element 5.1
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e basis element of the Lie algebra, e ∈ g
(eµ, ε
ν) (anholonomic) dual frames / frame fields in P 13
e exterior product / multiplication 2.4
End( · ) set of endomorphisms 15.4
f (proxy of) force density 15.5, 19.8
f(·, ·) bilinear operation 2.5
f g∗ ⊗ g-valued scalar function 9.11
F electromagnetic field 12.1
F, Fx typical fiber, typical fiber at x 4.1
Fk(M) smooth differential k-forms on M 2.1
Fk(M ;V ) smooth differential k-forms on M that take values in
V
2.1
F (M) direct sum over Fk(M) 2.1
Fk(X,G) G-parametric differential forms on X 8.1
g, h group elements, g, h ∈ G / instants 5.1
gij transition function of a G-bundle 5.1
g Lorentzian metric tensor field 14.1
g Riesz operator associated with g 14.1
gµν , g
µν covariant, contravariant components of the metric
tensor
16.3
|g| modulus of determinant det(gµν) 14.10
g Lie algebra of G 6.1
G,Gx Lie group / typical fiber, typical fiber at x 5.1
h (proxy of) magnetic field strength 12.1
h observer metric tensor field 14.4
h Riesz operator associated with h 14.4
hor, ver horizontal, vertical map 8.7
H electromagnetic excitation 12.1
Hp horizontal space at p 7.1
H index for spaces of horizontal (multi-)vector fields
and differential forms
7.3
H compact domain in the Lie group, H ⊂ G 8.3, 12.4
i, j, k, . . . indices, latin tensor indices ∈ {1, 2, 3}
i interior product / contraction 2.4
I electric current 12.4
I physical dimension electric current 3.1
Id identity map
Im image space
j (proxy of) electric current density 12.1
J electric charge current 12.1
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k, ` degree of a multi-vector field or differential form
(k, ˜`), (k, ˜`) (multi-)vector fields in the image of the splitting map
S
10.3
(k, `), (k, `) (multi-)vector fields in the image of the proxy map
P
19.1
k multivector, dual to a volume form κ 15.4
Ker kernel space
` left action of the Lie group on the typical fiber 5.1
L, l˜ Lagrangian of the electromagnetic field in four and
three dimensions
12.1
L characteristic distance along the axis of rotation A20.1
L physical dimension length 3.1
Lg left group action / translation 6.1
Lk operator that occurs in the splitting of the Lie deriva-
tive
A10.1
Lin(·, ·) vector space of linear maps 11.1
m (proxy of) momentum flux density / Maxwell stress
tensor
15.3, 19.7
m vacuum magnetization 21.2
M smooth differentiable manifold 2.1
M physical dimension mass 3.1
n dimension of a manifold 2.1
n vector field in energy-momentum balance 15.3
n sign operator 2.3
N lapse function 14.6
N shift vector field 16.2
p momentum density 15.3, 19.7
p vacuum polarization 21.2
p point/event in P 4.1
pd physical-dimension map 3.1
pr canonical projection 4.1
P bundle manifold 4.1
P proxy map 19.1
q exponent in the physical dimension system 3.1
q dimension of F,G 4.1
Q electric charge 12.4
r (proxy of) power density 15.5, 19.8
r rank of the physical dimension system 3.1
r principal right action 5.4
(r, ϕ, z) cylindrical coordinates in the base manifold 21.5, A20.1
R electromagnetic four-force density 15.5
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R ring 3.1
Rg right group action 5.4
R radius of problem domain 21.7
s (proxy of) energy flux density / Poynting form 15.3, 19.7
s section 4.4
s, t tensors, s, t ∈ T 2.5
S sets of physical quantities 3.1
Sg leaf of a foliation, labeled by g 5.7
S splitting map 10.3
Sym symmetric part of a tensor 17.4
t coordinate time 9.10
t unit tensor for the pair (g, g∗) 6.5
T electromagnetic energy-momentum tensor 15.3
T space of
(
1
1
)
-tensors
TpP tangent space at p ∈ P
T physical dimension time 3.1
Tr trace of a tensor
u four-velocity 17.1
u (multi-)vector, (multi-)vector field
u Lie algebra of U 21.5
U electric voltage 12.4
U open neighbourhood of x ∈ X 4.1
U unitary group 21.5
U physical dimension voltage 3.1
v (multi-)vector, (multi-)vector field
vˆ element of the Lie algebra, vˆ ∈ g 6.3
vˇ left invariant vector field associated with vˆ 6.3
v¯ parametric (multi-)vector field, related to v ∈ X (P ) 8.5
v, v¯ proxies of the shift vector field A19.2
V magnetic voltage 12.4
V, V ′ finite-dimensional vector spaces 2.5
Vp vertical space at p 4.3
V index for spaces of vertical (multi-)vector fields and
differential forms
4.3
V three-dimensional compact subdomain of the base
manifold, V ⊂ X
12.4
w (proxy of) energy density 15.3, 19.7
w fundamental field 6.6
wMC Maurer-Cartan vector field 6.5
x, y generic physical quantities 3.2
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x point in X 4.1
(xi), (xµ) coordinates in X,P 9.10, 13
X base manifold 4.1
X body-force term in the energy-momentum balance 15.5
Y two-dimensional open half-space (meridian plane) 21.5
Z0 vacuum impedance 15.1
α, β indices
α,β differential forms
α element of the Lie co-algebra, α ∈ g∗ 6.5
(α, β˜) differential forms in the image of the splitting map
S−∗
10.3
(α,β) differential forms in the image of the proxy map P−∗ 19.1
β, βˆ (maximum) normalized velocity 21.5, 21.7, A20.1
γ Lorentz factor 21.5, A20.1
γ covector, differential form
γ
(
0
2
)
-tensor field in the definition of kinematic para-
meters
17.4
γ proxy of the Christoffel form 19.2
Γ Christoffel form 9.1
Γi components of Γ 9.10
δ (proxy of) acceleration form 17.4, 19.2
ˆκ1···κn Levi-Civita permutation symbol, in n dimensions 14.10
ε0 electric constant (permittivity of vacuum) 15.1
ε basis element of the Lie co-algebra, ε ∈ g∗
εµ1···µk basis element for differential k-forms 13
ζ fundamental field map 6.3
η vorticity form 17.4, 19.2
ϑ twice the expansion tensor 18.3
θ connection 1-form of chart-associated connection 8.6
Θ
(
1
2
)
-tensor field 15.4
Θ¯, Θ dual of Θ, trace of Θ 15.4
θMC Maurer-Cartan form 6.4
κ volume form 2.2
κ3 twisted unit spatial volume form 14.8
κ4 twisted unit space-time volume form 14.8
λ scalar, smooth function
λ expansion scalar 17.5
λ expansion tensor 17.4
Λ combined lapse function in the axial splitting 21.5, A20.1
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Λk k-th exterior power
µ, ν, . . . greek tensor indices, ∈ {0, 1, 2, 3} 13, A20.1
µ0 magnetic constant (permeability of vacuum) 15.1
µ metric Riesz dual of the four-velocity 17.1
ν g-valued scalar function 9.11
ν shift 1-form 16.2
ξ scalar function to characterize nonregular splittings 16.1
pi projection 4.1
Π parametric map, induced by pi and ϕ 8.5
Π index for fiber-induced objects, like in hΠ 16.3
ρ electric charge density 12.1
σp horizontal lift 7.1
σ shear tensor 17.5
Σ parametric map, induced by σp and ϕ 8.5
Σ index for connection-induced objects, like in hΣ 16.3
τ proper time 17.3
υ proxy of the shift 1-form A19.2
Υ connection form of an Ehresmann connection 7.1
ϕ (proxy of) electric potential 12.1
ϕ diffeomorphism 2.6
ϕ = (pi,
∆
ϕ) fiber chart 4.1
∆
ϕx restriction of
∆
ϕ to Fx 4.1
ϕij transition function 4.1
ϕˇij field of invertible linear maps g→ g induced by ϕij 11.1
φ adapted chart on G 9.9
φ˜ coordinate chart on P 13
φp horizontal lift of chart-associated connection 8.6
Φ magnetic flux 12.4
Φ parametric map, induced by φp and ϕ 8.6
Φ∗ij transition map for parametric fields in the base man-
ifold, induced by ϕij
11.3
X k(M) smooth k-vector fields on M 2.1
X k(M ;V ) smooth k-vector fields on M that take values in V 2.1
X (M) direct sum over X k(M) 2.1
X k(X,G) G-parametric k-vector fields on X 8.1
χ variance of the Ehresmann connection 9.5
ψ chart on X 13
Ψ electric flux 12.4
Ψ affine part in the transformation of the Christoffel
form
11.4
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ω angular frequency of the rotating observer 21.5, A20.1
ω connection 1-form 7.1
Ω curvature of the Ehresmann connection 9.6
1D neutral element of the physical dimensions system 3.1
∗ index for dual space, like in V ∗
′ index for push map, like in ϕ′ 2.6
∗ index for pull map, like in ϕ∗ 2.6
◦ concatenation of operators
[ · , · ] commutator of operators
→ map
↪→ injective map
∼−−→ bijective map
⊕ direct sum
∧ exterior product
⊗ tensor product
× Cartesian product
× index for twisted objects 2.2
+ index for objects that are twisted with respect to G 8.2, 14.1
×+ index for objects that are twisted with respect to X
and G
8.2
˜ indicates Lie-coalgebra-valued objects, like in κ˜ 10.3
∼ equivalence relation
L Lie derivative
∂G, ∂U group derivatives 9.2, 21.5
Z notation used for operators like (Γ Z ∂G) 9.3
∂ partial derivative, with respect to a coordinate
∂µ directional derivative along basis vector eµ 13
∂τ time derivative, with respect to proper time 17.3
∇ covariant derivative of the Levi-Civita connection on
space-time
17.4
| · | pointwise norm of (multi-)vector fields and differen-
tial forms
14.1
∗2 Hodge operator in two dimensions 21.5
∗3 parametric Hodge operator in three dimensions 14.8
∗4 Hodge operator in four dimensions 14.8
† index for reciprocal quantities 16.1
↑ indicates positive time orientation, like in e↑ 17.2
˚ indicates objects that are defined with respect to the
axial splitting, like in p˚i
21.5
83
¯ indicates objects that are defined in the meridian
plane
21.5
[ ] symmetrization of tensor indices 13, A17.1
{ } anti-symmetrization of tensor indices 13, A17.1
, j partial derivative with respect to tensor index j A17.1
; j covariant derivative with respect to tensor index j A17.1
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