Abstract. In 1952 H. Lewy established that a hydrodynamic free surface which is at least C 1 in a neighborhood of a point q situated on the free surface is automatically C ω , possibly in a smaller neighborhood of q. This local result is an example which preceeds the theory developed by D. Kinderlehrer, L. Nirenberg and J. Spruck (1977-79), proving that in many cases free surfaces cannot have an arbitrary regularity; in particular, there exist k, µ such that if the surface in question is C k,µ , then automatically is C ω . In this paper we extend their methods to Neumann type problems for free surfaces with surface tension.
The equations of free surfaces
The classical equations of motion of an ideal fluid with a free surface in a stationary configuration are set in a domain Ω := {x = (x , x n ) ∈ R n |x ∈ R n−1 , −h < x n < η(x )}, where the free surface is Σ := {x n = η(x )}. In Euler coordinates, the velocity of the fluid is given by a vector field u(x) defined on Ω. Since the fluid is incompressible and irrotational, The aim of this paper is to study the regularity of the free surface Σ. The type of question that we address is illustrated by a classical result of H. Lewy.
Theorem 1.1 (H. Lewy [8]). Let n = 2 and suppose that
The result of Theorem 1.1 is sharp, in the sense that there exist solutions of (1.1), (1.2), (1.3) which are Lipschitz continuous but not C 1 . These are the Stokes waves of extremal forms [2] , which have a crest of open angle 2π/3; indeed they are Lipschitz continuous but not C 1 at the crest. During the past few years there has been an interest in free surface problems where the effects of the surface tension are not negligible. In this direction, Lewy's theorem has recently been extended to the case which includes the effects of surface tension.
The proof of Theorem 1.2 depends upon the existence of a harmonic conjugate function for Φ(x), which restricts the result to the two-dimensional case. However, the approach is related to the dimension independent techniques developed in [5] by D. Kinderlehrer and L. Nirenberg, and in [6, 7] by D. Kinderlehrer, L. Nirenberg and J. Spruck. The main contribution of the present paper is to extend the result of Theorem 1.2 to three and higher dimensions.
In fact we are able to prove an a priori regularity result for a more general free surface problem with Neumann boundary conditions:
For the hydrodynamic problem of free surface water waves, the function G is given by
A preliminary version of our results in Theorems 1.3 and 1.4 has appeared in [3] . There is an interesting difference between the hypotheses for the a priori regularity results in the theory developed in [5, 6, 7] and the ones in Theorems 1.3 and 1.4. In particular the former references work with a nondegeneracy condition on the solution Φ at the point in question q; this has the form of either (N · ∇)Φ(q) = 0 (in the case of 'type p = 0') or else (N · ∇) 2 Φ(q) = 0 (in the case of 'type p = 1'). In contrast, for the above results we do not require a nondegeneracy condition to hold on the solution Φ at the point q. The main idea of our proof is to introduce an auxiliary function which will play the role of the harmonic conjugate in two dimensions, even if in higher dimensions this function does not have all the properties of a real conjugate.
Proof of Theorem 1.4
Consider the problem (1.5) and suppose that q ∈ Σ such that locally near q, the potential Φ and the free surface Σ are of class C 2,µ . We construct an auxiliary function ρ which will replace the harmonic conjugate function in the result [9] in two dimensions. Let B r (q) be a ball centered at q and radius r and let ρ(x) be a function satisfying
with boundary conditions
We suppose simply that g ∈ C ∞ and that g is not identically zero on ∂(Ω ∩ B r (q)) \ Σ. The maximum principle implies that ρ(x) < 0 in Ω ∩ B r (q), and the Hopf lemma implies that N · ∇ρ(x) > 0 on Σ. Furthermore, ρ is smooth in any smaller neighborhood of q in Ω, and indeed ρ ∈ C 2,µ (Ω ∩ B r 2 (q)). We perform a change of variables in (1.5) and (2.1), using the function ρ to transform Ω locally to a subset of a half-space, and the free surface Σ into a subset of a hyperplane. More precisely, suppose that q = 0 and that the tangent space of Σ at the point q is
In a neighborhood of q = 0 we consider the partial hodograph transformation with respect to ρ:
This transformation is well defined locally, since the Jacobian of the mapping x → (x , ρ) at the point q is ρ x n (0) = N · ∇ρ(0) > 0 . Moreover, the transformation locally maps Ω → U ⊆ {y n < 0} and Σ → S ⊆ {y n = 0}. Define the inverse transformation x n = τ (y), which is of class C 2,µ locally in U ∪ S. This map is the analog of the 'type p=0' transformation in the theory of D. Kinderlehrer, L. Nirenberg and J. Spruck [5, 6, 7] .
The original problem (1.5) together with (2.1) can be thus transformed into a problem in new dependent and independent variables, posed on a domain such that the image of the free boundary Σ is a subset of the fixed boundary {y n = 0}. To see this we first express the derivatives of ρ(x) in terms of the derivatives of τ (y). We have τ (x , ρ(x)) = x n ; hence τ y α + ρ x α τ y n = 0 , ρ x n τ y n = 1 , where the index α runs from 1 to n − 1. It follows that
Subsequently define Ψ(y) := Φ(x). We can express the first order derivatives of Φ(x) in a similar way,
which immediately yields an expression in the variable y, given equation (2.2) for the derivatives of ρ. The formulae for the second order derivatives of Φ follow the same way:
Laplace's equation for the function Φ(x) is thus transformed into an elliptic equation for Ψ(y) with coefficients given in terms of τ (y):
We are using the notation that ∆ y Ψ = α<n Ψ y α y α and |∇ y τ | 2 = α<n τ 2 y α . One computes the effect of the change of variables on Laplace's equation for ρ itself (see [5] ):
Proposition 2.1 (D. Kinderlehrer and L. Nirenberg [5]). Given τ (y) ∈ C 2,µ , the equation (2.4) is elliptic in any region in which τ y n is bounded away from zero.
The boundary conditions in problem (1.5) must also be transformed into the new coordinates. First, since Σ = {x n = η(y , 0)} we have
The boundary conditions for Φ on Σ,
Combining (2.3), (2.4), (2.5) and (2.6) we obtain (2.7)
= 0 on S .
Theorem 2.2. Problem (2.7) is elliptic and coercive.
Proof of Theorem 2.2. We have performed a change of coordinates such that q → 0 and Σ → S ⊂ {(y , 0), y ∈ R n−1 }. We may also assume that the tangent space
Then τ y n (0) = 1 and ∇ y τ = 0, Ψ y n (0) = Φ x n (0) = 0. For a comprehensive and concise presentation of ellipticity and coercivity for nonlinear systems we refer the reader to [6] . Since we work locally, and the properties of ellipticity and coercivity are open conditions, it suffices to verify them only at the origin. We will use the notation and the system of weights introduced in [1] and used throughout [5] , [6] , [7] . Let s 1 , s 2 denote the weights of the two equations, t 1 , t 2 the weights of Ψ, respectively τ , and r 1 , r 2 the weights of the two boundary conditions. We choose these weights as follows:
The principal part of the system, obtained by linearizing (2.7) at the origin for the variations Ψ = δΨ and τ = δτ , takes the form (2.8)
The nonlinear problem (2.7) is elliptic and coercive if the linear homogenous problem (2.8) is elliptic and has no nontrivial exponential solution of the form τ = e iξ ·y τ (y n ), Ψ = e iξ ·y Ψ (y n ) (with ξ ∈ R n−1 \ {0}) which decay as y n → −∞. The linear system (2.8) is clearly elliptic in the domain U . To check coercivity we substitute the above form of solutions for Ψ, τ into (2.8) and obtain
The general solution for this problem isτ (y n ) = Ae −|ξ |y n + Be |ξ |y n ,Ψ(y n ) = Ce −|ξ |y n + De |ξ |y n . Given that we only consider solutions which decay as y n → −∞, we obtain A = 0, C = 0. The second boundary conditionτ (0) = 0 implies B = 0, i.e.τ = τ = 0. Replacingτ = 0 in the first boundary condition we obtain Ψ (0) = 0 which in turn implies D = 0. This is to say thatΨ = Ψ = 0.
To complete the proof of Theorem 1.4 we apply the classical regularity theory for nonlinear elliptic systems [10] . To do this we initially need to gain one derivative of regularity for τ and Ψ; this can be done by splitting (2.7) into two problems.
First consider the problem for τ with coefficients in terms of Ψ:
Problem (2.9) is elliptic and coercive as discussed above. Recall that τ is of class C 2,µ locally in U ∪ S and since Φ is of class C 2,µ , we have that Ψ is also of class C 2,µ locally in U ∪ S. In particular, the coefficients of the boundary condition in problem (2.9) are C 1,µ . We can now apply Theorem 11.1 in [1] ; with the notations in [1] we have m = 1, m j = 2 and l 0 = max(m, m j ) = 2. For l = 3 the hypotheses of this theorem are satisfied and we obtain that in fact τ ∈ C
3,µ
Next consider the problem for Ψ with coefficients in terms of τ : (2.10)
Problem (2.10) is also elliptic and coercive. Since τ is C 3,µ , the coefficients are C 2,µ . This time we have m = 1, m j = 1 and l 0 = 1. For l = 3 the hypotheses of Theorem 11.1 in [1] are verified, and we obtain that Ψ ∈ C 3,µ . Now return to problem (2.7). Over a domain in which τ y n is bounded away from zero, the function K has the same regularity as G as a function of its arguments, and Theorem 6.8.2 in [10] implies that Ψ, τ are in fact C k+2,µ , respectively C ω , in y n ≤ 0 near the origin. More precisely (using the notation of Theorem 6.8.2 of [10]) we have s 1 = s 2 = 0, t 1 = t 2 = 2, h 1 = r 1 = −1, h 2 = r 2 = 0, and therefore h 0 = 2. Since the coefficients of the equations and of the first boundary condition in (2.7) are constant and the domain U is locally a half-plane, the hypotheses on their regularity are automatically verified.
On the other hand since τ ∈ C3. A remark on the case without surface tension
Consider the Neumann type free surface problem without surface tension:
In dimension n ≥ 3 there exists a counterexample to a regularity result for (3.1) similar to that of Theorem 1.4 of [5] . Indeed, let
and consider the harmonic function Φ(x) = x 1 . The free boundary will be Σ = {x n = η(x 2 , . . . , x n−1 )}. It is immediate that |∇Φ| = 1 and that since the normal N to the boundary is parallel to
The function Φ is therefore a solution of (3.1). However the function η may have arbitrary regularity and therefore, a general result as the one in Theorem 1.4 is not possible. In the case of equation (3.1), if we follow the same reasoning as in the proof of Theorem 1.4 we find that the linearized problem is not coercive. Indeed, the boundary conditions of the linearized problem are
where ζ = (0, ∇ y Ψ(0), 0). In particular, for the hydrodynamic problem G is given by It is easy to see that these boundary conditions do not give rise to a coercive problem, as the principal symbol of (3.2) is (∇ y Ψ(0) · ξ ) 2 , which is degenerate whenever the spatial dimension n is greater than n = 2. However the total symbol g x n |ξ | − (∇ y Ψ(0) · ξ ) 2 changes sign when g x n > 0 because of the sign of the subprincipal symbol. This condition on the sign of g x n can be interpreted as the physical condition that at the point q, the surface Σ is bounding the region of water from above in the considered configuration. This observation indicates that regularity is a global issue, see [6] . This contrasts with the case where the total symbol is positive. We believe that it is very probable that the condition det(3.2) = 0 will imply the a priori regularity of the free surface (3.1).
