In this paper, we study alternating projections on nontangential manifolds based on the tangent spaces. The main motivation is that the projection of a point onto a manifold can be computational expensive. We propose to use the tangent space of the point in the manifold to approximate the projection onto the manifold in order to reduce the computational cost. We show that the sequence generated by alternating projections on two nontangential manifolds based on tangent spaces, converges linearly to a point in the intersection of the two manifolds where the convergent point is close to the optimal solution. Numerical examples for nonnegative low rank matrix approximation and low rank image quaternion matrix (color image) approximation, are given to demonstrate that the performance of the proposed method is better than that of the classical alternating projection method in terms of computational time.
Introduction
Throughout this paper, let K be a finite dimensional Hilbert space over R, M 1 and M 2 be two manifolds included in K. The corresponding projection operators on M 1 , M 2 and M = M 1 ∩ M 2 are denoted by π 1 , π 2 and π respectively. In this paper, we are interested to determine a solution defined by π onto M. For example, nonnegative rank r matrix approximation for nonnegative matrices aims to find a nonnegative rank r matrix such that the distance between such matrix and the given nonnegative matrix is as small as possible. Here M 1 refers to the set of rank r real matrices, M 2 refers to the set of matrices with nonnegative entries, and the projection refers to the closest matrix to the given nonnegative matrix A, i.e., π(A) = argmax X∈M A−X 2 F , π 1 (A) = argmax
(1) The classical alternating projection method is to determine a solution by using two projections π 1 onto M 1 and π 2 onto M 2 iteratively. The method is widely used in many fields, for instance in signal processing [7] , finance [16] , machine learning [30] , numerical linear algebra [6] , image processing [12, 13, 23] , and other applications (see [11, 14, 17, 19, 20] and references therein). In the literature, Schwarz [26] firstly studied the alternating projection method. When M 1 and M 2 are affine linear manifolds, von Neumann [22] proved that the sequence derived by the alternating projection method is globally convergent to a solution given by the projection onto M = M 1 ∩M 2 under the assumption that M = ∅. And the convergence rate is shown to be linear and governed by the angle between M 1 and M 2 . However, when M 1 and M 2 are nonlinear manifolds, the corresponding results cannot be derived in general, i.e., even if M 1 ∩ M 2 = ∅, the sequence generated by the alternating projection method is not necessary to be convergent. Lewis and Malick [21] studied the alternating projection method on two smooth manifolds which can be approximated by some affine subspaces. They proved that if the two manifolds intersect transversally, the sequence can be excepted to be convergent to a point in the intersection of the two manifolds with a linear rate. Recently, Andersson and Carlsson [2] showed that if the two manifolds have "nontangential" intersection points, the sequence of alternating projections converges linearly to a point in the intersection which is sufficiently close to the optimal solution.
In the alternating projection method, the optimal solution of each projection is assumed. In general, the computational cost of each projection can be be expensive. The main aim of this paper is to propose to use the tangent space of the point in the manifold to approximate the projection onto the manifold in order to reduce the computational cost. We show that the sequence generated by alternating projections on two nontangential manifolds based on tangent spaces, converges linearly to a point in the intersection of the two manifolds where the convergent point is close to the optimal solution. As an application, we demonstrate the proposed algorithm to solve nonnegative low rank matrix approximation to nonnegative matrices. We also present numerical examples for nonnegative low rank matrix approximation and low rank color image approximation, and demonstrate that the performance of the proposed method is better than that of other testing methods in terms of computational time.
The rest of this paper is organized as follows. In Section 2, we present the proposed tangent space-based alternating projection method. Nonnegative low rank matrix approximation problem is used as an example for illustration. In Section 3, we show the convergence of the proposed tangent space-based alternating projection method. In Section 4, numerical examples are given to show the advantages of the proposed method. Finally, some concluding remarks are given in Section 5.
The Proposed Projection Method

Preliminaries
In this subsection, we first provide a review of some necessary concepts and preliminaries of the differential geometry (for details, we refer to [3] ). Let K be a Euclidean space, i.e., a Hilbert space of finite dimension n ∈ N. Given A ∈ K and r > 0, we write B(A, r) for the open ball centered at A with radius r. Any subset M of K will be given the induced topology from K. Let p ≥ 1, and let M ⊆ K be an m-dimensional C p -manifold. We recall that around each A ∈ M, there exist an
for some s > 0, where Im(φ) denotes the image of φ.
where Range refers to the range space and dφ denotes the Jacobian matrix. This property is very important which is saying that the tangent space T M (A) provides a local vector space approximation of the manifold M. It is well known that this definition of tangent space is independent of φ. Moreover, we set
i.e.,T M (A) is the affine linear manifold which is tangent to M at A. Let the map φ be given as in (2) . Suppose that A = φ(x A ) ∈ Im(φ), the projection onto the tangent space of M at A can be written as
. Then the following result can be derived by the continuous of dφ and φ −1 .
is a continuous function of A.
The following proposition shows that the projections listed in (1) are locally well-defined.
Proposition 2.2 (Proposition 2.3 in [2]
). Let M be a C 2 -manifold, and let A ∈ M be given. Then there exists an s > 0 such that for all B ∈ B K (A, s), there exist a unique closest point in M. Denoting this point by π(B), the map π :
The Alternating Projection Method
It is well known that the convergence speed of the alternating projection method on linear manifolds is linear and decided by the angle between the two linear manifolds. Then, in order to generalize the alternating projection method to nonlinear manifolds, we first need to introduce the angle between two nonlinear manifolds. In this paper, the angle α(A) of A ∈ M = M 1 ∩ M 2 is defined as
with
Based on this definition, a point A ∈ M 1 ∩ M 2 is called a nontrivial intersection point when the angle is well defined. In addition, A is tangential if α(A) = 0 and nontangential if α(A) > 0. Andersson and Carlsson [2] showed that if A is a nontangential intersection point of M 1 and M 2 , there exist an r > 0, such that for any point B ∈ B(A, r), the sequence of alternating projections
convergent to a point on M = M 1 ∩ M 2 , which is fairly close to the optimal point π(B), see Figure 1 (a). In addition, the convergence rate is proved to be decided by the angle between the two manifolds.
Projections Based on Tangent Spaces
Alternating Projection (AP) method updates the sequence by projecting an initial point back and forth between two manifolds. However, it can be computational expensive when a point is directly projected onto a manifold. For example, it is expensive to project a matrix onto the fixed rank manifold by the singular value decomposition (SVD) with a truncation out small singular values. Thus it is meaningful to find some new algorithm to reduce the computation complexity. Note that matrix manifold algorithms based on the tangent space have been widely studied in the literature (see for instance [5, 29] and their references therein). These works motivated us to propose a Tangent spaces-based Alternating Projection (TAP) method to reduce the computational cost.
In Figure 1 and Figure 2 , we demonstrate the proposed TAP method. In the method, the given point B was first projected onto the manifold M 1 to get a point X 0 by π 1 , and then X 1 is derived by projecting X 0 onto the manifold M 2 by π 2 . The first two steps are same as the usual AP method given in [21] and [2] . From the third step, the point X 1 is first projected onto the tangent space at X 0 of the manifold M 1 by the orthogonal projection P T M (X 0 ) , and then the derived point is projected from the tangent space to the manifold to get the point X 2 , after that the iterative sequence can be derived by similar projection method, which can be expressed as:
where P T M (X i−1 ) (X i ), i = 1, ..., denotes the orthogonal projections of X i onto the tangent space of M at points X i−1 , respectively. The proposed TAP method is given as the following algorithm.
Algorithm 1 Tangent spaces-based Alternating Projection (TAP) Method
Input: Given a point A ∈ B(A 0 , s), this algorithm computes the point on M 1 ∩M 2 nearest π(A). 1:
end Output: X k when the stopping criterion is satisfied.
Nonnegative Low Rank Matrix Approximation
In this subsection, we demonstrate the proposed method by considering nonnegative low rank matrix approximation. The nonnegative low rank matrix approximation is recently studied by Song and Ng in [27] . The aim is to find a nonnegative low rank matrix X such that X ≈ A such that their difference is as small as possible.
Mathematically, it can be formulated as the following optimization problem min rank(X)=r,X≥0
In [27] , Song and Ng developed nonnegative low rank matrix approximation by using the alternating projections on the m × n fixed-rank matrices manifold
and the m × n non-negativity matrices manifold
The projection onto the fixed rank matrix set M r is derived by the Eckart-Young-Mirsky theorem [10] which can be expressed as
where σ i (X) are first r singular values of X, and u i (X), v i (X) are first r columns of the unitary matrices of U (X) and V (X). The projection onto the nonnegative matrix set M n is expressed as
Then the sequence derived by the alternating projection method is convergent to a point on the intersection of the two manifolds M r ∩ M n = X ∈ R m×n , rank(X) = r, X ij ≥ 0, i = 1, ..., m, j = 1, ..., n , (10) which is sufficiently close to the best nonnegative approximation, see [27] . The main computational cost the above alternating projection method is to obtain the singular value decomposition π 1 (X) at each iteration. Let us consider the proposed TAP for solving nonnegative low rank matrix approximation problem. Suppose that k ≥ 1, X k and Y k are two consecutive terms in the sequence which are located on the manifold M r and M n respectively in Algorithm 1. Let X k = U k Σ k V T k be the skinny SVD decomposition of X k . It follows the results in [1] that the tangent space of M r at X k can be expressed as
For the given iterate Y k , it can be easily derived that the projections of Y k onto the subspace T Mr(X k ) and its orthogonal complement can be written as
and
.
where π 1 is defined as (8) . Compared with the AP method given in [27] , although an intermediate process is added in the TAP method, the matrix can be projected onto the M r from a low dimensional subspaces which can reduce computational cost. Computing the best rank-r approximation of a non-structured n × n matrix, costs O(n 2 r) + n 2 flops with a large hidden constant in front of n 2 r. In the proposed TAP method, the estimate of X k+1 can be computed in a very efficient way. Suppose that the QR decompositions of
are given as follows:
respectively. Recall that U T k Q k = V T kQ k = 0 and then by a direct computation, we have
It follows that the overall computational cost of π 1 (P T Mr (X k ) (Y k )) can be expressed as two matrix-matrix multiplications between an n × n matrix and an n × r matrix, the QR decomposition of two n×r matrices, and SVD of a 2r ×2r matrix, and a few matrix-matrix multiplications between a r×n matrix and an n×r matrix or between an n × r matrix and a r × r matrix, which leading to a total of 4n 2 r + O(r 2 n + r 3 ) flops. The computational cost of each iteration of TAP method is less than that of AP method.
The Convergence Analysis
In this section, we would like to show the convergence of the proposed TAP method. We begin this section with some results given in [2] which are necessary for the proof of the convergence of Algorithm 1. The following lemma says that the affine tangent-spaces are close to the manifold locally.
Lemma 3.1 (Proposition 2.4 in [2] ). Let M be a C 2 -manifold and A ∈ M be given. For each > 0, there exists s > 0 such that for all C ∈ B(A, s) ∩ M, we have:
Let ρ j (B) := P T M j (π(B)) (B), j = 1, 2 denote the maps that project B ∈ B(A, s) onto the tangent spaces of the manifolds M 1 and M 2 at the intersection point π(B), respectively. Then the following results can be derived by Propositions 2.1 and 2.2. Moreover, we can select a number s 1 < s 0 such that the image of B(A, s 1 ) under ρ 1 , ρ 2 , π, π 1 , π 2 as well as any composition of two of those maps, is contained in B(A, s 0 ).
It follows from the definitions of ρ j and π j , j = 1, 2, that ρ j resembles π j , but is slightly different. Andersson and Carlsson [2] estimated the difference between ρ j and π j , j = 1, 2, respectively.
Different from the results given in Lemma 3.3, we need to estimate the distances of π j (B) and P T M j (C j ) (B), where C j is a point on the manifold M j and not necessary the intersection point of M 1 and M 2 for j = 1, 2. We only list the results where the proof is similar to the proof of Lemma 3.3 given in [2] .
The following results are used as the main tool to prove the convergence of the Alternating Projection method given in [2] . 
We remark that for a given that the number s given in Lemma 3.5 may be different between the manifolds M 1 and M 2 . Here we choose s such that (2) holds in all cases. Moreover, the roles of π 1 and π 2 , M 1 and M 2 in the proposed TAP method are equivalent, so we choose π 1 and M 1 as a special case. Then we can get the following results. 
where C ∈ M 1 ∩ B(A, s), π 1 , π and P T M 1 (C) stands for the projection onto M 1 , M and the tangent space T M 1 (C), respectively.
Proof. From Figure 1 , we know that in the third step of the TAP method, the given point is projected onto the tangent space of C ∈ M 1 , i.e., T M 1 (C), instead of onto M 1 directly. It follows Lemma 3.4 that for a given > 0 with 1+ √ 1− 2 < 2, there exist an s > 0 such that for any B ∈ B(A, s ), π 1 (P T M 1 (C) (B)) resembles π 1 (B), i.e.,
Recall Lemma 3.5 and note that π 1 (B) ∈ M 1 , then for each ε there exist an s > 0 such that for all B ∈ B(A, s ), we have
) and π 1 (B) are all on the manifold M 1 , and π 1 (P T M 1 (C) (B)) is the closest point to P T M 1 (C) (B) on the manifold M 1 , then
It follows from Lemma 3.2 that there exist an s ε such that π is C 2 in B(A, s ε ). Choose s = min(s ε , s ), then for all B ∈ B(A, s),
The first part of the second inequality follows by the continuity of π, and the second part follows by Lemma 3.5. The first part of the fifth inequality as well as the sixth inequality follows by (14) and Lemma 3.4, respectively. Then the last inequality can be derived by choosing ε + 8α √ ≤ ε 1 and 8α √ ≤ ε 2 . In particular, if B = π 2 (C), we can get ε 1 = ε and ε 2 = 8α √ .
Recall the function σ(A) given in (3), the following results show that the distances between π j (B) (j = 1, 2) and π(B) are reduced in proportion to the angle between M 1 and M 2 . 
Moreover, the same holds true with the roles of M 1 and M 2 reversed.
In our case, the given point B is firstly projected onto the tangent space of M 1 at C by the projector P T M 1 (C) , and then the derived point P T M 1 (C) (B) is projected from the tangent space to the manifold to get π 1 (P T M 1 (C) (B)). Then the distance between π 1 (P T M 1 (C) (B)) and π(B), can be estimated as follows. 
Proof. By Proposition 2.1 and Lemma 3.2, there exist an s 0 such that P T M 1 , P T M 1 ∩M 2 and π are continuous functions on B(A, s 0 ). Hence, we can pick α > 0 such that
for all B, B ∈ B(A, s 0 ). Fix c 1 such that σ(A) < c 1 < c, and pick an s 1 < s 0 such that There is no restriction to assume that π(B) = 0, which we do from now on. Note that π(B) ∈ M 1 ∩ M 2 ∩ B(A, s 1 ), so σ(0) = σ(π(B)) < c 1 .
In order to show
we need the following auxiliary information. Setting B = P T M 2 (π(B)) (B), D = π 1 (B), D = P T M 2 (π(B)) (B ) and E = π 1 (P T M 1 (C) (B)), then it is sufficient to show
The values of the three fractions
will be derived independently in the sequel. Recall the definition of B and by Lemma 3.3, we have
Similar to proof of Theorem 4.5 in [2] , we can get
By Lemma 3.4, and note that B = π 2 (C), π(B) are all on M 2 , then
Similarly, π 1 (P T M 1 (C 1 ) (B)) and π 1 (B) are all on M 1 , thus
Combining (19), (20) and (21), we have
If the later case is satisfied, by (22), we have
Then a suitable can be chosen such that
in which case we are done. For the other case, combining the results in (18) and
where the second inequality follows by (17) .
We can now list the main results as the following theorem.
Then for any given and 1 > c > σ(A 0 ), there exist an ξ > 0 such that for any A ∈ B(A 0 , ξ) (the ball neighborhood of A 0 with radius ξ) the sequence {X k } ∞ k=0 generated by the alternating projection algorithm initializing from given A:
satisfies the following results:
Proof. Assume that < 1 and σ(A 0 ) < c < 1. Recall Lemma 3.6, set
where α is a constant given as in the proof of Lemma 3.8. Moreover, there exist some possibly distinct radii that guarantee Lemma 3.7-3.8 are satisfied. Let s denote the minimum of these possibly radii and pick r < s(1− ) 4(2+ ) , so that π(B(A 0 , r)) ⊆ B(A 0 , s/4). Then π(A) − A 0 F < s/4 follows from the latter condition. Denote l = A − π(A) F , and note that
As π(A) ∈ M 1 ∩ M 2 and note that X 0 = π 1 (A), we have
is satisfied, then by Lemma 3.8, we can get
Next we will show (24) is satisfied by induction. Firstly, for k = 0,
Assume that (24) is satisfied when n = k, then it follows from (25) that
Note that
The second part of the second inequality follows by the continuous of the projection π, the third inequality follows by X k−2 − π 2 (X k−2 ) F ≤ X k−2 − π(X k−2 ) F . Applying Lemma 3.6 gives
Recall Lemma 12 and the inequality derived in (27), we have
Thus,
which shows that (24) is satisfied. It follows from (27) that the sequence (π(B k )) ∞ k=1 is a Cauchy sequence, and then it converges to some point B ∞ . Moreover, by (26) the sequence (B k ) ∞ k=1 must also converge, and the limit point is also B ∞ . It follows that B ∞ = π(B ∞ ), then (i) is concluded. Moreover, by taking the limit (28) we can get (ii). For (iii). Note that
and combine with (26), we can get
with a constant β as desired.
In the next section, we will test the performance of the proposed TAP method.
Numerical Examples
In this section, numerical results are presented to show the effectiveness of the proposed TAP method (Algorithm 1). There are two kinds of examples to be tested: nonnegative low rank matrix approximation and low rank quaternion (color image) matrix approximation. All the experiments are performed under Windows 7 and MATLAB R2018a running on a desktop (Intel Core i7, @ 3.40GHz, 8.00G RAM).
Nonnegative Low Rank Matrix Approximation
In the first experiment, we randomly generated n-by-n nonnegative matrices A where their matrix entries follow a uniform distribution in between 0 and 1. We employed the proposed TAP method and AP method [27] to test the relative residual A − X c F / A F , where X c are the computed rank r solutions by different methods. For comparison, we also list the results by nonnegative matrix factorization algorithms: A-MU [9] , A-HALS [9] and A-PG [18] . Tables 1 shows the relative residuals of the computed solutions from the proposed TAP method and the other testing methods for synthetic data sets of sizes 200-by-200, 400-by-400 and 800-by-800. Note that there is no guarantee that other testing NMF algorithms can determine the underlying nonnegative low rank factorization. In the tables, it is clear that the testing NMF algorithms cannot obtain the underlying low rank factorization. One of the reason may be that NMF algorithms can be sensitive to initial guesses. In the tables, we illustrate this phenomena by displaying the mean relative residual and the range containing both the minimum and the maximum relative residuals by using ten initial guesses randomly generated. We find in the table that the relative residuals computed by the TAP method is the same as those by the AP method. It implies that the proposed TAP method can achieve the same accuracy of classical alternating projection. According to the tables, the relative residuals by both TAP and AP methods are always smaller than the minimum relative residuals by the testing NMF algorithms. In addition, we report the computational time (seconds calculated by MATLAB) in the tables. We see that the computational time required by the proposed TAP method is less than that required by AP method.
Moreover, we considered the CBCL face database [32] . In the face database, there are m = 2469 facial images, each consisting of n = 19 × 19 = 361 pixels, and constituting a face image matrix A ∈ R 361×2469 + . We tested several values of r = 20, 40, 60, 80, 100 for nonnegative low rank minimization and compared the proposed TAP method with the other algorithms. In the testing NMF algorithms, we used 10 different initial guesses and report the results of mean relative residuals in the table. We see from Table 2 that the relative residuals computed by the proposed TAP method and the AP method is smaller than the mean relative residuals by the testing NMF algorithms. Again the computational time required by the proposed TAP method is smaller than that by the AP method. 
Low Rank Color Image Approximation
Nowadays, color images appear commonly in many image processing applications. The use of quaternion matrices for color images representation has been studied in the literature, see [4, ?, 8, 15, 24, 25, 28] . A color image contains red, blue and green channels, the quaternion approach is to encode the red, green and blue channel pixel values on the three imaginary parts of a quaternion. The main advantage is that color images can be studied and processed holistically as a vector field, see [8, 25, 28] . We can make use of quaternion matrix to represent color images and study the optimal rank-r approximation of color image in terms of Frobenius norm. A low rank approximation of a purely quaternion matrix (red, green and blue channels color image) can be obtained by using the quaternion singular value decomposition [31] . However, this approximation may not be optimal in the sense that the resulting approximation matrix may not be purely quaternion, i.e., it may contain the real component and it is not referred to a color image. Here the following optimization problem is considered: min rank(X)=r,Re(X)=0
where A is a given purely quaternion matrix and Re(X) stands for the real part of X.
Here, we employ two color images "peppafamily" and "pepper" with sizes 256 × 256 to compare TAP and AP in terms of residuals and time. The original colorimages and their ranks 6, 12, 18 and 24 approximations by TAP and AP methods are listed in Figure 3 . We see from the figure that the low rank approximation of color images by the TAP method and the AP method are about the same in terms of visual quality. Their relative residuals and their computation time are shown in the Table  3 . According to the table, the relative residuals by both TAP and AP methods are nearly the same, however the computational time of the proposed TAP method is much less than that required by AP method.
Conclusion
In this paper, we study alternating projections on nontangential manifolds based on the tangent spaces. We have shown that the sequence generated by alternating projections on two nontangential manifolds based on tangent spaces, converges linearly to a point in the intersection of the two manifolds where the convergent point is close to the optimal solution. Numerical examples based nonnegative low rank matrix approximation and low rank image quaternion matrix (color image) approximation are given to demonstrate that the performance of the proposed method is better than that of the classical alternating projection method in terms of computational time.
As a future research work, it is interesting to study applications involved the projections of manifolds (for example face recognition). Moreover, In many applications, researchers have suggested to use the other norms (such as l 1 norm) in data fitting instead of Frobenius norm to deal with other machine learning applications. It is necessary to develop the related algorithms for such manifold optimization problems. 
