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It is well known that all numbers that are normal of order k in base b are also normal
of all orders less than k. Another basic fact is that every real number is normal in base
b if and only if it is simply normal in base bk for all k. This may be interpreted to
mean that a number is normal in base b if and only if all blocks of digits occur with
the desired relative frequency along every infinite arithmetic progression. We reinterpret
these theorems for the Q-Cantor series expansions and show that they are no longer true
in a particularly strong way. The main theoretical result of this paper will be to reduce
the problem of constructing normal numbers with certain pathological properties to the
problem of solving a system of Diophantine relations.
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1. Introduction
1.1. Motivation
We recall the modern definition of a normal number.
Definition 1.1. A real number x is normal of order k in base b if all blocks of digits
of length k in base b occur with relative frequency b−k in the b-ary expansion of x.
x is simply normal in base b if it is normal of order 1 in base b and x is normal in
base b if it is normal of order k in base b for all natural numbers k.
It is well known that E´. Borel [3] was the first mathematician to study normal
numbers. In 1909 he gave the following definition.
Definition 1.2. A real number x is normal in base b if each of the numbers
x, bx, b2x,⋯ is simply normal (in the sense of definition 1.1), in each of the bases
b, b2, b3,⋯
1
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E´. Borel proved that Lebesgue almost every real number is normal, in the sense
of definition 1.2, in all bases. In 1940, S. S. Pillai [17] simplified definition 1.2 by
proving that
Theorem 1.1. For b ≥ 2, a real number x is normal in base b if and only if it is
simply normal in each of the bases b, b2, b3,⋯.
Theorem 1.1 was improved in 1951 by I. Niven and H. S. Zuckerman [16] who
proved a
Theorem 1.2. definition 1.1 and definition 1.2 are equivalent.
It should be noted that both of these results require some work to establish,
but were assumed without proof by several authors. For example, M. W. Sierpinski
assumed Theorem 1.1 in [20] without proof. Moreover, D. G. Champernowne [7], A.
H. Copeland and P. Erdo˝s [8], and other authors took definition 1.1 as the definition
of a normal number before it was proven that definition 1.1 and definition 1.2 are
equivalent. More information can be found in Chapter 4 of the book of Y. Bugeaud
[4].
The following theorem was proven by H. Furstenberg in his seminal paper
“Disjointness in Ergodic Theory, Minimal Sets, and a Problem in Diophantine
Approximation”[9] on page 23 as an application of disjointness to stochastic se-
quences.
Theorem 1.3. Suppose that x = d0.d1d2⋯ is the b-ary expansion of x. Then x is
normal in base b if and only if for all natural numbers m and r the real number
0.drdm+rd2m+rd3m+r⋯ is normal in base b.
H. Furstenberg mistakenly claimed b that this provided an alternate proof of
Theorem 1.2, but actually proved that an entirely different definition of normality
is equivalent to definition 1.1. We will say that x is AP normal of type I in base b if
x satisfies definition 1.2 and AP normal of type II in base b if x satisfies the notion
introduced in Theorem 1.3. Thus, for numbers expressed in base b
normality ⇔ AP normality of type I ⇔ AP normality of type II.
The Q-Cantor series expansion, first studied by G. Cantor in [5],c is a natural
generalization of the b-ary expansion. Let Nk ∶= Z ∩ [k,∞). If Q ∈ NN2 , then we say
that Q is a basic sequence. Given a basic sequence Q = (qn)∞n=1, the the Q-Cantor
a A simpler proof of Theorem 1.1 was given by J. E. Maxfield in [15]. J. W. S. Cassels gave a
shorter proof of Theorem 1.2 in [6].
bSee Appendix
cG. Cantor’s motivation to study the Cantor series expansions was to extend the well known proof
of the irrationality of the number e = ∑ 1/n! to a larger class of numbers. Results along these lines
may be found in the monograph of J. Galambos [10].
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series expansion of a real x in R is the (unique)d expansion of the form
x = E0 + ∞∑
n=1
En
q1q2 . . . qn
, (1.1)
where E0 = ⌊x⌋ and En is in {0,1, . . . , qn − 1} for n ≥ 1 with En ≠ qn − 1 infinitely
often. We abbreviate (1.1) with the notation x = E0.E1E2E3 . . . w.r.t. Q. Clearly,
the b-ary expansion is a special case of (1.1) where qn = b for all n. If one thinks of a
b-ary expansion as representing an outcome of repeatedly rolling a fair b-sided die,
then a Q-Cantor series expansion may be thought of as representing an outcome of
rolling a fair q1 sided die, followed by a fair q2 sided die and so on.
The authors feel that the equivalence of definition 1.1 and definition 1.2 and
other similar ones is a far more delicate topic than is typically assumed. The core
of E. Borel’s definition is that a number is normal in base b if blocks of digits
occur with the desired relative frequency along all arithmetic progressions. We will
extend definition 1.2 to the Q-Cantor series expansions and call it AP Q-normality
of type I. P. Laffer has already studied a similar definition in [11], but made no
comparison with the definition of Q-normality that naturally arises as an extension
of definition 1.1. We will prove that the analogous extension of Theorem 1.2 to the
Q-Cantor series expansions will no longer hold.
We will refer to the natural extension of the concept introduced in Theorem 1.3
to the Q-Cantor series expansions as AP Q-normality of type II. We will show
that for Q-Cantor series expansions that while Q-normality is implied by AP Q-
normality of type I, the bigger picture of the relationship between these notions is
far more complex than for the b-ary expansions.e
We also note the following trivial theorem about normal numbers in base b.
Theorem 1.4. If x is normal of order k in base b, then x is normal of orders
1,2,⋯, k − 1 in base b.
Perhaps much more suprising than the lack of a simple extension of Theorem 1.2
and Theorem 1.3 to the Q-Cantor series expansion is that for all k, we give an
example of a computable basic sequence Q and a computable real number x that is
Q-normal of order k, but not Q-normal of orders 1,2,⋯, k − 1. An example is given
in Theorem 1.11.
In order to prove these theorems, we must extend the constructions given by
the second author in [13] to construct numbers that are AP Q normal of types
I and II. A basic sequence Q = (qn) is infinite in limit if qn → ∞. Suppose that
M = (mt)t is an increasing sequence of positive integers. Let NQM,n(B,x) be the
number of occurrences of the block B at positions mt for mt ≤ n in the Q-Cantor
series expansion of {x} and let NQn (B,x) = NQ(t),n(B,x). If x = E0.E1E2⋯ w.r.t. P,
dUniqueness can be proven in the same way as for the b-ary expansions.
eTheorem 2.5 in [14] gives that the set of AP Q-normal numbers of type I is contained in the set
of Q-normal numbers.
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then put
ψP,Q(x) ∶= ∞∑
n=1
min(En, qn − 1)
q1⋯qn .
The functions ψP,Q and their properties
f will be of critical importance to our
constructions and were the topic to the predecessor to this paper by the second
author [12]. The key property of these functions is the following theorem that was
proven in [12].
Theorem 1.5. g Suppose that M = (mt) is an increasing sequence of positive
integers and Q1 = (q1,n),Q2 = (q2,n),⋯,Qj = (qj,n) are basic sequences and infinite
in limit. If x = E0.E1E2⋯ w.r.t Q1 satisfies En < min2≤r≤j(qr,n − 1) for infinitely
many n, then for every block B
N
Qj
M,n
(B, (ψQj−1,Qj ○ ψQj−2,Qj−1 ○ ⋯ ○ ψQ1,Q2) (x)) = NQ1M,n(B,x) +O(1).
We should note that not all constructions in the literature of normal numbers
are of computable real numbers. For example, the construction by M. W. Sierpinski
in [20] is not of a computable real number. V. Becher and S. Figueira modified M.
W. Sierpinski’s work to give an example of a computable absolutely normal number
in [2]. Since not every basic sequence is computable we face an added difficulty.
Moreover, many of the numbers constructed in [12] by using Theorem 1.5 are not
computable. Thus, we will be careful to indicate which numbers we construct are
computable. No deep knowledge of computability theory will be used and any time
we make such a claim there will exist a simple algorithm to compute the number
under consideration to any degree of precision.
The main theoretical result of this paper will be to reduce the problem of con-
structing certain types of normal numbers to solving a system of Diophantine re-
lations. This reduction is given in Theorem 1.9 and Theorem 1.10 and relies on
Theorem 1.5. Both of these theorems are technical and require several definitions
to state so we defer their formulations to Section 1.3. We finish the paper with
several conjectures in Section 3.
fSee [12] for an overview of properties such as continuity and multifractal analysis of ψP,Q. There
are many fractals associated with the functions ψP,Q, but they will not affect the results discussed
in this paper.
g The conclusions of Theorem 1.5 sometimes do not hold without the requirement that En <
min2≤r≤j(qr,n − 1) for infinitely many n. For example, consider pn = 3 and
qn = { 2 if n ≡ 0 (mod 2)
3 if n ≡ 1 (mod 2) .
Let x = 7/8 = 0.21 w.r.t. P . Then ψP,Q(x) = 1.0 w.r.t. Q so NPn ((1), x) = ⌊n/2⌋ while
N
Q
n ((1), ψP,Q(x)) = 0 for all n.
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1.2. Definitions
A block is an ordered tuple of non-negative integers, a block of length k is an ordered
k-tuple of integers, and block of length k in base b is an ordered k-tuple of integers
in {0,1, . . . , b − 1}. For a given basic sequence Q, definitioneh
Q(k)n ∶=
n∑
j=1
1
qjqj+1 . . . qj+k−1
.
A. Re´nyi [18] definitioned a real number x to be normal with respect to Q if for
all blocks B of length 1,
lim
n→∞
NQn (B,x)
Q
(1)
n
= 1. (1.2)
If qn = b for all n and we restrict B to consist of only digits less than b, then (1.2)
is equivalent to simple normality in base b, but not equivalent to normality in base
b. A basic sequence Q is k-divergent if limn→∞Q
(k)
n =∞. Q is fully divergent if Q is
k-divergent for all k and k-convergent if it is not k-divergent.
Definition 1.3. A real number x is Q-normal of order k if for all blocks B of
length k,
lim
n→∞
NQn (B,x)
Q
(k)
n
= 1.
We let Nk(Q) be the set of numbers that are Q-normal of order k. x is Q-normal
if x ∈ N(Q) ∶= ⋂∞k=1Nk(Q).
For Q that are infinite in limit, it has been shown that the set of all real x that
are Q-normal of order k has full Lebesgue measure if and only if Q is k-divergent
[14]. Early work in this direction has been done by A. Re´nyi [18], T. S˘ala´t [21], and
F. Schweiger [19]. Therefore, if Q is infinite in limit, then the set of all real x that
are Q-normal has full Lebesgue measure if and only if Q is fully divergent.
Given a basic sequenceM , we definitione the basic sequence ΛM(Q) ∶= (qmt)∞t=1.
If x = E0.E1E2⋯ w.r.t. Q, then let ΥQ,M(x) ∶= 0.Em1Em2Em3⋯ w.r.t. ΛM(Q). Let
MR ∶= {(a, b) ∈ N ×N ∶ 0 ≤ b ≤ a − 1}. For any (m,r) ∈ MR, let Am,r ∶= (mt + r)∞t=0.
LetNQn,m,r(B,x) ∶= NAm,r,n(B,x) andNQn,m,r′(B,x) ∶= NΛAm,r (Q)n (B,ΥQ,Am,r(x)).
The following definition is motivated by definition 1.2 and Theorem 1.3. For (m,r) ∈
MR, let
Q(k)n,m,r ∶=
⌊n−r
m
⌋∑
j=0
1
qmj+rqmj+r+1...qmj+r+k−1
,
hFor the remainder of this paper, we will assume the convention that the empty sum is equal to
0 and the empty product is equal to 1.
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Definition 1.4. Let NIk,m,r(Q) be the set of real numbers x such that
lim
n→∞
NQn,m,r(B,x)
Q
(k)
n,m,r
= 1
for all blocks B of length k. Additionally, let NIk,m(Q) ∶= ⋂m−1r=0 NIk,m,r(Q) and
N
I
k(Q) ∶= ⋂mk=1NIk,m(Q). A real number x is AP Q-normal of order k of type I
if x ∈ NIk(Q) and AP Q-normal of type I if x ∈ NI(Q) ∶= ⋂∞k=1NIk(Q).
Let
N
II
k,m,r(Q) ∶= Υ−1Q,Am,r (Nk(ΛAm,r(Q)))
and NIIk,m(Q) ∶= ⋂m−1r=0 NIIk,m,r(Q). A real number x is AP Q-normal of order k of
type II if x ∈ NIIk (Q) ∶= ⋂m−1r=0 NIIk,k,r(Q). Let
N
II(Q) ∶= ∞⋂
k=1
⋂
(m,r)∈MR
N
II
k,m,r(Q)
be the set of numbers that are AP Q-normal of type II.
The sets NI(Q) and NII(Q) introduced in definition 1.4 give a natural extension
of the notions of AP normality of type I and II given in the intro in definition 1.2
and Theorem 1.3. These sets along with NIk(Q) and NIIk (Q) will be the main focus
of this paper.
A basic sequence Q is (k,m, r)-divergent of type I (resp. type II) if
limn→∞Q
(k)
n,m,r =∞ (resp. limn→∞(ΛAm,r(Q))(k)n =∞). Q is fully divergent of type
I if Q is (k,m, r)-divergent of type I for all k and (m,r) ∈MR. Q is fully divergent
of type II if Q is (k, k, r)-divergent of type II for all k and r. Suppose that Q is
infinite in limit. It can be proven using the method in [14] that NIk,m,r(Q) (resp.
N
II
k,m,r(Q)) is a set of full Lebesgue measure if and only if Q is (k,m, r)-divergent
of type I (resp. type II).
Definition 1.5. i A real number x is Q-ratio normal of order k (here we write
x ∈ RNk(Q)) if for all blocks B1 and B2 of length k
lim
n→∞
NQn (B1, x)
N
Q
n (B2, x) = 1.
Additonally, x is Q-ratio normal if x ∈ RN(Q) ∶= ⋂∞k=1RNk(Q). The sets RNI(Q)
and RNII(Q) are definitioned similarly to NI(Q) and NII(Q).
iIt is unknown how the sets RN(Q), RNI(Q), and RNII(Q) are related except that RNI(Q) ⊆
RN(Q).
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1.3. Results
For the rest of this paper, given sequences of non-negative integers l = (li) and b =(bi) with bi ≥ 2 and sequences blocks of digits X = (Xi), we write Li ∶= ∣X l11 . . .X lii ∣ =
l1∣X1∣ + . . . + li∣Xi∣. Additionally, we let Γ(l, b,X) ∶= (γn)∞n=1, where γn ∶= bi for
Li−1 < n ≤ Li and η(l, b,X) ∶= ∑∞n=1 Enγ1⋯γn , where (E1,E2, . . .) =X l11 X l22 X l33 ⋯.
For a compact metric spaceX , letM(X) be the collection of all Borel probability
measures on X . Given µ ∈M (NN0 ) and B = (b1,⋯, bk) ∈ Nk0 , we write
[B] ∶= {ω = (ω1, ω2,⋯) ∈ NN0 ∶ ωj = bj∀j ∈ [1, k]} and µ(B) ∶= µ ([B]) .
A block of digits Y is (ǫ, k, µ)-normal if for all blocks B of length m ≤ k, we have
(1 − ǫ)∣Y ∣µ(B) ≤ N(B,Y ) ≤ (1 + ǫ)∣Y ∣µ(B).
A measure µ ∈ M (NN0 ) is (v, b)-uniform if for all k and blocks B of length k in
base v ≤ b, we have µ(B) = b−k. A block friendly family(BFF), W , is a sequence
of 6-tuples ((li, bi, vi, ǫi, ki, µi))∞i=1 with non-decreasing sequences of non-negative
integers (li)∞i=1, (bi)∞i=1, (vi)∞i=1, and (ki)∞i=1 for which bi ≥ 2, bi → ∞ and vi → ∞,
such that (µi)∞i=1 ∈ M (NN0 )N is a sequence of (vi, bi)-uniform measures and (ǫi)∞i=1
strictly decreases to 0. Let R(W ) ∶= [1, limi→∞ ki] ∩N. If (Xi)∞i=1 is a sequence of
blocks such that ∣Xi∣ is non-decreasing and Xi is (ǫi, ki, µi)-normal, then (Xi)∞i=1 is
W -good if for all k in R,
bki
ǫi−1 − ǫi = o(∣Xi∣); (1.3)
li−1
li
⋅
∣Xi−1∣∣Xi∣ = o(i−1b−ki ); (1.4)
1
li
⋅
∣Xi+1∣∣Xi∣ = o(b−ki ). (1.5)
We will write Γ(W,X) ∶= Γ(l, b,X) and η(W,X) ∶= η(l, b,X). The following is the
main theorem in the paper [13] of the second author.j
Theorem 1.6. Let W = ((li, bi, vi, ǫi, ki, µi))∞i=1 be a BFF and suppose that X =(Xi)∞i=1 is W -good. Thenk
η(W,X) ∈ ⋂
k∈R(W)
Nk(Γ(W,X)).
If W and X are computable, then η(W,X) and Γ(W,X) are computable.
It is not difficult to see that Γ(W,X) must always be fully divergent by using
(1.5). We wish to extend Theorem 1.6 to deal with NIk,m,r(Q) and NIIk,m,r(Q).
jOur statement of Theorem 1.6 and the preceding definitions have been altered to be more concisely
stated than they were in [13]. We have also removed some unnecessary hypotheses.
kClearly, if ki →∞, then η(W,X) ∈ N(Γ(W,X)).
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A block of digits X is (ǫ, k,m,µ)-normal of type I (resp. (ǫ, k,m,µ)-normal of
type II) if for all blocks B of length k′ ≤ k and for all m′ ≤ m and 0 < r ≤ m′,
N∣X ∣,m′,r(B,X) (resp. N ′∣X ∣,m′,r(B,X)) is in the closed interval
[µ(B) ⌈ ∣X ∣ − r
m′
⌉(1 − ǫ), µ(B) ⌈ ∣X ∣ − r
m′
⌉(1 + ǫ)] .
For a sequence of 7-tuples
D = ((li, bi, vi, ǫi, ki, µi,mi))∞i=1,
let BFF(D) ∶= ((li, bi, vi, ǫi, ki, µi))∞i=1. An APBFF is a sequence of 7-tuples D =((li, bi, vi, ǫi, ki, µi,mi))∞i=1 where BFF(D) is a BFF and (mi) is a sequence of non-
decreasing integers. Let D be an APBFF and set R(D) ∶= R(BFF(D)) and S(D) ∶=
[1, limi→∞mi] ∩ N. A sequence (Xi)∞i=1 of (ǫi, ki,mi, µi)-normal of type I (resp.
type II) blocks of non-decreasing length is said to be D-good of type I (resp. type
II) if for all k and m in R, the conditions (1.3), (1.4), and (1.5) hold. For an
APBFF D = ((li, bi, vi, ǫi, ki, µi,mi))∞i=1 and sequence of blocks X = (Xi), we let
Γ(D,X) ∶= Γ(BFF(D),X) and η(D,X) ∶= η(BFF(D),X).
Theorem 1.7. l Let D be an APBFF and (Xi)∞i=1 a D-good sequence of type I
(resp. type II). Then
η(D,X) ∈ ⋂
k∈R(D)
⋂
m∈S(D)
N
I
k,m(Γ(D,X)) ⎛⎝resp. ⋂k∈R(D) ⋂m∈S(D)N
II
k,m(Γ(D,X))⎞⎠ .
If ki →∞ and mi →∞, then η(D,X) ∈ NI(Γ(D,X)) (resp. NII(Γ(D,X))).
We will prove Theorem 1.7 in Section 2.1. For the rest of this paper, let Cb,w
be the block formed by concatentating all the blocks of length w in base b in
lexicographic order. m Many of our examples of normal numbers will be built up
by concatenating blocks of this form. We will study properties of these blocks in
Section 2.2.
Theorem 1.8. Let t ∈ N2 and put li = 0 and Xi = (0) for i < 6. For i ≥ 6, let
Xi,t = Cit,i!, bi,t = it, li = 3
i!
⋅ (i + 1)i!⋅i, ǫi = 1i , ki = i, vi,t = it, mi = i, µi = λi,
and Dt = {(li, bi,t, vi,t, ǫi, ki, µi,mi)}∞i=1. Let Xt = (Xi,t), ζt = η(Dt,Xt), and Rt =
Γ(Dt,Xt). Then ζt ∈ NI(Rt) ∩NII(Rt).
l We note that Theorem 1.7 constructs numbers that satisfy a condition that might be stronger
than being contained in NI(Q) if limi→∞min(ki,mi) = ∞ and (Xi) is D-good of type I. That is,
η(D,X) ∈ ∞⋂
k=1
∞⋂
m=1
N
I
k,m(Γ(D,X)) ⊆ NI(Γ(D,X)).
It seems likely that there exists a basic sequence Q where ⋂∞k=1⋂∞m=1 NIk,m(Q) is strictly contained
in NI(Q), but the theorems proven in this paper do not seem to be strong enough to establish
this. See Conjecture 3.1.
mFor example, C2,2 = (0,0)(0,1)(1,0)(1,1) = (0,0,0,1,1,0,1,1).
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Theorem 1.8 is proven in Section 2.2. For P = (pn) ∈ NN2 , set
Ξ(P, (c0,⋯, ct−1), d) ∶= (ξn), where
ξn ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
max(2, c−10 pn) if n ≡ 0 (mod d)
max(2, c−11 pn) if n ≡ 1 (mod d)
⋯
max(2, c−1t−1pn) if n ≡ t − 1 (mod d)
2npn if n ≡ t, t + 1,⋯, d − 1 (mod d)
.
We note that Q is a basic sequence if for j ∈ [0, t − 1] we have cj = αjβj in lowest
terms for αj , βj ∈ Z where αj ∣pn for all (j, n) ∈ [0, t − 1] ×N. Q is infinite in limit if
and only if P is. If P is of the form P = Γ(W,X), then Q is fully divergent of types
I and II.
Theorem 1.9. Let W = ((li, bi, vi, ǫi, ki, µi))∞i=1 be a BFF. Suppose that (Xi) is
W -good and bi+1/bi → 1. Let t ≥ 2 be an integer and suppose that A ⊍B = {1,⋯, t}
and limi→∞ ki ≥ t. Suppose that there is a solution
(c0, . . . , ct−1, d) = (α0
β0
,⋯,
αt−1
βt−1
, d) ∈ Qt>0 ×Nt+1,
with αi and βi relatively prime for all i, of the t × (t + 1) system of Diophantine
relations given by
t−k∑
j=0
cjcj+1⋯cj+k−1 = d (1.6)
if k ∈ A and
t−k∑
j=0
cjcj+1⋯cj+k−1 ≠ d (1.7)
if k ∈ B for all k ∈ {1,⋯, t}. Additionally, assume that αj ∣pn for all j ∈ [0, t− 1] and
all (n, j) ∈ N × [0, t − 1]. Put P = Γ(W,X) and Q = Ξ(P, (c0,⋯, ct−1), d). Then Q is
fully divergent and
(ψP,Q ○ η) (W,X) ∈ ⋂
k∈A
Nk(Q)/ ⋂
j∈B
Nj(Q) ≠ ∅.
For example, if t = 3,A = {2,3}, and B = {1}, then we are considering the system
c0 + c1 + c2 ≠ d
c0c1 + c1c2 = d
c0c1c2 = d,
which has a solution (c0, c1, c2, d) = (2,1,2,4). Thus, (ψP,Q ○ η) (W,X) ∈ N2(Q) ∩
N3(Q)/N1(Q) when W is a BFF and X is a W -good sequence. However, not all
such systems have solutions.
For simplicity, we stated Theorem 1.9 in such a way that only applies to numbers
constructed by using Theorem 1.6. A slightly more general theorem may be stated
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that applies to P -normal numbers where P is constant for long stretches. However,
this greater generality does not seem to allow for any more interesting examples of
normal numbers to be constructed. We now state a similar theorem to Theorem 1.9
that may be used to analyze the sets NIk,m,r(Q) and NIIk,m,r(Q).
Theorem 1.10. Let D = {(li, bi, vi, ǫi, ki, µi,mi)}∞i=1 be an APBFF. Suppose that(Xi) is D-good of type I and bi+1/bi → 1. Let t ∈ [2, limi→∞min(ki,mi)] ∩ N, k ∈[1, limi→∞ ki] ∩N, m ∈ [1, limi→∞mi] ∩N, and r ∈ [0,m − 1] ∩N. Put u = lcm(t,m)
and suppose that (c0, . . . , ct−1, d) = (α0β0 ,⋯, αt−1βt−1 , d) ∈ Qt>0 × uN2, with αi and βi
relatively prime for all i, αj ∣pn for all (n, j) ∈ N×{0,⋯, t−1}. Put P = Γ(D,X) and
Q = Ξ(P, (c0,⋯, ct−1), d). Then Q is fully divergent of types I and II. Additionally,
⌊ t−k−r
m
⌋
∑
j=0
cr+jmcr+jm+1⋯cr+jm+k−1 = d/m Ô⇒ (ψP,Q ○ η) (D,X) ∈ NIk,m,r(Q); (1.8)
⌊ t−k−r
m
⌋
∑
j=0
cr+jmcr+jm+1⋯cr+jm+k−1 ≠ d/m Ô⇒ (ψP,Q ○ η) (D,X) ∉ NIk,m,r(Q). (1.9)
Suppose, instead, that (Xi) is D-good of type II. Then
⌊ t−r−1
m
⌋−k+1
∑
j=0
cr+jmcr+(j+1)m⋯cr+(j+k−1)m = d/m Ô⇒ (ψP,Q ○ η) (D,X) ∈ NIIk,m,r(Q);
(1.10)
⌊ t−r−1
m
⌋−k+1
∑
j=0
cr+jmcr+(j+1)m⋯cr+(j+k−1)m ≠ d/m Ô⇒ (ψP,Q ○ η) (D,X) ∉ NIIk,m,r(Q).
(1.11)
Theorem 1.11. Let t ∈ N2 and ζt and Rt be definitioned as in Theorem 1.8. Set
Q = Ξ(Rt, (t!,1,1,⋯,1), t!). Then
ψRt,Q(ζt) ∈ Nt(Q)/(t−1⋃
j=1
Nj(Q) ∪ t⋃
j=1
N
I
j (Q) ∪ t⋃
j=1
N
II
j (Q)) ≠ ∅
and ψRt,Q(ζt) is computable.
Theorem 1.11 shows that a number that is Q-normal of order k need not be
Q-normal of any of the orders 1,2,⋯, k − 1. At the same time, it also shows that
members of Nk(Q) need not be in NIj (Q) or NIIj (Q) for j = 1,2,⋯, k. In contrast to
AP normality of type I, there exists a basic sequence Q where NIIk (Q)/Nk(Q) ≠ ∅.
Theorem 1.12 gives an example of such a Q and a member of this set.
Theorem 1.12. Let k ∈ N2 and put t = 2k
2. Let ζt and Rt be definitioned as in
Theorem 1.8. Set c0 = c1 = ⋯ = ck−1 = 2k and ck2 = ck2+1 = ⋯ = ck2+(k−1) = 2k. For
all other n, we set cn = 1. If Q = Ξ(Rt, (c0, c1,⋯, ct−1),2k2(k + 1)), then
ψRt,Q(ζt) ∈ NIIk (Q)/Nk(Q) ≠ ∅
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Nk(Q) NIIk (Q)
N
I
k(Q)
Fig. 1.
and ψRt,Q(ζt) is computable.
Theorem 1.11 and Theorem 1.12 follow from Theorem 1.9 and Theorem 1.10. We
give a proof of Theorem 1.12 in Section 2.4. Theorem 1.11 is proven similarly. The-
orem 2.5 in [14], Theorem 1.11, and Theorem 1.12 immediately imply the following
main result.
Theorem 1.13. When k ≥ 2, Figure 1 describes the complete containment relation
between the sets Nk(Q),NIk(Q), and NIIk (Q) for Q that are infinite in limit and
fully divergent of types I and II.
It should be noted that I. Niven and H. S. Zuckerman proved, but did not state,
in [16] that for b-ary expansions, every number that is normal of order k must
also be AP normal of order k of type I. Thus, Figure 1 shows a difference between
Q-Cantor series expansions and b-ary expansions. Further possible differences are
discussed in Conjecture 3.1.
Theorem 1.5 has the following immediate corollary that we will use in the proofs
of Theorem 1.10 and Theorem 1.15.
Corollary 1.14. Suppose that M = (mt) is an increasing sequence of positive in-
tegers, Q1 = (q1,n),Q2 = (q2,n),⋯,Qj = (qj,n) are basic sequences and infinite in
limit. If x = E0.E1E2⋯ w.r.t Q1 satisfies Emt < min1≤r≤j(qr,mt − 1) for infinitey
many t, then for every block B
NΛM (Qj)n (B, (ψΛM (Qj−1),ΛM (Qj) ○ ⋯ ○ ψΛM (Q1),ΛM (Q2)) (ΥQ1,M(x)))
= NΛM (Q1)n (B, (ΥQ1,M(x))) +O(1).
Theorem 1.15. Let Q ∈ NN2 be infinite in limit. Let ζ1 and R1 be as in Theorem 1.8.
Then
ψR1,Q(ζ1) ∈ RNI(Q) ∩RNII(Q) ⊆ RN(Q).
If Q is a computable sequence, then ψR1,Q(ζ1) is a computable real number.
Theorem 1.15 follows directly from Theorem 1.5, Theorem 1.8, and Corol-
lary 1.14.
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2. Proofs of theorems
2.1. Proof of Theorem 1.7
We prove the first part of Theorem 1.7 that gives conditions for constructing mem-
bers of NIk,m(Q). The second half is proven similarly with nearly identical lemmas.
In this subsection, we fix an APBFF D = ((li, bi, vi, ǫi, ki, µi,mi))∞i=1 and a sequence
of blocks X = (Xi) that is D-good of type I. Put Q = (qn) = Γ(D,X), x = η(D,X),
and let m ∈ S(D). We list some of the lemmas in this section without proof due to
their similarity to lemmas leading towards the proof of the main theorem in [13].
However, we leave a few of the proofs to demonstrate some of the difference between
the two.
Let n ∈ N be given and let i = i(n) be the integer that satisfies Li < n ≤ Li+1.
Let u, α, and β be integers such that (α,β) ∈ [0, li+1] × [0, ∣Xi+1∣), and u = n −Li =
α∣Xi∣ + β.
Lemma 2.1. If Xi is (ǫi, ki,mi, µi)-normal of type I, k ≤ ki, and B is a block of
length k in base vi, then
(1 − ǫi)b−ki ⌈ ∣Xi∣ − r
m
⌉ ≤Nm,r(B,Xi) ≤ (1 + ǫi)b−ki ⌈ ∣Xi∣ − r
m
⌉ ; (2.1)
(1 − ǫi+1)b−ki+1α ⌈ ∣Xi+1∣ − r
m
⌉ ≤Nu,m,r(B, li+1Xi+1) ≤ (1 + ǫi+1)b−ki+1α ⌈ ∣Xi+1∣ − r
m
⌉ + ⌈kα
m
⌉ + ⌈ β
m
⌉ .
(2.2)
The next lemma follows by an application of Lemma 2.1
Lemma 2.2. If k ≤ ki and B is a block of length k in base vi,
(1 − ǫi)b−ki li ⌈ ∣Xi∣ − r
m
⌉ + (1 − ǫi+1)b−ki+1α ⌈ ∣Xi+1∣ − r
m
⌉ ≤ NQn,m,r(B,X) ≤ (2.3)
⌈Li−1 − r
m
⌉+(1+ǫi)b−ki li ⌈ ∣Xi∣ − r
m
⌉+(1+ǫi+1)b−ki+1α ⌈ ∣Xi+1∣ − r
m
⌉+⌈ β
m
⌉+⌈kα
m
⌉+⌈ k
m
⌉ (li+1).
We introduce a quantity S
(k)
n,m,r to estimate Q
(k)
n,m,r.
S(k)n,m,r =
i∑
j=1
b−kj ⌈ lj ∣Xj ∣ − rm ⌉ + b−ki+1 ⌈
∣u∣ − r
m
⌉
Lemma 2.3. limn→∞
Q(k)n,m,r
S
(k)
n,m,r
= 1.
Proof. We will need to show that
S(k)n,m,r−Q
(k)
n,m,r
S
(k)
n,m,r
→ 0. Let s = min{t ∶ k < ⌈ ∣Xt ∣−r
m
⌉}.
For j ≥ s, set
Q¯
(k)
j =
⎛
⎝
⎛
⎝
1
bkj
+ ... +
1
bkj
⎞
⎠ +
⎛
⎝
1
bk−1j bj+1
+ ... +
1
bjb
k+1
j+1
⎞
⎠
⎞
⎠ =
lj ∣Xj ∣ − (k − 1)
bkj
+
k−1∑
t=1
1
bk−tj b
t
j+1
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and S¯
(k)
j =
lj ∣Xj ∣
bk
j
. We note that for n large enough that i(n) > s
Q(k)n,m,r = Q
(k)
Ls−1,m,r
+
i∑
j=s
j≡r modm
Q¯
(k)
j +
n∑
t=Li+1
t≡r modm
1
qtqt+1...qt+k+1
;
S(k)n,m,r = S
(k)
Ls−1,m,r
+
i∑
j=s
j≡r modm
S¯
(k)
j +
n∑
t=Li+1
t≡r modm
1
qtqt+1...qt+k+1
.
We can observe that S
(k)
n,m,r ≥ Q
(k)
n,m,r since all the terms after Li + 1 are the same,
but the terms up to Li satisfy S¯
(k)
j ≥ Q¯
(k)
j . Thus, S
(k)
n,m,r −Q
(k)
n,m,r ≥ 0 when i(n) > s
and is an increasing function of i = i(n), so
S(k)n,m,r−Q
(k)
n,m,r ≤ S
(k)
Li+1,m,r
−Q
(k)
Li+1,m,r
= (S(k)Ls−1,m,r −Q(k)Ls−1,m,r)+
i+1∑
j=s
j≡r modm
(S¯(k)j − Q¯(k)j ) .
We now wish to estimate
i+1∑
j=s
j≡r modm
(S¯(k)j − Q¯(k)j ) .
In the proof of Lemma 2.3 in [13], it is shown that S¯
(k)
j − Q¯
(k)
j < k, so
i+1∑
j=s
j≡r modm
(S¯(k)j − Q¯(k)j ) < ⌈ i + 2 − sm ⌉k.
Put v = S
(k)
Ls−1,m,r
−Q
(k)
Ls−1,m,r
. Then S
(k)
n,m,r −Q
(k)
n,m,r ≤ v + ⌈ i+2−sm ⌉k and
S
(k)
n,m,r −Q
(k)
n,m,r
S
(k)
n,m,r
<
(v + k + 2k
m
−
2s
m
) + ki
m
li∣Xi ∣
m
=
(mv +mk + 2k − 2s) + ki
li∣Xi∣ .
We know m, k, and s do not depend on i, and since v depends only on m, k, and
s, it also does not vary in terms of i. Thus, we know li∣Xi∣ ili∣Xi ∣ → 0 by (1.4), so
S
(k)
n,m,r −Q
(k)
n,m,r
S
(k)
n,m,r
<
(mv +mk + 2k − 2s) + ki
li∣Xi∣ → 0⇒ limn→∞
Q
(k)
n,m,r
S
(k)
n,m,r
= 1.
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We will definitione two rational functions to estimate ∣NQn,m,r(B,X)
Q
(k)
n,m,r
− 1∣. Let
fi(w, z) =
(SLi−1,m,r + ǫib−ki li ⌈ ∣Xi ∣−rm ⌉) +w (ǫi+1b−ki+1 ⌈ ∣Xi+1 ∣−rm ⌉) + z ( b−ki+1m )
S
(k)
Li,m,r
+w (b−ki+1 ⌈ ∣Xi+1 ∣−rm ⌉) + z ( b−ki+1m )
;
gi(w, z) = 1
S
(k)
Li,m,r
+w (b−ki+1 ⌈ ∣Xi+1 ∣−rm ⌉) + z ( b−ki+1m )
⎛
⎝(
Li−1 − r
m
+ 3 + b−ki li + ǫib
−k
i li ⌈ ∣Xi∣ − r
m
⌉
+ ⌈ k
m
⌉ (li + 1) + b−ki+1 r
m
) +w ( k
m
+ ǫi+1b
−k
i+1 ⌈ ∣Xi+1∣ − r
m
⌉ + b−ki+1) + z
m
⎞
⎠.
Lemma 2.4. Let B be a block of length k in base vi. If k ≤ ki, then
RRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
− 1
RRRRRRRRRRR < 2gi(w, z) +
S
(k)
n,m,r −Q
(k)
n,m,r
Q
(k)
n,m,r
.
Proof. Using the lower bound from (2.1) and (2.2) of NQn,m,r(B,X), we get,
RRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
− 1
RRRRRRRRRRR < 1 −
(1 − ǫi)b−ki li ⌈ ∣Xi ∣−rm ⌉ + (1 − ǫi+1)b−ki+1α ⌈ ∣Xi+1 ∣−rm ⌉
Q
(j)
n,m,r
<
S
(k)
n,m,r − ((1 − ǫi)b−ki li ⌈ ∣Xi ∣−rm ⌉ + (1 − ǫi+1)b−ki+1α ⌈ ∣Xi+1 ∣−rm ⌉)
Q
(k)
n,m,r
Q
(k)
n,m,r
S
(k)
n,m,r
⎛
⎝
S
(k)
n,m,r
Q
(k)
n,m,r
⎞
⎠
<
S
(k)
n,m,r − ((1 − ǫi)b−ki li ⌈ ∣Xi ∣−rm ⌉ + (1 − ǫi+1)b−ki+1α ⌈ ∣Xi+1 ∣−rm ⌉)
S
(k)
n,m,r
⋅ 2 = 2fi(α,β).
Let
κ = ⌈Li−1 − r
m
⌉+(1+ǫi)b−ki li ⌈ ∣Xi∣ − rm ⌉+(1+ǫi+1)b−ki+1α ⌈
∣Xi+1∣ − r
m
⌉+⌈ β
m
⌉+⌈kα
m
⌉+⌈ k
m
⌉ (li+1).
Using the upper bound from (2.3) of NQn,m,r(B,X),
RRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
− 1
RRRRRRRRRRR ≤
κ
Q
(k)
n,m,r
− 1 =
(κ − S(k)n,m,r) + (S(k)n,m,r −Q(k)n,m,r)
Q
(k)
n,m,r
<
κ − S
(k)
n,m,r
Q
(k)
n,m,r
Q
(k)
n,m,r
S
(k)
n,m,r
⎛
⎝
S
(k)
n,m,r
Q
(k)
n,m,r
⎞
⎠ +
S
(k)
n,m,r −Q
(k)
n,m,r
Q
(k)
n,m,r
< 2
κ − S
(k)
n,m,r
S
(k)
n,m,r
+
S
(k)
n,m,r −Q
(k)
n,m,r
Q
(k)
n,m,r
.
October 17, 2018 14:37 WSPC/INSTRUCTION FILE psiPQ2
Number theoretic applications of a class of Cantor series fractal functions, II 15
Next, κ − S
(k)
n,m,r is equal to
⌈Li−1 − r
m
⌉ + (1 + ǫi)b−ki li ⌈ ∣Xi∣ − r
m
⌉ + (1 + ǫi+1)b−ki+1α ⌈ ∣Xi+1∣ − r
m
⌉ + ⌈ β
m
⌉
+ ⌈kα
m
⌉ + ⌈ k
m
⌉ (li + 1) − ⎛⎝
i∑
j=1
b−kj ⌈ lj ∣Xj ∣ − r
m
⌉ + b−ki+1 ⌈ ∣u∣ − r
m
⌉⎞⎠
=
⎛
⎝⌈
Li−1 − r
m
⌉ − i∑
j=1
b−kj ⌈ lj ∣Xj ∣ − r
m
⌉⎞⎠ + (1 + ǫi)b−ki li ⌈
∣Xi∣ − r
m
⌉ + ⌈kα
m
⌉ + ⌈ k
m
⌉ (li + 1)
+ (1 + ǫi+1)b−ki+1α ⌈ ∣Xi+1∣ − r
m
⌉ + ⌈ β
m
⌉ − b−ki+1 ⌈ ∣u∣ − r
m
⌉
<
⎛
⎝
i−1∑
j=1
lj ∣Xj ∣ − r
m
−
i−1∑
j=1
b−kj
lj ∣Xj ∣ − r
m
+ 1
⎞
⎠ + (b−ki li ⌈
∣Xi∣ − r
m
⌉ − b−ki ⌈ lj ∣Xj ∣ − rm ⌉)
+ ǫib
−k
i li ⌈ ∣Xi∣ − r
m
⌉ + ⌈kα
m
⌉ + ⌈ k
m
⌉ (li + 1)+ ǫi+1b−ki+1α ⌈ ∣Xi+1∣ − r
m
⌉
+ (b−ki+1α ∣Xi+1 ∣ − rm + b−ki+1α +
β
m
+ 1 − b−ki+1
α∣Xi+1∣ + β − r
m
)
<
Li−1 − r
m
+ 1 + (b−ki li∣Xi∣ − lirm − b−ki
lj ∣Xj ∣ − r
m
+ b−ki li) + ǫib−ki li ⌈ ∣Xi∣ − rm ⌉ + ⌈
kα
m
⌉
+ ⌈ k
m
⌉ (li + 1) + ǫi+1b−ki+1α ⌈ ∣Xi+1 ∣ − r
m
⌉ + ( β
m
+ 1 + b−ki+1 ( r
m
+ α))
<
Li−1 − r
m
+ 1 + b−ki li + ǫib
−k
i li ⌈ ∣Xi∣ − r
m
⌉ + kα
m
+ 1 + ⌈ k
m
⌉ (li + 1)
+ ǫi+1b
−k
i+1α ⌈ ∣Xi+1∣ − r
m
⌉ + β
m
+ 1 + b−ki+1α + b
−k
i+1
r
m
= (Li−1 − r
m
+ 3 + b−ki li + ǫib
−k
i li ⌈ ∣Xi∣ − r
m
⌉ + ⌈ k
m
⌉ (li + 1)+ b−ki+1 r
m
)
+ α( k
m
+ ǫi+1b
−k
i+1 ⌈ ∣Xi+1∣ − r
m
⌉ + b−ki+1) + β
m
= gi(α,β)S(k)n,m,r.
Note that gi(w, z) > fi(w, z) since Li−1−rm > S(k)n,m,r and the coefficients of α and β
in the numerator of gi(w, z) are greater than those in the numerator of fi(w, z).
Thus,
RRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
− 1
RRRRRRRRRRR < 2gi(w, z) +
S
(k)
n,m,r −Q
(k)
n,m,r
Q
(k)
n,m,r
.
Lemma 2.5. If ∣Xi+1∣ > k+2m1−ǫi+1b−ki+1 , ∣Xi∣ > 9m+2k1− ǫib−ki
m
, ∣Xi+1∣ > kbki+1+3m1−ǫi+1 , and ∣Xi+1∣ >
(k+2m)bki+1
ǫi−ǫi+1
+ r, then gi(w, z) < gi(0, ∣Xi+1∣).
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Let ǫ′i = g(0, ∣Xi+1∣). ThenRRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
− 1
RRRRRRRRRRR < 2ǫ
′
i +
S
(k)
n,m,r −Q
(k)
n,m,r
Q
(k)
n,m,r
.
Since we have shown
S(k)n,m,r−Q
(k)
n,m,r
Q
(k)
n,m,r
→ 0, we now need to show that ǫ′i → 0.
Lemma 2.6. limi→∞ ǫ
′
i = 0.
Proof. This can be shown by applying all of our estimates as well as (1.4) and
(1.5) to
ǫ′i =
Li−2−r
m
+
li−1∣Xi−1 ∣
m
+ 3 + b−ki li + ǫib
−k
i li ⌈ ∣Xi ∣−rm ⌉ + ⌈ km ⌉ (li + 1) + b−ki+1 rm + ∣Xi+1 ∣m
S
(k)
Li−1,m,r
+
b−k
i
li∣Xi ∣
m
+ ∣Xi+1∣ ( b−ki+1m )
.
Proof of Theorem 1.7.
For an arbitrary block B in base b, we can estimate the bounds of NQn,m,r(B,X)
by using Lemma 2.1 and Lemma 2.2. The hypotheses of Lemma 2.5 are satisfied as
we can pick a large enough n s.t. bi and ǫi are small and by (1.3), the last condition
is satisfied. We also assume that n is large such that k ≤ ki, m ≤ mi, b ≤ vi, and
S
(k)
n,m,r/Q(k)n,m,r < 2 for all (m,r) ∈MR. Using Lemma 2.4 and Lemma 2.5,RRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
− 1
RRRRRRRRRRR < 2ǫ
′
i +
S
(k)
n,m,r −Q
(k)
n,m,r
Q
(k)
n,m,r
.
By Lemma 2.3 and Lemma 2.6, ǫ′i → 0 and S(k)n,m,r−Q(k)n,m,rQ(k)n,m,r → 0 as i → ∞. We also
know that i→∞ as n →∞, so
lim
n→∞
RRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
− 1
RRRRRRRRRRR = 0.
Therefore,
lim
n→∞
RRRRRRRRRRR
NQn,m,r(B,X)
Q
(k)
n,m,r
RRRRRRRRRRR = 1.
2.2. Analysis of Cb,w
In this section, we perform a careful analysis of the blocks Cb,w that will allow us
to prove Theorem 1.8. We recall that Cb,w is the concatenation of all blocks in base
b of length w in lexicographic order, so ∣Cb,w ∣ = wbw.
Lemma 2.7. Let b ≥ 2, w ≥ 1. Suppose that M is an integer, M !∣w, (m,r) ∈ MR,
m ≤M , and n = ∣Cb,w ∣. If B is a block of length k, then
⌊w − k + 1
m
⌋ bw−k ≤Nn,m,r(B,Cb,w) < (w
m
+ 2) bw−k; (2.4)
max((⌊w − r
m
⌋ − k + 1) bw−k,0) ≤N ′n,m,r(B,Cb,w) < ⌈w − rm ⌉ bw−k. (2.5)
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Proof. We first prove that (2.4) holds. To calculate the lower bound, the occurences
of B that only occur on the inside on the blocks of Cb,w will be counted. For
convenience, denote Cb,w as the concatentation of C1C2...Cbw where each Ci is the
ith block concatenated in Cb,w.
To arrive at the lower bound of (2.4), we count the possible number occurences
of B in C1,⋯,Cbw . First, assume that B occurs in some Ci. In this Ci, there are
w−k+1 positions B could possibly start at in such a way that B remains inside Ci.
For example, if B starts at the (w−k+ 2)th position of Ci, then the last number of
B will be in Ci+1. Let j be the position that B begins on in Ci, thus 1 ≤ j ≤ w−k+1.
Next for this block B in Ci that begins at position j, there are b
w−k other blocks
of Cb,w such that B begins on position j because there are w − k positions of Ci
that could contain any value less than b yet still contain B at starting position j.
Thus there are a total of (w − k + 1)bw−k positions any block B could begin.
We must count occurences of B at positions that are r (mod m), so we would
expect that approximately 1
m
of these blocks will be counted. Each position that is
counted in the previous Ci is also counted in Ci+1 because M !∣w Ô⇒ m∣w implies
that for every m, each position that is counted in some Ci will be counted in Ci+1
as well. To arrive at a lower bound, this number must be rounded down because
some of these positions may straddle the boundary between Ci and Ci+1. Thus,
⌊w − k + 1
m
⌋ bw−k ≤ ⌊w − k + 1
m
bw−k⌋ ≤Nn,m,r(B,X).
For the upper bound, we take the same value for the lower bound, but instead
round this up for those special cases where there is an additional block B found on
positions r (mod m). We then must add on the number of times B will occur on
the boundaries of these blocks.
To count occurences of B on these boundaries, we must look at an occurance of
B between Ci and Ci+1. Let B occur on the position j of Ci, and if j + k > w, then
the block B will occur on the boundary between Ci and Ci+1. There will be k − 1
values that B could begin on in such a Ci. There are also b
w−k other blocks in Cb,w
such that B begins on the position j, because there are w − k positions of Ci that
could hold any value less than b.
Since Cb,w = C1C2⋯Cbw is written in lexicographic order, there is a direct re-
lationship between the value of each position in Ci and the value of each position
in Ci+1. Given B, we can determine the beginning k − (w − j + 1) positions of
Ci since there are at the beginning of Ci+1, and the ending w − j + 1 positions
of Ci+1 since they are at the end of Ci. Thus, out of the w positions, we have
w − (w − j + 1) − (k − (w − j + 1)) = w − k that are truly undetermined. Thus, there
are a total of (k − 1)bw−k positions that B could begin at on the boundary.
Only approximately 1
m
of these will be counted though as Nn,m,r(B,Cb,w) only
checks blocks that begin on positions r (mod m). This value is then rounded up to
obtain a upper bound for all cases. Thus,
October 17, 2018 14:37 WSPC/INSTRUCTION FILE psiPQ2
18 B. Li and B. Mance
Nn,m,r(B,X) ≤ ⌈w − k + 1
m
⌉ bw−k + ⌈k − 1
m
bw−k⌉ < (w
m
+ 2) bw−k.
We now prove (2.5). To calculate the lower bound, we will count the number
of occurences of B only inside blocks of Cb,w. Let Ci be some block B that occurs
on positions given by an arithmetic progression. For example, the first value of B
occurs on some position j and the second value of B occurs on the postion j +m,
and so on. Then let the block Di be constructed from the values inside of Ci on
positions congruent to r (mod m).
The block Di will have length greater than or equal to ⌊w−rm ⌋. So there are⌊w−r
m
⌋ − k + 1 possible positions the block B could begin at in copies of Di. If⌊w−r
m
⌋ − k + 1 < 0, we take 0 as our lower bound for N ′n,m,r(B,Cb,w). Otherwise,
similarily to our proof of (2.4), there will be bw−k other blocks of Cb,w such that B
begins on position j in Ci and occurs in Di. This is because there could be w − k
positions that could hold any value no larger than b in such a block Ci.
Additionally sinceM !∣w Ô⇒ m∣w, it is ensured that for everym, every position
in Ci that will be counted will also be counted in Ci+1. This ensures that no position
that is counted in the previous block will be skipped, as this will lead to 1
m
of the
counted occurences of B. Thus we form the lower bound of
max((⌊w − r
m
⌋ − k + 1) bw−k,0) ≤ N ′n,m,r(B,X).
The upper bound is found similarily to the other methods of counting blocks on
boundaries like in Lemma 2.7. We assume on every boundary of Di that B occurs.
Thus there will be a maximum of ⌈k−1
m
⌉ positions onDi where B could begin on such
that B will occur on the boundary of Di and Di+1. There will also be b
w−k other
blocks of Cb,w such that B begins on the position j in Ci and occurs between Di
and Di+1. Thus in total, there will be ⌈k−1m ⌉bw−k occurences of B on the boundaries.
When this is added to the lower bound,
N ′n,m,r(B,X) ≤max((⌊w − rm ⌋ − k + 1) bw−k,0) + ⌈
k − 1
m
⌉ bw−k ≤ ⌈w − r
m
⌉ bw−k.
Lemma 2.8. If K < w, ǫ ≥ m+max(k,m)
w
, and M !∣w, then Cb,w is (ǫ,K,M,λb)-
normal of type I.
Proof.
Let n = ∣Cb,w ∣. Then for k ≤K, m ≤M , and every block B of length k in base b
⌊w − k + 1
m
⌋ bw−k > b−kn( w−k+1m − 1
w
) = λb(B) n
m
(1 − ( k
w
−
1
w
+
m
w
)) > λb(B) n
m
(1 − (k +m
w
)) .
SinceM !∣w Ô⇒ m∣w and n = wbw, we know that for an integer c = n
m
and 0 ≤ r <m,
then for some integer d, where 0 ≤ d < m, ⌈n−r
m
⌉ = ⌈c + d
m
⌉ = c = n
m
, or ⌈n−r
m
⌉ = n
m
.
Thus,
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λb(B) ⌈n − r
m
⌉ (1 − k +m
w
) ≥ λb(B) ⌈n − r
m
⌉ (1 − ǫ).
For the upper bound,
(w
m
+ 2) bw−k = b−kn( wm + 2
w
) = λb(B) n
m
(1 + 2m
w
) .
So,
λb(B) n
m
(1 + 2m
w
) = λb(B) ⌈n − r
m
⌉ (1 + 2m
w
) ≤ λb(B) ⌈n − r
m
⌉ (1 + ǫ)
and we have proved that Cb,w is (ǫ,K,M,µ)-normal of type I.
Lemma 2.9. If K < w, bw > r
m
+
3r
w
, ǫ ≥ (k+1)m
w
, and M !∣w, then Cb,w is(ǫ,K,M,λb(B))-normal of type II.
Proof.
Let n = ∣Cb,w ∣. For k ≤K, m ≤M , and blocks B of length k in base b
(⌊w − r
m
⌋ − k + 1) bw−k > b−kn⎛⎝
⌊w−r
m
⌋ − k + 1
w
⎞
⎠ > λb(B)n(
w−r
m
− k
w
)
> λb(B) n
m
(w − r − km
w
) = λb(B) n
m
(1 − r
w
−
km
w
) .
SinceM !∣w Ô⇒ m∣w and n = wbw, we know that for an integer c = n
m
and 0 ≤ r <m,
then for some integer d, where 0 ≤ d < m, ⌈n−r
m
⌉ = ⌈c + d
m
⌉ = c = n
m
, or ⌈n−r
m
⌉ = n
m
.
Thus,
λb(B) n
m
(1 − r
w
−
km
w
) = λb(B) ⌈n − r
m
⌉(1 − (r + km
w
)) ≥ λb(B) ⌈n − r
m
⌉ (1 − ǫ).
For the upper bound,
⌈w − r
m
⌉ bw−k ≤ b−kn(w − r +m
mw
) = λb(B) n
m
(1 + m
w
) .
Therefore,
λb(B) n
m
(1 + m
w
) = λb(B) ⌈n − r
m
⌉ (1 + m
w
) ≤ λb(B) ⌈n − r
m
⌉ (1 + ǫ)
and we have proved that Cb,w is (ǫ,K,M,µ)-normal of type II.
We may now prove Theorem 1.8.
Proof of Theorem 1.8. Since Xi = Ci,i!, Xi is (ǫi, ki,mi, µi)-normal of types I
and II by Lemma 2.8 and Lemma 2.9. It is easy to show that (1.3), (1.4), and (1.5)
are satisfied noting that ∣Xi∣ = i! ⋅ ii!. The conclusion follows from Theorem 1.7.
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2.3. Proof of Theorem 1.9 and Theorem 1.10
We will first need the following two elementary lemmas.
Lemma 2.10. Let L be a real number and (an)∞n=1 and (bn)∞n=1 be two sequences
of positive real numbers such that
∞∑
n=1
bn =∞ and lim
n→∞
an
bn
= L.
Then
lim
n→∞
a1 + a2 + . . . + an
b1 + b2 + . . . + bn
= L.
Lemma 2.11. Let L be a real number and (an)∞n=1 and (bn)∞n=1 be two sequences
of positive integers. Let (ct)∞t=1 be an increasing sequence of positive integers. Set
At = ∑ct+1−1n=ct an and Bt = ∑ct+1−1n=ct bn. If limt→∞ A1+A2+⋯+AtB1+B2+⋯+Bt = L, ∑∞t=1At = ∑∞t=1Bt =
∞, and limt→∞
At+1
A1+A2+⋯+At
= limt→∞
Bt+1
B1+B2+⋯+Bt
= 0, then
lim
n→∞
a1 + a2 + . . . + an
b1 + b2 + . . . + bn
= L.
We may now proceed with the proof of Theorem 1.9.
Proof of Theorem 1.9. Since αj ∣bi, Q is a basic sequence. Let Li be definitioned
as in Theorem 1.6 and let i = i(n) be the integer that satisfies Li−1 < n ≤ Li. Let
k ∈ N and set
Pj,k =
d−1∑
v=0
1
pjd+v+1pjd+v+2⋯pjd+v+k
and Qj,k =
d−1∑
v=0
1
qjd+v+1qjd+v+2⋯qjd+v+k
.
Note that for large enough j, we have pn ∈ {bi(jd+1), bi(jd+1)+1} for jd + 1 ≤ n ≤(j + 1)d + k − 1. Thus, since bi is non-decreasing dbk
i+1
≤ Pj,k ≤
d
bk
i
. Similarly,
∑t−kj=0 cjcj+1⋯cj+k−1
bki
< Qj,k <
∑t−kj=0 cjcj+1⋯cj+k−1
bki
+
d − (t − k + 1)
2jd+1bk−1i
⋅ max
0≤r≤t−1
ck−1r ,
so
Qj,k
Pj,k
<
∑t−kj=0 cjcj+1⋯cj+k−1
bk
i
+
d−(t−k+1)
2jd+1bk−1
i
⋅max0≤r≤t−1 c
k−1
r
d
bk
i+1
(2.6)
= (bi+1
bi
)k ⋅ ∑t−kj=0 cjcj+1⋯cj+k−1
d
+
d − (t − k + 1)
d
⋅ (bi+1
bi
)k−1 ⋅ bi+1
2jd+1
⋅ max
0≤r≤t−1
ck−1r
(2.7)
and
Qj,k
Pj,k
>
∑t−kj=0 cjcj+1⋯cj+k−1
bk
i
d
bk
i
=
∑t−kj=0 cjcj+1⋯cj+k−1
d
. (2.8)
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However, bi+1
bi
→ 1 and (1.3) holds, so limj→∞ bi(jd+1)+12jd+1 → 0. Therefore,
lim
j→∞
Qj,k
Pj,k
=
∑t−kj=0 cjcj+1⋯cj+k−1
d
, (2.9)
by (2.6) and (2.8). Using Lemma 2.10, Lemma 2.11, (2.9), the fact that limj→∞
Qj,k
Pj,k
exists, and that P and Q are k-divergent, we have that
lim
n→∞
Q
(k)
n
P
(k)
n
= lim
j→∞
Qj,k
Pj,k
=
∑t−kj=0 cjcj+1⋯cj+k−1
d
. (2.10)
Let k ∈ {1,⋯, t} and let B be any block of length k. By Theorem 1.5
NQn (B, (ψP,Q ○ η) (W,X)) =NPn (B,η(W,X)) +O(1). (2.11)
Since η(W,X) ∈ Nk(Q) by Theorem 1.6, we know that limn→∞ NPn (B,η(W,X))
P
(k)
n
= 1.
Thus, by (2.10) and (2.11)
lim
n→∞
NQn (B, (ψP,Q ○ η) (W,X))
Q
(k)
n
= lim
n→∞
NPn (B,η(W,X)) +O(1)
P
(k)
n
⋅
P
(k)
n
Q
(k)
n
=
d
∑t−kj=0 cjcj+1⋯cj+k−1 ,
which is equal to 1 if k ∈ A and not equal to 1 if k ∈ B. Thus, (ψP,Q ○ η) (W,X) ∈
Nk(Q) if and only if k ∈ A.
Proof of Theorem 1.10. The proof follows along similar, but slightly more com-
plex lines than the proof of Theorem 1.9, so we omit the details. It should be noted
that Theorem 1.5 is used to prove (1.8) and (1.9) and Corollary 1.14 is used to
prove (1.10) and (1.11).
2.4. Proof of Theorem 1.12
We note that with m = k, t = 2k2, d = 2k2(k+1), c0 = c1 = ⋯ = ck−1 = ck2 = ck2+1 =⋯ =
ck2+k−1 = 2k, and cn = 1 for all other n, we have cr+jmcr+(j+1)m⋯cr+(j+k−1)m = 2k
for all j,m, and r. Also,
⌊ t − r − 1
m
⌋ = ⌊2k2 − r − 1
k
⌋ = ⌊2k2 − (k − 1) − 1
k
⌋ = 2k − 1 for all r ∈ [0, k − 1].
Thus, there are (⌊ t−r−1
m
⌋ − k + 1) − 0 + 1 = 2k − 1 − k + 1 + 1 = k + 1 terms in the sum
in (1.10), each of which is equal to 2k. Therefore,
⌊ t−r−1
m
⌋−k+1
∑
j=0
cr+jmcr+(j+1)m⋯cr+(j+k−1)m = (k + 1) ⋅ 2k = 2k2(k + 1)
k
= d/m,
so (1.10) holds for all r ∈ [0, k − 1] and ψRt,Q(ζt) ∈ ⋂k−1r=0 NIIk,k,r(Q) = NIIk (Q).
October 17, 2018 14:37 WSPC/INSTRUCTION FILE psiPQ2
22 B. Li and B. Mance
To show that ψRt,Q(ζt) ∉ Nk(Q), we first consider the case where k = 2. Here,
t−k∑
j=0
cjcj+1⋯cj+k−1 =
6∑
j=0
cjcj+1 = c0c1 + c1c2 + c2c3 + c3c4 + c4c5 + c5c6 + c6c7
= 16 + 4 + 1 + 4 + 16 + 4 + 1 = 46 ≠ 24 = 2 ⋅ 22(2 + 1) = d.
It is easy to show that (2k)k > 2k2(k + 1) for all k ≥ 3. Hence, if k ≥ 3, then
t−k∑
j=0
cjcj+1⋯cj+k−1 > c0c1⋯ck−1 = (2k)k > 2k2(k + 1) = d.
In either case, (1.7) holds, so ψRt,Q(ζt) ∉ Nk(Q).
3. Further questions
Several conjectures are presented in this section. We will intentionally omit many
details in this section as the computations supporting the likelihood of some of these
assertions would make this section disproportionately long.
It is likely that there exist much stranger examples of numbers than those that
can be constructed with Theorem 1.9 and Theorem 1.10.
Conjecture 3.1. There exists a basic sequence Q that is infinite in limit and fully
divergent of type I and a real number x is that Q-normal but “AP Q-abnormal”.
That is,
x ∈ N(Q)/ ∞⋃
k=2
k−1⋃
r=0
N
I
k,k,r(Q).
We may think of this number described in Conjecture 3.1 as being a normal
number whose digits along every arithmetic progression do not behave in a way
that one would expect from a normal number. We will outline the evidence for
Conjecture 3.1 and provide an even stronger conjecture.
Definition 3.2. n Let Q ∈ NN2 and put TQ,n(x) = (∏nj=1 qj)x (mod 1). A real num-
ber x is Q-distribution normal if the sequence (TQ,n(x))∞n=0 is uniformly distributed
mod 1. Let DN(Q) be the set of Q-distribution normal numbers.
We refer to the directed graph in Figure 2 for the complete containment rela-
tionships between these notions when Q is infinite in limit and fully divergent. The
vertices are labeled with all possible intersections of one, two, or three choices of the
sets N(Q), RN(Q), and DN(Q). The set labeled on vertex A is a subset of the set
labeled on vertex B if and only if there is a directed path from vertex A to vertex
B.o For example, N(Q) ∩DN(Q) ⊂ RN(Q), so all numbers that are Q-normal and
n Note that in base b, where qn = b for all n, the corresponding notions of Q-normality, Q-ratio
normality, and Q-distribution normality are equivalent.
oThe underlying undirected graph in Figure 2 has an isomorphic copy of complete bipartite graph
K3,3 as a subgraph. Thus, it is not planar and the directed graph that connects two vertices if
and only if there is a containment relation between the two labels is more difficult to read.
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N(Q)RN(Q)
N(Q)∩RN(Q)RN(Q)∩DN(Q) N(Q)∩DN(Q)
N(Q)∩RN(Q)∩DN(Q)DN(Q)
Fig. 2.
Q-distribution normal are also Q-ratio normal. The relations described in Figure 2
are best derived through use of Theorem 1.5. More information can be found in
[12].
Let dimH (S) be the Hausdorff dimension of a set S ⊆ R. The following is a
special case of a much more general theorem proven in [1].
Theorem 3.1. Suppose that Q is infinite in limit and put
A = {x ∈ R ∶ (TQ,mn+r(x))∞n=1 is not uniformly distributed mod 1∀m ∈ N2, r ∈ [0,m − 1]} .
Then dimH (DN(Q)∩A) = 1.
Thus, the following stronger version of Conjecture 3.1 seems likely to be true.
Conjecture 3.3. If Q is infinite in limit and fully divergent of type I, then
dimH (N(Q)/
∞⋃
k=2
k−1⋃
r=0
N
I
k,k,r(Q)) = 1.
While there is a substantial amount of machinery that may be used to prove
statements like Theorem 3.1, neither of the authors is aware of anything that could
be used to establish Conjecture 3.3. However, Conjecture 3.1 may lend itself to more
immediate analysis.
Conjecture 3.4. p Let t ∈ N3 and let ǫ⃗ = (ǫ1,⋯, ǫt) ∈ Rt. Then the nonlinear system
p Ryan Greene has verified Conjecture 3.4 by computer up to t = 100 when ǫ⃗ = (0,0,⋯,0). It is
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of equations
c0 + c1 + c2 + c3 +⋯+ ct−1 = 2t + ǫ1
c0c1 + c1c2 + c2c3 + c3c4 +⋯+ ct−2ct−1 = 2t + ǫ2
c0c1c2 + c1c2c3 + c2c3c4 + c3c4c5 +⋯ + ct−3ct−2ct−1 = 2t + ǫ3
⋯
c0c1⋯ct−1 = 2t + ǫt
has a solution (c0, c1,⋯, ct−1) ∈ [t, t + 1] × [1 + 12t ,1 + 1t−1 ]t−1 whenever ∥ǫ⃗∥ is suffi-
ciently small.
If Conjecture 3.4 is true, then we can prove Conjecture 3.1 by means of a more
sophisticated version of Theorem 1.9 and Theorem 1.10 that allows for members of
N(Q) to be constructed. Furthermore, a proof of Conjecture 3.4 would prove the
following conjecture.
Conjecture 3.5. Let t ≥ 2 be an integer and suppose that {1,⋯, t} = A ⊍B. There
there exists a real number x and basic sequence Q that is t-divergent where
x ∈ ⋂
k∈A
Nk(Q)/ ⋂
j∈B
Nj(Q).
It is possible that careful analysis of the solutions of the system described in
Conjecture 3.4 could settle the following much more surprising conjecture.
Conjecture 3.6. Suppose that N = A⊍B is a partition of the set of natural numbers.
Then there exists a real number x and basic sequence Q that is fully divergent where
x ∈ ⋂
k∈A
Nk(Q)/ ⋂
j∈B
Nj(Q).
The authors feel that Conjecture 3.1 and Conjecture 3.5 are almost surely true,
but hesitate to suggest that Conjecture 3.6 is true. We also wish to state the fol-
lowing extension of Conjecture 3.5 and Conjecture 3.6.
Conjecture 3.7. If Q is infinite in limit and t divergent and {1,⋯, t} = A ⊍ B,
then
dimH
⎛
⎝⋂k∈ANk(Q)/ ⋂j∈BNj(Q)
⎞
⎠ .
If Q is infinite in limit and fully divergent and N = C ⊍D, then
dimH
⎛
⎝⋂k∈CNk(Q)/ ⋂j∈DNj(Q)
⎞
⎠ .
However, neither of the authors anticipate an approach that could be used to
settle Conjecture 3.7.
plausible that small pertubations of the right hand side of this system will still allow for solutions
in this critical region.
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Appendix A.
I. Niven and H. S. Zuckerman wrote in [16]:
Let R be a real number with fractional part .x1x2x3⋯ when
written to scale r. Let N(b, n) denote the number of occurrences of
the digit b in the first n places. The number R is said to be simply
normal to scale r if limn→∞
N(b,n)
n
= 1
r
for each of the r possible
values of b; R is said to be normal to scale r if all the numbers
R,rR, r2R,⋯ are simply normal to all the scales r, r2, r3,⋯. These
definitions, for r = 10, we introduced by E´mile Borel [3], who stated
(p. 261) that “la proprie´te´ caracte´ristique” of a normal number is
the following: that for any sequence B whatsoever of v specified
digits, we have
lim
n→∞
N(B,n)
n
=
1
rv
, (A.1)
where N(B,n) stands for the number of occurrences of the se-
quence B in the first n decimal places . . . If the number R has the
property (A.1) then any sequence of digits B = b1b2⋯bv appears
with the appropriate frequency, but will the frequencies all be the
same for i = 1,2,⋯, v if we count only those occurrences of B such
that b1 is an i, i + v, i + 2v,⋯ − th digit? It is the purpose of this
note to show that this is so, and thus to prove the equivalence of
property (A.1) and the definition of normal number.
It is not difficult to see how the equivalent definition of normality introduced in
Theorem 1.3 may be confused with the notion discussed in Theorem 1.3.
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