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Department of Chemical and Biomolecular Engineering, North Carolina State University, Raleigh, North CarolinaABSTRACT Engineered protein biosensors, such as those based on Fo¨rster resonance energy transfer, membrane translo-
cation, or solvatochromic shift, are being used in combination with live-cell fluorescencemicroscopy to reveal kinetics and spatial
localization of intracellular processes as they occur. Progress in the application of this approach has been steady, yet its general
suitability for quantitative measurements remains unclear. To address the pitfalls of the biosensor approach in quantitative
terms, simple reaction-diffusion models were analyzed. The analysis shows that although high-affinity molecular recognition
allows robust detection of the fluorescence readout, either of two detrimental effects is fostered. Binding of an intramolecular
biosensor or of a relatively abundant intermolecular biosensor introduces observer effects in which the dynamics of the target
molecule under study are significantly perturbed, whereas binding of a sparingly expressed intermolecular biosensor is subject
to a saturation effect, where the pool of unbound biosensor is significantly depleted. The analysis explores how these effects are
manifest in the kinetics and spatial gradients of the biosensor-target complex. A sobering insight emerges: the observer or satu-
ration effect is always significant; the question is whether or not it can be tolerated or accounted for. The challenge in managing
the adverse effects is that specification of the biosensor-target affinity to within a certain order of magnitude is required.INTRODUCTIONIf our mechanistic understanding of cell regulation is to
dramatically advance, existing methods for quantifying
concentrations and activity states of intracellular molecules
will need to be improved, and new ones will need to be
developed. Although biochemical assays are commonly
used and can be quantitative if performed carefully, these
methods offer no direct information about cell-to-cell
heterogeneity or subcellular localization. Other methods,
such as flow cytometry and immunofluorescence, address
one or both of these issues but are nonetheless end-point
assays with respect to kinetics. In contrast, live-cell micros-
copy uniquely elucidates spatiotemporal dynamics of intra-
cellular processes in real-time and at the single-cell level,
i.e., in conjunction with observations of cell behavior (1–4).
Two distinct variations of this method have been used
extensively:
In the first, a full-length protein or other molecule found
in the cell is tagged with a fluorescent protein or dye, and the
subcellular localization of the conjugate is monitored by
various modes of fluorescence microscopy (5). We may
refer to this as the ‘‘biomarker approach’’. This approach
has been successfully (and cleverly) applied to elucidate
quantitative aspects of cytoskeletal and focal adhesion
dynamics (for example, Danuser and Waterman-Storer (6)
and Kolin and Wiseman (7)); however, it has certain limita-
tions. Biomarkers indicate dynamic localization of the
tagged molecule but not changes in its activity or modifica-
tion states. Moreover, the subcellular localization of a
protein is often affected by multiple factors (protein-proteinSubmitted January 3, 2012, and accepted for publication March 23, 2012.
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cations), in which case the measurement is challenging to
interpret from a molecular standpoint.
The second variation strives to overcome those limita-
tions through the introduction of an engineered fluorescent
probe or protein construct that possesses minimal molecular
recognition. We refer to this as the ‘‘biosensor approach’’.
By engaging in a specific binding interaction to form a
noncovalent complex, the biosensor yields a fluorescence
readout that is meant to indicate the state or abundance of
a particular target. In early applications of the biosensor
approach, fluorescent probes were developed to measure
intracellular concentrations of small molecules, most
notably calcium and cAMP. Protein domains and motifs
have since been used to distinguish between activity or
modification states of protein and lipid targets (8). Irrespec-
tive of the molecular details, intracellular biosensors may be
classified as either intramolecular, where the molecular
recognition element and its target are contained within the
same chain (connected by a flexible linker), or intermolec-
ular, where the recognition module binds to form a bimolec-
ular complex with a target that is endogenous to the cell
(Fig. 1) (9,10). Biosensors of the first type include those
based on intramolecular Fo¨rster resonance energy transfer,
with donor and acceptor fluorophores flanking the two
ends of the chain; this approach has been applied most
prominently to study signaling mediated by small GTPases
(11–14) and protein kinases (15–20). Intermolecular biosen-
sors include those based on membrane translocation (21–26)
or solvent-sensitive fluorescence (27,28).
The biosensor approach is not without its own limitations.
As of this writing, there are only a small number of validated
biosensors, as compared with the broad palette of antibodiesdoi: 10.1016/j.bpj.2012.03.055
FIGURE 1 Two general classes of molecular biosensors. (a) An intramo-
lecular biosensor contains both the target and molecular recognition
element, connected by a linker. The inactive target T is activated by an
endogenous intracellular process to produce the active, unoccupied target
T*; the activated state is bound by the molecular recognition element to
form the complex C, generating the biosensor readout. (Illustration)
Common scenario where intramolecular binding brings a Fo¨rster resonance
energy transfer pair into close proximity. (b) An intermolecular biosensor,
B, contains a molecular recognition element that binds to an endogenous
target to form a bimolecular complex, C. (Illustration) Common scenario
where complex formation results in membrane translocation of the tagged
biosensor.
2004 Haughavailable. More critically, the biosensor readout cannot
perfectly report the intracellular process being studied.
The ideal condition may be stated thus: the biosensor-based
measurement ought to be proportional to the target concen-
tration (at any given time and intracellular location) that
would have been present if molecular recognition by the
biosensor did not occur. To the uninitiated observer, this
might seem to be a reasonable assumption; however, it pres-
ents a clear paradox. Without molecular recognition, there is
no signal, but formation of the complex masks the active
target from deactivating enzymes and endogenous effectors.
This issue, an example of the observer effect in physics, is
endemic to the biosensor approach.
Although the general nature of the problem is intuitive
and has been recognized for some time (29,30), the
following questions have not been addressed in detail:
First, in what specific ways does the biosensor readout
deviate from the ideal response?
Second, for each of those, how does the severity of the
problem depend on the properties of the biosensor
and of the system under study?
Finally, how and to what extent might those issues be
avoided while also allowing for a reliably detectable
signal?
Answers are provided here through the analysis of simple
reaction-diffusion models.MATERIALS AND METHODS
Model equations
It is supposed that the fluorescence readout is directly related to the local
concentration (or, in the case of a membrane-associated species, the areaBiophysical Journal 102(9) 2003–2011density) of a biosensor complex, C. The key assumption is that the complex
is sequestered and thus shielded from participating in other reactions. Thus,
the conservation of the complex is governed by net diffusion (advective or
motor-driven transport could be added if warranted) and binding as follows:
vC
vt
¼ DCV2Cþ vbind: (1)
The rate term vbind accounts for reversible binding, and two scenarios are
considered: intramolecular and intermolecular binding (Fig. 1). In the intra-molecular case, the target species is fused with the biosensor, and once acti-
vated, the biosensor transitions reversibly between activated and unbound
(T*) and bound (C) forms. In the intermolecular case, the T* species forms
a complex with a fluorescent biosensor (local concentration [B]) to form C.




  koff C; intramolecular;
kon½BT  koff C; intermolecular: (2)
In both cases, the free target becomes available via an activation process,
T/ T*, with local rate v . Activation is reversed via deactivation withact
local rate vdeact. A more complete model would additionally account for
target interactions with endogenous binding partners. With the common
assumption of slow synthesis and turnover rates, the balances for the inac-
tive and active target forms are as follows:
vT
vt
¼ DTV2T  vact þ vdeact; (3)
vT 2 
vt
¼ DTV T þ vact  vdeact  vbind: (4)
The simplest plausible rate laws for vact and vdeact were assumed as follows:vact ¼ kactSðt; xÞT; (5)
vdeact ¼ kdeactT: (6)
Thus, the temporal or spatial dependence of the response is driven by
a case-specific signal function, S(t,x).In the intermolecular case, the conservation of the free biosensor must
also be accounted for, and in so doing one would need to consider whether
complex formation occurs in the same cellular compartment or involves
translocation of the biosensor from the cytosol to a membrane surface
(m). The latter is assumed to be the case here; further assuming slow
synthesis and turnover of the biosensor,
v½B
vt
¼ DBV2½B; DBðn$V½BÞjm ¼ vbindjm: (7)
Note that in Eq. 7 and in Eq. 8 below, conversion between numbers of mole-
cules and moles as needed is implicit.For analysis, models are often simplified by assuming well-mixed
compartments (as in Figs. 2–4). In that case, the diffusion terms in Eqs.











where Amem/Vcyt is the ratio of the membrane surface area divided by the
volume of cytosol, and [B] is the free biosensor concentration when no0
active target is present.
FIGURE 2 Perturbation of active target level and kinetics: intramolecu-
lar biosensors, or intermolecular biosensors expressed in stoichiometric
excess. (a) Kinetic scheme for an intramolecular biosensor, following the
nomenclature established in Fig. 1 a; the scheme holds equally for an inter-
molecular biosensor expressed in excess ([B]z constant). In the hypothet-
ical scenario, stimulation (S ¼ 1) is pulsed for a period of 1000 s. (b) The
fractions of the total biosensor pool in the free, active target (T*, left) and
complexed (C, right) states are plotted as a function of time. The affinity
of the molecular recognition element was adjusted by progressively
decreasing the dissociation rate constant koff, as indicated: koff ¼ 1 s1,
0.1 s1, or 0.01 s1. (Dashed curve) Active target kinetics in the absence
of complex formation (koff ¼ N). Other parameter values were fixed at
kon ¼ 1 s1, kact ¼ 0.001 s1, and kdeact ¼ 0.01 s1. (c) Same as panel b,
except that the ratio of koff/kon was fixed at 1, with koff ¼ kon ¼ 1 s1,
0.1 s1, or 0.01 s1.
FIGURE 3 Response of an intramolecular biosensor to gradually
changing input. (a) Assuming the kinetic scheme depicted for an intramo-
lecular biosensor, the scenario presented in Fig. 2 was altered so that the
activation of the target during the first 1000 s is more gradual, with
S(t) ¼ 1 – exp(0.005t) (t in s). The fractions of the total biosensor pool
in the free, active target (T*, left) and complexed (C, right) states are plotted
as a function of time. The affinity of the biosensor was adjusted by progres-
sively decreasing the dissociation rate constant koff: koff ¼ 1 s1, 0.1 s1, or
0.01 s1. Other parameter values were fixed at kon ¼ 1 s1, kact ¼ 0.01 s1,
and kdeact ¼ 0.1 s1. (b) Same as panel a, except that the stimulation
was assumed to follow a linear ramp, with S(t) reaching a value of 1 at
t ¼ 2000 s.
Modeling Live-Cell Biosensor Experiments 2005Model implementation
Models were implemented in the Virtual Cell software environment (www.
vcell.org) (31) and are publicly accessible under the BioModel ‘‘Biosensor
simple’’. For all models, values of the rate constants are specified in the
corresponding figure caption. In Figs. 2, 4, and 5, the value of kdeact was
set at 0.01 s1, consistent with a signaling state lifetime of ~1 min
(e.g., Schneider and Haugh (32)). In Fig. 3, a 10-fold higher value (kdeact ¼
0.1 s1) was considered.
For well-mixed compartmental models (Figs. 2–4), the cytosol was
assigned a reasonable volume of 1.667 pL¼ 1667 mm3, such that a concen-
tration of 1 mM corresponds to 106 molecules in that volume; the plasma
membrane was assigned an area of 1000 mm2.
In models accounting for spatial gradients (Fig. 5), the spatial domain is
a thin rectangle with length L ¼ 100 mm (typical length scale for a fully
spread and polarized fibroblast) and height ¼ 3.4 mm (to approximately
match the Amem/Vcyt ratio assumed in the compartmental model calcula-
tions). A spatially focused stimulus is applied, confined to the small domainx˛ (0,0.01L); under these conditions, the problem is effectively one-dimen-
sional with a point source at one end. Typical effective diffusivity values
were assigned, with DB ¼ 30 mm2/s for the biosensor in the cytosol and
DT ¼ DT* ¼ DC ¼ 0.5 mm2/s for all membrane species. For numerical
implementation, grid spacings of 0.05 and 0.1 mm were used, yielding
approximately identical results.RESULTS AND DISCUSSION
Biosensor binding generally reduces the
availability of the active target and slows down
its kinetics of accumulation and clearance
We consider the common situation where the active target
molecule of interest is not subject to deactivation while itBiophysical Journal 102(9) 2003–2011
FIGURE 4 Saturation of the biosensor readout: intermolecular biosen-
sors with active target in excess. (a) Assuming the kinetic scheme depicted
for an intermolecular biosensor, applying the nomenclature established
in Fig. 1 b, stimulation (S ¼ 1) is pulsed for a period of 1000 s. The
membrane densities of the free, active target (T*, left) and target-biosensor
complexes (C, right) are plotted as a function of time. The affinity of the
biosensor was adjusted by progressively decreasing the dissociation rate
constant koff: koff ¼ 1 s1, 0.1 s1, or 0.01 s1. Other parameter values
were fixed at T(0) ¼ 104 mm2, [B]0 ¼ 0.1 mM, kon ¼ 1 mM1 s1, kact ¼
0.001 s1, and kdeact ¼ 0.01 s1. (b) Same as panel a, except that the
stimulation was assumed to follow incomplete adaptation according to
SðtÞ ¼ 0:1þ 0:9 expð0:005tÞ (t in s).
FIGURE 5 Actual or apparent blurring of spatial gradients. Stimulation
is focused in a small region at one end of the cell, and concentration profiles
were calculated at steady state. To aid in the evaluation of relative gradient
steepness, all concentration profiles are presented as semilog plots. (a)
Assuming the kinetic scheme depicted for an intramolecular biosensor,
the steady-state fractions of the total biosensor pool in the free, active target
(T*, left) and complexed (C, right) states are plotted as a function of posi-
tion. The affinity of the molecular recognition element was adjusted by
progressively decreasing the dissociation rate constant koff: koff ¼ 1 s1,
0.1 s1, or 0.01 s1. (Dashed curve) Active target kinetics in the absence
of complex formation (koff ¼ N). Other parameter values were fixed at
kon ¼ 1 s1 and kdeact ¼ 0.01 s1. (b) Same as panel a, except that the
kinetic scheme depicted for an intermolecular biosensor was assumed,
with T(x,0) ¼ 104 mm2, [B]0 ¼ 0.1 mM, and kon ¼ 1 mM1 s1. (Inset)
Associated concentration profiles of the free biosensor, [B](x).
2006 Haughis sequestered in the biosensor complex. For example, at
least by all contemporary accounts, recognition of phos-
phorylated molecules precludes access by phosphatases
(33), and binding of effectors to active small GTPases
hinders GTP hydrolysis (34–36). To illustrate how this
impacts the biosensor output, a simple yet reasonable model
of target activation and deactivation is imposed (Fig. 2 a):
a step pulse of an external signal turns activation on and
off, and the rates of activation and deactivation are linear
with respect to substrate concentrations. For now, the model
is further simplified by supposing that complex formation
is intramolecular. As shown in Fig. 2 b, progressively
increasing the affinity of the biosensor complex results in:Biophysical Journal 102(9) 2003–20111), reduction of the free target concentration at steady state,
and 2), increasingly sluggish kinetics relative to the scenario
where the complex does not form. The extent of the former
effect depends on the extent of activation in the absence of
biosensor binding. Thus, for the scenario where as much as
half of the active form is in the biosensor complex (C¼ T*),
but most target molecules remain inactive at steady state
(T ¼ 10T*; Fig. 2 b, cyan curves), the steady-state value
of T* is reduced by only a modest percentage. By compar-
ison, the effect on kinetics is more direct; if half of the active
Modeling Live-Cell Biosensor Experiments 2007form is sequestered (kon ¼ koff), for example, then the char-
acteristic time to reach steady state is prolonged by roughly
a factor of two. As shown in Fig. 2 c (orange curves), addi-
tional sluggishness of the biosensor readout begins to appear
if the timescales of biosensor complex association and
dissociation are not significantly faster than that of target
deactivation.
The more intuitive of these effects is the tendency of
complex formation to buffer the active target concentration
at steady state. The less appreciated but more consistently
detrimental effect as shown by the calculations concerns
the transient kinetics, as during the response of the system
to external stimulation. When the concentration of free
target is increasing, the net formation of the complex
reduces the rate of free target accumulation (that is, makes
it less positive). Conversely, when the concentration of
free target is decreasing, the net dissociation of the complex
slows the rate of decline (makes it less negative). Thus,
complex formation generally causes the system to respond
more sluggishly. The adequacy of a biosensor hinges, in
part, on the mildness or severity of these effects under
various conditions.
The calculations described above effectively assume
instantaneous on- and off-states for the upstream signal,
S(t). This scenario approximates rapid, receptor-mediated
activation followed by rapid, pharmacological inhibition,
as considered previously (32,37). In many other situations,
the dynamics of S(t) might be relatively slow on the time-
scale of the mean lifetime of T*, 1/kdeact, in which case
the ideal biosensor would faithfully track the kinetics of
S(t). To evaluate this situation, an alternate scenario in
which S(t) increases and approaches a plateau gradually, fol-
lowed by rapid inhibition of S, was considered (Fig. 3 a).
To ensure that the biosensor could more readily respond
to changes in S(t), higher values of kact and kdeact were
used here. Although the biosensor response, C(t), is pre-
dicted to be robust and roughly matches the timescale of
S(t), the decay of the system after rapid inhibition is slowed
dramatically for kon/koff >> 1 (Fig. 3 a). This disparity
between the kinetics of the stimulation and inhibition
phases of the hypothetical experiment is consistent with
measured kinetics of the c-Jun N-terminal kinase activation
reporter (20).
Whereas the C(t) kinetics in the stimulation phase quali-
tatively reflect those of S(t), quantitative correspondence
between the two was found to suffer when kon/koff >> 1.
To show this definitively, a different scenario was consid-
ered in which S(t) increases as a slow, linear ramp (Fig. 3 b).
As expected, the biosensor response C(t) deviates percep-
tibly from linearity for high kon/koff. Analysis of the system
shows that two effects influence the fidelity of the biosensor
response. At short times, the rate of biosensor response is
affected according to how severely complex formation
prolongs the mean lifetime of the active target, which is
approximately equal to (1 þ kon/koff)/kdeact. At long times,fidelity is limited by the availability of the unbound target
when most of the biosensor is driven into the bound state.
From a mathematical point of view, these analyses of
intramolecular complex formation hold equally for inter-
molecular complex formation with the biosensor in vast
excess (with kon replaced by kon[B], where the free biosensor
concentration [B] is approximately constant); however, from
a biological point of view, it is important to distinguish the
two. In the case of an intramolecular biosensor, the active
target is a part of the biosensor itself. Therefore, high-
affinity complex formation does not have a direct impact
on the endogenous biology (although indirect effects via
sequestration of activating/deactivating enzymes and endog-
enous effectors, beyond the analysis presented here, should
be considered). By comparison, an intermolecular biosensor
expressed at excessive levels has a buffering effect that not
only affects the kinetics of the biosensor readout; more
critically, it can act as a dominant negative in terms of bio-
logical function.
Suggestive of such a buffering condition, Yip et al. (39)
reported that a carcinoma cell line with heterologously ex-
pressed Btk pleckstrin homology (PH) domain, which binds
to the plasma membrane lipid PtdIns(3,4,5)P3 with high
affinity (KD ¼ 80 nM (38)), showed a dramatic increase in
the half-life of PtdIns(3,4,5)P3 under otherwise rapid turn-
over conditions (39). Tagged Btk PH domain has been em-
ployed as an intermolecular biosensor because of its unique
specificity for PtdIns(3,4,5)P3 relative to PtdIns(3,4)P2 (30);
however, because of its high affinity, the Btk PH domain can
be expected to perturb free PtdIns(3,4,5)P3 levels and
kinetics when expressed at excessive levels in cells.With intermolecular binding, excess biosensor
can affect free target kinetics, whereas excess
target can result in a saturated readout
In the previous section, we considered situations in which
the fluorescent biosensor is not stoichiometrically limiting
for complex formation. The opposite situation, which is
relevant only to intermolecular binding, arises when the
target molecule is in vast excess and the biosensor affinity
is sufficiently high (KD sufficiently low), such that nearly
all of the biosensor molecules in the cell are in complex.
This scenario is illustrated for two simple models of target
activation: 1), a transient pulse (as in Fig. 2), and 2), a decay
with incomplete adaptation. Both sets of associated calcula-
tions show that as the active target progressively depletes the
limiting pool of available biosensor, the free target is not
significantly perturbed; however, the biosensor readout
does not quantitatively reflect the free target kinetics. The
pulsed activation case (Fig. 4 a) illustrates that the increase
in complex formation after stimulation approaches steady
state faster than does the free target, because the concentra-
tion of available biosensor is initially much higher than its
steady-state value. Conversely, after activation is turnedBiophysical Journal 102(9) 2003–2011
2008 Haughoff, the decay of the complex is relatively sluggish, as the
liberation of free biosensor counterbalances the decay of
free target concentration. The incomplete adaptation case
(Fig. 4 b) further illustrates that the change in the abundance
of the complex (the apparent degree of adaptation) tends to
be more modest than the actual change in free target concen-
tration. In the limit of near-complete depletion of available
biosensor (Fig. 4 b, orange curves), the adaptation kinetics
of the target would be missed completely.
These calculations demonstrate that, when an intermolec-
ular biosensor is limiting for complex formation, perturba-
tion of the free target accumulation or clearance kinetics
is minimal. Rather, the issue is that formation of the
complex is saturated and thus serves as a poor quantitative
readout. A prominent example of the saturation effect is
the binding of tagged PLCd PH domain, which binds the
plasma membrane lipid PtdIns(4,5)P2. In many cells at
least, PtdIns(4,5)P2 is quite abundant; its characteristic
concentration on a whole-cell basis has been estimated at
10 mM, which is much higher than the measured biosensor
KD of 2 mM (40). Hence, it is widely appreciated that
tagged PLCd PH tends to be mostly in complex with
PtdIns(4,5)P2 (or with the soluble hydrolysis product,
Ins(1,4,5)P3, in the cytosol) (40), and thus the membrane-
localized fluorescence in cells is insensitive to treatments
that partially reduce the level of PtdIns(4,5)P2 by inhibition
of its resynthesis (24).A spatial gradient of free target is made
(or appears to be made) less steep as
a consequence of biosensor complex formation
The spatial range (or dynamic length scale) of an active
chemical species is defined by how far it diffuses on average
before reverting to the inactive state. If biosensor-target
complexes are not subject to deactivation, it follows from
the intuition developed above that the spatial range of the
active target would be extended when a significant fraction
of it is bound. Thus, formation of the complex makes the
active target gradient shallower than it would have been in
the absence of binding. This effect has been recognized
and discussed in the context of fluorescent biosensors
(41), and calculations show that it is relevant to the case
of an intramolecular biosensor with high-affinity binding
(or an intermolecular biosensor with biosensor in excess)
(Fig. 5 a). In the simplified scenario assumed here, a one-
dimensional, steady-state gradient is formed via constant
activation within a thin strip located at one end of the spatial
domain and deactivation throughout. In the absence of
complex formation, the concentration profile of the active
target is approximately exponential, with a spatial decay
constant that scales as the square root of kdeact. Therefore,
with an intramolecular biosensor, the steepness of the active
target gradient (the negative slope of the gradient on a semi-
log plot) is affected according to the fraction of the activeBiophysical Journal 102(9) 2003–2011form that is sequestered. For example, 50% sequestration
(C ¼ T*) increases the spatial range of the target and thus
decreases the steepness of its gradient by a factor of roughly
square-root of 2 (Fig. 5 a; compare the cyan and black
curves). In more extreme cases, the spatial range is compa-
rable to the cell length, and reflection at the distal boundary
tempers the gradient even more (Fig. 5 a, orange curves).
Consistent with the analysis presented in Fig. 2 b, the other
effect is a reduction in free target concentration at the site of
its activation.
The alternative scenario, where the biosensor is intermo-
lecular and the endogenous target is in excess, was also
investigated (Fig. 5 b). In this case, based on the analysis
presented in Fig. 4, one might predict that biosensor binding
would have no appreciable effect on the active target
gradient, but the gradient of biosensor-target complexes
would not be a faithful reflection thereof. Indeed, the calcu-
lations demonstrate that the free target profile is not signif-
icantly perturbed (except in the tail of the profile, where the
free target concentration is low), while the gradient of bound
complex is rendered progressively more shallow as the
affinity and lifetime of the biosensor-target complex are
enhanced (Fig. 5 b). This effect does not follow directly
from the saturation effect illustrated in Fig. 4, however—
which is to say that global depletion of the free biosensor
does not adequately explain the result. Rather, local deple-
tion of the free biosensor, manifest as an opposing gradient
in [B](x), causes the C(x) gradient to be tempered relative to
that of T*(x) (Fig. 5 b, inset). By manipulating Eqs. 1 and 7













Equation 9 shows that, because diffusion in the cytosol is
relatively fast (DB >> DC), the absolute gradient in the
cytosol is always much shallower than that of the
membrane-associated complex; however, the relative gradi-
ents (fractional changes in [B] and C per unit length)
become closer in magnitude with progressively greater
binding of the biosensor at that location. Also contributing
to the tempering of the observed C(x) gradient is the poten-
tial for a long-lived complex (42). This distinct effect is
significant when the mean lifetime of the complex (1/koff)
is comparable to or greater than that of the active target
(1/kdeact) (Fig. 5 b, orange curves).Constraints and trade-offs in the practical
application of intra- and inter-molecular
biosensors for live-cell fluorescence microscopy
The analyses presented above demonstrate the potential
pitfalls that might, unbeknownst to the observer, give
misleading results in live-cell imaging experiments. Here,
Modeling Live-Cell Biosensor Experiments 2009reasonably general guidelines are developed for diagnosing
and avoiding such issues, framed in terms of the properties
of intra- and intermolecular biosensors that might be intro-
duced into cells. Again, the goal of the experimental design
is for the concentration of bound complex to accurately
reflect changes in activation status of an endogenous target,
as they would normally occur. But this ideal must be
balanced against the practical consideration of what can
be reliably measured by standard fluorescence microscopy.
Let us first consider the properties of an intramolecular
biosensor. In this case, the design space is defined by two
dimensionless ratios: the kon/koff (affinity constant) of intra-
molecular binding and the context-dependent ratio of target
activation and deactivation frequencies in the cell (Fig. 6 a).
Through the analyses described in the previous sections, it
was demonstrated that if kon/koff were too high, the apparent
kinetics and spatial pattern of the readout would be per-
turbed relative to those of the endogenous target (the
observer effect). On the other hand, if either the kon/koff ratio
or the ratio of active/inactive unbound target were too low,
there would not be enough of the bound complex C to
reliably quantify against the background of fluorescent
biosensor molecules in the T and T* states. These competing
considerations together define a region of feasibility,
wherein one would hope to operate (Fig. 6 a, shaded
region). The analysis allows as much as half of the active
target to be shielded from deactivation (kon/koff % 1) and
considers that the readout could be reliably measured if as
little as 5% of the biosensor were in the C form. Still, these
considerations impose restrictive constraints on both theFIGURE 6 Design space for engineering suitable biosensors. In each
case, a desirable region of feasibility is defined by the shaded area. (a)
The design space for an intramolecular biosensor is defined by the affinity
of complex formation and the extent of target activation. To the left of the
desired region, 5% or less of the biosensor molecules are in complex, result-
ing in a readout that is difficult to measure. To the right of the desired
region, 50% or more of the modified target is bound, resulting in significant
perturbation of the observed kinetics. (b) The design space for an intermo-
lecular biosensor is defined by the biosensor binding affinity and the
concentration of the active target. A moderate biosensor expression level
of 0.1 mM is assumed. In addition to the criteria outlined under panel a,
saturation of complex formation becomes significant when the active target
concentration exceeds both the concentration and binding KD of the
biosensor.complex affinity, which must be of intermediate strength,
and the extent of target activation, which must be suffi-
ciently high. Obviously, less generous constraints would
shrink or altogether eliminate the region of feasibility.
Another caveat is that higher values of kon/koff could be
tolerated, up to a point, when the shape of the temporal
or spatial response is not sensitive to the rate of target
deactivation, i.e., when the upstream signal S(t,x) changes
gradually in time or space (as considered in Fig. 3). Higher
kon/koff ratios would also be tolerable for biosensors with
conformations that breathe enough to allow a nonzero rate
of deactivation while in the bound state.
In the case of an intermolecular biosensor, the consider-
ations are similar but with the additional constraint that
the readout should not be saturated (complex formation
should not be limited by the availability of biosensor).
Here, the design space is adequately framed in terms of
concentrations: those of the biosensor and active target rela-
tive to the value of the intermolecular KD. The total
biosensor concentration is fixed here at [B]0 ¼ 0.1 mM,
because this is at the lower end of fluorescent protein
concentrations that are visible by standard fluorescence
microscopy; hence, the design space is defined by variable
ranges of the active target concentration (calculated on the
basis of the cytosolic volume) and KD (Fig. 6 b). If neither
of these values is >0.1 mM, the biosensor concentration is
in excess, and the spatiotemporal dynamics of the endoge-
nous target would be significantly perturbed as in the intra-
molecular case. The other considerations concern the active
target concentration in relation to KD; if it is too low, not
enough of the fluorescent biosensor will be in complex,
whereas if it is too high, the free biosensor will be signifi-
cantly depleted, and the measurement will approach satura-
tion. The shaded region of feasibility allows up to 50%
depletion of free biosensor and, as before, considers that
only 5% of the biosensor needs to be in complex for a reli-
able measurement (Fig. 6 b). It is concluded that for quanti-
tative studies with an intermolecular biosensor, the active
target should be present at a high nanomolar concentration
or above, and the ideal biosensor would possess a KD value
moderately above that.Prospects for truly quantitative live-cell imaging
of cell biochemistry
As a cell biology workhorse, live-cell fluorescence micros-
copy is a powerful approach, and the resulting measure-
ments can be reasonably quantitative if great care is taken.
Yet, as illustrated in this article, even perfectly measured
live-cell biosensor readouts cannot perfectly track the
spatiotemporal dynamics of intracellular processes, and in
extreme cases, such measurements can be misleading.
Two steps may be taken to mitigate the issue.
First, the binding affinity of a biosensor should be
characterized and optimized for a particular application.Biophysical Journal 102(9) 2003–2011
2010 HaughPractitioners of live-cell microscopy should be aware that
high-affinity molecular recognition is not desirable. The
traditional approach of using modular-binding domains
found in nature is too restrictive in that regard; hence,
identifying biosensors using protein-engineering methods
(43) presents an attractive alternative. Screening protein
variant libraries for desired binding properties is well docu-
mented (44).
Second, mathematical models may be used to deconvo-
lute the data so as to account for the deviation from ideality.
Provided that the binding affinity and intracellular concen-
tration of the biosensor were known, one could back-calcu-
late the free target concentration or density, T*(x,t), from the
measured C(x,t). Indeed, mathematical recipes for accom-
plishing this in the context of calcium imaging have been
offered (45), and the use of modeling to account for satu-
rable translocation of phosphoinositide biosensors has
been demonstrated previously (32,46). This method is
complicated, however, when the target perturbation effect
is significant; as illustrated in Fig. 2 b, the free target
kinetics might be markedly altered relative to the unper-
turbed scenario. Fitting the data to a more complete
model, including the parameters characterizing endogenous
target dynamics, would allow the unperturbed kinetics or
spatial pattern to be reconstructed (47), but formulation of
such a model requires advance knowledge or strong assump-
tions about the mechanisms under study. As with other
quantitative approaches in cell biology, analysis of live-
cell microscopy data is potentially powerful yet also poten-
tially perilous.
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