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Sparse Signal Recovery via Exponential Metric Approximation
Jian Pan , Jun Tang, and Wei Zhu
Abstract: Sparse signal recovery problems are common in parameter estimation, image processing, pattern
recognition, and so on. The problem of recovering a sparse signal representation from a signal dictionary might
be classified as a linear constraint `0 -quasinorm minimization problem, which is thought to be a Non-deterministic
Polynomial-time (NP)-hard problem. Although several approximation methods have been developed to solve this
problem via convex relaxation, researchers find the nonconvex methods to be more efficient in solving sparse
recovery problems than convex methods. In this paper a nonconvex Exponential Metric Approximation (EMA)
method is proposed to solve the sparse signal recovery problem. Our proposed EMA method aims to minimize a
nonconvex negative exponential metric function to attain the sparse approximation and, with proper transformation,
solve the problem via Difference Convex (DC) programming. Numerical simulations show that exponential metric
function approximation yields better sparse recovery performance than other methods, and our proposed EMA-DC
method is an efficient way to recover the sparse signals that are buried in noise.
Key words: sparse recovery; exponential metric approximation; sparsity tolerance; DC optimization; signal-to-noiseratio

1

Introduction

The Compressive Sensing (CS)[1, 2] theory launched
a profound revolution in signal processing, machine
learning, and statistics over the past ten years, and
in its generalization and application, it has brought
many inspiring results that have fundamentally changed
our understanding of data sampling and storing.
In its application, many CS algorithms have been
proposed to fast solve the sparse recovery problem. The
goal of sparse recovery is to solve the following
underdetermined linear system:
y D Ax
(1)
where y 2 RM denotes the measurement vector,
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A 2 RM N is the sensing matrix, and x D Œx1 ; x2 ;
:::; xN T 2 RN refers to the original sparse signal
(namely, one vector with only a few nonzero
components) to be recovered. With regard to this
underdetermined equation, i.e., M < N , the problem is
of course ill-posed. However, if x is known to be sparse
then the problem is solvable.
To recover the sparse signal x, researchers typically
seek the sparsest signal as the optimum solution, which
is identical to solving a `0 -quasinorm minimization
problem:
argminkxk0 ; subject to y D Ax
(2)
x

where kxk0 , jfi jxi ¤ 0gj denotes the `0 -quasinorm
of x, which counts the number of nonzero elements
of x. However, adopting this method is not practical
since it is usually solved by a combinatorial search,
which is Non-deterministic Polynomial-time (NP)hard[1] . Researchers have found that under some
assumptions Problem (2) can be exactly solved by
replacing the `0 -quasinorm with the `1 -norm[3] , i.e.,
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(3)

The `1 -norm minimization Problem (3) is a convex
optimization problem that can be transformed into a
Linear Program (LP) under certain conditions, such
as the Restricted Isometry Property (RIP) condition[4] ,
whereby the optimal solution of `1 -norm minimization
is exactly equal to that of `0 -quasinorm minimization.
Another family of sparse recovery algorithms is based
on non-convex optimization, such as `p -quasinorm
(0 < p < 1) minimization[5] , i.e.,
argminkxkpp ; subject to y D Ax
(4)
x
P
`p -quasinorm (kxkpp D i jxi jp ) minimization is a
nonconvex optimization problem that can be efficiently
solved via the iterative hard thresholding algorithm[6] .
Another nonconvex method known as the iterative
reweighted least-squares[7] has also been studied.
Although these nonconvex methods have shown good
sparse recovery ability, there is plenty of room for the
study of other sparse metric functions to improve sparse
recovery performance, e. g., using fewer samples to
perform signal processing while maintaining adequate
overall performance.
The main contributions of this paper are twofold.
First, a negative exponential metric approximation
function is introduced to solve the original sparse
recovery problem by transforming the problem
into a solvable DC optimization problem via DC
programming. Second, simulation results show that
our proposed EMA sparse recovery method is with
greater sparsity tolerance than the other methods and
the proposed method is an efficient way to recover
sparse signals that buried in noise.
The rest of this paper is organized as follows. In
Section 2, a negative exponential metric function
is introduced for approximating the original sparse
recovery problem, which transforms the original
`0 optimum problem into Exponential Metric
Approximation (EMA) optimization problem. In
Section 3, some derivations are made to convert
the EMA optimization problem into a standard DC
programming problem. In Section 4, an iterative DC
algorithm is formulated to solve the EMA optimization
problem. In Section 5, numerical simulations are
completed to test the efficiency of the proposed
method. In Section 6, the conclusion is drawn.

2

Problem Formulation

In order to solve the original Problem (2), we found the

decreased exponential function is a fine metric function
to approximate the `0 -quasinorm
f˛ .t / D 1
F˛ .x/ D

N
X

e

jtj=˛

;

f˛ .xi / D N

i D1

8t 2 R
N
X

e

(5)

jxi j=˛

(6)

i D1

where ˛ 2 RC refers to some positive parameters that
control the convergence. The figure of this metric
function as well as `0 , `1=2 , and `1 are shown in
Fig. 1.
Given that
(
1; t ¤ 0I
lim f˛ .t / D sign.jt j/ D ktk0 D
(7)
0; t D 0
˛!0C
then with ˛ ! 0C ; F˛ .x/ ! kxk0 . On this basis,
we propose the following non-convex optimization
problem to approximate Problem (2):
N
X
e jxi j=˛ ;
.EMA/ argmin F˛ .x/ D N
x2RN

i D1

y D Ax
(8)
subject to
Note that this is an EMA sparse problem whose
constraint domain is convex and object function is
nonconvex. Since the object function F˛ .x/ is not
smooth at the point x D 0 then the traditional method
can not work properly, thus Problem (8) remains
difficult to be solved. After much trial and error using
many methods, we found that if the sparse signal x
is nonnegative, i.e., x 2 D , fxjxi > 0; 1 6 i 6 N g,
then Problem (8) is easy to solve by decomposing
the objective function F˛ .x/ into a difference of two
convex functions, which can be solved via Difference
of Convex functions Programming (DCP) method[8–10] .
In the next section the details of converting the EMA
model to standard DC programming are formulated.
1.4
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Fig. 1 Relationship between the negative exponential metric
fα .·/ and `0 , `1/2 , `1 when α D 0:1.
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3

Converting EMA
Programing Model

Model

to

DC

In order to make the problem of minimizing function
F˛ .x/ solvable, we utilize the nonnegative vector
property in the EMA model. Based on our analysis
in the section above, we do this by splitting the
desired variable x into its positive and negative parts.
Formally, we introduce vectors u D Œu1 ; :::; uN T ; v D
Œv1 ; :::; vN T and make the following substitutions.
Let
(
u D xC ; u 2 RN
CI
(9)
N
v D x ; v 2 RC
where (
uj , maxf0; xj g;
vi , maxf0; xi g;

81 6 j 6 N I
81 6 i 6 N:

Then, x can be rewritten as x D u v which make
Problem (8) identical to the following:
N
X
argmin F˛ .u v/ D N
e .ui Cvi /=˛ ;
u;v2RN
C

It is clear that J2  0, therefore g is also a convexity
function of .u; v/.

Lemma 1 suggests that the object function of Problem
(10) can be decomposed as F˛ .u v/ D g.u; v/
h.u; v/, which is the difference of two convex functions.
Thus it can be recast to DC programming problem as
follows:
argmin F˛ .u v/ D g.u; v/ h.u; v/;
u;v2RN
C

8
ˆ
v/I
ˆ
<y D A.u P
s.t.
h.u; v/ D N
i D1 Œe
ˆ
ˆ
:g.u; v/ D N C ku

.ui Cvi /=˛

C .ui C vi /2 I

vk2

(11)
Note that, the first constraint of Problem (11) is a 2N dim superplane, which is a convex set, so the problem
is a DC programming problem.

i D1

subject to y D A.u

v/

(10)

Therefore, we can decompose the objective function
F˛ .u; v/ into the difference of two convex functions
g.u; v/ and h.u; v/, which works due to the following
lemma.
P
2
Lemma 1 Let g.u; v/ , N C N
i D1 .ui C vi / ,
PN
.ui Cvi /=˛
h.u; v/ ,
C .ui C vi /2 , and then
i D1 Œe
functions g.u; v/ and h.u; v/ are both convex functions
N
of .u; v/, where .u; v/ 2 RN
C  RC .
Proof The convexity of functions g and h is
obvious.
x
With respect to function .x/ D e ˛ we can obtain
x
its second-order derivative  00 .x/ D ˛12 e ˛ . In the
same way we can obtain the Hesian matrix of h.u; v/
as follows:
"
#
2
@
h
B
B
J1 , r 2 h.u; v/ D
D
;
@.u; v/@.u; v/
B B

bi;j

Similarly, we can obtain the Hesian matrix of g.u; v/
as follows:
"
#
@2 g
2I 2I
2
J2 , r g.u; v/ D
D
:
@.u; v/@.u; v/
2I 2I

B D Œbi;j N N ;
(
@2 h
i , 2 C ˛12 e
,
D
@ui @uj
0;

.ui Cvi /
˛

; i D jI
i ¤ jI

where B is a diagram matrix and the eigen value of J1
is  D i , with 1 6 i 6 N and  D j D 0; N 6 j 6
2N . Since .J1 / > 0, then the matrix J1 is semipositive, so the function h.u; v/ is a convex function of
.u; v/.

4

Sparse Recovery Algorithm Based on DC
Programing

4.1

Preliminary

Definition 1 (ρ-convexity[11] ) A real-valued function
.t / defined on a convex subset S  RN is called convex if there exists some real number  which is the
largest real number that the inequality
.t1 C .1 /t2 / 6 .t1 / C .1 /.t2 /
.1 /kt1 t2 k2
holds for 8t1 ; t2 2 S; 8 2 .0; 1/.
Definition 2 (Subgradient of convex function[12, 13] )
Let f .x/ be a convex function with dom.f /  RN ,
then the set
@f .x0 / , fξ 2 RN jf .x/ f .x0 / > ξ T .x x0 /; 8xg;
is called the subgradient of function f .x/ at x0 .
Theorem 1[9, 14, 15] Assume a nonconvex function
f .x/ defined on S  RN with S is a convex set, and f
can be decomposed as f D g h with g and h are both
convex functions. If .g/; .h/ > 0, then as k ! 1 the
problem
8
<xkC1 D argminfg.x/ Œh.xk / C ξ T .x xk /g;
k

x2S

:ξ 2 @h.x /;
k
k
is convergent to minimum of problem
x D argminff .x/g:
x2S
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Note that, in order to test whether the optimization
Problem (11) meets the requirements of Theorem 1, the
weak -convex coefficients of both g and h should be
calculated. In fact we have the following lemma to
guarantee that Theorem 1 is applicable to Problem (11).
P
Lemma 2 The functions g.u; v/ D N
i D1 .ui C
PN
2
.ui Cvi /=˛
vi / and h.u; v/ , i D1 Œe
C .ui C vi /2 
are both -convex function with .g/ D 2 and .h/ D
1
2 C 2.
2˛
t
Proof Let '.t / , t 2 C e ˛ , and then it is easy to
1
t
achieve ' 00 .t/ D 2 C 2 e ˛ , which is the second-order
˛
differential of '. Then, according to Proposition 4.8
1
from Ref. [11], it can be derived that .h/ D 2 C 2 .
2˛
With the same method, it can be obtained .g/ D 2. 
Note that, the decomposition method here differs
from that in Ref. [8], in which the authors used g.u;
v/ D u C v to perform decomposition. However, that
method does not satisfy the requirements of Theorem 1,
since .g/ D 0.
Lemma 2 suggests that the optimization Problem
(11) meets all the requirements of the subgradient
convergence in Theorem 1, and can thus be solved via
DC programming. Therefore, Problem (11) is identical
to the following iterative problem as k ! 1,
.ukC1 ; vkC1 / D argminfg.u; v/ h.uk ; vk /
.u;v/2S

.ξkT u C ηkT v/g;

ξk 2 @hu .uk /; ηk 2 @hv .vk /;
8
PN
.ui Cvi /=˛
ˆ
C .ui C vi /2 ;
ˆ
<h.u; v/ D i D1 Œe
s.t. g.u; v/ D N C ku vk2 ;
ˆ
ˆ
:S , f.u; v/ 2 RN  RN j y D A.u v/g
C
C
(12)
To obtain this objective function, we still have to
calculate the subgradients of h, i.e., ξk and ηk , which
is easy to obtain according to Theorem 2, as follows.
Theorem 2 (Theorem from Refs. [13,16]) Suppose
h.s/ W S ! R is a convex function with S , dom.h/ 
RN , if h is differentiable at s0 , then the subgradient of
function h is identical to its derivative, i.e.,
dh ˇˇ
@h.s0 / D fh0 .s0 /g D
(13)
ˇ
ds sDs0
4.2

DC programming
recovery

algorithm

for

sparse

According to the iterative convergence Problem (12)
and Theorem 2, let

107

8
/ T
ˆ
u D Œu.1/
; u.2/
; :::; u.N
 ;
ˆ
k
k
k
ˆ k
ˆ
<v D Œv .1/ ; v .2/ ; :::; v .N / T ;
k
k
k
k
.1/ .2/
.N / T
ˆ
ξ
D
Œ
;

;
:::;

 ;
ˆ
k
k
k
k
ˆ
ˆ
:
.1/ .2/
.N / T
ηk D Œk ; k ; :::; vk  :
Then, we can obtain
/
/
k.i / D .i
D 2.u.i
C vk.i / /
k
k

1 1 .u.i/ Cv.i/ /
e ˛ k k ;
˛
81 6 i 6 N
(14)

Let ' D h;  D g N , since the optimization
Problem (12) is invariant by reducing the elements
independent from variable .u; v/, then the optimization
Problem (11) can be converted to
.ukC1 ; vkC1 / D argminf.u; v/ .ξkT u C ηkT v/g;
x2S
1 1 .u.i/ Cv.i/ /
/
e ˛ k k ;
ξk D ηk D 2.u.i
C vk.i / /
k
˛
8
P
N
.ui Cvi /=˛
ˆ
C .ui C vi /2 ;
ˆ
<'.u; v/ D i D1 Œe
2
s.t.

.u; v/ D ku C vk ;
ˆ
ˆ
:S , f.u; v/ 2 RN  RN j y D A.u
C
C

v/g

(15)
Therefore, the EMA sparse recovery Problem (8)
can be solved. Then the sparse recovery algorithm via
DC Programming can be summarized in Algorithm 1,
which is named as EMA-DC method. In this algorithm,
k refers to the iteration index, " > 0 refers to the error
tolerance factor, and ˛ is a small positive number, as is
defined in Eq. (5) above.
Note that: (1) The optimization step (line 3) in the
algorithm is an iterative reweighted `2
`1 convex
programming problem that can be efficiently solved by
the CVX package[17] . Based on this algorithm, it can be
obtained that xO , uO vO is the solution of optimization
Problem (8).
(2) Although Algorithm 1 is derived from noiseless
observation Formula (1), it is also applicable to noisy
models:
y D Ax C n; s.t. knk2 6  2
(16)
Algorithm 1

DC algorithm for EMA model

Require: initial value u0 D v0 D 0 2 RN ; k D 0 and " > 0
1: repeat
1 1 .u.i / Cv.i / /
.i/
k
2:
wk.i/ D 2.u.i/
e ˛ k
;1 6 i 6 N
k C vk /
˛
T
2
3:
.ukC1 ; vkC1 / D argminŒku C vk
wk .u C v/
.u;v/2S

where S is defined as in Formula (15)
k
kC1
until kukC1 uk vkC1 C vk k < "
Ensure: uO D uk ; vO D vk
4:

5:
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Since the Constraint Domain (17) is a convex set of
.u; v/, then Algorithm 1 is applicable to Formula (16).

5

Experimental Results

In this section, plenty of simulations are conducted to
test the efficiency of the proposed method, and the
performance of the proposed method are examined.
For all these simulations, the sparsity of signal x is
defined as K, which counts the number of all nonzero
P
components of x, i.e., K , kxk0 D N
i D1 sign.jxi j/,
these nonzero components satisfy the zero-mean
Gaussian distribution and are randomly chosen among
all possible locations. The components of A are
independent identically distributed Gaussian variables
with a zero mean and variance 1=M . These simulation
results are obtained from the average of 1000
independent trails.
5.1

Noiseless case

In this case, where  2 D 0, the recovery is considered
to be exact if the energy of the difference between
the reconstructed signal xO and the original signal x is
smaller than 10 4 , that is kOx xk2 < 10 4 .
In the first experiment, in order to test the relationship
between parameter ˛, which affects the value of
exponential metric function F˛ .x/ in Eq. (11), and the
sparse recovery performance of our proposed EMA-DC
method, different values of ˛ are chosen to conduct
the simulations. The dimension of sensing matrix
A are chosen with typical value in two cases, i.e.,
M D 128, N D 512 and M D 200, N D 1000. It can
be seen from Fig. 2 that the smaller the value of ˛ is,
the greater the sparsity of the signal that can be exactly
recovered by our proposed EMA-DC method is. This
result agrees with the analysis we made in Eq. (7).
Meanwhile, it can be seen if ˛ < 0:12, the recovery
performance with respect to different ˛ values has few
discrepancies.
In the second experiment, the recovery results
of our proposed method are compared with other
sparse recovery methods, including `1=2 -quasinorm
recovery[6] , `1 -norm recovery, Orthogonal Matched
Pursuit (OMP)[18] method, and Iterative Reweighted
Least Squares (IRLS)[7] method. For this purpose,
the parameter ˛ is chosen to be ˛ D 0:1 which is

1.0
α=0.50
α=0.25
α=0.12
α=0.06
α=0.01

0.8
Successful recover rate

where n is the observed noise, with its energy
constrained by  2 . In this case, one simply changes
the constraint domain of Algorithm 1 as follows:
N
2
2
S , f.u; v/ 2 RN
C RC j ky A.u v/k 6  g (17)
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Fig. 2 The successful recovery rate of different α versus
sparsity K.

a typical value based on the results of the first
experiment. The dimension of sensing matrix A is
chosen corresponding to those in the first experiment.
As the simulation results shown in Fig. 3, we can see
that the proposed EMA-DC method outperforms the
other methods with respect to sparsity tolerance. That
is, the proposed method is able to exactly recovery the
original sparse signal with more nonzero components in
x than the other methods can.
Although it is difficult to give an elaborate proof
of why our proposed EMA-DC method has better
sparsity tolerance than other methods, it can be partly
explained by the action of the objective functions of
these methods. The objective function of the EMA-DC
method consists negative exponential metric function
f˛ ./, which generates less error in approximating the
`0 -quasinorm than the other methods, which can be
seen from Fig. 1.
The time consumed by the EMA-DC method in
solving the sparse recovery problem as compared
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1.0

Successful recover rate

Table 1 Time consumption of our proposed and other
(s)
methods when M=128, N=512.

EMA-DC
α=0.50
IRLS
α=0.25
1/2
α=0.12
OMP
α=0.06
1
α=0.01
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5
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EMA-DC
3.315
3.328
3.310
3.355
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3.355
3.338
3.326
3.327
3.315

IRLS
2.000
1.973
1.995
2.015
1.960
2.030
2.009
1.985
2.000
2.011

`1=2
1.712
1.720
1.743
1.702
1.691
1.696
1.733
1.741
1.711
1.719

OMP
0.002
0.003
0.004
0.006
0.008
0.010
0.012
0.014
0.016
0.019

`1
0.565
0.587
0.541
0.584
0.508
0.540
0.557
0.528
0.530
0.540

Table 2 Time consumption of our proposed and other
(s)
methods when M=200, N=1000.
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0.022
0.026
0.030
0.034
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0.051
0.055
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3.117
3.449
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3.296
3.343
3.343
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Fig. 3 The successful recovery rate of different methods
versus sparsity K.

with `1 ; `1=2 , IRLS, and OMP methods, is shown in
Tables 1 and 2, which correspond to Figs. 2a and 2b,
respectively. Each of these methods is evaluated 100
times on a PC (Intel Core i5-2500, 3.3 GHz). It can be
seen from Tables 1 and 2, the change in the sparsity
of signal x has little effect on the time consumption
of any of these methods except for the OMP method,
and if we increase the dimensions of signal x, the time
consumed by all the methods is greatly increased. The
time consumption of our proposed EMA-DC method is
more than other methods, i.e., the speed of our proposed
EMA-DC method is slower than other methods. This is
because the EMA-DC algorithm as proposed in Section
4.2, contains an inner optimization subproblem in each
loop that are solved via CVX package[17] , then the total
computation time is approximatly the time consumed
by `1 method multiplied by the number of loops in
EMA-DC algorithm. In future work, we will work to
improve this algorithm to reduce the computational cost

of our proposed EMA-DC method.
5.2

Noisy case

In this case, in order to demonstrate the proposed EMADC method’s ability to recover a sparse signal buried in
weak noise, the noise vector n is chosen from a zeromean identically independent Gaussian distribution,
i.e., n  N .0;  2 I /. The error between reconstructed
signal xO and the original sparse signal x is evaluated by
the Normalized Mean Square Error .NMSE/, which is
 kOx xk2 
defined as NMSE , E
. And the Signal-tokxk2
1
Noise-Ratio (SNR) is defined as SNR , 2 kAxk2 .

In the third experiment, the dimensions of sensing
matrix A are chosen with typical value in the two cases
M D 128, N D 512 and M D 200, N D 1000. And ˛
is chosen as typical value ˛ D 0:1. Then the NMSE
property of different values of K versus SNR is shown
in Fig. 4. It can be seen from Fig.4a that with an
increase in the SNR level, the NMSE of recovery results
gradually decreases to 0 when the sparsity K 6 30.
Whereas if K > 40, there is an fixed error that cannot
be diminished even if the SNR increases to a very
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on improving Algorithm 1 to reduce the computational
cost of our proposed EMA-DC method.
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