We propose a methodology for evaluation of agreement between two methods of measuring a continuous variable whose variability changes with magnitude. This problem routinely arises in method comparison studies that are common in health-related disciplines. Assuming replicated measurements, our approach is to first model the data using a heteroscedastic mixed-effects model, wherein a suitably defined true measurement serves as the variance covariate. Fitting this model poses some computational difficulties as the likelihood function is not available in a closed form. We deal with this issue by suggesting four estimation methods to get approximate maximum likelihood estimates. Two of these methods are based on numerical approximation of the likelihood and the other two are based on approximation of the model. Next, we extend the existing agreement evaluation methodology designed for homoscedastic data to work under the proposed heteroscedastic model. This methodology can be used with any scalar measure of agreement. Simulations show that the suggested inference procedures generally work well for moderately large samples. They are illustrated by analyzing a data set of cholesterol measurements.
Introduction
Hundreds of method comparison studies are published each year in health-related fields such as medicine, biomedical engineering, medical imaging, nutrition and clinical chemistry. These studies compare a new cheaper, simpler or less invasive method of measuring a continuous variable with an established method to see if they have sufficient agreement for interchangeable use. The methods may be assays, clinical observers, medical devices, etc. The variable of interest typically has some clinical importance, e.g., concentration of a chemical, blood pressure, cholesterol level, etc. Each subject in the study is measured at least once by every method. The statistical methodology for evaluation of agreement in such studies is well developed for the case when the variability of measurement remains constant over the entire measurement range. Reviews of the literature on this topic can be found in [1] [2] [3] [4] .
This methodology generally consists of two steps. The first step is to model the method comparison data. It is common to use a mixed-effects model [5] assuming normality for both random effects and errors, and with variances that may depend on the method but remain constant over the measurement range [6] [7] [8] [9] [10] [11] . The second step is to evaluate agreement between the methods by performing inference on one or more measures of agreement that quantify how well the methods agree. Essentially good agreement between two methods means small differences in their measurements. The agreement measures are appropriate functions of parameters of the model fitted in the first step. A number of such measures are available in the literature, see [1] for a detailed review.
In practice, the error variances of the methods often depend on the magnitude of measurement [12] [13] [14] , violating the homoscedasticity assumption of the model. A real example of this is the cholesterol data from [15] . These data come from a trial involving 100 subjects in which serum cholesterol (mg/dl) is measured ten times using each of two assays -Cobas Bio (method 1) and Ekatachem 700 (method 2). The first assay is a Centers for Disease Control standardized method serving as a reference, whereas the second assay is a routine laboratory analyzer serving as a test method. The design of these data is balanced and there is a total of 100 × 2 × 10 = 2000 observations. We are interested in quantifying the extent of agreement between the two assays to see if they can be used interchangeably. Figure 1 shows a trellis plot of the data. Although there is considerable overlap between the two assays, the Ektachem measurements tend to be larger and have higher within-subject variation than the Cobas Bio measurements. Moreover, for both assays, this variation seems to increase with the magnitude of measurement but it remains substantially lower than the between-subject variation. There is also evidence of assay × subject interaction. Initially we fit the usual homoscedastic mixed-effects model -to be presented in Section 2.1 -to these data via maximum likelihood (ML) using the nlme package [16] in R [17] . Figure 2 shows the resulting residual plot for each assay. The fan-shaped pattern in both plots confirms that the error variation of each assay increases with the magnitude of measurement.
Unlike the homoscedastic case, the extent of agreement in the heteroscedastic case is not constant because it depends on the magnitude of measurement. Thus, if this heteroscedasticity is not taken into account at the data modeling stage, the subsequent agreement evaluation could be misleading as it would mistakenly treat the agreement measure to be a constant. It may be possible to remove the heteroscedasticity by a variance stabilizing transformation of data [13, 14] , but a transformation is not always successful. Besides, a transformation other than log is generally not recommended in method comparison studies because the differences of the transformed measurements may be difficult to interpret [13] .
The goal of this article is to develop a methodology for agreement evaluation when the error variances of the two methods change with magnitude of measurement. Instead of removing the heteroscedasticity altogether, we explicitly model it in the data modeling step using a suitably defined true measurement as the variance covariate [5, ch. 5] . Such a model is a heteroscedastic mixed-effects model [5, 18] . We then generalize the agreement evaluation methodology designed for homoscedastic data to work under this heteroscedastic model. This methodology can be used with any scalar measure of agreement currently available in the literature. We assume that the measurements are replicated, i.e., each subject in the study is measured more than once by every method under identical conditions. However, the design of the study need not be balanced.
Note that the true measurement in method comparison studies, and hence our variance covariate, is an unobservable random quantity. This contrasts with variance covariates in heteroscedastic regression models [19] wherein they are possibly unknown but non-random quantities. Further, our approach differs from [20] which models differences in unreplicated measurements from two methods. Here we model all data, not just the differences.
This article is organized as follows. In Section 2, we describe a heteroscedastic mixedeffects model for method comparison data and discuss its fitting. We also provide tests for heteroscedasticity in this section. In Section 3, we use simulation to examine properties of the proposed estimation and testing procedures. In Section 4, we extend the existing agreement evaluation methodology developed for homoscedastic models to work with the heteroscedastic model. In Section 5, we illustrate the methodology by analyzing the cholesterol data introduced earlier in this section. We conclude in Section 6 with a discussion. The statistical software R [17] has been used for all the computations in this article.
A heteroscedastic model for method comparison data
Consider a method comparison data set consisting of Y ijk , k = 1, . . . , n ij (≥ 2), j = 1, 2, i = 1, . . . , m, where Y ijk is the kth replicate measurement by the jth method on the ith subject.
Here m is the number of subjects in the study and n ij is the number of measurements from the jth method on the ith subject. Let n i = n i1 + n i2 be the total number of measurements on the ith subject. It is assumed that the multiple measurements on a subject made by the same method are replications of the same true underlying measurement. Moreover, the replicates from the two methods are not paired in that their time ordering is immaterial.
Let Y ij be a n ij × 1 vector of measurements (Y ij1 , . . . , Y ijn ij ) on the ith subject from the jth method. Also let Y ij = n ij k=1 Y ijk /n ij be the sample mean of these measurements.
) denotes all the data on ith subject, and the 2 × 1 vector
) denotes the vector of the sample means. All vectors in this article are column vectors unless specified otherwise. The vectors and matrices are bold-faced. The transpose of a vector or matrix A is denoted as A T . We will use θ to denote the vector of all unknown model parameters. We will also use f θ (y 1 , y 2 ) for joint probability density function of (Y 1 , Y 2 ), and f θ (y 1 |y 2 ) for conditional probability density function of Y 1 |Y 2 = y 2 .
A common homoscedastic mixed-effects model
It is common to assume that the method comparison data follow the mixed-effects model:
where β j is the fixed mean of the jth method, b ij is the random effect of the ith subject on the jth method and e ijk is the within-subject random error. Let
vector of random effects of the ith subject. It is assumed that the errors and the random effects follow mutually independent normal distributions,
where Ψ is a 2 × 2 positive definite matrix with ψ 2 1 and ψ 2 2 as diagonal elements, ψ 12 as the off-diagonal element, and ρ = ψ 12 /(ψ 1 ψ 2 ) as the correlation. This homoscedastic model has been used in several articles, including [8, 11, 21] .
Let µ ij = β j + b ij be the conditional mean, E(Y ijk |b i ). It represents the unobservable "true" (i.e., error-free) measurement of the jth method on the ith subject under model (1).
The true measurements of the methods may be unequal due to the method × subject interaction and a difference in the means. Next, let β = (β 1 , β 2 ) be the 2 × 1 vector of the fixed means and µ i = (µ i1 , µ i2 ) = β + b i be the 2 × 1 vector of the true values.
The proposed heteroscedastic mixed-effects model
Let v be a variance covariate and v i be its value for the ith subject. To model the error variation as a function of the magnitude of measurement, we would like v to be the true measurement. But the absolute truth is not available in method comparison studies. Therefore, as in [14] , one practical alternative is to take v i = µ i1 if one of the methods in the comparison, say, method 1, is an established standard method serving as a reference, oth-
, and is an unobservable random quantity serving as a proxy for the true measurement. We model the variability of errors in (1) as
allowing each method to have its own variance function of the common covariate v. With the additional assumption of normality, the proposed heteroscedastic mixed-effects model for method comparison data is model (1) where
The homoscedastic model of Section 2.1 is a special case of this model when δ 1 = δ 2 = 0.
Note that, unlike the homoscedastic case, the random effects and errors in (4) are not independent because the error variance function involves b i through µ i in v i .
Next, let 1 n denote a n × 1 vector of ones. Define X i and Z i as n i × 2 design matrices
Also define Σ ij (v i ) as a n ij × n ij diagonal matrix and Σ i (v i ) as a n i × n i diagonal matrix,
We can now write the proposed heteroscedastic model in the matrix form as
with e i as the n i × 1 error vector. A hierarchical representation of this model is as follows:
Here the model parameter vector θ consists of β, the elements in the upper triangle of Ψ, and σ The marginal density of Y i under this model can be expressed as
where we have used the conditional independence of Y i1 and Y i2 given b i to write f θ (y i |b i ) =
The densities involved in this two-dimensional integral are those of normal distributions and can be obtained from (6) . The situation is somewhat simpler when v i depends only on µ i1 , as may be the case when there is a reference method in the comparison. In this case, Proposition 1 in Appendix shows that b i2 can be explicitly integrated out to get the one-dimensional integral
where the densities involved are those of normal distributions given in (A.2).
Unfortunately the marginal density f θ (y i ), given by either (7) or (8), and hence the likelihood function,
is 
Model fitting
The lack of a closed-form for the likelihood function causes difficulty in model fitting. We next discuss two approaches to deal with it -one computes the likelihood by numerically evaluating the integrals in (7) and (8), and the other approximates the model (5) so that the corresponding likelihood function is available in a closed-form. In either case, the model is fit by maximizing the resulting approximate likelihood function with respect to θ to get θ as an approximate ML estimator of θ.
Approach 1: Numerical computation of likelihood
To treat the integrals in (7) and (8) in a unified manner, consider computing the integral and the integral equals (8) . Letû i be a minimizer of the negative log-density,
A simple method for computing the integral is Laplace approximation [23] , which gives
We refer to this method as the "LA-L" (likelihood approximation-Laplace) method. Another alternative is a Gauss-Hermite quadrature method [23] . To describe it, let z 1 , . . . , z M be the nodes and w 1 , . . . , w M be the associated weights for one-dimensional quadrature with kernel exp(−z 2 ). The nodes are roots of the M th degree Hermite polynomial. The quadrature
greater accuracy of approximation, these nodes need to be centered and scaled [24, 25] as
The approximated integral in this case is [26] 
We refer to this method as the "LA-Q" (likelihood approximation-quadrature) method.
Note that the Laplace approximation is a special case of the quadrature method when M = 1. In this case, the sole node z 1 = 0 has weight w 1 = π 1/2 , implying a i,r =û i , and (10) reduces to (9) . Both the accuracy of the quadrature method and its computational burden increase with M . Thus, the LA-Q method with M > 1 is not only more accurate but also more computationally demanding than the LA-L method. In practice, 20-30 nodes generally provide acceptable accuracy for the quadrature method. Also, the arguments in [27] can be used to show that the accuracy of the LA-L method tends to increase as n i , the number of measurements on ith subject, increases. In either case, the resulting approximate likelihood function can be numerically maximized, e.g., using the optim function in R, to getθ.
Approach 2: Model approximation
This approach follows [18, ch. 6 ] and approximates the model (5) by replacing the unobservable true value µ i in the variance function (3) with an observable quantity,
This µ * i is expected to be close to µ i but is free of b i and is held fixed during model fitting.
It leads to v * i = h(µ * i ) as the approximate variance covariate and
as the approximate variance function. By analogy with (5), this approximate heteroscedastic mixed-effects model can be written as
i = 1, . . . , m. In this formulation, b i and e i are independent, and marginally
We now discuss two natural choices for µ * i and the fitting of the resulting model (12) .
The first is a standard choice recommended by [5, ch. 5] and [18, ch. 6] . It takes the best linear unbiased predictor (BLUP) of µ i under (12) as µ * i , which can be written as Any existing software for fitting mixed-effects models can be used for the maximization step and the estimates from the homoscedastic fit can be used as the starting point θ (1) .
The convergence, although not guaranteed, can be monitored by examining the maximum relative change in components of θ or the relative change in likelihood in two successive iterations. Nevertheless, in practice, one does not need to wait till convergence because, as in heteroscedastic regression models [19] , 2-3 iterations are generally enough to get a good estimate of θ. The model fit in the last iteration is used for all subsequent inference. We refer to this estimation method as the "MA-B" (model approximation-BLUP) method.
The second choice for µ * i is to take µ * i = Y i , the vector of sample means. In this case, the model (12), with µ * i held fixed, can be fit via ML using any mixed-effects models software. We refer to this method as the "MA-M" (model approximation-mean) method. Needless to say, the model fitting in this case is much simpler than before. Note that both choices for µ * i -
When θ is known, µ i,blup is obviously a better predictor than Y i due to its optimality property. But the optimality is not guaranteed when θ is estimated.
Inference on model parameters
The previous section discussed four methods for computing approximate ML estimatorθ of θ. For further inference, we proceed as in nonlinear mixed-effects models [18, ch. 6 ] and generalized linear mixed-effects models [22, ch. 4-6] by essentially ignoring the fact that we are working with either the approximate likelihood or the approximate model. Thus, regardless of the estimation method used, when m is large, we can approximate the distribution ofθ by a normal distribution with mean θ and variance I(θ) −1 , where
is the observed information matrix. Note that L(θ) here denotes the likelihood function actually maximized to getθ. The theoretical justification for this result is easiest to give in case of quadrature approximation (10) of likelihood. When the number of nodes M is large, the error in approximation of the integral can be effectively ignored, and the asymptotic normality follows from the standard large sample theory of ML estimators [29] . One can get this result for Laplace approximation (9) of likelihood as well by adapting [27] assuming that min m i=1 {n i } is also large in addition to m.
The approximate normality ofθ can be used in the usual manner for likelihood-based inference on θ. The derivatives needed for I can be computed numerically, e.g., using the numDeriv package [30] in R. In applications, we are particularly interested in testing the null hypothesis of homoscedasticity, H 0 :
We can use either a likelihood ratio test or a score test for this purpose. The likelihood ratio statistic is twice the difference in the negative log-likelihoods of the "full" heteroscedastic model and the "reduced" homoscedastic model, which assumes H 0 to be true. To define the score statistic, let
be the score function. Write θ = (θ 1 , θ 2 ), where coverage probability for an interval estimator, and type I error probability for a test.
The data are simulated on m = 50 subjects from the true model (5) using a balanced design with n ij = 2 and 3 replications per method. The power model, g j (v, δ j ) = |v| δ j , j = 1, 2, with v as the true value of method 1, is used as the variance function model.
We let δ 1 = δ 2 = δ in the simulations. Table 1 summarizes the actual parameter values that we use, which are motivated by the estimates for the cholesterol data in Section 5.
They encompass a variety of scenarios we have seen in applications, including measurement methods with characteristics that range from "quite different" to "very similar" and a level of heteroscedasticity that ranges from "none" to "quite substantial." Besides the error variances here are kept small in relation to the between-subject variance as this is normally the case in method comparison studies.
After simulating a data set, we compute point and interval estimates of model parameters and carry out the test of homoscedasticity using all four fitting methods. The density given
by (8) There is also evidence that the LA-Q estimators may be slightly superior to the other three in terms of MSE, especially for (β 1 , β 2 ). But on the whole, there is little practical difference in the accuracies of the four estimators. Table 4 shows estimated coverage probabilities of 95% confidence intervals computed using the four fitting methods. The entries for MA-M and MA-B methods are practically the same and they can be considered reasonably close to 95%. However, the same cannot be said for the LA-L and LA-Q methods; most entries are quite less than 95% and some even fall below 90%. This comparison shows that the methods based on model approximation are superior to those based on likelihood approximation for constructing confidence intervals. well, but they may be a bit liberal. We also examined the normal quantile-quantile plots of parameter estimates from all four methods (not presented here) and found no obvious departure from normality in any case.
Overall, these results suggest that the two estimation methods based on model approximation are equally accurate and they lead to confidence intervals and tests that have reasonably good performance with m = 50 subjects. While in some instances, the MSE's of these estimators may be slightly greater than those based on likelihood approximation, the differences are not large enough to be practically important. Besides the former methods tend to produce more accurate confidence intervals than the latter methods. Next, recall that the methods based on model approximation are easier to implement than those based on likelihood approximation. In particular, the MA-M method is easiest to apply; it can be implemented using any software for fitting mixed-effects models. Thus, there appears little reason to prefer any other method over the MA-M method.
Upon repeating the simulations with m = 30 subjects, we see that the findings regarding relative merits of the estimation methods continue to hold, but the tests and confidence interval became somewhat less accurate. In particular, the coverage probabilities of 95% intervals are about 93-94% and the type I error probabilities of 5% level likelihood ratio test of homoscedasticity is about 6-7%. Thus, it appears that data from about 50 subjects are necessary for the tests and confidence intervals to be reasonably accurate. The number of replications, provided it is at least two, does not have a noteworthy effect on this accuracy.
Evaluation of agreement under the heteroscedastic model
In this section, we discuss how to evaluate agreement in two measurement methods assuming the heteroscedastic model (5) for the method comparison data. We proceed as in [11, 21] to adapt the methodology developed assuming a homoscedastic model.
Let (Ỹ 1 ,Ỹ 2 ) denote the paired measurements by the two methods on a randomly selected subject from the population. We can think of (Ỹ 1 ,Ỹ 2 ) as a "typical" measurement pair.
Under (5), the marginal distribution of (Ỹ 1 ,Ỹ 2 ) for a fixed (known) value v 0 of the variance covariate v is,
where V 0 is the range of values of v 0 of interest. In practice, V 0 can be taken as the observed measurement range.
Inference on an agreement measure
Let φ denote any scalar measure of agreement between the two methods [1, 2] . This φ is approximately normal with mean θ and variance I(θ) −1 , it follows from the delta method
G(v 0 ) = ∂a(θ, v 0 )/∂θ| θ=θ denoting the gradient vector. The derivative needed here can be obtained in a closed-form (see, e.g., [11] ) or it also be computed numerically. This result can be used for inference on the agreement measure φ.
In particular, if φ is such that small values for it imply good agreement, we can compute an approximate 100(1 − α)% pointwise upper confidence band for φ(v 0 ) as:
where z α is the αth quantile of a N 1 (0, 1) distribution. Similarly, if φ is such that large values for it imply good agreement, we can compute an approximate 100(1 − α)% pointwise lower confidence band for φ(v 0 ) as:
These one-sided confidence bands can be used to find subsets of the measurement range, if any, where the methods have sufficient agreement for interchangeable use. To improve finite sample accuracy, these bands may be computed after applying a suitable normalizing transformation to φ and transforming the results back to the original scale. In absence of heteroscedasticity, this methodology reduces to the one considered in [21] for two methods.
Heteroscedastic versions of two common agreement measures
The heteroscedastic version of any agreement measure φ can be obtained by using the distribution (13) in its definition. Below we provide expressions for two popular measures, concordance correlation coefficient [CCC; 32] and total deviation index [TDI; [33] [34] [35] [36] .
The CCC measure, introduced by [32] , is defined as
.
It lies between -1 and +1 and a large value for it implies good agreement. Its heteroscedastic version is obtained by using (13) for the moments of (Ỹ 1 ,Ỹ 2 ), leading to
Next, the TDI measure, introduced by [33] , is based on the differenceD =Ỹ 1 −Ỹ 2 . It is defined as the p 0 th percentile of |D| for a given large probability p 0 . For normally distributed D, it can be expressed as
where χ 2 1 (p 0 , ∆) is the p 0 th quantile of a chi-square distribution with one degree of freedom and non-centrality parameter ∆. This measure is non-negative and a small value for it indicates good agreement. To define its heteroscedastic version, note from (13) that for a
Therefore,
The inference on these measures proceeds as described in the previous subsection. For greater accuracy, it is common to use the Fisher's z-transformation of CCC and the log transformation of TDI [34] . The other measures in [1] can be handled in a similar manner.
Analysis of cholesterol data
We now return to the cholesterol data introduced in Section 1 where we saw a clear evidence of magnitude-dependent heteroscedasticity. Our first task is to find an adequate model for these data. Since here the Cobas Bio assay (method 1) serves as a reference method, we take its true measurement µ i1 as the variance covariate v i . Further, on the basis of a preliminary analysis of residuals in Figure 2 , we take the power model, g j (v, δ j ) = |v| δ j , j = 1, 2, as the variance function model for the assays. The heteroscedastic model (5) is fit using all four estimation methods described in Section 2. Table 6 presents the resulting estimates and their standard errors for the nine model parameters. Remarkably both likelihood approximation methods and both model approximation methods produce identical results when rounded to two decimal places. Further, there is no substantive difference in the two sets of estimates. This is not surprising given the findings of the simulation study. Therefore, hereafter we present results only for the MA-M method, which is the simplest one to implement.
The p-values for both the likelihood ratio test and the score test of homoscedasticity is practically zero, confirming that the error variances are nonconstant. Figure 3 shows residual plots for the fitted heteroscedastic model. As there is no discernible pattern in these plots, we can conclude that the proposed model fits well to the data.
Our next task is to use the fitted model to evaluate agreement between the two assays over the observed measurement range of 45 mg/dl to 370 mg/dl. The estimates in Table 6 confirm that the Ektachem measurements have a larger mean and a larger error variation compared to Cobas Bio. Their between-subject variations, however, are quite comparable. Upon using these estimates in (13), we can see that the error standard deviation increases monotonically We see that the lower confidence bound for CCC decreases and the upper confidence bound for TDI increases as the cholesterol level increases. Thus, in an absolute sense, the extent of agreement between the assays becomes progressively worse, albeit only by a small amount, with increasing magnitude. The CCC lower bounds are quite close to one, suggesting excellent agreement between the assays over the entire measurement range. But this conclusion is misleading because the between-subject variation in these data is much greater than the within-subject variation (see Figure 1) , guaranteeing a large CCC regardless of the true extent of agreement. This drawback of CCC is well-known in the literature [37, 38] .
A better picture of agreement is given by the TDI whose upper bound increases from 17 to 19.5 mg/dl as the cholesterol level increases from 45 to 370 mg/dl. The value of 17, e.g.,
shows that 90% of differences in measurements from the assays fall within ±17 when the true value is 45. Such a difference is unacceptably large relative to the true value. On the other hand, a difference as large as ±19. We also repeat the analysis based on heteroscedastic model after subtracting 5.5 from Ektachem measurements so that the two assays have comparable means. The TDI bounds now range between 12 to 15, showing improvement in the extent of agreement. These conclusions remain unchanged when the analysis is repeated by taking the average true measurement, i.e., v i = (µ i1 + µ i2 )/2, as the variance covariate.
Discussion
In this article, we use a basic heteroscedastic mixed-effects model for modeling method comparison data that allows the variability of measurements to depend on the magnitude.
The fitted model is then used to develop a methodology for agreement evaluation in two measurement methods. Our approach is flexible in that it can accommodate balanced or unbalanced data designs and it works with any scalar measure of agreement. It can also be extended to handle more than two measurement methods and incorporate covariates in a straightforward manner by following [11, 21] .
A potential limitation of our approach is the assumption that the measurements are replicated. Although it is a good idea to have replications [11, 13] , it is common in applications to have only unreplicated data. In principle, our methodology can be applied to unreplicated data as well by suitably modifying the model, but it often does not work in practice because there may not be enough information in the data to estimate all model parameters.
It may be possible to deal with this issue by fitting the model using a Bayesian approach with informative prior distributions, but further research is needed for this investigation.
matrix of ones. Then, the marginal density of
where
Proof. We can write the joint density of (
From conditional independence, the first term on the right is
Next, under the assumptions, v i is free of
Therefore, the joint density in (A.3) can be written as
Integrating out b i2 from this density gives the expression in (A.1). Now it just remains to identify the distributions in (A.2). The normal distributions of Y i1 |b i1 and b i1 follow directly from the hierarchical representation (6) . Also from this representation,
Since b i2 appears linearly in the mean of Y i2 |(b i1 , b i2 ) and its variance is free of b i2 , we can marginalize over b i2 to see that Y i2 |b i1 has a normal distribution with
This establishes the result. homoscedastic model, δ = 0 (1, 2) (1, 1.25) (1,1) heteroscedastic model, δ ∈ {0.9, 1, 1.1} (-9, -8) (-9, -8.75) (-9, -9) Table 3 : Estimated biases and MSE's of estimators computed using four model fitting methods when δ = 1.1. 
