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Abstract. We introduce and analyse a few examples of massless higher spin theories in
Minkowski spacetime. They are defined in terms of master fields, i.e. fields defined in the
whole phase space. More specifically we introduce the HS YM-like theories in any dimension
and HS CS-like ones in any odd dimension, in both Abelian and non-Abelian cases. These
theories are invariant under gauge transformations that include ordinary gauge transformations,
diffeomorphisms and HS gauge transformations. They are not at first sight invariant under
local Lorentz transformations, but we show how this invariance can be recovered.We explicitly
write down the actions, the eom’s as well as the (infinite many) conservation laws in both HS
YM and HS CS cases. Then we focus in particular on the HS YM models, we illustrate their
L∞ structure and perform their BRST quantization. We also introduce HS scalar and fermion
master fields and show that the Higgs mechanism can be realized also in the case of HS YM
theories. Next we start the discussion of the perturbative approach to quantization by means of
Feynman diagrams. We show that the dependence on the conjugate momentum can be absorbed
in a redefinition of the component fields, the coupling and the coordinates. In such a new frozen
momentum framework, we argue that only physical states propagate in physical amplitudes and
carry out a sample calculation. Finally we show that these theories do not respect a few basic
hypotheses on which the no-go theorems on massless HS particles in flat background rely.
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1 Introduction
It is accepted nowadays that higher spin (HS) theories in dimension larger than 2, except for
3d examples, must involve an infinite number of (local) fields (for HS theories, see [1]). This
characteristic, which was seen in the past as unattractive (to say the least), may actually be
an inevitable feature of any theory with the ambition of unifying all the forces of nature. It is
not yet clear why this is so, but there exist several hints in this direction. First and foremost
(super)string theory, which is still the most authoritative example, has this feature. But also
the AdS/CFT correspondence has shown that we may well limit ourselves to a (conformal or
quasi-conformal) field theory on the boundary of AdS, but if we wish to resolve its singularities
we had better consider the dual theory, which is a (super)string theory (and, so, has infinite
many fields). Other arguments suggest that, when gravity is involved, infinite many local fields
of increasing spins are necessary in order to avoid a conflict with causality, [2, 3]. On the other
hand the infinite number of fields with increasing spins is related to the good UV behavior of
string theory. Therefore HS theories are at the crossroad of many important themes: locality,
causality, calculability.
The previous considerations are the general underlying motivation for our research on HS
theories. However in this as well as in the previous paper, [4] referred to as I, we concentrate on
a specific problem, for which there is no answer yet in the literature: can one formulate a sensible
local massless HS theory in a Minkowski space-time (the issue of masslessness is fundamental
here, being related to gauge invariance)? Actually the general attitude in the literature, for
dimensions larger than 31, is skeptical. This is due to two reasons. The first is the so-called
no-go theorems, which prevent the existence of such theories under rather general conditions.
The second is experimental theory: the construction of fully interacting HS theories has been
so far successful in AdS spaces (but see [5]), but unsuccessful in flat spacetimes [7, 8, 9]2 In
this paper we present examples of theories defined in flat spacetime in any dimension, which
are massless, HS gauge invariant, Poincare´ invariant, classically consistent and fully interacting,
and seem not to be unmanageable from the quantum point of view.
Let us be more specific. In I we have improved the analysis started in [16] of the effective
action produced by integrating out the fermions in a theory of free fermions coupled to external
potentials and quantized according to the worldline quantization [17, 18, 20, 21, 22, 23, 24, 25].
In particular we have developed methods to compute current correlators; we have clarified
the relation with the analogous effective action obtained by integrating out the scalar field
coupled to external sources; finally we have analysed the possible obstructions (anomalies) in
the construction of the effective action. At this juncture we are faced with two possibilities. The
first is to explicitly compute the above mentioned current correlators, much in the same way as
in [26, 27, 28], and explicitly determine the effective action. We are guaranteed by the Ward
identities (barring anomalies) that the resulting effective action will be HS gauge invariant and
will lead to a realization of an L∞ symmetry. However the experience made in [26, 27, 28] tells
us that most likely the resulting effective action will be non-local. This in itself is not a negative
1For 3d models see [6].
2Complete models, which however seem to be characterized by a trivial S matrix, have been formulated by
means of chiral fields in a light-cone framework, see [10]. In a more general context, the consequences of unbroken
HS gauge symmetry on the S matrix have been also discussed in [11]. Partial attempts to construct consistent
interacting vertices are numerous, see [12] and also [14, 15] for a recent discussion. Conformal HS models have
been introduced in ref.[18, 19].
feature, because we know that the completion of the Fronsdal program [30], at least at the
linear level, requires non-local terms in the action [31] (although such non-locality involves only
non-physical terms). The problem is the lack of an evident symmetry pattern in the two and
three-point correlators (the most accessible ones), which makes it very difficult to reconstruct
the effective action to all perturbative orders.
This first program may still be viable and worth pursuing, but there is perhaps a second
possibility, a sort of shortcut. It consists in exploiting the (already remarked in I) analogy of
the HS gauge transformations with the gauge transformations in ordinary non-Abelian gauge
theories, to construct analogous HS invariants and covariant objects and in particular actions.
As we show below this is rather elementary and allows us to directly ‘integrate the L∞ algebra’,
that is to find explicit equations of motion that satisfy the L∞ axioms3. They are derived from
HS gauge invariant primitive actions represented by integrals of local polynomials of master
fields in the phase space. In this way we can define perturbatively local HS Chern-Simons in
flat spacetimes in any odd dimensions, as well as HS Yang-Mills theories in any dimension, of
which we can also easily carry out the BRST quantization. We can also define matter master
field models and couple them to the previous theories and, for instance, reproduce the Higgs
mechanism in the HS context. It is very likely possible to define other types of theory as well.
In this paper we focus in particular on the HS YM models. They are defined by means of
a master field whose first two component can be identified with an ordinary gauge field and a
vielbein fluctuation, respectively. They are characterized by a unique coupling constant, like
the ordinary YM theories, and by invariance under HS gauge transformations which include
in particular ordinary gauge transformations and diffeomorphisms. However covariance is not
attained by replacing ordinary derivatives by covariant ones like in many earlier attempts. In fact
the way gravity appears in these models is different from the familiar Einstein-Hilbert theory, it
is rather similar to teleparallel gravity, [36]. The formalism lends itself to interpret the first two
component fields of the relevant master field as gauge and gravity fluctuations, an interpretation
reinforced by the disclosure of a hidden local Lorentz covariance. This is what we refer to as
the gravitational (G) interpretation. This interpretation will be further analyzed in paper III.
However in HS YM-like models there is room also for a non-gravitational interpretation, referred
to as a-G.
Then we tackle the problem of perturbative quantization by means of Feynman diagrams.
The way we do it, by expanding the master fields around the zero momentum and integrating out
the worldline momenta, brings about the appearance of a mass scale. This comes down naturally
from the momentum space integration and follows from the worldline quantization. In this paper
we only broach this problem, we outline some sample computations, which are however enough
to show that the perturbative approach is viable. In particolar we argue that although, like
in any HS gauge theory, there is abundance of non-physical modes, a well-defined prescription
can be given so that in physical amplitudes only physical modes contribute. The final issue
we consider here is the problem of no-go theorems for massless particles in flat background,
[37, 38, 39, 40, 41] (see also [42, 43, 44]). In the last part of the paper we show that a few
hypotheses on which the no-go theorems rely, notably locality, are not respected in quantized
HS YM theories.
The paper is organized as follows. In section 2 we review the effective action method, focusing
in particular on the HS gauge transformations and their interpretation. In section 3 we define
3For a first introduction to L∞, see [32], for the mathematical aspects see [33], for physical applications [34].
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the HS YM and HS CS theories in both Abelian and non-Abelian case. Section 4 is devoted
to the eom’s and the conservation laws in both HS YM and HS CS case. We discuss also the
L∞ structure and the BRST quantization of the HS YM models. In section 5 we introduce HS
scalar and fermion master fields and show that the Higgs mechanism can be reproduced also
in the HS theories. Section 6 is devoted to a general discussion of the action principle in this
kind of HS models. In section 7 we discuss the issue of local Lorentz covariance. In section 8 we
start the discussion of the perturbative approach based on Feynman diagrams. We work out the
example in which only the first two field are present (the gauge and vielbein fields). Finally we
show that the dependence on the conjugate momentum uµ can be absorbed in a redefinition of
the component fields, the coupling and the coordinate xµ. The consequence is that a mass scale
becomes explicit. In section 9 we outline a sample calculation (the 2-pt function at one loop) in
such a new frozen momentum framework and in section 10 we invert the kinetic operator and
determine the propagator. In section 11 we present our argument for getting rid of ghosts, as
announced above. Section 12 is devoted to a discussion of the above-mentioned no-go theorems
and section 13 to our conclusions. Several cumbersome details and formulas are deferred to a
few final appendices.
2 The method of effective action
The original matter model, analysed in [16], is
Smatter =
∫
ddxψ(iγ ·∂ −m)ψ +
∞∑
s=1
∫
ddxJ (s)aµ1...µs−1(x)h
aµ1 ...µs−1
(s)
(x) (1)
= S0 + Sint
The interaction part Sint is
4
Sint = 〈〈Ja, ha〉〉 ≡
∫
ddx
ddu
(2π)d
Ja(x, u)h
a(x, u) (2)
The (external) gauge fields are collectively represented by 5
ha(x, u) =
∞∑
n=0
1
n!
haµ1...µn(s) (x)uµ1 . . . uµn , (3)
and
Ja(x, u) =
δSint
δha(x, u)
=
∫
ddz eiz·uψ
(
x+
z
2
)
γaψ
(
x− z
2
)
(4)
=
∞∑
n,m=0
(−i)nim
2n+mn!m!
∂nψ(x)γa∂
mψ(x)
∂n+m
∂un+m
δ(u)
=
∞∑
s=1
(−1)s−1J (s)aµ1...µs−1(x)
∂s−1
∂uµ1 . . . ∂uµs−1
δ(u)
4 There are in the literature also supersymmetric generalizations of Smatter, which we will not consider here.
See for instance [46] and references therein.
5 The position in the phase space are denoted by couples of letters (x, u), (y, v), (z, t), (w, r), the first letter
being for the space-time coordinate and the second for the momentum of the worldline particle. The letters k, p, q
will be reserved for the momenta of the (Fourier-transformed) physical amplitudes.
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which is obtained by expanding eiu·z. In order to extract J (s)aν1...us−1(x) from Ja(x, u) one must
multiply it by uν1 . . . uνs−1 , integrate over u and divide by (s− 1)!. Also
J (s)aµ1...µs−1(x) =
is−1
(s− 1)!
∂
∂z(µ1
. . .
∂
∂zµs−1)
ψ
(
x+
z
2
)
γaψ
(
x− z
2
) ∣∣∣
z=0
. (5)
A generic field, like ha(x, u), depending both on coordinates and momenta, will be called
master field.
The gauge transformation of ha is
δεha(x, u) = ∂
x
aε(x, u) − i[ha(x, u) ∗, ε(x, u)] ≡ D∗xa ε(x, u), (6)
where we introduced the covariant derivative
D∗xa = ∂µx − i[ha(x, u) ∗, ].
The effective action is denoted W[h] and takes the form
W[h] =
∞∑
n=0
1
n!
∫ n∏
i=1
ddxi
ddui
(2π)d
W(n)a1...an(x1, u1, . . . , xn, un)h
a1(x1, u1) . . . h
an(xn, un) (7)
where
W(n)a1...an(x1, u1, . . . , xn, un) = 〈Ja1(x1, u1) . . . Jan(xn, un)〉 (8)
=
 ∞∑
s1=1
∂
∂u
1µ
(1)
1
. . .
∂
∂u
1µ
(1)
s1−1
δ(u1)
 . . .
 ∞∑
sn=1
∂
∂u
nµ
(n)
1
. . .
∂
∂u
nµ
(n)
sn−1
δ(un)

×〈J (s1)
a1µ
(1)
1 ...µ
(1)
s1−1
. . . J
(sn)
anµ
(n)
1 (x1)...µ
(n)
sn−1
(xn)〉
The statement of invariance under (6) is the global Ward identity (WI)
δεW[h] = 0 (9)
Taking the variation with respect to ε(x, u) this becomes
∞∑
n=1
1
n!
∫ n∏
i=1
ddxi
ddui
(2π)d
D∗µx W(n+1)aa1...,an(x, u, x1, u1 . . . , xn, un)ha1(x1, u1) . . . han(xn, un) = 0
(10)
This must be true order by order in h, i.e.
0 =
∫ n∏
i=1
ddxi
ddui
(2π)d
∂axW
(n+1)
aa1...an
(x, u, x1, u1 . . . , xn, un)h
a1(x1, u1) . . . h
an(xn, un)
−i n
∫ n∏
i=1
ddxi
ddui
(2π)d
[
ha(x, u) ∗, W(n)aa1...an−1(x, u, x1, u1 . . . , xn−1, un−1)
]
×ha1(x1, u1) . . . han−1(xn−1, un−1) (11)
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2.1 The gauge transformation in the fermion model
In the fermion model the gauge transformation of the master field ha(x, u) is, [16],
δεha(x, u) = ∂
x
aε(x, u)− i[ha(x, u) ∗, ε(x, u)] ≡ Dx∗a ε(x, u) (12)
Now, the expansion of ha(x, u) is
ha(x, u) = Aa(x) + χ
µ
a(x)uµ +
1
2
bµνa (x)uµuν +
1
6
cµνλa (x)uµuνuλ +
1
4!
dµνλρa (x)uµuνuλuρ
+
1
5!
fµνλρσa (x)uµuνuλuρuσ + . . . (13)
Notice that in the expansion (3) the indices µ1, . . . , µn are upper (contravariant), as it should
be, because in the Weyl quantization procedure the momentum has lower index, since it must
satisfy [xµ, pν ] = i δ
µ
ν . The index a is different in nature. As we will justify below, ha will be
referred to as a frame-like master field. Of course when the background metric is flat all indices
are on the same footing, but writing in this way leads to the correct interpretation.
We also recall
ε(x, u) = ǫ(x) + ξµ(x)uµ +
1
2
Λµν(x)uµuν +
1
3!
Σµνλ(x)uµuνuλ
+
1
4!
Pµνλρ(x)uµuνuλuρ +
1
5!
Ωµνλρτ (x)uµuνuλuρuτ + . . . (14)
To the lowest order the transformation (12) reads
δ(0)Aa = ∂aǫ
δ(0)χνa = ∂aξ
ν
δ(0)ba
νλ = ∂aΛ
νλ (15)
To first order we have
δ(1)Aa = ξ ·∂Aa − ∂ρǫ χρa (16)
δ(1)χνa = ξ ·∂χνa − ∂ρξνχρa + ∂ρAaΛρν − ∂λǫ baλν
δ(1)bνλa = ξ ·∂baνλ − ∂ρξνbaρλ − ∂ρξλbaρν + ∂ρχνaΛρλ + ∂ρχλaΛρν − χρa∂ρΛνλ
The next orders contain three and higher derivatives. Let us denote by A˜a, e˜
µ
a = δ
µ
a − χ˜µa the
standard gauge and vielbein fields. The standard gauge and diff transformations, are
δA˜a ≡ δ
(
e˜µaA˜µ
)
≡ δ
(
(δµa − χ˜µa)A˜µ
)
(17)
=
(
−ξ ·∂χ˜µa + ∂λξµχ˜λa
)
A˜µ + (δ
µ
a − χ˜µa)
(
∂µǫ+ ξ ·A˜µ
)
≈ ∂aǫ+ ξ ·A˜a − χ˜µa∂µǫ
and
δe˜µa ≡ δ(δµa − χ˜µa) = ξ ·e˜µa − ∂λξµe˜λa = −ξ ·χ˜µa − ∂aξµ + ∂λξµχ˜λa (18)
so that
δχ˜µa = ξ ·χ˜µa + ∂aξµ − ∂λξµχ˜λa (19)
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where we have retained only the terms at most linear in the fields. From the above we see that
we can make the identifications
Aa = A˜a, χ
µ
a = χ˜
µ
a (20)
In terms of components ha(x, u) contains more than symmetric tensors: beside the com-
pletely symmetric h(aµ1 ...µn) it includes also Lorentz representations in which the index a and
one of the other indices are antisymmetric. A particular mention deserves the field χµa . The
transformations (15), (16) allow us to interpret it as the fluctuation of the inverse vielbein,
therefore the effective action may accommodate gravity. However, as it is, this action is not
invariant under local Lorentz transformations. We shall prove in section 7 that actually this
invariance can be recovered by suitably modifying the action. When this is so, we refer to it as
the G interpretation, or gravitational interpretation, of the HS YM-like theory. However there
is another possibility, namely we may leave the action unchanged. In this case local Lorentz
covariance is not present and the gravitational interpretation is impossible. The theory can nev-
ertheless be made consistent with global Lorentz covariance. We shall refer to it as the a-G or
a-gravitational interpretation. In this case the field χµa has a different physical meaning and the
parameter ξµ does not represent diffeomorphisms. We will argue that in both interpretations
ghosts do not contribute to physical amplitudes.
2.2 Analogy with gauge transformations in gauge theories
It should be remarked that in eq.(12) and (15) the derivative ∂ameans ∂a = δ
µ
a∂µ, not ∂a =
eµa∂µ = (e
µ
a − χµa + . . .) ∂µ. In fact the linear correction −χµa∂µ is contained in the term −i[ha(x, u) ∗,
ε(x, u)], see for instance the second term in the RHS of the first equation (16). From this point of
view the transformation (12) looks similar to the ordinary gauge transformation of a non-Abelian
gauge field
δλAa = ∂aλ+ [Aa, λ] (21)
where Aa = A
α
aT
α, λ = λαTα, Tα being the Lie algebra generators.
In gauge theories it is useful to represent the gauge potential as a connection one form
A = Aadx
a, so that (21) becomes
δλA = dλ+ [A, λ] (22)
As was done in I, we can do the same for (12)
δεh(x, u) = dε(x, u) − i[h(x, u) ∗, ε(x, u)] ≡ Dε(x, u) (23)
where d = ∂a dx
a,h = hadx
a, xa are coordinates in the tangent spacetime and it is understood
that
[h(x, u) ∗, ε(x, u)] = [ha(x, u) ∗, ε(x, u)]dxa
We will apply this formalism to the construction of CS- and YM-like actions6
6In I we have used this analogy to construct HS anomalies.
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3 Integrating L∞
As we know from previous works [27, 28], the effective field theory method yields HS gauge
invariant results, which in general are non-local. From them one may be able to eventually
extract sensible, even though non-local actions. However the previously noticed analogy with
the non-Abelian gauge theories formalism, suggests a shortcut: one can directly ‘integrate’ the
L∞ relations and find (perturbatively) local actions. Based on the analogy with ordinary local
field theory it is not hard to construct HS gauge invariant action terms. Such terms are defined
by means of an integral over the phase space. For this reason, we will call them at times, not
simply actions, but primitive action functionals.
This section is devoted to the construction of HS Chern-Simons (HS-CS) actions and HS
Yang-Mills (HS-YM) theories, both Abelian and non-Abelian.
3.1 Preliminaries
In the sequel we will use for the curvature the notation, introduced in (I),
G = dh− i
2
[h ∗, h], (24)
with the transformation property
δεG = −i[G ∗, ε] (25)
The functionals we will consider are integrated polynomials of G or of its components Gab.
In order to exploit the transformation property (25) in the construction we need the ‘trace
property’, analogous to the trace of polynomials of Lie algebra generators in ordinary non-
Abelian gauge theories. The only object with trace properties we can define in the HS context
is
〈〈f ∗ g〉〉 ≡
∫
ddx
∫
ddu
(2π)d
f(x, u) ∗ g(x, u) =
∫
ddx
∫
ddu
(2π)d
f(x, u)g(x, u) = 〈〈g ∗ f〉〉 (26)
From this, plus associativity, it follows that
〈〈f1 ∗ f2 ∗ . . . ∗ fn〉〉 = 〈〈f1 ∗ (f2 ∗ . . . ∗ fn)〉〉
= (−1)ǫ1(ǫ2+...+ǫn)〈〈(f2 ∗ . . . ∗ fn) ∗ f1〉〉 = (−1)ǫ1(ǫ2+...+ǫn)〈〈f2 ∗ . . . ∗ fn ∗ f1〉〉 (27)
where ǫi is the Grassmann degree of fi. In particular
〈〈[f1 ∗, f2 ∗ . . . ∗ fn}〉〉 = 0 (28)
where [ ∗, } is the ∗-commutator or anti-commutator, as appropriate.
This property holds also when the fi are valued in a Lie algebra, provided the symbol 〈〈 〉〉
includes also the trace over the Lie algebra generators.
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3.2 CS primitive action
In (I) we have shown that the action
CS(h) = n
∫ 1
0
dt〈〈h ∗Gt ∗ . . . ∗Gt〉〉 (29)
where
Gt = dht − i
2
[ht ∗, ht], ht = th, (30)
is HS gauge invariant in a space of odd dimension d = 2n − 1. We assume it as the HS gauge
invariant CS action in such dimensions.
3.3 HS Yang-Mills action
The curvature form-components, see (24), are
Gab = ∂ahb − ∂bha − i[ha ∗, hb] (31)
Their transformation rule is
δεGab = −i[Gab ∗, ε] (32)
Remembering that a and b are flat indices, it follows that
δε〈〈Gab ∗Gab〉〉 = −i〈〈Gab ∗Gab ∗ ε− ε ∗Gab ∗Gab〉〉 = 0 (33)
Therefore
YM(h) = − 1
4g2
〈〈Gab ∗Gab〉〉 (34)
is invariant under HS gauge transformations and it is a well defined primitive functional in any
dimension.
Remark 1. Observe that the dimensions of (29) and (34) are not the ones of an action.
One should divide it by a factor Vu proportional to the integration volume over the momentum
space. For the time being, for the sake of simplicity, we disregard this factor. We will resume it
later on.
3.4 The non-Abelian case
All that has been done for the Abelian U(1) case up to now can be repeated for the non-Abelian
case without significant changes. One has to consider a fermion field ψ belonging to some
representation of a non-Abelian Lie algebra with generators Tα. Then one can introduce the
non-Abelian sources
h = hαTα, hα = hαadx
a (35)
where summation over α is understood. The interacting action is
Sint = 〈〈Jαa , hα,a〉〉 =
∫
ddx
ddu
(2π)d
Tr (Ja(x, u)ha(x, u)) (36)
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where Tr is the trace over the Lie algebra generators. More explicitly
hαa (x, u) =
∞∑
n=0
1
n!
hα,µ1...µn
a(s) (x)uµ1 . . . uµn , (37)
and
Jαa (x, u) =
δSint
δhαa (x, u)
=
∫
ddz eiz·uψ
(
x+
z
2
)
γaT
αψ
(
x− z
2
)
(38)
Then the HS gauge parameter is
e(x, u) = εα(x, u)Tα (39)
and the transformation of h(x, u) is
δeh(x, u) = d
x
e(x, u) − i[h(x, u) ∗, e(x, u)], (40)
if the generators Tα are anti-hermitean. In this case the curvature is
G = dh− i
2
[h ∗, h] (41)
The ∗-commutator includes now also the Lie algebra commutator. Of course we have, in partic-
ular,
δeG(x, u) = −i[G(x, u) ∗, e(x, u)] (42)
Everything works as before provided the symbol 〈〈 〉〉 comprises also the trace over the Lie
algebra generators. In particular
YM(h) = − 1
4g2
〈〈Gab ∗ Gab〉〉 (43)
is invariant under the HS non-Abelian gauge transformations and it is a well defined primitive
functional in any dimension7.
4 Covariant eom’s and conservation laws
The expressions (29) and (34) do not have the form of the usual field theory actions, because
they are integrals over the phase space of the point particle with coordinate xa. Nevertheless we
can extract from them covariant eom’s by taking the variation with respect to h. In other words
we assume that the action principle holds for fields defined in the phase space. We will justify
this later on. For the time being we use this principle to extract from the primitive functional
the relevant equations of motion.
7 We have been made aware by the referee of this paper that an embryonic version of (43), containing the
lowest order, without star product, has appeared in [29]
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4.1 Covariant YM-type eom’s
From(34) we get the following eom:
∂bG
ab − i[hb ∗, Gab] ≡ D∗bGab = 0 (44)
which is, by construction, covariant under the HS gauge transformation
δε
(
D∗bGab
)
= −i[D∗bGab, ε] (45)
This is analogous to eq.(2.58) of [16]. In components this equation splits into an infinite set
according to the powers of u. Let us expand Gab in the notation of sec.2.1. We have
Gab = Fab +X
µ
abuµ +
1
2
Bµνab uµuν +
1
6
Cµνλab uµuνuλ +
1
4!
Dµνλρab uµuνuλuρ + . . . (46)
An explict expansion of Fab,X
µ
ab, ... in terms of component fields is given in appendix A.1.
The eom’s from (44) are
0 = ∂aF
ab + ∂σAaX
abσ − χσa∂σF ab +
1
8
(
∂σ1∂σ2∂σ3A
aCσ1σ2σ3ab (47)
+caσ1σ2σ3∂σ1∂σ2∂σ3Fab + 3∂σ1∂σ2χ
bσ3∂σ3B
σ1σ2
ab − 3∂σ3baσ1σ2∂σ1∂σ2Xσ3ab
)
+ . . .
0 = ∂aX
abµ + ∂σAaB
abσµ − bσµa ∂σF ab + ∂σχµaXabσ − χσa∂σXabµ + . . . (48)
0 = ∂aB
abµν + ∂σb
µν
a X
abσ + 2∂σχ
(µ
a B
abν)σ + ∂σAaC
abσµν
−∂σF abcσµνa − 2∂σXab(µbν)σa − χσa∂σBabµν + . . . (49)
. . . . . .
where the ellipses in the RHS refer to terms containing at three or more derivatives.
More explicitly, for instance the first eom is
0 = Ab − ∂b∂ ·A+ (∂σ∂ ·Aχσb + ∂σAa∂aχσb − ∂σ∂aAbχσa − ∂σAb∂ ·χσ) (50)
+∂σA
a
(
∂aχ
σ
b − ∂bχσa +
1
2
(
∂λAab
λσ
b − ∂λAbbλσa + ∂λχσaχλb − ∂λχσbχλa
))
−χσa
(
∂σ∂
aAb − ∂σ∂bAa + 1
2
(
∂σ∂λA
aχλb + ∂λA
a∂σχ
λ
b − ∂σ∂λAbχaλ − ∂λAb∂σχaλ
))
+ . . . . . .
χµa − ∂a∂bχµb = ∂b(∂σAa bσµb − ∂σAb bσµa + ∂σχµaχσb − ∂σχµbχσa) (51)
+∂τA
b∂ab
µτ
b − ∂τAb∂bbµτa + ∂τχbµ∂aχτb − ∂τχbµ∂bχτa
−∂τ∂aAb bbτµ + ∂τ∂bAa bbτµ − ∂τ∂aχµbχbτ + ∂τ∂bχµaχbτ + . . . (52)
Let us see a few elementary examples. Consider the case of a pure U(1) gauge field A alone.
The equation of motion is
∂aF
ab = Ab − ∂b∂ ·A = 0 (53)
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In the Feynman gauge ∂ ·A = 0 this reduces to Ab = 0.
Let us suppose next that χµa is present. Eq.(48) becomes
∂aX
abµ = χµb − ∂b∂ ·χµ = 0 (54)
In the ‘Feynman gauge’ ∂ ·χµ = 0, (54) reduces to χµb = 08.
Finally, keeping only the spin 3 field (49) becomes
∂aB
abµν = bb
µν − ∂b∂abµνa = 0 (55)
Again in the ‘Feynman gauge’ ∂abµνa = 0 we get bb
µν = 0.
In general we can impose for all the fields the Feynman gauge
∂aha(x, u) = 0 (56)
and obtain the same massless Klein-Gordon equation.
Remark 2. As is clear from (50), for instance, the above eom’s are characterized by the
fact that at each order, defined by the number of derivatives, there is a finite number of terms.
We adopt the terminology of [41] and call a theory with this characteristic perturbatively local .
Remark 3. If we stick to the gravitational (G) interpretation the above is an entirely new
approach to covariance. The gauge transformation (6) reproduces both ordinary U(1) gauge
transformations and diffeomorphisms, but the primitive action functional is defined in the phase
space. It gives rise to local equations of motion that reproduce the ordinary YM eoms, but
not completely the metric equations of motion: the linear eom coincide with the ordinary one
after gauge fixing, but there is a huge difference with ordinary gravity because in the latter
the interaction terms are infinite and include all powers in the fluctuating field, while in the
(34) there are at most quartic interactions (at most cubic in the relevant eom). It should be
noted, however, that the latter difference might be more apparent than real, the reason being
the following: the ordinary gravity is formulated in terms of the fluctuating field hµν where
gµν = ηµν +hµν , while the ‘HS gravity’ is formulated in terms of χ
µ
a , where e
µ
a = δ
µ
a −χµa . What
is the relation between χµa and hµν? As it is well known one has to make a ‘gauge’ choice in
order to find this relation. Choosing a symmetric ‘gauge’ for χµa it is given by
eµa = δ
µ
a − χµa
eaµ = δ
a
µ + χ
µ
a + χ
a
bχ
b
µ + . . .
gµν = ηµν − 2χµν + χνaχaν
gµν = ηµν + 2χµν + 3χ
a
µχaν + . . . (57)
So that
hµν = 2χµν + 3χ
a
µχaν + . . . (58)
χµa =
1
2
hµa −
3
4
hνah
µ
ν + . . . (59)
It follows that, expressed in terms of the fluctuation hµν , the cubic and quartic powers in χ
µ
a
turn out to contain powers of any order.
This is not yet enough to clarify what kind of gravity is described by the equations (49). In
a companion paper [35] we show that it resembles the so-called teleparallel gravity, [36].
8In ordinary gravity (Rµν = 0) we have to impose the DeDonder gauge in order to obtain the same result.
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4.2 CS covariant eom’s
For CS we start from the primitive functional
CS(h) = n
∫ 1
0
dt
∫
ddx 〈〈h ∗Gt ∗ . . . ∗Gt〉〉, d = 2n− 1, (60)
Taking a generic variation δh, with the usual manipulations, we get
δCS(h) = n
∫ 1
0
dt
∫
ddx 〈〈 d
dt
(
tδh ∗Gt ∗ . . . ∗Gt
)
〉〉 (61)
= n 〈〈δh ∗G ∗ . . . ∗G
)
〉〉
It follows that the overall CS eom is
G ∗ . . . ∗G = 0 (62)
where an exterior product of n − 1 = d−12 factors of G is understood. Since δεG = −i[G ∗, ε],
it is evident that this equation is HS gauge covariant. For instance, in 3d in components this
means
Fab = 0, Xab
µ = 0, Bab
µν = 0, . . . (63)
These equations are covariant because a HS gauge transformation maps them to (infinite) linear
combinations of themselves.
4.3 Conservation laws
The conservation laws of the HS models can be found following the analogy of a current in an
ordinary gauge theory or the energy momentum tensor in gravity theories. For instance the
latter is identified with the eom itself:
Tµν =
2√
g
δS
δgµν
,
which, in absence of matter, vanishes on shell. It is singled out from the invariance relation of
the action under diffeomorphisms
0 = δξS =
∫
ddx
δS
δgµν
δξgµν = −2
∫
ddx ξµ∇ν δS
δgµν
where δξgµν = ∇µξν +∇νξµ.
Let us proceed in an analogous way, for instance, for HS YM. If we express the invariance
of the action under the HS gauge transformation we can write
0 = −1
4
δε〈〈Gab ∗Gab〉〉 = 〈〈δεha ∗ D∗bGab〉〉 = 〈〈D∗aε ∗ D∗bGab〉〉 = −〈〈ε ∗ D∗aD∗bGab〉〉, (64)
which implies the off-shell relation or conservation law
D∗aD∗bGab = 0 (65)
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from which we identify the conserved master current
Ja = D∗bGab (66)
In other words the conserved currents are the first members of the eoms derived above. They
vanish on shell and are conserved off-shell. Expanding in u
Ja =
∞∑
n=0
1
n!
Jµ1...µna uµ1 . . . uµn (67)
we find the component generators.
4.4 The L∞ structure
As was shown in [16] (see also I), the effective action obtained by integrating out a fermion field
coupled to external sources hides an algebraic structure, which is revealed once we consider the
relevant equations of motion. The basic relations in this game are the eoms
Fµ(x, u) = 0 (68)
where
Fµ(x, u) ≡
∞∑
n=0
1
n!
∫ n∏
i=1
ddxi
ddui
(2π)d
W(n+1)µ,µ1...,µn(x, u, x1, u1, . . . , xn, un)
×hµ1(x1, u1) . . . hµn(xn, un)
Wµ1,µ2...,µn being the n-point correlators of the master fermion currents (5), and the covariance
relation
δεFµ(x, u) = i[ε(x, u) ∗, Fµ(x, u)] (69)
It was shown in section 3 of [16], that this allows us to define j-linear maps (products) Lj ,
j = 1, . . . ,∞ of degree dj = j−2 among vector spaces Xi of degree i, defined by the assignments
ε ∈ X0, hµ ∈ X−1 and Fµ ∈ X−2, which satisfy the relations∑
i+j=n+1
(−1)i(j−1)
∑
σ
(−1)σǫ(σ;x)Lj(Li(xσ(1), . . . , xσ(i)), xσ(i+1), . . . , xσ(n)) = 0 (70)
In this formula σ denotes a permutation of the entries so that σ(1) < . . . σ(i) and σ(i + 1) <
. . . σ(n), and ǫ(σ;x) is the Koszul sign.
The obvious question is whether the HS-CS or HS-YM models eoms are representations of
this algebra, as one would expect. This is indeed so, and we do not need to prove it in detail
because it is enough to remark that the analog of the basic relation (69) have already been
proven above, and this is all one needs in order to prove (70). For instance, in the HS-YM case
we have the eom (44) and the covariance relation (45), which we rewrite here
δε
(
D∗bGab
)
= −i[D∗bGab, ε] (71)
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In this case we define the Xi just as above, with ε(x, u) ∈ X0, ha(x, u) ∈ X−1 and D∗bGab(x, u) ∈
X−2. The basic definitions are
L1(ε)a = ∂
x
aε(x, u) (72)
L2(ε, h)a = −i[ha(x, u) ∗, ε(x, u)] = −L2(h, ε)a (73)
L2(ε1, ε2) = i [ε1 ∗, ε2] (74)
all the other products, involving at least one ε factor and any number of h factors, being
identically 0. In order to define the products involving only h factors we have to decompose
D∗bGab(x, u) into the sum of three addends according to the number of ha(x, u) factors (which
are at most three):
D∗bGab(x, u) = F a1 (h) + F a2 (h, h) + F a3 (h, h, h) (75)
where, of course, Fi contain, beside ha(x, u), also space differential operators. We then define
L1(h)
a = F a1 (h), L2(h1, h2)
a =
1
2
(
F a2 (h1, h2) + F
a
2 (h2, h1)
)
(76)
L3(h1, h2, h3) =
1
3!
(F a3 (h1, h2, h3) + perm(h1, h2, h3)) , L
a
i = 0 i ≥ 3
The proof of the relations (70) is the same as in [16] and is based on (71). The only difference
is that in [16] there is an infinite number of nonvanishing Ln(h1, . . . , hn).
A similar construction holds for HS-CS.
4.5 BRST quantization of HS Yang-Mills
To BRST quantize the action (34) we have to fix the gauge and apply the Faddeev-Popov
approach. We impose the Lorenz gauge with parameter α and apply the standard approach, so
the quantum action becomes
YM(ha, c, B) = 1
g2
〈〈−1
4
Gab ∗Gab − ha ∗ ∂aB − i∂ac ∗ D∗ac+
α
2
B ∗B〉〉 (77)
where c, c and B are the ghost, antighost and Nakanishi-Lautrup master fields, respectively. c, c
are anticommuting fields, while B is commuting.
The action (77) is symmetric under the BRST transformations
sha = D∗ac (78)
sc = ic ∗ c = i
2
[c ∗, c]
sc = iB
sB = 0
which are nilpotent. In particular
s(D∗ac) = 0, s(c ∗ c) = 0
From the point of view of the u dependence c, c and B are to be expanded like a scalar
master field, see eq.(80) below.
Integrating out B in (77) we obtain the standard gauge-fixed action.
YM(ha, c) = 1
g2
〈〈−1
4
Gab ∗Gab − 1
2α
∂ah
a ∗ ∂bhb − i∂ac ∗ D∗ac〉〉 (79)
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5 Adding bosonic matter
So far we have treated only gauge fields of any spin. We can couple to the previous theories
matter-type fields of any spin. Let us add, for instance, a complex multi-boson field
Φ(x, u) =
∞∑
n=0
1
n!
Φµ1µ2...µn(x)uµ1uµ2 . . . uµn (80)
which transforms like
δεΦ = iε ∗ Φ, δεΦ† = −iΦ† ∗ ε, (81)
Let us define the covariant derivative
D∗aΦ = ∂aΦ− iha ∗Φ (82)
and its hermitean conjugate
(D∗aΦ)
† = ∂aΦ† + iΦ† ∗ ha (83)
They have the properties
δεD
∗
aΦ = i ε ∗D∗aΦ,
δε(D
∗
aΦ)
† = −i(D∗aΦ†) ∗ ε (84)
As a consequence we have in particular
δε(D
∗
aD
∗
bΦ) = iε ∗ (D∗aD∗bΦ) (85)
It follows that
S(Φ, h) = 1
2
〈〈(Da∗Φ)† ∗D∗aΦ〉〉+
∞∑
n=1
λ2n
n!
〈〈(Φ† ∗ Φ)n∗ 〉〉 (86)
is gauge invariant. We remark that this action is real because Φ† ∗Φ is. The generalized eom is
D∗aD
∗aΦ+
∞∑
n=1
λ2n
(n − 1)!Φ ∗ (Φ
† ∗Φ)n−1∗ = 0 (87)
which could be called interacting HS Klein-Gordon equation.
5.1 A Higgs mechanism
Let us expand Φ
Φ(x, u) = ϕ0(x) + ϕ
µ
1 (x)uµ +
1
2
ϕµν2 (x)uµuν +
1
6
ϕµνλ3 uµuνuλ +
1
4!
ϕµνλρ4 uµuνuλuρ + . . .
(88)
Explicit formulas for the component transformations under (81) are given in Appendix A.2.
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Let us consider the case in which in (86), λ2 = µ
2, λ4 = −λ, while the other couplings vanish,
so that the potential is
V (Φ) = 〈〈µ
2
2
Φ† ∗ Φ− λ
4!
(Φ† ∗ Φ)2∗〉〉 (89)
Let us suppose that only ϕ0 takes on a nonvanishing vacuum expectation value, say v, so that
ϕ0(x) = v + φ0(x), v = µ
6√
λ
(90)
Looking at (227), it is easy to see that this vev breaks the symmetry completely, for the HS
gauge transformations on the vacuum take the form
δε〈ϕ0〉 = i v ǫ (91)
δε〈ϕλ1 〉 = i v ξλ
δε〈ϕλρ2 〉 = i v Λλρ
δε〈ϕµνλ3 〉 = i vΣµνλ
. . . = . . .
Next it is convenient to use finite transformations:
Φ −→ eiε∗ ∗Φ, Φ† −→ Φ† ∗ e−iε∗ (92)
and
ha −→ i eiε∗ ∗D∗ae−iε∗ (93)
Since eiε∗ ∗ e−iε∗ = e−iε∗ ∗ eiε∗ = 1, it follows, in particular, that
D∗aΦ −→ eiε∗ ∗ D∗aΦ (94)
So (86) is invariant under finite HS gauge transformations as well.
From the above (see (227)) it follows that we can parametrize a generic configuration of Φ
as
Φ = eiω∗ ∗ ϕ0 (95)
where
ω = ωµ1 (x)uµ +
1
2
ωµν2 (x)uµuν + . . . (96)
Since the RHS of (95) is formally a HS gauge transformation, the terms of the action are
form invariant. In particular, if ϕ0 is real, the potential becomes
V (φ0) = 〈〈µ
2
2
ϕ20 −
λ
4
ϕ40〉〉 (97)
= 〈〈µ
4
4λ
− µ2φ20 −
3
4
µ
√
λφ30 −
λ
4
φ40〉〉
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where ϕ0 is given by (90). The term linear in φ0 vanishes, while there is a constant term and a
quadratic, cubic and quartic term in φ0.
The kinetic term in (86) reduces to
K(ϕ0, h
′) =
1
2
〈〈(D′a∗ ϕ0)† ∗D
′∗
a ϕ0〉〉 (98)
where D
′∗ is the covariant ∗-derivative with respect to h′a
h′a = e
iω
∗ ∗D∗ae−iω∗ (99)
In this way all the matter field components, except ϕ0, are ‘eaten’ by the gauge fields. Moreover,
since
D
′∗
a (v + φ0) = −ih′a v +D
′∗
a φ0
the kinetic term becomes
K(ϕ0, h
′) =
1
2
〈〈(D′a∗ φ0)† ∗D
′∗
a φ0 + v
2 h
′ah′a〉〉 (100)
The second term is a mass term for the gauge field components of h′a, whose kinetic term,
obtained from (34) is
YM(h′) = − 1
4g2
〈〈G′ab ∗G′ab〉〉 (101)
Therefore the second term in (100) provides a mass term for the gauge fields, which become all
massive by ‘eating’ the matter fields. The field φ0 survives and due to (97) it is massive.
Warning. The constant term in (97) is divergent due to the x integration. This is a well-
known fact in the ordinary Higgs mechanism. In addition the terms in (97) are infinite due to
the momentum integration. This has to be seen in relation with the primitive functional and
will be discussed later.
6 The action principle
As pointed out above the primitive functional (34) and (29) are integrals in the phase space.
Our definition of effective action, (7), is also an integral in the phase space. The examples of
equations of motion we obtain, (44), (62) are nevertheless space-time local (the leading term in
the (44) equations is quadratic, that is a (pseudo)elliptic operator). The natural question is:
does the action principle make sense in this case?
To answer this question let us recall that an ordinary field theory action is an abstract
expression, a spacetime integral of a polynomial of the fields and its derivatives. For a generic
field configuration one cannot say whether the integral is convergent or not: there are plenty
of field configurations for which the integral converges and plenty of field configurations for
which the integral is divergent. The action principle determines an extremum, which requires a
calculus of variations, i.e. it requires a topology in the manifold of fields. Thus it is clear that
the action principle is based on the assumption that the space of field configurations that give
rise to a finite action integral is dense enough to define a topology in the space of fields.
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Now, let us consider a primitive functional like (34) or (29). We can interpret the u integrand
as a series in u2 (because of (global) Lorentz invariance, see below), the coefficient of each
powers of u2 being a spacetime integral. We suppose of course that the latter are convergent
and small enough so that the series in u2 is convergent and integrable. We suppose that the
fields configurations that give rise to an overall convergent result are dense enough to define a
topology in the space of master fields, so as to allow for a variational calculus.
Another point to be remarked is that in the primitive action x and u do not play the same
role. While x spans the dynamics of the fields (the dynamical derivatives are the spacetime ones),
u plays the role of auxiliary variable or bookkeeping device (much like a discrete summation
over the fields would do in a theory with infinite many of them).
These considerations are at the basis of the discussion in the following subsection.
6.1 Primitive functionals
Let us denote a primitive functional by
S = 〈〈L(Φ)〉〉 =
∫
ddx
ddu
(2π)d
L(Φ(x, u)) (102)
where Φ(x, u) represents any master field (i.e. function of x and u). We assume that L is a
∗-polynomial in Φ and its space-time derivatives. As just said we interpret the u integration
as a bookkeeping device: we could replace the functional with a sum of spacetime integrals
over the component fields, provided the expansion in u is integrable; in this case the action
can be written as an infinite series of spacetime integrals. Let us apply the action principle to
the latter series. There is still a question to be answered: is the eom to be identified with the
master field variation or with the variation of each component field separately? Let us derive the
eom’s by taking the variation with respect to any component field and equating it to 0. Since
the primitive functional is, so to speak, ∗-analytic in Φ and its spacetime derivatives, this is
equivalent to taking the variation with respect not to a single component field, but with respect
to δΦ:
δΦ = δφ0(x) + δφ
µ
1 (x)uµ +
1
2
δφµν2 (x)uµuν +
1
3!
δφµνλ3 (x)uµuνuλ + . . . . . .
The action principle in this case takes the form
0 = δS = 〈〈δΦ(x, u)F(x, u)〉〉 (103)
where
F(x, u) = F0(x) + F
µ
1 (x)uµ +
1
2
F
µν
2 (x)uµuν +
1
3!
F
µνλ
3 (x)uµuνuλ + . . .
So (103) has the explicit form
0 = 〈〈δφ0(x)F0(x) +
(
δφ0(x)F
µ
1 (x) + φ
µ
1 (x)F0(x)
)
uµ (104)
+
1
2
(
δφµν2 (x)F0 + 2δφ
µ
1 (x)F
ν
1 (x) + δφ0(x)F
µν
2 (x)
)
uµuν
+
1
6
(
δφµνλ3 (x)F0 + 3δφ
µν
2 (x)F
λ
1 (x) + 3δφ
µ
1 (x)F
νλ
2 (x) + δφ0(x)F
µνλ
3 (x)
)
uµuνuλ + . . . . . .
+
1
n!
(
δφµ1µ2...µnn (x)F0 +
(
n
1
)
δφ
µ1µ2...µn−1
n−1 (x)F
µn
1 (x) +
(
n
2
)
δφ
µ1 ...µn−2
n−2 (x)F
µn−1µn
2 (x) + . . . . . .
+ . . . . . .+ δφ0(x)F
µ1µ2...µn
n (x)
)
uµ1uµ2 . . . uµn
)
+ . . . . . . 〉〉
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The integration over u simplifies due to (global) Lorentz covariance. So (104) becomes
0 = 〈〈δφ0(x)F0(x) + 1
2
(
δφµν2 (x)F0 + 2δφ
µ
1 (x)F
ν
1 (x) + δφ0(x)F
µν
2 (x)
)
ηµν
u2
d
+
1
4!
(
δφµνλρ4 (x)F0 + 4δφ
µνλ
3 (x)F
ρ
1(x) + 6δφ
µν
2 (x)F
λρ
2 (x) + 4δφ
µ
1 (x)F
νλρ
3 (x)
+δφ0(x)F
µνλρ
4 (x)
)(
ηµνηλρ + ηµληνρ + ηµρηνλ
) u4
d(d + 2)
+ . . . . . .
+
1
(2n)!
(
δφµ1µ2...µ2n2n (x)F0 +
(
2n
1
)
δφ
µ1µ2...µ2n−1
2n−1 (x)F
µ2n
1 (x)
+
(
2n
2
)
δφ
µ1µ2...µ2n−2
2n−2 (x)F
µ2n−1µ2n
2 (x) + δφ0(x)F
µ1µ2...µ2n
2n−2 (x)
)
×(ηµ1µ2ηµ3µ3 . . . ηµ2n−1µ2n + perm) u2nd(d+ 2)(d + 4) . . . (d+ 2n − 2) + . . . . . .〉〉 (105)
where ‘perm’ means all distinct permutations of µ1, . . . , µ2n. Since the variations δφi are arbi-
trary it follows that this can only be true if all the terms vanish separately. So
F0(x) = 0, F
µ
1 (x) = 0 F
µν
2 (x) = 0, . . . (106)
i.e.
F(x, u) = 0 (107)
which is the eom for the master field.
Remark 4. It would seem that the eoms are not (106) but the quantities proportional to a
component field variations equated to 0. For instance, looking in (105) at the term proportional
to δφ0, the corresponding eom looks
0 = F0(x) +
1
2
u2
d
F2µ
µ +
3u4
d(d+ 2)
F4µν
µν + . . . (108)
But this is not the case, because the vanishing must be true for any value of u, which is impossible
unless each separate x-dependent coefficient vanishes. Thus we are back to (106).
7 Local Lorentz symmetry
As pointed out before the HS YM action is fully invariant in particular under diffeomorphism.
This has prompted us to interpret (G interpretation) the second component of ha(s, u) in the
u expansion, χµa , as a vielbein fluctuation, and δ
µ
a − χµa as a vielbein or local frame. However
this implies that a is a flat index and must transform appropriately under local Lorentz trans-
formations. But, at least at first sight, the local Lorentz invariance does not seem to be there.
Consider simply the case in which only the field Aa is non-vanishing, the form of the Lagrangian
is
LA ∼ FabF ab, Fab = ∂aAb − ∂bAa (109)
This is not invariant under a Lorentz transformation, because, under Aa → Aa + ΛabAb, terms
((∂aΛb
c)Ac − (∂bΛac)Ac)F ab are generated, that do not vanish. This is a simple example of a
general problem in HS YM. It is crucial to clarify it.
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7.1 Inertial frames and connections
Let us start from the definition of trivial frame. A trivial (inverse) frame eµa(x) is a frame that
can be reduced to a Kronecker delta by means of a local Lorentz transformation (LLT), i.e. such
that there exists a (pseudo)orthogonal transformation Oa
b(x) for which
Oa
b(x)eb
µ(x) = δµa (110)
As a consequence eb
µ(x) contains only inertial (non-dynamical) information. A full gravitational
(dynamical) frame is the sum of a trivial frame and nontrivial piece
E˜µa (x) = ea
µ(x)− χ˜µa(x) (111)
By means of a suitable LLT it can be cast in the form
Eµa (x) = δ
µ
a − χµa(x) (112)
This is the form we have encountered above in HS theories. But it should not be forgotten that
the Kronecker delta represents a trivial frame. If we want to recover local Lorentz covariance,
instead of ∂a = δ
µ
a∂µ we must understand
∂a = ea
µ(x)∂µ, (113)
where ea
µ(x) is a trivial (or purely inertial) vielbein. In particular, under an infinitesimal LLT,
it transforms according to
δΛea
µ(x) = Λa
b(x)eb
µ(x) (114)
A trivial connection (or inertial spin connection) is defined by
Aabµ =
(
O−1(x)∂µO(x)
)a
b (115)
where O(x) is a generic local (pseudo)orthogonal transformation (finite local Lorentz transfor-
mation). As a consequence its curvature vanishes
Rabµν = ∂µA
a
bν − ∂νAabµ +AacµAcbν −AacνAcbµ = 0 (116)
Let us recall that the space of connections is affine. We can obtain any connection from a
fixed one by adding to it adjoint-covariant tensors, i.e. tensors that transform according to the
adjoint representation. When the spacetime is topologically trivial we can choose as origin of
the affine space the 0 connection. The latter is a particular member in the class of the trivial
connections. This is done as follows. Suppose we start with the spin connection (115). A Lorentz
transformation of a spin connection Aµ = Aµ
abΣab is
Aµ(x)→ L(x)DµL−1(x) = L(x)(∂µ +Aµ)L−1(x) (117)
where L(x) is a (finite) LLT. If we choose L = O we get
Aµ(x)→ 0 (118)
But at this point the LL symmetry gets completely concealed: choosing the zero spin connection
amounts to fixing the local Lorenz gauge.
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The connection Aµ contains only inertial and no gravitational information. It will be referred
to as the inertial connection. It is a non-dynamical object (its content is pure gauge). It plays a
role analogous to a trivial frame eµa(x). The dynamical degrees of freedom will be contained in
the adjoint tensor to be added to Aµ in order to form a fully dynamical spin connection
9. Aµ is
nevertheless a connection and it makes sense to define the inertial covariant derivative
Dµ = ∂µ − i
2
Aµ (119)
which is Lorentz covariant.
In ordinary Riemannian geometry the vielbein is annihilated by the covariant derivative
provided we use it to build the metric and consequently the Christoffel symbols. A trivial
frame and a trivial connection have an analogous relation provided the (pseudo)orthogonal
transformation O in (110) and (115) is the same in both cases. For we have
Dµe
ν
a =
(
∂µδ
b
a +Aµa
b
)
eνb = ∂µe
ν
a +
(
O−1∂µO
)
a
bO−1b
cδνc
= ∂µO
−1
a
cδνc − ∂µO−1a cδνc = 0 (120)
From now on we assume that this is the case.
It is clear that the results ensuing from the effective action method as well as the HS YM
and HS CS theories are all formulated in a trivial frame setting, eq.(112), with a trivial spin
connection. In other words the local Lorenz gauge is completely fixed. However from this
formalism it is not difficult to recover local Lorentz covariance.
7.2 How to recover local Lorentz symmetry
Let us restart from the definition of Ja(x, u)
Ja(x, u) =
∞∑
n,m=0
(−i)nim
2n+mn!m!
∂µ1 . . . ∂µmψ¯(x)γa∂ν1 . . . ∂νnψ(x)
× ∂
n+m
∂uµ1 . . . ∂uµm∂uν1 . . . ∂uνn
δ(u)
=
∞∑
s=1
(−1)s−1J (s)aµ1...µs−1(x)
∂s−1
∂uµ1 . . . ∂uµs−1
δ(u) (121)
from which we derive
J (s)aµ1...µs−1(x) =
s−1∑
n=0
(−1)n
2s−1(s− 1)!∂(µ1 . . . ∂µnψ¯(x)γa∂µn+1 . . . ∂µs−1)ψ(x) (122)
Assume now the following LLT
δΛψ = − i
2
Λψ, Λ = ΛabΣab, Σab =
i
4
[γa, γb] (123)
δΛψ¯ =
i
2
ψ¯Λ
9The splitting of vierbein and spin connection into an inertial and a dynamical part is characteristic of telepar-
allelism, see [36]
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and replace in (122) the ordinary derivative on ψ with the inertial covariant derivative
∂µψ → Dµψ =
(
∂µ − i
2
Aµ
)
ψ (124)
and on ψ¯ with
∂µψ¯ → D†µψ¯ = ∂µψ¯ +
i
2
ψ¯Aµ (125)
Eq.(122) becomes
J (s)aµ1...µs−1(x) =
s−1∑
n=0
(−1)n
2s−1(s− 1)!D
†
(µ1
. . . D†µnψ¯(x)γaDµn+1 . . . Dµs−1)ψ(x) (126)
Now, given
δΛAµ = −∂µΛ + i
2
[Aµ,Λ] (127)
and (123), it is easy to prove that
δΛ(Dµψ) = − i
2
Λ(Dµψ), δ(D
†
µψ¯) =
i
2
(D†µψ¯)Λ (128)
The same holds for multiple covariant derivatives
δΛ(Dµ1 . . . Dµnψ) = −
i
2
Λ(Dµ1 . . . Dµnψ), etc.
It follows that
δΛJ
(s)
aµ1...µs−1
(x)
= − i
2
s−1∑
n=0
(−1)n
2s−1(s− 1)!D
†
(µ1
. . . D†µnψ¯(x)[γa,Λ]Dµn+1 . . . Dµs−1)ψ(x)
= Λa
b(x)J
(s)
bµ1...µs−1
(x) (129)
Therefore the interaction term
Sint =
∞∑
s=1
∫
ddxJ (s)aµ1...µs−1(x)h
aµ1 ...µs−1 (130)
is invariant under (123) and (127) provided
δΛh
aµ1...µn(x) = Λab(x)h
bµ1...µn(x) (131)
On the other hand, writing
S0 =
∫
ddx ψ¯
(
iγa
(
∂a − i
2
Aa
)
−m
)
ψ (132)
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also S0 turns out to be invariant under LLT. So, provided we define LLT via (123) and (127),
S = S0 + Sint is invariant.
Replacing simple spacetime derivatives ∂µ with the inertial onesDµ everywhere is not enough.
There is also another apparent inconsistency. Let us take the HS field strength Gab, (31). If
we follow the above recipe we have to replace everywhere, also in the ∗ product, the ordinary
derivatives with covariant ones (covariant with respect to the spin connection Aa)
10. This gives
different transformation properties for the various pieces. Dahb transforms differently from
δΛ(ha ∗ hb) = Λac(hc ∗ hb) + Λbcha ∗ hc (133)
The inertial frame fixes this inconsistency. Instead of writing ∂a = δ
µ
a∂µ we should write
∂a = ea
µ(x)∂µ, where ea
µ(x) is a purely inertial frame. In particular, under a LLT, it transforms
according to
δΛea
µ(x) = Λa
beb
µ(x) (134)
Moreover, whenever a flat index Oa is met we should rewrite it Oa = ea
µOµ.
Finally in spacetime integrated expression we must introduce in the integrand the factor e−1,
where e = det (eµa ), the determinant of the inertial frame.
With this new recipes all inconsistencies disappear. For instance
δΛ(DaJb) = Λa
c(DcJb) + Λb
c(DaJc)
Therefore δΛ(η
abDaJb) = 0.
Likewise
δΛGab = Λa
cGcb + Λb
cGac (135)
which implies the local Lorentz invariance of GabG
ab.
Summary. The HS effective action approach breaks completely the symmetry under the local
Lorentz transformations. This is due the fact that in its formalism (and, in particular, in the HS
YM and CS formalism) the choice eµa = δ
µ
a and Aa = 0 for the inertial frame and connection,
is implicit. However the same formalism offers the possibility to recover the LL invariance by
means of a simple recipe:
1. replace any spacetime derivative, even in the ∗ product, with the inertial covariant deriva-
tive,
2. interpret any flat index a attached to any object Oa as e
µ
a(x)Oµ,
3. in any spacetime integrand insert e−1.
In the process of quantization eµa(x) and Aa(x) should be treated as classical backgrounds.
But in the rest of this paper, for simplicity, we stick to the gauge eµa = δ
µ
a and Aa = 0.
10Replacing ∂µ with Dµ does not create any ordering problem because [Dµ, Dν ] = 0.
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7.3 Coupling to fermion master fields
A teleparallel framework allows us to introduce a coupling of the master field ha(x, u) to fermion
master fields. Let us start by defining the latter
Ψ(x, u) =
∞∑
n=0
1
n!
Ψµ1...µn(n) (x)uµ1 . . . uµn , (136)
Under HS gauge transformations it transforms according to
δεΨ = iε ∗Ψ, δεΨ† = −iΨ† ∗ ε, (137)
and let us define the covariant derivative
D∗aΨ = ∂aΨ− iha ∗Ψ (138)
together with its hermitean conjugate
(D∗aΨ)
† = ∂aΨ† + iΨ† ∗ ha (139)
We get, in particular,
δε(D
∗
aΨ) = iε ∗ (D∗aΨ) (140)
It is evident that the action
S(Ψ, h) = 〈〈ΨiγaDaΨ〉〉 = 〈〈Ψγa (i∂a + ha∗)Ψ〉〉 (141)
is invariant under the HS gauge transformations (6). However, as it is, it is not invariant under
the local Lorentz transformations
δΛΨ = − i
2
ΛΨ, δΛΨ =
i
2
ΨΛ, δΛha = Λa
bhb (142)
But we know how to recover the LL invariance. We must replace in (141) i∂a with e
µ
a
(
i∂µ +
1
2Aµ
)
and add e−1 in the spacetime integral. Then (141) becomes
S(Ψ, h,A) = S1 + S2 (143)
S1 = 〈〈Ψγa
(
i∂a +
1
2
Aa
)
Ψ〉〉 = 〈〈Ψγaeµa
(
i∂µ +
1
2
Aµ
)
Ψ〉〉 (144)
S2 = 〈〈Ψγaha ∗Ψ〉〉 (145)
Notice that in S1 there is no ∗ product. It is not hard to prove that S1 and S2 are separately
invariant under (142). Let us recall that in order to prove this one must replace the ordinary
derivatives with inertial covariant ones also in the ∗ product. This allows to prove, for instance,
the intermediate result
δΛ (ha ∗Ψ) = − i
2
Λ (ha ∗Ψ) + Λab (hb ∗Ψ) (146)
The rest of the proof is straightforward.
Having modified the form of the actions according to the rules contained in the summary
above, it is not clear a priori that they remain invariant under the HS gauge transformations.
But this is so. The proof is postponed to the Appendix B.
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7.3.1 The covariantization recipe
The covariantization procedure we have just illustrated is not the familiar one in gravity theories.
Thus, before proceeding to quantization, it is worth reviewing it here once more. Let us focus
on the action (34). We have seen that it is invariant under the HS gauge transformations (6).
The latter contain in particular the diffeomorphisms. So (34) is invariant, in particular, under
diffeomorphisms, but it is clearly not invariant under local Lorentz transformations. In section
7 we have shown, however, that one can easily recover local Lorentz invariance by means of the
recipe presented there. It induces some changes in the formulas, so one may suspect that at the
end the latter, and in particular (34), are no longer invariant the HS gauge transformations.
It is not so, as we have shown in Appendix B: the full covariantization process is with HS
gauge invariance (and so, in particular, with diff invariance). A crucial step in recovering local
Lorentz invariance is the replacement of the ordinary space-time derivative with the inertial
covariant derivative. Let us stress that, contrary to the usual covariantization procedure, we
do not replace ordinary derivatives with (ordinary) covariant derivatives. This would lead to
a total mess. Instead we replace ordinary derivatives with (zero curvature) inertial covariant
ones. This operation, so to speak, separates the invariance under HS gauge transformations (in
particular, diffeomorphisms) from local Lorentz transformation, and guarantees Local Lorentz
invariance without compromising diffeomorphism invariance. This property is characteristic of
teleparallelism [36].
8 Perturbative approach
Let us consider the gauge-fixed HS YM
YM(ha, c) = 1
g2
〈〈−1
4
Gab ∗Gab − 1
2α
∂ah
a ∗ ∂bhb − i∂ac ∗ D∗ac〉〉 (147)
as an ordinary field theory and try to apply to it an ordinary perturbative quantization proce-
dure. To this end we rely on the master field expansion around u = 0. This is not the only
possible choice, but it is the most obvious one to start a discussion of perturbative quantiza-
tion. From now on we will refer to the action (147). The equations of motion will be the ones
extracted from this action functional and the HS guage symmetry is understood to be replaced
by the BRST symmetry defined in subsection 4.5.
8.1 The propagator
We use the results of the section 6, replacing Φ with ha, the index a being contracted with that
of Fa, The linear part of the eom’s, see (44,47,48,49), once the gauge is fixed11, becomes simply
ha
µ1... = 0. If we wish to proceed to quantization we have to know the propagator. One would
think it is 1
p2
, i.e. the inverse of . But, in fact, the situation is more complicated.
Let us specialize to the HS YM case12 and consider only the quadratic part in (147). To
start with we absorb the coupling g in ha and c, c¯. In the general Lorenz gauge (the Feynman
11We refer to the gauge fixed action (147), but, as we shall see later, this gauge fixing is partial.
12 When considering explicit expressions of the action, such as the kinetic term, the cubic and quartic terms
(see below) it is important to specify that we drop altogether total derivatives with respect to u. The latter
correspond to boundary terms, much like the total derivatives with respect to x in ordinary field theories. Like
in the latter case one may or may not drop total derivatives, such a choice is part of the definition of the theory
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gauge corresponds to α = 1) of (77) the kinetic operator takes the form13
K
{µ}{ν}
ab (x, u) =
(
ηabx − α− 1
α
∂xa∂
x
b
)
(148)
×

1 0 ην1ν2 u
2
2d 0 Π
ν1ν2ν3ν4 u
4
4!d(d+2) 0
0 ηµ1ν1 u
2
d
0 Πµ1ν1ν2ν3 u
4
3!d(d+2) 0 . . .
ηµ1µ2 u
2
2d 0 Π
µ1µ2ν1ν2 u
4
4d(d+2) 0 . . . . . .
0 Πµ1µ2µ3ν1 u
4
3!d(d+2) 0 . . . . . . . . .
Πµ1µ2µ3µ4 u
4
4!d(d+2) 0 . . . . . . . . . . . .
0 . . . . . . . . . . . . . . .

where Πµνλρ = ηµνηλρ + ηµληνρ + ηµρηνλ. We will call N
{µ}{ν}(u) the matrix in the RHS. The
matrix operator (148) is acting on the column vector (Ab(x), χbν1(x), b
b
ν1ν2
(x), cbµ1µ2µ3(x), . . .)
T ,
the result being contracted with the row vector (Aa(x), χaµ1(x), baµ1µ2(x), caµ1µ2µ3(x), . . .).
If the matrix N is invertible,14 the propagator is given by the inverse of (148). Let us denote
it by P
{µ}{ν}
ab (x, y, u, v). It has the structure
P
{µ}{ν}
ab (x, y, u, v) = 〈ha(x, u)hb(y, v)〉0
=
∫
ddk
(2π)d
eik·(x−y)
(
ηab
k2
+ (α− 1)kakb
k4
)
δ(u− v)M{µ}{ν}(u) (149)
where M{µ}{ν}(u) is an infinite matrix to be determined. It is the inverse of N{µ}{ν}(u), i.e.
N{µ}{ν}(u)M{ν}{λ}(u) = δ
{µ}
{λ}
One can guess the structure of M
M{µ}{ν}(u) = (150)
1 0 ην1ν2
a0,2
u2
0 tν1ν2ν3ν4
a0,4
u4
0
0 ηµ1ν1
a1,1
u2
0 tµ1ν1ν2ν3
a1,3
u4
0 . . .
ηµ1µ2
a2,0
u2
0 tµ1µ2ν1ν2
a2,2
u4
0 . . . . . .
0 tµ1µ2µ3ν1
a3,1
u4
0 . . . . . . . . .
tµ1µ2µ3µ4
a4,0
u4
0 . . . . . . . . . . . .
0 . . . . . . . . . . . . . . .

where t{µ}{ν} are tensors constructed out of η, which are symmetric in {µ} and {ν} separately.
ai,j are constants to be determined, with ai,j = aj,i.
Applying this to the column vector (jb0(x), j
b
1ν1(x), j
b
2ν1ν2(x), j
b
3ν1ν2ν3(x), . . .)
T and contract-
ing the result with the row vector (j0a(x), j1aµ1 (x), j2aµ1µ2(x), j3bµ1µ2µ3(x), . . .) we create the
(for instance, boundary terms are crucial in distinguishing between open and closed strings). Here we make the
simplest choice and drop total u-derivatives.
13From now on, for simplicity, we will drop the FP ghosts. We will get back to them later on.
14We will see below that this may not be the case.
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expression
〈〈ja Pab jb〉〉 =
∫
ddxddy
ddu
(2π)d
∑
{µ},{ν}
ja{µ}(x)P
{µ}{ν}
ab (x, y, u) j
b
{ν}(y) (151)
It is more convenient to go to the momentum representation:
P˜
{µ}{ν}
ab (k, u, v) =
(
ηab
k2
+ (α− 1)kakb
k4
)
δ(u− v)M{µ}{ν}(u) (152)
Applying this to the column vector (j˜b0(−k), j˜b1ν1(−k), j˜b2ν1ν2(−k), . . .)T and contracting the
result with the row vector (j˜0a(k), j˜1aµ1 (k), j˜2aµ1µ2(k), . . .) we create the expression
〈〈j˜a P˜ab j˜b〉〉 =
∫
ddk
(2π)d
∫
ddu
(2π)d
∑
{µ},{ν}
j˜a{µ}(k) P˜
{µ}{ν}
ab (k, u) j˜
b
{ν}(−k) (153)
This and (151) give the 〈〈ja Pab jb〉〉 and 〈〈j˜a P˜ab j˜b〉〉 term, respectively, for each couple of local
fields separately.
It is evident that the crucial object to be determined is the matrix M{µ}{ν}(u). In view of
the u integration, the inverse powers of u2 in it are hard if not impossible to deal with. To gain
some insight about this obstacle let us consider, below, a simple example15.
8.2 An example: the A− χ model, gauge field and vielbein
Let us suppose that the master field ha(x, u) contains only two fields: Aa and χ
µ
a . In this case
the kinetic operator becomes
K
{µ}{ν}
ab (x, u) =
(
ηabx − α− 1
α
∂xa∂
x
b
)(
1 0
0 ηµν u
2
d
)
(154)
Its inverse is
P
{µ}{ν}
ab (x, y, u) =
∫
ddk
(2π)d
eik·(x−y)
(
ηab
k2
+ (α− 1)kakb
k4
)(
1 0
0 ηµν d
u2
)
(155)
To gain some insight for the general case it is useful to develop the perturbative approach
for this A−χ model. Let us write down the interaction terms for these two fields. In Appendix
A.3 we have collected the u expansions for the interaction part of the action
S = S0 + Sint, Sint = S3 + S4 (156)
where, in the A−χ model, S0 is the free part with kernel (154) and S3, S4 are the cubic, quartic
interaction, respectively. The latter can be obtained from the equation (229) and (230) by
suppressing all the other component fields.
The cubic term is
S3 = −g〈〈∂aAb(∂σAaχσb − ∂σAbχσa) +
1
d
∂aχbν
(
∂σχ
ν
aχ
σ
b − ∂σχνbχσa
)
u2〉〉 (157)
15For a more general discussion about the Feynman rules, see C
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and the quartic is
S4 = −g
2
2
〈〈(∂σAaχbσ − ∂σAbχaσ)∂τAaχτb + 1d(∂σχaνχbσ − ∂σχbνχaσ)∂τχaνχτb u2〉〉,(158)
exactly.
Let us define the Feynman rules in the usual way, by considering u2 as a constant and
ignoring, for the time being the integration over u. The free AA propagator is of order u0.
Consider then the next order, i.e. the bubble diagram with two external A-legs. This can be
formed with two cubic vertices (the first two terms in S3), one AA and one χχ propagator.
Looking at (155), we see that the result is of order 1
u2
. Another possibility is to create a seagull
term by means of a quartic vertex (the first two terms in S4) and a χχ propagator. This is also
of order 1
u2
. Next let us consider the two-loop order, which is formed with three AAχ and one
χχχ vertices, three internal χχ plus two AA propagators. This is of order u−4.
Similarly, the vertex AAχ is of order u0. The one-loop contribution to the 3-point AAχ is
of order u−2. And so on.
Consider next the diagrams with two external χ-legs. The 0-th order χχ propagator is of
order u2. Using two cubic AAχ vertices and two AA propagators we obtain a contribution of
order u0. We can obtain a bubble diagram with two external χ-legs by means of two 3χ cubic
vertices and two χχ propagators. The result is also of order u0. We can also create two seagull
terms using the quartic vertices AAχχ and one AA propagator, and the vertex χχχχ with a χχ
propagator. These results are also of order u0.
Similarly the 3χ vertex is of order u−2. The one-loop 3χ function is of order u0.
Since different loop contributions have different powers of u it is important to verify at least
their dimensional correctness. This is done Appendix D.
We can continue by considering higher loop contributions or diagrams with more legs. The
results are somewhat disconcerting, because we obtain a different u dependence for different
loop-orders. It is rather impervious to assign a meaning whatsoever to the u integration in this
context. On the other hand it is not hard to notice a regularity in them. Regularity that one
can see by realizing that in (157) and (158) we could redefine fields and coupling as follows16
A→ A,χ→
√
u2χ and g → g√
u2
and get
S3 = −g〈〈∂aAb(∂σAaχσb − ∂σAbχσa) +
1
d
∂aχbν
(
∂σχ
ν
aχ
σ
b − ∂σχνbχσa
)〉〉 (159)
and
S4 = −g
2
2
〈〈(∂σAaχbσ − ∂σAbχaσ)∂τAaχτb + 1d(∂σχaνχbσ − ∂σχbνχaσ)∂τχaνχτb 〉〉
(160)
where, for simplicity, the new fields χ′ =
√
u2χ and new coupling g′ = g√
u2
are denoted with the
old symbols.
We see that u has disappeared. But this is a bit too much, because now, since u has the
dimension of a mass, the field χ has the same dimension as A, i.e. 1. It cannot represent a
16The momentum square u2 can be positive or negative according to whether it is spacelike or timelike. As we
have shown above (see for instance (105)) the u-integrand in the action can be reduced to a series in u2. At that
point we perform a Wick rotation in u so that u2 is always non-negative. This gives an unambiguous meaning to
the expression
√
u2 and to the u-integration.
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gravity vielbein. What we have to do, instead, is split
√
u2 = mu where m is a fixed mass scale
and u is the dimensionless variable part, and absorb the latter in χ and g, by setting χ′ = uχ
and g′ = gu . We obtain in this way
S3 = −g〈〈∂aAb(∂σAaχσb − ∂σAbχσa) +
m
2
d
∂aχbν
(
∂σχ
ν
aχ
σ
b − ∂σχνbχσa
)〉〉 (161)
and
S4 = −g
2
2
〈〈(∂σAaχbσ − ∂σAbχaσ)∂τAaχτb + m4d (∂σχaνχbσ − ∂σχbνχaσ)∂τχaνχτb 〉〉
(162)
Now the integration over u yields an overall dimensionful infinite factor which can be elimi-
nated by dividing the primitive functional YM(h) by the same factor, as suggested in Remark
1. Moreover in (155) u2 is replaced by m2, in this way disarming the risk triggered by the u
integration in the amplitudes.
8.3 Absorbing the u dependence. A frozen momentum background
As in the previous example it is possible to absorb the u dependence completely. However in the
general case it is not enough to redefine h
µ1...µs−1
a → h
′µ1...µs−1
a = us−1h
µ1...µs−1
a , we must also
redefine the coordinates as follows: xµ → uxµ. The coupling is also redefined as before g → gu .
Under these redefinition, for instance S3 and S4 have the same form as in eqs.(229,230) with u
replaced by m and 〈〈 〉〉 replaced by 〈〈 〉〉′. In the same way the kinetic term remains the same
apart from
〈〈haKabhb〉〉 −→ 〈〈haKabhb〉〉′ (163)
The symbol 〈〈 〉〉′ means that the integration measure has changed to∫
ddxddu ≡ md
∫
ddxddu −→ md
∫
ddxddu ud−2 (164)
In other words, apart from this change of measure and the substitution of u replaced by m, in
the expressions S3, S4 and the kinetic term, nothing has changed. In particular the dependence
on u has disappeared from the integrand. Since now the integrand is u independent we can
factor out the quantity
Vd = md
∫
ddu ud−2 (165)
and simplify it with the same factor coming from Remark 1.
So finally we are simply left with the spacetime action S = S2 + S3 + S4:
S2 =
∫
ddx
∑
{µ},{ν}
ha{µ}(x)K
{µ}{ν}
ab (x,m)h
b
{ν}(x) (166)
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S3 = −g
∫
ddx
{
∂aAb(∂σAaχ
σ
b − ∂σAbχσa) (167)
− 1
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(∂aAb − ∂bAa)(∂σ1∂σ2∂σ3Aa cσ1σ2σ3b + 3∂σ3bσ1σ2a ∂σ1∂σ2χσ3b )
+
m
2
2d
(
∂aAb∂σbaµ
µχσb − ∂aAb∂σbbµµχσa
+2∂aAb∂σχ
µ
abbµ
σ − 2∂aAb∂σχµb baµσ + ∂aAb∂σAacbµµσ − ∂aAb∂σAbcaµµσ
+∂abbµµ ∂σAaχ
σ
b − ∂abbµµ ∂σAbχσa + 2∂aχbν
(
∂σAa bb
σν − ∂σAb baσν
+∂σχ
ν
aχ
σ
b − ∂σχνbχσa
)
− 1
24
(
(∂aAb − ∂bAa)
(
∂σ1∂σ2∂σ3χ
µ
ad
µσ1σ2σ3
b +
1
2
∂σ1∂σ2∂σ3Aaf
µσ1σ2σ3
bµ
+
1
2
∂σ1∂σ2∂σ3b
µ
aµc
σ1σ2σ3
b −
3
2
∂σ1∂σ2χ
σ3
a ∂σ3d
µσ1σ2
bµ − 3∂σ1∂σ2bσ3aµ∂σ3cµσ1σ2b
+
3
2
∂σ1∂σ2χ
σ3
b ∂σ3d
µσ1σ2
aµ
)
+
(
∂ab
µ
bµ − ∂bbµaµ
) (
∂σ1∂σ2∂σ3Aa c
σ1σ2σ3
b
+3∂σ3b
σ1σ2
a ∂σ1∂σ2χ
σ3
b
)
+
(
∂aχbµ − ∂bχaµ
)(
∂σ1∂σ2∂σ3Aa d
σ1σ2σ3
bµ + ∂σ1∂σ2∂σ3χaµ c
σ1σ2σ3
b
−3∂σ1∂σ2χσ3a ∂σ3cσ1σ2bµ + 3∂σ3bσ1σ2a ∂σ1∂σ2bσ3bµ
)))
+O(m4, 6)
}
where O(m4, 6) means terms of order at least m4 or containing at least six derivatives, and
S4 = −g
2
2
∫
ddx
{(
∂σA
aχbσ − ∂σAbχaσ
)
∂τAaχ
τ
b (168)
+
m
2
d
((
∂σA
aχbσ − ∂σAbχaσ
)(
∂τAacbν
τν + 2∂τχ
ν
abbν
τ + ∂τ baν
νχτb
)
+
(
∂σA
abbσν − ∂σAbbaσν + ∂σχaνχbσ − ∂σχbνχaσ
)(
∂τAabbν
τ + ∂τχaνχ
τ
b
))
+O(m4, 4)
}
where O(m4, 4) means terms of order at least m4 or containing at least four derivatives.
S does not have the elegant form of (34), but it is a good starting point for quantization.
8.4 Back to the propagator
The kinetic operator in (166) is
K
{µ}{ν}
ab (x,m) =
(
ηabx − α− 1
α
∂xa∂
x
b
)
N{µ}{ν}(m) ≡ KxabN{µ}{ν}(m) (169)
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where
N{µ}{ν}(m) = (170)
1 0 ην1ν2 m
2
2d 0 Π
ν1ν2ν3ν4 m
4
4!d(d+2) 0
0 ηµ1ν1 m
2
d
0 Πµ1ν1ν2ν3 m
4
3!d(d+2) 0 . . .
ηµ1µ2 m
2
2d 0 Π
µ1µ2ν1ν2 m
4
4d(d+2) 0 . . . . . .
0 Πµ1µ2µ3ν1 m
4
3!d(d+2) 0 . . . . . . . . .
Πµ1µ2µ3µ4 m
4
4!d(d+2) 0 . . . . . . . . . . . .
0 . . . . . . . . . . . . . . .

If the inverse of this matrix exists the propagator in momentum space is
P˜
{µ}{ν}
ab (k, u, v) =
(
ηab
k2
+ (α− 1)kakb
k4
)
M{µ}{ν}(u) (171)
where M is the inverse of N , i.e.
N{µ}{ν}(m)M{ν}{λ}(m) = δ
{µ}
{λ}
M must have the structure
M{µ}{ν}(m) = (172)
1 0 ην1ν2
a0,2
m
2 0 t
ν1ν2ν3ν4 a0,4
m
4 0
0 ηµ1ν1
a1,1
m
2 0 t
µ1ν1ν2ν3 a1,3
m
4 0 . . .
ηµ1µ2
a2,0
m
2 0 t
µ1µ2ν1ν2 a2,2
m
4 0 . . . . . .
0 tµ1µ2µ3ν1
a3,1
m
4 0 . . . . . . . . .
tµ1µ2µ3µ4
a4,0
m
4 0 . . . . . . . . . . . .
0 . . . . . . . . . . . . . . .

where t{µ}{ν} are tensors constructed out of η, which are symmetric in {µ} and {ν} separately.
ai,j are constants to be determined, with ai,j = aj,i.
Comment. As noted in the previous subsection, the propagators in the frozen momentum
background do not suffer from the pathological feature of higher and higher inverse powers of
u2. In this sense we view the move to the frozen momentum background as a part of the gauge
fixing procedure, because it does not leave the HS gauge symmetry unaffected. In turn this
rises a new question: what are the new eom’s and what becomes of the HS symmetry in the
frozen momentum background? If the momentum u is frozen to m we cannot anymore partially
integrate over it, as it is necessary to do in order to guarantee the property (28), which is basic
in order to prove that
〈〈[Gab ∗Gab, ε]〉〉 = 0 (173)
Do we have to conclude that in this phase the dynamics is different and the HS gauge symmetry
is completely lost? We can actually convince ourselves that some symmetry does survive. Let us
return to (105). The rescaling to the frozen momentum background affects this equation simply
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by the change of u2 to m2. In this regard it may be useful to notice that the frozen momentum
expressions (167),(168) can be obtained by carrying out the integration over u for the modified
HS Yang-Mills action
Y˜M(h) = − 1
4g2
〈〈δ(u2 −m2)GabGab〉〉 , (174)
where the delta distribution may help understanding the fate of HS gauge symmetry in the
frozen momentum framework. The latter affects the eom’s, because we cannot anymore use the
argument that the master eom has to vanish for any u. For instance the equation F0(x) = 0 is
modified to an infinite series
0 = F0(x) +
m
2
d
F2µ
µ + 3
m
4
d(d + 2)
F4µν
µν + . . . (175)
The second and following terms in the RHS are nothing but traces of the eom’s (106). There-
fore the solutions of (106) are also solutions of the new eom’s such as (175). Moreover we
know that the latter are covariant under HS gauge transformations. Therefore we expect that
in some reshuffled form some kind of symmetry should appear also in the frozen momentum
background17.
The problem of residual symmetry in the frozen momentum framework deserves further
investigation, but leaving it aside for the time being, the frozen momentum background offers a
viable procedure for perturbative quantization.
9 Feynman diagrams in the frozen momentum background
Let us return to (248) in Appendix and rewrite it in terms of components fields (for two point
functions, for the sake of simplicity)
〈h˜µ1...µma (q1)h˜ν1...νnb (q2)〉 =
δ
δj˜aµ1...µn(−q1)
δ
δj˜bν1...νn(−q2)
e
iSint
(
δ
δj˜a
)
e−i〈〈j˜
aP˜abj˜
b〉〉
∣∣∣
j˜=0
(176)
The crucial objects are S3, S4 and 〈〈j˜aP˜abj˜b〉〉. We have to rewrite them in the frozen momentum
language. Let us start from the latter. The re-definitions needed are:
u2 = m2u2, xµ → x′µ = xµu, kµ → k′µ = k
µ
u
, hµ1...µsa → h
′µ1...µs
a = u
shµ1...µsa (177)
This implies, in particular,
j˜aµ1...µs → j˜
′a
µ1...µs
= u−sj˜aµ1...µs (178)
Taking into account the explicit form of the propagator, see (171), we can decompose the
integrand of 〈〈j˜aP˜abj˜b〉〉 into a u-independent factor and a mdud−2 factor. Finally, as before, we
can factor out Vd = md
∫
ddu ud−2 and simplify it to get
〈〈j˜aP˜abj˜b〉〉0 =
∑
n,m
n+m = even
1
m
n+m
∫
ddk
(2π)d
j˜aµ1...µm(k) P˜
µ1...µmν1...νn
ab (k) j˜
b
ν1...νn
(−k) (179)
17 Needless to say the frozen momentum background is reminiscent of a spontaneously broken symmetry phase
in ordinary field theory.
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where
P˜µ1...µmν1...νnab (k) = am,n t
µ1...µmν1...νn
(
ηab
k2
+ (α− 1)kakb
k4
)
(180)
Next we have to rewrite S3. Here a more subtle representation of uµ must be used: uµ =
m unµ, where nµ represents the normal unit vector to the sphere S
d−1 of radius 1, such that∫
Sd−1
dn nµ1 . . . . . . nµ2n =
Πµ1......µ2n
d(d+ 2) . . . (d+ 2n− 2) (181)
Using (247), rewriting it in components, rescaling as above, then factoring out Vd and sim-
plifying it as before, we get
S3 = −g
∫
ddk1
(2π)d
ddk2
(2π)d
ddk3
(2π)d
δ(k1 + k2 + k3)k1a
∫
Sd−1
dn
∞∑
l=0
m
l
l!
δ
δj˜bλ1...λl(k1)
nλ1 . . . nλl
×
∞∑
n,m=0
m
n+m
n!m!
[
δ
δj˜aµ1 ...µl(k2)
(
n− k3
2
)
µ1
. . .
(
n− k3
2
)
µm
δ
δj˜bν1...νl(k3)
(
n+
k2
2
)
ν1
. . .
(
n+
k2
2
)
νn
− δ
δj˜aµ1 ...µl(k2)
(
n+
k3
2
)
µ1
. . .
(
n+
k3
2
)
µm
δ
δj˜bν1...νl(k3)
(
n− k2
2
)
ν1
. . .
(
n− k2
2
)
νn
]
(182)
and a similar expression for S4.
As a sample let us compute the two-point function from (176). Let us recall that formula
(176) gives the two-point function multiplied on the left by the propagator P
h
(m)
a h
(m)
a
and on
the right by P
h
(n)
b
h
(n)
b
, a piece that contributes to the self-energy. In order to find the genuine
two-point function we have to truncate the two external legs by multiplying by the respective
inverse propagators. The calculation proceeds in the usual way and the result is ( n+m = even,
otherwise 0)
〈h˜µ1...µma (q1)h˜ν1...νnb (q2)〉0 = g2 qb1 qa2 δ(q1 + q2)
∫
ddp
(2π)d
1
p2(p− q1)2
m
n+m
n!m!
(183)
×
∫
Sd−1
dn1
∫
Sd−1
dn2 n1µ1 . . . n1µmn2ν1 . . . n2νn
∞∑
l, r, j, s = 0
l + r&j + s = even
1
l!r!j!s!
al,s ar,j t
λ1...λlσ1...σs tρ1...ρrτ1...τs
×
[(
n1 +
p− q1
2m
)
λ1
. . .
(
n1 +
p− q1
2m
)
λl
(
n1 +
p
2m
)
ρ1
. . .
(
n1 +
p
2m
)
ρr
−
(
n1 − p− q1
2m
)
λ1
. . .
(
n1 − p− q1
2m
)
λl
(
n1 − p
2m
)
ρ1
. . .
(
n1 − p
2m
)
ρr
]
×
[(
n2 +
p− q1
2m
)
σ1
. . .
(
n2 +
p− q1
2m
)
σs
(
n2 +
p
2m
)
τ1
. . .
(
n2 +
p
2m
)
τj
−
(
n2 − p− q1
2m
)
σ1
. . .
(
n2 − p− q1
2m
)
σs
(
n2 − p
2m
)
τ1
. . .
(
n2 − p
2m
)
τj
]
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It is easy to check that the dimension of this 2-pt function is 2+m+n, as it should be because
it must have the same dimension as the propagator with opposite sign. The full result is a series
in 1
m
. Thus 1
m
plays a role similar to
√
α′ in the field theory limit of string theory.
10 Diagonalizing the propagator
It is clear that the difficulties met in the previous section could be handled more effectively
were we able to diagonalize the kinetic operator (148).We would like to show in this section
that this can be done provided we fix a surviving gauge freedom. As it is not hard to guess
this corresponds to go to a traceless basis for the component fields. Since this can in fact be
formulated on a general ground we will use a general notation rather than the specific one of
the previous sections. Let us consider a generic master field
Φ(x, u) =
∞∑
n=0
1
n!
φµ1...µn(x)uµ1 . . . uµn (184)
Φ may have additional indices, like for instance ha, but they will be understood in the sequel.
Its components can be reshuffled as follows
Φ(x, u) =
∞∑
n=0
n∑
k=0
1
(2n)!
(
2n
2k
)
(2k − 1)!! u2k
(d+ 4(n− 1)− 2(k − 1)) . . . (d+ 4(n− 1)− 4(k − 1))
× φ˜[k]µ2k+1...µ2nuµ2k+1 . . . uµ2n
+
∞∑
n=0
n∑
k=0
1
(2n + 1)!
(
2n+ 1
2k
)
(2k − 1)!! u2k
(d+ 4(n − 1)− 2(k − 1) + 2) . . . (d+ 4(n − 1)− 4(k − 1) + 2)
× φ˜[k]µ2k+1...µ2n+1uµ2k+1 . . . uµ2n+1 (185)
where φ˜0 = φ0, φ˜
µ
1 = φ
µ
1 and φ˜
[k]µ1...µp are traceless fields obtained from φ[k]µ1...µp by subtracting
traces. Here [k] denotes a k-fold trace.
Eq.(185) is simply a rewriting and we cannot in general assign any meaning to the coefficients
of uµ2k+1 . . . uµ2n and uµ2k+1 . . . uµ2n+1 because they contain powers of u
2. However in the frozen
momentum background things change and, after the rescalings of section 8.3, we can define new
component fields
φ̂µ1...µ2p = φµ1...µ2p +
∞∑
n=1
1
(2p)!(2n)!
(2n − 1)!! m2n
(d+ 2(n − 1) + 2p) . . . (d+ 4p) φ˜
[n]µ1...µ2p (186)
and
φ̂µ1...µ2p+1 (187)
= φµ1...µ2p+1 +
∞∑
n=1
1
(2p + 1)!(2n)!
(2n− 1)!! m2n
(d+ 2(n − 1) + 2p+ 2) . . . (d+ 4p+ 2) φ˜
[n]µ1...µ2p+1
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Here are some examples:
φ̂0 = φ0 +
m
2
2d
φ′2 +
m
4
8d(d + 2)
φ′′4 +
m
6
48d(d + 2)(d + 4)
φ′′′6 + . . . (188)
φ̂µ1 = φ
µ
1 +
m
2
2(d+ 2)
φ′3
µ +
m
4
8(d+ 2)(d + 4)
φ′′5
µ + . . . (189)
φ̂µν2 = φ˜
µν
2 +
m
2
2(d+ 4)
φ˜′4
µν +
m
4
8(d+ 4)(d + 6)
φ˜′′6
µν + . . . (190)
etc.
Next let us consider our original kinetic term in the frozen momentum background
hTa{µ}K
{µ}{ν}
ab (x,m)h
b
{ν} (191)
where
K
{µ}{ν}
ab (x,m) =
(
ηabx −
α− 1
α
∂
x
a∂
x
b
)
(192)
×


1 0 ην1ν2 m
2
2d
0 Πν1ν2ν3ν4 m
4
4!d(d+2)
0
0 ηµ1ν1 m
2
d
0 Πµ1ν1ν2ν3 m
4
3!d(d+2)
0 . . .
ηµ1µ2 m
2
2d
0 Πµ1µ2ν1ν2 m
4
4d(d+2)
0 . . . . . .
0 Πµ1µ2µ3ν1 m
4
3!d(d+2)
0 . . . . . . . . .
Πµ1µ2µ3µ4 m
4
4!d(d+2)
0 . . . . . . . . . . . .
0 . . . . . . . . . . . . . . .


and hTa{µ} = (A
a, χaµ, b
a
µ1µ2
, caµ1µ2µ3 , . . .).
The claim is that (191) is equal to
ĥTa{µ}K̂
{µ}{ν}
ab (x,m)ĥ
b
{ν} (193)
where ĥTa{µ} = (Â
a, χ̂aµ, b̂
a
µ1µ2
, ĉaµ1µ2µ3 , . . .), the component fields being given by (186) and (187),
and
K̂
{µ}{ν}
ab (x,m) =
(
ηabx − α− 1
α
∂xa∂
x
b
)
(194)
×

1 0 0 0 . . .
0 ηµ1ν1 m
2
d
0 0 . . .
0 0 Π˜µ1µ2ν1ν2 m
4
4d(d+2) 0 . . .
0 0 0 Π˜µ1µ2µ3ν1ν2ν3 m
4
36(d+2)(d+4) . . .
. . . . . . . . . . . . . . .

The tensors Π˜{µ}{ν} are symmetric and traceless in the indices {µ} and {ν}, separately. For
instance
Π˜µ1µ2ν1ν2 = ηµ1ν1ηµ2ν2 + ηµ1ν2ηµ2ν1 − 2
d
ηµ1µ2ην1ν2 (195)
Π˜µ1µ2µ3ν1ν2ν3 = δ
µ1
ν1
δµ2ν2 δ
µ3
ν3
+ perm(ν1, ν2, ν3)
− 2
d+ 2
(
ηµ1µ2δµ3ν1 ην2ν3 + perm(µ1, µ2, µ3)(ν1, ν2, ν3)
)
(196)
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The terms at the RHS in the second line are 6, while the terms in the third line are 9.
When replacing (186) and (187) in (193), one should notice that the fields φ˜[n]µ1...µ2p and
φ˜[n]µ1...µ2p+1 can be replaced by φ[n]µ1...µ2p and φ[n]µ1...µ2p+1 , respectively, because the difference
is made of trace parts (i.e. they contain at least one η), saturated with some traceless tensor
Π˜{µ}{ν}. The equivalence between (191) and (193) has been explicitly verified up for the 4×4
matrix in (194). We believe it can be verified in general, but, as will be seen in a moment, this
is not necessary.
Now comes the surprise. These Π˜ are projectors
Π˜µ1µ2ν1ν2Π˜
ν1ν2
λ1λ2 = 2Π
µ1µ2
λ1λ2 , Π˜
µ1µ2µ3
ν1ν2ν3Π˜
ν1ν2
λ1λ2 = 6Π
µ1µ2µ3
λ1λ2λ3 , . . . (197)
Therefore the inverse of the matrix in (194) does not exist on the full space of unconstrained
component fields. Of course we can invert (194) on the space of traceless fields More precisely
b′a = 0, c
′
a
µ = 0, d′µνa = 0, . . . (198)
i.e. all the component fields of ha must be traceless on the µ indices
18. We can now return to
the kinetic operator (148) and realize that, in this new gauge all the non-diagonal terms in the
matrix N{µ}{ν} are absent and only the diagonal ones survive with the replacement
1
n!
Πµ1...µnν1...νn → ∆µ1...µnν1...νn =
1
n!
(
δµ1ν1 . . . δ
µn
νn
+ perm(µ1, . . . , µn)
)
(199)
The summation in the RHS has in total n! different products of Kronecker delta’s. Let us call
the new matrix N˜{µ}{ν}. Its inverse M˜{µ}{ν} is easy to determine
M˜
{µ}
{ν} (m) =

1 0 0 0 0 . . .
0 δµ1ν1
1
m
2 0 0 0 . . .
0 0 ∆
(2)µ1µ2
ν1ν2
1
m
4 0 0 . . .
0 0 0 ∆
(3)µ1µ2µ3
ν1ν2ν3
1
m
6 0 . . .
0 0 0 0 ∆
(4)µ1µ2µ3µ4
ν1ν2ν3ν4
1
m
8 . . .
. . . . . . . . . . . . . . . . . .

(200)
from which one can extract the values of the coefficients al,r: al,l =
1
l! and = 0 otherwise.
The tensors tµ1...µnν1...νn are given by ∆
(n)
µ1...µnν1...νn . Thus the propagators for the traceless
symmetric (in the µ indices) tensors are
P˜
{µ}{ν}
ab (k,m) =
(
ηab
k2
+ (α− 1)kakb
k4
)
M˜{µ}{ν}(m) (201)
Replacing these in (183) one obtains the formula for the 2-pt correlators of any two (traceless
in the µ indices) components of hµ1...µna . This, in particular, tells us that the spectrum of the HS
YM model is made of an infinite set of massless modes with tensor structure T aµ1...µn , symmetric
and traceless in the µi indices (with positive and negative residues). The same can be said about
the components of the scalar master field Φ: after quantization and restriction of the domain
they reduce to traceless symmetric massless modes.
The perturbative quantum theory is therefore haunted by unphysical states. It is however
possible to show that such states are harmless. In the internal lines of physical amplitudes only
physical states propagate. Showing this is the purpose of the next section.
18 As will become clear shortly, this symmetry breaking will be implemented by inserting projectors inside
amplitudes. The condition of tracelessness will be one of the conditions to be imposed in order to guarantee their
physicality.
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11 The no-ghost argument
It is customary to say that the physical modes of hµ1...µna are the transverse ones, i.e. h
j1...jn
i ,
with i, j1, . . . , jn = 2, . . . , d − 1. Unphysical modes are thus be identified with the temporal
and longitudinal modes, i.e. the ones for which the indices a, µ1, . . . , µn take the value 0 or
1. Although, for the sake of simplicity, we will often use similar expressions, this language is
somewhat inaccurate. A more precise definition is as follows: by physical modes of hµ1...µna
we understand solutions of its free massless equation of motion represented by a plane wave
multiplied by a polarization, say θµ1...µna , with non-negative norm: θ
µ1...µn
a θaµ1...µn ≥ 0. As we
shall see later on, in order to guarantee Lorentz covariance, beside the traceless transverse
modes also other zero-norm traceful modes must contribute. This fact should be always taken
into account. In the perturbative expansion the modes propagating in the internal lines are
usually off-shell. One such mode will be called physical when, cutting the internal line where it
propagates and putting it on shell, it satisfies the previous definition19.
The total number of modes in hµ1...µna is d
(
d+ n− 1
n
)
. As pointed out above in the HS YM
theory there are plenty of unphysical modes. Those labeled, say, by a = 0, 1 can be eliminated by
means of the ordinary FP ghosts20. But the temporal and longitudinal modes in the µ indices
require a different treatment. The reason is that there is no explicit gauge invariance that
correspond to these unphysical modes: much like with the local Lorentz invariance, the theory,
in the present formulation, comes without an explicit underlying gauge symmetry. Leaving aside
the problem of how to unfold this symmetry in a new formulation of the theory and whether
it is a convenient operation, let us focus on the problem of how the corresponding unphysical
modes can be excluded from the physical processes.
The argument is in principle very simple. It consists in decomposing the tensor ∆
(n)
µ1...µn,ν1...νn ,
which is the identity in the space of symmetric tensors of order n, into a sum of orthogonal
projectors, each corresponding to a representation of the Lorentz group. Only one projector
in this sum projects to physical states, which are traceless and transverse. Therefore replacing
in (200) the identity ∆
(n)
µ1...µn,ν1...νn with this unique (Lorentz covariant) projector guarantees
that, in amplitudes with physical states in the external legs, only physical states propagate in
the internal line, thus ensuring the absence of propagating unphysical modes in any physical
process.
Let us introduce the elementary projectors
πµν = ηµν − kµkν
k2
, ωµν =
kµkν
k2
(202)
with the properties
πµν π
ν
λ = πµλ, ωµν ω
ν
λ = ωµλ, πµν ω
ν
λ = 0 (203)
π is transverse, while ω is not.
19According to the previous definition, among such propagating states there are also modes with zero norm
polarization. In the integration over the internal momenta the latter represent however a set of zero measure.
20It is worth insisting that this expression is oversimplified: eliminating the modes with a = 0, 1 breaks Lorentz
covariance, while the formalism of FP ghosts does the job while preserving it.
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Let us start with the case n = 2 (the cases n = 0, 1 are treated separately) which is well-
known, see for instance [47, 48]:
∆(2)µ1µ2,ν1ν2 = P
(2)
µ1µ2,ν1ν2
+ P (1)µ1µ2,ν1ν2 + P
(0)
µ1µ2,ν1ν2
+ P
(0)
µ1µ2,ν1ν2
(204)
where
P (2)µ1µ2,ν1ν2 =
1
2
(πµ1ν1πµ2ν2 + πµ1ν2πµ2ν1)−
1
d− 1πµ1µ2πν1ν2 (205)
P (1)µ1µ2,ν1ν2 =
1
2
(πµ1ν1ωµ2ν2 + πµ1ν2ωµ2ν1 + ωµ1ν1πµ2ν2 + ωµ1ν2πµ2ν1) (206)
P (0)µ1µ2,ν1ν2 =
1
d− 1πµ1µ2πν1ν2 (207)
P
(0)
µ1µ2,ν1ν2
= ωµ1µ2ων1ν2 (208)
These are projectors
P (2)µ1µ2,ν1ν2P
(2)ν1ν2,
λ1λ2 = P
(2)
µ1µ2,λ1λ2
, etc. (209)
orthogonal to one another. P (2) is transverse and traceless. P (1) is traceless but not transverse,
P (0) is transverse but not traceless, P
(0)
is neither transverse nor traceless.
The physical projector for n = 3 is
P (3)µ1µ2µ3,ν1ν2ν3 =
1
6
(
πµ1ν1πµ2ν2πµ3ν3 + πµ1ν1πµ2ν3πµ3ν2 + πµ1ν2πµ2ν3πµ3ν1 (210)
+πµ1ν2πµ2ν1πµ3ν3 + πµ1ν3πµ2ν1πµ3ν2 + πµ1ν3πµ2ν2πµ3ν1
)
− 1
3(d+ 1)
(
πµ1µ2πν1ν2πµ3ν3 + πµ1µ3πν1ν3πµ2ν2 + πµ2µ3πν2ν3πµ1ν1
+πµ1µ2πν1ν3πµ3ν2 + πµ1µ2πν2ν3πµ3ν1 + πµ1µ3πν1ν2πµ2ν3
+πµ1µ3πν2ν3πµ2ν1 + πµ2µ3πν1ν3πµ1ν2 + πµ2µ3πν1ν2πµ1ν3
)
which is tranverse and traceless.
The other five orthogonal projectors that, together with these, ‘resolve’ ∆
(3)
µ1µ2µ3,ν1ν2ν3 , are
all non-transverse and/or traceful. These two examples are particular cases of a general result,
whose proof is given in Appendix E. There we show that
∆(n)µ1...µn,ν1...νn = P
(n)
µ1...µn,ν1...νn
+
pn∑
i=1
P (i)µ1...µn,ν1...νn (211)
where P(n) is transverse and traceless, while the remaining P (i) are traceful or non-transverse
or both. The projector P(n) is the only one that projects onto the physical degrees of freedom.
All the others project to nonphysical modes. We stress again that P(n) is orthogonal to the
subspace of unphysical modes.
All the above projectors are mutually orthogonal. It is worth stressing that they are all
Lorentz covariant.
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Let us go back to the propagator (201) whereM
{µ}
{ν} (m) is given by (200), where ∆µ1...µn,ν1...νn
is replaced by P
(n)
µ1...µn,ν1...νn . Now formula (183) can be applied for the two-point function of
two tensors representing physical modes, with the simplifications
am,n =
1
m
2n
δn,m, t
µ1...µmν1...νn = P(n)µ1...µnν1...νnδn,m (212)
One finally gets
〈h˜µ1...µma (q1)h˜ν1...νnb (q2)〉0 = g2 qb1 qa2 δ(q1 + q2)
∫
ddp
(2π)d
1
p2(p− q1)2
m
n+m
n!m!
(213)
×
∫
Sd−1
dn1
∫
Sd−1
dn2 n1µ1 . . . n1µmn2ν1 . . . n2νn
∞∑
l,r=0
1
(l!)2(r!)2
1
m
2l
1
m
2r
P(l)λ1...λlσ1...σl(p − q1)P(r)ρ1...ρrτ1...τr(p)
×
[(
n1 +
p− q1
2m
)
λ1
. . .
(
n1 +
p− q1
2m
)
λl
(
n1 +
p
2m
)
ρ1
. . .
(
n1 +
p
2m
)
ρr
−
(
n1 − p− q1
2m
)
λ1
. . .
(
n1 − p− q1
2m
)
λl
(
n1 − p
2m
)
ρ1
. . .
(
n1 − p
2m
)
ρr
]
×
[(
n2 +
p− q1
2m
)
σ1
. . .
(
n2 +
p− q1
2m
)
σs
(
n2 +
p
2m
)
τ1
. . .
(
n2 +
p
2m
)
τj
−
(
n2 − p− q1
2m
)
σ1
. . .
(
n2 − p− q1
2m
)
σs
(
n2 − p
2m
)
τ1
. . .
(
n2 − p
2m
)
τj
]
where it is understood that P(0) = 1 and P(1)µν = δ
µ
ν . Since the projector P(n) are Lorentz
covariant, the above amplitude is also Lorentz covariant.
The highest spin projectors P(n), for n > 1, allow only the physical modes to propagate
(and do not exclude any of them). How this happens is explained in subsection 11.1 below.
Formulas for more general amplitudes can be easily obtained via the ordinary Feynman rules.
The presence of these projectors guarantees that only physical degrees of freedom propagate in
the internal lines.
The discussion concerning the amplitude with two external legs hµ1...µma and h
ν1...νn
b so far
takes care of the physicality relative to the indices labeled by µi. The physicality for the modes
labeled by a and b, like in ordinary gauge theories, can be implemented with the use of FP
ghosts. Therefore hereinafter we are going to enact the machinery of FP ghosts according to the
action (79)21. Their propagator is the same as (148), except that ηabx− α−1α ∂xa∂xb is replaced
by x. It has therefore the same invertibility problems as (148). Proceeding in the same way
we exclude traceful and non-transverse components and restrict to traceless and transverse FP
ghosts. Eventually the ghost-antighost propagator is
P˜{µ}{ν}(k,m) =
1
k2
M˜{µ}{ν}(m) (214)
21This means precisely that equations of motion and BRST symmetry are those relative to the (79), on which
the rescaling of u has to be carried out according to the rules at the beginning of sec. 8.3, and that ordinary
space-time integrated action terms must be extracted according to footnote 11.
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where, in M{µ}{ν}, the identity ∆
(n)
µ1...µn,ν1...νn is replaced by the overall traceless and transverse
projector P
(n)
µ1...µn,ν1...νn . There are no other traceless and transverse projectors in ∆
(n), and
P(n) is orthogonal to all the other projectors.
Once the machinery of FP ghosts is switched on it takes automatically care of the unphysical
modes of hµ1...µna in the index a, i.e. the temporal and longitudinal modes, which can be identified
with the modes labeled by a = 0, 1. Formula (213), as well as all amplitude formulas constructed
in a similar way, are fit to represent amplitudes among states with transverse and traceless
polarizations. We stress that the projectors P(n) to traceless and transverse states are Lorentz
covariant. Therefore all the amplitudes constructed in the same way will preserve (global)
Lorentz covariance.
We stress again that the splitting between traceless transverse modes and the remaining ones
is operated in an algebraic way, by means of mutually orthogonal projectors, which preserve
Lorentz covariance22
11.1 Physical degrees of freedom and Lorentz covariance
Let us see the counting of degrees of freedom. As already pointed out, the HS gauge degrees of
freedom contained in ε(x, u) take care of eliminating all the components hµ1...µn0 and h
µ1...µn
1 via
the gauge fixing ∂aha(x, u) = 0 and the residual gauge invariance, or, alternatively, the formalism
of FP ghosts. Once this is done we are left with the modes hµ1...µni , i = 2, . . . , d−1. Out of these,
the unphysical modes hµ1...µni with n > 1 and µ1, ..., µn = 0 or 1, are eliminated by the P
(n)
projectors introduced above. This implies the reduction from the n-th order symmetric tensor
representation of the Lorentz group to the n-th order symmetric traceless tensor representation
of its little group, which identifies the transverse physical degrees of freedom, plus a few more
representations of the little group which are needed to guarantee Lorentz covariance.
Let us start from the simplest transverse projector πµν . Let ζ
ν be a spin 1 generic polarization
for a massless on-shell particle. Applying πµν to it we obtain a new one which is transverse
πµνζ
ν = ζ¯µ, ζ¯ · k = 0, k2 = 0 (216)
With a well-known argument, by means of a Lorentz transformation, we can reduce kµ to the
form (k0, k1, 0, . . . , 0), with k0 = k1 = k. Then the polarization components, due to (216), must
satisfy ζ¯0 = ζ¯1, so that its norm
ζ¯µζ¯
µ =
d−1∑
i=2
ζ¯2i ≥ 0 (217)
22The algebraic approach to physicality of amplitudes, i.e. the use of projectors to project out unphysical states,
is allowed by the simple pole structure of the propagators: in the gauge fixed form they are proportional to 1
k2
times a projector. This is to be compared with the polar structure in various theories of gravity, see for instance
[48], where the structure is typically of the form
1
k2(k2 −m2)P =
1
m2
(
− 1
k2
+
1
k2 −m2
)
P (215)
where P is a projector and m2 is a square mass term which may also be negative. In this situation one can have
a tachyon, and, in any case, a negative residue pole which is algebraically impossible to disentangle from the one
with positive residue.
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A state with such a polarization corresponds to the definition of physical state given above. We
notice that by a Lorentz transformation it can be reduced to the transverse form (0, 0, ζ¯ ′2, . . . , ζ¯
′
d−1).
Thus the transversality condition maps a state in the fundamental representation of the Lorentz
group to a state in the fundamental representation of its little group SO(d-2). But we see that a
Lorentz transformation does in general switch on non-transverse components of the polarization.
Let us see this at work for traceless symmetric representations of order two. In this case we
start from a state ζµνe
ik·x, where ζ is symmetric. Projecting it with the symmetric transverse
traceless projector P(2) ≡ P (2) (see (205)) we obtain a symmetric transverse traceless polarization
ζ¯µ1µ2 = P
(2)
µ1µ2
ν1ν2ζν1ν2 , ζ¯µ1µ2k
µ1 = ζµ1µ2k
µ2 = 0 (218)
Setting k0 = k1 = k implies ζ¯00 = ζ¯01 = ζ¯10 = ζ¯11 and ζ¯0i = ζ¯1i. Thus
ζ¯µ1µ2 ζ¯
µ1µ2 =
d−1∑
i,j=2
ζ¯2ij ≥ 0 (219)
Again the state with such a polarization is physical according to our definition because the
norm is non-negative. Transversality and tracelessness dramatically reduce the dimension of
the original symmetric representation of the Lorentz group: the latter has dimension (d+1)d2
while the two-index symmetric traceless representation of its little group (where ζij lives) has
dimension d(d−3)2 ). In order to keep a Lorentz covariant formalism, however, we need, beside
the (physical) symmetric transverse traceless polarization ζij, also the zero norm singlet and the
fundamental representations of the little group represented by ζ¯00 = ζ¯01 = ζ¯11 and ζ¯0i = ζ¯1i,
respectively, which are also zero norm representations.
In the same way with a third order symmetric traceless polarization ζµνλ, transversality
implies
ζ¯0νλ = ζ¯1νλ (220)
In particular we have ζ¯000 = ζ¯001 = ζ¯011 = ζ¯111, ζ¯00i = ζ¯01i = ζ¯11i and ζ¯0ij = ζ¯1ij , which induce
ζ¯µνλζ¯
µνλ =
d−1∑
i,j,k=2
ζ¯2ijk ≥ 0 (221)
The states obeying the transversality condition are physical. The transverse states defined by
ζijk, which are in the symmetric transverse traceless (physical) representation of the little group,
need other non-physical representations in order to preserve Lorentz covariance (a singlet, vector
and symmetric tensor representations) of the little group.
The generalization to higher order polarizations is straightforward, and the result can be
staeted as follows: the symmetric transverse traceless representation of the Lorentz group, se-
lected by the P(n) projector, decomposes into a (in general irreducible) symmetric transverse
traceless representation of the little group characterized by positive norm polarization states,
plus a bunch of smaller representations with zero norm states. The latter are needed in order to
ensure Lorentz covariance. It is of course fitting that such additional zero norm representations
have zero measure when integrating over the internal loop momenta. This is the correct way to
express physicality for higher massless spin modes23 .
23Unlike in the n = 1 case, it is of course impossible in general to reduce, by a Lorentz transformation, the
state represented by ζµ1...µn to the state represented by ζi1...in . The analogous physicality statement must be
expressed in terms of representations of the little group, as we have just done.
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11.2 The case n = 1
It remains for us to consider n = 0 and 1.
The case n = 0 is in fact a subcase of the one just discussed, corresponding to the scalar
gauge parameter ǫ(x). The case n = 1 is not a subcase of the previous discussion and requires an
ad hoc analysis. In fact the difference between the G and a-G interpretations becomes evident
when we go to the physical spectrum for the case n = 1, i.e. the physical modes contained in
χµa . The initial dofs are d2. In the G case we have
d(d−3)
2 physical modes, in the a-G case the
physical modes are (d− 2)2. Let us see the two cases in turn.
In the a-G case the counting is as follows. From d2 modes we subtract d modes corresponding
to the gauge parameters ξµ, and as many modes due to the residual symmetry (this is as usual:
the gauge transform χµa → χµa + ∂aξµ eliminates the longitudinal modes (in a). After the gauge
fixing ∂aχµa = 0 we are left with the residual symmetry whose parameters satisfy ξµ = 0, they
eliminate d additional modes, for instance the temporal one in the index a.). So we are left with
d(d − 2) modes, say χµi with i = 2, ..., d − 1. This is not the end because in the propagator
(10.17) there is the sum of projectors πµν + ω
µ
ν . We have to exclude the projector ω because
it allows for negative norm states. We are left with the projector πµν . This is transverse, so it
eliminates the non-transverse modes in µ, which are 2 for any value of i. In conclusion we are
left with (d − 2)(d − 2) physical modes (notice that πµν is not traceless, this is the reason why
the counting is different than with the P projectors).
Let us consider next the G interpretation, in which case we have to take into account the
(recovered) local Lorentz symmetry. Subtracting the local Lorentz parameters we are left with(
d+ 1
2
)
modes. Using the gauge parameters ξµ in ε(x, u) and the residual gauge freedom
eliminates 2d parameters, as usual. Finally we are left with d(d−3)2 , which is the correct number
of physical degrees of freedom for a massles spin 2 particle in d dimensions. In this argument
we understand that the local Lorentz symmetry has been fixed by setting the antisymmetric
part of χµa to zero. This point perhaps needs a (somewhat obvious) formal justification. The
introduction of local Lorentz invariance changes the initial vielbein Eµa (x) to new vielbein E˜
µ
a (x),
whose transformation properties under a LLT are δΛE˜
µ
a (x) = Λa
b(x)E˜µb (x). The FP method
promotes Λa
b(x) to anticommuting ghost field. The gauge fixing δ
(
E˜aµ(x)− E˜µa(x)
)
induces
in the action a term
∫
ddxβaµ(x)Λa
b(x)
(
E˜bµ(x)− E˜µb(x)
)
= 0, where βaµ(x) is the antighost
(anti-commuting) field. Endowing Λa
b(x) with the transformation property δΛΛa
b = Λa
cΛc
b
the transformation δΛ becomes a nilpotent BRST transformation and the above action term
invariant, provided δΛβ
a
µ = 0. Since the ghost-antighost system does not propagate, we can
integrate out βaµ and get Λa
b(x)
(
E˜bµ(x)− E˜µb(x)
)
= 0 for a generic Λ. This implies E˜bµ(x) −
E˜µb(x) = 0. In other words we can safely set to 0 the antisymmetric part of the vielbein.
In the n = 1 argument the local Lorentz gauge freedom is essential. We recall that in the
original model the Lorentz gauge is fixed and we had to enlarge the theory by introducing inertial
frames and connections in order to recover the LL symmetry. Perhaps a similar scheme could
explain the presence of the unphysical modes hµ1...µni with n > 1 and µ1, ..., µn = 0 or 1. By
suitably enlarging the theory it might be possible to introduce an additional gauge symmetry
that accounts for them. This however is likely to result in non-localities and in a rather baroque
formalism compared to the above method of projecting out unphysical modes. We will leave
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this issue open for a future investigation.
In conclusion, the stage is now ready for an analysis of renormalization of HS-YM theories,
which will be carried out elsewhere. Here we limit ourselves to remark that, generally, many
contributions like (183) are IR and UV divergent, the degree of divergence increasing with the
power of 1
m
. However these integrals can be dealt with, they are similar to the ones explicitly
calculated in [27, 28] via dimensional regularization.
12 No-go theorems
Let us pause to consider the results obtained so far for HS YM theories. The eom’s are well
defined in a Minkowski background in any dimensions! They are perturbatively local , i.e. the
number of terms with a fixed number of derivatives is finite. They encompass a Maxwell or YM
eom, gravity, etc. They are interacting eom’s, which include up to third order (fourth order in
the action) interactions (infinite order in the metric fluctuation). They are characterized by a
unique coupling g. We have also introduced a perturbative quantization, in which only physical
degrees of freedom propagate in physical processes.
As anticipated in the introduction, this at first cannot be but surprising, for there exist in
the literature no-go theorems forbidding massless HS particles in flat spacetime. Let us briefly
review this issue, relying on the nice review [41]
The argument goes as follows (in a 4d Minkowski spacetime). Particles with spin s ≤ 2 are
known to couple minimally to gravity. Weinberg’s equivalence principle (based on an S-matrix
argument), [37], states that all particles of whatever spin must as well couple minimally to
gravity at low energy (if we want a non-vanishing emission of such particles, Weinberg’s soft
emission theorem). But the Weinberg-Witten theorem, [38], and its generalizations say that HS
particles cannot couple minimally to gravity. As a consequence HS particles decouple from low
spin ones at low energies, which means that an action containing LS and HS particles split into
two non-interacting pieces (at low energy).
These theorems on a general ground are based on the existence of the S-matrix, which requires
in particular the existence of asymptotic states in the full range of energy; more specifically they
are based on a lemma, which in Lagrangian language, can be formulated as follows: any local
polynomial which is at least quadratic in a spin s massless field, non-trivial on-shell and gauge
invariant, contains at least 2s derivatives.
The consequence of this lemma is that any perturbatively local theory with a Lorentz covari-
ant and gauge invariant energy-momentum tensor cannot have spin higher than 2. The reason
is that the energy-momentum tensor is assumed to contain two derivatives. Now since the em
tensor is quadratic in an HS field h(s) (the coupling of h(s) to gravity is in accord with the
scheme g−h(s)−h(s)), according to the lemma, it must contain at least 2s derivatives, which is
impossible.
In [41], from the above no-go theorems the following conclusions are drawn for local cubic
vertices in flat space including at least one massless particle:
1. the number of derivatives in any consistent local cubic vertex is at least equal to the highest
spin in the vertex;
2. a local cubic vertex containing at least one massless field with spin higher than 2 contains
at least three derivatives;
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3. massless higher spin particle couple non-minimally to low-spin particles.
None of these is true for HS YM models. Looking at (167) we see that in the third line
the coupling Aχb contains two derivatives (not three, like the spin of b). This disagrees with 1
and 2. As for 3, comparing the first and third line, one sees that the coupling AAχ, which is
minimal, has the same structure as the coupling Aχb, where b has spin 3.
So the question is: where is the bug? Let us observe that there are several ways to evade
the hypotheses on which no-go theorems rely:
• The em tensor (like in the HS YM case) may not be a polynomial but an infinite series,
like in (67).
• The coupling to gravity via the em tensor is non-minimal, that is it contains more than
two derivatives (for instance, the coupling χbb in (229) has four derivatives).
• No-go theorems always understand Einstein-Hilbert gravity: the coupling to gravity is
implemented by replacing simple derivatives with covariant ones. In HS YM models, for
instance, this is not the case, while covariance is nevertheless implemented.
• No-go theorems are based on the existence of asymptotic free particle state. The question
is: do these states always exist? or, at least, do they exist in the full range of energy? For
instance, the escape for Vasilev’s models is that they hold in AdS spaces where asymptotic
states and S-matrix do not exist (globally).
• Some no-go statements originate from the attempt to implement the Fronsdal linearized
equations at the interaction level24. In HS YM models the linearized equations of motion
are not the Fronsdal’s ones.
A particular mention should be perhaps made for [24], which is still another type of no-go
theorem: it is a clear statement about the impossibility of extending the BBvD idea, [7], to the
quartic vertex. However, the analysis is limited to the BBvD scheme, where one starts from
Fronsdal’s free theory. As a consequence, its validity seems to be limited to that construction.
In the HS YM models considered above, for instance, we do not start from Fronsdal’s free theory
and do not reproduce it in the free case. The covariance of the eom’s is attained thanks to the
L∞ structure of the model, see eq. (4.28). In summary, the no-go theorem in [24] is certainly
valuable, but it is not clear how far one can extend the range of its applicability.
Summarizing: we do not have a general statement of the no-go theorems, their applicability
has still to be decided case by case. What we can say about the HS YM models is that there
are important differences with one or more hypotheses of the different no-go theorems:
• an infinite number of fields is involved;
• the coupling of HS fields to gravity is non-minimal;
• the em tensor and the other conserved currents are non-polynomial;
• the covariantization procedure and the gravity that emerges are not the conventional ones;
• the linearized equations of motion are not the Fronsdal’s ones.
24This is the case for [45], although in the light-cone formalism.
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These specifications certainly cut out many no-go theorems. We are not sure they cut out all of
them. However there is another feature of HS-YM models which comes from the quantization
illustrated in the previous sections and seems to be decisive in this sense. In perturbation theory
we have developed precise formulas for any type of amplitudes at any loop order in which only
physical modes propagate in the internal lines. To do so we have had to introduce appropriate
physical projectors for the internal lines. Such projectors are non-local and introduce an effective
non-locality in the theory, in the sense that if we want to implement a gauge simmetry for the
symmetric tensors with indices µ1, . . . , µn we would have to introduce non-local terms in the
initial action. This effective non-locality definitely seems to put offside all the no-go theorems
demostrated so far. One may be led to conclude that it sets offside also the HS-YM models.
For, as for instance the author of [14] makes it clear, once strict locality is relaxed, the Noether
procedure by which gauge invariance is imposed allows in principle for an infinite number of
solutions. However the main point our paper is making is that the upshot is not chaos, but
it is still possible to give a well-defined procedure that allows to select some of these theories
and to compute sensible physical amplitudes out of them. The effective non-locality is a pure
gauge artifact that can be circumvented by the use of physical projectors. Said another way,
the original contribution of our paper is that it has a HS gauge invariance on the frame index
which is used to construct the vertices, but the absence of ghosts relies not only on it but also
on projectors to physical states. The latter are a remnant of a hidden gauge symmetry over the
non-frame indices.
13 Conclusions
In this paper we have shown that massless HS theories exist in a flat spacetime. In fact, inspired
by the effective action method, by which integrating out fermion matter fields one can derive
HS models, we have constructed HS YM-type theories in any dimension and CS-like theories
in any odd dimension. We have defined their actions and found their equations of motion, as
well as their conserved currents. These theories are perturbatively local. They are character-
ized by a HS gauge symmetry which includes in particular ordinary gauge transformations and
diffeomorphisms. We have presented two different interpretations, a gravitational (G) and an
a-gravitational (a-G). On the same footing we have also introduced HS scalar type theories.
Focusing in particular on HS YM theories we have shown that, with the addition of ghosts
and auxiliary fields, they can be easily BRST quantized. It is possible to reproduce the Higgs
phenomenon, by which the HS potentials acquire a mass. Finally we have shown how to recover
local Lorentz covariance in all of these HS models.
Then we have taken on the problem of perturbative quantization of HS YM-like models
(without matter). Expanding around u = 0 we have seen that a perturbative expansion and the
relevant Feynman diagrams can be defined. We have seen that this leads to the appearance of a
mass parameter, although the HS particles remain massless. A perturbative series can indeed be
defined and used for calculations. In this context a crucial issue is represented by the unphysical
modes. In a gauge theory they are unavoidable, and may lead to unitarity violations; but good
theories contain the necessary antibodies. This seems to be the case also for the HS YM-like
theories. We have shown that the quantum perturbative series for physical amplitudes can be
formulated in such a way as to exclude unphysical modes and allow only the propagation of the
physical ones. This remarkable result has been obtained by using both the traditional FP ghosts
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and a system of projectors to the transverse and traceless modes.
It is worth adding that this seems to fit in well with a classical result derived in a forth-
coming paper. There it will be shown that, for instance, in 4d (but a similar argument can be
repeated in any dimension) the overall density functional of the YM-like theory in the quadratic
approximation has the form
∼
∫
d3x
∫
d4u
((→
E (x, u)
)2
+
(→
F(x, u)
)2)
+ . . . (222)
where
→
E(x, u) and
→
F(x, u) are vectors with components G0i(x, u) and Gij(x, u), i, j = 1, 2, 3,
respectively, like in ordinary Maxwell theory, and dots denote cubic and quartic terms in the
fields. The first term in the RHS of (222) is positive and vanishes only when ha(x, u) = 0. In
the limit of slowly varying fields it represents the ‘sum’ of all the kinetic terms. This means the
system is classically stable.
Finally we have shown that the HS YM-like theories evade a few basic hypotheses of the
no-go theorems on massless HS particles in flat background, and argued that this may explain
why they are ineffective in their case.
For completeness we must mention also the questions, relevant to HS YM-like theories, we
leave unsolved here. We feel the most important is the full comprehension of how the gauge
symmetry is realized in such models and how it is related to the exclusion of unphysical modes.
It is apparent that the extreme simplicity in which the models are formulated has some costs.
For instance the local Lorentz symmetry turns out to be fixed in the simplest formulation of
HS YM-like models. We have shown that this symmetry can be recovered by enlarging the
model. Something similar must hold when we project out the temporal and longitudinal modes
of hµ1...µna in the µ indices. It is expected this to be made possible by a hidden gauge symmetry,
that is, a symmetry which is fixed in the initial formulation of the model but can be unfolded by
enlarging it. Unfolding it may (and does in this case) lead to a nonlocal terms in the action, the
non-locality being however a pure gauge artifact. The main point of our paper is that even if the
model is effectively non-local, due to such artifact, it is still possible to single out a well-defined
procedure that allows to compute sensible physical amplitudes. The effective non-locality can
be circumvented by the use of physical projectors. Said another way, the original contribution
of our paper is that it has a HS gauge invariance on the frame index which is used to construct
the vertices, but the absence of ghosts relies not only on it but also on projectors to physical
states. The latter are a remnant of an implicit gauge symmetry over the non-frame indices.
It might also be that, in this respect, HS YM theories drift away from the ordinary YM
theories, in that the explict form of this residual gauge symmetry is theoretically desirable but
unnecessary in practice, the method of projectors being more effective than the introduction of
new FP ghosts. This is one of the main issues to be pursued in the continuation of the present
research.
In the third paper of this series we will also discuss the interpretation of these theories for
what concerns in particular gravity. We have already remarked that in HS YM theories gravity
does not have the traditional EH form, but is rather akin to teleparallel gravity. This is an
interesting new aspect of our HS models as compared to previous attempts. It is also interesting
to compare a theory like HS YM with string theory/theories. Since it is massless it makes sense
to compare it with tensionless (open) string field theory [49], or, better, with a subsector thereof.
On the other hand it is an interacting theory and it contains a mass scale, so HS YM seems
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rather to be related with an intermediate stage between tensionless and tensile string theory. In
any case it may represent a new tool also to understand string theory.
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A Master field expansions
In this Appendix we collect some u expansions of various master fields referred to in the text.
A.1 Curvature components
Here are the expansions referred to in section 4.1:
Fab = ∂aAb − ∂bAa + ∂σAaχσb − ∂σAbχσa −
1
24
(
∂σ1∂σ2∂σ3Aa c
σ1σ2σ3
b (223)
−∂σ1∂σ2∂σ3Ab cσ1σ2σ3a + 3∂σ3bσ1σ2a ∂σ1∂σ2χσ3b − 3∂σ3bσ1σ2b ∂σ1∂σ2χσ3a
)
Xµab = ∂aχ
µ
b − ∂bχµa + ∂σAa bbσµ − ∂σAb baσµ − χσa ∂σχµb + χσb ∂σχµa (224)
− 1
24
(
∂σ1∂σ2∂σ3χ
µ
a c
σ1σ2σ3
b − ∂σ1∂σ2∂σ3χµb cσ1σ2σ3a + ∂σ1∂σ2∂σ3Aa dµσ1σ2σ3b
−∂σ1∂σ2∂σ3Ab dµσ1σ2σ3a − 3∂σ1∂σ2χσ3a ∂σ3cσ1σ2µb + 3∂σ1∂σ2χσ3b ∂σ3cσ1σ2µa
+3∂σ3b
σ1σ2
a ∂σ1∂σ2b
σ3µ
b − 3∂σ3bσ1σ2b ∂σ1∂σ2bσ3µa
)
+ . . .
Bab
µν = ∂abb
µν − ∂bbaµν + 2∂σχ(µa bbν)σ − 2∂σχ(µb baν)σ
+∂σba
µνχσb − ∂σbbµνχσa + ∂σAacσµνb − ∂σAbcσµνa + . . . (225)
− 1
24
(
2∂σ1∂σ2∂σ3χ
(µ
a d
ν)σ1σ2σ3
b − 2∂σ1∂σ2∂σ3χ(µb dν)σ1σ2σ3a + ∂σ1∂σ2∂σ3Aa fµνσ1σ2σ3b
−∂σ1∂σ2∂σ3Ab fµνσ1σ2σ3a + ∂σ1∂σ2∂σ3bµνa cσ1σ2σ3b − ∂σ1∂σ2∂σ3bµνb cσ1σ2σ3a
−3∂σ1∂σ2χσ3a ∂σ3dσ1σ2µνb + 3∂σ1∂σ2χσ3b ∂σ3dσ1σ2µνa − 6∂σ3c
σ1σ2(ν
b ∂σ1∂σ2b
µ)σ3
a
+6∂σ3c
σ1σ2(ν
a ∂σ1∂σ2b
µ)σ3
b + 3∂σ3b
σ1σ2
a ∂σ1∂σ2c
σ3µν
b − 3∂σ3bσ1σ2b ∂σ1∂σ2cσ3µνa
)
+ . . .
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Cµνλab = ∂acb
µνλ − ∂bcaµνλ + ∂σAadσµνλb − ∂σAbdσµνλa + 3∂σχ(µa cνλ)σb − 3∂σχ(µb cνλ)a
+3∂σb
(µν
a b
λ)σ
b − 3∂σb
(µν
b b
λ)σ
a + ∂σc
µνλ
a χ
σ
b − ∂σcµνλb χσa (226)
− 1
24
(
∂σ1∂σ2∂σ3Aa g
µνλσ1σ2σ3
b − ∂σ1∂σ2∂σ3Ab gµνλσ1σ2σ3a + 3∂σ1∂σ2∂σ3χ(µa f νλ)σ1σ2σ3b
−3∂σ1∂σ2∂σ3χ(µb f νλ)σ1σ2σ3a + 3∂σ1∂σ2∂σ3b(µνa d
ν)σ1σ2σ3
b − 3∂σ1∂σ2∂σ3b
(µν
b d
ν)σ1σ2σ3
a
+∂σ1∂σ2∂σ3c
µνλ
a c
σ1σ2σ3
b − ∂σ1∂σ2∂σ3cµνλb cσ1σ2σ3a − 3∂σ1∂σ2χσ3a ∂σ3fσ1σ2µνλb
+3∂σ1∂σ2χ
σ3
b ∂σ3f
σ1σ2µνλ
a − 9∂σ1∂σ2cσ3(µνa ∂σ3cλ)σ1σ2b + 9∂σ1∂σ2cσ3(µνb ∂σ3cλ)σ1σ2a
−9∂σ1∂σ2bσ3(µa ∂σ3dνλ)σ1σ2b + 9∂σ1∂σ2bσ3(µb ∂σ3dνλ)σ1σ2a
−3∂σ1∂σ2dσ3µνλa ∂σ3bσ1σ2b + 3∂σ1∂σ2dσ3µνλb ∂σ3bσ1σ2a
))
+ . . .
where the ellipses in the RHS refer to terms containing at least five derivatives.
A.2 δΦ
Here we consider the transformation of the complex scalar field Φ introduced in sec.5.1. Under
(81) its components transform as
δεϕ0 = iǫ ϕ0 − 1
2
ξ ·∂ϕ0 + 1
2
ϕµ1∂µε−
i
8
(∂µ∂νεϕ2µν + ∂
µ∂νϕ0 Λµν − 2∂µξν∂µϕ1ν) + . . .
δεϕ
λ
1 = iε ϕ
λ
1 + iϕ0ξ
λ − 1
2
(
ϕµλ2 ∂µε+ ϕ
µ
1∂µξ
λ − ξ ·ϕλ1 − Λµλ∂µϕ0
)
+
i
4
(
∂µξν∂µϕ2ν
λ + ∂µΛνλ∂µϕ1ν
)
− i
8
(
∂µ∂νεϕ3µν
λ + ∂µ∂νξλϕ2µν + ∂
µ∂νϕ0 Σ
λ
µν + ∂
µ∂νϕλ1Λµν
)
+ . . .
δεϕ
λρ
2 = iε ϕ
λρ
2 + iϕ
(λ
1 ξ
ρ) + iϕ0 Λ
λρ−1
2
(
∂µεϕ3µ
λρ + 2∂µξ
(λϕ
ρ)µ
2 + ϕ
µ
1∂µΛ
λρ
)
+
1
2
(
ξ ·∂ϕλρ2 + 2Λµ(λ∂µϕρ)1 + ∂µϕ0 Σµλρ
)
+
i
4
(
∂µξ
ν∂µϕ3ν
λρ + 2∂µΛν(λ∂µϕ2ν
ρ) + ∂µΣνλρ∂µϕ1ν
)
− i
8
(
∂µ∂νεϕ4µν
λρ + 2∂µ∂νξ(λϕ3µν
ρ) + ∂µ∂νϕ0 P
λρ
µν + 2∂
µ∂νϕ
(λ
1 Σ
ρ)
µν
+∂µ∂νΛλρϕ2µν + ∂
µ∂νϕλρ2 Λµν
)
+ . . . (227)
49
δεϕ
µνλ
3 = iε ϕ
µνλ
3 +
3
2
iξ(µϕ
νλ)
2 +
3
2
iΛ(µνϕ
λ)
1 + iΣ
µνλϕ0 (228)
−1
2
(
∂σΣ
µνλϕσ1 + 3∂σΛ
(µνϕ
λ)σ
2 + 3∂σξ
(µϕ
νλ)σ
3 + ∂σǫ ϕ
µνλσ
4
)
+
1
2
(
ξσ∂σϕ
µνλ
3 + 3Λ
σ(µ∂σϕ
νλ)
2 + 3Σ
σ(µν∂σϕ
λ)
1 + P
σµνλ∂σϕ0
)
− i
8
(
∂σ∂τΣ
µνλϕστ2 + 3∂σ∂τΛ
(µνϕ
λ)στ
3 + 3∂σ∂τ ξ
(µϕ
νλ)στ
4 + ∂σ∂τ ǫ ϕ
µνλστ
5
)
− i
8
(
∂σ∂τϕ0 Ω
µνλστ + 3∂σ∂τϕ
(µ
1 P
νλ)στ + 3∂σ∂τϕ
(µν
2 Σ
λ)στ ++3∂σ∂τϕ
µνλ
3 Λ
στ
)
+
i
4
(
∂σξ
τ∂τϕ
σµνλ
4 + 3∂σΛ
τ(µ∂τϕ
νλ)σ
3 + 3∂σΣ
τ(µν∂τϕ
λ)σ
2 + ∂σP
τµνλ∂τϕ
σ
1
)
+ . . .
A.3 S3 and S4
Here are the explicit expressions for the lowest order terms of S3 and S4. They are computed by
stripping 〈〈GabGab〉〉 of the integration over u. We point out that for the higher derivative terms
this implies a choice of gauge (this issue, which is connected with the Comment in subsection
8.4, will be discussed in more detail elsewhere).
S3 = −ig 〈〈∂ahb ∗ [ha ∗, hb]〉〉 (229)
= −g〈〈∂aAb(∂σAaχσb − ∂σAbχσa)
− 1
24
(∂aAb − ∂bAa)(∂σ1∂σ2∂σ3Aa cσ1σ2σ3b + 3∂σ3bσ1σ2a ∂σ1∂σ2χσ3b )
+
1
2d
(
∂aAb∂σbaµ
µχσb − ∂aAb∂σbbµµχσa
+2∂aAb∂σχ
µ
abbµ
σ − 2∂aAb∂σχµb baµσ + ∂aAb∂σAacbµµσ − ∂aAb∂σAbcaµµσ
+∂abbµµ ∂σAaχ
σ
b − ∂abbµµ ∂σAbχσa + 2∂aχbν
(
∂σAa bb
σν − ∂σAb baσν
+∂σχ
ν
aχ
σ
b − ∂σχνbχσa
)
− 1
24
(
(∂aAb − ∂bAa)
(
∂σ1∂σ2∂σ3χ
µ
ad
µσ1σ2σ3
b +
1
2
∂σ1∂σ2∂σ3Aaf
µσ1σ2σ3
bµ
+
1
2
∂σ1∂σ2∂σ3b
µ
aµc
σ1σ2σ3
b −
3
2
∂σ1∂σ2χ
σ3
a ∂σ3d
µσ1σ2
bµ − 3∂σ1∂σ2bσ3aµ∂σ3cµσ1σ2b
+
3
2
∂σ1∂σ2χ
σ3
b ∂σ3d
µσ1σ2
aµ
)
+
(
∂ab
µ
bµ − ∂bbµaµ
) (
∂σ1∂σ2∂σ3Aa c
σ1σ2σ3
b
+3∂σ3b
σ1σ2
a ∂σ1∂σ2χ
σ3
b
)
+
(
∂aχbµ − ∂bχaµ
)(
∂σ1∂σ2∂σ3Aa d
σ1σ2σ3
bµ + ∂σ1∂σ2∂σ3χaµ c
σ1σ2σ3
b
−3∂σ1∂σ2χσ3a ∂σ3cσ1σ2bµ + 3∂σ3bσ1σ2a ∂σ1∂σ2bσ3bµ
)))
u2 +O(u4, 6)〉〉
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where O(u4, 6) means terms of order at least u4 or containing at least six derivatives, and
S4 =
g2
4
〈〈[ha ∗, hb] ∗ [ha ∗, hb]〉〉 (230)
= −g
2
2
〈〈(∂σAaχbσ − ∂σAbχaσ)∂τAaχτb
+
1
d
((
∂σA
aχbσ − ∂σAbχaσ
)(
∂τAacbν
τν + 2∂τχ
ν
abbν
τ + ∂τ baν
νχτb
)
+
(
∂σA
abbσν − ∂σAbbaσν + ∂σχaνχbσ − ∂σχbνχaσ
)(
∂τAabbν
τ + ∂τχaνχ
τ
b
))
u2
+O(u4, 4)〉〉
B Compatibility of LL and HS gauge transformations
In this Appendix we answer the question: after the introduction of the inertial frame eµa and
connection Aµ, does the HS gauge symmetry still hold? For instance, is (143) still invariant
under (142)? Let us consider first
δεS2 = δε〈〈Ψγaha ∗Ψ〉〉 = δε〈〈Ψ ∗ γaha ∗Ψ〉〉
= i〈〈Ψ ∗ γaha ∗ ε ∗Ψ〉〉 − i〈〈Ψ ∗ ε ∗ γaha ∗Ψ〉〉+ 〈〈Ψ ∗ γa (∂aε− i[ha ∗, ε]) ∗Ψ〉〉
= 〈〈Ψ ∗ γa∂aε ∗Ψ〉〉 = 〈〈Ψ ∗ γaDaε ∗Ψ〉〉 (231)
where it is understood that ∂a = e
µ
a∂µ = e
µ
aDµ and in the ∗ products the ordinary spacetime
derivatives are replaced by inertial covariant ones. This is possible because, not only [Dµ,Dν ] =
0, but also [Da,Db] = 0 due of (120).
Next
δεS1 = δε〈〈Ψγaeµa
(
i∂µ +
1
2
Aµ
)
Ψ〉〉 = δε〈〈Ψ ∗ γaDaΨ〉〉
= 〈〈Ψ ∗ ε ∗ γaDaΨ〉〉 − 〈〈Ψ ∗ γaDa (ε ∗Ψ)〉〉
= −〈〈Ψ ∗ γaDaε ∗Ψ〉〉 (232)
where we have used Da (ε ∗Ψ) = Daε ∗Ψ+ ε ∗DaΨ, which is possible because we have inserted
the inertial covariant derivative in the ∗ product, and because [Da,Db] = 0, as already pointed
out.
In conclusion the HS gauge invariance of S(Ψ, h,A) still holds. Let us remark that, in order
to achieve invariance, the inertial frame and connection must not transform under HS gauge
transformations.
As another example let us consider the transformation of
Gab = Dahb −Dbha − i[ha ∗, hb] (233)
It follows immediately
δGab = −i[Gab ∗, ε]
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provided one remarks that, once we replace ordinary spacetime derivatives with inertial covariant
ones in the ∗ product, the inertial covariant derivative commutes with the ∗ product. For
instance:
Da(hb ∗ ε) = Dahb ∗ ε+ hb ∗Daε
and Daε = ∂aε = e
µ
a∂µε.
C Functional calculus
In the functional integral manipulations of the perturbative approach the conjugate variables
are
ha(x, u) =
∞∑
n=0
1
n!
hµ1...µna (x)uµ1 . . . uµn , (234)
and
ja(x, u) =
∞∑
n=0
(−1)njaµ1...µn(x)
∂n
∂uµ1 . . . ∂uµn
δ(u) (235)
so that
〈〈ja ha〉〉 =
∫
ddx jaµ1...µn(x)h
µ1...µn
a (x) (236)
In the presence of the factor ei〈〈ja ha〉〉 we can represent
ha(x, u) =
δ
δja(x, u)
〈〈ja ha〉〉 =
∞∑
n=0
1
n!
uµ1 . . . uµn
δ
δjaµ1 ...µn(x)
〈〈ja ha〉〉 (237)
It follows that
δ
δja(x, u)
jb(y, v) =
∞∑
n=0
1
n!
uµ1 . . . uµn
δ
δjaµ1...µn(x)
∞∑
l=0
(−1)l
l!
jbν1...νl(y)
∂l
∂vν1 . . . ∂vνl
δ(v)
= δba δ(x− y)
∞∑
n=0
(−1)n
n!
uµ1 . . . uµn
∂n
∂vµ1 . . . ∂vµn
δ(v)
= δba δ(x− y)δ(u − v) (238)
since
∞∑
n=0
(−1)n
n!
uµ1 . . . uµn
∂n
∂vµ1 . . . ∂vµn
δ(v) = δ(u − v) (239)
for one can show, integrating by parts, that∫
ddv
(2π)d
∞∑
n=0
(−1)n
n!
uµ1 . . . uµn
∂n
∂vµ1 . . . ∂vµn
δ(v)f(v) = f(u) (240)
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Similarly one can prove
δ
δha(x, u)
hb(y, v) = δ
a
b δ(x − y)δ(u − v) (241)
In momentum representation
ha(x, u) =
∫
ddk
(2π)d
eik·x h˜a(k, u), ja(x, u) =
∫
ddk
(2π)d
eik·x j˜a(k, u)
haµ1...µn(x) =
∫
ddk
(2π)d
eik·x h˜aµ1...µn(k), j
a
µ1...µn
(x) =
∫
ddk
(2π)d
eik·x j˜aµ1...µn(k)
and
〈〈ja(x, u)ha(x, u)〉〉 =
∫
ddx jaµ1...µn(x)h
µ1...µn
a (x) =
∫
ddk
(2π)d
j˜aµ1...µn(k) h˜aµ1 ...µn(−k)
C.1 Perturbative series for master fields
Let us try to develop a perturbative treatment for master fields (instead of simple space-time
fields). First let us introduce external currents ja(x, u) and define the coupling
〈〈ha(x, u) ∗ ja(x, u)〉〉 =
∫
ddx
∫
ddu
(2π)d
ha(x, u) ∗ ja(x, u). (242)
Then we define the generating functional
Z[ha; ja] =
∫
Dha e
i
(
S0+〈〈ha(x,u)∗ja(x,u)〉〉
)
eiSint (243)
where
S0 = −1
2
〈〈ha(x, u) ∗Kab(x)hb(x, u)〉〉 (244)
and
Sint = S3 + S4
see Appendix 156.
The (unnormalized) n-point function of the master field ha is defined by
〈ha1(x1, u1) . . . . . . han(xn, un)〉
=
∫
Dha ha1(x1, u1) . . . . . . han(xn, un)e
i
(
S0+〈〈ha(x,u)∗ja(x,u)〉〉
)
eiSint (245)
Going through the usual process (completing the square and integrating over ha) one gets
〈hx1(q1, u1) . . . han(xn, un)〉 =
δ
δja1(x1, u1)
. . . . . .
δ
δjan (xn, un)
e
iSint
(
δ
δja
)
e−i〈〈j
aPabj
b〉〉
∣∣∣
j=0
(246)
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where Pab is the propagator (151). It is convenient to express everything in terms of Fourier
transforms:
h˜a(k, u) =
∫
ddx eik·xha(x, u), j˜a(k, u) =
∫
ddx eik·xja(x, u)
For instance S3 can be rewritten
S3 = −g
∫
ddk1
(2π)d
ddk2
(2π)d
ddk3
(2π)d
δ(k1 + k2 + k3)
∫
ddu
(2π)d
(247)
×k1a h˜b(k1, u)
[
h˜a
(
k2, u− k3
2
)
h˜b
(
k3, u+
k2
2
)
− h˜a
(
k2, u+
k3
2
)
h˜b
(
k3, u− k2
2
)]
Next
〈ha1(x1, u1) . . . han(xn, un)〉 =
∫
ddq1
(2π)d
. . .
ddqn
(2π)d
ei(q1·x1+...+qn·xn)〈h˜a1(q1, u1) . . . h˜an(qn, un)〉
Since
h˜a(k, u) =
δ
δj˜a(−k, u) =
∫
ddx e−ik·x
δ
δja(x, u)
we can write
〈h˜a1(q1, u1) . . . h˜an(qn, un)〉 =
δ
δj˜a1(−q1, u1)
. . .
δ
δj˜an(−qn, un)
e
iSint
(
δ
δj˜a
)
e−i〈〈j˜
aP˜abj˜
b〉〉
∣∣∣
j˜=0
(248)
Now one could apply the machinery of Feynman diagrams. But there are some unanswered
questions. First, we do not have an explicit expression for the propagator in 〈〈j˜aP˜abj˜b〉〉, see
(171). The second problem is that so far we have formulated everything in terms of master
fields, but, unfortunately, the just mentioned term (171) is not expressed in terms of master fields
but only in terms of component fields. For the time being, at least, as far as the perturbative
approach is concerned, we can rely only in a component field formulation.
D A dimensional check in the A− χ model
In this Appendix we make the dimensional check anticipated in subsection 8.2. Since the different
loop contributions have different powers of u it is important to verify that their dimensions are
correct. Let us recall that the self-energy of the particle A in momentum space is given by the
series
PAA + PAA ΣPAA + PAAΣPAAΣPAA + . . . (249)
where PAA is the AA propagator and Σ is the perturbative one-particle irreducible contribution
to the two-point function. Therefore Σ has dimension opposite to PAA. Let us check that this
is true. Let us start with d = 4, in which case g is dimensionless (A and u have dimension 1).
The 2-pt function
〈A˜(k)A˜(−k)〉 =
∫
d4x eik·x〈A(x)A(0)〉 (250)
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has dimension −2. Let us consider the first contribution to Σ, which comes from the just
mentioned one-loop diagram
Pχχ
(AAχ) (AAχ)
PAA
(251)
Looking at (157) and (155), in momentum space the vertex AAχ has dimension 2, PAA has
dimension -2 and Pχχ has dimension -4. Taking into account the integration over the internal
momentum p, the overall dimension is 2, which is the right dimension for Σ.
If d 6= 4 to start with g has dimension 2 − d2 . In order for the kinetic term of A to have
the canonical form we must redefine A → A′ = A/g, so dim(A′) = d2 − 1. Using (250) with A
replaced by A′ and d4x by ddx one finds that
dim
(
〈A˜′(k)A˜′(−k)〉
)
= −d+ 2(d
2
− 1) = −2 (252)
As for χχ, let us also redefine χ′ = χ/g. Using the formula (250) adapted to χ we find
dim
(〈χ˜′(k)χ˜′(−k)〉) = −d+ 2(d
2
− 2) = −4 (253)
which corresponds to what one reads off (155). Therefore concerning the diagram (251), taking
into account these results (which are the same as in d = 4), the integration
∫
ddp over the internal
momentum and the factor g2 in front of the diagram, one gets d+4− d+2+ 2− 4− 2 = 2, i.e.
the same result as in d = 4.
As for the seagull diagram, one has to take into account that the vertex AAχχ has dimension
2 and is proportional to g2. Using the previous results one gets that also the seagull diagram
has dimension 2, as expected. As for the two-loop diagram which is formed with three AAχ
and one χχχ vertex, three internal χχ plus two AA propagators, one has to take into account
the double internal momentum integration and the fact that χχχ vertex has dimension 4: the
result is again of dimension 2 as it should.
Proceeding in the same way as with the fields A and χ, with the spin 3 field b one finds
dim
(
〈b˜′(k)b˜′(−k)〉
)
= −6 (254)
and in general for a field h
µ1...µs−1
a one finds
dim
(
〈h˜′(k)h˜′(−k)〉
)
= −2s (255)
E Spin projectors
The purpose of this Appendix is to ‘resolve’ the operators
∆µ1...µnν1...νn =
1
n!
(
δµ1ν1 . . . δ
µn
νn + perm(µ1, . . . , µn)
)
(256)
They are identity operators in the space of symmetric tensors of order n. We wish to express
them as a sum of projectors, each of which projects onto a representation of the little group of
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the Lorentz group. We will basically use the elementary projectors (202) and their properties
(203), together with
πµ
µ = d− 1, ωµµ = 1, πµνπµν = d− 1 (257)
Let us start we a few simple examples.
E.1 spin 1, n = 1
The spin 1 case is given by ∆µν = δ
ν
µ. The decomposition is given by
∆µν = P
(1)
µ,ν + P
(0)
µ,ν (258)
where
P (1)µ,ν = πµν , P
(0)
µ,ν = ωµν (259)
P (1) is traceless
E.2 spin 2, n = 2
The n = 2 case has already been reported in section 11.
E.3 spin 3, n = 3
In the n = 3 case one has
∆µ1µ2µ3,ν1ν2ν3 = P
(3)
µ1µ2µ3,ν1ν2ν3
+ P (2)µ1µ2µ3,ν1ν2ν3
+P (0)µ1µ2µ3,ν1ν2ν3 + P
(0a)
µ1µ2µ3,ν1ν2ν3
+ P (0b)µ1µ2µ3,ν1ν2ν3 + P
(0)
µ1µ2µ3,ν1ν2ν3
(260)
where P (3) is recorded in (210) The next relevant one is
P (2)µ1µ2µ3,ν1ν2ν3 =
1
3
(
P
(2)
(µ1µ2,ν1ν2
ωµ3)ν3 + P
(2)
µ1µ2,ν1ν3
ωµ3ν2 + P
(2)
µ1µ2,ν2ν3
ωµ3ν1
+P (2)µ1µ3,ν1ν2 ωµ2ν3 + P
(2)
µ1µ3,ν1ν3
ωµ2ν2 + P
(2)
µ1µ3,ν2ν3
ωµ2ν1
+P (2)µ2µ3,ν1ν2 ωµ1ν3 + P
(2)
µ2µ3,ν1ν3
ωµ1ν2 + P
(2)
µ2µ3,ν2ν3
ωµ1ν1
)
(261)
which is traceless but not transverse. The remaining projectors are
P (0)µ1µ2µ3,ν1ν2ν3 =
1
3(d + 1)
(
πµ1µ2πν1ν2πµ3ν3 + πµ1µ3πν1ν3πµ2ν2 + πµ2µ3πν2ν3πµ1ν1
+πµ1µ2πν1ν3πµ3ν2 + πµ1µ2πν2ν3πµ3ν1 + πµ1µ3πν1ν2πµ2ν3
+πµ1µ3πν2ν3πµ2ν1 + πµ2µ3πν1ν3πµ1ν2 + πµ2µ3πν1ν2πµ1ν3
)
(262)
P (0a)µ1µ2µ3,ν1ν2ν3 =
1
3
(
πµ1ν1ωµ2µ3ων2ν3 + πµ1ν2ωµ2µ3ων1ν3 + πµ1ν3ωµ2µ3ων1ν2
+πµ2ν1ωµ1µ3ων2ν3 + πµ2ν2ωµ1µ3ων1ν3 + πµ2ν3ωµ1µ3ων1ν2
+πµ3ν1ωµ1µ2ων2ν3 + πµ3ν2ωµ1µ2ων1ν3 + πµ3ν3ωµ1µ2ων1ν2
)
(263)
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P (0b)µ1µ2µ3,ν1ν2ν3 =
1
3(d− 1)
(
πµ1µ2πν1ν2 ωµ3ν3 + πµ1µ2πν1ν3 ωµ3ν2 + πµ1µ2πν2ν3 ωµ3ν1
+πµ1µ3πν1ν2 ωµ2ν3 + πµ1µ3πν1ν3 ωµ2ν2 + πµ1µ3πν2ν3 ωµ2ν1
+πµ2µ3πν1ν2 ωµ1ν3 + πµ2µ3πν1ν3 ωµ1ν2 + πµ2µ3πν2ν3 ωµ1ν1
)
(264)
P
(0)
µ1µ2µ3,ν1ν2ν3
=
1
9
(
ωµ1ν1ωµ2µ3ων2ν3 + ωµ1ν2ωµ2µ3ων1ν3 + ωµ1ν3ωµ2µ3ων1ν2
+ωµ2ν1ωµ1µ3ων2ν3 + ωµ2ν2ωµ1µ3ων1ν3 + ωµ2ν3ωµ1µ3ων1ν2
+ωµ3ν1ωµ1µ2ων2ν3 + ωµ3ν2ωµ1µ2ων1ν3 + ωµ3ν3ωµ1µ2ων1ν2
)
(265)
P (0), P (0a), P (0b), P
(0)
are traceful.
The six projectors are orthogonal to one another. Only P (3) is transverse and traceless .
E.4 Arbitrary n
From the previous examples it is clear that, in order to consider the general n case, it is necessary
to use a more compact notation. Let us start from
∆µ1...µnν1...νn = δ
(µ1
ν1
. . . δµn)νn (266)
where the round brackets denote symmetrization over the µ indices normalized to 1. Now we
change the notation such that on the right hand side we strip i from µi and symmetrize over all
µi indices. We do the same with ν indices. (Repeated indices at the same level are symmetrized
so that the weight of the symmetrized expression is 1.)
∆µ1...µnν1...νn = δ
µ
ν . . . δ
µ
ν = (δ
µ
ν )
n = (πµν + ω
µ
ν )
n =
n∑
k=0
n!
k!(n − k)!(π
µ
ν )
k(ωµν )
n−k (267)
For symmetric tensors A and B, identities like
A(ρµ2µ3Bµ4µ5) =
3
2 + 3
Aρ(µ2µ3Bµ4µ5) +
2
2 + 3
A(µ2µ3µ4Bµ5)ρ
hold. We write them in general as follows
A(ρµ2...µABµA+1...µA+B) =
A
A+B
Aρµ...µBµ...µ +
B
A+B
Aµ...µBρµ...µ
Applying the same identity twice we get
A(ρσµ3 ...µABµA+1...µA+B) =
A
A+B
A− 1
A+B − 1Aρσµ...µBµ...µ +
A
A+B
B
A+B − 1Aρµ...µBσµ...µ
+
B
A+B
A
A+B − 1Aσµ...µBρµ...µ +
B
A+B
B − 1
A+B − 1Aµ...µBρσµ...µ
In this notation we get for the trace
tr(Aµ...µBµ...µ) = η
ρσA(ρσµ3 ...µABµA+1...µA+B)
=
1
A+B
1
A+B − 1 (A(A− 1)η
ρσAρσµ...µBµ...µ + 2ABη
ρσAρµ...µBσµ...µ
+B(B − 1)ηρσAµ...µBρσµ...µ) (268)
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We are interested in the trace that acts only on the µ indices of the following expression
πlννπ
m
µµπ
n
νµ
We have
tr(πlννπ
m
µµπ
n
νµ) = π
l
ννtr(π
m
µµπ
n
νµ)
tr(πmµµπ
n
νµ) =
1
(2m+ n)(2m+ n− 1)
(
2m ηρσπρσπ
m−1
µµ π
n
νµ
+4m(m− 1) ηρσπµρπµσπm−2µµ πnνµ
+4mn ηρσπµρπ
m−1
µµ πνσπ
n−1
νµ
+n(n− 1)ηρσπmµµπνρπνσπn−2νµ
)
=
1
(2m+ n)(2m+ n− 1)
(
2m (d− 1)πm−1µµ πnνµ
+4m(m− 1) πm−1µµ πnνµ
+4mn πm−1µµ π
n
νµ
+n(n− 1)πννπmµµπn−2νµ
)
Therefore,
tr(πlννπ
m
µµπ
n
νµ) = A
(d−1)
m,n π
l
ννπ
m−1
µµ π
n
νµ + Bm,nπ
l+1
νν π
m
µµπ
n−2
νµ
where
A(d−1)m,n =
2m (d− 3 + 2(m+ n))
(2m+ n)(2m+ n− 1)
Bm,n =
n(n− 1)
(2m+ n)(2m+ n− 1)
The trace of πlννπ
m
µµπ
n
νµ contains π
l
ννπ
m−1
µµ π
n
νµ and π
l+1
νν π
m
µµπ
n−2
νµ .
The trace of πl+1νν π
m+1
µµ π
n−2
νµ contains again π
l+1
νν π
m
µµπ
n−2
νµ and also π
l+2
νν π
m+1
µµ π
n−4
νµ . So, forming
the sum
S
(d−1)
lmn (π) =
p¯∑
p=0
c
(d−1)
lmnp π
l+p
νν π
m+p
µµ π
n−2p
νµ (269)
and putting the right coefficients we can cancel all terms except the first and the last in the
trace of the sum. The result is then
tr S
(d−1)
lmn (π) = c
(d−1)
lmn0 A
(d−1)
mn π
l
ννπ
m−1
µµ π
n
νµ + c
(d−1)
lmnp Bm+p¯,n−2p¯π
l+p¯+1
νν π
m+p¯
µµ π
n−2p¯−2
νµ (270)
The condition for the cancellation that leads to (270) is
c
(d−1)
lmnp A
(d−1)
m+p,n−2p + c
(d−1)
lmn(p−1)Bm+p−1,n−2(p−1) = 0
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that is
c
(d−1)
lmnp = −c(d−1)lmn(p−1)
(n− 2p+ 2)(n − 2p + 1)
2(m+ p) (d− 3 + 2(m+ n− p))
c
(d−1)
lmnp =
(n− 2p + 2)(n− 2p + 1)
2(m+ p) (d− 3 + 2(m+ n− p))
(n− 2p+ 4)(n − 2p+ 3)
2(m+ p− 1) (d− 3 + 2(m+ n− p+ 1)) . . .
. . .
(n− 2)(n − 3)
2(m+ 2) (d− 3 + 2(m+ n− 2))
n(n− 1)
2(m+ 1) (d− 3 + 2(m+ n− 1))(−)
pc
(d−1)
0
or
c
(d−1)
lmnp = (−)p
n!
(n−2p)!
2p (m+p)!
m!
(d−3+2(m+n−1))!!
(d−3+2(m+n−p−1))!!
where we used c
(d−1)
lmn0 = 1. When m = 0 (and n ≥ 2) we have A0,n = 0, and the first term in
(270) drops out
tr S
(d−1)
00n (π) = c
(d−1)
00np¯ Bp¯,n−2p¯π
p¯+1
νν π
p¯
µµπ
n−2p¯−2
νµ (271)
If the upper bound p¯ of the sum is big enough, the numerator of Bp¯,n−2p¯ becomes zero
(n− 2p¯)(n − 2p¯− 1) = 0 (272)
This happens when p¯ = n/2 for n even, or p¯ = (n− 1)/2 for n odd i.e.:
p¯ = ⌊n/2⌋ (273)
Thus we conclude that S
(d−1)
00n (π) with p¯ = ⌊n/2⌋ is traceless
trS
(d−1)
00n (π) = 0 (274)
Let us split it into the first term plus the rest which we denote R
(d−1)
00n
S
(d−1)
00n (π) = π
n
µν −
n(n− 1)
2(d+ 2n − 5)πµµπ
n−2
µν πνν +
n(n− 1)(n − 2)(n − 3)
8(d + 2n− 5)(d+ 2n − 7)π
2
µµπ
n−4
µν π
2
νν + . . .
≡ πnµν +R(d−1)00n (π) (275)
We repeat the same procedure to form traceless sums containing ωnµν . Here, π → ω, and
d− 1→ 1.
S
(1)
00n(ω) = ω
n
µν −
n(n− 1)
2(2n − 3)ωµµω
n−2
µν ωνν +
n(n− 1)(n − 2)(n − 3)
8(2n − 3)(2n − 5) ω
2
µµω
n−4
µν ω
2
νν + . . .
≡ ωnµν +R(1)00n(ω)
We note that
ωµµωνν =
kµkµkνkν
k4
= ω2µν (276)
59
and therefore ωmµµω
n−2m
µν ω
m
νν = ω
n
µν so in this case we find
S
(1)
00n(ω) = ω
n
µν
(
1− n(n− 1)
2(2n − 3)+
n(n− 1)(n − 2)(n − 3)
8(2n − 3)(2n − 5) +. . .
)
=

1 n = 0
ωµν n = 1
0 n ≥ 2
(277)
R
(1)
00n(ω) =

0 n = 0
0 n = 1
−ωnµν n ≥ 2
(278)
We now use these traceless expressions in (267) i.e. we add and subtract R:
∆µ1...µnν1...νn =
n∑
k=0
n!
k!(n− k)! (π
k
µν +R
(d−1)
00k (π)−R(d−1)00k (π))(ωn−kµν +R(1)0,0,n−k(ω)−R(1)0,0,n−k(ω))
=
n∑
k=0
n!
k!(n− k)! (S
(d−1)
00k (π)S
(1)
0,0,n−k(ω)− πkµνR(1)0,0,n−k(ω)−R(d−1)00k (π)S(1)0,0,n−k(ω))
≡
n∑
k=0
(P
(k,n)
1 + P
(k,n)
2 + P
(k,n)
3 ) (279)
where in the last line we defined three quantities P
(k,n)
i
P
(k,n)
1 =
n!
k!(n − k)!S
(d−1)
00k (π)S
(1)
0,0,n−k(ω) (280)
P
(k,n)
2 = −
n!
k!(n − k)!π
k
µνR
(1)
0,0,n−k(ω) (281)
P
(k,n)
3 = −
n!
k!(n − k)!R
(d−1)
00k (π)S
(1)
0,0,n−k(ω) (282)
We note that P
(k,n)
1 is traceless
trP
(k,n)
1 = c1
(
trS
(d−1)
00k (π)
)
S
(1)
0,0,n−k(ω) + c2S
(d−1)
00k (π)tr
(
S
(1)
0,0,n−k(ω)
)
= 0 (283)
since the mixed term in (268) vanishes because of the orthogonality ηρσπρµωσν = 0.
Using (277) and (278) for n ≥ 2 we see that the expression for ∆ simplifies
∆µ1...µnν1...νn = S
(d−1)
00n (π) + nS
(d−1)
00(n−1)(π)ωµν
+
n−2∑
k=0
n!
k!(n− k)! π
k
µν ω
n−k
µν
−R(d−1)00n (π)− nR(d−1)00(n−1)(π)ωµν (284)
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That is
P
(n,n)
1 = S
(d−1)
00n (π),
P
(n−1,n)
1 = nS
(d−1)
00(n−1)(π)ωµν ,
P
(k,n)
1 = 0, k ≤ n− 2,
P
(n,n)
2 = 0,
P
(n−1,n)
2 = 0,
P
(k,n)
2 =
n!
k!(n − k)! π
k
µν ω
n−k
µν , k ≤ n− 2,
P
(n,n)
3 = −R(d−1)00n (π),
P
(n−1,n)
3 = −nR(d−1)00(n−1)(π)ωµν ,
P
(k,n)
3 = 0, k ≤ n− 2. (285)
Putting numbers
S
(d−1)
000 (π) = 1 (286)
S
(d−1)
001 (π) = πµν (287)
S
(d−1)
002 (π) = π
2
µν −
1
d− 1πµµπνν (288)
S
(d−1)
003 (π) = π
3
µν −
3
d+ 1
πµµπµνπνν (289)
S
(d−1)
004 (π) = π
4
µν −
6
d+ 3
πµµπ
2
µνπνν +
3
(d+ 3)(d + 1)
π2µµπ
2
νν (290)
we can connect these P’s to the P’s from the beginning of the Appendix. For n = 1
P
(1,1)
1 = S
(d−1)
001 (π) = πµν = P
(1)
µ1,ν1
,
P
(0,1)
1 = S
(d−1)
000 (π)ωµν = ωµν = P
(0)
µ1,ν1
,
P
(1,1)
2 = 0,
P
(0,1)
2 = 0,
P
(1,1)
3 = −R(d−1)001 (π) = 0,
P
(0,1)
3 = −R(d−1)000 (π)ωµν = 0. (291)
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For n = 2
P
(2,2)
1 = S
(d−1)
002 (π) = π
2
µν −
1
d− 1πµµπνν = P
(2)
µ1µ2,ν1ν2
,
P
(1,2)
1 = 2S
(d−1)
001 (π)ωµν = 2πµνωµν = P
(1)
µ1µ2,ν1ν2
,
P
(0,2)
1 = 0,
P
(2,2)
2 = 0,
P
(1,2)
2 = 0,
P
(0,2)
2 = ω
2
µν = P¯
(0)
µ1µ2,ν1ν2
because of (276),
P
(2,2)
3 = −R(d−1)002 (π) =
1
d− 1πµµπνν = P
(0)
µ1µ2,ν1ν2
,
P
(1,2)
3 = −2R(d−1)001 (π)ωµν = 0 because R(d−1)001 (π) = 0,
P
(0,2)
3 = 0. (292)
For n = 3
P
(3,3)
1 = S
(d−1)
003 (π) = π
3
µν −
3
d+ 1
πµµπµνπνν = P
(3)
µ1µ2µ3,ν1ν2ν3
,
P
(2,3)
1 = nS
(d−1)
002 (π)ωµν = 3
(
π2µν −
1
d− 1πµµπνν
)
ωµν = P
(2)
µ1µ2µ3,ν1ν2ν3
,
P
(k,3)
1 = 0, k ≤ 1,
P
(3,3)
2 = 0,
P
(2,3)
2 = 0,
P
(1,3)
2 = 3π
1
µν ω
2
µν = P
(0a)
µ1µ2µ3,ν1ν2ν3
,
P
(0,3)
2 = ω
3
µν = P¯
(0)
µ1µ2µ3,ν1ν2ν3
,
P
(3,3)
3 = −R(d−1)003 (π) =
3
d+ 1
πµµπµνπνν = P
(0)
µ1µ2µ3,ν1ν2ν3
,
P
(2,3)
3 = −3R(d−1)00(n−1)(π)ωµν =
3
d− 1πµµπννωµν = P
(0b)
µ1µ2µ3,ν1ν2ν3
,
P
(k,n)
3 = 0, k ≤ 1, (293)
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For n = 4
P
(4,4)
1 = S
(d−1)
004 (π) = π
4
µν −
6
d+ 3
πµµπ
2
µνπνν +
3
(d+ 3)(d + 1)
π2µµπ
2
νν ,
P
(3,4)
1 = 4S
(d−1)
003 (π)ωµν = 4
(
π3µν −
3
d+ 1
πµµπµνπνν
)
ωµν ,
P
(k,4)
1 = 0, k ≤ 2,
P
(4,4)
2 = 0,
P
(3,4)
2 = 0,
P
(2,4)
2 = 6π
2
µν ω
2
µν ,
P
(1,4)
2 = 4π
1
µν ω
3
µν ,
P
(0,4)
2 = ω
4
µν ,
P
(4,4)
3 = −R(d−1)004 (π) =
6
d+ 3
πµµπ
2
µνπνν −
3
(d+ 3)(d + 1)
π2µµπ
2
νν ,
P
(3,4)
3 = −4R(d−1)003 (π)ωµν =
12
d+ 1
πµµπµνπνν ωµν ,
P
(k,4)
3 = 0, k ≤ 2, (294)
We now check orthonormality of the P ’s with the same n’s. First we check orthogonality of
the product
P
(k,n)
i ◦ P (k
′,n)
i′ (295)
where ◦ denotes the contraction of the second group of indices of the first factor with the first
group of the second factor. Since k and k′ determine the number of ωµν factors, and since both
P ’s have the same indices, if k 6= k′, it must be that in contractions ω hits π and the result is
zero. So, it remains to check
P
(k,n)
i ◦ P (k,n)i′ (296)
If i 6= i′ and if one of the i’s is 2 the result is zero as can be seen from (285). If none of the i’s
is 2 we have
P
(k,n)
1 ◦ P (k,n)3 (297)
which is zero because P3 contains at least one πνν , and Sµ...µ,ν...νπ
νν = tr(ν)S = 0 (where tr(ν)
denotes a trace with respect to the indices ν). We conclude that the P ’s with the same n are
orthogonal.
Now we consider the square
P
(k,n)
i ◦ P (k,n)i (298)
Let us denote (
πm0 π
n
1π
l
2
)
µ...µ,ν...ν
≡ (πµµ)m (πµν)n (πνν)l
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We see that πn1 acts as an identity in the sense that
πm0 π
n
1π
l
2 ◦ πn+2l1 = πm0 πn1πl2
So we have
S
(d−1)
00n ◦ πn1 = S(d−1)00n (299)
As mentioned (
S
(d−1)
00n
)
µ...µ,ν...ν
πνν = tr(ν)
(
S
(d−1)
00n
)
µ...µ,ν...ν
= 0, (300)
from which it follows that
S
(d−1)
00n ◦R(d−1)00n = 0 (301)
since all terms in R contain at least one πνν . We conclude
S
(d−1)
00n ◦ S(d−1)00n = S(d−1)00n ◦
(
πn1 +R
(d−1)
00n
)
= S
(d−1)
00n (302)
i.e.
P
(n,n)
1 ◦ P (n,n)1 = P (n,n)1 (303)
and (
−R(d−1)00n
)
◦
(
−R(d−1)00n
)
=
(
S
(d−1)
00n − πn1
)
◦R(d−1)00n = −πn1 ◦R(d−1)00n = −R(d−1)00n (304)
i.e.
P
(n,n)
3 ◦ P (n,n)3 = P (n,n)3 (305)
Similarly one finds the remaining equations P
(k,n)
2 ◦P (k,n)2 = P (k,n)2 , P (n−1,n)1 ◦P (n−1,n)1 = P (n−1,n)1
and P
(n−1,n)
3 ◦ P (n−1,n)3 = P (n−1,n)3 .
In summary ∆ is the sum of all the P’s i.e.
∆µ1...µnν1...νn =
3∑
i=1
n∑
k=0
P
(k,n)
i (306)
where only the P
(k,n)
1 are traceless. Two of P
(k,n)
1 ’s are non-zero: P
(n−1,n)
1 and P
(n,n)
1 . Of
P
(k,n)
2 ’s, n− 2 are non-zero, and 2 of P (k,n)3 ’s are non-zero. The P ’s are orthonormal
P
(k,n)
i ◦ P (k
′,n)
i′ = δi,i′δ
k,k′P
(k,n)
i (307)
Of all these projectors only P
(n,n)
1 is transverse and traceless. In the text it will be denoted
P(n).
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