In this paper, we propose to use a class of filters based on fractional lower order statistics (FLOS) for still image restoration in the presence of α-stable noise. For this purpose, we present a family of 2-D finiteimpulse response (FIR) adaptive filters optimized by the least mean lp-norm (LMP) algorithm. Experiments performed on natural images prove that the proposed algorithms provide superior performance in impulsive noise environments compared to LMS and Weighted Myriad filters.
INTRODUCTION
Several distributions that exist can be good candidates for modelling noise signals. The most common in the literature, and especially in signal and image processing, is the Gaussian distribution. The use of the Gaussian distribution is frequently motivated by the physics of the problem, and in most cases it ensures an analytical solution. This has led to the development of numerous algorithms based on secondorder statistics.
However, in many real-world problems the noise encountered is more impulsive in nature than that presented by a Gaussian distribution. Important nonGaussian impulsive noise, found in radar and mobile communications for example, can be efficiently modelled by infinite variance processes for which the theory of SOS is not useful (Gonzales and Arce, 1997) . There exists a class of distributions, called α-stable distributions that can be used to model these types of noise. A variety of FLOS-based algorithms have been proposed to filter α-stable random processes (Aydin et al., 1999; Shao and Nikias, 1993; Kidmose, 2000) . This property has been used extensively in one-dimensional (1-D) signal processing, e.g. in removing some undesired effects in communication channels or synthesizing a deconvolution filter. Nonlinear least l p -norm polynomial filters expansion is a powerful tool in signal processing (Kuruoglu et al., 1998; Kuruoglu, 2002) . However, a serious problem is the increased filter complexity as compared to linear filtering. Developing this techniques for two-dimensional (2-D) signal processing (i.e. image processing) is of current research interest. Weighted myriad filters (WMyF) have been used with considerable success in robust communications and image processing. They have been derived based on the Cauchy distribution, which is a special case of α-stable distributions. WMyF are inherently more powerful than weighted median filters (WMF), which along with other order statistics filters, have been used widely in image processing, due to their edge preservation and outlier rejection properties (Gonzalez and Arce, 1996) .
In this paper, we present a 2-D adaptive least l pnorm (LMP) filter and its normalized version for image restoration under additive α-stable noise. The algorithms are based on fractional lower order statistics (FLOS). The performances of these algorithms are compared to those of the normalized least mean square-type algorithm which is developed under the Gaussian assumption.
The organization of the article is as follows. In Section 2, we present the problem formulation with some definitions of the α-stable processes. Section 3 is then devoted to the presentation of the 2-D adaptive l p -norm filter and some related work. Finally, experimental results and some concluding remarks are given in Section 4 and Section 5, respectively.
PROBLEM FORMULATION
Let us consider that the observed image g(i, j) can be expressed as a sum of noise-free image f (i, j) plus (2-D) additive noise, i.e.,
where (i, j) denotes the pixel coordinates. In image processing a neighborhood is defined around each pixel (i, j). The random noise η(i, j) is modelled as a symmetric α-stable process (SαS). The stable distribution law is a direct generalization of the Gaussian distribution and in fact includes the Gaussian as a limiting case. The main difference between the non-Gaussian stable distribution and the Gaussian distribution is that the tails of the stable density are heavier than those of the Gaussian density. The characteristic of the stable distribution is one of the main reasons why the stable distribution is suitable for modeling signals and noise of impulsive nature. The α-stable distributions do not have close form probability density function except the cases α = 1 (Cauchy distribution) and α = 2 (Gaussian distribution). The SαS probability density function (pdf) is defined by means of its characteristic function
where
is the characteristic exponent, controlling the heaviness of the pdf tails, • ii) γ(γ > 0) is the dispersion, which plays an analogous role to the variance, and • iii) δ is the location parameter, the symmetry axis of the pdf. Due to the heavy tails, stable distributions do not have finite second-or higher-order moments, except the limiting case of α = 2. More precisely, for X, an α-stable random variable with (0 < α < 2)
However, for 0 < p ≤ α, the fractional lower order moment (FLOM) is finite, i.e.,
The fractional pth-order moment of an SαS random variable with zero location parameter, δ = 0, is given by
Γ(.) denotes the gamma function.
2-D ADAPTIVE LEAST L P -NORM FILTER
Our purpose is to design a filter on the pixel neighborhood (called the filter window) that aims at estimating the noise-free central image pixel value by minimizing a certain criterion. Among the several filter masks that are used in digital image processing, we rely on the square window of dimension Ξ × Ξ where Ξ is generally assumed to be an odd number, i.e., Ξ = 2ξ + 1.
Let us rearrange the above Ξ × Ξ filter window in a lexicographic order (i.e., row by row) to a N × 1 vector, where N = Ξ 2 . We assume that the filter window is sliding over image in a raster scan fashion. If K and L denote the image rows and columns respectively, a scalar running index m is defined by
Consider an adaptive 2D FIR filter, the intensity estimate at pixel (i, j) is given by :
Wheref (i, j) is the filtered gray-level pixel located at (i, j); a(k, l) is the filter weights around pixel (i, j);
The filter weights are estimated by minimizing a cost function J(e(i, j)), where
is the filter estimation error at pixel (i, j). The update equations are defined by :
Where µ is the step-size parameter that controls the stability and the rate of convergence.
Related Work
The classical and the simplest adaptive type algorithm is the least mean square (LMS). LMS adapts the linear filter weights with every coming sample in the steepest descent direction. The cost function can be defined as :
the update equations of LMS filter and it's adaptive version NLMS filter are defined by:
Where λ is an algorithm parameter, the quantity g(i, j) 2 is given by:
Proposed 2-D Adaptive Least l p Norm Filter
The LMS algorithm has sever convergence problems for signals with more probability mass in the tails, than the Gaussian distribution. Recently filter theory for SαS signals has been developed, and the least Mean p-norm (LMP) algorithm has been proposed (Shao and Nikias, 1993) . The objective is to minimize the dispersion of the error (p-norm cost function) which is defined by :
So, the update equation is:
Although LMP is much more robust to impulsive noise than LMS, in some cases with the appearance of extremely impulsive noise it can become unstable. Motivated by the stability and increased speed of the normalized version of LMS, namely NLMS, an adaptive version for LMP, namely normalized LMP (NLMP), which can be expressed by :
Where is a small λ which is included to avoid the division by zero, the quantity g(i, j) p p is given by:
In all of these algorithms, the coefficient vector can be conveniently initialized to a good guess or to a zero vector if no prior information is available.
EXPERIMENTAL RESULTS
Here we present a simulation example of our application experiments demonstrating the behavior of the 2-D adaptive lp-norm filter. Due to the lack of original noise-free images in practice, the filters are trained over an image other than those to be filtered in order to represent a realistic scenario. Specially, the couple image is used in deriving the weighting coefficients, which are then used in filtering other images (Kotropoulos and Pitas, 2001 ). The images are corrupted by symmetrical α-stable noise with (α = 0.5; ...; 1.5), (γ = 1) and (δ = 0). For objective quality evaluation, two criteria have been employed, namely, the fractional order SNR (FSNR(Kuruoglu et al., 1998) ) defined as the logarithm of the ratio of the pth-order moments of the noise and the signal where 0 < p < α instead of their powers, that is,
This evaluation criterion may favor the least l pnorm filters since it is defined for the pth-order. However, we propose to use the Mean Structural SIMilarity (MSSIM) index described in (Wang et al., 2004) .
where X and Y are the reference and the distorted image, respectively; x j and y j are the image contents at the jth local window; and M is the number of local windows of the image. The SSIM index is defined by:
2 ) are included to avoid the instability when µ 2 x + µ 2 y and σ 2 x + σ 2 y are very close to zero, respectively. L is the dynamic range of the pixel values (255 for 8-bit grayscale images), and K 1 , K 2 are small constants 1. A point that needs some clarification is the choice of the scale of the p norm where the performance comparisons have to be made. So, the common way of determining p of the algorithm is to use the equality suggested by Money and al. (Money et al., 1982) that relates the kurtosis of the non-Gaussian data p of the l p -norm minimization algorithm, which is
where K is the kurtosis measure. Although this measure is very commonly used in literature, we have doubts concerning its efficiency, since the kurtosis is defined through the fourth and the second order moments which are not finite for α-stable distributed random variables. In our simulations, the p values have been tuned experimentally, Figure 1 shows an example of PSNR and MSSIM values obtained several values of p. It is shown that both measures give the similar optimum values of p. For example, with α = 1.5 the optimum value of p is around 1.3, and with α = 1.9 the optimum value of p is around 1.7. We show in Figure 2 the results of the adaptive l pnorm filter in suppressing impulsive noise in Lena image. Figure 2(a) shows the image corrupted by impulsive noise which is represented by Symmetrical α-stable noise (α=0.5). The output of the NLMS filter is shown is Figure 2(b) . Figure 2(c) shows the filtered image by using the weighted median filter (WMF). The filtered image using the weighted myriad filter (WMyF) is shown in Figure 2(d) . Figure 2(e) shows the filtered image using the 2-D adaptive LMP filter with fixed step-size. Finally, the filtered image by the normalized l p -norm filter is shown in Figure 2 (f). The filter parameters have been tuned to obtain the best visual results.
The visual quality demonstrates the superiority of using fractional lower-order statistics filtering algorithms which gives a good performance with edges and fine image details preserving. Table 1 summarizes respectively the FSNR and the MSSIM achieved by the adaptive proposed filters with different values of α . According to these results, the filtered image using l p -norm filter has higher FSNR and MSSIM improvement from the LMP/NLMP linear equalizers than those of the NLMS filter, weighted median filter and weighted myriad filter. The measures achieved by the normalized l p -norm filter give good improvement in term of visual quality and signal-to-noise ratio improvement.
When a reference image is not available. We use the same methodology as described in (Kotropoulos and Pitas, 2001) . We have tested the robustness of the filter coefficients that are determined at the end of a training session and are applied to filter a noisy image that has been produced by corrupting a different reference image than the one used in the training session. In Figure 3 , we present a filtered house image using the coefficients determined at the end of a training session on lenna image. The same noise parameters have been used during the training session. When, regarding the quality of the filtered images and the quality evaluation measures, we can say that the proposed filter is very good for α-stable noise performance measurement.
CONCLUSION
In this paper, we presented a 2-D adaptive l p -norm filter for noise suppression in images. Experimental results on natural images showed marked improvement in visual and numerical qualities when using the normalized l p -norm algorithm adaptation. The filter is very suitable for α-stable and impulsive noise removal. 
