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Abstract. In this study, singular diffusion operator with jump conditions is considered. Integ-
ral representations have been derived for solutions that satisfy boundary conditions and jump
conditions. Some properties of eigenvalues and eigenfunctions are investigated. Asymtotic rep-
resentation of eigenvalues and eigenfunctions have been obtained. Reconstruction of the singular
diffusion operator have been shown by the Weyl function.
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1. INTRODUCTION
Let’s define the following boundary value problem which will be denoted by L in
the sequel all the paper
l (y) :=−y′′+[2λp(x)+q(x)]y = λ2δ(x)y, x ∈ [0,π]/{p1, p2} (1.1)
with the boundary conditions
y′ (0) = 0, y(π) = 0 (1.2)
and the jump conditions
y(p1 +0) = α1y(p1−0) , (1.3)
y′ (p1 +0) = β1y′ (p1−0)+ iλγ1y(p1−0) , (1.4)
y(p2 +0) = α2y(p2−0) , (1.5)
y′ (p2 +0) = β2y′ (p2−0)+ iλγ2y(p2−0) , (1.6)
where λ is a spectral parameter, q(x) ∈ L2 [0,π], p(x) ∈W 12 [0,π], p1, p2 ∈ (0,π),
p1 < p2, |α1−1|2 + γ21 6= 0, |α2−1|










1 x ∈ (0, p1) ;
α2 x ∈ (p1, p2) ;
β2 x ∈ (p2,π) ;
to be α > 0, α 6= 1, β > 0, β 6= 1 real numbers.
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Direct and inverse problems are important in mathematics, physics and engineer-
ing. The inverse problem is called the reconstruction of the operator whose spec-
tral characteristics are given in sequences. For example; to learn the distribution of
density in the nonhomogeneous arc according to the wave lengths in mechanics and
finding the field potentials according to scattering data in the quantum physics are
examples of inverse problems. The first study on inverse problems for differential
equations was made by Ambartsumyan in [25]. A significant study in the spectral
theory of the singular differential operators was carried out by Levitan in [4]. An im-
portant method in the solution of inverse problems is the transformation operators. In
[14], Guseinov studied the regular differential equation and the direct spectral prob-
lem of the operator under certain initial conditions. In recent years, Weyl function has
frequently been used to solve inverse problems. The Weyl function was introduced
by H. Weyl in 1910 in the literature. Many studies have been made on direct or in-
verse problems [1–28]. The solution of discontinuous boundary value problem can be
given as an example of concrete problem of mathematical physics. Boundary value
problems with discontinuous coefficients are important for applied mathematics and
applied sciences.










by single spectrum in [12]. In [26],
Yang showed that can be determined uniquely diffusion operator from nodal data.
2. PRELIMINARIES
Let φ(x,λ), ψ(x,λ) be solutions of (1.1) respectively under the boundary condi-
tions
φ(0,λ) = 1, φ′ (0,λ) = 0
ψ(π,λ) = 0, ψ′ (π,λ) = 1
and discontinuity conditions (1.3)− (1.6), where Q(t) = 2λp(t)+q(t) .
It is obvious that the function φ(x,λ) is similar to [8] satisfies the following integral
equations if 0≤ x < p1:


















































































































































































































































































































































































and it is obvious that the function ψ(x,λ) satisfies the following integral equations if
































































































































































































































































































































































































































Theorem 1. If p(x)∈W 12 (0,π) and q(x)∈ L2 (0,π); yυ (x,λ) be solutions of (1.1),
that satisfies conditions (1.2)− (1.6), has the form










R0 (x)eiλx 0≤ x < p1;
R1 (x)eiλς
+(x)+R2 (x)eiλς






−(x) p2 < x≤ π;
R0 (x) = e−i
∫ x
























































































0 (2 |p(t)|+(x− t) |q(t)|)dt and the functions Kυ (x, t) satisfies the in-
equality ∫ x
−x
|Kυ (x,λ)|dt ≤ ecυϖ(x)−1
with


































































































The proof is done as in [8].
Theorem 2. Let p(x) ∈ W 12 (0,π) and q(x) ∈ L2 (0,π). The functions A(x, t),
B(x, t), whose first order partial derivatives, are summable on [0,π], for each
x ∈ [0,π] such that representation







































































































































































































































































































































































































































































































































































































































are held. If in addition we suppose that p(x) ∈W 22 (0,π) , q(x) ∈W 12 (0,π), the func-
tions A(x, t), B(x, t) the following system are provided.
∂2A(x, t)
∂x2
















α2 p1 < x < p2;
β2 p2 < x < π.
The proof is done as in [7].
Conversely, if the second order derivatives of functions A(x, t), B(x, t) are sum-
mable on [0,π] and A(x, t), B(x, t) provides (2.23) system and equations (2.10)−
(2.22), then the function ϕ(x,λ) which is defined by (1.3)− (1.6) is a solution of
(1.1) satisfying boundary conditions (1.2).
Definition 1. If there is a nontrivial solution y0 (x) that provides the (1.2) condi-
tions for the (1.1) problem, then λ0 is called eigenvalue. Additionally, y0 (x) is called
the eigenfunction of the problem corresponding to the eigenvalue λ0.
Let us assume that q(x) satisfies the following conditions.∫
π
0
{∣∣y′ (x)∣∣2 +q(x) |y(x)|2}dx > 0. (2.24)
For all y(x) ∈W 22 [0,π] such that y(x) 6= 0 and y′ (0) · y(0)− y′ (π) · y(π) = 0.
Lemma 1. The eigenvalues of the boundary value problem L are real.
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Proof. We set l (y) := [−y′′+q(x)y]. Integration by part yields








{∣∣y′ (x)∣∣2 +q(x) |y(x)|2}dx. (2.25)
Since condition (2.24) holds, it follow that (l (y) ,y)> 0. 
Lemma 2. Eigenfunction corresponding to different eigenvalues of problem L are









p(x)y(x,λn)y(x,λk)dx = 0. (2.26)
The proof of Lemma 2 carried out as claim [14].
3. PROPERTIES OF THE SPECTRUM
Let ψ(x,λ) and ϕ(x,λ) be any two solutions of equation (1.1),
W [ψ(x,λ) ,ϕ(x,λ)] = ψ(x,λ)ϕ′ (x,λ)−ψ′ (x,λ)ϕ(x,λ) ,
Wronskian dosen’t depend on x. In this case, it depends only on the λ parameter.
Although it is shown as W [ψ,ϕ] = ∆(λ). ∆(λ) is called the characteristic function
of L . Clearly, the function ∆(λ) is entire in λ. It follows that, ∆(λ) has at most a
countable set of zeros {λn}.
Lemma 3. The zeros {λn} of the characteristic function ∆(λ) coincide with the
eigenvalues of the boundary value problem L . The functions ψ(x,λ0) and ϕ(x,λ0)
are eigenfunctions corresponding to the eigenvalue λn, and there exist a sequence
(βn) such that
ψ(x,λn) = βnϕ(x,λn) , βn 6= 0. (3.1)












p(x)ϕ2 (x,λn)dx, n = 1,2,3, . . . . (3.2)
The numbers {αn} are called normalized numbers of the problem L.
Lemma 4. The equality
•
∆(λn) = 2λnβnαn is obtained. Here
•
∆ = d∆dλ .
Proof. Since ϕ(x,λ) and ψ(x,λ) are the solutions of (1.1),
−ϕ′′ (x,λ)+ [2λp(x)+q(x)]ϕ(x,λ) = λ2δ(x)ϕ(x,λ) ,
−ψ′′ (x,λ)+ [2λp(x)+q(x)]ψ(x,λ) = λ2δ(x)ψ(x,λ)








































If the last equations are integrated from x to π and from 0 to x, respectively, by the











































































∣∣λ−λ0n∣∣≥ δ,δ > 0,n = 0,1,2, . . .} ,





e|τ|(βπ−βa2+αp2−αp1+p1), λ ∈ Γn. (3.3)


















is constant. On the other hand, since for sufficiently large values of n (see[23]) we
get (3.3). The Lemma 4 is proved. 
Lemma 5. The problem L(α, p1, p2) has countable set of eigenvalues. If one
denotes by λ1,λ2, ... the positive eigenvalues arranged in increasing order and by
λ−1,λ−2, ... the negative eigenvalues arranged in decreasing order, then eigenvalues















βπ−βp2 +αp2−αp1 + p1
+ψ1 (n) ; sup
n
|ψ1 (n)|= c <+∞.
Proof. According to previous lemma, if n is a sufficiently large natural number
and λ ∈ Γn, we have |∆0 (λ)| ≥ Cδe|Imλ|π > Cδ2 e
|Imλ|π > |∆(λ)−∆0 (λ)| . Applying
Rouche’s theorem, we conclude that for sufficiently large n inside the contour Γn
the functions ∆0 (λ) and ∆0 (λ)+{∆(λ)−∆0 (λ)} = ∆(λ) have the same number of
zeros. That is, there are exactly (n+1) zeros λ1,λ2, . . . ,λn. Analogously, it is shown
by Rouche’s theorem that, for sufficiently large values of n, the function ∆(λ) has a
unique zero inside each circle
∣∣λ−λ0n∣∣< δ. Since δ > 0 is a arbitrary, it follows that
λn = λ
0


























































































































































n + . . . , limn→∞ εn = 0.
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It is easy to see that the function ∆0 (λ) = 0 is type of [16], so there is a ηδ > 0 such
that
∣∣∣∣ .∆0 (λ0n)





βπ−βp2 +αp2−αp1 + p1
+ψ1 (n) , (3.6)
where sup
n
|ψ1 (n)| < M is for some constant M > 0 [18]. Further, substituting (3.6)



























































































































































































































































































































































is bounded sequence. The proof is completed. 























it has an asymptotic representation where w(x) =
∫ x











Let us consider the boundary value problem L̃ :
L̃ :=

l (y) :=−y′′+[2λ p̃(x)+ q̃(x)]y = λ2δ̃(x)y, x ∈ (0,π)
y′ (0) = 0,y(π) = 0
y(p̃1 +0) = α̃1y(p̃1−0)
y′ (p̃1 +0) = β̃1y′ (p̃1−0)+ iλγ̃1y(p̃1−0)
y(p̃2 +0) = α̃2y(p̃2−0)
y′ (p̃2 +0) = β̃2y′ (p̃2−0)+ iλγ̃2y(p̃2−0)
Let the function Φ(x,λ) denote solution of (1.1) that satisfy the conditions
Φ′ (0) = 1 , Φ(π) = 0 respectively and jump conditions (1.3)− (1.6). Lets define
it as M (λ) := Φ(0,λ). The Φ(x,λ) and M (λ) functions are called the Weyl solution
and the Weyl function, respectively.
Φ(x,λ) = M (λ) .ϕ(x,λ)+S (x,λ) λ 6= λn, n =1,2,3, . . .
is true. Because of W [ϕ,S]|x=0 = ϕ(0,λ)S′ (0,λ)−ϕ′ (0,λ)S (0,λ) = 1 6= 0, ϕ(x,λ)
and S (x,λ) solutions are linear independent. When ψ(x,λ) is solution (1.1),
ψ(x,λ) =A(λ)ϕ(x,λ)+B(λ)S (x,λ) ,
ψ
′ (x,λ) =A(λ)ϕ′ (x,λ)+B(λ)S′ (x,λ) .
Due to boundary conditions, A(λ) = ψ(0,λ) ,B(λ) = ψ′ (0,λ) = −∆(λ). Then
ψ(x,λ) = ψ(0,λ)ϕ(x,λ)−∆(λ)S (x,λ) is obtained. Hence,
Φ(x,λ) :=−ψ(x,λ)
∆(λ)
= S (x,λ)+M (λ)ϕ(x,λ) , M (λ) =−ψ(0,λ)
∆(λ)
.
The M (λ) function is a meromorphic function.
Theorem 3. If M (λ) = M̃ (λ), then L = L̃.
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(x,λ)+ M̃ (λ) · ϕ̃′ (x,λ)
]
− ϕ̃′ (x,λ) [S (x,λ)+M (λ) ·ϕ(x,λ)]
=ϕ(x,λ) S̃
′







P12 (x,λ) =ϕ̃(x,λ) [S (x,λ)+M (λ) ·ϕ(x,λ)]−ϕ(x,λ)
[
S̃ (x,λ)+ M̃ (λ) · ϕ̃(x,λ)
]
=ϕ̃(x,λ)S (x,λ)−ϕ(x,λ) S̃ (x,λ)+
[
M (λ)− M̃ (λ)
]
ϕ(x,λ) ϕ̃(x,λ) ,






























(x,λ)−ϕ′ (x,λ) S̃ (x,λ)+
[
M (λ)− M̃ (λ)
]
ϕ
′ (x,λ) ϕ̃(x,λ) .
from M (λ)≡ M̃ (λ):
P11 (x,λ) = ϕ(x,λ) S̃
′
(x,λ)− ϕ̃′ (x,λ)S (x,λ) ,
P12 (x,λ) = ϕ̃(x,λ)S (x,λ)−ϕ(x,λ) S̃ (x,λ) ,
P21 (x,λ) = ϕ′ (x,λ) S̃
′
(x,λ)− ϕ̃′ (x,λ)S′ (x,λ) ,
P22 (x,λ) = ϕ′ (x,λ)S
′
(x,λ)−ϕ′ (x,λ) S̃ (x,λ)
are obtained. When M (λ) ≡ M̃ (λ), it is clear that the Pj,k (x,λ) ,( j,k = 1,2) func-
tions are full functions according to λ. From (3.3); for ∀x ∈ [0,π], cδ , Cδ constants
that provide |P11 (x,λ)| ≤ cδ and |P12 (x,λ)| ≤ Cδ inequalities can be shown. From
the Liouville theorem P11 (x,λ)≡ A(x) and P12 (x,λ)≡ 0. From
ϕ(x,λ) ·Φ′ (x,λ)− ϕ̃′ (x,λ) ·Φ(x,λ) = A(x) ,
ϕ̃(x,λ) ·Φ(x,λ)−ϕ(x,λ) · Φ̃(x,λ) = 0











W [ϕ(x,λ) ,−ψ(0,λ)ϕ(x,λ)+∆(λ)S (x,λ)]
=− ψ(0,λ)
∆(λ)





= 1 is obtained. If this equation is written in place of (4.1),


















6= 1; p1 = p̃1, p2 = p̃2. We have A(x) = 1 from (4.1)












ϕ≡ 0 ( for ∀ λ )
δ(x) = δ̃(x), p(x) = p̃(x) and q(x) = q̃(x) a.e. For every λ in discontinuity condi-
tions,




′ (p1−0,λ)+(γ1− γ̃1)ϕ(p1−0,λ) = 0




′ (p2−0,λ)+(γ2− γ̃2)ϕ(p2−0,λ) = 0
α1 = α̃1,β1 = β̃1,γ1 = γ̃1 and α2 = α̃2,β2 = β̃2,γ2 = γ̃2.
Consequently L = L̃. The proof is completed. 
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