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Abstract
Emotional voice conversion aims to convert the emotion of the
speech from one state to another while preserving the linguis-
tic content and speaker identity. The prior studies on emo-
tional voice conversion are mostly carried out under the as-
sumption that emotion is speaker-dependent. We believe that
emotions are expressed universally across speakers, therefore,
the speaker-independent mapping between emotional states of
speech is possible. In this paper, we propose to build a speaker-
independent emotional voice conversion framework, that can
convert anyone’s emotion without the need for parallel data.
We propose a VAW-GAN based encoder-decoder structure to
learn the spectrum and prosody mapping. We perform prosody
conversion by using continuous wavelet transform (CWT) to
model the temporal dependencies. We also investigate the use
of F0 as an additional input to the decoder to improve emo-
tion conversion performance. Experiments show that the pro-
posed speaker-independent framework achieves competitive re-
sults for both seen and unseen speakers.
Index Terms: emotional voice conversion, VAW-GAN, contin-
uous wavelet transform
1. Introduction
Emotional voice conversion (EVC) is a type of voice conver-
sion (VC) that converts the emotional state of speech from one
to another while preserving the linguistic content and speaker
identity. It has various applications in expressive speech synthe-
sis [1], and intelligent dialogue systems, such as voice assistants
and conversational agents.
In general, voice conversion refers to the conversion of
speaker identity while preserving the linguistic information.
The earlier VC studies include Gaussian mixture model (GMM)
[2], partial least square regression (PLSR) [3], NMF-based
exemplar-based sparse representation [4, 5] and group sparse
representation [6]. Recent deep learning approaches, such as
deep neural network (DNN) [7], and variational autoencoder
(VAE) [8–10] have greatly improved the voice conversion qual-
ity.
Spectral mapping has been the main focus of conventional
voice conversion; however, prosody mapping has not been
given the same level of attention. We note that emotion is inher-
ently supra-segmental and hierarchical in nature, that is mani-
fested both in the spectrum and prosody [11, 12]. Therefore, it
is insufficient for emotional voice conversion to just convert the
spectral features frame-by-frame.
Statistical modelling for prosody conversion represents one
of the successful attempts. In [13], the pitch contour was de-
composed into a hierarchical structure with a classification-
Codes & Speech samples: https://kunzhou9646.
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regression tree, then converted by GMM and regression-based
clustering methods. A GMM-based model [14] was proposed to
handle both spectrum and prosody conversion. Another strat-
egy is to create a source and target dictionary and estimate a
sparse mapping using exemplar-based techniques with NMF
[4]. Moreover, an emotional voice conversion model combin-
ing hidden Markov model (HMM), GMM, and F0 (fundamen-
tal frequency) segment selection method was proposed in [15],
which can convert pitch, duration and spectrum. The prior stud-
ies serve as a source of inspiration for this work.
There have been studies on deep learning approaches for
emotional voice conversion with parallel training data, such as
deep neural network [16], deep belief network [17] and deep bi-
directional long-short-term memory [18]. More recently, other
methods, such as sequence-to-sequence model [19] and rule-
based model [20], were also proven to be effective. To elimi-
nate the need for parallel training data, autoencoders [21] and
cycle-consistent generative adversarial networks (CycleGAN)
[22] based emotional voice conversion frameworks were pro-
posed and shown remarkable performance. We note that these
frameworks are designed for a specific speaker; therefore, they
are called speaker-dependent frameworks.
It is believed that emotional expression and perception
present individual variations influenced by personalities, lan-
guages and cultures [23–26]. Simultaneously, they also share
some common cues across different individuals regardless of
their identities and backgrounds [25–27]. In the field of emotion
recognition, speaker-independent emotion recognition demon-
strates a more robust, stable and a better generalization abil-
ity than the speaker-dependent ones [23]. However, so far, few
researchers have explored the speaker-independent emotional
voice conversion. Most related studies, such as [28], have only
dealt with a multi-speaker model at most.
CycleGAN is an effective solution for voice conversion
without parallel training data; however, it is more suitable
for pair-wise conversion. An encoder-decoder structure, such
as variational autoencoding Wasserstein generative adversarial
network (VAW-GAN) [29] would be more suitable to learn the
emotion-independent representations. The main contributions
of this paper include: 1) we study emotion through speaker-
independent perspective for voice conversion; 2) we propose
a VAW-GAN architecture and its training framework that does
not require parallel training data; and 3) we study prosody mod-
elling, and propose F0 conditioning for emotion-independent
encoder training.
The paper is organized as follows: In Section 2, we moti-
vate the perspective of speaker-independent emotion. In Sec-
tion 3, we introduce the proposed emotional voice conversion
framework. In Section 4, we report the experiments. Section 5
concludes the study.
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Figure 1: The training phase of the proposed VAW-GAN-based emotional VC framework with WORLD vocoder. Red boxes are involved
in the training, while grey boxes are not.
2. Speaker-Independent Perspective on
Emotion
It is well known that speech is more than just words, and it
carries the emotions of the speaker. Emotion reflects the intent,
mood and temperament of the speaker, and plays an important
role in decision making and opinion expression [25]. Emotion
is highly complex with multiple signal attributes regarding the
spectrum and prosody, which makes it difficult to disentangle
and synthesize [11].
Previous studies have revealed that basic emotions can be
expressed and recognized through universal principles which
are innately shared across human culture [30]. In general, it
is also commonly believed that the emotional state in a speech
has an impact on the speech production mechanism across the
glottal source and vocal tract of the individuals [31]. The stud-
ies prompt us to investigate speech emotions from a speaker-
independent [27] perspective. Studies have also shown possible
ways of speaker-independent emotion representation for both
seen and unseen speakers over a large multi-speakers emotional
corpus [23], emotion feature extraction and classifiers [32].
To validate the idea of speaker-independent emotion ele-
ments across speakers [23, 27], we conduct a preliminary study
using CycleGAN-based emotional voice conversion framework
[22], which is designed for speaker-dependent EVC. In this
study, we train a network with two conversion pipelines for the
mapping of spectrum and prosody (CWT-based F0 features) re-
spectively. We train the network on one specific speaker and
test it for both the intended (seen) and unseen speaker. In Ta-
ble 1, we report the performance of spectrum conversion in
terms of Mel-cepstral distortion (MCD) and log-spectral distor-
tion (LSD) [8–10, 33]; and that of prosody conversion in terms
of Pearson correlation coefficient (PCC) and root mean square
error (RMSE) of F0 contours [33]. Zero effort represents the
cases where we directly compare the speech of source and tar-
get emotions without any conversion.
We observe that the speaker-dependent CycleGAN system
performs for the unseen speaker pretty well, which is encour-
aging. As shown in Table 1, the results for the unseen speaker
are clearly better than those for Zero Effort in terms of MCD
and LSD for spectrum, and PCC and RMSE for prosody, de-
spite the fact that it [22] does not have any information about
the unseen speaker in advance. Encouraged by this observation,
we propose a speaker-independent emotional voice conversion
framework that converts anyone’s emotion.
Speaker MCD LSD PCC RMSE
Seen 4.948 7.028 0.721 54.043
Unseen 5.131 7.298 0.594 62.826
Seen (Zero effort) 5.210 7.383 0.571 62.242
Unseen (Zero effort) 5.296 7.400 0.440 66.646
Table 1: A comparison of the MCD [dB], LSD [dB], PCC and
RMSE [Hz] results for seen and unseen speakers converted by
CycleGAN-based emotional VC framework [22].
3. Speaker-Independent Emotional Voice
Conversion
An encoder-decoder structure, such as VAW-GAN [29], allows
us to learn the emotion-independent representations using the
encoder. Instead of CycleGAN, we propose to take advantage
of the encoder-decoder structure of VAW-GAN to formulate a
speaker-independent emotional voice conversion framework.
We first extract spectral (SP) and F0 features using
WORLD vocoder. It is believed that F0 is hierarchical in nature.
Thus it is insufficient to use a Logarithm Gaussian (LG)-based
linear transformation for F0 to describe the prosody [17,33,34].
We perform CWT decomposition of F0 to describe the prosody
from the micro-prosody level to the whole utterance level, in
a similar way reported in [35]. We believe that F0 contains
speaker-dependent and independent components [36], the CWT
decomposition of F0 allows the encoder to learn the speaker-
independent emotion pattern across different speakers [34]. As
CWT is sensitive to the discontinuities in F0, the following pre-
processing steps are needed: 1) linear interpolation over un-
voiced regions, 2) transformation of F0 from linear to a loga-
rithmic scale, and 3) normalization of the resulting F0 to zero
mean and unit variance [22, 33, 34].
3.1. Training
The proposed VAW-GAN and its training procedure are shown
in Figure 1. It was found that separate training of spectrum
and prosody achieves better performance than joint training for
emotion conversion [22]. Following this idea, we propose to
train two networks separately: 1) a VAW-GAN model condi-
tioned on F0 for spectrum conversion, denoted as VAW-GAN
for Spectrum, and 2) a VAW-GAN model for prosody conver-
sion denoted as VAW-GAN for Prosody.
Both networks consist of three components, that are 1) en-
coder, 2) generator/decoder, and 3) discriminator. During the
training of VAW-GAN for Spectrum and VAW-GAN for Prosody,
the encoder is exposed to input frames from multiple speak-
ers with different emotions. The encoder learns the emotion-
independent patterns among multiple speakers and transforms
the input features into a latent code z. In this case, we assume
that the latent code z is emotion-independent and only con-
tains the information of speaker identity and phonetic content.
We use a one-hot vector as emotion ID to represent different
emotions and provide the emotion information to the genera-
tor/decoder. Since the spectral features in VAW-GAN for Spec-
trum training highly depend on F0 and contain prosodic infor-
mation, we propose to use F0 as an additional condition to de-
coder, to disentangle the spectral features from the prosody, as
shown in Figure 1.
We then train the generative model based on adversarial
learning for both spectrum and prosody, to find an optimal solu-
tion through a min-max game: the discriminator is used to tries
to maximize the loss between the real and reconstructed fea-
tures, while the generator tries to minimize it [37, 38]. It allows
us to achieve high-quality converted speech with target emotion
that is defined by the emotion ID.
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Figure 2: The run-time conversion phase of the proposed VAW-GAN-based emotional VC framework. Blue boxes represent the networks
that are already trained.
3.2. Run-time Conversion
The run-time conversion phase is given in Figure 2. Similar
to that of the training phase, for prosody conversion, we per-
form CWT on F0 to decompose prosody into different time
scales, and then CWT-based F0 features are taken by the trained
VAW-GAN for Prosody to generate the converted F0 with the
designated emotion ID. As for spectrum conversion, we pro-
pose to condition the generator/decoder on the converted CWT-
based F0 features together with emotion ID. Then, the converted
spectral features are obtained through the trained VAW-GAN for
Spectrum. Finally, we use WORLD vocoder to synthesize the
converted emotional speech. We note that aperiodicity (AP) is
directly copied from the source speech.
3.3. Effect of F0 Conditioning
We note that, for both spectrum and prosody conversion, the en-
coder is trained with input features from multiple speakers with
different emotions to generate the emotion-independent latent
code z. The decoder is conditioned on the target emotion ID
to generate the speech. Since the spectral features are highly
dependent on F0 features and also carry prosodic information,
it is insufficient to train an emotion-independent encoder only
using the one-hot emotion ID. Thus, we propose to add F0 as
an additional input to the generator (decoder), that aims to force
the encoder to learn only an emotion-independent representa-
tion. F0 conditioning provides remarkable improvement over
the baseline in both objective and subjective evaluation, as will
be reported in Section 4.
3.4. Comparison with Related Work
The proposed EVC framework is unique in the sense that it
eliminates the need for: 1) parallel training data, 2) any align-
ment technique, 3) any speaker embedding, such as i-vector,
and 4) external modules such as speech recognizer. It shares
a similar motivation with other VC frameworks based on con-
ditional VAE [8, 10] regarding F0 conditioning, but differs
in many ways. For example, 1) We study emotion conver-
sion, while [8, 10] focus on speaker identity conversion; 2)
Through F0 conditioning mechanism, we eliminate the residual
prosodic information in the latent code z to make it emotion-
independent, while [8, 10] focus on the generation of speaker-
independent latent code, and do not study the emotion perspec-
tive; 3) We propose to condition the generator/decoder on the
converted CWT-based F0 features at run-time which has not
been studied before.
4. Experiments
We note that a large emotional multi-speaker voice conversion
dataset is not publicly available. Therefore, we combine three
different emotional speech corpora to conduct experiments, that
are: 1) an English emotional speech corpus [39], 2) EmoV-DB
[40], and 3) JL-Corpus [41]. We train the networks using the
speech data of three female speakers from the first two datasets
and conduct emotion conversion on these three speakers and an-
other two female speakers randomly chosen from JL-Corpus for
evaluation. We call these two speakers from JL-Corpus as un-
seen speakers, since the framework has no prior information of
these speakers during training. Those involved in both training
and conversion phase are denoted as seen speakers.
We choose the two common emotions of these three
datasets, that are 1) neutral and 2) angry. In all experiments,
we conduct emotion conversion from neutral to angry. We con-
duct both objective and subjective experiments with 2 minutes
of evaluation data to assess the system performance in a com-
parative study.
4.1. Experimental Setup
As illustrated in Figure 1, we train two similar VAW-GAN
pipelines for both spectrum and prosody conversion. The en-
coder for both frameworks is a 5-layer 1D convolutional neu-
ral network (CNN) with a kernel size of 7 and a stride of
3 followed by a fully connected layer. Its output channel is
{16, 32, 64, 128, 256}. The latent code is 64-dimensional and
assumed to have a standard normal distribution.
In prosody conversion pipeline, the emotion ID is a 10-
dimensional one-hot vector, that is concatenated with the la-
tent code to generate a 74-dimensional vector and then merged
by a fully connected layer. In spectrum conversion pipeline,
a one-dimensional F0 is concatenated together with the la-
tent code and emotion ID into a 75-dimensional vector. For
GAN, the generator is a 4-layer 1D CNN with kernel sizes
of {9, 7, 7, 1025} and strides of {3, 3, 3, 1}, and the output
channel is {32, 16, 8, 1}. The discriminator is a 3-layer 1D
CNN with kernel sizes of {7, 7, 115} and a stride of {3, 3, 3}
followed by a fully connected layer. Its output channels are
{16, 32, 64}. We train the networks by using RMSProp with a
learning rate of 1e-5 and set the batch size as 256 for 45 epochs.
4.2. Objective Evaluation
We perform objective evaluation to assess the performance of
both spectrum and prosody conversion. We use MCD and
LSD for spectrum conversion evaluation, while PCC is used for
prosody conversion. In this section, the proposed VAW-GAN-
based EVC framework given in Figure 1 is denoted as CWT-
C-VAWGAN. The baseline framework, denoted as C-VAWGAN,
converts spectrum with VAW-GAN conditioned on LG-based
F0 without CWT decomposition, where F0 is converted in a
traditional manner with LG-based linear transformation [33]. In
Table 2, we report comprehensive experimental results for both
seen and unseen speakers.
Firstly, we observe that the proposed CWT-C-VAWGAN
framework outperforms the baseline in terms of spectrum con-
version by achieving consistently lower LSD and MCD values
for both seen and unseen speakers. This shows that, in terms
of F0 conditioning, CWT-based converted F0 features are more
effective than the LG-based F0 features. We also note that CWT-
C-VAWGAN achieves comparable results between seen and un-
seen speakers, which we believe is remarkable. The results val-
idate the idea of speaker-independent EVC in spectrum conver-
sion.
Secondly, we compare the CWT-C-VAWGAN framework
with the baseline in terms of prosody conversion. We note
that CWT-C-VAWGAN consistently outperforms the baseline by
achieving higher PCC for both seen and unseen speakers. More-
over, CWT-C-VAWGAN reports a closer PCC between seen and
unseen speaker (0.776 vs 0.691) than C-VAWGAN (0.750 vs
Framework MCD [dB] LSD [dB] PCCSeen Unseen Seen Unseen Seen Unseen
C-VAWGAN 4.441 4.685 6.188 6.286 0.750 0.630
CWT-C-VAWGAN 4.439 4.683 6.161 6.275 0.776 0.691
Table 2: A comparion of average MCD [dB], LSD [dB] and PCC of all non-silent frames from the baseline (C-VAWGAN) with LG-based
F0 and the proposed framework (CWT-C-VAWGAN) for 3 seen and 2 unseen speakers.
0.630). These results validate the idea of speaker-independent
EVC in prosody conversion.
4.3. Subjective Evaluation
We further conduct four listening experiments to assess the pro-
posed CWT-C-VAWGAN in terms of speech quality, emotion
similarity and speaker similarity. 15 subjects participated in all
the experiments, each listening to 110 converted utterances. As
a reference baseline, CWT-VAWGAN denotes the VAW-GAN
system that converts spectrum and CWT-based F0 without con-
ditioning the generator on F0.
We first report the mean opinion score (MOS) of the pro-
posed CWT-C-VAWGAN and baseline CWT-VAWGAN for seen
speakers. We note that both frameworks are based on VAW-GAN
for spectrum and prosody conversion, but CWT-C-VAWGAN
conditions the generator on additional CWT-based F0 features.
As shown in Table 3, CWT-C-VAWGAN outperforms CWT-
VAWGAN with a higher MOS score of 2.808 ± 0.137. The
results confirm the effectiveness of the proposed CWT-based
F0 conditioning.
Framework MOS
CWT-VAWGAN 2.731 ± 0.163
CWT-C-VAWGAN 2.808 ± 0.137
Table 3: MOS results with 95% confidence interval of the
baseline (CWT-VAWGAN) and proposed framework (CWT-C-
VAWGAN).
We further conduct XAB emotion similarity test to assess
the emotion conversion performance, where the subjects are
asked to choose the speech sample which sounds closer to the
reference in terms of emotional expression. As shown in Fig.
3 (a), we observe that the proposed CWT-C-VAWGAN clearly
outperforms the baseline CWT-VAWGAN in terms of emotion
similarity for seen speakers. Once again, we confirm that con-
ditioning on the converted CWT-F0 features further improves
the emotional expression.
We also conduct XAB emotion similarity test to assess
the performance of proposed framework between speaker-
independent CWT-C-VAWGAN and speaker-dependent train-
ing SD-CWT-C-VAWGAN, as reported in Fig. 3 (b) for seen
speakers, and in Fig. 3 (c) for unseen speakers. SD-CWT-C-
VAWGAN is trained with data only from one specific speaker.
We train the baseline separately for each of the three specific
speakers and perform speaker-dependent tests. We are glad
to see that speaker-independent training outperforms speaker-
dependent training for both seen and unseen speakers, that is
very encouraging. We believe that speaker-independent training
benefits from a multi-speaker database, and learns the speaker-
independent emotion mapping effectively. We also observe
that the listeners strongly favor speaker-independent training
over speaker-dependent training for unseen speakers (Prefer-
ence Score: 68.7% vs 31.3%).
Lastly, we conduct XAB speaker similarity test to compare
the performance of the proposed speaker-independent training
CWT-C-VAWGAN and speaker-dependent training SD-CWT-C-
VAWGAN. We note that SD-CWT-C-VAWGAN is trained only
with the specific speaker, hence expected to have a better per-
formance in speaker similarity. As reported in Fig.4, we ob-
serve that the proposed CWT-C-VAWGAN achieves comparable
results with SD-CWT-C-VAWGAN that we believe is an encour-
aging outcome. The results indicate that the proposed CWT-C-
VAWGAN framework does not convert the emotion at the ex-
pense of speaker similarity, and shows remarkable performance
of preserving the speaker identity while performing speaker-
independent emotion conversion.
4.4. Discussion
The experiments suggest that: (1) The proposed framework
learns the speaker-independent emotional expression pattern
for both spectrum and prosody across speakers; (2) In lis-
tening experiments, the speaker-independent training outper-
forms speaker-dependent training, while successfully preserv-
ing speaker identity of the source speaker; (3) The proposed
CWT-based F0 conditioning improves spectrum conversion;
and (4) The proposed framework is capable of converting any-
one’s emotion, as reported in both objective and subjective eval-
uation. To our best knowledge, this paper is the first to provide
a speaker-independent perspective to emotion conversion.
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Figure 3: XAB emotion similarity preference results with 95%
confidence interval to assess: (a) the effect of F0 condi-
tioning for seen speakers, (b) speaker-dependent vs speaker-
independent training for seen speakers, and (c) speaker-
dependent vs speaker-independent training for unseen speakers.
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Figure 4: XAB speaker similarity preference results of speaker-
dependent and speaker-independent training. The models are
tested with seen speakers.
5. Conclusions
In this paper, we propose a speaker-independent emotional
voice conversion framework that converts anyone’s emotion
without the need for parallel training data. We perform both
spectrum and prosody conversion based on VAW-GAN. We pro-
vide CWT modelling of F0 to describe the prosody in different
time resolutions. Moreover, we study the use of CWT-based
F0 as an additional input to the decoder to improve the spec-
trum conversion performance. Experimental results validate the
idea of speaker-independent emotion conversion by showing re-
markable performance for both seen and unseen speakers.
This study highlights the need for a large emotional voice
conversion corpus that will be our future focus.
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