Abstract. We derive a product formula for the multiple stochastic integrals with respect to Lévy process. The idea is to use exponential vectors and the polarization technique which greatly simplify the argument.
Introduction
Stochastic analysis of nonlinear functionals of Lévy processes (including Brownian motion and Poisson process) have been studied in literature and found many applications.
When the Lévy process is simply the Brownian motion, there are enormous amount of research work. As one of the most elementary nonlinear functionals the multiple Wiener-Itô integrals play a very important role. They appeared in many places such as Malliavin calculus, applications to signal processing and so on. See [1, 4, 7, 9, 10] and references therein for a glimpse of the relevant work. See also the references in [3] for some further references although this work is an extension of multiple integrals for Brownian motion to those of fractional Brownian motions. This type of extension keeps the critical Gaussian property.
The extension from Brownian motion to general Lévy processes keeps the independent increment property. This property makes thing simple in some aspects but it makes thing more complex in some other aspects. The product of two or more multiple Wiener-Itô integrals of general Lévy process is one of the things which is more complex. Although such a formula is fundamental it seems that it is still missingfor general Lévy process. The reason for this may be the fact that the Itô formula for general Lévy process is much more complicated than the corresponding formula for Brownian motion. It is difficult to find the pattern when one repeatedly applies the Itô formula.
The simplest class of Lévy process after Brownian motion may be the Poisson processes. There are some relatively more thorough work for the stochastic analysis of nonlinear functionals of Poisson process (see e.g. [5] for a reference). However, even for multiple integrals of Poisson process we could not find the product formula (However, we notice that in the context of quantum probability, it proposed a definition of Poisson product in [6] , analogous to the Wiener product). This motivates us to obtain the product formula explicitly. As mentioned earlier it seems too sophisticated to obtain the product formula by repeatedly using the Itô formula since after certain iteration of the Itô formula one gets lost about terms obtained. We were not be able to find the pattern from these terms to establish a formula (by repeatedly using the Itô formula). Our idea is to use the idea of exponential vector and the polarization technique ( [4] ). Not only this idea provide a formula but the argument is also greatly simplified. In Section 2, we give some preliminary and state the formula and in Section 3, we give a proof of the formula.
Preliminary and main results
Let T > 0 be a positive number and let {η(t) = η(t, ω) , 0 ≤ t ≤ T } be a Lévy process on some probability space (Ω, F , P ) with filtration {F t , 0 ≤ t ≤ T } satisfying the usual condition. This means that {η(t)} has independent and stationary increment and the sample path is right continuous with left limit. Without loss of generality, we assume η(0) = 0. If the process η(t) has all moments for any time index t, then presumably, one can use the polynomials of the process to approximate any nonlinear functional of the process {η(t) , 0 ≤ t ≤ T }. However, it is more convenient to use the associated Poisson random measure to carry out the stochastic analysis of these nonlinear functions.
The jump of the process η at time t is defined by
Denote R 0 := R\{0} and let B(R 0 ) be the σ-algebra generated by the family of all Borel subsets U ⊂ R, such thatŪ ⊂ R 0 . If U ∈ B(R 0 ) withŪ ⊂ R 0 and t > 0, we then define the Poisson random measure,
where χ U is the indicator function of U . The associated Lévy measure ν of η is defined by
and compensated jump measureÑ is defined bỹ
The stochastic integral T f (s, z)Ñ (ds, dz) is well-defined for a predictable process f (s, z) such that T E|f (s, z)| 2 ν(dz)ds < ∞, where and throughout this paper we use
be the space of symmetric, deterministic real functions f such that
where λ(dt) = dt is the Lebesgue measure. In the above the symmetry means that
for all 1 ≤ i < j ≤ n. For any f ∈L 2,n the multiple Wiener-Itô integral
is well-defined. The importance of the introduction of the associated Poisson measure and the multiple Wiener-Itô integrals are in the following theorem which means any nonlinear functional F of the Lévy process η can be expanded as multiple Wiener-Itô integrals.
Theorem 2.1 (Wiener-Itô chaos expansion for Lévy process). Let F T = σ(η(t), 0 ≤ t ≤ T ) be σ-algebra generated the Lévy process η. Let F ∈ L 2 (Ω, F T , P ) be an F T measurable square integrable random variable. Then F admits the following chaos expansion:
where f n ∈L 2,n , n = 1, 2, · · · and where we denote
This chaos expansion theorem is one of the fundamental result in stochastic analysis of Lévy processes. It has been widely studied in particular when η is the Brownian motion (Wiener process). We refer to [2] , [4] , [7] , [8] and references therein for further reading.
When η is Brownian motion, an elementary formula is the product formula obtained first Shigekawa [10] . However, for general Lévy process or even Poisson process this kind of formula is still missing (see however [6] for a definition of the so-called Poisson product). This paper is to provide an extension of the product formula for multiple integrals with respect to general Lévy processes. Here is our main theorem.
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where Z + denotes the set of nonnegative integers and
Remark 2.3. When η is the Brownian motion, the product formula is known since [10] (see e.g. [4, Theorem 5.6]) and is given by
It is a "special case" of (2.7) when k = 0 and the factor exp {−2T ν(R 0 )} is dropped.
Proof of Theorem 2.2
We start to prove the main result (Theorem 2.2) of this paper. We shall prove this by using the polarization technique (see [ 
). An application of Itô formula (see e.g. [2, 8] ) yields
Repeatedly using this formula, we obtain the chaos expansion of Y (T ) as follows.
where the convergence is in L 2 (Ω, F T , P ) and
{e.3.3} {e.3.3}
We shall first make critical application of the above expansion formula (3.2)-(3.3). For any two functions p 1 (s, z), p 2 (s, z) ∈L 2 , we denote q 1 (u, s, z) = log(1 + up 1 (s, z)) , and q 2 (v, s, z) = log(1 + vp 1 (s, z)) , where u and v are two real variables. From (3.2)-(3.3), we have (consider u and v as fixed real numbers)
where It is clear that where f n and g m are defined by (3.6).
On the other hand, from the definition of the exponential functional (3.1), we have
where A and B denote the first and second exponential factors. The first exponential factor A is an exponential functional of the form (3.1). Thus, again by the chaos expansion formula (3.2)-(3.3), we have
where
(e q1(u,si,zi)+q2(v,si,zi) − 1) . (3.10) {e.3.10} {e.3.10}
By the defintion of q 1 , q 2 , we have
Inserting the above into (3.9) and expanding the product as a polynomial of u and v, we have
Here the above sum is over all partition of α, β, γ of {1, 2, · · · , n}. That means
We denote |α| = k 1 , |β| = k 2 and |γ| = k 3 . |α| = 0 means that there is no component α in the partition. Thus, we can write
Now we consider the second exponential factor in (3.8):
By the choice of q 1 and q 2 , we have
where Combining (3.8), (3.11)-(3.12), we have
(3.14)
Comparing the coefficient of u n v m of the right hand sides of (3.7) and (3.14),
where f n and g m are given by (3.6). We can also write f n = p ⊗n 1 and g m = p ⊗m 2 by using the tensor product (see e.g. [4, Section 5.1]). We can write (3.15) as
where B 1 and B 2 are given by (3.13). In the above summation, denote |α| = k, then |β| = n− k − l and |γ| = m− l − k. By the definition of the multiple Wiener-Itô integrals, we have
To express this multiple integral let us introduce the following notation. Assume that f n and g m are two symmetric functions inL 2,n andL 2,m . We define a function inL 2,n+m−k−2l as the symmetrization of
where the symmetrization is with respect to (s 1 , z 1 ), · · · , (s n+m−k−2l , z n+m−k−2l ). With this notation, we can write (3.15) as
When |α| = k and l are given (these two variables will be the one that we are going to use as our free variables), then multiple integrals in (3.16) (or in (3.18)) are the same. And when |α| = k and l are given, we have
Thus, the number of partitions when = |α| = k and l are fixed are given by , we also know the identity (2.7) holds true for f n = p 11 ⊗ · · · ⊗ p 1n and g m = p 21 ⊗ · · · ⊗ p 2m , where p 1i , p 2j , i = 1, · · · , n, j = 1, · · · , m are inL 2 . Because both sides of (2.7) are bilinear with respect to f n and g m , Thus, we know (2.7) holds true for f n = finite p k11 ⊗ · · · ⊗ p k1n ; g m = finite p j21 ⊗ · · · ⊗ p j2m .
Finally, the identity (2.7) is proved by a routine limiting argument.
