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Abstract
We study optimal algorithms in adaptive continuous sampling recovery of smooth functions defined on
the unit d-cube Id := [0, 1]d . Functions to be recovered are in Besov space Bαp,θ . The recovery error is
measured in the quasi-norm ∥ · ∥q of Lq := Lq (Id ), 0 < q ≤ ∞. For a set A ⊂ Lq , we define a
sampling algorithm of recovery with the free choice of sample points and recovering functions from A as
follows. For each f ∈ Bαp,θ , we choose n sample points which define n sampled values of f . Based on
these sample points and sampled values, we choose a function S An ( f ) from A for recovering f . The choice
of n sample points and a recovering function from A for each f ∈ Bαp,θ defines an n-sampling algorithm
S An . We suggest a new approach to investigate the optimal adaptive sampling recovery by S
A
n in the sense
of continuous non-linear n-widths which is related to n-term approximation. If Φ = {ϕk}k∈K is a family of
functions in Lq , let Σn(Φ) be the non-linear set of linear combinations of n free terms from Φ. Denote by
G the set of all families Φ such that the intersection of Φ with any finite dimensional subspace in Lq is a
finite set, and by C(Bαp,θ , Lq ) the set of all continuous mappings from Bαp,θ into Lq . We define the quantity
νn(B
α
p,θ , Lq ) := inf
Φ∈G
inf
S An ∈C(Bαp,θ ,Lq ): A=Σn(Φ)
sup
∥ f ∥Bαp,θ≤1
∥ f − S An ( f )∥q .
For 0 < p, q, θ ≤ ∞ and α > d/p, we prove the asymptotic order νn(Bαp,θ , Lq ) ≍ n−α/d .
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1. Introduction
The purpose of the present paper is to investigate optimal continuous algorithms in adaptive
sampling recovery of functions defined on the unit d-cube Id := [0, 1]d . Functions to be
recovered are from Besov spaces Bαp,θ , 0 < p, q, θ ≤ ∞, α ≥ d/p. The recovery error will be
measured in the quasi-norm ∥ · ∥q of the space Lq := Lq(Id), 0 < q ≤ ∞.
We first recall some well-known non-adaptive sampling algorithms of recovery. Let X be
a quasi-normed space of functions defined on Id , such that the linear functionals f → f (x)
are continuous for any x ∈ Id . We assume that X ⊂ Lq and the embedding Id : X → Lq
is continuous, where Id( f ) := f . Suppose that f is a function in X and ξn = {xk}nk=1 is a
set of n sample points in Id . We want to approximately recover f from the sampled values
f (x1), f (x2), . . . , f (xn). A classical linear sampling algorithm of recovery is
Ln(ξn,Φn, f ) :=
n
k=1
f (xk)ϕk, (1.1)
where Φn = {ϕk}nk=1 is a given set of n functions in Lq . A more general (non-linear) sampling
algorithm of recovery can be defined as
Rn(ξn, Pn, f ) := Pn( f (x1), . . . , f (xn)), (1.2)
where Pn : Rn → Lq is a given mapping. To study optimal sampling algorithms for recovery of
f ∈ X from n their values by sampling algorithms of the form (1.2), one can use the quantity
gn(X, Lq) := inf
ξn ,Pn
sup
∥ f ∥X≤1
∥ f − Rn(ξn, Pn, f )∥q .
We use the notations: x+ := max(0, x) for x ∈ R; An( f )≪ Bn( f ) if An( f ) ≤ C Bn( f ) with C
an absolute constant not depending on n and/or f ∈ W , and An( f ) ≍ Bn( f ) if An( f )≪ Bn( f )
and Bn( f ) ≪ An( f ). It is known the following result (see [13,22,25,27,29,28] and references
there). If 0 < p, θ, q ≤ ∞ and α > d/p, then there is a linear sampling algorithm Ln(ξ∗n ,Φ∗n , ·)
of the form (1.1) such that
gn(B
α
p,θ , Lq) ≍ sup∥ f ∥Bαp,θ≤1
∥ f − Ln(ξ∗n ,Φ∗n , f )∥q ≍ n−α/d+(1/p−1/q)+ . (1.3)
This result says that the linear sampling algorithm Ln(ξ∗n ,Φ∗n , ·) is asymptotically optimal in
the sense that any sampling algorithm Rn(ξn, Pn, ·) of the form (1.2) does not give the rate of
convergence better than Ln(ξ∗n ,Φ∗n , ·).
Sampling algorithms of the form (1.2) which may be linear or non-linear are non-adaptive,
i.e., the set of sample points ξn = {xk}nk=1 at which the values f (x1), . . . , f (xn) are sampled,
and the sampling algorithm of recovery Rn(ξn, Pn, ·) are the same for all functions f ∈ X . Let
us introduce a setting of adaptive sampling recovery. If A is a subset in Lq , we define a sampling
algorithm of recovery with the free choice of sample points and recovering functions from A as
follows. For each f ∈ X we choose a set of n sample points. This choice defines a collection
of n sampled values. Based on the information of these sampled values, we choose a function
S An ( f ) from A for recovering f . The choice of n sample points and a recovering function from
A for each f ∈ X defines a sampling algorithms of recovery S An . More precisely, a formal
definition of S An is given as follows. Denote by In the set of subsets ξ in Id of cardinality at
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most n,Vn the set of subsets η in R × Id of cardinality at most n. A mapping Tn : X → In
generates the mapping In : X → Vn which is defined as follows. If Tn( f ) = {x1, . . . , xn},
then In( f ) = {( f (x1), x1), . . . , ( f (xn), xn)}. Let P An : Vn → Lq be a mapping such that
P An (Vn) ⊂ A. Then the pair (In, P An ) generates the mapping S An : X → Lq by the formula
S An ( f ) := P An (In( f )), (1.4)
which defines an n-sampling algorithm with the free choice of n sample points and a recovering
function in A.
Notice that there is another notion of adaptive algorithm which is used in optimal recovery
in terms of information based complexity [26,32]. The difference between the latter one and
(1.4) is that in (1.4) the optimal sample points may depend on f in an arbitrary way, whereas in
information based complexity they may depend only on the information about function values
that have been computed before.
Clearly, a linear sampling algorithm Ln(ξn,Φn, ·) defined in (1.1) is a particular case of S An .
We are interested in adaptive n-sampling algorithms of special form which are an extension of
Ln(ξn,Φn, ·) to an n-sampling algorithm with the free choice of n sample points and n functions
Φn = {ϕk}nk=1 for each f ∈ X . To this end we let Φ = {ϕk}k∈K be a family of elements in
Lq , and consider the non-linear set Σn(Φ) of linear combinations of n free terms from Φ, that is
Σn(Φ) := {ϕ =nj=1 a jϕk j : k j ∈ K }. Then for A = Σn(Φ), an n-sampling algorithm S An is
of the following form
S An ( f ) =

k∈Q(η)
ak(η)ϕk, (1.5)
where η = In( f ), ak are functions on Vn, Q(η) ⊂ K with |Q(η)| ≤ n, |Q| denotes the
cardinality of Q.
To investigate the optimality of (non-continuous) adaptive recovery of functions f from the
quasi-normed space X by n-sampling algorithms of the form (1.5), the quantity sn(X,Φ, Lq) has
been introduced in [17,19] as
sn(X,Φ, Lq) := inf
S An : A=Σn(Φ)
sup
∥ f ∥X≤1
∥ f − S An ( f )∥q .
The quantity sn(X,Φ, Lq) is a characterization of the optimal recovery by special n-sampling
algorithms with the free choice of n sample points and n functions ϕk from Φ = {ϕk}k∈K . It is
directly related to nonlinear n-term approximation. We refer the reader to [7,30] for surveys on
various aspects in the last direction.
Let M be the set of B-splines which are the tensor product of integer translated dilations of the
centered cardinal spline of order 2r , and which do not vanish identically in Id (see the definition
in Section 2). Let 0 < p, q, θ ≤ ∞, 0 < α < min(2r, 2r − 1 + 1/p) and there holds one of the
following conditions: (i) α > d/p; (ii)α = d/p, θ ≤ min(1, p), p, q <∞. Then we have
sn(B
α
p,θ ,M, Lq) ≍ n−α/d .
The quantity sn(X,Φ, Lq) depends on the family Φ and therefore, is not absolute in the sense
of n-widths and optimal algorithms. An approach to study optimal adaptive (non-continuous)
n-sampling algorithms of recovery S An in the sense of nonlinear n-widths has been proposed
in [17,19,20]. In this approach, A is required to have a finite capacity which is measured by their
cardinality or pseudo-dimension.
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In the present paper, we suggest another way in study of optimal adaptive sampling
recovery which is absolute in the sense of continuous non-linear n-widths and which is related
to nonlinear n-term approximation. Namely, we consider the optimality in the restriction
with only n-sampling algorithms of recovery S An of the form (1.5) and with a continuity
assumption on them. Continuity assumptions on approximation and recovery algorithms have
their origin in the very old Alexandroff n-width [1] which characterizes best continuous
approximation methods by n-dimensional topological complexes [1] (see also [31] for details
and references). Later on, continuous manifold n-width was introduced by DeVore, Howard
and Micchelli in [8], and Mathe´ [23], and investigated in [12,9,21,14–16]. Several continuous
n-widths based on continuous methods of n-term approximation, were introduced and studied
in [14–16]. The continuity assumption is quite natural: the closer objects are the closer their
reconstructions should be. A first look seems that a continuity restriction may decrease the
choice of approximants. However, in most cases it does not weaken the rate of the corresponding
approximation. Continuous and non-continuous methods of nonlinear approximation give the
same asymptotic order [15,16]. This motivates us to impose a continuity assumption on
n-sampling algorithms S An . Since functions to be recovered are living in the quasi-normed
space X and the recovery error is measured in the quasi-normed space Lq , the requirement
S An ∈ C(X, Lq) is quite proper. (Here and in what follows, C(X, Y ) denotes the set of all
continuous mappings from X into Y for quasi-metric spaces X, Y ). This leads to the following
definition. For n-sampling algorithms S An of the form (1.5), we additionally require that Φ ∈ G,
where G denotes the set of all families Φ in Lq such that the intersection of Φ with any finite
dimensional subspace in Lq is a finite set. This requirement is minimal and natural for all well-
known approximation systems. We define the quantity νn(X, Lq) of optimal continuous adaptive
sampling recovery by
νn(X, Lq) := inf
Φ∈G
inf
S An ∈C(X,Lq ): A=Σn(Φ)
sup
∥ f ∥X≤1
∥ f − S An ( f )∥q .
We say that p, q, θ, α satisfy Condition (1.6) if
0 < p, q, θ ≤ ∞, α > 0, and there holds one of the following restrictions:
(i) α > d/p;
(ii) α = d/p, θ ≤ min(1, p), p, q <∞.
(1.6)
The main results of the present paper are read as follows.
Theorem 1.1. Let p, q, θ, α satisfy Condition (1.6). Then we have
νn(B
α
p,θ , Lq) ≍ n−α/d . (1.7)
Comparing this asymptotic order with (1.3), we can see that for 0 < p < q ≤ ∞, the
asymptotic order of optimal adaptive continuous sampling recovery in terms of the quantity
νn(Bαp,θ , Lq), is better than the asymptotic order of any non-adaptive n-sampling algorithm of
recovery of the form (1.2).
To prove the upper bound for νn(Bαp,θ , Lq) of (1.7), we use a B-spline quasi-interpolant
representation of functions in the Besov space Bαp,θ associated with some equivalent discrete
quasi-norm [17,19]. On the basis of this representation, we construct an asymptotically optimal
continuous n-sampling algorithm S¯ An which gives the upper bound for νn(B
α
p,θ , Lq). If p ≥ q, S¯ An
is a linear n-sampling algorithm of the form (1.1) given by the quasi-interpolant operator
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Qk∗(n) (see Section 2 for definition). If p < q, S¯ An is a finite sum of the quasi-interpolant
operator Q k¯(n) and continuous algorithms Gk for an adaptive approximation of each component
function qk( f ) in the kth scale of the B-spline quasi-interpolant representation of f ∈ Bαp,θ for
k¯(n) < k ≤ k∗(n). The lower bound of (1.7) is established by the lower estimating of smaller
related continuous non-linear n-widths.
We give an outline of the next sections. In Section 2, we give a preliminary background,
in particular, a definition of quasi-interpolant for functions on Id , describe a B-spline quasi-
interpolant representation for Besov spaces Bαp,θ . The proof of Theorem 1.1 is given in Sections 3
and 4. More precisely, in Section 3, we construct asymptotically optimal adaptive n-sampling
algorithms of recovery which give the upper bound for νn(Bαp,θ , Lq) (Theorem 3.1). In Section 4
we prove the lower bound for νn(Bαp,θ , Lq) (Theorem 4.1).
2. B-spline quasi-interpolant representations
For a domain Ω ⊂ Rd , denote by L p(Ω) the quasi-normed space of functions on Ω with
the usual pth integral quasi-norm ∥ · ∥p,Ω for 0 < p < ∞, and the normed space C(Ω) of
continuous functions on Ω with the max-norm ∥ · ∥∞,Ω for p = ∞. We use the abbreviations:
∥ · ∥p := ∥ · ∥p,Id , L p := L p(Id). If τ be a number such that 0 < τ ≤ min(p, 1), then for any
sequence of functions { fk} there is the inequality fkτ
p,Ω
≤

∥ fk∥τp,Ω . (2.1)
We introduce Besov spaces Bαp,θ and give necessary knowledge of them. The reader can read
this and more details about Besov spaces in the books [2,24,10]. Let
ωl( f, t)p := sup
|h|≤t
∥∆lh f ∥p,Id (lh)
be the lth modulus of smoothness of f where Id(lh) := {x : x, x + lh ∈ Id}, and the lth
difference ∆lh f is defined by
∆lh f (x) :=
l
j=0
(−1)l− j

l
j

f (x + jh).
For 0 < p, θ ≤ ∞ and 0 < α < l, the Besov space Bαp,θ is the set of functions f ∈ L p for
which the Besov quasi-semi-norm | f |Bαp,θ is finite. The Besov quasi-semi-norm | f |Bαp,θ is given
by
| f |Bαp,θ :=

 1
0
{t−αωl( f, t)p}θ dtt
1/θ
, θ <∞,
sup
t>0
t−αωl( f, t)p, θ = ∞.
The Besov quasi-norm is defined by
∥ f ∥Bαp,θ := ∥ f ∥p + | f |Bαp,θ .
In the present paper, we study optimal adaptive sampling recovery in the sense of the quantity
νn(Bαp,θ , Lq) for the Besov space B
α
p,θ with some restriction on the smoothness α. Namely, we
assume that α > d/p. This inequality provides the compact embedding of Bαp,θ into C(I
d).
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In addition, we also consider the restriction α = d/p and θ ≤ min(1, p) which is a sufficient
condition for the continuous embedding of Bαp,θ into C(I
d). In both these cases, Bαp,θ can be
considered as a subset in C(Id).
Let us describe a B-spline quasi-interpolant representation for functions in Besov spaces Bαp,θ .
For a given natural number r , let M be the centered B-spline of even order 2r with support [−r, r ]
and knots at the integer points −r, . . . , 0, . . . , r . We define the univariate B-spline
Mk,s(x) := M(2k x − s), k ∈ Z+, s ∈ Z.
Putting
M(x) :=
d
i=1
M(xi ), x = (x1, x2, . . . , xd),
we define the d-variable B-spline
Mk,s(x) := M(2k x − s), k ∈ Z+, s ∈ Zd .
Denote by M the set of all Mk,s which do not vanish identically on Id .
Let Λ = {λ( j)} j∈Pd (µ) be a finite even sequence in each variable ji , i.e., λ( j ′) = λ( j) if
j, j ′ are such that j ′i = ± ji for i = 1, 2, . . . , d, where Pd(µ) := { j ∈ Zd : | ji | ≤ µ, i =
1, 2, . . . , d}. We define the linear operator Q for functions f on Rd by
Q( f, x) :=

s∈Zd
Λ( f, s)M(x − s), (2.2)
where
Λ( f, s) :=

j∈Pd (µ)
λ( j) f (s − j). (2.3)
The operator Q is bounded in C(Rd). Moreover, Q is local in the following sense. There is a
positive number δ > 0 such that for any f ∈ C(Rd) and x ∈ Rd , Q( f, x) depends only on the
value f (y) at a finite number of points y with |yi − xi | ≤ δ, i = 1, 2, . . . , d . We will require Q
to reproduce the space Pd2r−1 of polynomials of order at most 2r − 1 in each variable xi , that is,
Q(p) = p, p ∈ Pd2r−1.
An operator Q of the form (2.2)–(2.3) reproducing Pd2r−1, is called a quasi-interpolant in C(Rd).
There are many ways to construct quasi-interpolants. A method of construction via Neumann
series was suggested by Chui and Diamond [4] (see also [3, pp. 100–109]). De Bore and Fix [5]
introduced another quasi-interpolant based on the values of derivatives. The reader can see
also the books [3,6] for surveys on quasi-interpolants. The most important cases of d-variate
quasi-interpolants Q are those where the functional Λ is the tensor product of such d univariate
functionals. Let us give some examples of univariate quasi-interpolants. The simplest example is
a piecewise linear quasi-interpolant (r = 1)
Q( f, x) =

s∈Z
f (s)M(x − s),
where M is the symmetric piecewise linear B-spline with support [−1, 1] and knots at the integer
points −1, 0, 1. This quasi-interpolant is also called nodal and directly related to the classical
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Faber–Schauder basis [18]. Another example is the cubic quasi-interpolant (r = 2)
Q( f, x) =

s∈Z
1
6
{− f (s − 1)+ 8 f (s)− f (s + 1)}M(x − s),
where M is the symmetric cubic B-spline with support [−2, 2] and knots at the integer points
−2, −1, 0, 1, 2.
If Q is a quasi-interpolant of the form (2.2)–(2.3), for h > 0 and a function f on Rd , we
define the operator Q(·; h) by
Q( f ; h) = σh ◦ Q ◦ σ1/h( f ),
where σh( f, x) = f (x/h). By definition it is easy to see that
Q( f, x; h) =

k
Λ( f, k; h)M(h−1x − k),
where
Λ( f, k; h) :=

j∈Pd (µ)
λ( j) f (h(k − j)).
The operator Q(·; h) has the same properties as Q: it is a local bounded linear operator in Rd
and reproduces the polynomials from Pd2r−1. Moreover, it gives a good approximation of smooth
functions [6, pp. 63–65]. We will also call it a quasi-interpolant for C(Rd).
The quasi-interpolant Q(·; h) is not defined for a function f on Id , and therefore, not
appropriate for an approximate sampling recovery of f from its sampled values at points in Id .
An approach to construct a quasi-interpolant for a function on Id is to extend it by interpolation
Lagrange polynomials. This approach has been proposed in [17] for univariate functions. Let us
recall it.
For a non-negative integer m, we put x j = j2−m, j ∈ Z. If f is a function on I, let
Um( f ) and Vm( f ) be the (2r − 1)th Lagrange polynomials interpolating f at the 2r left end
points x0, x1, . . . , x2r−1, and 2r right end points x2m−2r+1, x2m−2r+3, . . . , x2m , of the interval I,
respectively. The function fm is defined as an extension of f on R by the formula
fm(x) :=
Um( f, x), x < 0,f (x), 0 ≤ x ≤ 1,Vm( f, x), x > 1.
Let Q be a quasi-interpolant of the form (2.2)–(2.3) in C(R). We introduce the operator Qm by
putting
Qm( f, x) := Q( fm, x; 2−m), x ∈ I,
for a function f on I. By definition we have
Qm( f, x) =

s∈J (m)
am,s( f )Mm,s(x), ∀x ∈ I,
where J (m) := {s ∈ Z : − r < s < 2m + r} is the set of s for which Mm,s do not vanish
identically on I, and
am,s( f ) := Λ( fm, s; 2−m) =

| j |≤µ
λ( j) fm(2−m(s − j)).
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The multivariate operator Qm is defined for functions f on Id by
Qm( f, x) :=

s∈J d (m)
am,s( f )Mm,s(x), ∀x ∈ Id , (2.4)
where J d(m) := {s ∈ Zd : −r < si < 2m + r, i = 0, 1, . . . , d} is the set of s for which Mm,s
do not vanish identically on Id , and
am,s( f ) = am,s1((am,s2(. . . am,sd ( f )))), (2.5)
where the univariate functional am,si is applied to the univariate function f by considering f as
a function of variable xi with the other variables held fixed.
The operator Qm is a local bounded linear mapping in C(Id) and reproducing Pd2r−1. In
particular,
∥Qm( f )∥C(Id ) ≤ C∥ f ∥C(Id ) (2.6)
for each f ∈ C(Id), with a constant C not depending on m, and,
Qm(p
∗) = p, p ∈ Pd2r−1, (2.7)
where p∗ is the restriction of p on Id . The multivariate operator Qm is called a quasi-interpolant
in C(Id). From (2.6) and (2.7) we can see that
∥ f − Qm( f )∥C(Id ) → 0, m →∞. (2.8)
Put M(m) := {Mm,s ∈ M : s ∈ J d(m)} and V(m) := spanM(m). If 0 < p ≤ ∞, for all
non-negative integers m and all functions
g =

s∈J d (m)
as Mm,s (2.9)
from V(m), there is the norm equivalence
∥g∥p ≍ 2−dm/p∥{as}∥p,m, (2.10)
where
∥{as}∥p,m :=
 
s∈J d (m)
|as |p
1/p
with the corresponding change when p = ∞ (see, e.g., [11, Lemma 4.1]).
For non-negative integer k, let the operator qk be defined by
qk( f ) := Qk( f )− Qk−1( f ) with Q−1( f ) := 0.
From (2.7) and (2.8) it is easy to see that a continuous function f has the decomposition
f =
∞
k=0
qk( f )
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with the convergence in the norm of C(Id). By using the B-spline refinement equation, one can
represent the component functions qk( f ) as
qk( f ) =

s∈J d (k)
ck,s( f )Mk,s, (2.11)
where ck,s are certain coefficient functionals of f , which are defined as follows. For the univariate
case, we put
ck,s( f ) := ak,s( f )− a′k,s( f ), k > 0, (2.12)
a′k,s( f ) := 2−2r+1

(m, j)∈C(k,s)

2r
j

ak−1,m( f ), k > 0, a′0,s( f ) := 0,
and
C(k, s) := {(m, j) : 2m + j − r = s, m ∈ J (k − 1), 0 ≤ j ≤ 2r}, k > 0,
C(0, s) := {0}.
For the multivariate case, we define ck,s in the manner of the definition (2.5) by
ck,s( f ) := ck,s1((ck,s2(. . . ck,sd ( f )))). (2.13)
For functions f on Id , we introduce the quasi-norms:
B2( f ) :=
 ∞
k=0

2αk∥qk( f )∥p
θ1/θ ;
B3( f ) :=
 ∞
k=0

2(α−d/p)k∥{ck,s( f )}∥p,k
θ1/θ
.
The following theorem has been proven in [19].
Theorem 2.1. Let 0 < p, θ ≤ ∞ and d/p < α < 2r . Then the hold the following assertions.
(i) A function f ∈ Bαp,θ can be represented by the mixed B-spline series
f = sum∞k=0 qk( f ) =
∞
k=0

s∈J d (k)
ck,s( f )Mk,s, (2.14)
satisfying the convergence condition
B2( f ) ≍ B3( f )≪ ∥ f ∥Bαp,θ ,
where the coefficient functionals ck,s( f ) are explicitly constructed by formula
(2.12)–(2.13) as linear combinations of at most (2µ+ 2r)d function values of f .
(ii) If in addition, α < min(2r, 2r − 1 + 1/p), then a continuous function f on Id belongs to
the Besov space Bαp,θ if and only if f can be represented by the series (2.14). Moreover, the
Besov quasi-norm ∥ f ∥Bαp,θ is equivalent to one of the quasi-norms B2( f ) and B3( f ).
3. Adaptive continuous sampling recovery
In this section, we construct asymptotically optimal algorithms and prove the upper bound in
Theorem 1.1. We need some auxiliary lemmas.
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Lemma 3.1. Let p, q, θ, α satisfy Condition (1.6). Then Qm ∈ C(Bαp,θ , Lq) and for any f ∈
Bαp,θ , we have
∥Qm( f )∥q ≪ ∥ f ∥Bαp,θ , (3.1)
∥ f − Qm( f )∥q ≪ 2−(α−d(1/p−1/q)+)m∥ f ∥Bαp,θ . (3.2)
Proof. We first prove (3.2). The case when Condition (1.6)(ii) holds has been proven in [19]. Let
us prove the case when Condition (1.6)(i) takes place. We put α′ := α − d(1/p − 1/q)+ > 0.
For an arbitrary f ∈ Bαp,θ , by the representation (2.14) and (2.1) we have
∥ f − Qm( f )∥τq ≪

k>m
∥qk( f )∥τq (3.3)
with any τ ≤ min(q, 1). From (2.11) and (2.9)–(2.10) we derive that
∥qk( f )∥q ≪ 2d(1/p−1/q)+k∥qk( f )∥p. (3.4)
Therefore, if θ ≤ min(q, 1), then by Theorem 2.1 we get
∥ f − Qm( f )∥q ≪

k>m
∥qk( f )∥θq
1/θ
≤

k>m
{2d(1/p−1/q)+k∥qk( f )∥p}θ
1/θ
≤ 2−α′m

k>m
{2αk∥qk( f )∥p}θ
1/θ
≪ 2−α′m∥ f ∥Bαp,θ .
If θ > min(q, 1), then from (3.3) and (3.4) it follows that
∥ f − Qm( f )∥q
∗
q ≪

k>m
∥qk( f )∥q
∗
q ≪

k>m
{2αk∥qk( f )∥q}q∗{2−α′k}q∗ ,
where q∗ = min(q, 1). Putting ν := θ/q∗ and ν′ := ν/(ν − 1), by Ho¨lder’s inequality and by
Theorem 2.1 obtain
∥ f − Qm( f )∥q
∗
q ≪

k>m
{2αk∥qk( f )∥q}q∗ν
1/ν 
k>m
{2−α′k}q∗ν′
1/ν′
≪ {B2( f )}q∗{2−α′m}q∗ ≪ {2−α′m}q∗∥ f ∥q
∗
Bαp,θ
.
Thus, the inequality (3.2) is completely proven.
By use of the inequality
∥Qm( f )∥τq ≪

k≤m
∥qk( f )∥τq
with τ ≤ min(q, 1), in a similar way we can prove (3.1) and therefore, the inclusion Qm ∈
C(Bαp,θ , Lq). 
Put I d(k) := {s ∈ Zd+ : 0 ≤ si ≤ 2k, i = 1, . . . , d}.
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Lemma 3.2. For functions f on Id , Qk defines a linear n-sampling algorithm of the form (1.1).
More precisely,
Qk( f ) = Ln(ξ∗n ,Φ∗n , f ) =

j∈I d (k)
f (2−k j)ψk, j ,
where ξ∗n := {2−k j : j ∈ I d(k)},Φ∗n := {ψk, j : j ∈ I d(k)}, n := (2k + 1)d and ψk, j are
explicitly constructed as linear combinations of at most (2µ+ 2)d B-splines Mk,s .
Proof. For univariate functions the coefficient functionals ak,s( f ) can be rewritten as
ak,s( f ) =

|s− j |≤µ
λ(s − j) fk(2−k j) =

j∈P(k,s)
λk,s( j) f (2−k j),
where λk,s( j) := λ(s − j) and P(k, s) = Ps(µ) := { j ∈ {0, 2k} : s − j ∈ P(µ)} for
µ ≤ s ≤ 2k − µ; λk,s( j) is a linear combination of no more than max(2r, 2µ + 1) ≤ 2µ + 2
coefficients λ( j), j ∈ P(µ), for s < µ or s > 2k − µ and
P(k, s) ⊂

Ps(µ) ∪ {0, 2r − 1}, s < µ,
Ps(µ) ∪ {2k − 2r + 1, 2k}, s > 2k − µ.
If j ∈ P(k, s), we have | j − s| ≤ max(2r, µ) ≤ 2µ + 2. Therefore, P(k, s) ⊂ Ps(µ¯), and we
can rewrite the coefficient functionals ak,s( f ) in the form
ak,s( f ) =

j−s∈P(2µ+2)
λk,s( j) f (2−k j)
with zero coefficients λk,s( j) for j ∉ P(k, s). Therefore, for any k ∈ Z+, we have
Qk( f ) =

s∈J (k)
ak,s( f )Mk,s =

s∈Jr (k)

j−s∈P(2µ+2)
λk,s( j) f (2−k j)Mk,s
=

j∈I (k)
f (2−k j)

s− j∈P(2µ+2)
γk, j (s)Mk,s
for certain coefficients γk, j (s). Thus, the univariate Qk( f ) is of the form
Qk( f ) =

j∈I (k)
f (2−k j)ψk, j ,
where
ψk, j :=

s− j∈P(2µ+2)
γk, j (s)Mk,s,
are a linear combination of no more than the absolute number 2µ+ 2 of B-splines Mk,s , and the
size |I (k)| is 2k . Hence, the multivariate Qk( f ) is of the form
Qk( f ) =

j∈I d (k)
f (2−k j)ψk, j ,
where
ψk, j :=
d
i=1
ψk, ji
are a linear combination of no more than the absolute number (2µ+ 2)d of B-splines Mk,s . 
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For 0 < p ≤ ∞, denote by ℓmp the space of all sequences x = {xk}mk=1 of numbers, equipped
with the quasi-norm
∥x∥ℓmp :=

m
k=1
|xk |p
1/p
with the change to the max norm when p = ∞. Denote by Bmp the unit ball in ℓmp . Let
E = {ek}mk=1 be the canonical basis in ℓmq , i.e., x =
m
k=1 xkek .
We define the algorithm Pn for the n-term approximation with regard to the basis E in the
space ℓmq (n ≤ m) as follows. For x = {xk}mk=1 ∈ ℓmp , we let the set {k j }mj=1 be ordered so that
|xk1 | ≥ |xk2 | ≥ · · · |xks | ≥ · · · ≥ |xkm |.
Then, for n < m we define
Pn(x) :=
n
j=1
(xk j − |xn+1| sign xk j )ek j .
For a proof of the following lemma see [16].
Lemma 3.3. The operator Pn ∈ C(ℓmp , lmq ) for 0 < p, q ≤ ∞. If 0 < p < q ≤ ∞, then we
have for any positive integer n < m
sup
x∈Bmp
∥x − Pn(x)∥ℓmq ≤ n1/q−1/p.
The following theorem gives the upper bound of (1.7) in Theorem 1.1.
Theorem 3.1. Let p, q, θ, α satisfy Condition (1.6). Then there holds true the following upper
bound
νn(B
α
p,θ , Lq)≪ n−α/d . (3.5)
If in addition, α < 2r , we can find an positive integer k∗ and a continuous n-sampling recovery
algorithm S¯ An ∈ C(Bαp,θ , Lq) of the form (1.4) with A = Σn(M(k∗)), such that
sup
∥ f ∥Bαp,θ≤1
∥ f − S¯ An ( f )∥q ≪ n−α/d . (3.6)
Proof. We will prove (3.6) and therefore, (3.5). Let SBαp,θ := { f ∈ Bαp,θ : ∥ f ∥Bαp,θ ≤ 1} be the
unit ball in Bαp,θ .
We first consider the case p ≥ q . For a given integer n (not smaller than 2d ), define k∗ by the
condition
Cn ≤ n∗ = (2k∗ + 1)d ≤ n, (3.7)
with C an absolute constant. By Lemma 3.1 we have Qk∗ ∈ C(Bαp,θ , Lq) and
sup
f ∈SBαp,θ
∥ f − Qk∗( f )∥q ≍ 2−αk∗ . (3.8)
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By Lemma 3.2 and Qk∗ is a linear n-sampling algorithm S¯ An of the form (1.1) with A =
Σn(M(k∗)) and the finite family M(k∗) ∈ G. Therefore, by (3.8) and (3.7) we receive (3.6).
We next treat the case p < q . For arbitrary positive integer m, a function f ∈ SBαp,θ can be
represented by a series
f = Qm( f )+
∞
k=m+1
qk( f ) (3.9)
with the component functions
qk( f ) =

s∈J d (k)
ck,s( f )Mk,s (3.10)
from the subspace V(k). Moreover, qk( f ) satisfy the condition
∥qk( f )∥p ≍ 2−dk/p∥{ck,s( f )}∥p,k ≪ 2−αk, k = m + 1,m + 2, . . . . (3.11)
The representation (3.9)–(3.11) follows from Theorem 2.1 for the case (i) in Condition (1.6), and
from Lemma 3.1 for the case (ii) in Condition (1.6).
Put m(k) := |J d(k)| = (2k + 2r − 1)d . Let k¯, k∗ be non-negative integers with k¯ < k∗,
and {n(k)}k∗
k=k¯+1 a sequence of non-negative integers with n(k) ≤ m(k). We will construct a
recovering function of the form
G( f ) = Q k¯( f )+
k∗
k=k¯+1
Gk( f ), (3.12)
where
Gk( f ) :=
n(k)
j=1
ck,s j ( f )Mk,s j . (3.13)
The functions Gk( f ) are constructed as follows. For a f ∈ SBαp,θ , we take the sequence of
coefficients {ck,s( f )}s∈J d (k) and reorder the indexes s ∈ J d(k) as {s j }m(k)j=1 so that
|ck,s1( f )| ≥ |ck,s2( f )| ≥ · · · |ck,sn ( f )| ≥ · · · |ck,sm(k)( f )|,
and then define
Gk( f ) :=
n(k)
j=1

ck,s j ( f )− |ck,sn(k)+1( f )| sign ck,s j ( f )

Mk,s j .
We prove that G ∈ C(Bαp,θ , Lq). For 0 < τ ≤ ∞, denote by V(k)τ the quasi-normed
space of all functions f ∈ V(k), equipped with the quasi-norrm Lτ . Then by Lemma 3.1
qk ∈ C(Bαp,θ ,V(k)p). Consider the sequence {ck,s( f )}s∈J d (k) as an element in ℓm(k)p and let
the operator Dk : V(k)p → ℓm(k)p be defined by g → {as}s∈J d (k) if g ∈ V(k)q and g =
s∈J d (k) as Mk,s . Obviously, by (2.9)–(2.10) Dk ∈ C(Σ (k)p, ℓm(k)p ). For x = {xk,s}s∈J d (k) ∈
lm(k)p and the canonical basis {ek,s}s∈J d (k) in lm(k)p , we let the set {s j }m(k)j=1 be ordered so that
|xk,s1 | ≥ |xk,s2 | ≥ · · · |xk,sn | ≥ · · · |xk,sm(k) |,
D. Du˜ng / Journal of Approximation Theory 166 (2013) 136–153 149
and define
Pn(k)(x) :=
n(k)
j=1

xk,s j − |xk,sn(k)+1 | sign xk,s j

ek,s j .
Temporarily denote by H the quasi-metric space of all x = {xk,s}s∈J d (k) ∈ ℓm(k)q for which
xk = 0, k ∉ Q, for some subset Q ⊂ J d(k) with |Q| = n(k). The quasi-metric of H is
generated by the quasi-norm of ℓm(k)q . By Lemma 3.3 we have Pn(k) ∈ C(ℓmp , H). Consider the
mapping RM(k) from H into Σn(k)(M(k)) defined by
RM(k)(x) :=

s∈Q
xk,s Mk,s,
if x = {xk,s}s∈J d (k) ∈ H and xk = 0, k ∉ Q, for some Q with |Q| = n(k). Since the family
M(k) is bounded in Lq , it is easy to verify that RM(k) ∈ C(H, Lq). We have
Gk = RM(k) ◦ Pn(k) ◦ Dk ◦ qk .
Hence, Gk ∈ C(Bαp,θ , Lq) as the supercomposition of continuous operators. Since by Lemma 3.1
Q k¯( f ) ∈ C(Bαp,θ , Lq), from (3.13) it follows G ∈ C(Bαp,θ , Lq).
Let m be the number of the terms in the sum (3.12). Then, G( f ) ∈ Σm(M(k∗)) and
m = (2k¯ + r − 1)d +
k∗
k=k¯+1
n(k).
Moreover, by Theorem 2.1 the number of sampled values defining G( f ) does not exceed
m′ := (2k¯ + 1)d + (2µ+ 2r)d
k∗
k=k¯+1
n(k).
Let us select k¯, k∗ and a sequence {n(k)}k∗
k=k¯+1. We define an integer k¯ from the condition
C12dk¯ ≤ n < C22dk¯, (3.14)
where C1,C2 are absolute constants which will be chosen below.
Notice that under the hypotheses of Theorem 1.1 we have 0 < δ < α, where δ :=
d(1/p − 1/q). We fix a number ε satisfying the inequalities 0 < ε < (α − δ)/δ. An appropriate
selection of k∗ and {n(k)}k∗
k=k¯+1 is
k∗ := ⌊ε−1 log(λn)⌋ + k¯ + 1,
and
n(k) = ⌊λn2−ε(k−k¯)⌋, k = k¯ + 1, k¯ + 2, . . . , k∗, (3.15)
with a positive constant λ, where ⌊a⌋ denotes the integer part of the number a. It is easy to find
constants C1,C2 in (3.14) and λ in (3.15) so that n(k) ≤ m(k), k = k¯ + 1, . . . , k∗, m ≤ n and
m′ ≤ n. Therefore, G is an n-sampling algorithm S¯ An of the form (1.4) with A = Σm(M(k∗)) and
the finite family M(k∗) ∈ G. Let us give an upper bound for ∥ f − S¯ An ( f )∥q . For a fixed number
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0 < τ ≤ min(p, 1), we have by (2.1),
∥ f − S¯ An ( f )∥τq ≤
k∗
k=k¯+1
∥qk( f )− Gk(qk( f ))∥τq +

k>k∗
∥qk( f )∥τq . (3.16)
By (2.9)–(2.10) and (3.11) we have for all f ∈ SBαp,θ
∥qk( f )∥q ≪ 2−(α−δ)k, k = k∗ + 1, k∗ + 2, . . . . (3.17)
Further, we will estimate ∥qk( f )−Gk(qk( f ))∥q for all f ∈ SBαp,θ and k = k¯+1, . . . , k∗. From
Lemma 3.3 we get
m(k)
j=n(k)+1
|ck,s j ( f )|q
1/q
≤ {n(k)}−δ∥{ck,s( f )}∥p,k . (3.18)
By (2.9)–(2.10), (3.17) and (3.18) we obtain for all f ∈ SBαp,θ and k = k¯ + 1, . . . , k∗
∥qk( f )− Gk(qk)∥q =
 m(k)
j=n(k)+1
ck,s j ( f )Mk,s j

q
≍ 2−k/q

m(k)
j=n(k)+1
|ck,s j ( f )|q
1/q
≪ 2−k/q{n(k)}−δ∥{ck,s( f )}∥p,k ≪ 2−αk2δk{n(k)}−δ. (3.19)
From (3.16) by using (3.19), (3.17), (3.14)–(3.15) and the inequality α − δ > 0, we derive that
for all functions f ∈ SBαp,θ
∥ f − S¯ An ( f )∥τq ≪
k∗
k=k¯+1
2−ταk2τδk{n(k)}−τδ +
∞
k=k∗+1
2−ταk2τδk
≪ n−τδ2−τ(α−δ)k¯
k∗
k=k¯+1
2−τ(α−δ+δε)(k−k¯)
+ 2−τ(α−δ)k∗
∞
k=k∗+1
2−τ(α−δ)(k−k∗)
≪ n−τδ2−τ(α−δ)k¯ + 2−τ(α−δ)k∗ ≪ n−τα/d .
Thus, we have proven the inequality (3.6) for the case p < q. This completes the proof of the
theorem. 
4. Lower bounds
To prove the lower bound Theorem 1.1 we compare νn(Bαp,θ , Lq) with a related non-linear
n-width which is defined on the basis of continuous algorithms in n-term approximation.
Let X, Y be quasi-normed spaces, X a linear subspace of Y and W a subset in X . Denote by
G(Y ) the set of all bounded familiesΦ ⊂ Y whose intersectionΦ∩L with any finite dimensional
subspace L in Y is a finite set. We define the non-linear n-width τ Xn (W, Y ) by
τ Xn (W, Y ) := inf
Φ∈G(Y )
inf
S∈C(X,Y ): S(X)⊂Σn(Φ)
sup
f ∈W
∥ f − S( f )∥Y .
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Since all quasi-norms in a finite dimensional linear space are equivalent, we will drop “X” in the
notation τ Xn (W, Y ) for the case where Y is finite dimensional.
Denote by SX the unit ball in the quasi-normed space X . By definition we have
νn(B
α
p,θ , Lq) ≥ τ Bn (SBαp,θ , Lq), (4.1)
where we use the abbreviation: B := Bαp,θ .
Lemma 4.1. Let the linear space L be equipped with two equivalent quasi-norms ∥ · ∥X and
∥ · ∥Y ,W a subset of L. If τ Xn (W, Y ) > 0, we have
τ Xn+m(W, X) ≤ τ Xn (W, Y ) τ Xm (SY, X).
Proof. This lemma can be proven is a way similar to the proof of Lemma 4 in [15]. 
Lemma 4.2. Let 0 < q ≤ ∞. Then we have for any positive integer n < m
τn(B
m∞, ℓmq ) ≥
1
2
(m − n − 1)1/q .
Proof. We need the following inequality. If W is a compact subset in the finite dimensional
normed space Y , then we have [15]
2τn(W, Y ) ≥ bn(W, Y ), (4.2)
where the Bernstein n-width bn(W, Y ) is defined by
bn(W, Y ) := sup
Ln+1
sup{t > 0 : t SY ∩ Ln+1 ⊂ W }
with the outer supremum taken over all (n + 1)-dimensional linear manifolds Ln+1 in Y .
By definition we have
bm−1(Bm∞, ℓm∞) = 1.
Hence, by (4.2), Lemmas 3.3 and 4.1 we derive that
1 = bm−1(Bm∞, ℓm∞) ≤ 2τm−1(Bm∞, ℓm∞)
≤ 2τn(Bm∞, ℓmq )τm−n−1(Bmq , ℓm∞) ≤ 2(m − n − 1)−1/qτn(Bm∞, ℓmq ).
This proves the lemma. 
Theorem 4.1. Let 0 < p, q, θ ≤ ∞ and α > 0. Then we have
νn(B
α
p,θ , Lq)≫ n−α/d .
Proof. By (4.1) the theorem follows from the inequality
τ Bn (SB
α
p,θ , Lq)≫ n−α/d . (4.3)
To prove (4.3) we will need an additional inequality. Let Z is a subspace of the quasi-normed
space Y and W a subset of the quasi-normed space X . If P : Y → Z is a linear projection such
that ∥P( f )∥Y ≤ λ∥ f ∥Y (λ > 0) for every f ∈ Y , then it is easy to verify that
τ Xn (W, Y ) ≥ λ−1τ Xn (W, Z). (4.4)
152 D. Du˜ng / Journal of Approximation Theory 166 (2013) 136–153
Because of the inclusion U := SBα∞,θ ⊂ SBαp,θ , we have
τ Bn (SB
α
p,θ , Lq) ≥ τ Bn (U, Lq). (4.5)
Fix an integer r with the condition α < min(2r, 2r − 1 + 1/p). Let U (k) := { f ∈ V(k) :
∥ f ∥∞ ≤ 1}. For each f ∈ V(k), there holds the Bernstein inequality [11].
∥ f ∥Bα∞,θ ≤ C2αk∥ f ∥∞,
where C > 0 does not depend on f and k. Hence, C−12−αkU (k) is a subset in U . This implies
the inequality
τ Bn (U, Lq)≫ 2−αkτ Bn (U (k), Lq). (4.6)
Denote by V(k)q the quasi-normed space of all functions f ∈ V(k), equipped with the quasi-
norm Lq . Let Tk be the bounded linear projector from Lq onto V(k)q constructed in [11] such
that ∥Tk( f )∥q ≤ λ′∥ f ∥q for every f ∈ Lq , where λ′ is an absolute constant. Therefore, by (4.4)
τ Bn (U (k), Lq)≫ τ Bn (U (k),V(k)q) = τn(U (k),V(k)q). (4.7)
Observe that m := |J d(k)| = dimV(k)q = (2k + 2r − 1)d ≍ 2dk . For a non-negative integer n,
define m = m(n) from the condition
n ≍ 2dk ≍ m > 2n. (4.8)
Consider the quasi-normed space ℓmq of all sequences {as}s∈J d (k). Let the natural continuous
linear one-to-one mapping Π from V(k)q onto ℓmq be defined by
Π ( f ) := {as}s∈J d (k)
if f ∈ V(k)q and f = s∈J d (k) as Mk,s . We have by (2.9)–(2.10) ∥ f ∥∞ ≍ ∥Π ( f )∥ℓm∞ and
∥ f ∥q ≍ 2−dk/q∥Π ( f )∥ℓmq . Hence, we obtain by Lemma 4.2
τn(U (k),V(k)q) ≍ 2−dk/qτn(Bm∞, ℓmq )
≫ 2−dk/q(m − n − 1)1/q ≫ 1.
Combining the last estimates and (4.5)–(4.8) completes the proof of (4.3). 
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