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a b s t r a c t
Matching geometric objects with respect to their Hausdorff distance is a well investigated
problem in computational geometry with various application areas. The variant
investigated in this paper is motivated by the problem of determining a matching (in this
context also called registration) for neurosurgical operations. The task is: given a sequence
P of weighted point sets (anatomic landmarks measured from a patient), a second
sequence Q of corresponding point sets (defined in a 3D model of the patient) and a
transformation class T , compute the transformations t ∈ T that minimize the weighted
directed Hausdorff distance of t(P ) to Q. The weighted Hausdorff distance, as introduced
in this paper, takes the weights of the point sets into account. For this application, a weight
reflects the precision with which a landmark can be measured.
We present an exact solution for translations in the plane, a simple 2-approximation as
well as a FPTAS for translations in arbitrary dimension and a constant factor approximation
for rigid motions in the plane or in R3.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The task of computing a matching of two geometric objects is a well investigated research topic in computational
geometry. A central aspect in pattern recognition and matching applications is the measure which is used to compare two
objects. A measure defines which features of the objects are relevant for deciding about their similarity. An established
measure for comparing two geometric objects A and B is the (directed) Hausdorff distance h(A, B), defined as
h(A, B) := max
a∈A
min
b∈B ‖a− b‖,
where ‖ · ‖ denotes the Euclidean norm.
We present an extension of the directed Hausdorff distance which is motivated by a registration application for
neurosurgical operations. The task is to compute a transformation that matches a patient in an operation theatre to a 3D
model of that patient, which is generated from CT/MRT scans. The transformation, in this context also called registration, is
used to visualize the surgical instruments within the 3D model at the appropriate relative position and orientation.
The methods that are commonly used to compute registrations differ in the nature of the geometric features that
represent the two coordinate systems that have to be aligned. In the application considered here, amatching is computed on
the basis of point sets consisting of so-called anatomic landmarks. Anatomic landmarks are spots in the relevant anatomic
area that are easy to locate in the model and on the patient, like the nasal bone (LM2 in Fig. 1(a)) or the outer corners of the
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Fig. 1. Examples of anatomic landmarks: (a) three landmarks that have an anatomic counterpart on the patient (e.g. nasal bone); (b) additional arbitrary
surface points.
eyes (LM1 and LM3 in Fig. 1(a)). Landmarks are defined in the model by the surgeon during the operation planning phase.
The corresponding feature set consist of measurements of these landmarks, gained by touching the appropriate spots of the
patient with a traceable device. These measurements take place in the first phase of the operation.
In contrast to other registration methods for neurosurgical applications, the objective function considered here allows
one to take the different precisions into accountwithwhich geometric features can bemeasured. The precision ofmeasuring
a landmark depends on its spatial position and on the positioning of the patient in the operation theatre (the positioning of
a patient again depends on the location of the tumor that has to be operated on).
The weighted directed Hausdorff distance that we are about to introduce is defined for sequences of weighted point
sets. The coordinates of a point in these sets are the defined or measured positions of a landmark. Landmarks that can be
measured with the same precision are collected in the same set. The weight of a point is proportional to the precision with
that the landmark can be measured and is based on an empirical study about the precision of measuring landmarks, which
will be published in a medical journal.
Computing matchings to align geometric objects is a well studied area in computational geometry; see [1] for an ex-
haustive survey of this research area. A significant body of research concentrates on computing registrations for the specific
application of navigated surgery. These methods can be categorized into exact solutions, heuristics or absolute/relative ap-
proximation algorithms.
A point-to-point registration method that is currently used in several navigation systems is based on so-called fiducials.
Fiducials are artificial landmarks that are attached to the patient before the patient is scanned (CT/MRT scan) and that remain
attached until registration time, at the beginning of an operation. A method for computing registrations based on fiducials
by minimizing the root mean squared distance is described in [2]. Drawbacks of this method are the limited time between
the imaging method and the operation, additional effort for the medical staff for attaching and maintaining the fiducials,
additional stress for the patient, and lost or shifted landmarks due to transpiration.
Awell studied heuristic for computingmatchings of geometric objects is the iterative closest pointmethod (ICP) [3] where
a registration is computed in an iterative fashion, minimizing the least-square distance of the features considered. The
drawback of this method and other heuristics is that it cannot guarantee to provide either optimal solutions or solutions
that hold guarantee bounds.
Dimitrov et al. [4,5] presented relative and absolute point-to-surface registration approximations with respect to the
directed Hausdorff distance. In those papers, however, the different precisions of the features are not taken into account.
1.1. Problem definition
Given two sequences of finite point sets P = (P1, . . . , Pk) and Q = (Q1, . . . ,Qk) with Pi,Qi ⊂ Rd and a sequence of
weights w = (w1, . . . , wk) with wi ∈ R+ and w1 ≥ w2 ≥ · · · ≥ wk, for ni := |Pi| and mi := |Qi| let n = ∑ki=1 ni and
m =∑ki=1 mi. For the purpose of illustration one can think of P and Q being colored in k different colors, where all points
in Pi and Qi are colored with the ith color.
Definition 1. The weighted directed Hausdorff distance h(P ,Q, w) for P ,Q andw is defined as
h(P ,Q, w) = max
1≤i≤k
wi h(Pi,Qi).
For points in the plane, h(P ,Q, w) can be computed in O ((n+m) logm) time using Voronoi diagrams to compute the
directed Hausdorff distance for every color; for higher dimensions it trivially can be computed in O (mn) time.
C. Knauer et al. / Theoretical Computer Science 412 (2011) 375–382 377
a b
Fig. 2. Illustration of an aligned point configuration.
Problem 1. In this paper we discuss the problem of matching two sequences of weighted point sets under the weighted
directed Hausdorff distance. Formally, given P , Q and w defined as before and a transformation class T , find the
transformations t ∈ T that minimize the function
f (t) = h(t(P ),Q, w), (1)
where t(P ) := ({t(p) | p ∈ Pi})1≤i≤k.
For the remainder of this paper, let µopt denote the minimum of f .
1.2. Generalization of the problem
In the following sections we present approximations and exact solutions for Problem 1 for various transformation
classes and dimensions. A reasonable generalization of the problem is to maintain the partitioning of the points into k
sets but assigning a weight to each point individually. The originally stated problem then becomes a special variant of this
formulation. The generalized problem can be solved using the same techniques and with the same runtime as for solving
Problem 1. We decided to present the solution for Problem 1 as it simplifies the notation and meets the specification of the
motivating application.
In Section 2 we present a 2-approximation for colored point sets in arbitrary dimension under translations and extend
it to a FPTAS in Section 3. In Section 4 a constant factor approximation for rigid motions is presented. An exact algorithm
optimizing the Hausdorff distance under translations for points in the plane is presented in Section 5.
2. A 2-approximation for translations in Rd
Theorem 1. A 2-approximation for translations of colored points can be computed in O (m1(m+ n) logm) time in R2 and in
O (m1mn) time for point sets in higher dimensions.
Proof. Choose a point p ∈ P1 and let T be the set of all translation vectors that move p onto a point of Q1:
T := {q− p | q ∈ Q1}.
Then, the translations t2app of T that realize the smallest Hausdorff distance are 2-approximations of µopt :
f (t2app) = min
t∈T h(t(P ),Q, w) ≤ 2µopt .
To show this, assume P to be in optimal position, let nn (p,Qi) ⊆ Qi be the set of nearest neighbors of p ∈ Pi in Qi and let
ni(p) be one representative of this set. In optimal position, all weighted distances are bounded by µopt :
∀ 1 ≤ i ≤ k ∀ p′ ∈ Pi wi‖p′ − ni(p′)‖ ≤ µopt .
Consider the translation tq ∈ T that moves the chosen point p onto one of its nearest neighbors q ∈ nn (p,Q1). By
applying tq to P , all points in any Pi are moved away from their optimal position by ‖p − q‖, see Fig. 2. The new weighted
distance l of any p˜ ∈ Pi to one of its closest neighbors after applying tq is at most
l = wi h(tq(p˜),Qi)
≤ wi (‖p˜− ni(p˜)‖ + ‖p− n1(p)‖)
≤ µopt + wi ‖p− n1(p)‖
≤ µopt + w1 ‖p− n1(p)‖
≤ 2µopt .
For a fixed p ∈ P1 all translations that move p onto a point q ∈ Q1 have to be tested, which yields the stated runtime. 
The key argument that guarantees an approximation factor of 2 is thatw1 is at least as large as any other weight. Choosing a
p′ ∈ Pi for any color i and testing all translation vectors that move p′ onto a point q′ ∈ Qi yields in a 1+w1/wi-approximation
that can be computed in O (mi(m+ n) logm) for point sets in the plane and in O (mi mn) in higher dimensions. Together
with the pigeonhole principle, this implies that there is a 1+ (w1/wk)-approximation that can be computed in O

m2/k n

time
for general d and in O (m/k (m+ n) logm) time in the plane.
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Fig. 3. Illustration of Gϵq .
3. A FPTAS for translations in Rd
Theorem 2. For every ϵ > 0 a (1+ ϵ)-approximation for translations can be computed in O (1/ϵ2 m1(m+ n) logm) time in R2
and in O
√
d/ϵ
d m1 mn time for higher dimensions.
Proof. Letµ2app = f (t2app)where t2app is a solution of the 2-approximation as described in Section 2. For the given ϵ, choose
any p ∈ P1 and for every q ∈ Q1 build a regular cubic grid Gϵq centered in qwith side length µ2app/w1 where each cell has a
side length of (ϵ µ2app)/(
√
dw1); see Fig. 3. Let T be the set of all translations that move a p ∈ P1 onto a grid point of a grid
Gϵq for any q ∈ Q1. Then, the translations tapp of T that realize the smallest weighted Hausdorff distance satisfy
f (tapp) = min
t∈T h(t(P ),Q, w) ≤ (1+ ϵ)µopt .
AssumeP to be in optimal position and let q = n1(p) be one of the nearest neighbors of the chosen p ∈ P1. By construction,
the point p lies within the boundaries of the grid Gϵq . Due the choice of the cell length, the furthest distance l of p to one of its
closest grid points is at most l ≤ (ϵ µ2app)/(2
√
dw1) and as µopt ≥ µ2app/2 we have that l ≤ (ϵ µopt)/(
√
dw1). As allwi for
1 < i ≤ k are at most as large asw1, the weighted distance of all other points increases by at most ϵ · µopt when translated
along the distance l. There are
√
d/ϵ
d grid points for each Gϵq that need to be tested, which implies the stated runtime. 
Using the same arguments as for the 2-approximation, it is easy to show that a (1+ ϵ) approximation can be computed
in O
√
d c/ϵ
d m2 n/k time for points sets in dimension d ≥ 3 or in O (c/ϵ)2 m/k(m+ n) logm time inR2 with c = w1/wk.
4. A constant factor approximation for rigid motions in the plane
The constant factor approximation described in Section 2 for a planar setting can easily be extended to cover rigid
motions, i.e., translations plus rotations.
Theorem 3. A 2(1 + √2)-approximation for rigid motions can be computed in O (m1 mi (m+ n) logm) time for point sets in
the plane.
Proof. Choose any p ∈ P1. Let P := 1≤i≤k Pi and let ω : P → R be the function that maps a point x ∈ P to its weight
ω(x) = wi for x ∈ Pi. Let p′ ∈ P be a point that maximizes the weighted distance to p:
p′ ∈ argmax
x∈P
ω(x)‖x− p‖,
without loss of generality let ω(p′) = wi. This choice of p′ ensures that the change of the weighted Hausdorff distance of
any point p˜ ∈ P when rotated around p is bounded by the change of the weighted Hausdorff distance of p′.
For any q ∈ Q1 and any q′ ∈ Qi let t be defined as t := tq,q′ ◦ tq, where tq is the translation that moves p onto q and tq,q′ is
the rotation around q by the smallest absolute angle such that q, q′ and tq,q′ ◦ tq(p′) are aligned; see Fig. 4.
Let T be the set of all transformations that align p ∈ P1 and p′ ∈ Pi with some q ∈ Q1 and q′ ∈ Qi in themanner described.
The transformations trapp of T that realize the smallest Hausdorff distance satisfy the stated approximation factor:
f (trapp) = min
t∈T h(t(P ),Q, w) ≤ 2µopt + 2
√
2µopt = 2(1+
√
2)µopt .
The first summand is due to the influence of translational component tq as discussed in the proof of Theorem 1. The second
term, 2
√
2µopt , reflects the furthest weighted distance that a point p˜ can possibly cover while moving from position tq(p˜)
to t(p˜); see Fig. 5.
Scenarios where q q′ and q tq(p′) are orthogonal and additionally ‖q − tq(p′)‖ = µopt (see Fig. 5(b)) almost reach the
upper bound of 2(1+√2)µopt . 
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Fig. 4. (a) The translational part tq . (b) The rotational part tq,q′ . (c) The aligned configuration.
4.1. Extending the result to R3
InR3 one additional degree of freedomhas to be fixed. On the basis of the registration in the previous section, this freedom
is a rotation around the axis p p′.
The algorithm can be adjusted by choosing p and p′ as before and by choosing a point p′′ ∈ Pj such that
p′′ ∈ argmax
x∈P
ω(x) dist

x, p p′

,
where dist

a, b c

is the distance of the point a to its orthogonal projection onto the line through b and c . For any q′′ ∈ Qj
consider additionally the rotation tq,q′,q′′ around the axis q q′ such that tq,q′,q′′ ◦ tq,q′ ◦ tq(p′′), q, q′ and q′′′ are coplanar. It is
easy to see that the additional rotation results in a (6 + 2√2)-approximation (≈11.657) of the optimum and the runtime
increases to O

m1 mi mj mn

.
Note that discretization techniques similar to those presented for translations can be applied to gain a FPTAS for rigid
motions.
5. An exact algorithm for computing a registration in the plane under translations
The minima of the objective function f (t) (Eq. (1)) under translations in the plane can be computed using an approach
similar to that of [6], by partitioning the translation space into cells such that for all translations of one cell the weighted
Hausdorff distance is realized by the same point pair. As we consider translation throughout this section, we write a
translation of a point p by a translation vector t as p+ t instead of t(p).
Recall, that the objective function f is given as
f (t) = max
1≤i≤k
wi h(t(Pi),Qi)
= max
1≤i≤k
wi max
p∈Pi
min
q∈Qi
‖(p+ t)− q‖
= max
1≤i≤k
wi max
p∈Pi
min
q∈Qi
‖(q− p)− t)‖.
Computing the distance of the point p + t from q is equivalent to computing the distance of the translation vector t from
the point q− p. By introducing the sets Si(p) := {q− p | q ∈ Qi}we can reformulate f (t) as
f (t) = max
1≤i≤k
wi max
p∈Pi
min
c∈Si(p)
‖c − t‖.
To compute theminima of f , we compute the decomposition of the translation space into (potentially empty) cells C(p, q) ⊆
R2 with p ∈ Pi and q ∈ Qi, such that
C(p, q) := {t | f (t) = wi ‖(p+ t)− q‖}.
Theorem 4. The decomposition of the translation space into cells C(p, q) and with it the transformations t that minimize f (t)
can be computed in O

m2n2 α(m2n2) logmn

time, where α(·) is the inverse Ackermann function.
Proof. To characterize C(p, q) with p ∈ Pi and q ∈ Qi we first observe that f (t) = wi ‖(p + t) − q‖ implies t ∈
Vor (q− p, Si(p)), where Vor (a, A) is the Voronoi cell of the side a ∈ A in the Voronoi diagram of the set A. Otherwise,
another point q′ of color iwould be closer to p than q, implying that f (t)would not by realized by p and q.
There are two possible reasons why for a translation t ∈ Vor (q− p, Si(p)) the value of f (t) might not be realized by p
and q. This is either because another point p′ ∈ Pi of the same color has a larger distance to its nearest neighbor for this
380 C. Knauer et al. / Theoretical Computer Science 412 (2011) 375–382
a b
Fig. 5. (a) Example of a constant factor approximation. (b) Illustration of an aligned configuration that could realize an approximation factor of 2(1+√2)µopt .
translation, or because the weighted distance of a closest point pair of another color j ≠ i exceeds wi‖(p+ t)− q‖, that is,
f (t) = wi‖(p+ t)− q‖ implies
∀1≤j≤k∀p′∈Pj minq′∈Qjwj‖(p
′ + t)− q′‖ ≤ wi‖(p+ t)− q‖.
We define B(p, q) as the blocked area for the pair p and q, i.e., all translations t ∈ Vor (q− p, Si(p)) for which the value of
f (t) is not realized by p and q due to either of the aforementioned reasons.
The characterization of the shape of B(p, q) for a point pair of the ith color follows directly from the previous observation
and is given as
B(p, q) :=

p˜∈Pi\{p}
Vor

q− p, Si(p˜) ∪ Si(p)
 ∪ 
1≤j≤k
i≠j

pˆ∈Pj
MWVor

q− p, Si(p), Sj(pˆ), wi, wj

,
where MWVor

a, A, B, w,w′

is the Voronoi cell of a point a ∈ A in the multiplicatively weighted Voronoi diagram of the
set A ∪ Bwhere all points in A have weightw and all points in B have weightw′. Note that the Voronoi cells that are united
in the characterization of B(p, q) correspond to the portions of the translation space for which wi‖(p + t) − q‖ is not the
maximal distance shortest pair. A cell C(p, q) of a point pair of the ith color is then fully characterized by
C(p, q) = Vor (q− p, Si(p)) \ B(p, q).
For a non-empty cell that has an empty blocking area the value of f (t) isminimal at the site that defined the cell and increases
linearly with the distance to this site. Therefore, the minimal value of f (t) is realized either at a site or at the boundary of a
blocking area. This means that the minima of f (t) can be computed while computing the decomposition of the translation
space into cells.
Let bp,q denote the number of edges contributing to the boundary of B(p, q).
Lemma 1. The combinatorial complexity of B(p, q) is O

bp,q 2α(bp,q)

.
Proof. By introducing polar coordinates (r, θ) with q − p as the origin, the boundary of B(p, q) can be seen as the upper
envelope of the partially defined, continuous, univariate functions given as the edges of the Voronoi diagrams parametrized
by θ . Two Voronoi edges can intersect in at most two points. Applying the theory of Davenport–Schinzel sequences [7], this
results in a complexity of O

bp,q 2α(bp,q)

. 
Let b =∑1≤i≤k∑p∈Pi ∑q∈Qi bp,q be the total number of edges that contribute to the boundary of any blocking region.
Lemma 2. b = O m2n2.
Proof. First, fix a color i and a point p ∈ Pi. The edges e that contribute to the boundaries of any blocking area of a facet of
Vor (Si(p)) result from the edges of the Voronoi diagrams
e ∈

p˜∈Pi\p
Vor

Si(p) ∪ Si(p˜)
 ∪ 
1≤j≤k
i≠j

pˆ∈Pj
MWVor

Si(p), Sj(pˆ), wi, wj

.
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Let bip be the number of edges contributing to the boundaries of the blocking areas for the facets of Vor (Si(p)). The
combinatorial complexity of a standard Voronoi diagram of n sites is O (n); the complexity of an multiplicatively weighted
Voronoi diagram for the same number of sites however is Θ(n2) as shown by Aurenhammer et al. [8], even if just two
different weights are involved. This is the main reason why the runtime for colored points increases as compared to the
monochromatic variant discussed by Huttenlocher et al. [6].
This leads to a combinatorial complexity for bip of
bip = O
 −
p˜∈Pi\{p}
(mi +mi)+
−
1≤j≤k
i≠j
−
pˆ∈Pj
(mi +mj)2

= O
nimi + −
1≤j≤k
i≠j
nj(mi +mj)2

= O
−
1≤j≤k
nj(mi +mj)2

.
Summing over all colors i and all points p ∈ Pi gives
b =
−
1≤i≤k
−
p∈Pi
bip
= O
−
1≤i≤k
−
p∈Pi
−
1≤j≤k
nj(mi +mj)2

= O
−
1≤i≤k
ni
−
1≤j≤k
nj(mi +mj)2

= O
−
1≤i≤k
ni
−
i≤j≤k
nj(mi +mj)2

= O m2n2 . 
Lemmas 1 and 2 together imply that the combinatorial complexity of the whole decomposition is O

m2n2 2α(m
2n2)

.
The algorithm for computing the translations that minimize the directed Hausdorff distance involves two steps.
First, all (multiplicatively weighted) Voronoi diagrams have to be computed. Aurenhammer et al. [8] presented an
algorithm for computing weighted Voronoi diagrams of n sites in O

n2

. It takes O

m2n2

time to compute all diagrams, as
argued for Lemma 2.
In the second step, the blocking areas of all facets of all Voronoi diagrams have to be computed. As shown by Hershberger
[9], the upper envelope of n partially defined functions that mutually intersect in at most s points can be computed in
O (λs+1(n) log n) time, where λs(n) denotes the maximum possible length of a (n, s) Davenport–Schinzel sequence. This
leads to runtime of O

m2n2 α(m2n2) logmn

, as stated in the theorem. 
As shown by Rucklidge [10], the lower bound of the geometric complexity of the graph of f (t) for a single color, i.e., two
point sets in the plane, both of size n, is alreadyΩ(n3).
Note, that an exact solution for the special casewhere allweights of all points are equal (w1 = wk) can be computed faster.
For this case, all multiplicatively weighted Voronoi diagrams are just regular Voronoi diagrams consisting of line segments
only. This reduces the complexity of the upper envelope of the boundary of the blocking areas, as two line segments can
mutually intersect at most once. For this case, the algorithm and the analysis of themethod presented by Huttenlocher et al.
[6] can be applied.
Corollary 1. The transformations t that minimize f (t) for uniformly weighted point sets in the plane under translations can be
computed in O(n2m log nm) time.
6. Conclusion and open problems
We believe that the algorithms presented are a step towards combining established methods of the computational
geometry community to gain guaranteed bounds under the awareness of imprecise data for point-to-point registrations.
Further research in this direction is necessary to develop registration algorithms that can be used in medical navigation
systems in practice. Probably the most interesting problems – from a practical and theoretical point of view – are exact
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algorithms for rigidmotions, or even ‘‘almost rigid’’ affine transformations, inR3. For rigidmotions, the standard techniques,
such as parametric search or the computation of the upper envelope of the distance functions involved, do indeed lead to
polynomial-time algorithms. But unfortunately the actual runtimes of these methods are too high for them to be of any
practical use.
Another promising direction is to extend the results presented to point-to-surface approximations. This modeling of the
problem is closer to the application (surgeons navigate through triangulated surfaces) but on the other hand results in a
considerably harder problem.
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