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a b s t r a c t
This paper analyzes the solution of simultaneous equationsmodels. Efficient algorithms for
the two-stage least squares method using QR-decomposition are developed and studied.
The reduction of the execution time when the structure of the matrices in each equation
is exploited is analyzed theoretically and experimentally. An efficient algorithm for the
indirect least squares method is developed. Some techniques are used to accelerate the
solution of the problem: parallel versions for multicore systems, and extensive use of the
MKL library, thus obtaining efficient, portable versions of the algorithms.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Simultaneous equations models (SEM) have been traditionally used in econometrics [1]. However, nowadays they are
used in different fields and are drawing increasing interest. SEM can be solved through a variety of methods (indirect least
squares (ILS), two-stage least squares (2SLS), three-stage least squares (3SLS), etc. [1]). 3SLS is a full-information method
which estimates the entiremodel. ILS and 2SLS are limited-informationmethodswhich consider one equation at a time. The
advantage of limited-information methods is that they can be used in SEM with not all the equations identified (equations
which can be solved). ILS can be used only in a particular case of equations and 2SLS can be used with all types of identified
equations. 3SLS can be used with all types of equations but it is computationally more expensive than 2SLS [2]. Thus, 2SLS
is one of the most used methods for a SEM. But the solution of large SEMs using any of these methods has a significant
computational cost, so algorithms should be studied in order to obtain efficient versions, and matrix decompositions and
parallel computing are useful for this purpose.
The QR-decomposition has been used in least squares problems and to compute the best subset regression model [3].
In SEM, some authors have studied algorithms for estimating the parameters using QR-decomposition. In [4,5], efficient
versions of 3SLS are proposed. However, the authors did not extend thework to 2SLS or ILS. In [6], somemethods for 2SLS are
developed, and the application of the QR-decomposition using Householder reflections is studied. However, the properties
of the QR-decomposition are not exploited.
In our paper, algorithms for 2SLS using the QR-decomposition are studied. The common columns of matrices associated
to the equations are exploited, and the QR-decomposition of their associated matrices is obtained from the decomposition
of a unique generator matrix, thus reducing the execution cost. Our interest is in 2SLS, because it can be applied to all the
equation types, but ILS is also studied to compare its advantage when it can be used.
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To accelerate the application of 2SLS, a parallel version of the algorithm based on Givens rotations was developed. The
parallelism is compared with that obtained using ILS. Algorithms were designed for a computer with a shared-memory
model, and experimental results are obtained in a HP Superdome computer.
The paper is organized as follows. Section 2 reviews the background of SEM and ILS and 2SLSmethods. In Section 3, a 2SLS
algorithm based on QR-decomposition using Givens rotations is developed, and in Section 4 parallel versions are studied.
Section 5 deals with experiments. Finally, in Section 6 conclusions are outlined.
2. Algorithms for SEM
Consider N interdependent variables (endogenous variables) which depend on K independent variables (exogenous
variables). Suppose that each endogenous variable can be expressed as a linear combination of the other endogenous
variables, the exogenous variables, and white noise that represents stochastic interference. Thus, a SEM is [1]:
y1 = B1,2y2 + B1,3y3 + · · · + B1,NyN + Γ1,1x1 + · · · + Γ1,K xK + u1
y2 = B2,1y1 + B2,3y3 + · · · + B2,NyN + Γ2,1x1 + · · · + Γ2,K xK + u2
. . .
yN = BN,1y1 + · · · + BN,N−1yN−1 + ΓN,1x1 + · · · + ΓN,K xK + uN
(1)
where B ∈ RN×N andΓ ∈ RN×K arematrices of coefficients, and x, y and u are exogenous, endogenous and randomvariables,
which are vectors of dimension d, with d the sample size. Some coefficients of Bi,j and Γk,r are zero, and are known a priori.
The equation can be represented in matrix form as:
YBT + XΓ T + u = 0 (2)
where Y = (y1, . . . , yN) , X = (x1, . . . , xK ) , u = (u1, . . . , uN).
Solving a SEM is equivalent to obtaining B and Γ in (2), from a representative sample of the model (a set of values of the
data variables X and Y ), in order to explicitly know a matrix equation which represents the relationship between both sets
of variables.
The number of endogenous and exogenous variables in the ith equation is denoted by ni and ki. An equation is identified
if the number of variables in the equation is lower than or equal to K + 1 (ni − 1 ≤ K − ki, order condition [1]). When
ni − 1 = K − ki the equation is exactly identified and when ni − 1 < K − ki it is over-identified. Only identified equations
can be solved.
2.1. Two-stage least squares
The endogenous variables are correlatedwith the random variables, and it is not possible to solve a least squares problem
in each equation. To solve this problem, 2SLS obtains a set of variables, called proxy variables (Yˆ ), which are close to the
endogenous variables. The proxy variables are highly correlated with the exogenous variables but uncorrelated with the
error ones. An estimation of the proxy variables can be obtained by expressing them in relation to the exogenous variables
(equivalent to approximating the matrix B in (2) by −IdN and solving the Least Squares problem min ∥Y − XΓ T∥, thereby
obtaining Γˆ ). So, an estimation for the proxy variables is obtained by the expression Yˆ = X Γˆ T .
Let us construct a matrix associated to the ith equation, denoted as Zi = [Xi|Yˆi], where Xi is a matrix formed by the
columns of X which correspond to the non-zero exogenous variables of the ith equation, and Yˆi is a matrix formed by the
columns of Yˆ which correspond to the non-zero endogenous variables of the ith equation except the main endogenous
variable. The matrix Zi can be expressed as Zi = [X |Yˆ ]Si, where Si ∈ R(K+N)×(ki+ni−1) is a selection matrix. Each column of
Si has all its elements equal to zero except one, whose row number is equal to the column number of [X |Yˆ ] selected. Let
Si be expressed as Si = (eλi,1 , . . . , eλi,ni+ki−1) as in [7], where eλi,j is the λi,jth column of the unitary matrix IdK+N , ∀j =
1, . . . , ni + ki − 1, where λi,j is the index of the column of [X |Yˆ ]which corresponds to the variable which appears in the jth
position in the ith equation (this column appears as the jth column of Zi).
In each identified equation, each endogenous variable (except the main endogenous variable) is substituted by its proxy,
and Bi,: and Γi,: can be estimated by solving the least squares problem min ∥yi − Ziηi∥, where yi is the main endogenous
variable and ηTi = [Γi,:|Bi,:]Si ∈ Rki+ni−1. If the equation is not identified, ηi cannot be estimated.
In SEMs, usually X is a full column rank matrix [1]. So, we consider the QR-decomposition of the matrix X ∈ Rd×K , with
K ≤ d:
X = QR = Q

R1
0

K × K
(d− K)× K (3)
where Q ∈ Rd×d is orthogonal and R1 ∈ RK×K is an upper triangular matrix.
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Using the QR-decomposition of X,minΓ T ∥Y − XΓ T∥ = minΓ T ∥Q TY −

R1
0

Γ T∥ and Γˆ T can be found by solving the
triangular system R1Γˆ T = Y˜1. The matrix of proxy variables can be expressed as:
Yˆ = X Γˆ T = QRR−11 Y1 = Q

R1
0

R−11 Y˜1 = Q

Y˜1
0

(4)
where Y˜ =

Y˜1
Y˜2

= Q TY , with Y˜1 ∈ RK×N and Y˜2 ∈ R(d−K)×N .
Similarly, in the ith equation, the QR-decomposition of Zi (Q Ti Zi = Ri) can be used in the expression of the estimation of
ηi (ηˆi), ∥yi − Ziηˆi∥ = minηi ∥Q Ti yi −

Ri,1
0

ηi∥and ηˆi can be obtained by solving the triangular system Ri,1ηˆi = y˜i,1, where
y˜i,1 ∈ Rni+ki−1 are the ni + ki − 1 first entries of y˜i = Q Ti yi, and Ri,1 ∈ R(ni+ki−1)×K is the submatrix of Ri formed by its first
ni + ki − 1 rows.
Algorithm 1 shows a 2SLS scheme in which QR-decomposition is used. A Householder reflection [8] is a transformation
that takes a vector and reflects it about some plane or hyperplane. It can be used to calculate the QR-decomposition of a
matrix X ∈ Rd×K with d ≥ K . If Householder reflections are used to obtain the QR-decomposition (lines 1 and 6), Y˜ and y˜i
are calculated by applying the reflections to Y and yi. The reflections in the QR-decomposition of X are also used to compute
Yˆ (line 2) by applying them to Y˜1.
Algorithm 1 2SLSQR algorithm
Require: X ∈ Rd×K , Y ∈ Rd×N and Si ∈ R(K+N)×(ki+ni−1) ∀i = 1, . . . ,N
Ensure: B ∈ RN×N and Γ ∈ RN×K
1: By using Householder reflections obtain Q , R and Y˜ such that X = QR (The QR-decomposition of X) and Y˜ = Q TY {cost
→ 43K 2(3d− K)+ 2NK(2d− K)}
2: Yˆ = Q

Y˜1
0

{cost→ 2NK 2}
3: for i = 1 . . .N do
4: if ith equation is identified then
5: Zi = [X |Yˆ ]Si
6: By using Householder reflections obtain Qi, Ri and y˜i such that Zi = QiRi (The QR-decomposition of Zi) and y˜i = Q Ti yi
{cost→ 43 (ni + ki − 1)2(3d− (ni + ki − 1))+ 2(ni + ki − 1)(2d− (ni + ki − 1))}
7: Solve Ri,1ηˆi = y˜i,1 {cost→ (ni + ki − 1)2}
8: end if
9: end for
It can be proved that the total cost of Algorithm 1 is:
T2SLSQR(N, d, K ,Ωn,Ωk) =
4K 2
3
(3d− K)+ 4NKd+
N
i=1

4(ni + ki − 1)2
3
(3d− ni − ki + 1)
+ 2(ni + ki − 1)(2d− ni − ki + 1)+ (ni + ki − 1)2

∈ O(NdK 2) (5)
where Ωn = (n1, . . . , nN) and Ωk = (k1, . . . , kN) represent the number of endogenous and exogenous variables in each
equation. The complexity can be approximated by O(K 2d + NKd + Nd(n¯ + k¯)2) where n¯ and k¯ are the average number of
endogenous and exogenous variables per equation. Because ni+ki−1 ≤ K , one upper bound for this complexity isO(NdK 2).
2.2. Indirect least squares
A SEM can be expressed in reduced form as:
Y = XΠ T + v withΠ = −B−1Γ , vT = −B−1uT (6)
when an equation is exactly identified, the values of Bi,: and Γi,: can be uniquely obtained fromΠ using expression (6). This
technique is called Indirect Least Squares (ILS) and the estimation of Π is obtained by solving the least squares problem
min ∥Y − XΠ T∥.
Algorithm 2 shows how the QR-decomposition of X can be used in the estimation of Π (Πˆ) : ∥Y − XΠˆ T∥ = minΠT
∥Y − XΠ T∥ = minΠT ∥Q TY −

R1
0

Π T∥. Thus, Πˆ T can be estimated by solving the triangular system R1Π T = Y˜1, where
Y˜1 ∈ RK×N and R ∈ RK×K . QR-decomposition of X has been obtained by applying Householder reflections (line 1). Y˜ can
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be computed by applying to Y the same reflections. In each exactly identified equation, Bi,: and Γi,: are obtained by solving
−BiΠ = Γi (line 5). The number of unknown variables in the ith equation is ki in Γi,: and ni − 1 in Bi,:. These unknown
variables are calculated by solving a system whose number of equations is the number of columns ofΠ (K ).
Algorithm 2 ILS algorithm
Require: X ∈ Rd×K , Y ∈ Rd×N and Si ∈ R(K+N)×(ki+ni−1) ∀i = 1, . . . ,N
Ensure: B ∈ RN×N and Γ ∈ RN×K
1: By using Householder reflections obtain Q , R and Y˜ such that X = QR (The QR-decomposition of X) and Y˜ = Q TY {cost
→ 43K 2(3d− K)+ 2NK(2d− K)}
2: Solve RΠˆ = Y˜1 {cost→ K 2N}
3: for i = 1 . . .N do
4: if ith equation is exactly identified then
5: Obtain ηˆi = [Γi,:|Bi,:]Si ∈ Rki+ni−1 solving−BiΠˆ = Γi {cost→ 23 (K − ki)3 + 2(K − ki)2 + 2Nki}
6: end if
7: end for
The cost of solving −BiΠ = Γi is 23 (K − ki)3 + 2(K − ki)2 + 2Nki, which is the sum of the cost of calculating
Bi
 2
3 (K − ki)3 + 2(K − ki)2

and Γi (2Nki). The ILS cost of solving a SEM with all equations exactly identified is:
TILS(N, d, K ,Ωn,Ωk) = 4K
2
3
(3d− K)+ 2NK(2d− K)+ K 2N
+
N
i=1

2
3
(K − ki)3 + 2(K − ki)2 + 2Nki

∈ O

K 2d+ NKd+
N
i=1

n3i + Nki

≈ O(K 2d+ NKd+ Nn¯3 + N2k¯) (7)
where n¯ and k¯ are the average number of endogenous and exogenous variables per equation.
3. 2SLS using givens rotations
The QR-decomposition of X computed in line 1 of Algorithm 1 is not reused for the QR-decomposition of each Zi (line 6).
Thus, the QR-decomposition is computed once per equation. Reusing information about QR-decomposition of X can lead to
a substantial reduction in computational cost.
Let us consider theQR-decomposition of X and thematrix [X |Yˆ ], where Yˆ has been obtained in (4).Q T [X |Yˆ ] = [R|Q T Yˆ ] =
R1 Y˜1
0 0

K
d− K , with R1 upper triangular. Applying Q , obtained in the QR-decomposition of X , to Zi,Q
TZi = Q T [X |Yˆ ]Si =
[R|Q T Yˆ ]Si =

R1 Y˜1
0 0

Si =

R˜i,1 Y˜i,1
0 0

with R˜i,1 ∈ RK×ki and Y˜i,1 ∈ RK×(ni−1).
This can be done by means of Givens rotations or Householder reflections. In this work, we have chosen the option of
Givens rotations to compute the QR-decomposition of each Zi.
Givens rotations are used to compute the QR-decomposition of [R˜i,1|Y˜i,1], annihilating the elements below the main
diagonal, column-by-column and from bottom to top. Givens rotations are plane rotations which allow to nullify one
component in a vector. As they are orthogonal transformations, they can be used to obtain theQR-decomposition of amatrix,
by adequately choosing an order to nullify elements below the main diagonal (see [8] for details). A Givens rotation in plane
(t, j) that reduces to zero the (j, k) element of [R˜i,1|Y˜i,1] (denoted by bj,k) when it is applied from the left, affects only the tth
and jth rows of [R˜i,1|Y˜i,1]. The changes in [R˜i,1|Y˜i,1] are:
c s
−s c

bt,:
bj,:

=

b˜t,1 · · · b˜t,k · · · b˜t,ni+ki−1
b˜j,1 · · · b˜j,k · · · b˜j,ni+ki−1

(8)
where bj,k ≠ 0, c2 + s2 = 1, c = bt,k/τ , s = bj,k/τ , τ 2 = b2t,k + b2j,k, b˜t,k = τ , b˜j,k = 0, t, j ≤ K and k ≤ ni + ki − 1.
If bj,k = 0, then G(k)t,j = Id. The construction of a Givens rotation requires six flops and the application of the rotation to a
two-element vector has the same cost. Thus, 6(ni + ki − 1) flops are needed to calculate and apply a Givens rotation (see
Algorithm 5.1.5 of [8]).
In the nth column of R˜i,1, the elements from the λi,nth to the (n + 1)th row are annihilated applying from the leftλi,n−n
j=1 G
(n)
λi,n−j,λi,n−j+1. In the nth column of Y˜i,1, the elements from the K th to the nth row are annihilated by applying from
the left
K−n
j=1 G
(n+ki)
K−j−ki,K−j−ki+1. Thus, Q˜
T
i is defined as:
Q˜ Ti =

ni−1
n=1
K−n
j=1
G(n+ki)K−j−ki,K−j−ki+1

ki
n=1
λi,n−n
j=1
G(n)λi,n−j,λi,n−j+1

. (9)
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Fig. 1. Example of order of re-triangularization by Givens rotations with K = 7,N = 6, ni = 3, ki = 4 and λi = (1, 3, 4, 6, 8, 9, 11).
Each Givens rotation used to annihilate elements in the nth column of R˜i,1 (1 ≤ n ≤ ki) is applied to ki − (n − 1)
elements of R˜i,1 and to ni − 1 elements of Y˜i,1. And each Givens rotation used to annihilate elements in the nth column
of Y˜i,1 (1 ≤ n ≤ ni − 1) is applied to ni − 1 − (n − 1) elements of Y˜i,1. The number of Givens rotations to compute the
QR-decomposition of [R˜i,1|Y˜i,1] iskij=1(λi,j − j) for the first ki columns (matrix R˜i,1) andni−1j=1 (K − j − ki) for the other
columns (matrix Y˜i,1) and the cost is:
Ci(λi, ki, ni) = 6

ki
j=1
(λi,j − j)(ki + ni − j)+
ni−1
j=1
(K − j− ki)(ni − j)

(10)
with λi = (λi,1, . . . , λi,ni+ki−1).
Fig. 1 shows an example of the re-triangularization of

Ri,1|Y˜i,1

using Givens rotations. The value i (i = 1, . . . , 7)
indicates the element nullified in the ith rotation. The dots represent non-zero elements which have not been nullified.
The matrix which nullifies the elements is Q˜ Ti = G(6)6,7G(5)5,6G(5)6,7G(4)4,5G(4)5,6G(3)3,4G(2)2,3. A newmatrix Q˜i is obtained, with Q˜ Ti (Q TZi) =
[RTi,1|0]T and Zi = Q Q˜i[RTi,1|0]T . Thus, ηˆi can be computed by solving the triangular linear system Ri,1ηˆi = Q˜ Ti (Q Tyi). As usual,
Q˜ Ti (Q
Tyi) can be calculated by applying the defined Givens rotation to vector Q Tyi.
A 2SLS scheme using Givens rotations in the QR-decomposition of each equation is shown in Algorithm 3. It is similar
to 2SLSQR except for the way the QR-decomposition in each equation is obtained. The QR-decomposition of [R˜i,1|Y˜i,1] is
obtained by using Givens rotations (line 6) instead of by obtaining the QR-decomposition of Zi, and these Givens rotations
are applied to the ith column of Q TY (denoted by Y˜i) to obtain y˜i.
Algorithm 3 2SLSG algorithm
Require: X ∈ Rd×K , Y ∈ Rd×N and Si ∈ R(K+N)×(ki+ni−1) ∀i = 1, . . . ,N
Ensure: B ∈ RN×N and Γ ∈ RN×K
1: By using Householder reflections obtain Q , R and Y˜ such that X = QR (The QR-decomposition of X) and Y˜ = Q TY {cost
→ 43K 2(3d− K)+ 2NK(2d− K)}
2: Z = [R1|Y˜1]
3: for i = 1 . . .N do
4: if ith equation is identified then
5: [R˜i,1|Y˜i,1] = ZSi
6: By using Givens rotations obtain Q˜i, Ri,1 and y˜i such that [R˜i,1|Y˜i,1] = Q˜ Ti Ri,1 and y˜i = Q˜ Ti Y˜i {cost Ci(λi, ki, ni) +
6
ki
j=1(λi,j − j)+
ni−1
j=1 (K − j− ki)

}
7: Solve Ri,1ηˆi = y˜i,1 {cost→ (ni + ki − 1)2}
8: end if
9: end for
It can be proved that the total cost of Algorithm 3 is:
T2SLSG(N, d, K ,Ωn,Ωk) =
4
3
K 2(3d− K)+ 2NK(2d− K)
+
N
i=1

Ci(λi, ki, ni)+ 6

ki
j=1
(λi,j − j)+
ni−1
j=1
(K − j− ki)

+ (ni + ki − 1)2

∈ O(K 2d+ NKd+

(Ci(λi, ki, ni)+ (ni + ki)2)). (11)
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To obtain an approximation of (11), Ci(λi, ki, ni) is estimated by substituting in (10) ki and ni by mean values, and
considering that the columns selected are in positions proportional to K/k¯:
Ci(λi, ki, ni) = 6

k¯
j=1

K
k¯
j− j

(k¯+ n¯− j)

+
n¯
j=1

(K − k¯− j)(n¯− j)
=

K
k¯
− 1

k¯(k¯+ 1)(3n¯+ k¯− 1)+ (3(K − k¯)− n¯− 1)(n¯− 1)n¯
and then (11) can be approximated as O(K 2d + NKd + N(K(k¯ + n¯)2 + (n¯ + k¯)2)) = O(K 2d + NKd + NK(k¯ + n¯)2) ≤
O(K 2d+ NKd+ NK 3).
Parameter d appears in the highest order term of (5) and does not in the highest order term of (11). Thus, 2SLSQR is more
influenced by d than 2SLSG, and this second algorithm is preferable for realmodels inwhich the value d is high in comparison
with that of K [1]. Because K ≤ d, algorithm 2SLSG is preferable in most cases, but when the values of K and d are very close,
the complete theoretical expressions in (5) and (11) could be used to decide which algorithm to use in the solution of the
problem (see Table 2).
4. Parallel algorithms for 2SLS
The algorithms proposed for solving SEM are very time-consuming. We propose parallel algorithms which aim to reduce
the execution time. The parallelization is carried out on a shared-memory model but a design for distributed memory
could be similarly generated. Thus, we assume a shared-memory computer with p processors. The parallel programming
environment that allows the use of this computer is OpenMP [9]. There are multithread implementations of the basic linear
algebra library BLAS [10], which can be used by higher level libraries (LAPACK [11]) to take advantage of this architecture by
using multithreading techniques. For example, the Intel MKL library or the ATLAS [12] package have efficient multithread
versions of BLAS.
A shared-memory scheme of 2SLSG for p processors (P2SLSG) is developed as follows: The QR-decomposition of X and
matrix Y (line 1) can be obtained by using a multithreaded implementation of BLAS. A cyclical allocation of equations
among the processors is carried out to solve the SEM, in order to balance the computational load. The execution time is
that incurred by the last processor to solve its assigned equations. However, if a sufficiently balanced allocation is utilized,
all processors should finish simultaneously and the time spent by any processor should be a good approximation. A shared-
memory scheme of the algorithm ILS for p processors, denoted by PILS is developed similarly.
Similar arguments to those used to obtain (7) and (11) give the expression O

K2
p d+ Np Kd+ Np (n¯3 + Nk¯)

≤
O

K2d+NKd+N4+N2K
p

for PILS and O

K2
p d+ Np Kd+ Np K(k¯+ n¯)2

≤ O

K2d+NKd+NK3
p

for P2SLSG.
5. Experimental results
Parallel algorithms have been implemented on a shared-memory computer. Our target machine is an HP Superdome
computer, consisting of 16 boards each one with four Itanium-2 dual-core (128 cores). The code has been written in C. We
used the 11.1 version of Intel compiler, with OpenMP version 4.42. We also used the Intel MKL library, version 10.2.2.025.
To generate a SEM, once the problem size is established (N, K and d), we randomly choose ni ∈ 1, 2, . . . ,N and
ki ∈ 1, 2, . . . , K , in such a way that equation i is an identified equation. Each main diagonal entry of B is set to −1 so
that each equation contains its main endogenous variable, and for each row, some randomly chosen entries of B and Γ are
set to zero. Matrices X and Y are randomly generated following a normal distribution.
The experiments have two objectives. One is to compare algorithms 2SLSQR, 2SLSG and ILS for different sizes in order to
determine the most efficient algorithm in each case and compare the costs obtained experimentally with the theoretical
costs. The other is to study parallelization with different problem sizes and different numbers of cores.
Tables 1 and 2 show a comparison between the execution times of algorithms 2SLSG and 2SLSQR. The first part of Table 1
shows the great impact of the increase in parameter d on the cost of algorithm 2SLSQR. However, the impact is small in the
case of algorithm 2SLSG. The execution time of 2SLSQR is bigger than that of 2SLSG in all cases, and the difference increases
with d. The increase in parameter K causes an increase in execution time for both algorithms, particularly in 2SLSG. This is
in accordance with the fact that parameter K appears with lower exponent in the final approximation of T2SLSQR (5) than in
the final approximation of T2SLSG (11). The estimated execution times for 2SLSG and 2SLSQR are also shown. The cost of an
arithmetic operation was estimated by obtaining the cost for different sizes of the problem, and performing a least squares
adjustment.
The distance between theoretical and experimental times increaseswith the size of d for 2SLSQR, andwith the size of K for
2SLSG. This is a consequence of the approximations taken in the theoretical expressions. However, the relative behavior of
theoretical times is similar to that of themeasured times. Thus, theoretical approximations can be used to predict algorithm
costs in order to choose themost appropriate one for a particularmodel. In our experiments such predictionswere successful
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Table 1
Execution time, ratio of 2SLSQR and 2SLSG times and theoretical estimated time of 2SLSQR and 2SLSG . N, K and d variable.
Problem size Time (in s) Ratio Theoretical time (in s)
K d 2SLSQR 2SLSG T2SLSQR T2SLSG
N = 400
400 1000 46.40 23.75 1.95 38.47 24.01
2000 101.14 24.17 4.18 76.93 24.53
3000 159.31 24.52 6.50 115.40 25.05
800 1000 126.07 122.12 1.03 126.39 156.00
2000 362.98 122.01 2.98 252.78 157.57
3000 731.35 123.50 5.92 379.17 159.13
N K
d = 2000
400 400 110.49 24.02 4.60 76.93 24.53
600 219.16 65.28 3.36 164.56 77.39
800 320.77 122.12 2.63 252.78 157.57
800 400 224.55 66.83 3.36 345.70 107.71
600 469.06 185.74 2.53 474.21 220.97
800 897.46 374.66 2.40 616.84 382.42
Table 2
Execution time, ratio of 2SLSQR and 2SLSG times and theoretical estimated time of 2SLSQR and 2SLSG . N, K and d variable.
Problem size Time (s) Ratio Theoretical time (s)
N K d 2SLSQR 2SLSG T2SLSQR T2SLSG
N = K = d
400 400 400 15.68 24.62 0.64 15.39 23.69
600 600 600 79.10 121.69 0.65 79.39 122.25
800 800 800 256.24 373.81 0.69 246.74 379.91
N ≤ K = d
200 400 400 6.30 7.59 0.83 6.42 9.88
200 600 600 19.18 20.11 0.95 19.24 29.63
200 800 800 44.42 41.66 1.07 40.87 62.93
N ≥ K = d
1000 400 400 44.92 87.57 0.51 38.37 59.07
1000 600 600 110.38 210.11 0.53 132.75 204.40
1000 800 800 271.23 509.16 0.53 305.23 469.98
Fig. 2. Ratio of 2SLSQR and 2SLSG times versus number of endogenous (N) and exogenous (K ) variables. Left, d = 2000. Right, d = K .
in approximately 90% of the trials, and when predictions failed, the difference between times corresponding to 2SLGQR
and 2SLSG is smaller than 5%. The second part of Table 1 shows the experimental execution time versus the number of
endogenous and exogenous variables. The influence of parameters N and K is similar for both algorithms, as theoretically
predicted. The execution time of 2SLSQR is always bigger than that of 2SLSG. However, the difference is smaller as the
parameters N and K tend to the value of d. Fig. 2 left, shows the ratio of experimental execution times of 2SLSG and 2SLSQR,
for different values of N and K . The ratio increases when both variables decrease simultaneously. Furthermore, if one of the
two variables is kept to a constant value C , the variation of the ratio is smoother as C increases.
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Table 3
Execution time and ratio of 2SLSG and ILS times. N , K and d variable.
Problem size Time (s) Ratio
N K d 2SLSG ILS
400 400 2000 31.92 3.21 9.94
400 1000 2000 244.69 9.97 24.54
800 400 2000 92.68 12.8 7.24
800 1000 2000 824.67 45.67 18.06
400 400 400 31.29 2.48 12.62
200 400 400 9.39 0.59 15.92
600 400 400 59.76 5.68 10.52
Table 4
Execution time and speedup of P2SLSG and PILS, versus the number of endogenous variables (N) and the exogenous variables (K ). d = 1000.
P2SLSG PILS
N: 400 400 600 600 400 400 600 600
K : 400 600 400 600 400 600 400 600
p Time (s)
1 23.71 64.01 43.19 120.9 2.75 4.15 6.20 10.77
4 6.18 16.75 11.28 31.04 0.81 1.27 1.71 2.87
16 1.70 4.60 3.01 8.87 0.44 0.61 0.78 1.11
32 1.10 2.51 1.75 4.60 0.55 0.68 0.85 1.09
64 0.65 1.45 1.06 2.64 0.91 0.93 1.31 1.49
128 0.85 1.25 1.05 1.74 0.96 1.30 1.85 2.83
Speedup
4 3.84 3.82 3.83 3.89 3.40 3.27 3.63 3.75
16 13.95 13.92 14.35 13.63 6.25 6.80 7.95 9.70
32 21.55 25.50 24.68 26.28 5.00 6.10 7.29 9.88
64 36.48 44.14 40.75 45.80 3.02 4.46 4.73 7.23
128 27.89 51.21 41.13 69.48 2.86 3.19 3.35 3.81
Table 2 compares the execution time of 2SLSG and 2SLSQR, for the case K = d. The runtime of 2SLSQR is shorter than
that of 2SLSG, in almost all measures. The difference increases with N . 2SLSG runtime is shorter when N is small in relation
to the other parameters. However, N ≥ K is not common in SEM, since the number of exogenous variables available to
predict the model is expected to be larger than the number of endogenous variables predicted. Nor is the condition K = d
common: the sample size is often significantly bigger than the number of variables. Table 2 shows the estimated time for
2SLSG and 2SLSQR.N, K and d are considered variables. Fig. 2 right, shows a comparison between the ratios obtained between
the execution times of 2SLSG and 2SLSQR, with d = K . Values of K in the corresponding axis have been reversed to achieve
a better representation. There is an increasing growth of the ratio with K , while the ratio decreases when N increases.
Table 3 gives a comparison of the ILS and 2SLSG algorithms. The SEMwere generated with all the equations being exactly
identified. Note that the execution time of ILS ismuch smaller than that of the 2SLSG. This indicates that for exactly identified
equations it is more advantageous to use ILS. However, most equations in a SEM are over-identified and ILS cannot be
used.
Table 4 shows the execution time and speedup for P2SLSG and PILS. In general, the speedup values are satisfactory for
P2SLSG although there is a large reduction in the speedup when the number of cores increases, as predicted by theory. In
P2SLSG, the speedup increases with N (K and d constant) and K (N and d constant). However, speedup decreases when
d increases. For PILS, in general the speedups are not satisfactory because the cost obtained solving the same problem
sequentially using ILS is smaller than that obtained using 2SLSG.
6. Conclusions and future works
Algorithms for SEM have been studied. They are based on 2SLS and ILS and some use the QR-decomposition to alleviate
the high inherent computational cost. The algorithm exploiting the zeros structure of the equations has a lower execution
cost than that not exploiting this structure in most cases, except perhaps in some cases with problem sizes with N and K
close to d, where the algorithm not exploiting the structure of the equations has a lower execution time. The theoretical
model of execution time can be used to decide which algorithm to use to solve a specific problem, once the values of the
parameters N, K , d, ni and ki are known. For exactly identified equations, the algorithm based on ILS has a lower execution
cost than those based on 2SLS, and so must be used.
Parallel versions for shared-memory have been analyzed. Performance of these algorithms can be considered satisfactory.
By using this parallel version, large SEM can be solved quickly. The parallel algorithm have been tested up to 128 processors
and show satisfactory scalability.
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For futurework, further study of the influence of usingmultithread libraries in the runtime is necessary. The gain obtained
with this technique varies with the amount of computation for which multithread routines are used.
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