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DECAY AND NON-DECAY OF THE LOCAL ENERGY FOR THE WAVE
EQUATION IN THE DE SITTER–SCHWARZSCHILD METRIC
JEAN-FRANC¸OIS BONY AND DIETRICH HA¨FNER
Abstract. We describe an expansion of the solution of the wave equation in the De Sitter–
Schwarzschild metric in terms of resonances. The main term in the expansion is due to a zero
resonance. The error term decays polynomially if we permit a logarithmic derivative loss
in the angular directions and exponentially if we permit an ε derivative loss in the angular
directions.
1. Introduction
There has been important progress in the question of local energy decay for the solution
of the wave equation in black hole type space-times other the last years. The best results
are now known in the Schwarzschild space-time. We refer to the papers of Blue–Soffer [4],
Blue–Sterbenz [5], and Dafermos–Rodnianski [11] and references therein for an overview. See
also the paper of Finster–Kamran–Smoller–Yau for the Kerr space-time [12]. Results on
the decay of local energy are believed to be a prerequisite for a possible proof of the global
nonlinear stability of these space-times. Today global nonlinear stability is only known for
the Minkowski space-time (see [10]).
From our point of view one of the most efficient approaches to the question of local en-
ergy decay is the theory of resonances. Resonances correspond to the frequencies and rates of
dumping of signals emitted by the black hole in the presence of perturbations (see [9, Chapter
4.35]). On the one hand these resonances are today an important hope of effectively detecting
the presence of a black hole as we are theoretically able to measure the corresponding gravi-
tational waves. On the other hand, the distance of the resonances to the real axis reflects the
stability of the system under the perturbation: larger distances correspond to more stability.
In particular the knowledge of the localization of resonances permits to answer the question
if there is decay of local energy and at which rate. The aim of the present paper is to show
how this method applies to the simplest model of a black hole: the De Sitter–Schwarzschild
black hole.
In the euclidean space, such results are already known, especially in the non trapping
geometry. The first result is due to Lax and Phillips (see their book [14, Theorem III.5.4]).
They have proved that the cut-off propagator associated to the wave equation outside an
obstacle in odd dimension ≥ 3 (more precisely the Lax–Phillips semi-group Z(t)) has an
expansion in terms of resonances if Z(T ) is compact for one T . In particular, the local energy
decays exponentially uniformly. From Melrose–Sjo¨strand [17], this assumption is true for
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non trapping obstacles. Va˘ınberg [31] has obtained such results for general, non trapping,
differential operators using different techniques. In the trapping case, we know, by the work
of Ralston [20], that it is not possible to obtain uniform decay estimates without loss of
derivatives. In the exterior domain of two strictly convex obstacles, the local energy decays
exponentially with a loss of derivatives, by the work of Ikawa [13]. This situation is close to the
one treated in this paper. We also mention the works Tang–Zworski [29] and Burq–Zworski
[8] concerning the resonances close to the real line.
Thanks to the work of Sa´ Barreto and Zworski ([23]) we have a very good knowledge of the
localization of resonances for the wave equation in the De Sitter–Schwarzschild metric. Using
their results we can describe an expansion of the solution of the wave equation in the De
Sitter–Schwarzschild metric in terms of resonances. The main term in the expansion is due to
a zero resonance. The error term decays polynomially if we permit a logarithmic derivative
loss in the angular directions and exponentially if we permit an ε derivative loss in the angular
directions. For initial data in the complement of a one-dimensional space the local energy
is integrable if we permit a (ln〈−∆ω〉)α derivative loss with α > 1. This estimate is almost
optimal in the sense that it becomes false for α < 12 .
The method presented in this paper does not directly apply to the Schwarzschild case. This
is not linked to the difficulty of the photon sphere which we treat in this paper, but to the
possible accumulation of resonances at the origin in the Schwarzschild case.
The exterior of the De Sitter–Schwarzschild black hole is given by
(M, g), M = Rt ×X with X =]r−, r+[r×S2ω(1.1)
g = α2dt2 − α−2dr2 − r2|dω|2, α =
(
1− 2M
r
− 1
3
Λr2
)1/2
,(1.2)
where M > 0 is the mass of the black holes and 0 < 9M2Λ < 1 is the cosmological constant.
r− and r+ are the two positive roots of α = 0. We also denoted by |dω|2 the standard metric
on S2.
The corresponding d’Alembertien is
(1.3) g = α
−2
(
D2t − α2r−2Dr(r2α2)Dr + α2r−2∆ω
)
,
where D• =
1
i ∂• and −∆ω is the positive Laplacian on S2. We also denote
P̂ = α2r−2Dr(r
2α2)Dr − α2r−2∆ω,
the operator on X which governs the situation on L2(X, r2α−2dr dω). We define
P = rP̂ r−1,
on L2(X,α−2dr dω), and, in the coordinates (r, ω), we have
P = α2Dr(α
2Dr)− α2r−2∆ω + r−1α2(∂rα2).
We introduce the Regge–Wheeler coordinate given by
(1.4) x′(r) = α−2
In the coordinates (x, ω), the operator P is given by
(1.5) P = D2x − α2r−2∆ω + α2r−1(∂rα2)
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on L2(X, dx dω). Let V = α2r−2 and W = α2r−1(∂rα
2) be the potentials appearing in the
previous operator. As stated in Proposition 2.1 of [23], the work of Mazzeo–Melrose [16]
implies that for χ ∈ C∞0 (R)
Rχ(λ) = χ(P − λ2)−1χ,
has a meromorphic extension from the upper half plane to C. The poles λ of this meromorphic
extension are called resonances. We recall the principal result of [23]:
Theorem 1.1 (Sa´ Barreto–Zworski). There exists K > 0 and θ > 0 such that for any
C > 0 there exists an injective map, b˜, from the set of pseudo-poles
(1− 9ΛM2) 12
3
3
2M
(
±N± 1
2
− i1
2
(
N0 +
1
2
))
,
into the set of poles of the meromorphic continuation of (P − λ2)−1 : L2comp → L2loc such that
all the poles in
ΩC = {λ : Imλ > −C, |λ| > K, Imλ > −θ|Reλ|},
are in the image of b˜ and for b˜(µ) ∈ ΩC ,
b˜(µ)− µ→ 0 as |µ| → ∞.
If µ = µ±ℓ,j = 3
− 3
2M−1(1−9ΛM2) 12 ((±ℓ± 12)−i12 (j+ 12 )), ℓ ∈ N, j ∈ N0, then the corresponding
pole, b˜(µ), has multiplicity 2ℓ+ 1.
λ ∈ C
Figure 1. The resonances of P near the real axis.
The natural energy space E for the wave equation is given by the completion of C∞0 (R ×
S
2)× C∞0 (R× S2) in the norm
(1.6) ‖(u0, u1)‖2E = ‖u1‖2 + 〈Pu0, u0〉.
It turns out that this is not a space of distributions. The problem is very similar to the
problem for the wave equation in dimension 1. We therefore introduce another energy space
Emoda,b (−∞ < a < b <∞) defined as the completion of C∞0 (R×S2)×C∞0 (R×S2) in the norm
‖(u0, u1)‖2Emod = ‖u1‖2 + 〈Pu0, u0〉+
∫ b
a
∫
S2
|u0(s, ω)|2ds dω.
Note that for any −∞ < a < b < ∞ the norms Emoda,b and Emod0,1 are equivalent. We will
therefore only work with the space Emod0,1 in the future and note it from now on Emod. Let us
write the wave equation as a first order equation in the following way:{
i∂tv = Lv
v(0) = v0
with L =
(
0 i
−iP 0
)
.
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Let Hk be the scale of Sobolev spaces associated to P . We note H2c the completion of H2 in
the norm ‖u‖22 := 〈Pu, u〉 + ‖Pu‖2. Then (L,D(L) = H2c ⊕H1) is selfadjoint on E . We note
Ek the scale of Sobolev spaces associated to L. Note that because of
(L− λ)−1 = (P − λ2)−1
(
λ i
−iP λ
)
(1.7)
we can define a meromorphic extension of the cut-off resolvent of L by using the meromorphic
extension of the cut-off resolvent of P and the resonances of L coincide with the resonances
of P .
Recall that (−∆ω,H2(S2)) is a selfadjoint operator with compact resolvent. Its eigenvalues
are the ℓ(ℓ+ 1), ℓ ≥ 0 with multiplicity 2ℓ+ 1. We denote
(1.8) Pℓ = r
−1Dxr
2Dxr
−1 + α2r−2ℓ(ℓ+ 1)
the operator restricted to Hℓ = L2(R) × Yℓ where Yℓ is the eigenspace to the eigenvalue
ℓ(ℓ+ 1). In the following, Pℓ will be identify with the operator on L
2(R) given by (1.8). The
spaces Eℓ, Emodℓ , Ekℓ are defined in an analogous way to the spaces E , Emod, Ek. Let Πℓ be the
orthogonal projector on Emodℓ . For ℓ ≥ 1, the space Emodℓ and Eℓ are the same and the norms
are uniformly equivalent with respect to ℓ.
Using Proposition II.2 of Bachelot and Motet-Bachelot [3], the group e−itL preserves the
space Emod and there exists C, k > 0 such that
‖e−itLu‖Emod ≤ Cek|t|‖u‖Emod .
From the previous discussion, the same estimate holds with k = 0 uniformly in ℓ ≥ 1. In
particular, (L−z)−1 is bounded on Emod for Im z > k, and we note Emod,−j = (L−z)jEmod ⊂
D′(R× S2) for j ∈ N0.
We first need a result on P :
Proposition 1.2. For ℓ ≥ 1, the operator Pℓ has no resonance and no eigenvalue on the real
axis.
For ℓ = 0, P0 has no eigenvalue in R and no resonance in R \ {0}. But, 0 is a simple
resonance of P0, and, for z closed to 0, we have
(1.9) (P0 − z2)−1 = iγ
z
r〈r| · 〉+H(z),
where γ ∈]0,+∞[ and H(z) is a holomorphic (bounded) operator near 0. Equation (1.9) is
an equality between operators from L2comp to L
2
loc.
The proof of Proposition 1.2 is given in Section 2.1. For χ ∈ C∞0 (R) we put in the following:
R̂χ(λ) = χ(L− λ)−1χ.
For a resonance λj we define m(λj) by the Laurent expansion of the cut-off resolvent near λj :
R̂χ(λ) =
∞∑
k=−(m(λj)+1)
Ak(λ− λj)k.
DECAY AND NON-DECAY IN THE DE SITTER–SCHWARZSCHILD METRIC 5
We also define πχj,k by
πχj,k =
−1
2πi
∮
(−i)k
k!
R̂χ(λ)(λ− λj)kdλ.(1.10)
The main result of this paper is the following:
Theorem 1.3. Let χ ∈ C∞0 (R).
(i) Let 0 < µ /∈ (1−9ΛM2)1/2
31/2M
1
2
(
N0 +
1
2
)
such that there is no resonance with Im z = −µ.
Then there exists M > 0 with the following property. Let u ∈ Emod such that 〈−∆ω〉Mu ∈
Emod. Then we have:
(1.11) χe−itLχu =
∑
λj∈ResP
Imλj>−µ
m(λj )∑
k=0
e−iλjttkπχj,ku+ E1(t),
with
(1.12) ‖E1(t)‖Emod . e−µt‖〈−∆ω〉Mu‖Emod ,
and the sum is absolutely convergent in the sense that
∑
λj∈ResP
Imλj>−µ
m(λj)∑
k=1
‖πχj,k〈−∆ω〉−M‖L(Emod) . 1.(1.13)
(ii) There exists ε > 0 with the following property. Let g ∈ C([0,+∞[), lim|x|→∞ g(x) = 0,
positive, strictly decreasing with x−1 ≤ g(x) for x large. Let u = (u1, u2) ∈ Emod be such
that
(
g(−∆ω)
)−1
u ∈ Emod. Then we have
(1.14) χe−itLχu = γ
(
rχ〈r, χu2〉
0
)
+ E2(t)u,
with
(1.15) ‖E2(t)u‖Emod . g(eεt)
∥∥(g(−∆ω))−1u∥∥Emod .
Remark 1.4. a) By the results of Sa´ Barreto and Zworski we know that there exists µ > 0
such that 0 is the only resonance in Im z > −µ. Choosing this µ in (i) the sum on the right
hand side contains a single element which is
γ
(
rχ〈r, χu2〉
0
)
.
b) Again by the paper of Sa´ Barreto and Zworski we know that λj = b˜(µ
ε
ℓ,e) for all the
λj ’s outside a compact set (see Theorem 1.1). For such λj , we have mj(λj) = 0 and π
χ
j,k =
Πℓπ
χ
j,k = π
χ
j,kΠℓ is an operator of rank 2ℓ+ 1.
c) Let Emod,⊥ = {u ∈ Emod; 〈r, χu2〉 = 0}. By part (ii) of the theorem, for u ∈ Emod,⊥, the
local energy is integrable if (ln〈−∆ω〉)αu ∈ Emod, for some α > 1, and decays exponentially
if 〈−∆ω〉εu ∈ Emod for some ε > 0.
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d) In fact, we can replace 〈−∆ω〉M by 〈P 〉2M in the first part of the theorem. And, by an
interpolation argument, we can obtain the following estimate: for all ε > 0, there exists δ > 0
such that
(1.16) χe−itLχu = γ
(
rχ〈r, χu2〉
0
)
+ E3(t)u,
with
(1.17) ‖E3(t)u‖Emod . e−δt
∥∥〈P 〉εu∥∥
Emod
.
Remark 1.5. In the Schwarzschild case the potential V (x) is only polynomially decreasing
at infinity and we cannot apply the result of Mazzeo–Melrose. Therefore we cannot exclude a
possible accumulation of resonances at 0. This difficulty has nothing to do with the presence
of the photon sphere which is treated by the method presented in this paper.
Remark 1.6. Let u ∈ Emod,⊥ such that (ln〈−∆ω〉)αu ∈ Emod for some α > 1. Then we have
from part (ii) of the theorem, for λ ∈ R,
(1.18)
∥∥∥ ∫ ∞
0
χe−it(L−λ)χudt
∥∥∥
Emod
. ‖(ln〈−∆ω〉)αu‖Emod .
This estimate is almost optimal since it becomes false for α < 12 . Indeed we have (λ ∈ R):
R̂χ(λ)u = i
∫ ∞
0
χe−it(L−λ)χudt.
Thus from (1.18) we obtain the resolvent estimate
‖R̂χ(λ)(ln〈−∆ω〉)−α‖L(Emod) . 1.
It is easy to see that this entails the resolvent estimate
‖Rχ(λ)(ln〈−∆ω〉)−α‖ . 1|λ| .
We introduce the semi-classical parameter h2 = (ℓ(ℓ+1))−1 and P˜ = −h2D2x+V (x)+h2W (x)
as in Section 2.3. Then, for R > 0, the above estimate gives the semi-classical estimate:
‖χ(P˜ − z)−1χ‖ . | ln h|
α
h
,
for 1/R ≤ z ≤ R (see (2.25) and (2.26)). Such estimate is known to be false for α < 12 and
z = z0, the maximum value of the potential V (x) (see [1, Proposition 2.2]).
The proof of the theorem is based on resolvent estimates. Using (1.7) we see that it is
sufficient to prove resolvent estimates for χ(Pℓ − λ2)−1χ. This is the purpose of the next
section.
Acknowledgments: We would like to thank A. Bachelot for fruitful discussions dur-
ing the preparation of this article. This work was partially supported by the ANR project
JC0546063 “Equations hyperboliques dans les espaces temps de la relativite´ ge´ne´rale : diffu-
sion et re´sonances”.
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2. Estimate for the cut-off resolvent.
In this section, we obtain estimates for the cut-off resolvent of Pℓ, the operator P restricted
to the spherical harmonic ℓ. We will use the description of the resonances given in Sa´ Barreto–
Zworski [23]. Recall that
(2.1) Rχ(λ) = χ(P − λ2)−1χ,
has a meromorphic extension from the upper half plane to C. The resonances of P are defined
as the poles of this extension. We treat only the case Reλ > −1 since we can obtain the same
type of estimates for Reλ < 1 using
(
Rχ(−λ)
)∗
= Rχ(λ).
Theorem 2.1. Let C0 > 0 be fixed. The operators χ(Pℓ − λ2)−1χ satisfy the following
estimates uniformly in ℓ.
i) For all R > 0, the number of resonances of P is bounded in B(0, R). Moreover, there
exists C > 0 such that
(2.2) ‖χ(Pℓ − λ2)−1χ‖ ≤ ‖χ(P − λ2)−1χ‖ ≤ C
∏
λj∈ResP
|λj |<2R
1
|λ− λj |
for all λ ∈ B(0, R).
ii) For R large enough, Pℓ has no resonance in [R, ℓ/R] + i[−C0, 0]. Moreover, there exists
C > 0 such that
(2.3) ‖χ(Pℓ − λ2)−1χ‖ ≤ C〈λ〉2 ,
for λ ∈ [R, ℓ/R] + i[−C0, C0].
iii) Let R be fixed. For ℓ large enough, the resonances of Pℓ in [ℓ/R,Rℓ] + i[−C0, 0] are the
b˜(µ+ℓ,j) given in Theorem 1.1 (in particular their number is bounded uniformly in ℓ). Moreover,
there exists C > 0 such that
(2.4) ‖χ(Pℓ − λ2)−1χ‖ ≤ C〈λ〉C
∏
λj∈ResPℓ
|λ−λj |<1
1
|λ− λj| ,
for λ ∈ [ℓ/R,Rℓ] + i[−C0, C0].
Furthermore, Pℓ has no resonance in [ℓ/R,Rℓ] + i[−ε, 0], for some ε > 0, and we have
(2.5) ‖χ(Pℓ − λ2)−1χ‖ ≤ C ln〈λ〉〈λ〉 e
C| Imλ| ln〈λ〉,
for λ ∈ [ℓ/R,Rℓ] + i[−ε, 0].
iv) Let C1 > 0 be fixed. For R large enough, Pℓ has no resonance in {λ ∈ C; Reλ >
Rℓ, and 0 ≥ Imλ ≥ −C0 − C1 ln〈λ〉}. Moreover, there exists C > 0 such that
(2.6) ‖χ(Pℓ − λ2)−1χ‖ ≤ C〈λ〉e
C| Imλ|,
for Reλ > Rℓ and C0 ≥ Imλ ≥ −C0 − C1 ln〈λ〉.
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The results concerning the localization of the resonances in this theorem are proved in [3]
and [23], the following figure summaries the different estimates of the resolvent.
Imλ = −C0 − C1 ln〈λ〉
I II III IV
λ ∈ C
−C0
R ℓ/R RℓℓmaxV
Figure 2. The different zones in Theorem 2.1.
In zone I which is compact, the result of Mazzeo–Melrose [16] gives a bound uniform with
respect to ℓ (outside of the possible resonances). In particular, part i) of Theorem 2.1 is a
direct consequence of this work.
In zone II, the result of Zworski [32] gives us a good (uniform with respect to ℓ) estimate
of the resolvent. Here, we use the exponential decay of the potential at +∞ and −∞. By
comparison, the equivalent potential for the Schwarzschild metric does not decay exponen-
tially, and our present work cannot be extended to this setting. Please note that this problem
concerns only the zones I and II, but the zones III and IV can be treated the same way.
In zone III, we have to deal with the so called “photon sphere”. The estimate (2.4) follows
from a general polynomial bound of the resolvent in dimension 1 (see [6]).
In zone IV, the potentials ℓ(ℓ + 1)V and W are very small in comparison to λ2. So they
don’t play any role, and we obtain the same estimate as in the free case −∆ (or as in the non
trapping geometry).
2.1. Estimate close to 0.
This part is devoted to the proof of Proposition 1.2 and of part i) of Theorem 2.1. Since
χ(P − λ2)−1χ has a meromorphic extension to C, the number of resonance in B(0, R) is
always bounded and point i) of Theorem 2.1 is clear. It is a classical result (see Theorem
XIII.58 in [21]) that Pℓ has no eigenvalue in R \ {0}. On the other hand, from Proposition
II.1 of the work of Bachelot and Motet-Bachelot [3], 0 is not an eigenvalue of the operators
Pℓ. Moreover, from the limiting absorption principle [18],
(2.7) ‖〈x〉−α(Pℓ − (z + i0))−1〈x〉−α‖ <∞,
for z ∈ R \ {0} and any α > 1, we know that Pℓ has no resonance in R \ {0}.
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We now study the resonance 0 using a technique specific to the one dimensional case. We
start with recalling some facts about outgoing Jost solutions. Let
(2.8) Q = −∆+ V˜ (x),
be a Schro¨dinger operator with V˜ ∈ C∞(R) decaying exponentially at infinity. For Imλ > 0,
there exists a unique couple of functions e±(x, λ) such that

(Q− λ2)e±(x, λ) = 0
lim
x→±∞
(
e±(x, λ)− e±iλx
)
= 0
The function e± is called the outgoing Jost solution at ±∞. Since V˜ ∈ C∞(R) decays expo-
nentially at infinity, the functions e± can be extended, as a C
∞(R) function in x, analytically
in a strip {λ ∈ C; Imλ > −ε}, for some ε > 0. Moreover, in such a strip, they satisfy
|e±(x, λ)− e±iλx| =O(e−x(Imλ+δ)) for ± x > 0(2.9)
|∂xe±(x, λ) ∓ iλe±iλx| =O(e−x(Imλ+δ)) for ± x > 0,(2.10)
for some δ > 0. All these properties can be found in Theorem XI.57 of [22].
Using these Jost solutions, the kernel of (Q− λ2)−1, for Imλ > 0 takes the form
(2.11) R(x, y, λ) =
1
w(λ)
(
e+(x, λ)e−(y, λ)H(x − y) + e−(x, λ)e+(y, λ)H(y − x)
)
,
where H(x) is the Heaviside function
H(x) =
{
1 for x > 0
0 for x ≤ 0 ,
and
(2.12) w(λ) = (∂xe−)e+ − (∂xe+)e−,
is the wronskian between e− and e+ (the right hand side of (2.12) does not depend on x).
In particular, w(λ) is an analytic function on C. Since the e± are always non-zero thanks to
(2.9), the resonances are the zeros of w(λ). Such a discussion can be found in the preprint of
Tang–Zworski [30].
Remark that Pℓ is of the form (2.8). If 0 is a resonance of one of the Pℓ’s with ℓ ≥ 1, the
Jost solutions e±(x, 0) are collinear. In particular, from (2.9) and (2.10), the C
∞ function
e+(x, 0) converge to two non zero limits at ±∞ and ∂xe+(x, 0) goes to 0 as x→ ±∞. Since
(2.13) Pℓ = r
−1Dxr
2Dxr
−1 + α2r−2ℓ(ℓ+ 1),
we get, by an integration by parts,
0 =
∫ R
−R
(Pℓe+)e+ dx
=ℓ(ℓ+ 1)
∫ R
−R
|αr−1e+|2 dx+
∫ R
−R
|rDx(r−1e+)|2 dx−
[
ir−1e+Dx(r
−1e+)
]R
−R
.(2.14)
Since ∂x(r
−1e+) = r
−1∂xe+ − r−2α2e+, the last term in (2.14) goes to 0 as R goes to +∞.
Thus, if ℓ ≥ 1, (2.14) gives e+ = 0 and 0 is not a resonance of Pℓ.
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We study now the case ℓ = 0. If u ∈ C2(R) satisfies P0u = 0, we get from (2.13)
r2Dxr
−1u = −iβ,
where β ∈ C is a constant. Then
u(x) = αr(x) + βr(x)
∫ x
0
1
r2(t)
dt,
where α, β ∈ C are constants. Note that
r˜(x) := r(x)
∫ x
0
1
r2(t)
dt =
x
r±
+O(1),
as x → ±∞. Since e±(x, 0) are C∞ functions bounded at ±∞ from (2.9) which satisfy
P0u = 0, the two functions e±(x, 0) are collinear to r and then w(0) = 0 which means that 0
is a resonance of P0. The resolvent of P0 has thus the form
(P0 − λ2)−1 = ΠJ
λJ
+ · · ·+ Π1
λ
+H(λ),
where H(λ) is an analytic family of bounded operators near 0 and ΠJ 6= 0.
For all λ = iε with ε > 0, we have
‖λ2(P0 − λ2)−1‖L2→L2 = ‖ε2(P0 + ε2)−1‖L2→L2 ≤ 1,
from the functional calculus. This inequality implies that J ≤ 2 and
‖Π2‖L2→L2 ≤ 1.
If f(x) ∈ L2loc is in the range of Π2, we have f ∈ L2 and P0f = 0. Then, f ∈ Hs for all s
and f is an eigenvector of P0 for the eigenvalue 0. This point is impossible because P0 has no
eigenvalue. Thus Π2 = 0 and J = 1.
So w(λ) has a zero of order 1 at λ = 0. Since e±(x, 0) = r(x)/r±, (2.11) implies that the
kernel of Π1 is given by
(2.15) Π1(x, y) =
1
w′(0)r+r−
r(x)r(y) = iγr(x)r(y).
Finally, since iε(P0 + ε
2)−1 → Π1 as ε → 0 and since P0 + ε2 is a strictly positive operator,
we get 〈−iΠ1u, u〉 ≥ 0 for all u ∈ L2comp. In particular, −iiγ > 0 and then γ ∈]0,+∞[.
2.2. Estimate for λ small in comparison to ℓ.
In this section, we give an upper bound for the cut-off resolvent for λ ∈ [R, ℓ/R]+i[−C0, C0].
We assume that λ ∈ [N, 2N ] + i[−C0, C0] with N ∈ [R, ℓ/R], and define a new semi-classical
parameter h = N−1, a new spectral parameter z = h2λ2 ∈ [1/4, 4] + i[−4C0h, 4C0h] and
(2.16) P˜ = −h2∆+ h2ℓ(ℓ+ 1)V (x) + h2W (x).
With these notations, we have
(2.17) (Pℓ − λ2)−1 = h2(P˜ − z)−1.
We remark that β2 := h2ℓ(ℓ+1)≫ 1 in our window of parameters. The potentials V and W
have a holomorphic extension in a sector
(2.18) Σ = {x ∈ C; | Imx| ≤ θ0|Re x| and |Rex| ≥ C},
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for some C, θ0 > 0. From the form of α
2 (see (1.2)), there exist κ± > 0 and functions
f± ∈ C∞(R±; [1/C,C]), C > 0, analytic in Σ such that
(2.19) V (x) = e∓κ±xf±(x),
for x ∈ Σ and ±Rex > 0. Moreover, f± have a (non zero) limit for x→ ±∞, x ∈ Σ.
Under these hypotheses, and following Proposition 4.4 of [23], we can use the specific
estimate developed by Zworski in [32] for operators like (2.16) with V satisfying (2.19). In
the beginning of Section 4 of [32], Zworski defines a subtle contour Γθ briefly described in the
following figure.
Σ
C1 C2
C1C2
− 2
κ
−
lnβ
2
κ+
lnβ
x ∈ C
Im
x =
θ0
Re
x
θ
C
Γθ
Figure 3. The set Σ and the contour Γθ.
Recall that the distorted operator P˜θ = P˜|Γθ
is defined by
(2.20) P˜θu = (P˜ u)|Γθ
for all u analytic in Σ and then extended as a differential operator on L2(Γθ) by means of
almost analytic functions. The resonances of P˜ in the sector Sθ = {e−2isr; 0 < s < θ and r ∈
]0,+∞[} = e2i]−θ,0]]0,+∞[ are then the eigenvalues of P˜θ in that set. For the general theory
of resonances, see the paper of Sjo¨strand [25] or his book [26].
For θ large enough, Proposition 4.1 of [32] proves that P˜ has no resonances in [1/4, 4] +
i[−4C0h, 4C0h]. Moreover, for z in that set, this proposition gives the uniform estimate
(2.21) ‖(P˜θ − z)−1‖ ≤ C.
Since Γθ coincides with R for x ∈ suppχ, we have
(2.22) χ(P˜ − z)−1χ = χ(P˜θ − z)−1χ,
from Lemma 3.5 of [27]. Using (2.16), we immediately obtain
(2.23) ‖χ(Pℓ − λ2)−1χ‖ ≤ C〈λ〉2 ,
which is exactly (2.3).
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2.3. Estimate for λ of order ℓ.
In this part, we study the cut-off resolvent for the energy λ ∈ [ℓ/R,Rℓ]+i[−C0, C0]. In that
zone, we have to deal with the photon sphere. We define the new semi-classical parameter
h = (ℓ(ℓ+ 1))−1/2 and
(2.24) P˜ = −h2∆+ V (x) + h2W (x).
As previously, we have
(2.25) (Pℓ − λ2)−1 = h2(P˜ − z)−1,
where
(2.26) z = h2λ2 ∈ [1/2R2, R2] + i[−3RC0h, 0] = [a, b] + i[−c, c],
with 0 < a < b and 0 < c. Note that V is of the form:
z0
V (x)
x0
x
Figure 4. The potential V (x).
In particular, V has a non-degenerate maximum at energy z0 > 0. On the other hand, for
z 6= z0, z > 0, the energy level z is non trapping for p˜0(x, ξ) = ξ2 + V (x), the principal
semi-classical symbol of P˜ . We defined P˜θ by standard distortion (see Sjo¨strand [25]) and can
apply the following general upper bound on the cut-off resolvent in dimension one.
Lemma 2.2 (Lemma 6.5 of [6]). We assume that n = 1 and that the critical points of
p0(x, ξ) on the energy level E0 are non-degenerate (i.e. the points (x, ξ) ∈ p˜0({E0}) such
that ∇p˜0(x, ξ) = 0 satisfy Hess p˜0(x, ξ) is invertible). Then, there exists ε > 0 such that, for
E ∈ [E0 − ε,E0 + ε] and θ = Nh with N > 0 large enough,
(2.27) ‖(P˜θ − z)−1‖ = O(h−M )
∏
z∈Res eP
|z−zj |<εθ
h
|z − zj|
for |z − E| < εθ/2 and some M > 0 which depends on N .
Note that there is a slight error in the statement of the lemma in [6]. Indeed, M depends on
N , and in the proof of this lemma, the right hand side of (6.18), O(ln(1/θ)), must be replaced
by O(θh−1 ln(1/θ)).
Recall that, from Proposition 4.3 [23], which is close to the work of Sjo¨strand [24] on the
the resonances associated to a critical point, there exists an injective map b(h) from
(2.28) Γ0(h) =
{
µj = z0 − ih
√
|V ′′(x0)|/2(j + 1/2); j ∈ N0
}
,
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into the set of resonances of P˜ such that
(2.29) b(h)(µ) − µ = o(h), µ ∈ Γ0(h),
and such that all the resonances in [a/2, 2b] + i[−c, c] are in the image of b(h). In particular,
the number of resonances of P˜ is bounded in [a/2, 2b] + i[−c, c]. Furthermore, the operator
P˜ has no resonance in
Ω(h) = [a/2, 2b] + i[−(µ0 − εh), (µ0 − εh)],
for any ε > 0 and h small enough.
Using a compactness argument, we get (2.27) for all z ∈ [a, b] + i[−c, c]. Thus, from
(2.25), (2.26), χ(P˜ − z)−1χ = χ(P˜θ − z)−1χ, the estimate 〈λ〉 . h−1 =
√
ℓ(ℓ+ 1) . 〈λ〉 for
λ ∈ [ℓ/R,Rℓ] + i[−C0, 0], Lemma 2.2 and the previous discussion, we get
(2.30) ‖χ(Pℓ − λ2)−1χ‖ ≤ C〈λ〉C
∏
zj∈ResP
|λ−λj |<1
1
|λ− λj| ,
for λ ∈ [ℓ/R,Rℓ] + i[−C0, C0] and (2.4) follows.
On the other hand, P˜ has no resonance in Ω(h) and in that set
(2.31) ‖χ(P˜ − z)−1χ‖ .


h−M on Ω(h),
1
| Im z| on Ω(h) ∩ {Im z > 0}.
We can now applied the following version of the so-called “semi-classical maximum principle”
introduced by Tang–Zworski [28].
Lemma 2.3 (Burq). Suppose that f(z, h) is a family of holomorphic functions defined for
0 < h < 1 in a neighborhood of
Ω(h) = [a/2, 2b] + i[−ch, ch],
with 0 < a < b and 0 < c, such that
|f(z, h)| .


h−M on Ω(h),
1
| Im z| on Ω(h) ∩ {Im z > 0}.
Then, there exists h0, C > 0 such that, for any 0 < h < h0,
(2.32) |f(z, h)| ≤ C | lnh|
h
eC| Im z|| lnh|/h,
for z ∈ [a, b] + i[−ch, 0].
This lemma is strictly analogous to Lemma 4.7 of the paper of Burq [7]. Combining (2.25),
(2.26), 〈λ〉 . h−1 . 〈λ〉 with this lemma, we obtain
(2.33) ‖χ(Pℓ − λ2)−1χ‖ ≤ C ln〈λ〉〈λ〉 e
C| Imλ| ln〈λ〉,
for λ ∈ [ℓ/R,Rℓ] + i[−ε, 0], for some ε > 0.
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2.4. Estimate for the very large values of λ.
Here, we study the resolvent for |λ| ≫ ℓ. More precisely, we assume that
λ ∈ [N, 2N ] + i[−C lnN,C0],
for some C > 0 fixed and N ≫ ℓ. We define the new semi-classical parameter h = N−1 and
z = h2λ2 ∈ h2[N2/2, 4N2] + ih2[−4CN lnN, 4C0N−1] ⊂ [a, b] + i[−ch| ln h|, ch],
for some 0 < a < b and 0 < c. Then, Pℓ can be written
Pℓ − λ2 = h−2(P˜ − z),
where
P˜ = −h2∆+ µV (x) + νW (x),
with µ = ℓ(ℓ+1)h2, ν = h2. For N ≫ ℓ, the coefficients µ, ν are small, and the operator P˜ is
uniformly non trapping for z ∈ [a, b]. We can expect a uniform bound of the cut-off resolvent
in [a, b] + i[−ch| ln h|, 0]. Such a result is proved in the following lemma.
Lemma 2.4. For all χ ∈ C∞0 (R), there exist µ0, ν0, h0, C > 0 such that, for all µ < µ0, ν < ν0
and h < h0, P˜ has no resonance in [a, b] + i[ch ln h, ch]. Moreover
(2.34) ‖χ(P˜ − z)−1χ‖ ≤ C
h
eC| Im z|/h,
for all z ∈ [a, b] + i[−ch| ln h|, ch].
Assume first Lemma 2.4. For λ ∈ [N, 2N ] + i[−C lnN,C0], we have
‖χ(Pℓ − λ2)−1χ‖ =‖h2χ(P˜ − z)−1χ‖
≤CheC| Im z|/h
≤ C|λ|e
4C| Imλ|,
and the estimate (2.6) follows.
Proof of Lemma 2.4. For µ and ν small and fixed, the estimate (2.34) is already know. The
proof can be found in the book of Va˘ınberg [31] in the classical case and in the paper of
Nakamura–Stefanov–Zworski [19] in our semi-classical setting. To obtain Lemma 2.4, we only
have to check the uniformity (with respect to µ and ν) in the proof of [19, Proposition 3.1].
• Limiting absorption principle.
The point is to note that
(2.35) A = xhDx + hDxx,
is a conjugate operator for all µ, ν ≪ 1. Let g ∈ C∞0 ([a/3, 3b]; [0, 1]) be equal to 1 near
[a/2, 2b]. The operator g(P˜ )Ag(P˜ ) is well defined on D(A), and its closure, A, is self-adjoint.
The operator P˜ is of class C2(A). Recall that P˜ is of class Cr(A) if there exists z ∈ C \σ(P˜ )
such that
R ∋ t→ eitA(P˜ − z)−1e−itA,
is Cr for the strong topology of L2 (see [2, Section 6.2] for more details).
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We have
(2.36) ih−1[P˜ , A] = 4P˜ − 4µV − 4νW − 2µxV ′ − 2νxW ′.
In particular, for µ and ν small enough, we easily obtain
(2.37) 1[a/2,2b](P˜ )i[P˜ ,A]1[a/2,2b](P˜ ) ≥ ah1[a/2,2b](P˜ ).
Note that this Mourre estimate is uniform with respect to µ, ν.
It is also easy to check that
(2.38)
‖〈x〉−1A‖ ≤ C
‖(P˜ + i)−1[P˜ , A]‖ ≤ Ch
‖(P˜ + i)−1[[P˜ , A], A]‖ ≤ Ch2
‖(P˜ + i)−1[P˜ , [P˜ , A]]‖ ≤ Ch2
‖(P˜ + i)−1A[P˜ , [P˜ , A]]‖ ≤ Ch2,
uniformly in µ, ν.
The regularity P˜ ∈ C2(A), the Mourre estimate (2.37) and the upper bound (2.38) are
the key assumptions for the limiting absorption principle. In particular, from, by example,
the proof of Proposition 3.2 in [1] which is an adaptation of the theorem of Mourre [18], we
obtain the following estimate: For α > 1/2, there exist µ0, ν0, h0, C > 0, such that
(2.39) ‖〈x〉−α(P˜ − z)−1〈x〉−α‖ ≤ Ch−1,
for all µ < µ0, ν < ν0, h < h0 and z ∈ [a/2, 2b] + i]0, ch]. In particular,
(2.40) ‖χ(P˜ − z)−1χ‖ ≤ Ch−1.
for z ∈ [a/2, 2b] + i[0, ch].
• Polynomial estimate in the complex.
The second point of the proof is to obtain a polynomial bound of the distorted resolvent. To
obtain such bounds, we use the paper of Martinez [15]. In this article, the author studies
the resonance of Q = −h∆ + V˜ (x) where V˜ is a C∞(Rn) function which can be extended
analytically in a domain like Σ (see (2.18)) and decays in this domain. If the energy level
z0 is non trapped for the symbol q(x, ξ) = ξ
2 + V˜ (x), the operator Q has no resonance in
[z0 − δ, z0 + δ] + i[Ah ln h, 0] for a δ small enough and any A > 0. Moreover,
(2.41) ‖(Qθ − z)−1‖ ≤ Ch−C
for z ∈ [z0− δ, z0+ δ]+ i[Ah ln h, 0]. Here Qθ denotes the distorted operator outside of a large
ball of angle θ = Bh| lnh|, with B ≫ A.
Of course, P˜ satisfies the previous assumption on Q, for µ and ν fixed small enough. But,
following the proof of (2.41) in [15, Section 4] from line to line, one can prove that (2.41) is
uniformly true for µ, ν ≪ 1. This means that there exist µ0, ν0, h0, C > 0 such that
(2.42) ‖χ(P˜ − z)−1χ‖ = ‖χ(P˜θ − z)−1χ‖ ≤ Ch−C ,
for all µ < µ0, ν < ν0, h < h0 and z ∈ [a/2, 2b] + i[ch ln h, 0].
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• Semi-classical maximum principle.
To finish the proof, we use a version of the semi-classical maximum principle. This argument
can be found in [19, Proposition 3.1], but we give it for the convenience of the reader.
We can construct a holomorphic function f(z, h) with the following properties:
|f | ≤ C for z ∈ [a/2, 2b] + i[ch ln h, 0],
|f | ≥ 1 for z ∈ [a, b] + i[ch ln h, 0],
|f | ≤ hM for z ∈ [a/2, 2b] \ [2a/3, 3b/2] + i[ch ln h, 0],
where M is the constant C given in (2.42). We can then apply the maximum principle in
[a/2, 2b] + i[ch ln h, 0] to the subharmonic function
ln ‖χ(P˜ − z)−1χ‖+ ln |f(z, h)| − C Im z
h
,
proving the lemma with (2.40) and (2.42). 
3. Proof of the main theorem
3.1. Resolvent estimates for Lℓ.
The cut-off resolvent estimates for Pℓ give immediately cut-off resolvent estimates for Lℓ.
Proposition 3.1. Let χ ∈ C∞0 (R). Then the operator χ(Lℓ − λ)−1χ sends Emodℓ into itself
and we have uniformly in ℓ:
(3.1) ‖χ(Lℓ − z)−1χ‖L(Emodℓ ) . 〈z〉‖χ(Pℓ − z
2)−1χ‖
Proof. Using Theorem 2.1, (1.7), the equivalence of the norms Emoda,b as well as the fact that
we can always replace u by χ˜u, χ˜ ∈ C∞0 (R), χ˜χ = χ we see that it is sufficient to show:
‖χ(Pℓ − z2)−1χu‖H1 . ‖χ˜(Pℓ − z2)−1χ˜‖‖u‖H1 ,(3.2)
‖χ(Pℓ − z2)−1χu‖H1 . 〈z〉‖χ˜(Pℓ − z2)−1χ˜‖‖u‖L2 ,(3.3)
‖χ(Pℓ − z2)−1Pℓχu‖L2 . 〈z〉‖χ˜(Pℓ − z2)−1χ˜‖‖u‖H1 .(3.4)
Using complex interpolation we see that it is sufficient to show:
‖χ(Pℓ − z2)−1χu‖H2 .‖χ˜(Pℓ − z2)−1χ˜‖‖u‖H2 ,(3.5)
‖χ(Pℓ − z2)−1χu‖H2 .〈z〉2‖χ˜(Pℓ − z2)−1χ˜‖‖u‖L2 ,(3.6)
‖χ(Pℓ − z2)−1Pℓχu‖L2 .‖χ˜(Pℓ − z2)−1χ˜‖‖u‖H2 .(3.7)
We start with (3.7) which follows from
χ(Pℓ − z2)−1Pℓχ = χ(Pℓ − z2)−1χPℓ + χ(Pℓ − z2)−1[Pℓ, χ]u.
Let us now observe that
Pℓχ(Pℓ − z2)−1χu =[Pℓ, χ](Pℓ − z2)−1χ+ χ(Pℓ − z2)−1Pℓχu
=χ˜(Pℓ + i)
−1[Pℓ, [Pℓ, χ]](Pℓ − z2)−1χu
+ χ˜(Pℓ + i)
−1[Pℓ, χ](Pℓ − z2)−1(Pℓ + i)χu+ χ(Pℓ − z2)−1Pℓχu.
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From this identity we obtain (3.5) and (3.6) using (3.7) (for (3.5)) and that (Pℓ+i)
−1[Pℓ, [Pℓ, χ]]
is uniformly bounded. 
3.2. Resonance expansion for the wave equation.
For the proof of the main theorem we follow closely the ideas of Va˘ınberg [31, Chapter
X.3]. If N is a Hilbert space we will note L2ν(R;N ) the space of all functions v(t) with values
in N such that e−νtv(t) ∈ L2(R;N ). Let u ∈ Emodℓ and
v(t) =
{
e−itLℓu t ≥ 0,
0 t < 0.
Then v ∈ L2ν(R; Eℓ) for all ν > 0. We can define
v˜(k) =
∫ ∞
0
v(t)eiktdt
as an element of E for all k with Im k > 0. The function v˜ depends analytically on k when
Im k > 0. Also, on the line Im k = ν the function belongs to L2(R; Eℓ). We have the inversion
formula:
v(t) =
1
2π
∫ ∞+iν
−∞+iν
e−iktv˜(k) dk
and the integral converges in L2ν(R; Eℓ) for all ν > 0. From the functional calculus we know
that
v˜(k) = −i(Lℓ − k)−1u
for all k with Im k > 0. We therefore obtain for all t ≥ 0:
e−itLu =
1
2πi
∫ ∞+iν
−∞+iν
(Lℓ − k)−1e−iktu dk,(3.8)
where the integral is convergent in L2ν(R; Eℓ). In the following, we denote R̂ℓχ(k) the mero-
morphic extension of χ(Lℓ − k)−1χ.
Lemma 3.2. Let χ ∈ C∞0 (R), N ≥ 0. Then, there exist bounded operators Bj ∈ L(Emod,−qℓ ;
Emod,−j−qℓ ), j = 0, . . . , N , q ∈ N0 and B ∈ L(Emod,−qℓ ; Emod,−N−1−qℓ ), q ∈ N0 such that
(3.9) R̂ℓχ(k) =
N∑
j=0
1
(k − i(ν + 1))j+1Bj +
1
(k − i(ν + 1))N+1BR̂
ℓ
eχ(k)χ,
for some χ˜ ∈ C∞0 (R) with χχ˜ = χ.
Proof. We proceed by induction over N . For N = 0, we write
(Lℓ − k)−1 + 1
k − i(ν + 1) =
1
k − i(ν + 1)(Lℓ − i(ν + 1))(Lℓ − k)
−1.
and choose B0 = −χ2. Then
(3.10) R̂ℓχ(k) −
1
k − i(ν + 1)B0 =
1
k − i(ν + 1) B˜χ,eχR̂
ℓ
eχ(k)χ,
where B˜χ,eχ = χ(Lℓ − i(ν + 1))χ˜, with χ = χχ˜, is in the space L(Em,−qℓ ; Em,−1−qℓ ).
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Let us suppose that the lemma is proved for N ≥ 0. We put
(3.11) BN+1 =
1
(k − i(ν + 1))N+1Bχ˜
2χ
Using (3.10), we get
R̂ℓχ(k) =
N∑
j=0
1
(k − i(ν + 1))j+1Bj +
1
(k − i(ν + 1))N+1BR̂
ℓ
eχχ
=
N+1∑
j=0
1
(k − i(ν + 1))j+1Bj +
1
(k − i(ν + 1))N+2BB˜eχ,eeχR̂
ℓ
eeχ
χ,(3.12)
with ˜˜χ ∈ C∞0 (R) with ˜˜χχ˜ = χ˜. This proves the lemma. 
Let us define
R˜ℓχ(k) = R̂
ℓ
χ(k)−
1∑
j=0
1
(k − i(ν + 1))j+1Bj .
Then, Lemma 3.2 implies
‖R˜ℓχ(k)‖L(Emodℓ ;Emod,−2ℓ ) .
1
〈k〉2 ‖R̂
ℓ
χ(k)‖L(Emodℓ ;Emodℓ ).(3.13)
Now observe that
(3.14)
∫ ∞+iν
−∞+iν
Bj
(k − i(ν + 1))−j−1 e
−iktdk = 0.
Therefore (3.8) becomes:
χe−itLχu =
1
2πi
∫ ∞+iν
−∞+iν
R˜ℓχ(k)e
−iktu dk,
where the previous integral is absolutely convergent in L(Emodℓ ; Emod,−2ℓ ).
We first show part (i) of the theorem. Integrating along the path indicated in Figure 5 we
obtain by the Cauchy theorem:
Im k = − ln〈|Re k| −Rℓ〉 − µ
ν
−µ
Γ3Γ5
Γ1
k ∈ C
Γ
Γ4 Γ2
X−X −Rℓ Rℓ
Figure 5. The paths Γj.
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(3.15)
1
2πi
∫ X+iν
−X+iν
e−iktR˜ℓχ(k)u dk =
∑
λj∈ResPℓ
Imλj>−µ
m(λj)∑
k=0
e−iλjttkπχj,ku+
5∑
j=1
1
2πi
∫
Γj
e−itλR˜ℓχ(λ) dλ.
Let Ij =
1
2πi
∫
Γj
e−itλR˜ℓχ(λ) dλ. We have, for t large enough,
‖I3‖Emod,−2ℓ .
∫ X+iν
X−i ln〈X〉
‖e−istR˜ℓχ(s)u‖Emod,−2ℓ ds
.
∫ ν
− ln〈X〉
1
〈X〉2 e
(t−C)sds ‖u‖
Emod,−2ℓ
.
etν
t
X−2‖u‖Emodℓ .(3.16)
We now take the limit X goes to +∞ in the L(Emodℓ ; Emod,−2ℓ ) sens in (3.15). The integrals
I3 and I5 go to 0 thanks to (3.16) and, in the integrals I2 and I4, the paths Γ• are replaced
by paths which extend Γ• in a natural way and which go to ∞. We note them again Γ•. We
remark that
(3.17)
∫
Γ4∪Γ1∪Γ2
Bj
(k − i(ν + 1))−j−1 e
−iktdk = 0,
where the integral is absolutely convergent in L(Emodℓ ; Emod,−2ℓ ). On the other hand, we have
the estimate, for t large enough,
‖I1‖Emodℓ .
∫ Rℓ
−Rℓ
‖e−µtR̂ℓχ(s− iµ)u‖Emodℓ ds
. e−µt
∫ Rℓ
−Rℓ
〈s〉Cµds ‖u‖Emodℓ . e
−µtℓCµ‖u‖Emodℓ ,(3.18)
‖I2‖Emodℓ .
∫ +∞
0
∥∥∥e−i(Rℓ+s−i(µ+ln〈s〉))tR̂ℓχ(Rℓ+ s− i(µ + ln〈s〉))u∥∥∥
Emodℓ
ds
.
∫ ∞
0
e−µte− ln〈s〉teC(ln〈s〉+µ) ds ‖u‖Emodℓ . e
−µt‖u‖Emodℓ ,(3.19)
and a similar estimate holds for I4. Since all these estimates hold in L(Emodℓ ), (3.18) and
(3.19) give the estimate of the rest (1.12) with M = Cµ/2. The estimate (1.13) follows from
(1.10), Theorem 2.1 iii) and Proposition 3.1.
Let us now show part (ii) of the theorem. We choose 0 > −µ > sup{Imλ; λ ∈ (ResP )\{0}}
and the integration path as in part (i) of the theorem. We first suppose eε
′t > Rℓ for some
ε′ > 0 to be chosen later. Then the estimate for I1 can be replaced by
‖I1‖Emodℓ . e
(Cµε′−µ)t‖u‖Emodℓ .
Let us now suppose Rℓ ≥ eε′t. On the one hand we have the inequality:
‖χe−itLχ‖L(Emodℓ ) . 1,
since the norms on Emodℓ and on Eℓ are uniformly equivalent for ℓ ≥ 1. On the other hand by
the hypotheses on g we have
1 ≤ g(e
2ε′′t)
g(ℓ(ℓ+ 1))
.
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for ε′ > ε′′ > 0 and t large enough. It follows:
‖χe−itLχ‖L(Emodℓ ) .
g(e2ε
′′t)
g(ℓ(ℓ+ 1))
.
This finishes the proof of the theorem if we choose ε′ sufficiently small and put ε := min{2ε′′, µ−
Cµε′}.
Proof of Remark 1.4 d). We note that for uℓ ∈ D(Pℓ), we have
〈Pℓuℓ, uℓ〉 =
〈(
r−1Dxr
2Dxr
−1 + V ℓ(ℓ+ 1)
)
uℓ, uℓ
〉
≥〈V ℓ(ℓ+ 1))uℓ, uℓ〉,(3.20)
and then
(3.21) ‖ℓ
√
V uℓ‖2 ≤ ‖(P + 1)uℓ‖2.
Estimate (1.12) can be written
‖E1(t)‖Emod . e−µt‖〈−∆ω〉Mχ0u‖Emod ,
with χ0 ∈ C∞0 (R) and χ0χ = χ. Let χj ∈ C∞0 (R), j = 1, . . . , 2M with χj+1χj = χj for
j = 0, . . . , 2M − 1. Remark that there exists C > 0 such that √V > 1/C on the support of
χ2M . Using the radial decomposition u =
∑
ℓ uℓ, we get
‖〈−∆ω〉Mχ0u‖Emod . sup
ℓ
‖ℓ2Mχ0uℓ‖Emod
. sup
ℓ
‖ℓ2M−1(P + 1)χ0uℓ‖Emod = sup
ℓ
‖ℓ2M−1χ1(P + 1)χ0uℓ‖Emod
. sup
ℓ
‖χ2M (P + 1)χ2M−1(P + 1) · · ·χ1(P + 1)χ0uℓ‖Emod
.‖(P + 1)2Mu‖Emod .(3.22)
Finally, for the interpolation argument, we use the fact that
(3.23) ‖e−itLℓ‖L(Emodℓ ;Emodℓ ) . ‖e
−itLℓ‖L(Eℓ;Eℓ) = 1,
for ℓ ≥ 1. 
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