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Genetic regulatory networks are defined by their topology and by a multitude of continuously
adjustable parameters. Here we present a class of simple models within which the relative importance
of topology vs. interaction strengths becomes a well–posed problem. We find that complexity—the
ability of the network to adopt multiple stable states—is dominated by the adjustable parameters.
We comment on the implications for real networks and their evolution.
What we think of as the state of a living cell is deter-
mined largely by the concentrations of various proteins.
But the instructions for making the proteins are encoded
in DNA, and the rates at which this information is read
out from different genes is determined, in part, by the
concentration of other proteins. Thus, there is a net-
work of interactions in which genes encode proteins, and
proteins control the reading out of the genes. Such “ge-
netic regulatory networks” are not the whole story of how
cells control their states, but this is a good starting point,
and the image of cellular states as being the states of an
interacting network certainly has shaped quite a bit of
thinking about cellular function [1].
During embryonic development of multicellular organ-
isms, the states of the relevant genetic networks are
thought to encode the body plan of the adult [2, 3], and
so the ability of the network to adopt a richer set of
states corresponds to building a more complex organism.
What is it about the network that controls this complex-
ity? How do the changes in DNA sequence allow the
emergence of greater complexity over the course of evo-
lutionary history [4]?
Much of what we know about the structure of genetic
networks comes from classical genetics—we see what hap-
pens when a mutation knocks out one element of the net-
work. Such experiments lead to information about the
topology of the network: the protein encoded by gene A
represses the read out of genes C, and, activates the read
out of gene D, and does nothing to genes B and F. It
is much more difficult to measure the strength of these
interactions. Perhaps because of this experimental sit-
uation, there has been a considerable focus on network
topology itself as a determinant of biological function.
Ideas about network topology include several themes.
One approach aims at a statistical characterization of
network topologies, focusing on the distribution of the
number of connections to a single node (degree distribu-
tion) [5] or the presence of local motifs in which patterns
of connections among small numbers of genes are over–
represented [6, 7]. Another idea is that relatively small
changes in DNA sequence in the regions where proteins
bind and regulate the expression of genes can change the
effective topology of the network, and thus there is a
path for topology to evolve quickly, without changing the
number or identity of genes [4, 8]. Finally there is the
idea that the difficulty of defining interactions strengths
is a problem not only for us but for the cell itself, and
hence that important cellular functions must be “robust”
against variations in these parameters, or equivalently
against changes in the absolute numbers of all the rele-
vant protein molecules [9–11]; taken literally, this means
that function must be encoded in topology alone.
While the focus on network topology is widespread,
there are alternatives. Rather than being irrelevant, pa-
rameters could be optimized to transmit the maximum
amount of information through a network [12], to achieve
the maximum signal–to–noise ratio for weak signals [13],
or to insure that events occur in a precisely timed se-
quence [14]. The experimental situation is challenging,
but it ought to be possible to define a class of models
within which the relative contributions of topology and
parameters can be dissected completely.
To make the comparison of topology and interaction
strengths a well posed problem, we have to address two
issues. First, we have to say what we mean by complex-
ity. Second, we have to define a measure on the space
of interaction strengths. The claim, for example, that
“typical” parameter values lead to certain behaviors de-
pends on the shape of the distribution over parameter
space. Since interactions are determined by the rates
or equilibrium constants for biochemical reactions (e.g.,
binding of a protein to a site along the DNA [15]), these
parameters are continuous and exponentially sensitive to
perhaps more natural parameters such as binding ener-
gies; the question of what constitutes a natural measure
on such a space is not trivial.
Here we introduce a highly simplified model in which
these issues have a natural formulation, and in partic-
ular where the continuous parameter space breaks into
discrete sectors with equal weight, so that varying pa-
rameters and varying topology both become matters of
enumeration. Within this model we will see that com-
plexity is dominated by the choice of parameters, and
that it is very difficult to evolve greater complexity by
changing topology without optimizing parameters.
To make a simplified model, we imagine that every
gene i has a binary state, si = ±1, where si = +1 indi-
cates that protein encoded by gene i is being synthesized,
and thus is present at a relatively high concentration,
while si = −1 indicates that this protein is at near zero
concentration. The state is determined by inputs from
other proteins, and we assume that these inputs add; the
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FIG. 1. In this example, we focus on node 4 to illustrate our
notations and the activation rule. Node 4 is activated by node
1 with strength 5 and repressed by node 3 (strength 3). It is
constitutively repressed with strength H4=4. The regulatory
rule dictates node 4 to remain “off.”
gene is “on” if the total input exceeds a threshold:
si = sgn
∑
j
Jˆijsj −Hi
 . (1)
The matrix Jˆ encodes both the topology of the network
and strength of the interactions. To separate these we
write Jˆij = JijTij, where the elements of the topology
matrix Tij are assigned values +1, −1, or 0 depending
on whether the protein encoded by gene j activates, re-
presses, or does nothing to gene i. The interaction matrix
Jij then can be assigned all positive elements. In a simi-
lar spirit, we write Hi = cihi, where ci = ±1 and hi ≥ 0;
ci = +1 means that gene i would be “on” in the absence
of inputs (“constitutively active,” in biological terms),
and conversely for ci = −1. Thus, Eq (1) becomes
si = sgn
∑
j
TijJijsj − cihi
 . (2)
The network is defined by its topology Γ ≡ {Tij, ci} and
its continuous parameters or weightings W ≡ {Jij, hi}.
A configuration of on/off states {si = ±1} that sat-
isfies Eq (2) at every node will be called a solution of
the network; solutions describe configurations of static
gene activity patterns within a single cell. Their number
may correspond, for example, to the number of cell types
this network can encode during development, and so is a
natural measure of network complexity. In the language
of neural networks [16, 17], we can call it the capacity
of the network, c(Γ,W ). It can also be thought of as
a measure of information processing capability: for ex-
ample, a network possessing just two solutions {si} and
{−si} can be seen as taking one input (state of node s1)
and setting the state of other nodes to well–defined val-
ues that depend on this input, while a network with more
solutions is capable of distinguishing more combinations
of inputs and adjusting the outputs accordingly, and so
performs a more complex computation. Our task, then,
is to compute c(Γ,W ) [18, 19].
Although the parameters {Jij, hi} are continuous and,
in principle, unbounded, if we are only interested in the
solutions of the network, there is a natural compact ge-
ometry to the parameter space, and this geometry also
breaks into discrete subspaces. To see this, let’s denote
by ~wi the vector of all parameters that “feed” into gene i,
~wi ≡ {Ji1, Ji2, · · · , hi}. With N genes, there are N sep-
arate vectors ~wi, and together these vectors define the
parameter space of the model. But Eq (2) has a symme-
try, where the states of the system are invariant under
independent scaling of the parameters feeding into each
node, ~wi → αi ~wi [20]. Thus we can choose |~wi| = 1 for
each gene i, so that the relevant parameter space is a
direct product of positive segments of unit spheres.
Once we realize that the relevant parameter space is
the portion of the unit sphere, there is a natural measure,
namely the uniform distribution. But we can do more,
because whole sectors of the parameter space produce the
same solutions. We know this has to be true because Eq
(2) says that each node computes a Boolean function of
its inputs, and there is only a finite number of Boolean
functions with N inputs. Further, our model generates
only a very small subset of these, the perceptrons [21].
In the simplest case, shown in Fig 2a, a gene i receives
input from one other gene (with strength Ji1) and com-
pares this to a local threshold hi; now the “unit sphere”
is just a quarter circle. But if Ji1 < hi, then gene i will
have the same state, si = sgn ci, no matter what the state
of the input s1 might be. On the other hand, if Ji1 > hi,
then the state of gene i is determined uniquely by the
state of the input, si = sgn(Ti1s1). These sectors have
the same weight under the uniform distribution.
The simplest two–dimensional case also alerts us to
a problem, namely that some combinations of parame-
ters aren’t very interesting. In this case, there are two
possibilities, and in one of them the gene i is essentially
uncoupled from the network. In the other case, gene i is
completely redundant with gene 1. Somehow neither of
these cases sounds much like a “network.”
The next simplest case is where gene i takes two inputs
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FIG. 2. Parameter space splits into discrete weighting sectors.
A: The relative strength of two inputs to node i, Ji1 and h1,
is parametrized by a point on a circle. There are two sectors:
h1 > Ji1 and Ji1 > h1. B: For three inputs, the parameter
space is a 2-sphere and splits into 4 sectors: three in which
one input dominates, and the unique non–dominating sector
(shaded).
3and compares their sum to a threshold (“in degree” 2).
Now the vector ~wi is three dimensional, so that the rel-
evant space is a segment of the familiar unit two–sphere
embedded in three dimensions, shown in Fig 2b. Again
the continuous space breaks into discrete regions, and
within each region the solutions of the network are the
same. There are four regions, and three of them are
uninteresting in the same way that we saw for the two
dimensional case. In one sector, the state of gene i is
dominated by the threshold hi, and so this node is ef-
fectively not attached to the network, since its state is
independent of the state of all other nodes. In two other
sectors, one of the interactions Jij is so large that it dom-
inates all other inputs, and hence gene i is completely
redundant with one other gene j. It is only in the re-
maining fourth sector where the state of gene i depends
in a nontrivial way on the combination of its inputs.
The picture of dominating sectors in Fig 2b—regions
of parameter space where a single input dominates, so
that one node becomes either decoupled from the net-
work or completely redundant with one other node—is
the quantitative expression of the intuition that making
interactions continuously weaker is not obviously separa-
ble from changing topology by erasing these interactions
altogether. In the dominating sectors, interactions can
be erased without changing the set of solutions in the
network. In this sense, parameter settings in such dom-
inating sectors are functionally equivalent to networks
with simpler topology (fewer connections), and so if we
want to compare the role of continuous parameters to
that of network topology, we should exclude these regions
of parameter space (see also Appendix A).
With three inputs to each node, the vector ~wi is four
dimensional, and there are twelve discrete sectors of the
sphere that generate different solutions. Four of these
have a single dominating weight, and thus will be ex-
cluded. The remaining eight sectors have equal proba-
bility under the uniform distribution on the sphere (Ap-
pendix B). Thus, if we consider networks in which each
gene is influenced by three inputs, there are 8N distinct
networks for a given topology, and we can do exhaus-
tive enumerations up to values of N that are typical of
real genetic networks. Already with four inputs there are
(76)N networks for each topology, so we will confine our
attention to the case of three inputs.
Let us start with N genes connected in a particular
topology, and then choose parameters at random from
the 8N sectors described above. For each network we
can measure the capacity, or number of distinct solu-
tions to Eq (2), and then average over parameters at
fixed topology. In Fig 3 we show the distribution of this
mean complexity across topologies in which all N genes
are repressors. Surprisingly, the average complexity is in-
dependent of N . This may appear counterintuitive: we
expect larger graphs to be capable of storing more pat-
terns, but they also have more weightings with few or no
solutions. This result can be demonstrated analytically
with a mean-field argument that holds independently of
our simplifying assumptions such as constant in–degree
(see Appendix C). It shows that, quite generally, a larger
network is not automatically more complex; rather, it
has the potential for high complexity, but only realizes
this potential with a careful choice of weights.
To highlight the difference between average and at-
tainable complexity, we calculate, for a given topology,
the distribution of c(Γ,W ) over all weightings W . For
N = 6 we can enumerate all topologies; Figure 4 shows
three examples with the lowest, typical and highest av-
erage complexity, and the corresponding distributions.
We observe that the distributions overlap considerably,
and the typical realizations of even the best topology
are routinely outperformed by “lesser” topologies when
their weights are optimized. This persists for larger N :
the best N = 9 topology found by a targeted search
has average complexity maxΓ〈c(Γ,W )〉W = 5.26. This
is far in the tail of the distribution: uniform sampling
of 1000 topologies gives an average complexity of only
〈c(Γ,W )〉Γ,W = 1.7 ± 0.5. However, optimizing weights
of random topologies gives higher complexity in 85% of
the samples. In other words, if one were forced to pick
only one feature to optimize, either weights or topology
but not both, optimizing weights is the better strategy.
Before interpreting these results, we should be careful
about our definition of complexity, since highly discon-
nected graphs can achieve high capacity without being
complex in any intuitive sense of the word. For exam-
ple, the maximal capacity of a network with M mu-
tually repressing pairs (Fig 6A) grows exponentially,
maxW c(Γ,W ) = 2
M . We note, however, that the max-
imal capacities that we find for N–gene networks (≥ 27
for N = 9, ≥ 54 for N = 10) are larger than 2bN/2c,
i.e. storing patters in a distributed way is more efficient
than splitting the network into many disconnected com-
ponents. Therefore, the highest capacity networks are
not trivially so. Further, in the set of all graphs, discon-
nected topologies are extremely rare and can be expected
to provide but a small correction to the averages. One
can construct a better definition, quantifying complexity
of a network as the diversity of causal relations in the set
of its solutions (Appendix D). This definition naturally
handles pathological cases and solution degeneracies, yet
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FIG. 3. Distribution of average complexity over non–
dominating weightings, calculated for 1000 random topolo-
gies. The average complexity does not grow with N .
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FIG. 4. A-C: N = 6 graphs with lowest, median and highest average complexity. D: Distributions of complexity of these graphs
over the choice of weighting overlap significantly. Vertical lines show the average complexity (0.7, 1.7 and 3.0, respectively).
Even the “worst” graph (A) can be optimized to attain the typical complexity of the best topology (C).
for connected graphs it is in excellent agreement with
c(Γ,W ), which is much easier to compute.
Within the class of models that we have studied here,
it is possible to dissect the contributions of topology and
interaction strengths to network complexity. Unambigu-
ously, interactions strengths are dominant: starting from
a random network, adjusting the strengths of regulatory
interactions is a better strategy for increasing its com-
plexity than changing the topology or even adding new
nodes [22]. As in the brain, it seems that topology pro-
vides the potential for complexity, but parameters must
be adjusted carefully to realize this potential.
Maximally complex network function is accessible only
in a small fraction of parameter space, but optimiza-
tion does not lead to unique parameter settings. Instead,
there is a whole sector of the underlying continuous pa-
rameter space that produces the same results. Thus, in
these models, maximizing complexity leads to an inter-
esting combination of tuning and tolerance. Topologies
with the greatest potential for complexity do have local
structures in common with those identified in real net-
works [6, 7], but it is an open question whether biasing
the sampling of topologies toward these structures would,
on average, enhance the complexity of network function.
Adjusting parameters is a more efficient method for
increasing complexity, as illustrated in Fig 4, but it still
is possible that the evolution of complexity is associated
with changes in network topology [4]. If continuous pa-
rameters can evolve more rapidly than topologies can
change, which seems plausible, then today’s organisms
may be dominated by networks that are near optimal
given their topology. In this scenario, today’s more com-
plex organisms must have networks with different topol-
ogy than their less complex counterparts, but not because
parameters are irrelevant—rather, topology becomes de-
termining only once parameters have been optimized.
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Appendix A: Weighting sectors
Our model is defined by Eq 2,
si = sgn
∑
j
TijJijsj − cihi
 , (A1)
with notation as explained in the main text. For techni-
cal reasons we will set Tii = 0, forbidding explicit auto–
regulation [23]. We will continue to group the parame-
ters of the network into the topology Γ ≡ {Tij, ci} and
the weights W ≡ {Jij, hi}.
To formally define the weighting sectors, we first notice
that the −Hi = −cihi term in Eq (A1) can be seen as an
additional input from a constitutively expressed repres-
sor (if ci = +1) or activator (if ci = −1), so we can think
of input weights and the activation threshold in a unified
way. Mathematically, we then have the following struc-
ture. Consider a network with a specified weighting, and
a given configuration of node states si (±1 = on/off).
Each link i→ j in the network is either satisfied or frus-
trated; the “frustration state” of a link will be denoted as
fi→j ≡ sisjTji and takes a binary value, fi→j = ±1. Inter-
preting activation thresholds as constitutive activation or
repression by a “virtual” node, the corresponding “vir-
tual” link can also be satisfied or frustrated (the virtual
link is satisfied for a constitutively activated node (h < 0)
that is on or a constitutively repressed node (h > 0) that
is off ). For the rest of the appendices, we will treat in-
ternal thresholds as weights of these additional “virtual”
interactions, considering hi as part of an extended matrix
J˜ij; we will use the tilde as a reminder that the internal
thresholds are treated as weights of additional links.
A “weighting sector” is a map that determines whether
a particular combination of satisfied/frustrated input
links is consistent with Eq (A1). The full parameter space
is a direct product of the parameter spaces describing in-
dividual nodes, so to simplify notation, let us focus on
one node i0. Denote U(i0) the complete set of its inputs
(genes that regulate i0, as well as the internal threshold),
and K + 1 their number:
U(i0) = {j | T˜ij 6= 0}, (A2)
5where T˜ expands T to include the connections to virtual
nodes that model the threshold. Now, let ~w and ~t be
the (K+ 1)-element vectors of strengths and signs of the
interactions regulating gene i0 (the incoming links):
~w = J˜i0j
∣∣∣
j∈U(i0)
∈ RK+1+ (A3)
~t = T˜i0j
∣∣∣
j∈U(i0)
∈ ±1 (A4)
For a fixed topology ~t, the incoming weights ~w at
node i0 define a Boolean function of K + 1 arguments
φ~w : {1,−1}K+1 7→ {1,−1}:
φ~w(b1, b2, . . . , bK+1) = sgn
∑
j
bjtjwj
 . (A5)
This function has the following interpretation: when ap-
plied to the set {fj→i0 | j ∈ U(i0)}, it tells us if this
combination of satisfied/frustrated links is allowed by the
regulatory rule at node i0. Note that this is not the func-
tion that maps the states of input nodes into the state
of the target node (the input/output function); using φ
allows us to exhibit the symmetry between all K + 1 in-
puts, whereas the input-output function must treat the
internal threshold separately.
A “weighting sector” at node i0 is the equivalence class
of vectors ~w that define the same Boolean function φ~w.
The set of possible Boolean functions, which is much
smaller than the set of all possible Boolean functions [18],
describes the full set of weighting sectors.
For a graph with in–degree K = 2, each node has
three input links (two regulatory links from other nodes
and the constitutive activation/repression), and there is
a total of 4 weighting sectors described in the main text
(Fig. 2b). Three of these sectors correspond to a com-
bination of weights when one link is stronger than the
other two put together, e.g. w1 > w2 + w3. We call
these sectors “dominating”. The three Boolean func-
tions of dominating sectors φ(a), a ∈ {1, 2, 3} are given by
φa(b1, b2, b3) = ba. The Boolean function of the unique
non–dominating sector is given by
φ(b1, b2, b3) = (b1 ∧ b2) ∨ (b2 ∧ b3) ∨ (b3 ∧ b1).
For a node with weights of incoming links drawn from
this sector, Eq (A1) is satisfied whenever any two of the
links are satisfied.
For reasons that will be explained shortly, in this work,
we consider graphs of topological in–degree K = 3, which
means we have 4 controlling links per node. In this case
there are exactly 12 weighting sectors, summarized in Ta-
ble I: 4 cases with a single “dominating” link (one weight
is stronger than all others put together, so the state of
this one link defines whether the whole configuration is
allowed or not), 4 “sub-dominating” (the strongest link
and any other must be satisfied, or all three weakest)
and 4 “combinatorial” (any pair from a given set of three
should be satisfied).
Sector name Minimal config. of satisfied links
Dominating Da Link a (a ∈ {1, 2, 3})
Sub-dominating SDa Link a and any other, or all but a
Combinatorial Ca Any two excluding a
TABLE I. Weighting sectors for in–degree K = 3.
As mentioned in the main text, a node regulated by a
dominating link is either redundant with another node or
disconnected from the rest of the network (if the domi-
nating weight is the internal threshold). Such nodes can-
not increase the complexity of a network, so one expects
that forbidding dominating sectors should increase the
complexity of a graph. This is indeed correct: Fig. 5
shows the distribution of average complexity 〈c(Γ,W )〉W
over all N = 6 topologies. Restricting weighting sec-
tors to only non–dominating ones increases the average
complexity. This, however, should be seen as the effect
of topology rather than parameter choice, because when
we picked a topology of in–degree K = 3, we already
recognized the need to have more than 1 regulatory in-
put per node. Therefore, in this work, to distinguish
between the effect of weights and topology, we consider
non–dominating weighting sectors only. With K = 2 we
have only a single non–dominating sector (Fig 2b), while
with K = 4 we have 76 (!). Correspondingly, we stud-
ied networks of in–degree K = 3, as it is the simplest
nontrivial case.
It must be noted that in a combinatorial sector Ca,
a ∈ {1, 2, 3}, the weight of the link a is so weak it has no
effect on the state of the target node. For example, a rep-
resentative set of weights from the sector C1 is {1, 5, 5, 5},
and removing the first link will not affect the set of so-
lutions of this particular weighting. Despite this fact,
the high-complexity graphs are highly enriched in com-
binatorial sectors, because they in fact perform the most
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FIG. 5. Distribution of average complexity of all N =
6 topologies. Restricting weighting sectors to only non–
dominating ones gives a higher average complexity, consis-
tent with expectation that dominating sectors correspond to
an effectively simpler topology.
6nontrivial local calculation in the information-theoretic
sense. To see this, we consider the Boolean input-output
functions implemented by a given K = 3 node and com-
pute the mutual information between any one input s
(a)
in
and the output node sout, defined as the reduction in
entropy of the output brought by the knowledge of the
state of a particular input:
I(sout, s
(a)
in ) = S[p(sout)]− S[p(sout | s(a)in )] (A6)
= 1− S[p(sout | s(a)in )]. (A7)
Here S[p(·)] denotes the entropy of a probability distri-
bution, and the unconditional entropy of the output is
exactly 1 bit. The complexity of the local computation
performed by a node can be quantified as the maximum
information any one input brings about the output: the
lower the information, the more complex the computa-
tion. The one performed by a dominating node is trivial:
the output is entirely determined by the strongest input
(which carries 1 bit). A sub-dominating node fares bet-
ter: the strongest input carries only
1 +
1
8
log2
(
1
8
)
+
7
8
log2
(
7
8
)
≈ 0.46 bits.
For the combinatorial node, no input carries more than
≈ 0.19 bits, and thus it performs the most interesting
calculation.
Within the constraints of a given K = 3 topology, a
network has the opportunity to regulate each node by up
to four inputs. But since the highest-complexity graphs
we have found consist exclusively of combinatorial weight
sectors, we conclude that to encode the most states, a
network may find it should exercise its freedom of pa-
rameter choice to only use a particular subset of three
inputs at each node.
Appendix B: Volumes of the weighting sectors
As mentioned in the main text, a global rescaling
of weights ~w 7→ α~w at any one node leaves the equa-
tion (A1) invariant. Factoring away this global symme-
try, the parameter space becomes a sphere or, equiv-
alently, the projective space RPK+1+ . This space be-
ing compact, for the microscopic measure ρ(~w) in the
parameter space we can choose a uniform distribution
over this sphere. For in–degree 3 (+ constitutive activa-
tion/repression), denoting the four weights as {x, y, z, w}
and rescaling them so that x2+y2+z2+w2 = 1, this mea-
sure becomes a uniform measure on the 3-dimensional
sphere. The relative probabilities of our 12 weighting sec-
tors are then proportional to the volumes they occupy in
this space. Direct integration shows that all these weight-
ing sectors have equal weight. For example, consider the
dominating sector D1. Using standard spherical coordi-
nates, we write:
V (D1) =
∫
Ω
sin2(θ) sin(φ)dθ dφ dψ, (B1)
Link states Compatible weighting sectors
{1, 1, 1, 1} All
{1, 1, 1, 0} All but D4
{1, 1, 0, 0} SD1, SD2, C3, C4
{1, 0, 0, 0} D1 only
{0, 0, 0, 0} None
TABLE II. Weighting sectors compatible with a given pattern
of satisfied/frusrated links. Dominating sectors included for
illustration purposes.
where Ω is defined by the conditions y > 0, z > 0, w > 0,
and x > y + z + w. Rewriting the last condition as
θ < arccot (cosφ+ sinφ cosψ + sinφ sinψ)
and integrating, we find that this volume is equal to
pi2/96, or 1/12 of the total volume of the positive sec-
tor of the unit 3-sphere.
Appendix C: Computational details
Computations were performed with a C++ code, on
network topologies with in–degree 3 consisting of repress-
ing interactions only. The choice to only use repress-
ing interactions was motivated by the spin–glass intu-
ition that the diversity of solutions arises from the phe-
nomenon of frustration. This assumption is not overly
restrictive, since in our model, an inactive repressor acts
as an activator. Note, however, that a network consist-
ing exclusively of activators always trivially possesses the
solution si ≡ 1, whereas for repressors, the existence of
even one solution is not guaranteed.
Efficient computation was made possible by the fol-
lowing observation. Assume the topology of the graph
is fixed. Determining which configurations are solutions
of a given weighting is computationally hard. However,
our constraints (A1) possess a special structure: there
is one local constraint per node, and it involves only the
weighting sector associated with this node itself. In other
words, the constraints are factorized over the local choice
of a weighting sector. This makes the inverse question,
“given a node state configuration {si}, for which weights
is this a solution?” extremely simple. Each pattern of
satisfied and frustrated incoming links (set by the node
states) defines a list of compatible sectors (Table II). We
can then construct a “weighting sector compatibility ma-
trix”, a N×12 Boolean matrix identifying, for each node,
the list of allowed sectors. For illustration purposes, the
dominating sectors are also included in this table; they
are not included in the calculations.
The first step of our calculations is always to construct
a list of all states that are ever solutions, as well as their
compatibility matrices, and takes very little time. These
are then used for subsequent steps, to which we now turn.
71. Targeted search for high-complexity weightings
To determine the distribution of complexity c(Γ,W )
over weightings W , we perform a recursive tree search
by sequentially fixing weight sector choices at every node
and calculating, at every step, which subset of the list
of potential solutions is compatible with the partially
fixed weight sector sequence. The factorization property
mentioned above ensures that when choosing a sector at
each new node, the list of compatible solutions can only
shrink. We can thus perform a targeted search aimed
at identifying high-complexity weightings: if we discover
early on that the total number of potentially compati-
ble solutions falls below a certain threshold, we can drop
the entire subtree of weightings described by the par-
tial specification, and move on. Since most weightings
have in fact very few solutions, this allows to exactly enu-
merate all weightings of complexities exceeding a fixed
threshold, while still keeping computation time low. If
the “drop-out” threshold is set to zero, the entire distri-
bution is calculated exactly, and the computation time is
still considerably lower than the brute-force enumeration
of weightings, taking on the order of a minute on a mod-
ern desktop computer for N = 7. The high-complexity
tails can be readily studied up to N = 10.
To obtain an approximate distribution of solution
counts over all weightings for N = 8-10, when full weight-
ing enumeration is not feasible, we first run a targeted
search for high-complexity weightings as described above.
We then sample a large number of weightings (e.g., 105)
at random and stitch the resulting distribution of low-
complexity weightings with the already calculated exact
tail of the distribution. This procedure gives excellent
agreement for graphs with N ≤ 7 where a full distribu-
tion can be calculated exactly.
2. Computing the mean complexity of a topology
The average complexity over all weightings 〈c(Γ,W )〉W
for a given topology Γ can be determined without calcu-
lating the entire distribution of solution counts by using
the following trick. Notice that the average number of
solutions is equal to P (Γ)/NW , where NW is the number
of all possible weightings W , and P =
∑
W c(Γ,W ) is
the total number of pairs (~s,W ), where the state vector
~s is a solution of the network (Γ,W ). To calculate P (Γ),
rather than summing the number of solutions for each
weighting W , we will sum, for all states ~s, the number
NW (~s) of weightings compatible with that state:
P (Γ) =
∑
W
c(Γ,W ) =
∑
~s
NW (~s). (C1)
To calculate NW (~s) we use the factorization property
mentioned above and the Table II:
NW (~s) =
N∏
i=1
Nsec
[{fj→i(~s) | j ∈ U(i)}], (C2)
where fj→i denotes, as before, the frustrated/satisfied
state of link j→ i, and Nsec is the number of weight-
ing sectors compatible with a given pattern of incoming
link states (see Table II). This trick allows us to rapidly
calculate the exact value of typical complexity of graphs
up to about N = 25, and eliminates the need to loop over
the weightings themselves, a prohibitively large space for
large values of N .
For a large N , we can also estimate the average com-
plexity c¯ = 〈c(Γ,W )〉W,Γ by making a mean-field approx-
imation in (C2). For a given node i in the network, each
of the incoming links has equal probability of being satis-
fied and frustrated. Therefore, Table II (after excluding
the dominating sectors) tells us that the number of al-
lowed weighting sectors at a randomly selected node is a
random variable n, drawn from a distribution P :
n =
 8 with probability 5/164 with probability 6/16
0 with probability 5/16
. (C3)
In the mean–field approximation, we can take this to hold
independently for each node in the graph, so
c¯ =
1
NW
∑
~s
N({~s}) ≈ 1
8N
2N
N∏
i=1
ni, (C4)
where ni are random variables drawn from P . We note
that every term in the sum has probability (11/16)N to
be nonzero, and nonzero terms can be rewritten in terms
of a new random variable q drawn from Q = P |P>0, i.e.
from distirbution P conditioned on positivity constraint.
We conclude that
c¯ =
(
2
8
11
16
)N N∏
i=1
qi =
(
11
64
)N
exp (N〈ln q〉) = αN ,
where α = 1164 exp(〈ln q〉) ≈ 1.01 is suspiciously close to
1.
This result can be understood in more general terms.
A network in our model is a system of N binary vari-
ables, constrained with N binary equations, each forbid-
ding exactly half of the configuration space. One there-
fore expects, on average, a number of solutions of order
2N
(
1
2
)N
= 1, irrespectively of N . Note that this argu-
ment is very general and requires neither the assumption
of a constant in–degree nor the fact that genes are mod-
eled as binary variables; it relies only on the fact that
the input-output function at each node maps each sets
of inputs into exactly one output. The slight difference
between the α of the mean-field calculation and 1 comes
from the weak convexity of the logarithm and is most
likely within the error of the mean-field approximation.
This simple argument shows that for random (uniformly
sampled) topologies the average complexity is not ex-
pected to increase with N . While a large network is in
principle capable of storing many patterns (and this can
8FIG. 6. A: A simple graph with high capacity. B, C: Two
graphs of equal capacity but different regulatory complexity.
indeed be aided by a biased choice of topology), achieving
high complexity requires a careful adjustment of weights.
We would like to contrast this result with the fact that
spin glasses can have exponentially many locally stable
states [24]. The apparent contradiction comes from the
fact that the ground state of a spin glass is not required
to satisfy every single node; a ground state only mini-
mizes the frustration in the entire system. In particular,
a ground state always exists, in contrast to a “solution”
of a network in the sense we consider here.
3. Targeted search for high-complexity topologies
Previous sections discussed techniques to find, for a
fixed topology Γ, the distribution of available complex-
ities c(Γ,W ) and the optimal weightings that maxi-
mize it. Another relevant question to ask is which
topologies Γ∗ achieve the highest complexity, either on
average 〈c(Γ∗,W )〉W or after optimization of weights
maxW (c(Γ
∗,W )). Finding these topologies becomes par-
ticularly important when we realize that disconnected
graphs may have a high number of solutions without
being truly complex in information-processing sense de-
scribed in the main text (when the network is seen as
performing a mapping between a subset of nodes des-
ignated as “input” and the rest of the nodes, the “out-
put”). For example, a disconnected network consisting of
M mutually repressing pairs of nodes has 2M nodes and
can have 2M solutions (Fig. 6A). In the space of all N -
node graphs, disconnected topologies are exponentially
rare. Therefore, we do not expect disconnected topolo-
gies to significantly affect statistical properties, such as
average complexity values of all topologies with a fixed
N . However, to be able to interpret our results, we need
to ensure that the highest-complexity networks identified
by our measure are not pathological in this manner.
Luckily, the highest-capacity graphs are in fact con-
nected and their capacity exceeds 2N/2: storing patterns
in a network in a distributed way is more efficient than
splitting it into many disconnected components. To see
this, we need a method to perform a targeted search for
high-complexity topologies. Indeed, for N > 6, there
are too many topologies to be sampled exhaustively, and
probing tails of heavy-tailed distributions by random
sampling is extremely inefficient.
To solve this problem, we used the empirical obser-
vation that high-complexity topologies are enriched in
mutual-repression motifs (compare Fig. 4, panels A, B
and C). The reason for this becomes clear if we recall the
mean-field argument we used to calculate the expected
number of solutions of a graph. The mean-field approx-
imation assumes, for all links, equal probability of being
satisfied or frustrated. In an mutual repression motif,
however, the two links are always either both satisfied,
or both frustrated. In a topology enriched in mutually
repressing pairs, every time a node is satisfied (i.e. has
a sufficient number of satisfied incoming links), this in-
creases the probability of their neighbors to be satisfied as
well; consequently, such topologies tend to have weight-
ings with larger number of solutions. By sampling only
topologies whose Tij matrix (no tilde!) is close to sym-
metric, we frequently find graphs with complexities far
above average. The best networks found in this way have
complexity 27 for N = 9 and 54 for N = 10, all confi-
dently above 2N/2. The highest complexity achievable
for a given N may be higher still, demonstrating that
the highest capacity networks are not trivially so.
We stress that the fact that symmetric Tij matrices lead
to higher complexity values is a consequence of our sim-
plifying choice to only consider repressing interactions.
Allowing interactions to be both repressing and activat-
ing will remove this special structure.
Appendix D: TSP complexity
Another approach to deal with pathological cases such
as Fig. 6a is to redefine the complexity measure in a way
that does not see such graphs as complex. We will now
construct an improved definition of network complexity
that quantifies complexity as the diversity of causal re-
lations across the set of solutions. Let us explain what
we mean by this, and show that this definition, first, cor-
rectly handles pathological cases of disconnected topol-
ogy, and second, for connected graphs is in excellent
agreement with the more simple complexity measure we
used in the main text.
We begin with an example. Compare two situations
(Fig. 6b, c): in the first, gene A is directly regulated by
B, so they are both “on” or both “off”. In the second,
gene A can be activated by either of its two inputs B or
C, so we can have A “on” because B is “on”, or because
C is “on”. Imagine that B and C are embedded in the
network in such a way that they cannot both be active
(shown as mutual repression on Fig. 6c). In this case
both networks have two states, but the regulation of A
can be described as more “complex” in the second case,
because the causal relations are more diverse.
To formalize the intuition gained from this example,
we first introduce the notion of an “active link”. Define
a satisfied link to be active if its satisfied state is essen-
tial for the regulatory rule (A1) to be satisfied. In other
words, for a given solution {si}, a link j0 → i0 is “ac-
tive” if and only if substitution sj0 → −sj0 upsets equa-
9FIG. 7. For connected graphs, network capacity c(Γ,W ) is in excellent agreement with the TSP complexity cTSP(Γ,W ).
Datapoints correspond to different weightings of the same topology shown in the inset. A small random component was added
to the X axis for display purposes. A: the highest-complexity topology of N = 6 (see Fig. 4C); scatter plot shows all weightings
with at least 2 solutions. Weightings with 0 and 1 solutions have zero TSP complexity by definition. B: A random N = 8
topology with the same maximal capacity (9 solutions). All 2.4 × 106 weightings with at least 4 solutions are shown. The
remaining 1.4× 107 have 3 solutions or fewer.
tion (A1) at node i0. (Clearly, frustrated links can never
be active). Loosely speaking, an active link is “respon-
sible” for setting the state of the node i0. Each solution
~s of a network (Γ,W ) defines a pattern of active links
{a(~s)k }: a binary sequence specifying, for every link k,
whether it is active (a = 1) or not (a = 0). For example,
a “dominating” link is always the unique active input at
the node it regulates, for any solution. For other com-
binations of link weights, we can have zero, one or more
input links active simultaneously, and this pattern will
vary from solution to solution.
We now take a moment to define the second ingre-
dient of our definition, the diversity of a set of binary
sequences. Given any two sequences, it is easy to de-
fine some measure of their difference; we will use the
Hamming distance. How can we quantify the diver-
sity of a set of sequences? Given a set of elements
G = {x1, x2, . . . , xk} and a metric of pairwise distances
between elements d, we would like a reasonable measure
of diversity D(G) to satisfy three properties:
1. Invariance under permutation: D(x1, x2, . . . , xk) =
D(xσ(1), xσ(2), . . . , xσ(k)) for any permutation σ.
2. Insensitivity to duplication of an element:
D(x, x, y, z, . . . ) = D(x, y, z, . . . ).
3. Additivity: if all xi are pairwise equidistant,
d(xi, xj) ≡ d0, then D(x1, x2, . . . , xk) = kd0.
A measure of diversity satisfying all these intuitive prop-
erties can be obtained by solving the traveling salesman
problem (TSP): DTSP(x1, x2, . . . , xk) is defined as the
length of the shortest closed path passing once through
each of the “cities” xi, with distances between cities being
defined by the metric d.
We now have all the ingredients ready, and define the
TSP complexity of a graph Γ as the TSP diversity of
active link patterns across the set of solutions of the
network: cTSP(Γ,W ) ≡ DTSP({a(s)k }). This improved
definition naturally accounts for varying pairwise simi-
larity between solutions. In particular, by focussing on
the state of links rather than the nodes themselves, we
correctly deal with “simple” graphs that may have many
solutions: note, for instance, that all the solutions of the
graph on Fig. 6a have the exact same pattern of active
links, and thus the graph receives zero TSP complexity
score despite its large capacity.
In Figure 7 we show the comparison between
cTSP(Γ,W ) and c(Γ,W ), and we see that the agreement
is quite good. Pathological cases when capacity over-
estimates true complexity are rare, and are all located
at intermediate capacity values, in the bulk of the dis-
tribution. Therefore, once again, they neither alter the
structure of the high–complexity tail nor affect statisti-
cal properties of the distribution significantly. This im-
proved measure of complexity, however, is computation-
ally hard to evaluate, and the computational “tricks” dis-
cussed above no longer apply. Therefore, for the purposes
of this work, we chose to use the simpler definition.
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