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Abstract
Every Hadamard matrix H of order n > 1 induces a graph with 4n vertices, called the Hadamard
graph Γ(H) of H. Since Γ(H) is a distance-regular graph with diameter 4, it induces a 4-class asso-
ciation scheme (Ω, S) of order 4n. In this article we show a way to construct fission schemes of (Ω, S)
under certain conditions, and for such a fission scheme we estimate the number of isomorphism
classes with the same intersection numbers as the fission scheme.
Keywords: Hadamard matrix, association scheme.
1. Introduction
According [2, Theorem 1.8.1] we denote by Γ(H) the Hadamard graph induced by a Hadamard
matrixH. It is known that, for a Hadamard matrixH of order n > 1, Γ(H) is an antipodal bipartite
distance-regular graph with 4n vertices and diameter 4. Also, [2, page 58] shows that every distance-
regular graph of diameter d induces a d-class association scheme whose relations are defined by the
distance function of the graph. Thus, Γ(H) induces an association scheme (Ω, S) such that Ω is
the vertex set of Γ(H) and S = {si | 0 ≤ i ≤ 4}, where si = {(x, y) ∈ Ω×Ω | dΓ(H)(x, y) = i}. Now
we consider a fission scheme of (Ω, S) such that only s2 is partitioned into {t1, t2, . . . , tm} and
|xs4 ∩ ytj| = 1 for all j = 1, 2, . . . ,m, (1)
where (y, x) ∈ tj and xs := {y | (x, y) ∈ s} for a binary relation s.
Since s0 ∪ s2 ∪ s4 is an equivalence relation on Ω with exactly two equivalence classes, say Y1
and Y2, the restrictions of {s0, s4, t1, t2, . . . , tm} to Yi form the relation set of an association scheme
for i = 1, 2. In this article we deal with association schemes with the same intersection numbers
as the fission scheme (Ω, {tj | 1 ≤ j ≤ m} ∪ {s0, s1, s3, s4}). In the study of association schemes it
has been one of the main topics to characterize association schemes, especially related to distance-
regular graphs by intersection numbers (see [2, Chapter 9] or [1]), and many P - and Q- polynomial
association schemes with large diameter are uniquely determined by its intersection numbers: cf.
✩The first author’s research was supported by Basic Science Research Program through the National Research
Foundation of Korea(NRF) funded by the Ministry of Education (2013R1A1A2012532). The second author’s research
was supported by Basic Science Research Program through the National Research Foundation of Korea(NRF) funded
by the Ministry of Education (2013R1A1A2005349).
∗Corresponding author.
Email addresses: hirasaka@pusan.ac.kr (Mitsugu Hirasaka), knukkj@pusan.ac.kr (Kijung Kim),
lojs4110@pusan.ac.kr (Hyonju Yu)
Preprint submitted to Elsevier October 10, 2018
[2, 10, 4]. On the other hand, we can find quite many isomorphism classes of association schemes
with the same intersection numbers as one can see in Table 3. But, it does not guarantee that we
can find such a huge number of association schemes of order n with the same intersection numbers
when n is large enough. In this article we prove that (Ω, {tj | 1 ≤ j ≤ m} ∪ {s0, s1, s3, s4}) is an
association scheme and give a lower bound for the number of isomorphism classes of association
schemes with the same intersection numbers as (Ω, {tj | 1 ≤ j ≤ m} ∪ {s0, s1, s3, s4}).
The following are our main results which show the reason why so many isomorphism classes
appear as mentioned above.
Let (X,S) be an association scheme of order n and H a Hadamard matrix whose rows and
columns are indexed by the elements of X. We denote by F2 the finite field with two elements.
Also we denote by xab an element (x, a, b) of X × F2 × F2 for short.
Define
X˜ = {xab | x ∈ X, a, b ∈ F2},
t˜ = {(xab, xa(b+1)) | x ∈ X, a, b ∈ F2},
s˜ = {(xab, yac) | (x, y) ∈ s, a, b, c ∈ F2} for s ∈ S \ {1X},
r1H = {(xab, ycd) | x, y ∈ X, a, b, c, d ∈ F2, (1 − δac)(H
T (a))xy = (−1)
b+d},
r−1H = {(xab, ycd) | x, y ∈ X, a, b, c, d ∈ F2, a 6= c} \ r
1
H ,
S(H) = {1
X˜
, t˜} ∪ {s˜ | s ∈ S \ {1X}} ∪ {r
ǫ
H | ǫ = ±1},
(2)
where HT is the transpose of a matrix H,
δac =
{
1 if a = c;
0 otherwise,
HT (a) =
{
H if a = 0;
HT if a = 1.
Note that (X˜, r1H) is the Hadamard graph Γ(H).
Theorem 1.1. (X˜, S(H)) is an association scheme.
Note that S(H) is a refinement of C2 ≀ (S ≀ C2), where C2 is the relation set of an association
scheme of order 2 (see Section 2 for the definition of wreath product).
We prepare some notations.
• For a finite set X, Sym(X) is the symmetric group on X.
• For a permutation σ ∈ Sym(X), Pσ is the permutation matrix with respect to σ.
• For a permutation group G ≤ Sym(X), P(G) := {Pσ | σ ∈ G}.
• diag(εx | x ∈ X) is a diagonal matrix whose the (x, x)-entry is εx, where ε : X → C is a
function defined by x 7→ εx.
• Dx is a diagonal matrix such that the (x, x)-entry is −1 and the other diagonal entries are 1.
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Let I := P(Iso(X,S)) and D := 〈{Dx | x ∈ X}〉 (see Section 2 for the definition of Iso(X,S)).
Also letH1 andH2 be n×nHadamard matrices whose rows and columns are indexed by the elements
of X. We say that H1 is similar to H2 with respect to (X,S) if there exist (P
′, P ), (Q′, Q) ∈ D× I
such that H2 = (P
′P )−1H1Q
′Q or HT2 = (P
′P )−1H1Q
′Q, and (P ′P )−1Q′Q ∈ D ⋊ P(Aut(X,S))
(see Section 2 for the definition of Aut(X,S)). Note that the similarity is an equivalence relation.
Theorem 1.2. (X˜, S(H1)) is isomorphic to (X˜, S(H2)) if and only if H1 is similar to H2 with
respect to (X,S).
Recall that two Hadamard matrices are equivalent if one can be transformed into the other by
a series of row or column permutations or negations. We define a group
Autx0(H) = {(σ, τ) ∈ Sym(X)× Sym(X) | P
−1
σ HPτ = H,σ(x0) = x0, τ(x0) = x0}.
Theorem 1.3. Let (X,S) be an association scheme of order n, H0 a Hadamard matrix whose rows
and columns are indexed by the elements of X, and x0 ∈ X. Then there are at least
(n− 1)!(n − 1)!
2|Autx0(H0)||Aut(X,S)||Iso(X,S)|
isomorphism classes of association schemes in {(X˜, S(H)) | H is equivalent to H0}.
This article is organized as follows. In Section 2, we prepare some terminology and notations.
In Section 3, we give proofs of the main theorems. In Section 4, we list tables related to the main
results when n = 4, 8.
2. Preliminaries
Based on [11, 12], we use the notation on association schemes. Let X be a non-empty finite
set. Let S denote a partition of X ×X. Then the pair (X,S) is an association scheme (or shortly
scheme) if it satisfies the following conditions:
(i) 1X := {(α,α) | α ∈ X} ∈ S;
(ii) For each s ∈ S, s∗ := {(α, β) | (β, α) ∈ s} ∈ S;
(iii) For all s, t, u ∈ S, cust := |αs ∩ βt
∗| is constant whenever (α, β) ∈ u,
where αs := {β ∈ X | (α, β) ∈ s}.
The numbers {cust | s, t, u ∈ S} are called the intersection numbers of S. For each s ∈ S, we
abbreviate c1Xss∗ as ns, which is called the valency of s. We call
∑
s∈S ns the order of (X,S) which
is equal to |X|.
The thin residue of S is the smallest subset Oθ(S) of S such that
⋃
t∈Oθ(S) t is an equivalence
on X and the factor scheme of (X,S) over Oθ(S) is induced by a regular permutation group (see
[12, page 45] for the definitions).
For each s ∈ S, we denote by As the adjacency matrix of s. Namely As is a matrix whose
rows and columns are indexed by the elements of X and (As)xy = 1 if (x, y) ∈ s and (As)xy = 0
otherwise.
Let (X,S) and (X1, S1) be association schemes. A bijective mapping φ : X ∪ S → X1 ∪ S1 is
called an isomorphism from (X,S) to (X1, S1) if it satisfies the following conditions:
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(i) φ(X) ⊆ X1 and φ(S) ⊆ S1;
(ii) For all x, y ∈ X and s ∈ S with (x, y) ∈ s, (φ(x), φ(y)) ∈ φ(s).
We denote by Iso(X,S) the set of isomorphisms from (X,S) to itself. An isomorphism φ : X ∪S →
X ∪ S is called an automorphism of (X,S) if φ(s) = s for all s ∈ S. We denote by Aut(X,S) the
automorphism group of (X,S).
We say that two association schemes (X,S) and (X1, S1) are algebraically isomorphic or have
the same intersection numbers if there exists a bijection ι : S → S1 such that c
t
rs = c
ι(t)
ι(r)ι(s) for all
r, s, t ∈ S.
Let (W,F ) and (Y,H) be association schemes. For each f ∈ F we define
f := {((w1, y), (w2, y)) | y ∈ Y, (w1, w2) ∈ f}.
For each h ∈ H \ {1Y } we define
h := {((w1, y1), (w2, y2)) | w1, w2 ∈W, (y1, y2) ∈ h}.
Denote F ≀H := {f | f ∈ F} ∪ {h | h ∈ H \ {1Y }}. Then (W × Y, F ≀H) is an association scheme
called the wreath product of (W,F ) and (Y,H).
3. Proofs of the main theorems
Proof of Theorem 1.1
Remark that Ar1
H
forms the adjacency matrix of the Hadamard graph Γ(H). Then A1
X˜
, Ar1
H
,
AS⊔ , Ar−1
H
, and At˜ are the adjacency matrices of distance i graphs Γ(H)i (0 ≤ i ≤ 4), where
S⊔ =
⋃
s∈S\{1X}
s˜. Since Γ(H) is distance-regular, (X˜, {1
X˜
, r1H , S
⊔, r−1H , t˜}) forms an association
scheme. So, it suffices to show that Ar1Ar2 is a linear combination of {A1X˜ , Ar1H
, A
r−1
H
, At˜} ∪ {As˜ |
s ∈ S \ {1X}}, where at least one of r1 and r2 is in {s˜ | s ∈ S \ {1X}}. From now on, let
s0 ∈ S \ {1X}}.
By the definition of S(H),
As˜0A1X˜ = A1X˜As˜0 = As˜0
and
As˜0At˜ = At˜As˜0 = As˜0 .
Since (X,S) is an association scheme, for s1 ∈ S \ {1X}, As0As1 =
∑
s∈S c
s
s0s1
As and As1As0 =∑
s∈S c
s
s1s0
As, where c
s
s0s1
’s and css1s0 ’s are intersection numbers of (X,S). For xab, ycd ∈ X˜, let us
consider the set
Z := {zef ∈ X˜ | (xab, zef ) ∈ s˜0 and (zef , ycd) ∈ s˜1}.
Then for zef ∈ Z, a = e and (x, z) ∈ s0 as (xab, zef ) ∈ s˜0, and e = c and (z, y) ∈ s1 as (zef , ycd) ∈ s˜1.
And we can check the following facts:
(i) If (xab, ycd) ∈ 1X˜ ∪ t˜ then x = y and a = c. So, there are c
1X
s0s1
choices of z, one choice of e
and two choices of f . Thus, |Z| = 2 · c1Xs0s1 ;
(ii) If (xab, ycd) ∈ s˜ for some s ∈ S \ {1X}, then (x, y) ∈ s and a = c. So, there are c
s
s0s1
choices
of z, one choice of e and two choices of f . Thus, |Z| = 2 · css0s1 ;
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(iii) If (xab, ycd) ∈ r
1
H ∪ r
−1
H , then a 6= c. Since a = e = c for any zef ∈ Z, |Z| = 0.
Combining (i), (ii) and (iii), we obtain
As˜0As˜1 =
∑
s∈S\{1X}
2 · css0s1As˜ + 2 · c
1X
s0s1
(A1
X˜
+At˜).
And by symmetric argument, we can show that
As˜1As˜0 =
∑
s∈S\{1X}
2 · css1s0As˜ + 2 · c
1X
s1s0
(A1
X˜
+At˜).
Now again, for xab, ycd ∈ X˜, let us consider the set
Z ′ := {zef ∈ X˜ | (xab, zef ) ∈ s˜0 and (zef , ycd) ∈ r
1
H}.
Then a = e and (x, z) ∈ s0 as (xab, zef ) ∈ s˜0, and e 6= c and (H
T (e))zy = (−1)
f+d as (zef , ycd) ∈ r
1
H .
And we can check the following facts:
(i) If (xab, ycd) ∈ 1X˜ ∪ t˜ ∪ S
⊔, then a = c. Since a = e 6= c for any zef ∈ Z
′, |Z ′| = 0;
(ii) If (xab, ycd) ∈ r
1
H ∪ r
−1
H , then a 6= c and so, there is one choice of e. Since (x, z) ∈ s0, there are
ns0 choices of z. And for fixed d, e, y and z, there is one choice of f as (H
T (e))zy = (−1)
f+d.
Thus, |Z ′| = ns0 .
Combining (i) and (ii), we obtain
As˜0Ar1
H
= ns0(Ar1
H
+A
r−1
H
).
By symmetric argument, we can show that
Ar1
H
As˜0 = ns0(Ar1
H
+Ar−1
H
).
Since r−1H = {(xab, ycd) | (1 − δac)(H
T (a))xy = (−1)
b+d+1, x, y ∈ X, a, b, c, d ∈ F2}, a similar
argument yields
As˜0Ar−1
H
= Ar−1
H
As˜0 = ns0(Ar1
H
+Ar−1
H
).
This completes the proof of Theorem 1.1.
Lemma 3.1. For a Hadamard matrix H and an association scheme (X,S), let (X˜, S(H)) be the
association scheme constructed by (2). Then we have the following:
(i) φ : xab 7→ x(a+1)b, h 7→ φ(h) is an isomorphism from X˜ ∪ S(H) to X˜ ∪ S(H
T );
(ii) For y ∈ X, the transposition αy = (yab ya(b+a+1)) ∈ Sym(X˜) induces an isomorphism φ from
X˜ ∪ S(H) to X˜ ∪ S(H1) defined by φ|X˜ = αy, φ|S(H) : h 7→ φ(h);
(iii) For y ∈ X, the transposition βy = (yab ya(b+a)) ∈ Sym(X˜) induces an isomorphism from
X˜ ∪ S(H) to X˜ ∪ S(H2) defined by φ|X˜ = βy, φ|S(H) : h 7→ φ(h);
(iv) φ : xab 7→ xa(b+a+1), h 7→ φ(h) is an isomorphism from X˜ ∪ S(H) to X˜ ∪ S(−H);
(v) φ : xab 7→ xa(b+a), h 7→ φ(h) is an isomorphism from X˜ ∪ S(H) to X˜ ∪ S(−H),
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where φ(h) := {(φ(x), φ(y)) | (x, y) ∈ h} for h ∈ S(H), H1 = DyH and H2 = HDy.
Proof. In the cases (i), (ii) and (iii), it is easy to see that φ is bijective on X˜, φ(1
X˜
) = 1
X˜
, φ(t˜) = t˜
and φ(s˜) = s˜ for s ∈ S \ {1X}.
(i) Let (xab, ycd) ∈ r
1
H . Then (φ(xab), φ(ycd)) = (x(a+1)b, y(c+1)d). Since H
T (a) = (HT )T (a+1), we
have (φ(xab), φ(ycd)) ∈ r
1
HT
. This means that φ(r1H) = r
1
HT
.
(ii) Let (yab, zcd) ∈ r
1
H . When a = 0, we have (αy(yab), αy(zcd)) = (y0(b+1), zcd) and
(y0(b+1), zcd) ∈ r
1
H1
⇔ (1− δ0c)((H1)
T (0))yz = (−1)
b+d+1.
Since (1−δ0c)((H1)
T (0))yz = (−1)(1−δ0c)(H
T (0))yz = (−1)(−1)
b+d, we have (αy(yab), αy(zcd)) ∈
r1H1 . This implies that φ(r
1
H) = r
1
H1
.
(iii) Let (yab, zcd) ∈ r
1
H . When a = 1, we have (βy(yab), βy(zcd)) = (y1(b+1), zcd) Similarly to (ii),
we can show (βy(yab), βy(zcd)) ∈ r
1
H2
. This means that φ(r1H) = r
1
H2
.
(iv) Since φ represents Πx∈Xαx as a permutation, (ii) implies that φ : xab 7→ xa(b+a+1) is an
isomorphism X˜ ∪ S(H)→ X˜ ∪ S(−H).
(v) Since φ represents Πx∈Xβx as a permutation, (iii) implies that φ : xab 7→ xa(b+a) is an
isomorphism X˜ ∪ S(H)→ X˜ ∪ S(−H).
Proof of Theorem 1.2
For convenience, we denote {x0b | b ∈ F2, x ∈ X} by X0 and {x1b | b ∈ F2, x ∈ X} by X1.
(⇒) : Assume (X˜, S(H1)) ≃ (X˜, S(H2)). We denote by φ an isomorphism from (X˜, S(H1)) to
(X˜, S(H2)). Since O
θ(S(H1)) = {1X˜ , t˜} ∪ {s˜ | s ∈ S \ {1X}} and φ(O
θ(S(H1))) = O
θ(S(H2)),
φ(X0) is either X0 or X1.
By Lemma 3.1(i), there exists an isomorphism from (X˜, S(H2)) to (X˜, S(H
T
2 )). So, we may
assume φ(X0) = X0.
Since φ(Oθ(S(H1))) = O
θ(S(H2)) and r
1
H1
∈ S(H1) \O
θ(S(H1)), φ(r
1
H1
) is either r1H2 or r
−1
H2
.
By Lemma 3.1(iv), there exists an isomorphism from (X˜, S(H2)) to (X˜, S(−H2)). So, we also
assume φ(r1H1) = r
1
H2
and φ(r−1H1) = r
−1
H2
.
Using the fact that φ(xab) = yad for some yad ∈ X˜ , we define σa ∈ Sym(X) and τa : X → F2
such that φ(xab) = σa(x)a(b+τa(x)) for each xab ∈ X˜ .
Now we check that τa(x) is well defined. It suffices to show that τa(x) does not depend on b of
xab. If φ(xab) = yad and φ(xab′) = yad′ , then yad = σa(x)a(b+τa(x)) and yad′ = σa(x)a(b′+τa(x)). Since
φ is well defined, we have d 6= d′ for b 6= b′. This means that τa(x) = b+ d = b
′ + d′.
We consider two matrices as follows.
Pa := Pσa and Qa := diag((−1)
τa(x) | x ∈ X).
First, we claim that (Q0P0)
−1H1Q1P1 is similar to H1. For each a ∈ F2, clearly (Qa, Pa) ∈ D×I.
In order to show (Q0P0)
−1Q1P1 ∈ D ⋊ P(Aut(X,S)), it suffices to check P
−1
0 P1 ∈ P(Aut(X,S)),
since D is normal in D⋊P(Aut(X,S)). Let (x0b, y0c), (x1b, y1c) ∈ s˜. Then (σ0(x)0(b+τ0(x)), σ0(y)0(b+τ0(y))),
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(σ1(x)1(b+τ1(x)), σ1(y)1(b+τ1(y))) ∈ φ(s˜) = s˜1 for some s1 ∈ S. By the definition of s1, we have
(σ0(x), σ0(y)), (σ1(x), σ1(y)) ∈ s1. This implies P
−1
0 P1 ∈ P(Aut(X,S)).
Next, we claim that (X˜, φ(S(H1))) = (X˜, S((Q0P0)
−1H1Q1P1)), i.e., H2 = (Q0P0)
−1H1Q1P1.
It suffices to verify that (x′, y′)-entry of H2 is equal to that of (Q0P0)
−1H1Q1P1.
Let (xab, ycd) ∈ r
1
H1
. Then (x′ab′ , y
′
cd′) ∈ r
1
H2
, where φ(xab) = x
′
ab′ and φ(ycd) = y
′
cd′ .
If a = 0, then (H1)xy = (−1)
b+d and (H2)x′y′ = (−1)
b′+d′ . Since
(P−10 Q
−1
0 H1Q1P1)x′y′ = (Q
−1
0 H1Q1)xy = (−1)
τ0(x)(H1)xy(−1)
τ1(y),
b+ τ0(x) = b
′ and d+ τ1(y) = d
′,
we have
(P−10 Q
−1
0 H1Q1P1)x′y′ = (Q
−1
0 H1Q1)xy
= (−1)τ0(x)(H1)xy(−1)
τ1(y)
= (−1)b
′+d′ = (H2)x′y′ .
If a = 1, then (HT1 )xy = (−1)
b+d and (HT2 )x′y′ = (−1)
b′+d′ . Since
(P T1 Q
T
1H
T
1 (Q
−1
0 )
T (P−10 )
T )x′y′ = (Q
T
1H
T
1 (Q
−1
0 )
T )xy = (−1)
τ0(y)(H1)yx(−1)
τ1(x),
b+ τ1(x) = b
′ and d+ τ0(y) = d
′,
we have
(P T1 Q
T
1H
T
1 (Q
−1
0 )
T (P−10 )
T )x′y′ = (P
−1
1 Q
T
1H
T
1 (Q
−1
0 )
TP0)x′y′
= (QT1H
T
1 (Q
−1
0 )
T )xy
= (−1)τ0(y)(H1)yx(−1)
τ1(x)
= (−1)b
′+d′ = (HT2 )x′y′ .
(⇐) : Assume that H1 is similar to H2 with respect to (X,S). Since (X˜, S(H2)) is isomorphic
to (X˜, S(HT2 )), it suffices to consider the case H2 = P
′PH1QQ
′, where P,Q ∈ I and P ′, Q′ ∈ D.
Then P ′P can be decomposed into Dx1Dx2 · · ·DxmPσ0 , where P = Pσ0 and Dxi ∈ D (i = 1, . . . ,m).
According to the fact that Dxi has −1 at the entry corresponding to xi ∈ X, we define a
transposition φi := ((xi)0b(xi)0(b+1)) ∈ Sym(X0) (i = 2, . . . ,m). We define a permutation φσ0 in
Sym(X0) by φσ0(x0b) = (σ0(x))0b. Put φ := φ1 · · ·φmφσ0 .
Also, QQ′ can be decomposed into Qσ1Dy1 · · ·Dyl , where Q = Qσ1 and Dyi ∈ D (i = 1, . . . , l).
Similarly, we define ψi (i = 1, . . . , l) and ψσ1 in Sym(X1) as the above φi and φσ0 . Put ψ :=
ψ1 · · ·ψlψσ1 .
We claim that φ ∪ ψ is an isomorphism from (X˜, S(H1)) to (X˜, S(H2)). It is easy to see that
φ ∪ ψ is bijective on X˜ , (φ ∪ ψ)(1
X˜
) = 1
X˜
and (φ ∪ ψ)(t˜) = t˜. Since σ0σ
−1
1 ∈ Aut(X,S), for each
s˜ ∈ S(H1) \ {1X˜ , t˜, r
ǫ
H1
}, we have (φ∪ψ)(s˜) = (φ1 · · ·φm ∪ψ1 · · ·ψl)(s˜′) for some s˜′ ∈ S(H1). Since
φi and ψj (1 ≤ i ≤ m, 1 ≤ j ≤ l) preserve s˜′, we have (φ ∪ ψ)(s˜) ∈ S(H2).
We can check the following facts:
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(i) φi (i = 1, . . . ,m) and φσ0 correspond to multiplying −1 to only one row of H1 and permuting
rows of H1, respectively;
(ii) ψi (i = 1, . . . , l) and ψσ1 correspond to multiplying −1 to only one column of H1 and per-
muting columns of H1, respectively.
This implies φ(rǫH1) = r
ǫ
H2
. Therefore, φ∪ψ is an isomorphism from (X˜, S(H1)) to (X˜, S(H2)).
Proof of Theorem 1.3
We define an action of GLn(C)×GLn(C) on MatX(C) by (H, (P,Q)) 7→ P
−1HQ. Restricting
our attention to the following subgroups of GLn(C)×GLn(C) and a subset ofMatX(C), we observe
their orbits.
Let
G = {(P,Q) | P,Q ∈ D⋊ P(Sym(X))}, (3)
K = {(P,Q) | P,Q ∈ D⋊ I, PQ−1 ∈ D⋊ P(Aut(X,S))}, (4)
Gx0 = {(P,Q) | P,Q ∈ D⋊ P(Sym(X)x0), } (5)
where Sym(X)x0 = {σ ∈ Sym(X) | σ(x0) = x0}.
Let H be the set of Hadamard matrices of order n. We consider an orbit of G acting on H.
Then the orbit HG0 is the set of Hadamard matrices which are equivalent to H0, and decomposed
into
r⋃
i=1
HKi ,
where Hi ∈ H
G
0 . In particular, each orbit of K-action on H
G
0 is a subset of a similarity class with
respect to (X,S), since for each 1 ≤ i ≤ r, the transpose of Hi may not belong to H
K
i .
By Theorem 1.2, the number of isomorphism classes of association schemes in {(X˜, S(H)) |
H is equivalent to H0} is at least
r
2 .
Now we give a lower bound for r. Since each orbit HKi contains a normalized Hadamard matrix,
without loss of generality, we may assume that H0,H1, . . . ,Hr are normalized Hadamard matrices.
By the orbit-stabilizer property (see [9, page 57]), we have
|Gx0 |
|(Gx0)H0 |
= |H
Gx0
0 | ≤ |H
G
0 |,
where (Gx0)H0 is the stabilizer of H0.
Claim 1:
|Gx0 |
|(Gx0)H0 |
=
(n− 1)!(n − 1)!
|Autx0(H0)|
|D|2
2
.
First of all, we verify (Gx0)H0 = {±(In, In)}P(Autx0(H0)). Every element of Gx0 is decomposed
into (P1P2, Q1Q2), where P1, Q1 ∈ P(Sym(X)x0) and P2, Q2 ∈ D. We consider all (P1P2, Q1Q2)
such that
P−12 P
−1
1 H0Q1Q2 = H0. (6)
Since H0 is normalized, P
−1
1 H0Q1 is also normalized. So, (6) implies that (P2, Q2) is either
(In, In) or (−In,−In). Whichever the case may be, (P1, Q1) must satisfy P
−1
1 H0Q1 = H0. This
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implies (P1, Q1) ∈ P(Autx0(H0)). Thus, |(Gx0)H0 | = 2 · |Autx0(H0)|. This completes the proof of
Claim 1.
Claim 2:
|K| = |Iso(X,S)| · |Aut(X,S)| · |D|2.
Since Aut(X,S) is a normal subgroup of Iso(X,S): cf. [8, page 3], it is easy to see that
D⋊P(Aut(X,S)) is a normal subgroup of D⋊ I. The following is left as an exercise for the reader.
The group K is a subgroup of (D⋊I)×(D⋊I) and its order is |D⋊P(Sym(X))|·|D⋊P(Aut(X,S))|.
Applying the orbit-stabilizer property for r orbits of HG0 =
⋃r
i=1H
K
i , we get |H
K
i | =
|K|
|KHi |
(1 ≤ i ≤ r). Since {±(In, In)} is a subgroup of KHi , we have
|K|
|KHi |
≤
|K|
2
.
This and Claim 1 imply
(n− 1)!(n − 1)!
|Autx0(H0)|
|D|2
2
≤ |H
Gx0
0 | ≤ |H
G
0 | = |
r⋃
i=1
HKi | ≤
|K|
2
r.
By Claim 2, we have
(n − 1)!(n − 1)!
|Autx0(H0)||Aut(X,S)||Iso(X,S)|
≤ r.
This completes the proof of Theorem 1.3
4. Tables for isomorphism classes
We obtain Table 2 and Table 3 using GAP. In these tables, AS(n,m) means that the association
scheme of order n labeled by #No. m in web-site [5], (∗) means the number of similarity classes of
Hadamard matrices with respect to the (X,S) and (∗∗) means the lower bound given in Theorem
1.3. By [3, page 277, 1.49] and [7], Table 1 in this paper, we deal with only one Hadamard matrix
up to equivalence for the cases n = 4, 8.
n 4 8 12 16 20 24 28 32 36 40
# 1 1 1 5 3 60 487 13710027 > 15000000 > 366000000000
Table 1: The number of equivalence classes of Hadamard matrices of order n
Isomorphism classes of association schemes induced by Hadamard matrices of order 4
Let H be the set of all Hadamard matrices of order 4. Then |H| = 768.
Put H0 :=


1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1

, H1 :=


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

,
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H2 :=


1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1

 and H3 :=


1 1 1 1
1 −1 −1 1
1 1 −1 −1
1 −1 1 −1

.
Then we obtain the following:
(i) (X,S) = AS(4, 1)
H = HK10
HK10 = H
K1
1 = H
K1
2 = H
K1
3 has 768 elements;
(ii) (X,S) = AS(4, 2)
H = HK20 ·∪H
K2
2
HK20 = H
K2
1 has 256 elements and H
K2
2 = H
K2
3 has 512 elements;
(iii) (X,S) = AS(4, 3)
H = HK30 ·∪H
K3
1 ·∪H
K3
3
HK30 = H
K3
2 has 384 elements, H
K3
1 has 128 elements and H
K3
3 has 256 elements;
(iv) (X,S) = AS(4, 4)
H = HK40 ·∪H
K4
2
HK40 = H
K4
1 has 256 elements and H
K4
2 = H
K4
3 has 512 elements,
where Ki is the group given in (4) defined by AS(4, i). Table 2 is calculated according to Theorem
1.3 and note that |Autx0(H0)| = 6 .
(X,S) |Aut(X,S)| |Iso(X,S)| (∗) (∗∗)
Number of
non− Schurian
AS(4, 1) 24 24 1 1 0 AS(16, 30)
AS(4, 2) 8 8 2 1 1 AS(16, 54 − 55)
AS(4, 3) 4 24 3 1 1 AS(16, 77 − 79)
AS(4, 4) 4 8 2 1 2 AS(16, 89 − 90)
Table 2: Isomorphism classes of association schemes induced by Hadamard matrices of order 4
Isomorphism classes of association schemes induced by Hadamard matrices of order 8
Let H be the Hadamard matrix which is obtained from PG(2, 2). Then |Autx0(H)| = 168 (see [6,
Theorem 4]).
Table 3 is calculated according to Theorem 1.3.
Isomorphism classes of association schemes induced by Hadamard matrices of order
2n and a cyclic group of order 2n
Let (X,S) = I(C2n) (for the definition of I(C2n), see [11] page 177). Then Aut(X,S) = R(C2n)
and Iso(X,S) = R(C2n) ⋊ Aut(C2n), where R(C2n) is the group ({fa : C2n → C2n | a ∈ C2n}, ◦)
and fa(x) = xa. Therefore, |Aut(X,S)| = 2
n and |Iso(X,S)| = 22n−1.
Let H be a Hadamard matrix induced by PG(2, n − 1), which is called a Sylvester matrix.
Then |Autx0(H)| = (2
n − 20)(2n − 21) · · · (2n − 2n−1). Therefore, by Theorem 1.3, there are at
least (2
n−1)!(2n−1)!
23n(2n−20)(2n−21)···(2n−2n−1)
isomorphism classes of association schemes which are obtained by
I(C2n) and H.
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(X,S) |Aut(X,S)| |Iso(X,S)| (∗) (∗∗)
Number of
non− Schurian
AS(8, 1) 40320 40320 1 1 0 AS(32, 53)
AS(8, 2) 384 384 17 1 17 AS(32, 4031 − 4047)
AS(8, 3) 1152 1152 6 1 6 AS(32, 4117 − 4122)
AS(8, 4) 128 128 56 5 55 AS(32, 4529 − 4584)
AS(8, 5) 48 48 218 33 217 AS(32, 4646 − 4863)
AS(8, 6) 24 48 104 66 104 AS(32, 5083 − 5186)
AS(8, 7) 32 192 130 13 129 AS(32, 5473 − 5602)
AS(8, 8) 32 64 143 37 143 AS(32, 5745 − 5887)
AS(8, 9) 64 384 37 4 37 AS(32, 6068 − 6104)
AS(8, 10) 16 32 337 148 337 AS(32, 6105 − 6441)
AS(8, 11) 64 128 60 10 59 AS(32, 6884 − 6943)
AS(8, 12) 16 32 247 148 247 AS(32, 6944 − 7190)
AS(8, 13) 16 64 377 74 376 AS(32, 7785 − 8161)
AS(8, 14) 16 64 319 74 319 AS(32, 8598 − 8916)
AS(8, 15) 16 64 286 74 286 AS(32, 9288 − 9573)
AS(8, 16) 16 64 179 74 179 AS(32, 9892 − 10070)
C2 × C2 × C2 8 1344 65 8 64 AS(32, 11168 − 11232)
D4 8 64 441 148 441 AS(32, 11305 − 11745)
C4 × C2 8 64 442 148 442 AS(32, 12191 − 12632)
Q8 8 192 138 50 138 AS(32, 13083 − 13220)
C8 8 32 462 296 462 AS(32, 13221 − 13682)
Table 3: Isomorphim classes of association schemes induced by Hadamard matrices of order 8
Acknowledgement
The authors would like to thank anonymous referees for their careful reading and valuable
comments.
References
[1] E. Bannai, T. Ito, Algebraic Combinatorics I: Association Schemes, Benjamin/Cummings,
Menlo Park, 1984.
[2] A.E. Brouwer, A.M. Cohen, A. Neumaier, Distance-Regular Graphs, Springer-Verlag, Berlin,
1989.
[3] C.J. Colbourn, J.H. Dinitz, Handbook of Combinatorial Designs, Second Edition, CRC Press,
2006.
[4] Y. Egawa, Characterization of H(n, q) by the parameters, J. Combin. Th. (A) 31 (1981) 108–
125.
11
[5] A. Hanaki, I. Miyamoto, Classification of association schemes of small order, Online catalogue.
http://kissme.shinshu-u.ac.jp/as.
[6] W.M. Kantor, Automorphism groups of Hadamard matrices, J. Combin. Th. (A) 6 (1969)
279–281.
[7] H. Kharaghani and B. Tayfeh-Rezaie, Hadamard matrices of order 32, J. Combin. Des. 21
(2013) 212–221.
[8] M. Muzychuk, I. Ponomarenko, On pseudocyclic association schemes, Ars Math. Contemp. 5
(2012) 1–25.
[9] J.J. Rotman, An Introduction to the Theory of Groups, Forth Edition, Springer, 1999.
[10] P. Terwilliger, The Johnson graph J(d, r) is unique if (d, r) 6= (2, 8), Discrete Math. 58 (1986)
175–189.
[11] P.-H. Zieschang, An Algebraic Approach to Association Schemes, Lecture Notes in Mathemat-
ics 1628, Springer, Berlin, 1996.
[12] P.-H. Zieschang, Theory of Association Schemes, Springer Monographs in Mathematics,
Springer, Berlin, 2005.
12
