Distributed multi-task adaptive strategies are useful to estimate multiple parameter vectors simultaneously in a collaborative manner. The existed distributed multi-task strategies use diffusion mode of cooperation in which during adaptation step each node gets the cooperation from it neighborhood nodes but not in the same cluster and during combining step each node combines the intermediate estimates of it neighboring nodes that belong to the same cluster. For this the nodes need to transmit the intermediate estimates to its neighborhood. In this paper we propose an extension to the multi-task diffusion affine projection algorithm by allowing partial sharing of the entries of the intermediate estimates among the neighbors. The proposed algorithm is termed as multi-task Partial diffusion Affine projection Algorithm (multi-task Pd-APA) which can provide the trade-off between the communication performance and the estimation performance. The performance analysis of the proposed multi-task partial diffusion APA algorithm is studied in mean and mean square sense. Simulations were conducted to verify the analytical results.
where p and q denote two cluster indexes. We say that two clusters C p and C p are connected if there exists at least one edge linking a node from one cluster to a node in the other cluster.
In clustered multi-task networks the nodes that are grouped into cluster estimate the same coefficient vector. Thus, consider the cluster C(k) to which node k belongs. Under certain settings, in order to provide independence from the input data correlation statistics, we introduce normalized updates with respect to the input regressor at each node u k (n).
Following the same line of reasoning from [10] , [11] in the single-task case, and by following same procedure mentioned in [10] , [25] the following diffusion strategy of the adapt-then-combine (ATC) for clustered multi-task Normalized LMS (NLMS) is derived in distributed manner:
ρ kl (w l (n) − w k (n))
a lk ψ l (n + 1)
By extending the above clustered multi-task diffusion strategy to data-reuse case, we can derive the following Affine projection algorithm (APA) [26] based clustered multi-task diffusion strategy:
where η denotes a regularization parameter with small positive value, ε is employed to avoid the inversion of a rank deficient matrix U k (n)U T k (n) and the input data matrix U k (n), desired response vector d k (n) are given as follows
. . .
The clustered multi-task diffusion APA algorithm is given below:
A. Multi-task APA with partial diffusion adaptation
To reduce the communication load among nodes during cooperation, partial diffusion strategy [20] and [21] that aims to transmit only a subset of coefficients (M in number, M ≤ L) of intermediate estimates from each node to its neighborhood.
The selection of coefficients at node k and time instant n can be characterized by an L × L diagonal matrix, denoted by S k (n)
that has M ones and L − M zeros on its diagonal. The position of ones specify the selected entries. we adopted the same Algorithm 1: Multi-task diffusion APA over adaptive networks 0: Start w k (0) = 0 for all k, and repeat:
diffusion strategies presented in [20] and [21] .
Therefore the multi-task partial diffusion APA over adaptive networks is given as follows:
Algorithm 2: Multi-task partial diffusion APA over adaptive networks 0: Start w k (0) = 0 for all k, and repeat:
III. PERFORMANCE ANALYSIS OF MULTI-TASK APA WITH PARTIAL DIFFUSION This section gives the performance of the proposed multi-task partial diffusion APA algorithm in mean and mean square sense.
A. Network Global Model
Before proceed to performance analysis, first, let us define the global representations as
where
to collect the local step-sizes and regularization parameters. From the linear model of the form (1), the global model at network level is obtained as
The analysis presented in [27] and [28] serves as the basis for this work. Using the above expressions, the global model of multi-task diffusion APA is therefore formulated as follows:
and
with 1 N denoting a N × 1 vector and O L denoting the L × L zero matrix. Now the objective is to study the performance behavior of the multi-task partial diffusion APA governed by the form (12).
B. Mean Error Behavior Analysis
The global error vector e(n) is related to the local error vectors e k (n) as
By denoting w(n) = w ⋆ − w(n) the global weight error vector can be rewritten as
Using these results the recursive update equation of global weight error vector can be written as
Taking the expectation E[·] of both sides, using the statistical independence of B(n) and Q M (n) and recalling that v k (n) is zero-mean i.i.d and also independent of U k (n) and thus of w k (n), the network mean error vector can be written as follows:
with Q = P − I LN is the matrix that involves in multi-task full diffusion APA and p = M L , is the probability that a particular entry is transmitted. Therefore, for any initial condition, in order to guarantee the stability of the multi-task partial diffusion APA strategy in the mean sense if, and only if, the step size µ k has to be chosen to satisfy
and ρ(·) denotes the spectral radius of its argument. Since any induced matrix norm is lower bounded by the spectral radius, we can write the following relation in terms of block maximum norm:
Now using the norm inequalities and the fact that as shown in the above the rows of B add up to unity, we have
Let A be the an L × L matrix, then from Gershgorin circle theorem, we have:
By assuming µ k = µ, and using the above result, a sufficient condition for (22) to hold is to choose µ k such that
Above result clearly shows that the mean stability limit of the multi-task partial diffusion APA is lower than the diffusion APA due to the presence of η however, it is better than the multi-task full diffusion APA. It is easy to verify that when p = 0 that means no cooperation during adaptation and combining, the conditio on µ k is same as APA (recall diffusion APA bound also same). on the other hand when p = 1 that means full cooperation i.e., all the coefficients are sharing to neighborhood in each iteration, the limit on µ k is simply becomes same as multi-task diffusion APA.
In steady-state i.e., as n → ∞ the asymptotic mean bias is given by
C. Mean-Square Error Behavior Analysis
The recursive update equation of weight error vector can be rewritten as
To extract the matrix Σ from the expectation terms, a weighted variance relation is introduced by using L 2 N 2 × 1 column vectors:
where bvec{·} denotes the block vector operator. In addition, bvec{·} is also used to recover the original matrix Σ from σ.
One property of the bvec{⊗ b } operator when working with the block Kronecker product [29] is used in this work, namely,
where P ⊗ b Q denotes the block Kronecker product [29] , [30] of two block matrices.
Using (32) to (29) after block vectorization, the following terms on the right side of (29) are given by
Therefore, a linear relation between the corresponding vectors {σ, σ ′ }is formulated by
The evaluation of F involves evaluating mainly two quantities that are
First, Φ is evaluated as follows:
By defining Ω S = E S T (n) ⊗ b S T (n) we can evaluate the terms as follows:
Therefore using these results we have
In the same way we can also evaluate the quantity Υ = E Q T (n) ⊗ b Q T (n) as follows:
Finally, the quantity Ω S = S T (n) ⊗ b S T (n) can be calculated as follows:
with
The probability that at a given time two different entries of a single node are transmitted is (
. Moreover, in the uncoordinate partial-diffusion scheme, at any given time instant, the probability that at a given time two different entries of two different nodes are transmitted is p 2 . Therefore from [23] , for uncoordinated partial diffusion scheme, we have
and alternatively, for the coordinated partial diffusion scheme, we have
On the other hand, for periodic partial diffusion scheme, we have
There fore, using the above results for periodic partial diffusion scheme we can write
As proved in [11] we can prove that the sum of each row of Φ is equal to 1. Using these results F can be rewritten as,
] denote a N P × N P diagonal matrix, whose entries are the noise variances σ
and given by
Using the independence assumption of noise signals, the term
Consider the term E w T (n) G T (n) Σ r(n) that can be simplified as follows:
Same way we can write E r T (n) ΣG(n) w(n) as follows:
Therefore, let us define the f r, E[ w(n)], σ as the last three terms on the right hand side of the (28), i.e,
Therefore, from the above results the mean-square behavior of the multi-task partial diffusion APA algorithm is summarized as follows:
The proposed multi-task partial diffusion strategy presented in (7) is mean square stable if the matrix F is stable. Iterating the recursion (74) starting from n = 0, we get E w(n + 1)
with initial condition w(0) = w ⋆ −w(0). If the matrix F is stable then the first and second terms in the above equation converge to a finite value as n → ∞. Now, let us consider the third term on the RHS of the (75). We know that E[ w(n)] is uniformly bounded because (III-B) is a BIBO stable recursion with bounded driving term B Dη Q M w ⋆ = pB Dη Qw ⋆ . Therefore, from
Provided that F is stable and there exist a matrix norm, denoted by · p such that F p = c p < 1. Applying this norm to f and using the matrix norms and triangular inequality, we can write f r, E[ w(n − i)],
given v is a small positive constant. Therefore E w(n + 1)
2 σ converges to a bounded value as n → ∞, and the algorithm is said to be mean square stable.
By selecting Σ = 1 N I LN we can relate E w(n + 1) 2 σ and E w(n) 2 σ as follows:
we can rewrite the last two terms in the above equation as,
Therefore, the recursion presented in (74) can be rewritten as,
Steady-state MSD of the multi-task partial diffusion APA strategy over asynchronous network is given as follows
IV. SIMULATION RESULTS
A network consists of 9 nodes with the topology shown in Fig. 1 was considered for simulations. The nodes were grouped into 3 clusters: C 1 = {1, 2, 3}, C 2 = {4, 5, 6}, and C 3 = {7, 8, 9}. To evaluate the performance of the proposed multi-task partial diffusion APA, randomly generated coefficient vectors of length L = 256 taps are considered for simulations. Randomly generated coefficient vectors of the form w * C k other l. This settings usually leads to asymmetrical regularization weights. The coefficient matrix C was taken to be identity matrix and the combiner coefficients a lk were set according to Metropolis rule.
The input regressors u k (n) were taken from zero mean, Gaussian distribution with correlation statistics as shown in the Fig Projection order was taken to be 8 and the initial taps were chosen to be zero. Normalized MSD was taken as the performance parametric to compare the diffusion strategies. The regularization parameter η = 0.0018 was maintained same value. Simulation results were obtained by averaging 50 Monte-Carlo runs. From the above results we can make the following observations:
• Multi-task partial diffusion APA exhibits a tradeoff between the communication load and the estimation performance.
• AS expected, multi-task partial diffusion APA convergence rate was slower than multi-task full diffusion APA, however its steady state performance was better than the full multi-task diffusion APA. The partial diffusion during the adaptation step affect the convergence rate however improves the steady state performance. Theoretically, we can observe the eigen value of F is greater than the eigen value of F M i.e., λ i (F L ) ≥ λ i (F M ) where M ≤ L.
V. CONCLUSIONS
In this paper, we presented the multi-task partial diffusion APA strategies which are suitable for multi-task networks that need less communication load. The proposed strategy is also robust against the correlated input conditions. The performance analysis of the proposed multi-task diffusion APA is presented in mean and mean square sense.
