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I.  Pendahuluan  
  Data Mining merupakan proses ekstraksi data menjadi informasi yang memungkinkan para 
pengguna untuk mengakses secara cepat data dengan  jumlah yang besar, dengan teknik yang tepat proses 
data mining akan memberikan hasil yang optimal [1]. Setiap data pada data mining terdiri dari kelas tertentu 
bersama dengan variabel dan faktor-faktor penentu kelas variabel tersebut. Dengan data mining, peneliti 
dapat menentukan suatu kelas dari variabel data yang dimiliki[2]. 
 Salah satu tujuan yang banyak dihasilkan dalam data mining adalah klasifikasi[3]. Menurut Abdillah 
(2018), klasifikasi merupakan penggolongan atau pengelompokan fungsi yang menjelaskan atau 
membedakan konsep atau kelas data, dengan tujuan untuk memperkirakan kelas dari suatu objek yang 
labelnya belum diketahui atau pembagian sesuatu menurut kelas-kelas nya.  Metode-metode klasifikasi data 
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K-Nearest Neighbor merupakan salah satu algoritma data mining yang dapat 
digunakan untuk proses klasifikasi. K-Nearest Neighbor bekerja 
mengklasifikasikan data berdasarkan jarak terdekat. Penelitian ini 
menggunakan metode Euclidean distance dan Manhattan distance untuk 
menghitung jarak dalam pengklasifikasian transportasi bus jalur 
Lhokseumawe-Medan.  Data yang digunakan diperoleh dari Organisasi 
Angkutan Darat Kota Lhokseumawe. Berdasarkan hasil pengujian yang 
telah dilakukan dengan k=3, didapatkan performansi K-NN dengan 
Euclidean Distance dengan nilai rata-rata dari Precision 44,94%, Recall 
37,06%, Accuracy 81,96%. Sedangkan performansi K-NN dengan 
Manhattan Distance diperoleh nilai rata-rata dari Precision sebesar 45,49%, 
Recall 36,39%, Accuracy 84,00%. Hasil analisis perbandingan perhitungan 
jarak didapatkan nilai akurasi tertinggi pada Manhattan Distance, dengan 
selisih 2,04% lebih tinggi daripada Euclidean Distance. Persentase tersebut 
menunjukkan bahwa Manhattan Distance lebih akurat dibandingkan dengan 










K-Nearest Neighbor is a data mining algorithm that can be used to classify 
data. K-Nearest Neighbor works based on the closest distance. This research 
using the Euclidean and Manhattan distances to calculate the distance of 
Lhokseumawe-Medan bus transportation. Data that used in this research was 
obtained from the Organisasi Angkutan Darat Kota Lhokseumawe. The 
results of the test with k = 3 has obtained the percentage of 44.94% for 
Precision, 37.06% Recall, and 81.96% Accuracy for the performance of K-
NN with Euclidean Distance. Whereas by using Manhattan Distance the 
result obtained was 45.49% for Precision, 36.39% Recall, and 84.00% 
Accuracy. The result shown that Manhattan Distance obtained the highest 
accuracy, with the difference of 2.04% higher than Euclidean Distance. It 
indicates that Manhattan Distance is more accurate than Euclidean Distance 
to classify the bus transportation. 
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mining yang telah dilakukan oleh peneliti sebelumnya antara lain C4.5, RainForest, Naïve Bayesian, Neural 
Network, Genetic Algorithm, Fuzzy, Case-Based Reasoning, dan K-Nearest Neighbor. 
 Penelitian ini bertujuan untuk menganalisis performansi dari algoritma K-NN dengan 
membandingkan hasil akurasi dari metode Euclidean Distance dan Manhattan Distance pada klasifikasi 
Transportasi Bus Lhokseumawe-Medan. Data yang digunakan diperoleh dari Organisasi Angkutan Darat 
Kota Lhokseumawe. Adapun hasil analisis performansi terbaik dapat dijadikan rekomendasi dalam pemilihan 
metode perhitungan distance pada algoritma klasifikasi K-NN. 
 
II. Metode  
A. Kerangka Penelitian 
 Metode klasifikasi data mining yang digunakan adalah K-Nearest Neighbor dengan menggunakan 
Euclidean Distance dan Manhattan Distance untuk perhitungan jarak. Framework penelitian dapat dilihat 
paga Gambar 1. 
 
Gambar 1. Framework Penelitian 
 
 Adapun langkah pertama adalah memilih dataset yang akan digunakan dalam proses penelitian, 
dalam penelitian ini menggunakan dataset Transportasi Bus Lhokseumawe-Medan. Selanjutnya pembagian 
dataset data training dan data data testing. Setelah pembagian data menjadi dua bagian training dan testing 
dilakukan langkah seleksi Class dengan menggunakan Algoritma K-NN dengan dua metode pendekatan 
Euclidean Distance dan Manhattan Distance[4].  
 Langkah selanjutnya setelah didapatkan Class terbaik adalah tahapan klasifikasi data dengan metode 
klasifikasi data mining, sementara itu data testing yang telah terseleksi kemudian dilakukan validasi dengan 
data training. Setelah data training dan testing divalidasi dengan menggunakan metode klasifikasi. Langkah 
terakhir yaitu membandingkan hasil klasifikasi akurasi untuk mengetahui metode terbaik untuk klasifikasi 
dataset Transportasi Bus Lhokseumawe-Medan. 
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B. Algoritma K-Nearest Neighbor 
 K-Nearest Neighbor merupakan salah satu algoritma yang digunakan dalam pengklasifikasian[5]. 
Prinsip kerja K-Nearest Neighbor (KNN) adalah mencari jarak terdekat antara data yang akan dievaluasi 
dengan K-Nearest Neighbor terdekatnya dalam data pelatihan[6]. Adapun langkah-langkah penggunaan 
metode K-NN ini dijelaskan sebagai berikut: 
1. Tentukan parameter K  
2. Hitung jarak antara data yang akan dievaluasi dengan semua pelatihan  
3. Urutkan jarak yang terbentuk (urutan dari nilai yang terkecil hingga nilai yang terbesar).  
4. Tentukan jarak terdekat sampai urutan K  
5. Pasangkan kelas yang bersesuaian  
6. Cari jumlah kelas dari tetangga yang terdekat dan tetapkan kelas tersebut sebagai kelas data yang 
akan dievaluasi[7]. 
 
 Menurut Kustiyahningsih (2015), ada beberapa Metode Pendekatan K-NN. Dalam penelitian ini 
Metode Pendekatan yang digunakan adalah Metode Euclidean Distance dan Manhattan Distance. Berikut 
adalah rumus (1) untuk mencari nilai akar dari kuadrat dua vector [8]. 
 
Keterangan:  
x1 = Sampel data  
x2 = Data uji atau data testing  
i    = Variabel data  
d   = Jarak  
p   = Jumlah data training 
 
 
 Dimana dij dengan rumus (2) adalah jarak antara data testing dan data training dengan semua 
parameternya. W merepresentasikan dari jumlah bobot.  X adalah data testing. C adalah training dalam case 
base [9]. 
 
C. Confussion Matrix 
 Confussion matrix melakukan pengujian untuk memperkirakan objek yang benar dan salah [10] lihat 
Tabel 1. Urutan pengujian ditabulasikan dalam confusion matrix dimana kelas yang diprediksi ditampilkan di 
bagian atas matriks dan kelas yang diamati di bagian kiri[11]. Setiap sel berisi angka yang menunjukkan 
berapa banyak kasus yang sebenarnya dari kelas yang diamati untuk diprediksi[12]. 
 








TP  = True Positive 
TN = True Negative 
FP  = False Positive 
FN = False Negative 
Adapun rumus perhitungan confusion matrix jika di tuliskan seperti dibawah ini[13]: 
 
a. Precision berguna untuk mengukur tingkat ketepatan antara informasi yang diminta oleh pengguna 




b. Recall berguna untuk mengukur tingkat keberhasilan sistem dalam menemukan kembali sebuah 
informasi, pada persamaaan (4). 
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b. Accuracy berguna untuk mengukur kinerja sebuah metode[15] dengan persamaan (5). 
 
 
III. Hasil dan Pembahasan 
A. Data Training dan Data Testing 
 Adapun data training dan data testing yang digunakan pada penelitian ini dapat dilihat pada Tabel 2 
dan Tabel 3. 
Tabel 2.  Data Training 
NO X1 X2 X3 X4 X5 X6 Klasifikasi 
1 9 1 1 11 13 11 Sempati Star, Type 1626 
2 9 1 1 11 13 10 Sempati Star, Type 1626 
3 7 1 1 11 13 6 Sempati Star, Type 1626 
4 6 1 1 11 13 5 Sempati Star, Type 1626 
5 5 1 1 11 13 4 Sempati Star, Type 1626 
6 3 1 1 11 13 3 Sempati Star, Type 1626 
7 1 1 1 11 13 2 Sempati Star, Type 1626 
8 11 3 2 11 8 11 Sempati Star, Type K-410 
9 11 3 2 11 8 10 Sempati Star, Type K-410 
10 10 3 2 11 8 9 Sempati Star, Type K-410 
….. … … … … … … …… 
176 2 3 2 11 4 2 Kurnia Type, 2542 
 
Tabel 3.  Data Testing 
NO X1 X2 X3 X4 X5 X6 Klasifikasi 
1 8 1 1 11 13 9 Sempati Star, Type 1626 
2 8 1 1 11 13 8 Sempati Star, Type 1626 
3 7 1 1 11 13 7 Sempati Star, Type 1626 
4 9 3 2 11 8 7 Sempati Star, Type K-410 
5 9 3 2 11 8 6 Sempati Star, Type K-410 
…. …. … … … … … ………… 
75 8 3 2 11 4 5 Kurnia Type, 2542 
 
B. Perhitungan K-NN dan Euclidean Distance 
Tabel 4.  Hasil Perhitungan Jarak 1 Data Uji Dengan Data Training 
No Jarak Class 
1 2,236068 Sempati Star,Mercedes Benz Type 1626 
2 1,414214 Sempati Star,Mercedes Benz Type 1626 
3 3,162278 Sempati Star,Mercedes Benz Type 1626 
4 4,472136 Sempati Star,Mercedes Benz Type 1626 
5 5,830952 Sempati Star,Mercedes Benz Type 1626 
6 7,81025 Sempati Star,Mercedes Benz Type 1626 
7 9,899495 Sempati Star,Mercedes Benz Type 1626 
8 6,557439 Sempati Star,Scania Type K-410 
9 6,324555 Sempati Star,Scania Type K-410 
10 5,830952 Sempati Star,Scania Type K-410 
…. ….. …………………………………. 
…. ….. …………………………………. 
176 13,07669 Kurnia,Mercedes benz, Type 2542 
 
 Untuk pengujian jarak 2 sampai jarak ke 75 pengujian dilakukan dengan langkah yang sama seperti 
perhitungan jarak 1 pada Tabel 4. 
 
Tabel 5.  Hasil Pengurutan Jarak Data Uji Dengan Data Training 
Perhitungan Jarak 1 
No Jarak Class 
61 1 Putra Pelangi,Mercedes Benz Type 1625 
2 1,414 Sempati Star,Mercedes Benz Type 1626 
62 1,414 Putra Pelangi,Mercedes Benz Type 1625 
60 1,732 Putra Pelangi,Mercedes Benz Type 1625 
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Perhitungan Jarak 1 
No Jarak Class 
165 1,732 Anugerah,Mercedes Benz Type 1836 
68 2 Putra Pelangi,Mercedes Benz Type 1626 
166 2 Anugerah,Mercedes Benz Type 1836 
1 2,236 Sempati Star,Mercedes Benz Type 1626 
59 2,449 Putra Pelangi,Mercedes Benz Type 1625 
63 2,449 Putra Pelangi,Mercedes Benz Type 1625 
… ….. ………………………………………. 
… ….. ………………………………………. 
107 15,55 Putra Pelangi,Mercedes Benz Type MB 1836 
 
 Untuk pengurutan jarak ke 2 sampai jarak ke 75 dilakukan dengan langkah pencarian yang sama 
seperti pengurutan jarak ke 1 pada Tabel 5. Dengan menggunakan k=3 maka 3 jarak terdekat adalah 61,2,62. 
Begitu juga Untuk perhitungan nilai k yang ke 2-176. 
 
Tabel 6.  Hasil Perhitungan Nilai K antara Data Uji Dengan Data Training 
Perhitungan Jarak 1 
No Jarak Class K 
61 1 Putra Pelangi,Mercedes Benz Type 1625 1 
2 1,4142 Sempati Star,Mercedes Benz Type 1626 2 
62 1,4142 Putra Pelangi,Mercedes Benz Type 1625 3 
  
 Setelah didapatkan semua hasil perhitungan dari Precision, Recall, Accuracy dengan k=1, k=2 dan 
k=3 dengan confusion matrix, maka didapat persentase hasil perhitungan Euclidean Distance pada Tabel 7. 
 
Tabel 7. Hasil Analisis Performansi K-NN dan Euclidean Distance 
 Precision Recall Accuracy 
K=1 0,502083 0,375 0,856 
K=2 0,538889 0,4306 0,8187 
K=3 0,3072 0,3063 0,784 
 0,449391 0,3706 0,8196 
 44,94% 37,06% 81,96% 
 
  Adapun hasil analisis performansi K-NN dan Euclidean Distance dalam bentuk grafik dapat dilihat 
pada Gambar 2. 
 
Gambar 2. Grafik hasil analisis performansi K-NN dan Euclidean Distance 
 
Berdasarkan hasil perhitungan diatas didapat nilai Precision 44,94%, Recall 37,06%, Accuracy 81,96%. 
 
C. Perhitungan K-NN dan Manhattan Distance 
 Adapun hasil analisis performansi K-NN dengan menggunakan Manhattan Distance dapat bdilihat pada 
Tabel 8. 
Tabel 8. Hasil Analisis Performansi K-NN dan Manhattan Distance 
 Precision Recall Accuracy 
K=1 0,515212 0,3861 0,8666 
K=2 0,553142 0,3861 0,8666 
K=3 0,296212 0,3199  0,7866 
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 Precision Recall Accuracy 
 0,454855 0,363888 0,84 
 45,49% 36,39% 84,00% 
 
  Adapun hasil analisis performansi K-NN dan Manhattan Distance dalam bentuk grafik dapat dilihat 
pada Gambar 3. 
 
Gambar 3. Grafik hasil analisis performansi Manhattan Distance 
 
Berdasarkan hasil perhitungan diatas didapat nilai Precision 45,49%, Recall 36,39%, Accuracy 84,00%. 
 
D. Perbandingan Performansi K-NN dan Euclidean Distance dengan K-NN dan Manhattan Distance 
Berdasarkan hasil analisis performansi dengan perhitungan Euclidean Distance dan Manhattan 
Distance disajikan seperti pada Tabel 9. 
 
Tabel 9. Komparasi K-NN dan Euclidean Distance dan Manhattan Distance 
  Euclidean Distance Manhattan Distance 
Precision 44,94% 45,49% 
Recall 37,06% 36,39 
Acuracy 81,96% 84,00% 
  
Adapun hasil komparasi dalam bentuk grafik dapat dilihat pada Gambar 4. 
 
 
Gambar 4. Grafik Hasil Komparasi K-NN dengan Euclidean Distance dan Manhattan Distance 
 
Nilai akurasi yang tertinggi di dapat oleh Manhattan Distance selisih 2,04% lebih tinggi 
dibandingkan dengan Euclidean Distance. Persentase tersebut menunjukkan bahwa Manhattan Distance 
lebih akurat dibandingkan dengan Euclidean Distance.  
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E. Implementasi Sistem 
 Pada penelitian ini sistem klasifikasi transportasi bus dibangun berdasarkan keburtuhan penumpang 






Gambar 5. Implementasi Sistem 
 
111 ILKOM Jurnal Ilmiah Vol. 12, No. 2, Agustus 2020, pp.104-111 E-ISSN: 2548-7779 
 
 Dinata, et. al. (Algoritma K-Nearest Neighbor dengan Euclidean Distance dan Manhattan Distance untuk Klasifikasi 
Transportasi Bus) 
IV.  Kesimpulan dan Saran 
Dari hasil pengujian yang telah dilakuan dapat disimpulkan bahwa penerapan metode K-NN dengan 
metode Euclidean Distance dan Manhattan Distance diperoleh hasil akurasi tertinggi dengan nilai sebesar 
84%, dengan k=3. Metode Pendekatan Manhattan Distance memiliki nilai selisih 2,04% lebih tinggi 
dibandingkan dengan Euclidean Distance. Persentase tersebut menunjukkan bahwa Manhattan Distance 
lebih akurat dibandingkan dengan Euclidean Distance sehingga Manhattan Distance bekerja dengan baik 
dalam memberikan rekomendasi untuk klasifikasi transportasi bus. Adapun saran peneliti untuk penelitian 
lebih lanjut adalah perlu penerapan metode lainnya dalam analisis performansi klasifikasi data mining seperti 
algoritma SVM dan Naïve Bayes. 
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