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FLOER HOMOLOGY OF LAGRANGIANS IN CLEAN
INTERSECTION
FELIX SCHMA¨SCHKE
Abstract. We consider Floer homology associated to a pair of closed La-
grangian submanifolds that satisfy a monotonicty assumption. If the La-
grangians intersect cleanly we decribe two spectral sequences which help to
compute their Floer homology. The spectral sequences are constructed using
a Morse-Bott version of Floer homology. We give a full treatment of the theory
including the orientations.
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1. Introduction
Floer homology was introduced by A. Floer in [16] to study the fixed points of
Hamiltonian diffeomorphism and used to prove the Arnold conjecture for aspher-
ical symplectic manifolds. It is a module HF∗(L0, L1) associated to two closed
Lagrangian submanifolds L0, L1 ⊂M of a symplectic manifold (M,ω), which tech-
nically speaking is only well-defined under additional assumptions on L0 and L1. If
the requirements are met and Floer homology is defined, there are natural isomor-
phisms HF∗(L0, L1) ∼= HF∗(ϕH(L0), L1) ∼= HF∗(L0, ϕH(L1)) for any Hamiltonian
diffeomorphisms ϕH :M →M and moreover the rank of HF∗(L0, L1) gives a lower
bound on the number of points in L0 ∩ ϕH(L1) whenever L0 intersects ϕH(L1)
transversely.
Let P(L0, L1) be the space of paths x : [0, 1] → M such that (x(0), x(1)) ∈
L0×L1 and fix an element x∗ ∈ P(L0, L1). In this paper we review the construction
of Floer homology under the assumption that there exists constants τ > 0 and
N ∈ N with N ≥ 3 such that for all smooth maps u : S1 × [0, 1] → M with
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(u(·, 0), u(·, 1)) ⊂ L0 × L1 and u(0, ·) = x∗ we have∫
u∗ω = τµ(u), µ(u) ∈ NZ . (M)
Here µ(u) = µ(λ1)− µ(λ0) is the difference of the Maslov indices of loops of linear
Lagrangian subspaces λ0 and λ1 obtained from u(·, 0)∗TL0 and u(·, 1)∗TL1 respec-
tively by a symplectic trivialization of u∗TM . These are precisely the assumptions
of [43] and are in particular satisfied if L0, L1 and M are simply connected and M
is monotone in the usual sense with minimal Chern number greater or equal to 2.
Moreover we show that Floer homology is defined over the integers whenever the
pair (L0, L1) is relative spin.
We are interested in the computation of Floer homology whenever L0 and L1
intersect cleanly; i.e. the intersection L0 ∩ L1 is a submanifold of M and for all
p ∈ L0 ∩ L1 we have
Tp(L0 ∩ L1) = TpL0 ∩ TpL1 .
Such a situation arises frequently in examples. We consider the set of connected
components C1, . . . , Ck of L0 ∩L1 which are connected to the fixed path x∗ within
P(L0, L1) where we think of a point in L0∩L1 as a constant path in P(L0, L1). For
every j = 1, . . . , k fix a point pj ∈ Cj and choose a map uj : [−1, 1]× [0, 1] → M
such that (uj(·, 0), uj(·, 1)) ⊂ L0×L1, uj(−1, ·) ≡ p1 and uj(1, ·) ≡ pj ∈ Cj . Define
A(Cj) := −
∫
u∗jω, µ(Cj) := −µ(uj)−
1
2
dimCj +
1
2
dimC1 ,
where µ(uj) denotes the Robbin-Salamon index of the pair of Lagrangian paths ob-
tained from (uj(·, 0)∗TL0, uj(·, 1)∗TL1) using a symplectic trivialization of u∗jTM
which is constant on uj(±1, ·) (cf. [44]). By (M) we assume that without loss of
generality the maps uj are chosen such that for all j = 1, . . . , k we have
0 ≤ A(Cj) < τN .
We denote by 0 ≤ a1 < a2 < · · · < aκ < τN the values attained by A(Cj)
for j = 1, . . . , k. With these preparations we have the following result, which is
based on ideas of Oh [41], Biran-Cornea [10] and Seidel [50]. For the corresponding
statement including orientations see Theorem 9.18.
Theorem 1.1. Suppose that L0, L1 ⊂ M are closed Lagrangian submanifolds in
clean intersection such that (M) holds. Then Floer homology is well-defined and
there exists two spectral sequences E∗∗∗ and E
loc,∗
∗∗ such that the following holds.
(i) The boundary operator of Er∗∗ and E
r,loc
∗∗ has degree (−r, r−1) for all r ∈ N.
(ii) The first page of Eloc,∗∗∗ is given by
Eloc,1ij
∼=
{⊕
{ℓ|A(Cℓ)=ai}
Hi+j−µ(Cℓ)(Cℓ;Z2) if 1 ≤ i ≤ κ, j ∈ Z
0 if otherwise .
(iii) The sequence Eloc,∗∗∗ converges to a graded vector space HF
loc
∗ over Z2 and
we have E1∗∗
∼= Z2[λ±1]⊗HF loc∗ with deg λ = −N .
(iv) The sequence E∗∗∗ converges and we have⊕
i+j=∗
E∞ij
∼= HF∗(L0, L1) .
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We immediately obtain some displacement results. We say that L0 is displaceable
from L1 if there exists a Hamiltonian diffeomorphism ϕH such that ϕH(L0)∩L1 = ∅.
Corollary 1.2. Suppose that L0 is displaceable from L1 and intersects L1 cleanly
along a connected manifold C = L0 ∩ L1, then we have
N ≤ dimC + 1 .
Moreover if 2N > dimC + 1 then for all k ∈ N it holds
Hk(C;Z2) ∼=

Hk+N−1(C;Z2) if 0 ≤ k ≤ dimC −N + 1
0 if dimC −N + 2 ≤ k ≤ N − 2
Hk−N+1(C;Z2) if N − 1 ≤ k ≤ dimC .
Proof. Since there is only one connected component the sequence Eloc,∗∗∗ collapses
at the first page and thus E1∗∗
∼= Z2[λ±1] ⊗ H∗(C;Z2) with deg λ = −N . If the
boundary operator ∂r on page r is non-trivial then necessarily r ∈ NN. If r = N
we have for all q, p¯ ∈ Z
Hq(C,Z2) ∼= ENp¯N,q ∂
N−→ EN(p¯−1)N,q+N−1 ∼= Hq+N−1(C,Z2) .
Suppose by contradiction that N > dimC +1, then we conclude that ∂N is trivial.
Inductively we show that ∂ r¯N : H∗(C;Z2) → H∗+r¯N−1(C;Z2) is trivial for all
r¯ ∈ N. Hence HF∗(L0, L1) ∼=
⊕
p+q=∗ E
1
pq 6= 0. But if L0 is displaceable from L1
the module HF∗(L0, L1) vanishes. This shows the first claim. Suppose now that
2N > dimC + 1. In a similarly manner we show that the only possibly non-trivial
boundary operator is on page r = N . Thus 0 ∼= HF∗(L0, L1) ∼=
⊕
p+q=∗E
2
p,q
∼=
ker∂N/ im∂N . Using ∂N : H∗(C;Z2) → H∗+N−1(C;Z2) we conclude the second
statement. 
The case L0 = L1 = L is a special case of a clean intersection and the pre-
vious corollary implies the well-known result about closed monotone Lagrangian
submanifolds.
Theorem 1.3 (Polterovich, Oh, Albers). If a monotone Lagrangian submanifold
L is displaceable, then the minimal Maslov number NL satisfies
NL ≤ dimL+ 1 .
Moreover we have Hk(L;Z2) = 0 for all dimL−NL + 2 ≤ k ≤ NL − 2.
From the theorem we also obtain Pozniak’s result about Lagrangian submanifolds
intersecting cleanly in one connected component.
Theorem 1.4 (Pozniak). Given closed Lagrangian submanifolds L0, L1 ⊂ M sat-
isfying assumption (M) and such that L0 intersects L1 cleanly along a connected
manifold C = L0 ∩ L1 with dimC + 1 < N , then HF∗(L0, L1) ∼= H∗(C;Z2) for all
0 ≤ ∗ ≤ dimC.
As a third application, we deduce a new result about the topology of the inter-
section of two simply connected Lagrangian submanifolds in CPn × CPn. It is a
generalization of a result of Fortune [23] about fixed points of symplectomorphisms
of CPn. Let ωFS denote the Fubini-Study symplectic form on CP
n.
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Proposition 1.5. Let CPn⊕CPn be equipped with the symplectic form ωFS⊕−ωFS.
Give two simply connected Lagrangian submanifolds L0, L1 ⊂ CPn × CPn inter-
secting cleanly with L0 6= L1. Then L0∩L1 has at least two connected components.
Moreover assume that the intersection L0 ∩ L1 consists of two disjoint connected
components one of which is a point, then we have
H∗(C,Z2) ∼= H∗(CPn−1,Z2) ,
where C denotes the other connected component.
Proof. The Lagrangians have to intersect by a result of Albers [6]. Assume that
L0 ∩ L1 = C has only one connected component. The minimal Chern number
of CPn × CPn equals n + 1. Since L0 and L1 are simply connected, assump-
tion (M) holds with N = 2(n + 1). As in the proof of Corollary 1.2 we conclude
that HF∗(L0, L1) ∼= Z2[λ±1]⊗H∗(C;Z2). By the quantum action Floer homology
HF∗(L0, L1) is a module over the quantum cohomology ring of CP
n ×CPn which
contains an invertible element of degree two. Hence HFk(L0, L1) ∼= HFk+2(L0, L1)
for all k ∈ Z. But this leads to the contradiction because if L0 6= L1 then
dimC < 2n yet on the other hand we have
H0(C;Z2) ∼= HF0(L0, L1) ∼= HF2(L0, L1) ∼= . . . ∼= HF2n(L0, L1) ∼= H2n(C;Z2) .
Now assume that L0 ∩ L1 = {pt} ∪ C. Without loss of generality we assume that
the base point lies on the component C and let d = µ(pt) ∈ Z denote the index of
the intersection point which does not lie on C. Then the local spectral sequence
collapses at the second page and we have Eloc,∞∗ ∼= ker ∂loc,1 ⊕ coker∂loc,1, where
∂loc,1 : H∗(C;Z2)→ Z2[d] (here Z2[d] denotes the group Z2 in degree d). We have
a case distinction. In the first case we assume that ∂loc,1 6= 0. Then coker∂loc,1 = 0
and HF loc∗ is only supported in degrees 0, 1, . . . , dimC < 2n. Similarly as above we
conclude that HF∗(L0, L1) ∼= Z2[λ±1] ⊗HF loc∗ with deg λ = −N which by degree
reasons leads to a contradiction as before using HF∗(L0, L1) ∼= HF∗+2(L0, L1).
In the second case we assume that ∂loc,1 = 0. Then E1∗∗
∼= Z2[λ±1]⊗(H∗(C;Z2)⊕
Z2[d]). If 0 ≤ d ≤ 2n− 1, we obtain a contradiction as above. If d > 2n− 1 we can
not conclude by degree reasons that E∗∗∗ collapses at the first page, since there might
possibly exist r¯ ∈ N such that ∂ r¯N is non-trivial. Thus we find a non-trivial map of
degree rN−1 such that H∗(C;Z2)→ Z2[d]. But then the sequence collapses at the
r¯N + 1-page and we have HF∗(L0, L1) ∼= Z2[λ±1] ⊗H∗ in which H∗ ⊂ H∗(C;Z2)
is a subspace of codimension one. Unless H∗ = 0 and n = 1 we again obtain a
contradiction using HF∗(L0, L1) ∼= HF∗+2(L0, L1). Yet if H∗ = 0 and n = 1 then
H∗(C;Z2) ∼= Z2 ∼= H∗(CP0;Z2) as claimed. Finally if on the other hand ∂r = 0 for
all r ≥ 1, then HF∗(L0, L1) ∼= Z2[λ±1]⊗
(
H∗(C;Z2)⊕ Z2[d]
)
. The only possibility
which does not lead to a contradiction using HF∗(L0, L1) ∼= HF∗+2(L0, L1) is if
d = 2n mod 2n+ 2 and
Hk(C;Z2) ∼=
{
Z2 if k = 0, 2, . . . , 2n− n,
0 otherwise .
But then C has exactly the same homology as CPn−1 as claimed. 
Floer homology of Lagrangians in clean intersection was at first considered by
Pozniak in [43], where he carefully choose perturbations by Hamiltonian diffeomor-
phisms to move L0 and L1 into transverse position and then identified holomorphic
strips close to L0 ∩ L1 which appear in the definition of the boundary operator
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of the Floer homology complex with Morse trajectories on the intersection mani-
fold L0 ∩ L1. Instead we leave the Lagrangians as they are and treat the action
functional for the degenerate situation. It turns out that the functional is degen-
erated in the sense Morse-Bott and thus it is possible to define Floer homology,
which for the sake of distinction we call pearl homology of L0 and L1 and denote
it by QH∗(L0, L1) although it is naturally isomorphic to HF∗(L0, L1). More pre-
cisely the module QH∗(L0, L1) is the homology of a chain complex generated by
the critical points of a Morse function on L0 ∩ L1 equipped with the boundary
operator obtained by counting so called pearl trajectories or cascades. These are
tuples of pseudo-holomorphic strips with boundary on (L0, L1) that are connected
by gradient flow lines in L0∩L1. This complex was previously studied Fukaya-Ohta-
Ono-Oh [26, 27, 28] and Frauenfelder [24]. Nonetheless we repeat the construction
of the complex in full detail for completeness. In particular we include some details
which have not been treated (eg. subjectivity of gluing) and also give a slightly
different approach to orientations which is more adapted to the interpretation of
the Floer complex as a Morse complex.
This paper is part of my PhD thesis, which I have completed under the super-
vision of Prof. Matthias Schwarz. I am immensely indebted to him for continuous
support and many helpful discussions. Equally I thank Prof. Abbondandolo for
keeping me motivated during my time in Bochum and helping me to wrap my head
around the orientations in Floer homology. I am also grateful to many other math-
ematicians for sharing their ideas with me, among them Dr. Rotislav Matveyev,
Prof. Katrin Wehrheim, Prof. Joel Fish, Prof. Urs Frauenfelder, Prof. Peter Albers
and Dr. Urs Fuchs. I thank Murat Saglam, Dr. Urs Fuchs, Dr. Sonja Hohloch, Dr.
Roland Voigt and Dr. Luca Asselle for carefully reading parts of my script and giv-
ing useful suggestions. Finally I want to thank Prof. Felix Schlenk for encouraging
me to get this article published.
2. Background
2.1. Symplectic manifolds and Lagrangians. A symplectic manifold (M,ω) is
a 2n-dimensional manifoldM equipped with a symplectic form ω, which is a 2-form
that is closed (i.e. dω = 0) and non-degenerated (i.e. ω∧n 6= 0). An almost complex
structure on M is a complex structure on the tangent bundle TM given by an
endomorphism J : TM → TM such that J2 = −1. The almost complex structure
is called ω-compatible, if
gJ = ω(·, J ·)
defines a Riemannian metric on M . We denote by End(TM,ω) the space of all
almost complex structures on M which are compatible to a fixed ω. A complex
structure on TM induces a first Chern class (see [12, Section 20]). Since the space
of compatible almost complex structures is contractible the Chern class does not
depent on the choice J ∈ End(TM,ω) and is denoted c1(ω) ∈ H2(M,Z).
Let HS2 (M) be the image of the Hurewicz morphism π2(M)→ H2(M,Z). Eval-
uation of c1(ω) and [ω] on elements in H
S
2 (M) defines two homomorphisms
Ic : H
S
2 (M)→ Z, Iω : HS2 (M)→ R .
We define the minimal Chern number of M as the smallest positive value of Ic, i.e.
cM := min{Ic(A) | A ∈ HS2 (M) with Ic(A) > 0}. A symplectic manifold (M,ω) is
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• symplectically aspherical, if for all classes a ∈ HS2 (M) we have Iω(a) =
Ic(a) = 0,
• monotone or more precisely τ-monotone, if there exists a constant τ > 0,
such that for all classes a ∈ HS2 (M) we have Iω(a) = 2τIc(a).
These assumptions where introduced by Floer and lead to a simplification of the
analysis. Unless otherwise noted all symplectic manifolds in this work are either
symplectically aspherical or monotone.
2.1.1. Lagrangians. A submanifold L ⊂ M is isotropic if ω vanishes on all pairs
of vectors tangent to L. A Lagrangian submanifold is an isotropic submanifold
L ⊂ M such that dimL = n. By the non-degeneracy of ω, any isotropic submani-
fold has a dimension of at most n. From that viewpoint Lagrangian submanifolds
are sometimes called maximally isotropic. Correspondingly we have similar homo-
logical requirements, which where introduced by [40] and again lead to simplifica-
tion of the analysis. Let HS2 (M,L) be the image of the relative Hurewicz morphism
π2(M,L) → H2(M,L). Evaluation of [ω] and the Maslov index (cf. [37, Section
C.3]) defines two homomorphisms
Iµ : H
S
2 (M,L)→ Z, Iω : HS2 (M,L)→ R .
Similarly as above we define the minimal Maslov number of L as the smallest
positive value of Iµ, i.e. NL := min{Iµ(A) | A ∈ HS2 (M,L) with Iµ(A) > 0}. A
Lagrangian submanifold L ⊂M is
• symplectically aspherical if for all classes a ∈ HS2 (M,L) we have Iω(a) =
Iµ(a) = 0,
• τ-monotone if there exists a constant τ > 0 such that for all classes a ∈
HS2 (M,L) we have Iω(a) = τIµ(a).
Remark 2.1. If L ⊂ M is symplectically aspherical then M is necessarily sym-
plectically aspherical as well and if L is τ -monotone then M is τ -monotone or
symplectically aspherical. For that reason we purposely included the factor 2 in
the definition of the monotonicity constant of a monotone symplectic manifold. An-
other basic observation is that the minimal Maslov number of a Lagrangian L ⊂M
always divides 2cM .
Lemma 2.2. Let (M,ω) be a monotone symplectic manifold and L ⊂ M be a
Lagrangian submanifold such that the fundamental group π1(L) is finite, then L is
monotone. Suppose that π1(L) is trivial, then the minimal Maslov number of L
equals 2cM , where cM is the minimal Chern number of M .
Proof. Let u : (D, ∂D) → (M,L) be a disc with boundary on L. After a suitable
cover ϕ : D → D of some degree k ∈ N the boundary of the composition u˜ = u ◦ ϕ
is contractible within L, i.e. there exists v : D → L such that v|∂D = u˜|∂D. Let
w = u⊔v/∼ be the map defined on S2 ∼= D⊔D/∼ with boundary points identified.
Hence
Iω([w]) =
∫
w∗ω =
∫
u˜∗ω +
∫
v∗ω = k
∫
u∗ω = kIω(u) ,
and by [37, Thm. C.3.10]
2Ic([w]) = 2〈c1(TM), [w]〉 = µMas(u˜) + µMas(v) = kµMas(u) = kIµ(u) .
According to the assumption there exists a τ > 0 such that kIω([u]) = Iω([w]) =
2τIc([w]) = τkIµ([u]). This shows that L is monotone. If π1(L) is trivial then
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k = 1 and Iµ([u]) = 2Ic([w]) ∈ 2cMZ for all u. This shows that 2cM divides the
minimal Maslov number of L, denoted NL. But since NL always divides 2cM we
have NL = 2cM . 
Lemma 2.3. The diagonal ∆ = {(p, p) | p ∈ M} is a Lagrangian submanifold of
(M ×M,ω ⊕−ω) with minimal Maslov number given by twice the minimal Chern
number of M . Moreover M is monotone if and only if ∆ is monotone.
Proof. Identify a disk u = (u0, u1) : (D, ∂D) → (M × M,∆) uniquely with a
sphere v : P1 → M via v(z) := u0(z) for |z| ≤ 1 and v(z) := u1(1/z¯) for |z| ≥ 1.
Conversely given a sphere v we obtain a disk u : (D, ∂D) → (M × M,∆) by
the same identification. Choose trivializations Φ0 : u
∗
0TM → D × Cn and Φ1 :
u∗1TM → D ×Cn. Denote by Ψ : S1 → U(n), θ 7→ Φ1(θ)Φ0(θ)−1 the trivialization
change along ∂D = S1. For every θ ∈ S1 define the linear Lagrangian subspace
F (θ) := (Φ0(θ) ⊕ Φ1(θ))T(u0,u1)∆ = graphΨ(θ) ⊂ Cn × Cn. By definition of the
Maslov index (see [37, Theorem C.3.6]) we have
Iµ([u]) = µMas(F ) = deg detΨ
2 = 2deg detΨ = 2〈c1, [v]〉 = 2Ic([v]) .
This shows the claim by choosing u such that Iµ([u]) equals the minimal Maslov
number. The supplement follows directly since Iω([u]) = Iω([v]). 
2.1.2. Lagrangian pairs. Given two Lagrangian submanifolds L0, L1 ⊂ M . We
denote the path space
P(L0, L1) := {x ∈ C∞([0, 1],M) | x(0) ∈ L0, x(1) ∈ L1} . (2.1)
Fix an element x∗ ∈ P(L0, L1). Given a smooth map u : [−1, 1]× [0, 1]→M such
that
u(−1, ·) = u(1, ·) = x∗, u(·, 0) ⊂ L0, u(·, 1) ⊂ L1 ,
the map s 7→ u(s, ·) defines a loop in P(L0, L1). Every loop in P(L0, L1) based in
x∗ is homotop to a loop of this type. Integrating the symplectic form over u or by
evaluating the Maslov index on u we obtain two ring homomorphisms
Iω : π1(P(L0, L1), x∗)→ R, Iµ : π1(P(L0, L1), x∗)→ Z .
We define the minimal Maslov number of (L0, L1) with respect to x∗ as smallest
positive value of Iµ. We have corresponding homological requirements. The pair
(L0, L1) is called
• symplectically aspherical with respect to x∗ if for all a ∈ π1(P(L0, L1);x∗)
we have Iω(a) = Iµ(a) = 0,
• τ-monotone with respect to x∗ if there exists a constant τ > 0 such that for
all a ∈ π1(P(L0, L1), x∗) we have Iω(a) = τIµ(a).
For simplicity we will write that (L0, L1) is monotone if the choice of base point x∗
is self-understood. If (L0, L1) is monotone with minimal Maslov number N , then
again M , L0 and L1 is monotone or symplectically aspherical. Moreover N divides
2cM and the minimal Maslov number of each L0 and L1 (cf. [43, Remark 3.3.2]).
2.2. Hamiltonian action functional. Consider a symplectic manifold (M,ω)
and two Lagrangians submanifolds L0, L1 ⊂ M . We denote by H1,2([0, 1],M)
the space of all absolutely continous maps with square-integrable first derivatives
and replace the path space P = P(L0, L1) with the space {x ∈ H1,2([0, 1],M) |
(x(0), x(1)) ∈ L0 × L1}. Since this space has the same weak homotopy type the
previous considerations still hold true. Fix an element x∗ ∈ P and a Hamiltonian
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function H ∈ C∞([0, 1] ×M). We consider the Hamiltonian action 1-form on P
given by
αH(x)ξ =
∫ 1
0
ω(x˙, ξ)− dH(x)ξ dt ξ ∈ TxP .
This form is closed but not exact in general. We define a suitable cover of P for
which there exists a primitive of αH . Given a point x ∈ P , we consider equivalence
classes of maps u : [−1, 1] × [0, 1] → M such that u(−1, ·) = x∗, u(1, ·) = x
and u(s, ·) ∈ P for all s ∈ [−1, 1]. Two such maps u and v are equivalent if∫
u∗ω =
∫
v∗ω. Let P˜ denote the set of equivalence classes and denote the elements
of P˜ by pairs [u, x]. Since P is locally path-connected P˜ carries an induced topology
and is in fact a covering space over the connected component of P containing x∗.
The covering map is given by [u, x] 7→ x. The group of Deck transformations
of this cover is π1(P ;x∗)/ ker Iω which is acting transitively and effectively via
[v].[u, x] = [v#u, x] where # denotes the concatenation of maps. The pull-back of
αH to P˜ is exact. A primitive is called Hamiltonian action functional and given by
AH([u, x]) := −
∫
u∗ω −
∫ 1
0
H(x) dt .
2.2.1. Critical points of AH . Critical points of AH correspond to solutions of the
Hamiltonian equation. We choose the following convention in order to define the
Hamiltonian vector field XH ,
ω(XH , ·) = dH . (2.2)
Define the perturbed intersection points
IH(L0, L1) := {x : [0, 1]→M | x˙ = XH(x), (x(0), x(1)) ∈ L0 × L1} . (2.3)
Note that the set IH(L0, L1) is in bijection with ϕH(L0) ∩ L1, where ϕH denotes
the Hamiltonian diffeomorphism associated to H , i.e. the time-one map of the flow
associated to the Hamiltonian vector field XH .
Lemma 2.4. Critical points of AH are exactly the points [ux, x] ∈ P˜ with x ∈
IH(L0, L1).
Proof. We fix ε > 0 and let u : (−ε, ε) × [−1, 1] × [0, 1] → M be a smooth map
such that the maps uτ = u(τ, ·) satisfy uτ
∣∣
t=0,1
⊂ L0,1 and uτ (−1, ·) = x∗ for all
τ ∈ (−ε, ε). We write xτ = uτ (1, ·) and ξ = ∂τ |τ=0 uτ (1, ·).
d
dτ
∣∣∣∣
τ=0
AH (uτ , xτ ) =
= −
∫
[−1,1]×[0,1]
∂τω (∂suτ , ∂tuτ ) dsdt
∣∣∣∣∣
τ=0
−
∫ 1
0
∂τH(t, xτ (t))dt
∣∣∣∣
τ=0
= −
∫ 1
0
ω (∂τuτ , ∂tuτ ) dt
∣∣∣∣
τ=0,s=1
−
∫ 1
0
dH(t, ·)ξ dt
= −
∫ 1
0
ω (ξ, x˙) dt−
∫ 1
0
ω(XH , ξ) dt
=
∫ 1
0
ω (x˙−XH , ξ) dt .
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For the second line we use
0 = dω (∂τu, ∂su, ∂tu) = ∂τω (∂su, ∂tu)− ∂sω (∂τu, ∂tu) + ∂tω (∂τu, ∂su) ,
and that integration over the ∂t-part vanishes by the Lagrangian boundary condi-
tions. By non-degeneracy of the symplectic form ω we conclude that [ux, x] is a
critical point of AH if and only if x˙ = XH(x). 
2.2.2. Gradient of AH . A key observation of Floer was that the gradient of AH
with respect to a certain L2-metric on P establishes ties between Morse theory and
J-holomorphic curve theory. More precisely fix a path J : [0, 1]→ End(TM,ω), we
define an L2-metric on the path space P via
〈ξ, η〉J =
∫ 1
0
〈ξ(t), η(t)〉Jtdt =
∫ 1
0
ωx(t)
(
ξ(t), Jt(x(t))η(t)
)
dt , (2.4)
for all sections ξ, η ∈ Γ(x∗TM) and x ∈ P . The metric canonically lifts to P˜. As
one sees at the formula (2.5) of the next lemma, the gradient of AH is independent
of the choice of the base point and descends to a vector field on the path space P .
Lemma 2.5. The gradient of the functional AH with respect to the metric (2.4) is
given by
gradJ AH(ux, x) = J (∂tx−XH(x)) . (2.5)
Proof. Given ξ ∈ C∞(x∗TM). Continuing the computation given in the proof of
Lemma 2.4 we see that
dAH(ux, x)[ξ] =
∫ 1
0
ωx(t) (x˙(t)−XH(t, x(t)), ξ(t)) dt
=
∫ 1
0
ωx(t)
(
ξ(t), J2t (x(t)) (x˙(t)−XH(t, x(t)))
)
dt
=
∫ 1
0
〈ξ(t), Jt(x(t)) (x˙(t)−XH(t, x(t)))〉J dt .
= 〈ξ, J (∂tx−XH(x))〉J .
This shows the claim. 
Another crucial idea of Floer was that despite the fact that the negative gradient
flow of AH is not well-defined, finite energy negative-gradient flow-lines between
any two critical points are. A gradient flow line between the critical points [u−, x−]
and [u+, x+] is given by a map u : R× [0, 1]→M such that
∂su+ J(u) (∂tu−XH(u)) = 0 ,
u
∣∣
t=0
⊂ L0, u
∣∣
t=1
⊂ L1 ,∫
R×[0,1]
|∂su|2J dsdt <∞ ,
lim
s→−∞
u(s, ·) = x−, lim
s→∞
u(s, ·) = x+ ,
(2.6)
where the limits in the last line are in uniform topology. We call u a finite-energy
(J,H)-holomorphic strip with boundary in (L0, L1) connecting x− to x+. These
“generalized” flow-lines satisfy the same properties of negative gradient flow lines
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in Morse theory. For example if [u+, y] = [u−#u, y] we have the action-energy
relation
E(u) =
∫
R×[0,1]
|∂su|2J dsdt = AH(u−, x−)−AH(u+, x+) . (2.7)
There is a standard trick to transform a solution of (2.6) into a solution with H = 0
but changing L1 and J . We will use it at several places in the paper.
Lemma 2.6. Given a Hamiltonian function H ∈ C∞([0, 1] ×M) and an almost
complex structure J ∈ C∞([0, 1],End(TM,ω)). Let u : R× [0, 1] → M be solution
of
∂su+ J(u)
(
∂tu−XH(u)
)
= 0 ,
which satisfies the boundary condition
u(·, 0) ⊂ L0, u(·, 1) ⊂ L1 .
Then the map v : R× [0, 1]→M defined by v(s, t) = ϕtH(u(s, t)) is a solution of
∂sv + J
′(v)∂tv = 0, J
′
t := (dϕ
t
H)
−1 ◦ Jt ◦ dϕtH ,
which satisfies the boundary condition
v(·, 0) ⊂ L0, v(·, 1) ⊂ ϕ−1H (L1) .
Moreover we have E(u) = E(v).
Proof. Obviously the curve v satisfies the boundary condition by construction. We
check the differential equation. We have ∂su = dϕH∂sv and ∂tu = XH(u)+dϕH∂tv
and thus
dϕH (∂sv + J
′(v)∂tv) = ∂su+ J(u) (∂tu−XH(u)) = 0 .
This shows that v is J ′-holomorphic. Then
|∂su|2 = ω(∂su, J∂su) = ω(dϕH∂sv, JdϕH∂sv) = ω(∂sv, J ′∂sv) = |∂sv|2 .
This shows E(u) = E(v). 
2.2.3. Hessian of AH . Let ∇t denote the Levi-Civita connection with respect to
the metric ω(·, Jt·) for each t ∈ [0, 1]. Given x ∈ P , we define the Hessian of the
Hamiltonian action functional as the operator
Ax : TxP(L0, L1)→ L2(x∗TM), ξ 7→ J(x) (∇tξ −∇ξXH) , (2.8)
with domain TxP(L0, L1) ⊂ L2(x∗TM) given by
TxP(L0, L1) = {ξ ∈ H1,2(x∗TM) | ξ(0) ∈ Tx(0)L0, ξ(1) ∈ Tx(1)L1} .
Remark 2.7. One can show that the operator (2.8) is the Hessian of the Hamiltonian
action functional with respect to the Levi-Civita connection of P induced from the
metric (2.4) and whenever x ∈ IH(L0, L1) the operator is independent of the choice
of the connection.
The eigenvalues and eigenfunctions of Ax play an important role for the study
of the asymptotic behavior of solutions of (2.6). We have the following result due
to Frauenfelder.
Proposition 2.8 ([24, Theorem 4.1]). For any x ∈ P(L0, L1) the operator Ax is
self-adjoint with respect to the inner product (2.4) and has a closed range. The
spectrum σ(Ax) ⊂ R is discrete and consists purely of eigenvalues.
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We prove in Section 3 that the gap in the spectrum around zero of the Hessian
Ax controls the decay rate of finite energy (J,H)-holomorphic strips. Given x ∈
IH(L0, L1) we define
ιx(J,H) := inf {|α| | 0 6= α ∈ σ(Ax)} , (2.9)
and moreover for any subset C ⊂ IH(L0, L1) we define
ι(J,H) := inf
x∈IH(L0,L1)
ιx(J,H), ι(C; J,H) := inf
x∈C
ιx(J,H) . (2.10)
If H ≡ 0, then we abbreviate ι(x; J, 0), ι(C; J, 0) and ι(J, 0) by ι(x; J), ι(C; J) and
ι(J) respectively.
Remark 2.9. Whenever H ≡ 0, Jt = J0 for all t ∈ [0, 1] and dimM = 2 there is a
geometric interpretation of the spectrum of Ax as angle at the intersection point
x = p ∈ L0 ∩ L1. More precisely if M = C, ω = ωstd, Jt = Jstd for all t ∈ [0, 1],
L0 = R and L1 = e
iαR, then the spectrum is given by
σ(0; Jstd, 0) = α+ πZ ,
and ι := ι(0; Jstd) is the unique constant such that ι ∈ (0, π/2] and ι = |α+ πk|
with k ∈ Z. Geometrically it corresponds to the acute angle of the intersection L0
with L1.
Lemma 2.10. For all x ∈ IH(L0, L1) we have ιx(J,H) = ιp(ϕ∗HJ) with p = x(0) ∈
L0 ∩ ϕ−1H (L1) and (ϕ∗HJ)t = dϕtH ◦ Jt ◦ (dϕtH)−1.
Proof. Abbreviate J ′t = (ϕ
∗
HJ)t and L
′
1 = ϕ
−1
H L1. Consider the operator
Ap : TpP(L0, L′1)→ L2([0, 1], TpM), ξ 7→ J ′∂tξ .
It suffices to show that the operators Ap and Ax are conjugated by isomorphisms
TpP(L0, L′1)→ TxP(L0, L1), L2([0, 1], TpM)→ L2(x∗TM) ,
both given by ξ 7→ (t 7→ dϕtHξ(t)). For that it suffices to show that for all smooth
ξ : [0, 1]→ TpM we have
J (∇tdϕHξ −∇dϕHξXH) = dϕHJ ′∂tξ .
Suppose that ∂tξ = 0 for a moment, then since ∇ is torsion free and ∂tx = XH the
equation holds after ∇tdϕHξ = ∇XHdϕHξ = ∇dϕHξXH . In general any other ξ is
given as ξ =
∑
j fjξj with ξj constant and fj ∈ H1,2([0, 1],R). We compute
J (∇tdϕHξ −∇dϕHξXH) =
∑
j
J
(∇tfjdϕHξj − fj∇dϕHξjXH)
=
∑
j
JdϕH(∂tfj)ξj + fj
(∇tdϕHξj −∇dϕHξjXH)
=
∑
j
dϕHJ
′∂t(fjξj) = dϕHJ
′∂tξ .
Thus the last equation holds for all ξ. We conclude that Ax and Ap are conjugated.

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2.2.4. Clean intersections. Two submanifolds L0, L1 ⊂M intersect cleanly along a
submanifold C ⊂M , if C ⊂ L0 ∩ L1 and for all p in C we have
TpC = TpL0 ∩ TpL1 .
Moreover L0, L1 are in clean intersection if they intersect cleanly along L0 ∩ L1.
Every transverse intersection is also clean but certainly the converse is not true.
Pozniak [43] gave a normal form for Lagrangian submanifolds in clean intersection.
Let C ⊂ L be a submanifold of a manifold L. The conormal bundle TCω ⊂ T ∗L
of C is defined by
TCω = {(q, p) ∈ T ∗L | q ∈ C, p(v) = 0 ∀ v ∈ TqC} .
Note that TCω ⊂ (T ∗L, ωcan) is an exact Lagrangian submanifold, which intersects
the zero section cleanly along C.
Proposition 2.11 ([43, Proposition 3.4.1]). Let (M,ω) be a symplectic manifold
and L0, L1 ⊂M be two Lagrangian submanifolds intersecting cleanly along a com-
pact submanifold C ⊂ M , then there exists a vector bundle E → C, open sets
V ⊂ T ∗E, U ⊂ M and a diffeomorphism ϕ : U → V such that such that C ⊂ U ,
ϕ∗ωstd = ω and
ϕ (L0 ∩ UPoz) = E ∩ V, ϕ (L1 ∩ UPoz) = TCω ∩ V ,
in which E and C are identified with their image under the zero section in the
bundles T ∗E → E and E → C respectively.
Lemma 2.12. With the same assumption as Proposition 2.11. For all p ∈ C there
exists open sets U ⊂ M , V ⊂ R2n and a diffeomorphism ϕ : U → V such that
p ∈ U , ϕ(p) = 0, ϕ∗ωstd = ω and
ϕ
(
L0 ∩ U
)
= Λ0 ∩ V, ϕ
(
L1 ∩ U
)
= Λ1 ∩ V ,
in which Λ0,Λ1 ⊂ R2n are linear subspaces which are Lagrangian with respect to
the standard symplectic form ωstd.
Proof. According to Proposition 2.11 we assume without loss of generality that
M = T ∗L0, ω = ωcan and L1 = TC
ω for some submanifold C ⊂ L0 of dimension k.
There exists local coordinates ψ : V
∼=→W withW ⊂ L0 and V ⊂ Rn is an open ball
such that ψ(V ∩ Rk) =W ∩ C. We define U := T ∗W and ϕ = ψ∗ : U → T ∗V . 
Lemma 2.13. With the same assumption as Proposition 2.11. Let J : [0, 1] →
End(TM,ω) be a path of compatible almost complex structures. For all p ∈ L0∩L1
there exists an open neighborhood U ⊂M and a local trivialization
Φ : [0, 1]× U × R2n → TM |U , (t, q, v) 7→ Φt(q)v ∈ TqM ,
such that we have
• Jt(q)Φt(q) = Φt(q)Jstd for all t ∈ [0, 1] and q ∈ U ,
• ωq(Φt(q)ξ,Φt(q)ξ′) = ωstd(ξ, ξ′) for all t ∈ [0, 1], q ∈ U and ξ, ξ′ ∈ TqM
• TqLk = Φk(q) (Rn ⊕ {0}) for all q ∈ Lk ∩ U and k = 0, 1.
where Jstd : R
2n → R2n is the standard complex structure with matrix representa-
tion given by
Jstd =
(
0 −1
1 0
)
. (2.11)
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Proof. Choose local coordinates (cf. Lemma 2.12) and assume U is an open subset
of R2n, ω = ωstd, L0, L1 = Λ0,Λ1 are linear Lagrangian subspaces and the almost
complex structure is given by a matrix valued function J : [0, 1] × U → R2n×2n.
Choose a smooth path of linear Lagrangian subspaces F : [0, 1] → L(n) such
that F (0) = Λ0 and F (1) = Λ1. Choose functions e1, . . . , en : [0, 1] × U → R2n
such that (e1(t, q), . . . , en(t, q)) is a frame of Ft and after Gram-Schmidt satisfies
ω(ei(t, q), Jt(q)ej(t, q)) = δij for all i, j = 1, . . . , n, t ∈ [0, 1] and q ∈ U . Then
the linear map Φt(q) given as matrix with column vectors (e1, . . . , en, Je1, . . . , Jen)
satisfies all required properties. 
2.2.5. Clean and transverse Hamiltonians. Given a Hamiltonian function H ∈
C∞([0, 1]×M) we denote by ϕH :M →M the corresponding Hamiltonian diffeo-
morphism, i.e. the time-one map of the Hamiltonian flow.
Definition 2.14. Given two Lagrangian submanifolds L0, L1 ⊂M . An Hamilton-
ian H is
(i) clean for (L0, L1), if L0 and ϕ
−1
H (L1) are in clean intersection,
(ii) transverse for (L0, L1), if L0 and ϕ
−1
H (L1) are in transverse intersection.
If there is no risk of confusion we just write H is clean or transverse.
To define Floer homology transverse Hamiltonians are considered and in that
case the action function is Morse, i.e. critical points are non-degenerated. The next
lemma shows that, if the Hamiltonian H is clean, then the action functional AH is
Morse-Bott.
Lemma 2.15. Suppose that the Hamiltonian H is clean, then every connected
component of IH(L0, L1) is a manifold and for all x ∈ IH(L0, L1) we have kerAx =
TxIH(L0, L1) as subspaces of TxP.
Proof. Via x 7→ x(0) the space IH(L0, L1) is isomorphic to L0 ∩ ϕ−1H (L1) which
is component-wise a manifold and provides the chart maps. Set p = x(0). Given
ξ0 ∈ TpL0, consider the vector field ξ(t) := dϕtHξ0, which is a vector field along
x. Since ∇ is torsion free and ∂tx = XH we have ∇tξ = ∇XH ξ = ∇ξXH . We
conclude that every element in the kernel of Ax is of the form t 7→ ξ(t) = dϕtHξ0
with ξ0 ∈ TpL0 ∩Tpϕ−1H (L1). If the Hamiltonian is clean then TpL0 ∩Tpϕ−1H (L1) =
Tp(L0 ∩ ϕ−1H (L1)), which under the identification of IH(L0, L1) with L0 ∩ ϕ−1H (L1)
is the tangent space of IH(L0, L1) at x. 
Proposition 2.16. Suppose that the Hamiltonian H is clean, then for any compact
subset C ⊂ IH(L0, L1) we have infp∈C ιp(J,H) > 0.
Proof. With loss of generality we assume that H = 0 and L0, L1 are in clean
intersection (cf. Lemmas 2.10 and 2.12). Suppose by contradiction that there exists
a sequence of points (pν) ⊂ C such that limν→∞ ιpν (J) = 0. Since C is compact, we
assume that (pν) converges to p ∈ C. Using the trivialization Φ from Lemma 2.13
we define matrix valued functions σν , σ∞ : [0, 1]→ R2n×2n by the requirement
J(p)∂tΦ(p)ξ = Φ(p) (Jstd∂tξ + σ∞ξ) , J(pν)∂tΦ(pν)ξ = Φ(pν) (Jstd∂tξ + σνξ) ,
for all smooth ξ : [0, 1]→ R2n. Because J and Φ are smooth there exists a uniform
constant c1 such that for all t ∈ [0, 1] and ν ≥ 1
|σ∞(t)− σν(t)| ≤ c1dist (pν , p) .
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We define the unbounded operators in the Hilbert space L2([0, 1],R2n) via
(A∞ξ) (t) = Jstd∂tξ(t) + σν(t)ξ(t), (Aνξ) (t) = Jstd∂tξ(t) + σ∞(t)ξ(t) ,
with dense domain {ξ ∈ H1,2([0, 1],R2n) | ξ(0), ξ(1) ∈ Rn×{0}}. Being conjugated
to the Hessians Ap, Apν the operators A∞, Aν are self-adjoint and have a closed
range (cf. Proposition 2.8). The difference A∞−Aν extends to a bounded operator
which converges to zero as ν tends to infinity. By Lemma 2.15 the kernels of A∞, Aν
have the same dimension. Then, by Lemma B.3 there exists ν0 such that for all
ν ≥ ν0 we have ιpν (J) = ι(Aν) ≥ 1/2ι(A) > 0 in contradiction to ιpν (J)→ 0. 
2.3. Morse homology. Let C be a closed manifold. A Morse function f : C →
R is a smooth function such that the Hessian at any critical point p ∈ crit f is
non-degenerate. Necessarily the set of critical points is isolated. We choose a
Riemannian metric g on C and assume that the negative gradient flow ψ : R×C →
C, ψs = ψ(s, ·) exists for all times. Define the unstable (resp. stable) manifold of a
critical point p ∈ crit f by
Wu(p; f) := {u ∈ C | ψs(u)→ p for s→ −∞}
(resp. W s(p; f) := {u ∈ C | ψs(u)→ p for s→∞}) .
Without risk of confusion we write Wu(p) and W s(q) to denote Wu(p; f) and
W s(q; f) respectively. We call the pair (f, g) Morse-Smale, if for any two critical
points p, q ∈ crit f the unstable manifold Wu(p; f) intersects the stable manifold
W s(q; f) transversely.
If (f, g) is Morse-Smale, then Morse homology is well-defined. We define the
space of parametrized Morse trajectories
M˜0(p, q) =Wu(p) ∩W s(q) .
The negative gradient flow preserves M˜0(p, q) and induces an action of R. When-
ever p 6= q the action is free and we denote the quotient by M0(p, q).
2.3.1. Orientation. We choose an orientation of the unstable manifolds Wu(p) for
each critical point p ∈ crit f , which is always possible becauseWu(p) is contractible.
Once a choice is made, the stable manifolds W s(q) are automatically cooriented for
all q ∈ crit f and we obtain an orientation of M˜0(p, q) for all pairs of critical
points p, q ∈ crit f via a canonical construction (cf. equation (8.6)). With standard
orientation of R, we also obtain orientations of the quotient M0(p, q), which at
elements [u] in the zero dimensional component is just a number in {±1}, denoted
signu.
2.3.2. Morse complex. Let A be any commutative ring with unit. We define the
Morse chain complex C∗(f,A) as the free A-module generated by the critical points
crit f , graded by |p| = µMor(p) = dimWu(p) and equipped with the boundary
operator
∂ : C∗(f ;A)→ C∗−1(f ;A), p 7→
∑
µ(q)=µ(p)−1
∑
[u]∈M0(p,q)
signu · q .
Note that if |p| − |q| = 1 then the sum ∑[u]∈M0(p,q) signu equals the intersection
number of Wu(p) with W s(q). The next theorem is a classical result. A modern
proof is found in [1] or [48]
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Theorem 2.17. We have ∂ ◦ ∂ = 0. The associated homology group H∗(f ;A) :=
ker∂/ im∂ is independent of the function f , the metric and the choices of orienta-
tions up to isomorphism and we have the natural isomorphism
H∗(f ;A) ∼= H∗(C;A) . (2.12)
2.3.3. Functoriality. Let ϕ : C → C′ be a smooth map between the manifolds C
and C′ which are equipped with Morse-Smale pairs (f, g) and (f ′, g′) respectively.
Given two critical points p ∈ crit f and p′ ∈ crit f ′ define the space
Mϕ(p, p′) :=Wu(p) ∩ ϕ−1(W s(p′)) . (2.13)
Generically the intersection is transverse and hence Mϕ(p, p′) is a manifold of di-
mension µ(p′)−µ(p). IfWu(p) is oriented andW s(p′) is cooriented, thenMϕ(p, p′)
carries an induced orientation. We define the morphism
Cϕ∗ : C∗(f ;A)→ C∗(f ′;A), p 7→
∑
µ(p′)=µ(p)
∑
u∈Mϕ(p,p′)
signu · p′ .
The homomorphism Cϕ∗ is a chain map. We denote the induced map on homology
by ϕ∗ : H∗(f ;A)→ H∗(f ′;A). In [3, §2.2] it is proven that ϕ∗ is the push-forward
in homology under the identification (2.12).
2.3.4. Cohomology. By definition the cohomology complex C∗(f ;A) is given by the
module Hom(C∗(f ;A), A) equipped with the boundary operator d : C
∗(f ;A) →
C∗+1(f ;A), ϕ 7→ (p 7→ ϕ(∂p)). One shows that d ◦ d = 0 and the associated
cohomology is isomorphic to H∗(C;A). For any critical point p ∈ crit f let δp ∈
C∗(f ;A) be the homomorphism that is 1 on p and 0 otherwise. Since any element
in C∗(f ;A) is a linear combination of these, we see that Morse cohomology is
alternatively defined by the free module generated by critical points p ∈ crit f ,
graded by the Morse index and equipped with differential
d : C∗(f ;A)→ C∗+1(f ;A), p 7→
∑
µ(q)=µ(p)+1
∑
[u]∈M0(q,p)
signu · q . (2.14)
For more details see [48].
2.3.5. Local coefficients. Let C be the the category of points in C with morphisms
given by homotopy classes of paths and composition law by concatenation of paths.
A local system L is a functor from C into the category of A-modules. We conclude
that an isomorphism class of a local system is given by a representation of π1(C)
on an A-module. On the other hand, starting with a representation ρ : π1(C) →
Aut(Λ), where Λ is an A-module, we obtain a local system as follows. Consider the
universal covering C˜ → C and the fibre product C˜×ρΛ which is the quotient of the
diagonal action of π1(C) on C˜×Λ given by Deck transformations and ρ respectively.
Equipp the bundle C˜×ρΛ with a topology by using a discrete topology on Λ. Then
the local system of ρ associates to a point the fibre of C˜ ×π1(C) Λ→ C over p and
to a homotopy class of paths we associate the parallel transport. For a local system
L we define Morse homology with coefficients in L as the A-module
C∗(f ;L) =
⊕
p∈crit f
L(p) ,
graded by the Morse index and equipped with the boundary operator
∂ : C∗(f ;L)→ C∗−1(f ;L), L(p) ∋ a 7→
∑
µ(q)=µ(p)−1
∑
[u]∈M0(p,q)
signu · L(u)a .
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Alternatively define the complex as follows. We choose an isomorphism L(p) ∼= Λ
for all p ∈ crit f . Then C∗(f ;L) = C∗(f) ⊗ Λ and the boundary operator is given
by the same formula where now L(u) is an automorphism of the module Λ given
by parallel transport. In [39, §7.2] it is shown (with the minor difference that the
argument there is for cohomology) that ∂ ◦ ∂ = 0 and the associated homology is
isomorphic to H∗(A;L), which is the homology of C with values in the local system
L. For more details see also [4, Appendix A].
2.4. Floer homology. Fix a symplectic manifold (M,ω), Lagrangians L0, L1 ⊂M
such that (M) holds and fix coefficient ring A which is eigther Z2 or Z. We give a
short introduction to Floer homology of the pair (L0, L1) with coefficients in the
Novikov ring Λ = A[λ, λ−1].
2.4.1. Floer trajectories. Choose a Hamiltonian H ∈ C∞([0, 1] ×M) and a path
of almost complex structures J : [0, 1] → End(TM,ω), Jt = J(t, ·). For two
Hamiltonian arcs x−, x+ ∈ IH(L0, L1) we define the space of parametrized finite
energy Floer trajectories
M˜(x−, x+; J,H) = {u ∈ C∞(R× [0, 1],M) | (2.6)} .
The Hamiltonian function H is transverse if ϕH(L0) intersects L1 transversely,
where ϕH denotes the Hamiltonian diffeomorphism associated to H . In [22] it is
shown that being transverse is a generic condition, i.e. can always be fulfilled after
an arbitrary small perturbation of H . Moreover for an transverse Hamiltonian
function H it is shown in [22], that for a generic almost complex structure J each
connected component of the space M˜(x−, x+; J,H) is a manifold and the dimension
of a component containing u is given by the Viterbo index µ(u). Let us fix generic
data J and H . We abbreviate M˜(x, y) := M˜(x, y; J,H) for any two arcs x, y ∈
IH(L0, L1). There exists an R-action on the space M˜(x, y) by translation on the
domain, i.e. (a.u)(s, t) = u(s− a, t). If x 6= y the action is free and we denote the
quotient by M(x, y).
2.4.2. Grading. Let N ∈ N denote the minimal Maslov number of the pair (L0, L1)
and let P denote the space of paths γ : [0, 1] → M with γ(0) ∈ L0 and γ(1) ∈ L1.
For every x ∈ IH(L0, L1) which is in the same connected component of P as x∗ we
choose ux : [−1, 1]× [0, 1]→M such that u(s) ∈ P for all s ∈ [−1, 1], ux(−1) = x∗
and ux(1) = x. Then define the grading as the Viterbo index of ux, i.e.
|x| := −µ(ux).
2.4.3. Orientation. If the characteristic of A is not two, we need to orient the spaces
M(x, y). This is done as follows. Let Dux be the linearized Cauchy-Riemann-Floer
operator of the cap ux extended constantly which by Theorem 5.10 is a Fredholm
operator. There is a natural notion of an orientation of a Fredholm operator and we
denote by |Dux | the space of orientations ofDux . For each x ∈ IH(L0, L1) connected
to x∗ within P chose a cap ux and an orientation ox ∈ |Dux |. Given u ∈ M˜(x, y)
there exists an orientation gluing operation which lifts the linear gluing map |Dux |⊗
|Du| ∼= |Dux#u| (cf. Lemma 8.12). Provided that the pair (L0, L1) is equipped with
a relative spin structure |Dux#u| and |Duy | are naturally isomorphic. Hence by
the orientation gluing map and our choices, we obtain an orientation of Du which
induces an orientation ou of M˜(x, y) (cf. Theorem 8.15). By associativity of the
orientation gluing operation (cf. Lemma 8.18), the constructed or
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ou#ov = ou#v for all (u, v) ∈ M˜(x, z)× M˜(z, y). i.e. are coherent. With standard
orientation on R we also obtain an orientation of the quotient space M(x, y) for
all x, y ∈ IH(L0, L1)[x∗] (cf. equation (8.8)). Let M(x, y)[0] be the union of all
zero-dimensional components. An orientation of an element [u] ∈ M(x, y)[0] is a
number in {±1}, which we denote by signu.
2.4.4. Floer complex. Let N ∈ N be the minimal Maslov number of the pair
(L0, L1). Denote by Λ := A[λ, λ
−1] the ring of Laurent polynomials in the variable
λ of degree given by −N . Let IH(L0, L1)[x∗] ⊂ IH(L0, L1) denoted the subset of
elements which are connected to x∗ within P . The Floer complex is given by the
free Λ-module generated by IH(L0, L1)[x∗], graded by
∣∣x⊗ λk∣∣ = −µ(ux)−kN and
equipped with the Λ-linear operator
∂ : CF∗(L0, L1)→ CF∗−1(L0, L1),
x 7→
∑
y∈IH(L0,L1)[x∗]
∑
[u]∈M(x,y)[0]
signu · y ⊗ λ(|y|−|x|+1)/N .
That ∂ is a boundary operator is a highly non-trivial fact and the central result of
Floer’s papers [16, 18, 20] with details of the monotone case worked out by Oh [40].
The supplement with orientations is in the books of Fukaya et al. [26, 27] and their
paper [28].
Theorem 2.18 (Floer). We have ∂ ◦ ∂ = 0. The associated homology group
HF∗(L0, L1) = ker ∂/ im∂ , (2.15)
is independent of choices of J , H and orientations up to isomorphism.
3. Asymptotic analysis
We study the asymptotic behavior holomorphic strips with boundary and finite
energy on Lagrangian submanifolds. More precisely we show that if the Lagrangians
intersect cleanly such strips decay exponentially and approach an eigenfunction
of the asymptotic operator up to an error of higher exponential decay. If the
Lagrangians intersect transversely this was proven by Robbin and Salamon in [46].
The generalization to holomorphic strips with boundary on cleanly intersecting
Lagrangians was mainly done by Frauenfelder in [24]. The only part which we
have not found in the literature is the fact that the decay parameter has an upper
bound by the spectral gap of the asymptotic operator and the above mentioned
convergence to the eigenfunction. These improvements however are necessary to
embed the space of holomorphic curves in a suitable Banach manifold.
3.1. Main statement. Given a compact symplectic manifold (M,ω), two La-
grangian submanifolds L0, L1 ⊂ M . Fix a smooth path of almost complex struc-
ture J : [0, 1]→ End(TM,ω). In this section we study the asymptotic behavior of
smooth maps u : [0,∞)× [0, 1]→M satisfying the Cauchy-Riemann equation
∂su(s, t) + Jt(u)∂tu(s, t) = 0 , (CR)
and the boundary condition
u|t=0 ⊂ L0, u|t=1 ⊂ L1 . (BC)
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For each point p ∈ L0 ∩ L1 we consider the linear differential operator (cf. equa-
tion (2.8))
Ap : TpP(L0, L1)→ L2([0, 1], TpM), ξ 7→ Jt(p)∂tξ .
In [24, Theorem 4.1] it is shown that Ap is an operator with discrete spectrum
consisting only of eigenvalues. We define the spectral gap at p
ιp := min{|α| | α ∈ σ(Ap) \ {0}} . (3.1)
Up to the quantitative estimate on the decay parameter the next theorem is proven
in [24, Thm. 3.16].
Theorem 3.1 (exponential decay). Assume that L0 and L1 intersect cleanly.
Given a map u : [0,∞) × [0, 1] → M which satisfies (CR) and (BC). Then the
following three statements are equivalent.
(i) We have that
E(u) =
∫ ∞
0
∫ 1
0
|∂su|2dtds <∞ . (E)
(ii) There exists a point p ∈ L0 ∩ L1 such that
lim
s→∞
u(s, t) = p, lim
s→∞
|∂su(s, t)| = 0 , (3.2)
where the limits exist uniformly for all t ∈ [0, 1].
(iii) For any positive constant µ < ιp with ιp given in (3.1) and integer k ∈ N0,
there exists a constant ck = ck(µ) such that
‖∂su‖Ck([s,∞)×[0,1]) ≤ cke−µs , (3.3)
for all s ≥ 0.
Let u be a finite energy J-holomorphic strip which approaches the intersection
point p = lims→∞ u(s, t) ∈ L0 ∩L1. The next theorem states that in a chart which
is centered at p we have the approximation u(s, t) ≈ e−αsζ(t) up to an error of
higher exponential decay for some eigenfunction ζ of the asymptotic operator Ap
and α > 0 the corresponding eigenvalue.
Theorem 3.2 (Convergence to eigenfunction). Assume L0 and L1 intersect cleanly.
Given a non-constant map u : [0,∞)× [0, 1]→M satisfying (CR), (BC) and (3.2).
Then there exists an non-zero eigenvalue α of Ap with corresponding eigenfunction
ζ ∈ ker(Ap−α) and a constant s0 such that the function w : [s0,∞)× [0, 1]→ TpM ,
(s, t) 7→ w(s, t) defined by
u(s, t) = expp
(
e−αsζ(t) + w(s, t)
)
,
satisfies the following: For any µ < ιp and number k ∈ N there exists a constant ck
such that for all s ≥ s0 we have
‖w‖Ck([s,∞)×[0,1]) ≤ cke−(µ+α)s .
Corollary 3.3. Assume that u is non-constant and satisfies (CR), (BC) and (E).
There exists a point p ∈ L0 ∩ L1, a non-zero eigenvalue α ∈ σ(Ap) and constants
c, s0 such that we have
c−1e−αs ≤ |∂su(s, t)| ≤ ce−αs ,
for all s ≥ s0 and t ∈ [0, 1]. In particular ∂su(s, t) is not zero for all s ≥ s0 and
t ∈ [0, 1].
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Proof. With a uniform bound on the derivative of the exponential map (cf. equa-
tion (A.5)) and Theorem 3.2 we have constants c1 and c2 such that
|∂su(s, t)| ≤ c1
∣∣e−αsζ(t) + ∂sw(s, t)∣∣ ≤ c2e−αs + c2e−(α+µ)s ≤ 2c2e−αs .
To show the second inequality observe that since ζ solves a linear first order ordinary
differential equation we have c3 := inft∈[0,1] |ζ(t)| > 0. Hence with uniform bounds
on the derivative of the exponential map (cf. equation (A.6)) and Theorem 3.2,
there exists a constant c4 such that
c3e
−αs ≤ ∣∣e−αsζ(t)∣∣ ≤ ∣∣∂s(−αe−αsζ(t) + w(s, t))∣∣ + |∂sw(s, t)|
≤ c4 |∂su(s, t)|+ c4e−µse−αs .
Since µ > 0 we have for s0 sufficiently large that c4e
−µs ≤ c3/2 for all s ≥ s0. This
shows the second estimate by subtracting c3e
−αs/2 and dividing by c4 in the last
inequality. 
We prepare the necessary material for the proofs. The proofs themselves are
deferred to the end of the chapter. The proof of the Theorem 3.2 will closely follow
[46, Thm. B] once provided with the adaptation of certain lemmas; in particular [46,
Lmm. 3.6]. For the proof of Theorem 3.1 we differ from the proof given in [46]
and make use of the isoperimetric inequality for arcs between cleanly intersecting
Lagrangians (see Proposition 3.7). The idea stems from [24] and uses the special
nature of the symplectic action functional. It is a short-cut of the argument. We
just want to state that it is not necessary and one can prove Theorem 3.1 without
the isoperimetric inequality, sticking with the methods of [46].
3.2. Mean-value inequality. The mean-value inequality is a bound of the gradi-
ent of J-holomorphic curves by their energy provided that the energy is sufficiently
small. The fact is well-known for J-holomorphic curves for which J does do not
explicitly depend on the domain (cf. [37, Sec. 4]). The generalization for almost
complex structures which do depend on the domain was done in [24] with the mi-
nor restriction that the argument was for Lagrangians which are the fixed point set
of anti-symplectic involutions. However if we slightly change the assumptions the
proof is easily adapted for the general case. In the following we identify the strip
R× [0, 1] with Σ := {z = s+ it ∈ C | t ∈ [0, 1]}.
Proposition 3.4 (Mean value inequality). There exists constants ~ and c such that
for any r < 1/2, z0 := (s0, t0) ∈ Σ and map u : Br(z0)→ M which satisfies (CR)
and (BC) we have∫
Br(z0)
|∂su(s, t)|2dsdt < ~ =⇒ |du(s0, t0)|2 ≤ c
r2
∫
Br(z0)
|∂su(s, t)|2dsdt ,
in which Br(z0) := {z ∈ Σ | |z − z0| < r} denotes the open ball of radius r centered
at z0.
Proof. See [24, Lemma 3.13]. The present situation is slightly different. We bound
the radius r by 1/2 since we need to assure that Br(s0, t0) touches at most one
of the boundary components of Σ. This is necessary because unlike in [24] we do
not assume symmetries for the almost complex structure which was necessary to
extend the solutions. The rest goes through directly. We give the whole argument
for completeness. Except for some minor changes the computation is the same as
in the proof of [37, Lemma 4.3.1].
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Since M is compact any two metrics are equivalent. We assume without loss
of generality that the metric is given as in [37, Lemma 4.3.3] with respect to J0
and L0 if s0 < 1/2 (resp. J1 and L1 if s0 ≥ 1/2). Let ∇ denote the Levi-Civita
connection of that metric. Abbreviate ξ = ∂su and η = ∂tu and define the function
w : Br(s0, t0)→ R, (s, t) 7→ 1
2
∣∣ξ(s, t)∣∣2 .
Let ∆ = ∂2s + ∂
2
t denote the Laplace operator. We want to show that w satisfies
the inequality
∆w ≥ −c1(w + w2) , (3.4)
for some positive constant c1 > 0. We compute
∆w = |∇sξ|2 + |∇tξ|2 + 〈∇s∇sξ +∇t∇tξ, ξ〉 .
We abbreviate by ∂tJ the derivative of the path of endomorphisms t 7→ Jt and ∇ηJ
the covariant derivative of Jt for a fixed t with respect to the vector field η along
the curve u. We compute
∇s∇sξ +∇t∇tξ = ∇s(∇sξ +∇tη) +∇t∇sη −∇s∇tη
= ∇s (∇s(−Jη) +∇t(Jξ))− R(ξ, η)η
= ∇s ((∂tJ)ξ + (∇ηJ)ξ − (∇ξJ)η)− R(ξ, η)η ,
in which we denote by R(ξ, η)η := (∇s∇t −∇t∇s) η and R the curvature tensor.
The last two equalities combined give
∆w = |∇sξ|2 + |∇tξ|2 − 〈R(ξ, η)η, ξ〉 + 〈∇s(∂tJ)ξ +∇s(∇ηJ)ξ −∇s(∇ξJ)η, ξ〉 .
Let κ denote the last term on the right-hand side. There exists a constant c2 > 1
depending only on the norm of the derivatives of J up to order two such that
κ ≥ −c2
(|ξ|3 + |ξ| |∇sξ|+ |ξ|2 (|ξ|2 + 2|∇tξ|+ 2|∇sξ|))
≥ −c22 |ξ|2 −
1
4
|ξ|4 − c22 |ξ|2 −
1
4
|∇sξ|2 − c2 |ξ|4 − 8c22 |ξ|4 −
1
4
(|∇tξ|2 + |∇sξ|2)
≥ −1
2
(|∇sξ|2 + |∇tξ|2)− 10c22(|ξ|2 + |ξ|4) ,
in which for the second estimate we have used the inequality −ab ≥ −a2 − 14b2 for
all a, b ∈ R. Since M is assumed to be compact there exists c3 > 0 depending only
on the curvature of the metric and the norm of J such that
〈R(ξ, η)η, ξ〉 ≥ −c3 |ξ|4 .
Combining the last three estimates we obtain the constant c1 > 0 such that in-
equality (3.4) holds. Then after [24, Lemma D.1] this proves the assertion in the
case when Br(s0, t0) does not intersect the boundary of Σ. If it does we extend w
via w(s,−t) = w(s, t) for t > 0 if t0 < 1/2 (resp. via w(s, 1 + t) = w(s, 1 − t) for
t > 1 if t0 ≥ 1/2) and conclude by the same argument as on [37, Page 84]. 
A corollary of the mean-value inequality and bounded gradient compactness (cf.
Lemma 4.5) is that the gradient of a J-holomorphic map converges uniformly to
zero with all derivatives as s tends to ∞.
Corollary 3.5. Assume that u satisfies (CR), (BC) and (E). Then for any k ∈ N
we have
lim
s→∞
‖∂su‖Ck([s,∞)×[0,1]) = 0 .
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Proof. Suppose by contradiction that we find constants ε > 0, k ∈ N and a sequence
sν →∞ such that for all ν ∈ N
‖∂su‖Ck([sν−1,sν+1]×[0,1]) > ε . (3.5)
We define uν : [−2, 2]× [0, 1]→ M via uν(s, t) := u(s+ sν , t). By the mean-value
inequality we have that
supν∈N,(s,t)∈[−1,1]×[0,1] |duν(s, t)| <∞ .
By bounded gradient compactness (cf. Lemma 4.5) we conclude that after possibly
passing to a subsequence there exists a map v : [−1, 1]× [0, 1]→M such that (uν)
converges to v uniformly with all derivatives. In particular E(uν ; [−1, 1]× [0, 1])→
E(v; [−1, 1]× [0, 1]) = 0, hence v is constant. We conclude that
‖∂su‖Ck([sν−1,sν+1]×[0,1]) = ‖∂suν‖Ck([−1,1]×[0,1]) → 0 ,
which contradicts (3.5). 
Remark 3.6. In the previous corollary we have not used that L0 and L1 intersect
cleanly.
3.3. Isoperimetric inequality. For paths γ : [0, 1] → M with endpoints γ(k) ∈
Lk for k = 0, 1 and with image sufficiently close to the intersection L0 ∩ L1 we
define the local action
Aloc(γ) :=
∫
γ∗λ ,
in which λ is any primitive of the symplectic form restricted to a neighborhood of
L0 ∩ L1 such that λ|Lk = 0 (see Proposition 2.11 to show that such λ exist). That
the inequality which we are about to show is true for some constant µ is well-known
and previously proven in [24, Lmm. 3.17] or [43, Lmm. 3.4.5].
Proposition 3.7 (Isoperimetric inequality). Assume that L0 and L1 are in clean
intersection. For every point p ∈ L0∩L1 and constant µ < ιp with ιp defined in (3.1)
there exists a constant ρ > 0 with the following significance: For any smooth curve
γ : [0, 1]→M satisfying γ(0) ∈ L0, γ(1) ∈ L1 and dist (γ(t), p) < ρ for all t ∈ [0, 1]
we have
2µ |Aloc(γ)| ≤
∫ 1
0
|∂tγ|2Jdt .
If moreover µ < inf{ιp | p ∈ L0 ∩ L1} then there exists ℓ0 > 0 such that for all
γ : [0, 1] → M with γ(0) ∈ L0, γ(1) ∈ L1 and ℓ(γ) :=
∫ 1
0
|∂tγ| dt < ℓ0 the same
conclusion holds.
Proof. By Lemma 2.12 we assume that γ : [0, 1] → R2n with R2n equipped with
standard symplectic form and the Lagrangians L0, L1 are linear subspaces Λ0,Λ1
respectively. Let Φ be the trivialization constructed in Lemma 2.12, which we think
of as an matrix valued function and abbreviate Φγ(t) := Φt(γ(t)) and Jγ(t) :=
Jt(γ(t)) for all t ∈ [0, 1]. The matrix Φγ is symplectic and satisfies ΦγJstd =
JγΦγ . Consider the Hilbert space H = L
2([0, 1],R2n) equipped with standard
inner product 〈·, ·〉 and norm ‖·‖. We conclude∫ 1
0
ω(∂tγ, Jγ∂tγ)dt = 〈Jstd∂tγ, Jγ∂tγ〉 = 〈Jstd∂tγ,ΦγΦ−1γ Jγ∂tγ〉 =
=
∥∥Φ−1γ Jγ∂tγ∥∥2 . (3.6)
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We extend γ : [0, 1] → R2n to a map u : [0, 1]2 → R2n via u(s, t) = sγ(t) and
compute
Aloc(γ) =
∫
[0,1]
γ∗λ =
∫
[0,1]2
u∗ω =
1
2
∫ 1
0
ω(∂tγ, γ)dt =
1
2
〈Jstd∂tγ, γ〉 ,
in which for the second equality we have used Stokes and the fact that by con-
struction u|t=k ⊂ Λk for k = 0, 1. Abbreviate Φ∞(t) := Φt(0) and J∞(t) := Jt(0)
for all t ∈ [0, 1]. Define the unbounded operator A∞ via (3.19). The function
ξ : [0, 1] → R2n, t 7→ ξ(t) = Φ∞(t)−1γ(t) lies in the domain of A∞. Continue the
computation
2Aloc(γ) = 〈Jstd∂tγ, γ〉 = 〈Jstd∂tγ,Φ∞ξ〉 = 〈Φ−1∞ J∞∂tγ, ξ〉 = 〈A∞ξ, ξ〉 .
By construction the operator A∞ is conjugated to Ap. In particular these two
operators have the same spectral gap. By Corollary B.2 we have
2 |Aloc(γ)| = |〈A∞ξ, ξ〉| ≤ 1
ιp
‖A∞ξ‖2 = 1
ιp
∥∥Φ−1∞ J∞∂tγ∥∥2 . (3.7)
The matrix Gt(q) := Φt(q)
−1Jt(q) is invertible for all (t, q) ∈ [0, 1] × U , ξ ∈ R2n.
Moreover we have
‖Gt(0)ξ‖ ≤ ‖Gt(q)ξ‖+ ‖Gt(0)−Gt(q)‖
∥∥Gt(q)−1∥∥ ‖Gt(q)ξ‖ .
Thus there exists a constant c > 0 such that for all ρ < 1 and curves γ with distance
to p bounded by ρ we have∥∥Φ−1∞ J∞∂tγ∥∥2 = ‖G(0)∂tγ‖2 ≤ (1 + cρ) ‖G(γ)∂tγ‖2 = (1 + cρ)∥∥Φ−1γ Jγ∂tγ∥∥2 .
(3.8)
Together with (3.6) and (3.7) we conclude
2ιp |Aloc(γ)| ≤ (1 + cρ)
∫ 1
0
ω(∂tγ, Jγ∂tγ)dt .
Then the first claim follows if we choose ρ < (ιp − µ)/(cµ).
We show the second statement. Repeat the argument above with each point
p ∈ L0 ∩L1 and let cp denote the corresponding constant from (3.8). Since p 7→ cp
is upper semi-continuous and ιp − µ bounded away from zero the constant ρ :=
inf{ ιp−µcpµ | p ∈ L0 ∩L1} is positive. Abbreviate by P the space of paths γ : [0, 1]→
M with γ(0) ∈ L0 and γ(1) ∈ L1. We denote by Bρ(p) ⊂M the open ball about p
with radius ρ. We claim that there exists ℓ0 such that for any γ ∈ P we have
ℓ(γ) :=
∫ 1
0
|γ˙(t)|dt < ℓ0 ⇒ γ(0) ∈ V :=
⋃
p∈L0∩L1
Bρ/2(p) . (3.9)
If not, there exists sequences (γν) ⊂ P such that for all ν ∈ N we have ℓ(γν) < 1/ν
and γν(0) lies in the complement of V . By compactness of L0, there exists a sub-
sequence, still denoted (γν), such that γν(0) converges to a point p ∈ L0. Moreover
since ℓ(γν) → 0 and L1 is closed we have that γν(1) ∈ L1 converges to p and thus
p ∈ L0 ∩L1, contradicting the fact that γν(0) /∈ V for all ν ∈ N since V is an open
neighborhood of p. To show the lemma we assume without loss of generality that
ℓ0 < ρ/2. Indeed given any γ ∈ P with ℓ(γ) < ℓ0, by (3.9) there exists p ∈ L0 ∩L1
such that γ(0) ∈ Bρ/2(p) and hence γ ⊂ Bρ(p). 
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The next lemma is a direct consequence of the isoperimetric inequality. It is
the generalization of a version for J-holomorphic cylinders as given in [37, Lemma
4.7.3]. The assertion is that the energy of a J-holomorphic half-strip with bound-
ary in (L0, L1) decays exponentially and the energy of a J-holomorphic strip of
finite length with boundary in (L0, L1) can not spread out uniformly but must be
concentrated at the ends, provided that the energy is sufficiently small.
Lemma 3.8 (Energy decay). Assume that L0 and L1 are in clean intersection.
For any constant µ < inf{ιp | p ∈ L0 ∩L1} there exists constants ε0 and c with the
following significance:
(i) For any map u : [0,∞)× [0, 1]→M satisfying (CR), (BC) and E(u) < ε0,
then for all s ≥ 1 we have
E(u; [s,∞)× [0, 1]) ≤ E(u)e−2µs . (3.10)
Moreover there exists a point p ∈ L0 ∩ L1 such that for all s ≥ 1 and
t ∈ [0, 1] we have
dist (u(s, t), p) + |du(s, t)| ≤ ce−µs . (3.11)
(ii) For all s0 < s1 and any map u : [s0, s1]× [0, 1]→M satisfying (CR), (BC)
and E(u) < ε0 we have
E(u; [a+ s, b− s]× [0, 1]) ≤ E(u)e−2µs . (3.12)
for all 1 ≤ s ≤ (s1 − s0)/2. Moreover for all σ, σ′ ∈ [s0 + s, s1 − s] and
t, t′ ∈ [0, 1] we have
|du(σ, t)| + dist (u(σ, t), u(σ′, t′)) ≤ ce−µs . (3.13)
If instead p ∈ L0 ∩ L1 is a point and µ < ιp, then there exists constants ε, c and
ρ satisfying the statements above after replacing the manifold M with the open ball
Bρ(p).
Proof. We show the first statement. Assume that ε0 is smaller than the constant
~ from the mean-value inequality (cf. Prop. 3.4). Let u : [0,∞) × [0, 1] → M
satisfy (CR), (BC) and E(u) < ε0. That assured the mean-value inequality provides
a constant c1 independent of u, such that for any s > 1/2 we have
|du(s, t)|2 ≤ c1E(u; [s− 1/2, s+ 1/2]× [0, 1]) ≤ c1ε0 . (3.14)
Abbreviate γs(t) = u(s, t). Let ℓ0 denote the constant from the isoperimetric
inequality (cf. Prop. 3.7). By possibly decreasing ε0 we assume that for all s > 1/2
we have
ℓ(γs) =
∫ 1
0
|∂tγs(t)| dt ≤ √c1ε0 < ℓ0 . (3.15)
By the choice of ℓ0 the point u(s, t) lies inside the Pozniak neighborhood where the
symplectic form is exact for all s ≥ 1 and t ∈ [0, 1]. Hence ω = dλ for some one
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form λ and by the isoperimetric inequality we get
f(s) := E(u; [s,∞)× [0, 1]) =
∫ 1
0
γ∗sλ− lim
b→∞
∫ 1
0
γ∗bλ
≤ 1
2µ
∫ 1
0
|γ˙s(t)|2 dt+ 1
2µ
lim
b→∞
∫ 1
0
|γ˙b(t)|2 dt
≤ −∂sf(s)
2µ
+
1
2µ
lim
b→∞
E(u; [b− 1, b+ 1]× [0, 1])
= −∂sf(s)
2µ
.
Hence 2µf(s) + ∂sf(s) ≤ 0 which gives (3.10).
We show (3.11). Since L0 is compact there exists a sequence sν →∞ and a point
p ∈ L0 such that pν := u(sν , 0)→ p. Given any s we find ν0 such that sν > s for all
ν ≥ ν0 and by the exponential decay of the energy and the mean-value inequality
we have
dist (u(s, t), p) ≤ dist (u(s, t), u(sν , 0)) + dist (pν , p)
≤
∫ sν
s
|∂σu(σ, t)| dσ +
∫ t
0
|∂τu(sν , τ)| dτ + dist (pν , p)
≤ √c1ε0
∫ ∞
s
e−µσdσ +
√
c1ε0e
−µsν + dist (pν , p)
≤ √c1ε0e−µs + dist (pν , p)→ √c1ε0e−µs .
To see that p ∈ L0 ∩ L1, we consider p′ν := u(sν , 1) ∈ L1 for all ν ∈ N. By the
previous estimate we have p′ν → p. Since L1 is closed we conclude p ∈ L0 ∩ L1.
The last estimate together with (3.14) and (3.10) shows (3.11).
We show (3.12). Let u : [s0, s1]× [0, 1]→M be a map that satisfies (CR), (BC)
and E(u) < ε0. The equations (3.14) and (3.15) still hold. In particular u(s, t) lies
inside the Pozniak neighborhood for all (s, t) ∈ [s0 + 1/2, s1 − 1/2]× [0, 1] and we
have
f(s) := E(u; [s0 + s, s1 − s]× [0, 1]) =
∫ 1
0
γ∗s0+sλ−
∫ 1
0
γ∗s1−sλ
≤ 1
2µ
∫ 1
0
|γ˙s0+s|2 dt+
1
2µ
∫ 1
0
|γ˙s1−s|2 dt = −
1
2µ
∂sf(s) ,
for all 1/2 ≤ s ≤ (s1 − s0)/2. Hence ∂sf(s) + 2µf(s) ≤ 0 which implies (3.12).
To show (3.13) we assume without loss of generality that s0 = −s1, after possibly
replacing u with the shifted map u˜ given by u˜(s, t) = u(s− (s1 + s0)/2, t). By the
mean value inequality and the energy decay we have for 0 ≤ σ ≤ s1 − 1
|du(σ, t)|2 ≤ c1E(u; [σ − 1/2, σ + 1/2]× [0, 1])
≤ c1E(u; [−σ − 1/2, σ + 1/2]× [0, 1])
≤ c1e2µε0e−2µ(s1−σ) ,
where in the last estimate we used (3.12) with s = s1− σ− 1/2. Note that because
σ ≤ s1 − 1 we have s ≥ 1/2 as required. Fix some s ∈ [1, s1], σ0 ∈ [0, s1 − s] and
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t0 ∈ [0, 1]. We compute with c2 = √c1ε0eµ
dist (u(σ0, t0), u(0, 0)) ≤
∫ σ0
0
|∂su(σ, 0)| dσ +
∫ t0
0
|∂tu(σ0, t)| dt
≤ c2
∫ σ0
0
e−µ(s1−σ)dσ + c2
∫ t0
0
e−µ(s1−σ0)dt
≤ c2(µ−1 + 1)e−µ(s1−σ0) ≤ c2(µ−1 + 1)e−µs .
We conclude the same estimate for every σ1 ∈ [−s0 + s, 0] and t1 ∈ [0, 1]. Hence
dist (u(σ0, t0), u(σ1, t1)) ≤ 2c2(1/µ+ 1)e−µs .
This shows (3.13). 
3.4. Linear theory. This section is mainly an exposition of the results from [46].
We have included it to introduce the necessary notations. Following the ideas
of [46] we reformulate the linearization of (CR) and (BC) as an operator of the
form ∂s+A(s)+B(s) where s 7→ A(s) is a path of unbounded operators converging
to a self-adjoined operator as s tends to∞ and s 7→ B(s) is a path of anti-symmetric
bounded operators converging to zero as s tends to ∞.
Fix a point p ∈ L0 ∩ L1 and neighborhood U ⊂ M from Lemma 2.12. Given a
map u : [0,∞)× [0, 1]→M which satisfies (CR) and (BC). Assume that the image
of u is completely contained in U . We consider the linearized Cauchy-Riemann
operator
Du : Γ(u
∗TM)→ Γ(u∗TM), ξ 7→ ∇sξ + J(u)∇tξ +∇ξJ(u)∂tu . (3.16)
Let Φ be the trivialization from Lemma 2.13 and abbreviate Φu(s, t) := Φt(u(s, t))
for all (s, t) ∈ [0,∞) × [0, 1]. We define the matrix valued function S : [0,∞) ×
[0, 1]→ R2n×2n by
Φu (∂sξ + Jstd∂tξ + Sξ) = DuΦuξ , (3.17)
for all smooth ξ : [0,∞)× [0, 1] → R2n. Abbreviate Φ∞(t) := Φt(0) and J∞(t) :=
Jt(0) for all t ∈ [0, 1]. Similarly we define S∞ : [0, 1]→ R2n×2n via
Φ∞ (Jstd∂tξ + S∞ξ) = J∞∂tΦ∞ξ , (3.18)
for all smooth ξ : [0, 1]→ R2n. The next lemma relates the asymptotic behavior of
S to the asymptotic behavior of u. Since the proof does not use the fact that L0
and L1 intersect transversely, we quote directly from [46].
Lemma 3.9. The matrix S∞(t) symmetric for all t ∈ [0, 1]. There exists constants
s0 and c > 0 such that∣∣S(s, t)− S∞(t)∣∣ ≤ c(∣∣∂su(s, t)∣∣+ dist (u(s, t), p)) ,
for all s ≥ s0 and t ∈ [0, 1]. Moreover if u satisfies an uniform Ck-bound for some
k ≥ 0, then there exist a constant ck > 0 such that
‖S − S∞‖Ck([s,∞)×[0,1]) ≤ ck
(
‖∂su‖Ck([s,∞)×[0,1]) + sup
s≤σ,0≤t≤1
dist (u(σ, t), p)
)
.
Proof. See [46, Lemma 2.2]. 
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Consider the Hilbert space H = L2([0, 1],R2n) equipped with standard inner
product 〈·, ·〉 and norm ‖·‖. Consider the dense subspace V ⊂ H given by
V =
{
ξ ∈ H1,2([0, 1],R2n) | ξ(0), ξ(1) ∈ Rn × {0}} .
Given s ∈ [0,∞) we define the linear operators A(s) : V → H , ξ 7→ A(s)ξ where
(A(s)ξ) (t) = Jstd∂tξ(t) +
1
2
(
S(s, t) + S(s, t)T
)
ξ(t) ,
and the operator A∞ : V → H , ξ 7→ A∞ξ where
(A∞ξ) (t) = Jstd∂tξ(t) + S∞(t)ξ(t) . (3.19)
Moreover define the linear operator B(s) : H → H , η 7→ B(s)η given by
(B(s)η) (t) =
1
2
(
S(s, t)− S(s, t)T ) η(t) .
We quote the next lemma directly from [46]. It states that the paths s 7→ A(s) and
s 7→ B(s) are continuously differentiable. We denote the derivatives by A˙(s) and
B˙(s) respectively.
Lemma 3.10. The operators A(s)−A∞, A˙(s), B(s) and B˙(s) have extensions to
bounded linear operators on H. Moreover there exists a constant c > 0 such that
for ever s ≥ 0,
‖A(s) −A∞‖+ ‖B(s)‖ ≤ c supt∈[0,1]
(∣∣∂su(s, t)∣∣+ dist (u(s, t), p)) ,∥∥A˙(s)∥∥+ ∥∥B˙(s)∥∥ ≤ c supt∈[0,1] (∣∣∇s∂su(s, t)∣∣+ ∣∣∂su(s, t)∣∣+ dist (u(s, t), p)) .
In which ‖ · ‖ denotes the operator norm on bounded linear operators.
Proof. [46, Lemma 2.3] 
Define the function ξu : [0,∞)× [0, 1]→ R2n, (s, t) 7→ ξu(s, t)
ξu(s, t) = Φu(s, t)
−1∂su(s, t) . (3.20)
Since u solves the Cauchy-Riemann equation (CR) and J is s-independent, the
vector field ∂su lies in the kernel of Du and with the above definition we have
∂sξu(s, t) + Jstd∂tξu(s, t) + S(s, t)ξu(s, t) = 0 . (3.21)
By construction we have ξu(0, ·), ξu(1, ·) ⊂ Rn×0 for k = 0, 1, in particular ξu(s, ·) ∈
V for all s ≥ 0. Abusing notation we denote the path [0,∞)→ V , s 7→ ξu(s, ·) also
by ξu. According to (3.21) we have for all s ≥ 0
∂sξu(s) +A(s)ξu(s) +B(s)ξu(s) = 0 . (3.22)
In contrast to the setting of [46], the asymptotic operator A∞ is no longer injective
in our situation. To be able to conclude we need that the component of ξu is the
kernel is controlled by ξu as provided in the next lemma. Let kerA∞ ⊂ H denote
the kernel of A∞ considered as a closed subspace of H and P : H → kerA∞ the
orthogonal projection to the kernel of A∞.
Lemma 3.11. There exists a uniform constant c such that for all s ≥ 0 we have
‖Pξu(s)‖ ≤ c supt∈[0,1] dist (u(s, t), p) ‖ξu(s)‖ .
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Proof. Via Lemma 2.12 we assume without loss of generality that U ⊂ R2n equipped
with the standard symplectic structure and L0, L1 are fixed linear Lagrangian sub-
spaces. Moreover we think of the almost complex structure J and Φ as matrix
valued functions. Fix s ≥ 0 and abbreviate γs(t) := u(s, t) for all t ∈ [0, 1]. The
path t 7→ Φ−1∞ (t)γs(t) is an element of the domain of A∞. Let e ∈ kerA∞ be an
element with ‖e‖ = 1. Since A∞ is symmetric we compute using the definition of
A∞ (cf. equations (3.19) and (3.18))
〈Φ−1∞ J∞∂tγs, e〉 = 〈Φ−1∞ J∞∂tΦ∞Φ−1∞ γs, e〉 = 〈A∞Φ−1∞ γs, e〉 = 0 .
Abbreviate G∞(t) := Φ∞(t)
−1J∞(t) and Gu(t) := Φu(t)
−1Jt(u(s, t)) for all t ∈
[0, 1]. By definition of ξu (cf. equation (3.20)) and since u solves (CR) we have
ξu = Φ
−1
u ∂su = −Φ−1u J(u)∂tu = −Gu∂tγs. Thus
〈ξu(s), e〉 = −〈Gu∂tγs, e〉 = 〈(G∞ −Gu)∂tγs, e〉 ≤
≤ ‖G∞ −Gu‖C0
∥∥G−1u ∥∥C0 ‖ξ(s)‖ .
The matrix Gt(q) := Φt(q)
−1Jt(q) is invertible for all (t, q) ∈ [0, 1]×U and satisfies
an uniform C1-bound. In particular there exists a uniform constant c such that for
all s ≥ 0 we have
〈ξu(s), e〉 ≤ c sup
t∈[0,1]
dist (u(s, t), p) ‖ξu(s)‖ .
The claim follows after taking the supremum over all e ∈ kerA∞ with ‖e‖ = 1 of
the last estimate. 
3.5. Proofs.
Proof of Theorem 3.1. Given u which satisfies (CR) and (BC). Assume addition-
ally that u satisfies (3.3) then (E) clearly follows. Also if u satisfies (E), then (3.2)
follows by the estimate (3.11). In order to prove the theorem it suffices to show
that if u satisfies (3.2) then (3.3) follows. Provided with the exponential decay of
the energy this follows from elliptic bootstrapping as explained on [46, Page 594].
We quickly repeat the argument.
Given u such that (CR), (BC) and (3.2) holds. Let ρ = ρ(µ, p) denote the
constant from the isoperimetric inequality (cf. Prop. 3.7). By (3.2) we assume
without loss of generality that u(s, t) ∈ Bρ(p) for all s ≥ 0 and t ∈ [0, 1]. Moreover
we assume that the image of u lies in a suitable symplectic chart as considered in
Section 3.4. The map ξ := ξu defined in (3.20) solves (3.21), i.e. for all (s, t) ∈
[0,∞)× [0, 1] we have
∂sξ(s, t) + Jstd∂tξ(s, t) + S(s, t)ξ(s, t) = 0 . (3.23)
Fix k ∈ N0 and s ≥ k. For all ν ∈ N0 we define the shifted maps
ξν(σ, t) := ξ(σ + s+ ν, t), Sν(σ, t) := S(σ + s+ ν, t) .
For any a < b with possibly b = ∞ we abbreviate Σba = [a, b] × [0, 1] and Σ∞a =
[a,∞) × [0, 1] if b = ∞. For any ℓ ∈ N0 let ‖·‖ℓ,2;Σba denote the standard Sobolev
norm ofHℓ,2(Σba,R
2n). Using elliptic bootstrapping (cf. [46, Lemma C.1]) and since
ξ solves (3.23) we have a constant c1 = c1(ℓ) which depends on ℓ but is independent
FLOER HOMOLOGY OF LAGRANGIANS IN CLEAN INTERSECTION 29
of ξ, S and ν such that
‖ξ‖2ℓ,2;Σ∞s =
∞∑
ν=0
‖ξν‖2ℓ,2;Σ10 ≤ c1
∞∑
ν=0
(
‖Sνξν‖2ℓ−1,2;Σ2
−1
+ ‖ξν‖2ℓ−1,2;Σ2
−1
)
.
According to Lemmas 3.9 and Corollary 3.5 the smooth maps Sν satisfy an uniform
Cℓ-bound, hence there exists a uniform constant c2 = c2(ℓ) such that
‖ξ‖2ℓ,2;Σ∞s ≤ c2
∞∑
ν=0
‖ξν‖2ℓ−1,2;Σ2
−1
= 3c2 ‖ξ‖2ℓ−1,2;Σ∞s−1 .
Repeating the previous k times we conclude that for each k ∈ N0 we have constant
c3 = c3(k) depending on k such that
‖ξ‖2k,2;Σ∞s ≤ c3 ‖ξ‖
2
0,2;Σ∞
s−k
= c3E(u; Σ
∞
s−k) .
The Ck-norm of Φ is bounded and after Corollary 3.5 so is the Ck-norm of the map
(s, t) 7→ Φu(s, t) = Φt(u(s, t)), hence there exists a constant c4 such that
‖∂su‖Ck(Σ∞s ) ≤ c4 ‖ξ‖Ck(Σ∞s ) .
By Sobolev embedding, the last two estimates and Lemma 3.8 we have constants
c5 and c6 such that
‖∂su‖Ck(Σ∞s ) ≤ c5 ‖ξ‖k+2,2;Σ∞s ≤ c3c5 ‖ξ‖L2(Σ∞s−k−2) ≤ c6e
−µ(s−k−2) .
This shows (3.3) and hence the theorem. 
Proof of Theorem 3.2. We follow closely the line of arguments from the proof of [46,
theorem B]. By Theorem 3.1 we assume without loss of generality that the image
of u lies in a suitable symplectic chart. With notations from Section 3.4 we see that
ξ := ξu : [0,∞)→ V satisfies (3.22), i.e. for all s ≥ 0 we have
∂sξ(s) +A(s)ξ(s) +B(s)ξ(s) = 0 .
In [24, theorem 4.1] it is proven that A∞ is Fredholm and self-adjoined considered
as an unbounded operator in H . Using Lemmas 3.10 and 3.11 together with the
exponential decay of u given in equation (3.3) all the requirements for Lemma B.8
are fulfilled. Hence there exists an eigenvalue α of A∞, an eigenvector ζ ∈ ker(A∞−
α) and a constant c such that for all s ≥ 0 we have∫ 1
0
∣∣eαsξ(s, t)− ζ(t)∣∣2dt ≤ ce−2µs .
Abbreviate Σs := [s,∞)× [0, 1]. We prove by induction that for each k ∈ N0 there
exists a constant ck such that for all s ≥ 0
‖eαsξ − ζ‖Hk,2(Σs) ≤ cke−µs . (3.24)
For k = 0 this follows by the last estimate. Now assume that (3.24) has been
established for some k ≥ 0. Abbreviate θ(s, t) := eαsξ(s, t) − ζ(t) for all (s, t) ∈
[0,∞)× [0, 1]. The map θ : [0,∞)× [0, 1]→ R2n satisfies
∂sθ(s, t) + Jstd∂tθ(s, t) = η(s, t), θ(s, 0), θ(s, 1) ⊂ Rn × {0} ,
for all (s, t) ∈ [0,∞)× [0, 1], in which
η(s, t) = (α− S∞(t)) θ(s, t) + (S∞(t)− S(s, t)) (θ(s, t)− ζ(t)) .
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By the Ck-bounds of S (cf. Lemma 3.9) and the exponential decay for ∂su (cf.
equation (3.3)) we have a constant c = c(k) such that for all s ≥ 0
‖S − S∞‖Ck(Σs) ≤ ce−µs .
By this estimate and the induction hypotheses there exists another constant c =
c(k) such that for all s ≥ 0
‖∂sθ + Jstd∂tθ‖Hk,2(Σs) ≤ ce−µs .
Then after elliptic bootstrapping (cf. [46, Lemma C.1]) we conclude that (3.24)
holds with k replaced with k + 1. This shows (3.24) for all k ∈ N. By the Sobolev
embedding we also conclude for all k ∈ N we have a possibly larger constant ck
such that
‖eαsξ − ζ‖Ck(Σs) ≤ cke−µs . (3.25)
By construction the Hessian Ap and the operator A∞ are conjugated via Φ∞.
In particular the path [0, 1] → TpM , t 7→ Φ∞(t)ζ(t) is an eigenvector of Ap with
eigenvalue α. Define the map w : [s0,∞)× [0, 1]→ TpM by
u(s, t) = expp(−α−1e−αsΦ∞(t)ζ(t) + w(s, t)) .
We derive the equation by ∂s and obtain
∂su = E(u˜)e
−αsΦ∞ζ + E(u˜)∂sw ,
in which E(u˜) denotes the derivative of the exponential map at
u˜ := −α−1e−αsΦ∞ζ + w .
Rewriting the last equation gives
∂sw = E(u˜)
−1∂su− e−αsΦ∞ζ
= E(u˜)−1Φu(ξ − e−αsζ) + e−αs(E(u˜)−1Φu − Φ∞)ζ .
By the exponential decay of u, since the Ck-norms of E and Φ are uniformly
bounded and E(0) is the identity we conclude that there exists a possibly larger
constant ck such that∥∥E(u˜)−1Φu − Φ∞∥∥Ck(Σs) ≤ ∥∥(E(u˜)−1 − 1)Φu∥∥Ck(Σs) + ‖Φu − Φ∞‖Ck(Σs) ,
is bounded by cke
−µs. Hence with together with estimate (3.25) we obtain a pos-
sibly larger constant ck such that for all s ≥ 0
‖∂sw‖Ck(Σs) ≤ cke−(µ+α)s .
By construction we see that lims→∞ w(s, t) = 0 for each fixed t ∈ [0, 1] and thus
w(s, t) = −
∫ ∞
s
∂σw(σ, t)dσ .
Using the previous estimate on ∂sw we conclude that w also satisfies an exponential
decay. This proves the theorem. 
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4. Compactness
We study sequences of (perturbed) holomorphic strips with boundary on two
Lagrangians. We show that if the energy of the sequence is uniformly bounded, then
a subsequence converges in a certain sense to a broken strip. The convergence is a
very crude version of Gromov compactness, which forgets the so called “bubbles”
and just remembers their energies. If the Lagrangians are monotone, this will
prove to be sufficient for our purposes. Convergence of holomorphic strips has
originally been studied by Floer in [16] in which he a priory excluded the bubbles
and later by Oh in [40] for the monotone case. Both of the results are formulated
under the assumption that the Lagrangians intersect transversely. Here we give
a refinement which allows cleanly intersecting Lagrangians. In the special case
where both Lagrangians are the same and the almost complex structure does not
depend on the domain a sequence of holomorphic strips is nothing but a sequence
of holomorphic disks and Gromov compactness of these is fully described in [25].
Most proofs are straight forward generalizations of this special case. An alternative
approach is developed Ivashkovich-Shevchishin in [30].
4.1. Cauchy-Riemann-Floer equation. Let (M,ω) be a symplectic manifold
and L0, L1 ⊂ M be two Lagrangian submanifolds not necessarily in clean in-
tersection. We abbreviate the strip Σ := R × [0, 1]. Further denote by X ∈
C∞(Σ,Vect(X)) and J ∈ C∞(Σ,End(TM,ω)) a vector field and an almost com-
plex structure respectively. A non-trivial finite-energy (J,X)-holomorphic strip u
with boundary in (L0, L1) is a map u : R× [0, 1]→M which satisfies
∂su+ J(u) (∂tu−X(u)) = 0 ,
u|t=0 ⊂ L0, u|t=1 ⊂ L1 ,
0 <
∫
|∂su|2J dsdt <∞ .
(4.1)
By convenience we often just write that u is a (J,X)-holomorphic strip. For an
open subset Ω ⊂ R× [0, 1], we define the energy of u on Ω by
E(u) :=
∫
|∂su|2J dsdt E(u; Ω) :=
∫
Ω
|∂su|2J dsdt .
In order to controll the asymptotic behaviour of (J,X)-holomorphic strips we as-
sume that J is asymptotically constant and X is asymptotically constant to a
Hamiltonian vector field of a clean Hamiltonian (cf. Definition 2.14).
Definition 4.1. Given J ∈ C∞(Σ,End(TM,ω)) and X ∈ C∞(Σ,Vect(X)),
• we call J admissible if there exists s0 and paths J− and J+ such that
J(−s, ·) = J− and J(s, ·) = J+ for all s ≥ s0 and
• we call X admissible if there exists s0 and clean Hamiltonians H− and H+
such that X(−s, ·) = XH− and X(s, ·) = XH+ for all s ≥ s0.
We call J (resp. X) R-invariant if the same holds for s0 = 0. Necessarily for
R-invariant structures we have J− = J+ (resp. H− = H+).
Lemma 4.2. Given admissible J and X. For any (J,X)-holomorphic strip u the
limits u(−∞) := lims→−∞ u(s, ·) and u(∞) := lims→∞ u(s, ·) exists and with the
notation above we have u(−∞) ∈ IH−(L0, L1) and u(∞) ∈ IH+(L0, L1)
Proof. Use Theorem 3.1 and Lemma 2.6 
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Definition 4.3. Given a sequence of admissible almost complex structures (Jν)ν∈N
and a sequence of admissible vector fields (Xν)ν∈N converging to J and X respec-
tively. A sequence (uν)ν∈N of (Jν , Xν)-holomorphic strips Floer-Gromov converges
modulo bubbling to a tuple v = (v1, . . . , vk) if there exists sequences (a
ν
1), . . . , (a
ν
k) ⊂
R and empty or finite sets Z1, . . . , Zk ⊂ Σ such that for all j = 1, . . . , k we have
(i) the sequence uν ◦ τaνj converges to vj in C∞loc(Σ \ Zj)
(ii) for all z ∈ Zj the limit mj,z := limε→0 limν→∞E(uν ◦τaνj , Bε(z)) exists and
is strictly positive,
(iii) if vj is constant then Zj is not empty,
(iv) limν→∞ uν(−∞) = v1(−∞), limν→∞ uν(∞) = vk(∞) and if j 6= k then
vj(∞) = vj+1(−∞).
Moreover we have
lim
ν→∞
E(uν) =
k∑
j=1
E(vj) +m, m :=
k∑
j=1
∑
z∈Zj
mj,z .
If the sets Z1, . . . , Zk are all empty we say that (uν) Floer-Gromov converges.
Theorem 4.4. Given a sequence of admissible almost complex structures (Jν)ν∈N
and a sequence of admissible vector fields (Xν)ν∈N converging to J and X respec-
tively. Any sequence (uν)ν∈N of (Jν , Xν)-holomorphic with uniformly bounded en-
ergies has a subsequence which Floer-Gromov converges modulo bubbling.
Proof. Iteratively apply Lemma 4.6 and Lemma 4.8 given below. 
4.2. Local convergence. In this section we provide local convergence results.
We use a well-known trick and transform the statement of perturbed holomorphic
curves into a statement for holomorphic curves at the cost of turning the target
space into a non-compact space. Then the results follows from standard theory on
holomorphic curves. Given an open subspace Ω ⊂ Σ, we say that u : Ω → M is a
(J,X)-holomorphic map if u satisfies (4.1) wherever it is defined.
Lemma 4.5 (bounded gradient compactness). Given
• a sequence Ω1,Ω2, · · · ⊂ Σ of open subsets which exhaust Ω ⊂ Σ,
• a sequence J1, J2, . . . such that Jν : Ων → End(TM,ω) are almost complex
structures converging to J : Ω→ End(TM,ω) in C∞loc,
• a sequence X1, X2, . . . such that Xν : Ων → Vect(X) are vector fields con-
verging to X : Ω→ Vect(M) in C∞loc,
then for any sequence u1, u2, . . . such that uν : Ων →M is a (Jν , Xν)-holomorphic
map and assume that
sup
ν∈N
‖∂suν‖C0 <∞ ,
there exists subsequence which converges to a map u : Ω → M in C∞loc. Moreover
the map u is (J,X)-holomorphic.
Proof. Define the manifold M˜ := Ω×M with submanifolds
L˜0 = (R× {0} ∩ Ω)× L0, L˜1 = (R× {1} ∩Ω)× L1 .
Define almost complex structures J˜ν , J˜ ∈ End(TM˜) via
J˜ν(s, t, p) =
 0 −1 01 0 0
Xν(s, t, p) −Jν(s, t, p)Xν(s, t, p) Jν(s, t, p)
 ,
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and similarly J˜ . One checks directly that the manifolds L˜0 and L˜1 are totally real
with respect to J˜ and that the curves u˜ν(s, t) = (s, t, uν(s, t)) solve
∂J˜ν u˜ν = ∂su˜ν + J˜ν(u˜ν)∂tu˜ν = 0 ,
with boundary conditions
u˜ν(·, 0) ⊂ L˜0, u˜ν(·, 1) ⊂ L˜1 . (4.2)
We equip M˜ with the product symplectic structure, then J˜ν is compatible and for
the associated metric we have
|∂su˜ν |2 = |∂tu˜ν |2 = 1 + ω(∂suν , ∂tuν) = 1 + |∂suν |2 + ω(∂suν , Xν) .
We see that the gradient of u˜ν is uniformly bounded. By the Theorem of Arzela`-
Ascoli there exists u˜ : Ω → M˜ such that u˜ν converges to u˜ in C0loc. It is easy to
see that u˜ satisfies the boundary condition (4.2) and u˜(s, t) = (s, t, u(s, t)) for all
(s, t) ∈ Ω with some map u : Ω → M . To improve the convergence and show that
u˜ is J˜-holomorphic (thus u is (J,X)-holomorphic) we proceed as in proof of [37,
Theorem B.4.2]. 
Lemma 4.6 (Convergence modulo bubbling). Assume that Ω, J,X,Ων, Jν , Xν sat-
isfy the hypotheses of Lemma 4.5. Let u1, u2, . . . be a sequence of maps such that
uν : Ων →M is a (Jν , Xν)-holomorphic map and assume that
sup
ν∈N
E(uν ; Ων) <∞ ,
then there exists a subsequence, still denoted by (uν), a (J,X)-holomorphic map
u : Ω→M and an empty or finite set of points Z = {z1, . . . , zℓ} ⊂ Ω such that the
following holds
(i) uν converges to u in C
∞
loc(Ω \ Z)
(ii) for every i = 1, . . . , ℓ and every ε > 0 such that Bε(zi)∩Z = {zi}, the limit
mε(zi) := lim
ν→∞
E(uν ;Bε(zi) ∩ Ων) ,
exists. Moreover
mi := m(zi) := lim
ε→0
mε(zi),
is the energy of a non-constant holomorphic sphere of disk.
(iii) For every compact subset K ⊂ Ω with Z ⊂ int(K),
lim
ν→∞
E(uν ;K) = E(u;K) +
ℓ∑
j=1
mi .
Proof. See [37, Theorem 4.6.1] provided with Lemma 4.5. 
4.3. Convergence on the ends. In this section we consider convergence of (J,X)-
holomorphic curves restricted to the half-strip Σ+ := [0,∞) × [0, 1]. We assume
without loss of generality that X(s, ·) = XH for all s ≥ 0 and some clean Hamil-
tonian function H .
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Lemma 4.7 (C0-convergence on ends). Fix a clean Hamiltonian H and an almost
complex structure J ∈ C∞([0, 1],End(TM,ω). Given a sequence (uν) of (J,H)-
holomorphic half-strips. Assume that uν converges to a half-strip u in C
∞
loc(Σ
+,M)
and
lim
ν→∞
E(uν) = E(u) <∞ .
Then (uν) converges to u in the topology of C
0(Σ+,M). Moreover uν(∞) converges
to u(∞) as ν tends to ∞.
Proof. See [49, Proposition 4.3.10] and [49, Proposition 4.3.11] for the proof for case
of (J,H)-holomorphic cylinders asymptotic to non-degenerate Hamiltonian orbits.
The proof here is a little different and uses the isoperimetric inequality. According
to Lemma 2.6 we assume without loss of generality that H = 0 and L0, L1 intersect
cleanly. Let UPoz denote the neighborhood of L0 ∩ L1 given by Proposition 2.11.
We decompose
L0 ∩ L1 = C1 ∪C2 ∪ · · · ∪Cm ,
into connected components and by possibly making UPoz smaller we obtain a re-
spective decomposition
UPoz = U1 ∪ U2 ∪ · · · ∪ Um ,
such that Ci ⊂ Ui for all i = 1, . . . ,m and Ui ∩ Uj = ∅ whenever i 6= j. In view
of Theorem 3.1 we assume without loss of generality that u(s, t) ∈ U1 for all s ≥ 0
and t ∈ [0, 1].
Step 1. There exists an s0 and ν0 such that uν(s, t) ∈ U1 for all s ≥ s0, t ∈ [0, 1]
and ν ≥ ν0.
By contradiction assume that there exists a sequence (sν , tν) with sν → ∞ such
that
uν(sν , tν) ∈M \ U1 , (4.3)
for all ν ≥ 0. For 0 ≤ a < b we abbreviate
Eν(a, b) = E(uν ; [a, b]× [0, 1]), E(a, b) = E(u; [a, b]× [0, 1]) ,
and similarly Eν(a,∞) and E(a,∞). Since E(uν)→ E(u) we have
0 ≤ lim
ν→∞
Eν(sν − a,∞) ≤ lim
ν→∞
Eν(b,∞) = E(b,∞) ,
for any 0 ≤ a < b. This shows that
lim
ν→∞
Eν(sν − a,∞) = 0 ,
for all a > 0. In particular Eν(sν−a, sν+a)→ 0 and thus uν(sν , tν)→ x2 ∈ L0∩L1
in C∞loc. Because of (4.3) we must have x2 /∈ U1. Lets assume without loss of
generality that x2 ∈ U2. But since uν → u in C∞loc and the image of u lies completely
in U1 we find another sequence (s
2
ν , t
2
ν) such that
uν(s
2
ν , t
2
ν) ∈M \ (U1 ∪ U2) ,
for all ν ≥ 1. Repeating the same argument we see that uν(s2ν , t2ν)→ x3 ∈ L0 ∩L1.
With x3 /∈ U1 ∪ U2. Lets say x3 ∈ U3. Yet again we find a sequence (s3ν , t3ν) with
u(s3ν , t
3
ν) /∈ U1 ∪ U2 ∪ U3 for all ν ≥ 1 and eventually a sequence (smν , tmν ) with
smν →∞ as ν tends to ∞ such that
uν(s
m
ν , t
m
ν ) /∈ U1 ∪ U2 ∪ · · · ∪ Um = UPoz , (4.4)
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for all ν ≥ 1. On the other hand, as before, we also have uν(smν , tmν ) → xm+1 ∈
L0 ∩ L1. This contradicts (4.4) and consequently shows the claim.
Step 2. The map uν convergences to u in C
0([0,∞)× [0, 1]).
Assume by contradiction that there exists a sequence (sν , tν) ∈ Σ∞0 and a constant
ε > 0 such that
dist (uν(sν , tν), u(sν , tν)) ≥ ε , (4.5)
for all ν ≥ 1. Since uν → u in C∞loc we must necessarily have sν →∞. By the last
step, Lemma 3.8 and Proposition 3.4 there exists constants c1, c2, δ > 0 such that
|∂suν(s, t)|2 ≤ c1Eν(s− 1,∞) ≤ c1Eν(s0,∞)e−2δ(s−s0−1) ≤ c2e−2δs , (4.6)
for all s ≥ s0 and ν ≥ ν0. Thus
dist (uν(a, t), uν(sν , t)) ≤
∫ sν
a
|∂suν | ds ≤ c2
δ
(
e−δa − e−δsν ) ≤ c2
δ
e−δa , (4.7)
for any a > s0. By the same reasoning for u and possibly making c2 larger we also
have
|∂su(s, t)| ≤ c2e−δs, dist (u(s, t), u(sν , t)) ≤ c2
δ
e−δs , (4.8)
for all s > s0 and t ∈ [0, 1]. Choose a large enough such that c2/δe−δa ≤ ε/4 and
ν1 large enough such that the distance from uν(a, tν) to u(a, tν) is smaller than ε/4
for all ν ≥ ν1 then we finally have
dist (uν(sν , tν), u(sν , tν)) ≤ dist (uν(sν , tν), uν(a, tν))
+ dist (uν(a, tν), u(a, tν)) + dist (u(a, tν), u(sν , tν)) ≤ 3
4
ε .
This is a contradiction to (4.5) hence proves the claim. The last inequality also
shows that uν(∞)→ u(∞) as ν tends to ∞. 
Given a clean Hamiltonian H ∈ C∞([0, 1]×M). We say that a map u : Σ+ →M
is an (J,H)-holomorphic half-strip, if it satisfies (4.1) with X = XH .
Lemma 4.8 (soft rescaling on ends). Given a clean Hamiltonian H : [0, 1]×M → R
and a path of almost complex structure J : [0, 1] → End(TM,ω). Suppose that a
sequence (uν) of (J,H)-holomorphic half-strips converges to u : Σ
+ → M in C∞loc
such that the limit
m = lim
s→∞
lim
ν→∞
E(uν ; [s,∞)× [0, 1]) > 0 ,
exists and is positive. Then there exists a subsequence of (uν), still denoted (uν),
a sequence (bν) ⊂ R with bν → ∞, a (J,H)-holomorphic strip v : Σ → M with
boundary in (L0, L1) and a finite set Z = {z1, . . . , zℓ} ⊂ Σ such that
(i) The rescaled sequence vν := uν ◦ τbν converges to v in C∞loc(Σ \ Z),
(ii) the limit
mj := m(zj) := lim
ε→0
lim
k→∞
E(vk;Bε(zj) ∩Σ) ,
exists and is the energy of a non-constant holomorphic sphere or disk,
(iii) if v is constant then Z 6= ∅,
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(iv) the limits
m0 := m(−∞) := lim
s→∞
lim
ν→∞
E(vν ; (−bν,−s)× [0, 1])
mℓ+1 := m(∞) := lim
s→∞
lim
ν→∞
E(vν ; (s,∞)× [0, 1]) ,
exists and we have
lim
ν→∞
E(uν) = E(v) +
ℓ+1∑
j=0
mj , m = E(v) +
ℓ+1∑
j=1
mj .
(v) u(∞) = v(−∞) .
Proof. This is the adaption of [25, Theorem 3.5] and [25, Lemma 3.6] to the setting
of strips. Essentially all arguments work analogous provided with the energy decay
(cf. Lemma 3.8).
Step 1. We claim that m ≥ ~, where ~ is smaller than the constant from Proposi-
tion 4.9 and the constant from Proposition 4.10 for J = {Js,t | (s, t) ∈ [−s0, s0] ×
[0, 1]}.
After transforming uν we assume that H = 0 (see Lemma 2.6) and L0, L1 are in
clean and compact intersection. Let UPoz ⊂M denote the neighborhood of L0∩L1
given by Proposition 2.11. We claim there there exists a sequence (sν , tν) ∈ Σ such
that
lim
ν→∞
sν =∞, ∀ ν ≥ 1 : uν(sν , tν) ∈M \ UPoz . (4.9)
Otherwise we find s1 ≥ 0 such that uν(s, t) ∈ UPoz for all s ≥ s1, t ∈ [0, 1] and
ν ≥ 1. Then by Lemma 3.8 there exists a constant δ > 0 such that
E(uν ; (s,∞)) ≤ E(uν ; (s1,∞))e−2δ(s−s1) ,
for all s ≥ s1 and ν ≥ 1, which implies
m = lim
s→∞
lim
ν→∞
E(uν ; (s,∞)) ≤ sup
ν
E(uν) lim
s→∞
e−2δ(s−s1) = 0 .
This contradicts the fact that m > 0 and shows the existence of the sequence sν
satisfying (4.9). Now we claim that
lim inf
ν→∞
sup
t∈[0,1]
|duν(sν , t)| > 0 . (4.10)
If not, then we find a subsequence νk such that uνk(sνk , ·) converges to a constant
arc in L0∩L1 and hence uνk(sνk , tνk) ∈ UPoz for k large enough, contradicting (4.9).
This shows (4.10). Define the sequences cν ∈ R and t′ν ∈ [0, 1] by
cν = |duν(sν , t′ν)| = supt |duν(sν , t)| .
We distinguish two cases. If cν is unbounded, then after passing to a subsequence
(still denoted ν) we assume that cν → ∞ and t′ν → t′∞ ∈ [0, 1]. By [37, Lemma
4.6.5] we have that for every ε > 0 sufficiently small
~ ≤ lim inf
ν→∞
E(uν ;Bε(sν , t
′
∞) ∩ Σ) ≤ limν→∞E(uν ; (s,∞)) ,
for all s ≥ 0 and taking the limit
~ ≤ lim
s→∞
lim
ν→∞
E(uν ; (s,∞)) = m .
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This shows the claim in the case when cν is unbounded. Now assume that cν is
bounded. By Lemma 4.6 the rescaled sequence uν◦τsν converges to a J-holomorphic
strip v′ : Σ→M in C∞loc(Σ \ Z ′) for some finite set Z ′ ⊂ Σ and we have
E(v′; (−s,∞)) ≤ lim
ν→∞
E(uν ; (sν − s,∞)) ≤ lim
ν→∞
E(uν ; (s,∞)) , (4.11)
for all s ≥ 0. Since cν is bounded we must have Z ′ ∩ {0}× [0, 1] = ∅ and thus C∞-
convergence of uν ◦ τsν → v′ on {0} × [0, 1]. We assume without loss of generality
that t′ν → t′∞. By (4.10)
|dv(0, t′∞)| = limν→∞ |duν(sν , t
′
ν)| > 0 .
Hence v′ is non-constant. Proposition 4.9 and equation (4.11) imply
~ ≤ lim
s→∞
E(v′; (−s,∞)) ≤ lim
s→∞
lim
ν→∞
E(uν ; (s,∞)) = m .
This shows the claim.
Step 2. There exists a sequence aν →∞ such that
lim
ν→∞
E(uν , (aν − s,∞)× [0, 1]) = m ,
for all s ≥ 0.
Given a < b we abbreviate
Eν(a) = E(uν ; (a,∞)× [0, 1]), Eν(a, b) = E(uν ; (a, b)× [0, 1]) .
For ℓ ∈ N we find aℓ > ℓ and νℓ such that |Eν(aℓ)−m| ≤ 1/ℓ for all ν ≥ νℓ. Without
loss of generality we assume that νℓ < νℓ+1 and define aν = aℓ if νℓ ≤ ν < νℓ+1.
This shows that
lim
ν→∞
E(uν ; (aν ,∞)× [0, 1]) = m, lim
ν→∞
aν = lim
ℓ→∞
aℓ =∞ . (4.12)
Let ε > 0 there exists s0, ν0 such that Eν(s0) ≤ m+ ε for all ν ≥ ν0, by definition
of m. Secondly given any s ≥ 0, we find ν1 ≥ ν0 such that aν−s > s0 for all ν ≥ ν1
and hence
Eν(aν) ≤ Eν(aν − s) ≤ Eν(s0) ≤ m+ ε .
for any ν ≥ ν1. Taking the limit of that inequality as ν tends to ∞ and then as
ε→ 0 we have with (4.12)
m = lim
ν→∞
Eν(aν) ≤ lim
ν→∞
Eν(aν − s) ≤ m .
This shows the claim.
Step 3. There exists ν0 and a sequence bν →∞ such that
E(uν ; (bν ,∞)× [0, 1]) = m− ~/2 , (4.13)
for all ν ≥ ν0 and we have
lim
s→∞
lim
ν→∞
E(uν ; (bν − s,∞)× [0, 1]) = m . (4.14)
By definition of m and since supν E(uν ; Σ
∞
0 ) is finite there exists ν0 such that
Eν(0) ≥ m, lim
s→∞
Eν(s) = 0 ,
for all ν ≥ ν0. Due to the first step m ≥ ~. By the intermediate value theorem
there exists bν ≥ 0 such that
Eν(bν) = m− ~/2 ,
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for all ν ≥ ν0. Since for every bounded sequence supν sν ≤ c it holds
lim
ν→∞
Eν(sν) ≥ lim
ν→∞
Eν(c) ≥ lim
s→∞
lim
ν→∞
Eν(s) = m ,
we necessarily have bν → ∞. This shows (4.13). A similar argument as in step 2
shows that for all s ≥ 0 we have
m− ~/2 = lim
ν→∞
Eν(bν) ≤ lim
ν→∞
Eν(bν − s) ≤ m .
By contradiction, assume that (4.14) is false. Then we find 0 < ρ ≤ ~/2 such that
lim
ν→∞
Eν(bν − s) ≤ m− ρ , (4.15)
for every s ≥ 0. We claim that this implies
lim
ν→∞
bν − aν =∞ . (4.16)
Arguing indirectly, we assume that there exists s0 ≥ 0 such that bν − aν ≤ s0 for
all ν ≥ 1. This leads to the following contradiction
m = lim
ν→∞
Eν(aν) ≤ lim
ν→∞
Eν(bν − s0) ≤ m− ρ < m .
So (4.16) is true and thus for any s ≥ 0 we have
lim
ν→∞
Eν(aν − s, aν + s) ≤ lim
ν→∞
Eν(aν − s, bν)
= lim
ν→∞
Eν(aν − s)− lim
ν→∞
Eν(bν) = m−m+ ~/2 = ~/2 .
By Lemma 4.6 the rescaled strip wν = uν ◦ τaν converges modulo bubbling to a
(J,H)-holomorphic strip w and we have
~/2 ≥ lim
ν→∞
E(wν ; (−s, s)× [0, 1]) = E(w; (−s, s)× [0, 1]) +m′ .
But if w were non-constant or m′ > 0 then right-hand side is larger than ~. This
shows that w must be constant and wν → w in C∞loc(Σ). In particular
lim
ν→∞
Eν(aν − s, aν + s) = 0 , (4.17)
for all s ≥ 0. We also have
lim
ν→∞
Eν(aν , bν) = lim
ν→∞
Eν(aν)− lim
ν→∞
Eν(bν) = ~/2 .
By possibly making ~/2 smaller, we assume that Eν(aν , bν) < ε0 for ν large enough,
where ε0 is given by Lemma 3.8. Hence there exists constants ν0, δ > 0 such that
Eν(aν + s, bν − s) ≤ Eν(aν , bν)e−δs ≤ ~/2e−δs ,
for all s ≥ 1 and ν ≥ ν0. This shows
lim
s→∞
lim
ν→∞
Eν(aν + s, bν − s) ≤ ~/2 lim
s→∞
e−δs = 0 . (4.18)
Now for s ≥ 0 we have
Eν(bν − s) = Eν(aν − s)− Eν(aν − s, aν + s)− Eν(aν + s, bν − s) .
Combining (4.12), (4.18) and (4.17) this shows that
lim
s→∞
lim
ν→∞
Eν(bν − s) = m ,
contradicting (4.15) and proving (4.14).
Step 4. We show points (i), (ii) and (iii) of the theorem.
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With bν given in (4.13) from last step we define vν := uν ◦ τbν . The existence of
the strip v, the set Z and the limits mj is provided by Lemma 4.6. This shows (i)
and (ii). We show (iii). With the following argument we even locate the bubbling
point. By the definition of bν there exists a constant ν0 such that
Eν(bν − s1, bν − s0) ≤ Eν(bν − s1)− Eν(bν) ≤ m− (m− ~/2) = ~/2 ,
for all ν ≥ ν0 and 0 < s0 < s1. The same argument leading to (4.17) shows that
no bubbling can occur on (bν − s1, bν − s0)× [0, 1] and provided that v is constant
we get
lim
ν→∞
E(vν ; (−s1,−s0)× [0, 1]) = E(v; (−s1,−s0)× [0, 1]) = 0 .
This shows that
lim
ν→∞
E(vν ; (−s1,∞)× [0, 1]) = lim
ν→∞
E(vν ; (−s0,∞)× [0, 1])
+ lim
ν→∞
E(vν ; (−s1,−s0)× [0, 1])
is independent of s1. With (4.14) we have
lim
ν→∞
E(vν ; (−s1,∞)× [0, 1]) = lim
s→∞
lim
ν→∞
Eν(bν − s) = m ,
for all s1 > 0. But on the other hand
lim
ν→∞
E(vν ; (0,∞)× [0, 1]) = lim
ν→∞
Eν(bν) = m− ~/2 .
This implies that there must be a bubbling point on {0} × [0, 1] for vν .
Step 5. We show (iv).
Let s0 be so large that Z ⊂ Σs0−s0 . By possible passing to a further subsequence
still denoted by (vν), we assume that
ρ(s0) := lim
ν→∞
E(vν ; (s0,∞)× [0, 1]) ,
is well-defined. Then for any s ≥ s0, we have C∞-convergence of vν to v on Σss0
and thus
ρ(s) := ρ(s0)− lim
ν→∞
E(vν ; (s0, s)× [0, 1]) = ρ(s0)− E(v; (s0, s)× [0, 1]) .
This shows that ρ(s) is well-defined and monotone decreasing. Hence the limit
mℓ+1 = lim
s→∞
lim
ν→∞
E(vν ; (s,∞)× [0, 1]) = lim
s→∞
ρ(s) ,
exists and moreover
ρ(s0) = mℓ+1 + E(v; (s0,∞)× [0, 1]) . (4.19)
Secondly by definition of vν and after assumption the limit
m0 = lim
s→∞
lim
ν→∞
E(vν ; (−bν ,−s)× [0, 1]) = lim
s→∞
lim
ν→∞
E(uν ; (0, bν − s)× [0, 1])
= lim
s→∞
E(u; (0, s)× [0, 1]) = E(u) ,
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exists. Now by (4.14) and Lemma 4.6 we have
m = lim
s→∞
lim
ν→∞
E(uν ; (bν − s,∞)× [0, 1])
= lim
s→∞
lim
ν→∞
E(vν ; (−s,∞)× [0, 1])
= lim
s→∞
lim
ν→∞
E(vν ; (−s,−s0)× [0, 1]) + lim
ν→∞
E(vν ; (−s0, s0)× [0, 1]) + ρ(s0)
= E(v) +
ℓ+1∑
j=1
mj ,
where in the last step we used (4.19). Finally using the last two equations
lim
ν→∞
E(uν) = lim
s→∞
lim
ν→∞
E(uν ; [0, s)× [0, 1]) + lim
s→∞
lim
ν→∞
E(uν ; (s,∞)× [0, 1])
= E(u) +m = E(v) +
ℓ+1∑
j=0
mj .
Step 6. We show (v).
Let s ≥ 0 be large enough. We have by assumption
lim
ν→∞
E(uν ; (s,∞)× [0, 1]) = m+ E(u; (s,∞)× [0, 1]) ,
and after (iv)
lim
ν→∞
E(uν ; (bν − s,∞)× [0, 1]) = lim
ν→∞
E(vν ; (−s,∞)× [0, 1])
= E(v; (−s,∞)× [0, 1]) +
ℓ+1∑
j=1
mj = m− E(v; (−∞,−s)× [0, 1]) .
Subtracting these two identities gives
lim
ν→∞
E(uν ; (s, bν − s)× [0, 1]) = E(u; (s,∞)× [0, 1]) + E(v; (−∞,−s)× [0, 1]) .
If s tends to ∞ the right-hand side approaches zero. Hence there exists constants
s0 and ν0 such that
E(uν ; (s, bν − s)× [0, 1]) ≤ ε0 ,
for all s ≥ s0 and ν ≥ ν0, where ε0 is the constant from Lemma 3.8. Using this
proposition with a = s0, b = bν − s0, σ = bν − s and σ′ = s we see that there exists
a constant c1 such that
dist (uν(s, 0), uν(bν − s, 0)) ≤ c1e−δ(s−s0) ,
for all s ≥ s0 + 1. Now estimate using the triangle inequality
dist (u(∞), v(−∞)) ≤ dist (u(∞), u(s, 0)) + dist (u(s, 0), v(−s, 0))
+ dist (v(−s, 0), v(−∞)) ,
and
dist (u(s, 0), v(−s, 0)) ≤ dist (u(s, 0), uν(s, 0)) + dist (uν(s, 0), uν(bν − s, 0))
+ dist (vν(−s, 0), v(−s, 0)) .
Using theorem 3.1 there exists a constant c2 such that
dist (u(∞), u(s, 0)) + dist (v(−s, 0), v(−∞)) ≤ c2e−δs ,
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for all s ≥ s0. Given any ε > 0 choose s ≥ s0 + 1 such that
c2e
−δs + c1e
−δ(s−s0) ≤ ε/2 ,
then choose ν such that
dist (u(s, 0), uν(s, 0)) + dist (vν(−s, 0), v(−s, 0)) ≤ ε/2 .
That is possible because for s sufficiently large and fixed, uν(s, 0) converges to
u(s, 0) and vν(−s, 0) converges to v(−s, 0) as ν tends to ∞. Combining the last six
estimates shows that the distance from u(∞) to v(−∞) is lesser than ε and hence
the claim. 
4.4. Minimal energy. We establish lower bounds on the energy. We denote by
Jadm the space of admissible almost complex structures and Xadm the space of
admissible vector fields.
Proposition 4.9. Given path of almost complex structures J : [0, 1]→ End(TM,ω)
and a Hamiltonian H ∈ C∞([0, 1] × M) such that ϕH(L0) and L1 are in clean
intersection. There exists a positive constant ~ > 0 such that for every non-constant
(J,H)-holomorphic strip u : Σ→M with boundary in (L0, L1) we have E(u) ≥ ~.
Proof. See [37, Prop. 4.1.4.] for the analogous proposition for holomorphic spheres
or disks. Note that we can not apply the proof technique from there directly
because there is no mean-value inequality of large radius. We have to argue indi-
rectly. After a transformation we assume without loss of generality that H = 0
(see Lemma 2.6). Assume by contradiction that there exists a sequence uν of non-
constant J-holomorphic strips such that
0 < E(uν), lim
ν→∞
E(uν) = 0 . (4.20)
Let UPoz denote the Poz´niak neighborhood of L0 ∩ L1 given by Proposition 2.11.
We claim that there exists ν0 such that uν(s, t) ∈ UPoz for all (s, t) ∈ Σ and ν ≥ ν0.
To show that we assume by contradiction that there exists a sequence (sν , tν) ∈ Σ
such that
uν(sν , tν) ∈M \ UPoz , (4.21)
for all ν ≥ 1. But since E(uν)→ 0 there exists a subsequence such that uνk(sνk , tνk)
converges to a point x ∈ L0 ∩ L1 as k tends to ∞. This contradicts (4.21) and we
have proven that uν(s, t) ∈ UPoz for all (s, t) ∈ Σ and ν ≥ ν0. Now inside UPoz the
symplectic form ω = dλ is exact with λ|TLk = 0 for k = 0, 1. We have
E(uν) =
∫
Σ
|duν |2 =
∫
Σ
u∗νω =
∫
∂Σ
u∗νλ = 0 .
This shows that E(uν) = 0 for all ν ≥ ν0, which contradicts (4.20). 
Proposition 4.10. Let J ⊂ End(TM,ω) be a compact subset of almost complex
structures. There exists a positive constant ~ > 0 such that
∫
u∗ω ≥ ~ for any
non-constant J-holomorphic sphere u : S2 → M or non-constant J-holomorphic
disk u : (D2, ∂D2)→ (M,Lk) with k = 0, 1 and J ∈ J .
Proof. For every J ∈ J let ~(J) be the minimal energy of a non-constant J-
holomorphic sphere. For k = 0, 1 let ~k(J) be the minimal energy of a non-constant
J-holomorphic disk u : (D, ∂D2) → (M,Lk). In [37, Prop 4.1.4] we see that the
maps J 7→ ~(J) and J 7→ ~k(J) are lower semi-continuous and everywhere positive.
Let ~ be smaller than their minimum which is positive since J is compact. 
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4.5. Action, energy and index estimates. We denote by Jadm and Xadm the
space of admissible almost complex structures and admissible vector fields respec-
tively (cf. Definition 4.1).
Lemma 4.11 (action-energy estimate). Given J ∈ Jadm and X ∈ Xadm, there
exists a constant c > 0 such that for any finite energy (J,X)-holomorphic strip u
with boundary in (L0, L1) we have
1
2
E(u)− c ≤
∫
u∗ω ≤ 3
2
E(u) + c .
Proof. Fix a (J,X)-holomorphic strip u with finite energy. We denote the asymp-
totic points u(−∞) = x− and u(∞) = x+ and estimate
|ω(∂su,X)| = |〈∂su, JX〉J | ≤ 1
2
|∂su|2J +
1
2
|X |2J .
By definition of an admissible vector field we have X(±s, ·) = XH± for all s ≥ s0.
This shows∫
Σ
ω(X, ∂su)dsdt =
=
∫
Σ
−s0
−∞
∂sH−(u)dsdt+
∫
Σ
s0
−s0
ω(X, ∂su)dsdt+
∫
Σ∞s0
∂sH+(u)dsdt
=
∫ 1
0
H−(u(−s0, t))−H−(x−(t))dt+
∫
Σ
s0
−s0
ω(X, ∂su)dsdt+
+
∫ 1
0
H+(x+(t))−H+(u(s0, t))dt .
With the last estimate we see
1
2
∫
Σ
|∂su|2J + supH− − infH− + supH+ − infH− + s0 ‖X‖2∞ ≥
∫
Σ
ω(X, ∂su)
≥ −1
2
∫
Σ
|∂su|2J − supH− + infH− − supH+ + infH+ − s0 ‖X‖2∞ .
This shows the claim using |∂su|2J = ω(∂su, ∂tu) + ω(X, ∂su). 
Given an admissible vector field X ∈ Xadm such that X(±s, ·) = XH± for all
s ≥ s0 and an almost complex structure J ∈ Jadm. For every (J,X)-holomorphic
strip u asymptotic to x := lims→−∞ u(s, ·) and y := lims→∞ u(s, ·) we define the
action-energy defect
∆(u) := E(u)−
∫
u∗ω −
∫ 1
0
H+(t, y(t))dt +
∫ 1
0
H−(t, x(t))dt . (4.22)
The quantity is called action-energy defect, because if X is R-invariant then ∆(u)
vanishes and the equation above is the action-energy relation (cf. equation (2.7)).
The next lemma states that the defect is continuous under Gromov converge.
Lemma 4.12. Given sequences (Jν) ⊂ Jadm and (Xν) ⊂ Xadm converging in C∞-
topology to J and X respectively. Let (uν) be a sequence of (Jν , Xν)-holomorphic
strips with boundary in (L0, L1). Fix a finite subset Z ⊂ Σ and assume that
(uν) converges in C∞loc(Σ \ Z) to the (J,X)-holomorphic map u, then we have
limν→∞∆(u
ν) = ∆(u).
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Proof. Let Bε(z) ⊂ Σ denote the open ball with radius ε > 0. Fix some ε > 0 and
denote the thickened set
Zε =
⋃
z∈Z
Bε(z) .
Then after convergence of uν → u and (Jν , Xν)→ (J,X) in C∞(Σs0−s0 \ Zε) there
exists a ν0 such that for all ν ≥ ν0∣∣∣∣∣
∫
Σ
s0
−s0
\Zε
〈∂suν, Jν(uν)Xν(uν)〉 − 〈∂su, J(u)X(u)〉dsdt
∣∣∣∣∣ ≤ ε ,
and∫
{−s0}×[0,1]\Zε
|H−(uν)−H−(u)| dt+
∫
{s0}×[0,1]\Zε
|H+(uν)−H+(u)| dt ≤ ε .
Moreover using the Cauchy-Schwarz inequality we obtain for any z ∈ Z∣∣∣∣∣
∫
Bε(z)
〈∂suν, Jν(uν)Xν(uν)〉dsdt
∣∣∣∣∣
≤
(∫
Bε(z)
|Xν |2 dsdt
∫
Bε(z)
|∂suν |2 dsdt
) 1
2
≤ √πε ‖Xν‖C0 sup
ν
√
E(uν) .
We have similar estimates for uν, Xν and Jν replaced by u, X and J respectively.
A plain C0-estimate gives for every z ∈ Z∫
{s0}×[0,1]∩Bε(z)
|H+(uν)−H+(u)| dt+
∫
{−s0}×[0,1]∩Bε(z)
|H−(uν)−H−(u)| dt
≤ 4ε (‖H−‖C0 + ‖H+‖C0) .
Putting all together we obtain a constant c independent of ε such that
|∆(uν)−∆(u)| ≤ cε ,
for all ν ∈ N larger than ν0. This shows the claim. 
Lemma 4.13 (action-index relation). Assume that the pair (L0, L1) is τ-monotone.
Given Hamiltonians H−, H+. Fix connected components C− ⊂ IH−(L0, L1) and
C+ ⊂ IH+(L0, L1). Given two maps u, v : [−1, 1] × [0, 1] → M satisfying the
boundary condition (u(·, 0), u(·, 1)), (v(·, 0), v(·, 1)) ⊂ L0 × L1 x := u(−1, ·), x′ :=
v(−1, ·) ∈ C− and y := u(1, ·), y′ := v(1, ·) ∈ C+ then we have
τ(µ(u)− µ(v)) =
∫
u∗ω +
∫
H+(y) dt−
∫
H−(x) dt
−
∫
v∗ω −
∫
H+(y
′) dt+
∫
H−(x
′) dt .
Proof. Let u− : [−1, 1] × [0, 1] → M and u+ : [−1, 1] × [0, 1] → M be such that
u±(s, ·) ∈ C± for all s ∈ [−1, 1] and u−(−1, ·) = x′, u−(1, ·) = x as well as
u+(−1, ·) = y′, u+(1, ·) = y. The connected sum u−#u#u∨+#v∨ defines a map
w : [−1, 1] × [0, 1] → M with w(·, k) ⊂ Lk for k = 0, 1 and w(−1, ·) = w(1, ·).
By monotonicity we have
∫
w∗ω = τµMas(w). The additivity of the Viterbo index
shows∫
u∗−ω +
∫
u∗ω −
∫
u∗+ω −
∫
v∗ω = τ
(
µ(u−) + µ(u)− µ(u+)− µ(v)
)
.
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By the zero axiom the index µ(u−) = µ(u+) = 0. We compute∫
u∗−ω =
∫
ω(∂su−, ∂tu−) =
∫
ω(∂su−, XH−(u−)) = −
∫
∂sH−(u−) dsdt =
=
∫
H−(x
′) dt−
∫
H−(x) dt .
Similarly for
∫
u∗+ω =
∫
H+(y
′) − ∫ H+(y). We conclude by plugging these two
equations into the last one. 
Lemma 4.14. With the same assumptions as Theorem 4.4. Assume additionally
that the pair (L0, L1) is monotone. Suppose that (uν)ν∈N Floer-Gromov converges
modulo bubbling to (v1, . . . , vk) then either all Z1, . . . , Zk are empty or we have for
all ν ∈ N large enough
µ(uν) ≥
k∑
j=1
µ(vj) +N , (4.23)
where N is the minimum of the minimal Maslov numbers of L0 and L1.
Proof. Assume that for some j = 1, . . . , k the set Zj is non-empty. After rescaling
and removal of singularities we see that mj,z is the energy of a non-constant holo-
morphic sphere or disk with boundary on L0 or L1. Hence by monotonicity mj,z/τ
is a positive multiple of the minimal Malsov number of L0 or L1 and thusm/τ ≥ N .
Abbreviate x := v1(−∞), y := vk(∞), xν := uν(−∞) and yν := uν(∞). Further
abbreviate the connected sum v = v1#v2# . . .#vk. We have µ(v) :=
∑k
j=1 µ(vj)
and E(v) :=
∑k
j=1 E(vj). Let j0 = 1, . . . , k be the unique index such that a
ν
j0
= 0
for all ν ∈ N and hence (uν) converges to vj0 in C∞loc(Σ \Zj0). By the action-index
relation (cf. Lemma 4.13) we have
τ(µ(uν)− µ(v))
=
∫
u∗νω +
∫
H+(yν) dt−
∫
H−(xν) dt−
∫
v∗ω −
∫
H+(y) dt+
∫
H−(x) dt
= E(uν)−∆(uν)− E(v) + ∆(vj0 )→ m.
where we have used Lemma 4.12. 
4.6. Convexity.
Theorem 4.15. Let (ρ, J0) be some convex structure on (M,ω,L0, L1). There
exists a constant c such that the image of a (J,X)-holomorphic map u : Σ→M is
contained in M c = {p ∈M | ρ(p) ≤ c}.
Proof. [24, Theorem 3.9] Set m = ρ ◦ u. We have that ∆m(s, t) ≥ 0 for all points
(s, t) ∈ Σ such that m(s, t) > c. Suppose by contradiction that m−1((c,∞)) is
non-empty and let (s0, t0) be the point where m attains its maximum. After the
maximum principle this point must lie on the boundary. Without loss of generality
assume that t0 = 0. Let r > 0 be small enough such that for all s ∈ (s0 − r, s0 + r)
we have m(s, 0) > c. Extend m to be defined on Br(s0) via
m(s,−t) = m(s, t) .
For m to be in C2 it remains to show that ∂tm(s, 0) = 0. We compute
∂tm(s, 0) = dρ(u(s, 0))∂tu(s, 0) = 〈grad ρ(s, 0), J0∂su(s, 0)〉 ,
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where we used the fact that X vanishes outside M c. Now gradρ(s, 0) ∈ Tu(s,0)L0
and ∂su(s, 0) ∈ Tu(s,0)L0. Since L0 is a Lagrangian it shows that ∂tm(s, 0) vanishes.
Hence m is of class C2 defined on Br(s0) with ∆m ≥ 0 and can not attained its
maximum at (s0, 0). Contradiction. 
5. Fredholm Theory
We define Banach manifolds and Banach bundles such that the moduli problem
of the perturbed Cauchy-Riemann equation becomes the zero set of a Fredholm
section. This step is part of the standard program in order to put a smooth structure
on the moduli spaces and was pioneered by Floer in [16] under the assumption
that the Lagrangians intersect transversely. Frauenfelder constructed the Banach
manifolds for the degenerate case of clean intersecting Lagrangians in [24]. Besides
recalling these well-known constructions we also give a formula for the index in the
degenerate case, which was not done before.
5.1. Banach manifold. Given a compact symplectic manifold (M,ω), two La-
grangian submanifolds L0, L1 ⊂ M and two clean Hamiltonians H−, H+ with
perturbed intersection points I−, I+ respectively (cf. 2.14 and (2.3)). To construct
the Banach manifold we need some auxillary choices. Choose a Riemannian metric
on M and denote by ε > 0 its injectivity radius. For two points p, q ∈ M which
are close enough, we denote by Πqp : TpM → TqM the parallel transport along the
unique shortest geodesic joining p to q. More generally if p, q ∈ M are arbitrary,
we define the linear map
Π̂qp : TpM → TqM, Π̂qp = β(ε−1dist (p, q))Πqp , (5.1)
in which β is a smooth cut-off function supported in [0, 1] and β ≡ 1 on [0, 1/2].
For maps u, v : Σ→M we denote Π̂vu : u∗TM → v∗TM , (Π̂vu)(z) = Π̂v(z)u(z).
Definition 5.1. Fix numbers p > 2 and δ > 0 we define
B1,p;δ ⊂ C0(R× [0, 1],M) ,
to be the space of maps u such that
(i) u is of local regularity H1,p,
(ii) u satisfies the boundary condition (u(s, 0), u(s, 1)) ∈ L0 × L1 for all s ∈ R,
(iii) there exists x− := u(−∞) ∈ I− and x+ := u(∞) ∈ I+ such that∫
Σ±
(
dist (u, x±)
p + |∂su|p +
∣∣∂tu− Π̂ux∂tx±∣∣p) eδp|s|dsdt <∞ , (5.2)
with Σ− = (−∞, 0]× [0, 1] and Σ+ = [0,∞)× [0, 1].
For two subspaces C− ⊂ I− and C+ ⊂ I+ we denote by B1,p;δ(C−, C+) ⊂ B1,p;δ
the subspace of all u such that u(−∞) ∈ C− and u(∞) ∈ C+.
Remark 5.2. Since any two metrics on the compact manifold M are equivalent,
the space B1,p;δ does not depend on the specific choice of the metric. For the
construction of the charts we employ a domain dependent metric, which is explained
below but for the mere definition of the space it suffices to consider a simple metric
on M .
We now are going to construct the tangent space of B. Let ∇ denote the Levi-
Civita connection associated to the axillary metric.
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Definition 5.3. For any u ∈ B1,p;δ we define TuB1,p;δ to be the space of sections
ξ of u∗TM such that
(i) ξ is of local regularity H1,p,
(ii) ξ satisfies the linearized boundary condition
ξ(s, 0) ∈ Tu(s,0)L0, ξ(s, 1) ∈ Tu(s,1)L1 ,
(iii) there exists vector fields ξ− ∈ Tx−I− and ξ+ ∈ Tx+I+ such that the fol-
lowing norm is finite
‖ξ‖1,p;δ :=
(
‖ξ−‖pL∞ + ‖ξ+‖pL∞ +
+
∫
Σ−
(∣∣ξ − Π̂ux−ξ−∣∣p + ∣∣∇(ξ − Π̂ux−ξ−)∣∣p) eδp|s|dsdt
+
∫
Σ+
(∣∣ξ − Π̂ux+ξ+∣∣p + ∣∣∇(ξ − Π̂ux+ξ+)∣∣p) eδp|s|dsdt)1/p.
Furthermore, we define Ep;δu to be the space of all sections η ∈ Γ(u∗TM) of local
regularity Lp which are bounded in the norm
‖η‖p;δ :=
(∫
Σ
|η(s, t)|p eδp|s|dsdt
)1/p
.
If u is smooth we define the spaces TuB1,p;δ and Ep;δu for any constants p > 1 and
δ ∈ R.
Remark 5.4. Since M is compact the norms ‖ · ‖1,p;δ and ‖ · ‖p;δ with respect to
two different connections and metrics are equivalent. Hence TuB1,p;δ is well-defined
independently of the choice of the connection. Similarly Ep;δu is well-defined inde-
pendent of the metric and connection.
Lemma 5.5. If the Hamiltonians H− and H+ are clean (cf. Definition 2.14) each
path-connected component of B1,p;δ is a Banach manifold and the vector bundles
TB1,p;δ :=
⊔
u∈B1,p;δ
TuB1,p;δ, Ep;δ :=
⊔
u∈B1,p;δ
Ep;δu ,
carry the structure of Banach bundles. Moreover TB1,p;δ is the tangent bundle of
B1,p;δ.
Proof. We give a sketch since the proof is basically already given in [24, Section
4.2]. We also refer the reader to [49, Theorem 2.1.7] and [49, Theorem 2.2.1].
In order to construct local charts we choose a metric which depends on the do-
main, denoted (gs,t)(s,t)∈Σ. For every (s, t) ∈ Σ we obtain a Levi-Civita connection,
norm, distance function, exponential map and parallel transport associated to gs,t,
denoted by ∇s,t, | · |s,t, dists,t, exps,t and Πs,t respectively. Fix metrics g− (resp.
g+) such that L0 and L
−
1 := ϕ
−1
H−
(L1) (resp. L0 and L
+
1 := ϕ
−1
H+
(L1)) are totally
geodesic (cf. Lemma 5.6 to see that such metrics exists). We assume that the family
(gs,t) satisfies
(a) Lk is totally geodesic with respect to gs,k for k = 0, 1 and all s ∈ R¯,
(b) gs,t = (ϕ
t
H+
)∗g+ and g−s,t = (ϕ
t
H−
)∗g− for all s ≥ 1 and t ∈ [0, 1].
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Because the family only varies over a compact domain the minimal injectivity radius
of gs,t is uniformly bounded from below by a constant ε > 0. Given a map u ∈
C0(Σ,M) and a continuous vector field ξ ∈ Γ(u∗TM) such that sups,t |ξ(s, t)|s,t < ε
we define the map uξ ∈ C0(R× [0, 1],M) via
uξ(s, t) := exp
s,t
u(s,t) ξ(s, t) (5.3)
and the parallel transport map
Π
uξ
u : Γ(u
∗TM)→ Γ(u∗ξTM), ξ′ 7→
(
Π
uξ
u ξ
′)(s, t) := Π
s,t uξ(s,t)
u(s,t) ξ
′(s, t) . (5.4)
Let u ∈ B be a strip which is smooth and asymptotically constant, i.e. there exists
s0 > 0 such that u(±s, ·) = u(±∞) for all s ≥ s0. Define the subset
Vu := {ξ ∈ TuB | sups,t |ξ(s, t)|s,t < ε} ⊂ TuB .
Since p > 2 and δ > 0, it follows by the Sobolev embedding that Vu is an open
subset. We define the chart map by expu : Vu → B, ξ 7→ uξ.
We explain why uξ ∈ B. By the property (a), the map uξ satisfies the boundary
condition. By Corollary A.2 we have |duξ| ≤ c(|du| + |∇ξ|) for some uniform
constant c, which readily shows that uξ is of regularity H
1,p
loc . To show that the
integral (5.2) is finite we need a sharper estimate. By symmetry it suffices to
consider only the positive end. Abbreviate v(s, t) := (ϕtH+)
−1(u(s, t)) and ζ(s, t) :=
(dϕtH+)
−1(ξ(s, t)). Let exp denotes the exponential map of the fixed metric g+ and
abbreviate vζ(s, t) := expv(s,t) ζ(s, t). By property (b) we have
exps,t ◦dϕtH+ = ϕtH+ ◦ exp ,
and thus uξ(s, t) = ϕ
t
H+
(vζ(s, t)) for all s ≥ 1 and t ∈ [0, 1]. Let s0 be a constant
such that u(s, ·) = x+ for all s ≥ s0. We have ∇s,ts ξ(s, t) = ∂sξ(s, t) = dϕtH+∂sζ.
Denote by | · |+ the norm induced by g+. Estimate for all s ≥ s0 and t ∈ [0, 1] using
Corollary A.2
|∂suξ(s, t)|t =
∣∣dϕtH+∂svζ∣∣t = |∂svζ |+ ≤ c |∂sζ|+ = c |∂sξ|t = c |∂s(ξ − ξ+)|t .
Moreover we have ∂tuξ = XH+(uξ)+dϕ
t ∂tvζ and ∇s,tt ξ = ∇s,tξ XH++dϕt∂tζ. Thus∣∣∂tuξ −XH+(uξ)∣∣t = |∂tvζ |+
≤ c |∂tζ|+ = c |∇tξ −∇ξXH |t = c
∣∣∇tξ −∇(ξ−ξ+)XH −∇tξ+∣∣
≤ c(1 + ‖XH‖)(|∇t(ξ − ξ+)|t + |ξ − ξ+|t) .
Now use these two stronger estimates to show that the integral is bounded for
uξ. One shows that the collection of all (Vu, expu) indexed over all smooth and
asymptotically constant curves u gives an atlas of B. This completes the proof of
the first statement.
We construct local trivializations of the bundles over the images of our chart
maps given by Uu := {u′ ∈ B | sups,t∈Σ dists,t(u(s, t), u′(s, t)) < ε} where again u
is smooth an asymptotically constant. The trivializations are defined using (5.4)
Uu × TuB → TB
∣∣
Uu
, (uξ, ξ
′) 7→ Πuξu ξ′ ∈ TuξB ,
Uu × Ep,δu → Ep;δ
∣∣
Uu
, (uξ, η) 7→ Πuξu η ∈ Ep;δuξ ,
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where for the second map we actually use the unique continuous extension of the
densely defined operator Π
uξ
u : Ep,δu → Ep;δuξ . It is again straight-forward to check
that the trivialization change is smooth using the estimates from Section A.1. 
Lemma 5.6. Let M be a manifold and L0, L1 ⊂ M be two submanifolds in clean
intersection. There exists a metric on M such that L0 and L1 are totally geodesic.
Moreover given a submanifold W ⊂ L0 ∩ L1, then there exists a metric such that
W , L0 and L1 are totally geodesic.
Proof. We construct the metric in suitable charts and patch it together at the end.
For any point p ∈ L0 ∩ L1 we find a chart identifying a neighborhood of p with
a ball in R2n such that p is identified with zero, L0 is identified with the vector
space V0 ⊂ R2n and L1 is a graph over the vector space V1 ⊂ R2n of a function
with vanishing differential at 0. Since L0 and L1 intersect cleanly the intersection
L0∩L1 is a graph over K := V0 ∩V1. Decompose R2n = K⊕V ′0 ⊕V ′1 ⊕R such that
K⊕V ′0 = V0 and K ⊕V ′1 = V1. In the decomposition a point in L1 has coordinates
(x, ϕ(x, y), y, ψ(x, y)) for functions ϕ : V1 → V ′0 and ψ : V1 → R with vanishing
differentials at 0 and the property that ψ(x, 0) = 0 for all x ∈ K. Consider the map
Φ : K ⊕ V ′0 ⊕ V ′1 ⊕R→ K ⊕ V ′0 ⊕ V ′1 ⊕R
(x, x′, y, y′) 7→ (x, x′ − ϕ(x, y), y, y′ − ψ(x, y)) .
The differential of Φ at 0 is the identity, hence by possibly making the ball smaller
we assume that Φ is a diffeomorphism. By construction Φ(L0) = Φ(V0) = V0 and
Φ(L1) = V1. Hence composing the chart map with Φ we have found a chart such
that L0 and L1 are identified with the vector spaces V0 and V1 respectively. Now
take any metric on V0 ∩ V1 such that W is totally geodesic and extend it over the
chart such that V0 and V1 are totally geodesic. 
5.2. Cauchy-Riemann-Floer section. We fix a domain dependable vector field
X ∈ C∞(Σ,Vect(M)) and an almost complex structure J ∈ C∞(Σ,End(TM,ω))
which are admissible in the sense of Definition 4.1. We define the non-linear Cauchy-
Riemann-Floer section
∂J,X : C
∞(Σ,M)→ C∞(Σ, TM), u 7→ ∂su+ J(u) (∂tu−X(u)) .
Let T εM denote the disk-bundle of vectors ξ with norm bounded by ε. For ε > 0
small enough we define the local representative of ∂J,X at a given u : Σ → M by
Fu : C∞(Σ, T εM)→ C∞(Σ, TM) with
Fu(ξ) = Πuuξ
(
∂suξ + J(uξ)
(
∂tuξ −X(uξ)
))
. (5.5)
Here uξ = expu ξ and Π
u
uξ are given by (5.3) and (5.4) respectively. The linearized
Cauchy-Riemann-Floer operator as the differential of the map (5.5) at zero, which
is given by (cf. [37, Prop. 3.1.1])
Duξ = ∇sξ + J(u)
(∇tξ −∇ξX(u))+ (∇ξJ(u)) (∂tu−X(u)) . (5.6)
Remark 5.7. If u is satisfies ∂J,Xu = 0, the operator Du is defined independently
of the choice of ∇ and is the vertical differential of ∂J,X at u.
Definition 5.8. Given a constant µ > 0. A smooth map u : Σ → M has µ-decay
if there exists constants c, s0 and a smooth paths x−, x+ : [0, 1]→M such that for
all s ≥ s0 and t ∈ [0, 1] we have
dist (u(s, t), x+(t)) + ‖∂su‖C1(Σ∞s ) +
∥∥∂tu−Πux+∂tx+∥∥C1(Σ∞s ) ≤ c e−µs , (5.7)
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with Σ∞s := [s,∞) × [0, 1] and a similar estimate for the negative end. We write
C∞;µ(Σ,M) for the space of all maps with µ-decay.
The next proposition states that the space B1,p;δ contains all finite energy (J,X)-
holomorphic strips (cf. equation (4.1)), provided that δ is sufficiently small. The
constants ι(J−, H−) and ι(J+, H+) are defined in equation (2.10).
Proposition 5.9. Set ι := min{ι(J−, H−), ι(J+, H+)} with J± := J(±s, ·) and H±
given by XH± = X(±s, ·) for some s large enough. For any µ < ι we have that all
(J,X)-holomorphic strips have µ-decay. In particular u ∈ B1,p;δ for any δ < ι.
Proof. Define the map v : Σ∞0 → M , (s, t) 7→ (ϕtH+)−1(u(s, t)). The map has
boundary in (L0, L
′
1) with L
′
1 = ϕ
−1
H+
(L1). Since by Lemma 2.6 the map v is J
′-
holomorphic with J ′t := (ϕ
t
H+
)∗(J+)t for t ∈ [0, 1], and L0 and L′1 are in clean
intersection by assumption, we conclude that v(s, ·) converges to an intersection
point p ∈ L0∩L′1 as s→∞ (cf. Theorem 3.1). By Lemma 2.10 we have ι(J+, H+) =
ι(J ′). Hence µ < ιp(J
′) and we conclude that ‖dv‖C1(Σ∞s ) ≤ O(e−µs). Moreover
the path [s,∞) → M , σ → v(σ, t) extends to a continuous path from v(s, t) to p,
hence
dist (v(s, t), p) ≤
∫ ∞
s
|∂σv(σ, t)|dσ ≤ O(1)
∫ ∞
s
e−µσdσ ≤ O(e−µs) .
By construction ∂su = dϕ
t
H ∂sv. Set x : [0, 1]→M , t 7→ ϕtH(p). Since ∂tx = XH(x)
we also have
∂tu−Πux∂tx = dϕtH∂tv +XH(u)−ΠuxXH(x) = O(e−µs) .
Using these identities and the estimates for v we conclude that u has µ-decay for
the positive end (cf. estimate (5.7)). We proceed similarly for the negative end.
Now since u has µ-decay on both ends we conclude that the integral (5.2) in the
definition of B1,p;δ is finite. 
Theorem 5.10. With ι > 0 as in Proposition 5.9. Choose constants δ and µ such
that δ < µ < ι. For any smooth map u ∈ B1,p;δ with µ-decay the linearized Cauchy-
Riemann operator Du defined in (5.6) extends to a bounded Fredholm operator
Du : TuB1,p;δ → E1,p;δu of index
indDu = µVit(u) +
1
2
(dimC− + dimC+) , (5.8)
in which C− ⊂ I− and C+ ⊂ I+ are connected components such that u(−∞) ∈ C−
and u(∞) ∈ C+.
Proof. We describe how to conjugate the operator Du to an operator D = ∂s +
Jstd∂t + S as considered in section 5.3. The statements then follow from the fact
that D is Fredholm proven in Lemma 5.14 and the index formula.
In a first step we construct trivializations of u∗TM . Let s0 be such thatX(s, t) =
XH+(t) for all s ≥ s0. The map v : [s0,∞)× [0, 1]→M , v(s, t) = (ϕtH+)−1(u(s, t))
is a J ′-holomorphic half-strip where J ′ = (ϕH+)
∗J and with boundary condition
v(s, 0) ∈ L0 and v(s, 1) ∈ L′1 := (ϕH+)−1(L1) for all s ≥ s0 (cf. Lemma 2.6). By
asymptotic analysis the point v(s, t) lies inside a suitable neighborhood of p+ =
v(∞) ∈ L0 ∩ L′1 for all t ∈ [0, 1] and s sufficiently large (cf. Theorem 3.1). Let
Φ+ be the trivialization constructed in Lemma 2.13 with respect to J
′, L0 and L1.
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Then define Φu(s, t) = dϕ
t
H+
◦ Φ+(t, v(s, t)) : R2n → Tu(s,t)M . We end up with a
trivialization Φu of u
∗TM |[s0,∞)×[0,1] which is
• symplectic, i.e. ωu(s,t)(Φu(s, t)ξ,Φu(s, t)ξ′) = ωstd(ξ, ξ′) for all s ≥ s0, t ∈
[0, 1] and ξ, ξ′ ∈ R2n,
• complex linear, i.e. Jt(u(s, t))Φu(s, t)ξ = Φu(s, t)Jstdξ for all s ≥ s0, t ∈
[0, 1] and ξ ∈ R2n,
• and trivializes the Lagrangians, i.e. Tu(s,k)Lk = Φu(s, k)Rn for all k = 0, 1
and s ≥ s0.
Similarly we construct Φu over (−∞,−s0] × [0, 1]. Then we extend Φu over the
rectangle [−s0, s0] × [0, 1] such that it is symplectic and complex linear (satisfies
the first two properties) but not necessarily trivializes the Lagrangians. In fact
a trivialization which satisfies all three properties might not exist. We define the
matrix valued function S : R× [0, 1]→ R2n×2n by
Φu (∂sξ + Jstd∂tξ + Sξ) = DuΦuξ ,
for all smooth ξ : R× [0, 1]→ R2n. Set x− = u(−∞, ·) and x+ = u(∞, ·). We also
define Φx+(t) = dϕ
t
H+
Φ+(t, x(t)) : R
2n → Tx+(t)M and similarly Φx− . The matrix
is asymptotic to the paths σ−, σ+ : [0, 1]→ R2n×2n given by
Φx± (Jstd∂tξ + σ±ξ) = J(x±)(∇t −∇XH±(x±))Φx±ξ ,
for all smooth ξ : [0, 1] → R2n. By assumption u has µ-decay. We conclude
that S(−s, ·) converges to σ− and S(s, ·) to σ+ as s tends to ∞ and moreover
that S has µ-decay (cf. Lemma 3.9). We define the paths of linear Lagrangians
F = (F0, F1) : R→ L(n)× L(n) via
F0(s) = Φu(s, 0)
−1Tu(s,0)L0, F1(s) = Φu(s, 1)
−1Tu(s,1)L1 .
By construction the path of Lagrangians F = (F0, F1) is asymptotically constant.
In particular the pair (F, S) is admissible in the sense of Definition 5.11 and has the
asymptotic operators A− = Aσ− and A+ = Aσ+ . With notation from Section 5.3
(in particular Definition (5.11)) we have isomorphisms of Banach spaces
H1,p;δF,W (Σ,R
2n)
∼=−→ TuB1,p;δ(C−, C+), Lp;δ(Σ,R2n)
∼=−→ Ep;δu ,
both given by ξ 7→ ((s, t) 7→ Φu(s, t)ξ(s, t)) where W = (kerA−, kerA+). Via these
isomorphism the operator Du is conjugated to the operator
D : H1,p;δF,W (Σ,R
2n)→ Lp;δ(Σ,R2n), ξ 7→ ∂sξ + Jstd∂tξ + Sξ .
The asymptotic operators A− and A+ are conjugated to the Hessians Ax− and Ax+
respectively, in particular have the same spectrum. The claim that D and hence
also Du is well-defined and Fredholm now follows by Lemma 5.15 using the fact
that S has µ-decay. It remains to check the index formula. By Lemma 5.16 the
index of D is given by
µ(Ψ+R
n,Rn) + µ(F0, F1)− µ(Ψ−Rn,Rn) + 1
2
dimkerA− +
1
2
dimkerA+
where Ψ± : [0, 1] → Sp(2n) are the fundamental solutions for σ± as defined in
equation (5.19). We claim that for all t ∈ [0, 1]
Ψ±(t) = Φ±(t)
−1dϕtH±Φ±(0) , (5.9)
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in which t 7→ ϕtH± denotes the Hamiltonian flow. Denote by e1, . . . , e2n the standard
basis of R2n and for each i = 1, . . . , 2n and t ∈ [0, 1] we define the vector
ξi(t) := Φ±(t)
−1dϕ1H±Φ±(0)ei ∈ R2n .
By definition of σ± we have using the fact that ∇ is torsion-free and ∂tx± = XH±
Φ±
(
Jstd∂tξi + σ±ξi
)
= J(x±)
(∇tdϕH±Φ±(0)ei +∇dϕH±Φ±(0)eiXH±) = 0 .
We see that the function ξi(t) satisfies the same ordinary differential equation as
Ψ±(t)ei. This implies (5.9) and so
Ψ±(t)R
n = Φ±(t)dϕ
t
H±Tx±(0)L0 .
By definition of the Viterbo index we conclude
µ(Ψ+R
n,Rn) + µ(F0, F1)− µ(Ψ−Rn,Rn) = µVit(u) .
Since the asymptotic operators A± are conjugated to the Hessian at x± whose
kernel is given by Tx±C± by Lemma 2.15, we obtain
dimkerA± = dimC±.
Obviously indD = indDu and the last two equations plugged into the index formula
for D gives the result. 
5.3. Linear Theory. Denote by L(n) the space of linear Lagrangian subspaces in(
R2n, ωstd
)
and abbreviate Σ = R× [0, 1]. Fix smooth maps F : R→ L(n)× L(n)
and S : Σ→ R2n×2n. In this section we study a differential operator
Dξ = ∂sξ + Jstd∂tξ + S · ξ ,
defined on some Banach space of maps ξ : Σ → R2n satisfying the boundary
conditions
(ξ(s, 0), ξ(s, 1)) ∈ F (s), ∀ s ∈ R . (5.10)
The precise definition of the Banach space is given below. We proof that D is a
Fredholm operator and compute its index. We now give more details.
Definition 5.11. Let (F, S) be a pair of smooth maps F : R → L(n) × L(n) and
S : Σ→ R2n×2n (F, S). We call (F, S) admissible if
(i) F is asymptotically constant, i.e. there exists s0 > 0 and Λ−,Λ+ ∈ L(n)×
L(n) such that F (−s) = Λ− and F (s) = Λ+ for all s ≥ s0 and
(ii) there exists paths of symmetric matrices σ−, σ+ : [0, 1] → Sym(2n) ⊂
R2n×2n such that lims→±∞ S(s, ·) = σ± uniformly.
Fix constants δ ∈ R, p > 1 and a pair of finite dimensional subspacesW−,W+ ⊂
Lp([0, 1],R2n). We define the Banach space
H1,p;δF,W (Σ,R
2n) ⊂ H1,ploc (Σ,R2n) , (5.11)
as the space of all functions ξ : Σ→ R2n such that
(i) ξ is of regularity H1,ploc ,
(ii) ξ satisfies the boundary condition (5.10),
(iii) there exists ξ− ∈W− and ξ+ ∈W+ such that the following norm is bounded
‖ξ‖1,p;δ := ‖ξ−‖Lp + ‖ξ+‖Lp + ‖(ξ − ξ−)κδ‖H1,p(Σ−) + ‖(ξ − ξ+)κδ‖H1,p(Σ+) ,
with weight-function κδ(s) = e
δ|s|.
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Secondly we define Lp;δ(Σ,R2n) as the Banach space of all η ∈ Lploc(Σ,R2n) which
are bounded with respect to the norm
‖η‖p;δ := ‖ηκδ‖Lp(Σ)
If W− = 0 and W+ = 0 are trivial spaces, we abbreviate (5.11) by H
1,p;δ
F (Σ,R
2n).
If moreover the weight δ = 0 vanishes we abbreviate the space by H1,pF (Σ,R
2n).
We are ready to give a precise definition of the operator under consideration
D : H1,p;δF,W (Σ,R
2n)→ Lp;δ(Σ,R2n), ξ 7→ ∂sξ + Jstd∂tξ + S · ξ . (5.12)
Secondly we define the asymptotic operators. To a pair of Lagrangians Λ ∈ L(n)×
L(n) and a path σ : [0, 1]→ R2n×2n of symmetric matrices, we associate the Banach
space
H1,2Λ ([0, 1],R
2n) := {ξ ∈ H1,2([0, 1],R2n) | (ξ(0), ξ(1)) ∈ Λ} ,
and the operator
A : H1,2Λ ([0, 1],R
2n)→ L2([0, 1],R2n), ξ 7→ Jstd∂tξ + σ · ξ . (5.13)
Let (F, S) be an admissible pair such that Λ± = F (±∞) and σ± = S(±∞). We
define the asymptotic operators for (F, S) as the operators A− and A+ given by
A± = Jstd∂t + σ± : H
1,2
Λ±
([0, 1],R2n)→ L2([0, 1],R2n) . (5.14)
The following lemma is crucial for the study of the operator D.
Lemma 5.12. The operator A given in (5.13) is Fredholm of index zero. Con-
sidered as an unbounded operator with dense domain acting in the Hilbert space
L2([0, 1],R2n) the operator A is self-adjoint with spectrum consisting only of eigen-
values.
Proof. We have the estimate
‖ξ‖1,2 ≤ c(‖Aξ‖2 + ‖ξ‖2) .
for some constant c, which shows that A is a semi-Fredholm operator. That A is
self-adjoint is proved in [24, Lmm. 4.3]. Consequently cokerA = kerA∗ = kerA is
finite dimensional, which implies that A is Fredholm of index zero. 
5.3.1. Formal adjoint. Given an admissible pair (F, S) and some q > 1. We define
the operator D∗F,S : H
1,q
F (Σ,R
2n)→ Lq(Σ,R2n) by
(D∗F,Sξ)(s, t) = −∂sξ(s, t) + Jstd∂tξ(s, t) + ST (s, t)ξ(s, t) . (5.15)
The next lemma states that the operators DF,S and D
∗
F,S are formally adjoint.
Lemma 5.13. Given an admissible pair (F, S). Assume that 1 = 1/p + 1/q and
consider the operators D = DF,S and D
∗ = D∗F,S. For all ξ ∈ H1,pF (Σ,R2n) and
η ∈ H1,qF (Σ,R2n) we have∫
Σ
〈Dξ, η〉dsdt =
∫
Σ
〈ξ,D∗η〉dsdt . (5.16)
Proof. By partial integration we have with s ∈ R fixed∫ 1
0
〈ξ, Jstd∂tη〉dt =
∫ 1
0
〈Jstd∂tξ, η〉dt ,
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because 〈Jstdξ, η〉 = ωstd(ξ, η) vanishes for t = 0, 1 after the Lagrangian boundary
condition. Again by partial integration for ∂s and the fact that ‖ξ(s, ·)‖L2 and
‖η(s, ·)‖L2 vanish as s tends to ±∞,∫
Σ
〈∂sξ, η〉dsdt =
∫
Σ
〈ξ, ∂sη〉dsdt .
We compute
〈ξ,D∗η〉L2 = −〈ξ, ∂sη〉L2 + 〈ξ, Jstd∂tη〉L2 + 〈ξ, ST η〉L2
= 〈∂sξ, η〉L2 + 〈Jstd∂tξ, η〉L2 + 〈Sξ, η〉L2 = 〈Dξ, η〉L2 ,
where 〈·, ·〉L2 denotes the inner product on L2(Σ,R2n). 
5.3.2. Fredholm property. To show that the operator given in (5.12) is Fredholm,
we follow [47, Section 2] and [49, Section 3]. In these two sources the authors
considers the perturbed Cauchy-Riemann operator defined on the cylinder instead
of the strip with boundary values. However the proofs go through with almost no
change.
Lemma 5.14. Let (F, S) be an admissible pair with asymptotic operators A− and
A+. If −δ and δ is not a spectral value of A− and A+ respectively then the operator
D = ∂s + Jstd∂t + S : H
1,p;δ
F (Σ,R
2n)→ Lp;δ(Σ,R2n) ,
is Fredholm.
Proof. Assume first that δ = 0, i.e. the operators A− and A+ are invertible. Then
proof is completely analogous to the proof of [47, Thm. 2.2]. Note that in order
to prove the precursors [47, Lmm. 2.4] all is necessary that the operators A− and
A+ are invertible self-adjoint operators. This fact is established in Lemma 5.12.
To prove the statement for δ 6= 0, pick a smooth function κδ : R → R such that
κδ(s) = e
δ|s| for all |s| ≥ 1. We have isomorphisms
H1,p;δF (Σ,R
2n)
∼=−→ H1,pF (Σ,R2n), Lp;δ(Σ,R2n)
∼=−→ Lp(Σ,R2n) ,
both given by sending ξ to the function κδ(s)ξ(s, t). Conjugating the operator
D with these isomorphisms gives the operator Dδ = D − (∂sκδ)/κδ, which has
asymptotic operators A− + δ and A+ − δ respectively. By assumption these are
invertible and thus by our first remarkDδ is Fredholm, henceD is Fredholm too. 
Lemma 5.15. With the same assumptions as Lemma 5.14 suppose additionally
that S has µ-decay for some µ > δ. Set W = (kerA−, kerA+), then the operator
D = ∂s + Jstd∂t + S : H
1,p;δ
F ;W (Σ,R
2n)→ Lp;δ(Σ,R2n) , (5.17)
is bounded and Fredholm.
Proof. Given ξ ∈ H1,p;δF ;W (Σ,R2n) with limits ξ± = ξ(±∞) ∈ kerA±. By assumption
Jstd∂tξ++σ+ξ+ = 0 and ∂sξ+ ≡ 0. Hence with the decay property of S we conclude
that for all s large enough
|(∂s + Jstd∂t + S)ξ| ≤ |(∂s + Jstd∂t + S)(ξ − ξ+)|+ |(S − σ+)ξ+|
≤ |d(ξ − ξ+)|+O(1)|ξ − ξ+|+O(e−µs)|ξ+| .
(5.18)
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We have a similar estimate for the negative end. If we multiply with eδ|s| and
integrate over Σ we obtain
‖Dξ‖pp;δ ≤ O(1) ‖ξ‖1,p;δ +O(1)
∫ ∞
0
e−(µ−δ)s ds) ‖ξ‖1,p;δ .
We conclude that the operatorD is bounded. Restricted to the finite co-dimensional
subspace
H1,p;δF (Σ,R
2n) ⊂ H1,p;δF ;W (Σ,R2n)
the operator D is Fredholm by Lemma 5.14. This shows the claim. 
5.4. Index. In this section we compute the index of the Fredholm operator D
in terms of the Robbin-Salamon index for paths. This index is defined in [44] and
corresponds to the spectral flow of the family of self-adjoint operators A(s) as given
in (5.13). We give here a quick introduction and review the basic properties.
Let F = (F0, F1) : [a, b] → L(n) × L(n) be a path of pairs of linear Lagrangian
spaces. Assume that F1(s) = Λ is constant, we define the crossing form Γ(F0,Λ; s)
as a quadratic form on F0(s) ∩ Λ given by
Γ(F0,Λ; s)v :=
d
dσ
∣∣∣∣
σ=s
ωstd(v, w(σ)) ,
where v ∈ F0(s) ∩ Λ and w : (s − ε, s + ε) → JstdF (s) is any differentiable map
such that w(σ) + v ∈ F (σ) for all σ ∈ (s − ε, s+ ε). The proof that Γ(F0,Λ; s) is
well-defined is given in [44, Theorem 1.1 (1)]. In the case when F1 is not constant
we define the quadratic form on F0(s) ∩ F1(s) via
Γ(F0, F1; s) := Γ(F0, F1(s); s)− Γ(F1, F0(s); s) .
A crossing s ∈ [a, b] is a time where F0(s)∩F1(s) is non-trivial. A crossing is called
regular if Γ(F0, F1; s) is non-degenerate. If F = (F0, F1) has only regular crossings
the Robbin-Salamon index of F is defined by
µ(F0, F1) :=
1
2
signΓ(F0, F1; a) +
∑
a<s<b
signΓ(F0, F1; s) +
1
2
signΓ(F0, F1; b) ,
where sign denotes the signature, that is the number of positive eigenvalues minus
the number of negative eigenvalues. The sum is finite because regular crossings
are isolated. The Robbin-Salamon index for an arbitrary path F = (F0, F1) is
defined by the index of a perturbation that fixes the endpoints and has only regular
crossings. As proven in [44, Theorem 2.3] the index enjoys the following properties.
Naturality: For any path Ψ : [a, b]→ Sp(2n) we have
µ(ΨF0,ΨF1) = µ(F0, F1) .
Homotopy: The Robbin-Salamon index is invariant under homotopies which fix
the endpoints.
Zero: If F0(s)∩F1(s) is of constant dimension for all s ∈ [a, b], then µ(F0, F1) = 0.
Direct sum: If F = F ′ ⊕ F ′′, then
µ(F ′0 ⊕ F ′′0 , F ′1 ⊕ F ′′1 ) = µ(F ′0, F ′1) + µ(F ′′0 , F ′′1 ) .
Concatenation: If F = F ′#F ′′, then
µ(F0, F1) = µ(F
′
0, F
′
1) + µ(F
′′
0 , F
′′
1 ) .
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Localization: If F0(s) = R
n × {0} and F1(s) = Gr(B(s)) for a path B : [a, b] →
Rn×n of symmetric matrices, then the Robbin-Salamon index is given by
µ(F0, F1) =
1
2
signB(b)− 1
2
signB(a) .
Given a path σ : [0, 1] → R2n×2n of symmetric matrices, the fundamental solution
for σ is a path of symplectic matrices Ψ : [0, 1] → Sp(2n) given as the unique
solution of
Jstd∂tΨ+ σΨ = 0, Ψ(0) = 1 . (5.19)
Recall that ι(A) ≥ 0 denotes the spectral gap around zero of a self-adjoint operator
A (cf. equation (B.1)).
Lemma 5.16. Let (F, S) be an admissible pair with asymptotic operators A− and
A+. For all δ with 0 < δ < min{ι(A−), ι(A+)} the index of the operator
D = ∂s + Jstd∂t + S : H
1,p;δ
F (Σ,R
2n)→ L2(Σ,R2n)
is is given by
µ(Ψ+Λ+0 ,Λ
+
1 ) + µ(F0, F1)− µ(Ψ−Λ−0 ,Λ−1 )−
1
2
dimC− − 1
2
dimC+ , (5.20)
where Λ± = F (±∞), C± = kerA± and Ψ± are the fundamental solutions of
S(±∞).
Proof. Assume for the moment that the asymptotic operators A− and A+ are
injective. We claim that the formula (5.20) holds for δ = 0 and any p > 1. For p = 2
this is proven in [45, Theorem 7.42] (note that [45] use different sign convention).
It remains to show that the index does not depend on p > 1. For the case of the
perturbed Cauchy-Riemann operator defined on the cylinder, the claim is proven
in [49, Prp. 3.1.26]. The arguments easily adapt to our situation. Denote by Dp
the operator
∂s + Jstd∂t + S : H
1,p
F (Σ,R
2n)→ Lp(Σ,R2n) .
The claim follows, if we show kerDp ∼= kerD2 and cokerDp ∼= cokerD2. Since the
index is invariant under homotopies of Fredholm operators, we assume without loss
of generality that S is asymptotically constant, i.e. there exists a constant s0 such
that S(±s, t) = σ±(t) for all s ≥ s0 and t ∈ [0, 1]. By elliptic regularity (cf. [37,
Prp. B.4.6]) we know every element in the kernel of Dp is smooth. In order to show
kerDp ∼= kerD2 it suffices to show that ‖ξ‖1,2 is finite for all ξ ∈ kerDp. To show
that we deduce the following exponential decay condition: there exists constants c
and ι such that for all |s| ≥ s0 and t ∈ [0, 1]
|ξ(s, t)|+ |dξ(s, t)| ≤ ce−ι|s| . (5.21)
By analogy we only deduce this inequality for the positive end. Denote the Hilbert
space
H = L2([0, 1],R2n) ,
equipped with the standard norm ‖·‖ and scalar product 〈·, ·〉. Consider the positive
asymptotic operator A+ = Jstd∂t + σ+ defined on V = {ξ ∈ H1,2([0, 1],R2n) |
ξ(0), ξ(1) ∈ Rn}. By abuse of notation think of ξ : R → H , s 7→ ξ(s)(t) = ξ(s, t)
as a path in H . Since ξ ∈ kerDp the path solves the differential equation for all
s ≥ s0,
∂sξ(s) +A+ξ(s) = 0 .
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Define the function g : [s0,∞)→ R, g(s) := 12 ‖ξ(s)‖2. By assumption the asymp-
totic operator A+ is injective. We have shown in Lemma 5.12 that A+ is unbounded
self-adjoint and has a closed range. With Lemma B.1 we have ‖A+ξ(s)‖ ≥ ι ‖ξ(s)‖
for all s ≥ s0 where ι = ι(A+). We compute
∂s∂sg(s) = −∂s〈A+ξ, ξ〉 = −2〈A+ξ, ∂sξ〉 = 2 ‖A+ξ‖2 ≥ 2ι2 ‖ξ‖2 = 4ι2g(s) ,
(5.22)
For any s ≥ 0 set ξs := ξ(s+ ·). The Sobolev embedding H1,2 →֒ C0 for functions
with one-dimensional domain [−1,+1] implies that we have for all s ≥ s0 + 2,
‖ξ(s)‖ ≤ O(1)
(∫ +1
−1
‖ξs(σ)‖2 + (∂s ‖ξs(σ)‖)2 dσ
)1/2
We conclude via the Rellich embedding H1,2 →֒ Lp for functions on Σ1−1 :=
[−1,+1]× [0, 1] and elliptic regularity for D (cf. [37, Prop. B.4.6])
‖ξ(s)‖ ≤ O(1) ‖ξs‖1,2;Σ1
−1
≤ O(1) ‖ξs‖p;Σ1
−1
≤ O(1) ‖ξs‖1,p;Σ2
−2
.
The norm ‖ξ‖1,p on R× [0, 1] is finite and we conclude that
lim
s→∞
g(s) ≤ O(1) lim
s→∞
‖ξ‖21,p;Σs+2s−2 = 0 . (5.23)
Define the functions g0, ψ : [s0,∞)→ R by
g0(s) := g(s0)e
−2ι(s−s0), ψ(s) := g(s)− g0(s) .
From (5.22) we have ψ¨ ≥ 4ι2ψ. By (5.23) we have ψ(s0) = 0 and ψ(s)→ 0. Hence
the maximum of ψ on [s0,∞) can not be strictly positive, which implies for all
s ≥ s0 that ψ(s) ≤ 0 or equivalently that
g(s) ≤ g0(s) .
Last inequality, elliptic regularity for D and Sobolev embeddings show
|ξ(s, t)|+ |dξ(s, t)| ≤ O(1) ‖ξs‖3,2;Σ2
−2
≤ O(1) ‖ξs‖2;Σ2
−2
≤ O(1)e−ιs .
Therefore (5.21) and ξ ∈ H1,2(Σ). On the other hand given any ξ ∈ kerD2 we
conclude analogously that ξ ∈ H1,pF , thus
kerDp ∼= kerD2 .
With Lemma 5.13 any element η ∈ cokerDp is identified with η ∈ H1,qF (Σ,R2n)
satisfying D∗η = 0 where 1/p+ 1/q = 1 and D∗ = −∂s + Jstd∂t + ST . As before
η ∈ H1,2F (Σ) and so
cokerDp ∼= cokerD2 .
This shows formula (5.20) for the case δ = 0 and A± injective.
To show the formula for δ 6= 0 we reduce to the previous case. Choose a smooth
function κδ such that κδ(s) = e
δ|s| for all |s| ≥ 1. As explained in the proof of
Lemma 5.14 we consider the conjugated operator D′ = D + ∂sκδ/κδ, with asymp-
totic operators A′± = Jstd∂t + σ± ∓ δ. Since the operators A′± are invertible and
by the last step, the operator D′ has the index
µ
(
Ψ+δ Λ
+
0 ,Λ
+
1
)
+ µ(F0, F1)− µ
(
Ψ−−δΛ
−
0 ,Λ
−
1
)
,
where Ψ+δ ,Ψ
−
−δ : [0, 1]→ Sp(2n) are given as the unique solution of
Jstd∂tΨ
±
±δ +
(
σ± ∓ δ
)
Ψ±±δ = 0, Ψ
±
±δ(0) = 1 .
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Then the index formula for D follows by the last equality and Lemma 5.18. 
Corollary 5.17. With assumptions of Lemma 5.16. Assume additionally that S
has µ-decay for some µ > 0 and set W = (kerA−, kerA+). For any constant δ
such that 0 < δ < min{ι(A−), ι(A+), µ} the index of the operator
D = ∂s + Jstd∂t + S : H
1,p;δ
F ;W (Σ,R
2n)→ Lp;δ(Σ,R2n) ,
is given by
µ(Ψ+Λ+0 ,Λ
+
1 ) + µ(F0, F1)− µ(Ψ−Λ−0 ,Λ−1 ) +
1
2
dimkerA− +
1
2
dimkerA+ .
Proof. This follows immediately from Lemma 5.16 since the codimension of the
spaceH1,p;δF (Σ,R
2n) as a subspace ofH1,p;δF ;W (Σ,R
2n) is dimkerA−+dimkerA+. 
Lemma 5.18. Given a path of symmetric matrices σ : [0, 1]→ R2n×2n and a pair
of Lagrangians Λ = (Λ0,Λ1) ∈ L(n)×L(n). Consider the operator A = Jstd∂t+σ :
HΛ → L2([0, 2],R2n). For all δ with 0 < δ < ι(A) we have
µ(ΨδΛ0,Λ1) = µ(Ψ0Λ0,Λ1)− 1
2
dimkerA,
µ(Ψ−δΛ0,Λ1) = µ(Ψ0Λ0,Λ1) +
1
2
dimkerA ,
where Ψρ is the fundamental solution of σ − ρ1 for each ρ = −δ, 0, δ.
Proof. For every ρ ∈ [−δ, δ] consider Ψρ as the fundamental solution of σ − ρ1.
The function (ρ, t) 7→ Ψ(ρ, t) = Ψρ(t) is smooth in both variables. Hence F (ρ, t) :=
Ψ(ρ, t)Λ0 defines a homotopy with fixed endpoints of Ψ(δ, ·)Λ0 to the concatenation
of the paths ρ 7→ Ψ(δ − ρ, 0)Λ0, t 7→ Ψ(0, t)Λ0 and ρ 7→ Ψ(ρ, t)Λ0. By the axioms
of the Robbin-Salamon index we have
µ(Ψ(δ, ·)Λ0,Λ1) = −µ(Ψ(·, 0)Λ0,Λ1) + µ(Ψ(0, ·)Λ0,Λ1) + µ(Ψ(·, 1)Λ0,Λ1) .
Since Ψ(·, 0) = 1 we have µ(Ψ(·, 0)Λ0,Λ1) = µ(Λ0,Λ1) = 0. We claim that the
crossings of ρ 7→ (Ψ(ρ, 1)Λ0,Λ1) agree with eigenvalues of A. Indeed, let ρ ∈ [0, δ]
be a crossing, then there exists a non-trivial w = Ψ(ρ, 1)v ∈ Ψ(ρ, 1)Λ0 ∩Λ1. Define
ξ(t) := Ψ(ρ, t)v. By construction we have ξ(0) ∈ Λ0, ξ(1) ∈ Λ1 and Jstd∂tξ + σξ =
ρξ. This shows that ξ is an eigenvector of A with eigenvalue ρ. By assumption
there are no eigenvalues in (0, δ] and hence the only crossing occurs for ρ = 0.
We compute the crossing form Γ(Ψ(·, 1)Λ0,Λ1; 0). Differentiate the identity
Jstd∂tΨ+ (σ − ρ)Ψ = 0 by ∂ρ to obtain
Ψ(ρ, t) = Jstd∂ρ∂tΨ(ρ, t) +
(
σ(t)− ρ)∂ρΨ(ρ, t) .
Using the last equation for ρ = 0 we compute
〈ξ, ξ〉 = 〈Ψv,Ψv〉 = 〈Ψv, Jstd∂ρ∂tΨv + σ∂ρΨv〉
= 〈Ψv, Jstd∂ρ∂tΨv〉+ 〈σΨv, ∂ρΨv〉
= −〈JstdΨv, ∂ρ∂tΨv〉 − 〈Jstd∂tΨ, ∂ρΨv〉
= −∂t〈JstdΨv, ∂ρΨv〉 = −∂tωstd(Ψv, ∂ρΨv〉 .
Integrating the last equation shows (note that ∂ρΨ(ρ, 0) = 0)∫ 1
0
〈ξ, ξ〉dt = −ωstd(Ψ(0, 1)v, ∂ρ
∣∣
ρ=0
Ψ(0, 1)v) = −Γ(Ψ(·, 1)Λ0,Λ1; 0)w .
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The last identity is established in [44, Theorem 1.1 (2)]. We see that the crossing
form is negative definite and defined on the space kerA. By the definition of the
Robbin-Salamon index we conclude
µ(Ψ(·, 1)Λ0,Λ1) = 1
2
dimkerA .
This shows the claim. 
6. Transversality
In terms of last chapter we show that the Fredholm section is transverse to the
zero section for a generic choice of the almost complex structures. Consequently
every connected component of the moduli space of perturbed holomorphic strips
with Lagrangian boundary conditions is a manifold. In the non-degenerated case
of transversely intersecting Lagrangians this was solved originally by Floer and
Hofer in [22]. The generalization for the degenerate case of cleanly intersecting
Lagrangians was treated by Frauenfelder in [24]. Besides recapitulating these ideas
we prove some additional transversality results for the evaluation map based on
ideas of Seidel from [51]. Transversality is achieved by allowing the almost complex
structure to explicitly depend on the domain and is based on the existence of regular
points.
6.1. Main statement. Let (M,ω) be a symplectic manifold and L0, L1 ⊂ M be
two Lagrangian submanifolds. Fix an admissible vector field X and denote the
perturbed intersection points I− and I+ of the Hamiltonian vector field X(−s, ·)
and X(s, ·) respectively for s sufficiently large. Given smooth maps ϕ− : W− → I−
and ϕ+ :W+ → I+ we define
M˜(W−,W+; J,X) :=
(w−, u, w+)
∣∣∣∣∣∣∣
u is (J,X)-holomorphic
ϕ−(w−) = u(−∞)
ϕ+(w+) = u(+∞)
 , (6.1)
Let Du,J denote the vertical differential of the Cauchy-Riemann-Floer section (cf.
equation (5.6)).
Definition 6.1. We way that J is regular for X if Du,J is surjective for all (J,X)-
holomorphic strips u. Moreover J is regular for X and ϕ if additionally (6.1) is
cut-out transversely, i.e.
{(ξ(−∞), ξ(∞)) | ξ ∈ kerDu,J}+ im dwϕ = Tu(−∞)I− ⊕ Tu(∞)I+ , (6.2)
for all (w−, w+, u) ∈ M˜(W−,W+; J,X).
If J is regular then each connected component of the space (6.1) is a manifold
by the implicit function theorem (cf. [37, Thm. A.3.3]). We now show that regular
almost complex structures exist in abundance. We split up the argument depending
whether J needs to be R-invariant or not.
6.2. R-dependent structures. Let s0 be a constant such that X(−s, ·) = XH−
and X(s, ·) = XH+ for all s ≥ s0. Fix a constant s1 > s0 and two paths of almost
complex structures J−, J+ : [0, 1] → End(TM,ω). We look for regular structures
in the space
J := {J ∈ C∞(R× [0, 1],End(TM,ω)) | J(±s, ·) = J± ∀ s ≥ s1} .
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A subset of a topological space is comeager if it is a countable intersection of open
and dense sets.
Theorem 6.2. The subset of almost complex structures which are regular for X
and ϕ is comeager in J .
Proof. For the proof we follow the original approach of Floer using the ε-norms
combined with the argument of Taubes as described in [37, Section 3]. Except
for the part of transversality with respect to the evaluation the theorem is proven
in [24, Theorem 4.10].
Set W =W−×W+ and let W =
⋃
k∈NWk be an exhaustion by compact subsets
Wk ⊂ W with Wk ⊂ Wk+1 for all k ∈ N and denote by ϕk the restriction of ϕ to
Wk. Fix constants p > 2 and µ > 0 small enough. For k ∈ N we define Jreg,k ⊂ J
to be the space J with the property that for any (J,X)-holomorphic strip u such
that
|∂su(s, t)| ≤ ke−µ|s| (6.3)
for all s ∈ R and t ∈ [0, 1] it holds that
(i) the operator Du,J is surjective
(ii) for all w ∈ Wk with (u(−∞), u(∞)) = ϕ(w) we have (6.2).
It suffices to show that Jreg,k ⊂ J is dense and open for all k ∈ N because if
that is true we write Jreg =
⋂
k∈N Jreg,k ⊂ J as a countable intersection of open
and dense sets.
Step 1. The subset Jreg,k ⊂ J is open for all k ∈ N.
Fix k ∈ N. We show that the complement of Jreg,k is closed. Take a sequence
Jν ∈ J \ Jreg,k such that Jν converges to J with respect to the C∞-topology.
Because Jν /∈ Jreg,k there exists a sequence (uν)ν∈N of (Jν , X)-holomorphic strips
such that for each ν ∈ N we have (6.3) and at least one of the following holds
(i) Duν ,Jν is not surjective,
(ii) there exists wν ∈Wk with (uν(−∞), uν(∞)) = ϕ(wν) and
{(ξ(−∞), ξ(∞)) | ξ ∈ kerDuν ,Jν}+ im dwνϕ ( Tuν(−∞)I− ⊕ Tuν(∞)I+ .
Since the gradient of (uν) is uniformly bounded, a subsequence, still denoted by
(uν), converges to a (J,X)-holomorphic map u in C
∞
loc (cf. Lemma 4.5). We also
have with (6.3)
lim
s→∞
lim
ν→∞
E(uν ; [s,∞)× [0, 1]) ≤ lim
s→∞
k2
∫ ∞
s
e−2µsds = 0 .
Similarly for the negative end. This shows that E(uν) → E(u). Provided with
the convergence of the energy we conclude that uν converges to u uniformly (cf.
Lemma 4.7). By the mean-value inequality and exponential decay of the energy
(cf. Lemma 3.8) we have an uniform constant c such that for all s large enough
|∂su(s, t)|2 ≤ cE(u; [s,∞)× [0, 1])) ≤ k2e−2µs .
Similar for the negative end. This shows that u satisfies (6.3) since on compact
subsets we have C1-convergence.
We distinguish two cases. In the first case we assume that after passing to a
subsequence we have that Duν ,Jν is not surjective all ν ∈ N. Let Πuνu be the
parallel transport operator defined in equation (5.4). Lemma A.18 shows that
Dν := Π
u
uνDuν ,JνΠ
uν
u converges to D := Du,J in the operator norm. Since by
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assumption Dν is not surjective for all ν ∈ N and surjectivity is an open condition
this shows that D is not surjective. Hence J 6∈ Jreg,k and we are finished in that
case.
Assume in the second case by passing to a subsequence that for all ν ∈ N it holds
that the operatorDuν ,Jν is surjective and there exists ζν = (ζ
−
ν , ζ
+
ν ) ∈ Tuν(−∞)I−⊕
Tuν(∞)I+ such that |ζ−ν |+|ζ+ν | = 1, ζν ⊥ im dwνϕ and 〈ζ−ν , ξ(−∞)〉+〈ζ+ν , ξ(∞)〉 = 0
for all ξ ∈ kerDuν ,Jν . Since Wk is compact we assume by passing to another
subsequence that wν → w ∈ W and ζν converges to a non-vanishing ζ = (ζ−, ζ+)
such that ζ ⊥ im dwϕ. It remains to show that for all ξ ∈ kerDu,J we have
〈ζ−, ξ(−∞)〉+ 〈ζ+, ξ(∞)〉 = 0 . (6.4)
Let Q be a right-inverse of D. For ν large enough the kernel of Dν is transverse
to the image of Q and since the operators Dν and D are both surjective with same
index their kernels have the same dimension. In particular for every ξ ∈ kerD there
exists a unique ξν ∈ kerDν such that ξ − ξν ∈ imQ. With Qην = ξ − ξν and norm
‖ · ‖ either ‖ · ‖1,p;δ or ‖ · ‖p;δ respectively we have
‖ξ − ξν‖ = ‖Qην‖ ≤ O(1) ‖ην‖ ≤ ‖DQην‖ = ‖D(ξ − ξν)‖ =
= ‖(D −Dν)ξν‖ ≤ o(1) ‖ξν‖ ≤ o(1) + o(1) ‖ξ − ξν‖ .
This shows that ‖ξ − ξν‖ → 0. Since ξν(±∞) ⊥ ζ±ν
|〈ξ(−∞), ζ−〉+ 〈ξ(∞), ζ+〉|
≤ ‖ξ − ξν‖+
∣∣〈ξν(−∞), ζ− − ζ−ν 〉+ 〈ξν(−∞), ζ+ − ζ+ν 〉∣∣
≤ ‖ξ − ξν‖+ ‖ξν‖
(∣∣ζ− − ζ−ν ∣∣+ ∣∣ζ+ − ζ+ν ∣∣)→ 0 .
This shows (6.4) and hence the claim in the second case.
Step 2. Fix connected components C− ⊂ I− and C+ ⊂ I+. There exists a dense
subspace J ′ ⊂ J such that the universal moduli space
M˜(C−, C+;J ′, X) = {(u, J) | u ∈ M˜(C−, C+; J,X), J ∈ J ′}
is a Banach manifold and the evaluation map (u, J) 7→ (u(−∞), u(∞)) is a sub-
mersion.
By Lemma 6.18 there exists a dense subspace J ′ ⊂ J which is a separable
Banach space. It suffices to see that for all (u, J) ∈ M˜(C−, C+;J ′, X) the operator
is surjective
Dunivu,J : TuB1,p;δ(C−, C+)⊕ TJJ ′ → Ep;δu (C−, C+), (ξ, Y ) 7→ Du,Jξ + Y (∂tu−X) .
Because Du,J is Fredholm the operator D
univ
u,J has a closed range. Take η in the
cokernel, which is identified with an element in the Banach space Eq,−δu where
1/p+ 1/q = 1 such that for all ξ ∈ TuB1,p;δ and Y ∈ TJJ ′ we have∫
Σ
〈η,Duξ〉dsdt = 0,
∫
Σ
〈η, Y (∂tu−X)〉dsdt = 0 . (6.5)
The first equation implies that η is smooth after elliptic regularity. We claim that
by the second equation η vanishes. Given a point (s, t) ∈ [s0, s1] × [0, 1] such
that ∂su(s, t) 6= 0 and assume by contradiction that η(s, t) 6= 0. Using an explicit
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formula (given in [37, Lemma 3.2.2]) and a cut-off function we find Y supported in
a small neighborhood of (s, t, u(s, t)) such that∫
Σ
〈η, Y (∂tu−X)〉dsdt > 0 .
This is in contradiction to the second equation of (6.5) and shows that η(s, t) = 0
for all points (s, t) with ∂su(s, t) 6= 0. Since these points are dense (cf. Lemma 6.12)
we conclude that η vanishes restricted to [s0, s1]× [0, 1] and by unique continuation
we conclude that η vanishes altogether. This shows that universal moduli space is
a Banach submanifold.
We claim that the operatorDunivu,J +duev is surjective for all (u, J) in the universal
moduli space. We use an idea from [51, Lemma 2.5]. As above Dunivu,J + duev has a
closed range. Take (η, ζ−, ζ+) in the cokernel. We have (6.5) and
〈ξ(−∞), ζ−〉+ 〈ξ(∞), ζ+〉 = 0 ,
for all ξ ∈ TuB1,p;δ. With (6.5) we conclude again that η vanishes and by the
last identity we show that ζ− and ζ+ vanishes because we find ξ ∈ TuB1,p;δ such
that ξ(±∞) = ζ±. This shows that Dunivu,J + duev is surjective . Hence given any
ζ− ∈ Tu(−∞)C− and ζ+ ∈ Tu(∞)C+ there exists ξ ∈ TuB1,p;δ and Y ∈ TJJ ′ such
that
Du,Jξ + Y (∂tu−X) = 0, ξ(−∞) = ζ−, ξ(∞) = ζ+ .
We see that (ξ, Y ) is an element in the tangent space of M˜(C−, C+;J ′, X) and by
the second equation that duev(ξ) = (ξ(−∞), ξ(∞)) = ζ. This shows the claim.
Step 3. We show that the subset Jreg,k ⊂ J is dense for all k ∈ N.
By the last step M˜(W ;J ′, X) := {(u, J, w) | u ∈ M˜(C−, C+; J,X), J ∈
J ′, ev(u) = ϕ(w)} is a Banach manifold with tangent space at a point (u, J, w)
given by the set of triples (ξ, Y, v) such that
Du,Jξ + Y (∂tu−X) = 0, (ξ(−∞), ξ(∞)) = dwϕ(v) .
Abbreviate C := Tu(−∞)C− ⊕ Tu(∞)C+ and let π : C → C/ im dwϕ the canonical
projection. We conclude that (ξ, Y ) lies in the kernel of the operator
(ξ, Y ) 7→ (Du,Jξ + Y (∂tu−X), π(ξ(−∞), ξ(∞))) ∈ Eu ⊕ C/ imdwϕ .
By [37, Lemma A.3.6] we have that J ∈ J ′ is a regular value of the projection
pr2 : M˜(W ;J ′, X) → J ′ if and only if the map ξ 7→ (Du,Jξ, π(ξ(−∞), ξ(∞)))
is surjective. Hence let J be a regular value of pr2 and [ζ] ∈ C/ imdwϕ we find
ξ ∈ TuB such that
Du,Jξ = 0, π(ξ(−∞), ξ(∞)) = [ζ] .
We conclude that regv(pr2) ⊂ Jreg,k. Since after Sards theorem the space of regular
values is comeager and by Baires theorem every complete metric space has the
property that a comeager subset is dense, the inclusion regv(pr2) ⊂ J ′ is dense.
Since J ′ ⊂ J is dense by construction we conclude that regv(pr2) ⊂ J is dense.
Thus Jreg,k ⊂ J is dense. 
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6.2.1. Glued structures. Given two admissible vector fields X0 and X1 such that
X0(s, ·) = X1(−s, ·) for all s ≥ s0. For every R ≥ R0 we define the glued vector
field XR := X0#RX1 via
XR(s, ·) :=
{
X0(s+ 2R, ·) if s ≤ 0
X1(s− 2R, ·) if s ≥ 0 .
(6.6)
Similarly given two admissible almost complex structures J0 and J1 such that
J0(s, ·) = J1(−s, ·) for all s large enough, we define for all R ≥ R0 the glued
almost complex structure JR := J0#RJ1 via
JR(s, ·) :=
{
J0(s+ 2R, ·) if s ≤ 0
J1(s− 2R, ·) if s ≥ 0 .
(6.7)
Let I− and I+ denote the perturbed intersection points of the Hamiltonian vector
fields X0(−s, ·) and X1(s, ·) respectively for large s. Given smooth maps ϕ− :
W− → I− and ϕ+ :W+ → I+ we denote the space
M˜(W−,W+; J,X) :=
(w−, u, R,w+)
∣∣∣∣∣∣∣
u is (JR, XR)-holomorphic
u(−∞) = ϕ−(w−)
u(+∞) = ϕ+(w+)
 , (6.8)
For all pairs (u,R) such that u is (JR, XR)-holomorphic we consider the operator
D̂u,R : TuB1,p;δ ⊕ R→ Ep;δu , (ξ, θ) 7→ Du,Rξ + θ ηR ,
with ηR := (∂RJ) (∂tu−XR)−JR(∂RXR) and Du,R is the vertical differential of the
Cauchy-Riemann-Floer section (i.e. the operator (5.6) with J = JR and X = XR).
Definition 6.3. The homotopy J = (JR)R≥R0 is called regular for X = (XR)R≥R0
if D̂u,R is surjective for all pairs (u,R) such that R ≥ R0 and u is (JR, XR)-
holomorphic. Moreover J is called regular for X and (ϕ−, ϕ+) if additionally (6.8)
is cut-out transversely, i.e.
{(ξ(−∞), ξ(∞)) | (ξ, η) ∈ ker D̂u,R}+ im dwϕ = Tu(−∞)I− × Tu(∞)I+ .
for all (w−, w+, u, R) ∈ M˜(W−,W+; J,X).
Remark 6.4. This is of course not equivalent to demand that for all R ≥ R0 the
structure JR is regular for XR and (ϕ−, ϕ+).
Fix paths of almost complex structures J−∞, J∞ and J
+
∞ and some s1 > s0.
We denote by Jadm the space of admissible almost complex structures (cf. Defini-
tion 4.1). We search for regular structures in the space
J :=
(J0, J1) ∈ Jadm × Jadm
∣∣∣∣∣∣∣
J−∞ = J0(−s, ·) ,
J∞ = J0(s, ·) = J1(−s, ·) ,
J∞ = J1(s, ·) , ∀ s ≥ s1
 .
Theorem 6.5. The subspace of almost complex structures which are regular for X
and ϕ is comeager in J .
Proof. Since we apply the same principle ideas from the proof of Theorem 6.2
we give just sketch. Let Jreg ⊂ J be the subset of regular pairs. Fix constants
p > 2 and µ > 0 small enough. For any k ∈ N we define Jreg,k ⊂ J consist-
ing of all pairs (J0, J1) ∈ J with the property that for all R ≥ R0 with R ≤ k
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the operator D̂u,R is surjective for all (JR, XR)-holomorphic curves u which sat-
isfy additionally |∂su(s, t)| ≤ ke−µ|s| for all (s, t) ∈ Σ and for all w ∈ Wk with
ϕ(w) = (u(−∞), u(∞)) we have {(ξ(−∞), ξ(∞)) | (ξ, θ) ∈ ker D̂u,R} + im dwϕ =
Tu(−∞)I− ⊕ Tu(∞)I+. By the same arguments as in the first step of the proof of
Theorem 6.2 we show that Jreg,k is open for all k ∈ N.
We show that the corresponding universal moduli space is a Banach manifold
and the evaluation map is a submersion. As above we construct a separable Banach
space J ′ such that J ′ ⊂ J is dense. Define the universal moduli space
M˜(C−, C+;J ′, X) := {(u, J,R) | u ∈ M˜(C−, C+; JR, XR), J ∈ J ′} .
The vertical differential of the perturbed Cauchy-Riemann operator is
D̂univu,R : TuB1,p;δ⊕TJJ ′⊕R→ Ep;δu , (ξ, Y0, Y1, θ) 7→ D̂u,R(ξ, θ)+YR
(
∂tu−XR
)
,
where YR : Σ×M → End(TM) is defined by
YR(s, ·) :=
{
Y0(s+ 2R, ·) if s ≤ 0
Y1(s− 2R, ·) if s ≥ 0 .
Let Dunivu,R denote the restriction of D̂
univ
u,R to the subspace TuB1,p;δ ⊕ TJJ ′. We
claim that Dunivu,R is surjective. Take any element η ∈ Ep;δu in the annihilator of the
image. Then for all ξ ∈ TuB and (Y0, Y1) ∈ TJJ ′ we have∫
Σ
〈Du,Rξ, η〉 = 0,
∫
Σ
〈YR(∂tu−XR), η〉 = 0 .
The first equation shows that η is smooth as in the proof of Theorem 6.2. Choose
a point (s, t) ∈ [2R + s0, 2R + s1] × [0, 1] such that ∂su(s, t) 6= 0 and suppose by
contradiction that η(s, t) 6= 0. We find an infinitesimal almost complex structure
Y = (0, Y1) ∈ TJJ ′ supported in a small neighborhood about (s−2R, t, u(s, t)) such
that
∫
Σ〈YRJR∂su, η)〉 > 0 in contradiction the the second equation. Hence η(s, t)
vanishes on points (s, t) ∈ [2R + s0, 2R + s1] × [0, 1] with ∂su(s, t) 6= 0. Because
such points are dense in [2R+ s0, 2R+ s1]× [0, 1] we conclude by continuity that
η restricted to [2R+ R0, 2R+R1]× [0, 1] vanishes and by unique continuation we
see that η vanishes everywhere. The rest of the proof follows word by word from
the proof of Theorem 6.2. 
6.2.2. Homotopies. Given homotopies X = (XR)R∈[a,b] and J = (JR)R∈[a,b] of
admissible vector fields and almost complex structures respectively we similarily
denote by M˜(W−,W+; J,X) the space of tuples (w−, R, u, w+) such that R ∈ [a, b],
the map u is (JR, XR)-holomorphic and u(±∞) ∈ ϕ±(w±), similarily to (6.8).
For technical reasons we require that XR(−s, ·) = XH− and XR(s, ·) = XH+ for
all s ≥ s0 and two fixed Hamiltonians H− and H+ which do not depend on R.
We say that J = (JR)R∈[a,b] is regular for X = (XR)R∈[a,b] and ϕ similarly to
Definition 6.3. Given two admissible almost complex structures Ja, Jb such that
J− := Ja(−s, ·) = Jb(−s, ·) and J+ := Ja(s, ·) = Jb(s, ·) for all s ≥ s1. We search
for regular almost complex structures in the space J (Ja, Jb) which is the space
of smooth homotopies (JR)R∈[a,b] from Ja to Jb such that JR(−s, ·) = J− and
JR(s, ·) = J+ for all s ≥ s1 and R ∈ [a, b].
Theorem 6.6. If s1 > s0 the subspace structures which are regular for X and
(ϕ−, ϕ+) in J (Ja, Jb) is comeager.
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Proof. The proof is completely analogous to the proof of Theorem 6.2 and Theo-
rem 6.5. Note that the space of infinitesimal almost complex structures is given
by section supported in the compact cube [a, b] × [−s1, s1] × [0, 1] and hence the
resulting Banach spaces are separable. 
6.3. R-invariant structures. Let X = XH be the Hamiltonian vector field for
some clean Hamiltonian H ∈ C∞([0, 1]×M). In this section we construct regular
structures in a set of almost complex structures
J := C∞([0, 1],End(TM,ω)) .
For any J ∈ J we denote by MJ the space of (J,X)-holomorphic strips and by I
the space of perturbed intersection points of H . We also give a transversality result
of the evaluation of tuples of (J,X)-holomorphic maps given by
ev :MmJ → I2m,
(u1, . . . , um)→ (u1(−∞), u1(∞), u2(−∞), . . . , um(−∞), um(∞)) .
(6.9)
The difficulty here lies in the fact that we need to perturbed J simultaneously for
the curves ui and uj , which is obviously not possible if ui and uj have the exact
same image. For that reason we define the notion of a distinct tuple.
Definition 6.7. A tuple (u1, . . . , um) of maps Σ → M is called distinct, if for all
i 6= j and a ∈ R we have ui 6= uj(a+ ·, ·).
Remark 6.8. Distinct tuples should not be confused with the stronger notion of
absolutely distinct tuples as defined in [9]. The transversality theory in [9] is more
difficult since the authors achieve transversality for domain-independent almost
complex structures.
Definition 6.9. Given a smooth map ϕ :W → IH(L0, L1)2m. The almost complex
structure J ∈ J is regular for X and ϕ if J is regular for X and ϕ transverse to
the evaluation map (6.9) restricted to the space of distinct tuples.
Theorem 6.10. The subspace of J which are regular for X and ϕ is comeager in
J .
Proof. For µ > 0 we define J µ ⊂ J as the open subspace of all J with µ < ι(J,H).
Choose an exhaustion W =
⋃
kWk by compact subsets Wk such that Wk ⊂ Wk+1
for all k ∈ N. For µ > 0 and k ∈ N we denote by J µreg,k ⊂ J µ the space of all
J ∈ J µ such that the operator Du,J is surjective for all (J,X)-holomorphic strips
u which satisfy (6.3) and for all distinct tuples (u1, . . . , um) of (J,X)-holomorphic
strips which satisfy (6.3) and w ∈ W such that ϕ(w) = ev(u) we have that the
image of dwϕ is a complement of
{(ξ1(−∞), ξ1(∞), ξ2(−∞), . . . , ξm(∞)) | ξj ∈ kerDuj ,J , j = 1, . . . ,m} . (6.10)
First we that J µreg,k ⊂ J µ is open as in the proof of Theorem 6.2. To show that
that J µreg,k ⊂ J µ is dense we proceed as follows. Let J ′ ⊂ J be the dense sub-
space which is a separable Banach manifold. Then J ′µ := J ′∩J µ is also separable
Banach manifold which is dense in J µ. Let C = (C1, C2, . . . , C2m) be a tuple of con-
nected components in IH(L0, L1). Abbreviate B := B1,p;δ(C1, C2)×B1,p;δ(C3, C4)×
. . .B1,p;δ(C2m−1, C2m). Define the universal moduli space
M˜(C;J ′µ, X) ⊂ B × J ′µ ,
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to be the space of (u1, . . . , um, J) where J ∈ J ′µ and (u1, . . . , um) is a distinct tuple
of (J,X)-holomorphic strips. We want to show that M˜(C;J ′µ, X) is a Banach
manifold and that the evaluation map is a submersion
ev : M˜(C;J ′µ, X)→ C1 × C2 × · · · × Cm, (u1, . . . , um, J) 7→ ev(u1, . . . , um) .
For (u, J) = (u1, . . . , um, J) ∈ M˜(C; J ′µ, X) with (x1, x2, . . . , x2m) = ev(u) con-
sider the operator
TuB ⊕ TJJ ′ → Ep;δu1 ⊕ Ep;δu2 ⊕ . . . Ep;δum ⊕ Tx1C1 ⊕ Tx2C2 ⊕ · · · ⊕ Tx2mC2m
(ξ1, ξ2, . . . , ξm, Y ) 7→ (Dunivu1,J(ξ1, Y ), Dunivu2,J(ξ2, Y ), . . . , Dunivum,J(ξm, Y ), duev(ξ)).
We claim that the operator is surjective. It suffices to show that the cokernel is
trivial. Given an element (η, ζ) = (η1, . . . , ηm, ζ1, . . . , ζ2m) in the cokernel. For any
ξ = (ξ1, . . . , ξm) ∈ TuB and Y ∈ TJJ ′µ the following terms vanish∫
〈Duj ,Jξj , ηj〉dsdt ,
m∑
j=1
∫
〈Y (∂tuj −X), ηj〉dsdt ,
as well as 〈ξj(−∞), ζ2j−1〉+ 〈ξj(∞), ζ2j〉 for all j = 1, . . . ,m. By the first term we
see that ηj is smooth for all j = 1, . . . ,m. By the last term we see that ζ vanishes
since there exists ξ with ζ = duev(ξ). To prove that also η vanishes choose a regular
point (s, t) ∈ R(u1, . . . , um) (cf. Definition 6.11). Then for any j = 1, . . . ,m we
find Y supported in a small neighborhood of (t, uj(s, t)) such that
m∑
j=1
∫
〈Y (∂tuj −X), ηj〉 =
∫
〈Y (∂tuj −X), ηj〉 > 0 ,
in contradiction to the second equation. By Proposition 6.13 regular points are
dense. Hence η vanishes. We conclude that J µreg,k ⊂ J µ is dense. The union
Jreg,k :=
⋃
µ>0
J µreg,k ⊂ J ,
is open. It is also dense because for any J ∈ J , there exists µ > 0 such that J ∈ J µ
and we find Jν ∈ J µreg,k ⊂ Jreg,k converging to J . This shows that Jreg,k ⊂ J is
dense and open. Hence Jreg =
⋂
k Jreg,k is comeager. 
6.4. Regular points. Fix X = XH be a Hamiltonian vector field for a clean
Hamiltonian H ∈ C∞([0, 1]×M) and J : [0, 1]→ End(TM,ω) be a path of almost
complex structures. We abbreviate the strip Σ = R× [0, 1]. Recall that a tuple of
maps (u1, . . . , um) is distinct if ui = uj ◦ τa for some a ∈ R implies that j = i.
Definition 6.11. Let (u1, . . . , um) be a tuple of finite energy (J,X)-holomorphic
strips with boundary in (L0, L1). A point (s, t) ∈ Σ is called a regular point for
(u1, . . . , um) if
(i) ∂suj(s, t) 6= 0 for all j = 1, . . . ,m
(ii) ui(s, t) 6= lims′→±∞ uj(s′, t) for all i, j = 1, . . . ,m
(iii) for all s′ ∈ R we have: ui(s, t) = uj(s′, t) ⇐⇒ s′ = s and j = i.
We denote this set of points by R(u1, . . . , um) ⊂ Σ.
Lemma 6.12. Let u be a (J,X)-holomorphic strip such that ∂su 6≡ 0, then the set
C(u) := {(s, t) ∈ R× [0, 1] | ∂su(s, t) = 0} is finite.
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Proof. By a change of variables we assume H = 0 and that L0 and L1 intersect
cleanly (see Lemma 2.6). By the asymptotic analysis we know that there exists
s0 ∈ R such that ∂su(s, t) 6= 0 for all |s| ≥ s0 and t ∈ [0, 1] (cf. Corollary 3.3). By
[22, Lemma 2.3] the set of critical points is discrete. This shows the claim. 
Proposition 6.13. Let (u1, . . . , um) be a tuple of (J,X)-holomorphic strips which
is distinct, then R(u1, . . . , um) ⊂ Σ is open and dense.
Proof. The proof goes along the lines of [22, Theorem 4.3] or [24, Theorem 4.9].
Without loss of generality we assume that H ≡ 0 and L0, L1 intersect cleanly (cf.
Lemma 2.6). We abbreviate the points uj(±∞) := lims→±∞ u(s, ·) ∈ L0 ∩ L1 for
j = 1, . . . ,m and R := R(u1, . . . , um).
Step 1. We show that R ⊂ Σ is open.
By contradiction let (sν , tν) ⊂ Σ \ R be a sequence such that limν→∞(sν , tν) =
(s, t) ∈ R. Hence for all ν ∈ N at least one of the following statements holds
(i) ∂suj(sν , tν) = 0 for some j = 1, . . . ,m
(ii) uj(sν , tν) = ui(−∞) or uj(sν , tν) = ui(∞) for some i, j = 1, . . . ,m,
(iii) ui(sν , tν) = uj(s
′
ν , tν) for some s
′
ν ∈ R and i 6= j
(iv) uj(sν , tν) = uj(s
′
ν , tν) for some s
′
ν 6= sν and j = 1, . . . ,m
In the first case we argue by continuity that ∂suj(s, t) = 0 in contradiction to
(s, t) ∈ R. Similarly we exclude the second case. Suppose that the third statement
holds after passing to a subsequence for all ν ∈ N. If (s′ν) is unbounded then without
loss of generality we have s′ν →∞ hence uj(∞)← uj(s′ν , tν) = ui(sν , tν)→ ui(s, t),
which contradicts the fact that (s, t) is a regular point. If (s′ν) is bounded, then
after possibly passing to a subsequence we have s′ν → s′ and uj(s′, t)← uj(s′ν , tν) =
ui(sν , tν)→ ui(s, t), hence uj(s′, t) = ui(s, t), which again contradicts the fact that
(s, t) is a regular point. Suppose finally that the last case holds after passing to
a subsequence for all ν ∈ N. If (s′ν) is unbounded, then without loss of generality
s′ν → ∞ and we obtain uj(s, t) ← uj(sν , tν) = uj(s′ν , tν) → uj(∞). This shows
that uj(s, t) = uj(∞) in contradiction to (s, t) ∈ R. If on the other hand (s′ν)
is bounded then s′ν → s′ without loss of generality. If s′ 6= s we conclude that
uj(s, t) = uj(s
′, t) in contradiction to the fact that (s, t) is regular and if s′ = s we
conclude that ∂suj(s, t) = 0 which again contradicts the fact that (s, t) is regular.
We conclude that R is open.
Step 2. We show that R ⊂ Σ is dense under the additional assumption that m = 1.
Write u = u1. Given any point (s1, t1) ∈ Σ and ε > 0. We have to show that
there exists a regular point in the ball Bε(s1, t1). Let regv(u) ⊂ M be the space
of regular values of u. Since by Lemma 6.12 the set of critical points is finite we
assume after possibly replacing (s1, t1) by a point which is ε-close and decreasing
ε, that for all (s, t) ∈ Bε(s1, t1) we have
u(s, t) ∈ regv(u), u(s, t) 6= u(±∞). (6.11)
We claim that this implies that for all (s, t) ∈ Bε(s1, t1) the set u−1(u(s, t)) is finite.
Indeed, assume by contradiction that we find a sequence (sν , tν) ⊂ Σ consisting of
distinct points and u(sν , tν) = u(s, t) for some (s, t) ∈ Bε(s1, t1) and all ν ∈ N. If
(sν) is unbounded then after possibly passing to a subsequence we have sν → ±∞
and u(s, t) = u(sν , tν) = u(±∞) in contradiction to (6.11) and if (sν) is bounded
then after possibly passing to a subsequence we have sν → s′ and tν → t′, which
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shows that u(sν , tν) = u(s
′, t′) = u(s, t) for all ν ∈ N and hence du(s′, t′) = 0 in
contradiction to u(s, t) ∈ regv(u). Now define
u−1(u(s1, t1)) ∩ R× {t1} = {(s1, t1), (s2, t1), . . . , (sℓ, t1)} . (6.12)
For δ > 0 we define
Fδ := {(s, t) ∈ Σ | ∃ (s′, t) ∈ Bδ(s1, t1), u(s, t) = u(s′, t)} .
We claim that for all r > 0 there exist δ > 0 such that
Fδ ⊂ Br(s1, t1) ∪Br(s2, t1) ∪ · · · ∪Br(sℓ, t1) . (6.13)
If not then we find r > 0 and sequences (s′ν), (sν) ⊂ R, (tν) ⊂ [0, 1] with u(s′ν , tν) =
u(sν , tν), (sν , tν) → (s1, t1) and (s′ν , tν) 6∈ Br(sj , t1) for any j = 1, . . . , ℓ. If (s′ν) is
unbounded we find a diverging subsequence s′ν → ±∞ and we conclude u(s1, t1)←
u(sν , tν) = u(s
′
ν , tν)→ u(±∞) in contradiction to u(s1, t1) 6= u(±∞). On the other
hand if (s′ν) is bounded by possibly passing to a subsequence we assume without
loss of generality that s′ν → s′, and u(s′, t1) ← u(s′ν , tν) = u(sν , tν) → u(s1, t1).
Hence u(s′, t1) = u(s1, t1) and by (6.12) we have s
′ ∈ {s1, . . . , sℓ}. But this is in
contradiction to s′ 6∈ Br/2(sj , t1) for all j = 1, . . . , ℓ. We conclude (6.13).
By possibly decreasing ε again we assume that u restricted to Bε(sj , t1) is an
embedding for all j = 1, . . . , ℓ and for all i, j = 1, . . . , ℓ with i 6= j we have
(sj − ε, sj + ε) ∩ (si − ε, si + ε) = ∅. (6.14)
Note that by (6.11) the map u is already an immersion restricted to Bε(sj , t1).
Choose δ < ε such that (6.13) holds for r = ε. We assume that ℓ ≥ 2 because
otherwise (s1, t1) ∈ R(u) and we are finished. Let cl
(
A
)
denote the closure of any
subset A ⊂ Σ. For j = 2, . . . , ℓ we define
Σj := {(s, t) ∈ cl
(
Bδ/2(s1, t1)
) | ∃ (s′, t) ∈ Bε(sj , t1), u(s, t) = u(s′, t)} .
By (6.13) we obtain the same set when replacing Bε(sj , t1) with cl
(
Bε(sj , t1)
)
in
the definition, which implies that Σj is closed for all j = 2, . . . , ℓ. Again by (6.13)
we have
cl
(
Bδ/2(s1, t1)
)
= cl
(R(u) ∩Bδ/2(s1, t1)) ∪ Σ2 ∪ Σ3 ∪ · · · ∪ Σℓ .
Suppose by contradiction that R(u) ∩ Bδ/2(s1, t1) = ∅. Since for all j = 2, . . . , ℓ
the set Σj is closed, there must exists j0 = 2, . . . , ℓ such that Σj0 contains an
open subset. We assume without loss of generality that there exists ρ > 0 and
(sˆ1, tˆ1) ∈ Bδ/2(s1, t1) such that Bρ(sˆ1, tˆ1) ⊂ Σ2. By possibly making ρ even smaller
we assume that Bε(s2, t1) ∩Bρ(sˆ1, tˆ1) = ∅. Define
Ω := u−1(u(Bρ(sˆ1, tˆ1)) ∩Bε(s2, t1) ⊂ Σ ,
which is an open subset because u restricted to Bρ(sˆ1, tˆ1) is an embedding. We
have the diffeomorphism
φ := u−12 ◦ uρ : Bρ(sˆ1, tˆ1) ∼−→ Ω ,
where u2 and uρ denotes the map u restricted to Bε(s2, t1) and Bρ(sˆ1, tˆ1) re-
spectively. In particular for all (s, t) ∈ Bρ(sˆ1, tˆ1) there exists uniquely (s′′, t′′) =
φ(s, t) ∈ Ω such that u(s′′, t′′) = u(s, t). On the other hand by construction there
exists (s′, t) ∈ Bε(s2, t1) such that u(s, t) = u(s′, t). This implies that (s′, t) ∈ Ω
and by uniqueness (s′, t) = (s′′, t′′). We see that φ(s, t) = (κ(s, t), t) for some map
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κ : Bρ(sˆ1, tˆ1) → R or equivalently u(κ(s, t), t) = u(s, t). Since u is J-holomorphic
we compute
0 = ∂su+ J∂tu = ∂su∂sκ+ J(∂su∂tκ+ ∂tu) = ∂su (∂sκ− 1) + ∂tu ∂tκ . (6.15)
Since u restricted to Bρ(sˆ1, tˆ1) is an immersion, we see that ∂tκ ≡ 0 and ∂sκ ≡ 1.
This implies that there exists a ∈ R such that κ(s, t) = κ(s) = s+a. We claim that
a 6= 0. Assume by contradiction that a = 0, then we have κ(sˆ1) = sˆ1 ∈ (s2−ε, s2+ε)
and sˆ1 ∈ (s1− ε, s1+ ε). But after (6.14) the sets (s2− ε, s2+ ε) and (s1− ε, s1+ ε)
have an empty intersection. We have deduced that u(s + a, t) = u(s, t) for all
(s, t) ∈ Bρ(sˆ1, tˆ1) and by unique continuation we have u ≡ u ◦ τa with a 6= 0. This
contradicts the fact that the energy of u is finite.
Step 3. We proof that R is dense with any m.
Given a point (s1, t1) ∈ Σ and ε > 0. By possibly replacing (s1, t1) with a point
which is ε-close and decreasing ε we assume that for all (s, t) ∈ Bε(s1, t1) and
i, j = 1, . . . , ℓ we have
ui(s, t) ∈ regv(uj), ui(s, t) 6= uj(±∞) . (6.16)
We claim that the set u−1j (ui(s, t)) is finite for all (s, t) ∈ Bε(s1, t1) and i, j =
1, . . . ,m. Suppose by contradiction that there exists i, j and a sequence (sν , tν) of
distinct points such that uj(sν , tν) = ui(s, t). If (sν) is unbounded, then without
loss of generality sν → ±∞, tν → t and hence uj(±∞) = uj(sν , tν) = ui(s, t)
contradicting (6.16). If (sν) is bounded, then without loss of generality sν → s′,
tν → t, uj(s′, t) = uj(sν , tν) = ui(s, t) and hence ∂suj(s′, t) = 0. This contradicts
the fact that ui(s, t) ∈ regv(uj).
By the last step and yet again moving (s1, t1) and decreasing ε, we assume
without loss of generality that Bε(s1, t1) ⊂ R(uj) for all j = 1, . . . ,m. Define⋃
1≤i,j≤m
u−1i (uj(s1, t1)) ∩ R× {t1} = {(s1, t1), (s2, t1), . . . , (sℓ, t1)} .
For δ > 0 define
Fδ := {(s, t) ∈ Σ | ∃ (s′, t) ∈ Bδ(s1, t1) with ui(s′, t) = uj(s, t) for some i, j} .
By the same argument as in last step we conclude that for all r > 0 there exists
δ > 0 such that
Fδ ⊂ Br(s1, t1) ∪Br(s2, t1) ∪ · · · ∪Br(sℓ, t1) . (6.17)
Fix δ < ε such that (6.17) holds for r = ε. For k = 1, . . . , ℓ and i 6= j we define
Σi,j,k := {(s, t) ∈ cl
(
Bδ/2(s1, t1)
) | ∃ (s′, t) ∈ Bε(sk, t1) with ui(s′, t) = uj(s, t)} .
By (6.17) and the assumption that Bε(s1, t1) ⊂ R(uj) for all j = 1, . . . ,m we have
cl
(
Bδ/2(s1, t1)
)
= cl
(R(u1, . . . , um) ∩Bδ/2(s1, t1)) ∪⋃
i,j,k
Σi,j,k .
Arguing indirectly assume that R(u1, . . . , um) ∩ Bδ/2(s1, t1) = ∅. Without loss of
generality there exists ρ > 0 and (sˆ1, tˆ1) ∈ Bδ/2(s1, t1) such that Bρ(sˆ1, tˆ1) ⊂ Σ2,1,k
for some k = 1, . . . , ℓ. Define the open subset
Ω := u−11
(
u2(Bρ(sˆ1, tˆ1))
) ∩Bε(sk, t1) ⊂ Σ.
Hence for all (s, t) ∈ Bρ(sˆ1, tˆ1) we find (s′′, t′′) ∈ Ω such that u1(s′′, t′′) = u2(s, t).
Moreover (s′′, t′′) is unique. On the other hand since Bρ(sˆ1, tˆ1) ⊂ Σ2,1,k there exists
FLOER HOMOLOGY OF LAGRANGIANS IN CLEAN INTERSECTION 69
(s′, t) ∈ Bε(sk, t1) such that u1(s′, t) = u2(s, t). This implies that (s′, t) ∈ Ω and by
uniqueness (s′′, t′′) = (s′, t). We conclude that there exists a map κ : Bρ(sˆ1, tˆ1)→ R
such that u1(κ(s, t), t) = u2(s, t) for all (s, t) ∈ Bρ(sˆ1, tˆ1). Since both u1 and u2
are J-holomorphic we conclude by a computation similar to (6.15) that κ(s, t) =
κ(s) = s+ a for some a ∈ R. Hence u1(s+ a, t) = u2(s, t) for all (s, t) ∈ Bρ(sˆ1, tˆ1)
and by unique continuation u1 ≡ u2 ◦ τa in contradiction to the fact that the tuple
(u1, . . . , um) is distinct. 
6.5. Floer’s ε-norm. Fix some p > 1, Ω ⊂ Rℓ a subset with Lipschitz type bound-
ary and a sequence (εk)k∈N of positive numbers εk > 0. Given a smooth function
with compact support f ∈ C∞0 (Ω) we define the norm
‖f‖ε :=
∑
k≥0
εk ‖f‖Hk,p(Ω) ,
and the subspace Cε0(Ω) ⊂ C∞0 (Ω) by
Cε0(Ω) = {f ∈ C∞0 (Ω) | ‖f‖ε <∞} .
Floer originally used Ck-norms instead of Sobolev norms, but after the Sobolev
embedding theorem the norm defined here is equivalent. We have chosen this
approach because it suits better when considering domains with boundary.
Lemma 6.14. If Ω is bounded then the space Cε0(Ω) with the topology induced by
the norm ‖·‖ε is a complete and separable space. In particular (Cε0(Ω), ‖·‖ε) is a
separable Banach space.
Proof. See [49, Lemma 4.2.7] and [49, Lemma 4.2.9]. 
Clearly Cε0(Ω) ⊂ C∞0 (Ω) is continuous. The next lemma states that for certain
sequences this inclusion is dense. It is a slight generalization of [49, Lemma 4.2.8]
allowing boundary values.
Lemma 6.15. Given ℓ ∈ N there exists a sequence (εk) such that the inclusion
Cε0(Ω) ⊂ C∞0 (Ω) is dense for all subsets Ω ⊂ Rℓ with Lipschitz type boundary.
Proof. Fix some p > 1 and denote by Br ⊂ Rℓ the ball of radius r > 0 centered
at the origin. Choose a smooth function ρ : Rℓ → [0, 1] with supp ρ ⊂ B1 and∫
Rℓ
ρ = 1. Then set ρδ(x) = ρ(x/δ) for δ > 0. Note that we have supp ρδ ⊂ Bδ(0)
and ∂αρδ = δ
−k∂αρ with k = |α|. Define
εk := (akk
k)−1, ak := ‖ρ‖Hk,p .
Now let ε > 0 and f ∈ C∞0 (Ω) be any given smooth function with compact support.
Fix m ∈ N such that 2−m < ε. Using cut-off functions we find g ∈ Hm,p0 (Rℓ)
such that ‖g − f‖Hm,p(Ω) ≤ ε/4 (see [37, Exercise B.1.3]). Secondly we find δ >
0 such that the smooth and compactly supported function h = ρδ ∗ g satisfies
‖g − h‖Hm,p(Rℓ) < ε/4. Then we have
dist (f, h)C∞(Ω) =
∑
k≥0
‖f − h‖k,p;Ω
1 + ‖f − h‖k,p;Ω
2−(k+1) ≤ ‖f − h‖m,p;Ω + 2−(m+1)
≤ ‖f − g‖m,p;Ω + ‖g − h‖m,p;Ω + 2−(m+1) ≤ ε .
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This shows that h lies in the ε-ball about the function f in the C∞-topology. It
remains to show that h ∈ Cε(Ω). Indeed, by Young’s inequality we have
εk ‖h‖Hk,p = εk ‖g ∗ ρδ‖Hk,p ≤ εk ‖g‖L1 ‖ρδ‖Hk,p ≤ εkakδ−k ‖g‖L1 ≤ 2−k ‖g‖L1 ,
for every k > 2δ−1. This shows that the ε-norm of h is finite or equivalently that
h ∈ Cε(Ω). 
Let E → M be any vector bundle over a compact Riemannian manifold with
boundary and corners. Choose a connection ∇ and a Riemannian metric on E.
This induces connections and a metric on E⊗F , where F is any tensor bundle over
M . Let volM be a volume form. Define the norm
‖ξ‖p :=
(∫
M
|ξ|p volM
)1/p
,
and recursively for all k ∈ N define the norms
‖ξ‖0,p := ‖ξ‖p , ‖ξ‖k,p := ‖∇ξ‖k−1,p .
Definition 6.16. Let p > 1 and (εk)k∈N be a sequence. We define the space
Γε(E) ⊂ Γ∞(E) to be the space of all smooth sections ξ which are bounded in the
norm
‖ξ‖ε =
∑
k≥0
εk ‖ξ‖k,p .
Proposition 6.17. Suppose that M is compact with boundary and corners. The
space Γε(E) with norm ‖·‖ε is a separable Banach space and there exists a sequence
(εk)k∈N such that the inclusion Γ
ε(E) ⊂ Γ∞(E) is dense for the C∞-topology.
Proof. Choose a local trivialization of E over charts of M which are adapted to
the boundary ∂M and an associated partition of unity. Then the norm ‖ξ‖ε of
any section ξ ∈ Γ(E) is equivalent to the finite sum of the ε-norm of its local
representatives. Then the claim follows from Lemma 6.14 and 6.15. 
Lemma 6.18. Fix paths J−, J+ : [0, 1] → End(TM,ω). For any s1 > 0 consider
the space J := {J ∈ C∞(R × [0, 1],End(TM,ω) | J(±s, ·) = J±∀ s ≥ s1}. There
exists a dense subspace J ′ ⊂ J which is a separable Banach manifold. The same
holds for J := C∞([0, 1],End(TM,ω).
Proof. For any J ∈ J we define the linear bundle SJ → Σ×M where the fibre of
SJ over a point (s, t, p) ∈ Σ×M is given by linear maps Y ∈ End(TpM) such that
Y J(s, t, p) + J(s, t, p)Y = 0, ωp(Y ξ, ξ
′) + ωp(ξ, Y ξ
′) = 0 ,
for all vectors ξ, ξ′ ∈ TpM . The tangent space TJJ is given by smooth sections
Y ∈ Γ(SJ ) with support contained in [−s1, s1] × [0, 1] ×M . Fix any J0 ∈ J , we
identify the space J with the C0-unit ball in the space smooth sections Y ∈ Γ(SJ0)
with support in [−s1, s1] × [0, 1] ×M , by J 7→ YJ := (J + J0)−1(J − J0). The
inverse is Y 7→ J0(1 − Y )−1(1 + Y ). For further details see [49, Section 4.2]. By
Proposition 6.17 there exists a sequence ε := (εℓ)ℓ∈R such that the subspace is
dense
J ′ = {J ∈ J | ‖YJ‖ε <∞} ⊂ J .
By the same lemma we see that the space J ′ is identified with an open subset in a
separable Banach space. 
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7. Gluing
All algebraic statements for Floer homology in this work are based on a gluing
result of holomorphic strips, which is in a sense the converse for the Floer-Gromov
breaking phenomenon. Originally the problem has been addressed and solved by
Floer in the series of papers [16], [18] and [19] under the assumption that the
holomorphic strips have boundary in two transversely intersecting Lagrangians.
The generalization for the degenerate case in which both Lagrangians are equal
was worked out by Fukaya, Oh, Ohta and Ono [27, Chapter 7]. In this chapter
we give a further generalization of the gluing theorem for holomorphic strips with
boundary on two cleanly intersecting Lagrangians. Our approach is not new and
was previously sketched out by Frauenfelder in [24, Chapter 4.7]. Since we need
precise statements for the construction of coherent orientations we give a complete
proof here. We follow closely the lines of [27] as well as the gluing results of [5]
and [9]. Another approach by Simcˇevic´ has been developed in [52] using completely
different methods of interpolation theory. At the end of the chapter we also give a
small generalization of a gluing result in [1] which is for classical Morse theory.
7.1. Main statement. Let (M,ω) be a symplectic manifold and L0, L1 ⊂ M
closed Lagrangian submanifolds. Fix admissible vector fields X0, X1 and admissible
almost complex structure J0, J1 (cf. Definition 4.1) such that X0(s, ·) = X1(−s, ·)
and J0(s, ·) = J1(−s, ·) for all s large enough. Abbreviate byMk the moduli space
of all (Jk, Xk)-holomorphic strips modulo reparametrization. We denote by
M1(W−,W+) :=
(u0, u1) ∈M0 ×M1
∣∣∣∣∣∣∣
u0(−∞) ∈W−
u0(∞) = u1(−∞)
u1(∞) ∈ W+
 , (7.1)
for some fixed submanifolds W− and W+ in the space of perturbed intersection
points (cf. Section 6.1). We distinguish three cases and define (J,X)
(A) both (J0, X0) and (J1, X1) are R-invariant, (J,X) := (J0, X0) = (J1, X1)
(B) either (J,X) := (J0, X0) or (J,X) := (J1, X1) is R-dependent,
(C) both (J0, X0) and (J1, X1) are R-dependent, then (J,X) = (JR, XR)R≥R0
with JR = J0#RJ1 and XR = X0#RX1 (cf. equation (6.7) and (6.6))
Mostly the arguments are the same for these three cases and we only distinguish
them at parts where it is necessary. We glue a pair (u0, u1) ∈ M1(W−,W+) at the
point u0(∞) = u1(−∞) to obtain a family of strips in the space (cf. equation (6.1)
or (6.8))
M(W−,W+) := M˜(W−,W+; J,X)/ ∼ . (7.2)
We say that J0 and J1 are regular if (cf. Definitions 6.1 and 6.3)
• Jk is regular for Xk for k = 0, 1,
• in case (C), the glued structure (JR) is regular for (XR) and
• the spaces M1(W−,W+) and M(W−,W+) are cut-out transversely.
Consequently each connected component of the above spaces is a manifold and as
usual we denote with the subscrip [d] the union of all d-dimensional components.
Theorem 7.1. Assume that the almost complex structures J0 and J1 are regular.
Given a pair u = (u0, u1) ∈ M1(W−,W+)[0]. There exists R0 and a continuous
map
Gu : [R0,∞)→M(W−,W+)[1] , R 7→ wR ,
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such that
(i) (wR) Floer-Gromov converges to u as R→∞,
(ii) given a sequence (wν) ⊂ M(W−,W+)[1] which Floer-Gromov converges to
u, then wν lies in the image of the map Gu for all but finitely many ν.
Moreover with orientations given in Lemma 7.15, the space
M(W−,W+)[1] :=M(W−,W+)[1] ⊔M1(W−,W+)[0] ,
is an oriented manifold with oriented boundary (−1) · M1(W−,W+)[0] if (X1, J1)
is R-invariant and M1(W−,W+)[0] otherwise.
Proof. The proof covers the rest of the chapter. Here we give an overview of the
principal arguments. Basically we follow the standard gluing procedure, which
we quickly recall now. Fix a rigid pair (u0, u1) ∈ M1(W−,W+)[0] and a large
enough gluing parameter R ≥ R0. We denote the glued structures JR := J0#RJ1
and XR := X0#RX1 (cf. equations (6.7) and (6.6)). We define the preglued map
uR using cut-off functions and then roughly speaking solve the equation ∂sw +
JR(w)(∂tw −XR(w)) = 0 for w in a neighborhood of uR using the Newton-Picard
theorem. More precisely given a small vector field ξ along uR and write the map w
as w(s, t) = expuR(s,t) ξ(s, t) with respect to some exponential function associated
to an axillary Levi-Civita connection. Then w is (JR, XR)-holomorphic if and
only if ξ is a zero of a non-linear map FR defined on an open ball in a Banach
space of sections of u∗RTM (cf. equation (7.23)). Since we work with degenerated
asymptotics which require exponential weights, the Sobolev norms which we work
with have adapted weights that depend on the gluing parameter (cf. Section 7.2).
In the assumptions of the Newton-Picard theorem we need a bound on the right-
inverse of the differential of FR at zero, denoted DR, which does not depend on R.
The right inverse QR is constructed in (7.22) and the uniform bound is established
in Corollary 7.7. Moreover we need a quadratic estimate (cf. Lemma 7.8). Then all
(JR, XR)-holomorphic strips in a neighborhood of uR are modeled on the kernel of
DR, i.e. for each element ξ
′ ∈ kerDR small enough there exists an unique element
ξ′′ := σR(ξ) ∈ imQR such that (s, t) 7→ expuR(s,t)(ξ′(s, t) + ξ′′(s, t)) is a (JR, XR)-
holomorphic strip and any w close enough to uR is of that form (cf. Lemma 7.9).
In particular the map vR := expuR σR(0) is (JR, XR)-holomorphic. We define the
gluing map Gu(R) = wR where
• in case (A) wR = [vR] the equivalence class modulo reparametrizations,
• in case (B) for all (s, t) ∈ R× [0, 1] we define
wR(s, t) =
{
vR(s− 2R, t) if (J1, X1) is R-invariant
vR(s+ 2R, t) if (J0, X0) is R-invariant .
• in case (C) wR = vR.
That the gluing map is continuous is proven in Lemma 7.10, that it is asymptotically
surjective is proven in Lemma 7.14 and the statement about the orientations is
proven in Proposition 7.18. 
7.2. Pregluing. In this section we introduce the Sobolev framework. The main
ideas in this chapter are straight-forward generalizations of the methods of [27,
Chapter 7.1]. We assume for simplicity that X0 ≡ 0, X1 ≡ 0 and W−,W+ lie on
different connected components. Choose an auxiliary metric on M such that W−,
W+, L0 and L1 are totally geodesic (cf. Lemma 5.6). All norms, parallel transport
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and exponential maps in the following sections are induced by this metric. For
the general case where X0, X1 6≡ 0 or W− and W+ lie on the same connected
component, we need to work with metrics that depend on the domain as explained
in the proof of Lemma 5.5.
7.2.1. Preglued strip. From now that the pair u = (u0, u1) ∈ M1(W−,W+)[0] is
fixed. In case (A) or (B), the maps u0 and u1 are unparametrized. We choose
parametrizations and still denote the maps with the same symbol by abuse of
notation. Due to exponential decay (see Theorem 3.1) there exists an intersection
point p = u0(∞) = u1(−∞) ∈ C, a constant s0 ≥ 0 and two maps ζ0 : [s0,∞) ×
[0, 1]→ TpM , ζ1 : (−∞,−s0]× [0, 1]→ TpM such that for all s ≥ s0 and t ∈ [0, 1]
we have
u0(s, t) = expp ζ0(s, t), u1(−s, t) = expp ζ1(−s, t) .
We fix once and for all smooth cut-off functions
β−, β+ : R× [0, 1]→ [0, 1], β−(−s, t) = β+(s, t) =
{
1 if s ≥ 1
0 if s ≤ 0 . (7.3)
For any R ≥ s0 large enough we define the preglued strip uR : R× [0, 1]→M via
uR(s, t) =

u1(s− 2R, t) if s ≥ 1
see below if − 1 ≤ s ≤ 1
u0(s+ 2R, t) if s ≤ −1 ,
(7.4)
and if −1 ≤ s ≤ 1 we use the interpolation
uR(s, t) := expp(β
−(s, t)ζ0(s+ 2R, t) + β
+(s, t)ζ1(s− 2R, t)) .
We frequently use the following decay property of the preglued map uR in the neck
region.
Lemma 7.2. There exists constants c, R0 and ι such that for all R ≥ R0 and µ < ι
we have
|duR(s, t)|+ dist (uR(s, t), uR(0, 0)) ≤ ce−µ(2R−|s|) .
for all (s, t) ∈ [−2R, 2R]× [0, 1].
Proof. Set p := uR(0, 0). By Proposition 5.9 the maps u0 and u1 have µ-decay. If
s ≤ −1 we have by definition uR = u0 ◦ τ−2R and the claim follows since u0 has
µ-decay. Similar for s ≥ 1. If |s| ≤ 1 and R is large enough uR(s, t) is close to p for
all t ∈ [0, 1]. By Corollary A.2 we have as R→∞
|duR|+ dist (uR(s, t), p)
≤ O(1) (∣∣∇(β−ζ0 ◦ τ−2R + β+ζ1 ◦ τ2R)∣∣+ |ζ0 ◦ τ−2R|+ |ζ1 ◦ τ2R|)
≤ O(1) (|∇ζ0 ◦ τ−2R|+ |∇ζ1 ◦ τ2R|+ |ζ0 ◦ τ−2R|+ |ζ1 ◦ τ2R|)
≤ O(1) (|du0 ◦ τ−2R|+ |du1 ◦ τ2R|+ dist (u0 ◦ τ−2R, p) + dist (u1 ◦ τ2R, p))
≤ O(1)e−µ(2R−|s|) .
This proves the lemma. 
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7.2.2. Linear pregluing and breaking. Choose p > 2, δ > 0 and abbreviate
• H0 := Tu0B1,p;δ and H1 := Tu1B1,p;δ,
• L0 := Ep;δu0 and L1 := Ep;δu1 ,• H01 ⊂ H0 ⊕H1 consisting of pairs (ξ0, ξ1) such that ξ0(∞) = ξ1(−∞),
• HR := TuRB1,p;δ and LR := Ep;δuR for any R ≥ s0.
Define the linear pregluing operator ΘR : H01 → HR, (ξ0, ξ1) 7→ ξR with
ξR(s, t) =

ξ1(s− 2R, t) if s ≥ R ,
see below if s ∈ [−R,R],
ξ0(s+ 2R, t) if s ≤ −R .
(7.5)
and if −R ≤ s ≤ R we use define (omitting the arguments for convenience)
ξR = Π̂
uR
p ξ¯ + β
+
−R
(
ΠuRu1◦τ2Rξ1 ◦ τ2R − Π̂uRp ξ¯
)
+ β−R
(
ΠuRu0◦τ−2Rξ0 ◦ τ−2R − Π̂uRp ξ¯
)
,
with notations ξ¯ := ξ0(∞) = ξ1(−∞), τR : Σ → Σ, (s, t) 7→ (s − R, t), β+−R =
β+ ◦ τ−R, β−R = β− ◦ τR and the parallel transport maps Π, Π̂ as given in (5.1).
Finally define the breaking operator ΞR : LR → L0 ⊕ L1, η 7→ (η0,R, η1,R) via
η1,R(s, t) =

η(s+ 2R, t) if s ≥ −2R ,
see below if − 2R− 1 ≤ s ≤ −2R
0 if s ≤ −2R− 1 ,
η0,R(s, t) =

0 if s ≥ 2R ,
see below if 2R− 1 ≤ s ≤ 2R ,
η(s− 2R, t) if s ≤ 2R− 1 .
(7.6)
For the interpolation we just use parallel transport. We do not need to use cut-
off functions because the maps are only supposed to be of regularity Lploc. More
precisely for 2R− 1 ≤ s ≤ 2R and t ∈ [0, 1] we define
η0,R(s, t) = Π
u0(s,t)
uR(s−2R,t)
η(s− 2R, t) ,
and for −2R− 1 ≤ s ≤ −2R and t ∈ [0, 1] we define
η1,R(s, t) = Π
u1(s,t)
uR(s+2R,t)
η(s+ 2R, t) .
We now show that these constructions are uniformly continuous with respect to an
adapted norm.
7.2.3. Adapted norms. For R > 0 we define a weight function γδ,R : R→ R
γδ,R(s) =

e−δ(2R+s) if s < −2R
eδ(2R−|s|) if |s| < 2R
eδ(s−2R) if s > 2R .
Given a curve u ∈ B1,p;δ(C−, C+), we define weighted norms for all vector fields
η ∈ Ep;δu
‖η‖p;δ,R :=
(∫
Σ
|η|p γpδ,Rdsdt
)1/p
,
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and for all vector fields ξ ∈ TuB1,p;δ(C−, C+) we define the norm ‖ξ‖1,p;δ,R via(
|ξ(0, 0)|p + ‖ξ(−∞)‖p + ‖ξ(−∞)‖p+
+
∫
Σ−2R
−∞
(∣∣ξ − Π̂uu(−∞)ξ(−∞)∣∣p + ∣∣∇(ξ − Π̂uu(−∞)ξ(−∞))∣∣p) γpδ,Rdsdt
+
∫
Σ2R
−2R
(∣∣ξ − Π̂uu(0,0)ξ(0, 0)∣∣p + ∣∣∇(ξ − Π̂uu(0,0)ξ(0, 0))∣∣p)γpδ,Rdsdt
+
∫
Σ∞2R
(∣∣ξ − Π̂uu(∞)ξ(∞)∣∣p + ∣∣∇(ξ − Π̂uu(∞)ξ(∞))∣∣p) γpδ,Rdsdt)1/p .
(7.7)
It is straight-forward to check that that for a fixed R these define equivalent norms
(see [5, Lemma 5.8])
7.3. A uniform bounded right inverse. For the remaining statements to hold
true the decay parameter δ > 0 must be sufficiently small. The bound on δ depends
on the spectral gap of the asymptotic operators given in (2.10). More precisely, we
assume for the rest of the section:
2δ < ι, ι := min{ι(J−∞), ι(J∞), ι(J+∞)} , (7.8)
in which J−∞, J∞ and J
+
∞ are paths of almost complex structures given by J0(−s, ·) =
J−∞, J0(s, ·) = J1(−s, ·) = J∞ and J1(s, ·) = J+∞ for s large enough.
Lemma 7.3. There exists constants c and R0 such that for all (ξ0, ξ1) ∈ H01 and
R ≥ R0
‖ΘR(ξ0, ξ1)‖1,p;δ,R ≤ c
(
‖ξ0‖1,p;δ + ‖ξ1‖1,p;δ
)
.
Proof. We follow the proof of [9, Prp. 4.7.5]. Fix (ξ0, ξ1) ∈ H01 and denote ξR :=
ΘR(ξ0, ξ1) and p := uR(0, 0). By definition we have
‖ξR‖p1,p;δ,R =
∥∥ ξ0|Σ0
−∞
∥∥p
1,p;δ
+
∥∥ ξ1|Σ∞0 ∥∥p1,p;δ + |ξR(0, 0)|p
+
∫
Σ2R
−2R
(∣∣∣ξR − Π̂uRp ξR(0, 0)∣∣∣p + ∣∣∣∇(ξR − Π̂uRp ξR(0, 0))∣∣∣p) γpδ,Rdsdt .
(7.9)
Lets concentrate on the last summand. We deduce a pointwise estimate of
ξR − Π̂uRp ξR(0, 0) =
(
ξR − Π̂uRp ξ¯
)
+ Π̂uRp
(
ξ¯ − ξR(0, 0)
)
, (7.10)
and its covariant derivative. Abbreviate u0,R := u0 ◦ τ−2R, u1,R = u1 ◦ τ2R, ξ0,R :=
ξ0 ◦ τ−2R and ξ1,R := ξ1 ◦ τ2R. By definition of ξR, the first summand of the right
hand side of (7.10) equals
β−R
(
ΠuRu0,Rξ0,R − Π̂uRp ξ¯
)
+ β+−R
(
ΠuRu1,Rξ1,R − Π̂uRp ξ¯
)
. (7.11)
Focusing now on the first summand of (7.11) and taking into account the support of
the cut-off function we have to estimate the integral over the smaller strip [−2R,R]×
[0, 1] of the norm of
ΠuRu0,Rξ0,R − Π̂uRp ξ¯ , (7.12)
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and its covariant derivative, since β−R vanishes on [R, 2R]×[0, 1]. Now on [−2R,−1]×
[0, 1] we have that uR = u0 ◦ τ−2R by Definition (7.4). Hence by substitution
s 7→ s+ 2R we have∫
Σ−1
−2R
(∣∣ξ0,R − Π̂u0,Rp ξ¯∣∣p + ∣∣∇(ξ0,R − Π̂u0,Rp ξ¯)∣∣p) epδ(2R−|s|)dsdt
=
∫
Σ2R−10
(∣∣ξ0 − Π̂u0p ξ¯∣∣p + ∣∣∇(ξ0 − Π̂u0p ξ¯)∣∣p) epδsdsdt ≤ ‖ξ0‖1,p;δ . (7.13)
We estimate the same term on [−1, R]× [0, 1]. If R is large enough the distance of
uR(s, t) to p is less then one third the injectivity radius for every (s, t) ∈ [−1, R]×
[0, 1]. Hence without loss of generality we replace Π̂ by Π in the formula (7.12) and
continue
ΠuRu0,Rξ0,R −ΠuRp ξ¯ = ΠuRu0,R
(
ξ0,R −Πu0,Rp ξ¯
)
+
(
ΠuRu0,RΠ
u0,R
p ξ¯ −ΠuRp ξ¯
)
. (7.14)
For the first summand on the right-hand side we estimate using Corollary A.8 and
Lemma 7.2∣∣ΠuRu0,R (ξ0,R −Πu0,Rp ξ¯) ∣∣ = ∣∣ξ0,R −Πu0,Rp ξ¯∣∣∣∣∇(ΠuRu0,R (ξ0,R −Πu0,Rp ξ¯) )∣∣ ≤ ∣∣∇ (ξ0,R −Πu0,Rp ξ¯)∣∣+O(1) ∣∣ξ0,R −Πu0,Rp ξ¯∣∣ .
For the second summand on the right-hand side of (7.14) we estimate using Corol-
lary A.7 and Corollary A.8∣∣∣ΠuRu0,RΠu0,Rp ξ¯ −ΠuRp ξ¯∣∣∣ ≤ O(dist (uR, p) + dist (u0,R, p) ) ∣∣ξ¯∣∣∣∣∣∇(ΠuRu0,RΠu0,Rp ξ¯ −ΠuRp ξ¯)∣∣∣ ≤ O( |duR|+ |du0,R| ) ∣∣ξ¯∣∣ .
In particular we see that both quantities are bounded by O(ω)
∣∣ξ¯∣∣ with ω(s) =
e−µ(2R−|s|). Use the last two estimates and the identity (7.14) to show∣∣∣ΠuRu0,Rξ0,R −ΠuRp ξ¯∣∣∣ ≤ ∣∣ξ0,R −Πu0,Rp ξ¯∣∣+O(ω) ∣∣ξ¯∣∣ ,∣∣∣∇(ΠuRu0,Rξ0,R −ΠuRp ξ¯)∣∣∣ ≤ O(1) ∣∣ξ0,R −Πu0,Rp ξ¯∣∣+ ∣∣∇ (ξ0,R −Πu0,Rp ξ¯)∣∣ +O(ω) ∣∣ξ¯∣∣ .
Integrating these pointwise estimates gives∫
ΣR
−1
(∣∣ΠuRu0,Rξ0,R −ΠuRp ξ¯∣∣p + ∣∣∇(ΠuRu0,Rξ0,R −ΠuRp ξ¯)∣∣p) epδ(2R−|s|)dsdt
≤ O(1)
∫
Σ4R2R−1
(∣∣ξ0 −Πu0p ξ¯∣∣p + ∣∣∇(ξ0 −Πu0p ξ¯)∣∣p) epδ|s|dsdt+
+O
(
e−2pR(µ−δ)
) ∣∣ξ¯∣∣p ∫ R
−1
ep(δ−µ)|s|ds .
To show that the factor with
∣∣ξ¯∣∣p in the last summand is uniformly bounded we
compute directly assuming without loss of generality that R ≥ 1∫ R
−1
ep(µ−δ)|s|ds ≤ 2
∫ R
0
ep(µ−δ)sds =
2
p(µ− δ)
(
epR(µ−δ) − 1
)
≤ O(epR(µ−δ)) .
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The last estimate and estimate (7.13) shows that the integral∫
Σ2R
−2R
(∣∣ΠuRu0,Rξ0,R − Π̂uRp ξ¯∣∣p + ∣∣∇(ΠuRu0,Rξ0,R − Π̂uRp ξ¯)∣∣p) γpδ,Rdsdt .
is bounded by O(1) ‖ξ0‖p1,p;δ. Similarly we proceed with the second term of the
summand (7.11) and find that the integral∫
Σ2R
−2R
(∣∣ξR − Π̂uRp ξ¯∣∣p + ∣∣∇(ξR − Π̂uRp ξ¯)∣∣p) γpδ,Rdsdt ,
is bounded by O(1)(‖ξ0‖1,p;δ + ‖ξ1‖1,p;δ)p. For the last term of (7.10) we use the
fact that uR(0, t) = p, ξ¯ = ξ0(∞) = ξ1(−∞), Lemma A.13 to show∣∣ξR(0, 0)− ξ¯∣∣ ≤ ∣∣∣ξ1(−2R, 0)−Πu1(−2R,0)p ξ1(∞)∣∣∣+ ∣∣∣ξ0(2R, 0)−Πu0(2R,0)p ξ0(∞)∣∣∣
and with Corollary A.8∣∣∇Π̂uRp (ξ¯ − ξR(0, 0)) ∣∣ ≤ O( |duR| ) ∣∣ξ¯ − ξR(0, 0)∣∣ .
We conclude that both quantities are bounded by O
(
e−2δR
)
(‖ξ0‖1,p;δ + ‖ξ1‖1,p;δ)
and after intergation we have∫
Σ2R
−2R
(∣∣Π̂uRp ξ¯ − ξR(0, 0)∣∣p + ∣∣∇(Π̂uRp ξ¯ − ξR(0, 0))∣∣p) γpδ,Rdsdt
≤ O(1)
(
‖ξ0‖p1,p;δ + ‖ξ1‖p1,p;δ
)∫ 2R
−2R
e−pδ|s|ds ≤ O(1)
(
‖ξ0‖1,p;δ + ‖ξ1‖1,p;δ
)p
.
Now the claim follows from the last four estimates plugged into (7.9). 
Lemma 7.4. For all R and for all η ∈ LR we have
‖η0,R‖pp;δ + ‖η1,R‖pp;δ = ‖η‖pp;δ,R ,
where (η0,R, η1,R) = ΞR(η).
Proof. Given any η ∈ LR, by definition of the norm and (7.6) we have
‖η‖pp;δ,R =
∥∥∥η0|Σ0
−∞
∥∥∥p
p;δ
+
∥∥∥η1|Σ∞0 ∥∥∥pp;δ +
∫
Σ2R
−2R
|η|p γpδ,Rdsdt .
Again using the definition of the norm we compute∫
Σ2R
−2R
|η|p γpδ,Rdsdt =
∫ 0
−2R
∫ 1
0
|η|p epδ(2R+s)dtds+
∫ 2R
0
∫ 1
0
|η|p epδ(2R−s)dtds
=
∫ 2R
0
∫ 1
0
|η0,R|p epδsdtds+
∫ 0
−2R
∫ 1
0
|η1,R|p e−pδsdtds
=
∫ ∞
0
∫ 1
0
|η0,R|p epδsdtds+
∫ 0
−∞
∫ 1
0
|η1,R| e−pδsdtds .
Since η0,R vanishes for s ≥ 2R and η1,R for s ≤ −2R. Inserting the identity back
into the first equation gives the results. 
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Denote the linearized Cauchy-Riemann operators D0 = Du0 : H0 → L0 and
D1 = Du1 : H1 → L1 (cf. equation (5.6)). We define the restricted operators D01 =
D0 ⊕D1|H01 and D′01 = D0 ⊕D1|H′01 , in which H ′01 ⊂ H01 is the subspace of pairs
(ξ0, ξ1) such that ξ0(−∞) ∈ Tp−W− and ξ1(∞) ∈ Tp+W+, where p− = u0(−∞)
and p+ = u1(∞).
Lemma 7.5. The operator D′01 : H
′
01 → L0 ⊕ L1 is surjective and has a bounded
linear right inverse.
Proof. See [27, 7.1.20], [24, corollary 4.14] or [5, Lemma 4.9]. Define the subspaces
H ′0 := {ξ ∈ H0 | ξ(−∞) ∈ Tp−W−}, H ′1 := {ξ ∈ H1 | ξ(∞) ∈ Tp+W+} .
Further define the restrictions D′0 := D0|H′0 and D′1 := D1|H′1 . By assumption the
almost complex structures J0 and J1 are regular, which implies that the operator
is surjective
kerD′0 ⊕ kerD′1 → TpC, (ξ0, ξ1) 7→ ξ0(∞)− ξ1(−∞) . (7.15)
Given (η0, η1) ∈ L0⊕L1 we choose lifts (ξ′0, ξ′1) ∈ H ′0⊕H ′1 such that D0ξ′0 = η0 and
D1ξ
′
1 = η1. Since (7.15) is surjective we find (ξ
′′
0 , ξ
′′
1 ) ∈ kerD′0 ⊕ kerD′1 such that
ξ′′0 (∞) − ξ′′1 (−∞) = ξ′0(∞) − ξ′1(−∞). Then the pair (ξ0, ξ1) := (ξ′0 − ξ′′0 , ξ′1 − ξ′′1 )
lies in H ′01 and is a preimage of (η0, η1) under the map D01.
We have the inclusion kerD′01 ⊂ kerD0⊕kerD1. Since D0 and D1 are Fredholm
kerD′01 is finite dimensional and by the Hahn-Banach theorem we find a closed
linear complement H⊥01 in H
′
01. Restricted to H
⊥
01 the operator D
′
01 is invertible
and hence there exists a bounded inverse Q′01 : L01 → H⊥01 ⊂ H ′01. 
7.3.1. Approximate right inverse. Let Q′01 : L0 ⊕ L1 → H ′01 be a bounded right
inverse of D′01 which exists by Lemma 7.5. Let DR : HR → LR be the linearized
Cauchy-Riemann-Floer operator at uR. Moreover define the restricted operator
D′R := DR|H′R where H ′R ⊂ HR is the space of ξ ∈ HR such that ξ(−∞) ∈ Tp−W−
and ξ(∞) ∈ Tp+W+. By construction the linear pregluing operator ΘR sends the
subspace H ′01 to H
′
R. We define the operator
Q˜R = ΘR ◦Q′01 ◦ ΞR : LR → H ′R .
The next lemma shows that Q˜R is an uniformly bounded approximate right inverse
of DR for every R sufficiently large.
Lemma 7.6. There exist constants c and R0 such that for all R ≥ R0 and η ∈ LR
we have∥∥Q˜Rη∥∥1,p;δ,R ≤ c ‖η‖p;δ,R , ∥∥DRQ˜Rη − η∥∥p;δ,R ≤ ce−δR ‖η‖p;δ,R .
Proof. The first estimate follows directly by Lemma 7.3 and 7.4. We show the
second estimate we follow [27, Lemma 7.1.32]. Fix any η ∈ LR and abbreviate
ξR = Q˜Rη, (ξ0, ξ1) = (Q
′
01 ◦ ΞR) η ,
and moreover
u0,R = u0 ◦ τ−2R, u1,R = u1 ◦ τ2R
ξ0,R = ξ0 ◦ τ−2R, ξ1,R = ξ1 ◦ τ2R .
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By construction we have (recall that Σa−∞ = (−∞, a]×[0, 1] and Σ∞a = [a,∞)×[0, 1]
for any a ∈ R)
ΠuRu0,RDu0,Rξ0,R =
{
0 on Σ∞0
η on Σ0−∞
, ΠuRu1,RDu1,Rξ1,R =
{
η on Σ∞0
0 on Σ0−∞
, (7.16)
and
uR
∣∣
Σ−R
−∞
= u0,R
∣∣
Σ−R
−∞
, uR
∣∣
Σ∞
R
= u1,R
∣∣
Σ∞
R
ξR
∣∣
Σ−R
−∞
= ξ0,R
∣∣
Σ−R
−∞
, ξR
∣∣
Σ∞
R
= ξ1,R
∣∣
Σ∞
R
.
Since the operators are local we have
DRξR
∣∣
Σ−R
−∞
= Du0,Rξ0,R
∣∣
Σ−R
−∞
= η
∣∣
Σ−R
−∞
, DRξR
∣∣
Σ∞
R
= Du1,Rξ1,R
∣∣
Σ∞
R
= η
∣∣
Σ∞
R
.
This shows that DRξR− η is supported in [−R,R]× [0, 1]. According to (7.16) and
taking into account the the support of the cut-off functions we have
η = β−RΠ
uR
u0,RDu0,Rξ0,R + β
+
−RΠ
uR
u1,RDu1,Rξ1,R .
and by a zero addition
DRξR − η
=
(
1− β−R − β+−R
)
DRΠ
uR
p ξ¯+
+
(
∂sβ
−
R
) (
ΠuRu0,Rξ0,R −ΠuRp ξ¯
)
+ β−R
(
DRΠ
uR
u0,Rξ0,R −ΠuRu0,RDu0,Rξ0,R
)
+ (∂sβ
+
−R)
(
ΠuRu1,Rξ1,R −ΠuRp ξ¯
)
+ β+−R
(
DRΠ
uR
u1,Rξ1,R −ΠuRu1,RDu1,Rξ1,R
)
.
(7.17)
Focusing on the third summand of the right hand side without the factor β−R . After
a zero addition we obtain
DRΠ
uR
u0,Rξ0,R −ΠuRu0,RDu0,Rξ0,R = DRΠuRu0,R
(
ξ0,R −Πu0,Rp ξ¯
)−
−ΠuRu0,RDu0,R
(
ξ0,R −Πu0,Rp ξ¯
)
+DRΠ
uR
u0,RΠ
u0,R
p ξ¯ −ΠuRu0,RDu0,RΠu0,Rp ξ¯ . (7.18)
By Lemma A.9 and Lemma 7.2 we find µ > 2δ such that∣∣∣DRΠuRu0,R (ξ0,R −Πu0,Rp ξ¯)−ΠuRu0,RDu0,R (ξ0,R −Πu0,Rp ξ¯)∣∣∣
≤ O(1)e−µ(2R−|s|) (∣∣ξ0,R −Πu0,Rp ξ¯∣∣+ ∣∣∇ (ξ0,R −Πu0,Rp ξ¯)∣∣) ,
and ∣∣∣DRΠuRu0,RΠu0,Rp ξ¯ −ΠuRu0,RDu0,RΠu0,Rp ξ¯∣∣∣ ≤ c1e−µ(2R−|s|) ∣∣ξ¯∣∣ ,
for all |s| ≤ R and t ∈ [0, 1]. Hence by (7.18) we have∣∣∣β−R (DRΠuRu0,Rξ0,R −ΠuRu0,RDu0,Rξ0,R)∣∣∣
≤ c1e−µ(2R−|s|)
(∣∣ξ0,R −Πu0,Rp ξ¯∣∣+ ∣∣∇ (ξ0,R −Πu0,Rp ξ¯)∣∣+ ∣∣ξ¯∣∣) .
For p ∈ B1,p;δ(C,C) considered as a constant function we have Dpξ¯ = 0 and by
lemmas A.9 and 7.2 again we have a constant c2 such that∣∣(1− β−R − β+−R)DRΠuRp ξ¯∣∣ ≤ ∣∣DRΠuRp ξ¯∣∣ ≤ c2e−µ(2R−|s|) ∣∣ξ¯∣∣ ,
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for all |s| ≤ R and t ∈ [0, 1]. Integrating the point-wise estimate gives∫
ΣR
−R
∣∣∣β−R(DRΠuRu0,Rξ0,R −ΠuRu0,RDu0,Rξ0,R)∣∣∣p γpδ,Rdsdt
≤ 3pcp1e−pµR
∫
ΣR
−R
(∣∣ξ0,R −Πu0,Rp ξ¯∣∣p + ∣∣∇ (ξ0,R −Πu0,Rp ξ¯)∣∣p) epδ(2R+s)dsdt
+ 3pcp1e
−p(µ−δ)2R
∣∣ξ¯∣∣p ∫ R
−R
ep(µ−δ)|s|ds
≤
(
3pcp1e
−pµR +
3p+1cp1
p(µ− δ)e
−p(µ−δ)R
)
‖ξ0‖p1,p;δ ,
where in the last line we used
e−p(µ−δ)R
∫ R
−R
ep(µ−δ)|s|ds =
2e−p(µ−δ)R
p(µ− δ)
(
ep(µ−δ)R − 1
)
≤ 3
p(µ− δ) .
Since δ < µ/2 the last estimate shows∫
ΣR
−R
∣∣β−R (DRΠuRu0,Rξ0,R − ΠuRu0,RDu0,Rξ0,R) ∣∣pγpδ,Rdsdt ≤ O(1)e−δR ‖ξ0‖p1,p;δ .
(7.19)
Along the same lines we show that∫
ΣR
−R
∣∣β+−R (DRΠuRu1,Rξ1,R −ΠuRu1,RDu1,Rξ1,R) ∣∣pγpδ,Rdsdt ≤ O(1)e−δR ‖ξ1‖p1,p;δ∫
ΣR
−R
∣∣ (1− β−R − β+−R)DRΠuRp ξ¯∣∣pγpδ,Rdsdt ≤ O(1)e−δR ∣∣ξ¯∣∣ .
(7.20)
Focusing now on the second term on the right hand side of (7.17) without the factor
∂sβ
−
R we have
ΠuRu0,Rξ0,R −ΠuRp ξ¯ = ΠuRu0,R
(
ξ0,R −Πu0,Rp ξ¯
)
+
(
ΠuRu0,RΠ
u0,R
p ξ¯ −ΠuRp ξ¯
)
.
By Lemma A.13 and Corollary A.7∣∣∣ΠuRu0,Rξ0,R −ΠuRp ξ¯∣∣∣ ≤ ∣∣ξ0,R −Πu0,Rp ξ¯∣∣+ ∣∣∣ΠuRu0,RΠu0,Rp ξ¯ −ΠuRp ξ¯∣∣∣
≤ O(1)e−δR ‖ξ0‖1,p;δ +O(1)e−µ(2R−|s|)
∣∣ξ¯∣∣ ≤ O(1)e−δR ‖ξ0‖1,p;δ ,
for all |s| ≤ R. Since the support of ∂sβ−R is in [R − 1, R] × [0, 1] and
∣∣∂sβ−R ∣∣ < 2
for all R we have∫
ΣR
−R
∣∣∂sβ−R (ΠuRu0,Rξ0,R −ΠuRp ξ¯) ∣∣pγpδ,Rdsdt ≤ O(1)e−δR ‖ξ0‖p1,p;δ .
By a completely symmetric argument∫
ΣR
−R
∣∣∂sβ+−R (ΠuRu1,Rξ1,R −ΠuRp ξ¯) ∣∣pγpδ,Rdsdt ≤ O(1)e−δR ‖ξ1‖p1,p;δ .
Denote (η0,R, η1,R) = ΞRη. Since Q01 is bounded and by Lemma 7.4
‖ξ0‖1,p;δ + ‖ξ1‖1,p;δ ≤ O(1)
(
‖η0,R‖p;δ + ‖η1,R‖p;δ
)
= O(1) ‖η‖p;δ,R
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By the identity (7.17) as well as (7.19), (7.20) and the last three estimates we have
‖DRξR − η‖p;δ,R ≤ O(1)e−δR
(
‖ξ0‖1,p;δ + ‖ξ1‖1,p;δ
)
≤ O(1)e−δR ‖η‖p;δ,R .
This shows the claim. 
Corollary 7.7. There exists uniform constants c and R0 and for all R ≥ R0 there
exists an operator QR : LR → H ′R, which is a right inverse for D′R and we have for
all η ∈ LR
‖QRη‖1,p;δ,R ≤ c ‖η‖p;δ,R . (7.21)
Proof. Let R0 and c denote the constants from Lemma 7.6. By possibly increasing
R0 we assume that ce
−δR0 < 1/2. With Lemma 7.6 the composition DR ◦ Q˜R is
invertible for all R ≥ R0 and we define
QR := Q˜R
(
DRQ˜R
)−1
= Q˜R
∞∑
k=0
(1−DRQ˜R)k . (7.22)
Given for some η ∈ LR we have ‖QRη‖1,p;δ,R ≤ c ‖η‖p;δ,R
∑∞
k=0 2
−k = 2c ‖η‖p;δ,R.

7.4. Quadratic estimate. We build up the quadratic estimate which is needed to
run the Newton-Picard theorem. Fix some ε > 0 and denote by H ′R(ε) ⊂ H ′R the
ball of all ξ with L∞-norm strictly smaller than ε. Define the non-linear map
FR : H ′R(ε)→ LR, ξ 7→ ΠuRuξ
(
∂suξ + JR(uξ) (∂t −XR(uξ))
)
, (7.23)
with uξ := expuR ξ. By the special choice of the metric and definition of the space
H ′R, we have uξ(±∞) ∈W±. In particular if ξ is a zero of FR, then uξ is an element
of M˜(W−,W+).
Lemma 7.8 (Quadratic estimate). There exists constants R0, ε and c such that
we have the following uniform bounds. For all R ≥ R0 it holds
‖FR(0)‖p;δ,R ≤ ce−2δR . (7.24)
If ξ, ξ′ ∈ TuRB1,p;δ(C−, C+) such that ‖ξ‖L∞ < ε then
‖dFR(ξ)ξ′ −DRξ′‖p;δ,R ≤ c ‖ξ‖1,p;δ,R ‖ξ′‖1,p;δ,R . (7.25)
Proof. We show estimate (7.24). Since u0 is (J0, X0)-holomorphic, u1 is (J1, X1)
holomorphic and by definition of uR and the glued structures (JR, XR) we have that
FR(0) = ∂JR,XRuR is supported in [−1, 1]× [0, 1] and moreover for all s ∈ [−1, 1]
and t ∈ [0, 1] we have
(∂JR,XRuR)(s, t) = ∂suR(s, t) + J∞(t, uR(s, t))(∂tuR(s, t)−XH(t, uR(s, t))) .
Since J∞ and XH is uniformly bounded and by the decay of the preglued map in
the neck region (cf. Lemma 7.2) we have∫
Σ1
−1
∣∣∂JR,XRuR∣∣p epδ(2R−|s|)dsdt ≤ O(e−2Rp(µ−δ)(1− ep(µ−δ))) = O(e−2Rpδ) .
We show (7.25). We have dFR(0) = DR. Integrate the pointwise estimate from
Lemma A.10 to obtain
‖dFR(ξ)ξ′ −DRξ′‖p;δ,R
≤ O( ‖ξ′‖∞ ‖ξ‖∞ ‖duR‖p;δ,R + ‖∇ξ‖p;δ,R ‖ξ′‖∞ + ‖ξ‖∞ ‖∇ξ′‖p;δ,R ) . (7.26)
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The norm ‖JR‖C2 appearing in A.10 is independent of R. By definition and
Lemma 7.2 we have
‖duR‖pp;δ,R =
∥∥ du0|Σ0
−∞
∥∥p
p;δ
+
∥∥ du1|Σ∞0 ∥∥pp;δ +
∫
Σ2R
−2R
|duR|p γpδ,Rdsdt
=
∥∥ du0|Σ0
−∞
∥∥p
p;δ
+
∥∥ du1|Σ∞0 ∥∥pp;δ +O(1)
∫ 2R
0
ep(δ−µ)(2R−s)ds ≤ O(1) .
We obtain (7.25) by the last estimate and Lemma A.12 using (7.26). This finishes
the proof. 
We come to the key result of this section. For some small number ε > 0, we
denote by kerεDR ⊂ kerDR all elements in the kernel with norm smaller than ε.
Lemma 7.9. There exists constants ε and R0 such that for all R ≥ R0 there exists
a map
σR : kerεDR −→ imQR ,
which satisfies the following properties
(i) for all ξ ∈ kerεDR the map expuR(ξ + σR(ξ)) is (JR, XR)-holomorphic,
(ii) for each R ≥ R0 the map σR is differentiable and we have a constant c > 0
such that for all R ≥ R0
‖σR‖C1 ≤ ce−2δR ,
(iii) for every ξ′ ∈ TuRB such that expuR ξ′ is (JR, XR)-holomorphic and satis-
fies ‖ξ′‖1,p;δ,R < ε there exist ξ ∈ kereDR such that ξ′ = ξ + σR(ξ).
Proof. This is a direct consequence of the Newton-Picard theorem provided the
quadratic estimate of the non-linear map given in Lemma 7.8 and the uniform bound
on the right inverse established in Corollary 7.7. Set NR(ξ) := FR(ξ)−FR(0)−DRξ
for all ξ ∈ TuRB. Let ε and R0 be the constants from Lemma 7.8. Given ξ0, ξ1 ∈
TuRB. By the mean-value theorem there exists θ ∈ [0, 1] such that
FR(ξ0)−FR(ξ1) = dFR
(
θξ0 + (1 − θ)ξ1
)
(ξ0 − ξ1) .
If ‖ξ0‖1,p;δ + ‖ξ1‖1,p;δ ≤ ε we conclude using (7.25) that there are constants c1, c2
such that (where for convenience we have dropped the subindex of the norms since
they are clear from the context)
‖QRNR(ξ0)−QRNR(ξ1)‖ ≤ c1 ‖NR(ξ0)−NR(ξ1)‖
= c1 ‖FR(ξ0)−FR(ξ1)−DR(ξ − ξ1)‖
= c1
∥∥dFR(θξ0 + (1− θ)ξ1)(ξ0 − ξ1)−DR(ξ0 − ξ1)∥∥
≤ c1c2 ‖θξ0 + (1− θ)ξ1‖ ‖ξ0 − ξ1‖
≤ c1c2
( ‖ξ0‖+ ‖ξ1‖ ) ‖ξ0 − ξ1‖
≤ c1c2ε ‖ξ0 − ξ1‖ ,
and using (7.24) we find another constant c3 such that
‖QRFR(0)‖1,p;δ,R ≤ c1 ‖FR(0)‖p;δ,R ≤ c1c3e−2δR .
By [21, Proposition 24] and after possibly making R0 bigger and ε smaller we
conclude that for all R ≥ R0 there exists a map σR satisfying all three properties.
More precisely we must have ε so small that c1c2ε ≤ 1/4 and R0 so large that
c1c3e
−2δR0 ≤ ε/2. 
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7.5. Continuity of the gluing map. The only non-trivial issue is continuity of
the solution maps with respect to the gluing parameter, which essentially reduces
to a question of continuity of the family of right-inverses. We denote by kerD the
vector-bundle over the base [R0,∞) with fibre kerDR and kerεD ⊂ kerD the disk
bundle with fibre kerεDR.
Lemma 7.10. There exists constants R0 and ε such that the map
σ : kerεD|[R0,∞) → TB1,p;δ, (R, ξ) 7→ σR(ξ) ,
is continuous.
Proof. We follow the proof of [5, Prp. 5.5]. Let R0 and ε denote the constants from
Lemma 7.9. In the course of the proof we possibly have to increase R0 and decrease
ε. Given sequences (ξν) and (Rν) such that Rν ≥ R0 and ξν ∈ kerεDRν for all ν.
Suppose that Rν → R and Πνξν → ξ ∈ kerεDR, where we write Πν := ΠuRuRν for
the parallel transport map. We also abbreviate σν := σRν , u := uR, and uν := uRν .
We have to show that limν→∞Πνσν(ξν) = σR(ξ). Arguing indirectly we assume
that there exists a subsequence (νk) ⊂ (ν) such that
limk→∞ ‖Πνkσνk(ξνk)− σR(ξ)‖1,p;δ > 0 . (7.27)
Without loss of generality we assume that νk = k for all k ∈ N. We now build up
a contradiction to (7.27) in the following three steps.
Step 1. Define wν := expuν (ξν + σν(ξν)). A subsequence of wν Gromov converges
to a JR-holomorphic strip w : Σ→M .
By the first property of the solution map we know that wν is JRν -holomorphic.
By the second property and general bounds for the derivative of the exponential
map (cf. Corollary A.2)
|dwν | ≤ O (|duν |+ |∇ξν |+ |∇σν(ξν)|) ≤ O
(|du0|+ |du1|+ |∇ξ|+ e−δR) .
In particular we conclude that the gradient of wν is uniformy bounded. By lo-
cal compactness we conclude the existence of w such that wν → w in C∞loc (cf.
Lemma 4.5). In remains to control the convergence on the ends. Denote p+ :=
uν(∞) = u(∞). Choose large constants s0, ν0 and estimate for all s ≥ s0 and
ν ≥ ν0 using exponential decay for u (cf. Theorem 3.1), omitting (s, t) whenever
convenient
dist (wν(s, t), p+) ≤ dist (wν , uν) + dist (uν , u) + dist (u, p+)
≤ |ξν |+ ‖σν(ξν)‖∞ + o(1) +O(e−µs)
≤ ε+O(e−δR0)+ o(1) +O(e−µs) .
After possibly decreasing ε and increasing R0, s0 and ν0 the right-hand side is
smaller than the diameter of a ball about p+ which lies completely in the Pozniak
neighborhood UPoz for all s ≥ s0 and ν ≥ ν0. Hence the image of wν restricted
to Σ∞s0 lies in UPoz, where the symplectic form is exact ω = dλ and λ vanishes on
L0 ∩ UPoz and L1 ∩ UPoz. By exactness and C∞loc-convergence we conclude∫
Σ∞s0
w∗νω =
∫ 1
0
wν
∣∣∗
s=s0
λ→
∫ 1
0
w
∣∣∗
s=s0
λ =
∫
Σ∞s0
w∗ω .
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By convergence of the energy we have C0-convergence on the end, i.e. wν converges
to w in C0(Σ∞s0 ) (cf. Lemma 4.7). We proceed similarly for the negative end to show
that wν converges to w in C
0(Σ−s0−∞) and hence wν → w in C0 and E(wν )→ E(w).
Step 2. There exists a vector field ξ′′ ∈ Γ(u∗TM) such that expu ξ′′ = w and
moreover we have
lim
ν→∞
‖Πνσν(ξν) + ξ − ξ′′‖1,p;δ = 0 .
By the last step the vector field ζν := exp
−1
w wν is well-defined for all ν sufficiently
large. We estimate for any (s, t) ∈ Σ omitting the arguments s and t for convenience
dist (u,w) ≤ dist (u, uν) + dist (uν , wν) + dist (wν , w)
≤ dist (u, uν) + |ξν + σν(ξν)|+ ‖ζν‖∞ ≤ ε+O
(
e−δR0
)
+ o(1) ,
since by the last step ‖ζν‖∞ → 0. Hence dist (u,w) ≤ ε + O
(
e−δR0
)
and after
possibly decreasing ε and increasing R0 again we assume that the distance from
u(s, t) to w(s, t) is smaller than the injectivity radius for any (s, t) ∈ Σ. In particular
the vector field ξ′′ := exp−1u w is well-defined. Because the strips u and w are
elements of B1,p;δ(C−, C+) Lemma A.16 shows that the norm ‖ξ′′‖1,p;δ is finite. By
construction it holds that σν(ξν) = exp
−1
uν wν − ξν and we estimate
‖Πνσν(ξν) + ξ − ξ′′‖1,p;δ =
∥∥Πν exp−1uν wν −Πνξν + ξ − exp−1u w∥∥1,p;δ
≤ ∥∥Πν exp−1uν wν − exp−1u w∥∥1,p;δ + ‖Πνξν − ξ‖1,p;δ .
To show the claim it remains to see that the first summand on the right-hand
converges to zero as ν tends to ∞. Define the points qν := wν(∞) and q := w(∞)
as well as the vector field
ξ+ν := Π
u
uν exp
−1
uν wν − exp−1u w − Π̂up+
(
exp−1p+ qν − exp−1p+ q
)
∈ Γ(u∗TM) .
We use corollaries A.2 and A.3 to estimate the norm of ξ+ν by∣∣Πuuν exp−1uν wν − exp−1u wν ∣∣+ ∣∣ exp−1u wν − exp−1u w∣∣+ ∣∣ exp−1p+ qν − exp−1p+ q∣∣
and conclude that∣∣ξ+ν ∣∣ ≤ O(dist (uν , u) + dist (wν , w) + dist (qν , q)) .
With Corollary A.8 using the notation ζ′ν := exp
−1
u uν ∈ Γ(u∗TM) we bound the
norm of ∇ξ+ν with∣∣(∇Πuuν −Πuuν∇) exp−1uν wν∣∣+ ∣∣Πuuν∇ exp−1uν wν −∇ exp−1u wν ∣∣+
+
∣∣∇ exp−1u wν −∇ exp−1u w∣∣+ ∣∣∇Π̂up+( exp−1p+ qν − exp−1p+ q)∣∣
Hence we conclude that∣∣∇ζ+∣∣ ≤ O(1)(dist (u, uν) (|du|+ |duν |) + |∇ζ′ν |+ |ζν | (|du|+ |dw|)+
|∇ζν |+ |du| dist (qν , q)
)
.
The last two estimates and using C∞loc converges of wν to w we conclude that for a
fixed s we have
lim
ν→∞
∥∥ξ+ν ∥∥C1(Σs0) = 0 . (7.28)
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Choose µ such that 2δ < µ < ι with ι as defined in (7.8) and let ε0 = ε0(µ) be
the associated constant from Lemma 3.8. Now choose s0 large enough such that
E(w,Σ∞s0 ) < ε0/2. By convergence of the energy as established in the last step
there exists ν0 ∈ N such that E(wν ,Σ∞s0 ) < ε0 for all ν ≥ ν0. Thus the assumptions
of Lemma 3.8 are met and there exists constant c1 independent of ν such that
dist (wν , wν(∞)) + |dwν | ≤ c1e−µs, ∀ s ≥ s0 .
Without loss of generality we assume that the same holds with wν replaced by u,
w and uν. Then the previous estimates show that there exists a constant c2 such
that for all s ≥ s0 and ν large enough∣∣∇ξ+ν ∣∣ ≤ c2e−µs . (7.29)
Fix t ∈ [0, 1] and ν for the moment and define the function f : [s0,∞) → R by
f(s) := |ξ+ν (s, t)|. We claim that lims→∞ f(s) = 0. For s large enough we replace
Π̂ with Π in the formula for ξ+ and estimate f(s) with∣∣ exp−1uν wν−Πuνp+ exp−1p+ qν∣∣+ ∣∣(Πuνp+−Πuνu Πup+) exp−1p+ qν∣∣+ ∣∣ exp−1u w−Πup+ exp−1p+ q∣∣ .
The first and the last summand converge to zero as s tends to ∞ by Lemma A.16
and so does the second summand after Corollary A.7. Hence
f(s) =
∫ ∞
s
−∂σf(σ)dσ ≤
∫ ∞
s
∣∣∇ξ+ν ∣∣dσ ≤ c2 ∫ ∞
s
e−µσdσ ≤ c2
µ
e−µs .
Using the last estimate and (7.29) we see that there exists an universal constant c3
such that for all s ≥ s0∫
Σ∞0
(∣∣ξ+ν ∣∣p + ∣∣∇ξ+ν ∣∣p)κδdsdt ≤
≤ ∥∥ξ+ν ∥∥pC1(Σs0)
∫ s
0
eδsds+ (cp2 + (c2/µ)
p)
∫ ∞
s
e−(µ−δ)psds ≤
≤ c3eδs
∥∥ξ+ν ∥∥pC1(Σs0) + c3e−(µ−δ)ps .
According to (7.28) the right-hand side converges to c3e
−(µ−δ)ps as ν → ∞ and
since s was chosen freely, we see that left-hand side converges to zero as ν → ∞.
Similar we proceed with the negative end to show that∥∥Πν exp−1uν wν − exp−1u w∥∥1,p;δ → 0 ,
This shows the claim.
Step 3. We show that ‖Πνσν(ξν)− σR(ξ)‖1,p;δ → 0 as ν → ∞ in contradiction
to (7.27).
By the last step, we see that Πνσν(ξν) converges to ξ
′ := ξ′′−ξ. Define η′ := DRξ′
and η′ν := DRνσν(ξν), then using Corollary A.14 and A.15
‖η′ −Πνη′ν‖p;δ = ‖DRξ′ −ΠνDRνσν(ξν)‖p;δ
≤ ‖DRξ′ −DRΠνσν(ξν)‖p;δ + ‖ΠνDRνσν(ξν)−DRΠνσν(ξν)‖p;δ
≤ O(1) ‖ξ′ −Πνσν(ξν)‖1,p;δ + o(1) = o(1) .
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Since QRν is a right inverse to DRν and σν(ξν) ∈ imQRν we have QRνη′ν = σν(ξν)
and using the fact that R 7→ QRη′ is continuous for a fixed η′ (see Lemma 7.11) we
have (omitting the subscripts of the norms for convenience)
‖QRη′ −Πνσν(ξν)‖ = ‖QRη′ −ΠνQRνη′ν‖
≤ ∥∥ΠνQRνΠ−1ν η′ −ΠνQRνη′ν∥∥+ ∥∥QRη′ −ΠνQRνΠ−1ν η′∥∥
≤ O(1) ‖η′ −Πνη′ν‖+ o(1) = o(1) .
Hence ξ′ = QRη
′ and from FR(ξ + ξ′) = 0 it follows that there exists ξ0 ∈ kerDR
such that
ξ + ξ′ = ξ0 + σR(ξ0) .
We have the splitting TuRB = kerDR⊕imQR. Sine ξ′, σR(ξ0) ∈ imQR we conclude
that ξ0 = ξ and ξ
′ = σR(ξ0) = σR(ξ). In particular
‖Πνσν(ξν)− σR(ξ)‖1,p;δ → 0 ,
contradicting (7.27) and proving the lemma. 
Lemma 7.11. Fix η ∈ LR and given a sequence Rν → R then
lim
ν→∞
∥∥QRνΠuRνuR η −ΠuRνuR QRη∥∥1,p;δ = 0 .
Proof. Abbreviate the norm ‖ · ‖ := ‖ · ‖1,p;δ, the operators D := DR, Dν := DRν ,
Q := QR, Qν := QRν , Q˜ := Q˜R, Q˜ν := Q˜Rν , Πν := Π
uRν
uR and the vector ηj :=
(1−DQ˜)jη for all j = 0, . . . , k. We estimate using dominated convergence
lim
ν→∞
∥∥(ΠνQ−QνΠν)η∥∥ ≤ lim
ν→∞
∑
k≥0
∥∥∥ΠνQ˜(1−DQ˜)kη − Q˜ν(1−DνQ˜ν)kΠνη∥∥∥
=
∑
k≥0
lim
ν→∞
∥∥∥ΠνQ˜(1−DQ˜)kη − Q˜ν(1−DνQ˜ν)kΠνη∥∥∥
≤ O(1)
∑
k≥0
k∑
j=0
lim
ν→∞
∥∥(ΠνQ˜ − Q˜νΠν)ηj∥∥ ,
where the last inequality follows from Corollary A.14. According to the preced-
ing consideration we see that it suffices to show the lemma for the corresponding
approximate right-inverses.
We have by definition with ξ := Q01ΞRη∥∥(ΠνQ˜−Q˜νΠν)η∥∥1,p;δ ≤ ∥∥(ΠνΘR−ΘRν)ξ∥∥1,p;δ+∥∥(ΞR−ΞRνΠν)η∥∥L0⊕L1 . (7.30)
We show that both terms on the right-hand side converge to zero separately. In
order to control the second term we define the paths of vector fields η˜0 : R →
Γ(u∗0TM), ρ 7→ η˜0,ρ and η˜1 : R→ Γ(u∗1TM), ρ 7→ η˜1,ρ where
η˜0,ρ := Π
u0
uR◦τ2Rη ◦ τ2R −Πu0uR+ρ◦τ2(R+ρ)Π
uR+ρ◦τ2(R+ρ)
uR◦τ2(R+ρ) η ◦ τ2(R+ρ)
η˜1,ρ := Π
u1
uR◦τ−2Rη ◦ τ−2R − Πu1uR+ρ◦τ−2(R+ρ)Π
uR+ρ◦τ−2(R+ρ)
uR◦τ−2(R+ρ) η ◦ τ−2(R+ρ) .
We assume for the moment that η is smooth and compactly supported. We have
with a standard result on the derivative of parallel transport maps (cf. Corol-
lary A.8) that norm of ∂ρη˜0,ρ is bounded by
O(1)
((∣∣∂ρuR+ρ ◦ τ2(R+ρ)∣∣+ ∣∣∂ρuR ◦ τ2(R+ρ)∣∣) ∣∣η ◦ τ2(R+ρ)∣∣+ ∣∣∇ρη ◦ τ2(R+ρ)∣∣) .
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We conclude in particular that the ∂ρη˜0,ρ is uniformly bounded. Obviously η˜0,0 ≡ 0.
By the mean-value theorem and the last estimate we have |η˜0,ρ| ≤ O(|ρ|). Similarly
we have |η˜1,ρ| ≤ O(|ρ|). Therefore with ρν = Rν −R
‖(ΞR − ΞRνΠν)η‖pL0⊕L1 ≤ O(1)
∫
Σ
|η˜0,ρν |p + |η˜1,ρν |p dsdt ≤ O(|ρν |p) .
Thus the second term in (7.30) converges to zero as ν tends to ∞ if η is smooth
and compactly supported. If η is not smooth or not compactly supported we find
arbitrarily close η′ ∈ LR which is smooth and compactly supported such that
‖(ΞR − ΞRνΠν)(η − η′)‖ ≤ ‖ΞR(η − η′)‖ + ‖ΞRνΠν(η − η′)‖ ≤ O(1) ‖η − η′‖ .
In particular we assume that η′ is choosen such that the right-hand side is smaller
than some arbitrary ε > 0. Using the above we conclude
lim
ν→∞
‖(ΞR − ΞRνΠν)η‖ ≤ lim
ν→∞
‖(ΞR − ΞRνΠν)η′‖+ ‖(ΞR − ΞRνΠν)(η − η′)‖ < ε .
This shows that the second term in (7.30) converges to zero for any η.
We now show that the first term in (7.30) converges to zero for any fixed ξ =
(ξ0, ξ1) ∈ H01. By the same argument we assume without loss of generality that
ξ0 and ξ1 are smooth and compactly supported derivative. We define vector fields
ξR := ΘRξ, and ξRν := ΘRνξ. By the definition of the interpolation (7.5) we have
the point-wise estimate of the norm of difference ΠνξR − ξRν by∣∣(1− β−R − β+−R)(ΠuRνuR Π̂uRp − Π̂uRνp )ξ¯∣∣+
+
∣∣(β−R − β−Rν )Π̂uRνp ξ¯∣∣ + ∣∣(β+−R − β+−Rν )Π̂uRνp ξ¯∣∣+
+
∣∣ΠuRνuR ΠuRu0,Rξ0,R −ΠuRνu0,Rν ξ0,Rν ∣∣+ ∣∣ΠuRνuR ΠuRu1,Rξ1,R −ΠuRνu1,Rν ξ1,Rν ∣∣+
+
∣∣(β−R − β−Rν )ΠuRu0,Rξ0,R∣∣+ ∣∣(β+−R − β+Rν )ΠuRu1,Rξ1,R∣∣
Using again the mean value theorem we show that∣∣ΠνξR − ξRν ∣∣ ≤ O(1) |R−Rν | .
We deduce the same estimate for the norm of ∇(ΠνξR−ξRν ) and conclude as above
that the first term of (7.30) converges to zero. This shows the claim. 
Remark 7.12. An estimate similar to Corollary A.14 does not hold for the right-
inverse. In particular R 7→ QR is not a continuous path of operators! The failure
of uniform continuity is due to the fact that the definition of QR involves a shift-
operator. For our purposes pointwise continuity suffices. It does not however, if we
were to prove higher regularity of the gluing map. Then one would need a more
sophisticated analytical setup, as for example the theory of polyfolds.
7.6. Surjectivity of the gluing map. In this section we show that the gluing
map is asymptotically surjective. First we need an auxiliary lemma.
Lemma 7.13. Given a sequence [(wν)] ⊂ M(W−,W+)[1] which Floer-Gromov
converges to [(u0, u1)] ∈ M1(W−,W+)[0]. There exists a vector field ξν along uRν
and a constant aν ∈ R such that wν = expuRν ξν ◦ τaν for all but finitely many
ν ∈ N and limν→∞ ‖ξν‖1,p;δ,Rν = 0.
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Proof. We follow the proof of [5, Lemma 10.12]. By Gromov convergence there are
two sequences (bν), (cν) ⊂ R such that wν ◦ τbν → u0 and wν ◦ τcν → u1 in C∞loc.
We define aν := 1/2(bν + cν) and 2Rν := 1/2(cν − bν). Set
vν := wν ◦ τ−aν .
Then vν is (JRν , XRν )-holomorphic with respect to the glued structures JRν =
J0#RνJ1 and XRν = X0#RνX1 and satisfies vν ◦ τ2Rν → u0 and vν ◦ τ−2Rν → u1
in C∞loc.
Step 1. We have limν→∞ sup(s,t)∈Σ dist (vν(s, t), uRν (s, t)) = 0.
By Floer-Gromov convergence we have convergence the energy E(vν)→ E(u0)+
E(u1) =: E. For any ε0 there exists s0 = s0(ε0) large enough such that
E(u0; Σ
s0
−s0) + E(u1; Σ
s0
−s0) ≥ E − ε0/2 .
By C∞loc-convergence on the compact set Σ
s0
−s0 this implies that there exists ν0 such
that for all ν ≥ ν0 we have
E(vν ; Σ
−2Rν−s0
−∞ ) + E(vν ; Σ
2Rν−s0
−2Rν+s0
) + E(vν ; Σ
∞
2Rν+s0) < ε0 . (7.31)
Now assume that ε0 = ε0(µ) is the constant given in Lemma 3.8 for some µ > 0
with 2δ < µ < ι where ι as given in (7.8). Hence there exists an uniform constant
c1 which is independent of ν such that for all s ≥ s0 + 1, ν ≥ ν0 and t ∈ [0, 1] we
have the decay estimates
∀ |σ| ≤ 2Rν − s : dist (wν(−2Rν + s, t), wν(σ, t)) ≤ c1e−µs
∀ σ ≤ −2Rν − s : dist (wν(−2Rν − s, t), wν(σ, t)) ≤ c1e−µs
∀ σ ≥ 2Rν + s : dist (wν(2Rν + s, t), wν(σ, t)) ≤ c1e−µs .
These are all proven using Lemma 3.8. For the first inequality we have used (3.13)
of Lemma 3.8 with b = −a = 2Rν−s0, σ′ = −2Rν+s, σ = σ and we have replaced
the s in that estimate by s− s0.
We now use these estimates to prove the claim. Abbreviate p := u0(∞) =
u1(−∞) and uν := uRν . We estimate for all |σ| ≤ 2Rν − s
dist (vν(σ, t), uν(σ, t)) ≤
≤ dist (vν(σ, t), vν (−2Rν + s, t)) + dist (vν(−2Rν + s, t), u0(s, t))+
+ dist (u0(s, t), p) + dist (p, uν(σ, t)) ≤ O(e−µs) + o(1) ,
in which we have used the decay for uν = uRν as given in Lemma 7.2 and the fact
that e−µ(2Rν−|σ|) ≤ e−µs. Abbreviate p+ := u1(∞) and estimate for all σ ≥ 2Rν+s
the distance of vν(σ, t) to uν(σ, t) by
dist (vν(σ, t), vν(2Rν + s, t)) + dist (vν(2Rν + s, t), u1(s, t))+
+ dist (u1(s, t), p+) + dist (p+, uν(σ, t))
We conclude that all terms are bounded by O(e−µs) + o(1). Now abbreviate p− :=
u0(−∞) and estimate for all σ ≤ −2Rν − s the distance from vν(σ, t) to uν(σ, t) by
dist (vν(σ, t), vν(−2Rν − s, t)) + dist (vν(−2Rν − s, t), u0(−s, t))+
+ dist (u0(−s, t), p−) + dist (p−, uν(σ, t)) .
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We see again that all terms are bounded by O(e−µs) + o(1). Combining the above
with C∞loc convergence we have for any σ ∈ R
supΣ dist (vν , uν) ≤ supΣs
−s
dist (vν ◦ τ2Rν , u0)+
+ supΣs
−s
dist (vν ◦ τ−2Rν , u1) +O(e−µs) + o(1) ≤ O(e−µs) + o(1) .
Now the right-hand side converges to O(e−µs) and since s was chosen freely we
conclude that the left-hand side converges to zero. This shows the claim.
Step 2. We have vν = expuν ξν for some vector field ξν along uν and the norm‖ξν‖1,p;δ converges to zero as ν →∞.
Because of the last step the vector field ξν is well-defined and the norm ‖ξν‖L∞
converges to zero. We claim that there exists an uniform constant c2 such that
for all s ≥ s0 + 1, t ∈ [0, 1] and ν ≥ ν0 the following estimate holds omitting the
arguments σ and t whenever convenient
|σ| ≤ 2Rν − s :
∣∣ξν − Π̂uνp ξν(0)∣∣+ ∣∣∇(ξν − Π̂uνp ξν(0))∣∣ ≤ c2e−µ(2Rν−|σ|) .
σ ≥ 2Rν + s :
∣∣ξν − Π̂uνp+ξν(∞)∣∣+ ∣∣∇(ξν − Π̂uνp+ξν(∞))∣∣ ≤ c2e−µ(σ−2Rν)
σ ≤ −2Rν − s :
∣∣ξν − Π̂uνp−ξν(−∞)∣∣+ ∣∣∇(ξν − Π̂uνp−ξν(−∞))∣∣ ≤ c2e−µ(|σ|−2Rν)
(7.32)
By analogy we will only deduce the first estimate. First of all we assume without
loss of generality after possibly increasing s that the distance from uν(σ, t) to p is
small enough to replace Π̂ with Π in the formula. Since the exponential function
is uniformly Lipschitz (see Corollary A.3) and the distance of parallel geodesics is
uniformly bounded by the distance of their starting points (see Corollary A.4) we
estimate for all |σ| ≤ 2Rν − s∣∣ξν −Πuνp ξν(0)∣∣ ≤ O(dist (vν , vν(0)) + dist (expp ξν(0), expuν Πuνp ξν(0)))
≤ O(dist (vν , vν(0)) + dist (uν , p)) ≤ e−µ(2Rν−|σ|) .
For the last inequality we have used the decay of uν = uRν (cf. Lemma 7.2) and of
vν as given by Lemma 3.8 which is applicable because the energy of vν restricted
to Σ2Rν−s−2Rν+s is small (cf. equation (7.31)). We deduce the estimate for the covariant
derivative using Corollary A.8 to commute ∇ with Π and Corollary A.2 to control
the covariant derivative of ξν by the differential of uν and vν .∣∣∇(ξν −Πuνp ξν(0))∣∣ ≤ |∇ξν |+ ∣∣∇Πuνp ξν(0)∣∣ ≤ O(|duν |+ |dvν |) ≤ O(e−µ(2Rν−|σ|)) .
Using the point-wise estimate (7.32) we estimate the norm on the neck∫
Σ2Rν
−2Rν
(∣∣ξν − Π̂uνp ξν(0)∣∣p + ∣∣∇(ξν − Π̂uνp ξν(0))∣∣p) epδ(2Rν−|σ|)dσdt ≤
≤ O(1)
∫ 2Rν−s
0
e−p(µ−δ)(2Rν−σ)dσ+
+O
( ‖ξν‖pΣ−2Rν+s
−2Rν
+ ‖ξν‖pΣ2Rν2Rν−s + |ξν(0)|
p ) ∫ 2Rν
2Rν−s
epδ(2Rν−σ)dσ
≤ O(e−µs) + o(1) ,
90 SCHMA¨SCHKE
on the positive end∫
Σ∞2Rν
(∣∣ξν − Π̂uνp+ξν(∞)∣∣p + ∣∣∇(ξν − Π̂uνp ξν(∞))∣∣p) epδ(σ−2Rν)dσdt ≤
+O(1)
∫ ∞
s
e−p(µ−δ)σdσ + o(1)
∫ s
0
epδsds ≤ O(e−µs) + o(1) ,
and similarly for the negative end. The last estimates amount to ‖ξν‖1,p;γδ,Rν ≤
O(e−µs) + o(1) and in particular show that limν→∞ ‖ξν‖1,p;γδ,Rν ≤ O(e−µs). Now
since s was chosen freely we see that the limit must vanish. 
Lemma 7.14. With the same assumptions as Lemma 7.13, then wν lies in the
image of the gluing map for all but finitely many ν.
Proof. The case (C) directly follows from Lemma 7.13 because in that case kerDR
is zero dimensional and by the uniqueness property the solution map we have wν =
expuRν σRν (0) = G(Rν) for all but finitely many ν. For case (B) set ǫ := +1 if
(J0, X0) is flow-dependent and e := −1 if (J1, X1) is flow-dependent. We define for
some ε > 0 small and R0 large enough,
Mε,R0 := {w = (expuR ξ) ◦ τ2ǫR | R ≥ R0, ‖ξ‖1,p;δ,R < ε} ∩M(W−,W+) .
In Lemma 7.13 we show that wν ∈ Mε,R0 for all but finitely many ν ∈ N. We
claim that Mε,R0 is path-connected. Indeed given two elements w,w′ ∈ Mε,R0 ,
by the third property of the solution map (cf. Lemma 7.9) there exists constants
R,R′ ≥ R0 and ζ ∈ kerDR, ζ′ ∈ kerDR′ such that
w = expuR(ζ + σR(ζ)) ◦ τ2ǫR, w′ = expuR′ (ζ′ + σR′ (ζ′)) ◦ τ2ǫR .
We connect w to wR = G(R) via [0, 1] ∋ θ 7→ expuR(θζ+σR(θζ))◦ τ2ǫR . Similar we
connect w′ to wR′ . Assuming without loss of generality that R < R
′, we connect
wR to wR′ via [R,R
′] ∋ r 7→ G(r). We identify the connected one-dimensional space
Mε,R0 with an half-infinite interval [0,∞) such that under the identification the
strips wν converges to ∞. After the identification the gluing map is an unbounded
continuous map [R0,∞)→ [0,∞) and its image by the intermediate value theorem
contains all but finitely many elements of wν .
In case (A) we define similarly M˜ε,R0 := {w = expuR ξ | R0 ≤ R, ‖ξ‖1,p;δ <
ε}∩M˜(W−,W+) and byMε,R0 ⊂M(W−,W+) the image under the quotient map.
Again the space is a connected one-dimensional manifold containing by Lemma 7.13
all but finally many strips wν . We argue as in case (B). 
7.7. Orientation of the gluing map. Fix a relative spin structure for (L0, L1)
and denote by O the associated double cover (cf. Definitions 8.10 and 8.13). Let
C−, C+ ⊂ L0 ∩ L1 denote the connected components of W−, W+ respectively.
Lemma 7.15. If W− ⊂ C− is equipped with an O∨-orientation and W+ ⊂ C+
is equipped with an O-orientation then the spaces M(W−,W+) and M1(W−,W+)
have an induced orientation.
Proof. Abbreviate M˜(C−, C+) := M˜(C−, C+; J,X) equipped with obvious evalu-
ations into C− and C+. By Theorem 8.15 and Lemma 8.3 the fibre product
W− ×C− M˜(C−, C+)×C+ W+ ,
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carries a canonical orientation and its quotient space M(W−,W+) carries the in-
duced orientation by (8.8). Abbreviate the spaces
M˜(C−, C) := M˜(C−, C; J0, X0) and M˜(C,W+) := M˜(C,C+; J1, X1) ,
equipped with obvious evaluations into C−, C and C+. As above the fibre product
W− ×C− M˜(C−, C)×C M˜(C,C+)×C+ W+ ,
carries an induced orientation and hence its quotient M1(W−,W+) too. 
Lemma 7.16. Linear gluing PRΘR : kerD01 → kerDR is orientation preserving.
Proof. Consider the intersection points p− = u0(−∞), p = u0(∞) = u1(−∞) and
p+ = u1(∞) with capsD−, D and D+ respectively. By associativity of linear gluing
we have a commutative diagram.
|D−| ⊗ |C| ⊗ |D01|
id⊗|PRΘR|

// |D−| ⊗ |D0| ⊗ |D1| // |C−| ⊗ |D| ⊗ |D1|

|D−| ⊗ |C| ⊗ |DR| // |C−| ⊗ |C| ⊗ |D+|
By definition of gluing the orientation on D01 is induced by following the diagram
from the down-right to the top-left corner and the orientation of DR is by definition
given by going from the down-right to the down-left corner. 
Corollary 7.17. The restriction PRΘR|kerD′01 : kerD′01 → kerD′R is orientation
preserving.
Proof. By definition the orientation of D′01 and D
′
R are given by (8.1) on the exact
sequences
0 // kerD′01 //
PRΘR|kerD′
01

kerD01 ⊕W− ⊕W+ //
PRΘR⊕id

C− ⊕ C+ //
id

0
0 // kerD′R // DR ⊕W− ⊕W+ // C− ⊕ C+ // 0
The claim follows by naturality of (8.1). 
Proposition 7.18. The space M(W−,W+)[1] has the structure of a one dimen-
sional manifold with boundary. With orientations from Lemma 7.15 the oriented
boundary is
• M1(W−,W+)[0] if (J0, X0) is R-invariant and
• (−1) · M1(W−,W+)[0] if (J1, X1) is R-invariant.
Proof. The spaceM(W−,W+)[1] is a manifold with boundary using the gluing map
as chart map for a boundary point. It remains to show the statement about the
degree. We treat each case separately.
Step 1. We prove the proposition in case (C).
The tangent space at some (R, u) ∈ M(W−,W+) is given as the kernel of the
operator D̂u : R⊕ TuB′, (θ, ξ) 7→ Duξ + θηR with
ηR = (∂RJR(u))(∂tu−XR(u))− JR(u)(∂RXR(u)) .
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Here B′ ⊂ B(C−, C+) is the subspace of all u with u(−∞) ∈ W− and u(∞) ∈
W+. We assume without loss of generality that Du is surjective and hence an
isomorphism when restricted to TuB′. We conclude that there exists a unique
ξR ∈ TuB′ such that DuξR = ηR. The vector (1,−ξR) ∈ ker D̂u is pointing outward
has has the same orientation as the sign of the isomorphism Du, which by parallel
transport is the same as the sign of the isomorphism D′R as considered above in
Corollary 7.17. We conclude that the sign of D′R is the same as the sign of D
′
01,
which by definition is the sign of (u0, u1). This shows the claim.
Step 2. We prove the proposition in case (B).
The orientation onM(W−,W+)[1] induces a total order on each connected com-
ponent. We have to distinguish the two sub case when (J0, X0) is R-invariant or
(J1, X1) is R-invariant. By analogy we only treat the case where (J0, X0) is R-
invariant. Fix a point ([u0], u1) ∈ M1(W−,W+)[0]. By surjectivity of gluing there
exists one connected component of M(W−,W+)[1] containing a sequence which
converges to ([u0], u1). Let (wν)ν∈N be such a sequence which is monotone with
respect to the total order. By surjectivity of gluing we have for all ν large enough
wν ◦ τ2Rν = expuν ξν , ξν := σν(0) ∈ imQRν .
Choosing the sequence fine enough we assume without loss of generality there exists
ζν ∈ kerD′Rν such that
wν+1 ◦ τ2Rν = expuν (ζν + ην) ην := σν(ζν) ∈ imQRν . (7.33)
Let o∂ the orientation of ([u0], u1) as a boundary point of M(W−,W+)[1] and o be
the orientation as an element of the oriented spaceM1(W−,W+)[0]. We claim that
using the orientations of D′ν given by Lemma 7.15 we have
o∂ = +1 ⇐⇒ wν < wν+1 ⇐⇒ ζν is pos. ⇐⇒ o = +1 . (7.34)
This clearly shows the assertion and we are left to deduce all equivalences. The
first equivalence is a definition. The second equivalence is also a definition, since
we have by the properties of the solution map (cf. Lemma 7.9) an orientation
preserving path from wν to wν+1 via [0, 1] ∋ θ 7→ expuν (θζν + σ(θζν )) ◦ τ−2Rν . We
show the third equivalence. For R > 0 we define uτR := uR ◦ τ−2R, ξτν := ξν ◦ τ−2Rν ,
ητν := ην ◦ τ−2Rν and for θ ∈ [0, 1]
uτν,θ := u
τ
Rν+θ(Rν+1−Rν)
, ξτν,θ := Πν(θ)ξ
τ
ν+1, χ
τ
ν,θ := exp
−1
uτν
expuτ
ν,θ
ξτν,θ ,
in which Πν(θ) denotes the parallel transport from u
τ
ν+1 to u
τ
ν,θ along the path
[θ, 1] ∋ τ 7→ uτν,τ . By construction and (7.33) we have
uτν,1 = u
τ
ν+1, u
τ
ν,0 = u
τ
ν , ζ
τ
ν + η
τ
ν = χ
τ
ν,1, χ
τ
ν,0 = Πν(0)ξ
τ
ν+1 .
The path θ 7→ χτν,θ is differentiable and by the mean value theorem we conclude
that there exists θν ∈ [0, 1] such that
ζτν + η
τ
ν = χ
τ
ν,1 = Πν(0)ξ
τ
ν+1 + ρν · (∂θχτν,θ)|θ=θν , ρν := Rν+1 −Rν .
We apply τ−2ǫRν and subtract κν := ∂θu
τ
ν,θ|θ=0 ◦ τ−2Rν on both sides
ζν − κν = Πν(0)ξν − ην + ρν · (∂θχτν,θ|θ=θν − ∂θuτν,θ|θ=0) ◦ τ−2Rν .
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By the property of the solution map the correction terms ξν and ην converge to zero
uniformly (cf. Lemma 7.9). Moreover by Corollary A.2 the last term is uniformly
bounded by O(ρ2ν). Thus we have the pointwise estimate
|ζν − κν | ≤ o(1) +O(ρ2ν) .
Since u0 is holomorphic and non-constant the preglued strip uR has an end which
is non-constant and holomorphic. By the asymptotic behavior (cf. Theorem 3.2)
we conclude that
ρν ≤ O(1)dist (uν , uν+1) ≤ O(1)dist (uν, wν+1) + o(1) ≤ O(1)|ζν |+ o(1) .
Fix constants s0 < s1 and define the strips Σν := [s0 − 2Rν, s1 − 2Rν ]× [0, 1]. We
have with uniform constants
‖QνDνκν‖C0(Σν) ≤ O(1) ‖QνDνκν‖1,p;δ,R ≤ O(1) ‖Dνκν‖p;δ ≤ o(1) .
Combining the last estimates we have for all (s, t) ∈ Σν
|ζν − Pνκν | ≤ |ζν − κν |+ |QνDνκν | ≤ O(1)|ζν |+ o(1) .
Let ε > 0 be some sufficiently small number and assume that the constants s0 < s1
are chosen such that |∂su0(s, t)| > ε for all (s, t) ∈ [s0, s1] × [0, 1]. Hence by
construction we have for all (s, t) ∈ Σν and all ν sufficiently large
|Pνκν | = |κν |+ o(1) ≥ ε/2 .
Now define αν ∈ R via ανPνκν = ζν uniquely since kerDRν is one dimensional.
We have with the above estimates
|1− αν | = |(1 − αν)Pνκν |/|Pνκν | ≤ 2/ε · |ζν − Pνκν | ≤ O(1)|ζν |+ o(1) .
If ν is large enough and |ζν | small enough (by choosing the sequence fine enough),
we have |1 − αν | < 1/2 in particular αν is positive. We conclude that ζν has the
same orientation as Pνκν . A direct computation shows that κν = 4RνΘν∂su0 for all
(s, t) ∈ Σν which togeher with Lemma 7.16 shows that ζν has the same orientation
as ∂su0 as claimed.
Step 3. We prove the proposition in case (A).
Similarly to the last step let ([wν ]) ⊂ M(W−,W+)[0] be a strictly monotone
sequence converging to ([u0], [u1]). We assume after a possible reparametrization
and by surjectivity of gluing that wν = expuν ξν for uν = uRν and ξν ∈ imQν .
Choosing the sequence fine enough we have for all ν ∈ N large enough
wν+1 = expuν (ζν + ην), ζν ∈ kerDν , ην ∈ imQν .
Define the path from wν to wν+1 via [0, 1] ∋ θ 7→ wν,θ := expuν (θζν +σν(θζν)). Let
o∂ ∈ {±1} denote the orientation of ([u0], [u1]) as a boundary point ofM(W−,W+)
and o ∈ {±1} as a point of the oriented space M1(W−,W+). We claim that we
have the following equivalences with orientations on D′wν,θ , D
′
Rν
and D′01 given by
Lemma 7.15,
o∂ = +1 ⇐⇒ ([wν ]) is incr.
⇐⇒ ∂swν,θ ∧ ∂θwν,θ ∈ detD′wν,θ is pos.
⇐⇒ Pν∂suν ∧ Pνκν ∈ detD′Rν is pos. κν := (∂RuR)|R=Rν
⇐⇒ ∂su1 ∧ ∂su0 ∈ detD′01 is pos.
⇐⇒ o = −1 .
(7.35)
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This clearly implies the assertion of the proposition. We show (7.35). The first and
the last equivalence is a definition. The second equivalence also clear by definition
of the quotient orientation (cf. equation (8.8)). We claim that the third equivalence
of (7.35) follows if we find a norm ‖ · ‖ν on detDRν such that there exists an uniform
constant δ > 0 with
‖Pν∂suν ∧ Pνκν‖ν > δ (7.36)
and if Πν,θ denotes the parallel transport from wν,θ to uν we have
‖Pν∂suν ∧ Pνκν − PνΠν,θ∂swν,θ ∧ PνΠν,θ∂θwν,θ‖ν ≤ O(‖ζν‖C1) + o(1). (7.37)
Indeed, suppose that (7.36) and (7.37) is true. Then define αν ∈ R by
ανPν∂suν ∧ Pνκν = PνΠν,θ∂swν,θ ∧ PνΠν,θ∂θwν,θ .
Using (7.36) and (7.37) we find an uniform constant c > 0 such that for all ν
sufficiently large
|1− αν | = ‖(1− αν)Pν∂suν ∧ Pνκν‖ν‖Pν∂suν ∧ Pνκν‖ν
≤ c ‖ζν‖C1 + δ/3
δ
.
Choosing the sequence ([wν ]) fine enough we assume without loss of generality that
‖ζν‖C1 < δ/3c. We conclude that |1 − αν | ≤ 2/3 and hence αν is positive. Thus
the third equivalence of (7.35) follows (using the fact that the operator PνΠν,θ is
orientation preserving).
It remains to find a norm ‖ · ‖ν such that (7.36) and (7.37) holds. Fix constants
s0 < s1 and consider the Hilbert space Hν := L
2(Σν) on the domain Σν = Σν,− ∪
Σν,+ with Σ− = [s0−2Rν, s1−2Rν]× [0, 1] and Σν,+ = [s0+2Rν, s1+2Rν]× [0, 1].
Abbreviate ‖ · ‖ν = ‖ · ‖L2(Σν) and 〈·, ·〉ν = 〈·, ·〉L2(Σν) the standard norm and the
scalar product on Hν . We consider the norm on Λ
2Hν given by
‖ξ ∧ ξ′‖ν := (‖ξ‖2ν ‖ξ′‖2ν − 〈ξ, ξ′〉2ν)1/2 .
Using the Cauchy-Schwarz inequality we have ‖ξ ∧ ξ′‖ ≤ 2 ‖ξ‖ ‖ξ′‖ for all ξ, ξ′ ∈ Hν .
With Corollary A.2 we obtain
‖Πν,θ∂swν,θ − Pν∂suν‖ν ≤ o(1) +O(‖ζν‖C1).
In the last step we show that
‖Πν,θ∂θwν,θ − Pνκν‖ν ≤ o(1) +O(‖ζν‖C0) .
This shows (7.37).
We show (7.36). Choose a small constant ε > 0 and assume that s0 < s1 are such
that |∂su0(s, t)| > ε and |∂su1(s, t)| > ε for all (s, t) ∈ [s0, s1]×[0, 1]. Abbreviate the
norm ‖ · ‖ == ‖ · ‖L2([s0,s1]×[0,1]). By construction ‖∂suν‖
2
ν = ‖κν‖2ν = ‖∂su0‖2 +
‖∂su1‖2 and 〈∂suν , κν〉 = ‖∂su0‖2 − ‖∂su1‖2. We compute
‖Pνκν ∧ Pν∂suν‖2ν = ‖Pνκν‖2 ‖Pν∂suν‖2 − 〈Pνκν , Pν∂suν〉2
= ‖κν‖2 ‖∂suν‖2 − 〈κν , ∂suν〉2 + o(1)
= (‖∂su0‖2 + ‖∂su1‖2)2 − (‖∂su0‖2 − ‖∂su1‖2)2 + o(1)
= 4 ‖∂su0‖2 ‖∂su1‖2 + o(1) ≥ 2(s1 − s0)4ε4 =: δ2 > 0 .
This shows (7.36) and hence the third equivalence of (7.35).
Finally the fourth equivalence follows because by construction
‖PνΘν(∂su0, ∂su1)− Pν∂suν‖ν → 0, ‖PνΘν(∂su0,−∂su1)− 1/2Pνκν‖ν → 0 .
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We conclude with Corollary 7.17 that ∂su0 ∧ ∂su1 ∈ Λ2 kerD′01 has the same ori-
entation as Pνκν ∧ Pν∂suν ∈ Λ2 kerD′R. 
7.8. Morse gluing. In the section we describe a gluing result for Morse trajecto-
ries, which is a little more general than the gluing result in [1]. We have included a
complete proof, since we have not found it in the literature. The methods remain
the same and rely on known results about hyperbolic dynamics, in particular the
graph transform theorem.
Let f : C → R be a Morse function and denote by ψ : R× C → C, ψa = ψ(a, ·)
the negative gradient flow of f with respect the some fixed Riemannian metric.
Given sub-manifolds W−,W+ ⊂ C we define the space
W− ×ψ W+ := {(R,w−, w+) | ψR(w−) = w+} ⊂ R×W− ×W+ , (7.38)
which is the space of finite length flow-lines fromW− toW+. Standard compactness
shows that as a finite length flow-line gets longer and longer it approaches a broken
flow-line, which generically is a pair
w∞ = (w∞− , w
∞
+ ) ∈ (W− ∩W s(p))× (Wu(p) ∩W+) , (7.39)
for some critical point p ∈ crit f . The next lemma shows that this process is
reversible, i.e. any a broken flow-line can be glued together to obtain a family of
finite length flow-lines.
For the orientation statement we assume that W− is oriented and W+ is coori-
ented. The space (7.38) is cut-out transversely, if for all points we have the exact
sequence
0 // T(R,w−,w+)W− ×ψ W+ // R⊕ Tw−W−
dψ // Tw+C/Tw+W+ // 0 .
(7.40)
From the sequence we obtain via (8.1) an orientation on the space W− ×ψ W+
provided with the fixed orientations. If dimW− + dimW+ = dimC and (7.39) is
cut-out transversely, the space (7.39) is zero-dimensional. Moreover if Wu(p) is
oriented then W s(u) is cooriented and by (8.6) we have signs ε− := sign(w
∞
− ) and
ε+ := sign(w
∞
+ ). The product ε := ε− ε+ does not depend on the choice of the
orientation of Wu(p). If W− is everywhere transverse to the gradient of f we write
gradf ⋔W− and define the manifold W˜− := R×W− embedded into C via the flow
ψ and oriented by
− gradw fR⊕ TwW− ∼= TwW˜− . (7.41)
Similarly if W+ is everywhere transverse to the gradient of f we write grad f ⋔ W+
and define the manifold W˜+ := R×W+ embedded into C via the flow and cooriented
by
− gradw fR⊕ TwC+/TwW˜+ ∼= TwC+/TwW+ . (7.42)
We obtain orientations of W˜− ∩W+ and W− ∩ W˜+ via (8.6).
Lemma 7.19 (Morse gluing). Assume that (7.38) and (7.39) are cut-out trans-
versely and dimW−+dimW+ = dimC. For any element (w
∞
− , w
∞
+ ) of (7.39) there
exists an injective immersion
[R0,∞)→W− ×ψ W+, R 7→ (R,wR−, wR+) , (7.43)
such that
(i) limR→∞ w
R
± = w
∞
± ,
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(ii) there exists δ > 0 such that for any (R,w−, w+) ∈ W− ×ψ W+ with
dist
(
w−, w
∞
−
)
+ dist
(
w+, w
∞
+
)
< δ we have (w−, w+) = (w
R
−, w
R
+),
(iii) suppose that W− is oriented and W+ is cooriented, then
a) the orientation of the vector (1, ∂Rw
R
−, ∂Rw
R
+) ∈W− ×ψ W+ is ε,
b) if grad f ⋔ W− the orientation of the vector ∂Rw
R
+ ∈ W˜− ∩W+ is ε,
c) if gradf ⋔W+ the orientation of the vector ∂Rw
R
− ∈W− ∩ W˜+ is −ε.
where ε = sign(w∞− ) sign(w
∞
+ ) and the spaces are oriented as described
above.
Proof. Let Bρ(w) ⊂ C denote an open ball with radius ρ > 0 centered at w ∈
C. Without loss of generality we replace W− with W− ∩ Bρ(w∞− ) and W+ with
W+∩Bρ(w∞+ ) for some sufficiently small ρ > 0. How small ρ needs to be is explained
throughout the course of the proof.
By assumption w∞− ∈ W− ∩ W s(p) and w∞+ ∈ Wu(p) ∩ W+. We identify a
neighborhood of the critical point p in C with a neighborhood of 0 in a vector
space H identifying p with 0. The splitting of the spectrum of the Hessian of f at
p into negative and positive part induces a splitting of H denoted Hu ⊕ Hs. By
Hu(r) (resp. Hs(r)) we denote the closed r-ball centered at 0 of the linear space
Hu (resp. Hs). We set Q(r) := Hu(r) × Hs(r), which after an identification of
Hu ×Hs with Hu ⊕Hs is a subset of H and also a neighborhood of p in C.
Step 1. We claim that for sufficiently small ρ, there exists positive constants R0,
r0 and continuous paths σ : [R0,∞) → C0(Hu(r0), Hs(r0)), R 7→ σR and τ :
[R0,∞)→ C0(Hs(r0), Hu(r0)), R 7→ τR such that for all R ≥ R0 the functions σR
and τR are Lipschitz with constant θ < 1 and moreover
(i) WR− := ψ
R(W−) ∩Q(r0) is the graph of σR for all R ≥ R0,
(ii) σR uniformly converges to σ∞ as R→∞ and graphσ∞ =Wu(p) ∩Q(r0),
(iii) W−R+ := ψ
−R(W+) ∩Q(r0) is the graph of τR for all R ≥ R0,
(iv) τR uniformly converges to τ∞ as R→∞ and graph τ∞ =W s(p) ∩Q(r0).
A proof is given in [1, Lmm. 11.2] up to a small issue that W− (resp. W+) is
assumed to be an open subset of the unstable (resp. stable) manifold of some critical
point of index µ(p) + 1 (resp. µ(p) − 1) intersected with a level set. Nevertheless
the proof goes through without any change for general W− and W+ provided that
we have the splitting
Tw∞
−
W− ⊕ Tw∞
−
W s(p) = Tw∞
−
C and Tw∞+ W
u(p)⊕ Tw∞+ W+ = Tw∞+ C ,
which holds by transversality and the assumption dimW− + dimW+ = dimC.
Step 2. We define (7.43)
For all R1, R2 ≥ R0 the spacesWR1− andW−R2+ have an unique intersection point
inside Q(r0). Indeed, given any (x, y) ∈ WR1− ∩W−R2+ ∈ Hu⊕Hs we conclude with
step 1 that (x, y) = (x, σR1 (x)) = (τR2 (y), y). Hence x is the unique fixed point of
the contraction τR2 ◦σR1 and y is the unique fixed point of the contraction σR1 ◦τR2 .
By abuse of notation we denote the intersection point (x, y) by WR1− ∩ W−R2+ .
For all R ≥ 2R0 we define the map (7.43) via R 7→ (R,wR−, wR+) with wR− :=
ψ−R/2(W
R/2
− ∩W−R/2+ ) and wR+ := ψR/2(WR/2− ∩W−R/2+ ). It remains to check the
properties.
Step 3. We show (i).
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By construction the orthogonal projection onto Hu of the point ψR0wR− =W
R0
− ∩
WR0−R+ ∈ Hu ⊕Hs is the fixed point of the contraction τR−R0 ◦ σR0 . Since τR−R0
converges to τ∞ uniformly as R → ∞ the fixed point converges to the fixed point
of τ∞ ◦ σR0 . Similarly we show that the orthogonal projection onto Hs of ψR0wR−
converges to the fixed point of σR0 ◦ τ∞. In other words ψR0wR− converges to the
unique intersection point WR0− ∩W s(p) as R → ∞ because W s(p) ∩ Q(r0) is the
graph of τ∞. After possibly making ρ > 0 smaller again we assume that w
∞
− is
the only point in W− ∩ W s(p). Hence ψR0wR− → ψR0w∞− and thus wR− → w∞− .
Completely analogous we argue that wR+ → w∞+ .
Step 4. We show (ii).
A standard Morse compactness argument shows that there exists δ > 0 such
that for any w ∈ Bδ(w∞− ) with ψRw ∈ Bδ(w∞+ ) for some R we must have ψR/2w ∈
Q(r0). In particular if (R,w−, w+) ∈ W− ×ψ W+ such that w− ∈ Bδ(w∞− ) and
w+ = ψ
Rw− ∈ Bδ(w∞+ ), then ψR/2w− ∈ Q(r0). By uniqueness of the intersection
point we conclude that ψR/2w− =W
R/2
− ∩W−R/2+ , hence w− = wR− and w+ = wR+.
Step 5. We equip [0,∞] := [0,∞) ∪ {∞} with the topology of [0, π/2] induced by
the bijection [0, π/2] ∼= [0,∞], s 7→ tan(s) and π/2 7→ ∞. Let Gr(H) denote the
space of linear subspaces in H . There exists continuous maps
Ω− : [0,∞]2 → Gr(H) , (7.44)
such that for all R ∈ [0,∞] we have
(a) Ω−(R, 0) = TwR
−
W− ,
(b) Ω−(R,∞) = Tψ−R(w∞+ )Wu(p),
(c) Ω−(0, R)⊕ TwR+W+ = H ,
(d) Ω−(∞, R)⊕ TψR(w∞
−
)W
s(p) = H .
Gradient flow lines R 7→ ψR(w∞− ) and R 7→ ψ−R(w∞+ ) extend to continuous
functions on [0,∞]. By Step 3 the paths R 7→ wR− and R 7→ wR+ also extend
to continuous functions. Write Ω−(R1, R2) ⊂ H as the graph of a linear map
S(R1, R2) : H
u → Hs of norm < 1. On two sides of the quadrilateral [0,∞]2 the
map (R1, R2) 7→ S(R1, R2) is already determined by the conditions (a) and (b).
For these sides the condition on the norm is satisfied since by Step 1 the spaces
W−∩Q(r0) andWu(p)∩Q(r0) are graphs of maps with Lipschitz-constant < 1. As
the space of linear maps with norm < 1 is convex we extend the map S to [0,∞]2
uniquely up to homotopy. Because the norm of S(0, R) is < 1 and W+ ∩Q(r0) and
W s(p) ∩Q(r0) are graphs of a map with Lipschitz-constant < 1 the conditions (c)
and (d) are automatically satisfied.
Step 6. We show (iii) case a).
Without loss of generality assume R0 = 0 (if not replace W− by ψ
R0/2W− and
W+ by ψ
−R0/2W+). Abbreviate W :=W−×ψW+. Set w = w0− = w0+ ∈ W−∩W+.
By sequence (7.40) the tangent space of W at (0, w, w) is identified with the kernel
of the map
φ : R⊕ TwW− −→ TwC/TwW+, (θ, ξ−) 7→ ξ− − θ gradw f .
By definition the orientation oW of W is given by
oW ∧ o+ = oR ∧ o− ,
98 SCHMA¨SCHKE
in which oR is the standard orientation of R, o− is the fixed orientation of TwW−
and o+ is the orientation of a linear complement of the kernel of φ such that φ∗(o+)
is the fixed orientation of TwC/TwW+. The kernel of φ is one-dimensional. The
sign δ ∈ {±1} of the vector ξ := (1, ∂RwR−, ∂RwR+) is given by
ξ = δ oW ,
where by abuse of notation we denote by ξ also the orientation on W induced by ξ.
We see directly that TwW− is a linear complement of ξ in R⊕TwW− and moreover
ξ ∧ o− = oR ∧ o− .
Since φ maps the subspace TwW− ⊂ R ⊕ TwW− isomorphically onto TwC/TwW+
there exists α ∈ {±1} such that
o+ = αo− .
Collecting the last four equations we have
δ oW ∧ o+ = ξ ∧ o+ = α ξ ∧ o− = α oR ∧ o− = αoW ∧ o+ .
It suffices to show that α = ε = sign(w∞− ) sign(w
∞
+ ). We view Ω− which is con-
structed in Step 5 as a vector bundle over [0,∞]2. Because the base is contractible
the vector bundle is orientable and an orientation is determined by an orientation
of a fibre. By condition (a) the bundle Ω− is oriented by W−, also denoted o−.
Let op be an orientation of W
u(p). By condition (b) the bundle is oriented by op
also denoted by op. Finally by condition (c) the bundle Ω− is oriented by o+, also
denoted o+. Abbreviate ε− := sign(w
∞
− ) and ε+ := sign(w
∞
+ ) defined above. By
definition αo− = o+, ε− o− = op and ε+ op = o+. Putting these three equations
together shows (iii) case a).
Step 7. For all R ≥ R0 we have
(a) ∂Rw
R
− is the projection of gradwR
−
f onto TwR
−
W− along TwR
−
ψ−RW+,
(b) ∂Rw
R
+ is the projection of − gradwR+ f onto TwR+W+ along TwR+ψRW−.
Without loss of generality R = 0. We identify a neighborhood of w := w0− = w
0
+
with an open ball in H identifying w with zero and such that the gradient vector
field of f is constant under the identification. Write − gradf = v for some vector
v ∈ H . We have a splitting H = H− ⊕ H+ where H± = TwW±. The space W−
is given as a graph ϕ : H− → H+ with dϕ(0) = 0 and W+ is given as a graph
φ : H+ → H− with dφ(0) = 0. Write v = (v−, v+) ∈ H− ⊕ H+. An intersection
point (x, y) ∈ ψRW− ∩W+ satisfies
(x+Rv−, ϕ(x) +Rv+) = (φ(y), y) .
In particular y is a fixed point of the map θR(y) := ϕ(φ(y) − Rv−) + Rv+. Up
to possibly considering a smaller neighborhood θR is a contraction for all R small
enough and hence the unique fixed point y0(R) depends smoothly on R. The
corresponding intersection point is wR+ = (φ(y0(R)), y0(R)). By deriving the equa-
tion θR(y0(R)) = y0(R) by R shows that ∂Rw
R
+ = (0, v+). Similarly we show
∂Rw
R
− = (−v−, 0).
Step 8. We show (iii) case c).
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Let Ω− : [0,∞] → Gr(H) be the map (7.44). For each R ∈ [0,∞] consider the
vector ξ(R) ∈ Ω−(0, R) which is defined to be the projection of − gradf at wR+
onto Ω−(0, R) along W+. The vector ξ(R) is well-defined by property (c) of Ω−
and we have that ξ(R)R = Ω−(0, R) ∩ TwR+W˜+. Let χ(R) ⊂ Ω−(0, R) be a linear
complement of ξ(R) which depends continuously on R. The space ξ(R) is oriented
via the coorientation of W˜+ and the canonical identification
χ(R) ∼= TwR+C+/TwR+W˜+ .
We view χ as a vector bundle over [0,∞] and denote the orientation by o˜+, which
by (7.42) is uniquely determined by − gradf ∧ o˜+ = o+. As above we have orien-
tations op and o− of Ω− induced by W
u(p) and W− respectively. By Step 7.8 we
have ∂Rw
R
−|R=0 = −ξ(0). By definition of the orientation of W˜− ∩W+ the sign
δ ∈ {±1} of ∂RwR− is defined by −δ ξ ∧ o˜+ = o−. We still have ε−o− = op and
ε+op = o+ = ξ ∧ o˜+. We conclude that −δ = ε−ε+ = ε.
Step 9. We show (iii) case b).
Similar to step 5 we show that there exists a continuous map
Ω+ : [0,∞]2 → Gr(H) ,
such that for all R ∈ [0,∞] we have
(a) Ω+(R, 0)⊕ TwR
−
W− = H ,
(b) Ω+(R,∞)⊕ Tψ−R(w∞+ )Wu(p) = H ,
(c) Ω+(0, R) = TwR+W+,
(d) Ω+(∞, R) = TψR(w∞
−
)W
s(p).
For all R ∈ [0,∞] let ξ(R) ∈ Ω+(R, 0) be the projection of the negative gradient
− gradf at wR− onto Ω+(R, 0) along W−. Let o˜− be the orientation of W˜−, which
by (7.41) is determined as o˜− = − gradf ∧ o− = ξ ∧ o−. By Step 7.8 the degree
δ ∈ {±1} of ∂RwR+ ∈ W˜− ∩W+ is defined by the requirement δ ξ ∧ o+ = o˜−. We
still have ε−o− = op and ε+op = o+ with coorientations op and o+ of Ω+ induced
by an orientation ofWu(p) and a coorientation ofW+. We conclude that δ = ε−ε+
as claimed. 
8. Orientation
We construct orientations for the moduli space of holomorphic strips with bound-
ary on cleanly intersecting Lagrangians using relative spin structures. In principle
this has been established by Fukaya et al. in [27, §8]. Because our setup is a bit
different we repeat these ideas here using a slightly different language. In par-
ticular we use a different but equivalent notion of relative spin structures due to
Wehrheim&Woodward [54].
8.1. Preliminaries.
8.1.1. Determinant. To any real finite dimensional vector space X of dimension
n ≥ 0, we associate the determinant denoted by
detX := ΛnX .
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The choice of a basis of X gives an isomorphism detX ∼= R. By definition the
determinant of the zero dimensional space is a fixed copy of R. It is well-known
that given an exact sequence of finite dimensional real vector spaces
0→ X1 → X2 → X3 → · · · → Xk → 0 ,
we obtain an natural isomorphism⊗
j odd
detXj ∼=
⊗
j even
detXj . (8.1)
The word “natural” means that an isomorphism between exact sequences gives rise
to a commuting square (cf. [2, §5]).
8.1.2. Orientation Torsor. To a finite dimensional vector space X of dimension
n ≥ 0, we associate the set
|X | := (ΛnX \ {0})/R+ .
Here R+ is the group of positive real numbers acting freely on ΛnX \ {0} by scalar
multiplication. The set |X | has two elements and choosing a basis picks one of the
two elements. We call |X | the orientation torsor of X and the elements of |X | are
called orientations. We say that X is oriented, if an element of |X | is chosen. If X
is zero dimensional then we have a canonical identification |X | = {±1}.
Let Z2 denote the group with two elements. The group Z2 acts freely and
transitively on |X | with action of the non-trivial element induced by multiplication
of −1 on ΛnX . Given two vector spaces X and X ′ we define
|X | ⊗ |X ′| := (|X | × |X ′|)/Z2 ,
with quotient taken with respect to the diagonal action (−1) · (o, o′) = (−o,−o′).
The space |X | ⊗ |X ′| has again two elements and a free and transitive Z2-action
induced by (−1) · [o, o′] := [−o, o′] = [o,−o′], where [o, o′] denotes the equivalence
class of (o, o′) in |X |⊗ |X ′|. It is easy to check that we have a natural isomorphism
|X |⊗ (|X ′|⊗ |X ′′|) ∼= (|X |⊗ |X ′|)⊗ |X ′′| for any three vector space X , X ′ and X ′′.
Thus we do not specify parenthesis for iterated products. We also define the dual
torsor
|X |∨ := HomZ2(|X |,Z2) ,
consisting of all Z2-equivariant maps to Z2. We have a natural isomorphism
|X | ⊗ |X |∨ ∼= Z2. For two finite dimensional vector spaces X , Y we have natu-
ral isomorphism
|X ⊕ Y | ∼= |X | ⊗ |Y | . (8.2)
Commuting the factors is natural with respect action with
(−1)dimX dimY . (8.3)
8.1.3. Fibre products. For finite dimensional vector spaces X , Y and Z and linear
maps ϕ : X → Z, ψ : Y → Z, we define the fibre product
X ×ϕ ψ Y := X ×Z Y := {(x, y) | ϕ(x) = ψ(y)} ⊂ X ⊕ Y .
We say that a fibre product is transverse if the sequence is exact
0 // X ×Z Y // X ⊕ Y ϕ−ψ // Z // 0 . (8.4)
We obtain via (8.1) and (8.2) the canonical isomorphism
|X ×Z Y | ∼= |X | ⊗ |Z|∨ ⊗ |Y | . (8.5)
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The order of the factors leads to the following associativity property of the orien-
tation of fibre products.
Lemma 8.1. Given oriented vector spaces X0, X01, X1, Z0 and Z1 as well as
maps ϕ0 : X0 → Z0, ψ = (ψ0, ψ1) : X01 → Z0 ⊕ Z1 and ϕ1 : X1 → Z1. Provided
that the fibre products are transverse we have
X0 ×Z0 (X01 ×Z1 X1) = (X0 ×Z0 X01)×Z1 X1
where the equality holds as oriented subspaces of X0 ⊕X01 ⊕X1.
Proof. This is a slight generalization of [27, Lmm. 8.2.3] since we do not require
that the maps are surjective (we do however require that their respective differences
are surjective). Obviously both fibre products define the subspace
Y = {(x0, x01, x1) | ϕ0(x0) = ψ0(x01), ψ1(x01) = ϕ1(x1)} ⊂ X0 ⊕X01 ⊕X1 .
It remains to check that the induced orientations on Y agree. We denote the
oriented spaces Y := X0×Z0 (X01×Z1 X1) and Y ′ := (X0×Z0 X01)×Z1 X1. Define
the fibre products Y0 := X0 ×Z0 X01 and Y1 := X01 ×Z1 X1. We identify Z0 and
Z1 with subspaces of X0 ⊕X01 and X01 ⊕X1 using right-inverses to φ0 = ϕ0 − ψ0
and φ1 = ψ1 − ϕ1 respectively. Moreover we identify Z0 and Z1 with subspaces
Z ′0 ⊂ X0 ⊕ Y1 and Z ′1 ⊂ Y0 ⊕ X1 using right-inverses of the restriction of φ0 and
φ1 respectively. We use small letters x0, y0, etc. to denote the dimensions of the
spaces X0, Y0, etc. By definition we have the oriented isomorphisms
Y ⊕ Z ′0 ∼= (−1)z0y1X0 ⊕ Y1, Y1 ⊕ Z1 ∼= (−1)z1x1X01 ⊕X1 .
Hence as subspaces of X = X0 ⊕X01 ⊕X1
Y ⊕ Z ′0 ⊕ Z1 ∼= (−1)z0y1X0 ⊕ Y1 ⊕ Z1 ∼= (−1)z0y1+z1x1X .
On the other hand we have similarly
Y ′ ⊕ Z0 ⊕ Z ′1 ∼= (−1)z0z1+z1x1Y0 ⊕X1 ⊕ Z0 ∼= (−1)z1x1+z0x1+z0x01+z0z1X .
By transversality we have y1 = x01 + x1 − z1. By direct verification we see that
in the last two isomorphisms the coefficient on the right-hand side is the same.
Since the space of linear complements is contractible there exists a homotopy from
Z0⊕Z ′1 to Z ′0⊕Z1. We conclude that the orientation of Y and Y ′ is the same. 
A special case of a fibre product is obtained if X,Y ⊂ Z are subspaces and
the maps ϕ and ψ are inclusions. Then the fibre product is isomorphic to the
intersection X ∩ Y . If X + Y = Z we have the exact sequence
0 // X ∩ Y // X // Z/Y // 0 , (8.6)
which is usually used to orient the intersection of two vector spaces provided with
an orientation of X and a coorientation of Y (i.e. an orientation of Z/Y ). The next
lemma shows that the orientation on the intersection seen as a fibre product agrees
with this orientation.
Lemma 8.2. Given oriented vector spaces X,Y ⊂ Z such that X + Y = Z. If
X×Z Y and X ∩Y are oriented via (8.5) and (8.6) respectively then the projection
to the first factor X ×Z Y → X ∩ Y is orientation preserving.
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Proof. The space Z/Y is oriented by the canonical sequence 0→ Y → Z → Z/Y →
0. Abbreviate W := X ∩ Y equipped with orientation given by the sequence (8.6).
Let ρ : Z → X ⊕ Y be a right inverse to X ⊕ Y → Z, (x, y) 7→ x − y. We need to
check that the determinant of the isomorphismW ⊕Z → X⊕Y , (w, z) 7→ w+ρ(z)
has sign (−1)dimY dimZ . Pick a linear complement X of W inside X . We choose
an orientation on X such that W ⊕ X = X is orientation preserving. If W is
oriented via (8.6) then Y ⊕ X = Z is orientation preserving. Define the right-
inverse ρ : Z = Y ⊕X 7→ X⊕Y , (y, x) 7→ x− y. Then the sign of W ⊕Z → X⊕Y ,
(w, y, x) 7→ w + x− y is (−1)dimY dimZ . 
8.1.4. Vector bundles and manifolds. All previous observations extend directly to
the category of manifolds and finite rank vector bundles. In particular if π : E → X
is a finite rank vector bundle over a locally path-connected space X we define
the orientation cover |E| → X as the double cover with fibre over x given by
|Ex| with vector space Ex = π−1(x). The vector bundle E is orientable if there
exists a section of |E|, which happens if and only if the first Stiefel-Whitney class
w1(E) ∈ H1(X,Z2) vanishes (cf. [33, Thm. II.1.2]). If w1(E) = 0, then |E| has
exactly two sections. We say that an orientable vector bundle E is oriented, if a
section of |E| is chosen.
If X is a finite dimensional manifold, we abbreviate by |X | = |TX | the orienta-
tion cover of X . We say that X is oriented if a section of |X | is chosen. If X = {x}
is a point the space |X | is canonically identified with {±1} and an orientation of
x is denoted by signx ∈ {±1}. If X is a manifold with boundary ∂X , then an
orientation of the interior induces a canonical orientation on ∂X by demanding
that for all x ∈ ∂X and outward pointing vectors ξout ∈ TxX the isomorphism is
orientation preserving
Tx∂X ⊕ ξoutR ∼= TxX . (8.7)
Given smooth smooth maps ϕ : X → Z, ψ : Y → Z between smooth finite
dimensional manifolds X , Y and Z. We define the fibre product
X ×ϕ ψ Y = X ×Z Y = {(x, y) | ϕ(x) = ψ(y)} ⊂ X × Y .
If the maps are evident from the context we simply denote the fibre product by
X ×Z Y . We say that the fibre product is cut-out transversely if at each point
(x, y) ∈ X ×Z Y the differentials dxϕ and dyψ are transverse in the sense above.
If so the fibre product is a manifold with tangent space at (x, y) give by the fibre
product of dxϕ with dyψ. Let O → Z be a double cover. An O-orientation on
ϕ : X → Z is a section of |X | ⊗ ϕ∗O. Similar an O-coorientation on ψ : Y → Z is
a section of |Y | ⊗ ψ∗|Z|∨ ⊗ ψ∗O.
Lemma 8.3. An O-orientation on ϕ and an O∨-coorientation on ψ induce an
orientation on the transverse fibre product X ×Z Y .
Proof. The tangent space of X ×Z Y is the fibre product of dxϕ with dyψ. Let
z = ϕ(x) = ψ(y) and pick orientations of Oz and TzZ. We obtain orientations of
TxX and TyY using the sections and an orientation on the fibre product via (8.5).
It is easy to check that the orientation on the fibre product is independent of
choices. 
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If G is a Lie group acting freely on the manifold X˜ , then the quotient X := X˜/G
is a manifold. Let g = TeG be the Lie algebra of G. We obtain an exact sequence
0 // g // TxX˜ // T[x]X // 0 , (8.8)
which is natural with respect to homotopies. Hence if X˜ and G are oriented we
obtain a canonical orientation on X via (8.1) and (8.8).
8.1.5. The determinant bundle over the space of Fredholm operators. Let X,Y be
Banach spaces and denote F(X,Y ) the space of Fredholm operators from X to Y ,
equipped with the induced topology as a subspace of the bounded linear operators
from X to Y . We define the determinant line bundle, denoted det(X,Y ), as line
bundle on F(X,Y ) with fibre over D given by
detD := det(kerD)⊗ det(cokerD)∨ . (8.9)
The fibre detD is called determinant line. Although in general the dimension of
the kernel and the cokernel is not constant as D varies continuously in F(X,Y ),
we have the following fact.
Proposition 8.4. The space det(X,Y ) is a locally trivial line bundle.
A proof is given in [37, Theorem A.2.2] or [2, §7]. A simple observation shows
that if X ∼= Y and X is an infinite dimensional Hilbert space the determinant line
bundle is not orientable (cf. [37, Exercise A.2.5]). Also we denote by |D| = | detD|
the orientation torsor and we call the elements of |D| the orientations of D. We
say that D is oriented if an element of |D| is chosen. If D is an isomorphism the
orientation torsor |D| is canonically identified with {±1} and an orientation of D
is denoted by signD ∈ {±1}.
8.2. Spin structures and relative spin structures. We recall the notion of a
spin structure and a relative spin structure. The definition which we give is due to
Wehrheim-Woodward (cf. [54, §3]).
8.2.1. Cˇech cohomology. We give basic definitions which are taken from [54, §3]
and [12, §5, 10]. Let X be a manifold and G a topological group which is not
necessarily abelian. For k ∈ N0 and an open cover U = {Uα ⊂ X | α ∈ I} with
totally ordered index set I a Cˇech k-cochain with values in G is a tuple of continuous
maps
p = (pα0α1...αk : Uα0 ∩ Uα1 ∩ · · · ∩ Uαk → G)α0α1...αk
indexed over all strictly ordered subsets in I with k+1 elements. We write Ck(U , G)
for the space of all such tuples. The space Ck(U , G) is a group with group law given
by pointwise multiplication and neutral element given by the cocycle 1, which is
the function mapping each point to the neutral element in G. We define the Cˇech
differential
d : Ck(U , G)→ Ck+1(U , G), (dp)α0α1...αk+1 =
k+1∏
j=0
p
(−1)j
α0α1...αˆj ...αk+1
,
and the Cˇech k-cocycles,
Zk(U , G) := {p ∈ Ck(U , G) | dp = 1} .
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The group C0(U , G) acts from the left on Z1(U , G) by (h.p)αβ = hα pαβ h−1β . We
define the Cˇech cohomology groups by
H1(U , G) := C0(U , G) \ Z1(U , G), H0(U , G) := Z0(U , G) .
If G is abelian then for any k ∈ N0 the Cˇech k-cochains are abelian groups and
together with the Cˇech differential form a cochain complex, which allows us to
define the Cˇech cohomology groups, denoted Hk(U , G), for all k ∈ N0.
A refinement V of U is a cover V = {Vα′ ⊂ X | α′ ∈ I ′} such that for all indices
α ∈ I there exists α′ ∈ I ′ with Vα′ ⊂ Uα. We have natural restriction maps
Ck(U , G)→ Ck(V , G), pα0α1...αk 7→ pα′0α′1...α′k .
On the right-hand side it might be that the indices are not strictly ordered. To
allow indices of any order we use the convention pα0α1...αk = p
signσ
ασ(0)ασ(1)...ασ(k)
for
any permutation σ of k + 1 elements and pα0α1...αk = 1 if any two indices are the
same ([12, p. 93]).
A good cover U is a cover such that all multiple intersections are contractible.
One shows that for any good cover U the group H∗(U , G) does not depend on U
up to canonical isomorphism and in that case we denote the group by H∗(X,G).
Moreover if G is abelian and equipped with a discrete topology this group is canon-
ically isomorphic to the usual cohomology groups with coefficients in G, so there
is no ambiguity in the notation. Any open cover on a manifold has a refinement
which is a good cover (cf. [12, p. 43]) and by restricting we always assume that
cochains are given with respect to a good cover.
As Cˇech cochains are basically maps, we naturally define the pull-back with
respect to continuous maps ϕ : X → Y and the push-forward with respect to
continuous group homomorphisms τ : G→ H . To define the push-forward we put
τ∗ : C
k(U , G)→ Ck(U , H), (τ∗p)α0α1...αk = τ ◦ pα0α1...αk .
For the pull-back we define
ϕ∗ : Ck(UY , G)→ Ck(UX , G), (ϕ∗p)α0α1...αk = pα0α1...αk ◦ ϕ ,
where UY = {Uα ⊂ Y | α ∈ I} is an open cover of Y and UX = ϕ∗UY :=
{ϕ−1(Uα) ⊂ X | α ∈ I} is the pull-back cover.
8.2.2. Spin structures. For n ≥ 2 the spin group Spin(n) is by definition the non-
trivial double cover of the special orthogonal group SO(n). We denote by τ :
Spin(n) → SO(n) the covering map and identify the kernel of τ with Z2. Write
the action of an element h ∈ Z2 on g ∈ Spin(n) via (−1)hg. Let X be a manifold
and π : E → X an oriented finite rank vector bundle equipped with a Riemannian
structure. We denote by SO(E) the oriented orthonormal frame bundle, i.e. the
principle bundle over X with fibre over the point x ∈ X given by all oriented
orthonormal bases in the vector space Ex := π
−1(x). The transition maps for local
trivializations of SO(E) over the open sets of a good cover UX = {Uα ⊂ X}α∈I
define a Cˇech cocycle f ∈ Z1(UX , SO(n)). If a cocycle f arises in such a way for
some local trivializations we say that f represents SO(E).
Definition 8.5. A spin structure on E is a Cˇech cocycle p ∈ Z1(UX , Spin(n)) such
that τ∗p represents E. We call two spin structures p and p
′ isomorphic, if there
exists a cochain h ∈ C0(UX ,Z2) such that h.p = p′.
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Remark 8.6. Classically a spin structure on E is a Spin(n)-bundle P → X together
with a double cover ρ : P → SO(E) such that ρ(g.p) = τ(g).ρ(p) for all g ∈ Spin(n)
and p ∈ P (cf. [33, Dfn. 1.3]). A spin structure p in the above sense is formed by the
transition maps from a local trivialization of P . Conversely, given a spin structure p
as above, we obtain a principle Spin(n)-bundle P by gluing. Since τ∗p represents E
the map P → X lifts to a double cover ρ : P → SO(E) with the required property.
See also [54, Prop. 3.1.3].
Not every oriented vector bundle admits a spin structure. The topological ob-
struction is given by the second Stiefel-Whitney class w2(E) ∈ H2(X,Z2). The
class w2(E) is defined as follows: Let f be a cocycle representing SO(E). We find
p ∈ C1(UX , Spin(n)) such that τ∗p = f. Then dp is a cocycle with values in Z2 and
w2(E) = [dp] is its cohomology class (cf. [33, page 83]). If w2(E) = 0, the bundle E
admits a spin structure and moreover a free and transitive action of H1(X,Z2) on
the isomorphism class of spin structures on E. Consequently the space of isomor-
phism classes of spin structures on E is an affine space, which is (non-canonically)
isomorphic to H1(X,Z2) (cf. [33, Thm. II.1.7]). If X is an oriented Riemannian
manifold, a spin structure of X is a spin structure of its tangent bundle and we call
X spin if it admits a spin structure or equivalently if w2(TX) = 0.
8.2.3. Relative spin structures. Given a smooth map φ : X → Y between smooth
manifolds and an oriented finite rank vector bundle π : E → X equipped with a
Riemannian structure. Fix good covers UX and UY of X and Y respectively such
that UX is a refinement of the pull-back cover φ∗UY .
Definition 8.7. A spin structure of E relative to φ is a pair (p,w) consisting
of a cochain p ∈ C1(UX , Spin(n)) and a cocycle w ∈ Z2(UY ,Z2) such that τ∗p
is a cocycle representing E and we have dp = φ∗w. Two relative spin structures
(p,w) and (p′,w′) are isomorphic, if there exists cochains h ∈ C0(UX ,Z2) and
k ∈ C1(UY ,Z2) such that h.p = p′ and k.w = dk + w = w′. The cohomology class
w := [w] ∈ H2(Y,Z2) is called the background class.
For example an ordinary spin structure on E is a special case of a relative spin
structure with trivial cochain w. That our definition of a relative spin structure is
equivalent to [27, Def. 8.1.2] is proven in [54, Prop. 3.1.15]. Let φ∗ : C∗(Y ;Z2) →
C∗(X ;Z2) be the pull-back. The cone of φ
∗, denoted C∗(φ;Z2), is the complex
C∗(X ;Z2)⊕C∗+1(Y ;Z2) equipped with boundary operator d(h, k) = (dh+φ∗k, dk).
Here we have used the more familiar notation of writing the group law in Z2
additively. The space of cocycles is denoted by Z∗(φ;Z2) and the homology by
H∗(φ;Z2). The next proposition is proven in [54, Prop. 3.1.13].
Proposition 8.8. A bundle E → X admits a spin structure relative to φ : X → Y
if and only if there exists a class w ∈ H2(Y,Z2) such that φ∗w = w2(E). If so,
H1(φ∗;Z2) acts freely and transitively on the set of isomorphism classes of relative
spin structures via [h, k].[p,w] = [(−1)h p, k+w] for each (h, k) ∈ Z1(φ∗;Z2).
8.2.4. Bundles over strips. The purpose of relative spin structures is to keep track
of homotopy classes of trivializations for bundles over the boundary of a strip.
Abbreviate by Σ = R× [0, 1] the strip with boundary ∂Σ = R× {0, 1}.
Lemma 8.9. Given a vector bundle F → ∂Σ with fixed trivializations Φ− and
Φ+ of the restrictions F |(−∞,−s0]×{0,1} and F |[s0,∞)×{0,1} respectively. A relative
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spin structure of F relative to the inclusion ∂Σ ⊂ Σ induces a homotopy class of
trivializations of F ⊕ R which agree with Φ− and Φ+ over the ends.
Proof. See [54, Prop. 3.1.15, Prop. 3.3.1] for the same statement for compact sur-
faces with boundary.
Let (p,w) be the relative spin structure defined with respect to open covers UΣ
and U∂Σ. Since Σ is contractible the cycle w is exact and we find v ∈ C1(UΣ,Z2)
such that dv = w. Fix k = 0, 1 and we denote by vk := v|R×{k}, pk := p|R×{k} and
wk := w|R×{k} the pull-back of the cochains to the boundary, which we identify
with cochains on R with respect to an open cover UR. Consider the cochain
pˆk := (pk,−vk) ∈ C1(UR, Spin(n)× Z2) .
Let Spin(n)×Z2 Z2 denote the quotient of Spin(n)×Z2 by the anti-diagonal action
of Z2, which is a Lie group because Z2 acts by central elements. The boundary of pˆk
is (wk,−wk) hence the push-forward of pˆk to a chain with values in Spin(n)×Z2 Z2
is a cocycle, which we denote by p¯k. By assumption the push-forward of pˆk to a
SO(n)× {1}-chain is (fk,1), where fk is the cocycle obtained from a trivialization
of SO(Fk). By the homotopy lifting principle we have the commutative diagram in
which the vertical arrows are double covers and horizontal arrows are inclusions
Spin(n)×Z2 Z2 //
2:1

Spin(n+ 1)
2:1

SO(n)× {1} // SO(n+ 1) .
The push-forward of p¯k along the inclusion Spin(n)×Z2Z2 →֒ Spin(n+1) is denoted
by pˇk. By commutativity we conclude that the push-forward of pˇk to SO(n + 1)
is (fk,1). Thus pˇk is a spin structure of Fk ⊕ R. By gluing (cf. Remark 8.6) we
obtain Spin(n+1)-bundles Pk over R and maps Pk → SO(Fk⊕R), which are non-
trivial double covers on each fibre. Using the trivializations Φ− and Φ+ we identify
the fibre of Pk over s for |s| ≥ s0 with Spin(n + 1). Because the spin group is
connected there exists a section of Pk which is the identity element over (−∞,−s0]
and [s0,∞). The push-forward of the section to SO(Fk⊕R) gives the trivialization.
Since the spin group is simply connected any two choices of the section of Pk are
homotopic through a homotopy that fixes the endpoints. Hence the trivialization
does not depend on the choices up to homotopy. 
8.3. Orientation of caps. For ordinaryMorse theory an orientation on the moduli
space of Morse trajectories is given once an orientation of the space of unstable
directions for each critical point is fixed. Unfortunately for the moduli spaces of
holomorphic strips with boundary on Lagrangians in clean intersection the situation
is not so simple. In fact already for Morse-Bott functions on finite dimensional
manifolds, the space of Morse trajectories is not necessarily orientable anymore.
However it still holds locally that the orientation of the tangent space of the moduli
space of Morse trajectories at any Morse trajectory is given canonically in terms of
the orientations of the unstable directions of the critical points which the trajectory
connects. If the Lagrangians are relatively spin the situation is similar for the
moduli space of holomorphic strips where orientation of the caps take the role of
the orientation of the unstable directions.
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Given a symplectic manifold M and Lagrangians submanifolds L0, L1 ⊂M such
that there exists a relative spin structure on TL0 ⊔ TL1 relative to L0 ⊔ L1 → M
(cf. Definition 8.7). We repeat the definition adapted to the context.
Definition 8.10. A relative spin structure for (L0, L1) is a triple (p0, p1,w) such
that w is a Z2-cocycle on M , pk is a Spin(n)-cochain on Lk, τ∗pk represents TLk
and dpk = w|Lk for k = 0, 1.
Let X = XH be the Hamiltonian vector field of a clean Hamiltonian H ∈
C∞([0, 1] ×M) and J : [0, 1] → End(TM,ω) be a path of almost complex struc-
tures. The following discussion easily generalizes when X and J are admissible in
the sense of Definition 4.1. However for the sake of simplicity we only consider the
case of R-invariant structures. Use the short-hand notation I := IH(L0, L1) for
the perturbed intersection points. Choose a constant ε > 0 and consider the space
of strips (cf. Definition 5.8 for the definition of C∞;ε-regularity)
B := {u ∈ C∞;ε(R¯× [0, 1],M) | u(·, k) ⊂ Lk for k = 0, 1, u(±∞) ∈ I} .
Fix an element x∗ ∈ I once and for all. A cap of x ∈ I is an element u ∈ B such
that u(−∞) = x∗ and u(∞) = x. We denote by B(x∗, x) ⊂ B the subspace of all
caps of x and by B(x∗) the space of all caps.
Remark 8.11. The space B(x∗) replaces the space I˜(Rh) from [27, §8.8].
By Theorem 5.10 we see if ε is small enough then for all u ∈ B the linearized
Cauchy-Riemann operator Du is Fredholm and we denote by |Du| = | detDu| the
corresponding orientation torsor.
Lemma 8.12. Given u ∈ B and caps u−, u+ ∈ B(x∗) such that x− := u(−∞) =
u−(∞) and x+ := u(∞) = u+(∞). A relative spin structure for the pair (L0, L1)
induces an isomorphism
|Du− | ⊗ |Du| ∼= |Du+ | ⊗ |Tx−I| , (8.10)
which is natural with respect to homotopies, i.e. given homotopies (uτ )τ∈[a,b] ⊂ B
and (uτ−)τ∈[a,b], (u
τ
+)τ∈[a,b] ⊂ B(x∗) such that xτ− := uτ (−∞) = uτ−(∞) and xτ+ :=
uτ (∞) = uτ+(∞) we have have the commutative diagram
|Dua
−
| ⊗ |Dua | //

|Dua+ | ⊗ |Txa−I|

|Dub
−
| ⊗ |Dub | // |Dub+ | ⊗ |Txb−I| ,
in which the horizontal maps are by (8.10) and the vertical are induced by the
homotopy.
Proof. Disclaimer: The construction of the isomorphism involves choices. These
choices are unique up to homotopy and hence the isomorphism on the orientations
does not depend on these choices. We will not specifically mention this every time.
Consider trivializations Φu, Φu− and Φu+ of u
∗TM , u∗−TM and u
∗
+TM respec-
tively with properties listed in the proof of Theorem 5.10 and such that Φu(−∞) =
Φu−(∞), Φu(∞) = Φu+(∞) and Φu−(−∞) = Φu+(−∞) = Φ∗, where Φ∗ is a triv-
ialization of (x∗)
∗TM which is fixed once and for all. As explained further in the
proof using the trivializations we obtain maps S, S−, S+ : R¯× [0, 1]→ R2n×2n and
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F , F−, F+ : R→ L(n)×L(n) such that (F, S), (F−, S−) and (F+, S+) are admissible
and the operators Du, Du− and Du+ are conjugated to DF,S , DF−,S− and DF+,S+
respectively. By construction we have asymptotics σ− := S(−∞) = S−(∞),
σ+ := S(∞) = S+(∞) and σ∗ := S−(−∞) = S+(−∞), where σ∗ is a path which is
fixed once and for all. In particular σ∗ does not depend on the maps u, u− and u+.
Using the isomorphism the kernel of the operator Aσ− is conjugated to Tx−I (cf.
Lemma 2.15). Via pull-back we have relative spin structures and by Lemma 8.9
trivializations of F , F− and F+ which are standard over the ends. Using the trivial-
izations in Lemma 8.19 we obtain integers µ−, µ, µ+ ∈ Z and isomorphisms of |Du|,
|Du− | and |Du+ | with |µ.σ− : σ+|, |µ−.σ∗ : σ−| and |µ+.σ∗ : σ+| respectively. For
any ν ∈ Z we fix once and for all an orientation in |σ∗ : ν.σ∗|. The claim follows by
linear orientation gluing Lemma 8.17 and the canonical isomorphism (8.12). Indeed
we have
|Du+ | ∼= |σ∗ : µ+.σ∗| ⊗ |µ+.σ∗ : σ+| ∼= |σ∗ : σ+| ⊗ |σ∗ : σ∗| ,
and plugging this isomorphism in the next
|Du− | ⊗ |Du| ∼= |σ∗ : (µ− + µ).σ∗| ⊗ |µ−.σ∗ : σ−| ⊗ |µ.σ− : σ+|
∼= |σ∗ : (µ− + µ).σ∗| ⊗ |(µ− + µ).σ∗ : µ.σ−| ⊗ |µ.σ− : σ+|
∼= |σ∗ : σ+| ⊗ |σ∗ : σ∗| ⊗ |σ− : σ−|
∼= |σ∗ : σ+| ⊗ |σ∗ : σ∗| ⊗ |Tx−I|
∼= |Du+ | ⊗ |Tx−I| .
This shows (8.10). Since all isomorphisms are natural with respect to homotopies
we also have the commutative diagram. 
In particular if u ∈ B is such that u(s, ·) = x for all s ∈ R, we have canonically
|Du| ∼= |TxI| and we conclude that a relative spin structure induces a canonical
isomorphism for any two caps u−, u+ ∈ B(x∗, x)
|Du− | ∼= |Du+ | , (8.11)
which is natural with respect to homotopies. Thus the following double cover is
well-defined.
Definition 8.13. Given a relative spin structure for (L0, L1). We define the double
cover O → I with fibre over x ∈ I given by
Ox :=
⊔
u∈B(x∗,x)
|Du|
/
∼
in which two elements o ∈ |Du| and o′ ∈ |Du′ | are equivalent if they are identified
by the isomorphism (8.11).
Remark 8.14. If we pull-back the double cover O to B(x∗) along the fibration
B(x∗) → I, u 7→ u(∞) it is isomorphic to the double cover B(x∗)+ → B(x∗) with
fibre over u given by |Du| (cf. [27, Prp. 8.8.1]). Using notation of [27, §8.8] the
cover O is the orientation bundle of Θ.
We come to the main result of the chapter. Given connected components C−,
C+ ⊂ I. We denote by M˜(C−, C+; J,X) the space of (J,X)-holomorphic strips u
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such that u(−∞) ∈ C− and u(∞) ∈ C+ which comes equipped with the evaluation
map
ev = (ev−, ev+) : M˜(C−, C+; J,X)→ C− × C+, u 7→ (u(−∞), u(∞)) .
For more details see Section 6.1.
Theorem 8.15. Assume (L0, L1) is equipped with a relative spin structure and let
O be the associated double cover (cf. Definition 8.13). Given connected components
C−, C+ ⊂ IH(L0, L1) and suppose that J is regular for X = XH . For any u ∈
M˜(C−, C+; J,X) connecting x− = u(−∞) to x+ = u(∞) we have the canonical
isomorphism
|M˜(C−, C+; J,X)|u ∼= O∨x− ⊗Ox+ ⊗ |I|x− ,
which is natural with respect to homotopies.
Proof. See [27, Proposition 8.8.6]. The result easily follows from Lemma 8.12.
By assumption the linearized Cauchy-Riemann operator Du is surjective and the
tangent bundle of M˜(C−, C+; J,X) at u is the kernel of Du. We conclude that
the orientation torsor of TuM˜(C−, C+; J,X) equals |Du|. Choose caps u− and
u+ of x− := u(−∞) and x+ := u(∞) respectively. The fibers Ox− and Ox+ are
represented by orientations of Du− and Du+ respectively. Then with Lemma 8.12
we have the natural isomorphism |Du| ∼= |Du− |∨ ⊗ |Du+ | ⊗ |Tx−C−|. 
Corollary 8.16. Given a smooth map ϕ− : W− → C− such that J is regular for
X and ϕ. An O∨-orientation for ϕ− induces an O∨-orientation for
ev+ : M˜(W−, C+; J,X)→ C+, (w, u) 7→ u(∞) .
Proof. Using the canonical orientation of the tangent space on the fibre product
(cf. equation (8.5)) and Theorem 8.15. 
8.4. Linear theory. We proof the orientation gluing for Cauchy-Riemann oper-
ators with degenerated asymptotics defined on strips. This generalizes the ori-
entation gluing for Cauchy-Riemann operators the cylinder with non-degenerated
asymptotics as was established in [15, Section 3].
Fix a constant δ > 0, we denote by A the space of paths σ : [0, 1] → R2n×2n
such that σ(t) is symmetric for all t ∈ [0, 1] and the operator (cf. equation (5.13))
Aσ : H
1,2
Λ ([0, 1],R
2n)→ L2([0, 1],R2n), ξ 7→ Jstd∂tξ + σ · ξ ,
with Λ = (Rn,Rn), has spectral gap ι(Aσ) > δ (cf. equation B.1). Fix two paths
σ−, σ+ ∈ A and a constant ε such that δ < ε < min{ι(Aσ− , ι(Aσ+)}. We define
D(σ−, σ+) := {S ∈ C∞;ε(R¯× [0, 1],R2n×2n) | S(±∞, ·) = σ±} .
To any S ∈ D(σ−, σ+) and F : R→ L(n)×L(n) such that (F, S) is admissible (cf.
Definition 5.11) we associate the operator (cf. equation (5.11) and (5.17))
DF,S : H
1,2;δ
F ;W (Σ,R
2n)→ L2;δ(Σ,R2n), ξ 7→ ∂sξ + Jstd∂tξ + Sξ ,
with W = (kerAσ− , kerAσ+). In case when F is such that F (s) = (R
n,Rn) for all
s ∈ R we simply write DS . By Lemma 5.15 the operator DF,S is Fredholm and
we denote by detDF,S and |DF,S | the associated determinant line and orientation
torsor respectively. We identify D(σ−, σ+) with an open subset in the space of
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Fredholm operators, via S 7→ DS. Moreover it is easily seen that D(σ−, σ+) is con-
vex, hence the pull-back of the determinant line bundle to D(σ−, σ+) is orientable.
We denote by
|σ−, σ+| (8.12)
the space of the two possible orientations of the determinant line bundle over
D(σ−, σ+), i.e. the space of sections in the double cover over D(σ−, σ+) where
the fibre over S is given by the two possible orientations of the Fredholm operator
DS.
For any µ ∈ Z and t ∈ [0, 1] define the unitary matrix
φµ(t) =
(
eπiµt 0
0 1
)
. (8.13)
There is an action of Z on A given by µ.σ = φ−µ σ φµ+Jstd φ−µ∂tφµ. Alternatively
the action is defined for the associated operator by Aµ.σ = φ−µAσ φµ. This easily
shows that the spectrum of Aσ is not changed under the action, which implies that
the spectral gap is left invariant. Moreover for all µ ∈ Z we have φ−µDS φµ =
Dφ−µ S φµ+Jstdφ−µ∂tφµ and thus a canonical isomorphism for all µ ∈ Z
|µ.σ−, µ.σ+| ∼= |σ−, σ+| . (8.14)
We now state the main lemma.
Lemma 8.17 (Orientation gluing). Given σ−, σ, σ+ ∈ A, there exists an isomor-
phism
|σ−, σ| ⊗ |σ, σ+| −→ |σ, σ| ⊗ |σ−, σ+| , (8.15)
which is natural with respect to homotopies, i.e. given homotopies (στ−), (σ
τ ) and
(στ+) in A, then there exists a commutative diagram,∣∣σ0−, σ0∣∣⊗ ∣∣σ0, σ0+∣∣ //

|σ0, σ0| ⊗ ∣∣σ0−, σ0+∣∣
∣∣σ1−, σ1∣∣⊗ ∣∣σ1, σ1+∣∣ // |σ1, σ1| ⊗ ∣∣σ1−, σ1+∣∣ ,
where the horizontal isomorphism is induced by (8.15) and the vertical by homo-
topies.
Proof. Choose S0 ∈ D(σ−, σ) and S1 ∈ D(σ, σ+) with S0(s, ·) = S1(−s, ·) for all
s ≥ 2. For any R ≥ 2, we consider the glued map S0#RS1 as given in (8.17). We
obtain an isomorphisms |D0| ⊗ |D1| ∼= | kerAσ| ⊗ |DR|, constructed in Lemma 8.25
below. Note that kerAσ is the same as kerDσ andDσ is surjective, hence | kerAσ| =
|Dσ|. Extend the isomorphism uniquely to obtain (8.15) via the homotopy lifting
principle. We explain, why the isomorphism does not depend on the choice of
S0, S1: Choose another elements S
′
0 ∈ D(σ−, σ) and S′1 ∈ D(σ, σ+). These are
joined to S0 and S1 via a homotopy (S
τ
0 )τ∈[0,1] and (S
τ
1 )τ∈[0,1] respectively. By
naturality of the gluing construction, the obtained isomorphism on the orientations
is the same (cf. Lemma 8.27). We argue similarly to show that the isomorphism is
natural with respect to homotopies of σ−, σ and σ+. 
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Lemma 8.18. The isomorphism (8.15) is associative. More precisely, given paths
σ0, . . . , σ3 ∈ A, then we have a commuting square
|σ0, σ1| ⊗ |σ1, σ2| ⊗ |σ2, σ3| //

|σ1, σ1| ⊗ |σ0, σ2| ⊗ |σ2, σ3|

|σ0, σ1| ⊗ |σ2, σ2| ⊗ |σ1, σ3| // |σ1, σ1| ⊗ |σ2, σ2| ⊗ |σ0, σ3| .
in which all but the lower horizontal map is given by the gluing map (8.15) and the
lower horizontal map is given by commuting the factors and the gluing map (8.15).
Proof. See [54, Lmm 2.4.2] or [14, Lemma 3.5]. 
8.4.1. Path of Lagrangians. We show that a stable trivialization of F induces an
orientation ofDF,S up to data which only depends on the asymptotics and the index
of F . We view F as a bundle over R × {0, 1} with fibre over (s, k) ∈ R × {0, 1}
given by Fk(s). Suppose that Fk(s) = Fk(−s) = Rn for all s ≥ s0, k = 0, 1. An
admissible trivialization is a trivialization of F given by a special orthogonal frame
which is standard over (−∞,−s0] and [s0,∞).
Lemma 8.19. Given S ∈ D(σ−, σ+) and F : R→ L(n)×L(n) such that (F, S) is
admissible. Let µ be the Robbin-Salamon index of F . An admissible trivialization
of F ⊕ R induces an isomorphism
|DF,S| ∼= |µ.σ−, σ+| , (8.16)
which is natural with respect to homotopies, i.e. given homotopies (Sτ )τ∈[a,b] and
(F τ )τ∈[a,b] such that S
τ ∈ D(στ−, στ+) with στ± = Sτ (±∞, ·) and (Sτ , F τ ) is admissi-
ble for all τ ∈ [a, b], then an admissible trivialization of F⊕R gives the commutative
diagram
|DFa,Sa | //

|µ.σa−, σa+|

|DF b,Sb | // |µ.σb−, σb+| ,
in which the horizontal isomorphism is induced by (8.16) and the vertical is induced
homotopies.
Proof. For k = 0, 1 a trivialization of Fk is given by a frame e
k
1 , . . . , e
k
n+1 : R →
R2n+2 of Fk ⊕ R which is standard over (−∞,−s0] and [s0,∞). For s ∈ R define
the unitary matrix Ψk(s) uniquely by Ψk(s)ej = e
k
j (s) for all 1 ≤ j ≤ n+ 1 where
e1, . . . , en+1 denotes the standard basis of C
n+1. Thus Fk(s)⊕R = Ψk(s)Rn+1 for
all s ∈ R. The Robbin-Salamon index of F is an integer, since F starts and ends
at (Rn,Rn). With φµ as given in (8.13) the concatenation φµ#Ψ0 has the same
Malsov index as Ψ1. By [44, Thm. 4.1] we conclude that the paths are homotopic
with fixed endpoints, which implies the existence of a map Ψ : Σ→ U(n+ 1) such
that
• Ψ(s, k)Rn+1 = Fk(s)⊕ R ⊂ Cn+1 for all s ∈ R and k = 0, 1,
• Ψ(s, t) = φµ(t) for all s ≤ −s0 and t ∈ [0, 1],
• Ψ(s, t) = 1 for all s ≥ s0 and t ∈ [0, 1].
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To see that Ψ exists uniquely up to homotopy, let Ψ′ be another choice. Along the
boundary of [−s0, s0] × [0, 1] we identify Ψ and Ψ′ to obtain an map from S2 to
U(n+ 1). Since the unitary group is two-connected we find a homotopy from Ψ to
Ψ′.
Now define the map SΨ := Ψ
−1 SΨ+Ψ−1∂sΨ+ JstdΨ
−1∂tΨ and F
′ = (F ′0, F
′
1)
with F ′k(s) = Fk(s)⊕R for k = 0, 1. The operators DF ′,S and DSΨ are conjugated
by Ψ. The kernel of DF ′,S splits into kerDF,S ⊕R where R is given by the space of
constant maps ξ : R× [0, 1]→ R2n ⊕ R2, ξ(s, t) = (0, a) for some a ∈ R. Moreover
the cokernel of DF ′,S and DF,S are the same. Fixing the standard orientation on R,
then Ψ induces an isomorphism between the orientation torsors of DF,S and DSΨ .
By construction SΨ(−∞, ·) = µ.σ− and SΨ(∞, ·) = σ+. This shows (8.16).
We show naturality. Using the trivialization of F we define Ψ as above on the
six sides of the cuboid [a, b] × [−s0, s0] × [0, 1] such that Ψ(τ,−s0, t) = φµ(t) and
Ψ(τ, s0, t) = 1 for all τ ∈ [a, b] and t ∈ [0, 1]. Note that the by the homotopy
axiom the Robbin-Salamon index of F τ is independent of τ . Because the unitary
group is two connected the map extends to a map defined on the cuboid Ψ :
[a, b]×[−s0, s0]×[0, 1]→ U(n+1), Ψτ = Ψ(τ, ·). In particular the orientation torsor
of DF,S is isomorphic to DSΨτ by conjugation with Ψ
τ . Since SΨτ ∈ D(µ.στ−, στ+)
for all τ ∈ [a, b] the claim follows by the homotopy lifting principle. 
8.4.2. Linear gluing. Given S0 ∈ D(σ−, σ) and S1 ∈ D(σ, σ+) such that S0(s, ·) =
S1(−s, ·) = σ for all s ≥ 1. For each R ≥ 1 we define
SR := S0#RS1 =

S0,R = S0 ◦ τ−2R if s ≤ −R
S0(∞) = S1(−∞) if |s| ≤ R
S1,R = S1 ◦ τ2R if s ≥ R ,
(8.17)
where τ2R : Σ→ Σ denotes the translation τR(s, t) = (s− 2R, t). We abbreviate
• the asymptotic operators A− := Aσ− , A := Aσ and A+ := Aσ+ ,
• their kernels C− := kerA−, C := kerA and C+ := kerA+,
• the operators D0 := DS0 , D1 := DS1 and DR := DSR which are defined on
the Banach spaces H0, H1 and HR with target L0, L1 and LR respectively,
• the restricted operators D01 := D0 ⊕ D1|H01 : H01 → L01 where H01 ⊂
H0⊕H1 consists of functions (ξ0, ξ1) such that ξ0(∞) = ξ1(−∞) and L01 :=
L0 ⊕ L1.
Lemma 8.20. We have indD01 = indDR.
Proof. We denote by HredR ⊂ HR and Hred01 ⊂ H01 the subspaces of functions
with vanishing asymptotics, i.e. ξ ∈ HR with ξ(±∞) = 0 and (ξ0, ξ1) ∈ H01 with
ξ0(±∞) = ξ1(±∞) = 0. Secondly denote DredR and Dred01 the operators DR and D01
restricted to the spaces HredR and H
red
01 respectively. We have
indD01 = indD
red
01 + dimC− + dimC + dimC+ ,
indDR = indD
red
R + dimC− + dimkerC+ .
(8.18)
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The indices of the reduced Fredholm operators are computed in Lemma 5.16. We
have
indDred01 = indD
red
0 + indD
red
1
= µ(ΨRn,Rn)− µ(Ψ−Rn,Rn)− 1
2
dimC− − 1
2
dimC
+ µ(Ψ+R
n,Rn)− µ(ΨRn,Rn)− 1
2
dimC − 1
2
dimC+ ,
where Ψ−,Ψ and Ψ+ are the fundamental solutions of σ−, σ and σ+ respectively.
Thus
indDred01 = µ(Ψ+R
n,Rn)− µ(Ψ−Rn,Rn)− 1
2
dimC− − dimC − 1
2
dimC+ .
On the other hand we have
indDredR = µ(Ψ+R
n,Rn)− µ(Ψ−Rn,Rn)− 1
2
dimC− − 1
2
dimC+ .
Plugging the last two equations in (8.18) proves the lemma. 
8.4.3. Adapted norms. For R > 0, we define a weight function γ : R→ R
γ(s) =

e−δ(2R+s) if s < −2R
eδ(2R−|s|) if |s| < 2R
eδ(s−2R) if s > 2R .
For any η ∈ LR := L2;δ(Σ,R2n) we defined the weighted norm
‖η‖LR :=
(∫
Σ
|η|2 γ2δ,Rdsdt
)1/2
and for any ξ ∈ HR with ξ± = ξ(±∞) and ξ¯ = Pξ(0, ·), where P denotes the
orthogonal projector to kerA, we define the norm
‖ξ‖HR := ‖ξ−‖+
∥∥ξ¯∥∥+ ‖ξ+‖+
+ ‖(ξ − ξ−)γ‖1,2;Σ−2R
−∞
+
∥∥(ξ − ξ¯)γ∥∥
1,2;Σ2R
−2R
+ ‖(ξ − ξ+)γ‖1,2;Σ∞2R .
It is easy to see that these define equivalent norms for every fixed R ≥ 1.
8.4.4. Pregluing and breaking. Fix once and for all a cut-off function β+ and β−
given in (7.3). Further denote β−R = β
− ◦ τR and β+R = β+ ◦ τR we define the linear
pregluing operator via
ΘR : H01 → HR, (ξ0, ξ1) 7→ ξ¯ + β+−R(ξ1 ◦ τ2R − ξ¯) + β−R (ξ0 ◦ τ−2R − ξ¯) ,
with ξ¯ = ξ0(∞) = ξ1(−∞) and the breaking operator ΞR : LR → L0 ⊕ L1, η 7→
(η0,R, η1,R) in which
η0,R(s, t) =
{
0 for s ≥ 2R
η(s− 2R, t) for s ≤ 2R
η1,R(s, t) =
{
η(s+ 2R, t) for s ≥ −2R
0 for s ≤ −2R .
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We define another linear pregluing operator ΩR : L0 ⊕ L1 → LR, (η0, η1) 7→ ηR in
which
ηR =
{
η0(s+ 2R, t) for s ≤ 0
η1(s− 2R, t) for s ≥ 0 .
It is easily seen that ΞR is a right-inverse for ΩR.
Lemma 8.21. There exists constants c and R0 such that for all (ξ0, ξ1) ∈ H01 and
R ≥ R0 we have
‖ΘR(ξ0, ξ1)‖HR ≤ c
(
‖ξ0‖1,2;δ + ‖ξ1‖1,2;δ
)
.
Moreover we have for all η ∈ LR,
‖η0,R‖22;δ + ‖η0,R‖22;δ = ‖η‖2LR ,
in which (η0,R, η1,R) = ΞR(η).
Proof. We have the same estimates as in the proof of Lemmas 7.3 and 7.4. Note
that we are now in a much simpler situation where the connection is flat and all
the parallel transport maps are given by the identity. 
8.4.5. Approximate pseudo-right inverse. Fix a finite dimensional subspace Y ⊂
L01 such that D01 is transverse to Y , i.e. imD01 + Y = L01. Without loss of
generality we assume that all functions in Y are compactly supported. Define
X := D−101 Y .
Lemma 8.22. The linear pregluing operators are injective when restricted to X or
Y respectively, for all R sufficiently large.
Proof. We find s0 such that functions in Y are supported in [−s0, s0]× [0, 1]. The
fact that ΩR|Y : Y → LR is injective for all R > s0 directly follows by its definition.
Suppose that (ξ0, ξ1) ∈ X . Then D0ξ0 is supported inside [−s0, s0] × [0, 1] and
thus by elliptic regularity ξ0 must be constant outside. Similarly for ξ1. Yet if
ΘR(ξ0, ξ1) = 0 for R > s0, then ξ0 and ξ1 have to vanish. 
Let X⊥ ⊂ H01 be some closed complement of X and define Y ⊥ := D01(X⊥).
Obviously we have a splitting L01 = Y ⊕ Y ⊥ and since D01 restricted to X⊥ is
injective, there exists a unique bounded operator Q01 : L01 → H01 satisfying
imQ01 = X
⊥, kerQ01 = Y, D01Q01η = η ∀ η ∈ Y ⊥ .
We define the approximate pseudo-right inverse
Q˜R := ΘR ◦Q01 ◦ ΞR : LR → HR .
Moreover we define subspaces of HR and LR by
XR := ΘR(X) , X
⊥
R := ΘR(X
⊥),
YR := ΩR(Y ) , Y
⊥
R := ΩR(Y
⊥) .
By Lemma 8.22 and since the linear pregluing maps are surjective we have splittings
HR = XR ⊕X⊥R and LR = YR ⊕ Y ⊥R .
Lemma 8.23. We have im Q˜R = X
⊥
R , ker Q˜R = YR and there exists constants c
and R0 such that for all R ≥ R0 we have∥∥Q˜Rη∥∥HR ≤ c ‖η‖LR , ∥∥DRQ˜Rη − η∥∥LR ≤ ce−δR ‖η‖LR .
for all η ∈ Y ⊥R .
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Proof. The statements about the kernel and the image directly follow from the
definition. The first estimate follows directly from Lemma 8.21. We turn to prove
the second estimate. Follow the lines of the proof of Lemma 7.6 to show that for
all ξ ∈ H01 we have
‖DRΘRξ − ΩRD01ξ‖LR ≤ O(e−δR) ‖ξ‖H01 .
We abbreviate the norm ‖·‖ = ‖·‖LR . For any η ∈ Y ⊥R we have∥∥DRQ˜Rη − η∥∥ ≤ ∥∥ΩRD01Q01ΞRη − η∥∥+O(e−δR) ‖η‖ .
Decompose ΞRη = η0 + η1 along the splitting Y ⊕ Y ⊥ and continue using the fact
that Q01 is a pseudo-inverse we see∥∥DRQ˜Rη − η∥∥ ≤ ∥∥ΩRη1 − η∥∥+O(e−δR) ‖η‖ ≤ O(e−δR) ‖η‖ .
The term ΩRη1 − η vanishes because as ΞR is a right-inverse to ΩR we have η =
ΩRΞRη = ΩRη0 +ΩRη1 = ΩRη1 since by assumption η ∈ Y ⊥R and ΩRη0 ∈ YR. 
8.4.6. Gluing construction. Via (7.22) we use the approximate pseudo-inverse Q˜R
to define an actual pseudo right-inverseQR : LR → HR which is uniformly bounded
and satisfies
imQR = X
⊥
R , kerQR = YR, DRQRη = η, ∀ η ∈ Y ⊥R .
Moreover abbreviate PR = 1−QRDR the projection onto D−1R YR along imQR.
Lemma 8.24. For all R sufficiently large, the restriction PR|XR : XR → D−1R YR
is an isomorphism.
Proof. We write any η ∈ LR as η = η0 + η1 along the splitting LR = YR ⊕ Y ⊥R .
Then η = η0 +DRQRη1. This shows that η ∈ imDR + YR, thus DR is transverse
to YR. Hence the space D
−1
R YR has dimension dimYR+ indDR. Since pregluing is
injective restricted to Y01 (cf. Lemma 8.22), the dimension of YR and Y01 are the
same. Similarly we conclude that dimXR = dimX01 = dimY01 + indD01. The
index of DR and D01 agree (cf. Lemma 8.20). We conclude that the spaces D
−1
R YR
and XR have the same dimension. It suffices to show that PR is injective. The
kernel of PR is the intersection D
−1
R YR ∩ imQR. Suppose by contradiction that
there exists a non-trivial ξ ∈ D−1R YR ∩ imQR. Hence ξ = QRη for some η ∈ Y ⊥R
with DRQRη ∈ YR. By the properties of QR we have η = DRQRη = 0. 
Associated to the canonical exact sequences 0 → kerD01 → X D01−→ Y →
cokerD01 → 0 and 0→ kerDR → D−1R YR
DR−→ YR → cokerDR → 0 are the isomor-
phisms |D01| ∼= |X | ⊗ |Y |∨ and |DR| ∼= |D−1R YR| ⊗ |YR|∨ respectively via (8.1). We
define the gluing isomorphism as the composition
|D01| // |X | ⊗ |Y |∨ |PRΘR|⊗|ΩR|
∨
// |D−1R YR| ⊗ |YR|∨ // |DR| . (8.19)
In order to glue the operators D0 and D1 we use the following simple algebraic
lemma.
Lemma 8.25. There exists an exact sequence
0→ kerD01 → kerD0 ⊕ kerD1 → kerA→ cokerD01 →
→ cokerD0 ⊕ cokerD1 → 0 ,
which together with (8.19) induces an isomorphism |D0| ⊗ |D1| → | kerA| ⊗ |DR|.
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Proof. The claim follows directly from the snake lemma on the commutative dia-
gram of short exact sequences.
0 // H01 //
D01

H0 ⊕H1 //
D0⊕D1

kerA //

0
0 // L⊕ L = // // L⊕ L // 0 ,
in which the map H0 ⊕ H1 → kerA is given by (ξ0, ξ1) = ξ0(∞) − ξ1(−∞). By
equation (8.1) we have an isomorphism |D0| ⊗ |D1| ∼= | kerA| ⊗ |D01|. 
8.4.7. Naturality. We show that the orientation gluing map (8.19) is independent
of choices and natural with respect to homotopies (cf. Lemmas 8.26 and 8.27 re-
spectively). Given two linear complements Y, Ŷ ⊂ L01 which are transverse to D01
and denote the corresponding maps from (8.19) on the level of determinant lines
by ψR, ψ̂R : detD01 → detDR respectively.
Lemma 8.26. For all R sufficiently large, the composition
ψ−1R ◦ ψ̂R : detD01 → detD01 ,
is given by multiplication with a positive number.
Proof. Without loss of generality Y ⊂ Ŷ . We denote the spaces and maps appearing
in the construction using Ŷ with X̂, X̂⊥ etc. To define the maps ψR and ψ̂R we
have the commutative diagram
det X̂ ⊗ det Ŷ ∨ // detD−1R ŶR ⊗ det Ŷ ∨R
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
detD01
77♦♦♦♦♦♦♦♦♦♦♦♦
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
detDR
detX ⊗ det Y ∨
OO
// detD−1R YR ⊗ detY ∨R
66♠♠♠♠♠♠♠♠♠♠♠♠
OO
The map ψR is obtained by following the diagram along the lower arrows and we
get the map ψ̂R using the upper path. The two vertical arrows are computed in [2,
Lmm. 5.2] and are given as follows: Consider a splitting Ŷ = Y ⊕ Y ′ and set X ′ :=
D−101 (Y
′). We have a splitting X̂ = X⊕X ′ andD01|X′ : X ′ → Y ′ is an isomorphism.
Fix generators α ∈ detX , β ∈ detY and γ ∈ detX ′. Then D01γ is a generator of
detY ′ and the map on the left-hand side is given by α⊗β∨ 7→ (α∧γ)⊗(D01γ∨∧β∨).
On the other side consider the splitting ŶR = YR ⊕ Y ′R with YR := ΩR(Y ) and
Y ′R := ΩR(Y
′). We have a corresponding splitting D−1R ŶR = D
−1
R YR ⊕ D−1R Y ′R,
generators αR ∈ detD−1R YR, βR ∈ detYR and γR ∈ detD−1R Y ′R and the map is
given by αR⊗ β∨R 7→ (αR ∧ γR)⊗ (DRγ∨R ∧ β∨R). We assume that the generators are
picked such that αR = PRΘRα, βR = ΩR(β) and DRγR = ΩRD01γ. We conclude
by following the definition of the maps around the square, that ψ−1R ψR is given by
multiplication with the determinant of the map
P̂RΘR : X → D−1R ŶR ,
where detX is oriented by α ∧ γ and detD−1R ŶR is oriented by αR ∧ γR.
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We claim that (PR − P̂R)ξ ∈ D−1R Y ′R for any ξ ∈ XR. Indeed given ξ ∈ XR and
split DRξ = η0 + η1 + η2 along the splitting YR ⊕ Y ′R ⊕ Ŷ ⊥R . Then since they are
right-inverses
DR(PR − P̂R)ξ = DR(Q̂R −QR)DRξ = DRQ̂Rη2 −DRQR(η1 + η2) =
= η2 − η1 − η2 = η1 .
This shows the claim and we conclude that P̂RΘRα ∧ P̂RΘRγ = αR ∧ P̂RΘRγ. We
are left to compute the number a ∈ R which is defined by
πD−1R Y ′R
P̂RΘRγ = a · γR ,
in which πD−1
R
Y ′
R
: D−1R ŶR → D−1R Y ′R denotes the projection along D−1R YR. We
apply DR on the last equation and obtain
πY ′
R
DRP̂RΘRγ = a ·DRγR = a · ΩRD01γ .
Abbreviate the generator γ′R := ΩRD01γ ∈ det Y ′R. The inverse of the map ΩRD01 :
X ′ → Y ′R is Q01 ◦ ΞR and hence γ = Q01ΞRγ′R. Plugging that back into the last
equation we conclude that a is the determinant of the map
πY ′
R
DRP̂RQ˜R : Y
′
R → Y ′R .
To show that the determinant is positive for all R sufficiently large enough it suffices
to show the following: There are constants c and R0 such that for all R ≥ R0 and
η ∈ Y ′R we have ∥∥DRP̂RQ˜Rη − η∥∥LR ≤ ce−δR ‖η‖LR .
Choose any η ∈ Y ′R. Abbreviating ‖·‖ = ‖·‖LR we compute∥∥DRP̂RQ˜Rη − η∥∥ = ∥∥DR(1− Q̂RDR)Q˜Rη∥∥
≤ ∥∥DRQ˜Rη − η∥∥+ ∥∥DRQ̂RDRQ˜Rη∥∥
=
∥∥DRQ˜Rη − η∥∥+ ∥∥DRQ̂R(DRQ˜Rη − η)∥∥ ≤ ce−δR ‖η‖ .
Using the fact that Q̂Rη = 0 and Lemma 8.23. 
Lemma 8.27. Given homotopies (Sτ0 )τ∈[a,b] and (S
τ
1 )τ∈[a,b] with S
τ
0 ∈ D(στ−, στ ),
Sτ1 ∈ D(στ , στ+) and Sτ0 (s, ·) = Sτ1 (−s, ·) = στ for all s ≥ 1 and τ ∈ [a, b]. For
corresponding operators Dτ01 and D
τ
R and R sufficiently large we have a commutative
diagram
|Da01| //

|DaR|

|Db01| // |DbR|
where the horizontal arrows are given by (8.19) and the vertical arrows are induced
by the homotopies.
Proof. Let τ 7→ Y τ ⊂ L be a continuous path of subspaces such that for each
τ ∈ [a, b] the space Y τ is transverse to Dτ01. For R sufficiently largeDτR is transverse
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to the glued space Y τR for all τ ∈ [a, b]. By definition of the gluing map we have a
commutative diagram
|Dτ01| //

|(Dτ01)−1Y τ | ⊗ |Y τ |
|P τRΘ
τ
R|⊗|Ω
τ
R|

|DτR| // |(DτR)−1Y τR | ⊗ |Y τR | .
The spaces (Dτ01)
−1(Y τ ), Ŷ τR etc. are the fibers of vector bundles over [a, b] and
the isomorphisms P τRΘ
τ
R and Ω
τ
R are bundle maps. By continuity we obtain a
commutative diagram. 
9. Pearl homology
Pearl homology is a version of Floer homology of Lagrangian intersection, which
has the advantage that if Lagrangians intersect cleanly we do not need to perturb
the Lagrangians into transverse position. We call the invariant pearl homology be-
cause it is a direct generalization of an invariant associated to a single monotone
Lagrangian introduced by Biran and Cornea in [10] with that name. The con-
struction was already sketched out by Frauenfelder in [24, Appendix C] under the
name of Floer-Bott homology. Here we give a detailed account of the theory for the
monotone case including orientations.
9.1. Overview. We give a quick overview of the pearl homology complex. All
details are provided in the later subsections.
9.1.1. Pearl trajectories. Choose an auxiliary Morse function f : L0 ∩ L1 → R and
metric on L0∩L1 and a path of almost complex structures J : [0, 1]→ End(TM,ω).
Given critical points p−, p+ ∈ crit f , a pearl trajectory connecting p− to p+ is
either a negative gradient flow trajectory u : R → L0 ∩ L1 with u(−∞) = p− and
u(∞) = p+ or a tuple u = (u1, . . . , um) of non-constant finite energy J-holomorphic
strips R × [0, 1] → M with boundary in (L0, L1) such that u1(−∞) ∈ Wu(p−),
um(∞) ∈W s(p+) and for each j = 1, . . . ,m−1 there exists a negative gradient flow
line from uj(∞) to uj+1(−∞). For reasons of transversality we require that each
curve in the tuple is not a reparametrization of another. The number m is called
the number of cascades. If u is an ordinary Morse flow line, we say that u has zero
cascades. We denote by M(p−, p+) the space of all pearl trajectories connecting
p− to p+ modulo reparametrization with an arbitrary number of cascades. If J
is sufficiently generic every connected component of M(p−, p+) is a manifold with
corners and for d ∈ N0 we denote by M(p−, p+)[d] the union of all d-dimensional
components.
9.1.2. Grading. Let P be the space of paths γ : [0, 1] → M such that γ(0) ∈ L0
and γ(1) ∈ L1. We denote by N ∈ N the minimal Maslov number of the pair
(L0, L1) with respect to a fixed element x∗ ∈ P . For every critical point p ∈ crit f
we choose a map up : [−1, 1]× [0, 1]→M such that up(s, ·) ∈ P for all s ∈ [−1, 1],
up(−1, ·) = x∗ and up(1, ·) ≡ p. The grading of a critical point p ∈ crit f is
|p| = µ(p)− µ(up)− 1
2
dimTpL0 ∩ L1 . (9.1)
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9.1.3. Orientation. Let O → L0 ∩ L1 be the double cover associated to a fixed
relative spin structure (cf. Definition 8.13). For any critical point p ∈ crit f fix an
orientation op ∈ |TpWu(p)| ⊗ Op. In the paragraph before Lemma 9.8 we define
orientations onM(p−, p+) with these choices. An orientation of [u] ∈ M(p−, p+)[0]
is just a number in {±1} which we denote by sign(u).
9.1.4. Pearl complex. Let Λ := A[λ−1, λ] be the ring of Laurent polynomials in one
variable of degree −N . The pearl chain complex CH∗(L0, L1) is given as the free
Λ-module generated by all critical points of f with grading |p⊗λk| = |p|− kN and
equipped with the Λ-linear homomorphism
∂ : CH∗(L0, L1)→ CH∗−1(L0, L1)
p 7→
∑
q∈crit f
∑
[u]∈M(p,q)[0]
signu · q ⊗ λ(|q|−|p|+1)/N . (9.2)
The next theorem as proven Fukaya et al. in [28] for the very general case of semi-
positive symplectic manifolds and unobstructed Lagrangians, which includes the
case of monotone Lagrangians.
Theorem 9.1. We have ∂ ◦∂ = 0. The homology group QH∗(L0, L1) = ker ∂/ im∂
is called pearl homology and is independent of choices of J , f , the metric and
orientations op. Moreover we have a natural isomorphism
QH∗(L0, L1) ∼= QH∗(L0, ϕH(L1)) . (9.3)
for any Hamiltonian H.
By the invariance we conclude that pearl homology is isomorphic to Floer ho-
mology. Namely if we choose H such that ϕH(L1) intersects L0 transversely, then
pearl homology for L0 and ϕH(L1) agrees with Floer homology by definition. In the
rest of the section we prove Theorem 9.1 for our present situation of Lagrangians
that satisfy the monotonicity assumption.
9.2. Pearl complex. In the following we abbreviate I := L0 ∩ L1 and fix an
auxiliary Morse function f on I. We denote by ψ : R×I → I, ψa := ψ(a, ·) be the
negative gradient flow of f with respect to a sufficiently generic metric. Note that in
general I has many connected components with possibly different dimension. Pick
a path of almost complex structures J : [0, 1] → End(TM,ω). Given an integer
m ∈ N and submanifolds W−,W+ ⊂ I we define
M˜m(W−,W+; J) := {(u1, . . . , um) ⊂ C∞(Σ,M) | a) – d)} , (9.4)
to be the space of tuples (u1, . . . , um) such that
a) for all j = 1, . . . ,m the map uj is J-holomorphic with boundary in (L0, L1),
b) the tuple (u1, . . . , um) is distinct, i.e. for all i 6= j, a ∈ R we have ui◦τa 6= uj,
c) for all j = 1, . . . ,m− 1 there exists aj ≥ 0 such that
ψaj (uj(∞)) = uj+1(−∞) , (9.5)
d) we have u1(−∞) ∈W− and um(∞) ∈ W+.
For m = 0 we define M˜0(W−,W+; J) := W− ∩W+. The elements of the space
M˜m(W−,W+; J) are called parametrized J-holomorphic pearl trajectory with m
cascades connecting W− to W+ and boundary in (L0, L1). If in particular W− =
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Wu(p−) and W+ = W
s(p+) for some critical points p−, p+ ∈ crit f we abbreviate
furthermore
M˜m(p−, p+; J) := M˜m(Wu(p−),W s(p+); J) .
The elements of M˜m(p−, p+; J) are simply called pearl trajectories with m cascades
connecting p− to p+. As we shall see in a moment the connected components of
these spaces are manifolds with corners if J is chosen sufficiently generic.
9.2.1. Transversality. For the correction description of the space M˜m(W−,W+; J)
we need the notion of a manifold with corners, which is a mild generalization of the
notion of manifolds with boundary. Unfortunately there is no standard concept in
the mathematical literature. We stick with the definition of [31]. Briefly a manifold
with corners is a topological space M equipped with an atlas of charts locally
modeled on open subsets in [0,∞)k×Rn−k and chart transition maps which extend
to smooth maps from Rn to Rn. The dimension of the manifold is the number n.
The depth of a point is the number of zeros among the first k coordinates in a chart.
The depth is well-defined independently of the choice of local coordinates and gives
rise to a stratification of M. The top stratum is given as the space of all points
with depth equal to zero. Obviously the each stratum is a manifold in the usual
sense. For more details see [31].
Fix an integer m ∈ N. Let M˜m(J) denote the space of distinct m-tuples of
J-holomorphic curves and consider the evaluation map
ev : M˜m(J)→ I2m
(u1, . . . , um) 7→ (u1(−∞), u1(∞), u2(−∞), · · · , um(∞))
On the other hand consider the map
W− × Im−1 ×W+ × Rm−1 → I2m ,
(p0, . . . , pm, a1, . . . , am−1) 7→
(p0, p1, ψ
a1(p1), p2, ψ
a2(p2), . . .
. . . , pm−1, ψ
am−1(pm−1), pm)
(9.6)
We say that J is regular for W− and W+ if J is regular for X ≡ 0 and the
map (9.6) in the sense of Definition 6.9, i.e. the operator Du,J is surjective for
all J-holomorphic strips u and the evaluation is transverse to (9.6).
Lemma 9.2. The subspace of J ∈ C∞([0, 1],End(TM,ω)) which are regular for
W− andW+ is comeager. If J is regular then each connected component of the space
M˜m(W−,W+; J) is a manifold with corners and the component which contains
u = (u1, . . . , um) has dimension
µVit(u) + dimW− − 1
2
dimC− + dimW+ − 1
2
dimC+ +m− 1 ,
in which µVit(u) :=
∑m
j=1 µVit(uj) and C− ⊂ I, C+ ⊂ I are the connected compo-
nents containing W− and W+ respectively.
Proof. In Theorem 6.10 we show that the space of regular structures is comeager.
Each connected component of the space W− × Im−1 ×W+ × [0,∞)m−1 is clearly
a manifold with corners. We see that M˜m(W−,W+; J) is the fibre product of the
evaluation map with the map (9.6) restricted to the subspace W− ×Im−1 ×W+ ×
[0,∞)m−1. Hence by [31, Thm. 6.4] connected components of M˜m(W−,W+J)
are also manifolds with corners. To compute the dimension, choose some tuple
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(u1, . . . , um) ∈ M˜m(W−,W+; J) in the top stratum, which is equivalent to say
that the tuple of non-negative numbers (a1, . . . , am−1) defined by (9.5) has no
zeros. Let C0, C1, C2, . . . , Cm ⊂ I be the connected components of the points
u1(−∞), u1(∞), u2(∞), . . . , um(∞) respectively. With the dimension formula from
Theorem 6.10 we have
dim TuM˜m(J) =
m∑
j=1
µVit(uj) +
1
2
dimCj−1 +
1
2
dimCj .
By the exact sequence (8.4) we conclude that the dimension d of the fibre product
M˜m(C−, C+; J) at u is given by
d = dimTuMm(J) + dimW− ×
m−1∏
j=1
Cj ×W+ × Rm−1 − dim
m−1∏
j=0
Cj × Cj+1
= µ(u) +
1
2
dimC0 +
m−1∑
j=1
dimCj +
1
2
dimCm + dimW− + dimW+ +m− 1−
−
m∑
j=0
dimCj
= µ(u) + dimW− − 1
2
dimC0 + dimW+ − 1
2
dimCm +m− 1 .
This shows the claim. 
From now on we fix an almost complex structure J , which is sufficiently generic
in the sense that it is regular with respect to all upcoming pairs of submanifolds
and omit the reference to J whenever convenient, eg. we write M˜(p, q) to denote
M˜(p, q; J).
9.2.2. Compactness. A broken J-holomorphic pearl trajectory connecting p− to p+
is a tuple of pearl trajectories v = (v1, . . . , vk) such that vi connects pi to pi+1 for
all i = 1, . . . , k − 1 and some critical points p− = p1, . . . , pk = p+. For i = 1, . . . , k
we denote by m(vi) the number of cascades of vi.
Definition 9.3. We say that a sequence of pearl trajectories (uν1 , . . . , u
ν
m)ν∈N Floer-
Gromov converges to the broken pearl trajectory v = (v1, . . . , vk) if
• for each j = 1, . . . ,m the sequence (uνj )ν∈N Floer-Gromov converges to
wj = (wj,1, . . . , wj,kj ) (cf. Definition 4.3)
• for each (i, j) with 1 ≤ i ≤ k and 1 ≤ j ≤ m(vi) there exist a pair (ℓ, κ)
such that vi,j = wℓ,κ,
• the map {(i, j) | 1 ≤ i ≤ k, 1 ≤ j ≤ m(vi)} → {(ℓ, κ) | 1 ≤ ℓ ≤ m, 1 ≤
κ ≤ kℓ}, (i, j) 7→ (ℓ, κ) mentioned above is surjective and strictly monotone
with respect to the lexicographic order.
Lemma 9.4. Assume that L0 and L1 are monotone with minimal Maslov number
at least three. Let (uν)ν∈N = (u
ν
1 , . . . , u
ν
m)ν∈N be a sequence of pearl trajectories
connecting p− to p+ such that supν E(u
ν) < ∞, then at least one of the following
holds:
(i) a subsequence of (uν) Floer-Gromov converges to a broken pearl trajectory
connecting p− to p+,
122 SCHMA¨SCHKE
(ii) there exists a broken pearl trajectory v connecting p− to p+ and µ(u
ν) ≥
µ(v) + 3 for all ν sufficiently large.
(iii) p− = p+ and µ(u
ν) ≥ 3 for all ν sufficiently large.
Proof. For each j = 1, . . . ,m we obtain by Theorem 4.4 a subsequence of (uνj ) still
denoted by the same sequence, which Floer-Gromov converges modulo bubbling to
the broken strip wj = (wj,1, . . . , wj,kj ) possibly containing constant components.
We also have uνj (−∞) → wj,1(−∞) and uνj (∞) → wj,kj (∞). Let (bνj ) ⊂ R be the
sequence such that ψb
ν
j uνj (∞) = uνj+1(−∞). We distinguish two cases. In the first
case (bνj )ν∈N is bounded, then a subsequence converges to bj and we have
ψbj (wj,kj (∞)) = wj+1,1(−∞) . (9.7)
In the second case (bνj )ν∈N is unbounded. For each ν ∈ N let γνj be the Morse
trajectory from uνj (∞) to uνj+1(−∞). Then a subsequence of (γνj )ν∈N converges to
a broken Morse trajectory (γj,1, γj,2, . . . , γj,ℓj ) with ℓj ≥ 2, where γj,1 and γj,ℓj are
half-trajectories. Set p−j := γj,1(∞) and p+j := γj,ℓj (−∞). In particular if j > 2 the
critical points p−j , p
+
j are joined by the broken Morse trajectory (γj,2, . . . , γj,ℓj−1)
and if ℓj = 2 they are equal p
−
j = p
+
j . In any case we have wj,kj (∞) ∈ W s(p−j ) and
wj+1,1(−∞) ∈ Wu(p+j ). Regrouping the non-constant components of the tuples
(wj,i) and (γj,2, . . . , γj,ℓj−1) using (9.7) shows they constitute to a broken pearl
trajectory v which connects p− to p+. Moreover by Lemma 4.14 either each all wj,i
are non-constant and (uν) Floer-Gromov converges to v or µ(uν) ≥ µ(v) + 3 or if
all components had been discarded µ(uν) ≥ 3 for all ν large enough. 
If m ≥ 1 the reparametrization group of M˜m(p−, p+) is Rm which acts freely
via (a1, . . . , am).(u1, . . . , um) = (u1 ◦ τa1 , . . . , um ◦ τam) with τa : R × [0, 1] →
R× [0, 1], (s, t) 7→ (s− a, t) for a ∈ R. If m = 0 and p− 6= p+ there is a free action
of R on M˜0(p−, p+) given by the negative gradient flow. In any case we denote by
Mm(p−, p+) the quotient and moreover
M(p−, p+) :=
⋃
m∈N0
Mm(p−, p+) .
For any d ∈ N0 we denote by M(p−, p+)[d] ⊂M(p−, p+) the union of components
with dimension d. Further let
Mℓm(p−, p+) ⊂Mm(p−, p+) ,
be the subspace of points with depth ℓ = 0, . . . ,m, i.e. given by equivalence classes
of pearl trajectories such that there are exactly ℓ zeros in the tuple (a1, . . . , am−1)
defined by (9.5).
Corollary 9.5. For all critical points p, q ∈ crit f , the space M(p, q)[0] is finite
and the boundary of the Floer-Gromov compactification of Mm(p, q)[1] is given by
the union of
• M1m(p, q)[0] ,
• M1m+1(p, q)[0] ,
• Mℓ(p, r)[0] ×Mk(r, q)[0] for all r ∈ crit f and ℓ, k ∈ N0 with ℓ+ k = m.
Proof. Fix d and let (uν) = (uν1 , . . . , u
ν
mν ) ∈ M˜mν (p−, p+)[d+mν ] be a sequence
of pearl trajectories. Since every non-constant holomorphic strip carries a min-
imal energy (cf. Proposition 4.9) we have an uniform constant ~ > 0 such that
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E(uνj ) =
∫
(uνj )
∗ω > ~. From the dimension formula and the action-index relation
(cf. Lemma 4.13) we conclude that there exists a constant c such that
d =
mν∑
j=1
µ(uνj ) + µ(p−)− µ(p+)−
1
2
dimC− +
1
2
dimC+ − 1 > τ−1mν~+ c .
Hence the sequence (mν) is bounded and after possibly passing to a subsequence we
assume without loss of generality that mν = m for all ν ≥ 1. By the same token we
conclude that d ≥ τ−1∑mj=1 ∫ E(uνj ) + c and that the energy of (uνj ) is uniformly
bounded for all j = 1, . . . ,m. We apply Lemma 9.4 and assume by contradiction
that the second case holds, i.e. we obtain a broken pearl trajectory v = (v1, . . . , vk)
which connects p− to p+ such that µ(u
ν) ≥ µ(v) + 3. Let p1, . . . , pk−1 (resp.
C1, . . . , Ck−1) be critical points (resp. connected components) such that vℓ connects
pℓ−1 to pℓ (resp. Cℓ−1 to Cℓ) for each ℓ = 1, . . . , k − 1. The dimension formula for
vℓ implies
µ(vℓ) ≥ µ(pℓ)− µ(pℓ−1) + 1
2
dimCℓ − 1
2
dimCℓ−1 + 1 . (9.8)
Note that even if vℓ is not in the top stratum, the index is still bigger or equal to
the number of cascades of vℓ. By the dimension formula for u
ν and last estimate
d =
m∑
j=1
µ(uνj ) + µ(p−)− µ(p+)−
1
2
dimC− +
1
2
dimC+ − 1
≥
k∑
ℓ=1
µ(vℓ) + 3 + µ(p−)− µ(p+)− 1
2
dimC− +
1
2
dimC+ − 1
≥ k + 3− 1 ≥ 3 .
Hence if d = 0, 1 the second case of Lemma 9.4 is impossible. Now assume that the
third case holds, i.e. p− = p+, C− = C+ and µ(u
ν) ≥ 3. By the same estimate we
have d = µ(uν)−1 ≥ 2, which is again impossible for d = 0, 1. The first case implies
that a subsequence of (uν) converges to the broken pearl trajectory v connecting
p− to p+ with µ(u
ν) = µ(v). By the same estimate as above we have
d =
m∑
j=1
µ(uνj ) + µ(p−)− µ(p+)−
1
2
dimC− +
1
2
dimC+ − 1
=
k∑
ℓ=1
µ(vℓ) + µ(p−)− µ(p+)− 1
2
dimC− +
1
2
dimC+ − 1 ≥ k − 1 .
We conclude that if d = 0, then k = 1 and the unparametrized curve of v1 is in fact
an element ofM(p−, p+)[0]. If d = 1, then possibly k = 2 and hence is an element of
the given boundary. To show that every element appears as the boundary consider
the proof of Lemma 9.8 below. 
9.2.3. Orientations. To define homology with integer coefficients or more gener-
ally with coefficients in a ring of characteristic 6= 2, we need to orient the moduli
spaces. As already mentioned the orientations should be compatible with gluing
and breaking (i.e. coherent in the sense of [15]). We now explain that with more
detail.
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Denote by Mm(p, q)[1] the Floer-Gromov compactification of Mm(p, q)[1]. In
view of Corollary 9.5 we see that the points M1m(p, q)[0] occur as boundary points
ofMm(p, q)[1] and Mm−1(p, q)[1]. Define the space with common boundary points
identified
M#(p, q) :=
⋃
m∈N0
Mm(p, q)[1]/ ∼ .
Definition 9.6. Given orientations of the spaces Mm(p, q)[0] for all p, q ∈ crit f
andm ∈ N0. We say that the orientations are coherent, if there exists an orientation
on M#(p, q) such that its oriented boundary is given by⋃
M(p, r)[0] ×M(r, q)[0] ,
with union over all critical points r ∈ crit f .
Remark 9.7. If coherent orientations exists, then pearl homology with integer coef-
ficients is well-defined. Given two sets of orientations which are coherent, there is no
reason why the homology should be the same. In particular in [13], Cho found non-
isomorphic Floer cohomologies for the same pair of Lagrangians but with different
choices of orientations associated to non-equivalent relative spin structures.
9.2.4. Construction of the orientation. For allm ∈ N and any connected component
C ⊂ L0 ∩ L1 we consider the space M˜m(p, C) := M˜m(Wu(p), C) equipped with
the evaluation map
ev : M˜m(p, C)→ C, (u1, . . . , um) 7→ um(∞).
Let O → L0 ∩ L1 be the double cover associated to a fixed relative spin structure
(cf. Definition 8.13). Fix an element in |TpWu(p)| ⊗ O∨p for each critical point
p ∈ crit f . We construct recursively an O∨-orientation on ev :Mm(p, C)→ C, i.e.
a section of |Mm(p, C)|⊗ev∗O∨. First of all notice that sinceWu(p) is contractible
to the point p our choices fix an O∨-orientation on Wu(p) by parallel transport.
Then by Corollary 8.16 we obtain an O∨-orientation on M˜1(p, C)→ C and hence
an O∨-orientation on the quotient M1(p, C)→ C by (8.8). An O∨-orientation on
ev : Mm(p, C) → C induces and O∨-orientation on evψ : R ×Mm(p, C) → C,
(a, u) 7→ ψa(ev(u)) by parallel transport. Suppose for m ≥ 2 we have an O∨-
orientation on ev : Mm−1(p, C′) → C′ for some connected component C′. There
exists an induced O∨-orientation on[
(R×Mm−1(p, C′)) ×evψ ev− M˜1(C′, C)
]/ ∼ → C , (9.9)
in which the quotient is with respect to the group of reparametrizations acting on
the last factor. More precisely the O∨-orientation is constructed by the remarks
above, Corollary 8.16 and the quotient orientation 8.8. Here the order of each step
matters. In particular we first construct an orientation on the fibre product and
then take the associated orientation on the quotient and not the other way around.
Every connected component of Mm(p, C) is of the form (9.9) for some component
C′ ⊂ L0∩L1 and thus by induction we obtain an O∨-orientation onMm(p, C)→ C
as promised. We have the isomorphism |TqWu(q)|⊗O∨q ∼= (Oq⊗|TqC/TqW s(q)|)∨.
Thus our choices fix an O-coorientation onW s(q). Finally we obtain an orientation
on Mm(p, C)×C W s(q) =Mm(p, q) by Lemma 8.3.
Lemma 9.8. The orientations are coherent.
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Proof. As mentioned in Section 8.1 the orientation ofMm(p, q)[1] induces an orien-
tation on its boundary points, denoted ∂Mm(p, q)[1]. We define an orientation on
M#(p, q) induced by (−1)·Mm(p, q)[1]. Step 5 and Step 6 show that the orientation
is well-defined. Step 1 to Step 4 shows that the orientations are coherent.
Step 1. We show M0(p, r)[0] ×M0(r, q)[0] ⊂ (−1) · ∂M0(p, q)[1]
Given (u, v) ∈ M0(p, r)[0] ×M0(r, q)[0]. Pick an orientation of Op. By parallel
transport along u and v we obtain an orientation of Or and Oq respectively. By our
choices we obtain orientations of Wu(p), Wu(r) and a coorientation of W s(q). We
identify M0(p, q)[1] with the intersection Wua (p) ∩W s(q) where a ∈ R is a regular
value of f with f(p) > a > f(q). By Lemma 8.2 the identification is orientation
preserving. By Lemma 7.19 we obtain a smooth map R 7→ w−R ∈ M0(p, q)[1] such
that orientation of ∂Rw
−
R is − signu signv, limR→∞ w−R = u and limR→∞ ψ2Rw−R =
v.
Step 2. With m ≥ 1. We show Mm(p, r)[0] ×M0(r, q)[0] ⊂ (−1) · ∂Mm(p, q)[1].
Given (u, v) ∈ Mm(p, r)[0] × M0(r, q)[0]. We have u ∈ Mm(p, C) for some
component C ⊂ L0 ∩ L1. Identify an open neighborhood of u in Mm(p, C) with
the image under the evaluationMm(p, C)→ C. Denote the image byW−, which is
submanifold in a neighborhood of ev(u). The space W− has an O∨-orientation by
construction. Pick an orientation of Oq. We obtain a coorientation ofW s(q) and an
orientation ofW− for all points inW−∩W s(q) by parallel transport. By Lemma 8.2
the identification of an open subset of Mm(p, q) with W− ∩W s(q) is orientation
preserving. By Lemma 7.19 we obtain a smooth map R 7→ w−R ∈ Mm(p, q) with
the same properties as in last step.
Step 3. With m ≥ 1. We show M0(p, r)[0] ×Mm(r, q)[0] ⊂ (−1) · ∂Mm(p, q)[1]
Given (u, v) ∈ M0(p, r)[0] ×Mm(r, q)[0]. Abbreviate the space M˜m(C, q) :=
M˜m(C,W s(q)) with quotientMm(C, q) for some component C ⊂ L0∩L1 such that
v ∈Mm(C, q). We identify an open neighborhood of v inMm(C, q) with the image
under the evaluation map Mm(C, q)→ C. Denoted the image by W+ ⊂ C, which
is a submanifold in a neighborhood of ev(v). Then an open subset of Mm(p, q)
is identified with Wu(p) ∩W+. Similarly we identify Mm(r, q) with Wu(r) ∩W+.
By Lemma 7.19 we obtain R 7→ wR ∈ Wu(p) ∩ W+ such that limR→∞ wR = v
and limR→∞ ψ
−2RwR = u. It remains to check that the orientation of ∂RwR is
− sign(u) sign(v).
Fix some w = wR for R sufficiently large. In the following we will often talk a
little imprecisely about an orientation of the spaceMm(p, q) or M˜m(p, q) where in
fact we mean an orientation of an open neighborhood of w (or its lift) inside this
space. We will not mention that every time.
By Theorem 8.15 and Lemma 8.3 construct an orientation of M˜m(p, q) as the
fibre product for some connected components C0, C1, . . . , Cm chosen appropriately
Wu(p)×C0(M˜×R)×C1(M˜×R)×C2 · · ·×Cm−2(M˜×R)×Cm−1M˜×CmW s(q) , (9.10)
in which M˜ denotes the space of J-holomorphic strips with obvious evaluation
maps. We obtain an alternative orientation on the quotientMm(p, q) via (8.8) and
using the commutation rule (8.3) we conclude that this orientation differs from the
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orientation above by the action with (−1)∆(w) where
∆(w) := ∆1 +∆2 + · · ·+∆m−1, ∆k = dimT(w1,...,wk)Mk(p, Ck) .
By the dimension formula (cf. Lemma 9.2)
∆k = µ(p) + µ(w1) + µ(w2) + · · ·+ µ(wk)− 1
2
dimC0 +
1
2
dimCk − 1 .
Similarly we obtain another orientation of Mm(r, q) which agrees with the old
orientation up to action with (−1)∆(v) where ∆(v) = ∆1(v)+∆2(v)+· · ·+∆m−1(v)
and for k = 1, . . . ,m− 1 we have
∆k(v) = µ(r) + µ(v1) + · · ·+ µ(vk)− 1
2
dimC0 +
1
2
dimCk − 1 .
Moreover we obtain an O-coorientation of M˜m(C, q)→ C by writing M˜m(C, q) as
fibre product (9.10) without the first factor. We obtain a canonical O-coorientation
on the quotient W+ by (8.8). Let M˜m(p, q)′ and Mm(p, q)′ etc. be the space with
orientation induced by (9.10). By associativity of the fibre product orientation (cf.
Lemma 8.1) we conclude
M˜m(p, q)′ =Wu(p)×C M˜m(C, q) .
Let G = Rm be the group of reparametrizations. By definition we have as oriented
spaces M˜m(p, q)′ = G×Mm(p, q)′ and M˜m(C, q) = G×W+. Hence
G×Mm(p, q)′ =Wu(p)×C (G×W+) .
By commuting and canceling the factor G we obtain
(−1)gMm(p, q)′ = (−1)gw+Wu(p)×C W+ = (−1)gw+Wu(p) ∩W+ ,
in which we have used small letters to denote the dimensions of the spaces. Similarly
we show
Mm(r, q)′ = (−1)gw+Wu(r) ∩W+ .
Pick an orientation of Op. By parallel transport along u we obtain an orientation
of Or. By our choices we obtain an orientation on Wu(p) and Wu(r) as well as a
coorientation of W+ such that signu = ε0, where ε0 is the usual Morse trajectory
orientation and sign v = (−1)∆(v)+gw+ε1 where ε1 is the orientation of the point v as
an element of the intersectionWu(r)∩W+ . Moreover we conclude with Lemma 7.19
that the orientation of ∂RwR is
(−1)∆(w)+gw++gε0ε1 = (−1)∆(w)+2gw++g+∆(v) sign(u) sign(v) .
We have ∆j(w) = ∆j(v) + 1 for all j = 1, . . . ,m− 1. Hence ∆(w) = ∆(v) +m− 1.
Moreover g = m. Hence ∆(w) + ∆(v) + g ≡ 1 mod 2. This shows the claim.
Step 4. With m ≥ 2 and k + ℓ = m with k 6= 0,m. We show Mk(p, r)[0] ×
Mℓ(r, q)[0] ⊂ (−1) · ∂Mm(p, q)[1].
Given (u, v) ∈ Mk(p, r)[0] ×Mℓ(r, q)[0]. We consider u and v as elements in
Mk(p, C) andMℓ(C, q) for some component C ⊂ L0∩L1 respectively. Identify open
neighborhoods of u and v in Mk(p, C) and Mℓ(C, q) with submanifolds W− ⊂ C
and W+ ⊂ C respectively using the evaluation map. Then an open subset of
Mm(p, q) is identified with W−×ψW+ (cf. equation (7.38)). By Lemma 7.19 there
exists R 7→ wR ∈Mm(p, q) such that limR→∞ wR = u and limR→∞ ψ2RwR = v. It
remains to show that the orientation of ∂RwR is − sign(u) sign(v).
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With alternative orientations as described in the last step we have
M˜m(p, q)′ = (M˜k(p, C)′ × R)×C M˜ℓ(C, q)′ .
Let G− = R
k (resp. G+ = R
ℓ) be the group of reparametrizations of M˜k(p, C)
(resp. M˜ℓ(C, q)). Pick an orientation onOr. We obtain an orientations of M˜k(p, C)
and a coorientation of M˜ℓ(C, q) → C. Hence an orientation on W− ⊂ C and a
coorientation on W+ ⊂ C such that M˜k(p, C)′ = G− × W− and M˜ℓ(C, q)′ =
G+ ×W+. Thus (cf. equation (7.38))
(−1)g+Mm(p, q)′ = (−1)g+w+(W−×R)×CW+ = (−1)g+w++w−W−×ψW+ . (9.11)
Similarly we conclude that
M(p, r)′ =W− ∩W s(r), M(r, q)′ = (−1)g+w+Wu(r) ∩W+ .
Hence we have signu = (−1)∆(u)ε0 with ε0 is the orientation of u as an element in
the intersectionW−∩W s(r) and sign v = (−1)∆(v)+gw+ε1 with ε1 is the orientation
of v as an element in the intersection Wu(r)∩W+ . By Lemma 7.19 the orientation
of ∂RwR is
(−1)∆(w)+g+w++w−+g+ε0ε1 = (−1)∆(w)+∆(u)+∆(v)+w−+g+ signu signv .
We have ∆j(u) = ∆j(w) for all j = 1, . . . , k − 1. Moreover µ(r) = w− = ∆k(w).
By definition we have the recursive formula for all j = 1, . . . ,m− 1
∆j(w) = ∆j−1(w) + µ(wj) +
1
2
(
dim Twj(∞)L0 ∩ L1 − dimTwj(−∞)L0 ∩ L1
)
and similarly for ∆j(v). Since for all j = 1, . . . , ℓ− 1 the index of vj is the same as
wj+k and the asymptotics lie on the same connected components we have ∆j(v) =
∆j+k(w) − 1. We conclude that ∆(w) = ∆(u) + ∆(v) + w− + ℓ− 1 and
∆(w) + ∆(u) + ∆(v) + w− + g+ ≡ ℓ− 1 + g+ ≡ 1 mod 2 .
This shows the claim.
Step 5. For m ≥ 2. We show M1m(p, q)[0] ⊂ (−1) · ∂Mm(p, q)[1].
We have not yet constructed an orientation onM1m(p, q) so technically the state-
ment does not make sense on the level of oriented spaces. But our orientation al-
gorithm easily generalizes to give an orientation of the space M1m(p, q), if we leave
out the R-factor in (9.9) at the appropriate place. So we assume in the following
that the space M1m(p, q) is oriented in that way.
Also similarly as above we construct an orientation on M˜1m(p, q) via (9.10) in
which we omit the R-factor at the appropriate place. We obtain an alternative orien-
tation on the quotient and we denote the space equipped with the alternative orien-
tation by M1m(p, q)′. Given u ∈ M1m(p, q). Lets say we have uk(∞) = uk+1(−∞)
for some k = 1, . . . ,m − 1. Then the orientation as an element of M1m(p, q)′ is
changed with action of (−1)∆(u) where ∆(u) = ∆1(u)+ · · ·+∆m−1(u) and ∆j(u) =
dimT(u1,...,uj)Mj(p, Cj) if j < k, ∆k(u) = 0 and ∆j(u) = dimT(u1,...,uj)M1j(p, Cj)
if j > k. We identify Mk(p, C) as a submanifold W− ⊂ C and Mℓ(C, q) as a
submanifold W+ respectively. Hence by the same computation as (9.11) we have
Mm(p, q)′ = (−1)g++g+w++w−W− ×ψ W+ .
Similarly we conclude
M1m(p, q)′ = (−1)g+w+W− ∩W+ .
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We have signu = (−1)g+w++∆(u)ε, where ε is the sign of u seen as an element of
W−∩W+. A local construction gives a family R 7→ wR = (R,w−R , w+R) ∈W−×ψW+
with w0 = (0, u, u) (cf. Step 7 in the proof of Lemma 7.19). Moreover ∂RwR induces
an orientation on W− ×ψ W+ which is ε o where o is the canonical orientation on
W−×ψW+ (cf. Step 6 of the same proof). ForMm(p, q) the vector ∂RwR gives an
orientation that is changed by the action with
(−1)∆(w)+g++w−+∆(u) sign(u) .
We have ∆j(w) = ∆j(u) for all j = 1, . . . , k − 1, ∆k(w) = w−, ∆k(u) = 0 and
∆j(w) = ∆j(u) + 1 for all j = k + 1, . . . ,m − 1. We conclude that ∆(w) =
∆(u) + w− + ℓ − 2. Since g+ = ℓ and with the last equation the vector changes
orientation by sign(u). But since this time the vector ∂RwR points inward the
induced boundary orientation is − sign(u).
Step 6. For m ≥ 1. We have M1m+1(p, q) ⊂ ∂Mm(p, q)[1].
With oriented spaces as explained in the last step we have
M˜1m+1(p, q)′ = (M˜k(p, C−)′ × R)×C− M˜ ×C M˜ ×C+ (R× M˜ℓ(C+, q)) ,
M˜m(p, q)′ = (M˜k(p, C−)′ × R)×C− M˜ ×C+ ×(R× M˜ℓ(C+, q)) ,
with obvious evaluation maps. Let G = Rm (resp. G1 = Rm+1, G− = R
k and G+ =
Rℓ) be the reparametrization group of M˜m(p, q) (resp. M˜1m+1(p, q), M˜k(p, C−)
and M˜ℓ(C+, q)). Via the evaluation map we identify the quotientsMk(p, C−) and
Mℓ(C+, q) with submanifolds W ′− ⊂ C− and W ′+ ⊂ C+ respectively. Moreover we
embedW− = R×W ′− (resp.W+ = R×W ′+) into C− (resp. C+) via the Morse-flow.
We have
G1 ×M1m+1(p, q)′ = (−1)g+w+G− × (W− ×C− M˜ ×C M˜ ×C+ W+)×G+ ,
G×Mm(p, q)′ = (−1)g+w+G− × (W− ×C− M˜ ×C+ W+)×G+ .
Denoting the quotients of the terms inside the parentheses on the right-hand side
by M1(W−,W+) and M(W−,W+) respectively, we conclude that
M1m+1(p, q) = (−1)∆(u)+g+w+M1(W−,W+) ,
Mm(p, q) = (−1)∆(w)+g+w++g+M(W−,W+) .
By Theorem 7.1 we have M1(W−,W+) = (−1)g1 · ∂M(W−,W+) in which g1 = 1
is the dimension of the group of reparametrizations acting on the second factor of
M˜1(W−,W+). Thus
M1m+1(p, q) ⊂ (−1)∆(u)+∆(w)+g++g1∂Mm(p, q) .
Again we have ∆j(u) = ∆j(w) for all j = 1, . . . , k and ∆k(u) = 0. By the additivity
axiom for the Viterbo index µ(uk)+µ(uk+1) = µ(wk) and so ∆j(u) = ∆j−1(w) for
all j = k+ 1, . . . ,m. So ∆(u) +∆(w) = m− k− 1 = ℓ+ 1 mod 2. This shows the
claim because g+ = ℓ. 
9.3. Invariance. In this section we construct a canonical isomorphism
QH∗(L0, L1) ∼= QH∗(L0, ϕH(L1)) , (9.12)
for any clean Hamiltonian function H . The construction of the isomorphism is well-
known and goes along the lines of [42], [7], [24, Section 7] and [11]. The novelty
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we present here is the gluing analysis for cleanly intersecting Lagrangians and the
orientations.
Fix a vector field X ∈ C∞(Σ,Vect(M)) such that X(−s, ·) = X− and X(s, ·) =
X+ for all s ≥ 1. Moreover let J denote the space of almost complex structures
J ∈ C∞(Σ,End(TM,ω)) such that J(−s, ·) = J− and J(s, ·) = J+ for all s ≥ 2.
We abbreviate by I− (resp. I+) the space of perturbed intersection points of H−
(resp. H+), fix a Morse function f− (resp. f+) and denote the negative gradient
flow by ψ− (resp. ψ+) with respect to some sufficiently generic metric. For any
m ≥ 1, J ∈ J and submanifolds W− ⊂ I−, W+ ⊂ I+ we define the space
M˜m(W−,W+; J,X) := {(u1, . . . , um) ∈ C∞(Σ,M) | a) – f)} ,
as the space of tuples u = (u1, . . . , um) such that there exists k ∈ N and
a) the tuple (u1, . . . , uk−1) is a (J−, X−)-holomorphic pearl
b) the map uk is a (J,X)-holomorphic strip,
c) the tuple (uk+1, . . . , um) is a (J+, X+)-holomorphic pearl
d) all strips have boundary in (L0, L1),
e) there exists a−, a+ ≥ 0 such that ψa−− (uk−1(∞)) = uk(−∞) and also
ψ
a+
+ (uk(∞)) = uk+1(−∞),
f) we have u1(−∞) ∈W− and um(∞) ∈ W+.
The elements of M˜m(W−,W+; J,X) are called (J,X)-holomorphic pearl trajectories
with m cascades connecting W− to W+. If in particular W− = W
u(p) and W+ =
W s(p) for critical points p ∈ crit f− and q ∈ crit f+, we abbreviate
M˜m(p, q; J,X) := M˜m(Wu(p),W s(q); J,X) ,
with elements called (J,X)-holomorphic pearl trajectories with m cascades connect-
ing p to q.
9.3.1. Transversality. For m ∈ N and a connected component C− ⊂ I− abbreviate
the space M˜−m := M˜m(W−, C−; J−, X−) and the evaluation map
ev− : R× M˜−m → C−, (a, u1, . . . , um) 7→ ψa(um(∞)) .
Similarly given C+ ∈ I+ let M˜+m := M˜m(C+,W+; J+, X+) equipped with the
evaluation map
ev+ : R× M˜+m → C+, (a, u1, . . . , um) 7→ ψa(u1(−∞)) .
Assume that W− and W+ are chosen such that J− is regular for X− and W− and
J+ is regular for X+ and W+ (cf. Definition 6.9). We call J regular if it is regular
for X and the above evaluation maps for any connected components, i.e. the fibre
product
(R+ × M˜−k )×C− M˜(C−, C+; J,X)×C+ (R− × M˜+ℓ )
is cut-out transversely with R+ = [0,∞) and R− = (−∞, 0] for any connected
components C− and C+ and integers k and ℓ. We show in Theorem 6.5 that the
subspace of regular almost complex structures in J is comeager and we fix a regular
J ∈ J for the rest of the section. Obviously the space M˜m(W−,W+; J,X) is the
union of the fibre product over all connected components and integers k, ℓ such that
k+ ℓ = m− 1 and every connected component of it is a manifold with corners. We
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conclude with a computation similarly as in the proof of Lemma 9.2 the dimension
of the component in M˜m(W−,W+; J,X) contain the element u is
dimW− + dimW+ − 1
2
dimC0 − 1
2
dimCm +m− 1 + µ(u) ,
in which C0 ⊂ I− is the connected component containing u1(−∞) and Cm ⊂ I+
is the connected component containing um(∞) respectively. There is a free Rm−1-
action on the space M˜m(p, q; J,X) given by reparametrizations and we denote the
corresponding quotient by Mm(p, q; J,X). Since J is fixed, we omit the reference
to it and write Mm(p, q) to denote the space Mm(p, q; J,X). Moreover for some
ℓ, d ∈ N0 we denote by Mm(p, q)[d] the union of all d-dimensional components and
Mℓm(p, q) the union of all elements of depth ℓ.
9.3.2. Compactness. A broken (J,X)-holomorphic pearl trajectory connecting p to
q of height k is a tuple of pearl trajectories (v1, . . . , vk) such that vi is a (Ji, Xi)-
holomorphic pearl connecting pi to pi+1 for all i = 1, . . . , k − 1 for critical points
p = p1, . . . , pℓ ∈ crit f−, pℓ+1, . . . , pm = q ∈ crit f+ for some ℓ ≤ k and we have
(Ji, Xi) =

(J−, X−) if i = 1, . . . , ℓ− 1
(J,X) if i = ℓ
(J+, X+) if i = ℓ+ 1, . . . , k .
Completely analogous to the case without the Hamiltonian perturbations we define
the notion of Floer-Gromov convergence, prove that the space Mm(p, q)[0] is finite
and Mm(p, q)[1] is compact up to breaking of height two, i.e. the Floer-Gromov
boundary consists of the union of
• M1m(p, q)[0],
• M1m+1(p, q)[0],
• Mk(p, r−)[0] ×Mℓ(r−, q)[0] for all r− ∈ crit f− and such that k + ℓ = m,
• Mk(p, r+)[0] ×Mℓ(r+, q)[0] for all r+ ∈ crit f+ and such that k + ℓ = m.
9.3.3. Orientations. Let Mm(p, q)[1] be the Floer-Gromov compactification of the
space Mm(p, q)[1] and define
M#(p, q) :=
⋃
m∈N
Mm(p, q)[1]/ ∼ ,
as disjoint union with double boundary points identified.
Definition 9.9. Orientations of the spaces M(p, q)[0] for all p ∈ crit f− and q ∈
crit f+ are coherent, if there exists an orientation onM#(p, q) such that its oriented
boundary is given by the union of
• (−1)·Mk(p, r−)[0]×Mℓ(r−, q)[0] for all r− ∈ crit f− and such that k+ℓ = m,
• Mk(p, r+)[0] ×Mℓ(r+, q)[0] for all r+ ∈ crit f+ and such that k + ℓ = m.
We construct orientations on the spaces Mm(p, q) completely analogous as de-
scribed in the paragraph before Lemma 9.8. A little more precisely we construct
the orientation recursively using the fibre-product (9.9) and replace M˜1(C′, C)
in the expression with M˜1(C′, C; J−, X−), M˜1(C′, C; J,X) or M˜1(C′, C; J+, X+)
appropriately.
Lemma 9.10. The orientations on ∂M#(p, q) are coherent.
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Proof. The proof follows the steps from the proof of Lemma 9.8.
• To show Mm(p, r+)[0] × M0(r+, q)[0] ⊂ (−1) · ∂Mm(p, q)[1] proceed as
Step 3.
• To show M0(p, r−)[0] ×Mm(r−, q)[0] ⊂ ∂Mm(p, q)[1] proceed as in Step 2
but now the dimension of the group of reparametrizations is g = m− 1.
• To show Mk(p, r−)[0] ×Mℓ(r−, q)[0] ⊂ ∂Mm(p, q)[1] for r− ∈ crit f− and
k 6= 0 proceed as in Step 4. Now the dimension of the reparametrization
group on the right is g+ = ℓ− 1.
• To show Mk(p, r+)[0] ×Mℓ(r+, q)[0] ⊂ (−1) · ∂Mm(p, q)[1] for r+ ∈ crit f+
and ℓ 6= m proceed as in Step 4 but now the dimension of the group of
reparametrization on the right is g+ = ℓ.
• To showMk(p, C)×C Mℓ(C, q)[0] ⊂ ∂Mm(p, q)[1] if C ⊂ I− proceed as in
Step 5 with g+ = ℓ− 1.
• To showMk(p, C)×CMℓ(C, q)[0] ⊂ (−1) ·∂Mm(p, q)[1] if C ⊂ I+ proceed
as in Step 5 with g+ = ℓ.
• To show Mk+1(p, C) ×C Mℓ+1(C, q)[0] ⊂ (−1) · ∂Mm(p, q)[1] for C ⊂ I−
proceed as in Step 6 with g+ + g1 = ℓ.
• To showMk+1(p, C)×CMℓ+1(C, q)[0] ⊂ ∂Mm(p, q)[1] for C ⊂ I+ proceed
as Step 6 with g+ + g1 = ℓ+ 1.
The above steps show that the orientation onM#(p, q) induced by (−1)·Mm(p, q)[1]
is well-defined and shows that the orientations are coherent. 
9.3.4. Chain map. Define the Λ-linear homomorphism
Cχ∗(J,X) : CH∗(L0, L
−
1 )→ CH∗(L0, L+1 )
p 7→
∑
q∈crit f+
∑
[u]∈M(p,q)[0]
sign(u) · q ⊗ λ(|q|−|p|)/N .
Because the orientations are coherent the homomorphism Cχ∗(J,X) is a chain map.
To see that we have to show Cχ∗−1 ◦ ∂∗ = ∂∗ ◦ Cχ∗. By definition the coefficient
of Cχ∗−1(∂∗p)− ∂∗(Cχ∗p) in front of q ∈ crit f+ is given by∑
signu0 signu1 − sign v0 sign v1 ,
with summation over all tuples (u0, u1) ∈ M(p, r−)[0] ×M(r−, q)[0] and (v0, v1) ∈
M(p, r+)[0]×M(r+, q)[0] and all critical points r− ∈ crit f− and r+ ∈ crit f+. Since
the summation agrees with the summation of the signs of the oriented boundary
points of M#(p, q) it vanishes. Having established that Cχ∗(J,X) is a chain map
we denote the induced map on homology by
χ∗(J,X) : QH∗(L0, L
−
1 )→ QH∗(L0, L+1 ) . (9.13)
9.3.5. Naturality.
Lemma 9.11. The homomorphism χ∗(J,X) does not depend on the choice of X
and J .
Corollary 9.12. The map (9.13) is the identity if L−1 = L
+
1 , J− = J+ and f− =
f+.
Proof. By Lemma 9.11 we are free to choose X and J . Choose X and J which
are R-invariant. Then there is an additional free R-action on the space of tuples
(u1, . . . , um) in Mm(p, q) with uk non-constant. Thus such tuples are not counted
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in the definition of the morphism χ(J,X). This shows that χ(J,X) is the identity
on chain level. 
Proof of Lemma 9.11. Let (Xa, Ja) and (Xb, Jb) be two different choices. Fix a
map X ∈ C∞([a, b] × Σ,Vect(M)) such that X(a, ·) = Xa, X(b, ·) = Xb and
X(R,±s, ·) = XR(±s, ·) = X± for all s ≥ 1 and R ∈ [a, b]. We abbreviate by J
the space of J ∈ C∞([a, b] × Σ,End(TM,ω)) such that J(a, ·) = Ja, J(b, ·) = Jb
and J(R,±s, ·) = JR(±s, ·) = J± for all s ≥ 2 and R ∈ [a, b]. For critical points
p ∈ crit f−, q ∈ crit f+ a natural number m ∈ N and J ∈ J we define the space
M˜m(p, q; J,X) ,
as the space of pairs (u,R) where R ∈ [a, b] and u is a (JR, XR)-holomorphic pearl
trajectory connecting p to q. The space M˜m(p, q; J,X) is equally defined as the
union of the fibre products
(R+ × M˜−k−1 ×C− M˜1(C−, C+; J,X)×C+ (R− × M˜+ℓ ) ,
over all possible connected components C−, C+ and with k + ℓ = m. We say
that J is regular if it is regular with respect to X (cf. Definition 6.3) and for any
connected components and critical points the fibre product is cut-out transversely.
We conclude by Theorem 6.5 that a generic J ∈ J is regular and we fix such a
regular J . The components of the the space M˜m(p, q; J,X) are manifolds with
corners. We compute the dimension of a component containing (R, u) to be
µ(u) + µ(p)− µ(q) +m− 1
2
dimC0 +
1
2
dimCm , (9.14)
in which again C0 ⊂ I− (resp. Cm ⊂ I+) denotes the connected component con-
taining p (resp. q). The group of reparametrizations is Rm−1 and we denote the
quotient byMm(p, q; J,X). With the same arguments and notations as in the sec-
tions above we show thatMm(p, q; J,X)[0] is finite and the Floer-Gromov boundary
of Mm(p, q; J,X)[1] is given by broken trajectories of height at most two. More-
over we obtain orientations on the spaces constructed recursively using the fibre
product (9.9) in which M˜(C′, C) is given by M˜(C′, C; J−, X−), M˜(C′, C; J,X)
or M˜(C′, C′; J+, X+) appropriately. Let M#(p, q; J,X) be the disjoint union of
all the Floer-Gromov compactifications of Mm(p, q; J,X)[1] with double boundary
points identified. We say that orientations on the boundary of M#(p, q; J,X) are
coherent, if there exists an orientation on M#(p, q; J,X) such that its oriented
boundary is given by the union of
• (−1) · Mm(p, q; Ja, Xa)[0],
• Mm(p, q; Jb, Xb)[0],
• (−1)·Mk(p, r; J−, X−)[0]×Mℓ(r, q; J,X)[0] for all k+ℓ = m and r ∈ crit f−,
• Mk(p, r; J,X)[0] ×Mℓ(r, q; J+, X+)[0] for all k + ℓ = m and r ∈ crit f+.
If we show that the orientations are coherent we are done because, then we define
the Λ-linear homomorphism
Θ∗ : CH∗(L0, L
−
1 )→ CH∗+1(L0, L+1 )
p 7→
∑
q∈crit f+
∑
[u]∈M(p,q;J,X)[0]
sign(u) · q ⊗ λ(|q|−|p|−1)/N .
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Now since the orientations are coherent we conclude that Θ∗ is a chain homotopy
from Cχ∗(Ja, Xa) to Cχ∗(Jb, Xb), i.e.
∂∗ ◦Θ∗ −Θ∗−1 ◦ ∂∗ = Cχ∗(Ja, Xa)− Cχ∗(Jb, Xb) ,
which implies that the induced morphism on homology agree. 
Lemma 9.13. The orientations on ∂M#(p, q; J,X) are coherent.
Proof. Abbreviate ∂M := ∂Mm(p, q; J,X)[1]. The proof of coherence follows the
steps from the proof of Lemma 9.8.
• To showMm(p, r; J,X)[0]×M0(r, q; J+, X+)[0] ⊂ (−1) · ∂M proceed as in
Step 2,
• To showM0(p, r; J−, X−)[0]×Mm(r, q; J, x)[0] ⊂ ∂M proceed as in Step 3.
We have g = m− 1.
• To showMk(p, r; J−, X−)[0]×Mℓ(r, q; J,X)[0] ⊂ ∂M proceed as in Step 4.
We have g+ = ℓ− 1.
• To show Mk(p, r; J,X)[0] ×Mℓ(r, q; J+, X+)[0] ⊂ (−1) · ∂M proceed as in
Step 4. We have g+ = ℓ.
• We show Mm(p, q; Ja, Xa)[0] ⊂ (−1) · ∂M. For appropriate submani-
folds W− and W+ we have Mm(p, q; J,X) = M(W−,W+; J,X) as well
as Mm(p, q; Ja, Xa) = M(W−,W+; Ja, Xa). Fix some element (a, u) ∈
M(W−,W+; Ja, Xa). By the implicit function Theorem we obtain R 7→
(R,wR) with wa = u. Using notation as the proof of Proposition 7.18 in
case (C) we conclude that sign(u) = signD′R which equals the orientation
induced by the vector (1, ∂RwR) ∈ ker D̂R. Since (1, ∂RwR) points inward
the orientation of the boundary point is − sign(u).
• To show Mm(p, q; Jb, Xb)[0] ⊂ ∂Mm proceed as above but this time the
vector points outward.
• To show Mk(p, C; J−, X−) ×C Mℓ(C, q; J,X)[0] ⊂ ∂Mm with k + ℓ = m
proceed as in Step 5 with g+ = ℓ− 1,
• To showMk(p, C; J,X)×CMℓ(C, q; J+, X+)[0] ⊂ (−1) ·∂Mm(p, q; J,X)[1]
proceed as in Step 5 with g+ = ℓ,
• To show Mk+1(p, C; J−, X−) ×C Mℓ+1(C, q; J,X)[0] ⊂ (−1) · ∂M with
ℓ+ k = m− 1 proceed as in Step 6 with g+ + g1 = ℓ
• To show Mk+1(p, C; J,X) ×C Mℓ+1(C, q; J+, X+)[0] ⊂ ∂M with ℓ + k =
m− 1 proceed as in Step 6 with g+ + g1 = ℓ+ 1.
This shows the claim by putting the orientation on M#(p, q; J,X) induced by
(−1) ·Mm(p, q; J,X)[1] for any m ∈ N. 
9.3.6. Functoriality.
Lemma 9.14. We show that the map (9.13) is functorial, i.e. the map defined
in (9.13) gives rise to a commutative triangle
QH(L0, L1) //
,,
QH(L0, L2) // QH(L0, L3) ,
for any Lagrangians L0, L1, L2 and L3 such that L1, L2 and L3 are Hamiltonian
isotopic.
Corollary 9.15. The map (9.13) is an isomorphism.
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Proof. Using Lemma 9.14 we see that the map QH(L0, L
+
1 ) → QH(L0, L−1 ) is an
inverse to QH(L0, L
−
1 ) → QH(L0, L+1 ) since their composition is QH(L0, L−1 ) →
QH(L0, L
−
1 ) which by Corollary 9.12 is the identity. 
Proof of Lemma 9.14. Suppose that L1 = ϕH−(L), L2 = ϕH(L) and L3 = ϕH+(L)
for some Hamiltonians H−, H and H+ and a fixed Lagrangian L. We abbreviate
the perturbed intersection points I− := IH−(L0, L), I := IH(L0, L) and I+ :=
IH+(L0, L). Fix vector fields X0, X1 ∈ C∞(Σ,Vect(M)) such that X0(−s, ·) =
X− := XH− , X0(s, ·) = X1(−s, ·) = X := XH and X1(s, ·) = X+ := XH+ for all
s ≥ 1. Denote the Morse functions f−, f and f+ and paths of almost complex
structures J−∞, J∞ and J
+
∞ with respect to which the pearl homology groups are
defined. Denote by J be the space pairs (J0, J1) ⊂ C∞(Σ,End(TM,ω)) where
J0(−s, ·) = J−∞, J0(s, ·) = J1(−s, ·) = J∞ and J1(s, ·) = J+∞ for all s ≥ 2.
Given some J = (J0, J1) ∈ J critical points p ∈ crit f−, q ∈ crit f+ and a number
m ∈ N with m ≥ 2 we denote by
N˜m(p, q; J,X) ,
the space of tuples u = (u1, . . . , um) such that for some 1 ≤ k ≤ m− 1
a) the tuple (u1, . . . , uk) is a (J0, X0)-holomorphic pearl trajectory,
b) the tuple (uk+1, . . . , um) is a (J1, X1)-holomorphic pearl trajectory,
c) all trips have boundary in (L0, L),
d) there exists a ≥ 0 such that ψa(uk(∞)) = uk+1(−∞),
e) we have Wu(p) ∈ u1(−∞) and W s(q) ∈ um(∞).
As usual we conclude that for generic J each component of these spaces are mani-
folds with corners. The component containing the element u ∈ N˜m(p, q; J,X) has
dimension
µ(u) + µ(p)− µ(q) + 1
2
dimC0 − 1
2
dimCm +m− 1 .
The group of reparametrizations has dimensionm−2 and acts freely. With usual no-
tations as explained in the last sections we show that the quotient Nm(p, q; J,X)[0]
is finite and the Floer-Gromov boundary of Nm(p, q; J,X)[1] is given by breaking of
height at most two. Also the spaces are oriented using the algorithm given in the
paragraph before Lemma 9.8. We denote by N#(p, q; J,X) the disjoint union of
the Floer-Gromov compactification of Nm(p, q; J,X) over all m ∈ N2 with double
boundary points identified. We show as above that there exists an orientation on
N#(p, q; J,X) such that its oriented boundary is given by
• (−1) · Km(p, q; J,X)[0] (see definition below)
• Nk(p, r; J,X)[0] ×Mℓ(r, q; J+∞, X+)[0] for r ∈ crit f+ and k + ℓ = m,
• (−1) · Mk(p, r; J−∞, X−)[0] ×Nℓ(r, q; J,X)[0] for r ∈ crit f− and k + ℓ = m,
• Mk(p, r; J0, X0)[0] ×Mℓ(r, q; J1, X1)[0] for r ∈ crit f and k + ℓ = m.
Here Km(p, q; J,X) ⊂ N 1m(p, q; J,X) is the subspace of equivalence classes of tuples
(u1, . . . , um) such that uk is (J0, X0)-holomorphic, uk+1 is (J1, X1)-holomorphic
and uk(∞) = uk+1(−∞) for some k ∈ N.
Remark 9.16. The space Km(p, q; J,X)[0] appears as a boundary of the glued space
N#(p, q; J,X) because if we glue elements in Km(p, q; J,X)[0] we do not obtain
elements inside the space Nm−1(p, q; J,X)[1].
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We need to define another moduli space. For critical points p ∈ crit f−, q ∈
crit f+ and a number m ∈ N we denote by
M˜m(p, q; J,X) ,
the space of pairs (u,R) such that R ≥ 2 and u is a (JR, XR)-holomorphic pearl
trajectories connecting p− to p+ with glued structures XR = X0#RX1 and JR =
J0#RJ1 as defined in (6.6) and (6.7) respectively. By Theorem 6.5 we conclude that
for a generic J each connected component of the spaces is a manifold with corners.
The dimension of a component containing u is (9.14). The group of reparametriza-
tions has dimension m− 1 and acts freely. The quotient Mm(p, q; J,X)[0] is finite
and the Floer-Gromov boundary of Mm(p, q; J,X)[1] is give by broken trajectories
of height at most two. There also exists an orientation on the spaces as explained
in the paragraph before Lemma 9.8. Let M#(p, q; J,X) denote the union of all
Mm(p, q; J,X)[1] over m ∈ N with double boundary points identified. We show as
above there exists an orientation onM#(p, q; J,X) such that its oriented boundary
is given by
• (−1)·Mk(p, r; J−∞, X−)[0]×Mℓ(r, q; J,X)[0] for all r ∈ crit f− and k+ℓ = m,
• Mk(p, r; J,X)[0] ×Mℓ(r, q; J+∞, X+)[0] for all r ∈ crit f+ and k + ℓ = m,
• (−1) · Mm(p, q; JR, XR)[0] with R = 2,
• Km(p, q; J,X)[0] (which appears considering sequences (uν , Rν) with Rν →
∞).
We define the Λ-linear homomorphism
Θ∗ : CH∗(L0, L1)→ CH∗(L0, L3)
p 7→
∑
q∈crit f+
∑
[u]
signu · q ⊗ λ|q|−|p|−1 ,
in which the second summation is over all elements [u] in the space N (p, q; J,X)[0]
or M(p, q; J,X)[0]. If the orientations on ∂N#(p, q; J,X) and ∂M#(p, q; J,X)
are coherent, we conclude that Θ∗ is a chain-homotopy from the composition
χ(J1, X1) ◦ χ(J0, X0) to χ(JR, XR) with R = 2. Note that the boundary com-
ponents Km(p, q; J,X) appears in both spaces but with opposite signs. 
9.4. Spectral sequences. In this section we prove the main Theorem 1.1. Recall
that a spectral sequence is a sequence of complexes
(E1∗ , ∂), (E
2
∗ , ∂), . . .
such that Er+1∗
∼= ker ∂r/ im ∂r for all r ∈ N. We say that the spectral sequence
(Er∗ , ∂
r)r∈N collapses (at page r0) if there exists r0 ∈ N such that ∂r = 0 for all
r ≥ r0. In that case we have Er+1∗ ∼= Er∗ for all r ≥ r0 and we define E∞∗ := Er0∗ .
We say that a spectral sequence converges to the graded module H∗ if there exists
a filtration F on H∗ such that E∞∗ ∼=
⊕
pFpH∗/Fp−1H∗. If H∗ is a vector space
this always implies that E∞∗
∼= H∗ although the isomorphism is not canonical. The
spectral sequence is bigraded if there exists a decomposition Er∗ =
⊕
k+ℓ=∗E
r
k,ℓ for
all r ∈ N and the boundary operator ∂r has degree (i, j) if ∂r(Erk,ℓ) ⊂ Erk+i,ℓ+j . We
abbreviate a bigraded spectral sequence by E∗∗∗. For more details see [35].
LetN denote the minimal Maslov number of the pair (L0, L1) and τ be the mono-
tonicity constant. We decompose L0 ∩ L1 into connected components C1, . . . , Ck
and choose maps uj : [−1, 1]×[0, 1]→M , u(s, ·) ∈ P(L0, L1) such that uj(−1) = x1
and uj(1) = xj ∈ Cj . By concatenating to uj with path we assume without loss
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of generality that the caps up for all critical points p ∈ crit f we have caps up that
satisfy
A(up) =
∫
u∗pω ∈ [0, τN) . (9.15)
We call a pearl trajectory u connecting p to q local if µ(u) = µ(up)−µ(uq). Moreover
we define the local pearl chain complex CH loc∗ (L0, L1) as the free A-module over all
critical points p ∈ crit f graded by (9.1) and equipped with the boundary opera-
tor (9.2) without the λ factor and summation only over local trajectories. The next
lemma shows that local pearl homology, denoted QH loc(L0, L1), is well-defined.
Lemma 9.17. Let (uν) be a sequence of local pearl trajectories Floer-Gromov con-
verging to the broken trajectory v = (v1, . . . , vk). Then vi is local for all i = 1, . . . , k.
Proof. Let v¯i be cap of vi(∞) with 0 ≤
∫
v¯∗i ω < τN for all i = 1, . . . , k and v¯0 be
a cap of v1(−∞) with 0 ≤
∫
v¯∗0ω < τN . Define ki := µ(vi) + µ(v¯i−1)− µ(v¯i) for all
i = 1, . . . , k. We have to show that ki vanishes for all i = 1, . . . , k. Let mi denote
the number of cascades in vi and assume without loss of generality that mi ≥ 1
since otherwise vi is local by definition. By the integer axiom we have ki ∈ Z and
by monotonicity
τkiN =
mi∑
j=1
∫
v∗i,jω +
∫
v¯∗i−1ω −
∫
v¯∗i ω .
Due to the energy condition on the caps and the fact that vi consists of holomorphic
strips we have τkiN > −τN . Hence ki ≥ 0. Again by monotonicity and Floer-
Gromov convergence we have
τN
k∑
i=1
ki = E(v) +
∫
v¯∗0ω −
∫
v¯∗kω
= lim
ν→∞
E(uν) +
∫
v¯∗0ω −
∫
v¯∗kω
= τ
(
lim
ν→∞
µVit(u
ν) + µVit(v¯0)− µVit(v¯k)
)
= 0 .
This shows that
∑k
i=1 ki = 0. Since all ki are non-negative, this shows that ki = 0
for all i = 1, . . . , k. 
For convenience we restate the main theorem in its final form including the
statement about the orientations. Given two Lagrangian submanifolds L0, L1 ⊂M
such that L0 intersects L1 cleanly. We denote by C1, . . . , Ck the collection of all
connected components of L0 ∩ L1 that are connected to the path x∗ within P . If
(L0, L1) is relative spin, we choose a relative spin structure. For 1 ≤ j ≤ k we
denote by Lj the local system on Cj associated to the choice of the relative spin
structure (cf. Definition 8.13). Whenver (L0, L1) are not relative spin and A = Z2
we denote by Lj = Z2 in the next theorem.
Theorem 9.18. Suppose that L0, L1 ⊂ M are closed Lagrangian submanifolds in
clean intersection such that (M) holds. Denote by A a commutative unital ring.
If 2A 6= 0 we require addionally that the pair (L0, L1) is relative spin and chose a
relative spin structure. Then Floer homology is well-defined and there exists two
spectral sequences E∗∗∗ and E
loc,∗
∗∗ such that the following holds.
(i) The boundary operator of Er∗∗ and E
r,loc
∗∗ has degree (−r, r−1) for all r ∈ N.
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(ii) The first page of Eloc,∗∗∗ is given by
Eloc,1ij
∼=
{⊕
{ℓ|A(Cℓ)=ai}
Hi+j−µ(Cℓ)(Cℓ;Lℓ) if 1 ≤ i ≤ κ, j ∈ Z
0 if otherwise .
(iii) The sequence Eloc,∗∗∗ converges to a graded module HF
loc
∗ over A and we
have E1∗∗
∼= A[λ±1]⊗HF loc∗ with degλ = −N .
(iv) The sequence E∗∗∗ converges and we have⊕
i+j=∗
E∞ij
∼= HF∗(L0, L1) .
Here the right-hand side denotes the Floer-homology with respect to the
specific choice of the relative spin structure.
Proof. The proof is motivated by [8, proof of Theorem 5.2.A]. Let (C∗, ∂) =
(C∗(f) ⊗ Λ, ∂) denote the pearl-complex. A spectral sequence is canonically de-
termined by an increasing filtration, i.e. a sequence of subcomplexes (FkC∗)k∈Z
such that
· · · ⊂ Fk−1C∗ ⊂ FkC∗ ⊂ · · · ⊂ C∗, k ∈ Z . (9.16)
We construct a filtration by the degree of the Novikov variable. More precisely for
every k ∈ Z we define the free A-module
FkC∗ := 〈p⊗ λℓ | ℓ ≥ −k〉 .
Clearly the sequence (FkC∗)k∈Z satisfies (9.16). To show that (FkC∗)k∈Z is a
filtration, it remains to show that the modules are subcomplexes, i.e. ∂FkC∗ ⊂
FkC∗ for all k ∈ Z. By Λ-linearity of the boundary operator ∂ it suffices to check
this for k = 0. Moreover it suffices to check this on generators of the form p ⊗ 1
for some critical point p. Assume that the coefficient for ∂p in front of q ⊗ λℓ is
not zero. We need to show that ℓ ≥ 0. By definition there exists a rigid trajectory
u connecting the critical points p to q. We have two cases. In the first case u has
zero cascades. Then necessarily p and q lie on the same connected component and
ℓN = |p| − |q| + 1 = µ(p) − µ(q) + 1 = 0. Hence ℓ = 0 and we are finished. In
the second case u = (u1, . . . , um) has at least one cascade. Then by the dimension
formula of Lemma 9.2 and the definition of the grading (9.1) we have with connected
components C− and C+ of p and q respectively
m =
m∑
j=1
µ(uj) + µ(p)− µ(q)− 1/2 dimC− + 1/2 dimC+ +m− 1
=
m∑
j=1
µ(uj) + µ(up)− µ(uq) + |p| − |q| − 1 +m
=
m∑
j=1
µ(uj) + µ(up)− µ(uq)− ℓN +m .
By monotonicity we have
τℓN =
m∑
j=1
∫
u∗jω +
∫
u∗pω −
∫
u∗qω .
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Since uj is J-holomorphic
∫
u∗jω > 0 for all j and since by our choice (9.15) we
have
∫
u∗pω ≥ 0 and
∫
u∗qω > −τN we obtain τℓN > −τN . This shows that ℓ ≥ 0
and that we have truly defined a filtration.
We claim the filtration is bounded, i.e. for every m ∈ Z there exists k−, k+ ∈ Z
such that
0 = Fk−Cm ⊂ Fk−+1Cm ⊂ · · · ⊂ Fk+−1Cm ⊂ Fk+Cm = Cm ,
where FkCm := 〈p ⊗ λℓ | |p| − ℓN = m, ℓ ≥ −k〉. Indeed, define the integers
k− := ⌊(m −m)/N⌋ − 1 and k+ := ⌈(m −m)/N⌉, where m := minp∈crit f |p| and
m := maxp∈crit f |p|. For every p⊗ λℓ ∈ Cm we have
m = |p| − ℓN ≥ m− ℓN =⇒ ℓ ≥ (m−m)/N ≥ −k+ .
Hence p⊗ λℓ ∈ Fk+Cm and this shows Fk+Cm = Cm. On the other hand arguing
indirectly assume that there exists p⊗ λℓ ∈ Fk−Cm then
m = |p| − ℓN ≤ m− ℓN ≤ m+ k−N =⇒ (m−m)/N ≤ k− .
This gives the contradiction k− = ⌊(m−m)/N⌋− 1 < (m−m)/N ≤ k− and shows
Fk−Cm = {0}. We have deduced that the filtration is bounded.
The rest of the proof follows from standard algebraic arguments. Our main
reference here is [35]. In particular the next result is valid for any complex (C∗, ∂)
equipped with a bounded increasing filtration F and a boundary operator of degree
−1. For every p, q ∈ Z, r ∈ N we define
Zrp,q := FpCp+q ∩ ∂−1Fp−rCp+q−1,
Brp,q := FpCp+q ∩ ∂Fp+rCp+q+1,
Erp,q := Z
r
p,q/(Z
r−1
p−1,q+1 +B
r−1
p,q ) .
A simple computation shows ∂Zrp,q = B
r
p−r,q+r−1 ⊂ Zrp−r,q+r−1 and that ∂ induces
a morphism
∂r : Erp,q → Erp−r,q+r−1 . (9.17)
The proof of [35, Theorem 2.6] adapted to this setting shows that we obtain a
spectral sequence and moreover we have the isomorphisms
a) Er+1p,q
∼= ker (∂r : Erp,q → Erp−r,q+r−1) / im (∂r : Erp+r,q−r+1 → Erp,q),
b) E1p,q
∼= Hp+q(FpC∗/F p−1C∗, [∂]),
c) E∞p,q
∼= FpHp+q(C∗)/Fp−1Hp+q(C∗),
where FpHp+q(C∗) := im
(
Hp+q(FpC∗) → Hp+q(C∗)
)
and E∞p,q denotes E
r
p,q with
sufficiently large r. Coming back to our specific case, consider the index transfor-
mation
E˜rk,ℓ :=
{
Erk/N,ℓ+(N−1)k/N if k ∈ NZ ,
0 otherwise .
Then by (9.17) we have ∂r : E˜rk,ℓ → E˜rk−Nr,ℓ+Nr−1. We interpret that as the rN -th
boundary operator setting all other boundary operators to zero. This shows that
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E˜∗∗∗ is a homological spectral sequence (i.e. the r-th boundary operator has degree
(−r, r − 1)). To obtain the first page of E˜∗∗∗ we use b) and compute
E1p,q = Hp+q(FpC∗/Fp−1C∗, [∂]) ∼= Hp+q(C∗(f)⊗ 〈λ−p〉, ∂0 ⊗ 1)
∼= Hp+q−pN (C∗(f), ∂0)⊗ 〈λ−p〉 ,
where ∂0 : C∗(f) → C∗−1(f) is precisely the boundary operator of the local pearl
complex. Hence E1p,q
∼= QH locq+(1−N)p ⊗ 〈λ−p〉 ⇐⇒ E˜1k,ℓ = QH locℓ ⊗ 〈λ−p〉. This
shows the statement (iii) of Theorem 1.1.
We show statement (iv) of Theorem 1.1. Abbreviate H∗ := QH∗(L0, L1). By
invariance we have QH∗(L0, L1) ∼= HF∗(L0, L1) (cf. equation (9.12)). By c) and
we obtain an isomorphism of E∞∗
∼= ⊕p FpH∗/Fp−1H∗. It remains to show that
the graded module is isomorphic to H∗ even in the case when the ground ring A is
not a field. We define the valuation
ν : ker ∂ → Z ∪ {∞}, z 7→
{
∞ if z = 0
min{k ∈ Z | xk 6= 0} if z =
∑
k xk ⊗ λk 6= 0 .
Since ∂ is Λ-linear, the module ker ∂ is a Λ-module. In particular there is an
automorphism of ker∂ given by multiplication with λ. It is immediate from the
definition that for all z ∈ ker∂ and ℓ ∈ Z we have
ν(λℓz) = ℓ+ ν(z) . (9.18)
For every p ∈ Z we define
Z∞p := {z ∈ ker∂ | ν(z) ≥ −p} = ker∂ ∩ FpC∗ ,
B∞p := {z ∈ im ∂ | ν(z) ≥ −p} = im ∂ ∩ FpC∗ .
It is easy to see that FpH∗ ∼= Z∞p /B∞p . We abbreviate the quotient H¯∗ :=
F0H∗/F−1H∗ and define
φ : ker ∂ → H¯∗ ⊗ Λ, z 7→ [λ−ν(z)z]⊗ λν(z) .
To check that φ is well-defined, we need to see that λ−ν(z)z ∈ Z∞0 . But with (9.18)
this is obvious since ν(λ−ν(z)z) = −ν(z)+ ν(z) = 0. The morphism φ is surjective,
since every element of H¯∗⊗Λ is a linear combination of elements of the form [z]⊗λℓ
with ν(z) = 0 and such elements have the preimage λℓz. The kernel of φ is given
by im ∂, because z ∈ kerφ ⇐⇒ λ−ν(z)z ∈ im ∂ ⇐⇒ z ∈ im ∂. Hence φ induces
an isomorphism
H∗ ∼= H¯∗ ⊗ Λ . (9.19)
Restricting φ to Z∞p shows that we have the isomorphism FpH∗ ∼= H¯∗ ⊗ FpΛ,
where FpΛ := 〈λℓ | ℓ ≥ −p〉. Since the quotient FpΛ/Fp−1Λ = 〈λ−p〉 is free we
have FpH∗/F p−1H∗ ∼= H¯∗ ⊗ 〈λ−p〉. Together with c) and (9.19) we obtain the
statement.
We show statement (ii). The spectral sequence is constructed again by a filtra-
tion. This time we use the local pearl complex. Abbreviate by C∗ := CH
loc
∗ (L0, L1)
the local pearl complex. Define F jC∗ = 0 if j ≤ 0 and F jC∗ = C∗ if j ≥ κ + 1.
If 1 ≤ j ≤ κ define F jC∗ ⊂ C∗ to be the submodule generated by all critical
points p with A(up) ≤ aj . We need to show that this defines a filtration. By
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construction Fk−1C∗ ⊂ FkC∗. Given a critical point p with A(up) ≤ ak and sup-
pose that the coefficient of ∂p in front of q is not zero. We need to show that
A(uq) ≤ ak. There must exists a rigid local pearl u from p to q. If u has zero cas-
cades then p and q are on the same connected component and we are done because
then A(uq) = A(up) ≤ ak. If u = (u1, . . . , um) has at least one cascade, then since
the trajectory is local we have
0 =
m∑
j=1
µ(uj) + µ(up)− µ(uq) = τ−1
 m∑
j=1
∫
u∗jω −A(up) +A(uq)
 .
Since uj is non-constant and holomorphic we have
∫
u∗jω > 0 for all j and hence
ak ≥ A(up) =
m∑
j=1
∫
u∗jω +A(uq) > A(uq) . (9.20)
We have deduced that (FkC∗)k∈Z truly defines a filtration, which is evidently
bounded by construction. As above we obtain a spectral sequence Eloc,∗∗∗ with
first page given by
Eloc,1k,ℓ
∼= Hk+ℓ(FkC∗/Fk−1C∗, [∂]) .
The complex FkC∗/Fk−1C∗ is generated by critical points p such that A(up) =
ak and the boundary operator [∂] of p is ∂p projected to FkC∗/Fk−1C∗ (i.e. we
forget any critical points of lower action). Suppose that there exists a non-trivial
contribution of [∂]p in front of q. Then by definition there exists a trajectory
u connecting p to q. If u has at least one cascade we know by estimate (9.20)
that A(uq) 6= A(up). Hence trajectories connecting critical points with the same
action value are only Morse trajectories and hence [∂] is counting standard Morse
trajectories. Taking our orientation algorithm (cf. paragraph before Lemma 9.8)
and the degree-shift into account shows the claim. 
Appendix A. Estimates
A.1. Derivative of the exponential map. In the section we have collected es-
timates for the derivative of the exponential map of the Levi-Civita connection.
These results are well-known, yet we have always included the proofs, since we
have not found a good reference. Let M be a compact Riemannian manifold with
Levi-Civita connection ∇. The connection induces a splitting of the tangent space
Tξ(TM) at ξ ∈ TpM into horizontal and vertical space and we define the horizontal
and vertical lift
Lhor(ξ) : TpM → T horξ (TM), Lver(ξ) : TpM → T verξ (TM) .
Associated to the connection is an exponential map exp : TM → M . Using the
horizontal and vertical lifts we define the horizontal and vertical differential of the
exponential map at some ξ ∈ TpM
Ehorp (ξ) := dξ exp ◦Lh(ξ) : TpM −→ Texp(ξ)M ,
Everp (ξ) := dξ exp ◦Lv(ξ) : TpM −→ Texp(ξ)M .
Given a smooth curve u : (a, b)→M and a smooth vector field ξ ∈ Γ(u∗TM) along
u, we write uξ = expu ξ : (a, b) → M where uξ(x) = expu(x) ξ(x). With the above
definitions we have
∂xuξ = E
hor
u (ξ)∂xu+ E
ver
u (ξ)∇xξ . (A.1)
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Proposition A.1. For all ε > 0 there exists an universal constant c with the
following significance:
• Given vectors ξ, ξ′ ∈ TpM with |ξ| < ε, we have the estimates
|Ep(ξ)ξ′| ≤ c |ξ′| , |Ep(ξ)ξ′ −Πp(ξ)ξ′| ≤ c |ξ| |ξ′| ,
• Let u : (a, b) → M be a smooth curve and given vector fields ξ, ξ′ ∈
Γ(u∗TM) such that ‖ξ‖L∞ < ε then we have the estimates
|∇xEu(ξ)ξ′ − Eu(ξ)∇xξ′| ≤ c |ξ′| |ξ| (|∂xu|+ |∇xξ|) , (A.2)
where Πp(ξ) : TpM → Texp(ξ)M is the parallel transport along the geodesic curve
y 7→ expp(yξ) and Ep(ξ) denotes either Everp (ξ) or Ehorp (ξ).
Proof. By (A.1) the vector field Y (y) := Ep(yξ)ξ
′ is a Jacobi vector field along the
geodesic c : [0, 1] → M , y 7→ expp(yξ), i.e. solves the equation ∇y∇yY = R(c˙, Y )c˙
where R denotes the curvature tensor. Given any Jacobi field Y , we define the
function f : [0, 1]→ R, y 7→ |Y (y)|+ |∇yY (y)|. We have
f ′(y) ≤ |∇yY |+ |∇y∇yY | ≤ |∇yY |+ ‖R‖∞ |ξ|2 |Y | ≤ (1 + ‖R‖∞ ε2)f .
Hence f(y) ≤ c1f(0) with constant c1 := e(1+‖R‖ε2) and so
|Y (1)|+ |∇yY (1)| ≤ c1(|Y (0)|+ |∇yY (0)|) . (A.3)
Since the estimate holds for any Jacobi field Y we have in particular the estimates∣∣Ehor(ξ)ξ′∣∣ ≤ c1 |ξ′| and |Ever(ξ)ξ′| ≤ c1 |ξ′| as required.
We show the second inequality. We define the vector field X ∈ Γ(c∗TM) via
X(y) := Πp(yξ)Y (0) + yΠp(yξ)∇yY (0) .
Consider the function
f : [0, 1]→ R, f(y) := |Y (y)−X(y)|+ |∇yY (y)−∇yX(y)|+ c1ε ‖R‖ |ξ| |ξ′| .
We derive
f ′(y) ≤ |∇yY −∇yX |+ |∇y∇yY | ≤ |∇yY −∇yX |+ |R(c˙, Y )c˙| ≤ f(y) .
This shows that |Ep(ξ)ξ′ −Πp(ξ)ξ′| ≤ f(1) ≤ ef(0) = ec1ε ‖R‖ |ξ| |ξ′|.
We come to the third inequality. Define the map w(x, y) := expu(x) yξ(x) and
the family of geodesics cx := w(x, ·). The vector fields Y (x, y) = E(yξ(x))ξ′(x) and
Z(x, y) := E(yξ(x))∇xξ′(x) are vector fields along w which are Jacobi fields when
restricted to cx. We claim that there exists a uniform constant c2 such that
|∇y∇x∇yY −∇y∇yZ| ≤ c2 |ξ| |ξ′| (|∂xu|+ |∇xξ|) + ε2 ‖R‖ |∇xY − Z| . (A.4)
Indeed use (A.3) to show in particular that |∂xw| + |∇y∂xw| ≤ c1(|∂xu| + |∇xξ|)
and |Y |+ |∇yY | ≤ c1 |ξ′|. Abbreviate R(∂x, ∂y) = R(∂xw, ∂yw) etc. and estimate
|∇y∇x∇yY −∇y∇yZ|
≤ |R(∂y, ∂x)∇yY |+ |∇xR(∂y, Y )∂yw −R(∂y, Z)∂yw|
≤ |R(∂y, ∂x)∇yY |+ |∇xR(∂y, Y )∂yw −R(∂y,∇xY )∂yw|+ |R(∂y,∇xY − Z)∂yw|
≤ ‖R‖ |ξ| |∂xw| |∇yY |+ ‖∇R‖ |ξ|2 |∂xw| |Y |+ 2 ‖R‖ |ξ| |∇y∂xw| |Y |+
+ ‖R‖ |ξ|2 |∇xY − Z|
≤ c2 |ξ| |ξ′| (|∂xu|+ |∇xξ|) + ε2 ‖R‖ |∇xY − Z| .
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Define the function f : [0, 1]→M , where c3 := c2 + c21ε ‖R‖,
f(y) := |∇xY − Z|+ |∇x∇yY −∇yZ|+ c3 |ξ| |ξ′| (|∂xu|+ |∇xξ|) .
We derive using (A.4)
f ′(y) ≤ |∇y∇xY −∇yZ|+ |∇y∇x∇yY −∇y∇yZ|
≤ |R(∂y, ∂x)Y |+ |∇x∇yY −∇yZ|+ c2 |ξ| |ξ′| (|∂xu|+ |∇xξ|)+
+ ‖R‖ ε2 |∇xY − Z|
≤ (1 + ‖R‖ ε2)f(y) .
This shows that |∇xY − Z| ≤ f(1) ≤ c1f(0) = c1c3 |ξ| |ξ′| (|∂xu|+ |∇xξ|). 
Corollary A.2. There exists universal constants c and ε with the following signif-
icance. Given a smooth curve u : (a, b)→M and a vector field ξ ∈ Γ(u∗TM) such
that ‖ξ‖L∞ ≤ ε we have
|∂xuξ| ≤ c (|∂xu|+ |∇xξ|) , (A.5)
|∇xξ| ≤ c (|∂xu|+ |∂xuξ|) , (A.6)∣∣∂xuξ −Πuξu ∂xu∣∣ ≤ c (|∂xu| |ξ|+ |∇xξ|) . (A.7)
Moreover for all vector fields ξ, ξ′ ∈ Γ(u∗TM) with ‖ξ‖∞ + ‖ξ′‖∞ < ε we have∣∣ exp−1uξ expu ξ′ −Πuξu ξ′∣∣ ≤ c |ξ| , (A.8)∣∣∇x exp−1uξ expu ξ′ −Πuξu ∇xξ′∣∣ ≤ c (|∂xu| |ξ|+ |∇xξ|) . (A.9)
Proof. Estimate (A.5) follows by the first inequality of Proposition A.1 and (A.1).
We show the estimate (A.6). By the second inequality of Proposition A.1 we have
an universal constant c1 such that∣∣
1−ΠuuξEveru (ξ)
∣∣ = ∣∣Πuξu − Everu (ξ)∣∣ ≤ c1 |ξ| .
If |ξ| < 1/2c1 then the operator Everu (ξ) is invertible with inverse
∑
k≥0(1 −
ΠuuξE
ver
u )
k ◦Πuuξ which is bounded by 2. By (A.1) we have
|∇xξ| =
∣∣(Everu )−1Ehoru ∂su− (Everu )−1∂suξ∣∣ ≤ 2c1 |∂su|+ 2 |∂suξ| .
This shows the claimed bound.
Estimate (A.7) follows because after Proposition A.1 we estimate the norm of
∂xuξ −Πuξu ∂xu by ∣∣Ehoru (ξ)∂xu−Πuξu ∂xu∣∣+ |Everu (ξ)∇xξ| ,
which is bounded by O(1) |∂su| |ξ|+O(1) |∇xξ|.
For estimate (A.8) we define the curve w : (a, b) × [0, 1] → M , via w(x, y) :=
expu(x) yξ(x). If ξ
′, ξ are sufficiently small we define implicitly a vector field ζ along
w via
expu(x) ξ
′(x) = expw(x,y) ζ(x, y) ,
for all x ∈ (a, b) and y ∈ [0, 1]. Deriving the last equation by ∂y using (A.1) gives
Ehorw (ζ)∂yw + E
ver
w (ζ)∇yζ = 0 . (A.10)
Fix x ∈ (a, b) and define the function
f : [0, 1]→ R, y 7→ ∣∣ζ(x, y)−Πw(x,y)u(x) ξ′(x)∣∣ .
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By construction we have w(x, 0) = u(x), w(x, 1) = uξ(x), ζ(x, 0) = ξ
′(x) and
ζ(x, 1) = exp−1uξ(x) expu(x) ξ
′(x) for all x ∈ (a, b), which implies that f(0) = 0 and
that we have to estimate f(1). We compute using (A.10) and the mean-value
theorem omitting the arguments x, y whenever convenient∣∣ exp−1uξ expu ξ′ −Πuξu ξ′∣∣ = f(1) = ∂yf(y) ≤ |∇yζ| = ∣∣Everw (ζ)−1Ehorw (ζ)∂yw∣∣ ,
which is in particular bounded by O(1) |ξ|.
We show (A.9). By definition we have ζ(1) = exp−1uξ expu ξ
′ and after the mean-
value theorem
|∇xζ −Πwu∇xξ′| = ∂y |∇xζ −Πwu∇xξ′| ≤ |∇y∇xζ| ≤ |R(∂yw, ∂xw)ζ| + |∇x∇yζ| .
By (A.5) the first term on the right-hand side is in O(|∂xu| |ξ| + |∇xξ|). Hence it
suffices to estimate |∇x∇yζ|. Abbreviate Everw := Everw (ζ) and estimate
|∇x∇yζ| ≤ O(1) |Everw ∇x∇yζ| ≤
≤ O(1) |∇xEverw ∇yζ|+O(1) |(∇xEverw − Everw ∇x)∇yζ|
With (A.10) we have |∇yζ| ≤ O(1). By (A.2) the second term on the right-hand
side of the last estimate is in O(|∂xu| |ξ|+ |∇xξ|). We continue to estimate the first.
Using (A.10) again we have
|∇xEverw ∇yζ| =
∣∣∇xEhorw ∂yw∣∣ ≤ ∣∣(∇xEhorw − Ehorw ∇x)∂yw∣∣+O(1) |∇x∂yw| .
Again by (A.2) the first term is in O(|∂xu| |ξ| + |∇xξ|) and it suffices to bound
|∇x∂yw| = |∇y∂xw|.
|∇y∂xw| ≤
∣∣∇yEhorw (yξ)∂xu∣∣+ |∇yEverw (yξ)(y∇xξ)|
≤ O(1) |ξ| |∂xu|+O(1) |ξ| |∇xξ|+
∣∣Everw (yξ)∇xξ∣∣
≤ O(1)(|ξ| |∂xu|+ |∇xξ|) .
This shows the claim using the last four estimates. 
Corollary A.3. There exists constants c and ε with the following significance.
Given a point p ∈ M and two vectors ξ0, ξ1 ∈ TpM such that |ξ0| + |ξ1| < ε, then
we have
1/c |ξ0 − ξ1| ≤ dist
(
expp(ξ0), expp(ξ1)
) ≤ c |ξ0 − ξ1| . (A.11)
Moreover let u : [a, b]→M be a curve and ξ, ξ′ ∈ Γ(u∗TM) be a vector field along
u with ‖ξ‖∞ + ‖ξ′‖∞ < ε, then∣∣∇x exp−1uξ′ u−∇x exp−1uξ′ uξ∣∣ ≤ c( |ξ| |∂xu|+ |ξ| |∇xξ′|+ |∇xξ| ) . (A.12)
Proof. To show the estimate on the right-hand side of (A.11) set ξ(x) = (1−x)ξ0+
xξ1 and u(x) = p for all x ∈ [0, 1]. Then the inequality follows after integrating the
norm of ∂xuξ over [0, 1] and using estimate (A.5) of Corollary A.2.
To show the estimate on the left-hand side of (A.11) let c : [0, 1] → M be
the unique shortest geodesic from expp ξ0 to expp ξ1. We define the path of vectors
ξ : [0, 1]→ TpM via ξ(y) := exp−1p c(y). By the mean-value theorem we have a value
y ∈ [0, 1] such that ξ1 − ξ0 = ∇yξ(y) and hence after (A.6) there exists a uniform
constant c1 such that |ξ1 − ξ0| = |∇yξ(y)| ≤ c1 |∂yc| = c1dist
(
expp ξ0, expp ξ1
)
.
We show (A.12). Abbreviate the curve v := expu ξ
′ and define implicitly the
vector field ζ : [a, b]× [0, 1]→ v∗TM via
expv(x) ζ(x, y) = expu(x) yξ(y) .
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Deriving the equation by ∇x and by ∇y we get
Everv (ζ)∇xζ = Ehorv (yξ)∂xu+ yEveru (yξ)∇xξ − Ehorv (ζ)∂xv
Everv (ζ)∇yζ = Everu (yξ)ξ .
(A.13)
By construction we have ζ0 := ζ(·, 0) = exp−1v u and ζ1 := ζ(·, 1) = exp−1v uξ. Hence
after the mean-value theorem∣∣∇x exp−1v u−∇x exp−1v uξ∣∣ = |∇y∇xζ| ≤ |∇x∇yζ|+ |R(∂yu, ∂xu)ζ| .
Since u does not depend on y the last term vanishes and we are left to estimate the
norm of ∇x∇yζ. Abbreviate Ev = Evertv (ζ), then
|∇x∇yζ| ≤ O(1) |Ev∇x∇yζ| ≤ O(1) |(Ev∇x −∇xEv)∇yζ|+O(1) |∇xEv∇yζ| .
Via (A.2) the first term on the right-hand side is bounded by
|(Ev∇x −∇xEv)∇yζ| ≤ O(1) |∇yζ| |ζ| (|∂xv|+ |∇xζ|) ≤
≤ O(1) |ξ| (|∂xu|+ |∇xξ′|+ |∇xξ|) .
For the last estimate we have used (A.13). To show the claim it suffices to estimate
the norm of ∇xEv∇yζ = ∇xEveru (yξ)ξ. Abbreviate Everu (yξ) = Eu and estimate
|∇xEuξ| ≤ |(∇xEu − Eu∇x)ξ|+ |Eu∇xξ| ≤ O(1) |ξ| (|∂xu|+ |∇xξ|) +O(1) |∇xξ| .
This shows the claim using the last three estimates. 
The next corollary states that the distance between parallel geodesics is uni-
formly bounded by the distance of their starting point.
Corollary A.4. There exists positive constants ε and c such that given points
p, q ∈M and a vector ξ ∈ TpM satisfying dist (p, q) + |ξ| ≤ ε then we have
dist
(
expp ξ, expq Π
q
pξ
) ≤ c dist (p, q) .
Proof. Let u : [0, 1]→M be the unique shortest geodesic from p to q. Extend ξ to
a parallel vector field along u. Integrate the estimate (A.5) of Corollary A.2 over
[0, 1], using ∇xξ = 0 and that |∂xu| = dist (p, q). 
A.2. Parallel Transport. Let M be a compact Riemannian manifold equipped
with a metric connection ∇. For any curve γ : [a, b]→M , let
Π(γ) : Tγ(a)M → Tγ(b)M ,
denote the parallel transport along γ with respect to the connection ∇.
Lemma A.5. There exists a constant c such that for any map w : [0, 1]2 →M we
have
|Π(γ1)Π(u0)−Π(u1)Π(γ0)| ≤ c
∫
[0,1]2
|∂xw(x, y)| |∂yw(x, y)| dxdy .
with curves uτ = w(τ, ·) and γτ = w(·, τ) for τ = 0, 1.
Proof. Fix ξ0 ∈ Tw(0,0)M and define vector fields ξ, η ∈ Γ(w∗TM) along w such
that
∇xξ(x, y) = 0 , ∇xη(x, 0) = 0 ,
∇yξ(0, y) = 0 , ∇yη(x, y) = 0 ,
ξ(0, 0) = ξ0 , η(0, 0) = ξ0 .
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We have to estimate the norm of ξ(1, 1) − η(1, 1). Let R be the curvature tensor.
We have
∂y |∇xη(x, y)| ≤ |∇y∇xη| = |R(∂xw, ∂yw)η| ≤ ‖R‖∞ |∂xw| |∂yw| |ξ0| .
Then ∇xη(x, 0) = 0 and by integrating the last inequality we obtain
|∇xη(x, y)| ≤ ‖R‖∞ |ξ0|
∫ 1
0
|∂xw(x, y)| |∂yw(x, y)| dy .
We have ∂x |ξ − η| ≤ |∇xη| and integrate again using the last estimate and ξ(0, y)−
η(0, y) = 0 we show the claim. 
Lemma A.6. There exists a constant c such that for any curve w : [0, 1]2 → M
and section ξ ∈ Γ(w(·, 0)∗TM) we have
|∇xΠ(γx)ξ −Π(γx)∇xξ| ≤ c |ξ|
∫ 1
0
|∂xw(x, y)| |∂yw(x, y)| dy ,
with curves γx = w(x, ·) for x ∈ [0, 1].
Proof. Define ξ, η ∈ Γ(w∗TM) via
∇yξ(x, y) = 0, ∇yη(x, y) = 0 ,
ξ(x, 0) = ξ(x), η(x, 0) = ∇xξ(x) .
We compute
∂y |∇xξ − η| ≤ |∇y∇xξ| = |R(∂yw, ∂xw)ξ| ≤ ‖R‖∞ |∂xw| |∂yw| |ξ| .
Since ∇xξ(x, 0) = η(x, 0) the result follows by integration. 
Corollary A.7. There exists uniform constants ε and c such that for all curves
u : [0, 1]→M and vector fields ξ ∈ Γ(u∗TM) with ‖ξ‖∞ < ε we have
|Π(γ1)Π(u0)−Π(u1)Π(γ0)| ≤ c
∫ 1
0
|ξ| (|∂xu|+ |∇xξ|)dx .
with curves γx, uy : [0, 1] → M given by γx(y) = uy(x) := expu(x) yξ(x) for all
x, y ∈ [0, 1]. In particular if u0 and u1 are short geodesics we have
|Π(γ1)Π(u0)−Π(u1)Π(γ0)| ≤ c (dist (u0(0), u0(1)) + dist (u1(0), u1(1))) .
Proof. Define w(x, y) := γx(y). We have |∂yw| = |ξ| < ε. By Corollary A.2 there
exists constants c and ε such if |ξ| < ε we have |∂xw| ≤ c(|∂xu| + |∇xξ|) and
|∂xw| ≤ c(|∂xu0|+ |∂xu1|) . Then conclude by Lemma A.5. 
Corollary A.8. There exists constants ε and c such that for all curves u : [0, 1]→
M and vector fields ξ, ξ′ ∈ Γ(u∗TM) with ‖ξ‖∞ < ε we have
|∇xΠ(γx)ξ′ −Π(γx)∇xξ′| ≤ c |ξ| |ξ′| (|∂xu|+ |∇xξ|) ,
with curves γx : [0, 1]→M given by γx(y) := expu(x) yξ(x) for x, y ∈ [0, 1].
Proof. Define w(x, y) := γx(y). Conclude by Lemma A.6, |∂yw| = |ξ| and Corol-
lary A.2. 
A.3. Estimates for strips. For a smooth map u : R × [0, 1] → M consider the
differential operator Fu and its linearization Du given by equation (5.5) and (5.6)
respectively. In this section we establish auxiliary estimates for these operators.
We assume for simplicity that X ≡ 0.
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A.3.1. Pointwise estimates. For the following estimate ‖J‖C2 denotes the C2-norm
of the tensor J using the induced norm on End(TM) coming from the fixed Rie-
mannian metric on M . All universal constants are independent of J .
Lemma A.9. There exists universal constants c and ε such that for all smooth
maps u : R× [0, 1]→M and vector fields ξ ∈ Γ(u∗TM) with ‖ξ‖∞ < ε we have∣∣DuξΠuξu ξ′ −Πuξu Duξ′∣∣ ≤ c(1 + ‖J‖C2) (|ξ| |ξ′| |du|+ |∇ξ| |ξ′|+ |ξ| |∇ξ′|) . (A.14)
with uξ : R× [0, 1]→M defined by uξ(s, t) = expu(s,t) ξ(s, t).
Proof. We have to estimate the norm of
DuξΠ
uξ
u ξ
′ −Πuξu Duξ′ = ∇sΠuξu ξ′ −Πuξu ∇sξ′ + J(uξ)∇tΠuξu ξ′ −Πuξu J(u)∇tξ′
+
(
∇
Π
uξ
u ξ′
J(uξ)
)
∂tuξ −Πuξu (∇ξ′J(u)) ∂tu
Denote the norm of the successive differences of the right-hand side by T1, T2 and
T3. By Corollary A.8 we have a constant ε such that if |ξ| < ε then
T1 ≤ O(1) |ξ| |ξ′| (|∂su|+ |∇sξ|) .
Similarly
T2 ≤
∣∣J(uξ)∇tΠuξu ξ′ − J(uξ)Πuξu ∇tξ′∣∣++ ∣∣J(uξ)Πuξu ∇tξ′ −Πuξu J(u)∇tξ′∣∣
≤ ‖J‖∞
∣∣∇tΠuξu ξ′ −Πuξu ∇tξ′∣∣+ ‖∇J‖∞ |∇tξ′| |ξ|
≤ O(1) ‖J‖C2 |ξ| |ξ′| (|∂tu|+ |∇tξ|) + ‖J‖C2 |ξ| |∇tξ′| ,
and
T3 ≤
∣∣∣(∇Πuξu ξ′J(uξ)) (∂tuξ −Πuξu ∂tu)∣∣∣+
+
∣∣ (∇
Π
uξ
u ξ′
J(uξ)
)
Π
uξ
u ∂tu−Πuξu (∇ξ′J(u)) ∂tu
∣∣
≤ ‖∇J‖∞ |ξ′|
∣∣∂tuξ −Πuξu ∂tu∣∣+ ‖∇(∇J)‖∞ |ξ′| |ξ| |∂tu|
≤ O(1) ‖J‖C2 (|∂tu| |ξ| |ξ′|+ |ξ′| |∇tξ|) .
This shows the claim. 
Lemma A.10. There exists universal constants c and ε such that for all smooth
u : R × [0, 1] → M we have and vector fields ξ, ξ′ ∈ Γ(u∗TM) with ‖ξ‖∞ < ε we
have
|dFu(ξ)ξ′ −Duξ′| ≤ c(1 + ‖J‖C2) (|du| |ξ| |ξ′|+ |∇ξ| |ξ′|+ |ξ| |∇ξ′|) .
Proof. For τ ∈ R small enough denote uξτ := expu(ξ + τξ′), uξ := expu ξ and the
vector field ητ := Fu(ξ + τξ′). By definition we have Πuξτu ητ = Πuξτu Fu(ξ + τξ′) =
∂Juξτ and after deriving that equation covariantly for τ and restricting to τ = 0
we obtain
Duξ (E
ver
u (ξ)ξ
′) = ∇τΠuξτu ητ
∣∣
τ=0
= ∇τΠuξτu ητ −Πuξτu ∂τητ
∣∣
τ=0
+Π
uξ
u dFu(ξ)ξ′ .
For the second identity we just added zero and used that by definition ∂τητ |τ=0 =
dFu(ξ)ξ′. Hence
|dFu(ξ)ξ′ −Duξ′| =
∣∣Πuξu dFu(ξ)ξ′ −Πuξu Duξ′∣∣
≤ ∣∣∇τΠuξτu ητ −Πuξτu ∂τητ |τ=0∣∣+ ∣∣DuξEveru (ξ)ξ′ −Πuξu Duξ′∣∣ . (A.15)
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To estimate the first term of the right-hand side, we use corollaries A.8 and A.2∣∣∇τΠuξτu ητ −Πuξτu ∂τητ |τ=0∣∣ ≤ O(1) |∂τuξτ | |ξτ | |ητ | ∣∣τ=0 ≤ O(1) |ξ′| |ξ| ∣∣∂Ju∣∣
≤ O(1) |ξ′| |ξ| (1 + ‖J‖∞) |du| (A.16)
We now focus on the second summand of the right-hand side of (A.15). The
differene DuξE
ver
u (ξ)ξ
′ −Πuξu Duξ′ equals
∇sEveru (ξ)ξ′ −Πuξu ∇sξ′ + J(uξ)∇tEveru (ξ)ξ′ −Πuξu J(u)∇tξ′
+
(∇Everu (ξ)ξ′J(uξ)) ∂tuξ −Πuξu (∇ξ′J(u)) ∂tu .
Denote the norm of the successive differences of the right-hand side by T1, T2 and
T3. By Proposition A.1 and Corollary A.2 we have a constant ε > 0 such that if
|ξ| < ε
T1 ≤ |∇sEveru (ξ)ξ′ − Everu (ξ)∇sξ′|+
∣∣Everu (ξ)∇sξ′ −Πuξu ∇sξ′∣∣
≤ O(1) |ξ′| (|∂su| |ξ|+ |∇sξ|) +O(1) |ξ| |∇sξ′| ,
Abbreviate E(ξ)ξ′ = Everu (ξ)ξ
′) and estimate using Proposition A.1 and Corol-
lary A.2
T2 ≤
∣∣J(uξ)∇tE(ξ)ξ′ − J(uξ)Πuξu ∇tξ′∣∣+ ∣∣J(uξ)Πuξu ∇tξ′ −Πuξu J(u)∇tξ′∣∣
≤ ‖J‖∞
∣∣∇tE(ξ)ξ′ −Πuξu ∇tξ′∣∣+ ‖∇J‖∞ |ξ| |∇tξ′|
≤ O(1) ‖J‖∞ |ξ′| (|∂tu| |ξ|+ |∇tξ|) + ‖J‖C1 |ξ| |∇tξ′| .
and
T3 ≤
∣∣(∇E(ξ)ξ′J(uξ)) ∂tuξ − (∇E(ξ)ξ′J(uξ))Πuξu ∂tu∣∣+
+
∣∣∣(∇E(ξ)ξ′J(uξ))Πuξu ∂tu− (∇Πuξu ξ′J(uξ))Πuξu ∂tu∣∣∣+
+
∣∣∣(∇Πuξu ξ′J(uξ))Πuξu ∂tu−Πuξu (∇ξ′J(u)) ∂tu∣∣∣
≤ ‖∇J‖∞ |E(ξ)ξ′|
∣∣∂tuξ −Πuξu ∂tu∣∣+ ‖∇J‖∞ ∣∣E(ξ)ξ′ −Πuξu ξ′∣∣ |∂tu|+
+
∥∥∇2J∥∥
∞
|ξ′| |ξ| |∂tu|
≤ O(1) ‖∇J‖∞ |ξ′| (|∂tu| |ξ|+ |∇tξ|) + ‖∇J‖∞ |ξ| |ξ′| |∂tu|+
+
∥∥∇2J∥∥
∞
|ξ′| |ξ| |∂tu|
≤ O(1)(1 + ‖J‖C2) (|ξ| |ξ′| |∂tu|+ |ξ′| |∇tξ|) .
Putting everything together we obtain the result by the last three estimates and
estimate (A.16) plugged into the identity (A.15). 
A.3.2. Sobolev estimates. Here we have collected estimates for the weighted Sobolev
norms. For any a < b consider the domain Σba := [a, b] × [0, 1]. We also abbrevi-
ate the half-open strips Σ∞a = [a,∞) × [0, 1] and Σb−∞ = (−∞, b] × [0, 1]. The
next lemma states that functions on Σba satisfy a Sobolev estimate with a constant
independent of a and b as long as the strip is long enough.
Lemma A.11. For all constants p > 2, a and b with possibly a = −∞ or b = ∞
satisfying b− a ≥ 1 and all functions f ∈ H1,p(Σba,R) we have
‖f‖C0(Σba) ≤
4p
p− 2
(∫
Σba
|f |p + |df |p dsdt
)1/p
.
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Proof. It suffices to show the estimate for any given smooth function f : Σba → R.
Fix an arbitrary z = s + it ∈ Σba. An easy geometric observation shows there
exists s0 ∈ R such that |s− s0| < 1 and Σs0+1s0 ⊂ Σba. We have for every z′ ∈
[s0, s0 + 1]× [0, 1]
f(z) = f(z′) +
∫ 1
0
df(θz + (1− θ)z′)[z − z′]dθ .
Integrate z′ over Σs0+1s0 := [s0, s0 + 1] × [0, 1] and estimate using |z − z′| < 2 and
the Ho¨lder inequality
|f(z)| ≤
∫
Σ
s0+1
s0
|f(z′)| dz′ + 2
∫ 1
0
∫
Σ
s0+1
s0
|df(θz + (1 − θ)z′)| dz′dθ
≤ ‖f‖Lp + 2
∫ 1
0
(∫
Σ
s0+1
s0
|df(θz + (1− θ)z′)|p dz′
)1/p
dθ
= ‖f‖Lp + 2
∫ 1
0
(∫
(1−θ)Σ
s0+1
s0
+θz
|df(zˆ)|p
(1 − θ)2 dzˆ
)1/p
dθ
≤ ‖f‖Lp + 2 ‖df‖Lp
∫ 1
0
(1− θ)−2/pdθ
≤ 2p
p− 2 (‖f‖Lp + ‖df‖Lp) ≤
4p
p− 2 ‖f‖H1,p .
This shows the claim by taking the supremum over all z 
Lemma A.12. For all p > 2, there exists a constant c such that for all strips
u ∈ B1,p;δ(C−, C+), vector fields ξ ∈ TuB1,p;δ and R ≥ 1 we have
‖ξ‖∞ ≤ c ‖ξ‖1,p;δ , ‖∇ξ‖p;δ ≤ c(1 + ‖du‖p;δ) ‖ξ‖1,p;δ
‖ξ‖∞ ≤ c ‖ξ‖1,p;δ,R , ‖∇ξ‖p;δ,R ≤ c(1 + ‖du‖p;δ,R) ‖ξ‖1,p;δ,R ,
(A.17)
in which the norm ‖·‖1,p;δ,R is defined in (7.7).
Proof. The proof is given in [5, Lemma 10.8] and [5, Lemma 10.9]. For some vector
field ξ ∈ Γ(u∗TM) we have the inequality
|d |ξ|| = |〈∇ξ, ξ〉| / |ξ| ≤ |∇ξ| . (A.18)
For any (s, t) ∈ Σ∞0 we have by Lemma A.11
|ξ|p ≤ 2p(∣∣ξ − Π̂uu(∞)ξ(∞)∣∣p + |ξ(∞)|p )
Then by estimate (A.18) and since eδ|s| ≥ 1 we have
|ξ|p ≤ O(1)
∫
Σ∞0
∣∣ξ − Π̂uu(∞)ξ(∞)∣∣p + ∣∣d∣∣ξ − Π̂uu(∞)ξ(∞)∣∣∣∣pdsdt + 2p |ξ(∞)|p
which is easily bounded by O(1) ‖ξ‖1,p;δ. Similarily we proceed for the negative
end and for Σ2R−2R appearing in norm ‖ · ‖1,p;δ,R. Note that the Sobolev constant of
Σ2R−2R is independent of R by Lemma A.11. This shows the two inequalities on the
left-hand side of (A.17).
For the two inequalities on the right-hand side we use Corollary A.8 to see that
the norm of ∇ξ is bounded by∣∣∇(ξ − Π̂uu(∞)ξ(∞))∣∣+ ∣∣∇Π̂uu(∞)ξ(∞)∣∣ ≤ ∣∣∇(ξ − Π̂uu(∞)ξ(∞))∣∣+ c3 |du| |ξ(∞)| .
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Multiply the estimate with eδ|s|, use the inequality (a + b)p ≤ 2p(ap + bp) for all
positive a, b and integrate over Σ∞0 to conclude that there exists a constant c4 such
that∫
Σ∞0
|∇ξ|p eδ|s|pdsdt
≤ c4
∫
Σ∞0
∣∣∇(ξ − Π̂uu(∞)ξ(∞))∣∣peδ|s|pdsdt+ c4 |ξ(∞)|p ∫
Σ∞0
|du|p eδ|s|pdsdt .
Similar we proceed with the negative end and Σ2R−2R. This shows the claim. 
Lemma A.13. For all p > 2, there exists a constant c such that for all δ ≥ 0,
strips u ∈ B1,p;δ(C−, C+), vector fields ξ ∈ TuB1,p;δ and s ≥ 0 we have∥∥ξ − Π̂uu(∞)ξ(∞)∥∥C0([s,∞]×[0,1]) ≤ ce−δs ‖ξ‖1,p;δ .
A similar estimate holds for the negative end.
Proof. A proof is given in [5, Lemma 4.4]. Abbreviate ξ+ := ξ − Π̂uu(∞)ξ(∞).
By Lemma A.6, the Sobolev estimate A.11 and estimate (A.18) we have uniform
constants c1 and c2 such that∣∣eδsξ+∣∣p ≤ c1 ∫
Σ∞s
(∣∣ξ+∣∣p + ∣∣d ∣∣ξ+∣∣∣∣p) eδσdσ ≤ c2 ‖ξ‖p1,p;δ .
This shows the claim after multiplying with e−pδs on both sides and taking the p-th
root. 
Corollary A.14. There exists constant ε and c such that for all elements u ∈
B1,p;δ(C−, C+) and smooth vector fields ξ, ξ′ ∈ Γ(u∗TM) such that ‖ξ‖∞ < ε we
have ∥∥DuξΠuξu ξ′ −Πuξu Duξ′∥∥p;δ ≤ c(1 + ‖J‖C2)(1 + ‖du‖p;δ) ‖ξ‖1,p;δ ‖ξ′‖1,p;δ .
Proof. Integrate the pointwise estimate from Lemma A.9 and then use the Sobolev
estimates from Lemma A.12. A completely similar argument appears in the proof
of Lemma 7.8. 
Corollary A.15. There exists a constant c such that for all u ∈ B1,p;δ(C−, C+)
and ξ ∈ TuB1,p;δ we have
‖Duξ‖p;δ ≤ c(1 + ‖J‖C2)(1 + ‖du‖p;δ) ‖ξ‖1,p;δ .
Proof. By definition of the operator Du we have the point-wise estimate
|Duξ| ≤ (1 + ‖J‖∞) |∇ξ|+ ‖J‖C1 |ξ| |du| .
Now integrate the estimate and use the estimates given in Lemma A.12. 
Lemma A.16. There exists a constant ε > 0 such that for all elements u ∈
B1,p;δ(C−, C+) and ξ ∈ Γ(u∗TM) with uξ = expu ξ ∈ B1,p;δ(C−, C+) and ‖ξ‖∞ < ε
we have ξ ∈ TuB1,p;δ.
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Proof. Abbreviate p = u(∞) and q = uξ(∞). Define the vector ξ(∞) ∈ TpM via
q = expp ξ(∞). Since the distance between parallel geodesics is uniformly bounded
(cf. Corollary A.4) we have for all (s, t) ∈ R× [0, 1] with s large enough∣∣ξ −Πupξ(∞)∣∣ ≤ O(dist (uξ, expuΠupξ(∞)) )
≤ O(dist (uξ, q) + dist (expp ξ(∞), expuΠupξ(∞)) )
≤ O(dist (uξ, q) + dist (u, p) ) ,
and using bounds on the derivative of the exponential map (cf. Corollary A.2) as
well as the bound for the commutator of Πup with ∇ (cf. Corollary A.8) we obtain∣∣∇(ξ −Πupξ(∞))∣∣ ≤ O (|du|+ |duξ|+ dist (u, p)) .
Since u and uξ are elements of B1,p;δ(C−, C+) the integral is finite∫
Σ∞0
(∣∣ξ − Π̂upξ(∞)∣∣p + ∣∣∇(ξ − Π̂upξ(∞))∣∣p) eδpsdsdt ≤
O(1)
∫
Σ∞0
(|du|p + |dv|p + dist (u, p)p + dist (v, q)p) eδpsdsdt <∞ .
Similar we proceed on the negative end. This shows the claim. 
Lemma A.17. Gromov topology is finer than the topology of B1,p;δ(C−, C+) if
δ > 0 is sufficiently small, i.e. given a sequence (uν)ν∈N of (Jν , Xν)-holomorphic
curves which Floer-Gromov converges to the (J,X)-holomorphic strip u, then for
all δ > 0 small enough and ν ∈ N large enough we have uν = expu ξν for some
vector field ξν ∈ TuB1,p;δ and moreover ‖ξν‖1,p;δ converges to zero.
Proof. By Floer-Gromov convergence we have in particular that uν converges to u
uniformly on R×[0, 1] (cf. Lemma 4.7). Hence there exists ξν ∈ Γ(u∗TM) such that
uν = expu ξν for all ν large enough. Lemma A.16 shows that the norm ‖ξν‖1,p;δ is
finite for all ν large enough. It remains to show that ‖ξν‖1,p;δ converges to zero.
By Lemma 3.8 we see that there exists a constant µ such that for all s > 0 and
ν ∈ N large enough
dist (uν, uν(∞)) + |duν | ≤ c1e−µs .
The same holds with uν replaced by u. Abbreviate p+ := u(∞), pν+ := uν(∞),
ξν(∞) := exp−1p+ pν+ and ξ+ν := ξν − Π̂up+ξν(∞). We use Corollary A.8 to get∣∣∇ξ+ν ∣∣ ≤ O(|du|+ |duν |+ dist (u, p)) ≤ O(e−µs) .
By Lemma A.16 we have lims→∞ |ξ+ν (s, t)| = 0 and hence∣∣ξ+ν (s, t)∣∣ = ∫ ∞
s
−∂σ
∣∣ξ+ν (σ, t)∣∣ dσ ≤ ∫ ∞
s
∣∣∇ξ+ν (σ, t)∣∣ dσ ≤
≤ O(1)
∫ ∞
s
e−µσdσ ≤ O(e−µs) .
For δ < µ and s > s0 with s0 large enough we conclude∫
Σ∞0
( ∣∣ξ+ν ∣∣p + ∣∣∇ξ+ν ∣∣p )eδpsdsdt ≤ ‖ξν‖pC1(Σs00 )
∫ s
0
eδσdσ +O(1)
∫ ∞
s
e−(µ−δ)σdσ
≤ O(eδs) ‖ξν‖C1(Σs0) +O(e
−(µ−δ)s) .
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Similar we proceed with the negative end to show that for all s ≥ s0 we have
‖ξν‖1,p;δ ≤ O(eδs) ‖ξν‖C1(Σs
−s)
+O(e−(µ−δ)s) ≤ o(1) +O(e−(µ−δ)s) .
Because s was chosen freely the left-hand side converges to zero. 
Lemma A.18. With the same assumptions as Lemma A.17. There exists a con-
stant c such that for all ξ ∈ TuB1,p;δ(C−, C+) and ν ∈ N large enough we have
uν = expu ξν for some ξν ∈ TuB1,p;δ and∥∥(Duν ,JνΠuνu −Πuνu Du,J)ξ∥∥p;δ = c(‖ξν‖1,p;δ + ‖Jν − J‖C1) ‖ξ‖1,p;δ .
In particular the operator Duν ,JνΠ
uν
u −Πuνu Du,J converges to zero in operator norm.
Proof. By Lemma A.17 the vector field ξν exists. Corollary A.14 implies that there
exists a constant c1 possibly depending on u and J but independent of ν such that
for all sections ξ ∈ Γ(u∗TM) and ν large enough we have
‖(Duν ,JνΠuνu −Πuνu Du,Jν ) ξ‖p;δ ≤ c1 ‖ξν‖1,p;δ ‖ξ‖1,p;δ .
Directly from the Definition we have∥∥(Du,Jν −Du,J)ξ∥∥p;δ ≤ 2p+1 ‖J − Jν‖C1 (‖ξ‖∞ ‖∂tu‖p;δ + ‖∇ξ‖p;δ) .
This shows the estimate using Lemma A.12. With the estimate we conclude con-
vergence of the operator since by Lemma A.17 the norm ‖ξν‖1,p;δ converges to
zero. 
Appendix B. Operators on Hilbert spaces
Let H be a separable real Hilbert space. We will write 〈·, ·〉 and ‖·‖ for the inner
product and respectively the norm of H . In this section we consider unbounded
self-adjoint operators A and with dense domA ⊂ H . Let L(H) denote the space of
bounded linear operators of H and for B ∈ L(H) we denote by ‖B‖ the operator
norm.
B.1. Spectral gap. Given a self-adjoint operator A : domA → H we denote by
σ(A) ⊂ R its spectrum and by
ι(A) := inf{|λ| | λ ∈ σ(A) \ {0}} (B.1)
the spectral gap of A.
Lemma B.1. Let A be self-adjoint operator with domain domA ⊂ H. Assume
that the spectrum σ(A) ⊂ R is bounded from below, then for all ξ ∈ domA we have
〈Aξ, ξ〉 ≥ inf σ(A) ‖ξ‖2 .
If additionally the range of A is closed then the spectral gap of A is positive and
satisfies
‖Aξ‖ ≥ ι(A) ‖ξ‖ ,
for all ξ ∈ domA with ξ ⊥ kerA. Both inequalities are sharp.
Proof. The first part is proven in [32, Section 10]. To show the second inequality
use the first inequality with A2. It remains to show that ι(A) is positive. Assume
without loss of generality that A is injective. Since A is self-adjoint with closed range
it is invertible. Since A is a closed operator, the closed graph theorem implies that
A−1 is bounded. Hence for some constant c > 0 we have
∥∥A−1η∥∥ ≤ c ‖η‖ for all
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η ∈ H which implies ‖ξ‖ ≤ c ‖Aξ‖ for all ξ ∈ domA. This shows that ι(A) ≥ 1/c
since the inequalities are sharp. 
Corollary B.2. Let A be a self-adjoint operator with domain domA and closed
range, then we have for all ξ ∈ domA
‖Aξ‖2 ≥ ι(A)〈Aξ, ξ〉 .
Proof. Let P : H → kerA denote the orthogonal projector to kerA as subset of H .
With Lemma B.1 we have
〈Aξ, ξ〉 = 〈A(1 − P )ξ, ξ〉 = 〈(1 − P )ξ, Aξ〉 ≤ ‖(1− P )ξ‖ ‖Aξ‖ ≤ ι(A)−1 ‖Aξ‖2 .
This shows the claim. 
The next lemma states that the spectral gap is lower semi-continuous for bounded
perturbations of A which preserve the dimension of the kernel.
Lemma B.3. Let A be a self-adjoint operator with closed range and finite di-
mensional kernel. For all ε > 0 there exists a constant δ > 0 such that for any
bounded symmetric operator B with ‖B‖ < δ and dimkerA + B = dimkerA we
have ι(A+B) ≥ ι(A) − ǫ.
Proof. Write A′ = A + B and denote by P, P ′ the orthogonal projection to the
kernel of A,A′ respectively. We claim that for any ε > 0 there exists δ such that
‖A−A′‖ < δ ⇒ ‖P − P ′‖ < ε
2ι(A)
. (B.2)
Let {E(λ)}, {E′(λ)} be the spectral families associated to A,A′ respectively. The
spectrum of A has a gap at ±ι(A)/2. By [32, Thm. 5.10] we have for any ε > 0 a
constant δ such that (ι := ι(A))
‖A−A′‖ < δ ⇒ ‖E(ι/2)− E(−ι/2)− (E′(ι/2)− E′(−ι/2))‖ < ε
2ι
. (B.3)
Note that in our situation the quantity δˆ(A,A′) as defined in [32, p. 197] reduces
to ‖A−A′‖. Since zero is the only spectral value in the interval [−ι/2, ι/2] we have
E(ι/2)−E(−ι/2) = P . To show (B.2) it remains to show E′(ι/2)−E′(−ι/2) = P ′.
By monotonicity of the spectral family we have
imP ′ = im
(
E′(0)− lim
λ↑0
E′(λ)
) ⊂ im (E′(ι/2)− E′(−ι/2)) , (B.4)
By (B.3) the projection E′(ι/2) − E′(−ι/2) converges to P , in particular their
images have the same dimension. Hence
dim imP ′ ≤ dim im (E′(ι/2)− E′(−ι/2)) = dim imP .
By assumption we have dim imP ′ = dim imP , hence we have equality in the last
estimate, which shows that we have equality in (B.4) and thus P ′ = E′(ι/2) −
E′(−ι/2). Hence (B.2) follows from (B.3).
We now proof the lemma. Since A′ is a bounded perturbation we have domA′ =
domA. By possibly decreasing δ we assume that δ < ε2
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for any ξ ∈ domA with ‖ξ‖ = 1 and ξ ⊥ kerA′
1 = ‖ξ‖ ≤ ‖(1− P )ξ‖ + ‖(P − P ′)ξ‖
≤ 1
ι
‖Aξ‖+ ‖P − P ′‖
≤ 1
ι
‖A′ξ‖+ 1
ι
‖A−A′‖+ ‖P − P ′‖
≤ 1
ι
‖A′ξ‖+ ε
2ι
+
ε
2ι
.
Hence ι−ε ≤ ‖A′ξ‖ and the lemma follows by taking the infimum over all ξ ∈ domA
with ‖ξ‖ = 1 and ξ ⊥ kerA′. 
B.2. Flow operator. Given a Banach space V such that there exists a compact
and dense inclusion V ⊂ H . Let L(V,H) denote the space of bounded operators
from V to H . In this section we analyze the asymptotic properties of bounded
functions ξ : [0,∞)→ V which solve the differential equation
∂sξ(s) +A(s)ξ(s) +B(s)ξ(s) = η(s) , (B.5)
where η : [0,∞) → H and A : [0,∞) → L(V,H), B : [0,∞) → L(H) are continu-
ously differentiable functions satisfying the assumptions:
(i) The operator A(s) is symmetric for every s. There exists an operator
A∞ ∈ L(V,H) such that A(s)− A∞ and ∂sA(s) extend to bounded linear
operators on H and we have
lim
s→∞
‖A(s)−A∞‖ = lim
s→∞
‖∂sA(s)‖ = 0 . (B.6)
(ii) The operator A∞ is Fredholm but not necessarily injective.
(iii) The operator B(s) is skew-symmetric for every s ≥ 0 and
lim
s→∞
‖B(s)‖ = 0 . (B.7)
Remark B.4. These assumptions are almost identical to the assumptions in [46,
Section 3] except that we do not suppose that A∞ is injective.
Lemma B.5. Let P : H → kerA∞ denote the orthogonal projection. Assume that
lims→∞ ‖ξ(s)‖ = 0 and for every constant ε there exists s0 such that for all s ≥ s0
we have
‖Pξ(s)‖ ≤ ε ‖ξ(s)‖ . (B.8)
Further suppose that there exists positive constants δ and c such that for all s ≥ 0
we have
‖η(s)‖ + ‖∂sη(s)‖ ≤ ce−δs .
Then for any µ < min{ι(A∞), δ} there exists a constant s0 = s0(µ) such that
‖ξ(s)‖ ≤ e−µs for all s ≥ s0. Moreover if η = 0 then we have
〈A(s)ξ(s), ξ(s)〉 ≥ µ ‖ξ(s)‖2 ,
for all s ≥ s0.
Proof. We follow closely the lines of the proof of [46, Lemma 3.1]. We just need to
insert assumption (B.8) at the right place. Consider the function g : [0,∞) → R
given by
g(s) :=
1
2
‖ξ(s)‖2 .
154 SCHMA¨SCHKE
We suppress the argument s whenever convenient and write g˙ etc. to denote the
derivative by ∂s. Since B(s) is skew-symmetric we have
g˙(s) = 〈ξ, ξ˙〉 = 〈ξ, η −Aξ〉 . (B.9)
Differentiating again we have with assumptions (B.6) and (B.7) for any ε > 0
g¨ = 〈ξ˙, η − 2Aξ〉+ 〈ξ, η˙ − A˙ξ〉
= 2 ‖Aξ‖2 + ‖η‖2 − 〈Aξ, 3η〉 − 〈Bξ, η〉+ 〈2Bξ,Aξ〉+ 〈ξ, η˙ − A˙ξ〉
≥ (2 − ε) ‖Aξ‖2 − ((1 + 4ε−1) ‖B‖2 + ‖A˙‖+ ε) ‖ξ‖2 − (1 + 10ε−1)(‖η‖2 + ‖η˙‖2)
≥ (2 − ε) ‖Aξ‖2 − (o(1) + ε) ‖ξ‖2 − c2(1 + 10ε−1)e−2δs ,
where we have used the Cauchy-Schwarz inequality and the estimate −ab ≥ −εa2−
b2/ε for all a, b > 0. Similarly we have
‖A∞ξ‖2 = ‖(A−A∞)ξ‖2 + 2〈(A−A∞)ξ, Aξ〉 + ‖Aξ‖2
≤ (1 + ε−1) ‖A−A∞‖2 ‖ξ‖2 + (1 + ε) ‖Aξ‖2
≤ o(1) ‖ξ‖2 + (1 + ε) ‖Aξ‖2 .
Combining the last two estimates we get a constant c1 = c1(ε) such that
g¨ ≥ 2− ε
1 + ε
‖A∞ξ‖2 − (o(1) + ε) ‖ξ‖2 − c1e−2δs
≥ (2− 4ε) ‖A∞ξ‖2 − (o(1) + ε) ‖ξ‖2 − c1e−2δs
Let ι := ι(A∞) denote the spectral gap of A∞. With Lemma B.1 we have
‖A∞ξ‖2 ≥ ι2 ‖(1− P )ξ‖2 = ι2 ‖ξ‖2 − ι2 ‖Pξ‖2 ≥ ι2 ‖ξ‖2 − o(1) ‖ξ‖2 ,
in which we have used the assumption (B.8). Combining the last two estimates
shows
g¨(s) ≥ ι2(2 − 4ε) ‖ξ‖2 − (o(1) + ε) ‖ξ‖2 − c1e−2δs
≥ (2ι2 − 4ι2ε− ε− o(1)) ‖ξ‖2 − c1e−2δs .
In particular there exists a constant s0 = s0(ε) such that for all s ≥ s0 we have
g¨(s) ≥ 2(2ι2 − 4ι2ε− 4ε)g(s)− c1e−2δs .
The previous computation holds with any ε. Now choose ε < (ι2−µ2)/(2ι2+2) to
conclude
g¨(s) ≥ 4µ2g(s)− c1e−2δs .
By assumption we also have lims→∞ g(s) = 0. Provided with the last estimate the
rest of the proof is completely analogous to the proof of [46, Lemma 3.1]. 
Lemma B.6. Assume that η = 0 and the integral is finite∫ ∞
0
‖A(s)−A∞‖+ ‖B(s)‖ ds .
Then there exists an element ζ ∈ kerA∞ such that lims→∞ ξ(s) = ζ. Moreover
assume that there exist constants ε > 0 and c1 such that for all s ≥ 0
‖A(s) −A∞‖+ ‖B(s)‖ ≤ c1e−εs ,
then for all µ < min{ε, ι(A∞)} we have a constant s0 such that ‖ξ(s)− ζ‖ ≤ e−µs
for all s ≥ s0.
FLOER HOMOLOGY OF LAGRANGIANS IN CLEAN INTERSECTION 155
Proof. Let P : H → kerA∞ be the orthogonal projection. Apply P on (B.5) to
show that
∂sPξ = −PAξ − PBξ = P (A∞ −A)ξ − PBξ .
Since ξ is bounded we conclude that there exists a constant c such that
‖∂sPξ‖ ≤ c(‖A∞ −A‖+ ‖B‖) .
Since ∂sPξ is integrable and kerA∞ is finite dimensional the path s 7→ Pξ(s)
converges to an element ζ ∈ kerA∞. The difference s 7→ ξ(s) − ζ solves the
equation
∂s(ξ − ζ) +A(ξ − ζ) +B(ξ − ζ) = η ,
with η(s) = (A∞ −A(s))ζ −B(s)ζ. We conclude using Lemma B.5. 
For the rest of the section we assume that η = 0 in (B.5). The proof of Agmon-
Nirenberg Lemma (cf. [46, Lemma 3.3]) goes through without any change. Thus
ξ(s) 6= 0 for all s ≥ 0 and we define
v(s) =
ξ(s)
‖ξ(s)‖ , λ(s) = 〈v(s), A(s)v(s)〉 .
The proof of [46, Lemma 3.4] requires an adjustment.
Lemma B.7. With the assumptions of Lemma B.5 and η = 0. Suppose that the
two integrals are finite∫ ∞
0
‖A(s)−A∞‖+ ‖B(s)‖ ds, N := λ(0) +
∫ ∞
0
‖B(s)‖2 + ∥∥A˙(s)∥∥ds .
Let µ denote the constant from Lemma B.5. Then the limits
N ≥ lim
s→∞
λ(s) = λ∞ ≥ µ, lim
s→∞
v(s) = v∞ ,
exist, where the latter convergence is in H and we have A∞v∞ = λ∞v∞.
Proof. We differentiate
v˙ = λv −Av −Bv , (B.10)
and
λ˙ = 2〈v˙, Av〉+ 〈v, A˙v〉
= 2〈λv −Av −Bv,Av〉 + 〈v, A˙v〉
= −2 ‖λv −Av‖2 + 2〈Bv, λv −Av〉+ 〈v, A˙v〉
≤ ‖B‖2 + ‖A˙‖ − ‖λv −Av‖2 .
(B.11)
Consider the function γ : [0,∞)→ R defined by
γ(s) := λ(s) +
∫ ∞
s
‖B(σ)‖2 + ∥∥A˙(σ)∥∥dσ .
Since γ˙ = λ˙− ‖B‖2 − ∥∥A˙∥∥ it follows from (B.11) that for every s ≥ 0
γ˙ + ‖Av − λv‖2 ≤ 0 . (B.12)
We see that γ is decreasing. Moreover γ is bounded from below because with
Lemma B.5 we have γ(s) ≥ λ(s) ≥ µ. Hence γ(s) converges to a positive real
number
λ∞ := lim
s→∞
γ(s) = lim
s→∞
λ(s) .
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Since γ(0) = N and γ(s) ≥ µ for all s ≥ 0 we have that
µ ≤ λ∞ ≤ N .
We claim that λ∞ is an eigenvalue of A∞. By contradiction we assume that A∞ −
λ∞ is injective. Since V →֒ H is compact and A∞ is a Fredholm operator, A∞−λ∞
is a Fredholm operator as well. In particular A∞ − λ∞ is closed and there exists a
constant c1 > 0 such that
1 = ‖v‖ ≤ c1 ‖A∞v − λ∞v‖ .
We estimate
‖A∞v − λ∞v‖ ≤ ‖A−A∞‖+ |λ− λ∞|+ ‖Av − λv‖ .
Hence by assumption and definition of λ∞ for any ε > 0 we find s0 such that for
all s ≥ s0 we have
‖A∞v − λ∞v‖ ≤ ε+ ‖Av − λv‖ . (B.13)
Suppose ε < 1/2c1 then the last estimates show that ‖Av − λv‖ ≥ 1/2c1 and
by (B.12) also γ˙(s) ≤ −1/4c21 < 0 for all s ≥ s0. This contradicts the fact that γ(s)
converges. Thus we have proved that λ∞ is an eigenvalue.
Consider the eigenspace E = ker(A∞ − λ∞) and the orthogonal projection P :
H → E. We want to show that
lim
s→∞
‖v(s)− Pv(s)‖2 = 0 . (B.14)
Set σ(s) := 1/2 ‖v(s)− Pv(s)‖2 and compute with 〈v˙, v〉 = 0 and (B.10)
σ˙ = 〈v˙, (1− P )v〉 = −〈v˙, P v〉 = 〈Bv, Pv〉+ 〈Av − λv, Pv〉 =
= 〈Bv, Pv〉+ 〈Av −A∞v, Pv〉+ (λ∞ − λ)〈v, Pv〉 + 〈A∞v − λ∞v, Pv〉 .
The last term on the right-hand side vanishes because P projects to the kernel of
A∞−λ∞ and we conclude that the derivative of σ converges to zero. Now suppose
by contradiction that (B.14) does not hold. Then we find a constant ε > 0 and a
sequence sν → ∞ such that σ(sν) ≥ ε for all ν ∈ N. But since the derivative of σ
converges to zero we have for all ν ∈ N sufficiently large∣∣sν − s∣∣ ≤ 1 =⇒ σ(s) ≥ ε/2 .
Since A∞ − λ∞ is closed there exists a constant c2 such that
‖v − Pv‖ ≤ c2 ‖A∞v − λ∞v‖ .
By (B.13) we conclude that for all ν sufficiently large and s ∈ [sν − 1, sν + 1] we
have
ε
2
≤ σ(s) ≤ c22 ‖A(s)v(s) − λ(s)v(s)‖2 +
ε
4
.
Again by (B.12) it follows γ˙(s) ≤ −ε/4c22 < 0 for all s ∈ [sν − 1, sν + 1], which
contradicts that γ(s) converges. Thus we have proved that
lim
s→∞
‖v(s)− Pv(s)‖ = 0, lim
s→∞
‖Pv(s)‖ = lim
s→∞
〈v(s), Pv(s)〉 = 1 . (B.15)
Hence for s large enough we have ‖Pv(s)‖ 6= 0 and define
w(s) =
Pξ(s)
‖Pξ(s)‖ =
Pv(s)
‖Pv(s)‖ .
By assumption ξ solves ∂sξ +Aξ +Bξ = 0 and λ∞Pξ = PA∞ξ. We conclude
P ξ˙ = P (A∞ −A)ξ − PBξ − λ∞Pξ .
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Abbreviate ζ := (A∞−A)ξ−Bξ and plug this into the computation of the derivative
of w to obtain
w˙ =
P ξ˙
‖Pξ‖ −
〈P ξ˙, ξ〉
‖Pξ‖2 w =
Pζ
‖Pξ‖ − λ∞w −
〈ζ, P ξ〉
‖Pξ‖2 w + λ∞w =
Pζ
‖Pξ‖ −
〈ζ, P ξ〉
‖Pξ‖2 w .
According to (B.15) we have for all s large enough
‖ξ(s)‖ ≤ 2 ‖Pξ(s)‖ , ‖ζ(s)‖ ≤ 2 (‖A(s)−A∞‖+ ‖B(s)‖) ‖Pξ(s)‖ ,
for hence
‖w˙‖ ≤ 4 ‖A−A∞‖+ 4 ‖B‖ , (B.16)
Thus ‖w˙‖ is integrable after the assumptions and w(s) converges to some element
v∞ ∈ E. By (B.15) we have furthermore
v∞ = lim
s→∞
w(s) = lim
s→∞
Pv(s) = lim
s→∞
v(s) .
This proves the lemma. 
Provided Lemma B.7 and equations (B.15), (B.16) the proof of [46, Lemma 3.5]
and [46, Lemma 3.6] goes through up to very small changes. We state it here.
Lemma B.8. In the situation of Lemma B.7. Assume that s 7→ B(s) is continu-
ously differentiable and that there exists positive constants c and ε such that
‖A(s)−A∞‖+ ‖B(s)‖+ ‖A˙(s)‖ + ‖B˙(s)‖ ≤ ce−εs ,
then there exists a non-zero eigenvalue λ∞ of A∞ with corresponding eigenvector
v∞ and for every µ < ε there exists a constant c such that for all s ≥ 0 we have
‖ξ(s)− e−λ∞sv∞‖ ≤ ce−(λ∞+µ)s .
Appendix C. Viterbo index
In order to relate the Fredholm index of the Cauchy-Riemann-Floer operator
to topological data we generalize the index defined by Viterbo [53] and Floer [17]
to maps with boundary on not necessarily transversely intersecting Lagrangians in
terms of they Robbin-Salamon index for paths µRS given in [44].
Let L0, L1 ⊂M be any two Lagrangian submanifolds and H−, H+ :M× [0, 1]→
R be any two Hamiltonian functions. Consider the perturbed intersection points
IH−(L0, L1) and IH+(L0, L1) as defined in (2.3). To a continuous map u : [−1, 1]×
[0, 1]→M satisfying
u(±1, ·) ∈ IH±(L0, L1), u(·, 0) ⊂ L0, u(·, 1) ⊂ L1 , (C.1)
we assign an half-integer µVit(u). Let us explain the construction. Since the base
[−1, 1] × [0, 1] is contractible the symplectic bundle u∗TM is trivial and any two
trivializations are homotopic. Choose a symplectic trivialization
Φu : [−1, 1]× [0, 1]× R2n → u∗TM, (s, t, ξ) 7→ Φu(s, t)ξ ∈ Tu(s,t)M ,
that is a bundle isomorphism Φu such that for all (s, t) ∈ [−1, 1]× [0, 1] and ξ, ξ′ ∈
R2n
ωu(s,t)(Φu(s, t)ξ,Φu(s, t)ξ
′) = ωstd(ξ, ξ
′) .
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Denote by L(n) the space of linear Lagrangian subspaces in R2n and by ϕH± :
[0, 1] ×M → M , ϕtH± = ϕH±(t, ·) the Hamiltonian flow associated to H±. For
s ∈ [−1, 1] and t ∈ [0, 1] define the Lagrangian spaces
F0(s) = Φu(s, 0)
−1Tu(s,0)L0, F−(t) = Φu(−1, t)−1dϕtH−Tu(−1,0)L0
F1(s) = Φu(s, 1)
−1Tu(s,1)L1, F+(t) = Φu(+1, t)
−1dϕtH+Tu(1,0)L1 .
(C.2)
We denote by F0, F1, F− and F+ the continuous paths of Lagrangian spaces defined
by s 7→ Fk(s) for k = 0, 1 and t 7→ F±(t) respectively. Finally the index µVit(u) is
defined by
µVit(u) := µRS(F0, F1) + µRS(F+, F1(1))− µRS(F−, F1(−1)) . (C.3)
Lemma C.1. The index µVit(u) is defined independently of the choice of Φu.
Moreover given two Hamiltonian functions H−, H+ : M × [0, 1] → R and let
u : [0, 1] × [−1, 1] × [0, 1] → M be such that uτ := u(τ, ·) satisfies (C.1) for all
τ ∈ [0, 1], then µVit(uτ ) = µVit(u0) for all τ ∈ [0, 1].
Proof. Given two trivializations Φ0 and Φ1. Because [−1, 1]× [0, 1] is contractible
there exists a homotopy Φτ between Φ0 and Φ1. Using Φτ we define via (C.2)
homotopies of paths. Note that throughout the homotopy the dimension of the
intersection of the two spaces at the endpoints is constant. A homotopy satisfying
that property is called stratum homotopy and leaves the Robbin-Salamon index
invariant (see [44, Theorem 2.4]). Similar we proceed for the family uτ . 
Proposition C.2. The index µVit has the following properties
(i) If H+ = H− = 0 vanishes and L0, L1 intersect transversely, then the index
µVit(u) agrees with the one given in [53].
(ii) Given u : [−1, 1]× [0, 1]→M satisfying (C.1). Let v : S2 →M be a sphere
(resp. v : (D, ∂D)→ (M,Lk) be a disk with k ∈ {0, 1}), such that v has an
point (resp. a boundary point) in common with u, then we have
µVit(u#v) = µVit(u) + 2〈c1(TM), [v]〉,
(resp. µVit(u#v) = µVit(u) + µMas(v)) ,
where by # we denote the connected sum at the common point (see the proof
for the concrete definition).
(iii) Given u : [−1, 1]×[0, 1]→M satisfying (C.1) and v : [0, 1]2 →M satisfying
v(0, ·) = v(1, ·), v(·, 0) ⊂ L0 and v(·, 1) ⊂ L1. Assume that there exists
s0 ∈ [−1, 1] such that u(s0, ·) = v(0, ·) then it holds
µVit(u#v) = µVit(u) + µMas(v) ,
here u#v denotes the connected sum along the path u(s0, ·).
(iv) Given three Hamiltonian functions H0, H1, H2 : [0, 1]×M → R and maps
u0, u1 satisfying the boundary condition uk|t=0 ⊂ L0, uk|t=1 ⊂ L1 for k ∈
{0, 1} and
u0(−1, ·) ∈ IH0(L0, L1),
u0(1, ·) = u1(−1, ·) ∈ IH1 (L0, L1),
u1(1, ·) ∈ IH2(L0, L1) .
Then we have
µVit(u0#u1) = µVit(u0) + µVit(u1) .
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Where u0#u1 denotes the connected sum.
(v) Assume that H = H− = H+ is clean for the pair (L0, L1) and given u :
[−1, 1]× [0, 1] → M such that u(s, ·) ∈ IH(L0, L1) for all s ∈ [−1, 1] then
µVit(u) = 0.
(vi) Let H−, H+ be clean. Given two connected components C− ⊂ IH−(L0, L1)
and C+ ⊂ IH+(L0, L1). Suppose u : [−1, 1]× [0, 1]→M satisfies (C.1) and
u(±1, ·) = x± ∈ C±, then
µVit(u) +
1
2
(dimC+ + dimC−) ∈ Z .
Proof. We will deduce these properties from the axioms of the Robbin-Salamon
index.
Step 1. We show (i)
Since L0, L1 intersect transversely, the intersection L0 ∩ L1 is a discrete set
of points. Necessarily the map t 7→ u(±1, t) = p± is constant. We choose a
trivialization Φ satisfying for all t ∈ [0, 1]
Φ(±1, t)Tp±L0 = Rn ⊕ {0}, Φ(±1, t)Tp±L1 = {0} ⊕ Rn .
Since H− = H+ = 0 the paths F± defined in (C.2) are constant. Define the path
F : [0, 1]→ L(n) via
t 7→ F (t) = (cos(πt/2)1+ sin(πt/2)Jstd) (Rn ⊕ {0}) .
Denote by F
∨
, F∨1 etc. the path F , F1 run with reverse orientation. We define a
loop Floop : S
1 → L(n) via the concatenation of the paths
Floop = F0#F#F
∨
1 #F
∨
.
In [53] the index is defined as the Maslov index of the loop Floop. Using [44, Remark
2.6] we have fix
µMas(Floop) = µRS(Floop, F1(0)) . (C.4)
By the concatenation axiom, the homotopy axiom and the zero axiom we have
µRS(F , F1(1)) + µRS(F
∨
, F1(1)) = µRS(F#F
∨
, F1(1)) = µRS(F (0), F1(1)) = 0.
Similarly µRS(F1, F1(1)) + µRS(F
∨
1 , F1(1)) = 0 and
µRS(F1(0), F1) + µRS(F1, F1(1)) = 0 ,
which shows µRS(F
∨
1 , F1(1)) = µRS(F1(0), F1). Since F1 is a loop we have
µRS(F1(0), F1) = µRS(F0(1), F1) .
Using the last identities we continue with (C.4)
µMas(Floop) = µRS(F0#F#F
∨
1 #F
∨
, F1(1))
= µRS(F0, F1(1)) + µRS(F , F1(1))− µRS(F1, F1(1))− µRS(F , F1(1))
= µRS(F0, F1(1)) + µRS(F1(0), F1)
= µRS(F0, F1)
= µVit(u) .
Step 2. We show (ii)
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Let v : (D, ∂D)→ (M,p) be a sphere and assume for simplicity that the sphere
has an interior point in common with u, say u(1/2, 0) = p. Without loss of gener-
ality we assume that D := {(s, t) ∈ R2 | s2 + (t − 1/2)2 ≤ 1/4} ⊂ [−1, 1]× [0, 1].
Let ϕ : [−1, 1]× [0, 1]→ [−1, 1]× [0, 1] be a continuous map, which maps D to the
point {(1/2, 0)}, is a homeomorphism on the complement and fixes each arc of the
boundary. We define the connected sum
(u#v)(s, t) :=
{
v(s, t) if (s, t) ∈ D
u(ϕ(s, t)) if (s, t) 6∈ D .
Choose symplectic trivializations Φu : u
∗TM → R2n and Φv : v∗TM → R2n.
The change of trivialization defines a loop ψ : ∂D → Sp(2n), (s, t) 7→ Φv(s, t) ◦
Φu(1/2, 0)
−1. We assume with loss of generality that ψ is unitary. Let Ψ : [−1, 1]×
[0, 1] \D→ U(n) be an extension of ψ such that Ψ(s, t) = ψ(s, t) for all (s, t) ∈ ∂D
and Ψ(s, t) = 1 for (s, t) ∈ {−1} × [0, 1] ∪ [−1, 1]× {1} ∪ {1} × [0, 1]. Abbreviate
w = u#v. We define the symplectic trivialization Φw : w
∗TM → R2n via
Φw(s, t) =
{
Φv(s, t) if (s, t) ∈ D
Ψ(s, t) ◦ Φu(ϕ(s, t)) if (s, t) 6∈ D .
Define Fu0 , F
u
1 , F
u
± (resp. F
w
0 , F
w
1 , F
w
± ) via (C.2) using Φu (resp. Φw). By con-
struction we have Fw0 (s) = Ψ(s, 0)F
u
0 (ϕ(s, 0)) for all s ∈ [−1, 1], Fu± = Fw± and
Fu1 = F
w
1 . We have after a homotopy in the domain ψ
′Fu0 = ψ
′F0(−1)#F0. Hence
by the concatenation axiom
µVit(w) = µRS(F
w
0 , F
w
1 ) + µRS(F
w
+ , F
w
1 (1))− µRS(Fw− , Fw1 (−1))
= µRS(ψ
′Fu0 , F
u
1 ) + µRS(F
u
+, F
u
1 (1))− µRS(Fu−, Fu1 (−1))
= µRS(ψ
′Fu0 (−1), Fu1 (−1)) + µRS(Fu0 , Fu1 ) + µRS(Fu+, Fu1 (1))−
− µRS(Fu−, Fu1 (−1))
= µMas(ψ
′Fu0 (−1)) + µVit(u) .
(C.5)
Abbreviate F := Fu0 (−1). Since ψ and ψ′ are homotop within U(n) (via Ψ), the
Maslov index of the loop ψ′F is the same as ψF , which by definition is given as
the degree of the map det(ψ ◦ ψ) : S1 → S1 (see [37, C.3.1]). On the other hand it
is a classical fact that deg detψ = 〈c1(TM), [v]〉. We summarize the argument
µMas(ψ
′F ) = µMas(ψF ) = deg det(ψ ◦ ψ) = 2 deg detψ = 2〈c1(TM), [v]〉 .
This shows the identity for spheres using equation (C.5).
Now let v : (D, ∂D) → (M,L0) be a disk. Denote by z0 ∈ ∂D and s0 ∈ [−1, 1]
the points such that v(z0) = u(s0, 0). We give the definition of the connected sum:
Define Ω0 := {(s, t) ∈ [−1, 1] × [0, 1] | s2 + t2 ≤ 1/2} and let ϕ0 : Ω0 → D be a
continuous map which maps the arc γ := {(s, t) ∈ [−1, 1]× [0, 1] | s2+ t2 = 1/2} to
the point {z} and which is a homeomorphism on the complement. Secondly define
Ω1 := {(s, t) ∈ [−1, 1]× [0, 1] | s2 + t2 ≥ 1/2} and let ϕ1 : Ω1 → [−1, 1]× [0, 1] be
a continuous map such that ϕ(γ) = {(s0, 0)}, which is a homeomorphism on the
complement and which fixes the arcs {−1} × [0, 1], [−1, 1]× {1} and {1} × [−1, 1].
With these preparations we define the connected sum
(u#v)(s, t) :=
{
v(ϕ0(s, t)) if (s, t) ∈ Ω0
u(ϕ1(s, t)) if (s, t) ∈ Ω1 .
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We deduce the equation. Choose symplectic trivializations Φu : u
∗TM → R2n
and Φv : v
∗TM → R2n that agree on u(s0, 0) = v(z0). Using Φu and Φv we
obtain a trivialization Φw : w
∗TM → R2n where w = u#v. Define Fu0 , Fu1 , Fu±
(resp. Fw0 , F
w
1 , F
w
± ) via (C.2) using Φu (resp. Φw). Secondly define F
v(s) :=
Φv(ϕ0(s, 0))Tv(ϕ0(s,0))L0 for all s ∈ [−1/2, 1/2]. By construction F v(−1/2) =
F v(1/2), Fw1 = F
u
1 , F
w
± = F
u
± and F
w
0 = F
u
0 |[−1,s0]#F v#Fu0 |[s0,1]. Then using
the concatenation axiom
µVit(w) = µRS(F
w
0 , F
w
0 ) + µRS(F
w
+ , F
w
1 (1))− µRS(Fw− , Fw1 (−1))
= µRS(F
u
0 |[−1,s0], Fu1 |[−1,s0]) + µRS(F v, Fu1 (s0)) + µRS(Fu0 |[s0,1], Fu1 |[s0,1])
µRS(F
u
+, F
u
1 (1))− µRS(Fu−, Fu1 (−1))
= µRS(F
u
0 , F
u
1 ) + µRS(F
u
+, F
u
1 (1))− µRS(Fu−, Fu1 (−1)) + µRS(F v, Fu1 (s0))
= µVit(u) + µMas(v) .
Step 3. We show (iii)
Choose a symplectic trivialization Φu : u
∗TM → R2n and Φv : v∗TM → R2n
that agree over v(0, ·) = u(s, ·). We obtain a symplectic trivialization Φw of w∗TM
where w is the connected sum u#v. Define paths of Lagrangians Fu0 , F
u
1 , F
u
− and
Fu+ via (C.2) using Φu. Similarly define
F v0 (s) := Φv(s, 0)Tv(s,t)L0, F
v
1 (s) := Φv(s, 1)Tv(s,1)L1 ,
for all s ∈ [0, 1]. Further define Fw0 , Fw1 , Fw− and Fw+ via (C.2) using Φw. By
construction we have F vk (0) = F
v
k (1) = F
u
k (s0), F
w
k = F
u
k |[−1,s0]#F vk#Fuk |[s0,1] for
k = 0, 1 and Fw± = F
u
±. Using the concatenation axiom we have
µVit(w) = µRS(F
w
0 , F
w
1 ) + µRS(F
w
+ , F
w
1 (1))− µRS(Fw− , Fw1 (−1))
= µRS(F
u
0 |[−1,s0], Fu1 |[−1,s0]) + µRS(F v0 , F v1 ) + µRS(Fu0 |[s0,1], Fu0 |[s0,1])
+ µRS(F
u
+, F
u
1 (1))− µRS(Fu−, Fu1 (−1))
= µRS(F
u
0 , F
u
1 ) + µRS(F
u
+, F
u
1 (1))− µRS(Fu−, Fu1 (1)) + µRS(F v0 , F v1 )
= µVit(u) + µMas(v) .
Step 4. We show (iv)
Choose symplectic trivialization Φk : u
∗
kTM → R2n for k = 0, 1 that agree
over u0(1, ·) and u1(−1, ·). We obtain a symplectic trivialization of the connected
sum u2 = u0#u1 denoted Φ2. For k = 0, 1, 2 denote the paths F
Φk
0 ,F
Φk
1 and F
Φk
±
associated to Φk by (C.2). We have F
Φ0
+ = F
Φ1
− and F
Φ0
k (1) = F
Φ1
k (−1) for k = 0, 1.
By the concatenation axiom
µ(FΦ00 , F
Φ0
1 ) + µ(F
Φ1
0 , F
Φ1
1 ) = µ(F
Φ2
0 , F
Φ2
1 ) .
The shows µ(u0) + µ(u1) = µ(u2) inserting the definitions.
Step 5. We show (v).
Choose a symplectic trivialization Φ0 of u(·, 0)∗TM and define the trivialization
Φ of u∗TM by
Φ(s, t) = dϕtHΦ0(s) ,
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where ϕtH denotes the Hamiltonian flow of H . By the property of the Hamiltonian
flow Φ is a symplectic trivialization. By definition
F±(t) = Φ(±1, t)−1dϕtHTu(±1,0)L0 = Φ0(±1)−1
(
dϕtH
)−1
dϕtHTu(±1,0)L0 =
= F0(±1) .
Thus µRS(F±, F1(±1)) vanishes after the zero axiom. Since ϕH(L0) intersects L1
cleanly we have for all s ∈ [0, 1]
F0(s) ∩ F1(s) = Φ(s, 0)−1Tu(s,0)L0 ∩ Φ(s, 1)−1Tu(s,1)L1
= Φ(s, 1)−1
(
dϕ1HTu(s,0)L0 ∩ Tu(s,1)L1
)
= Φ(s, 1)−1
(
Tu(s,1)ϕ
1
H(L0) ∩ Tu(s,1)L1
)
= Φ(s, 1)−1Tu(s,1)
(
ϕ1H (L0) ∩ L1
)
.
We see that the dimension of F0(s) ∩ F1(s) is constant for all s ∈ [−1, 1]. This
shows that µRS(F0, F1) = 0 by the zero axiom.
Step 6. We show (vi)
Choose a symplectic trivialization Φ. Define the Lagrangian paths F0, F1, F−
and F+ by (C.2). We have by definition F0(−1) = F−(0) and F0(1) = F+(0).
As a result the concatenation F−,0,+ = F
−1
− #F0#F+ is a well-defined continuous
path of Lagrangian subspaces starting from F−(1) and ending at F+(1). By the
concatenation axiom and [44, Theorem 2.4] we have
µVit(u) = µRS(F−,0,+, F1) =
1
2
(dimF+(1) ∩ F1(1)− dimF−(1) ∩ F1(−1)) + Z .
This shows the claim since
Tx+C+ = Φ(1, 1) (F+(1) ∩ F1(1)) , Tx−C− = Φ(−1, 1) (F−(1) ∩ F1(−1)) .

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