Abstract. An overpartition of an integer n is a partition where the last occurrence of a part can be overlined. We study the weight of the overlined parts of an overpartition counted with or without their multiplicities. This is a continuation of a work by Corteel and Hitczenko where it was shown that the expected weight of the overlined parts is asymptotic to n/3 as n → ∞ and that the expected weight of the overlined parts counted with multiplicity is n/2. Here we refine these results. We first compute the asymptotics of the variance of the weight of the overlined parts counted with multiplicity. We then asymptotically evaluate the probability that the weight of the overlined parts is n/3 ± k for k = o(n) and the probability that the weight of the overlined parts counted with multiplicity is n/2 ± k for k = o(n). The first computation is straightforward and uses known asymptotics of partitions. The second one is more involved and requires a sieve argument and the application of the saddle-point method. From that we can directly evaluate the probability that two random partitions of n do not share a part.
1.
Introduction. An overpartition of the integer n is a non-increasing sequence of positive integers that sum to n where the last occurrence of an integer can be overlined. The quantity n is called the weight. Given an overpartition (λ 1 , . . . , λ k ) we call the λ i 's the parts. The number of part sizes is the number of distinct integers that occur in the overpartition. The multiplicity of part i is the number of occurrences of part i in λ (overlined or not). The weight of the overlined parts is the sum of the overlined parts and the weight of the overlined parts counted with multiplicity is the sum of the sizes of the overlined parts multiplied by their multiplicity. For example, λ = (5,4, 2, 2,2, 1) is an overpartition of 16. It has six parts, the multiplicity of part 2 is 3. The weight of the overlined parts is 6 and the weight of the overlined parts counted with their multiplicities is 10 = 4 + 2 · 3. We denote byp(n) the number of overpartitions of n.
Overpartitions were named by Corteel and Lovejoy [10] , [12] , [13] and used to give the first combinatorial proofs of the q-Gauss identity and Ramanujan's 1 ψ 1 summation [12] . They have been studied using combinatorial, q-series, and number theoretical techniques under different names and guises (superpartitions, jagged partitions, joint partitions, 2-modular diagrams,. . . ) [4] , [6] , [14] , [18] , [22] , [23] , [24] , [27] . First asymptotic and probabilistic results on overpartitions were presented in [11] .
The purpose of this work is to study the weight of the overlined parts counted with, or without, their multiplicity. As is customary we consider the uniform probability measure on the set of all overpartitions of n, and by random overpartition of n we mean an overpartition picked according to that measure. We denote by W n (resp. M n ) the weight of the overlined parts (resp. counted with their multiplicity) of a random overpartition of n.
From Theorem 1.4 of [11] we have information on the expectation of these variables.
LEMMA 1. The expected weight EW n of the overlined parts of an overpartition of n is asymptotically equivalent to n/3 as n goes to infinity.
LEMMA 2. The expected weight EM n of the overlined parts counted with their multiplicity of an overpartition of n is n/2.
The first lemma is only asymptotic. The second lemma is true for any n, thanks to an easy combinatorial involution presented in Section 2 below. Of course one may hope for more precise information about these two random variables than merely their expected values. Surprisingly it is very easy to obtain more information on W n and we present these results in Section 2. On the contrary it seems much harder to find out more about M n and this is the main task of the paper. We first present some probabilistic arguments to study the variance of M n : THEOREM 1. The variance of the weight of the overlined parts, counted with multiplicities, in a random overpartition of n satisfies
as n → ∞.
Our ultimate goal, however, is to establish a central limit theorem for M n . In fact, we will obtain a strong version, usually referred to as a local limit theorem in probabilistic literature.
By means of heuristic introduction, as to what one might expect let us suppose that (Y n ) is a sequence of integer-valued random variables such that EY n = 0 and σ 2 n = var(Y n ) < ∞. If the normalized sequence Y n /σ n satisfies a (strong version of the) central limit theorem then, generally speaking, we expect that
Of particular interest is a situation where k n may be chosen so that var(Y n )/k 2 n → 0 as n → ∞, since then, by Chebyshev's inequality, the probabilities (1) cover essentially the whole mass of the distribution of Y n . (In our case since the variance of M n is of order n 3/2 we would like k n to go to infinity at a rate faster than n 3/4 .) Perhaps the oldest and best known result of this type is the celebrated De Moivre-Laplace theorem. We refer the reader to Chapter VII, Sections 2 and 3, of [17] or Chapter I, Section 6, of [25] for nice presentations of that theorem and to [8] for an example of a general local limit theorem.
We now turn to our specific situation and consider M 2n . (Using only even indices is purely for convenience; it assures that the mean value of M 2n is an integer and thus is taken on by M 2n .) We apply our heuristics to Y n = M 2n − n. Since by Theorem 1 var(M 2n ) ∼ (8 √ 2/3π)n 3/2 , we expect P(M 2n = n + k) to satisfy 
We propose a combinatorial setting of the problem and some combinatorial applications in Section 2. For example we find the asymptotic value of the probability that two random partitions of n do not share a part as n → ∞. Then we prove Theorems 1 and 2 in Sections 3 and 4 using asymptotic and probabilistic techniques.
Our approach is based on asymptotic methods that are ubiquitous in the analysis of algorithms and combinatorial structures [2] , [19] , [20] , [26] . From the point of view of methods, technically the most difficult part of this work is presented in Section 4 where we asymptotically evaluate an alternating sum given in Proposition 1 below (a particular case of that sum appeared in [15] in the context of a pentagonal number sieve). Our approach is based on methods detailed in [16] ; we represent our sum as a double contour integral. Many other examples of such representations are given in [16] (see Chapter 5) . However, the main focus of [16] is on how such representations can be used to obtain interesting combinatorial identities, and provides no information about asymptotic analysis of these expressions. Thus, it is not clear how such representations can be used to obtain useful asymptotic results. Our method of handling a double contour integral offers a practical solution that, we hope, will find applications elsewhere. The idea is straightforward: we use the inner integral to obtain a "uniform"approximation in the region that gives the major contribution to the outer integral. In a sense, we work out asymptotics twice in a row; once for the inner integral and then for the outer one. The desired asymptotic result follows by applying "traditional" asymptotic methods (in our specific case we rely on the saddle-point method).
Combinatorial Setting and Applications.
From the definition of overpartitions, the following facts are obvious:
• There is a bijection between overpartitions of n whose weight of the overlined parts is and pairs of partitions of and n − where the first one is into distinct parts.
• There is a bijection between overpartitions of n whose weight of the overlined parts counted with multiplicity is and pairs of partitions of and n − that do not share a part.
The first bijection is as follows. Given an overpartition, we put all the overlined parts in one partition and the rest in the other partition. For example, starting with the overpartition (8, 6, 6, 4, 4,4, 2,1), we get (4, 1) and (8, 6, 6, 4, 4, 2) .
The second bijection is as simple. Given an overpartition, we put all the copies of the overlined part sizes in one partition and the rest in the other partition. For example, starting with the overpartition (8, 6, 6, 4, 4,4, 2,1), we get (4, 4, 4, 1) and (8, 6, 6, 2) .
We now interpret these two facts in a probabilistic context and exploit their consequences.
Overpartitions and Pairs of Partitions where the First One Is into Distinct Parts.
Let d(n) (resp. p(n)) be the number of partitions into distinct parts (resp. ordinary partitions) of n. The first fact tells us that the number of overpartitions of n where the weight of the overlined parts is is equal to d( ) p(n − ). Since, clearly,
we can write
The asymptotic behaviors of d(n), p(n)
, andp(n) are well known, see Chapter 6 of [2] for example. Since, by Lemma 1, the expected value of W n is about n/3, it makes sense to consider of the form n/3 ± k. We can easily get the following local limit theorem:
PROOF. According to a general theorem of Meinardus [2, Chapter 6] we have
Then we get
This result implies that COROLLARY 1.
9π .
Overpartitions and Pairs of Partitions that Do
Not Share a Part. The second bijection described at the beginning of this section implies that the expected weight of the overlined parts counted with their multiplicity of an overpartition of n is n/2 as we can apply the bijection, switch the two partitions, and apply the reverse bijection. This is equivalent to the following involution on overpartitions. Given an overpartition, list all its part sizes. Overline the ones that are non-overlined and remove the overline from the overlined parts. For example, starting with the overpartition (8, 6, 6, 4, 4,4, 2,1), we get (8, 6,6, 4, 4, 4,2, 1). This second fact also implies a recursive formula for the numberp(n, ) of overpartitions of n whose weight of the overlined parts counted with multiplicity is . The case n = 2k and = k was treated in [15] . We apply the same sieve argument as in [15] and get PROPOSITION 1.
In terms of generating functions we can write
This corresponds to equation (2) in [15] which was a starting point for a proof of an analog of Proposition 1.
To set a stage for the proof of Theorem 2, we follow the same reasoning as in the previous subsection, except that we use the second bijection. First, it is clear that p(n, ) =p(n, n − ), and that
Since the asymptotic behavior ofp(2n) is well known (see (5)), we focus on the numerator. Furthermore, since EM 2n = n we consider = n + k and in Section 4 below, we compute the asymptotic formula forp(2n, n + k) with k = o(n). This formula is
In particular,p(2n, n) is the number of pairs of partitions of n that do not share a part denoted by p 2 (n) in [15] . Thus,p (2n, n) p 2 (n) is the probability that two randomly and independently chosen partitions of n do not share a part. We then just need to apply the asymptotic formula (4) for p(n) and we get COROLLARY 2. The probability that two independently chosen random partitions of n do not share a part is asymptotically equivalent to
Proof of Theorem 1.
Let m j be a random variable that counts the multiplicity of part size j in a random overpartition of n. Thus, the constraint on the values of m j is that j≥1 jm j = n.
It follows directly from the definition of overpartitions that the weight of overlined parts counted with multiplicity can be probabilistically represented as
where " d ="denotes the equality in distribution, (ε j ) is a sequence of independent identically distributed random variables with values in {0, 1} satisfying P(ε j = 0) = 1 2 , and furthermore the sequences (m j ) and (ε j ) are independent (basically, ε j indicates whether the last occurrence of j is overlined or not). To find the asymptotics of the variance of M n we use the following simple fact (its proof is short, elementary, and omitted; it uses only basic properties of the conditional expectations [7, Theorem 4.4 
.2]).
LEMMA 3. For any random variable X and a σ -algebra F we have
Applying this to M n and F = σ {m j : j ≥ 1} we see that
Further, by the F-measurability of the m j 's and their independence of (ε j ),
Hence,
LEMMA 4. Let X be a random variable whose values are in the set of positive integers. Then
PROOF. We have
Changing the order of summation and shifting the index by one gives the statement.
In order to proceed we recall that according to Lemma 2.2 of [11]
Since (5) yields, for example,
applying Lemma 4 to X = m j and using (7) and (8) we get
where in the penultimate step we used the fact that for any 0 < q < 1,
and step (9) will be justified momentarily. So,
3π .
Step (9) is valid since the error incurred by applying (8) results in (−1) i in (9) being replaced by
which in turn results in (10) being replaced by
Consequently, the error in (11) is of order
We refer the reader to [11] for a more detailed presentation of similar calculations.
Proof of Theorem 2.
As we explained earlier, in order to complete the proof of Theorem 2 it is enough to justify (6) . In view of Proposition 1, this amounts to evaluating asymptotically the sum
We begin by finding a generating function for p(n − k) p(n + k) and our starting point is the well-known formula
For all |ξ | < 1, we choose x with |x| > 1 such that |xξ | < 1 and form
Multiplying this equation by x 2k−1 gives
Term-by-term integration along the circle C 1 : |x| = r > 1 with |r ξ | < 1 is justified and we have
for |ξ | < 1. By the Cauchy residue theorem
where ρ is any number less than 1 and n = 0. The precise value for ρ will become clear later. We now multiply (13) by (−1) j , replace n by n − (3 j 2 + j)/2 and sum up with respect to j to get
In deriving the above equation, because of absolute convergence, the interchange of integration and summation is justified. The convention that p(n) is zero when n is negative is automatically fulfilled, for in (13) any such function p is zero by the Cauchy integral theorem. We now use an identity (see, for example, Theorem 353 of [21] or Theorem 1.2 and Exercise 26 in Chapter III of [3] ): for |x| < 1,
.
Substituting this into the last integral we get with ρ < 1,
In order to complete the argument, we need to evaluate this integral asymptotically. Note that for positive ξ , F k (ξ ) and f (ξ ) are also positive so that the integrand F k (ξ )/ f (ξ ) is a positive function with a strong singularity at ξ = 1. The major contribution to the integral (14) is expected to come from an immediate neighborhood of ξ = 1. Our analysis is carried out in two steps. First, we use the integral representation (12) of F k (ξ ) and a functional equation for f (ξ ) to determine the asymptotic behavior of the integrand near ξ = 1. We then use the saddle-point method to analyze the integral (14) . We carry out the details in two separate subsections below, beginning with F k (ξ ).
Asymptotics of the Integrand.
We are going to find the asymptotics for F k (ξ ) as ξ → 1 or equivalently for F k (e −2π s ) as s → 0 + by applying the saddle-point method to the integral in (12) . Change of variables in (12) yields
Our next step is a parallel presentation of Ayoub [3, Chapter III, Section 2], who used a representation
to obtain the Hardy-Ramanujan result on the asymptotics of the partition function (Ayoub credits this approach to J. V. Uspensky). The basic idea is to use a functional equation for f (z); writing z as e −2πw , with Re(w) > 0, we have (see, e.g., Theorem 3.2 in Chapter III of [3] )
Since f (e −2π/w ) → 1 very rapidly as w → 0 + , the behavior of f (e −2πw ) is dictated by √ we (π/12)(1/w−w) . After estimating the error terms, one may replace the integrand in (15) by these new expressions. The resulting integral is much easier to evaluate and we use the saddle-point method to do this. We refer to [3] for more details on how √ we
can be used in place of f (e −2πw ) and how to handle the error terms. We suppress these tedious estimations here and concentrate on the leading term. Use the variable τ as the integration variable to get . Here we have the freedom to vary Re(L) > 0 as long as we keep it less than Re(s). In what follows, it will become clear that in order to incorporate the uniformity of k, the contour L is chosen such that Re(L) ∼ Re(s)/2. We now apply the functional equation (16) to f (e −2πτ ) and f (e −2π s e 2πτ ) and substitute the result into the last integral. We get
Since both f (e −2π/τ ) and f (e −2π/(s−τ ) ) → 1 rapidly as s → 0 + , they can be dropped from the integrand without affecting the asymptotics:
This is the integral where we start to apply the saddle-point method. Note that, because of the form of the integrand in (17) , the saddle-point will depend on s as well as k. Define
Set h (τ ) = 0 and solve it for τ to get the saddle point:
This implies that
To solve it for τ , we write τ := su and proceed to determine the equation satisfied by u. Later we will see that s is (1/ √ n) and the assumption that k = o(n) will validify the above equation. Having said this it is useful to point out the following: (i) As ks 2 → 0, (18) has a unique positive root. This is the solution that is used in the saddle-point method. Let this positive solution be denoted by u. We have further:
We comment that (ii) and (iii) can be formally justified by "bootstrapping"from (18) . Namely, setting ks 2 = 0 in (18) gives u = + ε, where ε → 0 and put this in (18) for further bootstrapping. We get 2ε + 48ks 2 (
Since the linear term in ε must match 3ks 2 we conclude that ε = − 3 2 ks 2 and
Perform a change of variable τ = suv in (17) by taking v as the new integration variable. This gives
where L 1 is the corresponding line segment passing through the point 1, the saddle point for the above integral. Note that in (20) the parameter π/12s is going to infinity and hence we can employ the standard saddle-point method to find the asymptotic approximation. We again concentrate on the main term. Let
We have (see, e.g., p. 93 of [9] ) as s → 0 + and uniformly for those k with ks 2 → 0,
The above is obtained by just letting v = 1 in the formula in the saddle-point method. Note that
and using
we get
Inserting (23) and the second part of (22) into (21) yields
as s → 0 + in | arg s| < π/6 and it holds uniformly for those k such that ks 2 → 0. That s stays in the above-mentioned angular region is required because the integration path L 1 must remain in the valley of steepest descent, a condition that can be easily guaranteed in the subsequent arguments. (14) . We now come back to (14) :
Asymptotics of the Sum
where ρ < 1. Let ξ = e −2πs , Re(s) > 0, and express the integral in the variable s, . We choose Re(L 2 ) = 1/2 √ 2 √ n for the need of the saddle-point method below. Again for large n the major contribution to the integral on the right comes from an immediate neighborhood of s = 0. We plug in the expression in (24) for F k (e −2π s ), replace f (e −2πs ) by the expression from its functional equation (16) , and infer that as n → ∞, The asymptotics holds uniformly for k = o(n).
Conclusion.
In this paper we study the asymptotic properties of the weight of overlined parts in overpartitions. These results provide information about the asymptotic number of pairs of partitions which do not share a part and pairs of partitions where the first one is into distinct parts. This study could be generalized in the context of prefabs [5] , [15] . Indeed, in a prefab, objects are represented as a sequence of prime objects. Then we can define overprefabs where the last occurrence of a prime object can be overlined. Each object in an overprefab can be decomposed as a pair of objects that do not share a prime object or as a pair of objects where the first one is into distinct prime objects. For example, it follows from results obtained here thatp(2n, n), the number of pairs of partitions of n that do not share a part is asymptoticallȳ
We think that such results hold for other prefabs. Finally, classical results relating coprime and square-free objects are known for integers and monic polynomials over G F(q). We present an integrated approach to these ideas in [1] .
