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Resumen En este trabajo se presenta un sistema que reconoce la expresio´n facial de una persona,
y de all´ı se infiere mediante la ayuda de un sistema de lo´gica difusa la emocio´n predominante en la
misma. El proceso consta en primer lugar de una etapa de entrenamiento, que habilita a configurar
valores del sistema difuso segu´n las caracter´ısticas faciales de una persona en particular. Luego se
inicia la primer etapa del proceso de reconocimiento la cual consiste en detectar ciertos puntos,
seguirlos, y calcular un conjunto de a´ngulos. En la siguiente etapa se procesan los sistemas difusos
(asociado cada uno a una emocio´n) con los a´ngulos de entrada y se obtiene el grado de pertenencia
del rostro a cada una de las emociones. Por u´ltimo, se procesan las salidas en un nuevo sistema
difuso del cual se obtiene el resultado final.
1. Introduccio´n
Existe una tendencia, en el desarrollo de aplicaciones, a trabajar interactivamente con el usuario
haciendo foco en las sensaciones que la aplicacio´n le produce. En otras palabras, se busca mejorar
la experiencia de uso.
Por otro lado, luego de profundizar en el estado del arte, se vio que no es muy prol´ıfico el trabajo
que ataca esta problema´tica y, adema´s, lo poco que esta desarrollado tiene otro enfoque. En par-
ticular algunos analizan movimientos o diferencias de las expresiones faciales en una secuencia de
ima´genes [7,8,9,10,11,13]. Otro enfoque es usar de referencia una imagen de la expresio´n neutral
[12,14].
En vista de esto, surgio´ la idea de reconocer las sensaciones del usuario por medio del video. Como
conclusio´n, derivo´ la motivacio´n de reconocer ciertas emociones en tiempo real, ya sea desde una
ca´mara web o cualquier dispositivo de captura de video.
Las emociones son conceptos centrales en la interaccio´n entre seres humanos. Asimismo, con el auge
de la informa´tica, cada vez es ma´s relevante la relacio´n entre los seres humanos y los diferentes tipos
de dispositivos informa´ticos. Por esta razo´n y para mejorar esta relacio´n, se debe lograr reconocer
en forma automa´tica las emociones de los seres humanos.
El objetivo de este trabajo es reconocer el estado de a´nimo predominante en una persona. En base a
esto, en un futuro, se podr´ıan realizar acciones segu´n la emocio´n del usuario. Por ejemplo, tomando
una aplicacio´n de e-learning, se podr´ıan tomar en base a las emociones del alumno diferentes
decisiones dida´cticas y pedago´gicas.
Tambie´n es importante enfocarse en obtener una performance que permita reconocer en tiempo
real, sin dejar de priorizar el e´xito del reconocimiento.
Vale aclarar que teniendo en cuenta aplicaciones futuras, es de vital importancia desarrollar una
implementacio´n lo mas reusable posible.
2. Marco teo´rico
El presente trabajo esta´ inspirado principalmente en [3]. A continuacio´n se delineara´ brevemente
dicha investigacio´n aclarando las diferencias con el presente trabajo.
En primer lugar, en [3], se realiza una fase de procesamiento de ima´genes, con el fin de detectar el
rostro en la imagen. Una vez localizado el rostro, se procede a distinguir sus a´reas fundamentales
como ser cejas, nariz, boca, etc. A continuacio´n, se detectan 13 puntos caracter´ısticos de forma
automa´tica, haciendo algunas comprobaciones que dan cierta certidumbre de que estos puntos son
los correctos, por ejemplo se comprueba que cada punto tenga su color caracter´ıstico. En el presente
prototipo se ha simplificado este proceso eliminando el procesamiento de ima´genes y marcando de
forma manual los puntos en la imagen.
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Para seguir a trave´s del video estos puntos, en [3], se vuelve a computar el proceso antes men-
cionado. En contraposicio´n, en este trabajo se opto´ por un algoritmo de flujo o´ptico ampliamente
utilizado en el a´rea [2].
En ambos trabajos, con los antedichos puntos se calculan 6 a´ngulos que pretenden representar el
conjunto de Unidades de Accio´n (AU) que describen el movimiento ato´mico de los mu´sculos facia-
les [1]. Adema´s, estos a´ngulos son la entrada del sistema fuzzy correspondiente al mo´dulo Fuzzy
Clasification de [3] y Ca´lculo de la emocio´n del presente trabajo, del cual se obtiene para cada
emocio´n un valor correspondiente a su intensidad.
Por u´ltimo en [3] se determinan las emociones significativas haciendo uso de un sistema que simula
un grupo de reglas del tipo IF-THEN, con umbrales estrictos que no hacen uso de la lo´gica difusa.
En esta etapa, para el trabajo que se presenta, se prefirio´ idear un nuevo sistema fuzzy que distinga
las emociones significativas.
Cabe destacar que en ambos modelos es necesario adaptar los diferentes conjuntos de pertenencia
de los inputs del primer sistema fuzzy, segu´n las caracter´ısticas faciales de la persona de la cual se
quieren distinguir sus emociones.
Este procedimiento, en [3], se realiza de la siguiente manera: se consiguen los ma´ximos y mı´nimos de
cada a´ngulo tomados del conjunto de mediciones de todas las emociones. Y de la emocio´n neutral
los valores medios. De esta forma, los sistemas fuzzy de cada emocio´n tienen ide´ntica configuracio´n.
Por el contrario, el entrenamiento en el presente trabajo se realiza obteniendo los ma´ximos, mı´ni-
mos y valores medios de cada a´ngulo tomados de las mediciones de cada emocio´n en particular.
As´ı, se logra una configuracio´n particular para cada emocio´n.
Los sistemas de lo´gica difusa (Fuzzy Logic) son una rama de la Inteligencia Artificial que
permite trabajar con modos de razonamiento imprecisos partiendo de conjuntos borrosos.
Un conjunto borroso es una clase de objetos con un grado continuo de pertenencia. Dicho conjun-
to se caracteriza por una funcio´n de pertenencia que asigna a cada objeto un grado de pertenencia
que oscila entre cero y uno.
A mediados de los 70 el ingeniero ele´ctrico iran´ı Lofty A. Zadeh de la Universidad de Berkeley
postulo´ por primera vez la lo´gica difusa publicando Fuzzy Sets [6] en la revista Information
and Control. Introdujo el concepto de conjunto difuso (Fuzzy Set) para representar el pensamien-
to humano no con nu´meros sino con etiquetas lingu¨´ısticas.
Los sistemas de lo´gica difusa ma´s comunes que se encuentran en la literatura se encuentran
en unos de los siguientes tipos: Sistemas difusos tipo Mamdani [15] y Sistemas difusos tipo
Takagi− Sugeno.
En este trabajo se utilizaron sistemas de tipo Mamdani, en el cual se distinguen los siguientes
conceptos:
Fuzzificacio´n: Comprende el proceso de transformacio´n de los valores nume´ricos provenientes del
exterior y los convierte en valores ”difusos”, es decir, grados de pertenencia para te´rminos lingu¨´ısti-
cos. La funcio´n de pertenencia se utiliza para asociar una intensidad a cada valor.
Proceso de inferencia: Teniendo los diferentes grados de pertenencia obtenidos por la fuzzifi-
cacio´n, los mismos deben ser procesados para generar una salida difusa. La tarea del sistema de
inferencia es tomar los grados de pertenencia y apoyado en la base de reglas generar la salida.
Reglas: La base de reglas son la manera que tiene el sistema difuso de guardar el conocimiento
lingu¨´ıstico que le permiten resolver el problema para el cual ha sido disen˜ado. Estas reglas son del
tipo IF-THEN. En un sistema difuso tipo Mamdani tanto el antecedente como el consecuente de
las reglas esta´n dados por expresiones lingu¨´ısticas.
Defuzzificacio´n: Es el proceso inverso que el de la fuzzificacio´n, es decir, es la accio´n de convertir
un valor difuso en un valor exacto. En el presente trabajo se utilizan los siguientes me´todos: Por un
lado se tiene el me´todo Center Of Gravity (COG) que dado un conjunto borroso, toma el valor de
las abscisas correspondiente al centro de masa del a´rea de dicho conjunto. Por el otro, el metodo
Smallest of Maximum que toma el valor correspondiente al ma´ximo del conjunto borroso, y si este
no es u´nico, discrimina la menor abscisa correspondiente a este valor.
Por u´ltimo cabe destacar que si bien en lo que resta del presente trabajo se hace en ciertas ocasiones
uso indiscriminado de los conceptos de emocio´n y su expresio´n facial asociada, cometiendo un
abuso de lenguaje, se debe distinguir perfectamente entre los mismos, teniendo claro que el objetivo
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esencial que se persiguio´ fue el de reconocer expresiones faciales asociadas a ciertas emociones, y
no las emociones en si mismas, lo cual ciertamente ser´ıa ma´s ambicioso.
3. Arquitectura Propuesta
Siguiendo la propuesta de [3], la principal referencia de este trabajo, se planteo´ una arquitectura
de reconocimiento de 2 emociones y la ausencia de ellas: Happiness, Sadness y Neutral; aunque
se disen˜o de forma extensible. La arquitectura planteada se divide en los siguientes mo´dulos:
Figura 1. Arquitectura del Sistema
Procesamiento de ima´genes En este mo´dulo se pretende llevar la imagen a un estado adecuado
para el reconocimiento. Se aplican distintos filtros en la imagen para la mejora del seguimiento de
los puntos, por ejemplo: realces de bordes, desenfoque Gaussiano para eliminar ruido.
Localizacio´n de puntos A diferencia de [3], se ubican por u´nica vez los puntos caracter´ısticos
antes mencionados, de forma manual. Tal como se observa en la figura 2.
Figura 2. A´ngulos y Puntos Caracter´ısticos, [3]
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Seguimiento de puntos Por cada punto marcado se hace un seguimiento de un frame al siguien-
te, donde se determina la posicio´n del punto en un frame teniendo en cuenta sus coordenadas en
el frame anterior. Este seguimiento es realizado con el algoritmo de flujo o´ptico de Lukas-Kanade [2].
Ca´lculo de caracter´ısticas relevantes En base a los puntos caracter´ısticos se calculan 6 a´ngulos
(como se observa en la Figura 2), de 0 a 180 grados, que sera´n la entrada del sistema difuso. Se
intenta representar con estos a´ngulos las Unidades de Accio´n descriptas al comienzo de este trabajo
[1].
Estos a´ngulos son clasificados en 2 grupos de a´ngulos: A2 y A3 pertenecen al a´rea superior del ros-
tro; A0, A4 y A5 a la parte inferior; y A1 no esta claramente mapeado a ninguno de los dos grupos.
Teniendo en cuenta el trabajo de Ekman y Friesen, la parte inferior del rostro esta relacionada con
la expresio´n de felicidad (las comisuras de los labios se elevan causando el aumento del angulo A0)
y con la expresio´n de tristeza (las comisuras de los labios descienden causando la disminucio´n del
angulo A0).
Dado que los mo´dulos Ca´lculo de la emocio´n y Clasificacio´n de la emocio´n son los ma´s relevantes
para este trabajo, se describen en mas detalle en las siguientes secciones.
4. Ca´lculo de la emocio´n
Se crea un sistema difuso por cada una de las 2 emociones, mientras que a la ausencia de emo-
cio´n (expresio´n neutral) se la distingue al momento de clasificar la emocio´n. Existe una etapa de
entrenamiento para ajustar ciertos valores del sistema.
Figura 3. Estructura de la Clasificacio´n Fuzzy, [3]
Luego, en cada sistema, se fuzzyfican los a´ngulos de entrada y en base a un conjunto de reglas se
realiza una inferencia max-min.
Para fuzzyficar se utilizan 3 te´rminos (ver Figura 4): small, medium y large; que corresponden al
grado de pertenencia de las Unidades Accio´n.
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Figura 4. Fuzzyficacio´n de A´ngulos, [3]
Las funciones de pertenencia de small y large tienen forma trapezoidal, mientras que medium
tiene forma triangular. Los valores
xsmallj , x
medium−
j , x
medium
j , x
medium+
j y x
large
j
son obtenidos durante el entrenamiento y dependen de los rasgos de la persona.
Para concluir el sistema difuso se utilizan 2 te´rminos: strong y weak. Estos representan la intensidad
de la correspondiente emocio´n y sus funciones de pertenencia tienen forma triangular.
Figura 5. Defuzzyficacio´n de las Intensidades de las Emociones, [3]
La defuzzyficacio´n es hecha por el me´todo de COG (centro de gravedad). Esto da como resultado
un valor para cada sistema, es decir un valor por cada emocio´n. Dicho valor se encuentra en el
intervalo [0,1] y representa su intensidad.
Cada una de estas intensidades luego formara´n parte de un vector que sera´ usado para clasificar la
emocio´n. En este prototipo se obtiene [Ihappiness, Isadness].
El conjunto de reglas para cada emocio´n contiene 4 reglas que describen la deformacio´n facial ne-
cesaria para que dicha emocio´n sea strong. Luego se tienen 4 reglas mas que describen cua´ndo la
emocio´n es weak, cuyas premisas corresponden a las de las reglas de las deformaciones t´ıpicas de
las restantes emociones.
Algunos ejemplos para happiness son:
Para la primer fila:
IF A0 IS large AND A1 IS medium AND A2 IS medium AND A3 IS medium
AND A4 IS small AND A5 IS large THEN Ihappiness IS strong
Teniendo en cuenta que la regla clasifica a la emocio´n happiness como strong se observa que los
a´ngulos A0 y A5 deben ser large debido a que las comisuras de los labios se elevan causando el
aumento de los mismos. Esto a su vez reduce al a´ngulo A4. Por u´ltimo no se observan cambios
notorios en la parte superior del rostro, lo que justifica que A1, A2 y A3 se etiqueten como medium.
En total se tienen 8 reglas por sistema, como se aprecia en la Figura 6.
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Figura 6. Conjunto de Reglas para la Clasificacio´n de la Emociones, [3]
5. Clasificacio´n de la Emocio´n
Si bien en [3] los autores utilizan un Sistema fuzzy para llegar al grado de intencio´n de cada emo-
cio´n, usan una funcio´n que simula un conjunto de reglas estrictas como se muestra en la figura 7.
Esta parte se ha modelado con un sistema difuso en el trabajo presentado.
Figura 7. Funcio´n que discrimina emociones predominantes, [3]
En particular dicha funcio´n distingu´ıa la cantidad de emociones significativas en una persona, don-
de ’significativa’ representaba que la intensidad de dicha emocio´n es superior a 0,5.
En el presente trabajo si bien se mantiene la esencia del sistema de clasificacio´n, se hace uso de la
lo´gica difusa tambie´n en esta etapa.
Para esta tarea, se generan n+1 sistemas fuzzy, donde n es la cantidad de emociones. En este
prototipo se trabaja con n igual a 2 (happiness y sadness), con lo cual se generan 3 sistemas que
corresponder´ıan a la tendencia emocional del sujeto que se esta analizando:
Neutral: Ninguna emocio´n predominante.
Primary e: Predomina la emocio´n e en la persona.
Dyad e1 e2: Predominan dos emociones (e1 y e2) en la persona.
...
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Como entrada de cada uno de estos sistemas se utiliza el vector de intensidades antes definido. Por
ejemplo, [0.33,0.49] que representa las intensidades de happiness y sadness en un caso particular.
Para fuzzyficar se utilizan 2 te´rminos: Menor y Mayor. Ambas funciones de pertenencia tienen
forma trapezoidal como se ilustra en la figura 8. Al fuzzyficar se obtiene un factor de certeza de
cada sistema que indica cual es la intensidad de Neutral, de Primary y de Dyad. Como me´todo
de defuzzificacio´n se utiliza SmallestOfMaximum.
En contraposicio´n de [3], en este trabajo ’significativa’ representa que la intensidad de la emocio´n
pertenezca al te´rmino Mayor de la fuzzyficacio´n, como se muestra en la figura 8.
Figura 8. Fuzzyficacio´n de las Intensidades de las Emociones
El conjunto de reglas depende de la cantidad de emociones a considerar en el sistema, para este
prototipo se plantean las siguientes reglas:
Para el sistema Neutral:
if Ihappiness is Menor and Isadness is Menor then INeutral is Significativa
Para el sistema Primary:
if Ihappiness is Menor and Isadness is Mayor then IPrimary is Significativa
if Ihappiness isMayor and Isadness is Menor then IPrimary is Significativa
Para el sistema Dyad:
if Ihappiness is Mayor and Isadness is Mayor then IDyad is Significativa
Con las reglas propuestas para la clasificacio´n de emociones lo que se intenta reflejar es que si am-
bas intensidades de las diferentes emociones son Menor, entonces se esta en presencia del estado
Neutral. Si una es Mayor y la otra Menor, el estado es Primary correspondiendo a la de mayor
intensidad. Y si ambas son Mayor es Dyad.
Vale aclarar que pueden estar presentes ma´s de un estado a la vez, es decir, los sistemas no son
mutuamente excluyentes. En este caso se elige el estado con mayor intensidad para obtener un
u´nico estado final del reconocimiento. Por ejemplo: el sistema Neutral puede tener una intensidad
0.86, Primary 0.15 y Dyad 0.00; con lo cual el estado resultante es Neutral.
6. Entrenamiento
Cabe destacar que el entrenamiento realizado es un desarrollo propio.
Para realizar el entrenamiento del sistema propuesto se configuran los valores de cada sistema fuzzy
(de emociones) segu´n los rasgos de cada persona. Para esto se marcan los 13 puntos iniciales en el
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video y se hace el seguimiento de los mismos durante 200 frames. Durante este lapso la expresio´n
facial de la persona que se esta entrenando debe ser siempre la asociada a la emocio´n correspon-
diente, es decir, si se entrena la emocio´n Happiness la persona debe permanecer con la expresio´n
asociada a la misma durante 200 frames.
En este proceso, se configuran los xmj , donde j corresponde al a´ngulo y
m ∈ {small,medium+,medium−,medium, large}
(como se puede observar en la figura 4) para ajustar el sistema de cada emocio´n segu´n las reglas
ya escritas. En otras palabras se realiza un entrenamiento por emocio´n, donde se configuran los
extremos de las funciones de fuzzyficacio´n para cada a´ngulo de entrada. Finalmente se generara´ un
archivo con el nombre de la persona donde se almacenan todos estos valores, que sirve como dato
para realizar reconocimientos sin volver a entrenar. Se utilizo´ formato xml para estos archivos.
Mas en detalle, la idea del entrenamiento es observar el promedio de cada a´ngulo presente en una
emocio´n, y teniendo en cuenta la forma de las reglas que deben dispararse para dicha emocio´n, se
ajusta la funcio´n de pertenencia de las etiquetas de los inputs del sistema fuzzy correspondiente.
Una aclaracio´n en este punto es que para entrenar se cuenta con un video por cada emocio´n, donde
el nombre del video es el nombre de la emocio´n (el video debe estar en formato avi). Es decir,
que si se cambia de persona a reconocer, se deben reemplazar estos videos por los videos de dicha
persona, manteniendo los nombres de los archivos.
7. Implementacio´n del prototipo
Este trabajo fue implementado en C++ usando la librer´ıa OpenCV 1 para la deteccio´n y el segui-
miento de los puntos caracter´ısticos. Tambie´n se uso la librer´ıa FuzzyLite 2 para la representacio´n y
el procesamiento del sistema de lo´gica difusa, debido a la simpleza con la que se integra su interfaz
gra´fica con el lenguaje. Todo esto bajo el entorno linux.
Se trabajo´ con videos de 720x480 en formato MPEG-4 con 30 fotogramas por segundo.
El proceso de reconocimiento se realiza frame a frame, pero los frames en los que el algoritmo
esta´ procesando se descartan.
8. Ejemplo de uso
Para realizar la prueba de este prototipo se han generado algunos archivos y videos.
Para probar se debe ingresar un nombre de la persona que cargara´ el archivo con ese nombre en
formato xml de la carpeta Personas. En caso de que no exista ese archivo se pedira´ entrenar para
generarlo. Luego se pedira´ que marquemos los 13 puntos en el video como se mostro´ en la figura
2. Se podra´ observar en la consola y en el video la emocio´n resultante de todo el sistema. Pueden
observarse en las figuras 9, 10 y 11 la ejecucio´n del sistema que reconoce, a partir de los videos, las
emociones predominantes.
1 www.opencv.org
2 www.fuzzylite.com
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Figura 9. Prueba del Prototipo. Estado/Emocio´n resultante: Neutral
Figura 10. Prueba del Prototipo. Estado/Emocio´n resultante: Prymary Happiness
9. Experimentos y resultados
Para la experimentacio´n del sistema se conto´ con la participacio´n de 8 personas, con 2 videos de
al menos 200 frames para entrenar y 3 videos de al menos 500 frames para reconocer.
La forma de experimentacio´n utilizada consistio´ en realizar un conteo de las emociones reconocidas
en cada frame, en un video donde predomine una sola emocio´n. Con esto calculamos las tasas de
reconocimiento para cada emocio´n y confeccionamos la matriz de confusio´n de la figura 12.
Debido a que no se conto´ con la participacio´n actores se encontraron casos en los que la expresio´n
facial de sadness era muy parecida a la de neutral, con lo cua´l no se distingue correctamente dicha
9
17º Concurso de Trabajos Estudiantiles, EST 2014
43 JAIIO - EST 2014 - ISSN: 1850-2946 - Página 294
Figura 11. Prueba del Prototipo. Estado/Emocio´n resultante: Prymary Sadness
emocio´n; no sucede as´ı con happiness que reconocio´ satisfactoriamente en todos los casos.
Por otro lado, como las emociones happines y sadness son opuestas no es posible probar el caso
Dyad. Esto es as´ı ya que el sistema fue pensado para una extensio´n futura con ma´s emociones, con
lo cual queda como trabajo futuro probarlo. En la siguiente figura mostramos los resultados del
trabajo.
Figura 12. Matriz de confusio´n para el reconocimiento de emociones del prototipo
El reconocimiento promedio obtenido es de 80,66 %. Mientras que en [3] se obtuvo 72 %. Analizando
en [3], esto puede deberse a que el procesamiento de ima´genes realizado para el marcado automa´tico
de los puntos introduce un error en su ubicacio´n, que si bien existe al realizarlo de forma manual,
probablemente sea menor. Sin embargo, debido al algoritmo de flujo o´ptico utilizado en el presente
trabajo, el seguimiento de puntos tiende a empeorar introduciendo un error que se acumula. Por el
contrario, los autores en [3] con su me´todo obtienen un sistema estable, es decir, que mantiene un
error constante; ya que realizan el proceso de reconocimiento nuevamente en cada frame.
Tambie´n el entrenamiento realizado en el presente trabajo permite ajustar el sistema para cada
persona y cada emocio´n, a diferencia de [3] en donde se obtiene un u´nico modelo para todas las
emociones de cada persona.
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10. Discusio´n y Conclusiones
En primer lugar se destaca que se ha desarrollado un sistema reconocedor de emociones predo-
minantes viable y extensible a tantas emociones como se desee experimentar. Este sistema podr´ıa
incorporarse a alguna aplicacio´n dentro del campo de e-learning, para que dependiendo de las emo-
ciones del alumno, se tomen diferentes decisiones pedago´gicas.
A la hora de intentar leer el lenguaje corporal, reconocer la expresio´n facial puede ser una herra-
mienta muy u´til. La misma, junto con las palabras, es una forma fa´cil de desenmascarar los estados
internos. As´ı se podr´ıa idear un sistema que utilice estos recursos de forma complementaria.
Otras a´reas en las que tambie´n se podr´ıa aplicar ser´ıan: Entretenimiento, Aplicaciones de Oficina,
Estad´ısticas, Robo´tica.
Como trabajo futuro para mejorar el seguimiento de los puntos ser´ıa conveniente implementar una
malla como se detalla en la bibliograf´ıa [4]. Adema´s aplicar el algoritmo de Laplace 3 para resaltar
bordes en ciertas partes de la imagen, como por ejemplo la boca, para obtener un mejor rendimiento
en el algoritmo de flujo o´ptico.
Como trabajo ma´s ambicioso, se desean realizar muchos entrenamientos con distintas personas
para intentar llegar a un modelo apto, con el cual no har´ıa falta entrenar sino que reconocer´ıa
aceptablemente a cualquier persona. Tambie´n incrementar la cantidad de emociones a reconocer
para crear un trabajo ma´s completo.
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