Abstract We consider nonautonomous difference equations which give rise to a hierarchy of invariant fiber bundles, the so-called nonautonomous manifolds. It is our aim to point out the relationship between nonautonomous manifolds and pullback attractors which is important also for the numerical approximation of these manifolds. In a first step we show that the unstable manifold is the pullback attractor of the system. Under the assumption of invertibility, the stable manifold is then related to the pullback attractor of inverted systems. Finally, using spectral transformations, our main result yields that every nonhyperbolic manifold is a pullback attractor of a related system.
Introduction
In the theory of discrete dynamical systems (i.e. autonomous difference equations) the stable and unstable manifold theorem -first proved by Poincaré [8] and Hadamard [6] -plays an important role in the study of the flow near a hyperbolic fixed point x 0 of a diffeomorphism f : The stable manifold is the set of points of the phase space which converge to x 0 in forward time; the unstable manifold is the stable manifold of f −1 , i.e. it consists of all points which converge to x 0 in backward time. However, the assumption of hyperbolicity of the fixed point is in some situations too restrictive. For nonhyperbolic fixed points which admit a spectral separation of the linearization one can show analogous results in which the manifolds are characterized by the growth behavior of the solutions contained in it. In this paper we consider a further generalization of the classical theorem by considering nonautonomous difference equations. In this context, the invariant manifolds are no longer subsets of the phase space but of the extended phase space (see Aulbach [1] ).
Although their existence is clear, the analytical computation of the invariant manifolds is only possible in rare cases. Therefore it is reasonable to develop numerical tools for the approximation of these sets. For stable and unstable manifolds of autonomous difference equations this topic is well examined. In Dellnitz, Hohmann [4, 5] a subdivision and a continuation algorithm is introduced to approximate the global attractor of the system. Since the global attractor contains all unstable manifolds, these algorithms seem convenient to get information about the unstable manifolds. We want to address the questions concerning the approximation of nonhyperbolic autonomous manifolds as well as nonautonomous manifolds. We will use a suitable notion of a pullback attractor and nonautonomous versions of the subdivision and continuation algorithm for general nonautonomous dynamical systems (see [2] ).
In this article we complete our considerations with respect to nonautonomous difference equations by showing that there exist strong connections between the manifolds and pullback attractors of transformed systems. In a forthcoming paper we will discuss this topic in the context of nonautonomous differential equations. Although there are many similarities, the case of difference equations seems to be more subtle since we do not assume invertibility. This general setting has no consequences for the existence of the manifolds, but our approach for approximating pseudo-stable manifolds is based on time inversion and therefore not applicable to noninvertible systems.
Preliminaries
As usual we denote by Z and R the sets containing all integers and reals, respectively, and we set Z
N is a normed vector space, R N ×N is the set of all real N × N matrices. We write U (x 0 ) = {x ∈ R N : x − x 0 < } for the -neighborhood of a point x 0 ∈ R N . For arbitrary nonempty sets A, B ⊂ R N and x ∈ R N let d(x, A) := inf{ x − y : y ∈ A} be the distance of x to A and d(A|B) := sup{d(x, B) : x ∈ A} be the Hausdorff semi-distance of A and B. A function g from a set of integers to R N is called γ
In this article we are concerned with difference equations
where f : Z × R N → R N is a continuous function. This equation gives rise to a general solution λ(k, κ, ξ) which is the solution satisfying the initial condition x(κ) = ξ with κ and ξ treated as additional parameters. Note that in general
is also defined for k < κ. In this case we say that the difference equation (1) 
In the literature pullback attractors are usually defined to be compact (see, e.g., Kloeden [7] ), but the (global) nonautonomous manifolds under our consideration are always noncompact. If we want to establish connections between these two objects, we need a more general notion of a pullback attractor which is prepared by the following definition. An invariant nonautonomous set A is said to be compactly generated if there exists a compact set K ⊂ R N , a so-called generator of A, with the following property: For any compact set C ⊂ R N there exists a number T (K, C) > 0 such that for any κ ∈ Z we have
An invariant, closed and compactly generated nonautonomous set A is called a global pullback attractor, if for any compact set C ⊂ X we have
A global pullback attractor is always unique. We have proved this result in [2] , where we have also introduced algorithms to approximate pullback attractors.
Theory of nonautonomous manifolds
In the sequel we consider nonautonomous difference equations of the form
where
We suppose furthermore that the matrix B 2 (k) is invertible for all k ∈ Z. Moreover we assume:
(H1) Hypotheses on linear part: The evolution operators Φ 1 and Φ 2 of the linear equations x 1 = B 1 (k)x 1 and x 2 = B 2 (k)x 2 , respectively, satisfy the estimates
with real constants K ≥ 1 and 0 < α < β.
(H2) Hypotheses on perturbation: For all (
where the constant L satisfies the estimate 0 ≤ L < β−α 4K . We denote the general solution of this system by
and choose an arbitrary constant δ ∈ (2KL,
The following theorems are slight modifications of the results obtained in Aulbach [1] and Aulbach & Wanner [3] . First we state the fundamental existence theorem on nonautonomous manifolds which says that system (2) gives rise to two nonautonomous manifolds, the pseudo-stable manifold S 0 and the pseudo-unstable manifold R 0 . If system (2) is hyperbolic, i.e. α < 1 < β, then S 0 and R 0 are called stable manifold and unstable manifold, respectively. (2) with λ
Theorem 3.1. There exists a uniquely determined continuous mapping s
The nonautonomous sets S 0 and R 0 are invariant and their intersection is the trivial solution of (2) .
We say that S 0 and R 0 are the nonautonomous manifolds of the trivial solution. Not only the trivial solution but every solution of (2) admits nonautonomous manifolds. This is the central statement of the following theorem.
Theorem 3.2. There exists a mapping
allows the representation
The function s is continuous with the following properties:
If the difference equation (2) is invertible, then there exists a mapping
The function r is continuous with the following properties: 
The nonautonomous set
is called the horizontal fiber bundle through (κ 0 , η 0 ). If the difference equation (2) is invertible, then the vertical fiber bundle through (κ 0 , ξ 0 ) is defined by
The next theorem says -provided the constant L is small enough -that every point of the extended phase space lies on exactly one horizontal and in case of invertibility on one vertical fiber bundle. 
Then there exists a continuous mapping namely F H (κ 0 , η) with η = F 1 (κ 0 , ξ 0 , η 0 ) . Furthermore, for all κ ∈ Z, ξ ∈ R N and η ∈ R M we get the estimate
where the constant C(L) is defined by
If the difference equation (2) is invertible, then there exists a continuous mapping
holds.
Hyperbolic manifolds and pullback attractors
We suppose now that system (2) is hyperbolic. For simplicity we refer to (2) also by writing x = f (k, x). In the following theorem we provide sufficient conditions concerning the spectral gap, the constant L and the invertibility of the system in order to establish connections between the two hyperbolic manifolds and pullback attractors. Theorem 4.1. We suppose that
and that the constant L satisfies
Then the unstable manifold R 0 is the global pullback attractor of (2). If the system (2) is invertible then we have the following connection between the global pullback attractor A of the inverted system
and the stable manifold S 0 of system (2) :
Proof. First of all we show that R 0 is the global pullback attractor of system (2). We state that R 0 is an invariant nonautonomous set and that R 0 is the graph of the continuous function r 0 and therefore a closed nonautonomous set. Let us prove now that R 0 is compactly generated with generator U 1 (0). For this we choose an arbitrary compact set C ⊂ R N . Since C is bounded, we have an M > 0 with x < M for all x ∈ C. Due to (4) there exists a number δ ∈ (2KL,
Choose k 0 ∈ Z and (ξ, η)
is fulfilled. Since (ξ, η) ∈ C ∩ R 0 (k 0 ) has been chosen arbitrarily we have
which means that R 0 is compactly generated with generator U 1 (0). Finally we prove that R 0 attracts every compact set in the sense of pullback attraction. Therefore choose k 0 ∈ Z and a compact set C ⊂ R N arbitrarily. Due to (4) there exists a number δ ∈ (2KL, β−α 2 ] with γ := α + δ < 1. We state that for all (ξ, η) ∈ C and k ∈ Z we have F 1 (k, ξ, η) ) holds for all (ξ, η) ∈ C and k ∈ Z. Hence for all (ξ, η) ∈ C and k ≤ k 0 F 1 (k, ξ, η)), s(k, r 0 (k, F 1 (k, ξ, η) 
We choose an > 0. Then there exists ak > 0 with M 2 γk < . Thus for all (ξ, η) ∈ C and k ≥k
This leads immediately to d(λ(k
) < for all k ≥k, and this finishes the proof that R 0 is the global pullback attractor of (2). The verification of the second assertion of the theorem can be done similarly by considering backward time instead of forward time and the vertical fiber bundle instead of the horizontal fiber bundle.
Nonhyperbolic manifolds and pullback attractors
In this section we generalize the results of the previous one by omitting the assumption of hyperbolicity. We use spectral transformations to attribute the situation to the hyperbolic case.
Theorem 5.1. We suppose that there exists a c > 0 with
We use the spectral transformation
Then the following connection between the global pullback attractor A 1 of system (6) and the pseudo-unstable manifold R 0 of system (2) holds:
If the system (2) is invertible, then we have the following connection between the global pullback attractor A 2 of the inverted version of (6),
and the pseudo-stable manifold S 0 of system (2):
Proof. We can write system (6) in the following form:
This system fulfills the assumptions of section 3, since the evolution operatorsΦ 1 andΦ 2 of x 1 = cB 1 (k)x 1 and x 2 = cB 2 (k)x 2 , respectively, satisfy the estimates
and for all k ∈ Z and (x 1 , x 2 ), (
where the constant cL satisfies the estimate 0 ≤ cL < cβ−cα 4K . We can apply Theorem 4.1 since 1 ∈ (cα + 2KcL, cβ − 2KcL). The unstable manifoldR 0 of system (6) is therefore identical with the global pullback attractor of system (6) . To prove the first assertion of this theorem it is thus sufficient to show that
holds. An easy calculation yields that
is a solution of (6). Hence for every k ∈ Z we have
of (6) withμ(k) = x ⇔ There exists a solutionμ : Z → R N +M of (6) 
Analogously one shows that for the stable manifoldS 0 of system (6) the relatioñ (2) is invertible, Theorem 4.1 implies that the pullback attractor A 2 of system (7) satisfies
if system (7) is the inversion of (6) as introduced in Theorem 4.1. An obvious calculation yields that this is indeed true, so all assertions of the theorem are proved.
Remark 5.2.
• Specializing c = 1 we see that Theorem 5.1 is a generalization of Theorem 4.1.
• The systems (6) and (7) Rasmussen [9] ).
• Even for the approximation of pseudo-stable or pseudo-unstable manifolds of autonomous systems the nonautonomous theory is essential since the spectral transformation yields a nonautonomous system.
Hierarchies of nonautonomous manifolds
In this section we generalize our situation by considering the system
where 
. . , n} we have
where the constant L satisfies the estimate
We choose constants δ i ∈ (2KL(n − 1),
βi−αi
2 ] (i = 1, . . . , n − 1). Theorem 6.1. There exist nonautonomous manifolds W i,j (1 ≤ i ≤ j ≤ n), the so-called hierarchy of nonautonomous manifolds, with the following characterizations:
• For all i ∈ {1, . . . , n − 1} and We fix a number i ∈ {1, . . . , n − 1} and write system (8) in the form
x i+1,n = B i+1,n (k)x i+1,n + F i+1,n (k, x 1,i , x i+1,n ). for all l ≤ m with K ≥ 1 and α i < β i , and for all x = (x 1,i , x i+1,n ),x = (x 1,i ,x i+1,n ) ∈ R N 1,i × R N i+1,n and k ∈ Z we have
Therefore we get the nonautonomous manifolds W 1,i := S 0 and W i+1,n := R 0 with the asserted properties. For 1 < i ≤ j < n the set W i,j := W 1,j ∩ W i,n is a nonautonomous manifold since it is an intersection of two nonautonomous manifolds.
The following diagram visualizes the relations between the manifolds W i,j of the hierarchy.
