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Abstract 
The accuracy of geodetic triangulation network is characterized by the 
Ferrero estimator of the standard deviation in measurements of angles or 
directions and by misclosure histograms. Statistical properties both of 
these characteristics are investigated. 
Key words: Quadratic estimator, histogram, Ferrero formula, tri­
angulation network, triangle misclosure, Pearson statistic. 
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Introduction 
The time of large triangulation networks in geodesy is over. However the coor­
dinates of network points have been utilized. The characteristics of accuracy of 
triangulation measurements are topical. 
Statistical methods developed and applied in geodesy in the time after Fer­
rero formula enable us to make a look back on some statistical properties of 
this formula and on a statistical behaviour of the triangle misclosure histogram, 
which together with the Ferrero formula had been used for an analysis of the 
accuracy of triangulation networks. 
* Supported by grant No 201/96/0436 of The Grant Agency of Czech Republic 
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1 Formulation of problems and auxiliary 
lemmas 
Let in R2 (two-dimesional Euclidean space) an n—tuple of triangles be consid-
ered. These triangles must not be crossed by any side of another triangle; only 
common sides are admissible. In each triangle all three angles are measured 
with an accuracy characterized by a standard deviation a in a single direction. 
Thus 3n angles are measured. Let rli,i,r/i,2,^i,3 be random variables the real-
izations of which give the result of measurement of angles in the ith triangle. 
Then U% = r\%%\ + r\i^ + ^,3 — n is the misclosure of the iih triangle. 
A preliminary analysis (i.e. an analysis performed before the optimum pro-
cessing the measured data within a geodetical network) of a set of triangle 
misclosures consists usually of 
a) calculating the Ferrero formula and 
b) constructing a "histogram" of misclosures of triangles included into the 
trigonometric network. 
Definition 1.1 The Ferrero estimator (cf. also [2], p. 43 and [9], p. 163) of a 
standard deviation n i n a measurement of a direction, characterizing the whole 
described triangulation network, is 
0 = 6n 
This formula has been used also in cases when the accuracy of measurements of 
directions is not the same in different triangles. 
The statistical behaviour of the vector U — (Ui, • - • ,Un)' (' denotes the 
transposition) depends on the method applied for the measurement of angles. 
Therefore the statistical properties of a from Definition 1.1 depends on it as 
well. 
In the following two methods are considered, i.e., the method of measurement 
in sets and the Schreiber method (measurement of angles in all combinations, 
cf. also [4]) and also the vertex method is mentioned. The aim, in the case of 
normally distributed errors, is 
1. to recognize, whether different methods of measurement make the statis-
tical properties of the Ferrero estimator significantly different and 
2. to investigate the behaviour of the Pearson statistic used for goodness-of-
fit test in the case of the misclosures histogram. 
For solving the first problem the following lemmas are useful. 
Lemma 1.2 Let Y ~ jVn(/i, E) and A be a symmetric n x n matrix. Then 
YfAY + 2b'Y + c has a x^{o)~~distribution (r are degrees of freedom and d is 
the parameter of non-centrality) if and only if 
(i) £_4E,4E = E4E, 
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(ii) M[H(Afi + b)] € -M(EAE), and 
,fm; (Afi + &)'E(.Aji + 6) = ti '^/i + 2b'ii + c. 
In this case r = Tr(AS) and 5 = (6 + A/x) ,SAS(6 + A/i). 
Proof Cf. [8] p. 171. 
Remark 1.3 If the random variable Y'AY + 2b'Y + c satisfies the conditions 
from Lemma 1.2, then the parameter of non-centrality S can be written as 
S = [E(Y))'AE(Y) + 2b 'E(F) + c. 
L e m m a 1.4 Le£ F ~ -Vn(0, E) and B be a symmetric n x n matrix. Then 
Var(Y'BY\H) = 2Tr(BZBZ). 
Proof Cf. [3], p. 327 (the notation |E means that the variation is determined 
for the actual value Var(Y) = E of the observation vector). 
L e m m a 1.5 Let A be annxn symmetric matrix and let Y be an n~dimensional 
random vector such that E(Y) = /i and Var(Y) = E (the normal distribution 
of it is not assumed). Then 
E(Y'AY\ti, E) = fi'Afi + Tr(AE). 
Proof Proof is obvious (the notation |tt, E means that the mean value is 
determined at the point /x, E, where \x and E are the actual values of the mean 
value and the variance matrix of the observation vector, respectively). • 
L e m m a 1.6 LetY ~ Nn(0,or
2V), where V is positively definite. The uniformly 
best unbiased estimator of a2 is 
a2(Y) = Y'V~lY/n. 
Proof It is based on Theorem 3.L and Example 3.4 in [5]. 
L e m m a 1.7 Let rji ~ Ni(Lt,r/2), i = 1 , . . . ,n , be identically and independently 
distributed random variables. The points ti,..., tk-i such that ~oo < £i < t<z < 
... < tk-i < oo, divide the interval (—oo,oo) into k disjunctive intervals Ti = 
(-oo,£i),Tt = [*i_i,tfi), i = 2 , . . .,fe— 1, andTk = [£&_i,oo). Ifni is the number 
of realizations of the n-tuple rji,..., rjn into the interval Ti (ni + . . . + nk = n) 
and 
Pi= n(x,/ji,a2)dx, i = l , . . . , Jb , 
JT ' i 
then the random variable 
j^^zmĹ (1) 
i=ì ПP 
possesses assymptotically a central chi-square probability distribution with k—1 
degrees of freedom. 
Proof It is a special case of the statement given, e.g., in [7], p. 330. 
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Basic statistical properties 
of the Ferrero estimator 
In the first step the estimator 
Ľ I U ^ 
6n 
(2) 
is considered. The statistical properties of (2) are studied within a regular 
hexagonal network, starting with its simplest form and ending with its infinite 
form, i.e., in a sequence of growing hexagonals, the first, central (p = 1), of 
them being composed of 6 triangles rounding the central point P 0 J the second 
[p = 2) being formed by the further 18 triangles rounding the central (p = 1) 
hexagon, etc (Fig. 1) 
Definition 2.1 The measurement of angles in sets in the framework of hexag­
onals described is called Scheme 1. 
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Lemma 2.2 In Scheme 1 
(i) the number of vertices is 1 + Sp(p + l),p = 1,2,.. .; 
(ii) the number of triangles is 6p2,p = 1,2,.. .; 
(Hi) the number of directions is 6[4 + (p — l)(3p + 4)),p = 1,2, — 
Proof is obvious. 
Example 2.3 Let us consider the case p = 1. In this case 24 directions at 7 
vertices are to be measured. For the sake of simplicity 1 set in both positions 
of the telescope is considered (it is the basic unit of replications in several sets). 
Thus the observation vector iY modelling the measurements in the ith, i = 1,2, 
position of the telescope is of the form 
iY(24) = U^rj(6)> **1(3)> **2(3)' ?:*3(3)> *M(3)> **5(3)> -^6(3)) ' 
where 
*^0(6) = \iYo,l: 1^0,2? ••• j t-*0,6) j i*j(3) = («*iii+1» *M\0> i^i.J—1) > 
i = l ,2 , j = 2 , . . . ,5 , 
i^l(3) = 0^1,2,1 il,0>* 5^1,6) 
and 
*^6(3) = (2^6,1^^6,0^^6,5) 
(the first index shows the number of the station, the second the number of the 
target, the numbers in parenthesis denote the dimension of the vector, if neces-
sary). The result of the described direction measurements is a 48-dimensional 




,),k23 = 2r/2I(48,48). 
The input for data processing is a 24-dimensional random vector 
Y = (,Y+2Y)/2 
characterized by a covariance matrix 
yar(y|O-2)=O-2/(24524). 
6-dimensional vector of triangle misclosures within the central hexagon and 
its covariance matrix are 
U = TY -7r l , Var(U) = a2V, 
where 
T(6,24) 
1 1 0 0 0 0 - 1 1 0 0 - 1 1 
0 - 1 1 0 0 0 0 0 0 - 1 1 0 
0 0 - 1 1 0 0 0 0 0 0 0 0 
0 0 0 - 1 1 0 0 0 0 0 0 0 
0 0 0 0 - 1 1 0 0 0 0 0 0 
1 0 0 0 0 - 1 0 - 1 1 0 0 0 
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0 0 0 0 0 0 0 0 0 0 0 0 \ 
0 - 1 1 0 0 0 0 0 0 0 0 0 
1 1 0 0 - 1 1 0 0 0 0 0 0 
0 0 0 - 1 1 0 0 - 1 1 0 0 0 
0 0 0 0 0 0 - 1 1 0 0 - 1 1 
0 0 0 0 0 0 0 0 0 - 1 1 0 1 
1(24) = (1,1,1,1,...,!)', V = TV and a2 is the actual value of the unit 
dispersion (in direction). 
The estimator of the unit dispersion according to the Ferrero formula is 
o'2iX(24)) = U'U/(6 x 6). This estimator is unbiased because of 
#[*2(*(24)k2)] = (l/3G)E[U'U\a2] = (l/36)Tr[Var(U|a2)] = a2. 
Its dispersion under the condition U ~ iV6(0,cr
2TO is V ar[a2 (Y(24)\a] = 2O-
4 x 
36~2Tr(V2) = (11/27)O-4, 
The unbiased invariant and uniformly best estimator of the unit dispersion is 
v2(X(24)) = U'V"~lU/§ and its dispersion under the condition U ~ jV6(0,<7
2V) 
reads Var[a2(Y)\a2] = (2a4/62)Tr(J ( 6 > 6 )) = <r
4/3. 
The efficiency of the Ferrero formula is 
Var[a\Y)\^] 
Var[a2 (Y)\a2) 
The Ferrero estimator <7\/2 = V2a2 of the standard deviation \[2o in the 
measurement of an angle is obviously biased; with respect to the Jensen inequal­
ity, cf. [7], p. 46, 
\[EW)>mi\)>* 
for any regular random variable £. 
If £2 = U'U/(6 x 3), then obviously E(y/2a\a) < V2a. 
In the case of normality of the random vector U the efficient estimator 2cr2 = 
UT"1 Undistributed as follows 2c/2 ~ 2O2xl/6. 
If Y = 2<r2, then the probability density of Y is 
M*-&*<*(-£). «>», 
and the probability density of Z = VY = <5V2 is 
/ I N 2 7 5 ( 3z2\ 
Thus 
E(aV2\a) = / zg(z\a)dz = ^TQJI> = 0.959\/2CT. 
For the estimator of a it is obviously £J(O-|O-) = 0.959O\ For greater degrees of 
freedom the bias will be even smaller. 
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Theorem 2.4 The efficiency of the Ferrero estimator of a2 for a given p in 
the Scheme 1 is 
2|„2\ Var(a2\a 
Var(a2\a2) ' 
VarilW-W/^jP)}^2} _ 9p 
Var {[U'U/(36p2)]|<r2} 12p - 1 ' 
P = l , 2 , 
Proof Let p = 2. The input observation vector is of the form 
*(84) — (¥o(б)î--->¥б(6>pУ
r
7(з),F8^4^,...,F17{з),У18(4)) , Var(У) - a J(84,84) 
(the observation vectors at stations with serial numbers 0-6 are 6-dimensional, 
at stations with serial numbers 2k — 1 are 3-dimensional and at stations with 
serial numbers 2k are 4-dimensional, fc = 4,5,...,9. The 24-dimensional vector 
U of triangle misclosures is [7(24) = --"(24,84) ¥(84) — 7rl(84) and TT' — V is of the 
form 
V 
( 6 - 2 0 0 0 - 2 0 - 2 0 0 0 0 
- 2 6 - 2 0 0 0 0 0 0 0 - 2 0 
0 - 2 6 - 2 0 0 0 0 0 0 0 0 
0 0 - 2 6 - 2 0 0 0 0 0 0 0 
0 0 0 - 2 6 - 2 0 0 0 0 0 0 
- 2 0 0 0 - 2 6 0 0 0 0 0 0 
0 0 0 0 0 0 6 - 2 0 0 0 0 
- 2 0 0 0 0 0 - 2 6 - 2 0 0 0 
0 0 0 0 0 0 0 - 2 6 - 2 0 0 
0 0 0 0 0 0 0 U - 2 6 - 2 0 
0 - 2 0 0 0 0 0 0 0 - 2 6 - 2 
0 0 0 0 0 0 0 0 0 0 - 2 6 
0 0 0 0 0 0 0 0 0 0 0 - 2 
0 0 - 2 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 - 2 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 - 2 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 - 2 0 0 0 0 0 0 
V o 0 0 0 0 0 - 2 0 0 0 0 0 
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0 0 0 0 0 0 0 0 0 0 0 °^ 
0 0 0 0 0 0 0 0 0 0 0 0 
0 - 2 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 - 2 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 - 2 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 - 2 0 
0 0 0 0 0 0 0 0 0 0 0 - 2 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 
6 - 2 0 0 0 0 0 0 0 0 0 0 
2 6 - 2 0 0 0 0 0 0 0 0 0 
0 - 2 6 - 2 0 0 0 0 0 0 0 0 
0 0 - 2 6 - 2 0 0 0 0 0 0 0 
0 0 0 - 2 6 - 2 0 0 0 0 0 0 
0 0 0 0 - 2 6 - 2 0 0 0 0 0 
0 0 0 0 0 - 2 6 - 2 0 0 0 0 
0 0 0 0 0 0 -2 6 - 2 0 0 0 
0 0 0 0 0 0 0 - 2 6 - 2 0 0 
0 0 0 0 0 0 0 0 - 2 6 - 2 0 
0 0 0 0 0 0 0 0 0 - 2 6 - 2 
0 0 0 0 0 0 0 0 0 0 - 2 6 / 
This matrix can be writen directly using Scheme 1 by the help of the rule: each 
diagonal element equals 6, elements outside the diagonal are zeros with exception 
of 60 elements being -2; they are dislocated symmetrically with respect to the 
diagonal in those rows of the ith column (i = 1,2,..., 24), whose serial number 
is equal to the serial number of triangles in the scheme which has a common 
side with the ith triangle. Thus Tr(V2) = 24 x 36 -f 60 x 4 = 1 104. 
This rule may be generalized for an arbitrary number p of layers of triangles. 
The reader can easily confirm himself that for an arbitrary positive integer p 
a network consisting of 1 -f Zp(p -f 1) points contains 6p2 triangles (cf. also 
Lemma 2.2); the observation vector Y in this case is 6[4 -f (p — l)(3p -f 4)]-
dimensional. The matrix TT1 being of the type 6p2 x 6p2 in addition to 6p2 
diagonal elements equalling 6 contains further 6p(3p— 1) elements equalling —2; 
Tr(V2) = 24p(12p-l). • 
Remark 2.5 With growing p the value of the ratio 
Var[a2(Y)\a2]/Var[a2(Y)\a2] 
tends to 0.750. 
Thus the efficiency of the Ferrero formula lies in the interval (0.750, 0.818]. 
For different p see the efficiency in the following table. 
p 1 2 . . . 10 . . . 100 . . . co 
efficiency 0.818 0.783 . . . 0.756 . . . 0.751 . . . 0.750 
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Definition 2.6 The Schreiber scheme is called a procedure of measurements of 
angles in the hexagonal network which requires the measurement of angles in 
all combinations (cf. [4], p. 299 and 333). 
Theorem 2.7 In the Schreiber scheme the Ferrero formula for a dispersion a2 
is not unbiased. 
Proof It is sufficient to find such p that E(a2\a2) - a2 ^ 0. 
Let p = 1. The observation vector Y for determining the set of 6 misclosures 
within the central hexagon when the Schreiber method of measurement is used 
is of the form 
Y(66) - (^30) '^ l\6)5^6)^3(6)>^6)>^6)>^6%))
/ ' V°r(*(66) 
The input for processing is formed by a 33-dimensional random vector 
/ -Tb(15,30)-^)(30) \ 
-Ti(3,6)*l(6 
<* -̂ (66,66) • 





V ^6(3,6)̂ 6(6. ì 
where 
4(3,6) 
var(AY) = Tvar(Y)T = 2<T2J(33,33), 
/ - l i 0 0 0 0 \ 
0 0 - 1 1 0 0 , . = 1,2,...,6, 
0 0 0 0 - 1 1 / 
the form of the matrix To(i5,30) is analogous. 
The unbiased and efficient estimator of the 18-dimensional vector of angles 
forming 6 misclosures within the central hexagon is 
( tZ) ) = ({AXA') -" - ({AXfQ")lb+B'^'"'Ayl 
and its variance reads 
Var(^AYЛ = 
(cf. [6], p. 144). Here 
©1(17) = K ( 5 ) > W i ( 2 ) . W 2 ( 2 ) > - - - , W 6 ( 2 ) ) ' ,
 W0(5) = (^201,^302,^403,^504,^605)', 
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^(2), i = 1,2,....6, are angles whose vertex lies at stations with the serial 
number i, 02(i) = ctjioe, the matrix -4(33j_7) consists of diagonal block matrices 
/-40 (i5,5) 0 0 0 0 0 0 \ 
0 A1(3>2) 0 
0 0 -4i(3,2) 
0 0 0 
0 0 0 0 
0 0 0 0 0 _41 ( 8 > 3 ) 0 





















0 0 1 
0 0 0 
\ 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 \ 
1 1 1 1 0 0 0 0 0 0 
1 1 1 0 0 0 
o i i : 
0 0 1 ( 
0 1 1 
0 0 1 
0 0 0 
0 
1 / 
A, _ (i i o Aí " V o i i 
( Qu Qn \ _ / B(A'A)~1B' C \ 
V Q21 Q22) ~ V c o ) 
~ 1 
B = (l'(5),0'(12v), C = 1, b = -27T (the condition for determining the angle 
_106 has the form — 27r 4- l'wo + w106 = 0) and 
12    B(A'A) 
Q22) ~ V c 
After realizing that Q n = 0, Q12 = Q21 = 1, o.22 = 
/ 0.3333 -0.1667 0 









0.1667 0.3333 -0.1667 
0 -0.1667 0.3333 










(A'A)-1B'Q12 = (0.1667,0,0,0,0.1667,0'(12))', 




/ 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 \ 
0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 
V o o o o o o i o o o o o o o o i o i y 




( 1.6667 -0.5000 0 0 0 -0.5000 ^ 
-0.5000 1.6667 -0.5000 0 0 0 
0 -0.5000 1.6667 -0.5000 0 0 
0 0 -0.5000 1.6667 -0.5000 0 
0 0 0 -0.5000 1.6667 -0.5000 
^ -0.5000 0 0 0 
- 2а2V 
-0.5000 1.6667 ) 
In accordance with the Ferrero formula the estimator of the unit dispersion 
in a direction is a2(1(66)) — U'U/(6 x 6) and its dispersion is 
Var(á2(Y{66))\a
2) = 
(6 x 6)2 
This estimator is biased, because of 
E[a2(Y{66))\a
2 
Tr-ryar2(U)|<72] = 0A214cr4. 
0.556(T2. 
D 
Remark 2.8 The mean square error of the biased estimator a2(Y^e)) from the 
last relationship is 
E[(a2(Y{66))-a
2)2\a2} = 0A31a\ 
The unbiased and uniformly best estimator of a2 in the same case is 
àл(Y(бв)) 
U'V-lU 




0.431O-4 = E[(a2(Y{66)) - a
2)2\a2} « Var[a2(Y{66))\a
2} 
This seems to be not a very bad property of the Ferrero estimator in the case 
of the Schreiber scheme, if only accuracy of one network is characterized. 
If more networks are compared with respect to their accuracy by the Ferrero 
formula, then its bias in the case of the Schreiber scheme can cause problems in 
an interpretation of the comparison. 
Remark 2.9 The vertex method means the measuring each single angle sepa­
rately. It means that the covariance matrix of the vector U is of the form 6<r2L 
Thus the Ferrero formula for O"2 is efficient; when a is estimated, then a bias, 
as shown in Example 2.3, must be expected. 
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3 Some statistical properties of the niisclosures 
histogram 
The other method of analysing a network accuracy is based on the misclosure 
histogram. This is approximated by the Gaussian curve n(.,/i,cr2), x £ i?1 , 
with properly chosen /i and a2; the value \i is considered as a measure of some 
systematic influences (e.g., the horizontal refraction) and a2 characterizes the 
accuracy of the network similarly as (2). 
The coincidence of the Gaussian curve and the histogram is checked either 
by the values of random variables Vi and F 2 , defined in the following, or by the 
Pearson statistic (Lemma 1.7). 
In the previous section it was shown that in the case of the n—tuple of mis-
closures Ui,..., Un the covariance matrix is not in each case equal to 6r/
2I (i.e., 
the misclosures are not stochastically independent) and thus the assumptions 
of Lemma 1.7 cannot be satisfied. 
What can be said on a statistical behaviour of Ti and T2 and of the Pearson 
statistic (1) in the case of a set of the triangle misclosures ? 
At first the random variables T\ and r 2 will be investigated. 
Let Y be an n-dimensional random vector with the mean value equal to zero 
vector. Then 
1 spn y3 1 y^n Y4 
p njL^l i a n d r n Z^=l < 3. 
Let £ be an n-dimensional random vector, i.e. £ = ( £ t , . . . , £n) ' and let £ i , . . . , £n 
be stochastically independent and let they have the same distribution function, 
i.e. £ is a random sample of the size n. If the mean value of the random vector 
£ is equal to zero vector, then random variables Ti and r 2 , belonging to £, are 
estimators of skewness and kurtosis of the random variable &, i = 1 , . . . , n. 
In practice the n-dimesional vector of misclosures was considered to be a 
random sample of some random variable with the mean value equal to zero 
and with the normal distribution. If the number n is sufficiently large then 
realizations of Ti and V2 should vary around zero. In fact the random vector 
of misclosures does not satisfy our assumption, i.e. it is not a vector of random 
sample. Thus the statistical properties of the random variable Fi and F 2 in the 
case of misclosures must be investigated. 
L e m m a 3.1 Let Y - Nn(0,£). Then 
(i) 
(U) / i » \ 1 * 
*(igtfA f iH2> 
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Var(l±Y?\0,z)=±(2±oti + ij:A, 
\ Í=l / \ i=l Í<j J 
i) 
^ ( ^ Ž ^ | O . E ) = O , 
v* (ktww)=• 15 2 4 + 6 2 ( 2 4 + Ьnmwj) 
(iv) 
І = l / І = l 
(Šgy*E) = è 96 J2 4 + 48 X>« + 3""'Û " я > 
i<І í = l 
ťt?.; 
aw(y;3,Y/|0,E) = 0, ?:^j, M = l,...,n, 
£(K.4F/|0,E) = 3 4 ^ - + 12a«4. 
Proof The characteristic function of the vector Y ~ Nn(0, S) is 
0y(t) = exp (--t'Xt) , £ € IT. 
With respect to [1], p. 110 
E(YkY<) 1 * * * * < * > I 
^^i *; ; - (7Zi)fc+i at*«i L0 ' 
further it is valid 
aw(y4*, r/|o,E) = E(YiM}
,|o,E) - ^y^io.E^y/io.s). 
The last two relationships are used for k, Z = 1,2,3,4. 
Corollary 3.2 Le£ Y be the vector from Lemma 3.1. Then 
o,s]=o, 
-J lb -j fť 
v i = l i = l 
™(kt#>ktxw) = h(t^u+uj:*Hoi 
\ i= l i= l / \ i = l i^J 
D 
112 Lubomír KUBÁČEK, Ludmila KUBÁČKOVÁ 
Proof It is a direct consequence of Lemma 3.L 
Theorem 3.3 Let Y be the vector from Lemma 3.1 and let 
n LJÍ—\ x i 
(i-SU*?) 3/2 





Җ Г i | 0 , S ) « 








L ) + e £ 
7 i<j 





E(uo, s)«rz":^r\~ih: -3=3 
Eľ=i 4 / " 
(Ľľ=l <WП)2 -з, 
Var(Г2 |0,S)R 
1 1 fëí>ľ 96 (p^) + f E(4+3^.^.) 




Proof The statements on J3(ri|0, E) and J5(r2J0, E) are direct consequences 
of Lemma 3.1. 
Let U, V be random variables. If the relationship 
Var[f(U,V)) Rí yťVar(U) + 2^ßaw(U,y) + B2Var(V), 
where 
df(u,v)\ 
du ÍK<u)=(E([/)»E(V)) ,в 
a/(jvu)| 
čto I(u,t))=(£;(r7),is(v))' 
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f(u,v) = v/v?'2, and the substitutions U = ~ E I L i y o y = n - E ^ i 1 ? * a r e 
taken into account, then with respect to Lemma 3.1 and Corollary 3.2 it is easy 
to obtain the statement on Var ( r i | 0 ,E ) in (i). The relationship in (ii) can be 
obtained analogously. D 
Coro l la ry 3.4 Let in Theorem 3.3 aij = 0,i, j = 1 , . . . , n , t -£ j . Then 
J B ( Г i | 0 , S ) « 0 , Уar(Гi |0 ,E) 
15 ŁJІ=І °І; 
(Ц^ 
(ii) 
£(Г*S ) й 3E&3^-3' 
V a r ( Г 2 | 0 , S ) R 
1 1 
96 E
n \ £ \-^n 
ť=l °H \ 2U=1 a 
"(-V* 
En r-Mí 2 \-^
n 3 
i=l g n 2-.n=l (Jii 2^i~l aii + 72 
^n 2 \ 2 v-\n 
i=l gtt \ Lfel a ž 
Corol la ry 3.5 Let in Theorem 3.3 an = . . . = crn n and Ze£ /9^ = <?ijl^fvuOjj, 
i, j — 1, . . . n , t ^ j . Tnen 
E ( Г i | 0 , E ) « 0 , V a r ( Г i | 0 . £ ) « - -5+-DЧ- + ЗД 
r«; 
jEľ(Г 2 |0 ,E)«0, Var (Г 2 | 0 ,E) 
І < j 
V »<í > 
Remark 3.6 Prom Corollary 3.4 and Corollary 3.5 it can be seen that the 
stochastical dependence characterized by the correlation coefficients pij does 
not influence in practice the "skewness" (Ti) and the "kurtosis" ( ^ ) signifi-
cantly when the number n is sufficiently large (i.e. in the case an — . . . = ann 
the random variables r x and T2 behave approximately as estimators of skewness 
and kurtosis). However the heteroscedasticity of the triangle misclosure vector 
(i.e. an ^ ajj for i ^ j) can influence both of them in a non-negligible way. 
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Theorem 3.7 Let U ~ Nn(0, E) be a vector of triangle misclosures. If U is 
realized r—times, r —> oo, then the histogram of misclosures can be approximated 
by the density 
^ ) = ^ E ^ e x p ( - ^ * 2 ) , * € (-00,00), 
where o\ — {T,}u. 
P r o o f The analogy of the empirical distribution function generated by r-times 
repeated realization ( % , . . . ,uin)' of the vector U is 
^ n r 




r r \ f 1 */ uij < a> 
J « ( - o o , f l ) - . | 0 {f u>, > Q . 
With respect to Gliwenko theorem [1], p. 327 
1 v ^ fa 1 1 
lim - > Iij(—oo*a) = / —7=—exp(— —~x 2 )dx\ 
r - > o o r £ j JV J-ooV^Oi FV 2<r? 
thus 
ft,n(a) -» ~ / J / y = exp(-—2^ 2 )a ,x, a € (-00,00) . 
ni^iJ-°° VZnvi 2ai 
a 
R e m a r k 3.8 If (cf. [7], p.86) the series 
00 
£f* (3) 
J - l 7 ' 
is absolutely convergent for some t > 0, then the sequence of moments a i , 0.2,. . . 
defines a unique distribution function. 
Let 
«; = £u|>*)> > = -.-,-• 
If there exists such real numbers a,6,a < b that cr^ G [a,*6],i = 1 , . . . ,n , then 
obviously (3) is absolutely convergent. As otj is the j - t h moment of the func-
tion h(.) from Theorem 3.7, this can be considered as another reason why the 
misclosure histogram can be approximed by the function h(.). 
In general, the difference between the function h(.) and the histogram con-
structed from the vector U ~ 1Vn(0, E) can be formidable; e.g., if E = ~ H ' , then 
the histogram consists of a single point and V a r ( r i |0, E) = 15, Var (f^lO, E) =-= 
24. However in practice such a great influence of the non-diagonal elements of 
the matrix E cannot be expected. 
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Remark 3.9 In order to show the influence of the discrepancy between the 
vectors p = (pi,.. . ,pfc)' and p* = (pj, . . . ,pjj)' in the Pearson statistic (1) let 
us consider the following. 
The mean value of the statistic Y ^ - ^n*l!? i s 







i = l r h i = l 
If p* ^ p, then for sufficiently large n obviously 
p< 
vľüiz^+nv^l>>fc 
_ _ • r,.. _—ŕ n . i = i » S ft
and thus the standardly used statistic varies not arround the number k — 1 (the 
mean value of the random variable x !- i) . m s u c n a c a s e the t e s t based on the 
misclosure histogram has to refuse the hypothesis on the normality of the set of 
triangle misclosures. 
4 Conclusion 
On the basis of the statements and the simple examples given in Section 2 it 
can be concluded that even the Ferrero estimator is not, in general, the efficient 
estimator of o2 in a homogeneous triangulation network and sometimes (the 
Schreiber scheme) gives the biased estimates, its efficiency is not so bad. It 
gives a realistic information on a2 in the form of a preliminary estimator. If a 
is to be estimated, then some caution is useful because of the bias. 
As far as the misclosure histogram is concerned it can be stated, on the 
basis of Section 3, that it could be a good tool for investigation of the accuracy 
of the network in the case Var(U) = a2 W, Wu = . . . = Wnn only. If the last 
relationship is not fulfilled, then the use of the skewness Fi and the kurtosis T2 or 
the Pearson statistic leads to the refusing of the hypothesis on the normality of 
the vector U for a sufficiently large n. This can explain the fact that sometimes, 
in the past, the triangulation network was considered as affected by systematic 
effects, however a mixture of several normally distributed sets of misclosures 
could be actual reason of the refusing of the hypothesis on the normality. 
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