Abstract. In this paper we look for standing waves for nonlinear Schrödinger equations
Introduction
In recent years much attention has been devoted to eigenvalue problems for elliptic equations, mainly for applications to nonlinear field equations, such as Schrödinger and KleinGordon equations.
Let N ≥ 3 and k = 2. We write x ∈ R N as x = (y, z) ∈ R k × R N −k . Consider the nonlinear Schrödinger equation (NLS) with a potential g vanishing at infinity and non-increasing, and W a nonlinear term of the kind studied in [7] . The existence of concentrated solutions of (1.1) can be obtained by looking for solutions of the form (1.2) ψ(t, x) = u(x) e i(ℓ θ(y)−λt) , u ≥ 0, λ ∈ R, ℓ ∈ Z where θ(y) is the angular variable in the plane (y 1 , y 2 ). In particular if ℓ = 0 these solutions have non-vanishing angular momentum and are called vortices. With this ansatz, the NLS reduces to
The problem of existence of vortices for nonlinear field equations has been studied recently for g ≡ 0 in [6] , [1] , [2] and [4] . In these papers, solutions of (1.3) have been found as critical points of a functional J(u) constrained to the manifold of functions with fixed L 2 norm. In the context of NLS, this constraint is natural since the L 2 norm of a solution is an invariant of motion. Moreover, it could be important to obtain points of minimum to Authors are partially supported by M.I.U.R project PRIN2007 "Variational and topological methods in the study of nonlinear phenomena". 1 have orbital stability for the standing waves (1.2) . This is for example the case of solutions with ℓ = 0. The main difficulty in this minimization problem is the lack of compactness due to translations along the z-coordinates. For this reason it was difficult to prove that the obtained solution had the desired L 2 norm. This was solved in [4] under further assumptions on W .
In this paper, letting 2 ≤ k ≤ N, we consider the general eigenvalue problem
where V (s) : R + → R + is assumed to be vanishing at infinity and non-increasing, and the nonlinear term W is of the kind studied in [7] . For precise assumptions see Section 2. In particular (1.3) is of this form with V (|y|) = ℓ 2 |y| 2 + g(|y|) where g(|y|) can be strongly singular as |y| −α with α > 0. We prove the existence of solutions of (1.4) with any desired L 2 norm large enough. These solutions are obtained solving the minimization problem of the functional
restricted to cylindrically symmetric functions and constrained to the manifold
The eigenvalue λ is found as the Lagrange multiplier of the minimization problem.
As far as we know, the only existence result for elliptic equations with singular potentials of the form V (|y|) ∼ |y| −α with α = 2 is contained in [3] , where it is considered the case V (|y|) = |y| −α with λ = 0, and results depend on the relation between α and the growth conditions of W .
In Section 2 we introduce the problem in details. The proof of the existence of the constrained point of minimum for J is given in Section 3. We first introduce an abstract minimization problem for functionals of the form
where u is a suitable norm for functions in H 1 and T is a real operator. Under some weak assumptions on the behaviour of T along minimizing sequences, we prove in Theorem 3.1 the existence of a point of minimum of I constrained to the manifold B ρ . In particular we obtain strong convergence in H 1 for any minimizing sequence. This approach has been inspired by [5] , where in the case of non-singular potentials and nonautonomous power-like nonlinear terms it was obtained the orbital stability for standing waves of NLS.
In the application to J, we have T (u) := W (u)dx. The main difficulty in dealing with such term is the lack of compactness on the space of cylindrically symmetric functions. The idea of the proof is the following: first we obtain an a-priori estimate to guarantee the existence of a weak limitū; second we prove that ||ū|| L 2 = 0 (by means of a compactness lemma contained in [9] ); as last step, by using the abstract Theorem 3.1, we show that ||ū|| L 2 = ρ and that u n →ū strongly, and thereforeū is solution of (1.4).
Let us point out that the idea of the proof of the abstract Theorem 3.1 can be applied in the case when V ≡ 0, i.e when the problem does not contain the singular term. Under the same assumptions, we obtain the orbital stability for a large class of NLS also involving the bilaplacian operator as in [5] . Indeed, once we know that the weak limit does not vanish (when I(u) < 0 for some u) by means of the classical concentration-compactness lemma of Lions [10] , then Theorem 3.1 guarantees thatū has the right norm. Finally by the CazenaveLions argument in [8] we have orbital stability.
Finally we show that the abstract Theorem 3.1 can be applied also to the nonlinear hydrogen atom equation
with Ω ∈ R. With the ansatz (1.2) with ℓ = 0, equation (1.5) reduces to
where now the potential V depends on x = (y, z) and not only on y. The details are given in Section 4.
The elliptic problem
We look for solutions of the equation
is a real parameter, and V and W satisfy the following assumptions:
• V : (0, +∞) → R is measurable and
• W : R → R is even and of class C 1 , and writing W (s) = Ω 2 s 2 + R(s) with Ω ∈ R, the following assumptions hold:
Assumptions on V are very general. In particular we don't require any regularity or boundedness. Singular potentials of the form |y| −α , with α > 0, are a typical example to which we are interested. Notice that (V1) follows from (V2) and (V3), and it is explicitly stated for simplicity. Assumptions on W are classical after the paper [7] . Assumption (W1) is necessary only to have that J ρ > −∞ for ρ big enough. Assumption (W2) is fundamental to show the existence of the minimum. In this setting, we remark that we are working with a C 1 functional which is not weakly semi-continuous and with a non-compact constraint. We will obtain the sufficient conditions for strong convergence only for minimizing sequences. Finally assumption (W3) is natural as it is necessary for the existence of ground states for the elliptic equation (1.4) with V ≡ 0.
To solve (1.4), we study the minimization problem of the functional
constrained to the manifold
By standard arguments, since W is even we can consider only non-negative solutions u, and since the functional J is invariant under the action of the group O(k) of orthogonal transformations on the first k variables of x ∈ R N , we can restrict the constraint B ρ to cylindrically symmetric functions of the form u = u(|y|, z). Let O be an open subset of R N −k , we use the notationH 1 (R k ×O) for the Hilbert space obtained as closure of
Moreover we introduce the notation for the "cylindrical" part of the norm
The subspace ofH 1 (R k × O) of cylindrically symmetric functions will be denoted by H(R k × O), and simply by H when O = R N −k , hence
, hence we can use classical Sobolev estimates. We now restrict the action of the functional J to H and define
Our main results is Theorem 2.1. If (V1)-(V3) and (W1)-(W3) hold, then for ρ big enough the infimum J ρ defined in (2.4) is achieved.
Under assumptions (V1) and (W2), the functional J in (2.1) is of class C 1 on H, and its critical points constrained to B ρ satisfy (1.4) for some λ ∈ R, which is the Lagrange multiplier. Hence as a corollary of Theorem 2.1 and of the Palais principle of symmetric criticality we get 
However, we now prove that the point of minimum u satisfies (2.5) also for all φ ∈ C ∞ 0 (R N ), hence it is a solution of (1.4) in the sense of distributions. Theorem 2.3. If (V1) and (W2) hold and u ∈ H is a non-negative weak solution of (1.4), then it is a solution also in the sense of distributions, that is
Proof. We consider the sequence of C ∞ non-negative functions
and |∇η n | ≤ K n for a positive constant K. Moreover we assume that η n is non-decreasing along radii starting from {y = 0}. Then for any φ ∈ C ∞ 0 (R N ) we have η n φ ∈H 1 , hence we can choose v = η n φ in (2.5). Let us assume φ ≥ 0. Otherwise we let φ = φ + − φ − and show (2.6) separately for φ + and φ − . Notice that since u, η n and φ are non-negative, the sequence {u φ η n } is non-decreasing and non-negative, and it converges almost everywhere to u φ. Moreover, since u ∈ H and W satisfies (W2), by classical Sobolev estimates, we get uφ ∈ L 1 (R N ) and
. Hence, since η n ≤ 1, we can apply Lebesgue dominated convergence theorem to obtain
We write ∇u · ∇(φη n ) = (∇u · ∇η n ) φ + (∇u · ∇φ) η n , and since u ∈ H we have |∇u · ∇φ| ∈ L 1 (R N ). Hence as above
for all k ≥ 2 since u ∈ H and m(A n ) → 0. Writing (2.5) with v = η n φ, using previous results we get
Since the sequence {V (|y|) u φ η n } is non-decreasing and non-negative, we get
which together with (2.7) implies (2.6). 
Proof of Theorem 2.1
We first prove an abstract result. Consider the minimization problem (3.1)
where u 2 c :=
with V satisfying (V1)-(V3) and T is a real operator on H. Then Theorem 3.1. Let T be differentiable on H and {u n } ⊂ H ∩ B ρ be a minimizing sequence for (3.1). Assume also that
Thenū ∈ B ρ and, up to a sub-sequence, u n −ū H → 0 (see (2.2)).
Proof. By (3.3) we have ū L 2 = µ ∈ (0, ρ] and we assume that µ < ρ, then we obtain a contradiction. Notice that again by (3.3) we have
Hence, using the sequence α n defined in (3.9), by (3.5)
For u θ we have u θ L 2 = θρ and
By (3.8)
and thus (3.10)
for any ρ > 0 and θ > 1.
which is in contradiction with (3.10) . This implies that ū L 2 = ρ. ¿Fromū ∈ B ρ it follows that u n −ū L 2 = o(1), hence it remains to show that u n −ū c = o(1) up to a sub-sequence. By Ekeland principle, we can assume that there exists a sequence {λ n } ⊂ R such that for the functional I defined in (3.2)
where < ·, · > denotes the duality pairing. It follows that
since u n H is bounded. From this and assumption (3.6) it follows that the sequence {λ n } is bounded, hence up to a sub-sequence there exists λ ∈ R with λ n → λ. We now have
, λ n → λ and (3.7) holds, we obtain that {u n } is a Cauchy sequence in H. Hence u n −ū H → 0.
Remark 3.1. Notice that (3.4)-(3.7) in the previous theorem are assumed only for minimizing sequences. Moreover (3.5) holds for example for uniformly continuous operators T .
The proof of Theorem 2.1 is now reduced to show that assumptions of Theorem 3.1 are satisfied for J defined in (2.1), with T (u) = W (u). This is obtained by the following lemmas.
Lemma 3.1. If (W1) holds then J ρ > −∞, and any minimizing sequence {u n } ⊂ H ∩ B ρ , i.e. J(u n ) → J ρ , is bounded in H. Proof. We apply the Sobolev inequality (see [12] )
that holds for 2 ≤ q ≤ 2 * when N ≥ 3. From (3.11) it follows that for any u ∈ B ρ
Now, by (3.12) and (W1), for all u ∈ H ∩ B ρ
The proof follows easily. 
for |y| ≥ 2 and assume R n → ∞. Then u n ∈ H and
Since W (s 0 ) < 0 and V (R n ) → 0, it follows that J(u n ) is negative for n large enough, and
Proof. It follows from the compactness results in [9] for 2 ≤ k < N and in [11] for k = N.
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Lemma 3.4. Let J ρ < 0 and u n be a minimizing sequence for (2.4) under assumptions (W2). Then, up to translations in R N −k , we have u n ⇀ū = 0.
Proof. Since J ρ < 0, by (W2) there exists q ∈ (2, 2 * ) such that
Moreover, by Lemma 3.1, u n H is bounded and there existsū ∈ H such that u n ⇀ū. It remains to prove thatū ≡ 0. Now we introduce for every j ≡ (j k+1 , j k+2 , ..., j N ) ∈ Z N −k the cube
Hence there exists a sequence of cubes Q j n such that
It follows that the minimizing sequence v n (x) := u n (x + j n ) satisfies
hence, by Lemma 3.3, the weak limitū ≡ 0.
Proof. First of all we can write
for some θ ∈ (0, 1). Moreover, applying for any fixed ǫ > 0 the Young inequality
with a, b > 0 and 1
with coniugated exponents
, q 1 and
the Lebesgue dominated convergence theorem implies
The proof is finished by writing 
for some θ ∈ (0, 1). Hence, by (W2),
) follows using (W2) as above, and by boundedness of u n −ū L p for all p ∈ [2, 2 * ]. It remains to prove (3.7). By Lemmas 3.2 and 3.4, we obtainū ≡ 0 if the minimization problem (2.4) is studied in H ∩ B ρ for ρ large enough. Hence we can repeat the proof of Theorem 3.1 to obtain that the weak limitū is in B ρ . Fromū ∈ B ρ it follows that u n −ū L 2 = o(1). This implies (3.7) for the term
We now prove this condition forT (u). We recall that u n −ū H = O(1). Now, the following inequality for v ∈ H .7) is now finished by writing
Using (W2) and
which holds for all p ∈ (2, 2 * ), we get
where p, q are as in (W2). Condition (3.7) now follows from (3.13).
Lemma 3.7. Let T (u) = R N W (u)dx. For any θ > 1 and u ∈ H we have T (u θ ) = θ 2 T (u).
Proof of Theorem 2.1. If (V1)-(V3) and (W1)-(W3) hold, by Lemmas 3.1, 3.2, 3.4, 3.6 and 3.7, we can apply Theorem 3.1 to the functional J defined in (2.1). Hence for any minimizing sequence {u n } ⊂ H ∩ B ρ with ρ large enough, there existsū ∈ B ρ such that u n −ū H → 0. Now, from the continuity of the functional J it follows that J(ū) = J ρ .
Application to nonlinear hydrogen atom
For the nonlinear hydrogen atom equation (1.5), we prove the existence of solutions of the elliptic equation 
