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Resumo
Neste trabalho, desenvolvemos inicialmente uma breve abordagem teo´rica dos semigrupos
de operadores lineares limitados, culminando no Teorema de Hille-Yosida. Em seguida,
usamos a teoria de extrapolac¸a˜o a fim de estudar condic¸o˜es suficientes para obtermos
a existeˆncia e a unicidade de soluc¸o˜es brandas Quase Automo´rficas e Pseudo-quase Au-
tomo´rficas, por meio do Teorema do Ponto Fixo de Banach, para a equac¸a˜o de evoluc¸a˜o
semilinear x˙(t) = Ax(t) + f(t, x(t)), t ∈ R, onde A : D(A) ⊂ X → X e´ um operador de
Hille-Yosida de tipo negativo e domı´nio na˜o necessariamente denso, definido no espac¸o de
Banach X .
Palavras-chave: Equac¸o˜es de evoluc¸a˜o, Func¸o˜es Quase Automo´rficas, Func¸o˜es Pseudo-
quase Automo´rficas, C0-semigrupo, Operadores de Hille-Yosida, Espac¸os de Extrapolac¸a˜o.
Abstract
In this work, we first develop a brief theoretical approach of semigroups of bounded li-
near operators, culminating on Hille-Yosida Theorem. Then we used the extrapolation
theory to study sufficient conditions to obtain existence and uniqueness of Almost Au-
tomorphic and Pseudo-Almost Automorphic mild solutions, through the Banach’s Fixed
Point Theorem for the semilinear evolution equation x˙(t) = Ax(t) + f(t, x(t)), t ∈ R,
where A : D(A) ⊂ X → X is a Hille-Yosida operator of negative type and not necessary
dense domain on the Banach space X .
Keywords: Evolution equations, Almost automorphic functions, Pseudo-almost auto-
morphic functions, C0-semigroup, Hille-Yosida operators, Extrapolation Spaces.
10
Lista de Figuras
1.1 Diagrama Semigrupo-Resolvente-Gerador . . . . . . . . . . . . . . . . . . . 39
2.1 Gra´fico da func¸a˜o f(t) = sin
(
1
2+sin(t)+sin(t
√
2)
)
. . . . . . . . . . . . . . . . . 52
12 Lista de Figuras
Suma´rio
1 Semigrupo de Operadores Lineares Limitados 17
1.1 Operadores Lineares Limitados . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Exponencial de Operadores . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.3 Semigrupo de Operadores Lineares Limitados . . . . . . . . . . . . . . . . 26
1.4 O Teorema de Hille-Yosida . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.5 Operadores de Hille-Yosida e Espac¸os de Extrapolac¸a˜o . . . . . . . . . . . 39
1.6 Alguns Teoremas de Ponto Fixo . . . . . . . . . . . . . . . . . . . . . . . . 49
2 Func¸o˜es Quase Automo´rficas e Pseudo-quase Automo´rficas 51
2.1 Definic¸o˜es, Exemplos e Propriedades . . . . . . . . . . . . . . . . . . . . . 51
2.2 Lemas de Composic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3 Automorficidade e Ergodicidade para Equac¸o˜es de Evoluc¸a˜o 59
3.1 Soluc¸o˜es Quase Automo´rficas . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Soluc¸o˜es Pseudo-quase Automo´rficas . . . . . . . . . . . . . . . . . . . . . 65
Introduc¸a˜o
O presente trabalho tem como principal objetivo utilizar te´cnicas de Ana´lise Funcional,
juntamente com a Teoria de Ponto Fixo para desenvolver condic¸o˜es suficientes visando a
obtenc¸a˜o de soluc¸o˜es brandas Quase Automo´rficas e Pseudo-Quase Automo´rficas para a
equac¸a˜o de evoluc¸a˜o semilinear
x˙(t) = Ax(t) + f(t, x(t)), t ∈ R, (1)
em que A : D(A) ⊂ X → X e´ um operador linear de domı´nio D(A) na˜o necessariamente
denso no Espac¸o de Banach X e sendo f : R×X0 → X uma func¸a˜o dada, com X0 = D(A).
E´ bem conhecido que a existeˆncia de soluc¸o˜es brandas para a equac¸a˜o (1) esta´ intima-
mente ligada a` condic¸a˜o do operador A ser o gerador de um C0-semigrupo de operadores
lineares limitados, que como podemos ver no Teorema de Hille-Yosida [Teorema 1.4.2],
para que tal situac¸a˜o ocorra, e´ necessa´rio que esse operador seja densamente definido,
isto e´, se X0 = D(A) = X . Pore´m, estamos trabalhando com operadores de domı´nio na˜o
necessariamente denso, assim a teoria cla´ssica de semigrupos na˜o pode ser imediatamente
utilizada. Para contornar esse problema usaremos a teoria dos espac¸os de extrapolac¸a˜o,
a qual foi introduzida por Da Prato e Grisvard, em [5] e Nagel e Sinestrari, em [17] e
usada para diversos fins, como podemos observar em [6], [2], [15], [4], [14], [19] e [13].
Em resumo, essa teoria consiste em construir o chamado espac¸o extrapolado associado ao
operador A e considerar uma extensa˜o desse operador para esse espac¸o. Tal extensa˜o sera´
o gerador infinitesimal de um C0-semigrupo, denotado por (T−1(t))t≥0.
Aliamos a` teoria de extrapolac¸a˜o o estudo do comportamento quase automo´rfico para
as equac¸o˜es de evoluc¸a˜o. O estudo das func¸o˜es Quase Automo´rficas teve in´ıcio na de´cada
de 60, com S. Bochner e tem sido um grande alvo de diversos pesquisadores, desde que sua
aplicabilidade e´ extensa. Segundo Bochner, tal classe de func¸o˜es apareceram de forma
natural em seus trabalhos sobre Geometria Diferencial como escalares e tensores sobre
variedades com grupo de automorfismo discreto. Vamos tambe´m unir a` teoria de extra-
polac¸a˜o a classe das func¸o˜es Pseudo-quase automo´rficas, apresentadas na primeira de´cada
desse se´culo, pelos matema´ticos T. J. Xiao, J. Liang e J. Zhang., que sa˜o uma genera-
lizac¸a˜o das func¸o˜es Quase Automo´rficas.
A dissertac¸a˜o e´ dividida em treˆs cap´ıtulos, e o primeiro deles possui o objetivo de
tornar o texto o mais auto contido poss´ıvel. Nele foi feito um estudo das principais pro-
priedades dos operadores lineares definidos em espac¸os de Banach abstratos, assim como
foi definida a exponencial de operadores lineares limitados e suas propriedades. O Te-
orema 1.2.1 e o estudo dos semigrupos de operadores lineares limitados nos ajudou na
busca de soluc¸o˜es para equac¸o˜es diferenciais do tipo 1.
Ainda no primeiro cap´ıtulo, trabalhamos as principais propriedades dos C0-semigrupos
de operadores, como o Teorema 1.3.2, que trata da limitac¸a˜o exponencial do C0-semigrupo
e o Teorema de Hille-Yosida [Teoremas 1.4.1 e 1.4.2] que, por sua vez, nos da´ condic¸o˜es
necessa´rias e suficientes para um operador linear ser gerador infinitesimal de um C0-
semigrupo.
Para finalizar o primeiro cap´ıtulo, definiremos os operadores de Hille-Yosida e depois
focaremos nosso estudo nos de tipo w < 0, direcionando nosso estudo a` teoria de extra-
polac¸a˜o, que no final do cap´ıtulo, mais precisamente no Lema 1.5.5 e no Teorema 1.5.1,
veremos essa teoria servir como base para a confirmac¸a˜o da existeˆncia e unicidade de
soluc¸o˜es brandas para a equac¸a˜o de evoluc¸a˜o linear na˜o homogeˆnea (1.10).
No segundo cap´ıtulo abordaremos as func¸o˜es Quase Automo´rficas e Pseudo-quase
Automo´rficas, no qual ale´m das definic¸o˜es e exemplos, sera˜o estudadas algumas propri-
edades inerentes destas func¸o˜es e principalmente, no final do cap´ıtulo, caracterizaremos,
nos Lemas 2.2.1 e 2.2.2, a composic¸a˜o entre func¸o˜es Quase Automo´rficas e de func¸o˜es
Pseudo-quase Automo´rficas, respectivamente.
O u´ltimo cap´ıtulo, intitulado por “Automorficidade e Ergodicidade para Equac¸o˜es
de Evoluc¸a˜o”, exibimos condic¸o˜es suficientes para existeˆncia e unidade soluc¸o˜es brandas
Quase Automo´rficas e Pseudo-quase Automo´rficas para Equac¸o˜es do tipo (1), dadas por
x(t) =
∫ t
−∞
T−1(t− s)f(s, x(s))ds.
Nesse cap´ıtulo tambe´m procuramos modelar equac¸o˜es cla´ssicas, como o problema do calor
e a equac¸a˜o de Dirichlet, reescrevendo-as na forma da equac¸a˜o (1).
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Cap´ıtulo 1
Semigrupo de Operadores Lineares
Limitados
Em nossa notac¸a˜o, X e Y sa˜o espac¸os de Banach sobre um corpo K, que pode ser R ou
C. Denotaremos, sem distinc¸a˜o, || · || como a norma em X e em Y , e indicaremos por
L(X ,Y) o espac¸o vetorial formado por todos os operadores lineares de X em Y . Dado
A ∈ L(X ,Y) escreveremos Ax ao inve´s de A(x). Ale´m disso, usaremos L(X ) para indicar
L(X ,X ).
1.1 Operadores Lineares Limitados
Definic¸a˜o 1.1.1 Um operador A ∈ L(X ,Y) e´ dito limitado se sup
x ∈ X
‖x‖ = 1
‖Ax‖ <∞.
Nesse caso, definimos
‖A‖ := sup
x ∈ X
‖x‖ = 1
||Ax|| <∞.
Lemos ‖A‖ como “norma de A”e denotamos o conjunto dos operadores limitados de X
em Y por B(X ,Y). Quando X = Y, escrevemos B(X ) ao inve´s de B(X ,X ).
Observac¸a˜o 1.1.1 B(X ,Y) e´ subespac¸o de L(X ,Y).
Definic¸a˜o 1.1.2 Dados x0 ∈ X e r > 0, definimos a bola aberta de centro x0 e raio r
como sendo
B(x0, r) = {x ∈ X : ‖x− x0‖ < r} .
Em particular, B(0, r) = {x ∈ X : ‖x‖ < r}.
A proposic¸a˜o seguinte nos da´ outras formas de definir ou calcular a norma de um
operador A ∈ B(X ,Y).
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Proposic¸a˜o 1.1.1 Dado A ∈ B(X ,Y), sup
x ∈ X
||x|| = 1
||Ax|| = sup
x ∈ X
||x|| < 1
||Ax|| = sup
x ∈ X
||x|| ≤ 1
||Ax||.
Demonstrac¸a˜o: Seja x ∈ B(0, 1), x 6= 0.
Assim ||x|| < 1 e ‖Ax‖ = ||x|| ·
∣∣∣∣∣∣A( x||x||)∣∣∣∣∣∣. Logo
‖Ax‖ <
∥∥∥∥A( x||x||
)∥∥∥∥ ≤ sup||y||=1 ||Ay||,
portanto temos sup
||x||<1
||Ax|| ≤ sup
||x||=1
||Ax||.
Reciprocamente, seja (xn)n∈N, ||xn|| = 1, tal que para todo n ≥ 1, temos:
‖Axn‖ ≥ sup
‖x‖=1
‖Ax‖ − 1
n
= ‖A‖ − 1
n
.
Decorre da definic¸a˜o de supremo que (xn) esta´ bem definida.
Como
(
1− 1
n
)
xn ∈ B(0, 1), temos que:
sup
||x||<1
||Ax|| ≥
∣∣∣∣∣∣∣∣(1− 1n
)
Axn
∣∣∣∣∣∣∣∣ ≥ (1− 1n
)[
sup
||x||=1
||Ax|| − 1
n
]
,
enta˜o
sup
||x||<1
||Ax|| ≥ sup
||x||=1
||Ax||.
Assim mostramos que sup
||x||<1
||Ax|| = sup
||x||=1
||Ax||. A outra igualdade segue imediata-
mente desta. 
Corola´rio 1.1.1 Dado um operador A ∈ L(X ,Y), se existe C ∈ R tal que ‖Ax‖ ≤ C‖x‖
para todo x ∈ X , enta˜o A e´ limitado.
Demonstrac¸a˜o: De fato, se existir tal C, enta˜o
sup
‖x‖=1
‖Ax‖ ≤ sup
‖x‖=1
C‖x‖ = C <∞.
Logo A e´ limitado e ‖A‖ ≤ C. 
Definic¸a˜o 1.1.3 Seja A ∈ L(X ,Y). Dizemos que A e´
(i) Lipschitziano, se existe K > 0 tal que:
‖Ax− Ay‖ ≤ K‖x− y‖,
para todo x, y ∈ X .
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(ii) Uniformemente cont´ınuo, se:
dado ε > 0, existe δ > 0, tal que ‖Ax− Ay‖ < ε, sempre que ‖x− y‖ < δ,
para todo x, y ∈ X .
(iii) Cont´ınuo em x0, se:
dado ε > 0, existe δ > 0, tal que para todo x ∈ B(x0, δ), ‖Ax− Ax0‖ < ε.
O teorema a seguir caracteriza a continuidade de um operador linear limitado:
Teorema 1.1.1 Seja A : X → Y um operador linear. As seguintes sentenc¸as sa˜o equi-
valentes:
(i) A e´ limitado em X ;
(ii) Para todo x ∈ X , ‖Ax‖ ≤ ‖A‖ · ‖x‖;
(iii) A e´ lipschitziano;
(iv) A e´ uniformemente cont´ınuo;
(v) A e´ cont´ınuo em todos os pontos de X ;
(vi) A e´ cont´ınuo em algum ponto x0 ∈ X ;
Demonstrac¸a˜o: (i)⇒(ii) Suponha que A ∈ B(X ,Y). Dado x ∈ X , temos que
1
‖x‖‖Ax‖ =
∥∥∥∥ 1‖x‖Ax
∥∥∥∥ = ∥∥∥∥A( 1‖x‖x
)∥∥∥∥ = ‖Ay‖, com y = x‖x‖ .
Sendo assim,
1
‖x‖‖Ax‖ ≤ sup‖y‖=1 ‖Ay‖ = ‖A‖.
Portanto ‖Ax‖ ≤ ‖A‖ · ‖x‖.
(ii)⇒(iii) Suponha que ‖Ax‖ ≤ ‖A‖ · ‖x‖. Dados x, y ∈ X , temos que:
‖Ax− Ay‖ = ‖A(x− y)‖ ≤ ‖A‖ · ‖x− y‖
Isso implica que A e´ Lipschitziano.
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(iii)⇒(iv) Suponha que exista K > 0 tal que ‖Ax − Ay‖ ≤ K‖x − y‖, para todo
x, y ∈ X .
Dado ε > 0, tome δ = ε/K. Dessa forma, se ‖x− y‖ < δ, temos:
‖Ax− Ay‖ ≤ K‖x− y‖ < K · ε
K
= ε.
Portanto A e´ uniformemente cont´ınuo.
(iv)⇒(v) Imediato, basta fixar x0 = y na definic¸a˜o de operador uniformemente
cont´ınuo.
(v)⇒(vi) Imediato.
(vi)⇒(i) Supondo A cont´ınuo em x0, dado ε = 1, existe δ > 0 tal que:
para todo y ∈ B(x0, δ), ||Ax0 − Ay|| < 1 = ε.
Seja x ∈ B(0, 1). Temos enta˜o x0 + δx ∈ B(x0, δ), pois :
||(x0 + δx)− x0|| = ||δx|| = δ||x|| < δ.
Logo
1 > ||Ax0 − A(x0 + δx)|| = δ||Ax||.
Isso implica que para todo x ∈ B(0, 1), ‖Ax‖ < 1/δ.
Portanto sup
||x||<1
||Ax|| ≤ 1/δ <∞. 
Corola´rio 1.1.2 Dados A ∈ B(Z,Y) e B ∈ B(X ,Z), enta˜o o operador composic¸a˜o
AB ∈ B(X ,Y) e ||AB|| ≤ ||A|| · ||B||.
Demonstrac¸a˜o: Dado x ∈ X tal que ||x|| = 1. Note que
||(AB)x|| = ||A(Bx)|| ≤ ||A|| · ||Bx|| ≤ ||A|| · ||B|| · ||x|| = ||A|| · ||B||.
Portanto sup
||x||=1
||(AB)x|| ≤ ||A|| · ||B|| < ∞, de onde conclu´ımos que AB ∈ B(X ,Y) e
||AB|| ≤ ||A|| · ||B||. 
Corola´rio 1.1.3 Todo operador linear A ∈ L(X ,Y) em que X tem dimensa˜o finita e´
cont´ınuo.
Demonstrac¸a˜o: Dados A ∈ L(X ,Y) e x ∈ X , seja {e1, · · · , en} base de X , temos que
x =
n∑
i=1
xiei, onde os xi´s pertencem ao corpo K. Usaremos na demonstrac¸a˜o a norma
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da soma1, ||x|| = ||x||S =
n∑
i=1
||xi||.
Da linearidade de A e pela desigualdade triangular, segue que
‖Ax‖ =
∥∥∥∥∥
n∑
i=1
xiAei
∥∥∥∥∥ ≤
n∑
i=1
||xi||||Aei|| ≤ max
1≤i≤n
||Aei||
n∑
i=1
||xi||.
Portanto, definindo M := max
1≤i≤n
||Aei||, obtemos ||Ax|| ≤ M ||x||, o que implica que A
e´ limitado, portanto A e´ cont´ınuo. 
Teorema 1.1.2 Se X e´ espac¸o normado e Y e´ espac¸o de Banach, enta˜o B(X ,Y) e´ espac¸o
de Banach.
Demonstrac¸a˜o: Seja (An)n∈N uma sequeˆncia de Cauchy em B(X ,Y).
Dado ε > 0, sabemos que existe Nε ∈ N tal que ||An−Am|| < ε para todo m,n > Nε.
Dado x ∈ X ,
‖Anx− Amx‖ ≤ ‖An − Am‖ · ‖x‖ < ε‖x‖, para todo m,n > Nε, (1.1)
logo a sequeˆncia (Anx)n∈N e´ de Cauchy em Y e desde que Y e´ completo, tal sequeˆncia
converge para algum elemento de Y , digamos Ax = y. Definimos enta˜o o operador
A : X −→ Y
x 7→ Ax = y = lim
n→∞
Anx
Note que A ∈ L(X ,Y) e que fazendo m→∞ em (1.1), obtemos
‖Anx− Ax‖ < ε‖x‖, para todo n > Nε,
o que nos diz que An − A e´ limitado para todo n > Nε. Portanto
A = ANε+1 − (ANε+1 − A) ∈ B(X ,Y),
ou seja, (An)n∈N converge para A ∈ B(X ,Y). 
Encerraremos a presente sec¸a˜o enunciando alguns teoremas que sa˜o resultados cla´ssicos
da ana´lise funcional e sera˜o usados no presente texto.
Teorema 1.1.3 (Teorema da Aplicac¸a˜o Aberta) [10, V.5.10] Sejam X e Y espac¸os
de Banach. Se T ∈ B(X ,Y) e´ sobrejetiva, enta˜o T e´ aberta, isto e´, T (U) e´ aberto em Y
sempre que U e´ aberto em X .
1Em espac¸os de dimensa˜o finita, as normas sa˜o equivalentes, assim a escolha da norma a ser usada
na˜o interfere no resultado desejado. De fato, dada qualquer norma || · ||N , existem k1 e k2 positivos tais
que k1|| · ||N ≤ || · ||S ≤ k2|| · ||N .
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Um corola´rio importante do Teorema da Aplicac¸a˜o Aberta e´ o seguinte:
Corola´rio 1.1.4 [10, V.5.11] Se X e Y sa˜o espac¸os de Banach e T ∈ B(X ,Y) e´ bijetiva,
enta˜o T e´ um isomorfismo, isto e´, T−1 ∈ B(Y ,X ).
Teorema 1.1.4 (Teorema da Limitac¸a˜o Uniforme; Banach-Steinhaus) Seja (Tα)α∈I
uma famı´lia de operadores lineares limitados Tα : X → Y de um espac¸o de Banach X em
um espac¸o normado Y, tal que
sup
α∈I
‖Tαx‖ <∞, para todo x ∈ X .
Enta˜o a famı´lia das normas e´ limitada, isto e´, supα∈I ‖Tα‖ <∞.
Podemos encontrar sua demonstrac¸a˜o em [10, V.5.13].
1.2 Exponencial de Operadores
Seja A ∈ B(X ), com ‖A‖ = a. Considere a se´rie
∞∑
k=0
Ak
k!
. Note que:
∞∑
k=0
∥∥∥∥Akk!
∥∥∥∥ ≤ ∞∑
k=0
‖A‖k
k!
=
∞∑
k=0
ak
k!
= ea.
Logo a se´rie
∞∑
k=0
Ak
k!
e´ absolutamente convergente, portanto convergente e como B(X ) e´
espac¸o de Banach, essa se´rie converge para um operador em B(X ), o que nos motiva a
escrever a seguinte:
Definic¸a˜o 1.2.1 Seja A um operador linear limitado, a exponencial de A e´ definida por
eA :=
∞∑
k=0
Ak
k!
.
Observac¸a˜o 1.2.1 Como visto acima, se A ∈ B(X ), enta˜o eA ∈ B(X ) e ∥∥eA∥∥ ≤ e‖A‖.
Proposic¸a˜o 1.2.1 Sejam A,B ∈ B(X ). Se A e B comutam, enta˜o eA+B = eAeB.
Demonstrac¸a˜o: Sejam A,B ∈ B(X ). Como os operadores comutam, segue, pela fo´rmula
binomial, que (A+B)n =
∞∑
n=0
n!
k!(n− k)!A
kBn−k =
∑
j+k=n
n!
k!j!
AkBj.
Logo e(A+B) =
∞∑
n=0
(A+B)n
n!
=
∞∑
n=0
( ∑
j+k=n
Ak
k!
Bj
j!
)
=
( ∞∑
k=0
Ak
k!
)( ∞∑
j=0
Bj
j!
)
= eAeB. 
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Exemplo 1.2.1 Seja X = R2. Como vimos, todo operador linear com domı´nio X sera´
cont´ınuo (e limitado). Um operador em R2 e´ uma matriz quadrada de ordem 2. Vamos
calcular algumas exponenciais:
(i) Seja A =
[
a 0
0 a
]
. Enta˜o a sua exponencial e´ tal que:
eA =
∞∑
k=0
Ak
k!
=
[
1 0
0 1
]
+
[
a 0
0 a
]
+
1
2
[
a2 0
0 a2
]
+
1
6
[
a3 0
0 a3
]
+· · · =

∞∑
k=0
ak
k!
0
0
∞∑
k=0
ak
k!

Ou seja, eA =
[
ea 0
0 ea
]
.
(ii) Seja B =
[
a −b
b a
]
. Note que B = A+C, onde C =
[
0 −b
b 0
]
. Assim eB = eA · eC.
Vamos calcular enta˜o a exponencial de C:
eC =
[
1 0
0 1
]
+
[
0 −b
b 0
]
+
1
2!
[
−b2 0
0 −b2
]
+
1
3!
[
0 b3
−b3 0
]
+
1
4!
[
b4 0
0 b4
]
+
+
1
5!
[
0 −b5
b5 0
]
+
1
6!
[
−b6 0
0 −b6
]
+
1
7!
[
0 b7
−b7 0
]
+ · · ·
,
logo
eC =

1− b
2
2!
+
b4
4!
− b
6
6!
+ · · · −b+ b
3
3!
− b
5
5!
+
b7
7!
+ · · ·
b− b
3
3!
+
b5
5!
− b
7
7!
+ · · · 1− b
2
2!
+
b4
4!
− b
6
6!
+ · · ·
 =
=

∞∑
n=0
(−1)nb2n
(2n)!
−
∞∑
n=0
(−1)nb2n+1
(2n+ 1)!
∞∑
n=0
(−1)nb2n+1
(2n+ 1)!
∞∑
n=0
(−1)nb2n
(2n)!
 .
Assim eC =
[
cos b − sin b
cos b sin b
]
, portanto a exponencial de B e´:
eB = eA · eC =
[
ea 0
0 ea
]
·
[
cos b − sin b
cos b sin b
]
= ea
[
cos b − sin b
cos b sin b
]
.
24 Cap´ıtulo 1. Semigrupo de Operadores Lineares Limitados
Proposic¸a˜o 1.2.2 Seja A ∈ B(X ). Dada (T (t))t≥0, uma famı´lia de operadores lineares
limitados com domı´nio X , tal que T (t) := etA, temos que essa famı´lia satisfaz o sistema{
T (s+ t) = T (s)T (t) ∀s, t ≥ 0
T (0) = Id (Operador identidade de X ) .
Ale´m disso, a aplicac¸a˜o t 7−→ T (t) e´ cont´ınua em zero.
Demonstrac¸a˜o: De fato, como tA e sA comutam, temos para t, s ≥ 0 que:
T (t+ s) = e(t+s)A = etA+sA = etAesA = T (t)T (s).
Ale´m disso, seja t > 0, note que:
T (t) = etA = e(t+0)A = etAe0A ⇒ T (t) = T (t)T (0), para todo t > 0
ou seja, T (0) = Id.
A fim de mostrar a continuidade de t 7−→ T (t) em t = 0, observe a desigualdade:
‖T (t)− Id‖ =
∥∥∥∥∥
∞∑
k=1
(tA)k
k!
∥∥∥∥∥ =
∥∥∥∥tA(Id+ tA2! + (tA)23! + · · ·
)∥∥∥∥
≤ ‖tA‖ ·
∥∥∥∥Id+ tA2! + (tA)23! + · · ·
∥∥∥∥
≤ |t| · ‖A‖
(
‖Id‖+ ‖tA‖
2!
+
‖tA‖2
3!
+ · · ·
)
≤ |t| · ‖A‖
∞∑
k=0
‖tA‖k
(k + 1)!
≤ |t| · ‖A‖
∞∑
k=0
‖tA‖k
k!
= t‖A‖et‖A‖,
da qual podemos concluir que lim
t↓0
‖T (t)− Id‖ = 0, ou seja, que t 7−→ T (t) e´ cont´ınua em
zero. 
Proposic¸a˜o 1.2.3 Se A ∈ B(X ) e ‖A‖ < 1, enta˜o Id− A e´ invert´ıvel.
Demonstrac¸a˜o: Sabemos que func¸a˜o f(z) =
1
1− z e´ anal´ıtica em {z ∈ C : ‖z‖ < 1} e
que sua representac¸a˜o em se´rie de poteˆncias e´ f(z) =
∞∑
n=0
zn.
Defina f(A) :=
∞∑
n=0
An. Como ‖A‖ < 1, ‖f(A)‖ ≤
∞∑
n=0
‖A‖n = 1
1− ‖A‖ , assim a se´rie
f(A) e´ absolutamente convergente, portanto convergente. Logo f(A) ∈ B(X ), pois B(X )
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e´ espac¸o de Banach. Ale´m disso, observe que
(Id− A)f(A) = f(A)(Id− A) = f(A)−
∞∑
n=1
An = Id,
o que nos permite concluir que Id− A possui inversa dada por f(A). 
Teorema 1.2.1 Sejam A ∈ B(X ) e x : R+ −→ X . Enta˜o o Problema de Cauchy Abstrato{
x˙(t) = Ax(t)
x(0) = x0
(1.2)
possui apenas uma soluc¸a˜o, dada por x(t) = etAx0.
Demonstrac¸a˜o: Vamos mostrar primeiro que x(t) = x0e
tA e´ soluc¸a˜o do sistema (1.2).
De fato, observe que:
lim
h→0
(
ehA − Id
h
)
= lim
h→0
(
A+
∞∑
k=2
hk−1Ak
k!
)
= A,
o que unido a` comutatividade entre A e eA nos permite concluir que:
x˙(t) = lim
h→0
e(t+h)Ax0 − etAx0
h
= etA lim
h→0
(
ehA − Id
h
)
x0 = e
tAAx0 = Ax(t),
ou seja, x(t) = etAx0 e´ soluc¸a˜o do sistema (1.2).
Suponha agora que exista outra soluc¸a˜o y(t) para o sistema (1.2). Consequentemente,
temos:
˙(e−tAy(t)) = −Ae−tAy(t) + e−tAy˙(t) = −Ae−tAy(t) + e−tAAy(t) = 0.
Da igualdade acima e da diferenciabilidade dos fatores, conclu´ımos que:
e−tAy(t) = c, c ∈ X ,
ou seja, y(t) = etAc. Ale´m disso, como y(t) e´ soluc¸a˜o de (1.2), segue que
y(0) = c = x0,
o que implica y(t) = x(t).
Assim conclu´ımos a demonstrac¸a˜o. 
As duas pro´ximas sec¸o˜es tiveram como base o livro de A. Pazy, [18].
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1.3 Semigrupo de Operadores Lineares Limitados
Uma boa motivac¸a˜o ao estudo dos semigrupos e´ a procura de uma famı´lia de func¸o˜es (ou
operadores) (T (t))t≥0 que satisfac¸am o Sistema Dinaˆmico{
T (s+ t) = T (s)T (t) ∀s, t ≥ 0
T (0) = Id (Operador identidade de X ) .
Como vimos anteriormente na Proposic¸a˜o 1.2.2, as exponenciais de operadores satisfazem
tal sistema. Assim, toda famı´lia de exponenciais de operadores (etA)t≥0 e´ um semigrupo
de operadores.
A partir daqui usaremos em nossa notac¸a˜o D(A) para indicar o domı´nio do operador
A. Nos casos que tivermos A : D(A) ⊂ X → X , poderemos cita´-lo como “operador
linear sobre X”ou escrever (A,D(A)) quando na˜o tivermos ambiguidades em relac¸a˜o ao
seu domı´nio ou ao espac¸o X , respectivamente.
A situac¸a˜o padra˜o em que os semigrupos de operadores naturalmente aparecem e´ o
chamado Problema de Cauchy Abstrato:{
x˙(t) = Ax(t), ∀ t ≥ 0
x(0) = x0
,
onde A : D(A) ⊂ X → X e´ um operador linear.
Vimos no Teorema 1.2.1 que quando A ∈ B(X ), a soluc¸a˜o (u´nica) desse problema e´
dada por x(t) = etAx0.
A partir da´ı surgem perguntas como: “sera´ que dado qualquer operador A, limitado
ou na˜o, toda soluc¸a˜o do Problema de Cauchy Abstrato acima e´ dada pela exponencial de
algum operador?”. Em busca dessa resposta e de poss´ıveis generalizac¸o˜es, estudaremos
os semigrupos e suas propriedades.
Definic¸a˜o 1.3.1 Uma famı´lia (T (t))t≥0 de operadores lineares limitados definidos no
espac¸o de Banach X e´ chamada semigrupo (a um paraˆmetro) de operadores lineares limi-
tados sobre X se ela satisfaz a equac¸a˜o funcional{
T (t+ s) = T (t)T (s) ∀ t, s ≥ 0
T (0) = Id
.
Definic¸a˜o 1.3.2 Um semigrupo de operadores lineares limitados (T (t))t≥0 sobre X e´ cha-
mado fortemente cont´ınuo (ou C0-semigrupo) se para todo x ∈ X , as “func¸o˜es o´rbitas”
ξx : R+ → X
t 7−→ ξx(t) := T (t)x
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sa˜o cont´ınuas em zero. Ou, equivalentemente, se lim
t↓0
‖T (t)x− x‖ = 0 para todo x ∈ X .
O semigrupo e´ chamado uniformemente cont´ınuo se a func¸a˜o t 7−→ T (t) e´ cont´ınua
em zero, ou seja, se lim
t↓0
‖T (t)− Id‖ = 0.
O semigrupo e´ chamado semigrupo de contrac¸o˜es se ‖T (t)‖ ≤ 1 para todo t ≥ 0.
Observac¸a˜o 1.3.1 Sendo (T (t))t≥0 um semigrupo uniformemente cont´ınuo, temos enta˜o
que (T (t))t≥0 e´ um semigrupo fortemente cont´ınuo. De fato, dado x ∈ X ,
lim
t↓0
‖T (t)x− x‖ ≤ lim
t↓0
‖T (t)− Id‖‖x‖ = 0.
Definic¸a˜o 1.3.3 Seja (T (t))t≥0 um semigrupo de operadores lineares limitados sobre X .
Seja D(A) o conjunto
D(A) =
{
x ∈ X : lim
t↓0
T (t)x− x
t
existe
}
.
O operador linear A : D(A) ⊂ X → X definido por
Ax = lim
t↓0
T (t)x− x
t
=
d+
dt
T (t)x
∣∣∣∣
t=0
, x ∈ D(A),
e´ chamado gerador infinitesimal do semigrupo (T (t))t≥0, onde D(A) e´ o domı´nio de A.
Exemplo 1.3.1 A Proposic¸a˜o 1.2.2 nos mostra que se A e´ um operador limitado, enta˜o(
etA
)
t≥0 e´ um semigrupo uniformemente cont´ınuo.
Teorema 1.3.1 Se (T (t))t≥0 e´ um semigrupo uniformemente cont´ınuo, enta˜o t 7→ T (t)
e´ cont´ınua para todo t ≥ 0.
Demonstrac¸a˜o: Seja (T (t))t≥0 um semigrupo uniformemente cont´ınuo. Por definic¸a˜o,
t 7−→ T (t) e´ cont´ınua em t = 0.
Fixe t > 0 e seja s > t, defina h := s− t. Assim, temos o limite:
lim
s→t+
‖T (s)− T (t)‖ = lim
h↓0
‖T (t+ h)− T (t)‖ = lim
h↓0
‖T (t)T (h)− T (t)‖
≤ lim
h↓0
‖T (t)‖‖T (h)− Id‖ = 0.
Analogamente, seja 0 ≤ s < t, defina k := t− s. Assim, temos o limite:
lim
s→t−
‖T (s)− T (t)‖ = lim
k↓0
‖T (s)− T (k + s)‖
≤ lim
k↓0
‖Id− T (k)‖‖T (s)‖ = 0.
Mostramos que lim
s→t
‖T (s)− T (t)‖ = 0, e segue o resultado. 
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Os semigrupos fortemente cont´ınuos possuem a importante propriedade de serem ex-
ponencialmente limitados, como mostra o resultado a seguir:
Teorema 1.3.2 Seja (T (t))t≥0 um C0-semigrupo de operadores lineares limitados. Enta˜o
existem constantes w ≥ 0 e M ≥ 1 tais que ‖T (t)‖ ≤Mewt, para todo t ≥ 0.
Demonstrac¸a˜o: Primeiramente mostraremos que existe µ > 0 tal que ||T (t)|| e´ limitado
para t ∈ [0, µ]. Se ocorresse o contra´rio, ter´ıamos uma sequeˆncia (tn)n∈N de nu´meros reais
tal que tn ≥ 0, lim tn = 0 e ‖T (tn)‖ ≥ n para todo n ∈ N. Do Teorema da Limitac¸a˜o
Uniforme, [Teorema 1.1.4], segue que para algum x ∈ X , (T (tn)x)n∈N e´ ilimitada, con-
trariando a definic¸a˜o de C0-semigrupo. Assim ‖T (t)‖ ≤ M para 0 ≤ t ≤ µ. Desde que
||T (0)|| = 1, teremos M ≥ 1.
Dado t > µ, t pode ser escrito na forma t = nµ+ δ, onde n ∈ N e δ ∈ [0, µ) e enta˜o:
‖T (t)‖ = ‖T (δ)T (µ)n‖ ≤ ‖T (δ)‖ · ‖T (µ)‖n ≤MMn ≤MM tµ ,
pois M ≥ 1 e t ≥ nµ. Defina agora w = 1
µ
lnM ≥ 0, o que implica ewt = M tµ e assim:
‖T (t)‖ ≤Mewt, para t > µ.
Como w ≥ 0, para t ∈ [0, µ] temos que 1 ≤ ewt. Portanto, multiplicando por M ≥ 1,
obtemos:
‖T (t)‖ ≤M ≤Mewt, para t ∈ [0, µ].
Assim, dado t ≥ 0, existem M ≥ 1 e w ≥ 0 tais que ‖T (t)‖ ≤Mewt. 
Corola´rio 1.3.1 Se (T (t))t≥0 e´ um C0-semigrupo enta˜o para todo x ∈ X , a func¸a˜o o´rbita
ξx : R+ −→ X
t 7−→ ξx(t) := T (t)x
e´ cont´ınua em todo t ≥ 0.
Demonstrac¸a˜o: Sejam t, h ≥ 0. Desde que ξ e´ cont´ınua em zero, temos:
‖ξx(t+ h)− ξx(t)‖ = ‖T (t+ h)x− T (t)x‖ ≤ ‖T (t)‖ · ‖T (h)x− x‖ ≤Mewt‖T (h)x− x‖.
Aplicando enta˜o o limite quando h ↓ 0 temos a continuidade de ξx a` direita de t.
Por outro lado, sejam t ≥ h ≥ 0. Note que:
‖ξx(t−h)−ξx(t)‖ = ‖T (t−h)x−T (t)x‖ ≤ ‖T (t−h)‖·‖x−T (h)x‖ ≤Mew(t−h)‖x−T (h)x‖.
Aplicando enta˜o o limite quando h ↓ 0 temos a continuidade de ξx a` esquerda de t. 
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Algumas propriedades do ca´lculo integral e diferencial podem ser “estendidas”aos C0-
semigrupos e seus geradores infinitesimais, como podemos verificar no seguinte:
Teorema 1.3.3 Seja (T (t))t≥0 um C0-semigrupo de operadores lineares limitados sobre
X e A o seu gerador infinitesimal. Enta˜o as seguintes propriedades sa˜o verificadas:
(i) Para todo x ∈ X e todo t ≥ 0, lim
h→0
1
h
∫ t+h
t
T (s)xds = T (t)x.
(ii) Para todo x ∈ X e todo t ≥ 0,
∫ t
0
T (s)xds ∈ D(A) e A
∫ t
0
T (s)xds = T (t)x− x.
(iii) Para todo x ∈ D(A) e todo t > 0, T (t)x ∈ D(A) e d
dt
T (t)x = AT (t)x = T (t)Ax.
(iv) Para todo x ∈ D(A) e todo t, s > 0, T (t)x−T (s)x =
∫ t
s
T (τ)Axdτ =
∫ t
s
AT (τ)xdτ .
Demonstrac¸a˜o:
(i) Seja t ≥ 0. O Corola´rio 1.3.1 nos garante que existe δ > 0 tal que ‖T (s)x−T (t)x‖ <
ε quando |s− t| < δ. Logo, para 0 ≤ h ≤ δ temos que:∥∥∥∥1h
∫ t+h
t
T (s)xds− T (t)x
∥∥∥∥ = ∥∥∥∥1h
∫ t+h
t
(T (s)x− T (t)x)ds
∥∥∥∥
≤ 1
h
∫ t+h
t
||T (s)x− T (t)x||ds < ε.
Assim, mostramos que o limite e´ va´lido quando h→ 0+. O lado esquerdo (quando
h→ 0−) para t ≥ 0 e´ provado de forma ana´loga.
(ii) Sejam x ∈ X e h > 0. Desde que os operadores T (s) sa˜o cont´ınuos, temos:
T (h)− Id
h
∫ t
0
T (s)xds =
1
h
∫ t
0
(T (s+ h)x− T (s)x) ds
=
1
h
∫ t
0
T (s+ h)xds− 1
h
∫ t
0
T (s)xds.
Usando propriedades de integrais, obtemos:∫ t
0
T (s+ h)xds−
∫ t
0
T (s)xds =
∫ t+h
h
T (s)xds−
∫ t
0
T (s)xds =
=
∫ t
h
T (s)xds+
∫ t+h
t
T (s)xds−
∫ h
0
T (s)xds−
∫ t
h
T (s)xds =
=
∫ t+h
t
T (s)xds−
∫ h
0
T (s)xds.
Assim,
T (h)− Id
h
∫ t
0
T (s)xds =
1
h
∫ t+h
t
T (s)xds− 1
h
∫ h
0
T (s)xds.
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Finalmente, por (i) podemos calcular o limite quando h ↓ 0 na igualdade anterior.
Note que o lado direito tende a T (t)x− T (0)x, ou seja:
lim
h↓0
T (h)− Id
h
∫ t
0
T (s)xds = T (t)x− x.
Portanto
∫ t
0
T (s)xds ∈ D(A) e A
∫ t
0
T (s)xds = T (t)x− x.
(iii) Sejam x ∈ D(A), t > 0 e h > 0. Note que:
T (t+ h)x− T (t)x
h
=
T (h)− Id
h
T (t)x = T (t)
T (h)− Id
h
x.
Como x ∈ D(A), quando h ↓ 0 temos:
lim
h↓0
T (h)− Id
h
T (t)x = T (t)Ax.
Assim T (t)x ∈ D(A) e d+
dt
T (t)x = AT (t)x = T (t)Ax.
Por outro lado, se 0 < h < t e x ∈ D(A),∣∣∣∣∣∣∣∣T (t− h)x− T (t)x−h − T (t)Ax
∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣T (t)x− T (t− h)xh − T (t)Ax
∣∣∣∣∣∣∣∣ =
=
∣∣∣∣∣∣∣∣T (t− h)(T (h)x− xh − Ax
)
+ T (t− h)Ax− T (x)Ax
∣∣∣∣∣∣∣∣ ≤
≤ ||T (t− h)||
∣∣∣∣∣∣∣∣T (h)x− xh − Ax
∣∣∣∣∣∣∣∣+ ||T (t− h)Ax− T (t)Ax|| .
Observe enta˜o que quando h ↓ 0 o lado direito da desigualdade anterior tende a
zero. Isso nos permite concluir que d
−
dt
T (t)x = T (t)Ax.
Portanto a propriedade (iii) e´ va´lida, pois
T (t)x ∈ D(A) e d
+
dt
T (t)x =
d−
dt
T (t)x =
d
dt
T (t)x = T (t)Ax.
(iv) Se x ∈ D(A), por (iii), temos:
T (t)x− T (s)x =
∫ t
s
d
dτ
T (τ)xdτ =
∫ t
s
T (τ)Axdτ =
∫ t
s
AT (τ)xdτ.

O pro´ximo teorema nos da´ condic¸o˜es necessa´rias para um operador A ser o gerador
infinitesimal de um C0-semigrupo:
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Teorema 1.3.4 Se o operador linear A e´ o gerador infinitesimal de um semigrupo forte-
mente cont´ınuo de operadores lineares limitados (T (t))t≥0 sobre X , enta˜o A e´ fechado e
D(A) = X .
Demonstrac¸a˜o: Se x ∈ X , pelas propriedades (ii) e (i) do Teorema 1.3.3, temos que
1
t
∫ t
0
T (s)xds ∈ D(A) e 1
t
∫ t
0
T (s)xds −→ x quando t ↓ 0,
nos mostrando enta˜o que x ∈ D(A) e portanto o domı´nio de A e´ denso em X , ou seja,
D(A) = X .
Agora suponha que (xn)n∈N e´ uma sequeˆncia em D(A) e que x, y ∈ X sa˜o tais que
xn → x e Axn → y. Da propriedade (iv) do Teorema 1.3.3, sabemos que
T (t)xn − xn = T (t)xn − Id(xn) =
∫ t
0
T (s)Axnds. (1.3)
Como podemos observar no Teorema 1.3.2, o integrando no lado direito da igualdade (1.3)
converge para T (s)y uniformemente em intervalos limitados. Consequentemente, fazendo
n→∞ em (1.3), obtemos:
T (t)x− x =
∫ t
0
T (s)yds,
que dividindo por t e aplicando o limite quando t ↓ 0, calculamos d
+
dt
T (t)x
∣∣∣∣
t=0
= y.
Portanto x ∈ D(A) e Ax = y. Logo A e´ fechado. 
Corola´rio 1.3.2 Sejam (T (t))t≥0 e (S(t))t≥0 C0-semigrupos de operadores lineares limi-
tados sobre X com geradores infinitesimais A e B, respectivamente. Se A = B, enta˜o
T (t) = S(t) para t ≥ 0.
Demonstrac¸a˜o: Sejam x ∈ D(A) = D(B). Pela propriedade (iii) do Teorema 1.3.3
segue que a func¸a˜o s 7−→ T (t− s)S(s)x e´ diferencia´vel e que
d
ds
T (t− s)S(s)x = −AT (t− s)S(s)x+ T (t− s)BS(s)x
= −T (t− s)AS(s)x+ T (t− s)BS(s)x = 0.
Portanto s 7−→ T (t− s)S(s)x e´ constante e, em particular, seus valores em s = 0 e s = t
sa˜o os mesmos, ou seja, T (t)x = S(t)x. Isto vale para todo x ∈ D(A). Desde que D(A) e´
denso em X e T (t) e S(t) sa˜o limitados, T (t)x = S(t)x para todo x ∈ X . 
Definic¸a˜o 1.3.4 Sejam X um espac¸o de Banach e Y um subespac¸o (na˜o necessariamente
fechado) de X e seja S : D(S) ⊂ X → X um operador linear. Dizemos que o subespac¸o Y
de X e´ invariante sobre S se S : D(S) ∩ Y → Y esta´ bem definido, ou seja, se a imagem
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de D(S) ∩ Y por S esta´ contida em Y .
Dado o semigrupo de operadores lineares limitados (T (t))t≥0, dizemos que Y e´ su-
bespac¸o de X invariante sobre (T (t))t≥0 se Y e´ subespac¸o invariante sobre T (t) para todo
t ≥ 0.
Proposic¸a˜o 1.3.1 Seja (A,D(A)) o gerador infinitesimal de um C0-semigrupo (T (t))t≥0
sobre o espac¸o de Banach X . Um subespac¸o D de D(A) que e´ ‖·‖-denso em X e invariante
sobre o semigrupo (T (t))t≥0 e´ sempre denso em D(A) pela norma do gra´fico
‖x‖A := ‖x‖+ ‖Ax‖; x ∈ D(A).
A demonstrac¸a˜o pode ser encontrada em [9, II.1.7].
O pro´ximo teorema caracteriza o gerador infinitesimal de um semigrupo uniforme-
mente cont´ınuo:
Teorema 1.3.5 Um operador linear A : D(A) ⊂ X → X e´ gerador infinitesimal de um
semigrupo uniformemente cont´ınuo se, e somente se, A e´ limitado.
Demonstrac¸a˜o: Seja A um operador limitado. Para t ≥ 0, definimos
T (t) := etA =
∞∑
n=0
(tA)n
n!
.
A Proposic¸a˜o 1.2.2 mostra que (T (t))t≥0 e´ um semigrupo uniformemente cont´ınuo.
Assim, vamos mostrar que o operador A e´ o gerador infinitesimal desse semigrupo. Com
efeito, observe que:
∥∥∥∥T (t)− Idt − A
∥∥∥∥ =
∥∥∥∥∥
∞∑
n=1
tn−1An
n!
− A
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
n=2
tn−1An
n!
∥∥∥∥∥ ≤
∞∑
n=2
|t|n−1‖A‖n
n!
,
ou seja, ∥∥∥∥T (t)− Idt − A
∥∥∥∥ ≤ et‖A‖ − 1t − ‖A‖.
Aplicando o limite quando t ↓ 0 na desigualdade anterior, mostramos que A e´ o gera-
dor infinitesimal do semigrupo (T (t))t≥0.
Reciprocamente, sejaA o gerador infinitesimal de um semigrupo uniformemente cont´ınuo
(T (t))t≥0 de operadores lineares limitados sobre X .
Como consequeˆncia do Teorema 1.3.3, parte (i), temos lim
ρ→0
1
ρ
∫ ρ
0
T (s)ds = Id. Fixe
ρ > 0 suficientemente pequeno tal que:∥∥∥∥Id− 1ρ
∫ ρ
0
T (s)ds
∥∥∥∥ < 1.
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Pela Proposic¸a˜o 1.2.3, temos que ρ−1
∫ ρ
0
T (s)ds e´ invert´ıvel e, portanto,
∫ ρ
0
T (s)ds e´
invert´ıvel, logo:
h−1(T (h)− Id)
∫ ρ
0
T (s)ds = h−1
(∫ ρ
0
T (s+ h)ds−
∫ ρ
0
T (s)ds
)
= h−1
(∫ ρ+h
h
T (s)ds−
∫ ρ
0
T (s)ds
)
,
e portanto:
h−1(T (h)− Id)
(∫ ρ
0
T (s)ds
)
= h−1
(∫ ρ+h
ρ
T (s)ds−
∫ h
ρ
T (s)ds−
∫ ρ
0
T (s)ds
)
= h−1
(∫ ρ+h
ρ
T (s)ds−
∫ h
0
T (s)ds
)
.
Dado enta˜o x ∈ D(A), temos:
h−1(T (h)x− x) = h−1
(∫ ρ+h
ρ
T (s)xds−
∫ h
0
T (s)xds
)(∫ ρ
0
T (s)xds
)−1
.
Note que
(∫ ρ
0
T (s)ds
)−1
e´ limitado pelo Corola´rio 1.1.4. Ale´m disso, Fazendo h ↓ 0 na
igualdade anterior e aplicando o Teorema 1.3.3, parte (i), mostramos que o operador:
A = (T (ρ)− Id)
(∫ ρ
0
T (s)ds
)−1
e´ limitado. 
O Teorema de Hille-Yosida 1.4.1, objeto de estudo da pro´xima sec¸a˜o, tem um papel
similar ao Teorema 1.3.5, dedicado, por sua vez, aos semigrupos fortemente cont´ınuos.
1.4 O Teorema de Hille-Yosida
Seja (T (t))t≥0 um C0-semigrupo. Pelo Teorema 1.3.2 existem constantes w ≥ 0 e M ≥ 1
tais que ‖T (t)‖ ≤ Mewt para t ≥ 0. Se w = 0, (T (t))t≥0 e´ chamado uniformemente
limitado e se ale´m disso M = 1, ele e´ chamado de C0-semigrupo de contrac¸o˜es. Esta sec¸a˜o
e´ dedicada a caracterizac¸a˜o dos geradores infinitesimais dos C0-semigrupos. Primeiro
com o Teorema de Hille-Yosida, para o caso das contrac¸o˜es e em seguida, suas devidas
generalizac¸o˜es. Aqui exibiremos condic¸o˜es sobre o comportamento do operador A e do
seu resolvente 1.4.1, que sa˜o necessa´rias e suficientes para A ser o gerador infinitesimal
de um C0-semigrupo, tendo, dessa forma, um melhoramento do Teorema 1.3.4, que exibe
apenas condic¸o˜es necessa´rias.
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Definic¸a˜o 1.4.1 Seja A um operador linear A : D(A) ⊂ X → X (na˜o necessariamente
limitado) sobre o espac¸o na˜o trivial X . O conjunto resolvente ρ(A) de A e´ o conjunto de
todos os nu´meros complexos λ para os quais λId−A e´ invert´ıvel, isto e´, (λId−A)−1 e´ um
operador linear limitado em X . A famı´lia R(λ,A) = (λId−A)−1, λ ∈ ρ(A) de operadores
lineares limitados e´ chamada resolvente de A.
Lema 1.4.1 Se A : D(A) ⊂ X → X e´ um operador linear fechado, de domı´nio denso tal
que ‖R(λ,A)‖ ≤ 1
λ
para todo λ > 0, enta˜o:
lim
λ→∞
λR(λ,A)x = x para todo x ∈ X .
Demonstrac¸a˜o: Suponha primeiramente x ∈ D(A). Como R(λ,A)(λId− A)x = x,
‖λR(λ,A)x− x‖ = ‖R(λ,A)Ax+ x− x‖ = ‖R(λ,A)Ax‖ ≤ 1
λ
‖Ax‖,
ou seja, para todo x ∈ D(A), ||λR(λ,A)x− x|| → 0 quando λ→∞.
Seja x ∈ X . Como D(A) e´ denso em X , existe uma sequeˆncia (xn)n∈N com valores em
D(A) convergindo para x. Sejam ε > 0 e Nε ∈ N tal que ||x−xNε || < ε3 para todo n ≥ Nε
e fixemos L > 1 tal que ||λR(λ,A)xNε − xNε || ≤ ε3 quando λ > L.
Nessas condic¸o˜es, para λ > L,
||λR(λ,A)x− x|| = ||λR(λ,A)x+ λR(λ,A)xNε − λR(λ,A)xNε + xNε − xNε − x||
≤ ||λR(λ,A)|| · ||x− xNε||+ ||λR(λ,A)xNε − xNε||+ ||xNε − x||
< ε.
E segue o resultado. 
Definic¸a˜o 1.4.2 Definimos, para todo λ > 0, a aproximac¸a˜o de Yosida de A por
Aλ = λAR(λ,A) = λ
2R(λ,A)− λId.
Aλ e´ uma aproximac¸a˜o no seguinte sentido:
Lema 1.4.2 Se A cumpre as hipo´teses do Lema 1.4.1 e Aλ e´ a aproximac¸a˜o de Yosida
de A, enta˜o:
lim
λ→∞
Aλx = Ax para x ∈ D(A).
Demonstrac¸a˜o: Para x ∈ D(A), desde que (Id− A)R(λ,A) = R(λ,A)(Id− A), temos
comutatividade entre A e R(λ,A), assim pelo Lema 1.4.1 e pela definic¸a˜o de Aλ temos
que:
lim
λ→∞
Aλx = lim
λ→∞
λR(λ,A)Ax = Ax.

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Lema 1.4.3 Seja A : D(A) ⊂ X → X um operador satisfazendo as hipo´teses do Lema
1.4.1. Se Aλ e´ a aproximac¸a˜o de Yosida de A, enta˜o Aλ e´ o gerador infinitesimal de um
semigrupo uniformemente cont´ınuo de contrac¸o˜es etAλ. Ale´m disso, para todo x ∈ X , λ >
0 e µ > 0, temos: ∥∥etAλx− etAµx∥∥ ≤ t ‖Aλx− Aµx‖ .
Demonstrac¸a˜o: Da Definic¸a˜o 1.4.2 e´ claro que Aλ e´ um operador linear limitado e
assim e´ o gerador infinitesimal de um semigrupo uniformemente cont´ınuo (Tλ(t))t≥0 de
operadores lineares limitados, dado por Tλ(t) = e
tAλ , como vimos no Teorema 1.3.5. Mais
ainda, de acordo com as hipo´teses, temos:
∥∥etAλ∥∥ = ∥∥∥etλ2R(λ,A)e−tλId∥∥∥ ≤ ∥∥∥etλ2R(λ,A)∥∥∥ e−tλ ≤ etλ2‖R(λ,A)‖e−tλ ≤ 1,
para todo t ≥ 0, o que nos mostra que (Tλ(t))t≥0 e´ um semigrupo de contrac¸a˜o.
Ale´m disso, dados x ∈ X e λ, µ > 0, temos que:
∥∥etAλx− etAµx∥∥ = ∥∥∥∥∫ 1
0
d
ds
(
etsAλet(1−s)Aµx
)
ds
∥∥∥∥
≤
∫ 1
0
∥∥tAλetsAλet(1−s)Aµx− etsAλtAµet(1−s)Aµx∣∣ ‖ds
≤
∫ 1
0
t
∥∥etsAλ∥∥∥∥et(1−s)Aµ∥∥ ‖Aλx− Aµx‖ ds
≤ t
∫ 1
0
‖Aλx− Aµx‖ ds ≤ t ‖Aλx− Aµx‖ .

Teorema 1.4.1 (Hille-Yosida para Contrac¸o˜es - 1948) Um operador linear A : D(A) ⊂
X → X (ilimitado) e´ o gerador infinitesimal de um C0-semigrupo de contrac¸o˜es (T (t))t≥0
se, e somente se:
(i) A e´ fechado e D(A) = X . (Ou seja, A e´ densamente definido).
(ii) O conjunto resolvente ρ(A) de A conte´m (0,+∞) e para todo λ > 0, ||R(λ,A)|| ≤ 1
λ
.
Demonstrac¸a˜o: [(i) e (ii) sa˜o condic¸o˜es necessa´rias]:
Seja A o gerador infinitesimal de um C0-semigrupo de contrac¸o˜es (T (t))t≥0, enta˜o ele
e´ fechado e D(A) = X , pelo Teorema 1.3.4.
Ale´m disso, para λ > 0 e x ∈ X , seja
R(λ)x =
∫ ∞
0
e−λtT (t)xdt. (1.4)
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Sabendo que: ∫ ∞
0
e−λtdt = lim
s→∞
(
−1
λ
(
e−λs − 1)) = 1
λ
,
como ‖T (t)‖ ≤ 1 e t 7−→ T (t)x e´ cont´ınua e uniformemente limitada, a integral em
(1.4) existe como uma integral de Riemann impro´pria e define um operador linear R(λ)
satisfazendo:
||R(λ)x|| =
∣∣∣∣∣∣∣∣∫ ∞
0
e−λtT (t)xdt
∣∣∣∣∣∣∣∣ ≤ ∫ ∞
0
e−λt||T (t)x||dt ≤ 1
λ
||x||.
Afirmac¸a˜o: R(λ) = R(λ,A) para λ > 0. De fato, para x ∈ X e h > 0,
T (h)− Id
h
R(λ)x =
1
h
∫ ∞
0
e−λtT (t+ h)xdt− 1
h
∫ ∞
0
e−λtT (t)xdt
=
1
h
∫ ∞
h
e−λ(t−h)T (t)xdt− 1
h
∫ ∞
0
e−λtT (t)xdt
=
eλh
h
∫ ∞
0
e−λtT (t)xdt− e
λh
h
∫ h
0
e−λtT (t)xdt− 1
h
∫ ∞
0
e−λtT (t)xdt
=
eλh − 1
h
∫ ∞
0
e−λtT (t)xdt− e
λh
h
∫ h
0
e−λtT (t)xdt.
Fazendo h ↓ 0, o lado direito da igualdade anterior converge para λR(λ)x − x. Isto
implica que para todo x ∈ X e λ > 0, R(λ)x ∈ D(A) e AR(λ) = λR(λ)− Id, ou seja,
(λId− A)R(λ) = Id. (1.5)
Por outro lado, usando o Teorema 1.3.3, parte (iii) e fato que A e´ fechado (Teorema
1.3.4), para x ∈ D(A), temos:
R(λ)Ax =
∫ ∞
0
e−λtT (t)Axdt =
∫ ∞
0
e−λtAT (t)xdt = A
(∫ ∞
0
e−λtT (t)xdt
)
.
Ou seja,
R(λ)Ax = AR(λ)x. (1.6)
Segue enta˜o, por (1.5) e (1.6), que:
R(λ)(λId− A)x = λR(λ)x−R(λ)Ax = λR(λ)x− AR(λ)x = (Id− A)R(λ)x = x.
Portanto R(λ,A) = R(λ) para λ > 0. Assim conclu´ımos a primeira parte da demons-
trac¸a˜o.
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[(i) e (ii) sa˜o condic¸o˜es suficientes]:
SejamA um operador que cumpre as conic¸o˜es (i) e (ii) e x ∈ D(A). SejamAλ e Tλ(t) =
etAλ como no Lema 1.4.3. Assim,
∥∥etAλx− etAµx∥∥ ≤ t ‖Aλx− Aµx‖ ≤ t ‖Aλx− Ax‖+ t ‖Ax− Aµx‖ . (1.7)
Aplicando o limite quando λ→∞ e usando o Lema 1.4.2 na desigualdade (1.7), segue
que para x ∈ D(A), etAλx converge uniformemente sobre intervalos limitados. Desde que
||etAλ|| ≤ 1 para λ > 0 e D(A) e´ denso em X , temos que:
T (t)x := lim
λ→∞
etAλx existe para todo x ∈ X .
Novamente o limite e´ sobre intervalos limitados. Definido dessa maneira, T (t) e´ um
operador linear tal que ‖T (t)‖ ≤ 1 para todo t ≥ 0. Ale´m disso, (T (t))t≥0 define um
semigrupo, e tambe´m temos que t 7→ T (t)x e´ cont´ınua para t ≥ 0 como um limite
uniforme (em intervalos limitados) das func¸o˜es cont´ınuas t 7→ etAλx.
Sendo assim, (T (t))t≥0 e´ um C0-semigrupo de contrac¸o˜es sobre X . Vamos mostrar que
A e´ o gerador infinitesimal de (T (t))t≥0.
Sejam B o gerador infinitesimal de (T (t))t≥0 e x ∈ D(A), enta˜o usando a definic¸a˜o de
T (t), temos:
T (t)x− x = lim
λ→∞
(
etAλx− x) = lim
λ→∞
∫ t
0
d
ds
(
esAλx
)
ds = lim
λ→∞
∫ t
0
esAλAλxds. (1.8)
Usando propriedades das normas e a desigualdade triangular, observe que:
‖esAλAλx− T (s)Ax‖ ≤ ‖esAλ‖ · ‖Aλx− Ax‖+ ‖esAλ − T (s)‖ · ‖Ax‖.
Fazendo λ → ∞, temos que esAλAλx converge uniformemente (em intervalos limitados)
para T (s)Ax. Assim podemos aplicar o limite na integral em (1.8), a fim de obtermos:
T (t)x− x =
∫ t
0
T (s)Axds. (1.9)
O Teorema 1.3.3 nos garante que dividindo os dois membros de (1.9) por t e fazendo
t ↓ 0, temos:
Bx = lim
t↓0
T (t)x− x
t
= lim
t↓0
1
t
∫ t
0
T (s)Axds = Ax.
Ou seja, x ∈ D(B) e Bx = Ax para todo x ∈ D(A) ⊆ D(B).
Por hipo´tese, 1 ∈ ρ(A) e desde que B e´ o gerador infinitesimal do C0-semigrupo
(T (t))t≥0, segue das condic¸o˜es necessa´rias que 1 ∈ ρ(B). Logo (Id − A) e (Id − B)
possuem inverso. Em particular, (Id− A)D(A) = X = (Id−B)D(B).
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Como Bx = Ax para todo x ∈ D(A) ⊆ D(B), temos:
X = (Id− A)D(A) = (Id−B)D(A) ⊆ (Id−B)D(B) = X ,
e consequentemente,
D(B) = (Id−B)−1X = D(A).
O que implica B = A. Assim A e´ o gerador infinitesimal do C0-semigrupo de con-
trac¸o˜es (T (t))t≥0. 
O Corola´rio a seguir generaliza o Teorema 1.4.1 e sua demonstrac¸a˜o segue de forma
ana´loga.
Corola´rio 1.4.1 O operador A : D(A) ⊂ X → X e´ o gerador infinitesimal de um C0-
semigrupo de contrac¸o˜es (T (t))t≥0 se, e somente se, A e´ fechado, densamente definido(
D(A) = X
)
, ρ(A) ⊃ {λ ∈ C : Re λ > 0} e para tais λ, ||R(λ,A)|| ≤ 1
Re λ
.
Podemos obter alguns semigrupos a partir de outros e cada vez mais generalizar o
Teorema de Hille-Yosida [Teorema 1.4.1]. Uma forma de obter semigrupos a partir de
outros e´ a noc¸a˜o de semigrupo reescalado:
Definic¸a˜o 1.4.3 Dado o C0-semigrupo (T (t))t≥0, para quaisquer µ ∈ C e α > 0, defini-
mos o semigrupo reescalado (S(t))t≥0 por S(t) := e
µtT (αt).
Vamos explorar algumas propriedades do semigrupo reescalado: Seja A o gerador infini-
tesimal de (T (t))t≥0. Temos que para todo t > 0,
d
dt
S(t) = µeµtT (αt) + eµtαAT (αt) = µS(t) + αAS(t).
Da´ı conclu´ımos que:
• B = µId+ αA e´ o gerador infinitesimal de (S(t))t≥0;
• D(B) = D(A), σ(B) = ασ(A) + µ e ρ(B) = αρ(A) + µ;
• λId−B = (λ− µ)Id− αA = α
(
λ− µ
α
Id− A
)
⇒ R(λ,B) = 1
α
R
(
λ− µ
α
,A
)
.
Ale´m dessa construc¸a˜o, podemos definir um semigrupo sobre o espac¸o de Banach Y a
partir de um semigrupo (T (t))t≥0 sobre X :
Definic¸a˜o 1.4.4 Seja (T (t))t≥0 um C0-semigrupo sobre o espac¸o de Banach X . Dado um
outro espac¸o de Banach Y e um isomorfismo V : Y → X , obtemos um novo C0-semigrupo
(S(t))t≥0 sobre Y, chamado similar a (T (t))t≥0, pela definic¸a˜o:
S(t) := V −1T (t)V para t ≥ 0.
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Sem refereˆncia expl´ıcita a V , chamamos os semigrupos (S(t))t≥0 e (T (t))t≥0 de isomorfos.
Teorema 1.4.2 (Hille-Yosida, versa˜o geral: Feller, Miyadera, Phillips, 1952) [9,
p. 77] Seja A : D(A) ⊂ X → X um operador linear sobre o espac¸o de Banach X e sejam
as constantes w ∈ R e M ≥ 1. Enta˜o as seguintes propriedade sa˜o equivalentes:
(i) (A,D(A)) e´ o gerador infinitesimal de um C0-semigrupo (T (t))t≥0 satisfazendo
‖T (t)‖ ≤Mewt para t ≥ 0.
(ii) (A,D(A)) e´ fechado, densamente definido e para todo λ > w temos que λ ∈ ρ(A) e
‖[(λ− w)R(λ,A)]n‖ ≤M para todo n ∈ N.
(iii) (A,D(A)) e´ fechado, densamente definido e para todo λ ∈ C com Re λ > w temos
que λ ∈ ρ(A) e
‖R(λ,A)n‖ ≤ M
(Re λ− w)n para todo n ∈ N.
Observac¸a˜o 1.4.1 [9, Diagram II.1.14] Para concluir esta sec¸a˜o, reunimos em um dia-
grama as informac¸o˜es obtidas ate´ agora sobre as relac¸o˜es entre um semigrupo, seu gerador,
e seu resolvente:
Figura 1.1: Diagrama Semigrupo-Resolvente-Gerador
1.5 Operadores de Hille-Yosida e Espac¸os de Extra-
polac¸a˜o
A partir daqui usaremos λ − A para representar o operador λId − A e (λ − A)−n para
representar [R(λ,A)]n. Quando necessa´rio, usaremos Cb(X ,Y) para representar as func¸o˜es
cont´ınuas e limitadas de X em Y , com a norma do supremo, sendo assim espac¸o de Banach.
40 Cap´ıtulo 1. Semigrupo de Operadores Lineares Limitados
Definic¸a˜o 1.5.1 Sejam X um espac¸o de Banach e A : D(A) ⊂ X → X um operador
linear. Diz-se que A e´ um operador de Hille-Yosida sobre X se existe w ∈ R e uma
constante positiva M ≥ 1 tal que (w,∞) ⊂ ρ(A) e
sup
{
(λ− w)n‖(λ− A)−n‖ : n ∈ N, λ > w} ≤M.
O ı´nfimo de tais w e´ chamado tipo de A. Se a constante w pode ser escolhida menor que
zero, A e´ chamado tipo negativo.
Pelo Teorema de Hille-Yosida [Teorema 1.4.2], se A e´ o gerador infinitesimal de um
semigrupo fortemente cont´ınuo, ou seja, um C0-semigrupo, enta˜o temos que A e´ um
operador de Hille-Yosida. Ale´m disso, observe que as condic¸o˜es da definic¸a˜o 1.5.1 sa˜o as
mesmas do Teorema de Hille-Yosida, com excec¸a˜o da densidade do domı´nio do operador A.
Todavia, o matema´tico Kato, em [11], mostrou que se o espac¸o de Banach X e´ reflexivo,
enta˜o a reduc¸a˜o das condic¸o˜es do Teorema de Hille-Yosida sa˜o iluso´rias. Com efeito,
observe a seguinte:
Proposic¸a˜o 1.5.1 [11] Seja A : D(A) ⊂ X → X um operador linear sobre um espac¸o de
Banach reflexivo X , tal que existem constantes µ,M > 0 verificando as condic¸o˜es
λ > µ⇒ (λ− A)−1 ∈ B(X )
e
‖(λ− A)‖B(X ) ≤ M
λ− µ.
Enta˜o D(A) = X .
A partir daqui, nosso estudo sera´ direcionado a operadores A : D(A) ⊂ X → X de
domı´nio na˜o necessariamente denso em X . Vamos procurar maneiras, fazendo restric¸o˜es
ou generalizac¸o˜es a A e seu domı´nio, a fim de satisfazer as condic¸o˜es do Teorema de
Hille-Yosida.
Seja (A,D(A)) um operador de Hille-Yosida sobre X e seja X0 := D(A). Considere
D(A0) = {x ∈ D(A) : Ax ∈ X0}
e seja
A0 : D(A0) ⊂ X0 → X0 o operador definido por A0x = Ax.
Vamos mostrar no Lema 1.5.2 que A0 : D(A0) ⊂ X0 → X0, que pode ser entendido como
a parte (por restric¸a˜o) de A em X0 = D(A), gera um C0-semigrupo (T0(t))t≥0.
Definic¸a˜o 1.5.2 Um operador linear (A,D(A)) sobre um espac¸o de Banach X e´ chamado
dissipativo se
‖(λ− A)x‖ ≥ ‖x‖.
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Proposic¸a˜o 1.5.2 [8, II.3.14] Dado um operador dissipativo (A,D(A)), as seguintes pro-
priedades sa˜o verificadas:
(i) λ− A e´ injetivo para todo λ > 0 e
∥∥(λ− A)−1 z∥∥ ≤ 1
λ
‖z‖
para todo z na imagem rg(λ− A) := (λ− A)D(A).
(ii) λ−A e´ sobrejetivo para algum λ > 0 se, e somente se, e´ sobrejetivo para cada λ > 0.
Neste caso, tem-se (0,∞) ⊂ ρ(A).
(iii) A e´ fechado se, e somente se, a imagem rg(λ − A) e´ fechada para algum λ > 0
(portanto para todo λ > 0).
Lema 1.5.1 Seja (A,D(A)) um operador dissipativo sobre um espac¸o de Banach X tal
que λ−A e´ sobrejetivo para algum λ > 0. Enta˜o a parte A0 de A no subespac¸o X0 := D(A)
e´ densamente definido e gera um semigrupo de contrac¸o˜es em X0. Ademais, ρ(A) ⊂ ρ(A0)
e R(λ,A0) = R(λ,A)|X0, para λ ∈ ρ(A).
Demonstrac¸a˜o: Da definic¸a˜o de A0, temos que:
A0x = Ax para todo x ∈ D(A0) = {x ∈ D(A) : Ax ∈ X0}.
Assim, seja x ∈ D(A):
x ∈ R(λ,A)X0 ⇔ x ∈ (λ− A)−1X0 ⇔ (λ− A)x ∈ X0 ⇔ Ax ∈ X0 ⇔ x ∈ D(A0).
Ale´m disso, note que para todo x ∈ D(A0) e λ ∈ ρ(A), (λ − A0)x = (λ − A)x. Logo
R(λ,A)(λ − A0)x = x ∈ X0, ou seja, R(λ,A)|X0 = R(λ,A0), assim ρ(A) ⊂ ρ(A0), e pela
Proposic¸a˜o 1.5.2, parte (ii), (0,∞) ⊂ ρ(A), assim (0,∞) ⊂ ρ(A0).
A Proposic¸a˜o 1.5.2, parte (i), nos diz que ‖λ(λ−A)−1‖ ≤ 1, logo ‖λ(λ−A0)−1‖ ≤ 1,
ale´m disso,
(λ− A0)D(A0) = (λ− A0)R(λ,A)X0 = X0,
que e´ fechado, logo pela parte (iii) da Proposic¸a˜o 1.5.2, A0 e´ fechado.
Assim, nos falta apenas mostrar que D(A0) e´ denso em X0 para enta˜o usarmos o
Teorema de Hille-Yosida para o caso das contrac¸o˜es [Teorema 1.4.1] e mostrar que A0 e´ o
gerador infinitesimal de um C0-semigrupo de contrac¸o˜es.
De fato, dado x ∈ D(A), seja xn = nR(n,A)x, logo xn ∈ D(A). Da definic¸a˜o de
resolvente, temos que (λ− A)R(λ,A) = Id, assim:
λR(λ,A) = AR(λ,A) + Id.
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Pela parte (i) da Proposic¸a˜o 1.5.2, ‖R(n,A)‖ ≤ 1
n
, logo:
lim
n→∞
xn = lim
n→∞
AR(n,A)x+ x = x.
Portanto os operadores nR(n,A) convergem pontualmente sobre D(A) para a identidade.
Como ‖nR(n,A)‖ ≤ 1 para todo n ∈ N, obtemos a convergeˆncia de:
yn := nR(n,A)y −→ y
para todo y ∈ X0 := D(A). Como cada yn esta´ em D(A0) = R(λ,A)X0, a densidade de
D(A0) em X0 esta´ garantida. 
Agora seja A um operador de Hille-Yosida:
Lema 1.5.2 O operador linear A0 e´ o gerador infinitesimal de um C0-semigrupo (T0(t))t≥0
sobre X0 com ‖T0(t)‖ ≤ Mewt para todo t ≥ 0. Ale´m disso, ρ(A) ⊂ ρ(A0) e R(λ,A0) =
R(λ,A)|X0, para λ ∈ ρ(A).
Demonstrac¸a˜o: Inicialmente consideramos o operador (B,D(B)) sobre X definido por
Bx = Ax− wx.
Assim D(B) = D(A), ρ(B) = ρ(A)− w e R(λ,B) = R(λ+ w,A), ver Definic¸a˜o 1.4.3, de
Semigrupo Reescalado. Ale´m disso, A e´ operador de Hille-Yosida, assim (w,∞) ⊂ ρ(A),
portanto (0,∞) ⊂ ρ(B) e para todo λ > 0, temos:
‖R(λ,B)n‖ = ‖R(λ+ w,A)n‖ ≤ M
λn
, para algum M ≥ 1.
Para todo µ > 0, definimos uma nova norma sobre X por:
‖x‖µ := sup
n≥0
‖µnR(µ,B)nx‖.
Estas normas possuem as seguintes propriedades:
(i) ‖x‖ ≤ ‖x‖µ ≤M‖x‖.
De fato, sabemos que ‖x‖µ := sup
n≥0
‖µnR(µ,B)nx‖. Fazendo enta˜o n = 0, temos
‖x‖µ ≥ ‖µ0R(µ,B)0x‖ = ‖x‖.
Por outro lado, seja n ≥ 0, ‖µnR(µ,B)nx‖ ≤ ‖µnR(µ,B)n‖‖x‖ ≤ M‖x‖. Logo
‖x‖µ = sup
n≥0
‖µnR(µ,B)nx‖ ≤M‖x‖.
(ii) ‖µR(µ,B)‖µ ≤ 1.
Com efeito, ‖µR(µ,B)x‖µ = sup
n≥0
‖µnR(µ,B)nµR(µ,B)x‖ = sup
n≥0
‖µn+1R(µ,B)n+1‖.
Assim ‖µR(µ,B)x‖µ ≤ sup
n≥0
‖µnR(µ,B)nx‖ = ‖x‖µ ∴ ‖µR(µ,B)‖µ ≤ 1.
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(iii) ‖λR(λ,B)x‖µ ≤ 1 para todo 0 < λ ≤ µ.
Da equac¸a˜o do resolvente, ver [8, V.1.2], R(λ,A)−R(µ,A) = (µ−λ)R(λ,A)R(µ,A),
temos que:
y := R(λ,B)x = R(µ,B)x+ (µ− λ)R(λ,B)R(µ,B)x = R(µ,B) (x+ (µ− λ)y) .
Isto implica, usando (ii), que ‖y‖µ = ‖R(µ,B) (x+ (µ− λ)y) ‖µ ≤ 1µ‖x+(µ−λ)y‖µ.
Assim ‖y‖µ ≤ 1
µ
(‖x‖µ + (µ− λ)‖y‖µ), ou seja, µ‖y‖µ ≤ ‖x‖µ + µ‖y‖µ − λ‖y‖µ.
Portanto λ‖y‖µ ≤ ‖x‖µ, de onde conclu´ımos que ‖λR(λ,B)x‖µ ≤ 1, para 0 < λ ≤ µ.
(iv) ‖λnR(λ,B)nx‖ ≤ ‖λnR(λ,B)nx‖µ ≤ ‖x‖µ para todo 0 < λ ≤ µ e n ∈ N.
Sejam x ∈ X , 0 < λ ≤ µ, n ∈ N e y := λnR(λ,B)nx. Por (i), ‖y‖ ≤ ‖y‖µ. Ale´m
disso ‖y‖µ = ‖λnR(λ,B)n‖µ ≤ ‖λnR(λ,B)n‖µ‖x‖µ ≤ ‖λR(λ,B)‖n‖x‖µ ≤ ‖x‖µ,
pela propriedade (iii).
(v) ‖x‖λ ≤ ‖x‖µ, para 0 < λ ≤ µ.
Seja 0 < λ ≤ µ, para n ≥ 0, pelo item (iv) temos que ‖λnR(λ,B)nx‖ ≤ ‖x‖µ.
Assim ‖x‖λ := sup
n≥0
‖λnR(λ,B)nx‖ ≤ ‖x‖µ.
Com base nas 5 propriedades acima, definimos outra norma em X :
|||x||| := sup
µ>0
‖x‖µ,
que imediatamente satisfaz:
(vi) ‖x‖ ≤ |||x||| ≤M‖x‖.
(vii) |||λR(λ,B)||| ≤ 1 para todo λ > 0.
Assim:
λ|||x||| = |||λ(λ−B)−1(λ−B)x||| ≤ |||(λ−B)x|||, para todo x ∈ D(B),
ou seja, B e´ ||| · |||-dissipativo. Pelo Lema 1.5.1, o operador B0 gera um semigrupo de
contrac¸o˜es (S(t))t≥0 em (X0, ||| · |||), que obedece a seguinte estimativa:
‖S(t)‖ ≤ |||S(t)||| ≤ 1 ≤M.
Usando a ideia de semigrupo reescalado (Definic¸a˜o 1.4.3), vemos que A0 gera um
semigrupo formtemente cont´ınuo (T0(t))t≥0, onde T0(t) = e
wtS(t), tal que:
‖T0(t)‖ = ‖ewtS(t)‖ ≤ ewt‖S(t)‖ ≤Mewt.
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Finalmente das propriedades do semigrupo reescalado, e do Lema 1.5.1, respectiva-
mente, temos que ρ(A0) = ρ(B0) + w e (0,∞) ⊂ ρ(B) ⊂ ρ(B0), que nos da´:
ρ(A) = (w,∞) ⊂ ρ(A0).
E ale´m disso, para λ ∈ ρ(A), as propriedades do semigrupo reescalado e o Lema 1.5.1
tambe´m nos garante que:
R(λ,A0) = R(λ− w,B0) = R(λ− w,B)|X0 = R(λ,A)|X0 ,
como quer´ıamos. 
A partir daqui assumiremos que (A,D(A)) e´ um operador de Hille-Yosida de tipo
negativo sobre X , o que implica que 0 ∈ ρ(A), assim A−1 ∈ B(X ). Ale´m disso, observe
que ‖x‖−1 = ‖A−10 x‖ define uma norma em X0.
Definic¸a˜o 1.5.3 O completamento de (X0, ‖ · ‖−1), denotado por X−1, e´ chamado de
espac¸o de extrapolac¸a˜o de X0 associado a A0.
Mostraremos posteriormente que o espac¸o X e´ um espac¸o intermedia´rio entre X0 e X−1
e tambe´m que valem as incluso˜es cont´ınuas
X0 ↪→ X ↪→ X−1.
Uma vez que A−10 T0(t) = T0(t)A
−1
0 , para cada t ≥ 0 temos que:
‖T0(t)x‖−1 = ‖A−10 T0(t)x‖ = ‖T0(t)A−10 x‖ ≤ ‖T0(t)‖B(X )‖x‖−1.
Isso implica que T0(t) possui uma u´nica extensa˜o linear limitada T−1(t) para X−1.
Ale´m disso, a famı´lia de operadores (T−1(t))t≥0 e´ um C0-semigrupo sobre X−1. De fato,
seja x ∈ X−1, assim existe uma sequeˆncia (xn) ⊂ X0 tal que xn −→ x, dessa forma:
(i) T−1(0)x = lim
n→∞
T−1(0)xn = lim
n→∞
T0(0)xn = lim
n→∞
xn = x.
(ii) T−1(s+ t)x = lim
n→∞
T−1(s+ t)xn = lim
n→∞
T0(s+ t)xn = lim
n→∞
T0(s)T0(t)xn. Logo
T−1(s+ t)x = lim
n→∞
T−1(s)T−1(t)xn = T−1(s)T−1(t)x.
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(iii) Observe que:
lim
t↓0
‖T−1(t)x− x‖ = lim
t↓0
∥∥∥ lim
n→∞
T−1(t)xn − xn
∥∥∥
= lim
t↓0
∥∥∥ lim
n→∞
T0(t)xn − xn
∥∥∥
= lim
t↓0
(
lim
n→∞
‖T0(t)xn − xn‖
)
≤ lim
t↓0
(
lim
n→∞
‖T0(t)− Id‖‖xn‖
)
≤ lim
t↓0
‖T0(t)− Id‖‖x‖.
Como (T0(t))t≥0 e´ um C0-semigrupo, temos que:
lim
t↓0
‖T−1(t)x− x‖ = 0.
Dessa forma a famı´lia de operadores (T−1(t))t≥0 e´ um C0-semigrupo sobre X−1, a qual
chamaremos de semigrupo extrapolado (ou semigrupo de extrapolac¸a˜o) de (T0(t))t≥0. A
partir daqui, denotaremos o gerador infinitesimal de (T−1(t))t≥0 como sendo (A−1,D(A−1)).
Proposic¸a˜o 1.5.3 Para cada t ≥ 0, ‖T−1(t)‖B(X−1) = ‖T0(t)‖B(X0).
Demonstrac¸a˜o: Da densidade de (X0, ‖ · ‖−1) em X−1 e de D(A) em X0, obtemos:
‖T−1(t)‖B(X−1) = sup{‖T−1(t)x‖−1 : x ∈ X−1, ‖x‖−1 ≤ 1}
= sup{‖T0(t)x‖−1 : x ∈ (X0, ‖ · ‖−1), ‖x‖−1 ≤ 1}
= sup{‖T0(t)A−10 x‖−1 : x ∈ X0, ‖A−10 x‖ ≤ 1}
= sup{‖T0(t)y‖−1 : y ∈ D(A0), ‖y‖ ≤ 1}
= ‖T0(t)‖B(X0).

Definic¸a˜o 1.5.4 Dizemos que o operador linear A : D(A) ⊂ X → Y e´ uma isometria se
‖Ax‖Y = ‖x‖X .
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Lema 1.5.3 Sob as condic¸o˜es anteriores, as seguintes propriedades sa˜o va´lidas:
(i) D(A−1) = X0.
(ii) O operador A−1 : X0 → X−1 e´ a u´nica extensa˜o cont´ınua de A0 : D(A0) ⊂ X0 → X−1
a uma isometria de (X0, ‖ · ‖) em (X−1, ‖ · ‖−1).
Demonstrac¸a˜o: Para x ∈ D(A0) temos T−1(t)x = T0(t)x ∈ D(A0) ⊂ X0, para t ≥ 0, e
consequentemente
lim
t→∞
∥∥∥∥1t (T−1(t)x− x)− A0x
∥∥∥∥
−1
= lim
t→∞
∥∥∥∥1t (T0(t)A−10 x− A−10 x)− x
∥∥∥∥ = 0.
Isso mostra que A−1 extende A0.
Ale´m disso, desde que A−1 e´ um operador fechado, temos que X0 ⊂ D(A−1). Como X0
e´ invariante por (T0(t))t≥0, sera´ tambe´m invariante por (T−1(t))t≥0, assim, pela Proposic¸a˜o
1.3.1 conclu´ımos que X0 e´ denso em D(A−1) com respeito a norma do gra´fico ‖x‖A−1 :=
‖x‖−1 + ‖A−1x‖−1; x ∈ D(A−1). Note que ‖ · ‖−1 ≤ ‖ · ‖A−1 e (X0; ‖ · ‖−1) e´ espac¸o de
Banach, assim (X0; ‖ · ‖A−1) e´ tambe´m espac¸o de Banach, portanto X0 = D(A−1)
Sabendo que A−1 e´ uma extensa˜o de A0, como D(A0) e´ denso em X0, temos que A−1
e´ uma extensa˜o cont´ınua de A0. Ale´m disso, observe que:
‖A−1x‖−1 = ‖A0x‖−1 = ‖A−10 A0x‖ = ‖x‖ para todo x ∈ D(A0),
o que, aliado a densidade de D(A0) em X0, nos mostra que A−1 e´ uma isometria de
(X0, ‖ · ‖) em (X−1, ‖ · ‖−1). 
Observac¸a˜o 1.5.1 [17] Sob as mesmas condic¸o˜es do Lema 1.5.3, tambe´m temos: Se
λ ∈ ρ(A0), enta˜o (λ−A−1)−1 existe e (λ−A−1)−1 ∈ B(X−1). Em particular, λ ∈ ρ(A−1)
e R(λ,A−1)|X0 = R(λ,A0).
Agora vamos mostrar que o nosso espac¸o original X e´ um espac¸o intermedia´rio entre
X0 e X−1 e que tambe´m temos X0 ↪→ X ↪→ X−1. De fato, como ‖x‖−1 ≤ ‖A−10 ‖B(X0)‖x‖
para cada x ∈ X0, deduzimos que X0 ↪→ X−1. Para completarmos a demonstrac¸a˜o,
considere a proposic¸a˜o a seguir:
Proposic¸a˜o 1.5.4 X0 e´ um subespac¸o denso de (X , ‖ · ‖−1), consequentemente o espac¸o
de extrapolac¸a˜o X−1 e´ tambe´m o completamento de (X , ‖·‖−1), portanto X ↪→ X−1. Ale´m
disso, A−1 e´ uma extensa˜o de A, consequentemente (A−1)−1(X ) = D(A).
Demonstrac¸a˜o: Para x ∈ X temos A−1x ∈ D(A) ⊆ X0. Portanto, para ε > 0, existe
xε ∈ D(A0) satisfazendo ‖xε − A−1x‖ = ‖Axε − x‖−1 e Axε ∈ X0, temos que X0 e´ denso
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em (X , ‖ · ‖−1) e assim os completamentos de (X , ‖ · ‖−1) e (X0, ‖ · ‖−1) coincidem.
Ale´m disso, desde que o operador A : D(A) ⊆ X → X−1 e´ uma isometria extendendo
A0, ele coincide com a restric¸a˜o de A−1 a D(A). 
Observac¸a˜o 1.5.2 [17, p. 55] A relac¸a˜o mu´tua dos espac¸os considerados anteriormente
pode ser visualizada pelo diagrama seguinte, no qual observamos que em geral os espac¸os
X e D(A) na˜o sa˜o invariantes pelo semigrupo (T−1(t))t≥0.
Seja A : D(A) ⊂ X → X um operador de Hille-Yosida de tipo negativo e domı´nio
na˜o necessariamente denso. Nosso objetivo e´ estudar, no Cap´ıtulo 3, condic¸o˜es sobre f
na investigac¸a˜o de soluc¸o˜es para a equac¸a˜o de evoluc¸a˜o semilinear
x˙(t) = Ax(t) + f(t, x(t)), t ∈ R.
Primeiramente, vamos estudar a equac¸a˜o de evoluc¸a˜o na˜o homogeˆnea
x˙(t) = Ax(t) + f(t), t ∈ R, (1.10)
onde f ∈ Cb(R,X ). A qual sera´ usada para atingirmos nossos objetivos.
Seja (T−1(t))t≥0 o semigrupo extrapolado de (T0(t))t≥0 e A−1 seu gerador infinitesimal.
Por [17], o operador A−1 e´ de tipo negativo.
Nesse caso, e´ bem conhecido que o problema na˜o homogeˆneo em X−1:
x˙(t) = A−1x(t) + f(t), t ∈ R
tem para toda f ∈ Cb(R,X ) uma e somente uma soluc¸a˜o x, conhecida como soluc¸a˜o
branda, definida sobre R, a qual e´ dada pela integral:
x(t) =
∫ t
−∞
T−1(t− s)f(s)ds, para todo t ∈ R.
Agora vamos provar que a integral acima satisfaz algumas propriedades importantes,
as quais sa˜o usadas para o estudo da existeˆncia e da unicidade de soluc¸o˜es para o problema
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(1.10).
Lema 1.5.4 [2] Seja f ∈ Cb(R,X ), enta˜o:
T−1 ∗ f(t) :=
∫ t
−∞
T−1(t− s)f(s)ds ∈ X0,
para todo t ∈ R.
A demonstrac¸a˜o desse Lema pode ser encontrada em [2, Lemma 3].
Lema 1.5.5 Sob as condic¸o˜es anteriores, temos:
(i) ‖T−1 ∗ f(t)‖ ≤Mewt
∫ t
−∞
e−ws‖f(s)‖ds, onde M > 0 e´ independente de t e de f .
(ii) O operador linear Λ : Cb(R,X ) → Cb(R,X0) definido por Λ(f)(t) = T−1 ∗ f(t) e´
cont´ınuo.
(iii) lim
t→0
∥∥∥∥T−1 ∗ f(t)− ∫ 0−∞ T−1(−s)f(s)ds
∥∥∥∥ = 0.
Demonstrac¸a˜o: (i) Note que:
‖T−1 ∗ f(t)‖ ≤
∫ t
−∞
‖T−1(t− s)f(s)‖ ds.
Ale´m disso, a Proposic¸a˜o 1.5.3 e o Lema 1.5.2 nos garantem a existeˆncia de M > 0 e
w < 0, independentes de f , tais que ‖T−1(t− s)‖ ≤Mew(t−s), e assim:
‖T−1 ∗ f(t)‖ ≤
∫ t
−∞
‖T−1(t− s)‖‖f(s)‖ds ≤Mewt
∫ t
−∞
e−ws‖f(s)‖ds.
(ii) Basta observarmos que
‖Λf(t)− Λg(t)‖ ≤Mewt
∫ t
−∞
e−ws‖f(s)− g(s)‖ds ≤
(
Mewt
∫ t
−∞
e−wsds
)
‖f − g‖∞,
calculando a integral impro´pria, temos:
‖Λf(t)− Λg(t)‖ ≤
(
M
|w|
)
‖f − g‖∞,
o que mostra que o operador Λ e´ cont´ınuo.
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(iii) Note que:
E =
∥∥∥∥T−1 ∗ f(t)− ∫ 0−∞ T−1(−s)f(s)ds
∥∥∥∥
=
∥∥∥∥∫ t−∞ T−1(t− s)f(s)ds−
∫ 0
−∞
T−1(−s)f(s)ds
∥∥∥∥
=
∥∥∥∥∫ 0−∞ T−1(t− s)f(s)ds+
∫ t
0
T−1(t− s)f(s)ds−
∫ 0
−∞
T−1(−s)f(s)ds
∥∥∥∥
=
∥∥∥∥∫ 0−∞ [T−1(t− s)− T−1(−s)] f(s)ds+
∫ t
0
T−1(t− s)f(s)ds
∥∥∥∥ . (1.11)
Agora observe que temos:
lim
t→0
∥∥∥∥∫ 0−∞ [T−1(t− s)− T−1(−s)] f(s)ds
∥∥∥∥ = ∥∥∥∥∫ 0−∞ limt→0 [T−1(t− s)− T−1(−s)] f(s)ds
∥∥∥∥ = 0,
e, ale´m disso, lim
t→0
∥∥∥∥∫ t
0
T−1(t− s)f(s)ds
∥∥∥∥ = 0.
Usando os limites anteriores e aplicando a desigualdade triangular na igualdade (1.11)
acima, mostramos que:
lim
t→0
∥∥∥∥T−1 ∗ f(t)− ∫ 0−∞ T−1(−s)f(s)ds
∥∥∥∥ = 0.

Teorema 1.5.1 [3] Seja f ∈ Cb(R,X ), enta˜o o problema linear na˜o homogeˆneo (1.10)
possui u´nica soluc¸a˜o branda em X0, dada por
x(t) =
∫ t
−∞
T−1(t− s)f(s)ds.
1.6 Alguns Teoremas de Ponto Fixo
Para encerrar o cap´ıtulo, vamos enunciar alguns teoremas de ponto fixo, que sa˜o resultados
de Topologia e servira˜o como base para os demais cap´ıtulos. Vamos iniciar com a definic¸a˜o
de ponto fixo:
Definic¸a˜o 1.6.1 Sejam X um espac¸o topolo´gico e f : X → X uma func¸a˜o cont´ınua. Um
ponto fixo para f e´ um elemento x ∈ X tal que f(x) = x.
Dados um espac¸o topolo´gico X e uma func¸a˜o cont´ınua f : X → X , a existeˆncia de
um ponto fixo para f pode ser devida apenas a natureza do espac¸o X . Por exemplo,
se X = [a, b] ⊂ R, enta˜o segue-se do teorema do valor intermedia´rio que toda func¸a˜o
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cont´ınua f : X → X possui ao menos um ponto fixo. Entretanto, neste trabalho esta-
mos essencialmente interessados em resultados que fornec¸am hipo´teses sobre uma func¸a˜o
cont´ınua f : X → X de modo que ela possua um ponto fixo. No decorrer desta sec¸a˜o
apresentamos alguns de tais resultados.
Definic¸a˜o 1.6.2 Sejam (X , d) e (Y , ρ) espac¸os me´tricos. Uma func¸a˜o f : X → Y para
a qual existe uma constante L > 0 tal que:
ρ(f(x), f(y)) < Ld(x, y),
para todos x, y ∈ X e´ chamada Lipschitziana. A constante L e´ chamada constante de
Lipschitz de f . Se L < 1, dizemos que f e´ uma contrac¸a˜o.
Observac¸a˜o 1.6.1 Observe que naturalmente toda func¸a˜o Lipschitziana e´ cont´ınua.
Observac¸a˜o 1.6.2 Sejam X e Y espac¸os vetoriais normados. Estaremos particularmente
interessados na situac¸a˜o onde f : I × X → Y e´ uma func¸a˜o cont´ınua que satisfaz a
condic¸a˜o:
‖f(t, x)− f(t, y)‖ ≤ L(t)‖x− y‖,
para todos x, y ∈ X , t ∈ I, onde I = R ou I = [0,∞), e L : I → [0,∞) e´ uma func¸a˜o
dada. Nessa situac¸ao tambe´m diremos que f e´ uma func¸a˜o Lipschitziana.
A seguir enunciaremos o Principio da Contrac¸a˜o de Banach. Esse resultado e´ um dos
mais simples e aplicados teoremas de ponto fixo.
Teorema 1.6.1 (Princ´ıpio da Contrac¸a˜o de Banach) ou Teorema do Ponto Fixo
de Banach Seja (X , d) um espac¸o me´trico completo e f : X → X uma contrac¸a˜o. Enta˜o
f possui um u´nico ponto fixo.
Uma variac¸a˜o deste resultado e´ teorema a seguir:
Teorema 1.6.2 (Princ´ıpio dos Iterados) Seja (X , d) um espac¸o me´trico completo e
f : X → X uma func¸a˜o cont´ınua. Se para algum n ∈ N o iterado fn e´ uma contrac¸a˜o,
enta˜o f possui um u´nico ponto fixo.
Cap´ıtulo 2
Func¸o˜es Quase Automo´rficas e
Pseudo-quase Automo´rficas
Aqui estudaremos as definic¸o˜es de func¸o˜es Quase Automo´rficas e Pseudo-quase Automo´rficas,
ale´m das suas propriedades que sera˜o usadas ao longo do texto.
2.1 Definic¸o˜es, Exemplos e Propriedades
Definic¸a˜o 2.1.1 Uma func¸a˜o cont´ınua f : R → X e´ chamada Quase Automo´rfica se
para toda sequeˆncia de nu´meros reais (s′n)n∈N existe uma subsequeˆncia (sn)n∈N ⊂ (s′n)n∈N
tal que
lim
n,m→∞
‖f(t+ sn − sm)− f(t)‖ = 0 para cada t ∈ R.
Usaremos a notac¸a˜o AA(X ) para representar o subconjunto de Cb(R,X ) formado pelas
Func¸o˜es Quase Automo´rficas.
Observac¸a˜o 2.1.1 Uma outra forma, equivalente a anterior, de definir as func¸o˜es Quase
Automo´rficas e´ a seguinte: Uma func¸a˜o cont´ınua f : R → X e´ chamada Quase Au-
tomo´rfica se para toda sequeˆncia de nu´meros reais (s′n)n∈N existe uma subsequeˆncia (sn)n∈N
tal que g(t) := lim
n→∞
f(t + sn) esta´ bem definida para cada t ∈ R e lim
n→∞
g(t − sn) = f(t)
para cada t ∈ R.
Na definic¸a˜o acima, note que g e´ mensura´vel, mas na˜o necessariamente cont´ınua.
Exemplo 2.1.1 A func¸a˜o f : R −→ R definida por
f(t) = sin
(
1
2 + sin(t) + sin(t
√
2)
)
e´ um exemplo cla´ssico de func¸a˜o Quase Automo´rfica. Um esboc¸o do seu gra´fico esta´
exposto na Figura 2.1.
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Figura 2.1: Gra´fico da func¸a˜o f(t) = sin
(
1
2+sin(t)+sin(t
√
2)
)
.
Definic¸a˜o 2.1.2 Seja X um espac¸o topolo´gico e K ⊂ X . Dizemos que K e´ um conjunto
relativamente compacto de X se K e´ um subconjunto compacto de X .
Um resultado bastante conhecido e´ o seguinte:
Proposic¸a˜o 2.1.1 Se f ∈ AA(X ), enta˜o o conjunto {f(t) : t ∈ R} e´ um subconjunto
relativamente compacto de X .
Demonstrac¸a˜o: Seja (y′n)n∈N ⊂ {f(t) : t ∈ R}. Enta˜o existe uma sequeˆncia (s′n)n∈N ⊂ R
tal que y′n = f(s
′
n),∀ n ∈ N. Como f e´ Quase Automo´rfica, podemos extrair uma sub-
sequeˆncia (sn)n∈N ⊂ (s′n)n∈N tal que (yn)n∈N := (f(sn))n∈N e´ convergente. Uma vez que
X e´ espac¸o de Banach, segue-se que o conjunto {f(t) : t ∈ R} e´ relativamente compacto.
A Proposic¸a˜o 2.1.1 acima mostra que a imagem rg(f) = f(R) de uma func¸a˜o Quase
Automo´rfica f : R→ X e´ um conjunto relativamente compacto em X , portanto limitado
na norma.
Outro resultado nota´vel, que aparece na maioria dos textos, e´ que o conjunto AA(X )
das func¸o˜es Quase Automo´rficas de R em X e´ um espac¸o de Banach com a norma do
supremo ‖f‖AA(X ) = sup
t∈R
‖f(t)‖, cuja demonstrac¸a˜o podemos encontrar em [16].
Definic¸a˜o 2.1.3 Sejam X e Y espac¸os de Banach. Uma func¸a˜o cont´ınua f : R×Y → X
e´ dita Quase Automo´rfica se f(t, x) e´ Quase Automo´rfica em t ∈ R uniformemente para
todo x ∈ K, onde K e´ qualquer subconjunto limitado de Y, isto e´, para toda sequeˆncia de
nu´meros reais (s′n)n∈N, podemos extrair uma subsequeˆncia (sn)n∈N tal que:
lim
n,m→∞
‖f(t+ sn − sm, x)− f(t, x)‖ = 0,
para todo t ∈ R e x ∈ K.
Usaremos AA(Y ,X ) para representar o conjunto de todas as func¸o˜es Quase Au-
tomo´rficas em t uniformemente para x ∈ K ⊂ Y .
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Definic¸a˜o 2.1.4 Uma func¸a˜o cont´ınua e limitada φ : R→ X e´ chamada ergo´dica se
lim
T→∞
1
2T
∫ T
−T
‖φ(t)‖dt = 0.
Denotaremos o subconjunto de Cb(R,X ), das func¸o˜es ergo´dicas de R em X por P0(X ).
Definic¸a˜o 2.1.5 Definimos P0(X ,X ) como sendo o conjunto de todas as func¸o˜es φ : t 7→
φ(t, x) ∈ Cb(R×X ,X ) satisfazendo
lim
T→∞
1
2T
∫ T
−T
‖φ(t, x)‖dt = 0,
uniformemente para todo subconjunto limitado de X .
Lema 2.1.1 Seja f ∈ Cb(R,X ). Enta˜o f ∈ P0(X ) se, e somente se, para todo ε > 0,
lim
T→∞
1
2T
mes (MT,ε(f)) = 0,
onde mes(·) denota a medida de Lebesgue e MT,ε(f) := {t ∈ [−T, T ] : ‖f(t)‖ ≥ ε}.
Demonstrac¸a˜o: Seja f ∈ P0(X ) e suponha que existe ε > 0 tal que
lim
T→∞
1
2T
mes (MT,ε0(f)) 6= 0,
ou seja, existe δ > 0 tal que para cada n ∈ N, 1
2Tn
mes (MTn,ε0(f)) ≥ δ para algum Tn > n.
Enta˜o temos:
1
2Tn
∫ Tn
−Tn
‖f(t)‖dt = 1
2Tn
 ∫
MTn,ε0 (f)
‖f(t)‖dt+
∫
[−Tn,Tn]\MTn,ε0 (f)
‖f(t)‖dt
 ,
e como ‖f(t)‖ ≥ 0 para todo t ∈ [−Tn, Tn], podemos escrever:
1
2Tn
∫ Tn
−Tn
‖f(t)‖dt ≥ 1
2Tn
∫
MTn,ε0 (f)
‖f(t)‖dt ≥ 1
2Tn
∫
MTn,ε0 (f)
ε0dt ≥ 1
2Tn
(MT,ε0(f)) ε0,
que nos leva a concluir:
1
2Tn
∫ Tn
−Tn
‖f(t)‖dt ≥ δε0,
o que contradiz a hipo´tese que lim
T→∞
1
2T
∫ T
−T
‖f(t)‖dt = 0.
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Reciprocamente, seja M > 0 tal que ‖f(t)‖ ≤ M, ∀ t ∈ R. Ale´m disso, dado ε > 0,
existe T0 > 0 tal que para T > T0,
1
2T
mes (MT,ε(f)) <
ε
M
.
Para simplificar a notac¸a˜o vamos escrever MT,ε para indicar MT,ε(f), enta˜o temos:
1
2T
T∫
−T
‖f(t)‖dt = 1
2T
 ∫
MT,
‖f(t)‖dt+
∫
[−T,T ]\MT,
‖f(t)‖dt

<
M
2T
∫
MT,
dt+
ε
2T
∫
[−T,T ]\MT,
dt <
M
2T
mes (MT,) +
ε
2T
(2T −mes (MT,))
< M
ε
M
+ ε = 2ε
assim lim
T→∞
∫ T
−T
‖f(t)‖ = 0. Isto e´, f ∈ P0(X ). Com isso a prova esta´ completa. 
Exemplo 2.1.2 Em [14], os autores mostram que a func¸a˜o φ : R→ R definida pela regra
φ(t) = max
k∈Z
{
e−(t±k
2)2
}
e´ um exemplo de func¸a˜o ergo´dica.
As func¸o˜es ergo´dicas sera˜o importantes no nosso trabalho, pois sa˜o pec¸as-chave no
estudo das func¸o˜es Pseudo-quase Automo´rficas, que definiremos a seguir:
Definic¸a˜o 2.1.6 Uma func¸a˜o f : R→ X e´ chamada Pseudo-quase Automo´rfica se exis-
tem g ∈ AA(X ) e φ ∈ P0(X ) tais que f = g + φ.
Exemplo 2.1.3 Conhecida a definic¸a˜o de func¸a˜o Pseudo-quase Automo´rfica, os exemplos
2.1.1 e 2.1.2 nos revelam que a func¸a˜o f : R→ R, definida por
f(t) = sin
(
1
2 + sin(t) + sin(t
√
2)
)
+ max
k∈Z
{
e−(t±k
2)2
}
e´ um exemplo de func¸a˜o Pseudo-quase Automo´rfica.
Representaremos o conjunto das func¸o˜es Pseudo-quase Automo´rficas de R em X por
PAA(X ). Em [19, Theorem 2.2], os autores mostram que o espac¸o PAA(X ) munido da
norma do supremo e´ um espac¸o de Banach.
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Definic¸a˜o 2.1.7 Uma func¸a˜o f : R × X → X e´ chamada Pseudo-quase Automo´rfica se
existem g ∈ AA(X ,X ) e φ ∈ P0(X ,X ) tais que f = g+φ. Indicaremos o conjunto dessas
func¸o˜es por PAA(X ,X ).
2.2 Lemas de Composic¸a˜o
Agora vamos apresentar resultados de composic¸a˜o entre func¸o˜es Quase Automo´rficas f :
R×Y → X e φ ∈ AA(Y), o mesmo sera´ feito com as func¸o˜es Pseudo-quase Automo´rficas.
Tais resultados sera˜o de grande importaˆncia no pro´ximo cap´ıtulo, no qual investigaremos
soluc¸o˜es brandas para certo tipo de equac¸o˜es diferenciais.
O resultado seguinte e´ um cla´ssico da teoria das func¸o˜es Quase Automo´rficas, que e´
um leve melhoramento de [15, Theorem 2.2.6] e deve-se a [14].
Lema 2.2.1 Sejam f : R×Y → X Quase Automo´rfica e φ ∈ AA(Y), assuma que f(t, x)
e´ uniformemente cont´ınua em cada subconjunto limitado K ⊂ Y uniformemente para
t ∈ R, isto e´, para todo ε > 0, existe δ > 0 tal que x, y ∈ K e ‖x − y‖ < δ implica
que ‖f(t, x) − f(t, y)‖ < ε para todo t ∈ R. Enta˜o a func¸a˜o F : R → X definida por
F (t) = f(t, φ(t)) e´ Quase Automo´rfica.
Demonstrac¸a˜o: Suponha que (s′n)n∈N e´ uma sequeˆncia de nu´meros reais. Enta˜o pela
definic¸a˜o de func¸o˜es Quase Automo´rficas podemos extrair uma subsequeˆncia (sn)n∈N de
(s′n)n∈N, tal que para todo t ∈ R e x ∈ K ⊂ Y , tenhamos:
(i) lim
n→∞
f(t+ sn, x) = g(t, x)
(ii) lim
n→∞
g(t− sn, x) = f(t, x)
(iii) lim
n→∞
φ(t+ sn) = ψ(t)
(iv) lim
n→∞
ψ(t− sn) = φ(t)
Definindo G : R→ X como G(t) = g(t, ψ(t)), queremos mostrar que, para cada t ∈ R,
lim
n→∞
F (t+ sn) = G(t) e
lim
n→∞
G(t− sn) = F (t).
De fato, temos:
‖F (t+sn)−G(t)‖ ≤ ‖f(t+sn, φ(t+sn))−f(t+sn, ψ(t))‖−‖f(t+sn, ψ(t))−g(t, ψ(t))‖.
Desde que φ(t) e´ Quase Automo´rfica, φ(t) e ψ(t) sa˜o limitadas. Portanto podemos
escolher um subconjunto limitado k ⊂ Y , tal que φ(t) ∈ K e ψ(t) ∈ K para todo t ∈ R.
Por (iii) e pela continuidade uniforme de f(t, x) em x ∈ K, temos:
lim
n→∞
‖f(t+ sn, φ(t+ sn))− f(t+ sn, ψ(t))‖ = 0.
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Ale´m disso, por (i), lim
n→∞
‖f(t + sn, ψ(t)) − g(t, ψ(t))‖ = 0. Assim, da desigualdade
triangular acima, deduzimos que:
lim
n→∞
F (t+ sn) = G(t) para cada t ∈ R.
Usando o mesmo argumento, podemos mostrar que
lim
n→∞
G(t− sn) = F (t) para cada t ∈ R.
Isso mostra, pela definic¸a˜o, que F (t) ∈ AA(X ). 
Lema 2.2.2 Seja f = g+φ ∈ PAA(X ,X ) uma func¸a˜o uniformemente cont´ınua em cada
conjunto limitado K ⊂ X uniformemente para t ∈ R, com g(t, x) ∈ AA(X ,X ), como na
Definic¸a˜o 2.1.3 e φ(t, x) ∈ P0(X ,X ). Se x(t) ∈ PAA(X ), enta˜o F : R→ X definida por
F (t) = f (t, x(t)) ∈ PAA(X ).
Demonstrac¸a˜o: Desde que f ∈ PAA(X ,X ) e x(t) ∈ PAA(X ), por definic¸a˜o temos que
f = g + φ e x = α + β, onde g ∈ AA(X ,X ), φ ∈ P0(X ,X ), α ∈ AA(X ) e β ∈ P0(X ).
Enta˜o sendo F (t) := f(t, x(t)), observe que
F (t) = f(t, x(t)) = g(t, α(t)) + f(t, x(t))− g(t, α(t)), ou seja,
F (t) = g(t, α(t)) + f(t, x(t))− f(t, α(t)) + φ(t, α(t)).
Definindo
G(t) := g(t, α(t)) e
Φ(t) := f(t, x(t))− f(t, α(t)) + φ(t, α(t)),
podemos escrever F (t) = G(t) + Φ(t).
Como g(t, x) ∈ AA(X ,X ) e α(t) ∈ AA(X ), o Lema 2.2.1 nos garante que G(t) ∈
AA(X ). Sendo assim, nos resta mostrar que Φ(t) ∈ P0(X ).
Primeiramente vamos mostrar que f(t, x(t)) − f(t, α(t)) ∈ P0(X ). Note que, por
hipo´tese, f(t, x(t)) − f(t, α(t)) e´ cont´ınua e limitada, sendo assim, em decorreˆncia do
Lema 2.1.1, e´ suficiente mostrar que lim
T→∞
1
2T
mes (MT,ε(f(t, x(t))− f(t, α(t)))) = 0.
De fato, desde que x(t) e α(t) sa˜o limitadas, podemos escolher um conjunto limitado
K ⊂ X tal que x(R), α(R) ⊂ K. Como f e´ uniformemente cont´ınua no conjunto limitado
K ⊂ X uniformemente para t ∈ R, dado ε > 0, existe δ > 0 tal que:
x, y ∈ K e ‖x− y‖ ≤ δ implica que ‖f(t, x)− f(t, y)‖ < ε para todo t ∈ R.
Enta˜o temos que:
1
2T
mes (MT,ε(f(t, x(t))− f(t, α(t)))) ≤ 1
2T
mes (MT,δ(x(t)− α(t))) = 1
2T
mes (MT,δ(β(t))) ,
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onde β(t) = x(t)− α(t). Desde que β(t) ∈ P0(X ), o Lema 2.1.1 nos garante que para o δ
acima, lim
T→∞
1
2T
mes (MT,δ(β(t))) = 0. Enta˜o:
lim
T→∞
1
2T
mes (MT,ε(f(t, x(t))− f(t, α(t)))) = 0.
Isso mostra que f(t, x(t))− f(t, α(t)) ∈ P0(X ).
Agora vamos mostrar que φ(t, α(t)) ∈ P0(X ). Como φ(t, x(t)) e´ cont´ınua em [−T, T ].
Defina I := α ([−T, T ]). Enta˜o I e´ compacto. Dessa forma podemos definir bolas abertas
Ok (k = 1, 2, · · · ,m), com centro xk ∈ I e raio δ pequeno suficiente tais que I ⊂
m⋃
k=1
Ok e
‖φ(t, α(t))− φ(t, xk)‖ < ε
2
, α(t) ∈ Ok, t ∈ [−T, T ]. (2.1)
O conjunto Bk = {t ∈ [−T, T ] : α(t) ∈ Ok} e´ aberto em [−T, T ] =
m⋃
k=1
Bk.
Defina:
E1 = B1, Ek = Bk\
k−1⋃
j=1
Bj (2 ≤ k ≤ m).
Enta˜o Ei ∩ Ej = ∅ quando i 6= j, 1 ≤ i, j ≤ m. Note tambe´m que:
{t ∈ [−T, T ] : ‖φ(t, α(t))‖ ≥ ε} ⊂
m⋃
k=1
{t ∈ Ek : ‖φ(t, α(t))− φ(t, xk)‖+ ‖φ(t, xk)‖ ≥ ε} ⊂
⊂
m⋃
k=1
({
t ∈ Ek : ‖φ(t, α(t))− φ(t, xk)‖ ≥ ε
2
}⋃{
t ∈ Ek : ‖φ(t, xk)‖ ≥ ε
2
})
.
Segue enta˜o de (2.1) que os conjuntos {t ∈ Ek : ‖φ(t, α(t)) − φ(t, xk)‖ ≥ ε2} sa˜o vazios
para todo 1 ≤ k ≤ m. Assim:
1
2T
mes (MT,ε(φ(t, α(t)))) ≤
m∑
k=1
1
2T
mes
(
MT, ε
2
(φ(t, xk))
)
.
Desde que φ(t, xk) ∈ P0(X ,X ), para todo 1 ≤ k ≤ m, temos:
1
2T
mes
(
MT, ε
2
(φ(t, xk))
) −→ 0 quando T −→∞,
e assim:
lim
T→∞
1
2T
mes (MT,ε(φ(t, α(t)))) = 0,
isto e´, φ(t, α(t)) ∈ P0(X ).
Portanto, como f(t, x(t))− f(t, α(t)) ∈ P0(X ) e φ(t, α(t)) ∈ P0(X ), o Lema 2.1.1 nos
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garante que:
Φ(t) = f(t, x(t))− f(t, α(t)) + φ(t, α(t)) ∈ P0(X ),
assim conclu´ımos a prova. 
Cap´ıtulo 3
Automorficidade e Ergodicidade
para Equac¸o˜es de Evoluc¸a˜o
Neste Cap´ıtulo estudaremos a existeˆncia e a unicidade de soluc¸o˜es brandas Quase Au-
tomo´rficas e Pseudo-quase Automo´rficas para a equac¸a˜o de evoluc¸a˜o semilinear
x˙(t) = Ax(t) + f(t, x(t)), t ∈ R. (3.1)
A partir daqui, assumiremos que A : D(A) ⊂ X −→ X e´ um operador de Hille-Yosida
de tipo negativo. Portanto, existem constantes M ≥ 1 e w < 0 tais que:
‖T−1(t)‖ ≤Mewt, para todo t ≥ 0.
Sempre que mencionadas nesse cap´ıtulo, M e w sera˜o as constantes dessa desigualdade.
3.1 Soluc¸o˜es Quase Automo´rficas
Vamos analisar as soluc¸o˜es Quase Automo´rficas com condic¸o˜es Quase Automo´rficas, isto
e´, na equac¸a˜o (3.1), temos a condic¸a˜o f ∈ AA(X0,X ).
O resultado a seguir garante a regularidade da convoluc¸a˜o do semigrupo (T−1(t))t≥0
com func¸o˜es Quase Automo´rficas. Tal resultado sera´ de grande utilidade na abordagem
da equac¸a˜o (3.1).
Lema 3.1.1 Se u ∈ AA(X ), enta˜o z : R→ X , definida por
z(t) :=
∫ t
−∞
T−1(t− s)u(s)ds
pertence a AA(X0).
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Demonstrac¸a˜o: Do Lema 1.5.5, temos que z(t) ∈ X0 para todo t ∈ R. Ale´m disso, como
u ∈ AA(X0), dada (s′n)n∈N uma sequeˆncia de nu´meros reais, existem uma subsequeˆncia
(sn)n∈N ⊂ (s′n)n∈N e uma func¸a˜o g : R→ X tais que, para cada t ∈ R, g(t) = lim
n→∞
u(t+sn)
e u(t) = lim
n→∞
g(t − sn) uniformemente para t ∈ R. Com uma mudanc¸a de varia´vel,
mostramos que:
z(t+ sn) =
∫ t+sn
−∞
T−1(t+ sn − s)u(s)ds =
∫ t
−∞
T−1(t− s)u(s+ sn)ds.
Logo, pelo teorema da Convergeˆncia Dominada de Lebesgue, temos que:
lim
n→∞
z(t+ sn) = lim
n→∞
∫ t
−∞
T−1(t− s)u(s+ sn)ds
=
∫ t
−∞
lim
n→∞
[T−1(t− s)u(s+ sn)] ds
=
∫ t
−∞
T−1(t− s)g(s)ds,
para todo t ∈ R.
Um ca´lculo similar nos mostra que:∫ t−sn
−∞
T−1(t− sn − s)g(s)ds =
∫ t
−∞
T−1(t− s)g(s− sn)ds −→ z(t) quando n −→∞,
para todo t ∈ R.
E assim conclu´ımos a demonstrac¸a˜o. 
Observac¸a˜o 3.1.1 Sejam A um operador de Hille-Yosida de tipo negativo sobre um
espac¸o de Banach X e f ∈ AA(X0). Uma consequeˆncia imediata do Lema 3.1.1 e do
Teorema 1.5.1 e´ a existeˆncia e a unicidade de uma soluc¸a˜o branda Quase Automo´rfica
para o problema linear na˜o homogeˆneo
x˙(t) = Ax(t) + f(t), t ∈ R, (3.2)
dada por x(t) =
∫ t
−∞
T−1(t− s)f(s)ds, t ∈ R.
Definic¸a˜o 3.1.1 Definimos o conjunto das func¸o˜es f : R→ [0,∞) locamente integra´veis
como sendo L1loc(R; [0,∞)).
A saber, f e´ localmente integra´vel se
∫
K
|f(x)|dx <∞ para todo conjunto mensura´vel
limitado K ⊂ R.
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Teorema 3.1.1 Seja f ∈ AA(X0,X ), como no Lema 2.2.1. Assuma que existe uma
func¸a˜o L ∈ L1loc(R; [0,∞)) tal que
‖f(t, x)− f(t, y)‖ ≤ L(t)‖x− y‖, t ∈ R, x, y ∈ X0. (3.3)
Seja θ(t) =
∫ t
−∞ e
w(t−s)L(s)ds, t ∈ R. Suponha que existe uma constante positiva K < 1
tal que Mθ(t) < K, para todo t ∈ R. Enta˜o a equac¸a˜o (3.1) tem uma u´nica soluc¸a˜o
branda pertencente a AA(X0).
Demonstrac¸a˜o: Definimos o operador Λ sobre o espac¸o AA(X0) por
Λu(t) =
∫ t
−∞
T−1(t− s)f(s, u(s))ds. (3.4)
Segue do Lema 2.2.1 que f(·, u(·)) ∈ AA(X ) para todo u ∈ AA(X0). Ale´m disso, do Lema
3.1.1 temos que o operador Λ : AA(X0)→ AA(X0) esta´ bem definido.
Agora vamos mostrar que Λ e´ uma K-contrac¸a˜o. De fato, dados u, v ∈ AA(X0), temos
que
‖Λu(t)− Λv(t)‖ ≤
∫ t
−∞
Mew(t−s)L(s)‖u(s)− v(s)‖ds
≤ Mθ(t)‖u− v‖∞
≤ K‖u− v‖∞.
Assim, podemos aplicar o Teorema do Ponto Fixo de Banach e concluir a demons-
trac¸a˜o. 
Os pro´ximos resultados sa˜o consequeˆncias imediatas do Teorema 3.1.1.
Corola´rio 3.1.1 Seja f ∈ AA(X0,X ) e suponha que f satisfaz a condic¸a˜o de Lipschitz
(3.3) com L sendo uma func¸a˜o cont´ınua e limitada. Seja θ(t) =
∫ t
−∞ e
w(t−s)L(s)ds, t ∈ R.
Suponha que existe uma constante positiva K < 1 tal que Mθ(t) < K, ∀ t ∈ R. Enta˜o a
equac¸a˜o (3.1) tem uma u´nica soluc¸a˜o branda em AA(X0).
Exemplo 3.1.1 Consideremos uma aplicac¸a˜o simples dos nossos resultados abstratos.
Seja a ∈ AA(R) e considere a equac¸a˜o Diferencial Parcial{
ut = uxx − u+ a sin(u), em R× [0, pi],
u = 0, sobre R× {0, pi}. (3.5)
Seja X = C ([0, pi];R) e defina operador A sobre X por Au = u′′ − u, com domı´nio
D(A) = {u ∈ X : u′′ ∈ X e u(0) = u(pi) = 0}.
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E´ conhecido que A e´ um operador de Hille-Yosida de tipo −1 com domı´nio na˜o denso.
Assim existem constantes w = −1 e M ≥ 1 tais que ‖T−1(t)‖ ≤Me−t.
Note agora que a equac¸a˜o (3.5) pode ser reescrita como um sistema abstrato da forma
(3.1), onde u(t)(s) = u(t, s) e f(t, φ)(x) = a(t) sin(φ(x)) para todo φ ∈ X , t ∈ R e x ∈
[0, pi].
Observe enta˜o que:
‖f(t, φ)− f(t, ψ)‖ ≤ ‖a(t)‖ · ‖ sinφ− sinψ‖ ≤ ‖a(t)‖‖φ− ψ‖.
Vamos assumir ‖a(t)‖∞ < 1. Seja θ(t) =
∫ t
−∞ e
w(t−s)‖a(t)‖ds. Assim, temos:
Mθ(t) ≤ ‖a(t)‖
∫ t
−∞
∥∥e−t+sds∥∥ ≤ ‖a(t)‖e−t ∫ t
−∞
esds = ‖a(t)‖ < 1,
para todo t ∈ R. Enta˜o o Corola´rio 3.1.1 nos garante que a equac¸a˜o (3.5) tem uma u´nica
soluc¸a˜o branda quase automo´rfica.
Corola´rio 3.1.2 Seja f ∈ AA(X0,X ) e suponha que f satisfaz a condic¸a˜o de Lipschitz
‖f(t, x)− f(t, y)‖ ≤ K‖x− y‖,
para todo x, y ∈ X0 e t ∈ R. Se K e´ suficientemente pequeno, enta˜o a Equac¸a˜o (3.1) tem
uma u´nica soluc¸a˜o branda em AA(X0).
Observac¸a˜o 3.1.2 No pro´ximo resultado usaremos a noc¸a˜o de func¸a˜o localmente limi-
tada, isto e´, consideramos uma func¸a˜o L : Xα × Xα → [0,∞) tal que para todo r ≥ 0
existe uma constante k(r) ≥ 0 tal que L(x, y) ≤ k(r), para todo x, y ∈ Xα com ‖x‖α ≤ r
e ‖y‖α ≤ r.
Teorema 3.1.2 Considere f ∈ AA(X0,X ) e seja L : X0 ×X0 → [0,∞) seja uma func¸a˜o
localmente limitada tal que
‖f(t, x)− f(t, y)‖ ≤ L(x, y) (1 + ‖x‖l−1 + ‖y‖l−1) ‖x− y‖, ∀ t ∈ R,
com l > 1. Suponha que existe R > 0 tal que:(
K(R) +
‖f(·, 0)‖∞
R
)
M
|w| < 1,
onde:
K(R) :=
k(R)(R + 2Rl)
R
,
com k(R) como na observac¸a˜o 3.1.2. Enta˜o, a equac¸a˜o (3.1) tem uma u´nica soluc¸a˜o
branda pertencente a AA(X0).
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Demonstrac¸a˜o: Definimos o operador Λ como na equac¸a˜o (3.4). Considere R > 0 tal
que:
(RK(R) + ‖f(·, 0)‖∞) M|w| < R.
Seja BR a bola fechada:
BR = {u ∈ AA(X0) : ‖u‖∞ ≤ R} ⊂ AA(X0).
Observe que se u ∈ BR, enta˜o:
‖Λu(t)‖ ≤
∫ t
−∞
‖T−1(t− s)f(s, u(s))‖ds
≤ M
∫ t
−∞
ew(t−s)L(u(s), 0)
(
1 + ‖u(s)‖l−1) ‖u(s)‖ds+M‖f(·, 0)‖∞ ∫ t
−∞
ew(t−s)ds
≤ (RK(R) + ‖f(·, 0)‖∞) M|w| ≤ R.
Portanto, Λ(BR) ⊂ BR. Agora nos resta mostrar que Λ e´ uma contrac¸a˜o, o que segue
da estimativa:
‖Λu(t)− Λv(t)‖ ≤
∫ t
−∞
‖T−1(t− s) (f(s, u(s))− f(s, v(s))) ‖ds
≤ M
(∫ t
−∞
ew(t−s)L (u(s), v(s))
(
1 + ‖u(s)‖l−1 + ‖v(s)‖l−1) ds) ‖u− v‖∞
≤
(
MK(R)
|w|
)
‖u− v‖∞.
Desde que MK(R)|w| < 1, temos que Λ e´ uma contrac¸a˜o e o resultado e´ consequeˆncia do
Teorema do Ponto Fixo de Banach. 
Corola´rio 3.1.3 Seja f ∈ AA(X0,X ) e assuma que existe uma constante c ≥ 0 tal que
para todo x, y ∈ X0 temos:
‖f(t, x)− f(t, y)‖ ≤ c (1 + ‖x‖l−1 + ‖y‖l−1) ‖x− y‖, ∀ t ∈ R,
com l ≥ 1. Se c e´ suficientemente pequeno, enta˜o a equac¸a˜o (3.1) possui uma u´nica
soluc¸a˜o branda Quase Automo´rfica.
Corola´rio 3.1.4 Seja f ∈ AA(X0,X ) e assuma que para todo r ≥ 0 existe uma constante
L(r) ≥ 0 tal que para todo x, y ∈ X0, com ‖x‖ ≤ r e ‖y‖ ≤ r, temos:
‖f(t, x)− f(t, y)‖ ≤ L(r)‖x− y‖, ∀ x ∈ R.
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Se existe R > 0 tal que: (
L(R) +
‖f(·, 0)‖∞
R
)
M
|w| < 1,
enta˜o a equac¸a˜o (3.1) possui uma u´nica soluc¸a˜o branda pertencente a AA(X0).
Exemplo 3.1.2 Considere o conjunto B = {x ∈ Rn : ‖x‖ < 1} e seja Sn−1 = ∂B.
Estudamos a existeˆncia e a unicidade de soluc¸o˜es brandas Quase Automo´rficas para a
equac¸a˜o na˜o homogeˆnea {
ut = ∆u+ ag(u), em R×B
u = 0 sobre R× Sn−1, (3.6)
onde a ∈ AA(R) e g ∈ C1(R,R), satisfazendo a condic¸a˜o adicional:
lim
|s|→∞
|g′(s)|
|s|l−1 = 0,
com l > 1. Enta˜o para cada η > 0, existe Cη > 0 tal que
|g(s1)− g(s2)| ≤
(
Cη + η|s1|l−1 + η|s2|l−1
) |s1 − s2|, para todo s1, s2 ∈ R.
Para trabalharmos o sistema (3.6), escolhemos o espac¸o X = C (B;R) e o operador A
definido por Av = ∆v + wv, w < 0, com domı´nio
D(A) = {v ∈ X : v = 0 sobre Sn−1 e ∆v ∈ X}.
Nesse caso, X0 = C0
(
B;R
) 6= X e portanto A e´ um operador de Hile-Yosida de tipo
negativo w com domı´nio na˜o denso.
E´ claro que (3.6) pode ser reescrito como um sistema abstrato na forma:
u′(t) = Au(t) + f(t, u(t)), t ∈ R,
onde u(t)(x) = u(t, x) e f(t, ψ)(x) = a(t)f(ψ(x)) − wψ(x), t ∈ R x ∈ B. Ale´m disso,
temos:
‖f(t, ψ1)− f(t, ψ2)‖ ≤ c
(
1 + ‖ψ1‖l−1 + ‖ψ2‖l−1
) ‖ψ1 − ψ2‖, ∀ ψ1, ψ2 ∈ X0.
Logo, se c = c(w) > 0 e´ suficientemente pequeno, o sistema (3.6) tem uma u´nica
soluc¸a˜o branda Quase Automo´rfica.
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3.2 Soluc¸o˜es Pseudo-quase Automo´rficas
Vamos analisar as soluc¸o˜es Pseudo-quase Automo´rficas com condic¸o˜es Pseudo-quase Au-
tomo´rficas, isto e´, na equac¸a˜o (3.1), temos a condic¸a˜o f ∈ PAA(X ,X ).
Como na sec¸a˜o anterior, vamos inicialmente mostrar que a convoluc¸a˜o T−1 ∗ f(t) e´
Pseudo-quase Automo´rfica, sempre que f ∈ PAA(X ).
Lema 3.2.1 Se f ∈ PAA(X ), enta˜o F : R→ X , definida por
F(t) := T−1 ∗ f(t) =
∫ t
−∞
T−1(t− s)f(s)ds
pertence a PAA(X0).
Demonstrac¸a˜o: Como f ∈ PAA(X ), sabemos que existem g ∈ AA(X ) e φ ∈ P0(X ),
tais que f = g + φ, portanto F(t) pode ser expressa como F(t) = G(t) + Φ(t), onde:
G(t) :=
∫ t
−∞
T−1(t− s)g(s)ds e Φ(t) :=
∫ t
−∞
T−1(t− s)φ(s)ds.
Do Lema 3.1.1, temos que t 7−→ G(t) e´ Quase Automo´rfica. Assim, para concluir a
demonstrac¸a˜o, nos resta mostrar que t 7−→ Φ(t) e´ Ergo´dica.
De fato, da sua construc¸a˜o, segue que Φ(t) e´ cont´ınua e limitada. Ale´m disso, φ(t) e´
limitada, assim seja K := sup
t∈R
‖φ(t)‖ < +∞.
Sabemos que existem constantes M ≥ 1 e w < 0 tais que ‖T−1(t)‖ ≤ Mewt, t ≥ 0.
Assim, para qualquer T ∈ [−t, t], temos:∫ T
−T
∫ −T
−∞
‖T−1(t− s)φ(s)‖dsdt ≤
∫ T
−T
∫ −T
−∞
KMew(t−s)dsdt =
∫ T
−T
KMewt
∫ −T
−∞
e−wsdsdt.
Assim: ∫ T
−T
∫ −T
−∞
‖T−1(t− s)φ(s)‖dsdt ≤
∫ T
−T
KMewt
ewT
−wdt =
KMewT
−w
∫ T
−T
ewtdt,
ou seja,∫ T
−T
∫ −T
−∞
‖T−1(t− s)φ(s)‖dsdt ≤ KMe
wT
−w
(
ewT
w
− e
−wT
w
)
=
−KMe2wT
w2
+
KM
w2
,
o que nos da´: ∫ T
−T
∫ −T
−∞
‖T−1(t− s)φ(s)‖dsdt ≤ KM
w2
. (3.7)
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Por outro lado,∫ T
−T
∫ t
−T
‖T−1(t− s)φ(s)‖dsdt ≤
∫ T
−T
∫ t
−T
Mew(t−s)‖φ(s)‖dsdt
≤ M
∫ T
−T
∫ T
s
ew(t−s)‖φ(s)‖dtds,
o que nos da´: ∫ T
−T
∫ t
−T
‖T−1(t− s)φ(s)‖dsdt ≤ −M
w
∫ T
−T
‖φ(s)‖ds. (3.8)
Agora observe que:
lim
T→∞
1
2T
∫ T
−T
‖Φ(t)‖dt ≤ lim
T→∞
1
2T
∫ T
−T
∫ t
−∞
‖T−1(t− s)φ(s)‖dsdt
≤ lim
T→∞
1
2T
(∫ T
−T
∫ −T
−∞
‖T−1(t− s)φ(s)‖dsdt +
+
∫ T
−T
∫ t
−T
‖T−1(t− s)φ(s)‖dsdt
)
,
e por (3.7) e (3.8), obtemos:
lim
T→∞
1
2T
∫ T
−T
‖Φ(t)‖dt ≤ lim
T→∞
KM
2Tw2
− M
w
lim
T→∞
1
2T
∫ T
−T
‖φ(s)‖ds.
O segundo limite e´ nulo e como φ(t) ∈ P0(X ), o mesmo acontece com o terceiro, pois
φ(t) ∈ P0(X ),
lim
T→∞
1
2T
∫ T
−T
‖φ(s)‖ds,
Dessa forma,
lim
T→∞
1
2T
∫ T
−T
‖Φ(t)‖dt = 0.
Enta˜o Φ(t) e´ uma func¸a˜o cont´ınua e limitada que se anula na me´dia. Portanto Φ(t) ∈
P0(X ), o que implica que F(t) = G(t) + Φ(t) e´ uma func¸a˜o Pseudo-quase Automo´rfica,
ou seja, F ∈ PAA(X0). 
Observac¸a˜o 3.2.1 Sejam A um operador de Hille-Yosida de tipo negativo sobre um
espac¸o de Banach X e f ∈ PAA(X ). Como na sec¸a˜o anterior, uma consequeˆncia ime-
diata do Lema 3.2.1 e do Teorema 1.5.1 e´ a existeˆncia e unicidade de soluc¸a˜o branda
Pseudo-quase Automo´rfica para o problema linear na˜o homogeˆneo (1.10), dada por:
x(t) =
∫ t
−∞
T−1(t− s)f(s)ds, t ∈ R.
Teorema 3.2.1 Seja f ∈ PAA(X0,X ). Assuma que existe uma func¸a˜o L ∈ L1loc(R; [0,∞))
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tal que
‖f(t, x)− f(t, y)‖ ≤ L(t)‖x− y‖, t ∈ R, x, y ∈ X0.
Seja ϕ(t) =
∫ t
−∞
ew(t−s)L(s)ds, t ∈ R. Suponha que existe uma constante positiva K < 1
tal que Mϕ(t) < K, para todo t ∈ R. Enta˜o a equac¸a˜o (3.1) tem uma u´nica soluc¸a˜o
branda pertencente a PAA(X0).
Demonstrac¸a˜o: Defina o operador (na˜o linear) F sobre o espac¸o PAA(X0) como
Fu(t) =
∫ t
−∞
T−1(t− s)f(s, u(s))ds, t ∈ R.
Note que se u ∈ PAA(X0), enta˜o, pelo Lema 2.2.2, f(·, u(·)) ∈ PAA(X0). Consequente-
mente, pelo Lema 3.2.1, F : PAA(X0)→ PAA(X0) esta´ bem definido.
Agora vamos mostrar que F possui um u´nico ponto fixo: sejam u, v ∈ PAA(X0), temos
enta˜o que:
‖Fu(t)− Fv(t)‖ ≤
∫ t
−∞
Mew(t−s)‖f(s, u(s))− f(s, v(s))‖ds
≤ M
∫ t
−∞
ew(t−s)L(s)‖u(s)− v(s)‖ds
≤ M
(∫ t
−∞
ew(t−s)L(s)ds
)
‖u− v‖∞
< K‖u− v‖∞.
Portanto F e´ uma contrac¸a˜o e o resultado e´ consequeˆncia do Teorema do Ponto Fixo
de Banach. 
Uma consequeˆncia imediata do teorema anterior e´ o seguinte:
Corola´rio 3.2.1 Seja f ∈ PAA(X0,X ). Suponha que f verifica a condic¸a˜o de Lipschitz
‖f(t, x)− f(t, y)‖ ≤ L‖x− y‖, t ∈ R, x, y ∈ X0,
com L > 0 constante. Se ML < |w|, enta˜o a equac¸a˜o (3.1) possui uma u´nica soluc¸a˜o
branda Pseudo-quase Automo´rfica.
Exemplo 3.2.1 Sejam g : R→ R e φ : R→ R definidas por:
g(t) = sin
(
1
2 + sin(t) + sin(t
√
2)
)
e φ(t) = max
k∈Z
{
e−(t±k
2)2
}
.
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Seja α > 0 constante e considere o problema de Dirichlet{
ut = uxx − u+ αgu+ αφ sin(u), R× [0, pi]
u = 0, R× {0, pi} (3.9)
Para tratar o problema (3.9) na formulac¸a˜o abstrata dada pela equac¸a˜o (3.1), consi-
deramos X = C ([0, pi];R) e A o operador linear definido sobre X pela regra Au = u′′−u,
com domı´nio
D(A) = {u ∈ X : u′′ ∈ X , u(0) = u(pi) = 0}.
Sabe-se que A e´ um operador de Hille-Yosida de tipo −1. Ale´m disso,
X0 = D(A) = C0([0, pi];R) := {u ∈ X : u(0) = u(pi) = 0},
donde segue-se que A possui domı´nio na˜o denso. Finalmente, escrevendo u(t)(s) = u(t, s)
e considerando a func¸a˜o f : R×X0 → X definida por
f(t, ψ)(s) = αψ(s)g(t) + αφ(t) sin(ψ(s)),
onde s ∈ [0, pi], obtemos que o problema (3.9) pode ser reformulado na versa˜o abstrata
(3.1). Por outro lado, segue-se dos exemplos 2.1.1 e 2.1.2 que f ∈ PAA(X0,X ). Logo, se
α e´ suficientemente pequeno, o Teorema 3.2.1 assegura que o problema (3.9) possui uma
u´nica soluc¸a˜o branda Pseudo-quase Automo´rfica.
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