This article is intended to present the different types of particle and radiation detectors available for applications in particle therapy. Several types of detectors and sensors exist for measurements of absorbed dose in reference and nonreference conditions and the ones in use for beam monitoring. Therefore, this manuscript focuses on the following applications: (a) primary methods for dosimetry in ion beams, (b) measurements of absorbed dose in realistic patient-specific scenarios with different dose delivery configurations, and (c) beam monitoring. Water and graphite calorimeters, Faraday cups, ionization based gas detectors are described first, followed by the description of the protocols for proton and ion dosimetry. Then films, scintillator and solid-state detectors are reviewed. Finally, several types of ionization chambers (large, pinpoint, arrays of chambers arranged in regular 1D or 2D pattern, parallel-plate configuration with large integral electrodes or with anode segmented in strips or pixels, multi-wire, and the multi-gap prototype) have been considered. New beam monitors to deal with a wide range of intensity and pulsed beams expected from new accelerators, different dose fractionation and advanced delivery techniques are presented. The existing detectors available for particle therapy have been described taking into account the different requirements for devices used in reference and nonreference conditions and the ones designed for beam monitoring.
INTRODUCTION
The measurement of absorbed dose is the basis for any form of radiotherapy and numerous types of particle and radiation detectors are available for this purpose. This manuscript will describe the existing detectors and sensors, which have in charge both the control of delivery and the verification of the dose delivered with ion beams.
More in detail, primary methods for dosimetry in ion beams are described first. These include dose-based and fluence-based measurements performed by means of water or graphite calorimeters, ionization chamber, Faraday cups, and other instruments. Reference conditions and recommendations are presented together with the details on existing protocols for proton and ion beam dosimetry.
Section 3 focuses on methods and detectors for absorbed dose in nonreference conditions, which considers realistic patient-specific scenarios and the wide range of dose delivery configurations. Special care and new detectors are required for scanned beam delivery techniques, which need accurate and fast measurements to characterize thousands of narrow pencil beams individually as well as the resulting highly inhomogeneous 2D and 3D dose distributions.
The last section is devoted to detectors for beam monitoring, which have in charge the online fluence measurement providing both the real time delivered dose verification and control. The differences between the beam monitor setup and operations for passive scattering and pencil beam scanning techniques are reviewed at first. Then, the parallel-plate and multi-wire ionization chambers are considered in details as they represent the state of art for current dose delivery systems. To conclude, known concerns of the existing beam monitors to deal with high-intensity and -pulsed beams expected from new accelerators, different dose fractionation and advanced delivery techniques are presented.
DETECTORS FOR MEASUREMENTS OF ABSORBED DOSE IN REFERENCE CONDITIONS

2.A. Primary methods for dosimetry in ion beams
Primary methods for dosimetry are those that measure dosimetric quantities from first principles based on their definition. Those methods can form the basis of a primary standard if they are maintained at a national measurement institute, are of the highest metrological standard currently achievable and are compared with other primary standards of similar level. Primary dosimetry methods can be divided based on the measured dosimetric quantity, that is, absorbed dose, ionization, or particle number (fluence).
2.A.1. Dose based: calorimetry (water and graphite)
Calorimeters are considered the only instruments that are able to measure the quantity absorbed dose to medium from its definition. They do so by quantifying the internal energy increase per unit mass of the medium as a result of its exposure to radiation. Prerequisite for the successful application of this method is that all the internal energy deposited by ionizing radiation appears as heat or, if this is not the case, that the fraction of the deposited energy stored or released by changes of chemical or physical state is accurately known.
The energy deposition in calorimeters can be determined by quantifying the electrical energy that needs to be dissipated for raising the temperature of the medium by the same amount as the radiation does. This is generically called the electrical substitution method and requires the calorimeter, both during the electrical dissipation and the irradiation, to be operated such that the sample of the medium considered is adiabatically insulated from the environment. In practice, this condition can only be realized approximately using various assumptions (such as slow thermal diffusion in water calorimeters) or technical tricks (such as ensuring that the jacket surrounding the core in a graphite calorimeter heats by the same amount as the core itself) and the operation mode is referred to as "quasi-adiabatic". The electrical calibration can be used to determine the specific heat capacity of the medium, c med , and the absorbed dose to the medium due to ionizing radiation, D med , is then obtained from the temperature rise, DT, as:
where P i k i is the product of correction factors for deviations from adiabatic conditions, for nonuniformity of the medium and for energy stored or released by changes of chemical or physical state. The latter effect is described by the heat defect, which is defined as the fraction of the absorbed energy that is stored and thus is not appearing as heat.
Water calorimeters can only be operated in the quasi-adiabatic mode but have the advantage that they directly measure the quantity of interest, absorbed dose to water. For solid calorimeters, such as graphite calorimeters that offer the advantage of a higher sensitivity thanks to the lower specific heat capacity of graphite, a sample (the "core") has to be well-insulated from the environment (by a number of vacuum gaps that separate the core from the phantom by a series of embedded "jackets") due to the high thermal diffusivity. For those solid calorimeters, an alternative way of operating it consists of controlling the temperature of all components to a constant level, elevated compared to the environmental temperature, by electrical power dissipation, thus shielding the internal components of the calorimeter to the influence of environmental temperature changes. The electrical substitution principle then works by quantifying the reduction in electrical power dissipation needed to keep the core at its constant temperature during irradiation. This mode of operation is referred to as "iso-thermal". The absorbed dose to the medium in this mode is obtained by integrating the reduction in power dissipation over a time interval slightly larger than the irradiation time.
More detail on the technical principles of calorimetry for ionizing radiation dosimetry can be found in review papers on this subject. [1] [2] [3] Early recommendations on reference dosimetry for proton and ion beams proposed calorimetry as the method of choice in the clinical. [4] [5] [6] [7] In the wake of those recommendations, numerous applications of calorimeters to reference dosimetry in clinical beams have been reported. This comprised the use of water calorimeters for scattered proton beams, [8] [9] [10] [11] [12] [13] [14] [15] [16] scanned proton beamsFor graphite and A-150 calorimetry total absorption measurements in a dual absorber forming a single thermal body have been used to quantity the heat defect in A-150 [26] [27] [28] and in graphite. 28 In these experiments, a slab of A-150 or graphite was in thermal contact with an aluminum slab, such that a proton beam of a known energy and particle number is totally absorbed in either slab and thus the total energy conversion into heat in both orientations of the absorber can be compared. The correction factors for the heat defect in A-150 was found to be 1.04 AE 0.01 and in graphite 1.003 AE 0.004. In A-150, the heat defect is assumed to be related to chemical reactions resulting in the braking up of nylon polymers. 27 For graphite, potential sources for a heat defect have been determined as reaction wit residual oxygen at grain boundaries 29 and energy storage in lattice defects 30 but the experiment of Schulz et al. 28 is seen as a demonstration of the absence of a significant heat defect.
In water calorimetry, the radiolysis of water results in the presence of free-reactive species initiating a chain of chemical reactions that can be endothermic or exothermic. The chemical yields of initial species (formed by about 10 À7 s after passage of ionizing particles) are LET-dependent affecting the chemical heat defect resulting from the reactions between these species, and their reactions with equilibrium species and impurities in water. Information on the chemical heat defect in light-ions is based on limited evidence. For high-energy (low-LET) protons, pure water saturated with a chemically inert gas like argon or nitrogen exhibits a small initial chemical heat defect and a steady state is reached after pre-irradiation. 11 For high-LET ions, experiments comparing the heat defect of water with that of aluminum in a dual-component water/aluminum absorber indicate a nonzero endothermic heat defect that increases with LET. 16 Simulations of the entire chemical reaction chain assign this effect to a higher production of hydrogen peroxide than what is decomposed. 17 For pure water saturated with hydrogen gas, simulations and relative experimental determination (by comparison with other water systems) of the chemical heat defect indicate that it is zero over the entire LET range. The theoretical explanation for this is an enhanced decomposition of hydrogen peroxide compared to the pure water system. 17 The hydrogen saturated pure water system would appear thus to be the best potential candidate to serve as a primary standard for absorbed to water in light-ion beams.
While the use of graphite calorimetry offers some advantages mentioned earlier, a complication it introduces is that it doesn't measure the quantity of interest. When deriving dose to water from dose to graphite in a quasi-homogeneous calorimeter, the difference in fluence due to differences in nuclear interaction cross-sections is an issue leading to fluence correction factors. [31] [32] [33] This could be solved using a small probe-calorimeter 34 or a thin pancake-like graphite calorimeter 35 in water. In that case, assuming that the variation in other fluence perturbations can be minimized, only accurate values of the variation in graphite to water stopping power ratios are needed, which are for light-ions almost constant as a function of depth. 31 
2.A.2. Fluence based: Faraday cup and sample activation measurements
The fluence-based approach to dosimetry was originally widely considered and used in ion beam therapy and recommended in early codes of practice for dosimetry such as the report of AAPM Task Group 20. 6 This can be explained by the fact that the first ion beam therapy efforts were all performed at accelerator centers where Faraday cups, enabling measurement of the number of ions and thus a determination of particle fluence, were readily available. The minimal scatter of ions in phantom also means that the relation between fluence in air (or at the phantom surface) and at a reference point in the phantom can be reasonably well understood. The dose for a broad beam can then be derived from the fluence ð0Þ as 
where ðS=qÞ w ðzÞ is usually called the mean stopping power but should not be confused with the fluence-averaged stopping power. Only if the reference point is at the phantom surface (z ¼ 0) then this is the average stopping power for the incoming particle spectrum. However, given the steep gradients at the surface due to secondary charged-particle buildup effects, the reference depth for dosimetry and dose normalization is generally chosen within the phantom and then ðS=qÞ w ðzÞ gets the meaning of dose to water at the measurement depth (expressed in terms of the charged-particle fluence distribution) per unit of incoming fluence:
where the summation goes over all particle types, i. Given that a Faraday cup is only suitable to measure fluence for a narrow beam, the relation between the number of particles in a narrow beam and a broad (e.g., scattered) beam needs to be established. 36 An alternative method that overcomes this problem is the use of activation measurements that can determine the fluence of a broad beam directly if the cross-section for the formation of the isotope being quantified is known with sufficient accuracy. This method was demonstrated by Nichiporov 37 using the cross-section for the formation of 11 C in a scintillating polystyrene sample. Aside from this problem, the fluence-based approach has the intrinsic disadvantage that the uncertainty on the stopping power enters directly in the overall uncertainty of the dose determination. For highenergy proton and ion beams this amounts to 1% to 2% (ICRU Reports 49, 38 73, 39 90 40 ) . A survey of comparisons between Faraday cup dosimetry and calorimetry or ionization chamber based dosimetry 41 showed substantial variation in the level of agreement leading to the conclusion that Faraday cup design is very critical. The main issues are the capturing of the entire incident beam and the suppression of the signal added by electrons liberated in and escaping from the collecting electrode and the signal subtracted by secondary electrons generated in the entrance window that reach the collecting electrode. As a result, recent codes of practice for dosimetry of light-ion beams have abandoned the recommendation to use Faraday cups.
With the increased use of scanned beams, however, there has been renewed interest in the potential of Faraday cups since they can accurately determine the number of particles in the individual beamlets that constitute a scanned radiation field. 42, 43 Given that treatment planning systems for scanned beams calculated dose based on fluence of incident particles, it appears logical to use a Faraday cup to calibrate the beam monitors in terms of particle number. One must realize, however, that the quantity of interest remains absorbed dose and this can be related to the dose-area-product (DAP) of the individual beamlets through the reciprocity theorem. 43 Dosearea-product can be regarded as the dosimetric quantity corresponding with particle number (as dose corresponds with fluence):
As explained by Palmans and Vatnitsky, 43, 44 it is advantageous in terms of uncertainty to derive particle number from the dose-area-product, provided the mean stopping powers used for that conversion are maximally correlated with those used in the dose calculation algorithm, than to calculate dose from the measured particle number using theoretical stopping power data.
2.A.3. Ionization based
Aside from the determination of exposure or air kerma, ionization based standards are rarely used for dosimetry. The main limitations are that the collecting volume needs to be very accurately known as well as the mean energy required to produce an ion pair. Using an ionization chamber at the reference depth in water, absorbed dose to water in a ligh-ion beam (denoted with the index LI) would essentially be derived from the measured ionization, M, as
where P i k i is the product of correction factors for influence quantities (pressure, temperature, humidity, recombination, polarity), W air is the average energy required to produce an ion pair in air, V is the collecting volume of the ionization chamber, s w;air is the mass stopping power ratio water to air and P i p i is the product of fluence perturbation correction factors that account for the deviations from the Bragg-Gray cavity conditions using Spencer-Attix stopping power ratios.
If an ionization chamber with a well-known volume is available then it is sufficient to have accurate values of ðW air =eÞ LI , ðs w;air Þ LI and ðP i p i Þ LI . The availability and uncertainties on these factors are discussed in the next paragraphs.
A semi-empirical model for ðW air =eÞ LI as a function of light-ion kinetic energy was derived by Dennis. 45 An adaptation of this model by Verhey et al., 46 valid for particle energies per nucleon, E=n, higher than 1 MeV, assumes that in the high-energy limit the value should be the same as that for high-energy electrons, for which the current best estimate is ðW air =eÞ e ¼ 33: 97 47 in Fig. 1 . The value for protons from IAEA TRS-398 47 is consistent with calorimetry data but it is obvious that it is not possible with current data to confirm the energy dependence of the theoretical model. With current information from calorimetry (from a single experiment by Sakama et al. 24 ), the value of W air for carbon ions is not in agreement with the one recommended in IAEA TRS-398. 47 To confirm this or make progress with a better evaluation it is important that new calorimetry data become available.
It is also important to realize that the W air derived from calorimetry use values of the water-to-air stopping power ratio. This means that in new recommendations, such as the revision of IAEA TRS-398 47 that is underway (S. Vatnitsky, personal communication), the value of W air needs to be reevaluated based on the new stopping power data recommended in ICRU Report 90 . 40 This will increase the value of W air for protons, which is predominantly based on calorimetric data, to 34.44 eV but would in the same time increase all the calorimetric values in Fig. 1 so the level of agreement would be the same. For carbon ions, on the other hand, W air , which is based on directly measured data, is not affected.
The water-to-air stopping power ratio, ðs w ; airÞ LI , in IAEA TRS-398 47 is for protons based on the work of Medin and
Mean energy required to produce one ion pair in air as a function of kinetic particle energy per nucleon for protons and carbon ions. The experimental data for protons (direct and indirect) are taken from Jones 48 while the direct determinations for carbon ions come from Kanai et al., 49 Stephens et al. 50 and Thomas et al. 51 as compiled in IAEA TRS-398 47 and the calorimetric data from Sakama et al. 24 The theoretical data are calculated using Eq. (6) with the data from Verhey and Lyman. 46 Andreo, 52 while for carbon ions it was not based on ICRU data but rather a convenient value derived from two publications. 53, 54 In the meantime, ICRU report 73 39 was published and a number of publications calculated water-to-air stopping power ratios for clinical ion beams. 31, 55, 56 Figure 2 presents data for mono-energetic protons and carbon ions from ICRU Reports 49 38 and 73 39 as well as from ICRU Report 90.
40
This figure shows that with the common values of the mean excitation energy, I, that are used in ICRU Report 90 40 for all ions, a better consistency is reached, confirming the finding in the works of Geithner et al., 55 Henkner et al., 56 L€ uhr et al. 31 that water-to-air stopping power ratios for all lightions are quite close to each other for clinical beams. The restricted water-to-air stopping power ratios, calculated by the method explained in by Palmans and Verhaegen, 41 are about 0.4% higher than the unrestricted stopping power ratios for csda ranges between 0.1 and 40 cm in water. This is a slightly smaller difference than calculated by Medin and Andreo 52 based on ICRU Report 49 38 data, which due to the ICRU Report 90 40 I-value of water being closer to that of air than the value in ICRU Report 49. 38 The uncertainty on ðs w;air Þ LI is assumed to be around 1% for clinical light-ion beams. One of the tasks of the particle therapy physics community in the near future is to evaluate the dosimetric impact of the new ICRU Report 90 40 data. Fluence perturbation factors for ionization chambers in light-ion beams have in all codes of practice or reference dosimetry recommendations been assumed to be unity. Nevertheless, there is overwhelming evidence that this assumption is not correct 42, 43, 57 and taking perturbations of the secondary electron fluence into account would increase consistency in reference dosimetry using different ionization chamber types even though there is no indication that any of the chamber types recommended in IAEA TRS-398 47 would exhibit correction factors more than 1% deviating from unity. Another issue that is particularly relevant to scanned beams is that of the effective point of measurement of cylindrical ionization chamber as also discussed in several of the abovequoted papers. 42, 58 For proton beams, the center of the ionization chamber is taken as the point of measurement of the ionization chamber, which is positioned at the reference depth, in IAEA TRS-398. 47 This is justified since all the recommended reference conditions (either in the SOBP or in the plateau of high-energy beams) there is no depth-dose gradient and consequently gradient or displacement correction factors are unity. The fact that most (if not all) treatment planning systems for scanned beams require those beams to be calibrated at shallow depth in single-layer scanned beams or in single beamlets results in gradients to be non-negligible, especially for low-energy beams. This results in either the requirement of a displacement correction factor or the use of an effective point of measurement. Since the former depends on the gradient, which is not necessarily uniquely defined as a function of beam quality, it is preferably to use the concept of an effective point of measurement. This is similar as the recommendation for heavier ion beams in IAEA TRS-398 47 accounting for the fact that in those beams the physical dose is not constant in the SOBP. Experimental data for both proton and carbon ion beams were compiled by Palmans and Vatnitsky, 59 showing that for Farmer type ionization chambers an effective point of measurement 0.75 times the inner radius of the cylindrical part of the cavity closer to the beam as the center of the chamber, which is the value predicted by theoretical models, 58 is consistent with the experimental data.
2.B. Reference conditions and dosimetry protocols
The volume of commercial ionization chambers is usually not known with the required accuracy to derived absorbed dose to water using Eq. (5). The response of the ionization chamber then has to be calibrated against a primary or secondary standard in a calibration beam quality c. If a calibration coefficient in terms of absorbed dose to water, ðN D;w Þ c , is the basis of reference dosimeter then Eq. (5) can be rewritten as
where the factor in square brackets represents a beam quality correction factor. Comparing Eqs. (5) and (7) makes clear that the calibration coefficient essentially provides an experimental determination of the ratio of the product ðW air =eÞ c ðs w;air Þ c ðP i p i Þ c and the mass of air in the cavity, q air V:
In older protocols that were based on an air kerma calibration coefficient in 60 Co (or equivalently an exposure calibration) the generic equation for the determination of absorbed dose to water is: 
and the calibration coefficient essentially provides an experimental determination of the ratio of reciprocal of the ratio of ðW air =eÞ c and the product of ð1 À gÞðk att k m k cel Þ c and the mass of air in the cavity, q air V:
Dosimetry protocols that provided recommendations for reference dosimetry of protons and ion beams using ionization chambers calibrated in terms of air kerma or exposure, all used variations of Eq. (9) differing mainly in notation according to regional practice and also in the data recommended to be used in the equations (AAPM Report 16, 6 Vynckier et al., 7, 60 ICRU Report 59 61 ). More recent Codes of Practice that provide recommendations for reference dosimetry of protons and ion beams using ionization chambers calibrated in terms of absorbed dose to water use formalisms consistent with Eq. (7) (ICRU Report 59, 61 IAEA TRS-398, 47 ICRU Report 78). An overview of the main features of and differences between those protocols and codes of practice is discussed in the following section. A discussion is then devoted to the particular needs for scanned particle beams that deviate from or are not covered by existing recommendations.
2.B.1. Protocols (AAPM 16, ICRU 59, 78, ECHED, IAEA)
The first protocol for proton and ion beam dosimetry was published by AAPM TG-20 as AAPM Report 16 6 and was heavily based on the investigations reported by Verhey et al. 4 In order of preference, the report recommended the use of a tissue-equivalent (TE) calorimeter, a Faraday cup, a TE ionization chamber calibrated against a calorimeter or Faraday cup or a TE ionization chamber calibrated in terms of exposure in 60 Co. The first two preferred options expressed in that protocol were strongly influenced by the experimental setting of the existing facilities at accelerator centers. The recommended use of TE instruments and absorbed dose to tissue as the quantity of interest had much to do with the parallel interest in neutron therapy at some of those centers. The quantity of interest was also defined as the absorbed dose to tissue. One of the recommendations made in this protocol that has been adopted in all subsequent codes of practice is that the measurements should be performed in the center of a SOBP. If the energy of the beam is high enough, the measurement could also be performed in the entrance plateau region. The fourth option used the formalism and 60 Co data from AAPM TG-21. 62 Only generic data for chambers with a TE wall (A-150) were provided without taking into account any proton energy dependence (except for a distinction made between the SOBP region and the plateau region) of the required quantities. Clarifications that were made to the AAPM TG-21 62 protocol thus also applied to this protocol for ion beam dosimetry. 63 The overall relative standard uncertainty was estimated to be 5%, mainly dominated by the uncertainty on W air for ion beams. This value was taken from Verhey et al. 4 The first ECHED protocol, 60 which was restricted to the dosimetry of proton beams, followed very much the order of preference from AAPM TG-20 as well as the adoption of absorbed dose to tissue as the quantity of interest and the definition of the reference depth. Graphite or A-150 calorimeters were recommended as the primary dosimetry instruments, while Faraday cups and ionization chambers were considered secondary dosimeters that should preferably be calibrated against a calorimeter. The least preferred option was again the use of an ionization chamber calibrated in terms of air kerma in 60 Co. Compared with AAPM TG-20, an explicit and more extended list of recommended ionization chambers was given and the energy dependence of the water-to-air stopping power ratio was taken into account. To this end, the effective proton energy, E eff , was introduced as beam quality specifier. This quantity was derived from the residual range, R res , defined as the distance from the reference point depth to the depth distal to the Bragg peak where the dose is reduced to 10% of the dose maximum. Another important difference was the use of another value of W air for protons beams which was adopted from ICRU Report 31 and which was about 2.6% higher than the value in AAPM TG-20. A supplement to the ECHED protocol was published to implement more recent stopping power data from ICRU Report 49 38 (until then the Janni 64 data had been used) and for consistency with other radiotherapy modalities the quantity of interest was changed to absorbed dose to water. The possibility to use ionization chamber types not listed in the protocol was explicitly allowed by recommending to take the necessary data from given international references.
In ICRU Report 59, 61 also restricted to protons, the three instruments (calorimetry, Faraday cup, and ionization chamber) were continued to be recommended but it was realized that the first two are not widely available and were only considered as potential independent methods to verify the reference dosimetry. The focus was more on the use of ionization chambers and both calibration in terms of air kerma and dose to water were considered so the protocol could be seen as the official transition from air kerma based dosimetry to absorbed dose-based dosimetry for proton beams. The reference conditions and beam quality index were consistent with the ECHED protocol and stopping power data were also taken from ICRU Report 49. 38 Unfortunately, some conceptual problems with the data in ICRU Report 59 61 were pointed out by Medin et al. 65 concerning how the effect of humidity should be accounted for and concerning the calculation of the beam quality correction factors for the absorbed dose to water based formalism. These effects could result in errors of up to 3%.
IAEA TRS-398 47 provided the first codes of practice for reference dosimetry of proton and heavier ion beams (besides other external radiotherapy beams) that recommend only the use of ionization chambers calibrated in terms of absorbed dose to water. It recommended that the beam quality correction factors should be preferably determined experimentally as a ratio of calibration coefficients in the calibration beam and the user's proton or ion beam. Since such a calibration provisions were then, and are still today, unavailable, the beam quality correction factors are calculated theoretically as the ratio in square brackets in Eq. (7) . The reference depth is the center of the SOBP and the residual range is directly used as beam quality specifier. For proton beams, the water-to-air stopping power ratios are taken from Medin and Andreo 52 and a robust estimation of the W air value for protons was used. For ion beams single values, independent of ion type and energy, of W air and s w;air were derived from the sparse data available in the literature. Perturbation correction factors for both proton and ion beams, even though explicitly included in the equations, were assumed to be unity. IAEA TRS-398 47 also provided detailed uncertainty estimates resulting in an overall relative standard uncertainty of absorbed dose to water determination of 2.0% when using a cylindrical ionization chamber and 2.3% when using a planeparallel ionization chamber. ICRU Report 78, 66 restricted to proton beams, integrally adopted the recommendations of IAEA TRS-398. 47 IAEA TRS-398 47 is currently the state of the art of reference dosimetry in proton and ion beams. Shortcomings that have been pointed out concern the ion recombination 58 and the lack of recommendations that are suitably adapted to the needs in scanned beam modalities. 43 Recombination takes place when ion pairs formed in the air cavity recombine before being collected at the electrodes, resulting in an underestimation of the ionization signal. There are three types of recombination processes: geminate, columnar, and volume recombination.
Geminate recombination occurs between the pair of charges formed in a single ionization and has been first described theoretically by Onsager 67 and is inverse proportional to the electric field strength or thus the polarizing voltage.
Columnar recombination occurs between charges formed within a single ionizing track and its first theoretical description was published by Jaff e. 68 Kaiser et al. 69 showed that, despite the simplistic Gaussian distribution used to describe of the lateral distribution of ionization as a function of distance from the track, it is still the most accurate quantitative description of columnar recombination around today. The variation in the ion recombination correction factor as a function of the inverse of the polarizing voltage applied to the ionization chamber is described by a logarithmic law. Kanai et al. 70 and Rossomme et al. 71 confirmed this experimentally for passively scattered carbon ion beams and by Rossomme et al. 72 for actively scanned carbon ion beams. These studies show that when plane-parallel chambers are used perpendicular to the beam line (and thus with the electric field lines parallel to the beam axis) columnar recombination is for most clinical conditions the dominant recombination process in carbon ion beams. For proton beams, initial recombination is much smaller and comparable to photon and electron beams and to first order it is inverse proportional with the polarizing voltage. 58, 72 In that case, geminate and columnar recombination can be combined in a single, dose rate or dose per pulse independent, initial recombination term that is inverse proportional to the polarizing voltage.
Volume recombination involves ions formed in different particle tracks. This was first described by Mie 73 and has been studied in many situations thereafter, which have been comprehensively described by Boag 74 for continuous and pulsed beams and Boag 75 for scanned beams of both types. For pulsed beams, the Boag models predict that in near saturation conditions, the volume recombination is inverse proportional to the polarizing voltage and proportional with the ionization density per pulse. For continuous radiation volume, recombination in near saturation conditions is predicted to be inverse proportional to the polarizing voltage and proportional with the ionization current. These models, which have been confirmed in numerous experimental studies, are the basis of the two-voltage method proposed by Boag and Currant. 76 Rossomme et al. 72 and Liszka et al. 77 showed that, even if the dose distribution at a particular time is not uniform within the volume of the ionization chamber, the same models can be applied to scanned beams (and more generically to any nonuniform beam) if an effective ionization density or current is taken into account. A similar aspect is the time-dependent structure of absorbed dose delivery in the SOBP of a clinical particle beam which can be accounted for by the use of an effective ionization current. 52 Nevertheless, several aspects of recombination in scanned beams remain uninvestigated such as the effect of nonuniform irradiation conditions of the ionization chamber volume and an adequate theoretical description of beams with intermediate pulse duration.
While there are sophisticated methods to separate initial and volume recombination such as the De Almeida and Niatel 78 method for continuous beams as described by Palmans et al. 52 for proton beams and a similar method described by Palmans et al. 79 for pulsed beams, the most common method to determine ion recombination correction factors in dosimetry codes of practice, such as IAEA TRS-398, 47 is the two-voltage method which assumes a linear relation between 1/M and 1/V for pulsed beams and a quadratic relation between 1/M and 1/V for continuous beams. It is thus important to consider what a pulsed beam means in this respect. While cyclotron beams are inherently pulsed, the time between pulses is much shorter than the ion collection time and as a result ion recombination behaves as if the beam is continuous as has been demonstrated experimentally by Palmans et al. 58 Synchrotron beams with slow extraction also behave as continuous beams with respect to ion recombination. 71 Synchrocyclotrons, on the other hand, have rather short pulses and the time between pulses is long compare to the ion collection time and should thus be treated as pulsed beams. 72 At low polarizing voltage beams could also exhibit intermediate behavior with pulse durations comparable to the ion collection time. 80 This can be overcome by operating the ion chamber at higher voltage. 81 One must be aware though that at high-voltage charge multiplication and other phenomena distorting the 1/M vs 1/V dependence can occur resulting in an incorrect estimation of the ion recombination correction when using the two-voltage method. 82, 83 It is then important to record a full plot of the functional dependence of 1/M vs 1/V and select a suitable voltage range for linear extrapolation (S. Rossomme, A. Delor, S. Lorentini, J. Herault, S. Brons, O. J€ akel, P. Cirrone, S. Vynckier, H. Palmans, Submitted). For continuous beams, it should be noted that if initial recombination is significant the quadratic twovoltage method will underestimate the ion recombination correction since initial recombination follows, to first order, a similar linear behavior of 1/M vs 1/V as volume recombination for pulsed beams.
For scanned beams, the dose calculation in treatment planning systems usually starts from a number of particles to be delivered per beam spot and as shown in Eq. (4) this is related to the dose-area-product (DAP) for single spot at the reference depth. The DAP is commonly obtained using the method first described by Hartmann et al. 84 and which is based on the reciprocity principle (the dose accumulated at a point by a beam scanning the entire lateral plane equals the integrated dose over a lateral plane if the same beam is delivered in a single static spot). In practice, the absorbed dose to water D w is measured at the center of a single-energy layer scanned field with equal number of particles per spot and constant spot spacings Dx and Dy in both orthogonal directions in a field, large enough to ensure lateral charged-particle equilibrium. Dose-area-product to water DAP w is then derived as
An alternative method has been used by Gillin et al. 85 using a large-area plane-parallel ionization chamber to collect the ionization signal of a single static spot. This method was formalized by Palmans and Vatnitsky 43 and stipulates that the DAP w is obtained from the charge measurement M Q of the large-area plane-parallel ionization chamber as DAP w ¼ M Q N DAP;w;Q 0 j Q;Q 0 (12) where N DAP;w;Q 0 is the dose-area-product to water calibration coefficient in a calibration beam quality Q 0 and j Q;Q 0 is the beam quality correction factor to account for the different response of the ionization chamber in the clinical particle beam as compared to the calibration beam. In the work of Gillin et al., 85 and in general because DAP calibrations are not generally available in standard labs, the beam quality Q 0 is replaced by a cross-calibration beam in a scattered highenergy particle beam with beam quality Q cross . In this method, the DAP w is derived from a dose to water measurement using an ionization chamber to measure absorbed dose to water at a point and the measured lateral dose distribution. The factor j Q;Q 0 is then close to unity.
An additional complication of this method is that largearea plane-parallel ionization chambers commercially available do not have a perfectly uniform response. 86 A relative response function rðx; yÞ as a function of lateral offset, normalized to the average response over the entire chamber, can be defined such that the expression for DAP w becomes:
where D w ðx; yÞ is the lateral dose distribution of the spot. Kuess et al. 86 showed that the corrections for this relative response can be substantial. The other major problem for the implementation of this method is that the j Q;Q 0 values for commercial large-area plane-parallel ionization chambers are currently unknown. A recent study provides Monte Carlo calculated values for a PTW-34070 Bragg Peak chamber, 87 which, however, were not obtained for the most adequate chamber position, accounting with the water-equivalent thickness of the front wall, as recommended in IAEA TRS-398.
DETECTORS FOR ABSORBED DOSE IN NONREFERENCE CONDITIONS
The measurements described in Section 2 are the basis for precise and accurate charged-particle dosimetry but additional dosimetric information is needed for realistic patient-specific scenarios and the different dose delivery configurations, above all for the advanced pencil beam scanning technique. Actually, pre-clinical pencil beam characterization (acceptance and commissioning) and QA procedures require various relative dose measurements as summarized in a recent review on technologies and procedures of clinical dosimetry for scanned ion beam radiotherapy. 88 Commissioning and QA is not only necessary for the beam parameters but also for the equipment itself and an overview of a comprehensive implementation addressing the specific demands of scanned beams is given by Grevillot et al. 89 Specific detectors for dose, relative dose or surrogates of dose (such as ionization) have been developed for easy and fast verification of 3D delivered dose distributions. To reduce the acquisition time, measurements can be performed in air or in tissue-equivalent phantoms rather than in water phantoms. On the other hand, to validate the entire treatment process the characteristics of the single pencil beams and the patient-specific absorbed dose to water have to be verified as well, in addition to the measurements of standard 3D uniform cubic doses.
The sensors and detectors available for the above measurements are described in the following sections.
3.A. Detectors for measurements of samples of 3D dose distributions
The measurement of 1D and 2D samples of specific 3D dose distributions provides the main parameters required for the characterization and verification of any type of chargedparticle beams, such as the pencil beam position in X, Y, and Z, the lateral and longitudinal widths, the dose homogeneity, the range of penetration and the distal fall-off in water or in equivalent tissue.
3.A.1. 1D and 2D transversal dose profiles
Different detectors can be used for measurements of 1D and 2D dose distributions in the plane orthogonal to the beam direction.
It is usually adequate to measure just relative dose and widely used detectors are radiochromic (or radiographic) films, [90] [91] [92] [93] and scintillating screens [94] [95] [96] [97] [98] mainly because of their good spatial resolution (0.1-0.5 mm).
Segmented ICs [99] [100] [101] are also adequate for planar dose checks but for the low spatial resolution (5-10 mm) these dosimeters are not recommended for commissioning and TPS validation while are a good choice for QA tests. 88 Alternative detectors based on diode [102] [103] [104] [105] or diamond arrays [106] [107] [108] are under development since many years to replace film. Their main advantages are the good spatial and dose (large signal) resolution.
1-D, in-line and cross-line, dose profiles are also measured using a single small cylindrical IC automatically moved in small steps, 109 although this procedure may take too long for practical clinical workflows.
Two-D detectors like scintillating screen or arrays of ICs are usually placed in the entrance region. These provided fluence measurement is proportional to the dose if evaluated locally otherwise, if are used to reconstruct 3D dose distribution, the results critically depend on the correctness of the beam model.
Prompt results from real-time measurements and fast data analysis are favorite for daily QA, to speed up the mandatory checks and very useful also for commissioning tests to manage the large amount of data collected.
The following subsections provide additional details regarding the use of films, scintillating screens, arrays of ICs and solid-state detectors.
3.B. Radiochromic films
Radiographic and radiochromic films are widely used in scattering and scanning beam delivery systems to measure 2D dose distributions because of the 0.1-0.2 mm spatial resolution. [90] [91] [92] 110 Radiochromic films have widely replaced radiographic films because they are self-developing, have no requirements for processing them chemically and show negligible sensitivity to visible light. 111 The film color variation provides the absorbed dose by the measurement of the optical density with a photometric device 112 and converting it using a look-up table or a calibration curve. 91, 110, 113 The GAFCHROMIC (Ashland Inc., Cincinnati, OH, USA) EBT, EBT2 and EBT3 radiochromic film models, are widely used for particle beams commissioning and QA procedures. 114, 115 On the other hand it is non-negligible the decrease in response 93, 110, 113, [116] [117] [118] due to the high specific ionization of ions at Bragg peak. [70] [71] [72] Moreover, because of the strong dependence of the optical density for a given dose on the beam LET, special care is required with IMPT fields, since the cumulative field doses result from the superposition of several protons or carbon ions pencil beams with different energies, hence with different LET. In addition, in the case of carbon ions, the effect of various lighter ions produced by nuclear fragmentation increases the complexity of the measurement. 120 The work of Fuss et al. 121 contains a proposal of measurements with EBT films, while several papers present the doseresponse of the EBT films and the corresponding quenching effect with proton and carbon ions as a function of the ion type and energy, in the plateau region of the depth-dose curve for mono-energetic beams.
111,119-121
The parallel use of a control film piece, not irradiated but processed as the irradiated one, has been recently reviewed by Devic et al. 112 to show a procedure to take into account also the optical density changes that can occur under the influence of temperature, humidity, UV light, and cosmic radiation.
3.C. Arrays of ionization chambers
As thoroughly described in Section 2, ICs are the standard and the most accurate detectors for efficient dose measurement among the available sensors.
It is possible to find several different strategies for 3D dose measurements, all overcoming the difficulty to have real 3D detectors. Thus, a water phantom can house tens to thousands of ICs arranged in two-arm 122, 123 or 2D arrays 124 ; another possibility is to use 3D block or stacks [125] [126] [127] [128] for nearly point-like measurements of samples of 3D dose distributions.
In particular, 2-D arrays of ICs 99, 129 have been developed to accurately and efficiently verify the 1D dose profiles, the planar dose, the 3D dose distributions and also as beam monitors. 130, 131 Their main disadvantage is the relatively low spatial resolution (5-8 mm distance between sensors) compared with films, or scintillating screens. On the other hand, 2D-arrays of ICs allow to concurrently acquire hundreds values of D w at a single depth, providing both the 1D and 2D dose distributions with a single field irradiation in air, water 99 or plastic phantom. 132 Arrays of sensors spaced by more than 5 mm are not accurate enough for scanned beams to measure the narrow proton and above all carbon ion beam profiles. For that reason, 2D arrays of ICs are mainly used for scattered beams and field characterization and to measure the reproducibility of scanned beam positioning during QA tests. 99, 101, 132 For 3D dose verification, 1D and the 2D-arrays of ICs provide dose measurements at a single depth within suitable phantoms and therefore require a whole field delivery for each mono-energetic layer to check.
IBA Dosimetry (Schwarzenbruck, Germany) and PTW (Freiburg, Germany) commercialize, respectively, MatriXX and OCTAVIUS 729 XDR. These are both Two-D matrices of ICs, widely used in conventional photon radiation therapy that has proven their efficacy in particle therapy. 55, 81 A different approach is to use anode segmented ICs; the segmentation can be pixel, strip or full area. This way the system provides fluence, beam position and beam size, eventually in real time. The miniQ (DeTecTor, Torino, Italy) features 12.7 9 12.7 cm 2 sensitive area and a 1 mm pitch for the 127 strips.
Last but not least, one can use a sandwich-like strategy. In this case strip, pixel segmented 129, 133, 134 or multi-wire ICs 135 can be stacked to measure 2D distributions as a function of depth.
3.D. Scintillating screen
A plate coated with scintillating materials like Gd 2 O 2 S: Tb and coupled with a CCD camera, as shown in Fig. 3 , allows to acquire the emitted light with high spatial resolution (0.2-0.5 mm) and a linear response up to very high fluences. However, similar to films, the light output signal must be converted to dose by considering the quenching effect on the scintillator because when the stopping power increases, the linearity deteriorates. Therefore, these detectors are recommended for measurements of transversal dose distributions when the LET and the particle spectra do not change significantly, for example, at the entrance region. However, Safai et al. 136 demonstrate that a mixture of scintillating powders can minimize the quenching effect at the Bragg peak.
The scintillator screen is elective systems to perform a real-time measurement of the beam characteristics as size and position. This is due to the readout system that can be extremely fast, well below 1 ms. A major advantage compared to films exists if the scintillating screen is easy to setup and the readout is automatically processed.
At PSI a scintillating screen allows fast readout, high spatial resolution (0.5 mm), high reproducibility (0.2%) 94 both in air and water.
A fluorescent screen with CCD camera system was also employed at NIRS 95 for performance tests of 2D dose delivery and for quality assurance of scanned ion beams. 97 Recently, a commercial scintillating detector (Lynx, IBA Dosimetry) 98 and a 2D plastic scintillator used in nuclear physics experiments 137 have been characterized at Italian National Centre of Oncological Hadrontherapy (CNAO) and validated with respect to EBT3 radiochromic films. Both the detectors showed a suitable sensitivity, a good short-term stability and a linear behavior with the number of particles and flux. Figure 4 shows an example of 2D transverse dose distributions measured with Lynx at four different depths along a proton SOBP (20-235 mm range) for the commissioning of a new TPS for scanned ion beams.
3.E. Solid-state detectors
An obvious way to increase signal to noise ratio is to use high density materials. This is the approach of silicon or diamond detectors that feature also a very favorable primary statistics. On the other hand they also show such a strong LET dependence that they are at present useful only with protons, mono-energetic beams of heavier ions, and to measurements of relative dose profiles in regular fields with constant LET conditions. Two possible ways out are to use dose-weighted correction factors for mixed fields 138 or to correct the experimental dose distributions with beam data that match the measured depthdose curves. 139 Silicon diode detectors are widely used as single point detectors but additionally, they are suitable to build 1D and 2D arrays of detectors and a well-developed manufacture method offers the possibility to produce monolithic 2D sensors with sub-millimeter spatial resolution. 104, 105 A crucial limitation exists for these detectors due to radiation effects leading to general resolution degradation and variation in the response silicon diodes, even at relatively low radiation fluences. As the irradiation is typically nonuniform on arrays of sensors, frequent calibrations need to be performed to avoid inaccuracies in uniformity and profile measurements.
Natural diamonds are used in conventional radiotherapy 140, 141 and with proton beams 106 ; on the other hand poor design, selection of crystal, craftsmanship cost altogether limit at a large extent their routine use. Pros include tissue equivalence and energy independence; cons are dose rate dependence and extensive need corrections to raw data.
Recently, a new single crystal diamond detector was developed at the laboratories of the University of Rome "Tor Vergata" and characterized with a 60 MeV proton beam 106 and with small field of photons. 142 The characteristics of this prototype for proton dosimetry with the PMMA housing are reported by Mandapaka et al., 107 while the characterization FIG. 3 . Schematic drawing of a 2D detector based on scintillating screen coupled with a CCD camera.
Medical Physics, 45 (11), November 2018 of the commercial model 60019 (PTW) with proton beams has been done by Akino et al. 108 These detectors appear to be dose rate independent, radiation hard, and exhibit limited LET dependence; in clinical protons beams 107 and carbon ion beams 143 no significant quenching effects can be observed. Only in low-energy ion beams with very high LET in the Bragg peak minor quenching effects can be observed. 144, 145 3.E.1. 1D and 2D longitudinal dose profiles
As an example, Fig. 5 shows the proton beam dose along the beam propagation at different energies; for each energy, two measurements are performed, with and without ripple filter (RF), to verify the effect of the RF on the peak width. The measured quantity is the integrated dose over a plane perpendicular to the beam direction as a function of the depth in water. The Peakfinder (PTW) device was used as described by Mirandola et al., 115 which consists of a variable depth water column controlled by dedicated software and equipped with two plane-parallel ICs, each of 4.08 cm radius (PTW Bragg peak IC TM34080 as field chamber, and PTW TM34082 as reference chamber). 
3.F. Ionization chambers
Ionization chambers feature negligible dependence on energy and LET of particles, together with high reproducibility and accuracy. For these reasons, they are considered gold standard.
The required accuracy in the measured depth of the Bragg peak should be within AE1.0 mm of the specified range and sub-millimeter resolution is recommended.
As described by Karger et al., 126 two configurations can be adopted for this kind of measurement: a small detector (2-5 mm Ø) placed in the middle of a significantly larger and homogeneous irradiation field or a large detector (80-120 mm Ø) crossed by a narrow beam (5-10 mm full width half maximum, FWHM).
Currently, as mentioned in a recent review, 88 a number of commercial plane-parallel IC are used like the Pin-Point and the advanced Markus (PTW), or the PPC05 (IBA Dosimetry) models. Among the large-area IC, the Bragg peak chamber (PTW) is the current clinical standard for the longitudinal profiles of individual pencil beam characterization. To move the detector along the beam direction, the Peakfinder system (PTW) can be used which allows steps of 10 lm.
It has been shown that, especially at large depths, the Bragg peak chamber is not large enough to capture the whole laterally scattered dose. 85, 114, 146, 147 Therefore, the IDD curves have to be corrected by means of MC simulations. 85, 109, 115, 148 The more recent Stingray chambers (IBA Dosimetry) mitigates this effect 149 thanks to the larger radius (6.0 cm) as compared with the Bragg peak chamber (4.08 cm), therefore it reduces the need of MC correction. The Stingray chamber can also be moved remotely and with 0.1 mm steps when mounted on the Blue Phantom2 system (IBA Dosimetry).
3.G. Multi layers ionization chambers
Multi layers ionization chambers (MLIC) 129, 135, 150, 151 have been developed to measure the dose simultaneously at different depths.
These detectors consists of more than hundred ICs, for example, 128-180, stacked in series with typically 1-2 mm pitch. The electrodes and dedicated range shifters characterize the water equivalent depth of the simultaneous measurements of all the ICs. The entrance window is perpendicular to the beam direction and the transversal sensitive area of each chamber is about 10 9 10 cm 2 . A schematic drawing of a MLIC is shown in Fig. 6 .
The MLIC detectors result to be optimal for fast check of the beam range, energy, and stability; they need a dedicated calibration procedure to provide the conversion from MLIC points of measurement to depths in water.
MLIC developments include Gottschalk prototype, Paul Scherrer Institute (PSI), 152 Indiana University Cyclotron Facility, 129 Giraffe and Zebra (IBA Dosimetry) and QUBE
153
(DeTecTor).
3.H. 2D array of ionization chambers
The SOBP profiles have been also measured by Arjomandy et al. 101 with a 2D array of ICs placed at different depths in plastic water phantom and results were in good agreement with the Farmer (PTW) measurements in water. 85 
3.I. Film
A different procedure based on film has been adopted by Mirandola et al. 115 to measure and check the beam penetration depth. It consists of positioning film parallel to the beam direction into a solid water phantom. The monoenergetic pencil beam delivered on the central axis crosses the film and causes a color change in the film, which follows the delivered beam shape. The length of the pencil beam is compared with the one measured during the beam commissioning with the same phantom and setup to check the constancy of the beam penetration depth for the energy under test.
3.J. Multi-Layer Faraday Cup
Still with regard to the beam range measurements, a Multi-Layer Faraday Cup (MLFC) was also developed to check charged-particle beam energy and a prototype was built for quality assurance measurements in ocular proton treatments. 154 It consists of a stack of conducting sheets separated by insulating sheets to measure the total beam current at different depths, as sketched in Fig. 7 . The depth beam-charge distribution has to be converted in ionization energy distribution first and then in depth-dose distribution to provide a beam range evaluation. These conversions may introduce additional errors, especially when energy spread is present in the beam.
Commercial MLFCs for independent and absolute beam energy and range modulation measurements also exist like the MLFC-128 156 (Pyramid Technical Consultants, Lexington, USA), available for two energies ranges (50-250 MeV and 30-125 MeV), and the Q-EYE (DeTecTor) for eye tumor therapy.
3.K. 2D scintillator with wedges
A recent new method for range measurement makes use of a large 2D scintillator combined with a wedge device and a dedicated data analysis. 157 This concept is used with the Sphinx phantom (IBA Dosimetry) and with the commercial PMMA dual wedge LCW-200 Plus (Logos Systems Int'I, Scotts Valley, CA, USA). The latter was used by Jiajian Shen et al. 157 to measure proton penetration depth from 10 to 23.5 cm with 0.2 mm of accuracy. The chevron wedges overlap so that measurements on the edge of one range can be duplicated at the beginning of the next. The wedge angle of 45°enables symmetrical measurements to be made on each side of the center line to averaged results and achieve better precision. The depth-dose projection into the lateral direction can be measured with a 2D large scintillator placed perpendicular to the beam and imaged by a CCD camera. 98 Delivering a laterally homogeneous fluence to the step wedge, bright regions occur where the water equivalent thickness (WET) of the wedges is equivalent to the proton range. Hence, the proton range can be derived from the position of the brightest pixels on the scintillator image. The measurement setup is simple, fast, and reproducible, requiring only the alignment of the wedge with the setup lasers. However, different uncertainties exist like the uncertainties in the wedge WET conversion factor, in the physical thickness of the system, in the pixel resolution and due to the quenching effect of the scintillator.
DETECTORS FOR BEAM MONITORING
4.A. Passive scattering vs pencil beam scanning delivery techniques
One fundamental role of any beam monitor is the continuous check of beam parameters to correct or interrupt the irradiation in case of values out of clinical tolerances.
In Passive Scattering (PS) dose delivery systems, different detectors are placed between the passive elements along the beam line as sketched in Fig. 8 .
Typically, before the final collimators and compensators there are two or three independent beam fluence monitors. One detector works as main monitor (master) and a second one as auxiliary (or sub) monitor for redundancy and safety. 96 At the exit of the vacuum chamber, beam profile and fluence monitors measure the particles' lateral distribution before the scattering and modulation process (Fig. 8) .
The device sequence of Fig. 8 is a general sketch adequate for both fix and gantry beam lines.
In PBS dose delivery, a bundle of detectors placed just before the patient measures the beam flux, position and shape. [158] [159] [160] As shown in the example of Fig. 9 , two or three beam flux monitors and one or two beam position and shape monitors are placed at about 1 m (HIT design) or less (0.7 m -CNAO design) from the isocenter. Additional range shifters can follow the detectors when too shallow tumors need very low energy not available from the accelerator.
The main tasks of each detector are as follows: one beam flux monitor is the Master and integrates the output ionization charge to determine the number of particles of each pencil beam, hereafter called spot. When for a spot the fluence beam monitor control reaches the expected value, the scanning magnets receive the command to move on to the next   FIG. 7 . Schematic drawing of a MLFC (Gottschalk 155 ).
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The position sensitive detectors are continuously readout and typically, the center of gravity of the integral charge distribution, as collected by the different electrodes during the entire spot delivery, provides the spot position while the Full Width at Half Maximum (FWHM) evaluates the beam width. The most advanced beam delivery systems compare the measured values against the prescribed ones and for small differences, for example, less than 2 mm, provide a feedback to the scanning magnets, which correct for small position deviations. 158, 160 If the position deviations are larger than a threshold, typically 2 mm, the irradiation is paused.
The safety and control of the PBS dose delivery is much more complex than the one of PS or conventional radiotherapy because the dose is not delivered with constant dose rate over a large and fixed volume but through thousands of different pencil beams. Therefore, standard checks like treatment time duration are useless, in particular with nonconstant beam intensity as provided, for example, by synchrotrons. The delivery uncertainty on single spot or on very low-dose spots is usually negligible. Concurrently the same inaccuracies on thousands of spots or on few high-dose spots can be clinically relevant.
Commissioning and quality assurance of the beam monitors should match the clinical requirements in delivering beams with precise fluence, position, shape, and range. These conditions lead to requirements on the monitoring systems depending on the geometry of the beam line and the characteristics of the beam. Systematic effects can be partially reduced by positioning the monitoring system as close as possible to the patient, for example, about 1 m or less as mentioned before. In addition, for multi-ion facilities similar accuracies have to be guaranteed for a range of particle types, charges, energies, beam sizes, and fluences.
As an example, the typical beam monitor accuracies accepted for the beam fluence, position and size measurements at the detector plane are listed in Table I , together with the correspondent clinical values.
Existing detectors do not measure online the beam energy but safe checks of the accelerator settings and regular QA measurements of the beam guarantee the required accuracy for the beam energy and range.
The standard and most widely adopted detector for PS and PBS techniques is the parallel-plate ionization chamber (PPIC). Therefore, arrays of PPICs, with either a single large electrode or electrodes segmented in strips or pixels, together with MWICs are the main beam monitoring detectors. Compared to scintillators and MWICs, IC offers several advantages in terms of robustness, response uniformity, easiness of operation and minimal perturbation of the beam. These are suitable features for real-time beam monitoring purposes.
Given the average spot duration of 1 ms, readout and control cycles of the order of microseconds (see Table III ) are needed to provide the required dose uniformity and accuracy to the target. Given the relatively long charge collection time, up to hundreds of microseconds (see Section 4.E), ICs do not offer such a time resolution and provide an accurate integrated flux measurement only for a beam flux with a good time uniformity at the time scale of the spot duration. The typical spot parameters and delivery characteristics, which advise the beam monitor design and viceversa, are summarized in Table II. A minimum number of particles or minimum monitor counts, that is, arbitrary units, and spot duration can be required to achieve an accurate measurement of the spot position and size with some existing beam position detectors and scanning system. The upper limit is also necessary to avoid the signal saturation, which can occur with detectors like Multi Wire Ionization Chambers (MWIC), 85 which are described in Section 4.C.
The sensitive area in the existing detectors for PBS ranges from 15 9 15 cm 2 to 30 9 40 cm 2 as listed in Table III . The detector response should be uniform over its transversal area especially for PBS because the beam spots are scanned across the whole detector. Table III summarizes the characteristics of the detectors in use to control therapeutic charged-particle beams.
4.B. Parallel-plate ionization chambers
A parallel-plate ionization chamber consists of two parallel electrodes, made of metallized foils kept at a constant high-voltage difference, which generate a uniform electric field. Particles traversing the chamber ionize the gas in the volume bounded by the plates. The thickness of the plates and the gas are chosen to minimize the induced scattering and fragmentation of the beam particles.
In ionization chambers, the output signal is produced by the radiation-induced current produced by the ionization charge drift inside the active volume, which is proportional to the number of particles traversing the detector and their electronic stopping power. Hence, the drift of electrons and ions both contribute to the overall output pulse. The measurement time must be long enough to collect the entire signal; otherwise a systematic underestimation will occur. For a 3 mm gas gap, the total drift time is around 100 ls and 0.3 ls for ions and electrons, respectively. As discussed earlier, the large charge collection time has no impact with present accelerators, where a uniform delivery time structure occurs and the spot duration is typically larger than 200 ls. However, for a pulsed beam structure where the number of particles are delivered in very short (1-10 ls) pulses, the ICs should be designed for a charge collection time shorter than the accelerator pulse repetition time.
The use of a gas different from air can increase the detector sensitivity but then a safe gas distribution system is required, especially with helium and argon. Most existing beam monitors are operated in air (see Table IV ). At CNAO and MedAustron, the parallel-plate chambers are filled with N 2 , while Kr/CO 2 and Ar/CO 2 mixture are used, respectively, at GSI and for the PPICs built by Siemens for the Heidelberg Ion Therapy (HIT) center. For gaseous detectors automated and possibly redundant measurements of the gas pressure and temperature within the beam monitor are mandatory to correct for the chamber gain and convert the collected charge into the number of particles delivered. 43 Ionization chambers work efficiently if a large number of charge pairs are created and collected at the electrodes as soon as possible. Therefore, both the columnar and general recombination of the ionization charges at the highest expected dose rates and LET must be taken into account in choosing the type of gas, for example, air or N 2 , and the electric field, for example, 1 kV/cm. The goal of each beam fluence monitor is to ensure charge collection efficiency as close as possible to 99% and the operated voltage is chosen in such a way that the collected charge correspond to the 99% of the saturation value.
Moreover, due to various recombination effects, the relation between the number of particles and the ionization chamber signal may not be linear and therefore, the monitor chambers have to be calibrated. 43, 158, 164 Parallel-plate geometry simplifies the electrode design generating a uniform (better than 2%) electric field. The electrodes of the beam monitors are perpendicular to the particle beam axis and a single large-area electrode chamber is used to measure at high rate, typically between 0.5 and 1 MHz, the beam flux without dead times. Parallel-plate geometry is also used efficiently for measuring the beam transversal profiles and position by means of segmented electrodes with individual collected charge readout. The layout of such devices depends on the required spatial resolution and on the total area to be covered. In particular, strip chambers usually provide higher resolution (<100 lm) and faster (20 kHz) beam position evaluation compared with pixel chambers (>200 lm and 5 kHz) with the same sensitive area. 130 An example of beam profile as measured at CNAO with 128 strips of 1.65 mm pitch, 200 fC of charge resolution and 20 kHz of readout frequency is shown in Fig. 10 . Each plot represents the horizontal projection of the beam fluence distribution for seven central spots of 5 9 10 7 carbon ions each, at seven representative energies.
In Fig. 10 , the beam position can be evaluated through a linear center of gravity algorithm while the standard deviation of the profile, supposed to be a Gaussian, is used to estimate the transversal FWHM along the two orthogonal directions. Since strip chambers only measure projections, chambers segmented in pixels are also placed in the CNAO nozzle 160 to measure the 2D beam transverse distribution.
In summary, the general requirements for each detector used as charged-particle beam monitor are the following:
-linearity of the charge collection as a function of the beam fluence; -high charge collection efficiency; -uniformity across the chamber better than 1% after proper calibration; -capability of measuring in real time and at high frequency the beam flux, fluence, and transversal profiles; -minimum beam scattering and energy deposition in the detector materials; -system performance stability.
The existing beam monitors developed for dedicated PBS nozzles or provided by companies as part of the accelerator and their main characteristics are presented in Table IV .
4.C. Multi-wire ionization chambers
A multi-wire ionization chamber, 165 in its simplest form, is a grid of parallel thin anode wires between two cathode planes. Under application of a symmetric voltage difference, ionization electrons released in the gas volumes are collected from the space preceding and following the sensitive wires. The back drift of ions induces a significant part of the signal. Wire planes are alternated with high-voltage electrodes and under steady irradiation, the signal collected on a wire during a given time is proportional to the number of particles crossing the gas volume around the full length of the wire. Wire chambers for clinical application are often operated in ionization mode (ie, without proportional gain) to avoid the saturation that may occur for high-intensity beams. Like strip chambers, multi wire ICs only measure the projections of the particle fluence distribution along the wire directions and from the center of gravity and the FWHM calculation the beam position and the beam width are evaluated. With this procedure, a sub-millimeter resolution can be reached using a wire pitch of approximately 1 mm.
Multi-wire chambers are primarily used in many centers for beam monitoring during beam line tuning and for on-line beam control. 166, 167 4.D. Detector readout and beam control system: new technologies leading to new performances and capabilities
The detector type and technology used to build the beam monitors for particle therapy have not been significantly improved in the last 10-20 yr and are still the state of art. On the other hand, the detector readout and DAQ systems have increased the efficiency in using the collected charge thanks to new technologies such as advanced application-specific integrated circuits (ASICs) and field programmable gate arrays (FPGAs).
The signals or charges collected by independent readout channels connected to a single large electrode or to strips, pixels or wires are converted into counts, proportional to the energy released in the detector active areas. In the more advanced applications, ASICs have been specifically developed and equipped with analogue to digital converters (ADC) and registers where counts are stored to avoid dead times. 168 Real-time and safe data operations, required for controls in clinical applications, are efficiently accomplished through FPGAs, which, besides a high flexibility, guarantee fast, and deterministic data processing.
In the existing readout systems, the charge corresponding to a count ranges from a few hundreds of fC 130 to 2 pC 86 suitable to measure present currents in the order of 1-10 nA.
In the near future, we expect that new generation of FPGAs and dedicated ASICs will improve the performances of next generation of beam monitor and delivery control to move from present accelerator capabilities to the future ones.
4.E. New beam monitors and dose delivery challenges
4.E.1. Limitations of present equipment
The new emerging technologies for particle accelerators involve both novel ideas, such as laser-driven accelerators, 169, 170 and developments of old concepts as synchrocyclotrons 171 and Fixed Field Alternating Gradient Accelerators 172 or cyclinacs. 173 In most of these developments, the temporal structure of the beam will drastically change from the approximately constant intensity, supplied in beam spills by synchrotrons or all along the delivery time by cyclotrons. Short pulses of 1-10 ls duration and repetition frequencies in the range of one kHz are expected leading to very low beam duty cycle (orders of magnitude smaller than in the present facilities). Thus to achieve a similar average dose rate, the beam intensity in each pulse will raise accordingly, leading to an increase in difficulty in operating the beam monitor detectors and in performing control procedures. The known issues are the efficiency reduction due to instantaneous ions recombination into the gaseous sensible volume and the saturation of the present readout of the ionization chambers.
Moreover, the chamber readout front-end has to match the expected increase in the input signal but the integration time must cover the ion drift time. In particular, new accelerators allow modulated beam intensity and wide flux rate range (from 10 8 to 10 11 -10 12 protons/s) that provide input currents in the order of tens lA, which means three order of magnitude more than the present currents.
An attempt to increase the current range of the existing front-end readout has been done by Cirio et al. 174 Exploiting the availability of several readout channels in the TERAchip ASIC, 168 the proposed method evenly splits the input current from a detector element into several readout channels and adds up all the counts of these readout channels to reconstruct the input current. Such an arrangement allows to extend the input current range proportionally to the number of channels used, and the good linearity observed for each channel individually is preserved. Furthermore, the implementation does not degrade significantly the resolution, being still able to measure low currents down to hundreds of pA.
4.E.2. Multi-gap ionization chamber for highintensity pulsed beams
An example of detector to measure high-intensity pulsed particle beams is characterized by multi-gap ionization chamber. 170, 175 This device includes two or three parallel-plate ICs with independent anodes and cathodes separated by gaps of different thickness to have different charge recombination effects and therefore different charge collection efficiencies. The charge produced in the gas is proportional to the gap width. However, the charge collected by each chamber is expected to deviate from the gap width proportionality because of the inefficiencies due to charge recombination existing with high-intensity beams. The deviation from proportionality can be used to determine with a phenomenological approach the collection efficiency and to correct for it. In particular, the collection efficiency of the two chambers (f 1 and f 2 ) must be measured at fixed voltage and gaps distance where the deviation of proportionality will only depend on the ionization density n 0 (see Fig. 11 ). The collection efficiencies (f1 and f2) are determined through the ratio between the ICs collected charge (Q 1 and Q 2 ) and the produced charge Q measured for example with a Faraday cup. Once you have determined the calibration curve (CC), which is f 1 /f 2 as a function of the beam intensity, by measuring Q 1 and Q 2 , the ratio provides f 1 /f 2 and from the CC one can extract the beam intensity and the corrections for the measured Q 1 and Q 2 .
4.E.3. Gas electron multiplier detector
Recently, 176 gas electron multiplier (GEM) technology 177, 178 has been used to develop a new type of gas detector system with excellent spatial resolution and stable operation at higher counting rates. The basic idea is to introduce a GEM foil in the sensitive volume to multiply the electrons induced by the incident charged-particle beam as shown in Fig. 12 . Although GEM detectors have typically high spatial resolutions, for example, a few hundred micrometers, the current limits depend on the pads dimensions of the readout board.
A prototype of small GEM detector has been tested and results over a reduced number of channels, that is, with low spatial resolution, have shown its possible use as a beam monitor of the beam position, 2D intensity distribution and fluence.
4.E.4. Ultra-fast silicon detectors
Unlike the legacy gas ionization chambers, solid-state detectors offer large granularity and sensitivity to single protons and would ideally be suited for proton beam monitoring. However, signal pileup, radiation damage, and the readout complexity prevented their use so far on high flux therapeutic beams. These issues are taken on with the development of innovative silicon low-gain avalanche detectors characterized by excellent time resolutions and therefore named ultra-fast silicon detectors (UFSDs). 179, 180 UFSDs are n-on-p silicon sensors featuring an internal moderate gain due to a thin p+ and low resistivity diffusion layer. The layer is located close to the bottom side of the n++ electrode of a heavily doped junction. The main advantage of UFSDs is to provide an enhanced signal in thin detectors with similar noise level of a traditional silicon sensor of the same geometry. This allows producing detectors as thin as 50 lm, providing signals of very short time duration and excellent time resolution. 181 A new generation of silicon detectors based on UFSD technology and able to count single particles of therapeutic beams, and to measure the beam energy with time-of-flight techniques is under development by the medical physics group of the Turin division of the National Institute of Nuclear Physics (INFN). 182 
CONCLUSIONS
This chapter contains the description of the existing detectors and methods for absorbed dose measurements in reference and nonreference conditions and the ones in use for beam monitoring. In detail, water and graphite calorimeters, Faraday cups, ionization based gas detectors. It also contains the description of the protocols for proton and ion dosimetry, films, scintillator and solid-state detectors. Finally, several types of ionization chambers (large, pinpoint, arrays of chambers arranged in regular 1D or 2D pattern, parallel-plate configuration with large integral electrodes or with anode segmented in strips or pixels, multi-wire and the multi-gap prototype) and UFSDs have been considered.
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