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Abstract 
Magnetic Resonance Imaging (MRI) is a non-ionising imaging modality which can 
provide excellent soft-tissue contrast because of a large number of flexible contrast 
parameters. One major limitation of MRI is its long acquisition time. Parallel MRI 
provides a framework to reduce the scan time. 
The aim of this thesis is to investigate and develop new methods to improve the 
performance of Parallel MRI. A new GUI (Graphical User Interface) based platform is 
developed using Matlab which provides an interactive environment to apply different 
Parallel MRI algorithms as well as helps to analyse the results. 
Regularization based reconstruction in Parallel MRI utilizes some prior information about 
the image to achieve better reconstruction results. The use of regularization in Parallel 
MRI is investigated and a new algorithm is proposed which uses wavelet-denoising of the 
coil sensitivity estimates before applying SENSE (a Parallel MRI algorithm). The results 
show that the proposed method is computationally efficient and offers a good alternative 
to regularization for lower acceleration factors (AF) in Parallel MRI. 
A good choice of the regularization parameter in regularization based Parallel MRI 
reconstructions plays a pivotal role to have good results. A new algorithm to choose the 
regularization parameter efficiently has been developed. This method uses the g-Factor 
(noise amplification parameter in Parallel MRI) as a regularization parameter and 
provides better reconstruction results than the contemporary methods. The proposed 
algorithm improves the computational efficiency of regularization based reconstructions 
in Parallel MRI.  
The use of Parallel MRI in interventional imaging can greatly reduce the time required 
for imaging. A novel catheter based phased array coil, composed of two independent coil 
elements has been developed. This phased array receiver coil can implement Parallel 
MRI. Some initial imaging experiments using this coil system have been performed and 
the results show a successful implementation of Parallel MRI on the acquired data.   
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Chapter 1 
Introduction          
Magnetic Resonance Imaging (MRI) is a non-ionising, non-invasive imaging technique 
based principally on the sensitivity to the presence and properties of water which makes 
up 70-80% of most body tissues. The properties and amount of water in a tissue can alter 
dramatically with disease or injury. MRI is therefore a significant diagnostic tool for 
many medical conditions. 
MRI can produce a wide range of contrasts using different imaging parameters as defined 
in a pulse sequence. A pulse sequence contains radiofrequency (RF) pulses and gradient 
pulses whose timings and durations are carefully controlled to produce the desired 
imaging results. 
An MRI system is composed of multiple, complex and highly integrated subsystems e.g. 
Magnet, Receive Coils, Transmit Coils, Gradient Coils, RF Amplifiers and Controllers, 
Image Reconstruction Software etc. One major limitation of MRI since its invention in 
1970’s has been its long data acquisition time. The advancements in magnetic field 
strength, gradient hardware and pulse sequences in 1990’s provided considerable gains in 
imaging speed. It was also felt in the same period that further increase in speed along 
these lines would become progressively more difficult to achieve because of the 
physiological limitations e.g. neuromuscular stimulation due to rapid switching of 
magnetic field gradients, RF energy deposition and heating of tissues in case of high field 
strengths etc. 
These limitations led to the development of Parallel MRI in late 1990’s and since then 
many Parallel MRI image reconstruction algorithms have been proposed [1-4]. Parallel 
MRI is a method to acquire MRI data using multiple coils. Parallel MRI allows us to 
acquire less data during MR imaging thus reducing the scan time. This is followed by an 
image reconstruction method [1-3] which produces the MR image from this available 
data by taking advantage of the redundancy of the data available because of the multiple 
coils. One major advantage in using Parallel MRI is its software approach to achieve 
acceleration and it does not necessarily require any improvement in the existing MR 
hardware system.  
The contributions of this thesis are the following:  
 2 
 
1.  A new method for a graphical generalized implementation of SENSE algorithm using 
Matlab. The idea here is to develop an interactive platform where Parallel MRI image 
reconstruction can be performed by choosing different reconstruction parameters. This 
interactive tool also helps in an easy analysis of the reconstruction results. This work was 
published in a peer reviewed journal in 2010 [5]. 
2. A new algorithm using Wavelet de-noising in Parallel MRI for better image 
reconstruction. This work presents an efficient approach to achieve good reconstruction 
results. The results are compared with a more time-consuming ‘Regularized’ 
reconstruction technique. The proposed algorithm provides a good alternative to 
regularization at lower acceleration factors. This work has also been published in a peer 
reviewed journal in 2011 [6].    
3. A new algorithm proposing the use of g-Factor as a regularization parameter in 
regularized SENSE reconstruction. This algorithm was presented at ISMRM conference 
in 2011[10].    
4.  Development of a novel interventional MRI phased array coil (composed of two coil 
elements) capable of implementing Parallel MRI. This coil system is shown to have 
successfully implemented Parallel MRI image reconstruction algorithm (GRAPPA) using 
different phantom objects.  
1.1 Thesis outline    
Chapter 2 is a brief account of MRI and Parallel MRI thus providing a background for the 
forthcoming chapters which cover more advanced topics. Here I describe the basic MR 
physics, MR signal generation, spatial encoding, Gradients, RF Pulse, k-space, basic 
description of Parallel MRI and how it works. 
SENSE reconstruction is one of the most widely used algorithms in Parallel MRI in 
commercial scanners these days. The 3rd chapter provides theoretical detail of SENSE 
reconstruction. Here I propose an algorithm for a generalized implementation of SENSE 
using Matlab. The algorithm includes an interactive graphical interface for loading under-
sampled data, sensitivity maps and selection of various reconstruction parameters. This 
algorithm provides a comprehensive and efficient tool to perform Parallel MRI image 
reconstruction as well as analysis of the results. The same tool has been used to perform 
Parallel MRI reconstructions in the following chapters. 
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Chapter 4 describes how to extend the limits of acceleration in Parallel MRI and the need 
for Regularization in Parallel MRI. One limitation of using Regularized reconstruction in 
Parallel MRI is its computational load which makes it time consuming. Here I present a 
Wavelet based de-noising algorithm which removes the noise in the coil sensitivity 
estimates before performing SENSE reconstruction. This method provides comparable 
reconstruction results to Regularization at lesser computational cost. In this chapter, I also 
introduce a new algorithm which uses the g-Factor as a regularization parameter in 
Tikhonov regularization.  
One potential application of Parallel MRI is the real time interventional imaging because 
of the need for acceleration in these applications. In Chapter 5, the theoretical and 
practical considerations to design the MR coils are described in detail. Here I propose a 
novel design of an interventional MR coil system capable of implementing Parallel MRI 
for vascular imaging.  Chapter 6 describes the imaging experiments performed using the 
developed receiver coil array. Different purpose-built phantom objects are used to test the 
coil system. Parallel MRI reconstruction is performed using the k-space algorithms 
(GRAPPA) [3] for both Cartesian and non-Cartesian trajectories. The reconstruction 
results show a successful implementation of Parallel MRI on the data acquired by the 
developed catheter based coil system.  
Finally, Chapter 7 summarizes the contributions of my work to the field of Parallel MRI 
and provides some potential future research directions.           
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Chapter 2 
 Principles of MRI and Parallel MRI 
2.1 Nuclear Magnetic Resonance Physics        
Magnetic Resonance Imaging (MRI) is derived from Nuclear Magnetic Resonance 
(NMR) which indicates that MRI deals with the resonance of Hydrogen nuclei (a proton) 
caused by an external magnetic field. Although Quantum Mechanics (QM) also describes 
the behaviour of an individual proton but I will use only the Classical Mechanics (CM) 
approach in this thesis because CM well explains the concept of MRI at macroscopic 
level [8].  
2.1.1 Polarization 
MRI signal is originated by the protons in the body, most of which are found in water 
molecules. When the protons are placed in a strong magnetic field (B0), they align 
themselves with the external magnetic field i.e. parallel and anti-parallel to B0. The 
statistical distribution of the protons at equilibrium indicates that normally there are more 
protons in the low energy parallel state as compared to the high energy anti-parallel state, 
thus giving rise to a net magnetization moment (M0), also known as longitudinal 
magnetization. The protons can swap their states subject to the availability of energy. 
When a radio-frequency (RF) pulse is applied, the net-magnetization shifts to the 
transverse plane. This changes the net magnetization and these changes in the net 
magnetization produce an MR signal.     
2.1.2 Bloch Equation 
Bloch equation describes the interaction of the net magnetization vector M with an 
external magnetic field B0 in MRI. 
 
                                          
                                                               
Here M0, Mz and Mxy are the equilibrium, longitudinal and transverse 
magnetization components respectively and γ, T1 and T2 are the constants whose 
values depend on different materials and types of tissues. 
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2.1.3 Resonance 
When the protons are placed in a strong magnetic field B0, they start precessing at a 
frequency proportional to B0 as described by the Larmor equation:  
                                                                                                                          
Here γ is the gyromagnetic ratio (42.57 MHz T-1). A typical 1.5 Tesla clinical MR 
scanner has a Larmor frequency of 63.86 MHz.    
The application of an RF pulse (at the Larmor frequency) with an associated magnetic 
field B1 perpendicular to B0 tips the net magnetization (M0) and produces a magnetization 
component Mxy which is transverse to M0. This transverse magnetization Mxy produces a 
signal which is detected by the receiver coil. Mxy at a position r and time t is given by a 
complex quantity as shown below: 
                                                                                                                               
Here            is the magnitude of the transverse magnetization and ø(r,t) is the 
phase. This transverse magnetization represents many properties of the biological tissue 
e.g. proton density, T1 and T2 relaxation, as described next. The MRI image is actually a 
representation of the spatial distribution of the transverse magnetization.  
2.1.4 T1 and T2 Relaxation 
Once the RF pulse is switched off, the transverse magnetization Mxy undergoes relaxation. 
The longitudinal magnetization component Mz recovers exponentially with a time 
constant T1. 
                                                                                    
Similarly, the transverse magnetization component Mxy experiences an exponential decay 
with a time constant T2.  
                                                                                 
 
These relaxation parameters (T1 and T2) are different for different tissue types and are the 
key parameters in defining the contrast in an MR image. There are T1 weighted or T2 
weighted MR images depending on the choice of these relaxation parameters as defined 
in the pulse sequence. 
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2.2 MRI Hardware 
The main role of an MRI system is to manipulate the interactions of mainly three types of 
magnetic fields (Static Field, RF Field and Gradient Fields) and to measure the signals 
originating from the sample as a result of these interactions. 
 2.2.1 Static Magnetic Field B0 
This magnetic field is produced by the main magnet in the MRI scanner and causes 
longitudinal magnetization (Mz). MRI demands a magnetic field that is strong (to achieve 
higher Signal-to-Noise ratio), uniform with maximum homogeneity (to avoid image 
distortion artefacts) and stable. Clinical MRI scanners mostly use a superconducting 
electromagnet to generate this background magnetic field (B0) although permanent 
magnet systems do exist for lower field strengths. The available field strengths for 
clinical MR systems range between 0.3 T to 7T.    
2.2.2 Transverse Radio-Frequency Field B1 
An RF pulse is needed to produce a uniform excitation at a slice of interest within the 
patient. The RF pulse must be centred at the Larmor frequency for excitation due to the 
resonance condition. In fact the RF pulse originates a magnetic field within the transmit 
coil which is at right angle to B0 and this field tips the net magnetization by a certain flip 
angle from the longitudinal to the transverse plane. The flip angle (α) depends on the 
strength of the RF magnetic field (B1) and the duration of the pulse (tp) as given below: 
                                                                                                                                
Typically, the strength of B1 field is a few μ T (e.g. 25 μ T).  
2.2.3 Receiver Coils 
RF coils are the antennas tuned at Larmor frequency. The transverse magnetization also 
precesses at the Larmor frequency and causes a changing magnetic flux. This induces a 
changing voltage in the receiver coil (according to Faraday’s Law), which is the actual 
detected MR signal. However, this detected signal is a cumulative contribution from all 
the excited protons in the volume and the MR system cannot have any spatial information 
unless some localization gradients are applied on the object. The received signal has 
many frequency components all centred at the Larmor frequency. These days, the use of 
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more than one receiver coils is a common practice to improve the SNR and to apply 
Parallel MRI, as explained in section 2.5. 
2.2.4 Spatial Localization Gradients 
Gradient fields provide a very useful mechanism to have spatially varying precession 
frequencies in the object under study. Gradient magnetic field is an incremental magnetic 
field that is superimposed on the main magnetic field by placing some extra 
electromagnets inside the main magnet. Three orthogonal gradient coils Gx, Gy and Gz 
create a linear variation in the longitudinal magnetic field strength as a function of the 
spatial position. The net magnetic field at a location p after the application of Gx field will 
be: B(p)=|B0|+Gxp. An efficient gradient system ensures MR images with high resolution 
and good quality.  Gradient field strength is measured in milli-tesla per metre (mTm
-1
). 
2.3 MR Imaging 
2.3.1 Localized Slice Excitation 
Gradient fields help to excite only a slice of interest in the imaging volume because of a 
locally varying magnetic field due to the gradient coils. So, to excite only a specific 
location in the patient, an RF pulse having frequency close to the ‘Larmor frequency at 
that particular slice’ is transmitted. As a result, other slices which are having different 
precession frequencies (due to gradient fields) cannot absorb this RF energy because of 
the resonance. The slice position and the strength of the slice selection gradients at that 
particular location determine the centre frequency of the pulse. The bandwidth (range of 
frequencies within the pulse) controls the thickness of the excited slice. 
2.3.2 Spatial Encoding and k-space 
Spatial Encoding, as explained in 2.3.1, is a method to obtain a localized signal from a 
specific location in the object under study. Phase encoding and frequency encoding 
gradients are used for spatial encoding in MRI. An incremental phase encoding gradient 
is applied where each phase encode gradient value provides spatial encoding in terms of 
the phase. A frequency encoding gradient is also applied simultaneously with the phase 
encoding gradient for a complete spatial information. Frequency encoding gradient is also 
known as readout gradient. 
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The MR signal is obtained during the readout gradient and the sampled signal values are 
stored at different locations in a raw data matrix known as k-space. After filling one line 
in k-space, the RF excitation pulse is applied again and the next phase encode gradient is 
also applied followed by the readout gradient. This fills another line of k-space. The same 
process is repeated until the whole k-space is filled.  Importantly, the application of each 
phase encode gradient requires a new RF excitation, which means that more number of 
phase encode steps will need greater time for the data acquisition. However, the readout 
gradient does not consume any extra time because it is applied while the phase encode 
gradient is already there. Therefore the time to acquire MR image heavily depends on the 
number of phase encode gradient steps.  
In short, k-space can be defined as a ‘raw data space’ in MRI which is used to store the 
digitized MR signal during data acquisition. Since k-space contains the frequency 
information of the MR image, 2-D Fourier Transform of k-space produces an MR image.  
The centre of the k-space contains low frequency information about the image e.g. the 
contrast information of the image. The outer regions of the k-space contain the high 
frequency information about the image e.g. edges, contours etc. 
2.3.3 Pulse Sequence and MR data acquisition  
Constructing an MR image involves many RF excitations as well as the application of the 
gradient fields in a very orderly manner. The MR data can be acquired with fewer 
excitations but at the cost of image quality because the MR signal decays exponentially. 
Furthermore, the gradient system performance and physiological constraints put a limit 
on how quickly the k-space can be traversed. The fundamental objective of MR data 
acquisition is to fill the k-space. Once the k-space has been filled, its inverse Fourier 
transform produces the MR image. 
A pulse sequence defines the way in which the k-space is filled e.g. Cartesian, Radial etc. 
The MR signal is defined by the Bloch equation:     
                                                                                                 
Here M0 is the maximum detectable signal (which depends upon the main magnetic field 
strength B0 and the proton density), T1 and T2 are the relaxation parameters as defined in 
section 2.1.4 and TR, TE are the RF pulse repetition time and the echo time respectively 
(Figure 2.1).  This equation shows that the strength of the detected MR signal (M) 
significantly depends upon the pulse repetition time (TR) and the echo time (TE). So TR 
and TE should be chosen carefully to have a maximum contrast. To display the required 
 9 
 
T1 or T2 properties, the choice of a suitable pulse sequence with reasonable parameters 
helps in producing the desired MR image. There is a variety of pulse sequences available 
e.g. Spin Echo and its derivatives, Gradient Echo and its derivatives, EPI etc, each 
suitable for different applications [8].  
  
Figure 2.1: A general representation of a pulse sequence diagram, ‘TR’ is the repeat time 
between two RF pulses and ‘TE’ is the Echo time 
2.3.4 Image Resolution and Field of View 
The k-space is a raw data matrix in MRI. In 2D MRI, one axis of k-space is called the 
frequency encoding (FE) and the other axis is named as the phase encoding (PE) as 
explained in 2.3.2. The number of samples in the frequency encode direction define the 
image resolution and the number of phase encode steps define the Field of View (FOV) 
of the image. The number of frequency encoding samples does not affect the image 
acquisition time, so these may be conventionally taken as 256 or 512 at no extra time 
penalty. The number of phase encoding steps significantly affect the MR data acquisition 
time. The gap between the phase encode lines defines the FOV of the image e.g. if the 
distance between the phase encode lines is doubled, the FOV will be reduced to half 
(Figure 2.2). The relationship between FOV and the distance between k-space lines (ΔK) 
can be given by      
  
    
 where the subscript y shows the phase encode direction.   
2.3.5 k-space Sampling Trajectories 
The k-space trajectory defines how the k-space is filled. The sampling trajectories in MRI 
can be broadly classified into Cartesian and Non-Cartesian trajectories. In Cartesian 
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trajectory, the k-space is filled in a regular rectangular pattern (Figure 2.3). It is the most 
commonly used trajectory owing to its simplicity and its ability to overcome MR system 
limitations e.g. imperfect gradients.  Cartesian sampling is easy to use in MRI because 
just the inverse Fourier transform of a regularly sampled k-space produces an MR image.  
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                           c                                                                  d 
Figure 2.2: When the distance between k-space lines is doubled (c) the FOV reduces to 
half which may cause aliasing (d). 
The non-Cartesian trajectories are becoming increasingly popular because they can 
reduce the scan time, provide a greater flexibility in collecting MR data, can reduce 
motion artefacts and can use gradient system more efficiently. However, to have an MR 
image from a non-Cartesian k-space requires some additional operations e.g. gridding, 
thus making it computationally more expensive and may be subject to greater 
reconstruction artefacts [9]. In the light of the recent advancements in MR systems it can 
be safely predicted that the non-Cartesian trajectories will be used more widely in 
commercial scanners in near future.  
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               a                                      b                                         c 
Figure 2.3: Common sampling trajectories: a) Cartesian, b) Radial, c) Spiral 
2.4 Noise in MRI 
The noise in MRI originates from the losses in the receive coil electronics and the sample. 
The voltage noise in MRI is complex and has normal standard (Gaussian) distribution 
with zero mean and standard deviation σ which can be given as [25]: 
                                                                                                               
Where k is the Boltzmann constant, T is the temperature, R is the effective resistance 
(R=Rbody+Rcoil+Relectronics) and BW is the bandwidth of the detecting system. The voltage 
noise can seriously affect the accuracy or interpretation of measurement in MRI.  
       
 
Figure 2.4: Noise in an MR system distorts the measured signal. 
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Figure 2.5: Noise affects the k-space data resulting in noisy image reconstruction.  
2.5 Parallel MRI 
2.5.1 What is Parallel MRI? 
The process of MRI image reconstruction can be summarized by the following stages: (1) 
the MR signal is detected by the RF receive coils, (2) the received signal is digitized and 
arranged into a mathematical construct called k-space, (3) the application of inverse Fast 
Fourier transform (iFFT) on the k-space yields the MR image.  
In conventional MRI, the phase encoding steps are performed in a sequential order to fill 
the k-space. This is done by switching the magnetic field gradient (the phase encode 
gradient) step by step and this is time consuming. Parallel MRI (PMRI) techniques use 
multiple coils for the data acquisition and use the spatial information inherent in the local 
coil arrays to reduce some of the time consuming phase encoding steps [1].  
The spatial localization of the signals arises from the fact that the areas closer to the coil 
contribute more signals as compared to the parts of the object farther away from the coil. 
This additional sensitivity information of the coils is used in Parallel MRI to decrease the 
required number of phase encode steps for the MR image reconstruction.  In this way, the 
use of multiple receiver coils to augment the time consuming phase encoding 
considerably reduces the data acquisition time in MRI.  
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2.5.2 Image Domain and k-space based approaches in PMRI 
Many Parallel MRI reconstruction algorithms have been proposed in the recent past [4] 
which can be broadly categorized into ‘image-domain’ methods (e.g. SENSE) and ‘k-
space’ methods (e.g. GRAPPA).  These methods differ in the stage at which they operate 
in the MR image reconstruction process in PMRI (Figure 2.6). The image-domain 
algorithms operate after the generation of aliased images from partial k-space. Firstly the 
aliased images are produced by applying an inverse Fast Fourier Transform (iFFT) on the 
acquired under-sampled k-space data. The k-space methods operate on the partial k-space 
and work towards getting a complete k-space before applying the iFFT to produce the 
image. Once the missing data in the k-space has been estimated, the inverse Fourier 
transform of the full k-space produces a full FOV MR image.   
 
Figure 2.6: A general description of Parallel MRI. In Image domain reconstruction, 
firstly an aliased image is produced from the under-sampled k-space and then the full 
field-of- view image is produced by using the sensitivity maps of the coils. In k-space 
reconstruction, the missing lines of k-space are estimated first and then iFFT of this full 
k-space produces the reconstructed image.  
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SENSE reconstruction is an image domain method and consists of the following steps: 
(1) A reduced number of k-space lines are acquired for each coil e.g. for an acceleration 
factor (AF) of two, only every 2
nd
 line is acquired, (2) The iFFT of this reduced k-space 
data produces aliased images (one aliased image for each coil), (3) The solution of a 
system of linear equations using coil sensitivity information (SENSE reconstruction 
algorithm [1]) leads to the final un-aliased image (Figure 2.7). 
Grappa reconstruction is a k-space method and has the following steps: (1) A reduced 
number of k-space lines are acquired for each coil e.g. for an acceleration factor of two, 
only every 2
nd
 line is acquired, (2) Some additional k-space lines are also acquired at the 
centre of the k-space for each coil, (3) This fully sampled data at the centre of the k-space 
is used to estimate the weights for the missing k-space lines, (4) The weights calibrated in 
the previous step are applied to estimate the missing k-space lines for each coil data, (5) 
The inverse Fourier Transform(iFFT) of this full k-space data produces the final 
reconstructed image (Figure 2.8). 
 
 
 
 
Figure 2.7: An overview of image-space Parallel MRI (SENSE).  
 
 
 
 
 
 
Figure 2.8: An overview of k-space space Parallel MRI (GRAPPA). 
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Chapter 3 
A GUI Based Implementation of SENSE 
3.1 Introduction 
Magnetic Resonance Imaging (MRI) is a very useful medical imaging modality but one 
major limitation of MRI is its long data acquisition time. Parallel MRI helps to accelerate 
the acquisition of MRI data. The data in MRI is acquired in k-space and Parallel MRI 
features an under-sampling of the k-space thus reducing the scan time [82]. In Parallel 
MRI, the gap between adjacent k-space lines is increased by skipping some k-space lines 
to reduce the scan time. The inverse Fourier Transform (iFFT) of the under-sampled k-
space produces aliased images. In the under-sampled Cartesian k-space, where the data is 
filled in a rectangular gridding pattern, the aliased pixels have a well predicted mixture of 
the signals from known pixel locations. The sensitivity profiles of the receiver coils are 
used to reconstruct an un-aliased image [1]. 
Multiple receiver coils are used for data acquisition in Parallel MRI and each coil has a 
unique sensitivity profile, thus providing additional spatial encoding. Parallel MRI 
utilizes this localised sensitivity information of the multiple coils to reconstruct an MR 
image from the under-sampled k-space. 
Parallel MRI requires an advanced image reconstruction algorithm [84, 85] which would 
use the under-sampled k-space (aliased images) and the sensitivity information of the 
receiver coils to reconstruct a fully sampled MR image. Many such algorithms have been 
presented in the recent past [4] and SENSE (SENSitivity Encoding) [1] is one method for 
Parallel MRI image reconstruction.  
SENSE algorithm works on the principle that the coil sensitivity has an encoding effect 
complementary to the Fourier encoding (provided by the linear field gradients). The areas 
of the object (being imaged), which are closer to a particular coil, contribute relatively 
more signal to the total signal collected by that coil as compared to the parts of the object 
further away from the coil. The receiver coils are strategically placed at different 
positions on the object under study and their location provides spatial encoding effect, 
which is instrumental in SENSE algorithm.           
Since each pixel location in the aliased image contains signals from more than one actual 
pixel locations, one important step in SENSE reconstruction is to identify the signal 
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contribution from each true pixel location and then to allocate each signal component to 
its correct location in the reconstructed image.  The sensitivity maps of the receiver coils 
define the weights on the basis of which a signal component at each pixel location in the 
aliased image must be reallocated to the correct pixel locations in the reconstructed 
image.  
3.2 Theory of SENSE reconstruction 
The fundamental concept in SENSE is to apply the knowledge of the receiver coil 
sensitivity to calculate the aliased signal components at each pixel in the aliased image 
and then allocate these signals to their true locations in the unfolded image. The number 
of k-space lines skipped in Parallel MRI is described by the acceleration factor. If the gap 
between adjacent k-space lines is increased by an acceleration factor R (i.e. R lines of k-
space are skipped between any two adjacent k-space lines), the signals from R locations, 
equally spaced along the sub-sampled direction, overlap in the aliased image. The field-
of-view (FOV) is defined by the distance between the adjacent k-space lines. FOV can be 
mathematically stated as: the R-fold FOV reduction results in NA fold aliased image 
representation as given in equation 3.1, where NA represents the total number of signals 
present at a location y in the aliased image [10]. For each location y, the aliased image 
signal Ij(y) can be written as a superposition of the original signal and the displaced 
replicates [11]:  
                                             
where,  j = 0,1,2 ………..Nc-1  
In this equation, Nc represents the number of coils in the coil array, NA is the number of 
overlapped signals at one pixel location in the aliased image, C is the sensitivity encoding 
matrix and L is the original (unreduced) phase encoding steps (each k-space line 
represents a phase encode step).  
In equation 3.1, Ij(y) is known because it represents the aliased signals available as a 
result of the under-sampled data acquisition. The sensitivity encoding matrix C is also 
known and M (the true signal value for each pixel location in the reconstructed image) 
has to be calculated. If Nc ≥ NA, the number of equations is more than the unknowns and 
the system of equations can be solved to find the unknowns, M (y+nL/R). Equation 3.1 
can be written in matrix notation as: 
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Here I, C and M matrices have the dimensions Nc X 1, NC X NA and NA X 1, respectively.  
In SENSE algorithm, the reconstruction problem is formulated by solving a set of linear 
equations defined in equation 3.2 where I represents the aliased signals, C is the 
sensitivity encoding matrix which is derived from the sensitivity maps of the receiver 
coils and M is the signal to be recovered. 
        
In equation 3.2, the calculation of M requires a matrix inverse operation:                      
                            
 
Preussman et al. [1] proposed a more general solution to calculate M: 
                                                                                         
Here Ψ is the noise correlation matrix, which can be calculated using noise only signals 
from each coil channel [1]. 
3.3 Coil Sensitivity Estimation 
Parallel MRI uses multiple coils and each coil is designed to have a localized sensitivity. 
The sensitivity profile of each receiver coil is an important input parameter for SENSE 
reconstruction. The sensitivity map defines the weights on the basis of which a signal 
component at each pixel location in the aliased image must be reallocated to its true pixel 
location in the reconstructed image [12]. So, a good estimate of the coil sensitivity 
ensures good reconstruction results in SENSE. 
There are two important considerations regarding the measurement of the coil sensitivity 
profiles: (1) The coil sensitivity profile is not static but may change because of the 
changes induced by the interaction of the coils’ electromagnetic field and the dielectric 
properties of the object being imaged [13]. So the coil sensitivity profiles will vary from 
patient to patient. (2) Many clinical coils are flexible to adapt to different body shapes 
and any bending in the coil will alter the sensitivity profile of the coil.   
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There are two methods to estimate the coil sensitivity profiles: 
3.3.1 Pre-scan method 
A separate quick scan (using Gradient Echo sequence or some other fast pulse sequence 
[8]) is performed before acquiring the actual Parallel MRI data. This quick scan provides 
a low–resolution full FOV image for each receiver coil, which can be processed to 
estimate sensitivity profile of each coil, as explained in section 3.3.3 of this chapter. 
The advantage of this method is that the coil sensitivity needs to be estimated only once 
for each study. The limitation of this approach is that even a slight movement after the 
quick scan may change the sensitivity of the coils resulting in degraded quality of the 
reconstructed image. 
3.3.2 The Auto-calibration method     
In this method, no pre-scan is performed but a few additional phase encode lines are 
acquired at the centre of the k-space (auto-calibration lines). In this way, the central part 
of the k-space is fully sampled as an integral part of the Parallel MRI data acquisition 
process. The iFFT of this central k-space provides a low-resolution image for each coil 
which can be used to estimate the sensitivity profile of each coil. In the k-space Parallel 
MRI approaches (e.g. GRAPPA [3]), there is no need to perform iFFT of the central part 
of the k-space and this fully sampled central part of the k-space is used to estimate the 
weights of the missing k-space lines.  
The advantage of this approach is its greater reliability than the pre-scan method because 
the patient movement is less likely to degrade the quality of the reconstructed image here. 
The disadvantage of this approach is that it may be time consuming especially for higher 
acceleration factors because the auto-calibration lines are to be acquired in each Parallel 
MR data acquisition.      
3.3.3 Coil Sensitivity estimation process 
In this thesis, the sensitivity maps are obtained by using the pre-scan method. The 
following steps provide full detail of the process: (1) A low-resolution full field-of-view 
image from each receiver coil is obtained. This can be done by taking only the central 
lines of the k-space. The iFFT of the central k-space produces a low resolution MR image 
for each coil. (2) The sensitivity map should contain only the spatially varying coil 
sensitivity information and should not contain any anatomical information. The low-
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resolution image acquired in step 1 cannot be used as a sensitivity map because it 
contains anatomical details as well. The anatomical information from this low resolution 
image is removed by dividing it by the body coil or the sum-of-squares image.  The body 
coil image is obtained using the body coil of the MRI scanner [1]. The sum-of-squares 
image can be obtained by performing the sum-of-squares operation on the low-resolution 
full FOV images (one image from each coil) obtained in step one. This thesis uses the 
sum-of-squares image for this purpose. (3) A polynomial fitting on the non-background 
data of the image obtained from step 2 provides a good fit which is expected to represent 
the sensitivity of the coil. (4) The back ground of the polynomial fit data is added to the 
fore-ground of the low resolution image. This helps to provide a more realistic estimate of 
the coil sensitivity. (5) The application of Gaussian smoothing [6] on the images obtained 
from step 4 produces sensitivity estimates of the coils. Figure 3.1 shows the step-by-step 
process for the coil sensitivity estimation. 
 
 
Figure 3.1: The flowchart showing the process for estimation of the receiver coil 
sensitivities.  
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3.4 SENSE reconstruction: An inverse Problem 
The core process of all the Parallel MRI reconstruction methods is to compute the 
solution of a series of simultaneous equations (equation 3.1). A set of self-consistent 
simultaneous equations is acquired (k-space acquisition) and then solved. In SENSE 
algorithm a system of linear equations must be inverted to obtain an unfolded image from 
the reduced k-space data set (equation 3.3). This process of matrix inversion is deeply 
related to the ‘condition’ of the system of equations. The condition number of the system 
of equations here is the ratio between the maximum and the minimum singular values of 
the encoding matrix C (derived from the sensitivity maps) and it controls the error 
propagation in the linear computations. Ideally, the condition number should be 1. The 
condition of a matrix can be categorized under one of the three possible situations: (1) 
Badly Conditioned: If all the coils used in the Parallel MR data acquisition have identical 
sensitivity profiles then the advantage of the multiple information is lost and the system 
of equations is said to be ‘badly conditioned’. This means that if we solve the system 
using a straight forward method, the errors due to noise will be amplified, sometimes 
making the solution useless [6]. (2) Well Conditioned: If the encoding matrix (C) is well-
conditioned (unique sensitivity for each coil), the inversion can be achieved with a 
minimal amplification of noise. (3) Ill Conditioned: The encoding matrix can still be 
inverted if it is nearly singular (a square matrix that does not have a matrix inverse is 
known as ‘singular’), but this is an ill-conditioned case. An ill-conditioned system of 
equations is defined as the one where small perturbations on the input cause 
disproportionately large changes at the output. If the encoding matrix is ill-conditioned, 
small noise perturbations in the measured data (aliased images) can produce large 
variations in the reconstructed image. This effect causes significant noise amplification in 
the regions of the reconstructed image, where the encoding matrix is ill-conditioned [6].  
To avoid ill-conditioning, the coil sensitivity profiles for each coil should be different 
[14]. The difference of coil sensitivity can be produced by placing the coils at different 
locations. Therefore, the coils can be identical with the same shape but centred on 
different points to produce different coil sensitivities. If the coils have similar sensitivity 
profiles or the difference between their sensitivity profiles is of the same order as the 
noise in the system, then to within the noise limit, the equations are the same and the 
correct solution cannot be found because all the solutions are dominated by noise [14]. If 
the difference between the coil sensitivities increases, more realistic solutions can be 
found. 
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3.5 Noise in Parallel MRI 
Noise in MRI can seriously affect the accuracy and interpretation of the measurements. 
Signal-to-Noise ratio (SNR) is a key parameter to determine the effectiveness of any 
given imaging experiment. SNR can characterize the degree to which noise affects the 
quality of an MR image. Conventionally, SNR can be calculated by using the following 
equation: 
                                                                                               
Here a region of interest showing the signal and a region of interest representing the noise 
is selected to calculate the mean value of the signal and the standard deviation of the 
noise respectively (Figure 3.2). The ratio between the two quantities provides SNR.  
In Parallel MRI, the process of image reconstruction consists of non-linear operations 
(e.g. coil combination) and it changes the noise distribution in the reconstructed MR 
image. Therefore the reconstructed image contains spatially dependant noise.  The 
conventional method to calculate SNR (equation 3.5) may not provide the correct 
information in PMRI. A Pseudo-multiple Replica Approach [23] has been suggested in 
the literature to calculate the SNR in Parallel MRI. It comprises the following steps: (1) 
Correctly scaled and correlated synthetic random noise is generated. (2) The synthetic 
noise is added to the acquired k-space data. (3) Image reconstruction using the data 
obtained in step 2, is performed (Parallel MRI reconstruction). (4) The process is repeated 
more than hundred times with different synthetic random noise each time. (5) The extra 
third dimension is used to estimate the mean and the standard deviation of the signal. (6) 
The application of equation 3.5 produces the SNR map showing spatially dependant SNR 
values. 
There are some limitations of this method: (a) It is not very practical for in-vivo and 
dynamic MRI applications because of its long computation time. (b) It requires a stable 
MR system for an accurate estimation of the SNR map.    
3.6 SNR and g-Factor map 
One limitation of Parallel MRI is the loss of signal-to-noise ratio (SNR) which arises 
because of skipping some phase encoding lines (to reduce the total data acquisition time). 
The design of the receiver coils [15-18] and the trajectory used to fill the k-space [19, 20] 
have a significant effect on the SNR with some coil designs and trajectories giving higher 
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SNR as compared to the others. Independent information from each channel in the RF 
receiver coil array is very important because any correlations in the spatial information 
from the neighbouring coils can cause ill-conditioning in the system. An ill-conditioned 
system in standard SENSE reconstruction can amplify the noise to a considerably higher 
level.  
 
                                                 
Figure 3.2: A region of interest (ROI) for Noise and for Signal is selected to calculate 
SNR value. 
The acceleration factor also defines the number of times the acquired data from each coil 
will be used to estimate the missing k-space in the process of image reconstruction in 
Parallel MRI. When the same data is used to estimate different lines of k-space 
(especially for higher acceleration factors), the noise is necessarily not reduced because it 
is naturally correlated to itself. Furthermore, when the signal at a particular point is 
weakly detected by several coil elements or well detected by only a single element, the 
reconstructed image will see higher noise due to this autocorrelation [21].  
In an MR image acquired by a single coil element, the signal values are generally 
confined to a region near the coil because of the localized sensitivity but the noise is 
distributed throughout the image. If the noise from different coil elements is weakly 
correlated (and there are no other sources of noise), the noise will grow in the 
reconstructed image as per square root of the number of coil elements while the signal 
will grow per number of coil elements, provided that the signal phases are aligned and all 
the coils are equally sensitive [21,90]. 
The geometry factor (g-Factor) represents the noise amplification that happens during the 
process of image reconstruction in Parallel MRI. The g-Factor term arises as a result of 
the coil sensitivities being too similar and this gives rise to an ill-conditioned encoding 
Noise ROI Signal ROI 
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matrix. In other words, the g-Factor describes how well the receiver array encodes the 
spatial information regarding the magnetization distribution of an object. If the g-Factor is 
a smaller number, this indicates that the magnetization at the given location in the object 
is detected by several coil elements and each coil has a unique sensitivity profile. The 
following equation shows the relationship between the SNR of the reconstructed images 
with and without SENSE [22].  
                                                                            
Here R is the acceleration factor and g is the g-Factor. This equation shows that a SENSE 
reconstructed image has lesser SNR as compared to a standard MRI image and this loss in 
SNR depends upon the g-Factor and the acceleration factor. The g-factor can be 
calculated either by a direct computation or by using SNR maps as described below.  
3.6.1 Calculation of g-Factor by direct computation 
The g-Factor varies from pixel to pixel across the whole image as the coil sensitivities 
vary. The g-Factor map can be used to show the performance of a specific coil system in 
Parallel MRI. The g-Factor can be calculated by using the following equation as 
suggested by Preussman et al. [1]: 
                                                      
Here Ψ is Nc x Nc noise correlation matrix where the diagonal elements represent the 
noise variance from a single coil and the off-diagonal elements represent the noise cross-
correlation between two coils. C is the encoding matrix which is derived from the 
sensitivity maps of the receiver coils. The subscript i refers to the aliased replicate 
number for a specific pixel and has a range 0,1,.....NA-1 where NA is the number of 
overlapped signals at one pixel location in the aliased image. A g-Factor value of 1 
represents no noise enhancement during the image reconstruction and higher values show 
noise amplification. The g-Factor values below 1.2 are usually acceptable depending on 
the application and the statistical distribution of the g-Factors [14,106]. 
3.6.2 Calculation of the g-Factor using SNR 
The g-Factor can also be calculated indirectly by using equation 3.6, which can be written 
in a more generalized form as: 
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Equation 3.8 can be rearranged to calculate the g-factor map,  
                                                                                                       
The above equation shows that the g-Factor is simply the ratio between the SNR for an 
optimal un-accelerated image and the SNR of the accelerated image, with an additional 
factor of acceleration R which accounts for the loss in SNR due to lesser number of phase 
encode lines acquired in Parallel MRI [23]. 
If it is assumed that the actual signal is the same in both accelerated and un-accelerated 
acquisitions (as stated by Preussman et al [1]), the g-Factor may be expressed in terms of 
the local image noise standard deviation (SD) as given below: 
                                                                                                    
The noise standard deviation can be calculated by acquiring the noise only data or by 
using pseudo-random replica method as explained in section 3.5. This method of 
calculating the g-Factor map can be used in both Cartesian and non-Cartesian Parallel 
MRI reconstructions [24]. 
This thesis uses the direct computation of the g-Factor map (equation 3.7).  
3.6.3 Significance of the g-Factor map 
The g-Factor value depends upon the following: (1) The sensitivity patterns of the coil 
elements (each coil should have a unique sensitivity pattern). (2) Acceleration factor 
(greater acceleration gives rise to a greater g-Factor). (3) The scan plane orientation. (4) 
The phase encoding direction within the plane. (5) The pixel location within the scan 
plane.  
The g-Factor is quite a useful parameter when considering how to design a receiver coil 
system in Parallel MRI. The generation of g-Factor maps in addition to SNR maps is 
useful to assess the noise amplification because of the following two reasons: (1) SNR 
maps include spatial variations due to the magnetization density as well noise 
amplification. (2) SNR maps include artefacts as a result of the reconstruction process 
which should not be confused with localized regions of noise amplification as represented 
by the g-Factor map [23].  
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3.7 A graphical implementation of SENSE  
An algorithm for GUI (Graphical User Interface) based generalized implementation of 
SENSE using Matlab (version 7.6) has been developed. This program provides an 
interactive tool for Parallel MRI image reconstruction and analysis [5]. It also provides a 
platform to test different image reconstruction methods. The algorithm for this 
generalized implementation of SENSE is given in Figure 3.3.  
3.7.1 The Graphical User Interface (GUI) interface 
The GUI interface has many input and output parameters (Figure 3.4): 
Input Variables: 
(1) Aliased Images: The under-sampled k-space data produces aliased images (one for 
each coil) which are used to reconstruct a fully sampled image. These aliased images can 
be uploaded here. 
(2) Coil Sensitivity Maps: The coil sensitivity maps contain the spatially dependant 
sensitivity information of the receiver coils and are key to SENSE reconstruction. 
(3) Original Image: If a reference image is available, it can be uploaded here. 
(4) Phase Encode Direction: This option provides the user to choose if the phase encoding 
direction during data acquisition has been horizontal or vertical. 
(5) Acceleration Factor: The user can select the acceleration factor. This refers to the 
number of k-space lines skipped during data acquisition. It can be any integer between 2 
and 8 in this program. 
(6) Regularization Type: Regularization is a method to improve Parallel MRI image 
reconstruction using some prior information about the target image (Chapter 4). In this 
pop-down menu the user can select if the desired Parallel MRI reconstruction should use 
regularization or not. 
(7) Under-sampling: The user can select if the loaded data in (1) is already under-sampled 
or needs to be under-sampled (for simulation purposes).  
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Output Variables:  
(1) Reconstructed Image: The image reconstructed after the application of the SENSE 
algorithm is shown here. 
(2) Original Image: If a reference image is available, it is displayed. 
(3) g-Factor map: The g-Factor map shows the noise amplification during the 
reconstruction process. The g-Factor map is calculated using equation 3.7 and is 
displayed here. 
(4) SNR value: This is a representative SNR value, which is calculated from the selected 
regions of the signal and noise using equation 3.11 (more detail in section 3.7.2).  
(5) Artefact Power: This provides the square difference error between the reconstructed 
image and the reference image. Equation 3.12 is used to calculate the artefact power 
(more detail in section 3.7.2). 
(6) Mean g-Factor: The average value of the g-Factor is given. This provides an estimate 
about the mean noise amplification during the process of SENSE reconstruction. 
(7) Standard Deviation of g-Factor: Since g-Factor is a pixel-by-pixel information about 
the noise amplification throughout the image. Here an estimate of the spread of the g-
Factor values is provided.  
(8) Median g-Factor: This provides the median value of the g-Factor map. 
3.7.2 Evaluation of Reconstruction 
The quality of the reconstructed images is evaluated by using Signal-to-Noise (SNR) ratio 
and Artefact Power (AP). 
(a) Signal-to-Noise Ratio (SNR): The user is asked to select a region of interest for the 
signal (ROS) and a region of interest for the noise (RON) (normally the background) on 
the reconstructed image. The SNR is calculated using the following formula [26, 27]: 
                                                                                   
(b) Artefact Power (AP): AP is a measure of accuracy and the concept has been derived 
from ‘Square Difference Error’. Parallel MRI image reconstruction may introduce some 
artefacts in the resulting image. Artefact Power computes the difference between the 
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reconstructed image and a reference image (The reference image may be a sum-of-
squares image or a body coil image).  This difference between the reconstructed image 
and the reference image is calculated using the following expression [26]:  
                          
  
The above equation shows that if Ireference=Ireconstructed the AP will be zero, which means that 
there is no artefact in the reconstructed image. Similarly, the AP will be a higher value 
(closer to one) if the reconstructed image is significantly different from the reference 
image [5].  
3.8 Results  
To demonstrate the accuracy of this generalized implementation of SENSE, the algorithm 
is applied on simulated data as well as on experimental data sets. The experimental data is 
acquired using a 1.5 Tesla MR750 GE MRI scanner at St. Mary’s Hospital London using 
an eight channel head coil and a Gradient Echo sequence with the following parameters: 
TE=10m sec, TR=500m sec, FOV= 20cm, Bandwidth=31.25 KHz, Slice Thickness= 
3mm, Flip Angle= 90
o
, Data Matrix Size= 256x256. The phantom used for the imaging 
experiments consists of different resolution objects (Figure 3.5). 
For both datasets, firstly the full k-space data is acquired and the iFFT of the acquired 
data provides fully sampled images as shown in Figure 3.6. The ‘sum-of-squares’ 
reconstruction of these fully sampled images is used as a reference image. To simulate the 
under-sampled data, a fully sampled k-space data is acquired and then a specified number 
of k-space lines in the fully sampled data are skipped  e.g. for an acceleration factor of 
two, one out of every two k-space lines is removed, for an acceleration factor of 3, two 
out of every three k-space lines are removed etc. The inverse Fourier transform of this 
under-sampled data produces aliased images (Figure3.7). Of course, in real parallel 
imaging, some of the k-space lines are skipped during data acquisition but these 
experiments simulate the acquisition of parallel imaging data.  
To estimate the coil sensitivity profiles, the central lines of k-space of the fully sampled 
data are truncated using cosine taper window [22]. This produces low resolution images 
of the object being imaged and then all the steps shown in Figure 3.1 are applied to 
estimate the coil sensitivity profiles. The different stages of the coil sensitivity estimation 
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process are shown in Figure 3.8. Figure 3.9 shows the coil sensitivity estimates of all the 
eight receiver coils used in these experiments.
 
 
Figure 3.3:  The flow chart of the algorithm developed for Generalised implementation of 
SENSE using Matlab.
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Figure 3.4: The GUI interface for Parallel MRI reconstruction. 
 
 
                                   
 
Figure 3.5: The resolution phantom used in the imaging experiments. 
Standard SENSE (non-regularized) reconstruction is performed using the graphical 
interface shown in Figure 3.4.  The reconstruction is performed for different acceleration 
factors. Figure 3.10 shows the reconstructed image for different acceleration factors and 
the corresponding g-Factor maps. Table 3.1 provides the artefact power (AP) and SNR 
values for different acceleration factors. Figure 3.11 shows the relationship between the 
acceleration factor and artefact power, acceleration factor and g-Factor.  
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Figure 3.6: Full field-of-view images acquired by an eight channel head array coil 
showing spatial localization of the signals. 
          
          
Figure 3.7: Aliased images (acceleration factor 2) obtained by skipping phase encode 
steps. 
3.9 Discussion 
The results show that the standard SENSE reconstruction provides good reconstruction 
results with minimum artefacts for the acceleration factors of 2 and 3 in these 
experiments but the artefact power and the g-Factor show a sharp increase after 
acceleration factor of 4 as shown in Figure 3.11 [95]. One possible explanation for this is 
that the receiver coils used for data acquisition in Parallel MRI should have independent 
and distinct sensitivity profiles in the direction of phase encoding to have good 
reconstruction results. It is likely that each coil element in the eight channel receiver coil 
array used in these experiments does not have a distinct sensitivity profile in the phase 
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                       a                               b                             c                              d  
          
                       e                               f                              g 
Figure 3.8: Steps to estimate the coil sensitivity profiles: (a) Low resolution full FOV 
image from one coil, (b) Sum-of-square image produced from full FOV images of all the 
coils, (c) image obtained after dividing the image ‘a’ by image ‘b’, (d) mask showing the 
area of the actual signal, (e) image obtained after applying 2
nd
 order polynomial fitting 
on the non-background data in the image ‘a’, (f) image ‘a’ added with the image ‘e’ for 
better estimation of the coil sensitivity, (g) the coil sensitivity map for coil 1 obtained 
after applying Gaussian smoothing on image ‘f’ .  
 
          
          
Figure 3.9: Coil sensitivity maps for all the eight coil elements in the head array coil, 
each coil shows a localized sensitivity. 
encoding direction. Although the theoretical limit for the maximum achievable 
acceleration factor is stated to be equal to the number of coils in a receive coil system [4] 
(‘eight’ in this case) but this is valid only if each coil has a distinct sensitivity profile in 
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the phase encode direction. If this condition is not fulfilled then the higher acceleration 
factors will not produce good quality reconstruction results e.g. in this case the 
acceleration factors greater than 4 do not provide good results.  
The shape of the coil array also plays an important role in defining the performance of a 
receive coil system. A circular array (as used in these experiments) has sensitivity 
variations not only in the phase encoding direction but also along the other axis. This 
gives rise to a more complex sensitivity profile of the coil system than a Linear Array 
(where the maximum sensitivity change is only in one direction). This two dimensional 
change in the sensitivity profiles for the circular array may add some inconsistency to the 
Parallel MRI reconstruction process because it becomes more challenging to have an 
accurate estimation of the coil sensitivity variation in both the directions [5].  
 
                                       
                                                                       a 
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Figure 3.10: (a) Reference Image, (b) Reconstructed Image for AF=2, (c) g-Factor map 
for AF=2, (d) Reconstructed Image for AF=3, (e) g-Factor map for AF=3, (f) 
Reconstructed Image for AF=4,  (g) g-Factor map for AF=4, (h) Reconstructed Image 
for AF=5, (i) g-Factor map for AF=5. As the Acceleration Factor (AF) gets higher, the g-
Factor values get higher showing greater noise amplification in the reconstructed image.  
 
 
 
AF        Reconstructed Image g-Factor map 
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The results validate the accuracy of the generalized SENSE reconstruction algorithm 
developed in this chapter. The reconstruction results can be improved by a better design 
of the receiver coil array and by using regularized reconstruction, which is a topic of the 
next chapter.       
3.10 Conclusions 
An algorithm for generalized implementation of SENSE is presented. The 
implementation has a user friendly interactive graphical user interface where the user can 
flexibly choose various parameters for SENSE reconstruction. The interface also shows 
the reconstructed image along with the g-Factor map, SNR and artefact power to assess 
the quality of reconstruction.  
An eight channel head array coil is used to acquire images on a 1.5T MRI scanner. The 
results show a significant degradation in the quality of reconstructed images for higher 
acceleration factors (AF > 4). This is because a lesser amount of data is acquired during 
the accelerated acquisition. As a result very little information is available in the k-space 
for a good image reconstruction at higher acceleration factors. This lack of k-space data 
for higher acceleration factors can be complemented by better receiver coil design and by 
using some prior information about the image (regularization). The forthcoming chapter 
discusses this in more detail.       
 
Acceleration Factor 
(AF) 
Artefact Power  
(AP) 
g-Factor (mean value) 
2 0.000359 1.56 
3 0.0051 7.9 
4 0.032 33.2 
5 0.4 484 
6 0.77 2014 
 
Table 3.1: The table shows Artefact Power and the mean g-Factor for different 
acceleration factors. 
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                                       a                                                                      b                      
Figure 3.11: (a) Artefact Power for different acceleration factors and (b) mean g-Factor 
for different acceleration factors. 
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Chapter 4 
Extending the Limits of Acceleration in 
Parallel MRI 
4.1 Introduction 
Noise amplification puts a fundamental limit on the acceleration that can be achieved in 
Parallel MRI [104] as discussed in the previous chapter. A major reason for the increased 
noise amplification at higher acceleration factors is the ill-conditioning of the encoding 
matrix. Higher acceleration factors can be achieved by minimizing the effect of this ill-
conditioning during the image reconstruction process in Parallel MRI. There are three 
ways to achieve this: 
 Optimizing Coil Geometry 
 Optimizing Sampling Trajectory 
 Constrained Reconstruction  
 These are described below in detail. 
4.1.1 Optimizing Coil Geometry  
Parallel MRI techniques rely on the locations of the receiver coils to provide spatially 
varying sensitivity so that some of the phase encoding steps can be skipped during the 
data acquisition process. An optimal design of the receiver coil system ensures that the 
coil array can perform the unfolding process (e.g. SENSE reconstruction) from the 
aliased images with minimum artefacts. An optimally designed receiver coil system 
provides better signal-to-noise ratio (SNR) and minimum noise amplification. The g-
Factor map provides a useful criterion to assess the noise amplification in Parallel MRI 
from a given coil system. One key design consideration for any MR receiver coil is to 
have minimum g-Factor (ideally 1) to minimize the noise amplification in the image 
reconstruction process.  
A successful implementation of Parallel MRI also depends upon the distance of the object 
being imaged from the receiver coils. This is because the distance between a coil and the 
object significantly affects the sensitivity profile of the receiver coil.  Therefore, a 
specially designed receiver coil system for a particular anatomy (e.g. head, limb etc) can 
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help to achieve higher accelerations thus increasing the efficiency of Parallel MRI [28, 
29,80-81,89].  
There is an increasing trend to use a greater number of independent coil elements 
(optimally arranged) to achieve higher acceleration factors in Parallel MRI. If the coil 
elements are arranged so that their sensitivities vary only in a particular direction then 
acceleration can be achieved only in that direction. A phased array system with a large 
number of independent receiver coil elements, all distributed uniformly around the patient 
can provide a flexible choice of the image orientation, phase encoding direction and 
acceleration factor [29,93]. This ensures the coil sensitivity variation in more directions, 
which results in greater degrees of freedom while imaging in Parallel MRI. The MR 
receiver coil design process is discussed in more detail in chapter 5.    
4.1.2 Optimizing Sampling Trajectory 
The k-space is a raw data matrix filled during the MR data acquisition. A pulse sequence 
defines the sampling pattern to fill the k-space. There are many pulse sequences available 
and each pulse sequence has its own characteristics e.g. Echo Planar Imaging (EPI) 
sequence is less time consuming but produces more artefacts, Spiral sampling technique 
uses the gradient system of an MRI scanner more efficiently but produces incoherent 
artefacts etc. An optimal design of the sampling trajectory can significantly improve the 
reconstruction results especially at higher acceleration factors with minimum noise 
amplification [8].    
4.1.3 Constrained Reconstruction 
During the MRI data acquisition, there is always a finite set of measurements (k-space 
data) irrespective of the acquisition time. In MR imaging, the objective is to estimate a 
continuous space function (MR image) by using a finite length vector (k-space). This 
necessitates the use of some constraints to have more realistic reconstruction results. The 
constraints may be based on any prior information which may be available regarding the 
target image [87]. For example, if it is known that certain pixels are part of the 
background, the equations related to these pixels can be removed from the solution space. 
This decreases the number of unknowns and therefore greater acceleration factors can be 
achieved. Similarly, if the intensities of some parts of the solution image are already 
known (may be available from a low resolution prior image), the equations related to 
those locations may be skipped. This also reduces the degrees of the freedom of the 
system of equations required to get the solution image, helping towards higher 
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acceleration factors. In this way, constrained reconstruction helps in choosing one 
solution image from many possible solutions available, the one which fulfils certain 
criteria as defined by the constraints. The combination of different constraints is also 
possible [30]. ‘Regularization’ is a special type of constrained reconstruction where a 
solution image is found by using some prior image.        
4.2 Regularization 
Among all the three approaches described in section 4.1 to achieve higher acceleration 
factors in Parallel MRI, Constrained Reconstruction is the only method which does not 
require any hardware modification in the MRI system or changes in the data acquisition 
methods [6]. In this thesis I will mainly focus on a special case of Constrained 
Reconstruction i.e. Regularization. 
In Regularization, the solution to a modified system of equations is computed to ensure 
that the solution has some additional desired properties as described by the prior image 
[1]. The solution obtained in this way may be quite different than that obtained without 
regularization even in the absence of noise. The prior information used in the 
regularization may be image specific e.g. a low resolution or a time averaged image 
(Tikhonov Regularization [7]) or a gradient image having only the edge information 
(Total Variation Regularization [33]). The theoretical model of the regularization for 
SENSE equation I=CM (section 3.2) can be described mathematically as: 
                                                                      
where I represents the aliased images obtained during the accelerated data acquisition, C 
is the encoding matrix, and M is the solution image, λ is the regularization parameter, 
2
...  denotes the L2 norm and x denotes the x norm (Appendix A). In equation 4.1, the 
first term is the data fidelity term and the second term is the penalty term, where norm x 
depends upon the constraint assumption being made e.g. if the prior knowledge about the 
problem states that it is contaminated by Gaussian (white) noise then the L2 norm will be 
a good choice to have an optimized reconstruction [34]. In Tikhonov Regularization [32] 
(a special type of regularization) the constraint is provided by a low resolution prior 
image.    
 
 
 39 
 
4.2.1 Tikhonov Regularization 
Tikhonov Regularization [35] provides a framework to stabilize the solution of a system 
of ill-conditioned linear equations [31] using a low-resolution image as prior information. 
The solution of SENSE reconstruction in the framework of Tikhonov regularization can 
be given as: 
 
 
Here I represents the aliased image, C is the encoding matrix, M is the solution image, Mr 
is a low resolution image used as a prior information, λ is the regularization parameter, 
2
...  denotes the L2 norm and A is a transformation function which is identity matrix in 
this thesis.  
In equation 4.2, the first difference term (CM - I) defines the ‘model error’ and represents 
the deviation of the observed aliased image from the model observation. The model 
observation is a folded version of the solution image as represented by ‘CM’. The second 
difference term (M - Mr) defines the ‘prior error’ and describes the deviation of the 
solution image (M) from the prior knowledge [6]. The regularization parameter λ 
determines the relative weights with which these two estimates of errors combine to form 
a cost function [7]. 
The aim in equation 4.2 is to find a solution image Mreg, which would minimize both of 
these error terms (i.e. Prior error and Model error) thus minimizing the cost function. As 
an extreme example, if λ is zero then equation 4.2 attempts to minimize only the model 
error. This is equivalent to solving the original SENSE equation ‘I=CM’, without 
considering any additional constraint (i.e. conventional SENSE reconstruction). On the 
other hand, when λ is large, the solution will be more biased towards the prior image Mr. 
A good estimate of the regularization parameter (λ) plays an important role in finding a 
good regularized solution image Mreg. 
Tikhonov regularization has been widely investigated primarily because of the existence 
of a closed form solution for equation 4.2, which can be given as [36]:  
 
                             
Here Ψ is the noise correlation matrix and A represents a linear transformation, which is 
an identity matrix in this thesis. 
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4.2.2 Regularization Parameter 
The regularization parameter λ rationalizes the trade-off between the prior error and the 
model error. An appropriate choice of the regularization parameter provides a reasonable 
compromise between the two error terms [6] thus helping to achieve better reconstruction 
results. It can be set heuristically as a constant for the entire image or it can be selected 
automatically in a spatially dependant fashion using the L-curve method [7] which has 
been implemented here as described below. 
The L-curve method [7] estimates the regularization parameter by plotting the model 
error against the prior error for a range of potential λ values (Figure 4.1). The search 
range for the regularization parameter is restricted between the largest and the smallest 
singular values of the encoding matrix which are obtained by the singular-value-
decomposition [Appendix B] of the encoding matrix. A 200 sample geometric sequence 
is defined in between these limits to search for a suitable regularization parameter. The 
curvature associated with each sample is computed and the maximum curvature (at the 
elbow of the curve) within the range defines the optimum regularization parameter [7,31]. 
More discussion about the regularization parameter follows in section 4.4 of this chapter. 
 
            
Figure 4.1: A plot of Model error vs. Prior error for a range of λ values. The corner of 
the L-curve shows a good trade-off between the two error terms. 
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4.3 Wavelet De-noising of the Sensitivity Map,      
an alternative to Regularization 
4.3.1 Introduction 
In Parallel MRI, the scan time is reduced by decreasing the number of k-space lines in the 
data acquisition process but the acquired data still contains some noise in it. This noise 
originates because of the losses (equivalent to Johnson noise) in the receiver electronics 
and the sample itself. In a Parallel MRI image reconstruction algorithm (e.g. SENSE) the 
aliased images are unfolded using the receiver coil sensitivity maps to obtain a fully 
sampled image. The sensitivity maps may amplify the noise during this image 
reconstruction process because of the ill-conditioning of the encoding matrix [13]. This 
noise amplification is quantified by the g-Factor as described in detail in Chapter 3.6. It is 
important to note that the g-Factor noise originates in the aliased input data and not in the 
sensitivity maps itself; however, the sensitivity maps amplify this noise [6]. Therefore, if 
no noise is present in the acquired aliased data (a situation achievable only theoretically) 
then the g-Factor noise will not arise (as reflected by a g-Factor value of 1).  
Although it is hard to avoid noise during the MRI data acquisition process yet its effects 
can be minimized. This can be done by de-noising the sensitivity maps thus improving 
the condition of the encoding matrix C which reduces the noise amplification in the 
Parallel MRI image reconstruction process.  
The noise in MRI depends on the frequency range of the acquisition (Bandwidth) [40]. 
Applying a low pass filter on the coil sensitivity maps would reduce noise but may 
introduce unwanted blurring in the sensitivity maps which may cause artefacts in the 
reconstructed image. This is because the high frequency components comprise the noise 
as well as the actual signals. So, a very important aspect of the de-noising operation 
should be to differentiate between the high frequency components belonging to the noise 
and the ones relating to the actual signal. Wavelets can be a very useful tool for this 
purpose [41]. 
4.3.2 Theory 
Wavelets have been shown to work effectively to reduce noise in the medical images [42, 
43]. The application of the wavelet transform on an image produces multi-resolution 
images where each resolution level represents the signals of a specific frequency band 
only [45]. Xu et al. proposed a wavelet based approach for image de-noising [40] which 
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is based on the idea that the signals and the noise behave very differently in the wavelet 
domain. Most of the signal features which contribute to higher frequencies also contribute 
to low frequencies at the same spatial locations at all the resolution levels [6] in the 
wavelet domain.  
Wavelets are used for the spatial and frequency dependant decomposition of an image. 
The edges in an image relate to the large wavelet coefficients at the corresponding spatial 
locations and tend to propagate between the scales at all the resolution levels in the 
wavelet domain. So, there is a correlation between the wavelet coefficients of the useful 
image signals (e.g. edges) at different wavelet scales, whereas the correlation between the 
wavelet coefficients relating to the noise is very weak through the wavelet scales [41]. 
This shows that the correlation between the wavelet coefficients across the scales can be 
an important tool to distinguish between the noise and the actual signals present in an 
image (sensitivity maps in this case) [6].  
Xu et al. [40] proposed the direct multiplication of the wavelet coefficients at the adjacent 
wavelet scales to distinguish between the useful wavelet coefficients (corresponding to 
the edges) and the wavelet coefficients related to the noise. The wavelet coefficients 
pertaining to the actual signal will show a greater value (than original value) in the 
product while the wavelet coefficients related to the noise will show a smaller value in the 
product. Once a distinction is made, the wavelet coefficients representing the noise are 
removed and the inverse wavelet transform of the rest of the coefficients provides a better 
quality coil sensitivity maps. In practice, it is sufficient to implement this coefficient 
multiplication process at only two adjacent scales [44].  
I introduce the use of the wavelets to de-noise the coil sensitivity maps by using this 
technique. This will improve the condition of the sensitivity maps and so the encoding 
matrices, resulting in less noise amplification during Parallel MRI reconstruction.    
This noise filtration and edge extraction technique can be thought as a spatially dependant 
filter. The filtering process consists of calculating the wavelet decomposition of the 
receiver coil sensitivity maps. The correlation between different resolution levels in the 
wavelet domain helps to distinguish the wavelet coefficients pertaining to the noise from 
those related to the actual signal. If the correlation value is less than a certain threshold, 
the corresponding wavelet coefficient is assigned a zero value else it is left unchanged 
[41]. The ‘inverse wavelet transform’ of the thresholded wavelet coefficients produces a 
de-noised sensitivity map. This method is simple and can be used to improve the 
condition of the sensitivity maps without the introduction of artefacts [6]. The Haar 
wavelet basis function is used for the wavelet decomposition in this thesis because it is 
 43 
 
computationally efficient. The choice of threshold is also important in this wavelet de-
noising process because the loss of significant coefficients (representing the actual signal) 
during the de-noising process will introduce an error in the sensitivity maps which may 
badly affect the quality of the reconstructed image. Figure 4.2 shows the flowchart for 
this method.  
4.3.3 Materials and Methods 
The algorithm is tested using phantom data (same as chapter 3) as well as human head 
data acquired using a 1.5 Tesla GE MR750 scanner at St. Mary’s Hospital, London, with 
an eight channel head coil and a Gradient Echo sequence with the following parameters: 
TE=10ms, TR=500ms, FOV=20 cm, bandwidth= 31.25 KHz, slice thickness=3mm, flip 
angle =50
o
, matrix size=256x256.   
For both the data sets, a fully sampled k-space is acquired. A reference image for each 
data set is obtained by the sum-of-squares reconstruction of this fully sampled k-space 
data. To simulate the Parallel MRI, a specific number of k-space lines are discarded in the 
fully sampled k-space depending upon the acceleration factor (AF) e.g. for an AF of two, 
one out of every two k-space lines is removed, for an AF of three, two out of every three 
k-space lines are skipped. The inverse Fourier transform (iFFT) of the sub-sampled k-
space data produces the aliased images.  
To acquire the coil sensitivity maps, the central lines of the k-space of the fully sampled 
data are truncated using the cosine taper window [11]. This provides the low resolution 
images from all the receiver coils and then the application of all the steps as described in 
Chapter 3 (section 3.3.3) produces the receiver coil sensitivity estimates.  The GUI tool 
for Parallel MRI reconstruction described in Chapter 3 is used to perform the 
reconstructions here. 
4.3.4 Results  
The reconstruction from the under-sampled data is performed using the following three 
methods: (1) Standard SENSE, (2) Standard SENSE using wavelet de-noised sensitivity 
maps (proposed method), (3) Tikhonov regularized reconstruction (using L-curve method 
[7]). Figure 4.3 shows the low resolution images of the human brain. The data is obtained 
using an eight element head coil. These images show that each coil acquires more signals 
from its proximal region. Figure 4.4 shows the aliased images for acceleration factor 2 
(AF=2), which are obtained by discarding every other line in the fully sampled k-space.  
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An accurate estimation of the sensitivity maps is instrumental in having good 
reconstruction results in many Parallel MRI algorithms (e.g. SENSE). The application of 
the wavelet de-noising on the sensitivity maps is expected to minimize the noise 
amplification in Parallel MRI image reconstruction. Figure 4.5 compares a coil sensitivity 
estimate before and after the application of the wavelet de-noising for one coil element. 
Figure 4.6 shows the coil sensitivity maps of all the eight receiver coils after the wavelet 
de-noising, as used in these experiments. Figure 4.7 shows the reconstruction results 
using the proposed method, Standard SENSE reconstruction and the Tikhonov 
regularized reconstruction for AF=3. Figure 4.8 shows the corresponding g-factor maps. 
The g-Factor map provides a pixel-by-pixel representation of the noise amplification in 
the reconstruction.  The mean value of the g-factor is used to compare the image 
reconstruction quality of each of the three methods. Table 4.1 provides a summary of the 
g-Factor values for different acceleration factors. Figure 4.9 shows the relationship 
between the acceleration factors and the noise amplification (g-factor) for all the three 
reconstruction algorithms.     
                                  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2: Flow Chart showing the proposed algorithm to de-noise the coil sensitivity 
maps using the Wavelet Transform. 
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4.3.5 Discussion 
The results in Table 4.1 indicate that the mean g-factor values show a significant increase 
with an increasing acceleration factor for the Standard SENSE reconstruction e.g. the 
mean g-factor value for an acceleration factor of two is 3.48 in the Standard SENSE 
reconstruction but it increases to 10.40 for an acceleration factor of 4 in these 
experiments. The mean g-Factor values are comparatively lower in the Tikhonov 
regularized (L-curve method) reconstruction e.g. a mean g-Factor value of 1 for an 
acceleration factor of two and only 3.55 for the acceleration factor of 4. The wavelet de-
noised SENSE algorithm (the proposed method) provides the reconstruction with a 
modest noise amplification for the acceleration factors of two and three (mean g-factor of 
1.19 for AF=2 and 3.62 for AF=3) but fails to provide any good results for acceleration 
factors beyond three as shown by the mean g-factor of 13.68 for the acceleration factor 4. 
The results show that the wavelet de-noising of the sensitivity maps before using them in 
the SENSE algorithm helps to reduce the noise amplification for lower acceleration 
factors e.g. 2 and 3 in these experiments. However, this method does not provide good 
reconstruction results for higher acceleration factors (AF > 4). The possible reason for 
this may be a greater under-sampling at higher accelerations which means that sufficient 
amount of data is not available in the aliased data to have good reconstruction results.  
The coil sensitivity maps provide only the weights with which the aliased signals are to 
be redistributed at their correct pixel locations in the reconstructed image. The de-noising 
of the sensitivity maps cannot complement the requirement for sufficient measurements 
during the data acquisition to have good reconstruction results. Therefore, the non 
availability of an optimal amount of the measured data (in the aliased images) as a result 
of the accelerated acquisition at higher acceleration factors leads towards a greater 
amplification of noise in the reconstructed image [6]. 
The Tikhonov Regularization provides comparable results to the other two methods for 
lower acceleration factors (2 and 3 in this case). It also provides good reconstruction 
results at higher acceleration factors when the other two methods fail to perform better. 
This is because of the additional prior information used by Tikhonov Regularization in 
the form of a low resolution prior image. This prior knowledge about the solution image 
helps in achieving good reconstruction results even at higher acceleration factors.  
The disadvantage for the L-curve Tikhonov Regularization is its computational 
complexity. The long computation time here is because of the requirement to calculate a 
suitable regularization parameter using the L-curve method for each pixel location in the 
 46 
 
aliased image [7]. For a 128 x 256 image with an acceleration factor of two, it takes 
approximately 150 seconds for the Tikhonov regularized reconstruction on a 2.6 GHz 
dual core system as compared to only 15s for the proposed method [6]. Another limitation 
of Tikhonov regularization is that a low-resolution image is used as prior information 
which may introduce a bias in the reconstructed image and may result in the image 
blurring or residual aliasing artefacts especially at higher acceleration factors [6]. 
 
 
Figure 4.3: Low resolution images of human head  from eight individual coil elements 
(present in a head coil) showing different coil sensitivities. 
 
 
 
Figure 4.4: Aliased images of human head (AF 2) obtained by skipping k-space lines.  
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                                        a                                                                  b                          
Figure 4.5: Sensitivity map for Coil 1 (a) before wavelet de-noising and (b) after wavelet 
de-noising. 
 
 
Figure 4.6: Coil sensitivity maps for all the eight coil elements in the head coil after 
polynomial fitting and wavelet de-noising. 
In these experiments, the wavelet de-noising of the coil sensitivity maps works quite 
efficiently for lower acceleration factors producing results comparable to Tikhonov 
regularization at a much less computational cost. For higher acceleration factors, 
Tikhonov regularization is a good choice because in that case the disadvantage of the 
computational complexity is offset by a considerable improvement in the gain in quality. 
Tikhonov regularization works well at higher acceleration factors because the lack of 
acquired data (in aliased images) is subsidized by the prior information available.  
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                                         a                                                                           b 
 
 
                                            
                                                                           
 
 
 
 
 
 
 
                                                                    c 
Figure 4.7: Human head image reconstruction from aliased data (AF 3). (a) Standard 
SENSE, Mean g-Factor=5.60,  (b) Tikhonov regualrized reconstruction using L-curve 
method, Mean g-Factor=3.62 , (c) Standard SENSE with wavelet de-noised sensitivity 
maps, Mean g-Factor=1.82 
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                               a                                                                     b         
  
       
                                     c 
Figure 4.8: The g-Factor maps (AF=3): (a) Standard SENSE reconstruction, (b) 
standard SENSE with wavelet de-noised sensitivity maps, (c) Tikhonov regularized 
reconstruction using L-curve method. 
4.3.6 Conclusion  
The use of the wavelet de-noised coil sensitivity estimates in SENSE is proposed and is 
shown to provide better reconstruction results with better efficiency. The performance of 
the proposed algorithm is compared with the Tikhonov regularized reconstruction. The 
results suggest that for lower acceleration factors (AF less than 4 in these experiments 
where an eight element head array receiver coil is used) the wavelet de-noising of the 
receiver coil sensitivity maps provides comparable results to Tikhonov regularization at 
much less computational cost (approximately 10 times less computation time) [6], but for 
higher acceleration factors Tikhonov regularization provides a clear advantage [6]. On the 
basis of these results, it can be suggested that Tikhonov regularization may be a good 
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choice for higher acceleration factors but for lower acceleration factors, the use of the 
wavelet de-noising of the coil sensitivity maps provides promising results.  
      Standard SENSE  Wavelet De-noised      Tikhonov Reg. 
Acceleration Mean SD Median Mean SD Median Mean SD 
 
Median 
2.00 3.48 2.65 2.75 1.19 0.14 1.16 1.00 0.62 0.84 
3.00 5.60 4.31 4.36 3.62 1.44 3.28 1.82 1.03 1.57 
4.00 10.40 8.61 7.85 13.68 9.93 11.18 3.55 2.08 3.06 
 
Table 4.1: The g-Factor values in Standard SENSE, SENSE using wavelet de-noised 
sensitivity estimates and Tikhonov regularized reconstructions for different acceleration 
factors. g-Factors are analysed over the 2D head image. 
 
Acceleration     Standard SENSE Wavelet De-noised      Tikhonov Reg. 
2.00 5 15 150 
3.00 4.17 14.17 133 
4.00 3.61 13.61 100 
Table 4.2: Reconstruction times in Seconds (using Intel(R) Core™ 2 Duo, 2.66 GHz, 3.48 
GB RAM) for the 256x256 head image using all the three methods  
 
 
Figure 4.9: Noise amplification (mean g-Factor) for different acceleration factors. 
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4.4 g-Factor as Regularization Parameter 
4.4.1 Introduction 
The geometry factor (g-Factor) represents the noise amplification in the process of image 
reconstruction in Parallel MRI and it varies spatially throughout the image. The g-Factor 
term arises as a result of the coil sensitivities being too similar which ill-conditions the 
matrix inversion at the heart of Parallel MRI [37]. Tikhonov Regularization [35] uses a 
low-resolution prior image to minimize the noise amplification originating because of this 
ill-conditioning. Tiknonov Regularization endeavours to minimize the two error terms 
(Prior Error and Model Error) in equation 4.2 to have the best possible solution image, as 
described in section 4.2.1 of this chapter. The regularization parameter λ determines the 
relative weights with which the Prior Error and the Model Error terms combine, thus 
minimizing the cost function in equation 4.2.  
4.4.2 Theory 
An optimum estimate of the regularization parameter helps in achieving better results in 
the regularized SENSE reconstruction. This work introduces the use of the g-Factor itself 
as a regularization parameter instead of choosing it heuristically or through a complex 
computation (e.g. L-curve [7]) method.  
A g-Factor value of 1 indicates no noise amplification at that particular pixel location and 
higher g-Factor values indicate a greater noise amplification. It is quite logical to use the 
g-Factor as a regularization parameter [38, 39] because if the g-Factor is higher at a pixel 
location, we would like to rely more on the prior image (and would like to give a greater 
weight to the second difference term in equation 4.2). This is because, greater noise 
makes the model (the first difference term in equation 4.2) more unreliable. Similarly, if 
the g-Factor value is closer to 1 at a pixel location, meaning less noise amplification, it is 
better to depend more on the first difference term (the model error term) to have good 
reconstruction results. This is because less noise amplification (as indicated by a lower g-
Factor) reflects a greater reliability of the model. Table 4.2 shows the proposed algorithm 
where the g-Factor is used as a spatially dependant regularization parameter [37].       
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Table 4.3: Outline of the proposed g-Factor based Tikhonov regularization algorithm. 
 
 
 
 
INPUTS: 
          y- under-sampled aliased image  
          p- low resolution image showing prior information 
         a- acceleration factor 
         s- sensitivity estimates for all the receive coils 
 
OPTIONAL PARAMETERS: 
         i- ideal solution image 
 
OUTPUTS: 
        r- reconstructed image 
        g- the g-Factor map 
 
STEP 1: g- Factor is calculated for one particular pixel location in the aliased 
                 Image      
STEP 2: The absolute value of the g-Factor for that particular pixel location is 
                  used as a regularization parameter for finding the solution related to  
                  that pixel location 
STEP 3: The solution of the equation 4.3 provides the corresponding signal  
                  locations in the reconstructed image 
STEP 4: Step 1 to 3 are repeated for each pixel location in the aliased image y 
STEP5:  The solution image r  and the g-Factor map g is displayed    
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4.4.3 Materials and Methods 
The algorithm shown in Table 4.2 describes the sequence of operations in the proposed 
method. This includes the calculation of the g-Factor for a particular pixel location 
followed by solving the equation 4.3 using the absolute value of the g-Factor at that 
particular pixel location as a regularization parameter. The solution of equation 4.3 for a 
particular pixel location in the aliased image provides the corresponding signal values for 
the reconstructed image. The same process is repeated for all the pixel locations in the 
aliased data thus producing a fully sampled reconstructed image. 
The method is tested on the phantom as well as human head images obtained by 1.5Tesla 
GE MR750 scanner at St. Mary’s Hospital London with an eight channel head coil and a 
Gradient echo sequence with the following parameter:  TE=10 m sec, TR=500 m sec, 
FOV=20cm, Bandwidth=31.25KHz, Slice Thickness=3mm, Flip Angle 50
o
, Matrix 
Size=256x256.  
The reconstruction is performed using (1) Standard SENSE, (2) Tikhonov regularization 
using L-curve method [7] and (3) Tikhonov regularization using g-Factor (the proposed 
method). The quality of the reconstructed image is quantified using the artefact power 
(AP) parameter, which computes a square difference error between the reconstructed 
image and a reference image.      
4.4.4 Results  
The proposed algorithm is applied on the phantom as well as human brain data for 
different acceleration factors. The results are compared with the Standard SENSE and the 
Tikhonov L-curve reconstruction. Figure 4.10 shows the reconstruction results using all 
the three methods for the human head data with an acceleration factor 4. Table 4.3 
summarizes the artefact power and the image reconstruction times for each of the three 
algorithms for different acceleration factors. A graph of the artefact powers for different 
acceleration factors is shown in Figure 4.11 where the artefact power (AP) for Standard 
SENSE has been taken as a reference. The graph shows the relative increment or 
decrement in the AP for the other two algorithms.  
4.4.5 Discussion 
The reconstruction results for the human head data show that the proposed method 
performs better than the L-curve method in choosing the regularization parameter e.g. the 
reconstruction for AF=4 (Figure 4.10) shows an artefact power of 0.0097 for the 
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proposed algorithm (Figure 4.10c) as compared to 0.012 for the Standard SENSE method 
(Figure 4.10a) and 0.0113 for Tikhonov L-curve regularization (Figure 4.10b). So, the 
quality of reconstruction with the proposed method is better compared to the other two 
methods.  
 
                                     a                                                                       b 
 
 
                                     c                                                                       d  
 
Figure 4.10: Human Brain Image reconstruction, Acceleration factor 4 with 1.5 Tesla 
scanner, (a) standard SENSE reconstruction provides artefact power (AP) = 0.012, (b) 
Tikhonov L-curve regularization provides artefact power (AP)=0.0113, (c) Tikhonov g-
Factor regularization (proposed method) provides artefact power (AP)= 0.0097. The 
reconstructed image is comparable to Tikhonov L-curve but at much less computational 
cost, (d) Reference image. 
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Table 4.3 summarizes the Artefact Power (AP) and the reconstruction time for all the 
three methods (Standard SENSE, Tikhonov Regularization using L-curve method and 
Tikhonov Regularization using g-Factor). The results indicate that the proposed method 
does not show a significant gain in the reconstruction quality for the lower acceleration 
factors as shown by (which is slightly greater than the AP for the Standard SENSE) for an 
acceleration factor 3. This is because the data has been collected using an eight-channel 
head array in these experiments and the AF of 3 does not lose a huge amount of data as 
compared to the higher acceleration factors. Therefore, even Standard SENSE provides a 
good reconstruction at lower acceleration factors and the regularization is not necessarily 
required. For higher acceleration factors, a significant amount of data has been lost during 
the data acquisition and the use of regularization improves the quality of reconstruction. 
This is shown by smaller artefact powers when the proposed method is used for 
acceleration factor of 4 and 5 in these experiments.  
Figure 4.11 provides a graphical comparison of the relative improvement in the 
reconstruction quality using the proposed method and the L-curve method by taking 
Standard SENSE as a reference. The results indicate that as the acceleration factor gets 
higher, the proposed method produces lesser artefacts as compared to the L-curve 
method. For example for an acceleration factor of 5, the proposed method shows more 
than 60% relative decrease in the artefact power (better reconstruction results)  while the 
L-curve method could show only 20% relative improvement in the reconstruction quality 
at this acceleration. 
These results show that the g-Factor based Tikhonov regularization produces better 
reconstruction results as compared to the L-curve Tikhonov regularization at much less 
computational cost. The gain in the quality of reconstruction using the g-Factor as 
regularization parameter is significant at almost no extra computational cost unlike 
Tikhonov Regularization e.g. the reconstruction time with the g-Factor regularization is 
only 3.85 seconds as compared to 100 sec for the Tikhonov L-curve method for AF=4 
using Intel(R) Core™ 2 Duo, 2.66 GHz, 3.48 GB RAM (Table 4.4).   
4.4.6 Conclusion 
A method based on using the g-factor as a regularization parameter in the Tikhonov 
regularized reconstruction is proposed. The results show a considerable improvement in 
the quality of the reconstructed images than the contemporary methods at higher 
acceleration factors. It has been shown that the g-Factor map effectively acts as a spatially 
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adaptive regularization parameter providing good quality reconstruction results at a less 
computational cost.  
 
Method AF=3 AF=4 AF=5 
Standard SENSE(No Regularization)  0.0017 0.012 0.498 
Tikhonov Regularization(L_curve Method)  0.0016 0.0113 0.39 
Tikhonov Regularization(g-factor as Regularization 
Parameter)  
0.0018 0.0097 0.2028 
                                          
Table 4.4: Artefact power (AP) for the head image reconstructed by all the three 
methods. 
 
Method AF=3 AF=4 AF=5 
Standard SENSE(No Regularization)  4.17 3.61 3.1 
Tikhonov Regularization(L_curve Method)  133 100 80 
Tikhonov Regularization(g-factor as Regularization 
Parameter)  
4.57 3.85 3.4 
 
Table 4.5:  Reconstruction times in seconds (using Intel(R) Core™ 2 Duo, 2.66 GHz, 
3.48 GB RAM) for the 256x256 head image using all the three methods.  
 
 
 
 
                   
Figure 4.11: Improvement in Reconstruction Quality by L-curve regularization and g-
Factor regularization as compared to Standard SENSE reconstruction [37]. 
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Figure 4.12: Image reconstruction time using both the methods (L-curve regularization 
and g-Factor regularization). 
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Chapter 5 
Phased Array Coil for Intravascular MRI 
5.1 Introduction 
Magnetic Resonance Imaging (MRI) is a very flexible imaging modality with many 
control parameters and provides high soft tissue contrast. This ability of MRI to obtain 
high resolution images can be utilized in intravascular imaging. The use of MRI in 
intravascular imaging for the identification of vascular diseases e.g. atherosclerosis may 
provide significant information towards the treatment. An intravascular MR receiver coil 
provides a high signal-to-noise ratio (SNR) because of the proximity to the anatomy of 
interest. It also provides visual tracking of the catheter in real time without using any 
other imaging technique (e.g. fluoroscopy) thus increasing the accuracy of the diagnosis 
[54-56]. 
The feasibility of the catheter-based MRI was first shown by Kantor in 1984 [46] and 
since then many research groups have developed intravascular MRI coils [47-52]. 
However, respiratory and cardiovascular motion may badly affect the SNR and quality of 
the image in catheter based imaging [53]. The reduction in MR scan time offered by 
parallel imaging may help in minimizing these motion artefacts. 
Parallel MRI provides a framework to reduce the data acquisition time but it requires 
multiple coils for the data acquisition followed by a complex computation algorithm (e.g. 
SENSE, GRAPPA). The spatial information inherent in each coil element is used to 
reconstruct the final image, as described in the previous chapters. This chapter presents a 
novel design of a catheter based MR receiver coil system for intravascular imaging, 
which is capable of implementing Parallel MRI. 
5.2 Theory 
The main function of an MRI receiver coil is to maximize the signal detection while 
minimizing the noise. An MRI receiver coil consists of a conductor, which is tuned and 
matched to receive the signals of only a particular frequency range. The circuit theory 
governing the construction of this RF receiver coil is described below.  
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5.2.1 LC Circuits  
An LC circuit consists of an inductor of inductance L and a capacitor of capacitance C. 
Resonance is achieved when the reactance of the capacitor (XC) becomes equal to the 
reactance of the inductor (XL). At the resonance frequency both the reactance values 
cancel each other providing a maximum output. This can be stated mathematically as: 
                                                                                                                                             
                                                           
                                                                                              
                                                                                         
                                                 
Where: L – Inductance (Henries, H) 
            C – Capacitance (Farads, F) 
            F – Frequency (Hertz, Hz) 
            ω – Angular Frequency (radian / sec)    
An LC circuit can be designed to receive the signals of only a particular frequency (i.e. 
resonant frequency) and this resonance condition can be achieved in the following two 
ways: 
Series LC circuit 
An inductor and a capacitor are placed in series (Figure 5.1a). The inductive reactance 
(XL) increases with an increase in frequency but the capacitive reactance (XC) decreases 
with an increasing frequency. At the resonant frequency both of these reactance values 
become equal in magnitude but opposite in direction, thus cancelling each other. The total 
impedance (Z) of the circuit is given by the sum of the two impedances which becomes 
zero at the resonant frequency. When this resonant circuit is connected to a load, it acts as 
a Band-Pass filter with zero impedance at the resonance frequency [57].      
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Figure 5.1:  A series LC circuit.   
Parallel LC circuit 
Here an inductor and a capacitor are connected in parallel to each other as shown in 
Figure 5.2a.  At the resonance frequency, the capacitive reactance becomes equal to the 
inductive reactance with the current through each branch equal and opposite. Hence both 
the currents cancel each other providing a minimum total current. Since the total current 
is minimum in this case, the total impedance of the circuit is maximum at resonance. If 
this circuit is connected to a load, it will act as a Band-Stop filter with an infinite 
impedance at the resonant frequency [57].  
 
                                      
                                                                                                                                               
 
 
Figure 5.2:  Parallel LC circuit 
5.2.2 Tuning and Matching 
An MR signal is composed of different frequency components but the receiver coil needs 
to receive the signals of only a particular frequency (Larmor frequency [8]). The concept 
of LC circuit can be used to tune an MR receiver coil (which is mainly an inductor of 
inductance L). A tuning capacitor can be used to tune the receiver coil so that it optimally 
receives the signals of only the desired (Larmor) frequency. Once the Tuning has been 
performed, the next step is Matching. 
The received RF signal is usually transmitted to the MRI scanner using a transmission 
line e.g. coaxial cable. The transmission line has a characteristic impedance of typically 
50Ω. For an efficient power transfer, the receiver coil circuit must have an input (and 
C
L
Input
C LInput
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output) impedance of 50Ω. This can be done by using a matching capacitor (and this 
configuration is known as L-section matching). The matching process ensures that the 
impedance of the receiver coil becomes equal to the input impedance of the MRI scanner 
to have minimum losses during signal transmission.  
The tuning (or resonance) frequency for a 1.5T scanner is 63.865 MHz. The tuning and 
matching are essential for the maximum efficiency of an MRI receiver coil and can be 
achieved either by ‘Series Tuning and Parallel Matching’ or ‘Parallel Tuning and Series 
Matching’.  
Figure 5.3 shows the model of a system where Z1 and Z2 represent the impedance of the 
coaxial cable (connecting the receiver coil to the scanner) and the receiver coil.  
                                                              
                                                                                                                   
In the above equations R1, R2 represent the resistance and X1, X2 are the reactance values. 
Z1 and Z2 are to be matched using capacitors with the reactance values jXp and jXs (Xp and 
Xs are the reactance values of the parallel and series capacitors respectively).  
                            
 
Figure 5.3: A model of a two-port matching network where Z1 and Z2 are to be matched 
using purely reactive components (i.e. capacitors of reactance jXp and jXs ). 
Series Tuning and Parallel Matching 
The tuning is performed using a capacitor in series (Cs) with the receiver coil and the 
matching capacitor (Cp) is placed in parallel to the coil. This configuration is also known 
as Series Resonance. For the series resonance, the impedance Z1 in Figure 5.3 represents 
the characteristic impedance of the coaxial cable and Z2 shows the coil impedance. The 
reactance of both the capacitors Cp and Cs for series resonance (Figure 5.4) can be 
calculated using the following equations [58]:   
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Parallel Tuning and Series Matching 
In this configuration, the tuning capacitor (Cp) is placed in parallel to the receiver coil 
while the matching capacitor (Cs) is placed in series. This arrangement is also named as 
Parallel Resonance. For parallel resonance the impedance Z1 in Figure 5.3 shows the coil 
impedance and Z2 shows the characteristic impedance of the coaxial cable.  The reactance 
of both the capacitors Cp and Cs in parallel resonance (Figure 5.5) can be calculated using 
the following equations [58]:   
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Figure 5.4: The schematic diagram for Series Resonance. 
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Figure 5.5: The schematic diagram for Parallel Resonance. 
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5.2.3 Reflection Coefficient and Return Loss 
Reflection Coefficient is an important measure of the transfer efficiency of a signal. 
When a signal travels through a medium, some of it is reflected at a discontinuity 
(impedance mismatch) [59]. The reflection coefficient (Г) is defined by the ratio of the 
amplitude of the reflected wave (vr) to the amplitude of the incident wave (vi). 
                                                 
The reflection coefficient arises because of an impedance mismatch between the source 
and the load. The impedance mismatch must be reduced to maximize the efficiency of a 
transmission system. The tuning and matching process, as described in the previous 
section, helps to minimize Г. The reflection coefficient (Г) can also be defined in terms of 
the source and load impedances [59] as given in equation 5.13, where ZL= Load 
Impedance and ZS= Source Impedance.  
                                                                                                                                                                                                               
 
Return Loss (in Telecommunications) is the loss of the signal power because of the 
reflection caused by the impedance mismatch and is measured in dB [Appendix C]: 
                                               
Here Pr is the reflected power and Pi is the incident power. Since power is proportional to 
the square of the voltage, so the above equation can be written as:  
                                           
Therefore, the return loss can be defined in terms of the reflection coefficient (Г): 
                                                  
5.2.4 Q-Factor  
The Quality Factor (Q-Factor) is a very useful parameter which describes the selectivity 
and loss behaviour of a resonance circuit. It can be used to quantify the performance of a 
receiver coil. It represents the ratio between the stored energy and the dissipated energy 
and is calculated as [8]: 
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where  is the angular frequency of the signal and R = R Source = R Load . The Q value of a 
receiver coil is the ratio between the reactance and the resistance of an inductor or a 
capacitor. The Q-Factor can be calculated by dividing the centre frequency (the tuned 
frequency of the coil) by the frequency difference at the half power points or the -3dB 
bandwidth [8] in an amplitude vs. frequency graph as shown in Figure 5.6. 
                                                 
Here ω0 is the central resonance frequency and Δω shows the -3dB bandwidth of the 
voltage curve (Figure 5.6). The Q-Factor can also be calculated using the reflection 
coefficient vs. frequency graph but in that case Δω is taken to be -6dB bandwidth. 
A receiver coil should have a reasonably high Q-Factor, typically 200 when unloaded but 
not too high to avoid circuit oscillation after the RF pulse [8]. A reasonable Q value 
ensures that the receiver coil is behaving like a band-pass filter, thus eliminating the noise 
beyond the bandwidth of interest.  
When the receiver coil is placed in close proximity to the sample (to be imaged), the Q-
factor value of the coil normally changes [8] because of a change in the mutual 
inductance between the coil and the conducting tissues in the sample. A good coil design 
approach is to optimize the Q-factor in the loaded as well as unloaded conditions. 
                     
Figure 5.6: The Amplitude vs. Frequency graph is used to calculate the Q-factor of the 
receiver coil.  
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5.2.5 Phased Array Coil Design and Decoupling 
The application of Parallel MRI requires more than one receiver coils, each with a 
spatially varying sensitivity. When two or more coils are combined into an array, 
inductive coupling between the neighbouring coils makes the sensitivities of the coils less 
independent. This reduces the ‘condition’ of the matrix inversion at the heart of Parallel 
MRI resulting in a greater noise amplification in the reconstructed image [4,91].  
The mutual inductance between the coils also introduces some parasitic inductance and 
capacitance in the coil circuit, which can disturb the tuning of the coils thus reducing their 
effectiveness. The parasitic inductance or capacitance in phased array coils can be 
minimized by ‘Decoupling’. One way to decouple the receiver coils in a phased array coil 
design is Geometric Decoupling where the neighbouring loops of the receiver coils are 
overlapped such that the mutual inductance between the coils is exactly cancelled by the 
overlapping region [4]. Another way of decoupling is to use a low-impedance amplifier 
which minimizes the current flow in the coil during the signal reception and hence 
minimizes the mutual coupling [78]. 
The decoupling also helps to achieve a high SNR in the resulting image [92]. The 
receiver arrays produce images with non-uniform SNR, contrary to the uniform field 
coils. It can be assumed that the ‘noise’ is constant throughout the image but the ‘signal’ 
is not uniform because of the varying coil sensitivity. So, SNR is said to be directly 
proportional to the coil sensitivity, which varies on a pixel-by-pixel basis [4]. A good 
design approach for the phased array coils is that the coil elements are placed close 
enough to ensure a good SNR across the whole field of view but not too close that their 
coil sensitivities would become practically indistinguishable [4]. Geometric Decoupling 
may be quite helpful in achieving distinct coil sensitivities.  
Decoupling between Transmit and Receive coils 
The receiver coil may also pick some signal during signal transmission (slice excitation) 
because of the mutual induction thus degrading the quality of the image. Any coupling 
between the transmit and receive coils may damage the receiver during the transmit phase 
and may introduce noise during the receive phase. In fact the receiver coil has to be 
properly tuned and matched and the mutual inductance between the transmit and receive 
coils may badly affect this tuning and matching of the receiver coil.  This effect is 
enhanced when the receiver coil is of a greater diameter. The transmit-receive decoupling 
helps to minimize this effect by isolating the receiver coil during the signal transmission 
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phase (using a Pin diode) [79]. Transmit-receive decoupling is not implemented in this 
thesis because of the small size of the receiver coils.         
5.3 Proposed phased array MR receiver Coil  
The proposed design of the MRI receiver coil system consists of two coil elements 
mounted on a catheter. One coil element is an inverse solenoid coil and the other one is a 
simple loop coil. The coils are mounted on top of each other to achieve geometric 
decoupling as shown in Figure 5.7. Both the coils are intrinsically decoupled because of 
the different designs and the sensitivity profiles of both the coils are different (a 
fundamental requirement for the Parallel MRI). Figure 5.8 and 5.9 show the sensitivities 
of both the coils in axial as well as coronal direction. This particular phased array system 
is designed to support Parallel MRI and can accelerate the data acquisition process in 
intravascular imaging. 
 
 
 
Figure 5.7: The schematic diagram of the proposed coil system. 
5.4 Materials 
5.4.1 The Impedance Analyser 
The Impedance Analyser is a very useful device to accurately measure different electrical 
parameters e.g. Inductance (L), Capacitance (C), Resistance (R), Impedance (Z) at a range 
of radio frequencies. Its ability to identify how an electric circuit (e.g. Tuning and 
Matching circuits) behaves at various radio frequencies makes it a valuable tool for the 
MRI receiver coil design.  
A combined network, spectrum and impedance analyser from Agilent Technologies 
Model 4395A was used. The MRI receiver coil designing requires only two of the three 
modes of the device i.e. the Impedance and the Network modes.  
To use the main device Agilent 4395A as an Impedance Analyser, an accessory (Agilent 
16092A) is mounted on the main unit as shown in Figure 5.10. The impedance analyser 
shows the Impedance vs. Frequency graph of a component or a circuit connected between 
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the spring clips of the accessory (Agilent 16092A)and can be used to ‘tune’ the attached 
circuit to a particular frequency.   
 
 
Figure 5.8: Comparison of the coil sensitivity in Axial direction (T2 weighted Fast Spin 
Echo sequence): (a) Simple Loop Coil (b) Inverse Solenoid Coil.  
 
 
Figure 5.9: Comparison of the coil sensitivity in Coronal direction (T2 weighted Fast 
Spin Echo sequence): (a) Simple Loop Coil (b) Inverse Solenoid Coil.  
 5.4.2 The Network Analyser 
The network analyser is used to investigate the properties of an electric circuit in term of 
power e.g. return loss, reflection coefficient. This helps to ‘match’ an electrical circuit to 
a particular device e.g. MR scanner input port. To be used as a network analyser, the 
main unit Agilent 4395A is connected with an s-parameter device (Agilent 87511A) as 
shown in Figure 5.11.  
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Figure 5.10: The Impedance Analyser (Agilent 4395A with mounted Accessory Agilent 
16092A).  
                               
Figure 5.11: The Network Analyser (Agilent 4395A with mounted accessory Agilent 
87511A).  
Scattering Parameter (S-parameters) 
The network analyser uses two-port scattering (S-parameters) to represent the reflection 
and transmission of a signal. S-parameters represent the signals in terms of the voltage 
waves for a reference impedance (the system impedance), which is normally 50Ω. The 
four S-parameters of a two-port network are used to represent the transfer of power as 
given below [60]: 
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S11: The signal reflected back from the input. 
S21: The signal forwarded from the input to the output. 
S12: The signal reversed from the output to the input. 
S22: The signal reflected back from the output.                                                                                                               
The proportion of a signal reflected from an input depends upon the input impedance of 
the two-port network [60]. Therefore, S11 is closely related to the input impedance of a 
port. Some special cases may be given as: 
(1) Input Impedance=0 (short circuit): Here S11=-1 (0dB) because all the signal is 
reflected and the reflected voltage wave must be anti-phase to make the voltage at the 
short circuit to be zero [60]. 
(2) Input Impedance=∞: In this case S11=+1(0dB) because all the signal power is reflected 
meaning a maximum voltage at the open circuit. 
(3) Matched Input: This means that the input impedance is equal to the system 
impedance. Here S11=0(∞dB) because no signal is reflected here and all the power goes 
into the network [60]. 
These special cases indicate that there is a clear relationship between S11 and the 
reflection coefficient (Г). The main objective of the coil design process is to achieve case 
3, which ensures the maximum power transfer with minimum reflection. In the matched 
condition (case 3) S11 (in dB) should be theoretically infinite but the literature suggests 
that a gain of approximately -20dB is considered a ‘well-matched’ case [58] (meaning 
that the reflected wave is 10% of the incident wave).  
5.5 Design Methodology 
This section describes the procedures used for designing the MRI receiver coil system. 
5.5.1 Tuning and Matching  
The receiver coil is shaped as desired using the enamelled copper wire and the tuning and 
matching operations are performed to tune the receiver coil to 63.865MHz, which is the 
Larmore frequency for the 1.5 T. The sections below describe the tuning and matching 
process for both the Simple Loop coil and the Inverse Solenoid coil.  
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Simple Loop Coil 
(i) The self resonant frequency of the coil is found. This is done by connecting the coil to 
the impedance analyser which shows the frequency response of the coil for a range of 
frequencies. Figure 5.12 shows the impedance vs. frequency curve for the Simple Loop 
coil. The self resonant frequency of the coil is 402.54MHz. 
(ii) The inductance of the coil is calculated to get a rough estimate of the tuning and 
matching capacitors. A linear region in the frequency response curve of the coil under 
consideration (between 50MHz and 90MHz) is chosen as shown in Figure 5.13. The coil 
impedance at a frequency close to the resonant frequency (63.865MHz) is taken in this 
linear region: 
                                              Frequency                 Impedance   
                                                 65MHz                      24.5Ω 
The inductance is calculated using equation 5.1. In this particular case, the coil 
inductance (L) has been calculated to be 0.06μH. 
(iii) The estimates for the tuning and matching capacitance for both the series and parallel 
resonance are calculated using equations 5.8 to 5.11. The calculated capacitance values in 
this case are: 
Series Resonance:  
Series Tuning Capacitor = 119.12pF 
Parallel Matching Capacitor = 786.42pF 
 
Parallel Resonance: 
Parallel Tuning Capacitor=96.96pF 
Series Matching Capacitor=6.55pF 
(iv) The calculated capacitance values indicate that the parallel resonance is a better 
choice with optimal capacitance values. The system (receiver coil and the tuning 
capacitor) is connected to the impedance analyser through the two spring clips (Figure 
5.10) to tune the receiver coil. The capacitance of the tuning capacitor (RS part no 
TZ03R300F169B00) [Appendix F] is varied until tuning is achieved (as shown by a peak 
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in the frequency response curve for the Parallel Resonance case). The actual value of the 
tuning capacitor for 63.865MHz is found to be 93pF and Figure 5.14 shows this tuning.  
                 
Figure 5.12: The frequency vs. impedance graph of the Simple Loop coil. The coil has a 
self resonant frequency of 402.54MHz. 
            
Figure 5.13: A linear region of the frequency curve (shown in figure 5.12) is used to 
calculate the self inductance of the coil.  
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Figure 5.14: The frequency vs. impedance graph of the simple loop coil after parallel 
tuning. The curve shows a peak at 63.86MHz indicating the tuning at this frequency. 
                   
Figure 5.15:  The frequency vs. S11 graph of the simple loop coil after tuning and 
matching. The graph indicates a good matching condition of -24dB at 63.86MHz. 
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(v) For matching, the system (the receiver coil, tuning and matching capacitor) is 
connected to port 1 of the network analyser (Figure 5.11) through a BNC cable with 
crocodile clips and the capacitance of the matching capacitor(RS part no 
TZ03R300F169B00) is varied until matching is achieved as shown by -24dB gain in the 
frequency response curve. The actual matching capacitance is found to be 37pF in this 
case. The frequency response curve after the matching is shown in Figure 5.15.  
Inverse Solenoid Coil 
The same steps as for the simple loop coil described above are followed. Table 5.1 shows 
different stages in the tuning and matching process of the inverse solenoid coil. The self 
resonant frequency of the coil is found to be 500MHz. The inductance (L) of the inverse 
solenoid coil has been calculated to be 0.034μH. The estimates of the tuning and 
matching capacitance values for both the series and parallel resonance are:  
Series Resonance:  
Series Tuning Capacitor=237.62pF 
Parallel Matching Capacitor=786.48pF 
 
Parallel Resonance: 
Parallel Tuning Capacitor=171.10pF 
Series Matching Capacitor=11.55pF 
These values indicate that the parallel resonance is a better choice with optimal 
capacitance values. For tuning, the system (the receiver coil and the tuning capacitor) is 
connected to the impedance analyser and the same process (as for the simple loop coil 
stated above) is repeated. The actual value of the parallel tuning capacitor in this case is 
found to be 128pF. For matching, the system (the receiver coil, tuning and matching 
capacitor) is connected to the port 1 of the network analyser (Figure 5.11) through a BNC 
cable with crocodile clips and the capacitance of the matching capacitor is varied until 
matching is achieved as shown by -20dB gain on the frequency response curve. The 
actual matching capacitance is found to be 13pF in this case.  
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5.5.2 Decoupling 
The proposed receiver coil system is composed of two coils (Simple Loop coil and 
Inverse Solenoid coil). The inverse solenoid coil is mounted on the simple loop coil. This 
introduces some mutual inductance between the coils and it is important to decouple the 
two coils. Geometric decoupling is used here where the coils are overlapped such that the 
mutual inductance between each half of the inverse solenoid coil and the simple loop coil 
is exactly cancelled by the other half. To achieve this condition, the simple loop coil is 
connected to port 1 of the network analyser and the inverse solenoid coil is connected to 
the port 2 of the network analyser. The relative position of both the coils is adjusted such 
that S21 becomes minimum(less than -20dB) thus indicating the best possible decoupling. 
In this particular case, the mutual inductance after suitable adjustment is -29 dB which is  
in the acceptable range. Figure 5.16 shows the frequency response curve after decoupling. 
5.5.3 Overall setup of the receiver coil system 
The coils are mounted on top of a catheter. The tuning and matching is performed 
remotely because of the limitation of space on the catheter. A 50Ω thin coaxial cable is 
used to connect the receiver coils to the tuning and matching circuit, which connects to 
the impedance analyser/MRI scanner via a BNC cable as shown in Figures 5.17 and 5.18.  
5.5.4 Half wavelength coaxial cable 
The tuning and matching is performed remotely because of a limited space on the 
catheter. A thin coaxial cable of characteristic impedance 50Ω is used to connect the 
receiver coil to the tuning/ matching circuit. The length of this coaxial cable should be 
equal to half the wavelength of the signal to be transmitted so the cable acts as an 
impedance repeater and ensures maximum transfer of the received signal to the MRI 
scanner port. The wavelength of the received signal can be calculated using equation 
5.19: 
                                                         
Here co is the speed of light (3x10
8
 m/s) and ν’ is the velocity ratio (0.687) for the micro 
coaxial cable [RS part no 388-530]. The wavelength in this particular case is calculated to 
be λ= 3.227m. Therefore the length of the coaxial cable should be its half (1.613m). 
When this length of the thin coaxial cable is connected to the impedance analyzer, the 
frequency response curve exhibits resonance after equal frequency intervals, as desired 
(Figure 5.19).  
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Step Result 
Check  coil self resonance  
(The coil has a self resonant frequency of 
500MHz.) 
 
 
Measure coil inductance  
(A linear region of the frequency curve is 
chosen to calculate the self inductance of 
the coil) 
 
Tune to resonant frequency 
(The curve shows a peak at 63.86MHz 
indicating the coil tuning as desired) 
 
 
Match to 50Ω 
(The graph indicates a good matching of -
20dB at 63.86MHz) 
 
 
Table 5.1: Steps to tune and match the Inverse Solenoid coil. 
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Figure 5.16:  The frequency response curve showing S21 after decoupling. A good 
decoupling at 63.86 MHz is shown by a gain of -29dB.  
 
 
  Figure 5.17: The model for the laboratory tests using Impedance/Network analyser. 
 
 
  Figure 5.18: The model for the imaging experiments using MRI scanner. 
 
λ /2 
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Figure 5.19: The self resonance of the 1.613m long micro-coaxial cable shows a 
repeating behaviour after every 63.86MHz, as desired. 
 
5.6 Results 
The final design of the proposed MRI receiver coil system is shown in Figure 5.20 and 
5.23. The inverse solenoid coil is mounted on the loop coil and the whole system is 
mounted on a catheter. The coil system is encased in a polymer shrink tubing over a 
length of 8cm. The outer diameter of the prototype is 6mm.The Q-factor calculations, as 
described next, indicate that the receiver coil system is well tuned and matched. 
             
 
 Figure 5.20: The final design of the receiver coil system.  
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Figure 5.21: Schematic diagram of the Simple Loop coil with the tuning and matching 
capacitance values used in this thesis.  
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Figure 5.22: Schematic diagram of the Inverse Solenoid coil with the tuning and 
matching capacitance values used in this thesis. 
 
 
                        
 
Figure 5.23: The phased array receiver coil system. 
Receiver Coils 
Tuning and Matching 
circuit (one for each coil) 
Micro coaxial cable of length λ/2  
BNC cable 
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5.6.1 Q-Factor 
The Q-factor is a measure of the expected performance of a receiver coil. It indicates how 
well tuned and matched is a receiver coil. The Q-factor of the receiver coils is calculated 
in two cases: (1) when the coil is unloaded (2) when the coil is loaded. 
Unloaded Case 
The Q-factor of the simple loop coil is calculated using the frequency response curve 
obtained from the network analyser after the tuning and matching (Figure 5.24). 
                                        
                                      
Similarly, the Q-factor for the inverse solenoid coil is calculated using the frequency 
curve after tuning and matching (Figure 5.25).  
                                         
                    
Figure 5.24: The frequency vs. S22 curve of the simple loop coil is used to calculate the 
Q-factor (unloaded case). 
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Loaded Case  
The coils are placed inside a phantom object containing copper sulphate solution of 4mM 
concentration. This helps to calculate the Q-factor in the loaded case. The Q-factor for the 
simple loop coil is calculated to be 13.69 using the frequency curve after tuning and 
matching (Figure 5.26).  
                                        
For the inverse solenoid coil, the Q-factor is calculated to be 15.2 using the frequency 
response curve as shown in Figure 5.27.  
                                        
5.7 Discussion 
A phased array MRI receiver coil system is developed which is composed of two coils: 
(1) simple loop coil, (2) inverse solenoid coil. Both the coils are mounted on a catheter to 
be used for intravascular imaging. The tuning and matching is performed remotely 
because of a limited space on the catheter. A micro-coaxial cable of a suitable length 
(1.613m) is used to connect the tuning and matching circuit to the receiver coils.  
              
Figure 5.25: The frequency vs. S11 curve for the inverse solenoid coil to calculate the Q-
factor (unloaded). 
 81 
 
 
               
Figure 5.26: The frequency vs. S22 curve of the simple loop coil to calculate the Q-factor 
(loaded case). 
                
Figure 5.27: The frequency vs. S11 curve of the inverse solenoid coil to calculate the Q-
factor (loaded case). 
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The Q-factor is used to quantify how well tuned and matched the coils are. For the simple 
loop coil, Q-factor changes from 14 in the unloaded case to 13.69 in the loaded case 
which the literature [105] suggests is in the acceptable range in both the loaded and 
unloaded cases. The inverse solenoid coil has a Q-factor of 15 in the unloaded case and 
15.2 in the loaded case, indicating a good tuning and matching condition.   
The coil system is encased in a polymer shrink tubing whose dielectric properties may be 
affected by the operational frequency of the MRI scanner. As the RF frequencies become 
higher, the magnetic and electric fields interact strongly with the global structure of the 
body through wave propagation processes. This interaction (in addition to B1 field) gives 
rise to dielectric resonances within the sample [114] affecting the sensitivity profile of the 
coil. This effect is not visible at 1.5T in this thesis but may be a subject of investigation 
for higher field strengths.  
The micro-coaxial cable connecting the tuning and matching circuit to the receiver coils 
may cause signal loss and thus limits the maximum achievable SNR. A better alternative 
will be to have the tuning and matching circuit integrated on the coil itself. This will 
minimize the signal losses and will improve the SNR. Although the present design of the 
coil system does not allow the capacitors to be placed on top of the coil/catheter yet the 
use of miniature capacitors may help to achieve this in the future design.     
One major safety concern regarding the use of active imaging catheters is the possibility 
of unwanted RF coupling which may lead to thermal injury owing to local RF heating 
effects [61-63]. Many techniques have been proposed to avoid RF induced heating [64, 
65] but this thesis has not done any investigations in this regard. The future work 
involving more clinical experiments must investigate the RF heating effects.  
5.8 Conclusion 
A new catheter based phased array receiver coil is developed. The coil is composed of 
two coil elements (a simple loop coil and an inverse solenoid coil) and is capable of 
implementing Parallel MRI. The Q-factor calculations show good tuning and matching 
for both the coils in the unloaded as well as loaded conditions. The next chapter describes 
the imaging experiments performed using this phased array coil. 
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Chapter 6 
Imaging Studies using the Phased Array 
Intravascular Coil 
6.1 Introduction 
 The use of Magnetic Resonance Imaging (MRI) for catheter based imaging of vascular 
structures is increasing in recent years with the advent of Parallel Imaging. MRI can help 
in the timely diagnosis and treatment of many cardio-vascular diseases e.g. 
atherosclerosis [101-103]. A catheter based phased array intravascular MRI coil has been 
developed in the previous chapter. This phased array coil is composed of two coil 
elements, one is a simple loop coil and the other is an inverse solenoid coil. The phased 
array coil is expected to be capable of implementing Parallel MRI (thus decreasing the 
scan time). This chapter describes different Parallel MRI techniques suitable for 
intravascular imaging as well as the details of the imaging experiments performed using 
the designed intravascular receiver coil system. 
 6.2 Theory 
Parallel MRI provides a way to accelerate the acquisition of MRI data and can help to 
increase the efficiency of intravascular MRI by reducing the time required for imaging. 
Parallel MRI utilizes multiple coils to acquire under-sampled data which is followed by 
the application of a reconstruction algorithm to obtain a fully sampled MRI image. 
Parallel MRI reconstruction algorithms can be classified in two main categories: (1) 
Image domain algorithms e.g. SENSE [1], (2) k-space algorithms e.g. GRAPPA [3]. 
These algorithms have been discussed earlier in chapters 2 and 3 of this thesis and 
GRAPPA is discussed in more detail in this chapter.  
The image domain methods commonly require the coil sensitivity  information a priori 
which may be difficult to obtain in some situations e.g. in intra-vascular imaging when 
the imaging plane is continuously changing and the blood flow and respiratory 
movements make it harder to acquire a good estimate of the receiver coil sensitivity. The 
past literature [66, 74, 75] suggests the use of k-space based Parallel MRI techniques (e.g. 
GRAPPA [3]) for intra-vascular MRI, where prior coil sensitivity information is not 
required to implement Parallel MRI.     
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6.2.1 Cartesian GRAPPA 
Cartesian GRAPPA (Generalized Auto-calibrating Partially Parallel Acquisitions) [3] is a 
k-space method for Parallel MRI image reconstruction where the linear combinations of 
the coil sensitivity variations of the receiver coil elements (in the receiver array) are used 
to estimate some of the gradient (or phase) encoding steps [3] thus allowing to skip some 
of the phase encoding steps in the MRI data acquisition. A weighted linear combination 
of the acquired points (source points) is used to generate the missing k-space points (the 
target points) [74], as shown by the following equation:  
                                            
Here        represents the signal in k-space at the location ky and             shows 
the signal located at        . Equation 6.1 states that the gradient encoding of a 
missing k-space point, separated by a distance of      from an acquired k-space point, 
can be estimated by a linear combination of the signals (        acquired by all the 
receiver coils. The elements of the matrix    contain the GRAPPA weight set for each of 
the coil combinations, where the subscript m signifies that different weight sets are 
required for each missing k-space line.  
GRAPPA weights are calculated by acquiring some additional k-space lines at the centre 
of the k-space. These additional k-space lines are also known as Auto-calibration signals 
(ACS), whereby both the ‘acquired’ (source) points and the ‘missing’ (target) points are 
available [67]. GRAPPA weights can be determined by taking the inverse or pseudo-
inverse (pinv) of equation 6.1 because both the target signals             and the 
source signals        are known for ACS. 
                                          
These weights can then be applied to the under-sampled k-space to find the missing data 
as stated by equation 6.1.  In Cartesian GRAPPA, the size of the reconstruction kernel 
and geometry has to be defined. The kernel describes the distribution of the source points 
relative to the target points and contains points in both the phase as well as the read 
direction. A kernel of size 2x3 or 4x5 (phase x read) is commonly used in 2D 
reconstruction [74].  
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Figure 6.1: A schematic diagram of GRAPPA: (a) under-sampled k-space data obtained 
using a four element receiver coil array for an acceleration factor of 4. The acquired 
points are shown in black and the missing points in the k-space are shown in white. The 
centre of the k-space is fully acquired (auto-calibration signals and is used to calibrate 
the GRAPPA weights (b) The first step in GRAPPA reconstruction is to calculate the 
weights using ACS (c) six source points, two in the phase encoding direction and three in 
the frequency encoding direction (a 2x3 kernel) in each of the four coils are used to fit 
one target point in one coil (shown in dark grey). Thus the weight set required to fit one 
point in one coil has a dimension of 4x6 (no. of coils x no. of source points). This kernel 
appears multiple times in the ACS data and the same process is repeated many times to 
collect a full GRAPPA weight set (  ) (d) The same kernel appears in the under-sampled 
k-space (e) the application of the weights calculated in step c on this kernel provides an 
estimate for the target point (shown in black stripes) (f) The same weight set (  ) can be 
used to estimate all the missing points in one k-space line of a coil. The step b to f is 
repeated for the k-space of each coil. Finally, to reconstruct the entire k-space of all the 
coils, GRAPPA weight sets for each missing k-space line in each coil must be calculated, 
which means that 3 (for the three missing k-space lines) different 4x4x6 weight sets are 
required in this example.  
d 
e 
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GRAPPA is a coil-by-coil reconstruction where the same process is repeated separately 
for each coil data by determining separate weights for each channel. The source points are 
multiplied by a weight set and added, resulting in the value of a target point and this 
process is repeated for each receiver coil [74]. The final image is reconstructed by taking 
the sum-of-squares of the individually reconstructed images for each coil. Figure 6.1 
shows the schematic diagram for Cartesian GRAPPA reconstruction.      
6.2.2 Radial GRAPPA 
Radial trajectory is a non-Cartesian data acquisition technique in MRI where k-space is 
filled in spokes (radial projections) instead of parallel rows. Although Spiral, Radial, 
Rosette etc [69] are all examples of the non-Cartesian trajectories but this thesis considers 
only the Radial trajectory because of the following reasons [70]: 
 (1) Radial trajectory has helpful isotropic under-sampling properties. 
 (2) It can impose oversampling in the central portion of the k-space which helps to     
       achieve higher SNR. 
 (3) Very high acceleration factors can be achieved with Radial trajectory. 
 (4) It has low sensitivity to object motion.  
Radial GRAPPA [68, 88] is a non-Cartesian Parallel imaging technique and suits the 
phased array coil developed in this thesis. It allows less number of spokes to be acquired 
(under-sampled k-space) thus accelerating the data acquisition. The application of Radial 
GRAPPA algorithm [71, 86] provides a fully sampled image from the under-sampled 
data.         
Radial GRAPPA works differently than Cartesian GRAPPA. In Cartesian GRAPPA a 
single pattern in the calibration data can be selected as a kernel and used to calculate the 
GRAPPA weight sets. The same weight sets can be applied throughout the under-sampled 
k-space to estimate the missing data. In Radial GRAPPA, the under-sampling degree and 
direction changes constantly throughout the radial k-space, so there is no regular under-
sampling pattern. This makes the reconstruction in Radial GRAPPA computationally 
more expensive because many weight sets need to be determined to estimate the missing 
k-space data points.  
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Figure 6.2: Radial trajectory collects more data samples at the centre of the k-space than 
the outer space. The points in light colour represent the missing k-space points.  
In radial GRAPPA, many segments are defined in the read and the projection direction in 
a fully sampled data set and it is assumed that the geometry within a single segment is 
Cartesian. A GRAPPA weight set is estimated for each segment using a fully-sampled 
dataset just like Cartesian GRAPPA. Since the radial sampling is highly symmetric, 
similar segments exist in the under-sampled data space where this estimated-weight-set 
can be applied to compute the missing points in the k-space. The same process is repeated 
for all the segments until a fully sampled k-space is obtained.  
The segments can be chosen statically or dynamically. In Standard Radial GRAPPA, 
once the segments are defined and the weights for each segment determined, all the 
missing points within that segment are calculated using the same weight set [74]. In 
Moving Segment Radial GRAPPA the segment for each missing point is chosen 
dynamically in the nearest neighbourhood (Figure 6.4) by centring a segment of a given 
size around that specific point. This requires many more weight sets to be calculated but 
the segments here reflect the acceleration distance more accurately and the quality of 
reconstruction here is expected to be better than Standard Radial GRAPPA [73, 74]. Once 
the full radial k-space is obtained, it can be gridded to obtain Cartesian k-space. The 
inverse FFT of this Cartesian k-space produces a fully sampled MRI image [72, 74].  
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Figure 6.3: Many segments are defined in the radial k-space of a coil and each segment 
is reconstructed separately using a different GRAPPA weight set. 
              
Figure 6.4: The radial k-space of a single coil. The black points have been acquired and 
points in light colour represent the missing points which need to be estimated. A 2x3 
GRAPPA kernel is shown in dotted line. For the moving segment radial GRAPPA each 
segment is used to estimate the missing point in the centre of the kernel. The segment is 
shifted throughout the k-space to determine all the missing k-space points. 
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6.3 Materials and Methods 
The catheter based phased array coil developed in chapter 5 has been used to image 
different phantom objects. This section describes the materials and methods used in these 
imaging experiments.  
6.3.1 Vascular Phantoms 
Two vascular phantoms were designed for the imaging experiments. The first phantom is 
a uniform vascular phantom made from Perspex as shown in Figure 6.5. The phantom has 
four tubes of varying diameters (outer diameters of the tubes are: 6mm, 8mm, 10mm, 
12mm) and can accommodate the receiver coils of varying diameters. The phantom has 
been filled with copper sulphate solution of 4mM concentration. This phantom is used to 
estimate the sensitivity profiles of the interventional receiver coils.  
The second phantom is designed with some geometric features in it so that the quality of 
the reconstructed image (using different reconstruction algorithms) can be evaluated. It 
also uses Perspex as the main building material. The phantom is built in the form of a 
cylinder of 60mm outer diameter. A tube of 10mm diameter passes through the centre of 
the phantom (to hold the receiver coil) and protrudes out at both ends. Two Perspex tubes 
of different diameters (4mm and 6mm) are attached to the central 10mm tube. The 4mm 
tube contains Copper Sulphate solution of 10mM concentration and is sealed at both 
ends, while the 6mm tube contains the Copper Sulphate solution of 1mM concentration. 
The different concentrations of the solutions in the 4mm and 6mm tubes are aimed at 
providing different T1 and T2 relaxation times thus resulting in different contrasts in the 
MR image. Two nylon screws with 1mm pitch and 2mm pitch (M6 and M10 
respectively) are also attached to the central 10mm tube in the axial as well as 
longitudinal directions. These screws act as resolution bars and are placed to quantify the 
resolution capability of the different Parallel MRI reconstruction algorithms. The 60mm 
cylinder is filled with the 4mM Copper Sulphate solution. The central 10mm tube along 
with all the associated structures is placed inside the 60mm cylinder and the system is 
sealed with Perspex glue. This phantom is shown in Figure 6.6.         
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Figure 6.5: The designed uniform vascular phantom with tubes of four diameters (outer 
diameters: 6mm, 8mm, 10mm, 12mm). 
6.3.2 Data Acquisition 
The MRI data is acquired using GE MR750, 1.5T MRI scanner at St. Mary’s Hospital 
London using Fast Spin Echo sequence with the following parameters: Slice Thickness 
3mm, Matrix Size 256x256, Flip Angle 90
o
, TR 520ms, TE 15ms, FOV 55mm. Firstly, a 
fully sampled dataset is acquired in Cartesian space and then converted to the Radial 
trajectory space using the modified version of the Matlab code (Appendix E) provided at 
ESMRMB Parallel MRI workshop in Wurzburg, Germany in 2010 [73]. 
6.3.3 Reconstruction Algorithms 
The Parallel MRI reconstruction algorithm used for this chapter is GRAPPA (Cartesian 
GRAPPA and Radial GRAPPA) because it does not require any prior coil sensitivity 
information. Matlab (version 7.8.0) has been used as a programming tool and the Matlab 
codes for all the three different variants of GRAPPA, i.e. Cartesian GRAPPA, Standard 
Radial GRAPPA and Moving-Segment Radial GRAPPA, have been modified from the 
original codes provided during ESMRMB Parallel MRI workshop held in Wurzburg 
Germany in 2010 [73]. The computer system used is Intel(R) Core™ 2 Duo, 2.66 GHz 
and having 3.48 GB RAM. Artefact Power (AP) [5] is used to quantify the quality of the 
reconstructed images.  
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                                                                    a 
                       
                                                                   b 
Figure 6.6: The vascular phantom with different geometric features, used to compare the 
quality of MR images using different reconstruction algorithms (a) Schematic Diagram, 
(b) Phantom.   
6.4 Results 
Figures 6.7, 6.8 and 6.9 show the fully sampled axial and coronal slices through the 
uniform vascular phantom obtained using the intravascular phased array coil. The images 
show the difference between spatial sensitivity of both the coils. This difference in the 
sensitivities helps in achieving better reconstruction results in Parallel MRI [1].  
Cartesian and Radial GRAPPA reconstructions are performed for different acceleration 
factors and the reconstruction quality is evaluated using artefact power (AP). Figure 6.10 
shows the reconstruction results using Cartesian GRAPPA for acceleration factors 2 and 
3. Cartesian GRAPPA provides a good reconstruction for AF=2 with a low artefact power 
of 0.069 (approximately 7% error) but fails to provide a good reconstruction for 
AF=3(artefact power 0.552). 
The reconstructed images using Standard Radial GRAPPA for different acceleration 
factors are shown in Figure 6.11. A visual inspection of these images indicates the 
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deteriorating quality of the reconstructed images at higher acceleration factors. Figure 
6.12 shows a plot of the Artefact Power (AP) in the reconstruction results for the uniform 
vascular phantom using Standard Radial GRAPPA. As the acceleration factor increases, 
the artefact power increases as well, thus indicating a greater reconstruction error for 
higher acceleration factors e.g. the AP for acceleration factor 2 is only 1.4% but this goes 
up to 3.7% for an acceleration factor 16 in this case.  
Figure 6.13 shows the reconstruction results for different acceleration factors using 
Moving Segment Radial GRAPPA. The reconstructed images show a smaller artefact 
power even at higher acceleration factors. A plot of the artefact power vs. acceleration 
factors for Moving Segment Radial GRAPPA is shown in Figure 6.14. The plot indicates 
an almost consistent reconstruction quality with an artefact power of 0.9%.  
Figure 6.15 shows the fully sampled images of the vascular geometric phantom acquired 
using of the two coils. The reconstructions are performed using the under-sampled data. 
The results for Cartesian GRAPPA are shown in Figure 6.16. Cartesian GRAPPA for 
AF=2 provides apparently noisy reconstruction in this case with an error of 25.6% 
(AP=0.256) but the reconstruction results are even worse for AF=3 with 43.9% error 
(AP=0.439).  
The reconstruction results using Moving Segment Radial GRAPPA for the geometric 
vascular phantom are shown in Figure 6.17. The images show an error of only 2.26% and 
2.32% for the acceleration factors of 2 and 8 respectively. The 1mm threads of the Nylon 
screw used as the resolution object are also visible in the reconstructed images.  
Lastly, an orange is used as a test object. The fully sampled images of the orange using 
both the receiver coil elements are shown in Figure 6.18. Figure 6.19 shows the 
reconstructed images of the orange from the under-sampled data (AF=2 and AF=8) using 
Moving Segment Radial GRAPPA. The results indicate good reconstruction results with 
errors of only 2.25% and 2.31% for acceleration factors 2 and 8 respectively.    
6.5 Discussion 
The reconstruction results using Cartesian and Radial GRAPPA are shown in the 
previous section and the Artefact Power (AP) [5] is used to quantify the quality of 
reconstruction. Three objects (uniform vascular phantom, a geometric vascular phantom 
and an orange) are used in the imaging experiments. Cartesian GRAPPA seems to 
provide acceptable reconstruction results for acceleration factor 2 but the reconstruction 
error (AP) becomes considerably higher for AF=3 i.e. an error up to 43.9% (Figure 6.16). 
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It is important to note that the receiver coil system used in these experiments consists of 
only two coils (a simple loop coil and an inverse solenoid coil). The theoretical limit of 
acceleration for standard Cartesian reconstruction in Parallel MRI as described by 
Preussmann [1] is equal to the number of the coil elements in a parallel receiver array if 
each coil element has a distinct sensitivity profile (two coils in this case). Furthermore, 
the coil sensitivities shown here are different for both the coil elements as shown by the 
fully sampled images in Figure 6.7 yet not necessarily fully independent. These factors 
lead to the fact that the phased array coil can provide acceptable reconstruction results for 
AF=2 but not for AF=3.  
The results also indicate that Radial GRAPPA helps in achieving higher acceleration 
factors as compared to Cartesian GRAPPA. This is because of an oversampling of the 
centre of k-space even at higher acceleration factors and the central part of the k-space 
contains most of the image information. However the Moving Segment Radial GRAPPA 
provides more consistent and better reconstruction results with minimum artefact power 
even at higher acceleration factors as compared to Standard Radial GRAPPA e.g. the 
maximum artefact power for Moving Segment Radial GRAPPA is only 2.32% for an 
acceleration factor 8. In Moving Segment Radial GRAPPA a new segment is defined 
centred at each missing point in the under-sampled k-space and the corresponding weight 
set is applied to estimate the missing k-space signal. In this way, the segments here more 
accurately reflect the acceleration distance thus improving the quality of reconstruction as 
compared to Standard Radial GRAPPA where all the missing points in a segment are 
estimated using the same segment.   
These results show that Moving-Segment Radial GRAPPA algorithm provides better 
reconstruction results with minimum artefacts. However it is computationally expensive 
because a new segment is to be defined and weights to be calculated for each missing k-
space point in the under-sampled data. For a 256x256 image with an acceleration factor 
of 2, Standard Radial GRAPPA takes approximately 4 seconds on an Intel(R) Core™ 2 
Duo, 2.66 GHz system having 3.48 GB RAM, but Moving Segment Radial GRAPPA 
takes approximately 24 seconds. Moving Segment Radial GRAPPA performs better but it 
is computationally more expensive (six times more expensive in this case) as compared to 
Standard Radial GRAPPA.     
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                                                                      c 
Figure 6.7: The full field-of-view Axial images of each receiver coil using the Uniform 
Phantom show the sensitivity profile of each coil: (a) Simple Loop Coil (b) Inverse 
Solenoid Coil, , (c) The sum-of-square image of ‘a’ and ‘b’ provides a reference image. 
These figures show part of the sensitivity profiles of the receiver coils. 
                                    
 
                                                                      a 
Coil Location 
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                                                                      c 
Figure 6.8: The full field-of-view axial images of each receiver coil element using the 
Uniform Phantom (after Histogram Equalization) show the sensitivity profile of each 
coil: (a) Simple Loop Coil (b) Inverse Solenoid Coil, (c) The sum-of-square image of ‘a’ 
and ‘b’ provides a reference image. 
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Figure 6.9: The full field-of-view coronal images of the receiver coils using the Uniform 
Phantom show the sensitivity profile of each coil: (a) Inverse Solenoid Coil, (b) Simple 
Loop Coil, (c) The sum-of-square reconstruction of ‘a’ and ‘b’ provides a reference 
image. These figures show part of the sensitivity profiles of the receiver coils. 
                               
                                                                      a 
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Figure 6.10: Cartesian GRAPPA reconstruction, each image obtained after the sum-of-
squares reconstruction of the individually reconstructed coil images: (a) Acceleration 
Factor 2, AP=0.069, (b) Acceleration Factor 3, AP=0.552. 
                             
                                                                      a 
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Figure 6.11: Standard Radial GRAPPA reconstructions for different acceleration factors 
(AF): (a) AF=2, AP=0.014, (b) AF=4, AP=0.019 (c) AF=8, AP=0.024 (d) AF=16, 
AP=0.037. 
 
          
Figure 6.12: A plot of the artefact powers (%) for different acceleration factors using 
Standard Radial GRAPPA. 
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                                                                      d 
Figure 6.13: Moving Segment Radial GRAPPA reconstructions for different acceleration 
factors (AF): (a) AF=2, AP=0.009 (b) AF=4, AP= 0.009 (c) AF=8, AP=0.0093 (d) 
AF=16, AP=0.0096. 
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Figure 6.14: A plot of the artefact powers for various acceleration factors using Moving 
Segment Radial GRAPPA. 
 
 
           
Figure 6.15: A plot of the SNR for various acceleration factors using Moving Segment 
Radial GRAPPA. 
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                                                                      c 
Figure 6.16: The full field-of-view axial images of each receiver coil element using the 
phantom shown in figure 6.6: (a) Inverse Solenoid Coil, (b) Simple Loop Coil, (c) The 
sum-of-square image of ‘a’ and ‘b’ provides a reference image. 
 
                          
                                                                      a 
 107 
 
                          
                                                                      b 
Figure 6.17: Cartesian GRAPPA reconstruction, each image obtained after the sum-of-
squares reconstruction of the individually reconstructed coil images: (a) Acceleration 
Factor 2, AP=0.256, (b) Acceleration Factor 3, AP=0.439. 
                          
                                                                      a 
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                                                                      b 
Figure 6.18: Moving Segment Radial GRAPPA reconstructions for different acceleration 
factors, each image obtained after the sum-of-squares reconstruction of the individually 
reconstructed coil images: (a) AF=2, AP=0.0226 (b) AF=8, AP=0.0232.  
 
                                 
                                                                      a 
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                                                                      c 
Figure 6.19: The full field-of-view axial images of an orange using each of the two 
receiver coil elements: (a) Inverse Solenoid Coil, (b) Simple Loop Coil, (c) The sum-of-
square image of ‘a’ and ‘b’ provides a reference image. 
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                                                                      a 
                          
                                                                      b 
Figure 6.20: Moving Segment Radial GRAPPA reconstructions for different acceleration 
factors, each image obtained after the sum-of-squares reconstruction of the individually 
reconstructed coil images: (a) AF=2, AP=0.0225 (b) AF=8, AP=0.0231.  
 
 
 111 
 
 6.6 Conclusion 
A new catheter based phased array MR receiver coil has been tested using different 
phantom objects. The imaging experiments are performed with 1.5 T GE scanner. Three 
different Parallel MRI algorithms (Cartesian GRAPPA, Standard Radial GRAPPA and 
Moving Segment Radial GRAPPA) have been applied on the under-sampled data for 
different acceleration factors. The quality of the reconstructed images is quantified by 
Artefact Power. The results show that Moving Segment Radial GRAPPA provides better 
results with minimum artefacts as compared to the other two methods for the proposed 
phased array intravascular receiver coil.  
 
Acceleration Factor Cartesian GRAPPA Radial GRAPPA Radial GRAPPA 
  (Still Segment) (Moving Segment) 
2 0.069 0.014 0.009 
4 ------ 0.019 0.009 
8 ------ 0.024 0.0093 
Table 6.1: Artefact Power (AP) for different reconstruction algorithms and acceleration 
factors (for uniform vascular phantom images). 
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Chapter 7 
Summary and Future Work 
7.1 Summary 
The main objective of this research is to investigate and develop different Parallel MRI 
techniques to reduce the time required for MR imaging. The thesis starts with a 
discussion about the basic principles of MR Physics and Parallel MRI (Chapter 1 & 2). A 
graphical generalized implementation of SENSE (an image domain Parallel MRI method) 
has been described in Chapter 3. This tool provides an interactive platform for Parallel 
MRI image reconstruction and analysis.  
The use of some prior information about the anticipated image may help in achieving 
higher acceleration factors and this makes Regularization an important tool in Parallel 
MRI. Chapter 4 provides a detailed account of Regularization and also introduces two 
new algorithms in this regard: (i) The first algorithm introduces the concept of wavelet 
denoising of the coil sensitivity maps before SENSE reconstruction. The acquired under-
sampled data contains noise and the coil sensitivity maps may amplify this noise during 
the process of image reconstruction in Parallel MRI. The wavelet denoising of the coil 
sensitivity maps helps to improve the ‘condition’ of the coil sensitivity maps which 
potentially decreases the noise amplification thus helping to achieve better reconstruction 
results. This algorithm is shown to provide similar reconstruction results to the 
Regularization based reconstruction but at (approximately) 10 times less computational 
cost. Infact, Regularization uses some prior information about the image during the image 
reconstruction process and may be computationally demanding. The proposed wavelet 
denoising algorithm provides a good alternative to regularization for lower acceleration 
factors. However the results indicate that regularization still provides better image 
reconstruction results at higher acceleration factors than the proposed method. (ii) The g-
Factor regularization algorithm proposes the use of g-Factor as a regularization parameter 
in the Tikhonov regularized reconstruction. Tikhonov Regularization uses a low-
resolution prior image to obtain better reconstruction results. The regularization 
parameter defines the relative weight with which the prior knowledge should be included 
in the process of image reconstruction. The choice of regularization parameter plays a 
very important role in the quality of reconstruction and the novel use of the g-Factor as a 
regularization parameter has been investigated. The g-Factor represents the noise 
amplification in Parallel MRI and it varies from pixel to pixel. A g-Factor value of 1 
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indicates no noise amplification and a higher value shows greater noise amplification. If 
the g-Factor value is higher, it is better to depend more on the prior image and the use of 
g-Factor as a regularization parameter ensures to achieve this. This method is shown to 
provide upto 40%  less artefact power (better reconstruction results) as compared to the 
contemporary methods at a lesser computational cost. 
The above work was performed using an existing parallel head coil. In the next stage, a 
new catheter based phased array coil (composed of two coil elements, each having a 
different coil sensitivity) has been developed which can implement Parallel MRI and acts 
as an example for these techniques. Chapter 5 discusses the design of this receiver coil 
system in detail. Chapter 6 describes the imaging experiments performed using this 
catheter based interventional coil and also describes the results obtained by applying 
different Parallel MRI techniques on the data obtained using this coil system. The results 
show a successful implementation of both Cartesian and non-Cartesian (Radial) parallel 
imaging using the new receiver coil system. 
The key contributions of this thesis are: 
 A new generalized implementation of SENSE algorithm providing a GUI based 
platform for Parallel MRI image reconstruction: This platform provides a user 
friendly interactive tool to choose various parameters required for SENSE 
reconstruction. The reconstructed image, the g-Factor map along with SNR and 
artefact power are shown on the same window for an easy analysis of the results. 
  
 A new algorithm suggesting the use of wavelet denoising in SENSE 
reconstruction for better reconstruction results: The algorithm shows superior 
results for lower acceleration factors and presents a good alternative to more 
computationally demanding regularization methods. However, the results show 
that the regularization based reconstruction method (Tikhonov regularization) 
works better for higher acceleration factors than the proposed wavelet de-noising 
method. The results suggest that the proposed algorithm is a good alternative to 
regularization for lower acceleration factors. 
 
 A new regularization algorithm proposing the use of g-Factor as a regularization 
parameter in the regularized SENSE reconstruction: The choice of regularization 
parameter plays a critical role towards obtaining successful reconstruction results 
in the regularization based Parallel MRI. The proposed algorithm shows that the 
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g-Factor map acts as a spatially adaptive regularization parameter and helps to 
achieve improved reconstruction results. 
 
 A novel catheter based phased array coil to implement Parallel MRI in 
interventional imaging: The proposed coil system is composed of two receiver 
coils i.e. a simple loop coil and an inverse solenoid coil. Both the coils have a 
different spatial sensitivity which is a requirement for parallel imaging. The 
results show that Parallel MRI based acceleration can be achieved using the 
proposed phased array coil.  
 7.2 Future Work 
There are several directions for the future work, which are summarized below: 
 SENSE fails to produce good reconstruction results at higher acceleration factors 
because the amount of the acquired data becomes very less at high acceleration 
factors. The coil sensitivity modulation cannot fully compensate for the lack of 
the k-space data at higher acceleration factors [107]. The reconstruction using a 
highly under-sampled k-space data leads to imperfect image reconstruction as 
well as greater noise amplification [107]. Compressed Sensing (CS) [76,96] is a 
recently introduced framework where a relatively small number of ‘random’ 
linear combinations of the signal values are used to reconstruct the MR image by 
using a non-linear reconstruction algorithm [108, 109]. A brief summary of the 
CS is provided in Appendix D of this thesis. Because SENSE and CS reduce the 
required k-space sampling (for MRI image reconstruction) based on different 
ancillary information (coil sensitivities in SENSE and image sparseness in CS 
[100]), it should be possible to combine SENSE and CS to achieve higher 
acceleration factors [97-99]. This is an area of growing interest for researchers 
[83,110-113] and has a great potential to achieve higher acceleration factors. 
Figure 7.1 presents the flow chart for one possible approach to combine SENSE 
and CS (needs to be investigated). Furthermore, non-Cartesian Parallel MRI 
approaches (e.g. Radial GRAPPA) can also be combined with Compressed 
Sensing to extend the limit of achievable acceleration in MRI.    
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Figure 7.1: A possible approach to combine SENSE and CS to achieve higher 
acceleration factors. 
 The imaging experiments performed in this thesis involve the acquisition of a 
fully sampled data using the MRI scanner and the under-sampling is performed 
later on a computer by discarding suitable number of lines of k-space, as required. 
A direct under-sampling of the k-space during the data acquisition on the MRI 
scanner will enable us to realise the full benefit of the developed methods with 
faster images. 
  
 Each coil element in the catheter based phased array coil developed in this thesis 
has been tuned and matched remotely because of the limitation of space on the 
catheter tip. The tuning and matching circuit is connected to the receiver coil by a 
micro-coaxial cable of suitable length. This remote tuning and matching is not the 
best method in the coil design and may add noise during data acquisition [94]. It 
is possible to perform tuning and matching on the catheter tip itself by using 
miniature electronic devices. This is expected to improve the quality of the 
acquired data thus resulting in better reconstruction results. 
  
 The catheter based coil developed in this thesis is not mounted in a fashion 
acceptable for clinical trials. The modifications in the device itself (e.g. the coil 
size can be reduced), its mounting and integration on the catheter have yet to be 
performed to carry out more clinical experiments. 
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 The imaging experiments of the catheter based phased array coil have been 
performed using only the phantom objects owing to the time constraint. It will be 
very useful to perform some in-vivo imaging experiments to have more realistic 
results about the coil performance. This can be done using an animal model with 
appropriate regulatory approval. 
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                                    Appendix A 
Norms 
In Linear Algebra, a Norm is a function that assigns a strictly positive length or size to all 
the vectors in a vector space. The general expression for a norm can be given as: 
                                                                   
      
   
                                        (1) 
where p ≥ 1 is a real number. 
L1 Norm 
When p = 1, this is L1 norm and equation 1 becomes: 
                                                                  
 
                                                      (2) 
Equation 2 shows that L1 norm only provides a sum of the absolute values of a vector 
space.  
L2 Norm 
When p=2, this is L2 norm as given below: 
                                                                   
      
   
                                        (3) 
The L2 norm provides a magnitude of the vector space as shown by equation 3. This is 
also known as Euclidean Norm. 
Each of these norms has its own uses and the following example explains this. 
Example 
Suppose we have a signal as shown in Figure 1. The L1 and L2 norms of the signal are: 
                                                              32.5     
                                                             19.86 
If the signal is made sparse by removing the signal components below certain threshold, 
the signal looks like as given in Figure 2. The L1 and L2 norms of this sparse version of 
the signal are:  
                                                              32             [1.6% change]  
                                                             19.80         [0.28 % change] 
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Figure 1: A signal with many components. L1 norm=32.5, L2 norm= 19.86. 
 
                 
Figure 2: The signal after removing some components (below a threshold). L1 norm= 32, 
L2 norm=19.80. 
The results show that L1 norm identifies the change in the sparsity level of the signal 
better than the L2 norm. Therefore, L1 norm is a better indicator as compared to L2 norm 
to measure sparsity. 
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                                     Appendix B 
Singular Value Decomposition (SVD) 
Singular Value Decomposition (SVD) is a method to decompose a matrix into a product 
of three simpler matrices, exposing many useful and interesting properties of the original 
matrix. Let A be an m x n matrix. The SVD of A factorizes it as given below: 
                                                                                                                          (1) 
In the equation above, U is a m x m matrix, V
T
 is a n x n matrix, S is a m x n matrix and T 
represents the transpose of the matrix. The matrices U and V are unitary so that        
and      . The m dimensional vectors making up the columns of U are called Left 
Singular Vectors and the n dimensional vectors making up the columns of V are called 
Right Singular Vectors. The singular value matrix S is a diagonal matrix where the 
diagonal entries Sii are known as singular values. These singular values are arranged in an 
increasing order so that Sii > Si+1, i+1.  
SVD can be used to find an inverse of a rank deficient matrix. The rank of a matrix is 
equal to the number of linear independent rows or columns. The linear dependencies in a 
matrix may be masked by the measurement errors. A data matrix might appear to be 
linearly independent whereas the dependencies could have been detected with perfect 
measurements. SVD can help to find these dependencies by focussing on the singular 
values (in S) having a greater magnitude. The larger singular values indicate the more 
important information while smaller singular values are less important and may be due to 
noise. To have a more reliable estimate of the rank of a matrix, the smaller singular 
values may be zeroed.  
SVD can also be used to compute the pseudo-inverse of a matrix. The pseudo-inverse of a 
Matrix A can be computed as: 
                                                                                                         (2) 
where S
-1
 is the pseudo-inverse of S with every non-zero entry replaced by its reciprocal. 
The pseudo-inverse is one way of solving the linear least square problems. 
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                                  Appendix C 
Decibel 
The decibel (dB) is a relative measure of power and is defined as: 
                                                      
  
  
                                     (1) 
dB measurement is used because of the following main reasons: 
 It can conveniently describe a wider range of values. 
 If used to characterise the gain of an individual amplifier stage, then the 
respective gains in dBs can be added to give the overall gain because it is a log 
function. 
 
Although the decibel is defined in terms of Power, it is also used with an amplitude 
measure (A) e.g. voltage, pressure etc. In that case it is assumed that:       . Therefore, 
dB can be defined as: 
                                                                              
  
  
                                     (2) 
The following table provides a conversion list: 
 
 
 
 
 
 
 
 
 
 
dB Amplitude 
Ratio 
Power 
Ratio 
20 10 100 
10 3.2 10 
3 2 2 
0 1.4 1 
-10 1 0.1 
-13 0.32 0.05 
-20 0.1 0.01 
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                                     Appendix D 
Compressed Sensing 
Compressed Sensing (CS) allows a faithful recovery of a transform-sparse signal x of size 
n from its linear measurements (S=Cf). The size of the linear measurements (m) is much 
less than n. The following convex program can be solved to recover the signal x from the 
linear measurements:  
                                          SCf.s.tf
f

1
min
            
 
Here C is the CS encoding matrix, Φ is a sparsifying transform, and 
1
is the L1 norm 
used to impose sparsity during reconstruction and is defined by the complex modulus 

nm
nmxx
,
,1
. To have good reconstruction results from CS, the following conditions 
must be met: (i) The signal should be sparse after applying a known sparsifying transform 
Φ e.g. Wavelet Transform. CS retrieval of coefficients depends upon the level of sparsity 
of the image to be reconstructed. (ii) the sparsifying transform Φ and the encoding matrix 
C should be incoherent to each other. Wavelet transform is a good choice as a sparsifying 
transform in MRI because it is incoherent with the encoding matrix (Fourier encoding). 
(iii) the acquired measurements should be more than the minimum requirement i.e. 
usually two to five times the sparsity of Φf. A more generalized solution of CS can be 
given as:    
                                          )(min
1
2
2
fSCf kk
kf
                          (2) 
The first term in this equation is the data fidelity term and the second term imposes 
sparsity constraint for an optimum solution. Equation 2 tries to find a solution which 
would minimize data fidelity as well as sparsity thus providing an optimum 
reconstruction. In this equation λ is the regularization parameter which provides a balance 
between the data fidelity term and our assumed model (i.e. sparasity). This generalized 
equation also allows us to use several regularization terms, as represented by k, with 
different sparsifying transforms to have better reconstruction results. 
 
(1) 
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                                      Appendix E.1 
Matlab Code for Graphical Implementation of SENSE  
% Matlab Code for Graphical User Interface developed in Chapter 3 
%of this thesis 
% Code Written by: Hammad Omer, Department of Bioengineering, 
%Imperial College London 
  
% Last Modified by GUIDE v2.5 20-Jul-2010 13:31:31 
  
function varargout = p_mri_recon(varargin) 
tic 
gui_Singleton = 0; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @p_mri_recon_OpeningFcn, ... 
                   'gui_OutputFcn',  @p_mri_recon_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
 
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before p_mri_recon is made visible. 
function p_mri_recon_OpeningFcn(hObject, eventdata, handles, 
varargin) 
  
handles.output = hObject; 
  
set(handles.figure1,'CloseRequestFcn',@closeGUI); 
  
guidata(hObject, handles); 
  
% --- Outputs from this function are returned to the command line. 
function varargout = p_mri_recon_OutputFcn(hObject, eventdata, 
handles)  
  
varargout{1} = handles.output; 
  
% --- Executes on button press in load_aliased_images. 
function load_aliased_images_Callback(hObject, eventdata, handles) 
  
cla(handles.original_image,'reset') 
cla(handles.reconstructed_image,'reset') 
cla(handles.g_factor,'reset') 
global alia_images 
[filename,pathname]=uigetfile({'*.mat','Matlab Data 
Files(*.mat)';'*.m;*.fig;*.mdl','All MATLAB 
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Files(*.m,*.fig,*.mdl)';'*.bmp','Bitmap files (*.bmp)';'*.*','All 
Files(*.*)'},'Load a new File'); 
if isequal(filename,0) ||isequal(pathname,0) 
    disp('User pressed cancel'); 
    return 
end 
tmp1=load(filename); %tmp1 contains a structure 
tmp2=fieldnames(tmp1); %tmp2 contains the name of the field of the 
structure, and data structure is 'cell' 
tmp3=tmp2{1};%Changes the cell data type to string 
alia_images=getfield(tmp1,tmp3); 
size(alia_images); 
guidata(hObject,handles); 
  
  
% --- Executes on button press in load_sens_map. 
function load_sens_map_Callback(hObject, eventdata, handles) 
  
global sens_maps 
[filename,pathname]=uigetfile({'*.mat','Matlab Data 
Files(*.mat)';'*.m;*.fig;*.mdl','All MATLAB 
Files(*.m,*.fig,*.mdl)';'*.bmp','Bitmap files (*.bmp)';'*.*','All 
Files(*.*)'},'Load a new File'); 
if isequal(filename,0) ||isequal(pathname,0) 
    disp('User pressed cancel'); 
    return 
end 
tmp1=load(filename); %tmp1 contains a structure 
tmp2=fieldnames(tmp1); %tmp2 contains the name of the field of the 
structure, and data structure is 'cell' 
tmp3=tmp2{1};%Changes the cell data type to string 
sens_maps=getfield(tmp1,tmp3); 
size(sens_maps); 
guidata(hObject,handles); 
  
% --- Executes on button press in load_orig_image. 
function load_orig_image_Callback(hObject, eventdata, handles) 
% hObject    handle to load_orig_image (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
global orig_image 
[filename,pathname]=uigetfile({'*.mat','Matlab Data 
Files(*.mat)';'*.m;*.fig;*.mdl','All MATLAB 
Files(*.m,*.fig,*.mdl)';'*.bmp','Bitmap files (*.bmp)';'*.*','All 
Files(*.*)'},'Load a new File'); 
if isequal(filename,0) ||isequal(pathname,0) 
    disp('User pressed cancel'); 
    return 
end 
tmp1=load(filename); %tmp1 contains a structure 
tmp2=fieldnames(tmp1); %tmp2 contains the name of the field of the 
structure, and data structure is 'cell' 
tmp3=tmp2{1};%Changes the cell data type to string 
orig_image=getfield(tmp1,tmp3); 
size(orig_image); 
guidata(hObject,handles); 
  
  
% --- Executes on button press in vertical. 
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function vertical_Callback(hObject, eventdata, handles) 
% hObject    handle to vertical (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hint: get(hObject,'Value') returns toggle state of vertical 
global pe_direc 
V=get(hObject,'Value'); 
if V==1 
    pe_direc=1; 
end 
%We make sure that at one time, either Horizontal or Vertical is 
selected 
set(handles.horizontal,'value',0); 
guidata(hObject,handles); 
  
  
% --- Executes on button press in horizontal. 
function horizontal_Callback(hObject, eventdata, handles) 
  
global pe_direc 
H=get(hObject,'Value'); 
if H==1 
    pe_direc=2; 
end 
%We make sure that at one time, either Horizontal or Vertical is 
selected 
set(handles.vertical,'value',0); 
guidata(hObject,handles); 
  
  
% --- Executes on selection change in acce_factor. 
function acce_factor_Callback(hObject, eventdata, handles) 
  
global acc_factor 
contents=get(hObject,'String'); 
tmp3=contents{get(hObject,'Value')}; 
acc_factor=str2num(tmp3); 
  
guidata(hObject,handles); 
  
  
% --- Executes during object creation, after setting all 
properties. 
function acce_factor_CreateFcn(hObject, eventdata, handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
 % --- Executes on button press in reconstruct. 
function reconstruct_Callback(hObject, eventdata, handles) 
% hObject    handle to reconstruct (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
global alia_images 
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global sens_maps 
global orig_image 
global acc_factor 
global pe_direc 
global recon_type 
global reg_type 
global under_sampling 
%keyboard 
  
if isempty(recon_type)==1 
    recon_type='WithoutRegularization'; 
end 
  
%keyboard 
  
switch recon_type 
    case 'WithoutRegularization' 
         if isempty(alia_images)==1 
            disp('Please specify the file containing Aliased 
Images'); 
            return; 
        elseif isempty(sens_maps)==1 
                disp('Please specify the file containing 
Sensitivity Maps'); 
                return; 
        elseif isempty(acc_factor)==1 
                    disp('Please select the acceleration Factor'); 
                    return; 
        elseif isempty(pe_direc) 
                        disp('Please select the Phase Encode 
direction'); 
                        return; 
        elseif isempty(orig_image)==1 
                            disp('Please specify the file 
containing Original Image'); 
                            return 
                         
         end 
  
         tr=0; 
         
[recon_image,gmap,mean_gfactor,g_std_dev,g_median]=reconstruction_
gui1(alia_images,sens_maps,acc_factor,pe_direc,orig_image,under_sa
mpling,tr); 
        
         
        SNR=SNR_evaluation(recon_image); %Find the Signal to Noise 
Ratio 
        set(handles.edit1,'String',SNR); %Display the SNR in the 
'edit1' box 
         
        artifact_pwr=artifact_power(recon_image,orig_image); 
        set(handles.edit2,'String',artifact_pwr); 
        % keyboard 
         
        set(handles.edit3,'String',mean_gfactor); 
        set(handles.edit4,'String',g_std_dev); 
        set(handles.edit5,'String',g_median); 
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        axes(handles.reconstructed_image); 
        colormap(gray(256));imagesc(abs(recon_image)); 
        axes(handles.original_image); 
        
colormap(handles.original_image,gray(256));imagesc(abs(orig_image)
); 
        
colormap(handles.g_factor,'default');axes(handles.g_factor); 
        imagesc(abs(gmap)); 
    case 'WithRegularization' 
        switch reg_type 
            case'PolynomialFitting(Order1)' 
                sens_maps_new=polynomial_fit1(sens_maps,3,3); 
                tr=0; 
            case'PolynomialFitting(Order2)' 
                %sens_maps_new=polynomial_fit2(sens_maps,3,3); 
                %sens_maps_new=sens_estimation_polyfit(sens_maps); 
                
sens_maps_new=sens_estimation_polyfit_wavelet(sens_maps); 
                tr=0; 
            case'WaveletSmoothing(Mastriani)' 
                sens_maps_new=Mastriani(sens_maps); 
                tr=0; 
            case'Tikhonov Reconstruction' 
                tr=1; %To identify that Tikhonov Recon.has been 
selected 
                sens_maps_new=sens_maps; 
            case'Iterative Reconstruction' 
                sens_maps_new=sens_maps; 
                tr=2; 
            otherwise 
                disp('Please select Regularization Type'); 
                tr=0; 
                return 
        end 
        if isempty(alia_images)==1 
            disp('Please specify the file containing Aliased 
Images'); 
            return; 
        elseif isempty(sens_maps_new)==1 
                disp('Please specify the file containing 
Sensitivity Maps'); 
                return; 
        elseif isempty(acc_factor)==1 
                    disp('Please select the acceleration Factor'); 
                    return; 
        elseif isempty(pe_direc) 
                        disp('Please select the Phase Encode 
direction'); 
                        return; 
        elseif isempty(orig_image)==1 
                   disp('Please specify the file containing 
Original Image'); 
                            return 
             
                 
        end   
[recon_image,gmap,mean_gfactor,g_std_dev,g_median]=reconstruction_
gui1(alia_images,sens_maps_new,acc_factor,pe_direc,orig_image,unde
r_sampling,tr); 
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        SNR=SNR_evaluation(recon_image); %Find the Signal to Noise 
Ratio 
        set(handles.edit1,'String',SNR); %Display the SNR in the 
'edit1' box 
        artifact_pwr=artifact_power(recon_image,orig_image); 
        set(handles.edit2,'String',artifact_pwr); 
        %keyboard 
        set(handles.edit3,'String',mean_gfactor); 
        set(handles.edit4,'String',g_std_dev); 
        set(handles.edit5,'String',g_median); 
        axes(handles.reconstructed_image); 
        colormap(gray(256));imagesc(abs(recon_image)); 
        axes(handles.original_image); 
        
colormap(handles.original_image,gray(256));imagesc(abs(orig_image)
); 
        
colormap(handles.g_factor,'default');axes(handles.g_factor); 
        imagesc(abs(gmap)); 
end 
guidata(hObject,handles); 
 
% --- Executes on button press in close. 
function close_Callback(hObject, eventdata, handles) 
  
  
selection=questdlg('Are you sure you want to close the GUI','Close 
Request Function'); 
switch selection 
    case 'Yes', 
         
         
        delete(handles.figure1) 
    case 'No' 
        %Do nothing 
        
end 
  
  
% --- Executes on selection change in popupmenu3. 
function popupmenu3_Callback(hObject, eventdata, handles) 
  
  
global reg_type   
contents=get(hObject,'String');  
tmp3=contents{get(hObject,'Value')}; 
reg_type=tmp3; %Copy the selected regularization type in 
'reg_type' 
guidata(hObject,handles); 
  
% --- Executes during object creation, after setting all 
properties. 
function popupmenu3_CreateFcn(hObject, eventdata, handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
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% --- Executes on selection change in reconstruct_popupmenu. 
function reconstruct_popupmenu_Callback(hObject, eventdata, 
handles) 
  
global recon_type   
contents=get(hObject,'String');  
tmp3=contents{get(hObject,'Value')}; 
recon_type=tmp3; %Copy the selected reconstruction type in 
'recon_type' 
%disp('I am here'); 
guidata(hObject,handles); 
% --- Executes during object creation, after setting all 
properties. 
function reconstruct_popupmenu_CreateFcn(hObject, eventdata, 
handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
guidata(hObject,handles); 
  
  
% --- Executes on button press in undersampling_yes_radiobutton. 
function undersampling_yes_radiobutton_Callback(hObject, 
eventdata, handles) 
  
global under_sampling 
U=get(hObject,'Value'); 
if U==1 
    under_sampling=1; 
end 
%We make sure that at one time, either Horizontal or Vertical is 
selected 
set(handles.undersampling_no_radiobutton,'value',0); 
% Hint: get(hObject,'Value') returns toggle state of 
undersampling_yes_radiobutton 
  
  
guidata(hObject,handles); 
  
% --- Executes on button press in undersampling_no_radiobutton. 
function undersampling_no_radiobutton_Callback(hObject, eventdata, 
handles) 
  
global under_sampling 
U=get(hObject,'Value'); 
if U==1 
    under_sampling=2; 
end 
%We make sure that at one time, either Horizontal or Vertical is 
selected 
set(handles.undersampling_yes_radiobutton,'value',0); 
  
% Hint: get(hObject,'Value') returns toggle state of 
undersampling_no_radiobutton 
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guidata(hObject,handles); 
  
function edit1_Callback(hObject, eventdata, handles) 
  
function edit1_CreateFcn(hObject, eventdata, handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
function edit2_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all 
properties. 
function edit2_CreateFcn(hObject, eventdata, handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
function edit3_Callback(hObject, eventdata, handles) 
   
% --- Executes during object creation, after setting all 
properties. 
function edit3_CreateFcn(hObject, eventdata, handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
function edit4_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all 
properties. 
function edit4_CreateFcn(hObject, eventdata, handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
function edit5_Callback(hObject, eventdata, handles) 
  
  
% --- Executes during object creation, after setting all 
properties. 
function edit5_CreateFcn(hObject, eventdata, handles) 
  
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
toc 
 138 
 
                                     Appendix E.2 
Matlab Code for Cartesian GRAPPA 
%Matlab Code for Cartesian GRAPPA (Modified by Hammad Omer, 
Department of Bioengineering, Imperial College London Dated: 
05/09/2011) 
% This code is written by Felix Breuer based on opengrappa by Mark 
Griswold  
 
function [recon,ws]=opengrappa(sig,acs,af)  
  
[nc,ny_red,nx]=size(sig); 
[nc_acs,nyacs,nxacs]=size(acs);     %Get the size of both the 
input data and the ref data 
ny = ny_red *af; 
  
if nc_acs~=nc 
    disp('Error! The number of coils has to be the same for both 
inputs!') 
    return; 
end 
  
fprintf('GRAPPA: \n') 
  
srcx = 5;                         % should be odd                   
srcy = 4;                         % should be even  
  
  
dx = floor(srcx/2); 
dy = (srcy/2-1)*af;  
  
%   Calculate weights 
   
tic; fprintf('Calculating weights') 
   
% Prepare source and target matrix 
% Number of source points -> nc*nsry*nsrcx 
% Number of target points -> nc * (af-1) 
% number of kernel repetitions in ACS data: (nyacs-(srcy-
1)*af)*(nxacs-(srcx-1)) 
src = zeros(nc*srcy*srcx,(nyacs-(srcy-1)*af)*(nxacs-(srcx-1))); 
trg = zeros(nc*(af-1),(nyacs-(srcy-1)*af)*(nxacs-(srcx-1))); 
  
%   Simple example at af=2 and kernel size 5x4:             
% 
%                   -O-O-O-O-O-     1    
%                   - - - - - -     2 
%                   -O-O-O-O-O-     3        
%                   - - -X- - -     4          
%                   -O-O-O-O-O-     5 
%                   - - - - - -     6 
%                   -O-O-O-O-O-     7 
%                   - - - - - -     8 
% 
%   The circles are the source points, and the X are the target 
points. 
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%   Note: All source points in all coils are used to fit one 
target point in each individual coil   
cnt = 0;  %This is a very lazy counter. Could be done much faster.  
                                   
for xind=dx+1:nxacs-dx, 
    for yind=1:nyacs-(srcy-1)*af, 
        cnt=cnt+1; 
         
        % These are the source points (#coils*srcy*srcx)  
        src(:,cnt) = reshape(acs(:,yind:af:yind+(srcy-1)*af,xind-
dx:xind+dx),nc*srcy*srcx,1);                    
                           
        % these are the taget points (#coils*(af-1)) 
        trg(:,cnt) = reshape(acs(:,yind+1+dy:yind+dy+af-
1,xind),nc*(af-1),1); 
         
    end 
end 
  
ws=trg*pinv(src);  % find weights by fitting the source data to 
target data   
  
save ws ws 
t=toc; fprintf('... %f sec \n',t)                                                           
  
%   Apply weights 
 
tic; fprintf('Applyig weights ') 
sigrecon = zeros(nc,ny+2*dy+1,nx+2*dx);  % prepare matrix for 
convolution      
  
sigrecon(:,dy+1:af:ny+dy,dx+1:end-dx) = sig; % Write undersampled 
data into zero-padded matrix  
                                                                           
for xind = dx+1:nx+dx,  
    for yind= 1:af:ny, 
        
        src=reshape(sigrecon(:,yind:af:yind + (srcy-1)*af,xind-
dx:xind+dx),nc*srcy*srcx,1); 
        
        sigrecon(:,yind+dy+1:yind+dy+af-1,xind)=reshape(ws*src,[nc 
(af-1)]);           %Apply weights to source points 
                                                                                
    end 
end 
  
 
sigrecon = sigrecon(:,dy+1:ny+dy,dx+1:nx+dx);     %Crop out the 
good data. 
                                   
recon=ifftshift(ifftshift(ifft(ifft(ifftshift(ifftshift(sigrecon,2
),3),[],2),[],3),2),3); % Image reconstruction from the k-space 
  
t=toc; 
fprintf('... %f sec \n',t) 
end 
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                                    Appendix E.3 
Matlab Code for Radial GRAPPA 
%Matlab Code for Radial GRAPPA (Modified by Hammad Omer, 
Department of %Bioengineering, Imperial College London Dated: 
05/10/2011) 
% For ESMRMB Parallel Imaging Workshop 2010 in Wuerzburg, Germany 
% Written by Nicole Seiberlich on 06/23/2010 
 
N = 256; 
proj = 256; 
os = 2; 
%load('M-smap1_AXPhAP256.mat'); 
temp=smap1; 
nnn=size(temp,3); %Find how many coils are ther 
Nc=nnn; 
for ppp=1:nnn 
    im_low(ppp,:,:)=temp(:,:,ppp); 
end 
     
%% Make radial data from Cartesian 
 
sig=cartesian_to_radial(im_low); 
  
%% Basic Radial GRAPPA 
af = 2; 
% Generate undersampled radial data 
sigunder=sig(:,:,1:af:end); 
% af is undersampling factor (must be a factor of proj) 
  
% Run basic radial GRAPPA 
[signew]=basic_radial_GRAPPA(sigunder,sig,proj,128); 
%[signew]=basic_radial_GRAPPA(sigunder,sig,proj,256);%[added 
myself] 
% sigunder = undersampled radial data 
% sigfull  = fully sampled radial data 
% projseg_siz = segment size in projection direction 
% readseg_siz = segment size in read direction 
% try (for af=4, N=128): 
% [signew]=basic_radial_GRAPPA(sigu,sig,16,16); 
% then im_radGRAPPA=grid_Fessler(signew,dcf(:),G,N); 
  im_radGRAPPA=grid_Fessler(signew,dcf(:),G,N); 
% NOTE: This is a pretty basic mock-up of radial GRAPPA and only 
works with 
% projseg_siz values that are factors of both the N and N/af and 
readseg_siz 
% values that are factors of the read-out length 
  
for ppp=1:nnn 
    recon_image(:,:,ppp)=im_radGRAPPA(ppp,:,:); 
end 
  
final_im_radGRAPPA=sumofsquares_recon(recon_image); 
  
 
%% Moving Segment Radial GRAPPA 
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% Run moving segment radial GRAPPA 
[signew]=movingsegment_radial_GRAPPA(sigunder,sig,4,4); 
  
im_moving_radGRAPPA=grid_Fessler(signew,dcf(:),G,N); 
  
for ppp=1:nnn 
    recon_image1(:,:,ppp)=im_moving_radGRAPPA(ppp,:,:); 
end 
  
final_moving_radGRAPPA=sumofsquares_recon(recon_image1); 
  
% Now the segment sizes MUST be odd numbers. Besides that, this 
code should 
% be more flexible 
% Also, this code is slower.   
 
  
Standard Radial GRAPPA 
 
%Matlab Code for Basic Radial GRAPPA (Modified by Hammad Omer, 
Department of %Bioengineering, Imperial College London Dated: 
05/10/2011) 
% For ESMRMB Parallel Imaging Workshop 2010 in Wuerzburg, Germany 
% Written by Nicole Seiberlich on 06/23/2010 
 
function[signew]=basic_radial_GRAPPA(sigunder,sigfull,projseg_siz,
readseg_siz); 
  
% This is the basic radial GRAPPA code.  It reconstructs missing 
radial 
% projections using weights determined with a fully-sampled radial 
dataset. 
% 
% For more details, see: 
% Griswold MA, Heidemann RM, Jakob PM. Direct parallel imaging 
reconstruction % of radially sampled data using GRAPPA with 
relative shifts.  In Proceedings % of the 11th Annual Meeting of 
the ISMRM, Toronto, Canada, 2003. p. 2349. 
% Griswold MA, Blaimer M, Heidemann RM, Speier P, Kannengeiser S, 
Nittka M,      % Breuer F, Mueller M, Jakob PM. Rapid Evaluation 
of Cardiac Function Using % % Undersampled Radial TrueFISP with 
GRAPPA. In Proceedings of the 12th Annual % Meeting of the ISMRM, 
Kyoto, Japan, 2004. p .737. 
 
% Inputs:   sigunder -- undersampled radial data (coils x read 
points x 
%                       projections) 
%           sigfull  -- fully sampled radial data (coils x read 
points x 
%                       projections), where undersampled 
projections must be a subset 
%                       of the fully sampled projections 
%           projseg_siz  -- size of segments in the projection 
direction 
%           readseg_siz  -- size of segments in the read direction 
% Outputs:  signew   -- reconstructed radial data 
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% Calculate acceleration factor 
af=size(sigfull,3)/size(sigunder,3) 
  
% Get size of data and segments 
[nc,read,proj]=size(sigfull); 
projseg=proj/projseg_siz 
readseg=read/readseg_siz; 
  
  
% Add extra projections on end of calibration data in order to be 
able to 
% use full segment size for calibration of last segment 
sigfull(:,:,end+1:end+af)=sigfull(:,end:-1:1,1:af); 
  
%  Place undersampled data in larger matrix for reconstruction 
signew=zeros(nc,read+2,proj+1); 
signew(:,2:end-1,1:af:proj)=sigunder; 
%  Extra projections and read-out points used for reconstruction 
of edges 
signew(:,[1,end],1:af:proj)=sigunder(:,[end,1],:); 
signew(:,:,end)=signew(:,end:-1:1,1); 
  
%  Initialize source and target matrices (hopefully these are the 
correct 
%  sizes!) 
src=zeros(nc*6,(projseg_siz)*(readseg_siz-3)); 
targ=zeros(nc*(af-1),(projseg_siz)*(readseg_siz-3)); 
%  Lame loop over segments 
for p=1:projseg 
    for r=1:readseg 
        cnt=0; 
        %  Lame loop through segments (this can be written so that 
the code 
        %  runs faster) 
        for ps=1:projseg_siz 
            for rs=2:readseg_siz-2 
                cnt=cnt+1; 
                %  Collect source points along segment 
                src(:,cnt)=reshape(sigfull(:,(r-1)*readseg_siz+rs-
1:(r-1)*readseg_siz+rs+1,(p-1)*projseg_siz+ps:af:(p-
1)*projseg_siz+ps+af),nc*6,1); 
                %  Collect corresponding target points 
                targ(:,cnt)=reshape(sigfull(:,(r-
1)*readseg_siz+rs,(p-1)*projseg_siz+ps+1:(p-1)*projseg_siz+ps+af-
1),nc*(af-1),1); 
            end 
        end 
        %  Calculate weights for segment 
        ws=targ*pinv(src); 
        %  Again do a lame loop 
         for ps=1:af:projseg_siz 
            for rs=1:readseg_siz 
                %  Reconstruct missing points using weight set for 
segment 
                signew(:,1+(r-1)*readseg_siz+rs,(p-
1)*projseg_siz+ps+1:(p-1)*projseg_siz+ps+af-
1)=reshape(ws*reshape(signew(:,1+(r-1)*readseg_siz+rs-1:1+(r-
1)*readseg_siz+rs+1,(p-1)*projseg_siz+ps:af:(p-
1)*projseg_siz+ps+af),nc*6,1),nc,af-1); 
            end 
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        end        
    end 
end 
  
%  Trim reconstructed data to appropriate size 
signew=signew(:,2:end-1,1:proj); 
 
 
Moving Segment Radial GRAPPA 
 
%Matlab Code for Moving Segment Radial GRAPPA (Modified by Hammad 
Omer, Department of Bioengineering, Imperial College London 
Dated: 05/10/2011) 
 
% For ESMRMB Parallel Imaging Workshop 2010 in Wuerzburg, Germany 
% Written by Nicole Seiberlich on 06/23/2010 
 
 
Function[signew]=movingsegment_radial_GRAPPA(sigunder,sigfull,proj
seg_siz,readseg_siz); 
  
% This is a next step in radial GRAPPA.  It reconstructs missing 
radial 
% projections using weights determined with a fully-sampled radial 
dataset. 
% Instead of reconstructing all of the missing points within a 
segment with 
% the weights calibrated using the same size segment, only the 
center point 
% within the segment is calculated, and the segment moves such 
that all 
% missing points can be reconstructed. 
% 
% There is no good reference for this...the best citation will be: 
% Seiberlich N, Ehses P, Duerk J, Gilkeson R, Griswold M. 
% Improved Radial GRAPPA Calibration for Real-Time Free-Breathing 
Cardiac Imaging 
% Magn Reson Med, in press. 
%  
% 
% Try [signew]=movingsegment_radial_GRAPPA(sigunder,sigfull,4,4); 
% 
% Inputs:   sigunder -- undersampled radial data (coils x read 
points x 
%                       projections) 
%           sigfull  -- fully sampled radial data (coils x read 
points x 
%                       projections), where undersampled 
projections must be a subset 
%                       of the fully sampled projections 
%           projseg  -- number of segments in the projection 
direction 
%           readseg  -- number of segments in the read direction 
% Outputs:  signew   -- reconstructed radial data 
%  
%  
  
% Calculate acceleration factor 
af=size(sigfull,3)/size(sigunder,3) 
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% Get size of data and segments 
[nc,read,proj]=size(sigfull); 
  
% Calculate offset needed for calibration 
proj_off=(projseg_siz-1)/2 
read_off=(readseg_siz-1)/2 
  
  
% Add extra projections on end of calibration data in order to be 
able to 
% use full segment size for edges 
  
sigfullbig=zeros(nc,read+read_off*2,proj+proj_off*2+1); 
sigfullbig(:,read_off+1:read_off+read,proj_off+1:proj_off+proj)=si
gfull; 
  
sigfullbig(:,read_off+1:read_off+read,1:proj_off)=sigfull(:,end:-
1:1,end-proj_off+1:end); 
sigfullbig(:,read_off+1:read_off+read,proj+proj_off+1:end)=sigfull
(:,end:-1:1,1:proj_off+1); 
  
sigfullbig(:,1:read_off,:)=sigfullbig(:,read_off*2+1:-
1:read_off+2,:); 
sigfullbig(:,read_off+read+1:end,:)=sigfullbig(:,read_off+read-1:-
1:read,:); 
  
%  Place undersampled data in larger matrix for reconstruction 
signew=zeros(nc,read,proj+1); 
signew(:,:,1:af:proj)=sigunder; 
%  Extra projections and read-out points used for reconstruction 
of edges 
signew(:,:,end)=signew(:,end:-1:1,1); 
  
%  Initialize source and target matrices (hopefully these are the 
correct 
%  sizes!) 
src=zeros(nc*6,(projseg_siz)*(readseg_siz-3)); 
targ=zeros(nc*(af-1),(projseg_siz)*(readseg_siz-3)); 
  
  
%  Lame loop over segments 
for p=[1:af:proj]+proj_off 
    for r=[2:read-1]+read_off 
        cnt=0; 
        %  Lame loop through segments (this can be written so that 
the code 
        %  runs faster) 
        for ps=p-proj_off:p+proj_off 
            for rs=r-read_off:r+read_off 
                cnt=cnt+1; 
                %  Collect source points along segment 
                src(:,cnt)=reshape(sigfullbig(:,rs-      
                1:rs+1,ps:af:ps+af),nc*6,1); 
                %  Collect corresponding target points 
                targ(:,cnt)=reshape(sigfullbig(:,rs,ps+1:ps+af-
1),nc*(af- 
                1),1); 
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            end 
        end 
        %  Calculate weights for segment 
        ws=targ*pinv(src); 
  
        %  Reconstruct missing points using weight set for SINGLE 
point 
        signew(:,r-read_off,p-proj_off+1:p-proj_off+af- 
        1)=reshape(ws*reshape(signew(:,r-read_off-1:r-
read_off+1,p-  
        proj_off:af:p-proj_off+af),nc*6,1),nc,af-1); 
 
    end 
end 
  
%  Trim reconstructed data to appropriate size 
signew=signew(:,:,1:proj); 
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                                     Appendix G 
The publications that have been produced based on the material in this thesis are provided 
below: 
 Omer H, Dickinson R, ‘A Graphical Generalized Implementation of SENSE 
Reconstruction using Matlab’ Concepts in Magnetic Resonance Part A, Vol. 
36A(3) 178–186 (2010), John Wiley& Sons 
 
 Omer H, Dickinson R, ‘Regularization in Parallel MR Image Reconstruction’, 
Concepts in   Magnetic Resonance Part A, Vol. 38A(2) 52–60 (2011), John 
Wiley & Sons 
 
 Omer H, Dickinson R, Marc R, ‘A New Catheter Based Intravascular Phased 
Array Coil for Implementation of Parallel MRI’, In: Proceedings of ESMRMB 
2012, Lisbon/PT, October 2012. p 335 
 
 Omer H, Dickinson R. 2011, G-Factor as Regularization Parameter in 
Regularized SENSE Reconstruction, In: Proceedings of ISMRM, Montreal, 
Canada. 2011. p 4402 
 
 Omer H, Dickinson R, ‘Noise Amplification in SENSE Reconstruction’, 
Medical Physics and Engineering Conference and Bioengineering 2010, 
Nottingham, United Kingdom, September 2010, p 24 
 
 Omer H, Dickinson R, ‘A Generalized Implementation of SENSE reconstruction 
for Parallel MRI’, British Chapter of the ISMRM, Annual Meeting 2010, 
Nottingham, UK, September 2010, p 138 
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