Abstract. We use operator-valued Fourier multiplier theorems to study second order differential equations in Banach spaces. We establish maximal regularity results in L p and C s for strong solutions of a complete second order equation. In the second part, we study mild solutions for the second order problem. Two types of mild solutions are considered. When the operator A involved is the generator of a strongly continuous cosine function, we give characterizations in terms of Fourier multipliers and spectral properties of the cosine function. The results obtained are applied to elliptic partial differential operators.
Introduction
The main purpose of this paper is to prove existence and uniqueness of the periodic second order Cauchy problem (1.1)
   u (t) − aAu(t) − αAu (t) = f (t),
0 ≤ t ≤ 2π u(0) = u(2π), u (0) = u (2π), on a Banach space X. Here, A is a closed linear operator on X, a, α ∈ R, and f ∈ L p 2π (R; X) or f ∈ C s 2π (R; X)(0 < s < 1). Throughout, L p 2π (R; X) (resp. C s 2π (R; X)) stands for the space of 2π−periodic functions that are p−summable (resp. Hölder continuous of exponent s) on [0, 2π] . Special attention is paid to the case α = 0. In this case we study mild solutions as well.
Problem (1.1) corresponds to a special case of the inhomogeneous complete second order Cauchy problem (1.2) u (t) − Au(t) − Bu (t) = f (t), which has been extensively studied by semigroup methods since the pioneering paper of J.-L. Lions [26] . Other early contributions are due to Sobolevskii [34] where A and B can in fact depend on t, and Fattorini [22, Chapter VIII] . In these works, the emphasis is placed on reducing (1.2) to a first order system in a product space and then using semigroup theory. The theory of (1.2) is considerably more complicated
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The first author is supported in part by Convenio de Cooperación Internacional (CONICYT) Grant # 7010675 and the second author is partially financed by FONDECYT Grant #1010675 . 1 than of its incomplete counterpart (i.e. with B = 0). Recently, Xiao and Liang [40] presented a unified treatment of the complete second order Cauchy problem with differential operators as coefficient operators in L p (R N ), (1 ≤ p ≤ ∞) and other function spaces. Still another approach to problem (1.2) can be found in the paper [10] by Chill and Srivastava.
Motivation of our work relies in the application of maximal regularity results to the study of nonlinear problems. Semilinear problems of the form (1.1) with periodic conditions appears for example [1, Theorem 4.1] , whereas a related quasilinear problem was treated by Nakao and Okochi [28, Section 5 ] . On the other hand, when A = B = ∆ is the n-dimensional Laplacian and f depends on u, u x i , u x i x j , u t , u x i , u x i x j Ebihara [19] (see also [20] )proved for equation (1.1) uniqueness of solutions in a certain class of functions and the global existence of a (classical) solution.
In this work, we are able to give necessary and sufficient conditions in order to obtain existence and uniqueness of periodic solutions for (1.1) in the spaces L p 2π (R; X), 1 < p < ∞ and C s 2π (R; X), 0 < s < 1 (solutions in the Besov spaces B s p,q (0, 2π; X) are also considered). Namely, we obtain that when X has the U M D property, then for every f ∈ L } k∈Z is R-bounded. The concept of R-boundedness was introduced by Bourgain [8] . Since large classes of classical operators are R-bounded (cf. Girardi-Weis [24] and the recent memoir of Denk, Hieber and Prüss [16] ), the assumptions in this approach are not too restrictive for applications.
In contrast to the above result, we show that additional restrictions on X or even R-boundedness are not needed in case of periodic Hölder spaces, namely; for every f ∈ C s 2π (R; X), s ∈ (0, 1) there exists a unique strong C || < ∞. The situation is similar for Besov spaces. In the case of mild solutions, we consider two notions of such solutions when the operator A is densely defined. We define and characterize, mild (resp. mild of class C 1 ) periodic solutions. Moreover, if A generates a cosine function C(t) with S(t) the associated sine family, then we are able to obtain the following characterization:
Here, E is the space of vectors x ∈ X for which C(t)x is continuously differentiable. These results are new and complete those of [11] and [32] .
To achieve our goals, we make extensive use of recent results from the papers Arendt-Bu [6] , [5] and Keyantuo-Lizama [25] , and the methods are based on operatorvalued Fourier multipliers theorems. In the non-periodic case, operator-valued Fourier multiplier theorems have been established by Amann [3] , Weis [38] , [39] , Girardi-Weis [23] , and Arendt-Batty-Bu [5] .
The paper is organized as follows: In Section 2, strong L p solutions of (1.1) are studied. Section 3 deals with Hölder continuous periodic solutions. When α = 0 and a = 1 we study mild solutions and mild solutions of class C 1 respectively in Section 4 and Section 5. Particular attention is paid to the situation where A is the infinitesimal generator a strongly continuous cosine function. Throughout, we discuss examples involving the Laplace operator (as well as more general elliptic operators) with Dirichlet boundary conditions on an open subset Ω of R N .
Periodic solutions on
where for k ∈ Z, e k (t) = e ikt , t ∈ R. Let X, Y be Banach spaces. We denote by B(X, Y ) be the space of all bounded linear operators from X to Y . When X = Y , we write simply B(X). For a linear operator A on X, we denote domain by D(A) and its resolvent set by ρ(A), and for λ ∈ ρ(A), we write R(λ, A) = (λI − A)
We shall frequently identify the spaces of (vector or operator-valued) functions defined on [0, 2π] to their periodic extensions to R. Thus, throughout, we consider the space L p 2π (R; X) (which is also denoted by L
We begin with some preliminaries about operator-valued Fourier multipliers. More information may be found in Arendt-Bu [6] for the periodic case and Amann [2] , Weis [38] for the non-periodic case.
It follows from the uniqueness theorem of Fourier series that u is uniquely determined by f . Moreover, if
For j ∈ N, denote by r j the j-th Rademacher function on [0, 1], i.e. r j (t) = sgn(sin(2 j πt)). For x ∈ X we denote by r j ⊗x the vector valued function t → r j (t)x.
It follows readily from the definition that any R-bounded family is bounded. The converse of this assertion holds only in spaces which are isomorphic to Hilbert spaces (see [6] , Proposition 1.13 and the comments preceding it).
whenever Ω ⊂ C is bounded (I denotes the identity operator on X). This follows from Kahane's inequality (see [6, Lemma 1.7] ). We shall use this remark frequently.
The following theorem, due to Arendt-Bu [6, Theorem 1.3] , is the discrete analogue of the operator-valued version of Mikhlin's theorem. It is concerned with U M D spaces.
We recall that those Banach spaces X for which the Hilbert transform defined by (Hf )(t) = lim
The limit in the above formula is to be understood in the L p sense. An alternative definition using Fourier series may be found in [9] . This paper contains other characterizations of the U M D property, notably the one involving martingale differences in Banach spaces.
Examples of U M D spaces include Hilbert spaces, Lebesgue spaces, as well as vector valued Lebesgue spaces L 
Remark 2.5. [6] 
to be a Fourier multiplier may be found in [18] . The following concept of k-regularity (k = 1, 2) introduced in [25] is the discrete analog for the notion of k-regularity related to Volterra integral equations, see [30, Chapter I, Section 3.2]. 
b) 2-regular if it is 1-regular and the sequence
In what follows, and for n ∈ N, we denote by H n,p 
A similar remark holds for the Hölder spaces C s (upon inspection of the proof of [6, Lemma 2.2]) and will be used in the next section.
We always assume that a = 0 but otherwise, do not put any condition on its sign.
We have the following auxiliary result.
Lemma 2.10. Consider the sequence b
The proof follows by direct computation and we omit it.
The following is the main result of this section. 
Proof. (i) =⇒ (ii). We shall follow the same lines as the proof of [6, Theorem
. Taking Fourier series on both sides we obtain thatû(k) ∈ D(A) and −k
x defines a periodic solution of u (t) − aAu(t) − αAu (t) = 0. Hence u = 0 by the assumption of uniqueness and thus x = 0. Since A is closed, we conclude that
where
By Remark 2.8 , we obtain from (2.
)-multiplier and hence we conclude that there exists
)-multiplier and hence there exists
Since by Remark 2.5
and arguing as above, we obtain u (t) ∈ D(A) and Au ∈ L p 2π (R; X).Also we note from (2.3) and (2.4) 
It follows from the uniqueness theorem of Fourier coefficients that (1.1) holds for almost all t ∈ [0, 2π]. We have proved that u is a strong L p -solution of (1.1). It remains to show uniqueness.
Let u be such that
∈ ρ(A) this implies thatû(k) = 0 for all k ∈ Z and thus u = 0.
(ii) ⇔ (iii 
Proof. This follows from Theorem 2.11, Proposition 2.7 and the fact that in the context of Hilbert spaces, R-boundedness and boundedness are identical concepts. This in turn follows from Plancherel's theorem and the fact that the Rademacher system {r j (t)} is an orthonormal family in L 2 (0, 1; C) (see Clément-de Pagter-SukochevWitvliet [13] ).
The solution u(·) given by Theorem 2.11 actually satisfies the following maximal regularity property.
Corollary 2.13. In the context of Theorem 2.11, if condition (ii) is satisfied we
Proof. The first assertion follows from the proof of Theorem 2.11. The estimate (2.5) is a consequence of the Closed Graph Theorem.
Remark 2.14. , k ∈ Z we have:
with convergence in L p (0, 2π; X). This remark will be used in Section 4 and Section 5 in the construction of mild solutions.
Example 2.15.
. This is the Laplacian on the interval with Dirichlet boundary conditions. Then A is self-adjoint. This is a linearized version of the case considered by Nakao and Okochi [28] . As we will see below, the condition a > 0 used by these authors is not necessary when we treat with the linear case.
More generally, Let A be the Laplace operator given by Au
where Ω is a bounded open subset of R N . The precise definition of the operator A we have in mind is the following.
We define a form a(., .)
(Ω) by:
Let A be the closed operator on L
2
(Ω) associated with the quadratic form a(., .). Then A is a realization of A with Dirichlet boundary conditions; i.e. u = 0 on the boundary ∂Ω of Ω in an appropriate sense. If Ω is smooth, e.g. ∂Ω is of class C 1 then u = 0 almost everywhere (for the surface measure) on ∂Ω.
The above results apply to the operator A so defined.
The following corollary shows that the operator A considered here need not be a semigroup generator, much less a cosine function generator.
Corollary 2.16. Let H be a Hilbert space and
α 2 and Corollary 2.12 applies.
Periodic solutions on Hölder spaces
In the present section, we deal with with periodic solutions in Hölder and Besov spaces. The results apply to a large class of elliptic operators.
Let X be a Banach space. For 0 < s < 1 we denote by C s (R; X) the space of all continuous functions f : R → X such that
for some c ≥ 0.
By C 2π (R; X) we denote the space of all 2π-periodic continuous functions f : 
The following condition on sequences {M k } k∈Z ⊂ B(X, Y ) was introduced in [5] to study Fourier multipliers for Hölder continuous functions. It is also used in the study of multipliers of Besov spaces of which the spaces C s (R; X) of X−valued Hölder continuous functions of exponent s are a special instance. 
Definition 3.2. We say that a sequence
Then C s 2π (R; X) under the above norm is a Banach space. We define C 
(Ω, µ) where m(x) ∈ R, a.e. x ∈ Ω, then we have
For a more concrete example, let A be the operator considered at the end of Section 2, that is, the Laplace operator on a bounded domain Ω of R (Ω). The same is true for the spaces C 0 (Ω) provided that Ω be regular in the sense of Wiener (see for instance [4, Chapter 6] ). We refer to Pazy [29] and Davies [15] for a complete presentation which includes more general elliptic operators. The above results apply to all these cases.
We recall the definition of periodic Besov spaces. Let S be the Schwartz space on R, S be the space of all tempered distributions on R and D (T; X) the space of X−valued 2π−periodic distributions. Let Φ(R) be the set of all systems
and for α ∈ N ∪ {0}, there exists C α > 0 such that
That such systems exist is a well known fact which is related to the LittlewoodPaley decomposition (see e.g. [2] , [3] , [4, Chapter 8] , [7] )).
Let 1 ≤ p, q ≤ ∞, s ∈ R and φ = (φ j ) j≥0 ∈ Φ(R). The X−valued periodic Besov spaces are defined by . We refer to the paper [7, section 1] for more details.
In the context of Besov spaces, using the above techniques, one can establish the following theorem. 
(ii) For every f ∈ B 
T; D(A)).
Here, the notion of B We remark that the above example applies to this case as well. For more on vector-valued Besov spaces, we refer to Arendt Batty and Bu [7] . A result similar to Theorem 3.8 was proved in [25] . Operator-valued Fourier multipliers on Besov spaces built on L p (R; X) were studied by Amann [3] . We now consider a more general class of examples which includes elliptic equations.
Let us first recall that a linear operator A defined on X is called non-negative if (−∞, 0) ⊂ ρ(A) and there exists M > 0 such that
A closed linear operator A is said to be positive if it is non-negative and if, in addition, 0 ∈ ρ(A). For further information on positive operators we refer to the recent monograph by Martinez-Sanz [27] .
It is well known that the above estimate implies that there exists θ ∈ (0, π) such that Σ θ := {z ∈ C, |arg(z)| > π − θ} ⊂ ρ(A) and
If the operator −A generates a bounded strongly continuous semigroup, then A is a non-negative operator and one can take in this case any θ such that θ > Proof. To prove (1), it is enough to observe that
and that the real part is negative if k = 0. As for (2), we note that in that case,
< 0 for k = 0 and thanks to (3.4) and the fact that 0 ∈ ρ(A), the estimate in Theorem 3.8 is satisfied.
This corollary applies to a large class of elliptic operators with bounded measurable coefficients in L p (Ω). Theorems of this type were obtained using the method of sums of operators. See the monographs [2] , [30] by Prüss and Amann respectively. Our treatment here is particularly simple and does not involve the condition of bounded imaginary powers.
For the case a < 0, we have the following: . Then the conclusion of Corollary 3.9 holds.
Proof. To see this observe that the real part of In this section we study mild solutions of the abstract Cauchy problem (1.1) in case α = 0 and a = 1 that is,
Strong solutions of problem (4.1) where characterized by Arendt and Bu (see [6, Section 6] ) but the study of mild periodic solutions was left open. However, we note that mild solutions in the non-periodic case were studied recently by Schweiker [33] for the inhomogeneous problem with f ∈ BUC(R, X). In this and the next section we complete the study initiated in [6] .
We recall from [6, Theorem 3.6] that, if A is the generator of a C 0 semigroup {T (t)} t≥0 and 1 ≤ p < ∞ then the existence of a unique mild solution for the Cauchy problem
is equivalent to the following: iZ ⊂ ρ(A) and (R (ik, A) 
On the other hand, by a result of Prüss [31] , this is also equivalent to have: 1 ∈ ρ(T (2π)).
Formally, if we consider (4.1) with periodic boundary conditions and use the Fourier series, then we getû
By a result of Cioranescu-Lizama [11] , it is known that if A is the generator of a cosine function {C(t)} t∈R then the existence of a unique mild periodic solution of class C 1 for (4.1) is characterized by the condition 1 ∈ ρ(C(2π)) which , in Hilbert spaces, is equivalent to the boundedness of the set
On the other hand, if S(t) denotes the associated sine function then Schüler [32] proved that existence of mild periodic solutions for (4.1) (not of class C 1 ) is characterized by the condition that S(2π) : X → E is invertible. Here E denotes the set E = {x ∈ X : t → C(t)x is once continuously differentiable }, which is a Banach space under an appropriate norm (cf. Fattorini [21] ). Moreover, Schüler proved that the above description is equivalent, also in Hilbert spaces, to the boundedness of the set
The above results, give us to consider two notions of mild solutions for the problem (4.1) in order to obtain the corresponding analogues to the Arendt-Bu result. In order to do that, we slightly modify the notion of mild solutions to the case that A is not necessarily the generator of a cosine function, obtaining characterizations which are analogues to [6, Proposition 3.2] .
We begin with our first definition of the notion of "2-times mild" solution.
We note that our definition is a natural extension of classical ones. In [4, p. 120 and p. 206] for example, the definition of mild solution for (4.1) uses only (4.2) alone, in the case where f ≡ 0. Here we consider the nonhomogeneous problem.
Then the Fourier coefficients of g f are given by:ĝ
Proof. Note that g f (0) = g f (0) = 0. We have:
Recall from Section 3 that we denote by C 2π (R; X) the space of all continuous and 2π-periodic functions with u(0) = u(2π). By differentiability of a function u ∈ C 2π (R; X) at t = 0 or t = 2π we mean that the following limits exist and are equal
We denote this by u (0) = u (2π). 
Proof. Assume that u is a mild solution. Letting t = 2π in (4.2) we get that
Since u is differentiable at t = 2π, u (2π) exists and hence by (4.2), closedness of A and using the fact that u (0) = u (2π) we obtainû(0) = 
On the other hand, 
Then, by (4.4) we obtain w(0) = 0 and henceĥ(k) = −1 2πik
We conclude from the uniqueness that h(t)− t 2π
g w (2π). But g w (0) = 0, and hence g w (2π) = −2π < u (0), x * > . Therefore (4.5) together with the definition of w yield equation (4.2) .
Since u is differentiable at t = 2π, from (4.5) we also obtain g w (2π)− < u (2π) In case A generates a strongly continuous cosine family, mild solutions can be described differently.
Recall that if A generates a cosine function C(t) and S(t) := t 0 C(s)ds is the associated sine function, then for x ∈ X, t 0
S(s)xds ∈ D(A) and
Furthermore, recall that C(t) and therefore S(t) are exponentially bounded: there exist M ≥ 1 and ω ≥ 0 such that
We shall also make use of the set
which under the norm ||x|| E = ||x|| + sup 0≤t≤1 ||AS(t)x|| is a Banach space (cf. [22] and [4, Section 3.14 ]).
Observe that if (x, y) ∈ D(A) × E and f is continuously differentiable on [0, 2π], then the formula In the proof of Theorem 4.6 below, we will need to establish the following lemma. 
Lemma 4.5. Assume that A generates a strongly continuous cosine function C(t) and let
f ∈ L p (0, 2π; X), 1 ≤ p < ∞ or f ∈ C(0, 2π; X). Then t 0 (t − s) s 0 S(t − σ)f (σ)dσds ∈ D(A) and (4.8) A t 0 (t − s) s 0 S(s − σ)f (σ)dσds = t 0 S(t − s)f (s)ds − t 0 (t − s)f (s)ds for all t ≥ 0.
S(t − s)f n (s)ds ∈ D(A) and
Integrating this relation, we obtain, using the fact that A is closed,
Let n, m ∈ N and t ≥ 0. For the two integrals appearing in the right hand side of (4.9) we have, with t ≥ 0 fixed:
For the integral in the left hand side we have the following estimate:
Letting n go to infinity in (4.9) and appealing to the Closed Graph Theorem, we obtain the desired relation. (
Proof. 
This proves (4.2) , that is u is a mild solution of the problem (4.1).
Since u (0) = u (2π) by hypothesis, it follows from Theorem 4.
Proceeding as in the proof of Theorem 2.11 we obtain {−k
. Clearly the functions u n satisfy u n (t) = Au n (t) + f n (t) as strong solutions. Hence, by uniqueness of Fourier coefficients, u n (t) satisfies
Since u n (0) = u n (2π) and u n (0) = u n (2π) we obtain
Using the arguments in [32, Theorem 3] we can deduce that u n (0) and u n (0) converge to some x, y in X, respectively, as n → ∞. More precisely, since by the hypothesis 0 ∈ ρ(A), we can define
and
We conclude that u verifies the formula
and satisfy u(0) = u(2π). Also from (4.11) we get that C (2π)u n (0) converge. Then by (4.10) we obtain that u (2π) exists. Hence u is differentiable at t = 0 and
The hypothesis implies 0 ∈ ρ(A) by [32, Lemma 3] . Choose
Note that x and y are well defined as elements of X. In the present section, we discuss another notion of mild solution for the undamped equation (that is, α = 0). Since a strong solution must be twice differentiable (in the classical or Sobolev sense), it is natural to examine solutions which do not require this condition. We also obtain a characterization in the case where the operator A generates a cosine function on X. As a consequence of the foregoing theorem, we obtain the following characterization in Hilbert spaces (see also [11, Theorem 2] ). However, when N = 1, this condition is never satisfied. In fact, cos(2π √ −λ n ) = cos( ). From this we see that the above analysis applies to this situation as well.
As a result, condition (iii) of Corollary 5.4 is not satisfied by the operator A.
Example 5.6.
