Abstract. In this paper we consider a model for the harvesting of marine resources, described by an elliptic equation. Since the cost functionals have sublinear growth w.r.t. the pointwise intensity of fishing effort, optimal solutions are in general measure-valued. For the control problem in one space dimension, we prove the existence of optimal strategies. Uniqueness is established within a class of measures with small total mass. We also study the differential game, modeling the presence of several competing fishing companies, and prove the existence of a Nash equilibrium solution. This is obtained as a fixed point of a continuous transformation in a space of positive Radon measures.
-Introduction
This paper is concerned with a non-cooperative differential game modelling the harvesting of marine resources. The general setting of the problem will be discussed for an N -dimensional domain. The main results, however, will be proved in the one-dimensional case.
Consider a bounded domain Ω ⊂ IR N with smooth boundary. In practice, Ω ⊂ IR 2 will describe the region occupied by a lake, or a sea. Denote by φ = φ(t, x) the density of fish at time t at the point x ∈ Ω. In absence of fishing activity, assume that the fish population evolves according to the parabolic equations with source term φ t = ∆φ + g(x, φ)
x ∈ Ω , (1.1)
with Neumann boundary conditions ∇φ · n = 0 x ∈ ∂Ω .
(1.2)
A natural choice for g is g(x, φ) = α h(x) − φ φ .
(1.3)
Here the constant α > 0 is a growth rate, while h(x) denotes the maximum fish population that can be supported by the habitat at x. Let u i = u i (t, x) be the intensity of harvesting conducted by the i-th fishing company, at time t at the location x ∈ Ω. In the presence of this fishing activity, the fish population evolves according to
φ u i (t, x) .
(1.4) Throughout this paper, we consider steady state solutions. These satisfy the elliptic equation 5) together with the Neumann boundary conditions (1.2). The strategies u i (x) are now assumed to be independent of time.
We are interested in optimal fishing strategies for the various companies. At a steady fishing rate, the i-th company will sustain a cost
(1.6)
It is reasonable to assume that different companies will incur in different costs c i for fishing at a given location x. This is because their home bases may be located at coastal cities with different distances from x. In addition, there may be restrictions to the fishing activities of companies of various countries. For example, if there is an international treaty that does not allow the k-th company to harvest fish in a subregion Ω ′ ⊂ Ω, this will be modelled by setting c k (x) = ∞ for x ∈ Ω ′ . If a subregion Ω 0 is set aside as a marine park where no fishing is permitted, then c i (x) = ∞ for all x ∈ Ω 0 , i = 1, . . . , m.
The profit for the i-th company will be proportional to the total fish caught:
(1.7)
Here P denotes the unit price of fish on the market. By a variable rescaling, it is not restrictive to take P = 1. The total payoff for the i-th company is therefore
(1.8)
The function u i = u i (x) describes the strategy of the i-th company. It is reasonable to assume that it satisfies the constraints
Here M i denotes the maximum amount of fishing within the capabilities of the i-th company. In practice, this may depend on the number of fishermen and on the size of fishing boats available.
Remark 1. The cost functionals given at (1.6) are linear w.r.t. u i . More general, nonlinear cost functionals could take the form 10) where Ψ i is a convex function, with Ψ i (0) = 0, Ψ ′ i (0) > 0. This accounts for the fact that, as the total amount of harvesting increases, the cost increases super-linearly. On the other hand, a nonlinear cost functional of the form
with ψ ′ (s) → ∞ as s → ∞, is not realistic. For example, assume Ω ⊂ IR 2 and choose any point x ∈ Ω. Consider the two strategies
For the functional (1.10), fishing over the entire domain or on a small part of it yields the same cost. However, for the cost functional G, as we reduce the fishing area more and more, the cost tends to infinity. Indeed
This feature is not supported by practical experience.
Remark 2. We also observe that integral constraints such as (1.9) are meaningful, while pointwise constraints of the form
are not. Indeed, (1.12) models the presence of a "park-meter", so that a fishing boat is allowed to stay in one place up to a maximum of time, then it must move elsewhere.
The above remarks indicate that in a realistic model, the cost of harvesting grows at most linearly w.r.t. the pointwise intensity u(x). This has important implications for the corresponding optimization problem. Indeed, the existence of optimal strategies can now be obtained not in L 1 (Ω) but in the in the space M + (Ω) of non-negative Radon measures supported on the closure of the domain Ω.
This fact is actually consistent with practical experience. If an open subset Ω ′ ⊂ Ω is set aside as a marine reserve, the most profitable place to catch fish is right along the boundary of the reserve, i.e. on Ω ∩ ∂Ω ′ . In an optimal strategy, a positive amount of harvesting thus takes place on a set of measure zero. This strategy is described by a measure µ, singular w.r.t. Lebesgue measure on Ω. We stress that the study of optimal strategies within a space of Radon measures is a major difference between the present paper and earlier literature on the subject [CGM, DMS1, DMS2, LM, LW, N] .
The remainder of the paper is organized as follows. In Section 2 we review the definition of Nash equilibrium solution of the differential game.
All subsequent analysis deals with the case of one space dimension. Results are expected to be qualitatively similar in more space dimensions. However, there are two features of one-dimensional problems which play a key role in our proofs. Namely:
(i) The Green kernels of second order operators are Lipschitz continuous.
(ii) Given a two-point boundary value problem on the interval [0, R] with a source involving a positive measure µ, as in [BR] one can introduce a new variable s such that s(x) .
. Rewriting the differential equation in terms of s as independent variable, the singularities are removed and classical O.D.E. theory applies.
For given measures µ i , in Section 3 we study the existence and uniqueness of strictly positive solutions to the boundary-value problem (1.5)-(1.2). The existence and the uniqueness of measurevalued solutions to the optimal control problems for the various players are studied in Sections 4 and 5, respectively. Our uniqueness result is obtained by proving the strict concavity of the payoff functional (1.8), as long as the measures µ i remain small. Finally, in Section 6 we prove the existence of a Nash equilibrium solution to the differential game. This is obtained as a fixed point of a continuous transformation, in a space of measures.
-Nash equilibrium solutions
From now on, we consider fishing strategies described by positive Radon measures µ i ∈ M + (Ω). The fish population will reach an equilibrium state φ = φ(x), determined by the elliptic problem with measure-valued sources
and Neumann boundary conditions
For the analysis of elliptic equations with measure-valued source terms we refer to [Bo, BG1, BG2, BGO] . Each company seeks a strategy µ i in order to maximize its payoff
3) subject to the constraints
Definition 1. We say that the (1 + m)-tuple (φ, µ * 1 , . . . , µ * m ) is a Nash equilibrium solution of the non-cooperative differential game (2.1)-(2.3) if the function φ provides a solution to the elliptic boundary value problem (2.1)-(2.2) and, for each i = 1, . . . , m, the measure µ = µ * i achieves the maximum payoff for the optimal control problem maximize:
with boundary conditions (2.2), and with the constraints
3 -Positive solutions of the boundary value problem
From now on we specialize to the case of one space dimension, so that our domain is a bounded interval: Ω . = ]0, R[ . In this section we study the uniqueness of non-negative solutions to the boundary value problem
where primes denote derivatives w.r.t. the space variable x, while µ ∈ M(Ω) is a positive Radon measure supported on the closed intervalΩ = [0, R] . On the function g we impose the following assumptions:
(A1) One has g(x, φ) = f (x, φ) φ, where the function f = f (x, φ) is continuous w.r.t. both variables and twice continuously differentiable w.r.t. φ. Moreover, for some continuous function h = h(x) one has
Here and in the sequel, by f φ , f φφ we denote respectively the first and the second partial derivative of f w.r.t. φ.
Since in the equation (3.1) µ can be a measure, a precise concept of solution should first be given.
Definition 2. By a solution of (3.1) we mean a Lipschitz continuous map x → φ(x) such that (i) The map x → φ ′ (x) has bounded variation and satisfies
We notice that φ ≡ 0 is always a solution. The next two lemmas are concerned with the existence and uniqueness of strictly positive solutions. In the case where µ has a positive density w.r.t. Lebesgue measure, these results are entirely standard. However, the case where µ contains point masses must be handled with some care. Lemma 1. Let the assumptions (A1) hold.
(i) Let φ be a non-negative solution to (3.1) with φ(y) > 0 for some y ∈ [0, R]. Then there exists δ > 0 such that
(ii) The problem (3.1) can have at most one nontrivial positive solution.
Proof. 1. Consider the set
Observe that
and set ϕ ε (x)
Inserting these test functions in (3.3) and letting ε → 0, for every couple of points x 1 , x 2 such that µ {x 1 } = µ {x 2 } = 0 we obtain
In particular, for every point
Recalling that φ is non-negative, we claim that
as well. Indeed, ifx = 0 orx = R, the boundary conditions (3.2) yield φ ′ (0+) = 0 or φ ′ (R−) = 0, respectively. On the other hand, if 0 < x < R, as x →x by (3.7) the left and right limits of φ ′ (x) coincide. Therefore φ ′ (x) exists. If this derivative were = 0, the function φ would take values with opposite signs in a neighborhood ofx, against the non-negativity assumption. Hence (3.8) must hold.
For notational convenience, define ψ(x)
.
The map x → s(x) is strictly increasing. It admits a non-decreasing inverse s → x(s) which is continuous with Lipschitz constant one. Namely,
for almost every s. Observe that (3.9)-(3.10) formally yield ds = dx + dµ = θ ds + (1 − θ)ds. To take care of points where µ has a point mass, and φ ′ thus has a jump, we set
and define
We observe that these maps provide a solution to the system of O.D.E's
with initial data
The right hand side of (3.11) is bounded, Lipschitz continuous w.r.t. φ, ψ, and measurable w.r.t. s. Therefore the only solution with initial data (3.12) is φ(s) = ψ(s) = 0 for every s.
4.
Reverting to the original variables, in the previous step we have shown that, if φ(x) = 0 for somex
Since the interval [0, R] is compact, this proves part (i) of the lemma.
5.
To prove the claim (ii) concerning uniqueness, let φ 1 , φ 2 be any two strictly positive solutions.
We then have
Notice that, in a neighborhood ofx, the right hand side of (3.17) is strictly negative, because f is strictly decreasing w.r.t. φ. Using the auxiliary variable s as in (3.9), and setting ψ . = ϕ ′ = dϕ/dx, we can represent ϕ as the solution to the Cauchy problem
(3.18)
ranges in a neighborhood of the pointx.
6. Two cases should be considered. If 0 <x < R, since ϕ ≥ 0 we have
it follows that the left and the right hand sides of (3.19) are equal, hence they both vanish. By the parametrization (3.9), at s = 0 we have
Since κ(s) < 0 for s ∈ ]0, s 0 ], with s 0 > 0 small, from the equations (3.18) and the initial conditions (3.20) it follows that ϕ(s) < 0 for s > 0 sufficiently small. This yields a contradiction with (3.16).
7. Finally, we consider the case wherex = 0. According to the boundary conditions (3.2), the identity
. Therefore, for s = 0 the equations (3.18) should again be solved with the boundary conditions (3.20). As before, we conclude that ϕ(s) < 0 for s > 0 small, reaching a contradiction. The case wherex = R is entirely analogous.
In the following, by a subsolution of the problem (3.1) we mean a Lipschitz continuous function φ which satisfies the following two conditions.
(i) The map x → φ ′ (x) has bounded variation and satisfies
Repeating the previous analysis at (3.5)-(3.7), we see that φ is a subsolution if and only if the boundary condition (3.21) holds and moreover, for every
Supersolutions can be defined in an entirely similar way, reversing the inequalities in (3.21)-(3.22).
The next result provides a necessary and sufficient condition for the existence of a strictly positive solution. Since it is an obvious extension of the corresponding result valid when µ is absolutely continuous, we only sketch the main arguments of the proof.
Lemma 2. Let the assumptions (A1) hold. Then the following are equivalent:
(i) The linear eigenvalue problem
has a strictly positive solution, for some λ > 0.
(ii) The nonlinear problem (3.1) has a strictly positive solution.
Proof. 1. Assume that (i) holds. Observe that the constant function
is a supersolution of (3.1). Indeed f (x, h max ) ≤ 0 for all x ∈ [0, R]. On the other hand, let φ λ be a positive eigenfunction, corresponding to an eigenvalue λ > 0. Then, for all ε > 0 sufficiently small, by the continuity of f we have
Hence the function φ − (x) . = εφ λ (x) is a strictly positive subsolution of (3.1). By possibly reducing the size of ε we can assume that φ
Having constructed an upper and a lower solution, we conclude that there exists a solution φ of (3.1) such that φ R] . Following a well established technique, this solution φ can be defined as the supremum of all subsolutions ≤ φ + .
2. Viceversa, assume that (3.1) admits a strictly positive solution φ. In analogy with (3.9), define the new space variable
and set θ(s) = dx(s)/ds ∈ [0, 1]. We need to show that there exists λ > 0 and a solution to the system 26) with φ λ > 0 and with boundary conditions
from (3.26)-(3.27) we find that Φ λ must satisfy On the other hand, when λ = 0 we have Φ 0 (S) < 0. Indeed, by assumption there exists a solution (φ, ψ) of (3.11) with
Hence the function Φ(s) .
is well defined and satisfies 
Moreover, at the terminal point we have the strict inequality Φ 0 (S) < Φ(S).
Since the value Φ λ (S) depends continuously on λ, there exists a particular value λ * > 0 for which Φ λ * (S) = 0. Returning to the original variables, this yields the desired solution to the linear boundary value problem (3.24).
By the previous analysis, the nonlinear boundary value problem (3.1) has a strictly positive solution if and only if for λ = 0 the solution Ψ 0 of the Cauchy problem (3.29)-(3.30) satisfies Ψ 0 (S) < 0. This yields Corollary. A suffficient condition for the problem (3.1) to have a strictly positive solution is that
Indeed, according to the proof of Lemma 2, a strictly positive solution exists if and only if the solution Φ 0 of the Cauchy problem
satisfies Φ 0 (S) < 0. Integrating (3.34) one obtains
This establishes (3.33).
-The optimal control problem
In this section we analyze the optimal control problem for one fishing company. This is formulated as an optimization problem within a space of non-negative Radon measures, for an elliptic P.D.E. with Neumann boundary data. In one space dimension it takes the form maximize:
Here the measure µ describes the fishing intensity for the particular company under consideration. This will be an element of the space M [0, R] of Radon measures supported on the compact interval [0, R] . The measure µ must be suitably chosen, in order to maximize the profit J (µ). On the other hand, ν is a given Radon measure, accounting for the combined intensity of fishing of all other companies. This situation is relevant in the study of differential games. Of course, if only one fishing company is active, we would simply take ν ≡ 0.
On the cost functional J we make the following assumptions: Notice that the case c(x) = +∞ for every x in an open subset Ω ′ ⊂ Ω is allowed. Similarly, there may exist a value s 0 > 0 such that Ψ(s) = +∞ for all s > s 0 . Some preliminary observations are listed below.
Remark 3. For every non-negative measures µ, ν ≥ 0, the solution of (4.2)-(4.3) satisfies
where h is the function introduced in the assumption (A1).
Remark 4. Using the fact that the pointwise maximum of two solutions is a subsolution, we obtain the uniqueness of the maximal solution. Throughout the following, for a given control measure µ, we shall always refer to this maximal solution. According to Lemma 1, this maximal solution is either identically zero, or uniformly positive on the entire domain [0, R].
Remark 5. Given two measures µ,μ, we writeμ ≺ µ if
for every open set A. In this case, the corresponding maximal solutions of (4.2)-(4.3) satisfỹ
(4.6) Indeed, the functionφ is then a supersolution of (4.2)-(4.3).
Remark 6. Let φ 0 be the equilibrium population of the fish if our specific company does no harvesting at all, so that
Then the optimal control strategy is µ * ≡ 0 if and only if
Remark 7. In the spatially homogeneous case: c(x) ≡c, dν =v dx, f (x, φ) = (h − φ), we expect to find a optimal solution µ having constant densityū w.r.t. Lebesgue measure, so that dµ =ū dx. In this case, the solution of (4.2)-(4.3) is explicitly computed: 9) or else φ ≡ 0 if the right hand side of (4.9) is negative. The optimal value ofū is found by maximizing the scalar function
The main result of this section is the existence of an optimal strategy µ * , within the space of Radon measures. As we show in a subsequent section, this more general formulation cannot be avoided. Indeed, when the cost function c(·) is discontinuous, the optimization problem may have no classical solution. The optimal strategy µ * is typically a measure which contains point masses, and does not admit a density u * ∈ L 1 [0, R] w.r.t. Lebesgue measure. Proof. 1. Let (µ n ) n≥1 be a maximizing sequence, so that µ n ∈ M + [0, R] for all n ≥ 1 and
(4.10)
Call φ n the corresponding maximal solution of (4.2)-(4.3). Notice that it is not restrictive to assume that the support of µ n is contained in the set
Indeed, in the opposite case we can define a new measureμ n ≺ µ n by setting
As in Remark 5, the corresponding solutions satisfyφ n ≥ φ n , and hence J (μ n ) ≥ J (µ n ). (4.11) This proves that the sequence µ n is uniformly bounded.
From the equations (4.2)-(4.3) it now follows that
3. By compactness, we can now select a subsequence, still called (µ n ), which converges weakly to a measure µ * ∈ M + [0, R] . Since the functions φ n are uniformly Lipschitz continuous and bounded on [0, R], we have the uniform convergence φ n → φ * , where φ * provides a solution to (4.2)-(4.3) with µ = µ * . We now have
Moreover, the lower semicontinuity of the functions c and Ψ implies
Together, (4.12)-(4.13) yield lim
Hence the strategy µ * is optimal.
-Uniqueness of optimal solutions
This section is concerned with the uniqueness of optimal solutions. We will show that, within a class of measures with small total mass, the optimal strategy is unique. This will follow from the strict concavity of the payoff functional J . Throughout the following, we denote by
the total mass of a measure µ. Notice that, if µ is non-negative, one simply has
Of course, σ is a Radon measure, not necessarily positive, with unit norm. For ǫ ≥ 0 small, let φ ǫ be the corresponding solution of boundary value problem (4.2)-(4.3), with µ replaced by µ ǫ . = µ + ǫσ. We seek conditions which ensure that the scalar map
is strictly concave. It is clear that the map
is affine. Since we are assuming that the function s → Ψ(s) is convex, the same is true of the map
It thus suffices to study the concavity of the map
for ǫ ≥ 0 small. In the following analysis, we assume
so that the corresponding solution of (4.2)-(4.3) will be close to the solution ψ 0 of
where no fishing occurs. We begin with a formal analysis. Assume that at ǫ ≈ 0, the map ǫ → φ ǫ admits an asymptotic expansion
Observe that each function φ ǫ satisfies
with Neumann boundary conditions (4.3). Inserting (5.6) in (5.7) and expanding in powers of ǫ we see that the functions φ 0 , φ 1 , φ 2 : [0, R] → IR should provide solutions to the boundary value problems
with Neumann boundary conditions
Computing the second derivative at ǫ = 0, we find 1 2
(5.10)
We need to study the sign of the right hand side of (5.10), and check if it is strictly negative. From the first two equations in (5.8) it follows
Integrating by parts and using the boundary conditions (5.9), we obtain
(5.13)
Since we always assume (5.4), in (5.8)-(5.9) we expect φ 0 ≈ ψ 0 , where ψ 0 is the solution of (5.5). On the other hand, the function φ 1 can be essentially arbitrary. In order to control the sign of the right hand side of (5.13), on the Hilbert-Sobolev space H 1 [0, R] , we consider the homogeneous quadratic functional
By an elementary inequality we see that, if there exists δ 0 > 0 such that 15) then the functional Q is strictly positive defined. Namely, 16) for some constant δ 1 > 0 and all v ∈ H 1 . For ν, µ ≈ 0 one has φ 0 ≈ ψ 0 . Therefore the right hand side of (5.13) will still be strictly negative definite. Concerning the second integral on the right hand side of (5.10), we expect that it can be rendered arbitrarily small by choosing the measure µ small enough. These preliminary computations motivate the following Theorem 2. Let the assumptions (A1)-(A2) hold. Moreover, assume that (5.15) holds, so that the quadratic functional Q in (5.14) is strictly positive defined. Then there exists a constant δ ♯ > 0 such that, for any given measure ν ∈ M + , the optimization problem (4.1)-(4.3) can have at most one solution within the set of measures µ ∈ M + [0, R] which satisfy the additional condition
In particular, if ν = 0 and 18) then the optimization problem has exactly one solution µ ∈ M + .
Proof. Assume that there exist two distinct optimal solutions µ 1 , µ 2 . To obtain a contradiction, we will show that the map
is strictly concave. This will be achieved in several steps.
1. Fix anyǭ ∈ [0, 1] and define
We consider the map → J (µ + sσ) and check that, at s = 0,
Indeed, let φ 0 , φ 1 , φ 2 be the solutions of (5.8)-(5.9). Notice that, for ν +µ sufficiently small, these functions are uniquely defined. Call φ s the solution of (4.2)-(4.3) corresponding to the measure µ + sσ. We then have
2. We now rewrite the third equation in (5.8) as
This is a linear, non-homogeneous equation for φ 2 . Recalling (5.12), its solution can be written in the form
(5.22) Here K(x, y) is a Green kernel and all terms inside the square brackets are evaluated at the point y. Integrating by parts we obtain
We now observe that φ 0 is uniformly bounded and Lipschitz continuous, and bounded away from zero. Similarly, the kernel K is uniformly bounded and Lipschitz continuous w.r.t. both variables x, y. From (5.21) we thus derive an estimate of the form
for some constant C 2 .
3. Since the quadratic form Q in (5.14) by assumption is strictly positive definite, by continuity we can assume that, for all µ ≤ 2δ ♯ , the corresponding quadratic form is also strictly positive definite, namely Going back to the expression (5.10) for the second derivative, we obtain the estimate
(5.26)
If µ < ε 0 /C 2 , then either φ 1 ≡ 0, or the left hand side in (5.26) is strictly negative. We conclude that, at ǫ =ǭ, either the first derivative dJ (µ ǫ )/dǫ vanishes, or else the second derivative is strictly negative.
Sinceǭ ∈ [0, 1] was arbitrary, this shows that there can be at most one optimal solution within the set of measures µ such that ν + µ ≤ δ ♯ .
4.
To prove the last statement, assume that ν = 0 and (5.16) holds. In this case, we claim that any optimal solution µ satisfies µ ≤ δ ♯ . Indeed, if µ > δ ♯ , observing that φ(x) ≤ h max and c(x) ≥ c 0 for all x ∈ [0, R], and using the convexity of the function Ψ, we compute
By (5.27) the measure µ achieves a negative payoff and is not optimal, being worse than the zero measure which achieves a null payoff.
-Solutions to the differential game
Aim of this section is to establish the existence of measure-valued, Nash equilibrium solutions to a differential game with m players. Denoting by µ i , the intensity of fishing by the i-th company, the density of fish population will satisfy
We always assume that the function f satisfies the assumptions (A1). The goal of the i-th player is to maximize his payoff
among all non-negative measures µ i ∈ M + on the closed interval [0, R], subject to the constraint
Notice that by (6.3) we impose an upper bound on the total amount of fishing activity carried out by the i-th company. In practice, this limitation is due to the finite number of boats, fishermen, and working hours.
Definition 3. By a Nash equilibrium solution we mean an m-tuple of non-negative Radon measures µ = (µ 1 , . . . , µ m ) such that, for each i = 1, . . . , m the following holds. Setting ν . = j =i µ j , the measure σ = µ i provides a solution to the optimization problem maximize: (6.4) subject to the bound (6.3) and with
On the cost functionals J i we make the following assumptions:
is lower semicontinuous and strictly positive. Moreover, the function Ψ i is convex, lower semicontinuous, and satisfies
Theorem 3. Let the assumptions (A1) hold, together with (A2) i , for every i = 1, . . . , m. Moreover, assume that the solution ψ 0 of (5.5) satisfies (5.15). Then there exists δ > 0 such that, if
then the differential game (6.1)-(6.3) admits a Nash equilibrium solution.
Proof. 1. By the analysis in Section 4, for a given measure ν, the optimization problem (6.3)-(6.5) for the i-th player has at least one solution. The presence of the additional constraint (6.3) actually simplifies the proof, because the upper bound on µ i is now explicitly assumed. If
is sufficiently small, by Theorem 2 this optimal solution µ i is unique. We can thus write µ i = T i (ν), for a suitable transformation T i in the space of positive Radon measures.
2. Consider the compact set K consisting of m-tuples of non-negative measures µ = (µ 1 , . . . , µ m ) such that
Define the transformation T : K → K by setting
Here T i (ν i ) is the measure providing the unique optimal solution to the problem (6.3)-(6.5), with ν = ν i . = j =i µ j . By the previous analysis, the map T is a well defined transformation of K into itself. We claim that T is continuous w.r.t. the weak convergence of measures. Indeed, consider a sequence of m-tuples of Radon measures (µ 1,n , . . . , µ m,n ) n≥1 , and assume the weak convergence µ i,n ⇀ µ i as n → ∞, for each i = 1, . . . , m. Of course, this implies the weak convergence
For each n ≥ 1, let σ i,n = T i (ν i,n ) be the unique measure that optimizes the corresponding problem (6.3)-(6.5), with ν = ν i,n . Moreover, let σ i be the measure which provides the optimal solution of (6.3)-(6.5) when ν = ν i . We claim that the weak convergence σ i,n ⇀ σ i holds. By a compactness argument, by possibly taking a subsequence we can assume that σ i,n ⇀ σ i,∞ for some Radon measure σ i,∞ with σ i,∞ ≤ δ i . To prove our claim, it suffices to show that σ i,∞ provides an optimal solution to the problem of (6.3)-(6.5) when ν = ν i . Indeed, the uniqueness result proved in Section 5 will then imply σ i = σ i,∞ .
By the Ascoli-Arzelà theorem, we can assume the convergence φ n → φ ∞ of the corresponding solutions of (6.5), uniformly on [0, R] . Observe that φ ∞ provides the solution of (6.5), with ν = ν i and σ = σ i,∞ . In particular, Now letφ n be the solution of (6.5) with ν = ν i,n and σ = σ i . Observe thatφ n → φ ∞ uniformly on [0, R] . Moreover, when ν = ν i,n the measure σ i,n performs better than σ i . Therefore The above inequalities show that the strategy σ i,∞ achieves a payoff at least as good as σ i . Hence it is optimal. By uniqueness, we conclude that σ i,∞ = σ i , as claimed. This establishes the continuity of the transformation T , w.r.t. the topology of weak convergence of measures.
3. We now observe that T is a continuous map from the compact, convex set K into itself. By Schauder's fixed point theorem, it admits at least one fixed point µ * = (µ * 1 , . . . , µ * m ). By definition, this provides the required Nash equilibrium solution to the differential game.
-Concluding remarks
In this paper, we observed that a natural formulation of the optimal harvesting problem involves cost functionals with sub-linear growth. As a consequence, the optimal strategies can be measure-valued. We expect that this optimal measure µ * will indeed be singular w.r.t. Lebesgue measure when the cost function c = c(x) is discontinuous. Results in this direction should be obtained by deriving necessary conditions for optimality.
Another issue that deserves further investigation is the range of validity of the uniqueness result. Here we established uniqueness of optimal strategies within a class of measures with small total mass. This result seems far from optimal. For applications, it would be useful to also cover the case of large-size control measures µ * . From our analysis, uniqueness appears to be related to the smallness of the gradient ∇φ of the solution. This might yield other forms of the uniqueness result. It would also be interesting to study the case of loss of uniqueness, looking for counterexamples in the case where ∇φ has large oscillations.
