Interaction-induced dipoles of hydrogen molecules colliding with helium atoms: A new ab initio dipole surface for high-temperature applications J. Chem. Phys. 136, 044320 (2012) Elegant expressions are derived for the computation of dipole and quadrupole moments of molecules using the electrostatic potential and electric field evaluated on an oriented molecular surface. These expressions are implemented for Hirshfeld surfaces, applied to various molecular crystals, and compared with the results from the quantum theory of atoms in molecules. The effect of intermolecular interactions is also explored by examining the differences between electrostatic moments derived from a periodic Hartree-Fock electron density and an electron density resulting from a superposition of noninteracting molecules. The enhancement of the dipole moment for hydrogen bonded molecular crystals is typically 30%-40% and shown to be largely independent of the partitioning scheme. Dipole moments calculated from Hirshfeld surfaces systematically underestimate those from zero-flux surfaces, a result attributed to the translation of the Hirshfeld surface relative to the zero-flux surfaces for these molecules. For acetylene and benzene, the differences between a crystal calculation and the sum of noninteracting molecules are small, and both partitioning schemes yield quadrupole and second moment results in close agreement.
I. INTRODUCTION
Electrostatic moments of molecules provide a compact, convenient, and well-defined description of a molecular charge density distribution in the gas phase. The dipole moment is particularly useful, as it is a key determinant of the dielectric properties of molecular liquids and solids. Although no longer uniquely defined for molecules in the bulk, electrostatic moments are nevertheless important quantities in any attempt to understand how molecules are modified when brought into the bulk environment. In particular, local field effects due to intermolecular interactions can cause substantial polarization of electron distributions in hydrogen bonded molecular liquids and crystals, typically enhancing the dipole moment of the molecules. This has been well documented for a number of crystals on the basis of careful analyses of accurate x-ray diffraction data, 1,2 and x-ray scattering experiments on liquid water 3 as well as vibrationrotation-tunneling spectroscopy on the water hexamer 4 are consistent with a water dipole moment enhancement of around 40%-50%. The zeroth ͑overall charge͒, first, and second moments of a charge density distribution are conventionally defined by three-dimensional integrals where and w refer to the Cartesian directions x , y, and z and ⍀ is a region bounded by a surface ‫ץ‬⍀ ͑which is at infinity for an isolated molecule͒. The term charge density is used rather than electron density, since both nuclei and electrons contribute to the electrostatic moments, and hence the charge distribution is given by
͑r͒. ͑4͒
Because the distance from a given origin multiplies each charge element in Eqs. ͑2͒ and ͑3͒, the moments reflect the spatial distribution of charge. Their origin dependence is easily determined, 1 and a shift in origin of rЈ = r − R, where R = ͑X , Y , Z͒, results in expressions for the first and second moments 
͑7͒
from which it can be seen that only the first nonzero moment of the charge distribution is origin independent. Equations ͑1͒-͑3͒ define the unabridged moments of a charge distribution; 5 the dipole moment of a charge distribution is identical to the unabridged definition, but the conventional traceless quadrupole moment is related to the unabridged second moment via ␣␤ = 1 2 ͑3 ␣␤ − ␦ ␣␤ ͕ xx + yy + zz ͖͒.
͑8͒
For a given molecular charge distribution, dipole, quadrupole, and higher moments are readily evaluated, but these quantities are not uniquely defined for individual atoms in molecules, which require partitioning of the total electron distribution into atomic fragments. In a similar manner electrostatic moments of a molecule in a crystal are not uniquely defined and the results obtained depend on the choice of a partitioning method. A convenient scheme used for this purpose is the pseudoatom multipole model common in the charge density analysis of x-ray diffraction data, 6 which partitions the electron density into pseudoatomic fragments centered on the nuclear positions in the crystal. As the electron density of each pseudoatom comprises terms with dipolar, quadrupolar, and higher symmetries, the multipole moments of a molecule can be evaluated in an extremely straightforward manner from the moments of each atom in the molecule. 1 From Eqs. ͑5͒-͑7͒, and summing over all pseudoatoms in the molecule, the first and second moments can be expressed as 
where the primed moments refer to pseudoatom moments translated to a common origin. A common method for partitioning a bulk electron density into molecular fragments uses Bader's atoms-inmolecules ͑AIM͒ approach, 7 and it has become extremely popular for the analysis of ab initio electron density distributions, as well as experimental electron distributions. 8 Atomic properties such as charge, electrostatic moments, and radial expectation values are readily obtained via integration of the electron density over the volume bounded by the atomic zero-flux surfaces defined by the AIM theory, and molecular properties obtained by summation over the atomic properties as for the pseudoatom model. The main drawback of this method is the need to compute atomic properties in order to obtain their molecular counterparts. Although an accurate numerical integration of atomic properties is timeconsuming, the integration time is small compared with the time required to determine the zero-flux surfaces for each atomic basin. Perhaps because of these factors, a surprisingly small number of organic molecules have been the focus of computational studies which report dipole moments for molecules in crystals from AIM partitioning of ab initio crystalline electron distributions: urea; 9 Recently, Popelier 16 described an improved algorithm for computing AIM charges based on Gauss's law,
where F͑r͒ is the electric field and dS is the oriented surface area element. Compared with the determination of properties via conventional integration techniques, this approach has definite advantages. Conventional integrations over the volume, Eqs. ͑1͒-͑3͒, must deal with rapidly varying regions of electron density, in particular, cusps at nuclear positions, which present a challenge for numerical integration strategies. By contrast, for surfaces distant from the nuclear positions, properties related to the charge density will not vary rapidly across the surface. In addition, the number of points that need to be evaluated for numerical integration will increase in a quadratic manner with the size of the surface instead of the cubic increase with volume, and because properties that rely on the electron density do not vary rapidly across the surface, the grid spacing between points at which the property is evaluated can be increased, which in turn leads to fewer property evaluations. A disadvantage is that functions of the electron density such as the electric field can take somewhat longer to compute than the electron density. The Hirshfeld surface 17, 18 possesses properties that lend it to partitioning of a crystalline electron density into molecular fragments, and it was, in fact, devised for the determination of molecular dipole moments in molecular crystals. It is based on a generalization of Hirshfeld's stockholder partitioning scheme 19 and defines a weight function for a molecule in a crystal to be the ratio of the promolecular and procystal electron densities at each point in space,
Here, a ͑r͒ is a spherically averaged Hartree-Fock electron density 20 ͑or, for hydrogen, a contracted H atom electron density with = 1.24 a.u.͒ centered on nucleus a. The region defined by w͑r͒ ജ 0.5 identifies the volume within which the promolecule dominates the procrystal electron density, and the Hirshfeld surface has been defined in previous work by the implicit relationship w͑r͒ = 0.5. The Hirshfeld surface is computationally inexpensive to evaluate, and unlike partitioning schemes such as AIM, or those based on WignerSeitz or Voronoi polyhedra, the Hirshfeld surface is smooth and continuously differentiable everywhere, partitioning the crystal into molecular regions as well as small intermolecular voids, and the consequences of this latter point are discussed below. 17 For surfaces with these attributes, the time required for conventional integration over the volume would be substantially larger than the surface generation time; hence, the use of surface integrals to evaluate moments of the charge density would seem to provide an attractive alternative, and it is the purpose of this paper to present appropriate expressions for dipole, second, and quadrupole moments. Although the bulk of published work using Hirshfeld surfaces has been focused on their applications in crystal structure analysis, [21] [22] [23] the original publication describing this novel surface presented tentative results for dipole moments based on crude volume integrations, and the present work may be considered a refinement of that earlier approach. The application of the expressions and algorithms discussed below is by no means restricted to Hirshfeld surfaces, but the smooth shape and trivial generation of these appealing surfaces make them highly suitable candidates for evaluation of molecular moments in this manner.
II. EXPRESSIONS FOR DIPOLE, SECOND, AND QUADRUPOLE MOMENTS
Dipole moments are conventionally evaluated using Eq. ͑2͒. To convert this to an equivalent surface integral, a function G must be found, such that ٌ · G = a͑r͒, so that the divergence theorem can be applied. Using the relationships F͑r͒ =−ٌ͑r͒ and ͑r͒ =−ٌ 2 ͑r͒ /4, and on application of a vector derivative identity analogous to the product rule for differentiation,
the product x͑r͒ in the integrand of Eq. ͑2͒ can be expressed in the form
Further application of the same vector derivative identity to the second term in Eq. ͑15͒ yields
where use has been made of the relations ٌx = i and ٌ 2 x =0. Equations ͑2͒ and ͑16͒ can be combined and the divergence theorem applied to give an expression for the dipole moment in terms of only surface integrals,
Analogous expressions can be generated for the components in the y and z directions. This expression transforms in an identical fashion to Eq. ͑5͒ under a shift of origin,
͑18͒
Following the same lines of argument, the second moment term xy͑r͒ can be expressed in the form
The application of the vector identity, Eq. ͑14͒, results in
͑20͒
Combining Eqs. ͑3͒ and ͑20͒ and applying the divergence theorem yield an expression for the off-diagonal terms of the second moment tensor in terms of only surface integrals,
The diagonal terms of the second moment tensor yield a slightly different result,
and combining Eqs. ͑3͒ and ͑22͒ and applying the divergence theorem yield an expression that contains both volume and surface integrals,
Finally, the radial expectation value ͗r 2 ͘ is given by the trace of the second moment tensor,
The fact that the diagonal terms of the second moment tensor cannot be determined by surface integrals alone may appear to have defeated the purpose, but when converting to traceless form to obtain quadrupole moments ͓Eq. ͑8͔͒, one-third of ͗r 2 ͘ is subtracted from each diagonal component and hence the integral of the potential over the volume disappears.
The origin dependence of these expressions can be examined as for the dipole moments. For the off-diagonal elements,
and for the diagonal elements,
Again, these are entirely equivalent to the general expressions for the origin dependence of second moments given in Eqs. ͑6͒ and ͑7͒. For the potential due to a finite charge distribution, ͑r͒ must vanish as ͉r͉ approaches infinity, which implies that the boundary condition for calculation of the potential from a finite charge distribution intuitively requires that ͑r͒ also vanish as ͉r͉ approaches infinity. This is not appropriate for a periodic system as the charge distribution can be considered to be infinite, and instead the boundary condition can be chosen to be
As discussed by Stewart, 24 this is equivalent to the convention adopted by Ewald in the calculation of electrostatic energies, 25, 26 and it is also the convention adopted in the CRYSTAL98 program. 27, 28 This convention can be satisfied by adding a constant term to the potential such that
where mean is the mean Coulomb potential. These different definitions of the potential for isolated and periodic systems pose a potential problem, as the electrostatic moments derived via Eqs. ͑17͒, ͑21͒, and ͑23͒ could be dependent on an implied definition of the potential in the bulk. This is not the case, as substitution of Eq. ͑28͒ into Eq. ͑17͒ shows
Thus the dipole moment is invariant to any constant added to the potential. Similarly, on addition of a constant term to the potential the second moment expression becomes
and a similar result is obtained for the diagonal terms. All these results demonstrate that the expressions involving surface integrals are completely general and invariant to the choice of zero for the potential. It can be shown that for a neutral centrosymmetric system the average Coulomb potential is related to ͗r 2 ͘ via the expression 24, [28] [29] [30] 
From Eq. ͑24͒ it was evident that ͗r 2 ͘ cannot be calculated from surface integrals alone; it requires the evaluation of the integral of the potential within the bounded region ⍀ in order to obtain the correct value. This is not a surprising result given that ͗r 2 ͘ is related to the mean inner potential ͓Eq. ͑31͔͒. If the potential is defined as in Eq. ͑28͒ then not only is the integral of the potential over the unit cell zero, but also necessarily zero for the asymmetric unit. Hence, if the second moments are sought for the asymmetric unit in a periodic system using the convention in Eq. ͑28͒, the volume integral in Eq. ͑21͒ may be neglected, as it is exactly zero.
III. IMPLEMENTATION USING HIRSHFELD SURFACES
As the computation of Hirshfeld surfaces is largely a trivial process, involving interpolation on tables of spherical atomic electron densities to determine the weight function, with surface points then located with the marching cubes algorithm, 31 we decided to implement a procedure that was straightforward and rapid, and which took advantage of the properties of the Hirshfeld surface and the way in which it is determined. In particular, the triangulated nature of the Hirshfeld surface is the key to a straightforward implementation of the surface integral expressions.
For sufficiently small triangles, to a good approximation, the oriented surface area element can be represented by
where n tri is a unit vector normal to the plane of the triangle and dS tri is the area of the triangle,
where a , b, and c are vertices ͑Fig. 1͒. Taking the cross product of the vectors along the two edges of the triangle and dividing by the magnitude of the vector give the unit vector normal to the surface area element dS tri n tri = ab ϫ ac/͉ab ϫ ac͉. ͑34͒
Neither the normal nor the surface area element needs to be explicitly calculated, as the combination of the last three equations simplifies to give the oriented surface area element
In practice, the direction of this oriented surface area element is adjusted so that it always points outward. Under this approximate scheme the surface integrals reduce to a summation over the surface triangles, for example,
If the various properties ͓͑r͒ , F͑r͒, etc.͔ are determined at the vertices of each triangle, and we assume that the property value of the surface area element is an average of the values on the vertices, then the necessary integral expressions can be implemented as plus the other permutations of Eqs. ͑40͒-͑42͒, and V͑⍀͒ and SA͑⍀͒ are the volume and surface area of the object ⍀. The integral of the potential over the volume is never evaluated because either traceless quadrupole moments are reported or the potentials conform to the convention in Eq. ͑27͒.
FIG. 1. Labeling of vertices for integration over triangulated surfaces.
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Routine use of these algorithms requires determination of the optimum grid spacing required to retrieve the electrostatic moments of a known charge distribution to an acceptable accuracy. This was established using a cluster of point charges from which the electrostatic potential and electric field were evaluated at the vertices of the triangular elements comprising surfaces of differing resolutions ͑grid spacing͒. The cluster comprised 136 point charges located at the nuclear positions of a cluster of 17 urea molecules, in the same geometry as observed in the crystal, 32 with the surface enclosing 8 point charges corresponding to the central urea molecule in the cluster. The results for dipole and quadrupole moments ͑Fig. 2͒ demonstrate that the relevant expressions generate dipole and quadrupole moments that converge to the correct values, and that a surface generated with a marching-cube grid resolution of 10 points/ a.u. is capable of retrieving dipole and quadrupole moments to better than 1% for the test distribution of point charges. The charge enclosed by the surface was retrieved by all integrations at differing resolutions to within two decimal places.
IV. EXAMPLES AND CONCLUSIONS
Periodic Hartree-Fock calculations for a small number of organic molecular crystals were performed using CRYSTAL98, 33 with the same DZP basis set from Thakkar et al. 34 that we have employed in previous studies; thresholds for numerical accuracy and convergence were the same as those used by Spackman and Mitchell. 35 The crystal structures chosen for the compounds studied are derived from x-ray and neutron diffraction experiments at various temperatures. The structures derived from neutron diffraction data are acetylene at a temperature of 110 K, 36 urea at 123 K, 32 and benzene at 123 K, 37 and the structure of 2-methyl-4-nitroaniline ͑MNA͒ is taken from the data measured at 100 K, the details of which will be reported in a forthcoming publication. 38 The 90 K structure of formamide 39 and the 23 K structure of glycine 40 have been taken from the charge density analysis of accurate x-ray diffraction data, and the structure of hydrogen cyanide at 180 K was taken from the unpublished x-ray diffraction data, as described by Platts and Howard. 12 The ab initio calculations were then repeated using the MOLSPLIT option in CRYSTAL98, yielding the electron distribution due to a superposition of noninteracting molecules ͑hereafter referred to as "molecules"͒. For the purpose of comparing AIM results with those obtained for Hirshfeld surfaces, atomic moments were evaluated from these crystal electron densities using TOPOND, 41 from which molecular properties were derived via Eqs. ͑5͒-͑7͒, with the origin chosen at the center of mass of each molecule. Molecular properties from Hirshfeld surfaces were obtained using Eqs. ͑39͒-͑42͒ at a resolution of 10 points/ a.u.
As discussed in the Introduction, Hirshfeld surfaces are smooth and do not fill all space, which necessarily leads to molecular volumes that carry a small net positive charge for formally neutral molecules. The volume of the unit cell not captured by the Hirshfeld surfaces is typically less than 5% of the total volume and is dependent on the size of the molecule. 18 As the electron density in these regions is always very small, the net charges inside the molecular volumes defined by Hirshfeld surfaces ͑Table I͒ are all very small, typically only a few tenths of an electron ͑ϳ0.1% of the electron count for the molecules͒. Most importantly, the approximate integration method correctly calculates a positive charge in each case.
For dipolar molecules there is a systematic difference between the dipole moment magnitudes obtained from the AIM and Hirshfeld surface partitioning schemes ͑Table II͒; individual components ͑or directions͒ are not given, as all dipole moments for each molecule are essentially collinear. Dipole moments from Hirshfeld surfaces are underestimated with respect to the equivalent values obtained from the summation over the atomic moments from zero-flux surfaces. This can be readily understood by inspection of Fig. 3 , where the outline of the Hirshfeld surface for urea is overlaid on ٌ͑r͒ trajectories ͑which trace out the boundaries of the zero-flux surfaces͒ in the plane of the urea molecule; the Hirshfeld surface is translated relative to the zero-flux surfaces that define the molecule. This has the effect of shifting electron density from the electronegative end ͑C v O region͒ to the electropositive end ͑N-H region͒ of the molecular volume, hence reducing the computed value of the dipole moment relative to that obtained from the AIM surfaces. The enhancement of the dipole moment ͑i.e., the difference between the result obtained for a crystal and that for the superposition of molecules͒ is similar for almost all the compounds studied and, despite the systematic differences in dipole moments resulting from the two schemes, it is essentially independent of the partitioning scheme. Table II shows that the relative enhancement is 30%-40% for most organic dipolar molecules, with the exception here of glycine, which exists in a zwitterionic form in the crystal, and is already substantially polarized. The dipole moment enhancement results in Table II are internally consistent and their magnitudes are in accord with the earlier AIM results for urea 10 ͑37%͒; ice VIII ͑21%͒;
11 HCN ͑38%͒; 12 PNA ͑37%͒; and methyl carbamate ͑40%͒, carbohydrazide ͑22%͒, and GABA ͑7%͒, 13 all of which were based on crystal HF/ 6-31G ** densities. However, they suggest a considerably smaller enhancement of the dipole moment than indicated by previous crystal HF/ 6-21G ** AIM results reported by Abramov et al.
14 for amino acids ͑38% for histidine and 34% for proline͒, PNA ͑66%͒, and PANB ͑150%͒, and an HF/6-21G result for DMACB ͑Ref. 15͒ ͑52%͒. This disagreement may arise from the use of different basis sets ͑the DZP basis set used in the present work is considerably more flexible in the valence region͒ and levels of theory, use of an isolated molecule as reference ͑compared with the superposition of noninteracting molecules in the present work͒, or even different molecular geometries in the gas phase and in the crystal, and is investigated further in a separate publication.
2 Figure 3 also shows that the Hirshfeld surfaces and zeroflux surfaces in the plane of a weakly interacting system such as benzene have remarkably similar shapes, and as a consequence quadrupole moments obtained by both methods are in very good agreement ͑Table III͒. For acetylene and benzene the component of the quadrupole moment quoted is that parallel to the principal axis of the molecule. For benzene this is an approximation, as the molecule in the crystal belongs to the point group C i , but it deviates only a small amount from D 6h symmetry. In addition to quadrupole moments, second moments are also obtainable from a periodic density computed by CRYSTAL98, as the definition of the po- tential used in that code ensures that the integral of the potential over the unit cell volume is zero. 27, 28 The AIM results can be considered to be exact, but for Hirshfeld surfaces the second moments obtained are necessarily an approximation as those surfaces do not capture the entire asymmetric unit. Despite this, surface integrals are capable of providing good estimates of ͗r 2 ͘ ͑Table III͒ for these two systems, and the good agreement between the Hirshfeld surface and AIM results for ͗r 2 ͘ suggests that surface integrals are capable of retrieving radial expectation values from theoretical calculations for special cases.
Unlike the hydrogen bonded dipolar examples presented, it can be seen from Table III that both the crystal electron density and the superposition of molecular densities yield almost identical values of ͗r 2 ͘, regardless of the partitioning scheme. The small decrease in ͗r 2 ͘ for the crystal electron density is consistent between the two partitioning schemes, with a difference between 1.5-1.8 a.u. for benzene and 0.4 a.u. for acetylene, evidence of only small crystal field effects. This result, in both magnitude and sign, supports the tentative conclusions made on the basis of a review of experimental results some time ago. 1 In summary, the major outcomes from this work are elegant expressions for dipole and quadrupole moments which we believe have not been presented before. These expressions have been implemented for the case of Hirshfeld surfaces, applied to various molecular crystals, and compared with the AIM results. The effect of intermolecular interactions has also been explored by examining the differences between electrostatic moments derived from a periodic Hartree-Fock electron density and an electron density resulting from a superposition of noninteracting molecules. The results are independent of the partitioning scheme and show that the enhancement of the dipole moment for hydrogen bonded molecular crystals is typically 30%-40%. Although the shapes of the surfaces were demonstrated to be similar, the differences between the dipole moments calculated from Hirshfeld surfaces and zero-flux surfaces can be largely attributed to a systematic translation of the Hirshfeld surface relative to the zero-flux surfaces for the molecule, shifting electron density from one end to the other. For acetylene and benzene, the differences between a crystal calculation and the sum of noninteracting molecules were found to be small, with quadrupole and second moments for both partitioning schemes in close agreement. This agreement also reflects the fact that Hirshfeld surfaces are "extraordinarily good approximations" to the AIM molecular surfaces for centrosymmetric molecules, as observed recently by Pendas et al. for the case of CS 2 . 42 There is no doubt that while the integration algorithms we have presented are rapid, taking less than a second to integrate contributions from hundreds of thousands of triangles, high resolution surfaces are required, making the property evaluation from periodic ab initio calculations substantially longer. There is a balance to be found among accuracy, integration time, and property evaluation time, which was recognized by Popelier, 16 but in that case only isolated molecules were dealt with. The problems are amplified when moving from isolated to periodic systems, as the electric field and electrostatic potential can be time-consuming properties to evaluate. For example, for a periodic calculation on urea with 160 atomic orbitals, evaluation of the potential and electric field at close to 50 000 points takes approximately 6.5 h, but the integration time is less than 0.05 s. From other testing of the method the accuracy is better than 1 ϫ 10 −4 for charge and 1 ϫ 10 −2 for higher moments, but we believe that a similar accuracy could be obtained with only 5000 points if a more sophisticated integration algorithm was used, as even if the integration time increased by a large factor, the property evaluation time would be reduced to less than an hour. For example, one possibility for the improvement of the algorithm would be to calculate a local parametric representation to the surface for each triangle using surrounding surface points and to interpolate the properties across the triangle.
Finally, we observe that the application of the present expressions is not restricted to Hirshfeld surfaces as presently defined; they can be applied to any closed and oriented surfaces if only the charge, dipole, and quadrupole moments are sought; the calculation of second and higher moments requires an evaluation of integrals over the volume. Other applications that come to mind include simulations of liquids, where the distribution of dipole and quadrupole moments of molecules is sought for a large ensemble of molecules. A more fundamental application would be to consider the implications of choosing the surface to be the unit cell, in which case the consideration of the choice of a unit cell and origin may well illuminate the relationship between dipole, quadrupole, and second moments for a unit cell, its space group, and the mean inner potential, which has been the subject of considerable discussion in some recent work. 24, 26, 29, 30, 43, 44 
