ABSTRACT In autonomous imaging and video systems, data measurements can be extracted based on the presence or absence of system specific attributes of interest. These measurements may then be used to make critical system decisions. Therefore, it is imperative that the quality of the image used for extracting important measurements is of the highest fidelity. To achieve this, image enhancement algorithms are used to improve the quality of the image as a preprocessing procedure. Currently, most image enhancement processes require parameter selection and parameter optimizations, where the results typically require assessment by a human observer. To perform the image enhancement without human intervention, an image quality metric needs to be used to automatically optimize the enhancement algorithm's parameters. An additional complexity is that the performance of an image quality measure depends on the attributes an image possesses and the types of distortions affecting the image. Although there are many image quality metrics available in the literature, very few are designed for color images. Furthermore, most color image quality measures require a reference image as a basis, on which all other results are compared too, or require parameter adjustment before the measures can be used. Finally, most available measures can only evaluate the image quality for images that are affected by a small set of distortions. In this paper, we will show a new no-reference noparameter transform-domain image quality metric, TDMEC, which can successfully evaluate images that are affected by ten different distortion types in the TID2008 image database. This measure enables visionbased measurement systems to automatically select optimal operating parameters that will produce the best quality images for analysis.
I. INTRODUCTION
Vison based measurement systems are useful for automatic inspection systems for finding manufacturing defects, but also have tremendous potential for observing and extracting measurements that impact crucial decisions for security and biomedical systems. Texture based measurements can be used for biometrics, and medical diagnostics [2] - [10] . Since many of these systems depend on the quality of the source image, images are typically enhanced during a pre-processing step. The purpose of enhancing the quality of an image is to allow the observer to better perceive the desirable information in an image. It is often hard to quantify the improvement of this perception. Furthermore, there is no universal measure which can specify both the objective and subjective validity of the enhancement, which makes automating this process a challenge in vision systems [2] . A common approach to enhance the image quality is to enhance the image's contrast, and often, a contrast-based measure is used to optimize the enhancement algorithm's parameters [3] - [5] , [11] - [13] .
Image enhancement measures are calculated either in the spatial domain or the transform domain. The spatial domain measures are derived based on properties of each pixel, such as luminance or color, and their relationship with neighboring pixels in different parts of an image, but a transform domain measure operates on the image transform, such as the Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT), or Discrete Wavelet Transform (DWT) of the image [2] , [14] .
In the spatial domain, there are several fundamental measures of image quality, such as Michelson Contrast, Weber-Fechner Law, Contrast Ratio, and Entropy. Most other spatial domain image quality measures are derived from one or more of the fundamental measures [15] - [17] . Sometimes the measure is only applied to a specific region of interest in an image as demonstrated by Liu and Heynderickx [18] , applying natural scene saliency to PSNR, SSIM, VIF, and GBIM measures. Since the spatial domain measures operate on properties of pixels in different portions of the image, their outcome depends heavily on how different image attributes are distributed throughout the image. Image attributes such as image content, lighting, uniform vs. non-uniform background, texture, periodic patterns, randomness, single vs. multiple targets, noise, and distortions are all factors that can affect the results [15] . A quality measure that is deemed an appropriate metric to evaluate an image may not be the best method to evaluate the quality of another image with different content attributes. If a non-suitable quality measure is chosen to verify the results of an image enhancement process, it may result in degrading the image quality instead of providing enhancement [15] .
Image attributes are properties of image contents that are created by spatial relationships between pixel values. In the transform domain, the spatial relationship of the image pixels are scrambled, contrast measures that operate in such domains are therefore less susceptible to properties of image attributes [14] , [19] . Although evaluating image quality based on spectral properties provides robustness against image attributes, there are very few methods that employ such techniques, and most image evaluation metrics are computed in the spatial domain. Until recently, the existing transform domain measures were only suitable to evaluate grayscale images and there were no such measures for color images. Lee [20] proposed a method to optimize Retinex enhancement of color images using a DCT-based measure for illumination only, which uses spectral energy to evaluate the enhanced luminance of the image not the color components, although the image chrominance is also improved by Retinex.
Regardless of the domain of operation, some image quality measures require a reference image to be used along with a test image. These metrics compare the properties of the two images and propose a subjective evaluation of relative quality. These measures are used during enhancement processes. On the other hand, measures that do not require reference images, called ''no-reference measures'', can be used either with enhancement algorithms to measure image quality or to examine a single image to evaluate image fidelity. Lin et al. [21] used a full-reference method to quantify the edge contrast changes as a measure of compliance with HVS viewing. This method is only effective with images with blurring or luminance fluctuation distortion, specifically the cases when sharpened image edges are involved [21] . In general, no-reference measures are more desirable for their broader use in applications, especially where good quality reference images may not be available, and have less computational requirements.
Another way of categorizing image quality measures is based on their input parameters. Some measures require selection of a set of parameters prior to evaluating an image. Parameters such as scaling factors and coefficients, or segment size over which the measure is calculated within the image are common for measures of image enhancement. In general, having parameters requires pre-processing the subject image to correctly select these parameters, which adds computational overhead to the image evaluation. Therefore, no-parameter measures are more desirable to reduce computations and mitigate the risk of choosing incorrect parameters.
Color images can be affected by variety of distortions. Evaluation of image quality with a measure is highly dependent on the type of distortion that affected the image. While some measures may perform better against a certain distortion, other measures may misinterpret the image quality when affected by the same distortion [1] , [22] , [23] . Choosing what image quality measure to use during the enhancement process depends on the distortion type. In some cases, images may be affected by more than one type of distortion; also in most cases it is not clear what type of distortion has affected the image. For these reasons, it is desirable to have a measure that can work under a variety of distortion conditions. Currently, the available measures can successfully evaluate images for up to three types of the seventeen distortion types in the Tampere Image Database TID2008 [24] , [25] . The outstanding works that are proposed by Gao's DWT-based measure [26] , and Wang's digital watermarking-based noreference measure [27] , are suitable only for compression evaluation such as JPEG, JPEG2000 and MPEG-2 video.
In this article, we will show a new no-reference no-parameter transform-domain image quality metric, TDMEC, which can successfully evaluate images that are affected by 10 different distortion types in the TID2008 image database [1] . This measure would enable vision based measurement systems to automatically select optimal operating parameters that will produce the best quality images for analysis [6] .
II. BACKGROUND
In general, image distortions can be categorized either as low frequency or high frequency distortions. In a low frequency distorted image, the anomalies that are added to the image exhibit low frequency content. Adaptive Gaussian noise, adaptive noise in color components, spatially correlated noise, masked noise, impulse noise, and Gaussian blur are examples of such low frequency distortions. In contrast, from presented experiments, it can be observed that the high frequency distortion adds anomalies of high frequency content to an image. Quantization noise, jpeg compression, and non-eccentricity pattern noise are examples of high frequency image distortions. The transform domain measure of enhancement for color images, TDMEC, is similar in concept to the grayscale TDME introduced in [14] . When enhancing a color image, the luminance and the chrominance contents of the image are enhanced separately and the enhancement should be measured independently. The grayscale TDME measures the contrast enhancement of the luminance content of the image by measuring the magnitude of DCT coefficients of the image transform for different frequencies. An increase in the magnitude of higher frequency coefficients indicates enhancement in contrast for the luminance content of an image [14] , [19] as shown in figure-1 (c) and (d) by enhancing the contrast of the image in figure-1 (a) with unsharp-masking resulting image in figure-1 (b) .
In order to handle the high frequency artifacts caused by discontinuity at the edge of each tile during the compression FIGURE 2. The TDME Process for Grayscale images for compression tiles of m=8, such as JPEG and JPEG.
process [28] , the image is divided into tiles similar to the segments in the compression process and the quality metrics for each tile are evaluated separately. The overall measure is the average of the measures for all the tiles [14] . The flow chart for the original TDME algorithm is shown in figure-2 for compression tiles of 8 × 8 pixels, such as JPEG, JPEG2000.
The concept of TDME is formulated in equations (1) and (2) . If an image is divided into N non-overlapping blocks of m-by-m pixels (m = 8 for JPEG and JPEG2000), for an m-by-m block-n, the TDME n is calculated as follow:
And the overall TDME of the image is the average of TDME for all the N tiles:
In the case of grayscale images, contrast is usually a very good indication of the image quality, therefore TDME in the form that was introduced in [14] could provide acceptable quantification of the image quality. For color images, this concept is expanded and applied for the color components. The image quality is established by comparing the results to measured Mean Opinion Scores from TID2008 image database [1] .
III. METHODOLOGY
In grayscale images, as previously shown in [14] , there is a direct correlation between the contrast enhancement of an image and the energy transfer from the low frequency region to the high frequency region of the image spectrum. To extend this concept to color images, the color image is divided into luminance and chrominance components using the YC b C r color map [28] . The Y component represents the illumination or luminance and the C b and the C r components represent the colors in the image or the chrominance. In grayscale images, the higher the contrast value means fewer gray levels in the image color map, hence the higher the contrast is between the levels. Fewer grayscale levels result in fewer quantization levels, which translates to more high frequency components in the 2-D spectrum of the image [29] , [30] . For the color components, more quantization levels in image color content means that the image has more color contents (colorfulness) with better color quality. The higher number of quantization levels in the color map causes a more gradual gradient transition in colors, which shows more low frequency content in the 2-D spectrum of the image [29] . In other words, having more quantization levels in chrominance causes a smoother transition in color components and hence more high-frequency contents in the spectrum of the chrominance. Figure-3 shows an example from the TID2008 image database with the quantization noise increasing from image (a) to image (e) [1] . Quantization noise increases as the result of reducing the dynamic range by reducing the number of quantization levels; we can see in Figure- 4 that the contrast of the image luminance increases in the results shown from (a) to (e). In Figure-5 and Figure-6 , the impact of increasing the contrast of the color components C b and C r , is shown but notice compared to Figure-3 , the color quality decreases from (a) to (e). By subjectively examining test images from the TID2008 image database, it was observed that different distortions have different impacts on the luminance and chrominance of the test images. For the distortion types that are mentioned in Table- 1, increasing the distortion causes an increase in energy in the high frequency region of chrominance in the 2-D spectrum, which translates to higher contrast in chrominance, but at the same time, it causes a reduction in the spectral energy in the high frequency region of the 2-D spectrum of the image's luminance, which causes a lower contrast in luminance. The distortion types that display the same effect on the YC b C r color map are shown in Table-1. Based on this concept and the TDMEC image quality measure for color images is introduced by applying the TDME separately to the image luminance and image chrominance by using the following scheme in eq(3) [29] :
TDME Luminance * rms (Luminance) +TDME Chrominance * rms (Chrominance)
where the TDME of luminance is defined in eq(4) as: TDME Luminancence * rms (Luminance) = TDME Y * rms (I Y )
and the TDME of the chrominance is the average of TDME of C b and C r scaled by the intensity of each color content (C b and C r ) as formulated in eq(5): TDME Chrominance * rms (Chrominance)
[TDME Cb * rms (I Cb ) +TDME Cr * rms (I Cr )] (5) where I Cb is the C b component and I Cr is the C r component of the YC b C r color map of the image. Also, TDME Cb is TDME(I Cb ) and TDME Cr is TDME(I Cr ). The term rms(I Cb ) denotes the root-mean-square of the values of I Cb . The negative sign in eq(5) denotes the effects of color distortion/enhancement on DCT coefficients of the image [29] .
IV. EXPERIMENTAL RESULTS
The TID2008 Image Database provides 23 test images with 5 levels of distortion content for each image, including the original image, for 17 types of image distortions, along with the Mean Opinion Score for all images [1] , [22] . The Mean Opinion Score, MOS, is the average score over a large number of subjective evaluations of images performed by human eyes. We tested TDMEC, the presented color image quality metric, against all the images and each images' distorted versions and compared the results with MOS. Figure-7 shows an image corrupted with additive Gaussian noise. Figure-8 compares the normalized MOS and TDMEC for images of Figure-7 and provides the Pearson Correlation of the two graphs. Next, the performance of TDMEC with MOS using correlation for all the images with additive Gaussian noise in the database similar to Figure-8 was tested and the results are shown in Figure-9 . Each data point in Figure-9 is a correlation between TDMEC and MOS for 5 images with different levels of additive Gaussian noise, similar to Figure-7 . Correlation values closer to +1 indicate the maximum agreement between MOS and TDMEC on the evaluation of image quality and negative correlation values denote disagreement between the two methods.
We repeated the same steps of Figure-7 , 8, and 9 for different distortion types and average correlation results are shown in Table- 
FIGURE 9.
Correlation between MOS and TDMEC for the images with additive Gaussian noise. Each datapoint is the correlation between a group of images that were incrementally distorted, a reference image and 4 distorted images, total of 100 distorted images in the graph.
V. OBSERVATIONS
Our no-reference, no-parameter, transform domain, color image quality metrics could successfully evaluate image quality against 12 different distortion types implemented in the TID2008 image database. Our proposed TDMEC measure outperforms other existing measures in performance against a larger number of distortions. Currently, the best existing measures for color images are CRME and CQE introduced by Gao et al., which operates in the spatial domain, requires parameter selection, and can only accommodate up three distortion types of Contrast Change, Gaussian Blur, and JPEG2000 Compression [24] .
Transform domain image quality metrics are more robust and less dependent on spatial relation in image contents; therefore they can handle a larger variety of image distortions. To our knowledge our proposed color image metric TDMEC, is the first reported suitable transform domain image quality metric in the literature for color images.
VI. CONCLUSION
In this article, we showed how the proposed no-reference, no-parameter, transform-domain color image quality measure outperforms existing spatial domain color measures in handling a larger variety of image distortions without the need for a reference image or parameter selection. Experimental results show that the performance of the TDMEC method is highly correlated to MOS for the variety of image distortions, which makes this measure a suitable tool for parameter optimization during the image enhancement processes.
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