We present an improved technique for estimating protein secondary structure content from amide I and amide III band infrared spectra. This technique combines the superposition of reference spectra of pure secondary structure elements with simultaneous aromatic side chain, water vapor, and solvent background subtraction. Previous attempts to generate structural reference spectra from a basis set of reference protein spectra have had limited success because of inaccuracies arising from sequential background subtractions and spectral normalization, arbitrary spectral band truncation, and attempted resolution of spectroscopically degenerate structure classes. We eliminated these inaccuracies by defining a single mathematical function for protein spectra, permitting all subtractions, normalizations, and amide band deconvolution steps to be performed simultaneously using a single optimization algorithm. This approach circumvents many of the problems associated with the sequential nature of previous methods, especially with regard to removing the subjectivity involved in each processing step. A key element of this technique was the calculation of reference spectra for ordered helix, unordered helix, sheet, turns, and unordered structures from a basis set of spectra of well-characterized proteins. Structural reference spectra were generated in the amide I and amide III bands, both of which have been shown to be sensitive to protein secondary structure content. We accurately account for overlaps between amide and nonamide regions and allow different structure types to have different extinction coefficients. The agreement between our structure estimates, for proteins both inside and outside the basis set, and the corresponding determinations from X-ray crystallography is good.
Fourier-transformed infrared (FTIR)
5 spectroscopy is perhaps the most versatile spectroscopic technique for analyzing protein secondary structure in diverse physiochemical environments. FTIR spectroscopy has been applied to investigate protein structure in solution (1, 2) , in aggregates and inclusion bodies (3, 4) , as well as during lyophilization (5-7) and freeze/thaw processing (8) . In addition, attenuated total reflection (ATR) FTIR spectroscopy is ideal for studying protein adsorption onto catheter surfaces (9) , chromatographic media (10 -12) , and a variety of other polymeric surfaces (13) (14) (15) .
In the past decade, a plethora of methods to estimate protein secondary structure contents via analysis of amide I, II, and III, band spectra have been reported. These methods include, but are not limited to, solitary use or combinations of factor analysis (FA) (16 -20) , singular value decomposition (SVD) (21, 22) , Fourier self-deconvolution (FSD; or resolution enhancement) (14, (23) (24) (25) (26) , second derivative (SD) band identification and fitting (27) (28) (29) , and the development of spectral correlation coefficients (30, 31) . Recent reviews of these techniques by Pelton and McLean (32) and Jackson and Mantsch (33) are instructive. This large body of work devoted to protein secondary structure estimation from infrared spectra has led to a number of discrepancies that persist throughout the literature.
In a classic work cited by virtually every researcher in the field, Byler and Susi (24) used FSD to analyze the spectra of 21 globular proteins in 2 H 2 O and were able to assign components of amide I band spectra to helices, ␤-sheet, turns, and random (unordered) structure. By their method, segments with similar structure do not necessarily exhibit peaks with identical frequencies from protein to protein. For example, Byler and Susi (24) reported frequencies varying from 1651 to 1657 cm Ϫ1 for helical vibrations in proteins, and frequencies for homopolypeptides in helical conformations have been reported as low as 1634 cm Ϫ1 (24) . Also, Chirgadze et al. (34) reported that for helical structures, the corresponding peak width increases with decreasing helical order. In light of this, when deconvoluting protein amide bands, many algorithms involve subjective peak assignments or allow the peak positions and widths to vary during the structure estimation procedure. To circumvent these difficulties, many authors have invoked either resolution enhancement or second derivative techniques to help identify the positions of relevant peaks, followed by the assignment of a structure type to each peak and a fit of each peak with Gaussian and/or Lorentzian distribution functions. However, significant bias in the results can still be introduced because choices of the resolution enhancement factor for FSD and the peak assignments in both methods are subjective.
An alternative to case-specific peak assignment methods is the direct or indirect development of structural reference spectra, or eigenspectra, that theoretically represent either pure motifs, such as ␣-helix, ␤-sheet, and turns, or linear combinations of pure motifs (33). These idealized spectra are then fit to the spectrum of a protein of unknown structure by varying the corresponding motif fractions. These fractions serve as the weighting factors in a linear superposition scheme. The reference spectra are generated by the decomposition of a calibration set or basis set of real protein spectra covering a broad range of structural fractions, utilizing methods such as SVD, band fitting, or matrix inversion (17, 19, 21, 35) . The reference spectra approach has been successfully applied to both CD spectra (36) and Raman spectra (37) , but has had mixed results when applied to FTIR spectra (19, 21) . Contrary to the results of Byler and Susi (24) , the reference spectra method assigns fixed positions to peaks representing the various structure motifs. However, as will be demonstrated by the results of this work, the mixed success of the past reference spectra methods for protein secondary structure predictions from FTIR spectra is associated with the structure class assignments and not the seeming contradiction with the work of Byler and Susi (24) .
In addition to uncertainty in peak positions and assignments, the shortcomings of most previous routines involve the sequential subtraction of background solvent and water vapor contributions to the protein solution spectra, followed by an arbitrary baseline assignment to isolate the amide region of interest. Baseline correction can be a function of operator experience with the subtraction procedure (38) . Obtaining a so-called "flat-region" in the 1750 -2200 cm Ϫ1 frequency range is the typical criterion used for bulk water subtraction. The degree of background subtraction is often determined manually and "flat" is rarely quantified. After all background subtractions, the amide I region is often isolated for analysis by truncating the spectrum at 1600 and 1700 cm Ϫ1 , followed by the subtraction of a linear baseline to zero the ends of the spectrum. When examining the amide I and II regions together, end points of 1480 and 1700 cm Ϫ1 are typically used, while the amide III region is often bounded at 1200 and 1300 cm Ϫ1 (39) . In this subjective approach, an early error in sequential background and baseline subtractions will be carried through to the band fitting or reference spectra routine and will produce potentially erroneous results. Additionally, choosing arbitrary end points for a baseline subtraction ignores any contributions from adjacent vibrational modes that tail into the amide regions and vice versa.
No current algorithm for protein secondary structure estimation from infrared spectra accounts for the impact of solutes on background solvent spectra or the possibility that different secondary structure motifs may absorb with varying extinction coefficients. As demonstrated via Raman spectroscopy, the O-H bending and stretching vibrations of water undergo significant changes in the presence of proteins and other solutes (37, 40, 41) . Increasing evidence also supports the idea that different molar extinction coefficients exist for the various structure types contributing to the protein amide vibrations (33, 42, 43) . Accurate subtraction of background solvent and assignment of the proper weights to the amide band components are critical for obtaining reliable secondary structure estimates, especially in cases involving low protein concentrations.
Another major discrepancy in current protein structure estimation algorithms concerns the paradox seemingly generated when normalizing spectra. It is common practice during analysis to normalize a spectrum after all background subtractions have been performed and a particular amide band has been isolated. However, to accurately account for all the overlapping regions between peaks that correlate with protein structure and those that do not, the amide region should be normalized before subtraction. In addition, possible variations in secondary structure extinction coefficients imply that the areas of the amide bands also depend on the overall protein secondary structure content. This enigma can be resolved by performing the subtractions, normalization, and deconvolution of the amide band of interest simultaneously.
In this paper, we describe a holistic reference spectra calculation technique for the generation of idealized reference infrared spectra in the amide I and amide III regions, followed by a procedure for the estimation of protein secondary structure for unknown samples. Our prediction technique did not make use of the amide II region because this vibrational mode has been shown to be less sensitive to variations in protein secondary structure content (39) . In the calculation of the reference spectra, all subtractions, normalization, and amide band deconvolution steps are performed simultaneously, following the method Sane and co-workers (37) developed for Raman spectral deconvolution. All non-structure-related vibrational peaks are fit using equally weighted Gaussian-Lorentzian product functions; peaks correlating with protein secondary structure are allowed to have different molar extinctions. This method places no restrictions on the frequency ranges analyzed: overlaps between non-structure-and structure-associated peaks are accounted for since all components are fit simultaneously. The introduction of a protein-dependent effective concentration variable solved the normalization problem. The calculation of reference spectra involved multivariate nonlinear least-squares minimization which was implemented in Matlab 5.0 (Mathworks Inc., Natik, MA). The idealized reference spectra were optimized for internal consistency via a bootstrapping algorithm. FTIR spectra of proteins outside the basis protein set were then analyzed to validate the secondary structure estimation algorithm. Results presented here for calculated structural reference spectra compare well with those in the literature and provide good secondary structure estimates for proteins.
MATERIALS AND METHODS

Materials
The proteins in and outside the reference set were chosen to cover a broad range of secondary structure motifs; a list of the proteins studied is given in Table 1 . The protein's secondary structure assignment is dependent on the choice of assignment algorithm (44, 45) . In this report, all secondary structure assignments were made using the STRIDE algorithm of Frishman and Argos (45) . The use of a single assignment algorithm eliminates the discrepancies that ensue from the application of dissimilar criteria and algorithms to crystallographic data (46) . The STRIDE secondary structure assignments of the proteins analyzed in this report, both within and outside the reference set, are shown on a triangular diagram in Fig. 1 . We have assigned STRIDE-identified 3 10 helices as well as ␣-helices of three or less contiguous residues as unordered helices in this work. The Protein Data Bank files used to generate the STRIDE estimates are listed in Table 1 . All the proteins studied exhibit significant ordered secondary structure content in their native states.
Subtilisin BPNЈ was purchased from ICN Biomedicals Inc. (Irvine, CA). Bovine growth hormone was a gift from Monsanto (St. Louis, MO). All other proteins, see Table 1 for abbreviations used throughout this work, and reagents for buffers were purchased from Sigma Chemical (45) . Symbols: S, total sheet; Ho, ordered helix; T ϩ R ϩ Hu, turn ϩ random coil ϩ unordered helix. boat/trough. The spectrometer was equipped with a liquid nitrogen-cooled mercury cadmium telluride detector.
To reduce the contributions of water vapor and carbon dioxide, the IR system was continuously purged with air from a Balston, Inc. (Haverhill, MA) 75-45 FTIR Purge Gas Generator at 30 standard cubic feet per minute and supplemented with nitrogen gas from the vent of a liquid nitrogen tank. To obtain protein solution and corresponding buffer background spectra, approximately 250 L of each solution was spread evenly to completely cover the germanium crystal. The crystal was then sealed with parafilm to minimize evaporation during acquisition. Protein concentrations above 20 mg/mL ensured that less than 2% of the FTIR signal derived from molecules adsorbed to the germanium crystal, assuming a worst case scenario of monolayer coverage attained by random sequential adsorption with a jamming limit of 55%. All ATR-corrected spectra were collected in the 1000 to 4000 cm Ϫ1 range as sets of 2048 time-averaged, double-sided interferograms with Happ-Genzel apodization. Spectral resolution was set at 2 cm Ϫ1 and a gain of 8 and an aperture of 38 were used. After each experiment, the exposed surface of the germanium crystal was cleaned via a five-step process: (1) rinsing with DI water, (2) soaking in a 1% (w/w) SDS solution for 10 min, (3) rinsing thoroughly with DI water, (4) rinsing thoroughly with a 50% (w/w) aqueous ethanol solution, and (5) drying with compressed air filtered through cotton to remove oils and particulates. Amide I band signal-to-noise (S/N) ratios varied from 877 to 161, whereas amide III band S/N ratios varied from 166 to 12, as shown in Table 2 . Amide band S/N ratios were calculated as 2.5 times the maximum intensity of the background-subtracted band divided by 3 times the standard deviation of the intensity between 1850 and 2200 cm Ϫ1 .
Data Analysis
Mathematical representation of protein FTIR spectra. In addition to the secondary structure-sensitive amide I and amide III bands, there are several other vibrational modes active in the spectral region of interest, including the amide II band. Protein solution FTIR spectra also contain background contributions from buffer and water vapor. In addition, spectra may have a contribution from a sloping baseline. By assuming that the contributions of all underlying spectral components are additive, invoking the principle of superposition, any set of spectra from p proteins ( p Ͼ 1) can be represented in matrix form as [1] where I zϫp calc is the calculated spectral intensity for p proteins at z frequencies. All subscripts in Eq. [1] correspond to the dimensions (rows ϫ columns) of the associated matrices, each of which will be elaborated upon below.
The first two terms on the right-hand side (R.H.S.) of Eq.
[1] describe a linear baseline for the spectral range of interest, 1000 to 2200 cm Ϫ1 , during the optimization routine. Here v zϫ1 and 1 zϫ1 are vectors of length z containing frequencies and ones, respectively. The baseline slope and intercept for each protein spectrum are compiled in the vectors a 1ϫp and b 1ϫp , respectively.
Background contributions from buffer (or solvent; m ϭ 1), water vapor (m ϭ 2), and, where necessary, an underlying surface (m ϭ 3), are accounted for in the third term on the R.H.S. of Eq. [1] . The matrix B zϫm , representing m independently measured background spectra recorded at z frequencies, is multiplied by the matrix of background signal magnitudes (or amplitudes), A mϫp , containing the respective background contributions to each protein spectrum.
The fourth term on the R.H.S. of Eq. [1] accounts for the vibrational peaks in the frequency range analyzed that are not correlated with protein secondary structure, here on designated as nonstructure peaks. These peaks embody vibrations associated with amino acid side chains and the amide II band. We have not included individual side-chain resonances that contribute intensity in the amide I and III bands (47) . These resonances typically account for 5 to 15% of the signal intensity in the amide I region (43), but are highly variable in position from protein to protein (33) .
Each individual peak i is expressed as a GaussianLorentzian (GL) product function
each of which has an associated mean frequency position, v i , and peak width at half-height, pw i . Equation [2] is used to generate n nonstructure peaks at z frequencies across the whole spectral range, forming the matrix N zϫn . The matrix D nϫp contains the nonstructure peak magnitudes (or amplitudes) for each corresponding protein in the reference set. In our formulation, the number, associated mean peak positions, and peak widths of nonstructure GL peaks are identical for each protein (i.e., protein independent); however, the amplitudes corresponding to the contribution of each nonstructure peak to an individual protein spectrum vary from protein to protein. The exponent Y in Eq. [2] is a weighting factor that determines the relative Gaussian-Lorentzian character of the nonstructure peaks. Following the results of Sane and co-workers (37) , Y was set equal to 0.5 and used for all nonstructure peaks throughout this work, although other values have been used successfully (48 As with the nonstructure peaks, the number of peaks as well as the mean position and peak widths of each structure-related GL component peak is identical for each protein. The molar extinction coefficients for each structure class component peak are protein independent as well.
Reference spectra generation. In this work, four structure classes were associated with the amide I and III bands. We performed a SVD analysis on the isolated amide I and III bands using the eight proteins in the reference set. Our analysis of the singular values suggested that we could reliably extract between three and five different linearly independent pieces of information or secondary structure classes from the amide band spectra. Based on an eigenvector analysis of the isolated amide band matrix we restricted our structure classes to four. We decomposed the amide I band into ordered helix (Ho), unordered helix and random (Hu ϩ R), sheet (S), and turn (T) classes (r ϭ 4). The amide III band was decomposed into helix (H), sheet (S), turn (T), and random (R) classes (t ϭ 4). Differing classes in the amide I and III regions reflect the differing overlaps between underlying component peaks in the two regions. Treating these regions separately also aids in determining the goodness of fit to the two regions independently.
Each of the proteins outside the reference set was added to the reference set, one at a time, to determine whether we could confidently deconvolute more than four structure classes. SVD analysis suggested that augmentation of the reference set does not increase the information content of the isolated amide I and III band spectra. The size of our reference protein set is small. However, adding more proteins to the reference set degraded the condition number of the matrix of isolated amide bands as the set of spectra become increasingly linearly dependent. Sarver and Krueger (17) also parsed secondary structure elements into four classes based on an SVD analysis of the amide I bands of 17 proteins in aqueous solution; this is consistent with our analysis. The number of proteins included in the calculation of structural reference spectra is not as important as the structure content space that set of proteins spans.
For a given basis set of p proteins, the known variables are the spectral intensities (I zϫp meas ) measured at z frequencies (v zϫ1 ), the corresponding background spectra contributions (B zϫm ), and the various structure class fractions (F rϫp I and F tϫp III ) for each protein. Because the background and nonstructure peak subtractions as well as the amide region fits are performed simultaneously, it is impossible to calculate the area under the amide bands a priori. In addition, the amide band area is also a function of the relative content of different classes of secondary structure since we permit the molar extinction coefficients of each structure class to vary. To circumvent this problem, the areas under the amide I and III bands for each protein spectrum are normalized by the effective concentration parameter.
Given the known variables outlined above, the unknown variables can be used as fitting parameters to fit Eq. [1] to the set of measured solution spectra of the basis set proteins. The fitted parameters include the following: all mean peak positions, v i , and peak widths, pw i ; the linear baseline parameters, a 1ϫp and b 1ϫp ; the background and nonstructure peak amplitudes, A mϫp and D nϫp ; the molar extinction coefficients, E qϫr I and E sϫt III ; and the effective protein concentrations, C pϫp eff . The objective function for optimizing all the fitted parameters is based on the sum of square differences between the calculated and measured total spectral intensities: objective ϭ minimize ʈI zϫp calc Ϫ I zϫp meas ʈ 2 .
[3]
The computer code for the optimization routine was written in a format suitable for the Matlab 5.0 (Mathworks Inc., Natick, MA) software package. The method used by Sane and co-workers (37) to separate the linear and nonlinear unknown parameters during the optimization is a unique feature of this algorithm, reducing the problem dimensionality in nonlinear space thus leading to significantly faster convergence. The format of the algorithm is depicted in the flowchart in Fig. 2 . The calculated spectral intensities are linearly related to the baseline parameters, a 1ϫp and b 1ϫp , background and nonstructure peak amplitudes, A mϫp and D nϫp , and effective protein concentrations C pϫp eff . The spectra are nonlinear functions of amide I and III mean peak positions, v i , and peak widths, pw i . Even though Eq. [1] satisfies Beer's Law, we classify the molar extinction coefficients, E qϫr I and E sϫt III , as nonlinear terms because they multiply the effective protein concentrations; we cannot declare both the effective concentrations and the extinction coefficients as linear parameters in the fitting algorithm.
The nonlinear parameters were optimized using the Matlab "constr" routine, which finds the constrained minimum of a function of several variables by employing a Marquardt algorithm. During every iteration of the "constr" routine, the optimum linear parameter values corresponding to the current nonlinear parameter values are calculated via the matrix equation
where
, using the Matlab "nnls" routine, see Fig. 2 .
The "nnls" routine solves Eq. [4] subject to constraint that G is positive, semidefinite; all peak amplitudes and effective protein concentrations must be greater than or equal to zero to be physically meaningful. However, the slope and intercept baseline parameters may be less than zero, which violates the "nnls" routine constraint. To resolve this difficulty, an arbitrary but known positive slope and intercept was added to each spectrum prior to each invocation of the "nnls" routine; this arbitrary linear background addition was subsequently subtracted before continuing with the next iteration of the "constr" routine. At each iteration step, "constr" updated guesses for the nonlinear parameters by employing an analytical Jacobian of the objective function. Matlab continued the iterative procedure until the objective function, Eq. [3] , reached a minimum, indicating that the best fit between the calculated and measured FTIR protein solution spectra had been obtained. There are several complications in obtaining idealized reference spectra that can be dealt with by the method of Sane and co-workers (37) in a rather unique way. For a basis set of p proteins with m background signals, n nonstructure peaks, and q ϩ s structure peaks, the total number of unknowns in Eq. [1] is quite substantial. The number of unknown linear parameters is (3 ϩ m ϩ n) p and the number of unknown nonlinear parameters is 2n ϩ 3(q ϩ s) Ϫ 1. Because the problem of developing a best fit to the measured spectra is nonlinear, multiple solutions can potentially arise. Finally, it is not possible to know a priori how many nonstructure and structure peaks are necessary to describe protein solution spectra.
To circumvent these problems, two separate methods were utilized in a bootstrapping fashion to generate two sets of idealized reference spectra. The first method is to generate reference spectra directly from the structure-related Gaussian-Lorentzian product functions fit to each protein solution spectra via the solution to Eq. [3] . Once all the unknowns have been fit, reference spectra for the amide I and III regions, The second method by which the idealized reference spectra can be generated is indirect and involves solving a matrix inverse problem. Once all the unknown parameters have been fit, the baseline, background, and nonstructure peaks may be subtracted from the measured protein spectra, leaving the isolated amide I, I zϫp meas,I , and amide III, I zϫp meas,III , band regions:
FIG. 2.
Flowchart of the algorithm used to calculate structural reference spectra from a basis set of proteins with known secondary structure contents. [8] was adopted as the final set of structure reference spectra for use in estimation of secondary structure contents of unknown sample. The matrix inverse reference spectra were chosen for use throughout the remainder of this work for structure estimation purposes because they produced slightly better predictions for sample protein structures than the corresponding Gaussian-Lorentzian reference spectra.
I zϫp
Estimation of protein secondary structure. Once the idealized reference spectra have been generated from a protein basis set, the FTIR spectrum and the secondary structure contents for any set of protein samples of unknown structure ( p Ն 1) can be estimated using Eq. [1] . In this case the known parameters are the measured frequencies v zϫ1 and intensities I zϫp meas for the sample protein solution spectra, the corresponding m background spectra B zϫm , nonstructure mean peak positions v i , and peak widths, pw i , and the amide I and III reference spectra. The parameters to be fit include the following: the linear baseline parameters, a 1ϫp and b 1ϫp ; the background and nonstructure peak amplitudes, A mϫp and D nϫp ; the various structure class fractions F rϫp I and F tϫp III ; and the effective protein concentrations, C pϫp eff . An algorithm similar to that developed for the generation of the reference spectra was used to solve the equation [9] with respect to the objective function in Eq. [3] ; a flowchart for this algorithm is shown in Fig. 3 . Here, the effective protein concentration matrix, C pϫp eff , was treated as the only nonlinear parameter set iterated upon by the "constr" routine. The Matlab "nnls" routine was used to optimize the parameters a 1ϫp , b 1ϫp , A mϫp , D nϫp , and F rϫp I or F tϫp III for each iterate of C pϫp eff in the "constr" routine. The Matlab "constr" routine was supplied with an analytical Jacobian. During the linear optimization procedure, the structure class fractions were additionally constrained so that:
FIG. 3.
Flowchart of the algorithm used to estimate secondary structure percentages from sample protein spectra using structural reference spectra.
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Secondary structure estimates using the amide I and III structural reference spectra were generated separately; each amide region was fit with its associated reference spectra while the other reference spectra were treated as additional nonstructure peaks. This separation is not necessary. The analysis could be performed with the two regions simultaneously. However, it did enable a comparison of the prediction accuracy using the two regions. The amide I and III band reference spectra and the Matlab code for prediction of protein secondary structure are available on the Web (URL: http://www. andrew.cmu.edu/user/todd/index.html).
RESULTS
Reference Spectra Generation
Upon successful completion of the optimization routine, 16 nonstructure and amide II band peaks, 10 amide I band peaks, and 7 amide III band peaks were required to represent protein infrared spectra between 1000 and 2200 cm Ϫ1 . The characteristics of the fitted peaks are summarized in Tables 3, 4 , and 5. An illustration of the typical agreement between the fit and measured spectra is shown for lysozyme in Fig. 4 .
To verify that we had accounted for all significant signal contributions in the 1000 -2200 cm Ϫ1 region, and to validate Eq. [1], we computed residual spectra for the eight reference proteins, normalized the residuals to maximum and minimum intensities of 1 and Ϫ1, and then coadded the resulting equally weighted residuals; the coadded normalized residual spectrum is shown in Fig. 5 . The absence of a coherent peak or trough in Fig. 5 indicates that the fitting technique is free of systematic error. Further, for the eight proteins in the basis set, the slopes of the fitted baselines were zero to four decimal places, consistent again with a successful accounting of all significant spectral contributions in the 1000 -2200 cm Ϫ1 region. The nonstructure peaks, including peaks in the amide II region, are listed in Table 3 . Peaks in the amide II region agree well with the expected values from the literature. It is difficult to assign the nonstructure peaks outside this region because of the signal complexity.
Both the Gaussian-Lorentzian and matrix inverse reference spectra for the amide I region are shown in Fig. 6a-6d , while the corresponding predictions for the GL amide I band structure-related peak positions are listed in Table 4 . The best-fit peak positions for ordered helices and ␤-sheet motifs from the present work agree well with theoretical predictions and experimental observations. Fitted peaks were reasonably sharp, with peak widths ranging from about 9 to 50 cm Ϫ1 at half height.
Underlying peaks for ordered and unordered helices from protein FTIR spectra are rarely distinguished. An experimental mean peak position of 1656 cm Ϫ1 is commonly reported for total helical content, which differs dramatically from theoretically predicted values. In this work, the peaks correlated with unordered helical and random motifs were indistinguishable as shown in Fig. 6b . The two dominant peaks for ␤-sheet motifs at approximately 1691 and 1633 cm Ϫ1 are commonly observed experimentally; however, the high frequency peak position in this work agrees better with the theoretical value (see Table 4 ). The two middle ␤-sheet motif peaks predicted theoretically are rarely observed because they overlap significantly with peaks related to turn motifs; however, there is some indication that one of the peaks may be resolved in this work, although it was not fit with a Gaussian-Lorentzian peak (see Fig. 6c ). It has also been observed that intermolecular protein contacts lead to a ␤-sheet-like motif observed at approximately 1622 cm Ϫ1 . We did find a peak at 1620 cm Ϫ1 that correlated with unordered helix and random coil structure, but not with sheet content. We did take care to ensure that visible aggregates were removed from solution prior to acquisition of spectra. Finally, the four peaks associated with turn motifs that were resolved in this work are consistent in number but not in position with those assigned in the literature.
The calculated molar extinction coefficients for the amide I band peaks, determined relative to that for the ordered ␣-helix peak (42, 43) are also listed in Table 4 . We find the extinction coefficients of the major component peaks to decrease in the order: unordered helix ϩ random coil Ͼ ordered helix Ͼ sheet Ͼ turns. Literature reports of relative extinction coefficients are scattered; several works suggest sheet structures have the greatest absorptivity (43), while other suggest absorptivities are essentially independent of structure (49 -51).
The possibility of making protein solution secondary structure estimates from the amide III band is attractive because of the relative insensitivity of the water vibrations to salt concentration in this region (52, 53) . However, the weak intensity of the amide III band makes structure predictions from this region a challenging problem. Both the Gaussian-Lorentzian and matrix inverse reference spectra for the amide III re- 
FIG. 4.
Comparison of the measured (solid) and calculated (dashed) infrared spectrum of lysozyme.
gion are shown in Figs. 7a-7d. The corresponding estimates for the GL amide III band structure-related peak positions are listed in Table 5 . It should be noted that the agreement between the measured matrix inverse reference spectra and the calculated GaussianLorentzian reference spectra as shown in Fig. 7 is not as good as those in the amide I band as shown in Fig.  6 . The disagreement between the amide III sheet spectra is particularly notable. The approximately equal intensities of the amide III band and the surrounding nonstructure peaks, see Fig.  4 for example, leads to problems describing this region because several different locally optimal fitting solutions exist: either a few broad peaks or several narrow peaks can represent the spectral region at frequencies below 1500 cm Ϫ1 . In preliminary optimizations, when all Gaussian-Lorentzian peaks below 1500 cm Ϫ1 were allowed to vary with indefinite limits on peak width, a few nonstructure peaks dominated the region. That is, the optimization routine assigned significant magnitudes, or amplitudes, to a few peaks with broad widths, which extended into and effectively subtracted the entire amide III region to zero.
To preferentially fit the entire amide region with several, relatively narrow peaks, a maximum nonstructure peak width of 30 cm Ϫ1 and structure-related peak width of 80 cm Ϫ1 was set for all peaks below 1500 cm Ϫ1 , with the exception of the lowest frequency peak. The lowest frequency nonstructure peak width was allowed to vary indefinitely to fit spectral intensities at about 1089 cm Ϫ1 and was far enough from the amide III region for a broad peak not to interfere with this band. A maximum value of 30 cm Ϫ1 for nonstructure peaks was chosen because preliminary results also indicated that this was the approximate average peak width in the amide I and II regions, while a constraint of 80 cm Ϫ1 for structure-related peaks allowed more flexibility in structure predictions. This constraint on peak widths was not necessary for peak positions above 1500 cm Ϫ1 because of the relative sharpness and intensities of the amide I and II bands; signal-to-noise ratios of the amide I bands were typically 2 to 10 times greater than those of the corresponding amide III bands as shown in   FIG. 5 . Spectrum representing coadded, normalized residual spectra for the eight reference proteins. The maximum intensity of a systematically unaccounted for signal (peak) is 8; the minimum intensity of a systematically over-fit signal (trough) is Ϫ8.
FIG. 6.
Comparison of the amide I structural reference spectra generated by the Gaussian-Lorentzian fit (solid) and matrix inverse methods (dashed) for (a) ordered helix, (b) unordered helix and random coil, (c) total sheet, and (d) turn structures.
FIG. 7.
Comparison of the amide III structural reference spectra generated by the Gaussian-Lorentzian fit (solid) and matrix inverse methods (dashed) for (a) total helix, (b) total sheet, (c) turn, and (d) random coil structures. Table 2 . Fitted amide III band peak widths, listed in Table 5 , ranged from about 20 to 80 cm Ϫ1 . Fitted relative absorptivities were, on average, less than those estimated for counterpart peaks in the amide I band, consistent with S/N observations; the relative absorptivities are listed in Table 5 . Relative absorptivities for the principle amide III component peaks decreased in the order random coil Ͼ helix Ͼ sheet Ͼ turns.
Fitted amide III band positions for the total helix peak, 1290 cm Ϫ1 , and the major peak for random motifs, 1246 cm Ϫ1 , agree well with both theoretical and experimental values. For the remaining peaks, significant discrepancies exist between this work and other literature values. Agreement between the GaussianLorentzian and matrix inverse reference spectra for the helical and random structure motifs is good, while significant differences remain for the ␤-sheet and turn motifs. Of particular interest, the ␤-sheet matrix inverse reference spectra show a peak not in the GL prediction at ϳ1239 cm Ϫ1 , which agrees well with experimentally observed values from the literature (see Table 5 ). Obviously, significant optimization issues for the amide III reference spectra still remain.
Protein Secondary Structure Estimation
Independent secondary structure estimates using the amide I and III band reference spectra for several proteins inside and outside the basis set, listed in Table  1 , are shown in Figs. 8 through 11 . In most cases, data were collected and analyzed in triplicate and the corresponding standard deviations in the structure estimates are shown as error bars. The structure estimates using the amide I band reference spectra match quite well with the X-ray assignments, which are also shown in the figures. Estimates made using the amide III band reference spectra are noticeably poorer. This again reflects the difficulty in analyzing the amide III region as demonstrated by the mismatches between the corresponding Gaussian-Lorentzian and matrix inverse structural reference spectra. Estimation errors appeared to be insensitive as to whether or not a protein was included in the reference set. Also, there were no systematic errors apparent; no structure types were consistently overestimated or underestimated.
The average deviations between our structure estimates and the assigned structures, broken down by amide band and structure type, are summarized in Table 6 . Amide I band estimates were significantly better than amide III band estimates. This reflects the greater intensity and sharpness of the amide I band as well as reduced interference from adjacent nonstructure peaks. Estimates for turn and random coil motif were least accurate, reflecting perhaps the multiple individual and variable peaks that represent these motifs. In addition, estimate accuracies for proteins within and outside the reference set are similar, demonstrating the robustness of the estimation technique. Among the proteins considered in this study, only LYZ and RNA have 3-D solution structures that are currently available in the Protein Data Bank. For both of these proteins the structure in solution is very similar to that in the crystal. For the remaining proteins, any significant disagreement between the predicted and X-ray structures may also reflect structural differences in the solution state versus the crystalline state.
We also investigated the effect of spectral S/N ratios of the spectra to be analyzed on the accuracy of amide I band secondary structure estimates obtained. This permits an assessment of the robustness of our algorithm. The results are plotted in Fig. 12 for lysozyme and conalbumin, proteins within and outside the reference set, respectively. Different S/N ratios were obtained by coadding different numbers of scans for each protein. S/N ratios greater than 200 for lysozyme and greater than 100 for conalbumin resulted in structure estimates with consistent accuracies. S/N require-
FIG. 8.
Comparison of amide I-based secondary structure estimates for proteins within the reference set with X-ray structure assignments. Symbols: filled triangles, X-ray assignments; circles, matrix inverse estimates. ments for the infrared spectra of unknown samples are stringent.
CONCLUSIONS
Invoking the superposition principle, assuming that all underlying components of protein spectra are additive, a single function can be written to describe the resultant spectral intensity. We have eliminated the subjectivities and visual judgments often introduced by investigators in the deconvolution of protein infrared spectra.
The accuracies of our structure estimates compare favorably to those deriving from other estimation techniques. A summary of estimate accuracies from the literature is presented in Table 6 . It should be noted, however, that the accuracies reported are based on protein data sets of varying sizes and constituent proteins. Byler and Susi (24) have reported 2.5% root mean square deviations from X-ray assignments for helix and sheet structure; however, the experiments were carried out in 2 H 2 O. Dousseau and Pézolet (35) minimized disagreement between IR and X-ray assignments by fitting both the amide I and II regions of protein spectra. To eliminate the discrepancies that ensue from the application of dissimilar criteria and algorithms to assign secondary structure contents to reference proteins based on crystallographic data, we used the STRIDE algorithm developed by Frishman and Argos (45) . The use of the STRIDE algorithm leads to significantly improved infrared prediction accuracies compared to other commonly used algorithms like DSSP (54) and the Levitt and Greer (55) technique. A preliminary amide I band infrared structure estimation study performed by Sparks (56) used the same proteins and
FIG. 10.
Comparison of amide III-based secondary structure estimates for proteins within the reference set with X-ray structure assignments. Symbols: filled triangles, X-ray assignments; circles, matrix inverse estimates.
FIG. 9.
Comparison of amide I-based secondary structure estimates for proteins outside the reference set with X-ray structure assignments. Symbols: filled triangles, X-ray assignments; circles, matrix inverse estimates.
holistic estimation algorithm reported here except that X-ray structure assignments for reference spectra were made with the Levitt and Greer (55) criteria; average estimation errors are summarized in Table 6 . The improvements in estimate accuracy reported here relative to Sparks' (56) work and that of the others cited in Table 6 accrue from the use of the STRIDE reference protein structure assignments together with the holistic estimation algorithm.
Frishman and Argos (45) noted that STRIDE yields accurate assignments for nearly twice as many structures as DSSP for 226 proteins in the Protein Data Bank. The backbone hydrogen bond geometric elements and criteria that STRIDE uses to assign secondary structure types may more closely mimic those that determine actual amide bond vibration frequency. Hydrogen bond geometry directly impacts the bond strength, which in turn impacts the electron density in the participating carbonyl moieties, which in turn impacts amide I frequencies (33) . The STRIDE formulation emphasizes the linearity and planarity of hydrogen bonds and accepts longer hydrogen bonds if they have otherwise good geometries. This is in contrast to the less prohibitive DSSP algorithm that permits unrealistic hydrogen bond geometries in certain cases. One of the assumptions that likely leads to the improved assignment accuracy of STRIDE is that hydrogen bonding information is supplemented with torsional angles to accurately determine where helices and strands terminate. In principle, STRIDE may assign a four-residue helix when flanking residues do not satisfy the torsional angle norm, although they occur very rarely in reality. On the basis of geometric considerations, many elements assigned by the DSSP program as a four-residue helix are defined by STRIDE as a turn. This eliminates a drawback of the Kabsch and Sanders (54) program that is known to produce a seemingly excessive number of short helices that do not constitute core secondary structures (44) . It may also explain our relatively larger prediction errors for the turn motif.
Bearing the caveat in comparing the estimation accuracy data of the various studies summarized in Table  6 in mind, it is interesting to note that in terms of reference protein set size, bigger is not necessarily better. It is more important for the reference proteins used to span a broad region of structure space, increasing the information content of the matrix of reference protein spectra, than it is for the reference set to be large. Inclusion of similar protein spectra in the reference set actually degrades algorithm performance as the matrix of reference spectra becomes more nearly singular. However, Rahmelow and Hubner (21) argue that the reference set for infrared analysis should be as large as possible; they found that their prediction accuracy for proteins outside of the reference set increased with the size of the reference set used. They present a dendrogram-based cluster analysis of the similarity of the protein spectra used, constructing three reference subgroups of predominantly helix, sheet, and helix/sheet proteins. They expected and found that structure estimation performance using reference sets constructed exclusively from proteins within a given subgroup was degraded; the subgroups did not span the structure space and the algorithms tested were forced to extrapolate. Useful insight into the merits of small versus large reference sets might be gained by using such a cluster analysis to build successively larger reference sets from proteins with the most dissimilar spectra or secondary structure contents.
Variations in background buffer spectra due to solute concentration may be important as indicated by several works in the literature (37, 47, 57) . Infrared spectra of deuterated water in the presence of denaturants and small amides resulted in significant shifts in the O-D stretching vibrations (58) . This suggests that
FIG. 11.
Comparison of amide III-based secondary structure estimates for proteins outside the reference set with X-ray structure assignments. Symbols: filled triangles, X-ray assignments; circles, matrix inverse estimates.
buffer spectra and perhaps structural motif spectra could change as a result of water hydrogen bonding with protein molecules. The work of Leikin et al. (59) also implies that the bound water spectra may be sensitive to protein conformation. For ␣-helices it has been noted that the average peptide bond dihedral angles are Ϫ59°and Ϫ66°and ⌿ are Ϫ44°and Ϫ41°, for solution phase and crystalline proteins, respectively (60). Haris and Chapman (61) found that the amide I band maximum for partially hydrated membrane protein occurs at a higher frequency than that observed in solution. Developing a mathematical representation of the variation in buffer spectra with solute concentration, to be incorporated into the spectral intensity function, although challenging, may provide a notable improvement in protein secondary structure estimations.
Our amide I band reference spectra and superposition algorithm may be used to obtain accurate protein secondary structure estimates. Estimates based on the amide III band alone are significantly less accurate. There is clearly an opportunity for more robust reference spectrum deconvolution in the amide III region. Ultimately, estimates based on the simultaneous analysis of the amide I and III bands should have superior accuracies.
The robustness analysis represented by the data in Fig. 12 indicates that high spectral quality is a prerequisite for accurate secondary structure estimation for infrared spectra. By contrast, secondary structure estimates based on amide I band Raman spectra were accurate for spectral S/N ratios down to 10 (37) . This likely reflects the more aggressive back- 
FIG. 12.
Effect of spectra signal-to-noise ratios on the accuracy of amide I-based secondary structure estimates for (a) lysozyme and (b) conalbumin. Symbols: circles, ordered helix; crosses, unordered helix and random coil; squares, total sheet; triangles, turns. ground subtraction necessary for aqueous infrared spectra relative to corresponding Raman spectra. The ease of acquiring protein infrared spectra relative to Raman spectra must apparently be balanced by the need for greater spectral quality for structural analysis.
