Bio-inspired visual attention models human visual system to detect the most salient part of a visual field. In the existing diversified computational models, bottom-up visual attention that works out a saliency map to indicate the conspicuity of visual stimuli in an image has gained much popularity. This paper introduces a task-driven training procedure into the basic bottom-up computational model to make bio-inspired visual attention more intelligent and appropriate for a particular visual task. Chemical Reaction Optimization (CRO) is a recently proposed evolutionary metaheuristic, simulating the dynamic interaction of molecules in a chemical reaction. In this paper, CRO algorithm is used to optimize the weight coefficients for feature combination through the training procedure. Experimental results show that CRO algorithm outperforms other evolution algorithms in bio-inspired visual attention.
Introduction
Data processing in real-time is quite a difficult task for today's machine vision, especially when it deals with high-resolution images. However, human visual system can process a rich stream of visual data very efficiently by focusing on the salient part 1 . Based on this mechanism, bio-inspired visual attention model has been established and widely applied in scene analysis 2 , visual recognition 3 , and object detection 4 over the recent decades. Many computer vision researchers 2, 5, 6 , psychologists 7, 8 and neuroscientists 9, 10 have been investigating the mechanisms of visual attention, and a wide spectrum of computational models have been proposed. The models of visual attention can be classified as bottom-up (driven by the scene) or top-down (driven by the task) models. Bottom-up model is usually a feedforward network which is efficient but sometimes invalid 2 , while top-down model a feedback loop which is effective but time-consuming 11 . Integration of bottom-up method and top-down method is a destination for researchers 12, 13 . This paper introduces a task-driven training procedure into a bottom-up model to combine the conciseness and efficiency of bottom-up method with the effectiveness and flexibility of top-down method. The training procedure is established based on a bottomup bio-inspired visual attention model 2 proposed by Itti et al. This model combines intensity, color and orientation features to work out a saliency map in a purely scene-driven manner. In a specific visual task, every stimulus could be conspicuous in a saliency map because of no previous information about the target, which makes the model aimless and confusing. In this paper, we utilize Chemical Reaction Optimization (CRO) algorithm to train the weight coefficients which are used to combine several feature maps. Through an optimizing phase, the weight coefficients are more appropriate for a specific visual target in feature combination stage. CRO is a recently developed optimization algorithm proposed by Lam and Li, which mimics the transition and interaction of molecules in a chemical reaction 14 .
Since CRO algorithm was established, a lot of work about it has been done and demonstrated its superior optimization performances [15] [16] [17] [18] . In this paper, CRO algorithm is employed to overcome the aimlessness of feature combination in Itti's visual attention model.
After the optimization of feature combination process by CRO algorithm, we found that our visual target is much more conspicuous than it is in the basic model. Three groups of comparative experiments have been carried out in this paper and demonstrated the effectiveness and efficiency of our method. The remainder of this paper is organized as follows. In Section 2, we briefly describe Itti's bottom-up model and our task-driven training procedure. Section 3 introduces the basic principles and operators of CRO algorithm. In Section 4, the design of our proposed CRO-based visual attention is described in detail. Section 5 provides some comparative experimental results and concluding remarks are finally given in Section 6.
Joint Visual Attention
Visual attention is a biologically inspired mechanism to reduce the amount of visual data and reserve the most salient part 5 , which is very useful in image processing, robot and computer vision. In recent decades, there are lots of computational models for visual attention, from bottom-up to top-down methods. Itti's model is one of the most influential bottom-up models 2 , which we briefly describe in this section. Then, the procedure of our weight coefficients training in a top-down manner is given.
Basic model of bottom-up visual attention
This bottom-up model is proposed by Itti et al. to explain human visual search strategies, based on the hierarchical biologically-plausible architecture of Koch and Ullman 19 . The first stage of this model is decomposing the input image into three separate feature channels (i.e., color, intensity and orientation) to extract early visual features. The feature maps of each channel are computed in parallel. Each channel creates its own pyramid by increasingly low-pass filtering and subsampling the input image. In the intensity channel, an intensity image I can be obtained by Eq. (1).
where r, g and b are respectively the red, green and blue channel of the input image. In the color channel, four color images R, G, B and Y are calculated with Eq. (2): 
Therefore, through the second stage 42 feature maps including 6 intensity maps, 12 color maps and 24 orientation maps are obtained.
In the third stage, feature maps are across-scale combined and normalized into three conspicuity maps using Eq. (4): (4) where N(.) is a map normalization operator, denotes across-scale addition, I , C and O are the conspicuity maps computed in the three channels, respectively.
Finally, three conspicuity maps are linearly combined into a single saliency map which indicates the conspicuousness of the input image at each pixel:
However, there are two problems in such feature combination strategy. One is that since different types of features are incomparable with each other, averaging them is meaningless. The other one is that image noise could be superimposed due to the simple integration of many feature maps. To solve these problems, we introduce a top-down training procedure into the basic bottom-up model to optimize the feature combination process for a specific visual task.
The task-driven training procedure
For a specific visual task, each feature map obtained in the second stage of this model must correspond to an optimal weight coefficient to be integrated into the final saliency map. Therefore, a training procedure is employed to search the most suitable weight coefficients for a certain visual target. We improved the last two stages with the following equation: 
Chemical Reaction Optimization

Principles of CRO algorithm
CRO is a recently developed heuristic algorithm for optimization, inspired by the molecular behaviors in a chemical reaction 20 . Unlike other population-based metaheuristics, e.g., Artificial Bee Colony 21 , Differential Search 22 , Particle Swarm Optimization (PSO) 23 and Biogeography-Based Optimization (BBO) 24 , the size of population in CRO algorithm is not a constant in iterative process. CRO simulates the whole process of a chemical reaction where molecules collide with the walls of a container (i.e., on-wall ineffective reaction and decomposition reaction) and with each other (i.e., inter-molecular reaction and synthesis reaction). In CRO algorithm, a molecule is the basic unit with several properties such as structure , potential energy P, kinetic energy K and some other user-defined properties for a particular problem, where represents a solution of the problem, P is the fitness value and K quantifies the capability of a molecule to escape from a local optimum 20 . In a chemical reaction, the initial reactants with excessive potential energy are finally turned into products with minimal potential energy through a series of interactions. As stated above, four types of elementary reactions are defined in CRO algorithm. An on-wall ineffective reaction occurs when a single molecule hits a wall and rebounds, i.e., ' . In inter-molecular ineffective reaction, two molecules collide with and then bounce off each other, i.e., 1 2 1 2 ' ' . Decomposition reaction refers to the situation in which a molecule hits a wall and breaks into two separate parts, i.e., 1 2 ' ' , whereas synthesis reaction is a contrary situation in which two molecules collide with each other and are integrated into one molecule, i.e., 1 2 ' .
In CRO algorithm, which type of reaction would happen in an iteration is decided by some criteria given in Ref. [20] . Besides, all reactions must comply with two fundamental assumptions:
where C is the constant total energy of the closed system, b denotes the energy in the buffer, s, l and k represent the number of all molecules in the system, the number of molecules after a reaction and before a reaction, respectively, ( ) i P and ( ) i K are the potential energy and kinetic energy of molecule i. Only the two assumptions are satisfied can a valid reaction be carried out. Once a molecule with minimal potential energy is produced in a reaction, the optimal solution of the problem is obtained.
Operators in CRO algorithm
CRO algorithm uses a neighborhood search operator to find a better solution. In this paper, we choose Gaussian mutation with reflection strategy in (both on-wall and inter-molecular) ineffective reaction and decomposition reaction. The implement of this operator can be described by Eq. (8):
where ( ) i is a randomly selected element in a molecule, i is a random number generated by a Gaussian probability density function, and [ , ] i i a b is the limit of the element in a new molecule. The output of an on-wall ineffective reaction ' can be directly obtained from the above equation. In an intermolecular reaction, 1 ' and 2 ' are firstly assigned to be the product of 1 and 2 , or vice versa, then processed by Eq. (8) separately. In a decomposition reaction, we produce the output molecules 1 ' and 2 ' by randomly choosing half of the elements to be processed by the operator. In a synthesis reaction, probabilistic select method is utilized to search an adjacent better solution: 1 {1,2,..., } 2 ( ) '( ) , ( ) i n i r t i i r t (9) where r is a random number, t is a pre-set threshold, and n is the dimension of a molecule. In this way, each element in is set equal to its correspondence in 1 or 2 depending on probability. Through these operators, four types of reactions can be successfully implemented.
Visual Attention Improved by CRO algorithm
Optimization using CRO algorithm
As shown in Fig. 1 , the optimal weight coefficients for a specific object can be obtained by using CRO algorithm in a training process. In this process, the molecular structure ( ), {1, 2,..., 42} i i is defined as a set of weight coefficients for feature combination. Since CRO is designed to search for a minimum potential energy, we define the fitness value in our method as the reciprocal of Signal-to-Noise Ratio (SNR):
( ) , Noise P Signal (10) where Signal and Noise denote the normalized saliency of the region where our target is located, and of the background in the training image, respectively, with the molecular structure (Fig. 2) . The normalized saliency of the whole training image using the weight coefficients in can be obtained by Eq. (6). When CRO algorithm finds out a minimum value of ( ) o P , i.e., the maximum value of SNR, the structure of molecule o is the best solution of our problem, i.e., a set of optimized weight coefficients for our target in visual attention. Since several sets of optimized coefficients will be obtained after involving a series of training images. We define the final optimal weight coefficients by a linear combination and normalization of all sets of optimized ones. They have powerful effects on inhibiting image noise and highlighting the target. In the test procedure, these optimal weight coefficients are used to combine feature maps produced by the test image. We can obtain a saliency map where our target is much more conspicuous than in the original Itti's model. 
Procedure of CRO-based visual attention
Our proposed CRO-based visual attention uses a population-based algorithm CRO to optimize the weight coefficients for feature combination. After a task-driven training procedure, the weight coefficients are quite suitable for the target in a specific visual task. Procedure of our method is described below in detail:
Step 1: Obtain the training image and extract early visual features in intensity, color and orientation channel separately and create Gaussian pyramid for each channel (cf. Eqs. (1) and (2)).
Step 2: Compute 42 feature maps (6 intensity maps, 12 color maps and 24 orientation maps) by center-surround differences of Gaussian pyramids according to Eq. (3).
Step 3: Initialize the parameters of CRO, including the initial state of this reaction (s(0), K(0), b(0)), the maximum number of iterations Mi, two thresholds Td and Ts, which are depicted in Ref. [20] .
Step 4: Randomly initialize the structure of each molecule which represents a set of weight coefficients used in feature combination stage.
Step 5: Run CRO algorithm. In each iteration, the type of reaction is chosen by the criteria described in Ref. [20] . Test whether this reaction satisfies two assumptions given in Eq. (7) . If so, implement the operator stated in Section 3.2. Otherwise, cancel it immediately.
Step 6: Check for any new minimum after a reaction and reserve it. Check whether the stopping criteria are satisfied. If so, stop CRO algorithm and output the
Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors result, otherwise return to Step 5. After CRO algorithm completes, a set of optimized weight coefficients are obtained.
Step 7: Record all sets of optimized weight coefficients calculated from several training images and make a linear combination with them to obtain the final optimal weight coefficients. Compute a saliency map of the test image using the optimal weight coefficients according to Eq. (6). The flow char of our training procedure with a training image using CRO algorithm is given in Fig. 3 .
Experiments and Analyses
To verify the effectiveness and applicability of our CRO-based bio-inspired visual attention, three groups of experiments are conducted in this section. In these experiments, the parameter setting of CRO algorithm is described in Furthermore, we compared searching performance of CRO with that of PSO and BBO by using each of them 10 times to optimize a set of weight coefficients. For each algorithm, the images, visual target, experimental platform and initial size of population are all the same. These results are given in Fig. 7 . Results show that CRO outperforms PSO and BBO in the training procedure of joint visual attention. In addition, the high accuracy and strong stability of CRO have been demonstrated in experiments. Performances of the three algorithms are analyzed in Table 2 .
Since computing is consecutive in CRO but parallel in PSO and BBO, we consider s reactions in CRO algorithm as an iteration for comparison, where s is the 
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Copyright: the authors population size of the three algorithms. In this table, each result reported is an average value obtained by 50 independent runs. Compared with PSO and BBO, CRO has a much faster convergence speed, finding out the best solution at about 7s on average. Therefore, a valid conclusion can be drawn that our CRO training procedure is not only effective but also efficient in visual attention.
Conclusion
This paper presented a CRO-based visual attention method to train weight coefficients with which feature maps are combined into a saliency map for a specific visual task. In our method, the weight coefficients are represented as molecular structure optimized by CRO algorithm. When CRO works out an optimum, the optimal weight coefficients and a saliency map used these coefficients with better performance will be obtained.
Comparative experiments have demonstrated the effectiveness of our training procedure to make the target more conspicuous than the background in a saliency map. Our task-driven training procedure makes the bio-inspired visual attention model more intelligent and more similar to the behavior of human in real life. As analyzed above, CRO has an extraordinarily fast convergence speed, which makes the training procedure very efficient.
In the future, we will make a systematic analysis of the way how weight coefficients inhibit image noise and highlight the target. Besides, integrating other top-down and bottom-up mechanisms to improve the performance of bio-inspired visual attention is another important direction for future work.
