Abstract. Much of the recent work dealing with quasi-random methods has been aimed at establishing the best possible asymptotic rates of convergence to zero of the error resulting when a finite-dimensional integral is replaced by a finite sum of integrand values. In contrast with this perspective to concentrate on asymptotic convergence rates, this paper emphasizes quasi-random methods that are effective for all sample sizes. Throughout the paper, the problem of estimating finite-dimensional integrals is used to illustrate the major ideas, although much of what is done applies equally to the problem of solving certain Fredholm integral equations. Some new techniques, based on error-reducing transformations of the integrand, are described that have been shown to be useful both in estimating high-dimensional integrals and in solving integral equations. These techniques illustrate the utility of carrying over to the quasi-Monte Carlo method certain devices that have proven to be very valuable in statistical (pseudorandom) Monte Carlo applications.
1. Introduction. This paper is partly intended to complement the very scholarly articles by Niederreiter [1], [2] and partly to update the surveys [3] [4] [5] . Our emphasis here will be on quasi-random methods that are effective for "relatively small '' sample sizes, in contrast to methods that provide good asymptotic control of the error. As might be imagined, there is considerable interplay between these two points of view but such a dichotomy ought to serve as a useful, albeit crude, first approximation to the contrast we aim to expose. Our hope is that this perspective will help to promote the idea that quasi-random methods already exist that are effective for solving many of the crucial problems arising in the applications. Although only quadrature problems are discussed here, ideas similar to those we describe may be carried over to the solution of integral [6] [7] [8] [9] [10] [11] [12] and differential equations [13] , [14] , interpolation [12] , to search and optimization problems [15]- [23] , to eigenvalue problems and the solution of linear equations [24] [25] [26] , problems of coding theory and cryptography [27] , the theory of complexity [28] , to a host of simulation problems in engineering [29] , [30] , and a variety of others. Furthermore, it will be our aim to delineate areas where opportunities for further interesting research--and there are many--still exist.
We suppose that our aim is to estimate the definite integral ( [31] ) altogether. It is well known that the effectiveness of such methods diminishes rapidly with increasing dimension. One of the major advantages of the quasi-random methods is that for them this dimensional effect is not so severe. As a result, for sufficiently large s, one expects algorithms to result from their use that are more efficient than those obtained from classical product formulae.
To quickly review the salient features of the methods we shall discuss it suffices to begin with the crude Monte Carlo approximation (1. 2) In summary, the method of statistical trials has the following advantages in comparison with classical formulae applied over a product of one-dimensional meshes.
(1) It is applicable to a very broad class of integrand functions. (2) Its associated error convergence rate is essentially independent of dimension s. ( 3) The error is easily estimated a posteriori.
Nevertheless, there are also serious drawbacks associated with this method. First, while the rate of convergence is independent of dimension, it is also discouragingly slow. On the average a hundred-fold increase in sample size will be required to increase the accuracy of the estimate by each decimal digit. Second, there are fundamental philosophical and practical problems that arise out of the need to draw samples at random from I Truly random samples, even if they could be constructed, would by the very definition of randomness be unrepeatable; they would be completely unsatisfactory for use in computer programs. Instead, one has normally resorted to the use of so-called pseudorandom numbers. These are numbers that are generated sequentially by a completely deterministic algorithm and that have been shown to pass a number of statistical tests for "near-randomness" (for example, see [32] ). When such pseudorandom numbers are used as substitutes for truly random numbers, however, it is not apparent that the previous statistical analysis of the error has any validity. That is, justification of confidence interval statements based on sample estimates of the variance is completely lacking since, in fact, no random variables appear in the problem.
These difficulties have led some researchers to forsake statistical analysis of the error that arises when an integral is replaced by an average of integrand values. Instead, emphasis is placed entirely on obtaining rigorous bounds for the absolute integration error (1. 5 xn -, rl (n) )rs-, (n) where 0 < n < N 1.
More generally, if (x(n) Xs_(n)) is a well distributed (s 1)-dimensional point set, 0 < n < N-1, the s-dimensional point set
is also well distributed [33] . We see that the role played by uniformly distributed sequences is to assure that the integration error (1.5) can be made as small as one chooses for a broad class of functions. In order to estimate the size of the quadrature error as a function of the sample size N it is useful to introduce a quantitative refinement of the notion of uniform distribution. We return to the one-dimensional case initially.
For any sequence {xn c_C_ [ 
where D* N is the *-discrepancy of the points x X N. Theorem 1.1 is due to Koksma [35] and has been generalized to functions of many variables by Hlawka [36] . It provides a pleasing bound for the integration error in terms of two factors, one of which is the smoothness of the integrand (V (f)) and the other the uniformity ( Halton [37] , Sobo[ [38] , Faure [39] , [40] , and Niederreiter [33] , [41] . According to a lower bound from Roth [42] On the other hand, Theorem 1.1 applies to a wider class of functions than is usual with theorems on the error in numerical quadrature (recall the n-point formulae from interpolatory quadrature which depend on the (n 1)st order derivatives of the integrand). While this is not a problem in itself (as we mentioned above, we would like error estimates for as wide a class of integrands as possible), from a practical point of view this can sometimes be a liability. The result of this generality is that the bound V (f) Dv in Theorem 1.1 can be (and often is) a gross overestimate of the actual integration error 3N(f). This points to a fundamental defect of As to the issue of the generality of Theorem 1.1, one of its defects, namely, that the upper bound Dv V (f) is often not sharp, is intrinsic. That is to say, the bound of Theorem 1.1 may be realized: equality is a possibility for functions f of bounded.variation (see [44] ).
Additionally, a theorem due to Niederreiter also contained in [32] shows that the situation cannot be improved even for integrands in C (U The problem of finding accurate and effective estimates for the discrepancy should, in principle, be overcome with more research. Experience has shown, however, that this is not likely to be an easy matter. The estimation of discrepancy in even some of the simplest cases often depends on some deep number-theoretic theorems (e.g., Schmidt 's theorem on the simultaneous approximation of irrational numbers by rationals [45] ) and/or a number of approximations involving extremely detailed and lengthy calculations. Substantial improvements, which numerical evidence amply indicates are possible, do not seem easy to achieve with the current techniques used in the estimation process.
The final problem area, resulting from the fact that V (f) may be very large, is amenable to further analysis. Taking as a clue the considerable literature dealing with variance reduction techniques as applied in the method of statistical trials, one idea would be to replace the problem of estimating the integral of f, where V (f) is large, with the equivalent problem of estimating the integral of o (where f f f o) and V (qg) << V (f). All such methods seem to depend on taking advantage of specific knowledge of the integrand f and many such methods (such as importance sampling, the method of antithetic variates, etc. [6] , [46] ) are remarkably effective. We shall devote a good deal of attention in this review to such error reduction techniques.
We now proceed to a more systematic discussion of possibilities for overcoming the above-mentioned deficiencies associated with Theorem 1.1 and its generalizations.
2. Integrand smoothness. As we have already observed, the method of statistical trials applies, at least in principle, to integrands that are merely square-integrable, an extremely lenient requirement. By contrast, not a single deterministic error bound is known to the authors under assumptions this weak. In fact, such a theorem would need to take a very strange form in order to accommodate the pathological functions that reside in L2. The most general result of which we are aware concerns the class of Riemann-integrable functions on U and is due to Hlawka [47] . In order to state Hlawka's theorem, we need to introduce some definitions and notation. 
where denotes the greatest integer function.
The measure M(f; k) of the "smoothness" of f is rather closely related to the modulus of continuity of f, provided f is continuous.
When f is continuous, a result of Proinov [48] At the other end of the smoothness spectrum, the theorems that we have presented so far do not properly reward integrands of greater smoothness than the hypotheses of the theorem. This weakness is in sharp contrast to the situation that obtains with classical quadrature methods. Classical quadrature methods, for example, give better convergence rates for the error for smoother integrands because the error depends essentially on the first term in the Taylor expansion of the integrand that is not precisely integrated by the quadrature formula. Of course, it is usually not a simple matter to obtain information about the higher derivatives of the integrand, information that would be needed to complete this error analysis.
A class of techniques that does properly reward additional regularity of the integrand is called lattice methods. Generally, lattice methods use the estimate
where f is periodic of period in each variable and the x,, all belong to a lattice L. (For our purposes a lattice L is defined as an additive subgroup of R containing Z and s linearly independent points and such that there is a sphere about the origin that contains no points of L other than the origin.) General lattice methods are introduced by Sloan and Kachoyan [49] as a generalization of the good lattice point methods introduced by Korobov [50] and Hlawka [9] .
A drawback with such methods is that, as of yet, they apply only to special integrands, Let f be a function defined on Is, let be a product of intervals, and put 2 2 A(f; We have established that m O (m-z) for f 6 E(K) so that the smoother f is, the more rapidly m converges to 0. This rapid convergence rate in the one-dimensional case is best posssible in the sense of the following result. THEOREM 2.3 (arygin [52] ). Given any rn points in U there exists an f Ex (1) and a positive constant c(X, s) such that f vanishes at these points yet
The composite trapezoidal rule is optimal in one dimension; however, the "curse of dimensionality" quickly causes its optimality to disappear in higher dimensions. In s dimensions, its product form yields the multidimensional product rule Korobov [53] has determined that for this rule m O (m -z/s) for f Es(K) and that this cannot be improved in the sense that m O(m-t) for any c > )/s.
While the composite trapezoidal rule is evidently not maximally effective in higher dimensions if it is extended by means of the product rule, the method of good lattice points provides another extension of this rule into the multidimensional realm which seems worth further exploration. Accordingly we assume that f 6 E (K) and that a modulus m and lattice point g have been selected. As in the one-dimensional case, Because it arises so frequently, it is common to denote the summation on the right-hand side by PX)(g, rn), so we have (2.10) m < K P{Z) (g, rn).
Clearly the major contributions to P{Z)(g, m) come from vectors h with small r(h); i.e., will denote summation over all h 6 Z (m)S where, as usual, the prime indicates that h 0 is omitted from the sum. Finally, we let
Because of (2.9), it seems reasonable to expect that the finite sum R (g, rn) would provide a useful measure of the quality of the lattice point g with respect to the modulus m. This is indeed the case as the following theorem reveals. Theorem 2.4 is important mainly because it reduces the evaluation of the quality of a lattice point g to the calculation of a finite rather than an infinite sum.
Theorems that demonstrate the existence of lattice points g with small R (g, rn) have been established. The best such theorem seems to be a result of Niederreiter [54] , which leads to the quadrature error bound ).
for . > 1.
When use is made of these relationships and known lower bounds for p (g, rn), one obtains a quadrature error bound (2.15) m(f) O (m-(logm)zs-)).
Exact analogues of (2.13) are also known for more general lattice rules [55] . Analogues of the same techniques as above yield results on the integration error for properly chosen lattice rules that are of the same order as (2.15) . As yet, the added generality that lattice rules have over good lattice points has not provided an increased convergence rate, although the implied constant multipliers have been reduced.
Unfortunatel.y, as the theory now stands, the results cited above depend upon nonconstructive existence theorems, which make use of either averaging techniques or certain methods of excluding poor choices for g. Neither technique provides a direct route to the choice of a good lattice point and in practice such points must be determined by exhaustive search procedures (of course this procedure need only be performed once). Tables of such values are provided in [56] , [57] , and 12] . Recognizing that such exhaustive search procedures rapidly go beyond the capabilities of even the most modern computers, Zinterhof [58] has developed a direct technique that does not necessarily find good lattice points but instead very efficiently finds lattice points (called gratis lattice points) that are effective for numerical integration.
An exception to this occurs in the two-dimensional case (and gives hope for a constructive approach in higher dimensions). Zaremba [3] 
Then there is an analytic function f defined on I sttch that 3N(f) O(N-), yet 3N(f) k O(N--) for any > 0 and for all N.
As to the attainability of the error bound of Theorem 2.5, Niederreiter [62] 
where cz (ct Cts). Thus the use of the special sequences (nc) produces good error bounds, at least for functions in Es x (K). However, the implementation of this method is not without difficulty.
First, the theorem calls for the use of irrational numbers ct
Cs, which must be replaced by rational approximations on a computer. This, of course, is an everyday occurrence (as in the case, e.g., of Gaussian quadrature) and would not be the cause for too much concern except that according to Niederreiter's theorem, the best a are those which are most badly approximable by rational numbers, i.e., those irrationals that can only be approximated by rational numbers with fairly high denominators. This feature will probably be lost during computer implementation, and combining this with the fact that we are taking fractional parts ofthese approximately irrational numbers may produce unpredictable and possibly undesirable consequences.
A second difficulty with implementing Theorem 2.6 is that the constants implicitly defined by the error bound arise as a result in the theory of simultaneous Diophantine approximation in s dimensions (Schmidt's theorem [45] ), and are difficult to estimate.
Another type of sequence that attempts to embrace the advantages of good lattice points while still supplying an infinite sequence of points has been developed by Maize [44] , based on a variation of an idea due to Sobo [38] . [65] .
Of course, in practice quasi-random methods are rarely used for estimating one-dimensional integrals since classical deterministic methods are more than adequate. The real interest in quasi-random methods occurs in higher dimensions, as we have observed earlier.
In dimensions s > the problem of identifying low discrepancy infinite sequences is quite difficult although recent important progress has been made. The best (in the sense of order of magnitude) known results are the following. An analogous result is due to Sobo [38] , [66] , [67] , based on a notion of evenness of distribution with respect to the placement of points in dyadic boxes in U. We shall limit our discussion here to a brief summary of recent work on (t, m, s)-nets and (t, s)-sequences. The interested reader is referred to Niederrieter [2] , [33] , [41 for complete details. This is consistent with the philosophy in this paper to focus attention on error bound features other than asymptotic ones.
An explicit bound for the discrepancy of (t, s)-sequences [33] The results of this section suggest that improved errors might result from the use of the lowest discrepancy sequences. It must be emphasized, however, that the most one can say based on the Koksma-Hlawka inequality (Theorem 1.1) is that upper bounds for the error are lowered when the lowest discrepancy sequences are used. It is partly for this reason that we devote relatively little attention in this paper to the best asymptotic error bounds and concentrate on techniques that reduce the error itself for all sample sizes. In the next section we examine the potential for reducing the integrand variation as one means of accomplishing this goal. 4 . Transformation of the integrand. We now turn our attention to alleviating the problems created by integrands of high variation. As suggested in our introduction, some highly practical techniques for avoiding this difficulty are based on a reformulation of the original problem in terms of one with an integrand that is "smoother" and whose integral is related to the original integral in an easily calculable way. These techniques are generally of two different types. Either the transformation is intended to reduce the variation of the integrand, thus reducing the constant multiplying Dv in theorems such as Theorem 1.1, or the goal is to place the integrand into a different class (such as E (K)) where faster convergence rates may apply. Some of the most promising of these techniques have been borrowed from the statistical approach. We shall attempt here to discuss at least the most important of these techniques.
Returning to the method of statistical trials for a moment, one idea is to replace the estimator (4.1) N by another, say (4.2) N n=l whose expected value is fl, f(t)dt but whose variance is much less than the variance of (4.1).
A host of so-called variance reduction methods is based on one or another variation of this central theme. Thus, while the statistical uncertainty associated with both (4.1) and (4.2) is asymptotically O (N-1/2 ), reducing the variance (which is the constant multiplier in the statistical error rate) is an effective practical device for lowering the error estimates (and the error!) even though the rate of convergence remains unaltered.
As will be seen, the possibility of converting a problem with an unacceptably high error estimate to one which has a substantially lower error estimate will almost always depend on the ability to take advantage of certain special features (e.g., monotonicity, location of relative extrema) in the original problem. This is in keeping with the perspective that one focuses on lowering the error associated with a single problem at a time rather than basing the theory on convergence over a broad class of integrand functions (e.g., functions in the class E (K)).
When examined in this way, it is apparent that techniques and methodology radically different from those discussed earlier may emerge.
Since the methods discussed in this section have all been inspired by variance reduction techniques applied in the method of statistical trials, we shall give a quick survey of some of the main ideas used there. and the underlying distribution is irrelevant. The decision to sample according to g can be seen in this case to be aimed at maintaining the unbiased quality of the estimator. More generally, if g is any probability density function on U, the random variable Estimator B is usually called an importance sampling estimator; the density g is to be chosen in order to emphasize regions that are important in estimating 0.
We see that
and that the more one knows about f, the more one can tailor the sampling density g to lower the sampling error. However, computation cost per sample is directly related to the complexity of the density g. Therefore one may wonder whether comparable error reduction may be achieved without resorting to sampling complicated densities. Motivated perhaps by such considerations, Powell and Swann [68] .5) is the theoretical capability of achieving variance reduction asymptotically of the same order as importance sampling without the need to sample complicated density functions.
Spanier [69] has extended the Powell-Swann estimator to random walk problems and generalized (4.5) The estimator D reduces to c upon choosing g 1, to upon choosing g h, and to seA upon choosing g h 1. Thus D must be at least as effective as any of these estimators and, with proper choices for g and h, has the potential to be much more effective.
Viewed in the context of the method of statistical trials, the principal properties of the estimator (4.6) were established in [69] . The particular choice h in (4.6) is singled out for special attention in [69] . There model random walk problems are studied that suggest that the resulting biased importance sampling estimator ,:1 g(x,,)
,: g(x,,)
while not necessarily uniformly optimal, has a remarkably small mean square error over a rather large range of problems. Roughly speaking, division of f by g in the numerator appears to adjust automatically for the deviation of the function g from its average value of 1.
That is, if the choice of x XN results in -. 1/g(x,,) < N, then the g-values must be larger than their average and their effect will be to reduce the numerator as well. Conversely, if the g-values are smaller than usual, the denominator of will be too large but so will the numerator.
The use of (4.6) involves a choice of both the functions g and h to achieve minimal error. Of course, as with ordinary (unbiased) importance sampling, there are choices of g and h which reduce the error to zero. For example, the choice h (x) f(x)/0, which clearly depends on knowing the integral of f, produces zero error irrespective of the choice of g. Since one doesn't know 0, this choice is not practically possible. However, one may still be able to use some information about the behavior of f in order to reduce the sampling error. The implementation of this idea is often accomplished through the creation of a parameterized family of choices for the functions g, h, and the subsequent selection of parameter values that lead to small errors. The parameterization will normally correspond to particular ways of prejudicing the choice of sample points (parameterizing the sampling density g) or altering the. weight associated with each sample point (as in the case of parameterizing h). While it is clearly impractical to expect to build knowledge of 0 itself directly into g or h, it is often quite easy to create effective parameterizations capable of attaining small errors with appropriate parameter choices. In [70] this technique is analyzed in the case of h 1.
The general idea is to begin with a family of importance functions go(x) with parameter c such that go(x) corresponds to the uniform density. The task is then to Examination of (4.7) points the way to an effective estimation of the c-dependence of Vo(c): For any fixed, but arbitrary, value of the parameter, a small number of samples is generated according to the density g(x) and these samples are then used to estimate
While the absolute uncertainty will remain unknown, the relative c-dependence should be well described by estimates of M(c) based on a small set of samples because of the correlation achieved in using a single set of histories to provide estimates for all c values. In other words, the c-dependence of M(c) is essentially captured analytically via (4.8) . As shown in [70] , this can result in a very effective multistage analysis of the dependence of M(c) on c.
For the more general weighted importance sampling case, the situation becomes more complicated. The fact that the estimates are biased means that the second moment about zero, M(c) above, is not easily related to the variance of the estimate. If one is willing to use the asymptotic results, however, the same sort of techniques as above may be used. The details are carried out in [69] where such estimators are applied to neutron transport problems.
Ju [71] has further studied the statistical properties of (4.6). As an alternative to the multistage analysis, Ju describes an analytic method that depends on an approximate minimization of the second moment. She develops a type of importance sampling theory for the weighted importance sampling case and their extension to random walk problems. In addition, she establishes a procedure for producing nearly optimal linear combinations of biased estimators.
There are other techniques that have been used for systematically selecting an importance sampling function. Rosenberg [72] constructs an importance function by approximating the integrand by Bernstein polynomials and performing the appropriate normalizations to construct a probability density. This method is promising in one dimension but it appears that the techniques quickly become difficult to apply in higher dimensions. Ermakov and Zolotuhkin [73] provide a technique for constructing sampling functions which are approximations of the integrand by orthogonal polynomials. An important feature of the Ermakov and Zolotuhkin method is that the coefficients of the polynomials are also provided by sampling methods. Booth [74] has investigated adaptive methods (called intelligent random number techniques) whose goal is a convergence rate more rapid than the O(N-1/2) normally expected with statistical techniques. Now that we have traced the development of (4.6) and associated techniques from a statistical point of view, we wish to shift to a deterministic analysis. In [44] and [43] , a quasirandom perspective is adopted in studying such estimators. To the authors' knowledge, these represent the first attempts to transfer variance reduction techniques developed for statistical estimators to error reduction methods in the context of quasi-random sampling. In [43] , Chelson uses the notions of discrepancy and multidimensional bounded variation to establish deterministic error bounds for both finite-dimensional integrals and certain random walk problems. Chelson's goal was to combine the rapid asymptotic convergence assured by the use of low discrepancy sequences with the very practical importance sampling device for reducing errors. More specifically, Chelson proves a Koksma-Hlawka type inequality (see Theorem 1.1 [35] , and [36] ) for importance sampling estimators such as (4.4) . The virtue of such a result is that it permits replacement of the variation of f by the variation of fig (which will be much smaller for an appropriately chosen g) without sacrificing the asymptotic convergence characteristics of the low discrepancy sequences. The precise statement of Chelson's theorem in multidimensions is rather complicated. We will content ourselves here to present a slightly weaker corollary. THEOREM 4.1 (Chelson [43] ). Let o9 {x(n)} be a sequence in U and let {y(n)} be the sequence obtained from the probability density fimction g(y) by setting yl(n' GT (xln)), y{n, GI (xn)) .)"J'(n' G-I (x}n)), 
It is important to note in Theorem 4.1 that even though the sampling technique has changed the sequence used to evaluate f/g, the discrepancy appearing in the error bound is still that of the original sequence.
Maize [44] has extended Chelson's result to the family (4.6) of weighted importance sampling estimators. Again we state a slightly weaker corollary of the main result. 
It would seem to be a fairly routine matter to apply the techniques used in [43] and [44] Another technique is to replace the integrand with
where p is a polynomial whose integral over I is zero and whose coefficients are chosen so that f and its partial derivatives up to some prescribed order are periodic. In two dimensions, this method has been shown to be quite promising [75] . In higher dimensions, the computation of the coefficients of p becomes much more difficult and, in addition, the method requires detailed knowledge of the partial derivatives of f. If this information is not available, then numerical differe.ntiation must be used, which further increases the computation cost (and decreases the precision of the error estimate). A third method is to return to the technique of weighted importance sampling (4.6). We wish to choose the sampling function in order to periodicize the integrand. This is in contrast the usual statistical method where one seeks to sample in order to reduce the variance (or variation) of the integrand. In this case the idea is not necessarily to choose a sampling function g that reduces the variation of f/g, but rather choose g so that fig EZ(K) For a sampling sequence, we will use the three-dimensional Halton sequence, Xn (2(n), b3(n), b5(n)), which was introduced in 1.
Figure illustrates the application of this sequence with each of the sampling methods discussed in 4.
The figure clearly indicates that our choice of sampling and weight functions have realized a significant improvement. As anticipated from the theory, the asymptotic rate of convergence has not changed from one sampling method to the next but the constants multiplying this rate have been dramatically reduced. In fact, weighted uniform sampling has provided about two orders of magnitude of improvement. Now let us suppose that we have the same integrand but now wish to take the alternative approach which is to take advantage of the smoothness of the integrand in order to achieve an accelerated rate of convergence. As we pointed out above, our emphasis now is upon choosing a sampling function g such that fig E(K) for some K, while h is chosen so that f-Oh and hopefully K' << K. To this end, we define the sampling distribution via yj=3x}-2x} for j=1,2,3
and a simple calculation then yields f(y) g(y) 216XlX2X3(1 Xl)(1 X2)(1 x3)f(y). We will use the same weighting function as in the example above. For a sampling sequence, we use the sequence introduced in 2 (Maize [44] and [63] ). Figure 2 compares the results of this implementation with that of the weighted importance sampling plotted in Fig. 1 . (Note that we have only plotted the error for sample sizes that are a power of two. This is clearly the only way we will be able to obtain an accelerated convergence rate in light of Theorem 2. As expected we have obtained a more rapid convergence rate but at the expense of having to fix the number of sample points a priori
Note that the selection of g and h in these examples are ad hoc and based upon specific knowledge of the integrand. There is still a large amount of work to be done to understand the tradeoffs between the enhanced convergence rates and the construction of the functions g and h.
