Abstract. The primary goal of this paper is to investigate the structure of irreducible monomorphisms to and irreducible epimorphisms from finitely generated free modules over a noetherian local ring. Then we show that over such a ring, self-vanishing of Ext and Tor for a finitely generated module admitting such an irreducible homomorphism forces the ring to be regular.
Introduction
Convention. In this paper, (R, m, k) is a commutative noetherian local ring and all modules are finitely generated.
A homomorphism f : M → N of R-modules is called irreducible if f is neither a split monomorphism nor a split epimorphism, and for every factorization M g − → L h − → N of f we have g is a split monomorphism or h is a split epimorphism. Irreducible homomorphisms are used in the theory of Auslander-Reiten sequences which was established in [4] and play a central role in representation theory of artin algebras. (Excellent references on these topics are [5, 15, 25] .)
In this paper we investigate the structure of irreducible monomorphisms to and irreducible epimorphisms from free modules over a commutative noetherian local ring. Section 3 deals with the case where we have an irreducible monomorphism to a free module. Our main result in this section, stated next, is proven in 3.1 and 3.6. 
commutes, where θ stands for the inclusion map.
Section 4 is devoted to the case where we have an irreducible epimorphism from a free module. We prove our main result in this section, stated next, in 4.1. In this theorem, Soc R denotes the socle of R.
Theorem B. Let φ : F → M be an irreducible epimorphism of R-modules with F free. Then the following assertions hold.
(a) The kernel of φ is isomorphic to k. 
such that ι and ρ are isomorphisms and π is the natural surjection.
Our motivation for the main result in Section 5 comes from the AuslanderReiten Conjecture [3] that originates in representation theory of artin algebras. This section deals with this conjecture and also with a Tor version of it when the module admits irreducible homomorphisms described in Theorems A and B; see Theorem 5.1.
Basic properties
This section contains some results that will be used in the subsequent sections. The next result is a part of [5, Lemma 5.1] in which R is assumed to be an artin algebra. Here we give the proof (with no such assumption on R) for the reader's convenience. Proof. The map f has a factorization M g − → Im f h − → N , where g is the surjection induced by f and h is the inclusion map. Since f is irreducible, either g is a split monomorphism or h is a split epimorphism. In the first case, g is an isomorphism, which means that f is injective. In the second case, h is an isomorphism, which means that f is surjective. Lemma 2.2. Let f : M → N be a homomorphism of R-modules. Then the following are equivalent:
Proof. It is straightforward to see that f is neither a split monomorphism nor a split epimorphism if and only if f 0 0 1 is neither a split monomorphism nor a split epimorphism.
For an arbitrary R-module X consider a factorization
. Then γα = f , γβ = 0, δα = 0, and δβ = 1. If f is irreducible, then either α is a split monomorphism or γ is a split epimorphism.
If α is a split monomorphism, then there is a homomorphism ε : L → M such that εα = 1 and we have 1 −εβ 0 1
If γ is a split epimorphism, then there is a homomorphism ζ : N → L such that γζ = 1 and we have
− → N be a factorization of f , and let X be an R-module such that
Then either ( b 0 0 1 ) is a split epimorphism or ( a 0 0 1 ) is a split monomorphism. It is straightforward to see that either b is a split epimorphism or a is a split monomorphism. Therefore, f is irreducible.
Let n 1 be an integer. In the next lemma, diag(a 1 , a 2 , . . . , a n ) denotes the square matrix with a 1 , a 2 , . . . , a n on the main diagonal and zero everywhere else. 
Proof. We only prove the first assertion; the second one is shown dually. Also, we only prove that f 1 is irreducible, as the irreducibility of the other f i follow similarly. First, suppose that f 1 is a split epimorphism. Then there is g : N → M 1 such that f 1 g = 1, and we have f 1 f 2 . . . f n g 0 . . . 0 tr = 1. This implies f 1 f 2 . . . f n is a split epimorphism, which contradicts the assumption that it is irreducible. Hence, f 1 is not a split epimorphism.
Next, suppose that f 1 is a split monomorphism. Since End(N ) is local, N is indecomposable.
1 Hence, f 1 : M 1 → N becomes an isomorphism, and we have
split epimorphism, which contradicts the assumption that it is irreducible. Hence, f 1 is not a split monomorphism.
By assumption, either β f 2 . . . f n is a split epimorphism or diag(α, 1, . . . , 1) is a split monomorphism. In the latter case, we easily see that α is a split monomorphism. In the former case, we find homomorphisms c ∈ Hom R (N, X) and g i ∈ Hom R (N, M i ) for 2 ≤ i ≤ n such that the equality
a split epimorphism, contrary to the assumption that it is irreducible. Therefore, f 2 g 2 is not a unit of End R (N ). Similarly, we can show that f 3 g 3 , . . . , f n g n are not units of End R (N ). Since End R (N ) is a local ring, from equation (2.3.1) we conclude that βc is a unit. Hence, β is a split epimorphism. Thus f 1 is irreducible.
For an R-module M and for a positive integer n, by M ⊕n we denote the direct sum 
Since f ⊕n is irreducible, we conclude that either diag(f, 1, . . . , 1) is a split monomorphism or diag(1, f, . . . , f ) is a split epimorphism. If diag(f, 1, . . . , 1) is a split monomorphism (resp. diag(1, f, . . . , f ) is a split epimorphism), then so is f , and so is f ⊕n , contrary to its irreducibility. Thus, we must have n = 1.
Irreducible monomorphisms to free modules
In this section we provide the proof of Theorem A.
3.1 (Proof of Theorem A, Part (a)). Let θ : I → R be the inclusion map. Note that θ is neither a split monomorphism nor a split epimorphism.
Since θ is injective, so is α and we have a commutative diagram
with exact rows.
1 Note that we do not need Henselian property here.
If γ = 0, then γ is a surjection, so β is also a surjection. Hence, β is a split epimorphism.
If γ = 0. Then πβ = 0, and there exists a homomorphism δ : M → m such that β = θδ. Since θ is injective, we have δα = 1, whence α is a split monomorphism. Consequently, θ is an irreducible homomorphism.
Case 2: General case. We can take a proper ideal J of R such that m ∼ = I ⊕ J.
− → R be a factorization of θ, and denote by θ ′ the inclusion map J → R. Then we have a factorization
which is exactly the inclusion map m → R. It follows from Case 1 that either ( α 0 0 1 ) is a split monomorphism or β θ ′ is a split epimorphism.
If ( α 0 0 1 ) is a split monomorphism, then we easily see that α is a split monomorphism. If β θ ′ is a split epimorphism, then we can find elements x ∈ M and y ∈ J such that β(x) + θ ′ (y) = 1. As θ ′ (y) = y is an element of the maximal ideal
−1 x for every r ∈ R. It follows then that ββ ′ = 1. Hence, β is a split epimorphism and therefore, θ is irreducible, as desired.
Recall that two homomorphisms
(It is easy to see that irreducibility is preserved by equivalence.) The next lemma enables us to replace an arbitrary monomorphism M → F of R-modules, where F is free, with one whose image is contained in mF . 
Proof.
There is a commutative diagram
with exact rows and exact columns such that ψ ′ is minimal, that is, Ker(ψ ′ ) ⊆ mR ⊕n , for some integer n. (Note that here M ∼ = N ⊕ R ⊕m−n such that N does not have any free direct summand.) Therefore, Im(g) ⊆ mR
⊕n . Note that the R-module homomorphism φ is equivalent to the map g 0 0 1
:
Finally, the fact that φ is irreducible if and only if so is g 0 0 1 if and only if so is g follows from Lemma 2.2.
Remark 3.3. By (the end of) Lemma 3.2, the irreducibility of φ is equivalent to the irreducibility of g. Thus, replacing φ with g, we will work with irreducible maps φ : M → R ⊕m such that Im(φ) ⊆ mR ⊕m in the rest of this section. (i) =⇒ (ii): Since R has global dimension one, M is a free R-module. Let m := rank R F and n := rank R M . As φ is injective, we have m ≥ n.
Let 
(b) Let F be a free R-module of rank r and a : F → R ⊕r be an isomorphism. Let π : F → R be an arbitrary surjection and set b := πa −1 . Suppose that p = (0 . . . 0 1) : R ⊕r → R is the r-th projection. Since b is a split epimorphism, applying part (a) to M = R ⊕r and N = R with g = b we obtain an automorphism c : R ⊕r → R ⊕r such that pc = b. Setting q := ca we have a commutative diagram
of R-modules in which q is an isomorphism. This shows that π and p are equivalent.
(Proof of Theorem A, Part (b))
. We prove the theorem step by step.
Step 1: Fix a proper submodule D of C := Coker(φ) and consider the pull-back diagram: 0
Since φ is irreducible, either α is a split monomorphism or β is a split epimorphism. If β is a split epimorphism, then β must be an isomorphism, which implies C = D. This is a contradiction because we assumed that D is a proper submodule of C. Hence, α has to be a split monomorphism.
Step 2: Let D be the submodule mC of C. Since ψ is minimal, the dimension of the k-vector space C/mC is equal to r := rank R F . From the middle column we observe that E ∼ = m ⊕r . By Step 1, M is isomorphic to a direct summand of m ⊕r .
Step 3: Let D be a maximal submodule of C, that is, C/D ∼ = k. Then it is observed that E is isomorphic to R ⊕r−1 ⊕ m. Hence, M is isomorphic to a direct summand of R ⊕r−1 ⊕ m.
Step 4: Suppose that R is isomorphic to a direct summand of m. Then it follows from [9, Corollary 1.3] that R is regular. Hence, R is a domain which forces m to be indecomposable. Therefore, m is isomorphic to R, which means that R is a discrete valuation ring. In light of Proposition 3.4, we have now both of the conclusions (b1) and (b2) in case that R is isomorphic to a direct summand of m.
From now on, we assume that R is not isomorphic to a direct summand of m.
Step 5: Since R is assumed to be Henselian, we can apply the Krull-Schmidt theorem. (See [25, Proposition 1.18] .) It follows from Step 2 that M does not contain a non-zero free summand; note here that R is indecomposable as an Rmodule. By Step 3 we see that M is isomorphic to a direct summand of m. This shows Part (b1) of the theorem.
Step 6: To prove Part (b2), suppose that M is indecomposable. As R is Henselian, End R (M ) is a local ring. For each 1 i r let
be the i-th projection (the i-th entry of p i is 1). As we see in Remark 3.5(b), there is an isomorphism q : F → R ⊕r such that the diagram
Now for each 1 i r set h i := p i qφ and note that h r = πφ. We have qφ = (h 1 h 2 . . . h r ) tr and qφ is irreducible. Lemma 2.3 then implies that the composition h r = πφ is irreducible. In particular, it is not an epimorphism, so its image is contained in m. Thus, πφ has a factorization M η − → m θ − → R. Irreducibility of πφ implies that η is a split monomorphism. We now have a commutative diagram
and the proof is completed.
Remark 3.7.
A natural question to ask is the following: Let I be an ideal of R, and for 1 ≤ i ≤ n let f i : I → R be an irreducible monomorphism. Let f = f 1 f 2 . . . f n tr : I → R ⊕n . When is f irreducible? Note that under the above assumptions, the map f is not necessarily irreducible. For example, if n = 2 and f 2 = af 1 for some unit element a ∈ R, then there is a factorization
which shows that f1 f2
: I → R ⊕2 is not irreducible.
Irreducible epimorphisms from free modules
This section is entirely devoted to the proof of Theorem B. The proof of Part (a) is also given in [17] . However, we include it for the convenience of the reader.
(Proof of Theorem B). (a) If
M is free, then φ splits, which is a contradiction. Hence, M is not free, and therefore Ext
be a non-split short exact sequence of finitely generated R-modules in Ext
Since F is free there exists a homomorphism g : F → L such that hg = φ. Since φ is irreducible and h is not a split epimorphism, g is a split monomorphism. Hence, there exist a finitely generated
we conclude that dim k Coker(t) = 0. Hence, Coker(t) = 0 and Ker(φ) = k, as desired.
(b1) The irreducibility of φι follows from Lemma 2.3. Hence, by Proposition 2.1 it is either surjective or injective.
(b2) By Theorem B(a) there is an exact sequence 0 → k
Note that x is a non-zero element of Soc R. Let y be any element of Soc R. Then g : k → R given by g(1) = y is a monomorphism. Considering the push-out diagram
since φι is irreducible, either e is a split epimorphism or m is a split monomorphism. If e is a split epimorphism, then h is a split monomorphism and there is a homomorphism p : E → R such that ph = 1. Hence, we have g = phg = pmf . Note that pm is an endomorphism of R. Setting a = pm(1) ∈ R, we get y = g(1) = pmf (1) = pm(x) = ax.
It follows then that Soc R = (x).
If m is a split monomorphism, then there is a homomorphism q : E → R such that qm = 1, and we have f = qmf = qhg. Similarly as above, setting b = qh(1), we get x = by. Since x is non-zero and y is a socle element, b must be a unit of R. Hence, y = b −1 x and Soc R = (x). So, if e is a split epimorphism or m is a split monomorphism, then we have Soc R = (x) ∼ = k, and R has type one. There is an isomorphism ρ : R/ Soc R → M such that the diagram
with exact rows. Since ι is injective, so is γ, and hence γ is an isomorphism. Five Lemma then shows that ι is also an isomorphism, whence F has rank one.
Remark 4.2. We work in the setting of Theorem B. By Theorem B(b1), the map φι is either surjective or injective. As we see in Theorem B(b2), in case that φι is surjective, one can conclude that R has type one, F has rank one, and there is a commutative diagram
such that ι and ρ are isomorphisms and π is the natural surjection. Now, a natural question to ask is the following: What can one conclude if in Theorem B(b2) we replace the assumption "φι is surjective" with "φι is injective for all split monomorphisms ι : R → F "?
Note that the assumption "φι is injective for all split monomorphisms ι : R → F " is equivalent to saying that when we regard φ : F → M as a surjection
all the components φ i : R → M are injective.
Irreducible homomorphisms and vanishing of (co)homology
A commutative version of the Auslander-Reiten Conjecture [3] states that if M is an R-module with Ext i R (M, M ⊕ R) = 0 for all i 1, then M is free. This conjecture has been proven affirmatively in some special cases; see for instance [6, 10, 11, 13, 19, 21, 22] . The next theorem deals with this conjecture and also with a Tor version of it when the R-module M admits irreducible homomorphisms described in Theorems A and B.
Theorem 5.1. Let M be an R-module and consider the following conditions: Proof. Since M is non-zero, the "Bass Conjecture" Theorem (see for instance [7, 9. 6.2 and 9.6.4 (ii)]) shows that R is Cohen-Macaulay. By Theorem B, Part (a) there is an exact sequence 0 → k → R ⊕m → M → 0. In particular, this says that depth R = 0. Hence, R is artinian and M is injective. Thus, M is isomorphic to a direct sum of copies of the injective hull E of k, say E ⊕n , where n is a positive integer. The exact sequence 0 → k → R ⊕m → E ⊕n → 0 then shows that mℓ = 1 + nℓ, where ℓ = ℓ R (R) = ℓ R (E). (Here ℓ R denotes the length.) We now have (m − n)ℓ = 1, which implies that ℓ = 1. This means that R is a field.
(Proof of Theorem 5.1). (a)
Assume that m is indecomposable and f : M → F is an irreducible monomorphism of R-modules, where F is free. Note that conditions (i)-(v) and our assumptions in Part (a) of Theorem 5.1 are preserved under completion. So, we replace R by its completion in m-adic topology and assume that R is complete (hence, R is Henselian).
To show that conditions (i)-(v) are equivalent, it suffices to prove that each of (i) and (ii) implies (v). For this, let g : N → R ⊕n be the map obtained by removing from f the identity map of a maximal direct summand, as in Lemma 3.2. Then the R-homomorphism g is irreducible and N is isomorphic to a direct summand of m by Theorem A(b1). Since N is non-zero and m is indecomposable, N ∼ = m.
(i) =⇒ (v) From our Tor-vanishing assumption we have Tor We conclude this section by proving the following result and one of its consequences. The proof is given in 5.7 below. In this theorem, G-dim stands for the Gorenstein dimension of Auslander and Bridger [2] . Note that we can replace R by its completion in the m-adic topology and assume that R is complete.
Assume on the contrary that pd R M = ∞. Then by [23, Theorem A] , the ring R is Gorenstein and is isomorphic to Q/(q), where Q is a regular local ring with q ∈ Q. Thus, if Tor Hence, under the above assumptions we must have pd R M < ∞, as desired.
Remark 5.8. After this paper was submitted, the authors were able to prove the equivalence of (i) and (iii) in Theorem 5.5 without assuming that M has finite G-dimension. The proof uses the notion of fiber products; see [20] .
Following [16] , a finitely generated indecomposable R-module M is called IGprojective if G-dim R M = 0 and if M admits either an irreducible epimorphism F → M or an irreducible monomorphism M → F , in which F is R-free. An example of IG-projective modules is the module A/(X) over the local ring A = K[X]/(X 2 ) in which K is a field. Note that A/(X) is not A-free.
As an immediate corollary of Theorems 5.1 and 5.5, we obtain the following result which is [17 
