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SUMMARY
The overall purpose of this dissertation is to develop a multi-scale framework that
can simulate radiation defect accumulation across a broad range of time and length scales
in metals.
In order to accurately describe defect accumulation in heterogeneous microstructures
and under complex irradiation conditions, simulation methods are needed that can explic-
itly account for the effect of non-homogeneous microstructures on damage accumulation.
In this dissertation, an advanced simulation tool called spatially resolved stochastic clus-
ter dynamics (SRSCD) is developed for this purpose. The proposed approach relies on
solving spatially resolved coupled rate equations of standard cluster dynamics methods in
a kinetic Monte Carlo scheme. Large-scale simulations of radiation damage in polycrys-
talline materials are enabled through several improvements made to this method, including
a pseudo-adaptive meshing scheme for cascade implantation and implementation of this
method in a synchronous parallel kinetic Monte Carlo framework.
The performance of the SRSCD framework developed in this dissertation is assessed
by comparison to other simulation methods such as cluster dynamics and object kinetic
Monte Carlo and experimental results including helium desorption from thin films and
defect accumulation in neutron-irradiated bulk iron. The computational scaling of the
parallel framework is also investigated for several test cases of irradiation conditions.
SRSCD is next used to investigate radiation damage in three main types of microstruc-
tures, using α-iron as a test material: iron thin films, coarse-grained bulk iron, and nanocrys-
talline iron. SRSCD is used to investigate the mechanisms involved with defect accumulation
in irradiated materials, such as effective diffusivity of helium in thin films and the effect of
grain boundary sink strength on defect accumulation in nano-grained metals, and to pre-
dict defect populations in irradiated materials for comparison with experiments. Particular
emphasis is placed on the role of microstructural features such as free surfaces and grain
xx
boundaries in influencing damage accumulation.
Finally, the methodology developed in this dissertation is applied in the context of mul-
tiscale modeling and experimental design. To complete the multi-scale transition between
defect-level behavior and macroscopic material property changes caused by irradiation, the
relationship between mechanical loading and radiation damage is investigated. The impact
of radiation damage on hardening of irradiated materials is investigated by using the results
of SRSCD as inputs into polycrystalline crystal plasticity simulations. This is carried out in
bulk iron by fitting hardening models to experimental data from neutron irradiation of iron
and then used to predict hardening under irradiation conditions beyond what has already
been accomplished in experimental studies. In addition, SRSCD is used to demonstrate
the temperature shift required to achieve equivalent damage accumulation in irradiation
conditions with significantly differing dose rates, such as in the case of using ion irradiation
to simulate damage from neutron irradiation.
In this dissertation, the development of SRSCD and its application in a multi-scale
framework to predict macroscopic material property changes in metals represents a signif-
icant improvement over the state of the art due to improved simulations of defect accu-
mulation and direct upscaling of results into polycrystalline plasticity models. The tools
and understanding of defect behavior developed here will allow predictive modeling of metal
degradation in reactor-relevant damage environments, including the defected microstructure





1.1.1 Perspective: current and future nuclear industry
The development of advanced structural materials has advanced in parallel with the con-
tinued development of nuclear reactors throughout the history of the industry. Today, the
majority of the world’s nuclear power installations are Generation II reactors, which were
built between the 1960s and 1990s and many of which are rapidly approaching the end
of their design lifetimes [182, 3]. In view of reactor lifetime extension programs currently
being implemented, predictive capabilities of the extent to which their structural materials
will continue to degrade over the ensuing decades is needed. Reactors under planning and
construction today include Generation III and III+ fission reactors such as EPR, or the
Evolutionary Power Reactor (shown in Figure 1a) [3]. These reactors generate electricity
using the same basic design philosophy as Generation II reactors but have enhanced levels
of safety made possible by the many years of research, development, and experience with
Generation II reactors [3]. By contrast, future Generation IV fission reactors will operate
using new designs and are expected to achieve greater safety, environmental performance,
proliferation safeguards, and efficiency in generating electricity [133]. As such, these reac-
tors will operate at higher temperatures and in more intense radiation environments than
previous generations, requiring the development of new structural materials. Finally, the
future application of fusion power requires materials are needed which can withstand much
higher radiation doses and temperatures than commercial fission reactors [219, 146]. As
test reactors such as the International Thermonuclear Experimental Reactor (ITER, Fig-
ure 1b) and the DEMOnstration Power Plant (DEMO) are designed, the field of materials
development for application in such extreme environments is rapidly advancing.
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(a) EPR generation III+ reactor
(b) ITER fusion reactor
Figure 1: (1a) Diagram of the European Pressurized Reactor (EPR), a generation III+
pressurized water reactor [228]. (1b) Diagram of ITER, an experimental fusion reactor
under construction in France [100].
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1.1.2 Extreme environments for nuclear materials: radiation and temperature
Radiation environment: Structural materials in nuclear reactors are subjected to ex-
treme conditions including neutron and gamma irradiation and high temperatures and are
expected to maintain mechanical strength throughout the lifetime of the reactor. As dis-
cussed in Section 2.1.1, radiation damage in metals is caused by incident particles such
as neutrons colliding with lattice atoms and displacing them from their lattice sites. The
total quantity of damage, or dose, in an irradiated metal is frequently measured in the
total number of atomic displacements per lattice atom, or dpa. In commercial fission reac-
tors, structural materials are subjected to neutron bombardment which causes displacement
damage in the material at rates ranging from 10−12 − 10−6 dpa per second, depending on
the proximity to the core and the reactor type [139, 2]. Fast fission reactors such as the
High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory and the BOR-60
reactor in Dimitrovgrad, Russia, typically used for nuclear research, have generally higher
dose rates on the order of 10−7 dpa·s−1 [234]. The radiation environment in future fusion
reactors is expected include dose rates also on the order of 10−7 dpa·s−1, in addition to
experiencing an increased energy spectrum of neutrons created in the fusion reaction [116].
In all of these reactors, transmutation reactions due to neutron absorption and subsequent
decay by the structural material also leads to the production of gases such as hydrogen and
helium inside the material [234].
Temperature environment: The temperatures that structural materials (such as the
interior wall of the pressure vessel) in nuclear reactors are subjected to vary depending on
the reactor type as well. Operating temperatures in typical thermal fission reactors as well
as fast fission reactors are subjected to temperatures of approximately 400◦ C [133]. By
contrast, proposed Generation 4 reactor designs will operate at temperatures ranging from
400◦ C to 800◦ C [133]. Figure 2 shows the radiation dose and temperature ranges for
Generation 2-3 reactors as well as several proposed Generation 4 designs. Future fusion
reactors plasma-facing materials are expected to operate under temperatures that are even
higher, from 500◦ C to 900◦ C [27]. The confluence of all of these factors, including radiation
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Figure 2: Temperature and dpa ranges in Generation 2-3 reactors as well as several pro-
posed Generation 4 reactor designs. Proposed Generation 4 reactors include the Very High
Temperature Reactor (VHTR), the Gas-Cooled Fast Reactor (GFR), the Lead-Cooled Gas
Reactor (LFR), the Molten Salt Reactor (MSR), the Supercritical Water Cooled Reactor
(SWCR), and the Sodium-Cooled Fast Reactor (SFR) (reproduced with permission from
from Marques et al. [133]).
dose, temperature, and the production of gases, can lead to the formation of defects which
degrade the mechanical properties of structural materials, as discussed in later sections.
Challenges in reproducing reactor irradiation conditions: Although reactor struc-
tural materials are subjected to a wide variety of temperatures, doses, dose rates, and gas
production rates, the range of input parameters that can be studied in experiments of ra-
diation damage is much more limited. Due to the cost, radioactive safety concerns, and
timescales associated with neutron irradiation experiments in experimental reactors such
as HFIR, irradiation experiments are instead frequently carried out in laboratories using
various ion beams in place of neutron damage [73, 2, 117, 122]. Under such irradiation
conditions, dose rate and temperature can be adjusted to best suit the experiment, by ad-
justing the focus of the ion beam and placing the irradiated material on a heated stage.
Dose rates in ion beam irradiation experiments are typically much higher than neutron
irradiation, frequently reaching 10−3 − 10−2 dpa·s−1 [170, 2]. These high dose rates allow
experimentalists to react the same radiation doses that reactors would encounter in years
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over a matter of minutes to hours. However, as damage conditions in ion beam irradia-
tion experiments are not equivalent to the conditions that materials will be expected to
withstand in true reactors, experimental results cannot be compared directly with material
behavior in realistic reactor conditions. Therefore, models are needed which can reproduce
experimentally observed behaviors such defect populations and material property changes
and link those observations to predicted behaviors in realistic reactor environments.
1.1.3 Materials in use and under development for nuclear applications and
their microstructural changes under irradiation
Several different material types are currently in use or under development for nuclear appli-
cations. Typical requirements for such materials include resistance to damage accumulation,
low cross-sections for transmutation, high strength, and high melting temperatures (signif-
icantly above temperatures that might occur during an accident). Examples of some of the
material types either in use or under development are given below:
1. Reactor pressure vessel (RPV) steels: These are steels with several alloying el-
ements, including Cu, Mn, Ni, C, P, Si, Mo, Al, Cr, and Co [143]. As the integrity
of the reactor pressure vessel is essential for the safety of a nuclear reactor, these
steels are chosen for their strength and ability to withstand radiation damage. For
experimental purposes, these steels are frequently replaced by simpler model alloys, al-
though the more complex steels have been shown to exhibit significantly lower damage
accumulation after irradiation [143].
2. Zirconium alloys: This is a group of several zirconium-based alloys with alloying
elements such as Sn, Fe, Cr, Ni, Nb, and O. These alloys are typically used for the
fuel cladding in nuclear reactors due to their neutron transparency and high melting
temperature [9]. Nevertheless, due to their proximity to the nuclear fuel, cladding
materials must withstand radiation doses of tens to hundreds of dpa in Generation
IV nuclear reactors [9].
3. Oxide dispersion strengthened (ODS) steels: ODS steels are a new class of
material that has been proposed for both cladding and fusion reactor uses [9, 229, 154].
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These are steels with nanometer-scale oxide inclusions that act as recombination sites
for radiation damage, allowing the material to be used at elevated temperatures and
in severe neutron damage environments [229].
4. Nano-laminate materials: These materials are composed typically of nanoscale
layers of two different immiscible metals, such as Cu-Nb or Cu-W [144, 50, 49, 77,
98]. Like ODS steels, the high volume density of interfaces between metallic layers
act as recombination sites for radiation damage, reducing degradation under severe
displacement damage conditions.
5. Nanocrystalline metals: Instead of creating a high density of interfaces using ox-
ides or inter-metallic interfaces as in the cases of ODS steels and nano-laminates,
nanocrystalline metals take advantage of a high density of grain boundaries to act as
recombination sites for radiation damage [249, 210, 118].
Under irradiation, a variety of microstructural changes can occur in metals due to radia-
tion damage accumulation. Such changes include the formation of voids and bubbles [40, 19],
dislocation loops [198, 82], stacking fault tetrahedra [110, 241], precipitates [78, 177], and
the segregation of solutes at grain boundaries [106, 70]. These microstructural changes in
turn lead to macrostructural degradation of material properties such as hardening [67, 38],
embrittlement [67, 156, 153], and swelling [130, 43, 36]. These processes are described in
more detail in Chapter 2.
1.1.4 Multi-scale modeling: link between atomic-level material behavior and
macroscopic mechanical properties
Radiation damage formation, defect accumulation, and subsequent mechanical property
changes are inherently multi-scale temporal phenomena, ranging from timescales associated
with neutron damage events to the lifetime of reactors. In addition, these same processes
are also multi-scale spatial phenomena, ranging from atomistic scale defects to nuclear
reactor components in size. Therefore, a wide variety of computational tools exist to study
radiation damage and radiation effects ranging from atomistic and ab-initio models at the
atomic scale [101, 198, 217, 215, 168, 242, 75, 74, 197, 204] to kinetic Monte Carlo models
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at the scale of individual defects [197, 222, 240, 22, 200, 101, 102, 74] to continuum-scale
models of defect concentrations [161, 162, 105, 124, 207, 124, 64, 245, 142] and hardening
[185, 155, 125, 72, 115, 13, 24] to polycrystalline models of material response to radiation
damage [158, 7, 53, 21, 171, 172, 244].
To bridge the gaps between the time and length scales of each method, a multi-scale
approach for simulating radiation damage and associated material changes is often taken.
In this dissertation, a multi-scale modeling approach is achieved by using the results of
ab-initio and atomistic models as inputs into higher-scale models which simulate defect ac-
cumulation inside various irradiated metals. At the highest scale, macroscopic models then
use the defect accumulation results from the intermediate scale models as inputs to investi-
gate the resulting macroscopic material changes such as hardening caused by the presence
of radiation-induced defects. Therefore, the overall purpose of this dissertation is to (1)
develop multi-scale models that can bridge the gaps between individual defect-
level behaviors, damage accumulation at experimentally relevant timescales and
doses, and macroscopic material property changes in irradiated materials; and
(2) use these models to study radiation damage accumulation and associated
macroscopic material property changes in a variety of metals and radiation con-
ditions. The scientific questions that these models will address, as well as the innovations
necessary to achieve these goals, are listed in the following sections.
1.2 Scientific questions and innovation
Although extensive experimental, theoretical, and modeling work has been performed to
study radiation damage and radiation effects in irradiated metals, several gaps remain in
the literature with regards to creating an explicit link between the defects produced in
irradiation, their accumulation in various temperature and damage conditions, and their
ultimate impact on the macroscopic material properties of an irradiated metal. In order to
address these gaps, this dissertation will address the following scientific questions:
In metals, the defected microstructure of an irradiated material has been shown to de-
pend strongly on radiation damage conditions. Temperature, total dose, dose rate, and type
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of irriadiation (neutrons, helium ions, self-ions, etc) have been shown to have a strong effect
on the formation and accumulation of radiation-induced defects [254, 253, 67, 209, 255]. The
presence of helium has also been shown to cause an increase in void density and decrease in
average void size in irradiated metals [32] and both dislocation loops and voids have been
shown to evolve in density and average size after post-irradiation annealing at different
temperatures [209]. Figure 6 shows examples of these effects on damage accumulation in
neutron- and ion-irradiated iron and steels. Therefore, the first question to be investigated
in this dissertation is:
How do radiation conditions such as temperature, dose rate, and damage
type influence radiation defect accumulation in irradiated metals? (Q1)
Radiation damage accumulation is also strongly dependent on the pre-irradiated mi-
crostructure of metals, including crystallography [39, 38], the presence of grain boundaries
[210, 118], impurities and alloying elements [118, 143, 97], bi-material interfaces [144, 50],
and other micro-structural features that may interact with radiation damage. Of particular
interest in this work are grain boundaries, bi-material interfaces, and free surfaces. These
micro-structural features introduce non-homogeneity in the defect populations within an
irradiated metal by acting as sinks for radiation defects, leading to effects such as void-
denuded zones near grain boundaries and bubble formation on interfaces [255, 49]. Exam-
ples of such spatially heterogeneous effects can be seen in Figure 3. To capture the effects
of such inhomogeneous phenomena, spatially resolved models are needed that can explic-
itly model the material microstructure and its impact on radiation damage accumulation.
Therefore, the second question to be investigated in this dissertation is:
How does the presence of interfaces, grain boundaries, free surfaces, and
other micro-structural elements influence radiation defect accumulation in
irradiated metals? (Q2)
The scientific impact of this dissertation is the development of the capability to simulate
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(a) (b)
Figure 3: 3a Helium bubble size and density near a grain boundary in nickel, showing
a decrease in number and increase in average void diameter near the boundary (repro-
duced with permission from [108]). 3b Helium bubble formation in a ion-irradiated Cu-Nb
nano-laminate, with most helium bubble formation occurring on bi-material interfaces (re-
produced with permission from [49]).
of radiation damage and hardening in realistic radiation conditions and complex, spatially
inhomogeneous microstructures. The suite of tools developed in this work are intended to
help understand the aging process of current nuclear plants as well as inform the design and
optimization of materials for use in future generations of nuclear installations, such as nano-
laminates and oxidative dispersion strengthened (ODS) steels [144, 50, 49, 77, 98, 229, 154].
1.3 Scope of the thesis
This dissertation aims to create a multi-scale modeling framework for relating atomic-scale
radiation damage to macroscopic changes in material properties in metals under realistic
irradiation conditions. Therefore, this dissertation is organized in the following manner:
Chapter 2 describes the mutli-scale processes associated with radiation damage and
radiation effects in metals, and discusses the state of the art in modeling techniques used for
simulating these processes. Strengths and weaknesses of these various models are presented,
and the modeling technique stochastic cluster dynamics is presented as a method with the
capability of mitigating some of the weaknesses of traditional models.
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Chapter 3 discusses the development of the main model of radiation damage accumu-
lation used in this dissertation, spatially resolved stochastic cluster dynamics (SRSCD).
The theoretical development of the method is presented, followed by all of the subsequent
computational improvements made to the model to allow for larger-scale and more realistic
simulations, including a synchronous parallel kinetic Monte Carlo implementation.
In Chapter 4, SRSCD is applied to several material systems and irradiation conditions.
These material systems include thin films, bulk materials, and nano-grained polycrystals.
Irradiation conditions simulated include Frenkel pair irradiation, displacement cascade dam-
age, and helium implantation. An emphasis is made on comparing simulated results to
experiments as well as predicting defect accumulation outside of the input space that has
already been explored experimentally. Physical mechanisms that govern radiation defect
accumulation are also explored.
In Chapter 5, the prospects of using SRSCD in the context of multiscale modeling and
experimental design are investigated through two examples. First, the coupling between
radiation damage and mechanical fields is discussed. This study includes a multi-scale
framework, using defect accumulation results from lower-scale simulations as inputs into
polycrystalline radiation hardening simulations. Next, SRSCD is used to investigate the
temperature shift required in experiments using one source of damage (such as ions) as a
proxy for another source (such as neutrons) due to the difference in dose rates between the
two sources.
Finally, conclusions of this dissertation are presented in Chapter 6.
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CHAPTER II
RADIATION DAMAGE, RADIATION EFFECTS, AND ASSOCIATED
MODELING TOOLS
In this chapter, the scientific background for many of the processes and models that are
investigated throughout this dissertation are discussed. In Section 2.1, the multi-scale phe-
nomenon of displacement damage, defect accumulation, and radiation effects is presented.
Experimental techniques used to investigate these phenomena at each time and length scale
are also discussed. In Section 2.2, the computational tools that are used to study radiation
damage are also discussed in a multi-scale framework, starting with atomic scale simulation
methods and building towards efficient models of damage accumulation such as stochastic
cluster dynamics. These models form the basis for the modeling techniques developed in
Chapter 3.
2.1 Radiation damage and radiation effects in metals
Radiation damage in metals has been studied for decades in order to understand radiation-
induced aging of metals, a central topic in the development of safer nuclear installations
and next-generation reactors [34, 41, 40, 73]. In this section, the main sources of radiation
damage, the defects caused by this damage, and the macroscopic changes observed due to
radiation damage will be discussed.
2.1.1 Primary radiation damage
When a single atom is displaced from its lattice site in a metal, it forms a pair of defects: a
vacant lattice site and an atom in an interstitial position between lattice sites. This vacancy
and self-interstitial atom (SIA) pair is called a Frenkel pair. In irradiated metals, primary
damage is caused when an incident high-energy particle strikes an atom inside a metallic
lattice and displaces it from its lattice site, creating a Frenkel pair. The first atom struck
by the incident particle is called the primary knock-on atom or PKA. If a PKA is imparted
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kinetic energy above a threshold value for displacement Ed (25 eV in FCC copper, 35-45
eV in BCC iron) [109, 151], it will be energetic enough to displace from its lattice site
and form a Frenkel pair. However, if the PKA is very energetic, it can also cause collide
with other lattice atoms and displace them from their atomic lattice sites. The number of
atoms that are displaced due to a single PKA can be estimated using the binary collision
approximation (BCA) model of Norgett, Robinson, and Torrens (NRT) [152]. In the NRT
model, the number of displaced atoms Nd is given as a function of the PKA energy available
for damage production Td:
Nd(Td) =

0 Td < Ed






0.8 < Td <∞
where the value of Td is given by the energy deposited in the PKA by the incident particle
minus the energy lost to electronic stopping power.
When the PKA energy is very high and a large number of atoms are displaced from
their lattice site, a displacement cascade is formed. In this case, a small region of the crystal
lattice is displaced at once, creating a short-lived thermal spike that locally melts a small
region of the material. The size of this locally melted region is on the order of 1000 nm3
for displacement cascades with PKA energy of 20 keV in typical metals [204]. Examples of
thermal spike phases of displacement cascades with PKA energies of 10 keV and 50 keV in
iron are shown in Figure 4a. After a few picoseconds, most of the atoms region affected by
the thermal spike phase collapse back into their lattice positions, but a few stable defects,
including vacancies, SIAs, and clusters of these defects, are left behind. Atomistic simula-
tions of cascade damage have indicated that for large cascades, the numbers of surviving
displaced atoms after the thermal spike phase of the cascade fall below the NRT estimate
due to in-cascade recombination of vacancies and interstitials [204, 206]. The structure
of these cascades vary from material to material and depending on the PKA energy, but
in general cascade formation is very important to radiation damage accumulation because
stable clusters of vacancies or self-interstitial atoms can form during the cascade event itself
[206, 165, 46, 235, 10, 203]. An example of the dependence of the size of interstitial clusters
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formed in cascades on the PKA energy of the cascade is shown in Figure 4b.
Several different types of incident particles can cause primary radiation damage. Ex-
amples of such particles include gamma rays, electrons, neutrons, light ions, and heavy
ions [109, 239]. Depending on the incident particle type and energy, either Frenkel pairs
or displacement cascades can be formed. Gamma rays, electrons, and light ions primarily
form Frenkel pairs while neutrons and heavy ions frequently form displacement cascades.
The dose rate in dpa·s−1 due to these incident particles depends on the energy and fluence
of these particles, and can vary from 10−12 − 10−6 dpa·s−1 [139, 234] for neutron damage
to 10−2 dpa·s−1 [170, 2] during heavy ion irradiation.
In addition to displacement damage, gases such as hydrogen and helium can also occur
in the metallic lattice either through direct implantation or transmutation from neutron
irradiation [234]. These can either take interstitial sites in the crystal lattice, or they
frequently interact with displacement damage, for example by taking substitutional sites in
vacancies created by atomic displacements [75, 145]. As will be discussed in later sections,
the presence of these gases can strongly influence the subsequent evolution of radiation
damage in metals.
2.1.2 Defect types and behaviors
As discussed in Section 2.1.1, defects generated by radiation damage include vacancies,
SIAs, gas atoms, and clusters of these defects. As these defects accumulate and interact
within a metal, they can agglomerate into larger defect clusters [40, 254, 110, 253, 67, 259].
Depending on the constituents of a given cluster and the type of metal lattice, clusters can
take a variety of geometric forms. In addition, defects of various types including clusters
can have varying diffusivities. In this section, the most common radiation-induced defects
and clusters are described, along with their structure and most common behaviors. The
following is a list of the most common defects and defect clusters found in simulations and
experimental observations of irradiated materials:
1. Vacancies are empty sites in the atomic lattice. They diffuse by exchanging position




Figure 4: 4a Example of cascades formed by PKAs of 10 keV and 50 keV in α-Fe. 4b
Interstitial defect cluster distributions produced in 10 keV and 50 keV cascades. Depending
on the PKA energy, the number and size of defect clusters formed in-cascade can vary
significantly (reproduced with permission from from Stoller et al. [206]).
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temperature.
2. Self-interstitial atoms (SIAs) are atoms taking interstitial sites in between lattice
sites. They frequently share a lattice site with lattice atoms in a dumbbell orientation
[243]. SIAs diffuse by moving between dumbbell positions on nearest-neighbor atoms,
and are highly mobile at room temperature [74].
3. Interstitial gas atoms such as He or H also take interstitial dumbbell positions,
similarly to SIAs. The energy barrier to diffusion between atomic sites for these
atoms is frequently very low (< 0.1 eV) [216] and they typically diffuse very quickly
until they reach a trapping site such as a vacancy or a grain boundary.
4. Small vacancy clusters take a variety of geometric forms such as tetrahedral or
planar [64], depending on the material type and the size of the cluster. These defects
can also be highly mobile in metals, with diffusion mechanisms governed by exchange
of lattice atoms with vacancies [74, 75].
5. Small SIA clusters (2-4 SIAs) can take crowdion or planar form. They are typically
quite mobile, and are characterized by one-dimensional diffusion followed by periodic
changes in diffusion direction [197, 198].
6. Small gas-vacancy clusters such as HeV are formed when interstitial helium or
hydrogen interact with vacancies and vacancy clusters. In this case, they take a
substitutional position inside the vacancy cluster. These clusters can be highly mobile
or quite immobile, depending on the number of helium and vacancies in the cluster
and the metal type [216].
7. Voids are large spherical cluster of vacancies [40]. These can grow to sizes on the
order of nanometers and can be detected using experimental techniques such as TEM,
as shown in Figure 5a. Voids are typically only mobile in high-temperature materials
[43].
8. Dislocation loops are circular arrangements of either vacancies or SIAs [198, 82].
In the case of interstitial dislocation loops, circular clusters of atoms are inserted in
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between two atomic planes in a given slip system. By contrast, vacancy loops are
sections of an atomic plane that are missing from a slip system. The preferred orien-
tation of these loops varies depending on the material type and irradiation conditions.
Dislocation loops can be extremely mobile, and frequently diffuse in one dimension in
the direction of their Burgers vector, perpendicular to their atomic plane [198]. An
example of dislocation loops in irradiated iron is shown in Figure 5c.
9. Bubbles are similar to voids in that they are spherical and contain vacancies, but
bubbles also contain some gas atoms such as helium or hydrogen. An example of
helium bubbles in copper is shown in Figure 5b. Bubbles are typically more stable
than voids, as the presence of gas atoms increases the binding energy of vacancies to
the bubble [145]. Similarly to voids, bubbles are typically considered to be immobile
except under high temperatures [19].
10. Stacking fault tetrahedra (SFTs) are an alternative arrangement of vacancies
that is found only in FCC metals. These defects are tetrahedral rearrangements of
the lattice atoms such that free volume is concentrated on the edges of the SFT
[110, 241]. Figure 5d shows stacking fault tetrahedra in gold formed by annealing
rather than radiation damage.
As these defects diffuse throughout a metal, they can annihilate (when a vacancy and
SIA recombine to re-form an undamaged lattice site), become trapped at impurities, or get
absorbed by sinks such as linear dislocations, grain boundaries, or free surfaces [101, 215,
95, 80, 225, 162]. Large groups of dislocation loops can also form larger structures such
as dislocation loop rafts or dislocation loops decorating linear dislocations present in the
metal before irradiation [240]. The complex behaviors and interactions between defects and
defect clusters depend on many factors, including metal type, damage type, and irradiation
conditions. Since the final mechanical property changes experienced by irradiated metals
are dependent on the quantity and type of defects formed during irradiation, understanding
the link between the metal microstructure, defect types, and radiation conditions is critical




Figure 5: Example TEM images of common radiation-induced defects in metals: 5a voids
(reproduced with permission from [40], ×60, 000 magnification), 5b helium bubbles (repro-
duced with permission from from [19]), 5c dislocation loops (reproduced with permission
from from [209], 200 nm image width), and 5d stacking fault tetrahedra (reproduced with
permission from from [241])
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2.1.3 Influence of irradiation conditions on damage accumulation
Radiation damage accumulation is the process of small, individual defects such as vacan-
cies and SIAs produced in primary damage diffusing and accumulating into large, stable
defects. The type, size, and quantity of defects that accumulate during irradiation of a
metal are strongly dependent on the the irradiation conditions including temperature, dose
rate, and the presence of displacement cascades, and the presence of gases such as he-
lium [209, 170, 79, 22, 32, 31]. Figure 6 shows several examples of the dependence of the
irradiated microstructure on the irradiation conditions. The following general trends for
dependence on irradiation conditions can be observed in irradiated metals:
1. As the total dose (in dpa) increases in an irradiated metal, the concentration of
radiation defects present in a material typically increases until a saturation limit is
reached, after which point the number of defects remains the same while the average
defect size typically grows [253]. This leads to a larger concentration and larger average
size of defects as the dose increases, as shown in Figure 6a. Defect concentrations
typically saturate between 1023 and 1025 m−3 [67], while cluster sizes can range from
< 1 nm to > 100 nm [40, 19, 67, 32, 209].
2. Dose rate (in dpa·s−1) can also influence damage formation if defects are added faster
than the rate at which defects interact with each other. This can lead to effects such
as increased swelling temperatures and larger cluster sizes in materials implanted at
higher dose rates [170].
3. Increasing temperature is typically linked to a decrease in defect concentration
and a corresponding increase in average defect size, as smaller defects are unstable at
higher temperatures, leaving large, stable defects behind [253, 209]. This effect can
be seen in Figures 6b and 6d.
4. The presence of gases such as helium can have the opposite effect as temperature
because helium-vacancy clusters are more stable than vacancy clusters of the same
size [32, 31, 4], allowing small stable bubbles to form when the content of helium is
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high. This effect is seen in Figure 6c.
5. Damage type (Frenkel pair or cascade) is also an important factor for radiation
defect accumulation, as defect clusters that are formed in cascades are frequently
more stable than point defects. The spatial arrangement of defects in a cascade causes
correlated between defects, increasing cluster sizes and densities relative to Frenkel
pair implantation, which is more evenly distributed throughout the material [22, 202].
The complex interplay between all of these factors makes predicting the precise defect
content in an irradiated material difficult, and emphasizes the need for modeling tools which
can predictively simulate defect accumulation under a variety of implantation conditions.
2.1.4 Influence of pre-irradiated microstructure on damage accumulation
The microstructure of an irradiated material is also a primary factor in the accumulation of
radiation damage. Several factors influenced by material microstructure strongly influence
radiation defect behaviors, such as defect migration and binding energies, the presence
of sinks and traps for defects, and internal stresses. These factors are all dependent on
the material microstructure. Some of the microstructural variations that influence defect
accumulation are:
1. Metal choice and alloying composition: Depending on the metal or alloy be-
ing irradiated, different defect types may be more energetically favorable, leading to
the formation of such different structures as vacancy loops, voids, or stacking fault
tetrahedra [82, 68]. Changes in the composition of alloying elements can alter defect
migration energies, as in the case of helium clusters Fe and Fe-Cr alloys [216], which in
turn alters long-term defect accumulation. The presence of alloying elements can also
lead to precipitation of solute phases during irradiation [143]. In general, formation,
diffusion, and accumulation of defects in a given metal or alloy are material-dependent
processes.
2. Initial dislocation content from work hardening: Work-hardened metals have
a higher dislocation content within the grain interior than pristine metals, leading to
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(a) (b)
Increasing helium content 
 
(c) (d)
Figure 6: 6a Dependence of cavity size distribution on total dose in neutron-irradiated α-
Fe (reproduced with permission from [67]). 6b Temperature dependence of cavity density
in neutron-irradiated austenitic stainless steels (reproduced with permission from [253]).
6c TEM image showing dependence of cavity size and density on helium content in ion-
irradiated iron (reproduced with permission from [32]). 6d Dependence of average disloca-
tion loop size on post-irradiation annealing temperature in He+-irradiated iron and Fe-Cr
alloys (reproduced with permission from [209]).
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changes in damage evolution. Dislocations can act as sinks and fast-diffusion pathways
for radiation defects [96, 94, 95], and have been shown to alter the long-term damage
accumulation in irradiated metals by influencing helium desorption [208], decreasing
hardening [5], and acting as pinning sites for dislocation loops [222, 223].
3. Grain size: Metals with nanocrystalline microstructures frequently exhibit greater
radiation tolerance than coarse-grained metals [210, 118]. This property is due to the
fact that grain boundaries can act as sinks for defects, enhancing recombination and
decreasing defect accumulation in their proximity [90, 227].
4. Presence of precipitates: Some metals such as oxide dispersion strengthened
(ODS) steels have been created with a high concentration of nanoscale precipitates
[257, 229], which act as recombination sites in much the same way as grain boundaries
mentioned above. These materials also show increased resistance to radiation damage
accumulation.
5. Presence of inter-metallic interfaces: Nano-laminate materials are created by
creating nanoscale layers of immiscible metals, such as Cu and Nb. The inter-metallic
interfaces between layers act both as recombination sites for point defects and storage
sites for helium [144, 50], allowing increased radiation tolerance with decreasing layer
thickness.
The final three examples listed above include materials in which the ability of interfaces
to act as recombination sites for point defects is utilized in order to decrease radiation
damage accumulation. These materials are all referred to as nano-structured materials.
Figure 7 shows examples of nano-structured materials with defect accumulation that is
strongly dependent on the material’s microstructure. In Figure 7a, helium-implanted 5
nm Cu-Nb laminate materials are shown to limit the size of helium bubbles that form. In
Figure 7b, increased helium bubble formation on grain boundaries and decreased bubble
size is seen in helium-irradiated nanocrystalline iron. As materials are designed for use with
microstructures tailored for a specific response to radiation damage, modeling tools will
21
(a) (b)
Figure 7: Radiation damage in nanostructured materials: 7a Helium bubbles in 5 nm Cu-
Nb multilayered material with average size of 1-2 nm (reproduced with permission from
[144]). 7b Helium bubbles nanocrystalline Fe, showing increased bubble growth on grain
boundaries (reproduced with permission from [249]).
need to take these microstructures into account and predict their performance in realistic
reactor conditions.
2.1.5 Radiation effects: hardening, swelling, and embrittlement
The presence of large amounts of radiation damage in irradiated materials can cause macro-
scopic changes in material properties, called radiation effects. Radiation effects differ from
radiation damage in that they can be measured macroscopically and occur over timescales
ranging from seconds to years, depending on the material and irradiation conditions. Figure
8 shows several examples of radiation effects. Common radiation effects in irradiated metals
include hardening, embrittlement, and swelling, as described below.
Hardening in irradiated metals is characterized by an increase in the initial yield point
during elasto-plastic deformation of an irradiated metal [67, 38]. This effect is caused by
radiation defects acting as obstacles to dislocation motion, as will be discussed in Section
5.1. Increases in initial tensile yield strength of several hundred MPa can be observed in
irradiated metals, depending on the material and irradiation conditions [38]. The links
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between the concentration and size of radiation defects and the amount of hardening have
been studied using modeling at several scales including atomistic [11, 14, 169, 164] and
dislocation dynamics [196, 89] models, which operate on length scales on the order of tens
to hundreds of nm. By contrast, continuum models of radiation hardening [185, 155, 125,
72, 115, 13, 24] operate on the continuum scale and are discussed further in Section 5.1.
Embrittlement and loss of ductility also typically accompanies hardening in irra-
diated metals. This is caused by the buildup of stress at defects such as voids that act as
pinning points for dislocations, leading to crack formation. Embrittlement is manifested as
an upward shift in the ductile-brittle transition temperature and is strongly correlated to
the change in yield stress due to hardening [153]. Stress-strain curves of neutron-irradiated
iron also show decreased ductility before ultimate failure of tensile specimens with increas-
ing dose [67]. Embrittlement is a major concern for nuclear safety as structural materials
such as pressure vessels may become brittle over their lifetimes [156, 153].
Swelling can also occur in irradiated metals If an excess of vacancies and vacancy
clusters such as voids or bubbles accumulates, adding volume to a metallic lattice [130, 43,
36]. Alloys not designed to be radiation resistant can experience swelling of several tens of
percents under high irradiation [130]. This effect is seen typically at doses greater than 1
dpa and is therefore a concern for reactors designed to withstand large doses, such as fusion
reactors. The presence of helium also strongly influences swelling, as helium acts as stable
nuclei for cavities which then increase the volume of the material [130, 40]. An example of
swelling in an irradiated stainless steel sample is shown in Figure 8c.
Other radiation effects are also observed in irradiated metals such as radiation-induced
creep, decrease in fracture toughness, and irradiation induced stress corrosion cracking.
These are long-term concerns for irradiated metals as cavities that form on grain boundaries
can grow under stress [154]. Overall, the presence of radiation damage in metals is associated
with radiation effects that degrade the mechanical properties and safety of nuclear materials.
Therefore, design of new materials for extreme reactor environments such as fusion is focused
on creating materials that can enhance the recombination of defects as well as limit the size




Figure 8: 8a Stress-strain curves of neutron-irradiated pure Fe at various doses, showing
hardening and decrease in ductility with increasing dose (reproduced with permission from
[67]). 8b Change in 0.2% yield strength of neutron-irradiated pure metals as a function of
radiation dose (reproduced with permission from [38]). 8c Example of irradiation-induced
swelling in fast neutron-irradiated 316 stainless steel (reproduced with permission from
[130]).
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2.2 Models of radiation defects and damage accumulation
Understanding the links between material, radiation conditions, radiation damage accumu-
lation, and changes in material properties such as hardening and embrittlement is necessary
for the development of new materials for use in the next generations of nuclear reactors.
Modeling tools must connect information at several scales scales ranging from atomistic
to macroscopic in order to investigate how material and radiation conditions are linked to
mesoscopic damage accumulation and macroscopic changes in material properties. In this
section, the main models used to study radiation damage are presented and the scales at
which they operate are discussed.
2.2.1 Ab-initio and atomistic models
Description: At the smallest scale, radiation damage and radiation defects are studied
using ab-initio and atomistic models. These models resolve every atom in a given volume of
crystal lattice. In ab-initio techniques such as density functional theory [176], the energies
of various lattice configurations are computed using quantum mechanical descriptions of the
atoms in the lattice. Atomistic models, by contrast, use empirical functions to describe the
potential of the atoms being modeled [45]. Atomistic models can be used both for molecular
statics simulations, in which the system is minimized in energy at zero Kelvin and energies
of various lattice configurations are compared, and molecular dynamics simulations in which
defects can diffuse and interact throughout the lattice [197, 198].
Application: defect structures, behaviors, and energies: Atomic-scale techniques
are most often used to study the energetics and kinetics of individual defect behaviors,
as well as the formation of radiation damage. Such models have been used to investigate
point defect properties such as the lattice position that an SIA takes in iron [149] and the
mechanism by which vacancies exchange lattice sites [74]. Atomistic simulations can also be
used to investigate the lowest energy configuration of defect clusters in a given crystal lattice,
helping to determine whether vacancy clusters form spherical voids or dislocation loops in
different crystal lattices [82]. The structure and defects that are created during displacement
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cascades of various PKA energies has also been investigated using such methods [206, 165,
46, 235, 10, 203], as shown in Figure 4a.
Ab-initio and atomistic modeling also provides crucial inputs into higher-scale models
discussed in later sections. The main inputs into higher-scale models for defect accumu-
lation are the allowed defects in a given material system, their diffusivity (the diffusion
prefactor D0 and activation energy Em for migration between lattice positions as well as
the dimensionality of their diffusion), and the binding energy Eb of various defects to each
other. These parameters are different for each material type and have a significant impact
on the overall accumulation of damage in the material. Diffusion parameters can be quan-
tified using molecular dynamics methods, for example by allowing fast-diffusing defects to
move through a crystal lattice at different temperatures and fitting the resulting diffusivity




An example of such a fit for several sizes of SIA clusters, adapted from Soneda et al.
[198], is shown in Figure 9a. Ab-initio and atomistic models can also quantify the energy
barrier Em for defects to exchange lattice sites by finding the lowest energy paths for defects
to move between lattice sites [74]. An example of ab-initio study of the energy barrier for
diffusion of small interstitial clusters in α-Fe is shown in Figure 9b. Using the approaches
described above, the migration energy Em and diffusion prefactor D0 for diffusion have
been investigated for a wide variety of radiation defect types in several metallic systems.
Examples of mobile defects for which migration parameters have been computed using these
methods are vacancies and vacancy clusters, SIAs and small SIA clusters, dislocation loops,
and helium-vacancy clusters [74, 198, 216, 140, 75].
The binding energy Eb(ij) of a defect i to an object j is the difference in the formation
energy of the bound defect-object cluster Ef (ij) and the formation energy of the defect and
the object, separately Ef (i) + Ef (j):
Eb(ij) = Ef (i) + Ef (j)− Ef (ij) (2)




Figure 9: 9a Arrhenius plot of diffusivities of several small defects in α-Fe, used to find
diffusion prefactorD0 and migration energy Em (reproduced with permission from [198]). 9b
plots of the lowest energy paths and atomic configurations for diffusion of small interstitial
clusters in α-Fe from ab-initio simulations (reproduced with permission from [74]).
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simulated system with the bound and unbound defects inside. Binding energies of defects to
other defects as well as defects to structures such as grain boundaries, bi-material interfaces,
and linear dislocations have been quantified using these methods [96, 140, 95, 225].
Atomic-scale computational techniques have several advantages and drawbacks. Atomic-
scale models operate with fewer simplifying assumptions then mesoscale and continuum
models, allowing direct simulation and observation of defect behaviors and energies. How-
ever, the timescale associated with most atomistic simulations is on the order of picoseconds
and length scales are typically on the order of tens of nanometers [206, 198]. Some accel-
erated atomistic techniques such as temperature accelerated dynamics (TAD) [195] and
parallel replica dynamics (PRD) [236] exist to simulate larger timescales, but are limited in
the physical size of the system and the number of defects that can be simulated. Therefore,
atomistic and ab-initio models are not ideal tools for simulating long-term defect accumu-
lation in irradiated materials. In addition, the various energies and defect structures pre-
dicted can be strongly dependent on the empirical potential used in atomistic simulations
[128, 86, 87]. Overall, atomistic models provide information on defect structure, behaviors,
and energetics but cannot capture collective defect behaviors over long timescales. Instead,
these data can be input into higher order models such as those discussed in Sections 2.2.2
and 2.2.3. Therefore atomistic and ab-initio modeling is a critical first step in developing
multi-scale models that can predict macroscopic material changes due to the presence of
radiation damage.
2.2.2 Rate theory and cluster dynamics models
In order to reach time and length scales representative of irradiation in experimental and
reactor environments, defect accumulation must be simulated using higher-scale models that
do not account for the full complexity of atomic scale models but which can simulate longer
timescales and larger doses. One such category of methods is rate theory (RT) models,
often referred to as cluster dynamics (CD) models when used to simulate radiation damage
evolution.
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Description: In a CD model, the population of defects of a given type (for example,
vacancies) is treated using a concentration equation c(t). This equation can be in units of







where rµ is the rate of reaction µ to occur in the system, and the ± symbol indicates whether
that reaction creates or destroys defects of this type. For example, in the case of a system
limited to two species (single vacancies and single interstitials) and two reactions (Frenkel
pair creation and vacancy-interstitial annihilation), the rate equations for the population
evolution of both vacancies cv(t) and interstitials ci(t) are given by:
dcv
dt
= K −Dvk2i cv
dci
dt
= K −Dik2vci (4)
where K is the Frenkel pair creation rate, Dv and Di are the diffusivities of vacancies and
interstitials, respectively, and k2v and k
2
i are the sink strengths of vacancies for interstitials
and interstitials for vacancies, respectively. This sink strength term k2 governs the rate
at which the two defect types will interact, and is a function of the defect concentrations
and diffusivities. The functional form of this sink strength is critical in order to correctly
simulate defect evolution, and its form depends on the geometry of each defect type as
well as the diffusion type (one, two or three-dimensional diffusion). Sink strengths for point
defects interacting with stationary spherical sinks k2s have been developed by Brailsford and
Bullough [29, 30], and are given by:
k2s = 4πcsrs (5)
where cs is the concentration of sinks and rs is the capture radius of the sink. A derivation
of equation (5) is given in Section 3.2.2.1. This form has been subsequently expanded to
the case of two mobile species with spherical reaction radii, such as the vacancy-interstitial
model presented above. Other sink strengths have also been developed for defect-defect
interactions including circular dislocation loops that are either glissile in one dimension or
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immobile [207, 181, 224] and defects that undergo 1D diffusion with occasional changes in
direction [220], as well as defect-dislocation interactions [207].
CD models typically simulate more complicated defect evolution than the model pre-
sented in equation (4). These models frequently simulate the populations of vacancy and
SIA clusters size n, cvn(t) and cin(t), as well as helium-vacancy clusters [161, 162, 105, 124,
207]. For each allowed reaction between two defect types, a term must be inserted into the
rate equations for those defect types as well as the resulting defect type that is created by
carrying out that reaction. An example of the rate equation for the evolution of the concen-
tration cvn of vacancy clusters size n in a system in which Frenkel pairs are introduced at
a constant rate and vacancy and SIA clusters are allowed to form but only single vacancies
and interstitials are mobile is shown below, as adapted from Stoller et al. [207]:
dcvn
dt

























is a geometric constant derived from the sink strength in equation (5),
Ω is the atomic volume of a lattice site, Dv and Di are the diffusivities of single vacancies
and single interstitials, cv1 and ci1 are the concentrations of single vacancies and single
interstitials, Evb (n) is the binding energy of a vacancy to a vacancy cluster size n, and kbT
is the Boltzmann constant multiplied by the absolute temperature. In equation (6), the first
term represents formation of vacancy clusters size n when a single vacancy is absorbed by a
cluster size n−1, the second term represents shrinkage of vacancy clusters size n to size n−1
through annihilation with a single self-interstitial or emission of a single vacancy, the third
term represents growth of vacancy clusters size n to size n+1 by absorbing a single vacancy,
and the fourth term represents shrinkage of vacancy clusters size n + 1 to size n through
annihilation with a single interstitial or emission of a single vacancy. In the work of Stoller
et al. [207], a rate equation in this form exists for each vacancy cluster and self-interstitial
cluster size n. In addition, the rate equations for the evolution of single vacancies and single
interstitials cv1(t) and ci1(t) are considerably more complicated because these defects are
mobile, necessitating a term in their rate equations for each possible reaction between single
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vacancies or interstitials and every other defect type in the system.
Applications of CD models: Several advancements to cluster dynamics modeling have
been made in order to simulate defect evolution in more complicated systems than the
example given above. Although CD methods like those presented in equation (6) assume
a homogeneous distribution of defects in space, spatial resolution has been added to CD
models by solving a simultaneous set of rate equations at a set of material points and
allowing diffusion between material points using a finite difference or finite element approx-
imation [124, 64, 245]. This allows simulations of defect evolution in thin films or systems
with nonuniform defect creation rates. In addition, cascade damage has been included in
CD models by simulating early-stage annealing of displacement cascades using a kinetic
Monte Carlo-based method (discussed in Section 2.2.3) and using the surviving defects as a
source term in CD [161, 105, 142]. More defect species such as helium have been added to
CD models, and more diffusive species such as 2-interstitial clusters and interstitial helium
have been included as well [162, 163, 105]. Together, these advancements have enabled CD
models to reproduce several experimental studies of radiation damage evolution. Exam-
ples include cluster dynamics simulations of defect accumulation in neutron-irradiated iron
[161, 105, 142], as shown in Figure 10a in which cluster dynamics simulations are compared
to experimental measures of vacancy cluster and interstitial loop concentrations as a func-
tion of radiation dose in neutron-irradiated iron [142]. Cluster dynamics models have also
simulated helium desorption from pre-implanted and annealed iron [162, 163], as shown
in Figure 10b. In this study, experimentally measured helium desorption is plotted as a
function of annealing time for three different irradiated and annealed iron thin foils, each
with different foil thickness, initial helium content, and annealing temperature. Cluster dy-
namics simulations show good agreement with experimental measures after adjusting defect
migration energies to account for the presence of carbon impuritues [162].
This method has several advantages and drawbacks. The main advantage to CD models
is the fact that large radiation doses and timescales can be simulated, up to more than
1 dpa [142]. In addition, due to the time-explicit nature of CD models, parallelization
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(a) (b)
Figure 10: Comparisons between cluster dynamics models and experimental measurements
showing the ability to simulate large radiation doses and long timescales: 10a defect accu-
mulation in neutron irradiated iron (reproduced with permission from Meslin et al. [142]),
and 10b helium desorption from implanted and annealed iron thin films (reproduced with
permission from Ortz et al. [163])
of these schemes is straightforward. However, the form of the rate equations limits the
complexity of the material model that can be applied. For example, in the model of Stoller
et al. presented in equation (6), only single vacancies and interstitials are treated as mobile.
Atomistic studies have indicated that several sizes of vacancy and interstitial clusters are
mobile [75, 74, 198, 197], and in the case of systems with significant concentrations of helium
several sizes of interstitial helium and helium-vacancy clusters are mobile as well [216, 64].
The implementation of all of these mobile species in a CD model is a practical impossibility
due to the sheer number of reactions that can occur between all of the allowed defects
in the system. In addition, the diffusivities of defect types can vary by several orders of
magnitude depending on the temperature and migration energy. This can lead to a very
stiff problem, or a problem in which the reaction rates of various reactions differ by many
orders of magnitude, leading to truncation errors and requiring extremely small timesteps.
This problem is especially important in the case of spatially resolved CD methods using
finite difference or finite element approximations, as the rate of diffusion between volume
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elements may be very dissimilar to the reaction rates between the coupled rate equations
at each material point. Overall, CD methods provide computational efficiency at the cost
of the complexity of the simulated defect model.
2.2.3 Kinetic Monte Carlo models
In contrast to the coupled concentration rate equations of CD, kinetic Monte Carlo (kMC)
methods take a very different approach to simulating radiation defect evolution. In this
section, object kinetic Monte Carlo (OKMC) will be described as it is the most common
kMC method, but other methods such as lattice kinetic Monte Carlo (LKMC) and event
kinetic Monte Carlo (EKMC) operate according to similar principles.
Description: In OKMC, individual defects are placed inside a finite volume element.
Each defect is assigned a size and shape as well as a number of reactions that it can carry
out. For example, a vacancy cluster in iron may be treated as a spherical object with a
diffusivity D and allowed to either diffuse in 3D or to eject a single vacancy and become a
smaller vacancy cluster. As in CD, the diffusivity D and the reaction rate for dissociation
Rdis are given by Arrhenius laws:
D = D0e
−Em




where, as in Section 2.2.2, ω is a geometric constant and the constants D0 and Em are
the diffusion prefactor and migration energy of the vacancy cluster and Eb is the binding
energy of a single vacancy to the vacancy cluster. Here, D1 is the diffusivity of a single
vacancy, also given by a separate Arrhenius relationship. Given the diffusivity D of the
defect, if a jump distance d is chosen for diffusion then a jump frequency can be obtained
via 6D
d2
[197]. Thus, a list of allowed reactions µ with reaction rates Rµ in units of s
−1 is
created, including all defects in the volume. The total reaction rate R =
∑
µRµ is then
compiled, and represents the rate (in reactions per second) for any reaction to occur in the
system. The classic kinetic Monte Carlo algorithm can then be applied by selecting two
random numbers r1 and r2 ∈ (0, 1) and choosing a reaction µ to carry out and a timestep
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Figure 11: OKMC volume showing defect evolution in a simulation of resistivity recovery of
electron beam-irradiated iron thin foils during annealing (reproduced with permission from

















A derivation of this algorithm can be found in Appendix A and is adapted from the
work of Gillespie [83]. Once a reaction is chosen, if two defects overlap as a result of the
movement of one of the defects, an instantaneous reaction can occur between the interacting
defects (for example, clustering or annihilation). Then the new list of reactions µ and and
reaction rates Rµ is compiled and the kMC algorithm is repeated. A schematic showing
defect evolution in an OKMC simulation volume is shown in Figure 11.
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Applications of OKMC models: OKMC and other kinetic Monte Carlo-based methods
are used both to investigate defect behaviors as well as to simulate defect accumulation over
large timescales and radiation doses. Examples of studies of defect behaviors using OKMC
include analyses of the fraction and types of surviving defects in a displacement cascade
after correlated interactions are carried out [197, 105, 161]. OKMC has also been used to
compute sink strengths of various sink types including point sinks, line sinks, and grain
boundaries and compare those sinks strengths to analytical forms used in CD simulations
[127]. Other experimentally observed defect behaviors have been reproduced using OKMC
simulations such as dislocation loop raft formation [240] and resistivity recovery of electron-
irradiated iron thin foils [74]. The impact of the PKA energy of displacement cascades on
long-term defect evolution has also been investigated in detail using OKMC [22, 202].
The largest-scale studies of radiation damage in metals performed using OKMC are
simulations of defect accumulation in neutron-irradiated iron [22, 200, 101, 102], in which
cascade damage is introduced in simulation volumes with lengths ranging from 100-300 nm
at dose rates corresponding to neutron damage in the HFIR reactor [67]. The resulting
defect populations are then compared to experimental measures of defect content [67, 259].
Similarly to advanced CD models, OKMC studies of radiation damage accumulation provide
a detailed estimate for the numbers and types of defects present in irradiated materials as a
function of many variables, such as temperature, dose rate, total dose, and cascade energy.
Methods such as OKMC allow simulation of defect-level spatial resolution and individual
defect behaviors that can be quite complex, such as one-dimensional diffusion or defect
decoration of dislocation lines [222, 240]. In addition, the material model simulated can
be arbitrarily complex without significantly impacting the feasibility of the simulation as
reaction rates only need to be calculated for defects present in the system at a given time
(in contrast to CD methods, which must calculate all populations of all allowed defect types
at each timestep).
The main drawbacks to using OKMC methods to simulate radiation damage accu-
mulation are associated with computation time. Unlike CD models, which have limited
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complexity but computational efficiency, OKMC models can simulate very complicated de-
fect behaviors but must take a very large number of timesteps, as only a single reaction
(usually diffusion or dissociation) can be chosen from the kMC algorithm at each step. This
limits both the total radiation dose as well as the total volume that can be simulated. In
addition, parallelization of an OKMC-based model is difficult. If the OKMC volume is split
between two processors, the time evolution in each processor may be asynchronous due to
the random choice of timestep in each processor, leading to errors with defect movement
between processors [136]. Overall, OKMC models present a contrasting set of strengths and
drawbacks when compared to CD models.
2.2.4 Comparison of defect evolution in CD and OKMC models
Both CD and OKMC models use results of atomic-scale simulations as a basis for their
allowed defect behaviors as well as the diffusion rates and dissociation rates of said defects.
Therefore, if radiation damage accumulation is simulated using the same allowed defects
in each method, results of CD and OKMC simulations should agree. Several comparisons
between OKMC and CD simulations of the same radiation conditions and material model
have been made [44, 84, 246, 207, 17], using simplified cases in which both CD and OKMC
methods can use the same database of defects and behaviors.
In the model of Stoller et al. [207], OKMC and CD simulations are compared for
the case of Frenkel pair implantation, assuming all defects besides single vacancies and
single interstitials are immobile. Clusters are allowed to form, using cluster dynamics rate
equations given in equation (6). Results showing vacancy concentration as a function of
dose for several temperatures are shown in Figure 28. The two methods give similar results
for a large range of temperatures and radiation doses. However, limitations to the results
of each method are found in this work. Due to the deterministic nature of the CD results, a
smooth distribution of large cluster sizes is found in CD while OKMC results tend to have
single large defect clusters of a few different sizes. In addition, also due to the deterministic
nature of CD, a statistical distribution of defect sizes over several runs cannot be obtained,
while this information comes naturally from OKMC results. Finally, the lower limit of
36
concentration modeled in OKMC simulations is one defect inside the simulation volume,
while CD results have no lower limit for concentration.
Another limitation of CD simulations when compared to OKMC is demonstrated in the
work of Dalla Torre et al. [44], in which resistivity recovery of iron irradiated with electrons
at low temperature and subsequently annealed is simulated. CD and OKMC results of
these simulations are shown in Figure 12b. In these simulations, as temperature is slowly
increased, different defects are made mobile according to the Arrhenius laws governing their
mobility, as given in equation (1). OKMC results are able to identify separate temperatures
at which vacancies and self-interstitials from the same Frenkel pairs recombine, after which
vacancies and interstitials from separate Frenkel pairs recombine (peaks ID2 and IE in
Figure 12b, respectively). CD models cannot include the effects of spatial correlations
between vacancy-intestitial pairs in individual Frenkel pairs due to the homogeneous nature
of their formulation. Therefore, CD models only match OKMC models if they are initiated
after spatially correlated reactions have been carried out.
Due to the different limitations of CD and OKMC models, a need currently exists for
modeling techniques that can provide results that use the same inputs as these models,
namely diffusion and binding parameters, and can provide the same results in model simu-
lations, but avoid the limitations of each of these methods. In particular, models are needed
that can simulate spatially resolved defect behavior such as spatial correlations between de-
fects in Frenkel pairs and cascades or defect diffusion to free surfaces and grain boundaries,
that allow complex defect types and behaviors such as mobile helium-vacancy clusters, and
that are computationally efficient enough to simulate large doses and simulation volumes.
2.3 Stochastic cluster dynamics as a method for addressing the limita-
tions of CD and OKMC models
As noted in Section 2.2, both CD and OKMC models have advantages and disadvantages
to their implementation in studying radiation defect accumulation in metals. An alternate
method for simulating radiation defect accumulation in metals has recently been developed
by Marian and Bulatov [131]. This method, called stochastic cluster dynamics (SCD),




Figure 12: Simulations comparing CD and OKMC simulation methods. 28 OKMC and CD
simulation of defect accumulation in iron implanted uniformly with Frenkel pairs, assuming
only single vacancies and single interstitials are mobile (reproduced with permission from
[207]). 12b CD simulations of resistivity recovery in electron beam-implanted iron, compared
to both OKMC and experimental results (reproduced with permission from [44]).
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a compromise between the CD and OKMC methods. Here, space is treated as a finite
volume as in OKMC and a finite number of defects populate that volume, but defects are
assumed to be homogeneously distributed within the volume. Defect diffusion within the
volume is ignored, and instead reactions such as defect creation, clustering, annihilation,
and dissociation are chosen at each step. The same kinetic Monte Carlo algorithm used in
OKMC is used in SCD to choose a reaction and a timestep during each Monte Carlo step.
The rates for these reactions are taken from modified versions of the rate equations found in
CD. SCD methods avoid the limitations of CD by allowing arbitrary numbers of chemical
species and mobile defects, while maintaining greater computational efficiency than OKMC
models. However, several challenges remain in order to use a method such as SCD to
simulate defect accumulation in irradiated materials in realistic reactor environments:
1. Reaction rates for complex defect interactions that will be included in SCD but are
not typically modeled in deterministic CD - including three-dimensional (3D), one-
dimensional (1D), and mixed 3D-1D diffusion of spherical and circular defects - have
not yet been derived.
2. SCD, like CD, is a spatially homogeneous method. It therefore does not include
spatially resolved effects such as correlated reactions between defects in displacement
cascades and the effects of free surfaces in thin foils.
3. The computational efficiency of SCD must be improved to simulate radiation damage
in larger volumes and to greater total radiation doses in order to simulate realistic
reactor environments and polycrystalline microstructures.
These barriers must be overcome before SCD can be included in a multi-scale frame-
work as a predictive model for defect accumulation in nano-structured metals. Therefore,
the model development in this dissertation will focus on developing SCD for use in complex
irradiation environments, including adapting SCD to spatially resolved environments, and




SPATIALLY RESOLVED STOCHASTIC CLUSTER DYNAMICS
The goal of this chapter is to introduce the method developed in this dissertation for simu-
lating radiation damage accumulation in metals, called spatially resolved stochastic cluster
dynamics (SRSCD). In Section 3.1, the two most commonly used methods for simulating
radiation damage accumulation are discussed, and the gap in current computational capa-
bilities that SRSCD is intended to address is defined. The SRSCD algorithm is presented
in Section 3.2, along with reaction rates for clustering of defects with various geometries
and diffusion behaviors (3D, 1D, mixed 3D-1D, and 2D diffusion on a planar surface) and
diffusion between volume elements. Several computational improvements to SRSCD are
then described in detail, including approaches for simulating damage accumulation due to
displacement cascades in Section 3.3 and the application of a synchronous parallel kinetic
Monte Carlo algorithm that enables simulation of larger domains in Section 3.4. Validation
of the method is discussed in Section 3.5 by comparing SRSCD results to results of other
simulation tools such as rate theory and object kinetic Monte Carlo. Finally, a summary of
this chapter is provided in Section 3.6 and conclusions are discussed in Section 3.7.
3.1 Motivation: computational efficiency with complex models
Efforts to model radiation damage evolution using computational tools have been underway
for several decades and include many distinct computational techniques [176, 197, 74, 203,
95, 29, 162, 105, 22]. The two commonly used methods for simulating radiation defect ac-
cumulation in metals are the object kinetic Monte Carlo method (OKMC) [207, 197, 57, 39]
and mean field rate theory (MFRT) methods [161, 162, 124, 64] (sometimes referred to
as cluster dynamics, or CD). These methods sometimes use finite element or finite differ-
ence algorithms to treat spatial dependence. Each of these approaches presents different
challenges when attempting to simulate radiation damage in complex environments, as dis-
cussed in Sections 2.2.2 and 2.2.3. OKMC simulations limit the number of assumptions
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made about defect evolution by following individual defects as they diffuse stochastically
throughout a material. However, due to the fact that each defects diffusion pathway is
treated individually, simulations of reactor-relevant irradiation conditions can become com-
putationally prohibitive using this method. Displacement damage in OKMC simulations is
typically limited to less than 1 dpa and the minimum concentration of defects that can be
simulated is limited to one defect per simulation cell volume [207].
Spatially resolved rate theory (RT), sometimes referred to as cluster dynamics (CD)
assumes spatial homogeneity within each volume element and thus does not track individ-
ual defect movements. In contrast to OKMC, rate theory simulations can reach dpa levels
of 100 or more and can model arbitrarily small defect concentrations [207]. However, the
number of rate equations to be solved increases exponentially with the number of species
modeled [131]. Increased numbers of mobile defect species, such as glissile interstitial loops,
also dramatically increases the complexity of the rate equations to be solved. The effects
of impurities, alloying elements, and multispecies gas implantation on microstructural evo-
lution have been shown to be significant in irradiated materials [213, 156, 237, 212], but
these simulations are frequently not within the scope of feasible rate theory simulations.
Overall, a gap exists in the capabilities of current methods for modeling radiation damage
accumulation in complex microstructures, due to limitations in volume and dose of OKMC
models and limitations in complexity of CD models. In addition, CD and OKMC methods
use fundamentally different approaches to simulate radiation damage evolution and can be
directly compared only in limited cases [207]. Therefore, future modeling techniques should
reproduce both CD and OKMC results in a variety of irradiation conditions.
An alternative approach to solving spatially homogeneous problems of this type, first
proposed for general chemical reactions by Gillespie [83] and developed further for radia-
tion defects in metals by Marian and Bulatov [131], avoids many of these problems. In
this approach, called stochastic cluster dynamics (SCD), the rate equations of traditional
rate theory are treated in a homogeneous volume element, but the populations of defects
are limited to integer populations within the volume. The reactions between defects such
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as clustering and dissociation are chosen stochastically, using a kinetic Monte Carlo algo-
rithm. Thus, the migration of individual defects is ignored and the simulation is able to
include large numbers of mobile species which can interact without exponentially increasing
computational time.
In order to modify this approach to treat problems in which nano- and micro-scale spatial
dependence is necessary, in this dissertation the method of stochastic cluster dynamics is
amended by creating several volume elements. Inside each element, the population of defects
is assumed to be homogeneously distributed, but migration can occur between elements
based on diffusion rates, defect concentrations, and element sizes. Gillespie [83] in fact
proposes including spatial dependence in this way. Thus, free surfaces, inhomogeneous
defect implantation, and other effects can be studied. This approach will be referred to as
spatially resolved stochastic cluster dynamics (SRSCD).
3.2 Derivation of the method
In this section, the rate equations of cluster dynamics are converted into forms applicable to
SRSCD and then solved using a kinetic Monte Carlo algorithm. A simple rate theory model
for defect evolution is first presented in Section 3.2.1, treating only single vacancies and
single self-interstitials as mobile defects. This model is used to inform the development of
SRSCD, which allows more complex reactions. Due to the complexity of allowed reactions in
SRSCD, sink strengths for defect clustering are derived in Section 3.2.2 for several different
defect geometries and types of diffusion, including 3D, 1D, and mixed 3D-1D diffusion.
Finally, these sink strengths are converted to the various reaction rates for allowed reactions
in SRSCD simulations carried out through the course of this dissertation in Section 3.2.3.
Spatial resolution is added through the solution of Fick’s law in a finite volume setting in
Section 3.2.4, and solution of the entire coupled system through use of a kinetic Monte
Carlo algorithm is carried out in Section 3.2.5.
3.2.1 Rate theory background
In an infinite, isotropic medium, the evolution of the defect populations can be modeled by
tracking individual defect locations and behaviors, or by using a mean field approximation
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[207]. The use of a mean field approximation allows the simulation to ignore individual
defect behavior, thus reducing the computation time, but assumes spatial homogeneity of
defects. In this section, the rate equations for mean field rate theory (MFRT) are described
and adapted to the model of the present work using an example case involving only two
species of defects - vacancies and self-interstitials.
Here we will present the rate equations for a simple MFRT model containing only two
mobile species - single vacancies and single self-interstitials - and immobile clusters of these
defects. This model is taken from Stoller et al [207]. The evolution of the atomic fraction
of immobile defects such as SIA (i) or vacancy (v) clusters size n (n > 1) is given by:
dCvn
dt
= Kvn(t) + Jv(n− 1, t)− Jv(n, t)
dCin
dt
= Kin(t) + Ji(n− 1, t)− Ji(n, t) (9)
where Kvn and Kin are the generation rate of vacancy and self-interstitial clusters of size
n, Jv(n− 1, t) and Ji(n− 1, t) are the rate of vacancy and interstitial clusters of size n− 1
converting to size n, and Jv(n, t) and Ji(n, t) are the rate of vacancy and interstitial clusters
of size n converting to size n+ 1. Care should be taken here to note that Cvn(t) and Cin(t)
are in units of atomic fraction. Other formulations of MFRT use concentration formulated
in defects per volume, and constants are adjusted accordingly [161, 131]. In a simple model
with only Frenkel pair implantation and no migration of clusters, Kn = 0 for all n except
n = 1. The reactions that are accounted for in the growth and annihilation of vacancy and
interstitial clusters are as follows:
1. Vn + V → Vn+1 and In + I → In+1 cluster growth
2. Vn → Vn−1 + V and In → In−1 + I thermally activated cluster dissociation
3. Vn + I → Vn−1 and In + V → In−1 vacancy-interstitial annihilation
Taking these reactions into account, the cluster growth terms in equation (9) are ex-
pressed as
Jv(n, t) = Pvn(t)Cvn(t)−Qv(n+1)(t)Cv(n+1)(t)
Ji(n, t) = Pin(t)Cin(t)−Qi(n+1)(t)Ci(n+1)(t) (10)
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where Pvn and Pin are the rates of Vn + V and In + I clustering respectively, and Qvn
and Qin are the rates of recombination (annihilation) and dissociation of vacancy and
interstitial clusters of size n. Assuming thermally activated, 3D diffusion, spherical vacancy
clusters, and interstitial clusters in the form of circular dislocation loops, the clustering and




























Here, Cv,i and Dv,i are the concentration and diffusion rates of free vacancies and in-
terstitials, respectively. Zint is a constant reflecting the preference of interstitial clusters to
absorb other interstitials, commonly taken as Zint = 1.15. E
v,i
b (n) is the binding energy
of a vacancy or interstitial to a cluster size n − 1, kb is Boltzmann’s constant, and T is
the temperature. The constants ω and ω′ are geometric constants determined by the sink












where Ω is one atomic volume and b is the Burgers vector of a dislocation loop.
Unlike immobile defects, mobile defects can diffuse and cluster or annihilate with all
other defects in the system. Therefore, the rate equations for the time evolution of mobile
point defects are more complicated due to the large number of available interactions. The
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rate equations for mobile single vacancies and single interstitials are as follows [207]:
dCv
dt




















where µR is a coefficient for the recombination of point defects, given by µR =
4π(rv+ri)
Ω . The
final terms in each expression are repeated versions of the n = 2 terms for the formation and
thermal dissociation of divacancy and di-interstitial clusters inside the sum. The repetition
of these terms results from the fact that the reactions v + v ⇔ 2v and i + i ⇔ 2i add or
remove two point defects for each reaction.
Rate equations can vary widely based on the number of defect types present in the model,
which defect types are allowed to migrate, and the allowed reactions of the model chosen.
As noted by others [131], the number of rate equations required increases exponentially
with the number of defect species due to the need to simulate mixed-species clusters. The
complexity of the equations also increases as the number of migrating defects of a given
species increases. Although grouping schemes exist in rate theory for large clusters in order
to speed computation [85], rate theory simulations are commonly limited to a small number
of defect species and mobile defects.
3.2.2 Sink strengths in cluster dynamics
In the previous section, the rate equation for concentration evolution of a given species
i, dCidt , is given as the sum of contributions of several reaction rates representing allowed
reactions that either increase or decrease the number of defects of species i in the system,
i.e. implantation, clustering, dissociation, trapping at sinks, and annihilation. In SRSCD,
instead of explicitly solving these rate equations, defect populations are evolved in time
using reaction rates derived from cluster dynamics. However, due to the computational
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efficiency afforded by SRSCD, much more complicated reactions can be included in the
model and the simple MFRT model presented in the previous section does not consider all
types of allowed reactions accounted for in SRSCD. In this section, reaction rates for defect
clustering are derived in a more general fashion, including the defects’ sizes, geometries
(spherical or circular), and geometry of diffusion (3D, 1D, mixed 3D-1D, and 2D diffusion
on a surface).
Therefore, in the following sections, it will become useful to discuss the reaction rate of
a specific reaction, for example v + 3v → 4v, instead of the entire rate equation governing
the population of a single defect type dCidt . As an example, we choose to investigate the
reaction rate for clustering between a single mobile vacancy with a vacancy cluster size n.
From the previous section, we see that the reaction rate for this particular reaction is given
by:
reaction rate = Pvn(t)Cvn(t) = ωn
1/3DvCv(t)Cvn(t) (14)
This can be re-written for the interaction of any diffusive species i with an immobile
sink, using a sink strength term k2:
reaction rate = k2DiCi(t) (15)
where the sink strength k2 has units 1/m2 and represents the inverse of the square of the
mean free path travelled by the point defect before it is absorbed by the stationary sink.
Therefore, for the example of a single vacancy being trapped by a vacancy cluster size n
given above, the sink strength k2 is given by:
k2 = ωn
1/3Cvn(t) (16)
It can be seen that all terms representing clustering in the rate equations of the previous
section can be expressed in this form, with k2 depending on many factors, including the size
and shape of the sinks, whether the sink is also migrating, and the type of migration (1D
vs 3D). The term sink here refers to any object that can interact with a mobile defect, such
as other mobile and immobile defects, dislocations, grain boundaries, and impurities. It is
therefore important to derive general expressions for sink strength k2 in order to inform
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the reaction rates in SRSCD for defect clustering, annihilation, and trapping at stationary
sinks such as dislocations and impurities.
It should be noted that when many sink types are present in a system, sink strengths
are not independent and have been shown to increase when other sinks are present in high
concentrations [55]. This effect is most likely to be significant in the sink strengths of grain
boundaries and free surfaces due to the large number of defects within the grains or metal
layers. Large planar sinks such as grain boundaries therefore should not be treated as ho-
mogeneously distributed sinks with constant sink strength k2. In the SRSCD formulation,
planar sinks are instead treated as ‘primary’ sinks. These sinks are simulated using bound-
ary conditions on the system by setting the concentration of all defect types equal to 0 at
a free surface or perfectly absorbing grain boundary. All other defects (helium, vacancies,
and self-interstitials and their clusters) are simulated as homogeneously distributed ‘sec-
ondary’ sinks with sink strength k2. This approach has been used in other simulations of
sink strength and defect evolution in metals [55, 64, 58].
3.2.2.1 Point defects and spherical sinks
In principle, the idea of sink strengths is to homogenize the true spatially dependent problem
of defects diffusing and being trapped at fixed sinks. Therefore, to derive k2, we consider a
problem in which a single mobile defect species is treated by a concentration field c in the
presence of fixed sinks s. We then consider two methods for solving such a problem, using
concentrations ce(t) and ch(t). These equations represent the exact (spatially resolved) and
homogeneous distributions of mobile defect concentration c in the presence of sinks type s,
respectively. Assuming a constant rate of implantation K (in units of defects·m−3s−1), the
rate equations for the population evolution of these two formulations for concentration are:
dce
dt
= K +D∇2ce ,
dch
dt
= K −Dk2sch (17)
We can see that the rate equation for ce uses Fick’s law and boundary conditions to
account for defect absorption at sinks, while ch uses a homogenized sink strength term k
2
s
to account for the same absorption in a homogenized fashion. Therefore, our goal is to solve







Figure 13: Two-dimensional schematic of computational domain used to derive sink strength
k2 of a spherical sink.
equal in order to find an analytical form for k2s . The form of this sink strength depends on
the geometry of this defect and its diffusion, and the various functional forms used for the
defects modeled in this work are derived in the following sections.
In this section, a derivation of the commonly used functional form for the sink strength
of spherical defects diffusing in three dimensions will be given. This is based on the work
of Brailsford and Bullough [30], although some deviations are made from their derivation.
The method of this derivation will also be applied later to the case of a defect concentration
field c on a two-dimensional surface in the presence of a circular sink in Section 3.2.2.5.
We first consider the solution to dcedt around a spherical sink with radius rs inside a
spherical volume with outer radius ro. A two-dimensional schematic of this problem is
shown in Figure 13. The value of ro is chosen such that the spherical volume V enclosed
by ro, given by V =
4πr2o



















Assuming a perfect sink, the boundary conditions of this equation are ce = 0 at r = rs
(the outer radius of the sink), and dcedr = 0 at r = ro (the outer radius of the volume),
assuming that the concentration of point defects is constant far from the sink. This approx-
imation relies on ro >> rs, because if sinks are very close together, this method of drawing
a spherical volume around the sinks and assuming the concentration is constant far from
the sinks is not valid.





, giving the following functional


























Requiring that the steady-state homogeneous concentration ch equals the steady-state


























However, we earlier made the requirement that ro >> rs, so all terms in the denominator









= K − 4πDrscsch (25)
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If we then modify this equation to reflect the case of two defect types, for example
vacancies and self-interstitials cv and ci, in which each defect type can diffuse with diffusivity
Dv and Di and each defect type acts as a sink for the other, we get:
dcv
dt
= Kv − 4π(Dv +Di)rcvci
dci
dt
= Ki − 4π(Dv +Di)rcvci (26)
where here r is the reaction distance between a vacancy and a self-interstitial. This is the
well-known result for 3D homogeneous rate theory of vacancies and self-interstitials.
3.2.2.2 Reaction rates for 3D-migrating defects
In order to simplify units, the rate equations in the previous section dcdt (in units of defects·m
−3)
are converted here to units of defects per lattice atom or atomic fraction dCdt , with c =
C
Ω ,
where Ω is the volume occupied by one lattice site in the crystal. To calculate the sink
strength of defects and defect clusters, it will also be useful to note that for a spherical














where Ω is the atomic volume and b is the Burgers vector.
For a point defect migrating in three dimensions interacting with a spherical (immobile)





By applying equation (27) to rj and substituting k
2 into equation (15), the reaction rate
for a point defect species i to interact with a spherical sink species j (in units of reactions
per lattice atom per second) is given by:
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reaction rate = ωn
1/3
j DiCiCj (30)













Similarly to above, by applying equation (28) to rj and substituting k
2 into equation
(15), the reaction rate for a point defect species i to interact with a circular sink species j
(in units of reactions per lattice atom per second) is given by:
reaction rate = ω′n
1/2
j DiCiCj (33)







The reaction rates presented above correspond to the clustering terms in the rate equa-
tions presented in Section 3.2.1.
In the previous equations, interstitial clusters are treated as circular dislocation loops,
and their cross-section for interaction with migrating point defects is adjusted accordingly.
However, these defects are assumed to be immobile in most rate theory simulations. By
contrast, atomistics studies have shown that the small dislocation loops formed by self-
interstitial clusters are in fact very mobile, undergoing one-dimensional glide motion with
migration energy less than 0.1 eV [197, 166]. The following rate equations will account for
interactions of multiple mobile defects of varying geometry and migration dimensionality.
The first modification of equations (30) and (33) occurs when the point defect and the
sink are both mobile, spherical defects. In that case, the interaction radius becomes the
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sum of the two radii of the spherical objects, and the relative diffusion rate is the sum of the
two diffusion rates of each defect. This is the same as the sum of the rate at which mobile
defect i encounters stationary defect j and mobile defect j encounters stationary defect i.
Thus the reaction rate for two spherical defects interacting is











Next, we will treat the case of migrating circular dislocation loops. Since these loops can
glide in one dimension along the direction of their burgers vector [197, 198], their cross-
section for interaction with other defects is different than the case of 3D diffusion. For
the case of a point defect migrating in 1D interacting with stationary spherical sinks with
absorption cross section σ, the inverse of the average distance travelled before being trapped







where the volume concentration of sinks c has been changed to the atomic concentration
divided by atomic volume CΩ . Using σ = πr
2 for the absorption cross section of a spherical
sink, the sink strength k2 = 1
λ2







We next consider a circular dislocation loop i migrating and interacting with an (im-
mobile) point defect sink j. The interaction radius used here is the radius of the circular








Note that the reaction rate is quadratic in concentration of the sinks. This formulation
assumes that a reaction between the sink and the dislocation loop occurs whenever the
distance between the centers of the two objects are less than the interaction radius r,
regardless of the orientation of the loop. Therefore, this formulation is an upper estimate
for the reaction radius of this reaction. However, the form of the reaction rate should remain
the same and only vary by a constant due to the shape of the defects involved.
In equation (38) we assume that the circular dislocation loop has nonzero radius but
the point defect sink is infinitesimally small. Next, we expand this method to the case of a
circular dislocation loop i interacting with a sessile spherical cluster j, both with nonzero
radius. The reaction rate for this interaction is given by the same formula, using the reaction
radius as the sum of the radii of the circular loop and the spherical cluster. This reaction











Note that the form of this reaction is the same as equation (38), with only a change in
the radius term accounting for the size of the spherical cluster.
If both the circular dislocation loop i and the spherical defect j migrate, one in 1D and
the other in 3D, the reaction rate becomes the sum of the reaction rates for the two types
of migration. In this case, we take the sum of the rate for a 1D migrating circular loop to
react with a sessile spherical cluster and the rate for a 3D migrating spherical cluster to



















Here, the first term accounts for the migration of the dislocation loop and the second
term accounts for the migration of the spherical defect. Both terms use the sum of the radii
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of the dislocation loop and the spherical defect as the reaction radius.
Finally, the reaction rate for two 1D-migrating dislocation loops to interact is again
found by summing the rates for each individual loop interacting with the other while the
other is stationary. Again, the radius used in the reaction is the sum of the radii of the two











3.2.2.4 Mixed 3D-1D migration
Small SIA clusters have been found to migrate in one dimension along close-packed di-
rections but with occasional changes between equivalent close-packed directions [197]. Di-
rection changes occur according to an Arrhenius law such that the migration behavior
transitions between one-dimensional at low temperatures and three-dimensional at higher
temperatures. Assuming 1D and 3D sink strengths are known, the sink strength due to a
given sink type i for a defect migrating with this mixed 1D-3D character has been derived



















i(1D) is the total sink strength for all sinks i using 1D migration, k
2
i(1D)
and k2i(3D) are the 1D and 3D sink strengths of sink i, and l is the average distance travelled
in one dimension before a direction change.
The sink strength calculated in this way reproduces the 3D sink strength in the limit
of frequent direction changes and sparse sinks and reproduces the 1D sink strength in the
limit of infrequent direction changes. However, the impact of this functional form for sink
strength on defect accumulation has been shown to be relatively minor [63]. Therefore, in
this work, sink strengths calculated in this way are only used in the simulations of helium
desorption from thin iron films, as discussed in Section 4.3.1.
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3.2.2.5 Sink strengths on a planar surface
In order to find reaction rates for defect interactions on two-dimensional surfaces, a similar
problem must be solved as in Section 3.2.2.1, but assuming two-dimensional diffusion of
concentration ce on a plane with circular sinks. Therefore, our units of concentration are
in m−2 instead of m−3. The rate equations for exact and homogeneous concentration
evolution, dcedt and
dch
dt , are the same as in equation (17) except for the differences in units
and the fact that we are now in cylindrical coordinates rather than spherical coordinates.
For boundary conditions of the rate equation dcedt , we assume a circular sink with radius rs
and zero concentration on the boundary ce(rs) = 0. Similarly, we define the outer radius of
our circular domain ro and impose
dce
dr = 0 at r = ro. The size of ro is defined such that the




























where α1 and α2 are integration constants. By imposing the boundary conditions ce(rs) = 0










+ (r2s − r2)
]
(45)






























Similarly to the previous section, the requirement that ro >> rs allows us to neglect











If we plug the sink strength k2s into the equation
dch
dt in equation (17), we get the following












Noting again that cs =
1
πr2o












Finally, we can generalize this to a two-species system with concentrations of vacancies
and self-interstitials, cv and ci, with a reaction distance r and diffusivities Dv and Di,




































Note that in equation (51), two terms are added to each rate equation - one representing
the rate of vacancy diffusion and capture by stationary self-interstitials, and one representing
mobile self-interstitial diffusion and capture by stationary vacancies. This method assumes
that, when both defect types are mobile, the reaction rate for interaction between mobile
defects can be deconvoluted into two reaction rates in which one defect type is mobile and
one defect type is stationary.
To test the functional form for the reaction rates between defects diffusing in 2D given
in equation (51), the results for vacancy and interstitial concentration given by rate theory
using a forward Euler formulation are compared to results for defect concentrations given
by an in-house 2D OKMC simulation, using the same diffusivities and reaction distance.
These results are shown in Figure 14 and show good agreement over a large range of doses
and dose rates. Therefore this functional form for the reaction rate for defect interaction in
a 2D diffusion environment is used in simulations of defect diffusion on grain boundaries,























OKMC Results: 10-2 dpa/s
10-3 dpa/s
10-4 dpa/s
RT Results: 10-2 dpa/s
10-3 dpa/s
10-4 dpa/s
Figure 14: Comparison of 2D OKMC and rate theory results using the rate equations given
in equation (51)
3.2.3 Reaction rates in units of s−1 inside discrete volume elements
In MFRT models, the reaction rates derived in the previous section are inserted into rate
equations for the time evolution of defect concentrations. Therefore, the rate equation for
the concentration Ci(t) of defect species i must include the reaction rates for every possible
reaction that can occur with defects of type i. By contrast, the central idea of stochastic
rate theory is to solve the rate equations described in the previous sections stochastically in
a finite volume element, treating only integer numbers of defects. Therefore reaction rates
need only be computed for defects present in the volume during a given step, eliminating
much of the complexity of MFRT models.
To convert reaction rates into finite-volume form, we solve the rate equations of the
previous section inside a single volume element. Given such a volume element with volume
V , if the concentration of defects in the volume is C (in atomic fraction), then the total
number of defects in that volume is N = CVΩ . This number is an integer value, and reaction
rates for defects not present in the volume are not calculated. Next, given an initial set of
defects within a volume element, assuming spatial homogeneity within that element, the
reaction rates for any two defects to combine or any one defect to dissociate are given by
the same reaction rates as above, which are converted to rates for a finite volume element
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Converting concentration C into NΩV and multiplying all reaction rates by
V
Ω , we convert
all reaction rates to finite-volume rates with units s−1. Table 1 shows these rates for the
various reaction types described above, as well as for dissociation reactions (taken from
the functional form given by Stoller et al. [207]). Material constants are given for α-Fe in
Table 2. It should be noted that other formulations of stochastic rate theory [131] have
used concentration rate equations that are in units of defects·m−3, so these equations are
only multiplied by V .
By converting reaction rates from mean-field to finite-volume form in this way, we have
changed the domain of the problem from an infinite domain (in which arbitrarily low con-
centrations can be computed) to a finite domain with an integer number of defects of each
allowed type. This matches more closely the domain of an OKMC simulation rather than
an MFRT simulation, but unlike OKMC the defects within the volume element are not as-
signed a location. Instead, they are assumed homogeneously distributed within the domain
and their reaction rates, which are converted from MFRT, reflect that hypothesis. There-
fore, spatial resolution is still missing in this formulation of stochastic cluster dynamics.
This obstacle is overcome by the division of the domain into several volume elements, as
described in the next section.
3.2.4 Spatially resolved rate equations
So far, reaction rates have been derived for a single finite volume element which is assumed
to be spatially homogeneous throughout. This is an approximation of an infinite medium.
However, a physically representative prediction of defect evolution in a heterogeneous mi-
crostructure, e.g. polycrystals, nano-structured materials, and nano-laminates, can only
be accessed through a spatially resolved method. Indeed, the behavior of defects in the
neighborhood of grain boundaries, dislocations, and hetero-interfaces is known to be dif-
ferent from the bulk [255, 178, 96, 94, 52, 64, 49, 91, 252]. While traditional approaches
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Table 1: Reaction rates for vacancy and interstitial reactions in a finite volume element,
size V . Ni indicates the absolute number of species i present in the volume. All rates are
in units of s−1. 3D SIA indicates that the SIA cluster is approximated as a sphere that
migrates in three dimensions, 1D SIA indicates that the SIA cluster is approximated as a
circular dislocation loop that migrates in one dimension. In the migration reaction, species
X migrates from volume element i to j, with boundary surface area Aij and separation Lij .
Reaction Reaction rate (s−1) Equation
Clustering reactions
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Table 2: Constants used in Table 1 for calculating reaction rates in SRSCD. Material
constants for α-Fe are given.
Constant Meaning Value (α-Fe)
Ω atomic volume 1.182 × 10−2 nm−3
V single element volume (variable)
b Burgers vector 0.287 nm
Zint SIA absorption bias 1.2 (SIA), 1.0 (V)
kb Boltzmann’s constant 8.617× 10−5 eV/K
T temperature (variable)
use averaging arguments to treat the impact of grain boundaries and dislocations in homo-
geneous models, in nano-structured materials this approximation can no longer be made.
In addition, defect populations resulting from cascade implantation have been shown to
depend on the spatial resolution of the initial cascade state [197, 39, 161]. It is therefore
necessary to develop a method that can simulate both large timescales and the spatially
resolved structures of nano-structured materials.
It was noted by the original author of stochastic rate theory [83] that the system could
approximate spatial resolution by creating several volume elements instead of a single one.
Within each volume element, the system is assumed to be ‘well-mixed’ and therefore spa-
tially homogeneous, but differences in numbers of defects occur between elements. The
reaction rates of combination and dissociation are calculated within each element according
to the rate equations presented above. To calculate the reaction rates of migration between




= ∇ · (D · ∇C) + f(x, t) (53)
where f(x, t) accounts for all of the terms discussed in the previous sections.
To convert this equation to a reaction rate for a finite volume, we first integrate over








(D · ∇C) · ~ndS (54)
where the second integral is now a surface integral over the boundary of the element.
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Multiplying by 1Ω , the left hand side of equation (54) is now
dN
dt where N is the absolute
number of defects of this type in the volume element. We will refer to this element as i
and its neighbors as j, with j ∈ [1, 6]. Assuming the element is rectangular, diffusion is
isotropic and constant, and approximating ∇C using the neighboring volume elements, we











where Aij is the area of the facet connecting elements i and j and Lij is the distance between
the centers of the two elements. Thus the reaction rate for a defect migrating from from
element i to element j is given by




This reaction is treated similar to all other reactions listed above, with a rate (in units
of s−1) for a single defect to migrate from volume element i to j. This approach mirrors
that of a finite-element or finite-difference approximation for spatial resolution of mean field
rate theory equations, which has been carried out for some systems [161, 162, 64, 247]. The
reaction rate associated with inter-element diffusion is included in Table 1.
Using spatially resolved finite volumes in this way, materials such as thin films with free
surfaces can be approximated by holding the concentration of defects outside the material
equal to zero at the boundaries on one axis and applying periodic boundary conditions on
other axes. Cascade implantation can also be simulated using various methods described in
Section 3.3. The optimal method for representing cascade damage in this scheme is still an
open question, since cascades are not spatially homogeneous and the local density of defects
in a cascade is very high. Simulation of cascade damage is discussed in Section 3.3.
3.2.5 Application of the kinetic Monte Carlo algorithm
In order to solve the rate equations presented here in a stochastic way, reactions are chosen
and time is iterated in a stochastic manner, instead of using a standard finite-difference
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time iteration formulation as in the case of rate theory. It has been proven [83] that this
approach correctly solves the master equation for the time evolution of the entire system.
Given an initial set of defects in the system, all possible reactions and their rates can
be calculated using the rates in Table 1. Thus, unlike mean field rate theory, only reaction
rates for defects present in the system are calculated and only integer numbers of defects
are treated. Each reaction µ has a reaction rate aµ in the system. Therefore, the total





Thus, as in standard Monte Carlo techniques, the probability that the first reaction
after time t in the system will occur between time t+ τ and t+ τ + δτ is given by [83]:
P1(τ)δτ = ae
−aτδτ (58)





Therefore, in the simulation, the amount of time that passes before the next reaction is











and reaction µ is carried out, with µ chosen by choosing a second random number r2 ∈ (0, 1)
and finding µ such that
µ−1∑
ν=1




A derivation of this algorithm can be found in [83] and in Appendix A. A demonstration
of the equivalence of the Monte Carlo and traditional deterministic solutions to problems
of this type can be found in Appendix B. After each timestep, the number of defects in the
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cell is updated for each defect type involved in the reaction chosen. The reaction rates for
all relevant reactions are subsequently updated. Thus, if a defect type disappears from the
cell during a reaction, all reaction rates associated with that defect type are removed from
the list of possible reactions that the system can choose. This greatly reduces the amount
of computation required compared to mean field rate theory, and allows arbitrarily sized
defects to migrate without creating rate equations that are unmanageable.
Due to the spatial resolution of the system, rates for reactions are calculated within each
cell and between each adjacent cell for migration reactions. However, the time iteration is
carried out for the entire system at once. Thus, only one possible reaction is chosen from
among all volume elements in the system per timestep. A modification of this technique
using a synchronous parallel kinetic Monte Carlo formulation is presented in Section 3.4.
3.3 Simulating radiation damage in the form of displacement cascades
Although the basic implementation of SRSCD has been described in Section 3.2, several out-
standing challenges remain before simulations of realistic damage conditions can be carried
out. Chief among these challenges is the inclusion of displacement cascades into SRSCD
simulations. Displacement cascades, produced by PKA atoms with energy large enough
to displace many other lattice atoms in their vicinity, are important to defect evolution
in irradiated metals because of the spatial correlation between defects in the cascades and
the formation of clusters directly in cascades [161, 105, 142, 206, 165, 46, 235, 10, 203].
Therefore, models of radiation damage that simulate cascade implantation conditions must
account for these factors. In this work, three methods for simulating cascade implantation
in irradiated metals have been developed. In all three methods, displacement cascades are
first taken from atomistic simulations and annealed for a very short time (10 ps) in an
OKMC simulation in order to allow all reactions automatically triggered by proximity to
occur. The resulting stable defects are then implanted into SRSCD simulations using the
techniques described below. This methodology is described further in [59].
In Section 3.3.1, an entire cascade is implanted in an SRSCD volume element. The
results are shown to be dependent on the volume element size due to the spatial correlations
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between defects in the cascade. In Section 3.3.2, cascades are distributed between several
smaller volume elements, so that the initial defect densities are correct for a range of volume
element sizes. This method shows more stable defect accumulation results as a function
of volume element size for small elements. Finally, in Section 3.3.3, an adaptive meshing
scheme is developed for efficient simulation of cascade implantation in bulk materials with
the goal of simulating large doses and volumes.
3.3.1 Method 1: Single volume element implantation
The first and most direct method of simulating cascade damage in SRSCD is to simply
place all stable defects generated by atomistic simulations into a single volume element in
SRSCD. However, when using this method, care must be taken to choose the appropriate
volume element length. A 20 keV cascade in α-Fe has a diameter of approximately 10 nm.
The spatial proximity of defects inside the cascade determines the likelihood of spatially
correlated reactions between defects as they diffuse after initial implantation. However,
SRSCD assumes that all defects inside a volume element are homogeneously distributed
and their spatial correlation is not accounted for beyond the length scale of the volume
element. Therefore, the volume element size chosen must roughly match the size of the
cascade in order to produce the correct probability of spatially correlated reactions between
cascade defects. Elements that are too large will assume a low initial density of defects
and too few spatially correlated reactions, and elements that are too small will assume
a high initial density of defects and too many spatially correlated reactions. Thus, mesh
convergence cannot be obtained using this method for cascade implantation.
To demonstrate the lack of mesh convergence of this method of cascade implantation,
simulated cascade implantation in Cu is carried out using a variety of mesh sizes. Defect
parameters and allowed reaction are described in Section 3.5.2. The effect of changing
the size of the volume element on the profile of vacancy cluster concentrations is shown in
Figure 15, and results are compared to the results of Caturla et al. [39] generated using
OKMC simulations. For large meshes, the size of a volume element is much larger than the
size of a cascade and the simulation produces mesh-independent results that do not match
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the results of OKMC. As the mesh gets smaller, the initial defect concentration increases
dramatically, changing the initial clustering and annihilation rates for the defects in a given
cascade. The optimal mesh size for this simulation is found to be approximately 10 nm,
which is similar to the size of a 20 keV cascade. Although this method is used successfully
in this dissertation to simulate cascade damage, its limiting influence on mesh size is not
desirable and therefore other techniques to cascade implantation have been pursued, as
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Figure 15: Comparison of vacancy cluster profiles with varying mesh sizes at 8×10−4 dpa.
The mesh size is critical in determining the initial concentration of defects in a cascade, and
thus the mesh must match the cascade size to produce qualitatively correct results.
3.3.2 Method 2: Distributed cascade implantation
The method of implanting cascades in single volume elements has two main drawbacks:
first, the spatial distribution of defects within the cascade (with vacancies near the center
and self-interstitials near the boundary) is lost. Second, the volume element size needs
to be approximately the same as the cascade size in order to achieve the correct initial
concentration of defects. This method results in the inability to achieve convergence of
results as the mesh size decreases as shown in Figure 15.
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Figure 16: Vacancy cluster distribution inside bulk Fe under cascade implantation to 10−3
DPA at 273 K using SRSCD. Volume elements (shown with grid lines) are cubes with side
length 5 nm.
In order to more accurately simulate cascade implantation in metals, a new ‘multi-
element’ method is proposed in this work. Here, the coordinates of each defect in the
cascade relative to the center of the cascade are recorded. The center of the cascade is
randomly placed within the volume of the simulation. The coordinates of each defect in
the cascade are then used to identify which volume element each defect is implanted into.
Thus, as the mesh size decreases, the cascade is spread among more volume elements and
the concentration of defects within each element remains approximately constant. This
method allows both stability of the solution and the ability to distribute the defects in the
cascade in a non-homogeneous manner throughout the simulation volume. Note that within
each volume element, defect distribution is still assumed to be homogeneous and defects do
not have individual positions. An example of the spatial distribution of vacancy clusters
generated using this method for cascade implantation to 10−3 DPA in α-Fe is shown in
Figure 16.
The dependence of cascade implantation results on mesh size is shown for the single-
element and multi-element methods in Figure 17. At large mesh sizes, both methods under-






























Figure 17: Mesh convergence using the ‘multi-cell’ cascade implantation method compared
‘single-cell’ method. Results shown are for 20 keV cascade implantation in Fe at 373 K to
10−3 DPA.
results are similar for both methods. As mesh size decreases, the single-element method
first overestimates then underestimates the vacancy cluster concentration, while the multi-
element method provides a much more stable solution. The differences between the two
methods are due to the fact that in the single-element method, defect density within the
cascade increases as mesh size decreases while in the multi-element method, defect density
remains relatively constant once the mesh size is smaller than the cascade size.
The lack of true convergence of the multi-element method is due to the fact that the
reaction rates presented above are derived for a continuous distribution of defects, and
therefore some systematic errors occur when the number of defects in a given volume element
approaches zero. However, this method does successfully simulate cascade implantation with
a range of volume element sizes over a large range of DPA.
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3.3.3 Method 3: Adaptive meshing
Both of the previous methods for modeling cascade damage are unsuccessful when the mesh
size is greater than the cascade, as the initial density of defects in the cascade is too low
in these cases. However, simulations with larger volume elements typically have fewer total
reactions and take less computation per step than simulations with many smaller volume
elements. Unfortunately, as described previously, fine spatial resolution is necessary to
adequately simulate displacement cascade implantation in metals due to spatially correlated
reactions between defects in cascades. In this section, an adaptive meshing method is
implemented to allow both computational efficiency for simulations of larger volumes and
accurate treatment of cascade implantation.
3.3.3.1 Computation as a function of mesh size
It is first useful to understand how computation time can depend on the number and type
of defects present in a volume element. The amount of computation per step in the SRSCD
algorithm is strongly dependent on the number of possible reactions in the system. An
estimate of the upper bound for the number of reactions in a volume element containing n
total mobile defect types and m total stationary defect types can be obtained for each of the
four broad classes of reactions treated in this simulation: clustering, dissociation, trapping
at sinks and traps (with k sink/trap types treated), and element-to-element diffusion.





possible reactions between distinct
mobile defect types, n possible reactions representing two defects of the same type combin-
ing, and mn possible reactions between mobile defect species and immobile defect species.
Therefore, the number of clustering reactions dramatically increases when several mobile
species are present because the number of clustering reactions varies quadratically with n
and linearly with m. Dissociation reactions are typically limited to m + n total reactions,
as each defect type has at most one possible dissociation reaction associated with it. The
number of reactions representing sinks and traps is typically kn, representing one reaction
for each mobile defect type interacting with each sink or trap type. Finally, diffusion of
mobile defects between volume elements leads to at most 6n reactions, representing six
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diffusion directions for each mobile defect species. Table 3 shows the upper bound estimate
of the number of reactions present in a volume element.
Table 3: Maximum number of reactions in SRSCD inside a single volume element with n
mobile defect types and m stationary defect types.











If a large number of mobile defect species are present within a volume element, most
reactions are associated with defect clustering. Conversely, if a small number of defects
are spread out over many elements, diffusion, dissociation, and trapping at sinks are the
most common reactions. The number of mobile defect species in a given simulation depends
strongly on both the parameter set used to characterize defect behavior and the simulated
irradiation conditions.
For a simulation consisting of a single volume element with n mobile and m immobile
species, clustering reactions dominate the number of available reactions. By contrast, a
simulation with the same total volume and defect content consisting of d domains (volume
elements) has fewer mobile defects in the same domain and therefore diffusion, dissocia-
tion, and trapping at sinks dominate the number of available reactions. In the limit that
many volume elements are either completely empty or have only a few defects in them,
the number of additional diffusion reactions in the system far outweighs the number of
clustering reactions in the single-volume element simulation. In addition, reaction rates for
diffusion increase with decreasing volume element length, so that the average timestep is
also decreased in these simulations. Therefore, simulations with small volume element sizes
required to simulate cascade damage using the previous methods are much more compu-
tationally intensive than simulations with large volume element sizes. This motivates an
adaptive meshing scheme for cascade implantation, in order to achieve better computational
efficiency. Reaction rates and numbers of reactions in adaptive and non-adaptive meshing
simulations are compared in more detail in Section 3.3.3.4.
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3.3.3.2 Adaptive meshing: formulation
Figure 18 shows a two-dimensional schematic of the adaptive meshing scheme used here in
a single volume element. The simulation is carried out using a coarse mesh with volume
elements of length Lc = 80 − 125 nm. When a cascade implantation event is chosen, a
separate fine mesh is created with element length lf = 5 nm. In this work, the fine mesh
created contains 6 volume elements per side. The size of the fine mesh was chosen to best
reproduce the results given by the uniform meshing method while maintaining reasonable
computation times and keeping the size of the fine mesh significantly smaller than the size
of a coarse mesh volume element.
This fine mesh is first populated with existing defects from the coarse mesh randomly so
that the concentration of defects of various types is the same in the fine mesh and the coarse
mesh. The cascade defects are then introduced into the fine mesh, using the coordinates of
the cascade defects relative to the cascade center to choose which volume element in the fine
mesh each defect is implanted into. This way the spatial correlation between the defects in
the cascade is preserved with resolution determined by the fine mesh element length.
After implantation, the entire system (both fine mesh and coarse mesh) is simultaneously
evolved in time using the Monte Carlo algorithm, allowing defects to diffuse between the
fine mesh and coarse mesh. Once the total reaction rate for all reactions within the fine
mesh reaches a low threshold, all of the remaining defects in the fine mesh are deposited
into the coarse mesh and the fine mesh is subsequently deleted. At this point, the spatial
correlation between defects in the cascade provided by the fine mesh is lost and all defects
are assumed to be homogeneously distributed within the coarse mesh. This model therefore
assumes that all spatially correlated reactions have already occurred by the time that the
fine mesh is deleted. This is the principal tradeoff for the increased numerical efficiency of
the adaptive meshing scheme.
The threshold reaction rate for the removal of the fine mesh is treated as a parameter
and chosen in order to provide results that most closely match those of the uniform mesh
simulation. In this work, the threshold reaction rate within a fine mesh for removal and











Figure 18: Two-dimensional schematic of a single coarse mesh element with a fine mesh
inside. The coarse mesh element is divided into virtual elements for the sake of computing
the diffusion between the fine and coarse meshes. The fine mesh is assumed to be randomly
placed within the coarse mesh element.
at any given time, several fine meshes can exist in this simulation, but multiple cascades
cannot exist within the same fine mesh. At the damage rates studied in this work, the effect
of interacting cascades is considered negligible.
A critical parameter in this simulation is the diffusion length used in the reaction rate
for diffusion between the fine mesh and the coarse mesh. The fine mesh is assumed to
be placed randomly within the coarse mesh, and an effective length L is used to find the
reaction rate for diffusion between the two meshes. To derive this length, we consider a
fine mesh placed randomly in the interior of a coarse mesh element, as shown in Figure
18. The coarse and fine mesh element lengths are labelled Lc and lf , respectively. The
total fine mesh has length nlf , where n is the number of elements along the length of the
(cubic) fine mesh. The distances from the edges of the fine mesh to the edges of the coarse
mesh element are labelled di, with i ∈ [1, 6] (only two dimensions shown in Figure 18). The




In general, the diffusive flux of a single defect species with diffusivity D between rect-





where Lij is the distance between the centroids of i and j perpendicular to the normal of
the shared face. Therefore, the flux from a fine mesh element on the exterior of the fine
mesh to the coarse mesh is given by:
flux =
Daf (cf − cc)
L
(63)
where cf is the concentration of a given defect species in the fine mesh element, cc is the
concentration in the coarse mesh element, and L is an effective length to be determined.
To determine this effective length, we refer back to Figure 18. We will temporarily
assume that the concentration of defects in the fine mesh, cf , is constant over all fine mesh
elements. In this case, using equation (62), the total flux of defects from all fine mesh
elements on the outer surface of the fine mesh into the coarse mesh element is given by:








where di are determined by the (random) location of the fine mesh inside the coarse mesh
such that d1 + d2 + nlf = Lc (and similarly for the other di). Therefore equation (64) can
be rewritten as:










where, from above, di+1 = Lc − di − nlf for i ∈ [1, 3, 5]. Integrating from di = 0 to
di = Lc − nlf , the maximum value for di, the average value for the diffusive flux over all
possible placements of the fine mesh within the coarse mesh is given by:
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flux =
D(n2af )(cf − cc)

























Dividing by 6n2 to find the flux out of a single fine mesh face, we can compare this








In all subsequent simulations, the reaction rate for the flux of defects of a given species
out of the fine mesh and into the coarse mesh is given by equation (63) with L given by
equation (68). Note that the concentrations of defects cf and cc are given by the number of
defects in the fine and coarse mesh elements divided by the fine and coarse element volumes,
respectively, where the coarse element volume has been adjusted to subtract the fine mesh
volume.
For the case of diffusion from the coarse mesh into the fine mesh, calculating the diffusion
rate from the coarse mesh into each element on the outer surface of the fine mesh using
L given by equation (68) is computationally expensive due to the large number of volume
elements on the surface of the fine mesh. Therefore, when calculating flux from the coarse









When a defect diffuses from the coarse mesh element into the fine mesh in this way, it is
randomly placed within one of the fine mesh elements. This procedure allows computation
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of only one reaction rate for each defect type diffusing into the fine mesh.
The effective length L given in equation (68) is similar to the value given by simply
placing the fine mesh in the center of the coarse mesh element, Lcenter, for the simulation
parameters chosen in this work. However, as the coarse mesh length Lc becomes large
(assuming constant fine mesh length lf ), the ratio L/Lc approaches 0 while the ratio Lcenter/Lc
approaches 1/4. Therefore, using the value of L presented here instead of Lcenter would have
a significant impact on results in cases where the coarse mesh is much larger than the fine
mesh.
3.3.3.3 Adaptive meshing: performance
Three metrics are used to study the effectiveness of the adaptive meshing procedure. First,
20 keV cascade implantation in bulk Fe is carried out at various temperatures to 10−4 DPA.
The percent of implanted vacancies retained and annihilated by recombination with self-
interstitials are computed at each temperature using both the adaptive meshing procedure
and a uniform 5 nm mesh. Second, 20 keV cascade implantation is again carried out at
353 K up to 10−2 DPA using both the adaptive meshing procedure and a uniform 5 nm
mesh. The concentration of vacancies and vacancy clusters is compared between the two
methods. Third, the cluster profiles produced in SRSCD are compared between the uniform
and adaptive mesh simulations at a dose of 10−4 DPA with an elevated density of traps
for SIA loops compared to the density used in other simulations in this work (100 ppm
instead of 30 ppm, see Section 4.4.4 for discussion). The reason for this choice is that the
increased concentration of SIA loops provided by the increased trap density allows better
comparison between the two methods. The results of all three metrics are shown in Figure
19. The results show good agreement over the range of temperatures and doses studied.
The difference between the vacancy concentrations given by the two methods at high doses
seen in Figure 19b is likely due to the loss in spatial correlations between defects in the
adaptive meshing algorithm when fine meshes are deleted from the system, as discussed
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(c)
Figure 19: Comparison of adaptive meshing and uniform meshing procedures with 20
keV cascade implantation in Fe: 19a percent vacancies retained and annihilated with self-
interstitials at various temperatures after 10−4 DPA implantation, 19b concentration evo-
lution of vacancies and vacancy clusters at 353 K, and 19c density profiles for SIA and
vacancy clusters at 10−4 DPA.
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3.3.3.4 Computation time
The use of adaptive meshing in this study is a key factor in reaching total doses and
simulated volumes that allow these simulations to be compared directly to experiments.
To demonstrate the computational efficiency gained with this procedure, 20 keV cascade
implantation is carried out to 10−4 DPA at 343 K inside a 300 nm cube using adaptive
meshing and inside a 100 nm cube using a uniform 5 nm mesh. For the case of the uniform
mesh, all counts of reactions and reaction rates are multiplied by 27, the volume difference
between the two simulations. The total numbers of reactions of each type listed in Table 3
and the average reaction rates are shown in Figure 20. Figure 20a shows that the reaction
rates in the simulation with the uniform 5 nm mesh are greater than for the adaptive
meshing method for all reaction types listed in Table 3, and in some cases more than an
order of magnitude greater. Figures 20b and 20c show the evolution of the number of
reactions of each type as a function of dose in both methods. Again, the uniform mesh has
a higher total number of reactions. In addition, the fraction of clustering reactions in the
uniform 5 nm mesh is significantly lower than in the adaptive meshing method because of
the lower probability that multiple defects are in the same volume element. Both methods
show a maximum in the number of diffusion and dissociation reactions as the number of
diffusive species saturates and more defects become immobile as larger clusters grow.
When comparing computation times of the two methods, the computational gain pro-
vided by the adaptive meshing method varied from a factor of approximately 24 at 10−4
DPA to 7.5 at 10−3 DPA. Note however that the relative speed of each method depends
strongly on the numbers and rates of reactions of the various types shown in Figure 20 so
that the speedup may not be constant as factors such as simulation volume, temperature,
and other variables change. This can be seen Figures 20b and 20c, as the number of reactions
of different types evolves differently in the adaptive and uniform mesh simulations as dose
increases. In particular, the number of clustering reactions is very low in the simulations
with a 5 nm uniform mesh, while the number of these reactions increases significantly in
the adaptive meshing simulations due to the greater likelihood that multiple mobile defects
























































































Figure 20: Comparison of SRSCD simulations of 20 keV cascade implantation in a 300
nm cube to 10−4 DPA using adaptive and uniform meshing methods. 20a: comparison of
total reaction rates from the four types of reactions modeled in this work. 20b and 20c:
comparison of numbers of reactions of each reaction type as a function of DPA using the
adaptive and uniform meshing methods.
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Trends for computation time in SRSCD using the adaptive meshing scheme as a function
of total dose, dose rate, and volume element length are shown in Figure 21, using a total
dose of 10−3 DPA in Figures 21b and 21c. These results are dependent on both the specific
implementation of the SRSCD algorithm used in this study as well as the computational
power available to the authors. Therefore, the results shown in Figure 21 should be thought
of as trends only.
Computation time increased in a consistent fashion as a function of both total dose and
volume element length, as shown in Figures 21a and 21c. The dependence of computation
time on dose rate is much more complex, as shown in Figure 21b. This is due to the fact that
many competing effects change occur simultaneously as dose rate changes. From 7× 10−13
to 7×10−7 DPA/s, two competing processes occur: lower dose rates mean mobile defects can
take more diffusive steps in between cascade implantation events, which serves to increase
the computation time. However, at lower dose rates the number of mobile defects is also
lower on average, decreasing the number of clustering reactions and making computation
faster. For the set of parameters chosen here, these effects result in a slightly increasing
computation time with dose rate, although this trend may change as other parameters such
as temperature change. From 7 × 10−6 to 7 × 10−4 DPA, a different trend dominates: at
higher dose rates, fewer large vacancy clusters are formed. This indicates fewer clustering
reactions and therefore faster computation times. Finally, at 7×10−3 DPA, the computation
is dominated by the fact that new cascades are formed so quickly that the number of fine
meshes present in the simulation is high. This causes additional computation as the program
has to search both fine and coarse meshes for reactions.
Overall, computation time is more strongly effected by total dose than dose rate, as
changing the dose rate by several orders of magnitude changes the computation time by
less than an order of magnitude. In addition Figure 21b shows that, the dependence of
computation time on simulation parameters is very complex as several effects can increase
or decrease computation time.
The average timestep is relatively constant for a given simulation in SRSCD because

























































Volume element length (nm)
(c)
Figure 21: Computation time in SRSCD using adaptive meshing as a function of total dose
(21a), dose rate (21b), and volume element length (21c). A total dose of 10−3 DPA is used
in Figures 21b and 21c.
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Table 4: Comparison of simulation box sizes, computation times, and number of steps of
SRSCD simulations using the adaptive meshing algorithm. Results of these simulations are
presented in the following sections.
Final dose (DPA) Simulation size (nm) Computation time (s) Number of steps
10−4 300× 300× 300 6.7× 102 4× 106
10−3 200× 200× 200 2.2× 103 9× 106
10−2 160× 160× 160 1.5× 104 4× 107
10−1 160× 160× 160 7.0× 105 3× 108
therefore the timestep is largely determined by the fastest reaction in the system, in this
case diffusion of small SIA loops. Therefore a large number of reactions may be required
to simulate experimentally relevant doses. The number of reactions required to reach these
doses is given in Table 4.
Using the adaptive meshing scheme described here, simulations of cascade implantation
in bulk α-iron are computationally feasible up to a total dose of 10−1 DPA. The simulation
volumes of the SRSCD simulations performed in Section 4.4 are varied depending on the
total dose in each simulation, in order to achieve greater volume at lower doses and greater
computational efficiency at higher doses. The box sizes and computation times for the
simulations used to generate the data in Section 4.4.5 are given in Table 4. For compari-
son, OKMC simulations of the same experimental conditions have been carried out using
simulation volumes of 100 × 100 × 100 nm [200] and 100 × 115 × 130 nm [102, 101], but
computation times are not reported.
3.4 Synchronous parallel SRSCD
To reach large simulation volumes one necessarily needs to implement tools such as SRSCD,
OKMC, and cluster dynamics in parallel. In a deterministic model (cluster dynamics), such
implementation is straightforward as each parallel domain will explicitly march in time
with the same time step. However, in the case of kinetic Monte Carlo approaches the
problem is far more complex because the time increment at each step is a weighted random
choice based on the allowed reactions in the system. Therefore, domains running in parallel
may become asynchronous, making reactions such as defect diffusion from one to the other
difficult to properly carry out. In order to address this problem, a synchronous parallel
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kinetic Monte Carlo algorithm has been developed by Mart́ınez et al. [136] in which a
single time increment is chosen for all processors and the possibility of choosing null events
is added to the KMC algorithm. Although this algorithm has been implemented for OKMC
and lattice kinetic Monte Carlo (LKMC) systems [136, 137, 134], it has not been applied
to the SRSCD methodology.
The synchronous parallel kinetic Monte Carlo method of Mart́ınez et al. [136] has been
developed to avoid asynchronous time evolution in multiple domains which can occur in
parallel kinetic Monte Carlo methods. In this method, the total volume is divided between
D domains. Therefore, Xdi and A
d
µ represent the population of species Xi in domain d and
the reaction rate of reaction Rdµ in domain d, respectively, with µ ∈ {1, ...,M}, i ∈ {1, ..., N},
and d ∈ {1, ..., D}. Similarly to the kinetic Monte Carlo algorithm presented in Section 3.2,









In order to carry out the synchronous parallel kinetic Monte Carlo algorithm, a null
event Rd0 is then added to the list of reactions in each domain. This reaction represents
the possibility of no reaction being carried out in a given domain during a global time step.
The reaction rate of the null event Ad0 is defined in each domain as the difference between
the total reaction rate in domain d and the maximum reaction rate among all domains:
Ad0 = Amax −Ad (72)
Therefore the rate of Rd0 is nonzero in all domains with total reaction rate A
d < Amax.
By adding null events to each domain in this way, each domain has a new total reaction




Adµ = Amax (73)
where here µ = 0 is included in the sum in order to include the null event in the list
of reactions. Since the total reaction rate A∗d is the same in each domain, the kinetic
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Monte Carlo algorithm can choose a single time step for the global system while choosing
an independent reaction in each system. This is done by choosing independent random
numbers r1 and r
d
2 ∈ (0, 1). These are used to choose a single time step τ for all domains
















The main difference between equations (8) and (74) is the fact that τ is treated as a
global time step and that in each domain the possibility of choosing a null event now exists.
The addition of null events to the kinetic Monte Carlo algorithm in this way has been
proven not to alter the overall time evolution of the system [136], while allowing the choice
of a single time step and multiple reactions per step in the entire system. A demonstration
that adding null events Rd0 to the system does not alter the time evolution of the system is
given for an example problem in Appendix C.
An example simulation of Frenkel pair implantation in 100 nm thin films of α-Fe is
carried out to verify the correctness of the synchronous parallel algorithm using a mesh of
10× 10× 5 volume elements with element length 20 nm. The free surfaces of the thin film
are treated as perfect sinks and boundary conditions are periodic in all other directions.
This thin film is implanted with Frenkel pairs at room temperature to 10−3 dpa at a dose
rate of 7 × 10−7 dpa·s−1 using the serial and parallel (64 domains) implementations of
SRSCD. Parameters for allowed defects, reactions, diffusivities, and binding energies are
the same as in Section 3.4.1.1 and can be found in [60]. Figure 22 shows the evolution of
the concentration of vacancies and vacancy clusters in this simulation. No differences can
be seen between the simulation results of the two methods.
The term ‘domain’ used above describes a sub-volume of the simulation volume within
which one choice of reaction is made during each step. The smallest size this domain can
take in SRSCD is a single volume element, such that a separate reaction is chosen inside
each volume element during each step, and the largest size that this domain can take is all of
the volume elements ascribed to a single processor. Choosing smaller domains increases the



































Figure 22: Comparison of the concentration evolution of vacancies and vacancy clusters
in a simulated α-Fe 100 nm thin film implanted with Frenkel pairs at room temperature.
No differences are seen between the serial and parallel (64 domains) implementations of
SRSCD.
of domain size can vary depending on the simulation. Therefore, the parallel performance
of SRSCD is analyzed in Section 3.4.1 for the case of one KMC domain per processor, and
the impact of this choice is investigated further in Section 3.4.2.
The parallel kinetic Monte Carlo algorithm presented here can cause boundary errors
in OKMC methods when two reactions are chosen during the same step in neighboring
domains such that two defects move within a pre-defined interaction distance of each other
[136]. In SRSCD, boundary errors are caused when defects in neighboring volume elements
in different domains exchange positions during the same step. In doing so, the defects are
unable to interact because they are never located in the same volume element. However,
these errors are extremely unlikely except for unusual cases, for example in a system with
two volume elements and two domains only. Therefore, these errors are considered negligible
in the simulations performed in this work. Indeed, no difference between defect populations
were found in serial and parallel implementations of SRSCD, even in cases with very small
total volume per domain.
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3.4.1 Scaling of synchronous parallel SRSCD
In this section, the performance of the synchronous parallel SRSCD methodology imple-
mented in this dissertation is compared to serial SRSCD simulations. If a kinetic Monte
Carlo simulation with total reaction rate A is divided among D domains using the syn-
chronous parallel algorithm presented in Section 3.4, the best-case scenario for scaling (as-
suming zero probability of null events in any domain) gives Amax =
A
D . Therefore, the
best-case increase in time step is τparallel = D · τserial. Any deviation from this is due to
uneven distribution of total reaction rates Ap among the domains, leading to non-zero prob-
abilities of null events being chosen inside some domains at each step. When simulating very
stiff problems, defined as problems in which reaction rates Aµ vary by orders of magnitude
for different reactions, total reaction rates Ad are likely to vary as well due to heterogeneous
distributions of fast-reacting defects in the system. Because of the large number of defect
types modeled in simulations of damage accumulation and ion implantation of metals such
as α-Fe, as well as the fact that their diffusivities can vary by many orders of magnitude,
this problem occurs frequently in simulations of radiation damage accumulation in metals.
Therefore, it is important to quantify the computational scaling of both model systems and
typical metal irradiation simulations in order to understand the practicality of using parallel
SRSCD for simulating radiation defect accumulation in large volumes.
The following scaling simulations were performed on Sandia’s High Performance Com-
puting Sky Bridge cluster from Cray, Inc. The cluster has 16 processors and 64GB of RAM
per node with 2.6 GHz Intel Sandy Bridge:2S:8C processors. Processor communication is
handled through a fully connected QDR InfiniBand interconnect.
3.4.1.1 Damage accumulation in characteristic simulations of irradiated α-Fe: allowed
defects and reactions
In Sections 3.4.1.2 and 3.4.1.3, the parallel performance of SRSCD is investigated for two
cases: an idealized case in which clustering is not allowed and the only reactions are Frenkel
pair formation, diffusion, and recombination, and a case representing realistic defect be-
haviors. In the latter case, vacancy and self-interstitial clusters are allowed to form, and
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displacement cascades are introduced in Section 3.4.1.4. Parameters for defect migration
and binding energies are taken from ab-initio and atomistic simulations in α-Fe [74, 198] and
can be found elsewhere [60]. Vacancy clusters are assumed to take a spherical shape while
clusters of self-interstitials are assumed to form circular dislocation loops. The diffusivity
of small vacancy and interstitial clusters is assumed to be three-dimensional, while larger
dislocation loops are assumed to glide in one dimension in the direction parallel to their
Burgers vector [197, 198]. The reaction rates Aµ for the various allowed reactions between
defects depend on the diffusivity of the various defects, their geometry, and the character
of their diffusion. Reaction rates for all allowed reactions in this work are found in [60].
In Sections 3.4.1.2-3.4.1.4, scaling is investigated using the case of one KMC domain per
processor only. Simulations with one KMC domain per volume element are less efficient
when defect clustering is allowed due to the large number of null events chosen when the
parameters presented above are applied. Further discussion of the scaling of simulations
with one KMC domain per volume element can be found in Section 3.4.2.
3.4.1.2 Weak scaling during Frenkel pair implantation
In this work, weak scaling is used as the principal metric for parallel performance of SRSCD.
In weak scaling, the change in computation time is measured as the simulation volume per
processor is held constant while the total simulation volume is varied. This metric indicates
how effectively the parallel algorithm enables simulations of larger volumes than are feasible
using the serial algorithm. The metric used in this work for parallel performance associated





where p is the number of processors, ts is the computation time for a standard serial simu-
lation, and tp is the computation time for a parallel simulation with p processors and total
volume p times the volume of the serial simulation. When ηw = 1, the system exhibits per-
fect weak scaling, indicating that the addition of simulation volume and processors does not
increase computation time. If ηw < 1/p, the parallel simulation is slower than the equivalent
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simulation in serial, indicating that the parallel algorithm does not allow efficient simulation
of large volumes.
In this section, the weak scaling performance of synchronous parallel SRSCD is char-
acterized for two categories of simulations: (1) simulations in which the only allowed re-
actions in the system are Frenkel pair implantation, vacancy and self-interstitial diffusion,
and vacancy-interstitial recombination and (2) simulations in which defect clustering is also
allowed, as described in Section 3.4.1.1. All simulations include volume elements with 20
nm length and periodic boundary conditions. Weak scaling simulations are performed with
1000 volume elements per processor.
In order to compare scaling in simulations with different allowed reactions, simulations
with and without clustering are started from the same initial defect state. The initial defect
state chosen corresponds to the steady-state population of single vacancies and interstitials
found when clustering is not allowed for a given dose rate (in dpa·s−1). Steady-state popu-
lations of defects are reached before 10−4 dpa for all dose rates studied here, and therefore
all simulations are started from an initial dose of 10−4 dpa. Simulations with no cluster-
ing remain at this steady state population while simulations in which clustering is allowed
deviate from steady-state as clusters form. Although the latter case does not represent a
true physical problem, it was chosen in order to better compare scaling between problems
with different allowed reactions. The steady-state population of vacancies and interstitials
is shown in Figure 23a for the various dose rates used in this study.
Weak scaling results are shown in Figures 23b and 23c for the cases of no clustering and
clustering, respectively. The final dose in all weak scaling simulations is 10−3 dpa. In all
cases, scaling remains above the 1/p limit, indicating that significant computational gains are
achieved by using the synchronous parallel SRSCD algorithm. When no clustering is allowed
(23b), ηw is almost independent of dose rate indicating that very few null events were chosen
in these simulations and the distribution of reaction rates is fairly homogeneous between
KMC domains. Therefore all decreases in ηw with increasing numbers of processors are
due to increased communication time between processors. By contrast, when clustering is
allowed (23c), ηw decreases with decreasing dose rate until 10





























































(c) Weak scaling: clustering
Figure 23: Parallel performance associated with weak scaling using several different dose
rates corresponding to different initial concentrations of Frenkel pairs. The initial concen-
tration of Frenkel pairs in each simulation is given by the steady-state concentration with
no clustering allowed for various dose rates (23a). Results are compared for the cases of no
defect clustering (23b) and clustering (23c).
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slightly between 10−3 and 10−4 dpa·s−1. The initial decrease in ηw is due to the increased
heterogeneity of reaction rates between processors due to the lower number of defects and
the presence of small numbers of fast-diffusing defects like dislocation loops. Below 10−3
dpa·s−1, fast-moving loops become scarce again and the population of immobile loops grows,
leading to improved scaling as reaction rates become more homogeneous between processors
once again.
In summary, weak scaling simulations show that for the simplified system studied here,
fast computation of defect evolution is made possible by the synchronous parallel algorithm
even for very large total simulation volumes. The scaling of any given SRSCD simulation is
dependent on the heterogeneity of reaction rates among processors as well as factors such
as the amount of computation time expended choosing reactions and the amount of time
spent communicating information between processors.
3.4.1.3 Strong scaling during Frenkel pair implantation
Strong scaling can be used as an additional measure of parallel performance, in order to
show the decrease in computation in a simulation with a fixed total volume and an increas-
ing number of processors. In this case, the volume per processor decreases as number of
processors increases, and the metric used for parallel performance associated with strong





where, ts and tp are the computation time expended in serial and parallel simulations
of p processors, using the same total volume. Again, ηs = 1 indicates perfect strong scaling
in which the computation time is decreased by a factor of p when the number of processors
is increased by a factor of p. Similarly, ηs < 1/p indicates that the simulation is slower in
parallel than in serial and thus parallel operation does not improve performance.
The metric ηs(p) used to measure the performance of the parallel SRSCD code developed
in this work can take values of ηs > 1. This indicates that when increasing the number of
processors by a factor of p the computation time decreases by more than a factor of p, due
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to a strong decrease in search time when the number of processors increases accompanied by
a relatively small increase in communication time. Here we will discuss the limiting case,
in which communication time is zero and reaction rates are homogeneously distributed
across volume elements. When m volume elements with n possible reactions per element
are present in a single KMC domain, the implementation of synchronous parallel SRSCD
used in this study uses an optimized search algorithm for choosing reactions that requires
O(m) computation time to choose a volume element and O(n) computation time to choose
a reaction within that element. In a strong scaling simulation, in which there are m total
elements divided among p processors, then the search time per step is O(mp ) to choose a
volume element and O(n) to choose a reaction. In addition, in this ideal case the timestep
will scale with p due to the reduction of the total reaction rate in each processor as the











In the limiting case that mp  n, this reduces to ηs(p) = p. This represents the maximum
scaling behavior of ηs(p) for the case of one KMC domain per processor, and demonstrates
the possibility of achieving strong scaling greater than 1 seen in Figure 24. As the number
of processors increases, this approximation deviates from the ideal case and eventually the
increased communication time causes ηs to decrease. In addition, at lower initial defect
concentrations the distribution of reaction rates in the system is more heterogeneous and
the measured value of ηs decreases. Note that this analysis is only valid for the case of
one KMC domain per processor. In the case of one KMC domain per volume element in
the idealized system described above the search time per step is O(mnp ) and the timestep
is independent of the number of processors, leading to a limiting case of ηs(p) = 1.
The same simplified test case as shown in Figure 23 is used to investigate strong scaling,
in a total simulation volume with 64000 elements. The results of this simulation are shown
in Figures 24a and 24b for the cases of single defects only and clustering, respectively.
The parallel efficiency is greater than 1 for both the cases initially, but decreases as the
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computational loss increases with larger numbers of processors. Similar to the weak scaling
results in Figure 23, better strong scaling is seen in the case of diffusion and point defect
recombination only than in the case when clustering is allowed.
3.4.1.4 Weak scaling during displacement cascade implantation
Simulations of cascade damage in SRSCD use a pseudo-adaptive meshing scheme [60] in
which a fine mesh is introduced when cascade implantation events are chosen in the kinetic
Monte Carlo algorithm, allowing spatially correlated reactions between defects in the cas-
cade to occur. When all such spatially correlated reactions have occurred, the fine mesh is
discarded and the simulation continues with a coarser mesh. This scheme was developed in
order to enable simulations of larger volumes and greater radiation doses than feasible in
past SRSCD simulations, as described in Section 3.3.
This methodology causes simulations of cascade damage to exhibit poor parallel perfor-
mance, as the total reaction rate when a cascade is present can be as much as seven orders
of magnitude greater than after the spatially correlated reactions in the cascade have been
carried out. This is shown in Figure 25a, which depicts the total reaction rates inside each
processor in a two-processor simulation of cascade implantation in α-Fe at room temper-
ature. The total reaction rate inside each processor in the simulation oscillates between
109 s−1 while a cascade is present and 102 s−1 otherwise. Due to the Monte Carlo nature
of cascade implantation, this oscillation leads to a situation where a cascade is typically
present in only one processor at a time, and during that time the other processor chooses
null events. Thus weak scaling of this method leads to values of ηw close to the 1/p limit,
as only a single processor typically chooses a reaction at each step.
In order to mitigate this problem, an explicit cascade implantation scheme has been
implemented. In this case, cascade implantation is not treated as a reaction that can be
chosen with the Monte Carlo algorithm. Instead, cascades are regularly implanted into all
processors simultaneously at regular time intervals. The frequency of cascade implantation
is chosen such that the overall dose rate remains the same. Thus, spatially correlated









































(b) Strong scaling: clustering
Figure 24: Parallel performance associated with strong scaling using several dose rates
corresponding to initial concentrations of Frenkel pairs. Results are compared for the cases






















































Figure 25: Total reaction rates inside each processor during the first 3000 Monte Carlo steps
in a two-processor cascade implantation simulation, using the Monte Carlo algorithm for
cascade implantation (top) or using an explicit implantation scheme at the same dose rate
(bottom). Increasing overlap of reaction rates allows for better scaling of parallel SRSCD
simulations.
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cascades in multiple processors, decreasing the probability that a null event will be chosen.
This is shown in Figure 25b, in which the total reaction rates for each processor inside a
two-processor system are once again shown. Since cascades are implanted simultaneously
in both processors, the amount of overlap between the reaction rates in each processor
increases, allowing for better weak scaling.
To demonstrate the computational gain provided by this explicit cascade implantation
scheme, the speedup gained by using the explicit method has been calculated for both





where texp and tMC are the computation time in explicit or Monte Carlo cascade implan-
tation mode, respectively. These simulations are performed with 8 coarse volume elements
per processor due to computational constraints with length 80 nm and periodic boundary
conditions, and displacement cascades are implanted up to 10−3 dpa at 7 × 10−7 dpa·s−1
and room temperature. Figure 26 shows the speedup calculated in this way as a function of
the size of the simulated system (keeping volume per processor constant as in weak scaling
simulations).
Although the explicit implantation scheme does provide a decrease in computation time
and number of steps as the system becomes larger, the computational gain from additional
processors is not as strong as seen in Sections 3.4.1.2 and 3.4.1.3. This is due to the fact that
fast-moving interstitial clusters are more likely to form as a result of the spatial correlation
between defects in the cascades, and these defects cause the system to exhibit poor scaling
due to their extremely high diffusivities even when the explicit cascade implantation scheme
is used. A different choice of material parameters in which dislocation loops are assumed to
be immobile, such as in the work of Fu et al. [74], or a first-passage Monte Carlo algorithm
[160] could be used to remove these fast-diffusing clusters and would significantly improve































Figure 26: Speedup in computation time using the explicit cascade implantation method
vs Monte Carlo cascade implantation for simulations of cascade damage in α-Fe.
3.4.2 Limiting cases of kinetic Monte Carlo domains
In parallel SRSCD simulations, two competing factors can influence computation time: the
amount of communication carried out between processors and the time spent searching
for which reaction to choose in each KMC domain. Both of these factors are influenced
by choosing the size of the KMC domain. Here we discuss the limiting cases of KMC
domain sizes: one KMC domain per processor (KMCP, the choice made for all simulations
in Section 3.4.1) and one KMC domain per volume element (KMCE). These two choices of
KMC domain will be investigated under two limiting cases: (1) homogeneously distributed
reaction rates, and (2) strongly heterogeneously distributed reaction rates, in which only
one fast-moving defect is active in the entire simulation at a time. For simplicity, we assume
an ideal case for this analysis: p processors with m volume elements per processor and n
possible reactions per volume element. In case (1), we assume that n is equal for all volume
elements and therefore the probability of null events is zero. We also assume that the same
amount of time Tc is spent in communication between processors each step.
We first investigate case (1). When using the KMCP domain, the implementation of
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synchronous parallel SRSCD used in this study uses an optimized search algorithm for
choosing reactions that requires O(m) computation time to choose a volume element and
O(n) computation time to choose a reaction. By contrast, when using the KMCE domain,
the search time for a reaction in that domain is O(n) but m such searches are made.
In addition to differences in computation required to search for reactions, the average
timestep taken by each method is different. In case (1), the timestep chosen when using
the KMCP domain scales with
1
m while the timestep when using the KMCE domain is
independent of the size of the domain. Therefore, the computation times T (τ)P and T (τ)E
required in order to allow the same amount of simulated time τ to pass in the cases of
KMCP and KMCE, respectively, are:
T (τ)P = m [Tc +O(m+ n)]
T (τ)E = Tc +O(mn) (79)
where the first equation has been multiplied by m to indicate that m steps are required for
KMCP to reach the same simulated time τ reached in by KMCE in a single step. In the
limiting case of negligible communication time and n  m, equation (79) gives the same
computation time using either method, while in the limit that n  Tc or n  m, KMCE
is faster. In a typical simulation, n  m, and therefore KMCE is the preferred method in
case (1).
This advantage disappears in the case of very stiff problems, or problems in which a
few fast-moving defects are heterogeneously distributed throughout the volume (case (2)).
This is frequently realized in simulations of defect accumulation in α-Fe, in which a fast-
moving SIA loop with diffusivity several orders of magnitude higher than single vacancies
and interstitials can form. In this case, for KMCP simulations, the reaction chosen at each
step will most likely include the fast-moving defect. By contrast, in KMCE simulations,
the volume element containing the fast-moving defect will choose a reaction involving that
defect and all other volume elements will choose null events. Therefore, the average timestep
of the two methods is the same as it is dominated by the reaction rates associated with the
fast-moving defect. As the probability of the system including such a fast-moving defect
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is proportional to m, the timestep of each method scales with 1m in this case. Therefore,
assuming equal communication time per step, the total computation times T (τ)P and T (τ)E
required in order to allow simulated time τ to pass are:
T (τ)P = m [Tc +O(m+ n)]
T (τ)E = m [Tc +O(mn)] (80)
where both equations have been multiplied by m due to the 1m scaling of the timestep. In
this case, the choice of KMCP is superior.
To demonstrate the different scaling situations described in equations (79) and (80), the
impact of the choice of KMC domain on computation is compared using weak scaling simu-
lations of Frenkel implantation and clustering shown in Figure 23c. Only two implantation
rates are chosen for the sake of comparison, 1 dpa·s−1 and 10−4 dpa·s−1. At 1 dpa·s−1, the
high dose rate causes the reaction rates in the system to remain relatively homogeneous,
and the system more closely resembles the one described by equation (79). At 10−4 dpa·s−1,
reaction rates are more heterogeneously distributed and the system more closely resembles
the one described by equation (80). Although the scaling behavior described in equations
(79) and (80) represents limiting cases not achieved in these simulations, results still agree
with the trends predicted by these equations. This can be seen in Figures 27a and 27b as
the weak scaling is higher and computation time is lower for KMCE than for KMCP at 1
dpa·s−1, while the opposite is true at 10−4 dpa·s−1. Figure 27c shows the ratio NE/NP of the
number of steps in KMCE simulations (NE) to the number of steps in KMCP simulations
(NP ). At 1 dpa·s−1, KMCE simulations take two orders of magnitude fewer steps, allowing
a significant reduction in communication time. By contrast, at 10−4 dpa·s−1, KMCE take
less than an order of magnitude fewer steps than KMCP simulations while expending sig-
nificantly more computation time searching for reactions during each step. This is due to
the high fraction of null events chosen at 10−4 dpa·s−1 for KMCE simulations.
Due to the fact that SRSCD simulations typically include significant heterogeneity of
reaction rates among volume elements, the scaling described in equation (80) more closely






























































Figure 27: Weak scaling (27a), computation time (27b), and number of steps (27c) compared
between SRSCD simulations with one KMC domain per volume element (KMCE) and one
KMC domain per processor (KMCP). Results are shown for two dose rates: 1 dpa·s−1
and 10−4 dpa·s−1, corresponding to cases of homogeneous and heterogeneous reaction rate
distributions, respectively. In Figure 27c, the ratio between the number of steps for KMCE
and KMCP simulations is shown. 97
(79). Therefore, all results presented in Section 3.4.1 reflect the choice of the KMCP domain
as this is expected to be the most frequently used scheme for implementing synchronous
parallel SRSCD. However, this analysis is dependent on many factors such as allowed re-
actions, temperature, and dose rate. The choice of optimal KMC domain size may vary
depending on these factors, as seen in Figure 27. Overall, a combination of increased com-
munication time, deceased time spent searching for reactions, and increased timestep all
influence the total computation time when increasing the number of processors for a given
simulation of fixed size. Therefore, the best choice of simulation volume per processor and
size of KMC domains depends on the particular simulation parameters. In an ideal case,
volume elements are subdivided among KMC domains and processors such that the number
of null events is minimized while keeping the number of volume elements per KMC domain
low enough to avoid computation-intensive searches for reactions.
3.5 Validation of SRSCD by comparison to other simulation techniques
The SRSCD method presented in the previous section acts as an intermediate method
between OKMC methods, which are completely spatially resolved, and cluster dynam-
ics/MFRT methods, which are typically spatially homogeneous in nature. It is therefore
interesting to compare the results provided by SRSCD to simulations using the same irra-
diation conditions, allowed defects, and reaction rates as both other methods. In Section
3.5.1, SRSCD is shown to be equivalent to rate theory in simple examples with a limited
number of defect types. In Section 3.5.2 and 3.5.3 SRSCD is compared to published re-
sults and in-house simulations of damage evolution using OKMC. Finally, comparison with
MFRT, OKMC, and experiments are achieved through resistivity recovery simulations of
electron-irradiated iron in Section 3.5.4.
3.5.1 Comparison with rate theory: Frenkel pair implantation
The first model chosen for comparison with SRSCD is that of Stoller et al. [207] which
compares the results of MFRT with OKMC. In order to simplify the rate equations used,
this model treats only single vacancies and single interstitials as mobile. Circular SIA
clusters are immobile in this model, so all migration is in 3D and only the corresponding
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Table 5: Material and experimental parameters used in the simulation of Stoller et al. [207].
Interstitials were assumed perfectly bound to interstitial clusters and could not dissociate.
Parameters used
Temperature 373 K
Atomic volume 1.189 · 10−2 nm3
Burgers vector 0.2876 nm
dpa rate 4 · 10−7 dpa/s
Diffusion and binding parameters
v formation energy Evf 1.6 eV
v diffusion prefactor Dv0 6.02 · 1010 nm
2/s
v migration energy Evm 0.65 eV















i diffusion prefactor Di0 6.02 · 1010 nm
2/s
i migration energy Eim 0.3 eV
reaction rates with 3D migration are used (see Table 1). In this simulation, Frenkel pairs
are implanted homogeneously in an infinite, initially defect-free medium at a constant rate.
The vacancy and vacancy cluster populations are recorded as a function of dose (in dpa).
To further validate the results of SRSCD, the simulation is carried out here using both
SRSCD and MFRT to verify that the rate equations and constants are being applied cor-
rectly. The diffusion and binding parameters for this simulation are shown in Table 5. The
concentration of vacancies and vacancy clusters is plotted as a function of dpa and com-
pared to the results of Stoller et al. [207]. Note that spatial resolution is disregarded in
the SRSCD model in this simulation due to the spatial homogeneity of the problem. The
results of these simulations are shown in Figure 28.
All three sets of results (SRSCD, in-house MFRT, and published MFRT results) are
in good agreement. Due to the fact that the MFRT and SRSCD results carried out in
this work agree, any differences between these results and the results of Stoller et al. are
assumed to be minor. The details of matching these results to the published results of
Stoller et al. are considered out of the scope of this work and were not pursued further.
In this simulation, error bars represent simple standard deviations of the result. The
variation of the result between simulations depends on the total volume simulated, so stan-





































































Vacancy cluster concentration evolution
Figure 28: Vacancy and vacancy cluster concentrations as a function of dpa given by Stoller
et al. [207], in-house MFRT, and SRSCD.
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volume was made in each case to balance computational time with precision of results. It
should also be noted that the rate theory results carried out in this study are not extended
beyond 10−3 dpa, because of computational limitations. The stochastic method, due to its
increased computational efficiency, is able to easily reach the larger 10−2 dpa range.
Demonstration of the spatially resolved capabilities of the SRSCD model developed here
is also carried out by modifying the simulation from an infinite medium to a single-crystal
layer of material with thickness 400 nm and free surfaces on either side. The free surfaces
are treated as infinite sinks for all migrating defects, so that any defect that migrates out of
the free surface is lost from the system. This spatially-resolved system is evolved to a much
smaller dpa of 10−6 due to computational limitations of MFRT. The spatial resolution in
the rate theory model is carried out through the use of a finite difference approximation,
and in the SRSCD model through the use of the method described above. The spatially
resolved profiles of self-interstitial and vacancy concentrations are shown in Figure 29.
It can be seen that the results of SRSCD and spatially resolved rate theory agree. Again,
the ability of the rate theory results to reach large doses and timescales was severely limited
by the need for small enough timesteps for the solution to converge. However, timesteps
are generated intrinsically in the SRSCD algorithm and rates are not computed for cluster
populations that are not present in the material, this method easily reaches much larger
doses.
3.5.2 Comparison with OKMC: cascade damage in Cu
One of the main benefits of SRSCD is the ability to allow many species to migrate and clus-
ter, instead of limiting the number of mobile species as in rate theory. Unlike MFRT meth-
ods, OKMC simulations also have the ability to take into account the migration of larger
defects and one-dimensional migration. Therefore, the performance of SRSCD compared to
OKMC is of interest, as SRSCD is significantly faster but necessitates more approximations.
To compare the performance of this method to OKMC, the results of cascade implanta-
tion in Cu are compared to those of Caturla et al [39]. In these simulations, 20 keV cascades
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Spatially Resolved SIA Concentration 
 Rate Theory vs SRSCD
Figure 29: Spatially resolved vacancy and interstitial concentration profiles at 10−6 dpa
using in-house RT coupled with a finite difference algorithm and SRSCD.
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at 10−4 dpa·s−1. Unlike the simulations described in the previous section, vacancy clusters
up to size 4 and SIA clusters up to size 60 are mobile, with large self-interstitial clusters mi-
grating in one dimension. Additionally, implanted cascades have spatial distributions that
impact the clustering properties of the defects produced in the cascades. This is important
early in the annealing of a given cascade, as the spatial correlation of defects in the cascades
impacts the subsequent time evolution of the system.
The simulation parameters for this study are listed in Table 6. All simulation parameters
used in this work are the same as reported by Caturla et al [39]. Migration energies of
vacancy clusters are taken Sabochick et al. [180], single-interstitials from Corbett et al.
[42], and small SIA clusters from Schober and Zeller [183]. Larger interstitial clusters
are assumed to maintain the same migration energy but decrease their diffusion attempt
frequency as the size of the cluster grows. The binding energy of vacancy clusters is found by
fitting the values for small vacancy clusters from Sabochick et al. [180] to a fitting function,
using the formation energy of a vacancy as the binding energy of an infinite sized cluster.
The binding energy of small SIA clusters is taken from Schober and Zeller [183], while the
binding energy of larger SIA clusters is assumed to be the formation plus migration energy
of a single SIA.
In accordance with Caturla et al, interstitial clusters of size n = 1 − 4 are treated as
spherical defects that migrate in 3D, while larger interstitial clusters are treated as circular
dislocation loops that migrate in 1D. This dimensionality applies only to the reaction rates
between defects and not the actual migration between volume elements in the simulation.
In this case, only 3D migration can be considered. Since FCC and BCC metals have
6 and 4 options for close-packed migration directions (〈110〉 and 〈111〉 respectively) but
only 3 independent axes for migration directions exist, migration between volume elements
cannot be restricted such that each face of a volume element permits only one direction
of migration. True one-dimensional migration could be achieved in a simple cubic crystal,
which has close-packed directions in the 〈100〉 directions, but this is not within the scope
of this work.
The limitation of long-range migration to 3D is a main limitation of the SRSCD model
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atomic volume 1.17 · 10−2 nm3
Burgers vector 0.36 nm
dpa rate 1 · 10−4 dpa/s
grain size 1 µm
Diffusion rates D = D0e
−Em
kbT
single vacancy Em = 0.72 eV, D0 = 2.5 · 1013 nm2/s
2-v cluster Em = 0.55 eV, D0 = 3.6 · 1013 nm2/s
3-v cluster Em = 0.56 eV, D0 = 1.2 · 1013 nm2/s
4-v cluster Em = 0.38 eV, D0 = 1.4 · 1013 nm2/s
larger vacancy cluster (n > 4) (immobile)
single interstitial Em = 0.13 eV, D0 = 2 · 1011 nm2/s
2-i cluster Em = 0.11 eV, D0 = 1 · 1011 nm2/s
3-i cluster Em = 0.2 eV, D0 = 6.6 · 1010 nm2/s
4-i cluster Em = 0.1 eV, D0 = 5 · 1010 nm2/s





2-v cluster Evb (2) = 0.05 eV
3-v cluster Evb (3) = 0.15 eV
4-v cluster Evb (4) = 0.28 eV
5-v cluster Evb (5) = 0.65 eV
larger vacancy cluster (n > 5) Evb (n) = 1.2− 2.121(n
2
3 − (n− 1)
2
3 ) eV
small interstitial cluster Eib(2− 4) = 1.16 eV
larger interstitial cluster (n > 4) Eib(n) = 2.62 eV
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compared to OKMC. The effect of this limitation is expected to be more strongly felt in
systems that are spatially anisotropic, such as thin films, than systems that are spatially
homogeneous over large distances such as the simulation of Caturla et al. In the latter
case, the reaction rates between defects are more important than whether defects migrate
from one cell to another in a given direction because the overall arrangement of defects is
homogeneous.
In the simulation of Caturla et al., the effect of grain boundaries on stopping the long-
range migration of fast-moving SIA clusters is accounted for by removing 1D-migrating SIA
clusters that migrate a distance greater than 1 µm from the simulation cell [39]. To match
this in the SRSCD simulation, interstitial clusters that migrate from one volume element
to another are removed from the system with a probability given by the ratio of the volume
element size to the grain size. The results obtained are only weakly dependent on the grain
size chosen.
This approximation for the effects of grain boundaries was tested by comparison with two
other models of grain boundary behavior. In the first model, all defect types can be removed
from the system when migrating from one volume element to another, instead of only 1D-
migrating SIA clusters. Allowing the simulation to remove all defect types in this way did
not significantly change the results, due to the fact that the vast majority of defect migration
is in the form of 1D-migrating SIA clusters. In the second model, the grain boundary was
simulated by placing free surfaces 1 µm apart (assuming the grain boundary acts as an
infinite absorber), which trapped all incident defects. Using free surfaces to simulate a grain
boundary decreased the concentration of vacancy clusters slightly compared to the results
obtained by simply removing the defects from the system, but the results remained similar.
The results reported here represent the grain boundary model in which 1D-migrating SIA
clusters are removed from the system as described above in order to match most closely the
parameters of Caturla et al.
Glissile dislocation loops of SIAs with unequal Burgers vectors can interact to form
immobile clusters or larger glissile dislocation loops, depending on the temperature and
the geometry of the interaction [167]. In order to reproduce the simulation parameters of
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Caturla et al., this simulation assumes that if two mobile SIA dislocation loops undergo a
clustering reaction they are assumed to form a junction and thus become immobile. These
immobile interstitial clusters remain in the system and can act as sinks for other defects
but cannot migrate.
In order to reproduce this simulation using SRSCD, 20 keV cascades from Caturla et
al [39] have been converted into a list of initial defects for each cascade. These are then
implanted into the volume elements in the simulation with a rate given by the dpa rate
and the number of defects in the cascade, according to the equation in Table 1. The entire
cascade is implanted at the same time into a single volume element, according to the method
described in Section 3.3.1 using a 10 nm mesh. Because SRSCD assumes that defects are
homogeneously distributed within a volume element, the size of the volume elements used
determines the local concentration of defects in a cascade. Therefore, the spatial resolution
of this method is necessary because the volume element size must match approximately the
size of the cascade to provide the correct initial concentration of defects.
Simulated cascade implantation in Cu is carried out using the parameters listed in
Table 6. Vacancy and cluster populations are found as a function of dpa. The results of
SRSCD and the comparison to the results of Caturla et al. [39] are shown in Figure 30. The
quantitative results of this simulation differ from those of Caturla, but the qualitative trends
match. In agreement with published OKMC results, the vacancy cluster concentration
increases linearly with dpa and the single vacancy concentration reaches an early saturation
before decreasing slowly. The concentration of TEM-visible clusters, defined as clusters
with diameter greater than 1 nm, also increases linearly with dpa. The vacancy cluster
population profile also qualitatively matches the results of Caturla et al., although the
concentration of small vacancy clusters of size < 10 differs from the results of Caturla et al.
The differences between the results of this model and the OKMC simulation are due
to the spatial correlations that exist in 20 keV cascades in Cu that cannot be included in
such a model. Specifically, Cu cascades have the property that a core region of vacancy
clusters is surrounded by interstitials [46]. This model cannot simulate this type of spatial
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Figure 30: SRSCD results compared to the OKMC results of Caturla et al [39] for 20 keV
cascades implanted in Cu at a dpa rate of 10−4 dpa/s.
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lost. However, the results obtained here match the results of OKMC more closely than any
results that can be obtained by traditional rate theory or non-spatially resolved stochastic
cluster dynamics. Both the stochastic nature and the spatial resolution of this simulation
allow it to reproduce many aspects of this much more computationally intensive OKMC
simulation.
3.5.3 Comparison with OKMC: Frenkel pairs and helium in α-Fe
To further test the ability of SRSCD to reproduce the results of OKMC, simulations of
damage accumulation in iron are compared to in-house OKMC simulations. The use of
in-house OKMC simulations allows for precise determination of all defect and simulation
parameters in both methods, ensuring that differences between the methods are not due to
differences in inputs as may be the case when comparing to published results. To compare
SRSCD to OKMC, two simulations are carried out at 373 K over a large range of damage:
20 keV cascade implantation (without helium) in bulk iron and helium implantation with 20
keV cascades in an iron thin film. OKMC simulations are performed using the code MMonCa
[135]. The simulations are carried out using both techniques with all other implantation
conditions set to the default conditions listed in Table 10. As the simulations described here
have been used as a verification step before studying effective helium diffusion in Frenkel
pair and cascade-irradiated iron thin films, the majority of the description of the simulation
conditions can be found in Section 4.3.3, where those results are presented.
Bulk iron is simulated here using a simulation volume with periodic boundary conditions
in all directions. In bulk iron, the ability of grain boundaries to absorb 〈111〉 mobile
self-interstitial clusters is simulated by removing such clusters from the simulation after
migration over 1 µm. As described in the previous section, only 〈111〉 clusters need be
removed in this way due to their greater mobility compared to other defects in the material
[63]. Material parameters are given in Table 2.
Defect concentrations are shown for both cascade damage and cascade+helium implan-
tation simulations in Figure 31. In the case of cascade damage in bulk iron, the population
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of single vacancies reaches an early maximum and then decreases as more defects are con-
centrated within larger vacancy clusters. In the case of cascade+helium implantation in
iron thin films, this effect is seen again while the growth of HeV and HenVm clusters is
observed. In all cases, the results of SRSCD good agreement with OKMC over four or-
ders of magnitude of radiation dose. Remaining differences between the defect populations
found in OKMC and SRSCD were shown to not significantly impact the desired results of
this study, the simulated effective diffusivity of helium. The sources of these differences are
therefore considered to be out of the scope of this work.
As in Figure 28, the computational efficiency of SRSCD allows simulation of greater
total doses than was achieved by OKMC, as shown in Figure 31. This reflects the main
goal of the creation of this method: development of a simulation method that can reach
large total doses and which can simulate larger volumes than methods such as OKMC, but
which can include much more complicated defect behaviors and spatially resolved effects
than MFRT or cluster dynamics methods.
3.5.4 Resistivity recovery in electron-irradiated iron: comparison with OKMC,
MFRT, and experiment
The use of an adaptive meshing scheme allows SRSCD to model spatially correlated inter-
actions between defects in cascades while maintaining correct rates between uncorrelated
defects in the bulk. To demonstrate the ability of SRSCD to model spatially correlated
reactions, as well as the necessity of choosing correct volume element sizes, simulations of
resistivity recovery in electron-irradiated iron are carried out and compared to experimen-
tal and OKMC studies [211, 74]. In these studies, Frenkel pairs are implanted into low
temperature (4.5 K) iron and the temperature is subsequently increased in increments, al-
lowing various reactions to occur as they become thermodynamically feasible. The change
in resisitivity is related to the derivative of defect density with respect to temperature, dρdT .
Peaks in this curve indicate temperatures at which a significant amount of defect recom-
bination is occurring. Therefore, each peak represents a temperature at which a different
defect type becomes mobile, allowing for experimental estimation of defect parameters such

























































Figure 31: Species populations in an infinite Fe medium implanted with 20 keV cascades
(top) and a Fe thin film implanted with helium and 20 keV cascades (bottom). Results are
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Figure 32: Resistivity recovery simulations in electron-irradiated Fe to 2× 10−6 DPA using
SRSCD. Peak locations correspond to stages in resistivity recovery identified in experimental
and OKMC simulations [211, 74]. A mesh size of 2 nm is used to simulate correlated
recombination (peak ID) and larger mesh sizes are used for uncorrelated peaks.
The simulation parameters used are the same as reported by Fu et al. [74] and Dalla
Torre et al. [44], who carried out this simulation using OKMC and MFRT, respectively.
Electron irradiation (in the form of Frenkel pairs) is first carried out in a periodic mesh
of iron to a total dose of 2 × 10−6 DPA at low temperature. Annealing is carried out in
300 second increments, starting at 77.2 K and increasing the temperature by a factor of
1.03 at each increment. The derivative of the concentration of vacancies with respect to
temperature is plotted in Figure 32, and results are compared to OKMC and experimental
results. The labeled stages in Figure 32 correspond to correlated recombination of Frenkel
pairs (stage ID), uncorrelated recombination of single vacancies and interstitials (stage IE),
migration of di-interstitial pairs (stage II) and migration of single vacancies (stage III), in
agreement with both OKMC and experiment [211, 74].
Due to the close proximity of the vacancy-interstitial pairs in these studies, a correlated
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recombination peak occurs at approximately 107K [74]. This peak represents vacancy-
interstitial pairs from the same Frenkel pair recombining with each other as single self-
interstitials become mobile. In this work a 2 nm mesh is used to reproduce this correlated
recombination peak. This mesh size is on the order of the separation between the vacancy-
interstitial pair (1.148 nm). If a larger mesh size is used to simulate stage ID of resistivity
recovery, peaks ID and IE merge into a single peak and the correlated recombination be-
havior is lost. This behavior is noted by Dalla Torre et al. [44] in MFRT simulations of
the same resistivity recovery experiments. This indicates that in SRSCD, the amount of
spatial correlation between defects is limited by the size of the volume elements used in the
simulation as defects are assumed to be homogeneously distributed within volume elements.
After stage ID is passed, the remaining reactions in the system occur between uncor-
related defects. Therefore, the defect population produced by the simulation with a 2 nm
mesh is input into several simulations with mesh sizes ranging from 10 nm to 160 nm. In
this work, the location of peaks IE, II, and III best match those of OKMC simulations [74]
for 40 nm volume elements. In the case of truly uncorrelated reactions, one would expect
a best match at the largest volume element size. This indicates that some level of spatial
correlation may remain in the system during peak IE. In addition, the use of elements
that are much smaller than the spatial correlation present in the system causes SRSCD to
produce incorrect results here.
The simulations presented in Figure 32 represent a procedure analogous to the adaptive
meshing scheme presented in Section 3.3.3, applied to the case of Frenkel pair evolution
during resistivity recovery simulations. These results show that such a scheme is necessary
to reproduce peak locations found in OKMC studies [74]. The sensitivity to mesh size shown
in Figure 32 is magnified by the low concentration of Frenkel pairs in the system caused by
the low total dose and high fraction of defect recombination. Note here that although the
height of the ID peak using a 2 nm mesh matches the height found in OKMC, other peak
heights do not match.
The results of these simulations demonstrate the ability of SRSCD to serve as an in-
termediate method between the defect-level spatial resolution of OKMC and the spatial
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homogenization of MFRT. The resistivity recovery simulations carried out here delineate
the importance of choosing mesh sizes in SRSCD so that reaction rates match those of
OKMC.
3.6 Summary of Chapter 3
Chapter 3 describes the main tool used for simulating damage evolution in this dissertation,
spatially resolved stochastic cluster dynamics (SRSCD). This chapter begins by presenting
the mathematical basis for SRSCD)as derived by Gillespie et al. [83] for general chemical
systems and expanded by Marian and Bulatov [131] for modeling damage accumulation in
irradiated metals. This derivation is motivated by classical models for damage accumulation
using mean field rate theory (MFRT), such as the model presented by Stoller et al. [207].
However, these models typically only include a few types of mobile defects and simple
reaction rates using 3D diffusion; therefore, these reaction rates must be extended to larger
defects and more complicated diffusive behavior for implementation in SRSCD. Reaction
rates for clustering between various diffusive species are therefore derived in Section 3.2.2
using a standard formulation, where the reaction rate for defect species i to interact with
sink j is governed by a sink strength k2ij :
reaction rate = k2ijDiCi (81)
The sink strength k2ij represents the inverse of the square of the mean free path of defect
i when interacting with sink j. Sink strengths are derived for several cases that extend
this definition, including clustering between two mobile defect species, clustering between
dislocation loops that diffuse in one dimension, and clustering between defects on planar
surfaces, which are used to represent grain boundaries in later applications.
The fundamental principle behind SRSCD is the ability to solve the coupled rate equa-
tions of MFRT using a stochastic approach, by modeling the number of defects inside a
finite volume and choosing reactions using a kinetic Monte Carlo algorithm. Therefore,
the conversion of reaction rates from concentration rates (units of s−1m−3) to true reaction
rates (units s−1) is demonstrated in Section 3.2.3. After including reaction rates for dif-
fusion between discrete volume elements, thus introducing spatial resolution into SRSCD,
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the implementation of the kinetic Monte Carlo algorithm using the reaction rates derived
in the earlier sections is presented in Section 3.2.5. In this implementation, a list of nonzero
reaction rates aµ is compiled for each allowed reaction µ. The total reaction rate a =
∑
µ aµ
is calculated, and two random numbers r1 and r2 ∈ [0, 1] are generated. A timestep τ and
















After choosing a reaction, the defect numbers are updated based on the reaction chosen,
reaction rates are recalculated, and the process is repeated.
The implementation of displacement cascade damage in SRSCD is a particular challenge
for several reasons. First, cascade damage is a common phenomenon in irradiated materials
when the PKA atom has great enough energy that it can displace multiple other lattice
atoms. This occurs frequently during heavy ion irradiation and neutron irradiation. Sec-
ond, displacement cascades create high concentrations of defects and defect clusters within a
small volume, usually on the order ten nanometers, indicating that the ‘well-mixed’ hypoth-
esis of MFRT and SRSCD does not apply. Instead, spatially correlated reactions such as
clustering and annihilation are expected between defects created in a displacement cascade.
Therefore, in Section 3.3 three techniques for simulating cascade damage implantation us-
ing SRSCD are discussed. The first technique simply implants all of the defects generated
in the cascade inside a single volume element, which is effective only when the size of the
volume element is similar to the size of the cascade. The second technique distributes the
cascade defects over several volume elements, which allows for somewhat improved mesh
convergence. The final technique uses a pseudo-adaptive meshing scheme to create a fine
mesh into which cascades are implanted while treating the rest of the system with a coarse
mesh. This allows for simulating total doses and volumes large enough to compare directly
to experimental measures of defect accumulation [67, 259].
In order further improve computational efficiency and simulate large domains such as
polycrystals, SRSCD is implemented using a synchronous parallel kinetic Monte Carlo al-
gorithm developed by Mart́ınez et al. [136] for OKMC simulations and expanded in this
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dissertation to SRSCD in Section 3.4. The parallel scaling of this methodology is investi-
gated from the perspective of both weak scaling, in which the volume per processor is held
constant and the number of processors is increased, and strong scaling, in which the total
simulation volume is held constant and the number of processors is increased. Using both of
these measures, synchronous parallel SRSCD is shown to provide significant computational
gains compared to serial SRSCD.
One challenge to the scalability of the synchronous parallel SRSCD implementation is
very stiff problems, in which the total reaction rate in one processor is so much greater
than its neighbors that the neighboring domains are idle as the domain with the fast re-
action rates chooses reactions. This is a common problem when damage is in the form of
displacement cascades, as the reaction rates between domains can vary by several orders
of magnitude. An explicit method for improving the parallel scaling of simulations that
include displacement cascades is therefore implemented and shown to provide significant
computational advantages compared to the standard method.
In order to validate the SRSCD method developed in this dissertation, several com-
parative studies are carried out in Section 3.5 between SRSCD and MFRT, OKMC, and
published experimental results. These studies demonstrate that SRSCD is computationally
equivalent to MFRT and spatially resolved RT models when the same defects, reactions,
and reaction rates are allowed. In addition, comparison to OKMC shows good agreement
for the case of complicated damage accumulation models outside the scope of MFRT, such
as helium and cascade damage accumulation inside bulk iron. Finally, resistivity recovery
simulations show agreement with OKMC, MFRT, and experimental measures of resistivity
recovery during annealing of electron-irradiated iron.
3.7 Conclusions
This chapter describes the development and implementation of spatially resolved stochas-
tic cluster dynamics (SRSCD) for modeling radiation damage accumulation. SRSCD is
shown to avoid some of the pitfalls of both traditional MFRT and OKMC models, by al-
lowing computational efficiency while including complicated defect reactions and spatial
115
resolution. By implementing techniques such as adaptive meshing for simulating cascade
damage and using a synchronous parallel kinetic Monte Carlo algorithm, SRSCD is capable
of simulating damage accumulation at doses, dose rates, and temperatures that are outside
the range of previous methods while including highly spatially resolved phenomena such as
cascade damage and simulating spatially resolved microstructures such as thin films and
polycrystals. Therefore, SRSCD meets the requirements for innovative modeling techniques
developed in this dissertation and uniquely enables investigation of the scientific questions
posed in Section 1.2. It should also be noted that the kinetic Monte Carlo solution of
coupled initial value problems implemented in this dissertation can be applied generally to
arbitrary initial value problems, even when the problem does not represent the evolution of
concentrations of chemical species. In particular, this algorithm can be applied to problems
in which populations are not conserved and reaction rates can be positive or negative, by
making some minor adjustments. A discussion of the application of this method to generic
initial value problems is presented in Appendix D.
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CHAPTER IV
THE INFLUENCE OF IRRADIATION CONDITIONS AND
MATERIAL MICROSTRUCTURE ON DEFECT ACCUMULATION
4.1 Irradiation and microstructural regimes of interest
The goal of this chapter is to apply the SRSCD methodology to problems of radiation
damage in a variety of contexts, in order to answer the first two scientific questions addressed
in this dissertation:
How do radiation conditions such as temperature, dose rate, and damage
type influence radiation defect accumulation in irradiated metals? (Q1)
How does the presence of interfaces, grain boundaries, free surfaces, and
other micro-structural elements influence radiation defect accumulation in
irradiated metals? (Q2)
Therefore, the various studies performed in this chapter address a variety of radiation
conditions and material microstructures. Particular emphasis is placed on three main mi-
crostructural and irradiation regimes, which are chosen due to their significance to the
radiation damage community:
1. Ion irradiation of thin films is a technique frequently used in experimental studies of
radiation damage due to the relative speed and cost-effectiveness of such techniques
[231, 114, 186, 92]. Thin films are used in these experiments due to their application to
microscopy tools such as TEM and the short penetration depth of ion beams in metals.
In order to study mechanisms that are relevant in neutron-irradiated materials (which
can contain helium through transmutation reactions), helium implantation is also
frequently combined with displacement damage in such thin film studies. Therefore,
117
in Section 4.3 the influence of a wide variety of irradiation conditions and helium
implantation on damage evolution in thin films is studied.
2. When neutron irradiation experiments are carried out, in contrast to ion irradiation,
the implantation depth is large enough that bulk metals can be irradiated [38]. These
experiments also typically occur over much larger timescales than ion irradiation ex-
periments. Therefore, in Section 4.4 neutron damage in coarse-grained microstruc-
tures is simulated using reported experimental irradiation conditions [67].
3. Finally, grain boundaries and interfaces have been shown to influence the accumulation
of radiation damage [210, 118, 144, 50]. In nanocrystalline materials, these effects can
dominate damage evolution due to the high ratio of interface surface area to volume.
Therefore, to study damage evolution in nanocrystalline materials, simulations must
both explicitly account for the polycrystalline microstructure of such materials as well
as correctly treat the impact of grain boundaries on damage accumulation, including
the possibility of certain grain boundaries acting as imperfect sinks [90, 218, 188,
56]. In Section 4.5, both of these modeling needs are addressed for nanocrystalline
microstructures.
In addition to investigating the scientific questions posed above in this chapter, the
outputs of SRSCD simulations are used to investigate the various mechanisms responsible
for defect accumulation and evolution in irradiated materials. Examples of such mechanisms
include the interaction between vacancies and helium atoms in controlling helium migration,
the interaction between displacement cascades and defects already present in the material,
and the impact of the presence of impurities on the population of dislocation loops.
To close the loop, the use of ion implantation to reproduce damage accumulation similar
to that produced during neutron irradiation is investigated in Section 5.3. Here, tempera-
tures must be adjusted to account for the change in dose rate between the two experimental
methods [239, 170, 129, 2]. Quantification of this equivalence between temperature and dose
rate is important in designing experiments that avoid the cost and difficulty of neutron dam-
age while remaining confident that the results correctly reproduce damage accumulation
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due to neutron irradiation. A novel methodology is presented in Section 5.3 to estimate the
temperature needed in ion irradiation experiments to provide defect accumulation results
relevant to the neutron irradiation conditions of interest.
4.2 Allowed defects and migration/binding energies in α-Fe
In this dissertation, most SRSCD simulations are performed using α-Fe as a model material.
This choice is motivated by the fact that a large body of atomistic data exists for the binding
and migration of various defect cluster types inside iron, including helium-vacancy clusters.
Therefore, in all simulations carried out in the remainder of this chapter, the same list of
parameters for defect behaviors is applied to the various microstructures and irradiation
conditions under consideration. The allowed defects, their geometries, and the energetics
of their migration and binding behaviors are below and in Table 7, unless otherwise noted
for a specific simulation.
The defects modeled in the following sections of this chapter are:
1. Single defects: these are self-interstitial atoms (SIA), vacancies (V) or interstitial
helium atoms (He). These defects migrate in three dimensions and can cluster or
annihilate with other defects.
2. Vacancy clusters: these are treated as spherical clusters in SRSCD. Small vacancy
clusters are mobile and can migrate, cluster, and annihilate. Single vacancies can
dissociate from vacancy clusters.
3. Helium clusters: these are treated similarly to vacancy clusters, but are only allowed
to form up to size 4. These can migrate in 3D as well.
4. Helium-vacancy clusters: these are treated as spherical clusters in SRSCD as well,
with the size of the cluster given by the vacancies in the HemVn cluster. Some small
HemVn clusters are allowed to migrate and cluster with other defects (see Table 7).
5. Self-interstitial clusters size 2-4: these SIA clusters migrate in three dimensions and
are treated as spherical clusters in SRSCD.
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6. Larger mobile self-interstitial clusters: these SIA clusters are treated in as circular
dislocation loops that lie on a <111> plane and glide in the direction of their Burgers
vector. In SRSCD, individual <111> planes cannot be resolved but their reaction
rates for interaction with other defects are adjusted to reflect 1D migration and circular
geometry (see Table 1).
7. Larger immobile self-interstitial clusters: these SIA clusters are formed when two
<111> clusters meet and form a junction. In SRSCD, these are treated as immobile
circular clusters.
Note that He-SIA clusters are not allowed to form in this dissertation. Although some
studies have included such clusters [131, 23], the problem of He-SIA binding is not frequently
addressed in the literature. The effect of He-SIA clusters on helium desorption from thin
iron foils has been shown to be minor [63].
The behavior of interstitial helium clusters size greater than 4 is not well-parameterized
in the literature. As limiting cases, simulations were carried out allowing arbitrary inter-
stitial helium cluster size using the same binding energy as 4-He clusters (0.98 eV) and
compared to simulations in which 4-He clusters are the largest such clusters allowed to
form. No changes in effective diffusivity behavior were seen between these two methods,
and the results presented here correspond to simulations in which 4-He clusters are the
largest interstitial helium clusters allowed in the simulation.
4.3 Helium and displacement damage under ion irradiation conditions:
application to thin films
In this section, mechanisms of radiation damage evolution are investigated inside iron thin
films, with an emphasis on the interaction between displacement damage and helium. Thin
films are a frequently used microstructure in experimental studies of radiation damage be-
cause damage caused by light and heavy ions typically only penetrates hundreds of nanome-
ters to a few microns into a material. As studies of radiation damage using ion beams to
create damage are much simpler and cost-effective to operate than neutron damage, struc-
tures such as thin films that can be investigated with ion irradiation are commonplace. In
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Table 7: Migration and binding parameters used in SRSCD simulations. The diffusion of
HeV and HeV3 clusters are taken from the values found for Nb, which is assumed to be
similar to the behavior of Fe. HemVn clusters with m/n ≤ 0.5 are assumed to act as vacancy
clusters only, and do not allow He dissociation. Vacancy and helium binding energies in
HemVn for m/n > 0.5 are taken from [216].
Migration parameters D = D0e
−Em
kbT
Single vacancy Em = 0.67 eV, D0 = 8.2× 1011 nm2/s [74]
2-v cluster Em = 0.62 eV, D0 = 8.2× 1011 nm2/s [74]
3-v cluster Em = 0.35 eV, D0 = 8.2× 1011 nm2/s [74]
4-v cluster Em = 0.48 eV, D0 = 8.2× 1011 nm2/s [74]
Larger v clusters (immobile)
Single interstitial Em = 0.34 eV, D0 = 8.2× 1011 nm2/s [74]
2-i cluster Em = 0.42 eV, D0 = 8.2× 1011 nm2/s [74]
3-i cluster Em = 0.43 eV, D0 = 8.2× 1011 nm2/s [74]
4-i cluster Em = 0.43 eV, D0 = 8.2× 1011 nm2/s [74]
n-i cluster (1D) Em = .06 + .11(n
−1.6), [198]
D0 = (3.5× 1010 + 1.7× 1011n−1.7) nm2/s
Single-He Em = 0.077 eV, D0 = 5× 1011 nm2/s [216]
2-He cluster Em = 0.055 eV, D0 = 3× 1010 nm2/s [216]
3-He cluster Em = 0.062 eV, D0 = 1.5× 1010 nm2/s [216]
4-He cluster Em = 0.062 eV, D0 = 5× 109 nm2/s [216]
HeV (value for Nb) Em = 2.57 eV, D0 = 1.15× 1012 nm2/s [64]
HeV2 Em = 0.27 eV, D0 = 4.1× 1010 nm2/s [75]
HeV3 (value for Nb) Em = 1.42 eV, D0 = 1.15× 1012 nm2/s [64]
He2V Em = 0.33 eV, D0 = 1.16× 1011 nm2/s [216]
He3V Em = 0.31 eV, D0 = 2× 1010 nm2/s [216]
He4V Em = 0.28 eV, D0 = 2.36× 109 nm2/s [216]
He2V3 Em = 0.55 eV, D0 = 7.82× 109 nm2/s [216]
Binding energies
V2 → V+V Eb = 0.3 eV [74]
V3 → V2+V Eb = 0.37 eV [74]
V4 → V3+V Eb = 0.62 eV [74]
Vacancy clusters (n > 4) Evb (n) = 2.07− 3.01(n
2
3 − (n− 1)
2
3 ) [74]
I2 → I+I Eb = 0.8 eV [74]
I3 → I2+I Eb = 0.92 eV [74]
Interstitial clusters (n > 3) Eib(n) = 3.77− 5.05(n
2
3 − (n− 1)
2
3 ) [74]
He2 → He+He Eb = 0.43 eV [161]
He3 → He2+He Eb = 0.95 eV [161]
He4 → He3+He Eb = 0.98 eV [161]
Small HemVn clusters (m,n ≤ 4) Eb taken from Ortiz and Caturla [161]
HemVn (He binding,
m
n ≤ 0.5) (does not dissociate)
HemVn (He binding,
m
n > 0.5) E
He
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Table 8: Material parameters used in experiment [231] and rate theory [162] studies of
helium desorption from Fe foils
Anneal temp He concentration Sample thickness
559 K 1.39 ppm 2.5 µm
577 K 0.013 ppm 20.6 µm
667 K 0.109 ppm 2.6 µm
addition, thin films allow for other experimental techniques such as measurement of helium
desorption [231] and TEM investigation of damage accumulation [92].
In Section 4.3.1, SRSCD is used to simulate helium and Frenkel pair implantation in
iron thin films and the subsequent desorption caused by annealing. Results are compared
to experimental results [231] and mechanisms of helium mobility are investigated in Section
4.3.2. Finally, more in-depth study of the impact of various microstructural and irradiation
conditions on helium migration in irradiated iron thin films is carried out in Section 4.3.3.
4.3.1 Helium desorption from low-temperature implanted and annealed iron
thin films
Helium desorption experiments can be used to investigate the mobility of implanted helium
in irradiated metals. In these experiments, helium is implanted in thin foils, causing simul-
taneous displacement damage in the form of Frenkel pairs. After allowing the system to
equilibrate, the thin foil is annealed in a vaccuum and the fraction of implanted helium that
is released as a function of time is measured. This has been studied previously in experi-
mental studies [231] and using spatially resolved rate theory developed by Ortiz et al. [162].
In these studies, three iron foils varying in width from 2.5 µm to 20.6 µm are implanted
with helium to a variety of initial concentrations and subsequently annealed at a variety
of annealing temperatures. The irradiation and annealing parameters for this experiment,
which are also used as simulation parameters, are given in Table 8.
To simulate the experimental conditions, Ortiz et al. first implanted helium, vacancies,
and self-interstitials homogeneously in the material to the concentrations listed in Table 8,
with 200 Frenkel pairs per helium atom introduced. The system was then allowed to reach
steady-state at 300 K and subsequently annealed at high temperature. The boundaries of
the iron foil were treated as free surfaces (infinite sinks for all mobile point defects) and the
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amount of helium released from the system as a function of time was tracked.
In the rate theory simulation by Ortiz et al. [162], the mobile species were limited to
He, single vacancies, single interstitials, and 2-interstitial clusters. It is important to note
that the rate equations used by the authors differ from the rate equations presented in
this dissertation, and can be found in [161]. Using rate theory, Ortiz et al. [162] were
able to achieve good agreement between simulation results and experiment, assuming some
modified defect mobilities due to the effect of impurities in the material.
4.3.1.1 Defect parameters and reaction rates
To simulate this experiment using SRSCD, the same material parameters are used, but all
species which have been found to be mobile in iron are allowed to migrate. In addition, HeV
and HeV3 clusters have been studied in Nb [64] but do not have migration data available
in Fe. For this simulation the migration values from Nb are used for HeV and HeV3,
but since these defects have relatively high migration energy the impact of their migration
on the simulation results is negligible. In order to best match the simulation parameters
used by Ortiz et al. [162], some vacancy and interstitial diffusivity parameters used in this
simulation differ from the values used in the majority of the simulations in this chapter,
and therefore the parameters in Table 7 are not used. Instead, the migration and binding
energies of all cluster types used in this simulation are given in Table 9. In addition, in
these simulations small SIA clusters are assumed to migrate with mixed 1D-3D character
as discussed in Section 3.2.2.4. Therefore, the sink strength for interaction between these
defects is given by equation (42), and the parameters used to determine the frequency of
direction changes are also given in Table 9.
In order to include helium in the reaction rates for defect clustering, HeV clusters are
assumed to be spherical with radius given by the number of vacancies in the cluster. Helium
clusters are also assumed to be spherical, but the population of interstitial helium clusters
is never significant. Thus reaction rates for He+HeV, V+HeV, HeV+HeV, and SIA+HeV
(with the number of V greater or equal to the number of SIA) are found using the same
methods as described in Chapter 3.
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Table 9: Migration and binding parameters used in spatially resolved stochastic rate theory
simulation of Helium desorption from Fe foil. The diffusion of HeV and HeV3 clusters are
taken from the values found for Nb, which is assumed to be similar to the behavior of
Fe. For the binding energy of vacancies to large HemVn clusters, the He was not taken
into account. A functional form for this binding energy exists [216] but does not apply to
clusters where m << n. Most large HeV clusters in this simulation are of this type.
Migration parameters D = D0e
−Em
kbT
Single vacancy Em = 0.6 eV, D0 = 7.9× 1011 nm2/s [131]
2-v cluster Em = 0.66 eV, D0 = 3.5× 1010 nm2/s [131]
Larger v clusters (immobile)
Single interstitial Em = 0.25 eV, D0 = 1.3× 1010 nm2/s [131]
2-i cluster Em = 0.36 eV, D0 = 3.516× 1012 nm2/s [131]
3-i cluster Em = 0.14 eV, D0 = 1.21× 1011 nm2/s [131]
4-i cluster Em = 0.15 eV, D0 = 1.32× 1011 nm2/s [131]






Single-He Em = 0.077 eV, D0 = 5× 1011 nm2/s [216]
2-He cluster Em = 0.055 eV, D0 = 3× 1010 nm2/s [216]
HeV Em = 2.57 eV, D0 = 1.15× 1012 nm2/s [64] (value for Nb)
HeV2 Em = 0.27 eV, D0 = 4.1× 1010 nm2/s [75]
HeV3 Em = 1.42 eV, D0 = 1.15× 1012 nm2/s [64] (value for Nb)
He2V Em = 0.33 eV, D0 = 1.16× 1011 nm2/s [216]
He3V Em = 0.31 eV, D0 = 2× 1010 nm2/s [216]
He4V Em = 0.28 eV, D0 = 2.36× 109 nm2/s [216]
He2V3 Em = 0.55 eV, D0 = 7.82× 109 nm2/s [216]
1D-3D direction change v = v0e
− Ev
kbT
2-i cluster Ev = 0.088 eV, v0 = 2.86× 1011 s−1 [197]
3-i cluster Ev = 0.271 eV, v0 = 4.54× 1011 s−1 [197]
Binding energies
Small clusters (n ≤ 4) Eb taken from Ortiz [162]
Vacancy clusters Evb (n) = 2.07− 3.01(n
2
3 − (n− 1)
2
3 ) [74]
Interstitial clusters Eib(n) = 3.77− 5.05(n
2
3 − (n− 1)
2
3 ) [74]
HemVn (He binding) E
He











HemVn (V binding) E
v
b (n) = 2.07− 3.01(n
2
3 − (n− 1)
2
3 ) (same as v clusters)
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The binding of helium to single interstitials and self-interstitial clusters is a problem
that has not been fully addressed in the literature. Marian et al. [131] and Becquart et
al. [23] have studied defect evolution including He-SIA cluster formation, while the work of
others such as Ortiz et al. [162] neglects this effect. In general, the availability of parameters
governing the behavior of He-SIA clusters is low. Therefore, this simulation was carried out
using only He-V clustering. In order to test the significance of this choice, identical helium
desorption simulations were performed using the He-SIA parameters reported by Marian et
al. [131], assuming that He-SIA clusters are stable and immobile. Although a large number
of He-SIA clusters appeared at the beginning of the annealing stage of the simulation, the
change in the overall desorption results was minor. In addition, the physical mechanisms
responsible for helium desorption do not change in this case. A larger study of the effect
of He-SIA binding on defect accumulation in metals, with an improved set of parameters
such as binding and migration energies of these defects, is warranted but outside the scope
of this work.
In agreement with the results of Soneda [197], self-interstitial clusters of size 2 and 3 are
assumed to migrate with mixed 1D-3D character, and their reaction rates for combining
with other defects are calculated using the sink strength from equation (42). Although
the frequency for direction changes is taken from the work of Soneda, in order to keep the
parameter set as consistent as possible, the interstitial migration energies used are the same
as those used by Marian [131]. These vary significantly from the migration energies for
small interstitial clusters found by Soneda. However, when the simulation was repeated
with the migration energies of Soneda for small interstitial clusters, the results did not
change significantly. In addition, allowing only 3D migration for small interstitial clusters
also produced similar results, although the migration energy of single vacancies had to be
adjusted to 0.68 eV to achieve agreement with experimental results. This value is well
within the range of values reported for the migration of a single vacancy in Fe [131, 197]. It
is therefore expected that the mixed 3D-1D migration behavior of small interstitial clusters
does not have a major impact on the results of this study.
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4.3.1.2 Description of simulations and results
After implanting helium and Frenkel pairs in the simulated thin foil (200 Frenkel pairs per
helium atom, in agreement with Ortiz et al. [162]), the system is evolved for 1 second at
300 K and subsequently annealed for 2 × 104 seconds at the higher temperature, with the
boundaries of the system free surfaces for the entire simulation. The boundary conditions
of the system during the low-temperature annealing part of the simulation were shown to
not strongly impact the results of the simulation. The amount of helium released from the
system and the types of helium clusters that leave the system are recorded as a function of
the annealing time.
Figure 33 shows helium desorption for the 559 K sample using SRSCD compared to
experiment. The results provided by SRSCD differ from the experimental results when using
the parameters listed in Table 9. Although the qualitative results match, the model predicts
significantly more helium release than was measured in experiment or simulated in the rate
theory model of Ortiz et al. [162]. The reason for this difference is hypothesized to be
the long-range mobility of SIA clusters in this simulation, which increases annihilation with
helium-vacancy clusters, causing increased helium mobility. Assuming that the material has
some impurity content, interstitial clusters could be trapped and become immobile when
interacting with impurity atoms [99]. In the work of Ortiz et al. [162], the migration energy
of vacancies was used as a fitting parameter in order for the rate theory results to match
experiment. This variation of vacancy migration energy is explained by Ortiz to be the
result of the presence of impurities in the iron foil. In this work, vacancy migration energies
are not modified but SIA cluster pinning by impurities is treated instead. Therefore, in this
simulation, the mean free path for interstitial clusters to become immobile is varied to fit
the simulation results to experimental results. The simulation results are shown to depend
only weakly on the actual value of the mean free path chosen and thus an optimal value of
mean free path is not found. Nonetheless, when this method is applied the SRSCD results
match the experiment more closely.
It is interesting to note that if, instead of the mean free path described above, interstitial



















Helium desorption results - mobile interstitials
experiment
SRSCD
Figure 33: Fraction of He released, 559 K anneanling. Interstitial clusters are assumed to
be mobile until interacting with a second interstitial cluster, at which point they form a
junction and become immobile. These results predict more helium release than measured
experimentally by Vassen et al. [231].
are almost identical to results obtained by using of a mean free path for interstitial cluster
migration. Thus the approach of Ortiz et al. [162], which only considers single SIAs and
2-interstitial clusters as mobile, treats interstitial migration in much the same way as this
simulation. This is due to the fact that one-dimensionally migrating SIA clusters have a
low cross-section for interacting with other defects and are therefore likely to reach the end
of their mean free path and become sessile before interacting with other defects. Therefore
the main difference between the models is the mobility of small HemVn clusters.
The helium desorption results of the SRSCD simulation compared to experiment af-
ter including SIA cluster pinning by impurities are shown in Figure 34. A reasonable fit
is achieved when comparing simulation to experimental results, even though these simu-
lations represent a range of 100 K in annealing temperature, two orders of magnitude in
initial helium content, and one order of magnitude in layer thickness. It should be noted
that SRSCD necessarily depends on a large number of binding and migration energies and
prefactors, some of which are not agreed upon in the literature. The simulation results are
most sensitive to binding and migration energies of small clusters such as V2 and HeV2.
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Changing any of these parameters changes the quantitative results of the simulation while


























Figure 34: Fraction of helium released in desorption simulations, using experimental pa-
rameters given in Table 8.
4.3.2 Mechanisms of helium desorption through HemVn cluster migration
Unlike rate theory simulations, the capabilities provided by the SRSCD methodology allow
for precise quantification of the mechanisms responsible for helium migration during the
desorption process. In the rate theory simulations of Ortiz et al. [162], HemVn clusters
are not mobile. Helium desorption therefore occurs either by substitutional replacement
by interstitials SIA+HeV→ He, which leaves a mobile interstitial helium atom behind, or
by helium dissociation from HeV clusters. In either case, only mobile He interstitials can
leave the free surface of the material. By contrast, studies of HemVn migration have shown
that small clusters are in fact mobile [64, 216, 75, 28]. Helium release from the free surfaces
of a thin Fe foil through HemVn cluster migration is a problem particularly well-suited to
SRSCD, due to the size and timescale of the system and the number of mobile species
involved. By allowing small HemVn clusters to migrate, new regimes during which the
dominant mechanism of helium desorption changes can be found using SRSCD.
To study helium release from the free surface of the foil, every instance of helium leaving
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the system through the free surface is recorded, along with the type of defect that carried
the helium out and the simulated time. The simulated annealing time is then divided into
intervals representing an order of magnitude increase in annealing time. The rate of helium
desorption per cm2 of surface area for each of the three main mobile defects containing
helium (interstitial He, HeV2, He2V3) is then plotted for each interval. The results of this
analysis are shown in Figure 35.
The mechanism for helium release from the free surface of iron foils in this simulation is
dependent on both temperature and time. In all simulations, HeV2 clusters dominate initial
helium release from the system. Mobile HeV2 clusters are created first as vacancies combine
with HeV clusters at early times (before 10−3 seconds at 559 K) and then as HeV3 clusters
release vacancies (up to tens of seconds at 559 K). Interstitial helium is very unlikely to
reach the free surface before interacting and combining with vacancy clusters, preventing
the release of interstitial helium at the free surfaces early in the simulation.
As time evolves and average cluster sizes increase, the number of HeV3 defects present
in the system decreases and the creation of HeV2 becomes less common. At this point,
the presence of HemVn clusters with m > n becomes likely enough that dissociation of
helium directly from these defects causes interstitial helium to be once again present in the
material. This helium diffuses out of the material more easily than before, because the total
defect density is less and interstitial helium is more likely to reach the free surface before
being interacting with a vacancy or HemVn cluster. The intermediate presence of He2V3
clusters comes about in a similar manner to HeV2, as the timescale becomes longer and
more clustering and dissociation reactions become feasible. The mechanism and timescale
of helium release varies from sample to sample due to the differences in initial defect density
and temperature of annealing. In the 667 K simulations, a small number of He2V clusters
also dissociate from the free surface near the end of the simulation.
The migration and binding energies of small HeV clusters used in this simulation likely
vary from the actual values somewhat. This is due to the fact that values for migration
in Nb are used in place of Fe for HeV and HeV3 clusters, and due to the fact that other

























































































Figure 35: Release rates for time intervals of annealing of interstitial He, HeV2, and He2V3
from iron foils for the three samples listed above. As time evolves, the mechanism of helium
release shifts from HeV2 to interstitial He and He2V3.
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rate of He desorption is very dependent on the energetics of small HeV and V clusters, the
qualitative results of this simulation should be emphasized over the quantitative results. As
the parameters describing the behavior of helium, vacancies, and interstitials improve, the
results of such simulations should match reality more closely.
In the analysis of Ortiz et al. [162], the initial helium release is caused by interstitial
clusters dissociating at the annealing temperature and creating interstitial helium through
substitution replacement reactions with HeV clusters. The subsequent, long-time annealing
behavior is then caused by helium dissociation from HemVn clusters. However, their rate
theory simulation does not account for mobility of small HeV clusters and therefore may
not capture some of the effects described here.
4.3.3 Effective helium diffusivity in irradiated α-Fe thin films
The results of the simulations described in Sections 4.3.1 and 4.3.2 indicate that helium
migration in irradiated materials is a complicated phenomenon, as helium-vacancy clusters
have a range of mobilities depending on their content and the irradiation temperature.
Therefore, in this section a more systematic study of the role of various irradiation and
microstructural parameters on helium mobility is performed. These results can aid in the
design of radiation-resistant materials by describing ideal grain sizes (using a thin film as
a proxy for a single grain in this study) in engineered materials in order to enhance defect
recombination and remove helium from the system.
Helium can occur in metals due to (n, α) reactions or direct implantation. Its subsequent
behavior within the metal has a significant impact on the mechanical properties of the
metal. In particular, the formation of helium bubbles can lead to effects such as hardening,
embrittlement, and accelerated crack growth [112, 230, 179]. It is therefore important to
understand the mechanisms responsible for helium diffusion and clustering in a variety of
environments to predict the microstructural evolution and mechanical behavior of materials
that operate in environments that expose them to helium damage.
The dominant mechanism for helium transport in metals depends on many variables,
such as irradiation conditions (i.e. dpa, dpa rate), temperature, helium concentration, and
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other defects present in the material [71, 221]. In irradiated metals, previous work [71, 221]
has identified three temperature regimes in which different mechanisms dominate helium
diffusivity, with each regime providing greater diffusivity than the previous: (1) cascade
mixing at low temperatures T < 0.2 Tm, (2) helium trapping at vacancies and subsequent
replacement by self-interstitial atoms at intermediate temperatures 0.2 Tm < T < 0.5 Tm,
and (3) helium trapping at vacancies and diffusion with the assistance of a second vacancy
at high temperatures T > 0.5 Tm (Tm being the melting temperature). Bubble formation is
both a function of effective helium diffusivity and the density of potential bubble nucleation
sites such as grain boundaries, bi-material interfaces, or clusters of impurities [230, 51].
These mechanisms suggest that effective helium diffusivity may not remain constant
throughout the lifetime of a material as radiation damage accumulates. This effect has
been observed in studies estimating the ages of natural minerals zircon and apatite, which
contain naturally occurring uranium and helium from (n, α) reactions. Such studies depend
on the effective diffusivity of helium in these materials, which decreases over time as the
radiation damage accumulates and helium is trapped at damage sites [187, 88].
Models of effective helium diffusivity at intermediate temperatures in metals have fo-
cused on a substitutional mechanism of helium migration [221, 81, 173]. In these models,
helium is trapped at vacancy sites and helium migration is characterized by jumps from
vacancy to vacancy either through replacement with a self-interstitial or thermal dissocia-
tion. These mechanisms are thought to apply to all metals [221]. Such models for helium
transport do not account for more complex damage states and helium-vacancy clustering.
Molecular dynamics studies have shown that small helium-vacancy clusters such as HeV2
and He2V3 are in fact mobile in iron [75, 216], while molecular statics simulations have
determined the migration energy of HeV2 and HeV3 in Cu and Nb to be slightly higher
than that of a single vacancy [64]. However, the relative importance of these migration
mechanisms compared to the ones described above in controlling effective helium diffusivity
are not known.
The present work focuses on the relationship between effective helium diffusivity in thin
iron foils and total dpa, temperature, dpa rate, helium-to-dpa ratio, foil thickness, and
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implantation type (Frenkel pair implantation vs cascade damage). To this end, two differ-
ent methods are used: (1) object kinetic Monte Carlo (OKMC) [135], which is used here
primarily for the sake of validation, and (2) spatially resolved stochastic cluster dynamics
(SRSCD) [63]. As OKMC simulations track each defect within a given volume they provide
atomic scale spatial resolution of complex systems at the expense of relatively large com-
putational cost. OKMC is therefore used here to study helium diffusivity within a baseline
set of implantation conditions (see Table 10) and the results are compared to simulations
using SRSCD. Stochastic cluster dynamics has been shown to efficiently simulate radiation
damage in systems with multiple chemical species and timescales greater than 104 seconds
in thin foil annealing simulations [131, 63]. This method results in loss of spatial resolution
below the scale of the volume elements chosen but, given an appropriate choice of simula-
tion volume, can result in shorter computation times than OKMC, allowing for the study
of effective helium migration over a large spectrum of conditions.
Effective helium diffusivity is found in this study to be strongly dependent on implan-
tation conditions. Diffusivity decreases with increasing total dpa and decreasing dpa rate.
Layer thickness, He-to-dpa ratio, and implantation type (cascade vs Frenkel pair) are also
shown to impact helium diffusivity to varying degrees. Both the chemical species responsi-
ble for the majority of helium migration and the presence of barriers to helium migration
vary with temperature, implantation rate, total dose, and implantation type. Therefore,
helium diffusivity does not follow a traditional Arrhenius law with a constant effective mi-
gration energy. The physical mechanisms responsible for these changes in diffusivity are
investigated in the following sections under a range of implantation conditions.
4.3.3.1 Material parameters and irradiation conditions
In this study, helium diffusivity in thin iron foils is studied under a range of implantation
conditions. The effect of temperature, total dpa, dpa rate, He/dpa ratio, layer thickness,
and implantation type (20 keV cascades vs Frenkel pairs) on effective helium diffusivity is
quantified. Irradiation conditions used in this study are given in Table 10.
Allowed defects and reaction rates are the same as listed in Section 4.2 and in Table 1,
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Table 10: Table of implantation conditions used in simulations. The effect of changing each
parameter on effective diffusivity of helium was studied.
Default implantation
Thickness 200 nm
dpa rate 10−4 dpa·s−1
Helium to dpa ratio 2× 10−2
Total dpa 10−5 to 10−2 dpa
Implantation type 20 keV cascades
Quantities varied
Temperature 273 K to 673 K
dpa rate 10−6 to 10−2 dpa·s−1
Helium to dpa ratio 2× 10−1 and 2× 10−2
Thickness 50 nm, 200 nm, and 800 nm
Implantation type Frenkel pairs and
20 keV cascades
respectively. These represent the standard set of defect parameters for radiation damage
evolution in α-Fe used in the majority of this dissertation. Migration and binding parame-
ters for Fe used in the OKMC and SRSCD simulations are found in Table 7. The migration
and binding parameters used here for vacancies, self-interstitials and their clusters have
previously been shown to successfully reproduce experimental results [39].
4.3.3.2 Calculating effective He diffusion - methodology
The effective diffusivity of helium is calculated differently in OKMC and SRSCD sim-
ulations, due to their different treatment of spatial resolution. The OKMC simulation







where ~ri and ~rf are the original and the final coordinates, respectively, of each helium atom,
N is the total number of He atoms in the simulation box and 4t is the elapsed time. The
results are then averaged to find the overall effective diffusivity of helium in the system.
Note that this method accounts for the helium atoms that still remain in the simulation
box when the simulation finishes, regardless of the type of defects they belong to. He atoms
released from the free surface are not included in the calculation of effective diffusivity.
In SRSCD, effective diffusivity of helium is calculated using the fraction of implanted
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helium retained in the material after irradiation. This percentage is then fitted to a gradient-
driven diffusion model that ignores the effects of various helium-defect interactions and
instead assumes all helium has constant (effective) diffusivity D. To calculate effective
diffusivity using a simple gradient-driven diffusion model, we first solve the relevant diffusion
equation for the concentration of helium C in our thin film:
dC
dt
= ∇ · (D · ∇C) + f0 (84)
where f0 is the source term for helium, a known constant in these simulations. Given a
thin film with thickness L, normal in the x−direction and zero concentration at x = 0
and x = L, this equation becomes one dimensional by symmetry and (assuming constant
effective diffusion D) has a solution given by:





















To solve for the effective diffusivity, we state that the helium remaining in the system
must equal the fraction helium retained F as calculated in the full SRSCD simulation at








where A is the cross-sectional area of the sample. Integrating, we get the equation for the



















All constants in this equation are known, and it can be solved numerically for the
effective diffusion rate. In this work, the number of terms in the series expansion used is
varied to assure convergence of the solution.
Due to the difference in methodology for measuring effective helium diffusion between
OKMC and SRSCD methods, it is important to verify that the effective diffusion D given
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by each method is equivalent. The effective diffusivity of helium in a simulated 200 µm iron
foil at 273 K and 373 K implanted using the default implantation conditions given in Table
10 is shown as a function of dpa in Figure 36 using both OKMC and SRSCD. Both methods
are in good agreement in the range of dpa used in this simulation. This indicates that the
methodology developed in this work for estimating effective helium diffusivity using SRSCD
is both computationally efficient and reliable.
In the following sections, combined helium and Frenkel pair or cascade damage is carried
out in SRSCD using the implantation conditions given in Table 10 in α-Fe thin films,
and the effective diffusivity is estimated using the SRSCD methodology described above.
The impact of various microstructural and irradiation conditions on effective diffusivity is
investigated and mechanisms for helium migration are discussed.
4.3.3.3 Effective diffusivity with increasing total dose
The effect of total radiation dose (in dpa) on the effective diffusivity of helium in samples
with implantation conditions given in Table 10 is first investigated. Temperatures from 273
K - 673 K are used to create Arrhenius plots in which the logarithm of effective diffusivity
D is plotted as a function of the inverse temperature, with the total dose ranging from 10−5
to 10−2 dpa. The results are shown in Figure 37. A standard thermally activated process,




An Arrhenius plot of a functional form of this type will appear as a straight line, with the
y-intercept given by D0 and the slope of the line given by −Em. Unlike the Arrhenius plots
for standard thermally activated processes, the Arrhenius plots for diffusivity D generated
by SRSCD are nonlinear at high temperatures, and increasingly so for higher displacement
doses. This indicates a change in the migration mechanism of helium at high temperatures.
The physical nature of this amplified helium diffusivity at high temperatures is discussed
in Section 4.3.3.6.
















































Figure 36: Effective helium diffusivity in a simulated 200nm iron sample implanted to 10−2
dpa at 273 K and 373 K. OKMC and SRSCD provide good agreement in effective helium
diffusivity over the range of dpa simulated here.
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decreases significantly at all temperatures studied here. As dpa increases, more vacancies
and clusters are present in the material. These act as sinks for implanted interstitial helium
and decrease its range of migration, thus decreasing effective diffusivity.
In the low temperature linear regions of the Arrhenius plots, effective migration energies
are between 0.02 - 0.06 eV, indicating that the process that governs helium migration is
dominated by a low activation energy mechanism. Most mobile helium is in the form of
interstitial helium implanted in the material before it is trapped by a vacancy or vacancy
cluster. This mobile helium has a migration energy of 0.077 eV (see Table 7), and is
thought to be the dominant species responsible helium mobility at low temperatures. The
effective migration energy for helium found here is even lower than the migration energy of
interstitial helium because the population of small, mobile HemVn clusters decreases and
larger immobile clusters form as temperature increases. The increase in diffusivity at higher


























Figure 37: Arrhenius plots for effective helium diffusivity for several values of total dose.
Other implantation conditions are given in Table 10.
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4.3.3.4 Effective diffusivity with increasing dose rate
The effect of dpa rate on the effective diffusivity of helium was also studied. Dose rates
from 10−12 to 10−2 dpa·s−1 are investigated. The results shown here correspond to a
total dose of 10−2 dpa. All other implantation conditions are listed in Table 10. The dpa
rates simulated represent the damage rates spanning fission, fusion, and ion implantation
[37, 121, 190, 35, 66, 193]. At low dpa rates, no defects are left in the simulated volume
at the end of the simulation and therefore effective diffusion could not be quantified using
SRSCD. The results of estimated helium diffusivity as a function of dpa rate for rates
ranging from 10−6 to 10−2 dpa·s−1 are shown in Figure 38.
As the damage rate decreases, the effective diffusivity of helium also decreases for all
temperatures in this simulation except in cases where the material is completely defect-free
at the end of the simulation. This is a somewhat counter-intuitive result, as the lower dpa
rate simulations result in less total damage in the system, indicating that more defects
travel to the free surface. However, since most helium diffusivity occurs immediately after
implantation in the material, the amount of time that helium is trapped at sinks increases as
dpa rate decreases. Therefore, decreasing the implantation rate also decreases the effective
diffusivity of helium.
Here, as in the previous section, the Arrhenius plots of effective diffusivity are not
linear with temperature, indicating a shift in the dominant migration mechanism for helium
as temperature increases. Results are not shown in Figure 38 for the lowest dpa rate
(10−6 dpa·s−1) at the highest temperature (673 K) because the material became completely
annealed at this particular choice of implantation conditions, causing an effective vertical
asymptote in helium diffusivity between 623 K and 673 K. The physical mechanism causing
these behaviors is discussed in Section 4.3.3.6.
4.3.3.5 Effects of layer thickness, He/dpa ratio, and implantation type
The effect of varying layer thickness, He/dpa ratio, and damage in the form of Frenkel pairs
or cascades on the effective diffusivity of helium was also studied. Values of implantation


























Figure 38: Arrhenius plots for effective helium diffusivity at a dose of 10−2 dpa for several
values of implantation rate. Implantation conditions are given in Table 10.
these various simulated implantation conditions are shown in Figure 39.
At low temperatures, effective helium diffusivity is independent of layer thickness. How-
ever, narrower layers accumulate fewer defects due to the larger interface to volume ratio.
Above 675 K, first the 50 nm layer and then the 200 nm layer become completely annealed
as temperature increases, creating a vertical asymptote in effective diffusivity similar to
the one seen at low dpa rates and high temperatures. The values for effective diffusivity
in the 50 nm and 200 nm layers at very high temperatures shown in Figure 39 are only
rough estimates due to the very small number of helium atoms (less than one on average)
remaining in the simulation volume. The temperature at which this completely annealed
behavior occurs increases with layer thickness.
Helium to dpa ratio is not shown to strongly influence helium diffusivity when increased
by an order of magnitude from the value in typical helium implantation experiments. The
number of stable sinks for helium is dependent on the vacancy content of the system and
not the helium content. Therefore, the introduction of a greater quantity of helium in the
system with the same number of vacancies and self-interstitials simply resulted in HemVn
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clusters with a larger ratio of m to n without changing the density of sinks for interstitial
helium.
Frenkel pair implantation is shown to have a strong effect on helium diffusivity at both
high and low temperatures. Due to the tendency of thin foils implanted with Frenkel
pairs to release all defects from the free surface at high temperatures, a lower temperature
range of 173 K - 423 K was studied with Frenkel pair implantation. Unlike the cascade
results (which are shown from 273 K - 673 K in Figure 39), the Arrhenius plot of helium
diffusivity with Frenkel pair implantation seems to display three major regimes for effective
diffusivity: (1) a low-temperature region where the effective helium diffusivity is low but
the slope of the Arrhenius plot is relatively high, (2) an intermediate region where effective
helium diffusivity remains relatively constant, and (3) a high-temperature region where
diffusivity increases with temperature, similar to the high-temperature region of the cascade
implantation Arrhenius plot. The mechanisms responsible for the changing diffusivity in
each of these three regions will be discussed in the next section.
4.3.3.6 Migration mechanisms with cascade implantation
In order to study the physical mechanisms responsible for the nonlinear behavior observed
in the Arrhenius plots, the species of helium or helium-vacancy cluster that migrates out of
the free surface of the thin iron foil is recorded in the SRSCD simulations. This provides
information on the species responsible for the majority of helium migration at various times
and temperatures.
At all temperatures and times studied with cascade implantation, the dominant species
responsible for helium release at the free surface is interstitial helium. A non-negligible
fraction of helium released at low temperatures and high dpa are in the form of mobile
HeV2 and He2V, but as temperature increases these defects become less common. Mobile
HemVn clusters are therefore not responsible for the strongly increased helium diffusivity
at high temperatures. In addition, the rate of helium dissociation from HemVn clusters
is never high enough for this to be a significant contributor to mobile interstitial helium
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Figure 39: Effect of changing layer thickness thickness, He/dpa ratio, and implantation
type on effective He migration in thin Fe films. All simulations represent 10−2 dpa at 10−4
dpa·s−1.
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an interstitial helium) also becomes less likely as temperature increases. Therefore the
dominant source of mobile helium in these simulations is interstitial helium immediately
after it is implanted in the material, before it has been trapped at a vacancy cluster or
released from the free surface.
This observation is in agreement with effective diffusivity decreasing both with increasing
dpa and decreasing dpa rate. As the total dpa increases, the number and size of sinks for
helium increases, limiting its mean free path before it becomes trapped and immobile. As
dpa rate decreases, assuming other helium in the system is trapped and immobile, the
amount of time between implantation events of mobile interstitial helium atoms is greater.
Therefore, the ratio of trapped helium to interstitial helium is higher at lower dpa rates,
and the effective helium diffusivity decreases.
At high temperatures, greatly increased helium diffusivity is observed, especially at low
dpa rates and high total dpa. However, as previously stated, the dominant mechanism for
helium diffusion in these simulations is still interstitial helium directly after implantation,
before trapping at a sink (usually a HemVn cluster). The cause of this greatly increased
helium diffusivity can instead be seen by comparing the rate of helium release from the
material to the volume density of defects in the material. This comparison is shown in
Figure 40. The volume density of defects in the material greatly decreases at 673 K, due to
the activation of vacancy dissociation from Vn and HemVn clusters. At this temperature,
vacancies are able to quickly escape the system or become trapped at the relatively small
number of large HemVn clusters. Therefore, few Vn clusters remain and interstitial helium
atoms can migrate long distances before they are trapped, greatly increasing the effective
diffusivity of the system.
This effect is most pronounced at low dpa rates and low layer thicknesses because va-
cancy clusters can more easily dissociate and escape through the free surface in between
helium implantation events. In the extreme case, all defects are released at the free surface
and no implanted helium is trapped in the material. At high temperatures, low dpa rates,








































Figure 40: Release rate of interstitial helium from the free surface of thin iron foils compared
to the density of defects contained in the foils as a function of temperature. Results are
shown at 10−2 dpa.
limit of the approximation that the free surface acts as a perfect sink. It is therefore inter-
esting to note that the dpa rates expected in fusion first walls and fission pressure vessel
chambers are lower than in the simulations presented here [193, 37, 121, 190, 35, 66]. Simu-
lations at those dpa rates resulted in no defects in the material at the end of the simulation
and were unable to estimate effective diffusivity.
4.3.3.7 Migration mechanisms with Frenkel pair implantation
Frenkel pair-implanted thin films show significantly different effective diffusion behavior
than cascade damage given the same dpa rate, He/dpa ratio, and other implantation con-
ditions. In the previous section, three regions of temperature were shown to exhibit three
types of effective diffusion behavior. By analyzing the types of helium clusters escaping
through the free surface of the material as a function of temperature, we can study the
mechanisms responsible for effective helium migration in these three regions. Figure 41
shows the rate of release of interstitial helium and small HemVn clusters at 173 K, 273






























Figure 41: Mechanisms of He release from the free surface of a 200 nm Fe thin foil during
implantation to 10−2 dpa with Frenkel pairs and interstitial He.
than in the case of cascade implantation. By studying both helium release and the density
and type of defects in the material, we arrive at the following conclusions about helium
diffusivity under Frenkel pair implantation:
1. At 173 K, helium release is mixed between interstitial helium and small clusters such
as He2V1, He3V1, and He4V1. Most immobile helium at these temperatures is in the
form of He1V1, He2V2, He3V2, or He4V2 clusters. Thus, helium mobility is governed
by substitutional replacement of immobile HemVn clusters to form mobile HemVn−1
clusters. The effective migration energy of helium at this stage, given by the slope of
the Arrhenius plot, is approximately 0.33 eV.
2. At 273 K, the substitutional replacement mechanisms for helium release are still sig-
nificant, but the overall density of defects in the material has decreased. In addition,
the fraction of helium trapped in clusters that cannot easily become mobile has in-
creased at this temperature range. Therefore, a greater fraction of implanted helium
is either released immediately from the material or is trapped permanently at a sink,
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and the effective migration energy in this region is greatly reduced to approximately
0.02 eV.
3. At 373 K, as in cascade simulations at high temperatures, vacancy dissociation and
escape through the free surface allows the material to ‘clean up’ internally, decreasing
the total defect concentration in the material. This leads to an increase in effective
helium diffusivity that is nonlinear on the Arrhenius plot. The fact that this effect
occurs at lower temperatures in Frenkel pair implantation than cascade implantation is
due to the smaller average size of vacancy clusters, which have lower binding energies.
Note also that the increased diffusivity of vacancies has made the HeV2 mechanism a
viable release mechanism at this temperature, contributing to the increased effective
migration energy as well.
4.3.4 Summary
In Section 4.3, SRSCD simulations of helium implantation and subsequent evolution in-
side α-Fe thin films are used to demonstrate the complicated nature of helium mobility in
irradiated metals. Implantation and desorption results show that the species responsible
for helium desorption from implanted α-Fe thin films evolves as a function of implantation
conditions and annealing time. A more detailed study of the effective diffusivity of helium
implanted in α-Fe thin films under a variety of microstructure and irradiation conditions
confirms this observations, and several regimes are identified in which helium migration is
dominated by various effects such as substitutional replacement, migration of small HeV
clusters, and so on.
These results highlight the benefits of simulation techniques such as SRSCD, which
can efficiently compute effective diffusivity over a wide range of input parameters while
including complicated defect behaviors in the model such as HeV2 diffusivity and reaction
rates for clustering of defects that diffuse in a mixed 1D-3D fashion. These capabilities
allow simulation of a larger range of input space than traditional models, including damage
content at radiation doses that can be compared directly to experiments, as discussed in
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the following section.
4.4 Neutron damage accumulation over long timescales: application to
bulk materials
In this section, SRSCD is used to simulate radiation damage accumulation in neutron-
irradiated coarse-grained α-Fe. These simulations are used to investigate aspects of cascade
damage at intermediate and high doses, such as the impact of the interaction between dis-
placement cascades and defects already present in the material. In addition, the computa-
tional efficiency of SRSCD allows direct comparison between simulated defect populations
and experimentally measured populations using TEM and PAS techniques [67, 259]. In
Section 4.4.1, the irradiation conditions and simulation parameters used in this study are
defined. Next, three aspects of damage accumulation in neutron-irradiated coarse-grained
iron are investigated: (1) the effect of interactions between displacement cascades and de-
fects already present in the material (Section 4.4.2), (2) the impact of the PKA energy of a
displacement cascade on damage production and subsequent accumulation (Section 4.4.3),
and (3) the impact of impurities such as carbon that act as pinning points for SIA loops on
defect statistics (Section 4.4.4). Finally, using the information gained in the previous three
sections, neutron damage is simulated using irradiation conditions that best match exper-
imentally reported iron irradiation conditions [67] and damage accumulation is compared
to experimental results in Section 4.4.5.
4.4.1 Description of simulation and methodology
In this study, damage accumulation is simulated using the material and irradiation condi-
tions reported by Eldrup et al. [67]. Cascade damage accumulation is simulated in SRSCD
using the adaptive meshing scheme described in Section 3.3.3. The relevant irradiation
conditions are shown in Table 11. Two parameters are varied to study their effect on the
damage microstructure: the cascade energy (in keV) and the concentration of traps for
mobile 1-D SIA loops (in ppm). In the latter case, when SIA loops encounter traps, they
become immobile permanently. In addition, two mobile SIA loops that join to form a cluster
are assumed to create an immobile SIA loop [217].
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Table 11: Simulation parameters for neutron irradiation of coarse-grained iron. Parameters
are chosen to match the experiment of Eldrup et al. [67]. Cascade energy and SIA loop
trap density are treated as parameters and their effect on defect microstructure is discussed
in the next section.
Simulation Parameters
Temperature 343 K
Dose rate 7× 10−7 dpa·s−1
Grain size 33 µm
Initial dislocation density 1× 10−5 nm−2
Cascade energy 1-50 keV
SIA loop trap density 5-120 ppm
Damage is introduced in the form of surviving defects formed in displacement cascades.
These displacement cascades are taken from atomistic simulations performed by Stoller et
al. [204, 203]. The cascades are first annealed for 10 ps in the OKMC code MMonCa
[135] in order to allow only reactions triggered automatically by proximity to occur. By
doing so, the defects input into SRSCD include all clusters formed during the cascade itself.
Radiation dose (in dpa) is calculated directly from the number of surviving displaced atoms
in the cascade after the thermal spike phase divided by the number of lattice atoms in the
simulated volume.
The defects modeled in these simulations are:
1. Single defects: these are self-interstitial atoms (SIA) or vacancies (V). These defects
migrate in three dimensions and can cluster or annihilate with other defects [207, 74].
2. Vacancy clusters: these are treated as spherical clusters in SRSCD. Small vacancy
clusters are mobile and can migrate [74], cluster, and annihilate with self-interstitial
atoms. Single vacancies can dissociate from vacancy clusters.
3. Self-interstitial clusters size 2-4: these SIA clusters migrate in three dimensions [74]
and are treated as spherical clusters in SRSCD.
4. Larger mobile self-interstitial clusters: these defects are treated as 1D diffusing circular
dislocation loops [198]. Diffusion of larger SIA clusters between volume elements
cannot be restricted to a single crystallographic diffusion direction due to the mean-
field formulation of SRSCD. However, their reaction rates for interaction with other
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defects reflect 1D migration and circular geometry (see Table 1).
5. Larger immobile self-interstitial clusters: these SIA clusters are formed when two
mobile SIA clusters meet and form a junction [217] or a mobile SIA cluster encounters
a trap. In SRSCD, these defects are treated as immobile circular clusters.
The parameters for migration and binding energies and diffusion prefactors for vacancies
and self-interstitials and their clusters in iron used in this study are the same as in [59] and
are given in Table 7.
Due to the stochastic nature of SRSCD, significant variation can occur between simu-
lations using the same input parameters. In this study, most simulations are carried out
5 times and the average result is plotted along with the standard deviation for each data
point. At high values of dpa (above 10−2 dpa), only one simulation is carried out due to
computational limitations.
4.4.2 Investigation of interactions between displacement cascades and defects
Cascade damage in metals involves temporary displacement of many more atoms during the
cascade’s thermal spike than are finally present as stable defects at the end of the cascade
event [199]. If a defect already present in the region in which lattice atoms are displaced
during the thermal spike, that defect may interact with the cascade causing the formation of
larger clusters. Therefore, the direct interaction of cascades with defects already present in
the material should influence the evolution of point defect concentrations in such materials.
Although cluster dynamics models typically include schemes for introducing cascade damage
[22, 245, 123], direct cascade-defect interactions during the thermal spike phase are generally
not taken into account. Instead, in SRSCD, all interactions occur by diffusive mixing. At
low amounts of accumulated damage, the probability of an implanted cascade overlapping
spatially with an existing defect is low. As the dose increases, however, direct cascade-
defect interactions become more likely. Therefore, the effective size for interaction of the
cascade and the behavior of the defects that encounter cascades are important parameters
for accurately simulating displacement cascades at intermediate and high doses in SRSCD.
The effect of a cascade interacting with point defects present in a material has not
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been fully characterized in the literature. Cascade-defect interactions may cause complex
behaviors such as cluster breakup in a real material [248]. In SRSCD, interactions between
pre-existing defects with cascades cannot be directly simulated. Instead, in this work an
assumption is made about how cascades interact with defects during the thermal spike: all
defects that lie within the volume of the cascade during the thermal spike phase are assumed
to combine with cascade defects randomly. Therefore, although cascade-defect interactions
are not considered in the OKMC simulations used to anneal cascades for use as inputs in
SRSCD, the treatment of cascade-defect interactions in SRSCD is intended to approximate
these interactions.
To carry out this approximation using the adaptive meshing technique for cascade im-
plantation discussed in Section 3.3.3, the probability p for a given defect in the fine mesh





where Vcasc and Vfine are the cascade and fine mesh volumes, respectively. Note here that
Vfine represents the volume of the entire fine mesh. When a cascade event is chosen by the
SRSCD algorithm, existing defects in the fine mesh are first randomly combined with defects
in the cascade according to the probability above, and the resulting modified cascade is then
added to the fine mesh. The cascade volume Vcasc is taken to be the effective volume of
the cascade for interacting with defects present in the metal, and is treated as a parameter
here.
The cascade mixing procedure is carried out such that the correct number of pre-existing
defects is combined with the cascade according to the assumption above. However, the
distribution of pre-existing defects left over after the cascade mixing procedure is carried
is still homogeneous throughout the fine mesh, instead of combining those defects with the
cascade preferentially towards the center of the fine mesh where the cascade is implanted.
The effect of this approximation is likely to be significant only when the number of pre-
existing defects in the fine mesh is large, at high doses.
The cascade volume Vcasc is taken to be the approximate volume of the cascade during
150
Table 12: Cascade energies (in keV) and volumes (in nm3) used in this simulation. Cascade
volumes were used to determine the probability of ballistic mixing of defects in the cascade
with defects already present in the material.






the thermal spike phase. This volume is estimated for smaller cascades by placing a rect-
angular box around all of the surviving defects in the cascade. The cascade is assumed to
have occupied the entire volume of the box during the thermal spike phase, allowing it to
interact with any defects already present within that volume. For larger cascades, due to
their sub-cascade structure, volume is estimated by fitting smaller cubic boxes around the
cascade defects. To verify this method of estimating cascade volume, defect accumulation
to 10−1 dpa is simulated using 20 keV cascades at several values of Vcasc. By varying Vcasc,
a value is chosen so that the results best fit the experimental results of Eldrup et al. [67].
The cascade volume obtained in this way was similar to the results of the geometric es-
timation of cascade volume. The volumes obtained in this way are considered to be first
approximations of the cascade volumes. Table 12 shows the cascade energies and volumes
used in this study.
The evolution of the concentration of vacancy and interstitial clusters as a function
of dpa is shown in Figure 42a with and without cascade-defect interactions. Two main
conclusions can be reached from this figure: first, vacancy concentrations more closely
match experimental results [67] when cascade-defect interactions are taken into account
(see Section 4.4.5 for comparison with experimental results). Second, the effect of cascade
recombination on the defect microstructure using this method is significant above 10−2
dpa. The sensitivity of defect accumulation results to cascade size is shown in Figure 42b,
using vacancy concentration as a metric to compare the impact of cascade volume on defect
concentration. The approach taken here should be thought of as a first attempt at capturing
the effect of cascade-defect interactions and needs more refinement to accurately capture
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defect evolution at high doses. The preliminary nature of this model is a likely cause for
the early saturation of the defect concentrations and decrease in SIA concentrations at
high doses shown in Figure 42. Further atomistic studies on cascade-defect interactions are
necessary to inform future iterations of this model.
4.4.3 The impact of PKA energy on damage accumulation
When a metal is subjected to neutron irradiation, the displacement damage that is created
results from a wide variety of PKA energies [2, 116]. By contrast, simulations of damage
accumulation with displacement cascades typically use only a single cascade energy. There-
fore, it is important to understand the role of varying the PKA energy of displacement
cascades on damage accumulation [54]. In this work the effect of cascade energy on damage
accumulation is studied by introducing displacement cascades in iron at PKA energies from
1-50 keV at a constant dpa rate. For each PKA energy the average vacancy and SIA cluster
sizes are shown as a function of dose in Figure 43 and the evolution of the concentration of
vacancy clusters and SIA clusters with dose is shown in Figure 44.
Except for the case of 1 keV cascades, in which self-interstitial clusters dominate in the
defect evolution, all other cascade energies produce qualitatively similar results for both
defect size and concentration in the studies performed here. This is in agreement with
the work of others [22, 202], which concludes that the long-term damage microstructure
is not sensitive to the initial cascade conditions. Increasing concentrations of defects were
found for larger cascade sizes, indicating greater defect recombination in smaller cascades;
however, it is expected that for cascades larger than those studied here, this trend will not
continue as high-energy cascades are typically composed of several smaller sub-cascades
[204]. Thus, although cascades created by neutron irradiation are present in a distribution
of PKA energies [22], experimental irradiation of iron is compared in this study to SRSCD
simulations using a single cascade energy of 20 keV.
4.4.4 The effect of traps for SIA loops on microstructure
SIA clusters in the form of 12〈111〉 dislocation loops diffuse much more rapidly in iron than
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Figure 42: (42a) Concentration of vacancy and self-interstitial clusters with and without
cascade mixing (assuming 1000 nm3 cascades) as a function of dpa, using 20 keV cascades.







































































































Figure 44: Evolution of average vacancy and self-interstitial cluster concentrations for sev-
eral cascade energies.
orders of magnitude greater than a 3-vacancy cluster (the fastest diffusing species of vacancy
cluster) at 343 K. Therefore, traps that stop their diffusion can impact microstructure
evolution and damage accumulation even at low concentrations. Some impurities such as
carbon may act as traps for self-interstitial loops, for example through the formation of
carbon-vacancy complexes that trap SIA loops [215, 101]. In the experiments of Eldrup
et al. [67] and Zinkle et al. [259] using 99.995% Fe, several impurities including carbon
are present in concentrations of a few ppm to tens of ppm. It is therefore important when
attempting to reproduce experimental damage accumulation with SRSCD to ensure that
the impact of such impurities on defect populations, especially SIA loop populations, is
treated correctly.
To study the impact of traps for SIA loops on defect populations, the concentration of
traps for SIA loops is treated here as a parameter and varied from 5 ppm to 120 ppm. The
reaction rate for interaction between these impurity traps, which are artificially included in
the simulation, and SIA loops is given by the same reaction rate for interaction between an
SIA loop and a stationary spherical point sink, from equation (39), which is converted into





























Figure 45: Evolution of self-interstitial concentrations with dose for several concentrations


















where m is the number of SIAs in the dislocation loop, DIm is the diffusivity of the dislo-
cation loop, NIm is the number of dislocation loops in the simulation volume, and Ntrap is
the number of traps for SIA loops in the simulation volume. In this formulation, the trap
is assumed to take the volume of a single lattice site.
The results of these simulations show that the vacancy cluster concentration and size
distribution changes only slightly over the range of trap concentrations studied here, from
5 - 120 ppm, but the evolution of the concentration of sessile SIA loops is strongly effected
by the density of traps for SIA loops. Figure 45 shows the evolution of the concentration of
self-interstitial loops with dose for each trap density studied. Increasing the population of
these traps by only a few tens of ppm is shown to change the concentration of dislocation
loops by up to an order of magnitude. The results of this simulation suggest that the density
of impurities or other traps for mobile SIA loops could be a primary factor in determining
the content of SIA loops in the material after significant accumulation of radiation damage.
In order to best fit the experimental results, a trap density of 30 ppm was chosen in
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Section 4.4.5, similar to the impurity content reported [259]. The results presented in the
next section use this value for the density of traps for SIA loops.
4.4.5 Damage accumulation in neutron-irradiated α-Fe: comparison to exper-
imental results
Using the information gained from the previous three sections, simulation of neutron damage
in coarse-grained iron is performed using the same irradiation conditions as reported in
experiments [67, 259]. The evolution of the concentration of vacancy and self-interstitial
clusters predicted by SRSCD is compared to the experimental results of Eldrup and Zinkle
[67, 259] up to 10−1 dpa. These simulations are carried out using 20 keV cascades and
assuming a 30 ppm concentration of traps for SIA loops as discussed previously.
In these experiments, vacancy cluster concentration is measured by positron annihilation
spectroscopy (PAS) and therefore includes even very small defects such as single vacancies.
Therefore, the results reported in this section include all vacancies and vacancy clusters,
including single vacancies. Conversely, self-interstitial loop concentration is measured by
transmission electron microscopy (TEM) and therefore a lower threshold on the detection
limit of this method must be included in the computation of SIA loop densities. In this
study, results are shown assuming SIA loops are visible above 1 nm in diameter, with
the range of results representing a detection limit of 0.9-1.1 nm shown as well. The large
variation in SIA cluster concentration observed when changing the threshold diameter for
detection indicates that these results are very sensitive to the actual threshold SIA loop size
for detection using TEM.
Results for TEM-visible SIA loop and vacancy concentrations using SRSCD are shown
in Figure 46. The results of SRSCD show a qualitative match to experimental results at
low doses (below 10−2 dpa). At high doses, SRSCD predicts a saturation and eventual
decrease in visible SIA loop density that is not seen in experimental results. The cause of
the difference between SRSCD and experimental results is likely related to the treatment
of cascade-defect interactions as noted in Section 4.4.2. In particular, the assumption of
random combination between cascade defects and pre-existing defects during cascade events
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Figure 46: Match of SRSCD results with experimental results of Eldrup et al. [67]. The
concentration of SIA clusters is given assuming visible (in TEM) clusters of diameter greater
than 1 nm, with black dotted lines indicating detection limits of 0.9 and 1.1 nm.
large defect clusters by cascades.
4.4.6 Summary
In this study, spatially resolved stochastic cluster dynamics (SRSCD) is used to reproduce
vacancy and self-interstitial defect concentrations measured experimentally by Eldrup and
coworkers [67, 259]. A numerically efficient scheme has been developed in this work to
allow simulations of radiation damage accumulation in bulk to 10−1 DPA, including adaptive
meshing, interactions between cascades and existing defects, and the effect of cascade energy
on damage microstructure. As noted in Section 3.3.3.3, the volume of simulated material is
larger than previous OKMC studies of the same experimental conditions [22, 101, 102, 200],
allowing greater resolution of defects with low concentrations, especially at low irradiation
doses. The conclusions of this study are:
1. Defect microstructure is not strongly dependent on the cascade energy used, in agree-
ment with OKMC studies.
2. The concentration of SIA loops is strongly dependent on the presence of traps for
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these loops, even at trap concentrations on the order of tens of ppm.
3. Inclusion of cascade-defect interactions in the model for damage accumulation im-
proves the match between simulated and measured vacancy concentrations above
10−2 DPA. However, inclusion of cascade-defect interactions also causes premature
saturation and decrease of SIA loop populations at high doses. This effect is assumed
here to be a result of the method by which cascade-defect interactions are carried
out. Further study of these complex interactions could result in a model that more
accurately reproduces experimental results.
4. After taking these factors into account, SRSCD simulations of damage accumulation
in neturon-irradiated iron show a reasonable qualitative and quantitative match to
experimental results, with the exception that at high doses SRSCD predicts greater
saturation of defect populations than measured experimentally.
In this study, SRSCD is shown to be a suitable method for simulating long-term irradi-
ation damage accumulation in bulk materials due to its ability to reproduce experimentally
measured defect concentrations while maintaining computational efficiency. Such a method
could be applied as an important tool in a multi-scale framework for predicting material
behavior under various experimentally and industrially relevant irradiation conditions, as
discussed in Chapter 5.
4.5 The impact of grain boundaries on defect accumulation: application
to nanocrystalline metals
Materials with microstructure length scales on the order of tens to hundreds of nanometers
have shown increased resistance to radiation damage compared to coarse-grained materials.
Examples such as nano-grained and nano-laminate materials show higher radiation toler-
ance with increasing interface-to-volume ratio [210, 118, 144, 50]. Grain boundaries and
bi-material interfaces can act as recombination sites for point defects, thereby reducing the
amount of radiation damage in an irradiated metal [25, 50, 15, 225]. Several types of ad-
vanced materials have been developed with this property in mind for potential use in nuclear
environments, such as oxygen dispersion-strengthened steels [229, 154], nanoscale laminate
159
materials [144, 48], nanoporous metals [33, 76], and nanocrystalline metals [210, 118]. All of
these materials have a high interface surface area to volume ratio compared to bulk metals,
and show increased resistance to radiation damage. However, models that can explicitly rep-
resent nanoscale microstructures and can simulate radiation damage accumulation to doses
and timescales that are directly comparable to experiments have not yet been developed.
For the case of nanocrystalline metals, the ability of grain boundaries to act as efficient
sinks for radiation defects significantly impacts their radiation tolerance. Experiments of
defect accumulation and defect denuded zone formation in the vicinity of grain boundaries
have shown a dependence on grain boundary character [90, 218, 188, 56], indicating dif-
ferences in grain boundary sink efficiency between various grain boundary types. At the
atomic scale, grain boundary sink efficiency has been investigated by measuring the binding
energies of single vacancies and SIAs to a variety of different grain boundaries [225, 227].
However, the length and time scales of such simulations are too small to simulate defect
accumulation in the grain interior or inside grain boundaries, making comparisons between
such modeling efforts and experimental results challenging.
Multi-scale modeling tools are necessary to bridge the gap between atomic-scale stud-
ies of grain boundary energetics and experimental evidence of grain boundary-dependent
radiation damage tolerance. Several methods for modeling radiation defect accumulation
have been developed for such a purpose, including cluster dynamics (CD) and object kinetic
Monte Carlo (OKMC) [207, 161, 105, 142, 22, 200, 101, 102] methods as well. However,
in the absence of input parameters such as defect migration and binding energies in grain
boundaries taken from atomic scale studies, such simulations are typically limited to bulk
materials or thin films [124, 64, 245, 162, 22, 200, 101, 102, 142].
In this section, radiation damage inside polycrystals is simulated and the influence of
grain boundary properties on damage accumulation is investigated inside nanocrystalline
α-Fe. SRSCD is shown to be capable of simulating polycrystalline domains in Section 4.5.1
due to the increased computational efficiency provided by the synchronous parallel kinetic
Monte Carlo algorithm implemented in Section 3.4. To the knowledge of the authors,
this capability is currently unique to SRSCD and represents a step towards predictive
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modeling of the radiation-resistant behavior of new materials in damage environments that
are difficult to achieve in experiments, such as fast fission and fusion neutron irradiation.
Next, in Sections 4.5.2, 4.5.3, and 4.5.4 a detailed sensitivity analysis of the various defect
migration and binding parameters on grain boundaries is carried out and used to describe
the dependence of void denuded zones on grain boundary character. Simulation parameters
varied and the layout of the SRSCD simulations used are described in Section 4.5.2. The
impact of changing the various grain boundary simulation parameters on grain boundary
vacancy content, sink efficiency, and defect profiles inside the grain is investigated in Section
4.5.3. Finally, principal component analysis is performed on a large number of simulations
using randomly chosen grain boundary parameters in Section 4.5.4 in order to determine the
most influential groups of parameters on grain boundary defect accumulation. Discussion
of the results and conclusions of the work performed in this section are presented in Section
4.5.6.
4.5.1 The effect of grain size on damage content in nanocrystalline α-Fe
The synchronous parallel SRSCD algorithm presented in Section 3.4 allows simulation of
explicitly represented polycrystalline microstructures with grain sizes on the order of tens
of nanometers. To demonstrate this capability, Frenkel pair implantation in nano-grained
polycrystalline α-Fe is simulated using two representative polycrystalline structures with 15
grains and 30 grains generated using Sandia National Laboratories’ Material Point Method
(MPM) code [20]. This polycrystalline microstructure is obtained by means of a 3D Potts
model of grain evolution [250]. The simulated grain evolution used to generate the repre-
sentative microstructure employs a Monte Carlo Potts model using a non-physical kinetic
Monte Carlo temperature with isotropic grain boundary energy and mobility. The dimen-
sions of each representative volume are 400×100×100 nm, and spatial resolution is achieved
using 5 nm cubic volume elements in SRSCD. The polycrystalline grain structures are shown
in Figures 47a and 47b.
Radiation damage in these polycrystals is simulated with uniform Frenkel pair implan-




Figure 47: Grain structure and vacancy clusters (spheres) in simulated polycrystals im-
planted with Frenkel pairs to 10−2 dpa. Fewer total defects are found in the case of 30
grains due to the smaller average grain size and corresponding higher grain boundary sink



















































Figure 48: Average vacancy cluster concentration (in m−3) and average number of vacancies
per cluster as a function of dose for a polycrystals implanted with Frenkel pairs to 10−1 dpa.
Two polycrystals were simulated, with 15 and 30 grains, respectively. The total simulation
volume is 400× 100× 100 nm.
treated as perfect sinks for defects and more complex behaviors such as defect diffusion
along grain boundaries and grain boundaries acting as imperfect sinks are not accounted
for. Damage accumulation is simulated up to a total dose of 10−1 dpa. The final popula-
tion of vacancy clusters inside the grains at 10−1 dpa is shown for the 15-grain and 30-grain
representative volume elements in Figures 47a and 47b. Self-interstitial populations are not
shown because their high diffusivity causes the majority of self-interstitials to be absorbed
by grain boundaries, which are treated as perfect sinks. The difference in damage content
in terms of vacancy cluster concentration and average cluster size, in units of vacancies
per cluster, between the two grain sizes is shown as a function of dose in Figure 48. The
effect of increasing the number of grains (and therefore decreasing the average grain size)
is shown to be decreased vacancy cluster concentration and average size, in agreement with
experimental trends [210, 118].
The treatment of grain boundaries as perfect sinks in this simulation represents an upper
bound for the removal and recombination of radiation damage due to the nanocrystalline
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microstructure. In a real nanocrystal, some grain boundaries may have greater sink efficien-
cies than others, leading to deviations in damage accumulation from the results predicted
by this model. Therefore, in the following sections, the ability of grain boundaries to act
as efficient sinks is investigated as a function of the various parameters for defect migration
and binding inside grain boundaries.
4.5.2 Investigating defect behaviors inside grain boundaries: methodology
In order to extend multi-scale modeling efforts to complex materials such as nano-grained
metals, a wide range of information describing defect properties and behaviors inside grain
boundaries is needed. Atomistic studies investigating a limited set of grain boundaries have
obtained some defect migration energies for several metals [120, 16, 201, 227, 226], and
multi-scale studies using OKMC have been implemented for limited cases using atomistic
predictions of binding and migration energies as inputs [227]. However, defect behaviors
in grain boundaries depend on the specific atomic scale structure of the material interface
(misorientation, defect content, etc.) such that a comprehensive quantification of these
variables is not amenable to atomistic scale simulations. Therefore, it is important to
identify the defect behaviors within grain boundaries that have the greatest impact on
damage accumulation, in order to inform future atomic-scale studies.
In this work, SRSCD is applied to the problem of radiation damage accumulation in
nanocrystalline α-Fe near grain boundaries. In order to identify key parameters governing
defect accumulation, defect migration and binding energies are are varied for each defect
type present in the boundary. The impact of varying these energies is measured using three
metrics: (1) the density and size of vacancy clusters that accumulate inside the grain bound-
ary, (2) the sink efficiency of the grain boundary for both vacancies and self-interstitials
(SIAs), and (3) the profile of vacancy clusters in the grain interior as a function of dis-
tance from the grain boundary. These sensitivity analyses are first carried out by changing
two variables at a time inside the grain boundary, in order to identify regimes of dam-
age accumulation that can occur near grain boundaries ranging from damage suppression
to amplification of vacancy cluster formation. Next, a multivariate statistical analysis is
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used to investigate correlations between grain boundary variables and damage accumulation
metrics when many defect behaviors are changed simultaneously.
4.5.2.1 Defect parameters in the bulk and inside grain boundaries
The defects modeled in the grain interior are:
1. Single defects: these are self-interstitial atoms (SIA) or vacancies (V). These defects
migrate in three dimensions and can cluster or annihilate with other defects [207, 74].
2. Vacancy clusters: these are treated as spherical clusters in SRSCD. Small vacancy
clusters (size 2-4) are mobile in three dimensions [74] and can cluster and annihilate
with self-interstitial atoms. Larger vacancy clusters are treated as immobile, but can
still interact with other mobile defects. Single vacancies can dissociate from vacancy
clusters of all sizes.
3. Small self-interstitial clusters (size 2-4): these SIA clusters migrate in three dimen-
sions [74] and are treated as spherical clusters in SRSCD.
4. Larger mobile self-interstitial clusters: these defects are treated as circular disloca-
tion loops which diffuse in one dimension along their Burgers vector [198]. Diffusion
of larger SIA clusters between volume elements cannot be restricted to a single crys-
tallographic diffusion direction due to the mean-field formulation of SRSCD. However,
their reaction rates for interaction with other defects reflect one dimensional migration
and circular geometry [60].
5. Larger immobile self-interstitial clusters: these SIA clusters are formed when two
mobile SIA clusters meet and form a junction [217] or a mobile SIA cluster encounters
a trap. In SRSCD, these defects are treated as immobile circular clusters.
The diffusivity and binding energies of the various defect types listed here are taken from
ab-initio and atomistic simulations [74, 198] and are listed in Table 7. These inputs have
been used in previous SRSCD simulations which have successfully reproduced experimental
results for damage accumulation in neutron-irradiated coarse-grained iron [60].
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Unlike in bulk α-Fe, defect behaviors and energetics in α-Fe grain boundaries have not
been predicted in sufficient detail using ab-initio or atomistic techniques. Defect diffusivities
depend on migration energies Em, which represent energetic barriers for defect motion and




where D0 is a diffusion prefactor determined by the attempt frequency for diffusion, typi-
cally on the order of 8×1011 nm2s−1 [74], kb is Boltzmann’s constant, and T is the absolute
temperature. Due to the exponential relationship between migration energy and diffusiv-
ity, small changes in Em can affect diffusivity by several orders of magnitude. Molecular
dynamics (MD) studies using the empirical Johnson potential [103] have estimated that in
symmetric Σ5(210) [001] (36.9◦) tilt boundaries, the migration energy for vacancies is 0.51
eV while self-interstitial migration energies are at least 1.26 eV [120, 16], rendering them es-
sentially immobile at room temperature due to the Arrhenius relationship described above.
This contrasts with migration energies in the grain interior of 0.67 eV for vacancies and 0.34
eV for self-interstitials [74], indicating accelerated vacancy diffusion but decelerated inter-
stitial diffusion in these boundaries. This result is qualitatively similar to results for point
defect diffusivity in some Cu boundaries [201], although intra-grain boundary diffusivity is
expected to be dependent on the grain boundary character and the concentration of defects
in the grain boundary.
Due to the unknown nature of various defect energetics inside grain boundaries, in this
study all allowed reactions and energetics not treated as free variables inside the grain
boundary during a given set of simulations are set as equal to their values in bulk α-Fe
unless otherwise noted. An exception to this rule is that all vacancy and SIA clusters
inside the grain boundary are assumed to be spherical, unlike large SIA clusters in the
grain interior which are assumed to form dislocation loops. In addition, large SIA clusters
(greater than 4 SIAs) inside the grain boundary are assumed to be immobile.
The following defect properties are treated as variables inside the grain boundary and
their impact on defect accumulation is tested through sensitivity analyses in Section 4.5.3:
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1. The migration energy Em of single vacancies and single SIAs inside grain boundaries
2. The migration energy Em of small (size 2-4) vacancy and SIA clusters inside grain
boundaries
3. The binding energy Eb of a single vacancy to a vacancy cluster or a single SIA to an
SIA cluster inside grain boundaries
4. The binding energy Eb of single vacancies and SIAs to the grain boundary
The binding energies of single vacancies and SIAs to grain boundaries in α-Fe has also
been investigated by Tschopp et al. [225] using atomistics. Although these binding energies
are not uniform throughout the grain boundary, their averages have been computed for a
range of common grain boundaries as well as twist and asymmetric tilt grain boundaries.
These results are shown in Table 13. Note here that although these values are used to give
the reader a qualitative understanding of where various boundary types are located in the
results of Section 4.5.3.5, a large number of unknowns remain inside each grain boundary
such as the diffusion and clustering behaviors of various defects. Therefore, the results
presented in Section 4.5.3 are meant to serve as a qualitative guide rather than predictions
for defect accumulation in specific grain boundaries.
4.5.2.2 Simulation details
In the following sections, SRSCD is used to simulate uniform Frenkel pair implantation in
nanocrystalline α-Fe, including the effect of grain boundary trapping and re-emission of
defects. In the proposed approach, the geometry considered is as follows: the grain and
grain boundary system is approximated by a simulation volume that is 100 nm thick in the
x-direction and infinite in the y and z-directions. The size of the total simulated volume is
105 nm × 50 nm × 50 nm, so that the grain is 100 nm thick and the boundary is represented
by one additional layer of volume elements. All volume elements are 5 nm in length and
periodic boundary conditions are applied in all directions, as shown in Figure 49. Therefore,
only a single grain boundary is modeled, as periodic boundary conditions allow it to capture
defects diffusing in both the +x and −x directions.
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Table 13: Average binding energies for single vacancies and single interstitials on a variety
of grain boundary types in α-Fe (from Tschopp et al. [225]). All binding energies are given
in eV.














〈100〉 STGBs Σ > 13 0.27 1.36
〈110〉 STGBs Σ > 13 0.60 1.91
〈111〉 STGBs Σ > 13 0.35 1.92
All Twist GBs 0.44 1.73
All ATGBs 0.63 2.17
Allowed reactions and reaction rates inside the grain interior are the same as in previous
studies, and can be found elsewhere [62]. As defect diffusion inside the grain boundary is
assumed to be two dimensional, reaction rates for defect clustering and diffusion between
elements while inside the grain boundary are altered. The functional form for the reaction
rate for defect clustering and annihilation is computed using the same method as three
dimensional clustering rates [63, 30], and can be found in 3.2.2.5.
A defect trapping and emission model for grain boundaries is implemented in this work
in order to investigate the impact of grain boundary parameters on defect accumulation and
sink efficiency. Defects are allowed to migrate from the grain into the grain boundary using
a reaction rate that treats the grain boundary as a perfect sink for defects diffusing from the
bulk, regardless of the concentration of defects inside the grain boundary. However, defect
emission from the grain boundary is allowed for single vacancies and single self-interstitials.




Diffusion to grain 
boundary 
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Figure 49: Two dimensional schematic of layout of SRSCD simulations. The grain is simu-
lated with a 100 nm thin film using 5 nm volume elements (white), with a grain boundary
acting as a barrier in the +x-direction (gray). All boundary conditions are periodic, so that
diffusion in the −x-direction also leads to trapping on the grain boundary. Defect trapping
and emission from the grain boundary are depicted with colored arrows.
as the reaction rate used for point defect dissociation from defect clusters [63]:
reaction rate = ωDV,Ie
−Eb(V,I)
kbT NV,I (92)
where ω is a geometric constant, Eb(V,I) is the binding energy of vacancies or SIAs to the
grain boundary, NV,I is the number of vacancies or SIAs inside the grain boundary element,
and DV,I is the diffusivity of vacancies or SIAs inside the grain. The diffusivity of point
defects in bulk α-Fe rather than inside the grain boundary is used here because the total
energy required for emission from the grain boundary is equal to the binding energy to the
grain boundary plus the energy required to move the defect one additional diffusive step
away from the boundary. Since this final step is taken within the grain, DV,I is taken to be
the diffusivity in the grain interior.
Grain boundaries are therefore not perfect sinks in this work, and instead have a sink
efficiency η defined as the probability that a defect trapped in the grain boundary will
remain in the grain boundary. The probability that a defect will be emitted from the grain
boundary is given by the ratio of the number of defects emitted from the grain boundary
Nemit to the number of defects trapped at the grain boundary Ntrap. Therefore η is given
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by:
η = 1− Nemit
Ntrap
(93)
Using this formulation, a grain boundary with sink efficiency η = 0 will not trap any
defects, while a grain boundary with sink efficiency η = 1 will trap all defects that diffuse
towards it and will act as a perfect sink. This sink efficiency depends on the grain boundary
binding energy as well as many other factors, such as the implantation conditions and the
allowed defects and reactions between defects in the grain boundary. In addition, the sink
efficiencies for vacancies and self-interstitials, ηV and ηI, are in general not equal. In Sections
4.5.3.5 and 4.5.3.6, values for sink efficiency are reported along with populations of defects
in the grain boundary and in the grain interior for the irradiation conditions investigated
here. It should be noted that due to the implantation conditions and allowed defects chosen
in this study, a steady-state defect population is not achieved during irradiation. Therefore,
sink efficiencies ηV and ηI reported in Section 4.5.3.5 and 4.5.3.6 may change as a function
of irradiation dose.
In all simulations in this study, Frenkel pairs are implanted uniformly into the grain at
room temperature to a total dose of 10−3−10−2 dpa and at a dose rate of 10−7 dpa·s−1. This
dose rate was chosen to maximize the fraction of vacancies that reach the grain boundary
as single vacancies rather than small mobile clusters. This rate corresponds to dose rates
in neutron irradiation experiments [67, 35], although displacement cascades formed during
neutron irradiation are not considered here. The populations of SIA clusters are not reported
in the results of this work because the concentrations of these defects are very low in the
simulation results. This is mainly due to their fast diffusivity in the grain interior as well as
the fact that all defects are initially introduced as Frenkel pairs, so the formation of large
dislocation loops is unlikely.
4.5.3 Impact of grain boundary defect energetics on damage accumulation
In order to investigate the impact of the various defect behaviors listed in Section 4.5.2.1 on
damage accumulation in the vicinity of the grain boundary, several sensitivity analyses are
performed in this section. The goal of these analyses is to find, within a limited input space,
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regimes in which different trends for defect accumulation can be observed. In Section 4.5.3.1,
defect behaviors inside the grain boundary are varied while leaving the binding energies of
defects to the grain boundary constant. The parameters varied in this section are point
defect and cluster migration energies (Sections 4.5.3.2 and 4.5.3.3) and the binding energies
of point defects to clusters within the grain boundary (Section 4.5.3.4). In Section 4.5.3.5,
the effect of changing the binding energy of vacancies and SIAs to the grain boundary is
investigated. Finally, in Section 4.5.3.6, the potential impact of cluster emission from the
boundaries on defect accumulation within this system is studied. As a reference, Table 14
shows the various grain boundary properties varied throughout this section.
Table 14: Grain boundary properties varied in sensitivity analyses carried out in this section
Quantity varied Range Section
Point defect migration energies Em(V) 0.3− 1 eV 4.5.3.2
Em(SIA) 0.2− 1.3 eV
Cluster migration energies Em(V clusters) 0.2− 1 eV 4.5.3.3
Em(SIA clusters) 0.2− 1.3 eV
Parameter A in cluster binding energies A(V clusters) 0.3− 3.9 eV 4.5.3.4
(see equation (94)) A(SIA clusters) 0.8− 4.4 eV
Point defect - grain boundary binding energies Eb(V) 0− 1.2 eV 4.5.3.5
Eb(SIA) 0− 2.5 eV
Cluster - grain boundary binding energies Eb(V clusters) 0− 1.2 eV 4.5.3.6
Eb(SIA clusters) 0− 2.5 eV
4.5.3.1 Defect binding and diffusion inside grain boundaries
In this section, SRSCD is used to simulate Frenkel pair implantation as described in Section
4.5.2.2 to a total dose of 10−3 dpa. The metrics used to quantify the impact of changing
various defect behaviors in this section are the concentration of vacancies and vacancy
clusters inside the grain boundary (in units of atomic fraction) and the average size of
vacancy clusters inside the grain boundary. In all simulations in this section, vacancies
are assumed bound to the grain boundary with energy Eb = 0.26 eV and self-interstitials
are assumed bound to the grain boundary with energy Eb = 1.29 eV, corresponding to
the average defect binding energies in a Σ5 grain boundary [225]. This choice was made
because the mobility of defects inside this grain boundary has been investigated in atomistic
simulations [120, 16] and it represents an intermediate case for point defect binding to the
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grain boundary, as studied by Tschopp et al. [225].
4.5.3.2 Single vacancy and SIA mobility
Figure 50 shows the vacancy concentration (in atomic fraction) and average vacancy cluster
size inside the grain boundary as a function of single vacancy and SIA migration energies
Em inside the grain boundary. The migration energies Em for point defect diffusivity in the
grain interior (0.67 eV for vacancies and 0.34 eV for SIAs) as well as the values predicted
by atomistic results inside Σ5 grain boundaries [120, 16] (0.51 eV for vacancies and 1.26 eV
for SIAs) are indicated on Figure 50 with + symbols as a reference.
Note that in Figure 50b, some local variations in average cluster size are seen in regions
where the vacancy concentration is low due to poor statistics in these regions. This is
demonstrated in Figure 51, where the standard deviation in average vacancy cluster size for
five simulations at each value of Em(V) and Em(SIA) is shown. The standard deviation is
seen to be higher where the average concentration of vacancies is low, contributing to the
inhomogeneity in Figure 50b.
The results shown in Figure 50 can be divided roughly into four quadrants, which
represent different regimes of defect accumulation:
1. For low values of vacancy migration energy Em(V) and self-interstitial migration en-
ergy Em(SIA), both single vacancies and single self-interstitials are very mobile within
the grain boundary. In this case, a low number of vacancies remain inside the grain
boundary at the end of the simulation due to annihilation between the two defect
types.
2. For low values of Em(V) but high values of Em(SIA), vacancies are mobile but self-
interstitials are relatively immobile. In this case, vacancies either annihilate with
self-interstitials or form larger, immobile clusters. Therefore the density of vacancy
clusters is low but the average size is high in this quadrant.
3. For high values of Em(V) and low values of Em(SIA), immobile vacancies and mobile
self-interstitials create a regime of intermediate vacancy content but very low average
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Figure 50: Grain boundary vacancy concentration (50a) and average cluster size (50b) for
several different values of migration energies Em(V) and Em(SIA) inside the grain boundary.
Marked points represent the V and SIA migration energies in bulk (0.67 and 0.34 eV,
respectively [74]) and on Σ5 grain boundaries (0.51 and 1.26 eV, respectively [120, 16]).
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Grain boundary V cluster size standard deviation 
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Figure 51: Standard deviation of average vacancy cluster sizes computed over five simula-
tions in Figure 50b, in order to demonstrate the source of the statistical variation in vacancy
cluster size seen in Figure 50b.
vacancy cluster size in the grain boundary.
4. For high values of both Em(V) and Em(SIA), neither defect type is mobile inside the
grain boundary and thus very little interaction between vacancies and self-interstitials
occurs. In this case, a large concentration of single vacancies is trapped in the grain
boundary but the average size is low.
Overall, the migration energies of single vacancies and self-interstitials inside the grain
boundary both have strong impacts on defect accumulation inside the grain boundary.
Therefore, predicting these values using atomistic methods is important in designing models
to accurately simulate radiation damage in the vicinity of various grain boundaries.
4.5.3.3 Defect cluster mobility
The growth and annihilation of defect clusters depends on the mobility of point defects
(treated in the previous section) as well as small defect clusters. Therefore, in this section
the diffusivities of small clusters of vacancies and SIAs (size 2-4) inside the grain boundary
are also investigated while leaving single vacancy and SIA migration energies constant. Due
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to the large number of parameters that could be independently varied in such a study, the
migration energies of vacancy clusters size 2-4 are set to the same value and varied together.
The migration energy of SIA clusters size 2-4 is varied in the same way. Results showing
vacancy concentration inside the grain boundary as a function of cluster migration energies
within the grain boundary are shown in Figure 52. Two cases for single defect migration
energies were chosen, corresponding to the + symbols in Figure 50: In Figure 52a, single V
and SIA migration energies are 0.51 and 1.26 eV, respectively, corresponding to atomistic
results for Σ5 boundaries [120, 16]. In Figure 52b, single vacancy and SIA diffusion is the
same as in bulk α-Fe. The average size of vacancy clusters inside the grain boundary was
also investigated but is not shown in Figure 52 as results were relatively constant for both
cases studied here.
The migration energy of small vacancy clusters strongly influences the vacancy concen-
tration predicted by SRSCD on the grain boundary above 0.7 eV, but the migration energy
of SIA clusters is a less significant variable here. This is due to the fact that such SIA
clusters are relatively rare on the grain boundary in these simulations.
4.5.3.4 Defect cluster binding energy
Finally, the competition between defect cluster growth by capture of mobile defects and
dissociation of point defects from clusters can play a role in defect accumulation. The
stability of defect clusters is a function of the binding energy Eb of point defects to those
clusters, which represents the energetic barrier for emission of a point defect from a cluster
within the grain boundary. The effect of changing the binding energy for dissociation of
vacancy and self-interstitial clusters inside the grain boundary is also investigated. Note
that this energy represents the energy barrier for point defect emission from a defect cluster
while remaining inside the boundary, rather than the binding energy of those defects to the
boundary itself. As a first approximation, we assume that the binding energy of defects to
clusters size n inside the grain boundary follows the same law as in the grain interior, given
by a functional form [74]:
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Grain boundary vacancy concentration, Em(V)=0.51 eV, Em(SIA)=1.26 eV
 10-7 dpa/s, 20 C, 10-3 dpa total























Grain boundary vacancy concentration, Em(V)=0.67 eV, Em(SIA)=0.34 eV
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Figure 52: Grain boundary vacancy concentration for several different interfacial values
of cluster migration energy. (52a) Single vacancy and SIA migration energies are fixed at
0.51 eV and 1.26 eV, respectively, in accordance with atomistic simulations of Σ5 grain
boundaries [120, 16]. (52b) Single vacancy and SIA migration energies are fixed at 0.67 eV























Figure 53: Effect of parameter A in equation (94) on the binding energy Eb(V) of a single
vacancy to a vacancy cluster size n, with parameter B = 0.3 eV.












where A and B are constants representing the limiting binding energy as n → ∞ and the
binding energy when n = 2, respectively. The effect of changing parameter A is investigated
here, with B equal to 0.3 eV for vacancies and 0.8 eV for SIAs, the values for 2-V and 2-SIA
binding energies inside the grains (see Table 7). The impact of parameter A in equation
(94) on the binding energy of a vacancy cluster size n is shown in Figure 53. Note that in
bulk α-Fe, values for binding energies of small vacancy (size 2-4) and SIA (size 2-3) clusters
are given separately from the functional form of equation (94), but in this parameter study
the functional form is applied to clusters of all sizes inside the grain boundary.
Average vacancy cluster sizes are shown in Figure 54 for the same two cases of vacancy
and SIA diffusion inside the grain boundary shown in Figure 52. As in Figure 50b, some
statistical variation in cluster sizes is seen in Figure 54 due to low overall vacancy con-
centration. However, it is still possible to identify regions of different defect accumulation
due to different grain boundary defect binding energies. For the case of Em(V)= 0.51 eV
and Em(SIA)= 1.26 eV, parameter A in vacancy cluster binding energy is significant below
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A = 1 eV, with decreasing cluster size as A decreases. For the case of Em(V)= 0.67 eV
and Em(SIA)= 0.34 eV, parameter A in vacancy cluster binding energy is significant below
A = 0.5 eV, causing decreasing cluster size as A decreases. The average concentration of
vacancy clusters inside the grain boundary was also investigated but is not shown in Figure
54 as results were relatively constant for both cases studied here.
4.5.3.5 Binding energy of point defects to grain boundaries
In this section, the ability of grain boundaries to act as efficient sinks for radiation-induced
defects is investigated as a function of Eb(V) and Eb(SIA), the binding energy of vacancies
and SIAs to the grain boundary. Three types of results are obtained here: (1) vacancy
concentration and average size inside the grain boundaries, (2) grain boundary sink efficiency
for both vacancies and self-interstitials, and (3) the profile of vacancy clusters in the interior
of the grain. Using these three measures, a more complete picture of defect accumulation at
and near grain boundaries is obtained for a variety of different grain boundary behaviors.
The binding energies of single vacancies and SIAs to grain boundaries in α-Fe have been
investigated by Tschopp et al. using atomistics [225]. Although these binding energies
are not uniform throughout the grain boundary, their averages have been computed for a
range of common grain boundaries as well as twist and asymmetric tilt grain boundaries.
As a guide for the reader, these values are overlaid on the results shown in this section.
Clearly, the various other defect behaviors have not been parameterized on each of these
grain boundaries and therefore these results are meant to serve as a qualitative guide rather
than predictions for defect accumulation in specific grain boundaries. Therefore, the results
of this section can be interpreted as investigating one aspect of changing grain boundary
character, while leaving other parameters such as defect diffusivity constant. These results
demonstrate the range of binding energies of point defects to grain boundaries and the
resulting different regimes of damage accumulation that could be expected in a real material.
To study the effect of binding energies Eb to the grain boundary, uniform Frenkel pair
implantation in the grain interior is simulated with irradiation conditions as described
in Section 4.5.2.2. All results are shown for a total dose of 10−3 dpa. Vacancy and SIA
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Grain boundary V cluster size, Em(V)=0.51 eV, Em(SIA)=1.26 eV 
 10-7 dpa/s, 20 C, 10-3 dpa total
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Grain boundary V cluster size, Em(V)=0.67 eV, Em(SIA)=0.34 eV 
 10-7 dpa/s, 20 C, 10-3 dpa total
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Figure 54: Grain boundary average cluster size for several different interfacial values of A
in equation (94). (54a) Single vacancy and SIA migration energies are fixed at 0.51 eV
and 1.26 eV, respectively, in accordance with atomistic simulations of Σ5 grain boundaries
[120, 16]. (54b) Single vacancy and SIA migration energies are fixed at 0.67 eV and 0.34
eV, respectively, their values in bulk α-Fe [74].
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migration energies inside the grain boundary in these simulations are given by Em(V)= 0.51
eV and Em(SIA)= 1.26 eV, similar to atomistic results for Σ5 grain boundaries [120, 16].
Results of this sensitivity study are shown in Figures 55, 56, and 57. Although not shown
here, results analogous to those shown in Figures 55, 56, and 57 were also obtained for
the case of Em(V)= 0.67 eV and Em(SIA)= 0.34 eV, their values in bulk α-Fe (similar to
Figures 52 and 54). These results do not change the qualitative analysis of the impact of
point defect binding energies to grain boundaries on defect accumulation, and are therefore
not included here.
In Figures 55a and 55b, the vacancy concentration and average size, respectively, are
shown on the grain boundary as a function of Eb(V) and Eb(SIA). Both vacancy concentra-
tion and average size on the grain boundary are strongly dependent on Eb(V) and Eb(SIA).
To better understand the mechanisms behind defect accumulation, Figures 56a and 56b
show the sink efficiencies ηV and ηI as a function of the same binding energies Eb(V) and
Eb(SIA). Together these maps of defect accumulation and sink efficiency can be roughly
divided into four regions:
1. Eb(V)< 0.2, Eb(SIA)< 0.5: In this region, neither vacancies not SIAs are strongly
bound to the grain boundary and ηV and ηI are nearly zero. However, a few immobile
vacancy clusters are trapped on the grain boundary. Therefore, the concentration of
vacancies on the grain boundary is very low, but the vacancy clusters that are trapped
on the grain boundary are large.
2. Eb(V)> 0.2, Eb(SIA)< 0.5: In this region, vacancies are trapped by the grain bound-
ary but SIAs are not, giving ηV ' 1 and ηI ' 0. Therefore, the boundary accumulates
a surplus of vacancies, although the size of clusters found on the boundary is smaller
than in the first region. Note that none of the grain boundaries studied by Tschopp
et al. [225] fall into this region.
3. Eb(V)< 0.2, Eb(SIA)> 0.5: In this region, vacancies are not strongly bound to the
grain boundary, with ηV < 1 but SIAs are strongly bound, with ηI ' 1. Therefore,
there is a surplus of SIAs on the grain boundaries and both the size and concentration
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Grain boundary vacancy concentration 
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Grain boundary average vacancy cluster size 
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Figure 55: Maps of void concentration (55a) and average size (55b) on the grain boundary
as a function of binding energy of vacancies and self-interstitials to the grain boundary, at a
total dose of 10−3 dpa. Marked points indicate average binding energies of defects to grain
boundaries found by Tschopp et al. [225].
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Grain boundary vacancy sink efficiency 
 10-7 dpa/s, 20 C, 10-3 dpa total



















Grain boundary self-interstitial sink efficiency 
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Figure 56: Maps of sink efficiencies ηV (56a) and ηI (56b) on the grain boundary as a
function of binding energy of vacancies and self-interstitials to the grain boundary, at a
total dose of 10−3 dpa. Marked points indicate average binding energies of defects to grain
boundaries found by Tschopp et al. [225].
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of vacancy clusters on the grain boundary is very small.
4. Eb(V)> 0.2, Eb(SIA)> 0.5: In this region, both vacancies and self-interstitials are
strongly trapped by the grain boundary and ηV ' ηI ' 1. In this region, vacancies
tend to form clusters in the grain boundary because of their greater diffusivity relative
to that of SIAs inside the grain boundary. However, the average size of vacancy
clusters on these grain boundaries is still small compared to the first region.
The results of Tschopp et al. [225], overlaid on Figures 55 and 56, indicate that a wide
range of grain boundary behaviors could be expected inside a nanocrystalline material, as a
wide range of binding energies of defects to grain boundaries have been found in atomistic
results. Although these points are not intended to simulate actual grain boundary behavior
due to the lack of knowledge of other parameters, they are used to choose some points lying
within Regions 1, 3, and 4 listed above for which the vacancy cluster profiles inside the grain
interior can be investigated. These points are indicated with numbers in Figure 55a. The
vacancy cluster profiles created using these binding energies are shown in Figures 57a and
57b at a higher dose of 10−2 dpa along with the vacancy cluster profiles created using two
limiting cases: (1) a 100 nm thin film with free surfaces that act as perfect sinks and (2) a
bulk medium with no grain boundaries and periodic boundary conditions in all directions.
For the sake of illustration, we choose several points in Figure 55a, indicated by numbers
1-5, to investigate defect accumulation within the grain interior. Anecdotally, points 1-5
correspond to the binding energies of vacancies and self-interstitials to Σ3, Σ5, Σ9, Σ11,
and Σ13a grain boundaries found in the work of Tschopp et al. [225], respectively. The
defect profiles and average sizes shown in Figures 57a and 57b show a variety of different
damage accumulation trends, depending on which region listed above the grain boundary
binding energies Eb(V) and Eb(SIA) fall into:
1. For case 1, the grain interior is almost completely defect-free. This is due to the slight
bias of the grain boundary to trap vacancy clusters, and contradicts experimental
observations of coherent twin boundaries [90, 47]. This difference may be explained











































































Figure 57: Profiles showing vacancy cluster concentration and average size inside the bulk
for several chosen values of Eb(V) and Eb(SIA), corresponding to values for specific grain
boundaries found by Tschopp et al. [225].
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2. For cases 2 and 5, the grain boundary is biased towards trapping self-interstitials, and
the resulting surplus of vacancies in the grain interior leads to the opposite effect. In
this case, both the average vacancy concentration and size are higher than for the
case of a system with no grain boundaries.
3. For cases 3 and 4, both vacancies and SIAs are trapped on the grain boundary and
the defect accumulation profile resembles that of a perfect sink.
These results indicate that the effects of grain boundaries on defect accumulation can
vary widely, with behaviors ranging from strong suppression of defect formation inside some
grains to amplification of vacancy cluster formation inside others. Therefore, the binding
energies Eb(V) and Eb(SIA) of defects to grain boundaries are primary variables necessary
for correctly modeling defect accumulation in a nanocrystalline metal, in agreement with
Uberuaga et al. [227]
4.5.3.6 Cluster emission from grain boundaries
For case 1 in Figure 57a, the defect profile inside the grain is in qualitative disagreement
with experimental results. In this case, grain boundary binding energies for single vacan-
cies and self-interstitials corresponding to the Σ3[110] grain boundary [225] are found to
cause decreased vacancy accumulation inside the grain. This contrasts with experiments
in helium-irradiated copper [90, 47] and quenched gold [188], in which defect accumulation
near twin boundaries proceeded as if the boundary was not present, indicating a low sink
efficiency for defects. Indeed, the sink efficiency ηV for vacancies in this grain boundary
as shown in Figure 56a is on the order of 10−3. However, the sink efficiency ηI for self-
interstitials in this grain boundary is on the order of 10−5, even lower than ηV. Therefore,
there is a slight surplus of SIAs in the grain interior, causing annihilation of the majority of
vacancies and vacancy clusters and decreasing the defect concentration in the grain. This
behavior was found to persist even when decreasing the values of Eb(V) and Eb(SIA) to 0
eV.
The discrepancy between these results and experimental results is likely due to the need
for inclusion of additional defect behaviors in the model, such as defect cluster emission
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from the grain boundary. In Sections 4.5.3.1 and 4.5.3.5, sensitivity analyses are used to
investigate the variability in defect accumulation caused by different migration and binding
energies of defects in the grain boundary while keeping the allowed defect behaviors and
reactions the same. However, this model is based on assumptions such as the ability of the
grain boundary to emit only single vacancies and SIAs, rather than clusters of such defects.
To demonstrate the necessity of identifying the correct defect behaviors that should be
included in such a model, the analysis of Section 4.5.3.5 is repeated here while allowing all
vacancy and SIA clusters size 1-4 to dissociate from the grain boundary and move back
into the bulk with the same binding energy Eb(V) and Eb(SIA). Results of this analysis
are shown in Figures 58, 59, and 60. When comparing results to Figures 55, 56, and 57,
results show several significant differences including no vacancy cluster formation on the
grain boundary at very low binding energies, a broader Region 3 (described in Section
4.5.3.5 above), and a smoother transition from Region 1 to Region 2.
Defect accumulation in the grain interior after irradiation to a higher dose of 10−2 dpa,
shown in Figures 60a and 60b, is also shown to change significantly as a result of changing
the allowed reactions in the system. Overall, using this model, higher populations of vacancy
clusters are present in the grain interior and their average sizes are greater when compared
to the results of the previous model shown in Figures 57a and 64b. Importantly, the
qualitative disagreement with experiments of damage accumulation near twin boundaries
described above is smaller for case 1 in Figure 60a than in Figure 57a and disappears entirely
for values of Eb(V ) < 0.1 eV.
This analysis indicates that for certain grain boundaries such as Σ3 boundaries, the abil-
ity for defect clusters to emit from the boundary may be a critical factor in predicting their
impact on damage accumulation. This phenomenon has not been investigated extensively
in atomistic studies of binding energies of defects to grain boundaries [225, 227].
4.5.4 Analysis of correlations between grain boundary defect behaviors and
damage accumulation
In Section 4.5.3, maps of damage accumulation and sink efficiency are shown for two-
point correlation studies of binding and migration energies governing defect behavior on
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Grain boundary vacancy concentration 
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Figure 58: Maps of void concentration (55a) and average size (55b) on the grain boundary
as a function of binding energy of vacancies and self-interstitials to the grain boundary, at a
total dose of 10−3 dpa. Marked points indicate average binding energies of defects to grain
boundaries found by Tschopp et al. [225].
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Grain boundary vacancy sink efficiency 
 10-7 dpa/s, 20 C, 10-3 dpa total



















Grain boundary self-interstitial sink efficiency 
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Figure 59: Maps of sink efficiencies ηV (56a) and ηI (56b) on the grain boundary as a
function of binding energy of vacancies and self-interstitials to the grain boundary, at a
total dose of 10−3 dpa. Marked points indicate average binding energies of defects to grain















































































Figure 60: Profiles showing vacancy cluster concentration and average size inside the bulk
for several chosen values of Eb(V) and Eb(SIA), corresponding to values for specific grain
boundaries found by Tschopp et al. [225].
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grain boundaries. All binding and migration energies not varied in these studies are set
to constant values, typically their values in bulk α-Fe. Therefore, the results presented in
Section 4.5.3 do not describe the full range of possible defect accumulation behaviors due to
the high number of parameters that can be varied inside the grain boundary. A complete
description of defect accumulation made by varying all identified parameters simultaneously
would be daunting, but a statistical description of the correlation between input and output
variables can be made. Therefore, in this section a more complete statistical analysis of
the correlations between defect migration and binding energies and the resulting defect
accumulation is performed while varying many defect properties simultaneously.
4.5.4.1 Correlation of input and output variables
The same eight variables governing defect behavior inside the grain boundary that are
investigated in Sections 4.5.3.1 and 4.5.3.5 are chosen as free variables here: single defect
migration energies Em(V) and Em(SIA), small defect cluster migration energies Em(V Clus-
ter) and Em(SIA Cluster), binding energies of single defects to the grain boundary Eb(V)
and Eb(SIA), and parameters A(V) and A(SIA) in the functional form for defect cluster
binding energies. Bounds for each variable can be found in Table 14. A total of 3000 sets
of these input values are chosen randomly, assuming a uniform probability distribution and
domains for each variable given by the same domains tested in in Section 4.5.3. Irradia-
tion is simulated to a total dose of 10−3 dpa at room temperature, as described in Section
4.5.2.2. The following metrics are used to probe potential statistical correlations using the
eight input variables described above: vacancy concentration in the grain boundary C(V),
average vacancy cluster size in the grain boundary, and sink efficiencies ηV and ηI. Five
simulations are run for each set of input variables and average values of output variables
are computed. Note that the goal of this analysis is to investigate correlations between
input and output variables, rather than between input variables which are uncorrelated
due to their random choice. Clearly, correlations do exist between binding and migration
energies of defects inside grain boundaries, such as the inverse correlation between Em(V)
and Em(SIA) in grain boundaries observed by Uberuaga et al. [227], but these relationships
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are not investigated here.
Using the eight variables governing defect behavior and four metrics used to measure
defect accumulation provided by these simulations, a n × m matrix X of data points is
constructed (n = 3000 and m = 8 + 4 = 12 here), with xij representing the value of input
or output variable j obtained in dataset i. This matrix is then converted into a deviation





where xj is the average value of variable j over all datasets and σxj is the standard deviation
of variable j over all datasets. Next, the m ×m correlation matrix R is computed which










using the Einstein convention to imply a sum over k. This is the standard definition of
correlation. A description of the methodology used to find R can be found in ref. [1]. As
the correlations between input variables are zero due to their random choice, the subset
of R showing correlations between either one input and one output variable or two output
variables is shown in Table 15. Correlation values range between −1 and 1, indicating
perfect inversely and perfect directly correlated variables, respectively.
Defect behaviors that are strongly correlated with changes in damage accumulation
are necessary for accurate simulation of defect evolution in nanocrystalline systems. The
strongest correlations found between input and output variables are between the binding
energies of single defects to the grain boundary Eb(V) and Eb(SIA) and the corresponding
sink efficiencies ηV and ηI, at 0.724 and 0.763 for vacancies and SIAs, respectively. A
strong correlation is also seen between the migration energy of single vacancies Em(V)
and the concentration and average size of vacancies in the grain boundary, at 0.501 and
−0.216, respectively. Input parameters with low correlations to output variables are Em(SIA
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Table 15: Correlations between defect binding and migration energies in grain boundaries
and metrics for damage accumulation in simulations of Frenkel pair irradiation of nanocrys-
talline α-Fe, using simulation parameters given in Section 4.5.2.2. All correlation results
are reported in the range [−1, 1]
Correlation matrix
C(V) Size(V) ηV ηI
Em(V) 0.501026775 −0.216087858 −0.158020377 1.29× 10−2
Em(SIA) 0.147239909 0.145007676 −2.73× 10−3 −5.93× 10−2
Em(V Clusters) 0.142412381 −0.138616306 2.10× 10−2 7.29× 10−4
Em(SIA Clusters) 3.42× 10−2 4.74× 10−2 2.21× 10−2 −1.97× 10−2
Eb(V) 0.207899832 −0.140550804 0.723818559 −1.05× 10−2
Eb(SIA) 5.27× 10−2 −0.23088202 5.42× 10−2 0.762664155
A(V) −3.28× 10−2 2.27× 10−2 −7.96× 10−3 −7.15× 10−2
A(SIA) 2.59× 10−3 −7.07× 10−3 −1.41× 10−2 1.20× 10−3
C(V) 1 −0.193738479 0.212013526 6.61× 10−2
Size(V) −0.193738479 1 −0.210381828 −0.312326674
ηV 0.212013526 −0.210381828 1 9.21× 10−2
ηI 6.61× 10−2 −0.312326674 9.21× 10−2 1
clusters) and cluster binding energy parameters A(V) and A(SIA). The metrics used to
measure defect accumulation are also shown to be correlated in this analysis. A positive
correlation exists between grain boundary vacancy concentration C(V) and sink efficiency
ηV, and both of these variables are inversely correlated to average vacancy cluster size. In
addition, self-interstitial sink efficiency ηI is inversely correlated to average vacancy cluster
size on the grain boundary, although ηI is not strongly correlated to the other output
variables.
To test the convergence of the analysis performed in this section, the eigenvalues λk
of the correlation matrix R are shown in Figure 61 as a function of the number of sets of
input parameters used to generate them. These results show that the values for λk and by
extension the correlation between the various input and output parameters has converged
once 3000 sets of inputs have been generated.
Overall, the results of this section are in agreement with the results presented in Section
4.5.3, indicating that the most important parameters necessary for simulating radiation
defect accumulation in nano-grained α-Fe are Em(V), Em(SIA), Eb(V), and Eb(SIA). Note
































Figure 61: Progression of eigenvalues λ of the correlation matrix as a function of the number
of data points used. The data set shows convergence once 3000 sets of inputs have been
generated.
conditions chosen in this study, the majority of defects arriving at the grain boundary are
single vacancies and SIAs. During cascade damage or at higher dose rates, the impact of
cluster behavior at the grain boundary could be more significant.
The correlations described in this section give relationships between individual defect
behaviors and damage accumulation in nanocrystalline α-Fe. However, it is also useful to
investigate groups of variables that frequently vary together, in order to develop a physical
understanding of the processes that drive defect accumulation inside grain boundaries. This
analysis is given in 4.5.4.2 using principal component analysis.
4.5.4.2 Principal component analysis
In this section, principal component analysis [104, 1] is performed in order to identify the
sets of variables that most strongly influence damage accumulation. The eigenvectors vk of
the correlation matrix R shown in Table 15 are the principal components of the system. The
first principal component v1 represents the direction in m dimensional space along which the
value of v1jdij has maximum variance, for i ∈ [1, n]. The second principal component v2 is
then defined as the direction orthogonal to v1 with maximum variance of v2jdij , and so on.
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The variance of principal component vk is given by λk, the eigenvalue of that eigenvector.
Frequently, the majority of the variance in the system can be accounted for by only a
few principal components, allowing analysis of the most important relationships between
variables. Table 16 shows the principal components of R most responsible for variation
in the output variables. Communality between the principal components and the output
variables is also given in Table 16b. The communality between variable j and component
vk is the percentage of the variation in dij accounted for by principal component vk. This
analysis shows that between 77− 87% of the variation in each of the four output variables
is explained by the first four principal components. All of the principal components vk,
variances λk, and values of communality for output variables are given in Appendix E.
Table 16: (16a) The four eigenvectors of the correlation matrix R most responsible for the
variance in the output variables, referred to a principal components. Variance in vkjdij ,
for i ∈ [1, 3000], is given by λk. (16b) Communality values between output variables and
principal components. Communality indicates the percentage of variation in each output
variable that is explained by a given principal component.
(a) Principal components
Input variables PC1 PC2 PC3 PC4
Em(V) 0.189648805 −9.10× 10−3 0.663954208 −0.10918847
Em(SIA) −3.38× 10−2 −8.24× 10−2 0.172736756 0.427359208
Em(V Clusters) 0.113690271 −4.69× 10−2 0.162400282 −0.162878248
Em(SIA Clusters) −1.34× 10−2 −5.53× 10−2 2.30× 10−3 0.13985207
Eb(V) 0.347789213 −0.522657117 −0.239754004 −0.134593369
Eb(SIA) 0.411961479 0.478592409 −0.155900304 −0.205989958
A(V) −7.24× 10−2 −6.00× 10−2 −2.03× 10−2 −5.11× 10−2
A(SIA) 3.92× 10−3 2.13× 10−2 7.84× 10−2 −3.41× 10−2
Output variables
C(V) 0.344511533 −0.215825353 0.511062898 −0.26503984
Size(V) −0.42956806 −7.02× 10−2 −9.23× 10−2 −0.78054255
ηV 0.390880624 −0.460214683 −0.341264526 −1.33× 10−2
ηI 0.444807211 0.46722243 −0.168630532 −0.123915238
Variance (λk) 2.154309427 1.740299394 1.505798711 0.650006163
(b) Communality
PC1 PC2 PC3 PC4
C(V) 0.255691100 0.081064160 0.393292466 0.045660409
Size(V) 0.397531957 0.008567315 0.012835851 0.396014092
ηV 0.329151901 0.368591156 0.175367541 0.000115532
ηI 0.426237563 0.379901788 0.042819278 0.009980836
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Figure 62: Circle of correlations between input (blue) and output (red) variables for the first
two principal components. Input variables with low correlation to principal components are
not labeled.
To better understand the relationships between defect behaviors and damage accumu-
lation, the principal components are converted to ṽk = λ
1
2 vk. In this form, the value of ṽkj
represents the correlation between variable j and principal component k [104]. These values
are then plotted for each variable j using two principal components at a time on circles of
correlation [1], as shown in Figures 62 and 63. The closer a variable is to the edge of a circle
of correlations, the greater percentage of variation in that variable can be explained by
those two principal components. By contrast, variables near the center of the circle are less
important for those two components. These circles of correlation are used as a visual tool
to describe the variables in each principle component as well as their relative significance
due to the variance λ of the principal component. By visually inspecting Figures 62 and
63, the following observations can be made:
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Figure 63: Circle of correlations between input (blue) and output (red) variables and the
third and fourth principal components. Input variables with low correlation to principal
components are not labeled.
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1. In Figure 62, the first principal component indicates an inverse correlation between
the size of vacancy clusters and Em(V), Eb(V), Eb(SIA), C(V), ηV, and ηI. This is
expected, as an increase in vacancy concentration, decrease in vacancy cluster size,
and increase in sink efficiency for both vacancies and SIAs occurs when vacancies and
self-interstitials are more strongly bound to and less mobile inside the grain boundary.
2. In Figure 62, the second principal component indicates that when Eb(SIA) is inversely
correlated with Eb(V), ηI is inversely correlated with ηV and C(V) as well. This result
is also expected, as an increase in binding energy for one defect type accompanied by
a decrease in binding energy of another defect type leads to biased trapping of the
defect type with the higher binding energy by the grain boundary.
3. In Figure 63, the third principal component indicates that Em(V) and C(V) are
inversely correlated with ηV and to a lesser extent ηI, Eb(V), and Eb(SIA). This corre-
sponds to the situation in which vacancy clusters are more mobile and simultaneously
more tightly bound to the grain boundary, leading to greater sink efficiency but a lower
concentration of vacancy clusters due to interactions with other defects (annihilation
with interstitials and formation of larger clusters).
4. In Figure 63, the fourth principal component indicates an inverse correlation between
Em(SIA) and the size and concentration of vacancy clusters on the grain boundary.
This result is surprising, as it indicates that as self-interstitial diffusion slows (increas-
ing migration energy), the concentration and average size of vacancy clusters in the
grain boundary simultaneously decrease. By contrast, in Figure 50 we see that the
regions of greatest vacancy concentration and average vacancy cluster size are found
when Em(SIA) is high. Therefore, principal component analysis has enabled identifi-
cation of a physical result that could not be identified in the two-variable studies of
Section 4.5.3. This principal component can be interpreted physically as a decrease
in SIA mobility causing an increased number of SIAs to act as recombination sites
for mobile vacancy clusters inside the grain boundary, thereby decreasing average va-
cancy cluster sizes. However, it should be noted that the variance of this principal
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component is λ4 = 0.650, indicating that this effect is not as strong as the other effects
listed here.
4.5.5 Discussion: void denuded zones in irradiated metals
Although the results presented in the previous sections do not represent predictions for spe-
cific grain boundaries, some qualitative comparisons with experimental studies of radiation
damage near grain boundaries can be made. Experiments of grain boundary-dependent
damage accumulation have focused on defect denuded zones near grain boundaries, usually
in FCC metals [90, 47, 188]. These studies have demonstrated that the width of void de-
nuded zones, and thus the sink efficiency of grain boundaries for defects, depends on the
grain boundary character.
The results of this study cannot be directly compared to experimental measures of de-
nuded zone width in irradiated α-Fe due to the different material and much lower irradiation
dose simulated here (10−3 − 10−2 dpa) than in typical irradiation experiments (> 1 dpa).
However, the shape of the vacancy profile in Figures 57a and 60a can give some insight into
whether or not denuded zones are expected near various grain boundaries. Grain boundaries
that mimic perfect sinks, such as the cases with binding energies corresponding to Σ9[110]
and Σ11[110] boundaries shown in Figure 57a, should result in void denuded zones due
to the decrease in vacancy cluster concentration near grain boundaries observed in Figure
57a and 60a. By contrast, grain boundaries that are imperfect sinks for vacancies such as
the cases with binding energies corresponding to Σ5[100] and Σ13a[100] boundaries shown
in Figure 57a have greater vacancy cluster concentration and size than even the case of a
material with no grain boundaries, indicating that denuded zone formation is unlikely for
these boundaries. Therefore, the experimentally observed sensitivity of void denuded zone
formation to grain boundary character is reproduced in this study, although specific predic-
tions cannot be made without further parameters from atomic-scale simulations. A notable
exception is the case of Σ3 grain boundaries, as discussed in detail in Section 4.5.3.6.
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4.5.6 Summary
In this study, a novel scheme for investigating the impact of grain boundary-dependent pa-
rameters on defect accumulation in α-Fe with 100 nm grains is implemented using spatially
resolved stochastic cluster dynamics (SRSCD). Defect diffusion within grains is treated us-
ing three dimensional reaction rates in SRSCD, while defect diffusion and clustering within
grain boundaries is treated using two dimensional reaction rates in SRSCD. Grain bound-
aries are treated as imperfect sinks by applying boundary conditions between the grain
interior and the grain boundary associated with perfect sinks but allowing thermal emis-
sion of point defects from grain boundaries into the grain interior with a binding energy that
is treated as a parameter. Using this scheme, three types of results are used to investigate
the influence of grain boundaries on defect accumulation: (1) vacancy concentration and
average size inside the grain boundaries, (2) grain boundary sink efficiency ηV and ηI for
vacancies and SIAs, respectively, and (3) the resulting profile of immobile vacancy clusters
inside the grains as a function of distance from the grain boundary.
Sensitivity analyses are used to investigate which defect behaviors inside grain bound-
aries are the most important in governing defect accumulation in and near grain boundaries.
Variables identified as having the greatest influence on defect accumulation results are sin-
gle vacancy and SIA diffusivity inside grain boundaries and the binding energy of vacancies
and SIAs to grain boundaries. Vacancy cluster diffusivity inside grain boundaries is also
shown to be significant but has a smaller impact on defect accumulation. Variables such as
SIA cluster diffusivity inside grain boundaries and the binding energy of point defects to
vacancy and SIA clusters inside grain boundaries are shown to be of lesser importance. In
addition, emission of defect clusters rather than single defects is shown to have a significant
impact on defect accumulation.
Statistical analysis of the results of 3000 randomly chosen sets of input parameters is
also performed in order to identify trends in the variance of defect accumulation results
when varying many defect behaviors in the grain boundary at once. The results of this
analysis agree with the results of the sensitivity studies in identifying the most important
parameters to quantify in order to accurately simulate defect accumulation in and near
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grain boundaries. Principal component analysis analysis shows that most of the variation
in the concentration of vacancies on the grain boundary, the average size of vacancy clusters
on the grain boundary, and sink efficiencies ηV and ηI can be explained by four principal
components. These principal components correspond to physical phenomena such as the
increase in number and corresponding decrease in size of vacancy clusters on the grain
boundary as the migration energy for vacancies Em(V) and binding energies for vacancies
Eb(V) and self-interstitials Eb(SIA) in the grain boundary increase.
The analyses performed in this work are intended to guide future atomistic studies of
defect behaviors in grain boundaries. The results presented here indicate that, in order
to create reliable multi-scale models of defect accumulation in irradiated nanocrystalline
metals, point defect migration energies inside grain boundaries and point defect binding
energies to grain boundaries need to be characterized as a function of grain boundary char-
acter and defect content. In addition, these results indicate that cluster emission from
grain boundaries is a necessary component of multi-scale models of damage accumulation
near low-angle grain boundaries such as Σ3 boundaries. Once these parameters have been
characterized, the methodology presented in this work can be used to simulate defect evolu-
tion near specific grain boundaries and compare results to experimental measures of defect
accumulation such as void denuded zones and grain boundary void formation.
4.6 Summary of Chapter 4
In Chapter 4, in-depth investigations of the links between irradiation conditions, presence
of gases such as helium, and material microstructure on damage evolution are performed.
Iron is used as a model material in all studies performed in this chapter, due to the large
body of atomistic simulations that have been performed describing defect properties in iron.
Therefore, a list of defect parameters that are used throughout the rest of the chapter is
given in Section 4.2. The investigations carried out in this chapter are focused on three
main microstructural and irradiation regimes:
1. In Section 4.3, helium migration in iron thin films is studied for a variety of irradiation
conditions and film thicknesses. This irradiation regime corresponds to experiments
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of helium and self-ion irradiation in thin films, which is a popular experimental ap-
proach taken to approximate some of the mechanisms expected in reactor environ-
ments [231, 114, 186, 92]. Two main studies of helium migration are carried out in
this section: helium desorption during low-temperature implantation and annealing,
and effective helium diffusivity as a function of irradiation conditions. These studies
allow identification of the mechanisms responsible for helium diffusion under various
temperature and irradiation regimes.
2. Neutron irradiation of bulk, coarse-grained materials is studied in Section 4.4. This
irradiation regime corresponds to experiments carried out in fast reactors [67, 259].
Three mechanisms governing defect evolution are investigated for their relative in-
fluence on damage evolution in these irradiation conditions: the impact of ballistic
mixing between displacement cascades and defects present in the material, the im-
pact of the PKA energy of displacement cascades, and the ability of impurities such
as carbon to act as traps for SIA loops.
Using the results of the above studies, the experimental conditions reported by Eldrup
et al. [67] for neutron damage in bulk iron are replicated as closely as possible,
and damage accumulation is compared to experimental measurements using PAS and
TEM techniques. A reasonable match is achieved with experimental measurements,
although greater saturation is seen in defect populations using SRSCD at high doses
than measured in experiments.
3. In Section 4.5 the impact of grain boundaries on damage accumulation is studied in the
context of nanocrystalline metals. These materials, which have been shown to exhibit
better radiation tolerance than coarse-grained metals in some cases [210, 118, 144, 50],
are difficult to study using damage accumulation tools such as cluster dynamics or
OKMC due to the large volume required in such simulations and the impacts of grain
boundaries on defect accumulation. After using SRSCD to simulate a polycrystalline
domain with grain boundaries that act as perfect sinks, the impact of various binding
and migration energies inside grain boundaries on those boundaries’ sink efficiency is
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investigated with a multivariate statistical analysis.
Overall, in Chapter 4 the unique capabilities of the SRSCD methodology developed in
this dissertation have been leveraged to address the scientific questions posed in Section
1.2. Namely, in-depth investigations of the impact of irradiation conditions, the presence
of helium, and the material microstructures on damage evolution have been carried out. In
doing so, the roles of many mechanisms governing damage evolution have been elucidated,
including the moderation of helium mobility by vacancy and helium-vacancy clusters, the
effect of impurities on dislocation loop mobility, the effect of cascade-defect interactions
on void growth and population saturation at high doses, the role of displacement cascade
energy, and the role of various grain boundary defect parameters on sink efficiency and
denuded zone formation. Taken together, these studies have advanced both the fundamental
knowledge of damage evolution in irradiated metals as well as modeling capabilities that
can be used for experimental and material design.
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CHAPTER V
USING SRSCD IN THE CONTEXT OF MULTISCALE MODELING
AND EXPERIMENTAL DESIGN
In the previous chapter, physical mechanisms of defect evolution in irradiated metals are in-
vestigated using the SRSCD computational framework. However, the capability of SRSCD
to act as an efficient link between time and length scales with the purpose of informing
macroscopic models and experimental studies has not been fully demonstrated. Therefore,
the goal of this chapter is to demonstrate the use of SRSCD in a multiscale computational
framework to inform higher-order models and as a guiding tool for experimental design.
These capabilities are demonstrated in two contexts in this chapter: first, SRSCD is used
to generate defect populations which are used in a continuum-scale mechanical hardening
model to predict the change in yield strength of neutron-irradiated iron. Second, a method-
ology is proposed for determining temperature shifts required in experimental studies which
use proxy radiation sources (such as ion beams) to best reproduce damage expected due
to irradiation under ‘intended’ damage conditions in which the dose rate is significantly
different (such as neutron damage).
This chapter is organized as follows: in Section 5.1, a brief overview of the modeling
tools used to study irradiation-induced hardening is presented. Next, in Section 5.2, a
multiscale computational framework for predicting radiation hardening is proposed and
results are compared to experimental hardening results for the case of neutron irradiation
of α-Fe. Finally, the relationship between temperature and dose rate in ‘intended’ and
‘proxy’ irradiation conditions is explored in Section 5.3. Summary and conclusions are
given in Section 5.4.
5.1 Multiscale modeling of irradiation hardening in metals
As discussed in Section 2.1.5, the presence of radiation damage in metals can lead to
macroscopic changes in material behavior such as hardening, swelling, and embrittlement
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[67, 38, 156, 153, 130, 43, 36]. Similar to the study of radiation damage evolution in irradi-
ated metals, coupling between radiation damage and mechanical fields is a multi-scale phe-
nomenon, spanning atomic and macroscopic length scales. In this section, the atomic-level
mechanisms for the interaction between radiation and mechanical properties are presented,
along with past efforts to upscale this information to continuum models of radiation-induced
hardening.
In irradiated metals, the main mechanism for increasing initial yield strength is glide
dislocations interacting with radiation defects in the bulk, acting as obstacles to their mo-
tion. To study these mechanisms at the atomic scale, radiation defects such as voids and
dislocation loops can be generated in atomistic simulations along with glide dislocations.
Shear strains are then applied to the atomistic simulation via boundary conditions and in-
teraction between the glide dislocation and the radiation defect is induced [11, 14, 164]. This
strategy allows direct observations of the various mechanisms involved in defect-dislocation
interactions. Atomistic studies have shown that glide dislocations are pinned by defects
such as voids and dislocation loops and bow around them as the applied stress is increased
[11, 14, 169, 164]. This continues until the Orowan stress is reached, allowing the dislocation
to break free and continue through the material. Such studies have also provided insight
into other defect-level mechanisms that exist in irradiated materials subjected to deforma-
tion. Examples include dislocation core spreading in fcc metals during dislocation-defect
interactions [164], thermal effects such as dislocation climb during interactions with radia-
tion defects [65], and channel clearing in which glide dislocations absorb radiation defects
as they glide through the plastically deforming material [174, 175].
Overall, the mechanisms described above are responsible for the increase in yield strength
and decrease in ductility observed in irradiated metals discussed in Section 2.1.5 as well as
other radiation effects such as creep and strain softening of irradiated metals. Atomic-scale
studies have aided in the understanding of the nature of the interactions between radiation
defects and glide dislocations involved in crystal plasticity, but they operate at a scale that
is too small to create link between macroscopic stress-strain behavior and radiation damage.
Instead, continuum models developed from atomic scale considerations have been developed
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for this purpose. Dating back to the original model by Orowan whereby the critical stress
for a single dislocation to pass through arrays of impenetrable obstacles is calculated, signif-
icant efforts have been placed on understanding the complex interactions between radiation
induced defects and glide dislocations at the continuum scale. Historically, three main mod-
els have been proposed and used in the literature: the dispersed barrier hardening (DBH)
model, the Friedel-Kroupa-Hirsch (FKH) model, and the Bacon-Kocks-Scattergood (BKS)
model. Each model provides a different functional form for radiation-induced change in
yield stress due to the presence of defects with concentration N and diameter d.
The continuum models described above have allowed for the development of single crys-
tal constitutive laws embedded in different types of homogenization methods (i.e. full-field
and mean-field polycrystal homogenization schemes) [158, 7, 53, 21, 171, 172, 244]. Re-
sulting single crystal and polycrystal simulations of radiation induced material property
changes based on the DB hardening model have successfully reproduced observed changes
in yield strength, initial strain softening, strain softening under cyclic loading, radiation
assisted creep, and decreased ductility [158, 7, 53, 21, 171, 172, 244]. For example, Ar-
senlis et al. [7] treat effective stress and strain in a finite element framework, and include
the effect of dislocations cutting stacking fault tetrahedra (SFTs) to create dislocation-free
channels and subsequent strain softening. However, defect populations used in the work of
Arsenlis et al. are assumed to be all in the form of SFTs with uniform size, and a con-
nection between the defect population and the irradiation conditions is not made. In work
of Onimus and Béchade [158], a self-consistent model is used to reproduce the higher yield
point and softening under cyclic loading of polycrystalline zirconium due to the presence of
irradiation induced dislocation loops. Here too, only one defect type (dislocation loops) is
treated with a single initial concentration and size. By contrast, the work of Deo et al. [53]
uses a self-consistent scheme to estimate polycrystalline hardening in steel as a function of
radiation dose with defect populations and sizes coarsely informed by the results of OKMC
simulations, but actual defect concentrations and sizes are not taken from OKMC and a
distinction is not made between voids and dislocation loops. In the hardening and creep
studies of Patra et al. [171], a rate theory formulation is used to estimate the populations of
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single vacancies and self-interstitials, but the initial irradiated defect state is based on the
work of Deo et al. [53] and therefore not taken from simulations of damage accumulation.
Despite the gains made in polycrystalline hardening simulations, a direct connection
between material property changes and irradiation conditions (i.e. dose rate, cascade en-
ergy, and irradiation temperature) is still lacking. In particular, no macroscopic hardening
simulations have been carried out that take defect populations directly from a lower level
simulation of radiation damage accumulation such as CD or OKMC to predict the resulting
changes in material properties. This is a necessary step for multi-scale models of material
performance under extreme irradiation conditions to accurately predict material lifetimes
in a range of reactor environments.
5.2 Damage-induced hardening in neutron-irradiated bulk iron
As described in the previous section, radiation induced hardening in bulk metals is caused by
the presence of defects acting as obstacles to dislocation motion [13, 169, 11]. Establishing
a linkage between irradiation conditions and material strength is a particularly challenging
problem as (1) microstructure evolution during irradiation is complex and depends on ir-
radiation conditions [37, 184, 233, 125, 67, 38] and (2) constitutive models such as those
described in the previous section must describe the effective strengthening resulting from
the interaction of glide dislocations with a distribution of defects varying in size, density and
position. A link between points (1) and (2) is necessary in order to create predictive models
of radiation hardening in irradiation conditions not yet treated experimentally. The objec-
tive of the present study is to introduce, validate and apply a coupled modeling strategy
linking radiation-induced defect accumulation to the mechanical response of polycrystalline
iron. First, radiation damage accumulation in neutron-irradiated α-Fe is simulated in this
work using SRSCD. Defect populations are then upscaled into a crystal plasticity framework
including radiation-induced hardening using the BKS model. Defect strength parameters
are found via use of a mean-field Taylor type model fitted against experimental data on
neutron-irradiated α-Fe [38]. Following this, full field rate-independent crystal plasticity
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simulations using the material point method (MPM) are performed to investigate the rela-
tionships between dose rate, yield strength and internal stress-strain distribution in an α-Fe
polycrystal subjected to uniaxial tension.
5.2.1 Mesoscale irradiation hardening model
In this section, the methodology used to simulate polycrystalline plasticity in the pres-
ence of radiation damage is discussed. The constitutive framework of the empirical rate-
independent crystal plasticity model employed in this work is first described in Section
5.2.1.1. The defect populations in neutron-irradiated iron and the resulting increase in crit-
ical resolved shear stress along the slip planes are described in Sections 5.2.1.3 and 5.2.1.2,
respectively. The defect populations and average sizes output from SRSCD simulations
serve as the inputs into the hardening model. Finally, the implementation of polycrys-
talline plasticity in the MPM framework is discussed in Section 5.2.1.4.
5.2.1.1 Crystal plasticity framework
Crystal plasticity is treated with a rate-independent, small-strain formulation [93]. Here,
plasticity is driven by slip dislocation motion. Therefore, grain boundary mediated plasticity
and twinning mechanisms are disregarded. The total strain in the material ε (in tensorial
form) is decomposed as the sum of elastic and plastic strains:
ε = εe + εp . (98)
The elastic domain E is defined for α = [1, ...,m] slip planes as the values of the Cauchy
stress tensor σ for which the resolved shear stress |τα(σ)| on slip plane α is less than the
critical resolved shear stress gα on that slip plane:
E = {(σ, gα)|f(α, gα) = |τα(σ)| − gα ≤ 0, α = [1, ...,m]} , (99)
Here, τα(σ) is given by the projection of the Cauchy stress tensor on slip system α.
Within the small strain formulation, the relationship between the Cauchy stress tensor and
the elastic strain tensor is given by Hooke’s law:
σ = C : εe , (100)
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Table 17: Iron properties
(values taken from Koester et al. [113])
Elastic modulus C11 236.9 GPa
Elastic modulus C12 134.0 GPa
Elastic modulus C44 119.4 GPa
CRSS τ0 29.8 MPa
Saturation Stress τs 193.3 MPa
Initial hardening h0 471.2 MPa
where C is the elastic stiffness tensor. Plastic strain evolution is found by projecting slip





where γ̇α is the plastic slip rate on slip system α and Pα is the Schmid tensor of slip system
α. Slip activity is determined via the use of consistency conditions [189] ensuring positive
and maximum dissipation, given by:
γ̇α ≥ 0 , fα ≤ 0 , γ̇αfα = 0 . (102)
The evolution of the critical resolved shear stress (CRSS) gα on a given slip system α
is given by:
gα|t=0 = τα0 , ġα = hαγ̇α , (103)
where τα0 is the initial CRSS on that slip plane and h
α is the hardening coefficient on the
slip plane α, given by:







where hα0 is the initial hardening modulus on slip system α, γ is the cumulative plastic slip,
and ταs and τ
α
0 are the saturation and initial CRSS on slip system α, respectively. The ma-
terial parameters governing elastic and plastic behavior for iron used in this work are taken
from Koester et al. [113] and are given in Table 17. Although rate-independent plasticity
is treated in this work, the reference strain rate used by Koester et al. in determining these
parameters is γ̇0 = 2.44× 107 s−1 [113].
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5.2.1.2 Radiation-induced hardening
In this study, radiation damage accumulation and microstructure evolution resulting from
imposed traction or displacement are treated sequentially. The cases of evolving radiation
damage during mechanical deformation or non-zero internal stress during the irradiation
are disregarded. Therefore, radiation hardening is introduced by replacing the initial and
saturation stresses τα0 and τ
α
s in equations (103) and (104) with modified versions τ
α
0,irr








s + ∆τirr (105)
The BKS radiation hardening model is used to establish a relationship ∆τirr and the
presence and size of defects. In the BKS model, hardening due to a random spatial distri-





























where µ is the shear modulus, N is the density of defects, d is the diameter of those defects,
b is the Burgers vector of the material, and αBKS is an unknown defect strength parameter.
The parameters l and d′ represent the average spacing between defects and the harmonic
mean of the spacing between defects and the defect diameter, respectively.
In this work, the BKS model given in equation (106) is used to simulate hardening due
to two types of radiation-induced defects, voids and dislocation loops, with populations
provided by the results of SRSCD simulations. These defect populations have a specific
size distribution that is dependent on the irradiation dose. However, dislocation dynamics
results suggest that for both dislocation loops and voids, the hardening due to a distribu-
tion of defect sizes can be properly rendered via use of a single average defect size and a
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corresponding mean effective distance between defects [196]. Therefore, all hardening sim-
ulations in this work are carried out using the average defect diameter for dislocation loops
and voids. Figure 64b shows the average defect sizes found in SRSCD as a function of dose.
In addition, dislocation dynamics results [196] have shown that the defect strength param-
eter αBKS is constant over a range of defect sizes d and densities N for a given defect type
(void or dislocation loop). Therefore, separate values of ∆τirr are calculated for voids and
dislocation loops at several radiation doses, using constant strength parameters αV and αL,
respectively. To model collective hardening from multiple defect types, ∆τirr is calculated
for each defect type and a non-linear superposition law is used to find the total hardening.








The value of n has been found to be approximately n = 2.22 in dislocation dynamics
simulations [196].
Voids and dislocation loops both contribute to hardening. However, single vacancies
and small vacancy clusters are absorbed by dislocations and as such are not considered to
contribute to hardening in this study. As the minimum vacancy cluster size that contributes
to hardening is unknown, an arbitrary minimum void size is chosen to be one nm. The effect
of modifying this minimum size is investigated in Section 5.2.3. Changing the minimum
size of voids included in hardening simulations is shown to change the fit values of defect
strength parameters αV and αL without qualitatively changing the hardening results in
Section 5.2.2.
5.2.1.3 Defect populations in neutron-irradiated α-Fe
In this study, damage accumulation is simulated using the material and irradiation condi-
tions reported by Eldrup et al. [67] for neutron irradiation of bulk iron. Simulation param-
eters are shown in Table 11. Vacancy and SIA cluster populations evolutions are simulated
in SRSCD up to 10−1 displacements per atom (dpa). A complete list of defect binding and
migration energies as well as reaction rates used in this simulation can be found in Tables
1 and 7 and in [60]. Results of these simulations are presented in Section 4.4.5, and have
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been compared to experimentally measured defect populations [67, 259]. Figure 64 shows
the SRSCD results in this study for concentrations and average sizes of voids and SIA loops


























































Figure 64: (64a) Dislocation loop and void (> 1 nm) concentrations as a function of ir-
radiation dose from SRSCD. (64b) Average dislocation loop and void (> 1 nm) sizes as a
function of irradiation dose from SRSCD.
The values of defect density and average size at a given dose, N and d, are obtained
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from SRSCD simulations described in Section 4.4. Simulation results for the densities of
dislocation loops and voids greater than one nm in diameter as a function of dose are
shown in Figure 64a. These results show a region of fast accumulation of defects at low
doses, following by a saturation of defect concentrations after approximately 10−2 dpa,
due to cascade-defect interactions. SRSCD simulations are carried out to 10−1 dpa, while
experimental hardening results for neutron-irradiated iron exist at 1 dpa [38]. To estimate
defect densities at doses greater than simulated in SRSCD, we propose a modification to






where the values Nsat, B, r, and p are calibrated with the output from the damage accumu-
lation model described in Section 4.4 and φ is the irradiation dose in dpa. This empirical
formula predicts exponential growth in the defect population at low doses, followed by a
saturation of defect density at high doses, in agreement with SRSCD results. The use of
additional fitting parameters beyond those proposed by Makin and Minter is not meant to
indicate a change in physical behavior in the simulated defect accumulation experiment,
and is simply adopted in order to provide a better fit to simulated data. All subsequent
hardening simulations are carried out using defect densities N provided by equation (108)
fit to SRSCD results. A good fit to simulation data shown in Figure 64a is found with
r = 1.0, and only Nsat, B and p are fitted. The values of Nsat, B, and p for voids and
dislocation loops are given in Table 18.
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5.2.1.4 Implementation of crystal plasticity in a polycrystalline setting
Sandia National Laboratories’ time-explicit parallelized Material Point Method (MPM)
code [251, 20] is applied to model irradiation hardening in iron polycrystals. This MPM
framework can be regarded as a spatial discretization method formulated in an arbitrary
Lagrangian-Eulerian description of motion. It employs two discretizations to solve for the
constitutive equations and equations of motion of solids. All state variables and constitu-
tive equations are tracked at the set of material points while the equations of motion and
interactions among the material points are formulated and solved by using a background
computational grid. Further details on the formulation of the MPM framework are provided
in the technical report by Bartel et al. [20].
5.2.2 Application: Irradiation hardening of Fe
In this section, the methodology outlined in the previous sections is applied to the problem
of neutron irradiation and subsequent hardening in bulk iron. Results are compared both
to experimental measures of defect content [67, 259] and hardening [38]. Simulation of
radiation-induced hardening is first carried out using a reverse-engineering approach in
Section 5.2.2.1, in which experimental results are used to fit the hardening parameters αV
and αL. Then, in Section 5.2.2.2, the methodology is applied in a predictive fashion to
describe the changes in hardening resulting from a change in dose rate of several orders of
magnitude.
5.2.2.1 Fitting to experimental hardening
In order to apply the BKS model to defect accumulation data, values for the relative
strengths of dislocation loops and voids (αL and αV, respectively) are needed. There-
fore the contribution of each defect type to hardening of polycrystalline α-Fe is studied
independently. In this way, the defect strength parameters are left as unknowns and later
calibrated to fit with experimental results [38].
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A mean-field Taylor model with mixed boundary conditions for approximating poly-
crystalline behavior is adopted to fit values of αL and αV to experimental data in a compu-
tationally efficient fashion. In this model, 250 randomly oriented single crystals, each with
equal volume fraction, are used to represent a polycrystal subjected to uniaxial tension.
The boundary conditions on each single crystal i are the following:










xz = 0 , (109)
where εappl is the externally applied strain at each step. These boundary conditions corre-
spond to the case of plane stress, with shear deformations allowed inside individual single
crystals. Therefore each single crystal is subjected to the same uniaxial strain at each step,
and the approximate polycrystalline stress σxx is found by invoking the macro-homogeneity









with N = 250 grains. This approximation allows fast computation of approximate polycrys-
talline stress-strain curves without explicitly representing the microstructure. As such, this
method does not account for stress concentrations at grain boundaries and triple junctions
or unequal distributions of strains throughout a polycrystalline aggregate. This process is
repeated for five different sets of 250 randomly oriented single crystals.
Values for αV and αL are estimated by simulating polycrystalline stress-strain response
using the mean-field Taylor model at doses ranging from 10−6 dpa to 1 dpa. Change in
yield stress due to voids and loops, ∆σY,V and ∆σY,L respectively, is computed separately
using the Taylor model and the expected combined hardening ∆σY is then computed using
equation (107) with n = 2.22. The defect strength parameters αV and αL in equation (106)
are adjusted using a least squares algorithm so that the expected combined hardening best
fits the change in yield stress given in the work of Byun et al. [38]. Best-fit values for the
defect strength parameters for voids and dislocation loops are found to be αV = 0.049 and
αL = 1.135, respectively.
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Using the fit values for αL and αV, hardening simulations using an explicit represen-
tation of the polycrystalline microstructure are performed in the MPM framework for a
variety of radiation doses and compared to experimental values [38]. This representative
microstructure, illustrated in Figure 66a, is obtained by means of a 3D Potts model of grain
evolution [250]. The simulated grain evolution used to generate the representative mi-
crostructure employs a Monte Carlo Potts model using a non-physical kinetic Monte Carlo
temperature with isotropic grain boundary energy and mobility. Dimensions of the RVE
in physical space are 200 µm× 75 µm× 75 µm with approximately 100-120 grains in each
polycrystal, resulting in a average grain size of 20 µm. The crystallographic orientations
assigned to each grain of the representative microstructure are assigned randomly.
Five simulations corresponding to different polycrystalline microstructures are performed
at each dose. The polycrystal stress-strain curves and change in yield stress ∆σY are shown
as a function of radiation dose in Figure 65. The results from the MPM simulations show
good agreement with both the fitted mean-field Taylor model described above and exper-
imental data [38]. As the only sources of variation in MPM simulations of hardening are
the polycrystalline microstructures used to represent the material, the standard deviation
in the results shown in Figure 65b is several orders of magnitude lower than the change in
yield strength ∆σY, and as such error bars are not included in Figure 65b. By contrast,
experimental studies experience variation in results caused by a number of factors, such as
variations in measurement precision, radiation dose, inhomogeneous grain size, and other
factors.
To demonstrate the non-uniformity generated in these polycrystalline simulations, Fig-
ure 66b shows the internal strain εxx throughout an un-irradiated polycrystal past the yield
point and Figure 66c shows the distribution of internal stresses inside the polycrystal at
three different average stresses for three different radiation doses. The radiation doses shown
here are 10−6, 10−3, and 1 dpa, and the average stresses σxx shown are 60, 90, and 120
MPa. At 60 MPa, all three polycrystals remain in the elastic regime and the probability
density functions for their stress distributions are identical. This results from the fact that
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(b) Change in yield stress
Figure 65: Stress-strain curves (65a) and hardening (65b) in simulated neutron-irradiated
polycrystalline α-Fe. Defect strength parameters in the BKS hardening model shown in
equation (106) are given by αL = 1.135 and αV = 0.049 for dislocation loops and voids,
respectively. Polycrystalline hardening results match both the mean-field Taylor model and
experimental results.
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individual defects. At 90 MPa, the 10−6 dpa specimen is in the plastic regime and its stress
distribution is therefore both broader and more rounded than the two specimens still in the
elastic regime. At 120 MPa, both the 10−6 and 10−3 dpa specimens have yielded while the
1 dpa specimen remains elastic, and the 10−6 dpa specimen shows greater broadening of
its stress distribution due to larger plastic strain activity. It is noted here that the spread
is significant such that overcoming of thermal activation barriers will necessarily occur at
different rates in two materials subjected to the same macroscopic stress state but with
different irradiation induced defect densities and distributions.
5.2.2.2 Dose rate dependence of radiation hardening
As previously noted in Section 1.1.2, radiation damage accumulation can occur at a variety
of dose rates, ranging from 10−12 dpa·s−1 in thermal fission reactor pressure vessels [139]
to 10−2 dpa·s−1 in ion beam-irradiated metals [4]. The dose rate used in Section 5.2.2.1,
7× 10−7 dpa·s−1, corresponds to the dose rate in the HFIR reactor, as reported by Eldrup
et al. [67]. Dose rate has been shown to have a significant effect on damage accumulation in
irradiated metals [59, 194]. The two-scale model presented here, with fitted defect strength
parameters αV and αL, can be used in a predictive fashion to estimate how hardening is
impacted by the different populations of defects created by different dose rates.
The impact of dose rate on radiation hardening is studied in this work by choosing two
additional dose rates, 7 × 10−12 and 7 × 10−4 dpa·s−1, corresponding to thermal fission
and ion beam irradiation, respectively. SRSCD simulations of defect accumulation are then
carried out at these additional dose rates, keeping all other parameters the same. As in
Section 5.2.1.3, void and loop concentrations and average sizes are computed as a function
of total dose using a fit provided by equation (108). The defect concentrations and average
sizes computed by SRSCD are shown in Figure 67 and 68 for the two additional dose rates
chosen in this study, along with the fitted functional forms for population evolution given
by equation (108). Fitted parameters for the modified Makin and Minter formula are given
in Table 19 for both dose rates. The main effect of decreasing dose rate is to decrease
the population of dislocation loops and increase the population of voids at low doses. By
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(a) Polycrystalline grain structure
























60 MPa, 10-6 dpa
10-3 dpa
1 dpa
90 MPa, 10-6 dpa
10-3 dpa
1 dpa
120 MPa, 10-6 dpa
10-3 dpa
1 dpa
(c) Distribution of internal stresses
Figure 66: Example of explicit polycrystalline microstructure and results using the MPM
method. (66a) Grain structure of polycrystal. (66b) εxx component of strain at σxx = 75
MPa for the case of no irradiation dose. (66c) Distribution of internal stresses at three
different average stresses σxx for three different radiation doses.
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Table 19: Rate-dependent parameters
(see equation (108))










contrast, at the higher dose rate a larger population of loops and a smaller population of
voids is present initially. The differences in defect populations at different dose rates are
caused by differences in the ratio of defect diffusion rates to the cascade implantation rate.
For example, at 7 × 10−4 dpa·s−1, the diffusion to implantation ratio for single vacancies
is 3.5 × 103 nm2·dpa−1, while at 7 × 10−12 dpa·s−1 that ratio is 3.5 × 1011 nm2·dpa−1.
Therefore, at low dose rates, vacancies have more time to diffuse and cluster or annihilate
with SIAs, leading to more voids and fewer loops. By contrast, at high dose rates, vacancy
diffusion is slow compared to the implantation rate and vacancies are relatively immobile
as a result. Therefore, vacancies remain isolated, decreasing annihilation and allowing SIA
loops to form. At higher doses, defect populations are large enough that cascade-defect
interactions become significant, causing larger voids to form at all dose rates.
Using the defect accumulation statistics given by SRSCD, polycrystalline tensile tests
are simulated using the MPM framework. In order to isolate the effect of dose rate on
hardening, all other parameters are the same as in Section 4.4, including the five polycrys-
talline microstructures used for the hardening simulations and the values of αV and αL.
The resulting hardening as a function of dose is shown for all three dose rates simulated in
this work in Figure 69. At low doses, the overall effect of increasing dose rate is to increase
hardening, while keeping the overall shape of the hardening curve the same. The greatest
difference in hardening for dose rates simulated in this work is a factor of 2.5 at 10−4 dpa.




























































Figure 67: Dislocation loop and void concentrations and average sizes as a function of total



























































Figure 68: Dislocation loop and void concentrations and average sizes as a function of total


















Figure 69: Radiation-induced change in yield strength ∆σY predicted by polycrystalline
tensile testing simulations at dose rates corresponding to thermal fission (7×10−12 dpa·s−1),
fast fission (7× 10−7 dpa·s−1), and ion beam irradiation (7× 10−4 dpa·s−1).
dpa), the defect populations populations and resulting hardening become similar between
the different dose rates studied.
5.2.3 Choice of hardening model
As previously mentioned in Section 5.1, several theoretical models for radiation-induced
hardening exist in addition to the BKS model used in this work. Two of the most common
hardening models include the dispersed barrier (DB) model [185, 153, 125] and the Friedel-









3d (FKH) , (111)
where the constants are the same as in the BKS model given in equation (106). Dislocation
dynamics studies [196] have shown that the DB model cannot reproduce hardening due to
either voids or SIA loops without using a defect strength parameter αDB that varies wtih
the size of the defects d. Because average defect sizes evolve during irradiation, using such
a model necessitates the creation of a functional form for αDB. The FKH model, which
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was originally formulated for SIA loop hardening in fcc metals, was shown by dislocation
dynamics to provide a good fit to bcc SIA loop hardening data when multiplied by a single
defect strength parameter αFKH for a range of SIA loop sizes [196]. In the dislocation
dynamics study, the quality of the fits of the FKH and BKS models to simulated hardening
results are similar. The BKS model is chosen in this work in order to use the same hardening
model for both voids and SIA loops. Replacing the BKS model with a FKH-like model for
SIA loops would not significantly change the results.
The defect strength parameter αL obtained by fitting hardening results to experimental
data, αL = 1.135, is similar to the value estimated by Sobie et al. [196] using discrete
dislocation dynamics of αL = 1.209. However, the value of αV estimated using the mean-
field Taylor model, αV = 0.049, is much lower than the value of αV = 1.003 reported from
discrete dislocation dynamics. This discrepancy may be caused by thermal effects such as
depinning and dislocation climb which are not captured in discrete dislocation dynamics, as
suggested by others [65, 164]. Due to the low value of αV found using the mean-field Taylor
model, dislocation loops are the dominant contributor to radiation hardening in this study.
Previous study of dislocation loop accumulation has indicated that the concentration of such
loops is strongly dependent on the local concentration of traps for dislocation loops [60].
Such traps have been hypothesized to be caused by the presence of carbon impurities [215,
101]. Therefore, materials with different impurity contents could experience significantly
different hardening under the same radiation damage conditions. Such a mechanism is not
considered in the present study.
As discussed in Section 5.2.1.2, vacancy clusters with diameter less than 1 nm are not
considered voids in this work. Smaller vacancy clusters are not included in the irradiation
hardening model presented here. In order to understand the effect of the threshold void
size chosen in this study, the analysis carried out in Section 5.2.2 is repeated including
all vacancy cluster sizes greater than 5 vacancies (the smallest immobile vacancy cluster
simulated in this work). Using the mean-field Taylor model to estimate hardening due to
this modified void population, defect strength values of αV = 0.103 and αL = 0.914 are
obtained. This does not represent a qualitative change from the defect strength parameters
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obtained in Section 5.2.2. More detailed study of the effect of vacancy cluster size on
preventing dislocation motion is needed for future iterations of this model to accurately
predict hardening in irradiation conditions for which experimental data does not exist.
The use of a single average defect size and concentration for voids and SIA loops instead
of a full distribution of defect sizes allows application of the BKS model with only two
unknown strength parameters α. Dislocation dynamics studies indicate that the difference
in hardening caused by replacing a Gaussian distribution of defect sizes with a single average
defect size ranging from 0.3 − 1.5 nm for voids and 0.5 − 2.5 nm for SIA loops is not
statistically significant, indicating that the effect of this choice is likely to be small [196].
Future treatments of this model could include several bins of void and SIA loop sizes in
order to capture the effect of defect size distributions on hardening.
Several approximations are applied in carrying out this two-scale methodology for ir-
radiation hardening. In the SRSCD model, defect segregation at grain boundaries is not
accounted for and the effect of cascade-defect interactions at high doses is only accounted
for using a preliminary model. In addition, the crystal plasticity model employed does
not account for mechanical effects such as dislocation channeling, localization effects, grain
boundary effects, or twinning. The advantage of this methodology lies in the fact that all of
the irradiation-induced defect statistics come from the defect accumulation simulations, and
no fitting of the defect content is necessary. Once values of αV and αL have been found by
fitting to experimental results here, these values should be applicable to future simulations
in which experimental hardening results do not exist. Therefore, this work allows predictive
simulations of irradiation hardening in regimes that are difficult to probe experimentally.
5.2.4 Summary
In this section, a novel computational model is introduced to predict both microstructure
evolution during irradiation in polycrystals and the resulting effect on strength. From a
general standpoint, the methodology presented in this work enables prediction of irradiation
hardening under a wide range of irradiation conditions such as total dose, dose rate, and
temperature, as well as for various microstructures such as nano-grained iron without relying
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on experimentally measured defect populations or hardening results to calibrate the model.
The strategy delineated is to first simulate defect populations using SRSCD and use
these as inputs of a polycrystalline crystal plasticity model in which the single crystal
constitutive response explicitly accounts for the effect of radiation-induced hardening. In
the specific case treated here, the Bacon, Kocks, and Scattergood (BKS) model [13] is chosen
to model the increase in yield strength of an irradiated metal. This choice is informed by
recent work based on discrete dislocation dynamics [196] which clearly demonstrates the
reliability of the BKS model.
Demonstration of the gain resulting from the level of integration of the damage accu-
mulation and plasticity models is made by considering two problems. First, it is shown
that, due to the relative numerical efficiency of the approach, one can quantify the effec-
tive contributions of voids and SIA loops on the strength of slip systems. Using a reverse
engineering approach, these effects, formally quantified wtih parameters αV and αL, are
revealed. It is shown that αV is much smaller than αL. Interestingly we also note that αV is
also smaller than reported in [196], thereby suggesting that the effect of very small vacancy
clusters on the Orowan bowing process is minimal.
Finally, using the defect strength parameters αV and αL obtained by this approach, we
are able to predict hardening in α-Fe under irradiation conditions not tested in experiments.
It is found that dose rate does not have a strong effect on radiation-induced hardening of
neutron-irradiated bulk iron at room temperature, especially at doses above 10−2 dpa.
5.3 Using ions to reproduce neutron damage: investigating the equiva-
lence between dose rate and temperature
The previous section demonstrated the use of SRSCD in a multiscale computational frame-
work to link predictive simulations of damage accumulation to macroscopic radiation hard-
ening. This methodology can also be used as a tool for guiding experimental design, as
demonstrated in this section for the case of determining the temperature shift necessary to
use ion irradiation as a laboratory approximation for neutron damage. Ion irradiation has
long been used as a method for experimentally simulating damage in metals expected from
neutron irradiation in reactor environments, due to the lower costs, increased safety, and
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faster completion of such experiments [239, 170, 2, 147, 148]. However, the displacement
rates in typical ion irradiation experiments range from 10−2 − 10−5 dpa·s−1, while neutron
irradiation displacement rates range from 10−7− 10−12 dpa·s−1 [147, 239, 139, 234, 2, 170].
Therefore, in order to produce similar defect concentrations and size distributions, ion irra-
diation experiments must be performed at higher temperatures than the neutron irradiation
conditions they are simulating.
Several experimental and theoretical studies have investigated the temperature shift
required to achieve similar results at different displacement rates, using metrics such as
swelling and segregation in alloys as metrics for equivalence [239, 170, 129, 2]. In the
work of Was [239], a preliminary model is presented that includes only single vacancies
and single interstitials. This scheme does not account for effects such as defect clustering,
displacement cascades, or spatially resolved microstructures. Abromeit [2] addresses some
of these limitations by creating a rate theory model that includes defect cluster populations,
but the problem is not applied to a specific material and trends related to mechanisms for
defect accumulation as a function of displacement rate are discussed instead.
In this study, the multi-scale damage accumulation tool SRSCD [63] is used to inves-
tigate the relationship between dose rate and temperature for a wide range of irradiation
conditions. This work improves on previous studies by including a more detailed damage ac-
cumulation model, including defect clusters of arbitrary size and the introduction of cascade
damage, and investigating a much larger range of displacement rates than previous stud-
ies. The methodology described here represents a preliminary step that can be used during
experimental design in order to best reproduce radiation damage for irradiation conditions
that are difficult to achieve in the laboratory, such as low displacement rate irradiation with
neutrons.
Damage accumulation is simulated in this study using both Frenkel pairs (caused by
electrons and light ions) and displacement cascade damage (caused by heavy ions and
neutrons) as damage sources over a wide range of displacement rates and temperatures. This
data is then used to estimate the equivalent temperature required under simulated ‘proxy’
conditions (for example, using ion irradiation) to reproduce the same damage produced
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by simulated ‘target’ conditions (for example, neutron irradiation) at room temperature.
Therefore, damage production is measured during irradiation for two cases:
1. Target conditions: room temperature irradiation at TT = 20
◦C or TT = 200
◦C at
the ‘target’ displacement rate φT
2. Proxy conditions: irradiation at the ‘proxy’ displacement rate φP and tempera-
ture TP required to produce similar radiation damage accumulation to the ‘target’
conditions
The temperature shift ∆TP = TP − TT required when changing from displacement
rate φT to φP is presented for displacement rates φT and φP ranging from 10
−2 − 10−8
dpa·s−1 for both types of irradiation. Profiles of vacancy cluster sizes at various equivalent
displacement rate/temperature pairs [T, φ] show good agreement for both Frenkel pair and
cascade damage.
5.3.1 Methodology
Irradiation of α-Fe is simulated using SRSCD for two types of damage: (1) Frenkel pair
irradiation to 10−2 dpa inside 100 nm thin films using a 100×50×50 nm domain with perfect
sinks in the x-direction and periodic boundary conditions in the y- and z-directions, as a
first order approximation of defect accumulation in a nanocrystalline material with grain
boundaries that act as sinks; and (2) cascade damage created by 20 keV primary knock-on
atoms (PKAs) to 10−2 dpa inside bulk α-Fe using a 100× 100× 100 nm domain. Case (1)
corresponds to damage conditions in electron and light ion irradiation experiments, while
case (2) corresponds to neutron and heavy ion irradiation conditions. All allowed defects and
reaction rates are the same as in previous SRSCD simulations of damage accumulation in
α-Fe [60]. For case (1), displacement damage (in dpa) is calculated by dividing the number
of implanted Frenkel pairs by the number of atoms in the simulated volume. For case
(2), displacement cascades created by 20 keV PKAs are taken from atomistic simulations
performed by Stoller et al. [204, 203]. The cascades are first annealed for 10 ps in the OKMC
code MMonCa [135] in order to allow only reactions triggered automatically by proximity
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to occur. By doing so, the defects input into SRSCD include all clusters formed during
the cascade itself. Displacement damage (in dpa) is calculated by dividing the number of
surviving displaced atoms in the cascade after the thermal spike phase by the number of
atoms in the simulated volume. The above simulations are repeated at displacement rates
ranging from 10−8 − 10−2 dpa·s−1. The average concentration of vacancies and vacancy
clusters over ten simulations for Frenkel pair damage and five simulations for cascade damage
at each displacement rate and temperature combination is used as a metric to compare
results between different irradiation conditions.
Figure 70 demonstrates the methodology used in this study to compute the ‘proxy’
temperature TP at displacement rate φP required to produce equivalent damage to room
temperature irradiation TT = 20
◦C at the ‘target’ displacement rate φT . The concentration
of vacancies and vacancy clusters at [TT , φT ] is first computed (red arrow), and this result
is compared to the concentrations found at other displacement rates φP as a function of
temperature TP . By taking a linear interpolation of the linear-logarithmic plot of concen-
trations as a function of temperature, an estimate is made of the temperature TP at which
the displacement rate/temperature pairs [TT , φT ] and [TP , φP ] produce the same concentra-
tion of vacancies. This process is repeated using displacement rates φT , φP ∈ [10−8, 10−2]
dpa·s−1. Therefore, the increase or decrease in temperature required to produce equiva-
lent radiation damage to room-temperature irradiation at a different displacement rate is
found for a two-dimensional input space of displacement rates φT and φP , using vacancy
concentration as a metric for equivalent damage.
5.3.2 Results: Temperature Shift ∆TP
Figure 71 shows maps of the temperature shift ∆TP found using the above methodology for
the cases of Frenkel pair irradiation of nanocrystalline α-Fe (71a) and cascade irradiaiton of
bulk α-Fe (71b). Frenkel pair irradiation in bulk α-Fe was also tested, but results are very
similar to results for nanocrystalline iron and are not included here. In both cases, increasing
the proxy displacement rate φP requires an increase in proxy irradiation temperature TP






























10-8 dpa s-1, 20 C: C(V)=1.02x10-4 nm-3
Figure 70: Method used to identify equivalent temperatures for irradiation at various dis-
placement rates in order to simulate room temperature Frenkel pair implantation in 100 nm
α-Fe thin films at 10−8 dpa·s−1. The intersection of each curve with the red arrow indicates
the displacement rate equivalent temperature.
of Frenkel pair and cascade damage in Figures 71a and 71b. A greater temperature shift
∆TP is required to reproduce radiation damage accumulation at φT = 10
−8 dpa·s−1 when
φP = 10
−2 dpa·s−1 for Frenkel pair damage than cascade damage. However, during cascade
damage the dependence of temperature TP on φT and φP is much more irregular than for
the case of Frenkel pair damage. For example, a temperature shift ∆TP of approximately
100◦C is necessary when φT = 10
−6 dpa·s−1 and φP = 10−5 dpa·s−1, whereas for the case of
Frenkel pair irradiation the value of ∆TP is below 50
◦C for the same values of φT and φP .
In addition, for the case of cascade implantation, little difference is seen between φT = 10
−8
and φT = 10
−7 dpa·s−1, implying that no additional defect mobility is achieved by slowing
down the displacement rate below 10−7 dpa·s−1 at room temperature. The irregularity in
the contour line representing ∆TP = 100
◦C in Figure 71b is due to statistical fluctuations
in the SRSCD output as well as the fact that the region where ∆TP ≈ 100◦C is quite broad
for the case of cascade damage.
The region of interest corresponding to the use of ion irradiation to reproduce damage
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Temperature Shift ∆TP 
 (Frenkel pair damage in bulk Fe, reference temperature 20 C)







































(a) Frenkel pair damage
Temperature Shift ∆TP 
 (Cascade damage in bulk Fe, reference temperature 20 C)




























Figure 71: Temperature shift ∆TP from room temperature (20
◦C) required when changing
from displacement rate φT to φP to produce equivalent vacancy content. Arrows indicate
displacement rates that correspond to the use of ion irradiation to reproduce damage caused
by neutron irradiation. Results are shown for Frenkel pair implantation in 100 nm thin films
(71a) and cascade implantation in bulk α-Fe (71b).
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caused by neutron irradiation at room temperature is shown by arrows in Figures 71a and
71b. Although these regions represent a small subset of the entire range of displacement
rates φT and φP simulated in this study, the temperature required to reproduce damage
at displacement rates associated with neutrons using ion irradiation varies by 100-200◦C
within this region for cascade and Frenkel pair damage, respectively. This result emphasizes
the necessity of correctly choosing irradiation temperature based on the proxy and target
irradiation conditions.
To test the effect of the density of planar sinks such as grain boundaries and free surfaces
on the temperature shift ∆TP , Figure 72 shows temperature shifts using cascade damage and
the same irradiation conditions as presented above for thin films with thickness 50nm and
200 nm. The free surfaces of the thin films are treated as perfect sinks, and therefore these
simulations can be seen as a first approximation of the effect of grain size in nanocrystalline
materials in which grain boundaries act as perfect sinks. Although some differences in ∆TP
can be seen when film thickness changes from 50 nm to 200 nm in Figures 72a and 72b,
the region of interest for using ion irradiation to reproduce damage expected from neutron
irradiation (indicated by arrows) is very similar for both thicknesses. This region is also
similar to the case of cascade damage in bulk α-Fe shown in Figure 71b. Therefore, grain
size is not considered a primary variable when determining temperature shifts ∆TP required
when changing displacement rates.
So far, all results presented in this study assume that the ‘target’ irradiation conditions
are at room temperature. Although some experimental neutron irradiation is carried out at
room temperatures [67], it is important to understand how the temperature shifts calculated
in this model change when the reference temperature for irradiation TT is elevated above
room temperature. This case is shown in Figure 73 for cascade damage in bulk α-Fe with
reference temperature TT = 200
◦C. Several differences are seen between these results and
the case of TT = 20
◦C in Figure 71b; most notably, the temperature shift required when
φP > φT is much more regular due to the increased mobility of defects in this case. Overall,
‘target’ irradiation temperature TT is an important parameter in determining the tempera-
ture shift required in the proxy environment ∆TP to reproduce damage when displacement
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(a) 50 nm thin film
Temperature Shift ∆TP 
 (Cascade damage in bulk Fe, reference temperature 20 C)



























(b) 200 nm thin film
Figure 72: Temperature shift ∆TP at displacement rates φP required to reproduce room-
temperature irradiation results at target displacement rates φT for cascade damage in films
with thickness ranging from 50-200 nm.
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Figure 73: Temperature shift ∆TP at displacement rates φP required to reproduce irradia-
tion results at target temperature TT = 200
◦C and target displacement rates φT for cascade
damage in bulk Fe.
rates are varied. Note that a higher value of TT corresponding to reactor temperatures (ap-
proximately 400◦C) was not used in this study due to complete annealing of the simulated
material at very high temperatures. To capture damage accumulation at these higher tem-
peratures, a more advanced model is needed that can capture effects such as void diffusion
and coalescence and the impact of alloying elements and transmutation products such as
helium.
5.3.3 Using vacancy concentration as a metric for equivalent damage
The use of the concentration of vacancies and vacancy clusters as a metric for comparing
irradiation at different displacement rates and temperatures assumes that other measurable
quantities such as the average size of defects will scale with that metric, such that the
overall defect state in materials irradiated at different displacement rates but appropriately
chosen equivalent temperatures will remain the same. However, reaction rates for defect
behaviors such as diffusion and binding are governed by Arrhenius laws in irradiated metals
[197], implying that temperature changes do not lead to uniform changes in defect behaviors
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as the activation energies for various reactions are not uniform. Therefore, irradiation at
different displacement rates using the displacement rate equivalent temperatures shown
in Figure 71 may result in differences in damage evolution not measured by the vacancy
concentration metric used in this work.
In order to test the quality of vacancy concentration as a metric for displacement rate
equivalent temperature, profiles of vacancy cluster concentrations as a function of cluster
size are shown in Figure 74 for irradiation temperatures TT and TP when the proxy and
target displacement rates φT and φP are different by several orders of magnitude. Profiles
are also shown using high displacement rates φP while leaving temperature TP = 20
◦C
as a reference. Figure 74a shows a comparison between 10−6 dpa·s−1 and 10−2 dpa·s−1
irradiation with Frenkel pairs, and Figure 74b shows a comparison between 10−8 dpa·s−1
and 10−2 dpa·s−1 irradiation with displacement cascades. In both cases, when using the
value of TP calculated in Figure 71, cluster profiles are very similar for irradiation at dis-
placement rate/temperature pairs [TT , φT ] and [TP , φP ]. By contrast, simply irradiating at
the higher displacement rate φP while leaving temperature TP = 20
◦C leads to a significant
underestimate of the average cluster size in the simulations. This indicates that vacancy
and vacancy cluster concentrations are a good metric for comparing defect accumulation at
different displacement rates and temperatures.
5.3.4 Discussion and conclusions
Although this study addresses the effect of compensating for changes in displacement rate
by changing temperature in irradiated α-Fe, there are several other differences between
ion and neutron irradiation that could have an impact on damage accumulation that are
not treated here. In this study, all displacement cascades are created by 20 keV PKAs,
while in ion and neutron irradiation conditions displacement cascades have different ranges
of PKA energies [138, 234]. Some studies have suggested that when controlling for dpa
rate, damage accumulation due to different cascade energies is similar [22, 202, 60], but
nonetheless differences between ion and neutron damage could occur due to the different

























Number of vacancies in cluster
10-6 dpa/s, 20 C
10-2 dpa/s, 173.7 C
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(b) Cascade damage
Figure 74: Comparison of profiles of vacancy cluster size for simulations at equivalent
temperatures: (74a) Frenkel pair damage comparing displacement rates of 10−2 and 10−6
dpa·s−1, and (74b) cascade damage comparing displacement rates of 10−2 and 10−8 dpa·s−1.
The first two values of the results at room temperature and 10−2 dpa·s−1 are multiplied by
0.01 and 0.1 in 74a and 74b, respectively, for better visualization (indicated by arrows).
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creates transmutation products such as hydrogen and helium [234], which can significantly
influence damage accumulation by acting as traps for dislocation loops and nucleation sites
for bubbles [232, 4, 145, 19]. Although ion irradiation with both self-ions (causing cascade
damage) and transmutation products such as hydrogen and helium has been carried out
experimentally [212], developing truly equivalent conditions to neutron damage in this case
is a very challenging problem. Despite these differences, the results of this study show that
the relationship between displacement rate and temperature alone is a primary variable for
consideration when designing experiments using ion irradiation to simulate neutron damage.
The methodology proposed here is most appropriate when designing experiments in
which the majority of damage accumulation occurs in the grain interior. For irradiation
at high temperatures and/or low displacement rates, significant damage accumulation can
occur at grain boundaries and triple junctions [90, 191, 256], which are not included in
this model. Therefore, in order to extend this method to such cases, greater understanding
of damage accumulation on grain boundaries is needed. In addition, neutron irradiation
generates gases such as helium through transmutation which can influence damage accumu-
lation [170, 205, 230]. Some experimental techniques include both heavy ion irradiation and
light ion implantation [114, 186, 92], making experimental investigation of these phenomena
possible. Equivalence between these more complicated scenarios could be investigated by
expanding this methodology to include helium generation and implantation in the SRSCD
simulations. Finally, the results shown in Figure 71 for Frenkel pairs and cascades at 10−2
dpa may change as the total radiation dose increases. Previous studies of the effect of
displacement rate on damage accumulation during cascade implantation have shown that
damage accumulation at varying displacement rates is similar above 10−2 dpa due to the
ballistic interactions between damage already present in the material and additional dis-
placement cascades [61], indicating that the temperature shift ∆TP required at higher doses
may decrease.
The results of this analysis show that, for irradiation of iron at 20◦C and 200◦C over a
wide range of displacement rates and damage conditions such as damage type and material
microstructure, an equivalent displacement rate and temperature pair can be found which
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provides similar defect accumulation results. The temperature shift ∆TP in a simulated
‘proxy’ environment with displacement rate φP required to produce the same radiation
damage accumulation results as irradiation at a ‘target’ displacement rate φT is shown in
this work to depend on both φT and φP as well as the radiation damage type (Frenkel
pair or cascade damage) and reference temperature TT . Grain size is not shown to strongly
influence ∆TP in nanocrystalline α-Fe for the irradiation conditions studied.
5.4 Summary and conclusions
SRSCD’s computational efficiency and ability to incorporate complex defects and reactions
positions it uniquely as an intermediate-scale tool that is capable of linking the results of
fundamental studies at the atomic scale such as defect migration and binding energies to
experimental design and macroscopic phenomena such as irradiation hardening. In Section
5.2, this capability is demonstrated by constructing a multi-scale computational framework
for simulating damage accumulation and subsequent hardening in irradiated α-Fe. Defect
populations are first simulated in neutron-irradiated room-temperature iron, and these re-
sults are then used as inputs into polycrystalline plasticity simulations including radiation
hardening using the BKS hardening model [13]. In Section 5.3, the equivalence between
dose rate and temperature is investigated in order to inform experimental studies using ion
irradiation at high dose rates that want to reproduce damage content expected in neutron
irradiation studies at lower dose rates. The temperature at which irradiation should be
carried out in order to reproduce room temperature irradiation results is found for a wide
range of dose rates both in thin films irradiated with Frenkel pairs and for cascade dam-
age in coarse-grained iron. The two applications presented in this chapter represent a small
subset of the possible uses of SRSCD as a tool for linking multi-scale simulation frameworks




The purpose of this dissertation is two-fold: to link individual defect-level phenomena in
irradiated metals to long-term radiation defect evolution, and to link damage content to
macroscopic and experimentally verifiable quantities such changes in yield strength. This
multi-scale problem is very complex, due to the number of defect types present in irradiated
materials, the spatial correlations between defects created in displacement cascades, and the
complicated microstructures proposed for future generations of radiation-resistant materi-
als. The complexity of the present problem necessitates development of novel simulation
techniques for simulating damage accumulation that can include complex phenomena such
as diffusivity of many defect species while maintaining computational efficiency in order
to simulate radiation damage over long timescales and in larger simulation volumes than
previous methods.
Several challenges associated with the complexity of damage evolution, spatial resolu-
tion, and computational scalability must be addressed during the development of such a
novel technique. The computational tools developed in this dissertation must include more
complex interactions between defects than previous methods. This necessitates developing
reaction rates that can be applied to a wider variety of reaction types than exist in the lit-
erature, such as interactions between 3D and 1D diffusing defects. The methods developed
in this dissertation must also be able to capture the spatial resolution necessary to simulate
spatially inhomogeneous microstructures like thin films and nanocrystalline structures as
well as displacement cascade damage, which is contains spatially correlated reactions. Fi-
nally, the desire to simulate larger volumes, complex microstructures, and radiation doses
on the order of one displacement per atom necessitates increased computational efficiency
compared to previous methods such as OKMC.
The multi-scale modeling tool developed in this dissertation to address these challenges
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is called spatially resolved stochastic cluster dynamics (SRSCD). This tool is developed
specifically to address the computational needs of simulations of damage accumulation
over long timescales and in complicated microstructural environments such as thin films
and polycrystals. SRSCD has been implemented in this dissertation in spatially resolved
domains such as polycrystals and thin films, using a synchronous parallel kinetic Monte
Carlo algorithm to increase the size of the simulation volumes and total radiation dose
accessible by these simulations. Displacement cascade damage has been implemented in
SRSCD using three techniques (single volume element implantation, distribution across
several volume elements, and adaptive meshing), and these methods have been been shown
to correctly reproduce the spatially correlated reactions caused by the proximity of de-
fects inside displacement cascades. Reaction rates for complicated defect interactions such
as one-dimensional glide of SIA loops and defect interactions on two-dimensional surfaces
have been derived in this dissertation, making simulation of complex defect behaviors and
microstructures such as grain boundaries possible. Overall, the development of SRSCD as
well as the advancements made to this technique over the course of this dissertation enable
simulations of damage evolution in irradiated metals using a larger input space of irradiation
conditions as well as in more complicated material microstructures than previous methods.
This method has therefore effectively addressed the challenges presented above.
Using this tool, two main scientific questions are investigated in this dissertation: (1)
how radiation conditions such as temperature, dose rate, and damage type influence radia-
tion defect accumulation in irradiated metals; and (2) how the presence of microstructural
features, namely interfaces, grain boundaries, and free surfaces, influence radiation defect
accumulation in irradiated metals. To address these questions, several studies of damage
accumulation are performed under a broad range of damage conditions and microstructures.
These studies investigate damage evolution in three main material microstructures: thin
films, bulk metals, and nanocrystalline metals. In each microstructural environment, the
impact of irradiation conditions and microstructural features such as grain boundaries and
free surfaces on damage accumulation are quantified.
Thin films are frequently used in ion irradiation experiments, due to their application in
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experimental techniques such as in-situ TEM microscopy and the relatively shallow implan-
tation depth of ions in metals. In SRSCD simulations of radiation damage in thin films,
displacement damage and helium are implanted into iron thin films in order to study the
influence of helium on damage evolution as well as the dependence of helium and radiation
damage on implantation conditions such as dose, dose rate, temperature, helium to dpa
ratio, film thickness, and damage type (cascade or Frenkel pairs). These studies are first
used to validate the SRSCD methodology, by comparing results of helium desorption exper-
iments [231] to experimentally predicted fractions of released helium. Next, a systematic
study of effective helium diffusivity is used to link irradiation conditions to helium evolution
in iron thin films. In all of these simulations, mechanisms for helium migration in a vari-
ety of simulated environments are identified by tracking the mobile species of helium and
helium-vacancy clusters responsible for desorption and by using Arrhenius plots of effective
diffusivity to identify temperature regions in which various migration and annealing mech-
anisms are active for a range of irradiation conditions. These studies suggest that helium
migration inside iron thin films is highly dependent on the damage content introduced with
the helium as well as the irradiation conditions and film thickness.
Bulk metals represent the majority of industrially implemented nuclear materials today
as well as common microstructures used in neutron irradiation experiments. Therefore,
SRSCD simulations of radiation damage in bulk metals performed in this dissertation fo-
cus in damage conditions relevant for neutron irradiation. In these simulations, cascade
damage is implanted into coarse-grained iron to experimentally relevant doses and dam-
age accumulation is compared to experimental measurements [67, 259]. The computational
efficiency of the adaptive meshing algorithm developed in the SRSCD code allows simula-
tions of doses up to 10−1 dpa while accurately including the effects of displacement cascade
damage implantation. These simulations investigate the impact of three mechanisms at
play in these damage conditions on accumulation: the distribution of displacement cascade
PKA energies, interactions between displacement cascades and defects already present in
the material during the thermal spike phase, and the influence of traps for SIA loops such
as carbon impurities on defect content. Using the knowledge gained by these investigations,
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damage accumulation is compared to experimental measures and found to match qualita-
tive trends in defect population growth and saturation as a function of radiation dose. This
study represents the first step in the development of a tool which could be used to predict
the current state of damage accumulation in aging nuclear reactors.
Nanostructured metals such as nanocrystalline iron have been proposed as potential
structural materials in future nuclear reactors due to their high interface to volume ra-
tio, which increases recombination of radiation defects and allows metals to ‘self-heal’. The
synchronous parallel implementation of SRSCD is shown to enable simulation of damage ac-
cumulation in explicitly represented polycrystalline microstructures, and the impact of grain
size on damage content is subsequently quantified assuming grain boundaries act as perfect
sinks. The ability of SRSCD to resolve polycrystalline domains represents a first-of-its-kind
development in this dissertation. Next, the more detailed interaction between radiation
defects and grain boundaries is investigated in subsequent simulations. In these studies, the
influence of parameters controlling defect behaviors such as diffusivity and binding to grain
boundaries on damage accumulation is studied using a multivariate statistical analysis. The
correlation between the various migration and binding energies governing defect behavior
inside grain boundaries and several metrics for damage evolution is measured, and the most
influential defect properties are identified as a guide for future atomic-scale studies. Taken
together, these studies represent a significant step towards predictive modeling of radiation
damage in complex microstructures such as nanocrystalline metals.
Due to the computational efficiency and complexity of the allowed defects and reactions
in the SRSCD model developed in this dissertation, it is an attractive choice for inclusion in
multi-scale frameworks linking atomic-scale defect behaviors to macroscopic material prop-
erty changes. Similarly, SRSCD can be used as a tool to guide experimental design. These
capabilities are demonstrated through two studies linking SRSCD results to macroscopic
observable quantities. First, the presence of radiation damage is coupled to mechanical
response through a crystal plasticity formulation using the Bacon, Kocks, and Scattergood
model [13] for the increase in yield strength due to the presence of voids and dislocation
loops. This model is applied using the damage accumulation results produced by SRSCD
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in simulations of neutron irradiated coarse-grained iron as an input, and defect strength
parameters for voids and dislocation loops are varied until hardening best fits experimental
results [38]. Using the fitted values for defect strengths, this combined damage accumula-
tion and hardening model is applied in a predictive fashion, and the impact of dose rate
on hardening is predicted to be minimal in neutron-irradiated iron at room temperature.
The polycrystalline nature of the crystal plasticity simulations are also shown to enable
investigation of stress distributions in both the elastic and plastic domain, which could be
implemented in future models to predict effects such as crack formation. Next, the appli-
cation of SRSCD as a tool to guide experimental design is demonstrated. In this study,
the equivalence between temperature and dose rate is investigated using SRSCD, using
both Frenkel pair and cascade damage as radiation defect sources. The temperature shift
required for irradiation experiments to produce equivalent damage content at different dose
rates are created for each case, and direct comparisons of damage content between equiv-
alent dose rate-temperature pairs show good agreement. This method can be applied by
experimentalists using ion irradiation in order to choose a temperature at which the damage
accumulation produced in experiments best matches damage accumulation during neutron
irradiation.
The SRSCD methodology and the various mutli-scale frameworks implemented in this
dissertation provide a basis upon which several future improvements and applications to
new materials systems could be made. For example, application of SRSCD to other metals
such as FCC metals and complex alloys will eventually be necessary in order to predict
damage evolution in real structural materials rather than proxy materials such as iron.
Several atomic-scale questions must be considered when making such changes, such as how
and under what irradiation conditions to include the formation of stacking fault tetrahedra
and vacancy dislocation loops. In general, a robust description of the various defect types
and their migration and binding energies is necessary in order to simulate radiation damage
in a given metal, and very few materials systems exist for which such information has been
reliably obtained. Such simulations will therefore necessitate statistical model-reduction
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techniques in conjunction with experimental data mining in order to provide sufficient in-
put data into SRSCD without relying solely on atomistic scale modeling for inputs. Other
potential improvements to the results obtained in this work include simulation of a more
complex crystal plasticity and hardening law, in order to include such effects as defect
annihilation and radiation softening caused by sweeping out by glide dislocations. Finally,
including the effect of stress on defect behaviors, in particular diffusion and binding energies
of defects, could allow for simulation of damage evolution near crack tips or other stress con-
centrations. Overall, advancements in the methods developed in this work will necessitate
parallel advancements in our atomistic understanding of defect behaviors in various mate-
rials and under various influences such as stresses. Therefore, expanding the use of SRSCD
to more material systems and irradiation conditions will also act as a motivating force for
investigation of those systems at other time and length scales with other computational
tools.
The variety of scientific outcomes of this dissertation demonstrate that efficient multi-
scale models for damage accumulation such as SRSCD are powerful tools that can be used
to investigate fundamental physics associated with radiation damage as well as to link ab-
initio and atomistic data on defect behaviors to macroscopic and measurable quantities such
as hardness in a predictive fashion. Throughout the course of this dissertation, significant
advancements to the state of the art have been made, especially with regards to the ability
to predict long-term damage evolution in complicated material microstructures without the
use of fitting parameters. The advancements made in this dissertation represent an impor-
tant step towards predictive models that can be used to design radiation-resistant materials
for use in nuclear reactors and to accurately estimate the current levels of radiation damage
and corresponding safety factors in current generations of nuclear reactors.
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APPENDIX A
DERIVATION OF KINETIC MONTE CARLO ALGORITHM
A derivation of the classic kinetic Monte Carlo algorithm is given here. This derivation
is adapted from the work of Gillespie [83]. Given a kinetic system with allowed reactions
Rµ and corresponding reaction rates Aµ (in s
−1), we define the reaction probability density
function P (τ, µ), defined such that P (τ, µ)dτ is the probability at time t that the next
reaction in volume V will occur in the time interval (t+ τ, t+ τ + dτ) and the next reaction
will be Rµ. This probability function can be expressed as the product of the probability
P0(τ) that no reaction will occur in V in the time interval (t, t + τ) and the probability
Aµdτ that reaction Rµ will occur in the interval (t+ τ, t+ τ + dτ):
P (τ, µ)dτ = P0(τ) ·Aµdτ (112)
To calculate P0(τ), we divide the interval (t, t+τ) into K sub-intervals of length ε = τ/K.
The probability that reaction Rµ with rate Aµ will not occur in the first ε subinterval (t, t+ε)
is given by
1−Aµε+ o(ε) (113)




(1−Aµε+ o(ε)) = 1−
M∑
µ=1
Aµε+ o(ε) . (114)
Since this probability is the same for each sub-interval ε, then P0(τ) can be written as




























µ=1Aµ is the sum of the reaction rates in volume V . Combining equations
(112) and (116), we get a formula for the probability density function P (τ, µ):
P (τ, µ) = Aµe
−Aτ (117)
The two-variable probability density function (117) can be written as the product of two
single-variable probability density functions [83]:
P (τ, µ) = P1(τ) · P2(µ|τ) (118)
where P1(τ)dτ is the probability at time t that the next reaction will occur in the interval
(t+τ, t+τ+dτ) and P2(µ|τ) is the probability that the next reaction will be an Rµ reaction
given that the reaction occurs at time t+ τ . Given the addition theorem for probabilities,








−Aτ = Ae−Aτ (119)
where again we have taken advantage of the fact that A =
∑M
µ=1Aµ. Substituting equation
(119) into equation (118), we get a formula for P2(µ|τ):




Note that in equation (120), we have taken advantage of the fact that P2(µ) is independent
of τ .
Given the form of P1(τ) in equation (119), a random value of τ can be generated





′)dτ ′ . (121)
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Thus the distribution function F (τ0) represents the probability that τ will be less than
τ0. Note that in equation (121) we have discarded all negative values of τ
′ because P1(τ
′) = 0
for τ ′ < 0. Therefore F (0) = 0, F (∞) = 1, and F (τ) increases monotonically from τ = 0
to ∞.
A discrete timestep can therefore be generated by choosing r1 ∈ (0, 1) and taking τ as
the value that satisfies F (τ) = r1. For the case of P1(τ) given in equation (119), this gives
us F (τ) = 1− e−Aτ . By setting F (τ) = r1 and inverting, we get the first part of the kinetic










A similar method can be used to choose a reaction Rµ in the system to carry out
according to the probability density function P2(µ). Here, a discrete probability distribution





where again F (µ0) represents the probability that the reaction chosen Rµ will have µ less
than or equal than µ0. Therefore a reaction can be chosen from the list of allowed reactions
by choosing a second random number r2 ∈ (0, 1) and taking µ that satisfies:
F (µ− 1) < r2 ≤ F (µ) . (124)
Substituting equations (120) and (123) and multiplying by A, equation (124) becomes
µ−1∑
ν=1




which is the second part of the kinetic Monte Carlo algorithm given in equation (8).
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APPENDIX B
DEMONSTRATION OF EQUIVALENCE OF STOCHASTIC AND
DETERMINISTIC APPROACHES TO RATE THEORY PROBLEMS
In many areas of chemistry and materials science, it is of interest to know the time-evolution
of the concentration of several chemical species cm, m ∈ [1,M ]. The concentration of each
chemical species is typically mediated by a deterministic rate equation,
dcm
dt
= ∇ · (D∇cm) + fm(t, c1, ..., cM ) (126)
In this analysis we are primarily concerned with the form of fm, which accounts for all
interactions between chemical species. If chemical species m can undergo n reactions of the
type R1 +R2 + ...+Rj → P1 + P2 + ...+ Pk, then we can express fm as:




where αim is a rate constant that depends, in general, on the concentrations of the other
defects involved in the reaction.
B.1 Test case: three-species behavior
Here we will assume the presence of three chemical species: A,B, and C. The following
reactions will be allowed to occur in our system:
1) 0 → A+B
2) A+B → 0
3) A+A → C
4) C → A+A
5) B + C → A
This corresponds to the following physical system in metals subjected to radiation dam-
age: A represents single vacancies in the metallic lattice, B represents self-interstitial atoms
(atoms which have been displaced from their lattice site), and C represents clusters of two
vacancies. Reaction 1 represents Frenkel pair implantation, in which an atom is knocked
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out of its lattice site, creating a vacancy-interstitial pair. Reaction 2 represents vacancy-
interstitial recombination, in which a self-interstitial atom falls into an unoccupied lattice
site and both defects are annihilated. Reactions 3 and 4 represents vacancy clustering and
thermal dissociation of vacancy clusters, respectively. Reaction 5 represents annihilation
between a self-interstitial and one of the two vacancies in a di-vacancy pair C.
In this case, the rate equations presented above (neglecting the diffusion term) are:
da
dt
= α1 − α2ab− 2α3a2 + 2α4c+ α5bc
db
dt




2 − α4c− α5bc (128)
where rate constant αi corresponds to reaction i. Here, the use of a instead of A represents
a concentration rate equation (a = AV ).
B.2 Stochastic Point of View
In this section we will show that when taking a stochastic formulation of the problem, the
above rate equations still apply. This approach begins by defining a function P (A,B,C, t) as
the probability at time t of finding A, B, and C (integer valued) vacancies, self-interstitials,
and 2-vacancy clusters inside a finite volume V . This probability distribution is called the
master equation, and describes the evolution of the entire system. Assuming an initial state
so that P (A0, B0, C0, 0) = 1 and P (A,B,C, 0) = 0 for all other A, B, and C, a single
(stochastic) rate equation can be written which describes the evolution of P .
Another approach for modeling population evolution uses the master equation, which
gives the probability that the system is in a given microstate at a given time:
P (N1, ..., Nm, t) (129)
where Ni represents the number of species i present in a volume at time t. The evolution
of this master equation is similarly given by







where βi is a different rate constant corresponding to reaction i (typically in different units
than αi).
To show the form of the master equation, we again examine the test case presented above.
Using the reactions presented for three-species radiation defect evolution, the following rate
equation for the evolution of the master equation is obtained:
∂P (A,B,C, t)
∂t
= β1 (P (A− 1, B − 1, C, t)− P (A,B,C, t)) +





(A+ 2)(A+ 1)P (A+ 2, B,C − 1, t)− 1
2
A(A− 1)P (A,B,C, t)
)
+
β4 ((C + 1)P (A− 2, B, C + 1, t)− CP (A,B,C, t)) +
β5 ((B + 1)(C + 1)P (A− 1, B + 1, C + 1, t)−BCP (A,B,C, t)) (131)
We can see by inspection that reaction i is governed by constant βi. For simple systems,
the master equation is solvable using analytical or numerical methods, but we can see that
this problem becomes practically unmanageable very quickly compared to the (relative)
ease of numerical simulation of the rate equations presented in the previous section.
B.3 Equivalence between stochastic and deterministic points of view
Next, we will demonstrate the following: the deterministic (rate equation) formulation
and the stochastic (master equation) formulations of the problem are equivalent, and the
relationship between αi and βi are analytically calculable. This has been performed in the
literature for both a test case (not the same as this test case) and a general case [159, 119].
The average value of Al, where A is the number of single vacancy defects present in the




















dP (Ai, Bj , Ck, t)
dt
(133)
In the limit that the number of defects approaches infinity, we can express the probability
P (A,B,C, t) as
P (A,B,C, t) = P (A, t)P (B, t)P (C, t) (134)
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P (Bj , t)
∞∑
Ck=0
P (Ck, t) =
∞∑
Ai=0
AliP (Ai, t) (135)
Using the above equation, we will substitute the master equation term-by-term to derive
the relationship between αi and βi. Note that in assuming large defect numbers, we can
make the following approximation:
∞∑
Ai=0




lP (Ai + 1, t) = A(t)
l (136)
Substituting the β1 term of the master equation into equation (133) and using the






Aiβ1(P (Ai − 1, t)− P (Ai, t))
∞∑
Bj=0
P (Bj , t)
∞∑
Ck=0












(Ai − 1)P (Ai − 1, t) +
∞∑
Ai=0





= β1(A(t) + 1−A(t)) + ... = β1 + (Other terms) (137)












Ai(Ai + 1)P (Ai + 1, t)
 ∞∑
Bj=0




















2P (Ai + 1, t)−B
∞∑
Ai=0






2B −AB −A2B) = −β2AB (138)
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Ai((Ai + 2)(Ai + 1)P (Ai + 2, Bj , Ck − 1, t)
















3 − 3(Ai + 2)2 + 2(Ai + 2)
)





(A3 − 3A2 + 2A−A3 −A2) = β3
2
(−4A2 + 2A) ' −2β3A2 (139)












AiP (Ai − 2, t)
∞∑
Ck=0













((Ai − 2)P (Ai − 2, t) + 2P (Ai − 2, t))
∞∑
Ck=0










= β4((A+ 2)C −AC) = 2β4C (140)








Ai((Bj + 1)(Ck + 1)P (Ai − 1, Bj + 1, Ck + 1, t)








((Ai − 1)P (Ai − 1, t) + P (Ai − 1, t)−AiP (Ai, t))
= β5BC (141)
Combining all of the terms in the above equations, we arrive at the following rate
equation for the evolution of the average value of A(t), the number of single vacancies in
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the volume V at time t:
dA(t)
dt
= β1 − β2AB − 2β3A2 + 2β4C + β5BC (142)




= β1 − β2V 2ab− 2β3V 2a2 + 2β4V c+ β5V 2bc (143)






− β2V ab− 2β3V a2 + 2β4c+ β5V bc (144)
This gives us the following relationships between the rate constants αi and βi: β1 = α1V ,
β2 =
α2
V , β3 =
α3
V , β4 = α4, and β5 =
α5
V . We can see that, more generally, when the
deterministic and stochastic equations governing such a rate theory problem are written
in the form above, the relationship between the constants in each equation is given by
β = αV 1−n, where n is the order of the reaction (n = 2 reactions require 2 defects to be
carried out, for example).
We can repeat this method for the equations governing the time evolution of self-
interstitials and vacancy clusters, but we have already solved for the rate constants β
in terms of α. We have therefore demonstrated that in the case of the test equation, the
stochastic formulation and the deterministic formulation of the time evolution of the system
are equivalent (in the limit of a large number of defects). Note that this exercise requires
that the concentration of defect types is homogeneous and that the material is in thermal
(but not chemical) equilibrium.
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APPENDIX C
DEMONSTRATION OF EQUIVALENCE OF SERIAL AND
PARALLEL KINETIC MONTE CARLO ALGORITHMS
To prove the equivalence of the parallel and serial solutions, we will first prove that, inside
any given volume element, adding a null event with arbitrary rate R0 does not impact the
time evolution of the system. For the test case presented in Appendix B, the probability of
being in state (A,B,C) at step tn+1 is given by the probabilities of being in various states
that can evolve into state (A,B,C) at step tn:
P (A,B,C, tn+1) =
β1
R
P (A− 1, B − 1, C, tn)
+
β2(A+ 1)(B + 1)
R










P (A− 2, B,C + 1, tn)
+
β5(B + 1)(C + 1)
R
P (A− 1, B + 1, C + 1, tn) (145)
This equation is similar to equation (131) except that it assumes a discrete timestep in
which a single reaction will occur. Note that R is the sum of all of the rate constants, so
that the total sum of all of the coefficients in the above equation is 1. If we now add a
null event with arbitrary positive rate R0, and we re-calculate Rnew = R + R0, the above
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equation becomes:
P (A,B,C, tn+1) =
β1
Rnew
P (A− 1, B − 1, C, tn)
+
β2(A+ 1)(B + 1)
Rnew










P (A− 2, B,C + 1, tn)
+
β5(B + 1)(C + 1)
Rnew




P (A,B,C, tn) (146)
Substituting for R0 and taking the limit of large A, B, and C:
R0 = Rnew −R = Rnew − (β1 + β2AB + β3
1
2
A2 + β4C + β5BC) (147)
we get:
Rnew(P (A,B,C, tn+1)− P (A,B,C, tn)) =
β1 (P (A− 1, B − 1, C, tn)− P (A,B,C, tn)) +





(A+ 2)(A+ 1)P (A+ 2, B,C − 1, tn)−
1
2
A(A− 1)P (A,B,C, tn)
)
+
β4 ((C + 1)P (A− 2, B,C + 1, t)− CP (A,B,C, t)) +
β5 ((B + 1)(C + 1)P (A− 1, B + 1, C + 1, tn)−BCP (A,B,C, tn)) (148)
Taking Rnew =
1
∆t and the limit as ∆t approaches 0 (R0 approaches infinity), we get
equation (131). Thus, we can see that the evolution of the master equation is independent
of the chosen value of R0.
Therefore, if the volume is subdivided into volume elements Ωj , each volume element
has reactions µ and rates Rjµ, and a null event rate R
j





µ is the same for all volume elements, the master equation will evolve
according to equation (131) within each volume element, and the total master equation for
the entire volume will evolve according to equation (131) as well.
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APPENDIX D
APPLICATION OF SERIAL AND PARALLEL KMC ALGORITHMS
TO GENERAL COUPLED INITIAL-VALUE PROBLEMS
In this appendix, the serial and parallel kinetic Monte Carlo algorithms presented in Sections
3.2.5 and 3.4 are presented in a more general form for solving arbitrary coupled initial
value problems. These methods are then applied to several classic examples of differential
equations and results are presented and compared to other differential equation solvers.
D.1 Application: stiff problems
The first problem treated in this way deals with a stiff differential equation that is in the
form of chemical rate equations. The rate equations of the problem are given by:
dy1
dt
= −αy1 + βy2y3
dy2
dt




Here, the rate constants are given by α = 0.04, β = 104, and γ = 3 × 107, and the
initial condition is y1 = 1, y2 = y3 = 0. This problem can be conceptualized as a set of rate
equations governing the time evolution of three chemical species (in units of m−3). There
are three reactions in the system, given in Table 20. Note that the reaction governed by γ
is written as 2 + 2→ 2 + 3 and not 2 + 2→ 3, which is a more typical reaction in chemical
problems. For the latter reaction to occur, the rate constant in the second equation must
be 2γ instead of γ, indicating the loss of two particles of type 2 for each particle of type 3
gained.
To convert these concentration rate equations to number rate equations, we change all
concentrations to numbers by yi = Yi/V , where V is some finite volume, and multiply by
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We also change our initial condition, so that Y1(t = 0) = V × 1. The units of each
term in the above equation are now s−1 and each term represents the rate of each reaction
to occur. To change to a kinetic Monte Carlo algorithm, we shift from a rate equation










Thus the kinetic Monte Carlo algorithm for advancing the system in time is given by
1. Calculate reaction rates and find total reaction rate R = rα + rβ + rγ
2. Choose two random numbers r and s between 0 and 1.





and choose reaction µ such that
µ−1∑
ν=1




4. Carry out reaction µ by changing the numbers of chemicals in the system accordingly
Table 20: Allowed reactions in problem 5.9
Reaction rate constant
1→ 2 α
2 + 3→ 1 + 3 β



























Stochastic rate theory - Y1
Stochastic rate theory - Y2
Stocahstic rate theory - Y3
Figure 75: Comparison of stochastic rate theory solution to ODE15 stiff differential equation
solver from Matlab for a standard coupled set of stiff rate equations.
Using this algorithm, the numbers of particles of each type in the system as a function
of time is evolved, and these numbers can be converted back into concentrations in order
to compare the solution of this algorithm to standard differential equation solvers. This
was carried out using a short program written in Fortran with a volume of V = 107 and
total time of t = 106. The results of the stochastic rate theory method are compared to the
differential equation solver ODE15 from Matlab in Figure 75. Note that the two methods
have good agreement over the entire simulation.
This method has several advantages and disadvantages when compared to traditional
stiff differential equation solvers. The fact that the timestep is a product of the Monte
Carlo algorithm means that the algorithm naturally treats stiff problems. However, this
also means that for large volumes (which are necessary in this problem to resolve the
concentration of species 2) the timestep can be very small and therefore the problem can
become computationally intensive. In addition, because particle numbers are treated as
integers, this method cannot diverge due to a concentration becoming negative (which is a
problem with the ODE15 solution to the differential equation). Thus, for problems such as






















Volume 107 - Y1
Y2
Y3
Volume 104 - Y1
Y2
Y3
Figure 76: Comparison of results using volumes of 104 and 107. Note that at 104, the
concentration of particles of type 2 cannot be resolved, but the concentrations of particles
type 1 and 3 remain correct throughout the simulation.
When a small volume is chosen in order to increase the speed of computation, the
concentration of particles of type 2 cannot be resolved in this problem. However, the
time-evolution of particles type 1 and 3 is only marginally impacted over the course of the
simulation, as is shown in Figure 76 using volumes of V = 104 and V = 107 for comparison.
Again, this ability is due to the inherent ability to solve stiff problems as well as the stability
of the method. For example, although particles of species 2 are only present one or two at
a time in the smaller volume, the relevant rates change dramatically when they are present
due to the high rate of reactions 2 and 3 compared to reaction 1, and the timestep chosen is
therefore very different for steps with particles of type 2 present compared to steps with no
particles of type 2 present. Therefore, on average, the conversion of particles of type 1 to
type 3 happens at the same rate and the macroscopic behavior of the system is the same.
The main benefits of the stochastic rate theory method presented here arise when more
complicated problems, which are difficult to treat using traditional coupled equation solvers,
are posed. For example, when the number of chemical species changes from 3 to an arbi-
trarily large number, traditional rate theory methods must approximate the solution by
truncating the number of rate equations to a manageable amount. In addition, if there are
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n species of particle that can interact with all other species, in general there are nn allow-
able reactions. This method naturally accounts for both of these problems by calculating
reaction rates only for defects present inside a given volume.
D.2 Application to non-rate theory problems
This method can be extended to problems that are not expressed as rate equations of
chemical species as well. As an example, take the case of the classical chaotic system:
dy1
dt
= σ(y2 − y1)
dy2
dt
= ry1 − y2 − y1y3
dy3
dt
= y1y2 − by3 (153)
where σ, b, and r are positive constants and initial condition y1(0) = 0, y2(0) = 1, y3(0) = 0.
Assuming y1, y2, and y3 are positive, we can perform the same conversion from concentration
to number rate equations by letting yi = Yi/V and multiplying by V :
dY1
dt
= σ(Y2 − Y1)
dY2
dt









Here, the particle numbers are not conserved. The reactions listed here, while in units
of s−1, do not represent physical reactions in the same way as chemical rate equations do.
However, we can still create a list of reactions with associated reaction rates, as shown in
Table 21.










Thus, we have simply taken each term of the number rate equations and treated it as
either a creation or destruction term for one defect, depending on if the term is positive
or negative. Note, however, that this step assumes that all rates listed in Table 21 are
positive. Due to the fact that particle numbers are no longer conserved, negative particle
numbers (and therefore negative rates) can occur. Therefore, to adjust the system for such
an occurrence, we use the absolute value of all rates in Table 21 and reverse the direction
of the reaction if the rate is negative (thus, reaction 0→ 1 becomes 1→ 0).
Using this slightly modified algorithm, we carry out the kinetic Monte Carlo algorithm
in the same way as the previous section, with seven possible reactions here. Figure 77
shows y1 vs y3 for t ∈ [0, 100] using this method and an two different initial volumes V
(initial condition is Y1 = 0, Y2 = V , Y3 = 0). Again, the smoothness and computational
efficiency of the solution depends on the volume chosen and due to the integer values of Yi,
concentrations cannot be resolved below a lower limit of 1/V . However, this solution matches
qualitatively the ODE45 solution from Matlab of the problem regardless of the volume
chosen. In addition, the chaotic nature of this problem means that any two simulations will
have quantitatively very different results although the qualitative results will remain the
same.
Therefore, the stochastic rate theory method can be applied very broadly to a wide
range of problems using a kinetic Monte Carlo algorithm, regardless of whether or not the
problems represent actual kinetic systems. The main advantage of this method is that it
produces extremely stable results for even very stiff problems and can support an arbitrary
number of rate equations and reactions. In addition, the required code for such solutions is
extremely simple and is controlled by the number of different reactions to model. The speed
of this method for simple problems such as the ones presented above is generally slower than
established methods such as ODE45 and ODE15 from MATLAB, but in certain cases (due


































Figure 77: Solution of the chaotic system of equations presented in equation (153) for t ∈
[0, 100] using the stochastic rate theory method presented here with two different volumes
V . Here, y1 vs y3 is shown.
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APPENDIX E
PRINCIPAL COMPONENTS OF THE CORRELATION MATRIX
Table 22 shows the 12 principal components vk of the correlation matrix R, their variances
λk, and the communality associated with each principal component for the output variables
obtained in simulations of damage accumulation inside grain boundaries as a function of
defect parameters carried out in Section 4.5.4. Communality represents the percentage of
variation in that output variable that is explained by variation along principal component
vk. The analysis in Section 4.5.4 is carried out only using principal components 1, 2, 3, and
9 as these four principal components are responsible for between 77− 87% of the variance
in all four output variables.
Table 22: Principal components vk and variances λk of the correlation matrix R (top), and
communality of the output variables for each principal component.
Principal Components PC1 PC2 PC3 PC4 PC5 PC6
Em(V) 0.189648805 -9.10E-03 0.663954208 -3.41E-02 0.168638697 -4.53E-02
Em(SIA) -3.38E-02 -8.24E-02 0.172736756 0.7413347 -0.392133851 3.18E-02
Em(V Clusters) 0.113690271 -4.69E-02 0.162400282 -0.409267345 -0.441728281 0.141454574
Em(SIA Clusters) -1.34E-02 -5.53E-02 2.30E-03 8.73E-02 0.716297015 0.33818973
Eb(V) 0.347789213 -0.522657117 -0.239754004 5.60E-02 2.55E-02 -2.19E-02
Eb(SIA) 0.411961479 0.478592409 -0.155900304 0.201646381 -4.23E-02 7.04E-02
A(V) -7.24E-02 -6.00E-02 -2.03E-02 -0.112598606 -0.290611111 0.786914047
A(SIA) 3.92E-03 2.13E-02 7.84E-02 0.181863707 0.150134338 0.484484712
C(V) 0.344511533 -0.215825353 0.511062898 0.137317775 1.01E-02 -1.54E-02
Size(V) -0.42956806 -7.02E-02 -9.23E-02 0.380569332 -1.81E-03 -3.41E-02
ηV 0.390880624 -0.460214683 -0.341264526 7.28E-02 -6.86E-03 1.16E-02
ηI 0.444807211 0.46722243 -0.168630532 0.124904792 -1.46E-04 4.04E-02
Variance (λk) 2.154309427 1.740299394 1.505798711 1.096009155 1.02484058 0.998599854
Communality
C(V) 0.2556911 0.08106416 0.393292466 0.020666536 0.00010483 0.000237184
Size(V) 0.397531957 0.008567315 0.012835851 0.158738312 3.36288E-06 0.001161783
ηV 0.329151901 0.368591156 0.175367541 0.005809047 4.82023E-05 0.000133301
ηI 0.426237563 0.379901788 0.042819278 0.017099066 2.18566E-08 0.001627554
Principal Components PC7 PC8 PC9 PC10 PC11 PC12
Em(V) -3.48E-02 0.254257005 -0.10918847 -0.554913059 -0.215166361 -0.243852239
Em(SIA) 0.152732957 -0.175875995 0.427359208 -0.136472162 -4.43E-02 1.96E-02
Em(V Clusters) 0.123488651 -0.711384795 -0.162878248 -0.156824657 -5.28E-02 -2.52E-02
Em(SIA Clusters) 0.450618867 -0.369861724 0.13985207 -4.67E-02 4.23E-03 8.24E-03
Eb(V) -5.29E-02 5.98E-02 -0.134593369 -0.429189218 0.292299164 0.499998237
Eb(SIA) 8.46E-02 -1.84E-02 -0.205989958 -0.12140714 0.576558196 -0.36391917
A(V) 0.267077729 0.447196009 -5.11E-02 4.53E-03 -1.55E-02 1.38E-02
A(SIA) -0.805970874 -0.225321525 -3.41E-02 3.68E-02 3.52E-03 1.25E-02
C(V) 0.108677298 1.68E-02 -0.26503984 0.647981691 0.156849431 0.165918086
Size(V) 0.102248462 -8.11E-02 -0.78054255 -9.17E-02 -0.136877924 -5.11E-02
ηV -2.48E-02 -2.73E-03 -1.33E-02 0.134325227 -0.368112893 -0.599269546
ηI 5.83E-02 5.05E-03 -0.123915238 4.87E-03 -0.593272498 0.409150069
Variance (λk) 0.995266691 0.951180852 0.650006163 0.427183943 0.230232414 0.226272816
Communality
C(V) 0.011754851 0.000268479 0.045660409 0.17936611 0.005664119 0.006229022
Size(V) 0.010405262 0.006249348 0.396014092 0.003591109 0.004313535 0.000590763
ηV 0.000610148 7.0911E-06 0.000115532 0.007707794 0.031198127 0.081259996
ηI 0.003386127 2.4254E-05 0.009980836 1.0113E-05 0.081035422 0.037878925
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Ulbricht, A., and others, “Characterization of neutron-irradiated ferritic model
alloys and a rpv steel from combined apt, sans, tem and pas analyses,” Journal of
Nuclear Materials, vol. 406, no. 1, pp. 73–83, 2010.
[144] Misra, A., Demkowicz, M., Zhang, X., and Hoagland, R., “The radiation
damage tolerance of ultra-high strength nanolayered composites,” Jom, vol. 59, no. 9,
pp. 62–65, 2007.
[145] Morishita, K., Sugano, R., Wirth, B. D., and de La Rubia, T. D., “Thermal
stability of helium–vacancy clusters in iron,” Nuclear Instruments and Methods in
Physics Research Section B: Beam Interactions with Materials and Atoms, vol. 202,
pp. 76–81, 2003.
[146] Mota, F., Vila, R., Ortiz, C., Garcia, A., Casal, N., Ibarra, A., Rapisarda,
D., and Queral, V., “Analysis of displacement damage in materials in nuclear fusion
facilities (demo, ifmif and technofusion),” Fusion Engineering and Design, vol. 86,
no. 9, pp. 2425–2428, 2011.
273
[147] Muroga, T., Watanabe, H., and Yoshida, N., “Correlation of fast neutron, fusion
neutron and electron irradiations based on the dislocation loop density,” Journal of
nuclear materials, vol. 174, no. 2, pp. 282–288, 1990.
[148] Nelson, R., Mazey, D., and Hudson, J., “The use of ion accelerators to simulate
fast neutron-induced voidage in metals,” Journal of Nuclear Materials, vol. 37, no. 1,
pp. 1–12, 1970.
[149] Nguyen-Manh, D., Horsfield, A., and Dudarev, S., “Self-interstitial atom de-
fects in bcc transition metals: Group-specific trends,” Physical Review B, vol. 73,
no. 2, p. 020101, 2006.
[150] Nogaret, T., Rodney, D., Fivel, M., and Robertson, C., “Clear band forma-
tion simulated by dislocation dynamics: Role of helical turns and pile-ups,” Journal
of Nuclear Materials, vol. 380, no. 1, pp. 22–29, 2008.
[151] Nordlund, K., Wallenius, J., and Malerba, L., “Molecular dynamics simula-
tions of threshold displacement energies in fe,” Nuclear Instruments and Methods in
Physics Research Section B: Beam Interactions with Materials and Atoms, vol. 246,
no. 2, pp. 322–332, 2006.
[152] Norgett, M., Robinson, M., and Torrens, I., “A proposed method of calculating
displacement dose rates,” Nuclear Engineering and Design, vol. 33, no. 1, pp. 50–54,
1975.
[153] Odette, G., “On the dominant mechanism of irradiation embrittlement of reactor
pressure vessel steels,” Scripta metallurgica, vol. 17, no. 10, pp. 1183–1188, 1983.
[154] Odette, G., Alinger, M., and Wirth, B., “Recent developments in irradiation-
resistant steels,” Annu. Rev. Mater. Res., vol. 38, pp. 471–503, 2008.
[155] Odette, G. and Frey, D., “Development of mechanical property correlation
methodology for fusion environments,” Journal of Nuclear Materials, vol. 85, pp. 817–
822, 1979.
[156] Odette, G. and Lucas, G., “Embrittlement of nuclear reactor pressure vessels,”
Jom, vol. 53, no. 7, pp. 18–22, 2001.
[157] Olander, D. R., “Fundamental aspects of nuclear reactor fuel elements,” tech. rep.,
California Univ., Berkeley (USA). Dept. of Nuclear Engineering, 1976.
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