In this paper, we propose and evaluate a novel joint scheduling algorithm for multiple services which can support differentiated services and bandwidth allocation with global priority of different traffic such as Triple-play: voice, video and Internet services. Simulation results show that for the higher priority traffic better delay and jitter performance can be achieved compared with the lower priority traffic.
INTRODUCTION
Broadband access networks supporting multiple services, such as Triple-play: Video, Telephone and Internet services, with quality of service (QoS) guarantee can be requested in the near future. Since passive optical networks (PONs) are considered to dominate the access market they are also expected to support multiple services. Furthermore, multiple service providers (SPs) supplying some or all of these services will be able to share a single PON for service delivery. A revenue model which allows an end user to freely choose its SPs, and for an SP to connect to the transport network while solicit customers for the provided services is referred to as open access in [1] . To support such multi-service features, the proper bandwidth allocation scheme should be applied in the logical layer of PON to guarantee the global priority of different traffic among SPs and different users. On the other hand, Ethernet PON (EPON) with the fast growth rate of number of end users occurring mainly in the Asian market (Japan, Korea, China, etc.) will continue to increase the bandwidth demand, and therefore the solutions for EPON at 10Gbps line rate will be required soon [2] .
With this in mind, we propose a novel joint scheduling algorithm to support the global traffic priority for multiple SPs and end users. We evaluate performance of our algorithm by simulations in 10G EPON. 
PERFORMANCE EVALUATION
We evaluate our proposed joint bandwidth scheduling for multi-service access by simulations using a C++ based discrete event simulator for 10G EPON with 16 ONUs (i.e. 16 end users). We consider three priority classes defined in the IETF differentiated services model [5] : EF (expedited forwarding, for e.g. delay-sensitive voice), AF (assured forwarding, for e.g. video) and BE (best effort, for e.g. common data). We preset the bandwidth weights of traffic with these three different priorities as: 1 j w = 2/15, 2 j w = 10/15, 3 j w = 3/15, i.e., 80Mbps EF, 400Mbps AF and 120Mbps BE traffic will be guaranteed for each ONU by our joint scheduling. Also, we consider different traffic types for these classes, namely, short-range dependent (SRD) (i.e., exponentially decaying) distribution for EF traffic and long-range dependent (LRD) distribution for AF and BE traffic. The LRD traffic was generated using the same method as described in [6] . The SRD is characterized by fixed packet length of 70 bytes, and for the LRD the packet size can vary between 64 and 1518 bytes (Ethernet frames). Furthermore, the Hurst parameter of LRD traffic is assumed to be 0.8. Our assumptions for the traffic load are shown in Table 1 . We consider multi-service systems where SPs are typically loaded differently. The duration of our simulation experiment is divided in four time periods and each time period (see Table 2 ) is characterized by different traffic conditions. uniformly shared by the users both in Set II and in other Sets. Meanwhile, EF traffic with light greed is satisfied first due to its higher priority. Then the remaining bandwidth is uniformly distributed between the AF traffic at each ONU. In addition, the throughput of the BE traffic in the ONU sets III and IV is roughly equal to the offered traffic load.
Fig. 2. Throughput of aggregated EF, AF and BE traffic from all the SPs for one user in different sets of ONUs in 10G EPON system.
Furthermore, we test the delay and jitter performance in all the time periods P1-P4. Fig. 3 shows the probability distribution of packet delay in P1-P4 for EF, AF and BE traffic in SP1 and for BE traffic in SP3, In general, the mean delay is related to the location of the peak while the variance (and jitter) corresponds to the curve width. Thus, in Fig. 3 it can be seen that the delay and jitter are different for EF, AF and BE traffic in SP1 and according to the priority class the performance is better for EF than for AF and BE. In addition, the delay and jitter of BE traffic for SP3 in P3 and P4 performs significantly worse than the ones for SP1 because the offered load of BE traffic is greedy when the total offered load in P3 and P4 is too high (see Table 1 : the load of BE in SP3 is much higher than in SP1). 
CONCULTIOINS
In this paper we propose and evaluate a novel joint scheduling algorithm for multiple services and show that it supports bandwidth allocation with global priority for differentiated services and traffic patterns such as voice, video and data.
We have demonstrated that for the higher priority traffic the better delay and jitter performance can be achieved compared with the lower priority traffic.
