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ABSTRACT
Quasar emission lines are often shifted from the systemic velocity due to various dynamical and radiative
processes in the line-emitting region. The level of these velocity shifts depends both on the line species and on
quasar properties. We study velocity shifts for the line peaks (not the centroids) of various narrow and broad
quasar emission lines relative to systemic using a sample of 849 quasars from the Sloan Digital Sky Survey
Reverberation Mapping (SDSS-RM) project. The coadded (from 32 epochs) spectra of individual quasars have
sufficient signal-to-noise ratio (SNR) to measure stellar absorption lines to provide reliable systemic velocity
estimates, as well as weak narrow emission lines. The large dynamic range in quasar luminosity (∼ 2 dex) of
the sample allowed us to explore potential luminosity dependence of the velocity shifts. We derive average line
peak velocity shifts as a function of quasar luminosity for different lines, and quantify their intrinsic scatter. We
further quantify how well the peak velocity can be measured as a function of continuum SNR, and demonstrate
there is no systematic bias in the velocity measurements when SNR is degraded to as low as ∼ 3 per SDSS
pixel (∼ 69kms−1). Based on the observed line shifts, we provide empirical guidelines on redshift estimation
from [O II]λ3727, [O III] λ5007, [Ne V]λ3426, Mg II, C III], He II λ1640, broad Hβ, C IV, and Si IV, which are
calibrated to provide unbiased systemic redshifts in the mean, but with increasing intrinsic uncertainties of 46,
56, 119, 205, 233, 242, 400, 415, and 477 kms−1, in addition to the measurement uncertainties. These results
demonstrate the infeasibility of measuring quasar redshifts to better than ∼ 200kms−1 with only broad lines.
Keywords: black hole physics – galaxies: active – line: profiles – quasars: general – surveys
1. INTRODUCTION
Extragalactic redshift surveys are increasingly utilizing
quasars to probe the large-scale structure of the Universe (e.g.,
Dawson et al. 2013). As such, accurate redshift determination
of quasars is important for measuring the correlation func-
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tions of quasars and extracting information for cosmology and
for quasar distributions inside dark matter halos. In addition,
knowing the systemic redshift of the quasar is crucial to study-
ing dynamical processes within its nuclear region and host
galaxy, such as outflows.
There are two common approaches to measuring quasar
redshifts from large spectroscopic surveys. The first is a
template fitting approach, where the spectra of quasars are
cross-correlated with a template spectrum of quasars gener-
ated from a training set and a redshift is determined from the
best match between the input spectrum and the template (e.g.,
Bolton et al. 2012) . A major limitation of this method is that
the template is, by definition, an average representation of the
quasar population, and does not account for spectral varia-
tions in individual quasars, which in turn will affect the red-
shift accuracy in individual objects. The nominal measure-
ment uncertainties in the redshifts from cross-correlation are
often a significant underestimation of the true uncertainties.
The second approach is to measure the observed wave-
lengths of individual emission lines in the quasar spectrum
to derive line-based redshift estimates (e.g., Paris et al. 2012).
The advantage of this method is that it does not rely on any
template and hence avoids potential systematic biases in the
template-based redshifts, if, for example, the template is ill-
chosen for the set of quasars under consideration. However,
just as for the template-based method, this second approach
faces problems due to the diverse kinematics of various emis-
sion lines in a quasar spectrum. Therefore one needs to take
into account the velocity shifts of individual emission lines
with respect to the systemic redshift, at least in an effort to
remove any average trends with quasar parameters such as lu-
minosity (e.g., Hewett & Wild 2010).
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It has been known for more than 30 years that quasar
emission lines are often shifted from the systemic velocity.
Most notable is the average blueshift of the high-ionization
broad C IV line (e.g., Gaskell 1982; Wilkes & Carswell 1982;
Tytler & Fan 1992; Richards et al. 2002) by hundreds of
kms−1 from systemic, with a strong dependence on luminos-
ity (e.g., Richards et al. 2011). Low-ionization broad lines
(such as Mg II), however, are observed to have an average
velocity closer to the systemic velocity (e.g., Hewett & Wild
2010). While high-ionization narrow emission lines such
as [O III] are not as blueshifted as high-ionization broad
lines, they can have line peak shifts18 of tens of kms−1,
with some extreme cases exceeding a hundred kms−1 (e.g.,
the so-called “blue outliers”, Zamanov et al. 2002; Boroson
2005; Komossa et al. 2008; Marziani et al. 2015). These av-
erage trends have been generally confirmed with recent large
spectroscopic quasar samples (e.g., Vanden Berk et al. 2001;
Richards et al. 2002; Shen et al. 2007, 2008; Hewett & Wild
2010; Richards et al. 2011; Shen et al. 2011; Zhang et al.
2011; Shen & Ho 2014), although differences in measuring
the line center and the reference line used for systemic veloc-
ity will affect the exact value of the inferred velocity shifts.
In this work we study the velocity shifts in both broad and
narrow emission lines in quasar spectra using the sample of
∼ 850 quasars from the Sloan Digital Sky Survey Reverber-
ation Mapping project (SDSS-RM, Shen et al. 2015a). There
are two distinctive advantages of the SDSS-RM sample for
such a study compared with earlier samples: 1) our sample
has very high signal-to-noise ratio per object (see below), al-
lowing measurements of stellar absorption lines (hence reli-
able systemic velocity measurements) in the low-z subset, as
well as measurements of weak emission lines in individual
quasar spectra; 2) our sample covers a larger dynamic range
in luminosity than previous SDSS samples, as well as a broad
redshift range, enabling an investigation of the velocity shifts
as a function of luminosity and the construction of a redshift
ladder from low to high redshifts based on lines that are suit-
able for redshift estimation.
One purpose of quantifying velocity shifts using the statis-
tical SDSS-RM quasar sample is to provide empirical guide-
lines on measuring quasar redshifts based on emission lines.
We will also quantify the intrinsic scatter in redshift measure-
ments using individual emission lines, which serves as a more
realistic estimate of redshift uncertainties for spectroscopic
quasar surveys. Our study shares some similarities with the
work by Hewett & Wild (2010) in motivation and methodol-
ogy, but with complementary samples. Hewett & Wild used a
large number of SDSS quasars to inter-calibrate different line
velocities at different redshifts. Our SDSS-RM sample has a
much smaller sample size, but the high SNR spectra allowed
us to extend the line velocity measurements to higher redshift
and therefore cover a larger dynamic range in quasar lumi-
nosity. For example, Hewett & Wild (2010) were only able to
18 [O III] often shows a blue asymmetry (e.g., the “blue wing”)
that depends on the properties of the quasar (e.g., Heckman et al. 1981;
Peterson et al. 1981; Whittle 1985; Veilleux 1991; Zhang et al. 2011;
Shen & Ho 2014). The velocity offset of this wing [O III] component ap-
pears to increase with luminosity and Eddington ratio (e.g., Zhang et al. 2011;
Shen & Ho 2014), and can reach extreme values of & 1000km s−1 at the high-
est quasar luminosities (e.g., Shen 2016; Zakamska et al. 2016). However, the
velocity offset of the core [O III] component or the [O III] peak is generally
more stable and lies within ∼ 50km s−1 of the systemic velocity, with only
mild dependences on quasar luminosity and Eddington ratio (e.g., fig. 2 and
fig. E2 in Shen & Ho 2014, also see Hewett & Wild 2010).
measure the Ca II K line reliably at z < 0.4 with single-epoch
SDSS quasar spectra, whereas we can measure Ca II K up to
z & 1 for most objects in our sample.
The paper is organized as follows. In §2 we describe the
sample used, and in §3 we describe the spectral measure-
ments of velocity shifts among different lines. We present
the main results on line shifts in §4, and our empirical recipes
for quasar redshift estimation in §5. We summarize our find-
ings in §7. Throughout the paper we adopt a flat ΛCDM cos-
mology with ΩΛ = 0.7 and h100 = 0.7 in calculating luminosi-
ties. We use vacuum wavelengths for all spectral analyses
and velocity calculations; the SDSS spectra are also stored in
vacuum wavelength. However, we use traditional (air wave-
length) names to refer to lines at λ > 2000 Å (such as [O II]
and [O III]).
2. DATA
The SDSS-RM quasar sample includes 849 broad-line
quasars at 0.1 < z < 4.5 with a flux limit of ipsf = 21.7. The
quasars were selected using a variety of methods combining
optical, infrared and variability selection. The details of the
target selection are presented in the sample characterization
paper (Shen et al., 2016, in preparation). Given the hybrid
target selection, the SDSS-RM quasar sample is more repre-
sentative of the general quasar population than other optical
quasar surveys, and samples the diversity of quasars in terms
of continuum and emission-line properties (Shen et al. 2016,
in prep.).
The spectroscopic data used in this work are from the
32 epochs taken in 2014 as part of the SDSS-RM project
within the SDSS-III (Eisenstein et al. 2011) Baryon Oscilla-
tion Spectroscopic Survey (BOSS, Dawson et al. 2013), us-
ing the BOSS spectrograph (Smee et al. 2013) on the 2.5 m
SDSS telescope (Gunn et al. 2006). The wavelength coverage
of BOSS spectroscopy is ∼ 3650 − 10,400 Å, with a spectral
resolution of R ∼ 2000. Each epoch has a typical exposure
time of 2 hrs and the total coadded exposure time is ∼ 60
hrs. The epoch-by-epoch spectra were pipeline-processed as
part of the SDSS-III Data Release 12 (Alam et al. 2015), fol-
lowed by a custom flux calibration scheme and improved sky
subtraction as described in Shen et al. (2015a). The improved
spectrophotometry has a nominal absolute accuracy of∼ 5%.
All epochs were coadded using the SDSS-III spectroscopic
pipeline idlspec2d, to produce high signal-to-noise ratio
(SNR) spectra for all 849 quasars in the SDSS-RM sample.
The median SNR per 69kms−1 pixel across the spectrum is
∼ 30 in the sample median, sufficient to detect weak stellar
absorption line features such as Ca II in the low-z subset of the
sample (e.g., Shen et al. 2015b; Matsuoka et al. 2015). These
coadded spectra form the basis of our spectral analysis.
3. SPECTRAL MEASUREMENTS
We fit the spectra with parameterized functional models and
measure the continuum and line properties from the model
fits. This technique has become one of the standard ap-
proaches in measuring spectral properties of quasars (e.g.,
Shen et al. 2008; Shen et al. 2011; Zhang et al. 2011, 2013;
Stern & Laor 2012a,b). Compared with direct measurements
from the spectral pixels, this method is more robust against
noise and artifacts from the reduction process, although occa-
sionally visual inspection is required to confirm that the model
accurately reproduces the data. The details of the spectral fit-
ting procedure with demonstration examples and all spectral
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Table 1
Line Fitting Parameters
Line Name Vacuum Rest Wavelength ngauss Complex Nobj
[Å]
(1) (2) (3) (4) (5)
[O III]5007 5008.24 2 Hβ 208
Hβbr 4862.68 3 Hβ 224
Ca II K 3934.78 2 ... 446
[O II] 3727 3728.48 1 ... 516
[Ne V] 3426.84 2 ... 627
Mg II 2798.75 3 ... 749
C III] 1908.73 2 C III] 705
Si III] 1892.03 1 C III] 688
Al III 1857.40 1 C III] 689
He II 1640.42 2 C IV 600
C IV 1549.06 2 C IV 552
Si IV 1399.41∗ 2 Si IV/O IV] 454
NOTE. — Fitting parameters for the lines considered in this
work. The third column lists the total number of Gaussians used
for each line. Multiple lines in the same line complex as specified
by name are fit simultaneously. The rest wavelengths of the lines
are taken from Vanden Berk et al. (2001). The last column lists
the total number of objects with coverage of the line.
∗The wavelength of the Si IV line is taken as the arithmetic
mean of the central wavelengths of Si IV and O IV] (1396.76 Å
and 1402.06 Å), but all the results for Si IV can easily be scaled
to other definitions of the effective wavelength (e.g., oscillator-
strength-weighted average).
measurements for the SDSS-RM sample will be presented in
a forthcoming paper (Shen et al. 2016, in prep); and below
we briefly summarize the fitting procedure.
We first fit a global continuum model to several windows
across the rest-frame UV-to-optical that are free of prominent
broad or narrow lines. The continuum model consists of a
power law, a low-order polynomial, and Fe II complexes in
both the UV and optical regimes. The low-order polynomial
component accounts for the curvature in the continuum shape
due to heavy dust reddening in some objects. The Fe II com-
plexes are modeled using templates from Boroson & Green
(1992) in the optical and Vestergaard & Wilkes (2001) in the
UV.
The best-fit global continuum (including Fe II) model is
subtracted from the full spectrum to produce a line spec-
trum. We then fit multiple-Gaussian models to the emis-
sion lines following our earlier work (e.g., Shen et al. 2011).
The broad lines are fit by multiple Gaussians and the narrow
lines are typically fit with a single Gaussian. However, high-
ionization narrow emission lines such as [O III] and [Ne V]
often show significant blueshifted wings (e.g., Heckman et al.
1981; Whittle 1985; Zhang et al. 2011; Shen & Ho 2014);
and therefore we use two Gaussians to fit these narrow lines.
Table 1 lists the fitting parameters for the lines considered in
this work, where the rest-frame vacuum wavelength of each
line is taken from Vanden Berk et al. (2001).
During the continuum and emission-line fits, we remedy
for the adverse effects of quasar narrow and broad absorp-
tion lines by iterative rejections of pixels that fall below the
model fit by 3σ. We found that this approach generally works
well for narrow absorption lines, and also improves the fits for
objects with mild broad absorption troughs. But for the few
quasars in our sample with strong broad absorption troughs
the fits are usually unreliable in the regions affected by the
absorption (although the peak can sometimes still be well con-
strained). These rare cases, while included in our sample, do
not affect any of our statistical analyses below.
This global fitting approach fits the continuum and most of
the narrow and broad emission-line regions well. However,
for relatively isolated narrow emission lines such as [O II] and
[Ne V], the global continuum often overestimates the local
continuum level underneath the line. Therefore we use a local
continuum fit around these narrow lines to reproduce the cor-
rect line profile and continuum level. In addition, we fit the
strong stellar absorption line Ca II λ3934 (K) with a double-
Gaussian (negative Gaussians to fit the absorption) that well
reproduces the absorption. The Ca II λ3968 line (H) is not
used due to contamination from Hǫ emission (Ca II H line is
also weaker than Ca II K). Ca II absorption is clearly detected
in most of the low-z quasars in our high SNR SDSS-RM sam-
ple, and serves as a reliable indicator for the systemic veloc-
ity.19
Table 1 lists the lines considered in this work: these
lines were chosen to be the most prominent lines across the
rest-frame UV-to-optical part of quasar spectra, and relatively
unblended with other lines such that a line center can be
unambiguously determined. The Lyα complex (including
Lyα and N V) is not considered due to the heavy Lyα
absorption. We also exclude the Hα complex (including Hα,
[N II] and [S II]) from our analysis, as there are only tens
of objects with Hα coverage in our sample. Other emission
lines are also not considered either due to the difficulty of
measuring them cleanly (i.e., in a line complex) or due to the
existence of a nearby line better suited for redshift estimation.
Below are some additional notes on individual lines:
• The 1400 Å feature is fit with a double-Gaussian to ac-
count for Si IV and O IV]. Since it is difficult to disen-
tangle the many blended lines in this feature, we use
the mean wavelength of the two lines listed in table 2
of Vanden Berk et al. (2001) as Si IV and O IV] to calcu-
late the velocity shift. We further treat Si IV and O IV]
(at 1396.76 Å and 1402.06 Å) as a single broad line, and
use “Si IV” to refer to this line complex for simplicity.
• He II λ1640 is fit simultaneously with C IV in the C IV
complex, with independent constraints on velocity shift
and width. Two Gaussians are fit to the He II line to ac-
count for possible narrow and broad components of this
line. The peak of the double-Gaussian fit is taken as the
measured wavelength of He II, regardless of whether or
not a narrow He II component is apparent in the spec-
trum. In most cases, only the broad He II component
is well detected. However, if a strong, narrow He II
component is present, the peak location of the double-
Gaussian fit will be almost identical to that of the nar-
row component.
19 Although Ca II can be affected by ISM absorption, it should not
affect the redshift estimation as the ISM absorption is expected to be
at the systemic velocity of the quasar. In addition, arguably Ca II is
a better systemic velocity indicator than the often-used [O II] line, as
the latter, while generally shown to yield consistent systemic velocity
(e.g., Kobulnicky & Gebhardt 2000; Weiner et al. 2005), can potentially
suffer from gaseous processes in the quasar narrow-line region (e.g.,
Zakamska & Greene 2014; Comerford & Greene 2014). However, in typi-
cal quasar spectra [O II] is easier to measure than Ca II, since high SNR is
required to measure the stellar absorption lines.
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• C III] is blended with Si III] and Al III. We use an en-
forced symmetric profile for C III] (Shen & Liu 2012)
to avoid confusion with the adjacent Si III] line in the
multi-Gaussian fit. This scheme is not perfect, but con-
strains the peak of the C III] line complex well. We
consider both the peak of the C III] complex (including
C III], Si III] and Al III), denoted as C III]a, and that of the
decomposed C III] line in the velocity measurements.
• Although a small subset of our spectra show evi-
dence of a resolved Mg II doublet (at 2796.352 Å and
2803.531 Å corresponding to a velocity separation of
∼ 750kms−1) in emission, we fit Mg II as a single line
in this work, using the single wavelength for Mg II
listed in Vanden Berk et al. (2001). This is motivated
by the practical use of Mg II as a redshift indicator,
since most quasars do not show a resolved Mg II dou-
blet given the typical line width (although some quasars
with noticeable narrow Mg II emission could show re-
solved double Mg II peaks, the situation may be com-
plicated by the potential associated absorption as well
as spectral noise). For a similar reason we only fit a
single Gaussian to [O II].
• For Hβ, we only consider the broad component, as the
narrow Hβ component (subtracted from the model) is
generally weaker than [O III], and hence does not offer
any advantage over [O III] when both lines are covered
in the same spectral region. The broad Hβ is, however,
generally stronger than the narrow [O III], and there-
fore is worth considering in cases where [O III] is too
weak or noisy to measure. For example, in the case
of extreme Fe II emitters, the [O III]λλ4959,5007 lines
are often swamped by Fe II emission at ∼ 4924 Å and
5018 Å (e.g., Peterson et al. 1984). We use [O III]c to
denote the core component of [O III], and [O III]a to de-
note the full [O III] profile.
We calculate the relative velocity shifts between two differ-
ent lines using the model fits and the rest-frame wavelengths
of the lines. By default we use the peak from the multi-
Gaussian model as the fitted line center, but we consider alter-
native measures of the line center in §4 (e.g., centroid of the
top percentile flux). The sign convention is such that nega-
tive velocity indicates blueshift, as measured in the observer’s
frame.
We emphasize that the peak of the line is generally different
from the centroid computed over the entire line profile. For
narrow lines this distinction does not lead to a significant dif-
ference in the inferred line wavelengths. However, for broad
lines the difference between the peak and the centroid calcu-
lated from the model fit can be substantial. For example, the
centroid computed over the full broad Hβ line has been found
to display a net redshift rather than blueshift measured from
the peak of broad Hβ (e.g., Tremaine et al. 2014, and refer-
ences therein). This distinction should be kept in mind when
applying the results from this work to other samples.
To estimate the measurement uncertainties of the line cen-
ters, we adopted a Monte Carlo approach following earlier
work (e.g., Shen et al. 2008; Shen et al. 2011): the original
spectrum is randomly perturbed according to the formal flux
density errors to create a mock spectrum; the same fitting ap-
proach is applied to the mock spectrum to derive the relevant
spectral measurements; the measurement uncertainty of a par-
ticular quantity is then estimated as the semi-amplitude of the
range enclosing the 16th and 84th percentiles of the distribu-
tion from 50 trials. Increasing the number of trials does not
significantly change the estimated uncertainties.
4. RESULTS
4.1. Line Shifts
Fig. 1 presents the velocity shifts between lines as a func-
tion of continuum luminosity. We only consider lines that are
detected at the> 3σ level. We further require that the line cen-
ter is measured with an uncertainty of < 500kms−1 to reduce
error-induced scatter in the measured velocity shifts. These
particular line pairs were chosen to balance the need for good
statistics (e.g., more objects in each comparison is better) and
the usage of a relatively reliable systemic velocity indicator
(e.g., Ca II, [O II], or Mg II) as redshift increases. In addition,
some of the specific line pairs were chosen to serve as a ref-
erence for comparisons with other work (e.g., not all quasar
samples can be used to reliably measure Ca II, while [O II] is
relatively easier to measure in quasar spectra). In any case, we
have confirmed that the results are mutually consistent when
we swap the lines in these pairs. All the line velocity mea-
surements used in this work are provided in an online FITS
table.
The velocity shift versus luminosity plots in Fig. 1 re-
veal different behaviors for different line species. Most line
shifts show weak or no luminosity dependence, but He II,
C IV and Si IV have strong luminosity dependence: their av-
erage blueshift relative to low-ionization lines such as [O II]
or Mg II increases when luminosity increases, consistent with
previous findings (e.g., Hewett & Wild 2010; Richards et al.
2011; Shen et al. 2011; Shen & Liu 2012). When luminosity
is fixed, there seems to be little redshift evolution in their av-
erage blueshifts, suggesting that luminosity is the main driver
for the changes in line shifts (see a similar argument for
[O III], e.g., Shen 2016).
To quantify the average shift as a function of luminosity, we
bin the data in luminosity (with a bin size of ∆ logL = 0.35)
and present the median shift in each bin as green points in
Fig. 1 with error bars estimated from the uncertainties in the
median (standard deviation divided by √N, where N is the
number of objects in each bin).20 All data points are used
in the binning, including a few objects that fall outside the
plotting range in Fig. 1 for some line pairs. We then fit a
simple linear relation to the binned data points (for robust bin-
averaged values, bins with less than 5 objects are excluded in
the fitting):
v = a + b(logL − logL0) , (1)
where logL≡ log10(λLλ) is the specific monochromatic con-
tinuum luminosity (in logarithmic) at rest-frame wavelength
λ used for each line pair, and logL0 is a reference luminos-
ity. In this framework a decade from the reference luminos-
ity will lead to a change of bkms−1 compared to the mean
velocity shift at the reference luminosity. A larger b value
therefore indicates a stronger luminosity dependence in the
20 The uncertainties in the bin median estimated this way are slightly larger
than those derived from bootstrap resampling, possibly due to the outliers in
each bin. We adopt the former as more conservative uncertainties in the bin
median values and confirmed that the fitting results are consistent within 1σ
if we adopt the uncertainties in the median from bootstrap resampling in each
bin.
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Figure 1. Velocity shift between two lines as a function of quasar continuum luminosity. Negative velocities indicate blueshift from systemic. Individual
measurements are the black dots. The binned median value and uncertainty of the median in each luminosity bin are indicated in green bars. The red line is a
linear fit to the average trend indicated by the binned points, with the best-fit parameters listed in Table 2. The median and intrinsic scatter (see text) estimated
from the full sample are marked in the top-left corner, and the sample size is indicated in the bottom-left corner. The vertical red segments in the top-right corner
are the 16th, 50th and 84th percentiles of the measurement uncertainties in the pairwise velocity shifts. Objects in our sample span a range in the measurement
uncertainties in their line velocities (at σv < 500km s−1), and these uncertainties generally increase as luminosity increases (e.g., higher-luminosity objects are on
average at higher redshifts and fainter), leading to apparently more scatter at high luminosities in some panels (e.g., [O II]-Ca II). However, as discussed in §4.1,
the correlation analysis and binned linear fits are robust against a small fraction of noisy measurements. In particular, since the binned linear fit uses the median
values in each bin, it is remarkably stable against apparent outliers.
velocity shift. The best-fit a and b values are listed in Ta-
ble 2. We also performed Spearman’s test on the luminosity
dependence of each line shift using all individual data points
and the results are listed in Table 2. The fitting results and
the Spearman’s tests confirm the visual impression from Fig.
1 that a luminosity dependence is highly statistically signif-
icant for the shifts of He II, C IV, and Si IV. The luminosity
dependences of He II and C IV shifts are consistent with those
found in Denney et al. (2016b). For the other lines we do not
detect statistically significant luminosity dependence with our
sample, although some of them show evidence for a mild lu-
minosity dependence such as [O III] and [Ne V].
The reason for fitting the binned rather than individual data
points is to reduce the impact of outliers.21 Nevertheless,
21 Our tests in §4.2 suggest that the estimation of measurement errors in
velocity shifts is reliable for most objects, but it is possible that the mea-
surement errors may be underestimated for a few objects, causing them to
be apparent outliers. However, the binned fits are insensitive to these few
outliers.
we also performed Ordinary-Least-Squares (OLS) (Y |X) fits
and the Bayesian regression fits by Kelly (2007) on individ-
ual data points, and generally found consistent results as for
the binned fits within 1-2σ. We further tested keeping only
objects with better velocity measurements (uncertainties less
than 50kms−1), or rejecting objects with a pair-wise velocity
offset larger than 3 times the scatter (estimated from the semi-
amplitude of the range enclosing the 16th and 84th percentiles
of the distribution) away from the median in the sample. In
both cases we still found consistent results with the binned
fits. For all practical purposes, the best-fit linear relation on
the binned data does a satisfactory job of removing the aver-
age luminosity trend, if any, for different line pairs.
On the other hand, the Spearman’s tests on the individual
data points should be treated with caution in the case of weak
correlations (e.g., with a formal p > 10−3). It is possible that
the Spearman’s test is more sensitive to how the sample is con-
structed than the linear fit on binned data, particularly in terms
of the p value. To evaluate the significance of the Spearman’s
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Table 2
Luminosity Trends
Line Pair Luminosity log L0 a b r r16% r84% p p16% p84%
λLλ [ergs−1] [km s−1] [km s−1]
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Hβbr-Ca II logL5100 44 −61± 75 −98± 174 0.0028 −0.078 0.086 0.97 0.16 0.83
[O III]c-Ca II logL5100 44 −33± 12 −45± 39 −0.11 −0.20 −0.022 0.17 0.015 0.66
[O III]a-Ca II logL5100 44 −36± 13 −53± 35 −0.15 −0.23 −0.073 0.044 0.0023 0.32
[O II]-Ca II logL3000 44.5 6± 12 5± 22 0.067 −0.0022 0.13 0.31 0.042 0.78
[Ne V]-Ca II logL3000 44.5 −156± 25 −66± 61 −0.23 −0.32 −0.12 0.012 3.4× 10−4 0.18
Mg II-[O II] logL3000 44.5 −76± 18 −0.1± 40.2 0.014 −0.033 0.062 0.78 0.16 0.85
C III]-[O II] logL1700 45 −176± 25 105± 57 0.11 0.035 0.18 0.10 0.0090 0.57
C III]a-[O II] logL1700 45 −256± 27 −5± 68 −0.047 −0.12 0.018 0.48 0.076 0.79
He II-[O II] logL1700 45 −231± 32 −282± 123 −0.40 −0.49 −0.31 4.3× 10−6 1.1× 10−8 3.9× 10−4
C IV-He II logL1700 45 14± 26 −122± 62 −0.17 −0.22 −0.12 1.4× 10−3 1.9× 10−5 0.024
C IV-Mg II logL1700 45 −242± 31 −438± 71 −0.41 −0.45 −0.36 5.7× 10−18 1.1× 10−21 1.5× 10−14
Si IV-Mg II logL1700 45 −123± 55 −345± 104 −0.35 −0.41 −0.31 2.5× 10−10 7.5× 10−14 4.3× 10−8
NOTE. — Best-fit parameters of Eqn. (1) on the binned data for different line pairs. For [O III] and C III] the subscript “a” means the peak
is measured from the entire line complex, and [O III]c refers to the core component of [O III]. Spearman’s test results (rank correlation
coefficient r and null hypothesis probability p) on the individual data points are shown in Columns (6) and (9). We also tabulate the 16th
and 84th percentiles of the Spearman’s r and p distributions from bootstrap resampling in Columns (7)-(8) and (10)-(11).
results in cases of weak correlations we perform the follow-
ing tests. We first limit the sample to higher-quality measure-
ments (e.g., velocity measurement uncertainties < 50kms−1).
We found that in this case the p value can increase consider-
ably in cases of weak correlations. For example, the Spear-
man’s test yields r = −0.21 (p = 0.18) for [Ne V]-Ca II, while
the linear relation fit to the binned data yields b = −64± 54,
fully consistent with the earlier result. Secondly, we note that
the reported p values in Table 2 typically have large uncer-
tainties in the case of weak correlations. For example, for
[Ne V]-Ca II, bootstrap resampling to estimate the uncertainty
in the Spearman’s test (e.g., Curran 2014) yields a 16-84th
percentile range of p of [3.4× 10−4, 0.18] using the full sam-
ple. These tests suggest that the linear fit to the binned data
is a more robust way to evaluate the statistical significance of
a luminosity dependence of velocity shift in our sample than
the Spearman’s test.
We note that there are some objects with apparent velocity
shifts of several hundreds kms−1 between the narrow lines and
Ca II in Fig. 1 (particularly at high luminosities). We visually
inspected these objects and found these are mostly noisy mea-
surements due to low spectral quality, since our sample qual-
ity cut is 500kms−1 in the single-line velocity measurement
errors. The online FITS table also reports the measurement
uncertainties in line velocities to identify these objects and
remove them from the analysis as desired.
Neglecting the (potential) luminosity dependence of the
line shift, we display the histograms of the velocity shift for
each pair of lines in Fig. 2, and fit a Gaussian to the distribu-
tion. The resulting mean and dispersion of the best-fit Gaus-
sian are indicated in each panel in Fig. 2. We also measure
the average shift and dispersion using the discrete points di-
rectly as shown in Fig. 1: the median is used to denote the
“average” shift, while the dispersion is estimated from the
semi-amplitude of the range enclosing the 16th and 84th per-
centiles of the distribution, with the median measurement un-
certainties in the velocity shift subtracted in quadrature. Both
approaches yield consistent average shift and dispersion (in-
trinsic scatter) for the entire luminosity range probed, except
for the He II-[O II] shift, where the single-Gaussian fit failed
to reproduce the highly non-Gaussian distribution.
We list the mean and dispersion from the Gaussian fits in
Table 3, where we also include additional fitting results for
He II-[O II], C IV-Mg II and Si IV-Mg II after removal (subtrac-
tion) of the average luminosity trend. Other line shifts have
negligible luminosity dependence, and thus do not require this
refinement. We use these values as the “average” shift and in-
trinsic scatter for each line pair. Although a single Gaussian
does not fit the velocity shift distribution perfectly (in partic-
ular in the wings of the distribution), the mean and dispersion
from the Gaussian fits provide reasonable estimates for the av-
erage shift and the intrinsic scatter for the general population.
Using the peak of the full line or the decomposed core com-
ponent of [O III] yields similar mean shift and scatter. We
have also tried the [O III] centroid computed from the line por-
tion above half of the peak flux (e.g., Hewett & Wild 2010),
and again found similar results. For C III], using the peak of
the C III] complex yields a more blueshifted velocity com-
pared to using the peak of the decomposed C III]. However,
the blueshift of C III] is luminosity-independent in both cases,
and the scatter is also similar. Therefore in what follows we
will consider the peaks measured from the full [O III] line and
from the C III] complex, as this approach does not suffer from
potential incorrect or ambiguous decomposition of the line
and therefore is more practical to use for redshift estimation.
It is interesting to note that although C III] and C IV exhibit
very different luminosity dependences of their velocity shifts,
the C III] FWHM (for the decomposed C III] line) correlates
with the C IV FWHM well (Shen & Liu 2012). This behavior
suggests that pure kinematic processes (such as outflows) are
probably not the only reason for C IV blueshift, and radiative
transfer effects may be responsible for the C IV blueshift too.
Tables 2-3 provide empirical guidelines to infer the sys-
temic redshift from specific lines and to quantify the intrinsic
uncertainty in the redshift estimate, as described in §5.
4.2. SNR Effects
In practice we are often dealing with spectra with much
lower SNR compared to the high-SNR coadded spectra con-
sidered here. One concern is that the measurement of the line
peak may be subject to systematic biases at low SNR. To in-
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Figure 2. Distribution of velocity shifts (negative values indicating blueshift from systemic) for the line pairs shown in Fig. 1. The red line is a Gaussian fit
to the distribution, and the best-fit mean and intrinsic dispersion (best-fit Gaussian dispersion subtracting in quadrature the median measurement uncertainty in
line shifts) are shown in the top-left corner. The total number of objects in each pair sample is shown in the top-right corner. A single Gaussian poorly fits
the distribution of the He II-[O II] velocity shift, and significantly underestimates the intrinsic scatter. For the velocity shifts of He II-[O II], C IV-Mg II and
Si IV-Mg II, we also subtract the average luminosity dependence as shown in Fig. 1 with the best fit parameters listed in Table 2. The corrected velocity shift
distributions for the three line-pairs are indicated in the cyan dashed histogram, with the best-fit Gaussian models indicated by the blue dashed line. The best-fit
Gaussian mean and measurement-error-corrected Gaussian dispersion are marked in blue in these panels.
vestigate the potential biases in line peak measurements as a
function of SNR, we artificially degrade the spectral quality
of our coadded spectra by adding noise at different levels, and
perform the same fitting procedure to measure the line peaks
(e.g., Shen et al. 2011). We adopt this approach instead of us-
ing the single-epoch spectra as low SNR representations of
the high-SNR spectrum (Denney et al. 2016a) because many
of our objects are at low redshifts (thus less 1+z time dilation)
and hence line variability between the single-epoch and the fi-
nal coadded spectra may introduce apparent differences in the
measured line peaks. The test here specifically focuses on
the effect of SNR, and not on the variability-induced velocity
shifts (mostly on broad lines with short variability timescales)
over the course of our monitoring program.
We degrade the original spectral SNR by a factor of 2, 4,
6, 8 and 10 by randomly perturbing the original spectra with
the corresponding error levels. We then re-measure the line
peaks and compare to the original measurements made from
the high SNR spectra. Fig. 3 shows the distributions of differ-
ences between the measurements from the high SNR spectra
and from the degraded spectra with the five error scales. The
distributions are normalized by the measurement uncertain-
ties, which are the quadrature sum of the measurement uncer-
tainties from both the high SNR and the degraded SNR case
(the latter naturally dominates the overall uncertainty). In or-
der to retain the object-by-object diversity, we used all objects
in our sample for this test, which span a range of SNR. We use
the sample median of the degraded SNR (which itself is the
median SNR across the full SDSS wavelength range) to quan-
tify the quality of the spectra.
Fig. 3 suggests that there is no systematic bias in the mea-
sured line peaks when the spectral SNR is degraded to as low
as ∼ 3 per SDSS pixel, even though the measurement uncer-
tainty in the line peak rises quickly when SNR decreases. In
all cases the median of the distribution is . 0.1σ and often
much less than that, with no discernible trend with SNR. Con-
sidering the finite number of objects used for the distribution
and the typical measurement uncertainties, the observed me-
dian offset between the high-SNR spectra and the degraded-
SNR spectra is negligible in practice.
This test also provides the typical measurement uncertain-
ties in the line peak measurement as a function of SNR and for
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Figure 3. Distribution of the difference in the peak measurements between the original high SNR spectra and the degraded spectra, normalized by the mea-
surement uncertainty (the quadrature sum of the measurement uncertainties in both measurements). Each panel shows results for a specific line, with the total
number of objects listed at the top. Different colors represent different degradations of the original SNR by a factor of 2, 4, 6, 8 and 10. The sample median
of the median SNR across the spectral range (〈SNRmed〉) and the sample median measurement uncertainty (〈σmea〉) in the degraded spectra are marked in each
panel. The median of the distribution is indicated by the vertical dashed line. The gray solid line is a Gaussian with zero mean and unity dispersion, normalized
to have the same area as the observed distribution. For all lines and all cases of SNR degradation, there is negligible offset in the distribution, indicating that the
measurement of line peak is unbiased when the continuum SNR is decreased to as low as ∼ 3 per SDSS pixel. In addition, the agreement between the observed
distributions and the unity Gaussian suggests that our estimated measurement uncertainties from the Monte Carlo approach are reasonable.
various lines, which are marked in each panel of Fig. 3. The
trends with SNR and line species are well expected: at fixed
SNR (mostly determined by the continuum), it is more diffi-
cult to measure the peak position precisely for weaker lines
than for stronger lines, and the peak positions of the narrow
lines can be measured to higher precision than those of the
broad lines unless the narrow line is a weak line.
Finally, Fig. 3 indicates that our estimation of the measure-
ment uncertainties in the line peaks from the Monte Carlo
approach is reasonable, as the normalized difference distri-
butions agree with a Gaussian distribution with unity disper-
sion reasonably well. In fact, in most cases this comparison
suggests that our measurement uncertainties may have been
slightly overestimated, as the observed distribution appears
somewhat narrower than the Gaussian function. This result
is probably caused by the fact that each Monte Carlo mock
spectrum is the noise-free spectrum perturbed twice (i.e., the
original spectrum already contains noise).
5. EMPIRICAL RECIPES FOR QUASAR REDSHIFTS
Following a similar approach as in Hewett & Wild (2010),
we now use the measured velocity shifts in §4 to construct a
redshift ladder (a list of lines with decreasing accuracies in
redshift estimation) to infer the systemic redshifts of quasars
using various emission lines across the rest-frame optical-to-
UV regime.
Assume one has measured a “redshift” based on a partic-
ular line using the peak value measured from a model that
accurately reproduces the data. A refined redshift can then
be derived using the measured mean shifts in §4. We em-
phasize that the model must provide a good fit to the over-
all line profile, otherwise there will be systematic differences
when applying the mean shifts measured here. We generally
recommend a multi-Gaussian function to fit the line given its
flexibility, but other functional forms can be used as well.
We can estimate how much difference there is in the in-
ferred line peak velocity if the continuum and line decom-
position is not performed on the spectrum. Assume the line
is a Gaussian with a central wavelength λ0 and a dispersion
σv (in velocity units), and has a rest-frame equivalent width
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Table 3
Mean and Scatter of Line Shifts
Line Pair Mean Intrinsic Scatter Scatter w.r.t Ca II median σmea
[km s−1] [km s−1] [km s−1] [km s−1]
(1) (2) (3) (4) (5)
Hβbr-Ca II −109 400 ... 119
[O III]c-Ca II −37 64 ... 37
[O III]a-Ca II −48 56 ... 39
[O II]-Ca II 8 46 ... 48
[Ne V]-Ca II −160 119 ... 84
Mg II-[O II] −65 200 205 94
C III]-[O II] −151 239 243 69
C III]a-[O II] −237 228 233 60
He II-[O II] −175 238∗ ... 90
... 0 238 242 ...
C IV-He II −13 247 ... 99
C IV-Mg II −308 410 ... 113
... 30 361 415 ...
Si IV-Mg II −231 483 ... 153
... 29 431 477 ...
NOTE. — Mean velocity shift and intrinsic scatter for different
line pairs. For He II-[O II], C IV-Mg II and Si IV-Mg II the second
row lists the results after removing the average luminosity trend
as shown in Fig. 1. The last column lists the intrinsic scatter in
the velocity shift w.r.t Ca II, if not already given in column (3).
The last column lists the median measurement uncertainty in the
pair-wise velocity shifts.
∗The Gaussian fit to the uncorrected He II-[O II] shift is poor and
underestimates the true dispersion, therefore we use the intrinsic
scatter inferred from the luminosity corrected distribution.
of W0 calculated using the continuum level at λ0. Also as-
sume the underlying continuum has a simple power-law form:
Cλ(λ)∝ (λ/λ0)−α. With a little algebra and to a very good ap-
proximation, the peak of the continnum+line flux will have a
velocity offset from λ0 as:
∆V
c
≈ −
√
2παλ0
(1 + z)W0
(σv
c
)3
, (2)
where z is the redshift of the quasar and c is the speed of light.
For typical broad-line values (e.g., for broad Hβ), α = 1.5,
λ0 = 4862.68 Å, W0 = 46 Å, z = 1, and σv = 2000kms−1, we
have ∆V ≈ −18kms−1. Similarly, for typical narrow-line
values (e.g., for [O II]) with W0 = 1.6 Å, λ = 3728.48 Å and
σv = 250kms−1 (other parameters held the same) we have
∆V ≈ −0.8kms−1. Such a velocity offset is negligible for es-
sentially all practical uses. For similar reasons, for lines that
lie above the Fe II complexes and for typical Fe II strengths,
negligible velocity offsets will be induced in the line peak
measurements if Fe II emission is not subtracted properly.
However, we caution that if the line is weak while Fe II emis-
sion is strongly peaked near that emission line, decomposition
of the Fe II emission will be necessary as it will affect the mea-
surement of the peak of the line under consideration (e.g., for
extreme optical Fe II emitters where [O III] is weak).
We provide the following recommendations on redshift es-
timation for each line considered in this work. We assume that
Ca II provides the most reliable systemic redshift, and other
lines are directly or indirectly calibrated to Ca II using the red-
shift ladder from low to high redshifts, with as few interme-
diate lines as possible. When propagating the redshift uncer-
tainties where one or more intermediate lines must be used to
connect the line of interest to Ca II, we assume that the scat-
ters in the pairwise velocity shifts are uncorrelated with each
other so that the scatters are summed in quadrature to provide
an estimate of the scatter relative to systemic. In practice this
approach only affects C IV and Si IV below, where the inter-
mediate line (Mg II) used displays a non-negligible (but still
smaller) scatter with respect to systemic. Thus this approach
provides a more conservative estimate of the redshift uncer-
tainty for C IV and Si IV.
[O III]: the peak of the full [O III] line provides a redshift
estimate that is on average −48kms−1 shifted from systemic,
with an intrinsic uncertainty of 56kms−1. Correcting for the
marginal luminosity dependence of [O III] peak blueshift may
lead to slight improvement in the average estimate at the high-
luminosity end, following Eqn. (1) and Table 2.
Hβbr: the peak of broad Hβ provides a redshift estimate
that is on average −109kms−1 shifted from systemic, with
negligible luminosity dependence. The intrinsic uncertainty,
however, is 400kms−1, larger than those using narrow lines or
some broad lines with typical line strength.
[O II]: the peak of [O II] from a single-Gaussian fit provides
a redshift estimate that is on average shifted from systemic by
only +8kms−1, with no discernible luminosity dependence.
The intrinsic uncertainty is only 46kms−1.
[Ne V]: the peak of the full [Ne V]λ3426 line provides a
redshift estimate that is on average shifted from systemic by
−160kms−1, with negligible luminosity dependence. The in-
trinsic uncertainty is 119kms−1.
Mg II: the peak of full Mg II (broad+narrow components)
provides a redshift estimate that is on average −57kms−1
shifted from systemic, with negligible luminosity depen-
dence. The intrinsic uncertainty is 205kms−1 combining the
scatter from Mg II-[O II] and [O II]-Ca II.
C III]: the peak of the C III] complex (including C III], Si III]
and Al III) provides a redshift estimate that is on average
−229kms−1 shifted from systemic, with negligible luminosity
dependence. The intrinsic uncertainty is 233kms−1 combin-
ing the scatter from C III]-[O II] and [O II]-Ca II.
He II: the peak of the full He II line (broad+narrow com-
ponents) provides a redshift estimate that is on average
−167kms−1 shifted from systemic. However, a luminosity de-
pendence of the shift should be corrected using Eqn. (1) and
the best-fit parameters listed in Table 2. The corrected He II-
based redshifts have an intrinsic uncertainty of 242kms−1
combining the scatter from He II-[O II] and (the smaller scat-
ter from) [O II]-Ca II.
C IV: After correcting for the luminosity dependence using
Eqn. (1) and Table 2, the peak of the full C IV line provides a
redshift estimate that is −27kms−1 shifted from systemic, with
an intrinsic uncertainty of 415kms−1 combining the scatter
from C IV-Mg II and Mg II-Ca II.
Si IV: Using an effective rest wavelength of 1399.41 Å, and
after correcting for the luminosity dependence using Eqn. (1)
and Table 2, the peak of the Si IV/O IV] complex provides a
redshift estimate that is on average −28kms−1 shifted from
systemic, with an intrinsic uncertainty of 477kms−1 by com-
bining the scatter in quadrature from Si IV-Mg II and Mg II-
Ca II.
Once the residual constant offset is subtracted, the above
various lines provide redshift estimates that are on average
consistent with systemic, and an intrinsic uncertainty that de-
pends on the line. Based on an increasing order of the in-
trinsic scatter, the emission-line list for redshift estimation in
decreasing order of accuracy is: [O II], [O III], [Ne V], Mg II,
C III], He II, broad Hβ, C IV, Si IV. This list assumes that mea-
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surement uncertainties in the line centers are negligible.
When multiple lines are available for redshift estimation,
one also must consider the measurement uncertainties in each
line and add the uncertainties in quadrature to the intrin-
sic scatter in velocity shifts. Weaker lines (such as [O II],
He II) are presumably more difficult to measure precisely than
stronger lines. The line redshift with the smallest overall un-
certainties then provides the best estimate of the systemic red-
shift. It is also possible to average the redshift estimates from
multiple lines, but since the uncertainties are likely correlated
(from the velocity shift ladder) the resulting combined red-
shift uncertainty may underestimate the true uncertainty.
6. PHYSICAL ORIGINS OF QUASAR LINE SHIFTS
The observed average velocity shifts and scatter in different
quasar emission lines contain information about the dynami-
cal and radiative processes in these line-emitting regions. A
detailed discussion of the physical origins of these velocity
shifts is deferred to future work. Below we provide a brief
and qualitative discussion on the observed line shifts.
The strong luminosity dependence of the blueshifts of the
high-ionization broad lines (e.g., Corbin 1990) suggests that
dynamical and/or radiative processes in the broad-line region
associated with accretion are responsible for the observed
blueshifts (e.g., Richards et al. 2011, and references therein).
Models invoking outflows are often used to explain the ob-
served C IV blueshift (e.g., Gaskell 1982; Chiang & Murray
1996; Richards et al. 2011), but alternative interpretations ex-
ist (e.g., Gaskell & Goosmann 2013, 2016).
On the other hand, the kinematics of the narrow-line regions
(such as outflows, rotation, mergers) coupled with anisotropic
dust attenuation and/or orientation may account for most of
the velocity shifts (both mean and scatter) observed in the
high-ionization narrow lines such as [O III] and [Ne V] (e.g.,
Veilleux 1991; Whittle 1992; Crenshaw et al. 2010).
A full understanding of these velocity shifts and their
dependence on luminosity will require a simultaneous un-
derstanding of other line properties (such as line profile,
equivalent width, line ratios, etc.) as functions of quasar
parameters (e.g., Baldwin 1977; Boroson & Green 1992;
Sulentic et al. 2000; Dietrich et al. 2002; Baskin & Laor
2005; Dong et al. 2009; Richards et al. 2011; Zhang et al.
2011, 2013; Stern & Laor 2012a,b, 2013; Shen & Ho 2014;
Luo et al. 2015; Shen 2016). It is possible that secondary de-
pendences of velocity shifts on other quasar properties can
be used to further reduce the scatter in the observed shifts,
which can be explored in future work with better samples. We
also did not study subsamples of quasars with different multi-
wavelength properties. For example, a small fraction (∼ 10%)
of quasars are radio loud, which have been shown to have
smaller C IV blueshifts on average (e.g., Steidel & Sargent
1991; Corbin 1992; Richards et al. 2011). The statistics of
our sample does not provide better constraints on these sub-
samples of quasars compared with other studies that utilized
much larger samples (e.g., Richards et al. 2011).
While the low-ionization broad lines do not show a signif-
icant blueshift on average as opposed to the high-ionization
broad lines, the scatter seen in their peak velocity shifts from
systemic can be due to a variety of reasons, such as: (1) pe-
culiar line profiles as predicted by certain broad-line region
models (e.g., disk emitters or disk winds, Chen et al. 1989;
Eracleous & Halpern 1994; Proga et al. 2000) or off-axis illu-
mination (Gaskell 2011); (2) line peak shifts due to broad-line
region variability, or, in rare cases, a potential close black hole
binary (e.g., Gaskell 1983; Eracleous et al. 2012; Shen et al.
2013; Ju et al. 2013; Liu et al. 2014); and (3) effects of rever-
beration with asymmetric transfer functions in velocity (e.g.,
Barth et al. 2015). These effects can lead to velocity shifts of
up to hundreds of kms−1 or more on timescales of months to
years (e.g., Shen et al. 2013; Barth et al. 2015). Similar pro-
cesses may also contribute to the scatter in the velocity shifts
of high-ionization broad lines.
7. CONCLUSIONS
We have studied the velocity shifts among the prominent
narrow and broad emission lines in quasar spectra, and in-
vestigated the utility and uncertainties of using these individ-
ual lines as quasar systemic redshift indicators. This work is
based on the spectroscopic quasar sample from the SDSS-RM
project, which provided high SNR spectra to measure weak
emission lines and stellar absorption lines that are generally
difficult to measure in broad-line quasar spectra. The im-
provement of the current work over earlier studies is two-fold:
1) we were able to measure robust stellar Ca II absorption red-
shifts for a large sample of quasars that extends to z ∼ 1.5,
whereas earlier samples based on SDSS quasars were only
able to measure Ca II in quasars at substantially lower red-
shifts and luminosities; 2) our sample spans a large dynamic
range in luminosity (∼ 2 dex), allowing an investigation of
the luminosity dependence of these line shifts to the high-
luminosity end more appropriate for high-redshift quasars.
The findings from this work on the velocity shifts in quasar
emission lines and their implications for redshift estimation
are summarized as follows:
1. High-ionization forbidden lines are generally more
blueshifted than low-ionization forbidden lines (Fig. 1).
In particular, [Ne V] is more blueshifted than [O III],
and [O III] is more blueshifted than [O II]. There is some
evidence that the [O III] peak blueshift mildly depends
on quasar luminosity, with the average blueshift po-
tentially reaching ∼ 100kms−1 at log(L5100/ergs−1) =
45, although our sampling at such high luminosities is
sparse. This is roughly consistent with the claim by
Marziani et al. (2015) that the fraction of [O III] blue
outliers (e.g., [O III] peak blueshifts) increases with lu-
minosity.
2. Similarly, high-ionization permitted lines are gener-
ally more blueshifted than low-ionization permitted
lines. The blueshifts of He II, C IV and Si IV are
strongly luminosity-dependent, with higher luminosity
quasars showing larger blueshifts in these lines. On the
other hand, the shift of Mg II is mild and luminosity-
independent. C III] shows a significant blueshift that
does not depend on luminosity. However, if a single
Gaussian were fit to the C III] complex, the relative
strength between Si III] and C III] as a function of lu-
minosity would lead to a luminosity dependence of the
apparent C III] blueshift (e.g., Richards et al. 2011).
3. The measured velocity shifts among different quasar
emission lines were used to derive empirical recipes
for systemic redshift estimation based on various lines
from low to high redshifts. These empirical recipes ac-
count for the average velocity shifts of each line with
respect to systemic, and therefore provide unbiased
redshift estimation on average. More importantly, we
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quantified the typical uncertainties of these redshift es-
timates based on various lines, using the observed in-
trinsic scatter in the velocity shifts.
4. Consistent with recent work (e.g., Hewett & Wild
2010; Shen et al. 2011; Shen 2016), we found that
Mg II provides the best broad-line redshift estimates,
with an intrinsic uncertainty of ∼ 200kms−1. We also
found that C III] (after correcting for the average ve-
locity shift) provides only slightly more uncertain red-
shift estimates. Based on a different approach, Allen
& Hewett (in preparation) used mean field independent
component analysis (MFICA) (see Allen et al. 2013,
for an application to astronomical spectra) to recon-
struct the Mg II and C III] regions, and derived Mg II-
and C III]-based redshifts with similar intrinsic uncer-
tainties of ∼ 230kms−1, with no detectable luminosity
dependence in the mean velocity shifts.
5. For He II, C IV and Si IV, after removing the average
luminosity trends, these three permitted lines provide
unbiased redshift estimation on average, but with typi-
cal redshift uncertainties of several hundreds of kms−1.
Although the intrinsic scatter for He II is only slightly
larger than that for C III], it is generally not as favorable
as C III] for redshift estimation, both due to the luminos-
ity dependence and the fact that He II is much weaker
than C III].
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