In the present work, we propose a scheme for the fusion of different phone duration models, operating in parallel. Specifically, the predictions from a group of dissimilar and independent to each other duration models are fed to a machine learning algorithm which yields more precise phone duration predictions. We firstly study the performance of eight independent models. Here, among others, we investigate the effectiveness of Support Vector Regression (SVR), which has not yet been studied on the phone duration prediction task. At the fusion stage, we evaluate the performance of several regression algorithms. The evaluation was carried out on the American-English KED TIMIT and the Greek WCL-1 databases. On both databases, the SVR-based model demonstrated the lowest error rate.
classification and regression tree (CART) models (Riley, 1992) , which are based on binary splitting of the feature space, can represent the dependencies among the features but cannot insert constraints of linear independency for reliable predictions (Iwahashi and Sagisaka, 2000) . Another technique which has been used on the phone duration modelling task is the sums-of-products (SOP), where the segment duration prediction is based on a sum of factors and their product terms that affect the duration (van Santen, (1992 (van Santen, ( , 1994 ). The advantage of these models is that they can be trained with a small amount of data. Bayesian networks models have also been introduced on the phone duration prediction task.
These models incorporate a straightforward representation of the problem domain information and despite their time consuming training phase, they can make accurate predictions even when unknown values come across in some features (Goubanova and King, 2008; Goubanova and Taylor, 2000) .
Furthermore, instance-based algorithms (Lazaridis et al. 2007 ) have been used in phone duration modelling. In instance-based approaches the training data are stored and a distance function is employed during the prediction phase in order to determine which member of the training set is closer to the test instance and predict the phone duration. In a recent study (Yamagishi et al., 2008) , the gradient tree boosting (GTB) (Friedman, 2001; Friedman, 2002) approach was proposed for the phone duration modelling task as an alternative to the conventional approach using regression trees. The GTB algorithm is a meta-algorithm which is based on the construction of multiple regression trees and consequently taking advantage of them.
On the task of syllable duration modelling various neural networks have been used, including feedforward neural networks (Campbell, 1992; Rao and Yegnanarayana, 2007) and recurrent neural networks (RNN) (Chen et al., 1998) . Furthermore, in the case of syllable duration prediction the SVM regression model has been used in order to perform the function estimation from the training instances using non-linear mapping of the data onto a high-dimensional feature space (Rao and Yegnanarayana, 2005) . In (Iwahashi and Sagisaka, 2000) a new scheme for statistical modelling of prosody control in speech synthesis was proposed. It is based on a constrained tree regression scheme that relies on hierarchical combination of different algorithms. It offers a mechanism for evading the disadvantages inherent to one algorithm by benefiting from information provided by another algorithm. This can be explained by the observation that different algorithms perform better in different conditions.
As a result, the task of phone duration modelling based on the data-driven approaches gives the ability to overcome the time consuming labour of the manual extraction of the rules which are needed in the rule-based approaches. However, as shown by van Santen and Olive (1990) , these methods are not always satisfactory for the task of phone duration prediction.
All previous studies on phone and syllable duration modelling are restricted to the use of a single linear or non-linear regression algorithm. The only exception to this trend is the work of Iwahashi and Sagisaka (2000) , where a hierarchical structure for syllable duration prediction using the outputs of a phone duration model was used. However, this structure is restricted to the post-processing of a single duration prediction model, and no extension to a parallel regression fusion of the duration predictions of multiple models has been studied.
In the present work, aiming at improving the accuracy of the prediction of the segmental durations (i.e. phones), we propose a fusion scheme based on the use of multiple dissimilar phone duration predictors which operate on a common input, and whose predictions are combined using a regression fusion method. The proposed scheme is based on the observation that predictors implemented with different machine learning algorithms perform differently in dissimilar conditions. Hence, we suppose that an appropriate combination of their outputs could result in a new set of more precise phone duration predictions. Thus, an appropriate fusion scheme that can learn how to combine the outputs of a number of individual predictors in a beneficial manner, will contribute to the reduction of the overall prediction error, when compared to the error of each individual predictor.
Based on this assumption, we investigate various implementations of the proposed fusion scheme and study its accuracy for duration prediction on different levels of granularity: vowels/consonants, phonetic category, individual phones, etc. In this connection, initially, we investigate the performance of eight linear and non-linear regression algorithms, five of them already examined in previous studies (Iwahashi and Sagisaka, 2000; Lee and Oh, 1999; Riley, 1992; Takeda et al., 1989; Yamagishi et al., 2008) as individual predictors. These are based on linear regression and decision trees --model trees, regression trees and pruning decision trees. Furthermore, another two of them (which?) are modifications of algorithms that are already studied in the phone duration prediction task (Yamagishi et al., 2008) , and finally, the support vector regression (SVR) algorithm, which to our best knowledge has not yet been employed on the phone duration prediction task. Next, the durations predicted by the individual duration models are fed as inputs to a machine learning algorithm referred to as fusion model, which uses these predictions and produces the final prediction. For the purpose of fusion, we evaluate twelve different (linear and non-linear) regression fusion techniques, among which are linear regression, decision trees, support vector regression, neural networks, etc.
The present study was inspired by the work of Kominek and Black (2004) , where a family of acoustic models, providing multiple estimates for each boundary point, was used for segmenting a speech database, creating a more robust unit selection corpus-based synthetic speech. This approach was found more robust than a single estimate, since by taking consensus values large labelling errors are less prevalent in the synthesis catalogue, which improves the resulting synthetic speech. To the extent of our knowledge, a parallel regression fusion of independent models has not yet been studied on the phone duration prediction or on the syllable duration prediction tasks. Furthermore, although SVR models have been used for syllable duration prediction (Rao and Yegnanarayana, 2005) , to this end, they have not been employed on the phone duration prediction task.
The remainder of this article is organized as follows. In Section 2 we outline the proposed fusion scheme. In Section 3 we briefly outline the individual phone duration modelling algorithms, the algorithms used in the fusion scheme, the speech databases and the experimental setup used in the evaluation. The experimental results are presented and discussed in Section 4 and finally this work is concluded in Section 5.
FUSION SCHEME FOR DURATION MODELLING AND PREDICTION
Phone duration modelling, which mainly relies on regression algorithms, suffers from specific types of errors. The most commonly occurring type of error is the bias (systematic) error (Freedman et al., 2007) . This error is a constant shift of the predicted phone durations from the real ones and can be estimated as the difference between the real and predicted mean durations. Other prediction errors that may occur in the phone duration modelling task are small miss-predictions and gross errors (outliers) (Freedman et al., 2007) . Small miss-predictions in phone duration, i.e. less than 20 milliseconds, do not significantly affect the quality of the synthetic speech signal, but the other errors degrade the quality of synthetic speech (Wang et al., 2004) . Here, we assume that an appropriate combination of the predictions of a number of dissimilar and independent phone duration prediction models will improve the overall phone duration prediction accuracy. This is because different phone duration models will err in a dissimilar manner, and the fusion of their outputs, through a machine learning technique, would be able to learn and compensate some of these errors. Especially, we suppose that such a fusion scheme, apart from improving the overall accuracy of duration prediction, will be able to reduce the outliers.
In Fig. 1 , we present the block diagram of the proposed fusion scheme, which relies on the combination of predictions that are produced by multiple dissimilar phone duration models, which operate on a common input. As the figure presents, the predictions of the individual models are introduced into the fusion stage, where a machine learning algorithm uses them for obtaining more precise phone duration predictions. The training and the operational phases of the proposed fusion scheme is discussed in the following subsections.
__________________________

Figure 1 will be placed here
____________________________
Training of the fusion scheme
The training of the proposed fusion scheme is an off-line two-step procedure, which relies on two nonoverlapping datasets: the training and the development data. The training process can be summarized concisely as follows. During the first training step, the independent phone duration models are created using the training dataset. Subsequently, at the second step, these models are employed to process the development dataset. The outcome of this processing is a set of predictions, which together with the ground truth labels (manually annotated tags) serve as input for training the adjustable parameters of the fusion algorithm. This procedure can be formalized as follows:
Let us define a set of N independent phone duration prediction models, DM n , with 1≤n≤N. The input feature vector, 
where 1≤n≤N, for the jth instance of the phone p, are used in the training of the fusion algorithm. Once the fusion stage is trained, the proposed composite phone duration modelling scheme, shown in Fig. 1 , is ready for operation.
Operation of the fusion scheme
In the operational mode, the input vector, Y is processed by the fusion algorithm, which computes the final phone duration prediction for the jth instance as:
The fusion of multiple different predictions is expected to contribute to the reduction of the types of errors described above (first paragraph in section 2), and thus contributes to the decrease of the overall error rate. This expectation is based on the observation that different predictors, which rely on different machine learning algorithms, err in a dissimilar manner. Employing an appropriate fusion scheme, which is capable to learn the proper mapping between a set of noisy predictions and the true phone duration values, could turn out beneficial in terms of improved accuracy.
EXPERIMENTAL SETUP
To investigate the practical usefulness of the proposed approach, we trained several individual phone duration models, and then employed them in the fusion scheme described in Section 2. The various individual phone duration models and the fusion algorithms involved in the phone duration prediction fusion scheme, as well as the speech databases used in the experiments and the experimental protocol that was followed, are described in the following subsections.
Individual phone duration models
In the present work we consider eight different machine learning algorithms for phone duration modelling, the outputs of which are then fed to the fusion model. These algorithms are well known and have successfully been used over the years, in different modelling tasks. One exception is the support vector regression (SVR) based modelling, which to this end has not been employed on the phone duration modelling task. In brief, the eight individual phone duration modelling algorithms that we consider here are:
(i) the linear regression (LR) (Witten and Frank, 1999 ) using Akaike's Information Criterion (AIC) (Akaike, 1974) in backward stepwise selection (BSS) (Kohavi and John, 1997) procedure eliminating unnecessary variables of the training data,
(ii) the m5p model tree, using a linear regression function on each leaf, and the m5pR regression tree, using a constant value on each leaf node instead (Quinlan, 1992; Wang and Witten, 1997) .
(iii) two additive regression algorithms (Friedman, 2002) and two bagging algorithms (Breiman, 1996) were used, by using two different regression trees (m5pR and REPTrees) (Kaariainen and Malinen, 2004; Quinlan, 1992; Wang and Witten, 1997) as base classifiers in each case. The latter four algorithms are meta-learning algorithms (Vilalta and Drissi, 2002 ) using regression trees as base classifiers.
During the training process, the additive regression algorithm builds a regression tree in each iteration, using the residuals of the previous tree as training data. The regression trees are combined together creating the final prediction function. In these two cases of additive regression meta-classification, the shrinkage parameter, ν, indicating the learning rate, was set equal to 0.5 and the number of the regression trees, rt-num, was set equal to ten. These values were selected after grid-search experiments (ν={0. 1, 0.3, 0.5, 0.7, 0.9}, rt-num={5, 10, 15, 20}) on a randomly selected subset of the training data, of size approximately equal to 20% of the size of the training set.
In the bagging algorithm, the dataset was split in multiple subsets using a regression tree for each of them. The final prediction value is the average of the values predicted from each regression tree. In a similar manner, the number of the regression trees (rt-num) was set equal to ten after a number of grid-search experiments (rt-num={5, 10, 15, 20}) on the randomly selected subset of the training data.
(iv) Finally, the support vector regression (SVR) model (Platt, 1999) , which employs the sequential minimal optimization (SMO) algorithm for training a support vector classifier (Smola and Scholkopf, 1998) , was used. Many kernel functions have been used in SVR such as the polynomial, the radial basis function (RBF) and the Gaussian functions (Scholkopf and Smola, 2002) . In our experiments the RBF kernel was used as mapping function. The ε and C parameters, where 0 ε ≥ is the maximum deviation allowed during training and 0 C > is the penalty parameter for exceeding the allowed deviation, were set equal to 10 -3 and 10 -1
respectively. This was done after a grid search (ε={10 -1 , 10 -2 , …, 10 -5 }, C={0.05, 0.1, 0.3, 0.5, 0.7, 1.0, 10, 100}) on a randomly selected subset of the training set, representing 20% of the size of the full training set.
Our motivation to select these algorithms was based on previous research (Iwahashi and Sagisaka, 2000; Lee and Oh, 1999; Riley, 1992; Takeda et al., 1989; Yamagishi et al., 2008) , where these algorithms were reported successful on the segmental duration modelling task. Along with the phone duration prediction task, many of these algorithms have also been used in syllable duration prediction task, supporting different languages and databases.
Fusion algorithms
In order to select the most advantageous fusion method, we evaluated ten different machine learning algorithms for numerical prediction. These are the eight algorithms outlined in Section 3.1, as well as (i) the radial basis function neural network (RBFNN) with Gaussian kernel (Park and Sandberg, 1993) , and (ii) the instance-based algorithm (IBK) (Aha and Kibler, 1991) , which is a k-nearest neighbours classifier.
In the case of RBFNN, the k-means algorithm is used as a first step in the training process, for the estimation of the centres of the radial basis units in the hidden layer on the network. The outputs of the hidden layers are combined with linear regression. The number of clusters (num-cl) for the k-means to generate and the minimum standard deviation (cl-std) for the clusters were set equal to 135 and 10 -2 respectively. These parameters were determined after a grid search (num-cl={5,10, …, 200}, cl-std={0 .001, 0.01, 0.1, 0.5}) on a randomly selected subset of the training set, consisting of approximately 20% of the set.
In the case of IBK a linear nearest neighbours search algorithm was used, employing the Euclidean distance as a distance function. Leave-one-out cross-validation was used to select the best value for k, under the restriction, k≤35, i.e. an upper limit of 35 nearest neighbours. The predictions from the k nearest neighbours were weighted according to the inverse distance.
Furthermore, in addition to the ten machine learning methods described so far, we implemented two well-known linear combination fusion schemes, which serve as intuitive reference points in this study. These are: (i) the average of all individual predictions, in which the mean value of the prediction estimations of all the independent duration models was regarded as the final phone duration prediction value (average linear combination) and (ii) the selection of the best prediction among the individual phone duration models for each instance (best-case selection). The selection of the best duration model per instance can be performed for different categories of clusters, such as voiced/unvoiced, vowels/consonants, phonetic category, individual phones, tri-phones, etc.
In the best-case selection fusion scheme, we relied on the root mean square error (RMSE) of each phone prediction algorithm over the development data as the criterion for the selection of the best model for each case (Chen et al., 1998; Goubanova and King, 2008; Yamagishi et al., 2008) .
Specifically, the duration model prediction with the lowest RMSE for the cluster (vowels/consonants, phonetic category and individual phones) of each instance was selected.
Databases and feature set
In the evaluation experiments we used two databases: the American-English speech database CSTR US KED TIMIT (CSTR, 2001 ) and the Modern Greek speech prosodic database, WCL-1 (Zervas et al., 2008) . KED TIMIT consists of 453 phonetically balanced sentences (3400 words approximately) uttered by a Native American male speaker. The WCL-1 prosodic database consists of 5500 words distributed in 500 paragraphs, each one of which may be a single word, a short sentence, a long sentence, or a sequence of sentences uttered by a female professional radio actress. The final corpus includes 390 declarative sentences, 44 exclamation sentences, 36 decision questions and 24 "wh"
questions.
For the experiments on the KED TIMIT database, we adopted the phone set provided with the database (CSTR, 2001) which consists of 44 phones. For the experiments using the WCL-1 database we adopted the phone set provided with the database (Zervas et al., 2008) consisting of 34 phones. In all experiments, the manually labelled phone durations were used as the ground truth (reference)
durations. In this work, a number of features, which have been reported successful in the literature (Crystal and House, 1988; Campbell, 1992; Klatt, 1987; Goubanova and King, 2008; Riley, 1992; van Santen, 1994) , are considered for the task of phone duration prediction. From each utterance we computed 33 features along with the contextual information concerning some of these features, described next:
(i) eight phonetic features: the phone class (consonants/non-consonants), the phone types (short vowels, long vowels, diphthongs, schwa, consonants), the vowel height (high, middle or low), the vowel frontness (front, middle or back), the lip rounding (rounded/unrounded), the manner of production (consonant type), the place of articulation (labial, labio-dental, dental, alveolar, palatal, velar, glottal), the consonant voicing. Along with the aforementioned features, the information concerning the two previous and the two next instances of these features was also used.
(ii) three segment-level features: the phone name with the information of the neighbouring instances (previous, next), the position of the phone in the syllable and the onset-coda type (if the specific phone is before or after the vowel in the syllable).
(iii) thirteen syllable-level features: the position in the word type of the syllable (single, initial, middle or final) with the information of the neighbouring instances (previous, next), the number of all the syllables in the word, the number of the accented syllables and the number of the stressed syllables since the last and to the next phrase break (i.e. the ???), syllable's onset-coda size (the number of phones before and after the vowel of the syllable) with the information of previous and next instances, the onset-coda type (if the consonant before and after the vowel in the syllable is voiced or unvoiced) with the information of previous and next instances, the position of the syllable in the word and the onset-coda consonant type (the manner of production of the consonant before and after the vowel in the syllable).
(iv) two word-level features: the part-of-speech (noun, verb, adjective, etc) and the number of syllables of the word.
(v) one phrase-level features: the syllable break (i.e. the phrase break after the syllable) with the information of the neighbouring (two previous, two next) instances.
(vi) six accentual features: the ToBI accents and boundary tones with the information of the neighbouring (previous, next) instances, the last-next accent (the number of the syllables since the last and to the next accented syllable) and we also included the stressed-unstressed syllable feature (if the syllable is stressed or not) and the accented-unaccented syllable feature (if the syllable is accented or not) with the information of the neighbouring (two previous, two next)
instances.
The overall size of the feature vector, which was used for the individual phone duration models, including the aforementioned features and their contextual information is 93.
In all experiments we followed an experimental protocol based on 10-fold cross-validation.
Specifically, in each fold the training data were split in two portions, the training dataset and the development dataset. The former, amounting to approximately 60% of the full dataset, was used for the training of the individual phone duration predictors, and the latter, amounting to approximately 30% of the full dataset, for the training of the fusion algorithm. Furthermore, the test dataset, amounting to approximately 10% of the full dataset, was used for evaluating the performance of the eight independent duration prediction algorithms, as well as the performance of the fusion scheme.
Performance Metrics
The experimental results were evaluated using the two most commonly used figures of merit, namely the mean absolute error (MAE) and the root mean squared error (RMSE), between the predicted duration and the actual (reference) duration of each phone (Chen et al., 1998; Goubanova and King, 2008; van Santen, 1992; Yamagishi et al., 2008) . Due to the squaring of values in the RMSE, large errors (outliers) are weighted heavily, which makes this figure of metric more sensitive to outliers than the MAE (Witten and Frank, 1999) . This sensitivity of the RMSE makes it a more illustrative measurement concerning the outliers, e.g. the gross errors, when compared to the MAE.
EXPERIMENTAL RESULTS
In the present work, we consider clustering of the instances on the basis of (i) vowels/consonants categorization, (ii) phonetic categories and (iii) individual phones. This offers different degree of detail and allows us to gain insights about the advantages and disadvantages of each algorithm. The same clustering of the instances is used in the best-case selection fusion model. In this fusion model, as mentioned in Section 3.2, the criterion for the selection of the best model for each case is the RMSE of each phone duration prediction algorithm over the development data, as in (Chen et al., 1998; Goubanova and King, 2008; Yamagishi et al., 2008) . Specifically, the phone duration model prediction with the lowest RMSE per cluster (vowels/consonants, phonetic categories, individual phone) of each instance is selected.
Duration prediction with individual phone duration models
As a first step we examined the performance of the eight individual algorithms on both databases using the entire feature set described in Section 3. The RMSE, the MAE and the standard deviation of the absolute error (STD of AE) for all individual algorithms specified in Section 3.1 are shown in Table 1, where This advantage of the SMOreg models, on both databases, is owed to the advantage of SVMs to cope better with high-dimensional feature spaces (Vapnik, 1995; Vapnik, 1998) , when compared to the other classification and regression algorithms.
Table 1 (a)
Table1 (b)
In Table 2 we present the performance per phonetic category as well as for the vowel/consonant categorization of the eight independent phone duration models, implemented by different algorithms, on the KED TIMIT (Table 2 (a)) and the WCL-1 ( Table 2 (a)) and in some particular phones, such as ch, ay, etc (Table 3) , other models offer a higher phone duration prediction accuracy. For instance, on the KED TIMIT database, the highest accuracy for the phone ch is observed for the Linear Regression model, while for the phone ay the highest accuracy is for the m5p model (refer to Table 3 (a)). These specific results, and other similar cases shown in the Table 3 , are in support of our observation that different algorithms perform better in different phonetic categories and phones. This indicates that an appropriate fusion of the outputs of the individual phone duration prediction models could be beneficial for reducing the overall error rate.
Experimental results for various implementations of the fusion stage are presented in Section 4.2. 
Duration prediction with the proposed fusion scheme
In the following, we report the evaluation results for the twelve fusion algorithms outlined in Section 3.3. In Table 4 , we present the results obtained in the evaluation of the average linear combination and the best-case selection techniques for different cases: overall performance, vowel/consonant categories, phonetic categories and individual phones. The results for the best individual phone duration prediction model (SMOreg) are duplicated from Table 1 for the purpose of direct comparison. We consider the average and the best-case selection techniques as intuitive reference points against which the performance of the other ten fusion algorithms, evaluated here, is compared. As can be seen in Table 4 (a), for KED TIMIT, and in Table 4 (b), for the WCL-1 database, in the cases of vowel/consonant and phonetic categories the best-case selection algorithm did not offer advantage over the best individual model, SMOreg, because the SMOreg outperforms the other individual predictors in all categories (Table 2 ). As discussed above the only exception is Affricates on KED TIMIT, where the additive regression with REPTrees algorithm is the best, but is not sufficient for significant advantage of the fusion scheme.
Concerning the clustering according to individual phones, the best-case selection method slightly outperformed the best individual duration model on both databases. In detail, the best-case selection, outperformed the SMOreg model by approximately 0.2% and 0.9% in terms of MAE and RMSE on the KED TIMIT database, and by approximately 0.6% and 0.5% on the WCL-1 database. As can be seen in Table 3 , this is owed to the fact that, for both databases, in approximately 35-40% of the phones the best performing algorithm is not the SMOreg. Consequently, the best-case selection fusion scheme outperforms the best individual phone duration prediction model (SMOreg).
Table 4 (a)
Table 4 (b)
In Table 5 , we present results for the remaining ten fusion algorithms (refer to Section 3.2): the Linear Regression, the m5p model tree, the m5pR regression tree, the additive regression algorithms based on m5pR and REPTrees, the bagging algorithms based on m5pR and REPTree, the instance based learning (IBK), the support vector regression (SVR) which implements the sequential minimal optimization (SMO) algorithm, and the radial basis function neural network (RBFNN). The best fusion result is shown in bold. For the reason of comparison, in Table 5 we duplicate the results for the best individual phone duration model, SMOreg. As can be seen from the results on the KED TIMIT (Table fusion models that were evaluated here. It is also noteworthy to mention that only the SMOreg fusion model outperformed the best individual duration prediction model. Specifically, the SMOreg fusion model outperformed the individual SMOreg predictor by approximately 1.9% and 2.0% in terms of MAE and RMSE on KED TIMIT, and by approximately 2.6% and 1.8% on the WCL-1 database,
respectively. Furthermore, we should point out that the SMOreg fusion model apart from reducing the overall error also reduced the outliers. Specifically, in comparison to the best individual predictor, i.e.
the SMOreg model, the SMOreg fusion model reduced the STD of AE by approximately 2.1% on KED TIMIT and by approximately 1.2% on the WCL-1 database, respectively. showed that on both databases, the difference between the results for the best individual model and these for the fusion scheme is statistically significant. Specifically, for a significance level of 0.05 the Wilcoxon test estimated a p-value equal to 5.77e -09 and 3.5e -11 on KED TIMIT and WCL-1, respectively. Consequently, the fusion scheme contributes to the improvement of the accuracy of phone duration prediction, when compared to best predictor among all evaluated individual phone duration prediction models.
SUMMARY AND CONCLUSIONS
In this work we studied the accuracy of various machine learning algorithms on the task of phone duration prediction. The experimental results showed that on the task of phone duration prediction, Support Vector Machines (SVM), as a regression model, outperforms various other machine learning techniques. Specifically, in terms of relative decrease of the mean absolute error and root mean square error, the SMO regression model outperformed the second-best model by approximately 5.5% and 3.7% on KED TIMIT, and by approximately 6.8% and 3.7% on the WCL-1 database, respectively.
Furthermore, the proposed fusion scheme, which combines predictions from multiple independent phone duration models, operating on a common input, takes advantage of the observation that different prediction algorithms perform better in different conditions. The experimental validation demonstrated that the fusion scheme improves the accuracy of phone duration prediction. The SVM-based fusion algorithm was found to outperform all other fusion techniques. Specifically, the fusion scheme based on the SVM regression algorithm outperformed the best individual predictor (SVM regression) by approximately 1.9% and 2.0% in terms of relative reduction of the mean absolute error and root mean square error on the KED TIMIT database, and by 2.6% and 1.8% on the WCL-1 database, respectively.
6. REFERENCES Fig. 1 . Block diagram of the proposed fusion scheme, which exploits multiple dissimilar phone duration predictors, operating on a common input. 
