In this paper, a Supervised Extreme Learning Machine-based Auto-Encoder (SELM-AE) is proposed for discriminative Feature Learning. Different from traditional ELM-AE (designed based on data information X only), SELM-AE is designed based on both data information X and label information T. In detail, SELM-AE not only minimizes the reconstruction error of input data but also minimizes the intraclass distance and maximizes the inter-class distance in the new feature space. Under this way, the new data representation extracted by proposed SELM-AE is more discriminative than traditional ELM-AE for further classification. Then multiple SELM-AEs are stacked layer by layer to develop a new multi-layer perceptron (MLP) network called ML-SAE-ELM. Benefit from SELM-AE, the proposed ML-SAE-ELM is highly effective on classification than ELM-AE based MLP. Moreover, different from ELM-AE based MLP that requires large number of hidden nodes to achieve satisfactory accuracy, ML-SAE-ELM usually takes very small number of hidden nodes on both feature learning and classification stages to achieve better accuracy, which highly lightens the network memory requirement. The proposed method has been evaluated over 13 benchmark binary and multi-class datasets and one complicated image dataset. As shown in the experimental results, through the visualization of data representation, the proposed SELM-AE extracts more discriminative data representation than ELM-AE. Moreover, the shallow ML-SAE-ELM with smaller hidden nodes achieves higher classification accuracy than hierarchical ELM (a commonly used effective ELM-AE based MLP) on most evaluated datasets.
I. INTRODUCTION
Feature learning or representation learning [1] , [2] is a kind of technique that can automatically extract the effective representations needed for classification or other specific tasks from training data. Among various representation learning methods [3] - [8] , auto-encoder (AE) [6] is a type of feedforward neural network (including input layer, hidden layer and output layer), which learns data representation in an unsupervised manner. In order to build a deep network, several
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AEs can be stacked layer by layer, i.e., Stacked Auto-Encoder (SAE) [4] . For classification, except for the stacked AEs, an output layer is added on the top of the stack. Then the parameters of the whole system (including the parameters for constructing the new data representation in SAE) are finetuned to minimize the classification error based on gradient descent strategy [4] , [9] . In other words, the classification error is back-propagated to SAE to guide the AEs to construct more representative and discriminative features for better classification.
Recently, extreme learning machine based auto-encoder (ELM-AE) [10] has attracted growing attentions, which can efficiently learn a data representation by minimizing the reconstruction error of input training data. (Note that, ELM [11] , [12] is a kind of single layer feed-forward neural network, which is typically used for efficient and effective classification and regression.) Similar to SAE, for classification, multiple ELM-AEs [13] are stacked layer by layer to construct an ELM based multi-layer perceptron (MLP), such as multi-layer ELM (ML-ELM) [10] and hierarchical ELM (H-ELM) [14] , [15] . In ML-ELM, an output layer is directly added on the top of stacked ELM-AEs, whereas in H-ELM, the stacked ELM-AEs are followed by an individual ELM. In other words, in H-ELM, the final data representation extracted by stacked ELM-AEs is used as input to an individual ELM for classification. Under this way, compared to ML-ELM, H-ELM maintains the universal approximation capability of ELM [14] . Both methods achieve high level representation of input data and outperforms other MLP methods (e.g., Deep Belief Networks (DBN) [16] , [17] and Deep Boltzmann Machines (DBM) [18] ).
However, in both ML-ELM and H-ELM, the ELM-AEs are not fine-tuned by the classification error when training [10] , [14] . That is because, for efficient learning, the optimal output weights for classification in ML-ELM and H-ELM are directly calculated by regularized least squares [19] rather than being iteratively updated by gradient descent strategy [20] , and hence the classification error cannot be back-propagated to the stacked ELM-AEs. In other words, the ELM-AEs in ML-ELM and H-ELM extract data representation based on input data X only, while the labels information T is not used. Hence, the extracted data representation in ML-ELM and H-ELM may be not as discriminative as that in SAE [4] for further classification. Probably due to this reason, in both ML-ELM and H-ELM, large hidden neurons are usually required for accurate classification [10] , [14] , [21] . In other words, ELM-AE based MLP usually has high memory requirement under large hidden nodes [22] . For instance, the hidden nodes can be up to 15,000 in H-ELM for image dataset NORB [14] .
In this work, a Supervised Extreme Learning Machinebased Auto-Encoder (SELM-AE) is proposed for discriminative feature learning, which extracts high level data representation based on both data information X and labels information T. In the proposed SELM-AE, a new objective function is defined, which not only minimizes the reconstruction error of input training data but also minimizes the intraclass distance and maximizes the inter-class distance in the new feature space. In details, the newly defined objective function restricts the samples that belong to the same labels are as close as possible and the samples that belong to different labels are as far as possible in the new feature space.
Similar to H-ELM, in order to build a multi-layer neural network for classification, an individual ELM is added on the top of the stacked SELM-AEs. This kind of method is called as ML-SAE-ELM. Benefit from the proposed SELM-AE, ML-SAE-ELM learns more discriminative data representation for further classification. As a result, a shallow ML-SAE-ELM with smaller hidden nodes achieves higher classification accuracy than ELM-AE based methods (e.g., H-ELM), which highly lightens the network memory requirement. The experimental results are detailed in Section IV.
The organization of this paper is as follows. Section II provides a short review of ELM, ELM-AE and H-ELM. Section III details our proposed methods: SELM-AE and ML-SAE-ELM. Section IV shows the experimental results with analysis and discussion. Finally, a conclusion is drawn in Section V.
II. PRELIMINARIES
In this section, we briefly review ELM [12] , ELM-AE [10] and H-ELM [14] . All techniques are necessary to develop our proposed ML-SAE-ELM.
A. ELM
Extreme Learning Machine (ELM) is a kind of single layer feed-forward neural network for classification and regression [11] , [12] , in which the input weights and bias from input layer to hidden layer are randomly generated, and only the output weights from hidden layer to output layer are analytically determined. For classification, given dataset D = {X, T} with N samples, X = [x i ] and T = [t i ], i = 1, . . . , N . The objective function of ELM with L hidden nodes is,
where β is the output weight from hidden layer to output layer, G is the activation function, a j is the input weight and b j is the bias from input layer to hidden layer, j = 1, . . . , L.
Then the optimal output weight of ELM can be obtained by,
where H † is the Moore-Penrose generalized inverse [23] of H.
B. ELM-AE
Extreme Learning Machine-based Auto-Encoder (ELM-AE) is used to construct ELM based multi-layer perceptron and learns new data representation. Different form ELM for classification, ELM-AE aims to minimize the reconstruction error of input X. In other words, the input and output of ELM-AE are both X. Hence, the objective function of ELM-AE with L2 norm is, min:
where C is the regularization factor. VOLUME 8, 2020 Then the gradient of Eq. (5) with respect to β is,
By setting the gradient to zero, we obtain the optimal output weight β:
Then according to literature [10] , [14] , the obtained new data representation is,
where G is the activation function. Note that, if the number of hidden nodes for all ELM-AEs in an ELM based MLP is the same, G should be linear activation function. Otherwise, G is chosen as nonlinear activation function [24] .
C. H-ELM
Hierarchical Extreme Learning Machine (H-ELM) is a newly proposed multi-layer perceptron algorithm based on ELM, which includes two parts as follows:
1) UNSUPERVISED LEARNING TO EXTRACT NEW DATA REPRESENTATION
This part follows the learning scheme of stacked AEs [4] . Let X (k) represents the k th data representation for input X (1) . Let β (k) indicates the output weight of k th ELM-AE. In H-ELM, the objective function of k th ELM-AE with L1 norm is as below,
Then in H-ELM, a fast iterative shrinkage-thresholding algorithm (FISTA) [25] is used to solve the problem in Eq. (9) and obtain the optimal output weight β (k) . Following Eq. (8), we obtained the final data representation X final of input X (1) :
2) SUPERVISED LEARNING FOR CLASSIFICATION USING AN INDIVIDUAL ELM
This part is same as Section II-A, except that X is replaced by X final .
III. PROPOSED METHOD
In this section, we will introduce our proposed SELM-AE and ML-SAE-ELM in detail.
A. PROPOSED SELM-AE
Given dataset D = {X, T} with N samples, X = [x i ] and T = [t i ], i = 1, . . . , N . Similar to ELM-AE, the proposed SELM-AE minimizes the reconstruction error of input X as well,
where β is the output weight of SELM-AE, hidden layer output matrix H can be calculated by Eq. (2) . Then in ELM-AE, G(Xβ T ) is used as new data representation to replace input data X for further learning [10] . In this work, for simplify, X new = Xβ T .
However, as detailed in Section I, the data representation extracted based on Eq.(11) only may be not helpful for further classification. That is because, Eq.(11) is designed based on X only. In order to extract more representative and discriminative data representation, label information T should be considered in the objective function as well. In detail, we restrict two conditions in the objective function as well.
Condition i: minimizing the intra-class distance in the new feature space. In details, the samples that belong to the same label should be as close as possible in the new feature space. To enforce this condition, for two samples x i and x j that belong to the same label, the conditional probabilities P(x new |t j ) and P(x new |t j ) ) should be similar [26] . In other words, the samples with same label (i.e., t i = t j ) in the new feature space should share the similar characteristic. Hence, L 1 loss function is defined,
where w ij is the pair-wise similarity between two samples x i and x j . If x i and x j belong to the same label, w ij = 1 otherwise, w ij = 0. Condition ii: maximizing the inter-class distance in the new feature space. In details, the samples, such as x i and x j , that belong to different labels should be as far as possible in the new feature space. To enforce this condition, the following cost function should be maximized,
where m ij is the pair-wise difference between two samples x i and x j . If x i and x j belong to different labels, m ij = 1, otherwise, m ij = 0. Then the new objective function is designed:
Although new objective function Eq. (14) is designed, it cannot be directly optimized. That is because, the conditional probabilities P(x new |t i ) and P(x new |t j ) are difficult to be computed. In this work, we approximate Eq. (12) and (13) by the following two equations respectively:
max:
proposed SELM-AE outputs the optimal output weight β (1) based on both input X (1) and label information T; (b) new data representation X (2) is obtained through X (2) = X (1) (β (1) ) T and then X (2) is used as input to 2 th SELM-AE to obtain β (2) and X (3) ; (c) After all feature learning, the final data representation X final is used as input to an individual ELM for classification.
Simplify the above equations in a matrix form :
where
Up to now, the new objective function Eq. (14) is revised by,
Equivalent to,
where λ 0 and λ 1 are regularization factors. Then the gradient of Eq. (20) with respect to β is
By setting the gradient to zero, we obtained,
where I is the identity matrix. Eq. (22) is a Sylvester Equation [27] , [28] , which can be solved by function sylvester in MATLAB. Hence, the optimal output weight β is calculated by,
Then according to literature [10] , [14] , the new data representation of input X is,
As illustrated in FIGURE 1 , the proposed ML-SAE-ELM includes two parts as well:
1) SUPERVISED LEARNING TO EXTRACT NEW DATA REPRESENTATION
This part follows the learning scheme of stacked AEs as well. Let X (k) represents the k th data representation for input X (1) . Let β (k) indicates the output weight of k th SELM-AE. Following Algorithm 1 and 2, the final data representation X final of input X (1) is,
2) SUPERVISED LEARNING FOR CLASSIFICATION USING AN INDIVIDUAL ELM
This part is same to Section II-A, except that X is replaced by X final .
IV. EXPERIMENTS AND EVALUATIONS
As shown in literature [14] , H-ELM achieves higher accuracy than ML-ELM and other mainstream methods including SAE (Stacked Auto Encoders) [4] , SDA (Stacked Denoising Autoencoder) [4] , DBN (Deep Belief Networks) [16] , DBM (Deep Boltzmann Machines) [18] , MLP-BP (MLP based on backpropagation) [29] . Hence, H-ELM is chosen as comparison with the proposed ML-SAE-ELM. The comparison was conducted over 13 benchmark binary and multi-class datasets from UCI machine learning repository [30] and KEEL [31] , followed by one image dataset NORB [32] , whose prop-
Algorithm 1 k th SELM-AE
Input: X (k) : the k th data representation for input X (1) , and output matrix T Output:
Optimal output weight β (k) and new data representation X (k+1) Steps: 1. Randomly assign input weights a j and bias b j , j = 1, . . . , L; 2. Calculate hidden layer output matrix H (k) for k th SELM-AE using Eq. 
Algorithm 2 Proposed ML-SAE-ELM

Input:
Input matrix X (1) , output matrix T and the number of SELM-AEs: N AEs Output:
Final data representation X final , optimal output weight β (k) for k = 1, . . . , N AEs , and optimal output weight β class in classification stage.
Steps: 1.
For k = 1 : N AEs do Calculate β (k) , X (k+1) ← SELM − AE(X (k) , T) 2. Obtain final data representation X final ← X (k+1) . 3. X final is used as input to an individual ELM for classification and outputs β class according to Section II-A. erties are detailed in TABLE 1 and 2. The comparison of ML-SAE-ELM with H-ELM was conducted in four aspects: i) classification accuracy; ii) visualization of data representation extracted by proposed SELM-AE and ELM-AE; iii) network structure; iv) comparison on dataset NORB.
A. EXPERIMENTAL SETUP
In order to perform a fair comparison, 10-fold cross validation is adopted on datasets in TABLE 1 to calculate the mean and standard deviation of classification accuracy rather than comparing the best accuracy after exhaustive parameters tuning. For image dataset NORB, we perform the same experimental setting as that in H-ELM to give a fair comparison, as shown in TABLE 2. All the experiments were conducted on MATLAB over a PC of 3.20 GHz with 36GB RAM. Some notes for the experiments are as follows: 1) All the features of each dataset were linearly scaled into [-1, 1], except dataset NORB that performs the same preprocessing as that in H-ELM; 2) Each dataset shown in TABLE 1 was randomly permuted and split into ten folds; 3) The tuning of hyper-parameter C is the same as in ELM [11] . For parameters λ 0 and λ 1 , only 0 and 1 are their selections. λ 0 = 0 means the proposed model did not consider intra-class distance; λ 1 = 0 means the proposed model did not consider inter-class distance; λ 0 = λ 1 = 1 means the proposed model considered both intra-class and inter-class distance.
B. OVERALL CLASSIFICATION ACCURACY
In order to show the capability of proposed SELM-AE on feature extraction, only one-layer feature encoding is performed in ML-SAE-ELM. For comparison, in H-ELM, twolayer feature encoding is conducted as in literature [14] , [33] . As detailed in Section III-A, the major difference between ML-SAE-ELM and H-ELM is the feature learning of input data. Under this experiment setting, if the proposed ML-SAE-ELM with only one-layer feature encoding achieves higher performance than H-ELM with two-layer feature encoding, the proposed SELM-AE extracts better data representation than ELM-AE for classification. As shown in TABLE 3, for both binary and multi-class classification, the proposed ML-SAE-ELM achieves the best performance on most of the compared datasets. Especially for dataset vehicle, ML-SAE-ELM outperforms H-ELM by 12% of accuracy. As a result, the proposed SELM-AE extracts better data representation than ELM-AE and enables ML-SAE-ELM to achieve better classification results than H-ELM.
Moreover, from TABLE 3, for most of datasets, the parameter selection of λ 0 = λ 1 = 1 achieves optimal performance. Hence, for most of datasets, both intra-class and inter-class distances should be considered. In addition, from the experimental results of dataset diabetes and glass (where λ 0 = 1 and λ 1 = 0), we found that minimizing intraclass distance is more effective than maximizing inter-class distance for extracting discriminative feature representation on some datasets.
Actually, λ 0 and λ 1 can be set to the number between (0, 1). For fair comparison with H-ELM, λ 0 and λ 1 are not exhaustive tuned but only set to 0 or 1.
C. VISUALIZATION OF DATA REPRESENTATION
As detailed in Section III-A, our proposed SELM-AE is deigned to restrict the samples that belong to the same labels are as close as possible (minimizing intra-class distance) and the samples belonging to different labels are as far as possible (maximizing inter-class distance) in the learned high level feature space. In order to verify this, the visualizations of data representation extracted by SELM-AE and ELM-AE for dataset vehicle are illustrated in FIGURE 2(a) and 2(b) respectively. In this work, the popular data visualization tool t-SNE [34] is adopted. In FIGURE 2(a) , we can clearly observe that the samples belonging to the same classes (e.g., class 1 and class 3) got together after SELM-AE. However, as shown in FIGURE 2(b) , the samples belonging to the same classes were scattered and did not get together after ELM-AE. On the other side, as shown in FIGURE 2(a) , most of the samples belonging to class 1 and class 3 are far away from extracts the most discriminative data representation as shown in FIGURE 3(a), while after ELM-AE, the samples belonging to classes 5, 6 and 7 are mixed together shown in FIGURE 3(b). Similar results for other compared datasets are observed as well.
From FIGUREs. 2 and 3, we can clearly see that the newly designed objective function for feature learning in SELM-AE is more effective than that in ELM-AE and enables SELM-AE to achieve more discriminative data representation.
D. NETWORK STRUCTURE 1) NUMBER OF HIDDEN NODES IN CLASSIFICATION STAGE
In TABLE 3, for both binary and multi-class classification, the number of hidden nodes required by ML-SAE-ELM is much smaller than that required by H-ELM, although only one-layer feature encoding is used in ML-SAE-ELM. For H-ELM, unsupervised AE (i.e., ELM-AE) is applied for feature learning and hence the learned data representation may be not sufficiently discriminative for further classification. In order to achieve satisfactory classification accuracy, large hidden nodes are usually required in classification stage, i.e., N3 for H-ELM in TABLE 3. While for proposed ML-SAE-ELM, discriminative data representation (shown in  FIGURE 2(a) and FIGURE 3(a) ) is extracted by proposed SELM-AE, and hence small hidden nodes are sufficient for classification, i.e., N2 for ML-SAE-ELM in TABLE 3. In order to further verify this statement, we have illustrated the performances varied with the incremental hidden nodes in classification stage (the number of hidden nodes in feature learning layer is fixed) for both H-ELM and ML-SAE-ELM on dataset sonar as an example in FIGURE 4.
As shown in FIGURE 4(a) for H-ELM, when the number of hidden nodes in classification stage (indicated by Hn class ) is small, low accuracy is obtained (e.g., when Hn class = 200, accuracy = 73.72%). While when Hn class = 3000, H-ELM achieves its highest accuracy of 77.16%. For proposed ML-SAE-ELM in FIGURE 4(b), when Hn class = 300, ML-SAE-ELM already achieves 77.80%(>77.16%) of accuracy. In other words, when Hn class = 300 in ML-SAE-ELM, higher accuracy is observed than H-ELM with Hn class = 3000. Then when Hn class is increased to 600, ML-SAE-ELM gets its highest accuracy of 81.07%. Similar results are also observed on other compared datasets.
2) NUMBER OF HIDDEN NODES IN FEATURE LEARNING
Following the experimental setting in H-ELM, the number of hidden nodes in each feature learning layer is the same, i.e., N1 = N2 for H-ELM in the number of hidden nodes in feature learning (indicated by Hn feat ) required by proposed ML-SAE-ELM is smaller than that required by H-ELM on most of compared datasets. The reason is that in ML-SAE-ELM for feature learning, the objective function in SELM-AE (i.e., Eq. (20)) is more sophisticated than that in ELM-AE (i.e., Eq. (5)), and hence SELM-AE takes smaller Hn feat to achieve better data representation than ELM-AE. In order to verify this statement, we fixed the number of hidden nodes in classification stage (i.e., Hn class ) and showed the performance varied with incremental Hn feat for both H-ELM and ML-SAE-ELM on dataset wine as an example in FIGURE 5.
As shown in FIGURE 5(a) for H-ELM, with the incremental Hn feat , higher accuracy is achieved until Hn feat = 130. For ML-SAE-ELM in FIGURE 5(b) , when Hn feat = 20, ML-SAE-ELM already achieves its highest accuracy of 98.83% which is higher than H-ELM with Hn feat = 130, i.e., 96.73%. Whereas when Hn feat = 20, H-ELM only achieves 95.82% of accuracy shown in FIGURE 5(a). Similar results are also observed on other compared datasets. Hence, in most cases, ML-SAE-ELM takes smaller Hn feat to achieve better accuracy than H-ELM. In summary, compared to H-ELM, the proposed work highly lightens the network memory requirement with smaller Hn class and Hn feat .
E. COMPARISON ON DATASET NORB
In this experiment, a more complicated dataset NORB (short for NYU Object Recognition Benchmark) [32] is used to further verify the effectiveness of proposed ML-SAE-ELM. NORB contains 48,600 images of size 2×32×32 (i.e., 2,048 dimensions) belonging to five classes: animals, humans, airplanes, trucks, and cars. In order to give a fair comparison with H-ELM, we perform the same experimental setting as in H-ELM [35] including: prefixed training/testing data (detailed in TABLE 2) and the preprocessing method.
As shown in TABLE 4, the proposed ML-SAE-ELM outperforms H-ELM in terms of accuracy. Moreover, the number of hidden nodes in both feature learning and classification stages required by ML-SAE-ELM is much smaller than that required by H-ELM, which is consistent with the results discussed in Section IV-D.
V. CONCLUSION
In this paper, a Supervised Extreme Learning Machine-based Auto-Encoder (SELM-AE) is proposed for discriminative Feature Learning. Under minimizing the intra-class distance and maximizing the inter-class distance in the new feature space, the proposed SELM-AE extracts more discriminative data representation than traditional ELM-AE. Then multiple SELM-AEs are stacked layer by layer to construct a new multi-layer perceptron called ML-SAE-ELM. Compared to ELM-AE based MLP, the proposed ML-SAE-ELM has very light network memory requirement and is highly effective on both binary and multi-class classification.
The performance of ML-SAE-ELM is assessed over 13 benchmark binary and multi-class datasets, followed by one complicated image dataset NORB. ML-SAE-ELM is compared to a commonly used effective ELM based MLP: H-ELM in various aspects including: i) classification accuracy; ii) visualization of extracted data representation; iii) network structure. The significances of proposed SELM-AE and ML-SAE-ELM are summarized as follows:
1) On most of binary and multi-class benchmark datasets, ML-SAE-ELM outperforms the compared method H-ELM and improves the performance up to 12% under classification accuracy; 2) Through the visualization of data representation, the proposed SELM-AE is verified to extract more discriminative data representation than traditional ELM-AE. For dataset vehicle and glass, after SELM-AE, the samples belonging to the same classes tend to get together and different classes samples tend to far away from each other. Whereas after ELM-AE, the samples belonging to the same classes tend to be scattered and the different classes samples are mixed together; 3) In the experiments about network structure, the proposed ML-SAE-ELM takes very small hidden nodes in both feature learning and classification stages to achieve higher accuracy than H-ELM. 
