In this paper, we develop new variations of methods from operational semantics, and show how to apply these to a linear type theory which has a lazy operational semantics. In particular, we consider how one can establish contextual equivalences in a linear theory with function types and tensor types by instead establishing bisimulations. Thus bisimilarity is sound for contextual equivalence. Further, we show that bisimilarity is complete for contextual equivalence.
Background
Linear logic was introduced by Girard [12] in the mid nineteen eighties, and constitutes a foundation for the work in this paper. It will be helpful if the reader has some understanding of the ideas of linear logic "resource control", but no formal knowledge of the technical details of linear logic is needed to read this paper. The work described here is connected with (a fragment of) intuitionistic linear logic (a good reference for intuitionistic linear logic being [6] ). The connection is given by the Curry-Howard correspondence (explained in [13] ), which associates a type theory with the logic [5, 2] . It is a fragment of this (linear) type theory which we shall study in this paper. The key feature of such a type theory is that free variables which occur in expressions of the type theory must occur exactly once, and that functions expressed within the type theory may only use their arguments once; it is this feature which leads to direct control of resources. (In fact one can have operations which both discard and duplicate expressions explicitly. We shall not study such explicit control in this paper, though Bierman [7] has done so.)
During the past few years, many advances in the theory and practice of operational methods for proving program equivalences have been made. Many of the fundamental ideas which are employed in the underlying theory originated in the world of concurrency [21] , namely the use of bisimulations and coinductive methods to give a framework in which equivalences of processes could be formulated and proved. Abramsky [1] was the first person to investigate such methods within the setting of functional programming (or, perhaps more precisely, functional type theories/calculi) as opposed to calculi for concurrent processes. Building on these ideas, a number of people have formulated the following general programme:
• Define a type theory, and specify an operational semantics [26] for the associated notions of program, and evaluation of programs.
• Define a notion of contextual equivalence between programs, namely that two programs are identified if they are interchangeable within all larger programs without affecting the observable behaviour.
• Define a notion of bisimilarity of programs, namely that two programs are identified if their evaluations produce values of the same type, whose immediate subprograms are themselves bisimilar.
• Prove that contextual equivalence and bisimilarity coincide: thus the useful property of contextual equivalence can be shown by instead proving bisimilarity, which is often more tractible.
A technique which underpins such a programme originated with Howe [18] . This technique has been significantly refined and adapted by Crole and Gordon [9] , Gordon [16] , Pitts [24] , Sands [27] and others, and the results presented in this paper have been developed using ideas from those in loc. cit.
In this paper we attempt to execute such a programme for a linear type theory whose equational theories correspond to autonomous categories [4] . Here we shall not be concerned with such equational theories, but instead with an operational semantics for the expressions of the linear type theory. The reduction strategy we adopt is lazy. A similar system, which is eager, has been studied by Bierman [7] . We shall show that the above programme goes through for our system, namely that bisimilarity coincides with contextual equivalence. This will be useful in practice, as contextual equivalence is the notion of program equivalence one is usually interested in-that two sub-programs can be interchanged within a larger program without affecting overall behaviour-and it is usually much easier to establish bisimilarity.
Such operational notions are discussed by Abramsky [2] . In this work, Abramsky notes that the expressions of a linear type theory have a "natural" operational evaluation strategy, which possesses a mixture of both lazy and eager computations. Indeed, for the fragment of linear type theory considered in this paper, the corresponding "natural" evaluation strategy is eager (see Abramsky [2] ). While Abramsky's observations are very persuasive, there are no absolute reasons for utilising the strategies he suggests. In this paper we choose to study a lazy system. Some of the technical details of the proofs, while analogous to those for an eager system, are a little shorter. This is simply because there is often "less evaluation" to perform. However, the technical details of the proof of completeness in the lazy setting are more complex, due to the constraints placed on the evaluation behaviour of contexts. These details are highlighted in the latter half of Section 6.
More generally, why are we studying a linear system? Linearity has proved to be a useful framework for discussions of resource control and optimisation in Computer Science. As such it seems sensible to think about methods for reasoning about linear systems. That is our aim here, and on the way to our results it is interesting to note many of the more delicate technical issues which arise when carrying out the programme outlined above for a linear type theory. In particular we shall meet and solve two specific issues which are forced on us by linearity. The first is that the definition of a linear context (where a context is a program into which other programs may be inserted) is somewhat complicated in the linear setting. As well as tracking the free variables of the context, one also has to track those variables which will act as binding variables when a program is inserted into the context, to ensure that the resulting program is indeed linear. These additional data are very useful when considering the mechanization of contexts in a linear setting. The second is that certain technical axioms, such as strengthening, are not necessarily present in a linear system, but do play a key role in many proofs associated with the programme in non-linear settings; here we explain how they can be dealt with.
A preliminary report on soundness was presented in [11] . Here we expand on that work by studying completeness, and incorporate some minor corrections. We proceed as follows: In Section 2 we define the linear type theory we wish to study. In Section 3 we define a linear contextual preorder, the symmetrization of which is contextual equivalence. In Section 4 we define similarity for the linear type theory. In Section 5 we show that similarity is a linear precongruence. In Section 6 we prove that the linear contextual preorder coincides with similarity.
A Linear Type Theory
We shall specify a linear type theory by giving its types, expressions, a type assignment relation, and a (lazy) evaluation semantics. The set of (linear) types is given by the grammar
The set of terms (abstract syntax trees) is defined by the grammar
where x ranges over a countably infinite set (of variables). We define the notion of a bound or binding occurrence of any variable v in any term M as follows: Let S and S range over terms, and v and x over variables. An occurrence of a variable v in a term M is binding if the occurrence is in a subterm of M of the form λv.S or split S as v ⊗ x in S or split S as x ⊗ v in S or let v = S in S and moreover the occurrence is not in S or S . In each case, S is the scope of v. An occurrence of a variable v in a term M is bound if it occurs in a subterm of the form λv.S or split S as v ⊗ x in S or split S as x ⊗ v in S or let v = S in S, and the occurrence of v is not binding. An occurrence of v in M is free if it is neither binding nor bound.
We shall say that M is closed if there are no occurrences of free variables, and we use ≡ to denote equality of syntax trees. The terms described in this paper require a very careful treatment of variable binding and substitution. We will adopt a Martin-Löf style metalanguage [22] for the presentation of the expressions of our type theory, expressions being terms which are identified up to α-equivalence. Because the presentation of abstract syntax in such a metalanguage is now quite well known, all we do is to highlight the key features which we shall use. The terms given above will be represented in a simply typed lambda calculus L, with one ground type T , and grammar t ::= c | x | (t t) | x.t. For each term, there is an an associated constant in L (for example a constant split:
Using such a metalanguage it is standard to define a simultaneous substitution function on the underlying lambda calculus whose action is denoted by [23] or Crole [10] ). The routine details are omitted.
As usual, an environment Γ is a finite set of (variable, type) pairs in which each of the variables is required to be distinct. A typical environment will be written x 1 : σ 1 , . . . , x n : σ n (thus curly braces are suppressed) and var (Γ) denotes the set of variables in Γ.
denotes the empty environment. Note that each environment represents a partial function from the set of variables to the set of types. If x: σ ∈ Γ then we shall sometimes write Γ(x) for σ. We shall define a type assignment relation which takes the form Γ M : σ, given in Table 1 . Note that where one reads Γ, ∆ this denotes Γ ∪ ∆ and means that var (Γ) ∩ var (∆) = .
We shall let Exp σ (Γ) denote the set of terms which can be assigned the type σ in the environment Γ, identified up to ∼ α -equivalence, that is
We shall write M : σ instead of M : σ and we write Exp σ instead of Exp σ ( ). Given that Γ and ∆ are environments, we shall write Γ, ∆ to mean that var (Γ) ∩ var (∆) = . We shall write M for both a term and the expression which it represents, as is the usual practice. It is simple to show that the type assignment system is well defined on expressions, by an induction which uses Lemma 2.1 For any type assignment Γ M : σ and (finite) set of variables Proof. Simple induction on the derivation of Γ M : σ.
The following theorem is crucial for the results in this paper, and its proof requires the use of simultaneous substitution. The proof is quite delicate due to linearity, but none-the-less does proceed by a routine induction.
Theorem 2.2 If Γ, ∆ is an environment, then there is a well-defined function of the form
Exp τ (Γ,
The force of the theorem is that the simultaneous substitution function defined on raw linear terms can be lifted to ∼ α -equivalence classes of expressions.
Proof. The proof proceeds by induction on the derivation of type assignments of the form Γ,
We shall now define a notion of a program, value and an evaluation relation style operational semantics. The intuition and motivation for these concepts is now quite standard (see for example Abramsky [2] or Crole [10] ; the original reference is [20] ) and so we just give the definitions. A program (of type σ) is an element of Exp σ for some type σ; P and Q range over programs. The set of values is given by those V generated by the grammar V ::= * | M ⊗ M | λx.M which are themselves programs (of some type σ). Thus a typical value looks like P ⊗ Q, or λx.M where only x occurs free in M (just once); we also allow U to range over values. We define the evaluation relation ⇓ between the set of all programs and the set of all values, with typical relationships denoted by P ⇓ V , by the rules in Table 2 . Note that the constants Ω
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V ⇓ V P ⇓ λx.M M [Q/x] ⇓ V P Q ⇓ V P ⇓ * Q ⇓ V match P to * in Q ⇓ V P ⇓ P 1 ⊗ P 2 M [P 1 , P 2 /x, y] ⇓ V split P as x ⊗ y in M ⇓ V P ⇓ U M[U/x] ⇓ V let x = P in M ⇓ V
The Contextual Preorder
We introduce a notion of contextual preorder in a linear setting. The fundamental notion of a program context as some code with a hole is used here, but contexts are required to possess a single hole. However, because of the constraints linearity imposes on the occurrences of variables in expressions, we have to be extremely careful in our definition of an "expression with a hole". Before giving the actual definitions, we discuss informally some of the problems in specifying a linear context. • β is an environment which specifies exactly those binding variables in C whose scope includes − ρ but whose scope does not include any occurrence of the binding variable. We call the variables in β context binding variables.
• Each η is a set of (variable, type) pairs which specifies each occurrence of a binding variable v in C whose scope includes − ρ and one bound occurrence of the binding variable v. Note that we do not require the variables to be distinct.
Each β and η play a role in the construction of linear contexts, ensuring that under appropriate conditions we can substitute a (representative of) a linear expression for a hole and guarantee that a linear type assignment results, as outlined above. To summarise, each β specifies those variables which, if they occur free in an expression and the expression is substituted for − ρ , will become bound in the resulting expression. Each η is simply used as an auxiliary technical datum to ensure that the variables which appear in β do indeed have the desired binding property. First let us give some more definitions. We define pre-contexts which are un-typed templates for typed contexts. A pre-context is given by the grammar
where ρ ranges over the linear types, and M over terms. A linear context is a judgement which takes the form Γ β η C : σ and is generated by the rules in Table 3 . In reading the rules, they apply only when any instance of Γ or β is an environment. Thus where one reads Γ, ∆ this means that var (Γ) ∩ var (∆) = . And β, v: τ means that v cannot appear in β. However, the notation η, x: σ is simply shorthand for η ∪ { x: σ } and does not necessarily imply that x ∈ var (η).
Remark 3.1 Bierman [7] gives a definition of linear context which requires fewer definitional clauses than those in Table 3 . Each approach has its merits. It is certainly In the remainder of this section, we prove some subsidiary results which explain the substitution behaviour of linear contexts. These results will be used in the latter sections of this paper. 
Proof. Induction on the derivation of the linear context. We illustrate for the rule
. It follows from the well-formedness of the environments, and the assumption that x, y ∈ var (∆) and x, y ∈ var (η) for each instance of the rule, that
Thus by induction we have ∆, x: σ 1 , y: σ 2 , Θ C[M ] : σ, and so using (1), and the rules for linear type assignments (including exchange) we may deduce
, and so the required alpha-equivalence is trivial. 
It is easy to see that conditions (1), (2), (3) and (4) all hold, and that indeed
Thus the conclusion required is ∆ δ µ D : ρ which holds by assumption.
We have to prove that
holds trivially using (1) (ii) (β \ ∆), δ holds trivially using (2) (iii) (β \ ∆), µ holds trivially using (3) (iv) var (η) ∩ var (∆) ⊆ var (β) follows from (4) as x ∈ var (η) and hence by induction
We consider the cases when x ∈ var (∆) and x ∈ var (∆). In the first case, because x ∈ var (β) by hypothesis, and also x ∈ var (Γ), we can apply the second rule in Table 3 to obtain
: σ´σ which can be seen to be exactly ( * ) by the following (simple) set theory calculations
Note that the second and third rely on the fact that x: σ ∈ ∆ which follows by using (1) together with x ∈ var (∆).
In the case that x ∈ var (∆) we consider an instance of the third rule in Table 3 using † as hypothesis. Note that x ∈ var (Γ), x ∈ var (∆ \ β), x ∈ var (η), x ∈ var (∆ ∩ β), and using the hypothesis (3) we deduce (as x ∈ var (∆)) that x ∈ var (µ). Thus the side conditions of the rule hold. Note also that x ∈ var (β \ ∆), and from the hypothesis (2) (again, as x ∈ var (∆)) that x ∈ var (δ). Thus we can apply the third rule in Table 3 (ii) (β \ ∆), δ holds trivially using (2) (iii) (β \ ∆), µ holds trivially using (3) (iv) var (η) ∩ var (∆) ⊆ var (β) follows from (4) as y ∈ var (η) and hence by induction
We consider the cases when y ∈ var (∆) and y ∈ var (∆). In the first case, as y ∈ var (β) and y ∈ var (Γ ), we have using the tenth rule of Table 3 Γ
which can be seen to be exactly ( * * ) by calculations similar to those used in the verifications for the previous rule.
In the other case y ∈ var (Γ ), y ∈ var (∆ \ β), y ∈ var (η), y ∈ var (∆ ∩ β), and using the hypothesis (3) we deduce that y ∈ var (µ). Thus the side conditions of the rule hold. Note also that y ∈ var (β \ ∆), and from the hypothesis (2) that y ∈ var (δ). Thus we have, using the twelth rule of Table 3 ,
which can be seen to be exactly ( * * ). We omit the verifications for the remaining rules, many of which are far simpler than the illustration we have given. The only additional comment to make is that when looking at the eleventh rule, there will be four cases to consider, depending on whether the variables x and y are in ∆ or not.
We are now in a position to describe a notion of contextual (observational) preordering of programs. A good exposition of this notion can be found in [24] .
For any program P , P ⇓ means ∃V.P ⇓ V . We now write Γ M ≤ M : σ just in case (i) Γ M : σ and Γ M : σ; and (ii) for all linear contexts of the form
We have thus defined a family of relations (≤ Γ,σ ⊆ Exp σ (Γ) × Exp σ (Γ) | Γ, σ) which we refer to as the linear contextual preorder. If (M, M ) ∈ ≤ Γ,σ we say that M is contextually below M . (Note that the usual notion of contextual equivalence is the symmetrization of this preorder.) In the next section, we give an alternative, coinductive method for establishing instances of the linear contextual preorder. First, two remarks. [24] Table 3 .
Remark 3.5 Notice that our contextual preorder corresponds to what Pitts

This means that one could give a cleaner specification of the contextual preorder, namely, Γ M ≤ M : σ just in case for all pre-contexts C for which C[M ] and C[M ] are well typed linear expressions, if the first converges, so too does the second. Once again, when dealing with many proofs, and indeed mechanizations, it is much more convenient to deal with explicit linear contexts. Representing conditional statements such as "all pre-contexts C for which C[M ] and C[M ] are well typed linear expressions" in a theorem prover is much more difficult than working with the explicit linear contexts defined in this paper where one is guaranteed that C[M ] is linear for specific contexts C[−]
. 
Similarity
We can define a notion of similarity, denoted by , which is a type indexed family of binary relations between programs of the same type:
Note that when the powerset is given the inclusion partial order, it becomes a complete lattice, and thus the product set is a complete lattice with the pointwise partial order-we use to denote the order on the product. The definition of is given by the greatest post-fixed point of a certain monotone function of the form Φ :
and as usual such a post-fixed point exists by the Knaster-Tarski theorem. Given any R ∈ Π σ P(Exp σ × Exp σ ), we define Φ(R) by the inductive clauses in Table 4 .
This kind of definition is becoming standard-see for example Crole and Gordon [9] , Gordon [16] , or Pitts [24] . It is easy to verify that Φ is monotone, and thus we can define def = ν R .Φ(R). We thus have a principle of coinduction: in order to prove that for any set A we have A , all we need to prove is that A Φ(A).
Proposition 4.1 For every type σ, σ is a preorder.
Proof. We can prove that Id ΠσP(Exp σ ×Exp σ ) and ( • ) by coinduction, which is precisely that is a preorder.
We can now extend the preorder defined above to one between linear expressions. This principle of this extension is essentially the same as those described in [14, 15] . We write Γ M
• M : σ just in case
where the types σ i are those appearing in Γ.
We have thus defined a family of relations ( The main theorem is that the linear contextual preorder equals open similarity, that is, similarity is sound and complete for the linear contextual preorder.
For all Γ, M , M and σ, we have Γ
We prove this by: Defining linear precongruence, which is a linearised version of precongruence; defining a Howe relation (the details and references for Howe relations are given below); proving some properties of the Howe relation; deducing that the Howe relation and open similarity coincide; and finally deducing that similarity is a linear precongruence and thus that the linear contextual preorder equals open similarity (at each type).
Linear Precongruence of Similarity
The major step in proving the Theorem in a non-linear setting involves a proof that similarity is a precongruence using methods due to Howe [18] , [19] and Gordon [15] . However, the usual definition of precongruence is intimately tied to the properties of weakening, substitution and strengthening (the latter is often derivable-see page 36 of [24] ). In a linear setting we shall work with linear precongruence. This is similar to the usual notion of precongruence, but the weakening and strengthening requirements are dropped, and the usual substitution properties are modified.
In a non-linear setting the strengthening axiom is crucial to the proof that similarity is a precongruence-it amounts to the inductive base case in the proof of (the nonlinear analogue of) Lemma 6.1. In such systems in which not all types are inhabited, strengthening is included as an explicit property in the definition of precongruence.
(If all types are inhabited, it usually happens to be a derivable property.) In this paper, because we are dealing with a linear type theory, no strengthening axioms are allowed. However, the lack of strengthening is not a problem in our linear setting because linear contexts explicitly specify their binding variables. A consequence is that strengthening is not required in the base case of the proof of Lemma 6.1.
A family of binary relations of the form ( 
In order to prove that similarity is a linear precongruence, we adopt a linearised version of Howe's method. We inductively define a family of binary relations of the form (
The definition is quite similar to that found in [16] , except for the "linearisation of contexts", and the inductive rules appear in Table 5 . 
which on re-arranging (valid because ∀i.∀j.
As the programs were arbitrary, we have shown that
(v) The family of binary relations (
Proof. (i) This is immediate, because Ω σ never converges. We give one case:
Using Lemma 5.1, we have
and finally using the definition of the Howe relation we can conclude from (1) and (2), together with ∆ M 1
Proof. In each of (i), (ii), (iii) one unravels the definition of 
• σ Q and hence that
By the first induction hypothesis and (1) (6) for some N (these following from the current instance of (5)). To prove that V (7) for some L, and moreover for any Q we have (7) and (4), evaluation (8) follows, and hence (9) for some N where (10) and finally (**) follows from (9) and (10) . The remaining value cases are similar and omitted.
We next look at the induction step for the rule
By the induction hypothesis and (5.1) we have P ⇓ P 1 ⊗ P 2
• σ1⊗σ2 P and hence by (iii) we have ∃P 1 , P 2 such that
We also have M [P 1 , P 2 /x, y] ⇓ V , and so from the induction hypothesis
We now consider cases for V :
From ( * ) we must have ∃Q 1 , Q 2 such that
Note that given (5.5), to prove that V
• σ Q all we need to show is
From (5.6) we have
and this together with (5.4) gives split P as
From the definition of similarity, we must therefore have Q ⇓ Q 1 ⊗ Q 2 , where Q 1 σ1 Q 1 and Q 2 σ2 Q 2 . From (5.6) and (5.8) we have Q 1 σ1 Q 1 and Q 2 σ2 Q 2 . These facts, together with Proposition 4.1 and the definition of similarity, prove (5.7). The remaining cases are similar and omitted.
By the induction hypothesis and (5.9) we have P ⇓ U 
We also have M [U/x] ⇓ V , and so by induction V
. We now consider cases for V :
Note that given (5.13), to prove that V
From (5.14) we have 
, and the conclusion follows from the fact that τ = Φ( ) τ , together with the definition of Φ.
In order to prove completeness, we need two more subsidiary results. 
Case σ ≡ σ´σ
Suppose that P ≤ σ´σ Q and P ⇓ λx.M . Using the empty context we get Q ⇓ λy.N . But for any P ∈ Exp σ we have
We also have
which follows easily from the original hypotheses. Finally, it is easy to see directly
. This, together with (6.1), (6.2), the transitivity of similarity and the contextual order, and Theorem 6.3 yield
Suppose that P ≤ σ1⊗σ2 Q and P ⇓ P 1 ⊗ P 2 . Using the empty context we get Q ⇓ Q 1 ⊗ Q 2 . It remains to prove that P i ≤ σi Q i for i = 1, 2. We consider a proof when i = 1. So suppose that C[P 1 ] ⇓ V 1 for some V 1 . We need to prove that C[Q 1 ] ⇓ U 1 for some U 1 . Now it is easy to check that
and hence as P ≤ σ1⊗σ2 Q we must have 
Proof. This follows directly from the definitions, combined with Lemma 6.4 and Proposition 6.6.
Final Remarks
The preliminary soundness results given here were first reported at the Theory and Formal Methods Workshop [11] . In the current paper we have made some corrections to the preliminary report, included details of proofs of soundness, and tidied up a number of presentational details. We have also added a completeness result. We have shown that many of the techniques from operational semantics can be adapted to a setting involving a linear type theory. Our proofs show that once one has a correct definition of linear context, much of the machinery for showing equivalences of contextual preorderings and similarity passes smoothly to the linear setting. However, we noted that this is not always the case, and indeed some parts of the proof of completeness require a little more work than in the non-linear setting. Further, dealing with linear contexts can be tricky. For example, one would imagine that showing that the substitution of one linear context in another which is required on page 47 would be quite easy. However, the correct formulation of Lemma 3.4 is not completely trivial, and indeed its proof requires some care. The details of this paper concentrated on preorderings and similarity. The more practically useful notions of equivalences and bisimilarity are easily defined as symmetrizations of the latter [24] , and each of the proofs we present can be simply modified to deal with the latter notions. We have given few explicit examples of the contextual preorder. This is partly because the type theory we considered is not particularly expressive-it was chosen simply as a vehicle for outlining the essence of some proof techniques which can certainly be adapted to more complex situations. However, if one defines an order on programs by
then it is not too difficult to see that
Instances of P Q arise by orienting the β-equalities of the usual equational theory corresponding to our operational semantics, yielding corresponding instances of P ≤ Q such as split P 1 ⊗ P 2 as x ⊗ y in Q ≤ Q[P 1 , P 2 /x, y]
This gives rise to a number of examples of contextual equivalences. How do the orders defined in this paper compare to the analogous orders in a nonlinear setting? We comment on this very briefly. For any linear P and Q, suppose that P ≤ non−lin Q. Any linear term is of course a non-linear term. But in the non-linear setting, it is known that similarity and the contextual preorder coincide, and thus P non−lin Q. Now, the definitions of non−lin and are identical. Thus P Q, with P ≤ Q following by (linear) soundness. Thus ≤ non−lin is a conservative extension of ≤.
We have chosen to illustrate how one can see similarity as a tool for reasoning about the "usual definition" of contextual preorder. It may be the case that giving a definition of the preorder which is itself rather closer to the definition of similarity may be useful in applications of this work. Indeed Pitts takes such an approach in his recent article on parametric polymorphism [25] . We have begun to look at the mechanization of the kinds of results in our paper, that is, the issues which arise due to linearity, and a more tractable definition of the contextual equivalence may prove very useful in a machine setting. Some preliminary results, in a non-linear setting, appear in [3] .
Many of our proofs extend to a type theory with more complex simple types. For example, we could certainly introduce integers and Booleans, and the essence of all the proofs will remain the same; Bierman's [7] linear type theory contains Booleans. However, while there are a number of ways to deal with recursion in a linear setting (see [8] for a detailed study of one approach) it is probable that the work described here can be adapted to a type theory with recursion presented in one of these forms.
Finally, I wish to thank the two anonymous referees whose comments have resulted in substantial improvements to this paper.
