Abstract: Detailed quantitative understanding and specific external control of cellular behaviour are general long-term goals of modern bioscience research activities in systems biology. Pattern formation and self-organisation processes both in single cells and in distributed cell populations are phenomena which are highly significant for the functionality of life, because life requires to maintain a highly organised spatiotemporal system structure. In particular chemotaxis is crucial for various biological aspects of intercellular signalling and cell aggregation. As an example for model based control of self-organising biological systems, we describe numerical optimal control of E. coli bacterial chemotaxis based on a 1-D two-component partial differential equation (PDE) model of reaction diffusion type. We present a numerical scheme to force cell aggregation patterns to particular desired results by applying a boundary influx control of chemoattractant without interfering with the system itself. Optimal controls are numerically computed by using a specially tailored interior point optimisation technique applied to a direct collocation discretisation of the control function and the PDE constraint. The objective to be minimised is the deviation of a desired cell distribution from the cell density, which results from the dynamics of the controlled system.
Introduction
Spontaneous pattern formation is an ubiquitous selforganisation process, which underlies many self-regulating phenomena in nature [1, 2] , especially in biological systems [3, 4] . Structural aggregation of cells, e.g. angiogenesis [5] , tissue formation [6] , morphogenesis of organisms [7] , and bacterial colonies [8] are often governed by chemotactic responses. In most cases a taxis mechanism causes cell movement in the uphill direction of the gradient of a chemical substance, the chemoattractant.
The biochemists' dream is a detailed quantitative understanding and finally even an external control of molecular and cellular processes in order to influence and design certain functional aspects of life. These are often based on self-organisation and self-regulation of biological systems. Mathematical modelling and numerical simulations are crucial to investigate control for complex systems. The idea of optimality is central for the application of powerful numerical control methods and comes naturally into play if one aims at minimising the deviation of a desired system behaviour from the real one.
Over the past decade there has been growing interest in numerical simulations of biological systems for a systematic approach to the in-depth understanding of their properties and complex dynamical behaviour [9, 10] . Applications of model-based optimal control of biosystem dynamics, for example, with respect to biotechnological [11 -13] or pharmacological [14, 15] applications have already been described, but most of them refer to homogeneous models based on ordinary differential equations whereas spatial effects are not considered. However the latter are of particular interest in chemotaxis and many other spatiotemporal self-organising processes in cells. Control of spatiotemporal dynamics for chemical systems based on feedback laws has been investigated before, for example in a nonlinear catalytic surface reaction (CO oxidation on platinum) [16] and in the famous concentration pattern forming Belousov-Zhabotinsky reaction [17] . But both their numerical and experimental studies involve empirical aspects and a specific control with respect to desired and predetermined general control aims has not been shown so far.
Here, we describe numerical simulations and optimal control of E. coli bacterial chemotaxis. We choose a parabolic PDE model of reaction diffusion type which is modified from [18] . The model contains two variables, the cell density and the concentration of the chemotactically active species (chemoattractant), which triggers cell movement in the uphill direction of its own gradient. Both variables depend on space and time. Our simulations reflect the essential dynamical behaviour observed in experiments and exhibit spontaneous formation of aggregation patterns and propagating waves in one spatial dimension. Modelbased external control of the pattern formation process is achieved at the one-dimensional model stage by the application of a boundary flux control of the chemoattractant. We investigated more general control scenarios for a similar chemotaxis model assuming a specific form for the control functions before [19] . Here, we present the original work which preceded the latter study, present numerical schemes for optimal control of reaction-diffusion PDEs without restriction for the control functions and apply completely different algorithmic methods that are accessible to non-experts in optimal control and can be generally applied to reaction-diffusion systems. Here, the pointwise representation of the control functions in contrast to the piecewise constant parameterisation [19] leads to an optimisation problem of huge dimensions which is solved by a powerful interior point algorithm.
Numerical optimal control of PDE's is a modern research area in applied mathematics that involves many challenges due to the computationally expensive numerical solution of partial differential equations and=or the large scale character of PDE constrained optimisation [20] . For computational treatment an optimal control problem, originally representing an optimisation problem in infinite-dimensional function space, has to be related to a finite-dimensional approximation. This can be done in two different ways. The first, which is called the indirect method, derives necessary conditions for an optimal solution in the function space optimal control formulation and tries to solve these conditions numerically by appropriate discretisation of the resulting equations. It is based on the well-known Pontryagin optimality principle [21] . Although this approach gives deeper mathematical insights into the problem its applicability is often restricted because it turns out to be very difficult to formulate the necessary conditions for general fully non-linear partial equations and to provide initial guesses to start a numerical solution algorithm. Furthermore, some amount of expert knowledge is demanded from the user for applying this approach and in particular for fully non-linear PDE systems a mathematical proof of Pontryagin's principle as a necessary optimality condition simply does not exist. Therefore, the so called direct approach has become quite popular. Here, the infinitedimensional optimal control problem is discretised in a suitable way by parameterising the control functions (for example by polynomial representation) to obtain a largescale finite dimensional optimisation problem that can be solved by tailored, but more or less standard non-linear programming methods.
There are two common general approaches to direct numerical methods for PDE-optimal control. Firstly, the sequential method, which decouples the optimisation from the PDE-solution by applying derivative based optimisation in an outer loop, subsequent to the PDE integration in each iteration step. In this case, the interface between PDEsimulation and optimisation is the exchange of derivatives, usually computed numerically during PDE integration by the solution of some sensitivity equations and the return of actual values of control inputs for PDE-simulation from the optimisation routine after each iteration. Secondly, the simultaneous approach directly links the optimisation procedure to the PDE-solution by disretising the differential equation and treating the whole problem as a finitedimensional large-scale constrained non-linear optimisation problem, which can be solved by some well-established derivative based numerical optimisation methods. Here, the optimisation and the PDE-simulation are performed simultaneously in one loop and the model equations have to be fulfilled exactly only at the final solution. Both approaches have advantages and disadvantages and it is difficult to decide which one is better suited in general. Obviously, it crucially depends on the problem's nature as to which one is more promising.
However, in the case of optimal control for spatiotemporally self-organising systems similar to the chemotaxis system treated in the present work, sequential approaches are often highly unstable and show bad performance. This can be due to the fact that the numerical computation of derivatives with respect to control inputs are inaccurate or even impossible over the full time horizon of interest in cases of system inherent instabilities which are ubiquitious if self-organisation dynamics are involved. For this reason, although the optimisation problems are extremely highdimensional in simultaneous approaches, we choose a so called collocation discretisation of the full PDE-model and the control function on the same numerical grid. This particular simultaneous method will be described in some more detail in Section 5.
Chemotaxis model
Bacterial chemotaxis of E. coli is one of the best understood phenomena among pattern formation processes in bioscience. When placed in a liquid medium and exposed to nutrients as, for example, intermediates of the tricarboxylic acid (TCA) cycle [22] , it can be observed that E. coli bacteria form high-density aggregates. These patterns rearrange and disappear on a timescale which is short compared to the proliferation time of the cells. Fading of the patterns is due to saturation of the chemotactic response caused by adaptation of the cells to rising background concentration of the chemoattractant [23] . It is known that the bacteria secrete aspartate, a strong chemoattractant, in response to the TCA intermediate stimulant [24] .
A study of experimental results on E. coli chemotaxis [25] has revealed that the crucial dynamical aspects for pattern formation are random migration of the bacteria, diffusion of the chemoattractant and the chemotactic response of the cells, which causes a migration in the uphill direction of the chemoattractant gradient. The non-linear coupling of these processes involving a positive feedback mechanism is the reason for the observed pattern formation. Therefore, the approach to rely on simplified models which comprise only these main aspects, and to verify whether they are suitable for explaining the experimentally observed dynamical behaviour, is reasonable for numerical simulations.
Experimental data for chemotaxis of E. coli are available and can be used for model construction and selection of the functional form of the model equations and numerical values of parameters, for example, diffusion coefficients [26 -28] and chemotaxis flux [29 -31] have been experimentally measured. Taking all crucial aspects of the chemotaxis dynamics into account we arrive at a mathematical model of the following form which is modified from [18] :
zðx; tÞ 2 C 2;1 ðO Â ½0; TÞdescribes the cell concentration, cðx; tÞ 2 C 2;1 ðO Â ½0; TÞ the chemoattractant concentration and sðx; tÞ 2 C 2;1 ðO Â ½0; TÞ the nutrient concentration. D z ; D c ; D s 2 R are diffusion coefficients for z, c and s, respectively, and a; b; g; d; m; k; r 2 R are model parameters which can be related to experimental observations. K 2 R is a maximal local cell population density. We choose the 1-D model, x 2 O ¼ ½0; L & R and assume no flux (von Neumann) boundary conditions:
The meaning of the mathematical terms on the right-hand sides of (1) are from left to right: First equation:
1. Diffusion of cells (the cell migration is modelled in the same way as molecular diffusion, on the basis of a random walk model and Ficks law as its asymptotic many-particle limit). 2. Chemotactic response (this is modelled as a biased random walk), comprising saturation by adaptation of the cells to rising background concentrations of chemoattractant (denominator) and prevention of overcrowding (numerator). 3. Proliferation of the cells due to nutrient consumption. This model structure is based on the first chemotaxis model proposed by Keller and Segel [32] and additionally takes the important mechanism of adaptation of the cells to rising background concentrations of chemoattractant into account. The mathematical form of the non-linear components in (1) describing chemotaxis movement (second term in the first equation) and production of chemoattractant by the cells (second term in the second equation) is motivated by both theoretical and experimental considerations [30] .
Guided by the data [25, 26] for liquid medium experiments we further assume that: neither the growth or death of cells ðr ¼ 0Þ; nor the uptake of TCA intermediate nutrients ðk ¼ 0Þ by the cells occurs over the brief time period of liquid experiments; the uptake of chemoattractant by the cells is very small (g % 0; i.e. 0 < g ( 1); and that the initial nutrient concentration is uniform, constant and normalised to sðx; 0Þ 1:0; which allows the differential equation for s(x, t) to be skipped.
The resulting two-component model consists of a highly non-linear, coupled system of parabolic partial differential equations in non-dimensionalized form:
This system cannot be solved analytically, however, assuming von Neumann boundary conditions global existence and uniqueness of solutions can be proved [33] , which is of considerable importance for ongoing research activities related to theoretical analysis of the corresponding PDE constraint optimal control problem discussed in Sections 4 and 5. In the numerical simulations this model system shows a dynamical behaviour quite similar to the Tyson model [18] and additionally includes a prevention of overcrowding by involving a parameter K which limits the chemotaxis flux in spatial regions with already high cell density and therefore, by excluding a blow-up scenario, guarantees global existence and uniqueness of solutions [33] . These modifications to the original model [18] are reasonable because E. coli bacteria are known to secrete a 'quorum sensing' molecule which communicates their local environment, in particular the cell density between neighbouring cells [34] . As a result of high local cell density the chemotactic response is therefore switched off. A mathematical analysis of the Tyson model [18] , which is equivalent to (3) with g ¼ 0 and K ¼ 1ðz=K ¼ 0Þ; shows that in one spatial dimension a uniform cell distribution and linearly increasing chemoattractant concentration with no flux (von Neumann) boundary conditions represent a solution branch which is unstable for small times. It responds to small perturbations of the cell density with a strong increase of some solution mode amplitudes which provides a theoretical explanation for the emerging patterns. Nevertheless, in most cases, the system returns to the homogeneous cell and chemoattractant concentrations because the taxis mechanisms is inhibited by rising background concentration of chemoattractant and finally pure diffusion dominates.
3 Simulation of dynamical phenomena in E. coli chemotaxis Simulations of the above partial differential equations require particular numerical solution techniques because of the highly non-linear structure of the model and the strong coupling between the two equations. Here, we use a second-order spatial finite difference discretisation of the equations to obtain a high-dimensional system of ordinary differential equations (method of lines) which is numerically solved by applying a semi-implicit backward differentiation second-order scheme [35, 36] for time integration of stiff ordinary differential equations. Purely explicit schemes are prohibited here by the CFL-condition [37] , which requires a severe restriction to very small time steps. For details concerning numerical techniques in the simulations and their stability properties see Section 5. There are other sophisticated numerical methods applied to chemotaxis models which are proposed in the literature, for example, the fractional step methods [38] . These are based on the separate integration of each single term in the equations within a fractional time-stepping scheme, but in the context of our work it is crucial to use a compact discretisation scheme, which has a suitable structure to enter the later discussed optimal control problem as a state constraint in a direct collocation approach.
As initial conditions for the simulations we use the perturbed steady state zðx; t ¼ 0Þ ¼ 1:0 þ 0:1 Â rand; cðx; 0Þ ¼ 0 of the Tyson model [18] . We start from a normalised cell density equal to 1:0 þ 0:1 Â rand; with rand being a computer generated random number between À1 and 1 and chemoattractant initial concentration equal to zero, in order to model random perturbations of uniform cell density. After a short time period the emergence of patterns of aggregated bacteria can be observed in the simulations (Fig. 1) . These clumps move across the length scale of the system; some increase in cell density and the total number of aggregates decreases. After long simulation times the system settles down to a stable equilibrium state involving the uniform distribution of cells. The latter behaviour is referred to as adaptation, it plays an important role in cellular processes, and has been addressed by several modelling approaches of the intracellular signalling cascade involved in chemotaxis of E.coli [39, 40] .
After inducing a single-point perturbation to the initial state of uniform cell distribution one can observe the propagation of cell density waves due to chemotactic response (Fig. 2) , which are known as chemotaxis waves.
All simulated dynamic phenomena correspond well to the results of experimental observations [25] and are qualitatively similar to the Tyson results [18] .
Control of pattern formation in E. coli chemotaxis
Since the model simulation satisfactorily accounts for the dynamical behavior of E. coli chemotaxis observed in liquid medium experiments, we set up a 1-D scenario which offers the possibility to externally control the pattern formation dynamics without interfering with the system itself. Experimentally, this can be realized by introducing a semi-permeable membrane as one boundary of the system, which can be viewed as a quasi one-dimensional, long, thin tube containing bacteria and liquid medium. In order to enable external control we abolish the restriction of no flux boundary condition for the chemoattractant. Although the cells cannot pass the membrane, it is fully permeable for the chemoattractant and the flux, through the boundary can be controlled by adjusting its concentration in an external reservoir (Fig. 3) .
At the model stage, this is realised by introducing a linear model for the flux boundary condition of the chemoattractant which is set to uðtÞ À cðL; tÞ; involving the control function u(t), which represents the time-dependent concentration in the external reservoir. The optimal control function u(t) is supposed to satisfy the restrictions 0 uðtÞ 1 for all t 2 ½0; T; because it corresponds to a non-negative physical concentration in the external reservoir and it is also reasonable to assume a normalised upper limit for the experimentally available range of concentrations. Now we predetermine a desired cell distribution and a fixed time horizon T with the corresponding time interval [0,T ]. Then, as a solution of an optimal control problem, we compute the function u(t) on [0,T ], which minimises the deviation of the real spatial cell density at time T arising from the dynamics of the controlled system from a desired cell distribution. This is achieved numerically by making use of an optimisation algorithm (LOQO, [41] ) based on interior point methods [42] . Collocation discretisation of the model equations and the control function on the same time grid results in a high-dimensional non-linear optimisation problem (approximately 21 500 state and control variables and 21 000 equality constraints), which can be solved by the LOQO algorithm.
There are many other numerical methods available for its solution. However, motivated by the recent significant success of interior point methods for large-scale linear and quadratic optimisation, we decided to use a generalisation of a classical primal-dual interior point method to non-convex non-linear optimisation problems as implemented in LOQO [42] . Its application is particularly attractive here because of the large-scale character of the optimisation problem arising after collocation discretisation of the chemotaxis model equations.
A limitation of the LOQO algorithm shared by many other standard numerical optimisation algorithms is that it finds only local minima. In our case this is not a severe problem since the residual deviation from the desired cell distribution in the local optimum can be estimated by direct comparison between actual and desired cell distribution. Thus, the user can decide if a particular local optimum gives satisfactory results or not. In the latter case, the optimisation algorithm can be restarted with different initial conditions hoping that it will converge to another local optimum closer to the global one. Details concerning the numerical solution of the optimal control problem are described in Section 5. Figure 4 shows the results of the numerical optimisation, the computed control function u(t) on the time interval [0,T ], and the real cell distribution resulting from the controlled system dynamics for two different desired cell distributions at a fixed end time T. It can be clearly seen that the geometric shape of the real and desired cell distribution are very similar, and with an appropriate choice of desired cell distribution (the value of the cell density integral over [0,L] is preserved because of the zero flux boundary condition for the cells) the deviations are extremely small with objective functional values in the 10 À5 range. The convergence properties of the interior point algorithm measured by the 'dual gap' [41] are very good with the difference between primal and dual objective in the 10 À7 range.
Except for the first spike at t % 0:125 in the upper right plot of Fig. 4 , all other spikes in the control function plots are due to numerical inaccuracies, as has been checked by refining the termination criterion of the applied optimisation algorithm. However, a small decrease of high frequency spike amplitude by increasing the accuracy of the termination check requires a drastic increase in computation times.
To some extent there is an intuitive explanation for the shape of the boundary control functions depicted in Fig. 4 . In the case of the parabolic target cell distribution (upper part of the Figure) the chemoattractant pulse at t % 0:125 obviously causes a cell accumulation at the right boundary which subsequently propagates to the left (similar to the scenario in Fig. 2 ). The continously increasing subsequent control influx counterbalances this left moving cell density wave to finally adjust the desired parabolic cell distribution. In the case of Gaussian target distribution (lower part of Fig. 4 ) the scenario is qualitatively similar except for the missing initial spike of chemoattractant. Its absence can be explained by the required low cell density at the left boundary in the Gaussian distribution. A chemoattractant pulse would cause a high cell accumulation at the right boundary which will then propagate as a wave to the left boundary where it will give rise to a higher cell density.
Finally, it cannot be proven that the presented control functions are unique in inducing the particular desired cell density profiles. They represent one possible solution computed as local minima in our optimal control approach. However, their full characteristics are non-intuitive and there is no way of obtaining them without the help of numerical computation.
To conclude, cell aggregation behaviour and pattern formation in the chemotaxis system can be externally controlled from the boundary by making use of the key idea to treat the control issue within an optimisation procedure and realising the problem solution as a PDE constraint optimal control. It is an interesting fact that it is even possible to reach a nearly symmetrical cell distribution by controlling only one boundary (Fig. 4) , and it can be concluded that the non-symmetric optimal control is able to make implicit use of the inherent pattern formation dynamics of the reaction diffusion model. Through this
quasi one-dimensional tube reservoir Fig. 3 Control scenario of 1-D chemotaxis system: quasi onedimensional chemotaxis system with zero flux (von Neumann) boundary conditions (left) and boundary control (right). The control function u(t) corresponds to the chemoattractant concentration in the external reservoir and controls the flux of chemoattractant through a semi-permeable membrane at the right edge of a long and thin quasi one-dimensional tube non-intuitive interplay between control and inherent system dynamics, non-linear systems with unstable modes offer a great potential for external control which can be exploited only by the help of mathematical modelling.
Numerical methods
Taking the specific assumptions for the model equations and parameters (which were considered in Section 2) into account, the system of partial differential equations modelling bacterial chemotaxis in 1-D can be reduced to
For numerical simulations, the parameter a is set to 80.0, D z ¼ 0:33; D c ¼ 1; bs ¼ 1 and m ¼ 1; which corresponds to the dimensionless model in [18] , where these parameters are derived from experimental observations. K ¼ 500 ) 1 is assumed to be large and g ¼ 0:001 ( 1: For the spatial discretisation of the equations in one dimension we use the following scheme, which is second-order accurate as can be shown by Taylor series expansion results in a system of stiff ordinary differential equations with the dimension depending on the spatial discretisation step size. The boundary conditions are included into the discretised scheme by using ghost grid points zðÀ1; tÞ ¼ zð1; tÞ; cðÀ1; tÞ ¼ cð1; tÞ; zðN þ 1; tÞ ¼ zðN À 1; tÞ and cðN þ 1; tÞ ¼ cðN À 1; tÞ in the case of pure simulations, and cðN þ 1; tÞ ¼ uðtÞ in the control scenario, which account for the zero or controlled flux, respectively, at the boundaries 0 and L in the central differences approximation of gradients.
This system can be numerically solved with any accurate standard solver, which determines the time discretisation and step size automatically and with adaptive error control, but here it is crucial to provide explicitly an appropriate stable time discretisation, because the equation system is supposed to enter an optimisation procedure as a state constraint in a direct simultaneous approach. Therefore, we choose a fully discretised IMEX (implicit-explicit) scheme, which treats the diffusion terms in both equations implicitly and all other terms explicitly and has turned out to be appropriate for reaction-diffusion equations similar to the type considered in [35, 36] . This IMEX discretisation procedure avoids the severe time step restriction due to the CFL-condition [37] for explicit schemes of diffusion terms and also the high computational costs associated with a fully implicit scheme, treating the remaining non-linear terms implicitly as well, which would require the solution of a non-linear equation system in each time step. Both the CFL restriction to very small time steps and the solution of possibly non-definite non-linear equations in each time step would lead to an extensive increase in the computational effort. Additionally the IMEX discretisation fully decouples the time integration of the two model equations, which can be numerically beneficial for both simulation and optimal control with PDE constraints.
With f(x, t) defined as the discretised diffusion terms in each model equation, respectively, g(x, t) denoting all other terms, and k defined as the time step size, we arrive at the following second-order accurate time discretisation scheme [35, 36] for the first equation:
which is called 2-SBDF (second-order semi-implicit-backward-differentiation). z n denotes the vector of cell densities at spatial grid points x ¼ ih; i ¼ 1; . . . ; N at time t ¼ nk:
The second equation is treated in exactly the same way.
Setting up the fully discretised scheme for each spatial grid point, this results in a high-dimensional linear equation system for the computation of the solutions zðih; t þ kÞ and cðih; t þ kÞ; i ¼ 0; . . . ; N in each time step. The matrix of the linear system is tri-diagonal and therefore it can be solved with a direct method by a very fast recursive algorithm requiring only O(N) numerical operations. The special structure requires only quite low computational cost for simulations, which have been performed to validate the dynamics of the discretised model ( Figs. 1 and 2) . It is well suited as a dynamical state constraint for the optimisation procedure, which is described below.
Our aim is to control the dynamics of the chemotaxis system by adjusting the boundary flux of chemoattractant (Fig. 3) and thus force the system to a predetermined cell distribution at fixed end time T. Therefore, we set up an optimal control problem with the averaged quadratic deviation of the real cell density resulting from system dynamics from the desired distribution at time T as the objective functional to be minimised. In compact form, the optimal control of a 1-D chemotaxis boundary control problem reads: 
z T ðxÞ denotes the desired cell distribution at time T and we set L ¼ 1 and T ¼ 1 for numerical computations. Discretisation of the differential equations in the way described above, of the integral in the objective functional according to the trapezoidal rule, and the control function u(t) in pointwise representation on the same time grid as the differential equations (collocation), results in a highdimensional non-linear optimisation problem (approximately 21 500 variables and 21 000 constraints), which is solved by applying the LOQO interior point algorithm [41, 42] .
Discussion
In this work, an external control of a pattern forming biological system could be computed numerically on the basis of a one-dimensional model which accurately reflects the dynamical behavior of E. coli chemotaxis in liquid medium. Since the model parameters are determined from experimental data, under corresponding conditions the model should account quantitatively for the observed pattern formation process. In the case of quantitative modelling, an application of the computed external control in experimental settings is obviously possible and straightforward. Provided some robustness of the externally driven chemotactic response, even in a semi-quantitative setting the transfer of simulation results to a properly designed experiment should be possible using model-based control. Biological systems are often robust in the sense that their dynamics are rather insensitive to small changes in parameters [43, 44] . But in order to account for model uncertainties it would be desirable to use a closed-loop feedback strategy for optimal control. There is ongoing research in that direction. Additionally, some promising alternative approaches to robust control of reaction-diffusion systems, taking into account model uncertainties, are described in the literature [45 -47] .
Modelling and control of complex biological systems and the transfer to applications are believed to have great potential for future applications in biotechnology and may have enormous influence on medicine [48] , because the design and control of life processes could help us to understand and cure diseases, which are caused by malfunction of cellular control processes. Especially in systems with both time and space dependency involving biochemical kinetics as well as physical transport mechanisms, it will be crucial to accurately describe cellular processes. Therefore from the macroscopic point of view, non-linear partial differential equations are, in the long, run, the suitable macroscopic models here and the simulation and control of these systems are mathematically challenging problems which have to be solved and require highly efficient numerical techniques.
The concepts of optimisation are particularly useful for the formulation of the control aim as the minimisation of the deviation of the controlled system dynamics from a desired behaviour and applying powerful numerical methods of optimal control for the solution of the problem. This idea and its application to spatially distributed systems in biology might be of great advantage on the way towards a distinct external control of biological function and cellular behaviour.
Furthermore, numerical optimal control may provide significant insight into inherent control mechanisms of biosystems. Elaborated and preferably optimal control processes are an intrinsic property of living systems themselves and their understanding and external modification will be the ambitious goal of future interdisciplinary research involving both experimental methods and theoretical modelling. As in the engineering community, modelling and application of mathematical methods for control analysis are thought to be crucial for the understanding of complex dynamics in biological systems.
