A full-wave code [1, 2] for the wave propagation studies in the Alfvén and the ioncyclotron frequency domain in 3D plasmas is presented. In addition to the cold model, a warm plasma model where kinetic effects are taken into account in the limit of small Larmor radius has also been implemented. Due to the Fourier discretization in the poloidal and the toroidal directions the parallel wave vector expression is relatively simple. However, the exact computation of k in 2D and 3D configurations is complicated because of the dependence on both the spatial position and the (m, n) mode numbers considered. A comparison with the 2D PENN [8] code is presented where we use different approximations for the value of the parallel wave vector. Parallelisation and optimisation of the cold plasma version of the LEMan code is also discussed. Due to improved matrix construction and storage algorithms, the memory requirements are considerably reduced which allows for calculations in the IC frequency range in the stellarator geometry.
INTRODUCTION
Low-frequency waves have an important role to play in fusion. On the one hand, the ion-cyclotron resonance heating (ICRH) is used in devices like JET or LHD and is also planned in ITER. On the other hand, the global modes that take place in the Alfvén domain are of fundamental interest because of their interaction with fast ions. Due to increasing available computational resources, full-wave simulations required at low frequencies are now possible for 2D and 3D configurations [3, 4, 5, 6, 7] .
FORMULATION
A full wave treatment is required here because of the strong variation of the spacedependent parameters over one wavelength at low frequencies. The code solves the Maxwell's equations expressed in terms of the electromagnetic potentials (A, φ ) in order to avoid the numerical pollution:
where the Coulomb gauge is invoked in the potential formulation. This set of equations is solved using the Galerkin method, multiplying the equations by test functions and integrating over the volume considered, thus removing the second derivatives. Radial finite elements (linear or cubic) and Fourier harmonics in the toroidal and poloidal directions are used for the representation of the solution. This provides a linear set of equations where the matrix of the coefficients has a block-tridiagonal shape. The right-hand side is defined by the antenna currents. More details about the numerical formulation are presented in Ref. [1] .
WARM AND COLD MODEL
The cold model has the advantage to be the simplest case and to be able to modelise global Alfvén eigenmodes as well as mode conversion to the Surface Quasi-Electrostatic Wave (SQEW) at Alfvén resonances. However, it cannot describe the Kinetic Alfvén Wave, that is more relevant for core fusion plasma. The SQEW exists only at the edge of the plasma where the temperature is sufficiently low. To obtain the KAW branch, finite temperature effects have to be taken into account. We have thus implemented a warm model that incorporates the parallel electron Landau damping (instead of the artificial damping parameter in the cold version) and can describe the mode conversion to the KAW. Both the cold and the warm model formulations satisfy equation (1), the only difference residing in the dielectric tensorε. The dielectric tensor relates the plasma current and the electric field. In the cold model, it is derived using the equation of motion of the charged particles. An artificial "friction force" is added to provide a damping mechanism which results in a small imaginary part in the frequency ω * :
where Ω k corresponds to the cyclotron and Π k to the plasma frequency of the species considered.
The warm plasma model of the LEMan code is derived from the Vlasov equation:
Keeping only 0 th order Larmor radius terms, the following relation is obtained after linearization:
where f 0 is considered to be a Maxwellian and a Fourier transform in time has been performed for f 1 and E 1 .
Due to the Fourier representation in the poloidal and toroidal directions in LEMan, the parallel wave vector takes a simple form:
This expression involves not only the perturbation mode numbers (m, n), but also the real-space dependent quantities, which complicates the calculations. In the present work, an approximate expression for the wave vector is used [9] . In axisymetric geometry, a Fourier transform of the Vlasov equation in the toroidal angle can be performed. In this case, the approximation used for the parallel wave vector does not depend on both the poloidal mode and poloidal coordinate. Following this procedure, the dielectric tensor elements are the same as in a cylindrical geometry:
BENCHMARK AGAINST PENN The plasma model of the full-wave 2D PENN code describes the FLR effects to 2 nd order. For the comparison with the LEMan results, we use the reduced version that only includes the 0th order effects. In Figure 1 , a comparison of the results obtained with the two codes is presented for the case of the mode conversion to the KAW at the Alfvén resonance.
The results are almost identical for both codes, the discrepancy coming essentially from a different implementation of the vacuum region between the plasma and the conducting shell. We can see also the difference between the two approximations for the parallel wave vector which points out the importance of an adequate computation of this term.
PARALLELIZATION
Two different methods are presented here to improve performance using parallelization. Each of them has its own domain of application.
The idea of the first method is to permit computation of cases with a spatially localised antenna. In a tokamak, for example, the computation of a high-field or low-field side antenna was possible considering only one toroidal Fourier mode n. For a toroidally localised antenna, several toroidal modes are excited simultaneously. The method takes advantage of the fact that there is no coupling between modes with different n in an axisymmetric configuration. The computation can be, in that sense, totally independent for each n considered leading to a straightforward parallelization because the CPU time and memory are just divided by the number of processors. In figure 2 , a case computed with this method is shown. A wave in the IC frequency range is launched from a high-field side antenna in a JET equilibrium configuration. The warm model is used here with the approximation k = n/R for a deuterium plasma at 3keV. The absorption occurs close to the cyclotron resonance. This is to be expected since in the warm model in the IC domain, the dielectric tensor has an imaginary part only close to this region. 25 different toroidal and 51 poloidal Fourier modes have been used for the computation which gives a total of 1275 (m,n) mode pairs. The antenna occupies one third of the toroidal extension which leads to a dominant excitation of the n = 3 Fourier harmonic.
In order to simulate ion cyclotron waves in stellarators, another method has been developed to optimize the parallel solver of the LEMan code. The problem comes from the fact that in this range of frequencies, the number of Fourier harmonics required considerably increases due to the smaller wavelengths and to the fact that the resonant surfaces cross the magnetic surfaces. The memory required for the matrix storage scales as a square of the total number of harmonics. The total memory becomes the critical parameter to be reduced via the parallelization.
The magnetic surfaces are distributed here over the processors instead of the different toroidal mode numbers as before. The matrix has a block-tridiagonal shape, each block is dense because of the coupling between the Fourier modes. It is unfortunately too broad to be solved by SCALAPACK using the band representation due to the huge size of temporary arrays in this case. Thus, the method used here is BABE [10] (Burn At Both Ends), which consists of a Gauss decomposition beginning from the top and from the bottom of the matrix at the same time. Even though it is a "2 processors" method, it has the advantage to be more efficient in time than cyclic reduction with less than 32 processors. It can also be well optimised for data storage and some possibilities still exist to improve its speed.
An optimization of the memory usage is done by performing the Gauss decomposition at the same time as the matrix construction. This allows to store only one block for each magnetic surface instead of three with the previous method. The first one is eliminated by the Gauss decomposition itself, while the second is removed by performing a multiplication that is normally carried out during the backsolve. Finally, the CPU time can also be reduced. Several operations inside the Gauss decomposition such as a matrix multiplication can be parallelized by distributing a part of the columns over the processors.
All of these improvements permit now the computation of cases that requires a huge amount of memory such as the LHD case presented above. The simulation was undertaken on the Pleiades 2 cluster in EPFL on 48 pentium 4 processors (2.8 GHz, 4 GB each). This calculation is performed with 200 radial elements and 630 Fourier harmonics which would have corresponded to 490 GB in a LAPACK band representation for the matrix to be solved.
The simulation shows the deuterium plasma response to an excitation in the IC domain. The cold plasma model is used for this computation. The power deposition occurs close to the resonant surfaces (where the deuterium cyclotron frequency corresponds to the frequency of the injected wave) and where the cyclotron wave can propagate.
CONCLUSION
The new optimisation of the LEMan code allows now the computation of stellarator configurations in the ICRF domain using the cold plasma model. An example is presented for a configuration of the LHD stellarator for which the zones of absorption coincide with the resonant surfaces and where the ion-cyclotron wave can propagate.
For the warm plasma model, comparisons have been made with the PENN code using approximated values for the parallel wave vector. The results are in a good agreement but point out the importance of an exact computation of k . A version incorporating the exact computation of the parallel wave vector is now under development.
