Introduction {#s0005}
============

The widespread use of various imaging modalities has increased the incidental detection of renal tumors, particularly computed tomography (CT) [@bb0005], [@bb0010]. Simultaneously, the incidence of benign histology in surgical specimens has also increased [@bb0015]. Small renal tumors accounted for 85% of renal cell carcinomas, and 20%-40% of these were benign pathological findings such as cysts and angiomyolipoma(AMLs) [@bb0020]. At CT scans, it is not difficult to be diagnosed when macroscopic fat appears, but diagnosis is challenging for AMLs with minimal fat. The differential diagnosis of renal tumors is the most important prognostic factor affecting patient survival and management.

Radiomics has been proposed to extract quantitative features from radiographic images and build models relating image features to pathological results [@bb0025]. In the past few years, some radiomics models have been proposed to classify renal tumors. Hodgdon et al. [@bb0030] used texture analysis to differentiate AMLs from renal cell carcinoma (RCC). Raman et al. [@bb0035] applied a random forest to predict the pathology of renal tumors. Feng et al. [@bb0040] used machine-learning--based quantitative texture analysis of CT images to identify different types of small renal tumors. However, the features adopted for these studies were explicitly designed or handcrafted, including their shape, intensity, texture, and wavelet textures [@bb0045]. These low-throughput features were selected based on radiologists\' expert knowledge, which might limit the potential of the radiomics model.

Recently, the advent of graphics processing units and large training datasets has sparked tremendous advancement in computer vision capabilities with convolutional neural networks (CNNs) [@bb0050]. When a sufficiently large training dataset is available, a CNN can automatically extract high-throughput features and avoid the complicated process of artificial feature extraction [@bb0055]. CNNs have shown strong performances in medical fields. Esteva et al. [@bb0060] trained a CNN model with 2000 dermatological images and the corresponding pathological results and achieved the ability to classify benign and malignant skin cancers. Moreover, Arevalo et al. [@bb0065] applied a CNN to classify mammography mass lesions and achieved excellent performance with results of 79.9%-86.0% in terms of area under the receiver operating characteristic (ROC) curve (AUC). However, whether such an approach can assist in accurately differentiating benign from malignant renal tumors based on CT images has not yet been fully explored.

Unfortunately, the labeled medical data are inadequate and not easily available [@bb0070]; this is also the case for renal tumor data. Transfer learning is often used to solve small dataset problems. However, most researchers only trained the last fully connected (FC) layers [@bb0075], [@bb0080]. Thus, regulating the trainable layers in transfer learning is worthwhile to investigate which approach is best for renal tumor recognition. Moreover, applications of CNN models in the medical image field mainly utilize 2D data, for example, chest radiograph classification [@bb0085] and mitotic detection of histological images [@bb0090]. These methods ignore the contexts of image sequences on the *z*-axis. A 3D CNN model was built for a special application [@bb0095]. However, there is a dearth of pretrained 3D models. Moreover, such models carry high computational costs, which restrict their application in medical fields.

In this study, we aimed to classify benign and malignant renal tumors from CT images by taking advantage of transfer learning. This paper also discussed the effects of freezing different weight layers during transfer learning and selecting one optimal image-level model. On this basis, two patient-level models were established by merging multislice CT image features. We hypothesized that CNN transfer learning (image-level model) can be used to classify renal tumor CT images and that comprehensive consideration of each patient\'s full set of images (patient-level model) can improve diagnostic accuracy.

Materials and Methods {#s0010}
=====================

General Information {#s0015}
-------------------

From January 2013 to September 2018, a total of 192 cases of renal tumors (mean maximum diameter, 48.19 mm; range, 5-160 mm) identified by enhanced CT examination were collected in our hospital. The collection of this dataset was approved by the Institutional Review Board, and we obtained waived written informed consent. Of these cases, 127 were males, and 65 were females; their average age was 62.27 ± 12.26 years. All the patients underwent surgery within 15 days after CT examination. The final pathological diagnosis distinguished 134 cases of malignant renal tumors (98, 16, and 20 cases were of American Joint Committee on Cancer stage I, II, and III [@bb0100]), including 117 clear-cell RCCs (20, 68, 24, and 5 cases were of Fuhrman grade I, II, III, and IV [@bb0105]), 8 papillary RCCs, and 9 other RCC subtypes. The other 58 cases were benign; these included 50 renal cysts and 8 renal AMLs ([Table 1](#t0005){ref-type="table"}).Table 1General Information of DatasetTable 1CharacteristicBenignMalignant*P* ValuePatients Number of samples (*n* %)58 (30.21)134 (69.79)Tumor location.002 Exophytic (*n* %)33 (42.31)45 (57.69) Mesophytic (*n* %)21 (27.27)56 (72.73) Endophytic (*n* %)4 (10.81)33 (89.19)Gender.432 Male (*n* %)36 (28.35)91 (71.65) Female (*n* %)22 (33.85)43 (66.15)Age (mean ± SD, years)62.40 ± 13.8362.22 ± 11.57.926[^1]

Acquisition of CT images {#s0020}
------------------------

The data were collected from a Siemens Somatom Definition Flash dual-source CT and a Philips 128-slice spiral CT. The nonionic iodine contrast agent was bolus, injected into the anterior cubital vein at a dose of 1.5-2 ml/kg and a speed of 2.5-3.0 ml/s by high-pressure syringe with the contrast agent automatic trigger technique. All the studies involved at least one-phase scanning, including corticomedullary phase cases (*n* = 192), nephrographic phase (*n* = 188) cases, and excretory phase (*n* = 118) cases. The scanning parameters were as follows: voltage 120 kV, tube current 260 mAs, thickness of scan layer 5 mm, pitch 1, thickness of reconstruction layer 1 mm, and a matrix of 512 × 512.

Image Preprocessing {#s0025}
-------------------

Gomes et al. [@bb0110] found that the accuracy of RCC subtype differentiation with single-phase corticomedullary contrast-enhanced CT was comparable to that of multiphasic imaging. Yan et al. [@bb0115] observed a better tumor classification with corticomedullary phase for clear cell RCC versus papillary RCC. In this study, deep learning was performed on the corticomedullary phase CT images. The CNN model used for transfer learning was Inception V3 [@bb0120] pretrained on ImageNet. Bar et al. [@bb0125] migrated a CNN model trained on natural images to process tasks using medical images.

Gao et al. [@bb0130] also confirmed that images using different CT attenuation channels obtain better classification results than images using a single channel. Therefore, to make full use of the three RGB input channels in Inception V3, we changed the image according to three CT attenuation ranges: normal renal attenuation range (−110 to 190 HU), high attenuation range (20-120 HU), and low attenuation range (−40 to 60 HU). The low attenuation range was used to capture high-intensity patterns such as those from clear-cell RCC and papillary RCC. The normal renal attenuation range was the most commonly used one for the imaging diagnosis of renal regions, as the attenuation value was different between various tissues. The high attenuation range facilitated revealing low-intensity tissue such as cysts and AMLs. The image preprocessing flow was shown in [Figure 1](#f0005){ref-type="fig"}*A*.Figure 1Flowchart of image preprocessing and datasets setting. A (blue lines) was the flow of image preprocessing. An example of renal/high-attenuation/low-attenuation CT windowing for an axis renal CT slice. We encode the renal/high-attenuation/low-attenuation CT windowing into red/green/blue channels. B (green lines) was the flow of datasets setting. The Slice dataset was made up of axial multichannel renal CT slices. The ROI mask was drawn manually by two experienced radiologists on each image of the Slice dataset. The RBR mask was generated from the bounding box of ROI mask\'s contour. The ROI/RBR dataset consisted of ROI/RBR images which were gotten from slice images and corresponding ROI/RBR masks.Figure 1

Datasets Setting {#s0030}
----------------

In this study, we created three datasets: Slice, region of interest (ROI), and rectangular box region (RBR). The Slice dataset was composed of axial CT images selected based on the maximum lesion diameter and optimal representation of the largest lesion area. The ROI dataset consisted of region-of-interest images manually indicated by two experienced radiologists on each image of the Slice dataset. The RBR dataset consisted of rectangular images generated from the bounding box of tumor\'s contour in each image of ROI dataset. Some other researchers have also selected the bounding box approach to confirm tumor areas [@bb0095], [@bb0135]. The flow to create these datasets is shown in [Figure 1](#f0005){ref-type="fig"}*B*.

Establishment of Model {#s0035}
----------------------

### Image-Level Model {#s0040}

To achieve classification of benign and malignant renal tumors from CT images, we set two nodes (benign/malignant) in the softmax layer of Inception V3. The other structures of the model remained the same and were initialized by the weights trained on ImageNet. To explore the effect of freezing different layers during transfer learning, we chose the mixed0, mixed3, mixed6, mixed9, and mixed10 layers as the dividing points. The layers prior to the dividing point were frozen, which meant that the weights of these layers were not updated but others could be trained during iteration.

### Patient-Level Model {#s0045}

We established two patient-level models to make use of the 3D data ([Figure 2](#f0010){ref-type="fig"}).(a)Model one (FC model): For this model, the feature vectors (1024 × 1 × N) were extracted from all the tumor images (N images) of a given patient using the optimal image-level model. Then, we merged them into a one-dimensional vector (1024 × 1) to form the input tensor of the patient-level model with Max pooling layer. This layer was used to uniform the different image sequence lengths. At the end of the model, we added two FC layers (the first one has 1024 nodes, and the second one has two nodes for benign/malignant) and the softmax activation to achieve diagnosis at the patient level.(b)Model two \[gated recurrent unit (GRU) [@bb0140] model\]: In the GRU model, the feature vectors (1024 × 1 × N) of each patient were extracted in the same way as described above; however, the feature vectors should be concatenated into a 2D array(1024 × N) as the input image sequence. After two GRU layers of this model, softmax activation function was used to achieve the patient-level classification result. This model considered not only all of a given patient\'s images but also the order of the images.Figure 2An overview of two patient-level models (model one: FC method, model two: GRU method). Our approach included three steps. The first step was learning intraimage features (1024 × 1) from one patient\'s N renal tumor image based on optimal image-level model and concatenating features into two-dimensional vectors(1024 × N) as the input tensors of the patient-level model. In the second step, there were differences between the two models. Model 1 added one Max pooling layer to merge the image sequences into a one-dimensional vector and FC layers to learn interimage features, while model 2 only added GRU layers. In the third step, the softmax activation containing two nodes (benign/malignant) was used to realize the diagnosis on the patient-level.Figure 2

Training Details {#s0050}
----------------

The three datasets were divided into training (80%) and testing dataset (20%), respectively. One hundred fifty-three cases (benign/malignant = 109/44) were assigned to the training dataset. The model parameter exploration was performed by five-fold cross-validation on training dataset. The remaining 39 cases (benign/malignant = 25/14) were assigned to the testing dataset.

The training dataset were randomly split into five groups in order to perform a five-fold cross-validation. However, because lesion sizes varied, the number of images differed between patients. If the data were divided according to the number of patients, image numbers between groups would have been prone to serious imbalance. If equal division were performed according to the average number of images instead, the image sequences of some patients might be truncated. It might cause that images of the same patient would appear in both the training and validation set, thus ignoring the individual differences. Therefore, we proposed a new approximate equalization method. Firstly, according to the total number of images, we evaluated the average image number of each group. Then, based on the principle of not truncating a patient\'s image sequence, when the number of images of the patient who would be divided across two groups exceeded twice the space of the current group, all the images of that patient were assigned to the next group; otherwise, they were added to the end of the current group.

Having fewer pathological samples of rare cases or benign tumors could easily cause data imbalance and cause the recognition result to tend toward the class with more samples [@bb0145], [@bb0150]. This study had the similar risk that the number of the patient with malignant tumors significantly higher than that with benign tumors. We reduced the risk in two ways. On one hand, during the training process, the benign dataset was dynamically oversampled on patient level and image level, respectively, to get a balance between malignant and benign dataset. On the other hand, we selected the optimal threshold by ROC analysis to determine the classification labels.

The server used in this study was equipped with Intel(R) Xeon(R) E5-2650 v4 CPUs @ 2.20 GHz (2 CPUs, 24 cores, 2 threads/core, 128 GB of memory) and an NVIDIA-SMI 384.81. Using the KERAS deep learning framework, based on numerous preliminary experiments, we set the number of iterations to 150 in the image-level model, 100 in the FC model, and 300 in the GRU model. In addition, the learning rate was 0.01, and the momentum was 0.9. At the same time, 2-norm regularization was added to the GRU model.

Evaluation Methods {#s0055}
------------------

To eliminate contingencies in the classification results and evaluate the performance of the renal tumor classification model, the results were compared with pathological findings and evaluated by several metrics, including accuracy (ACC), sensitivity (SEN), specificity (SPEC), negative predictive value (NPV), positive predictive value (PPV), Matthews correlation coefficient (MCC), ROC curves, and AUC.

In validation phase, all the metrics were calculated based on the average five-fold cross-validation results. In test phase, the final classification was determined by the majority (≥3) of models with five groups of weights, which were trained from five-fold cross validation. It could make full use of all the weights to obtain higher accurate.

Results {#s0060}
=======

Performances with Different Depth Transfer Learnings {#s0065}
----------------------------------------------------

As presented in [Figure 3](#f0015){ref-type="fig"}, for the models trained on the ROI, RBR, and Slice datasets, the convergence ranges of validation loss were 0.4-0.5, 0.5-0.7, and 1.2-1.7, and the averaged validation accuracies after 100 epochs were 89%-94%, 81%-91%, and 70-83%, respectively. It can also be observed that the ROCs of the ROI and RBR datasets were similar but steeper than that of the Slice dataset in [Figure 4](#f0020){ref-type="fig"}, *A*-*C*. The renal tumor image-level model trained on the ROI dataset was best; its validation loss converged to a smaller value and achieved high validation accuracy. The same model achieved the worst training results on the Slice dataset.Figure 3Traces of training loss and validation loss (blue solid and dash lines) and validation accuracy (orange lines). A, B, and C columns were trained on the ROI dataset, RBR dataset, and Slice dataset, respectively. −1, −2, −3, −4, and − 5 denoted freezing the weights of CNN before mixed0, mixed3, mixed6, mixed9, and mixed10 layers, respectively.Figure 3Figure 4ROC averaged on five-fold cross-validation of the transfer learning with freezing different layers for (A) Slice, (B) ROI, and (C) RBR datasets. (D) The plot of AUC calculated from ROC with freezing different layers for three datasets. ROI and RBR datasets had larger AUCs than Slice dataset with statistical significant (*P* = .001 and .008, respectively), while the differences between ROI and RBR datasets of AUCs did not reach statistical significant (*P* = .101).Figure 4

For all the datasets, the validation results of AUCs from freezing the mixed 0, 3, and 6 layers (corresponding to freezing fewer layers) were larger in [Figure 4](#f0020){ref-type="fig"}*D*. Other metrics such as SEN, SPEC, PPV, NPV, MCC, and ACC in [Figure 5](#f0025){ref-type="fig"} presented the same trends as the AUCs in [Figure 4](#f0020){ref-type="fig"}*D*. As shown in [Figure 5](#f0025){ref-type="fig"}, the above indices remained stable and at high levels until the dividing layer exceeded a critical point. Therefore, we selected the image-level model created by freezing the weights before the mixed6, mixed6, and mixed3 layers, respectively, as the optimal transfer learning model for the ROI, RBR, and Slice datasets.Figure 5The plot of SEN, SPEC, PPV, NPV, MCC, and ACC with freezing different layers for three datasets.Figure 5

We employed corresponding model parameters and thresholds which yielded better performance in five-fold cross-validation on our testing dataset. The results were listed in [Table 3](#t0015){ref-type="table"}. The selected image-level model obtained good performance on these datasets, particularly on ROI dataset (ACC = 97%).

Comparisons of Patient-Level Models {#s0070}
-----------------------------------

The two patient-level models based on the selected image-level model and 3D contexts were trained with the iteration stopping criteria (FC model: 100 iterations, GRU model: 300 iterations), which were decided by monitoring the average AUC on validation dataset. The evaluation of the five-fold cross-validation on three datasets was listed in [Table 2](#t0010){ref-type="table"}, which indicated that the training of image-level and two patient-level models on these datasets did not suffer from overfitting.Table 2Validation Result on These Models Trained by ROI, RBR, and Slice Dataset with Weight of CNN Before Mixed6, Mixed6, and Mixed3 Layers Were Fixed, RespectivelyTable 2AUCACCSENSPECMCCROI dataset Image-level model0.98 ± 0.010.95 ± 0.010.96 ± 0.030.94 ± 0.040.90 ± 0.02 FC model0.97 ± 0.020.96 ± 0.030.96 ± 0.050.96 ± 0.060.91 ± 0.06 GRU model0.95 ± 0.040.95 ± 0.020.96 ± 0.040.91 ± 0.090.87 ± 0.05RBR dataset Image-level model0.96 ± 0.040.91 ± 0.030.93 ± 0.040.90 ± 0.090.82 ± 0.06 FC model0.97 ± 0.040.95 ± 0.030.96 ± 0.040.91 ± 0.090.88 ± 0.06 GRU model0.97 ± 0.040.97 ± 0.020.99 ± 0.020.91 ± 0.090.92 ± 0.05Slice dataset Image-level model0.87 ± 0.090.83 ± 0.080.86 ± 0.070.78 ± 0.130.63 ± 0.17 FC model0.89 ± 0.100.86 ± 0.100.86 ± 0.130.86 ± 0.050.70 ± 0.18 GRU model0.81 ± 0.190.86 ± 0.090.87 ± 0.130.81 ± 0.110.70 ± 0.14[^2]

In the test phrase, we employed the five-fold model parameters and thresholds, and the final results were determined by majority vote of them. The evaluation of test results was depicted in [Table 3](#t0015){ref-type="table"}. The classification performance improved more obviously on the RBR and Slice datasets than on the ROI dataset. On the RBR dataset, the improvements of the two patient-level models were similar (ACC and MCC increased by 2% and 4%) between the two patient-level models compared with the image-level model ([Table 3](#t0015){ref-type="table"}). However, on the Slice dataset, the FC model (ACC increases of 5%) achieved better performance than the GRU model (ACC increases of 3%) ([Table 3](#t0015){ref-type="table"}).Table 3Test Result on These Models Trained by ROI, RBR, and Slice Dataset with Weight of CNN Before Mixed6, Mixed6, and Mixed3 Layers Were Fixed, RespectivelyTable 3ACCSENSPECPPVNPVMCCROI dataset Image-level model0.970.950.970.950.970.93 FC model0.950.930.860.931.000.89 GRU model0.950.960.930.960.930.89RBR dataset Image-level model0.930.870.910.870.970.85 FC model0.950.930.860.931.000.89 GRU model0.950.930.860.931.000.89Slice dataset Image-level model0.690.610.420.610.930.45 FC model0.740.760.500.760.700.42 GRU model0.720.730.430.730.670.35[^3]

In addition, we did a patient-level classification test with small (maximum diameter \<4 cm) and large masses on our testing dataset (large:small = 23:16), respectively. In our training dataset, the number of the larger renal masses was bigger than that of the small renal masses (98 vs. 55). Therefore, we performed the data balancing during training process. All of the patient models had the same accuracy for small (0.94) and large (0.96) renal masses, respectively, regardless of the models consisting of FC or GRU layers, or trained with the ROI or RBR datasets. It meant that our models had almost the same performance to the different size masses generally.

Training Time {#s0075}
-------------

As listed in [Table 4](#t0020){ref-type="table"}, the running times of the transfer learning models for renal tumor classification were not significantly different between the three datasets. However, it took more time to train the tumor classification CNN, which included more trainable layers.Table 4Training Time of Different Transfer Learning Models on Three Datasets (min)Table 4Mixed0Mixed3Mixed6Mixed9Mixed10ROI dataset97.3083.1067.8058.5056.00RBR dataset94.2080.2066.3054.6051.60Slice dataset95.4080.3065.0055.0054.80[^4]

Discussion {#s0080}
==========

In this study, we explored the effects of freezing different numbers of layers during transfer learning and proposed two patient-level models to differentiate benign from malignant renal tumors. Previous studies have demonstrated that renal tumors in CT images can be differentiated using texture analysis. Feng et al. [@bb0040] established a support vector machine classifier based on texture features, which were low throughput and predefined by radiologists\' expert knowledge, to different small renal tumors, achieving an accuracy of 93.9%. In contrast, our image-level model automatically extracted high-throughput features, avoiding the complicated feature extraction process and obtaining higher accuracy (97% in the model trained on the ROI dataset when the CNN weights prior to mixed6 layer were fixed). CNNs have demonstrated strong performances in medical fields [@bb0155], but few applications have focused on renal CT images. Recently, Lee et al. [@bb0160] used the deep learning method AlexNet [@bb0165] to classify AMLs and renal cell carcinoma, achieving an accuracy of 76.6%. They confirmed that deep features outperformed handcrafted features. However, their method ignored the 3D context, which restricted the recognition performance for renal tumors. Our patient-level models made better use of 3D data, thus improving the accuracy.

Our image-level models for renal tumor classification were separately trained on three different datasets. Both of the average ROC/AUC plots ([Figure 4](#f0020){ref-type="fig"}) of validation and metrics on testing dataset ([Table 3](#t0015){ref-type="table"}) demonstrate that the classification ability of the model trained on the Slice dataset was the worst. This was not consistent with a previous study, which reported that chest radiograph or mammogram classification models trained with unclipped images can also achieve good results [@bb0085], [@bb0125]. This discrepancy may have occurred because the abdominal CT Slice images contained multiple organs (e.g., liver, stomach and renal) with weak contrast [@bb0170]. The best classification performance was achieved when the models were trained on the ROI dataset because this type of preprocessing eliminates interference from other organs or lesions to the greatest extent. However, drawing the ROI manually involved considerable manual labor, and it was easy to lose details around the boundary regions. Compared with the ROI approach, generating the RBR dataset was much simpler.

Some researchers have demonstrated that classification of small sample size medical image data can be achieved by transfer learning [@bb0075], [@bb0080], [@bb0145]. To improve the transfer learning performance, we experimented with varying the number of trainable layers. As [Figure 4](#f0020){ref-type="fig"} showed, for the models trained on the ROI and RBR datasets, the classification ability for renal tumors remained at similarly high levels but declined significantly when the weights of more layers were frozen. This phenomenon illustrated that common transfer learning methods (which trained only the last FC layers) [@bb0075], [@bb0080] was not an optimal approach in our study. The cause might be that features extracted directly from the pretrained model were unsuitable and insufficient for renal tumor classification. Considering the validation loss, accuracy ([Figure 3](#f0015){ref-type="fig"}), and training time ([Table 4](#t0020){ref-type="table"}), we concluded that the image-level models trained on the ROI and RBR dataset were most appropriate for discriminating between benign and malignant renal tumors when with the weights were frozen before the mixed6 layer. Meanwhile, for the Slice dataset, the optimal classification results were obtained by freezing the weights before the mixed3 layer. In the test, the selected image-level model could obtain state-of-the-art performance on the ROI and RBR dataset (ACC: 97%, 93%; MCC: 93%, 85%).

In clinical diagnoses, an experienced radiologist usually observes and detects tumors based on many slices along the *z*-axis. To make full use of 3D CT images, we established two patient-level models based on the optimal image-level model. By fusing the learning of intraslice and interslice features, the detection performance for renal tumors has obviously been improved except for the model trained on the ROI dataset. These results demonstrate the effectiveness of our patient-level model. Especially, it was inspiring that the performance of our model achieved substantial growth on the RBR and Slice dataset, particularly on RBR dataset approximately caught up with the model trained on the ROI dataset ([Table 2](#t0010){ref-type="table"}, [Table 3](#t0015){ref-type="table"}). The GRU layers could use all the features from the entire series of one patient\'s images while referring to the order of image sequence [@bb0175]. The FC layers also could use all the features after unifying the different image sequence lengths with Max pooling layer. Our patient-level models considered the 3D contexts efficiently and should be improved as greater numbers of 3D images are accumulated.

Our study had several limitations related to the specific application of renal tumor classification as well as to general aspects of deep learning. First, our models could not detect specific subtypes of lesions that radiological experts might diagnose from images, such as clear-cell RCC and papillary RC. In future work, we will collect more data concerning the different subtypes and further investigate fine-grained recognition [@bb0180] of renal tumors. Second, the number of renal cases used here was relatively small, which easily caused data distribution imbalance. In our datasets, the number of the low--nuclear grade tumors was significantly bigger than that of the high--nuclear grade tumors. Therefore, although all of them could be classified correctly, it was hard to conclude whether our models had different performance for various nuclear grade tumors because of the small test dataset (low vs. high = 22 vs. 3). Three locations (exophytic, mesophytic, and endophytic) of tumors also had the same problem. We can use data balance and augmentation to reduce these risks, but the amount of data is still the essential reason. In the future, larger-scale and multicenter samples will be acquired to improve the generalization ability of the CNN model for renal tumor classification. Finally, we found that the model trained on the RBR dataset obtained similar on the ROI datasets. However, our RBR dataset was based on the ROI dataset, which was generated by manual drawing. Thus, we plan to perform more work to explore automatic RBR recognition by regions with CNN features (R-CNN) [@bb0185].

In conclusion, CNN transfer learning can be used to classify benign and malignant renal tumors from CT images. On our datasets, training layers of approximately half the initially trained model performed better than previous transfer-learning studies in which only the last layer was trained. In addition, our patient-level models notably improved the classification accuracy. Almost all the patients with malignant renal tumors were recognized. Such a recognition ability could eliminate the need for patients identified as benign to undergo invasive procedures. We believe that as the available datasets expand and models are further optimized, CNNs will be able to support clinicians and reduce human errors.
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[^1]: The differences in patient tumor location, gender, and age between the two groups were assessed using *χ*^2^ test, *χ*^2^ test, and one-way ANOVA, respectively.

[^2]: Image-level model was trained by RBR dataset with weight of CNN before mixed6 layer was frozen. FC model and GRU model were both based on the image-level model. The former was made up of fully connected layers, while the latter consisted of gated recurrent unit layers. Shown in mean ± SD form.

[^3]: Image-level model was trained by RBR dataset with weight of CNN before mixed6 layer was frozen. FC model and GRU model were both based on the image-level model. The former was made up of fully connected layers, while the latter consisted of gated recurrent unit layers.

[^4]: Mixed0, mixed3, mixed6, mixed9, and mixed10 layers were dividing points and represented five different transfer learning models. In these models, the layers before dividing point were frozen, but others could be trained. ROI dataset consisted of region-of-interest images. RBR dataset consisted of rectangular images which were generated from the bounding box of lesion\'s contour. Slice dataset was made up of CT cross-sectional images containing target area.
