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1. Introduction
It is well known, since the famous paper by Fefferman [2], that, generally, spectral
expansions related to the elliptic partial differential operators diverge in Lp , as soon as
p = 2. This leads to a natural question on making these expansions converging by means
of an averaging procedure. One of such averaging methods is the Riesz–Bochner one,
consisting in the convolution with the kernel λδ+,
(
S
β
λ h
)=
λ∫
0
(1− t/λ)β dh(t).
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in [6,10]). In most cases there still is a certain gap in the space of parameters p,β , where
the question of summability is not resolved. An exception is the famous result by Carleson
and Sjölin [1], where the case of the Laplace operator on the plane was studied completely.
Among the operators for which the summability of spectral expansions can be studied,
the magnetic Schrödinger operator (MSO) with constant magnetic field, is in some sense
distinguished. The operator in Rn has the form
Hbu=−(∇ + iBz/2)2, z ∈Rn, (1.1)
where B is a real anti-symmetric matrix. If B is non-degenerate (this requires n= 2d to be
even) then its eigenvalues have the form ±ibj , j = 1, . . . , d , and with b = (b1, . . . , bd), in
properly chosen coordinates (xj , yj ) the operator becomes
Hb =−
d∑
j=1
((
∂xj + i
bj yj
2
)2
+
(
∂yj − i
bj xj
2
)2)
. (1.2)
Operator (1.2) has rather peculiar spectral properties. The spectral expansion related to the
MSO combines the properties of continuous and discrete expansions since the spectrum
consist of discrete eigenvalues with infinite multiplicity, the so-called Landau levels (LL),
numbered by d-tuples of integers q= (q1, . . . , qd), qj  0,
Λq =
∑
(2qj + 1)bj . (1.3)
The MSO is related to the analysis on the non-isotropic Heisenberg group Hb, the Euclid-
ean space R2d+1 = Rdx × Rdy × R1t with multiplication (x, y, t)(x ′, y ′, t ′) = (x + x ′,
y + y ′, t + t ′ + (1/2)∑bj (xjy ′j − x ′j yj )). The sub-Laplacian on this group is ∑((∂xj +
bjyj∂t /2)2 + (∂yj − bjxj∂t /2)2), and, being restricted to functions with a special depen-
dence on t , v(x, y, t)= u(x, y) exp it , this gives the MSO. Although the Heisenberg groups
with different collections of bj are algebraically isomorphic, they are not isometric to each
other, and therefore their spectral properties depend on the choice of b = (b1, . . . , bd).
In the present paper we consider the spectral expansions for the magnetic Schrödinger
operator and establish Riesz–Bochner summability (with usual gap in the space of p,β
parameters), both for non-degenerate, as above, and for a degenerate MSO. In the latter
case, the odd dimension is admitted and n= 2d + l, where 2d is the rank of the matrix B ,
so operator (1.1) takes the form
Hb =−
d∑
j=1
((
∂xj + i
bj
2
yj
)2
+
(
∂yj − i
bj
2
xj
)2)
−∆l, (1.4)
where ∆l is the Laplacian in Rl . The spectrum of Hb is the semi-axis starting from the
point
∑
bj and the expansion is continuous.
For the isotropic case, when all bj are equal to 1, the summability of spectral expansions
was studied in [10] and in [9] as ‘special Hermite expansions.’ The relation with Heisen-
berg group and rotation invariance was essentially used there. In this special case, Landau
levels (1.3) form an arithmetic progression, and the corresponding spectral projections have
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proach does not work and we have to replace its use by a more detailed analysis involving
the (imaginary time) heat kernel corresponding to our operator.
The general scheme of studying Riesz summability of spectral expansions is well estab-
lished, see, e.g., [3,6–8] and involves two major steps, to prove some rough but in a certain
sense uniform estimates for the kernel of the Riesz means of the spectral function and to
get a so-called restriction estimate for the spectral function. Both steps are present in our
proof, however, the specifics of the operator in question requires essential modifications.
2. Main results
Let Hb be operator (1.4) with positive bj , j = 1, . . . , d , l  0, n = 2d + l. Denote by
Eλ the spectral function of Hb; it is an integral operator with kernel eλ(z, z′), z, z′ ∈ Rn.
This kernel is not a difference one, however it is skew-translation invariant, i.e., eλ(z+w,
z′ + w) = eλ(z, z′) exp i〈B(z − z′),w〉. For f ∈ L2(Rn) set Sβλ f =
∫ λ
0 (1 − t/λ)β dEλf ,
β  0,
s
β
λ (z, z
′)= sβ(λ, z, z′)=
λ∫
0
(1− t/λ)β deλ(z, z′) (2.1)
with the same skew-translation invariance. We introduce the critical exponents
α(p)= α(p,n)=max
(
n
∣∣∣∣ 1p − 12
∣∣∣∣− 12 ,0
)
,
β(p)= β(p,n)= max
(
n
2
∣∣∣∣ 1p − 12
∣∣∣∣− 12 ,0
)
. (2.2)
Theorem 1. Let β > α(p) and |p−1 − 2−1|> (n+ 1)−1. Then the Riesz summation oper-
ators Sβλ are uniformly in λ bounded in Lp . For any f ∈ Lp(Rn), Sβλ f → f in Lp(Rn).
The two main ingredients in the proof of Theorem 1 are the following.
Theorem 2 (Restriction). Let χ[0,1) be the characteristic function of the interval [0,1),
1 <p < 2(n+ 1)/(n+ 3). Then∥∥χ[0,1)(Hb − λ)f ∥∥L2 < cλβ(p)‖f ‖Lp .
Theorem 3 (Kernel estimate). For all β > d and κ < min(4/3, (l + 1)/2)= κ0,∣∣sβ(λ, z, z′)∣∣ cλn/2(1+√λ|z− z′|)−β+d−κ
with a constant c not depending on z, z′ and λ but, probably, depending on κ .
We prove Theorem 1 now. Theorems 2 and 3 are proved in Sections 3 and 4.
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see, e.g., [10]. As usual, it is sufficient to consider p < 2. Fix a function ϕ ∈ C∞0 (1/2,2)
such that
∑∞
j=−∞ ϕ(2j t)= 1, t > 0, and set, for 0 t  λ, ϕβλ,j (t)= ϕ(2j (1− t/λ))(1 −
t/λ)
β
+, j = 1,2, . . .; ϕβλ,0(t)= ϕ0(1− t/λ)(1 − t/λ)β+, where ϕ0 = 1−
∑
j0 ϕ(2j t), and
ψ
β
λ,ν(t)= ϕβλ,ν(t)+ ϕβλ,ν+1(t)+ · · · . (2.3)
From the definition of the functions ϕβλ,ν follows∣∣∣∣ ∂k∂tk
(
ϕ
β
λ,j (t)
)∣∣∣∣ C
(
2j
λ
)k
2−jβ, j > 0, k = 1,2, . . . ,
∣∣∣∣ ∂k∂tk
(
ϕ
β
λ,0(t)
)∣∣∣∣ C
(
2
λ
)k
.
(2.4)
Using these functions we can express the Riesz means kernel as the sum
sβ(λ, z, z′)=
ν−1∑
j=0
s
β
j (λ, z, z
′)+ rbν (λ, z, z′), (2.5)
where ν equals the integer part of log2 λ− 1 and kernels sβj , rβν have the form
s
β
j (λ, z, z
′)=
∞∫
0
ϕ
β
λ,j (t) det (z, z
′), rbν (λ, z, z′)=
∞∫
0
ψ
β
λ,ν(t) det (z, z
′). (2.6)
Let Sβλ,j and R
β
ν,λ be operators with kernels (2.6). We estimate their Lp norms.
Proposition 1. The operator Sβλ,0 is Lp-bounded, uniformly in λ, ‖Sβλ,0f ‖p  c‖f ‖p ,
β > 0, p ∈ [1,∞).
Proof. We use the obvious identity
∂λ
(
λmsm(λ, z, z′)
)=mλm−1sm−1(λ, z, z′), m 1. (2.7)
Rewrite the kernel sβ0 as
s
β
0 (λ, z, z
′)=
∞∫
0
ϕ
β
λ,0(t) det (z, z
′)=−
∞∫
0
∂t
(
ϕ
β
λ,0(t)
)
s0(t, z, z′) dt.
We use (2.7) to integrate by parts N times, then (2.4) estimates |sβ0 (λ, z, z′)| by
CN
∣∣∣∣∣
∞∫
0
∂Nt ϕ
β
λ,0(t)t
N−1sN−1(t, z, z′) dt
∣∣∣∣∣ C(2/λ)N
λ/2∫
0
tN−1
∣∣sN−1(t, z, z′)∣∣dt.
(2.8)
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∣∣sβ0 (λ, z, z′)∣∣ C(2/λ)N
λ/2∫
0
tN−1+d+l/2
(
1+ t1/2|z− z′|)−N+d+1−κ dt. (2.9)
For N > 3d + l + 1− κ , sβ0 (λ, z, ·) belongs to L1(R2d+l) uniformly in z, therefore the
operator is bounded in all Lp . Estimate (2.9) implies, moreover, that the L1-norm of this
kernel is bounded also uniformly in λ. This proves Proposition 1. ✷
To estimate the norms of operators Sβλ,j we split the kernel s
β
j (λ, z, z
′) into two parts.
Fix γ > 0 so that β + 1/2  (1 + γ )(α(p) + 1/2), (α(p) is defined in (2.2)) and set
k
j
1 (z, z
′) = sβj (λ, z, z′)χ{|z−z′|2j (1+γ )λ−1/2}, kj2 (z, z′) = sβj (λ, z, z′)− kj1 (z, z′). Denote by
K
j
1 ,K
j
2 the corresponding operators.
Proposition 2. For any fixed γ and any p  1 there exists an ε > 0 such that∥∥Kj2 f ∥∥p C2−εj‖f ‖p.
Proof. It is sufficient to establish the inequality
∫
R2d+l |kj2(z, z′)|dz′  C2−εj . It will imply
that the kernel k2 is integrable in each variable, uniformly in another one. Integrating by
parts in (2.6), we rewrite the expression for sβj ,
s
β
j (λ, z, z
′)= CN
∞∫
0
tN−1sN−1(t, z, z′)∂Nt ϕ
β
λ,j (t) dt.
Together with (2.4), this gives the estimate
∣∣sβj (λ, z, z′)∣∣ C
λ(1−2−1−j )∫
λ(1−21−j )
tN−1
∣∣sN−1(t, z, z′)∣∣(2j
λ
)N
2−jβ dt.
Applying again the result of Theorem 3 for some N > 3d + l + 1− κ , we obtain
∣∣sβj (λ, z, z′)∣∣ C
(
2j
λ
)N
2−jβ
λ(1−2−1−j )∫
λ(1−21−j )
tN−1+d+l/2
(
1+ t1/2|z− z′|)−N+d+1−κ dt.
This inequality gives us the estimate for ‖Kj2 ‖p ,∥∥Kj2 ∥∥p 
∫
|z−z′|2j (1+γ )λ−1/2
∣∣sβj (λ, z, z′)∣∣dz′  C2−j [γN+β+1−(1+γ )(3d+l+1−κ)],
and thus, for N large enough the series consisting of norms ‖Kj‖p converges. ✷2
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2j (1+γ )λ−1/2 and define
f1(z
′)= f (z′)χ{|ζ−z′|(3/4)R}, f2(z′)= f (z′)χ{(3/4)R<|ζ−z′|(5/4)R},
f3 = f − f1 − f2.
Proposition 3. Let B(ζ ) be the ball with center at the point ζ and radius R/4. Then there
exists a positive ε such that∫
B(ζ)
∣∣(Kj1 f )(z)∣∣p dzC2−εjp
∫
|ζ−z′|5R/4
∣∣f (z′)∣∣p dz′. (2.10)
Proof. If |ζ−z|R/4 and z′ ∈ suppf3 then |z−z′|>R and thereforeKj1 f3 = 0. Further,
if z′ ∈ suppf2 then |z− z′|>R/2. This means that the action of the operator Kj1 on f2 is
similar to the action of K2, i.e., the set |z− z′|<R/2 is cut away. The same reasoning as
in Proposition 2, gives (2.10) for f2. To show the estimate for f1 apply Hölder inequality,∫
B(ζ)
∣∣(Kj1 f1)(z)∣∣p dz ∣∣B(ζ )∣∣1−p/2
( ∫
B(ζ)
∣∣(Kj1 f1)(z)∣∣2 dz
)p/2
.
For the chosen value of R and β(p) as in (2.2), we get( ∫
B(ζ)
∣∣(Kj1 f1)(z)∣∣p dz
)1/p
 2j (1+γ )(2β(p)+1)λ−(β(p)+1/2)
( ∫
B(ζ)
∣∣(Kj1 f1)(z)∣∣2 dz
)1/2
. (2.11)
We are going now to establish the inequality
K2 =
∫
B(ζ)
∣∣(Kj1 f1)(z)∣∣2 dz C2−2j (β+1/2)λ2(β(p)+1/2)‖f1‖2p, (2.12)
which will conclude the proof of Proposition 3. We have
K2 =
∫
B(ζ)
∣∣∣∣∣
∫
|z−z′|R
s
β
j (λ, z, z
′)f1(z′) dz′
∣∣∣∣∣
2
dz. (2.13)
Now notice that for z ∈ Bζ and z′ ∈ suppf1, we always have |z− z′| R, therefore, we
can integrate in the inner integral in (2.13) over the whole space, getting
K2 
∫
2d+l
∣∣∣∣∣
∫
2d+l
s
β
j (λ, z, z
′)f1(z′) dz′
∣∣∣∣∣
2
dz= ∥∥Sβλ,jf1∥∥22. (2.14)
R R
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∫
ϕ(2j (1 − t/λ))(1 − t/λ)β+dEtf1. The inte-
grand is majorated by 2(1−j)β , therefore
K2 
∥∥Sβλ,jf1∥∥2  c2−2jβ∥∥χ[0,µ1](Hb −µ)f1∥∥22, (2.15)
where µ= λ(1− 21−j ), µ1 = 3λ/2j+1. Now Theorem 2 gives
∥∥χ[0,µ1](Hβ −µ)f1∥∥22  C
[µ1]∑
k=0
(µ+ k)2β(p)‖f1‖2p  C2−jλ2β(p)+1‖f1‖2p,
that, together with (2.15) produces the required estimate (2.12). ✷
Now we resume the proof of Theorem 1. For j (and therefore R) fixed, we find a cover-
ing of the Euclidean space by balls B(ζ8) with a finite multiplicity depending only on the
dimension so that the concentric balls B ′(ζ8) with radius 5R/4 also cover the space with
finite multiplicity. Then, for f ∈ Lp and f8 = fχB′(ζ8 ) ,
‖f ‖pp  C
∑
‖f8‖pp. (2.16)
On the other hand,
∫
R2d+l |(Kj1 f )(z)|p dz  c
∑∫
B(ζ8)
|(Kj1f )(z)|p dz. We apply Propo-
sition 3 to each term in the latter sum, getting∫
B ′(ζ8 )
∣∣(Kj1 f )(z)∣∣p dzC2−εjd
∫ ∣∣f8(z)∣∣p dz.
Summing these estimates over 8 and using (2.16), we get ‖Kj1 f ‖pp  C2−εjp‖f ‖pp . Again,
summing this over j and using also Propositions 1 and 2 we come to∥∥∥∥∥
ν−1∑
j=0
S
β
j (λ)
∥∥∥∥∥
p
 C.
As for the last term in (2.5), we split it into two terms
r
β
ν,1(λ, z, z
′)= rβν (λ, z, z′)χ{|z−z′|<2ν(1+γ )λ−1/2}
and
r
β
ν,2(λ, z, z
′)= rβν (λ, z, z′)− rβν,1(λ, z, z′).
To estimate the norm of the operator Rβν,2 with kernel r
β
ν,2, we use (2.3) and Proposition 2.
Summing these estimates for j  ν, we get ‖Rβν,2f ‖p  C2−εν‖f ‖p .
For the operator Rβν,1 with kernel r
β
ν,1(λ, z, z
′), split f ∈ Lp , f = f1 + f2 + f3 like in
the proof of Proposition 3, setting R = 2ν(1+γ )λ−1/2, and prove an analogy of (2.10),∫ ∣∣(Rβν,1f )(z)∣∣p dz C2−εν
∫
′
∣∣f (z′)∣∣p dz′. (2.17)
B(ζ) |ζ−z |5R/4
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we have the version of (2.11),( ∫
B(ζ)
∣∣(Rjν,1f1)(z)∣∣p dz
)1/p
 2ν(1+γ )(2β(p)+1)λ−(β(p)+1/2)
( ∫
B(ζ)
∣∣(Rjν,1f1)(z)∣∣2 dz
)1/2
.
The latter integral is estimated, again using the Theorem 2 and the uniform estimate for the
function ψβλ,ν . This gives us the inequality∣∣∣∣∣
∫
B(ζ)
∣∣(Rβν,1f1)(z)∣∣2 dz
∣∣∣∣∣
1/2
C2−νβλβ(p)‖f1‖p.
Since λ is of order 2ν , we get (2.17). The reasoning with coverings gives ‖Rβν f ‖p  ‖f ‖p,
which concludes the proof of Theorem 1. ✷
3. Restriction theorem
In this section we prove Theorem 2 in Section 2. The approach is close to the one
by Karadzhov in [4], where summability was studied for the Hermite operator, however
considerable technical modifications are required.
Proof of Theorem 2. Let g be a smooth function such that g  χ[0,1) and the support of
its Fourier transform g˜(t) lies in [−ε, ε], 0 < εmax |bj |< 2. Then∥∥χ[0,1)(Hb − λ)f ∥∥22  (B(λ)f,f ) ∥∥B(λ)f ∥∥p′ ‖f ‖p, (3.1)
where p′−1 + p−1 = 1 and B(λ) = g(Hb − λ). Having in view applying Stein’s interpo-
lation theorem, we embed B(λ) in the family
B(λ, ζ )= 1
2π
∫
eiλt g˜(t)(t − i0)−ζ e−iHbt dt. (3.2)
In what follows, operators (3.2) will act on C∞0 functions.
If ζ = 1 then B(λ,1 + is) = m(λ − Hb), where m is the convolution of g(µ) and
µis+/Γ (1+ is). For real s, |m(µ)| c exp(c|s|) and the spectral theorem gives∥∥B(λ;1 + is)f ∥∥2  c exp(c|s|)‖f ‖2. (3.3)
On the other side of the strip, ζ =−γ < 0, we are interested only in the estimates of
the absolute value of the integral kernel of B(λ, ζ ). Due to skew-translation invariance,
it is a difference one, up to an universal gauge factor, B(λ, ζ ; z, z˜)=B(λ, ζ ; z− z˜,0)×
exp(i〈Bz, z˜〉). This phase factor does not contribute to absolute value estimates. Therefore
we may fix z˜= 0 and study only B(λ, ζ ; z,0), or, to save on notations, B(λ, ζ ; z).
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B(λ, γ + is; z)=
∫
eiλt g˜(t)(t − i0)γ−isU(t, z) dt, (3.4)
where U(t, z)= U(t, z,0) is the integral kernel of the unitary group U(t) = e−iHbt . The
particular form of this kernel is important. As it follows from the formulas for the two-
dimensional MSO (see, e.g., [5]) and for the usual Schrödinger operator,
U(t, z)= C exp
(
i
4t |z′′|2
)
t l/2
d∏
j=1
bj
sin (tbj /2)
ei
bj
4 cot (tbj/2)|zj |2 .
Here z = (z′, z′′), where z′ = (z1, . . . , zd ), zj = (xj , yj ), are two-dimensional variables
corresponding to the non-degenerate part of the magnetic field, see (1.4), and z′′ =
(z2d+1, . . . , z2d+l) is the collection of one-dimensional variables in the directions where
the magnetic field degenerates.
For γ large enough, integral (3.4) converges; we consider its analytical extension, this
also means that the integral is understood in the sense of distributions.
We are interested in the behavior of U(t, z) near the point t = 0. Set
s(t)=
d∏
j=1
tbj /2
sin(tbj /2)
and note that b/2 cot(bt/2)−1/t = t (b/2)2ϕ(bt/2),where ϕ(t)= (sin t− t cos t)/(t2 sin t)
is an even smooth function in the interval [−ε, ε]. Using this, we can rewrite the kernel U ,
U(t, z)= c exp
(
i
2t (|z′′|2/2+ |z′|2)
)
td+l/2
s(t)e−it
∑d
j=1
b2
j
8 |zj |2ϕ(tbj /2),
as well as the formula for B,
B(λ,−γ + is; z)
= C
∫
eiλth(t)(t − i0)γ−is exp
(
i
2t (|z′′|2/2+ |z′|2)
)
td+l/2
V (t, z′) dt, (3.5)
where h(t)= g˜(t)s(t) and V (t, z′)= exp(−it∑dj=1 (b2j/8)|zj |2ϕ(tbj /2)).
In the region |z′| 1, q(t, z′)= h(t)V (t, z′) is a C∞0 function of t , with derivatives of
any fixed order bounded uniformly in z′. Thus (3.5) can be re-written as
B(λ,−γ + is; z)
= C
∫
(λ−µ)d+l/2−3/2−γ+is+
∫
eiµt q(t, z′)t−1/2e
i
2t (|z′|2+|z′′|2/2) dt dµ (3.6)
with γ < d + l/2 − 1/2. Under this latter condition, the outer integral in (3.6) converges
near µ = λ, and therefore can be understood not in the sense of distributions but in the
usual sense. This enables performing estimates under the integral sign (which is, in general,
illegal for integrals in the sense of distributions).
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L(t, v)= Ct−1/2e i2t (|z′|2+|z′′|2/2), v =
√
|z′|2 + |z′′|2/2,
as the kernel of the unitary group generated by the one-dimensional Laplace operator D2v .
Therefore, the inner integral in (3.6) is the convolution of a uniformly in z′ Schwartz class
function q˜(µ, z′) and the spectral function e(µ,v) of D2v ,∫
eiµtq(t, z′)t−1/2e
i
2t (|z′|2+|z′′|2/2) dt =
∞∫
0
q˜(µ− ν, z′) de(ν, v). (3.7)
In the one-dimensional case, it is known that |e(ν, v)| cν1/2. Therefore the integral on
the right-hand side in (3.7) is majorated by µ1/2 for large positive µ and decays rapidly as
µ→−∞. These estimates, substituted into (3.6) give us the inequality for B,∣∣B(λ,−γ + is, z)∣∣ C(1+ λ)d+l/2−1−γ (3.8)
for
γ < d + l/2− 1/2. (3.9)
Estimate (3.8) is uniform for |z′| 1.
We pass now to the case |z′|> 1, which causes more trouble. We represent the kernelB
as B(λ, γ + is, z)= c ∫ (λ−µ)d+l/2−3/2−γ+is+ I (µ, z) dµ, where
I (µ, z)=
∫
e
i
(
µt+ |z′′ |24t + 12
∑d
j=1 bj /2 cot(tbj/2)|zj |2
)
h(t)t−1/2 dt (3.10)
and h(t)= g˜(t)s(t). We formulate the estimate of the integral (3.10) as Lemma 1; the proof
is given in the end of this section.
Lemma 1. For 0 < ε < 2(max |bj |)−1, |z′|> 1, and h(t) ∈ C∞0 (−ε, ε), for a fixed K > 0
integral (3.10) is uniformly bounded in µ, |µ|K , moreover,∣∣I (µ, z)∣∣ CN |µ|−N, any N, µ <−K,∣∣I (µ, z)∣∣ Cµ−1/2, µ >K.
Having Lemma 1 at disposal, we proceed with proving estimates (3.8) and (3.9), this
time for |z′| > 1. Now the reasoning is quite standard, see, e.g., [4]. Since the operator
B(λ,−γ + is) has a bounded kernel, it is a bounded operator from L1 to L∞, moreover,
with the norm estimate∥∥B(λ,−γ + is)∥∥
L1→L∞  C(1+ λ)
d+l/2−γ−1, (3.11)
provided 0 < λ < d + l/2 − 1/2. Having estimates (3.3) and (3.11), we can apply Stein’s
interpolation theorem to the analytic operator family B(λ, ζ ). Here, for given p, we take
γ = 2(p − 1)(2 − p)−1, and then, for ζ = 0 obtain that B(λ,0) is Lp → Lp′ bounded,
with norm estimate (1 + λ)2β(p). Together with (3.1) this gives the restriction theorem.
Note that the conditions on p in this theorem arise from (3.9). ✷
Now we have to prove Lemma 1.
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|z′′|2/(4µt)+ 12µ
∑d
j=1 bj/2 cot(tbj /2)|zj |2. Introduce the quantities u= 1− (24µ)−1 ×∑
b2j |zj |2, v2 = (4µ)−1(|z′′|2 + 2|z′|2), and note the inequalities which can be easily
checked by means of Taylor expansion,
r−2 + 1/3+ r2/15< (sin r)−2 < r−2 + 1/3+ 1.2r2/15, (3.12)
r3 cos r sin−3 r  1− 0.125r4. (3.13)
Define auxiliary functions gk(t)= u− v2t−2 − qkt2, k = 1,2, where
q1 = 1.2480µ
∑
b4j |zj |2, q2 =
1
480µ
∑
b4j |zj |2.
We formulate here as Lemma 2 the important properties of the phase function S.
Lemma 2. Let 0 < ε < 2(max |bj |)−1. Then
(A) The derivative of S satisfies the inequalities
g1(t) < S
′(t) < g2(t), t ∈ (0, ε); (3.14)
(B) If
ε2u− v2 > 0, (3.15)
then
(i) u > 2/3;
(ii) The function S has exactly two stationary points, and if one of them lies in the
interval (0, ε) then the other one does not;
(iii) The smallest positive zeros of g1, S′, g2 lie in the interval (vu−1/2, (5/4)vu−1/2);
(C) For the second derivative S′′(t) the following relations hold:
(i) 0 < S′′  2v2t−3, t ∈ (0, ε);
(ii) If (3.15) holds then mint∈[vu−1/2/2,3u−1/2/2] S′′(t) cv−1 for some c (in fact, c =
13/648
√
2/3).
Proof. The proof of Lemma 2 consists in direct calculations; we will only sketch them.
Inequalities (3.14) follow directly from (3.12) and (3.13). Next, (3.15) is equivalent to
(24µ)−1
∑
b2j |zj |2 + (4µε2)−1(|z′|2 + 2|z′′|2) < 1, and this gives |z′|2 < 2µε2. Using this
estimate, the definition of u and bounds for ε, we come to assertion (i) in (B). Statement
(ii) in (B) follows from (3.14) and the analysis of zeros of g1 and g2. To justify statement
(iii) in (B), it is sufficient to establish the same for g1, which is done directly. Bounds for
the second derivative of S follow from (3.13). ✷
We return to the proof of Lemma 1. Uniform boundedness of I (µ, z) when µ lies in a
fixed compact interval is obvious. Therefore we suppose further that |µ|> K . Using the
fact that
1 ∑(bj )
cot
(
bj
t
)
|zj |2 = |z
′|2 − t
∑
b2j |zj |2ϕ
(
bj
t
)
,2 2 2 2t 8 2
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ϕ(r)= sin r − r cos r
r2 sin r
is an even smooth function, ϕ(r) 1/3 for |r|< π , ϕ(0)= 1/3, we represent the integral
I (µ, z) as
I (µ, z)=
∞∫
−∞
e
iµ
(
t+ |z′′ |2+2|z′ |24tµ − t8µ
∑
b2j |zj |2ϕ(bj t/2)
)
h(t)t−1/2 dt.
Now, using the formula for the Laplace transform of cos(wν1/2)ν−1/2, we can rewrite
I (µ, z) as
I (µ, z)= c
∞∫
0
cos(w
√
ν)√
ν
dν
∞∫
−∞
e
i
(
µt−νt− t8
∑
b2j |zj |2ϕ(bj t/2)
)
h(t) dt, (3.16)
where w2 = |z′′|2 + 2|z′′|2. Introduce
Φ(t, z′)= 1
8
∑
b2j
|zj |2
|z′|2 ϕ
(
bj t
2
)
.
This function is even, smooth for t ∈ (−ε, ε), and uniformly bounded in z′. Thus the in-
ner integral in (3.16) equals J (µ− ν, z′)= ∫∞−∞ eit (µ−ν−|z′|2Φ(t,z′)) dt . In this integral we
perform integration by parts N times, using the identity
∂
∂t
eit (µ−ν−|z′|2Φ(t,z′)) = eit (µ−ν−|z′|2Φ(t,z′))Z(t, ν −µ,z′),
where Z(t, ν − µ,z′)= i(µ− ν − |z′|2Ψ (t, z′)), Ψ (t, z′)=Φ(t, z′)+ tΦt (t, z′), and the
function Ψ is uniformly in z′ bounded and bounded away from zero. This integration by
parts produces arbitrarily high powers of Z in the denominator. Thus, for µ negative, since
|Z| C|z′‖µ− ν|1/2 and |z′|  1, we have J (µ− ν) = O((µ− ν)−N) uniformly in z′,
|z′|> 1, and therefore I (µ, z) decays fast as µ→−∞, which proves the second statement
of the lemma.
To prove the last statement, about the behavior of I (µ, z) as µ→+∞, we write it as
I (µ, z)=
∞∫
0
eiµS(t,µ,z)h(t)t−1/2 dt + i
0∫
−∞
eiµS(t,µ,z)h(t)|t|−1/2 dt = I+ + I−.
Since the phase function is odd in t variable, it is sufficient to estimate just one of these
integrals, say, I+. In what follows we will estimate this integral in several different regions,
depending on comparative size of the parameters involved, in order to get the required
uniform inequality.
Represent the phase function S as
S(t,µ, ζ )= t + v2t−1 − (2µ)−1
∑(bj )|zj |2ρ
(
bj t
)
,2 2
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parameters u,v are defined above in Lemma 2.
Case 1. Suppose first that u− v2/ε2  0; this happens only if v is uniformly minorated,
v  C(ε,b) > 0. (3.17)
We use that eiµS = iµS′−1(eiµS)′ and integrate by parts in I+. Note that S′ behaves as t−2
when t → 0, therefore the out-of-integral term in this integration by parts vanishes. In this
way we have
I+(µ, z)=− i
µ
∞∫
0
eiµS
[
h
S′
√
t
− h
2t3/2S′
+ S
′′h
(S′)2t1/2
]
dt. (3.18)
Case 1.1. If u  0 then, according to Lemma 2, we have |S′(t)|  |g1(t)| = (q2t4 −
ut2+v2)t−2  v2t−2 and S′′(t) 2v2t−3. Setting these estimates into (3.18) and recalling
(3.17), we get
∣∣I+(µ, z)∣∣ cµ−1
ε∫
0
[
t2
v2
√
t
+ t
2
v2t3/2
+ 2v
2t4
t3a4
√
t
]
dt  c
µ
.
Case 1.2. If u > 0 then g2 cannot have zeros in (0, ε) and we can use that |S′|> |g2|. On
the interval (0, ε/2) this gives |S′(t)| (3/4)a2t−2, and on the interval [ε/2, ε], |S′(t)|>
a2ε−2(ε2 − t2)t−2. Moreover, since h(t) vanishes near ε, one has h(t), h′(t)= o((ε− t)2).
Setting these inequalities into (3.18), we again arrive at |I+(µ, z)| c/µ.
Case 2. Suppose that u − v2/ε2 > 0. Chose the decomposition of the unity on the
semi-axis t  0. Let χ0 + χ1 + χ2 = 1, χ0 ∈ C∞0 [0,3/4), χ1 ∈ C∞0 (1/2,3/2), suppχ2 ∈
(5/4,∞).
Correspondingly, the integral I+(µ, z) splits into the sum of three terms,
I+(µ, z)= I0 + I1 + I2, Il =
∞∫
0
eiµSχl
(√
u
v
t
)
h(t)t−1/2 dt.
When estimating I0, note that on the support of χ0, according to Lemma 2, the function
g2 does not have zeros, therefore |S′|> g2 admits estimate from below, |S′|> v2/t2 − u.
Set this into I0 and integrate by parts, as above. After changing variables t = (v/√u )s this
gives the estimate |I0|< cµ−3/4.
We go over to estimating the integral I2. It equals zero if (5/4)(v/
√
u )  ε. So let
(5/4)(v/
√
u) < ε. Then the zero of the function g1, according to Lemma 2, lies outside the
interval ((5/4)(v/
√
u), ε). Therefore, on this interval, |S′(t)| |g1(t)| = u−v2/t2−q1t2.
Since the function t2g1(t) grows on our interval (it has a positive derivative there) we have
t2g1(t)
(
5
4
v√
u
)2
g
(
5
4
v√
u
)
= 3
8
v2.
This leads to the estimate∣∣S′(t)∣∣ 3v2t−2, (3.19)
8
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for g1, and, therefore, for S′, used close to the right end-point, is t2g1(t) (u− q1ε2)t2 −
v2, and since (u− q1ε2) u− (1.2/5)(1− u)= u′, for our ε,∣∣S′(t)∣∣ u′t2 − v2
t2
. (3.20)
The expression in (3.20) is positive on ((5/4)(v/√u ), ε). Integrate by parts in I2,
I2(µ, z)= i
µ
ε∫
5
4
v√
u
eiµS
[
h′
(
tχ2
(√u
v
t
))
S′(t)
√
t
+ h(t)S
′′(t)χ2
(√u
v
t
)
S′(t)2
√
t
− h(t)χ2
(√u
v
t
)
2S′(t)t3/2
+
√
u
v
h(t)χ ′2
(√u
v
t
)
S′(t)
√
t
]
dt.
Using here the estimates for S′′, u, v, we arrive at
I2(µ, z)
i
µ
ε∫
5
4
v√
u
[
1
|S′(t)| +
v2
t3S′(t)2
√
t
+ 1|S′(t)|t3/2
]
dt
+
3
2
v√
u∫
5
4
v√
u
√
u
v
1
|S′(t)|√t dt. (3.21)
Note that the upper integration limit in the last integral in (3.21) differs from the one in
the first integral due to the properties of suppχ ′2. In the last integral we use (3.19) which
estimates it from above by cµ−1v−1/2  Cµ−3/4.
In the first integral in (3.21) we apply (3.20) which, after the change of variables t =
(v/
√
u′ )τ gives for this integral the upper bound by
c
µ
v√
u
ε
√
u′
v∫
5
4
√
u′
u
(
v√
u′
)3/2[
v−2
τ 3/2
τ 2 − 1 + v
−2 τ 1/2
(τ 2 − 1)2 + v
−2 τ 1/2
τ 2 − 1
]
dτ.
Our choice of u′ assures us that the lower limit in the latter integral is uniformly bounded
away from 1. Using this, we can estimate this integral by Cµ−1. Altogether, this gives us
the uniform in z estimate for I2, I2  Cµ−3/4. Finally, we consider the integral I1. Unlike
the previous cases, it involves a stationary point for the phase function S, moreover, just
one such point t∗ which lies to the right from v/
√
u′. To estimate this integral, fix some
positive δ < v/(4
√
u′ ) and split the integration interval into three, by the points t∗ ∓ δ,
thus splitting the integral, I1 = I1,0 + I1,1 + I1,2. In I1,0 and I1,2 we integrate by parts, and
in this case the out-of-integral terms at the points t∗ ± δ do not vanish. So, say, for I1,0 we
get the expression
G. Rozenblum, G. Tashchiyan / J. Math. Anal. Appl. 284 (2003) 315–331 329i
µ
tδ∫
v
2
√
u
eiµS(t)
[
1
|S′(t)| +
v2
t3S′(t)2
√
t
+ 1|S′(t)|t3/2
]
dt + e
iµS(tδ)
iµ
χ1
(√u
v
(tδ)
)
S′(tδ)
√
tδ
,
(3.22)
where tδ = t∗ − δ. To estimate these expressions we need a new lower bound for the deriv-
ative S′. We obtain it by means of Taylor formula S′(t)= S′′(t ′)(t − t∗), where t ′ is some
point between t and t∗. However for the second derivative of S we have the lower bound
from part (C)(ii) in Lemma 2, which gives |S′(t)|  cv−1|t − t∗|. We substitute this es-
timate into (3.22) and get, after integration, I1,0  C(
√
v/(µδ) + 1/(µ√v )). A similar
estimate holds for I1,2.
The remaining integral I1,1 which includes a small neighborhood of the stationary
point t∗ is estimated by absolute value, I1,1 < cδ(t∗)−1/2  Cδ(v)−1/2. It remains to
chose δ. We take δ = √v/µ. For µ large enough, in fact, for µ > 45/34, the condition
δ < v/(4
√
u ) is fulfilled. With this particular choice of δ, substituted into bounds for I1,0,
I1,1, I1,2 we get the required estimate for I1, I1(µ, z) Cµ−1/2. This completes the proof
of Lemma 1. ✷
4. Riesz kernel estimates
In this section we prove Theorem 3. For the case of the isotropic non-degenerate op-
erator, such results were obtained in [10] by means of detailed analysis of the spectral
projections which admit a convenient expression in the terms of generalized Laguerre func-
tions. We use another approach based on the fact (probably, unobserved previously) that
the kernel estimates admit a sort of tensor multiplication, thus enabling one to perform
induction in dimension.
Our starting points are the known estimates for Riesz kernels for the Laplace operator
in Rl and the magnetic Schrödinger operator in dimension 2. Let sβ∆(λ; z′′, z˜′′), z′′, z˜′′ ∈Rl ,
be the Riesz kernel defined by (2.1) with eλ(z′′, z˜′′) being the spectral function of the
Laplacian in Rl . Then∣∣sβ∆(λ; z′′, z˜′′)∣∣ Cλl/2(1+ λ1/2|z′′ − z˜′′|)−β−(l+1)/2 (4.1)
for any β > 0; see, e.g., [3]. On the other hand, let sβb (λ;u, u˜) be the Riesz kernel for
Schrödinger operator in R2 with magnetic field b. As it is found in [10], for β > 0,∣∣sβb (λ;u, u˜)∣∣ Cλ(1+ λ1/2|u− u˜|)−β−4/3. (4.2)
The Riesz kernel sβ∆ is a difference one; the magnetic Riesz kernel s
β
b , as well as its multi-
dimensional analogies, is a difference one up to a phase factor. Since we need absolute
value estimates, it is therefore sufficient to consider only the kernels where one of variables
z˜′′, u˜, etc. equals 0; to simplify notations, we just omit it.
We note general relation of the Riesz kernels sβ1A1(λ,u
(1)), s
β2
A2
(λ,u(2)) of operators A1
and A2 acting in spaces H1 = L2(Rd1x ), H2 = L2(Rd2x ), and the Riesz kernel of their ‘ex-1 2
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which is quite easy to check, has the form
s
β
C(λ, x)= B(β1, β2)λ−β
λ∫
0
µβ1(λ−µ)β2sβ1A1(µ,x1)s
β2
A2
(λ−µ,x2) dµ, (4.3)
where
β = β1 + β2 + 1, B(β1, β2)= Γ (β1 + β2 + 2)
Γ (β1 + 1)Γ (β2 + 1) , and x = (x1, x2).
By means of (4.3) one can obtain the Riesz kernel for the multi-dimensional MSO by
repeated d times convolution of sβ∆ with Riesz kernels of the two-dimensional magnetic
Schrödinger operator. What one needs here is a general result that the estimates of required
form behave nicely under this convolution.
Suppose that for some k  0 we already have the estimate∣∣sα;k(λ, x ′)∣∣ Cλk+l/2(1+√λ|x ′|)−α+k−κ , (4.4)
x ′ ∈ Rl+2k for the MSO in Rl+2k for all α > k and κ in a certain fixed interval κ0 − ε <
κ < κ0. We will show that for next convolution, sβ;k+1, the Riesz kernel for the MSO in
R
l+2k+2
, a similar estimate holds,∣∣sβ;k+1(λ, (x ′, u))∣∣ Cλk+1+l/2(1+√λ∣∣(x ′, u)∣∣)−β+k+1−κ ′ (4.5)
for β > k + 1, κ ′ < κ , u ∈R2, moreover, κ ′ can be taken arbitrarily close to κ .
To prove (4.5), substitute (4.2) and (4.4) into (4.3), taking some α = β1, β2 such that
(4.2) and (4.4) hold, and β1 + β2 + 1 = β . Then sβ;k+1(λ, (x ′, u)) is estimated by
λ−β
λ∫
0
µβ1+k+l/2(λ−µ)β2(1+√µ|x ′|)−β1+k−κ(1+√λ−µ|u|)−β2−4/3 dµ.
After the change of variables µ= λs, we majorate sβ;k+1(λ, (x ′, u)) by
λk+1+l/2
1∫
0
sβ1+k+l/2(1− s)β2+1(1+√sr1)−β1+k−κ(1+
√
1− sr2)−β2−4/3 ds,
(4.6)
where r1 =
√
λ|x ′|, r2 =
√
λ|u|. In these notations the inequality we need becomes
J (r1, r2) C
(
1+ (r21 + r22 )1/2)−β+k+1−κ ′ (4.7)
for the integral J (r1, r2) in (4.6), for β1 + β2 + 1 = β , β1 > k, β2 > 0.
Consider different regions of parameters r1, r2. If both r1, r2 are bounded, r1, r2  3,
then the integral is uniformly bounded, J (r1, r2) C. If r1  r2/2, r2  3, we split (0,1)
into sub-intervals (0,1− r−2) and (1− r−2,1). Therefore2 2
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( 1−r−22∫
0
(1− s)1/2β2+1/3 dsr−β2−4/32 +
1∫
1−r−22
(1− s)β2+1 ds
)
 cr−β2−4/32 ,
and for β1 = k + ε, ε > 0, β2 = β − β1 − 1, J (r1, r2) cr−β+k+1−4/3+ε2 we get (4.7).
In the third region, r2  r1/2, r1  3, the estimate is obtained similarly, by splitting the
interval (0,1) into the parts (0, r−21 ) and (r
−2
1 ,1).
Consider, finally, the region where r1, r2 are of the same order, r1/2 < r2 < 2r1, r−21 +
r−22  1. Split (0,1) into three sub-intervals and majorize J (r1, r2) by
r−21∫
0
sβ1+k+
l
2 ds +
1−r−22∫
r−21
s
β1
2 + 3k2 + l2− κ2 (1− s) β22 + 13 dsr−β1+k−κ1 r
β2− 43
2
+
1∫
1−r−22
(1− s)β2+1 ds.
Calculating the integrals for β1 = β2 = (β − 1)/2, using that r1 and r2 are of the same
order, we obtain (4.7), which concludes the proof of Theorem 3.
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