Abstract. Let Ω + ⊂ R n+1 be an NTA domain and let Ω − = R n+1 \ Ω + be an NTA domain as well. Denote by ω + and ω − their respective harmonic measures. Assume that Ω + is a δ-Reifenberg flat domain, for some δ > 0 small enough. In this paper we show that if ω + and ω − are mutually absolutely continuous and log
Introduction
In this paper we study a two phase problem for harmonic measure in R n+1 . The study of this type of problems has been a subject of thorough investigation in the last years. Roughly speaking, given two domains Ω + , Ω − ⊂ R n+1 whose boundaries have non-empty intersection, from the analytic properties of the respective harmonic measures ω + , ω − in ∂Ω + ∩ ∂Ω − , one wants to deduce some geometric properties of ∂Ω + ∩ ∂Ω − . For example, the recent works [AMT1] , [AMTV] , which solve a long standing conjecture of Bishop [Bi] , show that if ω + and ω − are mutually absolutely continuous in some subset E ⊂ ∂Ω + ∩ ∂Ω − , then ω + | E and ω − | E are nrectifiable measures, that is, they are concentrated in an n-rectifiable subset of E and they are absolutely continuous with respect to the Hausdorff n-dimensional measure H n . Recall that a set F ⊂ R d is called n-rectifiable if there are Lipschitz maps f i : R n → R d , i = 1, 2, . . ., such that (1.1) H n F \ i f i (R n ) = 0.
Let us remark that in a previous work, Kenig, Preiss, and Toro [KPT] had already shown that, under the additional assumption that Ω + and Ω − are non-tangentially accessible (NTA) domains such that Ω − = R n+1 \ Ω + , the mutual absolute continuity of ω + and ω − implies that they are concentrated in a set of Hausdorff dimension n, which is n-rectifiable in the particular case that it has locally finite Hausdorff n-dimensional measure. See also [AM] for another more recent work which extends this and other results in different directions, in particular it applies to more general domains and also to the case of elliptic measure associated to elliptic PDE's in divergence form associated with matrices with VMO type coefficients.
In other related problems of more quantitive nature one assumes stronger quantitative analytic conditions, and consequently one tries to obtain some rather precise quantitative geometric information. For instance, Kenig and Toro in [KT3] showed that, given two NTA domains Ω + , Ω − , so that Ω − = R n+1 \ Ω + and Ω + is δ-Reifenberg flat for some δ > 0 small enough, if ω + and ω − are mutually absolutely continuous and log dω − dω + ∈ VMO(ω + ), then ∂Ω + is vanishing Reifenberg flat. See Section 2.2 for the notions of NTA domain, Reifenberg flatness, vanishing Reifenberg flatness, and VMO. By analogy with what happens in the so called one-phase problem (when one has one domain Ω and assumes that its harmonic measure ω satisfies log dω dH n | ∂Ω ∈ VMO(H n | ∂Ω ), see [KT1] , [KT2] , [KT4] , [AMT2] ), one should expect that the above assumptions on Ω + and Ω − and their harmonic measures imply that the inner unit normal N of Ω + belongs to VMO(ω + ).
More recently, Engelstein [En] proved (among other results) that if one strengthens the VMO condition by asking log dω − dω + ∈ C α (ω + ) for some α > 0 (still under the δ-Reifenberg flat assumption) then the inner unit normal N of Ω + belongs to C α (ω + ) and Ω + is a C 1+α domain. His work uses Weiss type monotonicity formulas, among other tools, and such methods cannot be applied to the VMO case, as far as we know. Remark that if one does not impose the Reifenberg flat condition on Ω + , then there may be singular points in the boundary ∂Ω + , i.e. points whose blowups are not flat. In the recent papers [BET1] and [BET2] Badger, Engelstein and Toro have obtained very remarkable results about the structure of the singular set. First, in [BET1] they have proven the existence of some kind of stratification theorem for the singular set (just assuming that log dω − dω + ∈ VMO(ω + )), and then in [BET2] under the stronger condition log dω − dω + ∈ C α (ω + ) they have proven the uniqueness of the blowup at singular points. Again their methods rely strongly on the use of Weiss type monotonicity formulas which, apparently, are not useful in the VMO case. It is also worth mentioning that the work [AMT3] contains a kind of quantitative version of the solution of the two phase problem in [AMT1] and [AMTV] described above.
In the current paper we solve the aforementioned open problem on the regularity of inner normal to the boundary under the assumption that log dω + dω − ∈ VMO(ω + ). More precisely, we obtain the following result. Theorem 1.1. Let Ω + ⊂ R n+1 be a bounded NTA domain and let Ω − = R n+1 \ Ω + be an NTA domain as well. Denote by ω + and ω − the respective harmonic measures with poles p + ∈ Ω + and p − ∈ Ω − . Suppose that Ω + is a δ-Reifenberg flat domain, with δ > 0 small enough. Suppose also that ω + and ω − are mutually absolutely continuous and that log dω − dω + ∈ VMO(ω + ).
Then the inner normal N (x) exists at ω + -almost every x ∈ ∂Ω + and N ∈ VMO(ω + ).
When Ω + is a chord-arc domain (i.e., an NTA domain with n-AD regular boundary) we derive the following corollary. In particular, under the assumptions of Corollary 1.2, the preceding result implies that Ω + is a Reifenberg flat domain with vanishing constant by the results in [HMT] , which had already been proved previously by Kenig and Toro in [KT3] by other methods.
We remark that the analogous theorem and corollary for unbounded NTA domains with poles at ∞ also hold and can be obtained by similar techniques. However, for the sake of brevity we will only write the detailed arguments in our paper assuming Ω + to be bounded. We also point out that almost the same proof of Theorem 1.1 shows that, if instead of assuming log dω − dω + ∈ VMO(ω + ), one assumes some local BMO(ω + ) norm of log dω − dω + to be small enough, then one gets smallness for some local BMO(ω + ) norm of the inner unit normal of ∂Ω + . The same happens regarding Corollary 1.2. See Theorem 3.15 the precise statement.
The proof of Theorem 1.1 relies on three basic ingredients: first, it is essential to use the information provided by the solution of the two phase problem for general domains satisfying the so-called capacity density condition (CDC) in the work [AMT1] . See Theorem 2.2 below. This result implies that, under the assumptions of Theorem 1.1, ω + and ω − are rectifiable measures concentrated in the set of tangent points for ∂Ω + .
The second main ingredient for the proof of Theorem 1.1 is the availability of suitable jump identities for the Riesz transform. Let us remark that Bortz and Hofmann already realized in [BH] that such identities are useful in connection with two phase problems for harmonic measure. Their work deals with a somewhat different problem: assuming that ∂Ω + is uniformly n-rectifiable and that the measure theoretic boundary of Ω + has full surface measure and that both log [BH] it is shown that N ∈ VMO(H n | ∂Ω + ). The same result had been obtained earlier by Kenig and Toro in [KT3] under the somewhat stronger assumption that Ω + and Ω − are chord-arc domains by using blowup methods. We also recall that some of the arguments in [AMT2] also rely on the jump identities for the Riesz transform.
To our knowledge, the assumptions in Theorem 1.1 do not ensure that the surface measure H n | ∂Ω + is locally finite (to this end, see a related example in [AMT3, Section 7] , which shows that there exist planar NTA domains whose boundary has non-σ finite length, and whose harmonic measure is concentrated in a dense rectifiable subset of the boundary). This does not allow the application of the rather classical jump formulas for Riesz transforms for chord arc domains, such as the ones from [HMT] . Instead, in our work we use the more general formulas obtained recently by the second author of this paper in [To2] , which are valid for arbitrary n-rectifiable sets.
The third main tool to prove Theorem 1.1 is the rectifiability criterion for general Radon measures in terms of Riesz transforms obtained by Girela-Sarrión and Tolsa in [GT] by using techniques inspired by the solution of the David-Semmes problem in [NToV] and the previous related work [ENV] . The application of such criterion is essential to prevent the degeneracy of the n-dimensional density of harmonic measure in suitable big pieces of sets in some key estimates. Notice that the use of this criterion is also one of the essential tools in the works [AMT1] and [AMTV] . An interesting novelty in the present paper is that to obtain the required big piece where the density of harmonic measure does not degenerate we apply that criterion in an iterated way. See also [AHM 3 TV], [MT] , and [GMT] for other applications of the solution of the David-Semmes problem to questions in connection with harmonic measure.
Next we turn our attention to the jump formulas mentioned above. Since the work [To2] has not been and will not be published in any journal, we have decided to include the proof of the main result in [To2] in the Appendix A of the current paper. To describe such result we need to introduce some notation. Let K : R n+1 \ {0} → R (or K : R n+1 \ {0} → R n+1 ) be an odd Calderón-Zygmund kernel satisfying
where H is homogeneous of degree 0. Given a signed Radon measure ν in R n+1 we denote
whenever the integral makes sense, and for ε > 0
and also pv T ν(x) = lim ε→0 T ε ν(x), whenever the last limit exists. For a point x ∈ R n+1 , a unit vector u, and an aperture parameter a ∈ (0, 1) we consider the one sided cone with axis in the direction of u defined by
If H n (E) < ∞ (or H n | E is locally finite) and E is n-rectifiable, it is well known that there is a unique approximate tangent n-plane at H n -a.e. x ∈ E (see Section 2.1 for this notion). We denote by L x the approximate tangent n-plane at x and by N x a unit vector orthogonal to L x . We also write
As mentioned above, the n-plane L x is uniquely defined for H n -a.e. x ∈ E. On the other hand, for H n -a.e. x ∈ E there are two possible choices for N x , depending on the sense of the normal to L x that one chooses. For us, the choice x → N x does not matter as soon as it is H n -measurable (or Borel, say if E is Borel).
Fix
. We define the non-tangential limits
T b|x−y| ν(y), whenever they exist. Note that we use the truncated operators T b|x−y| in these definitions, which may appear rather unusual. On the other hand, if x is a tangent point for E (see Section 2.1) and supp ν ⊂ E, then we can replace T b|x−y| ν(y) by T ν(y) in the above definitions.
Theorem 1.3. Let T be the operator associated with an odd Calderón-Zygmund kernel of homogeneity −n satisfying (1.2). Let E ⊂ R n+1 be an n-rectifiable set and let ν ∈ M (R n+1 ). For fixed a ∈ (0, 1) and b ∈ (0, √ 1 − a 2 ) as above, the non-tangential limits T + ν(x), T − ν(x), and the principal value pv T ν(x) exist for H n -a.e. x ∈ E and moreover the following identities hold for H n -a.e. x ∈ E too:
and
where f is the density
where L(N x ) is the hyperplane orthogonal to N x through the origin.
We remark that for (1.6) to hold, we assume H n to be defined with a normalization factor so that it coincides with n-dimensional Lebesgue measure on any hyperplane. Further, we understand that dν dH n | E is the density of the absolute continuous part of ν with respect to H n | E . In the particular case when K is the n-dimensional Riesz kernel, i.e., K(x) = x |x| n+1 , it easily follows that
where ω n is the n-dimensional volume of the unit sphere in R n+1 . For additional remarks, as well as for the proof of Theorem 1.3, see the Appendix A.
Preliminaries
We denote by C or c some constants that may depend on the dimension n and perhaps other fixed parameters. Their value may change at different occurrences. On the other hand, constants with subscripts, like C 0 , retain their value at different occurrences. For a, b ≥ 0, we write a b if there is C > 0 such that a ≤ Cb. We write a ≈ b to mean a b a and define a ≈ t b similarly.
2.1. Measures, rectifiability, and tangents. All measures in this paper are assumed to be Borel measures. A measure µ in R d is called doubling if there is some constant C > 0 such that
The measure µ is called n-AD regular (or n-Ahlfors-David regular) if
for all x ∈ supp µ and 0 < r ≤ diam(supp µ).
Obviously, n-AD regular measures are doubling. A set E ⊂ R d is called n-AD regular if H n | E is n-AD regular. In case that µ satisfies the second inequality in (2.1), but not necessarily the first one, we say that µ has n-polynomial growth.
Recall the definition of n-rectifiable sets in (2.2). Analogously, one says that a measure µ is n-rectifiable if if there are Lipschitz maps
and moreover µ is absolutely continuous with respect to H n . An equivalent definition for rectifiability of sets and measures is obtained if we replace Lipschitz images of R n by possibly rotated n-dimensional graphs of C 1 functions. A measure µ in R d is called uniformly n-rectifiable (UR) if it is n-AD-regular and there exist constants θ, M > 0 such that for all x ∈ supp µ and all 0 < r ≤ diam(supp µ) there is a Lipschitz mapping g from the ball B n (0, r) in R n to R d with Lip(g) ≤ M such that µ(B(x, r) ∩ g(B n (0, r))) ≥ θr n .
A set E is called uniformly n-rectifiable if the measure H n | E is uniformly n-rectifiable. The notion of uniform n-rectifiability is a quantitative version of n-rectifiability introduced by David and Semmes (see [DS] ). It is very easy to check that uniform n-rectifiability implies n-rectifiability. We say that E ⊂ R n+1 has a tangent n-plane at x ∈ E (and we say that x is tangent point for E) if there exists a unit vector u such that, for all a ∈ (0, 1), there exists some r 0 > 0 such that
The n-plane L orthogonal to u through x is called a tangent n-plane at x.
We say that E has an approximate tangent n-plane at x ∈ E if there exists a unit vector u such that, for all a ∈ (0, 1),
The n-plane L orthogonal to u through x is called approximate tangent n-plane. Recall that if H n (E) < ∞ (or H n | E is locally finite) and E is n-rectifiable, then there is a unique approximate tangent n-plane at H n -a.e. x ∈ E.
2.2. NTA and Reifenberg flat domains. Let Ω ⊂ R n+1 . We say that Ω satisfies the Harnack chain condition if there are positive constants c(Ω) and R such that for every ρ > 0, Λ ≥ 1, and every pair of points x, y ∈ Ω with dist(x, ∂Ω), dist(y, ∂Ω) ≥ ρ and |x
The chain of balls is called a Harnack chain.
Note that if such a chain exists, then u(x) ≈ u(y), with the implicit constant depending on m. For C ≥ 2, Ω is a C-corkscrew domain if for all ξ ∈ ∂Ω and r ∈ (0, R(Ω)) there are two balls of radius r/C contained in B(ξ, r) ∩ Ω and B(ξ, r)\Ω respectively. If B(x, r/C) ⊂ B(ξ, r)∩Ω, we call x a corkscrew point for the ball B(ξ, r). Finally, we say that Ω is C-non-tangentially accessible (or C-NTA, or just NTA) if it satisfies the Harnack chain condition and is a C-corkscrew domain. We say Ω is two-sided C-NTA if both Ω and Ω ext := (Ω) c are C-NTA. Finally, it is chord-arc if, additionally, ∂Ω is n-AD-regular.
NTA domains were introduced by Jerison and Kenig in [JK] . In this work, the behavior of harmonic measure in this type of domains was studied in detail. Among other results, the authors showed that harmonic measure is doubling in NTA domains, and its support coincides with the whole boundary.
Given a set E ⊂ R n+1 , x ∈ R n+1 , r > 0, and P an n-plane, we set
We also define
where the infimum is over all d-planes P . Given δ, R > 0, set E is (δ, R)-Reifenberg flat (or just δ-Reifenberg flat) if D E (x, r) < δ for all x ∈ E and 0 < r ≤ R, and is vanishing Reifenberg flat if
Let Ω ⊂ R n+1 be an open set, and let 0 < δ < 1/2. We say that Ω is a (δ, R)-Reifenberg flat domain (or just δ-Reifenberg flat) if it satisfies the following conditions:
(a) ∂Ω is (δ, R)-Reifenberg flat.
(b) For every x ∈ ∂Ω and 0 < r ≤ R, denote by P (x, r) an n-plane that minimizes Θ E (x, r). Then one of the connected components of
is contained in Ω and the other is contained in R n+1 \ Ω.
If, additionally, ∂Ω is vanishing Reifenberg flat, then Ω is said to be vanishing Reifenberg flat, too. It is well known that if Ω is a δ-Reifenberg flat domain, with δ small enough, then it is also an NTA domain (see [KT1] ).
2.3. The space VMO. Given a Radon measure µ in R n+1 , f ∈ L 1 loc (µ), and A ⊂ R n+1 , we write
Assume µ to be doubling. We say that f ∈ VMO(µ) if
It is well known that the space VMO coincides with the closure of the set of bounded uniformly continuous functions on supp µ in the BMO norm.
Dyadic lattices and densities.
To prove Theorem 1.1 we will use a dyadic decomposition of ∂Ω + to obtain the VMO estimates by some iteration argument. In [Ch] Michel Christ introduced a dyadic decomposition of the support of a doubling Radon measure in certain metric spaces which in particular applies to our case. We state below the precise result applied to our particular situation when the metric space is the boundary of the domain Ω + in Theorem 1.1 and the doubling measure is ω + .
Theorem 2.1 (see [Ch, Theorem 11] 
, and the following holds:
We say that Q ∈ D k is a dyadic cube of generation k, and write ℓ(Q) := r k 0 . We call ℓ(Q) the side length of Q.
Whenever we want to control the BMO(ω + ) norm of a function, it is not enough to study − Q |f − m ω + ,Q f | 2 dω + in dyadic cubes Q, since there may be balls that are not included in any of those cubes with a comparable diameter. In the Euclidean space it is enough to take dilations of the cubes. The drawback is that these dilated cubes do not have a lattice structure. To deal with this technical issue we will take unions of neighboring cubes, so that every such union decomposes in dyadic cubes at every scale. The definition in the Euclidean space of neighboring cubes is quite simple: two cubes are neighboring if their closures intersect. In Christ's decomposition we have to be a little more careful.
We say that two cubes Q, S ∈ D k are neighbors, writing S ∈ N (Q), if
cube of generation k, and write ℓ(P ) := r k 0 . Many of our arguments on cubes will need to be applied both to the dyadic and the extended cubes. We write
We refer as cubes to both the dyadic and the extended cubes.
We need also to introduce "dilations" of cubes. Given Q ∈ D k and Λ > 1, we write
So Θ µ (B) is the n-dimensional density of µ on B and P µ (B) is some kind of smoothened version of this density. Analogously, given Q ∈ D, we denote
2.5. The two phase problem for harmonic measure in domains satisfying the CDC. For n ≥ 2, let Ω ⊂ R n+1 be open. We say that the capacity density condition (or CDC) holds if there exists constants c(Ω), R(Ω) > 0 such that
for all x ∈ ∂Ω and 0 < r ≤ R(Ω),
where Cap stands for the Newtonian capacity. It is easy to check that any NTA domain satisfies the CDC.
Next we record the precise result from [AMT1] regarding the solution of the two-phase problem for harmonic measure for domains satisfying the CDC:
be open and let Ω − = Ω + c . Assume that Ω + , Ω − are both connected, satisfy the CDC, and ∂Ω + = ∂Ω − . Let ω ± be the respective harmonic measures of Ω ± . Let E ⊂ ∂Ω + be such that ω + and ω − are mutually absolutely continuous in E. Then there exists an n-rectifiable subset E ′ ⊂ E such that all points from E ′ are tangent points for ∂Ω + and E ′ has full harmonic measure in E, that is,
Consider now two NTA domains Ω + , Ω − ⊂ R n+1 satisfying the assumptions of Theorem 1.1. By Theorem 2.2 there exists a Borel set F ⊂ ∂Ω + satisfying the following:
(a) F is n-rectifiable and has full harmonic measure (both for ω + and ω − ), (b) all points from F are tangent points for ∂Ω + , and (c) F is is dense in ∂Ω + . The first two statements are a direct consequence of Theorem 2.2, while the last one follows from the fact that supp ω + = supp ω − = ∂Ω + .
By the definition of tangent points, for every x ∈ F and a ∈ (0, 1), there exists some r 0 = r 0 (a, x) such that
where N x is one of the two possible choices of the normal to the tangent n-plane of ∂Ω + at x, and to shorten notation we wrote
. Assume a ≪ 1 (to be chosen in a moment depending on the NTA constant of Ω ± ). By connect-
⊂ Ω − , and the same happens for X − a (x, N x , r). On the other hand, X + a (x, N x , r) and X − a (x, N x , r) cannot be both contained in Ω + , because otherwise Ω − ∩ B(x, r) ⊂ R n+1 \ X a (x, N x , r), which would violate the interior corkscrew condition for Ω − assuming a small enough. Analogously, X + a (x, N x , r) and X − a (x, N x , r) are not both contained in Ω − . Thus, we may (and will) assume, by interchanging
Further, it is immediate to check that once N x is chosen so that this happens, then the same property will hold for all cones with arbitrary aperture a ∈ (0, 1) and small enough radius.
2.6. Riesz transform and jump identities. Given a signed Radon measure ν in R d we consider the n-dimensional Riesz transform
whenever the integral makes sense (for example, when ν has bounded support and x ∈ supp ν). For ε > 0, the ε-truncated Riesz transform is given by
and we set
If µ is a fixed Radon measure and f ∈ L 1 loc (µ), we also write
whenever these notions make sense. We say that R µ is bounded in L 2 (µ) if the operators R µ,ε are bounded in L 2 (µ) uniformly on ε > 0. Recall that if µ has n-polynomial growth and R µ is bounded in L 2 (µ), then R is bounded from the space of finite signed Radon measures M (R d ) to L 1,∞ (µ). This means that, for every ν ∈ M (R d ) and every t > 0,
with C uniform on ε > 0. Recall also that if E ⊂ R d is n-rectifiable, then the principal values
exist for H n -a.e. x ∈ E. See [To3, Chapters 2 and 8] for the detailed proofs of the latter results, for example. Abusing notation, we will also write Rν(x) instead of pv Rν(x).
Assume now that we are under the assumptions of Theorem 1.1. Let F be the set of tangent points for ∂Ω + described just after Theorem 2.2. Recall that this set is n-rectifiable, has full measure ω + and ω − , and both ω + and ω − are mutually absolutely continuous with H n on F . Consider an arbitrary Borel subset F ′ ⊂ F such that H n (F ′ ) < ∞. From the definition, it is clear that the tangent points for ∂Ω + that belong to F ′ are also tangent points for F ′ . By the discussion at the end of Section 2.5, to each x ∈ F ′ we can assign the inner normal vector N x to ∂Ω + so that (2.4) holds for r > 0 small enough. Then, according to Theorem 1.3, for H n -a.e. x ∈ F ′ (and thus for ω + -a.e. and ω − -a.e. x ∈ F ′ ) and any signed measure ν, the non-tangential limits R + ν(x) and R − ν(x) defined in (1.3) exist and satisfy
and (2.6)
2 N x for the Riesz kernel (see Appendix A). Observe now that, since F ′ is n-rectifiable and has finite H n measure,
where c n is the n-dimensional volume of the unit ball in R n . As a consequence, for
where the last identity consists of the definition of the n-dimensional density of ν at x. So we can rewrite (2.6) as follows, for H n -a.e. x ∈ F ′ :
Finally, notice that since F ′ is an arbitrary Borel subset of F with finite H n measure, the identities (2.5) and (2.7) hold for H n -a.e. x ∈ F , or equivalently for ω + -a.e. and ω − -a.e. x ∈ ∂Ω + . Observe also that for all x ∈ ∂Ω + which are tangent points for ∂Ω + (in particular for x ∈ F ), if supp ν ⊂ ∂Ω + , then, for all y ∈ X a (x) close enough to x, and b ∈ (0, √ 1 − a 2 ), we have R b|x−y| ν(y) = Rν(y). Thus,
Rν(y).
2.7. Riesz transform and rectifiability. For a signed measure ν in R n+1 , we consider the maximal operator
Given an n-plane L ⊂ R n+1 , a (positive) measure µ, and a ball B ⊂ R n+1 , we denote
This coefficient measures how close is µ to the n-plane L in the ball B.
The following theorem is a consequence of the main result in [GT] . For the precise statement below and the arguments that show how to deduce this from [GT] , see [AMT1, Theorem 3.3] .
Theorem 2.3. Let µ be a Radon measure in R n+1 and B ⊂ R n+1 a ball with µ(B) > 0 so that the following conditions hold:
There is some n-plane L passing through the center of B such that, for some constant
Then there exists some constant θ > 0 such that if δ 0 , τ are small enough (depending on C 0 and C 1 ), then there is a uniformly n-rectifiable set Γ ⊂ R n+1 such that
The UR constants of Γ depend on all the constants above.
2.8. A T 1 theorem for Riesz transforms involving suppressed kernels. The following theorem follows easily from the T b theorem with suppressed kernels of Nazarov, Treil, and Volberg [NTV] .
with c depending only on n and d.
The precise arguments to reduce this result to the aforementioned theorem of Nazarov, Treil, and Volberg are quite similar to the ones from the proof of Theorem 3.3 from [AMT1] . However, for the convenience of the reader we show the details.
Proof. For p 1 , p 2 > 0 to be fixed below, consider the sets
Note that H 1 and H 2 are open sets. Next we will show that, for p 1 and p 2 big enough, H 1 ∪ H 2 ⊂ G c . Notice first that if y ∈ H 1 , then there is x ∈ E 1 p 1 so that y ∈ B(x, ρ 1 (x)), and so
We conclude that H 1 ⊂ G c , if we choose p 1 so that p 1 > 2 n . We turn our attention to H 2 . If y ∈ H 2 \ H 1 , then there exists x ∈ E 2 p 2 so that y ∈ B(x, ρ 2 (x)). We will prove that (2.9)
where C n > 0 is some absolute constant depending only on the dimension. Indeed, we have that
Notice now that
where the second inequality follows form the fact that y ∈ H 1 . It just remains to handle I 3 . To this end, we write
where in the last inequality we used that y ∈ H 1 . This concludes the proof of (2.9). Therefore,
and the associated "suppressed kernel"
We consider the operator R Φ,µ defined by
and its ε-truncated version (for ε > 0)
We also set
We say that R Φ,µ is bounded in L 2 (µ) if the operators R Φ,ε,µ are bounded in L 2 (µ) uniformly on ε > 0. We now prove that (2.10)
for all x ∈ R n+1 . To do so, we need the following lemma whose proof can be found in [To3, Lemma 5.5].
Lemma 2.5. Let x ∈ R n+1 and r 2 ≥ 0 so that µ(B(x, r)) ≤ A 1 r n for r ≥ r 2 and
for all ε > 0 and some constant C depending only on n.
By Lemma 2.5 for A 1 = p 1 C 0 , A 2 = p 2 C 0 and r 2 = max{ρ 1 (x), ρ 2 (x)}, we obtain (2.10). We further apply the T b theorem for suppressed operators by Nazarov, Treil, and Volberg [NTV] (see also Corollary 5.33 in [To3] ) and it follows then that R Φ,µ :
3. Proof of Theorem 1.1 and Corollary 1.2
Throughout this section we assume that we are under the assumptions of Theorem 1.1, unless stated otherwise, and we denote h = dω − dω + . We will use the jump identities proved in Theorem 1.3, and more precisely the results described in Section 2.6. On the other hand, Theorem 1.3 is proven in the Appendix A, and the arguments for this theorem are independent of the ones in this section. At the end of the current section we will show how to deduce Corollary 1.2 from Theorem 1.1.
3.1.
The function h as a Muckenhoupt weight.
Lemma 3.1. Let Ω + ⊂ R n+1 be an NTA domain and let Ω − = R n+1 \ Ω + . Denote by ω + and ω − the respective harmonic measures with poles p + ∈ Ω + and p − ∈ Ω − . Suppose also that ω + and ω − are mutually absolutely continuous and suppose that h = dω − dω + satisfies log h ∈ VMO(ω + ).
Let us remark that ω + | Q 0 is a doubling measure. This follows easily from the fact that ω + is doubling and the properties of the lattice D.
Proof. Given f ∈ L 1 loc (ω + ) and Q ∈ N D, we write f * ,Q := sup
From the John-Nirenberg inequality we know that
(see [Bu, Theorem 0.4 
] for instance).
Being log h ∈ VMO is equivalent to
for every P ∈ N D with ε(ℓ) ℓ→0 −−→ 0. In particular, log h * ,Q ≤ ε(Cℓ(Q)) for every Q ∈ D. We want to see that
for every ball B centered at Q 0 , which is equivalent to showing the same inequality with both integrals over all possible Q ∈ N D contained in Q 0 . Let us write a Q := e − Q log h dω + . Applying the John-Nirenberg inequality to f = log h and
In particular, we obtain
On the other hand, Jensen's inequality gives
Estimate (3.2) also giveŝ
Therefore, by the doubling condition of ω + we get
as wished.
Remark 3.2. The same calculations above hold for any dilation ΛQ of Q ∈ D (with Λ > 1) such that ΛQ ⊂ Q 0 . In particular, the coefficient
as in (3.3), with constants independent of Λ.
3.2. The good sets G ΛQ and G ΛQ . For every Q ∈ D and Λ ≥ 1, let us define the good set
As ℓ(ΛQ) → 0 it turns out that
Indeed, by Chebyshev's inequality, for any δ 1 ≤ 1/2 we get
and using Jensen's inequality and (3.1) we get that
Proof. Using the definition of G ΛQ , (3.4) and (3.5) we get
To control the last term, we recall that h| Q 0 is a local A 2 weight for any Q 0 ∈ D with small enough side length, and so h| ΛQ satisfies a reverse Hölder inequality with exponent p (depending on the A 2 constant) if ℓ(ΛQ) is small enough too. Using also (3.5) we obtain
assuming ε(ℓ(ΛQ)) small enough for the last inequality.
Remark 3.4. Applying the preceding lemma to 2ΛQ, we infer that
Together with (3.6), this implies that
Next we consider the set
with δ 2 > 0 and c 1 > 0 to be fixed below. Here we denoted by M ω + the centered maximal Hardy-Littlewood operator
Lemma 3.5. Let δ 1 , δ 2 ∈ (0, 1/2). For every x ∈ G ΛQ with ℓ(ΛQ) ≤ ℓ 0 , and for B = B(x, r) with 0 < r < ℓ(ΛQ)/2 we have
Proof. Let x ∈ G ΛQ . By the definition of G ΛQ and (3.4), we get
Also by the definition of G 2ΛQ and (3.7),
Using the fact that for x ∈ G ΛQ we have M ω + (χ 2ΛQ\G 2ΛQ )(x) ≤ δ 2 , we get that
proving (a).
On the other hand, let g ± be the Green function of Ω ± with pole at p ± and consider the functional
By the well known Alt-Caffarelli-Friedman monotonicity formula [ACF, Lemma 5 .1], this functional is non-decreasing in r. Therefore, γ(x, r) ≤ γ(x, ℓ(ΛQ)). Moreover, by [KPT, Theorem 3 .13] we have that
Combining this estimate with the monotonicity of γ we get
Together with (a), this gives (b).
with ε(ℓ 0 )
Proof. We will estimate ω + (ΛQ \ G ΛQ ). First, note that by the weak (1, 1) inequality for the maximal operator, Lemma 3.3, and (3.7), we get
On the other hand, again by the weak (1, 1) boundedness of M ω + and by (3.5) we obtain
Combining the previous estimates we get, for δ 1 small enough,
Choosing for instance ℓ 0 (δ 1 , δ 2 ) so that ε(ℓ 0 ) ≤ (δ 1 δ 2 ) 2 , then for every ΛQ with ℓ(ΛQ) ≤ ℓ 0 we derive
Lemma 3.7. For some δ > 0, let Ω ⊂ R n+1 be a bounded (δ, R)-Reifenberg flat domain and ω its associated harmonic measure. Given
Also,
Proof. The first assertion is an immediate consequence of [KT1, Theorem 4.1] and the second follows from the first one. Indeed, writing B = B(x, r) we have that
The last sum converges whenever nγ 0 < 1, which is granted whenever the Reifenberg condition is small enough.
Remark 3.8. For definiteness, we will assume that the Reifenberg flat constant of Ω ± is small enough so that we can take nγ 0 ≤ 1/2 in the preceding lemma.
Remark 3.9. If x ∈ Ω − , then K(x−·) = x−· |x−·| n+1 is harmonic in Ω + and continuous in its closure. Hence, by the definition of harmonic measure,
Hence, for any tangent point x ∈ ∂Ω + , (3.9)
Lemma 3.10. Let Λ ≥ 1. Then we have
The analogous estimate also holds replacing ω + by ω − .
Proof. By Lemma 3.5 we have
So we only need to estimate R * (χ 2ΛQ ω + )(x). To this end, given 0 < ε ≤ Λℓ(Q), consider a point x ′ ε ∈ B(x, ε) \ Ω + such that dist(x ′ ε , ∂Ω + ) ≈ ε (this point exists because of the exterior corkscrew condition of Ω + ). Consider also the analogous point x ′ Λℓ(Q) . Then we have, by Remark 3.9,
. By standard Calderón-Zygmund estimates, we have , ε) ) and by Lemma 3.10 we get
. It is also easy to check that
So we deduce that
Observe now that, by the first statement in Lemma 3.7 (with γ 0 = 1/2),
From the preceding estimates we infer that
Using also that R ε (χ 2ΛQ ω + )(x) = 0 for all x ∈ ΛQ when ε > diam(2ΛQ), we deduce that R * (χ 2ΛQ ω + )(x) Θ ω + (ΛQ) for all x ∈ G ΛQ , and the proof the lemma is concluded.
Lemma 3.11. Let Λ ≥ 1 and assume ℓ(Q) small enough, depending on Λ.
The analogous statement also holds replacing ω + by ω − .
Proof. This is an immediate consequence of Lemma 3.10 and Theorem 2.4 applied to µ = ω + | 2ΛQ and G = G ΛQ .
Lemma 3.12. Given ε ′ > 0, assume that Λ is big enough and ℓ(Q) small enough (both depending on ε ′ ). Then
Proof. Recall that, by (2.7), for ω + -a.e. x,
for some absolute constant c ′ n > 0. Notice that the second identity in (3.9) implies that (3.12) R
To prove the lemma, it suffices to show that (3.13)ˆQ
To this end, we split
To estimate the term I 1 notice first that, for all x ∈ Q ∩ G ΛQ , using the jump formulas (2.5), (3.11), and Lemma 3.10,
Recall also that R ω + is bounded in L 2 (ω + | G ΛQ ) with norm at most CΘ ω + (ΛQ) (see Lemma 3.11), and thus also bounded from 
using also Lemma 3.3, we get
Then,
Hence, choosing t = (δ 1 ) 1/2 , we obtain
Next we will estimate the term I 2 in (3.14). To this, notice that for all x, x ′ ∈ Q ∩ G ΛQ we have
By Lemma 3.7,
and analogously replacing ω + by ω − . Hence,
Plugging this estimate into (3.15) and averaging over all x ′ ∈ Q∩ G ΛQ , we infer that the integrand in the term I 2 is at most CΛ −1 Θ ω + (Q) 2 , and thus
Now we turn our attention to I 4 . Observe that, by Lemma 3.7, for all x ∈ Q ∩ G ΛQ ,
For I 3 the arguments are similar: as in (3.16), we have
Therefore,
Gathering the estimates obtained for I 1 , . . . , I 4 , the estimate (3.13) follows, with
which is as small as wished if Λ is taken big enough and then ℓ(Q), and thus δ 1 , small enough.
Lemma 3.13. Given ε ′′ > 0, assume that Λ is big enough and ℓ(Q) small enough (both depending on ε ′′ ). ThenˆQ
Proof. From (2.5), (2.6), and the first identity in (3.9) we infer that, for ω + a.e. x ∈ ∂Ω + ,
Therefore, for ω + a.e. x, x ′ ∈ ∂Ω + ,
Averaging for x ′ ∈ Q ∩ G ΛQ , we deduce that
From the estimate (3.16), it follows easily that
Thus,
Then, by Lemma 3.12,
which proves the lemma, with
3.3. Non-degeneracy of the density of ω + in a big piece of Q ∩ G ΛQ . Consider Q ∈ D and G ΛQ , G ΛQ as above. Observe that if Q ∈ N D and Q ′ is any of the cubes from D of the same generation as Q that forms Q, then Θ ω + (Q ′ ) ≈ Θ ω + (Q), by the doubling property of ω + . Given 0 < τ ≪ 1, we denote by LD τ the family of maximal cubes P ∈ D such that P ⊂ Q and Θ ω + (P ) ≤ τ Θ ω + (Q). The notation LD stands for "law density". We also denote
, and by the maximality of P , the father P ′ ∈ D of P satisfies Θ ω + (P ′ ) > τ Θ ω + (Q) and, since ω + is doubling,
Lemma 3.14. For all ε 1 > 0, there exists some constant τ = τ (ε 1 ) ∈ (0, 1/10) such that
Proof. We assume that τ is of the form τ = λ M , for some 0 < λ ≪ 1 and some integer M ≫ 1 to be fixed below (λ only depends on n and other fixed parameters, while M depends on τ and thus on ε 1 ). For 1 ≤ k ≤ M , we denote
We also set LD 0 = {Q} and LD 0 = Q. Observe that any cube from LD k is contained in some cube from LD k−1 , and so LD k ⊂ LD k−1 . The lemma is an easy consequence of the following:
Claim 1. Suppose that λ is small enough. Then there exists some η ∈ (0, 1) such that for every
From this claim it follows that
and thus
which proves the lemma if M is big enough.
To prove the claim above we intend to apply Theorem 2.3 to the ball B = 1 2 B P (recall that B P is the ball associated with P introduced in Theorem 2.1) and the measure ω + . First we will check that the assumptions in that theorem hold. The second statement in Lemma 3.7 ensures that P ω + (B) ≤ C Θ ω + (B), and thus the assumption (a) in Theorem 2.3 is satisfied. On the other hand, the condition (b) is an immediate consequence of the δ-Reifenberg flatness of Ω + , assuming δ small enough.
To check the condition (c) in Theorem 2.3, for some A > 1 to be fixed below depending just on λ we take G B = G AP ∩ B, with G AP defined just after Remark 3.4 (with Q, Λ replacing P, A). Observe that Lemma 3.6 implies that
Further, taking into account that
by Lemma 3.10, with Q = P , it follows that
By Lemma 3.7, we have
with γ 0 as small as wanted if the Reifenberg flat constant is small enough. In particular, if the Reifenberg constant is small enough (depending only on A and thus on λ), then A γ 0 n = 2 and thus Θ ω + (AP ) ≈ Θ ω + (P ) and so (c) holds. The last assumption (d) is a direct consequence of Lemma 3.13 applied to P . Indeed,
with ε ′′ as small as wished (assuming ℓ(Q) small enough and A big enough).
The application of Theorem 2.3 ensures the existence of a uniformly n-rectifiable set Γ ⊂ R n+1 such that
for some fixed θ > 0, with the UR constants of Γ uniformly bounded. Claim 1 is an easy corollary of this fact. Indeed, let I denote the subfamily of cubes from LD k+1 which intersect G B ∩ Γ (and thus are contained in P ). Consider a subfamily J ⊂ I such that
• the balls 2 B R , R ∈ J, are pairwise disjoint, and
Then, using the fact that Θ ω + (6 B R ) ≈ Θ ω + (R) λΘ ω + (P ) for R ∈ J, we get
By the n-AD regularity of Γ and the fact that B R ∩ Γ = ∅ for R ∈ J, we derive
and thus, using the fact that the balls 2 B R are disjoint and contained in some fixed multiple of B P , and the n-AD regularity of Γ again, we get
Plugging this estimate into (3.17) and choosing λ ≪ θ, we obtain
In particular, this shows that ω + (P \LD k+1 ) θ ω + (P ) and proves the claim, and the lemma.
Notice that in the argument above the Reifenberg flatness constant asked for Ω + does not depend on τ . Instead, it depends on λ and thus just on n. This is an important point in our proof, because to show that
we need to take τ → 0.
3.4. End of the proof of Theorem 1.1. Given two non-zero vectors u, v ∈ R n+1 , we have
Obviously, the same estimate is valid in the case v = 0, replacing v |v| by 0. Applying this inequality
where
Using the fact that Θ(x, ω + ) ≥ τ Θ ω + (Q) in Q ∩ G ΛQ \ LD τ and Lemma 3.12, we obtain
Therefore, taking also into account Lemmas 3.6 and 3.14,
where ε 0 = cδ 1 − ε(ℓ 0 ). Thus, given any ε 2 > 0, choosing appropriately the parameters ε 0 , ε 1 , and ε ′ , and taking ℓ(Q) small enough, we infer that
Given any ball B centered at ∂Ω + with small enough radius, there exists some Q ∈ D such that B ∩ ∂Ω + ⊂ Q and ℓ(Q) ≈ r(B). 
where all the balls B in the first supremum are assumed to be centered at ∂Ω + . So we have N ∈ VMO(ω + ).
3.5. Proof of Corollary 1.2. Let Ω + , Ω − be as in Corollary 1.2. We have to show that N ∈ VMO(H n | ∂Ω + ). Since we are assuming that Ω + is a chord-arc domain, it follows that ω + is an A ∞ weight with respect to the surface measure σ ≡ H n | ∂Ω + , by results due independently to David and Jerison [DJ] and to Semmes [Se] .
Consider an arbitrary ball B centered at ∂Ω + with r(B) ≤ diam(Ω + ). By Theorem 1.1, we know thatˆB
with ε 3 (r) → 0 as r → 0. Let
By Chebyshev we deduce that
Hence, by the A ∞ property of ω + , given an arbitrary ε 4 > 0, if r(B) is small enough (and thus ε 3 (r(B)) 1/2 small enough), then σ(E) ≤ ε 4 σ(B). Therefore, 
for any ball B centered at ∂Ω + with radius small enough.
Appendix A. Jump formulas for singular integral operators A.1. Some remarks.
• Write ν = ν abs + ν s , where ν abs is absolutely continuous with respect to H n | E and ν s is singular with respect to
• If E has a (classical) tangent n-plane at x and supp ν ⊂ E, then
because, for any r > 0 small enough,B(y, b|x − y|) ∩ E = ∅ for all y ∈ X a (x) ∩ B(x, r) and thus T b|x−y| ν(y) = T ν(y). The identities in (A.1) may fail (even at H n -a.e. x ∈ E) if there is not a (classical) tangent. It is not difficult to construct an example showing this. Notice that if E is n-AD regular and rectifiable, then any approximate tangent n-plane is also a tangent n-plane.
• If T H n | E is bounded in L 2 (H n | E ), then the jump formulas (1.4) and (1.5) can be extended to any f ∈ L p (H n | E ), 1 ≤ p < ∞, by very standard arguments, just by replacing ν by f H n | E .
• Theorem 1.3 can be extended to n-rectifiable sets E ⊂ R d with n < d − 1. In this case, given an approximate tangent n-plane L x at x ∈ E, there are infinitely many unit vectors orthogonal to L x . Then we just fix one such vector N x , we define X a (x, N x ) as above and we denote
where [L x , N x ] is the affine (n + 1)-plane that contains L x and x + N x . We set
, and define T + ν(x), T − ν(x) as in (1.3). Then Theorem 1.3 still holds, with the same proof essentially, with the integral in (1.6) over the n-plane parallel to L x through the origin.
• When K is the n-dimensional Riesz kernel, i.e.,
for all y ∈ L(N x ) we have
where we assumed H n to be defined so that it coincides with n-dimensional Lebesgue measure in R n and ω n is the n-dimensional volume of the unit sphere in R n+1 . So in the case of the double layer potential, defined by
Hence, using the change of variable given by the rotation y = z/(iN x ) (which transforms L Nx into R), we obtain
By the residue theorem, it is easy to check that the last integral equals 2πi, and thus
Some of the known proofs of the jump formulas for the Cauchy and Riesz transforms suggest that one needs to use complex analysis or Clifford analysis (see [To3] or [HMT] , for example), and E has to coincide with the boundary of a "reasonable" domain. For example, in [HMT] the authors ask these domains to have locally finite perimeter and their boundaries to be uniformly rectifiable. The proof of Theorem 1.3 in the present paper is of real variable nature and avoids such assumptions. We think that this approach is rather elementary and has its own interest, even in the case when one asks E to be as in [HMT] and the result is not new.
An important tool for the proof of Theorem 1.3 is the boundedness of the maximal singular integrals from M (R n+1 ) to L 1,∞ (µ), which allows an easy reduction of the proof to the case where E is a subset of a C 1 graph. To be best of our knowledge, the idea of using the boundedness from M (R n+1 ) to L 1,∞ (µ) in connection with principal values for singular integrals stems from a paper from Mattila and Melnikov [MM] on the existence of principal values for the Cauchy transform. See [To3, Chapter 8] for a more modern exposition of such techniques.
A.2. Proof of Theorem 1.3. In the arguments below we allow all the implicit constants in the relation to depend on the Calderón-Zygmund constants of the kernel and also on the aperture parameter a and on the constant b.
To prove the theorem we can assume that E is a compact subset of a C 1 (possibly rotated) graph Γ ⊂ R n+1 with slope at most 1/10. Further, it is enough to prove that for, H n -a.e. x ∈ E,
and that
with C K (N x ) and f as defined in the statement of the theorem. Notice that 2x − y is the point symmetric to y with respect to x, and thus it belongs to X − a (x) if y ∈ X + a (x). In fact, from the preceding identities one deduces that T + ν(x) ≡ lim X + a (x)∋y→x T b|x−y| ν(y) exists for H n -a.e.
x ∈ E and that
It is immediate to check also that T − ν(x) ≡ lim X + a (x)∋y→x T b|x−y| ν(2x − y) and thus, again by (A.2) and (A.3), it exists and
Clearly, (A.4) and (A.5) are equivalent to (1.4) and (1.5).
To prove (A.2) and (A.3), write µ = H n | E , y * x = 2x − y. For a given δ > 0 we consider the maximal operators
By standard arguments, it suffices to show that, for all λ > 0,
Note first that S δ and S δ are subadditive. Moreover, they are bounded from M (R n+1 ) to L 1,∞ (µ) uniformly on δ > 0. Indeed, for all x ∈ Γ and y ∈ X + a (x), by standard estimates,
Recall that M n is the maximal operator M n ν(x) = sup r>0 |ν|(B(x, r)) r n . Hence,
for all x ∈ Γ. Since both T * and M n are bounded from M (R n+1 ) to L 1,∞ (µ), the same holds for S δ . Regarding S δ , we argue analogously and take also into account that, by the smoothness of H(·), it holds that C K (N x ) is uniformly bounded, and thus
Given an arbitrary ε > 0, let τ > 0 be such that |ν|(
By the continuity of T (χ (Uτ (E)) c ν) in U τ /2 (E) and the fact that |(χ (Uτ (E)) c ν abs )|(E) = 0, it follows easily that A 1 (δ) = 0 for δ small enough (depending on τ and thus on ε). Also, by the boundedness of S δ and S δ from M (R n+1 ) to L 1,∞ (µ),
To estimate A 3 (δ), let V be an open set such that µ(V ) < ε and |ν s |(V c ) = 0, and consider a compact set K ⊂ E such that |ν|(V ∩ E \ K) ≤ ε. Also, take a compactly supported C 1 function g on Γ such that
Then we split
We have
+ µ x ∈ E : S δ (χ E ν abs − gµ)(x) + S δ (χ E ν abs − gµ)(x)(x) > λ/12
+ µ x ∈ E : S δ (χ V ∩E\K ν s )(x) + S δ (χ V ∩E\K ν s )(x) > λ/12
+ µ x ∈ E \ V : S δ (χ K ν s )(x) + S δ (χ K ν s )(x) > λ/12 + µ(V ) =: B 1 (δ) + B 2 (δ) + B 3 (δ) + B 4 (δ) + µ(V ).
Again by the boundedness of S δ and S δ from M (R n+1 ) to L 1,∞ (µ),
Also, by continuity, B 4 (δ) = 0 for δ small enough. Summarizing, we have shown that µ x ∈ E : S δ ν(x) + S δ ν(x) > λ µ x ∈ E : S δ (gµ)(x) + S δ (gµ)(x) > λ/12 + ε + ε λ for δ small enough. We will prove now that, for every x ∈ E for which pv T µ g(x) exists, S δ (gµ)(x) + S δ (gµ)(x) → 0 as δ → 0.
This will imply that µ x ∈ E : S δ (gµ)(x) + S δ (gµ)(x) > λ/12 ≤ ε for δ small enough and will conclude the proof of (A.6). First we deal with S δ (gµ)(x). So fix x ∈ E such that pv T µ g(x) exists, and given ε > 0 let δ > 0 be small enough so that (A.7)
| pv T (gµ)(x) − T Aδ (gµ)(x)| ≤ ε, for some A ≫ 1 to be fixed below. For a fixed y ∈ X + a (x), with |x−y| ≤ δ, denote d y = |x−y| and observe that T bdy (gµ)(y) = T (gµ)(y) and T bdy (gµ)(y * x ) = T (gµ)(y * x ) for δ small enough (depending on the continuity of the tangent at x), because gµ is supported on Γ, which is a C 1 graph. Write pv T (gµ)(x) − 1 2 T bdy (gµ)(y) + T bdy ν(y * and estimate the last integral by splitting the domain of integration into annuli centered at x, say. The same estimate holds replacing y by y * x , and thus choosing A = ε −1 we get (A.9) pv T (gµ)(x) − 1 2 T bdy (gµ)(y) + T bdy ν(y * x )
≤ ε + Cε g ∞ + 1 2 T (χB (x,Ady) gµ)(y) + T (χB (x,Ady) gµ)(y * x ) .
To estimate the last term above we write T (χB (x,Ady) gµ)(y) + T (χB (x,Ady) gµ)(y * By the continuity of g, the right hand side is at most ε if δ is small enough. Hence it just remains to estimate the first term on the right hand side of (A.10). We will compare this term to the analogous one replacing µ by H n | Lx (recall that L x is the tangent nplane of Γ at x). Notice that the reflection R x : z → 2x − z leaves invariant the measure H n | Lx (i.e., the image measure R x #H n | Lx equals H n | Lx ) and also the ball B(x, Ad y ). Thus, = T (χB (x,Ady) µ)(y) + T (χB (x,Ady) µ)(y * x ) − T (χB (x,Ady) H n | Lx )(y) + T (χB (x,Ady) H n | Lx )(y * x ) ≤ T (χB (x,Ady) µ)(y) − T (χB (x,Ady) H n | Lx )(y) + T (χB (x,Ady) µ)(y * x ) − T (χB (x,Ady) H n | Lx )(y * x ) . We will now estimate the first term on the right hand side of (A.12). To show that this is small is a routine task. Since Γ is the graph of a C 1 function, there is some δ > 0 small enough such that, for all w ∈ Γ ∩ B(x, δ), the angle between the tangent planes L w and L x is at most A −n−1 ε. As a consequence, Γ ∩ B(x, δ) coincides with the graph of a C 1 function F x : L x → R with slope at most CA −n−1 ε. More precisely, denoting by Π the orthogonal projection on L x and writing F x (z) = z + F x (z)N x for z ∈ L x , we have Γ ∩ B(x, δ) = F x (Π (Γ ∩ B(x, δ) Observe also that, by the fact that the slope of F x is at most A −n−1 ε, for all w ∈ Γ ∩ B(x, Ad y ), dist(w, L x ) A −n−1 εAd y = A −n ε d y .
Then it easily follows that, for some absolute constant C 
