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Abstract
This paperexamines continuous-time stochastic volatility models incorporat-
ing jumps in returns and volatility.We develop a likelihood-based estimation
strategyand provide estimates of parameters, spot volatility, jump times, and
jump sizes using S&P 500 and Nasdaq 100 index returns. Estimates of jump
times, jump sizes, and volatility are particularly useful for identifying the ef-
fects of these factors during periods of market stress, such as those in 1987,
1997,and1998.Using formalandinformaldiagnostics,we¢ndstrongevidence
for jumps in volatility and jumps in returns. Finally, we study how these fac-
tors and estimation risk impact option pricing.
A SURPRISING RECENT FINDING INDICATES that models with both di¡usive stochastic
volatilityandjumps in returns areincapable of fullycapturing the empirical fea-
tures of equity index returns or option prices (see, e.g., Bakshi, Cao, and Chen
(1997), Bates (2000), and Pan (2002)). Empiricalevidence indicates that thecondi-
tional volatility of returns rapidly increases, a movement di⁄cult to generate
using a di¡usion speci¢cation for volatilityand jumps in returns.
1 In this paper,
we propose to remedy this problem by incorporating jumps in stochastic volati-
lity, and we provide empiricalevidence supporting the presence and importance
of this additional factor.
Intuitively, what is it thatjumps involatility providethat jumps in returns and
di¡usive stochasticvolatilitycannot? Jumps in returns can generatelarge move-
ments such as the crash of 1987, but the impact of a jump is transient: Ajump in
returns today has no impact on the future distribution of returns. On the other
hand, di¡usive volatility is highly persistent, but its dynamics are driven by a
Brownian motion. For this reason, di¡usive stochastic volatility can only in-
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1269creasegradually viaasequenceofsmall normallydistributedincrements.Jumps
in volatility ¢ll the gap between jumps in returns and di¡usive volatility by pro-
viding a rapidly moving but persistent factor that drives the conditional volati-
lityof returns.
We focus on the role of jumps in volatilityand returns in S&P 500 and Nasdaq
100 index returns, two prominent indices with actively traded futures and Eur-
opean option contracts. Our empirical approach departs from the usual routine
of estimating parameters and performing speci¢cation tests in that we also esti-
mate the unobserved jump times, jump sizes, and spot volatilities. These esti-
mates provide a dynamic picture of the roles these factors play and are useful
for analyzing periods of market stress. It is especially important to determine
the contribution of jumps to periods of market stress because jump risk, either
in returns or in volatility, cannot typically be hedged away, and investors may
demand a large premia to carry these risks.
2
We consider two models withjumps involatilityand returns, onewith contem-
poraneous arrivals and correlated jump sizes and another with independent
arrivals and sizes, both introduced by Du⁄e, Pan, and Singleton (2000). In these
models, we ¢nd strong evidence for the presence of both jumps in volatility and
returns. First, adding jumps in returns to the square-root stochastic volatility
model dramatically changes the behavior of stochastic volatility. At certain
points in time, the addition of jumps reduces annualized spot volatility by as
much as 20 percent, from 50 percent to 30 percent.While jumps in returns are
infrequent events (one to two per year), they are typically large and explain 8 to
15 percent of the totalvariance of returns.
Jumps in volatility are also important as they allow volatility to rapidly in-
crease. For example, in the market stress of Fall 1987, volatility jumped up from
roughly 20 percent to over 50 percent. Once at this high level, volatility mean
reverts back to its long-run level, which shows the persistent e¡ect of jumps in
volatility on the distribution of returns.We ¢nd little, if any, misspeci¢cation in
the models with jumps in volatility. This provides formal evidence supporting
Bates (2000), Du⁄e, Pan, and Singleton (2000), and Pan (2002), who suggest that
jumps in volatility may remove the misspeci¢cation documented in models with
di¡usive stochastic volatility.
It is important to note that the presence of jumps in volatility does not elimi-
nate the need for jumps in returns.With both types of jumps, jumps in returns
occur less often, but they still play an important role, as they generate the large,
though infrequently observed, crashlike movements. For example, in both of the
models withjumpsinvolatilityand returns,jumps in returns generate morethan
halfof the crash in1987 whilehighvolatilityexplains the rest. An analysis of the
three periods of market stress in our sample, 1987, 1997, and 1998, indicates that
jumps in volatility and returns play a greater role than di¡usive stochastic vola-
tility in generating these episodes.This suggests that jump components should
command relativelylarger risk premia than di¡usive ones, as their contribution
to periods of market stress is greater.
2Pan (2002) ¢nds evidence for large jump risk premia.
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jumps involatilityare misspeci¢ed.Heston’s (1993) square-root stochastic volati-
lity model requires implausibly large shocks to generate the largest observed
movements in returns. For example, the square-root model requires almost an
eight standard deviation shock in returns to generate the crash.This is not due
to the square-root speci¢cation: Jacquier, Polson, and Rossi (2001) ¢nd the same
misspeci¢cationusing a more £exible log-variance model.
Diagnostics indicate that a model with di¡usive stochastic volatility and only
jumps in returns is also misspeci¢ed. Estimates indicate that jump times are
clustered, evidence in contrast to the constant arrival intensityassumption. For
example, in the model with jumps in returns and di¡usive stochastic volatility,
we estimate three jump arrivals during the week of the crash in 1987. Although
the evidence is slightly di¡erent, these results reinforce the conclusions of Bak-
shietal.(1997),Bates(2000),andPan(2002),who,usingadditionalinformationin
option prices, ¢nd strong evidence for misspeci¢cation in models with di¡usive
volatility and jumps in returns.The fact that we arrive at the same conclusion
using only returns data is not a coincidence. Due to the absolute continuity of
changes in probability measures, returns and options data should contain the
same information about the sources of risks, although their impact may be
altered due to risk premia.
All of the models we consider generate near closed-form option prices, and we
next examine how the di¡erent factors impact option prices.
3 Using implied
volatilityas a metric, we ¢ndthat the two types of jumps induce important di¡er-
ences in both the term structure and cross section of implied volatilities. Com-
pared to the stochastic volatility model, adding jumps in returns steepens the
slope of the implied volatilitycurves. Jumps involatility further steepen implied
volatilitycurves and increaseimpliedvolatility for in-the-moneyoptions.This lat-
ter e¡ect found by Du⁄e, Pan, and Singleton (2000) and Pan (2002) was labeled as
the‘‘hook’’or ‘‘tipping at the end’’e¡ect. Although the motivation for jumps in vo-
latility was to improve on the dynamics of volatility, the results indicate that
jumpsinvolatilityalsohaveanimportantcross-sectionalimpactonoptionprices.
Finally, we evaluate the e¡ect of estimation risk on option prices.We decom-
pose estimation risk into two components: parameter and spot volatility estima-
tion risk.These sources of estimation risk have very di¡erent e¡ects. For short
maturity options, volatility uncertainty is primarily an at-the-money e¡ect and
has little impact on out-of-the-money options. Parameter uncertainty, on the
other hand, has little at-the-money e¡ect for short maturity options, but gener-
ates nearly all of the out-of-the-money uncertainty. For long maturity options,
parameter uncertaintydominates as the uncertainty regarding the averagelevel
ofvolatility,speedof meanreversioninvolatility,andvolatilityofvolatilityplaya
more important role. Spot volatility uncertainty has little impact on long-dated
options.
3Liu, Longsta¡, and Pan (2003) consider related models with jumps in returns and/or jumps
in volatility and ¢nd that these factors have important implications for optimal portfolio
allocation.
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Section IIdescribes ourestimation approach.SectionIIIsummarizes theempiri-
calresultsfortheS&P500andNasdaq100indices.SectionIVanalyzestheoption
pricing implications, and SectionVconcludes.
I. Jump-Di¡usion Models of Returns andVolatility
A number of recent papers examine equity price models withjumps in returns
and stochastic volatility (see Bakshi, Cao, and Chen (1997), Bates (2000), Ander-
sen, Benzoni, and Lund (2002), Chernov et al. (2002), and Pan (2002)).While it is
clear that both stochastic volatility and jumps in returns are important compo-
nents, Bakshi , Cao, and Chen (1997), Bates (2000), and Pan (2002) ¢nd strongevi-
dence for misspeci¢cation in the volatility process.
Speci¢cally,Bakshi,Cao,andChen(1997),usingatestdevelopedinBates(1996),
¢nd that the implied structural volatility parameters are inconsistent with time-
series estimates using implied volatilities. Additionally, Bates (2000) and Pan
(2002) ¢nd that the higher moments of volatility changes are inconsistent with
the di¡usion speci¢cation.Together, theseresultspoint tothepresence of an addi-
tional, rapidly moving factor drivingconditionalvolatility, which, unlikejumps in
returns, has a persistent component.
4 Jumps involatility provide such a factor.
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5Weassumethattheparametersandinitial
conditions have su⁄cient regularity for the solution of (1) to be well de¢ned.
This speci¢cation nests many of the popular models used for option pricing
and portfolio allocation applications. Without jumps, ly5lv50, (1) reduces to
Heston’s (1993) square-root stochastic volatility model, the SV model. Bates’
(1996) SVJ model has normally distributed jumps in returns, x
y   Nðmy; s2
yÞ,b u t
no jumps in volatility, lv50. Du⁄e, Pan, and Singleton (2000) introduced the
models with jumps in volatility. The SVIJ model has independently arriving
jumps in volatility, x
vBexp(mv), and jumps in returns, x
y   Nðmy; s2
yÞ:The SVCJ
model has contemporaneous arrivals, N
y
t ¼ Nv
t ¼ Nt, and correlated jump sizes,
x
vBexp(mv)a n dx
yjx
v   Nðmy þ rJx
v; s2
yÞ.
4Andersen et al. (2001) and Alizadeh, Brandt and Diebold (2002) argue, for U.S. equities and
a number of foreign exchange rates, that there are two factors generating volatility, one
highly persistent and slowly moving, the other rapidly moving. This behavior is nicely cap-
tured in the models we consider with volatility driven by di¡usive and jump components.
5We originally included a variance risk premia term in the return drift, m1b Vt. It was in-
signi¢cant and was therefore dropped from the analysis, consistent with Andersen, Benzoni,
and Lund (2002) and Pan (2002), who also found this parameter insigni¢cant in models with
jumps in returns.
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However, in the presence of jumps in volatility, y is only the di¡usive, and not
total, long-run mean of Vt. With jumps in volatility, E(Vt)5y1(mvlv)/k is the
long-run mean.
6 To see how jumps in returns and volatilitya¡ect the second mo-
ments of returns and volatility,Table I provides the instantaneous variance and
covariance of Yt and Vt for each of the models.
7 The exponentially distributed
jumps inVt capture the large positive outliers in volatility documented in Bates
(2000) and guarantee thatVt is positive.The SVCJ and SVIJ models have three
factors (di¡usive stochastic volatility, jumps in returns, and jumps in volatility),
and we now discuss how these factors impact the distribution of returns.
Although jumps in returns and di¡usive stochastic volatility can both gener-
ate realistic patterns of unconditional nonnormalities in returns, they generate
very di¡erent patterns of conditional nonnormalities. Jumps in returns result in
a discrete mixture of normal distributions for returns, which easily generates
unconditional and conditional nonnormalities over short frequencies such as
dailyor weekly. Overlonger intervals, acentral limit e¡ect results in decreasing
amounts of excess skewness and kurtosis (see Du⁄e and Pan (1997) or Das and
Sundaram (1999)).
Di¡usive stochastic volatility models induce a di¡erent distributional struc-
ture. Conditional on the current level of volatility, returns are approximately
TableI
Conditional Moments
This table summarizes the instananeous conditional moments for the four models under con-
sideration. In the case of the SVCJ model, the second moment of the jump sizes is
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Since the stochastic integral against the Brownian motion is mean zero, Fubini’s theorem
implies that
  V V ¼   V V þ kðy     V VÞt þ E
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k .
7The notation 1
dtvartðdYtÞ is a heuristic for lim
D!0
E logðStþD=StÞ ðÞ
2jVt;St
hi
. Since our initial
conditions, drift, di¡usion, jump intensity, and jump size distributions have su⁄cient regular-
ity, the limiting operation is valid.
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andSundaram (1999)¢ndthatdi¡usivestochasticvolatility models,withreason-
able parameters, can generate realistic amounts ofconditional nonnormalities in
returns only over longer horizons, such as months or even years. This explains
why di¡usive stochastic volatility models (square-root or otherwise) generate
very £at implied volatility curves for short-dated options with plausible para-
meters (see Das and Sundaram (1999) orJones (2002)).
Models with only jumps in returns and di¡usive stochastic volatility can gen-
erate realistic patterns of both unconditional and conditional nonnormalities,
but they have di⁄culty capturing the dynamics of the conditional volatility of
returns. In the SVJ model, the conditional variance of returns isVt1(my
21sy
2) ly
(see Table I).WhenVt is a di¡usion, the conditional volatility of returns is time
varying and persistent, but moves slowly as it is driven by normally distributed
shocks. As pointed out by Bates (2000) and Pan (2002), this creates misspeci¢ca-
tion, as they ¢nd that volatility needs to increase rapidly.
Jumps involatility provide a factor that combines features from bothjumps in
returns and di¡usive stochastic volatility. Like jumps in returns and unlike sto-
chastic volatility, jumps involatilityare a rapidly moving factor driving returns.
Like di¡usive stochasticand unlikejumps in returns whose impact on returns is
transient, ajump involatility persists.Thus, jumps involatility provide a rapidly
moving but persistent factor driving volatility.The fact that each factor gener-
ates very di¡erent behavior is helpful for econometric identi¢cation.
There are alternative explanations for the failure of models withonly jumps in
returnsandsquare-rootstochasticvolatility.Theseincludeadditionalsquare-root
volatilityfactors, more£exible, parametric, single-factor stochasticvolatility spe-
ci¢cations,orcombinationsof thesetwo.More£exiblesingle-factorspeci¢cations
such as the log and CEV models allow for the volatility of volatility to be state
dependent, a propertyabsent in square-root models.These models arelimited,be-
causetheydonotprovideclosed-formoptionprices.Andersen,Benzoni,andLund
(2002) and Chernovet al. (2002) ¢nd that thelog-volatilityand square-root models
provide a near identical ¢t to the data and that neither model can capture the fat
tailsinthereturndistribution.ChackoandViceira(2001)andJones(2002)consid-
er a CEV stochastic volatilityspeci¢cation.While more £exible than the log mod-
el, returns in the CEV model are still conditionally normal over short time
intervals. Chacko and Viceira ¢nd nonlinearities in the variance of Vt, but the
e¡ect disappears when jumps in returns are added. Consistent with the argu-
ments above, Jones shows that the CEV model generates realistic unconditional
nonnormalities, but over short time intervals, the model o¡ers only a modest im-
provement over the square-root model in generating conditional nonnormalities.
Bates (2000) and Chernov et al. (2002) consider and reject two-factor square-
root stochastic volatility models. In fact, Bates (p. 218) argues that ‘‘the postu-
lated square-root process for implicit factor evolution is fundamentally misspe-
ci¢ed, ’’ that the ‘‘two-factor models have even greater di⁄culties than the one-
factor models in generating sample paths consistent with the postulated process
and the implicit parameters’’ (p. 214), and additionally argues that these models
are over¢t.
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estimated a two-factor independent square-root stochastic volatility model
where dVt;i ¼ kiðyi   Vt;iÞdt þ si
ﬃﬃﬃﬃﬃﬃﬃﬃ
Vt;i
p
dWi
t.
8 Consistent with the ¢ndings of
Bates (2000) and Chernov et al. (2002), we found little evidence that this model
provided any substantive improvement over the single-factor square-root model.
In fact, it su¡ered from the same misspeci¢cation as the square-root and log-
volatility models: It cannot capture the tails of the return distribution.This is
not surprising, as the multifactor model is instantaneously Gaussian, condi-
tional on total volatility.
9 For these reasons, we focus on a single-factor square-
root modelofstochasticvolatilityandextensions incorporating jumps in returns
and volatility.
II. Estimating StochasticVolatilityJump Di¡usions
This section develops a likelihood-based estimation approach for estimating
multivariate jump-di¡usion models using Markov Chain Monte Carlo
(MCMC) methods. Robert and Casella (1999) provide a general discussion of
these methods, and Johannes and Polson (2002) provide an overview of MCMC
estimation of continuous-time models. This approach has four advantages
over other estimation methods:
10 (1) MCMC provides estimates of thelatentvola-
tility, jump times, and jumps sizes; (2) MCMC accounts for estimation risk;
(3) MCMC methods have been shown in related settings to have superior sam-
pling properties to competing methods;
11 and (4) MCMC methods are computa-
tionally e⁄cient so that we can check the accuracy of the method using
simulations.
Our approachuses only returns datato estimate and test the models, although
it can be extended in a straightforward manner to include option price data (see
Eraker (2002)). Due to the absolute continuityof the change in measure from ob-
jective to risk neutral, the presence of jumps in returns or volatility under one
8We thank the referee for suggesting this.
9For example, in a model with two independent square root volatility factors, the instanta-
neous distribution of price changes,
dSt
St
¼ mdt þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
Vt;1
p
dWs
t;1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
Vt;2
p
dWs
t;2
is still Gaussian:
dSt
St
  N mdt; Vt;1 þ Vt;2
  
dt
  
:
10 Other methods that have been used to estimate models with stochastic volatility and
jumps include EMM, simulated maximum likelihood (Brandt and Santa-Clara (2002), Dur-
ham and Gallant (2001), Piazessi (2001)), calibration (Bates (1996, 2000), Bakshi, Cao, and
Chen (1997)), and the implied-state GMM method of Pan (2002).
11Jacquier, Polson, and Rossi (1994) ¢nd in simulations that MCMC outperforms GMM and
QMLE in estimation of stochastic volatility models, and Andersen, Chung, and Sorensen
(1999) ¢nd that MCMC outperforms EMM.
The Impact ofJumps inVolatility and Returns 1275measure implies their presence under the other, although due to risk premia,
their impact may be distorted. Thus, for speci¢cation analysis, returns data
should lead to the same conclusion as option price data.
The main advantage of using only returns data is more pragmatic: Analyses
using option price data tend to use relatively short time spans. For example,
Bakshi, Cao, and Chen (1997) use data from 1988 to 1991 while Pan (2002) uses
data from1989 to1996.This is especially important whenestimating models with
jumps, which we expect to occur infrequently. Longer samples spanning periods
of market stress (the episodes in 1987,1997, and 1998) will provide more accurate
parameter estimates and better insights into the relative roles played by jumps
and stochastic volatility.
The basis for our MCMC estimation is a time-discretization of (1)
Yðtþ1ÞD   YtD ¼ mD þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VtDD
p
e
y
ðtþ1ÞD þ x
y
ðtþ1ÞDJ
y
ðtþ1ÞD
Vðtþ1ÞD   VtD ¼ kðy   VtDÞD þ sv
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VtDD
p
ev
ðtþ1ÞD þ x
v
ðtþ1ÞDJv
ðtþ1ÞD;
ð2Þ
where Jk
ðtþ1ÞD ¼ 1ðk ¼ y;vÞ indicates a jump arrival, e
y
ðtþ1ÞD and ev
tþ1 ðÞ D are stan-
dard normal randomvariables withcorrelation randD is thetime-discretization
interval (one day).
12 The jump sizes retain their distributional structure and the
jump times are Bernoulli random variables with constant intensities, lyD and
lvD. This procedure could introduce a discretization bias, although the bias is
typically quite small with daily data.We provide simulations below to support
this claim.
In this section, we focus on the SVCJ model, as it has the most complicated
distributional structure. The posterior distribution summarizes the sample in-
formation regarding the parameters, Y, and the latent volatility, jump times,
and jump sizes:
pðY;J;x
y;x
v;VjYÞ/pðYjY;J;x
y;x
v;VÞpðY;J;x
y;x
v;VÞ; ð3Þ
whereJ, x
y, x
v,V,a n dY arevectors containing the time series of the relevant vari-
ables. The posterior combines the likelihood, p(YjY,J,x
y,x
v, V), and the prior,
p(Y,J,x
y,x
v,V).
Anadvantage ofourapproach is the ability toformally incorporatepriorinfor-
mation.Theneedforthisisnotuniquetoourapproach,butiscommoninestimat-
ing models with jumps. Honore (1998) shows that without prior parameter
restrictions, a time discretization of Merton’s (1976) jump-di¡usion model gener-
atesanunboundedlikelihoodfunction.Moreover,thepriorcontainsinformation
aboutboththe parameters and the structure of thelatent processes: the stochas-
tic speci¢cations of thejump sizes, jump times, andvolatility.This reinforces the
linkbetween parameters and model speci¢cationthat is often heuristically used
to motivate the presence of jumps. Typically, jumps are described as large, but
12Our framework is not limited to the case in which the discretization interval, D equals
the observed frequency. To reduce any bias, we could introduce additional unobserved data
points between dates t and t11 and treat them as missing data points to be included in the
MCMC simulation (see Eraker (2001)).
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meters are assumed to induce infrequent but relatively large movements (low ly
and large myand/or sy), as opposed to frequent but small jumps.
Our priors are always consistent with the intuition that jumps are‘‘large’’and
infrequent. More speci¢cally, we choose a prior on sy that places low probability
on the jump sizes being small, say less than one percent. For ly, our prior places
low probability on the daily jump probability being greater than 10 percent and
we place an uninformative prior on my. For the other parameters, we specify ex-
tremely uninformative priors. For m, k, y,a n drJ we use mean zero normal priors
with large variances and the prior on r is uniform over [ 1,1]. Appendix A pro-
vides further details on the priors. It is important to note that we impose very
little information through our priors.
As the posterior distribution is not known in closed form, our MCMC algo-
rithm generates samples by iteratively drawing from the following conditional
posteriors:
parameters : pðYijY i; J; x
y; x
v; V; YÞ; i ¼ 1;...; k
jumptimes : pðJtD ¼ 1jY; x
y; x
v; V; YÞ; t ¼ 1;...; T
jumpsizes : pðx
y
tDjY; JtD ¼ 1; x
v; V; YÞ; t ¼ 1; ...; T
: pðx
v
tDjY; JtD ¼ 1; V; YÞ; t ¼ 1; ...; T
volatility : pðVtDjVðtþ1ÞD; Vðt 1ÞD; Y; J; x
y; x
v; YÞ; t ¼ 1; ...; T;
whereY idenotestheelementsoftheparametervectorexceptYi.Drawingfrom
these distributions is straightforward, withthe exceptionof volatility, as the dis-
tribution is not of standard form (Appendix A provides details).The algorithm
producesasetofdrawsfY
ðgÞ;JðgÞ;ðx
yðgÞÞ;ðx
vðgÞÞ;V
ðgÞ g
G
g¼1 whicharesamplesfrom
p(Y,J,x
y, x
v,VjY). Johannes and Polson (2002) provide a review of the theory be-
hind MCMC algorithms.
A. EstimatingVolatilityandJumps
For speci¢cation analysis and to identify the relative importance of jumps and
volatility,werequireestimatesofthelatentvolatility,jumptimes,andjumpsizes.
With continuous record observations, all are observed, but with discretely
sampled observations, it is not obvious how to separate out the e¡ects of jumps
and time-varying volatility. For example, is a large movement in returns gener-
ated by a jump in returns or by high volatility? Standard latent variable estima-
tion methods such as the Kalman ¢lter do not apply, as our model is neither
linear nor Gaussian.
Our MCMC approach provides a straightforward method to estimate thevola-
tilities, jump times, and jump sizes by computing the posterior expectation of
these variables. We, therefore, provide a Monte Carlo solution to the classical,
latent variable estimation problem. The key is that our MCMC algorithm
generatessamplesofthespotvolatilities,jumptimes,andjumpsizes,drawnfrom
the joint posterior distribution. Given these samples, the Monte Carlo
estimate of the mean of the posterior volatility distribution, for example, is
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G
PG
g¼1 V
ðgÞ
tD ,w h e r eV
ðgÞ
tD is the variance at time t in theg
th iteration of
the algorithm. No additional calculations are required: Latent variable estima-
tion is just aby-product of our algorithm. Jump time and size estimates are simi-
larlycalculated.
Theseestimatestakeintoaccountparameteruncertainty.Toseethis,notethat
we estimate E[VtDjY] and not E½VtDjY; ^ Y Y .The former distributionintegrates out
all of the parameter uncertainty.The latter distribution treats the parameter es-
timates as known, ignoring the fact that theyare random variables.
B. Model Diagnostics and Speci¢cationTests
The spot volatility, jump time, and jump size estimates generate a number of
informaldiagnostics that areuseful in assessing theabilityof thevarious models
to ¢t the observed data. For example, consider the return residuals:
Yðtþ1ÞD   YtD   mD   J
y
tþ1x
y
tþ1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VtDD
p ¼ e
y
ðtþ1ÞD   Nð0; 1Þ: ð4Þ
It is easy to compute the posterior of these residuals using the parameter and
latent variable samples.Theseresiduals need notbe exactly normally distributed
(since we use a time discretization of the original model), but they should be
approximately normal. Extremely large residuals suggest misspeci¢cation as
the model requires abnormally large shocks to ¢t the observed data. Jump time
and size estimatesprovide further diagnostictools. For instance, anyevidence of
clustered jump times contradicts the i.i.d. arrival assumption. Jumps on neigh-
boring days of opposite signs, the reversal e¡ect of Schwert (1990), is also
evidence against the i.i.d. jump arrivals and sizes.
We also compute formal speci¢cation tests. Unlike standard tests that lead to
an overall evaluation of the ¢t of the model (e.g., omnibus chi-square tests), we
compare the marginal likelihoods of the models.The advantage of this approach
is that it does not relyon large sample distribution theoryand provides an intui-
tive approach to evaluating the relative merits of competing models.
Our approach for comparing nested models is similar to that considered in
JacquierandPolson(1999).ConsidertestingSVversusSVJ.If weassumepositive
prior odds on the models, p(SV)/p(SVJ)40 (prior ignorance sets this to 1), Bayes
theorem implies that the posterior odds are
pðSVjYÞ
pðSVJjYÞ
¼
pðYjSVÞ
pðYjSVJÞ
pðSVÞ
pðSVJÞ
; ð5Þ
where, pðYjSVÞ=pðYjSVJÞ is known as the Bayes Factor. Note that this analysis
does not assumethatthe modelsarenecessarilyexhaustive,thatis, that pðSVÞþ
pðSVJÞ¼1: Assuming prior ignorance, the Odds Ratio, is interpreted in the fol-
lowing manner: A risk neutral bookmaker would layodds,
pðYjSVÞ
pðYjSVJÞ to 1, on model
SVJ versus SV. An advantage of this approach is that the test results in a single
number that is the relative odds of the models given the data, and there is no
appeal to approximate limiting distributions or signi¢cance levels. Appendix B
TheJournal of Finance 1278derives the marginal likelihoods and Bayes Factors for the models under consid-
eration and provides MCMC estimators.
The fact that the models with jumps in volatility are not formally nested pro-
vides no problem for computing the Bayes Factors, for example, SVCJ versus
SVIJ.We compute the Bayes Factor for the nonnested models using the fact that
pðSVCJjYÞ
pðSVIJjYÞ
¼
pðSVCJjYÞ
pðSVJjYÞ
pðSVJjYÞ
pðSVIJjYÞ
: ð6Þ
OnecaveatisthattheMonteCarlostandarderrors maybelargerthaninthecase
of the simple nested comparisons, as the Odds Ratio is now the product of two
Odds Ratios.
Following Kass and Raftery (1995), we use the following scale to interpret the
Bayes Factors. Evidence against a model is positive if the log Odds Ratio is
between 2 and 6, strong if it is between 6 and 10, and very strong if it is greater
than 10. It is important to note that Odds Ratios do not necessarily favor more
complex models, as they contain a penalty for using more parameters (due to
their marginal nature). Because of this, Odds Ratios are often referred to as an
‘‘automatic Occam’s razor’’ (see Smith and Spiegelhalter (1982)).
C. Simulation Results
We performed Monte Carlo simulations to check the reliability of our estima-
tion approach.This is important for two reasons. First, since we time discretize
the continuous-time model, it is important to check that this does not introduce
any biases in parameter estimates. Second, methods for estimating multivariate
jump di¡usion modelsarenotwelldevelopedanditisimportanttoverifythatwe
can reliably estimate the parameters for the given sample size.
Appendix C describes our simulation study, andTablesVII andVIII in that ap-
pendix summarize the results.The results indicate that our procedure provides
accurateinference.Someparametersareestimatedlesspreciselythanothers,for
example k, but all are close to their truevalues.The results also indicate that our
priors are not informative, as we use the same priors for parameters common in
boththeSVJand SVCJmodels,eventhoughtheestimation results andtrue para-
meters di¡er.
III. Empirical Results
Weestimatethe modelsusing S&P 500 and Nasdaq100index returns fromJan-
uary 2,1980, to December 31,1999, and September 24,1985, to December 31,1999,
respectively. Excluding weekends and holidays, we have 5,054 daily observations
for the S&P and 3,594 observations for the Nasdaq. Table II provides summary
statisticsfor thecontinuouslycompounded returns,scaledby100.Inthissection,
we discuss the estimation results for the S&P 500, foreachof the models, how the
Nasdaq estimates di¡er from the S&P, and the role of jumps and volatility in
the three periods of market stress in our sample. Tables III and IV summarize
The Impact ofJumps inVolatility and Returns 1279parameter estimation for all of the models for the S&P 500 and Nasdaq 100,
respectively.
13
A. S&P 500
The second column of Table III provides parameter posterior means and stan-
dard deviations for the SV model.The left-hand panel of Figure 1 provides spot
volatilityestimates over twotimeperiods,1987to1989 and1997to1999.The para-
meter estimates are consistent with previous ¢ndings.The average annualized
volatility,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
252   y
p
, is 15.10 percent and is close to the sample volatility of 15.89
Table II
Summary Statistics
This table provides summary statistics for daily return data on the S&P 500 from January 2,
1980, to December 31,1999, and the Nasdaq 100 from September 24,1985, to December 31,1999.
Mean Volatility Skewness Kurtosis Min Max
S&P 500 13.0185 15.8838  2.6064 62.0328  22.8330 8.7089
Nasdaq100 24.5841 23.2182  0.7287 11.9424  16.3405 9.7984
TableIII
S&P 500 Parameter Estimates
Parameter estimates for the S&P 500 index data, January 2, 1980, to December 31, 1999. The
models and parameterizations are given in Section I and the estimates correspond to percen-
tage changes inthe index value. For each parameter, we report the mean of the posterior devia-
tion and the standard deviation of the posterior in parentheses.
SV SVJ SVCJ SVIJ
m 0.0444 (0.0110) 0.0496 (0.0109) 0.0554 (0.0112) 0.0506 (0.0111)
y 0.9052 (0.1077) 0.8136 (0.1244) 0.5376 (0.0539) 0.5585 (0.0811)
k 0.0231 (0.0068) 0.0128 (0.0039) 0.0260 (0.0041) 0.0250 (0.0057)
sv 0.1434 (0.0128) 0.0954 (0.0104) 0.0790 (0.0074) 0.0896 (0.0115)
my  2.5862 (1.3034)  1.7533 (1.5566)  3.0851 (3.2485)
rJ  0.6008 (0.9918)
sy 4.0720 (1.7210) 2.8864 (0.5679) 2.9890 (0.7486)
mv 1.4832 (0.3404) 1.7980 (0.5737)
r  0.3974 (0.0516)  0.4668 (0.0579)  0.4838 (0.0623)  0.5040 (0.0661)
ly 0.0060 (0.0021) 0.0066 (0.0020) 0.0046 (0.0020)
lv 0.0055 (0.0032)
13 For the SV, SVJ, and SVCJ models, the MCMC algorithm appears to converge quickly.We
discard the ¢rst 10,000 iterations as a ‘‘burn-in’’ period and use the last 90,000 to form the
Monte Carlo estimates. For the SVIJ model, the algorithm appears to converge more slowly
and thus we ran it for 200,000 iterations, discarding the ¢rst 10,000 as a burn-in period. For
the Nasdaq 100, the algorithm converged quickly for all models, and thus we discarded the
¢rst 10,000 draws and used the last 90,000 draws.
TheJournal of Finance 1280percent. Our estimate of r,  0.40, is close to the estimate obtained byJacquier,
Polson, and Rossi (2001) in a log-volatility model (r5  0.39) and Andersen, Ben-
zoni, and Lund (2002) (r5  0.38), but is slightly smaller than those obtained
from studies using option price data (Bakshi, Cao, and Chen (1997), Bates
(2000), and Pan (2002) obtain estimates around  0.5).
The SV model is misspeci¢ed.This can be seen in a number of ways. First, con-
sider the QQ or normal probability plot of the residuals in theupperleft panel in
Figure2.Notetheextremenonnormalityof theresiduals,strongevidence of mis-
speci¢cation.Why does the model require such large shocks? Consider the crash
in1987. On the dayof the crash,
ﬃﬃﬃﬃﬃﬃ
Vt
p
was about three percent, which implies that
an almost eight standard deviation return shock is needed to deliver the  23
percentmove.Thistypeof misspeci¢cationwasalsonotedin stochasticvolatility
modelsbyJacquier,Polson,andRossi(2001),Andersen,Benzoni,andLund(2002),
and Chernov et al. (2002). Second, spot volatility increased for 37 consecutive
days prior to the crash in 1987.This is extremely unlikely as the mean reverting
driftwasexertingdownwardpressureonvolatilitythroughoutthisperiod.Final-
ly, the Bayes Factors reported inTableVI below provides evidence against the SV
model in favor of the other models.
The third column inTable III provides parameter estimates for the SVJ model.
Adding jumps in returns has the expected e¡ect of reducing the demands on the
volatility process. For example, average volatility falls from 15.10 percent to 14.32
percent and both sv and k fall dramatically, indicating a less volatile, more per-
sistent volatility process. Estimates of spotvolatility in Figure1show thatjumps
in returns reduce spot volatilitydramaticallyduring periods of market stress, as
jumpsgeneratethelargestmovements.Alsonotethatafterthecrashin1987,spot
volatility inthe SV model remained higher than inthe SVJ model for a long time.
Table IV
Nasdaq 100 Parameter Estimates
Parameter estimates for the Nasdaq 100 index data, September 24, 1985, to December 31, 1999.
The models and parameterizations are given in Section I and the estimates correspond to per-
centage changes in the index value. For each parameter, we report the mean of the posterior
deviation and the standard deviation of the posterior in parentheses.
SV SVJ SVCJ SVIJ
m 0.1070 (0.0196) 0.1240 (0.0205) 0.1284 (0.0206) 0.1164 (0.0196)
y 2.0242 (0.2309) 1.9067 (0.2853) 0.9249 (0.1547) 1.0593 (0.1506)
k 0.0264 (0.0072) 0.0176 (0.0052) 0.0414 (0.0106) 0.0371 (0.0080)
sv 0.2155 (0.0226) 0.1692 (0.0190) 0.1216 (0.0188) 0.1395 (0.0196)
my  2.4755 (1.0276)  1.8868 (0.7407)  2.6231 (2.5946)
rJ  0.0993 (0.1692)
sy  2.0788 (0.4375) 1.8452 (0.3079) 2.0389 (0.4485)
mv 2.1054 (0.3989) 2.5227 (0.5946)
r  0.2869 (0.0553)  0.3366 (0.0695)  0.3427 (0.0975)  0.3910 (0.0801)
ly 0.0172 (0.0097) 0.0202 (0.0074) 0.0081 (0.0044)
lv 0.0140 (0.0058)
The Impact ofJumps inVolatility and Returns 1281Thus, the e¡ect of omitting jumps in returns lingers after the jump arrived
through its impact on estimated volatility.
In the SVJ model, jumps in returns are infrequent events (about 1.5 per year),
tend to be negative, and are large relative to normal day-to-day movements. A
three standard deviation jump move is about  15 percent.TableV decomposes
the total variance of returns into stochastic volatility and jump components.
The proportion of variance due to jumps is
E½ðx
y
tÞ
2 ly
  V V þ E½ðx
y
tÞ
2 ly
and is 14.65 percent in the SVJ model.
Thenormality plots inthe SVJ modelareimproved and theresiduals nowhave
slightlythintailsasjumpsinreturnscapturenearlyallofthelargemovementsin
returns. Figure 3, however, provides evidence that the SVJ model is misspeci¢ed.
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Figure1. Estimated volatility paths for the S&P 500 index for the four models.
TheJournal of Finance 1282During the week of the crash in 1987, there were three days on which the esti-
mated jump probabilities were extremely high, indicating a cluster of jumps.
Why did this occur? During October 1987, daily volatility was always less than
two percent, implying that athree standard deviation move in returns due to vo-
latility was only six percent. Due to this, all of the moves larger than six percent
were attributed to jumps in returns. Similarly, in October1997, there were jumps
estimatedon neighboring days withopposite signs, thereversale¡ectofSchwert
(1990).
14 The clusteringof jump arrivals and size reversals are extremely unlikely
given the i.i.d. jump time and size speci¢cations and the infrequent nature of
jumps (1.5 per year).This suggests that the SVJ model is misspeci¢ed.The Bayes
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Figure2. QQ or normality plot of the residuals for each of the models.
14 Johannes, Kumar and Polson (1999) document this pattern and develop models with state-
dependent arrivals and jump sizes to capture this phenomenon.
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Variance Decompositions
The second and third columns give the average annualized spot stochastic volatility for eachof
the models and for the S&P 500 and Nasdaq 100.The fourth and ¢fth columns give the average
annualized total volatility, which is the sum of stochastic volatility and jumps in returns com-
ponents.The last two columns give the proportion of the variance due to jumps.
SpotVolatility TotalVolatility ReturnJump Variance (% of Total)
0 S&P NDX S&P NDX S&P NDX
SV 15.10 22.59 15.10 22.59 ^ ^
SVJ 14.32 21.92 15.49 24.06 14.65 17.00
SVCJ 15.18 22.18 15.99 23.59 9.96 11.63
SVIJ 15.51 22.51 16.18 23.22 8.17 5.99
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Figure3. Estimated jump times and sizes for the SVJ and SVCJ models for the
S&P 500 index.
TheJournal of Finance 1284factorsinTableVIprovideadditionalevidenceagainsttheSVJmodelandin favor
of the models with jumps involatility
In conclusion, the SVand SVJ models su¡er from similar problems. Periods of
market stress are characterized bya short time periodwith multiplelarge move-
ments and neither model can generate these movements. In the SV model, these
largemovementsappearasabnormallylargeshocks,whileintheSVJmodel,they
appear as clustered jumps. In both cases, di¡usive volatility cannot increase ra-
pidly enough to generate these episodes and the models are misspeci¢ed.
ThefourthcolumnofTableIIIprovidesparameterestimatesfortheSVCJmod-
el and the results indicate that jumps involatility playan important role.When a
jump arrives, volatility increases from
ﬃﬃﬃﬃﬃﬃﬃﬃ
Vt 
p
to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Vt  þ xv
p
, and the parameter es-
timatespoint toward signi¢cant increases. Forexample, whenvolatility is15per-
cent, an average size jump increases volatility to 24 percent.The solid line in the
right hand panels of Figure 1 shows the estimated volatility path for the SVCJ
model, and it is very di¡erent from those in the SVand SVJ models.
As jump-driven highvolatility generates manyof the large moves in the volati-
lity process, sv is smaller than in the SVJ model. In the SVCJ model, volatility
mean reverts faster, as k is almost double its value in the SVJ model. Jumps still
arrive at therate of about1.5per year, butjumps in returns aresmaller. Jumps in
returns playa lesser role inthe SVCJ model than inthe SVJ model, as thepropor-
tionof totalvariance coming from jumps in returns is nowonly 9.96 percent.The
jumpsize estimates intheupper right handpanelof Figure3indicatethat nearly
allofthejumpsarenegative,astheincreasedvolatilityafterajumpgeneratesthe
reversale¡ect.The estimate of r falls again, which is consistent with Du⁄e, Pan,
and Singleton (2000).
The normal residual plot in Figure 3 gives no indication of misspeci¢cation in
the SVCJ model. As jumps in returns are smaller, they explain less of the large
movements and the Brownian increments are almost perfectly normally distrib-
uted. Although it is di⁄cult to see in Figure 2, there was onlya single jump dur-
ing theweekof thecrashin1987onOctober19,whenreturnshada negativejump
of  14 percent and volatility jumped upward from 40 percent to just over 50 per-
cent.The Bayes factors inTableVI support SVCJover the SVand SVJ models.
Figure1showsthattheSVIJandSVCJmodelsexhibitverysimilarbehavior,as
spot volatility inthetwo models is almost identical.Thejump times and sizes are
also similar, and arethereforenot reported.Allowing volatility tojumpindepen-
dently of returns provides additional £exibility over the SVCJ model, although
the model is harder to estimate as jumps involatilityare not signalled bya jump
TableVI
Log-Bayes Factors for the S&P 500 and Nasdaq 100
SV vs. SVJ SV vs. SVCJ SV vs. SVIJ SVJ vs. SVIJ SVCJ vs. SVIJ
S&P 500 47.62 49.32 59.45 33.83 10.12
Nasdaq100 27.16 28.95 56.03 33.19 27.08
The Impact ofJumps inVolatility and Returns 1285in returns.This added £exibilityallows volatility to playan even moreimportant
role than in the SVCJ model, as the proportion of variance due to jumps in re-
turns is less than in the SVJor SVCJ models. Diagnostics do not provide anyevi-
dence of misspeci¢cation in the SVIJ model.The Bayes Factor comparing SVCJ
and SVIJis over10, evidencethat favors the SVIJ model. Acaveat is inorder:The
SVIJ model is more di⁄cult to estimate, as the jumps do not occur simulta-
neously and this results in greater posterior parameter uncertainty for all of
the jump size parameters.
B. Nasdaq100
TableIVprovidestheNasdaqparametersestimates,using thesamepriorsthat
wereused for theS&P, and Figures4 and 5 providevolatilityandjump estimates.
The biggest di¡erence between the Nasdaq and S&P returns is that Nasdaq’s
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Figure4. Estimated volatility paths for the Nasdaq 100 for the four models.
TheJournal of Finance 1286volatility is much higher and more volatile than S&P volatility. For example, in
theSVJmodel,theaverage daily variancefortheNasdaqis1.91,morethandouble
theaveragefor theS&P,0.91.Foreachof the models,svisroughly 50percenthigh-
er for the Nasdaq than for the S&P and the speed of volatility mean reversion is
also higher for the Nasdaq.
Althoughvolatilityissystematicallyhigher,thisdoesnotimplythatjumpsplay
a lesser role; in fact, the contrary is true. Jumps arrive about three times more
often, although the sizes are typically smaller. Since the largest single day move
in the Nasdaq is smaller than in the S&P ( 16 percent compared to  23 per-
cent), jumps in returns need not generate as many extremely large moves (see
Figure5).The combinationof the slightlylower jump sizevolatility withthehigh-
erarrival rate results in the proportionof totalvariance due tojumps increasing
slightly, except for the SVIJ model (see Table V). An easier way to see how the
volatility structure of the S&P and Nasdaq indices di¡ers is to compare spot
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Figure5. Estimated jump times and sizes for the SVJ and SVCJ models for the
Nasdaq 100 index.
The Impact ofJumps inVolatility and Returns 1287volatilityestimates in Figure 6.Thevolatilityof thetwoindices was similar prior
to 1990, but since then, the volatility of the Nasdaq has been higher, often three
times higher than the volatility of the S&P.
Theleveragee¡ect,r,islesspronouncedfortheNasdaq.Thisisconsistentwith
the sample statistics, as Nasdaq’s skewness is smaller than that of the S&P. As in
the case of the S&P, r increases, in absolute value, from SV to SVIJ.The average
size of a jump in volatility in the Nasdaq is larger than in the S&P. However, as
Nasdaq volatility is higher than the volatility of the S&P, the proportional in-
crease in volatility due to an average-sized jump is smaller for the Nasdaq.The
speci¢cation diagnostics, both formal and informal, indicate that models with
jumps involatilityare preferred over those without jumps involatility.
C. Periods of Markets Stress: Jumps andVolatility
The estimates of spot volatility and jumps provide a means to evaluate the
contribution of these factors to the three periods of market stress in our sample:
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Figure6. Impliedvolatility pathsfor theS&P 500andNasdaq100for theSVJmodel.
TheJournal of Finance 1288October 1987, October 1997, and late Summer^Fall 1998. A priori, it is unclear if
jumps in returns or excess volatility were responsible for these periods, as both
can generate large movements. Understanding how these factors contribute to
theseperiodsis important,becauseitisprecisely theextrememovementsduring
periods of market stress that maycause investors to demand large premiatocar-
ry these risks.We focus on the behavior of volatility and jumps in the SVJ and
SVCJ models for the S&P 500 index.
In October 1987, the SVJ model attributes most of the large movements to
jumps in returns. Of the 23 percent decline on the day of the crash, a jump in
returns generated 18.8 percent of the move and there were also two other jumps
during the week. However, when allowed to jump, volatility plays a more promi-
nent rolein generating market stress. Inthe SVCJ model, there was ajump about
two weeks before the crash, which increased volatility from 21percent to 36 per-
cent, and on October 16, volatility jumped from 35 to 42 percent. Another jump
arrived onthe dayof the crash, increasing volatility to 50 percent and delivering
a  14 percent jump in returns. This implies that in the SVCJ model, jumps in
returns generated more than half of the crash. The large movements after the
crash (18 percent,  4 percent, and  8 percent) are attributed to Brownian
shocks combined with the highvolatility, in contrast to the SVJ model.The SVIJ
model delivers similar results, although the exact timing of jumps in volatility
and returns is slightly di¡erent.
In October 1997, there was a  7 percent move on the 27th and a 15p e r c e n t
move on the 28th.The SVJ model attributes both moves to jumps in returns and
volatility stays constant at about 19 percent. SVCJ estimates indicate that there
was a single jump on the 27th that lowered returns by  6 percent and increased
volatility from 16 percent to 25 percent.Thus the ¢rst move was due to a jump in
returns, whilethe secondwas due to highvolatility, a moreplausible explanation
than back-to-back jumps in returns. These periods indicate that both jumps in
volatilityand returns are important components of periods of market stress.
LateSummerandearlyFall1998wereperiodswitha numberofrelativelylarge
moves in the three to ¢ve percent range. Our estimates indicate that most of the
moves were generated by highvolatility (as opposed to jumps in returns), which,
in turn, was generated by jumps involatility.The ¢rst, onJuly 21,1998, occurred
coincidentaltoAlanGreenspan’scommentsontheeconomyandone dayafterthe
Wall StreetJournal ¢rst reported the large losses at Long Term Capital Manage-
ment. Although the move in the S&P 500 was only  1.6 percent, in the SVCJ
model, our algorithm estimated that ajump involatilityoccurred with relatively
high probability (about 50 percent), increasing volatility from 12 percent to just
over 20 percent. Jumps in returns and volatility also occurred at the end of
August, corresponding to the halt in trading of the Russian ruble. Over time,
volatility gradually mean-reverted back to relatively normal levels.
These three periods indicate that jumps in volatility and returns are the pri-
mary components that generated the periods of market stress, while di¡usive
stochastic volatility plays a secondary role.This suggests that it maybe more ap-
propriate to assign risk premia to jumps in returns and volatility components,
rather than di¡usive stochastic volatility.
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This section analyzes two option pricing implications: how the models induce
di¡erent option prices and the e¡ect of parameter and spot volatilityestimation
risk on option prices. Eraker (2002) provides a more detailed analysis of the
option pricing implications.
A. Di¡erences across Models
The time-series results indicate that jumps in volatility and returns play an
importantroleindeterminingthe dynamicsofreturns.Toevaluatetheireconom-
ic signi¢cance, we examine the cross section and term structure of implied vola-
tilities for the di¡erent models, conditional on estimated parameters and spot
volatility. These results are comparable to those in Du⁄e, Pan, and Singleton
(2000) with one important di¡erence. Du⁄e, Pan, and Singleton calibrate the
parameters and spot volatility to minimize option pricing errors on a given day,
while ours use only the information contained in historical returns.
Figure 7 displays implied volatility (IV) curves for the SV, SVJ, and SVCJ
models for three maturities.The SVCJ and SVIJ models deliver similar curves,
so we omitted the SVIJ curves.The IVcurves were computed using call option
prices conditional on the posterior mean of spot volatility and parameters for
various strikes.To frame the results, we also plot market implied volatilities for
options traded on October 31,1994, a randomly selected average volatility day in
our sample.
15
Results indicate that jumps in returns and volatility induce important di¡er-
ences in the shape of the IV curves, especially for short maturities. First, and
most apparent, the addition of jumps in returns and jumps in volatility signi¢-
cantly increases the curvature of the IVcurves. For short maturity options, the
di¡erencebetweentheSV,SVJ,andSVCJ IVcurvesforfar in-the-money(ITM)or
out-of-the money (OTM) options is quite large.This should not be a surprise, as
jumps in returns and volatility increase the conditional nonnormalities of the
underlying distribution. Our results are di¡erent from those in Andersen,
Benzoni,andLund(2002)andPan(2002)whorequiresigni¢cantjumpriskpremia
to generate di¡erencesbetweenthe IVcurves generatedby theSVand SVJ model.
Note the substantial increase in IV for ITM options for the SVCJ model.This
hook or ‘‘tipping at the end’’ e¡ect (Du⁄e, Pan, and Singleton (2000) and Pan
(2002)) is not present in the SVJ model. It appears to be an important feature of
market implied volatilities, although the SVCJ model, without volatility jump
riskpremia,doesnotgenerateasharp enoughhookto matchobserved IV curves.
Third, the SV model generates very £at IV curves, as it does not generate any
substantive conditional departures from normality. Last, we ¢nd a signi¢cant
£attening out e¡ect as time to maturity increases for all of the models.This oc-
curs because as maturity increases, the fat-tails and asymmetries in the condi-
tional distribution are driven to a larger extent by di¡usive volatility, rather
than jumps.
15We thank the referee for suggesting this.
TheJournal of Finance 1290To see the impact of adding a mean jump size risk premium, the right hand
panel of Figure 7 displays the IVcurves with a modest two percent risk premium
inthe meanjump sizein returns.Thepremium increasestheOTMslope of theIV
curves, but the e¡ect is small. Casual observation indicates that the risk pre-
mium improves the models’ability to ¢t option prices, especially forlonger matu-
rities.The fact that this small risk premium brings model implied prices close to
market prices is in contrast to Pan (2002), who estimates the risk premium to be
18 percent.
B. Estimation Risk and Option Prices
Our MCMC approach, through the posterior distribution, quanti¢es estima-
tion risk: the uncertainty inherent in estimating parameters and spot volatility.
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Figure7. Implied volatility curves for the SV, SVJ, and SVCJ models and market
impliedvolatilitycurvesforarandomlyselectedday inoursample,October31,1994.
The Impact ofJumps inVolatility and Returns 1291This section examines how this uncertainty impacts option prices. If Y andVt
were known, the price of acall option struck at K, with t days to maturity, condi-
tional on the current spot index level, St, is the usual option pricing function,
CðVt;Y;St;K;tÞ¼EQ
t ½e rðtÞ maxðStþt   K;0Þ ,w h e r eQ is the pricing measure.
This ignores that Y andVtareunknown and mustbe estimated.Inour setting,
pðY;VtjYÞ, which our MCMC algorithm computes, quanti¢es the uncertainty in
estimatingVtandY. Fromthe econometrician’s perspective, withuncertain spot
volatilityand parameters, the price of a call option is given by
CtðSt;K;tÞ¼
Z
CðVt;Y;St;K;tÞpðY;VtjYÞdYdVt;
which integrates out all posterior uncertainty.This assumes that the agents pri-
cing the options know the true volatility and parameters.We do not address the
di⁄cult issue of evaluating the impact of parameter uncertainty on equilibrium
prices (see, e.g., Anderson, Hansen, and Sargent (2000) for one approach to this
issue).
To quantify the impact of estimation risk, we compute the posterior distribu-
tion of option prices when both Y andVt are uncertain (Case 1), when onlyVt is
unknown (Case 2), and when only Y is uncertain (Case 3).We do this by integrat-
ing out the uncertainty in Y and/orVt, as summarized by the posterior distribu-
tion. Inthe casewhere Y orVtareuncertain, we conditionontheposterior mean
for the other quantity. Figure 8 displays the posterior mean and a (10 percent, 90
percent) posterior coverage interval for each case, for three maturities for the
SVCJ model, which is representative of the other jump models.
A comparison of the graphs in the upper and lower left panels indicates that
nearlyall of theATMuncertainty is generated by uncertainty inVt.The opposite
e¡ect occurs for OTMoptions. For this case, the middle left panel indicates that
parameter uncertainty dominates.Why does this occur? Note that while the pos-
terior means of my and sy are  1.7 and 2.9, a one standard deviation symmetric
coverageintervalis(0.2percent,  3.3 percent) for myand(2.3percent,3.5percent)
for sy. Since the tails in the conditional distribution over short intervals load
heavily on these parameters, any uncertainty over these parameters has a large
impact on OTMoptions. A similar argument holds for lyand mv.
At medium time horizons,Vt and Y uncertainty is still slightly greater for
ATM and OTM options, but the e¡ect is smaller. At long horizons, a di¡erent
e¡ect occurs: Parameter uncertainty dominates and spot volatility uncertainty
has a minimal e¡ect.The intuition for this is clear.The conditional distribution
of the index value over a year is largely determined by the long-run behavior of
the model, which in turn is determined by the parameters driving volatility: y, k,
and sv.
V. Conclusions
This paper analyzed models with jumps in returns and in volatility. For both
the S&P 500 and Nasdaq 100 index, results indicate that both of these jump com-
TheJournal of Finance 1292ponents are important, and models without jumps in volatility are misspeci¢ed.
Models with only di¡usive stochastic volatilityand jumps in returns are misspe-
ci¢ed, because theydo not have acomponent driving the conditionalvolatilityof
returns, which is rapidly moving.
The information in the time series of returns indicates that jumps in returns
andjumpsinvolatilityhaveastrong impactonoptionprices.Comparedtoamod-
el with only jumps in returns, models with jumps in volatility result in a signi¢-
cant increase in IV for deep in-the-money or out-of-the-money options.The fact
that jumps in volatility have such a large impact on IV is somewhat surprising,
as the original motivation for including jumps involatility was to improve onthe
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Figure8. The impact of estimation risk. The top panels integrate out both volatility
and parameter uncertainty.The middle panels integrate out only parameter uncertainty
(conditional on estimated volatility).The bottom panels integrate out only volatility un-
certainty (conditional on posterior mean of parameters).
The Impact ofJumps inVolatility and Returns 1293dynamics of spot volatility and not necessarily to generate more realistic IV
curves, although, of course, these two goals are clearly related.
Parameter and volatility estimation risk also has an important impact on op-
tionprices.Whileparameteruncertaintymightresultinsomeoptionpriceuncer-
tainty for short maturityat-the-moneyoptions, the impact can be as large as 72
impliedvolatilities for out-of-the-moneyoptions.Volatility uncertainty for at-the-
money short maturity options leads to prices that di¡er by 72 implied volatili-
ties, far greater than the bid^ask spread. Although the results on parameter un-
certainty in option pricing are new, the importance of volatility uncertainty is
not new. Merton (1980) recognized this as an important feature and states that
the‘‘most important direction is to develop accurate variance estimation models
which take into account of the errors invariance estimates’’ (p. 355). Our MCMC
algorithm provides such a method.
Our results indicate that parameter and spot volatility estimation risk is sub-
stantial.To obtain more accurate estimates, option price data may be extremely
useful.Chernovand Ghysels (2000),Eraker(2002),and Pan(2002) allusespotand
option price data to estimate various models. However, while the addition of op-
tion prices will aid in the estimation of the spot volatility, it is unclear if it will
signi¢cantly reducetheparameter uncertainty.This occursbecause therisk pre-
mia embedded in option prices introduce additional parameters, which are typi-
callydi⁄culttoestimate.UnlesstheriskpremiaarerestrictedasinPan(2002),it
is not clear if the aggregate parameter uncertainty will increase or decrease
with the addition of option price data.
Appendix A. Posterior Distributions forJumps andVolatility
The conditional posteriors for the jump sizes and jump times are new and are
derived as follows. We use the SVCJ model, because it is the most complex, in
terms of distributional structure. Recall the prior structure for the jump sizes
in SVCJ, x
v
t   expðmVÞ and x
y
tjx
v
t   Nðmy þ rJx
v
t; s2
yÞ.This speci¢cation allows us
to use the Gibbs sampler to exploit the conditional independence of the jumps in
volatility, as it is easy to draw from the conditional posterior. The conditional
posterior for the jump sizes to volatility is pðx
v
ðtþ1ÞDjJðtþ1ÞD ¼ 1; Y; x
y; V; YÞ
which, by Bayes rule is proportional to
pðYðtþ1ÞD; Vðtþ1ÞDjVtD; Jðtþ1ÞD ¼ 1; Y; x
y
ðtþ1ÞD; x
v
ðtþ1ÞDÞ
  pðx
v
ðtþ1ÞDjJðtþ1ÞD ¼ 1; Y; x
y
ðtþ1ÞDÞ
where the ¢rst term, pðYðtþ1ÞD; Vðtþ1ÞDjVtD; Jðtþ1ÞD ¼ 1; Y; x
y
ðtþ1ÞD; x
v
ðtþ1ÞDÞ, is a bi-
variatenormaldistributionandthesecondtermis,byBayesrule,proportionalto
the product of pðx
y
ðtþ1ÞDjx
v
ðtþ1ÞD; Jðtþ1ÞD ¼ 1; YÞ and pðx
v
ðtþ1ÞDjJðtþ1ÞD ¼ 1; YÞ.This is
a product of a normal and an exponential.To ¢nd the full conditional posterior,
completing the square for all three terms as a function of x
v
ðtþ1ÞD leads to a trun-
cated normal
pðx
v
ðtþ1ÞDjJðtþ1ÞD ¼ 1; Y; x
y; V; YÞ/1½x
v
ðtþ1ÞD40 Nðav
ðtþ1ÞD; ov
ðtþ1ÞDÞ;
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ðtþ1ÞD and ov
ðtþ1ÞD are straightforward to compute.The conditional poster-
ior given a jump is therefore a truncated normal distribution.When Jðtþ1ÞD ¼ 0,
the conditional posterior is x
v
t   expðmvÞ, as the data provides no information
about the jump size.
The posterior for the jumps in returns is similarly derived. Bayes Rule implies
that
pðx
y
ðtþ1ÞDjx
v
ðtþ1ÞD; Jðtþ1ÞD ¼ 1; Y; VtD; Yðtþ1ÞDÞ/
pðYðtþ1ÞDjx
y
ðtþ1ÞD; x
v
ðtþ1ÞD; Jðtþ1ÞD ¼ 1; Y; VtDÞpðx
y
ðtþ1ÞDjx
v
ðtþ1ÞD; YÞ:
Since both of the densities are Gaussian, we have that
x
y
ðtþ1ÞDjx
v
ðtþ1ÞD; Jðtþ1ÞD ¼ 1; Y; VtD; Ytþ1ÞD / Nða
y
ðtþ1ÞD; o
y
ðtþ1ÞDÞð 7Þ
where a
y
ðtþ1ÞD and o
y
ðtþ1ÞD are easy to compute.
For the jump times, which are assumed to arrive contemporaneously, the pos-
terior combines information from the returns and from the volatility. As Jðtþ1ÞD
can take only two values, its posterior is Bernoulli, Berðlðtþ1ÞDÞ.To compute the
Bernoulli probability, we use the conditional independence of increments to vo-
latilityand returns to get that
pðJðtþ1ÞD ¼1jVðtþ1ÞD; VtD; Yðtþ1ÞD; x
y
ðtþ1ÞD; x
v
ðtþ1ÞD; YÞ
/ lD   pðYðtþ1ÞD; Vðtþ1ÞDjVtD; Jðtþ1ÞD ¼ 1; x
y
ðtþ1ÞD; x
v
ðtþ1ÞD; YÞ;
which, again, is easy to calculate, since pðYðtþ1ÞD; Vðtþ1ÞDjVtD; Jðtþ1ÞD ¼
1; x
y
ðtþ1ÞD; x
v
ðtþ1ÞD; YÞ is a bivariate Gaussian density. Computing the conditional
posteriorforJðtþ1ÞD ¼ 0proceedssimilarly,whichgivestheBernoulliprobability.
The conditional posterior for volatility, pðVtD j YtD; Vðtþ1ÞD; Vðt 1ÞD;
x
y
tD; x
v
tD; JtD; YÞ, is not a known distribution. To sample from it, we use a
random-walk Metropolis algorithm (see Johannes and Polson (2002)). The con-
ditional posteriors for the parameters are standard. Given our conjugate priors,
the conditional posteriors for fa; k; y; sv; ly; lv; my; s2
y; mvg are all standard dis-
tributions, and we omit the derivations as they can be found in standard texts.
For r we use an independence Metropolis algorithmwith a proposal density cen-
tered at the sample correlation between the Brownian increments.
We now discuss our choices of prior distributions and parameters.Wherever
possible, we choose standard conjugate priors, which allows us to directly draw
from the conditional posteriors. Our prior distributions for the parameters are:
aBN(1, 25), kyBN(0,1), kBN(0,1), s2
v   IGð2:5; 0:1Þ, r  U ð   1;1Þ, ly5lvBb(2,40),
myBN(0, 100), s2
y   IGð5:0; 20Þ, mv  G ð 20;10Þ,a n drJBN(0, 4) where G refers to a
Gamma distribution, IG refers to the Inverse Gamma distribution, and U a stan-
dard uniform distribution. All of the prior distributions are uninformative with
the exception of sy and ly.The simulation results given below demonstrate that
the information imposed by these priors is minor relative to the information in
the likelihood function.This is further demonstrated by the fact that we use the
same priors for the Nasdaq and S&P data, which deliver drastically di¡erent
parameter estimates.
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Suppose that you wish to compare SVand SVJ. Let O ¼f Y; fVtD; JtD; xtDg
T
t¼1g
be a matrix of latent variables and parameters, which gives the marginal likeli-
hoods as
pðYjSVÞ¼
Z
pðYjO; SVÞpðOjSVÞdO
pðYjSVJÞ¼
Z
pðYjO; SVJÞpðOjSVJÞdO:
Now, as the SVJ model embeds the simple SV model when the entire vector of
jump times is zero (J50), we have the identity that p(YjO, SV)5p(YjO, J50,
SVJ). Moreover, if we assume in the priors that p(OjSV)5p(OjJ50, SVJ) (para-
meters in common have the same priors), then
pðYjSVÞ¼
Z
pðYjO; J ¼ 0;SVJÞpðOjJ ¼ 0;SVJÞdO ¼ pðYjJ ¼ 0;SVJÞ:
Bayes rule also implies that
PðJ ¼ 0jY; SVJÞ¼
PðYjJ ¼ 0; SVJÞ
PðYjSVJÞ
PðJ ¼ 0jSVJÞ; ð8Þ
and we have the important identity that we use to develop an MCMC estimator,
oddsðsv : svjÞ¼
PðJ ¼ 0jY; SVJÞ
PðJ ¼ 0jSVJÞ
: ð9Þ
This is simplya ratio of prior ordinate toposteriorordinate, and thekeyobserva-
tion is that this can be directly computed from the MCMC output, whereas the
marginal likelihoods above are not available (seeJacquier and Polson (1999)).
In the SVJ model, we can compute
pðJ ¼ 0jSVJÞ¼
Z 1
0
pðJ ¼ 0jl;SVJÞpðljSVJÞdl
¼
Z 1
0
ð1   lÞ
T l
a0 1ð1   lÞ
b0 1
Bða0; b0Þ
dl ¼
Bða0; T þ b0Þ
Bða0;b0Þ
:
For the other portion, a similar argument gives
pðJ ¼ 0jY; SVJÞ¼
Z 1
0
pðJ ¼ 0jl; Y; SVJÞpðljY; SVJÞdl; ð10Þ
which a straightforward computation yields
pðJ ¼ 0jY; SVJÞ¼
Z
J
Bða0 þ
PT
t¼0 Jt; b0 þ 2T  
PT
t¼0 JtÞ
Bða0 þ
PT
t¼1 Jt; b0 þ T  
PT
t¼1 JtÞ
"#
pðJjYÞdJ
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pðljY; SVJÞ¼
Z
J
pðljJ; Y; SVJÞpðJjYÞdJ ¼
Z
J
pðljJ; SVJÞpðJjYÞdJ
¼
Z
J
l
a0þ
PT
t¼0 Jt 1ð1   lÞ
b0þT 
PT
t¼1 Jt 1
Bða0 þ
PT
t¼1 Jt; b0 þ T  
PT
t¼1 JtÞ
pðJjYÞdJ:
Computing this integral with the Monte Carlo samples gives
pðJ ¼ 0jY; SVJÞ¼
1
G
X G
g¼1
Bða0 þ
PT
t¼0 J
g
t ;b0 þ 2T  
PT
t¼0 J
g
t Þ
Bða0 þ
PT
t¼1 J
g
t ;b0 þ T  
PT
t¼1 J
g
t Þ
; ð11Þ
and we therefore have an MCMC estimator:
oddsðsv : svjÞ¼
Bða0;b0Þ
Bða0; T þ b0Þ
1
G
X G
g¼1
Bða0 þ
PT
t¼0 J
g
t ; b0 þ 2T  
PT
t¼0 J
g
t Þ
Bða0 þ
PT
t¼1 J
g
t ; b0 þ T  
PT
t¼1 J
g
t Þ
: ð12Þ
The computation of the other Odds Ratios is similar. In following the literature,
we compute log odds ratios.
Appendix C. Simulation Experiments
Our simulations used 100 arti¢cial data sets consisting of 4,000 data points.
The data were generated using the Euler discretization of the continuous-time
model with D51/20. Hence, our estimation method is measured against the arti-
¢cial data generated by the true continuous time process. We used a posterior
sample size of 50,000 for each of the MCMC runs.
The number of data points and the true parameters are suggestive of what one
can expect from daily equity price data, although we tried to stack the deck
against our methodology by making the jumps extremely unlikely. An intensity
of 0.006 indicates that there are only1.5 jumps per year.With 4,000 dailyobserva-
tions, this implies that we essentially only have 26 jumps per sample.
TablesVIIandVIII report simulations for the SVJand SVCJ models.Thetables
report the means and the root mean squared error (RMSE) and the results indi-
cate that the algorithm delivers extremely accurate estimates for most of the
parameters, with the exception of k, which appears to be slightly biased.This is
not necessarily surprising: This parameter governs the speed of mean reversion
of stochastic volatility and is di⁄cult to estimate. Our results are similar to
those found reported in Jacquier et al. (1994) for the stochastic volatility para-
meters.
To see how much of the error in estimating jump components was due to the
extremely rarejumpsin returns,TableVIII reportstheresults whenweincreased
the arrival intensity to 0.015 (3.6 jumps per year). As expected, increasing the ar-
rival rate of jumps improves the ability of the algorithm to estimate the para-
meters of the jump distribution, although the increased noise makes estimation
of the stochastic volatility components slightly less accurate.The results for the
The Impact ofJumps inVolatility and Returns 1297SVCJ modelaresimilar, althoughwe arenot ableto reliablyestimate the rJ para-
meter.Thevariable rJis essentiallya regression parameterbetweenthejumps in
returns andvolatility, x
y5my1rJx
v1e where e  Nð 0; s2
yÞ. Sincejumps arelatent
and jumps are rare events, this is not surprising.
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