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Abstract
Westudy theworst-case ε-complexity of nonlinear initial-value problemsu(k)(x)=g (x, u(x), u′(x), . . . ,
u(q)(x)
)
, x ∈ [a, b], 0q < k, with given initial conditions. We assume that function g has r (r1)
continuous bounded partial derivatives.We consider two types of information about g: standard information
deﬁned by values of g or its partial derivatives, and linear information deﬁned by the values of linear
functionals on g. For standard information, we show that the worst-case complexity is
(
(1/ε)1/r
)
, which
is independent of k and q. By deﬁning an algorithm using integral information, we show that the complexity is
O
(
(1/ε)1/(r+k−q)
)
if linear information is used. Hence, linear information is more powerful than standard
information. For q = 0 for instance, the complexity decreases from 
(
(1/ε)1/r
)
to O
(
(1/ε)1/(r+k)
)
.
We also give a lower bound on the ε-complexity for linear information. We show that the complexity is

(
(1/ε)1/(r+k)
)
, which means that upper and lower bounds match for q = 0. The gap for the remaining
values of q is an open problem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The goal of this paper is to study the ε-complexity of nonlinear initial-value problems for
ordinary differential equations of order k. Hence, we wish to solve the problem u(k)(x) =
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g
(
x, u(x), u′(x), . . . , u(q)(x)
)
, where x ∈ [a, b] and 0q < k, with given initial conditions
u(j)(a) = uja , j = 0, 1, . . . , k − 1. Here, we assume that g has r continuous bounded partial
derivatives, where r1. The ε-complexity is deﬁned to be the minimal amount of information,
measured by the number n of functional evaluations, sufﬁcient for solving the problem under
the worst-case error criterion, to within an accuracy of ε [9]. We consider two types of informa-
tion: standard information deﬁned by values or partial derivatives of the function g, and linear
information involving linear functionals which act on g.
Obviously, initial-value problems are well studied in classical numerical analysis, see, e.g.,
[1,8]. The complexity of initial-value problems has also been widely studied, see [3] for results
on ﬁrst-order systems in the worst-case and asymptotic settings. Recently, initial-value problems
of ﬁrst order have been studied in the randomized and quantum settings [5,6].
An ordinary differential equation of order k can be transformed into a system of ﬁrst-order
equations. We can then apply known results for ﬁrst-order systems of k equations. We achieve
in this way the error O(n−r ) for standard information, and O
(
n−(r+1)
)
for linear information,
see [3]. However, since the system being solved is a special one, we do not know whether these
rates of convergence are the best possible. In fact, it is shown in [4] for k = 2 and q = 0 and in
[7] for k = 3 and q = 0 that by using integral information we can achieve better error bounds
O
(
n−(r+2)
)
and O
(
n−(r+3)
)
, respectively.
In this paper, we address the question of upper and lower bounds on the worst-case errors
for any k and q. We show that by using standard information we cannot do better than (n−r ),
for any value of k and q. Since an algorithm exists with error O(n−r ), the ε-complexity in the
standard information case is 
(
(1/ε)1/r
)
, independent of k and q. On the other hand, we deﬁne
an algorithm based on integral information with the error O
(
n−(r+k−q)
)
. The speed-up over
standard information is thus at least 1 for q = k − 1, and it goes up to k for q = 0. Consequently,
the ε-complexity is O
(
(1/ε)1/(r+k−q)
)
. Note that this upper bound on the ε-complexity depends
strongly on the order k when linear information is allowed. We also show a lower bound of

(
(1/ε)1/(r+k)
)
on the ε-complexity for general linear information. Hence, the lower and upper
bounds match for q = 0. For other values of q, the problem of ﬁnding tight upper and lower
bounds remains open.
The results of this paper extend those obtained for k = 2 and q = 0 in [4], and k = 3 and
q = 0 in [7], to the case of arbitrary k and q.We show how the ε-complexity depends on these two
parameters. This requires a new proof technique compared to the proof methods used in [2,4,7].
This paper is organized as follows: in Section 2, we formulate the problem and give necessary
deﬁnitions. In Section 3, we derive two algorithms (based on standard and linear information,
respectively) for solving the initial-value problem. In Section 4, we derive upper bounds on the
errors of the algorithms deﬁned in Section 3. Lower bounds on the errors of an arbitrary algorithm
are given in Section 5. Finally, the resulting upper and lower bounds on the ε-complexity are given
in Section 6.
2. Problem formulation and deﬁnitions
We shall analyze the complexity of nonlinear initial-value problems for order k, which have
the form
u(k)(x) = g
(
x, u(x), u′(x), . . . , u(q)(x)
)
, x ∈ [a, b],
u(j)(a) = uja, j = 0, 1, . . . , k − 1, (1)
where 0q < k, g : [a, b] × Rq+1 → R, u : [a, b] → R (a < b).
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The class of functions gwill be denoted byG. For r1 and given positive numbersD0, . . . , Dr ,
we deﬁne
G =
{
g : g ∈ C(r)([a, b] × Rq+1), |g(k)(x, y)|Dk, where
x ∈ [a, b], y ∈ Rq+1, k = 0, 1, . . . r
}
. (2)
Any method of solving (1) is based on certain information about g. By information with n evalu-
ations about g, we mean n real numbers N(g), where
N : G −→ Rn (3)
is a given operator. We consider two types of information:
• Standard information, in which N(g) is deﬁned by an arbitrary selection of n values of g or
its partial derivatives chosen possibly in adaptive way.
• More general linear information has the form
N(g) = [v1, . . . , vn], (4)
with vi = Li(g; v1, . . . , vi−1), whereLi(·; v1, . . . , vi−1) is a linear functional onC(r)([a, b]×
Rq+1).
We will denote classes of all standard or linear information operators byN st orN lin, respectively.
Note that N st ⊂ N lin.
We use an algorithm to approximate the solution of the initial-value problem. By an algorithm,
we mean any mapping  deﬁned on N(G), which transforms information N(g) into a function
(N(g)) : [a, b] −→ R. The local error of an algorithm  at g is deﬁned by
e(, g) = max
x∈[a,b] |u(x) −  (N (g)) (x)| . (5)
The worst-case error of  in the class G is deﬁned by
e(,G) = sup
g∈G
e(, g). (6)
The cost of the algorithm  is deﬁned to be the number n of evaluations of linear functionals at g
used by . By the ε-complexity of problem (1), we mean the minimal cost of an algorithm with
respect to all algorithms solving this problem, and all information operators from classes N st or
N lin. That is, given ε > 0, we deﬁne the ε-complexity by
compst(lin)(ε) = min
{
n : ∃N ∈ N st(lin) with n evaluations,
∃st(lin) such that e(st(lin),G)ε
}
. (7)
Note that we omit the combinatory cost, i.e., the complexity is based on functional evaluations
for g only.
We will ﬁnd in this paper lower and upper bounds on compst(lin)(ε). Throughout this paper, we
shall use l1 vector and matrix norms.
3. Algorithms
To ﬁnd upper bounds on the complexity, we shall deﬁne algorithms ∗st and ∗lin for solving
problem (1) that use standard or linear information, respectively. In each of the two algorithms,
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we shall deﬁne an approximation l(x) of u(x). Consider a uniform partition of [a, b] with points
xi := a + ih, where h := (b − a)/n and i = 0, 1, . . . , n. (In this section, n denotes the number
of subintervals of [a, b]. In the previous section n meant the number of information equations.
This will not lead to misunderstanding from the point of view of our results, since both numbers
are equal to within a constant multiplicative factor; see the end of this section.) Note that
u(k−1)(x) = u(k−1)(xi) +
∫ x
xi
g
(
t, u(t), u′(t), . . . , u(q)(t)
)
dt, (8)
u(k−2)(x) = u(k−2)(xi) + u(k−1)(xi)(x − xi)
+
∫ x
xi
∫ t1
xi
g
(
t, u(t), u′(t), . . . , u(q)(t)
)
dt dt1, (9)
so, in general, for j = 0, 1, . . . , k − 1 and x ∈ [xi, xi+1], we have
u(j)(x) =
k−1−j∑
p=0
u(j+p)(xi)
(x − xi)p
p!
+
∫ x
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
g
(
t, u(t), u′(t), . . . , u(q)(t)
)
dt dt1 . . . dtk−1−j . (10)
For j = 0, 1, . . . , k − 1, let yj0 := uja , and, for given yji , let u¯i denote the solution of the
initial-value problem
u¯(k) = g
(
x, u¯(x), u¯′(x), . . . , u¯(q)(x)
)
, x ∈ [xi, xi+1],
u¯(j)(xi) = yji . (11)
Let
li (x) =
r+k−1∑
j=0
u¯
(j)
i (xi)
j ! (x − xi)
j , x ∈ [xi, xi+1], (12)
be the Taylor approximation of the solution u¯i (x).
We deﬁne
y
j
i+1 = l(j)i (xi+1) (13)
for the algorithm ∗st, and
y
j
i+1 =
k−1−j∑
p=0
y
j+p
i
hp
p!
+
∫ xi+1
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
g
(
t, li (t), l
′
i (t), . . . , l
(q)
i (t)
)
dt dt1 . . . dtk−1−j (14)
for the algorithm ∗lin, where j = 0, 1, . . . , k − 1 and i = 0, 1, . . . , n − 1.
The approximation l(x) is given as a piecewise polynomial function on [a, b] that coincides
with li (x) on each subinterval, i.e.,
l(x) = li (x) for x ∈ [xi, xi+1), l(b) = ln−1(b). (15)
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It follows from the deﬁnition that the algorithm∗st requires only values of g and its partial deriva-
tives up to the order r at some points. Hence, it uses standard information. The algorithm ∗lin ad-
ditionally needs values of integrals of the form
∫ xi+1
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
g
(
t, li (t), l
′
i (t), . . . , l
(q)
i (t)
)
dt dt1 . . . dtk−1−j . This algorithm is therefore based on linear information.
The total number of required evaluations is in both cases equal to c(r, k)n, where c(r, k) is a
positive constant (individual for each algorithm) that depends only on r and k. So the number of
pieces of information, up to a constant, is equal to the number n of subintervals of the interval
[a, b].
4. Upper bounds on the worst-case errors
We now formulate a theorem that gives upper bounds on errors of ∗st and ∗lin. For linear
information the upper bound depends signiﬁcantly on k, and is better than for the bound for
standard information.
Theorem 4.1. There exists a constant K such that for all n ∈ N, we have
e(∗st(lin),G)Kn−(r+), (16)
where  = 0 for the algorithm ∗st, and  = k − q for the algorithm ∗lin. The constant K
depends only on D1, k, a, and b.
Theorem 4.1 is a consequence of the following result explaining how local errors of approxi-
mation inﬂuence the global error in [a, b].
Theorem 4.2. Let g
(
x, u, u′, . . . , u(q)
)
in (1) be a continuous function on [a, b] × Rq+1, satis-
fying a uniform Lipschitz condition with a constant D1 with respect to
(
u, u′, . . . , u(q)
)
in Rq+1,
i.e., ∣∣∣g (x, u, . . . , u(q))− g (x, v, . . . , v(q))∣∣∣ D1‖(u, . . . , u(q)) − (v, . . . , v(q))‖,
for all x ∈ [a, b] and all (u, . . . , u(q)), (v, . . . , v(q)) ∈ Rq+1.
Let u(x) be the solution of (1), and u¯(x) the solution of (11), where the numbers yji are
given recursively according to (13) and (14), with arbitrary starting values yj0 = uja , for j =
0, . . . , k − 1. Furthermore, let li (x) be a given continuous approximation to u¯i (x) in [xi, xi+1]
(not necessarily deﬁned by Taylor’s formula) such that
sup
x∈[xi ,xi+1]
∣∣∣u¯(j)i (x) − l(j)i (x)∣∣∣  err(g, h)hj , j = 0, 1, . . . , k − 1, (17)
with err(g, h) independent of i.
Then the approximation l(x) deﬁned on [a, b] by (15) has the property that there exists a
constant N (depending only on D1, k, a, and b) such that for sufﬁciently small h we have
sup
x∈[a,b]
|u(x) − l(x)|N err(g, h)h−k (18)
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for standard information, and
sup
x∈[a,b]
|u(x) − l(x)|N err(g, h)h−q (19)
for linear information.
We now show some auxiliary facts that will be used in proof of Theorem 4.2. All of them are
easily proved by straightforward algebra. In what follows, we shall use the symbol aj to denote
the jth column of a matrixA = [ai,j ]k−1i,j=0. For matrices (or vectors)A, B the symbolAB means
that each element of A is no larger than the corresponding element of B.
Fact 4.1. Let C = [ci,j ]k−1i,j=00 be a matrix satisfying
max
j=0,...,k−1 ci,j = ci,k−1, i = 0, . . . , k − 1. (20)
Then for any matrix B = [bi,j ]k−1i,j=00, the matrix BC satisﬁes condition (20) and ‖BC‖ =‖Bck−1‖, where ck−1 denotes the last column of matrix C.
Proof. Note that since all components of matrices B and C are non-negative, we have
max
j=0,...,k−1(BC)ij = maxj=0,...,k−1
k−1∑
l=0
bilclj =
k−1∑
l=0
bilcl,k−1 = (BC)i,k−1,
where i = 0, . . . , k − 1. Hence
‖BC‖ = max
j=0,1,...,k−1
k−1∑
i=0
|(BC)ij | =
k−1∑
i=0
(BC)i,k−1
=
k−1∑
i=0
(Bck−1)i = ‖Bck−1‖. 
As a corollary of fact above, we get
Fact 4.2. Let C = [ci,j ]k−1i,j=00 be a matrix satisfying (20). Then
‖Cn‖ = ‖cnk−1‖, n = 0, 1, . . . , (21)
where cnk−1 denotes the (k − 1)th column of the matrix Cn.
Proof. To proof this fact it is sufﬁcient to let B = Cn (where n = 0, 1, . . .) in Fact 4.1. We then
get
‖BC‖ = ‖CnC‖ = ‖Cnck−1‖ = ‖cn+1k−1‖. 
It is easy also to show that
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Fact 4.3. For matrices A,B0 of form (20), we have
‖A + B‖ = ‖ak−1 + bk−1‖ = ‖ak−1‖ + ‖bk−1‖.
Proof. For matrices A,B0 of form (20), we get
‖A + B‖ = max
j=0,...,k−1
k−1∑
i=0
(A + B)ij = max
j=0,...,k−1
k−1∑
i=0
(aij + bij )
=
k−1∑
i=0
max
j=0,...,k−1 aij +
k−1∑
i=0
max
j=0,...,k−1 bij =
k−1∑
i=0
ai,k−1 +
k−1∑
i=0
bi,k−1
= ‖ak−1‖ + ‖bk−1‖. 
We shall also need some properties of k × k matrices M and H deﬁned by
mj,p =
⎧⎨
⎩
0 if j > p,(
p
j
)
if jp, j, p = 0, 1, . . . , k − 1, (22)
and
hj,p = 2D1 h
k−pp!
(k − j)!j ! , j, p = 0, 1, . . . , k − 1, (23)
where D1 and h are arbitrary positive constants.
In the following lemma we show how the matrix Mi can be expressed by means of elements
of M.
Lemma 4.1. Let M be deﬁned as above. For any non-negative integer i, the matrix Mi =
[mij,p]k−1j,p=0 has the following elements:
mij,p =
⎧⎨
⎩
0 if j > p,
ip−j
(
p
j
)
if jp, (24)
moreover,
‖Mi‖ = (i + 1)k−1. (25)
Proof. For i = 0 and 1 the statement is obvious. Let us assume that the statement holds true for
i − 1. For jp, the element mij,p of the matrix Mi is of the form
mij,p =
k−1∑
l=0
mi−1j,l ml,p =
p∑
l=j
mi−1j,l ml,p =
p∑
l=j
(i − 1)l−j
(
l
j
)(p
l
)
=
p∑
l=j
(i − 1)l−j p!
(l − j)!(p − l)!j ! =
p∑
l=j
(i − 1)l−j p!
(p − j)!j !
(p − j)!
(p − l)!(l − j)!
=
(
p
j
)p−j∑
l=0
(
p − j
l
)
(i − 1)l1p−j−l =
(
p
j
)
ip−j .
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For j > p, mij,p =
∑k−1
l=0 m
i−1
j,l ml,p = 0. Indeed, due to the deﬁnition of the matrix M and the
inductive assumption, we see that if j l then p < l and ml,p = 0; otherwise, if j > l then
mi−1j,l = 0.
To prove property (25), note that the matrix Mi satisﬁes (20). Hence, by Fact 4.1, we have
‖Mi‖ = ‖mik−1‖ =
k−1∑
j=0
(
k − 1
j
)
ik−1−j = (i + 1)k−1. 
The matrices Mi and H satisfy the assumptions of Fact 4.2. From this and Lemma 4.1, we
derive upper bounds on the elements of the last column and on the norm of HMi .
Lemma 4.2. Let M and H be matrices deﬁned as above. Then for any i = 0, 1, . . . , we have
(HMi)j,k−1
(
k
j
)
2D1heih
k − j m
i+1
j,k−12D1he
ih (26)
and
Hmik−1mi+1k−12D1he
ih. (27)
As a consequence we get
‖HMi‖‖Mi+1‖2D1heih. (28)
Proof. From the deﬁnitions of matrices H and M, we may use Lemma 4.1 to ﬁnd that
(HMi)j,k−1 =
k−1∑
l=0
hj,lm
i
l,k−1 =
k−1∑
l=0
2D1
hk−l l!
(k − j)!j !
(k − 1)!
(k − 1 − l)!l! i
k−1−l
=
k−1∑
l=0
2D1
hk−l l!
(k − j)!j !
(k − 1)!
(k − 1 − l)!l!
(k − 1 − j)!
(k − 1 − j)! i
k−1−l
=
(
k − 1
j
)
2D1h
k − j
k−1∑
l=0
(ih)k−1−l
(k − 1 − l)!

(
k − 1
j
)
2D1h
k − j e
ih,
which proves the ﬁrst inequality. To prove the second one, note that each component of the last
column of the matrix HMi can be bounded by
(HMi)j,k−1 
(
k − 1
j
)
2D1h
k − j e
ih

(
k − 1
j
)
(i + 1)k−1−j 2D1h
k − j
eih
(i + 1)k−1−j
 mi+1j,k−12D1he
ih,
which implies (27).
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To prove the last inequality, note that Fact 4.2 implies that ‖Mi‖ = ‖mik−1‖, and Fact 4.1
implies that ‖HMi‖ = ‖Hmik−1‖. Hence for j = 0, 1, . . . , k − 1, we get
‖HMi‖
k−1∑
j=0
mi+1j,k−12D1he
ih‖Mi+1‖2D1heih. 
We now present the last algebraic result needed to prove Theorem 4.2, which is an upper bound
on ‖(M + H)i‖.
Lemma 4.3. Let A = M + H , where M, H are the matrices above. Then for any i = 0, 1, . . . ,
we have
aik−1mik−1
i−1∏
j=0
(
1 + 2D1hejh
)
. (29)
Moreover, there exists a constant c > 0 depending only on D1, a, and b such that for i =
0, 1, . . . , n − 1 and h := (b − a)/n, we have
‖Ai‖c‖Mi‖. (30)
Proof. First note that according to Lemma 4.2 for i = 0, we get
ak−1 = mk−1 + hk−1mk−1(1 + 2D1h).
Let us assume now for Ai−1 that ai−1k−1m
i−1
k−1
i−2∏
j=0
(
1 + 2D1hejh
)
. Then for Ai we have
aik−1 = Aai−1k−1Ami−1k−1
i−2∏
j=0
(
1 + 2D1hejh
)
= Mmi−1k−1
i−2∏
j=0
(
1 + 2D1hejh
)
+ Hmi−1k−1
i−2∏
j=0
(
1 + 2D1hejh
)
 mik−1
i−2∏
j=0
(
1 + 2D1hejh
)
+ mik−1
i−2∏
j=0
(
1 + 2D1hejh
)
2D1he(i−1)h
= mik−1
i−1∏
j=0
(
1 + 2D1hejh
)
.
We get the second component in the second inequality from Lemma 4.2. This proves (29).
From Facts 4.2 and 4.3, we ﬁnd that ‖Ai‖ = ‖aik−1‖ and ‖Mi‖ = ‖mik−1‖. Then, from (29)
and for any i = 0, 1, . . . , n − 1, we ﬁnd that
‖Ai‖  ‖Mi‖
i−1∏
j=0
(
1 + 2D1hejh
)
‖Mi‖e2D1h
(
1+e+···+e(i−1)h)
 ‖Mi‖e2D1(eih−1)‖Mi‖e2D1(eb−a−1),
and Lemma 4.3 follows. 
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Now, we are ready for the
Proof of Theorem 4.2. Let us consider ﬁrst the case of linear information.We shall ﬁnd an upper
bound on
sup
x∈[a,b]
|u(x) − l(x)| = max
0 in−1Fi, (31)
where Fi := sup
x∈[xi ,xi+1]
|u(x) − li (x)|. Note that
Fi  sup
x∈[xi ,xi+1]
|u(x) − u¯i (x)| + sup
x∈[xi ,xi+1]
|u¯i (x) − li (x)|
 sup
x∈[xi ,xi+1]
|u(x) − u¯i (x)| + err(g, h). (32)
For j = 0, 1, . . . , k − 1, we denote
E
j
i = sup
x∈[xi ,xi+1]
∣∣∣u(j)(x) − u¯(j)i (x)∣∣∣ , (33)
e
j
i = u(j)(xi) − u¯ji (xi) = u(j)(xi) − yji . (34)
Similarly to (10), we ﬁnd that
u¯
(j)
i (x) =
k−1−j∑
p=0
y
j+p
i
(x − xi)p
p!
+
∫ x
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
g
(
t, u¯i (t), u¯
′
i (t), . . . , u¯
(q)
i (t)
)
dt dt1 . . . dtk−1−j , (35)
for the solution u¯(x). Here j = 0, 1, . . . , k − 1 and x ∈ [xi, xi+1].
From this and Eqs. (10) we get for j = 0, 1, . . . , k − 1
u(j)(x) − u¯(j)i (x) =
k−1−j∑
p=0
(
u(j+p)(xi) − yj+pi
) (x − xi)p
p!
+
∫ x
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
[
g
(
t, u(t), . . . , u(q)(t)
)
−g
(
t, u¯i (t), . . . , u¯
(q)
i (t)
)]
dt dt1 . . . dtk−1−j , (36)
which gives bounds
E
j
i 
k−1−j∑
p=0
∣∣∣ej+pi ∣∣∣ hpp! + D1 h
k−j
(k − j)!
q∑
p=0
E
p
i , j = 0, 1, . . . , k − 1. (37)
The second part of the inequality follows from the fact that function g satisﬁes a uniform Lipschitz
condition with constant D1. Indeed, we have
sup
t∈[xi ,xi+1]
∣∣∣g (t, u (t) , u′(t), . . . , u(q)(t))− g (t, u¯i (t) , u¯′i (t), . . . , u¯(q)i (t))∣∣∣
D1 sup
t∈[xi ,xi+1]
∥∥∥(u(t), u′(t), . . . , u(q)(t))− (u¯i (t), u¯′i (t), . . . , u¯(q)i (t))∥∥∥
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D1
q∑
p=0
sup
t∈[xi ,xi+1]
∣∣∣u(p)(t) − u¯(p)i (t)∣∣∣ .
Summing up the inequalities of (37) for j = 0, 1, . . . , q, we get
q∑
j=0
E
j
i 
q∑
j=0
k−1−j∑
p=0
∣∣∣ej+pi ∣∣∣ hpp! + D1
q∑
j=0
hk−j
(k − j)!
q∑
p=0
E
p
i
=
q∑
p=0
∣∣epi ∣∣
p∑
j=0
hj
j ! +
k−1∑
p=q+1
∣∣epi ∣∣
p∑
j=p−q
hj
j ! + D1
q∑
j=0
E
j
i
q∑
p=0
hk−p
(k − p)! , (38)
and hence
q∑
j=0
E
j
i 
q∑
p=0
|epi |
p∑
j=0
hj
j ! +
k−1∑
p=q+1
|epi |
p∑
j=p−q
hj
j !
1 − D1
q∑
p=0
hk−p
(k − p)!
. (39)
Therefore, for sufﬁciently small h, we have
q∑
j=0
E
j
i 2
k−1∑
p=0
|epi |. (40)
We are interested in an upper bound on E0i . Using (40) in (37) for j = 0, we have
E0i 
k−1∑
p=0
|epi |
hp
p! + D1
hk
k!
q∑
p=0
E
p
i 
k−1∑
p=0
|epi |
hp
p! + 2D1
hk
k!
k−1∑
p=0
|epi |. (41)
So, for sufﬁciently small h, there exists a constant c (which is close to 1), independent of i and h,
such that
E0i c
k−1∑
p=0
|epi |
hp
p! . (42)
By subtracting identities (10) for x = xi+1 from the analog of (14), we have
u(j)(xi+1) − yji+1 =
k−1−j∑
p=0
(
u(j+p)(xi) − yj+pi
) hp
p!
+
∫ xi+1
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
[
g
(
t, u(t), . . . , u(q)(t)
)
− g
(
t, li (t), . . . , l
(q)
i (t)
)]
dt dt1 . . . dtk−1−j .
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By adding and subtracting u¯(j)(xi+1) in the right side, we get
u(j)(xi+1) − yji+1 =
k−1−j∑
p=0
(
u(j+p)(xi) − yj+pi
) hp
p!
+
∫ xi+1
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
[
g
(
t, u(t), . . . , u(q)(t)
)
− g
(
t, u¯i (t), . . . , u¯
(q)
i (t)
)]
dt dt1 . . . dtk−1−j
+
∫ xi+1
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
[
g
(
t, u¯i (t), . . . , u¯
(q)
i (t)
)
−g
(
t, li (t), . . . , l
(q)
i (t)
)]
dt dt1 . . . dtk−1−j .
Hence, by (40) and by the assumptions of the theorem, we get bounds
|eji+1|
k−1−j∑
p=0
|ej+pi |
hp
p! + 2D1
hk−j
(k − j)!
k−1∑
p=0
|epi | + D1
hk−j
(k − j)!
q∑
p=0
err(g, h)
hp
. (43)
It is easy to show that∣∣∣eji ∣∣∣ P ji , j = 0, 1, . . . , k − 1, (44)
where P ji satisfy the following system of difference equations:
P
j
i+1 =
k−1−j∑
p=0
P
j+p
i
hp
p! + 2D1
hk−j
(k − j)!
k−1∑
p=0
P
p
i + D1
hk−j
(k − j)!
q∑
p=0
err(g, h)
hp
, (45)
with P j0 =
∣∣∣u(j)(a) − yj0 ∣∣∣ = 0 and for j = 0, 1, . . . , k − 1. Multiplying every equation by the
factor hj/j !, we get that
hj
j ! P
j
i+1 =
k−1−j∑
p=0
hj
j !
hp
p! P
j+p
i + 2D1
hj
j !
hk−j
(k − j)!
k−1∑
p=0
P
p
i + D1
hj
j !
hk−j
(k − j)!
q∑
p=0
err(g, h)
hp
=
k−1∑
p=j
(
p
j
)
hp
p! P
p
i + 2D1
k−1∑
p=0
hk−pp!
(k − j)!j !
hp
p! P
p
i + D1
hk
k!
(
k
j
) q∑
p=0
err(g, h)
hp
. (46)
Let Ri and b be column vectors such that Ri =
[
hjP
j
i /j !
]k−1
j=0 and b =
[
D1hk/k!
(
k
j
)
q∑
p=0
(err(g, h)/hp)
]k−1
j=0
. Note that ‖b‖ = O (hk−q err(g, h)). Deﬁne thematrixA = [aj,p]k−1j,p=0
by
aj,p =
⎧⎪⎪⎨
⎪⎪⎩
2D1
hk−pp!
(k − j)!j ! if p < j,(
p
j
)
+ 2D1 h
k−pp!
(k − j)!j ! if pj,
j, p = 0, 1, . . . , k − 1. (47)
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System (46) can be written in matrix form as
Ri+1 = ARi + b, i = 0, 1, . . . , (48)
with the starting vector R0 = 0. From this, it follows that
Ri+1 = Ai+1R0 +
(
I + A + A2 + · · · + Ai
)
b =
(
I + A + A2 + · · · + Ai
)
b. (49)
Note that to ﬁnd the bound on E0i , it is sufﬁcient to get an upper bound on the ﬁrst norm of the
vector Ri+1, since
E0i c
k−1∑
p=0
|epi |
hp
p! c
k−1∑
p=0
P
p
i
hp
p! = c‖Ri‖. (50)
We have
‖Ri+1‖ 
∥∥∥I + A + A2 + · · · + Ai∥∥∥ ‖b‖ (51)
and
‖b‖ = D1 h
k
k!
k−1∑
j=0
(
k
j
) q∑
p=0
err(g, h)
hp
= D1 2
k − 1
k! ·
1 − hq+1
1 − h h
k−q err(g, h)
 N1hk−q err(g, h) (52)
for sufﬁciently small h, where N1 is a constant depending only on D1 and k.
We now derive a bound on
∥∥I + A + A2 + · · · + Ai∥∥. Note that the estimate
∥∥∥I + A + A2 + · · · + Ai∥∥∥ 1 + ‖A‖ + · · · + ‖A‖i = ‖A‖i+1 − 1‖A‖ − 1
will not give a satisfactory bound, since the norm
∥∥Ai∥∥ is much less than ‖A‖i in our case,
especially for large i.
The matrix A can be written down as a sum of two k × k matrices M = [mj,p]k−1j,p=0 and
H = [hj,p]k−1j,p=0. The ﬁrst one is upper triangular and the second one includes components only
of order O(hp), where p is an index of an appropriate column. Matrices M and H have following
elements:
mj,p =
⎧⎨
⎩
0 if j > p,(
p
j
)
if jp, j, p = 0, 1, . . . , k − 1, (53)
and
hj,p = 2D1 h
k−pp!
(k − j)!j ! , j, p = 0, 1, . . . , k − 1. (54)
Note that A, M and H are exactly the same as those deﬁned in Lemma 4.2. Since the matrices Ai
satisfy condition (20), we have ‖I + A + A2 + · · · + Ai‖ = 1 + ‖A‖ + · · · + ‖Ai‖. Therefore,
it is sufﬁcient to derive upper bounds on norms of last columns of matrices Ai , where i =
0, 1, . . . , n − 1.
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From Lemma 4.3 there exists a constant c > 0 depending only on D1, a, and b, such that∥∥∥I + A + A2 + · · · + Ai∥∥∥ c (‖M0‖ + ‖M‖ + · · · + ‖Mi‖) . (55)
Hence by (25), we get∥∥∥I + A + A2 + · · · + Ai∥∥∥ c (1 + 2k−1 + · · · + (i + 1)k−1) c(i + 1)k c˜h−k, (56)
where i = 0, 1, . . . , n − 1 and c˜ > 0. Therefore, by (51), (52) and the result above, we have
‖Ri+1‖ c˜h−kN1hk−q err(g, h) = N2 err(g, h)h−q . (57)
The constant N2 := c˜N1 depends only on D1, k, a, and b, and is independent of i. By (32) and
(50), this yields
FiN err(g, h)h−q, (58)
for a constant N independent of i and h. From (31)
sup
x∈[a,b]
|u(x) − l(x)|N err(g, h)h−q, (59)
which proves the statement for linear information.
For standard information we proceed in a similar way. We shall give here only some basic
details, which are necessary to state crucial inequalities.
First, note that from (10) and (13), we have
u(j)(xi+1) − yji+1
= u¯(j)i (xi+1) − l(j)i (xi+1) − u¯(j)i (xi+1) +
k−1−j∑
p=0
u(j+p)(xi)
hp
p!
+
∫ xi+1
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
g
(
t, u(t), u′(t), . . . , u(q)(t)
)
dt dt1 . . . dtk−1−j ,
and from (35), we get
u(j)(xi+1) − yji+1 = u¯(j)i (xi+1) − l(j)i (xi+1) +
k−1−j∑
p=0
(
u(j+p)(xi) − yj+pi
) hp
p!
+
∫ xi+1
xi
∫ tk−1−j
xi
. . .
∫ t1
xi
[
g
(
t, u(t), . . . , u(q)(t)
)
− g
(
t, u¯i (t), . . . , u¯
(q)
i (t)
)]
dt dt1 . . . dtk−1−j ,
for j = 0, 1, . . . , k − 1. Hence, by (40) and by the assumptions of the theorem we get bounds
∣∣∣eji+1∣∣∣ 
k−1−j∑
p=0
∣∣∣ej+pi ∣∣∣ hpp! + 2D1 h
k−j
(k − j)!
k−1∑
p=0
|epi | +
err(g, h)
hj
. (60)
We consider the following system of difference equations:
P
j
i+1 =
k−1−j∑
p=0
P
j+p
i
hp
p! + 2D1
hk−j
(k − j)!
k−1∑
p=0
P
p
i +
err(g, h)
hj
, (61)
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with P j0 =
∣∣∣u(j)(a) − yj0 ∣∣∣ = 0. As in the linear information case, we have
|eji |P ji , j = 0, 1, . . . , k − 1. (62)
Note that this system differs from (46) only in the free terms, and we solve it in the same way
as in the linear information case. The difference occurs in the deﬁnition of vector b, which in
the standard information case is of the form b = [bj ]k−1j=0 = [err(g, h)/j !]k−1j=0. We can estimate‖b‖N1 err(g, h), with the constant N1 < 3. As a consequence, we get inequality (18). This
completes the proof of Theorem 4.2. 
Proof of Theorem 4.1. The result is an immediate consequence of Theorem 4.2. Note that al-
gorithms described in Section 3 satisfy the assumptions of Theorem 4.2 with the local error
err(g, h) = O (hr+k), where r is a constant describing smoothness of function g. This follows
from properties of Taylor’s expansion of the solutions u¯i (x). 
5. Lower bounds
5.1. Standard information
We now wish to ﬁnd lower bounds on errors of an arbitrary algorithm solving (1), which uses
standard or linear information. Let us consider ﬁrst standard information. We shall show that a
matching lower bound can be derived by considering a class of functions g depending only on
the variable x. For positive numbers Dj , j = 0, . . . , r , let
G1 =
{
g : [a, b] → R, g ∈ C(r) ([a, b]) with r1,
sup
x∈[a,b]
∣∣∣g(j)(x)∣∣∣ Dj, j = 0, 1, . . . , r
}
. (63)
The class G1 is a subset of the class G. For g ∈ G1, we consider the problem{
u(k)(x) = g (x) , x ∈ [a, b],
u(j)(a) = uja, j = 0, 1, . . . , k − 1, (64)
which can be rewritten as the problem of ﬁnding multiple integral
u(x) =
k−1∑
j=0
u
j
a
j ! (x − a)
j +
∫ x
a
∫ tk−1
a
. . .
∫ t1
a
g (t) dt dt1 . . . dtk−1, x ∈ [a, b]. (65)
Recall that standard information about the function g is given by n values of its derivatives at
arbitrary points xi ∈ [a, b],
N(g) = [g(i1)(x1), g(i2)(x2), . . . , g(in)(xn)], (66)
where 0 ikr are integers, and (ik, xk) = (il, xl) for k = l.
Let x˜0 = 0, x˜l+1 = (a + b)/2, and let x˜j (j = 1, 2, . . . , l) be distinct points (ordered in
increasing order) from {x1, . . . , xn} ∩ (a, (a + b)/2). Note that 0 ln.
We shall use the following well-known fact. Similar construction has been used in [2].
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Fact 5.1. Let c < d. For positive constants D0, . . . , Dr , there exists a function h : R → R such
that
• h(x) > 0 for x ∈ (c, d) and h(x) = 0 for x /∈ (c, d),
• h ∈ C(r)(R),
• ∥∥h(j)∥∥∞ Dj2 for j = 0, 1, . . . , r ,
•
∫ d
c
h(x) dx =
⎧⎪⎪⎨
⎪⎪⎩
C1
d − c
2
if d − c2,
C2
(
d − c
2
)r+1
otherwise,
where constants C1, C2 depend only on r and Dj , j = 0, . . . , r .
Theorem 5.1. Let r1. There exists a positive constant C depending only on the class G1 and
parameter k of problem (64), such that for all n, for arbitrary standard information N with n
evaluations, and for an arbitrary algorithm st solving (64), we have
e(st,G1)Cn−r . (67)
Proof. Let g1 : [a, b] → R be an arbitrary function belonging to class G1 and satisfying
sup
x∈[a,b]
∣∣g(j)(x)∣∣ Dj/2. We construct a function g2 := g1 + h ∈ G1, such that N(g1) = N(g2).
Using Fact 5.1 for c := x˜i and d := x˜i+1, we obtain functions h0, . . . , hl with disjoint supports.
Letting h(x) = ∑li=0 hi(x) we see that N(h) = 0.
Let u1 and u2 be solutions of problem (64) for the right-hand side functions g1 and g2, re-
spectively. Now we show that the distance between solutions u1 and u2 is suitably large. We
have
sup
x∈[a,b]
|u2(x) − u1(x)| = sup
x∈[a,b]
∣∣∣∣
∫ x
a
∫ tk−1
a
. . .
∫ t1
a
h (t) dt dt1 . . . dtk−1
∣∣∣∣
=
∫ b
a
∫ tk−1
a
. . .
∫ t1
a
h (t) dt dt1 . . . dtk−1.
Integrating by parts k − 1 times, we get
sup
x∈[a,b]
|u2(x) − u1(x)| = 1
(k − 1)!
∫ b
a
(b − t)k−1h (t) dt
= 1
(k − 1)!
∫ (a+b)/2
a
(b − t)k−1h(t) dt
 1
(k − 1)!
(
b − a
2
)k−1 ∫ (a+b)/2
a
h(t) dt
= 1
(k − 1)!
(
b − a
2
)k−1 l∑
i=0
∫ x˜i+1
x˜i
hi(t) dt.
If there exists i such that x˜i+1 − x˜i2, then Fact 5.1 tells us that sup
x∈[a,b]
|u2(x) − u1(x)|C, for
some positive constant C.
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Let x˜x+1 − x˜i < 2 for i = 0, . . . , l. Then from Fact 5.1, we have
sup
x∈[a,b]
|u2(x) − u1(x)| 1
(k − 1)!
(
b − a
2
)k−1
C2
l∑
i=0
(
x˜i+1 − x˜i
2
)r+1
.
Minimizing the expression on the right side with respect to x˜i we get that
sup
x∈[a,b]
|u2(x) − u1(x)|C(l + 1)−rC(n + 1)−r ,
for constant C > 0. This proves Theorem 5.1. 
Theorem 5.1 provides a lower bound on the error for standard information that matches the
upper bound in Theorem 4.1. Comparison with the upper bound for linear information given by
Theorem 4.1 shows that standard information cannot be as effective as integral information. The
minimal error for standard information is (n−r ), for any k and q. For integral information, for
instance for q = 0, there exists an algorithm with error O (n−(r+k)).
5.2. Linear information
We now provide a lower bound on the error in the linear information case. We shall consider
the same class G1 of functions as in the previous subsection. Recall that functions in G1 depend
only on one argument x ∈ [a, b]. Then the initial-value problem is of form (64). Since g has r
continuous bounded derivatives, the solution u has r + k continuous bounded derivatives.
Information is given by the values of n linear functionals L1(g), . . . , Ln(g). Note that every
such functional deﬁnes a new linear functional L˜i on u, by L˜i(u) := Li(g), for i = 1, . . . , n.
We now state a theorem that gives us a lower bound on the error.
Theorem 5.2. Let r1. There exists a positive constant C, depending only on the class G1 and
the parameter k of problem (64), such that for all n, for arbitrary linear information N with n
evaluations, and for an arbitrary algorithm lin solving (64), we have
e(lin,G1)Cn−(r+k). (68)
Proof. We consider problem (64) with zero initial conditions.
Let xj := a + j (b − a)/(n + 1) for j = 0, . . . , n + 1. We shall construct functions g1 and
g2 from the class G1, such that Li(g1) = Li(g2) for i = 1, . . . , n, and the distance between the
solutions u1 and u2 is as large as possible.
Let u1 ≡ 0. We look for u2(x) in the form u2(x) = ∑nj=0 ajhj (x), where hj are functions
deﬁned in Fact 5.1 with c := xj , d := xj+1, and r := r + k. We choose aj such that L˜i(u2) = 0,
i = 1, 2, . . . , n, and max0 jn |aj | = ap = 1. Such aj exist, since there exists a non-trivial
solution of the linear system
n∑
j=0
aj L˜i(hj ) = 0, i = 1, 2, . . . , n. (69)
We now deﬁne gl = u(k)l for l = 1, 2. From the properties of the functions hj , the function u2
has r +k continuous bounded derivatives. For suitable constants in the deﬁnition of functions hj ,
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we have gl ∈ G1, and L˜i(ul) = Li(gl) = 0 for l = 1, 2, i = 1, 2, . . . , n. Further, by construction,
we have that
sup
x∈[a,b]
|u2(x) − u1(x)| = sup
x∈[xp,xp+1]
|hp(x)| = Cn−(r+k)
for a positive constant C. This proves the theorem. 
By means of Theorem 5.2 we can say that for q = 0 our algorithm is optimal to within a
constant factor. For q = 1, . . . , k − 1 we cannot draw such a conclusion, because there exists a
gap between the lower and upper bounds on the error (compare (68) with (16)).
6. Complexity of the problem
In this section, we summarize the results obtained. Theorems 4.1, 5.1 and 5.2 lead to the
following bounds on the complexity of nonlinear initial-value problem for ordinary differential
equations of order k:
Theorem 6.1. For problem (1) with a function g ∈ G there exist positive constants K1, K2, K3
and K4, depending only on the class of functions, k, a, and b, such that
K1
(
1
ε
)1/r
compst(ε)K2
(
1
ε
)1/r
for the class N st, and
K3
(
1
ε
)1/(r+k)
complin(ε)K4
(
1
ε
)1/(r+k−q)
for the class N lin.
The theorem shows that general linear information can be much more powerful than standard
information.When compared to any algorithm using only standard information, algorithms based
on integral information can do better at least by 1, for q = k − 1, and even by k for q = 0. Also
note that the upper bound in the linear information case depends on k and q. Finally, note that
lower and upper bounds for linear information match only for q = 0. For other values of k and q
the gap still remains an open problem.
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