Understanding the nature of mantle upwelling beneath East Africa by Civiero, Chiara
	 1	
Department of Earth Science and Engineering 










Understanding the nature of mantle 
















Submitted in part fulfilment of the requirements for the degree of Doctor of 
Philosophy in Geophysics of Imperial College London and the Diploma of Imperial 
College London, January 2016 
	 2	
Declaration of originality 
 
I hereby certify that this thesis, Understanding the nature of mantle upwelling beneath 
East Africa, is only and exclusively my own under the supervision of Dr. Saskia Goes and 
Dr. James Hammond. The work was performed in the Department of Earth Science and 
Engineering at Imperial College London. All published and unpublished material used in the 
thesis has been given full acknowledgment. This work has not been previously submitted, in 






Copyright Declaration  
 
The copyright of this thesis rests with the author and is made available under a Creative 
Commons Attribution Non-Commercial No Derivatives licence. Researchers are free to copy, 
distribute or transmit the thesis on the condition that they attribute it, that they do not use it 
for commercial purposes and that they do not alter, transform or build upon it. For any reuse 




Department of Earth Science and Engineering  
Imperial College London  





Over the last decade several theories have been used to explain hotspot phenomena 
occurring at Earth’s surface. The most prominent is that of hot upwelling material, so called 
mantle plumes. To date, our understanding of these structures is limited due to seismic 
images of the deep upper mantle/lower mantle lacking the resolution to image these features. 
One of the best locations to address this is the northern East African Rift (EAR), the location 
of the Afar hotspot, where, due to its presence on land, many broadband seismometers have 
been deployed over the last 20 years. Despite this, numerous models exist about the nature of 
mantle upwelling beneath this region. This study uses these data to provide P- and S/SKS-
wave velocity models of the structure below EAR extending from the surface to the top of the 
lower mantle of a higher resolution than have been available to date.  
Both our P- and S-wave images provide evidence of two clusters of low-velocity 
structures with diameter of 100-200 km that extend through the transition zone, the first 
beneath Afar and a second just west of the Main Ethiopian Rift. Considering seismic 
sensitivity to temperature, we interpret these features as predominantly thermal upwellings 
with excess temperatures of 100±50K. Dynamic models for realistic Earth parameters can 
match the geometry and spacing of these features and synthetic tests of these numerical 
models, accounting for resolution of the tomographic models show that the likely source of 
these upwellings is from a thermal boundary layer at the top of the lower mantle. 
Finally, our tests show that due to resolution issues tomographically imaged structures 
from small-scale upper-mantle plumes may look substantially more complex than the simple 
vertical cylinders that are often anticipated and that tomographic studies of other hotspot 
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Most volcanism on Earth is associated with plate tectonics. New material is generated at 
the bottom of oceans at mid-ocean ridges where oceanic plates drift apart. More evident, and 
explosive, is volcanism associated with the subduction and consumption of oceanic plates 
into the mantle, e.g., along the Pacific Ring of Fire. However, it is less clear why the presence 
of volcanism exists far from these plate boundaries, like on the Hawaiian Islands and in East 
Africa.  
Hotspots are regions on the surface that have experienced volcanism unassociated with 
plate boundaries. The concept of narrow, thermally driven upwellings independent of plate 
tectonics, so-called mantle plumes, has long been recognized as a possible mechanism to 
explain the formation of hotspots at intraplate ocean islands and seamount chains, sometimes 
connected to flood basalt provinces [e.g., Turcotte and Oxburgh, 1978; Ernst and Buchan, 
2001; Campbell and Davies, 2006]. However, the existence of mantle plumes has been 
intensely debated in geochemical and geophysical literature, fed by the lack of unequivocal 
evidence for their existence [e.g., White and McKenzie, 1995; Anderson, 2000; Schubert et 
al., 2001; DePaolo and Manga, 2003; Foulger and Natland, 2003; Sleep, 2003; Foulger, 
2005; Campbell and Kerr, 2007; White, 2010]. 
Whether or not there are plumes has implications for how efficiently heat is transported 
from the deep Earth. If hotspots are dynamically supported by plumes that rise from the core-
mantle boundary, then we can use surface observations to estimate the heat from the core 
[Davies, 1988]. This has led to low estimates for plume heat flux (~2.0-2.7 TW out of the 
total 46-47 TW of released surface heat flux), suggesting plumes contribute only a minor 
amount to the cooling of the Earth under the assumption that hotspot heat is related to the 
heat from the core [Sleep, 1990; Pollack et al., 1993; Jaupart et al., 2007]. However, others 
have proposed plumes carry more heat [e.g., Romanowicz and Gung, 2002], possibly even as 
much as 10-20 TW [Nolet et al., 2007] based on tomographic images of lower-mantle 
plumes. Dynamic models have shown that these two observations may be reconcilable as, in 
an internally heated mantle, plumes would be expected to only carry part of the heat from the 
basal boundary layer (the rest being removed by warming of cold slabs that spread above the 
core-mantle boundary CMB), and not all plumes may reach the surface [Labrosse, 2002; 
Gonnermann et al., 2004; Mittelstaedt and Tackley, 2006]. 
Mantle plumes are also thought to cause significant impacts at the surface of Earth. Some 
plumes and related magmatic eruptions of large igneous provinces (LIPs) have been linked 
with a number of strong climate fluctuations and mass extinctions. Such links are suggested, 
for instance, by the correlation of the North Atlantic flood basalts with the Paleocene–Eocene 
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thermal peak at ~55 Ma [Storey et al., 2007] and the Caribbean/Madagascar flood basalts 
with the Late Cretaceous anoxic event [Kuroda et al., 2007]. Indications that mass 
extinctions may be linked with LIP emplacement include the coincidence of the end of 
Cretaceous extinction associated with the Deccan Traps at ~65 Ma, the end of Triassic 
extinction with the Siberian Traps (~250 Ma) and the end of Guadalupian extinction with the 
Emeishan at ~258 Ma [Courtillot and Renne, 2003; Bryan et al., 2010].  
Mantle plumes have also often been held responsible for massive magma production that 
can assist with plate breakup [White and McKenzie, 1989; Buiter and Torsvik, 2014]. One of 
the best locations to study the potential connection between hotspots and mantle plumes is 
the East-African Rift (EAR), which shows evidence for active magmatism throughout the 
process of continental breakup and rifting. The northern part of the EAR is the area that will 
be investigated in this thesis. 
 
1.1. The mantle plume debate 
 
1.1.1. Hotspot observations  
 
Most of the hotspots (see the reviews of Ito and van Keken [2007] and Ballmer et al. 
[2015]) correspond to volcanic chains with a geographic age progression that often starts with 
rapid flood basalt eruptions [e.g., Morgan, 1972; Richards et al., 1989]. Such provinces are 
generally characterised by short times of formation (usually within a couple of million years) 
and the eruption rates are up to two orders of magnitude higher than those of the mid-ocean 
ridges (often > 1 km3 per year) [Richards et al., 1989; Courtillot and Renne, 2003]. The large 
volumes of melt generated during these episodes and subsequent ongoing volcanism (often > 
1.5 Mkm3), suggest that the mantle directly below the hotspots is generally hotter than 
surrounding mantle.  
Many hotspots exhibit topographic swells associated with broad domal uplift, over an 
area of several hundreds to a thousand km in diameter [Crough, 1978; Davies, 1999]. These 
features represent the best way to constrain the flux of material coming from deeper depths 
by computing the buoyancy flux of hotspots, i.e., the rate of supply of hotter (less dense) 
material that would be required to maintain this topography [Davies, 1988; Sleep, 1990; Hill 
et al., 1992] (e.g., Afar = 1.2⋅103 kg⋅s-1, Réunion = 1.4⋅103 kg⋅s-1, Hawaii = 7.4⋅103 kg⋅s-1 (see 
Turcotte and Schubert [2014] for full description). Other studies [e.g., Phipps Morgan et al., 
1995] have suggested that the swells may be chemically supported. 
	 18	
The excess temperatures below hotspots are inferred to be ~100-300K above average 
mantle from several methods. Petrologic calculations from primary magma compositions, for 
example, suggest 100-300K beneath Hawaii, 50-100K below Iceland and Azores and ~150K 
beneath Afar [Schilling, 1991; Putirka, 2005; Herzberg et al., 2007; Rooney et al., 2012]. 
Many local tomographic studies (e.g., Iceland, Europe, Hawaii, Yellowstone) yield similar 
estimates of temperature excess in the range 100-300K using a mineral physics procedure 
that takes into account the sensitivity of seismic velocity to temperature along depth 
[Bijwaard and Spakman, 1999; Allen et al., 2002; Goes and van der Lee, 2002; Helffrich, 
2002]. Some receiver function analyses associate the thinning of the mantle transition zone 
observed below many hotspot with thermal anomalies of ~100-200K [Shen et al., 1998; 
Hooft et al., 2003]. Thermal anomalies of this magnitude are also required to increase mantle 
melt productivity such that it can generate the observed magmatic crustal thicknesses in 
excess of 15 km [McKenzie, 1984]. Finally, buoyancy flux analyses yield temperature 
anomalies within 200-250°C [McKenzie, 1984; Sleep, 1990]. Heat flow studies fail to show 
evidence of significant thermal anomalies beneath hotspots [DeLaughter et al., 2005]. Local 
geological conditions can effect its measurement [Stein and Stein, 1994], but more 
importantly, a significant anomaly is not expected for excess thermal anomalies of only a few 
hundred degrees imposed at the base of thick lithosphere (40-80 km) [Stein and Stein, 1992].  
Furthermore, the Sr-Nd-Pb as well as He isotopic ratios of oceanic island basalts (OIBs), 
with only a few exceptions, are distinguishably different from those erupted at mid-oceanic 
ridges (MORBs). In particular, OIBs are generally more enriched in incompatible elements 
and some contain high 3He/4He ratios [Schilling, 1973; Kellogg and Wasserburg, 1990] with 
the notable exception of high µ (HIMU: µ = 238U/204Pb) basalts, which have low 3He/4He, 
lower than MORBs. High 238U/204Pb is conventionally explained by a source more enriched 
in a basaltic component, as generated by recycling of ancient oceanic crust. Radiogenic 
isotope ratios (commonly used ratios are 87Sr/86Sr, 143Nd/144Nd, 207Pb/204Pb, 206Pb/204Pb) are 
typically more variable and radiogenic compared to the restricted values shown by MORBs 
[Hofmann and Hart, 1978; Hart, 1988; Sun and McDonough, 1989] reflecting a derivation 
from less depleted sources. These discrepancies reveal that two types of magmatism come 
from mantle materials that have preserved distinct chemical identities. 
EAR exhibits most of the above hotspot characteristics (except for age progression) (Fig. 
1.1). There is evidence of widespread flood basalts erupting ~30 Ma in north-western 
Ethiopia, Eritrea, Djibouti and Yemen. This volcanic event produced tholeiites and 
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ignimbrites [Pik et al., 1998] that erupted within 1–2 My [Hofmann et al., 1997; Ayalew et 
al., 2002] and occurred several m.y. prior to the onset of extension along EAR at ~23 Ma 
[Morley et al., 1992; Hendrie et al., 1994] as well as in the Gulf of Aden at ~26 Ma [Menzies 
et al., 1997]. The analysis of primitive magmas suggests that the African magmas were 
produced from a mantle ~140–170K hotter than normal [Rooney et al., 2012; Ferguson et al., 
2013] and other petrogenetic results confirm the relatively low thermal excess for mantle 
today [Ferguson et al., 2013]. Further, Armitage et al. [2015] showed that a warm ~100K hot 
mantle best fits the melt chemistry, crustal thickness and sub-lithospheric seismic anomalies. 
High Sr/Pb isotopic ratios indicate a common composition for the basalt volcanism in 
Ethiopia/Yemen/Dijibouti [Furman et al., 2004; Furman et al., 2006] while high 3He 
signature indicate sources of melt different from the MORB-source mantle [Pik et al., 2006].  
 
 
Figure 1.1. Sketch maps of the East-African region. A. Topography of the East-African Rift and its location in 
the African continent. The dashed ovals indicate the two main Ethiopian and Kenyan plateaus. Inset figure: 
African continent and the location of the rift (black box). B. Strongly simplified tectonic map of East-African 
Rift, showing the areas covered in flood basalts (in black) [George and Rogers, 2002], and some of the region's 
active volcanoes, indicated by triangles [Global Volcanism Program, 2013]. The black arrows show the 
direction of the plate movements relative to the fixed point in the Nubian plate [Wright et al., 2012]. The 
numbers in the white rectangles indicate 3He/4He ratios calculated from lavas, geothermal fluids and 
xenoliths[Hilton et al., 2011]. The other black numbers show the ages of rift initiation [Corti, 2009]. 
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The first studies proposing a connection between plate motions, hotspots and deep-seated 
mantle plumes were by Morgan [1971, 1972] and Wilson [1973], who described hotspots as 
positive thermal anomalies in the mantle that are fixed relative to the motion of the tectonic 
plates.  
The origin of hotspots can be constrained by comparing predictions of plume geodynamic 
models with observations. Such models simulate the origin of upwellings from a deep hot 
thermal boundary layer in a convecting system. The CMB is the main candidate for a plume-
generating thermal boundary layer (e.g., Boehler [2000]; Bunge et al. [2001]), but other 
boundary layers may exist at shallower upper-mantle depths if sharp transitions in material 
properties or composition occur [Anderson, 2010].  
The mantle plume theory can reconcile age-progressive volcanism and flood basalt 
evidence. As shown by classic laboratory and numerical experiments that simulate the rising 
of mantle plumes, if the viscosity is ~1021-1024 Pa⋅s the plumes are expected to comprise a 
large mushroom-shaped head followed by a narrower tail. Such models associate the high 
eruption rates of flood basalts to melting in the plume heads and the lower-eruption rates of 
ocean island lines to melting in the narrower tails [e.g., Richards et al., 1989; Campbell and 
Griffiths, 1990]. 
The fact that mantle plumes are hotter than ambient mantle has been tested by comparing 
geodynamic 3D convection models with surface observations[Watson and McKenzie, 1991; 
Ribe and Christensen, 1999]. However, the inferred temperature anomalies are less than 
those expected from the temperature jump at the CMB after adiabatic decompression 
[Jeanloz and Morris, 1986; Farnetani, 1997] suggesting that CMB is too hot to produce them 
or that plumes lose heat as they rise through the mantle [Mittelstaedt and Tackley, 2006]. 
The domal uplift evidence is supported by geodynamical models that predict that the 
plume arrival pushes up the plate and lead to a ponding of hot material like a ‘pancake’ below 
the lithosphere [e.g., Ribe and Christensen, 1994; Zhong and Watts, 2002; van Hunen et al., 
2003].  
The distinct geochemical signature of hotspot lavas compared to MORBs is the most 
cited evidence that the two basalt types originate in different parts of the mantle. The MORBs 
source is generally depleted in those elements that are incompatible in mantle phases through 
the extraction of the continental crust. On the other hand, OIBs are consistently less depleted 
in incompatible components or even enriched [Hofmann, 1997]. This geochemical distinction 
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is explained assuming that ocean crust at mid-ocean ridges forms through the passive 
upwelling of the asthenosphere and thus the MORBs composition comes from the upper 
mantle. OIBs instead are the characteristic basalts erupted at hotspots and are often assumed 
to originate deeper in the mantle and are then transported to the surface in the form of mantle 
plumes [White, 2010].  
Numerical models of thermochemical plumes, i.e., thermal diapirs that entrain some of 
the dense material, may be able to reconcile some of the observations that can not be 
explained by solely thermal plumes e.g., low temperature excess [Farnetani, 1997; Jellinek 
and Lenardic, 2009], variable geochemistry [Farnetani and Hofmann, 2009; 2010; Farnetani 
et al., 2012] and episodic or variable magmatic behaviour flood basalt volcanism [Lin et al., 
2005; Mjelde et al., 2010; Zhang et al., 2011]. 
 
1.1.3. Non-plume mechanisms  	
Since the first publications describing the plume hypothesis, apparent disagreements of 
observations with mantle plume theory have been debated. Some volcanic chains show 
evidence that the underlying plume was neither long-lived nor stationary [Molnar and Stock, 
1987] violating the assumption of formation from a deep fixed source [Anderson, 2005]. 
Moreover, many volcanic island chains do not show linear age progressions [Schlanger et al., 
1984; Koppers et al., 2003] and different chains on the Pacific plate show asynchronous 
bends, that can not be easily explained with a change in direction of tectonic plate motion 
over a set of fixed deep hotspot sources [Koppers and Staudigel, 2005].  
Additionally, geochemistry of lava samples from different seamounts suggest that some 
originate above damp and cold mantle [Koppers, 2011]. In the latter case, the mantle seems 
to have been enriched in volatile components such as H2O and CO2, which could have 
triggered melting [Kushiro, 1972; Boettcher et al., 1975; Mysen and Boettcher, 1975]. Thus, 
not all volcanic chains require extra heat to explain their volcanism [Finn et al., 2005]. 
Moreover, 3He/4He signature, which are usually assumed to indicate a primitive and deep 
mantle source, can also be reproduced by recycling crustal material [Coltice and Ricard, 
1999; Niu and O'Hara, 2003; Xie and Tackley, 2004; Anderson, 2005]. Alternative 
mechanisms that do not require a deep source of magma have been proposed include: small-
scale convection (SSC), lithospheric delamination, meteorite impacts, wet spots and plate 
stresses.  
SSC and lithospheric delamination can in some cases explain volcanism without hotspot 
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tracks. Numerical models suggest that in an upper mantle with low viscosity (~1.3–2.3⋅1019 
Pa⋅s), SSC may align with plate-motion [Richter and Parsons, 1975] and develop when the 
critical thickness of the thermal boundary layer is exceeded, leading to partial melting after 
removing part of the base of the lithosphere. Small-scale upwellings thus bring 
asthenospheric mantle at shallower depths undergoing decompression melting [Ballmer et al., 
2007]. The delamination of lower lithosphere involves the fast foundering of the mantle part 
of the lithosphere into the convective mantle. Modelling studies show that under particular 
conditions, the lithospheric mantle can survive and detach [Bird, 1979; Bird and 
Baumgardner, 1981] resulting in large volumes of melt [Elkins-Tanton and Hager, 2005]. 
However, the volumes, the uplift, time-scales and compositions of magmatism that could be 
produced have not yet been quantified. It has yet to be shown how this process could form 
LIPs with hotspot tracks [King and Anderson, 1998; Van Wijk et al., 2001; Hales et al., 
2005], but it has been proposed as the cause for some intraplate volcanism, in particular near 
steps in lithospheric thickness (edge-driven convection), e.g., in the western U.S. [Van Wijk 
et al., 2008; Van Wijk et al., 2010] and Africa [King and Anderson, 1998; Fourel et al., 
2013].  
A meteorite impact could be responsible for LIP emplacement, as the decompression of 
mantle following impact can generate extensive melting [Jones et al., 2002] in regions where 
hotspot tracks are absent, e.g., Siberian Traps and greater Ontong Java Plateau [Rogers, 
1982]. Nonetheless, it is rare to observe direct evidence for meteorite impacts during LIP 
formation [Elkins-Tanton and Hager, 2005]. Also, although sometimes iridium-rich layers 
have been found and related to a meteorite impact, it post-dates the start of volcanism, e.g., in 
Deccan Traps [Courtillot and Renne, 2003].  
The idea of “wet spots”, heterogeneous mantle with high volatile content (e.g., H2O-rich) 
below “hot” spots that significantly lower the solidus of the mantle underneath the fractures 
and cause eruptive volumes during continent breakup [Anderson, 1994; Grigné et al., 2007; 
Coltice et al., 2009], can explain some of the melting “anomalies”, e.g. Azores [Schilling et 
al., 1980] and the Southern Arc of Hawaii [Dixon and Clague, 2001], but such mechanisms 
are limited to fairly localised regions.  
It has been proposed also that plate-related stresses may fracture the lithosphere allowing 
melt to reach the surface from shallow heterogeneous sources [Sandwell and Fialko, 2004]. 
However, some aspects of hotspot origins as radial dike swarms (e.g., Mackenzie dikes of the 
Canadian Shield are attributed to a large hotspot caused by a plume [LeCheminant and 
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Heaman, 1989]) and continental rifting seem more correlated to uplifts due to plumes.  
Hence, although these processes address some of the mismatches of the observations 
with the plume model, and they may explain some cases of intraplate volcanism, they are not 
as successful as the plume model in explaining a wide range of hotspot observations. 
 
1.1.4. Motivation and aims of this thesis 	
Mantle plumes appear to be the best candidate mechanism to explain hotspot volcanism at 
the surface. However, there is no agreement yet on how many plumes there are, on their 
morphology, their location and from how deep in the mantle they come. The theme of this 
project is to give new insights into the role of mantle plumes in the Earth’s convection 
system.  
We focus on EAR because it is one of very few locations where we can perform seismic 
imaging with wide-enough aperture array to look through the upper mantle into the lower 
mantle. Another location with good seismic coverage is Yellowstone, but no conclusive 
lower-mantle connection has been imaged there [Yuan and Dueker, 2005; Waite et al., 2006; 
French and Romanowicz, 2015]. We address some of the open questions surrounding plumes, 
including: What are the mantle roots of the volcanism in the East-African Rift and what are 
their size and shape? What are the thermal and compositional characteristics of these mantle 
features? What are their dynamic properties? We do this by combining seismic imaging with 
numerical model tests to yield better constraints on plume(s) that may feed EAR. In the next 
sections we give more background on seismic imaging and numerical modelling of mantle 
plumes. 
 
1.2. Detection of mantle plumes 	
To resolve the debate regarding the association of mantle plumes with surface 
observations, techniques that directly image the mantle are needed to achieve conclusive 
evidence of plume structures below hotspots.  
 
1.2.1. Range of techniques for imaging plumes 	
Various geochemical and geophysical techniques give some constraints. For example, 
geochemical methods (e.g., isotopic and trace-element composition of lavas) can provide 
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information on the composition of mantle sources for OIBs relative to MORBs. However, 
substantial heterogeneity of OIB sources is found, not only between different hotspots, but at 
scales from melt inclusions upwards [Fitton, 2007]. Furthermore, the geochemical data 
cannot be used to locate where the sources are in the mantle. Studies of the geoid have been 
widely used (already by Anderson [1982]) to show that a lot of hotspots appear to be located 
above buoyant lower mantle. In addition, they have been used to distinguish thermal and 
compositional effects [e.g. Deschamps et al. 2007; Forte et al. 2010] as density varies 
strongly with composition, whereas temperature variations are dominant for velocity [e.g. 
Cammarano et al. 2003], but they do not allow for detailed imaging. Electromagnetic 
methods similarly do not yield detailed resolution of mantle structure, but may show presence 
of melt or fluids, e.g., beneath Yellowstone where 3D geoelectrical images of upper mantle 
reveal a west-dipping conductive body down to 200-250 km depth [Zhdanov et al., 2011].  
Other geophysical methods used include: shear-wave splitting, where the orientation of the 
fast shear wave can highlight mantle flow, receiver functions and seismic precursors, which 
can map out transition zone discontinuities and infer temperature variations. Seismic 
anisotropy is detected at a number of locations, e.g., on Iceland [Bjarnason et al., 2002], on 
Eifel [Walker et al., 2005] and on East Africa [Bagley and Nyblade, 2013], where flow is 
assumed channelized by the narrow rift zone. Furthermore, receiver function and precursor 
methods are often used to determine the structure of transition zone due to their sensitivity to 
mantle discontinuities. Receiver function studies find a ~10-30 km of transition zone thinning 
in many hotspot locations including the Hawaiian Islands [Huckfeldt et al., 2013], below 
Yellowstone [Schmandt et al., 2012] and on Iceland [Shen et al., 2002]. On regional scales, 
the precursor method has been applied to a few regions where denser coverage allows higher 
resolution as the central Pacific around Hawaii [Deuss et al., 2006] and Society Islands [Niu 
et al., 2002]. However, all these techniques are able to provide supporting evidence for plume 
conduits in the mantle, but cannot be used to assert whether these conduits are continuous. 
Seismic tomography, which is able to display differences in seismic wave speed, 
which typically vary as a function of pressure, temperature and composition seems to be the 
best tool for detecting mantle plumes (see Rawlinson et al. [2010] for a review). Global 
seismic models provide increasingly convincing evidence for mantle plumes originating in 
the lower mantle, but they resolve only large-scale features (~800-1000 km length scale) 
generally because of the non-uniform distribution of instruments and earthquakes on Earth 
[e.g., Ritsema et al., 1999; Montelli et al., 2006; Boschi et al., 2007; French and 
Romanowicz, 2015]. It is expected from most dynamic models that plumes would be 
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narrower in the upper mantle. Regional seismic studies that have a 50-100 km scale 
resolution in the uppermost mantle (upper 400 km) find low-velocity anomalies of this size 
below a number of hotspots [e.g., Watson et al., 2006; Chang and Van der Lee, 2011; Wolfe 
et al., 2011]. However, connection of seismic structures between upper and lower mantle is 
still enigmatic and for this there is need for a large-aperture densely spaced regional station 
array (such arrays can resolve features to depths roughly equal to half the network aperture), 
but this is challenging in the oceans where most hotspots are found (e.g., Iceland, Hawaii). 
Some progress has been made to image with higher resolution the deep seismic structure and 
the connectivity with upper-mantle structure incorporating data from extended arrays of 
regional networks [e.g., Wolfe et al., 1997; Foulger et al., 2000; Montelli et al., 2004b; 
Huang and Zhao, 2006; Wolfe et al., 2009; Wolfe et al., 2011; Hansen et al., 2012; Hansen 
and Nyblade, 2013; Mulibo and Nyblade, 2013a]; however no definitive high-resolution 
models of a connection to mantle sources in the lower mantle have been generated yet. 
1.2.2. Regional travel-time tomography 
 
In regions that lack seismicity with a wide spatial distribution (i.e., most of the Earth 
away from subduction zones), teleseismic travel-time tomography appears the best technique 
available for studying the upper mantle [e.g., Oncescu et al., 1984; Benz et al., 1992; 
VanDecar et al., 1995; Bastow et al., 2008; Hammond et al., 2013], and to date only few 
studies have provided sub-hotspot velocity models down to transition-zone depths [Yuan and 
Dueker, 2005; Wolfe et al., 2011]. Relative travel-time tomography has been successfully 
applied in several areas where dense networks of seismometers are deployed.  
Below the European continent, tomographic imaging on Massif Central (France) shows 
evidence of a low-velocity structure (~200-km diameter) until ~300-km depth [Sobolev et al., 
1997]. The Eifel region in western Germany as well is characterised by a narrow low-velocity 
structure (100-km diameter) extending to at least 400-km depth and interpreted to be 
equivalent to about 150-200K excess temperature [Ritter et al., 2001; Keyser et al., 2002]. 
The connection with the deep mantle is still unclear, but has been suggested to be in common 
with Massif Central mantle source [Goes et al., 1999; Ritter et al., 2001].  
In the area of the Yellowstone hotspot, US, the resolution of mantle seismic structure has 
improved dramatically in the last decade as the data coverage has increased with 
Earthscope’s USArray. The velocity models from several groups differ in detail, but all 
reveal a strong low-velocity anomaly from 50 to 200 km directly below the Yellowstone 
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caldera and eastern Snake River Plain plus a weaker anomaly through the upper mantle 
suggesting ascent of upwelling hot and possibly wet rock, from the mantle transition zone 
[Yuan and Dueker, 2005; Waite et al., 2006]. A recent receiver function study shows that the 
660-km discontinuity is thinned by ~18 km over an area of ~200-km diameter centred on the 
low-velocity anomaly [Schmandt et al., 2012]. Interpretation of the seismic structures 
beneath Yellowstone remains controversial. If an agreement has been found for the shallower 
structure, on the other hand there is an ongoing debate concerning the deeper structure [e.g., 
Obrebski et al., 2010; James et al., 2011; Sigloch, 2011; Schmandt et al., 2012; Darold and 
Humphreys, 2013]. 
In the Atlantic, regional studies have successfully imaged an anomalously slow-velocity 
structure with a diameter of ~200 km in the upper mantle down to at least 400-km depth 
below Iceland [Wolfe et al., 1997; Foulger et al., 2000; Allen et al., 2002]. Receiver function 
analyses find transition-zone thinning indicating that the plume extends through the transition 
zone [Du et al., 2002; Shen et al., 2002]. Attempts to image the mantle have been made also 
on the Azores archipelago with a finite-frequency body-wave tomography that reveals an 
anomaly irregular in shape (radius of ~100 km) extending downward to at least ~400-km 
depth [Yang et al., 2006].  
Recent tomographic studies of Hawaiian hotspot image low velocities extending into the 
topmost lower mantle and surrounded by seismically fast material. These observations are 
interpreted to be plume material ponding beneath the lithosphere as a diverging “pancake” at 
the top of the upwelling zone tilting towards south with a fast-velocity downwelling curtain 
around [Wolfe et al., 2009]. The authors claim to have imaged the anomaly into the lower 
mantle, but the array aperture is not optimal to resolve down to these depths, and the 
observation has been extensively debated (see 
www.mantleplumes.org/HawaiiPlumeDiscussion.html for exhaustive discussion by John R. 
Evans, Adam M. Dziewonski and Don Anderson).  
 
1.2.3. Seismic imaging below East Africa 
 
In this project we aim to improve on previous regional travel-time tomography below 
EAR to image to deeper levels than previously resolved this way by merging data from 
several temporary deployments. In the EAR, small-scale regional [e.g., Bastow et al., 2008; 
Hammond et al., 2013] and surface-wave studies beneath Africa [Debayle et al., 2001; Sebai 
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et al., 2006; Priestley et al., 2008; Sicilia et al., 2008; Fishwick, 2010] confirm the 
anomalous nature of the upper mantle, with very low velocities and possibly smaller scale 
features, some likely related to melt [e.g., Bastow et al., 2008; Hammond et al., 2014; 
Armitage et al., 2015]. Receiver function studies have found evidence of transition zone 
thinning below the Tanzanian craton [Owens et al., 2000]; however, ambiguous results on the 
topography of sublithospheric and deeper discontinuities have been obtained and the 
interpretation in terms of thermal/thermochemical anomalies below Afar is not univocal 
[Nyblade et al., 2000; Cornwell et al., 2011; Rychert et al., 2012; Thompson et al., 2015]. 
Splitting measurements have been used to infer patterns of strain and flow and in EAR and 
their consistent southwest-northeast orientations, mimicking the trend of the rift means they 
have been interpreted to be due to the African Superplume rising from the lower mantle 
underneath Zambia and flowing to the northeast beneath East Africa [Kendall et al., 2005; 
Gao et al., 2010; Bagley and Nyblade, 2013; Hammond et al., 2014].  
Combining the many temporary deployments that have been realised along the EAR 
allows for a much larger aperture of ~4400 km from Saudi Arabia to Madagascar. Global 
tomography suggests that the regions sit above a major mantle upwelling, and the African 
Superswell that was likely involved in initiating rifting in East Africa [Grand et al., 1997; 
Ritsema et al., 1999; Nyblade and Langston, 2002; Simmons et al., 2007; Hansen et al., 2012; 
Hansen and Nyblade, 2013], but to date, linking the structure seen in the regional seismic 
models, with that of the global models remains elusive. The aim of this work is to obtain 
better resolution in the transition zone to shed more light on possible connection between 
upper- and lower-mantle velocity anomalies.  
 
1.3. Dynamic models of mantle plumes 
 
1.3.1. Thermal plumes 
 
While tomographic images provide a snapshot of the mantle structure, to understand the 
dynamic nature of mantle plumes we need computational and laboratory models. These 
models have made predictions of plausible plume characteristics. The style of plume ascent 
[e.g., Kellogg and King, 1997; Ribe and Christensen, 1999; Davaille and Vatteville, 2005; 
Ribe et al., 2007b] is affected by several factors, such as rheology, thermal expansivity and 
conductivity, effects of the phase transition changes and compositional heterogeneity.  
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The morphology of the plume and relative size of head and tail are controlled by the 
viscosity contrast between the hot plume and the ambient fluid, which depends on how 
sensitive viscosity is to changes in pressure and temperature. If the viscosity contrast is weak, 
plumes will tend to form a head with approximately the same width as the tail (a ‘spout’ 
morphology (Fig. 1.2a)), while increasing the viscosity contrast with plumes to for example a 
hundred times less viscous than surrounding mantle, leads to a broad head much wider than 
the tail (a ‘mushroom’ morphology (Fig. 1.2b)) [Ribe et al., 2007a]. Since mantle viscosity is 
a strong function of temperature, with hotter temperatures reducing viscosity, the mushroom 
geometry should dominate thermal plumes [Whitehead and Luther, 1975; Olson and Singer, 
1985; Richards and Griffiths, 1989; Kellogg and King, 1997]. Such models predict plume tail 
widths between 400-700 km in the high-viscosity lower mantle, and smaller, 150-250 km, in 
the upper mantle [Goes et al., 2004]. This is caused by the order of magnitude decrease of 
viscosity for a plume rising from the lower to the upper mantle that triggers a rapid increase 
in speed and resulting drop in plume width [Van Keken and Gable, 1995; King and Redmond, 
2007; Kumagai et al., 2007]. Thus the viscosity jump at 660-km discontinuity can 
significantly modify plume morphology (Fig. 1.2c). The diameter of plume heads depends on 
the temperature difference and its height of rise and spans the range of 500-3000 km [Hill et 
al., 1992]. Additionally, stress-dependence of mantle viscosity can mean that starting plume 
heads rise sufficiently fast to almost completely separate from the smaller tail, thus possibly 
explaining observed LIP episodicity [Van Keken, 1997]. The thermal expansivity and 
conductivity decrease and increase respectively with pressure (from mineral physics studies); 
therefore, the depth-dependence would lead to wider, more sluggish plumes in the lower 
compared to the upper mantle (Fig. 1.2d) [e.g., Hansen et al., 1993; Albers and Christensen, 
1996; Goes et al., 2004]. 
Phase transition changes, dominated by the exothermic 400-km and the endothermic 660-
km boundaries, can, respectively, enhance convective motion or act as barriers to upwellings 
(Fig. 1.2e). This effect, combined with viscosity changes, can cause a faster or more episodic 
flow or be a source for plumes after stagnation at phase transition depths [Cserepes and Yuen, 
2000; Tosi and Yuen, 2011]. The sharp decrease of viscosity for a plume rising from lower 
mantle can cause a rapid increase in velocity and resulting drop in plume width. Such 
necking may also cause the formation of secondary boundary layers with periodic diapirism 
with time scales on the order of 1-10 Myr [van Keken et al., 1992; Van Keken and Gable, 
1995; Tosi and Yuen, 2011] (Fig. 1.2e). 
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Deflection of ponded material below the ‘660’ discontinuity over large distances, 
sometimes more than 1000 km, is also possible when temperature-controlled variations in 
viscosity between the plume and the surrounding mantle, ΔηT, are high and hence the plumes 
have significantly lower viscosity (factor 102-103) with respect to the surroundings (Fig. 1.2f) 
[Tosi and Yuen, 2011]. 
 
 
Figure 1.2. Sketch of some idealized thermal plume morphology [Goes et al., 2004; Farnetani and Samuel, 
2005; King and Redmond, 2007; Tosi and Yuen, 2011; Bossmann and van Keken, 2013]. The morphology of the 
plume head-tail is determined by the viscosity contrast between the hot core and the ambient mantle Δη. (a) 
‘spout’ plume with low-viscosity contrast; (b) ‘mushroom’ shape with temperature-dependent viscosity; (c) 
shape strongly controlled by the effect of viscosity jump at ‘660’ phase transition change; (d) shape controlled 
by effects of expansivity and conductivity α(z), k(z); (e) plume interacting with strong endothermic phase 
transition zone Γ; (f) tilting of plume due to effects of secondary instabilities . 
 
1.3.2 Thermochemical plumes 	
Plume dynamics may be significantly modified if they contain compositionally dense 
material. This dense component may either originate from recycled oceanic crust 
[Christensen and Hofmann, 1994; Tackley, 2007; Deschamps et al., 2011] or primitive 
material from early Earth differentiation [Garnero, 2004] or from a combination of that 
[Tackley, 2002]. If excess densities are less than 2%, plumes will not be fully suppressed 
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Thermochemical plumes differ from thermal ones with (a) strong time-dependence with 
typical time-scales of ascent of ~10–100 Ma [Le Bars and Davaille, 2004; Lin and van 
Keken, 2005; Samuel and Bercovici, 2006], (b) more complex dynamics as they rise due to 
fluctuations in ascent rate and volume flux in addition to possible deflections similar to 
thermal plumes and asymmetric behaviour [Farnetani and Samuel, 2005; Lin and van Keken, 
2005; Samuel and Bercovici, 2006; Kumagai et al., 2008; Sobolev et al., 2011]. 
Dynamic laboratory and numerical studies predict different morphologies compared to 
classical thermal plumes such as: anchored plumes, piles and domes, secondary plumes, and 
composite ‘‘thermochemical’’ plumes [Davaille and Vatteville, 2005] (Fig. 1.2). Gradually 
increasing the initial buoyancy ratio means the formation process ranges from purely thermal 
mushroom-shaped plumes to failing plumes where the thermal effects never counterbalance 
the chemically denser anomaly [Lin and van Keken, 2005; Ribe et al., 2006; Samuel and 
Bercovici, 2006; Kumagai et al., 2008].  
 
1.4. Structure of the thesis 
 
Following this introduction, Chapter 2 shows the high-resolution P-wave velocity model 
from the surface to the lower mantle generated from relative travel-time tomography on the 
Northern East-African Rift system. Chapter 3 presents the complementary S-wave relative 
travel-time tomographic model of the upper-mantle structure beneath the northern EAR. In 
Chapter 4 we convert a numerically-generated plume model to seismic structure and perform 
synthetic resolution tests to understand how the numerical models would appear in 
tomographic inversions where resolution is limited and distinguish between different types of 
small-scale upwelling. In the final chapter, we summarize the main findings. From this work, 
we propose a new interpretation of the low-velocity structures below the EAR. We obtain 
consistent excess temperature estimates from our P- and S-wave models and show that the 
structures are consistent with those dynamically expected for much smaller-scale thermal 
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Mantle plumes and consequent plate extension have been invoked as the likely cause 
of East-African Rift volcanism. However, the nature of mantle upwelling is debated, with 
proposed configurations ranging from a single broad plume connected to the large low-shear-
velocity province beneath Southern Africa, the so-called African Superplume, to multiple 
lower-mantle sources along the rift. We present a new P-wave travel-time tomography model 
below the northern East-African, Red Sea and Gulf of Aden rifts and surrounding areas. Data 
are from stations that span an area from Madagascar to Saudi Arabia. The aperture of the 
integrated dataset allows us to image structures of ~100-km length scale down to depths of 
700-800 km beneath the study region. Our images provide evidence of two clusters of low-
velocity structures consisting of features with diameter of 100-200 km that extend through 
the transition zone, the first beneath Afar and a second just west of the Main Ethiopian Rift, a 
region with off-rift volcanism. Considering seismic sensitivity to temperature, we interpret 
these features as upwellings with excess temperatures of 100±50 K. The scale of the 
upwellings is smaller than expected for lower mantle plume sources. This, together with the 
change in pattern of the low-velocity anomalies across the base of the transition zone, 
suggests that ponding or flow of deep-plume material below the transition zone may be 


















The causes of hotspot volcanism, i.e., volcanic activity away from or enhanced at plate 
boundaries, remain debated. Hot upwellings rising from the base of the lower mantle – 
commonly referred to as mantle plumes [Morgan, 1971] – are the dominant hypothesis [e.g. 
Ito and van Keken, 2007]. However, without conclusive seismic detection, the debate about 
plume existence, number, and shape continues [King and Anderson, 1998; Ritsema and Allen, 
2003; Montelli et al., 2004b; Foulger, 2005; Boschi et al., 2007].  
One of the most prominent continental hotspots in terms of buoyancy flux and upper 
mantle seismic expression is Afar, at the northern end of the East African Rift (EAR) [Sleep, 
1990; Ito and van Keken, 2007; Styles et al., 2011b]. Afar is characterised by voluminous 
Late Eocene-Oligocene-Miocene flood basalts [Hofmann et al., 1997; Kieffer et al., 2004], 
topographic swells [Ebinger et al., 1989], active magmatism with geochemical characteristics 
often attributed to plumes, including, in some samples, high 3He/4He ratios [Trull, 1994; 
Marty et al., 1996; Pik et al., 1999], and some of the lowest upper-mantle seismic velocities 
imaged globally [Ritsema and Allen, 2003; Bastow and Keir, 2011].  
Over the past 20 years, motivated by the ongoing rifting, a large number of regional 
seismic networks, spanning the East-African Rift system (including the Red Sea-Gulf of 
Aden) from Mozambique to Saudi Arabia, have been deployed. These have yielded very 
detailed images of the upper 400 km of the mantle along sections of the EAR [e.g. Slack et 
al., 1994; Ritsema et al., 1999; Benoit et al., 2003; Weeraratne et al., 2003; Benoit et al., 
2006b; Benoit et al., 2006a; Bastow et al., 2008; Hammond et al., 2013; Jakovlev et al., 2013; 
Korostelev et al., 2014]. A few studies merged data from several of these networks to yield 
images into the deeper mantle [e.g. Chang and Van der Lee, 2011; Hansen et al., 2012]. 
However, this has not led to an agreement on the mantle roots of East-African volcanism. 
Three main theories for the shape and number of potential mantle plumes below the EAR 
have been advanced based on these seismic studies together with geochemical and 
geodynamic work (Fig. 2.1): (A) a single large “Superplume” (100s to 1000 km in scale); (B) 
two to three smaller lower-mantle plumes (few 100 km in scale); (C) even more small-scale 
structures (50-200 km) that may or may not root in the larger scale features of (A) and (B). 
	 34	
 
Figure 2.1. (i) – The East African Rift system (EAR). The bold box shows the region we focus our interpretation 
on. Dashed black lines represent the plate boundaries [Stampes et al., 2014]; O – Oman; SA – Saudi Arabia; Y 
– Yemen; Er – Eritrea; D – Djibouti; E – Ethiopia; S – Somalia; K – Kenya; U – Uganda; DRC – Democratic 
Republic of Congo; Mo – Mozambique; Z – Zambia; T – Tanzania; M – Madagascar. (ii) Enlargement of the 
Northern East-Africa Rift (box in i.). White lines delineate the major border faults bounding the rift zone. White 
triangles are the major active volcanoes. MER- Main Ethiopian Rift. GOA – Gulf of Aden. (iii) – Cartoon 
showing different proposed scenarios of mantle upwelling beneath East Africa (A) The African superplume [e.g. 
Ritsema et al., 1999; Hansen et al., 2012, 2103]; (B) Multiple large upwellings [e.g. Pik et al., 2006; Montelli et 
al. 2006; Chang and Van der Lee, 2011]; (C) Small-scale structure including small upwellings with unclear 
deeper source [e.g. Bastow et al., 2008; Meshesha and Shinjo, 2008]. 
 
Ebinger and Sleep [1998] were the first to propose that a single large plume is 
responsible for feeding the volcanism dispersed across Africa, through the channelling of hot 
plume material below areas of thinned lithosphere. Consistent with this idea, the global 
tomographic model of Ritsema et al. [1999] indicated that volcanism along the EAR may be 
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linked to a unique large source of upwelling that develops near the lower mantle base beneath 
Southern Africa and rises up towards the northeast, entering the upper mantle beneath the 
present-day position of Kenya/Tanzania and then spreading northwards towards Afar. Some 
regional studies have since confirmed the presence of broad low-velocity structures in the 
upper mantle below the East-African Rift, and interpreted them to be parts of the Superplume 
[Benoit et al., 2006a; Hansen et al., 2012; Mulibo and Nyblade, 2013a]. Further support for a 
broad-scale structure feeding East-African and Afar volcanism from a source below 
Kenya/Tanzania is given by some receiver function analyses [Huerta et al., 2009; Mulibo and 
Nyblade, 2013b] and studies of seismic anisotropy that are consistent with an overall upper 
mantle flow pattern along the EAR in a south-north to southwest-northeastward direction 
[Kendall et al., 2005; Montagner et al., 2007; Sicilia et al., 2008; Gao et al., 2010; Bagley 
and Nyblade, 2013; Hammond et al., 2014]. Such a large-scale plume is also able to match 
the broad dynamic topography of Afar and Arabia [Daradich et al., 2003]. 
More recent global and regional tomographic models have instead shown two/three 
separate plumes coming from the deep mantle feed East-African Rift volcanism: one 
currently below Tanzania/Kenya, a second currently below Afar and a possible third beneath 
Arabia [Davaille et al., 2005; Montelli et al., 2006; Chang and Van der Lee, 2011; Chang et 
al., 2015]. Trace-element and isotopic characteristics of the EAR lavas plus 40Ar/39Ar dating 
appear to require at least two plume sources, where the southern plume fed early (~45 Ma) 
Ethiopian flood basalts and (due to northward movement of Africa) current Kenyan 
volcanism, and the northern one has supplied Afar volcanism since about 30 Ma [George et 
al., 1998; Rogers et al., 2000; Furman et al., 2004; Furman et al., 2006; Pik et al., 2006]. A 
few seismic studies have indeed found distinct structures with narrow (few 100-km wide) 
tails that extend into the mid mantle below Afar and Kenya [Montelli et al., 2006; Koulakov, 
2007; Chang and Van der Lee, 2011]. Dynamic modelling of upper-mantle flow, temperature 
and melt productivity also led to the conclusion that two plumes entering the upper mantle 
are required to fit the observed evolution of volcanism and rifting from Tanzania to Afar [Lin 
et al., 2005]. 
Higher resolution body-wave images of the mantle down to 400 km below the northern 
East-African Rift, including the Afar region, reveal smaller-scale structure. Structure down to 
100-200 km, which is likely dominated by signatures of melt, connects to multiple low-
velocity zones down to at least 400-km depth, which may be upwellings on a smaller scale 
(100-200 km) than those proposed in the two to three-plume models [Bastow et al., 2008; 
Hammond et al., 2013; Thompson et al., 2015]. Surface-wave tomography has also been used 
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to suggest that the broad low velocities below Afar are either unusually strong or made up of 
multiple smaller features [Debayle et al., 2001; Montagner et al., 2007]. Meshesha and 
Shinjo [2008] argue for the existence of small-scale and evolving upwellings based on the 
identification of four different geochemical mantle source flavours in East African volcanism 
since the Eocene. It is debated how and if these ‘diapirs’ connect to the broad lower-mantle 
structure imaged by other studies [Debayle et al., 2001; Furman et al., 2006; Bastow et al., 
2008; Hammond et al., 2013]. 
In this paper, we extend the previous high-resolution studies from Bastow et al. [2008] 
(below the Main Ethiopian Rift (MER)) and Hammond et al. [2013] (MER and Afar), by 
combining and updating P-wave travel-time datasets from all available regional seismic 
deployments from Madagascar to Saudi-Arabia (Fig. 2.2). This gives us good resolution for 
P-velocity structure from 100 to 700-800-km depth (see Supplementary Figs. S2.1-S2.6) 
below the region comprising the Afar Depression and the Main Ethiopian Rift (MER).  
As another improvement upon previous studies, we use a starting model based on the 
structure from a previous surface-wave study [Fishwick, 2010] to add constraints to the 
inversion for anomaly amplitudes above 300-km depth. This helps in interpreting our 
velocities in terms of temperatures, using a conversion based on published thermodynamic 
parameters for the sensitivity of velocity to temperature, pressure and phase together with 




Figure 2.2. Distribution of sources (red dots in inset) and stations (main map) used in the P-wave tomographic 
study. The stations are colour coded according to their network and cover the region from Madagascar in the 
south to Saudi Arabia in the north. The black rectangle shows the area on which we concentrate our analyses 
and interpretation. Source-receiver distances shown by the circles on the inset are from the centre of the black 
rectangle. Network and station information can be found in Supplementary Tables T2.1 and T2.2. 
 
2.3. Potential Plume Structures 
 
Dynamic models, numerical and analogue, have catalogued the variety of mantle plume 
morphologies that are possible for likely ranges of mantle viscosity, thermal parameters, 
phase transitions and chemical heterogeneity [e.g., reviews by Davaille et al., 2005; Lin and 
van Keken, 2006; Ribe et al., 2006; Ito and van Keken, 2007]. Hot plumes form at a thermal 

















































base of the lithosphere is expected to give rise to wide spread melting, and is often invoked as 
the cause for flood basalts [Richards et al., 1989], such as the Late Eocene-Oligocene-
Miocene Ethiopian Traps [Hofmann et al., 1997; Kieffer et al., 2004]. After the head material 
has spread below the lithosphere, the tail may reach an almost steady-state structure and 
continue to feed more localised volcanism [e.g., Ribe et al., 2006]. The size of thermal plume 
tails is governed by mantle rheology, and in the upper mantle, diameters of few tens to few 
hundred km are expected [Van Keken et al., 1993; Van Keken and Gable, 1995; Goes et al., 
2004; King and Redmond, 2007].  
The “Superplume” proposed based on seismic tomography [Hansen et al., 2012; Hansen 
and Nyblade, 2013] is clearly larger than such tails.  It is similar in scale to that predicted for 
domes or heads of mega plumes that can develop in a thermo-chemical mantle [e.g., Davaille 
et al., 2005]. Furthermore, although some plume bending by mantle flow is possible 
[Steinberger and O'Connell, 1998, Boschi et al., 2007], the ~60° angle from the vertical 
proposed for the superplume is too large to be dynamically stable [Loper and Stacey, 1983; 
Davaille et al., 2005]. Instead, Davaille et al. [2005] propose East Africa to be underlain by 
at least two, sub-vertical, plumes: a large-scale thermo-chemical plume/dome below southern 
Africa that has not yet reached the upper mantle, and a dying thermal plume below Afar of 
which only the shallower part of the tail is left. However, such a scenario is not able to 
explain a large-scale upper-mantle low-velocity anomaly stretching from Kenya/Tanzania to 
Afar.  
Petrological, topography, and seismic constraints give 100-300 K estimates for the 
excess temperatures below hotspots (relative to the mantle average) [Herzberg et al., 2007; 
Ito and van Keken, 2007]. Excess mantle temperatures below Afar are likely on the lower end 
of this range [Rooney et al., 2012; Rychert et al., 2012; Ferguson et al., 2013; Armitage et al., 
2015]. An important consideration when attempting to seismically image mantle plumes is 
the variation in structure with depth. At upwelling speeds of 10-20 cm/yr, obtained from 
seismic estimates of plume width, surface topography and flow modelling [Turcotte and 
Schubert, 1982; Nolet et al., 2006], plume temperature contrast will change adiabatically with 
depth. Across the upper mantle, this would amount to a relative minor increase in thermal 
plume anomaly with depth, of <50°C.  
By contrast, the sensitivity of seismic velocities to temperature decreases very strongly 
with depth due to a combination of elastic and anelastic effects [Goes et al., 2004; Xu et al., 
2008b; Styles et al., 2011b] (Fig. 2.3). This implies that it would be harder to detect the 
portion of the plume in the deeper part of the mantle. Additional strong but local anomalies 
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are expected due to the depression of exothermic phase boundaries in the plume (e.g., around 
410-km depth) and uplift of endothermic ones (e.g., near 660-km depth) [e.g., Stixrude and 
Lithgow-Bertelloni, 2007](Fig. 2.3). However, due to their limited size, these will not be 
resolvable in teleseismic travel-time tomography (as discussed in Section 2.5 and shown in 
Supplementary Fig. S2.7). As a result, for a continuous thermal upper mantle plume of 100-
200 K excess temperature, we expect to see VP anomalies of 0.4 to 0.8% at the top of the 
lower mantle, and a 5 to 7 times stronger signature in the upper 100 km of the mantle (Fig. 
2.3). The presence of melt at the shallowest depths (< 50-70 km) would further enhance 
shallow anomalies adding to this contrast in anomaly strength [Armitage et al., 2015]. 
 
 
Figure 2.3.	 Two profiles of dVP/dT derivatives that we use to set up our synthetic plume resolution tests and 
perform our conversion of imaged velocity to temperature anomalies. The blue profile is the full (metamorphic) 
derivative that includes the effects of phase transitions. It was computed along a 1300°C adiabat for a pyrolite 
composition using mineral parameters from database stx08 [Xu et al., 2008], with composite attenuation model 
Qg (above 400 km) [Van Wijk et al., 2008] and Q6 (below) [Goes et al., 2004]. The red profile corresponds to 
the smoothed isomorphic dVP/dT derivative without the effects of phase boundary topography. For our scaling, 
we use the isomorphic derivatives because the differential travel-time tomography cannot resolve localized 
phase boundary anomalies (see Section 2.5 and Fig. S2.7). Above 70-km depth, the isomorphic scaling is set to 
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In this study, we combine P-wave travel-time data from all available temporary and 
global seismic networks in Tanzania, Kenya, Uganda, Democratic Republic of the Congo, 
Ethiopia, Eritrea, Djibouti, Yemen, Oman, Malawi, Zambia, Madagascar and Saudi Arabia, 
leading to a total of 452 stations (Fig. 2.2, Supplementary Table T2.2). When combining 
relative travel-times from different networks there is a risk that some long-wavelength 
structure across the array cannot be recovered [Rawlinson and Fishwick, 2012]. However, 
even though the datasets are not all recorded simultaneously, in our region of interest in 
Afar/MER, all networks either overlap spatially or in time, and the permanent network is 
common to all the regional deployments. Station information, including duration of 
deployment and references for each network, can be found in Table T2.1 and T2.2 in the 
supplementary information.  
We visually inspect the direct P arrivals from all events of magnitude mb ≥ 5.5 in the 
epicentral distance range 30° < Δ < 90° recorded between 1995 and 2012. Before analysis, 
the data were bandpass filtered between 0.1 and 1.5 Hz. We pick the dominant peak or trough 
of the P-phase across all stations and use the multi-channel cross-correlation method of 
VanDecar and Crosson [1990] to estimate relative arrival times (using a window of 1s before 
and 2s after our pick). Those arrival times with correlation coefficients > 0.80 and a 
minimum number of picks per event ≥ 4 were retained for inversion. Furthermore, outliers 
exceeding ± 10s (which might be due to clock errors or cycle skipping) were taken out. Mean 
travel-time residuals per event were removed to obtain relative travel-times. The formal 
picking error estimate from the multi-channel cross-correlation is 0.01s, however, a more 
realistic error estimate, taking into account that correlation pairs are not all independent 
[Tilmann et al., 2001], is 0.07s. 
This procedure gives us relative P-wave travel-times from 528 events of magnitude mb ≥ 
5.5. To this, using the same processing as described above, we add travel-times from 261 
lower-magnitude earthquakes (2007- 2011, 5.0 < mb < 5.5), mainly from source regions with 
low rates of mb ≥ 5.5 events (e.g., Mediterranean, Mid-Atlantic Ridge). Figure 2.2 shows that 
the selected earthquakes provide a good azimuthal and distance coverage. The new seismic 
data from lower-magnitude events together with data from south of Kenya and north of 
Eritrea provide more crossing rays at the base of the transition zone and top of the lower 
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mantle (Supplementary Figs. S2.1 and S2.2). This improves resolution at these depths 
(Supplementary Figs. S2.3-S2.6). Our final data set consists of 16420 relative P-wave travel-
times. 
2.4.2. Tomographic inversion and model parameterisation 
 
The tomographic inversion was performed using the method of VanDecar et al. [1995], 
where we jointly invert for slowness, earthquakes-source corrections and near-surface station 
corrections (which take into account the effect of the crust and uppermost mantle structure 
directly below the stations where no crossing rays are present), using an iterative conjugate 
gradient algorithm. The inversion recovers velocity anomalies relative to the average regional 
background, i.e., the method cannot determine the absolute background seismic velocity. We 
use ray theory (which may lead to somewhat underestimated anomaly amplitudes but should 
not significantly modify anomaly patterns [Montelli et al., 2004a]) and do a linear inversion 
(raypaths are calculated through the iasp91 1D velocity model). The same inversion scheme 
has been used in previous tomographic analyses of the region [Benoit et al., 2006a; 
Hammond et al., 2013; Mulibo and Nyblade, 2013a]. 
The effect of outliers is reduced by Huber downweighting of travel-times having 
residuals larger than 3.0 standard deviations [Huber, 1981]. We chose this relatively high cut-
off for downweighting after several tests and because other studies have shown that very 
strong velocity contrasts are to be expected below the region [e.g. Benoit et al., 2006a; 
Bastow et al., 2008; Hammond et al., 2013]. However, inversions using a more stringent cut-
off of 1.5 standard deviations have been performed and the results do not change 
significantly. For our final models, we performed 10 Huber iterations with 2000 conjugate 
inner iterations to ensure a converged solution (756 data included some level of 
downweighting).  
Where the stations are located (latitude 19.6°N-24.4°S, longitude 28.4°E-55.2°E, depth 
0-1500 km), the model has a node spacing of 0.5° in latitude, 0.4° in longitude and 50 km 
vertically. Outside this region, we extend the grid with node spacing of 1° both in latitude and 
in longitude and 100 km in depth to a volume spanning 28°N to 25.40°S in latitude, 25°E to 
57.20°E in longitude and from the surface to 2000-km depth, comprising a total of 263736 
nodes. Fresnel zone estimates indicate that such a large model is necessary to limit the 
mapping of distant structure into the area of interest. In this paper, we only interpret structure 




Generally, this style of tomography is only regularised by supressing spatial gradients 
(smoothing and flattening), and a 1D starting model is used without explicit damping towards 
it [e.g. Bastow et al., 2008; Hammond et al., 2013]. However, teleseismic body waves 
recorded at regional networks give relatively low depth resolution directly below the stations 
where there is a lack of crossing paths; in our study this occurs for depths between 0 to 100-
200 km. This is exactly the depth range where we expect the strongest anomalies and indeed 
very strong anomalies have been observed with other seismic data [Makris and Ginzburg, 
1987; Maguire et al., 2006; Sicilia et al., 2008; Fishwick, 2010; Bastow et al., 2011; 
Guidarelli et al., 2011; Hammond et al., 2011; Stork et al., 2013]. To reduce mapping of 
these strong shallow anomalies into station corrections and deeper structure, we additionally 
regularise the solution by damping to a starting model that above 300 km is constrained by 
surface waves. It has previously been shown that at these depths, surface waves can provide 
good complementary constraints to teleseismic travel-times [e.g. Allen et al., 2002; Schmid et 
al., 2008; Chang and Van der Lee, 2011; Fishwick and Rawlinson, 2012]. Including surface-
wave structure as an initial model can also help constrain the long wavelength structure that 
relative travel-time tomography may not resolve [Fishwick and Rawlinson, 2012]. 
To build our 3D starting model, we use the surface-wave model of Fishwick [2010] 
(herein referred to as F2010), which is the most recent and highest resolution surface-wave 
model available for our entire study area. Model F2010 covers all of Africa and fits surface 
waveforms at periods between 50 and 120 s for the fundamental and first four higher modes, 
achieving vertical resolution of ~50-km down to ~300-km depth and lateral resolution on the 
order of 200 km below our region of interest. This is a coarser horizontal resolution than we 
can obtain with our travel-time data, which yield a lateral resolution on the scale of station 
spacing, i.e., 50-100 km. However, the regularised inversion adds small-scale structure to the 
long-wavelength starting model where the travel-times require it. 
To obtain a P-wavespeed starting model, we convert the absolute shear velocities from 
F2010 to temperature and VP following Goes and van der Lee [2002], who use a compilation 
from the mineral physics literature of phase stability fields, of elastic constants, density, and 
their dependence on temperature T, pressure P, composition and phase, and an Arrhenius 
expression for anelasticity Q as a function of P and T. Our conversion was performed using 
anelasticity model Qg and a constant pyrolitic mantle composition (see supplement of [Van 
Wijk et al., 2008]). P-wave velocity perturbations for the 3D starting model for our relative 
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travel-time tomography are defined by subtracting the average velocity for the whole African 
model in each depth interval, essentially giving us a better constrained background model at 
these depths. Below 300-km depth, we smoothly grade into a zero-anomaly model. 
This conversion accounts for the fact that scaling from VS to VP anomalies varies 
strongly with temperature and depth [Goes et al., 2000; Cammarano et al., 2003; Goes et al., 
2004]. Although, there are uncertainties in the resulting dVP of around 0.1% [Cammarano et 
al., 2003], the approximation is much better than using a constant scaling factor. 
Furthermore, these conversion parameters have previously yielded lithosphere and shallow 
mantle temperatures that can reconcile P- and S-velocities, surface heat flow and attenuation 
in the shallow mantle below several continental regions [e.g. Goes et al., 2000; Goes and van 
der Lee, 2002; Huang et al., 2009]. The conversion by necessity assumes the surface-wave 
velocity anomalies are only thermal, as we cannot unravel the contributions of temperature 
and melt. Where melt is present, this might cause our VP anomalies to be an overestimate 
[e.g., Hammond and Humphreys, 2000b]. However, melt effects are likely quite localized and 
thus will have only a strongly damped expression in the long-wavelength surface-wave 
structure, while the travel-times can add small structure that may be the result of melt 
concentration. Additionally, melt is likely only present in the top 90 km [Rooney et al., 2007; 
Rychert et al., 2012; Armitage et al., 2015], thus below these depths a thermal conversion is 
reasonable. 
We first perform a set of inversions to select our preferred smoothing and flattening 
parameters. We construct a trade-off curve to find the best compromise between model fit 
and roughness and choose a model close to the ‘knee’ of the curve (flattening factor = 4800; 
smoothing factor = 153600; Fig. 2.4). The trade-off curves look very similar for different 
levels of damping (Fig. 2.4). The maximum achievable RMS reduction, above the noise 
level, is derived from the estimated RMS travel-time error. Given the data error estimate of 
0.07s, the maximum achievable RMS reduction is 96%. The structure retrieved with the 
preferred values of smoothing and damping explains 94% of the RMS travel-time residual 




Figure 2.4. Trade-off between model roughness and data fit for inversions with different degrees of flattening 
and smoothing (symbols) and three different degrees of damping towards a surface-wave constrained initial 
structure (colours). The dashed line represents our estimate of travel-time residual error (see text for 
discussion). The regularisation parameters for our preferred model are 4800 for flattening and 153600 for 
smoothing (star) and a damping of 35. 	
2.5. Results 	
2.5.1. Resolution tests 
 
Before presenting our results, we test the resolution our models can achieve (Figs. 2.5, 
2.6 and Supplementary Figs. S2.3-S2.4). All resolution tests use the same ray paths and 
inversion parameters as the data inversion. The synthetic travel-times are calculated by 
performing full three-dimensional ray tracing [Julian and Gubbins, 1977] through the 
synthetic model. Gaussian random noise (with an average amplitude of 0.07s, similar to the 
estimated noise level for the data) is added to the synthetic data. With the exception of the 
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We first illustrate the spatial resolution and next the effect of damping and our ability to 
distinguish between the three plume scenarios. 
 
2.5.1.1. Checkerboard and transition-zone resolution tests 
 
We perform standard checkerboard tests (Supplementary Figs. S2.3-S2.4), where we 
include positive and negative anomaly spheres of 125-250-km diameter (where diameter is 
defined as the distance to where the amplitude of the anomalies is reduced to 20% of their 
maximum). These show that we have good resolution for features of > 125 km in diameter 
from 200 to 700-km depth below most of the area, and at uppermost lower-mantle depths in 
the eastern half and at the south-western edge of the domain. Note that the damping factor 
does not affect spatial resolution, only the relative recovery of amplitudes with depth. 
Supplementary Figs. S2.5-2.6 show the same checkerboard tests for the data set and inversion 
parameters previously used by Hammond et al. [2013]. This clearly illustrates how the 
increased aperture of our data set and the addition of lower-magnitude events have improved 
resolution in the transition zone and shallowest lower mantle. 
As we concentrate our interpretation on the transition zone, Figure 2.5 further illustrates 
transition zone resolution (for a case with damping=35). The top set of panels in Figure 2.5 
shows that if the input consists of only the surface wave derived structure above 350-km 
depth, a minimal amount of smearing into transition zone structure occurs, with amplitudes 
less than 0.2%. The bottom row of Figure 2.5 shows the effect of adding two checkers of 
380-km diameter with a relatively strong amplitude of 1.6% (similar to what we might expect 
for thermal anomalies as high as 400 °C), positioned just below the transition zone (800-km 
depth). There is low resolution of the deeper structure along this profile, where only the 50% 
of the anomaly amplitude is recovered, yet this does not lead to spurious structure in the 
transition zone. Thus, we are confident that any transition zone structure imaged can be 
resolved independently from structure above and below.  
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Figure 2.5. Two resolution tests along cross section A-B (orientation is shown in the 800-km depth slice 
through the second input model). The first row shows synthetic input models and the second row the 
corresponding recovered output models. The synthetic inversion is done using the same parameters as for the 
data-derived inversion. Regions with less than 3 rays per node are shaded grey. The spacing between the 
contours is 0.25%. White points indicate the distance every 2°. The synthetic tests in the first column use the P-
structure estimated from the surface-wave model from Fishwick [2010] as the input model. The plots in the 
second column show a test with the surface-wave derived structure at shallow depths plus a set of 1.6% low-
velocity anomalies of 380-km diameter (defined as the distance to 20% of the maximum amplitude) along line A-
B beneath the transition zone (800-km depth) to represent lower-mantle structure with a large excess T (400°C) 
(estimated from the isomorphic derivatives shown in Fig. 2.3). Neither the structure above 400 km, nor the 
structure at the top of the lower mantle smear significantly into the transition zone. 	
2.5.1.2. Plume resolution tests  
 
Next, we present a set of resolution tests of the three end member plume models (Fig. 
2.1). We use simplified plume geometries (Fig. 2.6), motivated by published geodynamic 
models (see discussion in Section 2.3). We defined the plumes in terms of temperatures, and 
then scaled to dVP according to the isomorphic derivatives (i.e., smoothed across the phase 
boundaries) shown in Figure 2.3. For case A, the “Superplume” (Fig. 2.1), we use an 
ellipsoid centered below Kenya, which fills the upper-mantle depth to represent a spread 
plume head in the upper mantle (only part below our study area shown). The ellipsoid is 
flattened at the top, reaching its maximum temperature anomaly of 400 degrees at 120-km 
depth, with a Gaussian fall off down to 600-km depth. At depths less than 100 km, we add to 
this model a set of low velocities (4%) that follow the rift zone, to capture the effect of 
channeling and melting along topography at the base of the lithosphere, as imaged in 
previous seismic studies of the region [Bastow et al., 2005; Bastow et al., 2008; Hammond et 
al., 2013]. For case B (single upwelling) and C (multiple upwellings) (Fig. 2.1), we use 
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for case B, a single cylinder of 380-km diameter (defined as the distance to 20% maximum 
anomaly) directly below Afar, and for case C, a set of 150-km diameter plumes, one below 
Afar and one below the MER – to illustrate the variable resolution across the network. 
Maximum excess ΔT for the latter two cases is set to 200 degrees and does not vary with 
depth. To both case B and C, we add a 200 km thick layer of hot (200 degrees) material that 
has spread out below the lithosphere, as well as additional 4% shallow VP anomalies along 
the rift to represent the effect of localized melt concentrations and lithospheric topography. 
Figure 2.6 shows the resulting synthetic seismic plume structures. Due to the correction 
for seismic sensitivity to temperature, the synthetic anomalies decrease strongly with depth. 
(The additional structure predicted with a full metamorphic derivative, which includes the 
effect of phase boundary shifts with temperature (Fig. 2.3), is not resolvable with this data 
and method, see Supplementary Fig. S2.7). The derivatives were computed along a 1300°C 
adiabat for a pyrolite composition using mineral parameters from database stx08 [Xu et al., 
2008b], with composite attenuation model Qg (above 400 km) [Van Wijk et al., 2008] and Q6 
(below) [Goes et al., 2004]. We set the derivative above 70-km depth to a constant value of -
2% per 100K, as the reference adiabat is too hot at lithospheric depths. Furthermore, the 
structure superimposed on the plume structures above 100-km depth accounts for the 
localized effects of high temperature material and melt at shallow depths.  
As for the checkerboards, we calculate synthetic data and then perform separate damped 
(factor = 35) and undamped (factor = 0) resolution tests for the synthetic plumes. For case A, 
the superplume analogue, we see that an undamped test recovers only about 20-30% of the 
strong input structure, because the lateral variations in structure across the network are small 
and the 1D background is removed in the inversion. The damped inversion with constraints 
on the shallow mantle structure recovers a structure much closer to the input anomalies, with 
anomaly recovery between 40% and 90%. Furthermore, the undamped solution leads to 
smearing of the strong anomaly to depths below the transition zone. This smearing is reduced 
in the damped model, which thereby returns a better representation of the depth extent of the 
input plume structure.  
For case B and C, the vertical thermal plumes of different scales, the undamped 
inversion recovers mainly the structure below 200-km depth. The layer of plume material 
above 200 km is removed with the background model, while most of the shallow 




Figure 2.6.	 Three synthetic tests to examine the resolving power of our tomographic inversion for mantle 
upwelling structures based on the proposed scenarios A-C from Fig. 2.1. a,f,k) Depth slices through the input 
models at 400-km depth. b,g,l) Cross sections through the input models. Input models are defined in 
temperature and then multiplied by the isomorphic derivative from Fig. 2.2 to obtain VP anomalies. In all cases, 
a set of 4% VP checker anomalies below the rift is added to the plume structures above 100-km depth to mimic 
lateral variability due to lithospheric topography and melt concentration. Regions with less than 3 rays per 
node are shaded grey. The spacing between the contours is 0.25%. White points indicate the distance every 2°. 
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c,h,m) recovered models using the same parameters as in the data inversion, with no damping. d,i,n) recovered 
models using the same parameters as in the data inversion, including damping (factor = 35). The starting model 
to which the inversion is damped is the 3-D synthetic model down to a depth of 350 km. (a-d) case A – 
Superplume, represented by a flat ellipsoid with a maximum excess T of 400°C at 120-km depth, and a Gaussian 
fall off with depth leading to 0° anomalies at 660 km; (f-i) Case B: a single vertical cylinder (representing a 
larger upwelling) positioned beneath Afar with maximum 200°C excess T that is constant with depth and 
Gaussian variation laterally over a 380-km width (defined as the distance to 20% of the maximum amplitude), 
plus a layer of 200°C excess temperature above 200-km depth; (k-n) Case C: two vertical cylinders 
(representing a smaller upwelling), positioned beneath Afar and MER, again assuming a maximum 200°C T 
anomaly that is constant with depth, a Gaussian variation laterally over a 150-km width and a 200°C hot layer 
above 200-km depth. (e,j,o) Profiles through the centre of the plumes showing the input and retrieved 
anomalies. These tests illustrate that without damping most shallow structure is not recovered. Damped 
inversions yield a better representation of the vertical continuity of the plume structures. 	
mantle structure above 350 km, leads to a much better recovery of the geometry and 
continuity of the structures, although there is some overestimate of anomaly amplitude 
between 200 and 500-km depth, as well as a better representation of the anomaly depth extent 
through the transition zone. We will use the estimated resolution from the plumes in case C to 
scale the imaged anomaly amplitude for the conversion to temperature in Section 2.5.3. 	
2.5.2. Main model features 
 
The P-wave structures from inversions with our preferred combination of smoothing and 
flattening and for a case without damping and one with damping factor = 35 are shown in 
Figures 2.7 to 2.9. A model with stronger damping (factor 70) is included in the supplement 
(Fig. S2.8). As in previous body- and surface-wave models, the shallow mantle below the 
region is slow overall [e.g. Debayle et al., 2001; Bastow et al., 2008; Park et al., 2008; 
Fishwick, 2010; Hammond et al., 2013]. Embedded within this slow background, down to 
about 100-km depth (not shown), strong low-velocity structures align with the surface rift 
zones, very similar to previous tomographic models [Bastow et al., 2005; Benoit et al., 




Figure 2.7. Depth slices through the undamped tomographic model (flattening=4800, smoothing=153600, 
damping=0) at depths between 200 and 800 km. Triangular and square symbols in panel h represent the sign 
and magnitude of the station static terms. Regions with less than 3 rays per node are shaded grey. The spacing 
between the contours is 0.25%. These maps show that the two clusters of low-velocity anomalies that appear at 
200-km depth persist throughout the transition zone. 
 
From about 200-km depth, two clusters of low-velocity anomalies, each covering an area 
about 400 km in diameter, start to appear: one below the Afar/Red Sea region, and the second 
cluster west of the Main Ethiopian Rift, an area characterised by off-rift volcanism. While 
these two clusters were already seen in previous tomography [Bastow et al., 2005; Benoit et 
al., 2006a; Bastow et al., 2008; Hammond et al., 2013], with our deeper resolution, it is now 
clear that they continue from 200 km down through the transition zone (Figs. 2.7 and 2.8). 
The transition-zone anomalies are very prominent in the case without damping. However, 
even when damping forces more of the low velocities into the shallow mantle, the anomalies 
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through the transition remain required by the data (and this is still true for stronger damping – 
Supplementary Fig. S2.7). With a damping factor of 35, the low-velocity zones decrease in 
magnitude with depth from δVP ≈ -2.0% in the uppermost mantle to about -0.3% in the 
uppermost part of the lower mantle, a decrease similar in magnitude to what is expected from 
seismic sensitivity to temperature as a function of depth (Fig. 2.3, Section 2.3), which we will 
discuss further in our interpretation in Section 2.5.3. 
 
 
Figure 2.8. Depth slices through our preferred damped tomographic model (flattening=4800, 
smoothing=153600, damping = 35), at depths between 200 and 800 km. Triangular and square symbols in 
panel h represent the sign and magnitude of the station static terms. Regions with less than 3 rays per node are 
shaded grey. The spacing between the contours is 0.25%. The two boxes covering Afar (A) and an area west of 
the MER (M) in panel e. show the regions used in our temperature interpretation in Fig. 2.10. These maps 
clearly illustrate the change in structure from the rift-related and broad shallow mantle anomalies at 200-km 
depth to two low-velocity clusters that persist throughout the transition zone and may link to deeper structure in 
the lower mantle. 
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The two low-velocity clusters may each comprise additional smaller-scale structure of 
100-200-km diameter (Fig. 2.9). The cluster west of the MER contains at least two structures 
that are more or less vertical through the transition zone, one directly west of the rift zone (~ 
39°E, ~9°N; profile A-B and profile E-F), and the second at the western edge of the model 
(~36°E, ~11°N; profile C-D). The cluster under Afar contains one prominent narrow 
structure through the transition zone (profiles A-B, C-D and G-H), but may contain a second, 
less well resolved, one below Djibouti (~43°E, ~12°N). This small-scale structure is further 
highlighted by less smooth models (see Supplementary Fig. S2.9).  
One effect of damping is that the station terms are significantly reduced and are negative 
beneath the oceanic Red Sea and positive elsewhere, mirroring the distribution of continental 
and oceanic crust. In contrast, station delays in the undamped model are largely positive. This 
indicates that the damped inversion recovers much of the uppermost mantle structure that 
without damping is absorbed into the station terms. Note that on a larger scale, negative 
delays at the stations outside of our region of interest reflect the influence of the African and 
Arabian cratons, and balance out the generally positive delays inside the investigated area 
(Supplementary Fig. S2.10), again emphasizing that structure below the northeastern EAR is 
anomalously slow. 
In the upper part of the lower mantle, down to at least 800-km depth, there are resolvable 
low-velocity anomalies of a similar scale as those in the transition zone, and of the 
magnitudes expected from seismic sensitivity to a thermal anomaly of ~100 degrees (Fig. 
2.3). However, the anomaly pattern changes across the transition from upper to lower mantle, 
hinting at three low-velocity features below 700-750-km depth (Figs. 2.7, 2.8) and there is 
often a misalignment between lower- and upper-mantle structures (Fig. 2.9).  
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Figure 2.9.	 Vertical cross sections through our preferred (damping=35) (a-d) and undamped (damping=0) 
models (e-h) (both flattening=4800, smoothing=153600). The location of the cross sections (black lines) is 
shown in the 500-km depth slice through the damped model (i). Regions with less than 3 rays per node are 
shaded grey. The spacing between the contours is 0.25%. White points indicate the distance every 2°. Cross 
section A-B cuts through subvertical downwellings below Afar and west of the MER. C-D is a cross section 
through the prominent low-velocity anomalies in the Afar region and directly next to the MER. Section E-F 
cross cuts the anomaly next to the MER, while section G-H provides another view of the Afar low-velocity 
anomaly. The undamped models (e-h) illustrate the 100-200-km width of the low-velocity structures, while the 
damped models (a-d) emphasize the continuity between shallow and transition zone structure.  
 
2.5.3. Temperature estimates 
 
The anomalous low P-wave velocities found beneath the Northern East-African Rift can 
be caused by changes in temperatures, chemical composition, partial melting, water content 
or a combination of these. Given (i) the strong sensitivity of the seismic velocities to 
temperature and weak sensitivity to composition [e.g. Sobolev et al., 1997; Goes et al., 2000; 
Schutt and Lesher, 2006b], (ii) the evidence from surface observations for high mantle 
temperatures below many hotspots including Afar [McKenzie, 1984; Nolet et al., 2006; 
Putirka et al., 2007; Class, 2008; Rooney et al., 2012; Ferguson et al., 2013; Armitage et al., 






































from the deep mantle [Morgan, 1971; Ito and van Keken, 2007], we perform an interpretation 
of the velocity anomalies purely in terms of temperature variations. Below (Section 2.6.2), 
we discuss the possible effect of the presence of fluids and melt.  
When converting to temperature, it is important to consider the effect of seismic 
resolution [Ritsema et al., 2007; Schuberth et al., 2009]. We do this by scaling the 
tomographic models with the estimated amplitude recovery from the plume resolution tests 
shown in Fig. 2.6, before converting to relative temperature anomaly. Given the spatial extent 
of the anomalies we find, we use the amplitude scaling from case C (Fig. 2.1, Section 
2.5.1.2). There is some uncertainty in this, as estimated amplitude recovery is geometry 
dependent. We will use the range of models with different degrees of damping (factor = 0-70) 
to bracket the plausible range of velocity anomalies resulting from the regularisation choice. 
We estimate the temperature variations dT from the velocity perturbations dVP using the 
isomorphic dlnVP/dT of Fig. 2.3. Uncertainties in the isomorphic derivative lead to 
uncertainties in temperature anomalies of a few tens of degrees [Goes et al., 2000; 
Cammarano et al., 2003].  
Results are shown for the two regions where low-velocity anomalies appear continuous 
from the surface to the lower mantle (boxes marked on Fig. 2.8e). Figure 2.10 displays the 
distribution of the seismic velocity anomalies and inferred temperature anomalies within 
these boxes at a range of depths. We focus on the depths greater than 300 km where the two 
low-velocity clusters are the main velocity structures. This avoids those depths where 
velocities are likely complicated by rift-related structure and melt. The original, unscaled, 
tomographic VP anomalies decrease strongly with depth, from ~ -1.2 - -1.6% at 300 km to -
0.3 - -0.5% at 700-km depth. After scaling the anomalies according to the resolution inferred 
from the synthetic plume tests, the anomalies at 300-km depth become ~ -0.8% and at 700-
km depth become ~ -0.5 - -0.7%.  
When the velocity anomalies are converted to temperature without scaling them for the 
variable resolution with depth, the resulting temperature anomalies decrease from 150 - 
170°C at 300-km depth to 70 - 110°C at 700-km depth. This contrasts with the expectation 
that plume temperature anomalies should increase with depth. However, after accounting for 
resolution the converted temperatures give a slight increase with depth from 100°C at 300 km 
to 120 - 150°C at 700 km (Fig. 2.10). This is in line with the small increase in temperature 
expected with depth for adiabatically rising plumes. 
The two supplementary Figures S2.11 and S2.12 plot the temperature estimates for the 
end member cases with no damping (body-wave only model) or stronger damping (factor 70) 
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(surface-wave dominated model). For the case without damping, mean temperature anomaly 
estimates after resolution correction increase from about 90°C at 300 km to 210 - 230°C at 
700-km depth. For the case where damping = 70, thermal anomalies show minimal change 
from 90°C at 300-km depth to 50 - 100°C at 700-km depth. This shows that, with the 
inclusion of damping in the parameterisation, we get more realistic trends of constant or 
slightly increasing temperature anomaly with depth, with estimates of the temperature 
between 50 - 150°C. Due to the integrated constraint on overall travel-times the main 
difference is the variation in anomaly magnitude with depth. 
 
 
Figure 2.10. Histograms showing the range of velocity anomalies and interpretation in terms of temperature 
anomalies from the model with a degree of damping of 35, for the two regions outlined by the boxes in Fig. 
2.8e: Afar Depression (a-b) and west of the MER (c-d), respectively. Light grey bars show velocity anomalies 
from the inversions and dark grey bars show velocity anomalies scaled according to the resolution as a function 
of depth based on the synthetic test shown in Fig. 2.6o. Red bars on panel b and d show the mean and standard 
deviation of the temperature anomalies estimated in each region. These show a slightly increase of excess 
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2.6.1. Comparison with other T estimates 
 
Our tomographic temperature estimates of 50-150°C excess temperature are consistent 
with those from previous studies in the region. Geochemical studies yield asthenospheric 
source temperatures of 100-150°C above the mantle temperature typically inferred below 
mid-ocean ridges [Rooney et al., 2012]. A shallow-mantle (< 140-km depth) receiver function 
analysis infers temperatures between 1350 and 1400°C, no more than 50-100°C above 
ambient mantle [Rychert et al., 2012; Ferguson et al., 2013]. However, uncertainties in what 
property of the melt zone the receiver functions actually image allow temperature estimates 
up to 1450°C [Armitage et al., 2015]. Excess temperatures of around 100°C are required to 
produce melt volumes compatible with those estimated from crustal structure [Armitage et 
al., 2015].  
Transition-zone temperatures have been estimated from topography on the phase 
boundaries imaged with seismic receiver functions. While studies focussing beneath 
Tanzania/Kenya have concluded that there needs to be a substantial thermal anomaly of 200-
300°C through the transition zone below the southern rift [Owens et al., 2000; Huerta et al., 
2009], contradictory results have been obtained below the northern EAR. Cornwell et al. 
[2011] invoked anomalies of about 250°C to explain a deep ‘410’ plus significant chemical 
heterogeneity to explain the 30-40 km topography they recovered on the ‘660’ discontinuity. 
However, Thompson et al. [2015] find little variation in depth of ‘410’ and ‘660’ below the 
region, and consequently suggest that the temperature anomaly is less than 100°C, to explain 
the relatively constant thickness of the transition zone similar to the global average as also 
found below two stations in the region by Nyblade et al. [2000]). Our temperature estimates 
are more consistent with the lower temperature estimates of Thompson et al. [2015] and 
Nyblade et al. [2000]. According to the thermodynamic database we used [Xu et al., 2008b], 
the 660 discontinuity should be governed by the ringwoodite to bridgmanite+magnesio-
wüstite transition at such warm temperatures, and hence be elevated. 
Given the consistency between our temperature estimates and those from other studies, 
there is no reason to invoke other mechanisms to explain the imaged P-velocity anomalies. 
However, within the uncertainties of our inversion, we can also not rule out that other factors 
have some contribution. In the transition zone, Thompson et al. [2015] propose the presence 
of fluids and hydrous melt to explain a low-velocity layer they see above the ‘410’ 
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discontinuity below Afar and the presence of a strong ‘520’ discontinuity directly below it. 
Our teleseismic travel-times have no resolution to rapid changes of velocity over short 
vertical distances (see Supplementary Fig. S2.7). It has been suggested that carbonate melts 
may be present in the mantle below 200 km to explain the extremely slow delay times at 
some Ethiopian stations and inferred strong low-velocity anomalies at depth [Rooney et al., 
2012], but our models do not require this. At lithospheric-asthenospheric depths (< 80 km), 
however, there is ample independent evidence for the presence of significant amounts of 
(likely silicate) melt [Ebinger and Casey, 2001; Bastow et al., 2005; Kendall et al., 2005; 
Sicilia et al., 2008; Guidarelli et al., 2011; Hammond et al., 2011; Desissa et al., 2013; Stork 
et al., 2013; Hammond, 2014; Hammond et al., 2014; Korostelev et al., 2014].  
 
2.6.2. Geodynamical implications 
 
By comparing the tomographic models (Fig. 2.7 to 2.9) with the resolution tests in Fig. 
2.6, it is clear that the structure we resolve is significantly more complex and smaller scale 
than that expected for large-scale flow spanning most of the upper mantle from a superplume 
to the south [Hansen et al., 2012], or for a single plume rising directly from the lower mantle 
below Ethiopia/Arabia [Montelli et al., 2006; Chang and Van der Lee, 2011]. Rather the 
structure we find is of a scale most like that of the third case, C, with smaller scale 
upwellings that rise through the transition zone below the region. The idealised structures of 
our synthetic case C test do not capture all of the complexity of the actual structure imaged, 
but from the three models previously proposed to account for both mantle structure and 
surface expressions, case C is the closest to the structure actually imaged.  
Dynamic models generate such small-scale upper-mantle upwellings when plume 
material stalls below an endothermic phase transition at the base of the transition zone, where 
it forms a regional thermal boundary layer from which smaller-scale upper-mantle plumes 
spawn [e.g. Kumagai et al., 2007; Tosi and Yuen, 2011] (Fig. 2.11). In such models, the 
difference in lower- and upper-mantle scale of the upwellings is the result of a decrease in 
viscosity at the lower-upper mantle interface. Stagnation of plume material below the 
transition zone may be aided by dense compositional heterogeneity in the plume [Farnetani 
and Samuel, 2005; Kumagai et al., 2008], but this is not required; numerical and analogue 
models found that plume material can also pond below an endothermic phase transition at the 
‘660’ discontinuity [e.g. Kumagai et al., 2007; Tosi and Yuen, 2011; Bossmann and van 
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Keken, 2013]. If there is sufficient viscosity contrast between the plumes and surrounding 
mantle, the ponded material can disperse over distances as large as 1000 km [Tosi and Yuen, 
2011]. Kumagai et al. [2007]’s analyses predict a spacing of 500 to 1200 km between the 
secondary upper-mantle upwellings. The distance between our MER and Afar features is at 




Figure 2.11. Cartoon showing the geodynamical interpretation proposed based on our tomographic study and 
thermal conversion. We interpret the low-velocity structures we image through the transition zone to be 
upwellings with a temperature excess of 100 ± 50 K. The small scale of these structures requires a local thermal 
boundary layer at the top of the lower mantle. This ponded material may be fed by previously suggested lower-
mantle upwellings [Ritsema et al., 1999; Hansen et al., 2012, Chang and Van der Lee 2011]. 
 
Our relative travel-time inversions are insensitive to a constant velocity layer that might 
correspond to ponded plume material. However, our models do indicate that the velocity 
anomaly pattern changes across 660, which would be consistent with different dynamics 
below (ponding) and above (small-scale plumes) the base of the transition zone. Our lower-
mantle patterns are consistent with those imaged by Chang and Van der Lee [2011], in 
particular the low-velocity anomaly at 800-km depth at southern end of MER coincides with 
the top of the lower-mantle low-velocity feature they image. A further expansion of the joint 
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network aperture, ideally with deployments away from the rift in Sudan/Somalia, will be 
necessary to improve resolution deeper and test whether there is ponded material at the top of 
the lower mantle and how it is linked to potential deeper upwellings (Fig. 2.11). More 
detailed seismic imaging and modelling will also be required to test how patterns of seismic 
anisotropy, which indicate strong horizontal mantle flow in the mantle below the MER and 
Afar [Kendall et al., 2005; Montagner et al., 2007; Sicilia et al., 2008; Gao et al., 2010; 
Hammond et al., 2014], can be reconciled with the upwellings structures we find.  
In no other parts of the world have small-scale upwellings been seen at the resolution we 
have achieved below northeastern Africa, although the existence of multiple upwellings 
below East Africa has been suggested from geochemical arguments [Meshesha and Shinjo, 
2008]. Based on seismic tomography, small-scale plumes have been suggested to be present 
below Europe [Granet et al., 1995; Ritter et al., 2001], where they have been attributed to 
plume-slab interaction [Goes et al., 1999]. Analogue models of small-scale plumes [Kumagai 
et al., 2007] have also been used to explain the clusters of hotspots in the central Atlantic 
(including Azores, Canaries, Cape Verde, Madeira and Great Meteor) and the Indian Ocean 
(Marion/Crozet) and the temporal evolution of the Reunion hotspot. Tosi and Yuen [2011] 
proposed a model of ponded and flowing plume material below ‘660’ to explain some of the 
enigmatic observations for Hawaii [Cao et al., 2011]. The tomography below Hawaii does 
not rule out that there is more complexity than that predicted for a single upwelling [Wolfe et 
al., 2011]. Hence it is possible that multiple upper-mantle upwellings above a single lower-
mantle source are quite common.  
2.7. Conclusions  
 
We combined P-wave travel-time data from 26 networks in Africa and Arabia to obtain a 
tomographic model of P velocity from the surface into the top of the lower mantle below the 
northern East African, Red Sea and Gulf of Aden rifts, comprising Yemen, the Afar 
Depression, Ethiopia/Eritrea/Djibouti and Main Ethiopian Rift (MER). Structure above 300-
km depth, where the vertical resolution of teleseismic body waves is limited, is damped 
moderately towards the 3D surface wave velocity structure from Fishwick [2010], converted 
to P wavespeed using a thermodynamic approach.  
We find at least two clusters of low-velocity structures that are continuous from the 
shallow mantle down to depths of 700 km. One of the low-wavespeed clusters is located 
below the Afar depression, and the other one below the western side of the MER, an area 
characterized by off-rift volcanism. Each of the clusters appears to comprise one or more 
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smaller-scale subvertical low-velocity features of 100-200-km diameter. Amplitudes of the 
low-velocity anomalies decrease by about a factor of four between 100 and 800-km depth. 
However, when we take into account the decrease of seismic resolution with depth and the 
decreasing sensitivity of VP to temperature with depth, these correspond to a constant or 
slightly increasing temperature anomaly with depth of 100±50°C.  
The imaged low-VP structures suggest upwellings from the lower mantle with a 100-200-
km diameter. Although we cannot image their deeper roots, the anomaly trends would 
indicate a lower-mantle source directly below the region. Our imaged structures are smaller 
in scale than any of the proposed lower-mantle plumes below Africa [Ritsema et al., 1999; 
Montelli et al., 2006; Chang and Van der Lee, 2011; Hansen et al., 2012], probably requiring 
ponding or flow from either a plume directly below or close to the region or the African 
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The extension, volcanism and tectonic activity of the East-African Rift have long been 
attributed to one or more deep-seated mantle plumes. Our recent P-wave travel-time model 
(Chapter 2) revealed that several small upwellings of 100-200-km diameter rising from the 
base of the mantle transition zone appear to feed the activity in the Northern East-African 
Rift. In this chapter, we perform a complementary shear-wave relative travel-time 
tomography. In addition to direct S-phases, we include SKS-phases to improve the lateral 
resolution of the structure in the transition zone. Similar to the P-wave structure, the S-wave 
structure shows two broad low-velocity clusters, below Afar and west of the Main Ethiopian 
Rift (MER), which persist to at least the base of the transition zone, where the S-wave model 
loses resolution. When we compare anomaly amplitudes, the mean ratio, RS,P, of S- to P-
wave anomalies (dlnVS/dlnVP) is around 1.7, i.e., in a range consistent with predominantly 
thermal heterogeneity. However, there is significant scatter around this value. Intriguingly, 
there is an indication of spatial variability, with higher RS,P in the low velocities below Afar 
than in the low-velocity cluster west of the MER, possibly indicating additional complexity 
in the form of partial melt, composition and/or lateral variation in anisotropy. However, 
consistent temperature estimates from dVP  and dVS of the low-velocity clusters, both within 
the range 100±50°C, indicate that, to first order, the anomalies are thermal in nature. Thus, 
overall the structures are compatible with the presence of multiple mantle plumelets as 










In many regions on the Earth, P- and S-wave data have been independently inverted for 
three-dimensional velocity structure and the tomographic results compared to recognise 
robust features required by both data types [e.g., Wolfe et al., 2002; Bastow et al., 2005; 
Waite et al., 2006; Rocha et al., 2011; Hammond et al., 2013]. Mapped velocity anomalies 
would be expected to be the same in geometry for the two wave speeds [Boschi et al., 2007; 
Davies et al., 2012], but variations in the ratios of P- and S-wave velocities or anomaly 
amplitudes may provide constraints on the physical causes and might allow to distinguish 
thermal signatures from those of partial melt, compositional variations and anisotropy.  
Several studies in the past have shown that the ratio of relative changes in shear- and 
compressional-wave velocities, defined as RS,P (= dlnVS/dlnVP = dVS/VS/dVP/VP), can be 
used as diagnostic of the cause of the seismic anomalies [e.g., Robertson and Woodhouse, 
1996; Masters et al., 2000; Karato and Karki, 2001; Simmons et al., 2009]. The expected RS,P 
for purely thermal variations spans a range from 1.3 (for low values of temperature, with a 
weak anelasticity effect) to 2.2 (at high temperatures, where the anelasticity effect is strong) 
[Goes et al., 2000; Cammarano et al., 2003]. Where water is present, it may enhance the 
anelastic sensitivity to temperature, by lowering the melting temperature [Karato and Jung, 
1998]. This will affect the seismic wave velocity even at temperatures below the solidus. 
Water can be present as free water or in hydrated minerals that usually have lower velocity 
than average mantle minerals [Sobolev and Babeyko, 1994; Bass, 1995; Angel et al., 2001; 
Xu et al., 2008a; Afonso et al., 2010]. Previous studies have shown that these effects of fluids 
can increase RS,P slightly more, to up to about 2.3 [Goes et al., 2000; Hammond and 
Humphreys, 2000a]. 
Compositional heterogeneities are strongly dependent on mineral composition and can 
enhance or partly cancel temperature effects [Cammarano et al., 2003; Lee et al., 2004; 
Afonso et al., 2010]. Above the transition zone, the effect of composition on VP and VS is 
small compared to that of temperature for most plausible compositions (i.e., more or less 
melt-depleted forms of peridotite, or alternative chondritic compositions) [Goes et al., 2000; 
Cammarano et al., 2003], because of the very strong temperature sensitivity. However, 
compositional variations may contribute more as thermal sensitivity decreases with 
increasing depth and they would add complexity, because of the different depths, Clapeyron 
slopes and widths of phase transitions in different bulk compositions [Cammarano et al., 
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2003; Lee, 2003; Afonso et al., 2010]. Some of the strongest compositional velocity 
variations would be expected for eclogitic compositions, (which can be up to 8% faster in VS 
under upper mantle conditions), and for iron-rich compositions which would lower VP and VS 
(some proposed compositions lower velocities by about 4% in VP in some depth intervals 
within the upper mantle) [James et al., 2004; Lee et al., 2004; Cobden et al., 2008; Styles et 
al., 2011b]. However, for most upper-mantle compositions and depths, the relative sensitivity 
of VP and VS
 
to temperature and composition is not different enough to distinguish the two 
factors. 
The largest effects on ratios are expected from partial melt, where depending on the 
amount and geometry of melt present, very large anomalies and high values of RS,P are 
expected [e.g., Schmeling, 1985; Faul et al., 1994; Hammond and Humphreys, 2000a; 
Hammond and Kendall, 2016]. The presence of melt decreases both VP and VS although the 
effect on VS is much stronger than VP [e.g., Schmeling, 1985; Hammond and Humphreys, 
2000a; Takei, 2002]. The RS,P due to the effect of melt can range from low-ratio values 
around 1.6 for ellipsoidal melt inclusions, to 2.2 for films in a geometry taken from some 
natural samples [Hammond and Humphreys, 2000a], to up to 4.0 for aligned film and layer 
geometries, which would also lead to strong anisotropy [Takei, 2002]. Thus certain melt 
geometries can lead to higher RS,P than expected from thermal effects. If the melt-affected 
velocities for these geometries would be interpreted purely in terms of temperature, the 
temperature estimate from VS would be greater than that from VP. 
Seismic anisotropy can also bias temperature estimates if the velocity anomalies are 
assumed isotropic. Sobolev et al. [1999] infer that while thermal and chemical effects are 
usually correlated in VP and VS, anisotropy can lead to uncorrelated behaviour. If 
uncorrelated patterns are observed, the presence of anisotropy would then need to be further 
verified by the study of directional dependence of S- or P-wave velocities [Hammond et al., 
2014] or, ideally through multi-parameter inversions  [Hammond and Kendall, 2016].  
Uncertainties related to the tomographic imaging, especially in the recovery of the 
amplitude of the anomalies, can cause anomalous RS,P which might be interpreted as non-
thermal effects. Differences between P and S models in spatial resolution and smearing of 
anomalies, which depend on the distribution of stations and sources as well as the different 
sensitivities of different waves, are an additional problem [e.g., Furlong et al., 1995; Tralli 
and Ita, 1995]. 
In several studies, in regions where both VP and VS anomalies were deemed well 
resolved, concordant changes between dlnVS and dlnVP,, and RS,P within the thermal range 
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have been found [e.g., Kennett et al., 1998; Goes et al., 2000; James et al., 2004]. For 
example, Watson et al. [2006] found a low-velocity region in both VP and VS  models within 
the upper mantle beneath the Western Antarctic Rift system, which they interpreted as a 200–
300K thermal anomaly. Using the same mineral-physics derived temperature derivatives, 
Mulibo and Nyblade [2013a], in a recent tomographic study, conclude that the consistent P- 
and S-wave velocities imaged beneath Tanzania and north-western Zambia are explained by a 
thermal perturbation of ~150-300K. 
In a few cases where good resolution of the structure can be demonstrated, the ratios 
between VP and VS anomalies have been attributed to non-thermal effects. Several studies use 
the ratio of P- and S-wave relative arrival-time residuals δS,P , i.e., using the data rather than 
the tomographically imaged anomalies. δS,P should be proportional to the ratio of average 
absolute dVS and dVP along the chosen station-event pairs. Thus, the slope δS,P equals 
(VP/VS) RS,P or about √3 times RS,P. Bastow et al. [2005] perform a δS,P analysis below the 
Main Ethiopian Rift and find a gradient between ~5 and ~10, which they attribute to 
significant fractions of shallow melt ponding beneath the rift. This partial melt hypothesis is 
consistent with other geochemical and geophysical results [e.g., Gao et al., 1997; Ebinger 
and Casey, 2001; Bastow et al., 2005; Kendall et al., 2005; Rooney et al., 2007; Sicilia et al., 
2008; Rychert et al., 2012; Ferguson et al., 2013; Hammond et al., 2013; Hammond et al., 
2014]. The possible presence of chemical heterogeneity in the mantle has been proposed by 
some recent studies which found δS,P ≥ 2.9  For example, Gao et al. [2004] find a high δS,P of 
~2.9 for fast anomalies below the Colorado Plateau and conclude it is on the high side to 
invoke temperature perturbations. Rocha et al. [2011] find δS,P > 2.9 for P- versus S-wave 
residuals in São Francisco Craton and interpret it as due to compositional effects. However, 
following our preceding discussion about the expected range of RS,P values including the 
effect of anelasticity, δS,P up to 3.6-3.8 correspond to RS,P which fall within the thermal range.  
This study is the first to provide high-resolution imaging of S/SKS-wave velocities down 
to the base of the transition zone below the northern East-African Rift. We will compare this 
S/SKS structure with the upper-mantle P-structure already imaged in Civiero et al. [2015] 





3.3. Data and method 
 
3.3.1. Seismic datasets and tomographic inversion 
 
This study uses broadband recordings of teleseismic S- and SKS-wave phases from 379 
stations (Fig. 3.1).  
 
 
Figure 3.1. Distribution of sources (red dots in inset) and stations (main map) used in our S/SKS-wave 
tomographic study. The stations are colour and symbol-coded according to their network and cover the region 
from Tanzania in the south, to Saudi Arabia in the north. Almost all the stations are common with those used in 
the P-tomography in Chapter 2. The black rectangle shows the area we interpret, which is the same than that of 
P-wave analysis (Chapter 2). Source-receiver distances shown by the circles on the inset are from the centre of 
the black rectangle. Network and station information can be found in supporting information Table T3.1. For a 

















































The seismic networks belong to 16 multinational projects and they overlap spatially 
and/or temporally in our region of interest. All the station details (duration of the deployment, 
location, names and references) can be found in the Supplementary Table T3.1. 
The teleseismic travel-times come from 590 earthquakes of magnitude mb ≥ 5.5 ranging 
in epicentral distance from approximately 30° to 130°. The azimuthal and distance coverage 
provided by the selected earthquakes is displayed in Figure 3.1. The new seismic S/SKS-wave 
data from Tanzania to Saudi Arabia offer more crossing rays down to the bottom of transition 
zone (~600-700 km) than previous studies, thus improving the resolution at these depths (see 
Supplementary Figs. S3.1-S3.2 for a comparison with the resolution obtained by Hammond et 
al. [2013] with a more limited data set, without SKS phases).  
After applying a 0.04-0.15 Hz band-pass Butterworth filter, S picking was performed on 
the transverse component to minimise P-S conversions, while SKS- picking was done on the 
radial component as it is a P-SV conversion, meaning minimal energy is expected on the 
transverse component (both assuming isotropy). Compared to the P-wave inversion, we use 
fewer stations due to the poorer signal-to-noise for S/SKS-waves and interferences with other 
phases on these components. Shear-wave phases are picked and relative arrival times 
determined using the multichannel cross-correlation method (MCCC) of VanDecar and 
Crosson [1990]. This technique is performed on a windowed part of each trace around an 
initial pick. The window length used for the shear-wave data is 12s. We deleted all 
waveforms with cross-correlation coefficients < 0.80 from our analysis. In total, we retain 
16569 shear-wave travel-time picks, divided in 8730 and 7839 S- and SKS-wave phases, 
respectively. The mean RMS uncertainty in the delay times, based on the number of picks 
rather than on cross-correlation pairs for each event [Tilmann et al., 2001], is 0.37s. The 
range of S- and SKS-wave travel-time residuals is about ±10 seconds. In order to reduce the 
effect of few higher outliers, residuals larger than 3.0 standard deviations are downweighted 
iteratively in the inversion [Huber, 1981]. In our iterations, we downweight 827 outliers, i.e. 
about 5 % of the data. 
The data are inverted using the same teleseismic travel-time inversion method of 
VanDecar et al. [1995] and the same scheme as in the P-wave tomographic analysis (Chapter 
2). We use ray theory and perform a linear inversion. Our parameterisation is the same used 
as used in Chapter 2, with an inner grid of 0.5°/0.4° node spacing in latitude/longitude and 50 
km in depth, extending down to 1500 km below the stations, and an outer grid with 1° node 
spacing and 100-km depth spacing extending to 28°N-25.40°S in latitude, 25°E-57.20°E in 
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longitude and 2000 km in depth, to avoid mapping outside structure into our region of 
interest.  
3.3.2. Model Regularisation 
 
We regularize the model by suppressing spatial and curvature gradients (smoothing and 
flattening) in order to solve for the simplest structure necessary to explain the data. We 
investigate the trade-off between the RMS residual reduction and RMS model roughness for 
different combinations of smoothing and flattening to choose a preferred model that fits the 
data well without accounting for more residual reduction that can be justified by the 
estimated noise level. We obtain the same preferred regularization parameters for our final 
model, as for the P-wave model, although they were determined independently. Preferred 
flattening and smoothing factors are 4800 and 153600 (Fig. 3.2).  
 
 
Figure 3.2. Trade-off between S/SKS-wave velocity model roughness and data fit for inversions with different 
degrees of flattening and smoothing (symbols) and three different degrees of damping toward the surface-wave 
constrained initial structure (colours). The dashed line represents our estimate of travel-time residual error (see 
text for details). The regularization parameters for our preferred model are 4800 for flattening and 153600 for 































In previous travel-time inversions for the region, a 1D starting model was used (i.e., zero 
anomaly as the relative travel-time method has no sensitivity to 1D structure) and no explicit 
damping to it was performed [Bastow et al., 2005; Bastow et al., 2008; Hammond et al., 
2013]. However, teleseismic travel-time tomography has relatively poor resolution of the 
crustal and uppermost mantle structures above ~200-km depth because of the paucity of 
crossing ray paths in that depth range. Regional surface-wave data can resolve this shallow 
part of the upper mantle better. Therefore, as for P-wave inversion, we damp towards the 
regional surface-wave model of Fishwick [2010] [F2010] above 350-km depth. Below this 
depth, we damp to a 1D (zero-anomaly) reference. The characteristics of the F2010 model are 
explained in Chapter 2. Contrary to the P-wave case, we do not need to convert the velocities 
using the mineral-physics approach, as the given F2010 is a shear-speed model. We test the 
same range of damping factors as in Chapter 2, from 0 (no damping) to a quite strong factor 
of 70 where the shallow part of the model is largely the same as F2010. Although the RMS 
residual reduction does not change significantly, we can distinguish between the differently 
damped models as the heavy damped case (damping = 70) has stronger shallow anomalies 
and weaker (but still required) deeper structure while the undamped (damping = 0) is fully 
determined by the travel-times and has weaker shallower and stronger deeper anomalies. The 
benefits and effect of such damping are illustrated in more detail in Chapter 2. 
 
3.4. Resolution tests 
 
Before we analyse the structures obtained from the inversions, we test the resolution of 
the S/SKS-wave models. We perform a set of checkerboard tests, with alternating positive and 
negative anomaly spheres with Gaussian variations in amplitude across them and diameters 
of 125 and 250 km (defined as the distance to where the amplitude of the anomalies is 
reduced to 20% of their maximum), the same as the input models that were used for the P-
wave resolution tests (Chapter 2). A random error of 0.37s, equal to the estimated noise error 
for the S/SKS-wave data is added to the synthetic relative arrival time residuals.  
Results for the S/SKS-wave checkerboard tests (without damping) are displayed in 
Figures 3.3–3.4. These show that we achieve a quite good resolution for anomalies of 125-km 
diameter anomalies which at shallow depths (around 100 km) is confined to directly below 
the stations, while from about 300-km depth the reasonably resolved region covers much of 
the study region shown in Fig. 3.3. At the edges of the model, the input anomalies become 
more smeared with depth in the synthetic inversion. For 125-km sized features, resolution 
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becomes relatively poor below about 600 km. Larger features, with diameters of at least 250 
km, are resolved over a wider region and through the transition zone down to about 800-km 
depth (Fig. 3.4). 
 
Figure 3.3. Checkerboard resolution tests for the S-/SKS-wave tomographic inversion, using alternating 
positive and negative spherical anomalies with a Gaussian amplitude profile, peaking at 12% and a 125-km 
width (defined as the distance to 20% of the maximum amplitude). (a) Input model at 100 km depth. Similar 
checkers are used at 300 and 500 km, but with alternating sign of the anomalies with depth. b-c-d) Recovered 
S/SKS-wave velocity structure at 300, 500 and 700-km depth, respectively. The same raypaths and inversion 
parameters as in the data inversion are used and Gaussian noise of 0.37 s is added to the synthetic dataset to 
mimic that in the data. Damping is not included in this test, but this does not affect the spatial distribution of 
resolution. Regions with less than 3 rays per node are shaded grey. The spacing between the contours is 0.50%. 
White circles along the top of the vertical profiles mark the distance every 2°. Panels (e-h) show vertical cross 
sections, oriented north-south (e,g) and east-west (f,h), through the input (e,f), and output (g,h) models 
(orientations of the profiles are shown in depth slice a).These tests illustrate that we have good resolution 
through the transition zone for most of the region shown. The recovery is inferior to that of the P-wave model 
from ~700-km depth downward (compare with Fig. S2.4, Chapter 2), especially in the central part of the region. 
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Figure 3.4. Similar to Figure 3.3, but using an input checker board structure of alternating positive and 
negative spherical anomalies of 250-km width (defined as the distance to 20% of the maximum amplitude), 
again with a Gaussian amplitude profile, peaking at 12% in amplitude. (a,b) Input model at 300 and 700-km 
depth. (c-d) Recovered S-SKS-wave velocity structure at 300 and 700-km depth, respectively. The same raypaths 
and inversion parameters as in the data inversion are used and Gaussian noise of 0.37 s is added to the 
synthetic dataset to mimic that in the data. Damping is not included in this test but this does not affect the 
spatial distribution of resolution. Regions with less than 3 rays per node are shaded grey. The spacing between 
the contours is 0.50%. White circles along the top of the vertical profiles mark the distance every 2°. Panels (e-
h) show vertical cross sections, oriented north-south (e,g) and east-west (f,h), through the input (e,f), and output 
(g,h) models (orientations of the profiles are shown in depth slice a.) These tests illustrate that we have good 
resolution through the transition zone for most of the region shown. For anomalies of this size, we also have 
good resolution at the top of the lower mantle across most of this region. 
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Thus, within the transition zone the resolution is quite good for most of the region shown, 
similar to the resolution of the P-wave models (Chapter 2). However, from ~700 km 
downwards the recovery of the smaller input anomalies appears inferior to that of the P-wave 
model, especially in the eastern and central part of the model where the pattern of the 
anomalies is lost (less than 20% of the amplitude recovered). The damping does not have any 
effect on the spatial resolution, but only the relative strength of the recovered anomalies with 
depth. 
The inclusion of SKS-phases into the S-wave travel-time tomography provides additional, 
steeper, crossing paths down to the lower mantle (Supplementary Figs. S3.1-S3.2). To 
illustrate the effect of adding SKS-wave data, Figure 3.5 shows the same checkerboard tests 
for a model without SKS-phases. In this case, a Gaussian noise of 0.38s is added to the 
theoretical travel-times (the error from S-wave picks only). At the uppermost-mantle depths 
(down to about 300-400 km), the two checkerboard inversion results are visually almost 
indistinguishable. However, the lateral resolution and amplitude of perturbations decrease at 
transition-zone depths, and the S-wave-only inversion is not able to resolve most of the 
deeper transition zone structure, especially beneath the Main Ethiopian Rift (MER) (Fig. 
3.5g,h). Where there is resolution, the shape of the structures is still well retrievable by the 
path coverage of only the S data, and the amount of smearing is only slightly increased. 
Nonetheless, it is clear how the addition of the SKS-wave data enables the construction of 
better-resolved S-velocity images that extend through the transition zone. 
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Figure 3.5. Synthetic checkerboard resolution tests using the data distribution, parameterisation and 
regularisation from an inversion of only S-wave travel-times without the inclusion of SKS-phases. No damping 
is applied. A Gaussian noise of 0.38s is added to the synthetic dataset to mimic that in the observed data. 
Checkerboard model and figure format are as in Figure 3.3. Regions with less than 3 rays per node are shaded 
grey. Comparison with Figure 3.3 shows the improvement in resolution our joint S/SKS-wave model has over 
the inversion with only S-wave data. 
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To further explore the resolution of the (joint S/SKS) tomographic model for structures in 
and through the transition zone, we show a few more complex resolution tests that focus on 
these depths (Fig. 3.6) (the same tests were also included in the P-wave analysis in Chapter 
2). The first of these tests, inputs only the surface-wave model at the top of the upper-mantle 
down to 350-km depth. A second test comprises the surface-wave structure plus an additional 
set of Gaussian anomalies of 3.2% (~380-km diameter) placed at 800-km depth. The two 
features represent lower-mantle structure with a relatively large excess of temperature, 
~400K (estimated using the isomorphic derivative dVS/dT [Cammarano et al., 2003; Styles et 
al., 2011b]) (Supplementary Fig. S3.3). The last test places the same low-velocity anomalies 
in the transition zone at 550-km depth. 
The recovered models of the first test show that shallow-mantle structure is not 
significantly smeared into the transition zone (amount of smearing around 0.5-1.0%). In the 
second test, the structure at the top of the lower mantle is not perfectly recovered and 
smearing causes isolated input anomalies to looked joined in the output. This reinforces the 
point that resolution in the transition zone is not as good as the P-wave models, and we need 
to remain cautious in interpreting smaller-scale features in the S/SKS-wave models at lower-
mantle depths. However, the third test shows that the anomalies positioned in the transition 
zone are quite well recovered with limited vertical smearing. With these insights, we can now 




Figure 3.6. Three resolution tests along cross section A-B; orientation is shown in the depth slices through each 
input model in the middle column (note the different depths of the slices for the different models). Regions with 
less than 3 rays per node are shaded grey. The spacing between the contours is 0.50%. White circles along the 
top of the vertical profiles mark the distance every 2°. The left-hand column shows synthetic input models and 
the right-hand column the corresponding recovered output models. The synthetic inversion is done using the 
same parameters as for the data-derived inversion A Gaussian noise of 0.37s is added to the synthetic dataset to 
mimic that in the observed data. The synthetic tests in the first row use the S-structure from the surface-wave 
model from Fishwick [2010] down to 350-km depth as the input model. The panels in the second row show a 
test with the same surface-wave-derived structure at shallow depths, plus a set of Gaussian low-velocity 
anomalies with peak amplitudes of 3.2% and a 380-km diameter (defined as the distance to 20% of the 
maximum amplitude) along line A-B, placed beneath the transition zone (centres at 800-km depth), to represent 
lower-mantle structure with a large excess temperature (~400°C). The third row shows a simple test using two 
low-velocity anomalies with 3.2% maximum-amplitude and 380 km diameter positioned within the transition 
zone, centred at 550-km depth. While the shallow and transition-zone structures are quite well recovered, the 






3.5. S-wave features, and comparison with P-wave model 
 
Figures 3.7-3.8 show depth slices from 200 to 800-km depth through the S/SKS-wave 
tomographic models from a set of inversions with our preferred combination of smoothing 
and flattening (4800 and 153600). The first model (Fig. 3.7) is inverted without damping, the 
second (Fig. 3.8) using an intermediate damping factor (= 35). A model for the same 
smoothing and flattening as our preferred model, but with a larger damping parameter 
(damping = 70) is shown in Supplementary Fig. S3.4. All three models show the same 
features and anomalies through the transition zone. However, the decrease in anomaly 
amplitudes with depth increases with increased damping.  
The S/SKS-wave model shows the same first-order features as the P-wave model [Civiero 
et al., 2015] (Chapter 2). The shallow upper mantle, down to ~100 km, reveals a broad low-
velocity layer with the strongest anomalies following the rift morphology (-4.5% < δVS < -
3.0%), similar to other previous tomographic studies for this region [e.g., Bastow et al., 2008; 
Fishwick, 2010; Hammond et al., 2013]. At deeper depths, the low-velocity structure splits in 
two main clusters of anomalies, beneath Afar and west of the MER, that persist down to 
~650-km depth and remain required by the data even with increased damping towards the 
shallow starting model (Supplementary Fig. S3.4). The amplitude of the low-velocity features 
in the intermediately damped case decreases with depth from ~-4% in the uppermost mantle 
to ~-0.5% below the transition zone. The two low-velocity clusters span a diameter of ~400-




Figure 3.7. Depth slices through the S/SKS-wave undamped tomographic model (flattening=4800, 
smoothing=153600, damping=0) at depths between 200 and 800 km. Regions with less than 3 rays per node are 
shaded grey. The spacing between the contours is 0.50%. Black lines delineate the major border faults and 
magmatic zones bounding the Afar Depression and white lines show political boundaries. Triangular and 
square symbols in Figure 3.7h represent the sign and magnitude of the station static terms. These depth slices 
illustrate that the two clusters of low-velocity anomalies that first appear around 200-km depth persist 
throughout the transition zone. Compare with Figure 2.7 (Chapter 2) to see the first-order similarities. 
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Figure 3.8. Depth slices through our S-SKS preferred intermediate-damped tomographic model 
(flattening=4800, smoothing=153600, damping=35), at depths between 200 and 800 km. Regions with less than 
3 rays per node are shaded grey. The spacing between the contours is 0.50%. Black lines delineate the major 
border faults and magmatic zones bounding the Afar Depression and white lines show political boundaries. The 
different boxes covering Afar (A) and an area west of the MER (M) in each map show the regions used in our 
temperature interpretation. Triangular and square symbols in Figure 3.8h represent the sign and magnitude of 
the station static terms. Compare with Figure 2.8 (Chapter 2) to see the first-order similarities in structure 
between the independently inverted S/SKS- and P-wave models. Compared to the undamped model (Fig. 3.7), 
the shallow mantle anomalies are enhanced and more extensive. Otherwise, the same features, including the 
two low-velocity clusters, below Afar and west of the MER, appear, but at somewhat reduced anomaly 
amplitudes. 
 
The station terms are most negative below the oceanic Red Sea and generally positive 
beneath Afar/MER. Within our area of interest, the positive delays in the damped model are 
slightly reduced compared to the undamped case, and some more negative station corrections 
appear under Arabia and the Afar Depression where surface-wave structure may be affected 
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by smearing of the low velocity from northeastern Africa. The overall delay trend is similar 
to that of the P-wave inversion.  
Vertical cross sections through the models (Fig. 3.9) further illustrate the vertical 
continuity of the two clusters from the shallow mantle through the transition zone, again 
consistent with the P-wave structure. However, different from the P-velocity structure, the 
anomalies below Afar are more pronounced and continuous than the anomalies west of the 
MER (see profiles E-F and G-H (Fig. 3.9)). 
 
 
Figure 3.9. Vertical cross sections through our preferred (damping=35) (a–d) and undamped (damping=0) 
models (e–h) (both have flattening=4800, smoothing=153600). The location of the cross sections (black lines) 
is shown in the 500-km depth slice through the damped model (i). Regions with less than 3 rays per node are 
shaded grey. The spacing between the contours is 0.50%. White circles along the top of the vertical profiles 
mark the distance every 2°. Cross section A-B, C-D, E-F and G-H have the same orientations as the profiles 
through the P-velocity models in Figure 2.9 in Chapter 2. The undamped models (e–h) emphasize the stronger 
amplitude of the low-velocity cluster below Afar compared to that beneath MER; the damped models (a–d) 




3.6. Residual and RS,P analyses 
 
To give further insight into the possible physical causes of the seismic anomalies, we 
first perform a comparison of the P- and S/SKS-wave relative arrival- time residuals for 
common station and event pairs, similar to that done for previous tomographic studies [e.g., 
Gao et al., 2004; Bastow et al., 2005; Rocha et al., 2011]. We show in Figure 3.10 S/SKS- 
versus P-wave relative travel-time residuals within our region of interest. Prior to the 
analysis, we remove all residuals downweighted by the Huber iterations.  
 
	  
Figure 3.10. P-wave versus S-wave relative arrival-time residuals for all common earthquakes. The solid red 
line is a least-squares fit including picking errors for all data (blue and white circles) and has a slope, δS,P, of 
3.69 ± 0.01 for all data corresponding to a ratio RS,P=lnVS/dlnVP of about 2.1, consistent with a dominantly 
thermal origin of the anomalies. The dashed red line is a least-squares fit including only data close to the MER 
(white circles) and has a slope of ~5.60 ± 0.03 (RS,P= ~3.2) previously interpreted as implying the presence of 
melt in the region around the MER [Bastow et al., 2005]. 
The P- and S/SKS-wave data are independently calculated, but are positively 
correlated, as expected. A straight line fit through our measurements (least-squares, 
accounting for the estimated picking errors) yields a δS,P of 3.69 ± 0.01 which corresponds to 
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an RS,P of ~2.1. This value is towards the higher end of estimates of purely thermal RS,P 
between ~1.3 to 2.2 [Goes et al., 2000; Cammarano et al., 2003], and is as expected given 
the likely elevated mantle temperatures below the region indicated by previous work [Rooney 
et al., 2012; Ferguson et al., 2013; Armitage et al., 2015]. A previous tomographic study 
estimated higher δS,P, between ~5 to ~10,  for stations within the MER [Bastow et al., 2005]. 
When we calculate the δS,P only for the subset of stations centred around MER (i.e., more or 
less corresponding to the area covered by the EAGLE experiment that Bastow et al. [2005] 
and Bastow et al. [2008] analysed) we indeed find a higher slope of 5.60 ± 0.03 
corresponding to an RS,P ~ 3.2. This indicates that what Bastow et al. [2005] interpreted as the 
signature of shallow melt, is likely local and shallow. Our travel-time data cover a 
significantly time span and a larger region of the rift, thus are sensitive to a wider region of 
the northeast East-African rift and thus less sensitive to this shallow melt signature. 
To further investigate the seismic signature of the region we estimate RS,P by comparing 
the P- and S/SKS-wave tomographic models for each degree of damping used (Fig. 3.11). We 
always use the same smoothing and flattening and damping (i.e., the same model roughness 
and bias towards the starting model) for the P- and S/SKS-wave models we compare. For 
these analyses, we exclude all the dVP and dVS values close to zero (within ± 0.1%) to avoid 
small anomalies and subsequent division by zero.  
Overall, the distribution of the RS,P values for the whole region of interest is peaked 
within the thermal range of ratios, with a median value of ~1.7 for all the three differently 
damped models. With increased damping, the distributions become narrower and more 
strongly peaked around the thermal value. We attribute this to the thermal interpretation that 
went into scaling the starting velocity structure from surface-waves to VP. Do note however, 
that the similar data fits of the differently damped models indicate that such a thermal 
interpretation is compatible with the data.  
Additionally, for each degree of damping, there is a large amount of scatter in RS,P. This 
broad distribution could be due to non-thermal effects (e.g., different compositions, volatiles, 
melt), but may also be affected by differences in resolution of the P- and S/SKS-wave models, 
and differences in the P and S/SKS mean below the network. These effects will be tested in 
next chapter using synthetic models. Here, we further analyze whether there are any 
particular patterns within the RS,P heterogeneity, like a depth trend, different signatures for 
slow and higher-velocity anomalies or regional variability. 
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Figure 3.11. RS,P (=dlnVS/dlnVP) distribution estimated from the P- and S-velocity models for the whole region 
of interest, from inversions with our preferred regularisation (flattening=4800, smoothing=153600 for both VP 
and VS) and different degrees of damping (0-35-70). For all the three differently damped models, the RS,P 
distribution is peaked around ~1.7 (median value), consistent with a dominantly thermal origin of the 
anomalies. Because the S to P conversion used for the 3D starting velocity model assumed the anomalies were 
thermal, increasing the damping parameter the RS,P distribution leads to a distribution more strongly peaked 
around this value. For each degree of damping, a large quantity of scatter around is also present and may 
reflect non-thermal effects or resolution differences between the P- and S-wave models. 
 
The sensitivity of seismic velocities to temperature decreases substantially with depth 
over the top few 100 km of the mantle. The effect on RS,P is more complex [Cammarano et 
al., 2003], but is expected to vary with depth between the main mineral stability fields. 
Furthermore, if there is significant influence of melt at shallow depths, this may leave a 
signature of decreasing RS,P with depth. We however, find no resolvable trends of RS,P with 
depth, within the large scatter of RS,P values, neither in the undamped case (Fig. 3.12), nor in 
the moderately damped case (Supplementary Fig. S3.5), which is damped towards a thermal 
interpretation above 350 km. This is consistent with the fact that we inferred from δS,P that 
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Figure 3.12. RS,P distribution estimated for the whole region of interest every 100 km in depth, from 100 to 600-
km depth. The model used is undamped (damping=0, flattening=4800, smoothing=153600) (the equivalent 
model with moderate damping is included as Supplementary Fig. S3.5). Possibly the presence of shallow melt 
[Bastow et al., 2008; Hammond et al., 2013] might lead to a decrease with depth, however the distribution is 
significantly scattered without resolvable trend with depth consistent with predominantly local effects of melting 
inferred from δS,P (see text). 
 
Next, we test whether we can resolve a difference between low- and high-velocity 
anomalies. Slow velocities would be expected to have a larger RS,P value if they are the result 
of increased temperatures, as the effect of attenuation is larger at higher temperatures. 
Contributions of water and/or melt to low velocities would also be expected to lead to larger 
RS,P. To test this, we calculate RS,P for only the lowest P- and S/SKS-wave velocities (dVP < -
0.7% and dVS < -1.5% respectively) (Fig. 3.13). Comparison with Figure 3.11 shows that 
there is indeed a shift to higher RS,P values for the low-velocity regions. This is especially 
pronounced in the undamped models (minimum RS,P is now shifted from close to 0 to 1, and 
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Figure 3.13. RS,P distributions calculated only for the lowest P-wave velocities(top panels) and S-wave 
velocities (bottom panels) (dVP < -0.7% and dVS < -1.5% respectively) in the undamped model (first column) 
and moderately damped (damping=35) model (second column). RS,P distributions shift towards higher values 
compared to the distributions that include slow and fast anomalies in Figure 3.11, as might be expected if the 
anomalies are thermal in nature, but also if some of the low velocities are due to the presence of melt. 
 
Finally, we look for regional variability. This needs to be treated with caution, as patterns 
may be caused by lateral differences in resolution. We will further test this in the next 
chapter. In Figure 3.14, we compare the distributions for our two low-velocity clusters below 
Afar and west of the MER for each of the three degrees of damping. The distribution in MER 
is strongly peaked and the median value spans the range 1.3-1.6 indicating a plausible 
thermal origin of the low-velocity anomalies. Beneath Afar region the RS,P curve is 
significantly broader and the peak centered around higher ratio values, decreasing from 2.8 to 
2.1 with increasing damping. The overall trend of the distribution for Afar and MER indicate 
a lateral variability in RS,P which may reflect a regional difference of physical conditions of 
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Figure 3.14. RS,P distribution estimated separately for the two low-velocity clusters west of the MER (first 
column) and below Afar (second column), for model with different degrees of damping (0-35-70) (all with: 
flattening=4800, smoothing=153600). There is a large amount of scatter, but the RS,P distribution for the MER 
is peaked in a lower range, 1.3-1.6, than for Afar, 2.1-2.8, possibly reflecting some difference in physical 
conditions of the mantle in this region. 
 
3.7. Temperature estimates 
 
We discussed the thermal interpretation of dVP in Chapter 2. In Figure 3.15 we have 
performed the same analysis for the low S-wave velocities below the MER and Afar regions. 
We again scaled the S-wave velocities according to the amplitude resolution estimated from 
an idealised plume model (Supplementary Fig. S3.6), and then converted the scaled dVS 
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composition along a 1300°C adiabat (another Supplementary Fig. S3.3). Figure 3.15 shows 
that the thus inferred estimates of dT for both wave speeds agree well within their 
uncertainties and scatter, and fall between 100 and 200 °C.  
 
 
Figure 3.15. Histograms showing the range of velocity anomalies and the corresponding temperature 
anomalies from the P- and S/SKS-wave models with a degree of damping of 35. The two regions considered are 
outlined by the boxes in Figure 2.8e (Chapter 2-P-wave model) and Figure 3.8: Afar Depression (a-b) and west 
of the MER (c-d), respectively. The light blue bars on Figures 3.15a and 3.15c show the P-wave velocity 
anomalies scaled according to the resolution as a function of depth based on the P-wave synthetic test of Figure 
2.6o; the dark blue bars show the S/SKS-wave velocity anomalies scaled according to the resolution as a 
function of depth based on the S/SKS-wave test in Supplementary Fig. S3.6. Red dashed bars on Figures 3.15b 
and 3.15d show the mean and standard deviation of the temperature excess for P-wave anomalies estimated in 
each region; red solid bars the mean and standard deviation of the temperature excess for S/SKS-wave 
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The agreement between the temperature estimates from dVP and dVS indicates that 
the differences in RS,P values may largely be due to differences in resolution between the two 
data types (see next chapter). Nonetheless, some other factors could have a contribution. At 
shallow depths, < 100-200 km, small-scale anomalies along the rift zones are likely related to 
melt, as has been inferred from a range of other studies [e.g., Bastow et al., 2005; Bastow et 
al., 2008; Hammond et al., 2013], even though we can not resolve the presence of melt from 
our anomaly amplitudes. The histograms of RS,P distributions for the Afar and MER slow-
velocity anomalies hint at a further non-thermal difference giving rise to the higher RS,P 
values beneath Afar. Thompson et al. [2015] suggested that there is a layer of melt above 400 
km below Afar, possibly due to the mantle plume being more hydrous there. Our 
tomographic results do not have enough spatial resolution to resolve such a layer, but this is a 
possible explanation for the spatial variation in RS,P. 
 
3.8. Conclusions 	
We combine S- and SKS-wave data from the same networks used in our P-wave study 
(Chapter 2) to achieve a high-resolution tomographic shear-wave model of the Northern East-
African Rift system that extends throughout the whole upper mantle. The S-velocity features 
are well resolved from the surface to the base of the transition zone (extending somewhat less 
deep than the P-wave resolution). The lateral as well as the deeper transition-zone resolution 
is significantly improved by adding the steeper SKS-wave travel-times in the inversion. The 
patterns of P- and S/SKS-wave velocities highly resemble each other in terms of geometry 
and scale.  
According to our analysis, the ratio of relative S/SKS- over P-wave anomalies, RS,P 
(=dlnVS/dlnVP), is concentrated around a value ~1.7 for the whole region, i.e., within the 
range expected for thermally generated anomalies [Goes et al., 2000; Cammarano et al., 
2003]. RS,P is higher for low than for the high-velocity anomalies, as expected from the 
thermal effects due to anelasticity. There is a large amount of scatter in the RS,P distributions, 
with values ranging from 0 to 4.0. Some of this may be due to imaging effects (see next 
chapter), but may also include a contribution of non-thermal heterogeneity. Interestingly, RS,P 
is systematically higher for the low-velocity anomalies below Afar than below the MER, 
which may reflect a regional variation in the physical mechanism causing the anomalies. On 
the other hand, the temperature perturbations inferred from P- and S/SKS-wave tomography 
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are both around 100°C, consistent with a dominantly thermal origin of the velocity 
anomalies. 
These results give us more confidence in interpreting the structure imaged in both P- and 
S/SKS-wave models below the Northern East-African rift as being mainly the signature of 
multiple small-scale upper-mantle thermal upwellings. This interpretation will be further 
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In the previous two chapters, we proposed that seismic structures in the upper mantle 
below the Northern East-African Rift (EAR) represent small-scale plumes (~100 km in 
diameter), originating from a local thermal boundary layer below the base of the transition 
zone and possibly fed by one or more of the larger scale lower-mantle plume-like structures. 
To further test this hypothesis, we perform in this chapter a set of synthetic P- and S-wave 
tomographic resolution tests for seismic anomalies predicted from a mineral-physics 
conversion of numerically simulated thermal upper-mantle plumes. The tomographic 
inversion of the plume models has been performed with the same distribution of stations and 
sources, as well as regularisation parameters that were used for the relative travel-time 
tomography discussed in the previous two chapters. We find that: (1) although the simulated 
mantle plumes in different stages of evolution have quite different relative head and tail sizes, 
these stages are not easy to distinguish with relative teleseismic travel-time tomography 
without additional constraints on shallow structure (e.g., surface waves); (2) vertical 
correlation of the imaged structure retains a distinct pattern with low correlations over the 
depths of the thermal boundary layers, within the lithosphere and at the base of the transition 
zone, and correlations that can exceed 0.6 in between; (3) seismic ratios of relative velocity 
anomalies RS,P (=dlnVS/dlnVP) show significant scatter due to differences in resolution in the 
two models, meaning RS,P is of limited use for distinguishing between thermal or 
compositional structure. Only aligned high-aspect-ratio melt pockets, which would give very 
large RS,P may lead to ratios which are clearly distinct from thermal ratios. The synthetic 
plume tomography is similar in scale, variability of anomaly shape, and vertical correlation 
variation to the actual P- and S-wave tomography of the Northern EAR. Our tests show that 
due to resolution issues tomographically imaged structures from small-scale upper-mantle 
mantle plumes may look substantially more complex than the simple vertical cylinders that 










Our P- and S-wave tomographic analyses of the upper-mantle below the Northern 
East-African Rift system in the previous two chapters provide evidence of small-scale 
upwellings (~100-km diameter) rising from lower-mantle source region directly beneath or 
close to the region. To test how valid this geodynamical interpretation of the velocity models 
is, we perform here a set of resolution tests on dynamically predicted upper-mantle plumes. 
Although the tests are tailored to the data and source distribution for Afar, these tests have 
broader relevance, as the same or similar style of teleseismic travel-time tomography has 
been applied below several other hotspots, including below Hawaii [Wolfe et al., 2009, 
2011], Iceland [Wolfe et al., 2002], and below various proposed European hotspots (Massif 
Central [Granet et al., 1995], Eifel [Ritter et al., 2001], Bohemian Massif [Plomerová et al., 
2007]), and the structures thus revealed have led to significant debate about their depth 
extent, possible complexity of the structures and whether these represent plumes or not [e.g., 
Foulger, 2002; Ballmer et al., 2007; Meyer and Foulger, 2007; Plomerová et al., 2007]. 
Seismic imaging is one of the best methods for detecting mantle plumes beneath 
hotspots; however interpretation of tomographic images can be ambiguous [Nataf, 2000; 
Ritsema and Allen, 2003]. The resolution of the models is affected by the limited and non-
uniform seismic data distribution; therefore, the tomographic inverse problem is typically 
underdetermined and regularisation constraints, such as smoothness and damping, are 
introduced in the data inversion. These regularisation parameters either limit the structure in 
the models or force the model to be like a starting model (see section 2.4.3 of Chapter 2 for a 
full description).  
Although standard resolution tests, such as checkerboards give some insight in the 
achievable resolution for a given data set, assessing resolution is a highly non-linear problem. 
Another way of testing potential interpretations of tomographically obtained seismic 
structures is by performing resolution tests for the structures predicted by models for a given 
geodynamic hypothesis. Although such tests can still not uniquely establish whether the 
imaged structure is the result of the proposed mechanism, they can determine whether such a 
mechanism is a plausible explanation. 
In this chapter, we will focus on testing the hypothesis of small-scale mantle plumes, 
originating from a (local) thermal boundary layer below the base of the transition zone. 
Although mantle rheology, the effect of phase transitions or chemical buoyancy, can further 
complicate dynamical plume shapes [Van Keken, 1997; Farnetani and Samuel, 2005; 
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Kumagai et al., 2008], thermal plumes span a much more limited range controlled by strength 
of the temperature contrast across the boundary layer, mantle viscosity and the temperature 
dependence of viscosity [Whitehead and Luther, 1975; Richards and Griffiths, 1989; Kellogg 
and King, 1997]. We will focus on such a thermal case here.  
Only a few previous studies have tested the tomographic results against dynamic 
models to understand the nature and origin of mantle plumes, with very few using full 
resolution tests. Boschi et al. [2007] and Styles et al. [2011b] compared global and regional 
plume models against global tomography to get an overview of how many plumes might exit. 
Davaille et al. [2005] looked over a large region encompassing all of African and 
surrounding hotspots below the Atlantic and Indian Ocean, and did a qualitative comparison 
with plume styles predicted from analogue models. Hwang et al. [2011] illustrate that 
wavefront healing will mask the travel-time signatures of plumes below 1000 km. Ballmer et 
al. [2013] performed a regional study focussing on Hawaii and find that numerical models of 
a complex thermochemical plume are compatible with the tomographic images of the upper-
mantle below the islands.  
In this chapter, we numerically generate upper-mantle upwellings for Earth-like 
parameters. The numerical models produce structures that are smaller scale than can be 
imaged in the seismic tomographic models, thus it is important to understand how these 
dynamic features would be recovered in tomographic inversions. To achieve this, we convert 
the thermal models to seismic velocity using thermo-dynamic methods that account for the 
effects of pressure, phase, composition and anelasticity [Goes et al., 2004; Cobden et al., 
2008; Styles et al., 2011b]. We then use these seismic structures as input for synthetic 
resolution tests where we adopt the same scheme as in the observed data inversion in 
Chapters 2 and 3. Finally, we further investigate several characteristics of the synthetic and 
resolved models including (a) vertical correlation of the structures which might be able to 
distinguish between different types of small-scale upwelling in the Earth (b) average seismic 
ratio RS,P to probe whether the relative travel-time tomography may be able to discern 
thermal from compositional effects of the anomalies. 
 
4.3. Numerical method 
 
To evaluate the seismic expression of small-scale upper-mantle plumes, we use a 
model made by John Armitage (personal communication, August 2015) to represent plumes 
forming dynamically from a thermal boundary layer below the base of the transition zone 
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(where hot material might have been stalled by an endothermic phase boundary [Tosi and 
Yuen, 2011], although this process is not included in the models).  
Within a three-dimensional box 2100 km long, 2100 km wide and 800 km deep, the 
coupled fluid dynamic equations of mass, momentum and energy conservation in Boussinesq 
approximation were solved for temperature, pressure and flow velocities, using the code 
Stag3D [Tackley, 1998]. In this chapter of the thesis, we will discuss only a single model 
case. More models to test sensitivity to the various model parameters will be investigated in 
future work.  
Mechanical boundary conditions are free slip on all sides, while temperatures are 
fixed at the top and bottom, to dimensionless temperatures of 0 and 1, respectively, which we 
scale to 0°C and 1300°C. The sides are thermally insulated. Tracers are used to make 
material at the top - between 0 and 100-km depth - buoyant, by assigning them a buoyancy 
number, B (which equals the thermal over chemical density anomaly = DrC/ DrT= DrC/raDT) 
of 0.5. This depth range will comprise most of the upper thermal boundary layer that forms as 
the model evolves thereby minimising lithospheric participation in the convection pattern, 
allowing us to focus on plume scales and geometry.  
As initial condition, temperatures throughout the box are set to 1300°C, the assumed 
background potential mantle temperature, except between 0 and 100-km depth where 
temperatures increase linearly from 0°C at the top to 1300°C at the bottom, and at the base of 
the model, where a 100 km thick hot layer is added with a temperature of 1486°C, i.e., 186 
degrees hotter than the boundary condition at the bottom of the model. This temporary hot 
layer leads to the spawning of a set of plumes that rise towards the top of the box. Although 
the core of the plumes samples the full temperature contrast of the initial boundary layer, the 
average excess temperature of the plume stems is only about half this, bringing it in a range 
similar to what we estimated from our P-wave tomography (Chapter 2). 
For the rheology, a dislocation creep flow law for wet olivine Korenaga and Karato 
[2008] is used. The dimensionless viscosity is given by: 𝜂 = 𝜂!𝐴!"#!! 𝑒𝑥𝑝 !!!"!"# 𝐼!(!!!)/!, 
where the scaling viscosity is η0 = 1.49x10
20 Pas , activation energy E = 523 kJ mol-1, 
activation volume V = 4 cm3 mol-1, and stress exponent n=3.6, and I2 is the second invariant 
of the strain rate. The pre-exponent, Aref, is calculated from a reference state, at a depth of 
0.733x800 km, temperature of 1.0x1300 °C, and dimensionless strain rate of 490, so that: 
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𝐴!"# = 𝑒𝑥𝑝 −𝐸 + 𝑝𝑉𝑛𝑅𝑇 𝐼!!!! 
The dimensionless viscosity is between a minimum of 10-3, and a maximum of 103. With a = 
3.3x10-5 K-1, g = 9.8 m s-2, rm = 3340 kg m-3, k = 10-6 m2 s-1 , DT = 1300°C and d = 800 km, 
the Rayleigh number for the reference viscosity value is:  𝑅𝑎 = !"!!!!!!!!!  =4.825·106 
The effective Rayleigh number of the convecting mantle is about 2 orders of magnitude 
higher than this (see viscosities in the next section). 
 
4.4. Numerical model 
 
Figure 4.1 shows a 3D perspective plot of the reference model after 2.5 m.y. of evolution. 
The isosurface for 80K excess temperature relative to the surroundings illustrates the number, 
size and range of morphologies of the upwellings that form.  
 
 
Figure 4.1.	 Snapshot of the three-dimensional plume model (2100x2100x800 km) after 2.5 m.y. of evolution, 
with the isosurface of 80K excess temperature relative to the surrounding mantle shown in yellow. Several 
plumes with different morphologies and stages of evolution form and rise from the initial hot boundary layer at 
the base of the box. The three structures labelled as ‘EP’, ‘MP’, and ‘LP’ (early, middle and late-stage plumes) 









Figures 4.2 and 4.3 show two sets of perpendicular vertical cross sections through the 
centre of the model at 2.5 Myr, illustrating the potential temperature (i.e. the dimensionalised 
output from the numerical model) in (a) and the dimensionless viscosity field in (b), as well 
as the total temperature (c), which equals the potential temperature plus an adiabatic gradient 
of 0.45 K/km, and will be used for the seismic conversion. Even after such a short model 
time, a diverse range of upwelling morphologies has already formed, ranging from starting 
plumes to evolved ones, evidence of the strong instability of the system. 
 
 
Figure 4.2.	Three vertical cross sections along a vertical profile through the centre of the 3D model at y=1050 
km, after 2.5 m.y, illustrating (top) the potential temperature in K (middle) the dimensionless viscosity field (η0 
= 1.49x1020
 Pas is the scaling viscosity), (bottom) the total temperature in K (equals to the potential 
temperature plus an adiabatic gradient of 0.45 K/km, used for the seismic conversion). A middle stage-plume at 
the centre of the profile (x≈900 km) is cut obliquely by the cross section such that tail and developing head look 
detached (see Figure 4.3 for a better view of the head), while a late-stage plume can be seen on the right-hand 




















































































Figure 4.3.	Three vertical cross sections perpendicular to those in Fig. 4.2 through the centre of the 3D model 
at x=1050 km, after 2.5 m.y, illustrating (top) the potential temperature in K (middle) the dimensionless 
viscosity field (η0 = 1.49x10
20 Pas is the scaling viscosity), (bottom) the total temperature in K (equals to the 
potential temperature plus an adiabatic gradient of 0.45 K/km, used for the seismic conversion). An early stage 
plume can be seen on the left-hand side of this section (x≈100 km). The head of a middle-stage plume is seen at 
the centre of this profile (x≈900km); the tail is tilted out of this plane (see Fig. 4.2). And a late-stage plume is 
visible at x≈1400 km. 
 
To evaluate how these plumes will be tomographically resolved, we identify three 
distinct evolutionary phases (labelled on Figure 4.1). The first is an early-stage plume (EP) 
that is ascending from the lower mantle (from 800-km depth) and penetrating into the upper 
mantle with a thick tail (~250-km width) and without a well-defined head. The second 
structure is a middle-stage plume (MP) with a thinner feeder column of ~150-km diameter 

















































































reached the surface yet. The late-stage plume (LP) shows the classical “mushroom”-type 
structure with a head spreading at the base of the lithosphere, followed by a thinner tail 
(~100-km diameter). Further complexities that can be seen in the model plumes are tilts of 
the tails, and merging plume stems. 
The scale of the plumes formed, the time they take to develop and the relative size of 
head and tail are controlled by the Rayleigh number (i.e. mainly the reference viscosity and 
ΔT across the hot layer) [Turcotte and Schubert, 1982; Davaille and Jaupart, 1994] and the 
temperature and stress dependence of the viscosity [Whitehead and Luther, 1975; Olson and 
Singer, 1985; Richards and Griffiths, 1989; Kellogg and King, 1997]. Note that without any 
tuning of the rheology, we already obtained a set of plume structures with similar scales as 
the low-velocities structures we imaged in our P- and S-wave tomography (Chapters 2 and 3). 
 
4.5. Conversion method 
 
To convert the thermal plume structures into velocities and density we follow the 
approach of Cobden et al. [2008], Styles et al. [2011b]. We use the thermo-dynamic code 
PerPlex [Connolly, 2005] with the NCFMAS data base ‘stx08’ [Xu et al., 2008b] to calculate 
the elastic parameters (bulk modulus K and shear modulus G) and density as a function of 
pressure, temperature and composition. We assume a pyrolite composition except for the 
continental lithosphere which is taken to be harzburgitic (both compositions from Xu et al. 
[2008b]). A constant adiabatic temperature gradient of 0.45K/km (a reasonable upper mantle 
average, Styles et al. [2011b]) is added to the potential temperatures from the Boussinesq 
model. The velocities have further been corrected for the effects of temperature-, pressure-, 
and hydration-dependent anelasticity using composite model Qg [Van Wijk et al., 2008; Goes 
et al., 2012] for a frequency of 1 Hz (which is good for the P waves, but on the high side for 
the S waves). The mantle is assumed to be damp (1000 H/Si) and the continental lithosphere 
dry (50 H/Si). The uncertainties involved in the calculation of elastic and anelastic 
parameters lead to uncertainties in VP and VS anomalies of around ± 0.1 per cent and ± 0.15 
per cent, respectively [Cammarano et al., 2003; Styles et al., 2011a]. 
In Fig. 4.4 we show an example of the seismic anomalies on the same two vertical 
cross sections through the centre of the numerical plume model that were shown in Figures 
4.2 and 4.3.  
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Figure 4.4.	P-wave velocity anomalies along the two perpendicular vertical cross sections through the centre of 
the 3D model after 2.5 m.y shown in Fig. 4.2 and 4.3. Anomalies are relative to velocities in box corner at 
x=2100km, y=2100 km. No anomalies are shown in the top 100 km because the models have an immobile 
lithosphere. Contours are drawn every 0.25%. Note the strong anomalies around 400 km and between 600-700-
km depth due to thermally controlled topography on the phase boundaries. 
 
The velocity anomalies are shown relative to the reference profile in a corner of the 
model (at x=2100 km, y=2100 km), an area with no upwelling or downwelling. Due to the 
decrease in sensitivity of seismic velocities to temperature with depth, the velocity anomalies 
generally decrease in strength with depth. As a result, for a constant excess temperature of 
approximately 100K, VP and VS anomalies are expected to be ~ -0.5% to -0.8% respectively 
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100-km depth of the structure. Extra complexities in structure are introduced near the phase 
transitions. The largest effects of phase boundary topography are the low-velocity anomaly 
due to exothermic olivine to wadsleyite transition and high velocity anomaly given by the 
ringwoodite to bridgmanite+magnesiowüstite transition, that have amplitudes of 3- 4% near 
410 and 660-km depth, respectively (Fig. 4.4) 
To test whether melt would affect the results, we postprocess the temperature field to 
identify areas where melt would be expected and then make a simple estimate of the effect of 
melt. The dry solidus is approximated with a linear increase from 1100°C at 0 km to 1700°C 
at 200-km depth (based on the variation in the solidus from Herzberg et al. [2000]). The 
expected melt fraction is then calculated from how much the actual (full temperature) 
exceeds the solidus, again using a linear relation from 0% at solidus T to 40 % for 300K 
excess temperature (based on Katz et al. [2003]). This leads to melt fractions as high as 30%. 
However, because melt is expected to be highly mobile, we divide these by a factor of 20 
before multiplying with the melt derivatives, which are -3.6%/% for VP and -7.9%/% for VS 
from Hammond and Humphreys [2000a]. Although this is a rather crude implementation, and 
the sensitivity of seismic velocity to melt is very uncertain because of the dependence on melt 
geometry [Hammond and Kendall, 2016], our resulting seismic anomalies are in sensible 
locations with respect to the thermal structure and sufficiently large to test whether the 
presence of melt would bias tomographic structure. We find that the melt regions predicted in 
these dynamic models can not be resolved with this type of tomography and data distribution. 
 
4.6. Synthetic tomographic method 
 
We test how the synthetic structure would be imaged using the tomographic relative 
travel-time inversion for P- and S-wave velocity following the method of VanDecar et al. 
[1995]. This technique cannot retrieve absolute velocities, but only anomalies relative to an 
average regional background. We perform a linear inversion and use ray theory which leaves 
some uncertainties in the determinations of the magnitude of the velocity anomaly, but 
should not change the overall anomaly patterns with depth [Montelli et al., 2004a]. We invert 
for these synthetic velocity structures using the same model parameterisation, regularisation 
scheme (flattening = 4880, smoothing = 153600) and raypaths (calculated through the iasp91 
1D velocity model) as used in the real data tomography Chapters 2 and 3.  
As the real data sets used in the previous two chapters, the synthetic datasets comprise 
16420 relative P-wave arrival times and 16570 S-wave arrival times at seismic stations which 
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range from Saudi Arabia to Madagascar (respectively 452 and 379 for P- and S-wave travel-
times). We calculate the arrival times by applying full 3D ray tracing [Julian and Gubbins, 
1977] through the synthetic models and add Gaussian random noise to the synthetic data, 
respectively 0.07 and 0.37s for P- and S-wave data, i.e., of similar magnitude as the estimated 
errors in the real data.  
The resolution in the shallower part of the upper mantle (0-200-km depth) is low due 
to a lack of crossing rays at this depth range. In the real data inversion, we used the 3D 
structure obtained from a surface-wave inversion as additional constraint on shallow mantle 
structure (Chapters 2 and 3). To mimic this in the synthetic tomography, we moderately 
damp the model towards the synthetic structure down to 350 km. However, this is an 
optimistic test, as surface waves are not able to retrieve the exact seismic structure; therefore, 
the damped version for the actual tomography is probably somewhere between the undamped 
and damped synthetic cases. 
The volume of the whole tomographic model spans the range 28°N-25.40°S in 
latitude, 25°E-57.20°E in longitude and 0-2000 km in depth (shown by the black box in 
Figure 4.5), with a node spacing respectively of 0.5°, 0.4° and 50 km. Like our analysis of the 
P- and S/SKS-wave models (Chapters 2 and 3), we focus our interpretation within the region 
(5–17°N and 35–47°E) comprising the Afar and MER regions (blue box in Fig. 4.5), where 
we have the highest density of crossing rays. The numerical model is a box of 19°x19° that 
extends from the surface up to ~800-km depth (red box in Fig. 4.5). Depending on the 
features we analyse, we rotate it to position the different synthetic plume anomalies in the 
approximate locations of the two main low-velocity anomalies found in the real P- and S-
wave tomography, below Afar and west of the MER (Chapters 2 and 3). Outside of the 
numerical model domain, zero anomalies are input. We do not interpret the converted seismic 
anomalies of the numerical model outside our area of interest. 
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Figure 4.5.	3D perspective figure illustrating the relative sizes and locations of the tomographic and numerical 
model boxes. The black volume is the whole volume for the tomographic inversion. The red box is the volume of 
the numerical model used to perform the plume resolution tests, in this case rotated by 225° with respect to the 
north direction. This orientation in space places the synthetic low-velocity structures at the same position as our 
imaged tomographic low-velocity anomalies beneath Afar and MER (Chapters 2 and 3). The blue volume 
represents our region of interpretation, parameterised with a finer grid than outside (see section 2.4.2 of 
Chapter 2 for details on the node spacing in latitude, longitude and depth of the inner and outer models). 
 
To perform the resolution tests, the numerical models need to be projected onto the 
tomographic grid. Because the tomographic grid is coarser than the numerical one, some of 
the finest scale features are not captured. However, given that these features are smaller than 

































Figure 4.6.	 P-wave and S-wave velocity anomalies along a vertical cross section through the input model 
oriented such that the two plumes shown are positioned approximately under Afar and west of the MER. The 
cross section is taken approximately parallel to the rift zone (a-c). White points indicate the distance every 2°. 
(b) input P-wave velocity anomaly (%).The spacing between the contours is 0.25%. (d) input S-wave velocity 
anomaly (%).The spacing between the contours is 0.50% The structure on the left represents the synthetic 
middle-stage (MP) plume, the structure on the right the late-stage (LP) plume discussed in the text. 
 
4.7. Plume resolution 
 
The resolution of the synthetic plume structures is illustrated in Figure 4.7. In this test, the 
middle-stage plume, MP, is generally recovered well, although details, such as a partially 
folded head and a tail influenced by phase-boundary topography are not identifiable. The 
anomalies from the LP upwelling positioned below the MER are recovered less well. In 
particular its tail is unresolved. Note, as was also demonstrated by the synthetic tests in 
Chapter 2, that constraint on the shallow structure and damping towards it can greatly 
enhance the recovery of the plume geometries. Resolution for the P- and S-wave models is 
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Figure 4.7.	Vertical cross sections through a moderately damped (=35) (c-f) and undamped (damping=0) (b-e) 
P (b-c) and S model (e–f) (both flattening=4800, smoothing=153600). The location of the cross sections (black 
lines) is shown in the 500-km depth slices through the undamped models (a-d). Regions with less than 3 rays per 
node are shaded grey. The spacing between the contours is 0.25% for the P-wave model and 0.50% for S model. 
White circles along the top of the vertical profiles mark the distance every 2°. Cross section A-B cuts through 
the two low-velocity anomalies below Afar and west of the MER. Both the undamped models (b–e) and the 
damped models (c–f) recover most of the middle-stage plume (MP in Fig. 4.6.), and only the head, but with 
relatively subdued amplitudes, of the late stage plume (LP in Fig. 4.6.). 
 
Some of the differences between the recovery of the two plumes in Figure 4.7 may be 
due to different resolution below Afar and west of the MER due to the differences in data 
coverage. Hence we next show, in Figures 4.8 and 4.9, a set of tests where EP, MP and LP 
plumes are in turn positioned beneath Afar. We show only the S models, because P-wave 
inversions are very similar (Fig. 4.7). Tests where the different plumes are positioned below 
the MER region also have similar results and we display these cases in Supplementary 
Figures S4.1 and S4.2. All the plume stems in Figure 4.8 are resolved through the whole 
upper mantle. However, all three stages of plume yield similar seismic images, meaning the 
different evolution stages cannot be easily distinguished. Some high-velocity anomalies 
appear in the resolved models although there were not present in the input model as the mean 
gets removed in the tomographic inversion. The two phases (EP) and (LP) in the undamped 
case (Fig. 4.8g.-i.) are very similar although the starting synthetic structures are significantly 
different, particularly above 300-km depth. This is due to the fact that the relative travel-time 
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head spreading at the base of the lithosphere in the (LP) is almost completely lost. Only the 
(MP) phase appears distinct from the other stages, as the upper-mantle head of the plume is 
broader and well resolved laterally. As already indicated by the results in Figure 4.7, having 
constraints on shallow structure allows for a better discrimination between mantle plumes at 
distinct stages of evolution. 
 
 
Figure 4.8.	Vertical cross sections through the undamped (=0) S model (d-i) focused in the region below Afar 
(flattening=4800, smoothing=153600). The orientation of the cross sections (black lines) is shown in the 300-
km depth slices through the input models (a-b-c). The spacing between the contours is 0.50%. White points 
indicate the distance every 2°. (a-j) synthetic and resolved images of the early-stage (EP) phase of plume 
evolution; (b-k) synthetic and resolved images of the middle-stage (MP) phase of plume evolution; (c-l) 
synthetic and resolved images of the late-stage (LP) phase of plume evolution. The imaged EP (g-j) and LP (i-l) 
phases are almost identical although the synthetic structures (a-d, c-f) are different due to the lack of resolution 
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Figure 4.9. Vertical cross sections through the moderately damped (=35) S model (d-i) (flattening=4800, 
smoothing=153600). The selected area and plot format are as in Figure 4.8. The initial model is the 3-D 
synthetic input model down to a depth of 350 km. Compare with Figure 4.8 to see how allows us to better 
discriminate between the different phases. 
 
4.8. Vertical correlation 
 
We next test the ability of our tomographic models to distinguish between upwellings 
originating at a thermal boundary layer at the top of the lower mantle and upwellings 
originating deeper. We use two models: an idealized synthetic plume coming from the lower 
mantle (Figure 4.10) and structure based on numerical models (Fig. 4.4) that originates from 
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Figure	4.10.	Map view at 500-km depth (a) and vertical cross section A-B (b) of the synthetic S-wave mantle 
plume positioned approximately under Afar. The orientation of the cross section is shown in the slice. Contours 
are drawn every 0.50%. White points indicate the distance every 2°. 
 
Next, we calculate vertical correlation coefficients through these structures, using 
500-km depth as the reference depth (Fig. 4.11), to investigate (a) how vertically coherent the 
plume structures appear and (b) whether the presence or absence of a thermal boundary layer 
at the base of the transition zone may be distinguishable after tomographic inversion.  
 
Figure 4.11.	Vertical correlation of two synthetic and imaged plume models using the preferred regularisation 
from the data inversions (flattening=4800, smoothing=153600) and two damping parameters (red curve: 
damping =0; green curve: damping=35). (left) vertical correlation of an idealised plume rising from the lower 
mantle, for the input model (blue curve), and undamped (red) and damped (green) recovered structure. (right) 
vertical correlation of the numerical plume model converted to seismic velocity. The coherence trends 
distinguish between the two different origins of the plumes: the first deep from lower-mantle depths, the second 
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For the deeper upwelling model, we use a simple cylindrical plume structure 
extending down to ~800-km depth (i.e. no lower thermal boundary layer), with a constant 
200°C excess temperature and Gaussian variation laterally over a 120-km width (defined as 
the distance to 20% of the maximum amplitude). We add a 200-km thick layer of hot (200°C) 
material that has spread out below the lithosphere. We choose this layer thickness to be 
consistent with the synthetic tests in Chapter 2 (Fig. 2.6) and Chapter 3 (Fig. S3.6) and the 
depth extent of the widespread shallow low velocities in the tomographic models from those 
chapters. This structure is then scaled to seismic velocity anomalies, using the derivatives 
discussed and shown in Chapter 2 (Fig 2.3, corresponding curve for dVS/dT is shown in 
supplementary Fig. S3.3) (Fig. 4.10). This idealised structure has a correlation coefficient 
below 200 km of 1 and a correlation coefficient of 0 above 200 km. The correlation 
coefficients for the numerical models with a thermal boundary layer at the top of the lower 
mantle show a similar correlation coefficient of 0 above 200 km and high correlation 
coefficients (> 0.5) between 300 and 600-km depth, reducing to near 0 below 600-km depth 
as the deeper thermal boundary layer is approached. The correlation of the dynamic structure 
is significantly less compared to the cylindrical plume case due to the fact that the synthetic 
plumes extend vertically only for ~400 km between the two thermal boundary layers. An 
additional factor that may explain the loss of correlation is that these features are tilted, 
sometimes branched and affected by heads in different stages of development. However, the 
reduction of coefficient coefficient in the boundary layers at the base of the transition 
zone/top of the lower mantle is a possible feature that can highlight if upwellings are sourced 
from a thermal boundary layer at the top of the lower mantle or from one located deeper. 
To determine if this is resolvable though our tomographic inversions, we estimate the 
correlation coefficients from these two models after we have performed inversions using our 
data distribution and regularisation. For the deep-upwelling model, we observe correlation 
coefficients greater than 0.5 from the base of the lithosphere to the bottom of the model for 
both undamped and damped case. For the upwelling originating at the top of the lower 
mantle, the inverted model shows a high correlation of the structure (correlation coefficient > 
0.5) in the depth range 250-650 km and low-coefficient values (0.0- 0.5) at the shallower 
upper-mantle (~0-250 km) and below the transition zone (650-800 km). This compares well 
with the input models suggesting that this can be used to identify the likely source of 




4.9. dVS/dVP ratio: distinguishing T from C? 
 
Previous studies used ratios of the velocity anomalies dVS and dVP within a given 
region to investigate the physical cause of seismic velocity anomalies (see Chapter 3) [e.g., 
Karato and Karki, 2001; Saltzer et al., 2001; Takei, 2002; Cammarano et al., 2003]. Here, 
we perform a set of synthetic tests, where we calculate the ratios RS,P of the anomalies dVS 
and dVP (expressed in %) within our region of interest. The calculations are made for several 
orientations of the model in space, but we choose the results only for two cases to show how 
RS,P can significantly vary depending on the location within our region of interest. All of the 
cases were done without damping, as it was already shown in Chapter 3, that damping 
towards an input model that assumes thermal scaling shifts the output RS,P values towards this 
thermal value. 
The distribution of the RS,P is displayed in Figure 4.12. For the input structure, the 
Gaussian-shaped curve is strongly peaked in the thermal range 1.6 < RS,P < 1.7 [Karato, 
1993; Cammarano et al., 2003; Schutt and Lesher, 2006a] (Fig. 4.12a). In the imaged 
models, inverted using the preferred regularisation of the data inversions (flattening=4800, 
smoothing=153600), we observe a broad RS,P distribution ranging between 0.3 and more than 
4.0 while the median RS,P remains close to the peak of the input, at 1.75 (Fig. 4.12b). This 
large RS,P variability is probably the consequence of  shifts in spatial resolution between the 
P- and S-wave inversions due to differences in sources and station distribution but also ray 
geometry, and regularization parameters.  
We assess how the last aspect influences the differences in recovery, by showing the 
recovered RS,P distribution for some regularisation parameter combinations. If we invert 
using different regularization constraints for the two models (Fig. 4.12c-d), the RS,P 
distribution can vary significantly in shape and median values; in particular, when we use a 
rougher P-wave model (flattening=2400, smoothing=76800) than S model (Fig. 4.12c) a 
quite prominent skewed distribution is visible and the peak is shifted towards lower values. 
This indicates that it is important that P- and S-wave models are of similar smoothness to 
extract a reasonable mean for RS,P from the tomographic models while a skewed distribution 
might flag a difference in smoothness between the two wave-speed models. 
However, the recovered RS,P values (~0.3-4.0) cover such a large area (input ~1.5-2.0) 
that they may be misinterpreted as due to several physical causes. Although RS,P greater than 
~3.0 could be indicative of the presence of melt (see discussion in the introduction of Chapter 
3), this large spread in RS,P just from the tomographic imaging process makes it difficult to 
	 109	




Figure 4.12. RS,P distribution estimated for the whole region of interest using different combinations of 
flattening and smoothing parameters and no damping. (a) RS,P distribution for the synthetic thermal mode. (b) 
The recovered RS,P distribution using the same regularization for both the P- and S-wave models 
(flattening=4800, smoothing=153600). (c) The recovered RS,P distribution using a rougher regularization for 
the P-wave model (flattening=2400, smoothing=76800). (d) The recovered RS,P distribution using a smoother 
regularization for the P-wave model (flattening=9600, smoothing=307200). All distributions from the 
tomographic models are much broader than the input, and only if smoothness of P- and S-wave models is 
similar is the peak close to the input peak. 	
To assess if the influence of composition on P- and S-wave velocities can lead to 
distinctive RS,P distributions in the resolved images, we further use a set of different 
compositional models, choosing some compositions that have a relatively strong effect on 
velocities: (1) we assign a low-velocity composition (an Fe-rich chondritic composition – 
same as used in Cobden et al. [2009]) in the core of the plumes, where dT > 100°C, (2) a 
high-velocity composition (eclogitic) is assigned to the core plumes. In both cases, this is 
only included during the conversion to seismic velocities. No compositional effects (apart 
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investigate (3) the effect of assuming the whole mantle is more hydrous, and thereby slower, 
by using anelasticity estimates for a wet mantle (3000 H/Si) [Goes et al., 2012]. We invert 




Figure 4.13.	 RS,P distribution estimated for the whole region of interest using the same regularisation 
parameters (flattening=4800, smoothing=153600, damping=0) as in most of the previous tests and different 
compositions for the synthetic models. (a) input model with hydrous composition throughout (median 
value=1.80); (b) resolved hydrous model (median value=1.67); (c) input model with an Fe-rich chondritic 
composition inside the plume cores (median value=1.54); (d) resolved Fe-rich chondritic plume-core model 
(median value=1.40); (e) input model with eclogitic (high-velocity) plume cores (median value=1.40); (f) 
resolved eclogitic plume-core model (median value=1.13). Each synthetic input RS,P distribution is different 
from the thermal case; however the imaged RS,P distributions span a broad range of values which is not clearly 
distinct from one composition to another. 
 
The synthetic RS,P distribution for each case spans a different range compared to the 
thermal one, in particular the eclogitic composition shows significantly scattered values also 
in the negative domain, due to the difference in phase boundary depths inside the eclogitic 
plume core and the pyrolitic surrounding mantle (Fig. 4.13). However, the different RS,P 
distributions map into tomographic RS,P with such wide ranges (~0.2- 4.0) that it prevents us 
identifying discernible characteristics attributable to a specific input composition. This shows 
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tomographic techniques to interpret average RS,P in terms of any other mechanisms than 
temperature. 
 
4.10. Synthesis and interpretation 
 
A comparison between the tomographic structures from Chapters 2 and 3 with the 
synthetic tomography is shown in Figure 4.14. Although the dynamic model, which is not 
tailored to the specific geography of the northern East African Rift, can not be expected to 
match the actual imaged structures in detail, the similarities between them are striking. The 
scale and spacing of the modelled plumes, after accounting for the seismic resolution, is 
similar to the data-based imaged features. Only the low velocities at shallow depths are not as 
wide spread in the synthetic models as in our tomography (Fig. 4.14). Although different 
excess boundary layer temperature might be able to further optimise these similarities as well 
as the time-variable nature of the dynamic plumelets and limits of the data constraints will 
always leave a measure of uncertainty, the similarity suggests small upper-mantle plumes is a 
plausible mechanism of upwelling beneath East Africa. 
 
 
Figure 4.14.	 Depth slices at 300 km (a-b-c-d) and vertical cross sections (e-f-g-h) of P-wave tomographic 
model (a-e), S-wave tomographic model (b-f), the P-wave recovered model (c-d) and S-wave recovered model 
(d-h) from the synthetics. All the models are moderately damped (damping=35) (flattening=4800, 
smoothing=153600). The orientations of cross sections A-B are the same for each model and is shown in the 
depth slices. Regions with less than 3 rays per node are shaded grey. The spacing between the contours is 
0.25% for P-wave models and 0.50% for S models. White points indicate distance every 2°. The scale of the 
recovered plumes after the inversion of the synthetic model is quite similar to that of the imaged features. 
	 112	
Interestingly, the difference in anomaly amplitudes for the low velocities below Afar and 
west of the MER, as imaged with the S-wave travel-times, are similar to the difference in 
amplitude to the differences that arise in the synthetic tomography for plumes in different 
stages of their evolution (LP vs. MP). The fact that this difference in amplitude is more 
pronounced in S than P waves could still indicate that other non-thermal effects contribute, 
but may also be the result of differences in spatial resolution for the two data sets, e.g., due to 
the added lateral resolution supplied to the S-wave velocity inversion by the SKS-wave travel-
times.  
The vertical correlation functions of the plume models are characterised by a strong 
decrease in correlation in the thermal boundary layers at the top and base of the model. The 
vertical correlation of our tomographic structures (Fig. 4.15) displays similar characteristics. 
In the P-wave model the resolution drops off more rapidly with depth, more similar to the 
synthetic models with a boundary layer at the base of the transition. Here it is useful to 
remember that our P-wave tomography has better resolution than the S-wave tomography in 
the deeper transition zone. This trend with depth is thus indicative of the presence of a local 
thermal boundary layer at/below the base of the transition zone. However, improving the 
resolution in the top of the lower mantle, in particular for the S-wave model, would allow to 
further check that indeed the structure changes pattern between upper and lower mantle. 
 
Figure 4.15.	Vertical correlation for the undamped (solid curves), damped (dashed curves) P- (blue curves) and 
S/SKS-wave (red curves) tomographic models (left). The trend of all curves is consistent with that for the 




Recent work [Goes et al., 1999; Kumagai et al., 2008; Civiero et al., 2015; Saki et al., 








































the upper mantle on the scale of 100-200-km diameters. We discuss here how such upper-
mantle structures might be resolved in regional teleseismic relative travel-time P- and S-wave 
tomography. 
We have performed resolution tests on a set of numerically modelled plumes, which 
form from a boundary layer below the transition zone. For the chosen rheology and 
temperature contrast across the lower boundary layer, the generated plumes are of a similar 
scale, spacing and magnitude as what was inferred from the seismic models in Chapters 2 and 
3. We convert the plumes’ thermal structure into seismic structure taking into account the 
effect of temperature, pressure, phase and anelasticity. Then we perform synthetic 
tomography using the distribution of stations and sources and regularisation that was applied 
in our P- and S-wave tomography below Afar in Chapters 2 and 3. 
We find that:  
(1) The vertical correlation of the synthetic tomography of such plume structures is 
characterised by low correlations between structure at the top and bottom of the upper 
mantle (in the boundary layers) and correlations above 0.5 across the mantle in between 
the boundary layers. This correlation is less than might have been expected from idealised 
cylindrical plume stem models, because the plumes: (a) only have a vertical extent of 
about 400 km between the two boundary layers (b) may tilt and vary in width with depth. 
However, it suggests vertical correlation may be used to identify the likely source region 
of upwellings in the mantle. 
(2) Plumes at different stages, from starting plumes with a small head (EP) to a late stage 
plume where the tail has thinned and head spread below the lithosphere (LP), are not easy 
to distinguish with teleseismic tomography. This style of tomography has little sensitivity 
to the heads at shallow depth, so the images from the different stages vary mainly in 
strength of the recovered anomalies. However, anomaly amplitudes are also strongly 
affected by station distribution, exact plume geometry and phase boundary topography. 
Constraints on shallow structure (e.g., from surface waves) are needed to distinguish the 
different plume stages. 
(3) dlnVS/dlnVP ratios (RS,P), which have been previously used to distinguish a thermal vs. 
compositional or melting origin of velocity variations, are strongly peaked in the thermal 
range (1.6 < R < 1.7) upon input, but lead to a wide RS,P distribution after the imaging 
(0.3 < R < more than 4.0). The output ratios are likely scattered because of differences in 
spatial resolution between the P- and S-wave tomographic models. Other tests using 
different extreme compositions for input models do not show a RS,P signature discernible 
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from thermal behaviour. So, it is a challenge to distinguish physical mechanisms with this 
type of tomography. 
The tomographic tests of the synthetic plumes share many characteristics with the actual 
structures retrieved from P- and S-wave travel-time data in Chapters 2 and 3, including a 
similar scale, similar degree of variability in shape of the anomalies and similar reduced 
correlation towards the base of the transition zone. This strengthens our interpretation that the 
upper-mantle structure below North-Eastern Africa is the result of small-scale upwellings 
rooted in a local thermal boundary layer below 660-km depth. 
In conclusion, these synthetic tests highlight that plumes may have more complex 
signatures in tomographic images than the simple vertical cylindrical features we usually 
expect to find, even if they are purely thermal. In particular, if several small-scale plumes are 
active below a region and are in different stages of their evolution, as predicted in our 
dynamic model, this may lead to complexities in both geometry and amplitude. It would be 
worthwhile reanalysing some previously published tomographic images below hotspots in 






Conclusions 	  
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In this thesis, we imaged upper-mantle seismic structure below the Northern East-
African Rift to assess the style of mantle upwelling present below the region. To do this, we 
independently performed a relative P- and S/SKS-wave travel-time tomography of the upper 
mantle including the transition zone below the region together with resolution tests of 
dynamically modelled plumes to aid the interpretation of the velocity models.  
The addition of significantly more regional seismic data spanning a wider aperture 
compared to previous work [Bastow et al., 2008; Hammond et al., 2013] allows us to reach 
an improved resolution of the mantle from the surface down to the uppermost lower mantle. 
In a further advancement from previous relative travel-time tomographic studies, we applied 
additional regularisation by damping towards a 3D starting model taken from the most recent 
surface-wave tomography available for this region [Fishwick, 2010]. The incorporation of 
this a-priori information improves the constraints on the variation of anomaly amplitudes 
with depth, which aids the interpretation. Furthermore, to test the resolving power of our 
travel-time tomography, we use, besides the commonly used checkerboard and other simple 
geometry input features, structures from dynamic models provided by our collaborator Dr. 
John Armitage at IPG Paris and converted into seismic structure using a thermodynamic 
method [Connolly, 2005; Xu et al., 2008a; Cobden et al., 2009]. 
 
Our study has resulted in the following insights on the relative travel-time tomography 
technique: 
 
1. Incorporation of information on shallow structure (above 100-200-km depth), e.g., 
from surface waves, is important in constraining upper-mantle structure and 
understanding amplitude variation with depth. 
2. RS,P from relative travel-time tomography can not be used to infer details on 
compositional structure, because even small differences in spatial resolution between 
S- and P-wave models result in highly scattered RS,P distributions, making expected 
differences between thermal and compositional structure unresolvable 
3. Vertical correlation of tomographic models can place constraints on the location of 
thermal boundary layers. 
 
Our study has resulted in the following insights on the nature of mantle upwelling 
beneath East Africa. 
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1. Our P- and S/SKS-wave models reveal two low-velocity clusters, below Afar and west 
of the Main Ethiopian Rift, which are continuous from about 200 km through the 
transition zone to 700-km depth. 
2. These features can be explained by ~100K thermal anomalies, consistent with other 
estimates of excess temperature beneath the region. 
3. The low-velocity features look similar in scale and geometry to what might be 
expected from small-scale dynamic thermal upwellings for reasonable mantle 
properties. 
4. Vertical correlation coefficients and changes in (P-) structure between 600 and 800-
km depth suggest these features are sourced from the top of the lower mantle. 
 
We have shown that small-scale plumes can lead to highly complex structures in seismic 
tomography and strongly depend on available seismic coverage in the region of interest. This 
may explain the upper-mantle low-velocity anomalies that differ in shape from simple 
cylindrical structures under a wide number of hotspot regions, e.g., in the central Atlantic 
(Azores, Canaries, Cape Verde, Madeira and Great Meteor) an irregularly shaped anomaly of 
low P-wave velocities in the shallowest 200 km, which slants northeast and downward to the 
top of the transition zone is imaged [Yang et al., 2006; Vinnik et al., 2012], beneath Central 
Europe where the low-speed anomalies show more than one branch in the upper mantle 
(Massif Central/Eifel)[Granet et al., 1995; Ritter et al., 2001] and Indian Ocean 
(Marion/Crozet) where several tilted upper-mantle upwellings are suggested to rise from 
transition-zone depths [Montelli et al., 2004b; Davaille et al., 2005]. We therefore suggest 
many of these models could be reanalysed in this light. 
Encouragingly, our P- and S/SKS-wave tomographic images are compatible with 
previous large-scale tomography below (East)-Africa, which find that the mantle under the 
Northern EAR is in general very slow [Ritsema et al., 1999; Hansen et al., 2012; Chang et 
al., 2015]. Figure 5.1 compares our model with the most recent global anisotropic model of 
Chang et al. [2015]. The similarity between the models is striking, but our new models 
provide much more detail on structures within the upper mantle. Chang et al. [2015] suggest 
that a region of low velocities is present at the top of the lower mantle. Our study is 
insensitive to such broad features at these depths and thus can not identify these low 
velocities. However, it proposes that a warm region of lower mantle may be present directly 




Figure 5.1.	 Depth slices and vertical cross sections through our preferred S/SKS-wave model moderately 
damped (flattening=4800, smoothing=153600) and the global anisotropic model of Chang et al., [2015]. a.) 
Map view at 200-km depth of the East-African Rift through our S/SKS-wave model. d.) Map view at 200-km 
depth through the global model of Chang et al., [2015]. b.) Map view at 500-km depth through our S/SKS-wave 
model. e.) Map view at 500-km depth through the global model. c.) Vertical cross section through the East-
African Rift of our preferred damped S/SKS-wave model. f.) The same cross section through the global model. 
The spacing between the contours is 0.50%. Orientation of the profiles A-B is shown in depth slices a.-d. White 
circles along the top of the vertical profiles mark the distance every 2° The high-resolution low-velocity clusters 
imaged in our model are perfectly compatible with the slow upper-mantle anomaly imaged globally. 
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A question that remains unanswered is the source of the hot material at the top of the 
lower mantle beneath the region. Previous models have suggested this may be linked to the 
LLSVP beneath Southern Africa [Ritsema et al., 1999; Hansen et al., 2012] or related to a 
different upwelling beneath Arabia [Chang and Van der Lee, 2011]. We can not resolve this 
with current datasets.  Station coverage away from the rift around the borders between 
Ethiopia-Kenya-South Sudan and Somalia is required for this, but technical/political 
difficulties of installation in these areas may hamper this for the near future.  
Furthermore, it will need to be resolved how the overall southwest to northeast flow 
inferred from anisotropy for the upper mantle below our study region [Kendall et al., 2005; 
Montagner et al., 2007; Sicilia et al., 2008; Gao et al., 2010; Bagley and Nyblade, 2013; 
Hammond et al., 2014] can be reconciled with the vertical flow implied by our proposed 
plumelets. Joint seismic inversions for isotropic and anisotropic velocity variations will be 
necessary to conclusively establish the connection between deep and upper-mantle structures 





Appendix A  	
	
Figure S2.1. Ray paths for all events used in our tomographic inversion, in the depth range 300-1000 km. 
White triangles represent the seismic stations used. The top panel shows the crossing ray paths to the stations 
within our area of interpretation; the bottom panel shows the ray paths arriving to stations south, north and 





































Figure S2.2. Maps of hit count and crossing rays at a depth of 700 km for the north-east East-African Rift. a) 
Number of hits per node based on rays used in Hammond et al. [2013]. b) Number of hits per node based on 
rays used in this study. c) Number of different 45° bins hit by rays used in Hammond et al. [2013]. d) Number of 
different 45° bins hit by rays used in this study.  Note the improved coverage in both number of rays and 
crossing rays at 700-km depth.  White circles show seismic stations used in each study. 
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Figure S2.3. Synthetic checkerboard resolution tests for our tomographic inversion, using varying positive and 
negative spherical anomalies of 250-km width and 6% in amplitude. (a,b) Input model at 300 and 700 km depth. 
(c-d) Recovered P-velocity structure at 300 and 700-km depth, respectively. The same raypaths and inversion 
parameters as the data inversion are used and Gaussian noise of 0.07 s is added to the synthetic dataset to 
mimic that in the data. Damping is not included in this test but this does not affect the spatial distribution of 
resolution. Regions with less than 3 rays per node are shaded grey. The spacing between the contours is 0.25%. 
White points indicate the distance every 2°. These tests show we have good resolution through the transition 
zone for most of the region shown. For anomalies of this size, we also have good resolution at the top of the 
lower mantle across most of this region. (e-h) show vertical cross sections oriented north south (e,g) and east-
west (f,h), through the input (e,f) and output (g,h) models (orientations of the profiles are shown in depth slice 




Figure S2.4. Checkerboard resolution tests for our tomographic inversion, using varying positive and negative 
spherical anomalies of 125-km width and 6% in amplitude. (a) Input model at 100-km depth. Similar checkers 
are used at 300 and 500 km, but with alternating sign of the anomaly with depth. b-c-d) Recovered P-velocity 
structure at 300, 500 and 700-km depth, respectively. The same raypaths and inversion parameters as the data 
inversion are used and Gaussian noise of 0.07s is added to the synthetic dataset to mimic that in the data. 
Damping is not included in this test but this does not affect the spatial distribution of resolution. Regions with 
less than 3 rays per node are shaded grey. The spacing between the contours is 0.25%. White points indicate the 
distance every 2°. These tests show we have good resolution through the transition zone for most of the region 
shown. We also have good resolution extending below the transition zone from the MER towards the east 
beneath Yemen and the Gulf of Aden. (e-h) show vertical cross sections oriented north south (e,g) and east-west 
(f,h), through the input (e,f) and output (g,h) models (orientations of the profiles are shown in depth slice a). 




Figure S2.3. Synthetic checkerboard resolution tests using the data distribution, parameterisation and 
regularisation from Hammond et al. [2013]. The model grid includes 52, 71 and 64 nodes in depth, latitude and 
longitude respectively with a spacing of 0.2° laterally and 20 km in depth. No damping is applied. The selected 
flattening parameter and smoothing parameters lead to a model of similar roughness and fit to the data as that 
shown in Figure S2.3 and S2.4. Checkerboard model and plot format are as in Figure S2.4. Compare with 




Figure S2.4. Synthetic checkerboard resolution tests using the data distribution, parameterisation and 
regularisation from Hammond et al. [2013] (see Figure S2.5 for more detailed description). Checkerboard 
model and plot format are as in Figure S2.3. Compare with Figure S2.3 to see the improvement in resolution 




Figure S2.5. Resolution tests to tests to examine the resolving power of our tomographic inversion for small-
scale (120-km width) mantle upwellings for velocity scalings without (a-h) and with (i-p) the effect of thermally 
controlled phase boundary topography.  The plume structures are the same as those in Figure 2.6 from the main 
text. All synthetic models are generated for a constant 200°C excess plume T with a 200°C hotter layer in the 
top 200 km and an addition set of dVP=4% checkers along the rift above 100-km depth. (a-h) use the isomorphic 
dlnVP/dT of
 
Fig. 2.3 to convert the thermal structures to dVP, while (i-p) use the metamorphic dlnVP/dT. (a-d, i-
l) show in and output for inversions with damping = 0 and (e-h, m-p) show inversions with damping = 35. In the 
cases where damping is used, the initial model is the 3-D synthetic input model down to a depth of 350 km. 
(a,e,i,m) display depth slices at 400 km through the synthetic input models. (b,f,j,n) vertical cross sections 
through the synthetic input models. (c,g,k,o) show the retrieved models in map view at 400-km depth, (d,h,l,p) 
display vertical cross sections through the retrieved models  Regions with less than 3 rays per node are shaded 
grey. The spacing between the contours is 0.25%. White points indicate the distance every 2°. These tests show 
that additional small-scale structure due to phase boundary topography (or similarly looking structure due to a 




Figure S2.6. Depth slices through an inversion with our preferred flattening (4800) and smoothing (153600) 
parameters but with a stronger damping = 70. Triangular and square symbols in panel h. represent the sign 
and magnitude of the station static terms. Regions with less than 3 rays per node are shaded grey. The spacing 
between the contours is 0.25%. Black lines delineate the major border faults and magmatic zones bounding the 
Afar Depression and white lines show political boundaries. Structures are similar to those in our model with 




Figure S2.7. Depth slices through an inversion with our preferred degree of damping (factor=35) but with 
flattening = 2400 and smoothing = 76800, producing a model with more roughness. See Fig. 2.4 for the misfit. 
Regions with less than 3 rays per node are shaded grey. The spacing between the contours is 0.25%. The same 
two clusters of anomalies below Afar and west of the MER appear as in our preferred model in Fig. 2.8, but 




Figure S2.8. Map of the station terms for the whole array used, i.e., within and outside our region of interest, 
for our preferred P-wave model (flattening=4800, smoothing=153600, damping 35). Triangular and square 
symbols represent the sign and magnitude of the station static terms. The station terms are mostly negative 
beneath the Arabian shield and Tanzania craton, while the Afar-MER region we focus on is characterised by 
positive station terms. The structure shown in the background is the recovered velocity structure at a 100-km 
depth. Regions with less than 3 rays per node are shaded grey. There is little resolution at this depth outside of 




Figure S2.9. Histograms showing for the two regions covering the main low-velocities clusters (Afar and MER 
boxes shown on the map in Figure 2.8e) the distribution of velocity anomalies from the model with preferred 
flattening and smoothing (4800, 153600) and without damping (damping=0) and conversion to temperature 
anomalies using the isomorphic dlnVP/dT of Fig. 2.3. The undamped model converted to temperature shows a 





Figure S2.10. Histograms showing for the two regions covering the main low velocities clusters (Afar and MER 
boxes shown on the map in Figure 2.8e) the distribution of velocity anomalies from a model with preferred 
flattening and smoothing (4800, 153600) and with a degree of damping of 70 and conversion to temperature 
anomalies using the isomorphic dlnVP/dT of Fig. 2.3. This model with stronger damping shows, after converting 
to temperature, a constant or slightly decreasing trend in thermal anomaly with depth. 
  
	 132	
Name Networks Time period Area References 
Africa Array AF,ZP,YH 2005-2012 Ethiopia Nyblade et al. [2011] 
Afar NERC ZF 2007-2012 Ethiopia Hammond et al. [2011] 
Afar NSF ZE 2007-2009 Ethiopia Belachew et al. [2011] 
EAGLE YJ, XJ,XI,XM 2001-2002 Ethiopia Maguire et al. [2003] 
EKBSE XI 2001-2002 Ethiopia/Kenya Nyblade and Langston [2002] 





Afar Urgency Array YZ 2005-2007 Ethiopia Ebinger et al. [2008] 
RLBM YR* 1999-2001 Ethiopia/Yemen Sebai et al. [2006] 
RiftLink UN, Z5 2005-2010 Uganda Wölbern et al. [2010] 
ESP YR** 2011-2012 Eritrea Hammond et al. [2013] 
Dhofar XZ, YR 2005-2006 Oman Basuyau et al. [2010] 
YOCMAL XW 2009-2010 Yemen Ahmed et al. [2013] 
Nabro Urgency 
Project YW 2011-2012 Eritrea Hamlyn et al. [2014] 
TBSN XD 1994-1995 Tanzania Nyblade et al. [1996] 
SABA XI 1995-1997 Saudi Arabia Sandvol et al. [1998] 
Dora 7C 2009-2010 Djibouti Doubre [2009] 
Afar Dense Array ZK 2009-2011 Ethiopia Reed et al. [2014] 
 
Table T2.1. All seismic experiments (with related network codes, time periods, geographical region and 
references) that provided data for our tomographic inversions. 
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Stat Network Lat(°) Long(°) Elev(km) 
1001 XM 9.98 38.28 2.52 
1004 XM 9.96 38.30 2.55 
1008 XM 9.93 38.32 2.54 
1014 XM 9.89 38.36 2.55 
1026 XM 9.80 38.42 2.57 
1030 XM 9.78 38.46 2.59 
1037 XM 9.74 38.51 2.67 
1042 XM 9.69 38.53 2.56 
1046 XM 9.66 38.52 2.48 
1058 XM 9.58 38.60 2.55 
1062 XM 9.55 38.58 2.45 
1069 XM 9.49 38.58 1.51 
1077 XM 9.44 38.65 2.38 
1081 XM 9.40 38.66 2.43 
1085 XM 9.37 38.67 2.48 
1089 XM 9.34 38.69 2.60 
1101 XM 9.28 38.78 2.71 
1105 XM 9.26 38.81 2.89 
1110 XM 9.26 38.85 3.26 
1120 XM 9.18 38.93 2.64 
1138 XM 9.12 39.05 2.52 
1141 XM 9.09 39.07 2.53 
1146 XM 9.06 39.09 2.53 
1151 XM 9.02 39.12 2.48 
1157 XM 8.97 39.13 2.35 
1171 XM 8.91 39.24 2.36 
1179 XM 8.84 39.24 2.41 
1182 XM 8.82 39.25 2.38 
1195 XM 8.73 39.34 1.75 
1209 XM 8.66 39.43 1.46 
1219 XM 8.58 39.45 1.87 
1226 XM 8.53 39.48 1.82 
1235 XM 8.47 39.48 1.45 
1238 XM 8.48 39.51 1.41 
1246 XM 8.50 39.57 1.27 
1258 XM 8.42 39.63 1.80 
1266 XM 8.36 39.67 2.17 
1270 XM 8.33 39.67 2.59 
1274 XM 8.29 39.66 2.61 
1278 XM 8.27 39.69 2.65 
1281 XM 8.25 39.69 2.71 
1285 XM 8.21 39.70 2.69 
1290 XM 8.18 39.72 2.69 
1296 XM 8.13 39.72 2.62 
1301 XM 8.10 39.69 2.60 
1310 XM 8.02 39.69 2.53 
1315 XM 7.98 39.69 2.48 
1320 XM 7.97 39.73 2.47 
1324 XM 7.93 39.75 2.48 
1329 XM 7.90 39.78 2.48 
1333 XM 7.87 39.81 2.46 
1337 XM 7.85 39.84 2.49 
1340 XM 7.83 39.86 2.48 
1351 XM 7.78 39.94 2.46 
1356 XM 7.75 39.97 2.45 
1360 XM 7.73 40.01 2.46 
1366 XM 7.73 40.07 2.48 
1370 XM 7.71 40.10 2.49 
1373 XM 7.71 40.14 2.49 
1377 XM 7.69 40.17 2.50 
1384 XM 7.38 40.01 2.34 
1387 XM 7.38 40.04 2.38 
1394 XM 7.39 40.11 2.38 
1400 XM 7.38 40.17 2.38 
1403 XM 7.37 40.19 2.39 
1416 XM 7.32 40.27 2.41 
1437 XM 7.23 40.42 2.27 
1443 XM 7.26 40.47 2.21 
AAUS AF,XI 9.03 38.77 2.44 
ABAE ZF,ZR 13.35 39.76 1.45 
ABAY YR 12.60 54.32 0.06 
ABPO II -19.02 47.23 1.53 
AD01 ZK 11.32 40.57 0.58 
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AD02 ZK 11.35 40.69 0.52 
AD04 ZK 11.54 40.84 0.48 
AD05 ZK 11.61 40.91 0.45 
AD07 ZK 11.73 40.99 0.40 
AD08 ZK 11.78 41.03 0.39 
AD09 ZK 11.82 41.05 0.39 
AD10 ZK 11.90 41.14 0.37 
AD11 ZK 11.74 41.30 0.37 
AD14 ZK 11.94 41.45 0.42 
AD15 ZK 11.88 41.71 0.09 
AD16 ZK 11.82 41.75 0.12 
AD17 ZK 11.74 41.84 0.15 
AD18 ZK 11.91 41.79 0.45 
ADBA XW 13.55 44.84 0.71 
ADEE YJ 7.79 39.91 2.49 
ADEN XW 12.78 44.98 0.06 
ADHO YR 17.24 54.28 0.91 
ADTE ZF 11.12 40.76 0.51 
ADUA XW 15.00 48.97 1.38 
ADUE YJ 8.54 38.90 1.75 
ADYE ZF 13.64 38.98 1.86 
AFIF XI 23.93 43.04 1.12 
AFME ZE,ZR 13.20 40.86 -0.06 
AHME ZR 14.09 40.28 0.05 
AKEE ZF 10.89 39.17 0.00 
ALE YR 9.42 42.03 2.03 
ALEE ZE 12.41 40.60 0.46 
ALGU XW 13.05 44.93 0.10 
AMBA XD -8.11 33.26 1.42 
AMME YJ 8.30 39.09 1.67 
ANGA XI -2.50 36.80 0.00 
ANID XW 15.47 43.20 0.15 
ANKE YJ 9.59 39.73 2.98 
ARBA XI 6.07 37.56 1.27 
AREE YJ 8.94 39.42 1.83 
ARUT XW 15.16 51.03 0.02 
ASE 7C 11.00 42.10 0.36 
ASSE YR 13.06 42.65 0.19 
ASYE ZF,ZR 11.56 41.44 0.37 
ATD G 11.53 42.85 0.61 
AWRE YZ 12.07 40.07 0.85 
AYDO YR 16.99 53.36 0.45 
AYNO YR 17.26 53.89 0.86 
BAHI XI 11.57 37.39 1.79 
BANO YR 17.69 54.44 0.46 
BARE ZE 12.64 40.36 0.34 
BARI XI 0.47 35.98 1.01 
BEDE YJ 8.91 40.77 1.71 
BELA XI 6.93 38.47 1.92 
BEND ZP 0.58 31.39 1.35 
BIHA ZP -2.64 31.32 1.46 
BIRH XI 9.67 39.53 2.81 
BISH XI 19.92 42.69 1.38 
BKBA ZP -1.36 31.81 1.27 
BOKO XI -2.26 37.73 0.98 
BORE YJ 8.75 39.55 1.25 
BOVE YZ 12.66 40.52 0.76 
BREE ZE 12.17 41.19 0.58 
BTIE ZF,ZR 11.19 40.02 1.66 
BUTE YJ 8.12 38.38 2.09 
BUTI ZP 1.82 31.33 0.62 
C01 Z5 29.76 1.36 0.95 
C02 Z5 29.61 0.85 1.08 
C03 Z5 29.52 0.70 1.05 
C04 Z5 29.88 0.66 0.85 
C05 Z5 29.50 0.48 1.20 
C06 Z5 29.75 0.32 1.18 
C07 Z5 29.34 0.29 1.18 
C08 Z5 29.28 0.12 1.69 
C09 Z5 29.60 -0.14 0.95 
C10 Z5 29.23 -0.16 1.87 
CAYE YR 14.86 39.31 2.44 
CHAE YJ 9.31 38.76 2.65 
CHAM ZP -10.95 31.07 1.21 
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CHEF XI 6.16 38.21 1.70 
CHIE ZE 11.60 40.02 0.94 
CHIM ZP -8.83 34.03 1.10 
DABI XW 15.13 44.27 2.38 
DAHO YR 17.53 54.35 0.54 
DALA XW 13.73 44.74 1.44 
DALE ZR 14.23 40.22 -0.10 
DAME ZE,ZR 11.69 40.96 0.43 
DAMT XW 14.09 44.68 1.90 
DAMY GE 14.57 44.39 2.49 
DELE XI 8.44 36.33 1.97 
DERU XW 16.84 51.83 0.88 
DICE ZF 11.91 41.57 0.46 
DIGE ZE 12.33 40.27 0.68 
DIKE YJ 8.06 39.56 2.75 
DKUM XW 13.27 44.76 0.40 
DMRK XI 10.31 37.73 2.36 
DMTO YR 17.73 55.07 0.44 
DODT AF -6.19 35.75 1.11 
DOLE YR 15.10 39.98 0.88 
DONE YJ 8.51 39.55 1.31 
DSS YR 11.12 39.64 2.55 
DZEE YJ 8.78 39.00 1.91 
E31 XJ 8.78 39.86 1.01 
E32 XJ 8.85 40.01 0.97 
E33 XJ 8.93 39.93 0.98 
E35 XJ 9.13 40.17 0.85 
E36 XJ 9.11 40.01 0.77 
E37 XJ 8.17 38.70 1.80 
E39 XJ 9.24 40.13 0.77 
E40 XJ 9.36 40.22 0.74 
E41 XJ 8.01 38.53 1.91 
E42 XJ 8.88 40.10 1.06 
E43 XJ 9.25 39.50 3.29 
E44 XJ 9.67 39.52 2.83 
E45 XJ 7.79 38.79 1.93 
E46 XJ 8.71 39.69 1.24 
E47 XJ 8.46 39.45 1.45 
E48 XJ 7.62 38.99 2.61 
E49 XJ 8.31 39.32 1.71 
E50 XJ 8.27 39.50 2.07 
E51 XJ 8.15 39.35 2.08 
E52 XJ 8.14 39.24 2.20 
E53 XJ 8.04 39.01 1.70 
E54 XJ 8.12 39.14 2.08 
E55 XJ 8.30 38.95 1.68 
E56 XJ 8.46 39.06 1.64 
E57 XJ 8.58 39.13 1.82 
E58 XJ 8.69 39.18 2.06 
E59 XJ 8.71 39.35 1.68 
E60 XJ 8.62 39.45 1.63 
E61 XJ 8.90 39.62 1.16 
E63 XJ 8.26 39.24 1.78 
E66 XJ 9.03 39.53 1.72 
E67 XJ 8.38 39.68 2.14 
E68 XJ 8.78 39.26 2.29 
E69 XJ 7.93 38.72 1.68 
E70 XJ 8.88 39.15 2.23 
E71 XJ 8.69 38.90 1.98 
E72 XJ 8.49 39.83 1.58 
E73 XJ 7.74 39.03 2.50 
E75 XJ 7.91 38.95 1.75 
E76 XJ 7.72 38.65 1.67 
E77 XJ 7.86 38.79 1.67 
E78 XJ 8.59 39.70 1.22 
E80 XJ 8.48 39.31 1.66 
E84 XJ 8.70 39.40 1.54 
E85 XJ 8.46 39.59 1.32 
EITE YR 15.24 38.78 2.17 
ELLE ZF 11.26 40.38 0.67 
ERTE ZF,ZR 13.45 40.50 -0.01 
EYUN XW 14.78 49.27 0.18 
FAME YR 13.57 41.52 0.62 
FASH XW 15.44 50.95 0.14 
	 136	
FICH XI 9.78 38.74 2.83 
FINE ZE,ZR 12.07 40.32 0.78 
FOPO ZP 0.66 30.28 1.54 
FURI IU 8.90 38.68 2.57 
GABZ ZP -12.17 26.37 1.39 
GALE ZR 13.73 40.39 -0.09 
GASE ZF 11.68 38.92 2.97 
GDR YR 12.56 37.45 2.10 
GEAN XW 16.71 49.52 0.97 
GEIT ZP -2.88 32.22 1.28 
GEWE YJ,ZF 10.00 40.57 0.60 
GHAD XW 16.25 52.21 0.05 
GHDI XW 15.64 52.16 0.03 
GOBA XI 7.03 39.98 2.73 
GOMA XD -4.84 29.69 0.88 
GTFE YJ 9.00 39.84 1.04 
GUDE XI 8.97 37.77 2.02 
GULE ZR 13.69 39.59 2.02 
HADO YR 17.22 55.19 0.09 
HAHY XW 15.21 49.09 1.08 
HALE ZF,ZR 13.84 40.01 0.23 
HALM XI 22.85 44.32 0.93 
HAMA ZP -3.83 32.64 1.23 
HARE ZE 11.61 40.88 0.45 
HATT XW 17.32 52.11 0.77 
HAYO YR 17.18 53.34 0.83 
HERO XI 7.03 39.28 2.37 
HIRN XI 9.22 41.11 1.82 
HOSA XI 7.56 37.86 2.31 
HOTA XW 13.06 44.88 0.13 
HYNE ZF 9.31 42.10 1.98 
IGRE ZR 12.25 40.46 0.68 
INEE YJ 9.90 39.14 2.69 
IRIN ZP -7.76 35.69 1.56 
ISOK ZP -10.17 32.65 1.30 
JIMA XI 7.68 36.83 1.66 
JNJA ZP 0.45 33.18 1.13 
KABE UN 0.87 30.47 1.30 
KAGO UN 0.68 30.46 1.52 
KAKA XI 0.56 34.80 1.48 
KARE XW 17.16 51.93 0.09 
KARE YJ 10.42 39.93 0.86 
KARU UN 0.79 30.22 1.11 
KAS2 UN -0.03 30.15 0.92 
KASM ZP -10.22 31.14 1.39 
KASS UN 0.58 30.31 1.50 
KBLE ZP -1.25 29.99 1.88 
KGMA ZP -4.88 29.63 0.82 
KHAW XW 13.81 43.25 0.01 
KHLA XW 13.80 44.81 1.46 
KIBA XD -5.32 36.57 1.50 
KIBE XD -5.38 37.48 1.00 
KIBO ZP -3.58 30.71 1.49 
KIG AF -1.96 30.06 1.55 
KILE UN 0.21 30.01 1.35 
KINY UN 0.51 30.13 1.70 
KISA UN 0.59 30.74 1.29 
KISH ZP -12.02 29.61 1.13 
KISZ ZP -12.11 25.50 1.36 
KITU XI -1.37 38.00 1.13 
KMBO GE -1.13 37.25 1.94 
KMPZ ZP -13.46 25.83 1.25 
KMTW UN 0.74 30.38 1.56 
KOBE ZF 12.15 39.63 1.51 
KOMO XD -3.84 36.72 1.11 
KOND XD -4.90 35.80 1.42 
KOTE YJ 9.39 39.40 2.87 
KOZE ZR 12.49 40.98 0.54 
KR42 XI 0.04 35.73 2.16 
KYLA ZP -9.60 33.87 0.50 
LAEL ZP -8.57 32.06 1.60 
LALE ZF 12.03 39.04 2.42 
LBB AF -11.63 27.49 1.28 
LEME YJ 8.61 38.61 2.11 
	 137	
LODK GE 3.42 35.36 0.67 
LONG XD -2.73 36.70 1.38 
LOSS ZP -8.42 33.16 1.20 
LULE ZF,ZR 11.99 40.70 0.59 
LUSA XW 16.49 52.57 0.05 
LWNG ZP -10.25 29.92 1.46 
LYDE ZF 12.05 41.93 0.44 
MADO YR 17.20 54.38 0.83 
MAFI ZP -8.31 35.31 1.87 
MAKA ZP -8.85 34.83 1.69 
MALE ZP 1.07 34.17 1.13 
MANS ZP -11.14 28.87 1.26 
MAUS ZP -2.74 36.70 1.33 
MAWI XW 15.47 43.52 1.88 
MAYE ZF,ZR 12.78 39.53 2.44 
MAZI XW 16.62 52.96 0.31 
MBAR II -0.60 30.74 1.39 
MBWE XD -4.96 34.35 1.10 
MDYO YR 17.46 53.36 0.57 
MECE YJ 8.59 40.32 1.78 
MEGE ZE 11.49 41.34 0.35 
MEKE YJ 8.16 38.83 1.90 
MELE YJ 9.31 40.20 0.76 
MGOR ZP -6.83 37.67 0.50 
MIKU ZP -7.40 36.99 0.52 
MILE ZE 11.42 40.77 0.49 
MIRA UN 0.66 30.57 1.38 
MISE ZF 9.24 40.76 1.31 
MITU XD -6.02 34.06 1.57 
MKRE ZP -4.28 30.42 1.18 
MKUS ZP -13.60 29.38 1.25 
MLBA ZP -1.84 31.67 1.34 
MOKA XW 13.31 43.26 0.03 
MTOR XD -5.25 35.40 1.10 
MUGO YR 16.90 53.77 0.04 
MUKA XW 14.49 49.04 0.04 
MWEY UN -0.19 29.90 0.96 
MZM AF -11.43 34.04 1.26 
NAB1 YW 13.39 41.66 1.33 
NAB2 YW 13.43 41.71 1.21 
NAB3 YW 13.38 41.75 1.28 
NAB4 YW 13.46 41.68 1.70 
NAB5 YW 13.32 41.71 1.27 
NAB8 YW 13.33 41.80 0.66 
NAMA ZP -7.51 31.04 1.56 
NARO XI -1.07 35.87 1.92 
NAZA XI 8.57 39.29 1.73 
NBI AF -1.27 36.80 1.71 
NDEI XI -2.69 38.17 0.73 
NEKE XI 9.09 36.52 2.08 
NJOM ZP -9.37 34.79 1.95 
NNMO YR 17.36 54.25 0.69 
NURE YJ 8.73 39.80 1.18 
NYAN UN 0.21 30.45 1.30 
PAND XD -8.98 33.24 1.25 
PIGI ZP 0.23 32.32 1.25 
PNDA ZP -6.35 31.06 1.07 
PUGE XD -4.71 33.18 1.35 
QALY YR 12.70 53.49 0.04 
QATE ZF 9.38 41.47 2.15 
QISH XW 15.51 51.69 0.06 
RAHO YR 17.06 53.81 1.18 
RAND 7C 11.85 42.66 0.88 
RANI XI 21.31 42.78 1.00 
RAYN II 23.52 45.50 0.63 
RODE ZE 12.84 40.98 0.00 
ROTI ZP 1.63 33.60 1.11 
RUBO UN 0.34 30.04 1.65 
RUGA UN -0.26 30.10 1.36 
RUNG XD -6.94 33.52 1.23 
SAAH XW 15.57 48.86 0.78 
SAHE ZR 12.04 40.98 0.37 
SAHO YR 17.11 54.68 1.18 
SAKA ZP -0.32 31.74 1.26 
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SANA XW 15.39 44.21 2.25 
SAUM XW 16.14 49.29 0.58 
SAY YR 15.35 44.20 2.25 
SAYT XW 15.22 51.25 0.06 
SEHE ZE 12.04 40.98 0.36 
SEKE ZF 12.62 39.03 2.26 
SELA XI 7.97 39.13 2.30 
SEML UN 0.91 30.36 0.73 
SENE YJ 9.15 39.02 2.56 
SERJ ZP -13.23 30.22 1.39 
SEYU XW 15.93 48.80 0.68 
SHEE YJ 10.00 39.89 1.30 
SHIB XW 15.50 43.91 2.63 
SHIO YR 17.19 54.17 0.55 
SHUH XW 15.61 50.92 0.26 
SHWG ZP -11.19 31.74 1.21 
SILE II,ZE 12.41 41.19 0.48 
SIMA XW 17.56 52.32 0.66 
SING XD -4.64 34.73 1.46 
SMRE ZF 13.20 39.21 1.98 
SOCY GE 12.52 53.99 0.80 
SODA XI 18.29 42.38 2.88 
SONG ZP -10.67 35.65 1.12 
SOOO YR 17.08 54.88 0.09 
SRDE ZF 11.96 41.31 0.09 
SUGH XW 14.80 43.44 0.09 
SULE ZE 12.74 41.14 0.09 
SULU ZP -4.57 30.09 0.09 
SUMB ZP -7.95 31.62 0.09 
TABU XW 15.93 52.14 0.09 
TALE XI 0.98 34.98 0.09 
TAMR XW 15.78 48.95 0.09 
TAMU XW 17.29 49.93 0.67 
TARA XD -3.89 36.02 1.27 
TARI XW 16.05 48.98 0.62 
TAWI XW 15.48 43.72 2.33 
TEBE AF 0.05 32.48 1.13 
TEND XI 11.79 41.00 0.42 
TERC XI 7.14 37.17 1.39 
TEZI AF -15.75 26.02 1.12 
TINA XW 16.53 52.08 0.20 
TIOE YR 14.67 40.87 0.04 
TRUE ZE,ZR 12.48 40.31 0.38 
TUND XD -9.30 32.77 1.66 
U01 Z5 30.32 0.99 0.69 
U02 Z5 -0.31 29.86 0.92 
U03 Z5 29.82 -0.60 1.10 
U04 Z5 30.04 0.34 1.64 
U05 Z5 30.22 0.38 1.12 
U06 Z5 30.45 0.19 1.27 
U07 Z5 30.33 0.49 1.42 
U08 Z5 29.87 -0.14 0.95 
U09 Z5 30.08 0.02 0.91 
U10 Z5 30.38 -0.10 1.41 
U11 Z5 30.56 -0.44 1.45 
U12 Z5 30.16 -0.53 1.65 
U13 Z5 30.65 0.64 1.37 
U14 Z5 30.06 0.71 0.95 
U15 Z5 30.14 0.81 0.71 
U16 Z5 30.28 0.69 1.56 
U17 Z5 30.17 0.56 1.61 
U18 Z5 30.37 0.73 1.57 
U19 Z5 30.36 0.91 0.73 
U20 Z5 29.77 0.03 1.24 
U21 Z5 30.04 -0.28 1.00 
U22 Z5 30.01 0.21 1.34 
U23 Z5 29.89 0.35 4.44 
UAYA XW 15.71 42.69 0.01 
URAM XD -5.09 32.08 1.12 
UVZA ZP -5.10 30.39 0.99 
WANE XI 10.17 40.65 0.61 
WASH XI 8.99 40.17 0.83 
WELK XI 8.29 37.78 1.90 
WINO ZP -9.76 35.30 1.51 
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WLDE ZF 11.82 39.59 1.88 
WOLE YJ 8.53 37.98 2.06 
WUCE ZF 11.51 39.61 1.91 
YAF YR 13.87 45.25 2.27 
YAYE ZF 11.86 38.00 2.63 
YSLE XW 14.94 44.28 2.56 
WASH XW 16.34 49.51 0.83 
ZOMB AF -15.38 35.35 0.89 
ZUWA XW 15.73 43.02 0.09 
 
Table T2.2. All seismic stations (station code, network code, latitude, longitude and elevation) used in the P-






Figure S3.1. Ray paths for all events used in S/SKS-wave tomographic inversion, in the depth range 300-1000 
km. White triangles on the map on top represent the seismic stations used. The top panel shows the crossing ray 
paths to the stations within our area of interpretation; the bottom panel shows the ray paths arriving to stations 
south, north and east of the study area showing how these rays improve coverage at the bottom of the transition 
zone. The blue, purple and green rays represent the S-wave data, the black rays are for the SKS-wave data. 
  






























Figure S3.2. Maps of hit count and distribution of crossing rays at a depth of 600 km for the north-east East 
African Rift. a) Number of different 45° bins hit by rays used in Hammond et al. [2013]. b) Number of different 
45° bins hit by rays used in this study. c) Number of hits per node based on rays used in Hammond et al. [2013]. 
d) Number of hits per node based on rays used in this study Note the improved coverage in both number of rays 
and crossing rays at 600-km depth. White circles show the location of the seismic stations used in each study. 
  




























































































































Figure S3.3. Two profiles of dVS/dT derivatives that we use to set up our synthetic plume model and perform the 
conversion of imaged velocity to temperature anomalies. The blue profile is the full (metamorphic) derivative 
that includes the effects of phase transitions. The red profile corresponds to the smoothed isomorphic dVS/dT 
derivative without the effects of phase boundary topography. For our scaling, we use the isomorphic derivatives 
because the differential travel-time tomography cannot resolve localized phase boundary anomalies. Above 70-
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Figure S3.4. Depth slices through an inversion with our preferred flattening (4800) and smoothing (153600) 
parameters but with a stronger degree of damping = 70. Triangular and square symbols in panel h represent 
the sign and magnitude of the station static terms. Regions with less than 3 rays per node are shaded grey. The 
spacing between the contours is 0.50%. Black lines delineate the major border faults and magmatic zones 
bounding the Afar Depression and white lines show political boundaries. Structures are similar to those in our 




Figure S3.5. As Figure 3.12, but for a model determined with moderate damping of 35 (flattening=4800, 
smoothing=153600). RS,P distribution estimated for the whole region of interest every 100 km from 100 to 600-
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Figure S3.6. A synthetic test to assess the resolving power of the S/SKS-wave inversion for mantle upwelling 
structures. a) Depth slice through the input model at 400-km depth. b) Cross section through the input model. 
Input model is defined in temperature and then multiplied by the isomorphic derivative from Fig. S3.3 to obtain 
VS anomalies. Regions with less than 3 rays per node are shaded grey. The spacing between the contours is 
0.50%. White points indicate the distance every 2°. c) recovered model using the same parameters as in the data 
inversion, with moderate damping (factor = 35). The starting model to which the inversion is damped is the 3D 
synthetic model down to a depth of 350 km. d) Profile through the center of the plumes showing the input and 
retrieved anomalies in percentage. The estimated amplitude recovery is used to scale the velocity anomaly in 
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Stat Network Lat(°) Long(°) Elev(km) 
AAIR YI -9.95 33.9 0.53 
AAUS AF,XI 9.03 38.77 2.25 
ABAE ZF,ZR 13.35 39.76 1.45 
AD02 ZK 11.35 40.69 0.52 
AD04 ZK 11.54 40.84 0.48 
AD05 ZK 11.61 40.91 0.45 
AD07 ZK 11.73 40.99 0.40 
AD08 ZK 11.78 41.03 0.39 
AD09 ZK 11.82 41.05 0.39 
AD10 ZK 11.90 41.14 0.37 
AD11 ZK 11.74 41.3 0.37 
AD14 ZK 11.94 41.45 0.42 
AD15 ZK 11.88 41.71 0.09 
AD16 ZK 11.82 41.75 0.12 
AD17 ZK 11.74 41.84 0.15 
AD18 ZK 11.91 41.79 0.45 
ADBA XW 13.55 44.84 0.70 
ADEE YJ 7.79 39.91 2.48 
ADEN XW 12.78 44.98 0.06 
ADHO YR 17.24 54.28 0.91 
ADTE ZF 11.12 40.76 0.51 
ADUA XW 15.00 48.97 1.38 
ADUE YJ 8.54 38.9 1.75 
ADYE ZF 13.64 38.98 1.86 
AFME ZE,ZR 13.20 40.86 -0.06 
AHME ZR 14.09 40.28 0.05 
AKEE ZF 10.89 39.17 3.23 
ALE YR 9.42 42.03 2.03 
ALGU XW 13.05 44.93 0.1 
AMBA XW -8.11 33.26 1.42 
AMME YJ 8.30 39.09 1.67 
ANGA XI -2.50 36.8 0.00 
ANID XW 15.47 43.2 0.15 
ANKE YJ 9.59 39.73 2.98 
ARBA XI 6.07 37.56 1.27 
ARCH YI -10.02 33.93 0.5 
AREE YJ 8.94 39.42 1.83 
ARUT XW 15.16 51.03 0.02 
ASE 7C 11.00 42.1 0.36 
ASSE YR 13.06 42.65 0.02 
ASYE ZF,ZR 11.56 41.44 0.37 
ATD G 11.53 42.85 0.61 
AWRE YZ 12.07 40.07 0.85 
AYDO YR 16.99 53.36 0.04 
AYNO YR 17.26 53.89 0.86 
BAHI XI 11.57 37.39 1.79 
BANO YR 17.69 54.44 0.46 
BARE ZE 12.64 40.36 0.34 
BARI XI 0.47 35.98 1.01 
BEDE YJ 8.91 40.77 1.71 
BELA XI 6.93 38.47 1.92 
BEND ZP 0.58 31.39 1.35 
BERE ZE 12.17 41.19 0.57 
BIHA ZP -2.64 31.32 1.46 
BIRH XI 9.67 39.53 2.81 
BKBA ZP -1.36 31.81 1.27 
BOBE ZF 10.38 42.57 0.94 
BOKO XI -2.26 37.73 0.98 
BORE YJ 8.75 39.55 1.25 
BOVE YZ 12.66 40.52 0.76 
BREE ZE 12.17 41.19 0.58 
BTIE ZF,ZR 11.19 40.02 1.66 
BURO UN 0.86 30.17 0.98 
BUTE YJ 8.12 38.38 2.09 
BUTI ZP 1.82 31.33 0.62 
C01 Z5 1.36 29.76 0.95 
C02 Z5 0.85 29.61 1.08 
C03 Z5 0.7 29.52 1.05 
C04 Z5 0.66 29.88 0.85 
C05 Z5 0.48 29.5 1.20 
C06 Z5 0.32 29.75 1.18 
C07 Z5 0.29 29.34 1.18 
C08 Z5 0.12 29.28 1.69 
C09 Z5 -0.14 29.6 0.95 
C10 Z5 -0.16 29.23 1.87 
CAYE YR 14.86 39.31 2.44 
CHAE YJ 9.31 38.76 2.65 
CHEF XI 6.16 38.21 1.70 
CHIE ZE 11.6 40.02 0.94 
CHIM ZP -8.83 34.03 1.10 
CLIN YI -9.96 33.81 0.54 
DABI XW 15.13 44.27 2.38 
DAHO YR 17.53 54.35 0.54 
DALA XW 13.73 44.74 1.44 
DALE ZR 14.23 40.22 -0.10 
DAME ZR 11.69 40.96 0.42 
DAMT XW 14.09 44.68 1.90 
DAMY GE 14.57 44.39 2.49 
DEBE YJ 8.78 39 1.91 
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DELE XI 8.44 36.33 1.97 
DERU XW 16.84 51.83 0.88 
DICE ZF 11.91 41.57 0.46 
DIGE ZE 12.33 40.27 0.68 
DIKE YJ 8.06 39.56 2.75 
DKUM XW 13.27 44.76 0.4 
DMRK XI 10.31 37.73 2.36 
DMTO YR 17.73 55.07 0.44 
DODT AF -6.19 35.75 1.11 
DOLE YR 15.1 39.98 0.09 
DONE YJ 8.51 39.55 1.31 
DSS YR 11.12 39.64 2.55 
E31 XJ 8.78 39.86 1.01 
E33 XJ 8.93 39.93 0.98 
E34 XJ 7.21 38.6 1.93 
E35 XJ 9.13 40.17 0.85 
E36 XJ 9.11 40.01 0.77 
E37 XJ 8.17 38.7 1.8 
E39 XJ 9.24 40.13 0.77 
E40 XJ 9.36 40.22 0.74 
E41 XJ 8.01 38.53 1.91 
E42 XJ 8.88 40.1 1.06 
E43 XJ 9.25 39.5 3.29 
E46 XJ 8.71 39.69 1.24 
E47 XJ 8.46 39.45 1.45 
E48 XJ 7.62 38.99 2.61 
E50 XJ 8.27 39.5 2.07 
E51 XJ 8.15 39.35 2.08 
E53 XJ 8.04 39.01 1.70 
E54 XJ 8.12 39.14 2.08 
E55 XJ 8.3 38.95 1.68 
E56 XJ 8.46 39.06 1.64 
E57 XJ 8.58 39.13 1.82 
E58 XJ 8.69 39.18 2.06 
E59 XJ 8.71 39.35 1.68 
E60 XJ 8.62 39.45 1.63 
E61 XJ 8.9 39.62 1.16 
E63 XJ 8.26 39.24 1.78 
E65 XJ 8.4 39.21 1.55 
E66 XJ 9.03 39.53 1.72 
E67 XJ 8.38 39.68 2.14 
E68 XJ 8.78 39.26 2.29 
E69 XJ 7.93 38.72 1.68 
E70 XJ 8.88 39.15 2.23 
E71 XJ 8.69 38.9 1.98 
E72 XJ 8.49 39.83 1.58 
E73 XJ 7.74 39.03 2.5 
E75 XJ 7.91 38.95 1.75 
E76 XJ 7.72 38.65 1.67 
E77 XJ 7.86 38.79 1.67 
E78 XJ 8.59 39.7 1.22 
E79 XJ 7.63 38.71 1.59 
E80 XJ 8.48 39.31 1.66 
E82 XJ 8.85 40.01 0.97 
E83 XJ 7.8 38.79 1.90 
E84 XJ 8.7 39.4 1.54 
E85 XJ 8.46 39.59 1.32 
EITE YR 15.24 38.78 2.17 
ELLE ZF 11.26 40.38 0.67 
ERTE ZF,ZR 13.45 40.5 -0.01 
EYUN XW 14.78 49.27 0.18 
FAME YR 13.57 41.52 0.62 
FASH XW 15.44 50.95 0.14 
FICH XI 9.78 38.74 2.83 
FINE ZE,ZR 12.07 40.32 0.78 
FOPO ZP 0.66 30.28 1.53 
FURI IU 8.9 38.68 2.56 
GALE ZR 13.73 40.39 -0.09 
GASE ZF 11.68 38.92 2.97 
GDR YR 12.56 37.45 2.1 
GEAN XW 16.71 49.52 0.97 
GEIT ZP -2.88 32.22 1.28 
GEWE YJ,ZF 10 40.57 0.6 
GHAD XW 16.25 52.21 0.05 
GHDI XW 15.64 52.16 0.03 
GLUM ZU -2.62 36.19 1.30 
GOBA XI 7.03 39.98 2.73 
GOMA XD -4.84 29.69 0.88 
GTFE YJ 9 39.84 1.04 
GUDE XI 8.97 37.77 2.02 
GULE ZR 13.69 39.59 2.02 
HADO YR 17.22 55.19 0.09 
HAHY XW 15.21 49.09 1.08 
HALE ZF,ZR 13.84 40.01 0.23 
HAMA ZP -3.83 32.64 1.23 
HATT XW 17.32 52.11 0.77 
HAYO YR 17.18 53.34 0.83 
HERO XI 7.03 39.28 2.37 
HIRN XI 9.22 41.11 1.82 
HOSA XI 7.56 37.86 2.31 
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HOTA XW 13.06 44.88 0.13 
HUMY UN 0.76 30.04 1.00 
HYNE ZF 9.31 42.1 1.98 
IGRE ZR 12.25 40.46 0.68 
INEE YJ 9.9 39.14 2.69 
IRIN ZP -7.76 35.69 1.56 
ITOJ UN 0.84 30.23 1.00 
JIMA XI 7.68 36.83 1.66 
JNJA ZP 0.45 33.18 1.13 
KABA UN 0.78 30.13 0.92 
KABE UN 0.87 30.47 1.3 
KAGO UN 0.68 30.46 1.52 
KAKA XI 0.56 34.8 1.48 
KARE XW 17.16 51.93 0.09 
KARE YJ 10.42 39.93 0.86 
KARU UN 0.79 30.22 1.11 
KAS2 UN -0.03 30.15 0.92 
KASS UN 0.58 30.31 1.50 
KBLE ZP -1.25 29.99 1.88 
KERM ZU -2.83 35.98 1.14 
KGMA ZP -4.88 29.63 0.82 
KHAW XW 13.81 43.25 0.01 
KHLA XW 13.8 44.81 1.46 
KIBA XD -5.32 36.57 1.50 
KIBE XD -5.38 37.48 1.00 
KIBO ZP -3.58 30.71 1.49 
KIG AF -1.96 30.06 1.54 
KILE UN 0.21 30.01 1.35 
KINY UN 0.51 30.13 1.70 
KISA UN 0.59 30.74 1.29 
KITU XI -1.37 38.00 1.13 
KMBO GE -1.13 37.25 1.94 
KMTW UN 0.74 30.38 1.56 
KOBE ZF 12.15 39.63 1.51 
KOMO XD -3.84 36.72 1.11 
KOND XD -4.90 35.8 1.42 
KOTE YJ 9.39 39.4 2.87 
KOZE ZR 12.49 40.98 0.54 
KR42 XI 0.04 35.73 2.16 
KTWE AF -12.81 28.21 1.23 
KYLA ZP -9.60 33.87 0.50 
LAEL ZP -8.57 32.06 1.60 
LALE ZF 12.03 39.04 2.42 
LAVE ZR 13.60 40.66 0.60 
LBB AF -11.63 27.49 1.28 
LEME YJ 8.61 38.61 2.11 
LODK GE 3.42 35.36 0.67 
LONG XD -2.73 36.7 1.38 
LOSS ZP -8.42 33.16 1.20 
LSZ IU -15.28 28.19 1.2 
LUGH YI -10.03 32.83 0.59 
LULE ZR 11.99 40.7 0.59 
LUSA XW 16.49 52.57 0.05 
LWND ZF -2.75 36.04 1.07 
LYDE ZF 12.05 41.93 0.43 
MADO YR 17.2 54.38 0.83 
MAFI ZP -8.31 35.31 1.87 
MAKA ZP -8.85 34.83 1.69 
MALE ZP 1.07 34.17 1.13 
MAUS ZP -2.74 36.7 1.33 
MAWI XW 15.47 43.52 1.88 
MAYE ZF,ZR 12.78 39.53 2.44 
MBAR II -0.6 30.74 1.39 
MBWE XD -4.96 34.35 1.1 
MDYO YR 17.46 53.36 0.57 
MECE YJ 8.59 40.32 1.77 
MEGE ZE 11.49 41.34 0.35 
MEKE YJ 8.16 38.83 1.90 
MELE YJ 9.31 40.2 0.76 
MGOR ZP -6.83 37.67 0.50 
MIKU ZP -7.40 36.99 0.52 
MILE ZE 11.42 40.76 0.49 
MIRA UN 0.66 30.57 1.38 
MISE ZF 9.24 40.76 1.31 
MITU XD -6.02 34.06 1.57 
MKRE ZP -4.28 30.42 1.18 
MLBA ZP -1.84 31.67 1.34 
MOKA XW 13.31 43.26 0.03 
MSEY II -4.67 55.48 0.47 
MTOR XD -5.25 35.4 1.10 
MUGO YR 16.90 53.77 0.04 
MUKA XW 14.49 49.04 0.04 
MWEY UN -0.19 29.9 0.96 
MZM AF -11.43 34.03 1.26 
NAB1 YW 13.39 41.66 1.33 
NAB2 YW 13.43 41.71 1.21 
NAB3 YW 13.38 41.75 1.28 
NAB4 YW 13.48 41.68 0.70 
NAB5 YW 13.32 41.71 1.27 
NAB6 YW 13.44 41.64 0.96 
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NAB8 YW 13.33 41.8 0.66 
NAMA ZP -7.51 31.04 1.56 
NARO XI -1.07 35.87 1.92 
NAZA XI 8.57 39.29 1.73 
NBI AF -1.27 36.8 1.71 
NDEI XI -2.69 38.17 0.73 
NEKE XI 9.09 36.52 2.08 
NGIT UN 0.64 30.03 0.99 
NJOM ZP -9.37 34.79 1.95 
NNMO YR 17.36 54.25 0.69 
NURE YJ 8.73 39.8 1.18 
NYAN UN 0.21 30.45 1.30 
PAND XD -8.98 33.24 1.25 
PIGI ZP 0.23 32.32 1.25 
PNDA ZP -6.35 31.06 1.07 
POLI YI -9.77 33.87 0.47 
PUGE XD -4.71 33.18 1.35 
QALY YR 12.7 53.49 0.04 
QATE ZF 9.38 41.47 2.15 
QISH XW 15.51 51.69 0.06 
RAHO YR 17.06 53.81 1.18 
RAND 7C 11.85 42.66 0.88 
RAYN II 23.52 45.5 0.63 
RODE ZE 12.84 40.98 0.05 
ROTI ZP 1.63 33.6 1.11 
RUGA UN -0.26 30.1 1.36 
RUNG XD -6.94 33.52 1.23 
RWEB UN 0.32 30.49 1.28 
SAAH XW 15.57 48.86 0.78 
SAHO YR 17.11 54.68 1.18 
SAKA ZP -0.32 31.74 1.26 
SANA XW 15.39 44.21 2.25 
SAUM XW 16.14 49.29 0.58 
SAY YR 15.35 44.2 2.25 
SAYT XW 15.22 51.25 0.06 
SCH YI -10.18 34.03 0.52 
SEHE ZE 12.04 40.98 0.36 
SEKE ZF 12.62 39.03 2.26 
SELA XI 7.97 39.13 2.30 
SEMP UN 0.84 30.17 1.30 
SENE YJ 9.15 39.02 2.56 
SEYU XW 15.93 48.8 0.68 
SHEE YJ 10.00 39.89 1.30 
SHIB XW 15.5 43.91 2.63 
SHIO YR 17.19 54.17 0.55 
SHUH XW 15.61 50.92 0.26 
SILE II,ZE 12.41 41.19 0.48 
SIMA XW 17.56 52.32 0.66 
SING XD -4.64 34.73 1.46 
SMRE ZF 13.20 39.21 1.98 
SONG ZP -10.67 35.65 1.12 
SOOO YR 17.08 54.88 0.14 
SRDE ZF 11.96 41.31 0.09 
SUGH XW 14.80 43.44 0.25 
SULU ZP -4.57 30.09 0.09 
SUMB ZP -7.95 31.62 1.84 
TABU XW 15.93 52.14 0.02 
TALE XI 0.98 34.98 1.82 
TAMU XW 17.29 49.93 0.67 
TARA XD -3.89 36.02 1.27 
TARI XW 16.05 48.98 0.62 
TAWI XW 15.48 43.72 2.33 
TEBE AF 0.05 32.48 1.13 
TEND XI 11.79 41.00 0.42 
TERC XI 7.14 37.17 1.39 
TEZI AF -15.75 26.02 1.12 
TINA XW 16.53 52.08 0.20 
TIOE YR 14.67 40.87 0.04 
TQHO YR 17.06 54.43 0.04 
TRUE ZE,ZR 12.48 40.31 0.38 
TUND ZP -9.30 32.77 1.66 
U01 Z5 0.99 30.32 0.69 
U02 Z5 -0.31 29.86 0.92 
U03 Z5 -0.6 29.82 1.09 
U04 Z5 0.34 30.04 1.64 
U05 Z5 0.38 30.22 1.12 
U06 Z5 0.19 30.45 1.27 
U07 Z5 0.49 30.33 1.42 
U08 Z5 -0.14 29.87 0.95 
U09 Z5 0.02 30.08 0.91 
U10 Z5 -0.1 30.38 1.41 
U11 Z5 -0.44 30.56 1.45 
U12 Z5 -0.53 30.16 1.65 
U13 Z5 0.64 30.65 1.37 
U14 Z5 0.71 30.06 0.95 
U15 Z5 0.81 30.14 0.71 
U16 Z5 0.69 30.28 1.56 
U17 Z5 0.56 30.17 1.61 
U18 Z5 0.73 30.37 1.56 
U19 Z5 0.91 30.36 0.73 
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U20 Z5 0.03 29.77 1.24 
U21 Z5 -0.28 30.04 1.00 
U22 Z5 0.21 30.01 1.34 
U23 Z5 0.35 29.89 4.45 
UAYA XW 15.71 42.69 0.01 
URAM XD -5.09 32.08 1.12 
UVZA ZP -5.10 30.39 0.99 
WANE XI 10.17 40.65 0.61 
WASH XI 8.99 40.17 0.83 
WASH XW 16.34 49.51 0.83 
WELK XI 8.29 37.78 1.90 
WINO ZP,ZE -9.76 35.30 1.51 
WLDE ZF 11.82 39.59 1.88 
WOLE YJ 8.53 37.98 2.06 
WUCE ZF 11.51 39.61 1.91 
YAF YR 13.87 45.25 2.27 
YAYE ZF 11.86 38.00 2.63 
YSLE XW 14.94 44.28 2.56 
ZOMB AF -15.38 35.35 0.89 
ZUWA XW 15.73 43.02 0.09 
 







Figure S4.1. Vertical cross sections through the undamped (=0) S model (d-i) focused in the region below MER 
(flattening=4800, smoothing=153600). The orientation of the cross sections (black lines) is shown in the 300-
km depth slices through the input models (a-b-c). (a-j) synthetic and resolved images of the early-stage (EP) 
phase of plume evolution; (b-k) synthetic and resolved images of the middle-stage (MP) phase of plume 
evolution; (c-l) synthetic and resolved images of the late-stage (LP) phase of plume evolution. The imaged EP 
(g-j) and LP (i-l) phases are almost identical although the synthetic structures (a-d, c-f) are different due to the 
lack of resolution at shallow upper-mantle depths. MP phase (h-k) is well resolved because the head of the input 
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Figure S4.2. Vertical cross sections through the moderately damped (=35) S model (d-i) (flattening=4800, 
smoothing=153600). The selected area and plot format are as in Figure S4.1. Compare with Figure S4.1 to see 
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