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Edited by Thomas C. MarlovitsAbstract Proteomics has provided a wealth of data related to
the nature of the proteome, including subcellular location, copy
number, interaction partners and protein complexes. This raises
the question of whether it is feasible to combine these data, to-
gether with other data related to overall cellular structure, to
construct a static picture of the cell. In this minireview, we dis-
cuss these data, and the issues of turning them into whole cell
models.
 2007 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
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Proteomics1. Introduction
Following the sequencing of the ﬁrst complete genomes,
many studies have been performed to study diﬀerent aspects
of the associated proteomes. For many species, we now know
a great deal about protein–protein interactions, determined in
large-scale two-hybrid screens [1–7] or captured individually
[8,9]. Aﬃnity capture techniques, such as the TAP-MS system,
have also discovered hundreds of complexes in several species
[10–15]. Within the budding yeast Saccharomyces cerevisiae,
many additional details are also available beyond interactions
and complexes, including the approximate copy number for
most proteins [16] and cellular locations [17,18] – both of
which have been determined in high-throughput assays.
At the same time, the knowledge of the overall structure of
cells is pushed to an ever higher resolution. Sophisticated
imaging techniques can now pinpoint speciﬁc proteins inside
cells [19] and the maturation of electron tomography (e.g.
[20]) is providing images of whole cells (or large parts thereof)
at resolutions approaching 3 nm. There has been much discus-
sion on the use of predicted structures for complexes or inter-
acting components as a means to bridge the gap between the
interactome and whole cell models (e.g. [21,22]). However, to
date this has focussed mostly on complements to electron
microscopy or tomography, usually to provide suitable model-
ling templates that might be used as search objects in order to
locate particular complexes inside images of cellular entities.*Corresponding author. Fax: +49 6221 387 8517.
E-mail address: russell@embl.de (R.B. Russell).
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doi:10.1016/j.febslet.2007.05.062In this minireview we discuss a diﬀerent idea – speciﬁcally
whether or not it might be feasible to use information that is
available from proteomics data such as cellular locations and
copy number, together with details of cell-structure and the
models or structures for individual proteins or complexes, to
construct a static model of a cell consistent with what is al-
ready known. In this, we were very much inspired by the cellu-
lar paintings of Goodsell [23,24], which are wonderfully
illustrative, despite very often being based on incomplete or
potentially inaccurate data. The concept is distinct from,
though complementary to, methods to add a spatial dimension
to whole cell simulations [25,26]. It is also distinct from studies
of interaction networks that consider only one copy of each
molecule, and which tend to treat processes in the cell as blue-
prints or wiring diagrams (e.g. [27–29]).
Given an idea of the overall dimensions and structure of the
cell, the set of proteins in it, the number of copies of each that
typically exist, how they interact and where in the cell scaﬀold
they are located, it would, in principle, be possible to get a sta-
tic picture of the cell by constructing a model that satisﬁes the
constraints imposed by these observations. However, the nat-
ure of the high-throughput techniques which determine the
above details are such that one is immediately faced with both
missing details, contradictions, false information, and a
problem of working over many orders of magnitude in resolu-
tion.2. The current scaﬀold of the cell
Cells themselves vary over a large size range, with the small-
est (e.g. mycoplasma) being roughly 0.15 microns in diameter,
and the largest eukaryotic cells being as large as 1 mm (or up
to 3 m for giraﬀe nerve cells). For the purposes of this paper we
will consider a typical budding Yeast cell, at about 5 lm in
diameter, to represent a typical size. Compartments in the cell
consist of the nucleus (1.5 lm diameter), the mitochondria
(0.1–1 lm), vacuoles (0.1–1 lm), and the golgi (0.1–0.5 lm).
Much smaller than these are the macromolecules doing most
of the functional business inside the cell: for instance proteins,
which are about 3–5 nm across, and the molecular assemblies
in which multiple macromolecules act together, at 10–
100 nm.
Cellular entities of interest can thus diﬀer in size by roughly
four orders of magnitude. No single experimental technique is
able to view the cell across the entire scale. When investigating
details at one resolution, one often loses the context at the oth-
ers. For instance, X-ray and NMR structures give atomic level
details of proteins and often the details of their interactionsblished by Elsevier B.V. All rights reserved.
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picture. Light microscopy can show living cells and organelles,
in contrast to the other methods which usually work with sam-
ples that are frozen (literally or otherwise). Particular proteins
can be seen through the use of ﬂuorescence tags, potentially in
a high-throughput manner [19], but the resolution is much too
low to see the individual molecules involved. Tomography lies
somewhere between the two, being able to view segments of
small cells that can be grown ﬂat enough (e.g. Dictyostelium
discoideum [30]) and sometimes to reconstruct entire volumes
of cells that have been cryo-immobilised, embedded in plastic
and sectioned (e.g. Schizosaccharomyces pombe [31]), and to
identify large protein complexes such as the actin cytoskeleton,
microtubule bundles and the 26S proteosome which can then
be modelled in to the electron density [32].3. How many molecules and where?
Complete genomes provide a list of the types of nucleic acids
and proteins that a cell contains, but to place these molecules
in the cell one must also know how many of each type is typ-
ically present, and in which cellular compartment one can ex-
pect to ﬁnd them. Fortunately, for Yeast, genome-scale studies
using immuno-detection of tandem aﬃnity puriﬁcation (TAP)
tagged proteins, tagging with green ﬂuorescent protein (GFP),
and immuno-detection of epitope tagged proteins have pro-
vided estimates of the number of copies of each protein [16]
and their subcellular locations [17,18].
These data are a great boon to attempts to model the cell,
though it is important to remember their limitations. First,
like many proteome studies, the techniques simply do not
work for a certain fraction of molecules, owing most often
to a failure of proteins to express with the labels used to iden-
tify them, and results can vary either in repetitions of the
same technique, or between diﬀerent techniques. For example,
copy numbers of 206 proteins when measured three times
each by the same method, gave standard deviations between
1% and 50% of the mean value, with the largest variations
being observed for the largest copy numbers [16]. It is also
telling that of the proteins common to two large-scale studies
of subcellular localisation in yeast [17,18], 65% (457 of 701)
had at least one location that was detected in only one of
the studies.
Second, the experiments are fundamentally limited to the set
of conditions under which the proteome has been studied. Cur-
rently, nearly all studies are performed in exponentially grow-
ing yeast. This means that molecules that are not expressed
under these conditions will not be seen. Ideally, these gen-
ome-scale experiments would be repeated under a set of diverse
conditions, though currently the cost of these studies precludes
such a set of repetitions. Third, even under a single condition,
what one sees is an average over various times in the life of a
cell: all stages of the cell cycle, mating, etc. Fourth, the exper-
iments themselves have resolution limits, or require human
interpretation of variable experimental data. What one sees,
then, is a somewhat restricted set of proteins, with both precise
copy numbers and locations subject to some error.
Despite these limitations, the data are still very informative.
For instance, one can readily assess the protein component of
a Yeast cell. Taken together, the information on copy number
[16] suggests a total of 46.5 million protein molecules in a cell.Modelling proteins as spheres with diameters proportional to
their sizes (Fig. 1) gives a total protein volume of 3.1 lm3 for
the proteins observed in copy number studies, and a value of
4.2 lm3 when extrapolating to compensate for the 27% of
the proteome that were not seen in the dataset. An average
yeast cell is about 5 lm in diameter, giving a volume of
65.44 lm3, and taking away 15% to account for the volume
occupied by cellular membranes, gives 57 lm3. The studies
suggest, then, that about 10% of the accessible cell volume is
occupied by soluble proteins, which is in good agreement with,
though to the low end of, estimates of 7–40% macromolecular
occupied volume determined previously [33].
Data for cellular locations and copy numbers are indepen-
dent, which makes it somewhat diﬃcult to decide what fraction
of the number of proteins resides in each location. Moreover,
diﬀerent experimental limitations and errors mean that one has
copy numbers for some proteins but not subcellular locations,
and vice versa. A naive approach to assigning copy numbers to
subcellular locations is to split the whole-cell copy number for
each protein equally (or proportionally depending on location
size) between the locations in which that protein was detected.
A more sophisticated approach would be to consider the copy
numbers of the things that each protein interacts with and the
stoichiometry of these interactions, along with the subcellular
locations. This could also help to locate the more than 2 mil-
lion copies of proteins whose subcellular locations were not de-
tected (nor found in other annotated sources). It should be
remembered, however, that the stoichiometry of interactions
is rarely available, although for some complexes it can be seen
in a known or modelled three-dimensional structure (e.g. the
exosome [34]).4. Who interacts with whom?
Recent years have seen a great increase in the number of de-
tected interactions between macromolecules. The two-hybrid
system has been applied genome-scale to several species, and
has identiﬁed tens of thousands of interactions between pro-
teins [1–7]. Complementary to this are aﬃnity puriﬁcation
techniques coupled to mass-spectrometry, which have identi-
ﬁed hundreds of protein complexes [10–15]. At the same time,
eﬀorts are underway to capture individually detected interac-
tions by curation of hundreds of thousands of articles in the
scientiﬁc literature [8,9,35,36], and importantly to assign conﬁ-
dence values to each technique and thus each identiﬁed inter-
action (e.g. [37–39]). Though they are lacking in details such
as the structure or strength of the interaction, or (in the case
of aﬃnity puriﬁcation data) precise details of binary interac-
tions, these data provide important information about the
proximity of proteins that could be incorporated into any
whole cell model.
Again, limitations must be remembered if one is to use this
information to place molecules into the cell. The two-hybrid
and aﬃnity puriﬁcation systems are well known to miss real
interactions, i.e. they have false negatives, as well as to propose
incorrect associations, i.e. false positives (e.g. [37,40]). Some
measure of the rate of both of these problems, and a means
to correct for them are necessary if interactions or complexes
are to be used as constraints for whole cell models.
More importantly, though there are many thousands of
interactions known, biophysical details such as kinetic or
Fig. 1. Estimating macromolecular crowding from proteomics data. (A) Radius of gyration (Rg) vs. sequence length (L) for roughly 1000 yeast
proteins in the PDB [65] that were named by the Saccharomyces Genome Database as homologues of their ORFs [66]. The red line shows that a least-
squares ﬁt of these data to a straight line is reasonable (R2 = 0.72). (B) The parameters from the straight line ﬁt were used to calculate an approximate
Rg for every yeast ORF (i.e. including those without known structure). These are plotted here as a distribution, showing that most proteins have a
diameter of 3–8 nm. (C) Yeast cells are between 5 and 10 lm in diameter, giving a volume of >65 lm3. The total volume of each ORF¼ N  4
3
PR3g,
whereN = copy number [16]. This gives a total protein volume of 3.09 lm3, which is 5% of the volume of the smallest cell. Another 1.14 lm3 (2%) can
be calculated from the 27% of annotated ORFs whose copy numbers were not observable [16], although some of these could be false ORFs or not
expressed in log-phase growth. Previous studies estimate that 7–40% of the cell is occupied by macromolecules [33], which suggests that 0–33% is
occupied by non-protein macromolecules such as nucleic acids, polysaccharides and membrane lipids.
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fraction of these: a previous estimate is that they are available
for just 54 of probably more than a million physically interact-
ing protein pairs [10]. In an ideal world, a full set of these de-
tails could help guide the construction of a whole cell model,
though in the short term one must cope with the fact that de-
tails such as interaction aﬃnity are simply not going to become
generally available. Eﬀorts to deduce numbers approximatingaﬃnities directly from proteomics data [10,41] might provide
an intermediate solution.5. When one knows the answer?
When using the datasets mentioned above, one must consider
all of the possible limitations. It is also informative to consider
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know reasonably well what the ‘‘true’’ picture should be. For
this one can consider molecular machines that have been the
subject of intense individual study. For a small fraction of com-
plexes inside the cell, we know a great deal. For instance, the
proteasome, RNA polymerase II, Arp2/3 complexes all have
high-resolution crystal structures, and a lot of other supporting
information such as stoichiometry is known for some com-
plexes often before structures have been determined.
For example, the exosome is involved in 3 0 to 5 0 degradation
of mRNA in the nucleus, and combines with the ski complexFig. 2. Merged structural and proteomics data of the exosome and ski core
complexes. Solid lines = direct contacts in the human exosome structure. D
proteins that are not part of the exosome or ski (shown by their gene names).
[10]. Light grey areas connect proteins through pairs with socio-aﬃnity score
Sub-cellular locations [17,18]. Proteins that were detected in both the nucleu
putting it all together. Each triangle, square and hexagon represents 1000
interaction partners. For proteins that were detected in both the nucleus an
regions. Exosome components are shown in the cytoplasm even if they were n
with Ski. The ﬁgure includes the yeast homologues of the nine components
complex. Rounded triangles = components of the exosome ring, rounded squ
Ski complex. Colours and shapes are constant throughout. Gene names areto perform cytoplasmic 3 0 to 5 0 mRNA degradation [42].
The core of the yeast exosome has 12 components [10]. Early
experiments suggested that the principle players in this com-
plex are present as single copies [43], which was conﬁrmed
for the nine core components in the X-ray structure [34]. The
structure and previous in depth two-hybrid studies [44] also re-
vealed the way the components were assembled: ie. who inter-
acts with whom (Fig. 2A). The Ski complex is also thought to
have a 1:1:1 stoichiometry [45].
Genome scale two-hybrid data [1,2] identiﬁes only two of the
interactions known to occur inside the exosome, and sayscomplexes. (A) Interactions between proteins in the exosome and ski
ashed lines = yeast two-hybrid interactions [1,2], including to those
All pairs of proteins in dark grey areas have a socio-aﬃnity score P 10
P 5 and <10. (B) Copy numbers [16], to the nearest 1000 copies. (C)
s and the cytoplasm are shown straddling the regions. (D) One way of
molecules. As many molecules as possible are placed close to their
d cytoplasm, the number of copies is divided equally between the two
ot detected there, since they are required for the interaction of Exosome
of the human exosome structure [34] plus the components of the ski
ares = components of the Exosome cap, hexagons = components of the
given in (B).
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for false negatives, it is perhaps not surprising that so many
interactions were missed. Possibilities to correct for these could
come from methods to infer interactions by homology, either
interologs (interactions between equivalent proteins in diﬀerent
species [46] or by modelling protein interfaces [47,48]).
Inspection of the copy numbers for these proteins (Fig. 2B)
gives a curious picture. For the exosome, proteins that should
be there in equal copies range from 3138 (RRP43) to 10757
(RRP46), and one sees an even greater range for Ski compo-
nents (1707–11931). This gives some hints as to both the exper-
imental accuracy and other variability that is impossible to
capture in such experiments, such as diﬀerent rates of degrada-
tion.
For both complexes, there have been investigations into
their cellular locations. The exosome core is thought to exist
both in the cytoplasm and the nucleus with diﬀerent accessory
proteins modulating its function accordingly [49]. The Ski
complex, in contrast, is thought to act only in the cytoplasm.
Within the high throughput data [17,18], the ski complex com-
ponents were found only in the cytoplasm as expected, but
some of the core exosome components are seen only in the nu-
cleus (Fig. 2C). Again, this highlights limitations of the ap-
proach – something prevented the entire exosome from being
seen in the cytoplasm, despite the fact that there is evidence
for all core components to be there.
Combining these data together naively (Fig. 2D) would give
a picture that was out of keeping with what is known. Specif-
ically, it would appear to suggest partial structures, subunits in
isolation, or perhaps complexes with stoichiometries diﬀering
from that known. This suggests that it would be necessary
somehow to correct for what are probably limitations in the
techniques to measure copy number and location. The combi-
nation of high-throughput complex puriﬁcation datasets might
be the key: the core exosome components are consistently to-
gether in many puriﬁcations [10,11], suggesting that these data
could be used to correct for such anomalies.6. Putting things together
How do we integrate all the data in to a structural model of
a cell? More importantly, do we need to reconcile all inconsis-
tencies, and ﬁll in all gaps before obtaining anything useful?
And moreover what can we hope to use such a model for? Sev-
eral models of cells and large subcellular structures currently
exist. Perhaps most striking are the beautiful pictures of Good-
sell that integrate structures of diﬀerent sizes and information
from a variety of sources [23,24]. Elsewhere, Takamori et al.
recently published a structural model of a synaptic vesicle
[50] that combined experimental information on vesicle size
and structure, protein and lipid types, copy numbers, and pro-
tein and membrane structures, and used comparative model-
ling, molecular dynamics, and hand-editing to ﬁt this data in
to a model of a single vesicle. Many methods for simulating
reaction dynamics model structure either implicitly or explic-
itly [25,51–56], although they usually do not explicitly model
proteins and structures not directly involved in the reaction
of interest.
Cells are, of course, not static entities. Even ignoring drastic
variations, such as division, or mating, they are in a constant
state of change. Some cellular structures form spontaneously(e.g. [57]), while others require the input of energy, a constant
turnover of components and/or the participation of other fac-
tors (e.g. [58–63]). Most of the data discussed above are an
average over time and multiple cells, and will clearly not cap-
ture this dynamism. This begs the question as to whether it is
at all possible to construct a static model without a more de-
tailed consideration of the dynamics.
The true picture of the cell does not ﬁt well onto the blue-
print or wiring diagram analogies that are so common in text-
book biology. When building the whole cell it is probably
worth considering other analogies, such as ant colonies, bee
swarms, the ﬂocking of birds, traﬃc patterns and the behav-
iours of crowds (e.g. [64]), which may help to explain some
of the data.
A static whole cell model would enable many studies, such as
virtual ﬂuorescence labelling, investigations of diﬀusion and
other cell-scale processes, the identiﬁcation of contradictions
and artefacts in the data, the production of approximate phys-
ical constants, and would focus attention on blurry parts of the
picture where data are lacking. As such it would be a boon to
eﬀorts to model the whole cell in a fashion that considers as
much of what is currently known as possible.
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