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Abstract 
The activity and function of many macromolecules in cellular environments are coupled 
with the binding of ions such as alkaline earth metal ions and poly oxo anions. These ions are 
involved in the regulation of important processes such as protein crystallization, nucleic acid and 
protein stability, enzyme activity, and many others. The exact mechanism of ion specificity is still 
elusive. In principle, computer simulations can be used to help provide a molecular level 
understanding of the dynamics of hydrated ions and their interactions with the biomolecules. 
However, most of the force fields available today often fail to accurately reproduce the properties 
of ions in aqueous environments. 
Here we develop a classical non polarizable force field for aqueous alkaline earth metal 
halides (MX2) where M = Mg
2+, Ca2+, Sr2+, Ba2+ and X = Cl-, Br-, I-, and for some biologically 
important oxo anions which are NO3
-
, ClO4
- , H2PO4
-
 and SO4
2-, for use in biomolecular simulations. 
The new force field parameters are developed to reproduce the experimental Kirkwood-Buff 
integrals. The Kirkwood-Buff integrals can be used to quantify the affinity between molecular 
species in solution. This helps to capture the fine balance between the interactions of ions and 
water. Since this new force field can reproduce the experimental Kirkwood-Buff integrals for most 
concentrations of the respective salts, they are capable of reproduce the experimental activity 
derivatives, partial molar volumes, and excess coordination numbers. Use of these new models in 
MD simulations also leads to reasonable diffusion constants and dielectric decrements.  
Attempts to develop force field parameters for CO3
2-
, HPO4
2-
 and PO4
3-
 ions were 
unsuccessful due to an excessive aggregation behavior in the simulations. Therefore, in an effort 
to overcome this aggregation behavior in the simulations, we have investigated scaling the anion 
to water interaction strength, and also the possibility of using a high frequency permittivity in the 
  
simulations. The strategy of increasing relative permittivity of the system to mimic electronic 
screening effects are particularly promising for decreasing the excessive ion clustering observed 
in the MD simulations. 
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Chapter 1 - Introduction 
Computational chemistry is a branch of chemistry that gains increasing attention from the 
thriving scientific community day by day. As an example of this is the fact that the Nobel Prize in 
the chemistry for 2013 was awarded to three scientists for their contribution to the advancement 
of the computational chemistry. In computational chemistry, a model of a real chemical system is 
designed and studied using computers.1 These models include a set of equations, and parameters 
associated with those equations, which can represent either quantum mechanical or classical 
mechanical levels of theory. Then, both measurable and unmeasurable properties are computed for 
a particular model. A comparison of those measurable properties with experimental properties are 
then used to validate or invalidate the model. Once a valid model is achieved additional properties 
can be computed to help solve real world chemical problems, complement experimental results, 
or to predict unknown or unmeasurable quantities. Although there is a tendency towards using 
computational chemistry in research when collaborating with experimentalist to solve chemical 
problems, there are limitations regarding what is currently possible in this field. Hence, steady 
improvements in computer hardware and software, coupled with more refined representations of 
the currently available chemical models, are required in order to improve many appreciations in 
this field. 
 
 1.1. The impact of computer hardware on computer simulations  
At the atomistic level, even a very small size chemical system may consist of a very large 
number of atoms. Therefore, it requires significant parallel computing capabilities to simulate 
many chemical systems. The advancement of parallel computing has enabled the simulation of 
larger and larger chemical systems and/or smaller systems for longer times. The unprecedented 
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growth in computational capabilities of high performance computing in the last decade has led to 
many new disciplines using computer simulations as an important tool to compliment theory and 
experiment.  
In 1965, one of the co-founders of the Intel cooperation, Gordon Moore, introduced 
“Moore’s law” which predicts that the transistor density of semiconductor chips would roughly 
double every 18 months. But, more transistors mean a processer requires higher power densities. 
Therefore, it was forecasted around the year 2000 that computer microprocessors would produce 
enough heat to destroy the microprocessor itself. In response to this problem, the computer 
industry started to shift towards multi core designs adapting parallel computing instead of the 
conventional serial approach.2 This strategy enabled an increase in the transistor density in 
microprocessors by increasing the number of cores without increasing power consumption. 
Nowadays, almost all computers are equipped with multi core processors. 
 
 1.2. Computer simulations in chemistry 
In general, computer simulations of chemical systems fall in to two major divisions. 
Quantum mechanical (QM) simulations and classical mechanical simulations. From an accuracy 
point of view QM is usually the best approach to analyze a given chemical system. However, QM 
cannot be used to simulate a system with even just a few thousand atoms due to limitations in 
theory and applications.3-4 Therefore, classical mechanics is the most widely used approach to 
simulate larger chemical systems.  
In classical computer simulations the time trajectories for a system of interacting atoms, 
molecules or ions are generated via numerical integration of the classical equations of the motion. 
Ideally, a full description of the system includes the dynamics of both the electrons and nuclei of 
3 
the atoms. But, in the classical simulations one invokes the Born-Oppenheimer (BO) 
approximation,5 due to the large separation between the times scales for nuclei and electron 
motions. Therefore, the dynamical evolution of the nuclei can be examined without considering 
any explicit contributions from the electrons. Since electrons are not treated explicitly in classical 
simulations an inherent disadvantage is that these simulations cannot model QM effects such as 
proton tunneling, and bond making or breaking. Here atoms and bonds are treated as simple “ball 
and spring” models.6 Another major limitation of classical simulations are the simulation time for 
a given system size (Figure 1.1). Fast chemical bond vibrations limit the time step used in 
numerical integration to the femtosecond time scale.7 This means millions of steps are required to 
reach the nanosecond time scale, and billions are required to reach the microsecond time scale. 
Hence, it can be very difficult to study important biologically relevant processes, which can 
involve processes occurring many orders of magnitude slower than this, using currently available 
computers.  
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Figure 1.1. Spatial and temporal resolution of various experimental and simulation techniques 
(taken from Dror et al7) 
 
 
 
Classical simulations can also be subdivided in to several categories. These are Monte 
Carlo (MC) simulations, Langevin dynamics (LD) simulations, Brownian dynamics (BD) 
simulations, and molecular dynamics (MD) simulations.8 In MC one uses randomly generated 
probabilities to decide if the movement of a molecule is allowed. The earliest applications of MC 
used highly idealized representations of molecules such as hard spheres and disks.9 LD and BD 
simulations also use simplified description of the chemical system where the solvent molecules 
are not treated explicitly. Hence, many important equilibrium and dynamic properties, which are 
affected by the solvent, cannot be studied in these systems. In most MD simulations of biological 
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systems the solvent is treated explicitly. MD simulations can be computationally costly for 
electrolyte solutions due to the multiplicity of the components, the presence of long range 
interactions, and the need to perform longer simulations to obtain converged ion -water 
properties.10 Finally, there are hybrid variants of MD simulations where a small portion of the 
simulation box is treated using a QM level of the theory. However, these simulations are much 
slower than classical MD simulations, and they are only used when necessary. 
 
 1.2.1. Molecular dynamics 
 
Figure 1.2. A simple molecular dynamics scheme 
6 
Since MD simulations use classical mechanics to calculate the total energy of the system the 
Hamiltonian for the system can be written as shown in Eq. 1.1. Here, H is the total energy 
(Hamiltonian) of the system, p is the momentum, r is the position, m is the mass, and U is the 
potential energy.  
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Eq. 1.1 
 
Derivatives of the Hamiltonian then provide the equations of motion. These involve the forces, -
∇r U, on the atoms as displayed in the Eq. 1.2 and Eq. 1.3. The force field, which is used to calculate 
the potential energy of system, is discuss later in this thesis. The classical equations of motion are 
then, 
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Eq. 1.3 
As mentioned previously, the time step depends on the fastest degrees of freedom in the system. 
Usually, in classical MD simulations the bond vibrations are the fastest motions. Typically, the 
values range between 10-20 femtoseconds. Therefore, most of the MD simulations use a value 
close to 0.5 femtoseconds for a time step. However, for MD simulations systems with no bond 
vibrations the time step can be increased to 5 femtoseconds.  
Alder and Wainwright in the late 1950's performed the first molecular dynamic simulations 
to study the interactions of hard spheres and to obtain insights about the behavior of simple liquid 
systems.11-12 In 1964, Rahman performed the first molecular dynamics simulation with a realistic 
potential to study liquid argon system.13 The next major advance was in 1974 and involved the 
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simulation of the complex liquid water.14 Computer simulations of biological systems have 
evolved greatly since the first 10 picosecond molecular dynamics simulation of the BPTI protein 
in a vacuum by McCammon, Gelin and Karplus in 1977.15 Indeed, a recent protein folding study 
of BPTI reached the millisecond time scale in 2009 with the help of a computer specially designed 
for simulation named, Anton.16-17 
 
 1.3. What is a force field? 
There are several challenges for performing a successful biomolecular simulation.18 The 
force field must realistically represent the atomic and molecular interactions, the conformational 
space must be sampled in a manner that is both fast and efficient and appropriate experimental 
data must be available against which the simulations can be validated. The quality of the force 
field is perhaps the most important factor in these considerations as it is ultimately responsible for 
the accuracy of the MD results.18  
The force field is the set of equations and associated parameters used to describe the 
interactions between all the atoms in a system. The force field has to be sufficiently accurate to 
reproduce the properties and mechanisms underlying the processes of interest.17 Force fields are 
usually parametrized by using experimental data obtained from crystallographic, spectroscopic, 
and thermodynamic studies (densities, free energies), together with some properties obtained via 
fitting to QM data for the molecule of interest.18-19  
According to classical mechanics, the kinetic energy and the potential energy lead to the 
total energy of a given chemical system. To calculate the kinetic energy, we only need to know 
the masses (m) and the velocities (v) of the respective atoms according to,  
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Eq. 1.4 
The potential energy is usually expressed in terms of a set of bonded and non-bonded interactions. 
The bonded interactions include contributions to potential energy from any bonds, angles and 
dihedrals within the molecules as displayed in Eq. 1.5. 
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Here, 𝑘𝑏 is the force constant of the bond and 𝑟0 is the equilibrium bond distance in the bonds term 
displayed in Eq. 1.5. Similarly, 𝑘𝜃 is the angle constant and  𝜃0 is the equilibrium angle for the 
angle term in Eq. 1.5. For the proper dihedral term displayed in Eq. 1.5 the 𝑘𝜙, 𝑛, 𝛿 parameters are 
the force constant, multiplicity, and phase shift, respectively. The multiplicity determines how 
many maxima and minima there are in the 360 degrees of rotation, and the phase shift is use to 
shift the maxima and minima to appear at the correct values of the dihedral angle. The improper 
dihedrals are used to model conjugation and planarity of the molecule, where 𝑘𝜉  is the improper 
dihedral constant and  𝜉0 is the equilibrium improper dihedral angle. The non-bonded contributions 
to the potential energy includes both van der Waals and electrostatics according to, 
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Here, q is the effective atomic charge and 𝜀0 is the permittivity of the medium. The van der Waals 
term in the Eq. 1.6 includes the parameter 𝜎𝑖𝑗, corresponding to the LJ diameter which is a measure 
of the size or contact distance between atoms, and the parameter 𝜀𝑖𝑗 which determines the LJ 
interaction strength between i and j atoms. There are x-ray crystallographic experimental data 
available to determine the values of 𝑟0, 𝜃0, and 𝜉0, and spectroscopic data that can be used to 
determine the values of 𝑘𝑏, 𝑘𝜃, and 𝑘𝜉 . Furthermore, equation of state data can be used to 
determine 𝜀𝑖𝑗 and 𝜎𝑖𝑗, or they can be obtained by using QM calculations on small molecules. 
Unfortunately, there are no experimental data available to determine parameters for the dihedral 
potentials (𝑘𝜙, 𝑛, 𝛿), or for the partial atomic charges (q). Hence, these parameters are usually 
obtained from QM calculations. Unfortunately, the charges on atoms are mostly based on gas 
phase QM calculations, which do not include the polarization and screening effects present in the 
solvent medium. Therefore, most of the commonly used force field parameters differ in terms of 
the parameters that are not available experimentally, such as the partial atomic charges and 
dihedral parameters. 
AMBER20, CHARMM21,GROMOS22,OPLS23, KBFF24 are some of the most common non 
polarizable force fields used in biomolecular simulations nowadays. Non polarizable force fields 
have been very successful in modeling many complex biological systems despite their simplicity.25  
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 1.4. Polarization 
Incorporating polarization and electronic screening effects in to computer simulations is a 
challenging task. The permittivity 𝜀 is used to describe how a dielectric medium interacts with an 
external electric field. Even a low intensity electric field in a molecular liquid can establish an 
effective charge separation by aligning the dipole of the molecules in the liquid. This phenomenon 
is known as polarization (?⃗? ). The polarization is defined as macroscopic dipole moment (?⃗⃗? ) per 
unit volume (V).26 
 ?⃗?  = ?⃗⃗? 𝑉⁄  Eq. 1.7 
The polarization can be divided into two microscopic contributions. Those two are the 
orientational polarization (?⃗? 𝜇) and the induced polarization (?⃗? 𝛼).
26 
 ?⃗?  = ?⃗? 𝜇 + ?⃗? 𝛼  Eq. 1.8 
The orientational polarization (?⃗? 𝜇) originates from the alignment of the permanent molecular 
dipoles along the applied external field. The induced polarization (?⃗? 𝛼) accounts for the generation 
of an additional molecular electric dipole moment due to the displacement of electron cloud by the 
local field. This molecular polarization is a combination of atomic polarization and electronic 
polarization.  
All polarizable models attempt to incorporate the effect of the deformation of the electron 
cloud due to any surrounding electric field.27-28 This has been achieved for many liquids by adding 
extra explicitly polarizable sites, or allowing atomic charges to fluctuate.29-30 However, these 
models are computationally expensive. On the other hand, simpler non-polarizable models fix the 
molecular charge distribution and “effective charges”, which implicitly include polarization 
effects, are used instead.  
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 1.5. Modeling water in MD simulations 
Water is the most abundant solvent and it plays very important role in the function of 
biological systems. Although the macroscopic properties of liquid water are well known, the 
microscopic forces that define the properties of water are not so well understood.31 A water 
molecule can act as both hydrogen bond donor as well as a hydrogen bond accepter. A network of 
three dimensional hydrogen bonding interactions between water and other surrounding molecules 
gives many unique characteristics to water, in contrast to other solvents. These special and unusual 
properties have led to continued efforts to develop accurate models of water for use in computer 
simulations. 
The development of water models, which can mimic the properties of real water, is an 
active area of research and has been for decades.32-33 However, a universal water model capable 
of reproducing the correct experimental properties of the different water phases remains elusive. 
Inevitably, classical molecular dynamics simulations, or Monte Carlo simulations, are required to 
understand water at the molecular level because even small systems contain larger number of water 
molecules, prohibiting the use of QM calculations. However, the accuracy of the computer 
simulations depends on the quality of the interaction potentials used to describe the inter and intra 
molecular interactions. There are many water models that have been developed since the 
publication of first water model for molecular dynamics in 1971.34 These water models can vary 
from simple rigid three site models to more complex and polarizable models with many sites and 
with flexible bonds. The QM calculations interpret the hydrogen bond in a water dimer as a result 
of the competition between an attractive interaction potential energy, which can be approximated 
to classical electrostatic interaction, and a repulsive electronic kinetic energy.35 Different water 
models use different empirical potential energy functions to describe the interactions in water. 
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These empirical potentials can have different levels of sophistication and may include electronic 
polarization, quantum effects, etc. However, complex potential energy functions often lead to 
slower, more memory intensive, computer simulations. Hence, a balance between accuracy and 
computational efficiency is required.  
Empirical non polarizable models assume the molecular polarizability is unaffected by the 
environment. However, some non-polarizable water models attempt to include polarization effects 
by modeling the charge distribution by multipoles.36 The monopole, dipole, quadrupole, octupole 
and hexadecapole moments are the zeroth, first, second, third and fourth moments of the charge 
distribution. The significance of the multipole moments are inversely related to their order. The 
Bratko-Blum-Luzar (BBL) water model includes point dipoles and a square well tetrahedral 
octupole potential to model hydrogen bonding.37 The SSDQO potential model describes a water 
molecule as a Lennard-Jones sphere with point dipole, quadrupole, and octupole moments.38 These 
water models include multipole moments to help capture effects that are hard to model in simple 
non polarizable water models. As an example, quadrupole moments are claimed to be more 
sensitive than dipoles and influence the orientation of molecules leading to a dense packing of the 
system.39 It is also claimed that including octupoles is necessary to distinguish anion and cation 
solvation dynamics.40 Although including higher order multipole moments can increase the 
accuracy of the water model, this can increase the computational cost as well. Consequently, most 
of the water models neglect quadrupole or higher moments as many of the liquid properties, such 
as density or energy, used to fit the potential are not sensitive to the higher moments.  
Most water models simply increase the dipole moment in an effort to model the effective 
contributions by all multipole interactions. The average effect of electronic polarization and 
screening of a water molecule by its neighboring water molecules is accounted for in most non 
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polarizable force fields by simply increasing the dipole moment from gas phase value.41-42 Here, 
fixed charged water models with a permanent dipole of 2.2 - 2.4 Debye are used. However, this 
dipole moment is still lower than experimental liquid water value which is closer to 3.0 Debye.41, 
43. 
 
 1.5.1. Incorporation of electronic screening in MD simulations 
Including electronic screening effects in non-polarizable force fields is crucial. A common 
way of doing this in simple force fields is by adjusting the partial charges of a molecule to represent 
screening and polarization effect of the solvent. This strategy is straight forward for neutral 
molecules such as water. But, unfortunately, not so simple for ions which are restricted to possess 
fixed integer charges. As mentioned before, most common force fields use fixed gas phase integer 
charges for ions irrespective of any effects of the solvent. This makes the ion charges and standard 
water models incompatible and modeling screening effects of water as a solvent in MD simulations 
is a challenging task.  
The gas phase experimental electrostatic dipole moment of water is about 1.85 Debye.43 
For the water dimer the electrostatic dipole moment is about 2.1 Debye and this value increases in 
larger water clusters and is closer to 3.0 Debye in the liquid phase.41, 43 But most of the water 
models used in MD simulations use effective charges that provide a dipole moment (𝜇𝑒𝑓𝑓) value 
around 2.3 Debye.41 This value for the dipole moment of water in non polarizable models arises 
after fitting to a variety of different chemical properties. It is somewhat surprising that most of the 
common water models display an effective dipole moment with a value close to 2.3 Debye. 
Leontyev et al. justify this value as an effective dipole moment that corresponds to the ratio 
between of real dipole moment of a water molecule in the liquid and square root of the electronic 
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dielectric constant of water (𝜀𝑒𝑙) which is 1.78. 
44 This is called the MDEC (Molecular dynamics 
in electronic continuum) model.44 In this model, one considers that the point charges are moving 
in a homogenous electronic continuum with a known dielectric constant of 𝜀𝑒𝑙 corresponding to 
the screening proved by the motion of the electrons in the system.  If this is ignored, then the 
charges in the system need to be scaled down by a factor of 1 √𝜀𝑒𝑙⁄  (approx. 0.7 in an aqueous 
solution), leading to the relatively low dipole moments of many water models. Alternatively, the 
background dielectric constant in the MD simulation can be increased to 𝜀𝑒𝑙, and the partial atomic 
charges increased by √𝜀𝑒𝑙, to generate a model with the “correct” liquid state dipole moment but 
the same properties as the original model. 
As discussed before for ionized groups, integer charges are used in most of the non-
polarizable force fields. By ignoring electronic screening effects, this leads to exaggerated 
electrostatic interactions by almost a factor of two. This is the main driving force behind the MDEC 
model. Unfortunately, using this approach for ions leads to non integer charges. For example, when 
modeling divalent metal ion using the MDEC model one would use a cation charge of +1.4 instead 
of +2 charge at the atom center. This is not totally satisfactory. 
 
 1.5.2. Selecting a water model for a MD simulation 
TIP3P45, SPC46 and SPC/E47 are a few of the popular water models used in biological 
simulations. These are simple water models with three interacting sites. TIP4P48 involves four 
sites, and the TIP5P49 water model includes five sites. Remarkably, despite its simplistic nature 
these non-polarizable rigid water models, which do not include explicit electronic polarization or 
screening effects, have been capable of reproducing many properties of liquid water. As an 
example, hydration free energies can be computed with reasonable accuracy using non polarizable 
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water models.50-51 Moreover, the addition of flexibility or adding electronic polarization effects to 
the water model have not shown major improvements in the liquid water properties compared to 
the existing simple rigid, non-polarizable, water molecules.32  
The best water model is a matter of debate. The SPC/E water model appears to reproduce 
the experimental structural and dynamical properties of pure water better than TIP3P. However, 
TIP3P can reproduce better experimental dielectric properties than SPC/E.52 These three site water 
models are widely used in biological simulations due to their computational efficiency compared 
to the more recent four and five site water models. A review published in 2011 to evaluate 
seventeen chemical properties of different rigid non polarizable water models concluded that 
SPC/E is a reasonable water model.53 
There are simulations studies that have shown the necessity to use compatible water models 
with a given force field in biomolecular simulations.54 While which water model is the best fit for 
a given force field in computing a given chemical property is still a bone of contention in the 
research community, the widely accepted opinion is as GROMACS55 manual suggests; that the 
TIP3P water model is suitable for the AMBER and CHARMM force fields, the SPC water model 
is compatible with GROMOS, and the TIP4P water model is compatible with OPLS force field.54 
Most of the time a force field is most compatible with the water model that was used in the 
parameterization process. 
 
 1.6. Modeling ions in MD simulations 
Aqueous electrolyte solutions are very important in biological, geological and industrial 
systems.56 In biological systems ions stabilize proteins and nucleic acids.57-58 Ions dissolved in sea 
water vapor can participate in the process of corrosion, and ions in atmospheric aerosols are 
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involved in many environmental processes.59 Most inorganic salt crystals dissolve easily in water. 
This is because ion to water interactions are more favorable than the cation and anion interactions 
in the salt crystals. However, capturing the fine balance between the coulomb attraction of ions 
and the solvation process using non-polarizable force fields is a challenging task.  
The strong electrostatic interactions between ions and solvent molecules clearly contribute 
to the thermodynamic properties of these solutions. The hydration properties of water can be either 
hydrophilic or hydrophobic in nature. Polar molecules and ions participate in hydrophilic chemical 
interactions with water molecules. The strength relative to the thermal energy (kBT), and long 
range nature of the hydrophilic interactions, makes modeling these interactions in the simulations 
a tedious task.  
Undoubtedly, water is an important solvent. It is also a highly polarizable solvent, which 
makes modeling water difficult. Despite the importance, there is still no consistent molecular 
picture concerning the impact of ions on water dynamics.60 One of the major unresolved questions 
is whether a particular ion accelerates or slows down water dynamics. Most of the recent time 
resolved experiments suggest water dynamics in salt solutions are slower than in pure water.60-61 
But NMR, dielectric and viscosity experiments suggest that, for some salts, the reverse is true.60 
This effect is concentration dependent with all ions slowing down water dynamics at high salt 
concentrations, but some ions accelerating water dynamics under dilute conditions.62 
Another essential unresolved question is the range of an ion’s influence on the properties 
of water molecules. Many theoretical and experimental studies indicate a ion with low charge 
density typically only interacts with the first solvation shell water molecules.62-63 But ions with 
high charge densities can influence waters in the second or third solvation shells.62-63 Furthermore, 
there are studies of high charge density ions, such as Mg2+, where the counter ion can influence 
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the surrounding water molecules even at dilute concentrations due to some long range cooperative 
effects.64 
In MD simulations the water molecules tend to point the OH bond toward the anion while 
its dipole points towards the cation. Therefore, it is argued that in simple water model simulations 
the anion would affect the water OH bond dynamics and the cation would act on the water dipole. 
The experimental bulk water reorientation is considered to be only slightly anisotropic.65 However, 
water molecules next to a ion with high charge density, such as Mg2+ or SO4
2- , could display a 
significant anisotropy in their water reorientation dynamics, as suggested by some experiments 
and MD simulations.60 These are difficult features to include in simple non-polarizable force fields. 
Other than the strong influence ions can have on structure and dynamics of nearby water 
molecules, there are ion specific effects as well. A good example indicating how different ions can 
display distinctive effects is the Hofmeister ion series.66 This series ranks ions according to their 
ability to precipitate proteins from aqueous solutions. 
There are several advantages of using MD simulations over experimental studies. The MD 
simulations can be used to simulate physiologically relevant low ion concentration. Furthermore, 
in a computer simulation, ion and water interaction can be studied without the impact of the counter 
ions. This is not feasible in experiments and the counter ion can influence the structure and 
dynamics of the solvent. Also, MD simulations can be used to study the effect of competitive ion 
interactions in the presence of multiple ions to investigate the interactions with biomolecules. This 
is very difficult to study under experimental conditions due to other interferences inside a living 
cell.  
All the above advantages are futile if the ions modeled in the MD simulations do not mimic 
real aqueous ionic solution. One of the major challenges in force field development is to decide on 
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the partial charges on atoms for a molecule. These partial charges cannot be validated by 
experimental studies and do not correspond to any observable property of the system. Partial 
atomic charges can be used as adjustable parameters in the force field, and most of the time QM 
calculations are used to elucidate the values. Even modeling electrostatic interactions for ions is a 
challenging task for non-polarizable force fields. Most force fields model metal ions using a 
Lennard-Jones sphere with a constant integer charge. However, this disregards the effects of 
electronic dielectric screening by the solvent and other ions. This is thought to provide a reasonable 
representation of solute and solvent interactions, and this is probably sufficient for monovalent 
ions, but for the divalent and multivalent ions this simple description does not appear to be so 
accurate. As a example, for divalent ions the non additive effects for the first solvation shell are 
about 70 kcal mol-1, most of which is neglected by the force field. This is approximately 14 times 
larger than the gas phase binding interaction energy of a water dimer.67 A strategy to overcome 
this issue in MD simulations is still not clear. 
The anisotropy of the water molecules in the vicinity of a solute influence the solute 
hydration thermodynamics in aqueous solution. In a MD simulation of water and ions it has been 
shown that changing the diameter of monovalent ion from 0.4 nm to 1.7 nm can result in a distinct 
asymmetry in the structure and thermodynamic properties of the hydration of ions.68 This is 
consistent with previous theoretical and experimental studies. This study use monovalent cations, 
anions and some large hypothetical ions. The same study has also shown that the free energy of 
hydration is more favorable for negatively charged ions than for positively charged ions of the 
same size.68 Therefore, the differences in size and charge of ions can impact solvation properties. 
When a salt crystal dissolves in water at finite concentrations ion paring still exists. 
Stronger ion paring in solutions can be achieved by reducing the dielectric constant of water by 
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using super critical water,69 or by changing to polar solvents,70 or by moving from monovalent 
ions to multivalent salt ions.71 Also, there are experimental and simulation studies that suggest ion 
pairing is a possible clue for discriminating ions with different sizes, but which have the same 
charge. The sodium and potassium ions have the same charge but only differ slightly in size. 
However, biological systems can often distinguish between the two ions with very high accuracy. 
There are MD studies that suggest the observed free energy change upon replacing a potassium 
with a sodium in a contact ion pair can be an important factor to help discriminate between these 
ions in a biological system.72-73 This concept of the law of matching water affinities, which relates 
hydration strengths of ions to the inclination to form contact ion pairs, has been supported by some 
experimental studies.74   
To model metal ions in classical force fields one only needs to define three parameters, 
since a metal ion only exhibits non bonded energy interactions. The first one is the point charge 
(q) required for electrostatic interactions. Then, for the dispersion interactions, most of the force 
fields use a simple LJ potential where the parameters are the interaction length (𝜎) and the 
interaction strength (ε). However, if it is an ion with multiple atoms then one need to define bonds, 
angles, dihedrals and the partial charge distribution for each atom too. To calculate cross 
interaction parameters in a force field it is possible to use the Lorentz-Berthelot combination rule. 
 
ij ii jj     Eq. 1.9 
  0.5ij ii jj     
 
To parameterize the LJ interaction length (𝜎) and interaction strength (ε) one typically use 
experimentally accessible parameters. Occasionally, using experimental data, such as solvation 
free energies, one can develop the LJ interaction length (𝜎) and interaction strength (ε). However, 
these infinite dilution properties can cause force fields to fail in attempts to reproduce 
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thermodynamic or realistic structural properties at finite concentrations. Indeed, it is known that 
most of the popular force fields fail to reproduce thermodynamic properties such as activity 
coefficients, osmotic coefficients, or compressibilities of salt solutions at finite concentrations.75-
79 Therefore, ion force field development remains an active field of research.  
 
 1.7. Kirkwood-Buff Theory 
The Kirkwood-Buff (KB) theory of solutions was published in 1951 by John G. Kirkwood 
and Frank P. Buff to interpret solution mixtures.80 In this paper, the solution thermodynamic 
properties - such as derivatives of the chemical potentials, osmotic pressure, partial molar volumes 
and compressibility - are related to molecular distribution functions for a multicomponent system 
in a grand canonical ensemble where the chemical potential (μ), volume (V) and temperature (T) 
are constant. At the heart of KB theory are the KB integrals (KBI) defined by, 
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Eq. 1.10 
where 𝑔𝑖𝑗(𝑟) is the pair correlation function in a system between species i and j, and r is the 
intermolecular separation. The pair correlation function is sometimes called the radial distribution 
function (rdf). The KBI provides a measure of the affinity between all components in a solution. 
A positive value for the KBI implies a stronger net attraction between species i and j in a solution 
mixture, and vice versa.  
KB theory has been reviewed extensively and can be widely applied compared to other 
theories such as McMillan-Mayer (MM) theory, which is typically used to understand dilute 
solution mixtures.81 MM and KB theory are the same at infinite dilution. At higher solute 
concentrations, however, MM theory becomes difficult to use in practice, while KB theory remains 
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equally valid. This is because MM requires higher integrals over n-body correlation functions to 
be successful at high solute concentrations, whereas KB theory still only requires the pair 
distribution function, albeit after averaging over all other molecules in the system. 
At the time KB theory was introduced it was impossible to determine the required pair 
distribution function for a solution. Even today, most of the time we use computer simulations to 
obtain the pair distribution function. This limitation led to very few potential applications of KB 
theory for almost 20 years.82 A breakthrough came in 1978 when Ben-Naim introduced the KB 
inversion technique, which relates the experimental microscopic chemical properties to the 
experimental KBI values such that the KBIs could be obtained from experimental data.83 A 
publication in 2008 by Smith provides more detailed information concerning the KB inversion 
procedure and the extension of the theory to three or four component systems.84 The ability to 
compare simulated and experimental KBIs led to the use of KBIs to develop improved all atom 
parameters for a urea and water force field.75 This publication was a very important milestone in 
force field development. More importantly, it resolved the unphysical urea self-aggregation 
displayed by existing models at higher concentrations. This was a major problem with many other 
urea force fields including OPLS. Consequently, the KB theory parameters for urea have since 
been used to study the reversible folding/unfolding equilibrium of the Trp-cage mini protein over 
a broad range of urea concentrations reproducing the experimental linear dependence of the folding 
free energy.85 In this study, the correct balance of van der Waals and electrostatic interactions 
provided by computational parameters was used to explain the experimental agreement. Some 
other important applications of the KB theory to biological systems have been discussed by Pierce 
et al.86 The interested reader can find more information about applications of KB theory to improve 
current force fields in chapter 5 of a monograph published by Smith et al.87  
22 
Some advantages of KB theory include that it is an exact theory. This means, other than 
standard statistical mechanical assumptions, no approximations or simplifications are required to 
describe solution behavior. Also, the theory can be applied to solutions of any number of 
components, any type of components, at any (stable) composition. Another advantage of KB 
theory is that one does not have to assume a pair wise additive potential. However, the most 
important practical aspect of KB theory is that it can be easily connected to computer simulations. 
In particular, the ability to reproduce the experimental KB integrals in a simulation can be used to 
benchmark whether a simulation captured the real solute and solvent interactions in a system. 
 
 
 1.7.1. Extracting KBIs from experimental data 
The KB integrals can be used to validate MD simulations. The experimental KBIs can be 
extracted by using the experimental compressibility, partial molar volumes (density), and 
composition dependent chemical potential (activity) data. A MD simulation can be analyzed to 
provide the pair distribution function and therefore the corresponding simulated KBI values. 
Comparison of the experimental and simulated KBI values can then be used to benchmark whether 
the simulation captured the correct balance of solute and solvent interactions. 
 
 
 1.7.1.1. Relating KBI values and chemical properties 
KB theory is derived for a grand canonical ensemble where the chemical potential, volume 
and temperature are constant. However, there are technical difficulties for the computer simulation 
of open system, where particles are added or deleted in order to maintain a constant chemical 
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potential. Therefore, most computer simulations that use KB theory are performed in closed 
systems where the total number of particles, temperature and pressure are maintained constant. For 
a system in a Gibbs ensemble, where number of particles (N), pressure (P) and temperature (T) are 
constant, the equation for the KBIs can be modified to give,80 
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Eq. 1.11 
Here, 𝑔𝑖𝑗(𝑟) is the pair correlation function in a system with two different species i, j and r is the 
intermolecular separation. The R is a cutoff distance from the particle of interest. 
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The coordination number (nij) can be calculated by integrating the respective rdf 
distributions using the equation displayed in Eq. 1.12. Here, 𝜌𝑗 is the number density of j particles. 
The coordination number quantifies the number of molecules associated with a given central 
molecule. Similarly, the excess coordination number (𝑁𝑖𝑗 = 𝜌𝑗𝐺𝑖𝑗) can be used to interpret the 
coordination number over the whole range of distances in a solution, compared to that observed in 
bulk solution. Furthermore, a positive value for Nij implies an excess of species j in the vicinity of 
species I, over the random distribution, and a negative value indicates a depletion of species j 
around species i. 
 Typically, three types of KB integrals are found in the aqueous salt solutions. These are 
Gcc for ion-ion interactions, Gcw for ion-water interactions and Gww for the water interactions. The 
cations and anions are considered indistinguishable and therefore treated as a general co-solute (c) 
in the KB analysis.76, 88 Furthermore, the excess coordination numbers (Nij) for a binary solution, 
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and the experimental compressibility, partial molar volume (density), and composition dependent 
chemical potential derivatives are related by the equations displayed in Eq. 1.13.  
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Eq. 1.13 
 
w c
wc c T w c
cc
V V
N RT   

 
 
 
where R is the gas constant, T is the temperature, 𝜅𝑇 is the isothermal compressibility, ?̅?𝑖 is the 
partial molar volumes, and 𝜇𝑐𝑐is the chemical potential derivatives given by, 
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Eq. 1.14 
where 𝛾𝑐 is the molal activity coefficient and mc is the molality of the salt. The solution 
compressibility has a negligible effect on the calculated KBI values at moderate temperature and 
pressure.89 The compressibility can therefore be assumed to follow,  
 0 0
T w Tw c Tc       Eq. 1.15 
where 𝜅𝑇𝑤
0  is the compressibility of pure water, 𝜅𝑇𝑐
0  is the compressibility of the pure salt, 𝜑𝑤 is 
the volume fraction of the water, and 𝜑𝑠 is the volume fraction of the salt. The standard approach 
using the fitted experimental density data for the salt solution can be used to obtain the partial 
molar volumes.80 Therefore, Eq. 1.13 and the experimental data can be used to calculate the three 
experimental Gij values for a given aqueous salt solution. 
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Figure 1.3. An experimental analysis of the Gcc, Gcw and Gww integrals for aqueous CaCl2 salt 
solutions at 298 K 
 
 
The experimental KBI values for Gcc, Gcw and Gww corresponding to an aqueous CaCl2 salt 
solution are displayed in Figure 1.3. This indicates a typical set of KBIs for aqueous salt solutions, 
although all salts are slightly different. At lower concentrations, the ion - ion KB integral (Gcc) 
diverges to infinity for all salt solutions (Debye-Huckel limit). At higher salt concentrations the 
Gcc integrals adopt finite values. However, at high concentrations the KBI value for ion-ion 
interactions (Gcc) displays higher negative numbers compared to the Gcw for Gww integrals. That 
implies, in the aqueous CaCl2 salt solutions, that the ion-ion interactions are more unfavorable 
compared to ion-water interactions and water-water interactions. The ion-water interactions (Gcw) 
and the water-water interactions (Gww) are similar. However, the Gcw values are less negative than 
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the Gww values reflecting that ion-water interactions are preferred compare to water-water 
interactions. 
Once the KBI values are known they can be used to determine different thermodynamic 
properties. The following expressions are used to calculate the activity derivatives with respect to 
molality (𝑎𝑐𝑐), and the partial molar volumes (?̅?𝑐, ?̅?𝑤) in a binary mixture. Here 𝑤  denotes water 
and 𝑐 denotes the ions, 
  1 w ww cw
c
G G
V


 

 
 
  1 c cc cw
w
G G
V


 

 
Eq. 1.16 
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The activity coefficients (𝑎𝑐) are related to the chemical potentials and the free energy of solvation 
of the solute. In particular,  - 𝑘𝐵𝑇 ln 𝑎𝑐, is the free energy of solvation of the solute, where 𝑘𝐵 is 
the Boltzmann constant. As shown in Eq. 1.16 for acc it is noteworthy that Gww is not included as 
a variable. This implies the change in the activity of a solute with changing solute concentration 
does not depend explicitly on the solvent-solvent distribution. Hence, the interplay between the 
ion-ion interactions (Gcc) and the ion-water interactions (Gcw) is important to determine the acc 
value. 
 
 
27 
 1.7.2. Extracting KBIs from MD simulations 
The atom distribution from a MD simulation is typically characterized by using radial 
distribution functions (rdf). Once the rdf has been obtained for gcc(r), gcw(r), and gww(r) - which 
reflect the distributions of the ion-ion, ion-water and water-water - they can be used to calculate 
the corresponding KBI values. Once the corresponding KBI values are obtained they can be used 
to calculate different thermodynamic properties. 
Figure 1.4 displays a typical ion-ion rdf obtained from a MD simulation, and used to 
determine the corresponding simulated KBIs for an aqueous salt solution. The value of the KBI 
should be determined at a distance where the rdf value converges to unity, i.e. a random 
distribution.  
 
 
 
Figure 1.4. The center of mass distance (r) based radial distribution functions (rdf) and 
corresponding KB integrals as function of distance (R) for the ion-ion interactions obtained from 
a simulation of 4 mol kg-1 and 7 mol kg-1 aqueous CaCl2 salt solutions.  
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As displayed in Figure 1.4, even a small fluctuation in the rdf distribution reflects a sizeable change 
in the KBI calculation at longer distances. Furthermore, increasing the salt concentration results in 
an increase in the net ion-ion association. This is reflected by the increasing height of the contact 
ion pair peak in the radial distribution function and a lower negative Gcc value for the 7 mol kg
-1 
salt solutions. 
 
 
 1.7.3. The effect of experimental errors on the KBIs 
As discussed elsewhere in this thesis, in order to calculate the experimental KB integrals 
three types of experimental data are required. These are the isothermal compressibility, the partial 
molar volumes, and derivatives of the chemical potentials with respect to concentration, all as a 
function of composition. There are experimental errors associated with any type of experimental 
data. Those errors can propagate to the calculated experimental KBI values too. The general 
opinion is that uncertainties in the compressibility data do not impact the quality of the 
experimental KBI values under ambient conditions.89 Experimental errors in the partial molar 
volumes contribute slightly to the calculated experimental KBI values. Indeed, it is often safe to 
assume a zero excess volume of mixing, i.e. composition independent partial molar volumes. The 
calculated KBIs are, however, very sensitive to the composition dependent chemical potential 
derivatives. The experimental activity data is typically obtained by measuring the experimental 
vapor pressures of chemical species in the mixture. These vapor pressures are fitted using different 
nonlinear fitting methods. These fitting methods can also introduce uncertainties which can then 
propagate to the calculated activity data and their derivatives, and thereby the corresponding 
experimental KBIs.  
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If there are multiple experimental datasets available for a given chemical property for a 
given system, then a simple comparison can provide information concerning possible errors in the 
KB analysis. However, in many cases, multiple experimental activity datasets for aqueous salt 
solutions do not exist in the literature. Therefore, it is difficult to identify possible errors. There 
are sizable differences in the extracted KBIs observed for lower concentration regions when using 
multiple data sets of activity data.87 This coincides with systems for which the partial vapor 
pressure is low. Hence, one should be wary of over analyzing experimental and simulation data 
for compositions where the concentration of either component is very low. A more detailed 
discussion of the problems associated with experimental data, and the impact it can make on the 
extracted experimental KBIs, can be found in the literature.89-92 
 
 1.7.4. Development of the Kirkwood Buff derived force field (KBFF) models 
The KBFF force field models were developed by Smith and coworkers at Kansas State 
University, see Table 1.1. In the KBFF models most of the bonded parameters are taken from the 
GROMOS96 force field. However, most of the non-bonded parameters, such as the Lennard-Jones 
parameters and the partial atomic charges, are adjusted to reproduce the experimental KBI values 
in MD simulations of small molecule solute-solvent systems.93  
The KB theory of solutions can be used to quantify molecular distributions and to describe 
the net interactions between the solute and solvent. The sensitivity of the simulated KBI values to 
the partial charge distribution of a molecule is a behavior that can be used to develop more realistic 
effective condensed phase charge distributions, than provided by gas phase QM calculations.94 
The SPC/E model was chosen for use with KBFF models. The better diffusion coefficients and the 
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polarization corrections incorporated in to this water model were the main reasons to use the SPC/E 
water model in the KBFF implementation process. 
 
 
Table 1.1. Completed KBFF models 
Solute Solvent Reference 
Acetone water Weerasinghe and Smith95 
Urea water Weerasinghe and Smith75 
NaCl water Weerasinghe and Smith76 
GdmCl water Weerasinghe and Smith96 
Methanol water Weerasinghe and Smith97 
Amides water Kang and Smith98 
Thiols and sulfides methanol Bentenitis et al99 
Aromatics, Heterocycles methanol, water Ploetz and Smith100 
Alkali halides water Gee et al101 
 
 
 
 
 1.7.5. Technical aspects to consider when calculating KBIs from simulation 
In a MD simulation, the box size should be larger than the local correlation length between 
the particles. Specifically, the isothermal compressibility calculations are affected if a smaller 
simulation box is used.87 Theoretically, the radical distribution function should be converged to 
unity at large distances in infinite (thermodynamic limit) systems. But, in all computer simulations 
the simulation box is actually finite. Therefore, using a smaller simulation box can introduce finite 
size effects which can impact the radial distribution function and calculated chemical 
properties.102-103 Hence, small simulation boxes should be avoided. 
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The radial distribution function can show poor convergence values due to statistical noise. 
This can lead to very large and unrealistic fluctuations in the KBI values due to the 𝑟2 term 
included in Eq. 1.11. Therefore, relatively long simulations times (many ns) may be required to 
achieve sufficient convergence. The integration distance R should be chosen carefully. 
Theoretically, the same experimental KBI value can be obtained on integrating a diverse set of 
radial distribution functions. However, the experimental first solvation shell values can usually be 
used to eliminate many, unrealistic, radial distribution functions.  
In the present study ions are treated as indistinguishable in the KBI analysis. Therefore, no 
preference is given to either the cation or anion in the aqueous solution. However, there are some 
studies which use KB theory and treat the cation and anion as distinguishable species.104 In those 
studies, the system is then a ternary system and one can calculate ternary KB coefficients. An 
excellent book is available that discusses KB theory for binary and ternary systems, and how to 
extract thermodynamic and the preferential solvation properties, and was published in 2013.93 
 
 
 
 1.7.6. KBFF models for ionic solutions 
Most of the MD simulations including biomolecules need ions to neutralize the system or 
to set the ionic strength to mimic biological fluid environments. Hence, the parametrization of ions 
is crucial and one of the major challenges faced by all force field developers. A publication in 2013 
claims that more complex mathematical forms should be incorporated in to the force field 
development of ions.56 Here, deviations from the Lorentz-Berthelot rules, fine tuning of the water 
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and ion interactions, and incorporation of an exponential term instead of the r12 term in the non-
bonded interactions, have been proposed for improved force field development.  
The KBFF force field parameters for alkali halides can reproduce the experimental activity 
coefficient derivatives and also do not show any unphysical cation and anion aggregations in MD 
simulations.101 A subsequent MD simulation performed to demonstrate the ion specific salting out 
behavior of benzene in aqueous solutions shows that the KBFF alkali halide parameters are 
effective.105 
The modeling of the alkali halide ions using KBFF approach seems to reproduce the correct 
experimental structural effects in the MD simulations.101 In this work the ion and the water 
interactions are scaled to model polarization effects. This strategy is discussed in detail in the next 
chapter. Another review published in 2016 discusses the recent progress in molecular simulations 
of aqueous electrolytes and claims the special treatment of cation and water oxygen interactions 
in KBFF is a promising strategy in the empirical force field development.79 
Nowadays, most biomolecular force fields produce higher melting temperatures and 
smaller denatured volumes in protein MD simulations compared to the experimental structures.106 
However, the KBFF force field can reproduce the lower melting temperatures and comparably 
bigger denatured volumes due to the fact of incorporating higher solvation effects into the force 
field.106 A MD study of an intrinsically disordered protein structure which compared the AMBER, 
CHARMM, OPLS and KBFF force fields reported that the KBFF force field produced less 
compact structures which are close to the experimental results.106 Therefore, using KB theory in 
the force field development appears to be a promising strategy for biomolecular simulations. 
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 1.8. Summary 
Correctly modeling ions and solvation processes in classical MD simulations is crucial to 
achieve realistic biomolecular simulations. Since most classical MD simulations do not explicitly 
include electrons, polarization and screening effects that play an important role in a real system 
are challenging to incorporate into a force field. KB theory is a powerful strategy to capture and 
quantify ion and water interactions in a solution. Therefore, the focus of this thesis is to 
parameterize and include some biologically important ions in to the Kirkwood Buff derived force 
field (KBFF) to use them in classical simulations.  
Chapter 2 of this thesis is the parameterization of important divalent ions. In this chapter, 
the aqueous alkaline earth metal halides (MX2) where M = Mg
2+, Ca2+, Sr2+, Ba2+ and X = Cl-,  
Br-, I- are parameterized to include in the KBFF models. Chapter 3 describes the parameterization 
of some biologically important oxo anions such as NO3
-
, ClO4
- , and SO4
2-
. Chapter 4 investigates 
the parameterization of some phosphate ions such as H2PO4
−, and (CH3)2PO4
−. Some of the high 
charge density ions attempted during the parametrization, such as CO3
2-
, HPO4
2−, and PO4
3−, 
produced unrealistic aggregation behavior in the MD simulations. Therefore, as a way to overcome 
this problem we will explore the possibility of including electronic screening, without changing 
the charge of the ion, by simply changing the water model dipole moment to be closer to the 
experimental value. Hence, chapter 5 explores the possibility of using a modified water model to 
solve the excessive ion clustering in the MD simulations. The appendix describes a separate project 
describing a theoretical analysis of Gaussian and Non-Gaussian fluctuations in pure classical fluids 
that was recently published. 
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Chapter 2 - Molecular Dynamics Simulations of Alkaline Earth 
Halide Solutions 
 2.1. Abstract 
The activity and function of many macromolecules in cellular environments are coupled 
with the binding of divalent ions such as calcium or magnesium. In principle, computer simulations 
can be used to understand molecular level aspects of how important macromolecules interact with 
ions. However, most of the force fields available today often fail to accurately reproduce the 
properties of divalent ions in aqueous environments. Here we develop a classical non polarizable 
force field for aqueous alkaline earth metal halides (MX2) where M = Mg
2+, Ca2+, Sr2+, Ba2+ and 
X = Cl-, Br-, I- for bimolecular simulations which is compatible with the SPC/E water model. These 
new force field parameters are specifically developed to reproduce the experimental Kirkwood-
Buff integrals. Since this new force field can reproduce the experimental Kirkwood-Buff integrals 
for most concentrations of the respective salts, they are also capable of reproducing the 
experimental activity derivatives, partial molar volumes, and excess coordination numbers. Use of 
these new models in MD simulations also leads to reasonable diffusion constants and dielectric 
decrements.  
 
 2.2. Introduction 
Aqueous electrolyte solutions play a very important role in biological systems and also in 
terrestrial and marine environments. Under physiological conditions divalent ions are involved in 
many important processes such as nucleic acids and protein folding, the activation of enzymes, 
and cellular signal transduction, etc.1-2 As an example, although it is well established that many 
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enzymatic reactions involving nucleic acids are known to rely on the cooperative behavior of 
divalent cation such as magnesium, the functional role and the reaction mechanism are still a matter 
of debate.3 Nevertheless, nucleophilic attack through a water molecule or a hydroxide ion is widely 
accepted to be the reason for the cleavage of the phosphodiester linkage in the presence of metal 
ions. Divalent ions can bind strongly with biomolecules, which leads to fundamental structural and 
functional activity of proteins and nucleic acids. Mg2+and Ca2+ ions can act very differently in the 
context of blood clotting where only Ca2+ ions can act as a cofactor.4 However, the correlation 
between the size of the ions, their electronegativity, or their coordination number and the 
regulation of enzyme activity in the presence of the ions are still not fully understood.5 Magnesium 
ion channels and transporters transport Mg2+ ions against a high background concentration of its 
major competitor, Ca2+ ions. The major determinants of Mg2+/Ca2+ selectivity in Mg2+ ion channels 
are still unknown6, because the experimental structures of Mg2+ ion channels in an open 
conformation with bound Mg2+ have not yet been resolved. The degree of metal ion hydration, 
which correlates with the pore size and rigidity, is argued to be a major factor.6 
We can use computer simulations as an atomistic microscope to assist experimentalist to 
capture phenomenon, which are not accessible through conventional experimental techniques, 
with high special and temporal resolutions. However, an accurate and realistic representation of 
ion solvation in aqueous solution is crucial to achieve this goal. A realistic computational model 
should accurately capture the relevant microscopic interactions between ions and water molecules. 
However, it is still not trivial to achieve the required fine balance between the ion-ion, ion-water 
and water-water interactions in a computational model. In particular, how to include significant 
contributions from polarization effects, which may be very important in the case of multivalent 
metal ions, to the solvation using conventional non-polarizable force fields is still unclear. 
41 
Unfortunately, standard non polarizable water models used in computer simulations do not 
explicitly include electronic polarization. To overcome this issue, most water models attempt to 
include the average effect of electronic polarization by its neighboring water molecules by simply 
increasing the dipole moment from the gas phase value.7-8 Hence, to make the molecules 
compatible with water models need to adjust the partial charges to represent screening and 
polarization effect of the solvent. This strategy can easily applicable to neutral molecules. 
However, this is not an effective strategy in term of ions. The intrinsic nature of ions with fixed 
integer charges leads to incompatibly of the standard water models and ions. 
There are many more parameter sets available for monovalent ions9-10 in the force field 
literature compared to divalent ions. This may be due to inherent difficulty modeling the higher 
charge ions and their solvent interactions. Ion interactions with biomolecules can be the result of 
direct binding or indirect binding. Direct binding occurs in places like a binding pocket of a 
biomolecule where negatively charged chemical groups interact directly with cations. Indirect 
binding of metal ions can also occur where cations interact with negatively charged chemical 
groups through bonds mediated by water molecules. However, the properties of water molecules 
bound to a divalent cation can be drastically different from the bulk water properties.11 
On the nanoscale, hydration repulsion dominates the interactions between well solvated 
polar surfaces and prevent the sticking together of biological matter.12-13 An experimental and 
simulations study in 2016 reported that polysaccharides coated nanoparticles show ion specific 
colloidal stability in the presence of MgCl2 and CaCl2.
14 This study also reported that CaCl2 
enhances the colloidal particle stability, while MgCl2 lowers the stability, inducing nanoparticle 
aggregation. Furthermore, MD simulations were used to explain this phenomenon and suggested 
that surface attached Ca2+ ions promote better hydration and also induce strongly polarized 
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repulsive water structure beyond at least 3 hydration shells around the carbohydrate. However, all 
the effect of specific ions on the hydration repulsion are still not fully understood. 
14 
One of the earliest MD simulations of Mg2+ ion was performed in 1982.15 Here, a 3.3 
picosecond simulation was done in a 18.30 Å cubic box which contained 200 water and 4 MgCl2 
molecules. In 1985 a MD simulation was performed to investigate the structural properties of 
aqueous CaCl2 solution.
16 Both of these studies used ab initio derived data to model the effective 
pair potential between the ions and water. In 1990 a simulation performed by Åqvist used 
calculated hydration free energies of the Mg2+, Ca2+, Sr2+ and Ba2+ chlorides to derive condensed 
phase ion-solvent interaction parameters.17 A potential of mean force (PMF) study performed in 
1992 on a calcium chloride ion pair is one of the first for divalent alkaline earth metal ions.18 In 
2006, Gavryushov published an effective ion-ion potential for all alkaline earth metal halides with 
the SPC/E water model,19 but this study uses approximations for the ion hydration shell 
polarization and only short range electrostatic interactions are considered. 
Although Mg2+ ions play a very important role in the activity of nucleic acids, Hashem et 
al. reported that up to 2008 only 22 out of 113 RNA simulations used Mg2+ as one of the ions.20 
This review highlighted the difficulty of modeling ions with high charge densities as one reason 
Mg2+ ions are avoided in RNA simulations. Due to this high charge density, the water molecules 
bound to Mg2+ ions display very long residence times compared to monovalent cations.21 
Therefore, current MD simulations cannot capture the desolvation process of Mg2+ ions.22 A study 
in 2012 reported that MD simulations of Mg2+ ions with a DNA molecule can result in considerable 
artifacts for the AMBER23 and CHARMM24 force fields.25 This work suggested fine tuning the 
van der Waals interactions parameter for the ions to reproduce experimental osmotic pressure as a 
promising strategy.  
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As reviewed by Auffinger et al.26, no MD simulations of Ca2+, Sr2+ and Ba2+ ions with 
RNA molecules are available in the literature up to 2012, despite those ions being found in the 
experimental crystallographic structures.27 Many MD simulations have appeared in the literature 
where the crystallographic biomolecular structure originally contains Ca2+, Sr2+ and Ba2+, but these 
are replaced by Mg2+ ions in simulations. Alternatively, Mg2+ ions are ignored or replace by two 
monovalent Na+ ions in some biomolecular MD studies. The review also highlights that, although 
including divalent ions in MD simulations is a challenging task, it is necessary to perform realistic 
RNA simulations. A recent study shows that the AMBER and CHARMM force fields for Ca2+ 
ions form artificial clusters in MD simulations also containing chloride, acetate and phosphate 
ions. These salt solutions also fail to reproduce experimental osmotic pressures.28 The same work 
indicated that MD simulations of the Ca2+ ions mediated DNA-DNA interactions and leads to 
strong inter DNA attractions. However experimentally the DNA molecules repel each other.28 It 
is the failure to capture the correct solvation of Ca2+ ions by standard force fields, leading to an 
artificial attraction of the Ca2+ ions and the phosphate groups in the DNA molecules, that appears 
to be responsible for this inconsistency. 
Another study in 2015 attempted to model the strong solvation shells around Mg2+ ions by 
using a refined dummy atom model.29 In this model a single Mg2+ ion is represented as an 
octahedron with a metal center with a -1 charge covalently bound by six dummy atoms. Each of 
the dummy atoms possesses a +0.5 charge. This work attempts to optimize the AMBER ff03 force 
field to get better performance for the experimental geometries and thermodynamic properties. 
However, Saxena et al. reported that multi-site models of the Ca2+ and Mg2+ ions in the CHARMM 
force field overestimate the attraction of the cation to chloride ions resulting in unusual ion-ion 
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pairing and clustering in the MD simulations.30-31 This also leads to osmotic pressures that were 
inconsistent with experimental results. 
Another excellent review in 2015 compared 17 widely used force fields for Mg2+ ions to 
evaluate their ability to reproduce the experimental structural, thermodynamic, kinetic and mass 
transport properties.32 In this study, all the models using a simple 12-6 LJ representation failed to 
reproduce the structural and thermodynamically properties simultaneously with reasonable 
accuracy. The study suggested that exploring 12-6-4 LJ potential might be the right direction for 
the next generation of divalent cation force fields. 
Most of the commonly used force field ion parameters are typically optimized using single 
ion properties and the experimental data for the crystalline state. Hence, they cannot necessarily 
reproduce experimental thermodynamic properties at finite concentrations.17, 33-35 Mamatkulov et 
al. reported that widely used divalent ion force field parameters can only reproduce the 
experimental solvation free energy, and the first peak of water ion radial distribution function with 
reasonable accuracy at low salt concentrations.35 Furthermore, this study emphasized the necessity 
of refining existing divalent ion parameters as none of the widely used force fields, such as 
AMBER23, CHARMM24 or GROMOS,36 are capable of describing the ion specific effect of 
divalent ions in ion channels.  
Therefore, there is huge a potential to develop a force field for the alkaline earth ions which 
can reproduce correct activity, osmotic and solvation properties at finite concentrations. The new 
force field should be able to capture the fine balance between ion and water interactions. The 
Kirkwood Buff (KB) theory was used successfully in a previous publication to model alkaline 
halides to overcome limitations of reproducibility of correct thermodynamic and solvation 
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properties in MD simulations.9-10 That same approach is attempted to develop parameters for the 
alkaline earth halides. 
 
 2.3. Experimental Analysis and MD simulations 
 2.3.1. Experimental KB inversion analysis 
As discussed in chapter one, the Kirkwood Buff derived force field (KBFF) use KB 
theory37 in the parameterization process. At the heart of KB theory are the KB integrals (KBI) 
defined by, 
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Eq. 2.1 
Here, 𝑔𝑖𝑗(𝑟) is the pair correlation function in a system with two different species i, j and r is the 
intermolecular separation. The R is a cutoff distance from the particle of interest. The KB integrals 
(Gij) quantify solute and solvent interactions in a solution. Three types of KB integrals (Gcc, Gww, 
Gcw = Gwc) are sufficient to describe all the interactions of a binary solution consisting of water 
(w) and an ionic cosolvent (c). The cations and anions are treated as indistinguishable in this 
approach, and are referred to as a general cosolvent.9, 38 These three KB integrals, together with 
the number densities (𝜌𝑐 and 𝜌𝑤), can be used to determine different thermodynamic quantities. 
The KB inversion procedure,39-40 was used together with the composition dependent experimental 
data for the isothermal compressibility, the partial molar volumes, and the cosolvent activity, in 
order to extract the corresponding three experimental KB integrals. The relationships used in this 
study are displayed as Eq. 2.2.40  
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Here, Nij is the excess coordination number, R is the gas constant, T is the temperature, 𝜅𝑇 is the 
isothermal compressibility, ?̅?𝑖 is the partial molar volume, and 𝜇𝑐𝑐 is the chemical potential 
derivative given by, 
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Eq. 2.3 
 
where 𝛾𝑐=𝛾± is the molal activity coefficient of the salt and 𝑚𝑖 is the molality of species i. 
The experimental activity coefficients and densities for alkaline earth metal halides 
solutions (MX2), with M = Mg
2+, Ca2+, Sr2+, Ba2+ and X = Cl-, Br-, I- , where obtained from the 
literature.41-42 The experimental activity derivatives were fitted to the Pitzer equation43-44 and the 
densities were fitted to a simple polynomial expression.41 For a single electrolyte, 𝑀𝜈+𝑋𝜈−, the 
Pitzer equation is written as following. 
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Here, I is the ionic strength on a molality scale, Z is the charge number of ions and the 𝜈 =  𝜈+ + 
 𝜈− is the number of ions dissociated in one unit of electrolyte formula. The 𝛽
(0), 𝛽(1) and 𝐶𝜙 are 
parameters of the Pitzer equation. In addition, 𝛼 = 2 𝑘𝑔1 2⁄  𝑚𝑜𝑙−1 2⁄  and 𝑏 =
1.2 𝑘𝑔1 2⁄  𝑚𝑜𝑙−1 2⁄  and the Debye-Huckel coefficient for the osmotic coefficient is given by 𝐴𝜙. 
Finally, 𝑁𝐴,, 𝜌𝐴, D, k and 𝜀0 are the Avogadro number, the density of the mixed solvent, the 
dielectric constant, the Boltzmann constant, and the vacuum permittivity, respectively. 
Experimental KBI were obtained by using those experimental activity and density data for 
the solubility range for all salts (MX2) where M = Mg
2+, Ca2+, Sr2+, Ba2+ and X = Cl-, Br-, I- 
solutions using the KB inversion procedure. The experimental partial molar volumes are obtained 
from the experimental densities using previously established standard approaches.37, 41 The 
experimental compressibility of salt solution is obtained by using the same approach described in 
the chapter one. More details about KB inversion procedure to obtain KBI using experimental data 
is explained in detail in earlier works.9-10, 45 
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 2.3.2. Parameterization of the alkaline metal ions 
Aqueous ion solutions comprise only the ions and water molecules. The water models are 
already established and the compatible water model for KBFF force field is SPC/E.46 However, 
the ions are monatomic species. Therefore, only the non-bonded interactions contribute to the 
potential energy of a given system via the usual Coulomb and LJ potentials, 
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Hence, only 3 parameters; the charge of the ion, the Lennard Jones interaction length (σ), and the 
interaction strength (ε) are required to model an ion in a simple force field. Since the charge of an 
ion is fixed this results in just two adjustable parameters, σ and ε, to include an ion in the KBFF 
force field.  
The inclusion of missing polarization effects in simple non polarizable force fields, by 
perturbing ion and water interaction strength by a scaling factor as shown in Eq. 2.6, gave 
promising results in our parameterization of alkali metal halide ions.9-10 The same strategy is used 
in this project to parameterize the alkaline earth halide salts. This strategy not only changes the 
ion-water interaction well depth, but also modifies the repulsive wall of the LJ potential well, as 
displayed in the Figure 2.1. This is an implicit way to modify the ion-water interactions at a shorter 
distances due to account for polarization effects. 
 
ij ii jjs     Eq. 2.6 
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Figure 2.1. Impact on the Lennard Jones potential of the scaling of the epsilon value without 
changing the sigma value. By scaling the interaction strength the cation and water interactions at 
the closer distances (repulsive regime) are also modified. 
 
 
 
 
 
Since Cl-, Br-, I- already have been parameterized in the KBFF force field, we only need to 
parameterize the metal cations in the present work.10 Therefore, as the first step of the 
parameterization process, we use data for the alkaline earth metal chlorides to help determine LJ 
interaction length (σ), the interaction strength (ε), and the water to metal cation interaction scaling 
factor (s). Then successful transferability of those scaling factors to model the salt interactions of 
the bromide and iodide solutions were investigated.  
To determine the LJ interaction length (σ) and the interaction strength (ε) of the alkaline 
earth metal cations two pieces of experimental data were used. Those are the ionic radii consistent 
with the crystal lattice unit dimensions and the ion to water contact distances.47-48 Those values are 
shown in the Table 2.1.  
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Table 2.1. Experimental data for alkaline earth cations. r, is the ionic radii of the alkaline earth 
ions,  a,b,c are the crystal unit cell dimensions, and d is the cation to water oxygen contact distance. 
 MCl2 
 Mg2+ Ca2+ Sr2+ Ba2+ 
r (nm) 0.066 0.099 0.112 0.134 
a (nm) 0.3596 0.624 0.69767 0.7865 
b (nm) 0.3596 0.643 0.69767 0.4731 
c (nm) 1.7589 0.42 0.69767 0.9421 
d (nm) 0.209 0.242 0.264 0.29 
 
 
 
 
 
To determine the interaction length (σ) and the interaction strength (ε) for the alkaline earth 
metal chlorides a set of crystal structure and aqueous salt solution MD simulations were performed. 
The values of the 𝜀++ were varied to obtain the correct experimental lattice dimensions and water-
cation contact distances. The obtained results for alkaline earth cations in present work are shown 
in the Table 2.2. The 𝜎 increases as the size of the cation increases. However, the 𝜀 decreases as 
the size of the cation increases. Unfortunately, these values in Table 2.2 for sigma and epsilon 
alone could not reproduce the experimental KBI values in the simulations. 
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Table 2.2. The LJ sigma (σ), LJ epsilon (ε), LJ cation-water ε, scaling factor (s), charge (q) of the 
ions(q). For the combination rules εij= s (εii * εjj)0.5 and σij = (σii * σjj)0.5 were used in this work. 
Model Atom 
Sigma Epsilon Cation-Water 
Scaling Factor  
Charge 
Ref 
        
KBFF Mg2+ 0.2100 0.7500 0.0698 0.1 2  
        
 Ca2+ 0.2900 0.4700 0.3871 0.7 2  
        
 Sr2+ 0.3100 0.5000 0.5703 1.0 2  
        
 Ba2+ 0.3800 0.2000 0.4329 1.2 2  
        
 Cl- 0.4400 0.4700   -1 9 
        
 Br- 0.4760 0.3000   -1 10 
        
 I- 0.5350 0.2000   -1 10 
        
SPC/E O 0.3166 0.6506   -0.8476 46 
        
 H 0.0000 0.0000   0.4238  
 
 
 
 
 
Hence, the metal cation to water interaction strength were then scaled by different factors 
in an attempt to reproduce the experimental KBIs. The final scaling factors are given in Table 2.2. 
Once the scaling factors were established for the alkaline earth metal chlorides, a series of 
simulations were performed to analyze the transferability of those same scaling factors to bromides 
and iodides. 
 
𝜎𝑖𝑖 (nm) 𝜀𝑖𝑖  (kj/mol) q  (e) 𝜀𝑖−𝑂𝑊 (kj/mol) 
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 2.3.3. MD simulation details 
All the computer simulations were performed by using GROMACS 4.6 version software.49 
The SPC/E water model46 used to model water in the simulations. All simulations in this study 
were maintained in the isothermal isobaric ensemble at 300 K temperature and 1 atm pressure. The 
Berendsen pressure and temperature coupling was used in this study.50 Here, temperature and 
pressure are weakly coupled to a bath with relaxation times of 0.1 ps and 0.5 ps, respectively. Also 
a 2 fs time step was used to integrate the equation of motion. All the bonds in the simulations were 
constrained with the LINCS algorithm.51 The particle mesh Ewald (PME) approach was used to 
model electrostatic interactions with 1 nm cut off distance for real space calculations,52 with a 1.5 
nm cutoff distance for the Van der Waals interactions. All the simulations were performed in a 10 
nm size cubic box. A random initial configuration of known number of ions and water in a cubic 
box with length of 10 nm was generated to provide a known concentration of aqueous salt solution 
using a custom written Fortran code. An energy minimization using the steepest descend method 
followed by 2 ns of equilibration was performed before the production run. The production run of 
15 ns was used to calculate ensemble averages. In the production run, configurations were saved 
every 0.1 ps for analysis. 
For the salt crystals, anisotropic MD simulations were performed at 300 K and 1 atm. Here, 
roughly 5 nm length crystals were generated using a custom written Fortran code. The unit cell 
dimensions and the symmetry group operations need to generate salt crystals were obtained from 
the crystallography open database.48 However, the MgCl2, MgBr2, MgI2 and CaI2 , which have non 
orthogonal crystal structures with angles of 90°, 90°, 120°, in the nature were not stable in the MD 
simulations. Therefore, orthogonal crystals (90°,90°,90°) were also used for analaysis. 
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A custom written Fortran program was used to calculate center of mass radial distribution 
function and to calculate the simulated KB integrals. Here, a center of mass RDF calculation was 
performed. For some of the systems the accuracy of the KBI values was verified by calculating 
the integrals using the equivalent particle fluctuation approach.53 The simulated KBI integrals were 
use to calculate the activity derivatives, excess coordination numbers, and partial molar volumes. 
Furthermore, translational self-diffusion coefficients were calculated using the mean square 
fluctuation approach,54-55 dielectric coefficients were calculated by the mean dipole fluctuations 
analysis,56-57 and the enthalpy of mixing determined from the average potential energies of a 
molecule in the solution compared with that of the pure salt crystal and pure water. 
 
 
 
 
 2.4. Results and Discussion 
Most of the widely used force fields fail to reproduce experimental KB integral in computer 
simulations. As shown in the Figure 2.2 for a CaCl2 solution AMBER, CHARM27 and OPLSA 
force fields could not reproduce experimental KBI compared to the KBFF model. At low 
concentrations the deviations are particularly prominent and large deviations for the Gcc values 
implies the ion-ion interactions are not correctly captured by the force fields. 
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Figure 2.2. Comparison of the reproducibility of the experimental KB integrals in MD simulations 
using different force fields for the aqueous CaCl2 salt solution. Four different force field types 
(KBFF, Amber, Charmm 27 and OplsAA) are investigated. Lines are obtained from a KB analysis 
of the experimental data and symbols are for the MD simulations. 
 
 
 
 
 
Figure 2.3 shows the experimental excess coordination numbers for the aqueous 
magnesium halide solutions. This is the primary data used in the parametrization process. The data 
shows systematic trends between different salts which provide information about the underlying 
molecular distributions. The positive values of the excess coordination numbers for ion-ion 
interactions at lower concentrations arises from the domination of the Debye-Huckel behavior. 
However, the ion-ion excess coordination number goes down when moving to higher 
concentrations, and the changes depend on the salt. 
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Figure 2.3. Experimentally derived excess coordination numbers for aqueous alkaline earth halide 
solutions as a funtion of salt molality at 298 K and 1 atm. 
 
 
Figure 2.4. Radial distribution functions obtained from simulatiosn of 1m magnesium salt 
solutions. The cation, anion and the water oxygen is denoted by +, -, O, respectively. 
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Figure 2.5. Radial distribution functions obtained from simulations of 1m chloride salt solutions. 
The cation, anion and the water oxygen is denoted by +, -, O, respectively. 
 
 
 
 
 
 
The radial distribution functions (RDF) obtained from simulations of 1 m magnesium 
halide solutions using the KBFF models are displayed in Figure 2.4, with the results for 1m alkali 
earth chloride solutions shown in Figure 2.5. In Figure 2.4 the cation-anion rfs display a gradual 
increase as the size of the anion increases. The water-water interactions or the cation-water 
interactions are not affected by changing the anion from chloride to bromide or iodide. However, 
the number of water molecules interacting with the anion increases as the size of the anion 
increases as shown in the anion-water rdf. 
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In Figure 2.5 the cation-anion rdf displays several peaks. The first peak, corresponding to 
the contact ion pair, is not prominent for the Mg2+ ion. The reason for this could be the high charge 
density which leads to higher number of strongly bound water molecules surround the Mg2+ion. 
For Ca2+ there is a small peak for the contact ions pair. For Sr2+ and Ba2+ ions there are prominent 
peaks for the contact ions pairs. However, all the cations display prominent peaks corresponding 
to solvent separated ion pairs. The cation-water interactions are affected when the size of the cation 
increases. The smaller cations, such as Mg2+ and Ca2+, are surrounded by more water molecules, 
probably due to their high charge density. The water-water interactions are not significantly 
affected when the cation of the system changed. 
All the RDF values are converged to unity beyond 1 nm. The first and second shell 
coordination numbers, the distance to the first rdf maximum (contact distance), and the first rdf 
minimum (first solvation shell), were calculated form the corresponding rdf distributions as shown 
in the supporting material, see Table S  2.1 and Table S  2.2. The hydration shell increases as the 
cation or anion size increases. The coordination numbers are also sensitive to the concentration of 
the salt solutions. The higher concentrations increase the degree of ion pair formation. However, 
no strong aggregation or crystallization was observed in the simulation. 
Several X-ray diffraction studies have shown that the magnesium to water oxygen distance 
is about 0.209 nm and the average coordination number is six.47, 58-60 In the present study, the 
magnesium to water contact distance is 0.185 nm and the coordination number is 5.9. The 
coordination number is consistent with many other MD simulations reported in the litrature.61-62 
Furthermore, the experimental ion to water oxygen distance for the second hydration shell is 
reported as 0.410 nm, compared to 0.445 nm in the present study.59 The contact ion pair is not 
visible in Figure 2.5 for magnesium and chloride ions. 
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The calcium ion to water distance is 0.245 nm and the coordination number is 7.7 in the 
present study. The neutron x-ray diffraction experimental studies have reported the calcium ion to 
water oxygen distance is 0.242 nm. However, the coordination number can vary between 7-10.47, 
59-60, 63-64 A X-ray absorption fine structure (XAFS) spectroscopy experimental study of a 6 m 
calcium chloride solution found that the coordination number is around 7.2 and the cation to water 
contact distance is about 0.244 nm.65 Furthermore, this study claims that there is no evidence for 
the formation of significant number of the ion pairs at high concentrations, and that solvent shared 
ion pairs, rather than contact ion pairs, are responsible for the unusual thermodynamic behavior of 
CaCl2 solutions. Another experimental study of  CaCl2 solutions reported that 0.26 as the 
coordination number of contact ion pair at distance of 0.271 nm and the coordination number as 
3.4 for solvent separated ion pair at distance of 0.498 nm.66 The values reported for the CaCl2 ion 
pair and solvent separated ion pair in the supporting material, see Table S  2.2, suggest a very small 
peak at 0.284 nm for the ion pair and a prominent peak at 0.505 nm for the solvent separated ion 
pair, respectively. A coordination number of 7.3 for the Ca2+ ions was reported in a MD simulation 
which uses a polarizable potential.61-62. Furthermore, the experimental second hydration shell 
distance for the calcium ion was reported to be 0.450-0.460 nm59, 67, compared to 0.466 nm in this 
study.  
A molecular dynamics simulation to study the solvation of Mg2+ and Ca2+ ions with 
polarizable atomic multipole potential reported that divalent ions perturb the structure and the 
dipole moment of the first solvation shell water molecules.62 This study also claims that the water 
structure of the first solvation shell is more structured compare to that surrounding monovalent 
ions. This study reports average coordination numbers for Mg2+ and Ca2+ ions of 6 and 7.3, 
59 
respectively. The present MD study supports this claim, as reflected by the sharp first peak and the 
prominent separation between the first and second peaks in the RDFs.  
In the current MD simulations the strontium ion to water contact distance is 0.256 nm and 
the coordination numbers are close to 6 for 1 m and 8 for 2 m. The X-ray diffraction, neutron 
scattering and other spectroscopic studies have reported the strontium ion to water oxygen distance 
in the range of 0.256-0269 nm, and a coordination number in the range of 6.7-10.3.47, 59-60, 68-70 An 
experimental and MD simulation study performed in 2016 using X-ray adsorption near edge 
structure (XANES) reported that the strontium ion to water oxygen distance is 0.26 nm and the 
coordination number is 8.71 The study also reports that the hydration shells of the Sr2+ ion seem to 
have a flexible nature with a fast ligand exchange rate between the first and second hydration 
shells. The second hydration shell distance of the strontium ion and the water molecule was 
reported to be 0.494 nm.59 
For the barium ion the water distance is reported as 0.29 nm with a coordination number 
of 9.5 in several experimental studies.47, 59-60 In the present study, the barium ion to water contact 
distance is 0.285 and the coordination number is close to 8. 
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Figure 2.6. Excess coordination number as a function of magnesium salt concentraion. The lines 
are obtained from the experimental KBI analysis. The symobols are from the simulations 
performed by using the KBFF models. 
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Figure 2.7. Excess coordination number as a function of chloride salt concentraion. The lines are 
obtained from experimental KBI analysis. The symobols are from the simulations performed by 
using the KBFF models. 
 
 
 
 
 
The simulated and experimental excess coordination numbers 𝑁𝑖𝑗 are displayed in Figure 
2.6 for magnesium halide solutions, and in Figure 2.7 for the alkaline earth chloride solutions. The 
excess coordination number 𝑁𝑖𝑗 values for calcium halides, strontium halides and barium halides 
are displayed in the supporting materials, see Figure S  2.1, Figure S  2.2 and Figure S  2.3, 
respectively. The KBFF force fields quantitatively reproduce the experimental data. However, at 
higher concentrations the simulated values for the MgCl2 solution starts to deviate from the 
experimental numbers. The correct trends are reproduced in all the alkaline earth halide salt 
solutions. As displayed in Figure 2.6, the ion-ion interactions are less affected compare to ion-
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water interactions when the halide ion is changed for a given alkaline earth metal ion. This is a 
clear indication that ion-water interactions determine the solvation behavior in solution, as 
discussed in our earlier publication of alkali halide solutions.10 
 
 
 
 
 
 
Figure 2.8. Activity derivatives for magnesium salts as a function of the salt molality. Lines are 
obtained from the KB analysis of the experimental data and symbols are for the MD simulations. 
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Figure 2.9. Activity derivatives for chloride salts as a salt molality. Lines are obtained from the 
KB analysis of the experimental data and symbols are for the MD simulations. 
 
 
 
 
 
 
A comparison of the simulated and experimental activity coefficient derivatives is 
displayed in Figure 2.8 and Figure 2.9. The activity coefficient derivatives values for calcium 
halides, strontium halides, and barium halides are displayed in the supporting materials, see Figure 
S  2.4, Figure S  2.5 and Figure S  2.6, respectively. The KBFF models can reproduce the correct 
experimental activity derivatives. However, at higher concentrations the simulated activity 
derivatives tend to deviate slightly from the experimental values. It should be noted that many 
force fields for alkaline earth ions fail to reproduce the correct thermodynamic properties.35 
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Figure 2.10. Partial molar volumes (cm3 mol-1) of the salt ions for the magnesium salts as a 
function of the salt molality. Partial molar volumes of ions displayed in black and partial molar 
volumes of the water displayed in red color. Lines are obtained from the KB analysis of the 
experimental data and symbols are for the MD simulations. 
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Figure 2.11. Partial molar volumes (cm3 mol-1) of the salt ions for the chloride salts as a function 
of the salt molality. Partial molar volumes of ions displayed in black and partial molar volumes of 
the water displayed in red color. Lines are obtained from the KB analysis of the experimental data 
and symbols are for the MD simulations. 
 
 
 
 
 
Figure 2.10 and Figure 2.11 display the simulated and the experimental partial molar 
volumes of both the ions and water as a function of concentration for the magnesium salts and for 
the chloride salts. The simulated and the experimental partial molar volumes for calcium halides, 
strontium halides and barium halides are displayed in the supporting materials, see Figure S  2.7, 
Figure S  2.8 and Figure S  2.9, respectively. The simulated values follow the experimental trends. 
An increase in salt concentration results in an increase of the partial molar volume of the ions, with 
a slight decrease in the partial molar volume of the water. However, the simulated partial molar 
volumes display some deviations at high concentrations. 
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Figure 2.12. Diffusion constants for magnesium salts as a function of the salt molality. The lines 
represent the experimental diffusion constant data72, the symbols correspond to the MD 
simulations. 
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Figure 2.13. Diffusion constants for chloride salts as a function of the salt molality. The lines 
represent the experimental diffusion constant data72, the symbols correspond to the MD 
simulations. 
 
 
 
 
The activity derivatives were used in the parameterization process of the KBFF to 
reproduce experimental KB integrals. Hence, some properties that are not used in the 
parametrization process such as the self-diffusion coefficient and dielectric constant have also been 
calculated in this study. The self-diffusion coefficients are displayed in Figure 2.12 and Figure 
2.13 for the magnesium salts and for the chloride salts, and were calculated by using the mean 
square fluctuation approach as a function of salt concentration. The simulated and the experimental 
self-diffusion coefficients72 for calcium halides, strontium halides and barium halides are 
displayed in the supporting materials, see Figure S  2.10, Figure S  2.11 and Figure S  2.12, 
respectively. An increase in the salt concentration lowers the self-diffusion coefficient of the 
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cation, anion and water molecules. As reported in the experimental studies, the self-diffusion 
coefficients of alkaline earth cations are independent of the molar mass.73 Furthermore, the self-
diffusion coefficients of the halide ions also do not display any correlation with the size of the ion. 
These trends appear to be correctly reproduced in the MD simulation. In the present study, an 
overestimation of the diffusion constant for the halide ions were observed in the simulations. The 
parameters used in this study for halide ions are taken from a previous work for alkaline halides 
which also displayed the same overestimation trend.10 Therefore, the parameterization of halide 
ions to reproduce reasonable diffusion coefficients for both alkaline halides and alkaline earth 
halides appears to be a challenging task. The highest diffusion is displayed by the water molecules 
in all salt solutions, which is consistent with the experimental data. 
A MD study of ions with a polarizable force field reported the self-diffusion coefficient of 
the Mg2+ and Ca2+ ions as 0.3 x 10-5 cm2s-1 and 0.8 x 10-5 cm2s-1 at infinite dilution, respectively.62 
These values are close to the results of this simulation study. Furthermore, other non-polarizable 
force field MD studies have reported lower self-diffusion coefficients at infinite dilutions for Mg2+ 
and Ca2+ ions.74 However, experimental values of Mg2+ and Ca2+ ions are 0.71 x 10-5 cm2s-1 and 
0.79 x 10-5 cm2s-1 , respectively.72 
 
69 
 
Figure 2.14. Dielectric decrements (ε - ε0) for the magnesium salts as a function of the salt molality 
(mol kg-1). Lines are for the experimental data75 and symbols are for the MD simulations. 
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Figure 2.15. Dielectric decrements (ε - ε0) for the chloride salts as a function of the salt molality. 
Lines are for the experimental data75 and symbols are for the MD simulations. 
 
 
 
 
 
 
Figure 2.14 and Figure 2.15 display the dielectric decrements for the magnesium salts and 
for the chloride salts with respect to an increase in salt concentration. The simulated and the 
experimental dielectric decrement75 for calcium halides, strontium halides and barium halides are 
displayed in the supporting materials, see Figure S  2.13, Figure S  2.14 and Figure S  2.15, 
respectively. The dielectric constants were calculated using the total dipole moment fluctuations. 
The SPC/E water model dielectric constant is 63, and it is significantly lower than the experimental 
dielectric constant of pure water which is 78.76 Therefore, it is more convenient to use the dielectric 
decrement instead of the dielectric constant to compare the experimental and simulated results. 
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Increasing the solution molality results in a decrease in the dielectric decrement because the more 
ions there are in the medium the larger the effects on the water dipole moment. However, at higher 
concentrations the simulated values appear to overestimate the experimental dielectric decrement 
values. 
The excess enthalpies of mixing were also calculated in this study. These are sensitive 
measures of the mixing thermodynamics. However, we could not find the corresponding 
experimental excess enthalpies of mixing for alkali earth metal halides at finite concentrations. 
Therefore, the MD simulation results for excess enthalpies were reported in the supporting 
information (Figure S  2.16, Figure S  2.17, Figure S  2.18, Figure S  2.19 and Figure S  2.20 for 
chloride salts, magnesium salts, calcium salts, strontium salts and barium salts, respectively.). The 
alkaline earth halide salts display favorable excess enthalpy of mixing in the MD simulations. 
Finally, we have also simulated the salt crystal structures. Orthogonal crystal structures were used 
for MgCl2, MgBr2, MgI2 and CaI2 despite the prominent non orthogonal (90⁰, 90⁰, 120⁰) crystal 
forms being observed in the nature. Unfortunately, the non orthogonal forms were unstable during 
our simulations. The crystal simulation potential energies per molecule, densities, and unit cell 
dimensions are compared to the experimental values in the supporting materials, see Table S  2.3 
and Table S  2.4. A stable crystal in MD simulations is crucial to perfume salt crystal solubility 
studies. It appears that the unstable salt crystal forms with KBFF parameters would not be a good 
choice for crystal or solubility studies. 
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 2.5. Conclusions 
In this study we have developed a series of models for aqueous alkali earth halide salt 
solutions by attempting to reproduce the experimentally derived Kirkwood-Buff integrals using 
molecular dynamics simulations. It has been clearly demonstrated that the parameters developed 
for chloride salts are transferable to bromides and iodides. The models perform very well for low 
salt concentrations. However, there are some deviations observed for high salt concentrations of 
some salt solutions. Furthermore, some of the salts parameters are clearly not suitable for salt 
crystal simulations, as unstable crystal structures are obtained. 
Considering the importance of the aqueous alkaline earth metal halides solutions, it is 
surprising that there is a scarcity of experimental data in the literature - such as enthalpy of mixing, 
self-diffusion constants, and dielectric constant, etc, especially at finite concentrations. Also, it is 
noticeable that most of the experimental studies do not report statistical errors, which would 
facilitate a comparison with the simulation results. 
This KBFF models should be viewed as providing a reasonable balance between solute-
solute, solute-solvent, and solvent-solvent interactions, as inferred by their resulting distributions 
and KBIs. The models provide the correct salt activities, and also reasonably reproduce 
experimental densities, diffusion constants and dielectric decrements. Therefore, the KBFF models 
are suitable for studies of solute activities and co-solvent interactions with biomolecules. Breaking 
the standard combination rules when determining the cation-water interactions appears to be a 
reasonable way to include implicit polarization effects in non-polarizable force fields for cations 
with high charge densities.  
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 2.6. Supporting Information 
 
Table S  2.1. First shell coordination numbers (n1), second shell coordination numbers (n2) 
as a function of the magnesium salt molality. The R 1,max and R 1,min are the first shell maximum 
and minimum distances and the R 2,max and R 2,min are the second shell maximum and minimum 
distances from the corresponding radial distribution functions. 
  m +/- +/O -/O O/O 
MgCl2 R 1, max   0.185 0.315 0.275 
 R 1, min   0.261 0.385 0.325 
 n 1 1  5.94 7.42 4.37 
  2  5.93 7.46 4.37 
  4  5.9 7.45 4.31 
  6  5.78 7.31 4.2 
 R 2, max  0.451 0.406 0.494 0.445 
 R 2, min  0.55 0.484 0.615 0.564 
 n 2 1 1.14 18.07 32.76 24.48 
  2 2.18 16.93 32.72 23.78 
  4 4.52 14.25 31.8 21.85 
  6 6.84 11.65 30.29 19.78 
       
MgBr2 R 1, max   0.185 0.325 0.275 
 R 1, min   0.28 0.395 0.325 
 n 1 1  5.95 7.54 4.34 
  2  5.94 7.59 4.32 
  4  5.9 7.56 4.23 
 R 2, max  0.466 0.41 0.51 0.446 
 R 2, min  0.575 0.48 0.625 0.565 
 n 2 1 1.11 18.01 33.63 24.2 
  2 2.22 16.84 33.34 23.25 
  4 4.71 13.88 32.02 20.94 
       
MgI2 R 1, max   0.185 0.345 0.275 
 R 1, min   0.254 0.406 0.325 
 n 1 1  5.93 7.46 4..29 
  2  5.92 7.47 4.24 
  4  5.84 7.38 4.21 
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 R 2, max  0.485 0.406 0.515 0.455 
 R 2, min  0.545 0.485 0.645 0.566 
 n 2 1 0.67 18.14 35.48 23.67 
  2 1.44 16.77 34.69 22.3 
  4 3.37 13.42 32.51 19.34 
 
Table S  2.2. First shell coordination numbers (n1), second shell coordination numbers (n2) 
as a function of the chloride salt molality. The R 1,max and R 1,min are the first shell maximum and 
minimum distances and the R 2,max and R 2,min are the second shell maximum and minimum 
distances from the corresponding radial distribution functions. 
 
  m +/- +/O -/O O/O 
MgCl2 R 1, max   0.185 0.315 0.275 
 R 1, min   0.261 0.385 0.325 
 n 1 1  5.94 7.42 4.37 
  2  5.93 7.46 4.37 
  4  5.9 7.45 4.31 
  6  5.78 7.31 4.2 
 R 2, max  0.451 0.406 0.494 0.445 
 R 2, min  0.55 0.484 0.615 0.564 
 n 2 1 1.14 18.07 32.76 24.48 
  2 2.18 16.93 32.72 23.78 
  4 4.52 14.25 31.8 21.85 
  6 6.84 11.65 30.29 19.78 
       
CaCl2 R 1, max  0.284 0.245 0.315 0.275 
 R 1, min  0.325 0.306 0.385 0.344 
 n 1 1 0 7.78 7.48 5.18 
  2 0 7.76 7.58 5.18 
  4 0.05 7.59 7.68 4.97 
 R 2, max  0.505 0.466 0.495 0.455 
 R 2, min  0.615 0.545 0.625 0.544 
 n 2 1 1.58 24.33 33.71 21.79 
  2 3.04 22.82 33.33 20.89 
  4 6.1 19.52 31.77 18.86 
       
75 
SrCl2 R 1, max  0.295 0.256 0.315 0.275 
 R 1, min  0.375 0.329 0.385 0.355 
 n 1 1 0.04 8.02 7.49 5.61 
  2 0.09 7.93 7.62 5.58 
 R 2, max  0.506 0.475 0.495 0.484 
 R 2, min  0.615 0.565 0.616 0.545 
 n 2 1 1.59 24.71 31.89 21.66 
  2 3.04 24.85 31.23 20.68 
       
BaCl2 R 1, max  0.315 0.285 0.315 0.275 
 R 1, min  0.385 0.366 0.385 0.365 
 n 1 1 0.22 8.48 7.48 6.07 
  2 0.46 7.99 7.53 5.99 
 R 2, max  0.523 0.496 0.495 0.445 
 R 2, min  0.635 0.595 0.61 0.565 
 n 2 1 1.8 29.74 31.45 23.86 
  2 3.38 28.05 29.73 22.71 
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Figure S  2.1. Excess coordination number as a function of calcium salt concentraion. The lines 
are obtained from the experimental KBI analysis. The symobols are from the simulations 
performed by using the KBFF models. 
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Figure S  2.2. Excess coordination number as a function of strontium salt concentraion. The lines 
are obtained from the experimental KBI analysis. The symobols are from the simulations 
performed by using the KBFF models. 
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Figure S  2.3. Excess coordination number as a function of barium salt concentraion. The lines 
are obtained from the experimental KBI analysis. The symobols are from the simulations 
performed by using the KBFF models. 
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Figure S  2.4. Activity derivatives for calcium saits as a function of the salt molality. Lines are 
obtained from the KB analysis of the experimental data and symbols are for the MD simulations. 
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Figure S  2.5. Activity derivatives for strontium salts as a function of the salt molality. Lines are 
obtained from the KB analysis of the experimental data and symbols are for the MD simulations. 
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Figure S  2.6. Activity derivatives for barium salts as a function of the salt molality. Lines are 
obtained from the KB analysis of the experimental data and symbols are for the MD simulations. 
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Figure S  2.7. Partial molar volumes (cm3 mol-1) of the salt ions for the calcium salts as a function 
of the salt molality. Partial molar volumes of ions displayed in black and partial molar volumes of 
the water displayed in red color. Lines are obtained from the KB analysis of the experimental data 
and symbols are for the MD simulations. 
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Figure S  2.8. Partial molar volumes (cm3 mol-1) of the salt ions for the strontium salts as a function 
of the salt molality. Partial molar volumes of ions displayed in black and partial molar volumes of 
the water displayed in red color. Lines are obtained from the KB analysis of the experimental data 
and symbols are for the MD simulations. 
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Figure S  2.9. Partial molar volumes (cm3 mol-1) of the salt ions for the barium salts as a function 
of the salt molality. Partial molar volumes of ions displayed in black and partial molar volumes of 
the water displayed in red color. Lines are obtained from the KB analysis of the experimental data 
and symbols are for the MD simulations. 
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Figure S  2.10. Diffusion constants for calcium salts as a function of the salt molality. The lines 
represent the experimental diffusion constant data, the symbols correspond to the MD simulations. 
86 
 
Figure S  2.11. Diffusion constants for strontium salts as a function of the salt molality. The lines 
represent the experimental diffusion constant data, the symbols correspond to the MD simulations. 
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Figure S  2.12. Diffusion constants for barium salts as a function of the salt molality. The lines 
represent the experimental diffusion constant data, the symbols correspond to the MD simulations. 
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Figure S  2.13. Dielectric decrements (ε - ε0)for the calcium salts as a function of the salt molality 
(mol kg-1). Lines are for the experimental data and symbols are for the MD simulations. 
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Figure S  2.14. Dielectric decrements (ε - ε0) for the strontium salts as a function of the salt 
molality (mol kg-1). Lines are for the experimental data and symbols are for the MD simulations. 
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Figure S  2.15. Dielectric decrements (ε - ε0) for the barium salts as a function of the salt molality 
(mol kg-1). Lines are for the experimental data and symbols are for the MD simulations. 
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Table S  2.3. The comparison of the salt crystals potential energies per molecule and densities of 
simulation with the experimenla values. The non orthognal crystal (90⁰, 90⁰, 120⁰) forms are 
denoted by astrix sign (*). 
  
 
Epot (kj/mol) 
Non Orthogonal 
Epot (kj/mol) 
ρsim (g/cm3) Non Orthogonal 
ρsim (g/cm3) 
ρexp (g/cm3) 
*MgCl2 -2387.54 -2399.38 1.876 2.085 2.408 
*MgBr2 -2321.9 -2321.21 3.126 3.364 3.885 
*MgI2 -2162.02 -2179.26 3.738 3.901 4.504 
CaCl2 -2187.97 
 
1.918 
 
2.187 
CaBr2 -2113.65 
 
3.138 
 
3.38 
*CaI2 -1970.27 -1937.12 3.95 3.494 4.034 
SrCl2 -2111.26 
 
2.519 
 
3.101 
SrBr2 -2031.05 
 
3.638 
 
3.638 
SrI2 -1928.2 
 
4.124 
 
4.589 
BaCl2 -1975.45 
 
3.387 
 
3.498 
BaBr2 -1904.6 
 
4.343 
 
4.78 
BaI2 -1790.23 
 
5.135 
 
5.15 
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Table S  2.4. The comparison of the simulated salt alkaline earth hallide crystals unit cell 
diamensions with the experimental value. The non orthognal crystal (90⁰, 90⁰, 120⁰) forms are 
denoted by astrix sign (*). 
 
  
 
     
*MgCl2 
 
0.3596 
 
0.3596 
 
1.7589 
*MgBr2 
 
0.381 
 
0.381 
 
0.626 
*MgI2 
 
0.4157 
 
0.4157 
 
0.6862 
CaCl2 0.663 0.624 0.663 0.643 0.4373 0.42 
CaBr2 0.686 0.655 0.686 0.688 0.449 0.434 
*CaI2 
 
0.448 
 
0.448 
 
0.696 
SrCl2 0.7015 0.69767 0.7427 0.69767 0.8023 0.69767 
SrBr2 0.8299 0.92 1.062 1.142 0.529 0.43 
SrI2 1.64 1.522 0.746 0.822 0.899 0.79 
BaCl2 0.8313 0.7865 0.504 0.4731 0.9745 0.9421 
BaBr2 0.861 0.8275 0.524 0.4956 1.006 0.9919 
BaI2 0.943 0.892 0.6444 0.5304 1.1097 1.0695 
 
 
𝑎𝑠𝑖𝑚 (nm) 𝑎𝑒𝑥𝑝 (nm) 
𝑏𝑠𝑖𝑚 (nm) 𝑐𝑠𝑖𝑚 (nm) 𝑏𝑒𝑥𝑝 (nm) 
𝑐𝑒𝑥𝑝 (nm) 
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Figure S  2.16. Excess enthalpy of mixing for chloride salts as a function of salt molality. The 
experimental data not available to compare with the symbols from the MD simulations. 
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Figure S  2.17. Excess enthalpy of mixing for magnesium salts as a function of salt molality. The 
experimental data not available to compare with the symbols from the MD simulations. 
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Figure S  2.18. Excess enthalpy of mixing for calcium salts as a function of salt molality. The 
experimental data not available to compare with the symbols from the MD simulations. 
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Figure S  2.19. Excess enthalpy of mixing for strontium salts as a function of salt molality. The 
experimental data not available to compare with the symbols from the MD simulations. 
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Figure S  2.20. Excess enthalpy of mixing for barium salts as a function of salt molality. The 
experimental data not available to compare with the symbols from the MD simulations. 
 
 
 
 
 
 
 
 
 
98 
 References 
1. Frausto da Silva, J. J. R.; William, R. J. P., The Biological Chemistry of the Elements: The 
Inorganic Chemistry of Life. 2nd ed.; Oxford University Press: 1991. 
2. Jiang, Y.; Lee, A.; Chen, J.; Ruta, V.; Cadene, M.; Chait, B. T.; MacKinnon, R., Nature 
2003, 423, 33-41. 
3. Mordasini, T.; Curioni, A.; Andreoni, W., Journal of Biological Chemistry 2003, 278, 
4381-4384. 
4. Stephanie X. Wang; Eugene Hur; Carolyn A. Sousa; Linda Brinen; Eric J. Slivka; 
Fletterick, R. J., Biochemistry 2003, 42 (26), 7959–7966. 
5. Cowan, J. A., Chemical Reviews 1998, 98, 1067-1088. 
6. Dudev, T.; Lim, C., Journal of the American Chemical Society 2013, 135, 17200-17208. 
7. Leontyev, I.; Stuchebrukhov, A., Physical Chemistry Chemical Physics 2011, 13 (7), 2613. 
8. Ichiye, T., Water in the Liquid State: A Computational Viewpoint. In Advances in 
Chemical Physics, John Wiley & Sons, Inc.: 2014; pp 161-200. 
9. Weerasinghe, S.; Smith, P. E., The Journal of Chemical Physics 2003, 119, 11342. 
10. Gee, M. B.; Cox, N. R.; Jiao, Y.; Bentenitis, N.; Weerasinghe, S.; Smith, P. E., Journal of 
Chemical Theory and Computation 2011, 7 (5), 1369-1380. 
11. J. Šponer; M. Otyepka; P. Banáš; Réblová, K.; Walter, N. G., Molecular Dynamics 
Simulations of RNA Molecules. In Innovations in biomolecular modeling and simulations, Royal 
Society of Chemistry: 2012; Vol. 2, pp 129-155. 
12. Israelachvili, J.; Wennerström, H., Nature 1996, 379, 219-225. 
13. Schneck, E.; Sedlmeier, F.; Netz, R. R., Proceedings of the National Academy of Sciences 
of the United States of America 2012, 109 (36), 14405-14409. 
14. Chen, H.; Cox, J. R.; Ow, H.; Shi, R.; Panagiotopoulos, A. Z., Nature Publishing Group 
2016, 6, 1-10. 
15. Dietz, W.; Riede, W. O.; Heinzinger, K., Zeitschrift für Naturforschung A 1982, 37, 1038-
1048. 
16. Probst, M. M.; Radnai, T.; Heinzinger, K.; Bopp, P.; Rode, B. M., The Journal of Physical 
Chemistry 1985, 89, 753-759. 
17. Ȧqvist, J., The Journal of Physical Chemistry 1990, 94, 8021-8024. 
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Chapter 3 - Molecular Dynamics Simulations of Oxo Anion Salt 
Solutions 
 3.1. Abstract 
The oxo anions, such as NO3
-
, ClO4
- , SO4
2-
 and CO3
2-
, play a vital role in physiological 
systems by regulating biological processes. These ions form part of the Hofmeister series, which 
is used to explain biological processes such as protein crystallization, nucleic acid and protein 
stability, enzyme activity, and many others. However, at a molecular level the mechanism of these 
Hofmeister ions is still not fully understood. Therefore, computer simulations are often used to 
assist experimentalists to understand the dynamics of these hydrated anion and their interactions 
with biomolecules. Here, we develop classical non-polarizable force fields for the NO3
-
, ClO4
- , and 
SO4
2-
 ions which are compatible with the SPC/E water model. These new force field parameters 
are specifically developed to reproduce the experimental Kirkwood-Buff integrals. Use of these 
new models in MD simulations also leads to reasonable diffusion constants and dielectric 
decrements. Unfortunately, attempts to develop force fields for CO3
2-
 ions were unsuccessful due 
to an excessive aggregation behavior in the simulations. 
 3.2. Introduction 
Some oxo anions play a vital role in physiological systems by helping to regulate biological 
processes. In the present work anions, the activity of anions, such as NO3
-
, ClO4
- , SO4
2-
, and CO3
2-
, 
in aqueous solutions is investigated. These ions form part of the Hofmeister series.1 Hydrogen 
bonds between the water molecules are the most abundant electrostatic interaction in the nature. 
In physical chemistry one of the longstanding and fundamental problems is to modeling ion 
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interactions in water. In particular, capturing ion specificity, which is very common in biological 
systems, is very difficult to reproduce in computer simulations. 
 
 
 
Figure 3.1. The Hofmeister Series for Anions 
 
 
 
 
 
The Hofmeister series, as displayed in the Figure 3.1, is often used to help explain some 
important biological processes such as protein crystallization2, nucleic acid and protein stability3, 
enzyme activity,4 and many more. However, at a molecular level the mechanism of action of these 
Hofmeister ions is still not fully understood. Therefore, computer simulations are often used to 
assist experimentalist to understand the dynamics of the hydrated anion and its interactions with 
biomolecules. 
The addition of ions to water disrupts the hydrogen bond network between water molecules 
since the ion interacts strongly with any surrounding water molecules. The formation of water 
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spheres around the ion is known as hydration. The hydration of ions is a very important 
phenomenon in nature which extends to the hydration of minerals in oceans, and to ion binding to 
biomolecules inside a living organism. Negative ions are claimed to be more stably solvated 
compared to positive ions of the same size in some experimental studies and in some MD 
simulation studies.5-6  
Hydrogen bonds are weaker by several orders of magnitude compare to covalent bonds. At 
room temperature, the hydrogen bond angle and length can fluctuate on the sub pico second time 
scale.7 Experimental studies have shown that water molecule reorientation happens (on average) 
every 2.5 ps or so.8 Hence, the hydrogen bond fluctuates several times before reorientation of a 
water molecule happens. Despite decades of research to understand the hydration process, 
fundamental questions remain unresolved. For instance, what is the impact of the exchange of 
water molecules in a solvation shells on the mobility of an ion.  
There are significantly more experimental and theoretical studies on metal ions compared 
to oxo anions in aqueous solutions. In a 2014 publication, it is stated that the oxo anions which 
have been studied by both experimental and theoretical approaches includes only sulfate, sulfite, 
thiosulfate, selenate and chromate ions.9 The relatively weak hydrogen bonds between the water 
molecules and hydrated anions, and the faster exchange rates, limit the use of most experimental 
techniques. However, some experimental techniques, such as large and x-ray scattering, have 
given some insight in to water structure and the water exchange rates of some oxo anions.10  
The perchlorate salts are widely used in the physiochemical studies since perchlorate ions 
do not react with other chemical species in  aqueous solutions. The low charge density of the mono 
charge per chlorate anions leads them to behave as structure breakers, with water exchange rates 
for these ions being on the same order of magnitude or slightly faster than in pure water.9, 11-13 
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The nitrate salts are readily soluble in water which makes it useful in the commercial and 
laboratory applications. The nitrate ions are also used in a research context because they plays an 
important role in the nitrogen cycle. Therefore, the nitrate ion has been extensively studied by 
experimental spectroscopic studies.14-15 However, there is a growing interest in the scientific 
community to use both QM and MD computational simulations to help understand the hydration 
dynamics of aqueous nitrate ions.16-19 There are also studies to help understand the correlation 
between the adsorption propensity of a material with the bulk hydration properties of the anions. 
As an example, one experimental study in 2012 reported that ions in aqueous sodium nitrate 
solutions display a special behavior.20 That is, the surface adsorption of the ions of sodium nitrate 
solution happens as an ion pair. Therefore, there are efforts to determine the possibility of the 
adsorption of nitrate ions to the air-water interfaces as a contact ion pair with the sodium counter 
ion.  
The sulfate ion is located near the salting out end of the Hofmeister series. Sulfate ions 
have high solvation free energy which implies a strong hydration of the sulfate ions in the aqueous 
solutions.21 However, modeling divalent oxo anion like sulfate in non-polarizable MD simulations 
is a challenging task. Indeed, most of the MD simulations of sulfate ions with different force fields 
have reported an unrealistic aggregation behavior.22-23 However, with polarizable force fields this 
aggregating behavior is not observed in the simulations.24 Therefore, missing polarization effects 
may be a reason for the aggregation behavior in non-polarizable force fields, yielding excessive 
ion pairing and clustering. Dielectric relaxation spectra indicate that solvent separated and double 
solvent separated ion pairs are dominant over the contact ion pairs in sodium sulfate solutions.25 
Furthermore, Raman spectroscopy data does not indicate stronger contact ion pairs in the sodium 
sulfate solutions.26 
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Carbonate ions are also a very important type of ion in nature. Carbonate ions play an 
important role in biomineralization processes in nature that have intrigue scientist for decades.27 
Computer simulations can be used to compliment experiment to help understand the crystallization 
of carbonates. Also in the area of the geosequestration, dissolved carbon dioxide is captured as 
metal carbonates.28 The oceans act as a sink to absorb about a quarter of the carbon dioxide gas 
released by industrialization.29 This process generates 95% of monovalent hydrogen carbonate and 
5% of divalent carbonate ions. However, this process lowers the pH level of sea water, which 
causes a lowering of carbonate ions available for sea creatures. There are efforts to use computer 
simulations to model this phenomenon and help forecast the impacts of this process.  
However, to model carbonate ions, which have a high charge density and strong 
polarization effects on surrounding water molecules, is a challenging task. Irrespective of the ion 
or water model used, these carbonate ions tend to form unrealistic aggregation in the MD 
simulations.30 The missing polarization effects in the non-polarizable force fields are argued to be 
the reason for this unrealistic behavior. One of the earliest attempt to model calcium carbonate was  
reported in the 1978 by Yuen et al.31 There are studies that have tried to use different interatomic 
potentials combined with commonly used Morse potential to model the thermal expansion of 
calcite.32 This study used a four state valance bond approach to capture distortion and polarization 
effects of the carbonate ions.33 Therefore, there is a necessity to develop a force field for oxo anions 
which can reproduce several experimental chemical properties in MD simulations of these ions at 
finite concentrations. 
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 3.3. Experimental Analysis and MD simulations 
The same strategy as explained in the previous chapter, i.e. the Kirkwood Buff inversion 
procedure, was used to extract the experimental Kirkwood Buff integral (KBI).34-35 Hence, to 
obtain experimental KBI values we used the experimental composition dependent activity and 
density data, after fitting to the Pitzer equation and a polynomial equation, respectively.36 The 
experimental partial molar volumes were obtained from the experimental densities using 
previously established standard approaches.37-38 Although sodium salts were used to parameterize 
the anions, whenever the experimental data were available the transferability of the same 
parameters for modeling the corresponding potassium salts also investigated. The optimization of 
the charge distribution for the anion to reproduce the experimental KB integrals for the respective 
salt is the main focus in this project. Therefore, a set of MD simulations were performed with 
different charge distributions for the anion in aqueous sodium salt solutions. Once the correct 
charge distribution for the sodium salt is found, the same charge destitution is attempted for the 
aqueous potassium salt solution. 
All the molecular dynamics simulations were performed with Gromacs39 4.6 software. The 
SPC/E40 water model used to model water in the simulations. All the ions were modeled using the 
KBFF force field for NaNO3, KNO3, NaClO4, Na2SO4 and Na2CO3 systems. All simulations in 
this study maintained an isothermal isobaric ensemble at 300 K temperature and 1 atm pressure. 
The temperature and pressure were weakly coupled to a bath with relaxation times of 0.1 ps and 
0.5 ps, respectively.41 A 2 fs was used as the time step to integrate the equations of motion. All the 
bonds in the simulations were constrained with LINCS algorithm.42 To calculate electrostatic 
interactions, the particle mesh Ewald technique43 was used with a 1 nm cut off distance for real 
space calculations, while a 1.5 nm cutoff was used for the van der Waals interactions. A random 
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initial configuration of ions and waters in a cubic box with length of 10 nm was generated to 
provide a known concentration of aqueous salt solution using a custom written Fortran code. An 
energy minimization using the steepest descend method followed by 2 ns of equilibration was 
performed before the production run. The production run of 15 ns was used to calculate ensemble 
averages. In the production run the configurations were saved for analysis every 0.1 ps. 
A custom written Fortran program was used to calculate the center of mass radial 
distribution function and to calculate the simulated KB integrals. The simulated KBI integrals were 
then used to calculate the activity derivatives, excess coordination numbers and partial molar 
volumes. Finally, translational self-diffusion coefficients were calculated using the mean square 
fluctuation approach,44-45 and dielectric coefficients were calculated by analysis of the mean dipole 
moment fluctuations.46-47 
 
 
 
 3.4. Results and Discussion 
The 𝑁𝑂3
− ion has a trigonal planer shape with negative one charge. The simulated and 
experimental excess coordination numbers 𝑁𝑖𝑗= 𝜌𝑖𝐺𝑖𝑗, where the density is  𝜌𝑖 and the KB integral 
is 𝐺𝑖𝑗, of NaNO3  solutions are shown in Figure 3.2. The best charge distribution for the 𝑁𝑂3
−  ion, 
which reproduced the experimental KBIs in the simulations, is displayed in the Table 3.1. The MD 
simulations of aqueous NaNO3 salts can reproduce experimental excess coordination numbers 
reasonably. 
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Figure 3.2. The density, KB integrals and the excess coordination number of the aqueous NaNO3 
salt solutions as a function of salt molality. Lines are from the KB analysis of the experimental 
data and symbols are for the MD simulations. 
 
 
 
 
 
 
Table 3.1. The optimal charge distribution for the NO3
- ion for reproducing the experimental KB 
integrals in the simulations 
N O O O 
-0.4 -0.2 -0.2 -0.2 
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The transferability of the 𝑁𝑂3
−  ion charge distribution obtained for the sodium salt to the 
corresponding potassium salts was investigated and the results are displayed in Figure 3.3. Here, 
the KB values are slightly underestimated for the potassium salts, resulting in a deviation in the 
excess coordination numbers too. A single charge distribution for the 𝑁𝑂3
− ion which can 
reproduce the experimental KBI for both sodium and potassium could not be achieved in this 
study. 
 
 
 
 
Figure 3.3. The density, KB integrals and the excess coordination number of aqueous KNO3 salt 
solutions as a function of salt molality. Lines are from the KB analysis of the experimental data 
and symbols are for the MD simulations. 
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The 𝐶𝑙𝑂4
−  ion is tetrahedral in shape and has a negative one charge. Table 3.2 displays the 
best charge distribution found for the 𝐶𝑙𝑂4
−  ion. A comparison of MD simulation results and 
experimental data for the density, KB integrals and the excess coordination numbers for NaClO4 
salt solutions are displayed in Figure 3.4. The KB integrals are closer to the experimental values 
at lower concentrations. However, the KB integrals start to deviate at higher concentrations. The 
same trend is displayed by the simulated densities too. However, we found that adjustments to the 
charge distribution alone do not help to bring down the simulated densities to the experimental 
values. 
 
 
 
 
Table 3.2. The optimal charge distribution for the ClO4
-  ion in reproducing the experimental KB 
integrals in the simulations 
 
Cl O O O O 
1.4 -0.6 -0.6 -0.6 -0.6 
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Figure 3.4. The density, KB integrals and the excess coordination number of aqueous NaClO4 salt 
solutions as a function of salt molality. Lines are from the KB analysis of the experimental data 
and symbols are for the MD simulations. 
 
 
 
 
 
 
The 𝑆𝑂4
2−ion is tetrahedral in shape with a negative two charge resulting in a high charge 
density. The best charge distribution for 𝑆𝑂4
2− ion is displayed in Table 3.3. A comparison of the 
MD simulations and the experimental data for the density, KB integral and the excess coordination 
number for the aqueous Na2SO4 salt solution is displayed in Figure 3.5. However, the KB integral 
are overestimated in the MD simulations compared to the experimental numbers. This leads to a 
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deviation in the excess coordination number in the MD simulations. These deviations are more 
prominent at the lower concentrations. 
 
 
Table 3.3. The optimal charge distribution for the SO4
2-  ion to reproduce the experimental KB 
integrals in the simulations 
S O O O O 
2.4 -1.1 -1.1 -1.1 -1.1 
 
 
 
 
 
Figure 3.5. The density, KB integrals and the excess coordination number of the aqueous Na2SO4 
salt solutions as a function of salt molality. Lines are from the KB analysis of the experimental 
data and symbols are for the MD simulations. 
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Table 3.4. Two charge distributions for the CO3
2- ion that display unrealistic aggregation behavior 
in finite soluble concentrations. High values for ion-ion KB integral reflect the aggregation. The 
units for the KBI are cm3mol-1. 
C O  SPC/E 
   Gcc Gcw Gww 
  Exp 114 -4 -17 
1 -1 MD 34654 -973 12 
0.4 -0.8 MD 31113 -1035 17 
 
 
 
 
 
The 𝐶𝑂3
2−ion is a trigonal planer shaped molecule with a negative two charge. This makes 
the 𝐶𝑂3
2− ion a highly polarized molecule with a high charge density. The difficulty of modeling 
ions with a high charge density is very prominent in the MD simulations of aqueous Na2CO3 salt 
solutions. All the charge distributions tried in this study displayed aggregation behavior at the 
finite concentrations that are lower than the experimental solubility limit. Table 3.4 is displays two 
of the charge distributions, and resulting KB integrals, investigated in the MD simulations and 
their comparison with the experimental values. The larger positive Gcc values reflect the excessive 
ion clustering in the MD simulations. Figure 3.6 displays the experimental density, KB integrals, 
and excess coordination numbers of aqueous Na2CO3 salt solutions as a function of salt molality. 
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Figure 3.6. The density, KB integrals and the excess coordination number of aqueous Na2CO3 salt 
solutions as a function of salt molality. Lines are from a KB analysis of the experimental data. 
Simulation results are not displayed as they result in an unrealistic aggregation behavior even in 
the soluble concentrations. 
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Figure 3.7. Partial molar volumes (cm3 mol-1) of the ions and water for aqueous NaNO3 salt 
solutions as a function of the molality. Lines are for the KB analysis of the experimental data and 
symbols are for the MD simulations. 
 
Figure 3.8. . Partial molar volumes (cm3 mol-1) of the ions and water for aqueous KNO3 salt 
solutions as a function of  salt molality. Lines are for the KB analysis of the experimental data and 
symbols are for the MD simulations. 
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Figure 3.9. Partial molar volumes (cm3 mol-1) of the ions and water for aqueous NaClO4 salt 
solutions as a function of salt molality. Lines are for the KB analysis of the experimental data and 
symbols are for the MD simulations. 
 
Figure 3.10. Partial molar volumes (cm3 mol-1) of the ions and water for aqueous Na2SO4 salt 
solutions as a function of salt molality. Lines are for the KB analysis of the experimental data and 
symbols are for the MD simulations. 
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Displayed in Figure 3.7, Figure 3.8, Figure 3.9 and Figure 3.10 are a comparison of the 
simulated partial molar volumes of the ions and water molecules for the NaNO3, KNO3, NaClO4 
and Na2SO4 salt solutions as a function of the salt molality with the experimental values. Although 
the NaNO3 salt solutions give partial molar volumes of the ions that are less deviated from the 
experimental values, the corresponding values for the KNO3 salt solutions are considerably under 
estimated. Since the KB integrals are slightly deviated from the experimental values for the 
NaClO4 salt solutions, the partial molar volumes also display the same trend. However, despite the 
higher charge density of the ions in the Na2SO4 salt solutions, the experimental partial molar 
volumes are well reproduced at lower concentrations. However, at higher concentrations of the 
Na2SO4 salt solutions the partial molar volumes of the ions are overestimated.  
 
 
 
Figure 3.11. Activity derivatives of the aqueous NaNO3 salt solutions as a function of salt molality. 
Lines are from the KB analysis of the experimental data and symbols are for the MD simulations. 
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Figure 3.12. Activity derivatives of the aqueous KNO3 salt solutions as a function of salt molality. 
Lines are from the KB analysis of the experimental data and symbols are for the MD simulations. 
 
 
Figure 3.13. Activity derivatives of the aqueous NaClO4 salt solutions as a function of salt 
molality. Lines are from the KB analysis of the experimental data and symbols are for the MD 
simulations. 
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Figure 3.14. Activity derivatives of the aqueous Na2SO4 salt solutions as a function of salt 
molality. Lines are from the KB analysis of the experimental data and symbols are for the MD 
simulations. 
 
 
 
 
In Figure 3.11, Figure 3.12, Figure 3.13 and Figure 3.14 we display the activity derivatives 
for aqueous NaNO3, KNO3, NaClO4 and Na2SO4 salt solutions as a function of salt molality. Since 
the KNO3 model could not reproduce the experimental KB integrals in the MD simulations, it 
cannot not reproduce the experimental activity derivatives too. However, the NaNO3 salt solutions 
did reproduce the experimental activity derivatives successfully. For the NaClO4 salt solutions the 
activity derivatives are closer to the experimental values at lower concentrations. However, 
increasing salt concentration leads to significant deviations in the activity derivatives from the 
experimental values. This could be the result from higher salt concentrations leading to excessive 
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ion interactions in the simulation box. The Na2SO4 activity derivatives are under estimated in the 
MD simulations, but at high concentrations the values are closer to the experimental values.  
 
 
 
Figure 3.15. The diffusion coefficients of the NaNO3, KNO3, NaClO4 and Na2SO4 salt solution 
as a function of salt molality. Lines are for the experimental data48-49 and symbols are for the MD 
simulations. 
 
 
 
 
All the properties displayed in the previous figures are related to KB integrals. Hence, 
always in the KBFF development we have tried to investigate the reproducibility of some other 
properties which are not related to KB integrals, such as the diffusion coefficients and dielectric 
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constants. In Figure 3.15 we displays a comparison of the experimental and simulated diffusion 
coefficients for the NaNO3, KNO3, NaClO4 and Na2SO4 salt solutions. The water displayed the 
highest diffusion coefficient. Increasing the salt concentration results in a decrease in the water 
and ion diffusion coefficients. Furthermore, with increasing salt concentrations the anion and 
cation diffusion coefficients become closer in value. For the 𝑁𝑂3
− ion salt systems the experimental 
diffusion coefficient information not available. In the 𝐶𝑙𝑂4
−  ion systems the diffusion of water and 
anion is close to the experimental values. Surprisingly, despite the high charge density, the 
diffusion coefficients in the 𝑆𝑂4
2−  systems appear to follow the experimental trends. 
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Figure 3.16. The dielectric decrements of the NaNO3, KNO3, NaClO4 and Na2SO4 salt solutions 
as a function of salt molality. Lines are for the experimental data50-51 and symbols are for the MD 
simulations. 
 
 
 
 
 
Figure 3.16 displays the experimental and simulated dielectric decrements for the NaNO3, 
KNO3, NaClO4 and Na2SO4 salt solutions. Despite the correct reproducibility of the KB integrals 
in the NaNO3 salt solutions, the dielectric decrement is underestimated in the MD simulations. For 
the NaClO4 salt solutions, the experimental and MD simulations dielectric decrement values are 
very similar. The Na2SO4 salt solution dielectric decrement follows the experimental trends in the 
simulations. 
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 3.5. Conclusions 
In this study the parameterization and validation of KBFF models for aqueous NaNO3, 
KNO3, NaClO4, Na2SO4 and Na2CO3 salt solutions was attempted. However, aqueous Na2CO3 salt 
solutions displayed unrealistic aggregation behavior at all concentrations. All other salt solutions 
were parameterized to reproduce the experimental KB integrals. The charge distribution for the 
𝑁𝑂3
− ions, which reproduce the experimental KBIs for aqueous NaNO3, showed reasonable but 
not perfect transferability to aqueous KNO3 salt solutions. Aqueous NaClO4 salt solution results 
were close to the experimental values at lower concentrations, but started to deviated from the 
experimental values at higher concentrations. The aqueous Na2SO4 models provided reasonable, 
although slightly overestimated, KBI values without showing any aggregation in the MD 
simulations. However, aqueous Na2CO3 models were not successful because of the unrealistic 
aggregation behavior in the MD simulations. This is probably a result of the higher charge density 
of the small trigonal planner 𝐶𝑂3
2− ion, compared to the larger tetrahedral 𝑆𝑂4
2− ion.  
The KBFF models should be viewed as providing a reasonable balance between solute-
solute, solute-solvent, and solvent-solvent interactions, as inferred by their resulting distributions. 
The compatibility of parameters for different types of molecules in a given force field is achieved 
by employing the same approach in the parametrization process. Hence, the extending compatible 
parameters for oxo anions in the KBFF enables to study solute activities and co-solvent 
interactions with biomolecules in MD simulations. 
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Chapter 4 - Molecular Dynamics Simulations of Aqueous Phosphate 
Solutions 
 4.1. Abstract 
The different types of phosphate ions, such as H2PO4
−, HPO4
2−, PO4
3−, and (CH3)2PO4
−, are 
crucial for many important physiological processes. The H2PO4
−, HPO4
2− and , PO4
3− ions are 
included in the Hofmeister series which is used to help explain important biological processes. The 
(CH3)2PO4
− ion is an important structural moiety in the phospholipids and in some post translational 
modified proteins. Computer simulations of these ions can be used to assist experimentalists to 
gain insight in to molecular level mechanism of these ions. Here we attempted to develop classical 
non polarizable force fields for the H2PO4
−, HPO4
2−, PO4
3−, and (CH3)2PO4
−, ions which are 
compatible with the SPC/E water model. These new force field parameters are specifically 
developed to reproduce the experimental Kirkwood-Buff integrals. Attempts to develop force 
fields for PO4
3−, and HPO4
2− ions, which have a relatively high charge density, were unsuccessful 
due to an excessive aggregation behavior in the simulations. 
 
 4.2. Introduction 
The oxo anions of phosphorous play a very important structural and functional role in many 
biological systems.1 A good example is the ATP molecule which is the fundamental species for 
energy storage and transfer in a living cell. Phosphate ions are also used as structural components 
in bone, teeth, DNA and RNA molecules. Furthermore, the phosphate ion moiety acts as one of 
the most important post translational modifications to protein side chains, and also an integral 
structural part of lipids. The dihydrogen phosphate (DHP) ion plays an important role as as 
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intermediate species in the signal transduction process.2 These hydrogen phosphate charge groups 
are claimed to act as hydration sites in macromolecules.3 A monomeric phosphate ion, which can 
switch between multiple negative charges, possesses unique characteristics that enable 
phosphorous oxygen ions to play a very important role as an intermediate species in many 
biological processes. 
 
 
 
Figure 4.1. The wireframe representation of the phosphate ion (top left), monohydrogenphosphate 
ion (MHP) (top right), dihydrogenphosphate ion (DHP) (bottom left) and dimethylphosphate ion 
(DMP) (bottom right) 
 
 
 
 
Despite the importance of phosphate derived ions, it is challenging task to model these 
types of ions, with  high charge densities, in the MD simulations. Unfortunately, standard force 
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field parameters for these ions are observed to overestimate cation and anion interactions resulting 
in excessive ion pair formation.4 This adversely affects the osmotic pressure and other chemical 
properties of the salt solutions in the MD simulations. Most of the force fields fail to reproduce 
correct thermodynamic properties in MD simulations and one of the most recent publications 
appeared in 2017 by Margreitter et al. and reports an updated version of the parameters for the 
GROMOS force field for the dihydrogenphosphates (DHP), methyl phosphates, 
dimethylphosphates (DMP) and phenylphosphate ions to reproduce correct experimental solvation 
free energies.5  
The possible high negative charge of phosphate ions, and the incompatibility of the 
standard water models, leads excessive ion clustering in the MD simulations. As an recent 
example, a MD study in 2016 which investigated the phosphate ion interactions with calcium ions 
reported that the CHARMM and AMBER force fields form artificial clusters in the MD 
simulations.6 Phosphate ions are one of the building blocks of DNA, RNA and phospholipids and 
many other molecules that play important roles in the biological systems. There are still ongoing 
studies to understand the nature of the first formed mineral phase of bone and some studies claim 
it is amorphous calcium phosphate.7 There are molecular mechanics simulations  
There are many experimental spectroscopic studies concerning DHP and MHP ions 
because of their biological importance.8-10 Also, there are first principal molecular dynamics 
simulations of phosphate, MHP and DHP ions to help interpret experimental spectral features in 
the literature.11-12 One of the early MD study investigated the solvation of sodium DHP salt 
solutions as reported in 1982.13  
The DMP molecule is a model compound for the phosphodiester linkage in phospholipids 
and in nucleic acids. There are ab initio studies which suggest the geometry and the electronic 
131 
structure of the DMP molecule are significantly different in the gas phase and in bulk water.14-15 
Furthermore, computer simulations and experimental studies have shown that different conformers 
of the DMP molecule are stabilized depending on the solvation effects in the aqueous medium.16-
18 Computer simulations have shown that water molecules prefer anionic oxygen over ester 
oxygens in the DMP molecule.16, 19 There is a MD study in 2012 which used the DMP molecule 
to investigate the interactions of phosphate backbone of DNA molecules with surrounding counter 
ions in solution.4 This work claims that the standard CHARMM and AMBER force fields 
parameters lead to cation to DNA phosphate structural artifacts, and also fail to reproduce 
experimental osmotic pressure. There are molecular dynamics studies to compare the stability and 
solvation behavior of the sodium DMP and sodium methylphosphate ions using potential of mean 
force calculations.20 Therefore, there is a clear demand to develop a force field for phosphate ions 
which can reproduce experimental properties in aqueous solutions for future use in biomolecular 
simulations. 
 
 4.3. Experimental Analysis and MD simulations 
The same strategy explained in the second chapters, the Kirkwood Buff inversion 
procedure, was used to extract the experimental Kirkwood Buff integral (KBI).21-22 Hence, to 
obtain experimental KBI values the experimental composition dependent activity and the 
experimental density data were used after fitting to the Pitzer equation and a polynomial equation, 
respectively,23 while for the DMP salts the composition dependent osmotic coefficient was used.24-
25 The experimental partial molar volumes are obtained from the experimental densities using 
previously established standard approaches.26-27 The optimization of the partial charge distribution 
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of the anion to reproduce the experimental KB integral of the respective salt is (again) the main 
strategy used in this project. 
All the molecular dynamics simulations were performed with Gromacs28 4.6 software. The 
SPC/E water29 used to model water in the simulations. All the ions were modeled using KBFF 
force field for NaDHP, KDHP Na2MHP, Na3PO4, NaDMP, LiDMP and KDMP systems. All 
simulations in this study were in the isothermal isobaric ensemble of 300 K temperature and 1 atm 
pressure.30 Here, temperature and pressure are weakly coupled to a bath with relaxation time of 
0.1 ps and 0.5 ps, respectively. A 2 fs timestep was used to integrate the equation of motion. All 
the bonds in the simulations were constrained with LINCS algorithm.31 To calculate electrostatic 
interactions, the particle mesh Ewald technique32 was used with 1 nm cut off distance for real space 
calculations, and a 1.5 nm cutoff was used for the Van der Waals interactions. A random initial 
configuration of ions and water in a cubic box with length of 10 nm was generated to provide a 
known concentration of aqueous salt solution using a custom written Fortran code. An energy 
minimization using the steepest descend method followed by 2 ns of equilibration was performed 
before the production run. The production run of 15 ns was used to calculate ensemble averages. 
In the production run configurations were saved for analysis every 0.1 ps. 
A custom written Fortran program was used to calculate the center of mass radial 
distribution function and to calculate the simulated KB integrals. The simulated KBI integrals were 
then use to calculate the activity derivatives, excess coordination numbers and partial molar 
volumes. Finally, translational self-diffusion coefficients were calculated using the mean square 
fluctuation approach,33-34 and dielectric coefficients were calculated by analysis of the mean dipole 
moment fluctuations.35-36  
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 4.4. Results and Discussion 
 
 4.4.1. Dihydrogenphophate (DHP) ion 
 
4.4.1.1. NaDHP 
The simulations of aqueous NaDHP salts solutions behaved normally and did not display 
any unrealistic aggregation behavior as indicated in Figure 4.2. The charge density, resulting in a 
net negative one charge on the DHP ions, did not seem to lead to excessive ion clusters. 
Furthermore, from all the charge distributions attempted for the DHP ion, the charge distribution 
displayed in Table 4.1 provided the best experimental KB integrals for the NaDHP simulations.  
The density, KB integrals and the excess coordination numbers calculated for the NaDHP 
salt solution with the charge distribution displayed in the Table 4.1 are compared with the 
experimental values in the Figure 4.3. This shows the ability of the chosen charge distribution to 
reproduce the experimental numbers, with reasonable accuracy, in simulations of aqueous NaDHP 
salt solutions at both lower and higher concentration. 
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Figure 4.2. The 1 m NaDHP salt solution aggregation with the standard SPC/E water model. 
Sodium ions are colored in cyan color and oxygen atoms of the DHP are displayed in red color. 
The charge distribution for the DHP is given in Table 4.1. 
 
 
 
 
 
 
 
Table 4.1. The charge distribution that best reproduced the experimental KBIs for the DHP ion in 
MD simulations of aqueous NaDHP salt solutions. 
H O P O O O H 
0.4 -0.63 0.75 -0.645 -0.645 -0.63 0.4 
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Figure 4.3. The density, KB integrals and the excess coordination number for aqueous NaH2PO4 
salt solutions as a function of salt molality. Lines are obtained from the KB analysis of the 
experimental data and symbols are for the MD simulations. 
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Figure 4.4. Partial molar volumes (cm3 mol-1) of the ions and water from aqueous NaH2PO4 salt 
solutions as a function of salt molality. Lines are obtained from the KB analysis of the experimental 
data and symbols are for the MD simulations. 
 
 
 
 
 
 
The partial molar volumes of the ions and water obtained from the MD simulations are 
compared with the experimental values in Figure 4.4. The cation and anion are considered as 
indistinguishable in the KB analysis,21-22 and the simulated partial molar volume is calculated as 
an average value of the individual Na+ and DHP ions. The deviation of the simulations from the 
experimental density at higher salt concentrations also leads to the deviation of partial molar values 
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at higher concentrations. However, we observed that the charge distribution alone cannot be used 
to adjust the density in the MD simulation to reproduce the experimental density. 
 
 
 
Figure 4.5. Activity derivatives for aqueous NaH2PO4 salt solutions as a function of salt molality. 
Lines are for the KB analysis of the experimental data and symbols are for the MD simulations. 
 
 
 
 
 
The activity derivatives for the simulated aqueous NaDHP salt solutions are compared to 
the experimental values in Figure 4.5. The experimental activity derivatives trends are reproduced 
in the MD simulations, with a slight overestimation at higher concentrations. 
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All the chemical properties discussed so far are directly related to the KB integrals. 
Therefore, we have examined some other properties, such as diffusion and dielectric constants, 
which are not related to the KB integrals. These are calculated for the MD simulation and are 
displayed in Figure 4.6. As displayed in Figure 4.6., the diffusion coefficient of water is higher 
than for the ions. The Na+ ion and the DHP anion diffusion is similar for all the salt concentrations. 
An increase in salt concentration gradually decreases the rate diffusion of ions and water as 
expected.  
Furthermore, the general trend observed for salt solutions is that an increase in salt 
concentration results in a decrease in the dielectric constant. However, for DHP salts the 
experimental data indicates an initial increase in the dielectric constant followed by a decrease at 
higher concentrations. The DHP anion hydration properties are significantly affected by the type 
of the cation in the salt, as reported in the experimental studies.37 A kosmotrope ion is usually 
small with a high charge density and are therefore able to bind with water strongly. On the other 
hand, a chaotrope ion is a big ion with a low charge density that binds with water relatively weakly. 
The DHP ion and Na+ ion are on the borderline of this classification. According to the “matching 
water affinities” concept, two kosmotrope ions, or two chaotrope ions, in an aqueous solution 
prefer to dominantly form contact ion pairs.38-41 However, a combination of a kosmotrope and a 
chaotrope ion could lead to the preferential formation of solvent separated ion pairs. These 
solvation properties could impact the experimental dielectric decrement trends observed here. 
Unfortunately, the current MD simulations follow the general trend of a gradual decrease in the 
dielectric with salt concentration. Furthermore, it is not clear how to reproduce this type of 
experimental trend for the dielectric decrement with a classical non-polarizable force field. 
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Figure 4.6. The diffusion coefficients and the dielectric decrements for aqueous NaH2PO4 salt 
solutions as a function of salt molality. The lines are displayed for the experimental data37 and 
symbols are for the MD simulations. 
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 4.4.1.2. KDHP 
The transferablity of the best charge distribution found for NaDHP salt solutions was 
investigated using the results for KDHP salt solutions. The KDHP salts also did not display any 
unrealistic aggregation behavior in the present MD simulations. A comparison of the experimental 
KB integrals for NaDHP and KDHP solutions reflects the changes in the aqueous salt 
environments. The Gcc, Gcw and Gww values for a 1m salt solution of NaDHP and KDHP are 177, 
-24, -17 and 251, -34, -16, respectively. The change of cation from sodium to potassium ion has 
slightly increased the ion-ion interactions, as implied by an increase in the positive value of Gcc. 
The KB integrals for the ion-water interactions slightly decrease, as implied by an increasingly 
more negative value for Gcw, when a potassium ion replaces a sodium ion in the solution. This 
could be due to the fact that an increase in the size of the cation can lead to a lower charge density 
and interaction with the water molecules. The water-water interactions, denoted by Gww, are not 
affected by the change in cation in the aqueous salt solutions. The MD simulation density, KB 
integrals and excess coordination numbers are compared with the experimental values for KDHP 
solutions in Figure 4.7.  
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Figure 4.7. The density, KB integrals and the excess coordination number of aqueous KH2PO4 
salt solutions as a function of salt molality. Lines are for the KB analysis of the experimental data 
and symbols are for the MD simulations. 
 
 
 
 
The comparison of the experimental and MD values for the partial molar volumes of ions 
and water, the activity derivatives, the diffusion constants, and dielectric decrement are displayed 
in Figure 4.8, Figure 4.9 and Figure 4.10, respectiviely. The results imply that the charge 
destribution parameterized for the sodium salt can reproduce most of the KB related experimental 
properties for the KDHP salt solutions as well. As displayed in Figure 4.10, the diffusion 
coefficient of water is higher than ions. The K+ ion diffusion is higher than the DHP anion. The 
increasing salt concentration gradually decreases the diffusion of ions and water. Furthermore, as 
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discussed for NaDHP salt solutions the increase in salt concentration results in a decrease in 
dielectric constant in the MD simulations. However, experimentally the dielectric decrements 
starts to increase with increasing salt concentrations. The DHP ion lies on the borderline for the 
classification of kosmotrope and chaotrope, while the K+ ion is a chaotrope.39, 41-43 These solvation 
dynamics could be a reason for the trend in experimental dielectric decrements observed for the 
KDHP salt solutions. 
 
 
 
 
 
Figure 4.8. Partial molar volumes (cm3 mol-1) of the ions and water for aqueous KH2PO4 salt 
solutions as a function of salt molality. Lines are fort the KB analysis of the experimental data and 
symbols are for the MD simulations. 
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Figure 4.9. Activity derivatives of aqueous KH2PO4 salt solutions as a function of salt molality. 
Lines are for the KB analysis of the experimental data and symbols are for the MD simulations. 
 
 
 
Figure 4.10. The diffusion coefficients and the dielectric decrements for aqueous KH2PO4 salt 
solutions as a function of salt molality. The lines are displayed for the experimental data44 and 
symbols are for the MD simulations. 
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 4.4.2. Dimethylphosphate (DMP) ion 
For the parameterization of the dimethylphosphate (DMP) ion, instead of using the activity 
coefficients we had to use the osmotic coefficients because experimental activity data was not 
available for the LiDMP, NaDMP, and KDMP salt solutions. Even for the osmotic coefficients the 
solubility limited data to 1 m. Although, no unrealistic aggregation behavior was observed in the 
MD simulations, a major issue was that the KB integrals were not sensitive to many of the charge 
distribution attempted for the DMP ions. However, a comparison of experimental KB integrals for 
DHP and DMP in Figure 4.3 and Figure 4.11 reflects some structural changes. In the DHP 
molecule the terminal hydrogen molecules are replaced by methyl groups to give DMP. This 
lowers the DMP molecules ability to form hydrogen bonds with surrounding waters. As an 
example, in 1m aqueous salt solutions of NaDHP the Gcc, Gcw and Gww values are 177, -24 and -
16, respectively. For 1m aqueous salt solutions of NaDMP the corresponding Gcc, Gcw and Gww 
values are -144, -15 and -17, respectively. In contrast to the replacement of the cation, from sodium 
to potassium DHP salts, changing the anion from DHP to DMP has clearly changed the Gcc values. 
The positive value for the NaDHP salt solution Gcc values has shifted to a negative value for the 
NaDMP implying that ion-ion interactions have changed and are less favorable in the solution. 
 
 
 
Table 4.2. The charge distribution for the dimethylphosphate (DMP) ion that best reproduced the 
experimental KBIs in MD simulations of aqueous NaDMP salt solutions. 
 
CH3 O P O O O CH3 
0.1 -0.4 0.4 -0.4 -0.4 -0.4 0.1 
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Figure 4.11. The KB integrals and excess coordination number for aqueous NaDMP salt solutions 
as a function of salt molality. Lines are for the KB analysis of the experimental data and symbols 
are for the MD simulations. 
 
 
 
 
 
Also could not find any trends or preferences of charges on a specific atoms in the DMP salts of 
lithium, sodium and potassium. Table 4.2 displays the DMP charge distribution that most closely 
reproduced the values of the experimental KBIs for the sodium salt in the MD simulations. 
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Figure 4.12. Partial molar volumes (cm3 mol-1) of the ions and water for aqueous NaDMP salt 
solutions as a function of salt molality. Lines are fort the KB analysis of the experimental data and 
symbols are for the MD simulations. 
 
 
 
 
Figure 4.13. Activity derivatives fort aqueous NaDMP salt solutions as a function of salt molality. 
Lines are for the KB analysis of the experimental data and symbols are for the MD simulations. 
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The interested reader is referred to some of the trial charge distributions attempted for the DMP 
salts, as displayed in the supporting material of this chapter, see Table S  4.1, Table S  4.2 and 
Table S  4.3. The charge distributions in these tables also includes a comparison with the charge 
distribution adopted by the AMBER force field for the DNA backbone45. Also included are the 
Amber9946, GROMOS G43a1 force field28 and some QM charge distributions (using ESP, Lowdin 
and Mullikan analysis). The charge distribution that best reproduced the experimental KB integral 
for DHP salts was also attempted for DMP, but did not results in reasonable KBIs. The 
experimental trend of increasing negative values for the ion-ion KB integrals - from -117, -144 
and -153 for the lithium, sodium and potassium salt solutions, respectively – were also not captured 
in the MD simulations. 
 As displayed in Table S  4.1, Table S  4.2 and Table S  4.3, using the AMBER force field 
DNA backbone45 charges for the DMP molecule did not reproduce the experimental KBI values 
in the MD simulations for LiDMP, NaDMP and KDMP solutions. The Gcw values displayed a 
higher negative value than the expected experimental values. Also the Gcc values did not display 
an increasing negative value when the size of the cation is increased. Further attempts to use this 
same DMP charge distribution, together with the KBFF parameters was also attempted and did not 
help to reproduce experimental KBI. The same approach was attempted with Amber99, GROMOS 
G43a1, some QM charge distributions and the best charge distribution of DHP, yet non of them 
could reproduce the experimental KBI values in simulation of LiDMP, NaDMP, and KDMP salt 
solutions. However, the standard GROMOS G43a1 force field charge distribution for DMP did 
produce KBI closer to the experimental values, but only for NaDMP solutions. However, KDMP 
and LiDMP could not simulated because those cations are not included in the standard GROMOS 
G43a1 force field. Furthermore, the experimental KBIs could not be reproduced in the simulations 
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when the charge distribution from the standard GROMOS G43a1 force field for the DMP molecule 
was used together with the KBFF parameters. 
The charge distribution for the NaDMP salt that best reproduced the experimental KBIs 
when used with the other KBFF parameters in the MD simulations is displayed in Table 4.2. The 
corresponding KB integrals and excess coordination numbers are displayed in Figure 4.11. 
However, the KB integral for the ion-water interactions shows a significant deviation from the 
experimental data. Figure 4.12 compares the partial molar volumes in the MD simulations with 
the experimental values. The partial molar volume of the ions is slightly overestimated in the MD 
simulations and the partial molar volumes of the water molecules are underestimated compared to 
the experimental values. The activity coefficient derivative with respect to molality is displayed in 
Figure 4.13 and MD simulation values are within the range of the experimental values. The 
diffusion coefficients for the sodium ion, DMP ion, and water are 1.06 x10-9 m2s-1, 1.03 x10-9 m2s-
1 and 2.35 x10-9 m2s-1, respectively. The dielectric decrement of the 1m aqueous NaDMP salt 
solution is -7.25. However, the charge distribution displayed in the Table 4.2 did not reproduce 
the experimental KBI values for lithium and potassium salt solutions in the MD simulations. The 
charge distribution displayed in Table 4.2 when used for the 1m LiDMP salt solutions gave Gcc, 
Gcw and Gww values of -44  ±13, -46  ±3,-16  ±0, whereas the experimental KBI values are -117, -
16, 17, respectively. The same charge distribution gave values -67  ±5, -48  ±1,-16 ±0 for the 1m 
KDMP salt solution in the MD simulations whereas  -153, -17, -17 are the experimental Gcc, Gcw 
and Gww, respectively. 
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 4.4.3. Monohydrogenphosphate (MHP) ion 
Sodium monohydrogenphosphate (MHP) salt solutions displayed unrealistic aggregation 
behavior at experimentally soluble concentrations in the MD simulations as displayed in Figure 
4.14. The experimental KB analysis reflects a positive value for Gcc implying ion-ion interactions 
are favorable in the aqueous salt solution. However, the values of Gcc, Gcw are more positive 
compared to the DHP molecule, presumably due to the high charge density of the MHP molecule, 
as displayed in Figure 4.15 and Table 4.3 . 
All the charge distributions attempted for MHP displayed aggregation in the MD 
simulations, as denoted by the high positive values for the ion-ion interactions provided in  Table 
4.3. Since the MHP ion has negative two charge, the incompatibility of high charge ions with the 
standard water models could lead to excessive ion clustering in the MD simulations. Furthermore, 
attempts to decrease the excessive ion clustering by scaling the LJ interaction strength of the 
oxygen atoms between the MHP and water was not productive. 
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Figure 4.14. Ion aggregation in simulations of 2 m NaMHP salt solutions with the standard SPC/E 
water model. Sodium ions are colored cyan and oxygen atoms of the MHP ions are displayed in 
red. The charges on the MHP ion atoms are H = 0.2, O connected to H= 0, P = 0.25, O connected 
to P = -0.817. 
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Figure 4.15. The density, KB integrals and the excess coordination number for aqueous NaMHP 
salt solutions as a function of salt molality. Lines are for the KB analysis of the experimental data. 
MD simulation results are not displayed due to an unrealistic aggregation behavior at all 
concentrations. 
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Table 4.3. A few examples of the charge distributions tried for the MHP ion in simulations of 
aqueous 2 m NaMHP salt solutions. All the charge distributions gave high positive values for the 
ion-ion interactions (Gcc), implying excessive aggregation. The last charge distribution reproduced 
the lowest ion-ion interactions (Gcc) for the aqueous 2 m sodium MHP salt solutions, but are still 
orders of magnitude higher than the experimental numbers. The units for the KBIs are cm3mol-1. 
 
H O P O 
 
SPC/E 
     Gcc Gcw Gww 
    Exp 147 -12 -17 
0.4 -0.6 0.75 -0.85 MD 11503 -1154 96 
0.4 -0.2 0.25 -0.817 MD 5028 -495 29 
0.4 -0.2 0 -0.73 MD 5966 -584 37 
0.4 -0.2 -0.25 -0.65 MD 6296 -619 41 
0.4 -0.2 -0.75 -0.483 MD 8055 -783 56 
0.2 0 0.25 -0.817 MD 3293 -393 13 
 
 
 
 
 4.4.4. Phosphate ion 
Sodium phosphate salt solutions also displayed an unrealistic aggregation behavior in the 
MD simulations at, experimentally soluble, 0.5 m concentration as shown in Figure 4.16. This 
aggregation is evident in all the charge distributions attempted here. In Table 4.4 we display a few 
examples of the charge distributions for the phosphate ion where systemic changes in the charges 
on the P and O atoms are investigated. The experimental Gcc values are higher positive numbers 
compare to the DHP, MHP and DMP slats implying ion-ion interactions are more favorable due 
to the high charge density of the phosphate ion. However, instead of the experimentally expected 
range of positive numbers displayed in Figure 4.17 for the ion-ion KB integrals, the MD 
simulations resulted in very high positive numbers, as displayed in Table 4.4 and implying a high 
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degree of aggregation. The negative three charge on the phosphate ion could be a reason for the 
formation of a large number of ion clusters in the MD simulations. Scaling the LJ interaction 
strength between the oxygen atoms of water molecule and the phosphate ion, to increase the 
hydration of the ion, was also attempted. Unfortunately, this did not help to decrease the excessive 
ion clustering in the simulations. Furthermore, the incompatibility of the non-polarizable simple 
water models with high charge ions, discuss in the first chapter in this thesis, could be a major 
problem for this system. 
 
 
 
 
 
 
 
Figure 4.16. The 0.5 m Na3PO4 salt solution aggregation with the standard SPC/E water model. 
Sodium ions are colored cyan color and oxygen atoms of the phosphate ions are red. The charge 
distribution for the phosphate ion is P = 3 and O = -1.5 
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Table 4.4. A few examples of the charge distribution tried for the phosphate ion in simulations of 
aqueous 0.5 m sodium phosphate salt solutions. The phosphate atom and oxygen atom charges are 
systematically changed. The higher positive values for the ion-ion interactions (Gcc) implies an 
unrealistic aggregation. The units for the KB integrals are cm3mol-1. 
P O  SPC/E 
   Gcc Gcw Gww 
  Exp 697 -1 -17 
4 -1.75 MD 6073 13 -16 
3 -1.5 MD 11242 -8 -17 
2 -1.25 MD 6171 -16 -17 
1.5 -1.125 MD 9478 -73 -17 
1 -1 MD 6741 -57 -17 
-1.5 -0.375 MD 11786 -158 -15 
 
 
 
Figure 4.17. The density, KB integrals and the excess coordination numbers for aqueous Na3PO4 
salt solutions as a function of salt molality. Lines are for the KB analysis of the experimental data. 
Simulation results are not displayed due to an unrealistic aggregation behavior at all 
concentrations. 
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 4.5. Conclusions 
The parametrization of the PO4
3− and MHP ions was unsuccessful due to the excessive 
unrealistic aggregation in the MD simulations. However, the DHP parameterization for the KBFF 
force field was successful. Indeed, the same charge distribution parametrized for the aqueous 
sodium salt solutions was successfully transferred for the aqueous potassium salt solutions. The 
DMP ion parameterization using sodium, potassium and lithium salt solutions could not identfy a 
reasonable single charge distribution effective for all three salt solutions. Therefore, a charge 
distribution that best reproduced the KBI values for the sodium salt was adopted. 
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 4.6. Supporting Information 
Table S  4.1. A few examples of the charge distribution tried for the DMP ion in simulations of 
aqueous 1 m LiDMP salt solutions. The units for the KB integrals are cm3mol-1. The standard 
G43a1 force field do not include lithium ion parameters to perform MD simulation. 
Comment CH3 O P OT  LiDMP 
      Gcc Gcw Gww 
     Exp -117 -16 -17 
Amber DNA Charges45 used in the KBFF 0.2 -0.4 1.0 -0.8 MD 33 -47 -16 
Standard GROMOS G43a128 0.0 -0.36 0.99 -0.63 MD    
G43a1 charges with KBFF     MD -58 -49 -14 
Standard Amber9946 0.20 -0.51 1.16 -0.78 MD 732 -92 -12 
Amber99 Charges with KBFF     MD 21 -48 -14 
QM charges - ESP 0.14 -0.46 1.15 -0.76 MD 8 -47 -14 
QM charges - Lowdin -0.17 0.05 -0.12 -0.33 MD 7 -49 -15 
QM charges - Mullikan 0.08 -0.40 0.90 -0.64 MD 75 -55 -12 
From DHYP distribution 0.40 -0.63 0.75 -0.65 MD 61 -44 -15 
 
 
 
 
 
 
 
 
Table S  4.2. A few examples of the charge distribution tried for the DMP ion in simulations of 
aqueous 1 m NaDMP salt solutions. The units for the KB integrals are cm3mol-1. 
Comment CH3 O P OT  NaDMP 
      Gcc Gcw Gww 
     Exp -144 -15 -17 
Amber DNA Charges45 used in the KBFF 0.2 -0.4 1.0 -0.8 MD -16 -40 -15 
Standard GROMOS G43a128 0.0 -0.36 0.99 -0.63 MD -141 -30 -17 
G43a1 charges with KBFF     MD -26 -44 -15 
Standard Amber9946 0.20 -0.51 1.16 -0.78 MD -108 -28 -16 
Amber99 Charges with KBFF     MD -15 -40 -15 
QM charges - ESP 0.14 -0.46 1.15 -0.76 MD -40 -43 -16 
QM charges - Lowdin -0.17 0.05 -0.12 -0.33 MD -104 -38 -15 
QM charges - Mullikan 0.08 -0.39 0.90 -0.64 MD -65 -39 -17 
From DHYP distribution 0.40 -0.63 0.75 -0.64 MD 92 -46 -15 
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Table S  4.3. A few examples of the charge distribution tried for the DMP ion in simulations of 
aqueous 1 m KDMP salt solutions. The units for the KB integrals are cm3mol-1. The standard 
G43a1 force field do not include potassium ion parameters to perform MD simulation. 
Comment CH3 O P OT  KDMP 
      Gcc Gcw Gww 
     Exp -153 -17 -17 
Amber DNA Charges45 used in the KBFF 0.2 -0.4 1.0 -0.8 MD 23 -50 -16 
Standard GROMOS G43a128 0.0 -0.36 0.99 -0.63 MD    
G43a1 charges with KBFF     MD 40 -55 -14 
Standard Amber9946 0.20 -0.51 1.16 -0.78 MD -154 -28 -14 
Amber99 Charges with KBFF     MD 36 -51 -15 
QM charges - ESP 0.14 -0.46 1.15 -0.76 MD -23 -51 -14 
QM charges - Lowdin -0.17 0.05 -0.12 -0.33 MD -59 -49 -14 
QM charges - Mullikan 0.08 -0.39 0.90 -0.64 MD -44 -50 -14 
From DHYP distribution 0.40 -0.63 0.75 -0.64 MD 27 -45 -15 
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Chapter 5 - The Impact of Including Electronic Screening Effects in 
Ion Simulations 
 5.1. Abstract 
The incompatibility of high charged ions and simple non-polarizable water models is a 
major concern for MD simulations. This results in excessive ion clustering and an unrealistic 
aggregation behavior at finite concentrations of salts for ions with a high charge density. MD 
simulations of the Na2CO3, Na2HPO4 and Na3PO4 salt systems with the SPC/E water model 
displayed such aggregation behavior. Here, we investigate the possibility of including electronic 
screening effects in the simulations and the consequences for the aggregation of ions in these salt 
solutions. Preliminary studies using a water model with a dipole moment close to the experimental 
value, after including electronic screening, display promising results for the simulation of ions 
with high charge densities. 
 
 5.2. Introduction 
In classical MD simulations one uses an average charge distribution for a molecule, in 
terms of “effective” partial atomic charges, to account for polarization effects in solution. In a real 
system the charge distribution will adjust to the local microscopic environment, and also include 
screening effects from the electron cloud of the surrounding molecules. Since classical simulations 
do not define electrons explicitly, it is a tedious task to model these adjustments to the local 
microscopic environments. For a neutral molecule the impact of the electronic screening effect is 
implicitly handed by the use of “effective” charges in classical non polarizable force fields. 
However, for ions this strategy is not capable of modeling electronic screening in MD simulations 
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as most force fields use integer charges for ions. This incompatibility appears to be more prominent 
with high charge density ions in water resulting unrealistic excessive ion clusters. This aggregation 
behavior in MD simulations prevails irrespective of the water model used with the high charge ion 
species. We believe this is a major factor that prevents the development of simple models for many 
of the ono anions discussed in Chapters Three and Four of this thesis.  
Indeed, Leontyev et al. have investigated the possibility of including the charge 
fluctuations around the average value by using an additional charge renormalization factor which 
is shown to produce promising results.1-4 The adjustment to the charge distribution changes the 
effective dipole moment of the molecule. Furthermore, other research groups have reported that 
the scaling of ion charges is an effective strategy to model electronic screening in classical MD 
simulations for ions with high charge density.5 However, the renormalization of the charges results 
in non integer values which could lead to inconsistencies in the MD simulations.  
Therefore, the possibility of including the renormalization factor implicitly in the solvent 
to account the electron screening effects is explored in this project. This makes the solvent and 
charges of ions more compatible in MD simulations. Water is the most abundant, biologically most 
important, and a highly polarizable solvent with unique characteristics. This makes it very 
challenging to model in computer simulations. Classical molecular dynamics (MD) are widely 
used as the most common type of computer simulations to study biological systems due to 
limitations in applications of quantum mechanical simulations. Despite the great number of water 
models available for use in molecular dynamics simulations, the majority of them involve classical, 
non-polarizable, simple rigid water models that were developed decades ago.6-8 These simple 
water models do not include electronic polarization and screening effects due to the fact the 
electrons are not explicitly included in classical MD simulations.9-11 However, there are 
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polarizable water models available with flexible bonds and multiple sites with complex empirical 
potential to describe the interactions and specifically developed to include many body effects such 
as polarization, charge transfer, etc. These polarizable force fields have been shown to perform 
well compared to non-polarizable force fields, especially in low dielectric environment such as a 
bio membrane.12-16 However, polarizable force fields also suffer from some unresolved issues such 
as computational efficiency, consistency, balancing inter-intra molecular interactions, sampling of 
the relevant configurations, etc.12, 14, 17-18 Therefore, using non polarizable force fields is preferred 
by most researchers over polarizable force fields models, if the non-polarizable force fields models 
can reproduce reasonably accurate experimental properties in the simulations. 
However, there is a growing interest in the scientific community to find strategies to 
incorporate electronic screening effects with reasonable efficiency in classical MD simulations. 
One strategy for non-polarizable water models is to use the approach of modeling the charge 
distribution by multipoles.19 The monopole, dipole, quadrupole, octupole and hexadecapole 
moments are the zeroth, first, second, third and fourth moments of the charge distribution. These 
water models help to capture effects that are hard to model in simple non polarizable water models. 
As an example, it is claimed that the quadrupoles moments are more sensitive than just dipoles 
and this influences the orientation of molecules leading to a dense packing of the system.20 Also 
including an octupole is argued to be necessary to distinguish anion and cation solvation 
dynamics.21 Although including higher order multipole moments can increase the accuracy of the 
water model, this can increase the computational cost as well. Consequently, most of the water 
models neglect quadrupole or higher moments because the liquid properties, such as density or 
energy, used to fit the potential are not very sensitive to the dipole or higher moments. 
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Furthermore, as an alternative strategy some water models attempt to use an increased 
dipole moment to model the contributions by multipolar interactions. Leontyev et al. describe how 
the electron screening of the system can be treated as macroscopically homogenous. 1-4 As an 
example, the electronic contribution to the dielectric constant for organic materials is close to 2 
and for water is 1.78.3 Therefore, the average effect of electronic screening can be accounted for 
in most non polarizable force fields by decreasing the partial atomic charges, while the average 
effect of polarization in the condensed phase can be accounted for by increasing the partial atomic 
charges.1, 22 The gas phase experimental electrostatic dipole moment of water is about 1.85 
Debye.23 For the water dimer the electrostatic dipole moment is about 2.1 Debye, and this value 
increases in larger water clusters and reaches values close to 3 Debye in the liquid phase.1, 23 
However, most of the water models used in MD simulations use effective dipole moments (𝜇𝑒𝑓𝑓) 
with values around 2.3.1 Leontyev et al. explain this value for the effective dipole moment as the 
value of the ratio between of the real dipole moment of the medium and square root of the 
electronic dielectric for water (𝜀𝑒𝑙), which is 1.78, to account the electron screening effects as 
displayed in Eq. 5.1.1 
 
medium
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el




 
Eq. 5.1 
The fixed charge water models that produce a permanent dipole of 2.2 - 2.4 Debye claim 
to incorporate many body polarization effects. However, this dipole moment is still lower than the 
experimental liquid water value due to implicit screening effects. A solution to this, called the 
MDEC (Molecular dynamics in electronic continuum) model, has been proposed by Leontyev et 
al.4 In this model, one considers the point charges are moving in a homogenous electronic 
continuum of known dielectric constant,  𝜀𝑒𝑙. Consequently, the new dielectric constant (ε) 
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obtained from the MD simulations needs to be corrected to include contributions from electronic 
screening effects as displayed in Eq. 5.2. 
 𝜀 = 𝜀𝑀𝐷𝜀𝑒𝑙 Eq. 5.2 
Therefore, they argue that current simulations implicitly include this electronic screening effect. 
This has no real effect on the water models developed previously, but it implies that one should 
use charges for ions that also include this effect, i.e. the ion charges should be scaled by a factor 
of 1 √𝜀𝑒𝑙⁄  (about 0.75 in an aqueous solution). However, this strategy results in non integer charges 
for ions. Nevertheless, this would reduce the magnitude of the ion-ion interactions and may help 
to prevent the aggregation problems observed for many high charge density ions.  
Hence, this incompatibility of many ions with standard water models could be the reason 
for observed unrealistic aggregation behavior of Na2CO3, Na2HPO4 and Na3PO4 salt solutions in 
the MD simulations as discussed previously. Here, we attempt a similar approach to Leontyev et 
al. However, instead of using non integer in charges we keep the original chares and increase the 
dielectric constant used for the electrostatic interactions to account for electronic screening. 
Furthermore, the possibility of using KB integrals to quantify the ion and water interactions in the 
modified new water model is also explored. 
 
 5.3. Experimental Analysis and MD simulations 
A modified water model with a dipole moment closer to the experimental value, after 
including electronic screening effects, could resolve the excessive aggregation behavior for ions 
with high charge density observed in our previous MD simulations. Here, we have explored ions 
with high charge densities and their interactions with the standard SPC/E7 water model, with dipole 
moment of 2.351 Debye, and with a modified version of the SPC/E water model which includes 
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electronic screening effects. In this modified version the dipole moment is increased to 3.16 Debye, 
which is close to the experimental number. This is achieved by increasing the dielectric constant 
for electrostatic interactions by an equivalent amount such that the final electrostatic interactions 
remain unchanged. The parameters are listed in the Table 5.1. 
 
 
 
 
 
 
Table 5.1. The parameters used for the SPC/E water model and the modified SPC/E water model 
with electronic screening effects. 
 
 SPC/E7 Modified SPC/E  
r(OH), Å 1.0 1.0 
HOH Angle 109.47 109.47 
q(O) −0.8476 -1.1306 
q(H) +0.4238 +0.5653 
Dipole Moment/ Debye 2.351 3.16 
 
 
 
 
 
 
 
 5.3.1. Reparametrization of the cation for simulations using the modified SPC/E 
water model 
All the MD systems studies in this project include Na+ as the cation which was 
parameterized in an earlier publication.24 These ion parameters are compatible with the standard 
SPC/E water model. Therefore, we need to develop cation parameters that are compatible with the 
new modified SPC/E water model. Hence, the properties of NaCl solutions was chosen, as in the 
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original parameterization process, to evaluate the performance of cation and anions in the new 
water model that includes electronic screening effects. MD simulations of 4 m salt solutions of 
NaCl, and the NaCl salt crystal, were performed and the results indicated that the existing Na+ and 
Cl- ion parameters with the modified water model could not reproduce the experimental aqueous 
salt solution density, KB integrals, ion-water contact distances, and NaCl crystal dimensions. 
Therefore, reparameterization of cation and anion was needed.  
For a monatomic ion there are two adjustable parameters, which are the LJ interaction 
length (σ) and the interaction strength (ε). Therefore, one adjustable parameter was kept constant 
and the other adjustable parameter was scaled by a known factor for both Na+ and Cl- ions and MD 
simulations performed and the corresponding KB integrals calculated. However, the cation to 
water oxygen interaction strength (ε) scaling was still required to reproduce experimental KB 
integrals. Further efforts to incorporate a water to cation interaction strength (ε) scaling implicitly 
in to the cation interaction strength (ε) was tried but failed to reproduce the experimental KB 
integrals. 
Once the parameters for the sodium cation were established then they were used to perform 
MD simulations for the 0.5 m salt solutions of Na3PO4, 2 m Na2HPO4 , and 1 m salt solution of 
Na2CO3 in the modified SCP/E water model systems. 
 
 5.3.2. MD simulations details 
All the computer simulations for NaCl, Na2CO3, Na2HPO4 and Na3PO4 were performed by 
using the GROMACS25 version 4.6 software. The SPC/E water7 model and a modified version of 
SPC/E water used in the MD simulations. Most importantly, the dielectric constant in the MD 
simulation was set to 1.78 to account for contributions from electronic screening effects in the 
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modified SPC/E water and ion simulations.1 All simulations in this study were maintained in the 
isothermal isobaric ensemble at 300 K temperature and 1 atm pressure. Berendsen pressure and 
temperature coupling was used in this study.26 Here, temperature and pressure is weakly coupled 
to a bath with relaxation time of 0.1 ps and 0.5 ps, respectively. A 2 fs time step was used to 
integrate the equation of motion. All the bonds in the simulations were constrained with the LINCS 
algorithm.27 The particle mesh ewald (PME) was used to model electrostatic interactions with 1 
nm cut off distance for real space calculations,28 and 1.5 nm cutoff distance for the van der Waals 
interactions. All the simulations were performed in a 100 Å size cubic box. A random initial 
configuration of ions and water in a cubic box with length of 10 nm was generated to provide a 
known concentration of aqueous salt solution using a custom written Fortran code. An energy 
minimization using the steepest descend method followed by 2 ns of equilibration was performed 
before the production run. The production run of 15 ns was used to calculate the ensemble 
averages. In the production run configurations were saved every 0.1 ps. A custom written Fortran 
program used to calculate center of mass radial distribution function and to calculate the simulated 
KB integrals.  
For the NaCl salt crystal an anisotropic MD simulation was performed at 300 K and 1 atm. 
Here, a roughly 5 nm size cubic crystal was generated using a custom written Fortran code. The 
unit cell dimensions and the symmetry group operations need to generate salt crystals were 
obtained from the crystallography open database.29 The additional correction factor 1.78 for the 
dielectric constant was also used for the crystal simulations. 
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 5.4. Results and Discussion 
As displayed at the top of Table 5.2, the standard KBFF parameters for the sodium and 
chloride ions could not reproduce the experimental KBI values when using the modified SPC/E 
water model. The salt solution density deviated from the experimental values. Also, the NaCl 
crystal simulation did not reproduce the ion-ion distances.. In the standard KBFF model, the 
sodium ion to water interaction strength was scaled by 0.75 to help reproduce the experimental 
KBI.30-31 As displayed in Table 5.2, removing this scaling factor resulted in significant deviation 
from the experimental KBI values in the simulations with modified SPC/E. The cation to water 
interaction strength scaling is used as a way to include polarization effects implicitly in the 
classical non polarizable force fields. Therefore, scaling the cation to water interaction strength 
was also required for the modified water model. 
For a given ion there are two adjustable parameters. To determine which parameter to 
adjust in this present study the NaCl crystal simulation results were used. As shown in Figure 5.1 
and Figure 5.2 the most feasible approach is to adjust the LJ interaction length (σ) without 
modifying the interaction strength (ε) to obtain the experimental crystal dimension and potential 
energies. Therefore, the LJ interaction length (σ) was scaled by different scaling factors for the 
both cation and anion without changing the interaction strength (ε) and MD simulations performed 
to compare with the experimental data. On scaling the LJ interaction length (σ) by 0.95 the crystal 
cation and anion distance and the salt solution density was not closer to the experimental results 
as displayed in Table 5.2. On the scaling of LJ interaction length (σ) by 0.9 then the KBI values, 
the density of salt solution and also the crystal dimensions are close to the experimental numbers. 
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Figure 5.1. Simulations of a NaCl crystal with the interaction length (σ) values kept fixed to 
standard KBFF values and the interaction strength (ε) value of the sodium ions changed to estimate 
the experimental ion distances and potential energy of the NaCl crystal. The dash lines are for the 
experimental number and symbols are for the MD simulations. 
 
 
 
Figure 5.2. simulations of a NaCl crystal with the interaction strength (ε) values kept fixed to 
standard KBFF values and the interaction length (σ) value of the sodium ions changed to estimate 
the experimental ion distances and potential energy of the NaCl crystal. The dash lines are for the 
experimental number and symbols are for the MD simulations. 
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Table 5.2. comparison of cation and anion sigma, epsilon, cation-water epsilon scaling affect the 
KB values. The units for the KB integrals are cm3mol-1. 
 
  
  Modified SPC/E Crystal 
 Na Cl Scaled 
 
Gcc Gcw Gww Densi
ty 
Contact 
Distance 
Na_OW 
Contact 
Distance 
Cl_OW 
Na-Cl   Pot E/ 
 𝜎  𝜀 𝜎 𝜀  𝜀𝑁𝑎−𝑂𝑊 
   
g/cm3 / nm / nm / nm  / kj/mol 
Exp 
     
-54 -6 -18 1.137  0.24 0.32 0.282 -764 
KBFF 0.245 0.32 0.44 0.47 Yes 
0.75 
-15 -18 -17 1.064 0.235 0.325 0.315 -437 
 
             
KBFF 
without 
 𝜺𝑵𝒂−𝑶𝑾 
0.245 0.32 0.44 0.47 No 59 -30 -15 1.062 0.244 0.325 0.315 -437 
 
             
Cation 
𝜺 
include 
Scaling 
0.245 0.18 0.44 0.47 No 56 -29 -15 1.061 0.235 0.325 0.311 -442 
 
             
𝝈 
Scaled 
by 0.95 
0.233 0.32 0.418 0.47 Yes 
0.75 
-17 -15 -7 1.087 0.225 0.315 0.298 -462 
 
             
𝝈 
Scaled 
by 0.9 
0.221 0.32 0.396 0.47 No 59 -20 -17 1.111 0.225 0.305 0.281 -489 
 
             
 0.221 0.32 0.396 0.47 Yes 
0.75 
-26 -11 -18 1.112 0.225 0.305 0.281 -489 
 
             
 
    
Yes 0.5 -60 -7 -18 1.112 0.225 0.305 0.281 -489 
 
             
𝝈 
Scaled 
by 0.9 
and 
Cation 
𝜺 
include 
Scaling 
0.221 0.18 0.396 0.47 No 64 -21 -16 1.112 0.225 0.306 0.277 -494 
 
 
 
 
 
 
Further trying to incorporate cation to water interaction strength (ε) scaling by 0.75 in to the cation 
alone did not reproduce the experimental KB integral. Hence, to model polarization effects in 
classical force fields the modification to the standard combination rule is necessary. Therefore, 
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while keep with the LJ interaction length (σ) scaling by 0.9, different scaling factors instead of 
0.75 for the interaction strength (ε) between cation and water oxygen was attempted. A scaling 
factor of 0.5 for the interaction strength (ε) between cation and water oxygen resulted reproducing 
closer results for the experimental KBI and other properties as shown in the Table 5.2. 
Figure 5.3 displays a comparison of the radial distribution functions of the 4 m NaCl salt 
solution with the standard SPC/E water and the modified SPC/E which includes electronic 
screening effects. The ion-ion interactions and the ion-water interactions are affected in the 
modified SPC/E water simulations. The rdf values indicate there is no unrealistic aggregation 
behavior in the modified SPC/E water model simulations. A comparison of the NaCl salt solution 
density and the KBI and excess coordination number with the experimental data for the new ion 
parameters and the modified SPC/E model is displayed in Figure 5.4. Therefore, all simulations of 
systems having sodium as the cation with a modified SPC/E model used a 0.9 scaling of the LJ 
interaction length (σ) from the standard KBFF, and a 0.5 scaling of the cation to water oxygen 
interaction strength (ε).  
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Figure 5.3. The radial distribution functions g (r) from MD simulations of 4 m sodium chloride 
salt solution in SPC/E water and the modified SPC/E water models. The symbols of +, -, O are for 
the cation, anion, and water oxygen, respectively. 
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Figure 5.4. The density, KB integrals and the excess coordination numbers for NaCl salt solutions. 
The symbols are for MD simulations and lines are from the experimental KB analysis. 
 
 
 
 
 
 
 
Table 5.3. Comparison of the 1 m Na2CO3 salt solutions using the SPC/E water and the modified 
SPC/E water models. The units for the KB integrals are cm3mol-1. 
 
C O  SPC/E Modified SPC/E 
   Gcc Gcw Gww Gcc Gcw Gww 
  Exp 114 -4 -17 114 -4 -17 
1 -1 MD 34654 -973 12 53 -7 -17 
0.4 -0.8 MD 31113 -1035 17 111 -8 -17 
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As mentioned elsewhere in this thesis, simulations of 1m Na2CO3 salts with the standard 
SPCE water models display unrealistic aggregation behavior at finite, experimentally soluble, 
concentrations. However, once the water model is changed to the modified SPC/E model, which 
includes electronic screening effects, the aggregation problem disappears. Also, the modified 
SPC/E water salt solution can then be developed to produce KB integrals close to the experimental 
values. Furthermore, the KBI values are now sensitive to the charge distributions as displayed in 
Table 5.3 and Figure 5.5. 
 
 
 
 
 
 
Figure 5.5. The 1m Na2CO3 salt solution aggregation as observed with the standard SPC/E water 
model (Left) and with the modified SPC/E water model (Right). Sodium ions are colored cyan and 
oxygen atoms of the carbonate ions are displayed in red. The charge distribution for the carbonate 
ion is C=0.4 and O = -0.8. 
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Table 5.4. A comparison of 2 m NaMHP salt solutions using the SPC/E water and the modified 
SPC/E water models. OT is the terminal oxygen atoms in the MHP molecule. The units for the KB 
integrals are cm3mol-1. 
 
H O P OT  SPC/E Modified SPC/E 
     Gcc Gcw Gww Gcc Gcw Gww 
    Exp 147 -12 -17 147 -12 -17 
0.2 0 0.25 -0.817 MD 2657 -282 10 304 -46 -14 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6. Simulations of 2 m NaMHP salt solution aggregation with the standard SPC/E water 
model (Left) and with the modified SPC/E water model (Right). Sodium ions are colored cyan and 
oxygen atoms of the MHP ions oxygen are displayed in red. The charge distribution for the MHP 
ion is as displayed in Table 5.4. 
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As mentioned elsewhere in this thesis, the MD simulations of 1m Na2HPO4 salt solutions 
with the standard SPC/E water model displays unrealistic aggregation behavior at finite, 
experimentally soluble, concentrations. However, once the water model is changed to the modified 
SPC/E model, which includes electronic screening effects, this problem appears to be solved. Also, 
the modified SPC/E water salt solution can be used to reproduce the KB integrals close to the 
experimental values. The KBI values are then sensitive to the charge distributions as displayed in  
Table 5.4 and  
Figure 5.6. 
 
 
 
 
Table 5.5. Comparison of 0.5 m Na3PO4 salt solutions using the SPC/E water and the modified 
SPC/E water model. The P atom charge systemically changed from positive value to a negative 
value. The charge distribution with +3.5 on the P atom provides the lowest KBI (Gcc) value for 
ion-ion interactions in the modified SPC/E water models. The units for the KB integrals are  
cm3mol-1. 
 
P O  SPC/E Modified SPC/E 
   Gcc Gcw Gww Gcc Gcw Gww 
  Exp 697 -1 -17 697 -1 -17 
4 -1.75 MD 6073 13 -16 1899 4 -17 
3.5 -1.625 MD 4547 15 -17 995 8 -17 
3.25 -1.5625 MD 6625 2 -17 1924 4 -17 
3 -1.5 MD 11242 -8 -17 1437 4 -17 
2 -1.25 MD 6171 -16 -17 3097 -3 -17 
1.5 -1.125 MD 9478 -73 -17 4445 -24 -17 
1 -1 MD 6741 -57 -17 6388 -72 -16 
-1.5 -0.375 MD 11786 -158 -15 12186 -240 -13 
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Figure 5.7. simulations of 0.5m Na3PO4 salt solution aggregation with the standard SPC/E water 
model (Left) and with the modified SPC/E water model (Right). Sodium ions are colored cyan and 
oxygen atoms of the phosphate ions are displayed in red. The charge distribution for the phosphate 
ion is P = 3.5 and O = -1.625. 
 
 
 
 
 
 
For the Na3PO4 salts solutions using the modified SPC/E water model in the MD 
simulations still showed a slight excessive aggregation behavior. Nevertheless, the ion-ion KB 
integrals from the MD simulations clearly indicates that the modified SPC/E model, which 
includes electronic screening effects, significantly lowers the tendency to aggregate as displayed 
in Table 5.5 and Figure 5.7. The higher charge density could be a reason that the phosphate ion 
simulations did not to totally resolve the aggregation behavior completely in the standard MD 
simulations. The charge distributions attempted for the phosphate ion show that high negative 
charges on the oxygen atom help to lower the aggregation of the ions in the MD simulations. This 
is indicated by a lower positive value for the ion-ion KB integrals for the modified SPC/E water 
model simulations as displayed in Table 5.5. In comparison, the standard SPC/E water model 
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Na3PO4 salt simulations did not display any ability to reproduce the experimental KBI for the 
different charge distributions of the phosphate ions. Here, the ion aggregation is so severe that 
changes in the charge distribution have little effect on the resulting integrals.  
The diffusion coefficients of ions observed in the MD simulations of the SPC/E water 
model and the modified SPC/E water systems are displayed in Table 5.6, Table 5.7 and Table 5.8, 
for aqueous salt solutions of 1 m Na2CO3, 2 m Na2HPO4 and 0.5 m Na3PO4, respectively. The 
modified SPC/E water model clearly increases the diffusion rates of the ions in the MD 
simulations. As expected, the water molecules diffusion is not affected by modifications to the 
SPC/E water model. Hence, the water diffusion rate do not display any significant changes in the 
SPC/E model and modified SPC/E water model for a given salt solution. The sodium cation 
displays a roughly fivefold increase in diffusion rate when using the modified SPC/E water model 
with electronic screening. Furthermore, the anion diffusion is systematically affected by the charge 
density. Although the CO3
2- ion and the HPO4
2- ion have the negative two net charge, the planer 
flat CO3
2- ion with a high charge density resulted in a 4.93 fold increase, whereas the larger HPO4
2- 
ion with a lower charge density displayed a 10.3 fold increase when using the modified SPC/E 
water model. Furthermore, the PO4
3- ion with the highest charge density, compare to the other two 
anions, displayed a lower 2.65 fold increase when using the modified SPC/E water model. 
 
 
 
 
 
 
 
 
 
 
180 
Table 5.6.  The diffusion coefficient of cation, anion and water in aqueous 1 m Na2CO3 salt 
solutions using the SPC/E and modified SPC/E water systems, together with the ratio between the 
diffusion coefficients of ions in the modified SPC/E and standard SPC/E water systems 
 Diffusion Coefficient / 10-9 m2s-1 Ratio 
1 m Na2CO3 salts solutions SPC/E Modified SPC/E  
Na+ 0.24 1.36 5.53 
CO3
2- 0.23 1.10 4.93 
Water 2.27 2.32 1.03 
 
 
 
 
 
 
 
 
Table 5.7. The diffusion coefficient of cation, anion and water in aqueous 2 m Na2HPO4 salt 
solutions using the SPC/E and modified SPC/E water systems, together with the ratio between the 
diffusion coefficients of ions in the modified SPC/E and standard SPC/E water systems 
 Diffusion Coefficient / 10-9 m2s-1 Ratio 
2 m Na2HPO4 salts solutions SPC/E Modified SPC/E  
Na+ 0.096 0.57 5.9 
HPO4
2- 0.081 0.84 10.3 
Water 1.6 1.7 1.1 
 
 
 
 
 
 
 
 
Table 5.8. The diffusion coefficient of cation, anion and water in aqueous 0.5 m Na3PO4 salt 
solutions using the SPC/E and modified SPC/E water systems, together with the ratio between the 
diffusion coefficients of ions in the modified SPC/E and standard SPC/E water systems 
 Diffusion Coefficient / 10-9 m2s-1 Ratio 
0.5 m Na3PO4 salts solutions SPC/E Modified SPC/E  
Na+ 0.027 0.13 4.81 
PO4
3- 0.023 0.061 2.65 
Water 0.32 0.29 0.91 
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 5.5. Conclusions 
A modified SPC/E water model employing a dipole moment closer to the experimental 
value leads to reduced ion clustering and aggregation behavior in MD simulations. For aqueous 
salt solutions of Na2CO3 and Na2HPO4 the modified SPC/E water completely solved the 
aggregation problem observed in the standard SPC/E simulations. However, for the salt solutions 
of Na3PO4, although modified SPC/E water lowered the aggregation behavior, it did not 
completely solve the issue. Furthermore, for the modified water model one regained the sensitivity 
of the KBI values to the charge distribution. Therefore, future attempts to quantify the ion and 
water interactions using KB integrals might be successful using such a modified water model. 
Unfortunately, although using a modified water model is a promising approach to resolve the 
unrealistic aggregation behavior of high charge ions in the MD simulations, this would require a 
reparameterization of all ion force fields currently compatible with standard water models. 
Furthermore, even using a water model which accounts for electronic screening effects, the scaling 
the cation to water interactions strength was still needed to (crudely) model polarization effects of 
ions in classical MD simulations. 
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Chapter 6 - Conclusions and Future Directions 
The parameterization of alkaline earth ions for the KBFF was considered successful. The 
parameters developed in this model can reproduce the experimental KBIs and corresponding 
experimental thermodynamic properties in MD simulations. The parameterization of nitrate, 
perchlorate, dihydrogenphosphate, and sulfate anions provided reasonable models for 
biomolecular simulations. Furthermore, all these ion parameters result in acceptable diffusion and 
dielectric properties too. The dihydrogenphosphate ion parameters can be used to model structural 
components of nucleic acids and lipids using the KBFF approach. However, parametrization of 
carbonate, monohydrogenphosphate and phosphate was unsuccessful due to excessive ion 
clustering in MD simulations. Using a higher permittivity, and a water model with a dipole moment 
closer to the experimental value, to include electron screening effects helped to decrease excessive 
ion clustering and might be a step in right direction. 
As for future directions, a set of MD simulations could be performed with other commonly 
used biomolecular force field models to determine what are the unique properties captured by the 
KBFF models, compared to other models of aqueous salt solutions. Furthermore, MD simulations 
can now be performed to investigate the interactions between ions and biomolecules such as 
proteins, DNA, RNA and lipids. This can help to determine whether the new ion models developed 
for the KBFF models can resolve issues observed with other force fields, such as excessive ion 
clustering, cation to phosphate backbone structural artifacts, etc. One can also attempt to 
understand the mechanism of ion paring and the role of the counter ion in the vicinity of 
biomolecules. Solvation free energies and entropies of hydration could be calculated for ions using 
MD simulations to compare with experimental values. A fine balance between the solvation free 
energy and the entropy of hydration might lead to an explanation of ion specific effects. The size 
185 
of the solvation shell can provide an effective size for an ion, that could then be correlated with 
binding sites of biomolecules to explain specificity. This might help us to understand whether the 
first solvation shell, or multiple tightly bound solvation shells, around an ion collectively interact 
with binding sites to produce specificity. Potential of mean force (PMF) studies between cations 
and anions could be used to quantify and compare stabilities of contact ion pairs and solvent 
separated ion pairs in different types of aqueous salt solutions. The impact of the presence of 
charged residues or biomolecules on the PMF also could be explored. 
Furthermore, properties such as the residence time of water molecules in the first solvation 
shell of the ions can be calculated and compared with experimental values. This may help to 
provide insights into the binding affinity and exchange dynamics of water molecules in these 
solvation shells. Hence, the impact of changing ion size and negativity on the affinity of water and 
ion interactions could then be compared. MD simulations of N-methylacetamide with different 
types of ions could be used to evaluate peptide to ion interactions in aqueous environments. The 
rdfs could be used to study whether cations prefer to interact with counter ions or with the carbonyl 
oxygen of the amide bond. One could also attempt to correlate these interactions with ion 
properties such as the charge density or number of solvation shells. Negatively charged amino 
acids, such as Glu and Asp, interactions with divalent cations simulations could be used to 
investigate possible ion to side chain interactions. The same type of study can be performed with 
positively charged amino acids, such as Lys and Arg, with the oxo anions. Hence, the interactions 
of many different ion types with all the amino acids side chains could be explored. The preferential 
solvation, which can be calculated using KB integrals, can be used to quantify and correlate the 
role of ions in molecular crowding, cosolvent induced protein denaturation, pressure denaturation, 
Hofmeister effects etc. 
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Appendix A - Gaussian and non-Gaussian fluctuations in pure 
classical fluids 
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