Abstract. Criteria for the existence of lifts of operators intertwining subnormal operators are established. The main result of the paper reduces lifting questions for general subnormal operators to questions about lifts of cyclic subnormal operators. It is shown that in general the existence of local lifts (i.e. those coming from cyclic parts) for a pair of subnormal operators does not imply the existence of a global lift. However this is the case when minimal normal extensions of subnormal operators in question are star-cyclic.
Introduction
The first characterization of operators which lift to the commutant of a minimal normal extension of a subnormal operator was formulated by Bram [3, Theorem 7] (Yoshino observed in [23] that the commutativity assumption in Bram's theorem is superfluous). Afterwards it was extended to the case of intertwining operators by Embry [8] (see also [1, 5, 21] and the references therein). The present paper provides new characterizations of liftable operators. Our solutions are based on Mlak's version of a result of Maserick [13] . Two of them, namely parts (iii M ) and (iv M ) of Theorem 3.2, deal with the multicyclic case. They are no longer true without assuming T S 1 = S 2 T . Theorem 3.5 improves Embry's solution of the lifting commutant problem [8] . Again the assumption T S 1 = S 2 T turns out to be indispensable. In Theorem 4.2 we prove that an intertwining operator between subnormal operators lifts to an intertwining operator between their minimal normal extensions if and only if (1) the restriction of the intertwining operator to each cyclic invariant subspace lifts, and (2) the supremum of the norms of the cyclic lifts is finite. Example 5.3 shows that condition (1) is not by itself sufficient. In the case of star-cyclic minimal normal extensions the hypothesis (2) can be dropped; cf. Theorem 6.2. The inspiration for writing this paper comes from [19] .
Preliminaries
In what follows, N stands for the additive semigroup of all nonnegative integers. All linear spaces taken into consideration in this paper are assumed to be complex.
Given Hilbert spaces H and K, we denote by B(H, K) the set of all bounded linear operators from H into K. For simplicity we write B(H) instead of B(H, H); I H is the identity operator on H. If H ⊆ K, S ∈ B(H), T ∈ B(K)
and Sf = T f for all f ∈ H, then we write S ⊆ T . We denote by lin X (resp. X) the linear span (resp. the closed linear span) of a subset X of H. An operator S ∈ B(H) is said to be subnormal if there exists a Hilbert space K and a normal operator N ∈ B(K) such that S ⊆ N ; such N is called a normal extension of S. If additionally K = {N * n f : f ∈ H, n ∈ N}, then N is called a minimal normal extension of S (see [5] for more details).
A commutative semigroup (Ω, +) is said to be a * -semigroup if it is equipped with a mapping * :
We say that ω is weakly positive definite if for every vector f in H, the scalar function ω(·)f, f is positive definite on Ω. For further considerations it will be convenient to state beforehand, for easy reference, the following variant of the Maserick theorem (cf. [ 
Criteria for the existence of lifts
Suppose that:
H j is a closed linear subspace of a Hilbert space K j and S j ∈ B(H j ) is a subnormal operator with a minimal normal extension N j ∈ B(K j ), j = 1, 2.
Note that such a T is unique. Indeed, by the Putnam-Fuglede theorem [15] , T N (ii) there exists a real number c 0 such that 
Remark 3.3. The question arises as to whether Theorem 3.2 still remains valid if we replace condition (ii) by its weak version: (ii w ) there exists a real number c 0 such that
for every f ∈ H 1 and for all finite sequences {λ m } k m=0 ⊆ C. The answer is negative. Indeed, take any subnormal operator S ∈ B(H) for which there exists an operator T ∈ B(H) in the commutant of S which does not lift to the commutant of a minimal normal extension of S (cf. [5, Chapter II, §10] ). Set If (i) holds, then (v) is valid because
(i)⇔(ii) This is a substantial part of Theorem 10 of [8] .
(ii)⇒(iii) In view of (ii)⇒(i) and
2) and employing T S 1 = S 2 T , we get (3.3) after making the appropriate change of the summation indices.
(
We now show that conditions (iii M ) and (iv M ) are equivalent without assuming that T S 1 = S 2 T . Indeed, substituting f m,n = λ m,n f into (3.3), we get (3.4). For the converse, denote by Ω the * -semigroup (N × N, +, * ) with the coordinatewise defined addition and with the involution (m, n)
There is no loss of generality in assuming that M is a closed linear subspace of H 1 . Since (3.4) is supposed to hold for every f ∈ M and for all finite 2-sequences 
Without loss of generality we can assume that l = k. Applying T S 1 = S 2 T , one can infer (3.2) from (3.3). Since the linear space lin{S n 1 f : f ∈ M, n ∈ N} is dense in H 1 , one can extend the inequality (3.2) over all finite sequences {f m } k m=0 with entries in H 1 . This justifies the validity of (iii M )⇒(ii).
Since (ii) implies both (iii) and T S 1 = S 2 T , we conclude that (ii) implies (iii M ). Summarizing, we have proved that all of conditions (ii), (iii), (iii M ), (iv) and (iv M ) are equivalent with the same constants c.
A careful inspection of the proof of Theorem 10 of [8] reveals that the smallest real number c 0 satisfying (ii) is equal to T 2 . This and the aforementioned equivalences directly imply (vi). This completes the proof.
The next result improves Theorem 13 of [8] (or rather its counterpart formulated for intertwining operators). It resembles a version of Embry's characterization of subnormality [7] discovered by Lambert in [12] . Recall that a sequence {a n } ∞ n=0 of License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use real numbers is said to be a Hamburger moment sequence if there exists a positive Borel measure µ on the real line R such that a n = R x n dµ(x) for all n 0.
Theorem 3.5. Let H j , K j , S j and N j , j = 1, 2, be as in (3.1), and let T ∈ B(H 1 , H 2 ). Then the following conditions are equivalent:
(ii) T S 1 = S 2 T and there exists a real number c 0 such that
and there exists a real number c 0 such that
is a Hamburger moment sequence. An inspection of the proof of Theorem 13 of [8] reveals that the smallest c 0 satisfying (ii) is equal to T 2 . The rest of (v) is now easily seen to be true.
The comparison of Theorems 3.2 and 3.5 raises the following Question. Does the multicyclic version of Theorem 3.5 hold true?
A local lifting theorem
For an operator S ∈ B(H) in a Hilbert space H, we define closed linear spaces:
It is clear that Q S,f ⊆ Q S,f , Q S,f is the smallest closed linear subspace of H which is invariant for S and which contains f , and Q S,f is the smallest closed linear subspace of H which reduces S and which contains f . Set S f = S| Q S,f and S f = S| Q S,f . It is a matter of routine to show that if S is subnormal and N ∈ B(K) is a minimal normal extension of S, then Q S,f = Q N,f , S f is subnormal and N f is a minimal normal extension of S f for every f ∈ H.
Let S 1 ∈ B(H 1 ) and S 2 ∈ B(H 2 ) be operators in Hilbert spaces H 1 and H 2 , respectively. Set S = (S 1 , S 2 ). Consider an operator T ∈ B(H 1 , H 2 ) such that
The definition is legitimate because T S 1 = S 2 T . It is plain to see that We are now ready to prove the main result of the paper. H 2 ) . Then the following conditions are equivalent:
2 ) for every f ∈ M, and 
Moreover, if (i) holds, then
has the following properties:
Hence, by the uniqueness of T S,f , we must have T S,f = T | Q N 1 ,f . As a consequence, the left-hand side of (4.3) is greater than or equal to its right-hand side. Set U h (ε) = {f ∈ H 1 : f − h < ε} for h ∈ H 1 and ε > 0. Take g ∈ H 1 and r > 0. Then X g,n := Z n ∩ U g ( n n+1 r), n 1, form an increasing sequence of closed sets. It follows from (L) and (4.5) that U g (r) = ∞ n=1 X g,n . By the Baire category theorem, there exist n 0 1, f 0 ∈ X g,n 0 and ε > 0 such that U f 0 (ε) ⊆ X g,n 0 ⊆ Z n 0 . This and (4.5) implies that f 0 ∈ W S,T ∩ U g (r), which completes the proof.
Examples
We now illustrate the theme of the paper with three examples. First, we construct an injective operator T intertwining cyclic subnormal operators S 1 and S 2 , for which the operator T S,f lifts to I(N Next, we examine an example due to Deddens [6] . We show that T S,f lifts to I(N 
Lemma 5.4. For every
Proof. This can be deduced from the inequality (cf. [10, page 194] )
and
It is a routine verification that the operator R is closed, N 1 (K 1 ) ⊆ D(R) and
Proof. Let Q N 1 ,f be the right-hand side of (5.3) and σ be the Borel measure on
, the measure σ is finite. By the Stone-Weierstrass theorem and [16, Theorems 2.18 and 3.14], the set C[z,z] of all complex polynomials in z andz is dense in L 2 (σ). This, the equality Q
Proof. By (5.3), it suffices to show that if f = (f n ) ∞ n=1 ∈ H 1 \ {0} and ϕ is a complex Borel function on X such that ϕf ∈ K 1 , then ϕf ∈ D(R). Let n 0 1 be such that f n 0 = 0 and let κ 1 be the order of the zero of f n 0 at zero. Since f n 0 ∈ H 2 \ {0}, there exists ε ∈ (0 ,   1 2 ) such that f n 0 has no zero in (0, ε]. Hence there exists a real number c > 0 such that
Rf for all m, n 0. This and the boundedness of 
is in H 1 and consequently by (
2 for all n 1, R| E is not bounded. Moreover, once again by (5.3), (δ n,k ϕ)
2 (µ n ), which implies that N 1 is a minimal normal extension of S 1 .
6. The case of star-cyclic minimal normal extensions Let N ∈ B(H) be a normal operator on a Hilbert space H and let E be its spectral measure. Recall that e ∈ H is a star-cyclic vector for N if Q N,e = H; denote by C N the set of all such vectors. If C N = ∅, then N is called star-cyclic. A vector e ∈ H is said to be a separating vector for N if the measures E(·)e, e and E are mutually absolutely continuous (cf. [5, page 249] ). It is clear that C N is contained in the set of all separating vectors for N . If N is star-cyclic, then e ∈ H is a star-cyclic vector for N if and only if e is a separating vector for N . This is a direct consequence of [4, Theorem IX.3.4] and the following lemma. Step 5 
