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Local and global scaling solutions for O(N) symmetric scalar field theories are studied in
the complexified field plane with the help of the renormalisation group. Using expansions
of the effective action about small, large, and purely imaginary fields, we obtain and solve
exact recursion relations for all couplings and determine the 3d Wilson-Fisher fixed point
analytically. For all O(N) universality classes, we further establish that Wilson-Fisher fixed
point solutions display singularities in the complex field plane, which dictate the radius of
convergence for real-field expansions of the effective action. At infinite N , we find closed
expressions for the convergence-limiting singularities and prove that local expansions of the
effective action are powerful enough to uniquely determine the global Wilson-Fisher fixed
point for any value of the fields. Implications of our findings for interacting fixed points in
more complicated theories are indicated.
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2I. INTRODUCTION
Fixed points play an important roˆle in quantum field theory and statistical physics. Infrared
(IR) fixed points characterise the low-energy behaviour of theories including continuous phase
transitions or the dynamical breaking of symmetry [1–3]. Ultraviolet (UV) fixed points are crucial
for the predictivity of theories up to highest energies such as in asymptotic freedom [4, 5] or
asymptotic safety [6–9]. Correlation functions become independent of length or momentum scales
in the vicinity of fixed points, and theories are governed by scaling laws and universal numbers. A
powerful continuum method to study fixed points is offered by Wilson’s renormalisation group (RG)
[10]. It provides equations for running couplings and N -point functions following the successive
integrating-out of momentum modes from a path integral representation of the theory. Various
incarnations of the (exact) renormalisation group are available [11–15], which, combined with
systematic approximation schemes [16–22], give access to the relevant physics without being tied
to weak coupling. Recent applications cover theories in fractal or higher dimensions [23–28], multi-
critical phenomena [29], supersymmetric models [30–32], and quantum gravity [33–38].
Many systems with interacting fixed points are too complex to allow for exact solutions. One
then has to resort to reliable and tractable approximations such as gradient or vertex expansions.
Polynomial approximations of the effective action, however, have their own limitations: They may
lead to spurious fixed points [15, 39–44] at finite orders, scaling exponents may [43] or may not
[41, 42] converge to finite limits, and they invariably have a finite radius of convergence dictated
by nearby singularities in the complexified field plane [32, 40]. On the other hand, it has also
been noted that suitable choices of the wilsonian momentum cutoff can improve the stability and
convergence of polynomial expansions [14, 15, 45], particularly within the derivative expansion
[46]. Semi-analytical ideas to overcome these shortcomings have been put forward in [47–50] with
the help of resummations or conformal mappings. Numerical techniques aimed at high accuracy
solutions of functional flows have been developed in [47, 51–53].
In this paper, we are interested in the relation between local information about fixed points,
extracted from the effective action in a narrow window of field values, and global fixed point
solutions of the theory, valid for all fields including asymptotically large ones. An ideal testing
ground for our purposes is provided by self-interacting O(N) symmetric scalar field theories in three
dimensions. For all O(N) universality classes, we systematically study the fixed point effective
actions for small, large, real, and purely imaginary fields. In each of these cases, this will provide
us with exact recursive relations for all fixed point couplings. We discuss their solutions and
conditions under which local expansions are sufficent to access the global fixed point, for all fields.
We pay particular attention to the occurrence of singularities of the effective action or its derivatives
in the complexified field plane, and how these impact on approximations in the physical domain.
Most notably, we establish that singularities away from the physical region control the radius of
convergence for all field expansions.
The outline of the paper is as follows. In Sec. II we briefly introduce the effective action of
O(N)-symmetric scalar theories and discuss the RG flows and the classical fixed points. In Sec. III,
we discuss fluctuation-induced fixed points due to the longitudinal Goldstone modes including the
Wilson-Fisher fixed point, tri-critical fixed points, and Gaussian fixed points. We provide exact
recursion relations for couplings and consider both global analytical solutions as well as local
analytical expansions about small or large fields. We repeat the analysis for the case of transversal
radial fluctuations of the fields in Sec. IV, and compare with the previous findings. We conclude
in Sec. V and defer some technicalities to an appendix A.
3II. RENORMALISATION GROUP
In this section we recall the basic set-up and introduce the main equations and approximations.
A. Functional renormalisation
Functional renormalisation is based on a Wilsonian version of the path integral where parts of
the fluctuations have been integrated out [10–13, 15, 54]. More concretely, we consider Euclidean
scalar field theories with partition function [12]
Zk[J ] =
∫
Dϕ exp(−S[ϕ]−∆Sk[ϕ]− ϕ · J) . (2.1)
Here S denotes the classical action and J an external current. The expression differs from a
text-book partition function Z[J ] through the presence of the Wilsonian cutoff term
∆Sk[ϕ] =
1
2
∫
ddq
(2pi)d
ϕ(−q)Rk(q2)ϕ(q) (2.2)
in the action [12]. The function Rk(q
2) is chosen such that low momentum modes q2  k2 are
suppressed in the path integral, but high momentum modes q2  k2 propagate freely [18]. For our
purposes, we require Rk(q
2 → 0) > 0 for q2/k2 → 0 and Rk(q2)→ 0 for k2/q2 → 0 to ensure that
Rk acts as an IR momentum cutoff which is removed in the physical theory (k → 0) [14, 15, 45].
It is convenient to replace the partition function by the ‘flowing’ effective action Γk to which it
relates via a Legendre transformation Γk[φ] = supJ(− lnZk[J ] + φ · J) + ∆Sk[φ], where φ = 〈ϕ〉J
denotes the expectation value of the quantum field. The scale-dependence of Γk is given by an
exact functional identity [12] (see also [13, 54])
∂tΓk =
1
2
Tr
1
Γ
(2)
k +Rk
∂tRk , (2.3)
relating the change of scale for Γk with an operator trace over the full propagator multiplied with
the scale derivative of the cutoff itself. The convergence and stability of the RG flow is controlled
by the regulator Rk [14, 15]. Optimised choices are available and allow for analytic flows and an
improved convergence of systematic approximations [22, 45, 46].
The flow (2.3) has a number of interesting properties. By construction, the flowing effective
action interpolates between the classical action for large RG scales and the full quantum effective
action Γ in the infrared limit k → 0. At weak coupling, it reproduces the perturbative loop
expansion [55, 56]. It relates to the well-known Wilson-Polchinski flow [11] by means of a Legendre
transformation, and reduces to the Callan-Symanzik equation in the limit where Rk(q
2) becomes a
momentum-independent mass term [17]. The RHS of the flow (2.3) is local in field- and momentum
space due to the regulator term, enhancing the stability of the flow [57]. This also implies that
the change of Γk at scale k is mainly governed by loop-momenta of the order of k.
B. Derivative expansion
We are interested in critical O(N) symmetric scalar field theories to leading order in the deriva-
tive expansion. The derivative expansion is expected to have good convergence properties because
4the anomalous dimension of scalar fields at criticality are of the order of a few percent. This expec-
tation has been confirmed quantitatively based on studies up to fourth order in the expansion [22].
The main purpose of the present paper is to analyse the leading order in the derivative expansion
analytically in view of global aspects of fixed points. The flowing effective action is approximated
by
Γk =
∫
d3x
(
1
2
∂µ~φ ∂µ~φ+ Vk(φ)
)
, (2.4)
where ~φ is a vector of N scalar fields. Using the optimised regulator proposed in [43], the mo-
mentum trace is performed analytically. We also introduce the dimensionless effective potential
u(ρ) = Vk(φ)/k
3 and dimensionless fields ρ = 12φ
2/k which accounts for the invariance of the action
under reflection in field space φ→ −φ. The RG flow of the potential is then given by the partial
differential equation
∂tu = −3u+ ρu′ + (N − 1)I[u′] + I[u′ + 2ρu′′] , (2.5)
where t = ln k denotes the logarithmic RG ‘time’. The first two terms on the RHS arise due to
the canonical dimension of the potential and of the fields, whereas the third and fourth term arise
due to fluctuations. The functions I[x] arise from the Wilsonian momentum cutoff and relate to
the loop integral in (2.5). Explicitly,
I[x] = k−d
∫
ddq
∂tRk(q
2)
q2 +Rk + x k2
. (2.6)
In the present calculation we are going to use the optimised regulator
Rk(q
2) = (k2 − q2) θ(k2 − q2) , (2.7)
following [14, 15, 43]. Then the integral (2.6) can be evaluated analytically, leading to
I[x] = Ad/(1 + x) . (2.8)
Here, Ad = 2/(dLd) and Ld = (4pi)
d/2Γ(d/2) denotes the d-dimensional loop factor arising from
the angular integration of the operator trace, with A3 = 1/(6pi
2). The prefactor is irrelevant for
all technical purposes. For convenience we scale it into the potential and the fields via u→ u/Ad
and ρ → ρ/Ad, meaning Ad → 1 in (2.8). The benefit of this normalisation is that couplings, at
interacting fixed points, are now measured in units of the appropriate loop factors.
The flow is driven by the N − 1 Goldstone modes and the radial mode, which are responsible
for the fluctuation-induced terms on the RHS of (2.5). The flow for the first derivative of the
potential is given by
∂tu
′ = −2u′ + ρu′′ + (N − 1)u′′I ′[u′] + (3u′′ + 2ρ u′′′)I ′[u′ + 2ρu′′] . (2.9)
In the remaining parts of the paper, we are interested in the Wilson-Fisher fixed point solutions
∂tu
′ = 0 of (2.9) for all fields, and for all universality classes N . The fixed point potential obeys
an ordinary second order non-linear differential equation given by [14, 15, 43]
2ρ
du′′
dρ
= −
[
3− (N − 1)(1 + u
′ + 2ρu′′)2
(1 + u′)2
]
u′′ + (2u′ − ρ u′′)(1 + u′ + 2ρ u′′)2 . (2.10)
5Eq. (2.10) determines the Wilson-Fisher fixed point, subject to the unique Wilson-Fisher boundary
condition fixing, eg. ρ0 with u
′(ρ0) = 0 and u′′(ρ0). In the infinite-N limit, the fixed point equation
becomes first order and reads
du′
dρ
=
2u′(1 + u′)2
ρ(1 + u′)2 − 1 (2.11)
after a simple rescaling with N . The universal physics in these theories is characterised by scaling
exponents ϑn, defined as ∂tδu
′
n = ϑnδu
′
n at scaling, where δu
′
n(ρ, u
′) are the eigensolutions at the
fixed point. Determining u′ accurately is central in obtaining accurate estimates for the universal
numbers ϑn [22, 46, 58].
C. Classical fixed points
Prior to a discussion of the fluctuation-induced fixed points of the theory we begin with the
classical fixed points. In the absence of fluctuations we have I = 0, and the RG flow (2.9) becomes
∂tu
′ + 2u′ − (d− 2)ρu′′ = 0 (2.12)
in d euclidean dimensions. This RG flow has a Gaussian fixed point
u′∗ ≡ 0 (2.13)
in consequence of (2.12) being linear in u′. From the RG flow of the inverse 1/u′,
∂t
1
u′
− 2 1
u′
− (d− 2)ρ ∂ρ
(
1
u′
)
= 0 (2.14)
we conclude that the theory also displays an ‘infinite’ Gaussian fixed point [59]
1/u′∗ ≡ 0 . (2.15)
More generally, the RG flows (2.12) and (2.14) are solved analytically by
u′ = ρ2/(d−2)K
(
ρ e(d−2)t
)
(2.16)
for arbitrary functions K(x) which is fixed only by the boundary conditions at t = 0. Fixed
point solutions are those which no longer depend of the RG ‘time’ t, and a trivial one is given by
K(x) = const. This leads to a line of fixed points
u′∗ = c ρ
2/(d−2) (2.17)
parametrized by the value of the coupling c. We note that the canonical mass dimension of the
coupling c in d dimensions vanishes, [c] = 0. The linearity of the RG flow allows us to study the
flow of field monomials independently, u′ = λnρn (no sum). We find that
λn(t) = λ(0) e
ϑn t (2.18)
where the eigenvalues are given by
ϑn = −2 + (d− 2)n , (2.19)
which are the well-known classical eigenvalues at the (infinite) Gaussian fixed point. For n > n+ =
2
d−2 (n < n+) the eigenvalue (2.19) is positive (negative), the corresponding coupling IR repulsive
(attractive). Furthermore, the IR attractive (repulsive) couplings approach the Gaussian (infinite
Gaussian) fixed point in the IR limit. In this light the case n = n+ (2.17) is marginal leading to a
finite fixed point u′∗.
6III. INFINITE N
The purpose of this section is to include fluctuations, and to obtain and compare the full
closed form for the three dimensional Wilson-Fisher fixed point solution in the large-N limit with
approximate analytical solutions based on various expansions in field space.
A. Analytical fixed points
We begin with the global fixed point solution in the limit where the transversal (Goldstone)
modes dominate, corresponding to the massless excitations in the vicinity of the potential mini-
mum. The longitudinal or radial mode, corresponding to the massive excitation at the potential
minimum, is neglected and will be considered in Sec. IV. In this limit, the local potential approx-
imation becomes exact and the anomalous dimension of the field vanishes identically. Formally,
this approximation is achieved in the limit of the number of scalar fields N →∞, where the flow
equation simplifies as
∂tu = −3u+ ρu′ + N
1 + u′
. (3.1)
We rescale the factor N into the potential and the fields u→ u/N and ρ→ ρ/N with u′ unchanged,
formally equivalent to setting N = 1 in (3.1). The flow for u′ then reads
∂tu
′ = −2u′ + ρu′′ − u
′′
(1 + u′)2
. (3.2)
The flow equation (3.2) can be integrated analytically in closed form using the method of charac-
teristics [60, 61]. For u′ ≥ 0 the solution is
ρ− 1√
u′
− 1
2
√
u′
1 + u′
− 3
2
arctan
√
u′ = c , (3.3)
and the solution for u′ ≤ 0 follows from analytical continuation as
ρ− 1√−u′ +
1
2
√−u′
1 + u′
− 3
4
ln
1−√−u′
1 +
√−u′ = c . (3.4)
The coefficient c is a free parameter. The solution with c = 0 corresponds to the Wilson-Fisher
fixed point. It extends over all fields ρ ∈ [−∞,∞], also exhausting the range of available values
for u′ ∈ [−1,∞] (see Fig. 1). It leads to the universal scaling exponents
ϑ = −1, 1, 3, 5, 7, · · · (3.5)
corresponding to one critical direction with critical index ν = 1. The fixed point for 1/c → 0 is
the Gaussian fixed point (2.13), with Gaussian scaling exponents (2.19),
ϑ = −2,−1, 0, 1, 2, · · · (3.6)
The two negative eigenvalues −2 and −1 relate to the mass term and the quartic coupling, and
the zero eigenvalue relates to the exactly marginal φ6 coupling. We mention for completeness that
for finite |c| > ccrit, some fixed point solutions correspond to a family of tricritical ones which
equally display Gaussian scaling. These will not be discussed any further in this paper. For the
potential the additional eigenvalue −3 appears which is irrelevant in the absence of (quantum)
gravity effects as it relates to overall shifts of the vacuum energy.
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Figure 1. The Wilson-Fisher fixed point u′∗(ρ) in the infinite-N limit (dashed line) and the amplitude
u′∗ + 2ρu
′′
∗ (full line) for all values of the field squared.
B. Algebraic fixed points
We now discuss in more detail an iterative construction of fixed point solutions which we shall
use below [43]. We assume that the partial differential equation (2.5) can be transformed into
a set of infinitely many coupled ordinary differential equations for suitable couplings {λn}. The
specifications for this are irrelevant to the main argument, and explicit examples will be provided
below. The RG flow is then determined by the RG flow for all couplings, the β-functions. In terms
of these, a fixed point has to obey
∂tλn ≡ βn({λi}) = 0 , (3.7)
for all n. In general, the β-functions (3.7) depend on the couplings themselves. Provided that
the β-function for any given coupling λn depends only on finitely many coupling λi, (3.7) can be
solved. This provides us with algebraic relations amongst the fixed point couplings of the form
λn,∗ = λn,∗({λi,∗}) . (3.8)
These relations amongst couplings must be fullfilled for any fixed point. These relations can be
further reduced upon iteration with n [43]. This bootstrap-type strategy then provides us with
expressions for (most of) the couplings λn in terms of a few free parameters c` [43],
λn,∗ = λn,∗({c`}) . (3.9)
8The free parameters c` are those couplings which remain undetermined by the iterative strategy,
meaning that none of these are fixed by solving (3.7) for any n. If so, (3.9) supplies us with a
family of fixed point candidates, parametrised by the set of L parameters {c`, ` = 1, · · · , L}. If
L > 0, it then remains to fix the remaining free parameters by other means to identify unique
physical solutions. By construction, the local couplings of any fixed point of the theory have to
obey (3.8). We stress that this technique is not bound to critical scalar theories. For a recent
applications to quantum gravity, see [37, 38].
C. Minimum
Next we turn to systematic local expansions of the RG, starting with the expansion about
the potential minimum denoted as expansion A. The existence of a non-trivial minimum in the
fixed point solution follows from the RG flow at u′ = 0. Therefore we can write the polynomial
expansion as
u(ρ) =
∞∑
n=2
λn
n!
(ρ− ρ0)n . (3.10)
Subsequently we truncate (3.10) at some maximum order in the expansion. Prior to discussing
the solutions, it is interesting to consider the β-functions for the relevant and marginal couplings
of the ansatz (3.10). Using the RG flow, we have
∂tρ0 = 1− ρ0
∂tλ = −λ(1− 2λ) (3.11)
∂tτ = −6λ(λ2 − τ)
where we used λ ≡ λ2 and τ ≡ λ3. Note that the RG flow of the vacuum expectation value (VEV)
ρ0 and for the quartic interaction fully decouple from the system. The flow for the VEV displays
an IR repulsive fixed point at
ρ0,∗ = 1 . (3.12)
It also displays two IR attractive fixed points at 1/|ρ0| = 0, corresponding to the symmetric and the
symmetry broken phases of the theory. The flow for the quartic coupling displays an IR repulsive
fixed point at λ = 0 and an IR attractive fixed point at
λ∗ =
1
2
. (3.13)
The latter is the Wilson-Fisher fixed point together with (3.12), while the former corresponds to
tricritical fixed points including the Bardeen-Moshe-Bender phenomenon. Finally, the RG flow
of the sextic coupling is fully controlled by the quartic interactions. At the tricritical fixed point
with (3.12) and λ∗ = 0, the sextic coupling becomes exactly marginal ∂tτ ≡ 0 leaving τ as a free
parameter of the theory. On the other hand, at the Wilson-Fisher fixed point, the sextic coupling
achieves the IR attractive fixed point
τ∗ =
1
4
. (3.14)
This pattern is at the root for the entire fixed point structure of the theory.
9At either of the above fixed points, the expansion (3.10) allows for a recursive solution of the
fixed point condition for the flow (3.2) in terms of the polynomial couplings. At the tricritical
point, solving (3.7) recursively, all higher couplings λn with n > 3 become functions of the exactly
marginal coupling τ . At the Wilson-Fisher fixed point, remarkably, the recursive fixed point
solution is unique to all orders and free of any parameters. This is a consequence of the decoupling
of both the VEV and the quartic interactions. Specifically, using the RG flow and the expansion
(3.10), the general recursive relation for the polynomial couplings λn (for n ≥ 3) is given by
λn =
1
3− 2n
[
n
2
(n− 4)λn−1 +
n−2∑
k=2
(
n
k
)
λk+1[λn−k+1 + (n− k − 3)λn−k]
]
, (3.15)
together with ρ0 = 1 and λ2 =
1
2 . These expressions are straightforwardly generalised to d 6= 3
dimensions. Explicitly, for the first few couplings at the Wilson-Fisher fixed point, we find
ρ0 = 1 , λ2 =
1
2
, λ3 =
1
4
, λ4 =
3
40
, λ5 = − 3
112
, λ6 = − 29
1120
, (3.16)
and similarly to higher orders. Furthermore, the universal scaling exponents, the eigenvalues of
the stability matrix
Mij =
∂βi
∂λj
∣∣∣∣
∗
(3.17)
come out exact at each and every order in the polynomial approximation,
ϑ = −1, 1, 3, 5, 7, · · · (3.18)
and agree, as they must, with those of the spherical model.
It is noteworthy that the recursive solution provides us with an exact, parameter-free fixed
point solution for the couplings (3.9) within the small-field regime. Its domain of validity is
limited due to a finite radius of convergence of the expansion: no free undetermined parameters
remain. Empirically, the absolute values of the polynomial couplings (3.16) grow, roughly, as
|λn| ≈ (n− 1)!
pin ln(2pin)
(3.19)
for large n, suggesting that the radius of convergence RA is close to pi. The sign pattern of couplings
is close to (++−−). Small deviations from this pattern allow an accurate estimate for the location
of a convergence-limiting singularity in the complex field plane. In fact, the sign pattern, to very
good accuracy, it is given by
sgn(λn) ≈ cos(nφ0 − φ1) , (3.20)
where (φ0, φ1) ≈ (1731pi, 19pi).We therefore expect that the convergence-limiting singularity in the
complex plane is close to the imaginary axis, under the angle close to φ0 ≈ 98.71◦ from the
expansion point ρ0.
For a numerical determination of the radius of convergence, we note that the standard criteria
for convergence such as root or ratio tests are not applicable. For a precise determination of
the radius of convergence we therefore adopt a criterion by Mercer and Roberts [62] detailed in
App. A. The criterion is designed for series which are governed by a pair of complex conjugate
singularities. It offers estimates for the radius of convergence R, the angle θ under which the
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Figure 2. Singularity of the Wilson-Fisher fixed point in the complex field plane for small fields. Shown
are the radii of convergence for the expansions A and B of the Wilson-Fisher fixed point solution, and the
location of the convergence-limiting poles P and P ∗ (dots) in the complexified ρ-plane. Within errors, both
expansions point towards the same singularity in the complex plane.
convergence-limiting pole occurs in the complexified ρ-plane, and the nature of the singularity ν.
When applied to the problem at hand, and based on the first 500 coefficients of the expansion, we
find
RA = 3.1835(2)
θA = 98.74(006)
◦ (3.21)
νA = 0.50(7) .
The error estimate arises from varying the number of coefficients retained for the numerical fit.
We conclude that the polynomial expansion about the potential minimum determines the fixed
point solution exactly in the entire domain
1−RA ≤ ρ
ρ0
≤ 1 +RA . (3.22)
The radius of convergence is limited through a square-root type singularity in the complex plane,
whose location is approximately given by (3.21). Graphically, this result is displayed in Fig. 2. We
will further exploit this result below to connect the fixed point solution in the small-field region to
its large-field solution.
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D. Vanishing field
For sufficiently small fields |ρ|, the flow (3.2) admits a Taylor expansion in powers of the fields
∼ ρn to which we refer as expansion B. We write our Ansatz for u′ as
u(ρ) =
∞∑
n=0
λn
n!
ρn . (3.23)
Approximating the action up to the order M , the fixed point condition ∂tu
′ = 0 translates into
M+1 equations ∂tλn = 0. The flow for the potential minimum λ0 is irrelevant because the physics
is invariant under λ0 → λ0 + c. Following [43], and adopting the same reasoning as previously, the
algebraic equations for the couplings λn are solved recursively in terms of the mass parameter at
vanishing field,
u′(0) = λ1 ≡ m2 . (3.24)
The reason for the appearance of an undetermined parameter is twofold. Firstly, the RG flow
of none of the local couplings at vanishing field decouples from the remaining couplings – in
contradistinction to the RG flow of couplings at the potential minimum, see (3.11). Secondly, the
recursive solution is simplified because the fixed point equation, at vanishing field, is effectively
one order lower in derivatives. Consequently, the recursive solution retains one (rather than two)
free parameters. Specifically, the couplings λn+1 for n ≥ 1 are determined recursively from the
lower-order couplings λi with i ≤ n and the parameter (3.24) as
λn+1 = (1 + λ1)
[
(n− 3)λn +
n−1∑
k=0
(
n
k
)
(n− k − 3)λk+1λn−k
]
. (3.25)
We stress that similar recursion relations hold true for dimensions different from d = 3, for different
regulator functions, and away from fixed points where ∂tu 6= 0. Solving (3.25) from order to order,
we obtain the explicit expressions [43]
λ0 =
1
3(1 +m
2)−1
λ2 = −2m2(1 +m2)2
λ3 = 2m
2(1 +m2)3(1 + 5m2)
λ4 = −24m4(1 +m2)4(1 + 3m2) (3.26)
λ5 = 48m
6(1 +m2)5(5 + 13m2) ,
λ6 = −48m6(1 +m2)6(−5 + 34m2 + 119m4)
for the first few coefficients, and similarly to higher order. Structurally, the solution has the form
λn = m
2(1 +m2)n Pn(m
2) (3.27)
for all n ≥ 2. Here the Pn(m2) are polynomials of degree (n − 2) in m2. Using the notation
[n/2] = n/2 (n/2 + 1/2) for even (odd) n, we find that Pn also contains an additional factor
(m2)[n/2]−1 times a remaining polynomial Qn which has no further zeros at m2 = 0 or at m2 = −1.
There is a unique choice for m2 corresponding to the Wilson-Fisher solution. Furthermore, there
is a range of values for m2 which corresponds to the tri-critical fixed points. We also recover the
(trivial) Gaussian fixed point
m2 = 0 , (3.28)
12
20 40 60 80 100
-1.5
-1.0
-0.5
0.0
m2
N =∞
Gauss
convexity
Wilson-Fisher
M
Figure 3. Shown are all real roots m2 of the auxiliary condition (3.32) different from the exact roots at 0
and −1, and as a function of the approximation order M , with fixed point couplings given by the expressions
(4.11). The values for admissible real roots accumulate close to the Gaussian (3.28) and the convexity fixed
point (3.29). The Wilson-Fisher fixed point (3.31) appears as a unique isolated root to each and every order
in M .
which enforces the vanishing of all higher order couplings. In either of these cases the global solution
extends over all fields. Interestingly, the series expansion also displays the exact non-perturbative
fixed point
m2 = −1 (3.29)
which entails the vanishing of all higher order couplings. It is responsible for the approach to
convexity in a phase with spontaneous symmetry breaking [63, 64]. The convexity fixed point is
only visible in the inner part of the effective potential ρ < ρ0 and as such cannot extend over the
entire field space. For the same reason the convexity fixed point is not visible in the expansion
about the potential minimum discussed in the previous section.
Returning now to the Wilson-Fisher fixed point, it remains to determine the fixed point value
for the mass parameter which remained undetermined by the algebraic solution. This can be done
either by exploiting the global analytical solution, an auxiliary condition at vanishing field, or
results from the expansion about the minimum. From the analytical solution, we find the mass
term from solving a transcendental equation H(m2) = −1, with
H(x) =
1
2
x
1 + x
+
3
4
√−x ln 1−
√−x
1 +
√−x . (3.30)
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The unique solution reads
m2 = −0.388 346 718 912 782 · · · . (3.31)
Alternatively we may exploit the expressions (3.27) and impose the auxiliary condition that
λM+1(m
2) = 0 (3.32)
at approximation order M to determine m2. Fig. 3 shows the roots of the first 100 couplings. In the
figure, we have suppressed the trivial multiple roots at (3.28) and (3.29) corresponding to the exact
Gaussian and convexity fixed points, respectively. Interestingly, the Gaussian and the convexity
fixed point still appear in the remaining spectrum of fixed point candidates as accumulation points.
In turn, the Wilson-Fisher fixed point appears with a unique solution to each and every order.
Numerically, the WF root converges very rapidly towards the value (3.31).
Finally, we can exploit that the point ρ = 0 lies within the radius of convergence of the expansion
A (3.22), which allows us to determine m2 from the known expansion coefficients (3.16). Doing so,
we find that the rate of convergence is fast: From the first 300 couplings of the expansion (3.16), we
checked that the first n terms suffice to reproduce n/2 significant figures of the parameter (3.31).
Next we estimate the radius of convergence for the expansion B. Using (3.31) together with
the first 500 terms of (3.26), we find that the coefficients grow as in (3.19) for large n, suggesting
that the radius of convergence is close to RB ≈ pi. The sign pattern is again close to (+ + −−).
This time, we find (3.20) with φ0 ≈ 1431pi which is approximately 81◦. We therefore expect that the
convergence-limiting pole in the complex plane is close to the imaginary axis. Using the Mercer-
Roberts technique with the help of the first 500 terms of the expansion, a more accurate estimate
is found to be
RB = 3.1886(0)
θB = 80.682(4)
◦ (3.33)
νB = 0.50(8)
Comparing with (3.21) we find similar, but not identical, radii of convergence RA ≈ RB. The
nature of the singularity appears to be of a square-root type in either case. Interestingly, the
estimated singularity in the complex plane derived from either of the expansion (3.21) and (3.33)
are the same, as can be seen in Fig. 2. This is a strong hint towards the existence of a square-root
singularity in complex field space in the full un-approximated fixed point solution. We discuss this
in detail in Sec. III F below.
We conclude that the polynomial expansion about vanishing field determines the fixed point
solution exactly in the entire domain
−RB ≤ ρ
ρ0
≤ RB . (3.34)
The overlap between the expansions (3.10) and (3.23) therefore allow a complete analytical deter-
mination of the fixed point solution in the junction of (3.22) and (3.34).
E. Large fields
For large fields ρ/ρ0  1, the effect of fluctuations is parametrically reduced and the effective
potential approaches an infinite Gaussian fixed point [43, 57, 65]
u′∗(ρ) = γ ρ
2 , ρ/ρ0  1 , (3.35)
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where γ is a free parameter, see (2.17). The fixed point (3.35) is Gaussian in the strict sense
that the contributions of fluctuations to the RG flow are parametrically switched off. The fixed
point scaling is then a consequence of the canonical dimension of the fields. The infinite Gaussian
fixed point (3.35) is also approached from the Wilson-Fisher fixed point solution in the limit where
ρ0/ρ → 0. Therefore we may recover the Wilson-Fisher fixed point by expanding the RG flow
about (3.35) in terms of a Laurent series in inverse powers of the fields to which we will refer as
expansion C. We write
u′(ρ) = γ ρ2
[
1 +
∞∑
n=1
γn ρ
−n
]
. (3.36)
Inserting (3.36) into (3.2) with ∂tu
′ = 0 leads to equations ∂tγn, which are solved recursively for
fixed points. Alternatively this can be achieved by introducing
v(x) = u′(ρ)/ρ2 , x = 1/ρ (3.37)
and Taylor-expanding v(x) =
∑
n=0 γn x
n for x  1 (and γ ≡ γ0). The interpretation of (3.37)
is that the infinite Gaussian fixed point is factored out. The recursive solution determines all
couplings uniquely as functions of the free parameter γ. We have computed the first 500 coefficients
in this expansion. The first few non-vanishing coefficients read
γ5 = − 2
5γ2
, γ7 =
4
7γ3
, γ9 = − 2
3γ4
,
γ10 = − 7
25γ4
, γ11 =
8
11γ5
, γ12 =
36
35γ5
, (3.38)
and similarly to higher order. Note that the first four coefficients vanish identically.
One may wonder how the scaling exponents vary with the free parameter γ. The stability matrix
for the flows ∂tγn, that is (3.17) with λn replaced by γn, has no entries on its upper diagonal, and
the dependence on the free parameter γ only appears on the lower off-diagonal elements. The
eigenvalues then reduce to the diagonal elements given by the canonical mass dimension of the
couplings γn, which are
ϑ = 0,−1,−2,−3,−4,−5, · · · (3.39)
independently of the finite value γ 6= 0. The marginal eigenvalue ϑ = 0 signals that γρ2 is an
exactly marginal operator at the infinite Gaussian fixed point (3.35). The non-vanishing eigenvalues
measure the canonical dimension of the field monomials 1/ρn, and the negative sign states that this
fixed point is UV attractive in all couplings except for the marginal one. Note that the eigenvalues
(3.39) agree with those found from the classical theory (2.19) for inverse powers in the fields. We
conclude that the asymptotic expansion at exactly 1/ρ = 0 is sensitive only to the classical scaling
of operators.
Interestingly, the global Wilson-Fisher fixed point solution connects to this set of fixed points
for a specific value of the parameter γ, despite the fact that the scaling properties seem different.
In fact, the Wilson-Fisher fixed point corresponds to
γ =
16
9pi2
= 0.180 126 548 697 489 · · · . (3.40)
This unique value can be computed either from the closed analytical solution (3.3), or from match-
ing to the expansion A using (3.16) in a regime where both radii of convergence overlap.
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Figure 4. Singularity of the Wilson-Fisher fixed point in the complex field plane for large fields. Shown are
the radius of convergence for the expansion C of the Wilson-Fisher fixed point solution and the estimated
location of the convergence-limiting pole (dots) in the complexified 1ρ -plane. Within errors, the location of
the pole coincides with the singularity identified in Fig. 2 based on the expansions A and B.
Using the Mercer-Roberts technique as before, and employing (3.40) as input, we estimate the
radius of convergence of expansion C from the first 500 coefficients of the expansion (3.36) as
RC = 3.18(9)
θC = 80.682(4)
◦ (3.41)
νC = 0.4(79) ,
see Fig. 4. Comparing the result (3.41) with the expressions (3.21) and (3.33) we conclude that
RB = RC (3.42)
to within our numerical accuracy. In turn, RA and RB agree on the percent level but start differing
at the permille level. Furthermore, the angle and the radius under which the singularity appears
for the Laurent series in 1/ρ and for the Taylor series about ρ are identical, within our numerical
accuracy, θB = θC . The accuracy for the nature of the singularity is smaller, presumably because
the expansion point is far away from the singularity. Still, the result suggests that νB ≈ νC .
We conclude that the Laurent series about asymptotic fields determines the fixed point solution
exactly in the entire domain
RC ≤ ρ
ρ0
, (3.43)
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and the overlap between the expansions (3.10), (3.23) and (3.36) therefore allow a complete deter-
mination of the fixed point solution in the junction of (3.22), (3.34) and (3.43).
F. Singularities in the complex field plane
The results of the previous subsections made it clear that the global fixed point displays a
singularity in the complexified field plane. If so, its properties can be deduced from the global
solution. To that end, we write the Wilson-Fisher fixed point solution (3.3), (3.4) as
ρ = 1 +H(u′) , (3.44)
where the function H is given in (3.30). One may as well adopt the alternative representation
H(u′) =
1
2
u′
1 + u′
+
3
2
√
u′ arctan
√
u′ . (3.45)
Both representations, connected by analytical continuation, display a pole at u′ = −1, a branch
cut for u′ < −1, and have identical Taylor-expansions in u′.
We allow both ρ and u′, and thus H, to take complex values. By virtue of (3.44), we find that
the pole at u′ = −1 corresponds to the limit 1/ρ = 0−. As such it is infinitely far away from
any finite expansion point on the positive real ρ-axis. We then find that the fixed point displays
another singularity in the complex plane at finite ρ = ρs, where the complexified u
′ → u′s = u′(ρs)
remains finite, but both the real and the imaginary part of the complexified second derivative
u′′ → u′′s diverge. From (3.44) we have that
u′′ = 1/H ′(u′) (3.46)
which can be converted into u′′(ρ) ≡ u′′(u′(ρ)) using the relation (3.44). The condition for a
singularity in the quartic self-interaction at ρs becomes
H ′(u′s) = 0 . (3.47)
It provides us with two equations for its real and imaginary part, respectively. Both of these equa-
tions are transcendental, and their solutions are obtained numerically with any desired precision.
We find that (3.47) has a unique solution where the first derivative of the potential u′s ≡ u′(ρ = ρs)
takes the values
Reu′s = −1.426 842 101 · · ·
Imu′s = ±0.362 515 957 · · · .
(3.48)
The two signs for the imaginary part reflect that the original differential equation is real, implying
that singularities in the complex plane must exist in complex conjugate pairs. We also observe
|u′s|= 1.472 173 971 · · ·
arg u′s = ±165.744 559 508◦ .
(3.49)
For the location of the singularity (3.48) in field space, using (3.44), we find
Re ρs = 0.516 269 206 · · ·
Im ρs = ±3.146 581 843 · · · .
(3.50)
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Figure 5. Singularity of the Wilson-Fisher fixed point in the complex field plane. Shown are contour
plots of the real (left panel) and imaginary part (right panel) of the field-dependent quartic self-coupling
u′′ as functions of the complexified field-dependent mass term u′, using (3.45). The full red dots denote
the location of the convergence-limiting singularities (3.48) of the global Wilson-Fisher fixed point solution.
The horizontal white line indicates the cut at Re u′ < −1 related to a discontinuity in Im u′ across the cut.
The full white dot indicates u′ = −1.
The imaginary part of ρs is very close to pi. The comparatively smallness of the real part implies
that the singularity in u′′ occurs close to the imaginary field axis.
We are now in a position to make the link with the results achieved previously based on the
expansions A,B and C. In the complex plane, the singularity 1/u′′ → 0 at (3.50) is the closest
singularity to the expansion points ρ = 0, ρ = 1 and 1/ρ = 0+, and thus its distance from the
expansion point provides us with the radius of convergence. The result (3.50) translates into the
exact radius of convergence RA = |ρ0−ρs| and the exact angle θA = arg(ρ0−ρs) for the expansion
A about the potential minimum at ρ0 = 1. Numerically, we have
RA = 3.183 547 200
θA = 98.739 781
◦ ,
(3.51)
which is in excellent agreement with the estimate (3.21) derived from the recursive solution.
Similarly, for the expansion B about vanishing field ρ0 = 0 we obtain the exact result RB = |ρs|
and θB = arg ρs, meaning
RB = 3.188 653 507
θB = 80.682 326
◦ (3.52)
which compares very well with the estimate (3.33). Notice that the expansion radii RA and RB
are different, though only on the permille level, RB/RA ≈ 1.002.
For the expansion C about asymptotically large field we obtain the radius from (3.50) as 1/RC =
1/|ρc|. Thereby the complex conjugate poles exchange their places because arg(1/ρc) = − arg ρc
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Figure 6. The global Wilson-Fisher fixed point in the entire complex field plane. Shown are the real (left
panel) and imaginary (right panel) parts of the field ρ as function of Re u′ and Im u′, including the pole at
u′ = −1. The full red line indicates the restriction of the fixed point solution to real −∞ ≤ ρ(u′) ≤ ∞.
leaving the angle θC = θB unchanged, thus
RC = 3.188 653 507
θC = 80.682 326
◦ ,
(3.53)
in agreement with the estimate (3.41). We also observe that RC = RB exactly. It is quite
remarkable that the results for the various radii of convergence and loci of convergence-limiting
poles agree very well with the analytical result derived from the global solution.
Finally, we determine the nature of the singularity ν. To that end we expand the exact solution
(3.44) in the vicinity of ρs to find
ρ− ρs = 12H ′′s · (u′ − u′s)2 + subleading , (3.54)
where H ′′s ≡ H ′′(u′s) 6= 0. Notice that a linear term in (u′ − u′s) is absent at the singularity due to
(3.47). We conclude that
u′(ρ)− u′s =
√
2
H ′′s
(ρ− ρs)ν (3.55)
close to the singularity, modulo subleading corrections of the order of (ρ− ρs)2ν . Hence the index
ν is found to be
ν =
1
2
(3.56)
19
exactly, establishing that the singularity is of a square-root type. It controls a divergence which
arises for the first time in the second derivative of the potential in the complex field plane
u′′(ρ) =
1√
2H ′′s
1√
ρ− ρs , (3.57)
and, subsequently, for all higher derivatives at ρs. The result (3.56) is in full agreement with the
numerical estimates (3.21), (3.33) and (3.41) for ν based on local expansion coefficients, establishing
that the high-order polynomial expansion of the fixed point is reliable enough to also determine
the nature of the singularity correctly.
As an aside, we note that the radius of convergence R′ for an expansion of (3.44) in powers of
the amplitude u′ about u′ = 0, given by the nearest pole in the complexified u′-plane, is controlled
by the pole at u′ = −1 rather than the one at (3.49); hence R′ = 1.
In Fig. 5, we show contour plots of u′′ expressed in terms of u′, (3.46), and indicate the location
of the pole and the reference points u′ = −1 and u′ = 0. The real part of u′′ is Z2-symmetric under
the map Im u′ ↔ −Im u′. In this representation we find
u′′ =
1
H ′′s
1
u′ − u′s
(3.58)
from differentiating (3.54) with respect to the field. Notice that the square-root type singularity
in ρ (3.57) now becomes a simple pole in u′ as it must, following (3.55).
G. Imaginary fields
Finally we turn to the regime of purely imaginary fields, corresponding to negative ρ. For
small imaginary fields, the Taylor expansion in ρ of Sec. III D is applicable since the radius of
convergence (3.33) is finite and extends to negative values. For large negative ρ or large imaginary
fields ±iϕ → ∞, the effect of fluctuations is parametrically large. Furthermore, the presence of
the fluctuation-induced term ∼ u′′I ′[u′] in the flow equation implies that −1 ≤ u′ < 0. This is
different from the behaviour at large positive ρ where 0 < u′ and the effects of fluctuations are
suppressed, see Sec. III E. We find that the fixed point solution approaches
u′∗(ρ)→ −1 (3.59)
for asymptotically large negative ρ, thereby exhausting the domain of achievable values for u′.
Incidentally, this is also the non-perturbative fixed point of convexity, which is approached in a
phase with spontaneous symmetry breaking.
Since the Wilson-Fisher fixed point solution has u′ < 0 for field values below the VEV, it must
be possible to re-cover it through an expansion about (3.59), which we denote as expansion D.
The full asymptotic expansion of the Wilson-Fisher fixed point about (3.59) for large negative ρ
contains inverse powers of the fields, powers of logarithms of the field, and products thereof. The
set of non-trivial operators appearing in the fixed point solution is covered by the ansatz
u′(ρ) = −1 +
∞∑
m=1
m−1∑
n=0
ζm,n (−ρ)−m lnn(−ρ) . (3.60)
The structure of (3.60) can be understood as follows. In the limit where u′ + 1 → 0+, the first
term in (3.2) remains non-zero, while the second term is subleading. Therefore, the first and the
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third term in (3.2) have to cancel, which is the case iff
0 ≤ 1 + u′ = 1
2(−ρ) + subleading . (3.61)
The next-to-leading term must contain a logarithm∼ ln(−ρ)/(−ρ)2 or else the fixed point condition
cannot be satisfied. This leads to the pattern (3.60). Adopting our strategy, we insert the Ansatz
(3.60) up to order n = M into (3.4) to find 12M(M + 1) algebraic equations for the expansion
coefficients ζm,n, all of which can be solved recursively in terms of a single free parameter
ζ ≡ ζ2,0 . (3.62)
In terms of (3.62), the first few coefficients are explicitly given by
ζ1,0 =
1
2
,
ζ2,1 =
3
8
,
ζ3,0 = − 1
32
(9 + 32− 64 ζ2) ,
ζ3,1 =
3
8
(4 ζ − 1) ,
ζ3,2 =
9
32
, (3.63)
ζ4,0 = − 1
512
(99− 400 ζ − 2688 ζ2 + 2048 ζ3) ,
ζ4,1 = − 3
256
(25 + 336 ζ − 384 ζ2) ,
ζ4,2 =
27
256
(16 ζ − 7) ,
ζ4,3 =
27
128
,
and similarly to higher order. Using the exact result we establish
ζ =
3
8
(3 ln 2− 2) = 0.029 790 578 129 938 · · · . (3.64)
To estimate the radius of convergence for the expansion D we adopt an iterative version of
the Mercer-Roberts technique to account for the logarithms. We write the series u′ = −1 +∑
τm(ρ)(−ρ)−m in terms of coefficients τm(ρ) =
∑m−1
n=0 ζm,n ln
m(−ρ). Since the logarithm varies
only slowly compared to powers, we approximate the coefficients τm = τm(R
(0)) for some trial
coordinate ρ = R(0) to determine the radius of convergence R(1) = f(R(0)), subject to the initial
guess for the radius RD = R
(0). Subsequently the intial guess is replaced by the first estimate
RD = R
(1) to provide the input for the second estimate R(2) = f(R(1)) and so forth, until the
procedure converges into a fixed point
RD = f(RD) . (3.65)
Based on the first 100 coefficients ζm,n we find a rapid convergence with
RD = −1.51(2) , (3.66)
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Figure 7. Shown is the global Wilson-Fisher fixed point solution u′∗(ρ) for real fields (ρ ≥ 0) or purely
imaginary fields (ρ < 0), and the four local expansion regions A,B,C and D together with their respective
radii of convergence. The expansion A yields a unique local Wilson-Fisher solution. Its overlap with B,C
and D extends the local to a global solution for all fields.
implying that the expansion fully determines the solution in the domain
ρ
ρ0
≤ RD . (3.67)
Most importantly, the domain overlaps with both small-field expansions A given in (3.22) and B,
see (3.34). We therefore conclude that the unique Wilson-Fisher fixed point solution in the local
expansion about the minimum A actually fixes the entire fixed point solution globally, for all fields,
with no further free parameter to be determined.
Fig. 6 shows the Wilson-Fisher fixed point solution for all complex fields and complex u′. The
red line indicates the physically relevant part of the solution where u′ ≥ −1 and ρ real. The pole
at u′ = −1 is clearly visible.
H. Discussion
The main results of this section are summarized in Fig. 7, where we compare the recursively-
found fixed point solutions for the local expansions A,B,C and D of the Wilson-Fisher fixed
point with the global and analytically known solution u′∗(ρ). The local solutions (3.10), (3.23),
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(3.36) and (3.60) describe the scaling solution with high accuracy within the respective domains of
applicability. The expansion points and the corresponding radii of convergence are also indicated
in Fig. 7. Interestingly, the expansion A about the local minimum leads to a unique Wilson-Fisher
fixed point solution, whereas the expansions B,C and D still depend on a free parameter m2, γ and
ξ, respectively. However, since the radii of convergence of expansion A overlaps with those of B,C
and D, the parameters m2, γ and ξ can be determined uniquely using only local information from
the expansion A. In this sense, the local information about the Wilson-Fisher fixed point around
the local minimum of the potential suffices to fully determine the global fixed point solution.
Furthermore, the universal scaling exponents are found reliably via the local small-field expan-
sions A and B, in agreement with (3.5). At asymptotically large fields, the global Wilson-Fisher
solution asymptotes into a classical fixed point with classical exponents (2.19). Strictly speaking,
the scaling behaviour of the spherical model is no longer visible at infinite field. This result is due
to the fact that the functional RG flow (2.3) is local both in momentum and in field space. Conse-
quently, the non-trivial flow also becomes suppressed at asymptotically large fields. We conclude,
therefore, that the universal scaling exponents are best deduced from the RG flow evaluated for
fields of the size set by the RG scale parameter k.
We also studied the Wilson-Fisher fixed point solution for complex fields. Singularities in the
complex field plane determine aspects of the fixed point solution for real field, in particular the
radius of convergence of expansions in powers of the fields. Specifically, we identified a square-root
type singularity at the Wilson-Fisher fixed point in the complex ρ-plane, both within the small
and large field expansions, and from the closed analytical solution. Its location is fixed entirely
through (3.22), (3.34) and (3.43). This result establishes that the convergence-limiting singularity
in the complex plane can reliably be determined based on polynomial expansions in the field. In
general, the validity of this observation may depend on the choice for the regulator function. While
it works very well for the optimised cutoff used here, it may fail for less suitable cutoffs such as
eg. sharp cutoff flows [14, 15, 45].
IV. FINITE N
In this section, we study fluctuation-induced fixed points at finite N by including corrections
due to the longitudinal (or radial) fluctuations. Unlike at infinite N , a closed analytical solution
to the RG flow is not available and we will instead resort to the recursive strategy adopted above
for the expansions A, B, C and D.1
A. Minimum
We begin with a polynomial expansion about the potential minimum ρ0 of the flow (2.9). This
expansion is of the form
u(ρ) =
∞∑
n=2
λn
n!
(ρ− ρ0)n . (4.1)
1 Notice that we will use a different normalisation of couplings at finite N , determined by the fixed point solution
of (2.9) with Ad = 1 in (2.8). Effectively, this deviates from our convention for infinite N where the normalisation
Ad = 1/N has been adopted; see (3.2). The reason for this is that we want to achieve finite expressions for
couplings even if N = 0 corresponding to the universality clafss of entfangled polymers. Whenever appropriate,
we indicate how our findings in this section are related to those in the limit N →∞.
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and leads to coupled ordinary differential equations for the couplings and the VEV ρ0. In particular,
unlike the infinite-N case (3.11), the flow for the VEV no longer decouples,
∂tρ0 = N − 1− ρ0 + 3 + 2τρ0/λ
(1 + 2λρ0)2
. (4.2)
and similarly for the flow of the quartic λ ≡ λ2 and the sextic coupling τ ≡ λ3. The explicit
dependence of (4.2) on the quartic and sextic interactions implies that the recursive solution will
at least depend on two free parameters. By using the same iterative procedure for the Wilson-
Fisher fixed point as before we arrive at expressions for all fixed point couplings in terms exactly
two free parameters, u′′(ρ0) ≡ λ and the minimum ρ0. In terms of these, higher order couplings
λi with i > 2 are given recursively as
λn+2 =
1
2ρ0
[
2(ρ0λ2 − n)λn+1 + (1 + 2ρ0λ2)
n−1∑
k=0
n−k∑
l=0
Ωn,kΥn−k,l
]
(4.3)
where we used the abbreviations
Ωi,j =
(
i
j
)
[δj + (2j + 1)λj+1 + 2ρ0λj+2]
Υi,j =
(
i
j
)
[δi−j + λi−j+1][ρ0λj+1 + (j − 3)λj ]
(4.4)
and δj ≡ δj0. Resolving the recursive relations then leads to expressions of the form
λn =
λ
(2ρ0)n−2
Qn(λ, ρ0, N) (4.5)
where Qn(λ, ρ0, N) are N -dependent polynomials in ρ0 and λ. For example,
Q3 = 4λρ0(1 + ρ0 −N)(1 + ρ0λ)− (N + 2) + ρ0 . (4.6)
Higher coefficients have a similar form but their expressions are too lengthy to be reproduced here.
The unique Wilson-Fisher fixed point corresponds to a specific choice of parameters (λ, ρ0), for
each N , which need to be determined by other means.
B. Vanishing field
For small fields, the flow (2.9) is solved by Taylor-expanding the potential as
u(ρ) =
∞∑
n=1
λn
n!
ρn , (4.7)
in field monomials ρn. Inserting (4.7) into (2.5) and solving for ∂tu = 0 leads to unique algebraic
expressions for λn with n 6= 1 as functions of the mass term at vanishing field u′(0) = λ1 ≡ m2.
Notice that we could have retained a vacuum term u(0) = λ0, whose explicit solution would then
be of the form
λ0 =
N
3(1 +m2)
. (4.8)
However, this term has no influence whatsoever on the solution: changes in λ0 leave the fixed point
solution and universal scaling exponents unaffected, and therefore it can be set to zero from the
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outset. (For other choices of u(0), λ0 is modified correspondingly.) For the higher order polynomial
couplings, we find
λn+1 =
1
2n+N
[
(1 +m2)
n−1∑
l=0
Λn,l +
n−1∑
k=1
k∑
l=0
(
n
k
)
Λk,lλn−k+1
]
. (4.9)
where
Λi,j =
(
i
j
)
[δj + (2j + 1)λj+1](i− j − 3)λi−j . (4.10)
Resolving (4.9) in terms of the sole free parameter m2, we find
λn = m
2(1 +m2)n (N + 2)−2 Pn(x,N) . (4.11)
Here, the functions Pn(x,N) for n ≥ 2 are recursively defined polynomials in
x ≡ m
2
N + 2
(4.12)
of degree n − 2 whose rational coefficients in N may have poles only for negative even integer
N < −2.2 Thus, the solution has a similar structural dependence on m2 as the solution (3.27)
established previously for the infinite-N limit. The first few polynomials Pn(x) read
P2 = −2(N + 2) ,
P3 = 2
(N + 2)
N + 4
+ 2x
(N + 2)(5N + 34)
N + 4
,
P4 = −24x (N + 2)(N + 14)
(N + 4)(N + 6)
− 24x2 (N + 2)(3N
2 + 44N + 268)
(N + 4)(N + 6)
,
P5 = 48x
3 (N + 2)(99696 + 35848N + 4248N
2 + 370N3 + 13N4)
(N + 4)2(N + 6)(N + 8)
+48x2
(N + 2)(6928 + 2016N + 126N2 + 5N3)
(N + 4)2(N + 6)(N + 8)
+96x
(N + 2)(3N + 22)
(N + 4)2(N + 6)(N + 8)
, (4.13)
and similarly to higher order. A few comments are in order. The coefficients in (4.11), (4.13)
are finite and well-defined for all N except for even negative integers. A special role is taken
by N = −2 where finiteness of the fixed point solution requires finiteness for (4.12) in the limit
N → −2, and for all even negative integer N where some of the coefficients (4.13) become singular.
In the infinite-N limit the polynomial couplings (3.25), (3.26) are reproduced from (4.11) using
the appropriate rescaling with powers of N ,
λn → lim
N→∞
λn(N)N
n−3 , (4.14)
showing that the recursive relations and their solutions are smoothly connected via N for all N .
2 The fixed point solution (4.11) are linked to the explicit solution given for N = 1 in (3.5) of [43] by λn →
(6pi2)n−1λn.
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Turning to the fixed point solutions, the algebraic solution (4.11) displays the exact Gaussian
fixed point
m2 = 0 (4.15)
which trivially entails the vanishing of all higher order couplings λn ≡ 0. Similarly to the result in
the infinite-N limit (3.29), the expressions (4.11) also display the exact fixed point
m2 = −1 (4.16)
with λn ≡ 0 to all orders in the expansion. The Wilson-Fisher fixed point corresponds to a specific
value for −1 < m2 < 0, which is not directly fixed by the recursive solution and remains to be
determined for all finite N by some other mean. To that end, we may analyse the set of real roots
of the auxiliary condition
λM+1(m
2) = 0 . (4.17)
This auxiliary condition corresponds to the approximation where interactions terms up to λMρ
M
are retained in (4.7). Besides the (trivial) exact multiple roots at (4.15) and (4.16), the auxiliary
condition has in principle M − 2 complex roots, and thus a total of 4752 roots for all M between 4
and 99 inclusive. Among these, we find a total of 1790 (1726) real roots in the range 0 > m2 > −1
for the N = 1 (N = 2) universality class, respectively. The non-trivial real roots are displayed in
Fig. 8. Notice that the exact root m2 = 0 of (4.11) is not part of the plotted data. Still, with
increasing M , the data displays two accumulation points corresponding to the Gaussian fixed point
(4.15), and to the Wilson-Fisher fixed point for the Ising universality class where
m2 = −0.186 064 · · · , (4.18)
and for the XY universality class (N = 2), where
m2 = −0.230 185 · · · . (4.19)
We conclude that the accumulation points for the roots of the auxiliary condition (4.17) provide
evidence for the “quantisation” of fixed point solutions. Ths strategy then also allows for a good
determination of the physically relevant values for the parameter m2.
Finally, we note that the field-dependent masses of the Goldstone modes m2(ρ) ≡ u′(ρ) and
the radial mode M2 ≡ u′(ρ) + 2ρu′′(ρ) read
m2(ρ) = m2 − 1
2
m2
N + 2
(1 +m2)2 ρ+ · · · (4.20)
M2(ρ) = m2 − 3
2
m2
N + 2
(1 +m2)2 ρ+ · · · (4.21)
in the vicinity of small fields, using (4.11). At vanishing field both of these coincide, M2 = m2.
Away from it we observe that their ordering changes from M2 > m2 for ρ > 0 to −1 ≤M2 ≤ m2
for ρ < 0. Note also that M2 stays strictly above −1 for all fields, in contrast to the mass of the
‘would-be’ radial mode at infinite N .
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Figure 8. Shown are the non-trivial real roots m2 of the auxiliary condition (4.17) as a function of the
approximation order M for the Ising (N = 1, left panel) and the XY (N = 2, right panel) universality
classes, with fixed point couplings given by the expressions (4.11). With increasing order M , the values
for admissible real roots accumulate close to the Gaussian (4.15) and the Wilson-Fisher fixed points (4.18)
and (4.19), respectively. The convexity fixed point, not displayed in this graph, appears both as an exact
solution and as an accumulation point.
C. Large fields
At large fields ρ/ρ0  1, the potential approaches an infinite Gaussian fixed point
u′∗(ρ) = γ(N) ρ
2 . (4.22)
All fluctuations are suppressed for 1/ρ→ 0, in full analogy to the results found in Sec. III E. We
therefore may follow the strategy given there and expand the Wilson-Fisher fixed point about the
infinite Gaussian fixed point
u′ = γ(N) ρ2
[
1 +
∞∑
n=1
γn(N) ρ
−n
]
. (4.23)
The iterative solution determines the coefficients γn(N) of the remaining field monomials as unique
algebraic functions of the leading-order coefficient γ(N) and N . Explicitly, we find
γ5(N) = −2
5
(N − 45)
1
γ(N)2
,
γ7(N) =
4
7
(N − 2425)
1
γ(N)3
γ9(N) = −2
3
(N − 124125)
1
γ(N)4
(4.24)
γ10(N) = − 7
25
(N − 65)(N − 45)
1
γ(N)4
27
-6 -4 -2 0 2 4 6 8
-6
-4
-2
0
2
4
6
RARB
P ∗
P
Re ρ
Im ρ
θAθB B A
Figure 9. Singularity of the Wilson-Fisher fixed point (Ising universality class) in the complex field plane.
Shown are the location of the convergence-limiting poles P and P ∗ (black dots) in the complexified field
plane, the angles θ and the radii of convergence R for the expansions about the minimum (A, red) and and
vanishing field (B, black).
for the first few coefficients. Identifying the global WF solution at finite N corresponds to deter-
mining the remaining free parameter γ(N) per universality class.
Comparing with the infinite-N limit (3.38) we note that the radial mode only introduces mild
modifications in the structure of the solution. Substituting
γ(N) =
γ
N2
, γn(N) = γnN
n (4.25)
into the coefficients (4.24) and taking the infinite-N limit, we confirm that these fall back on (3.38),
establishing that the recursive solutions at large fields are smoothly connected for all N .
D. Singularities in the complex field plane
We may now exploit our findings to estimate the location of convergence-limiting poles in the
complex field plane. To that end, we consider the expansions A and B at the example of the Ising
universality class N = 1. We fix the remaining free parameters (ρ0, λ) for the expansion A about
the local minimum, and the parameter m2 for the expansion B about vanishing field using input
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from numerical studies [47],
m2 = −0.186 064 249 470 314 52
ρ0 = 1.814 898 403 687
λ= 0.126 164 421 218 .
(4.26)
The numbers (4.26), together with the first 50 coefficients (4.5) for the expansion A provides
us with estimates for the radius of convergence and the nature of the singularity by using the
Mercer-Roberts test for the series (4.1). We find
RA = 5.03(5)
θA = 78.74(1)
◦
νA = 1.5(05) .
(4.27)
The locaton of the pole in the complex field plane is displayed in Fig. 9.
For the expansion B, we use (4.26) to obtain the first 50 expansion coefficients (4.11) nu-
merically, and deduce the radius of convergence of the series (4.7) from the Mercer-Roberts test
as
RB = 5.69(0)
θB = 59.5(45)
◦
νB = 1.49(92) .
(4.28)
The result is displayed in Fig. 9, where the locations of the poles P and P ∗ are indicated by dots.
Both expansions appear to be controlled by the same singularity, as can be seen from Fig. 9 and
the agreement of the nature of the singularity νA ≈ νB from (4.27) and (4.28). It is interesting to
note that the nature of the singularity has changed from a square-root type behaviour (3.56) at
infinite N to a less pronounced ν = 32 behaviour. Consequently, at finite N , the sextic interaction
u′′′ is the first one to display a singularity in the complex field plane
u′′′(ρ) ∼ 1√
ρ− ρs (4.29)
in the vicinity of some ρs, in contrast to the result (3.57) at infinite N . We conclude that the
expansions A and B for the Ising universality class continue to be controlled by one and the same
pole in the complex field plane, similar the infinite-N limit, except that the precise location of the
pole and the nature of the singularity depend on the universality class.
E. Imaginary fields
The fluctuations of the radial mode contribute the term (3u′′ + 2ρu′′′)I ′[u′ + 2ρu′′] to the RG
flow (2.9) for the effective action. Using an optimised cutoff (2.8), the radial contribution reads
− 3u
′′ + 2ρ u′′′
(1 + u′ + 2ρ u′′)2
. (4.30)
This term modifies the analyticity structure of fixed point solutions, in particular for negative ρ.
This can be understood as follows. Let us suppose that
1 + u′ =
a√−ρ +
b
ρ
+ subleading , (4.31)
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in the limit of large negative ρ. This becomes the leading-order solution in the large-N case
provided a = 0. The expansion ansatz (4.31) satisfies the fixed point equation (2.9) in two ways,
with either a = 0 or a 6= 0. In the first case, inserting (4.31) into (2.9), we find
a = 0 , b =
2−N
2
. (4.32)
Then ∂tu
′ = 0 is fulfilled to leading order because the term (−2u′) in (2.9) is cancelled jointly by
the Goldstone and by the radial mode. The subsequent iteration then determines all subleading
corrections exactly as we did in the infinite-N case. Notice that positivity of (1 +u′) requires that
b/ρ > 0, meaning that b < 0. On the other hand, for a 6= 0 there is a new branch of expansions
available, starting off with
a > 0 , b =
1
2
> 0 . (4.33)
In this case, the term (−2u′) in (2.9) is cancelled only by the radial mode, and the Goldstone
contribution has become subleading.
Next, we consider the function (1 + u′ + 2ρu′′), the argument in the denominator of the radial
contribution (4.30). Finiteness of the full flow requires that the pole at 1 + u′ + 2ρu′′ = 0 cannot
be crossed, and hence both
0< 1 + u′
0< 1 + u′ + 2ρu′′
(4.34)
must hold for all finite ρ. (Notice that at infinite N , the second condition is neither required nor
satisfied, see Fig. 1.) Evaluating (4.34) in the limit ρ→ −∞, using (4.31), we find
1 + u′ + 2ρu′′ =
b
(−ρ) + subleading . (4.35)
We note that the asymptotic behaviour is independent of a. This comes about because the operator
(1+2ρ∂ρ) has a “zero mode” ∝ |ρ|−1/2. We conclude that the parameter b must obey b > 0, which
applies for the expansion (4.35). Consequently, an asymptotic expansion (4.31) with (4.32) cannot
be achieved for N > 2. For our purposes, this excludes the expansion starting as (4.32) and
imposes an expansion starting with (4.33). We are therefore lead to the series
u′(ρ) = −1 +
∞∑
m=1
m−1∑
n=0
ζm,n
(√−ρ)−m lnn(√−ρ) , (4.36)
which should be compared with its counterpart (3.60) at infinite N . Similarly to (3.60), we
observe the appearance of subleading logarithmic terms. The main difference is that the analyticity
structure has changed owing to the radial mode.
We have determined the first few hundred expansion coefficients (4.36) after solving the fixed
point condition recursively for all couplings. We find that the series can be expressed in terms of
two free expansion parameters ζ and ζ¯,
ζ1,0 ≡ ζ
ζ4,0 ≡ ζ¯ .
(4.37)
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expansion A B C D
expansion point ρ = ρ0 ρ = 0 1/ρ = 0
+ 1/ρ = 0− N
Goldstone modes only none m2 γ ζ infinite
Goldstone and radial modes (ρ0, λ) m
2 γ (ζ, ζ¯) finite
radial mode only (ρ0, λ) m
2 γ (τ, τ¯) 1
Table 1. Free parameters arising as part of the exact recursive fixed point solutions derived in the main
text.
In terms of these, the first few non-vanishing coefficients are
ζ2,0 = −1
2
,
ζ3,0 = −5
8
ζ − N − 1
8ζ
,
ζ4,1 =
1
4
, (4.38)
ζ5,1 =
15
16
ζ +
3(N − 1)
16ζ
,
and similarly to higher order. Beyond this order, the coefficients ζm,n become functions of both
ζ and ζ¯, eg. ζ5,0 = − 5128 ζ (9 − 96 ζ¯ − 50 ζ2) for N = 1. To identify the Wilson-Fisher fixed point
amongst these candidate fixed points, the free parameters (4.37) need to be determined by other
means.
F. Ising universality
Although the case of the Ising universality is covered by our previous discussion, it is useful to
discuss the case N = 1 from a different angle. In the Ising case, the Goldstone modes are absent
throughout, and we are left with only the radial mode. We make two observations. Firstly, we
notice that the exact recursive solution (4.9) for the polynomial couplings (4.7) simplifies in the
Ising limit. In terms of λ1 ≡ m2, we find
λn+1 =
(
1 +m2
1 + 2n
)[
(n− 3)λn +
n−1∑
k=0
(
n
k
)
(2k + 1)(n− k − 3)λ2k+1λn−k
]
. (4.39)
This result should be compared with the result in the infinite N limit (3.25). As is evident from
the explicit form (4.39), both the Gaussian and the convexity fixed point are exact solutions to
each and every order in the polynomial expansion of the effective potential around vanishing field.
Secondly, we notice that the RG flow can solely be formulated in terms of the field-dependent
radial mass
w(ρ) = u′(ρ) + 2ρu′′(ρ) , (4.40)
leading to
∂tw = −2w + ρw′ − w
′ + 2ρw′′
(1 + w)2
+
4ρ(w′)2
(1 + w)3
. (4.41)
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Notice that this change of variables u′ → w also implies that we are no longer sensitive to one
parameter related to the ‘zero-mode’ of 1 + 2ρ∂ρ when reconstructing u
′ from w.
From the structure of the flow (4.41), we conclude that an algebraic solution around vanishing
field and the minimum of w will supply us with algebraic expressions for all couplings in dependence
of one and two free paramters, respectively. Equally, an asymptotic expansion about large real
fields will provide us with a one-parameter family of solutions.
In the regime of purely imaginary fields where 0 < 1+w  1, the flow allows for an asymptotic
expansion of the form
w(ρ) = −1 +
∞∑
n=2
n−1∑
m=0
τn,m(
√−ρ)−n lnm(√−ρ) . (4.42)
of which we have computed the first hundred coefficients. Expanding (4.41) in the ‘operator basis’
(4.42) we find the couplings τm,n recursively. Here, as opposed to the expansion in (4.36), there
is no term ∝ (−ρ)−1/2 as it corresponds to a zero mode of the differential operator ∂ρ + 2ρ∂2ρ , see
(4.40). Adopting the same strategy as before, all couplings can be expressed as functions of two
free parameters
τ = τ3,0
τ¯ = τ4,0 .
(4.43)
In terms of these, the first few non-vanishing coefficients are
τ2,0 =
1
2
,
τ4,1 = −3
4
,
τ5,0 =
1
8
(7τ − 32τ3 + 32τ τ¯) ,
τ5,1 = −3τ , (4.44)
τ6,0 =
1
96
(−17 + 336τ2 − 768τ4 + 32τ¯ + 384τ2τ¯ + 192τ¯2) ,
τ6,1 = −1
4
(1 + 12τ2 − 12τ¯) ,
τ6,2 =
9
8
,
and similarly to higher order. As a consistency check, we insert the result given in (4.36) into
(4.40). The expansion (4.44) is thereby recovered by subtituting
ζ =
4
5
τ and ζ¯ =
1
12
− τ¯
3
(4.45)
and by setting N = 1. We conclude that either way is practibable to establish the asymptotic
expansion. The formulation used in this subsection centrally differs due to the absence of a leading
1/
√−ρ contribution, which in turn is due to the absence of Goldstone modes.
G. Discussion
We summarise the main results at finite N and compare with those at infinite N . In either
case, fixed point solutions are found via the systematic expansions about small, large and imag-
inary fields. Interestingly, the expansion about vanishing and asymptotically large fields remain
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qualitatively the same, being controlled by a single free parameter irrespective of the universality
class N . On the other hand, the expansions about the potential minimum and about large and
purely imaginary fields have become more complex due to the fluctuations of the radial mode as
soon as N is finite. Here, the recursive solutions depend on two rather than none or one free
parameter, respectively; see Tab. 1 for an overview. Another important difference between finite
and infinite N arises in the expansion D about large imaginary field. Here, and unlike for the
expansions A, B and C, the fluctuations of the radial mode imply that the infinite-N limit is not
continuously connected to the results for any finite N . Further criteria such as the vanishing of
higher order couplings (4.17) can be invoked to uniquely determine the remaining free parameters
and the corresponding fixed point solutions at finite order in the approximation. At infinite N ,
the Wilson-Fisher fixed point then appears as a unique isolated solution, as illustrated in Fig. 3.
At finite N , the physical solution appears as an accumulation point, owing to the presence of the
radial field fluctuations, see Fig. 8. In either case, these patterns are sufficient to identify fixed
points reliably within polynomial expansions.
We also have established that the convergence of the various expansions is controlled by singu-
larities of the Wilson-Fisher fixed point in the complex field plane, related to poles in the quartic
(infinite N) or sextic (finite N) scalar self-interaction. On the level of the RG flow for the field
dependent mass, the singularity relates to a non-analytical dependence on the complexified field
of the form
u′(ρ) ∝ (√ρ− ρs)−n (4.46)
with n = 1 (n = 3) for infinite (finite) N , respectively, showing that certain n-point functions
at the fixed point at vanishing external momenta display singularities for specific points in the
complex field plane (outside the physical domain). In either case, the local expansion coefficients
are sufficient to determine the location of convergence-limiting poles, see Fig. 9. Based on the
results at infinite N , it is conceivable that key characteristics of the Wilson-Fisher fixed point
including its scaling exponents can be reliably deduced from local approximations, even in the
case of finite N . This viewpoint is supported by the size of the radius of convergence, which we
have determined in (4.27) and (4.28) for N = 1. It would be useful to confirm these results for all
N [66].
H. Higher orders, resummations, and conformal mappings
We close with a few remarks regarding natural extensions of our work. Firstly, it is straight-
forward to apply our technique beyond the local potential approximation, leading to additional
field-dependent functions besides the effective potential. For each of these, the polynomial expan-
sions can be performed, and the convergence-limiting singularities can be localised in the complex
plane using the methods developed here. If anomalous dimensions remain small, our leading order
results should receive only mild corrections quantitatively. We expect that insights into the singu-
larity structure at higher order may also help clarify the notorious convergence of the derivative
expansion.
Secondly, our results may be enhanced in combination with suitable resummations such as
Pade´, thereby extending the domain of validity of polynomial fixed point solutions [48, 67, 68]. In
fact, the exact recursive expressions for the fixed point couplings provides crucial input for any
resummation scheme. It has already been observed that suitably adapted resummations extend
the radius of convergence for curvature expansions in quantum gravity [68]. These observations
can straightforwardly be adapted for the theories studied here.
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Finally, our results may be combined with the technique of conformal mappings which has been
developed for functional flows in [49]. Central input for this technique is the precise knowledge of
singularities in the complex field plane closest to the origin, most notably their distance R from the
origin and the opening angle α · pi of the corresponding angular section in the complex field plane
such as those shown in Figs. 2 and 9. Then, a change of variables from u(ρ) onto u˜(w) = u(ρ(w))
according to the conformal map
w=
(1 + ρ/R)1/α − 1
(1 + ρ/R)1/α + 1
, (4.47)
together with mild assumptions for the large-field asymptotics, offers a flow for u˜(w) whose ex-
pansions in small w should converge in the entire disc |w| < 1 [49]. When re-expressed in terms
of the original variables, this leads to an enhanced domain of validity, covering all ρ within the
entire angular section defined by the opening angle, and provided that no further singularities arise
within the section. The parameter (R,α), central input for conformal mappings (4.47), relate as
R = RA , α = θA/pi (4.48)
to the radius of convergence RA and the opening angle θA of the polynomial expansion A as
developed here, see (3.21), (3.51), and (4.27). It would thus seem promising to combine conformal
mappings with our findings including at higher orders in the derivative expansion.
V. CONCLUSIONS
We have put forward ways to solve O(N) symmetric scalar field theories analytically in the
vicinity of interacting fixed points of their renormalisation group flow. A main novelty are explicit
recursive relations for couplings at small, large, or imaginary field, offering access to all scaling
solutions of the theory. At finite polynomial order, physical fixed points appear either as unique
isolated solutions or as accumulation points. In either case local fixed points are extended to global
ones by matching additional parameter. The accurate knowledge of the fixed point in the large-
field region is relevant for the global scaling solution, but much less so for the determination of
scaling exponents. For most practical purposes, we conclude that local polynomial approximations
of the renormalisation group is sufficient to deduce scaling exponents [43].
We also found that derivatives of effective actions at fixed points genuinely display singularities
in the complexified field plane (4.46), away from the physical region. In the limit of infinite N ,
exact analytical results for all singularities have been provided. At finite N , we have put forward
a methodology to deduce radii and location of singularities from local expansions. Singularities in
the complex field plane impact on the physical solution in a number of ways. Most notably, they
control the radius of convergence for polynomial approximations of the effective action. Global
scaling solutions then follow from local ones as soon as the radii of convergence of the small- and
large-field expansions overlap, which is the case for sufficiently large N . It will be interesting to
complement this analytical study with resummations [68] and confomal mappings [49] to further
extend the radius of convergence, or with numerical tools to accurately determine the global fixed
points and salient theory parameters, most notably for finite and small N [66].
Some of the structural insights should also prove useful for theories where global fixed point
solutions are presently out of reach, e.g. quantum gravity [34, 36–38]. There, the recursive nature
of fixed point couplings has already been observed up to high polynomial order [37, 38]. It would
then seem promising to investigate these theories from the viewpoint advocated here.
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Appendix A: Radius of convergence
We often have to estimate the radii of convergence of series of the form
f(x) =
∑
m
λmx
m . (A1)
Provided the signs of the expansion coefficients follow a simple pattern such as having all the
same, or alternating signs (+−), standard tests of convergence including the ratio test or the root
test are applicable. Here, we encounter series which often show a more complex sign pattern such
as (+ + −−) where the standard tests fail, or at best provide a rough estimate for the radius of
convergence. Therefore, we adopt a method by Mercer and Roberts [62] devised for series which
display a more complex pattern. The technique is motivated from the expansion of functions on
the real axis which display a pair of complex conjugate poles in the complex plane such as
f(x) =
(
1− x
Reiθ
)ν
+
(
1− x
Re−iθ
)ν
(A2)
for R > 0, 0 ≤ θ ≤ pi, and for any ν which is neither zero nor a positive integer (ν /∈ Z+0 ). The
function (A2) has a pair of singularities of nature ν at x = Re±iθ. Its Taylor expansion is given
by (A1) with
λn = 2(−1)n
(
ν
n
)
cos(n θ)
Rn
(A3)
for |x| < R. For large n, the sign of the coefficients is determined by the phase. For example, a
singularity close to the imaginary axis with phase close to θ ≈ pi/2 would imply the sign pattern
(+ + −−). Returning now to a generic series (A1), and under the assumption that the large-n
behaviour can be modeled by (A3), we can write every 4-tuple of coefficients in the form
λm =
An
(Rn)m
cos(mθn + ξn) . (A4)
The four parameters An, Rn, θn and ξn appearing in (A4) can then be determined from any 4-tuple
(λn−2, λn−1, λn, λn+1). For Rn and the angle cos θn, one finds
R2n =
λ2n−1 − λn−2λn
λ2n − λn−1λn+1
(A5)
cos θn =
1
2
(
λn−1
λnRn
+
λn+1Rn
λn
)
. (A6)
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For large n, the asymptotic behaviour is deduced by inserting the model coefficients (A3) into
(A5) and (A6), leading to
R
Rn
=
(
1− ν + 1
n
)
·
(
1 +
ν + 1
2n2
sin(2n− 1)θ
sin θ
)
·
(
1 +O
(
1
n3
))
. (A7)
For the angles, one finds
cos θn
cos θ
= 1 +
ν + 1
n2
(
1− cos(2n− 1)θ
cos θ
)
+O
(
1
n3
)
. (A8)
These expressions in the limit 1/n → 0 have been used throughout this paper to determine the
radius R, the angle θ, and the nature ν of the convergence-limiting singularity of series of the form
(A1). The technique fails provided that (A5) becomes negative, or the absolute value of (A6)
larger than one.
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