Abstract: The construction of suitable preconditioners for the solution of linear systems by iterative methods continues to receive a lot of interest. Traditionally, preconditioners are designed to accelerate convergence of iterative methods to the solution of the linear system. However, when truncated iterative methods are used as regularized solvers of ill-posed problems, the rate of convergence is seldom an issue, and traditional preconditioners are of little use. Here we present a new approach to the design of preconditioners for ill-posed linear systems, suitable when statistical information about the desired solution or a collection of typical solutions is available. The preconditioners are constructed from the covariance matrix of the solution viewed as a random variables. Since the construction is based on available prior information, these preconditioners are called priorconditioners. A statistical truncation index selection is also presented. Computed examples illustrate how effective such priorconditioners can be.
Introduction
This paper is concerned with the solution of large linear systems of equations
by preconditioned iterative methods. In particular, we are concerned about the solution of linear discrete ill-posed problems, for which the corresponding matrices A are of ill-determined rank.
The use of iterative methods for the solution of linear systems of equations is the method of choice when the matrix A is either so large as to make its factorization impossible, or not explicitly available. Iterative methods start from a given initial approximate solution x 0 and then proceed to compute a sequence of improved approximate solutions x 1 , x 2 , . . . , x k , . . . by only accessing the matrix A via its multiplicative action on vectors. The ways in which these approximate solutions are determined characterize the different iterative methods. The amount of work needed by an iterative method to solve a linear system of equations depends on how many approximate solutions need be computed before the linear system is solved to satisfactory accuracy. Thus lots of effort has been spent on modifying the original linear system so as to obtain another one with the same solution but with a faster rate of convergence for the iterative method. Naturally, if the matrix A is the identity, the solution of the linear system is immediate; in general, the closer A is to the identity, the faster we can expect an iterative method to converge. For this reason, most of the effort in the construction of preconditioners has been devoted to finding simple approximations of the inverse of the matrix A; see [17] . If L is a good approximation of the matrix A −1 , then the matrix AL is closer to the identity than A. If A and L are symmetric positive definite the condition number of AL in general will be smaller.
When the linear system (1) comes from the discretization of an ill-posed problem, many of the singular values of the matrix A are very close to the origin and therefore when solving the linear system, any error which may be present in b will be amplified, sometime so much as to make the computed solution useless. When we want to emphasize that the right-hand side may be contaminated by errors, we will write
where e is the additive noise vector. In order to make the computed solution to (2) , or (1) , less sensitive to errors in the right-hand side, some form of regularization must be applied. One of the most popular methods is Tikhonov regularization, which replaces the linear system (1) with the minimization problem
Here and in the remainder of the paper, · denotes the Euclidean norm. The second term in the functional to be minimized penalizes unexpected growth of the solution. The matrix L decides how the computed solution should be allowed to grow. The selection of the matrix L as well as of the regularization parameter α are the central issues in Tikhonov regularization.
Another popular way to regularize linear systems arising from ill-posed problems is to use an iterative method equipped with a stopping criterion which keeps the harmful amplified error components from being included in the solution. Some popular iterative methods used in this fashion have been shown to be regularization methods.
From the point of view of regularization, the traditional preconditioners seem to be of little use. Indeed, accelerated convergence by preconditioning may lead to an iterative method where the noise takes immediately over and the regularization property is lost. It has been demonstrated before (see [4] ) that if the preconditioner is selected properly, it improves the quality of the iterative solution. Indeed, the rule of thumb is that a matrix L that works well in Tikhonov regularization (3) works also as a preconditioner. In this work, this property is investigated from the point of view of Bayesian statistics. We show that a good preconditioner can be constructed from the Cholesky factor of the inverse of the prior covariance matrix of the the unkown. Such preconditioners are referred here as priorconditioners.
Since, in many applications of interest, a prior density for the unknown might be replaced by a large collection of realizations, we will discuss how to construct useful priorconditioners by sampling. We assume that we have access to a learning set of typical vectors x and the corresponding observables b. In medical applications, such set could be based, e.g., on anatomical information of the object or on data collected by previous surgical interventions. The priorconditioner is then constructed from the sample-based estimates of the expected value and covariance matrix of the unknown. If the sample in not sufficiently large or representative, the sample-based covariance matrix may be rank deficient. The addition of a small multiple of the identity in this case yields a matrix of full rank from which the priorconditioner can be constructed. In addition to stabilizing the computation, this regularization of the covariance has a statistical interpretation in terms of anomaly prior, which is also discussed in the paper. The construction of the priorconditioners does not depend on this criterion, and traditional stopping criteria, e.g., based on discrepancy when the noise level is known, can be applied as well.
The determination of the truncation index is a critical step when using iterative methods for ill-posed problems. In agreement with the statistical approach taken in this paper, we introduce a new, statistically based strategy for stopping the iteration. We remark that our priorconditioners can be applied independently of the criterion for truncating the iteration.
This paper is organized as follows. In Section 2 we recall a few properties of random variables, their mean and covariances and how they can be approximated from a sample. We then briefly discuss Tikhonov regularization for ill-posed problems in nonstandard form and we address the role of the covariance matrix in that context. Section 3 introduces the iterative methods that we are concerned with, both in standard form and with a right preconditioner, and reviews a few of their properties. The selection of regularization parameters based on statistical premises is discussed in Section 4. The details of how to determine the preconditioner from a library of typical solutions are presented in Section 5. We discuss there also the practical methods for selecting parameters based on statistics as well as the assessment of performance of the methods.
Computed examples illustrating the performance of priorconditioners on a few linear systems are presented in Section 6. Section 7 contains the conclusions and an outline of future work.
Statistics and regularization
In order to better understand the genesis of priorconditioning and sample-based techniques in inverse problems, we take a small detour into the statistical interpretation of inverse problems. The general reference for this section is [11] . We approach the statistical solution of inverse problems from a Bayesian perspective, although some constructions proposed in this article can be arguably considered as frequentist approach.
We denote random variables by capital letters and their realizations by lower case latters. In the Bayesian inverse problems, all variables are interpreted as random ones, the randomness reflecting really our lack of information about their values. Hence, instead of the deterministic equation (2), we consider its stochastic extension
where now X, B and E are random variables with values in R n and R m , respectively. In this work, we use the additive noise model as a motivation, but the ideas of this article are more generally applicable, as the computed examples will demonstrate. To avoid measure theoretic considerations, we assume here that all probability distributions are absolutely continuous with respect to the Lebesgue measure. We denote by π pr (x) the prior probability density of X, which expresses the degree of information about the values of X prior to measuring B. The likelihood density, denoted by π(b | x), is the probability density of B given the realization X = x. The probability density of X given B = b, called the posterior density and denoted by π(x | b), is the solution of the inverse problem (4) in the Bayesian frame of mind. Bayes' formula
relates the posterior density to the prior density and the likelihood. Based on the posterior density, we may define various estimates of the variable x. The most commonly used statistical estimates are the Conditional Mean (CM) and Maximum A Posteriori (MAP) estimates,
provided that such estimates exist.
Consider the linear additive noise model (4) under the assumption that X and E are mutually independent Gaussian random variables with X ∼ N (x * , Γ x ) and E ∼ N (0, Γ e ), that is, the random variable X has mean x * ∈ R n and its covariance matrix Γ ∈ R n×n is positive definite, and E is zero mean Gaussian noise. Then Bayes' formula implies that the posterior density is
where we denote by L x and L e the Cholesky factors of Γ −1
z , with L z upper triagonal, z ∈ {x, e}. Under these assumptions the maximum a posteriori estimate x MAP coincides with the conditional mean estimate x CM , which is the centerpoint of the posterior density given above, and they are the solutions to the minimization problem
Before solving this minimization problem, let us introduce the random variable
which is a Gaussian white noise, since
n×n is the identity. Therefore the Cholesky factor of the inverse of the covariance matrix of X is a whitening matrix for X. In terms of the corresponding realization w = L(x − x * ), we write
where b c = b−Ax * . Then the MAP estimator is the solution in the least squares sense of the linear system
This alternative formulation is particularly insightful in the context of iterative solvers: we seek to solve the system
with appropriate regularization.
The Gaussian MAP estimate is intimately related to the classical Tikhonov regularization of ill-posed problems. The Tikhonov regularized solution to the problem (2) is the minimizer of the functional
where α > 0 is the regularization parameter, and L ∈ R k×n and x 0 ∈ R n are properly chosen. The first term in (3) indicates that we are seeking a vector x which is a good fit to the given data, the presence of the second term penalizes eccessive growth of L(x−x 0 ), which is attributed to amplification of the noise in the right-hand side rather than to features of the solution itself. The parameter α decides how much such growth should be penalized. Clearly the performance of Tikhonov regularization depends on the choice of a suitable value of α as well as of a suitable regularization operator L.
The connection between Tikhonov regularization and linear Gaussian statistical model is obvious. Indeed, if we assume that the additive noise is white Gaussian, i.e., Γ e = σ 2 I, the MAP estimate agrees with the Tikhonov regularized solution provided that
This statistical interpretation helps to design regularization operators L when prior information concerning the sought solution is available.
Krylov subspace methods
The solution of linear discrete ill-posed problems by iterative methods equipped with a suitable stopping rule has gained a lot of attention in recent years, in view of its speed and ease of implementation. Among the various iterative methods proposed in the literature, the Conjugate Gradient (CG) method for the symmetric positive definite case, the Generalized Minimal RESidual (GM-RES) method for the square nonsymmetric case, and the Conjugate Gradient for Least Squares (CGLS) method and its implementational variations for the general nonsquare case have been the methods of choice for linear discrete illposed problems because they have been shown to converge to the minimum norm solution of (2) when the error goes to zero. To keep the notational complexity to a minimum, let us assume that the initial approximate solution is the zero vector. Then the kth approximate solution determined by the GMRES method solves the minimization problem
where K k (A, b) is the kth Krylov subspace,
Similarly, the kth approximate solution determined by the CGLS method solves the minimization problem
We remark that since the Krylov subspaces form a nested increasing sequence, at each iteration step of the GMRES and CGLS methods the norm of the discrepancy
will not increase. Stopping rules for these iterative methods which make them regularization methods when applied to the solution of linear discrete ill-posed problems make use of this feature; see [7, 3] .
The use of preconditioners to accelerate the rate of convergence of these iterative methods is quite widespread. When applied to the solution of linear discrete ill-posed problems the choice of preconditioners is more delicate, to avoid accelerating the convergence of those components dominated by amplified errors. A decade ago, preconditioners for iterative methods which aim at accelerating the convergence only of the part of the spectrum associated with the signal, while leaving the portion associated with the noise alone were first proposed in the literature [9] . Following this seminal paper, several variants of this class of preconditioners which took advantage of the special structure of the linear system were proposed. All preconditioners of this type need to partition somehow the spectrum of the matrix A to separate the eigenvalues associated with the signal from those associated with the noise. This task is easy when the spectrum of A shows a well marked gap between larger and smaller eigenvalues, while becoming very difficult when the eigenvalues or singular values decay smoothly to zero.
A different approach to preconditioning iterative methods for linear discrete illposed problems has been proposed in [4, 6, 8] , where preconditioning is viewed as a tool to improve the quality of the computed solution more than to accelerate the convergence. The right preconditioners advocated in [8] , and the invertible modifications thereof proposed in [4] , for example, are related to discretization of first and second order differencing operators. Several computed examples in [4] show that if the solution of a linear discrete ill-posed problem by Tikhonov regularization with a regularizing operator coming from a first or second order differencing matrix is better than when using the identity, then the solution of the same problem by a truncated iterative method with a right preconditioner related to the Tikhonov regularizing operator is better than when using no preconditioner. In view of this observation, and motivated by the reformulation of V (x | b) in terms of w, in particular by the system 6), we use the factor L of Γ −1 as a right preconditioner. We remark that it is not necessary to take L to be the Cholesky factor of the inverse of Γ. In fact, if we have a factorization of Γ of the form
the priorconditioned approximation x k prGMRES of the exact solution by the pri-orconditioned GMRES method solves
Note that since the construction of the priorconditioner uses no information about the matrix A, we do not expect it to affect its spectral distribution. On the other hand, since the priorconditioner carries a lot of information about the distribution of the solution X, once it has been computed it may be used in connection with several different linear systems. Furthermore, since the priorconditioner is oblivious to the presence of noise in the right-hand side, its use is not limited to the iterative solution of linear discrete ill-posed problems. Finally, it is easy to see that priorconditioners can be used in combination with standard preconditioners. So far we have focused on the use of priorconditioners with the GMRES method. Since priorconditioners are used effectively as right preconditioners, we will not discuss here how to use them in connection with the various iterative methods, but we will concentrate instead on their properties and design.
In this section we have assumed that the prior density of X is directly given as a Gaussian density. Often, however, the prior density is non-Gaussian, and in fact the a priori knowledge about the solution may not be formulated at all in statistical terms, but rather as a large data base of sample solutions. Before addressing how to construct priorconditioners based on sample data, however, let us revisit the selection of regularization parameters from a statistical perspective.
Statistical selection of parameters
Assume that we have selected a linear estimation strategy. Whether it is the MAP estimator, Tikhonov regularized solution or, for computational efficiency, a truncated iterative solver, the method will typically rely on a judicious choice of some parameters. In Tikhonov regularization, the value of the regularization parameter has to be chosen, while in the truncated iterative methods, the stopping index needs to be set. In fully Bayesian methods, the prior density may be hierarchical, thus the hyperparameters may have a significant effect on the MAP estimate.
There is a vast literature concerning the selection of the regularization parameters for the classical methods. Among the most popular methods we find the discrepancy principle and the L-curve criterion. While these methods are shown to work well in many cases, some difficulties may arise. The discrepancy principle, for example, relies on the knowledge of the norm of the additive noise. This notion does not make sense if the noise is not additive, e.g., when the noise has a Poisson distribution. Further, even when the noise is additive, its norm is itself a random variable. It follows from this observation that the regularization parameter should be, in principle, re-estimated every time as it depends nonlinearly on the data. The same holds for the L-curve criterion that does not require the knowledge of the noise level.
The statistical approach acknowledges the random nature of the regularization criterion, suggesting a criterion based on the statistics of the estimators. The general principle is that if a parameter value is not known a priori, it is part of the estimation problem and needs to be estimated simultaneously with the other unknowns. In some cases, the regularization parameters correspond to Bayesian hyperparameters and can be estimated using hierarchical models, see [11, 12, 13, 14, 21] . It may happen that the regularization depends on the unknown noise level that needs to be estimated; see, e.g., [1] . To the best of the authors' knowldege, statistical models for parameter selection for Krylov subspace methods have not been described in the literature. In this section, we discuss a general criterion that will be applied later to iterative solvers. This is formally similar to the mean squared risk criterion for selecting optimal estimators of a prescribed type, see, e.g., [2, 5, 18] , where adaptation in parameter selection in statistical inverse problems is discussed.
We denote a parameter-dependent estimator by
All the parametric dependencies are collected in the parameter vector θ. The mean square error of the estimator X θ is
We define the optimal parameter θ as a minimizer of the mean square error
Since the θ dependence of T θ is typically not explicitly given, the minimization of the mean square error is not a straightforward matter. Observe also that when Krylov subspace methods are used, the mapping T θ is nonlinear, since the Krylov subspace itself depends on the data. Therefore, even within the Gaussian framework, the means square error has no closed form. In the following section, we discuss this minimization using sampling.
Sample-based methods
A central question in statistical modelling of inverse problems is how to construct informative and reliable prior densities. In this paper, we discuss samplebased estimation of the prior. Sample-based priors have been been discussed in [19, 20, 11] . Another equally important question concerning priors is how to avoid too committal priors that are biasing towards a reasonable, but incorrect, solution. In particular, the prior should favor the typical or normal solutions that we are expecting to see, but at the same time it should allow the appeareance of abnormalities or anomalies that are often, e.g., in medical imaging, of central interest. This issue has been previously addressed in the article [10] . Finally, as mentioned in the previous section, we want to design methods to select parameters in the estimators based on the correct statistics. These three related questions will be addressed in this section.
Our approach to all three issues is based on random sampling. Assume that we have access to a sample of realizations of the random variable X, as well as of the corresponding set of data. We call this sample of pairs a training set and denote it by
with N ≥ n. The noise level of the data may or may not be known. In medical applications, the learning set could consist, e.g., of previous measurements b j combined with information obtained by surgical interventions, or it could have been generated, e.g., by using a computational anatomical or physiological model. This set is used to set up a prior model that is adjusted to the estimation method of choice. Here we assume that the vectors x j are represented as discretized approximations. The discretization is fixed, and it is determined by the grid in which we seek to solve the inverse problem.
Sample-based priors with anomalies
We start by setting up a prior model based on the training set. If N is large and the sample is representative, it is possible to estimate the probability density of the underlying variable X using this sample. Let us mention that the problem of estimating a probability density based on a sample is the classical problem of frequentist statistics, so our approach to the inverse problem has a non-Bayesian element in it.
Given a sample of true realizations, it is unrealistic to assume that they are normally distributed. However, to construct priorconditioners, we seek a Gaussian approximation of the prior density. The Gaussian distributions are completely characterized by the second order statistics. Based on the available sample, estimates of the mean and the covariance of X are obtained as
The higher order moments can be estimated as well, and they can be used to assess the fidelity of the Gaussian approximation.
In the applications that we have in mind, the vectors x j represent typical features of the random variable X. This means that the vectors are not very dissimilar. Consequently, the space spanned by the realizations may be a proper subspace even if N ≥ n, and hence Γ is rank deficent or of ill-determined rank.
Assume first that Γ is a satisfactory approximation of Γ. Without the loss of generality, we may assume that the mean of X vanishes. Introduce the singular value decomposition of the matrix Γ,
where the orthonormal singular vectors v j correspond to the singular values d j ,
In practice, we identify with zero those singular values that are smaller than a given treshold value, that can be thought of as the working precision. We write
and further, we split X in parts as
We have
in other words, X = V 0 X 0 with probability one. Therefore, if we trust the covariance matrix Γ, we may write a reduced model
and the model reduction error has zero probalility of occurrence. The above model is equivalent to the Principal Component Analysis (PCA) model ( [16] ).
Before discussing the properties of the reduced model, let us define
We observe that
i.e., W 0 is r-variate white noise. The whitened PCA model for solving X can be written as
The matrix V 0 D 1/2 0 ∈ R n×r above acts as a whitening preconditioner. Observe that the solution is automatically in the subspace spanned by the eigenvectors v 1 , . . . , v r . Hence, the PCA model is a hard constraint, since it forces the solution to a low dimensional space.
The clear advantage of the PCA (10), or its whitenend version (11) , is that it takes full advantage of the prior information, and when r << n, the degree of ill-posedness may decrease, and so does the required computational work. From the practical point of view, there are, however clear disadvantages. The first problem is related to the approximation Γ ≈ Γ. In general, we do not know to what extent the training set is a sufficient sample. If the vectors x j are drawn independently from the same density, we may argue that the approximation error of Γ is, by Central Limit Theorem, asymptotically Gaussian with variance decreasing as O(1/ √ N ). However, the error with given N may have a signifiant effect on the eigenvalues that are used to determine the truncation parameter r. As a consequence, the PCA subspace can be simply too restricted to be able to represent essential features that may appear.
The more severe problem, in particular from the point of view of medical applications, is PCA's inability to reproduce outliers. Assume, for instance, that the training set represents thoracic intersection images. The major part of the images corresponds to normal thoraxes, while the few outliers representing anomalies, such as tumors, that might be in the set have a negligible effect in the averaging process. As a consequence, the anomalous features will not be represented by the PCA subspace vectors, when the purpose of the imaging process might have been, in fact, to detect these anomalies.
To overcome the aforementioned shortcomings, we propose a stochastic model that accounts for both the PCA and the anomalous part (cf. [10] ). We write a model
where the components X and X a are stochastically independent random variables. The regular part X is assumed to have mean and covariance x * and Γ, respectively, calculated from the training set. The anomalous part X a accounts for all features not captured by the PCA reduced model.
To define the statistics of the anomalous part, we may use any prior information that we have concerning the anomalies that we expect to encounter. For instance, if we expect smooth anomalies of a given size, we use a smoothness prior with a properly chosen correlation length. In this work, we shall assume that X a has zero mean and that its covariance is defined up to a multiplicative constant. Hence the second order statistics of X is of the form
for some α > 0. Assuming that the resulting covariance matrix Γ α is invertible, we may now write a whitened version of the estimation problem,
where
The parameter α plays an important role in three different ways. First, even when the correlation structure of the anomaly may be known, the variance, compared to the regular part, may be unknown. Secondly, it is important that the stochastic model (12) does not produce false artifacts. Therefore, we adjust the parameter α using the training set so that the prior model performs well on the training set S 0 . Last, from the numerical point of view, α can be seen as a regularization parameter that guarantees that Γ α is numerically positive definite, hence ensuring the existence of its Cholesky decomposition (13).
Parameter selection
To find an estimate for the optimal parameter value (8), we approximate the mean square error (7) by
and search a minimizer for it. Observe that in this approximation, we use only the training set that determines the regular part Γ of the covariance. The motivation for this is that the parameters should be chosen so that the estimator does not produce artifacts, or false positives, due to the presence of the anomaly prior. In particular, we require fidelity of the estimate with typical realizations. On the other hand, if S 0 contains anomalous specimen, the value of the anomaly parameter will tend to increase.
Assessing the performance
Having selected an estimation method and determined statistically optimal parameter values, the performance of the method can also be assessed statistically.
Assume that, in addition to the training set, we have an independent test set of pairs,
The set S 1 can be either the result of real measurements or it may have been generated by numerical simulation. Observe that also in the latter case, we may use the stochastic model (12) including anomalies. Notice that the test set needs to be discretized on the same grid as the training set, otherwise we cannot test the performance of our priorconditoned estimator that is determined by the discretization of the test set.
Let X θ = T θ (B) be our estimator, and assume that the parameter θ has been optimized and is fixed. To assess the performance of this estimator, we introduce the relative squared estimate error,
which itself is a random variable. Here, we approximate the mean and the covariance in the denominator from the training sample. In particular, we are interested in the probability density of Φ( X θ ). Using the test set S 1 , we calculate the individual relative errors,
These are approximate realizations of the random variable Φ( X θ ), and their histogram is an approximation of the probability distribution of the relative squared estimate error. The relative mean square error is
When comparing the performance of different estimators, we consider the histograms of the corresponding realizations (14) . This idea is demonstrated in the next section with computed examples.
Computed examples
In this section we present a few computed examples. The first one is a simple one-dimensional deblurring problem that serves mostly to illustrate the different features of the methods described in the previous sections. The second example is a two-dimensional limited angle tomography problem, that gives a more realistic feeling for the methods in action.
One dimensional deblurring
We consider the continuous forward model
where e(j) represents the noise, f : [0, 1] → R is the unknown and the integral kernel K is defined as
where the w = 0.03 is the width parameter and the scaling function c is chosen so that max s∈[0,1] (K(s, t)) = 1. The sampling points s j are equally distributed, s j = (j − 1)/(n − 1) and n = 40. We assume that the noise is normally distributed, with zero mean and independent components.
After discretization the integral (16) by writing
where x(k) = f (t k ), we obtain the discrete system
Assume that our sample of functions f consists of step functions with varying location of the discontinuity and height of the jump. To generate such a sample numerically, we begin by writing a stochastic model for the realizations f , We generate the set S 0 = (x 1 , b 1 ), . . . , (x N , b N ) , N = 500, by drawing N independent values of K and T from their distributions, and computing the corresponding data vectors. To avoid the "inverse crime" of using the same discretization in the forward and the inverse model, see: [11] , the data is computed by using a finer discretization, with 127 discretization intervals, than what is used in inverse modelling, i.e., 40 discretization intervals. Two different error models are used: the first one is additive Gaussian noise
the second one multiplicative normally distributed noise,
Let us emphasize that if we knew the true non-Gaussian prior model corresponding to the model (17), we could try to estimate the two hidden variables K and T directly; here, however, we assume only that we know the sample S 0 , not its origin. Also notice that the prior density and the likelihood are nonGaussian, so the additive Gaussian model discussed in previous sections is just an approximation. the estimated covariance matrix. The solid horizontal line indicates the working precision of the computer arithmetic. It is clear that the rank of the approximated covariance is numerically rank deficient.
Since the spectrum of Γ shows a big gap between the six largest eigenvalues and the remaining ones, a good candidate for the PCA basis are the six first eigenvectors. Later on, and as a motivation for adding the anomalous part to the covariance, we will consider how the PCA reduced model performs and in particular, what happens when the data arises from an atypical specimen. We now start by setting up a priorconditioned iterative solver. In this example, we restrict the discussion to the GMRES iterations.
Let the anomaly prior correspond to white noise, i.e., Γ a = I. The truncated priorconditioned GMRES estimator depends on two parameters, the anomaly parameter α > 0 and the truncation parameter k ∈ N, i.e., θ = (α, k). We denote the approximate solution of Ax = b with truncation index k and priorconditioner L α by x k prGMRES = T (α,k) (b). To demonstrate the effect of the anomaly parameter, we do the parameter optimization in two steps. For given α > 0 fixed, we search the optimal truncation index,
Having the optimal truncation, the relative mean square error is just a function of α:
Obviously, the minimum of this curve gives the optimal S 0 -based estimate of the parameter α. Figure 2 shows two plots of the curve (18) with two different noise levels. In the top plot, the vectors b j contain additive Gaussian white noise with standard deviation (STD) σ = 0.2% of the maximum of the noiseless signal. In the bottom one, the STD is 2%. For comparison, we also calculate the GMRES solutions without priorconditioning in two different ways. First, we compute a plain GMRES solution of the linear system Ax = b with the truncation parameter optimized by minimizing the MSE error over the set S 0 . Then we help the GMRES method by subtracting the mean x * from x, applying the GMRES to the equation
but without using the priorconditioner. The MSEs of these solutions, calculated by averaging over S 0 , are also plotted to Figure 2 . We see that when the error increases, the presence of the anomalous part in the covariance matrix helps to decrease the mean square error.
To test the performance of priorconditioning, we generate a test sample S 1 independent of the learning set S 0 . The size of the test set is M = 500. The smoothed out histograms of the individual relative errors (14) with optimized parameters are shown in Figure 3 , together with those of the plain truncated GMRES estimates. Figure 4 shows the mean square error as a function of the anomaly parmeter α and the error histograms with and without prior conditioning, when the data corresponds to Gaussian multiplicative noise with σ = 2% standard deviation.
Let us mention that if the model is Gaussian, the optimal solution in the mean square error sense is the conditional mean estimate that can be calculated, e.g., by iterating until converge in the the well-posed system (5); see [11] , Section 5.5 for computed examples. In the present non-Gaussian case, the solution thus obtained is not optimal.
Another comment concerning the stopping criterion is in order. When the noise level decreases, the statistically optimal truncation index typically increases; see legends in Figure 3 . This is in accordance with the deterministic results concerning stopping criteria by discrepancy. We remark that if the iterative solver converges in fewer than the optimal number of steps, the algorithm will automatically stop. This has never been the case in the numerous numerical tests that we performed.
Finally, we discuss the PCA model. One might think that the dramatic PCA reduction of the dimensionality of the problem (in the present case from 40 to 6) would render the inverse problem well posed and further statistical analysis un- necessary. We demonstrate that this is, in general, not the case. To understand why, let us consider the singular value decomposition of the matrix A,
where S and U are orthogonal matrices and Λ is diagonal, The diagonal entries λ 1 ≥ · · · ≥ λ n are the singular values of A, of which the < n first are of significant size while the remaining ones are close to zero, making A numerically rank deficient. Let us write S = s 1 , . . . , s n . U = u 1 , . . . , u n .
A popular regularization method in inverse problems, known as the truncated singular value decomposition (TSVD), replaces the matrix A by its low-rank approximant
by discarding the smallest sigular values that render the problem Ax = b illposed. When passing to the reduced model (10), there is no guarantee that the statistical model reduction is compatible with the TSVD model reduction. In fact, the angle between the subspaces spanned by v 1 , . . . , v r and u +1 , . . . , u n , respectively, may be far from the right angle. This implies that when passing to the reduced model (10) , some of the smallest singular values are still present and the reduced matrix AV 0 remains ill-conditioned. In fact, this is the case in the present case. We demonstrate how these small singular values affect the solution with an example. Assume first that the true signal is a pure step function and no artificial noise is added, and let us begin with producing the data by an inverse crime, i.e., using the same discretization as for inverse solution, then, solving the system (10) in the least squares sense. Figure 6 shows that the reduced model produces a perfect reconstruction. Next, we calculate the data with a finer grid, thus avoiding the inverse crime. The induced modelling error is sufficient to destroy the reduced least squares solution. The situation becomes even more dramatic if we assume that the true signal f is slightly atypical. In our example, we assume that, in addition to the simple step, the true f contains a small anomalous feature that in our example is modelled by a small Gaussian hump slightly above the discontinuity. This anomaly causes clutter in the true data. With this data, the PCA model goes completely astray, as it can be seen of Figure 6 , which, for comparison, also shows the corresponding priorconditioned GMRES solutions obtained from the same data. The least squares reconstructions from the PCA reduced model. From left to right, the reconstruction is done from noiseless inverse crime data, from noiseless data with finer discretization and from the data with an anomaly. Bottom row: Priorconditioned GMRES reconstructions from the same data. The number of GMRES iterations is 5, the anomaly parameter value is α = 0.0015.
Limited angle tomography
Limited angle tomography problem arises in many applications where full projection data is not available. Such situation occurs e.g. in dental tomography, were a CCD detector is placed in the subject's mouth and the teeth are illuminated from outside with a parallel beam or fan beam X-ray source. Another example is the imaging of beams within walls, e.g., for archaelogical structural studies. For more detailed discussion, see [15, 11] .
In this example, we construct a prior and corresponding training and test sets that simulate a molar tooth. The idea here is that the overall geometry, i.e., the size, location and form of the molar, is relatively well known and should therefore be included into the prior. In our example, the training set of mass absoption distributions is drawn from a density based on the following principles. The random variable ξ controls the size of the tooth while the random field g gives the internal random structure. The size of the details in the interior of the tooth, i.e., the correlation length, is controlled by the standard deviation σ.
We assume that the projection data is measured in 60 uniformly distributed direction angles in an opening of π/3, and that the number of detectors on the line segment perpendicular to the projection lines is also 60. This leads to a 3600 × 3600 sparse tomography matrix representing the forward model. The measurement geometry is sketched in Figure 7 . When generating the independent training sets and test sets, we add Gaussian white noise with STD 2% of the maximum noiseless signal.
We perform the same analysis as in the one-dimensional model of the previous subsection. This time, we use the CGLS method with and without priorconditioner. For tomography problems, the CGLS seems to be superior to the GMRES method, partly because the seed vector A T b for the Krylov subspace is already an unfiltered backprojection image.
As in the previous example, we choose the covariance matrix of the anomaly prior to be the identity matrix. It turns out that in this example with the selected noise level, the anomaly parameter does not play a significant role: the mean square error is rather robust with respect to α over several orders of magnitude. Thus, we use α here only to ensure that the covariance is numerically positive definite, and use a small value α = 10 −4 . The truncation index is then optimized using this fixed value. For comparison, we calculate the optimal truncation parameters for the standard CGLS method, and, as in the previous example, for CGLS when the estimated average is subtracted. Since the computations are hevier than in the one-dimensional case, we limit the maximum number of CGLS iterations to 30.
It turns out that for both plain CGLS and the priorconditioned CGLS, the optimal truncation parameter is the maximal one, k = 30. We remark that when we increase the maximum number of iterations, the performace in the MSE sense does not improve essentially before the noise starts to take over. For the CGLS with the mean subtracted, the situation is different. Figure 8 shows the histogram of the optimal truncation indices over the training set. The statistically optimal truncation index is k = 10. To understand the performance of different methods, we plot in Figure 9 four independent draws from the described prior density, and for each one the three different approximate solutions computed by CGLS with optimal truncation parameter.
Finally, the distribution of the single relative errors with optimal parameters, calculated over a test set S 1 of size M = 2000 are shown in Figure 10 .
Conclusions
The main novelty of this article is the combination of statistical tools and fast iterative solvers regularized by truncation. The sample based approach to the design of priorconditioners for ill-posed linear systems is demonstrated to yield better results than when the truncated iterative solvers are used without priorconditioners. The important issue of how to account for possible anomalies Figure 9 : Four random draws form the prior density (left column). The consecutive columns represent, from left to right, the approximate solutions computed by CGLS with no priorconditioning, CGLS assuming that the average density is known, and finally, on the left, CGLS with priorconditioning. The noise standard deviation in the data is 2% of the maximum of the noiseless signal. The number of iterations in these columns are 30, 10 and 30, respectively. These are the optimal truncation indices when a maximum of 30 iterations is allowed. Figure 10: The relative error histograms over the test sample with and without priorconditioning, using the optimal truncation index.
which may be absent from the available sample is also addressed. Another novelty is the introduction of a statistical criterion for the optimal selection of the truncation parameter for a given iterative method. The statistical viewpoint taken throughout the paper gives also useful criteria for assessing the performance of such choice.
Future work includes the study of the effects of different anomaly prior covariances. Here, we used only the identity matrix that corresponds to a white noise perturbation of the prior model. However, it is of interest to see how anomaly priors can be based on samples of possible anomalous features. Another important direction of future work is the design of effective ways of estimating the optimal value of the anomaly parameter, thus avoiding repeated Cholesky factorizations that in large problems may be excessively costly.
