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Abstract
The existence and uniqueness in Sobolev spaces of solutions of the
Cauchy problem to parabolic integro-differential equation of the order
α ∈ (0, 2) is investigated. The principal part of the operator has kernel
m(t, x, y)/|y|d+α with a bounded nondegenerate m, Ho¨lder in x and
measurable in y. The lower order part has bounded and measurable
coefficients. The result is applied to prove the existence and uniqueness
of the corresponding martingale problem.
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1 Introduction
In this paper we consider the Cauchy problem
∂tu(t, x) = Lu(t, x) + f(t, x), (t, x) ∈ E = [0, T ]×R
d, (1)
u(0, x) = 0
in fractional Sobolev spaces for a class of integrodifferential operators L =
A+B of the order α ∈ (0, 2) whose principal part A is of the form
Av(t, x) = At,xv(x) = At,zv(x)|z=x, (2)
At,zv(x) =
∫
[v(x+ y)− v(x)− χα(y)(∇v(x), y)]m(t, z, y)
dy
|y|d+α
,
1
(t, z) ∈ E, x ∈ Rd, with χα(y) = 1α>1 + 1α=11{|y|≤1}. We notice that the
operator A is the generator of an α-stable process. If m = 1,then A =
c (−∆)α/2 (fractional Laplacian) is the generator of a spherically symmetric
α-stable process. The part B is a perturbing, subordinated operator.
In [10], the problem was considered assuming thatm is Holder continuous
in x, homogeneous of order zero and smooth in y and for some η > 0∫
Sd−1
|(w, ξ)|αm(t, x, w)µd−1(dw) ≥ η, (t, x) ∈ E, |ξ| = 1, (3)
where µd−1 is the Lebesgue measure on the unit sphere S
d−1 in Rd. In [1],
the existence and uniqueness of a solution to (1) in Ho¨lder spaces was proved
analytically for m Ho¨lder continuous in x, smooth in y and such that
K ≥ m ≥ η > 0 (4)
without assumption of homogeneity in y. The elliptic problem (L−λ)u = f
with B = 0 andm independent of x inRd was considered in [4]. The equation
(1) with α = 1 can be regarded as a linearization of the quasigeostrophic
equation (see [2]).
In this note, we consider he problem (1), assuming that m is measurable,
Holder continuous in x and
K ≥ m ≥ m0, (5)
where the function m0 = m0(t, x, y) is smooth and homogeneous in y and
satisfies (3). So, the density m can degenerate on a substantial set.
A certain aspect of the problem is that the symbol of the operator A,
ψ(t, x, ξ) =
∫ [
ei(ξ,y) − 1− χα(y)i(ξ, y)
]
m(t, x, y)
dy
|y|d+α
is not smooth in ξ and the standard Fourier multiplier results (for example,
used in [10]) do not apply in this case. We start with equation (1) assuming
that B = 0, the input function f is smooth and the function m = m(t, y)
does not depend on x. In [12], the existence and uniqueness of a weak
solution in Sobolev spaces was derived. In this paper we show that the main
part A : Hαp → Lp is bounded. Contrary to [4], where Ho¨lder estimates were
used, we give a direct proof based on the classical theory of singular integrals
(see Lemmas 9, 10 below). The case of variable coefficients is based on the
a priori estimates using Sobolev embedding theorem and the method in [9].
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As an application, we consider the martingale problem associated to L.
Since the lower part of L has only measurable coefficients, we generalize the
results in [13].
The note is organized as follows. In Section 2, the main theorem is
stated. In Section 3, the essential technical results are presented. The main
theorem is proved in Section 4. In Section 5 we discuss the embedding of the
solution space. In Section 6 the existence and uniqueness of the associated
martingale problem is considered.
2 Notation and main results
Denote E = [0, T ] ×Rd, N = {0, 1, 2, . . .}, Rd0 = R
d\{0}. If x, y ∈ Rd, we
write
(x, y) =
d∑
i=1
xiyi, |x| = (x, x)
1/2.
For a function u = u(t, x) on E, we denote its partial derivatives by ∂tu =
∂u/∂t, ∂iu = ∂u/∂xi, ∂
2
iju = ∂
2u/∂xi∂xj and D
γu = ∂|γ|u/∂x
γ1
i . . . ∂x
γd
d ,
where multiindex γ = (γ1, . . . , γd) ∈ N
d,∇u = (∂1u, . . . , ∂du) denotes the
gradient of u with respect to x.
Let Lp(E) be the space of p-integrable functions with norm
|f |p =
(∫ T
0
∫
|f(t, x)|pdxdt
)1/p
.
Similar space of functions on Rd is denoted Lp(R
d).
Let S(Rd) be the Schwartz space of smooth real-valued rapidly decreas-
ing functions. We introduce the Sobolev space Hβp (Rd) of f ∈ S ′(Rd) with
finite norm
|f |β,p = |F
−1((1 + |ξ|2)β/2Ff)|p.
where F denotes the Fourier transform. We also introduce the corresponding
spaces of generalized functions on E = [0, T ] × Rd: Hβp (E) consist of all
measurable S′(Rd)-valued functions f on [0, T ] with finite norm
|f |β,p =
{∫ T
0
|f(t)|pβ,pdt
} 1
p
.
For α ∈ (0, 2) and u ∈ S(Rd), we define the fractional Laplacian
∂αu(x) =
∫
∇αyu(x)
dy
|y|d+α
, (6)
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where
∇αyu(x) = u(x+ y)− u(x)− (∇u(x), y)χα(y)
with χ(α)(y) = 1{|y|≤1}1{α=1} + 1{α∈(1,2)}.
We denote C∞b (E) the space of bounded infinitely differentiable in x
functions whose derivatives are bounded.
C = C(·, . . . , ·) denotes constants depending only on quantities appear-
ing in parentheses. In a given context the same letter is (generally) used to
denote different constants depending on the same set of arguments.
Let α ∈ (0, 2) be fixed. Let m : E × Rd0 → [0,∞), b : E → R
d be
measurable functions. We also introduce an auxiliary function m0 : [0, T ]×
Rd0 → [0,∞) and fix positive constants K and η. Throughout the paper we
assume that the function m0 satisfies the following conditions.
Assumption A0. (i) The function m0 = m0(t, y) ≥ 0 is measurable, homo-
geneous in y with index zero, differentiable in y up to the order d0 = [
d
2 ] + 1
and
|Dγym
(α)
0 (t, y)| ≤ K
for all t ∈ [0, T ], y ∈ Rd0 and multiindices γ ∈ N
d
0 such that |γ| ≤ d0;
(ii) If α = 1, then for all t ∈ [0, T ]∫
Sd−1
wm0(t, w)µd−1(dw) = 0,
where Sd−1 is the unit sphere in Rd and µd−1 is the Lebesgue measure on
it;
(iii) For all t ∈ [0, T ]
inf
|ξ|=1
∫
Sd−1
|(w, ξ)|αm0(t, w)µd−1(dw) ≥ η > 0.
Remark 1 The nondegenerateness assumption A0 (iii) holds with certain
η > 0 if, e.g.
inf
t∈[0,T ],w∈Γ
m0(t, w) > 0
for a measurable subset Γ ⊂ Sd−1 of positive Lebesgue measure. Therefore
m0 can be zero on a substantial set.
Further we will use the following assumptions.
Assumption A. (i) For all (t, x) ∈ E, y ∈ Rd0,
K ≥ m(t, x, y) ≥ m0(t, y),
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where the function m0 satisfies Assumption A0;
(ii) There is β ∈ (0, 1) and a continuous increasing function w(δ) such
that
|m(t, x, y) −m(t, x′, y)| ≤ w(|x − x′|), t ∈ [0, T ], x, x′, y ∈ Rd,
and ∫
|y|≤1
w(|y|)
dy
|y|d+β
<∞, lim
δ→0
w(δ)δ−β = 0.
(iii) If α = 1, then for all (t, x) ∈ E and r ∈ (0, 1),∫
r<|y|≤1/r
ym(t, x, y)
dy
|y|d+α
= 0.
We define the lower order operator Bu(t, x) = Bt,zu(x)|z=x, (t, x) ∈ E,
with
Bt,zu(x) = (b(t, z)∇u(x))11<α<2 +
∫
[u(x+ y)− u(x)
−(∇u(x), y))1|y|≤111<α<2]pi(t, z, dy),
where (pi(t, z, dy)) is a measurable family of nonnegative measures on Rd0
and b(t, z) =
(
bi(t, z)
)
1≤i≤d
is a measurable function.
We will assume the following assumptions hold.
Assumption B. (i) For all (t, x) ∈ E,
|b(t, x)| +
∫
|υ|α ∧ 1pi(t, x, dυ) ≤ K;
(ii)
lim
ε→0
sup
t,x
∫
|υ|≤ε
|υ|αpi(t, x, dυ) = 0;
(iii) For each ε > 0,
∫ T
0
∫
pi(t, x, {|v| > ε})dxdt <∞.
We write
Au(t, x) = Atu(x) = At,xu(x), Bu(t, x) = Btu(x) = Bt,xu(x), (7)
Lu(t, x) = Ltu(x) = Lt,xu(x), L = A+B.
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According to Assumptions A, B, the operator A represents the principal
part of L and the operator B is a lower order operator.
We consider the following Cauchy problem
∂tu(t, x) = (L− λ)u(t, x) + f(t, x), (t, x) ∈ H, (8)
u(0, x) = 0, x ∈ Rd,
in Sobolev classes Hαp (E), where λ ≥ 0 and f ∈ Lp(E). More precisely,
let Hαp (E) be the space of all functions u ∈ H
α
p (E) such that u (t, x) =∫ t
0 F (s, x) ds, 0 ≤ t ≤ T, with F ∈ H
α
p (E) . It is a Banach space with
respect to the norm
||u||α,p = |u|α,p + |F |p .
Definition 2 Let f ∈ Lp(E). We say that u ∈ H
α
p (E) is a solution to (8)
if Lu ∈ Lp(E) and
u(t) =
∫ t
0
(
(L− λ)u(s) + f(s)
)
dt, 0 ≤ t ≤ T, (9)
in Lp(R
d).
If Assumptions A and B are satisfied, p > dα ∨
d
β ∨ 2, then Lu ∈ Lp(E)
(see Corollary 13 below and Lemma 7 in [10]). So, (9) is well defined.
The main result of the paper is the following theorem.
Theorem 3 Let β ∈ (0, 1), p > dβ , p ≥ 2, and Assumption A be satisfied.
Then for any f ∈ Lp(E) there exists a unique strong solution u ∈ H
α
p (E)
to (8) with B = 0. Moreover, there is a constant N = N(T, α, β, d,K,w, η)
and a positive number λ1 = λ1(T, α, β, d,K,w, η) ≥ 1 such that
|∂tu|p + |u|α,p 6 N |f |p,
|u|p ≤
N
λ
|f |p if λ ≥ λ1.
We prove this theorem in Section 3 below.
In order to handle (8) with the lower order part Bu, the following esti-
mate is needed.
Lemma 4 (see Lemma 3.5 in [10]) Let p > d/α. There is a constant
N1 = N1(p, α, d) such that∣∣∣∣∣supy 6=0
|∇αy v(·)|
|y|α
∣∣∣∣∣
p
≤ N1|∂
αv|p, v ∈ C
∞
0 (R
d).
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Consider (8) with Bv(t, x) = Bε0v(t, x) = Bε0t,xv(x), (t, x) ∈ E, where
Bε0t,zv(x) = (b(t, z) + 1α∈(1.2)
∫
ε0≤|y|≤1
ypi(t, z, dy),∇v(x)) (10)
+
∫
|y|≤ε0
∇αy v(x)pi(t, z, dy), (t, z) ∈ E, x ∈ R
d,
with some ε0 ∈ (0, 1].
In the consideration of an associated martingale problem (see Section 5
below) the following statement is used.
Theorem 5 Let β ∈ (0, 1), p > dβ ∨
d
α ∨ 2 and Assumption A be satisfied.
Let
|b(t, x)| +
∫
ε0≤|y|≤1
|y|pi(t, x, dy) ≤ K,∫
|y|≤ε0
|y|αpi(t, x, dy) ≤ δ0, (t, x) ∈ E,
and δ0NN1 ≤ 1/2, where N is a constant of Theorem 3. Then for any
f ∈ Lp(E) there exists a unique solution u ∈ H
α
p (E) to (8) with B = B
ε0 .
Moreover,
|∂tu|p + |u|α,p 6 2N |f |p,
|u|p ≤
2N
λ
|f |p if λ ≥ λ1.
Finally, the results can be extended to
Theorem 6 Let β ∈ (0, 1), p > dβ∨
d
α∨2 and Assumptions A, B be satisfied.
Then for any f ∈ Lp(E) there exists a unique solution u ∈ H
α
p (E) to
(8). Moreover, there is a constant N3 independent of u such that
|∂tu|p + |u|α,p 6 N3|f |p.
3 Auxiliary results
In this section we present some auxiliary results.
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3.1 Continuity of the principal part
First we prove the continuity of the operator A in Lp-norm.
We will use the following equality for Sobolev norm estimates.
Lemma 7 (Lemma 2.1 in [7]) For δ ∈ (0, 1) and u ∈ S(Rd),
u (x+ y)− u(x) = C
∫
k(δ)(y, z)∂δu(x− z)dz, (11)
where the constant C = C(δ, d) and
k(δ)(z, y) = |z + y|−d+δ − |z|−d+δ .
Moreover, there is a constant C = C(δ, d) such that for each y ∈ Rd∫
|k(δ)(z, y)|dz ≤ C|y|δ.
For α ∈ (0, 1) and a bounded measurable function m(y), set for u ∈
S(Rd), x ∈ Rd,
Lu(x) =
∫
[u(x+ y)− u(x)]m(y)
dy
|y|d+α
= lim
ε→0
∫
[u(x+ y)− u(x)]mε(y)
dy
|y|d+α
= lim
ε→0
∫ ∫
k(α)(z, y)∂αu(x− z)dzmε(y)
dy
|y|d+α
= lim
ε→0
∫ ∫
k(α)(z, y)mε(y)
dy
|y|d+α
∂αu(x− z)dz,
where
mε(y) = χ{ε≤|y|≤ε−1}m(y),
k(α)(x, y) =
1
|x+ y|d−α
−
1
|x|d−α
(see Lemma 7).
For ε ∈ (0, 1), u, v ∈ S(Rd), consider
Lεu(x) = Lεαu(x) =
∫
[u(x+ y)− u(x)]mε(y)
dy
|y|d+α
(12)
=
∫
kε(z)∂
αu(x− z)dz =
∫
kε(x− z)∂
αu(z)dz,
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and
Kεv(x) =
∫
kε(z)v(x − z)dz =
∫
kε(x− z)v(z)dz
where
kε(x) =
∫
k(α)(x, y)mε(y)
dy
|y|d+α
, x ∈ Rd.
To prove the continuity L : Hαp (R
d)→ Lp(R
d), we will show that there is a
constant C independent of ε,v ∈ S(Rd) such that
|Kεv|p ≤ C|v|p. (13)
By [15], (13) will follow provided
|Kεv|2 ≤ C|v|2, (14)
and ∫
|x|>4|s|
|kε(x− s)− kε(x)|dx ≤ C for all s ∈ R
d. (15)
Remark 8 For any t > 0, we have k(α)(tx, ty) = tα−dk(α)(x, y). Therefore
kε(tx) = t
−d
∫
k(α)(x, y)mε(ty)
dy
|y|d+α
= t−dkε(t, x)
with
kε(t, x) =
∫
k(α)(x, y)mε(ty)
dy
|y|d+α
.
Note that for x 6= 0,
kε(x) = kε(|x|xˆ) = |x|
−d
∫
k(α)(xˆ, y)mε(|x|y)
dy
|y|d+α
= |x|−dkε(|x|, xˆ),
where xˆ = x/|x|.
Lemma 9 Let α ∈ (0, 1), |m(y)| ≤ 1, y ∈ Rd. Then for each p > 1 there is
a constant C independent of u and ε such that,
|Kεu|p ≤ C|u|p, u ∈ Lp(R
d).
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Proof. It is enough to show that (14) and (15) hold. By Lemma 1 of
Chapter 5.1 in [15], it follows
kˆε(ξ) =
∫
e−i(x,ξ)kε(x)dx = C|ξ|
−α
∫
[e−i(ξ,y) − 1]mε(y)
dy
|y|d+α
=
∫
[e−i(ξˆ,y) − 1]mε(y/|ξ|)
dy
|y|d+α
,
where ξˆ = ξ/|ξ|. Therefore, by Parseval’s equality, (14) holds for v ∈ S(Rd).
The key estimate is (15). By Remark 8, denoting sˆ = s/|s|, we have∫
|x|>4|s|
|kε(x− s)− kε(x)|dx =
∫
|x|/|s|>4
|kε(|s|(
x
|s|
− sˆ)− kε(|s|
x
|s|
)|dx
= |s|d
∫
|x|>4
|kε(|s|(x− sˆ))− kε(|s|x)|dx
=
∫
|x|>4
|kε(|s|, x− sˆ)− kε(|s|, x)|dx
and it is enough to prove that∫
|x|>4
|kε(|s|, x− sˆ)− kε(|s|, x)|dx ≤M for all s ∈ R
d, sˆ = s/|s|. (16)
We will estimate for |x| ≥ 4, s ∈ Rd, sˆ = s/|s|, the difference
|k(|s|, x− sˆ)− k(|s|, x)|
=
∫
[k(α)(x− sˆ, y)− k(α)(x, y)]mε(|s|y)
dy
|y|d+α
=
∫
|y|≤|x|/2
...+
∫
|y|>|x|/2
... = A1 +A2.
Let
F (t) =
1
|x− tsˆ+ y|d−α.
−
1
|x− tsˆ|d−α
, 0 ≤ t ≤ 1.
If a segment connecting x and x− sˆ does not contain zero, then
|k(α)(x− sˆ, y)− k(α)(x, y)| (17)
= |F (1) − F (0)| ≤
∫ 1
0
|F ′(t)|dt
with
F ′(t) = (α− d) [−
1
|x− tsˆ+ y|d−α+1
(x− tsˆ+ y, sˆ)
|x− tsˆ+ y|
+
1
|x− tsˆ|d−α+1
(x− tsˆ, sˆ)
|x− tsˆ|
],
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and
|F ′(t)| ≤ C
∣∣∣∣ 1|x− tsˆ+ y|d−α+1 − 1|x− tsˆ|d−α+1
∣∣∣∣ (18)
+
1
|x− tsˆ|d−α+1
(1 +
1
|x− tsˆ|
) (|y| ∧ 1) .
Estimate of A1. Let |x| ≥ 4, z = x − tsˆ, t ∈ [0, 1], and |y| ≤ |x|/2. In
this case, x+ y| ≥ |x| − |y| ≥ |x|/2 ≥ 2,
C|x| ≥ |z + y| ≥ x|/4 ≥ 1,
C|x| ≥ |z| ≥ |x| − 1 ≥ 3|x|/4 ≥ 3
and (17) holds. Since∫
|y|≤|x|/2
[
∣∣∣∣ 1|z + y|d−α+1 − 1|z|d−α+1
∣∣∣∣ dy|y|d+α
≤
1
|z|d+1
∫
|y|≤2/3
∣∣∣∣ 1|zˆ + y|d−α+1 − 1
∣∣∣∣ dy|y|d+α
≤
C
|x|d+1
,
and ∫
|y|≤|x|/2
(|y| ∧ 1)]
dy
|y|d+α
≤ C,
It follows by (18), that
|A1| ≤ C
∫
|y|≤|x|/2
[
∣∣∣∣ 1|z + y|d−α+1 − 1|z|d−α+1
∣∣∣∣+ 1|z|d−α+1 (|y| ∧ 1)] dy|y|d+α
≤ C[
1
|x|d+1
+
1
|x|d−α+1
].
Estimate of A2. Let|x| ≥ 4, |y| > |x|/2. In this case we split
A2 =
∫
|y|>|x|/2
[k(α)(x− sˆ, y)− k(α)(x, y)]m(|s|y)
dy
|y|d+α
=
∫
{|x|−3/2≥|y|>|x|/2}∪{|y|>|x|+3/2}
...+
∫
{|x|−3/2≤|y|≤|x|+3/2}
...
= B1 +B2.
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If |x| − 3/2 ≥ |y| > |x|/2 or |y| > |x|+ 3/2, then we can apply (17) and
18). For z = x− tsˆ we have |z + y| ≥ 12 and
|F ′(t)| ≤ C[
1
|z + y|d−α+1
+
1
|z|d−α+1
].
Therefore
|B1| ≤ C[
∫
{ |x|
2
≤|y|}
1
|z|d−α+1
dy
|y|d+α
+
∫
{ |x|
2
≤|y|≤|x|− 3
2
}
1
|z + y|d−α+1
dy
|y|d+α
+
∫
{|x|+ 3
2
≤|y|}
1
|z + y|d−α+1
dy
|y|d+α
]
= B11 +B12 +B13.
Now
B11 = C
∫
{
|x|
2
≤|y|}
1
|z|d−α+1
dy
|y|d+α
≤
C
|x|d+1
,
and
B12 ≤ C|z|
−d−1
∫
{
|x|
2|z|
≤|y|≤(|x|− 3
2
)/|z|}
1
|zˆ + y|d−α+1
dy
|y|d+α
,
B13 ≤ C|z|
−d−1
∫
{
|x|
|z|
+ 3
2|z|
≤|y|}
1
|zˆ + y|d−α+1
dy
|y|d+α
with zˆ = z/|z|. If |x|2|z| ≤ |y| ≤ (|x|−
3
2)/|z| or
|x|
|z|+
3
2|z| ≤ |y|, then |zˆ+y| ≥
1
2|z|
and |y| ≥ 1/3. Therefore
B12 ≤ C|z|
−d−1
∫
{|zˆ+y|≥ 1
2|z|
}
dy
|zˆ + y|d−α+1
≤ C|z|−d−α ≤ C|x|−d−α
and
B13 ≤ C|z|
−d−1
∫
|zˆ+y|≥ 1
2|z|
1
|zˆ + y|d−α+1
dy
= C|z|−d−α ≤ C|x|−d−α.
Now we estimate B2. If |x|−
3
2 ≤ |y| ≤ |x|+
3
2 , then we estimate directly.
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First we have ∫
{|x|− 32≤|y|≤|x|+
3
2}
1
|z|d−α
dy
|y|d+α
≤ C|x|α−d
∣∣∣∣∣ 1(|x| − 32)α −
1
(|x|+ 32)
α
∣∣∣∣∣
≤ C|x|−d−α.
Then, for z = x− tsˆ with t ∈ [0, 1], we have 23 ≤ 1−
1
|z| ≤
|x|
|z| ≤ 1 +
1
|z| ≤
4
3
and ∫
{|x|− 3
2
≤|y|≤|x|+ 3
2
}
1
|z + y|d−α
dy
|y|d+α
≤ |z|−d
∫
{
1− 5
2|z|
≤|y|≤1+ 5
2|z|
}
1
|zˆ + y|d−α
dy
|y|d+α
≤ |z|−d
∫
{
1− 5
2|z|
≤|y|≤1+ 5
2|z|
,|zˆ+y|>|z|−α/d
} ...+
∫
{
1− 5
2|z|
≤|y|≤1+ 5
2|z|
,|zˆ+y|≤|z|−α/d
} ...
≤ C[|z|−d|z|
α
d
(d−α)
∫
{
1− 5
2|z|
≤|y|≤1+ 5
2|z|
}
dy
|y|d+α
+|z|−d
∫
|zˆ+y|≤|z|−α/d
dy
|zˆ + y|d−α
] ≤ C|z|−α
2/d−d ≤ C|x|−α
2/d−d
with zˆ = z/|z|. Therefore,
|B2| ≤ C[|x|
−α2/d−d + |x|−d−1].
The statement follows.
For a bounded measurable m(y), y ∈ Rd, and α ∈ (0, 2), set for u ∈
S(Rd), x ∈ Rd,
Lu(x) = Lαu(x) =
∫
∇αu(x)m(y)
dy
|y|d+α
,
where
∇αu(x) = u(x+ y)− u(x)− χα(y) (∇u(x), y)
with χα(y) = 1α∈(1,2) + 1α=11|y|≤1.
Lemma 10 Let |m(y)| ≤ K, y ∈ Rd, p > 1, and α ∈ (0, 2). Assume∫
r≤|y|≤R
ym(y)
dy
|y|d+α
= 0
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for any 0 < r < R if α = 1. Then there is a constant C such that
|Lαu|p ≤ CK|∂
αu|p, u ∈ Lp(R
d).
Proof. If α ∈ (0, 1), then for u ∈ S(Rd) we have
Lu(x) = lim
ε→0
Lεu(x), x ∈ Rd,
and by Lemma 9 there is a constant C independent on u such that
|K−1Lu|p ≤ C|∂
αu|p
or
|Lαu|p ≤ CK|∂
αu|p, u ∈ S(R
d).
If α ∈ (1, 2), then it follows by Lemma 7 that for u ∈ S(Rd),
Lαu(x) =
∫
[u(x+ y)− u(x)− (∇u(x), y)]m(y)
dy
|y|d+α
=
∫ [∫ 1
0
(∇u(x+ sy)−∇u(x), y)
]
m(y)
dsdy
|y|d+α
=
∫ [(
∇u(x+ y)−∇u(x),
y
|y|
)]
M(y)
dy
|y|d+α−1
with
M(y) =
∫ 1
0
m(y/s)s−1+αds, y ∈ Rd.
Therefore, the estimate reduces to the case of α ∈ (0, 1): there is a constant
C independent of u ∈ S(Rd) such that
|Lαu|p ≤ CK|∂
α−1∇u|p ≤ C|∂
αu|p.
If α = 1, then for u ∈ S(Rd),
L1u(x) =
∫
[u(x+ y)− u(x)− (∇u(x), y)1|y|≤1]m(y)
dy
|y|d+1
= lim
ε→0
∫
[u(x+ y)− u(x)]mε(y)
dy
|y|d+1
with mε(y) = m(y)1ε−1≥|y|>ε, y ∈ R
d. By Lemma 7, for u ∈ S(Rd), x ∈ Rd,∫
[u(x+ y)− u(x)]mε(y)
dy
|y|d+1
=
∫ ∫
k(1/2)(z, y)∂1/2u(x− z)dzmε(y)
dy
|y|d+1
=
∫ ∫
k(1/2)(z, y)[∂1/2u(x− z)− ∂1/2u(x)]dzmε(y)
dy
|y|d+1
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and
L1u(x) = lim
ε→0
∫
[u(x+ y)− u(x)]mε(y)
dy
|y|d+1
= lim
ε→0
∫ ∫
k(1/2)(z, y)mε(y)
dy
|y|d+1
[∂1/2u(x− z)− ∂1/2u(x)]dz.
Obviously, ∫
k(1/2)(z, y)mε(y)
dy
|y|d+1
=
1
|z|d+
1
2
∫ (
1
|zˆ + y|d−
1
2
− 1
)
mε(|z|y)
dy
|y|d+1
=
1
|z|d+
1
2
Mε(z),
where zˆ = z/|z|. Since for ε ∈ (0, 1/2), we have |Mε(z)| ≤ CK and for
z ∈ Rd,
lim
ε→0
Mε(z) = M(z)
=
∫
{|y|≤ 1
2
}
(
1
|zˆ + y|d−
1
2
− 1 + (d−
1
2
)(zˆ, y)
)
m(|z|y)
dy
|y|d+1
+
∫
{|y|> 1
2
}
(
1
|zˆ + y|d−
1
2
− 1
)
m(|z|y)
dy
|y|d+1
,
it follows that
L1u(x) =
∫
[u(x+ y)− u(x)− (∇u(x), y)1|y|≤1]m(y)
dy
|y|d+1
=
∫
[∂1/2u(x+ z)− ∂1/2u(x)]M(−z)
dz
|z|d+
1
2
with |M(z)| ≤ CK, z ∈ Rd and the estimate follows from the case α = 1/2.
Now we investigate the continuity of the main part A with m depend-
ing on the spacial variable. For a bounded measurable m(x, y), x, y ∈ Rd,
consider the operator Au(x) = Azu(x)|z=x, x ∈ R
d, with u ∈ S(Rd) and
Azu(x) = Azu(x) = A
m
z u(x) =
∫
∇αyu(x)m(z, y)
dy
|y|d+α
, z, x ∈ Rd. (19)
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Lemma 11 Assume β ∈ (0, 1), p > d/β. Let for each y ∈ Rd, m(·, y) ∈
Hβp (Rd) and
|m(z, y)|+ |∂βzm(z, y)| <∞.
Then
|Au|pp ≤ C|∂
αu|pp
∫
sup
y
[|m(z, y)|p + |∂βm(z, y)|p]dz.
Proof. By Sobolev embedding theorem, there is a constant C such that
|Axu(x)|
p ≤ sup
z
|Azu(x)|
p ≤ C
∫
[|Azu(x)|
p + |∂βzAzu(x)|
p]dz
= C
∫
[|Amz u(x)|
p + |A∂
β
zm
z u(x)|
p]dz, x ∈ Rd,
and by Lemma 10
|Au|pp ≤ C
∫
[|Azu|
p
p + |A
∂βzm
z u|
p
p]dz
≤ C|∂αu|pp
∫
sup
y
[|m(z, y)|p + |∂βm(z, y)|p]dz.
The following statement holds.
Lemma 12 Let u ∈ C∞0 (R
d) have its support in a unit ball. Assume β ∈
(0, 1), p > d/β, and
|m(z, y)| + |∂βzm(z, y)| ≤ K, z, y ∈ R
d.
Then there is a constant C = C(α, p, β, d) independent of u such that
|Au|pp ≤ CK
p|u|pα,p.
Proof. Let the support of u is a subset of the ball centered at x0 with
radius 1. Then for x ∈ Rd,
Au(x) =
∫
|y|≤1
∇αyu(x)m(x, y)
dy
|y|d+α
+
∫
|y|>1
∇αyu(x)m(x, y)
dy
|y|d+α
= A1(x) +A2(x),
and
|A2|
p
p ≤ C|u|
p
α,p sup
z,y
|m(z, y)|p.
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Let ϕ ∈ C∞0 (R
d), 0 ≤ ϕ ≤ 1, ϕ(x) = 1 if |x| ≤ 1, and ϕ(x) = 0 if |x| > 2.
Then
A1(x) =
∫
∇αyu(x)ϕ
(
x− x0
2
)
m(x, y)1|y|≤1
dy
|y|d+α
and by Lemma 11,
|A1|
p
p ≤ C|∂
αu|pp{
∫
sup
y
[|ϕ
(
z − x0
2
)
m(z, y)|p+
∣∣∣∣∂βz
(
ϕ
(
z − x0
2
)
m(z, y)
)∣∣∣∣
p
]dz.
For each y, z ∈ Rd,
∂βz
(
ϕ
(
z − x0
2
)
m(z, y)
)
=
∫
|υ|>1
[
ϕ
(
z + υ − x0
2
)
m(z + υ, y)− ϕ
(
z − x0
2
)
m(z, y)
]
dυ
|v|d+β
+ϕ
(
z − x0
2
)∫
|υ|≤1
[m(z + υ, y)−m(z, y)]
dυ
|v|d+β
+m(z, y)
∫
|υ|≤1
[
ϕ
(
z + υ − x0
2
)
− ϕ
(
z − x0
2
)]
dυ
|v|d+β
+
∫
|υ|≤1
[m(z + υ, y)−m(z, y)]
[
ϕ
(
z + υ − x0
2
)
− ϕ
(
z − x0
2
)]
dυ
|υ|d+β
= G0(z, y) +G1(z, y) +G2(z, y) +G3(z, y).
Obviously, ∫
sup
y
|G0(z, y)|
pdz ≤ CKp
∫
|ϕ(z)|pdz.
Since ∫
|υ|≤1
[m(z + υ, y)−m(z, y)]
dυ
|v|d+β
= ∂βzm(z, y) −
∫
|υ|>1
[m(z + υ, y)−m(z, y)]
dυ
|v|d+β
,
we have ∫
sup
y
|G1(z, y)|
pdz ≤ CKp
∫
|ϕ(z)|pdz.
Also, ∫
|υ|≤1
∣∣∣∣ϕ
(
z + υ − x0
2
)
− ϕ
(
z − x0
2
)∣∣∣∣ dυ|v|d+β
≤ C
∫ 1
0
∫
|υ|≤1
∣∣∣∣∇ϕ
(
z + sυ − x0
2
)∣∣∣∣ dυ|υ|d+β−1
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and ∫
sup
y
|G2(z, y)|
pdz ≤ CKp|∇ϕ|pp.
Finally, ∫
sup
y
|G3(z, y)|
pdz ≤ C sup
y,z
|m(z, y)|p |∇ϕ|pp
and the statement follows.
Corollary 13 Assume β ∈ (0, 1), p > d/β, and
|m(z, y)| + |∂βzm(z, y)| ≤ K, z, y ∈ R
d.
Then there is a constant C = C(α, β, p, d) such that
|Au|pp ≤ CK
p|u|pα,p.
Proof. Let ζ ∈ C∞0 (R
d) be such that
∫
|ζ|pdx = 1 and ζ has its support in
the unit ball centered at the origin. Then for each x ∈ Rd,
|Au(x)|p =
∫
|ζ(x− υ)Au(x)|pdυ.
Obviously,
ζ(x− υ)Au(x) (20)
= A (u(·)ζ(· − υ))− u(x)Aζ(x− υ)
+
∫
(u(x+ y)− u(x)) (ζ(x+ y − υ)− ζ(x− υ))m(x, y)
dy
|y|d+α
.
Now
Aζ(x− υ) =
∫
[ζ(x+ y − υ)− ζ(x− υ)]m(x, y)
dy
|y|d+α
=
∫
|y|>1
[ζ(x+ y − υ)− ζ(x− υ)]m(x, y)
dy
|y|d+α
+
∫
|y|≤1
[ζ(x+ y − υ)− ζ(x− υ)]m(x, y)
dy
|y|d+α
= A1(x, υ) +A2(x, υ).
Obviously,
|A1(x , υ)| ≤ K[
∫
|y|>1
|ζ(x+ y − υ)|
dy
|y|d+α
+ |ζ(x− υ)|
∫
|y|>1
dy
|y|d+α
]
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and
|A2(x, υ)| ≤ K
∫
|y|≤1
∫ 1
0
|∇ζ(x+ sy − υ)|
dy
|y|d+α−1
.
Therefore,
|Axζ(x− ·)|
p
p ≤ CK
p.
Denoting
D(x, υ) =
∫
(u(x+ y)− u(x)) (ζ(x+ y − υ)− ζ(x− υ))m(x, y)
dy
|y|d+α
,
we have
|D(x, υ)| ≤ K
∫ 1
0
∫
|y|≤1
|u(x+ y)− u(x)| |∇ζ(x+ sy − υ)|
dy
|y|d+α−1
+K
∫
|y|>1
(|u(x+ y)|+ |u(x)| (|ζ(x+ y − υ)|+ |ζ(x− υ)|)
dy
|y|d+α
and ∫ ∫
|D(x, υ)|pdxdυ ≤ CKp|u|pα′,p
for some α′ < α. Therefore, by Lemma 12,
|Au|pp ≤ CK
p[
∫
| (u(·)ζ(· − υ)) |pα,pdυ + |u|
p
p + |u|
p
α′,p).
Since as in (20)
∂αx (u(x)ζ(x− υ))
= ∂αu(x)ζ(x− υ) + u(x)∂αζ(x− υ)
+
∫
(u(x+ y)− u(x)) (ζ(x+ y − υ)− ζ(x− υ))
dy
|y|d+α
,
we derive in a similar way,∫
| (u(·)ζ(· − υ)) |pα,pdυ =
∫
| (u(·)ζ(· − υ)) |ppdυ +
∫
|∂α(u(·)ζ(· − υ))|ppdυ
≤ C|u|α,p.
The statement follows.
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3.2 Solution for m independent of spacial variable
In this section, we consider the following partial case of equation (8):
∂tu(t, x) = A
mu(t, x)− λu(t, x) + f(t, x), (21)
u(0, x) = 0,
where m(t, x, y) = m(t, y) does not depend on the spacial variable.
We denote by Dp(E), p ≥ 1, the space of all measurable functions f on
E such that f ∈ ∩κ>0H
κ
p (E) and for every multiindex γ ∈ N
d
0
sup
(t,x)∈H
|Dγxf(t, x)| <∞.
The set Dp(E) is a dense subset of H
κ
p (E) (see [12]).
Lemma 14 (see Theorem 14 in [12]) Let p ≥ 2, f ∈ Dp(E) and Assump-
tion A be satisfied.
Then there is a unique strong solution u ∈ Dp(E) of (21). Moreover,
u(t, x) is continuous in t, smooth in x and the following assertions hold:
(i) for every multiindex γ ∈ Nd0
|Dγu|p ≤ Cρλ|D
γf |p.
where ρλ = T ∧
1
λ and the constant C = C(α, p, d,K, η);
(ii) the following estimate holds:
|u|α,p ≤ C|f |p,
where the constant C = C(α, p, d, T,K, η).
Passing to the limit we arrive at
Proposition 15 Let p ≥ 2, f ∈ Lp(E) and Assumption A be satisfied.
Then there is a unique strong solution u ∈ Hαp (E) of (21). Moreover,
there are constants C0 = C0(α, p, d, T,K, η) and C00 = C00(α, p, d,K, η)
such that
|u|α,p ≤ C0|f |p
and
|u|p ≤ C00ρλ|f |p
where ρλ = T ∧
1
λ .
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Proof. Existence. There is a sequence of input functions fn, n = 1, 2, . . . ,
such that fn ∈ Dp(E), and
|f − fn|p → 0 (22)
as n→∞. By Lemma 14, for every n there is a strong solution un ∈ Dp(E)
of (21) with the input function fn. Since (21) is a linear equation, using
the estimate (ii) of Lemma 14 we derive that (un) is a Cauchy sequence in
Hαp (E). Hence, there is a function u ∈ H
α
p (E) such that |un − u|α,p → 0 as
n→∞.
Passing to the limit in the inequalities of Lemma 14 with u, f replaced
by un, fn (γ = 0), we get the corresponding estimates for u.
Denoting 〈f, g〉 =
∫
fgdx and passing to the limit in the equality (see
definition (9))
〈un(t, ·), ϕ〉 =
∫ t
0
[〈
(A− λ)un(s, ·) + f(s, ·), ϕ
〉]
ds, ϕ ∈ S(Rd),
as n→∞, we get that the function u is a weak solution of (21).
Since for each υ ∈ Hαp (E)
|Aυ|α,p ≤ C|υ|p,
the solution is strong.
Uniqueness. Let u ∈ Hαp (E) be a solution of (21) with zero input function
f . Hence, for every ϕ ∈ S(Rd) and t ∈ [0, T ]
〈
u(t, ·), ϕ
〉
=
∫ t
0
〈
u(s, ·), A(α)∗ϕ− λϕ
〉
ds (23)
Let ζε = ζε(x), x ∈ R
d, ε ∈ (0, 1), be a standard mollifier. Inserting
ϕ(·) = ζε(x− ·) into (23), we get that the function
υε(t, x) = u(t, ·) ∗ ζε(x)
belongs to Dp(E) and
υε(t, x) =
∫ t
0
(
A− λ
)
υε(s, x)ds.
By Lemma 14, υε = 0 in E for all ε ∈ (0, 1). Hence, u(t, ·) = 0 and the
statement holds.
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4 Proofs of main Theorems
We follow the proof of Theorem 1.6.4 in [9]. In order to use the method of
continuity, we derive the a priori estimates first.
Lemma 16 Assume A holds, β ∈ (0, 1), p > d/β, p ≥ 2. There are ε =
ε(d, α, β,K,w, T, η), C = C(d, α, β, p,K,w, T, η) and λ0 = λ0(d, α, β, p,K,w, T, η) ≥
1 such that for any u ∈ Dp(E) satisfying (8) with B = 0 and with support
in a ball of radius ε (u(t, x) = 0 for all t if x does not belong to a ball of
radius ε),
|u|α,p ≤ C|f |p,
|u|p ≤
C
λ
|f |p if λ ≥ λ0.
Proof. Let the support of u be a subset of the ball centered at x0 with
radius ε > 0. Then
∂tu = At,x0u(t, x) +At,xu(t, x)−At,x0u(t, x)− λu+ f,
u(0) = 0.
Let ϕ ∈ C∞0 (R
d), 0 ≤ ϕ ≤ 1, ϕ(x) = 1 if |x| ≤ 1, and ϕ(x) = 0 if |x| > 2.
Denote
A˜ = ϕ(
x− x0
2ε
)[At,xu(t, x)−At,x0u(t, x)],
m0(t, x, y) = m(t, x, y)−m(t, x0, y), (t, x) ∈ E, y ∈ R
d.
By Corollary 13,
|A˜|p ≤ C|u|α,pKε, (24)
where C = C(α, β, p, d) and Kε is the constant bounding
M(t, z, y) = |m0(t, z, y)ϕ(
z − x0
2ε
)|+ |∂β
(
m0(t, z, y)ϕ(
z − x0
2ε
)
)
|.
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Obviously, |m0(t, z, y)ϕ(
z−x0
2ε )| ≤ w(2ε), z, y ∈ R
d, t ∈ [0, T ], and
|∂β
(
m0(t, z, y)ϕ(
z − x0
2ε
)
)
|
≤
∫
|υ|>ε
∣∣∣∣m0(t, z + υ, y)ϕ(z + υ − x02ε )−m0(t, z, y)ϕ(z − x02ε )
∣∣∣∣ dυ|υ|1+β
+|ϕ(
z − x0
2ε
)|
∫
|υ|≤ε
[m(t, z + υ, y)−m(t, z, y)]
dυ
|υ|d+β
+|m0(t, z, y)|
∫
|υ|≤ε
∣∣∣∣ϕ(z + υ − x02ε )− ϕ(z − x02ε )
∣∣∣∣ dυ|υ|d+β
+|
∫
|υ|≤ε
∣∣∣∣ϕ(z + υ − x02ε )− ϕ(z − x02ε )
∣∣∣∣ |m(t, z + υ, y)−m(t, z, y)| dυ|υ|d+β
≤ C[w(2ε)ε−β +
∫
|υ|≤ε
w(|υ|)
dυ
|υ|d+β
].
Therefore
Kε ≤ C[w(2ε)ε
−β +
∫
|υ|≤ε
w(|υ|)
dυ
|υ|d+β
]
and Kε → 0 as ε→ 0. Obviously,
|Au− A˜|p ≤ C
∫
|y|>ε
|∇αyu(·)|p
dy
yd+α
≤ Cε−α[|u|p + 1α>1|∇u|p].
So, by Proposition 15 and (24), there are constants C1 = C1(α, p, d, T,K, η)
and C11 = C11(α, p, d,K) such that
|u|α,p ≤ C1
[
|f |p +Kε|u|α,p + ε
−α(|u|p + 1α>1|∇u|p)
]
with Kε → 0 as ε→ 0 and
|u|p ≤ C11ρλ[|f |p +Kε|u|α,p + ε
−α(|u|p + 1α>1|∇u|p)],
where ρλ =
1
λ ∧ T . We choose ε so that C1Kε ≤ 1/2,Kε ≤ 1. In this case,
|u|α,p ≤ 2C1
[
|f |p + ε
−α(|u|p + 1α>1|∇u|p)
]
,
|u|p ≤ C11(1 + 2C1)ρλ[|f |p + ε
−α(|u|p + 1α>1|∇u|p)].
By interpolation inequality, for α > 1 and each κ ∈ (0, 1) there is a
constant C = C(α, p, d) such that
|∇u|p ≤ κ|u|α,p + Cκ
− 1
α−1 |u|p.
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Therefore choosing κ so that 2C1ε
−ακ ≤ 12 (if α > 1), one can see that there
is C˜1 = C˜1(α, β, p, d, T,K,w, η) such that
|u|α,p ≤ C˜1 [|f |p + |u|p] ,
|u|p ≤ C˜1ρλ [|f |p + |u|p] .
The statement follows by choosing λ so that C˜1λ
−1 ≤ 12 /(λ0 = (2C˜1)
−1).
Now we extend the estimates.
Lemma 17 Assume A holds and p > dβ , p ≥ 2. There is a constant C =
C(d, α, β, p,K,w, T, η) and a number λ1 = λ1(α, β, d,K,w, η, T ) > 1 such
that for any u ∈ Dp(E) satisfying (8) with B = 0 and λ ≥ λ1,
|u|α,p ≤ C|f |p,
|u|p ≤
C
λ
|f |p if λ ≥ λ1.
Proof. As in [9], Theorem 1.6.4, take ζ ∈ C∞0 (R
d) such that
∫
|ζ|pdx = 1
and whose support is in a ball of radius ε from Lemma 16 centered at 0.
Then
|∂αu(t, x)|p =
∫
|∂αu(t, x)ζ(x− υ)|pdυ (25)
and
∂αu(t, x)ζ(x− υ) (26)
= ∂α (u(t, x)ζ(x− υ))− u(t, x)∂αx ζ(x− υ)
+
∫
[u(t, x+ y)− u(t, x)] [ζ(x+ y − υ)− ζ(x− υ)]
dy
|y|d+α
.
Since
∂t (u(t, x)ζ(x− υ))
= ζ(x− υ)Au(t, x) − λζ(x− υ)u(t, x) + ζ(x− υ)f(t, x)
= A (ζ(x− υ)u(t, x)) − λζ(x− υ)u(t, x) + ζ(x− υ)f(t, x)
−u(t, x)Aζ(x− υ)
−
∫
[u(t, x+ y)− u(t, x)] [ζ(x+ y − υ)− ζ(x− υ)]m(t, x, y)
dy
|y|d+α
,
it follows by Lemma 16 that there is C = C(d, α, β, p,K,w, T, η) and λ0 =
λ0(d, α, β, p,K,w, T, η) such that∫
|uζ(· − υ)|pα,pdυ ≤ C[|f |
p
p + |u|
p
p + |u|
p
α′,p],∫
|uζ(· − υ)|ppdυ ≤
C
λp
[|f |pp + |u|
p
p + |u|
p
α′,p] if λ ≥ λ0,
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for some α′ < α. According to (26) and (25),
|∂αu|pp ≤ C[|f |
p
p + |u|
p
p + |u|
p
α′,p], (27)
|u|pp ≤
C
λp
[|f |pp + |u|
p
p + |u|
p
α′,p] if λ ≥ λ0.
By interpolation inequality, for each κ > 0 there is a constantK1 = K1(κ, α
′, α, p, d)
such that
|u|α′,p ≤ κ|u|α,p +K1|u|p.
Therefore, choosing κ so that Cκ ≤ 1/2, we get by (27) that there is a
constant C1 = C1(d, α, β, p,K,w, T, η) such that
|u|pα,p ≤ C1[|f |
p
p + |u|p], (28)
|u|pp ≤
C1
λp
[|f |pp + |u|
p
p].
We finish the proof by choosing λ so that C1λp ≤
1
2 or λ ≥ (2C1)
1/p = λ1.
Thus by (28),
|u|pp ≤
2C1
λp
|f |pp, |u|
p
α,p ≤ C1(1 +
2C1
λp1
)|f |pp.
The statement follows.
Corollary 18 Assume A holds, p > dβ , p ≥ 2 and u ∈ Dp(E) satisfies (8)
with B = 0. Then there is C = C(d, α, β, p,K,w, T, η) such that
|u|α,p ≤ C|f |p.
Proof. For λ ≥ λ1 (λ1 is from Lemma 17), the estimate is proved in Lemma
17. If u ∈ Hαp (E) solves (8) with λ ≤ λ1, then u˜(t, x) = e
(λ1−λ)tu(t, x) solves
the same equation with λ = λ1 and f replaced by e
(λ1−λ)tf. Hence
|u|α,p ≤ |u˜|α,p ≤ Ce
(λ1−λ)T |f |p
with C = C(d, α, β, p,K,w, T, η) from Lemma 17. So, the estimate holds
for all λ ≥ 0.
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4.1 Proof of Theorem 3
We use the a priori estimate and the continuation by parameter argument.
Let
Mτu = τLu+ (1− τ) ∂
αu, τ ∈ [0, 1] .
We introduce the space Hαp (E) of functions u ∈ H
α
p (E) such that for each,
u (t, x) =
∫ t
0 F (s, x) ds,where F ∈ H
α
p (E) . It is a Banach space with respect
to the norm
||u||α,p = |u|α,p + |F |p .
Consider the mappings Tτ : H
α
p (E)→ Lp(E) defined by
u (t, x) =
∫ t
0
F (s, x) ds 7−→ F −Mτu.
Obviously, for some constant C not depending on τ ,
|Tτu|p ≤ C| |u| |α,p.
On the other hand, there is a constant C not depending on τ such that for
all u ∈ Hαp (E)
| |u| |α,p ≤ C |Tτu|p . (29)
Indeed,
u (t, x) =
∫ t
0
F (s, x) ds =
∫ t
0
(Mτu+ (F −Mτu)) (s, x) ds,
and, according to Corollary 18, there is a constant C not depending on τ
such that
|u|α,p ≤ C |Tτu|p = C |F −Mτu|p . (30)
Thus,
| |u||α,p = |u|α,p + |F |p ≤ |u|α,p + |F −Mτu|p + |Mτu|p
≤ C
(
|u|α,p + |F −Mτu|p
)
≤ C |F −Mτu|p = C |Tτu|p ,
and (29) follows. Since T0 is an onto map, by Theorem 5.2 in [3] all the Tτ
are onto maps and Theorem 3 follows.
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4.2 Proof of Theorem 5
Assume A holds and p > dβ ∨
d
α , p ≥ 2 and u ∈ Dp(E) satisfies (8) with
B = Bε0 . By Theorem 3,
|∂tu|p + |u|α,p 6 N [|f |p + |B
ε0u|p],
|u|p ≤
N
λ
[|f |p + |B
ε0u|p] if λ ≥ λ1,
where λ1 = λ1(T, α, β, d,K,w, η) ≥ 1. According to Lemma 4,
|∂tu|p + |u|α,p 6 2N |f |p, (31)
|u|p ≤
2N
λ
|f |p if λ ≥ λ1.
If u ∈ Dp(E) satisfies (8) withB = B
ε0 , λ ≤ λ1, then u˜(t, x) = e
(λ1−λ)tu(t, x)
satisfies the same equation with λ1 with f replaced by e
(λ1−λ)tf . By (31),
|u|α,p ≤ |u˜|α,p ≤ 2Ne
(λ1−λ)T |f |p. (32)
The statement follows by the a priori estimates (31)-(32) and the con-
tinuation by parameter argument, repeating the proof of Theorem 3 for the
operators
Mτ = A+ τB
ε0 , 0 ≤ τ ≤ 1.
4.3 Proof of Theorem 6
Again we derive the a priori estimates first and use the continuation by
parameter argument. There is ε0 ∈ (0, 1) such that∫
|y|≤ε0
|y|αpi(t, x, dy) ≤ δ0, (t, x) ∈ E,
where δ0 is a number in Theorem 5. Let u ∈ Dp(E) satisfy (8). Let
L˜v(t, x) = Av(t, x) +Bε0v(t, x),
(t, x) ∈ E, where Bε0v is defined in (10). Applying Theorem 5 to L˜, we have
|∂tu|p + |u|α,p 6 N2[|f |p|+ |(L− L˜)u|p],
|u|p ≤
N2
λ
[|f |p + (L− L˜)u|p] if λ ≥ λ2.
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There is α′ < α such that p > d/α′ and by Sobolev embedding theorem
there is a constant C such that
|(L− L˜)u|p ≤ C|u|α′,p
(∫ T
0
∫
pi(t, x, {|y| > ε0})
pdxdt
)1/p
By interpolation inequality, for each κ > 0 there is a constant N˜ = N˜(κ,K2, α, α
′, p, d)
such that
|(L− L˜)u|p ≤ κ|u|α,p + N˜ |u|p,
where K2 is a constant bounding
∫ T
0
∫
pi(t, x, {|y| > ε0})
pdxdt. Choose κ so
that 2Nκ ≤ 1/2. Then
|∂tu|p + |u|α,p 6 4N [|f |p|+ N˜ |u|p],
|u|p ≤
4N
λ
[|f |p + N˜ |u|p] if λ ≥ λ1.
Choosing λ ≥ λ2 = 8NN˜, we derive
|u|p ≤
8N
λ
|f |p,
|∂tu|p + |u|α,p 6 8N |f |p|.
Multiplying u by e(λ−λ2)t, we obtain the a priori estimate for all λ ≥ 0
as in the proof of Corollary 18 above.
The statement follows by the a priori estimates and the continuation by
parameter argument, repeating the proof of Theorem 3 for the operators
Mτv = L˜v + τ(L− L˜)v, 0 ≤ τ ≤ 1.
5 Embedding of the solution space
Following the main steps of Section 7 in [8], we will show that for a suffi-
ciently large p, the Ho¨lder norm of the solution is finite. Since the solution
of (8) u ∈ Hαp (E), we will derive an embedding theorem for H
α
p (E).
Remark 19 If u ∈ Hαp (E), then u ∈ H
α
p (E) and
u(t) =
∫ t
0
F (s)ds, 0 ≤ t ≤ T,
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with F ∈ Lp(E). It is the H
α
p -solution to the equation
∂tu = ∂
αu+ f, (33)
u(0) = 0,
where f = F −∂αu ∈ Lp(E) with |f |p ≤ |F |p+ |∂
αu|p ≤ ||u||α,p. In addition
(e.g., see [12]),
u(t, x) =
∫ t
0
Gt−s(x− y)f(s, y)dyds, 0 ≤ t ≤ T, x ∈ R
d, (34)
where
Gt = F
−1
[
e−t|ξ|
α
]
, t > 0, (35)
(here F−1 is the inverse Fourier transform). The function Gt is the prob-
ability density function of a spherically symmetric α-stable process whose
generator is the fractional Laplacian ∂α :∫
Gtdx = 1, t > 0. (36)
Remark 20 Note that for any multiindex γ ∈ Nd0 there is a constant C =
C(α, γ, d) such that
|Dγξ e
−|ξ|α | ≤ Ce−|ξ|
α
∑
1≤k≤|γ|
|ξ|kα−|γ|. (37)
Lemma 21 Let K(x) = G1(x), x ∈ R
d. Then
(i) K is smooth and for all multiindices γ ∈ Nd0, κ ∈ (0, 2),∫
|∂κDγK(x)|dx <∞.
(ii) for t > 0, x ∈ Rd,
Gt(x) = t
−d/αK(x/t1/α)
and for any multiindex γ ∈ Nd0 and κ ∈ (0, 2), there is a constant C such
that
|∂κDγGt ∗ v|p ≤ Ct
−(|γ|+κ)/α|v|p, t > 0, v ∈ Lp(R
d).
(iii) Let κ ∈ (0, 1). There is a constant C such that for v ∈ S(Rd), t > 0,
|Gt ∗ v − v|p ≤ Ct
κ|∂ακv|p.
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Proof. (i) For any multiinidex γ ∈ Nd0,
sup
x
|DγK(x)| ≤
∫
| (iξ)γ e−|ξ|
α
|dξ <∞.
Let ϕ ∈ C∞0 (R
d), 0 ≤ ϕ ≤ 1, ϕ(x) = 1 if |x| ≤ 1, ϕ(x) = 0 if |x| ≥ 2. Then
K(x) = K1(x) +K2(x) with
K1 = F
−1
(
e−|ξ|
α
ϕ(ξ)
)
,K2 = F
−1
(
[1− ϕ(ξ)]e−|ξ|
α
)
.
Since ψ = F−1ϕ ∈ S(Rd), we have K1(x) = K ∗ ψ(x). Therefore, by (36),
for any multiindex γ ∈ Nd0, κ ∈ (0, 2),
sup
x
|∂κDγK1(x)| ≤ sup
x
|∂κDγψ(x)| <∞,∫
|∂κDγK1(x)|dx ≤
∫
|∂κDγψ(x)|dx <∞.
By Parseval’s equality and (37), for any multiindices γ, µ, , κ ∈ (0, 2),∫
|∂κDγK2(x)|
2dx =
∫
| (iξ)γ |ξ|κ [1− ϕ(ξ)] e−|ξ|
α
|2dξ <∞,∫
|(ix)µ∂κDγK2(x)|
2dx =
∫
|Dµ
(
(iξ)γ |ξ|κe−|ξ|
α
)
|2 [1− ϕ(ξ)] dξ <∞.
Therefore, by Cauchy-Schwartz inequality with d1 = [
d
4 ] + 1,∫
|∂κDγK2(x)|dx ≤
{∫
(1 + |x|2)2d1 |DγK2(x)|
2dx
}1/2
×
×
{∫
(1 + |x|2)−2d1dx
}1/2
.
(ii) Changing the variable of integration in (35) we getGt(x) = t
−d/αK(x/t1/α), x ∈
Rd, t > 0. For any v ∈ S(Rd), γ ∈ Nd0, κ ∈ (0, 2),
∂κDγGt ∗ v(x) =
∫
∂κDγGt(x− y)v(y)dy
= t−d/α−(|γ|+κ)/α
∫
∂κDγK((x− y)/t1/α)v(y)dy
= t−d/α−(|γ|+κ)/α
∫
∂κDγK(y/t1/α)v(x− y)dy
and the statement follows.
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(iii) Since for v ∈ S(Rd)
Gt ∗ v − v =
∫ t
0
∂αGs ∗ vds, 0 ≤ t,
it follows by part (ii),
|Gt ∗ v − v|p ≤
∫ t
0
|∂αGs ∗ v|pds =
∫ t
0
|∂α(1−κ)Gs ∗ ∂
ακv|pds
≤
∫ t
0
sκ−1ds|∂ακv|p ≤ Ct
κ|∂ακv|p.
We will need the following embedding estimate as well.
Lemma 22 (see Lemma 7.4 in [8]) Let µ ∈ (0, 1), µp > 1, p ≥ 1, κ ∈ (0, 1].
Let h(t) be a continuous Hακp (R
d)-valued function. Then there is a constant
C = C(d, µ) such that for s ≤ t,
|∂α(1−κ)[h(t)−h(s)]|pp ≤ C(t−s)
µp−1
∫ t−s
0
dr
r1+µp
∫ t−r
s
|∂α(1−κ)[h(υ+r)−h(υ)]|ppdυ.
Proposition 23 Assume p > 2, f ∈ Dp(E), and
u(t) =
∫ t
0
Gs ∗ f(s)ds, 0 ≤ t ≤ T.
Let 1 − 1p > κ ≥
1
2 (note
1
p < 1 − κ ≤
1
2). Then there is a constant C
such that for all 0 ≤ s ≤ t ≤ T,
|∂α(1−κ)[u(t)− u(s)]|pp ≤ C(t− s)
κp−1[|f |pp + |∂
αu|pp].
Proof. We apply Lemma 22 to u(t) =
∫ t
0 Gt−s ∗ f(s)ds, 0 ≤ t ≤ T. Since
Gt+s = Gt ∗Gs, it follows for v, r ≥ 0,
u(υ + r)− u(υ) =
∫ υ+r
0
Gυ+r−τ ∗ f(τ)dτ −
∫ υ
0
Gυ−τ ∗ f(τ)dτ
=
∫ υ+r
υ
Gυ+r−τ ∗ f(τ)dτ
+
∫ υ
0
Gυ+r−τ ∗ f(τ)dτ −
∫ υ
0
Gυ−τ ∗ f(τ)dτ
=
∫ r
0
Gr−τ ∗ f(υ + τ)dτ +Gr ∗ u(υ)− u(υ).
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By Ho¨lder inequality and Lemma 21 for r > 0,
|∂α(1−κ)
∫ r
0
Gr−τ ∗ f(υ + τ)dτ |
p
p
= |
∫ r
0
υκυ−κ∂α(1−κ)Gτ ∗ f(υ + r − τ)dτ |
p
p
≤
(∫ r
0
υ−κqdυ
)p/q ∫ r
0
υκp|∂α(1−κ)Gτ ∗ f(υ + r − τ)|
p
pdτ
≤ r(1−κ)p−1
∫ r
0
υ(2κ−1)p|f(υ + r − τ )|ppdτ
≤ r(1−κ)p−1r(2κ−1)p
∫ r
0
|f(υ + r − τ)|ppdτ
= rκp−1
∫ r
0
|f(υ + r − τ)|ppdτ.
By Lemma 21, for r, υ > 0,
|∂α(1−κ)[Gr ∗ u(υ)− u(υ)]|
p
p ≤ Cr
pκ|∂αu(υ)|pp.
Therefore for a fixed µ ∈ (0, 1/2),∫ t−s
0
dr
r1+µp
∫ t−r
s
|∂α(1−κ)[u(υ + r)− u(υ)]|ppdυ.
≤ C[
∫ t−s
0
dr
r1+µp
∫ t−r
s
rκp−1
∫ r
0
|f(υ + r − τ)|ppdτdυ
+
∫ t−s
0
dr
r1+µp
∫ t−r
s
rκp|∂αu(υ)|ppdυ]
≤ C[
∫ t−s
0
dr
r2+(µ−κ)p
∫ r
0
∫ t−r+τ
s+τ
|f(υ)|ppdυdτ
+
∫ t−s
0
dr
r1+(µ−κ)p
∫ t−r
s
|∂αu(υ)|ppdυ]
≤ C[|f |pp + |∂
αu|pp](t− s)
(κ−µ)p,
and by Lemma 22, applied for µ ∈ (0, 1/2),
|∂α(1−κ)[u(t)− u(s)]|pp ≤ C(t− s)
κp−1[|f |pp + |∂
αu|pp].
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Corollary 24 Let u ∈ Hαp , p > 2, p > 2d/α, β =
α
2 −
d
p . Then there is a
Ho¨lder continuous modification of u on E and a constant C independent of
u such that
sup
s,x
|u(s, x)| + sup
s,x 6=x′
|u(s, x) − u(s, x′)|
|x− x′|β
≤ C||u||α,p.
Proof. By Proposition 23 with κ = 1/2 and Remark 19, u is Ho¨lder con-
tinuous and
sup
0≤s≤T
|u(s, ·)|α/2,p ≤ C||u||α,p.
By Sobolev embedding theorem, there is a constant C such that
sup
0≤s≤T
|u(s, x)| + sup
s,x 6=x′
|u(s, x) − u(s, x′)|
|x− x′|β
≤ sup
0≤s≤T
|u(s, ·)|α/2,p ≤ C||u||α,p.
6 Martingale problem
In this section, we consider the martingale problem associated with the
operator
L = A+B.
Let D = D([0, T ],Rd) be the Skorokhod space of cadlag Rd-valued tra-
jectories and let Xt = Xt(w) = wt, w ∈ D, be the canonical process on
it.
Let
Dt = σ(Xs, s ≤ t),D = ∨tDt,D =(Dt+) , t ∈ [0, T ].
We say that a probability measure P on (D,D) is a solution to the (s, x, L)-
martingale problem (see [16], [11]) if P(Xr = x, 0 ≤ r ≤ s) = 1 and for all
v ∈ C∞0 (R
d) the process
Mt(v) = v(Xt)−
∫ t
s
Lv(r,Xr)]dr (38)
is a (D,P)-martingale. We denote S(s, x, L) the set of all solutions to the
problem (s, x, L)-martingale problem.
A modification of Theorem 5 in [11] is the following statement.
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Proposition 25 Let Assumptions A and B(i)-(ii) hold. Then for each
(s, x) ∈ E there is a unique solution Ps,x to the martingale problem (s, x, L),
and the process (Xt,D, (Ps,x)) is strong Markov.
If, in addition,
lim
l→∞
∫ T
0
sup
x
pi(t, x, {|υ| > l})dt = 0, (39)
then the function Ps,x is weakly continuous in (s, x).
6.1 Auxiliary results
We will need the following Lp-estimate.
Lemma 26 (cf. Lemma 3.6 in [11]) Let Assumptions A and B(i)-(ii) hold.
Let p > dβ ∨
2d
α ∨ 2, (s0, x0) ∈ E,P ∈ S(s0, x0, L).
Then there is a constant C = C(R,T,K, η, β,w, p) such that for any
f ∈ C∞0 (E),
P
∫ τ
s0
f(r,Xr)dr ≤ C|f |p.
Proof. Let ζ ∈ C∞0 (R
d), ζ ≥ 0, ζ(x) = ζ(|x|), ζ(x) = 0 if |x| ≥ 1, and∫
ζpdx = 1. For δ > 0 denote ζδ(x) = ε
−d/pζ(x/δ), x ∈ Rd. Let
uδ(t, x) =
∫
u(t, x− y)ζpδ(y)dy
=
∫
u(t, y)ζpδ(x− y)dy, (t, x) ∈ E.
Let
L˜v = Av +Bε0v,
where Bε0 is defined by (10) with ε0 so that the assumptions of Theorem 5
hold. Then
Lv = L˜v +Rv
with
Rv(t, x) =
∫
|y|>ε0
[v(x+ y)− v(x)]pi(t, x, dy).
Define
L˜δv = Av +Bε0,δv,
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where
Bε0,δv(t, x) =
P[ζpδ(Xt − x)B
ε0
t,Xt
v(x)]
Pζpδ(Xt − x)
(here we assume 00 = 0). Since for L˜
δ the assumptions of Theorem 5 hold
uniformly in δ, there is u = uδ ∈ Hαp (E) solving
∂tu(t, x) + L˜
δu(t, x) = f(t, x), (t, x) ∈ E,
u(T, x) = 0, x ∈ Rd.
Moreover, there is a constant C independent of δ such that
||uδ||α,p ≤ C|f |p. (40)
In addition, by Corollary 24 and (40), there is a constant independent of δ
such that
sup
s,x
|uδ(s, x)| ≤ C|f |p. (41)
Applying Ito formula to uδδ(t, x) =
∫
ζpδ(x − z)u
δ(t, z)dz =
∫
ζpδ(z)u
δ(t, x −
z)dz, we have
− uδδ(s0, x0) =
∫ T
s0
[∂tu
δ(r, z) + (A+Bε0,δ)uδ(r, z)]κδ(t, z)dz
+P
∫ T
s0
Ruδδ(r,Xr)dr +
∫ T
s0
R2(r)dr (42)
=
∫ T
s0
Pfδ(r,Xr)dr +P
∫ T
s0
Ruδδ(r,Xr)dr +
∫ T
s0
R2(r)dr,
where κδ(t, z) = Pζ
p
δ(Xt − z) and
R2(r) =
∫
P[ζpδ(Xr − z)Ar,Xru
δ(r, z) − ζpδ(Xr − z)Ar,zu
δ(r, z)]dz
= P
∫ ∫
∇αyu
δ(r, z)[m(r,Xr , y)−m(r, z, y)]
dy
|y|d+α
ζpδ(Xr − z)dz,
s0 ≤ r ≤ T . By Ho¨lder inequality, for any r ∈ [s0, T ],
|R2(r)|
p ≤ P
∫ ∣∣∣∣
∫
∇αyu
δ(r, z)[m(r,Xr , y)−m(r, z, y)]ζδ(Xr − z)
dy
|y|d+α
∣∣∣∣
p
dz.
We will show that ∫ T
s0
|R2(r)|
pdr → 0 as δ → 0. (43)
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According to Lemma 11,
|R2(r)|
p ≤ C|∂αuδ(r)|ppP
∫
sup
y
[|M(r, z, y)|p + |∂βM(r, z, y)|p]dz,
where
M(r, z, y) = [m(r,Xr, y)−m(r, z, y)]ζδ(Xr − z).
Obviously,
|m(r,Xr, y)−m(r, z, y)| ζδ(Xr − z) ≤ w(δ)ζδ(Xr − z)
and ∫
sup
y
[|M(r, z, y)|pdz ≤
∫
w(δ)pζpδ(Xr − z)dz = w(δ)
p.
Denoting m0(r, z, y) = m(r,Xr, y)−m(r, z, y), we have
|∂β (m0(r, z, y)ζδ(z −Xr)) |
≤
∫
|υ|>δ
|m0(t, z + υ, y)ζδ(z + v −Xr)−m0(t, z, y)ζδ(z −Xr)|
dυ
|υ|1+β
+ζδ(z −Xr)
∫
|υ|≤δ
|m(r, z + υ, y)−m(r, z, y)|
dυ
|υ|d+β
+|m0(t, z, y)|
∫
|υ|≤δ
|ζδ(z + υ −Xr)− ζδ(z −Xr)|
dυ
|υ|d+β
+
∫
|υ|≤δ
|ζδ(z + υ −Xr)− ζδ(z −Xr)| |m(r, z + υ, y)−m(r, z, y)|
dυ
|υ|d+β
= (H1 +H2 +H3 +H4)(r, z, y), (r, z, y) ∈ [0, T ]×R
d ×Rd.
Obviously, ∫
sup
y
H2(r, z, y)
pdz ≤ (
∫
|υ|≤δ
w(υ)
dυ
|υ|d+β
)p.
It follows, by Ho¨lder inequality,∫
sup
y
H1(r, z, y)
pdz ≤ Cw(δ)pδ−pβ,∫
sup
y
H4(r, z, y)
pdz ≤ C(
∫
|υ|≤δ
w(υ)
dυ
|υ|d+β
)p.
Changing the variable of integration,
H3(r, z, y) ≤ w(2δ)
∫
|υ|≤δ
|ζδ(z + υ −Xr)− ζδ(z −Xr)|
dυ
|υ|d+β
= w(2δ)δ−βδ−d/p
∫
|υ|≤1
∣∣∣∣ζ(z −Xrδ + υ)− ζ(z −Xrδ )
∣∣∣∣ dυ|υ|d+β
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and ∫
sup
y
H3(r, z, y)
pdz
≤ w(2δ)pδ−βp
∫
(
∫
|υ|≤1
|ζ(z + υ)− ζ(z)|
dυ
|υ|d+β
)pdz
≤ Cw(2δ)pδ−βp.
Therefore by (40), (43) follows. Since
∫ T
s0
Pfδ(r,Xr)dr = −
(
uδδ(s0, x0) +P
∫ T
s0
Ruδδ(r,Xr)dr +
∫ T
s0
R2(r)dr
)
(see (42)), the statement follows by (41) and (43) passing to the limit as
δ → 0.
Corollary 27 Let Assumptions A and B hold, (s0, x0) ∈ E. Then the set
S(s0, x0, L) consists of at most one probability measure.
Proof. Let f ∈ C∞0 (E), p >
d
β ∨
2d
α ∨ 2. By Theorem 6, there is u ∈ H
α
p (E)
solving
∂tu(t, x) + Lu(t, x) = f(t, x), (t, x) ∈ E,
u(T, x) = 0, x ∈ Rd.
Let ϕ ∈ C∞0 (R
d), ϕ ≥ 0,
∫
ϕdx = 1, ϕε(x) = ε
−dϕ(x/ε), x ∈ Rd, and
uε(t, x) =
∫
u(t, x− y)ϕε(y)dy, (t, x) ∈ R
d.
Applying Ito formula, we have
−uε(s0, x0) = P
∫ T
s0
[∂tuε(r,Xr) + Luε(r,Xr)]dr.
Using Lemma 26 and Corollary 24 to pass yo the limit we derive that
−u(s0, x0) = P
∫ T
s0
f(r,Xr)dr
and the uniqueness follows by Lemma 2.4 in [11].
Now we can construct a ”local” solution of the martingale problem.
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Lemma 28 Let Assumptions A, B(i)-(ii) hold, pi(t, x, dυ) = χ{|x|≤R}pi(t, x, dυ), (t, x) ∈
E, for some R > 0.
Then for each (s, x) ∈ E there is a unique solution Ps,x ∈ S(s, x, L) and
Ps,x is weakly continuous in (s, x).
Proof. Let ϕ ∈ C∞0 (R
d), ϕ ≥ 0,
∫
ϕdx = 1, ϕε(x) = ε
−dϕ(x/ε), x ∈ Rd,
and
piε(t, x, dυ) =
∫
pi(t, x− z, dυ)ϕε(z)dz, (t, x) ∈ E.
Let εn → 0 and let L
n be an operator defined as L with pi replaced by piεn .
It follows by Theorem IX.2.31 in [6] that the set S(s, x, Ln) 6= ∅. Since by
Lemma 26, for Pns,x ∈ S(s, x, L
n),
Pns,x
∫ T
s
piεn(r,Xr , {|υ| > l})dr
≤ C
∫ T
s
∫
pi(r, x, {|υ| > l})dxdr → 0 as l→∞,
the sequence
{
Pns,x
}
is tight (see Theorem VI.4.18 in [6]). Obviously, for
each v ∈ C∞0 (R
d), Lnv(t, x) → Lv(t, x) dtdx-a.e. Therefore, by Lemma 3.7
in [11] the set S(s, x, L) 6= ∅. By Lemma 26, the solution Ps,x ∈ S(s, x, L)
is unique. Applying Lemma 3.7 in [11] again, we see that Ps,x is continuous
in (s, x).
Corollary 29 Let Assumptions A, B(i)-(ii) hold. Then for each (s, x) ∈ E,
there is at most one solution Ps,x ∈ S(s, x, L).
Proof. The statement is immediate consequence of Lemma 28 and Theorem
1.6(b) in [11].
6.2 Proof of Proposition 25
The uniqueness follows by Corollary 29. In the first part of the proof we
assume that (39) holds and use weak convergence arguments. In the second
part, we cover the general case by putting together measurable families of
probability measures.
(i) Assume (39) holds. Let Ln be an operator defined as L with pi
replaced by χ{|x|≤n}pi. According to Lemma 28, for each (s, x) ∈ E there
is a unique and Pns,x ∈ S(s, x, L
n) and Pns,x is weakly continuous in (s, x).
By Theorem VI.4.18 in [6],
{
Pns,x
}
is tight .Since Lnv → Lv dxdt-a.e. and
Lnv is uniformly bounded for any v ∈ C∞0 (R
d), by Lemma 3.7 in [11], the
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sequence Pns,x → Ps,x ∈ S(s, x, L) weakly (Ps,x is unique by Corollary 29).
The same Lemma 3.7, [11], implies that Ps,x is weakly continuous in (s, x).
(ii) In the general case (without assuming (39)), we split the opera-
tor Lu = L˜u + B˜u, where L˜ is defined as L with pi(t, x, dυ) replaced by
χ{|υ|<1}pi(t, x, dυ), and
B˜t,xu(x) =
∫
|υ|≥1
[u(x+ υ)− u(x)]pi(t, x, dυ), (t, x) ∈ E, u ∈ C∞0 (R
d).
Let (Ω2,F2,P2) be a probability space with a Poisson point measure p˜(dt, dz)
on [0,∞)× (R\{0}) with
Ep˜(dt, dz) =
dzdt
|z|2
.
According to Lemma 14.50 in [5], there is a measurableRd∩{|υ| ≥ 1}-valued
function c(t, x, z) such that for any Borel Γ∫
Γ
χ{|υ|≥1}pi(t, x, dυ) =
∫
χΓ(c(t, x, z))
dz
z2
, (t, x) ∈ E.
Consider the probability space(
Ω,F ,P′s,x
)
= (Ω2 ×D,F2 ⊗D,P2 ⊗Ps,x) .
Let
Ht =
∫ t
s∧t
∫
c(r,Xr−,z)p˜(dr, dz), s ≤ t ≤ T,
τ = inf(t > s : ∆Ht = Ht −Ht− 6= 0) ∧ T,
Kt = χ{τ≤t},
Yt = Xt∧τ +Ht∧τ , 0 ≤ t ≤ T.
Note that τ = inf(t > s : ∆Ht 6= 0) ∧ T = τ = inf(t > s : |∆Ht| ≥
1) ∧ T . Let Dˆ = D([0, T ],Rd × [0,∞)) be the Skorokhod space of cadlag
Rd × [0,∞)-valued trajectories and let Zt = Zt(w) = (yt(w), kt(w)) = wt ∈
Rd × [0,∞), w ∈ Dˆ be the canonical process on it. Let
Dˆt = σ(Zs, s ≤ t), Dˆ = ∨tDˆt, Dˆ =
(
Dˆt+
)
, t ∈ [0, T ].
Denote Pˆ1s,x the measure on Dˆ induced by (Yt,Kt), 0 ≤ t ≤ T. Let
τ1 = inf (t > s : ∆kt ≥ 1) ∧ T, . . . ,
τn+1 = inf (t > τn : ∆kt ≥ 1) ∧ T,
Dˆτn = σ(Zt∧τn , 0 ≤ t ≤ T ), n ≥ 1.
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Then
(
Pˆ1s,x
)
is a measurable family of measures on
(
Dˆ, Dˆ
)
and for each
v ∈ C∞0 (R
d),
Mˆt∧τn(v) = v(yt∧τn)−
∫ t∧τn
s
Lv(r, yr)dr, s ≤ t ≤ T, (44)
is
(
Pˆ1s,x, Dˆ
)
-martingale with n = 1. Let us introduce the mappings
Jτ1(w,w
′)t =
{
wt if t < τ1(w),
w′t if t ≥ τ1(w),
and let
Q(dw, dw′) = Pˆ1τ1(w),Xτ1(w)(w)
(dw′)Pˆ1s,x(dw).
Then P2s,x = Jτ1(Q), the image of Q under Jτ1 , is a measurable family of
measures on Dˆ, and by Lemma 2.3 in [11], Mˆt∧τ2 is
(
Pˆ2s,x, Dˆ
)
-martingale and
Pˆ2s,x|Dˆτ1
= Pˆ1s,x|Dˆτ1
. Continuing and using Lemma 2.3 in [11], we construct
a sequence of measures Pˆns,x such that
Pˆn+1s,x |Dˆτn
= Pˆns,x|Dˆτn
and Mˆt∧τn is
(
Pˆns,x, Dˆ
)
-martingale. Since
Pˆns,x (τn < T ) = Pˆ
n
s,x (kT∧τn ≥ n) ≤ n
−1
∫ T∧τn
s
pi(r, yr, {|υ| ≥ 1})dr
≤ n−1KT → 0 as n→∞,
there is a measurable family
(
Pˆs,x
)
on Dˆ such that
Pˆs,x|Dˆτn
= Pˆns,x|Dˆτn
, n ≥ 1,
and Mˆt∧τn is
(
Pˆs,x, Dˆ
)
-martingale for every n. Obviously, y· under Pˆs,x
gives a measurable family Ps,x ∈ S(s, x, L). The strong Markov property
is a consequence of Lemma 2.2 in [11]. The statement of Proposition 25
follows.
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