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1 Приближение функций полиномами
Математические модели многих проблем естествознания исполь-
зуют две основные операции анализа — дифференцирование и
интегрирование, т. е. операции, содержащие предельный пере-
ход. При расчетах мы можем использовать лишь конечное чис-
ло значений функции, поэтому нужно построить приближенные
дискретные аналоги операций дифференцирования и интегриро-
вания. Прошедший проверку временем и ставший стандартным
способ перехода к дискретным аналогам основных операций ана-
лиза состоит в следующем. Функцию приближают либо алгебраи-
ческими полиномами, либо тригонометрическими суммами, либо
сплайнами, используя при этом лишь конечное число значений
функции. И основные операции проводят над этими приближени-
ями.
Для заданной непрерывной функции можно определить по-
лином, значения которого совпадают со значениями выбранной
функции в нескольких точках. Удовлетворяющий такому усло-
вию полином называется интерполяционным. Как мы убедимся,
замена функции ее интерполяционным полиномом позволяет най-
ти легко приближенную формулу при интегрировании. Получае-
мые формулы будут зависеть лишь от конечного числа значений
функции, использованных при построении интерполяционного по-
линома.
Наиболее известной и употребительной является интерполяци-
онная формула, открытая Лагранжем (1795), хотя сама интер-
поляция использовалась задолго до него. По-видимому, описание
первой интерполяционной формулы принадлежит Ньютону (при-
ведено в его труде "Метод разностей"; опубликованном в 1736 го-
ду). Более общие интерполяционные формулы были найдены в 19
веке Коши, Эрмитом и другими математиками. Наиболее трудные
вопросы по оценкам погрешности при полиномиальной интерпо-
ляции были решены лишь в 20 веке (С.Н. Бернштейн, Джексон и
ряд других математиков). При этом существенно использовались
результаты Вейерштрасса, П.Л. Чебышева и Лебега.
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Отметим также, что интерполирование представляет собой
лишь один из разделов обширной теории приближения функций.
1.1 Интерполяционный полином Лагранжа
Пусть на отрезке [a; b] заданы точки x1; x2; : : : ; xn 2 [a; b]. Пред-
полагаем, что xk 6= xj при k 6= j. Для непрерывной функции f
будем рассматривать следующую задачу.
Задача. Найти алгебраический полином Ln(f ; x) наименьшей
степени и такой, что
Ln(f ; xj) = f(xj); j = 1; 2; : : : ; n:
Ln(f ; x) называют интерполяционным полиномом Лагранжа, а
точки
xj (j = 1; : : : n) - узлами интерполяционного полинома Лагран-
жа или узлами интерполирования.
Теорема 1.1 Для любой функции f 2 C[a; b] и заданных уз-
лов x1; x2; : : : ; xn интерполяционный полином Ln(f ; x) степени
не выше n  1 существует и определяется единственным обра-
зом.
Доказательство. Искомый полином можем записать в виде
Ln(f ;x) =
nX
k=1
akx
k 1 = a1 + a2x+ : : : anxn 1:
Коэффициенты этого полинома должны определяться из условий:
Ln(f ; xj) = f(xj) j = 1; 2; :::; n,8>>><>>>:
a1 + a2x1 + : : :+ anx
n 1
1 = f(x1)
a1 + a2x2 + : : :+ anx
n 1
2 = f(x2)
: : : : : : : : : : : : : : :
a1 + a2xn + : : :+ anx
n 1
n = f(xn)
Для определения неизвестных a1; a2; : : : an получаем систему
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уравнений, определитель которой
n =

1 x1 x
2
1 : : : x
n 1
1
1 x2 x
2
2 : : : x
n 1
2
: : : : : : : : : : : : : : :
1 xn x
2
n : : : x
n 1
n
 =
Y
i>j
(xi   xj)
является определителем Вандермонда и отличен от нуля.
Следовательно, система имеет единственное решение, которое
можно определить по правилу Крамера
ak =
n;k
n
;
где n;k - определитель матрицы, полученной из матрицы Ван-
дермонда заменой k-го столбца на столбец свободных членов
f(x1)
f(x2)
: : :
f(xn)
Поэтому интерполяционный полином Лагранжа запишется в ви-
де:
Ln(f ;x) =
nX
k=1
n;k
n
 xk 1:
Заметим, что Ln(f ;x) — полином степени  n  1. По постро-
ению f(x)  Ln(f ; x) на [a; b].
Приведем второе доказательство единственности, показываю-
щее, в частности, что Ln(f ; x) = f(x) для любого полинома f
степени не выше n  1 .
Предположим, что для f 2 C[a; b] имеется еще один интерпо-
ляционный полином Q(x) степени  n  1:
Q(x) =
nX
k=1
bkx
k 1; Q(xj) = f(xj); j = 1; 2; : : : ; n:
Рассмотрим разность
p(x) = Ln(f ;x) Q(x) =
nX
k=1
(ak   bk)xk 1
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полином степени  n  1. Имеем для любого j = 1; : : : ; n
p(xj) = Ln(f ;xj) Q(xj) = f(xj)  f(xj) = 0:
Таким образом, получаем, что полином p(x) степени не выше n 1
имеет n различных корней x1; x2; : : : ; xn.
Согласно основной теореме алгебры корней должно быть не
больше n  1. Поэтому
p(x)  0) Ln(f ;x)  Q(x):
Следствие 1.1.1 Если Q(x) — алгебраический полином степени
 n  1, то
Ln(Q; x)  Q(x):
Представление Лагранжа для интерполяционного по-
линома
Приведем теперь второе доказательство существования интер-
поляционного полинома. Одновременно мы дадим основное пред-
ставление для полинома Лагранжа в виде явной формулы, вклю-
чающей узлы интерполирования x1; x2; : : : ; xn и значения интер-
полируемой функции в этих точках.
Для этого рассмотрим следующие полиномы степени n  
1, которые называются фундаментальными полиномами
Лагранжа.
lk(x) =
nY
j=1;j 6=k
(x  xj)=
nY
j=1;j 6=k
(xk   xj) =
=
(x  x1) : : : (x  xk 1)(x  xk+1) : : : (x  xn)
(xk   x1) : : : (xk   xk 1)(xk   xk+1) : : : (xk   xn) :
В узлах интерполирования получаем
lk(xj) = kj =
(
1; если k = j
0; если k 6= j
)
:
Рассмотрим полином
Q(x) =
nX
k=1
f(xk)lk(x):
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Имеем: степень Q  n  1, кроме того,
Q(xj) =
nX
k=1
f(xk)lk(xj) =
nX
k=1
f(xk)kj = f(xj)
для любого j = 1; : : : ; n.
В силу единственности интерполяционного полинома получаем
Q(x) = Ln(f ; x) =
nX
k=1
f(xk)lk(x)
— основное представление интерполяционного полинома Лагран-
жа.
Часто удобнее пользоваться другой записью основного пред-
ставления. Рассмотрим произведение
!n(x) = (x  x1)(x  x2) : : : (x  xn) =
nY
j=1
(x  xj):
Легко видеть, что
lk(x) =
A
B
;
где
A =
!n(x)
x  xk ; B = !
0
n(xk) =
nY
j=1;j 6=k
(xk   xj);
так как
!0n(x) = (x  x2) : : : (x  xn) + (x  x1)(x  x3) : : : (x  xn)+
: : :+ (x  x1)(x  x2) : : : (x  xn 1):
Следовательно, получаем следующее, равносильное основному,
3-е представление
Ln(f ;x) =
nX
k=1
f(xk)
!n(x)
(x  xk)!0n(xk)
:
Таким образом, справедливо утверждение.
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Теорема 1.2 Для любой функции f 2 C[a; b] и заданных узлов
x1; x2; : : : ; xn справедливо следующее представление Лагранжа
Ln(f ;x) =
nX
k=1
f(xk)lk(x) =
nX
k=1
f(xk)
!n(x)
(x  xk)!0n(xk)
:
1.2 Оценки погрешности для гладких функций
Будем рассматривать снова n - узлов x1; x2; : : : ; xn 2 [a; b].
Обозначим через
rn(x) = f(x)  Ln(f ;x)
остаточный член, называемый также погрешностью интерполя-
ции.
Теорема 1.3 Пусть f 2 C(n 1)[a; b] и на отрезке [a; b] суще-
ствует f (n)(x). Тогда для любого x 2 [a; b] существует точка
 2 (a; b) такая, что
rn(x) =
f (n)()
n!
!n(x);
где !n(x) =
Qn
k=1(x  xk).
Доказательство. Ясно, что x = xj - тривиальный случай.
Так как в этом случае rn(xj) = 0 = !n(xj), т. е. доказываемое
равенство выполняется автоматически.
Фиксируем x 6= xj; j = 1; : : : ; n; x 2 [a; b], и рассмотрим
вспомогательную функцию
'(t) = f(t)  Ln(f ; t)  C!n(t) a  t  b:
Постоянную C выбираем из условия '(x) = 0, пользуясь тем, что
!n(x) 6= 0, т. е. полагаем
C =
f(x)  Ln(f ;x)
!n(x)
=
rn(x)
!n(x)
:
Заметим теперь, что уравнение '(t) = 0 имеет на отрезке [a; b] не
менее (n+ 1) корня, так как(
f(xj)  Ln(f ;xj)  C!n(xj) = 0; j = 1; 2; : : : ; n
'(x) = 0
)
:
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По теореме Ролля между двумя корнями ' имеется корень
уравнения '0(t) = 0, следовательно, '0(t) = 0 имеет не менее n
корней. Если n > 1, продолжим этот процесс. Получаем: '00(t) = 0
имеет  (n 1) корень. Уравнение '(n)(t) = 0 имеет хотя бы один
корень  2 (a; b). Но тогда
'(n)() = f (n)()  Cn! = 0;
так как L(n)n (f ;x)  0 и !(n)n (x)  n!. Поэтому
rn(x)
!n(x)
= C =
f (n)()
n!
;
что и требовалось показать.
Следствие 1.3.1 Если jf (n)(x)j Mn = const для всех x 2 [a; b],
то
jrn(x)j = jf(x)  Ln(f ;x)j  Mn
n!
(b  a)n
для любого x 2 [a; b].
Доказательство. Действительно, имеем
jrnj  Mn
n!
j!n(x)j;
но
j!n(x)j =

nY
k=1
(x  xk)
  (b  a)n:
Следствие 1.3.2 Пусть функция f имеет производные любого
порядка. Обозначим
max
x2[a;b]
jf (n)(x)j = Mn <1:
Если
n
p
Mn
n
! 0 при n!1;
то rn(x)! 0 равномерно на [a; b] при n!1.
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Доказательство. Методом математической индукции с ис-
пользованием определения числа e легко получаем неравенство
n! >
n
e
n
:
Поэтому для любого x 2 [a; b]
jrn(x)j  Mn
n!
(b  a)n 

n
p
Mn
n
e(b  a)
n
! 0
при n!1. Из условия
"n =
n
p
Mn
n
! 0
следует "ne(b   a) ! 0, а значит и f"ne(b   a)gn ! 0. Таким
образом,
max
x2[a;b]
jrn(x)j = krn(x)kC[a;b] ! 0
при n!1.
Пример. Пусть f0(x) = e x; x 2 [0; 1]. Рассмотрим вопрос
о числе узлов n, гарантирующих следующее неравенство для по-
грешности: jrn(x)j < " = 0; 01 для всех x 2 [0; 1].
Простые выкладки
Mn = max
x2[0;1]
dn(e x)dxn
 = maxx2[0;1] e x = 1
и применение предыдущей теоремы
jrn(x)j  Mn
n!
(1  0)n = 1
n!
показывают, что неравенство
jrn(x)j < 0; 01
будет выполняться наверняка при n  5.
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1.3 Полиномы Чебышева и оптимальный выбор узлов
Рассмотрим функции, определяемые формулами:
T0(t) = 1; T1(t) = t; Tn(t) = cos(n arccos t); n  2:
Как показывают следующие лемма и теорема П. Л. Чебышева,
эти функции оказываются полиномами, наименее отклоняющими-
ся от нуля. Они называются полиномами Чебышева 1-го рода.
Лемма 1.1 Tn(t) — полиномы степени n со старшим коэффици-
ентом 2n 1 и с нулями
t0k = cos

2k   1
2n


; k = 1; 2; : : : ; n;
т. е.
Tn(t) = 2
n 1
nY
k=1

t  cos 2k   1
2n


:
Кроме того, максимум и минимум Tn(t) достигаются в точках
tk = cos
k
n , причем Tn(t

k) = ( 1)k 1.
Доказательство. Рассмотрим сначала случаи n = 1 и n = 2.
Обозначим arccos t = . Имеем
T1(t) = cos(arccos t) = t;
и
T2(t) = cos 2 = 2 cos
2   1 = 2t2   1:
Получим теперь рекуррентную формулу. Пусть T1; T2; : : : ; Tn из-
вестны, найдем
Tn+1(t) = cos[(n+ 1)] = cosn cos  sinn sin =
= Tn(t)  t  cos(n  1)  cos(n+ 1)
2
=
= tTn(t)  1
2
Tn 1(t) +
1
2
Tn+1(t):
Таким образом,
Tn+1(t) = 2tTn(t)  Tn 1(t):
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Зная T1 = t, T2 = 2t2   1, мы можем найти T3, затем T4, T5 и т.д.
Рекуррентная формула показывает, что Tn(t) — полином сте-
пени n со старшим членом 2n 1xn.
Найдем корни уравнения Tn(t) = 0, т. е. уравнения
cos(n arccos t) = 0. Имеем
n arccos t =
2k   1
2
; t0k = cos

2k   1
2n


;
где k = 1; : : : ; n: Максимальное и минимальное значения Tn(t) =
cos(n arccos t) равен 1. Точки экстремума легко определяются из
соотношений
n arccos tk = k; Tn(t

k) = cos(k) = ( 1)k;
где k = 0; 1; : : : ; n, т. е. экстремумы достигаются в (n + 1) точке
tk k = 0; : : : ; n. Лемма доказана полностью.
Теорема 1.4 (Теорема Чебышева) Для любого n 2 N имеет ме-
сто формула
inf
t1;t2;:::;tn2[ 1;1]
k
nY
k=1
(t  tk)kC[ 1;1] = 1
2n 1
;
причем инфимум достигается на узлах Чебышева
t0k = cos

2k   1
2n


k = 1; : : : ; n:
Доказательство. Полином
Tn(t)
2n 1
=
nY
k=1

t  cos 2k   1
2n


удовлетворяет условиям теоремы и норма
kTn(t)kC[ 1;1]
2n 1
=
1
2n 1
:
Нужно доказать, что это искомый инфимум.
Предположим обратное: существует полином
Qn(t) =
nY
k=1
(t  tk) = tn + bn 1tn 1 + : : :+ b0
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такой, что
kQn(t)kC[ 1;1] < 1
2n 1
:
Рассмотрим разность
q(t) =
Tn(t)
2n 1
 Qn(t) =
nY
k=1
(t  t0k) 
nY
k=1
(t  tk) =
= tn + an 1tn 1 + : : :+ a0   (tn + bn 1tn 1 + : : :+ b0):
Видно, что q(t) — полином степени  (n  1). С другой стороны,
в точках экстремума полинома Чебышева получаем
q(tk) =
( 1)k
2n 1
 Q(tk) jQn(tk)j <
1
2n 1
;
q(t0) =
1
2n 1
 Q(t0) > 0;
q(t1) =
 1
2n 1
 Q(t1) < 0;
q(t2) > 0 : : : :
Полином q(t) меняет знак не менее, чем n раз. Отсюда следует,
что q(t) имеет не менее n корней, и эти корни 1; 2; : : : ; n лежат
между точками tk из интервала ( 1; 1). Поскольку степень q(t)
не выше, чем (n  1), то q(t)  0, что и требовалось доказать.
Общая задача. Дано некоторое семейство F  C[a; b]. Нужно
найти величину
Vn(F ) = inf
x1;x2;:::;xn2[a;b]
sup
f2F
max
axb
jrn(x)j:
Иными словами, необходимо подобрать узлы интерполирования
x1; x2; : : : ; xn на отрезке [a; b] так, чтобы полученная сетка узлов
была бы оптимальной для выбранного семейства F .
Мы рассмотрим эту задачу для следующего семейства функ-
ций
W nM = ff 2 C[a; b] : 9f (m)(x) (x 2 [a; b];
m = 1; :::; n); jf (n)(x)j M; g
где M - некоторая положительная постоянная.
Мы можем определить Vn(W nM) с применением теоремы Че-
бышева.
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Теорема 1.5 Имеет место формула
Vn(W
nM) =
M
n!
(b  a)n
22n 1
;
причем оптимальными являются узлы Чебышева
xk =
a+ b
2
+
b  a
2
cos

2k   1
2n


; k = 1; 2; : : : ; n:
Доказательство. Ранее было доказано: из jf (n)(x)j  M сле-
дует
jrn(x)j  M
n!
j!n(x)j
для любого x 2 [a; b], где !n(x) = (x  x1)(x  x2) : : : (x  xn).
Рассмотрим сначала специальный частный случай
f0(x) =
M
n!
!n(x):
Поскольку
f
(n)
0 (x) 
M
n!
n! = M;
получаем, что f0 2 W nM . Очевидно, интерполяционный полином
Лагранжа по узлам x1; x2; : : : ; xn для функции f0(x) тождественно
равен нулю. Поэтому
jr0n(x)j := jf0(x)  Ln(f0;x)j  jf0(x)j = M
n!
 j!n(x)j
для любого x 2 [a; b].
Таким образом,
jrn(x)j  M
n!
j!n(x)j = jr0n(x)j:
Отсюда следует
sup
f2WnM
max
x2[a;b]
jrn(x)j = M
n!
max
x2[a;b]
j!n(x)j;
и нам необходимо минимизировать эту величину за счет выбора
узлов x1; x2; : : : ; xn 2 [a; b].
Сделаем замену переменной
x =
a+ b
2
+
b  a
2
t; t 2 [ 1; 1]; x 2 [a; b]:
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Тогда
x  xk = b  a
2
(t  tk);
где
xk =
a+ b
2
+
b  a
2
tk;
!n(x) =
(b  a)n
2n
nY
k=1
(t  tk):
Следовательно, искомая величина определяется формулой
Vn(W
nM) =
M
n!
(b  a)n
2n
inf
t1;t2;:::;tn2[ 1;1]
nY
k=1
jt  tkj:
По теореме П. Л. Чебышева для любого n искомый инфимум ра-
вен 12n 1 и достигается для узлов
tk = cos
2k   1
2n
:
Поэтому
Vn(WnM) =
M
n!
(b  a)n
22n 1
:
Обратная замена переменных tk ! xk дает
xk =
a+ b
2
+
b  a
2
cos
2k   1
2n
; k = 1; : : : ; n:
Этим и завершается доказательство теоремы.
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1.4 Лебеговы оценки погрешности интерполяции
Оценки Лебега для остаточного члена зависят от двух констант:
от наименьшего равномерного приближения Enf и константы Ле-
бега n.
Величина Enf , называемая наименьшим равномерным прибли-
жением f 2 C[a; b] алгебраическими полиномами степени  n 1,
определяется следующим образом
Enf = inffkf(x) 
nX
k=1
akx
k 1kC[a;b] : a1; a2; : : : ; an 2 Rg:
Известно, что для любой функции f 2 C[a; b] величина Enf !
0 при n ! 1. Этот факт является простым следствием следую-
щей теоремы Вейерштрасса.
Теорема 1.6 Всякая непрерывная функция на конечном отрез-
ке допускает равномерную аппроксимацию с любой наперед за-
данной точностью алгебраическими полиномами, т.е. для лю-
бой функции f 2 C[a; b] и для любого " > 0 существует такой
алгебраический полином pn(x), что для всех x 2 [a; b]
jf(x)  pn(x)j < ":
Доказательство. Кроме доказательства самого Вейерштрас-
са (1885), известны и другие доказательства этой фундамен-
тальной теоремы, данные А. Лебегом (1898), С.Н. Бернштейном
(1912) и другими математиками. Мы приведем доказательство Ле-
бега, рассуждения которого оказались полезными при построе-
нии обобщений, а именно, при доказательстве теоремы Стоуна-
Вейерштрасса.
Лебег выводит утверждение теоремы Вейерштрасса из трех
простых фактов.
Шаг 1. Согласно теореме Кантора, непрерывная на отрезке
функция является равномерно непрерывной, поэтому она рав-
номерно приближаема ломаными, т. е. непрерывными кусочно-
линейными функциями.
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Шаг 2. Всякая ломаная из m звеньев представима в виде
y = a0 +
mX
j=1
ajjx  xj 1j;
где x0 = a < x1 < ::: < xm 1 < xm = b — абсциссы вершин
ломаной. Это утверждение устанавливается элементарными рас-
суждениями, так как указанное представление задает непрерыв-
ную кусочно-линейную функцию при любом выборе a0; a1; :::; am,
а эти коэффициенты для заданной ломаной однозначно опреде-
ляются.
Действительно, если y = kjx+bj — уравнение ломаной на j-том
отрезке [xj 1; xj], то коэффициенты a1; a2; :::; am явно определяют-
ся из системы линейных уравнений
a1  
mX
j=2
aj = k1;
sX
j=1
aj  
mX
j=s+1
aj = ks; s = 2; :::;m  1;
mX
j=1
aj = km:
Затем можно определить коэффициент a0 равенством
a0 = y(a) 
mX
j=1
ajja  xj 1j:
В силу первых двух шагов достаточно показать, что функция
jx   xjj равномерно аппроксимируется алгебраическими полино-
мами на отрезке [xj   (b   a); xj + (b   a)]. Заменой переменных
x  xj = (b  a)t вопрос сводится к следующему шагу.
Шаг 3. Функция jtj равномерно аппроксимируется алгебраиче-
скими полиномами на отрезке [ 1; 1]. Действительно, имеем
jtj =
p
1  (1  t2) = (1  )1=2;  = 1  t2 2 [0; 1]:
Ряд Тейлора
(1  )1=2 = 1  1
2
 +
1X
j=2
(2j   3)!!
(2j)!!
j
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сходится равномерно на [ 1; 1] по признаку Вейерштрасса, так
как для всех  2 [ 1; 1]
(2j   3)!!
(2j)!!
jjj  (2j   3)!!
(2j)!!
 1
j
p
j
:
Последнее неравенство легко доказывается методом математи-
ческой индукции, а ряд
1X
j=1
1
j
p
j
;
как известно, является сходящимся. Из равномерной сходимости
ряда Тейлора для функции (1  )1=2 следует, что разность
jtj  
 
1  1
2
(1  t2) +
NX
j=2
(2j   3)!!
(2j)!!
(1  t2)j
!
равномерно стремится к 0 при N !1. Таким образом, функция
jtj равномерно аппроксимируется на отрезке [ 1; 1] алгебраиче-
скими полиномами четной степени.
Этим и завершается доказательство.
Вернемся теперь к интерполяционным полиномам. Получим
сначала формулу для погрешности rn без предположения диф-
ференцируемости интерполируемой функции.
Теорема 1.7 Для любого f 2 C[a; b] с n узлами интерполяции
x1; : : : ; xn (n  2)
rn(x) = f(x)  Ln(f ;x) =
nX
k=1
[f(x)  f(xk)]lk(x);
где Ln(f ;x) — интерполяционный полином Лагранжа, а
lk(x) =
!n(x)
(x  xk)!0n(xk)
— фундаментальный полином Лагранжа, k = 1; : : : ; n.
Доказательство. Рассмотрим некоторый полином
Q(x) =
nX
k=1
bkx
k 1
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степени  n   1. Поскольку он совпадает со своим интерполяци-
онным полиномом Лагранжа Ln(Q;x), полученным интерполиро-
ванием по n точкам, будем иметь
Q(x)  Ln(Q;x) =
nX
k=1
Q(xk)lk(x):
Применяя эту формулу к частному случаю Q(x)  1, получаем
следующее тождество для фундаментальных полиномов Лагран-
жа:
1 =
nX
k=1
lk(x):
Умножаем обе части тождества на f(x) и заносим этот множитель
под знак суммы. Будем иметь
f(x) =
nX
k=1
f(x)lk(x):
С другой стороны,
Ln(f ;x) =
nX
k=1
f(xk)lk(x):
Вычитая второе равенство из первого, получаем искомую форму-
лу. Таким образом, теорема доказана.
Определение 1.1 Функция
n(x) =
nX
k=1
jlk(x)j
называется функцией Лебега для узлов x1; x2; : : : ; xn 2 [a; b], а
число
n = max
x2[a;b]
n(x)
— константой Лебега.
Имеем простые неравенства
1  n(x)  n; 8x 2 [a; b]:
Легко видеть, что первое неравенство является следствием тож-
дества
P
lk = 1, а второе неравенство — следствие определения
n.
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Теорема 1.8 Пусть f 2 C[a; b]. Тогда справедливы следующие
оценки Лебега
jrn(x)j  (Enf)[1 + n(x)]  2n(x)Enf
и
krn(x)kC[a;b]  2n  Enf:
Следовательно,
а) если x 2 [a; b], n(x)Enf ! 0 при n!1, то
rn(x) = f(x)  Ln(f ;x)! 0 при n!1:
б) если nEnf ! 0 при n ! 1 , то равномерно на отрезке
[a; b]
rn(x)! 0 при n!1:
Доказательство. Запишем равенство
rn(x) = f(x)  Ln(f ;x) = f(x) Q(x) +Q(x)  Ln(f ;x);
гдеQ(x) =
Pn
k=1 akx
k 1 — произвольный полином степени n 1.
Следовательно,
Ln(Q; x)  Q(x):
Поэтому
jrn(x)j  jf(x) Q(x)j+

nX
k=1
[f(xk) Q(xk)]lk(x)
 
 kf(x) Q(x)kC[a;b] + kf(x) Q(x)kC[a;b]
nX
k=1
jlk(x)j =
= kf(x) Q(x)kC[a;b] (1 + n(x)):
В силу произвольности Q(x) отсюда следует
а)
jrn(x)j  (Enf)[1 + n(x)] 
 2n(x)Fnf ! 0 при n!1;
и, аналогично,
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б)
krn(x)kC[a;b]  2n  Enf ! 0 при n!1:
Таким образом, теорема Лебега доказана.
Замечания. Понятно, что сходимость или расходимость ин-
терполяционного процесса зависит как от выбора последователь-
ности точек интерполирования, т. е. последовательности сеток

n = fxn1; xn2; :::; xnng;
так и от гладкости интерполируемой функции.
Существуют примеры очень простых по виду функций, для ко-
торых интерполяционный процесс по сеткам с равноотстоящими
узлами расходится.
Пример 1 (пример С.Н. Бернштейна): последователь-
ность интерполяционных полиномов, построенных для функции
f(x) = jxj по равноотстоящим узлам на отрезке [ 1; 1], не схо-
дится к функции jxj ни в одной точке этого отрезка, кроме трех
точек  1, 0, 1.
Пример 2 (пример Рунге (Runge C.)): последовательность
интерполяционных полиномов, построенных для гладкой функ-
ции
f(x) =
1
25x2 + 1
по равноотстоящим узлам на отрезке [ 1; 1], не сходится равно-
мерно к этой функции на отрезке [ 1; 1].
Как показывают эти примеры, наиболее простые и естествен-
ные сетки с равноотстоящими узлами оказываются неэффектив-
ными, т. е. приводят к расходящемуся интерполяционному процес-
су даже для некоторых гладких функций. Но не следует думать,
что сетки с равноотстоящими узлами занимают исключительное
положение при приближении непрерывных функций. Пример С.
Н. Бернштейна является лишь усилением частного случая следу-
ющей теоремы существования.
Теорема Фабера: для любой последовательности сеток

n = fxn1; xn2; :::; xnng  [a; b]
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существует непрерывная на этом отрезке функция f(x) такая,
что последовательность интерполяционных полиномов Лагранжа
Ln(f ; x) не сходится равномерно к этой функции на отрезке [a; b].
Известно также, что для каждой непрерывной функции су-
ществует своя оптимальная последовательность сеток. А именно,
имеет место следующий положительный результат.
Теорема Марцинкевича: для любой функции f(x), непре-
рывной на отрезке [a; b], существует такая последовательность се-
ток

n = 
n(f)  [a; b];
для которой соответствующий интерполяционный процесс сходит-
ся равномерно на отрезке [a; b].
Для гладких функций аналог теоремы Фабера неверен, и нет
необходимости пользоваться теоремой Марцинкевича, так как су-
ществуют универсальные для всего класса гладких функций опти-
мальные последовательности сеток. Так, например, в теории при-
ближений доказан следующий факт:
для любой функции, абсолютно непрерывной на отрезке [a; b]
(следовательно, для любой гладкой функции), интерполяционные
полиномы равномерно сходятся к ней на [a; b] для некоторых спе-
циальных последовательностей сеток, например, для последова-
тельности сеток с узлами Чебышева.
1.5 Свойства оператора интерполирования
Для фиксированной сетки

n = fxn1; xn2; :::; xnng  [a; b]
процесс интерполирования можно рассматривать как применение
линейного оператора Pn, действующего из банахова пространства
C[a; b] в себя и определенного равенством (Pnf)(x) = Ln(f ;x).
Очевидно, Pn является линейным оператором, так как
Ln(f + g; x) = Ln(f ; x) + Ln(g;x); Ln(cf ; x) = cLn(f ;x) ;
(c = const), и, кроме того, Pn является оператором проектирова-
ния, т. е.
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P 2nf := Pn(Pnf) = Pnf:
Теорема 1.9 Норма линейного оператора Pn : C[a; b] ! C[a; b]
равна константе Лебега, т. е.
jjPnjj = n := max
x2[a;b]
n(x) := max
x2[a;b]
nX
k=1
jlk(x)j:
Доказательство. Из представления Лагранжа
(Pnf)(x) = Ln(f ;x) =
nX
k=1
f(xnk)lk(x)
вытекает, что
j(Pnf)(x)j  max
xnk2[a;b]
jf(xk)j
nX
k=1
jlk(x)j 
 n(x)jjf jjC[a;b]:
Следовательно,
jjPnjj  max
x2[a;b]
n(x) = n:
С другой стороны, возьмем одну из точек x0, где достигает-
ся максимум непрерывной функции n(x). Очевидно, существу-
ет непрерывная на отрезке [a; b] функция f0 такая, что f0(xk) =
sign lk(x0) для всех k = 1; 2; :::; n и jjf0jjC[a;b] = 1. Тогда
(Pnf0)(x0) = Ln(f0;x0) =
nX
k=1
jlk(x0)j =
= n(x0) = njjf0jjC[a;b];
что влечет неравенство
jjPnjj  n;
завершающее доказательство теоремы.
Заменой переменных x = a + (b   a)(t + 1)=2 легко убе-
диться в том, что константа Лебега (норма линейного оператора
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Pn : C[a; b] ! C[a; b]) не зависит от длины отрезка интерполиро-
вания, а зависит только от относительного расположения узлов.
Понятно, что зависимость константы Лебега от числа узлов име-
ет большое значение, так как через эту константу оценивается
погрешность интерполяции.
Теорема 1.10 Для равноотстоящих узлов при интерполяции
алгебраическими полиномами константа Лебега удовлетворяет
неравенствам
2n 3
n2
< n < 2
n 1:
Доказательство. Без ограничения общности рассмотрим от-
резок [a; b] = [1; n], т.е. a = 1; b = n, с узлами x1 = 1; x2 =
2; :::; xn = n. Тогда
n = max
1xn
nX
k=1
Y
j 6=k
x  jk   j
 =
= max
1xn
nX
k=1
1
(n  k)!(k   1)!
Y
j 6=k
jx  jj:
Для любого x 2 [1; n] имеем оценкуY
j 6=k
jx  jj < (n  1)!;
поэтому верхняя оценка легко следует из тождества для биноми-
альных коэффициентов:
n <
nX
k=1
(n  1)!
(n  k)!(k   1)! = 2
n 1:
Нижняя оценка для константы Лебега получается следующим
образом. Имеем простые неравенства
n  n(3=2) =
nX
k=1
1
(n  k)!(k   1)!
Y
j 6=k
j3=2  jj
и Y
j 6=k
j3=2  jj =
Qn
j=1 j3=2  jj
jk   3=2j 
(n  2)!
4n
>
(n  1)!
4n2
:
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Применение тождества для биномиальных коэффициентов завер-
шает доказательство.
Для узлов Чебышева
xk = cos
(2k + 1)
2n
; k = 0; 1; :::; n  1;
можем записать
n = max 1x1
n 1X
k=0
jTn(x)j
jx  xkjjT 0n(xk)j
=
= max
 1x1
n 1X
k=0
j cos(n arccosx)j sinxk
njx  xkj :
Имеет место следующая теорема С.Н. Бернштейна.
Теорема 1.11 Для узлов Чебышева при интерполяции алгебра-
ическими полиномами константа Лебега имеет логарифмиче-
ский рост, в частности, можно записать
n = O(lnn):
В середине 20-го столетия усилиями ряда математиков было
доказано, что логарифмический рост для константы Лебега яв-
ляется минимальным из всех возможных. А именно, существует
постоянная c > 0 такая, что
n > c lnn
для любой сетки из n узлов.
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2 Интерполяционный полином Ньютона
Для f 2 C[a; b] и точек x1; x2; : : : ; xn 2 [a; b] интерполяционный
полином Ln(f ;x) по этим n узлам записывается по формуле
Ln(f ;x) =
nX
k=1
f(xk)lk(x);
где
lk(x) =
!n(x)
(x  xk)!0n(xk)
;
!n(x) = (x   x1)(x   x2) : : : (x   xn). Если добавить но-
вый узел xn+1 и строить интерполяционный полином по узлам
x1; x1; : : : ; xn; xn+1 2 [a; b], то получаем следующее представление
Лагранжа
Ln+1(f ;x) =
n+1X
k=1
f(xk)
!n+1(x)
(x  xk)!0n+1(xk)
;
где
!n+1(x) = (x  x1)(x  x2) : : : (x  xn+1):
Понятно, что при добавлении нового узла приходится пересчиты-
вать все слагаемые в представлении Лагранжа.
Формула для интерполяционного полинома, которая не требует
пересчета всех слагаемых при добавлении нового узла, была из-
вестна еще Ньютону. Такая формула называется формулой Нью-
тона для интерполяционного полинома Лагранжа или интерполя-
ционным полиномом Ньютона. Она получается следующим обра-
зом.
Для f 2 C[a; b] и узлов x1; x2; : : : ; xn 2 [a; b] интерполяционный
полином Лагранжа запишем в виде
Ln(f ;x) = A0 + A1(x  x1) + A2(x  x1)(x  x2)+
+ : : :+ An 1(x  x1) : : : (x  xn 1);
т. е. в виде
Ln(f ;x) =
nX
j=1
Aj 1!j 1(x);
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где !0(x) = 1 , !1(x) = (x  x1) , !k(x) = (x  x1) : : : (x  xk).
Неизвестные коэффициенты A0; A1; A2; : : : ; An 1 можно попы-
таться определить из n уравнений
Ln(f ;x1) = f(x1); : : : ; Ln(f ;xn) = f(xn):
Легко показать, что коэффициенты Ak однозначно определяются
этими уравнениями, зависят лишь от значений функции в точках
x1; x2; : : : ; xk, следовательно, не меняются при добавлении нового
узла xn+1.
Для первых двух коэффициентов вычисления весьма просты:
из первых двух уравнений имеем
f(x1) = A0;
f(x2) = A0 + A1(x2   x1);
отсюда
f(x2)  f(x1) = A1(x2   x1) ) A1 = f(x2)  f(x1)
x2   x1 :
Из третьего уравнения
f(x3) = A0 + A1(x3   x1) + A2(x3   x1)(x3   x2)
простыми выкладками определяется A2:
f(x3)  f(x2)  f(x2)  f(x1)
x2   x1 (x3   x1) =
= A2(x3   x1)(x3   x2);
f(x3)  f(x1)  f(x2)  f(x1)
x2   x1 (x3   x2)  f(x2) + f(x1) =
= A2(x3   x1)(x3   x2);
A2(x3   x1) = f(x3)  f(x2)
x3   x2  
f(x2)  f(x1)
x2   x1 :
По индукции легко получаем, что Ak однозначно определяется и
зависит лишь от значений функции в точках x1; x2; : : : ; xk.
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2.1 Разделенные разности
Выражения
f(x2)  f(x1)
x2   x1 ;
f(x3)  f(x2)
x3   x2
называются разделенными разностями 1-го порядка и обознача-
ются через f(x1;x2) и f(x2;x3), соответственно. Разделенные раз-
ности высоких порядков определяются индуктивно. А именно,
разделенная разность 2-го порядка f(x1;x2;x3) задается форму-
лой
f(x1;x2; x3) =
f(x2;x3)  f(x1; x2)
x3   x1 ;
а разделенная разность f(x1;x2; :::;xk) порядка k 1 определяется
так:
f(x1;x2; :::; xk) =
f(x2; x3; :::;xk)  f(x1;x2; :::;xk 1)
xk   x1 :
Для полноты картины значения f в узлах, т. е. числа
f(x1); f(x2); : : : ; f(xn) называют разделенными разностями по-
рядка 0.
Теорема 2.1 Справедлива следующая формула
f(x1; x2; : : : ;xk) =
kX
j=1
f(xj)
!0k(xj)
= (1)
=
kX
j=1
f(xj)
kY
i=1;i 6=j
1
xj   xi ;
где
!k(x) =
kY
j=1
(x  xj):
Доказательство. Утверждение тривиально при k = 1. Для слу-
чая k = 2
f(x1;x2) =
f(x2)  f(x1)
x2   x1 =
30
=
f(x1)
x1   x2 +
f(x2)
x2   x1 =
2X
j=1
f(xj)
!02(xj)
:
Применим метод математической индукции. Предположим, что
формула верна до порядка k   1 и выведем ее для разделенных
разностей порядка k. Можем записать
f(x1;x2; :::;xk+1) =
f(x2;x3; :::;xk+1)  f(x1; x2; :::;xk)
xk+1   x1 ;
тогда по предположению индукции f(x1;x2; :::; xk+1) =
=
1
xk+1   x1
k+1X
j=2
f(xj)
k+1Y
i=2;i 6=j
1
xj   xi 
  1
xk+1   x1
kX
j=1
f(xj)
kY
i=1;i 6=j
1
xj   xi :
Значения f(x1) и f(xk+1) входят лишь в одну из сумм и коэф-
фициенты при них вычисляются просто. Коэффициент при f(x1)
равен
  1
xk+1   x1
kY
i=2
1
x1   xi =
k+1Y
i=2
1
x1   xi =
1
!0k+1(x1)
;
и коэффициент при f(xk+1) дается формулой
1
xk+1   x1
kY
i=2
1
xk+1   xi =
kY
i=1
1
xk+1   xi =
1
!0k+1(xk+1)
:
Коэффициент при f(xm) для случая 2  m  k также нетруд-
но вычисляется и равен
1
xk+1   x1
0@ k+1Y
i=2;i 6=m
1
xm   xi  
kY
i=1;i 6=m
1
xm   xi
1A =
=
1
xk+1   x1

1
xm   xk+1  
1
xm   x1
 kY
i=2;i 6=m
1
xm   xi =
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=
1
(xm   xk+1)(xm   x1)
kY
i=2;i 6=m
1
xm   xi =
=
k+1Y
i=1;i 6=m
1
xm   xi =
1
!0k+1(xm)
:
Таким образом, коэффициенты при f(xm) имеют требуемую фор-
му для всех допустимых значений m, этим и завершается доказа-
тельство теоремы.
В качестве следствий теоремы получаем следующие свойства
разделенных разностей.
Свойство 1. Разделенная разность является линейным функ-
ционалом от f , т. е. для любых постоянных C1 и C2
(C1f + C2g)(x1; x2; : : : ; xn) =
= C1f(x1;x2; : : : ;xn) + C2g(x1;x2; : : : ;xn):
Свойство 2. Разделенная разность f(x1; : : : ; xn) является сим-
метричной функцией своих аргументов т. е. инвариантна относи-
тельно перестановки аргументов (например, f(x1; x2) = f(x2;x1)).
2.2 Представление Ньютона
Как уже отмечалось выше, в формуле
Ln(f ;x) = A0 + A1(x  x1) + A2(x  x1)(x  x2) + : : :
: : :+ An 1(x  x1)(x  x2) : : : (x  xn 1) =
nX
k=1
Ak 1 !k 1(x);
для функции f 2 C[a; b] и узлов x1; : : : ; xn первые три коэффици-
ента имеют вид
A0 = f(x1); A1 = f(x1;x2); A2 = f(x1;x2; x3):
Покажем, что для любого k, 1  k  n,
Ak 1 = f(x1;x2; : : : ; xk):
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Теорема 2.2 Интерполяционный полином для функции f 2
C[a; b] по узлам x1; x2; : : : ; xn можно представить формулой
Ньютона
Ln(f ;x) =
nX
k=1
f(x1;x2; : : : ; xk) !k 1(x):
Доказательство. Через Lm(f ;x) обозначим интерполяционный
полином Лагранжа, построенный по узлам x1; x2; :::; xm, 1  m 
n. Согласно представлению Лагранжа L1(f ; x) = f(x1);
Lm 1(f ;x) =
m 1X
j=1
f(xj)
m 1Y
i=1;i 6=j
x  xi
xj   xi (m  2):
В силу простого равенства
Ln(f ;x) = f(x1) +
nX
m=2
[Lm(f ;x)  Lm 1(f ;x)];
достаточно показать, что разность
p(x) = Lm(f ;x)  Lm 1(f ; x)
равна f(x1;x2; : : : ;xm) !m 1(x): С одной стороны, эта разность
является полиномом степени не выше m  1 и обращается в нуль
в точках x1; x2; : : : ; xm 1. Поэтому p(x) = Am 1!m 1(x) где Am 1
- некоторая постоянная.
С другой стороны, p(xm) =
= Lm(f ;xm)  Lm 1(f ;xm) = f(xm)  Lm 1(f ; xm)] =
= f(xm) 
m 1X
j=1
f(xj)
m 1Y
i=1;i 6=j
xm   xi
xj   xi =
= f(xm) +
m 1X
j=1
f(xj)
xm   xj
xj   xm
m 1Y
i=1;i 6=j
xm   xi
xj   xi =
= A
24f(xm)m 1Y
i=1
1
xm   xi +
m 1X
j=1
f(xj)
mY
i=1;i 6=j
1
xj   xi
35 :
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где A =
Qm 1
i=1 (xm   xi). Согласно предыдущей теореме вы-
ражение в квадратных скобках равно разделенной разности
f(x1;x2; : : : ;xm). Таким образом,
Am 1!m 1(xm) = p(xm) = !m 1(xm)f(x1; x2; : : : ;xm):
Следовательно, Am 1 = f(x1;x2; : : : ;xm), что и требовалось дока-
зать.
Из доказанной теоремы непосредственно следует, что при до-
бавлении к узлам x1; x2; : : : ; xn нового узла xn+1 будем иметь
Ln+1(f ;x) = Ln(f ;x) + f(x1;x2; : : : ; xn;xn+1)!n(x);
т. е. приходится вычислять только одно дополнительное слагае-
мое.
Из последней формулы можно получить полезное тождество. А
именно, учитывая равенство Ln+1(f ;xn+1) = f(xn+1) и пользуясь
формальной заменой xn+1 = x, будем иметь
f(x)  Ln(f ;x) + f(x1;x2; : : : ;xn;x)!n(x):
Отметим еще одно следствие — свойство разделенных разно-
стей для полиномов.
Свойство 3. Если Q — полином степени n, то разделенные
разности Q порядка (n+ 1) и выше равны 0.
Действительно, пусть m  n+ 1, тогда Q(x)  Lm(Q; x) и
mX
k=1
f(x1;x2; : : : ;xk) !k 1(x) = Q(x):
Из условия совпадения степеней полиномов в этом равенстве по-
лучаем, что f(x1;x2; : : : ;xm) = 0 при m  n+ 2.
2.3 Переход от разделенных к конечным разностям
В этом пункте мы запишем формулу Ньютона для интерполяци-
онного полинома с заменой разделенных разностей на конечные
разности.
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Рассмотрим узлы x1; : : : ; xn 2 [a; b] и функцию f 2 C[a; b],
обозначим
yk = f(xk); k = 1; 2; : : : ; n:
По определению, конечная разность 1-го порядка равна
1yk = yk+1   yk = yk
(как и при определении дифференциалов функций принято отож-
дествлять 1 и ). Конечная разность 2-го порядка 2yk =
1(1yk) = (yk+1   yk) = yk+2   yk+1   (yk+1   yk) выражается
формулой
2yk = yk+2   2yk+1 + yk;
и конечная разность 3-го порядка — формулой
3yk = (
2yk) = yk+3   2yk+2 + yk+1   yk+2 + 2yk+1   yk =
= yk+3   3yk+2 + 3yk+1   yk:
Индуктивно определяем конечную разность порядкаm. Получаем
myk = (
m 1yk) =
mX
j=0
( 1)jCjmyk+m j;
где Cjm — биномиальные коэффициенты.
На отрезке [a; b] возьмем равноотстоящие узлы
a  x1; x2 = x1 + h; x3 = x1 + 2h; : : : xn = x1 + (n  1)h  b:
с шагом h > 0 и поменяем разделенные разности на конечные
разности в формуле
Ln(f ;x) =
nX
k=1
f(x1;x2; : : : ;xk)!k 1(x):
Имеем f(x1) = y1),
f(x1; x2) =
f(x2)  f(x1)
x2   x1 =
y2   y1
h
=
1y1
h
;
f(x1;x2;x3) =
f(x2; x3)  f(x1; x2)
x3   x1 =
y2
h   y1h
2h
=
2y1
2h2
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и по индукции
f(x1; x2; : : : ;xk) =
k 1y1
(k   1)!hk 1 :
С учетом естественного соглашения
0y1 = y1;
получаем формулу
Ln(f ; x) =
nX
k=1
k 1y1!k 1(x)
(k   1)!hk 1 =
n 1X
k=0
ky1
k!hk
!k(x):
Эта формула приобретает универсальный вид
Ln(f ;x) =
n 1X
k=1
ky1
k!
t(t  1) : : : (t  k + 1):
при следующей замене переменных
x = x1 + ht; 0  t  n  1:
Выведенная формула называется формулой Ньютона для интер-
полирования вперед. Это название имеет естественное объясне-
ние.
Напомним прежде всего, что при выводе основного представ-
ления Лагранжа (или Ньютона) для интерполяционного полино-
ма не было требований на взаимное расположение узлов, кроме
условия xk 6= xj при k 6= j. Далее, если интерполяционные по-
линомы используются для приближенного определения значений
функции, заданной таблично, то наибольший вклад в значение
Ln(f ; x) в фиксированной точке x вносят узлы, ближайшие к точ-
ке x. Поэтому полученная выше формула с узлами
xk = x1 + kh; (h > 0; k = 0; 1; :::; n  1)
считается полезной для интерполирования в начале таблицы.
Если интерполируется значение функции в конце таблицы, то
применяют другие формулы. Для шага h > 0 берутся узлы
x1; x1   h; x1   2h; x1   3h; : : :
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и снова можно пользоваться формулой Ньютона через разделен-
ные разности.
При интерполировании в середине таблицы в качестве первых
узлов выгодно брать узлы, ближайшие к точке x и удовлетво-
ряющие, например, неравенствам x < x2k, x > x2k 1. Подобные
идеи являются классическими и плодотворно реализованы рядом
математиков. Заинтересованный читатель найдет замечательные
формулы Гаусса, Бесселя, Стирлинга и других классиков для ин-
терполяционного полинома в ряде книг, например, в учебнике Бе-
резина и Жидкова (см. [4], том 1, стр.125-142).
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3 Кратное интерполирование
При построении интерполяционного полинома Лагранжа мы тре-
бовали совпадения значений функции со значениями полинома
в узлах. Понятно, что если дополнительно требовать совпадения
значений и некоторых производных в узлах, то интерполяцион-
ный полином будет лучше приближать функцию.
Наиболее простым является следующий частный случай. Рас-
смотрим узлы интерполирования x1; x2; : : : ; xn 2 [a; b] и непре-
рывно дифференцируемую функцию f на этом отрезке.
Интерполяционный полиномHn(f ;x) ищется как полином наи-
меньшей степени, удовлетворяющий следующим условиям
f(x1) = Hn(f ;x1); f(x2) = Hn(f ;x2); : : : ; f(xn) = Hn(f ; xn);
f 0(x1) = H 0n(f ;x1); f
0(x2) = H 0n(f ; x2); : : : ; f
0(xn) = H 0n(f ;xn):
Для определения Hn(f ;x) получаем 2n уравнений. Естественно
искать его как полином степени 2n  1
Hn(f ; x) = a0 + a1x+ : : :+ a2n 1x2n 1:
Оказывается, что такой полином, называемой интерполяционным
полиномом Эрмита-Фейера, существует и находится единствен-
ным образом. Мы получим этот факт из более общего утвержде-
ния.
3.1 Интерполяционный полином Эрмита
Пусть f — непрерывная, достаточное число раз дифференцируе-
мая функция на отрезке [a; b]. Заданы узлы интерполирования
x1; x2; : : : ; xn 2 [a; b]
и их кратности (натуральные числа)
a1; a2; : : : ; an:
Требуется найти полином наименьшей степени H(x), называемой
интерполяционным полиномом Эрмита, по следующим условиям:
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в каждой узловой точке xj (j = 1; 2; : : : ; n) должны выполнять-
ся равенства
H(k)(xj) = f
(k)(xj) (2)
для всех
k = 0; 1; : : : ; aj   1:
Очевидно, для записи системы уравнений (2) достаточно, чтобы
функция f была бы непрерывно дифференцируемой (aj   1)-раз
в некоторой окрестности точки xj, где j = 1; 2; :::; n.
Число уравнений для определения H(x) равно
m = a1 + a2 + : : :+ an;
поэтому естественно искать полином H(x) степени  m  1.
Теорема 3.1 Интерполяционный полином Эрмита степени 
m  1 существует и определяется единственным образом, при-
чем его можно представить в следующей форме
H(x) = P1(x)+(x x1)a1P2(x)+(x x1)a1(x x2)a2P3(x)+ : : : (3)
+(x  x1)a1(x  x2)a2 : : : (x  xn 1)an 1Pn(x);
где Pj(x) - полином степени  aj   1.
Доказательство. Покажем сначала, что для каждого поли-
нома Q(x) степени не выше (m   1) справедливо представление
формулой (3) с указанными оценками на степени полиномов Pk.
Действительно, имеем
Q(x) = (x  x1)a1(x  x2)a2 : : : (x  xn 1)an 1Pn(x) + q(x);
степень q(x)  a1 + a2 + : : :+ an 1  1, а степень Pn(x)  m  1 
(a1 + a2 + : : :+ an 1 = an   1. Далее, можем записать
q(x) = (x  x1)a1 : : : (x  xn 2)an 2Pn 1(x) + q1(x);
где степень Pn 1 не превосходит an 1   1. Продолжаем процесс и
в итоге получаем представление (3).
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Поэтому интерполяционный полином Эрмита можно искать в
виде (3), при этом коэффициенты P1, P2, ..., Pn определяются
последовательно из условий интерполирования.
Полином P1 однозначно определяется из условий интерполиро-
вания в точке x1 . Действительно, так как
H(x)  P1(x) = (x  x1)a1Q1(x);
где Q1(x) — некоторый полином, то
[(x  x1)a1Q1(x)](k) jx=x1= 0 для k = 0; 1; : : : ; a1   1:
Поэтому
[H(x)  P1(x)](k) jx=x1= 0 для k = 0; 1; 2; : : : ; a1   1;
а значит
P
(k)
1 (x1) = H
(k)(x1) = f
(k)(x1)
для k = 0; 1; : : : ; a1   1. Степень полинома P1(x) не превосходит
a1   1, поэтому P (k)1 (x) = 0 для k  a1. Этими условиями P1
определяется в полной мере. Например, можно воспользоваться
формулой Тейлора
P1(x) = b0 +
b1
1!
(x  x1) + b2
2!
(x  x1)2 + : : :+ ba1 1
(a1   1)!(x  x1)
a1 1:
Зная P1 и условия интерполяции в точке x2, определяем P2(x).
Из (3) следует
H(x)  P1(x)
(x  x1)a1   P2(x) = (x  x2)
a2Q2(x);
где Q2(x) - некоторый полином, т. е. производная
(x  x2)a2Q(x)
до порядка (a2   1) в x2 обращается в нуль
H(x)  P1(x)
(x  x1)a1   P2(x)
(k)
x x2
= 0
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для k = 0; 1; : : : ; a2   1. Отсюда следует
P
(k)
2 (x2) =

H(x)  P1(x)
(x  x1)a1
(k)
x x2
для k = 0; 1; : : : ; a2   1. Значения функций P1 и 1=(x   x1) и их
производных в точке x2 известны, а числа
H(x2); H
0(x2); : : : ; H(a2 1)(x2)
заданы условиями интерполяции
H(x2) = f(x2); H
0(x2) = f 0(x2); :::; H(a2 1)(x2) = f (a2 1)(x2):
Кроме того, P2(x)— полином степени a2 1, поэтому P (k)2 (x)  0
для k  2. По формуле Тейлора можем найти P2.
Продолжая процесс, по индукции находим все Pk (k =
1; 2; :::; n) по той же схеме, причем Pk определяется единственным
образом условиями интерполяции в точке xk.
Приведем прямое доказательство единственности H(x) в фор-
ме (3). Предположим, что существует eH(x) — полином степени
 (m   1), удовлетворяющий всем условиям интерполирования
по Эрмиту. Рассмотрим разность
q(x) = H(x)  eH(x):
Степень q(x) не превосходит m   1, но уравнение q(x) = 0 имеет
n корней суммарной кратности m, т. е. q(x) можно представить в
виде
q(x) = (x  x1)a1 : : : (x  xn)anq1(x);
где q1(x) — некоторый полином. Если q1 не обращается тожде-
ственно в нуль, то степень q(x) не ниже a1 + a2 + : : : + an = m,
что невозможно. Следовательно, q1(x)  q(x)  0.
Получим теперь формулу для остаточного члена при интерпо-
ляции с кратными узлами для функции f 2 Cm[a; b].
Теорема 3.2 Если функция f(x) является m = a1 + a2 + : : : +
an раз непрерывно дифференцируемой, то существует точка 
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такая, что
r(x) = f(x) H(x) = f
(m)()
m!

(x);
где 
(x) = (x  x1)a1(x  x2)a2 : : : (x  xn)an.
Доказательство аналогично доказательству формулы для оста-
точного члена интерполяционного полинома Лагранжа.
Достаточно рассмотреть случай, когда x 6= xj. Пусть
'(t) = f(t) H(t)  C
(t); a  t  b:
Для фиксированной точки x из [a; b], x 6= xj, постоянная C опре-
деляется из условия '(x) = 0, т.е.
C =
r(x)

(x)
:
В точках x; x1; x2; : : : ; xn функция '(t) обращается в нуль крат-
ности a1; a2; :::; an, соответственно. По теореме Ролля '0(t) = 0 в
некоторых промежуточных точках 1; 2; : : : ; n 2 (a; b). Кроме
того, если aj  2, то '0(xj) = 0, причем xj будет для производной
нулем порядка aj   1. Таким образом, уравнение '0(t) имеет нули
суммарной кратности m. Аналогично получаем, что суммарная
кратность нулей второй производной функции '(t) равна m   1.
Продолжаем процесс. В итоге получаем, что '(m)() = 0 по край-
ней мере для одной точки  2 (a; b). Тогда
0 = '(m)() = f (m)() H(m)()  C
(m)();
следовательно, Cm! = f (m)(). Поэтому
f (m)()
m!
= C =
r(x)

(x)
;
этим и завершается доказательство.
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3.2 Полином Эрмита-Фейера. Другие частные случаи
Рассмотрим 3 частных случая.
1) Пусть кратности всех узлов равны единице. Тогда мы долж-
ны получить, что H(x) = Ln(f ;x), и в этом легко убедиться. Дей-
ствительно, в силу равенств a1 = a2 = : : : = an = 1 все полиномы
Pk в представлении (3) имеют нулевую степень, т. е. являются
константами. Поэтому формула (3) при a1 = a2 = : : : = an = 1
сводится к формуле Ньютона для интерполяционного полинома
Лагранжа с коэффициентами Pk = Ak 1 = f(x1;x2; :::;xk).
2) Пусть n = 1, m = a1  2. Тогда в представлении (3) необхо-
димо положить Pk(x)  0 при k  2. Из доказательства теоремы
следует, что
P1(x) = f(x1) +
f 0(x1)
1!
(x  x1) + f
00(x1)
2!
(x  x1)2 + : : :
+
f (m 1)(x1)
m!
(x  x1)m 1:
Очевидно, эта формула в сочетании с полученной выше форму-
лой для остаточного члена при интерполяции с кратными узлами
равносильна формуле Тейлора для функции f 2 Cm[a; b] с оста-
точным членом в форме Лагранжа.
3) Пусть n  2 и все узлы имеют одинаковую кратность 2, т.е.
a1 = a2 = : : : = an = 2. Тогда m = 2n. В этом случае мы получа-
ем интерполяционный полином H(x) = Hn(f ;x) Эрмита-Фейера,
для которого можно получить другую явное представление типа
формулы Лагранжа для Ln(f ;x).
Мы будем пользоваться стандартными обозначениями lk(x)
для фундаментальных полиномов Лагранжа, т. е.
lk(x) =
!n(x)
(x  xk)!0(xk) ;
где
!n(x) = (x  x1)(x  x2) : : : (x  xn):
Теорема 3.3 Справедлива формула: полином Hn(f ;x) равен
nX
k=1
yk l
2
k(x) [1  ck(x  xk)] +
nX
k=1
y0k l
2
k(x) (x  xk); (4)
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где
yk = f(xk); y
0
k = f
0(xk); ck =
!00n(xk)
!0n(xk)
:
Доказательство. Легко проверить, что степень полинома,
представленного формулой (4), не превосходит 2n   1, так как
степени квадратов фундаментальных полиномов Лагранжа равны
2n 2. С учетом единственности полинома кратной интерполяции
нам достаточно проверить выполнение условий
f(x1) = Hn(f ;x1); f(x2) = Hn(f ;x2); : : : ; f(xn) = Hn(f ; xn);
f 0(x1) = H 0n(f ;x1); f
0(x2) = H 0n(f ; x2); : : : ; f
0(xn) = H 0n(f ;xn):
Поскольку
lk(xj) = kj =
(
1; если k = j
0; если k 6= j
)
для каждого j = 1; 2; : : : ; n, будем иметь
Hn(f ;xj) = yj 1
2[1  cj  0] + y0j  12  0 = yj;
так как в суммах остаются лишь слагаемые с индексами k = j.
Теперь проверим равенства для производных, т. е. H 0n(xj) = y0j.
Имеем: H 0n(f ;x) =
=
nX
k=1
l2k(x)(y
0
k   ykck) +
nX
k=1
2lk(x)l
0
k(x)fyk + (y0k   ykck) (x  xk)g;
отсюда следует
H 0n(f ;xj) = y
0
j   yj cj + 2l0j(xj) yj:
Пользуясь определением производной и правилом Лопиталя, най-
дем величины 2l0j(xj):
2l0j(xj) = 2 lim
x!xj
l0j(x) = 2 lim
x!xj
!0n(x)(x  xj)  !n(x)
(x  xj)2!0n(xj)
=
= 2 lim
x!xj
!00n(x)(x  xj) + !0n(x)  !0n(x)
2(x  xj)!0n(xj)
=
=
!00n(xj)
!0n(xj)
= cj:
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Следовательно,
H 0n(f ;xj) = y
0
j + [2l
0
j(xj)  cj] yj = y0j;
что и требовалось доказать.
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4 Приближение периодических функций
Рассмотрим 2-периодическую функцию f 2 C(R) с веществен-
ными значениями, сетку с 2n + 1 узлами x0; x1; : : : ; x2n 2 [0; 2],
удовлетворяющими условиям
0 < jxi   xjj < 2; i 6= j:
Выражение
a0
2
+
nX
k=1
ak cos kx+ bk sin kx
будем называть тригонометрическим полиномом степени n, если
a2n + b
2
n 6= 0.
Естественной является следующая задача: построить тригоно-
метрический полином Tn(f ;x) степени не выше n, удовлетворяю-
щий условиям
Tn(f ;x0) = f(x0); Tn(f ;x1) = f(x1); : : : ; Tn(f ;x2n) = f(x2n):
Таким образом, для определения неизвестных коэффициентов
a0; a1; b1; : : : ; an; bn имеем систему линейных алгебраических урав-
нений
Tn(f ;xj) = f(xj) (j = 0; : : : ; 2n)
порядка 2n+ 1. Можно показать, что определитель матрицы0BBB@
1=2 cos x0 sinx0 : : : cosnx0 sinnx0
1=2 cos x1 sinx1 : : : cosnx1 sinnx1
                 
1=2 cosx2n sinx2n : : : cosnx2n sinnx2n
1CCCA (5)
отличен от нуля, поэтому интерполяционный тригонометрический
полином определится единственным образом.
Но мы избираем другой, более плодотворный путь доказа-
тельства. А именно, предъявим аналог формулы Лагранжа для
Tn(f ;x) и проверим лишь выполнение условий интерполирования
и единственности.
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4.1 Тригонометрический интерполяционный полином
Нам потребуются фундаментальные тригонометрические полино-
мы Лагранжа tk(x), заданные формулами
tk(x) =
Q2n
j=1;j 6=k sin
x xj
2Q2n
j=0;j 6=k sin
xk xj
2
; k = 0; 1; :::; 2n:
Теорема 4.1 Для каждой непрерывной 2-периодической функ-
ции f ее тригонометрический интерполяционный полином сте-
пени не выше n существует и определяется единственным об-
разом, причем его можно представить в форме Лагранжа
Tn(f ; x) =
2nX
k=0
f(xk)tk(x):
Доказательство. Шаг 1. Так как
tk(xj) == kj =
(
0; j 6= k
1; j = k
)
;
равенства значений функции и Tn(f ; x) в узлах получаются легко:
Tn(f ; xj) =
2nX
k=0
f(xk)kj = f(xj)jj = f(xj); j = 0; 1; :::; 2n:
Шаг 2. Нам нужно убедиться в том, что функция
P2n
k=0 f(xk)tk(x)
— тригонометрический полином степени не выше n. Очевидно,
достаточно показать, что tk(x) являются тригонометрическими
полиномами степени не выше n. Этот факт доказывается методом
математической индукции с применением формул тригонометрии.
Функцию tk(x) можно представить в следующем виде
tk(x) = C
2nY
j=1;j 6=k
sin
x  xj
2
(k = 0; 1; :::; 2n);
где C — величина, не зависящая от x. Так как произведение со-
держит 2n сомножителей при любом k, то наша задача сводится
к следующей: требуется доказать, что функция вида
gn(x) =
2nY
j=1
sin
x  tj
2
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является тригонометрическими полиномами степени не выше n.
Имеем: g1(x) =
= sin
x  t1
2
sin
x  t2
2
=
1
2

cos
t2   t1
2
  cos 2x  t1   t2
2

=
=
1
2

cos
t2   t1
2
  cosx cos t1 + t2
2
  sinx sin t1 + t2
2

:
Таким образом, g1(x) можно представить в виде
g1(x) = a0 + a1 cosx+ b1 sinx;
где постоянные a0; a1; b1 явно выражаются через t1; t2.
Пусть утверждение верно для n = m. Тогда
gm+1(x) = gn(x)  sin x  t2m+1
2
sin
x  t2m+2
2
:
По аналогии с g1 произведение двух последних множителей при-
водится к виду c0 + c1 cosx + d1 sinx. Поэтому можем записать:
gm+1(x) =
= (c0 + c1 cosx+ d1 sinx)
 
a0
2
+
mX
j=1
aj cos jx+ bj sin jx
!
:
Перемножая и преобразуя произведения синусов и косинусов в
суммы, легко убеждаемся в том, что gm+1(x) — тригонометриче-
ский полином степени не выше m+ 1.
Шаг 3. Докажем единственность Tn(f ;x). Предположим, что
существует другой интерполяционный тригонометрический по-
лином Tn(x) степени не выше n. Рассмотрим разность q(x) =
Tn(f ;x) Tn(x), которая также является тригонометрическим по-
линомом степени  n и обращается в нуль в узлах сетки:
q(xj) = Tn(f ;xj)  Tn(xj) = f(xj)  f(xj) = 0; j = 0; : : : ; 2n:
Отсюда будет следовать q(x)  0. Действительно, в формуле
q(x) =
a0
2
+
nX
k=1
ak cos kx+ bk sin kx
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можно заменить независимую переменную x 2 [0; 2] на ком-
плексную переменную z = eix, где i — мнимая единица. С учетом
равенства z = 1=z и формул Эйлера получаем
cos kx =
zk + zk
2
=
zk + 1=zk
2
=
zn+k + zn k
2zn
;
sin kx =
zk   zk
2i
=
zk   1=zk
2i
=  iz
n+k   zn k
2zn
;
поэтому
q(x) =
a0z
n +
Pn
k=1[ak(z
n+k + zn k)  bki(zn+k   zn k)]
2zn
:
Числитель последней дроби равен нулю тождественно, так как он
является алгебраическим полиномом степени  2n относительно
переменной z = eix и обращается в нуль в 2n+1 точке z = eixj(j =
0; : : : ; 2n). Следовательно, q(x)  0.
4.2 Случай равноотстоящих узлов
Рассмотрим равноотстоящие узлы
x0 = 0; x1 = h; x2 = 2h; : : : ; x2n = 2nh =
4n
2n+ 1
:
с шагом h = 22n+1 . В этом случае формулы для фундаментальных
тригонометрических полиномов Лагранжа упрощаются. Более то-
го, можно найти явные формулы для коэффициентов ak и bk для
тригонометрического интерполяционного полинома
Tn(f ; x) =
a0
2
+
nX
m=1
am cosmx+ bm sinmx:
Нам потребуется известная функция из теории тригонометриче-
ских рядов Фурье, а именно, ядро Дирихле
Dn(t) =
1
2
+ cos t+ : : :+ cosnt  sin(n+
1
2)t
2 sin t2
:
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Теорема 4.2 Для каждой непрерывной 2-периодической функ-
ции f и равноотстоящих узлов xk = 22n+1k; k = 0; 1; : : : ; 2n,
Tn(f ;x) =
2
2n+ 1
2nX
k=0
f(xk)Dn(x  xk);
т. е. tk(x) =
2
2n+ 1
Dn(x  xk);
а коэффициенты Фурье Tn(f ; x) определяются формулами
am =
2
2n+ 1
2nX
k=0
f(xk) cosmxk; m = 0; 1; : : : ; n;
bm =
2
2n+ 1
2nX
k=0
f(xk) sinmxk; m = 1; : : : ; n:
Доказательство. Пусть
k(x) =
2
2n+ 1
Dn(x  xk):
Представление для Tn(f ;x) посредством ядра Дирихле немед-
ленно следует из предыдущей теоремы, если мы покажем, что
k(x) равен фундаментальному тригонометрическому полиному
Лагранжа tk(x). В силу теоремы единственности тригонометриче-
ского интерполяционного полинома равенство k(x) = tk(x) будет
верно для любого k = 0; 1; 2; :::; 2n, если k(x) являются триго-
нометрическими полиномами степени не выше n и, кроме того,
имеют место равенства
k(xj) = kj =
(
1; k = j
0; k 6= j:
Пользуясь первой формулой для ядра Дирихле
Dn(x  xk) = 1
2
+ cos(x  xk) + : : :+ cosn(x  xk)
и формулами элементарной математики
cosm(x  xk) = cosmxk  cosmx+ sinmxk  sinmx;
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мы легко убеждаемся, что k(x) - тригонометрический полином
степени  n, так как Dn содержит слагаемые cosm(x xk) с m 
n.
Для вычисления k(xj) удобнее пользоваться второй формулой
ядра Дирихле, в силу которой
k(x) =
1
2n+ 1
 sin(n+
1
2)(x  xk)
sin x xk2
:
Для j 6= k непосредственно получаем
k(xj) =
1
2n+ 1
 sin

2n+1
2  22n+1(j   k)

sin 22n+1(j   k)
= 0;
а k(xk) определяется как предел k(x) при x ! xk. Привлекая
первый замечательный предел sin ! 1 при  ! 0, легко по-
лучаем:
k(xk) = lim
x!xk
1
2n+ 1

2n+1
2 (x  xk)
x xk
2
= 1:
Нам остается получить формулы для коэффициенты am; bm. С
этой целью запишем полученное представление для Tn(f ;x) по-
средством ядра Дирихле с заменой этого ядра соответствующей
суммой косинусов. Имеем
Tn(f ; x) =
2
2n+ 1
2nX
k=0
f(xk)
 
1=2 +
nX
m=1
cosm(x  xk)
!
=
=
1
2n+ 1
2nX
k=0
f(xk)+
+
2
2n+ 1
nX
m=1
2nX
k=0
f(xk)[cosmxk cosmx+ sinmxk sinmx]:
Не зависящее от переменной x слагаемое в этой сумме равен
1
2n+ 1
2nX
k=0
f(xk);
а коэффициенты при cosmx и sinmx равны, соответственно, вы-
ражениям
2
2n+ 1
2nX
k=0
f(xk) cosmxk;
2
2n+ 1
2nX
k=0
f(xk) sinmxk;
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что и требовалось доказать.
Замечание. Так как
h = xk = xk   xk 1 = 2
2n+ 1
;
то можем записать коэффициенты am и bm в виде следующих
сумм
am =
1

2nX
k=0
f(xk) cosmxk xk; bm = 1

2nX
k=0
f(xk) sinmxk xk:
Тогда нетрудно заметить, что коэффициенты Фурье тригономет-
рического интерполяционного полинома для равноотстоящих уз-
лов являются интегральными суммами для коэффициентов Фурье
самой функции f(x). Следовательно, для n!1
am ! 1

Z 2
0
f(x) cosmxdx; bm ! 1

Z 2
0
f(x) sinmxdx:
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5 Сплайн-интерполяция
Как мы видели выше, вопрос о равномерной сходимости ин-
терполяционных полиномов к интерполируемой функции при
неограниченном росте числа точек интерполяции является слож-
ным, в общем случае успеха можно добиться лишь специаль-
ным подбором узлов. Вопросы сходимости сильно упрощаются,
если в качестве приближающих функций используются кусочно-
полиномиальные функции. Такие функции называются сплайна-
ми и теория сплайн-интерполяции бурно развивается с сороковых
годов 20-го столетия.
Можно отметить, что кусочно-полиномиальные функции
(сплайны) возникли уже на заре математического анализа в рабо-
тах Лейбница и особенно в трудах Эйлера при разработке прямых
методов вариационного исчисления. Английское слово "сплайн"
означает балка, рейка. Оно стало математическим термином по
праву: американские инженеры и чертежники издавна использо-
вали гибкие рейки для ручной интерполяции функций, заданных
значениями на конечном числе точек.
Перейдем к точным определениям. Непрерывная функция
g : [a; b]! R
называется сплайном, если существует разбиение
a = x0 < x1 < x2 < ::: < xn = b
такое, что на каждом частичном отрезке [xk 1; xk] функция
g является некоторым полиномом. Таким образом, ограничение
g j[xk 1;xk] является полиномом, для простоты мы обозначим его
как
gk : [xk 1; xk]! R:
Определение 5.1 Пусть f 2 C[a; b], и пусть заданы узлы
a = x0 < x1 < x2 < ::: < xn = b; n 2 N:
Говорят, что функция g(x) = Smn (f ;x) является для f интер-
поляционным сплайном степени m  1, если выполняются усло-
вия:
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1) g непрерывна на [a; b], а на каждом частичном отрезке
[xk 1; xk]
g(x) = gk(x);
где gk(x) — некоторый полином степени  m, т.е. имеет вид
gk(x) =
mX
j=0
akjx;
2) для каждого узла xj (j = 0; : : : ; n)
g(xj) = f(xj);
3) если m  2, то g 2 C(m 1)[a; b].
Отметим, что в специальной литературе, где рассматриваются
более общие вопросы, определенные нами сплайны называются
сплайнами порядка m и дефекта 1.
Сплайны предоставляют удобный аппарат приближения функ-
ций конечной гладкости. Мы рассмотрим подробнее лишь наибо-
лее употребительные на практике сплайны первой степени (m =
1) и кубические сплайны (m = 3).
При исследовании порядка приближения нам потребуется по-
нятие модуля непрерывности для функции f 2 C[a; b]. Напом-
ним определение и некоторые свойства. Модуль непрерывности
!(f; ) определяется следующим образом: для фиксированного
положительного числа  2 (0; b  a]
!(f; ) := sup
x0;x002[a;b];jx0 x00j
jf(x0)  f(x00)j:
Из определения непосредственно следует, что модуль непрерыв-
ности является монотонно неубывающей функцией переменной ,
 2 (0; b  a]. Кроме того, условие f 2 C[a; b] равносильно равен-
ству
lim
!0
!(f ; ) = 0
в силу теоремы Кантора о равномерной непрерывности функции,
непрерывной на отрезке.
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Принято выделять подпространства непрерывных функций по-
средством фиксации свойства модуля непрерывности. Одним из
наиболее употребительных подпространств является класс Lip (
Липшиц-альфа), где  2 (0; 1] — фиксированное число.
По определению, f 2 Lip означает существование некоторой
постоянной M > 0 такой, что для всех x0; x00 2 [a; b] имеет место
неравенство
jf(x0)  f(x00)j M jx0   x00j:
Очевидно, условие f 2 Lip равносильно неравенству
!(f ; ) M
с некоторой постоянной M > 0. Отметим также, что если f 2
C1[a; b], то f 2 Lip 1, но обратное утверждение, вообще говоря,
неверно.
Действительно, для любого отрезка [x0; x00]  [a; b] по формуле
Лагранжа о конечных приращениях можно записать: 9 2 (x0; x00)
такое, что
f(x00)  f(x0) = f 0()(x00   x0);
поэтому
jf(x00)  f(x0)j M jx00   x0j
с постоянной
M = max
x2[a;b]
jf 0(x)j <1:
С другой стороны, функция f(x) = jxj, x 2 [ 1; 1], не имеет про-
изводной в точке нуль, т. е. не является непрерывно дифферен-
цируемой, но она удовлетворяет условию Липшица с постоянной
M = 1, так как
jf(x00)  f(x0)j = jjx00j   jx0jj  jx00   x0j:
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5.1 Сплайны первой степени
Рассмотрим сплайн первой степени g(x) = S1n(f ;x) для
f 2 C[a; b]; a = x0 < : : : < xn = b:
По определению интерполяционного сплайна g 2 C[a; b], g(xk) =
f(xk); k = 0; 1; :::; n, кроме того, на любом частичном отрезке
[xk 1; xk]
g(x) = gk(x) = akx+ bk:
Таким образом, речь идет об аппроксимации f 2 C[a; b] ломаны-
ми, т. е. непрерывными, кусочно-линейными функциями.
Существование и единственность интерполяционного сплай-
на 1-ой степени получаются тривиально. Действительно, нахож-
дение gk(x) = akx + bk геометрически сводится к построе-
нию отрезка прямой, проходящей через 2 точки с координатами
(xk 1; f(xk 1)); (xk; f(xk)). Кроме того, мы можем интерпретиро-
вать gk(x) = akx + bk как интерполяционный полином Лагранжа
степени  1, построенный по двум узлам xk 1; xk. По доказанно-
му ранее такой полином существует, определяется единственным
образом и может быть представлен по формуле Лагранжа на от-
резке [xk 1; xk] в явном виде как
g(x) = gk(x) = f(xk 1)
x  xk
xk 1   xk + f(xk)
x  xk 1
xk   xk 1 :
Равенства g(xk) = f(xk) и g(xk 1) = f(xk 1) очевидны.
Рассмотрим аппроксимационные свойства сплайнов первой сте-
пени. Отметим прежде всего представление типа Лагранжа
S1n(f ;x) =
nX
j=0
f(xj) sj(x);
где sj(x) — фундаментальные сплайны первой степени со стан-
дартным свойством sj(xk) = kj. Мы можем написать их в явном
виде. Для крайних узлов
s0(x) =
(
x1 x
x1 a при a  x  x1;
0 при x1  x  b;
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sn(x) =
(
0 при a  x  xn 1;
x xn 1
b xn 1 при xn 1  x  b;
и при любом 1  j  n  1, т.е. для внутренних узлов
sj(x) =
8>>>><>>>>:
0 при a  x  xj 1;
x xj 1
xj xj 1 при xj 1  x  xj;
xj+1 x
xj+1 xj при xj  x  xj+1;
0 при xj+1  x  b:
Норма оператора S1n легко вычисляется и равна 1 при любом n,
так как
nX
j=0
jsj(x)j 
nX
j=0
sj(x)  1:
В силу ограниченности нормы оператор S1n должен обладать хо-
рошими аппроксимационными свойствами. Мы получим оценки
погрешности интерполяции с использованием модуля непрерыв-
ности интерполируемой функции или ее производной, а также
диаметра разбиения x0 = a < x1 < x2 < : : : < xn = b, опре-
деляемого стандартно как
n = max
k=1;:::;n
jxk   xk 1j:
Теорема 5.1 Для каждой функции f 2 C[a; b] ее интерполяци-
онный сплайн S1n(f ;x), построенный по сетке x0 = a < x1 <
x2 < : : : < xn = b с диаметром разбиения n, имеет следующие
свойства:
1) kf(x)  S1n(f ; x)kC[a;b]  !(f; n);
2) S1n(f ;x) f(x) при n ! 0:
Доказательство. Утверждение 2) следует из 1) в силу свойств
модуля непрерывности. Поэтому достаточно доказать 1).
Пусть x 2 [a; b], тогда x попадает в один из частичных отрез-
ков, т.е. x 2 [xk 1; xk] для некоторого k. Тогда
f(x)  S1n(f ;x) = f(x)  gk(x) = f(x)
xk   x+ x  xk 1
xk   xk 1  
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 f(xk 1)(xk   x)
xk   xk 1  
f(xk)(x  xk 1)
xk   xk 1 =
= [f(x)  f(xk 1)] xk   x
xk   xk 1 + [f(x)  f(xk)]
x  xk 1
xk   xk 1 :
Из соотношений
0  x  xk 1  xk   xk 1  n; 0  xk   x  xk   xk 1  n
следует
jf(x)  f(xk 1)j  !(f; n); jf(x)  f(xk)j  !(f; n):
Таким образом, приходим к соотношениям
jf(x)  Sn(f ;x)j  !(f ; n) x  xk 1
xk   xk 1+
+!(f ; n)
xk   x
xk   xk 1 = !(f ; n):
Теорема доказана.
Отметим простое следствие теоремы. Если f 2 Lip (0 <  
1), то существует постоянная M такая, что !(f; n)  Mn . По-
этому
kf(x)  Sn(f ; x)kC[a;b] = O(n):
Для непрерывно дифференцируемых функций погрешность
интерполяции допускает более сильную оценку.
Теорема 5.2 Пусть f 2 C1[a; b], S1n(f ;x) — ее интерполяцион-
ный сплайн 1-ой степени, построенный по узлам x0 = a < x1 <
x2 < : : : < xn = b с диаметром n. Тогда
kf(x)  S1n(f ;x)kC[a;b] 
n
4
!(f 0; n):
Доказательство. Как и в теореме 5.1 получаем формулы
f(x)  S1n(f ; x) = f(x)  gk(x) =
= [f(x)  f(xk 1)] xk   x
xk   xk 1 + [f(x)  f(xk)]
x  xk 1
xk   xk 1
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для x 2 [xk 1; xk]. По формуле Лагранжа о конечных приращени-
ях существуют  2 (xk 1; x) и  2 (x; xk) такие, что
f(x)  f(xk 1) = f 0()(x  xk 1); f(x)  f(xk) =  f 0()(xk   x):
Следовательно,
f(x)  S1n(f ; x) = [f 0()  f 0()]
(xk   x)(x  xk 1)
xk   xk 1 :
Оценим сверху модуль правой части. Из соотношений
j   j  xk   xk 1  n
и определения модуля непрерывности следует неравенство
jf 0()  f 0()j  !(f 0; n);
которое вместе с элементарным неравенством
(xk   x)(x  xk 1)
xk   xk 1 
(xk   xk 1)
4
 n
4
влечет искомый факт:
kf(x)  S1n(f ;x)kC[a;b]  !(f 0; n)
n
4
:
Можно выделить 2 важных следствия доказанной теоремы.
Следствие 5.2.1 Если f 0 2 Lip (0 <   1), то
kf(x)  S1n(f ;x)kC[a;b] = O(1+n ):
Следствие 5.2.2 Для любой функции f 2 C2[a; b]
kf(x)  S1n(f ;x)kC[a;b] = O(2n):
В частности, если интерполяционный полином построен по рав-
ноотстоящим узлам с шагом h = n = b an , то
kf(x)  S1n(f ; x)kC[a;b] = O

1
n2

:
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Отметим так называемое "свойство насыщаемости" сплайна
первой степени, которое заключается в следующем: дальнейшее
увеличение порядка гладкости интерполируемой функции, напри-
мер, требование f 2 Cr[a; b], r  3, не приводит к лучшим оцен-
кам погрешности аппроксимации, чем оценка O(2n) для дважды
непрерывно дифференцируемых функций.
Невозможность дальнейшего повышения порядка малости по-
грешности за счет порядка гладкости интерполируемой функции
можно демонстрировать на простом примере.
Пример. Рассмотрим сколь угодно гладкую функцию f0(x) =
x2 на отрезке [ 1; 1] и сетку с равноотстоящими узлами
xk =  1 + kh; h = 2=n; k = 0; 1; :::; n:
Пусть n — нечетное число. Тогда один из частичных отрезков
имеет вид [ h=2; h=2], и на этом отрезке, очевидно, S1n(f0; x) 
h2=4. Поэтому
kf0(x)  S1n(f ;x)kC[a;b]  jf0(0)  S1n(f ; 0)j = h2=4:
Если n — четное число, то полученная оценка снизу для погреш-
ности интерполяции также верна (покажите!).
Замечание. Обратите внимание, что в предыдущих рассуж-
дениях речь идет об оценках погрешности, гарантированных для
всех функций из заданных классов функций. Понятно, что для
конкретной функции аппроксимация может быть намного лучше.
Например, если взять непрерывную, кусочно-линейную функцию,
то погрешность тождественно равна нулю при подходящем выбо-
ре сетки.
Рассмотрим теперь вариационное (экстремальное) свойство
сплайнов первой степени. Нам потребуется пространство Соболе-
ва W 12 [a; b] непрерывных функций F : [a; b]! R с нормой
kFkW 12 = kFkC[a;b] + kF 0kL2[a;b]:
Напомню, чтоW 12 [a; b] — полное линейное нормированное (т. е. ба-
нахово) пространство. Производная функции F понимается как
обобщенная производная в смысле Соболева , т. е. существует
60
некоторая интегрируемая в смысле Лебега функция F 0, удовле-
творяющая равенствуZ b
a
F (x)'0(x) dx =  
Z b
a
F 0(x)'(x) dx
для любой пробной функции ' 2 C1[a; b] такой, что '(a) = '(b) =
0. Пространство W 12 [a; b] содержит в себе все кусочно-гладкие
функции, в частности, сплайны, определенные на отрезке [a; b].
Пусть f : [a; b]! R — заданная непрерывная функция, и
a = x0 < x1 < : : : < xn = b
— некоторая фиксированная сетка.
Рассмотрим задачу минимизации функционала
(F ) =
Z b
a
F
02(x) dx:
при следующих условиях:
1) F 2W 12 [a; b],
2) имеют место равенства F (xk) = f(xk), где k = 0; : : : ; n.
Очевидно, сплайн g(x) = S1n(f ;x) является одной из функций,
удовлетворяющей обоим условиям.
Теорема 5.3 Для любой функции F , удовлетворяющей услови-
ям 1) и 2), имеет место неравенствоZ b
a
F
02(x) dx 
Z b
a

dS1n(f ; x)
dx
2
dx;
где равенство достигается тогда и только тогда, когда F (x) 
S1n(f ;x).
Доказательство. Пусть g(x) = S1n(f ;x). Имеем
(F   g) =
Z b
a
(F 0   g0)2dx =
Z b
a
(F
02   2F 0g0 + g02)dx =
=
Z b
a
F
02dx 
Z b
a
g
02dx  2
Z b
a
(F 0g0   g02)dx:
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Вычисления показывают, что третий интеграл равен нулю. Дей-
ствительно, пользуясь аддитивностью интеграла и формулой ин-
тегрирования по частям, получаем
A =
Z b
a
g0(x)[F 0(x)  g0(x)]dx =
nX
k=1
Z xk
xk 1
g0(x)d[F (x)  g(x)]:
Так как
g0(x) =
f(xk)  f(xk 1)
xk   xk 1 =: Ck
не зависит от x, то
A =
nX
k=1
Ck
Z xk
xk 1
d[F (x)  g(x)] = 0
в силу того, чтоZ xk
xk 1
d[F (x)  g(x)] = [F (xk)  g(xk)]  [F (xk 1)  g(xk 1)] = 0:
Таким образом, мы доказали, чтоZ b
a
F
02(x)dx =
Z b
a
g
02(x)dx+ (F   g) 
Z b
a
g
02(x)dx:
Следовательно, с учетом обозначения g(x) = S1n(f ;x)
min(F ) = (S1n(f ;x)):
Докажем теперь единственность экстремальной функции. Пред-
положим, что существует еще одна экстремальная функция F1.
Но тогдаZ b
a
g
02(x)dx =
Z b
a
F
02
1 dx =
Z b
a
g
02(x)dx+ (F1   g);
отсюда следует
(F1   g) =
Z b
a
(F1   g)02 = 0;
значит F 01(x) = g0(x) почти всюду на [a; b], отсюда
F1(x) = g(x) + Const  S1n(f ;x) + Const:
Константа равна нулю в силу равенств F1(xk) = g(xk), поэтому
F1(x)  S1n(f ;x), что и требовалось доказать.
62
5.2 Кубические сплайны
Для заданной функции f 2 C[a; b] и узлов a = x0 < x1 < x2 <
: : : < xn = b сплайн третьей степени, т. е. кубический сплайн
g(x) = S3n(f ; x)
определяется тремя условиями:
I) на каждом частичном отрезке [xk 1; xk] (k = 1; 2; : : : ; n)
g(x) = ak0 + ak1x+ ak2x
2 + ak3x
3
— полином третьей степени;
II) для каждого k = 1; 2; : : : ; n
g(xk) = f(xk);
III) g 2 C2[a; b], т. е. g; g0; g00 непрерывны на [a; b]. Это условие
фактически сводится к дважды гладкой склейке на внутренних
узловых точках полиномов gk из соседних частичных отрезков:
для каждого k = 1; 2; : : : ; n  1 должны выполняться равенства
gk(xk) = gk+1(xk); g
0
k(xk) = g
0
k+1(xk); g
00
k(xk) = g
00
k+1(xk):
Условиями I—III кубический сплайн определяется не един-
ственным образом, поскольку число неизвестных коэффициентов
akj равно 4n, а число уравнений для их определения равно 4n 2.
А именно, n + 1 уравнение дано условиями интерполирования и
3(n   1) уравнений предоставлены условиями дважды гладкой
склейки на внутренних узловых точках.
Таким образом, нужны еще 2 условия. Дополнительные усло-
вия вида g(a) = g(b), g0(a) = g0(b) обычно применяются для пери-
одических функций с периодом T = b  a.
Для непериодических функций наиболее употребительными
являются так называемые естественные кубические сплайны, они
определяются присоединением следующих дополнительных усло-
вий: g00(a) = g00(b) = 0.
Теорема 5.4 Для каждой функции f 2 C[a; b] ее естествен-
ный кубический сплайн g(x) = S3n(f ;x), построенный по сетке
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x0 = a < x1 < x2 < : : : < xn = b, существует и определяется
единственным образом.
Доказательство.Матрица системы из 4n линейных алгебраи-
ческих уравнений для прямого определения неизвестных коэффи-
циентов akj оказывается громоздкой. Поэтому используется такой
"трюк". В дополнение к числам y0 = g00(x0) = 0, yn = g00(xn) = 0
вводятся неизвестные заранее параметры (моменты):
y1 = g
00(x1); y2 = g00(x2); :::; yn 1 = g00(xn 1):
Покажем, что по этим параметрам однозначно определяются
gk(x), а сами числа yk (k = 1; 2; :::; n   1) находятся как решение
несложной системы линейных алгебраических уравнений порядка
n  1.
На каждом частичном отрезке [xk 1; xk] функция g00(x)  g00k(x)
является линейной, поэтому
g00(x) = (1  t)yk 1 + tyk; t = x  xk 1
xk
; xk = xk   xk 1:
Интегрированием по переменной t с учетом равенства dx = xkdt
получаем
g0(x) = g0(xk 1) +
xk
2
(1  (1  t)2)yk 1 + xk
2
t2yk;
g(x) = g(xk 1) + xktg0(xk 1)+
+
(xk)
2
6
(3t+ (1  t)3   1)yk 1 + (xk)
2
6
t3yk:
Полагая t = 1 в выражении для g(x) и учитывая равенства
g(xk 1) = f(xk 1); g(xk) = f(xk), находим
g0(xk 1) =
f(xk)  f(xk 1)
xk
  xk
3
yk 1   xk
6
yk:
Подставляя это значение g0(xk 1) в выражение для g0(x) и полагая
t = 1 , получаем
g0(xk) =
f(xk)  f(xk 1)
xk
+
xk
6
yk 1 +
xk
3
yk:
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Равенства g0(xk) = g0(xk+1) (k = 1; 2; :::; n  1), т.е. условия непре-
рывной склейки первых производных, приводят к линейной си-
стеме для моментов yk (k = 1; 2; :::; n  1):
f(xk)  f(xk 1)
xk
+
xk
6
yk 1 +
xk
3
yk =
=
f(xk+1)  f(xk)
xk+1
  xk+1
3
yk   xk+1
6
yk+1
или, что то же самое, к системе
xk yk 1 + 2 (xk +xk+1) yk +xk+1 yk+1 = bk;
где k = 1; 2; :::; n   1, y0 = yn = 0, а свободные члены даны
равенствами
bk = 6
f(xk+1)  f(xk)
xk+1
  6 f(xk)  f(xk 1)
xk
:
Нетрудно показать, что полученная система однозначно разреши-
ма.
Матрица системы относится к типу "трехдиагональной с диа-
гональным преобладанием". Подробнее такие системы мы будем
исследовать в следующем семестре.
Отметим также, что кубический сплайн можно построить
иным выбором вспомогательных параметров, а именно, исходя из
величин zk = g0(xk) (k = 0; 1; :::; n). При таком подходе получает-
ся формула (докажите!)
gk(x) = (1  t)2(1 + 2t)f(xk 1) + t2(3  2t)f(xk)+
+t(1  t)xk [(1  t) zk 1   t zk];
и система для определения параметров zk (k = 0; 1; :::; n) также
оказывается трехдиагональной.
Опишем теперь кратко вариационное свойство естественных
сплайнов. Пусть f : [a; b] ! R — заданная непрерывная функ-
ция, и a = x0 < x1 < : : : < xn = b — некоторая фиксированная
сетка. Рассмотрим задачу минимизации функционала энергии
E(F ) =
Z b
a
F
002(x) dx:
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при следующих условиях:
1) F 2 W 22 [a; b] = fF 2 C[a; b]: существует обобщенная произ-
водная F 00 и F 00 2 L2[a; b]g;
2) имеют место равенства F (xk) = f(xk), где k = 0; : : : ; n.
Очевидно, кубический сплайн g(x) = S3n(f ;x) является одной
из функций, удовлетворяющей обоим условиям.
Теорема 5.5 Для любой функции F , удовлетворяющей услови-
ям 1) и 2), Z b
a
F
002(x) dx 
Z b
a

d 2S3n(f ;x)
dx2
2
dx;
где равенство достигается тогда и только тогда, когда F (x) 
S3n(f ;x) - естественный кубический сплайн.
Доказательство аналогично доказательству теоремы 5.3. В силу
равенства
F
002   g002 = (F 00   g00)2 + 2g00(F 00   g00);
можем написать
E(F )  E(g) = E(F   g) + 2
Z b
a
g
00
(F
00   g00) dx:
Интеграл от функции 2g00(F 00 g00) для g(x) = S3n(f ;x) равен нулю,
в чем легко убедиться интегрированием по частям.
В заключение приведем без доказательства теорему, показыва-
ющую аппроксимационные свойства и свойство насыщения есте-
ственных кубических сплайнов.
Теорема 5.6 Пусть f 2 C[a; b], a = x0 < x1 < x2 < : : : <
xn = b, n — диаметр разбиения этой сетки. Если f 2 Cr[a; b],
r = 1; 2; : : :, то
kf(x)  S3n(f ; x)kC[a;b] =
8><>:
O(rn) при r  4;
O(4n) при r  4:
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6 Наилучшие приближения функций
Пусть F — линейное нормированное пространство над полем ве-
щественных или комплексных чисел. Рассмотрим некоторую си-
стему fl1; l2; : : : ; lng линейно-независимых элементов из F . Их ли-
нейные комбинации т. е. элементы вида
fn =
nX
k=1
klk (k 2 R)
образуют замкнутое подпространство Fn = ffng. Для любого
f 2 F ставится задача минимизации функционала  : Rn ! R,
определенного равенством
(1 : : : n) = kf  
nX
k=1
klkkF :
Инфимум этой нормы, т. е. неотрицательная величина
Enf = inf
1:::n
(1 : : : n)
называется наилучшим приближением f 2 F (элементами fn 2
Fn  F ). Существование и единственность наилучшего приближе-
ния легко следует из определения и классических теорем анализа.
Остается открытым лишь вопрос о нахождении этой величины.
Далее, если существует элемент
f 0n =
nX
k=1
0k lk 2 Fn;
на котором достигается этот инфимум, то его называют элемен-
том наилучшего приближения. Возникают естественные вопро-
сы:
1) существует ли элемент наилучшего приближения f 0n;
2) определяется ли единственным образом;
3) каков алгоритм практического построения f 0n.
Забегая вперед, укажем, что существование элемента наилуч-
шего приближения имеет место при самых общих предположе-
ниях, для единственности и алгоритма построения f 0n необходи-
мы дополнительные предположения о структуре пространства F .
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Вопрос 3) мы рассмотрим в двух случаях, когда пространство F
является гильбертовым или F — банахово пространство C[a; b].
6.1 Теоремы существования и единственности
Докажем сначала теорему существования.
Теорема 6.1 Пусть F - линейное нормированное пространство
над полем вещественных чисел. Тогда для любого f 2 F суще-
ствует элемент наилучшего приближения f 0n.
Доказательство. Если f 2 Fn, то, очевидно, f 0n = f и Enf =
0. Таким образом, этот случай является простым.
Рассмотрим нетривиальный случай, когда
f =2 Fn; Enf = inffkf   fnk; fn 2 Fng > 0:
По определению инфимума существует последовательность um 2
Fn (m 2 N) такая, что
kf   umk  Enf + 1
m
:
Применяя неравенство треугольника, получаем
kumk  kum   fk+ kfk  Enf + 1 + kfk;
т. е. последовательность um ограничена. Поскольку в конечномер-
ном пространстве Fn из любой ограниченной последовательно-
сти можно выделить сходящуюся подпоследовательность, то су-
ществует подпоследовательность umk такая, что
lim
k!1
umk = u0 2 Fn:
Переходя к пределу при k !1 в неравенстве
Enf  kf   umkk  Enf +
1
mk
будем иметь
Enf = kf   u0k:
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Так как u0 2 Fn, элемент u0 = f 0n является элементом наилучшего
приближения по определению.
Для формулировки теоремы единственности нам потребуется
следующее важное определение.
Определение 6.1 Норма пространства F называется строго
выпуклой, если для каждой пары линейно-независимых элемен-
тов f; g 2 F выполнено строгое неравенство треугольника:
kf + gk < kfk+ kgk:
Ясно, что строгую выпуклость нормы по-иному можно охарак-
теризовать следующим свойством (равносильным приведенному
определению):
если kf+gk = kfk+kgk, то существует число   0 такое,
что либо f = g , либо g = f .
Строгая выпуклость нормы оказывается достаточным (хотя и
не необходимым) условием единственности элемента наилучшего
приближения.
Теорема 6.2 Пусть F — линейное нормированное простран-
ство со строго выпуклой нормой. Тогда для каждого f 2 F эле-
мент наилучшего приближения определяется единственным об-
разом.
Доказательство. Если f 2 Fn, то Enf = 0 и, очевидно, эле-
мент наилучшего приближения совпадает с f , т. е. определяется
единственным образом.
Для нетривиального случая докажем единственность от про-
тивного. А именно, предположим обратное: существуют f 2 F n
Fn, f 0n 2 Fn и f 1n 2 Fn такие, что f 0n 6= f 1n и
Enf = kf   f 0nk = kf   f 1nk;
Для среднего арифметического
g =
f 0n + f
1
n
2
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элементов f 0n и f 1n имеем: g 2 Fn и
Enf  kf   gk =
f   f 0n + f 1n2
 = kf   f 0n + f   f 1nk2 
 kf   f
0
nk+ kf   f 1nk
2
= Enf:
Отсюда следует, что kf   gk = Enf и kf   f 0n + f   f 1nk = kf  
f 0nk+ kf   f 1nk.
Первое из этих равенств означает, что среднее арифметиче-
ское элементов f 0n и f 1n также является элементом наилучшего
приближения. А из второго равенства в силу строгой выпуклости
нормы следует, что элементы f   f 0n и f   f 1n являются линейно-
зависимыми. Следовательно, существует число  такое, что либо
f   f 0n = (f   f 1n), либо f   f 1n = (f   f 0n).
Рассмотрим два случая:  = 1 и  6= 1. Если  = 1, то f   f 0n =
f   f 1n, т.е. f 0n = f 1n, Получили противоречие.
Пусть теперь  6= 1. Тогда f(1  ) = f 0n   f 1n или f(1  ) =
f 1n   f 0n. Поделив на 1   , получаем, что f 2 Fn как линейная
комбинация элементов f 0n и f 1n, что противоречит выбору f .
Этим и завершается доказательство.
Примеры пространств со строго выпуклыми нормами
1) Норма в любом гильбертовом пространстве является
строго выпуклой.
Доказательство. Если элементы f; g 2 F гильбертова про-
странства F являются линейно-независимыми, то для их ска-
лярного произведения имеет место строгое неравенство Коши
j(f; g)j < kfk  kgk. С учетом этого получаем
kf + gk2 = (f + g; f + g) = kfk2 + kgk2 + (f; g) + (g; f) <
< kfk2 + kgk2 + 2kfk  kgk = (kfk+ kgk)2:
2) Для любого p 2 (1;1) строго выпуклую норму имеет про-
странство Лебега Lp(a; b) ((x) > 0 п. в. на [a; b]) с нормой
kfk =
Z b
a
(x)jf(x)jpdx
1=p
:
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Для случая p = 2 это пространство является гильбертовым.
Для остальных значений параметра утверждение следует из того,
что для линейно-независимых функций известные интегральные
неравенства Гельдера и Минковского являются строгими.
Популярные банаховы пространства, нормы в которых
не являются строго выпуклыми
1) Норма пространства C[a; b] не является строго выпуклой.
Достаточно рассмотреть случай, когда [a; b] = [0; 1]. Возьмем
линейно-независимые элементы этого пространства f(x) = 1 и
g(x) = x. Имеем
kf + gk = max
x2[0;1]
(1 + x) = 2;
kfk = 1; kgk = max
x2[0;1]
x = 1;
следовательно,
kf + gk = kfk+ kgk:
2) Норма пространства Лебега L1 также не является строго
выпуклой.
Действительно, для любой пары функции f(x)  0 и g(x)  0
из этого пространства
kf + gkL1 =
Z b
a
f(x) dx+
Z b
a
g(x) dx = kfkL1 + kgkL1
в силу линейности интеграла. Легко выбрать f и g линейно - неза-
висимыми. Можно, например, взять f(x) = 1, g(x) = x2.
Утверждение распространяется и на случай весовых про-
странств L1[a; b] с нормой
kfk =
Z b
a
(x)jf(x)jdx
и с весом (x) > 0 почти всюду на [a; b].
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6.2 Приближения в гильбертовом пространстве
Пусть F — гильбертово пространство, l1; l2; : : : ; ln — система
линейно-независимых элементов из F . Для любого f 2 F элемент
наилучшего приближения f 0n существует и определяется един-
ственным образом, так как норма гильбертова пространства яв-
ляется строго выпуклой. Оказывается, что в случае гильбертова
пространства легко вычислить само наилучшее приближение Enf
и найти явно f 0n.
Поскольку любая система линейно-независимых элементов
l1; l2; : : : ; ln может быть преобразована в ортонормированную при-
менением процесса ортогонализации Грама-Шмидта и этот про-
цесс описывается явными формулами, то нам необходимо в
первую очередь рассматривать наилучшие приближения элемен-
тами ортонормированной системы.
Теорема 6.3 Пусть F — гильбертово пространство, система
fl1; l2; : : : ; lng  F является ортонормированной. Тогда для лю-
бого f 2 F наилучшее приближение по этой системе определя-
ется формулой
Enf =
vuutkfk2   nX
k=1
jc0kj2;
а элемент наилучшего приближения f 0n — формулой
f 0n =
nX
k=1
c0klk;
где числа c0k определяются равенствами c
0
k = (f; lk) и называют-
ся коэффициентами Фурье.
Доказательство. Пусть Fn — подпространство, натянутое на
систему fl1; l2; : : : ; lng  F . Рассмотрим произвольный элемент
fn =
nX
k=1
klk
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этого подпространства. Пользуясь определением нормы в гиль-
бертовом пространстве, можем записать
kf   fnk2 = (f   fn; f   fn) = (f  
nX
k=1
klk; f  
nX
k=1
klk) =
= (f; f) 
nX
k=1
(f; klk) 
nX
k=1
(klk; f) +
nX
k=1
nX
j=1
(klk; jlj):
Простыми выкладками, с учетом обозначения (f; lk) = c0k, полу-
чаем
kf  fnk2 = kfk2 
nX
k=1
(kc
0
k+kc
0
k)+
nX
k=1
(jkj2+ jc0kj2) 
nX
k=1
c0kc
0
k =
= kfk2  
nX
k=1
jc0kj2 +
nX
k=1
jk   c0kj2:
Отсюда следует, что
kf   fnk2  kfk2  
nX
k=1
jc0kj2;
причем это неравенство превращается в равенство тогда и только
тогда, когда
nX
k=1
jk   c0kj2 = 0;
т. е. когда k = c0k для всех k = 1; 2; :::; n. В силу произвольности
fn 2 Fn немедленно получаем
(Enf)
2 = kfk2  
nX
k=1
jc0kj2 = kf  
nX
k=1
c0klkk2:
Эти равенства показывают, в частности, что элемент
f 0n =
nX
k=1
c0klk;
является элементом наилучшего приближения.
Теорема доказана.
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Теорема 6.4 Пусть F - гильбертово пространство. Если
l1; l2; : : : ; ln линейно-независимы, то элемент наилучшего при-
ближения f 0n для любого f 2 F определяется по формуле
f 0n =
nX
k=1
0klk;
где 0k (k = 1; 2; : : : ; n) - решение системы уравнений
nX
k=1
k(lk; lj) = (f; lj); j = 1; 2; : : : ; n:
Доказательство. Применяя процесс ортогонализации Грама-
Шмидта, получаем ортонормированную систему g1; g2; : : : ; gn. Яс-
но, что элементы наилучшего приближения по исходной систе-
ме и по ортонормированной системе g1; g2; : : : ; gn совпадают. По-
этому элемент наилучшего приближения для f 2 F по системе
l1; l2; : : : ; ln имеет вид
f 0n =
nX
k=1
c0kgk;
где c0k = (f; gk) — коэффициенты Фурье. Поскольку
gj =
nX
k=1
kjlk
с некоторыми коэффициентами kj, то элемент наилучшего при-
ближения может быть представлен в виде
f 0n =
nX
k=1
klk:
Равенства c0k = (f; gk) = (f
0
n; gk) означают, что элемент f   f 0n
ортогонален всем gk, а значит и всем lk. Поэтому (f   f 0n; lk) = 0
или, что то же самое, (f; lk) = (f 0n; lk) для всех k = 1; 2; :::; n.
Умножая скалярно обе части выражения для f 0n на lj с учетом
равенства (f; lj) = (f 0n; lj) получаем систему линейных алгебраи-
ческих уравнений
nX
k=1
k(lk; lj) = (f; lj) (j = 1; 2; : : : ; n)
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для определения неизвестных коэффициентов k. В силу суще-
ствования и единственности элемента наилучшего приближения
полученная система должна быть однозначно разрешимой. Итак,
определитель этой системы, называемый определителем Грама,
отличен от нуля:
n = det((lk; lj)) 6= 0:
И решение системы имеет вид
0k =

(k)
n
n
;
следовательно,
f 0n =
nX
k=1

(k)
n
n
lk:
Этим и завершается доказательство теоремы.
75
6.3 Примеры применения общих теорем
Приведем несколько примеров применения доказанных теорем.
Пример 1. Наилучшее приближение тригонометрическими
полиномами можно построить следующим образом.
В гильбертовом пространстве F = L2(0; 2) со скалярным про-
изведением
(f; g) =
1
2
Z 2
0
f(x)g(x)dx
рассмотрим ортогональную систему
fe irx; : : : ; e ix; 1; eix; : : : ; eirxg:
Элемент наилучшего приближения для любого f 2 L2(0; 2) по
указанной системе определяется формулой
f 0n(x) =
rX
k= r
0ke
ikx;
где
0k =
1
2
Z 2
0
f(x)e ikxdx:
Пример 2. Наилучшее приближение алгебраическими поли-
номами степени  n в пространстве L2 с весом  ((x) > 0 почти
всюду на [a; b]).
В этом случае естественно рассмотреть систему 1; x; x2; : : : ; xn.
Соответствующая ортонормированная система является системой
ортогональных (с весом (x)) полиномов
P0(x); P1(x); : : : ; Pn(x):
Элемент наилучшего приближения для любой функции f 2
L2(a; b) представим в виде
f 0n =
nX
k=0
c0kPk(x);
где
c0k = (f; Pk) =
Z b
a
(x)f(x)Pk(x)dx:
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Если система ортогональных полиномом Pk(x) неизвестна, то
полином наилучшего приближения ищется в виде
f 0n =
nX
k=0
0kx
k;
неизвестные коэффициенты определяются решением системы ли-
нейных алгебраических уравнений
nX
k=0
akj
0
k = bj; j = 1; 2; : : : ; n;
где
akj =
Z b
a
(x)xk+jdx; bj =
Z b
a
(x)f(x)xjdx:
Примеры 3.1 и 3.2 (Случай среднеквадратичных приближе-
ний на дискретном множестве точек).
На отрезке [a; b] возьмем точки x1; x2; : : : ; xn (xj 6= xk при
j 6= k). Рассмотрим определенные на этих узлах функции f :
fx1; : : : ; xng ! R. Множество всех таких функций образуют ко-
нечномерное пространство F = ffg со скалярным произведением
(f; g) =
nX
l=1
f(xl)g(xl)
и нормой
kfk =
vuut nX
l=1
jf(xl)j2:
Далее, в F рассмотрим систему линейно-независимых функций
l1(x); l2(x); : : : ; lm(x):
Понятно, что должно выполняться неравенство
n  m:
Для любой функции f 2 F рассмотрим задачу минимизации
квадратичного функционала
(1; 2; : : : ; m) =
nX
l=1
jf(xl)  fm(xl)j2
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на функциях вида
fm(x) =
mX
k=1
klk(x):
Такую задачу можно попытаться исследовать методами клас-
сического дифференциального исчисления, взяв за отправную
точку систему необходимых условий экстремума:
@
@j
= 0; j = 1; : : : ;m:
Но нам проще интерпретировать эту задачу как частный слу-
чай задачи о наилучшем приближении в гильбертовом простран-
стве.
Пример 3.1. Алгебраические полиномы наилучшего сред-
неквадратичного приближения на дискретном множестве точек
получаются так. Для узлов x1; x2; : : : ; xn 2 [a; b] и линейно-
независимой системы
1; x; x2; : : : ; xm 1 (т. е. lk(x) = xk 1)
элемент наилучшего приближения можно представить в виде
f 0m =
mX
k=1
0kx
k 1:
Согласно общей теории, неизвестные коэффициенты определяют-
ся из системы линейных алгебраических уравнений
mX
k=1
k(lk; lj) = (f; lj); j = 1; : : : ;m;
где
(lk; lj) =
nX
l=1
xk+j 2l ; (f; lj) =
nX
k=1
f(xl)x
j 1
l :
Пример 3.2. Среднеквадратичное приближение тригономет-
рическими полиномами на дискретном множестве точек.
Для n узлов
xk =
2k
n
; k = 0; : : : ; n  1;
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рассмотрим пространство функций
f : fxlgn 1l=0 ! C
со скалярным произведением
(f; g) =
1
n
n 1X
l=0
f(xl)g(xl):
Система функций eijx, j = 0; 1; : : : ;m   1 ( n  m) является
ортонормированной в этом пространстве. Действительно, имеем
(lk; lj) =
1
n
n 1X
l=0
eikxleijxl =
1
n
n 1X
l=0
ei(k j)
2
n l:
Поэтому, если k = j, то
(lk; lk) =
1
n
n 1X
l=0
1 = 1;
если же k 6= j, то с учетом формул
u = ei(k j)
2
n 6= 1; un = 1;
получаем
n(lk; lj) =
n 1X
l=0
ul =
un   1
u  1 =
e2i(k j)   1
u  1 = 0:
Согласно общей теории элемент наилучшего приближения явля-
ется отрезком ряда Фурье для заданного элемента f , т. е.
f 0m =
m 1X
k=0
0ke
ikx;
где
0k = (f; e
ikx) =
1
n
n 1X
l=0
f(xl)  e ikxl:
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6.4 Наилучшие равномерные приближения полинома-
ми
Рассмотрим подробнее задачу о наилучших приближениях ал-
гебраическими полиномами в банаховом пространстве C[a; b] над
полем вещественных чисел. Более точно, для любой функции
f 2 C[a; b] рассматривается величина — наилучшее приближение
f в метрике C[a; b] алгебраическими полиномами степени  n:
Enf = inf
Pn
kf   PnkC[a;b];
где
Pn(x) = a0 + a1x+ : : :+ anx
n
— полиномы степени  n с вещественными коэффициентами.
Поскольку C[a; b] — линейное нормированное пространство, то
согласно общей теории существует хотя бы один полином наилуч-
шего равномерного приближения, т. е. существует
P 0n(x) = a
0
0 + a
0
1x+ : : :+ a
0
nx
n
такой, что
Enf = kf   P 0nkC[a;b]:
Норма пространства C[a; b] не является строго выпуклой, по-
этому необходим иной подход для доказательства единственности
полинома наилучшего равномерного приближения P 0n(x).
Наилучшие равномерные приближения непрерывных функций
алгебраическими полиномами описываются теоремами П.Л. Че-
бышева. Но прежде всего мы напомним классическую теорему
Вейерштрасса.
Теорема 6.5 Для любой функции f 2 C[a; b] и любого " > 0
существует алгебраический полином P (x) такой, что
kf   PkC[a;b] < ":
Из определения наилучшего приближения непосредственно
следует, что Enf  0 для любого n и
E0f  E1f  :::  Enf  ::: (n  1):
Легко доказывается и следующее утверждение.
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Теорема 6.6 Для любой функции f 2 C[a; b]
lim
n!1Enf = 0:
Доказательство. Пусть f 2 C[a; b], зададимся произвольным
" > 0. По теореме Вейерштрасса существует полином P степени n0
такой, что kf PkC[a;b] < ". Следовательно, для всех номеров n 
n0 с учетом определения наилучшего приближения как инфимума
будем иметь
Enf  En0f  kf   PkC[a;b] < ":
Теорема доказана.
С целью подготовки к пониманию основной теоремы этого па-
раграфа — теоремы о чебышевском альтернансе — рассмотрим
задачу нахождения наилучшего приближения в простейших слу-
чаях, когда n равно нулю или единице.
Пусть n = 0, для непостоянной функции f 2 C[a; b] необходимо
найти постоянную a00, реализующую следующий минимум
min
a0
kf   a0kC[a;b] = E0f:
Геометрически очевидно
P 00 (x) = a
0
0 =
M +m
2
; E0f =
M  m
2
;
где
M = max
axb
f(x) = f(x1); m = min
axb
f(x) = f(x2):
Ясно, что существуют по крайней мере 2 различных точки
x1; x2 2 [a; b] такие, что для остаточного члена r0(x) = P 00 (x)  
f(x) справедливы равенства
r0(x1) =  E0f; r0(x2) = +E0f:
Если n = 1, то наилучшее приближение
E1f = min
a0;a1
kf   (a0 + a1x)kC[a;b]
легко определяется геометрически для случая, когда f — выпук-
лая функция. Имеем
P 01 (x) = a
0
0 + a
0
1x; a
0
1 =
f(b)  f(a)
b  a ;
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а постоянная a00 такова, что для r0(x) = P 00 (x) f(x) справедливы
равенства
r0(xj) = ( 1)jE1f;  = 1; j = 1; 2; 3;
где x1 = a, x2 2 (a; b), x3 = b.
Оказывается верным естественное обобщение этих примеров
для любых n 2 N: если P 0n — полином наилучшего равномерного
приближения для f 2 C[a; b], то существует не менее n+ 2 точек
x1 < x2 < x3 < : : : < xn+2; xk 2 [a; b];
таких, что
P 0n(xj)  f(xj) = ( 1)j  Enf; j = 1; 2; : : : ; n+ 2;
где  = сonst, причем либо  = 1, либо  =  1.
Теорема 6.7 (О чебышевском альтернансе.) Для любой функ-
ции f 2 C[a; b] полином Pn(x) степени  n является полиномом
наилучшего равномерного приближения f тогда и только тогда,
когда на [a; b] существует на менее n+ 2 точек
x1 < x2 < x3 < : : : < xn+2
таких, что
Pn(xj)  f(xj) = ( 1)jkPn   fkC[a;b]; j = 1; 2; : : : ; n+ 2; (6)
где  = сonst, причем либо  = 1, либо  =  1.
Доказательство. Необходимость. Пусть Pn = P 0n — полином
наилучшего равномерного приближения. Легко видеть, что для
функция rn(x) = P 0n(x)  f(x) должны существовать по крайней
мере 2 точки x1 и x2 такие, что rn(xj) = ( 1)j  Enf . Пред-
положим, что условие альтернанса Чебышева выполняется самое
большее на m точках, причем m  n+ 1, т.е. на [a; b] существует
лишь m  n+ 1 точек
x1 < x2 < x3 < : : : < xm
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таких, что
rn(xj) = ( 1)jEnf; j = 1; 2; : : : ;m ( = сonst; jj = 1):
Подчеркнем, что число m выбрано максимальным из всех воз-
можных.
Замкнутое множество E = fx 2 [a; b] : jrn(x)j = Enfg предста-
вим в виде
E =
m[
j=1
Ej;
где замкнутые множества Ej определены следующим образом:
E1 = fx 2 [a; x2) : rn(x) = rn(x1)g;
Ej = fx 2 (xj 1; xj+1) : rn(x) = rn(xj)g; 2  j  m  1;
Em = fx 2 (xm 1; b] : rn(x) = rn(xm)g:
Легко проверить (с учетом максимальности m), что определения
множеств Ej корректны и эти множества не пусты, так как xj 2
Ej и, кроме того,
ak+1 := minfx : x 2 Ek+1g > maxfx : x 2 Ekg =: bk
для всех k = 1; 2; :::;m  1. Следовательно, существуют точки
1 < 2 < ::: < m 1;
удовлетворяющие условиям
bk < k < ak+1 (k = 1; 2; :::;m  1):
Рассмотрим полином s(x) = (x  1)(x  2):::(x  m 1), выбрав
знак постоянной  из условия совпадения знаков rn(x1) и s(x1).
Тогда rn(x)s(x) > 0 для любого x 2 E, и для достаточно малого
jj > 0
krn   skC[a;b] = kP 0n   s  fkC[a;b] < Enf;
а это противоречит тому, что P 0n — полином наилучшего равно-
мерного приближения.
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Докажем теперь от противного достаточность условия (6).
Предположим, что Pn удовлетворяет (6), но не является полино-
мом наилучшего равномерного приближения. Возьмем полином
наилучшего равномерного приближения P 0n и рассмотрим раз-
ность
qn(x) = Pn(x)  P 0n(x):
По определению наилучшего приближения
kPn   fkC[a;b] > kP 0n   fkC[a;b] = Enf;
в частности, во всех узловых точках
jPn(xj)  f(xj)j > Enf  jP 0n(xj)  f(xj)j:
Поэтому значение разности Pn(x)  P 0n(x), т. е.
qn(x) = [Pn(x)  f(x)] + [f(x)  P 0n(x)];
в любой узловой точке xj не равно нулю и имеет тот же знак, что
и
A(xj) = Pn(xj)  f(xj) = ( 1)jkPn   fkC[a;b]:
Таким образом, знаки qn(xj) чередуются, следовательно, полином
qn(x) обращается в нуль в некоторых точках y1; : : : ; yn+1 таких,
что
x1 < y1 < x2 < y2 < ::: < yn+1 < xn+2:
Поскольку qn(x) является полиномом степени не выше n и обра-
щается в нуль в n + 1 точке, то qn(x)  0, т. е. Pn(x)  P 0n(x).
Пришли к противоречию.
Этим и завершается доказательство.
Теорема об альтернансе позволяет установить единственность
полинома наилучшего равномерного приближения.
Теорема 6.8 Для любой функции f 2 C[a; b] и любого n полином
наилучшего равномерного приближения P 0n определяется един-
ственным образом.
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Доказательство. Предположим обратное: пусть имеются два
различных полинома наилучшего равномерного приближения
P 1n(x) и P 0n(x). Тогда для любого x 2 [a; b] можем написать нера-
венства:  Enf  f(x)   P 0n(x)  Enf и  Enf  f(x)   P 1n(x) 
Enf .
Сложим эти неравенства и поделим на 2. В результате получим
 Enf  f(x)  P
0
n(x) + P
1
n(x)
2
 Enf;
следовательно, функция
Q(x) =
P 0n(x) + P
1
n(x)
2
также является полиномом наилучшего равномерного приближе-
ния. По теореме 6.7 о чебышевском альтернансе, примененной к
этой функции, на отрезке [a; b] существуют точки
x1 < x2 < x3 < : : : < xn+2
такие, что
Q(xj)  f(xj) = ( 1)jkQ  fk = ( 1)jEnf;
где j = 1; 2; :::; n+2, ( = 1, либо  =  1). Записав эти равенства
в узловых точках в виде
2[Q(xj)  f(xj)] = P 0n(xj)  f(xj)+P 1n(xj)  f(xj) = 2( 1)j Enf;
мы обнаруживаем, что они возможны лишь в том случае, когда
P 0n(xj)  f(xj) = P 1n(xj)  f(xj) = ( 1)jEnf:
Как следствие получаем, что
P 0n(xj) = P
1
n(xj) для j = 1; 2; :::; n+ 2:
Отсюда немедленно следует
P 0n(x)  P 1n(x);
так как степени этих полиномов не превосходят n. Получили про-
тиворечие, завершающее доказательство.
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Следствие 6.8.1 Пусть f 2 C[ a; a], a > 0.
1) Если f — четная функция, то ее полином наилучшего рав-
номерного приближения P 0n также является четным.
2) Если f нечетна, то P 0n также нечетна.
Доказательство. Пусть P 0n(x) — полином наилучшего равно-
мерного приближения f 2 C[ a; a].
1) Пусть f — четная функция, т. е. f(x) = f( x) для любого
x 2 [ a; a]. Тогда для всех t =  x 2 [ a; a]
jP 0n(x)  f(x)j = jP 0n( x)  f( x)j = jP 0n(t)  f(t)j  Enf:
Следовательно, P 0n( x) также является полиномом наилучшего
равномерного приближения. В силу теоремы единственности
P 0n( x) = P 0n(x); для любого x 2 [ a; a]:
2) Для нечетной функции f имеем
jP 0n( x)  f(x)j = j   P 0n( x) + f( x)j =
= jf(t)  P 0n(t)j  Enf 8x =  t 2 [ a; a]:
Следовательно,  P 0n( x) - полином наилучшего равномерного
приближения. В силу теоремы единственности получаем
 P 0n( x) = P 0n(x):
Опишем теперь задачу, показывающую связь полиномов Чебы-
шева 1-го рода с теоремой о чебышевском альтернансе.
Задача Чебышева. Найти P 0n 1(x) — полином наилучшего
равномерного приближения степени  n  1 для функции f(x) =
xn, x 2 [ 1; 1].
Введем в рассмотрение функцию
fPn(x) = Tn(x)
2n 1
;
где Tn(x) = cos(n arccosx) — полином Чебышева 1-го рода. Пока-
жем, что искомый полином определяется по формуле: P 0n 1(x) =
xn  fPn(x)
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Для этого достаточно проверить условие альтернанса Чебы-
шева. Поскольку рассматривается задача для полиномов степени
 n  1, это условие должно выполняться в n+ 1 точке. Пусть
xk = cos
k
n
; k = 0; 1; : : : ; n:
Имеем: xnk   P 0n 1(xk) =
=
Tn(xk)
2n 1
=
cos k
2n 1
=
( 1)k
2n 1
k cos(n arccosx)kC[ 1;1]:
Тогда по теореме Чебышева об альтернансе искомый полином наи-
лучшего равномерного приближения дается формулой
P 0n 1(x) = x
n   Tn(x)
2n 1
:
Следствие 6.8.2 Для любого полинома Pn 1(x) степени  n 1
kxn + Pn 1(x)kC[ 1;1]  1
2n 1
:
В заключение отметим, что заменой переменной x =
cos ; 0    , система полиномов Чебышева 1-го рода
fTn(x)g1n=0
преобразуется в тригонометрическую систему косинусов
f1; cos ; cos 2; : : :g; 0    :
С учетом этого легко показать, что fTn(x)g1n=0 — полная орто-
гональная система в L2 с весовой функцией
(x) =
1p
1  x2 :
Доказательство. Замена переменной x = cos  в интеграле
показывает, что ортогональность полиномов Чебышева 1-го родаZ 1
 1
Tk(x)Tj(x)p
1  x2 dx = 0; k 6= j;
равносильна хорошо известным равенствамZ 
0
cos k cos j d =
1
2
Z 
 
cos k cos j d = 0; k 6= j:
А полнота fTn(x)g1n=0 вытекает из полноты тригонометрической
системы косинусов в пространстве L2[0; ].
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7 Квадратурные формулы
Интеграл Римана Z b
a
f(x) dx
сколь угодно точно аппроксимируется интегральными суммами
вида
nX
k=1
f(xk)xk:
Но интегральные суммы могут сходиться к значению интеграла
очень медленно. Поэтому разработаны оригинальные методы чис-
ленного интегрирования. Важное место среди них занимают клас-
сические квадратурные формулы.
Как это принято в теории меры Жордана символом < a; b >
мы будем обозначать промежуток от a до b, чтобы охватить одним
символом 4 возможных варианта: [a; b]; (a; b]; [a; b); (a; b).
Пусть f 2 C < a; b >, заданы точки x1; : : : ; xn 2< a; b >. Будем
рассматривать задачу приближенного вычисления интегралаZ b
a
(x)f(x) dx;
где  = (x) — фиксированная весовая функция. Предполагаем,
что
(x) 2 L1[a; b]; (x)  0;
Z b
a
(x) dx > 0:
Квадратурной принято называть формулу видаZ b
a
(x)f(x) dx 
nX
k=1
Akf(xk); (7)
где Ak — некоторые вещественные числа. Предполагается, что ко-
эффициенты Ak не зависят от f . Точки xk в формуле (7) принято
называть узлами.
Определение 7.1 Пусть M — некоторое семейство функций,
непрерывных на промежутке < a; b >. Говорят, что квадратур-
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ная формула (7) точна на множествеM , если для каждой функ-
ции F 2M Z b
a
(x)F (x) dx =
nX
k=1
AkF (xk);
т. е. приближенное равенство превращается в обычное. В част-
ности, говорят, что квадратурная формула (7) точна на мно-
жестве алгебраических полиномов степени  m, если имеют
место равенства Z b
a
(x)xj dx =
nX
k=1
Akx
j
k
для любого j = 0; 1; :::;m.
Сам термин "квадратура" восходит к древнегреческой цивилиза-
ции. А именно, античными математиками был поставлен вопрос о
квадратуре круга (т. е. вопрос о возможности построения с помо-
щью линейки и циркуля квадрата, равновеликого кругу по площа-
ди). А вычисление площадей, как вы хорошо знаете, равносильно
интегрированию подходящих функций.
Простейшие квадратурные формулы для вычисления интегра-
лов создавались и использовались уже во времена Ньютона и
Лейбница (Кеплер и Торичелли (1664), формула Ньютона, изло-
женная в его письме Лейбницу (1676) и опубликованная Котесом
(1722), Симпсон (1743)).
Прием, лежащий в основе всех классических квадратурных
формул, состоит в замене подинтегральной функции некоторым
ее приближением (например, интерполяционным полиномом или
сплайном).
7.1 Интерполяционные квадратурные формулы
Пусть f 2 C < a; b >, рассмотрим интерполяционный полином
Лагранжа Ln(f ;x), построенный по сетке узлов fx1; x2; : : : ; xng 
< a; b >. Заменяя подинтегральную функцию ее интерполяци-
онным полиномом в форме Лагранжа, получаем приближенную
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формулу Z b
a
(x)f(x) dx 
Z b
a
(x)Ln(f ;x) dx =
=
Z b
a
(x)
nX
k=1
f(xk)lk(x) dx =
nX
k=1
pkf(xk);
где
pk =
Z b
a
(x)lk(x) dx;
или, что то же самое,
pk =
Z b
a
(x)
!n(x)
(x  xk)!0n(xk)
dx;
где
!n(x) = (x  x1)(x  x2) : : : (x  xn):
Полученная таким образом квадратурная формулаZ b
a
(x)f(x) dx 
nX
k=1
pkf(xk)
называется интерполяционной квадратурной формулой.
Теорема 7.1 Квадратурная формула (7) с коэффициентами Ak
является точной для любого алгебраического полинома степени
 n   1 тогда и только тогда, когда она совпадает с интерпо-
ляционной квадратурной формулой, т. е. когда Ak = pk для всех
k = 1; 2; :::; n.
Доказательство. Предположим, что (7) точна для каждого
полинома степени n 1. Тогда эта формула должна быть точной
для всех фундаментальных полиномов Лагранжа lj(x), поскольку
они являются полиномами степени n 1. Таким образом, для всех
j = 1; : : : ; n; должны выполняться равенстваZ b
a
(x)lj(x) dx =
nX
k=1
Aklj(xk) =
nX
k=1
Akkj = Aj:
С другой стороны,
pj =
Z b
a
(x)lj(x) dx
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по определению интерполяционной квадратурной формулы. Сле-
довательно, Aj = pj для всех j = 1; : : : ; n.
Обратное утверждение о том, что интерполяционная квадра-
турная формула является точной для каждого полинома степени
 n 1, является тривиальным. Действительно, если F — полином
степени  n  1, то Ln(F ;x)  F (x), поэтомуZ b
a
(x)F (x) dx =
Z b
a
(x)Ln(F ;x) dx =
=
Z b
a
(x)
nX
k=1
F (xk) lk(x) dx =
=
nX
k=1
F (xk)
Z b
a
(x) lk(x) dx =
nX
k=1
pk F (xk):
Теорема доказана.
Погрешность интерполяционной квадратурной формулы
Rn(f) =
Z b
a
(x)f(x) dx 
nX
k=1
pkf(xk)
может быть эффективно оценена для f 2 Cn[a; b], где n — число
узлов сетки.
Теорема 7.2 Пусть !n(x) = (x   x1) : : : (x   xn), n  1. Если
f 2 Cn[a; b], то существует точка  2 [a; b] такая, что для по-
грешности интерполяционной квадратурной формулы справед-
лива оценка
jRn(f)j  jf
(n)()j
n!
Z b
a
(x)j!n(x)j dx:
А в частном случае, когда n = 2, x1 = a; x2 = b, имеет место
равенство
R2(f) =
f 00()
2
Z b
a
(x)!2(x) dx:
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Доказательство. Имеем
Rn(f) ==
Z b
a
(x)[f(x)  Ln(f ;x)]dx =
Z b
a
(x)rn(x) dx:
Как было установлено для остаточного члена интерполяции при
любом x 2 [a; b] существует точка  = (x) 2 (a; b) такая, что
rn(x) =
f (n)((x))
n!
!n(x):
Следовательно,
Rn(f) =
1
n!
Z b
a
(x) f (n)((x)) !n(x) dx:
Отсюда получаем
jRn(f)j  1
n!
Z b
a
(x) jf (n)((x))j j!n(x)j dx:
Утверждение теоремы получается теперь по теореме о среднем
для интегралов с учетом непрерывности f (n)(x). В частном слу-
чае мы пользуемся знакопостоянством !2(x) = (x   a)(x   b) и
применяем теорему о среднем до перехода к абсолютным величи-
нам. Этим и завершается доказательство теоремы.
Интерполяционную квадратурную формулу на [a; b] для рав-
номерной сетки шага h = (b  a)=n с узлами
a = x0; x1 = a+ h; x2 = a+ 2h; : : : ; xn = a+ nh = b
принято называть формулой Ньютона-Котеса.
Поскольку число узлов равно (n + 1), то в этом случае интер-
поляционная квадратурная формула имеет видZ b
a
(x) f(x) dx 
Z b
a
(x)Ln+1(f ;x) dx =
nX
k=0
ck f(n+ kh);
где
ck =
Z b
a
(x)
!n+1(x)
(x  xk)!0n+1(xk)
dx;
!n+1(x) = (x  x0)(x  x1) : : : (x  xn):
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В этих формулах сделаем замену x = a + ht, 0  t  n. Простые
вычисления показывают, что
ck =
( 1)n kh
k!(n  k)!
Z n
0
(a+ ht)
t(t  1):::(t  n)
t  k dt:
Поскольку квадратурная формула Ньютона-Котеса точна для
функции f(x)  1, имеем
nX
k=0
ck =
Z b
a
(x) dx:
Отсюда следует, что если все коэффициенты ck  0, то все они
ограничены числом, не зависящим от n, поэтому погрешность
квадратурной формулы не превосходит по порядку погрешности
при вычислении функции. Такая устойчивость в вычислениях мо-
жет быть нарушена, если коэффициенты ck имеют разные знаки,
так как оценка погрешности зависит от суммы
nX
k=0
jckj;
а эта сумма может неограниченно возрастать с ростом n.
Поэтому на практике поступают следующим образом: разбива-
ют промежуток интегрирования на несколько частичных проме-
жутков и на каждом из них применяют интерполяционную квад-
ратурную формулу с небольшим числом узлов. Получаемые на
этом пути формулы называются составными квадратурными
формулами.
Отметим, что популярные приближенные формулы прямо-
угольников и трапеций, а также формула Симпсона яв-
ляются составными квадратурными формулами. Поясним
этот факт подробнее на примере формулы трапеций для прибли-
женного вычисления интегралаZ b
a
f(x) dx:
Применим сначала квадратурную формулу Ньютона-Котеса на
[a; b] для сетки с двумя узлами a = x0; x1 = b. ИмеемZ b
a
f(x) dx  c0f(a) + c1f(b);
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где
c0 =
Z b
a
x  b
a  b dx =
b  a
2
; c1 =
Z b
a
a  x
b  a dx =
b  a
2
:
Получаем приближенную формулуZ b
a
f(x) dx  b  a
2
[f(a) + f(b)];
которую принято называть малой формулой трапеций.
Общая (большая) формула трапеций строится так: сегмент
[a; b] делим на n  2 равных частей точками
a = x0; x1 = a+ h; : : : ; xk = a+ kh; : : : ; xn = a+ nh = b;
и представляем искомый интеграл в виде суммы:Z b
a
f(x) dx =
nX
k=1
Z xk
xk 1
f(x) dx:
Применяя на каждом частичном отрезке малую формулу трапе-
ций, находимZ b
a
f(x) dx 
nX
k=1
xk   xk 1
2
[f(xk 1 + f(xk)] =
=
b  a
n

f(a) + f(b)
2
+ f(x1) + f(x2) + : : :+ f(xn 1)

:
Обозначив fk = f(xk), h = (b   a)=n, мы можем записать боль-
шую формулу трапеций в традиционной формеZ b
a
f(x) dx  b  a
n

f0 + fn
2
+ f1 + f2 + : : :+ fn 1

:
7.2 Оценки погрешности трех квадратурных формул
Формула трапеций
Из общей теоремы оценки погрешности интерполяционных
квадратурных формул вытекает следующее утверждение: если
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f 2 C2[a; b], то для малой формулы трапеций существует точка
 2 [a; b] такая, что погрешность
R2(f) =
Z b
a
f(x) dx  b  a
2
[f(a) + f(b)]
определяется формулой
R2(f) =
f 00()
2
Z b
a
(x  a)(x  b)dx =  f
00()
12
(b  a)3:
Оценка погрешности
Rn(f) =
Z b
a
f(x) dx  b  a
n

f0 + fn
2
+ f1 + f2 + : : :+ fn 1

большой формулы трапеций дается в следующей теореме.
Теорема 7.3 Если f 2 C2[a; b], то существует  2 [a; b] такая,
что погрешность большой формулы трапеций равна
Rn(f) =  (b  a)
3
12n2
f 00() = O

1
n2

:
Доказательство. Для произвольного частичного отрезка по-
грешность малой формулы трапеций определяется формулой
 f
00(k)
12
(xk   xk 1)3; k 2 [xk 1; xk]:
Поэтому
Rn(f) =
nX
k=1

 f
00(k)
12
(xk   xk 1)3

=
=  (b  a)
3
12n2

 
1
n
nX
k=1
f 00(k)
!
:
Cреднее арифметическое чисел f 00(k) лежит между минималь-
ным и максимальным значениями второй производной. Отсюда
следует, что
1
n
X
f 00(k) = f 00()
для некоторой точки  2 [a; b]. Этим и завершается доказатель-
ство.
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Следующий простой пример явно показывает невозможность
дальнейшего повышения порядка погрешности O(1=n2) для фор-
мулы трапеций за счет повышения порядка гладкости интегриру-
емой функции.
Пример. Рассмотрим на отрезке [0; 1] сколь угодно гладкую
функцию f(x) = x2, сетку xk = kh; k = 0; 1; :::; n, с шагом h =
1=n. Пользуясь известной формулой
12 + 22 + 32 + :::+ (n  1)2 = (n  1)n(2n  1)
6
;
легко вычисляем погрешность формулы трапеций для интегралаR 1
0 x
2 dx:Z 1
0
x2 dx  1
n

1
2
+
1
n2
+
22
n2
+ :::+
(n  1)2
n2

=   1
6n2
:
Можно получить оценки погрешности формулы трапеций и в
случае, когда на функцию накладываются менее жесткие огра-
ничения, чем f 2 C2[a; b]. Для этого удобнее пользоваться иной
трактовкой большой формулы трапеций, а именно, геометрически
очевидной формулойZ b
a
f(x) dx 
Z b
a
S1n(f ;x) dx;
где S1n(f ;x) — сплайн 1-ой степени. Тогда погрешность формулы
трапеций
Rn(f) =
Z b
a
rn(x) dx;
где rn(x) = f(x)   S1n(f ;x). Понятно, что оценки погрешности
Rn(f) без труда следуют из известных неравенств для rn(x).
Поскольку в формуле трапеций используется равномерная сет-
ка, то диаметр разбиения равен шагу сетки, т.е. n = h = (b a)=n.
Опишем кратко несколько новых оценок погрешности Rn(f) для
формулы трапеций:
1) пусть f 2 C[a; b], тогда
jrn(x)j  !

f;
b  a
n

;
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поэтому
jRn(x)j  !

f;
b  a
n


Z b
a
dx  (b  a) !

f;
b  a
n

;
в частности, если f 2 Lip (0 <   1) с постоянной M , то
jRn(f)j  M(b  a)
1+
n
= O

1
n

;
2) пусть f 0 2 Lip (0 <   1) с постояннойM1. Тогда с учетом
неравенства
jrn(x)j  b  a
4n
!

f 0;
b  a
n

;
получаем
Rn(f)  b  a
4n
 M1(b  a)

n
 (b  a) =
=
(b  a)2+M1
4n1+
= O

1
n1+

:
Квадратурная формула Симпсона
Стандартный путь построения формулы Симпсона состоит в
замене подинтегральных функций параболическими сплайнами,
т. е. сплайнами второй степени. Мы будем пользоваться другим
приемом, также хорошо известным, но позволяющим получить
наилучшие оценки погрешности для этой квадратурной формулы.
Малая квадратурная формула Симпсона для функции f 2
C[a; b] строится по трем узлам:
x1 = a; x2 = c :=
a+ b
2
; x3 = b:
Пусть H3(f ;x) - интерполяционный полином Эрмита, построен-
ный по условиям: H3(f ; a) = f(a); H3(f ; b) = f(b);
H3(f ; c) = f(c); H
0
3(f ; c) = f
0(c):
Поскольку сумма кратностей равна m = 1 + 2 + 1 = 4, то суще-
ствует единственный интерполяционный полином H3(f ;x) степе-
ни  m  1 = 3. Будем искать его в виде следующего полинома
H3(f ;x) = A+B(x a)+C(x a)(x  b)+D(x a)(x  b)(x  c):
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Приближенное равенствоZ b
a
f(x) dx 
Z b
a
H3(f ;x) dx
будем называть малой формулой Симпсона.
Поскольку Z b
a
(x  a)(x  b)

x  a+ b
2

dx = 0;
то нет необходимости определять последний коэффициент D в
выражении для H3(f ; x). А первые три коэффициента легко на-
ходятся.
Имеем: A = f(a) силу условия H3(f ; a) = f(a), равенство
H3(f ; b) = f(b) дает уравнение f(b) = f(a) + B(b   a) для опре-
деления B, а затем из условия H3(f ; c) = f(c) можно найти по-
стоянную C. Непосредственные вычисления (мы их пропускаем)
коэффициентов A; B; C и суммы интегралов
A
Z b
a
dx+B
Z b
a
(x  a) dx+ C
Z b
a
(x  a)(x  b) dx
приводят к малой формуле Симпсона в привычной форме:Z b
a
f(x) dx  b  a
6
[f(a) + 4f(c) + f(b)] :
Оценим теперь погрешность малой формулы Симпсона при
условии f 2 C4[a; b]. Как было показано при рассмотрении ин-
терполяционных полиномов Эрмита, существует  2 (a; b) такая,
что
r(x) = f(x) H3(f ;x) = f
(4)()
4!
(x  a)(x  b)(x  c)2:
Поэтому погрешность малой формулы Симпсона представима в
виде
R3(x) =
Z b
a
r(x) dx =
=
f (4)()
4!
Z b
a
(x  a)(x  b)(x  c)2dx = f
(4)()
2880
(b  a)5;
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где  2 [a; b], а постоянная 2880 — результат вычисления произ-
ведения 6!  4.
Большая формула Симпсона составляется из малых. По-
лагаем
h =
b  a
n
; n  2; xk = a+ kh; k = 0; 1; : : : ; n;
записываем равенствоZ b
a
f(x) dx =
nX
k=1
Z xk
k 1
f(x) dx
и применяем малую формулу Симпсона на каждом из частичных
отрезков. Так как xk   xk 1 = (b   a)=n, то итоговая формулаR b
a f(x) dx 

nX
k=1
xk   xk 1
6

f(xk 1) + 4f

xk 1   xk
2

+ f(xk)

с учетом обозначений
fk = f(xk); fk  12 = f

xk 1 + xk
2

имеет вид Z b
a
f(x) dx 
 b  a
3n

f0 + fn
2
+ 2(f1=2 + : : :+ fn 1=2) + f1 + : : :+ fn 1

:
Это и есть классическая формула Симпсона.
Суммируя погрешности малых формул для частичных отрез-
ков, получаем погрешность большой формулы Симпсона: суще-
ствуют точки k 2 [xk 1; xk] и  2 [a; b] такие, что
Rn(f) =  (b  a)
5
2880n4

 
1
n
nX
k=1
f (4)(k)
!
=
=  (b  a)
5
2880n4
f (4)() = O

1
n4

:
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Обратим внимание на одно из важных следствий этой оцен-
ки погрешности: формулы Симпсона точны для любого полинома
степени, меньшей или равной трем. Действительно, четвертая
производная полинома степени  3 тождественно равна нулю, а
значит, равна нулю и погрешность формулы Симпсона для него.
Квадратурные формулы прямоугольников
Малая формула прямоугольников для f 2 C[a; b] имеет видZ b
a
f(x) dx  (b  a)f();  2 [a; b]:
Наиболее употребительными являются три частных случая, когда
 = a или  = b, т. е. берутся левый или правый концы промежут-
ка интегрирования, или же  = c = (a + b)=2, т. е. выбирается
средняя точка.
Таким образом, принято различать три различных малых фор-
мул прямоугольников. А именно, рассматривают малые формулы
левых прямоугольниковZ b
a
f(x) dx  (b  a)f(a)
или правых прямоугольниковZ b
a
f(x) dx  (b  a)f(b);
а также малую формулу средних прямоугольниковZ b
a
f(x) dx  (b  a)f(c):
Пусть
h =
b  a
n
; n  2; xk = a+ kh; k = 0; : : : ; n;
и обозначим
f(xk) = fk; f

xk + xk 1
2

= fk 12 :
Большие формулы прямоугольников получаем как составныеZ b
a
f(x) dx =
nX
k=1
Z xk
xk 1
f(x) dx
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суммированием малых формул для частичных отрезков. Таким
образом возникают большая формула левых прямоугольниковZ b
a
f(x) dx  b  a
n
[f0 + f1 : : :+ fn 1];
большая формула правых прямоугольниковZ b
a
f(x) dx  b  a
n
[f1 + f2 : : :+ fn];
и наконец, большая формула средних прямоугольниковZ b
a
f(x) dx  b  a
n
[f1=2 + f3=2 : : :+ fn 1=2]:
Правые части во всех трех формулах прямоугольников пред-
ставляют собой интегральную сумму, поэтому мы можем утвер-
ждать следующее: если f интегрируема в смысле Римана на от-
резке [a; b], то погрешность приближения для всех трех формул
прямоугольников стремится к нулю при n!1.
Зная модуль непрерывности подинтегральной функции, мы мо-
жем получить порядковые оценки погрешности Rn(f) для формул
прямоугольников.
Теорема 7.4 Если f 2 C1[a; b] или даже f 2 Lip 1, то
Rn(f) = O

1
n

для всех трех формул прямоугольников.
Доказательство. Имеем
Rn(f) =
nX
k=1
Z xk
xk 1
[f(x)  f(k)]dx;
где
k =
8><>:
xk 1 для случая левых прямоугольников,
xk для случая правых прямоугольников,
xk 1=2 для случая средних прямоугольников.
101
Имеет место неравенство
jf(x)  f(k)j  !

f ;
b  a
n

;
для каждого x 2 [xk 1; xk], поэтому
jRn(f)j 
nX
k=1
!

f ;
b  a
n
Z xk
xk 1
dx = !

f ;
b  a
n

(b  a):
Отсюда легко следует утверждение теоремы.
Как показывает следующий пример, для формул левых или
правых прямоугольников усилить эту теорему невозможно.
Пример. Рассмотрим функцию f(x) = x на отрезке [0; 1]. Точ-
ное значение интеграла
R 1
0 x dx равно 1=2, приближенное значение
по формуле левых прямоугольников
1
n
nX
k=1
f(xk 1) =
1
n

0 +
1
n
+
2
n
+ : : :+
n  1
n

=
1
2
  1
2n
;
и по формуле правых прямоугольников
1
n
nX
k=1
f(xk) =
1
n

1
n
+
2
n
+ : : :+
n
n

=
n(n+ 1)
2n2
=
1
2
+
1
2n
:
Для формулы средних прямоугольников справедлив удиви-
тельный факт: оценка погрешности по порядку оказывается такой
же, какой она является для формулы трапеций.
Теорема 7.5 Если f 2 C2[a; b], то погрешность для формулы
средних прямоугольников можно оценить следующим образом:
существует точка  такая, что
Rn(f) =
f 00()
24n2
(b  a)3 = O

1
n2

:
Доказательство. Рассмотрим сначала случай малой форму-
лы средних прямоугольников. Имеем
R1(f) =
Z b
a
f(x) dx  f(c)(b  a) =
Z b
a
[f(x)  f(c)]dx:
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Поскольку f 2 C2[a; b], то существует  = (x) 2 (a; b) такая, что
f(x) = f(c) +
f 0(c)
1!
(x  c) + f
00()
2!
(x  c)2:
Интегрируя и применяя теорему о среднем, получаем
R1(f) = f
0(c)
Z b
a
(x  c)dx+ f
00()
2!
Z b
a
(x  c)2dx = f
00()
24
(b  a)3:
Эффект средней точки проявился на этом этапе тем, что
R b
a (x  
c) dx = 0. Общий случай получается суммированием и примене-
нием стандартных рассуждений об арифметических средних по
цепочке равенств: Rn(f) =
Pn
k=1
R xk
xk 1
[f(x)  f(xk 1=2)]dx =
=
(b  a)3
24n2
"
1
n
nX
k=1
f 00(k)
#
=
(b  a)3
24n2
f 00(cp) = O

1
n2

:
Таким образом, теорема доказана.
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8 Квадратурные формулы Гаусса
До сих пор мы рассматривали квадратурные формулы с произ-
вольными узлами. При любом выборе узлов интерполяционная
квадратурная формулаZ b
a
(x)f(x) dx 
nX
k=1
Ak f(xk) (8)
с коэффициентами
Ak = pk :=
Z b
a
(x)
!n(x) dx
(x  xk)!0n(xk)
(9)
является точной для полиномов степени не выше n 1. Гаусс пред-
ложил выбирать узлы xk специальным образом, чтобы эта фор-
мула оказалась точной на полиномах наибольшей степени. Он до-
казал, что интерполяционная квадратурная формулаZ 1
 1
f(x) dx 
nX
k=1
pk f(xk)
будет точной для любого полинома степени не выше 2n  1, если
узлы xk 2 [ 1; 1] являются нулями полинома Лежандра степени
n. Оказалось, что идея Гаусса легко распространяется и на общий
случай, т. е. узлы можно выбрать таким образом, чтоZ b
a
(x)xmdx =
nX
k=1
pk x
m
k (10)
для любого m = 0; 1; : : : ; 2n  1.
Интерполяционные квадратурные формулы вида (8), точные
на полиномах степени не выше 2n   1, называются квадра-
турными формулами Гаусса или квадратурными формула-
ми наивысшего алгебраического порядка точности. Слово
"наивысшего" здесь не является случайным, так как справедливо
следующее утверждение:
ни при каком выборе узлов x1; : : : ; xn 2< a; b > и коэффициен-
тов Ak квадратурная формула вида (8) не может быть точной
для всех полиномов степени 2n.
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Доказательство от противного: если существует квадратурная
формула вида (8), точная на полиномах степени 2n, то для функ-
ции
f(x) = !2n(x); !n(x) =
nY
k=1
(x  xk);
являющейся полиномом степени 2n, мы получаем противоречивое
соотношение
0 <
Z b
a
(x)!2n(x) dx =
nX
k=1
Ak!
2
n(xk) = 0:
8.1 Структура квадратурных формул Гаусса
Полиномы P и Q будем называть ортогональными с весом (x),
если Z b
a
(x)P (x)Q(x)dx = 0:
Напомним: всюду в дальнейшем предполагаем, что весовая функ-
ция является интегрируемой и удовлетворяет условиям
(x)  0;
Z b
a
(x) dx > 0:
Теорема 8.1 Квадратурная формула (8) точна для любого по-
линома степени  2n  1 тогда и только тогда, когда выполня-
ются следующие два условия:
1) полином !n(x) =
Qn
k=1(x   xk) ортогонален с весом (x)
любому полиному q(x) степени  n  1, т. е.Z b
a
(x)!n(x)q(x)dx = 0;
2) квадратурная формула является интерполяционной, т. е.
ее коэффициенты Ak выражаются формулой (9).
Доказательство. Необходимость. Пусть квадратурная
формула является точной для любого полинома степени  2n 1.
Поскольку 2n   1  n   1, то формула должна быть интерполя-
ционной, следовательно, условие 2) выполнено.
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Проверим условие 1). Рассмотрим произвольный полином q(x)
степени  n   1. Тогда полином Q(x) = q(x)!n(x) имеет степень
 2n  1, поэтому условие точности дает равенствоZ b
a
(x)q(x)!n(x)dx =
nX
k=1
Ak q(xk) !n(xk) = 0:
Значит, !n(x) удовлетворяет условию 1).
Достаточность. Пусть условия 1) и 2) выполнены. Рассмот-
рим произвольный полином Q(x) степени  2n   1. Его можно
представить в виде
Q(x) = q(x)!n(x) + r(x);
где q и r - полиномы степени  n  1. Но тогдаZ b
a
(x)Q(x)dx =
Z b
a
(x)q(x)!n(x)dx+
Z b
a
(x)r(x)dx;
причем первое слагаемое в правой части этого равенства равно
нулю в силу условия 1). Поэтому с учетом условия 2) и равенств
Q(xk) = r(xk) получаемZ b
a
(x)Q(x)dx =
Z b
a
(x)r(x)dx =
=
nX
k=1
Ak r(xk) =
nX
k=1
AkQ(xk);
что и требовалось доказать.
Далее мы покажем, что существует единственная сетка узлов
x1; x2; :::; xn, для которой !n(x) удовлетворяет условию 1) этой
теоремы. Окончательное утверждение вытекает из двух последу-
ющих теорем.
Теорема 8.2 Для любого натурального числа n существует по-
лином Pn(x) степени n, ортогональный с весом (x) любому по-
линому степени  n  1.
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Первое доказательство. Для искомого полинома
Pn(x) = b0 + b1x+ :::+ bn 1xn 1 + xn
требуемое условие ортогональности можно записать в виде ра-
венствZ b
a
(x) (b0 + b1x+ :::+ bn 1xn 1)xj dx =  
Z b
a
(x) xn+j dx;
которые должны выполняться для всех j = 0; 1; :::; n   1. Оче-
видно, эти интегральные равенства представляют собой систему
линейных алгебраических уравнений относительно неизвестных
коэффициентов b0; b1; ::: ; bn 1. Достаточно показать, что соответ-
ствующая однородная система уравненийZ b
a
(x) (a0 + :::+ an 1xn 1)xj dx = 0 (j = 0; 1; :::; n  1) (11)
имеет единственное решение a0 = a1 = ::: = an 1 = 0. С этой
целью умножим j-тое уравнение (11) на aj и просуммируем по
j = 0; 1; :::; n  1. Будем иметь равенства
n 1X
j=0
aj
Z b
a
xj (x)
n 1X
k=0
akx
k dx =
=
Z b
a
(x)
n 1X
j=0
n 1X
k=0
ak aj x
k xj dx =
=
Z b
a
(x)

n 1X
k=0
ak x
k

2
dx = 0:
Отсюда с учетом неотрицательности подинтегральной функции
следует, что для почти всех x 2 [a; b]
(x)

n 1X
k=0
ak x
k

2
= 0:
Если хотя бы один из коэффициентов ak отличен от нуля, то по-
лином a0 + a1x + ::: + an 1xn 1 может быть равным нулю лишь
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в конечном числе точек. Но тогда получили бы (x) = 0 почти
всюду на промежутке интегрирования, а значитZ b
a
(x) dx = 0;
что противоречит требованиям на весовую функцию.
Второе доказательство.Над полем вещественных чисел рас-
смотрим линейное пространство Hn((a; b); ) алгебраических по-
линомов с вещественными коэффициентами со скалярным произ-
ведением
(F;G) =
Z b
a
(x)F (x)G(x)dx F;G 2 Hn((a; b); )
и соответствующей нормой
kFk =
sZ b
a
(x)jF (x)j2dx:
В этом пространстве система элементов
f1; x; x2; : : : ; xng
является линейно-независимой. Действительно, если эта систе-
ма была бы линейно-зависимой, то найдутся вещественные числа
a0; a1; :::; an такие, что хотя бы один из коэффициентов ak отли-
чен от нуля, но полином a0 + a1x+ :::+ an 1xn 1 равен нулю как
элемент L2((a; b); ), т. е.Z b
a
(x)

nX
k=0
ak x
k

2
dx = 0;
что невозможно.
Применяя процесс ортогонализации Грама-Шмидта к линейно-
независимой системе
f1; x; x2; : : : ; xng;
получаем ортонормированную систему
fP0(x); P1(x); : : : ; Pn(x)g:
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По построению Pn(x) является, во-первых, линейной комбинаци-
ей элементов f1; x; x2; : : : ; xng, в которую входит с ненулевым ко-
эффициентом элемент xn, и во-вторых, ортогонален элементам
f1; x; x2; : : : ; xn 1g. Таким образом, Pn(x) — полином степени n
с вещественными коэффициентами, ортогональный с весом (x)
всем полиномам степени  n  1.
Этим и завершается доказательство.
Отметим, что процесс ортогонализации Грама-Шмидта приво-
дит к полиному Pn(x) со старшим членом вида c xn; c 6= 0. По-
этому в дальнейшем полагаем
Pn(x) = c!n(x) = c(x  x1) : : : (x  xn):
Но для того, чтобы иметь возможность использовать нули орто-
гонального полинома Pn(x) в качестве узлов квадратурной фор-
мулы, нам нужно доказать следующее утверждение.
Теорема 8.3 Все нули ортогонального полинома Pn веществен-
ны, просты (т. е. нет кратных корней) и лежат в интервале
(a; b).
Доказательство. Пусть  - вещественный нуль полинома
Pn(x). Тогда функция
q(x) =
Pn(x)
x  
является отличным от тождественного нуля полиномом степени
n  1 с вещественными коэффициентами , поэтому
0 =
Z b
a
(x)q(x)Pn(x)dx =
Z b
a
(x)jq(x)j2(x  )dx;
отсюда
 =
R b
a x(x)jq(x)j2dxR b
a (x)jq(x)j2dx
2 (a; b):
Если n = 1, то P1(x) = c(x   ), где c;  - вещественные чис-
ла, c 6= 0, и доказательство завершено. В общем случае, когда
n  2, остается показать, что уравнение Pn(x) = 0 не имеет ни
комплексных, ни кратных корней.
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Предположим сначала, что Pn() = 0, где  = 1 + i2 - ком-
плексное число (т.е. 2 6= 0). Поскольку Pn(x) - полином с веще-
ственными коэффициентами, то комплексно сопряженное число
 = 1   i2 также является корнем и
(x  )q(x) = Pn(x) = Pn(x) = (x  )q(x):
Поэтому из условия ортогональности Pn(x) степенным функциям
xj (j = 0; 1; :::; n  1) получаем
0 = (q; Pn) =
Z b
a
(x)q(x)(x  )q(x) dx =
=
Z b
a
(x)jq(x)j2(x  ) dx;
и, как следствие, равенство
 =
R b
a x(x)jq(x)j2dxR b
a (x)jq(x)j2dx
:
Правая часть этого равенства является вещественным числом, та-
ким образом, пришли к противоречию.
Остается доказать отсутствие вещественных кратных корней.
Предположим, что  — вещественный кратный корень, тогда
функция
q(x) =
Pn(x)
(x  )2
является полиномом с вещественными коэффициентами степени
n  2. Снова условие ортогональности приводит к противоречию:
0 = (q; Pn) =

Pn
(x  )2 ; Pn

=
=

Pn
x   ;
Pn
x  

=
 Pnx  
2 > 0:
Доказательство завершено.
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8.2 Оценки погрешности
Приведем две различных оценки погрешности квадратурной фор-
мулы Z b
a
(x)f(x) dx 
nX
k=1
pk f(xk)
в предположении, что эта формула точна на полиномах степени
 2n   1, т. е. является квадратурной формулой Гаусса. Как мы
уже знаем, это предположение равносильно следующим условиям:
полином !n(x) = (x   x1):::(x   xn) ортогонален с весом (x)
любому полиному степени  n 1, а коэффициенты pk вычисля-
ются по формулам
pk =
Z b
a
(x)
!n(x) dx
(x  xk)!0n(xk)
:
Напомним, что при любой сетке узлов для любой интерполя-
ционной квадратурной формулы
nX
k=0
pk =
Z b
a
(x) dx:
Дополнительным свойством формулы Гаусса является по-
ложительность всех коэффициентов pk (k = 1; : : : ; n). Убе-
диться в этом можно так: для любого индекса k функция
fk(x) =

!n(x)
x  xk
2
(fk(xk) := !
02
n (xk) > 0)
является полиномом степени 2n  2, поэтому формула Гаусса для
нее точна: Z b
a
(x)fk(x)dx =
nX
j=1
pj fk(xj) = pk fk(xk):
Отсюда следует
pk =
R b
a (x)fk(x)dx
fk(xk)
> 0:
Таким образом, при любом числе узлов сетки
0 < pk 
Z b
a
(x) dx;
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т. е. коэффициенты ограничены числом, не зависящим от n, и вы-
числения по квадратурной формуле наивысшего алгебраического
порядка точности оказываются устойчивыми при повышении чис-
ла узлов. Эксперты по вычислениям отмечают, что на практике
квадратурные формулы Гаусса применяются с числом узлов до
100.
В двух следующих теоремах через
 n(f) =
Z b
a
(x)f(x)dx 
nX
k=1
pk f(xk)
мы будем обозначать погрешность квадратурной формулы Гаусса.
Теорема 8.4 Для любой функции f 2 C[a; b]
j n(f)j  2(E2n 1f)
Z b
a
(x)dx;
где E2n 1f — наилучшее равномерное приближение f полинома-
ми степени  2n  1.
Доказательство. Для произвольного полинома Q(x) степени
 2n  1 имеем Z b
a
(x)Q(x)dx =
nX
k=1
pkQ(xk):
Поэтому погрешность квадратурной формулы Гаусса может быть
оценена следующим образом:
j n(f)j =

Z b
a
(x)[f(x) Q(x)]dx 
nX
k=1
pk [f(xk) Q(xk)]
 
 kf(x) Q(x)kC[a;b]
(Z b
a
(x)dx+
nX
k=1
pk
)
=
= 2kf(x) Q(x)kC[a;b]
Z b
a
(x)dx:
Отсюда в силу произвольности полинома Q(x) степени  2n   1
вытекает утверждение теоремы.
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Теорема 8.5 Для любой функции f 2 C2n[a; b] справедливо пред-
ставление
 n(f) =
f (2n)()
(2n)!
Z b
a
(x)!2n(x)dx;
где  2 [a; b]:
Доказательство. Рассмотрим интерполяционный поли-
ном Эрмита-Фейера Hn(f ;x), построенный по условиям
Hn(f ;xk) = f(xk), H 0n(f ;xk) = f 0(xk) (k = 1; 2; :::; n). Так
как Hn(f ; x) — полином степени  2n   1, то для него формула
Гаусса точна и поэтомуZ b
a
(x)f(x) dx 
nX
k=1
pk f(xk) =
=
nX
k=1
pkHn(f ; xk) =
Z b
a
(x)Hn(f ;x) dx:
Отсюда следует
 n(f) =
Z b
a
(x) [f(x) Hn(f ; x)] dx:
Пользуясь доказанным ранее представлением
f(x) Hn(f ; x) = f
(2n)((x))
(2n)!
!2n(x) ((x) 2 (a; b))
для остаточного члена при кратной интерполяции и теоремой о
среднем для интегралов, легко получаем требуемую формулу для
 n(f).
8.3 Явный вид формул для специальных весов
Лишь при малых значениях числа узлов n мы можем построить
явно ортогональные полиномы Pn(x) для произвольного проме-
жутка и допустимого веса, пользуясь, например, процессом ор-
тогонализации Грама-Шмидта. Явные выражения для Pn(x) при
любом числе узлов получены лишь в специальных случаях. Мы
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дадим краткое описание наиболее употребительных ортогональ-
ных полиномов и соответствующих им квадратурных формул
Гаусса.
1) Полиномы Лежандра
Ln(x) =
dn(1  x2)n
dxn
ортогональны с весом (x)  1 на отрезке [ 1; 1]. Нули Pn еще
"вручную"; были табулированы до значений n = 512. Соответ-
ствующая квадратурная формулаZ 1
 1
f(x)dx =
nX
k=1
pk f(xk); pk =
Z 1
 1
Ln(x)dx
(x  xk)L0n(xk)
dx;
первая среди квадратурных формул наивысшего алгебраического
порядка точности, была получена Гауссом.
2) Ортогональными полиномами на отрезке [ 1; 1] с весом
(x) =
1p
1  x2 ;
оказываются уже знакомые нам полиномы Чебышева I рода:
Tn(x) = cos(n arccosx)
с нулями
xk = cos

(2k   1)
2n

(k = 1; :::; n):
Легко вычисляется коэффициенты: pk = =n для любого k. Соот-
ветствующая квадратурная формула наивысшего алгебраическо-
го порядка точности — формула Эрмита — имеет видZ 1
 1
f(x)p
1  x2dx 

n
nX
k=1
f

cos
2k   1
2n


:
3) Для случая (x) =
p
1  x2 на отрезке [ 1; 1] ортогональные
полиномы - полиномы Чебышева II рода- определены формулами
Un(x) =
sin(n+ 1)
sin 
;  = arccos x:
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Полином Un(x) обращается в нуль в точках xk = cos kn+1 (k =
1; :::; n), а квадратурная формула также имеет явный вид:Z 1
 1
p
1  x2f(x)dx  
n+ 1
nX
k=1
sin2
k
n+ 1
f

cos
k
n+ 1

:
4) Пусть (x) = (1 x)(1+x) на отрезке [ 1; 1]. Фиксирован-
ные параметры удовлетворяют неравенствам  >  1;  >  1,
вытекающим из условия интегрируемости весовой функции. Со-
ответствующие ортогональные полиномы
P (;)n (x) =
1
(1  x)(1 + x) 
dn[(1  x)n+(1 + x)n+]
dxn
называются полиномами Якоби. Можно показать, что коэффици-
енты pk выражаются в явном виде в терминах  -функции Эйлера.
5) Для построения квадратурных формул можно также исполь-
зовать полиномы Лагерра
Pn(x) =
1
xe x
dn[xn+e x]
dxn
:
Система полиномов Лагерра ортогональна с весом (x) = xe x
на полуоси (0;+1). Имеется естественное условие для параметра:
 >  1.
6) На числовой прямой ( 1;+1) положительная функция
(x) = e x
2 является весовой, поскольку
R1
 1 e
 x2dx < 1. Ор-
тогональные полиномы, соответствующие этому случаю, назы-
ваются полиномами Эрмита и выражаются формулой Hn(x) =
ex
2

e x
2
(n)
.
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9 Дополнительные вопросы
9.1 Приближенное интегрирование периодических
функций
Рассмотрим 2-периодическую, непрерывную функцию f(x). По-
нятно, что в этом случае для вычисления интегралаZ 2
0
(x) f(x) dx
можно использовать приведенные ранее квадратурные формулы.
Для периодических функций естественной является также при-
ближенная формула, получаемая заменой функции его тригоно-
метрическим интерполяционным полиномом. А именно, полагаемZ 2
0
(x) f(x) dx 
Z 2
0
(x)Tn(f ;x) dx;
где Tn(f ;x) - тригонометрический полином степени не выше n,
удовлетворяющий условиям
Tn(f ;x0) = f(x0); Tn(f ;x1) = f(x1); : : : ; Tn(f ;x2n) = f(x2n)
на сетке с 2n + 1 узлами x0; x1; : : : ; x2n 2 [0; 2], 0 < jxi   xjj <
2; i 6= j. Для получения квадратурной формулы необходимо
использовать представление в форме Лагранжа
Tn(f ; x) =
2nX
k=0
f(xk)tk(x);
где
tk(x) =
Q2n
j=1;j 6=k sin
x xj
2Q2n
j=0;j 6=k sin
xk xj
2
; k = 0; 1; :::; 2n:
Будем иметь Z 2
0
(x) f(x) dx 
2nX
k=0
qk f(xk); (12)
где
qk =
Z 2
0
(x) tk(x) dx (k = 0; 1; :::; 2n):
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Поскольку Tn(F ; x)  F (x) для любой функции вида
F (x) =
a0
2
+
nX
k=1
ak cos kx+ bk sin kx;
то построенная квадратурная формула (12) будет точна для лю-
бого тригонометрического полинома F степени  n.
9.2 Интегрирование быстро осциллирующих функций
Пусть f 2 C[a; b] и ! >> b   a, т. е. число ! намного больше
длины отрезка [a; b]. Тогда функции cos!x и sin!x, x 2 [a; b],
многократно меняют знак. Такие функции называют быстро ос-
циллирующими.
Рассмотрим интегралыZ b
a
f(x) cos!x dx;
Z b
a
f(x) sin!x dx:
Интегралы такого типа часто встречаются в прикладных задачах,
для решения которых используются преобразования Фурье или
ряды Фурье. Например, для разложения заданной функции в ряд
Фурье необходимо для любого числа k 2 N вычислять интегралы
ak =
1

Z 2
0
f(x) sin kx dx; bk =
1

Z 2
0
f(x) cos kx dx:
Очевидно, достаточно рассмотреть интегралы с косинусами, так
как интегралы с синусами сводятся к ним заменой переменных.
Применение стандартных квадратурных формул может приве-
сти к ошибочным результатам. Например, пусть узлы x1; x2; :::; xn
выбраны так, что они совпадают с корнями уравнения cos kx = 0,
т. е. cos kxj = 0. Применяя к функции g(x) = f(x) cos kx квадра-
турную формулу видаZ 2
0
g(x) dx 
nX
j=1
Ajg(xj);
при любом выборе параметров Aj приходим к неудовлетворитель-
ному результату: коэффициенты Фурье
bk =
1

Z 2
0
f(x) cos kx dx  1

nX
j=1
Ajf(xj) cos kxj = 0
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для любой функции f .
На практике для вычисления интегралов от быстро осцилли-
рующих функций пользуются формулами Филона (Луи Наполеон
Жорж Филон — английский математик французского происхож-
дения, специалист по прикладной математике). Формулы Фило-
на для приближенного вычисления интегралов
R b
a f(x) cos!x dx
можно найти в любом справочнике. Объясним здесь лишь исход-
ную идею Филона.
Пусть f — непрерывная, плавно меняющаяся функция, а функ-
ция '(x) является быстро осциллирующей на отрезке [a; b]. По-
строим интерполяционный полином Лагранжа Ln(f ;x) по узлам
x1; x2; :::; xn 2 [a; b]. ПолагаемZ b
a
f(x)'(x) dx 
Z b
a
Ln(f ; x)'(x) dx =
=
nX
j=1
f(xj)
Z b
a
lj(x)'(x) dx;
где lj(x) — фундаментальные полиномы Лагранжа.
В том случае, когда '(x) = cos!x, интегралы видаR b
a x
m'(x) dx можно вычислить точно интегрированием по ча-
стям. Следовательно, в этом случае явно определяются и инте-
гралы вида
R b
a lj(x)'(x) dx.
9.3 Несобственные интегралы
Если подинтегральная функция f не ограничена на отрезке [a; b],
т. е. интеграл является несобственным, то непосредственное при-
менение квадратурных формул может привести к сколь угодно
большим ошибкам. Для приближенного вычисления несобствен-
ных интегралов нужны предварительные преобразования инте-
грала. Укажем два распространенных приема:
1) сведение несобственного интеграла к собственному путем за-
мены переменной или интегрированием по частям с последующим
применением одной из квадратурных формул;
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2) аддитивное или мультипликативное выделение особенности
с последующим комбинированием аналитических и численных ме-
тодов.
Проиллюстрируем эти рекомендации на примере интеграла
J =
Z 1
0
lnx
1 + x2
dx:
Заменой переменных x = tk с постоянной k > 1 получаем
J = k2
Z 1
0
tk 1 ln t
1 + t2k
dt:
Новая подинтегральная функция
g(t) =
tk 1 ln t
1 + t2k
непрерывна на [ 1; 1], поэтому интеграл
J =
Z 1
0
g(t)dt
можно вычислять приближенно по известным квадратурным
формулам.
При интегрировании по частям с функциями u = ln x и
v =
Z x
0
dt
1 + t2
;
мы также получаем интеграл от непрерывной функции.
Аддитивное выделение особенностей: простые преобразо-
вания
(lnx)(1 + x2   x2)
1 + x2
позволяют представить наш интеграл в виде суммы
J =
Z 1
0
lnx dx 
Z 1
0
x2 lnx
1 + x2
dx;
где первый интеграл легко вычисляется аналитически и равен
единице, а ко второму интегралу можно применить одну из квад-
ратурных формул.
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Мультипликативное выделение особенностей: запишем
подинтегральную функцию в виде произведения
f(x) =
lnx
1 + x2
= (x)g(x);
где
g(x) =   1
1 + x2
; (x) =   lnx; g 2 C[0; 1]:
К полученному интегралу можно применить квадратурную фор-
мулу вида Z 1
0
(x)g(x)dx 
nX
k=1
Ak g(xk):
Понятно, что число подобных приемов можно увеличить.
Для приближенного вычисления несобственных интегралов ви-
да Z 1
0
f(x) dx
можно рекомендовать два следующих предварительных действия:
1) заменой переменных получить несобственные интегралы по
конечному промежутку, например, по формуле
R1
0 f(x) dx =R 1
0 f(x) dx  
R 1
0
f(1=t)
t2 dt; 2) вычислять интеграл по отрезку [0; A]
с достаточно большим A, сопровождая вычисления с оценкой ин-
теграла по лучу [A;+1).
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10 Задачи и упражнения
1. Пользуясь точными значениями sin 0, sin 6 , sin

2 и интерпо-
ляционным полиномом Лагранжа, найдите приближенное значе-
ние sin 7 и дайте оценку погрешности.
2. Пользуясь интерполяционным полиномом Лагранжа, най-
дите приближенное значение log 70 и дайте оценку погрешности
в двух случаях: заданы a) log 1, log 10; b) log 1, log 10, log 100.
3. Найдите приближенное значение arctg 12 и дайте оценку по-
грешности.
4. Для полиномов Чебышева 1-го рода докажите тождество:
1  xt
1  2xt+ x2 =
1X
n=0
xnTn(t); jxj < 1; jtj  1:
5. Покажите, что для любого n  1 полином Чебышева Tn(t)
удовлетворяет следующему дифференциальному уравнению
(1  t2)T 00n (t)  tT 0n(t) + n2Tn(t) = 0:
6. Для функции f(x) = sin x и узлов f0; 1=4; 1=3; 1=2g запи-
шите интерполяционный полином в форме Ньютона.
7. Пусть f(x) = 3x3+2x2+x+1, и заданы узлы x1 = 1, x2 = 2,
x3 = 3, x4 = 4. Найдите разделенную разность f(x1; x2; x3; x4) и
конечную разность 3f1.
8. Найдите интерполяционный полином в форме Ньютона для
функции f(x) = x4 и узлов f0; 1; 2; 3g.
9. Для функции f(x) = x4 и двух узлов f0; 1g запишите интер-
поляционный полином Эрмита-Фейера.
10. Покажите, что для функции f(x) = x4, x 2 [ 1; 1],
kf(x)  S3n(f ; x)kC[ 1;1] 
h4
16
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при интерполяции на отрезке [ 1; 1] естественным кубическим
сплайном с равномерной сеткой шага h при нечетном n.
11. Аппроксимируйте полином Чебышева T3(x) на отрезке
[ 1; 1] интерполяционным полиномом Эрмита с одним узлом x0 =
0 кратности 3. Дайте оценку погрешности приближения.
12. Рассмотрите интерполяционный полином Лагранжа для
равноотстоящих узлов x0; x1; : : : ; xn, причем a = x0; b = xn и
x1   x0 = x2   x1 = : : : = xn   xn 1 = h = b  a
n
:
Преобразуйте интерполяционный полином Ln+1(f ;x) =Pn
k=0 f(xk)lk(x) степени  n с помощью замены переменной
t =
x  a
h
(x = a+ ht):
Покажите, что для выбранной сетки из равноотстоящих узлов
x0; x1; : : : ; xn имеет место формула
Ln+1(f ;x) =
( 1)nt(t  1) : : : (t  n)
n!
nX
k=0
f(xk)
( 1)kCkn
(t  k) ;
где
Ckn =
n!
k!(n  k)!
— биномиальные коэффициенты.
13. Найдите разность между интерполяционным полиномом
Лагранжа по узлам x0 = a, x1 = c = (a + b)=2, x2 = b и ин-
терполяционным полиномом Эрмита по тем же узлам, но разной
кратности: x0; x2 — простые узлы, а x1 — узел кратности 2.
14. Функцию f(x) = esinx аппроксимируйте тригонометриче-
ским интерполяционным полиномом по узлам xk = 2k3 , k = 0; 1; 2.
15. Функцию f(x) = x2 аппроксимируйте на отрезке [0; 1]
сплайном первой степени при разбиении xk = kh, h = 1=n,
k = 0; 1; :::; n. Дайте оценку погрешности приближения.
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16. При доказательстве теоремы Вейерштрасса по методу Лебе-
га нам встретилась система линейных алгебраических уравнений
a1  
mX
j=2
aj = k1;
sX
j=1
aj  
mX
j=s+1
aj = ks; s = 2; :::;m  1;
mX
j=1
aj = km
относительно коэффициентов a1; a2; :::; am при заданных
k1; k2; :::; km. Покажите, что решение этой системы можно
записать в явном виде.
17. Для функции f(x) = x3 постройте полином наилучшего
равномерного приближения степени n на отрезке [0; 1] для всех
n = 0; 1; 2; 3; :::.
18. Для функции f(x) = x3 постройте полином наилучшего
приближения первой и второй степени в пространстве L2[0; 1].
19. Пусть функция f(x) = x3 задана в точках 1; 2; 3. Найдите
полином наилучшего среднеквадратичного приближения.
20. Для интеграла Z 1
0
xf(x) dx
постройте квадратурную формулу с двумя узлами, точную для
всех полиномов:
a) первой степени, b) второй степени.
21. Найдите алгебраический порядок точности квадратурной
формулы Z 1
0
f(x) dx  f(0) + 4f(1=2) + f(1)
6
:
22. Для интеграла Z 1
0
xf(x) dx
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постройте квадратурную формулу Гаусса с двумя узлами.
23. Вычислите с точностью " = 0; 1 интегралыZ 1
0
dx
x+ 2
;
Z 1
0
dx
x4 + 2
с помощью:
a) квадратурной формулы прямоугольников,
b) квадратурной формулы трапеций.
24. Вычислите интегралZ 1
 1
dxp
1  x4
с помощью квадратурной формулы Гаусса с двумя узлами.
25. С точностью " = 0; 01 вычислите интегралZ 1
0
ex sin 100x dx:
26. С точностью " = 0; 01 вычислите несобственный интегралZ 1
0
dxp
x(1  x)(x+ 1) :
27. Покажите, что следующая квадратурная формула прямо-
угольников Z 2
0
f(x)dx  2
n
nX
k=1
f

2k
n

является формулой наивысшего тригонометрического порядка
точности.
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11 Рекомендуемая дополнительная литерату-
ра:
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