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This paper shows how lumping in Markov chains can be extended to Markov set-chains. The criteria required for 
lumping in Markov set-chains is less restrictive than that of Markov chains. 
Introduction 
Let R be an n X n matrix. Partition R as R = [ R,j] where R,, is r, X rj for i, j = 1,. . ., r. Letf 
be the n X 1 column vector all of whose entries are 1 ‘s and partitionf= cf,, . Jr) compatibly 
with the columns of R. If R is such that Rod = k,,f. for some constant k,, for all i, j then R 
is said to be lumpable. We call the r X r matrix l? = [k,]] the lumped matrix of R. And, if z 
is an 1 X n row vector, partitioned compatibly with the rows R, then Z= (z, f, ,. , z,f,) is 
called the lumped rector for z. 
In classical Markov chains it is shown that if an IZ X y1 stochastic matrix S, say partitioned 
as is R, is lumpable and has stochastic eigenvector y then y is the stochastic eigenvector for 
5 (Kemeny and Snell [ 41). When this criterion is met, a Markov chain with a large number 
of states can be reduced to one with fewer states, allowing a coarser analysis of the Markov 
chain. However, the required criterion is rather strong. 
In this paper, we show the analogous result for Markov set-chains. The result will require 
a few preliminaries. 
Results 
Let P and Q be n X n lumpable nonnegative matrices, with respect to the partitioning of R, 
and such that PG Q. Define 
I= (A 1 A is an IZ Xn stochastic matrix where P<A < Q} . 
We will assume that I#0 and that P and Q are tight, i.e. p,j = min,,,a,, and qi/ = 
maxA =,a,, for all i, j (Hartfiel [ 31) 
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Define 
D.J. Hartjiel/ Lumping 
i= {B ] B is an r X r stochastic matrix with p < B < Q) . 
The example below shows that P and Q being tight does not assure that P and Q are tight. 
Example. Let R be a 4 X 4 matrix partitioned as R = [ Ro] where R, is a 2 X 2 matrix. Let P 
and Q be defined by P = [ 1 / lo] and Q = [ 3/ lo], the ijth entry within brackets. It is easily 
seen that P and Q are tight. However, the 2 X 2 matrices P = [ 21 IO], and Q = [ 6/ lo], are 
not tight. 
A necessary and sufficient condition on P and Q that assures that p and Q are tight 
follows. 
Lemma. The matrices P and 0 are tight if 
(i) & + Ckz,4rk > 1; and 
(ii) 4, +L+,J?~ G 1. 
Proof. See Hartfiel [ 31. •i 
We now consider lumping for Markov set-chains. For this we give some background 
work. Let So be a convex polytope of 1 X n stochastic vectors. For k = 0, 1,. . . , n define 
Sk+, =Skl whereS,I={xA 1 xES,andAEI}. 
The sequence So, S,, . . thus generated is called a Markov set-chain. It was shown in Hartfiel 
[ 1 ] that each Sk is a convex polytope and, in Seneta [ 51 that, under reasonable conditions, 
using the Hausdorff metric, Sk converges to some nonempty set S, of stochastic vectors. 
Although S, may be difficult to compute (Hartfiel [ 21) it was shown in Hartfiel [ 31 that 
tight bounds on the components of the vectors in S, can be computed efficiently. 
Define S, = (y 1 y E Sk ) . Since z + 2 is a linear function on W”, it follows that convex 
polytopes map to convex polytopes and thus each S, is a convex polytope. 
Define SJ= { 2 1 z E Sk and iI E j) Below we show that S, + , = S,Z for all k and thus 
So, S,,. . is a Markov set-chain. 
Theorem. Let x be a 1 X n stochastic oector. Then ..FF= a. 
Proof. We first show that 2~x7. For this, let z l a. Then there is a A E I such that %% = z. 
Partitionx= (x,,..., x,) compatible with the rows of R. 
Set 
A= [xtA,,J], where x: = 
X,/(&J? if x,J; > 0 , 
(llr,).f i otherwise . 
We show that iT E 1. Of course, iI > 0. Further, the ith row sum of iI is 
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Since 
x+ _ x,l(x,f;) ifx,A >O, 
I - 
{ (llr,V i otherwise , 
‘$x’A,b=l, 
and thus iI is stochastic. Finally 
Xl”AljJ <XT Q,.( <XT (S,fi) GS, 7 
and similarly 
_ 
Ptq GxTA,J. 
Thus, ii E i. Now, 
Thus, gc..?i. We now show that .C?C~. For this, let A E i. We show that ,GA E 2. Note that 
P;, < 17~ <S, for all i, j 
Thus for all i and j, cqj can be chosen such that cq,P;, + ( 1 - CI,~)~,~ = ~7~ where 0 < ad Q 1. 
Define 
A,j = aii P,j + ( 1 - q) Qii 
for all i, j= l,..., r and, in partitioned form, 
A = [A,-] 
By definition, P <A < Q. Further, in partitioned form, 
Thus, A is stochastic and hence A E I. Now, define the n X r matrix 
Note that FF + is a block diagonal matrix with ith main diagonal block ( 1 /r,)x.f ,! and that 
by definition, A = F +AF. Now 
From this it follows that Yrgz. 0 
As an immediate corollary we have the following. 
Corollary. For k = 0, 1,. . , S,, , = Ski. 0 
Concerning the limiting sets we have the following. 
Corollary. If lim, _ x Sk = S, exists then so does lim, j =S, = S, And z = sz, 
Proof. For the /,-norm it is easily seen that if x, y E W” then Ix-y1 , f 1 x-y ( ,. Hence, 
using the corresponding Hausdorff metric, if Sk - S, then Sk -+ E. Hence, K = 3%. 0 
A small example, intended to demonstrate how this theorem can be used, follows. 
Example. Consider I for the lumpable matrices 
P=[: i i: ~]andQ=~~]. 
Note that the matrices in I need not be lumpable. As shown in Seneta [ 51, for any So, 
lim,,, Sk = S, exists. Now 
These matrices are tight and thus, using the method of Hartfiel [ 31, tight component bounds 
on S, can be found. Using this method, we obtain 
0,497916667<y, <0.510416667, 0.489583333<y, <0.502083333 
for any(y, , yZ) ES, . 
Since each vector (9, , Y;) E sz is obtained from a vector (y,, yz, y,, y4) ES, by setting 
,‘=y, +y2 andy& =y, +y4, we have that 
0.497916667<y, +yz ~0.510416667, 0.489583333 <y3 fy, ~0.502083333 
for any (y,, y2, yi, y4) ES,. 
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