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Abstract
Mean-field backward doubly stochastic differential equations (MF-BDSDEs, for short)
are introduced and studied. The existence and uniqueness of solutions for MF-BDSDEs is
established. One probabilistic interpretation for the solutions to a class of nonlocal stochastic
partial differential equations (SPDEs, for short) is given. A Pontryagin’s type maximum
principle is established for optimal control problem of MF-BDSDEs. Finally, one backward
linear quadratic problem of mean-field type is discussed to illustrate the direct application
of above maximum principle.
Keywords. Mean-field backward doubly stochastic differential equations, nonlocal stochas-
tic partial differential equations, maximum principle.
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1 Introduction
Backward doubly stochastic differential equation (BDSDE for short) of the form
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds +
∫ T
t
g(s, Ys, Zs)d
←−
B s −
∫ T
t
Zsd
−→
W s, 0 ≤ t ≤ T,
was firstly initiated by Pardoux–Peng [22] to give probabilistic interpretation for the solutions of
a class of semilinear stochastic partial differential equations (SPDEs for short). BDSDEs have
not only emerged as a natural and convenient tool in the context of SPDEs, see Bally–Matoussi
[5], Hu–Ren [14], Pardoux–Peng [22], Ren–Lin–Hu [23], Zhang–Zhao ([26], [27]), but also recently
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gained interest in other fields as well, especially in relations to the stochastic optimal control
problems, see Bahlali–Gherbal [4], Han–Peng–Wu [13], Zhang–Shi [25].
McKean–Vlasov stochastic differential equation of the form
dX(t) = b(X(t), µ(t))dt + dW (t), t ∈ [0, T ], X(0) = x, (1.1)
where
b(X(t), µ(t)) =
∫
Ω
b(X(t, ω),X(t;ω′))lP(dω′) = lE[b(ξ,X(t))]
∣∣∣
ξ=X(t)
,
b : lRm × lR → lR being a (locally) bounded Borel measurable function and µ(t; ·) being the
probability distribution of the unknown process X(t), was suggested by Kac [16] and firstly
studied by McKean [20]. So far numerous works has been done on McKean-Vlasov type SDEs
and applications, see for example, Ahmed [1], Ahmed-Ding [2], Borkar-Kumar [6], Chan [10],
Crisan-Xiong [11], Kotelenez [17], Potelenez-Kurtz [18], and so on. It is worthy to point out
that (1.1) is a particular case of the following general version,
X(t) = x+
∫ t
0
b(s,X(s), lEφb[s,X(s), ξ]ξ=X(s))ds
+
∫ t
0
σ(s,X(s), lEφσ[s,X(s), ξ]ξ=X(s))dWs, (1.2)
which can be regarded as a natural generalization of classical SDEs. Mathematical mean field
approaches play a crucial role in diverse areas, such as physics, chemistry, economics, finance
and games theory, see for example Lasry–Lions [19], Dawson [12], Huang-Malhame-Caines [15].
In a recent work of Buckdahn–Djehiche–Li–Peng [8], a notion of mean-field backward stochastic
differential equation (MF-BSDE for short) of the form
Yt = ξ +
∫ T
t
lE′f(s, ω, ω′, Ys(ω), Zs(ω), Ys(ω
′), Zs(ω
′))ds −
∫ T
t
ZsdWs,
with t ∈ [0, T ] was introduced to investigate one special mean-field problem in a purely stochastic
approach.
In this paper, we would like to introduce mean-field backward doubly stochastic differential
equation (MF-BDSDE for short)
Yt = ξ +
∫ T
t
f(s, Ys, Zs,Γ
f (s, Ys, Zs))ds
+
∫ T
t
g(s, Ys, Zs,Γ
g(s, Ys, Zs))d
←−
B s −
∫ T
t
Zsd
−→
W s, (1.3)
where
[Γl(s, Ys, Zs)](ω) =
∫
Ω
θl(s, ω, ω′, Ys(ω), Zs(ω), Ys(ω
′), Zs(ω
′))lP(dω′), (1.4)
with l = f, g. For convenience, we also denote
lE′[θl(s, Ys, Zs, Y
′
s , Z
′
s)] := Γ
l(s, Ys, Zs),
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when there is no abuse of notation. Following the basic ideas in [22], we firstly discuss the exis-
tence and uniqueness of solutions for MF-BDSDE (1.3), which obviously extends the results in
both [22] and [9]. It is worthy to point out that MF-BDSDEs not just is a natural generalization
of BSDEs and MF-BSDEs from the view of mathematics. Our study on them also is motivated
by the problems in the following two aspects.
As is well-known to us, the study on stochastic partial differential equations have increasingly
been a popular issue in recent years. As one kind of them, stochastic partial differential equa-
tions of McKean-Vlasov type were discussed in [18]. In fact, such equations were obtained as
continuum limit from empirical distribution of a large number of SDEs, coupled with mean-field
interaction. We also refer the reader to [11] and [17] for more details along this. On the other
hand, we would also like to mention the work of Buckdahn–Li–Peng [9] who studied one kind
of nonlocal deterministic PDEs. In virtue of the ”backward semigroup” method they obtained
the existence and uniqueness of viscosity solution for nonlocal PDEs via mean-field BSDEs (1.3)
in a Markovian framework and McKean-Vlasov forward equation. Motivated by the above two
cases, in this paper we will give some discussions on one kind of nonlocal stochastic partial
differential equations. Since our backward equation here is allowed to dependent on Z0,x0(·),
therefore the nonlocal SPDEs here is not a direct generalization of deterministic PDEs in [9] to
the stochastic case. Some additional necessary and essential terms are required in our SPDE
to meet the general case here, see (4.3) below. On the other hand, comparing with the case
in [22] and [9], due to the nonlocal property of SPDEs and the interesting measurability of
the corresponding solution u(t, x), one fundamental and important term u′(t, x) is required to
meet such general case, see also Remark 4.2 below. Instead of investigating the limit result for
such equations, we will study the SPDEs from other aspects. A probabilistic interpretation for
the solution to such kind of SPDEs is derived by a connection between them and decoupled
forward-backward doubly differential equations of mean-field type, which extends the results in
[22] to the mean-field case.
The second motivation stems from the study of optimal control problem and certain stochas-
tic differential games problems. Some related works along this have followed two main venues.
On the one hand, optimal control of mean-field (forward) stochastic differential equations was
discussed in Andersson–Djehiche [3], Buckdahn–Djehiche–Li [7] and Meyer-Brandis–Oksandal–
Zhou [21] where stochastic maximum principle were derived as a necessary condition of the
optimal control. On the other hand, optimal control problem for backward doubly stochastic
differential system (or forward-backward system) were spread out in [4], [13], [25] where the
corresponding linear quadratic problem and nonzero sum stochastic differential games were also
investigated. Inspired by above two case, it is natural for us to consider the optimal control
problem for backward doubly stochastic system of mean-field type. Since the terms Γl with
l = f, g (see (5.1)) have more general feature than the corresponding one in [3], [7] and [21], we
have to introduce lE∗ in our adjoint equation, which is slight different from lE′. Note that such
kind of skill also appears in [24]. On the other hand, since θf , θg and l are allowed to depend
on u(·, ω′), some new terms appear and is expressed by lE∗ in our maximum principle (see (5.9))
which is totally different from all the previous literature. We believe that such new features will
lead to some other interesting things and we hope to explore and study them carefully in the
future.
The paper is organized as follows. In Section 2, we will present some preliminary notations
needed in the whole paper. In Section 3, we consider the existence and uniqueness of solution
for MF-BDSDE (1.3). In Section 4, we give the probabilistic interpretation for the solutions
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to a class of nonlocal SPDEs by means of MF-BDSDE. In Section 5, we discuss one optimal
control problem of MF-BDSDE. In Section 6, we investigate one backward doubly stochastic
LQ problem of mean-field type to show one direct application of result in Section 5.
2 Preliminaries
Throughout this paper, let (Ω,F , lP) be a complete probability space on which are defined two
mutually independent Brownian motion {Wt}t≥0 and {Bt}t≥0, with value respectively in lR
d
and lRl. We denote by
Ft
.
= FWt ∨ F
B
t,T , ∀t ∈ [0, T ] ,
where N is the class of lP-null sets of F and
FWt
.
= σ {Wr; 0 ≤ r ≤ t} ∨ N , F
B
t,T
.
= σ {BT −Br; t ≤ r ≤ T} ∨ N .
In this case, the collection {Ft, t ∈ [0, T ]} is neither increasing nor decreasing, while
{
FWt ; t ∈ [0, T ]
}
is an increasing filtration and
{
FBt,T ; t ∈ [0, T ]
}
is a decreasing filtration.
Let (Ω2,F2, lP2) = (Ω×Ω,F⊗F , lP⊗ lP) be the completion of the product probability space
of the above (Ω,F , lP) with itself, where we define F2t = Ft⊗Ft with t ∈ [0, T ] and Ft⊗Ft being
the completion of Ft ×Ft. It is worthy of noting that any random variable ξ = ξ(ω) defined on
Ω can be extended naturally to Ω2 as ξ′(ω, ω′) = ξ(ω) with (ω, ω′) ∈ Ω2. For H = lRn, ect, let
L1(Ω2,F2, lP2;H) be the set of random variable ξ : Ω2 → H which is F2-measurable such that
lE2|ξ| ≡
∫
Ω2 |ξ(ω
′, ω)|lP(dω′)lP(dω) <∞. For any η ∈ L1(Ω2,F2, lP2;H), we denote
lE′η(ω, ·) =
∫
Ω
η(ω, ω′)lP(dω′), lE∗η(·, ω) =
∫
Ω
η(ω′, ω)lP(dω′).
Particularly, for example, if η1(ω, ω
′) = η(ω′) and η2(ω, ω
′) = η2(ω), then
lE′η1 =
∫
Ω
η1(ω
′)lP(dω′) = lEη1, lE
∗η2 =
∫
Ω
η2(ω)lP(dω) = lEη2.
Hence, in what follows, lE′ and lE∗ will be used when we need to distinguish ω′ from ω, which is
the case of both ω and ω′ appearing at the same time. On the one hand, the well definition of lE′
above gives the precise meaning of Γf and Γg in (1.4). On the other hand, it also indicates that,
for example, the operator Γf is nonlocal in the sense that the value Γf (s, ω, Y (s, ω), Z(s, ω)) of
Γf (s, Y (s), Z(s)) at ω depends on the whole set
{(Y (s, ω′), Z(s, ω′))
∣∣ ω′ ∈ Ω},
not just on (Y (s, ω), Z(s, ω)).
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At last, we would like to introduce some spaces of functions required in the sequel.
S2 ([0, T ]; lRn) = {ϕ : [0, T ]× Ω→ lRn,
∣∣∣ ϕt is Ft -measurable process
such that lE( sup
0≤t≤T
|ϕt|
2) <∞},
M2(0, T ; lRn) = {ϕt : [0, T ] × Ω→ lR
n,
∣∣∣ ϕt is Ft-measurable process
such that lE
∫ T
0
|ϕt|
2dt <∞},
L2(Ω,FT , P ; lR
n) = {ξ : [0, T ]× Ω→ lRn,
∣∣∣ ξ is FT -measurable random
variable such that lE|ξ|2 <∞}.
3 The unique solvability of MF-BDSDEs
In this section, we will discuss the existence and uniqueness of adapted solution for MF-BDSDE
(1.3) which is rewritten below (for convenience):
Yt = ξ +
∫ T
t
f(s, Ys, Zs,Γ
f (s, Ys, Zs))ds
+
∫ T
t
g(s, Ys, Zs,Γ
g(s, Ys, Zs))d
←−
B s −
∫ T
t
Zsd
−→
W s, (3.1)
with l = f, g. Before it, we make the following assumptions.
(H1) (i) ξ ∈ L2 (Ω,FT , lP; lR
n). f : Ω × [0, T ] × lRn × lRn×d × lRk1 → lRn is measurable
and for all (t, y, z, γ) ∈ [0, T ] × lRn+n×d+k1 , (t, ω) 7→ f(t, ω, y, z, γ) is Ft-measurable.
g : Ω × [0, T ] × lRn × lRn×d × lRk2 → lRm×l is measurable and for all (t, y, z, γ) ∈
[0, T ] × lRn+n×d+k2 , (t, ω) 7→ g(t, ω, y, z, γ) is Ft-measurable. The map θ
l : [0, T ] ×
Ω2 × lR2n+2n×2d → lRm is measurable and for all (t, y, z, y′, z′) ∈ [0, T ]× lR2n+2n×2d,
the map (t, ω, ω′) 7→ θl(t, ω, ω′, y, z, y′, z′) is F2t -measurable on [0, T ], l = f, g.
(ii) f and g satisfy uniformly Lipschitz condition to (y, z, γ), that is, there exist positive
constants Li Ki and αj with i = y, z, y
′, z′, γ, j = 1, 2, 3, 4, such that
|f(t, y1, z1, γ1)− f(t, y2, z2, γ2)|
≤ Ly|y1 − y2|+ Lz|z1 − z2|+ Lγ |γ1 − γ2|,
|g(t, y1, z1, γ1)− g(t, y2, z2, γ2)|
2
≤ K2y |y1 − y2|
2 + α1|z1 − z2|
2 + α2|γ1 − γ2|
2,
|θf (t, ω, ω′, y1, z1, y
′
1, z
′
1)− θ
f (t, ω, ω′, y2, z2, y
′
2, z
′
2)|
≤ Ly|y1 − y2|+ Lz|z1 − z2|+ Ly′ |y
′
1 − y
′
2|+ Lz′ |z
′
1 − z
′
2|,
|θg(t, ω, ω′, y1, z1, y
′
1, z
′
1)− θ
g(t, ω, ω′, y2, z2, y
′
2, z
′
2)|
2
≤ K2y |y1 − y2|
2 +K2y′ |y
′
1 − y
′
2|
2 + α3|z1 − z2|
2 + α4|z
′
1 − z
′
2|
2,
∀(t, ω, ω′) ∈ [0, T ]× Ω2, (yi, zi, y
′
i, z
′
i) ∈ lR
4n+2d, i = 1, 2,
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and
lE
∫ T
0
|lE′θl0(t, ω, ω
′)|2ds <∞, lE
∫ T
0
|l0(s, ω)|
2ds <∞, l = f, g,
where θl0(t, ω, ω
′) = θl0(t, ω, ω
′, 0, 0, 0, 0), l0(s, ω) = l0(s, ω, 0, 0, 0). Here we assume
that α1 + α2α3 + α2α4 < 1.
Remark 3.1 Under (H1), since we have
|θl(t, ω, ω′, Y (t, ω), Z(t, ω), y, z)|
≤ L(1 + |Y (t, ω)|+ |Z(t, ω)|+ |y|+ |z|), l = f, g,
consequently,
|Γl(t, Y (t), Z(t))| ≤ L(1 + |Y (t)|+ |Z(t)|+ lE|Y (t)|+ lE|Z(t)|), l = f, g.
Likewise, for any (Y1(·), Z1(·)), (Y2(·), Z2(·)) ∈ S
2([0, T ]; lRn)×M2([0, T ]; lRn×d),
|Γf (t, Y1(t), Z1(t))− Γ
f (t, Y2(t), Z2(t))|
≤ Ly|Y1(t)− Y2(t)|+ Lz|Z1(t)− Z2(t)|
+Ly′ lE|Y1(t)− Y2(t)|+ Lz′ lE|Z1(t)− Z2(t)|,
|Γg(t, Y1(t), Z1(t)) − Γ
g(t, Y2(t), Z2(t))|
2
≤ K2y |Y1(t)− Y2(t)|
2 +K2y′ lE|Y1(t)− Y2(t)|
2
+α3|Z1(t)− Z2(t)|
2 + α4lE|Z1(t)− Z2(t)|
2.
The above two estimates will play an interesting role in the next theorem.
Theorem 3.1 Suppose (H1) holds. Then MF-BDSDE (3.1) admits a unique adapted solution
(Y,Z) ∈ S2 ([0, T ]; lRn)×M2(0, T ; lRn×d).
Proof. For any (y, z) ∈ S2(0, T ; lRn) × M2(0, T ; lRn×d), we consider the following MF–
BDSDE
Yt = ξ +
∫ T
t
f(s, Ys, Zs, lE
′[θl(s, Ys, Zs, y
′
s, z
′
s)])ds
+
∫ T
t
g(s, Ys, Zs, lE
′[θl(s, Ys, Zs, y
′
s, z
′
s)])d
←−
B s −
∫ T
t
Zsd
−→
W s.
According to Theorem 1.1 in [22], there exists a unique pair of solution (Y,Z) ∈ S2 ([0, T ]; lRn)×
M2(0, T ; lRn×d). Hence, if we define Θ(y, z) = (Y,Z), then Θ maps from S2 ([0, T ]; lRn) ×
M2(0, T ; lRn×d) to itself. We now show that Θ is contractive. To this end, take any (yi, zi) ∈
S2 ([0, T ]; lRn)×M2(0, T ; lRn×d), (i = 1, 2), and let
(Y i, Zi) = Θ(yi, zi).
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We denote by (Ŷ , Ẑ) = (Y 1 − Y 2,Z1 − Z2) and (ŷ, ẑ) = (y1 − y2,z1 − z2). Using Itoˆ formula to
eβt|Ŷt|
2 we have
lEeβt|Ŷt|
2 + lE
∫ T
t
eβs|Ẑs|
2ds+ lE
∫ T
t
βeβs|Ŷs|
2ds
= 2lE
∫ T
t
eβsŶsf̂(s)ds+ lE
∫ T
t
eβs|ĝ(s)|2ds,
where
f̂(s) = f(s, Y 1s , Z
1
s , lE
′[θf (s, Y 1s , Z
1
s , y
1′
s , z
1′
s )])
−f(s, Y 2s , Z
2
s , lE
′[θf (s, Y 2s , Z
2
s , y
2′
s , z
2′
s )]),
ĝ(s) = g(s, Y 1s , Z
1
s , lE
′[θg(s, Y 1s , Z
1
s , y
1′
s , z
1′
s )])
−g(s, Y 2s , Z
2
s , lE
′[θg(s, Y 2s , Z
2
s , y
2′
s , z
2′
s )]).
Hence from (H1), Remark 3.1 above and the inequality ab ≤
1
δ
a2 + δb2, we have
lEeβt|Ŷt|
2 + lE
∫ T
t
eβs|Ẑs|
2ds+ lE
∫ T
t
βeβs|Ŷs|
2ds
≤ 2lE
∫ T
t
eβs[(1 + Lγ)|Ŷs|(Ly|Ŷs|+ Lz|Ẑs|) + Lγ |Ŷs|(Ly′ lE|ŷs|+ Lz′ lE|ẑs|)]ds
+lE
∫ T
t
eβs[K2y (1 + α2)|Ŷs|
2 + (α1 + α2α3)|Ẑs|
2 + α2Ky′ lE|ŷs|
2 + α2α4lE|ẑs|
2]ds
≤ M1lE
∫ T
t
eβs|Ŷs|
2ds+M2lE
∫ T
t
eβs|Ẑs|
2ds
+M3lE
∫ T
t
eβs|ŷs|
2ds+M4lE
∫ T
t
eβs|ẑs|
2ds,
where
M1 = K
2
y (1 + α2) + (1 + Lγ)(Ly + Lz · C +
1
2
L2γ + LγLz′ · C),
M2 =
(1 + Lγ)Lz
C
+ (α1 + α2α3),
M3 =
1
2
L2y′ + α2Ky′ ; M4 =
LγLz′
C
+ α2α4.
After some simple calculations, it is easy to see that
lE
∫ T
t
β −M1
1−M2
eβs|Ŷs|
2ds+ lE
∫ T
t
eβs|Ẑs|
2ds
≤
M4
1−M2
[
lE
∫ T
t
M3
M4
eβs|ŷs|
2ds+ lE
∫ T
t
eβs|ẑs|
2ds
]
.
By the assumption imposed on αi, Θ is a contraction on M
2(0, T ; lRn+n×d), thus there is a
unique fixed point (Y,Z) ∈M2(0, T ; lRn+n×d) which is the solution of (3.1). Moreover, it is easy
to check that Y (·) ∈ S2(0, T ; lRn). The proof is complete. 
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Remark 3.2 Note that our result here can fully cover the corresponding results in [9] and [22].
In fact, if Ky = α1 = α2 = 0 or Lγ = α2 = 0, our result degenerates respectively to the case in
[9] and [22].
Next we introduce a type of forward doubly stochastic differential equation with mean field type
as follows,
Pt = η +
∫ t
0
f(s, Ps, Qs,Γ
f (s, Ps, Qs))ds
+
∫ t
0
g(s, Ps, Qs,Γ
g(s, Ps, Qs))d
−→
W s −
∫ t
0
Qsd
←−
B s, (3.2)
where η is F0-measurable. Note that such kind of equations appear as adjoint equation in the
optimal control problem below. Here we will transform (3.2) into the similar form of (3.1). If
we define
B˜t = BT −BT−t, W˜t =WT −WT−t, F˜t
.
= FW˜t,T ∨ F
B˜
t ,
P˜t = PT−t, Q˜t = QT−t, t ∈ [0, T ],
then F˜t = FT−t, η is F˜T -measurable, P˜t, Q˜t are F˜t-measurable, and
P˜t = η +
∫ T
t
f(s, P˜s, Q˜s,Γ
f (s, P˜s, Q˜s))ds
+
∫ T
t
g(s, P˜s, Q˜s,Γ
g(s, P˜s, Q˜s))d
←−
W˜ s −
∫ T
t
Q˜sd
−→
B˜ s. (3.3)
Note that (3.3) have the similar form as (3.1), then by Theorem 3.1 there exists a unique pair
of (P˜ , Q˜) solving (3.3), and we have
Theorem 3.2 Suppose (H1) holds. Then (3.2) admits a unique adapted solution (P,Q) ∈
S2 ([0, T ]; lRn)×M2(0, T ; lRn×d).
4 Probabilistic interpretation for a class of nonlocal SPDEs
The connection between BDSDEs and systems of second-order quasilinear SPDEs was firstly
observed by Pardoux and Peng [22], where the probabilistic interpretation for second-order
SPDEs of parabolic types was derived. Thereafter, this subject has attracted a lot of research,
such as [5], [14], [23], [26], [27]. This section can be regarded as a continuation of such a theme.
In other words, we will exploit the above theory of MF-BDSDE in order to provide a probabilistic
formula for the solution of a class of nonlocal SPDE.
Given arbitrary x0 ∈ lR
m, (t, x) ∈ [0, T ]× lRm being the initial condition, let us consider the
following forward SDE in lRm,
Xt,xs = x+
∫ s
t
Γb(r,Xt,xr )dr +
∫ s
t
Γσ(r,Xt,xr )d
−→
W r, s ≥ t, (4.1)
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and the backward equation
Y t,xs = lE
′[h(Xt,xT , (X
0,x0
T )
′)] +
∫ T
s
Γf1(r,X
t,x
r , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr d
−→
W r
+
∫ T
s
Γg1(r,X
t,x
r , Y
t,x
r , Z
t,x
r )d
←−
B r, s ≥ t, (4.2)
where
Γk(r,Xt,xr ) =
∫
Ω
k(r,Xt,xr (ω),X
0,x0
r (ω
′))lP(dω′) =: lE′[k(r,Xt,xr , (X
0,x0
r )
′)],
Γl1(r,X
t,x
r , Y
t,x
r , Z
t,x
r )
=
∫
Ω
θl(r,Xt,xr (ω), Y
t,x
r (ω), Z
t,x
r (ω),X
0,x0
r (ω
′), Y 0,x0r (ω
′), Z0,x0r (ω
′))lP(dω′)
=: lE′[θl(r,Xt,xr , Y
t,x
r , Z
t,x
r , (X
0,x0
r )
′, (Y 0,x0r )
′, (Z0,x0r )
′)],
with k = b, σ, l = f, g, and
b : [0, T ] × lRm × lRm → lRm, σ : [0, T ] × lRm × lRm → lRm×d,
θf : [0, T ]× lRm × lRn × lRn×d × lRm × lRn × lRn×d → lRn,
θg : [0, T ]× lRm × lRn × lRn×d × lRm × lRn × lRn×d → lRn×l,
h : lRm × lRm → lRn.
It is known that SDE (4.1) has a unique solution if coefficients satisfy linear growth and the
Lipschitz condition, see [9]. Similarly under suitable assumptions of h, θf and θg, we can also
obtain naturally the wellposedness of (4.2) by means of Theorem 3.1 above.
Suppose θf(t, x, x′, ·, ·, ·) and θg(t, x, x′, ·, ·, ·) satisfy the conditions in Theorem 3.1 uniformly
for t, x and x′, and lE|h(Xt,xT , (X
0,x0
T )
′)|2 < ∞, it follows from Theorem 3.1 that (4.2) admits a
unique solution (Yt, Zt) ∈ S
2([0, T ]; lRn)×M2(0, T ; lRn×d).
We now relate MF-BDSDE (4.2) to the following nonlocal SPDE:
du(t, x) = −
(
Lu(t, x) + lE′θf(t, x, u(t, x),▽u(t, x) · lE′[σ(t, x, (X0,x0t )
′)],
(X0,x0t )
′, u′(t, (X0,x0t )
′), [▽u′(t, a) · lE′σ(t, a, (X0,x0t )
′)]
∣∣∣
a=X
0,x0
t
)
)
dt
−lE′θg
(
t, x, u(t, x),▽u(t, x) · lE′[σ(t, x, (X0,x0t )
′)], (X0,x0t )
′,
u′(t, (X0,x0t )
′), [▽u′(t, a) · lE′σ(t, a, (X0,x0t )
′)]
∣∣∣
a=X
0,x0
t
)
d
←−
B t,
u(T, x) = lE′[h(x, (X0,x0T )
′)], (4.3)
where u : lR× lRm × Ω→ lRn, Lu = (Lu1, · · ·Lun)
T , with
Lui(t, x) =
1
2
tr(lE′[σ(t, x, (X0,x0t )
′)]lE′[σ(t, x, (X0,x0t )
′)]TD2u(t, x))
+▽ u(t, x) · lE′[b(t, x, (X0,x0t )
′)],
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and
u′(t, (X0,x0t )
′) = u(t, ω′,X0,x0t (ω
′)), t ∈ [0, T ]. (4.4)
We can assert that
Theorem 4.1 Suppose that b, σ, f and g satisfy suitable linear growth and Lipschitz condi-
tion, hxx(x, (X
0,x0
T )) exists and lElE
′|h(Xt,xT , (X
0,x0
T ))|
2 <∞. Suppose SPDE (4.3) has a solution
u(t, x) ∈ C1,2(Ω × [0, T ] × lRm; lRn). Then, for any given (t, x), u(t, x) has the following inter-
pretation
u(t, x) = Y t,xt , (4.5)
where Y t,xt is determined by (4.1) and (4.2). Moreover, the solution u(t, x) of (4.3) is unique
too.
Proof Applying Itoˆ’s formula to u(t,Xt), we obtain
u(T,Xt,xT )− u(t, x) =
∫ T
t
[
∂u
∂r
(r,Xt,xr ) + Lu(r,X
t,x
r )]dr
+
∫ T
t
▽u(r,Xt,xr ) · lE
′[σ(r,Xt,xr , (X
0,x0
r )
′)]d
−→
W r.
Because u(t, x) satisfies SPDE (4.3), it holds that
u(T,Xt,xT )− u(t, x)
= −
∫ T
t
lE′θf (s,Xt,xs , u(s,X
t,x
s ),▽u(s,X
t,x
s ) · lE
′[σ(s,Xt,xs , (X
0,x0
s )
′)],
(X0,x0s )
′, u′(s, (X0,x0s )
′), [▽u′(s, a) · lE′σ(s, a, (X0,x0s )
′)]
∣∣∣
a=X
0,x0
s
)ds
−
∫ T
t
lE′θg(s,Xt,xs , u(s,X
t,x
s ),▽u(s,X
t,x
s ) · lE
′[σ(s,Xt,xs , (X
0,x0
s )
′)],
(X0,x0s )
′, u′(s, (X0,x0s )
′), [▽u′(s, a) · lE′σ(s, a, (X0,x0s )
′)]
∣∣∣
a=X
0,x0
s
)d
←−
B s
+
∫ T
t
▽u(s,Xt,xs ) · lE
′[σ(s,Xt,xs , (X
0,x0
s )
′)]d
−→
W s.
By the uniqueness of solution for (4.1) and (4.2), it is easy to check that (u(s,Xt,xs ),▽u(s,X
t,x
s ) ·
lE′[σ(s,Xt,xs , (X
0,x0
s )′)])) with s ∈ [0, T ] is a solution of (4.2). Hence it follows that
u(t, x) = Y t,xt , t ∈ [0, T ], x ∈ lR
m.
Under the above condition, the solution Y t,x(·) is unique, then the solution u(t, x) of SPDE (4.3)
is also unique. 
Remark 4.1 (4.5) can be regarded a stochastic Feynman-Kac formula for SPDE (4.3), which
is a useful tool in the study of the property for SPDE. For example, from Theorem 4.1 we know
that the solution of SPDE (4.3) must be unique if it exists.
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Remark 4.2 Note that the introduction of function u′ in (4.4) coincides with the general setting
in our discussion. Actually, on the one hand, comparing with the SPDEs in [22], the term
u′(t, (X0,x0t )) is necessary since our SPDE here is nonlocal. On the other hand, comparing
with the case in [9], here we replace u(t, (X0,x0t )
′) frequently used there with a slight new term
u′(t, (X0,x0t )
′) because of the special measurability of u(t, x). As we know, since Y t,x(s, ω) =
u(s, ω,Xt,x(s, ω)), thus Y 0,x0(s, ω′) = u(s, ω′,X0,x0(s, ω′)) = u′(s, (X0,x0s )′). Obviously, if θg
equals to zero, i.e, (4.3) becomes a deterministic PDE, hence u′(t, (X0,x0t )
′) will degenerates into
u(t, (X0,x0t )
′) which is the case in [9].
Remark 4.3 In our framework, (4.2) is allowed to depend on Z0,x0(·), hence some more neces-
sary terms representing the nonlocal property of (4.3) are needed. This is totally different from
the discussion in [9].
5 An optimal control problem for MF-BDSDEs
In this section, we would like to consider one optimal control problem for MF-BDSDEs. As
a necessary condition, we will derive one maximum principle. For the reason of simplicity, we
assume m = n = d = l = k1 = k2 = 1.
Given a convex subset U ⊂ lRk, for any admissible control v ∈ Uad, where
Uad =
{
v : [0, T ] × Ω→ U |v is Ft -measurable, lE
∫ T
0
|vt|
2dt < +∞
}
,
and ξ ∈ L2 (Ω,FT , P ; lR), we consider the following MF-BDSDE:
Y vt = ξ +
∫ T
t
Γf (s, Y vs , Z
v
s , vs)ds+
∫ T
t
Γg(s, Y vs , Z
v
s , vs)d
←−
B s −
∫ T
t
Zvs d
−→
W s,
(5.1)
where i = f, g,
Γi(s, Y vs , Z
v
s , vs)
=
∫
Ω
θi(s, ω, ω′, Y vs (ω), Z
v
s (ω), vs(ω), Y
v
s (ω
′), Zvs (ω
′), vs(ω
′))lP(dω′),
and
θf : Ω2 × [0, T ] × lR× lR× U × lR× lR× U → lR,
θg : Ω2 × [0, T ] × lR× lR× U × lR× lR× U → lR.
The control problem is to find an admissible control to minimize over Uad the cost function of
J(v(·)) = lE
∫ T
0
Γl(s, Y vs , Z
v
s , vs)ds+ lE[lE
′h(Y v0 (ω), Y
v
0 (ω
′))], (5.2)
where
Γl(s, Y vs , Z
v
s , vs)
=
∫
Ω
l(s, ω, ω′, Y vs (ω), Z
v
s (ω), vs(ω), Y
v
s (ω
′), Zvs (ω
′), vs(ω
′))lP(dω′)
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and h : Ω2 × lR× lR→ lR,
l : Ω2 × [0, T ]× lR× lR× U × lR× lR× U → lR.
The following is our main assumptions on the above mappings in this section:
(H2) (i) θf , θg, l and h are continuous and continuously differentiable with respect to y, y′, z,
z′, v, v′, and the derivatives of l and h are allowed to be linear growth.
(ii) θf and θg satisfy uniformly Lipschitz condition to (y, z, y′, z′, v, v′), that is, there exist
positive constants Li Ki and αj with i = y, z, y
′, z′, v, v′, j = 3, 4, such that
|θf(t, ω, ω′, y1, z1, y
′
1, z
′
1, v1, v
′
1)− θ
f(t, ω, ω′, y2, z2, y
′
2, z
′
2, v2, v
′
2)|
≤ Ly|y1 − y2|+ Lz|z1 − z2|+ Ly′ |y
′
1 − y
′
2|
+Lz′|z
′
1 − z
′
2|+ Lv|v1 − v2|+ Lv′ |v
′
1 − v
′
2|,
|θg(t, ω, ω′, y1, z1, y
′
1, z
′
1, v1, v
′
1)− θ
g(t, ω, ω′, y2, z2, y
′
2, z
′
2, v2, v
′
2)|
2
≤ K2y |y1 − y2|
2 +K2y′ |y
′
1 − y
′
2|
2 +K2v |v1 − v2|
2
+K2v′ |v
′
1 − v
′
2|
2 + α3|z1 − z2|
2 + α4|z
′
1 − z
′
2|
2,
∀(t, ω, ω′) ∈ [0, T ]× Ω2, (yi, zi, y
′
i, z
′
i, vi, v
′
i) ∈ lR
6, i = 1, 2,
and
lE
∫ T
0
|lE′θl0(t, ω, ω
′)|2ds <∞, l = f, g,
where θl0(t, ω, ω
′) = θl0(t, ω, ω
′, 0, 0, 0, 0, 0, 0), and α3 + α4 < 1.
Under the above hypotheses, for every v(·) ∈ Uad, by Theorem 3.1, (5.1) admits a unique strong
solution (Y v, Zv) ∈ S2(0, T ; lR)×M2(0, T ; lR), and the cost functional J is well-defined.
Suppose that û(·) is an optimal control and (Ŷ (·), Ẑ(·)) is the corresponding optimal tra-
jectory. Let v(·) be such that û(·) + v(·) ∈ Uad. Since Uad is convex, then for any 0 ≤ ε ≤ 1,
uε(·) = û(·) + εv(·) is also in Uad. From Theorem 3.1, we know that state equation (5.1) has
a unique solution, denoted by (Y ε(·), Zε(·)) corresponding to uε. Before the main result we
require to prove some basic results.
Lemma 5.1 Under assumption (H2), for any t ∈ [0, T ], we have
E|Y εt − Ŷt|
2 ≤ Cε2, E
∫ T
t
|Zεs − Ẑs|
2ds ≤ Cε2.
Proof. Notice that Y εt − Ŷt satisfies the following MF-BDSDE:
Y εt − Ŷt =
∫ T
t
[Γf (s, Y εs , Z
ε
s , u
ε
s)− Γ
f (s, Ŷs, Ẑs, ûs)]ds
+
∫ T
t
[Γg(s, Y εs , Z
ε
s , u
ε
s)− Γ
g(s, Ŷs, Ẑs, ûs)]d
←−
B s
−
∫ T
t
(Zεs − Ẑs)d
−→
W s.
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Applying Itoˆ’s formula to |Y εt − Ŷt|
2, we have
lE
(
|Y εt − Ŷt|
2 +
∫ T
t
|Zεs − Ẑs|
2ds
)
= 2lE
∫ T
t
〈
Y εs − Ŷs,Γ
f (s, Y εs , Z
ε
s , u
ε
s)− Γ
f (s, Ŷs, Ẑs, ûs)
〉
ds
+lE
∫ T
t
|Γg(s, Y εs , Z
ε
s , u
ε
s)− Γ
g(s, Ŷs, Ẑs, ûs)|
2ds.
From (H2), we have
lE|Y εt − Ŷt|
2 + lE
∫ T
t
|Zεs − Ẑs|
2ds
≤ k1lE
∫ T
t
|Y εs − Ŷs|
2ds+ k2ε
2lE
∫ T
t
|vs|
2ds,
where ki (i = 1, 2) are two constants depending on the parameters in (H2). By Gronwall’s
inequality the Burkholder-Davis-Gundy inequality, we obtain the results. 
In the following we make the convention that
α̂(·) = α(·, ω, ω′, Ŷ (·, ω), Ẑ(·, ω), û(·, ω), Ŷ (·, ω′), Ẑ(·, ω′), û(·, ω′)),
αε(·) = α(·, ω, ω′, Y ε(·, ω), Zε(·, ω), uε(·, ω), Y ε(·, ω′), Zε(·, ω′), uε(·, ω′)),
where ω, ω′ ∈ Ω, α = θf , θg, l. We introduce the variational equation as follows,
ξt = ψt +
∫ T
t
F1(s, ξs, ηs)ds +
∫ T
t
G1(s, ξs, ηs)d
←−
B s −
∫ T
t
ηsd
−→
W s, (5.3)
where
F1(s, ξs, ηs) = lE
′[θ̂f y(s)ξs + θ̂f z(s)ηs + θ̂fy′(s)ξ
′
s + θ̂
f
z′(s)η
′
s],
G1(s, ξs, ηs) = lE
′[θ̂gy(s)ξs + θ̂gz(s)ηs + θ̂gy′(s)ξ
′
s + θ̂
g
z′(s)η
′
s],
and
ψ(t) =
∫ T
t
lE′[θ̂f v(s)vs + θ̂fv′(s)v
′
s]ds+
∫ T
t
lE′[θ̂gv(s)vs + θ̂gv′(s)v
′
s]d
←−
B s.
Here we denote, for example,
lE′[θ̂f y(s)ξs] =
∫
Ω
θ̂f y(s, ω, ω
′)ξ(s, ω)lP(dω′)
lE′[θ̂f y′(s)ξ
′
s] =
∫
Ω
θ̂fy′(s, ω, ω
′)ξ(s, ω′)lP(dω′).
Under (H2), from Theorem 3.1 there exists a unique (ξt, ηt) ∈ S
2 ([0, T ];R)×M2(0, T ;R) satis-
fying (5.3).
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Lemma 5.2 If we denote by
yεt =
Y εt − Ŷt
ε
− ξt, z
ε
t =
Zεt − Ẑt
ε
− ηt.
Then we have
lim
ε→0
sup
t∈[0,T ]
lE|yεt |
2 = 0, lim
ε→0
lE
∫ T
0
|zεt |
2dt = 0. (5.4)
Proof. First we can express yε and zε as

−dyεt = lE
′[f εy (t)y
ε
t + f
ε
z (t)z
ε
t + f
ε
y′(t)y
′ε
t + f
ε
z′(t)z
′ε
t + f
ε
1 (t)]dt
+lE′[gεy(t)y
ε
t + g
ε
z(t)z
ε
t + g
ε
y′(t)y
′ε
t + g
ε
z′(t)z
′ε
t + g
ε
1(t)]d
←−
B t
−zεt d
−→
W t,
yεT = 0,
where, for example, we denote δ = f, g, Y¯t,ω = Ŷt,ω + λ(Y
ε
t,ω − Ŷt,ω), u¯t,ω = ût,ω + λ(u
ε
t,ω − ût,ω)
δεy(·) =
∫ 1
0
θδy(·, Y¯·,ω, Z¯·,ω, u¯·,ω, Y¯·,ω′ , Z¯·,ω′ , u¯·,ω′)dλ,
and
δε1(·) = [δ
ε
y(·) − θ̂
δ
y(·)]ξ·,ω + [δ
ε
z(·) − θ̂
δ
z(·)]η·,ω + [δ
ε
y′(·)− θ̂
δ
y′(·)]ξ·,ω′
+[δεz′(·)− θ̂
δ
z′(·)]η·,ω′ + [δ
ε
v(·)− θ̂
δ
v(·)]v·,ω + [δ
ε
v′(·)− θ̂
δ
v′(·)]v·,ω′ .
Applying Itoˆ’s formula to |yεt |
2 on [t, T ], we get
lE |yεt |
2 + lE
∫ T
t
|zεs |
2 ds
= 2lE
∫ T
t
〈
yεs, lE
′[f εy (s)y
ε
s + f
ε
z (s)z
ε
s + f
ε
y′(s)y
′ε
s + f
ε
z′(s)z
′ε
s + f
ε
1 (s)]
〉
ds
+lE
∫ T
t
∣∣lE′[gεy(t)yεs + gεz(s)zεs + gεy′(s)y′εs + gεz′(s)z′εs + gε1(s)]∣∣2 ds.
From (H2), we have
lE|yεt |
2 + lE
∫ T
t
|zεs |
2ds ≤ klE
∫ T
t
|yεs|
2ds +Cε,
where k is some suitable constant, Cε → 0 as ε→ 0. By Grownwall’s inequality, we obtain the
desired result. 
Since û(·) is an optimal control, then
ε−1[J(uε(·))− J(û(·))] ≥ 0. (5.5)
From this and Lemma 5.2, we have the following
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Lemma 5.3 Let assumption (H2) hold. Then the following variational inequality holds:
lE
∫ T
0
lE′[l̂y(s)ξs + l̂z(s)ηs + l̂y′(s)ξ
′
s + l̂z′(s)η
′
s + l̂v(s)vs + l̂v′(s)v
′
s]ds
+lElE′[hy(Ŷ0,ω, Ŷ0,ω′)ξ0,ω + hy′(Ŷ0,ω, Ŷ0,ω′)ξ0,ω′ ] ≥ 0.
(5.6)
Here we denote, for example,
lE′[l̂y′(s)ξ
′
s] =
∫
Ω
l̂y′(s, ω, ω
′)ξ(s, ω′)lP(dω′).
Proof. From the first result of (5.4), we derive
lElE′ε−1[h(Y ε0,ω, Y
ε
0,ω′)− h(Ŷ0,ω, Ŷ0,ω′)]
= lElE′ε−1
∫ 1
0
hy(Y¯0,ω, Y¯0,ω′)(Y
ε
0,ω − Ŷ0,ω)dλ
+lElE′ε−1
∫ 1
0
hy′(Y¯0,ω, Y¯0,ω′)(Y
ε
0,ω′ − Ŷ0,ω′)dλ
→ lElE′[hy(Ŷ0,ω, Ŷ0,ω′)ξ0,ω + hy′(Ŷ0,ω, Ŷ0,ω′)ξ0,ω′ ], ε→ 0,
where for example, Y¯0,ω = Ŷ0,ω + λ(Y
ε
0,ω − Ŷ0,ω). Similarly, we have ε→ 0,
ε−1
{
lE
∫ T
0
lE′[lε(t)− l̂(t)]dt
}
→ lE
∫ T
0
lE′[l̂y(s)ξs + l̂z(s)ηs + l̂y′(s)ξ
′
s + l̂z′(s)η
′
s + l̂u(s)vs + l̂v′(s)v
′
s]ds.
Thus (5.6) follows. 
Now we consider the adjoint equation:
pt = lE
′hy(Ŷ0,ω, Ŷ0,ω′) + lE
∗hy′(Ŷ0,ω∗ , Ŷ0,ω)
+
∫ t
0
F2(s, , ps, qs)ds +
∫ t
0
G2(s, ps, qs)d
−→
W s −
∫ t
0
qsd
←−
B s, (5.7)
where
F2(s, , ps, qs) = lE
′[θ̂fy(s)ps + θ̂gy(s)qs + l̂y(s)]
+lE∗[θ̂f y′ (s)p
∗
s + θ̂
g
y
′ (s)q∗s + l̂y′ (s)],
G2(s, ps, qs) = lE
′[θ̂f z(s)ps + θ̂gz(s)qs + l̂z(s)]
+lE∗[θ̂f z′ (s)p
∗
s + θ̂
g
z
′ (s)q∗s + l̂z′ (s)].
Here we denote by, for example,
lE∗l̂y′ (s) =
∫
Ω
l̂y′ (s, ω
∗, ω)lP(dω∗),
lE∗[θ̂f y′ (s)p
∗
s] =
∫
Ω
θ̂f y′ (s, ω
∗, ω)p(s, ω∗)lP(dω∗).
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The adjoint equation (5.7) is a special form of (3.2) with bounded coefficients. Under (H2), it
follows from Theorem 3.2 that (5.7) admits a unique solution (pt, qt).
We define the Hamiltonian function H : [0, T ]× lR× lR× lR× lR× lR× lR× lR× lR→ lR as
follows:
H(t, y1, z1, v1, y2, z2, v2, p, q)
= θf(t, ω, ω′, y1, z1, v1, y2, z2, v2)p + θ
g(t, ω, ω′, y1, z1, v1, y2, z2, v2)q
+l(t, ω, ω′, y1, z1, v1, y2, z2, v2). (5.8)
From variational inequality (5.6), we can state the stochastic maximum principle of optimal
control problem for MF-BDSDEs.
Theorem 5.1 (Stochastic maximum principle). Let (Ŷ (·), Ẑ(·), û(·)) be an optimal triple of the
control problem {(5.1), (5.2)}. Then ∀v ∈ U, a.e. t ∈ [0, T ], a.s.
[lE′Ĥv(t, ω, ω
′) + lE∗Hv′(t, ω
∗, ω)] · (v − ût) ≥ 0, (5.9)
where for convenience we denote by
Ĥ(t, ω, ω′)
= H(t, ω, ω′, Ŷt(ω), Ẑt(ω), ût(ω), Ŷt(ω
′), Ẑt(ω
′), ût(ω
′), pt(ω), qt(ω)).
(5.10)
Proof. Applying Itoˆ’s formula to 〈ξt, pt〉, we obtain
−lEξ0p0 = lE
∫ T
0
lE′[ly(s)ξs + lz(s)ηs + ly′(s)ξ
′
s + lz′(s)η
′
s]ds
−lE
∫ T
0
lE′[θ̂fv′(s)v
′
sps + θ̂
g
v′(s)v
′
sqs]ds
−lE
∫ T
0
lE′[θ̂fv(s)vsps + θ̂gv(s)vsqs]ds.
Then by definition of lE∗ and variational inequality (5.6) above, we have
lE
∫ T
0
lE′[θ̂f v′(s)v
′
sps + θ̂
g
v′(s)v
′
sqs + l̂v′(s)v
′
s]ds
+lE
∫ T
0
lE′[θ̂f v(s)vsps + θ̂gv(s)vsqs + l̂v(s)vs]ds ≥ 0.
From the definition of Hamiltonian function in (5.8),
lE
∫ T
0
[
lE∗Hv′(t, Ŷt(ω
∗), Ẑt(ω
∗), ût(ω
∗), Ŷt(ω), Ẑt(ω), ût(ω), pt(ω
∗), qt(ω
∗))
+lE′Hv(t, Ŷt(ω), Ẑt(ω), ût(ω), Ŷt(ω
′), Ẑt(ω
′), ût(ω
′), pt(ω), qt(ω))
]
· vtdt ≥ 0.
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For ∀v ∈ U, F be an arbitrary element of the σ-algebra Ft, set
v (s) =


ûs, s ∈ [0, t),
v, s ∈ [t, , t+ ε), ω ∈ F,
ûs, s ∈ [t, , t+ ε), ω ∈ Ω− F,
ûs, s ∈ [t+ ε, T ] ,
we have v(s) ∈ Uad. Since vt satisfies ût + vt ∈ Uad, then by taking vt = vt − ût, we can rewrite
above inequality as
lE1F
∫ t+ε
t
[lE′Ĥv(s, ω, ω
′) + lE∗Ĥv′(s, ω
∗, ω)] · (v − ûs)ds ≥ 0,
where Ĥ is defined in (5.10). Differentiating with respect to ε at ε = 0 gives
lE1F [lE
′Ĥv(t, ω, ω
′) + lE∗Ĥv′(t, ω
∗, ω)] · (v − ût) ≥ 0,
and (5.9) holds naturally. 
6 One mean-field backward LQ problem
In this section, we are dedicated to apply the previous maximum principle to one backward
doubly stochastic LQ problem of mean field type. In this case, by supposing h(Y0,ω, Y0,ω′) =
1
2Q
1
0Y
2
0,ω +
1
2Q
2
0Y
2
0,ω′ and
f(s, ω, ω′, Ys,ω, Zs,ω, vs,ω, Ys,ω′ , Zs,ω′ , vs,ω′)
= A1sYs,ω +B
1
sZs,ω +C
1
s vs,ω +A
2
sYs,ω′ +B
2
sZs,ω′ + C
2
s vs,ω′ ,
g(s, ω, ω′, Ys,ω, Zs,ω, vs,ω, Ys,ω′ , Zs,ω′ , vs,ω′)
= D1sYs,ω + E
1
sZs,ω + F
1
s vs,ω +D
2
sYs,ω′ + E
2
sZs,ω′ + F
2
s vs,ω′ ,
l(s, ω, ω′, Ys,ω, Zs,ω, vs,ω, Ys,ω′ , Zs,ω′ , vs,ω′)
=
1
2
[M1s Y
2
s,ω +N
1
sZ
2
s,ω +R
1
sv
2
s,ω +M
2
s Y
2
s,ω′ +N
2
sZ
2
s,ω′ +R
2
sv
2
s,ω′ ],
with, for example, Ai : [0, T ] × Ω2 → lR being bounded, (s, ω, ω′) 7→ Ai(s, ω, ω
′) being F2s -
measurable (such assumption also hold for the other coefficients), M i, Ri being nonnegative, Ri
being positive, we can write the state equation and the cost functional as
Y vt,ω = ξ +
∫ T
t
{[lE′A1s]Y
v
s,ω + [lE
′B1s ]Z
v
s,ω + [lE
′C1s ]vs,ω + lE
′[A2sY
v
s,ω′]}ds
+
∫ T
t
lE′[B2sZ
v
s,ω′ + C
2
s vs,ω′ ]ds+
∫ T
t
{[lE′D1s ]Y
v
s,ω + [lE
′E1s ]Z
v
s,ω}d
←−
B s,ω
+
∫ T
t
{[lE′F 1s ]vs,ω + lE
′[D2sY
v
s,ω′ + E
2
sZ
v
s,ω′ + F
2
s vs,ω′ ]}d
←−
B s,ω −
∫ T
t
Zvs,ωd
−→
W s,ω,
(6.1)
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and
J(v(·)) =
1
2
lE
(∫ T
0
lE′[M1s |Y
v
s,ω|
2 +N1s |Z
v
s,ω|
2 +R1sv
2
s,ω]ds+ lE
′[Q10|Y
v
0,ω|
2]
)
+
1
2
lE
(∫ T
0
lE′[M2s |Y
v
s,ω′ |
2 +N2s |Z
v
s,ω′ |
2 +R2s|vs,ω′ |
2]ds+ lE′[Q20|Y
v
0,ω′ |
2]
)
.
For convenience, we write the random coefficients, for example, Ai(s.ω, ω′) as Ais in the above
and the following part. The Hamiltonian in such setting becomes
H(s, ω, ω′, y1, z1, v1, y2, z2, v2, p, q)
= [A1sy1 +B
1
sz1 + C
1
s v1 +A
2
sy2 +B
2
sz2 + C
2
s v2]p
+[D1sy1 +E
1
sz1 + F
1
s v1 +D
2
sy2 + E
2
sz2 + F
2
s v2]q
+
1
2
[M1s y
2
1 +N
1
s z
2
1 +R
1
sv
2
1 +M
2
s y
2
2 +N
2
s z
2
2 +R
2
sv
2
2 ].
It follows from Theorem 5.1 that
0 = lE′[C1sps + F
1
s qs +R
1
sûs] + lE
∗[C2sp
∗
s + F
2
s q
∗
s +R
2
sûs],
(6.2)
where, for example,
lE∗[C1sps] =
∫
Ω
C1(s, ω, ω′)p(s, ω)lP(dω′),
lE∗[R2sûs] =
∫
Ω
R2(s, ω∗, ω)u(s, ω)lP(dω∗),
lE∗[C2sp
∗
s] =
∫
Ω
C2(s, ω∗, ω)p(s, ω∗)lP(dω∗),
and
pt = lE
′[Q10Ŷ0,ω] + lE
∗[Q20Ŷ0,ω]
+
∫ t
0
F2(s, ps, qs)ds +
∫ t
0
G2(s, ps, qs)d
−→
W s −
∫ t
0
qsd
←−
B s, (6.3)
with
F2(s, , ps, qs) = lE
′[A1sps +D
1
sqs +M
1
s ] + lE
∗[A2sp
∗
s +D
2
sq
∗
s +M
2
s ],
G2(s, ps, qs) = lE
′[B1sps + E
1
s qs +N
1
s ] + lE
∗[B2sp
∗
s + E
2
s q
∗
s +N
2
s ].
Theorem 6.1 Suppose there exists û satisfies (6.2), where (p, q) satisfy (6.3), then it must be
the unique optimal control of above backward LQ problem.
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Proof. First we have
J(v) − J(û)
=
1
2
lE
∫ T
0
lE′[M1s (|Y
v
s,ω|
2 − |Ŷs,ω|
2) +N1s (|Z
v
s,ω|
2 − |Ẑs,ω|
2)]ds
+
1
2
lE
∫ T
0
lE′[R1s(|vs,ω|
2 − |ûs,ω|
2) +M2s (|Y
v
s,ω′ |
2 − |Ŷs,ω′ |
2)]ds
+
1
2
lE
∫ T
0
lE′[N2s (|Z
v
s,ω′ |
2 − |Ẑs,ω′ |
2) +R2s(|vs,ω′ |
2 − |ûs,ω′ |
2)]ds
+
1
2
lElE′[Q10(|Y
v
0,ω|
2 − |Ŷ0,ω|
2) +Q20(|Y
v
0,ω′ |
2 − |Ŷ0,ω′ |
2)]
≥ lE
∫ T
0
lE′[M1s Ŷs,ω(Y
v
s,ω − Ŷs,ω) +N
1
s Ẑs,ω(Z
v
s,ω − Ẑs,ω)]ds
+lE
∫ T
0
lE′[R1s ûs,ω(vs,ω − ûs,ω) +M
2
s Ŷs,ω′(Y
v
s,ω′ − Ŷs,ω′)]ds
+lE
∫ T
0
lE′[N2s Ẑs,ω′(Z
v
s,ω′ − Ẑs,ω′) +R
2
sûs,ω′(vs,ω′ − ûs,ω′)]ds
+lElE′[Q10Ŷ0,ω(Y
v
0,ω − Ŷ0,ω) +Q
2
0Ŷ0,ω′(Y
v
0,ω′ − Ŷ0,ω′)].
On the other hand, by using Itoˆ formula to ps,ω(Y
v
s,ω − Ŷs,ω) on [0, T ], we have
lElE′[Q10Ŷ0,ω(Y
v
0,ω − Ŷ0,ω) +Q
2
0Ŷ0,ω′(Y
v
0,ω′ − Ŷ0,ω′)]
= lE
∫ T
0
lE′[C1sps,ω + F
1
s qs,ω](vs,ω − ûs,ω)ds
−lE
∫ T
0
lE
′
[M1s Ŷs,ω(Y
v
s,ω − Ŷs,ω) +N
1
s Ẑs,ω(Z
v
s,ω − Ẑs,ω)]ds
+lE
∫ T
0
lE′[C2s (vs,ω′ − ûs,ω′)ps,ω + F
2
s (vs,ω′ − ûs,ω′)qs,ω]ds
−lE
∫ T
0
lE
′
[M2s Ŷs,ω′(Y
v
s,ω′ − Ŷs,ω′) +N
2
s Ẑs,ω′(Z
v
s,ω′ − Ẑs,ω′)]ds.
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Thus we have
J(v)− J(û)
≥ lE
∫ T
0
lE′[C1sps,ω + F
1
s qs,ω](vs,ω − ûs,ω)ds
+lE
∫ T
0
lE′[R1sus,ω(vs,ω − ûs,ω) +R
2
sus,ω′(vs,ω′ − ûs,ω′)]ds
+lE
∫ T
0
lE′[C2s (vs,ω′ − ûs,ω′)ps,ω + F
2
s (vs,ω′ − ûs,ω′)qs,ω]ds
= lE
∫ T
0
lE′[C1sps,ω + F
1
s qs,ω](vs,ω − ûs,ω)ds
+lE
∫ T
0
[[lE′R1s]vs,ω(vs,ω − ûs,ω) + lE
∗[R2s ûs](vs,ω − ûs,ω)]ds
+lE
∫ T
0
lE∗[C2sp
∗
s + F
2
s q
∗
s ](vs,ω − ûs,ω)ds.
Thus by (6.2) we have J(v)− J(û) ≥ 0, which means û is an optimal control. Since the method
of proving the result of uniqueness is classical and similar to the case in [13], we omit it here.
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