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A~a'aet--This paper is devoted to an examination f the machine xecutable g neralized ~Z-notation 
offered by APL and to an illustration of some of its capabilities. 
1. INTRODUCTION 
For some two centuries now, the X-notation has figured as a staple means of notation in 
mathematics [1]. Arguably, it is one of the most prevalent conventions in applied mathematics. 
And yet, in spite of this, and in spite of the ever growing use of computers by mathematicians 
and the substantial interaction between computer science and mathematics, the X-notation has not 
been implemented in any of the more popular computer programming languages uch as Basic, 
Pascal, C, FORTRAN, Cobol, PL/1 etc. 
To be sure, a summation operation can be executed in all these languages, but the point is that 
in none is this operation denoted by a special-purpose intrinsic function of the language concerned. 
Put another way, none of these languages have either incorporated the Y.-notation in the same 
manner as they have incorporated say the conventional arithmetic functions, nor have they 
come up with an original function of their own to represent this concept. Of course, one is well 
aware of the acute difficulties that the traditional phrasing of the X-notation--notably the absence 
of a binding indexing convention--poses to a straightforward incorporation into a computer 
programming language. 
So it is against this background that we wish to demonstrate in this paper APLs elegant and 
effective generalization of the X-notation. Before we can proceed though, we need to make it clear 
that our aim here is not to show how APL set out to offer a solution to a difficulty inherent in 
the traditional phrasing of the X-notation. Rather, our aim is to show that APLs clever adaptation 
of this notation, indeed its treatment of the concept of summation, is a reflection of its basic 
approach to mathematical notation. 
One ought to point out therefore---especially for the sake of those who encounter it here for 
the first t ime--that APL was initially developed as a system of mathematical notation. Hence 
one of its most characteristic traits is that it takes a holistic approach to mathematical entities, 
concepts, operations, etc., which results in an economic and consistent set of notation. As APL 
was eventually made into a computer programming language, its great merit is that now this 
system of concise and closely knit notation is immediately intelligible to and executable by the 
computer. 
The point we wish to make then in this paper is that APLs treatment of the X-notation, or more 
precisely, its treatment of the concept of summation, is of interest o the mathematician on two 
scores. It is interesting from the purely mathematical point of view for its specific understanding 
of this concept and the place and role it ascribes it vis-3-vis other mathematical concepts. And it 
is of interest o the mathematician who requires effective communication with the computer for 
the unique style of communication that it makes available. Because APL provides a set of symbolic 
and at the same time highly expressive notation that is directly recognized by the computer, it 
enables one to converse with the computer in the traditional style of mathematics. We submit that 
the ensuing discussion substantiates this thesis. 
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2. MOTIVAT IONAL ANALYSIS  
The E-notation has become so deeply ingrained in our mathematical idiom that by now we seem 
to accept it as though it were a given. Seldom do we encounter criticism of it [2] and even these 
rare occasions eem to trigger irate reactions [3]. However, it is perfectly legitimate, indeed even 
desirable to stop every so often and to turn a critical gaze on even the most fundamental concepts 
and the most entrenched conventions. We only stand to gain from an attempt to clarify to ourselves 
how and why we came to adopt a concept or convention, what precisely do we understand in them, 
do they serve their purpose well, can they be linked to other concepts, and so on. Questions of 
this kind, as we shall soon see, make up the rationale behind APLs stance with respect o the 
concept captured by the E-notation. 
To be able to discuss this issue formally we shall assume throughout his section that z is a 
numeric sequence consisting of k elements, namely z = (z j , . . . ,  Zk) ~ R k, where II~ denotes the real 
line. 
Let us begin then by first reminding ourselves of the purport that we attribute to the E-notation. 
Clearly, if we were to express its meaning in terms of a formal definition, we would state it as 
follows: 
k 
z , ,=z l+zz+z3+" '+zk .  (1) 
n=l  
That is, we assign E the task of placing the primitive function plus (+)  between the elements 
of the sequence z. That established, let us now turn to the conventional I-I-notation. And again, 
were we to give the idea encapsulated in it a symbolic statement we would phrase it as follows: 
k 
H Zn'=Zl X Z 2 X Z 3 X " ' "  X Z k. (2) 
n=l 
The inference is clear and by no means new, the FI deploys the primitive function times ( x ) in 
precisely the same manner as Y~ deploys the primitive function plus (+).  Namely it places x 
between the elements of the sequence z = (Zl . . . .  , Zk). Indeed, H has traditionally been treated as 
a variation of Y.. However, one can take this a step further. Proceeding on the structural likeness 
of (1) and (2) one can contend that both can in fact be viewed as instances of a more fundamental 
and generic operation which formally can be expressed as follows: 
zt ~ zz ~) z3 ~ "'" ~) Zk, (3) 
where ~ is taken to be a dyadic function--a function possessing two arguments, one on each side. 
Admittedly, the linking of statements (1) and (2) through a rooting thereof in operation (3) is 
not sufficient o justify a generalization. To make a convincing case for such a generalization one 
would have to demonstrate hat operation (3) has other interesting and useful instances. Consider 
then the conventional function "max".  As we all know, its basic definition is 
}._~a, ifa>~b, 
max{a, b . -~b,  otherwise. (4) 
This definition is extended to arguments comprising more than two elements as follows: 
max{al . . . . .  ak},=a,, l<~n<~k,a,>~ai, Vi, l<~i<~k. (5) 
Now the point to note, however, is that when we write things like 
s = max z, (6) 
I<~n<~k 
and 
s = max{z,: 1 ~ n ~ k}, (7) 
we fail to give expression to, indeed perhaps even remain unaware that, what we are in effect 
performing here is an operation of the kind described by operation (3). That is, we place the 
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function max between the elements of a sequence, treating it as a dyadic function. To be able to 
state this formally let the symbol r denote the dyadic version of max, namely define: 
a I- b..=max{a, b}, a, b e •. (8) 
In this case, both conditions (6) and (7) can be stated in the following manner: 
s = z, FzzFz3F ' "  Fzk. (9) 
The operation max{z~,. . . ,  z~ } would thus be construed as an instance of operation (3) with 
= [-. Needless to say, the same argument will apply to the function "min"; and so, using the 
symbol L to denote the dyadic version of the conventional "min" we have: 
a L b..=min{a, b}, a, b ~ I~. (10) 
We shall consider other interesting and useful instances of operation (3) in Section 3, for now 
we need to examine what conclusions can be drawn from the above findings. 
Having identified a fundamental similarity of structure in the above operations, it is only 
logical to seek to give this affinity a formal statement. Thus following established traditions in 
mathematics, this would entail bringing these operations under a common, generalized format. 
To do this let us incorporate the function @ in the conventional E-notation to obtain the 
following definition: 
k 
0 ~ z,'=zl @ z2 0""  @ zk. (11) 
It is important o take note that the aim behind definition (11) is to set the stage for APLs 
treatment of this idea and for the notation that it employs to denote it. It is by no means an attempt 
to offer a modification of the ruling formulation of the Z-notation. Indeed, one could have just 
as well used a different symbol say rE, to obtain 
k 
[2 z,,,=zl ~ zz @ "'" @ zk. (12) 
n=l  
The reason for our maintaining the E sign as the mainstay in definition (11) is self-evident and 
requires no further explanation. 
The point in framing a formulation such as definition (11) is that this furnishes a symbolic 
framework for expressing the above operations in a unitary and coherent manner. And to illustrate, 
k 
+ ~ Z ,=Zl+Zz+Z3+' ' '+Zk ,  (13) 
k 
x ~ z ,=z ,  xz :xz3x" 'xz~,  (14) 
n=l  
k 
f ~_, z ,=z i f zE fz3 f . . . f zk .  (15) 
n=l  
k 
L ~ Zn--'ZlLz2Lz3L'' 'LZk • (16) 
n=l  
APLs notation for definition (11) is discussed in Section 4. Before we can proceed to explain it 
we must first attend to two technical questions. 
3. REF INEMENTS 
A central, indeed essential, ingredient of the E-notation in its traditional casting is the indexing 
feature. Its task, as we all know, is to construct the sequence on which summation in done. Thus, 
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one is likely to encounter all sorts of standard and not so standard indexing conventions that are 
used in the context of the Z-notation. For instance, 
Zr,, 2 r", 2 b,, 22  B,j, 222A,jk, etc. 
n I<~n ieA  i j • i  i j k 
Also, as you will recall, these indexing conventions are used not only in the context of the 
Y~-notation, but also in that of set operations such as union (~) and intersection (c~). For example, 
k 
~__ Z,, ~Z, ,  ,?AZ,, etc. 
Now, this method of generating sequences has of course been a long standing tradition in 
mathematics. However, one can easily imagine a totally different way of approaching the 
underlying task. For instance, instead of constructing the sequence concerned by means of indices 
incorporated in the Z-notation itself, one can envision a scheme whereby the entire sequence is 
generated externally by means of special-purpose primitive functions and operators, to be then 
passed on as an argument to the summation operator. And to illustrate it, consider the expression 
100 
~ n 2. (17) 
n=l  
Under the scheme outlined above, the sequence (1 z, 2 z . . . .  ,100 z) would be generated by facilities 
designed to this end, to be then relayed en bloc as an argument to ~ Z. With such facilities at hand 
to construct he sequence, definition (11) can be treated as follows: 
~ z,=z~ • z2 ~ z3 ~ " " ~ z,~, (18) 
where p(z) denotes the length of the sequence z. The thing to observe here is that in terms of 
definition (18) one is not required to explicitly specify the length of sequences. Hence, 
+ 2 z = sum of all the elements of z. 
× ~ z = product of all the elements of z. 
[- 2 z = the largest element of z. 
[- 2 z = the smallest element of z. 
Obviously, one would also have to have at hand facilities for generating sub sequences of z so 
as to enable ~ Z to handle expressions such as 
s = ~ Zk+l-,. (19) 
Here one would require a means for generating from z the subsequence (zk, zk_ ~ . . . . .  z~+t_,,), 
where k = p(z). We shall see in the next section how APL deals with tasks of this type. 
To round off our preparatory discussion we must still consider another technical question. 
This question arises when ~ is not associative. The point to note here is that with ~ not being 
associative the result yielded by definition (18) will depend on the method of evaluation. As an 
example consider the expression 
s = -2  (1, 2, 3). (20) 
From the definition of -Z  it follows that 
s = 1 - 2 -  3, (21) 
but the thing is that the value of s will vary according to the method used to evaluate the expression 
1 - 2 - 3. Thus, 
a = ((1 -- 2 ) -  3) 
= ( ( -  1) - 3) 
~--- - -47  
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whereas 
b = (1 - (2 - 3)) 
= (1 - ( -  l)) 
=2.  
It is immediately clear then that one needs to adopt a convention to dictate the order of 
evaluation of composite xpressions. And in the context of definition (11) two possibilities eem 
to suggest hemselves: either 
. ( . )  ~) ~==, z. = ~) .=,~" z. ~) z,., (22) 
with 
or  
with 
I 
~ z. = z,, (23) 
(k )  z.= z,. ~ ~ ~ z. , (24) 
n=m n~m-b 1 
k 
• Y~ z. = z,,. (25) 
n=k 
A convention along the lines of equations (24) and (25) prevails in APL. It is known as the 
right-to-left and it prescribes that in an unparenthesized composite xpression the rightmost 
function is evaluated first and therefore the right argument of a function is the result of the entire 
expression on its right-hand side. Thus, the expression 1- 3 + 4 will yield -6  because we evaluate 
it as I - (3 + 4). Similarly, 2 x 3 + 4 will yield 14 because it will be evaluated as 2 x (3 + 4). It goes 
without saying that parentheses can be used in the traditional manner to control the order of 
execution of composite xpressions so that if we want to multiply two by three and add the result 
to four we shall write either (2 x 3) + 4 or 4 + 2 x 3. 
As a final note we wish to forestall any unease about the expression -Z  z which we used to 
illustrate the ramification of a non-associative (~. Although at first glance it is unclear what - • z 
signifies and whether the operation as such is at all practical, on closer scrutiny one discovers that 
- E z stands for an extremely important operation in applied mathematics. Indeed, assuming the 
right to left convention, it follows that 
-2z  = Y~ ( -1 ) "*%.  (26) 
We shall demonstrate the validity of this identity for k = 4. 
-~z ,  
-~  (z~, z2, z3, z,) 
Z I - -  Z 2 - -  Z 3 - -  Z 4 
Zl -- (Z 2 - (z  3-.74) 
z~ + ( -z2)  + (z3 - z4) 
zl + ( -z~) + z3 - z4 
zz + ( - z : )  + z3 + ( - zD 
4 
Z ( -1)"+% • 
n=l  
(k = 4), 
(from the definition of -~z) ,  
(in accordance with the right-to-left rule), 
( -  -x  is equal to x), 
(in accordance with the right-to-left rule), 
(+ -x  is equal to -x ) ,  
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We are now ready to examine how the ideas and concepts discussed in the preceding sections 
have been implemented in APL. 
4. APL 
For a detailed account on APL we refer the reader to standard texts [4-10], here we focus only 
on those features that bear immediately on the issue at hand. The numerical results were produced 
by a TRYAPL2 Version 1.01 system [11] on an IBM clone. 
The thinking and general approach that is captured symbolically in the generalized E operator 
defined in definition (18) is embodied in APL in a powerful primitive operator known as reduction 
or over. Reduction is denoted by the symbol /. To explain it we shall illustrate its working in 
the context of simple one-dimensional rrays, namely simple sequences. Later we shall extend the 
discussion to arrays of higher dimensions. 
Let then z be a sequence and let f be any dyadic function. Then, by applying / to f we obtain 
the derived function f !  whose definition is as follows: f / z  is shorthand for z [l]fz [2]f, . . . .  f z  [ pz]. 
The function p, called shape, yields the shape of its argument. Thus, if z is a sequence then pz 
yields a positive integer which is equal to the number of elements in z, and pz is viewed as the 
length of z. The point to note then is that no external specifications are required to stipulate the 
length of a sequence when it serves as an argument of f / .  
With these preliminaries taken care of we can now demonstrate how reduction's collaboration 
with the arithmetic functions render APLs equivalents of the expressions discussed earlier as well 
as other related expressions: 
APL Conventional otation 
k 
+/z ~ z,, k = length of z 
n~i  
x/z f i  z., k = length of z 
[_/z rain z., k = length of z 
I<~n<~k 
['/z max z., k = length of z 
I<<.n<~k 
~z. 
(+/z)+(x/z)  ,,=_ i , k =length of z 
n=l  
I k 
(+/Z)+pZ k ~ z., k=lengthofz 
n=l  
However, this powerful operator is as directly applicable to the logical and relational functions. 
Furthermore, the derived functions induced by reduction's application to the arithmetic, logical, 
relational and other functions are immediately extendible to multi-dimensional rrays. What this 
means is that one has at one's disposal powerful wherewithal to elegantly articulate and easily 
perform all sorts of operations on sequences and on multi-dimensional rrays. The ensuing 
discussion corroborates this contention. We begin with the logical functions. 
The conventional logical functions AND and OR are represented in APL by the symbols ^  and 
v ,  respectively. So, if x and y are Boolean scalars, then x ^ y yields 1 if and only if both y and 
x are equal to 1, otherwise x ^ y yields 0. Similarly, x v y yields 1 if either y and/or y is equal to 
1, otherwise x v y yields 0. 
Thus, if v is a Boolean vector, namely a list comprising zeros and ones, then ^ /v  yields 1 if, 
and only if, all the elements of v are equal to 1, otherwise A/V yields 0. Similarly, v /v  yields 1 
if, and only if, at least one element of v is equal to 1, otherwise v /v  yields 0. 
Next the relational functions. As in the case of the logical functions, the relational function 
< = ~< ~ >,  >~ also yield binary results. Hence, 1 indicates that the relation concerned holds and 
0 indicates that it does not hold. For example, 3 = 2 yields 0 whereas 3 = 3 yields 1. When applied 
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to arrays of any dimension the arithmetic, logical and relational functions operate on the elements 
of the arrays concerned item by item. For example, 
1234+3453 
4687 
1234~<3452 
1110 
We should add here parenthetically that this example also illustrates APLs convention for 
distinguishing between the user's instructions and the results that they produce: the former are 
indented six spaces from the left margin. 
To see then what can be accomplished with these facilities let x and y be two numeric sequences 
of the same length, say, 
x~3469 
y . -2537 
Then A/(X >~y) yields 1 if, and only if, each element of x is equal to or greater than the 
corresponding element ofy.  Otherwise the result is 0. Similarly, v / (x  >~y) yields 1 if, and only if, 
at least one element of x is equal to or greater than the corresponding value of y. Thus, 
x >~y 
10111 
A/(x >~y) 
0 
v/(x >~y) 
1 
x >~4 
01111 
A I(X >i 4) 
0 
The last instruction can be read as follows: Are all the elements of x greater than or equal 
to 4? The answer is: No (represented by 0). We have in this instruction a vivid illustration of 
the manner in which one would phrase concepts uch as "at least one element of" and "all the 
elements of". 
As indicated above all these operations are directly extendible to multi-dimensional arrays. This 
is made possible by the axis operator which is denoted by [i], where i is a positive integer stipulating 
the axis along which reduction is conducted. For instance, to indicate that the derived function 
f~ operates along the ith axis of its argument we write f/[i]. Hence, if z is a matrix, then i would 
be equal to either 1 or 2. If we writef/[l]z we mean that f-reduction operates along the first axis 
of z, whereas f/[2]z indicates that f-reduction operates along the second axis of z. In other words, 
f / I l l  views z as a collection of columns whereas f/J2] views z as a collection of rows. 
And so, if z is an m by n matrix, then r ~f/[l]z produces a vector comprising m elements uch 
that r[j] =f/z[;j], where z[; j] denotes the j th column of z, whereas r *--f/[2]z produces a vector 
comprising n elements such that r[j] =f/z[j;], where z[j;] denotes thejth row ofz. And to illustrate, 
123456 
345678 
+/[1]z 
468101214 
+/[2]z 
21 33 
x/[l]z 
3 8 24 35 48 
L/[2]z 
13  
F/[2]z 
68 
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The default axis is the last one, so that if the axis operator is omitted reduction is performed 
along the last axis. Thus, if z is a matrix, f/z is equivalent tof/[2]z. The symbol -/- denotes reduction 
along the first axis. For example, 
z 
123456 
345678 
+/z 
2133 
+÷z 
4 6 8101214 
Having so far treated arrays as given, the point we must clarify now is how arrays 
are created in APL. You will recall that we hinted in our discussion on indexing at an 
alternative to the traditional indexing convention suggesting that array generation and 
manipulation can be accomplished by special-purpose functions. So for no more than a 
glimpse at APLs capabilities in this area consider the function index generator which is 
represented by the symbol ~. If n is a positive integer then m produces the vector 1, 2 . . . . .  n. 
For example, 
z5 
12345 
t l0 
123456789 10 
Note that the default value of the index origin is 1. However, using a system variable called index 
origin which is denoted by [--]I0, one can change its value to 0. In this case, ~H generates the 
sequence 0, 1 . . . . .  H - 1. For example, 
IZ]I0 
1 
z5 
12345 
Eli0,--0 
15 
01234 
Index generator is a particularly handy device. It enables generating all sort of interesting 
sequences. For instance, 
DI0'--0 
4xt5  
0 4 81216 
3+4xz5  
3 711 1518 
2*76 
0 2 4 816  32 64 
Obviously, the symbol • represents the power function, thus a ,  b is equivalent o a b in 
conventional notation. 
However, the foremost device that APL provides for the construction of arrays is a monadic 
function called reshape which is represented by the symbol p. Its job is to reshape the array 
serving as its right argument into an array whose shape is specified by the left argument. 
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For example, 
3 4p  12  345  6 78  9 10 11 12 
1 2 3 4 
5 678  
9 10 11 12 
234pz24 
1 2 3 4 
5 6 7 8 
9 10 11 12 
13 14 15 16 
17 18 19 20 
21 22 23 24 
The latter is a three-dimensional array comprising two matrices each of which is of shape 3 4, 
namely a 3 by 4 matrix. APL as such puts no limits on the number of dimensions that an array 
can have. These limits are determined by the system used. Most implementation allow arrays of 
up to 64 dimensions. 
And to further drive home that the derived function f/will operate on any array generated by 
these special-purpose functions consider the following expressions and the results that they yield: 
i l l  
012345678910 
+/z 11 
45 
x /z l l  
0 
011) .2  
0 1 4 9 16 25 36 49 64 81 100 
+/011) .2  
385 
2.~11 
1 2 4 8 16 32 64 128 256 512 1024 
+/2 .z l l  
2047 
It is appropriate at this point to take up again the derived function - /z .  You will recall that 
when this operation was introduced in Section 3 we conceded that at first sight it leaves one 
perplexed as to its meaning. Having demonstrated, however, that it is in fact the equivalent of the 
conventional expression Y,~= j ( -  1)" ÷ ~z, what remains to be shown now is how this operation would 
work in conjunction with other APL primitive functions whose task it would be to generate the 
sequence z. 
Recall then that polynomials generated by Taylor's expansion often have coefficients of 
alternating signs. For example, the Taylor series for the sine function is as follows: 
X 3 X 5 X 7 
sin x = x - ~.w. + ~. - 7-'~ + ' "  "' (27) 
~.~ X ! +2n 
= ( -  1)" (1 + 2n)------~" (28) 
n=0 
To be more specific let us consider the following series: 
m-I  x l+2n 
p(x,m),= ~ ( - lY (1  +2n)!" (29) 
n=O 
CAMWA 20/I --E 
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Because the summation part of this expression is equivalent o APLs - / ,  what we need to 
examine now is how the rest of the expression would be phrased in APL. To compute the second 
part of series (29) we would need to generate the sequence 
"~'( xt+2n ) 
s \O+?-n) ! :  n=l ,2 , . . . ,m , (30) 
which in turn would require the sequence 
z =(1 +2n:  n = 1,2 . . . . .  m). (31) 
In view of the ease with which APL applies the arithmetic functions to arrays, its version of 
sequence (30) is simply 
s *-- (x * z) + !z. (32) 
Observe that ! is the factorial function. 
!3 
6 
!345  
6 24 120 
So the question ow is how does APL express equence (31)? Recall that with index origin being 
set to zero, ~m generates the first m integers tarting with 0, therefore 2 × tm will generate the first 
m even integers tarting with zero. Thus, 1 + 2 x trn gives the sequence z defined in sequence (31); 
and to corroborate this: 
[2110+-0 
,6 
012345 
2x~6 
02468 10 
1+2×z6 
1357911 
In sum then, APLs equivalent of the expression on the right,hand side of condition (28) is the 
following: 
- / (x  • z) +!z~l  +2 x ~m 
To bear this out consider the following exchange: 
I-IIO+-O 
x *--0.1 
sin x 
0.09983341664682816 
- / (x  • z) + !z*--1 +2 x 71 
0.1 
- / (x  , z )  +!z~l  +2 x 72 
0.09983333333333335 
- / (x  *z )+ !z~l  + 2 x t3 
0.09983341666666668 
- / (x  , z )+!z~l  +2 × 74 
0.0998334166468254 
- / (x  * z) + !z~l  + 2 x 15 
0.09983341664682816 
- / (x  *z)  +!z~l  +2 x ,6 
0.09983341664682816 
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In actual fact one would be able to produce the above results in a far simpler and more direct 
fashion using the operator scan which is represented by the symbol \. First let us illustrate it. 
I f f  is a primitive dyadic function and z is a sequence then r*--f\z is a sequence of the same length 
as z such that r[n] =f/z[m]. For example, 
Thus, 
z*--4 5 6 2 
+/z 
17 
+\z 
4 9 15 17 
×/z 
240 
×\z 
4 20 120 240 
- /z  
3 
- \z  
4-153 
UqI0*--0 
x*--0.1 
sin x 
0.09983341664682816 
- \ (x  * z) + !z,--14 
0.1 0.09983333333333335 0.09983341666666668 0.0998334166468254 
As a final note we wish to point out that the principal aim of the foregoing exercise was to 
demonstrate hat - / z  is a meaningful and useful expression. It should therefore not be understood 
as a demonstration f APLs method for evaluating polynomials. In practice, one may well be able 
to work out other, perhaps more efficient, ways for this purpose. 
To conclude the analysis of APLs reduction operator we must still illustrate some of the facilities 
supplied by APL for accessing sections of arrays. You will recall that this question first came up 
in Section 3 in our discussion on the indexing aspects of the traditional phrasing of the E-notation 
as regards the expression 
s = ~ Zk+l-, (33) 
where k denotes the length of z. Here our focus is not on summation per se but on the sub-task 
of singling out the last m elements of the sequence considered. 
Before turning to APLs notation for the operation specified by expression (33) we wish to call 
attention to the significance of having adequate notation for tasks of this nature. The point to note 
here is that tasks requiring access to sections of arrays abound in applied mathematics a well as 
in related isciplines. Therefore having effective notation for this purpose is of the first importance. 
That said, let us first consider whether conventional mathematical notation does justice to the task 
in question. 
A careful examination reveals that expression (33) is not entirely satisfactory. For one thing, the 
unspecified parameter k gives the expression an air of imprecision. Thus, to render it precise we 
would have to write 
s -- ~ z~ +, _,, k = length of z, (34) 
n~l  
or something similar to this. 
Secondly, the expression as a whole addresses the task considered in a rather ound about way. 
This can be fully appreciated when expression (34) is set off against APLs expression which strikes 
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straight at the heart of the matter. We shall first state it and then proceed to work out its inner 
logic. The APL expression is as follows: 
s~- +/ ( -m)  "f z. (35) 
The device which enables access to the desired section of the sequence z is the dyadic function 
take denoted by the symbol T. And to illustrate it, if z is a sequence and m is a positive integer 
equal to or smaller than the length of z then m T z yields the sequence comprising the first m 
elements ofz.  For example, 3 T 2.1 4 5.3 9.44 8 is equal to 2.1 4 5.3. On the other hand, i fm is 
negative, then m 1" z is the sequence comprising the last m elements of z. For instance, 
-3 T 2.1 4 5.3 9.44 8 is equal to 5.3 9.44 8. 
In short, the APL expression i  question consists of two logical components. The subexpression 
( -m)  T z which produces the sequence containing the last m elements of z and the subexpression 
consisting of the derived function +/wh ich  operates on this subsequence. In accordance with 
APLs right-to-left convention the evaluation of this expression will be done in the following 
fashion: 
1. Take the last m elements of z. 
2. Sum-up these elements. 
It ought to be pointed out that we would read this expression from left-to-right as follows: 
s is the sum of the last m elements of z. (36) 
In conclusion, it behooves us to point out that this discussion on the reduction operator would 
have failed to convey its full prowess had we neglected to mention that it is also directly extendible 
to what are known in APL as nested or enclosed arrays. We should therefore note in this connection 
that the notion of an array has been significantly broadened with the introduction of the concept 
nested or cncloscd arrays. In contrast to a simple (regular) array whose elcmcnts arc numeric or 
charactcr scalars, a nested array is made up of cells that arc thcmslcves arrays. And  to illustrate 
it considcr the following sequence of instructions. 
a~l  2 3 4 5 
b,,--1 2 3 4 5 6 
c,,-a b 
The result produced here is a vector c containing two elements. The first element is a vector equal 
to the vector a and the second is a vector equal to the vector b. Thus, 
c 
12345 123456 
To obtain a more informative display of the vector e one would use the function DISPLAY as 
follows: 
DISlq~tY c 
With the aid of an operator called each which is denoted by "" one would perform f-reductions 
on each cell of a nested array. Thus, to apply the derived function +/ to  each cell of the above 
nested vector c we would write 
+/"c 
15 21 
The result is a nested vector consisting of two scalars: the first is equal to the sum of the elements 
of the first cell of c and the second is a scalar equal to the sum of the elements of the second cell 
of c. 
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5. CONCLUSIONS 
Out" discussion on APLs adaptation of  the Y,-notation has highlighted two points. It has shown 
that an approach which does not look at mathematical entities, operations, etc. in an ad hoc 
manner, but rather seeks to identify links, similarities, kinships and so on, is able to come up with 
an effective and coherent system of  notation. It has also shown that a system of  symbolic 
mathematical notation that is directly intelligible to and executable by the computer enables using 
the computer as a "Mathematics Laboratory".  
This important lesson taught by APL  has given us a wholly new perspective on the nature and 
role of  mathematical notation and on computer programming languages. We are therefore not only 
perfectly justified in seeking to reevaluate certain aspects of  conventional mathematical notation, 
but are in fact called upon to do so more than ever before. 
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