We investigate the pattern of optimal paths along which a dynamical system driven by weak noise moves, with overwhelming probability, when it fluctuates far away from a stable state. Our emphasis is on systems that perform self-sustained periodic vibrations, and have an unstable focus inside a stable limit cycle. We show that in the vicinity of the unstable focus, the flow field of optimal paths generically displays a pattern of singularities. In particular, it contains a switching line that separates areas to which the system arrives along optimal paths of topologically different types. The switching line spirals into the focus and has a self-similar structure. Depending on the behavior of the system near the focus, it may be smooth, or have finite-length branches. Our results are based on an analysis of the topology of the Lagrangian manifold for an auxiliary, purely dynamical, problem that determines the optimal paths. We illustrate our theory by studying, both theoretically and numerically, a van der Pol oscillator driven by weak white noise. ͓S1063-651X͑97͒02703-7͔
I. INTRODUCTION
Many nonlinear dissipative systems display stable periodic oscillations, i.e., their state spaces contain stable limit cycles ͓1͔. Examples include lasers ͓2͔, radiofrequency generators ͓1͑a͔͒, chemical ͓3͑a͔͒ and biological ͓3͑b͔͒ systems. In many cases the vibrations are nonsinusoidal, as in a multimode laser with strong mode coupling ͓4͔, passive optically bistable elements ͓5͔, and various sorts of engineering structure ͓6͔.
Fluctuations in periodically oscillating systems play an extremely important role. They eventually destroy periodicity of the self-sustained oscillations, so that the oscillation phase becomes random, and a stationary probability distribution in the state space of the system is formed ͓7,8͔. This distribution reaches a maximum at the cycle, does not vary much along the cycle, and falls off rapidly in directions transverse to the cycle. The shape of the maximum depends on the character of small transverse fluctuations away from the cycle. If the fluctuations are due to the system being perturbed by weak noise ͑of intensity D), the transverse falloff will usually be approximately Gaussian ͓7-9͔, with standard deviation proportional to D 1/2 as D→0. It was recognized long ago ͓7,10͔ that, for systems with stable limit cycles, it is of considerable interest to analyze the way in which large, occasional fluctuations away from the cycle take place. These fluctuations are responsible, e.g., for switching between coexisting laser modes ͓11-13͔, or between different photon occupation numbers of a single maser mode, as observed recently in Ref. ͓14͔ . Another interesting effect attributed to large fluctuations is a sudden transient dropout in the intensity of a main mode due to power exchange between main-and submodes ͓13͑a͔͒. Recent interest in this problem is due to the application of lasers in optical communication ͓15͔.
The analysis of large fluctuations and switching between attractors, in systems with limit cycles, is similar in many ways to the analysis of the corresponding phenomena in other types of nonequilibrium system. Previous work on this is due to many authors ͑see Refs. ͓16-20͔ and the more recent Refs. ͓21-32͔͒. In spite of much effort a full analysis of these phenomena, in systems with stable limit cycles, has been obtained only close to a bifurcation point in parameter space, where the phase and amplitude of the oscillations of the system fluctuate independently ͓7,8͔. Corrections to the stationary probability density distribution due to weak coupling between angular and radial fluctuations are discussed in Ref. ͓17͔ .
Large fluctuations in systems with stable limit cycles have several novel features, arising from the fact that there is often an unstable fixed point inside the cycle. For example, in the simplest case of a single-mode laser such a point corresponds to the unstable stationary state where the system does not generate light. If present, an unstable fixed point will be an unstable focus or node ͑or perhaps a saddle point if the system has more than two dynamical variables͒. The stationary probability density near the unstable fixed point is ''built up'' by large fluctuations away from the limit cycle. The possibility of singularities occurring, as D→0, in the probability distribution of systems lacking detailed balance was first pointed out by Graham and Tél ͓21͔ ͑see also Jauslin ͓22͔͒. We shall show that in oscillating systems with such an unstable fixed point, the way in which fluctuations to its vicinity take place gives rise to a highly unusual singularity structure of the stationary probability density there ͑in the limit of low noise intensity D).
From one point of view, singularities arise for the following reason. The stationary probability density in the immediate vicinity of the limit cycle is determined by the dynamics of the system near the cycle, and is asymptotically Gaussian. Normally one would expect, by linearizing the motion of the system near the unstable fixed point contained within the limit cycle, that the probability density there would be an inverted Gaussian. The shape of this inverted Gaussian would be determined by the local ͑linearized͒ dynamics of the system. But it is by no means clear that two locally defined functions ͑a Gaussian and an inverted Gaussian͒ will match together smoothly. In fact, we shall see that the naive assumption of an inverted Gaussian distribution near the unstable fixed point is incorrect.
Our approach to the problem of large fluctuations to the vicinity of an unstable fixed point makes heavy use of the optimal path concept. At least in the case of linear models, the concept can be traced back to the work of Onsager and Machlup ͓33͔. An optimal path ͑sometimes called an Onsager-Machlup optimal path͒ is a path along which a dynamical system experiencing weak random perturbations moves, with overwhelming probability, when it eventually fluctuates away from the vicinity of an attractor to a specified remote point in its state space. This path provides a minimum to a certain action functional that describes the probabilities of arrival to the specified point along different paths. Each such probability becomes exponentially small as D→0, but the exponential falloff rate is path dependent, so that it becomes exponentially more probable for the system to move along a distinguished ''optimal'' trajectory than along other trajectories. The particular form of the action functional depends on the nature of the random perturbations ͑fluctuations may be induced by external noise, or by the number of molecules in a chemical system being finite, etc.͒. We emphasize that optimal paths are real physical objects: they have been experimentally observed ͓26͔. Note that extreme paths, which provide extrema of the action functional, may not necessarily provide the absolute minimum. In this paper we shall study the singular properties of the flow field of extreme paths, both optimal and nonoptimal.
From a formal point of view, the analysis of a D→0 limit in terms of optimal trajectories is similar to the analysis of the ប→0 limit of quantum mechanics in terms of the extreme trajectories of semiclassical WKB theory. A well known feature of the pattern of extreme trajectories appearing in the semiclassical approximation is the presence of caustics: curves that are envelopes of trajectories, in the sense that trajectories are reflected from them ͓34,35͔. Caustics have in fact been discovered numerically in the flow field of extreme paths of fluctuating systems of various types ͓22,27,29,31͔, ͓23͑a͔͒. However, unlike a wave function in quantum mechanics, the probability density in the theory of large fluctuations, the asymptotic properties of which are determined by the flow of optimal paths, is non-negative definite. Normally a semiclassical approximation to a wave function acquires a phase factor when the WKB trajectory from which it is computed encounters a caustic. This suggests that in the asymptotic theory of fluctuating systems, optimal extreme trajectories are forbidden, by a sort of ''censorship,'' from ever encountering caustics. By the time they reach them, they have ceased to be optimal. This is a key difference between the D→0 limit of fluctuation theory and the ប→0 limit of quantum mechanics.
A topological analysis showing exactly how, in whitenoise driven systems, optimal paths automatically avoid caustics was given in Ref. ͓30͔ . The analysis there was limited to fluctuations in systems whose state spaces contain only stable fixed points and saddle points; no other singularities, such as limit cycles, were discussed. For models in this restricted class, it was shown that caustics can emanate, in pairs, from cusp points. The location of cusp points, in the system state space, is determined by the global pattern of optimal paths; only occasionally can the location of cusp points, and caustics, be determined analytically ͓24͑b͔͒, ͓29͔ .
In the present paper we extend and generalize the analysis of Ref. ͓30͔ to any system with a stable limit cycle that contains an unstable fixed point. In particular, we consider the case when the unstable fixed point is an unstable focus ͑so that in the absence of fluctuations, trajectories in the system state space spiral away from it͒. We shall show that generically, the flow field of optimal paths near the unstable focus displays a self-similar pattern of singularities ͑includ-ing a caustic, and under some circumstances an infinite sequence of cusps͒. The caustic is unobservable in the sense that optimal extreme paths are not incident on it. But the pattern is accompanied by a self-similar switching line: a curve that separates regions in state space that are reached via topologically different sorts of optimal path, in the weaknoise (D→0) limit. This curve spirals into the unstable focus, and its presence is responsible for the singular behavior there ͑in the weak-noise limit͒ of the stationary probability distribution.
In Sec. II we derive Hamilton's equations of motion for the extreme paths ͑in particular, for optimal paths͒, and find initial conditions for these paths in the vicinity of the stable limit cycle. In Sec. III we explain what topological singularities of the pattern of extreme paths can be like. In Sec. IV we study the behavior of the extreme paths that extend to the vicinity of the unstable focus, by linearizing Hamilton's equations of motion there. We show that generically, there is a caustic that spirals down to the unstable focus, and begin the task of determining the location of this caustic and its associated cusp points, if any. In Sec. V, by reducing the equations for the extreme paths near an unstable fixed point to a ''normal form'' ͑a set of uncoupled lower-order equations͒, we identify the parameters that determine the local dynamics of the paths. In Sec. VI we obtain explicit equations for the positions of the extreme paths, and the caustic, near the unstable focus. A detailed topological analysis of the so-called Lagrangian manifold formed by the paths is given, and features of the flow field of paths related to the singular structure of manifold are discussed. We also discuss the switching line. In Sec. VII the results of Sec. VI are extended to the more difficult case when the caustic spiraling down to the unstable focus has an infinite sequence of cusp points lying along it. In Sec. VIII we investigate numerically the global pattern of extreme paths for a van der Pol oscillator, and analyze global and local singularities of this pattern. Section IX contains concluding remarks.
II. EQUATIONS FOR THE EXTREME PATHS OF A FLUCTUATING SYSTEM

A. The eikonal approximation
For any dynamical system, a detailed picture of the fluctuations about an attractor, and the shape of the steady-state probability distribution, requires a specification of the underlying dynamics and the source of the fluctuations. However, the above-mentioned singular features of the distribution and of the pattern of optimal paths occur very generally. Therefore we shall consider the simplest model of a fluctuating system that can display these features: a two-variable dynamical system driven by white noise, with a stable limit cycle containing an unstable focus or node. The equation of motion of such a system is of the form
with ͗f(t)͘ϭ0 and
͑2͒
Here qϭ(q 1 ,q 2 ) is a vector of dynamical variables, and f(t) is white Gaussian noise with intensity D ͓the matrix Q i j is non-negative definite, and we assume that max͉Q ij ͉ϭO(1)͔. The drift field K specifies the dynamics of the system in the absence of noise. We choose it so that the system has a limit cycle, i.e., the equation dq/dtϭK(q) has a solution q (cl) (t) satisfying q (cl) (tϩ (cl) )ϭq (cl) (t), where (cl) is the period of oscillation. A noise-driven van der Pol oscillator ͓7͔, for example, fits into this framework. In dimensionless variables the equation of motion of such an oscillator is
͑where Ͼ0). If one lets q 1 ϭx and q 2 ϭẋ , and sets
͑4͒
then Eq. ͑1͒ reduces to Eq. ͑3͒. Notice that qϭ0 is an unstable fixed point of the van der Pol oscillator; it is contained within a stable limit cycle. We have K(0)ϭ0, and
͑summation over repeated indices is understood͒. The stationary probability density Pϭ P(q) of any system described by Eqs. ͑1͒ and ͑2͒ satisfies the time-independent Fokker-Planck equation
In the limit of small noise intensity D one can seek an approximate solution of Eq. ͑6͒ in an eikonal or WKB form ͓36͔
P͑q͒ϳC͑q͒exp͓ϪS͑q͒/D͔, D→0. ͑7͒
Equation ͑7͒ is a sort of asymptotic Maxwell-Boltzmann distribution, with S(q) the ''activation energy'' of fluctuations to the vicinity of the point q in the system state space. If the noise is weak, the probability density P(q) will be tightly peaked around the stable limit cycle. Moreover because of phase diffusion ͓7͔, the function S(q) should be constant on the limit cycle to leading order in D as D→0. It follows ͓21͑b͔͒ that S(q) satisfies the following boundary conditions on the limit cycle:
for all (0, (cl) ). Here has the meaning of elapsed time for deterministic motion along the limit cycle.
The Hamilton-Jacobi equation ͑8͒ may be solved by the method of characteristics. The equations for the characteristics have the form
and the evolution equation for S along any characteristic is
Equations ͑10͒ are Hamilton's equations of motion for the auxiliary system. They describe the trajectories of this system that give rise to extreme values of its action functional ͓37,38͔. This action functional is of the form
In general there will be many zero-energy trajectories that begin on the stable limit cycle and terminate at a specified point qЈ. As a consequence, the quantity S(qЈ) is in general multivalued. One of these trajectories gives the least action. This least value S min (qЈ) is the physical value of the zeroenergy action: the one that would appear in the eikonal approximation ͑7͒ to the stationary probability density P at the point qЈ.
Using a path-integral formulation of the problem of large fluctuations ͓20,26͔, ͓24͑b͔͒, or an equivalent probabilistic formalism ͓16͔, one can show that the extreme trajectory q(t) giving rise to S min (qЈ) is the optimal fluctuational trajectory of the original dynamical system that reaches qЈ. When a fluctuation to the vicinity of any point qЈ not on the limit cycle occurs, in the D→0 limit it becomes increasingly likely that the fluctuation took place along the optimal trajectory. The optimal trajectory of the system corresponds to an optimal ͑most probable͒ realization of the random force f.
The auxiliary dynamical system, being Hamiltonian, has dynamical variables (q,p). What is the significance of the momentum p for the original noise-perturbed dynamical system? Through the eikonal approximation, at any point q along an optimal path the momentum p determines the D→0 limit of the logarithmic gradient of the stationary probability density. Moreover, the momentum may be interpreted as a measure of the extent to which optimal trajectories move against the deterministic drift K. It is clear from Hamilton's equation ͑10a͒ that pϭ0 only for trajectories satisfying qϭK(q), i.e., deterministic ͑nonfluctuational͒ trajectories.
B. Initial conditions for extreme trajectories
The initial conditions for the extreme trajectories emanating from the stable limit cycle, i.e., the zero-energy trajectories satisfying Eq. ͑10͒, follow from the behavior of the classical action function S(q) in the vicinity of the cycle. Because the gradient ٌS(q) vanishes on the cycle, near the cycle one may seek an approximately quadratic solution for the action, of the sort first considered by Ludwig ͓18͔ ͑cf.
The coordinate l is the distance along the limit cycle ͑mea-sured from an arbitrary point͒. The other coordinate, n , is the normal distance to the limit cycle. In the limit of small noise intensity we have what is effectively one-dimensional diffusion normal to the limit cycle, and Eqs. ͑7͒ and ͑12͒ describe the Gaussian distribution of the system in that direction. The equation for l as a function of the time of motion along the cycle has the form d l /dϭv l (), where v l () is the speed along the cycle. One can view in Eq. ͑12͒ as a function of the time variable , rather than l . A Riccati equation for ()ϵ͓ l ()͔ can be obtained by substituting Eq. ͑12͒ into the zero-energy Hamilton-Jacobi equation ͑8͒ and taking the limit n →0. It has the form ͓25͔
Here l and n are orthogonal unit vectors that are locally parallel and perpendicular to the limit cycle. So v n is the component of the velocity K normal to the cycle, and DQ nn is the diffusion coefficient in the direction normal to the cycle ͑clearly v n ϭ0 on the cycle, i.e., at n ϭ0). The coefficients ‫ץ‬v n ‫ץ/‬ n and Q nn are evaluated on the cycle. They depend on the position along the cycle l , or, equivalently, on the time . This dependence is periodic, and the solution ϭ() should be periodic as well, which uniquely determines it. Eq. ͑13͒ can be reduced to a linear equation for the function 1/() and then solved, yielding an explicit approximation to the action S(q) near the limit cycle ͓9,25͔.
Since pϭٌS, Eq. ͑12͒ yields the following expressions for the components of the momentum p parallel to and perpendicular to the cycle
In what follows we shall set p l Ϸ0, because p l is of the same order of magnitude as the terms in the equation for p n that arise from the cubic-in-n corrections to the action that were dropped in Eq. ͑12͒. The smallness of p l as compared to p n has the following explanation. In contrast to the deterministic trajectories of the system in the absence of noise, the extreme trajectories near the limit cycle spiral away from the cycle; however, the direction of spiraling is the same. Deterministic trajectories satisfy equations of the form ͑10͒, with pϭ0, and therefore it is clear that p l is small compared to p n near the cycle. It follows from Eqs. ͑14͒ that the initial conditions for zero-energy extreme trajectories emanating from the limit cycle can be chosen in the following way. Suppose that at an initial instant t 0 we choose q(t 0 ) to be close to the limit cycle. We may then set
where l ϵ l "q(t 0 )… and n ϵ n "q(t 0 )…. Since the zeroenergy trajectories satisfying Eq. ͑10͒ spiral away from the cycle, it is clear that we shall describe one and the same path if the value of n "q(t 0 )… differs by the increment of n over one turn ͑or over several turns͒. The entire flow of the zeroenergy Hamiltonian trajectories emanating from the limit cycle is therefore mapped onto the two intervals of n ͑one for positive and one for negative n ) that lie between the neighboring turns of a single path. In other words, the entire family of zero-energy extreme trajectories emanating from the limit cycle can be parameterized as q(t; n ), p(t; n ), with n lying within one of the corresponding intervals, which depend on the choice of l . This fact paves the way to a numerical analysis of the global flow. The numerical analysis of a particular system ͑the van der Pol oscillator mentioned in Sec. II A͒, using this technique, will be given in Sec. VIII.
III. SINGULARITIES OF THE PATTERN OF OPTIMAL PATHS
A. Many valuedness and the generation of singularities
A well known property of Hamiltonian trajectories is that they may correspond to a local extremum rather than to the global minimum of the action functional. On account of the existence of local extrema, several extreme trajectories q(t, n ) with different values of the parameter n may arrive at the same point q. The action S(t; n ) as computed from the differential equation ͑11͒ will be, in general, a multivalued function of the end point q. If at each point q one selects the minimum value of S(q), then a single-valued surface of minimum action S min ϭS min (q) will be defined piecewise. The quantity S min (q) determines the asymptotic (D→0) logarithm of the stationary probability distribution Pϭ P(q) via the eikonal approximation Eq. ͑7͒.
Generically, the surface S min ϭS min (q) will contain curves ͑''switching lines''͒ at which different sheets of SϭS(q) intersect each other transversally, i.e., at a nonzero angle. Along any such curve the first derivative of S min (q) in the transverse direction will be discontinuous ͓21,22͔. However, the resulting singularities of the distribution P(q) will be smeared out at nonzero noise intensity D. They appear only asymptotically, as D→0.
Singularities may also appear on individual branches of the multivalued function S(q). To investigate these singularities, and related singular features of the pattern of extreme trajectories, one needs to study the generic topological properties of the auxiliary Hamiltonian system in its fourdimensional phase space. It follows from Hamilton's equations ͑10͒ that in this space, a stable limit cycle in configuration space ͑determined by the drift field K) corresponds to a closed loop on the hyperplane pϭ0. ͓This hyperplane is just the two-dimensional plane (q 1 ,q 2 ) of the original dynamical system.͔ The zero-energy Hamiltonian trajectories determined by Eq. ͑10͒ emanate from this limit set and form a two-dimensional Lagrangian manifold ͑LM͒ ͓1͑b͔͒, ͓40͔. The LM lies in the zero-energy (Hϭ0) surface, which is three dimensional. The LM is a sort of ruled surface: the zero-energy Hamiltonian trajectories, i.e., extreme trajectories, provide a smooth flow on it.
Even though the extreme trajectories never intersect on the LM, except at the loop on the pϭ0 plane from which they emerge, the LM may have a complicated structure. In general, it will have ͓40͔ singular projections onto the pϭ0 plane, i.e., the (q 1 ,q 2 ) plane. A two-dimensional LM has only two structurally stable types of singularities ͓39͔: folds and cusps, as illustrated in Fig. 1 . Each cusp point gives rise to a pair of folds, and in the case of monostable systems the folds can only begin or end at a cusp point or at infinity. The projections of the folds onto the q plane are caustics. Caustics are envelopes of trajectories: they are formed by intersecting neighboring trajectories qϭq(t). It is from the merging of caustics that cusp points are formed ͑see Fig. 1͒ . In the event that the LM contains a fold, the top and bottom sheets of the LM are traced out by Hamiltonian trajectories that have not gone over the fold. After a trajectory goes over a fold, it enters the middle sheet of the LM and stays there.
In the sharp-tipped triangular region partially enclosed by caustics, the LM has three sheets and the action is three valued. It was observed in Ref. ͓30͔ that the sheet with the largest value of S(q) is the middle sheet of the LM. This sheet is formed by Hamiltonian trajectories that have gone over the fold; equivalently, the corresponding extreme trajectories in the q plane have been ''reflected'' by one of the caustics. So the minimum ͑physical͒ value of S(q), i.e., S min (q), must be attained on one of the other two sheets, which we may call the ''lower'' sheets. We provide a careful proof of this fact in the Appendix.
The nonminimality of the action computed from the trajectories reflected from a caustic is a most important feature of the topological theory of large fluctuations. It guarantees that optimal extreme trajectories never encounter caustics: by the time an optimal trajectory is reflected from a caustic, it has ceased to be optimal. Indeed, the two lower sheets of the action surface SϭS(q) must intersect, and by the time either of these sheets approaches the fold ͑where it turns over, and merges with the sheet formed by the trajectories reflected from the caustic͒, it has intersected the other lower sheet and necessarily lies above it.
The curve in the (q 1 ,q 2 ) plane along which the lower sheets intersect is determined by the equation
This curve starts at the cusp point and lies between the coalescing caustics ͓Fig. 1͑b͔͒. Points that are a small distance away from the curve ͑16͒, but lie on opposite sides of it, are reached along topologically different optimal paths ͑those tracing out the two lower sheets͒. It is for this reason that we call the curve determined by Eq. ͑16͒ a switching line. Switching lines can be observed using a technique ͓26͔ where one investigates the probability distribution of paths q(t) along which the system arrives at a specified end point qЈ. If this distribution is measured for various positions of qЈ, its shape will change sharply once qЈ is moved across a switching line. This is the physical significance of the singular curves in the surface S min ϭS min (q) of the system. The stationary probability density is regular in the vicinity of a switching line. In the event of multivaluedness, the WKB approximation ͑7͒ may be refined to read
"cf. ͓21͑b͔͒, ͓30,35͔…. A switching line is, therefore, a sort of Stokes line, where asymptotic dominance switches from one exponential term to another. We note in passing that the WKB prefactors C (i) (q) are not singular on switching lines. They do, however, blow up when q approaches a cusp point. The Lagrangian manifold ͑LM͒, a two-dimensional submanifold of the four-dimensional phase space, is traced out by the trajectories of the auxiliary Hamiltonian system that emanate from the limit cycle. Extreme paths are the projections of these trajectories onto the (q 1 ,q 2 ) plane ͑i.e., the pϭ0 plane͒. The LM may have folds, in which case the projections of these folds are caustics, from which extreme paths are reflected. In the region enclosed by a pair of caustics and sufficiently close to the cusp from which they emanate, three extreme paths pass through each point (q 1 ,q 2 ).
An explicit form for the prefactor in the vicinity of a cusp point was obtained in Ref. ͓30͔ ͑see also the scaling theory of Ref.
͓41͔͒.
We emphasize that the caustics of a flow field of extreme paths, unlike its switching lines, are unobservable. They are hidden: as one varies the endpoint qЈ, switching from one optimal path to another occurs before the optimal path terminating at qЈ encounters a caustic en route. ͑In contrast to the D→0 limit of large fluctuation theory, caustics are encountered by the extreme paths occurring in the ប→0 limit of quantum mechanics.͒ Topological arguments explain how caustics are avoided by optimal paths, and what are the observable singularities ͑switching lines and cusp points͒ of the pattern of optimal paths. In general, two different types of pattern may occur near a cusp point. One of them corresponds to the local picture shown in Fig. 1͑b͒ . In that figure the caustics go ''away from'' the cusp point rather than ''towards'' it ͑the direction of a caustic, in our convention, is the direction of the extreme trajectories to which the caustic is tangent͒. Extreme trajectories that come from opposite sides of the cusp point first cross each other and only then encounter caustics ͑the paths are observable, i.e., physically significant, up to the point of their intersection͒. However, the flow of the trajectories near the cusp may also be in the opposite direction, i.e., the caustics may go towards the cusp point, in which case the extreme paths first encounter caustics ͑after which time they become nonoptimal, i.e., unobservable͒ and then cross each other. In what follows we shall refer to the two types of cusp points as type-I and type-II, respectively.
Clearly, there is no switching line emanating from a type-II cusp point. Unlike the type-I cusp points, the type-II cusp points are hidden singularities. They lie on nonminimal sheets of the action surface SϭS(q).
It can be seen from the preceding arguments that a switching line may not connect two cusp points. However two switching lines emanating from different cusp points may end in a point where they intersect each other, with another switching line starting at this point. In this way there may arise physically observable trees of switching lines, with the ''free'' ends of the lines ͑i.e., the leaves of the tree͒ located at observable cusp points. In Sec. VIIB we shall illustrate this with an example.
B. Monostable systems vs systems with unstable stationary states
In any monostable noise-driven dynamical system, on physical grounds one expects that it is possible to reach any point (q 1 ,q 2 ) by traversing a smooth optimal path which emanates from the attractor and avoids all singularities. The flow field of extreme paths, both optimal and nonoptimal, may include caustics. But optimal paths avoid them. The flow field of optimal paths is qualitatively different in the case when the dynamical system, in the absence of noise, has unstable stationary states. Since unstable fixed points are critical points of the deterministic dynamics, they are singular points of the flow field of optimal paths as well.
In the following sections we shall investigate the occurrence of various singular features in the vicinity of an unstable fixed point, contained within a stable limit cycle. We shall show that, except in the trivial case when radial and angular fluctuations are independent of each other, the structure of the pattern of optimal paths is quite singular when the unstable fixed point is an unstable focus ͑the case when it is an unstable node will be considered elsewhere͒. This structure can be fully investigated analytically.
A key role in our analysis will be played by the most probable hitting path ͑MPHP͒. This is the optimal path along which the system moves from the stable limit cycle to the unstable fixed point. That is, in the limit of weak noise (D→0), it becomes overwhelmingly likely that a large fluctuation from the limit cycle to the unstable fixed point, when it finally occurs, will follow this path. Generically, there can be only one MPHP: the action for reaching the unstable fixed point along different extreme paths that might ''hit'' the fixed point is different, and for the MPHP it must be a minimum. The MPHP is a heteroclinic trajectory of the associated Hamiltonian dynamical system in its four-dimensional phase space: it lies both in the unstable manifold of the stable limit cycle, and in the stable manifold of the unstable fixed point. Optimal paths close to the MPHP, but lying on opposite sides of it, will diverge from the MPHP in the vicinity of the unstable fixed point. As we shall see, this causes the fluctuational behavior of the dynamical system to be very singular there. From a dynamical systems point of view, it is wild oscillations of the Lagrangian manifold in the vicinity of the unstable fixed point ͑cf. Graham and Tél ͓21͔͒ that give rise to the singular structure we shall explore.
IV. EXTREME PATHS IN THE VICINITY OF AN UNSTABLE FIXED POINT
A. The linear approximation
As we have discussed, the fluctuational behavior of an oscillating dynamical system is determined by the pattern of extreme paths that emanate from its stable limit cycle. In this section we analyze the behavior of these paths, when they are prolonged to the vicinity of the unstable fixed point enclosed by the limit cycle. We choose the position of the unstable fixed point to be qϭ(q 1 ,q 2 )ϭ(0,0). In this section and Sec. V, we do not specialize to the case of an unstable focus; we allow the unstable fixed point to be either a focus or a node. The drift field can be linearized at the unstable point
.
͑18͒
The matrix d may be called a matrix of drift coefficients. In the approximation ͑18͒ the Hamiltonian of the auxiliary system ͑8͒ becomes quadratic in q and p
H͑q,p͒Ϸpdqϩ
The corresponding linearized Hamilton's equations of motion for the coordinates and momenta may be written in matrix form as
Here T is a 4ϫ4 matrix. Its first two eigenvalues coincide with those of the matrix d, which we shall denote 1 and 2 . These eigenvalues have positive real part, by assumption. The corresponding eigenvectors of T have their momentum components identically equal to zero, whereas their position components are the eigenvectors q 1,2 D of the matrix d. Linear combinations of these two eigenvectors,
͑21͒ describe deterministic trajectories of the system on the (q 1 ,q 2 )-plane. ͓Recall that pϭ0 signifies a deterministic, nonfluctuational trajectory, satisfying qϭK(q).͔ The other two eigenvalues of the matrix T coincide with those of the matrix Ϫd † , and are equal to Ϫ 1 and 2 . The corresponding eigenvectors (q 1,2 F ,p 1,2 F ) will have both position and momentum components nonzero. Linear combinations of these two eigenvectors, of the form
are ''purely fluctuational'' solutions of Eqs. ͑20͒. Unlike the deterministic trajectories, they approach the unstable point qϭ0 as t→ϱ. An arbitrary zero-energy Hamiltonian trajectory satisfying Eq. ͑20͒ is a mixture, or superposition, of the trajectories ͑21͒-͑22͒, i.e., is of the form
͑23͒
In dynamical systems terms, the trajectories ͑21͒ and ͑22͒ trace out the unstable and stable manifolds of the fixed point (q,p)ϭ(0,0) of the auxiliary Hamiltonian system ͑19͒ in its four-dimensional phase space ͑cf. ͓16,18,20,42͔͒. The unstable manifold, which is formed by the deterministic trajectories, is simply the plane pϭ0, while the stable manifold, which is formed by the fluctuational trajectories of the form ͑22͒, is a ''canted'' plane of the form
where Â is an appropriate 2ϫ2 matrix. The explicit form of Â will be discussed below. The form of the matrix T of Eq. ͑20͒, and the zero-energy condition Hϭ0, yield certain relations between the trajectories on the stable and unstable manifolds. In particular, since the eigenvectors q 1,2 D of the matrix d and eigenvectors p 1,2 F of the matrix Ϫd † are orthogonal in the general case 1 2 , i.e.,
one can show that there is an invariant
On the other hand, if one substitutes qϭq 
Equations ͑26͒ and ͑27͒ can be viewed as a constraint on the sorts of superposition of deterministic and fluctuational trajectories that are allowed.
B. Caustics and cusp points
Every extreme trajectory emanating from the limit cycle, when prolonged to the vicinity of the unstable fixed point contained within it, must be a superposition of the form ͑23͒, constrained by Eqs. ͑26͒ and ͑27͒. It was shown in Sec. IIB that extreme trajectories, regarded as trajectories in the fourdimensional phase space, form a one-parameter set t‫"ۋ‬q(t,),p(t,)…. The parameter determines, in particular, the values of the coefficients C 1,2 F,D in Eqs. ͑21͒-͑23͒, which describe the behavior of the extreme trajectories that extend to the vicinity of the unstable stationary state qϭ0. In general, to find this dependence it is necessary to integrate Hamilton's equations ͑10͒ from the stable limit cycle down to the range of small q. However, the singular features of the pattern of the paths in the vicinity of qϭ0 can be found from a local analysis. For a saddle point this was done in Ref.
͓30͔. Here we shall generalize the technique of Ref. ͓30͔ to study the pattern of extreme paths near an unstable focus.
As mentioned in Sec. III B, we assume on physical grounds that there exists a single most probable hitting path ͑MPHP͒ along which the system preferentially fluctuates to the point qϭ0, in the D→0 limit. As a trajectory in phase space, the MPHP is a heteroclinic trajectory along which the unstable Lagrangian manifold ͑LM͒ of the limit cycle qϭq (cl) (t), pϭ0 and the stable manifold of the point qϭpϭ0 intersect each other. We normalize our parametrization of extreme paths by requiring that the MPHP be the extreme path with ϭ0.
The LM is traced out by the extreme trajectories q(t,), p(t,). The portion of the LM on which ͉͉ is small, i.e., the portion of the LM near the MPHP, is smooth. This implies that the coefficients C 1,2 F ,C 1,2 D in Eqs. ͑21͒-͑23͒ for the extreme trajectories are smooth functions of near ϭ0. In other words, at any given instant of time t the values of the coefficients C 1,2 F ,C 1,2 D for the extreme paths q(t,), p(t,), with small, are close to the values of C 1,2 F ,C 1,2 D for the MPHP q(t,0), p(t,0). They can be computed by expanding
D equal zero; in physical terms, the MPHP is purely fluctuational.
The terms in Eq. ͑23͒ proportional to the deterministic coefficients C 1,2 D are responsible for the tendency of the extreme paths to diverge from the fixed point qϭ0, which is why in the limit →0 ͑in which the extreme paths reduce to the MPHP͒, these coefficients tend to zero. On the other hand, the coefficients C 1,2 F take on nonzero values at ϭ0. These values can be determined by integrating Eqs. ͑10͒, starting from the vicinity of the limit cycle. Therefore, with account taken of Eqs. ͑23͒ and ͑24͒, the extreme trajectories in the tube surrounding the MPHP close to the unstable fixed point must be given to leading order in by expressions of the form q͑t, ͒ϭX͑ t ͒ϩY͑ t ͒, p͑t, ͒ϭÂ X͑t ͒, ͑28͒
X͑t ͒ϵq
Here the ϭ0 trajectory "X(t),Â X(t)… is the incoming MPHP, in the linear approximation. It is a fluctuational trajectory of the type ͑22͒, whereas the term Y(t) allows for admixture of some specific deterministic solution Y(t) of the type ͑21͒. In Eq. ͑28͒ we have neglected a linear term ϰq F (t) in q(t) and retained only the linear term q D (t). The term q F (t) decays in time whereas q D (t) increases exponentially with t. Therefore, even if q F (t 0 ) and q D (t 0 ) were of the same order of magnitude at some instant t 0 , the term q F (t) would be exponentially smaller than q D (t) when exp͓( 1 ϩ 2 )(tϪt 0 )͔ӷ1. This is our justification for neglecting the term proportional to q F (t). Even if the ''deterministic'' term q D (t) is small compared to the ''fluctuational'' term X(t) at some instant tϭt 0 , it will eventually become larger than it. Indeed, all extreme trajectories with 0 deviate increasingly from the MPHP; in physical terms, they are repelled by the unstable fixed point. However, as seen from Eqs. ͑21͒ and ͑23͒, their momenta p(t,), unlike their positions q(t,), do not contain exponentially growing terms proportional to C 1,2 D . In fact, the momentum of any extreme trajectory with 0 tends to zero exponentially as t→ϱ. Recall that pϭ0 corresponds to deterministic motion, i.e., to qϭK(q). So we deduce that extreme trajectories with 0, once they are repelled by the unstable focus, become increasingly deterministic.
We should comment on the extent to which the parametrized extreme trajectories q(t,), p(t,) of Eq. ͑28͒ are locally determined, i.e., can be computed from the linearized Hamiltonian ͑19͒. The ratio of coefficients C 1 F , C 2 F in the expression for the MPHP X(t), which determines the path taken by the MPHP on the stable manifold of the state qϭpϭ0 as it approaches the unstable fixed point (qϭ0), is determined by the flow field of extreme trajectories far from the unstable fixed point. I.e., it is ''global.'' On the other hand the shape of the manifold near qϭpϭ0 is ''local'': it is determined by the coefficients of the linearized Hamiltonian ͑19͒. And the perturbing term Y(t) in Eq. ͑28͒, it turns out, is uniquely determined by the constraint equations ͑26͒ and ͑27͒.
Surprisingly, the linearized equations of motion allow one to determine the singularities of the pattern of extreme paths near the unstable fixed point. The simplest possible singularity is a caustic. A caustic is an envelope of the set of paths of the form ͑28͒ on the (q 1 ,q 2 ) plane, as shown in Fig. 1 . For a one-parameter set of trajectories q(t,), the Jacobian of the transformation from the variables (q 1 ,q 2 ) to (t,) is equal to zero on the caustic ͓34,35͔. This condition can be written in the form
Using this condition as well as Eq. ͑28͒, one can find a relation between the values of and t on the caustic, and an equation for the caustic in parametric form
It will be shown below, using the explicit forms for the fluctuational component X(t) and the deterministic component Y(t), that c (t) is never equal to zero. This is in agreement with our basic assumption that MPHP never touches a caustic.
The pattern of extreme paths in the vicinity of the unstable fixed point may display a higher-order singularity: a cusp. As shown in Fig. 1 , a cusp is a point at which two branches of a caustic merge together, or, in a different phrasing, the caustic stops, and starts moving in the opposite direction. In the parametrization of Eqs. ͑30͒ and ͑31͒, a point on a caustic is a cusp if and only if
implies that the derivative dq c /dt is a sum of two vectors, one of which, ‫ץ‬q"t, c (t)…/‫ץ‬t, corresponds to the velocity along the extreme trajectory that touches the caustic at the instant t, with the other, c (t)Y(t), arising from the motion of the point of tangency along the caustic due to the dependence of c on t. But it follows from Eq. ͑29͒, the condition for a caustic, that these vectors are parallel to each other. Therefore they are also parallel to q c (t), and condition ͑32͒ can be reduced to a scalar equation,
͑33͒
A point q c (t) on the parametrized caustic is a cusp if and only if t satisfies Eq. ͑33͒.
V. A CHANGE OF VARIABLES; CHARACTERISTIC PARAMETERS
The Hamiltonian function H, which is given in the linear approximation near the unstable fixed point by Eq. ͑19͒, contains two 2ϫ2 matrices, d and Q , and, hence, seven parameters ͑the matrix Q is symmetric͒. The actual number of parameters that characterize the flow of extreme paths near the unstable fixed point is smaller. To reveal the relevant parameters we shall make a linear change of variables
The form of the Hamiltonian in the new variables remains the same as in Eq. ͑19͒ provided we define new variables
The matrix Â of Eq. ͑24͒, which describes the local shape of the stable manifold of the point (q,p)ϭ(0,0), is transformed to
In view of the particular importance of the matrix Â we shall choose the transformation ⌽ so that ϪÂ Ј is the identity matrix, i.e., Â ЈϭϪI.
To find the form of the matrices dЈ,Q Ј for which Â ЈϭϪI, we first derive an equation that Â must satisfy. It can be obtained from the zero-energy constraint by substituting Eq. ͑24͒ into the quadratic Hamiltonian of Eq. ͑19͒, and setting the coefficients of p i p j equal to zero. Assuming that the inverse matrix Â Ϫ1 exists we obtain the equation
can be solved using a transformation Û that diagonalizes the matrix d, i.e.,
The matrix Û will not necessarily be unitary. One can easily see that
Since the diffusion matrix Q is symmetric and nonnegative definite, and the eigenvalues i of d have positive real parts by assumption, it follows from Eq. ͑39͒ that the matrices ϪÂ Ϫ1 and ϪÂ are positive definite ͑a special, nongeneric case when Q is degenerate and is diagonalized by the same transformation as d will not be considered in the present paper͒. These results could equally well be obtained from the expression for Â in the operator form obtained by Ludwig ͓18͔; see also ͓42͔. A Hermitian matrix Â can be diagonalized by a transformation of the form ͑36͒, containing a unitary matrix ⌽ . If the matrix ⌽ is nonunitary ͑i.e., it expands or compresses the coordinate axes͒, both eigenvalues of Â Ј can be made equal to Ϫ1. Further unitary transformation will not change Â Ј, and it is convenient to choose them in such a way that the matrix Q Ј of Eq. ͑35͒ be diagonalized, i.e., Q i j Ј ϰ␦ i j . It follows from Eq. ͑37͒ that if this is done, the matrices Q Ј, dЈ will be in the form
The relationship between the parameters , a, and b and the eigenvalues 1 , 2 of the matrix of drift coefficients d is
Moreover, we have 2 Ϫa 2 ϩb 2 ϭdetdϭ 1 2 Ͼ0.
Since the matrix Q is Hermitian, a is real. We may also assume that b is real, which corresponds to the transformation matrix ⌽ being a real matrix. in what follows.
The parameters , a, and b fully characterize the fluctuational dynamics of the system near the unstable fixed point. The reason why the local fluctuational dynamics are characterized by only three parameters is that the 2ϫ2 matrices d and Q together have four invariants, but one of them ͑ i.e., trQ ) is irrelevant since it may be absorbed in a multiplicative renormalization of the noise intensity D.
In what follows we assume that the change of variables ͑34͒ has been performed, and remove the primes qЈ⇒q, pЈ⇒p, Â Ј⇒Â , dЈ⇒d, Q Ј⇒Q . ͑43͒
In terms of the new ͑transformed͒ variables, the linearized dynamics of the extreme trajectories becomes easy to analyze. It follows from Eqs. ͑24͒ and ͑40͒ that the fluctuational trajectories of the form ͑23͒ must satisfy
Moreover, Hamilton's equations of motion, which the MPHP X(t) and the admixed deterministic trajectory Y(t) must satisfy, in terms of the new variables simplify to yield
That is, in terms of the new variables the equations of motion for X(t) and Y(t) separate. The constraint ͑27͒ on the vectors X,Y takes the form
This means that the basis in which the matrix Â equals ϪÎ has a simple physical interpretation. In this basis one of the axes (Ẋ ) is locally tangent to the MPHP and the other axis (Y) is perpendicular to the MPHP. If we parametrize the extreme trajectories in the vicinity of the unstable fixed point by t and as in Eq. ͑28͒, with t measured from an instant t 0 which we choose to be equal to zero, the zero-energy classical action S as a function of position will be a function of t and Sϭ ͵ p•qdtϭS͑t,͒.
͑47͒
With account taken of Eqs. ͑27͒, ͑28͒, ͑45͒ we have
We shall compute the action relative to its value at the unstable fixed point, i.e., relative to S f ϵS(tϭϱ,ϭ0 The function S(t,) is of course single valued. However, the action as a function of position q is multiple valued, since extreme trajectories q(t,) with different (t,) may cross each other. The optimal path to a given point q, as we have explained, is the extreme path with minimum action. It is worth noting that this must be no greater than S f . Indeed, from the unstable fixed point qϭ0 the system can reach any point q without ''building up'' any additional action, merely by moving along a deterministic trajectory q D (t) of the form given by Eq. ͑21͒.
VI. OPTIMAL PATHS IN THE ABSENCE OF CUSP POINTS
We can apply the linearized theory of Secs. IV and V to the case when the unstable fixed point, near which the linearization is performed, is a focus. In this case the eigenvalues 1 , 2 of the linearized drift matrix d are complex with the same ͑positive͒ real part, and according to Eq. ͑40͒,
With account taken of the orthogonality condition ͑46͒ that the two fundamental trajectories X(t) and Y(t) must satisfy, we may solve Hamilton's equations ͑45͒ to obtain X͑t ͒ϭexp͑ Ϫt ͒R͑ ,␥͒, ͑53͒
where R͑,␥ ͒ϵe 1 cosϪ␥e 2 sin.
Here ϭt, and
͑55͒
The two functions X(t) and Y(t), when graphed, yield spirals: they wind in ͑i.e., toward the unstable focus͒ and out ͑i.e., away from the unstable focus͒, respectively. The converging spiral X(t), which is incident on the unstable focus as t→ϱ, is the MPHP. The two spirals have the same angular frequency , and pitches Ϯ that are of equal magnitude and opposite sign. They have the same direction of rotation about the focus; the direction is determined by sgnb. The shape of the two spirals is determined by the periodic vectorfunction R(,␥)ϭR(ϩ2,␥). This function is a parametric representation of an ellipse whose principal axes are directed along the unit vectors e 1,2 . As a consequence, the spirals are elliptic rather than circular. The ratio between the length of the major axis and the minor axis of the ellipse is ͉␥͉ ͓according to Eqs. ͑42͒ and ͑54͔, ͉␥͉Ͼ1). The quantity can be viewed as a phase difference between the two spirals.
The quantity in the equation for X(t) is a globally determined parameter. It cannot be computed in the framework of the linearized model ͑18͒-͑20͒, and it distinguishes the MPHP from the other ''fluctuational'' solutions of the form ͑22͒ that are incident on the focus and may also be described by Eq. ͑53͒, with ranging over the interval 1 exp͑Ϫ2/ ͒рϽ 1 , with 1 arbitrary.
Extreme paths other than the MPHP also spiral down toward the unstable focus, but only initially. We may write them in the ''normal form'' ͑28͒ with 0, i.e., as q(t,)ϭX(t)ϩY(t). Such perturbations of the MPHP ͑which has ϭ0) will remain close to the MPHP on a time scale tՇ1/(2)ln
Ϫ1
. However, we saw in Sec. IV B that extreme paths other than the MPHP eventually become ''deterministic'' rather than fluctuational. The contribution of the unwinding spiral Y(t) increases as t increases, and when the extreme path reaches a distance ϳ͉͉ 1/2 from the focus the contribution of the unwinding spiral becomes of the same order of magnitude as the contribution of the inward spiraling MPHP, X(t). At that point the extreme path will begin to spiral back out. At times tӷ Ϫ1 ln(͉͉) the term Y(t) dominates, the motion of the extreme path becomes largely ''deterministic'' and the action s(t,) along the path approaches its asymptotic value ϪX(0)Y(0)ϭϪcos. In the t→ϱ limit, the extreme path will spiral back into the stable limit cycle, from which it emerged.
A. The caustic spiraling down to the unstable focus
The location of the caustic occurring in the flow field of extreme paths can be found by substituting Eqs. ͑53͒ and ͑54͒ into Eqs. ͑30͒ and ͑31͒. The value of the parameter on the caustic turns out to be
͑56͒
The caustic itself may be written in a parametric form ͓cf. Eq. ͑31͔͒ as
where z() is a ''locally determined'' ͑rather than globally determined, in the sense mentioned above͒ function that has period 2. Equation ͑57͒ is the equation of a curve that spirals down to the focus. It follows from Eq. ͑56͒ that c is always nonzero, which is an important point: it proves selfconsistency of our assumption that the MPHP ͑the extreme path with zero ) never encounters a caustic. We notice that irrespective of the detailed form of the caustic, the function q c (t) is self-similar: the amplitude ͓ϰexp(Ϫt)͔ changes from one turn to the next, but the shape of each successive turn is the same. The caustic is self-similar.
In the remainder of Sec. VI we shall investigate the case when there are no cusp points on the caustic in the vicinity of the fixed point qϭ0 where the linear approximation ͑19͒ applies. This means that q c (t) does not become equal to zero, i.e., the quantity l (t)ϵY(t)•q c (t) is never zero ͓see Eq.
͑33͔͒. Using the explicit expressions ͑54͒, ͑56͒ one can show that
The condition for q c (t) not to become equal to zero is therefore of the form
when expressed in terms of the characteristic parameters of the model. An expression for the action on the caustic, s c ϭs c (t), can be obtained from the equation ds c dt ϭٌs"q c ͑t͒…q c ͑t͒ϭϪX͑t͒q c ͑t͒, s c ͑t͒ϵs c "q c ͑t͒….
͑60͒
Clearly, the sign of ṡ c changes at the cusp points on the caustic, if any (q c ϭ0). Using Eqs. ͑53͒ and ͑54͒, and ͑56͒ one can show that if the condition ͑59͒ is satisfied, the derivative ṡ c is always negative. In this case the action on the caustic
decreases monotonically with increasing t. In other words, the action on the caustic always exceeds its value at the unstable fixed point qϭ0, and it increases monotonically away from this point. By construction the caustic is tangent to extreme paths q(t)ϭX(t)ϩY(t) with nonzero . The caustic is encountered by an extreme path X(t)ϩY(t) if and only if the equality ϭ c (t) is satisfied. At the tangency point the velocity on the path q(t)ϭẊ (t)ϩ c (t)Ẏ (t) may be parallel or antiparallel to the velocity of the caustic q c (t). It turns out that the vector q(t) is antiparallel to q c (t) at the tangency point, i.e., q(t)•q c (t)Ͻ0. This can be seen by comparing the signs of Y(t)•q c (t) and Y(t)•q(t); we omit the computation.
In models with Ͼ0, ␥Ͼ1, the function c (t) of Eq. ͑56͒ takes on only negative values. As a result, extreme trajectories with Ͻ0 encounter ͑and are reflected from͒ the caustic, whereas extreme trajectories with Ͼ0 do not touch the caustic. In Fig. 2͑a͒ we show an initially narrow tube of extreme trajectories that emanate from the limit cycle, and spiral toward the unstable focus, but then encounter the caustic, and spiral away from the focus.
In the absence of cusp points on the caustic ͑a possibility that we consider in Sec. VII͒, the vector q c (t) will rotate in FIG. 2. Extreme paths near the unstable focus at qϭ0. The parameters specifying local dynamics ͓see Eqs. ͑41͒ and ͑52͔͒ are aϭ0.13, ϭ3.5, and ϭ0.41. The axes are scaled by the parameter of Eq. ͑53͒. ͑a͒ Paths with /Ͻ0; such paths are reflected from a caustic that spirals down to the focus. ͑b͒ The MPHP ͑most probable hitting path͒, which spirals down to the focus ͑in bold͒, and a path with /Ͼ0, which initially spirals in, but eventually spirals out without encountering the caustic.
the same direction as Y(t) and X(t), and as t increases, the direction of this rotation will not reverse. Most of the time, extreme trajectories X(t)ϩY(t) that are perturbations of the MPHP rotate in this direction as well. However, in the region of the system state space where the extreme trajectories encounter the caustic, they make a loop, so that their velocity is opposite to that of the caustic.
B. The self-similar topology of the Lagrangian manifold
In the linear approximation near the unstable focus, the Lagrangian manifold pϭp(q) is traced out by the extreme trajectories X(t)ϩY(t) with different values of the mixing parameter . It is given in parametric form, with parameters (t,), by q͑t,͒ϭX͑t͒ϩY͑t͒, ͑62͒
p͑t, ͒ϭϪX͑t͒. ͑63͒
Here the inward and outward spirals, X(t) and Y(t), are defined in Eqs. ͑53͒ and ͑54͒. It follows from Eqs. ͑62͒ and ͑63͒ that the LM is invariant with respect to a transformation which includes a rotation of coordinates by radians, and a simultaneous rescaling of variables. In polar coordinates (q,⌰) defined by
such a transformation would alter the angular coordinate ⌰ according to ⌰‫⌰ۋ‬ϯ sgnb. ͑65͒
In terms of the phase space coordinates q and p, the transformation would take the form
The transformation law ͑66͒ can be understood from the fact that at a given instant of time all points q(t,)ϵX(t)ϩY(t) on the (q 1 ,q 2 ) plane, regardless of the value of , have their momenta equal to ϪX(t). Over half the period /, the vector X(t)ϩY(t) rotates around the point qϭ0 by an angle Ϫ sgnb. As a result of the rotation, each point q(t,) goes over into q"tϩ/,exp(Ϫ2/)…. The only Hamiltonian trajectory that remains invariant under the transformation ͑66͒ is the MPHP ͑for which ϭ0).
All extreme trajectories lie on the zero-energy surface in phase space, i.e., satisfy the zero-energy constraint H(q 1 ,q 2 ,p 1 ,p 2 )ϭ0. But the Hamiltonian function H of Eq. ͑19͒ is quadratic in p 1 and p 2 . Therefore, at each specified q 1 ,q 2 ,p 1 , the momentum component p 2 takes one of two possible values compatible with the condition Hϭ0. The shape of the Lagrangian manifold pϭp(q 1 ,q 2 ) can be understood from an analysis of the surface p 1 ϭp 1 (q 1 ,q 2 ). Portions of this surface are shown in Fig. 3͑a͒ . The values of p 2 (p 1 ,q 1 ,q 2 ) on the intersecting sheets of p 1 (q) are different: in general, the LM is not self-intersecting in the fourdimensional phase space whose coordinates are q 1 ,q 2 ,p 1 ,p 2 . One can think of the surface p 1 ϭp 1 (q) as an infinitely long sheet that is first folded, and then twisted in such a way that the fold is wound into a curve that spirals down to the point qϭpϭ0. This spiral is shown in Fig. 3͑b͒ .
The projection of the fold on the q plane is the caustic, and the equation for the spiral in Fig. 3͑b͒ , in parametric form, is qϭX(t)ϩ c (t) Y(t), pϭϪX(t). We note that selfintersections of the surface p 1 ϭ p 1 (q) arise not only from the nonmonotonic dependence of the ''height'' of the fold p 1 on the radius qϵ͉q͉; there are also self-intersections of the sides of the sheet p 1 (q) on opposite sides of the fold, which make Fig. 3͑a͒ look as complicated as it does. Alternatively, the surface p 1 ϭ p 1 (q) may be compared to a whorl that spirals down to the point qϭ0, p 1 ϭ0. The whorl is unusual; its turns go up and down, and the step size steadily decreases with the number of turns. Additional insight into the structure of the surface p 1 ϭp 1 (q) can be gained from a Poincaré section by a vertical half-plane. ͑See Fig. 4 ; for convenience we choose the half-plane to be q 2 ϭconst, q 1 у0.͒ Successive branches of the cross section are partly ''nested'' into one another. The pattern of branches is self-similar: any branch can be obtained from any other by ͑repeatedly͒ applying transformations of the form ͑66͒. We note that outside the small-q range, where a linearized treatment is not valid, the transformation law ͑66͒ must be modifed. So the surface p 1 ϭp 1 (q), like the caustic, is really only asymptotically selfsimilar. Incidentally, the sheets of the surface pϭp(q), which appear separate at small q, are connected to each other at large q. To study the way in which they are connected, one would have to go beyond the linear approximation.
The surface p 2 (q) is similar to the surface p 1 (q), so that the Lagrangian manifold pϭp(q) is a two-dimensional helicoidal surface pϭp(q) in the four-dimensional phase space. On this surface, the fold "q c (t),ϪX(t)… spirals down to the unstable fixed point. The behavior of the extreme trajectories q(t) on the q plane can be qualitatively understood from the behavior of the trajectories "q(t),p(t)… on one of the surfaces p i ϭp i (q) (iϭ1 or 2). One such trajectory is "q F (t),p F (t)…; its projection is the MPHP. For this trajectory pϭϪq, i.e., the trajectory corresponds to the intersection of the surface p 1 ϭp 1 (q 1 ,q 2 ) and the plane p 1 ϭϪq 1 in the three-dimensional (q 1 ,q 2 , p 1 ) space. We note that the LM is the unstable manifold of the limit cycle ͓the periodic orbit qϭq (cl) (t), pϭ0͔, whereas the hyperplane pϭϪq is the stable manifold of the fixed point qϭpϭ0. The trajectory "q F (t),p F (t)… is the heteroclinic trajectory along which the two manifolds intersect.
The behavior of the remaining Hamiltonian trajectories on the surface p 1 ϭ p 1 (q) is easy to analyze. It follows from Eqs. ͑28͒ that trajectories "qϭX(t)ϩY(t),p 1 (t) ϭϪX 1 (t)… with opposite signs of deviate from the heteroclinic trajectory "q F (t),p 1 F (t)… in opposite directions. The Hamiltonian trajectories that go toward the fold of the surface p 1 ϭ p 1 (q) are those with negative ͓their projections X(t)ϩY(t) go toward the caustic͔. They spiral around the point qϭ0 and approach it, then they go over the fold ͑at which time their projections are reflected from the caustic͒ and spiral away from the axis qϭ0. ͓The behavior of their projections is shown in Fig. 2͑a͔͒ . None of the trajectories passes through the fold more than once. Indeed, the fold is only passed when ϭ c (t), where c (t) is given by Eq. ͑56͒. In the range ͑59͒, the function c (t) is a monotonic function of t, so the equation ϭ c (t) cannot have more than a single solution.
The Hamiltonian trajectories q(t)ϭX(t)ϩY(t), p 1 (t)ϭϪX 1 (t) with positive deviate from the heteroclinic trajectory "q F (t),p 1 F (t)… in the direction opposite to the fold, therefore they never cross over the fold. At comparatively small t they spiral around the axis qϭ0 and approach it, as does "q F (t),p 1 F (t)…, but then, as the amplitude of the outward-spiraling component Y(t) increases, they begin to spiral away from qϭ0. The behavior of the projections qϭq(t) of these trajectories is shown in Fig. 2͑b͒ . Successive positions of points on trajectories with ϭ0, Ͻ0, and Ͼ0, on the Poincaré section of the surface p 1 ϭ p 1 (q), are shown in Fig. 4 ͑by filled circles, and empty circles; 1, 1Ј and 2, 2Ј, respectively͒.
In the limit of large t the Hamiltonian trajectories with Ͼ0 and Ͻ0 display similar asymptotic behavior. In this limit the momentum p(t)ϭϪX(t) tends to zero, and the trajectories approach deterministic trajectories of the form q(t)ϰY(t), pϭ0, which wind away from the point qϭ0. The sheets of p 1 ϭ p 1 (q) accordingly accumulate near the plane p 1 ϭ0.
The topology of the surface p 1 ϭ p 1 (q) explains why infinitely many extreme paths q(t) pass through any point qЈ in the vicinity of qϭ0, as shown in Figs. 2͑a͒, 2͑b͒ . Different paths q(t) lie on different sheets of p 1 ϭ p 1 (q), and some of the paths ͑those with Ͻ0) start spiraling away from the point qϭ0 after they encounter the caustic, and are reflected from it ͑i.e., when the Hamiltonian trajectories pass through the fold͒, whereas the others ͑those with Ͼ0) do so without encountering the caustic. A natural question is, which of the extreme paths that are incident on a given point qЈ is physically observable, i.e., is optimal. To answer this question, we must determine for which of the extreme paths the action is a minimum.
C. The multivalued action and the switching line
The value of the normalized action sϵSϪS f is unique for a given extreme path, and therefore s is uniquely defined as a function on the Lagrangian manifold. The Lagrangian manifold, as a two-dimensional surface in the fourdimensional phase space whose coordinates are (q,p), is defined by the function pϭp(q). Since this function is multi- FIG. 4 . Cross sections of two turns of the surface p 1 ϭp 1 (q) of Fig. 3͑a͒ . Here q 2 ϭ0. The turn II is the turn I after one revolution over the p 1 axis, i.e., with ⌰ of Eq. ͑66͒ increased by 2. Parameters are the same as in Fig. 3 . The successive intersections of the MPHP with the q 2 ϭ0 plane are shown with filled circles. Over the revolution, the extreme trajectory 1 passes through the fold ͑its projection is reflected by the caustic͒, and goes from the lower to the upper sheet of p 1 (q). Trajectory 2 always stays on the side opposite to the caustic with respect to the MPHP. The solid line that starts at the origin and passes through the filled circles is the cross section of the stable manifold of the fixed point to which MPHP belongs.
valued ͑the manifold may fold over on itself, as we have seen͒, if s is viewed as a function of q, then it too will be multivalued.
A cross section of the surface sϭs(q), corresponding to the cross section of the surface p 1 ϭp 1 (q) shown in Fig. 4 , is shown in Fig. 5 . The multivaluedness is obvious. The same half-plane q 2 ϭ0, q 1 у0, is used as in Fig. 4 , but more branches are displayed. The cusps in the graph of sϭs(q), as shown in Fig. 5 , arise from extrema of the curves p 1 ϭp 1 (q 1 ) of Fig. 4, i. e., from points where dp 1 /dq 1 ϭϱ. These are points that lie on the caustic. As computed previously, the value of s on the caustic is the positive quantity denoted s c , which increases monotonically away from the caustic.
The value of s(q 1 ) on each branch is given by the expression
where the superscript i enumerates the cusp points ͑i.e., the pairs of branches of p 1 ), and the subscript nϭ1,2 enumerates the branches that merge at the point where dp 1 /dq 1 ϭϱ. It is clear from Fig. 5 that the surface of minimum action s min ϭs min (q) is only piecewise smooth. The existence of a minimum action at each q follows from the fact that, although the number of extreme paths t‫ۋ‬q(t) passing through any given point qЈ is infinite, the normalized action function s(q)ϭS(q)ϪS f is bounded from below by ϪS f ͓since S(q)Ͼ0, see Eq. ͑12͔͒. The cross section of the surface s min (q) is shown in bold in Fig. 5 . This figure provides an intuitive picture of the structure of the surface of minimum action as consisting of sections that correspond to sections of different sheets of the LM. Quantitative analysis of s min (q) is facilitated by the fact that at any point along the MPHP, minimum action is achieved if the system moves along the MPHP. This fact can be verified as follows. The condition that an extreme path intersect with another extreme path is of the form q͑t 1 , 1 ͒ϭq͑ t 2 , 2 ͒. ͑68͒
Equation ͑68͒ has a countable set of solutions for each q(t 1 , 1 ). For a point on the MPHP ( 1 ϭ0) we have
Using the expression ͑50͒ for the action s(t,) and the identity
X͑t ͒•Y͑ t ͒ϭcos ͑70͒
that follows from Eqs. ͑53͒, ͑54͒, one can easily compute from Eq. ͑69͒ that the difference between the actions for the MPHP and an alternative path satisfies
This proves that the MPHP is indeed the optimal path to every point along its extent, including the unstable focus qϭ0.
It is clear that points q very close to points on the MPHP are reached preferentially along extreme paths very close to the MPHP, i.e., extreme paths with ͉Y(t)͉Ӷ͉X(t)͉. However, the MPHP is a spiral. When one moves transverse to the spiral one goes from the vicinity of one turn to the vicinity of the next ͑or former͒ turn. Clearly, somewhere along the way there should occur a transition between the paths that provide minimum action. The condition for switching is that the actions for the two paths coming to a given point be equal, i.e., s͑t 1 , 1 ͒ϭs͑ t 2 , 2 ͒. ͑72͒
͓We emphasize that it is the minimum values of s(t,) for a given qϭq(t,) that must coincide.͔ Equations ͑68͒, ͑72͒ can be solved for 1,2 , using Eqs. ͑50͒, and ͑53͒ and ͑54͒. One obtains
where
A cross section of the action surface SϭS(q 1 ,q 2 ) near the unstable focus qϭ0. Here q 2 ϭ0, and S f is the action at the focus. The surface of minimum action, S min ϭS min (q 1 ,q 2 ), is shown in bold. The nonoptimal pieces of the action surface are shown dashed. Parameter values are the same as in Fig. 3 . The cusp points of the multivalued function SϭS(q 1 ,0) are cross sections of the spinode edge of S(q 1 ,q 2 ), which corresponds to the caustic. These cusp points are located at the values of q 1 at which the slope dp 1 (q 1 ,0)/dq 1 , as plotted in Fig. 4 Here s(t 1 ,t 2 ) is the minimum value of the action s"t 1 ,M (t 1 ,t 2 )… for a given qϭq"t 1 ,M (t 1 ,t 2 )…. Equation ͑75͒, which is the condition for switching, yields
as the parametric equation of the switching line. We note briefly that at some instant t 1 * , the algebraic equation ͑75͒ may have two solutions for the same minimum value of the action. In such a case three distinct optimal paths are incident on a single point, rather than two ͑as in the case of a conventional switching line͒. We mentioned this possibility briefly in Sec. III A. At such a point two switching lines intersect meet each other and terminate, and a third switching line begins. We shall refer to this phenomenon as a ''branched,'' or ''multibranched'' switching line.
D. Self-similarity of the minimum action surface and the switching line
Both the switching line whose position is given by Eq. ͑76͒, and the surface of minimum action s min ϭs min (q), are self-similar, as is the Lagrangian manifold ͓see Eqs. ͑66͔͒. Self-similarity of s min (q) is a consequence of the selfsimilarity of the whole surface sϭs(q). The latter follows from Eqs. ͑53͒, ͑54͒ if one notices that the transformation t‫ۋ‬tϮ/, ‫ۋ‬exp(ϯ2/) transforms the point qϭX(t)ϩY(t) into Ϫqexp(ϯ2/), and s(t,) as given by Eq. ͑50͒ into s (t,)exp(ϯ2/) . Similarly, it follows from Eqs. ͑54͒, ͑73͒ that if both tЈ and tЉ are shifted by Ϯ/, the function M (tЈ,tЉ) is multiplied by exp(ϯ2/). Therefore, if t 2 (t 1 ) is a solution of Eq. ͑75͒, then t 2 (t 1 Ϯ/)ϭt 2 (t 1 )Ϯ/. The pair of equations
expresses the covariance of the action function, and the location of the switching line, with respect to the similarity transformations.
We now address the problem of determining the optimal trajectories between which there occurs switching. In models whose parameter values satisfy Eq. ͑59͒, the caustic spiraling down to the unstable focus qϭ0 does not have cusp points lying along it. So there cannot occur an intersection of the projections qϭq(t) of the Hamiltonian trajectories "q(t),p(t)… that lie on one and the same turn of the LM ͓i.e., with t 1 рtϽt 1 ϩ2/, see Fig. 3͑a͔͒ and that have not encountered the fold ͓i.e., q(t) has not been reflected from the caustic͔. In other words, if we describe the paths q(t) in polar coordinates as "q(t),⌰(t)… ͓with the extended angular variable, ⌰(tϩ2/)ϭ⌰(t)ϩ2͔, then the paths with ⌰ 1 р⌰(t)Ͻ⌰ 1 ϩ2 and Ͼ c (t) cannot intersect each other for any ⌰ 1 . However, there may ͑and does͒ occur switching between the projections of the trajectories q(t),p(t) that lie on different turns, and have phases ⌰(t) that differ by a multiple of 2. As emphasized previously, the MPHP is surrounded on either side by optimal paths ͑see Fig. 6͒ . It is clear from Fig. 6 that, since the MPHP spirals down to the point qϭ0, intersection of optimal paths, and switching, may occur only between paths that lie on opposite sides of the MPHP and differ in ⌰ by 2. So the signs of must be opposite for crossing optimal paths, i.e., 1 2 Ͻ0. The switching line spirals down to the point qϭ0 along with the MPHP and the caustic ͑not shown in Fig. 6͒ , and these three spirals never intersect one another. The pattern of switching we have just deduced corresponds to the form of the cross section of s min ϭs min (q) shown in Fig. 5 . Switching occurs between sections of sϭs(q) that correspond to neighboring turns of the LM, and, as a consequence of this switching, the gradient of s min (q) is discontinuous at the switching line.
VII. OPTIMAL PATHS IN THE PRESENCE OF CUSP POINTS
Our topological approach to the analysis of extreme paths makes it possible to investigate the more complicated case when there are cusp points lying along the caustic that spiral down to the unstable focus at qϭ0. It follows from Eqs. ͑41͒ and ͑59͒ that this phenomenon occurs in any model whose characteristic parameters satisfy the condition
͉a͉рϽ3͉a͉. ͑79͒
In this parameter range the velocity of the caustic, q c (t), periodically becomes equal to zero. According to Eq. ͑58͒ this happens four times per period 2/, at the instants t n (1) and t n (2) , nϭ0,Ϯ1,Ϯ2, . . . , defined by
Here ⌽ϵ 1 2 arctan 3 .
The velocity of the caustic equaling zero is the sign of a cusp. It can be shown from Eqs. ͑31͒, ͑56͒ that the positions of the cusp points, q c (t n (i) ), form two self-similar sets: they satisfy
The shape of the caustic, in the parameter range ͑79͒, is shown in Fig. 7 . The caustic spirals down to the unstable focus at qϭ0, but now it has four cusp points per turn. As in models without cusp points along the caustic, the caustic is self-similar: it is invariant with respect to the similarity transformations q‫ۋ‬Ϫqexp(ϯ/).
A. The Lagrangian manifold
A better insight into the shape of the caustic and the flow field of extreme trajectories can be gained from an analysis of the two-dimensional Lagrangian manifold, in the fourdimensional phase space, that is traced out by the trajectories. We note that the internal part of the integral surface in Fig. 3͑a͒ ͑which includes the fold͒ is basically the internal fold of a torus. It is known from catastrophe theory that a plane projection of the internal fold of a torus may contain cusp points ͓39͔. A portion of a turn of the surface p 1 ϭ p 1 (q) in the case when cusp points are present is shown schematically in Fig. 8 . The cusp points arise if the fold is bent, and makes a sufficiently small angle with the normal to the projection plane. One can picture the fold and the cusp points on it by thinking of a doughnut seen at a small angle. In contrast to the surface of a doughnut, the integral surface p 1 ϭ p 1 (q) ͓or p 2 ϭ p 2 (q)͔ is not closed, but on the whole, the fold winds around the axis qϭ0. Therefore one would expect to have four cusp points per turn, as in the case of a doughnut. This is in agreement with Eqs. ͑31͒, ͑56͒, ͑80͒, which give the positions of the cusp points explicitly.
In Sec. III A we pointed out that cusp points should be distinguished depending on whether extreme trajectories ͑1͒ first enter the interior of the cusp and then hit the caustic, or ͑2͒ first hit the segment of the caustic that contains the cusp point, and then leave the area delimited by the caustic. We shall now establish which of these two types ͑types I and II, respectively͒ occurs at the instants t n (1) and t n (2) of Eq. ͑80͒. The direction in which the two branches of the caustic extend from a cusp point is given by the vector q c ͓cf. Fig.  1͑b͒ .͔ It is clear that if at a cusp point the extreme path q(t) that hits the cusp point satisfies the inequality q c •‫ץ‬q/‫ץ‬tϾ0, then this path will stay inside the region between the branches of the caustic. So if the inequality holds, the cusp will be of type I. If the opposite inequality holds, then the cusp will be of type II.
As mentioned above, at the point where an extreme path touches ͑and is reflected from͒ the caustic, the vectors Y(t) and q(t) are antiparallel, i.e., Y(t)•q(t)Ͻ0, whereas Y(t) and q c (t) are parallel. Clearly, at the cusp points Y(t) and q c (t) are parallel or antiparallel. Since at this point dl/dtϵd(Y•q c )/dtϭY•q c , it is clear that the type of cusp point is determined by the sign of dl/dt. So we have at the cusp point It follows from Eq. ͑82͒ and from the explicit formula for l (t) ͓Eq. ͑58͔͒ that the cusp points encountered at the instants tϭt n (1) are of type I, whereas those occurring at the instants tϭt n (2) are of type II. So type I and type II cusps occur alternately, two pairs per turn of the LM.
The presence of cusp points does not change qualitatively the behavior of the flow of Hamiltonian trajectories on the Lagrangian manifold, compared to what it would be in the absence of cusps. The fact that the optimal path q(t)ϭX(t) ͑the MPHP͒ spirals all the way down to the unstable point qϭ0 does not change. ͑It is no longer smooth, of course.͒ The fact that the extreme trajectories q(t)ϭX(t)ϩY(t) with Ͼ0 do not encounter the caustic also does not change. However, the projection of some of these trajectories onto the (q 1 ,q 2 )-plane ͑i.e., the pϭ0 plane͒ is now qualitatively changed.
Extreme trajectories with Ͻ0 now split into three groups, depending on which of the three branches of the caustic ͑two coming in and out of the pair of cusp points, and one connecting the cusp points, see Figs. 7 and 8͒ they hit. The corresponding three types of Hamiltonian trajectories are shown in Fig. 8 . To make the description more convenient we have labeled the parts of the surface p 1 ϭp 1 (q) in the following way: parts a and c are both facing upward; they coincide, except that c includes the ''invisible'' part of the upfacing sheet that is hidden behind the fold AB; parts b and d are both facing downward ͑''invisible'' parts of the trajectories are shown dashed͒. In Fig. 8 , trajectory 1 comes from part a, and then goes over the fold AB to part b and becomes invisible. Trajectory 2 goes around the cusp point B from part a to part c, and then goes over the fold BC to part b. Trajectory 3 also goes around the cusp B to part c of the surface, but then it goes over the fold DC to part d.
B. Switching lines
It is clear from Fig. 8 that, in the presence of cusp points, the extreme paths q(t)ϭX(t)ϩY(t) with Ͻ0 cross each other before they encounter the caustic. Therefore, one would expect to find a switching line not only between paths with Ͻ0 and Ͼ0, but also between different paths with Ͻ0 ͑for some such paths, at least͒. The two types of switching compete with each other: by the time the paths with Ͻ0 cross each other they may have become ''invisible'' because the system has switched to the paths with Ͼ0, on account of the latter having lesser action. In this case the pattern of switching is exactly the same as that analyzed in Sec. VI, for models without cusp points on the caustic. We now consider the case when switching between the paths with Ͻ0 is in fact observable. We shall find the parameter range where this occurs.
Insight into the possible sorts of switchings can be gained from Figs. 8, 9͑a͒, 9͑b͒. In Fig. 8 the paths 2 and 3 intersect after encountering the caustic. They are nonoptimal at the intersection point, so there is no switching line associated with their intersection. This corresponds to the cusp point C being of type II. The paths 1 and 2, on the other hand, intersect before they encounter the branches of the caustic that emanates from the type-I cusp point B. This cusp point may be observable. If so, there is a switching line between the trajectories 1 and 2, which emanates from the point B. This switching line is shown in Fig. 9͑a͒ as the line BO. Clearly, the switching line lies inside the triangle formed by the caustic ͓where the projections of the parts a and c of the p 1 ϭ p 1 (q) surface on which the trajectories 1 and 2 lie, overlap͔.
The switching line that starts at B is described by the solution of Eq. ͑75͒: t 2 ϭt 2 (t 1 ). At the cusp point t 1 ϭt 2 ϭt n (1) and away from it, t 1 Ͻt n (1) Ͻt 2 . The end point O of the switching line is determined by the value t 1 * where Eq. ͑75͒ has two roots t 2 *Ј , t 2 *Љ such that the three optimal paths that come to the point O at the instants t 1 * , t 2 *Ј , t 2 *Љ have the same classical action. The third path ͑not shown in Fig. 8͒ is a path q(t)ϭX(t)ϩY(t) with Ͼ0. It makes an additional turn around the unstable focus compared to the The caustic is shown dashed. The section BO starts at the observable cusp point B. ͑b͒ A lower-resolution plot, showing the selfsimilar structure of optimal paths and switching lines. The switching line spirals down to the unstable focus at the origin, like the caustic. The structure close to the focus is not resolved.
paths of type 1 and 2. All three optimal paths terminating at O are shown in Fig. 9͑b͒ .
The intersections of the optimal paths of types 1 and 2 with the optimal paths with Ͼ0 gives rise to the switching lines OO 1 and OO 2 , respectively. At the point O the three switching lines BO, OO 1 , and OO 2 intersect each other, which is an illustration of the branching of switching lines mentioned briefly in Sec. III A. In the present case this situation is explicitly characterized by Eqs. ͑73͒, ͑75͒, which were used to obtain Figs. 9͑a͒ and 9͑b͒.
The surface of minimum action s min ϭs min (q) corresponding to the pattern of optimal paths in Figs. 9͑a͒ and 9͑b͒ is defined piecewise, in the regions separated by switching lines. It is continuous, but the slope "s min (q) is discontinuous on the switching lines. The surface s min ϭs min (q) has a so-called vertex at the point O. A vertex is a new generic type of singularity of the classical action. In contrast to a cusp point, the WKB prefactor in the stationary probability density is not expected to blow up at a vertex. Near O, the probability distribution is given by the well-behaved asymptotic expression
where the actions S i (q), iϭ1,2,3, arise from extreme trajectories on the three sheets of the surface of minimum action, and the coefficients C i are the WKB prefactors for each of the sheets.
The above analysis dealt only with a single pair of cusp points. The global pattern of switching lines ͑i.e., of the multibranched switching line͒ is shown in Fig. 9͑b͒ . This multibranched line is self-similar, as is the switching line in the absence of cusps, cf. Eq. ͑77͒. The corresponding surface of minimum action s min ϭs min (q) is shown in Fig. 10 . This surface is self-similar as well, and satisfies Eq. ͑77͒. The condition for a multibranched switching line to occur is that the action at the cusp point B evaluated along the paths with Ͼ0 be larger than that for the paths with Ͻ0. Otherwise the extreme paths with Ͻ0 that cross each other along the line BO in Fig. 9͑a͒ will have ceased to be optimal paths by the time they cross. One can imagine that by varying the parameters of the dynamical system, one could force the point O in Fig. 9͑a͒ to coincide with the point B. In this case the switching line BO would disappear, and there would remain only the smooth switching line O 1 O 2 . In fact, the points B and O will coincide provided
c (t) being given by Eq. ͑56͒. Clearly, because of the selfsimilarity of the switching line, Eq. ͑84͒ holds for the whole switching line, i.e., for every n.
Equation ͑84͒ gives a sufficient condition for occurrence of a multibranched switching line. A necessary condition is that the normalized action s c (t n (1) ) at the type-I cusp points be negative ͓otherwise there would be an extreme path with a smaller normalized action, sϭ0, which would consist of the MPHP followed by a deterministic trajectory qϭq D (t) Eq. ͑21͒ extending to the specified end point͔. The action on the caustic s c (t) Eq. ͑61͒ has minima at t n (1) , and it follows from Eq. ͑61͒ that s c (t n (1) )Ͻ0 provided that the characteristic parameters of the model satisfy
͑85͒
͑We have used the explicit expression of Eq. ͑55͒ for tan.͒ It can easily be seen that s c (t n (2) )Ͼ0, which again agrees with the general conclusion that the cusp points of type II are unobservable.
Although the condition ͑85͒ is necessary rather than sufficient, it follows from a numerical analysis of Eq. ͑84͒ that the condition ͑85͒ provides a reasonably good estimate of the parameter range where the cusp is observable. The reason is that the paths with Ͻ0, to which the system switches from the paths with Ͻ0, make an extra turn around the unstable point qϭ0. Therefore the term Ϫ 1 2 X 2 (tЈ) in the action for these paths has an extra factor ϳexp(Ϫ2/). In the parameter range ͑85͒, exp(Ϫ2/)Ͻexp(Ϫ2/7 1/2 )Ϸ0.09, and therefore switching to the paths with Ͼ0 occurs comparatively far from the MPHP. This tends to make the cusp points observable.
VIII. EXTREME PATHS FOR A van der POL OSCILLATOR
A. A local analysis
As we mentioned in Sec. II, one example of a fluctuating system with a stable limit cycle is a noise-driven van der Pol oscillator. The preceding analysis of singularities of the pattern of extreme paths near an unstable focus fully applies to this model. In this subsection we consider local features of this pattern, and in Sec. VIII B we provide numerical data on the global pattern of extreme paths.
The dimensionless coordinate q 1 , and the velocity q 2 of the van der Pol oscillator of Eqs. ͑3͒, ͑4͒ may be defined so that near the unstable fixed point qϭ0 they coincide with the Fig. 9 . The ''edges'' of S(q) ͓the curves where ٌS(q) is discontinuous͔ project to the switching lines ͑cf. Fig. 9͒ . ''Vertices'' of S(q) ͑one is shown as a bold dot͒ are points at which the switching line branches.
canonical variables q 1 ϵq 1 Ј and q 2 ϵq 2 Ј of Eqs. ͑34͒ and ͑43͒.
The parameters a and b in Eqs. ͑40͒, ͑41͒ that characterize the motion near qϭ0 will then satisfy aϭ, bϭ1. ͑86͒
The unstable fixed point qϭ0 of the van der Pol oscillator is an unstable focus, rather than an unstable node, provided that Ͻ1, which we assume to be the case.
In this model the pattern of extreme paths emanating from the limit cycle, when prolonged to the vicinity of the unstable focus at qϭ0, has some unusual features, due to the diffusion matrix Q of Eq. ͑4͒ being degenerate. It turns out that extreme paths other than the MPHP can go through the point qϭ0. Indeed, if Q is degenerate, the condition that the quadratic Hamiltonian ͑19͒ be equal to zero at qϭ0 does not require that both components of the momentum p 1 ,p 2 be equal to zero when qϭ0. In the present case, when Q 11 ϭ0 we must have p 2 ϭ0 at qϭ0, but p 1 may be finite.
The following analysis confirms that the MPHP is not the only extreme path that reaches the unstable focus. For characteristic parameters of the form ͑86͒, the explicit expressions ͑53͒, ͑54͒ for the MPHP X(t) ͑the optimal trajectory that asymptotically approaches qϭ0 as t→ϱ) and for the deterministic path Y(t) ͓which is ''mixed'' with the MPHP to yield extreme paths of the form X(t)ϩY(t)͔ become
It follows from Eqs. ͑87͒, ͑88͒ that the components X 2 (t) and Y 2 (t) become equal to zero at the same instants of time t n ( P) , defined by the condition
This means that all extreme trajectories q(t)ϵX(t)ϩY(t), irrespective of the value of the mixing parameter , cross the axis q 2 ϭ0 at the instants t n ( P) . Clearly, extreme trajectories whose parameter equals one of the values
will pass through the point qϭ0.
On account of this crossing, in the van der Pol model the unstable fixed point qϭ0 is itself a cusp point of the flow field of extreme trajectories. Indeed, it follows from Eqs.
͑87͒, ͑88͒ that q 1 (t n ( P) )ϵẊ 1 (t n ( P) )ϩẎ 1 (t n ( P) )ϭ0, i.e., the velocity of the paths points along the q 2 axis at the instants t n ( P) . On the other hand, it follows from Hamilton's equations of motion ͑20͒ that the velocity component q 2 ϭ(dq) 2 ϩ p 2 equals zero when qϭ0. Therefore qϭ0 at qϭ0. It can be shown that the cusp at qϭ0 points along the q 2 axis. It is straightforward to check using Eq. ͑56͒ ͓or, more simply, using the parametric equation ͑30͔͒ that n ( P) ϭ c (t n ( P) ), i.e., the point qϭ0 lies on the caustic. Since the caustic is self-similar, it passes through the point qϭ0 infinitely many times, and the caustic is parabolic near qϭ0. It follows from Eqs. ͑79͒ and ͑86͒ that, for the van der Pol oscillator, near the point qϭ0 the caustic q c (t) has four cusp points over each period of revolution 2/. When Ͼ8 Ϫ1/2 half of these cusp points may be observable ͑i.e., physically significant͒, as explained in Sec. VII B.
The shape of the caustic and the shape of the surface p 1 ϭ p 1 (q) can be understood from Figs. 11 and 12. In Fig.  11 we show a part of the surface p 1 ϭ p 1 (q) and of the caustic, as generated by a half-period of revolution of the extreme paths (⌬tϭ/). The general picture can be obtained from what is shown by using the similarity transformation ͑66͒ ͓the global shape of the caustic is seen in Fig. 12͑b͔͒ . It is clear from Fig. 11 that the caustic is tangent to the axis q 2 ϭ0 at qϭ0, and that the caustic has two cusp points within the time interval /. Figure 11 shows also the be- FIG. 11 . ͑a͒ A portion of the surface p 1 ϭp 1 (q), and ͑b͒ the corresponding section of the caustic near the unstable focus of a van der Pol oscillator. Parameter values are aϭϭ0.45, and ϭ4.1. At the focus q 1 ϭq 2 ϭ0 the caustic touches the q 1 axis, and at this point the curvature of the corresponding folds of the surface p 1 (q) diverges.
havior of the surface p 1 ϭp 1 (q) in the vicinity of the cusp points, and how the surface p 1 ϭp 1 (q) behaves as q moves away from the vicinity of the fixed point qϭ0.
B. The global structure of caustics and extreme paths
A global analysis of the pattern of extreme paths can be performed by numerically solving Hamilton's equations ͑10͒, accompanied by the initial conditions ͑13͒, ͑15͒. The results of such an analysis for the van der Pol oscillator ͑3͒, ͑4͒ are shown in Figs. 13͑a͒-13͑c͒ . Different extreme paths were obtained by varying n ͑the initial distance from the limit cycle, at a certain point along the cycle͒. In this way the flow field of extreme paths was built up.
A low-resolution plot is shown in Fig. 13͑a͒ . The paths begin by winding away from the cycle. We show a tube of paths that start near the cycle and approach the unstable focus enclosed by the cycle. Close to the limit cycle, this tube is extremely narrow ͑separate paths in the tube cannot be resolved visually͒. In the vicinity of the unstable focus, the width of the tube increases dramatically; the paths are ''repelled,'' and they begin to spiral away from the focus. The width of the tube increases rapidly with the number of turns. We note, however, that as the paths approach the limit cycle they are ''pressed against'' the cycle, and the tube is narrowed down again. This is in agreement with the results of Secs. VI and VII: as the paths go away from the focus they become ever closer to deterministic trajectories ͑the trajectories that the dynamical system would follow in the absence of noise͒; such trajectories asymptotically approach the limit cycle as t→ϱ.
It follows from the analysis of the preceding sections that, close to the unstable focus, the extreme paths display one of two types of behavior depending on which side of the MPHP they lie on ͑the MPHP, one recalls, is the extreme ͓in fact optimal͔ path that asymptotically approaches the focus, rather than being repelled͒. Paths on one side of the MPHP should spiral away from the focus after they are reflected from the caustic that asymptotically approaches the focus ͓cf. Fig. 2͑a͔͒ . Paths on the other side of the MPHP should be repelled by the focus, and should spiral away from it, without ever encountering the caustic. These two types of behavior are indeed seen in Figs. 13͑b͒, 13͑c͒ . In these figures we show portions of the tube of paths in Fig. 13͑a͒ at high resolution.
By examination, the paths shown in Fig. 13͑b͒ form four segments of a cusped caustic that spirals into the unstable focus. These segments come together at four cusp points, so the structure of the caustic is the same as in Figs. 11͑b͒ and 12͑b͒. Two segments of the caustic are nearly ''vertical'' and two are nearly ''horizontal.'' The horizontal sections pass through the point q 1 ϭq 2 ϭ0 ͓only a portion of the upper horizontal section near the upper right cusp point is seen in Fig. 13͑b͔͒ . The lower right and upper left cusp points may in general be observable ͑cf. Fig. 8 and the discussion in Sec. VII B͒. ͑For the particular parameters used in preparing Fig. 13͑b͒ , it happens that the cusps are not observable; we omit the proof.͒ The paths in Fig. 13͑c͒ are self-intersecting although they do not encounter a caustic. Their behavior is completely analogous to the generic behavior shown in Fig. 2͑b͒ .
We now discuss the global structure of caustics that is shown in Fig. 12 . Caustics can be found numerically from the condition ͓34,35͔ that the Jacobian J ϵ͉‫(ץ‬q 1 ,q 2 )/‫(ץ‬t,)͉ equal zero at a time t when an extreme path encounters a caustic. Here is the parameter that indexes the extreme paths. As mentioned above, we choose to be proportional to the initial value of n , the normal distance to the limit cycle at the time we begin our numerical integration. The Jacobian can be evaluated from a set of first-order differential equations that must be integrated numerically along with Hamilton's equations for an extreme path ͑cf. ͓29,41,42͔͒. In finding caustics numerically, we searched only for ''primary'' caustics, i.e. the caustics first encountered by extreme paths ͑caustics touched by extreme paths that have already encountered a caustic are of no physical interest, since the extreme paths can no longer be optimal after they have been reflected from a caustic͒.
It is clear from Fig. 12͑a͒ that there are two primary caustics that start inside the limit cycle. One spirals down to the unstable focus; the other spirals away from it, and heads toward the limit cycle. It is the first caustic the occurrence of FIG. 12 . The caustics of the van der Pol oscillator. The value of the single parameter, , is 0.171. ͑a͒ A cusp point far away from the unstable focus, and the two caustics emerging from it. One of these caustics spirals down to the focus, while the other moves away from it. ͑b͒ A zoomed plot of the caustic, showing the interior of the dashed rectangle in ͑a͒. The caustic is self-similar in the vicinity of the focus and has infinitely many cusp points.
which was predicted, and the behavior of which near the unstable focus was investigated in the present paper. In agreement with general topological expectations, the two caustics join together at a cusp point ͑cf. Ref. ͓30͔͒. This cusp point lies away from the region near the focus where the linear approximation used in this paper applies.
The structure of the caustic near the focus is shown in Fig.  12͑b͒ . In agreement with the results of Sec. VII, the shape of the caustic is self-similar close to the focus, the caustic has four cusp points per turn, and, as a consequence of the degeneracy of the diffusion matrix, touches the focus twice per turn ͑cf. Fig. 11͒ .
It is interesting to note that the infinite set of cusp points in the vicinity of the focus is separated from the cusp point from which the caustic emerges by a substantial distance, over which the caustic is smooth. We mentioned previously that observable ͑or potentially observable͒ and unobservable cusp points are encountered alternately, as one moves along the caustic. The cusp far away from the focus is obviously observable, and therefore the first cusp in the vicinity of the focus should be unobservable. This agrees with the pattern of cusp points in Fig. 13͑b͒ discussed above.
One would like to investigate the switching line of the van der Pol model, as well as the pattern of cusps and caustics. Figure 12 provides some insight into the global structure of the switching line. We did not attempt to estimate its position numerically, but it is clear from topological arguments that it starts at the cusp point remote from the focus. It spirals smoothly down to the focus, and its behavior in the vicinity of the focus is described by the results of Sec. VII.
IX. CONCLUSIONS
The central result of the present paper is an analysis of the pattern of optimal fluctuational paths in the vicinity of an unstable focus of a periodically oscillating dynamical system. We have shown that this pattern generically displays singular behavior, and have analyzed this behavior. We have also established topological features of the global pattern of optimal fluctuational paths, in the interior of the limit cycle of the system. Our approach was based on an investigation of the Lagrangian manifold pϭp(q) of an auxiliary Hamiltonian system. The classical trajectories of this system, qϭq(t), provide extrema of its action functional, whereas its zero-energy classical action SϭS(q) determines the exponential falloff of the stationary probability density of the original fluctuating system in the weak-noise limit. Optimal fluctuational paths of the original system are a special case of the zero-energy trajectories of the auxiliary system: the extreme paths of least action. On any such trajectory, the values taken by the spatial variables q of the auxiliary system coincide with the values taken by the dynamical variables of the original system, as it moves along an optimal fluctuational path. Additionally, the momentum variables p of the auxiliary system are related to optimal realizations of the noise f(t), which drives the dynamical system along its optimal path. Both optimal paths and optimal realizations of the noise are physically observable. FIG. 13 . Extreme paths for the van der Pol oscillator, with the same parameter value as in Fig. 12 . ͑a͒ A tube of extreme paths that start near the limit cycle, initially spiral toward the unstable focus at the origin, and then spiral away from it. The tube is greatly broadened near the focus. ͑b͒ Paths that are reflected from the caustic, at points close to the focus, and then spiral back out. ͑c͒ Paths that spiral toward the focus and then spiral back out, without ever encountering the caustic.
We have shown that, near an unstable focus in the space of dynamical variables of the original system (qϭ0), the Lagrangian manifold pϭp(q) has a novel topological structure. It is many sheeted, and the surfaces p i ϭp i (q), iϭ1,2, have a complicated helicoidal shape, with folds spiralling down to the focus. The projection of each fold onto the q plane is a caustic: an envelope of extreme paths, from which extreme paths are 'reflected'. Normally one associates caustics with the crossing of trajectories, but an interesting and unexpected consequence of the helicoidal structure of the surfaces p i ϭp i (q) is that extreme paths on the q plane can cross each other, and themselves, without first encountering a caustic.
Generically, a caustic spirals into the unstable focus. This makes the problem qualitatively different from the problem of fluctuations in a periodically driven system, which was investigated by Graham and Tél ͓21͔. Depending on the parameters of the system the caustic may be smooth or may have four cusp points per turn. However, caustics are not observable, in the sense that optimal paths ͑that is, leastaction extreme paths͒ never reach them. By the time an extreme path reaches the caustic and is reflected from it, it has ceased to be optimal.
The physically observable singularities are switching lines rather than caustics. Switching lines are the curves that separate the regions in state space to which the system arrives ͑in the weak-noise limit͒ along topologically different optimal paths. We have shown that generically, a switching line spirals into the unstable focus. In the case when the caustic spiraling down to the focus has cusp points lying along it, the switching line may be multibranched: it may have segments that branch off. The minimum zero-energy action function S min (q) of the associated Hamiltonian system has a singularity of a special type, a ''vertex,'' at each such branching point.
Even if there are no cusp points along the caustic spiraling down to the unstable focus, the function S min ϭS min (q) near the unstable focus is not quadratic in the distance to the focus, except very approximately. Figure 5 makes this very clear. The cross section of S min ϭS min (q) by a plane a 1 q 1 ϩa 2 q 2 ϭconst with arbitrary a 1 ,a 2 is the envelope of a discrete set of curves, each curve arising from a distinct branch of the multivalued function S. This envelope is a jagged approximation to a parabola, rather than being a true parabola. As a consequence of this nonquadratic behavior, the stationary probability density at points q near the focus, which includes an exponential factor exp͓ϪS(q)/D͔, will in the weak-noise (D→0) limit be considerably more complicated than a straightforward inverted Gaussian.
One way of observing the novel singular features that we have derived would be to investigate the stationary probability density, or, in more depth, to measure the distribution of the fluctuational paths themselves, by using, e.g., the experimental technique of Ref. ͓26͔. The importance of oscillating dynamical systems in physical applications would make such an analysis particularly valuable. An additional motivation for conducting such an analysis arises from the fact that, in many cases, a fluctuating system displays ''hidden'' degrees of freedom when brought to the vicinity of an unstable fixed point. This may for example happen in a laser ͓13͔: when the intensity of the dominating mode drops down, other modes that were previously suppressed come into play, and there occurs a transient ͑with duration ϰ͉lnD͉, as D→0) increase in their intensity.
APPENDIX
In this appendix we provide a proof that the action computed from an extreme trajectory that has been reflected from a caustic is larger than the action computed from an extreme trajectory that has not ͑this statement was given without a proof in Ref. ͓30͔͒. Near a caustic it is convenient to choose coordinates q 1 ,q 2 in such a way that the unit vector q 1 points along the caustic, and q 2 is the distance to the caustic. This implies that qϭq 1 ͉q͉, at q 2 ϭ0.
As shown in Fig. 1 , the coordinate q 2 is quadratic in the momentum component p 2 transverse to the caustic. So this momentum component, as a function of position q, has two branches, i.e., p 2 Ϯ ͑ q 1 ,q 2 ͒Ϸ p 2 ͑ q 1 ,0͒Ϯ͓u͑q 1 ͒q 2 ͔ 1/2 , ͉q 2 ͉Ӷ1. ͑A1͒
The sign of u determines whether the extreme trajectories that are reflected from the caustic lie on the q 2 Ͼ0 side ͑for uϾ0) or on the q 2 Ͻ0 side ͑for uϽ0).
The action SϭS(q) also has two branches near the caustic. The quantity of interest is the difference between the values of S on its two sheets, at the same point q. It follows from the evolution equation ͑11͒ for the action S along the Hamiltonian trajectories that S(t)ϭ͐p(t)•q(t)dt. Therefore the difference between the values of S on the two sheets may be written as
q 2 p 2 ͑Ϫ͒ dq 2 .
͑A2͒
It follows from Hamilton's equations ͑10͒, with account taken of ͑A1͒ and of the fact that on the caustic the transverse velocity component q 2 is zero, that near the caustic q 2 ͑ Ϯ ͒ ϷQ 22 ͓ p 2 ͑ Ϯ ͒ ͑ q 1 ,q 2 ͒Ϫ p 2 ͑ q 1 ,0͔͒, Q 22 ϵq 2 Q q 2 . ͑A3͒
From this equation and the condition Q 22 Ͼ0 ͑the case where Q 22 ϭ0 is nongeneric͒ it follows that sgnq 2 ϭ sgn͓ p 2 (Ϯ) (q 1 ,q 2 )Ϫp 2 (q 1 ,0)͔. It follows then from Eq. ͑A2͒ that the smaller action corresponds to the trajectories that approach the caustic ͑for which q 2 /q 2 Ͻ0), whereas the action for the trajectories that have been reflected from the caustic is larger, at the same point qϭ(q 1 ,q 2 ).
In Fig. 1 therefore the sheet with the largest value of S(q) is formed by paths that have been ''reflected'' by one of the caustics ͑these paths lie in the middle sheet of the LM͒. The physical value of S(q), i.e., S min (q), must be attained on one of the other two sheets.
