Simulation exercises based on the DIS paradigm are faced with a severe scalability limitation due to the use of timeout updates or "heartbeat" messages for maintaining consistency despite message loss. Since they carry information that is redundant and useless in most cases, these messages represent a waste of network bandwidth and computational resources. This paper presents an elegant solution that eliminates heartbeats without compromising consistency. Rather than using additional schemes and software components as others have done, the solution proposed here consists of careful use of reliable and unreliable communications based on a key insight into the communication properties of DIS-based simulations. Not only does our solution eliminate heartbeats, it also minimizes additional resource consumption by using reliable communications minimally. Finally, due to its simplicity, it can be easily incorporated into HLA-compliant simulations.
INTRODUCTION
A distributed simulation consists of a set of simulators distributed geographically and interconnected via a system of networks (local and wide-area), simulating a common application, typically a battle. The Distributed Interactive Simulation (DIS) paradigm and protocols define a common way for simulators to exchange information so as to maintain a consistent view of the battlefield at each simulator.
In this paper, we focus on one aspect of these protocols, namely, the time-out update, also known in the literature as the heartbeat. This data consistency feature of the DIS paradigm requires each simulator to periodically send an update on the state of each entity it simulates, even if the state of the entity has not changed since the last update. The DoD High Level Architecture (HLA) (McGarry, Weatherly and Wilson, 1995) , which is the chosen architecture for the next generation of DIS, referred to as DIS++, provides a minimum rate communication service to be used by DISbased simulations to implement heartbeats. Clearly, heartbeats impose a severe scalability limitation. With the advent of large exercises such as STOW (Calvin et.al., 1995) which are expected to simulate on the order of hundreds of thousands of entities, the scalability problem due to the heartbeat has become critical to the point of making such exercises infeasible. Consequently, there is a severe need for a scalable solution. While reliable communication can eliminate the need for heartbeats, it introduces problems of its own (excessive bandwidth consumption and potentially higher communication latency). We describe a new solution to the problem that combines unreliable and reliable communications in a simple and elegant way to yield an effective, scalable solution. The main features of our solution are: q it eliminates the need for heartbeats; q it uses reliable communication only when required, thus minimizing the number of acknowledgment messages and retransmissions; q it is simple to implement -specifically, the HLA provides the required primitives, so that our solution can be incorporated trivially by HLAcompliant simulations. Due to the power and simplicity of our solution, we strongly believe it can solve the scalability problem for large-scale distributed simulation exercises.
THE PROBLEM
DIS (Dahmann and Wood, 1995) refers to two things: a paradigm for interoperability among distributed real-time simulators, and an IEEE standard set of protocols and data structures that implement this paradigm. With the advent of the HLA as directed by the DoD Modeling and Simulation Master Plan (DMSO, 1995) , it is expected that the DIS community will adopt the HLA as the architecture for DIS++, the next generation of DIS. In the rest of this paper, "DIS" refers to the DIS paradigm rather than the protocols, unless specified otherwise. Under this mechanism, an entity must generate an update if a given amount of time has elapsed since the last one, even though its state or appearance have not changed. The periodicity of these heartbeats is adjusted (typically, 5 seconds) so that the error due to lost updates is within acceptable bounds. Thus, the primary use of the heartbeat mechanism is to maintain data consistency in the face of lost messages. Heartbeats have also been used to detect the removal of an entity from an exercise -an entity that has not sent a heartbeat for a certain number of time-outs is considered deleted.
DIS
Heartbeats impose a severe scalability limitation on DIS exercises. This scheme worked well for the original SIMNET protocols because SIMNET exercises were on a small scale (few tens of entities). DARPA's STOW program expects to conduct exercises involving on the order of 100,000 entities by the year 2000 (Calvin et.al., 1995) . Since a large number of NACK's could be generated in a short period of time (NACK's follow a bursty pattern), the protocol incorporates a NACK suppression scheme using back-off in which a sender of a NACK waits a random amount of time before sending its NACK. If the NACK of another sender is received during this back-off period, the sending of the NACK is aborted.
Clearly, the STOW approach is fairly complex (the consistency list is a shared data structure wilh a single writer and multiple readers, the implementation of which is non-trivial; so also the NACK suppression scheme). Recognizing scalability limitations of the consistency protocol, STOW has proposed consistency agents to offload some of the consistency tasks from the simulations.
A key factor to good performance is quiescence detection. Simulations must be able to accurately determine when entities have become quiescent or active. Quiescence is usually detected when an entity has been generating heartbeats for some period of time. This threshold period must be chosen very carefully since it introduces a performance trade-off if quiescence is detected too often, the overhead of the consistency protocol will degrade performance;
on the other hand, if quiescence is not detected often enough, the benefits of the protocol are not observed. To simplify this problem, the STOW program adopteda weaker definition of quiescence where entities are considered quiescent only when they are stationary (trading off some performance in the process). It is important to note that the consistency protocol requires heartbeats to be broadcast to all simulations (whereas state updates would be multicast to only those simulations that require them). As such, the scalability of the STOW scheme improves upon that of DIS only in that it is limited by the number of simulations rather than the number of entities. While this represents a significant improvement,
we believe it will prove insufficient as exercises that involve large numbers of simulations are planned.
The DIS-Lite & Query Protocol (DLQP) is based on an analysis of the contents of the entity state protocol data unit (ESPDU), the most often used unit of data exchange in DIS. DLQP proposes alternate "lightweight" PDU's that would be used instead of the ESPDU'S, to reduce the bandwidth consumed. Further, it defines "minimal" versions of these new PDU'S that would be used for the heartbeats, again, to reduce bandwidth consumption.
Finally, it proposes increasing time-out intervals to reduce the number of heartbeats. A query protocol is used to fill in gaps of information, much like the NACK scheme of the consistency protocol.
DLQP uses a suppression scheme for queries similar to that used for NACK's in the consistency protocol.
Since DLQP is based on the structure and contents of the ESPDU, it is not clear how it will be extended to DIS++ which will use the HLA interface specification for data exchange, rather than the ESPDU. A more detailed comparison of DLQP with the STOW consistency protocol is given in (Smith and Van Hook, 1996 Ideally, a scheme that eliminates heartbeats would be preferable. In practice, the DIS community has used heartbeats for a second purpose: detecting the loss of entities. An entity from which some specified number of contiguous heartbeats have not been received is deleted to prevent other entities from unrealistically engaging or dead-reckoning it. If heartbeats are eliminated, we must address this issue of "dropped entities" -i.e. how to detect entities that are either no longer operational or that cannot communicate with the rest of the simulation.
In keeping with the philosophy of the STOW RITN project (Van Hook, Calvin and Smith, 1995) , we argue that the primary focus of efforts in this area should be on the data consistency aspects, for the following reasons: q The issues of data consistency and detecting dropped entities were originally coupled because a single mechanism (heartbeats) could address both.
There is no other reason to link these two issues.
Since the heartbeat mechanism is proving inadequate to solve the data consistency issue, we argue that the two issues should be decoupled and independent solutions developed for each. The decoupling of the two issues allows the use of more efficient schemes (such as query-reply schemes using unicasts rather than multior broadcasts) to detect dropped entities q Such outages are temporary in nature and during such outages, interactions are meaningless by definition (Smith and Van Hook, 1996) . Schemes developed to detect such situations must focus on quick detection rather than recovery since no protocol can compensate for the semantic gap created by the sudden loss of entities. To understand the solution we propose, we must first understand the nature of communications among DIS simulations. A very important requirement is low latency of communication.
DIS simulations operate in real-time (typically with humans in the loop). To be realistic, the communication latency must be low enough (-100 ms) so that the occurrence of an event at one simulator and the notification of the same at another are effectively
instantaneous. An important consequence of this real-time requirement is that it limits the benefits of reliable communications, as follows: the loss of a message implies the information in the message will not reach its destination at the time it would have reached if the message had not been lost. In a sense, we can say the damage is already done when a message is lost. Any remedial action (such as a retransmission) can only reduce the effect of this damage, but cannot eliminate it. Another factor that limits the benefit of reliable communication is the property that a new update makes any older update obsolete immediately. Thus, a retransmission by a reliability mechanism pays off only if it happens closer in time to the original lost message than to the next update. Recalling the definition of active and quiescent states of entities, this implies that reliable communications will not provide significant benefit when an entity is in an active state. Since the goal is to eliminate the heartbeats in the quiescent states, we have the following insight which is key to the solution proposed here:
Observation: Reliable communications will have the most benefit if used while transitioning to a quiescent state. Based on this observation, we describe next the solution we propose to solve the scalability problem due to heartbeats.
THE SOLUTION
The rationale behind our scheme (developed in Section 4) is summarized in Figure 1 . In an Active state, the entity sends updates using unreliable communications (as is done in DIS now). The occurrence of a time-out is taken as an indication that the entity is transitioning to a quiescent state andl the entity enters the Transition state where it sends an update using reliable communication.
In It does not require quiescence detection; in a sense, the quiescence detection is built into the scheme (note also, we are using the stronger definition of quiescence here, where a quiescent entity need not be stationary).
q Any retransmissions required due to lost messages are handled by the communications software rather than the simulation, which will lead to better performance since the retransmissions can presumably be performed more efficiently at the communications layer. It can benefit single-entity simulators as well as those that simulate a number of entities, such as synthetic forces. Management Group, 1996) , the RTI is expected to provide both reliable and unreliable (called best-e~ort) communication.
As such, the RTI provides the primitives needed to implement our solution.
HLA-compliant simulations can simply choose the appropriate RTI service depending on the state they are currently in.
The RTI being developed currently by the Defense Modeling and Simulation Office is a prototype designed primarily for demonstrating the HLA concept in practice.
As such, some aspects of its design are guided by schedule rather than by performance. Therefore, while our solution can be implemented using the 
