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Optimal H∞ Control Design under Model Information Limitations
and State Measurement Constraints∗
Farhad Farokhi, Henrik Sandberg, and Karl H. Johansson†
Abstract
We present a suboptimal control design algorithm for a family of continuous-time parameter-dependent linear
systems that are composed of interconnected subsystems. We are interested in designing the controller for each
subsystem such that it only utilizes partial state measurements (characterized by a directed graph called the control
graph) and limited model parameter information (characterized by the design graph). The algorithm is based on
successive local minimizations and maximizations (using the subgradients) of the H∞–norm of the closed-loop
transfer function with respect to the controller gains and the system parameters. We use a vehicle platooning
example to illustrate the applicability of the results.
1 Introduction
Distributed and decentralized control design problem is a classical topic in the control literature (e.g., see [1–3]). Most
of the available approaches in this field implicitly assume that the design procedure is done in a centralized fashion
using the complete knowledge of the model parameters. However, this assumption is not realistic when dealing with
large-scale systems due to several reasons. For instance, the overall system might be assembled from modules that
are designed by separate entities without access to the entire set of model parameters because at the time of design
this information was unavailable. Another reason could be that we want to keep the system maintenance simple by
making it robust to nonlocal parameter changes; i.e., if a controller is designed knowing only local parameters, we do
not need to redesign it whenever the parameters of a subsystem not in its immediate neighborhood change. Financial
gains, for instance, in the case of power network control, could also be a motivation for limited access to model
knowledge since competing companies are typically reluctant to share information on their production with each
other. For a more detailed survey of the motivations behind control design using local model parameter information,
see [4, Ch. 1].
Recently, there have been some studies on control design with limited model information [4–7]. For instance, the
authors in [6] introduce control design strategies as mappings from the set of plants to the set of structured static
state-feedback controllers. They compare the control design strategies using a measure called the competitive ratio,
which is defined to be the worst case ratio (over the set of all possible plants) of the closed-loop performance of the
control design strategy in hand scaled by the best performance achievable having access to global model parameter
information. Then, they seek a minimizer of the competitive ratio over a family of control design strategies that use
only the parameters of their corresponding subsystems when designing controllers. Noting that, in those studies, the
plants can vary over an unbounded set, the results are somewhat conservative. Additionally, all the aforementioned
studies deal with discrete-time system as it was proved that the competitive ratio is unbounded when working with
continuous-time systems [5]. Not much have been done in optimal control design under limited model information
for continuous-time systems.
In this paper, contrary to previous studies, we investigate continuous-time systems with parameters in a compact
set. Specifically, we propose a numerical algorithm for calculating suboptimal H∞ control design strategies (i.e.,
mappings from the set of parameters to the set of structured static state-feedback controllers) for a set of parameter-
dependent linear continuous-time systems composed of interconnected subsystems. We consider the case where each
subsystem has access to a (possibly strict) subset of the system parameters when designing and implementing its
local controller. Additionally, we assume that each local controller uses partial state measurements to close the
feedback loop. To solve the problem, we first expand the control design strategies in terms of the system parameters
(using a fixed set of basis functions) in such a way that each controller only uses its available parameters. Following
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the approach in [8], we calculate the subgradient of the H∞–norm of the closed-loop transfer function with respect
to the controller gains and the system parameters. Then, we propose a numerical optimization algorithm based on
successive local minimizations and maximizations of this performance measure with respect to the controller gains and
the system parameters. Designing parameter-dependent controllers has a very rich history in the control literature,
specially in gain scheduling and supervisory control; e.g., see [9–15]. However, most of these studies implicitly assume
that the overall controller has access to all the parameters. Contrary to these studies, we assume that local controllers
have access to only subsets of the system parameters.
The rest of the paper is organized as follows. In Section 2, we introduce the problem formulation. We propose a
numerical algorithm for calculating a suboptimal H∞ control design strategy in Section 3. We illustrate the approach
on a vehicle platooning example in Section 4. Finally, we present the conclusions in Section 5.
1.1 Notation
Let the sets of integer and real numbers be denoted by Z and R, respectively. Let Z>(≥)n = {m ∈ Z | m > (≥)n}
and R>(≥)x = {y ∈ R | y > (≥)x} for n ∈ Z and x ∈ R.
We use capital roman letters to denote matrices. The notation A > (≥)0 shows that the symmetric matrix
A is positive (semi-)definite. For any q,m ∈ Z≥1, we define the notation B
q
m = {(Y1, . . . , Yq) |Yi ∈ R
m×m, Yi ≥
0,
∑q
i=1 Tr(Yi) = 1}. We use B
q whenever the dimension m is irrelevant (or can be deduced from the text). For any
A ∈ Rn×m and B ∈ Rp×q, we use A⊗B ∈ Rnp×mq to denote the Kronecker product of these matrices.
Let an ordered set of real functions (ξℓ)
L
ℓ=1 be given such that ξℓ : R
p → R, 1 ≤ ℓ ≤ L, are continuous functions
with continuous first derivatives. We define span((ξℓ)
L
ℓ=1) as the set composed of all linear combinations of the
functions (ξℓ)
L
ℓ=1; i.e., for any f ∈ span((ξℓ)
L
ℓ=1), there exists at least one ordered set of real numbers (xℓ)
L
ℓ=1 such
that f(α) =
∑L
ℓ=1 xℓξℓ(α) for all α ∈ R
p. For any n,m ∈ Z≥1, span((ξℓ)
L
ℓ=1)
n×m denotes the set of all functions
A : Rp → Rn×m such that A(α) =
∑L
ℓ=1 ξℓ(α)A
(ℓ) with A(ℓ) ∈ Rn×m for all 1 ≤ ℓ ≤ L.
We consider directed graphs with vertex set V = {1, . . . , N} for a fixed N ∈ Z≥1. For a graph G = (V , E), where
E denotes its edge set, we define the adjacency matrix S ∈ {0, 1}N×N such that sij = 1 if (j, i) ∈ E , and sij = 0
otherwise. We define the set of structured matrices X (S, (ni)
N
i=1, (mi)
N
i=1) as the set of all matrices X ∈ R
n×m with
n =
∑N
i=1 ni and m =
∑N
i=1mi such that Xij = 0 ∈ R
ni×nj whenever sij = 0 for 1 ≤ i, j ≤ N .
For any function f : U → Y, we call U the domain of f and Y the codomain of f . Additionally, we define its
image f(U) as the set of all y ∈ Y such that y = f(x) for a x ∈ U .
For any n ∈ Z≥1, In denotes the n × n identity matrix. To simplify the presentation, we use I whenever the
dimension can be inferred from the text. For any n,m ∈ Z≥1, we define 0n×m as the n×m zero matrix. Finally, let
1n ∈ R
n be a vector of ones.
2 Mathematical Problem Formulation
In this section, we introduce the underlying system model, the controller structure, and the closed-loop performance
criterion.
2.1 System Model
Consider a continuous-time linear parameter-dependent system composed of N ∈ Z≥1 subsystems. Let subsystem i,
1 ≤ i ≤ N , be described as
x˙i(t) =
N∑
j=1
[
Aij(αi)xj(t) + (Bw)ij(αi)wi(t) + (Bu)ij(αi)ui(t)
]
, (1)
where xi(t) ∈ R
ni is the state vector, wi(t) ∈ R
mw,i is the exogenous input, ui(t) ∈ R
mu,i is the control input, and
lastly, αi ∈ R
pi is the parameter vector. Let us introduce the augmented state, control input, exogenous input, and
parameter vector as
x(t) =
[
x1(t)
⊤ · · · xN (t)
⊤
]⊤
∈ Rn,
w(t) =
[
w1(t)
⊤ · · · wN (t)
⊤
]⊤
∈ Rmw ,
u(t) =
[
u1(t)
⊤ · · · uN (t)
⊤
]⊤
∈ Rmu ,
α(t) =
[
α1(t)
⊤ · · · αN (t)
⊤
]⊤
∈ Rp,
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where n =
∑N
i=1 ni, mw =
∑N
i=1mw,i, mu =
∑N
i=1mu,i, and p =
∑N
i=1 pi. This results in
x˙(t) = A(α)x(t) +Bw(α)w(t) +Bu(α)u(t).
We use the notation A to denote the set of all eligible parameter vectors α. We make the following standing
assumption concerning the model matrices:
Assumption 1 There exists a basis set (ξℓ)
L
ℓ=1 such that A(α) ∈ span((ξℓ)
L
ℓ=1)
n×n, Bw(α) ∈ span((ξℓ)
L
ℓ=1)
n×mw ,
and Bu(α) ∈ span((ξℓ)
L
ℓ=1)
n×mu .
Example 1 Consider a parameter-dependent system described by
x˙1(t) = (−2.0 + α1)x1(t) + (0.1 + 0.4 sin(α1))x2(t) + (0.6− 0.3 sin(α1))u1(t) + w1(t),
x˙2(t) = +0.3x1(t) + (−1.0− α2)x2(t) + (1.0 + 0.1 cos(α2))u2(t) + w2(t),
where xi(t) ∈ R, ui(t) ∈ R, wi(t) ∈ R, and αi ∈ R are respectively the state, the control input, the exogenous input,
and the parameter of subsystem i = 1, 2. We define the set of eligible parameters as
A =
{[
α1
α2
]
∈ R2
∣∣ αi ∈ [−1,+1] for i = 1, 2
}
.
Clearly, this system satisfies Assumption 1 with basis functions ξ1(α) = 1, ξ2(α) = α1, ξ3(α) = sin(α1), ξ4(α) =
cos(α2), and ξ5(α) = α2. ◭
2.2 Measurement Model and Controller
Let a control graph GK with adjacency matrix SK be given. We consider the case where each subsystem has access
to a (potentially parameter-dependent) observation vector yi(t) ∈ R
oy,i that can be described by
yi(t) =
N∑
j=1
[
(Cy)ij(αi)xj(t) + (Dyw)ij(αi)wj(t)
]
.
Now, we can define the augmented observation vector as
y(t) =
[
y1(t)
⊤ · · · yN (t)
⊤
]⊤
∈ Roy ,
where oy =
∑N
i=1 oy,i. Thus,
y(t) = Cy(α)x(t) +Dyw(α)w(t).
We say that the measurement vector y(t) obeys the structure given by the control graph GK if Cy(A) ∈
X (SK, (oy,i)
N
i=1, (ni)
N
i=1) and Dyw(A) ∈ X (SK, (oy,i)
N
i=1, (mw,i)
N
i=1), where the definition of the structured set X
can be found in the notation subsection. We make the following standing assumption concerning the observation
matrices:
Assumption 2 For the same basis set (ξℓ)
L
ℓ=1 as in Assumption 1, Cy(α) ∈ span((ξℓ)
L
ℓ=1)
oy×n and Dyw(α) ∈
span((ξℓ)
L
ℓ=1)
oy×mw .
In this paper, we are interested in linear static state-feedback controllers of the form
u(k) = Ky(k), (2)
where K ∈ K = X (I, (mu,i)
N
i=1, (oy,i)
N
i=1). Note that fol-lowing the same reasoning as in [8, 16], the extension to
fixed-order dynamic controllers is trivial (using just a change of variable).
Example 1 (Cont’d) Let the control graph GK in Figure 1 represent the state-measurement availability. Consider
the observation vectors
y1(t) =
[
x1(t)
x2(t)
]
∈ R2, y2(t) = x2(t) ∈ R.
Clearly, the augmented observation vector obeys the structure dictated by GK. Furthermore, since the measurement
matrices are constant, they obviously satisfy Assumption 2. Finally, the controller (2) is given by[
u1(k)
u2(k)
]
=
[
K11 0
0 K22
] [
y1(k)
y2(k)
]
,
where K11 ∈ R
1×2 and K22 ∈ R. ◭
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Figure 1: The control graph GK and the design graph GC utilized in the recurring numerical example.
2.3 Control Design Strategy
Following [6], we define a control design strategy Γ as a mapping fromA to K. Let a control design strategy Γ : A → K
be partitioned following the measurement vector and the control input dimensions as
Γ =


Γ11 · · · 0
...
. . .
...
0 · · · ΓNN

 ,
where each block Γii represents a map A → R
mu,i×oy,i . Let a directed graph GC with adjacency matrix SC be given.
We say that the control design strategy Γ has structure GC if Γii, 1 ≤ i ≤ N , is only a function of {αj | (sC)ij 6= 0}.
Let C denote the set of all control design strategies Γ with structure GC . We make the following standing assumption:
Assumption 3 There exists a basis set (ηℓ′)
L′
ℓ′=1 such that Γ ∈ span((ηℓ′)
L′
ℓ′=1)
mu×oy .
Now, we define C((ηℓ′)
L′
ℓ′=1) = C ∩ span((ηℓ′)
L′
ℓ′=1)
mu×oy as the set of all control design strategies over which we
optimize the closed-loop performance.
Example 1 (Cont’d) The design graph GC in Figure 1 illustrates the available plant model information. We use the
basis functions η1(α) = 1, η2(α) = α1, η3(α) = α
2
1, and η4(α) = α2 for parameterizing the control design strategies.
Clearly, any Γ ∈ C({ηℓ′}
4
ℓ′=1) can be expressed in the form
Γ(α) =
4∑
ℓ′=1
G(ℓ
′)ηℓ′(α),
with
G(1) =
[
∗ ∗ 0
0 0 ∗
]
, G(2) =
[
∗ ∗ 0
0 0 0
]
,
G(3) =
[
∗ ∗ 0
0 0 0
]
, G(4) =
[
0 0 0
0 0 ∗
]
,
where * denotes the nonzero entries of these matrices. Note that the functions {ηℓ′}
4
ℓ′=1 are indeed design choices
and we can improve the closed-loop performance by increasing the number of the basis functions. However, this can
only be achieved at the price of a higher computational time. ◭
2.4 Performance Metric
Let us introduce the performance measure output vector
z(t) = Czx(t) +Dzww(t) +Dzuu(t) ∈ R
oz . (3)
We are interested in finding a control design method Γ that solves the optimization problem
min
Γ∈C((ηℓ′)
L′
ℓ′=1
)
max
α∈A
‖Tzw (s; Γ, α)‖∞ , (4)
where Tzw(s; Γ, α) denotes the closed-loop transfer function from the exogenous input w(t) to the performance
measurement vector z(t) for α ∈ A. We make the following assumptions to avoid singularities in the optimal control
problem:
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Assumption 4 D⊤zuDzu = I and DywD
⊤
yw = I.
These assumptions are common in the H∞-control design literature [17, p. 288]. However, notice that the condi-
tions in Assumption 4 are only sufficient (and not necessary). For instance, although Dyw = 0 in Example 1, as we
will see later, a nontrivial solution indeed exists and the optimal control problem is in fact well-posed.
To simplify the presentation in what follows, we define the notation
J(Γ, α) = ‖Tzw (s; Γ, α)‖∞ .
Now, noting that there may exist many local solutions to the optimization problem (4), it is difficult to find the
global solution of this problem. Hence, we define:
Definition 1 A pair (Γ∗, α∗) ∈ C((ηℓ′)
L′
ℓ′=1) × A is a saddle point of J : C((ηℓ′)
L′
ℓ′=1) × α → R≥0 if there exists a
constant ǫ ∈ R>0 such that
J(Γ∗, α) ≤ J(Γ∗, α∗) ≤ J(Γ, α∗),
for any (Γ, α) ∈ C((ηℓ′)
L′
ℓ′=1)×A where ‖Γ− Γ
∗‖ ≤ ǫ and ‖α− α∗‖ ≤ ǫ.
Evidently, the global solution of the minimax optimization problem (4) is also a saddle point of J . However, there
might be many more saddle points. In the rest of this paper, we focus on finding a saddle point (Γ∗, α∗) of J . To
make sure that the set of saddle points is nonempty, we make the following standing assumption:
Assumption 5 The set of all eligible parameters A is a compact subset of Rp. In addition, for any α ∈ A, the pair
(A(α), Bu(α)) is stabilizable and the pair (A(α), Cy(α)) is detectable.
Notice that Assumption 5 is only a necessary condition for the existence of a saddle point solution since we are
solving a decentralized control design problem rather than a centralized one. If we switch the stabilizability and the
detectability conditions with the absence of unstable fixed modes, this assumption becomes more realistic (but still
not sufficient because of the asymmetric parameter dependencies).
Example 1 (Cont’d) In this example, we are interested in minimizing the closed-loop transfer function from the
exogenous inputs to the performance measurement vector with Cz = [I2 02×2]
⊤, Dzu = [02×2 I2]
⊤, and Dzw = 0.
Clearly, the choice of Dzu satisfies Assumption 4. It is easy to check that the system satisfies Assumption 5 as well.
◭
3 Optimization Algorithm
In this section, we develop a numerical algorithm for finding a saddle point (Γ∗, α∗) of J . We start by calculating
subgradients‡ ∆Γ ∈ ∂ΓJ(Γ, α) and ∆α ∈ ∂αJ(Γ, α) for any (Γ, α) ∈ C((ηℓ′)
L′
ℓ′=1)×A.
Lemma 1 Let us define the transfer functions in
[
Tzw(s; Γ, α) G12(s; Γ, α)
G21(s; Γ, α) •
]
=
[
C′cl(Γ, α)
Cy′(α)
]
(sI −A′cl(Γ, α))
−1 [
B′cl(Γ, α) Bu(α)
]
+
[
D′cl(Γ, α) Dzu
Dy′w(α) •
]
, (5)
with
A′cl(Γ, α) = A(α) +Bu(α)K
′Cy′(α),
B′cl(Γ, α) = Bw(α) +Bu(α)K
′Dy′w(α)
C′cl(Γ, α) = Cz(α) +Dzu(α)K
′Cy′(α),
D′cl(Γ, α) = Dzw(α) +Dzu(α)K
′Dy′w(α),
where K ′ = [G(1) · · · G(L
′)] and
Cy′(α)=


η1(α)Cy(α)
...
ηL′(α)Cy(α)

, Dy′w(α)=


η1(α)Dyw(α)
...
ηL′(α)Dyw(α)

.
‡We say that a vector g ∈ X is a subgradient of f : X → R at x ∈ X if for all x′ ∈ X , f(x′) ≥ f(x) + g⊤(x′ − x). Let ∂f(x) denote the
set of subgradients of f at the point x ∈ X . If f is convex, then ∂f(x) is nonempty and bounded. We would like refer interested readers
to [18, 19] (and the references therein) for a detailed review of the subgradients and numerical optimization algorithm using them.
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Furthermore, let ∆Γ =
∑L′
ℓ′=1∆G
(ℓ′) be such that ∆G(ℓ
′) ∈ Rm×oy are defined in
[
∆G(1) · · · ∆G(L
′)
]
= ‖Tzw (s; Γ, α)‖
−1
∞
q∑
ν=1
Re {G21(jων ; Γ, α)Tzw(jων ; Γ, α)
∗QνYνQ
∗
νG12(jων ; Γ, α)}
⊤
, (6)
where ‖Tzw(s; Γ, α)‖∞ is attained at a finite number of frequencies (ω1, . . . , ωq) and (Y1, . . . , Yq) ∈ B
q. In ad-
dition, the columns of Qν , 1 ≤ ν ≤ q, are chosen so as to form an orthonormal basis for the eigenspace of
Tzw(jων ; Γ, α)Tzw(jων ; Γ, α)
∗ associated with the leading eigenvalue ‖Tzw(s; Γ, α)‖∞. Then, ∆Γ ∈ ∂ΓJ(Γ, α).
Proof: Due to space constraints, we only present a sketch of the proof here. First, we prove that the closed-loop
system 

x˙(t) = A(α)x(t) +Bw(α)w(t) +Bu(α)u(t),
z(t) = Czx(t) +Dzww(t) +Dzuu(t),
y′(t) = Cy′(α)x(t) +Dy′w(α)w(t),
u(t) = K ′y′(t),
is equivalent to the closed-loop system that we introduced in the previous section. Then, we can use the method
presented in [8] for calculating the subgradients of the closed-loop performance with respect to the controller gain.
Doing so, we find ∆G(ℓ
′) ∈ ∂Gℓ′J(Γ, α) for 1 ≤ ℓ
′ ≤ L′. Finally, we get
∑L′
ℓ′=1∆G
(ℓ′)ηℓ′ ∈ ∂ΓJ(Γ, α).
Lemma 2 Let us define the transfer functions in[
Tzw(s; Γ, α) H12(s; Γ, α)
H21(s; Γ, α) •
]
=
[
C′′cl(Γ, α)
Cy′′
]
(sI −A′′cl(Γ, α))
−1 [
B′′cl(Γ, α) Bu′′
]
+
[
D′′cl(Γ, α) Dzu′′
Dy′′w •
]
, (7)
with
A′′cl(Γ, α) = Bu′′K
′′(α)Cy′′ ,
B′′cl(Γ, α) = Bu′′K
′′(α)Dy′′w,
C′′cl(Γ, α) = Cz +Dzu′′K
′′(α)Cy′′ ,
D′′cl(Γ, α) = Dzw +Dzu′′K
′′(α)Dy′′w,
where
Cy′′ =


A(1)
...
A(L)
1L+1 ⊗


G(1)C
(1)
y
G(1)C
(2)
y
...
G(1)C
(L)
y
...
G(L
′)C
(L)
y


0(nL+muL(L+1)L′)×n


, Dy′′w =


0(nL+muL(L+1)L′)×mw
B
(1)
w
...
B
(L)
w
1L+1 ⊗


G(1)D
(1)
yw
G(1)D
(2)
yw
...
G(1)D
(L)
yw
...
G(L
′)D
(L)
yw




,
Dzu′′ =


0(nL+muL2L′)×oz
1LL′ ⊗D
⊤
zu
0(nL+muL2L′)×oz
1LL′ ⊗D
⊤
zu


⊤
,
and
Bu′′ =
[
1⊤L ⊗ In×n Υ 0n×nLL′ 1
⊤
L ⊗ In×n Υ 0n×nLL′
]⊤
,
with
Υ =
[
1⊤LL′ ⊗B
(1)⊤
u · · · 1
⊤
LL′ ⊗B
(L)⊤
u
]
.
Additionally, we have
K ′′(α) = diag(Ξ(α)⊗ In, Ξ(α) ⊗Ψ(α)⊗ Ξ(α) ⊗ Imu ,
Ψ(α)⊗ Ξ(α)⊗ Imu , Ξ(α) ⊗ In,Ξ(α)⊗Ψ(α)⊗ Ξ(α) ⊗ Imu ,Ψ(α)⊗ Ξ(α) ⊗ Imu).
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Algorithm 1 A numerical algorithm for calculating a saddle point (Γ∗, α∗) of J .
Input: {G(ℓ
′)(0)}L
′
ℓ′=0, α(0) , ǫ, ε ∈ R>0, {µk}
∞
k=1
Output: Γ∗, α∗
1: k ← 0
2: repeat
3: Γ(k) ←
∑L′
ℓ′=1G
(ℓ′)(k)ηℓ′
4: α¯(0)← α(k)
5: τ ← 0
6: repeat
7: α¯(τ +1)← PA(α¯(τ)+µτgk,τ ) where gk,τ ∈ ∂αJ(Γ
(k), α) calculated at α¯(τ) and PA(·) is the projection to A
8: τ ← τ + 1
9: until |J(Γ(k), α¯(τ)) − J(Γ(k), α¯(τ − 1))| ≤ ε
10: α(k + 1)← α¯(τ)
11: for ℓ′ = 1, . . . , L′ do
12: G(ℓ
′)(k+1)← PC(G
(ℓ′)(k)−µk∆G
(ℓ′)(k)) where ∆G(ℓ
′)(k) ∈ ∂Gℓ′J(Γ, α(k+1)) calculated at Γ
(k) and PC(·)
is the projection to C((ηℓ′)
L′
ℓ′=1)
13: end for
14: k ← k + 1
15: until |J(Γ(k−1), α(k − 1))− J(Γ(k), α(k))| ≤ ǫ
16: Γ∗ ←
∑L′
ℓ′=1G
(ℓ′)(k)ηℓ′
17: α∗ ← α(k)
where, for all α ∈ Rp, Ξ(α) = diag(ξ1(α), . . . , ξL(α)) and Ψ(α) = diag(η1(α), . . . , ηL′(α)). Furthermore, let ∆α =
[∆α1 · · · ∆αp]
⊤ be such that the scalars ∆αi ∈ R, 1 ≤ i ≤ p, are calculated using
∆αi = ‖Tzw (s; Γ, α)‖
−1
∞
q∑
ν=1
Re
{
Tr
[
H21(jων ; Γ, α)Tzw(jων ; Γ, α)
∗QνYνQ
∗
νH12(jων ; Γ, α)
∂
∂αi
K ′′(α)
]}
, (8)
where ‖Tzw(s; Γ, α)‖∞ is attained at a finite number of frequencies (ω1, . . . , ωq) and (Y1, . . . , Yq) ∈ B
q. In addition,
the columns of Qν , 1 ≤ ν ≤ q, form an orthonormal basis of the eigenspace of Tzw(jων ; Γ, α)Tzw(jων ; Γ, α)
∗ associated
with the leading eigenvalue ‖Tzw(s; Γ, α)‖∞. Then, ∆α ∈ ∂αJ(Γ, α).
Proof: The proof follows the same line of reasoning as in the proof of Lemma 1.
Algorithm 1 introduces a numerical algorithm for finding a saddle point of J , or equivalently, a local solution of
the optimization problem in (4).
Theorem 3 In Algorithm 1, let {µk}
∞
k=0 be chosen such that limk→∞
∑k
z=1 µz = ∞ and limk→∞
∑k
z=1 µ
2
z < ∞.
Assume that there exists C ∈ R such that ‖gk,τ‖2 ≤ C and ‖∆G
(ℓ′)(k)‖2 ≤ C for all k, τ ≥ 0 and 1 ≤ ℓ
′ ≤ L′. Then,
if limk→∞(Γ
(k), α(k)) exists, it is a saddle point of J .
Proof: The proof follows from the convergence properties of conventional subgradient optimization algorithms [19].
Example 1 (Cont’d) Let us initialize Algorithm 1 at α(0) = [0.0 − 0.0]⊤ and
Γ0(α) =
[
+0.0 +0.0 +0.0
+0.0 +0.0 −0.5
]
.
Furthermore, we pick ǫ = ε = 10−3 and µk = 0.1/k for all k ∈ Z≥1. This results in Γ
∗(α) = G(1)+G(2)α1+G
(3)α21+
G(4)α2, where
G(1) =
[
−0.1892 −1.008 0.0
0.0 0.0 −7.1070
]
,
G(2) =
[
−0.1892 −1.008 0.0
0.0 0.0 0.0
]
,
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Figure 2: The initial closed-loop performance ‖Tzw(s; Γ
0, α)‖∞ (left) and the optimal closed-loop performance
‖Tzw(s; Γ
∗, α)‖∞ (right) as function of the parameters αi, i = 1, 2.
G(3) =
[
−0.1892 −1.008 0.0
0.0 0.0 0.0
]
,
G(4) =
[
0.0 0.0 0.0
0.0 0.0 6.6070
]
.
Figure 2 illustrates the closed-loop performance measure ‖Tzw(s; Γ
0, α)‖∞ for the initial control design strategy Γ
0
(left) and the suboptimal closed-loop performance measure ‖Tzw(s; Γ
∗, α)‖∞ (right) as a function of the system pa-
rameters αi, i = 1, 2. ◭
Now, we adapt the definition of the competitive ratio (see [5,6]) to our problem formulation. Using this measure,
we can characterize the value of the model parameter information in the control design. Assume that for every α ∈ A,
there exists an optimal controller K∗(α) ∈ K such that
J(K∗(α), α) ≤ J(K,α), ∀K ∈ K.
Notice that K∗ : A → K is not necessarily in C or C((ηℓ′)
L′
ℓ′=1) since its entries might depend on all the parameters
in the vector α (and not just some specific subset of them). Now, we define the competitive ratio of a control design
method Γ as
r(Γ) = sup
α∈A
J(Γ(α), α)
J(K∗(α), α)
,
with the convention that “ 00” equals one. Let us calculate this ratio for our numerical example.
Example 1 (Cont’d) For the definition of the competitive ratio, we need to calculate K∗(α). To do so, we assume
that the control graph GK is a complete graph. Consider the output vectors
y1(t) = y2(t) =
[
x1(t)
x2(t)
]
∈ R2.
Hence, we are dealing with full state feedback, but it is still a parameter-dependent control design problem. For any
α ∈ A, K∗(α) is a static controller, which can be derived from a convex optimization problem [17]. For this setup,
let us run Algorithm 1 with α(0) = [0 0]⊤ and
Γ0(α) =
[
0.0 0.0 0.0 0.0
0.0 0.0 0.0 −0.5
]
.
Then, we get Γ∗(α) = G(1) +G(2)α1 +G
(3)α21 +G
(4)α2, where
G(1) =
[
−0.0624 −0.1023 0.0 0.0
0.0 0.0 −0.3992 −1.1650
]
,
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Figure 3: Regulating the distance between three vehicles in a platoon.
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Figure 4: The control graph in the vehicle platooning.
G(2) =
[
−0.0624 −0.1023 0.0 0.0
0.0 0.0 0.0 0.0
]
,
G(3) =
[
−0.0624 −0.1023 0.0 0.0
0.0 0.0 0.0 0.0
]
,
G(4) =
[
0.0 0.0 0.0 0.0
0.0 0.0 0.3992 0.6650
]
.
To calculate the competitive ratio, we grid the set of all eligible parameters A and calculate K∗ (and its closed-loop
performance) for each grid point. This results in
r(Γ∗) = sup
α∈A
J(Γ(α), α)
J(K∗(α), α)
= 1.1475.
Hence, the closed-loop performance of Γ∗ can be at most 15% worse than the performance of the control design strategy
with access to the full parameter vector. We can also infer that, although using gradient descent optimization, Γ∗
is close to the global solution of the optimization problem (4) since the performance cost of the global solution must
lay somewhere between the performances of Γ∗ and K∗, which are very close to each other thanks to the relatively
small r(Γ∗). The 15% performance degradation is partly due to using local model information, but it is also due to
the use of the basis functions {ηℓ′}
4
ℓ′=1 to expand the control design strategies (since span(ηℓ′)
4
ℓ′=1 is not dense in C).
To portray this fact quantitatively, let us assume that the design graph GC is a complete graph and use Algorithm 1
to calculate a saddle point (Γ•, α•) of J . Doing so, we get
r(Γ•) = 1.1344,
so about 13% of the performance degradation is caused by the choice of the basis functions {ηℓ′}
4
ℓ′=1. This amount can
be certainly reduced by increasing L′ (i.e., adding to the number of basis functions employed to describe the control
design strategies). ◭
4 Application to Vehicle Platooning
Consider a physical example where three heavy-duty vehicles are following each other closely in a platoon (see
Figure 3). We can model this system as
x˙(t) = A(α)x(t) +B(α)u(t) + w(t),
where
x(t) =
[
v1(t) d12(t) v2(t) d23(t) v3(t)
]⊤
∈ R5,
is the state vector with vi(t) denoting the velocity of vehicle i and dij(t) denoting the distance between vehicles i
and j (see Figure 3). Additionally, u(t) ∈ R3 is the control input (i.e., the acceleration of the vehicles), w(t) ∈ R5 is
the exogenous input (i.e., the effect of wind, road quality, friction, etc), and α = [m1 m2 m3]
⊤ ∈ R3 is the vector of
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Figure 5: The design graphs utilized in the vehicle platooning.
parameters with mi denoting the mass of vehicle i (scaled by its maximum allowable mass). We define the state of
each subsystem as
x1(t)=
[
v1(t)
d12(t)
]
, x2(t)=v2(t), x3(t)=
[
d23(t)
v3(t)
]
.
Furthermore, we have
A(α) =


−̺1/m1 0 0 0 0
1 0 −1 0 0
0 0 −̺2/m2 0 0
0 0 1 0 −1
0 0 0 0 −̺3/m3

,
and
B(α) =


b1/m1 0 0
0 0 0
0 b2/m2 0
0 0 0
0 0 b3/m3

,
where ̺i is the viscous drag coefficient of vehicle i and bi is the power conversion quality coefficient. These parameters
are all scaled by the maximum allowable mass of each vehicle. Let us fix ̺i = 0.1 and bi = 1 for all i = 1, 2, 3. We
assume that
A = {α ∈ R3 |αi ∈ [0.5, 1.0] for all i = 1, 2, 3}.
Clearly, we can satisfy Assumption 1 with the choice of basis functions ξ1(α) = 1, ξ2(α) = 1/m1, ξ3(α) = 1/m2, and
ξ4(α) = 1/m3. Now, we assume that each vehicle only has access to the state measurements of its neighbors. This
pattern is captured by the control graph GK in Figure 4. Hence, we get
y1(t)=

 v1(t)d12(t)
v2(t)

, y2(t)=


v1(t)
d12(t)
v2(t)
d23(t)
v3(t)

, y3(t)=

 v2(t)d23(t)
v3(t)

,
Notice that the choice of these particular observation vectors is convenient as the vehicles can measure them directly
(using velocity and distance sensors mounted on the front and the back of the vehicles) and they do not need to relay
these measurements to each other through a communication medium. For safety reasons, we would like to ensure
that the exogenous inputs do not significantly influence the distances between the vehicles. However, we would like
to guarantee this fact using as little control action as possible. We capture this goal by minimizing the H∞-norm of
the closed-loop transfer function from the exogenous inputs w(t) to
z(t) =
[
d12(t) d23(t) u1(t) u2(t) u3(t)
]⊤
.
Let us use the basis functions η1(α) = 1, η2(α) = m1, η3(α) = m
2
1, η4(α) = m2, η5(α) = m
2
2, η6(α) = m3, and
η7(α) = m
2
3 to expand the control design strategies. We use Algorithm 1 to compute the optimal control design
strategy. Notice that the open-loop system has two poles on the imaginary axis for all α ∈ A. To eliminate this
problem, we initialize the algorithm with an stabilizing control design strategy
Γ0(α)=

−3 0 0 0 0 0 0 0 0 0 00 0 0 0 15 −5 10 0 0 0 0
0 0 0 0 0 0 0 0 0 10 −5

.
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We pick α(0) = [0.5 0.5 0.5]⊤, ε = 10−2, ǫ = 10−3, and µk = 1/k for all k ∈ Z≥1. For comparisons, note that
max
α∈A
∥∥Tzw (s; Γ0, α)∥∥∞ = 11.9626.
In the following subsections, we calculate optimal control design strategy under three different information regimes.
Note that the importance of communicating parameter information for vehicle platooning was also considered in [20],
where the authors designed decentralized linear quadratic controllers.
4.1 Local Model Information Availability
We start with the case where each local controller only relies on the mass of its own vehicle. This model information
availability corresponds to the design graph GC in Figure 5. For this case, we get the performance
max
α∈A
∥∥Tzw (s; Γlocal, α)∥∥∞ = 4.7905,
where Γlocal is the outcome of Algorithm 1 with the described initialization.
4.2 Limited Model Information Availability
Here, we let the neighboring vehicles communicate their mass to each other. This model information availability
corresponds to the design graph G′C in Figure 5. For this information regime, we get
max
α∈A
∥∥Tzw (s; Γlimited, α)∥∥∞ = 3.5533,
where Γlimited is the outcome of Algorithm 1. Clearly, we get a 25% improvement in comparison to Γlocal.
4.3 Full Model Information Availability
Finally, we consider the case where each local controller has access to all the model parameters (i.e., the mass of all
other vehicles). This model information availability corresponds to the design graph G′′C in Figure 5. We get
max
α∈A
∥∥Tzw (s; Γfull, α)∥∥∞ = 3.3596,
where Γfull is the outcome of Algorithm 1. It is interesting to note that with access to full model information, we
only improve the closed-loop performance by another 5% in comparison to Γlimited. This might be caused by the fact
that the first and the third vehicles are not directly interacting.
5 Conclusions
In this paper, we studied optimal static control design under limited model information and partial state measurements
for continuous-time linear parameter-dependent systems. We defined the control design strategies as mappings from
the set of parameters to the set of controllers. Then, we expanded these mappings using basis functions. We proposed
a numerical optimization method based on consecutive local minimizations and maximizations of the H∞–norm of
the closed-loop transfer function with respect to the control design strategy gains and the system parameters. The
optimization algorithm relied on using the subgradients of this closed-loop performance measure. As future work, we
will focus on finding the best basis functions for expanding the control design strategies. We will also study the rate
at which the closed-loop performance improves when increasing the number of the basis functions.
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