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I present a detailed study of parametric resurgence in the U(N) lattice gauge
theory, also known as the Gross-Witten-Wadia model. I show how trans-series
expansions in different sectors transmute into each other as they pass through
the large N phase transition. This transition is well-studied in the immediate
vicinity of the transition point, where it is characterized by a double-scaling limit
Painleve´ II equation, and also away from the transition point using the pre-string
difference equation. Here I present a complementary analysis of the transition at
all coupling and all finite N, in terms of a differential equation, using the explicit
Tracy-Widom mapping of the Gross-Witten-Wadia partition function to a solution
of a Painleve´ III equation. This mapping provides a simple method to generate
trans-series expansions in all parameter regimes, and to study their transmuta-
tion as the parameters are varied. A surprising result is uncovered: the strong
coupling expansion is convergent and yet there is a non-perturbative trans-series
completion. I show how the different instanton terms ‘condense’ at the transition
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point to match with the double-scaling limit trans-series. I also define a uni-
form large N strong-coupling expansion (a non-linear analogue of uniform WKB),
which is much more precise than the conventional large N expansion through the
transition region, and apply it to the evaluation of Wilson loops. In addition, I
study the Ginzburg-Landau expansion of the Gross-Neveu model. As the order of
the expansion increases, the crystal phase resembles the exact crystal phase more
and more closely.
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Chapter 1
Introduction
1.1 Limitations of perturbation theory
Exact solutions in Quantum Field Theory (QFT) are exceedingly rare. The cur-
rent paradigm for studying physical quantities of practical interest in a QFT is
by calculating a small parameter expansion for the relevant quantity. The most
familiar type of expansions are perturbative expansions, which are power series
expansions in the vicinity of the free vacuum. If g > 0 is a small coupling, then
the perturbative expansion of a physical quantity f(g) is a power series
f(g) =
∑
n
fn g
n. (1.1)
Typically, a perturbative expansion is obtained by expanding the partition function
about g = 0 and then performing order by order calculations a la Feynman. Ar-
guably the most famous perturbative computation is that of the anomalous mag-
1
2netic dipole moment of electron, where the prediction from a fifth order (i.e., upto
g5) perturbative calculation and experimental measurement agree to eleven deci-
mals. This is perhaps the most accurate prediction in all of sciences. There are
many examples where perturbative calculations have been remarkably successful.
However, this approach is far from perfect. The coefficients in the pertur-
bative expansion (1.1) are very often found to grow factorially [2, 4–8, 90]. For
these cases the perturbative expansion is an asymptotic expansion with a radius
of convergence that is precisely zero1 This fact implies that if g is not small, then
the expansion for f(g) is horribly inaccurate. In fact, any perturbative series that
is divergent asymptotic will offer a limit precision for any given g; adding more
terms will not improve precision. In QFT couplings depend on the scale. Thus, on
certain scales a perturbative expansion can completely fail to describe phenomena
that are otherwise predicted by the exact theory. An example of this phenomena
is the famous mass gap problem in Quantum Chromodynamics (QCD) where
perturbation theory fails to explain that gluons can not be arbitrarily light.
One possible solution to this problem is to simply resum the perturbative
expansion by resummation methods such as Borel summation. However, in those
cases where the coefficients fn in (1.1) have non-alternating signs, Borel summa-
tion is undefined because of the presence of a pole. If we choose to circumvent the
1There is a famous heuristical argument by Dyson [9] on why perturbation expansions in
Quantum Electrodynamics are asymptotic.
3pole by contour deformation, we end up with an ambiguous output which is also
complex. For example, coefficients in the perturbative expansion of the ground
state energy of a (quantum mehchanical) double well, V (x) = x2(1 − gx2), grow
as fn ∼ n! [5]. Borel summation of the expansion gives a complex result with the
imaginary part equal to ±ipi
g
e−1/g.2 According to this computation, the ground
state energy of a stable system is not only complex, it is also ambiguous, and thus
can not correct.3 Furthermore, we now know that a perturbation series is simply
an incomplete description of the system near g = 0. The reason is simple: a per-
turbative expansion can never describe a quantity that is non-analytic at g = 0,
such as e−1/g or ln g. This implies that resummation can not recover the entire
physics of the system if the relevant quantities are non-analytic at g = 0, even
though it does hint at the correct prescription through the ambiguous imaginary
part mentioned above.
A more complete description of the system near g = 0 can be obtained by
extending the perturbative expansion (1.1) to a trans-series
f(g) =
∑
n
f (0)n g
n +
∑
i≥1
e−Si/g
∑
n
f (i)n g
n. (1.2)
This is one of the simplest possible trans-series and it contains, along with the
2The actual growth of an is slightly more complicated, but since it is still non-alternating it
does not affect our argument.
3In QFT, this ambiguity is related to the infrared renormalon problem.
4usual perturbative expansion, exponentially small factors e−Si/g which can cap-
ture non-perturbative aspects of the function. More general tran-series, especially
those seen in QFT, also contain (ln g)n type elements which capture contribu-
tions from quasi-zero modes, but we will not be concerned with such elements
here. These elements are invisible to perturbative techniques - the power series
representation of e−Si/g about g = 0 is identically zero. The trans-series is a core
element of resurgence theory which predicts many astonishing results about diver-
ging asymptotic series and allows, in many cases, to obtain otherwise inaccessible
results in non-perturbative physics. Before we discuss resurgence and trans-series
in physics, we will take a quick look at resurgence in a simple function.
1.2 Resurgence in a simple function of one variable
In this section we will look at the asymptotics of the Airy function of the first
kind (Ai). The Airy function is a special function, historically used to describe
rainbows (and other optical caustics) and certain quantum mechanical problems
such as the triangular potential well/barrier4. It satisfies the differential equation
y′′(z)− z y(z) = 0 (1.3)
4Any potential can be approximated by a straight line in the vicinity of a turning point. In
the WKB method, this fact is used to write the wave-function near a turning point in terms of
one of the Airy functions.
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Fig. 1.1: Plot of the Airy function Ai(z) as a function of z, with ζ = 23z
3/2. For z < 0,
the asymptotic behavior is governed by two exponentials with imaginary ar-
guments, hence the oscillatory behavior. For z > 0, the asymptotic behavior
is governed by a single exponential with a real negative argument. Equation
(1.7) describes this behavior; the Stokes parameter C switches to zero when
z > 0.
This equation admits another linearly independent solution - the Airy function of
the second kind (Bi). The first Airy function has the following integral represen-
tation
Ai(z) =
1
2pi
∫ ∞
−∞
dt exp
(
i
3
t3 + izt
)
(1.4)
The leading asymptotic behavior of Ai(z) is given by
Ai(z) ∼

1
2
√
piz1/4
exp
(
−2
3
z
3
2
)
, z →∞
1√
pi (−z)1/4
sin
(
2
3
(−z) 32 + pi
4
)
, z → −∞
(1.5)
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Fig. 1.2: Steepest descent contours for Ai(z) in complex t plane. There are two
saddles for any z, given by t2 + z = 0. See equation (1.4). Blue/black
dots show locations of saddles for negative/positive z. For z < 0, both
saddles contribute through contours C1 and C2. For z > 0, only one
saddle contributes, via contour C3.
From the perspective of classical asymptotics, these are two very different asymp-
totic behaviors. As there is just one exponential in the former while two (through
the sine) in the latter, we can not analytically continue the z → ∞ behavior to
obtain the z → −∞ behavior, or vice-versa, even though they are both derived
from the integral (1.4) which is valid throughout the complex plane. To under-
stand this situation we look at the saddles of the argument of the exponential in
7(1.4) in the complex t plane. There are two saddles, given by t2 + z = 0. When z
is on the real positive line, the saddles are purely imaginary, ±i√z. As z decreases
and approaches the origin, the saddles too move closer to the origin until they
coalesce at the origin when z is exactly zero. When z moves to the real negative
line, the saddles separate out again and become real, ±√−z. If we perform a
steepest descent calculation to obtain the behavior of Ai(z) around the two sadd-
les we will always have two exponentials, regardless of the phase of z. However,
depending on the phase of z, the steepest descent contour may pass through only
one of the saddles. This is indeed what happens when z > 0, and explains why
there is a single exponential in (1.5). See Figure 1.2. As the phase of z changes,
the contour moves around in the complex plane and at z = 0− it goes through
both the saddles. This phenomena is called the Stokes phenomena, where saddles
exchange/acquire dominance as we change the phase of z, and it motivates us to
write the asymptotics of the Airy function as a single expression
Ai(z) ∼ 1
2
√
piz1/4
e−
2
3
z
3
2 + Ceipi/4
1
2
√
piz1/4
e
2
3
z
3
2 (1.6)
where C is the Stokes parameter. It controls the dominance of the saddles (Stokes
phenomenon) and is an implicit function of the phase of z. For example, for
phase(z) = pi, the parameter is simply unity, and for phase(z) = 0, it vanishes.
This reproduces the expressions in (1.5). For any excursion into the complex
plane we must consider both exponentials, and this holds true for any function
that exihibits Stokes phenomenon.
8Using steepest descent (see Figure 1.2) we can compute the fluctuations
around each of the saddle to improve the accuracy of our asymptotic expressions.
This yields a trans-series for the Airy function:
Ai(z) ∼ 1
2
√
piz1/4
e−ζ
∞∑
n=0
(−1)nan
ζn
+ Ceipi/4
1
2
√
piz1/4
eζ
∞∑
n=0
an
ζn
(1.7)
where ζ = 2
3
z3/2 and the coefficients are given by
an =
1
54n
Γ
(
3n+ 1
2
)
Γ (n+ 1) Γ
(
n+ 1
2
) (1.8)
Note that coefficients in the first fluctuation series are alternating in sign, and
non-alternating in the second series. This has important consequences for Borel
summability. The first few terms in the first fluctuation series are
∞∑
n=0
(−1)nan
ζn
= 1− 5
72
1
ζ
+
385
10368
1
ζ2
− 85085
2239488
1
ζ3
+
37182145
644972544
1
ζ4
− . . .
(1.9)
The large order growth of the coefficients an is
an ∼(n− 1)!
pi2n+1
(
1− 5
72
2
n− 1 +
385
10368
22
(n− 1)(n− 2) −
85085
2239488
× 2
3
(n− 1)(n− 2)(n− 3) +
37182145
644972544
24
(n− 1)(n− 2)(n− 3)(n− 4) − . . .
)
(1.10)
Note that the coefficients in bold in (1.9) and (1.10) are identical. This relation
between large order and low order coefficients of the same expansion is called
self-resurgence, and is a special case of resurgence. In general, large order growth
of fluctuation coefficients around one saddle are directly related to lower order
9fluctuation coefficients of another saddle. It so happens for the Airy function
(and also for Bessel functions, see (2.12)) that low order fluctuation coefficients
around one saddle are identical to those around the second saddle, and this is why
we observe self-resurgence.
1.3 Resurgence in physics
The exponentially small factors in (1.2) and (1.7) are ubiquitous in semi-classical
physics, even if they are not studied in context of trans-series and resurgence.
They are typically obtained through application of some variation of the saddle
point approximation on the path integral, such as the WKB method and the
instanton formalism.
A different approach is to describe the system by a differential equation,
instead of path integrals. Then we can plug a trans-series ansatz into the diffe-
rential equation and work out the exact form of the exponentially small factors.
This approach is far simpler and more robust, but is mostly limited to quantum
mechanical and matrix models due to their relative simplicity. In the instanton
formalism, the first series in (1.2),
∑
n f
(0)
n gn, is called the perturbative expansion
about the g = 0 vacuum, while the series multiplying the exponential factors,∑
n f
(i)
n gn, i ≥ 1, are called the fluctuation series about each saddle or (multi-
)instanton i. The quantity Si is the action corresponding to the saddle or (multi-
)instanton i. It is commonplace to describe a trans-series in semi-classical physics
10
by terminology borrowed from the instanton formalism, and we will do the same.
Historically, the first hints of resurgence in quantum physics were seen in
the works of Vainshtein [3], Bender and Wu [1] and Lipatov [4]. These works con-
nected large order behavior of perturbation theory with leading instanton terms,
the former in anharmonic oscillator and the latter in renormalizable scalar field
theories. Then Bogomolny [7] and Zinn-Justin [8] showed that the the imaginary
part arising from the Borel summation of perturbative expansion of the ground
state energy in certain quantum mechanical models cancels exactly with the 1-
instanton contribution. In terms of our trans-series (1.2) this translates to the
following. Suppose the perturbative coefficients f
(0)
n have a known large n beha-
vior, say F
(0)
n . Then the imaginary part of the Borel sum of the series
∑
n F
(0)
n gn is
identical to the leading 1-instanton term, e−S1/g f (1)0 , except the overall signs are
opposite. This leads to cancellation of the unphysical imaginary quantity. This
almost miraculous cancellation is one of the core features of resurgence theory.
Resurgence theory, from the works of Ecalle [10–12], claims, among other things,
that the fluctuations around different non-trivial saddles are related to each other
in a precise and systematic manner. In simpler terms, resurgence theory claims
that the coefficients a
(i)
n , i ≥ 0 can not be completely arbitrary, and that there are
systematic relations which connect the coefficients in one sector, a
(i)
n , to those in
another, a
(j)
n . We have already seen an example of such a relation for the Airy
function.
11
Resurgence theory has been applied successfully to many quantum mechani-
cal models [13,20,63,94,95]. For a large class of quantum mechanical models [95],
the relations between various sectors of the trans-series are so strong that all non-
perturbative terms can be computed directly from just the perturbative series. In
other words, all non-perturbative physics in these models is encoded in the per-
turbative expansion. These relations allow us to compute non-perturbative terms
when usual non-perturbative methods are impractical. This can be the case when
the theory has many dimensions, or involves complexified variables.
The situation is not so straightforward in QFT, which is inherently more
complicated than quantum mechanics but also due to the need for renormalization.
Nevertheless many important results about resurgence in QFT exist [14–18]. In
[14] resurgence theory was used to prove the existence of non-perturbative features
in the 2D principal chiral model, a model which was previously thought to have
no non-perturbative effects due to absence of stable instanton solutions.
1.4 Large N expansion
The large N limit, and the associated large N expansion, is a standard method
to explore non-perturbative physics in theories with an internal symmetry, such
as O(N) or SU(N). The N → ∞ limit was introduced by ’t Hooft [92]. In this
limit the quantity gN must be kept fixed, otherwise the theory becomes trivial.
Expanding the theory about the ‘point’ N = ∞ produces a large N expansion.
12
See [21] for a comprehensive review.
From the point of perturbation theory, the obvious interpretation of a large
N expansion is that it regroups the terms in perturbation series of the partition
function by powers of 1/N . For certain models, we can indeed begin with a
perturbative expansion and rearrange it as a series in powers of 1/N . This is the
approach taken by Gross and Neveu in their seminal work on dynamical symmetry
breaking [113]. However, this is not always possible, and may even yield incorrect
result since a large N expansion does more than simply rearrange. It contains
intrinsically non-perturbative terms of type e−N/g that can not be obtained by
any rearrangement of a perturbative series. This is most obvious for models where
the large N method can be seen as an extension of the saddle point method.
In this dissertation I will explore non-perturbative physics in two models
- the Gross-Witten-Wadia matrix model (GWW) and the Gross-Neveu model in
two dimensions (GN2). Each of the models exhibits phase transitions in the exact
N → ∞ limit, but not otherwise. These models can be considered as simpler
versions of QCD, and they exhibit rich non-perturbative phenomena. In the next
few pages I briefly describe our work on these models. In their respective chapters,
2 and 4, I introduce the models in more detail.
13
1.5 Gross-Witten-Wadia model
The Gross-Witten-Wadia model is a unitary matrix model directly related to the
the U(N) lattice gauge theory in 2D [22–24] that depends on two parameters, the
coupling g and gauge parameter N . Its partition function
Z(g,N) =
∫
U(N)
DU exp
[
1
g
tr
(
U + U †
)]
(1.11)
has a known closed form in terms of the modified Bessel functions In(x)
Z(g,N) = det
[
Ij−k
(
2
g
)]
j,k=1,...,N
. (1.12)
This model has a third order phase transition at Ng = 2 in the large N limit.
The partition function is a finite dimensional integral for any finite N ; in
terms of the eigenvalues eiφi of U it can be written as
Z(g,N) =
1
N !
∫ 2pi
0
· · ·
∫ 2pi
0
(
N∏
i=1
dφi
2pi
exp
(
2
g
cosφi
)) ∏
1≤i<j≤N
∣∣eiφi − eiφj ∣∣2
(1.13)
One reason for working with this model is that as a matrix model, it trades off
some of the complexity of a QFT for ease of analysis, but not as much as a
quantum mechanical model. In the limit N →∞, the partition function becomes
infinite dimensional and in this sense the integral (1.13) resembles a path integral.
Another reason is that because Bessel functions exihibit resurgent asymptotics,
we expect the GWW model to do the same.
Each of the model’s parameters (N and g) can serve as an expansion para-
meter. This means we can have several different expansions in different regions
14
of the N -g space. In chapters 2 and 3, I study how these expansions morph into
each other as they cross the large N phase transition, and establish how resurgence
controls this transmutation of expansions. This transition has been well-studied
in the immediate vicinity of the transition point by use of Painleve´ II equation.
The analysis presented here holds at all coupling and all finite N by mapping
the partition function and related functions to Painleve´ III equation. Using this
equation we can generate trans-series expansions in all parameter regimes to any
arbtirary order.
By working with finite N and g regime, instead of the traditional limiting
cases, we uncover a surprising phenomenon. In the strong coupling limit, the
series expansion representing the partition function is convergent and yet there
are trans-series corrections to the expansion. Thus the common wisdom that
trans-series completion is required only for asymptotic series is incorrect, and
non-perturbative phenomenon may be present even if the perturbative expansion
is convergent. I show how the different instanton terms ‘condense’ so that our more
general Painleve´ III description matches the double-scaling Painleve´ II description
at the transition point. I also define a uniform large N strong-coupling expansion
(a non-linear analogue of uniform WKB), which is much more precise than the
conventional large N expansion through the transition region, and apply it to
the evaluation of Wilson loops. Finally, all of these expansions breakdown at the
transition point and to improve accuracy of the expressions, I introduce expansions
15
in “instanton” factors such Ai
((
3
2
N S
)2/3)
instead of the usual e−NS type factors.
1.6 Gross-Neveu model
The Gross-Neveu model is a QFT containing only fermions that shares several
interesting features with QCD [113].
L = ψ¯ai/∂ψa + g
2
2
(ψ¯aψa)
2, a = 1, 2, .., Nf (1.14)
In two dimensions it exhibits a rich phase diagram with exotic crystalline structure
[115, 120], similar to what is expected in QCD phase diagram [121]. This phase
is invisible to standard perturbation theory, and is only accessible in a large Nf
non-perturbative setting. The phase diagram was obtained by using relativistic
Hartree-Fock in [120] and, equivalently, by solving the gap equation in [115].
An approximate study of the phase diagram can be done using Ginburg-
Landau type expansions [126]. The biggest advantage of this approach is that it
readily generalizes to higher dimensions, where the exact phase diagram is still a
mystery. Motivated by this, I explore higher order Ginzburg-Landau expansions
in the Gross-Neveu model and compare their predictions to the known exact phase
diagram. I find that increasing the order of the expansion improves the crystalline
phase.
Finally, using simple properties of complex polygamma functions, which
show up in the Ginzburg-Landau expansions, I prove certain generic properties
of very large order phase diagrams. These properties indicate that higher order
16
Ginzburg-Landau phase diagrams increasingly resemble the exact phase diagram,
but it is not obvious that the phase diagram computed from the full Ginzburg-
Landau expansion will be identical to the exact phase diagram.
In the next two chapters, 2 and 3, we lay down the core of our work on
GWW model. Chapter 4 is devoted to higher order Ginzburg-Landau expansions
of the GN2 model. The final chapter concludes our work, and suggests possible
future work.
Chapter 2
Towards trans-series expansions of the
Gross-Witten-Wadia partition function
2.1 Introduction
The Gross-Witten-Wadia (GWW) model [22–24] is a unitary matrix model whose
partition function is defined by an integral over N ×N unitary matrices:
Z(g,N) =
∫
U(N)
DU exp
[
1
g
tr
(
U + U †
)]
(2.1)
This model is directly related to the U(N) lattice gauge model [24] via the relati-
onship
ZU(N) Lattice =
(
Z(g,N)e−2V/g
)N
(2.2)
where V is the volume of the lattice, and g is the temperature. The matrix
integral (2.1) can be evaluated as a Toeplitz determinant, for any N and any
coupling g [29, 32,75,76]:
Z(x,N) = det [Ij−k (x)]j,k=1,...,N (2.3)
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where Ij(x) is the modified Bessel function, evaluated at twice the inverse coupling
x ≡ 2
g
(2.4)
I will also use a “’t Hooft” parameter, t, when studying the large N limit:
t ≡ Ng
2
≡ N
x
(2.5)
The GWW model is known to have a third order phase transition at the critical
value tc = 1, in the N → ∞ limit [22–24]. This third-order phase transition is a
universal model of large N phase transitions, which appear in many fields, ran-
ging from large dynamical systems, to quantum field theory, statistical physics,
2d gravity, string theory, matrix models, and random matrices [25–36]. Two di-
mensional gauge theory provides a particularly explicit realization [37–42]. There
are also mathematical applications in combinatorial problems [43,44].
The immediate vicinity of the transition has a universal nature [45,46], cha-
racterized by the Tracy-Widom distribution [47–49] and the associated Painleve´ II
equation. A natural approach to these systems is asymptotic analysis for large N ,
combined with an expansion in another parameter such as a coupling. Recently,
modern ideas of resurgent asymptotic analysis with trans-series [50–53] have been
applied to such physical systems, studying large N and/or strong and weak cou-
pling asymptotics [54–69]. The related interpretation in terms of complex saddle
points has also been studied recently for the Gross-Witten-Wadia (GWW) unitary
matrix model [70–73].
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Weak coupling Strong coupling
Fixed N ;
expansion in coupling g
g  N g  N
• divergent (non-alternating) • convergent
• trans-series completion • trans-series completion
• imaginary trans-series parameter • real trans-series parameter
Large N ’t Hooft limit:
N →∞, t ≡ Ng/2 fixed;
expansion in 1/N
t 1 t 1
• divergent (non-alternating) • divergent (alternating)
• trans-series completion • trans-series completion
• imaginary trans-series parameter • real trans-series parameter
Double-scaling limit:
N →∞, t ∼ 1 + κ/N2/3;
expansion in κ
κ ≤ 0 κ ≥ 0
• divergent (non-alternating) • divergent (alternating)
• trans-series completion • trans-series completion
• imaginary trans-series parameter • real trans-series parameter
Table 2.1: Basic structure of the weak-coupling and strong-coupling expansions of
the free energy lnZ(g,N) in the three physical limits.
This dissertation addresses the question of how a trans-series in two para-
meters, g and N , rearranges itself at weak- and strong-coupling, and at large and
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small values of the parameter N . The trans-series expression for the partition
function (or the free energy, or the specific heat, or a Wilson loop) involves both
perturbative and non-perturbative contributions, in a unified self-consistent form
that encodes the full analytic structure. Often, perturbative coupling expansions
may be convergent in one regime (weak or strong coupling), but divergent in the
other [74]. Divergent expansions are naturally related to non-perturbative contri-
butions beyond perturbation theory, but we can ask how such non-perturbative
terms arise for a convergent expansion, as indeed occurs in the GWW model.
This behavior becomes considerably richer when another parameter, N , is intro-
duced. A generic phenomenon is the possible appearance of a phase transition in
the N → ∞ limit at a particular critical value of a scaled “’t Hooft” parameter
t = Ng/2. The large N expansion is divergent on either side of the transition,
where the trans-series has very different structure. The immediate vicinity of the
transition point is described by a double-scaling limit (N → ∞ and t → tc in a
correlated way such that N is scaled out), in terms of a solution to the Painleve´
II equation. This universal behavior is captured in a simple and explicit form
by the Gross-Witten-Wadia unitary matrix model. In order to probe more finely
the full rearrangement of the trans-series, we study this transition keeping the
full N dependence. This has been done long ago by Marino using the pre-string
equation [54], and a detailed study of finite N hermitean matrix models appeared
in [62]. Here I use a different approach, using the explicit connection of the GWW
21
unitary matrix model to the Painleve´ III equation for all N and all coupling g.
The essential trans-series structure in various limits is sketched in Table 2.1,
and in slightly more detail in equations (2.6)–(2.7) and (2.8)–(2.9). At fixed N ,
the weak coupling expansion is divergent, with a trans-series completion having
a pure imaginary trans-series parameter. In contrast, at fixed N the strong cou-
pling expansion is convergent; nevertheless it has a non-perturbative trans-series
completion as an instanton expansion as shown in Section 3.1.2. When expres-
sed as large N expansions, these are divergent in both weak and strong coupling,
although the form of the expansion is radically different in these two coupling
regimes, passing through the GWW phase transition, which occurs at ’t Hooft
parameter t = 1, where t ≡ Ng/2. For example, in the large N ’t Hooft limit,
the free energy, lnZ(t, N) has the following trans-series structure (for details see
Section 3.1):
lnZ(t, N)
∣∣∣∣
weak
∼ ln
(
G(N + 1)
(2pi)N/2
)
+
N2
t
− N
2
2
ln
(
N
t
)
+
1
8
ln(1− t)
+
∞∑
n=0
f
(k),weak
n (t)
N2n
+
∞∑
k=1
P
(k)
weak(t)
(
i e−N Sweak(t)√
2piN
)k ∞∑
n=0
f
(k),weak
n (t)
Nn
(2.6)
lnZ(t, N)
∣∣∣∣
strong
∼ N
2
4t2
+
∞∑
k=1
P
(k)
strong(t)
(
e−N Sstrong(t)√
2piN
)2k ∞∑
n=0
f
(k),strong
n (t)
Nn
(2.7)
At weak coupling, the perturbative expansion is in powers of 1/N2, while
higher instanton terms have fluctuation expansions in powers of 1/N . All these
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perturbative expansions are factorially divergent and non-alternating in sign, and
correspondingly the trans-series parameter appearing in the instanton sum has
an imaginary part (in fact, with the appropriate boundary conditions it is pure
imaginary). At strong coupling, there is only one perturbative term, and all
the fluctuation expansions in the instanton sum are in powers of 1/N , and the
fluctuations coefficients are factorially divergent and alternating in sign. Cor-
respondingly the trans-series parameter is real, with a value fixed by boundary
conditions. These large N expansions break down at the transition point, because
the actions Sweak(t) and Sstrong(t) vanish there, and also because the prefactors
P (k)(t) diverge as t → 1. The expressions for Sweak(t) and Sstrong(t) are given in
Section 3.1.3. This can be improved by introducing a uniform large N expan-
sion at strong coupling, expanding in instanton factors of Ai
((
3
2
N Sstrong(t)
)2/3)
and Ai′
((
3
2
N Sstrong(t)
)2/3)
, instead of the usual exponential instanton factors
e−N Sstrong(t). Then the prefactors and fluctuation terms are smooth all the way
through the transition point, and provide a much better approximation all the
way into the double-scaling region. This is a non-linear extension of the familiar
uniform WKB approximation (see Sections 3.1.4 and 3.3).
In the double-scaling limit, the trans-series match smoothly to those of the
’t Hooft limit, but also to the fixed N expansions, in a way discussed in Section 3.2.
The parameters t and N are scaled together as t ∼ 1 + κ/N2/3, which effectively
zooms in on a narrow window, of width 1/N2/3, of the transition point. The
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associated Hastings-McLeod solution of the Painleve´ II equation has trans-series
structure [54] (see Section 3.2):
W (κ)
∣∣∣∣
weak
∼ √−κ
∞∑
n=0
f
(0),weak
n,double
(−κ)3n +
∞∑
k=1
P
(k),weak
double (κ)
(
i e−
4
3
(−κ)3/2
√
2pi(−κ)1/4
)k ∞∑
n=0
f
(k),weak
n,double
(−κ)3n/2
(2.8)
W (κ)
∣∣∣∣
strong
∼
∞∑
k=0
P
(k),strong
double (κ)
(
e−
2
√
2
3
κ3/2
√
2pi κ1/4
)k ∞∑
n=0
f
(k),strong
n,double
κ3n/2
(2.9)
Notice the factor of
√
2 difference in the instanton factor exponents at strong and
weak coupling. These double-scaling limit solutions match to the weak-coupling
and strong-coupling large N expansions in (2.6)–(2.7). But the expansions (2.8,
2.9) also blow up at the transition point, where κ → 0, because the exponential
factors become of order 1, and the prefactors diverge. As above, this can be
cured by a uniform approximation, expressing the double-scaling strong-coupling
expansion as a trans-series in powers of Airy functions Ai and Ai′. See for example
the Wilson loop expressions in Section 3.3.
In Section 2.1 we describe the basic structure of the trans-series expansions
for the partition function Z, using the resurgent trans-series expansions for the
individual entries of the Toeplitz determinant representation of Z. While this
reveals the essential form, it is not sufficiently explicit to study the large N limit.
Sections 2.2 and 3 show how the partition function can be obtained from simpler
functions, such as the expectation value ∆ ≡ 〈det U〉, which satisfy Painleve´
III type equations with respect to the inverse coupling, with N appearing as a
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parameter in the equation. These Painleve´ III equations make it straightforward
to generate trans-series expansions in any parameter regime. Section 3.1 develops
the detailed trans-series expansions for 〈det U〉, and the corresponding expansions
for other physical quantities such as the partition function, the free energy and
the specific heat. The connection to the double-scaling limit, in terms of the
coalescence of the Painleve´ III equation to the Painleve´ II equation is described
in Section 3.2. Section 3.3 studies new uniform large N expansions for winding
Wilson loops in the GWW model.
Other important functions considered in this dissertation include the expec-
tation value [78]
∆(x,N) ≡ 〈detU〉 = det [Ij−k+1 (x)]j,k=1,...,N
det [Ij−k (x)]j,k=1,...,N
(2.10)
and the (normalized) winding Wilson loops [72,73,79]
Wp(x,N) ≡ 1
N
〈tr (Up)〉 (2.11)
We first discuss the basic trans-series structure of the weak-coupling and
strong-coupling expansions for Z(x,N) at fixed finite N , which follow from the
large and small x expansions of the Bessel functions appearing in the determi-
nant expression (2.3). These ‘brute-force’ expansions reveal much of the essential
structure, but also illustrate that more sophisticated methods are needed in order
to probe the full details, in particular in the strong-coupling regime.
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2.1.1 Coupling expansions of the partition function Z(x,N), at fixed
N
The partition function is a function of two variables, the inverse coupling x = 2/g
and the integer N of the U(N) group. We first consider expansions in the coupling,
for fixed but arbitrary N .
Weak coupling expansion of the partition function Z(x,N), at fixed N
At weak coupling, x → +∞, we need the large argument asymptotics of the
modified Bessel functions [80]. At fixed index j, the large x resurgent asymptotic
expansion of the modified Bessel function involves two exponential terms:1
Ij(x) ∼ e
x
√
2pix
∞∑
n=0
(−1)nαn(j)
xn
±ieijpi e
−x
√
2pix
∞∑
n=0
αn(j)
xn
,
∣∣∣arg(x)− pi
2
∣∣∣ < pi (2.12)
where the fluctuation coefficients are
αn(j) =
1
8nn!
n∏
l=1
(
4j2 − (2l − 1)2) = 1
8nn!
(2j + 2n− 1)!!
(2j − 2n− 1)!! (2.13)
Note that we need to keep both exponential terms in (2.12) in order to have direct
access to the non-perturbative terms in the weak-coupling expansion.2
1Since the Bessel function satisfies a linear second order equation there are only two saddle
terms [51].
2The same strategy can be applied to the analysis of Wilson loop expectation values at finite
N [72, 73]. We discuss Wilson loops in Section 3.3.
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The fluctuation factors about each of the two exponentials in (2.12) are
related by resurgence. First, they are clearly related since they only differ from one
another by an alternating sign. Second, they exhibit the generic Berry-Howls [52,
81] type of resurgence relation connecting the large order growth of the coefficients
about one non-perturbative term to the low orders of the expansion coefficients
about the other non-perturbative term. Indeed, at large order n (for a fixed but
arbitrary Bessel index j) we have the remarkable relation:
αn(j) ∼ cos(jpi)
pi
(−1)n(n− 1)!
2n
(
α0(j) +
2α1(j)
(n− 1) +
22 α2(j)
(n− 1)(n− 2)
+
23 α3(j)
(n− 1)(n− 2)(n− 3) + . . .
) (2.14)
Notice that the large order coefficients are factorially divergent in the expansion
order n, with leading and sub-leading coefficients that are expressed in terms of
their own low order terms: α0(j), α1(j), α2(j), . . . , for any Bessel index j. This is a
strong form of “self-resurgence”. Furthermore, notice that when the Bessel index j
is a half-odd-integer, the large-order expression (2.14) vanishes, consistent with the
fact that in this case the asymptotic expansions in (2.12) truncate. Physically, this
is an illustrative example of a cancellation due to interference between different
saddle contributions [82,83].
We now consider how this kind of large-order/low-order resurgence behavior
manifests itself in the partition function Z(x,N) in (2.3), which is a determinant
involving Bessel Ij(x) functions with indices ranging from j = 0 to j = N − 1.
Thus, the partition function consists structurally of a sum of products of individual
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Bessel functions, with varying indices. It is therefore clear that since each Bessel
function has two different exponential terms in its resurgent asymptotic expansion
(2.12), the expanded determinant has an expansion involving (N + 1) different
exponential terms:3
Z(x,N) ∼ Z0(x,N)
N∑
k=0
Z(k)(x,N)e−2kx
∞∑
n=0
a
(k)
n (N)
xn
(2.15)
The leading piece, corresponding to taking for each Bessel function the leading
growing exponential factor, e
x√
2pix
, together with its first fluctuation correction, is
easily deduced as [29]
Z0(x,N) =
G(N + 1)
(2pi)N/2
eNxx−N
2/2 (2.16)
where G is the Barnes G-function [84]. For a given integer N there is only a finite
number of ”instanton” terms in the trans-series (2.15).4 Also notice that because
of the simple relation between the expansion coefficients for the fluctuations about
the two different exponentials in (2.12), there is a symmetry between the fluctua-
tion coefficients a
(k)
n (N) and a
(N−k)
n (N) in the k-instanton and (N − k)-instanton
3This sum over (N + 1) instanton terms is consistent with the fact that Z(x,N) satisfies a
linear differential equation of order (N + 1). For example, Z(x, 1) = I0(x) satisfies the Bessel
equation, while for N = 2 we have Z(x, 2) = I20 (x) − I21 (x), which satisfies the third order
equation: x2Z ′′′ + 5xZ ′′ + (3− 4x2)Z ′ − 4xZ = 0.
4Of course, the corresponding trans-series for lnZ, and hence for the free energy, specific
heat, and Wilson loop expectation values, have an infinite number of instanton terms.
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sectors of Z(x,N). The prefactors Z(k)(x,N) in (2.15) are chosen so that the
leading fluctuation coefficients are unity: a
(k)
0 = 1 for all k. More explicitly we
can write the trans-series as
Z(x,N) ∼ Z0(x,N)
[ ∞∑
n=0
a
(0)
n (N)
xn
+ i
(4x)N−1
Γ(N)
e−2x
∞∑
n=0
a
(1)
n (N)
xn
+
(4x)2(N−2)
Γ(N)Γ(N − 1)e
−4x
∞∑
n=0
a
(2)
n (N)
xn
+ . . .+ ξN
G(N + 1)∏N−1
i=0 Γ(N − i)
e−2Nx
∞∑
n=0
a
(N)
n (N)
xn
]
(2.17)
where ξN is 1 (i) when N is even (odd), respectively. By brute-force expansion
of the Toeplitz determinant (2.3) in the weak-coupling limit, x→∞, for various
values of N , we can deduce the early coefficients in these expansions. For ex-
ample, the first few terms of the zero-instanton, one-instanton and two-instanton
fluctuation terms are:
Γ(0)(x,N) ≡
∞∑
n=0
a
(0)
n (N)
xn
= 1 +
N
8
1
x
+
9N2
128
1
x2
+
3N(17N2 + 8)
1024
1
x3
+ . . . (2.18)
Γ(1)(x,N) ≡
∞∑
n=0
a
(1)
n (N)
xn
= 1− (N − 2)(2N − 3)
8
1
x
+
(4N4 − 36N3 + 129N2 − 220N + 132)
128
1
x2
+ . . .
(2.19)
Γ(2)(x,N) ≡
∞∑
n=0
a
(2)
n (N)
xn
= 1− (N − 4)(4N − 9)
8
1
x
+ ... (2.20)
For a given N , each of the fluctuation series in (2.17),
∑∞
n=0 a
(k)
n (N)x−n, is
divergent. Resurgence relations appear in the large order (in n) behavior of the
fluctuation expansion coefficients (for a given instanton sector k). For example,
at large order n of the zero-instanton fluctuation series in (2.18):
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Fig. 2.1: Ratio of numerically computed large order growth of the perturbative coef-
ficients a
(0)
n and the series expansion (2.21) with just the first term (blue
circles) and first two terms (red squares).
a(0)n (N) ∼
2N
pi(N − 1)!
(n+N − 3)!
2n
[
1− (N − 2)(2N − 3)
8
2
(n+N − 3)
+
(4N4 − 36N3 + 129N2 − 220N + 132)
128
22
(n+N − 3)(n+N − 4) + . . .
]
(2.21)
In this expression for the large order behavior of the zero-instanton series (2.18)
we recognize the low order coefficients of the one-instanton series (2.19). See
Fig. 2.1. Similarly, the large-order growth of the fluctuation coefficients in the
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Fig. 2.2: Ratio of numerically computed large order growth of the perturbative coef-
ficients a
(1)
n and the series expansion (2.22) with just the first term (blue
circles) and first two terms (red squares).
one-instanton sector is given (for N ≥ 3) by:
a(1)n (N) ∼ −
2N−1
pi(N − 2)!
(n+N − 5)!
2n
[
1− (N − 4)(4N − 9)
8
2
(n+N − 5) + . . .
]
(2.22)
with coefficients that appear in the low order expansion of the two-instanton series
in (2.20). See Fig. 2.2. This pattern continues for higher instanton sectors.
In fact, these results simply confirm well-known general results for the re-
surgence properties of solutions to (higher order) linear differential equations [51],
following immediately from the fact that Z(x,N) satisfies a linear ODE of order
(N + 1).
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Fig. 2.3: Comparison of exact partition function Z(x,N) at finite N (=5) with the
weak coupling expansion (2.17)
(
upto leading instanton series Zweak ≡
Z0(x,N)
∑∞
n=0 a
(0)
n (N)x−n
)
and the (upto leading instanton) strong cou-
pling expansion 2.24. Each expansion is highly accurate in its respective
regime but diverges rapidly as it crosses over into the other regime. In each
case I have removed the leading exponential behavior to facilitate visualisa-
tion.
Strong coupling expansion of the partition function Z(x,N), at fixed N
The strong coupling limit is x → 0+, so we use the convergent small argument
expansion [85] of the modified Bessel functions in the determinant expression (2.3):
Ij(x) =
(x
2
)j ∞∑
n=0
(x/2)2n
n! Γ(n+ j + 1)
(2.23)
As noted long ago by Wadia [23], a direct strong-coupling expansion of the parti-
tion function determinant produces a leading factor whose first N terms coincide
with the expansion of ex
2/4. But there are further corrections to this, which we
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can write as an expansion in even powers of x:
Z(x,N)e−x
2/4 ∼ 1−
(
(x/2)N+1
(N + 1)!
)2(
1− 1
2
(N + 1)x2
(N + 2)2
+
1
16
(2N + 3)x4
(N + 3)2(N + 2)
+ . . .
)
+ . . .
(2.24)
In contrast to the divergent weak-coupling fluctuation expansions (2.18-2.20), the
strong coupling fluctuation expansion in (2.24) is a convergent expansion, for a
given N . Naively, this suggests the absence of further non-perturbative terms.
However, there are in fact additional non-perturbative contributions to (2.24),
which are difficult to deduce from this kind of brute-force determinant expansion
for small x, with fixed N .5 The non-perturbative trans-series completion of this
convergent strong-coupling expansion (2.24) is discussed in Sections 2.2 and 3.1.
See Figure 2.3 for a comparison of the strong and weak coupling expansions.
2.1.2 Large N expansions of the partition function Z(t, N) in the ’t
Hooft limit
The large N expansion in the ’t Hooft limit involves taking N →∞, keeping fixed
the ’t Hooft coupling
5This is analogous to the non-perturbative gap-splittings in the Mathieu equation spectrum,
associated with complex instantons, and for which the familiar convergent strong-coupling ex-
pansions may be re-organized in a trans-series form [63]. This example maps directly to the
trans-series structure in the electric region of the SU(2) SUSY gauge theory in the Nekrasov-
Shatashvili limit [63,86–89].
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t ≡ N
x
≡ Ng
2
(2.25)
The form of the large N expansion depends on the magnitude of t relative to
the critical value tc = 1. And we will see that the large N trans-series structure
changes radically through this GWW phase transition.
Large N expansion of Z(t, N) at weak coupling: t < 1
When N → ∞, and x → ∞, such that t = N
x
< 1 is fixed, we can formally
rearrange the weak coupling expansion (2.17) as follows. First, note that
lnZ0(t, N) =
G(N + 1)
(2pi)N/2
(
t
N
)N2/2
eN
2/t
= N2
(
1
2
ln
(
t
N
)
+
1
t
)
− N
2
ln(2pi) + lnG(N + 1)
(2.26)
which involves the well-known large N asymptotics of the Barnes function [84].
The zero instanton fluctuation term in (2.18) becomes a series in inverse
powers of N2:
Γ(0)(x,N) ≡
∞∑
n=0
a
(0)
n (N)
xn
∼
(
1 +
t
8
+
9t2
128
+
51t3
1024
+
1275t4
32768
+
8415t5
262144
+
115005t6
4194304
+ . . .
)
+
1
N2
3t3
128
(
1 +
25t
8
+
825t2
128
+
11275t3
1024
+ . . .
)
+
1
N4
45t5
1024
(
1 +
209t
32
+ . . .
)
≡
∞∑
n=0
f
(0)
n (t)
N2n
(2.27)
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Notice that each fluctuation factor f
(0)
n (t) has a convergent small t expansion. For
example,
f
(0)
0 (t) =
(
1 +
t
8
+
9t2
128
+
51t3
1024
+
1275t4
32768
+
8415t5
262144
+
115005t6
4194304
+ . . .
)
=
1
(1− t)1/8
(2.28)
and
f
(0)
1 (t) =
(
1 +
25t
8
+
825t2
128
+
11275t3
1024
+ . . .
)
=
1
(1− t)25/8 (2.29)
The one-instanton (and higher instanton) fluctuation terms that are obtai-
ned by re-arranging the weak-coupling fluctuation series Γ(1)(x,N) and Γ(2)(x,N)
in (2.19-2.20) have a different structure: they are expansions in all inverse powers
of N and not N2. Furthermore, this rearrangement procedure produces terms
with factors of N in the numerator. For example, rewriting (2.19) in the small t
and large N limit leads to:
Γ(1)(x,N) ≡
∞∑
n=0
a
(1)
n (N)
xn
∼
(
1− t
8
(
2N − 7 + 6
N
)
+ . . .
)
(2.30)
This structure is an artifact of changing the order of limits, as the expansions
(2.19-2.20) were generated at large x with fixed N , rather than in a strict ’t Hooft
large N limit. The proper interpretation of these extra terms is that they are
associated with the small t and large N expansion of large N instanton factors
exp [−NSweak(t)], as illustrated in Section A.1.6 In order to do this, we first need
6This is analogous to the situation in quantum mechanical models [65, 90, 91, 93–95], such
35
to develop a simpler and more direct approach that reveals the full trans-series
structure of the large N expansion.
Large N expansion of Z(t, N) at strong coupling: t > 1
A similar rearrangement of the strong coupling expansion (2.24), in the large N
and large t limits, also produces an unusual structure:
Z(t, N) ∼ eN2/(4t2)
1−((N/(2t))N+1
(N + 1)!
)2(
1− 1
2t2
(
N − 3 + 8
N
)
+ . . .
)
+ . . .

(2.31)
Again we note that the fluctuation term involves positive powers of N . As in
the weak-coupling case (2.30), these terms should be interpreted in terms of the
expansion of a large N instanton factor, exp [−NSstrong(t)], here in the strong-
coupling region. See Section A.1 for details.
2.2 Tracy-Widom mapping to the Painleve´ III equation
The previous Section showed that some features of the trans-series structure of
the partition function are simply inherited from the trans-series structure (2.12)
as the double-well potential or the Mathieu cosine potential, where the fluctuations in the
perturbative sector, as a function of h¯ and (N + 12 ), where N is the perturbative level number,
can be re-arranged into a large (N + 12 ) expansion of the form in (2.27) in inverse powers of
(N + 12 )
2, while the fluctuations in the one-instanton sector have a re-arranged large (N + 12 )
series of the form in (2.30) in inverse powers of (N + 12 ), but also with powers of (N +
1
2 ) in the
numerators.
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of the individual Bessel functions appearing in the Toeplitz determinant (2.3), but
that in the strong-coupling and large N limits there are additional contributions
which are rather difficult to probe using this determinant form. In order to probe
the large N limit in more detail we make use of classic results of Tracy and
Widom from random matrix theory [32, 47–49, 96, 97], which relate the GWW
partition function Z(x,N) to the solution of a particular integrable non-linear
ODE, the Painleve´ III equation. This connection with the Painleve´ III equation
holds for all N and for all coupling, and so it provides a simple and direct probe
of the GWW partition function Z(x,N) for all N and all x, far from the phase
transition as well as close to it. Given an explicit differential equation, it is then a
straightforward exercise to generate trans-series expansions [51]. This differential
equation approach is complementary to the difference equation approach (based
on the pre-string-equation) to trans-series developed for the GWW model in [54],
and for other matrix models in [98].
The Painleve´ III equation is a differential equation with respect to the in-
verse coupling parameter x, with the unitary group index N appearing as a para-
meter, so this can be used to define an analytic continuation in N away from the
positive integers, into the complex plane,7 which is necessary to understand fully
the resurgent properties of the large N expansion.
7For interesting discussions of analytic continuation in N in other systems, see [62,68,104].
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The Tracy-Widom mapping [48] can be expressed by defining s = x2, and
EN(s) ≡ e−s/4Z
(√
s,N
)
(2.32)
which effectively pulls out the leading exponential of the strong-coupling expansion
(2.24). This quantity is of interest for random matrix theory in connection with the
fluctuations in the distribution of the largest eigenvalue in the Gaussian unitary
ensemble (GUE) [32]. Then, further defining the function σN(s) via
EN(s) ≡ exp
[
−
∫ s
0
ds′
s′
σN(s
′)
]
(2.33)
one finds that σN(s) satisfies the Okamoto form of Painleve´ III [32,48,97,99,100]:
(s σ′′N)
2
+ σ′N(σN − s σ′N)(4σ′N − 1)−N2 (σ′N)2 = 0 (2.34)
where the prime ′ means differentiation with respect to s. This Painleve´ III
equation is satisfied for all N , and for all coupling (i.e. for all s). So, we can
generate trans-series expansions for σN(s) in any regime, and map them back
to corresponding trans-series expansions for the partition function Z(x,N) using
(2.32-2.33).
From this Painleve´ III connection, we can then “zoom in” to the vicinity of
the GWW phase transition region at tc = 1 using the known coalescence of the
Painleve´ III equation to the Painleve´ II equation [101]. This coalescence limit is
the well-known double-scaling limit [22, 23, 29] taking N →∞, with the ’t Hooft
parameter t ≡ N/x scaled in a particular way with N (see Section 3.2 below) close
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to the critical value tc = 1. In this case, as is also well known, the free energy is
related to a particular solution (the Hastings-McLeod solution [102, 103]) of the
Painleve´ II equation (with zero parameter). Here I wish to study the full trans-
series structure in both parameters, x and N (or t and N), not just in the double-
scaling region. The explicit Tracy-Widom mapping (2.32-2.33) of Z(x,N) to the
Painleve´ III equation (2.34) provides a simple way of generating the various trans-
series expansions in all parameter regions. These can then be used to study how
the different forms of the trans-series expansions re-arrange themselves through
the GWW phase transition.
2.2.1 Weak coupling expansion, for all N , from Painleve´ III
Given the explicit differential equation (2.34) for σN(s), with N appearing as a
parameter, it is a straightforward exercise to develop weak coupling trans-series
expansions in terms of the variable s. Tracy and Widom [48] give the formal
perturbative weak-coupling expansion for EN(s) as:
EN(s) = s
−N2
4 e−
s
4
+N
√
s
[
1 +
N
8
√
s
+
9N2
128s
+
(
3N
128
+
51N3
1024
)
1
s
3
2
+
(
75N2
1024
+
1275N4
32768
)
1
s2
+ . . .
] (2.35)
Recalling that s = x2, we recognize the fluctuation factor here as the perturbative
fluctuation factor Γ(0)(x,N) in (2.17, 2.18). Further terms in the weak-coupling
trans-series can be generated by inserting into the Painleve´ III equation (2.34)
for σN(s) an weak-coupling trans-series ansatz. The perturbative weak-coupling
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expansion is
σpertN (s) ∼
s
4
− N
√
s
2
+
N2
4
+
N
16
√
s
+
N2
16s
+
(16N2 + 9)N
256s3/2
+
(4N2 + 9)N2
64s2
+
(128N4 + 720N2 + 225)N
2048s5/2
+
(4N4 + 45N2 + 54)N2
64s3
+ . . .
(2.36)
The linearized form of (2.34) reveals also non-perturbative exponentially small
corrections, based on all powers of the basic exponential factor e−2
√
s, leading to
the trans-series ansatz:
σN(s) ∼ s
4
− N
√
s
2
+
N2
4
+
∞∑
k=0
(ξweak)
k dk(
√
s,N)e−2k
√
s
∞∑
n=0
σ
(k)
n (N)
sn/2
(2.37)
where the weak-coupling trans-series parameter ξweak formally counts the “in-
stanton order”, and is set to 1 at the end to match the appropriate boundary
conditions. Inserting this ansatz into the differential equation (2.34) and expan-
ding in powers of ξweak produces recurrence relations which iteratively determine
the fluctuation coefficients, σ
(k)
n (N), along with the prefactors, dk(
√
s,N), for
each instanton sector k. The trans-series (2.37) can then be mapped back to a
trans-series expansion for the partition function Z(x,N) using the relations (2.32)-
(2.33). This confirms the general weak-coupling trans-series structure in (2.15).8
For example, the leading s
4
term in (2.37) corresponds to the e−s/4 exponential
factor in (2.32); the subleading −1
2
N
√
s term in (2.37) generates the eNx factor
8A nontrivial point here is that the weak-coupling trans-series (2.37) for σN (s) has an infinite
number of instanton exponentials, while as noted previously the weak-coupling trans-series (2.15)
for Z(
√
s,N) has only a finite number of instanton exponentials when N is a positive integer.
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in Z0(x,N) in (2.16); and the next
N2
4
term in (2.37) generates the x−N
2/2 factor
in Z0(x,N) in (2.16). The N -dependent overall normalization factor in Z0(x,N)
is fixed by comparison with the explicit Toeplitz determinant expression (2.3).
2.2.2 Strong coupling expansion, for all N , from Painleve´ III
Tracy and Widom [48] expressed the strong coupling (small s) expansion of σN(s)
as (here I add a few more terms)
σN(s) ∼ CNsN+1
(
1− 1
2(N + 2)
s+
(2N + 3)N !
16(N + 3)!
s2 − (2N + 5)N !
96(N + 4)!
s3
+
(2N + 5)(2N + 7)N !
768(2N + 4)(N + 5)!
s4 + . . .
)
+
C2Ns
2N+2
N + 1
(
1− 2N + 3
2(N + 2)2
s+
41 + 59N + 27N2 + 4N3
8(2 +N)3(3 +N)2
s2 + . . .
)
+
C3Ns
3N+3
(N + 1)2
(
1 +
3N + 4
2(N + 2)2
s . . .
)
+ . . .
(2.38)
where the numerical coefficient CN is defined as:
CN =
1
4N+1Γ(N + 1)Γ(N + 2)
= (N + 1)
(
1
2N+1(N + 1)!
)2
(2.39)
As a cross-check, we can verify that the leading term, in the first parentheses in
(2.38), agrees with the first terms in (2.24) when mapped back to the partition
function using the relations (2.32)-(2.33).
I have found a new closed-expression for the leading term of σN(s) in (2.38).
We differentiate (2.34) with respect to s to find a simpler equation (the overall
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factor of σ′′N may be dropped since the solution is monotonic for s ≥ 0):
2s2σ′′′N(s) + 2sσ
′′
N(s) + 2
(
s−N2)σ′N(s)− σN(s) + 8σN(s)σ′N(s)− 12s(σ′N(s))2 = 0
(2.40)
The linearized part of this equation can be solved in closed form:
2s2σ′′′N(s) + 2sσ
′′
N(s) + 2
(
s−N2)σ′N(s)− σN(s) = 0
=⇒ σ(linearized)N (s) = constant×
s
4
(
JN(
√
s)2 − JN−1(
√
s)JN+1(
√
s)
) (2.41)
Choosing the multiplicative constant to be 1, the small s expansion agrees with
the first parentheses term in the strong-coupling expansion (2.38), to all orders.
This makes it clear that this expansion is convergent, with an infinite radius of
convergence. Figure 2.4 shows that at strong coupling (small s) the “linearized”
solution in (2.41) is an excellent approximation. And yet, despite the fact that
this expansion is convergent, there are extra non-perturbative terms in the strong-
coupling trans-series (2.38).9
Indeed, the remaining terms in (2.38) should be understood as a strong-
coupling trans-series for σN(s):
σN(s) ∼ (N + 1)
∞∑
k=1
(ξσstrong)
k
(
CNs
N+1
N + 1
)k
f
(k)
strong(s,N) (2.42)
in terms of strong-coupling instanton factors:(
CNs
N+1
N + 1
)
=
(
(
√
s)
N+1
2N+1 (N + 1)!
)2
(2.43)
9A similar phenomenon occurs in the re-arrangement of the convergent strong-coupling ex-
pressions for gap edges in the Mathieu equation, into trans-series expressions [63].
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Fig. 2.4: Comparison of the exact [solid blue curve] Tracy-Widom function σN (s)
in (2.33), for N = 5, with the leading non-perturbative strong-coupling
approximation in (2.41). Recall that s ≡ x2. The agreement is excellent at
strong coupling (s → 0), and also in the vicinity of the phase transition at
s = 52.
multiplied by (convergent!) fluctuation factors f
(k)
strong(s,N) in each instanton sec-
tor. In (2.42), ξσstrong is the strong-coupling trans-series parameter, whose value
from the boundary conditions is determined to be ξσstrong = 1. We will understand
more details about this unusual strong-coupling trans-series structure (2.42) in
Section 3.1 below, using properties of the Painleve´ III equation.
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2.2.3 Large N expansions in the ’t Hooft limit, from Painleve´ III
We can convert these weak- and strong-coupling expansions into large N expan-
sions in the ’t Hooft limit, as before. But a more direct way to generate such
expansions is to rescale the Painleve´ III equation (2.34) in terms of the ’t Hooft
parameter t:
((
t3σ′
)′)2
+ 4tσ′ (2σ + tσ′)
(
2t3σ′ +N2
)− t4 (σ′)2 = 0 (2.44)
where the prime ′ means differentiation with respect to t. Then one can develop
trans-series expansions with an appropriate ansatz form. But I defer this step to
Section 3.1, where I study the trans-series structure of an even simpler form of
the Painleve´ III equation, from which all these other trans-series can be derived
in a much more explicit manner.
2.3 Chapter conclusions
In this chapter I introduced the Gross-Witten-Wadia matrix model. I found
that by direct expansion of the Toeplitz determinant expression for the parti-
tion function (2.3), using the full resurgent Bessel asymptotics in (2.12), explains
in elementary terms the structural form of the weak-coupling trans-series in (2.15)
and (2.17), and confirms its resurgence properties. I also wrote a strong coupling
finite N expansion, but at this stage the expansion is incomplete. Moreoever, I
attempted to write a large N expansion by rearranging the finite N expansions,
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but the results were incomplete. This means that, contrary to common knowledge,
large N expansion may not always be obtained from rerrangement of a perturba-
tive series. Finally, because this approach of expanding determinants becomes less
practical at large N , I introduced an auxiliary function σ that satisfies a modified
Painleve´ III equation (2.34). Using this equation I generated trans-series expan-
sions for σ and mapped them back to the trans-series for the partition function
Z.
Chapter 3
Mapping to a simpler form of the Painleve´ III equation
In the previous chapter, I explored trans-series structure of the partition function
of the GWW model at finite N using the determinant representation of the par-
tition function Z (2.1). However, the determinant representation restricts N to
positive integers. The representation is also unwieldy for large values of N . To
sidestep these issues, and explore large N behavior of the model, I introduced
an auxiliary function σ that satisfies the Okamoto-Painleve´ III equation in the
gauge parameter N appears as a parameter. This means that we can continue
N to real numbers, as well as take the limit N → ∞ in a very natural manner.
Once the trans-series structure of σ is known, we can map it back to Z using the
Tracy-Widom mapping defined by equations (2.32) and (2.33).
However, it turns out to be significantly easier to work with another function
∆(x,N):
∆(x,N) =
det [Ij−k+1 (x)]j,k=1,...,N
det [Ij−k (x)]j,k=1,...,N
(3.1)
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which is in fact the expectation value of detU [78]
∆(x,N) = 〈detU〉 = 1
Z(g,N)
∫
U(N)
DU detU exp
[
1
g
tr
(
U + U †
)]
(3.2)
The function ∆(x,N) is directly related to σN(s) [see Equation (3.6) below], and
also to the partition function Z(x,N) [see Equation (3.8) below], but it is easier
to work with ∆(x,N) because it satisfies a much simpler nonlinear equation, for
all N .
∆(x,N) satisfies the following differential-difference and difference equations
[29,78]
2∆′(x,N) − (1−∆2(x,N)) (∆(x,N − 1)−∆(x,N + 1)) = 0 (3.3)
2N
x
∆(x,N) − (1−∆2(x,N)) (∆(x,N − 1) + ∆(x,N + 1)) = 0 (3.4)
These two equations can be combined into a single nonlinear differential equation
for ∆(x,N), which I refer to as Rossi’s equation [29,78]:
1
x
(x∆′(x,N))′+∆(x,N)
(
1−∆2(x,N))+ ∆(x,N)
(1−∆2(x,N))
[
(∆′(x,N))2 − N
2
x2
]
= 0
(3.5)
Note that this Rossi equation (3.5) is valid for all x and all N ; i.e., for all N , and
for all coupling.
From the results of Tracy and Widom [48], it can be shown that there is a
simple relation between ∆(x,N) and σN(s), and therefore also between ∆(x,N)
and the partition function Z(x,N). To make this relation completely explicit,
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define, for all N and s (recall the identification: s = x2):
σN(s) =
N2
4
+
x2
4
(
∆2(x,N) +
1
(1−∆2(x,N))
[
(∂x∆(x,N))
2 − N
2
x2
])
(3.6)
If ∆(x,N) satisfies the Rossi equation (3.5), then σN(s) defined in (3.6) satisfies
Okamoto’s Painleve´ III equation (2.34), with the identification: s = x2. Therefore,
a trans-series expansion for ∆(x,N) can immediately be converted into a trans-
series expansion for σN(s), and hence for the partition function Z(x,N), for all
N and for any coupling.
The relation between ∆(x,N) and σN(s) can also be expressed in difference
form as
σN(s) =
x2
4
(
∆2(x,N)− (1−∆2(x,N))∆(x,N − 1)∆(x,N + 1)) (3.7)
Furthermore, ∆(x,N) is also related directly to the partition function Z(x,N) as:
∆2(x,N) = 1− Z(x,N − 1)Z(x,N + 1)
Z2(x,N)
(3.8)
Finally, there is yet another (related) connection to the Painleve´ III equation: the
Rossi equation (3.5) can be converted to the Painleve´ V equation [101] by defining
c(s,N) = 1− 1
∆2(
√
s,N)
(3.9)
Then c(s,N) satisfies the Painleve´ V equation, with parameters α = 0, β =
−N2/2, γ = 1/2, δ = 0, and for such parameters, this can be converted to Painleve´
III [99,100].
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3.1 Trans-series expansions for ∆(x,N) ≡ 〈detU〉
The main advantage of working with the function ∆(x,N) ≡ 〈detU〉 defined in
(3.1), instead of σN(s) or the partition function Z(x,N), is that the Rossi equation
(3.5) is much simpler than Okamoto’s Painleve´ III equation (2.34). In particular,
the second derivative term is linear in (3.5), but quadratic in (2.34). This fact leads
to dramatic simplifications, especially when considering the strong-coupling and
large N limits. And since the partition function can be deduced immediately from
∆(x,N) using the relations (2.32)-(2.33), or from (3.8), the trans-series structure
of Z(x,N) is inherited from that of ∆(x,N) in a straightforward way.
3.1.1 Weak coupling expansion for ∆(x,N), at fixed N
The weak coupling (large x) expansion of ∆(x,N) could be obtained by direct ex-
pansion of the determinants in (3.1), analogous to the treatment of the partition
function in Section 2.1.1. However, a much simpler method is to insert an ap-
propriate trans-series ansatz into the Rossi differential equation (3.5) and match
terms, which gives a trans-series
∆(x,N) ∼
∞∑
k=0
(
ξ∆weak
)k
Ck(x,N)e
−2kx
∞∑
n=0
A
(k)
n (N)
xn
=
∞∑
n=0
A
(0)
n (N)
xn
− 2i ξ∆weak
(4x)N−1
(N − 1)! e
−2x
∞∑
n=0
A
(1)
n (N)
xn
+ . . .
(3.10)
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with fluctuation series:
∞∑
n=0
A
(0)
n (N)
xn
= 1− N
2x
− N
2
8x2
− N(N
2 + 1)
16x3
− 5N
2(N2 + 4)
128x4
− N(7N
4 + 70N2 + 27)
256x5
− . . .
(3.11)
∞∑
n=0
A
(1)
n (N)
xn
= 1− (N
2 −N + 1)
4x
+
(N4 − 4N3 + 7N2 − 12N + 5)
32x2
− (N
6 − 9N5 + 34N4 − 87N3 + 202N2 − 165N + 63)
384x3
− . . .
(3.12)
This weak-coupling trans-series structure for ∆(x,N) clearly matches the
weak-coupling trans-series form in (2.15), which was deduced from the Toeplitz de-
terminant expression (2.3). As was the case with the partition function in Section
2.1.1, there are resurgence relations in the large order behavior of the fluctuation
coefficients appearing in the weak-coupling trans-series (3.10) for ∆(x,N). For
example, for a given N , the perturbative coefficients in (3.11) have the large order
growth (see Figure 3.1):
A(0)n (N) ∼ −
2N+1
pi(N − 1)!
(n+N − 3)!
2n
[
1− (N
2 −N + 1)
4
2
(n+N − 3) + . . .
]
(3.13)
We recognize typical resurgent behavior: the low order coefficients A
(1)
n (N) of the
one-instanton fluctuation series (3.12) appear here in this large-order behavior of
the fluctuation coefficients A
(0)
n (N) of the perturbative zero-instanton sector. This
continues at higher order instanton sectors, consistent with general theorems for
resurgence for nonlinear ODEs [105].
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Fig. 3.1: Ratio of the exact perturbative coefficients A(0)n (N) from (3.11), divided
by the resurgent large-order growth expression (3.13). Both plots are for
N = 5, and include just the first term in (3.13) [blue circles] or the first two
terms [gold squares]. Both sequences have been accelerated using Aitken
Extrapolation.
3.1.2 Strong coupling expansion for ∆(x,N), at fixed N
Recall that the strong-coupling (small x) expansion of the partition function
Z(x,N), deduced in (2.24) by expansion of the Toeplitz determinant expression
(2.3), does not have an obvious trans-series completion at strong coupling, while
the Tracy-Widom result (2.38) for σN(s) suggests a suitable strong-coupling trans-
series form (2.42). However, for ∆(x,N) this is a much simpler question, because
∆(x,N) satisfies a relatively simple differential equation (3.5).
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In the strong coupling limit we notice from explicit computations that
∆(x,N) ∼ (x/2)N
N !
. Therefore, in this regime we can linearize the differential-
difference and difference equations (3.3, 3.4):
2∆′(x,N) ≈ (∆(x,N − 1)−∆(x,N + 1)) (3.14)
2N
x
∆(x,N) ≈ (∆(x,N − 1) + ∆(x,N + 1)) (3.15)
We recognize these as the defining relations for the Bessel functions. Correspon-
dingly, in this limit the nonlinear equation (3.5) linearizes to become the Bessel
equation [29,78]:
∆′′(x,N) +
1
x
∆′(x,N) + ∆(x,N)− N
2
x2
∆(x,N) ≈ 0 (3.16)
Thus, the leading strong coupling behavior is given by
∆(1)(x,N) ≈ ξ∆strong JN(x) + . . . (3.17)
where the overall multiplicative constant ξ∆strong must be chosen to be ξ
∆
strong = 1
in order to match with a direct computation of the strong-coupling expansion of
the determinant ratio in (3.1), as well as to match the strong-coupling expansion
of the partition function in (2.24), via (2.32) and (2.33) [or via (3.8)].1 Notice
that already this leading-order term, ∆(1)(x,N), in the strong-coupling expansion
1This choice ξ∆strong = 1 is also precisely analogous to the Hastings-McLeod choice of unit
coefficient of the Airy function in the asymptotics of the solution of Painleve´ II [102, 103], for
the double-scaling limit, as discussed in Section 3.2.
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is a non-perturbative “one-instanton” contribution: there is no “perturbative”
contribution to ∆(x,N). Using the relation (3.7) we deduce from (3.17) that the
leading strong-coupling expression for σN(s) agrees precisely with the expression
in (2.41), which was obtained by solving the linearized part of (2.40). We can then
use the relation (3.8) to derive a closed-form expression for the leading strong-
coupling expansion contribution to lnZ(x,N):
lnZ(x,N)
∣∣∣
leading
∼ x
2
4
− x
2
4
[
(JN(x))
2 + (JN+1(x))
2 − 2N
x
JN(x)JN+1(x)
− 2
−2NNx2N
Γ(N + 2)2
3F4
(
N +
1
2
, N + 1, N + 1;N,N + 2, N + 2, 2N + 1;−x2
)]
(3.18)
The first “perturbative” term x
2
4
is general, simply coming from the relation (2.32)
between Z(x,N) and EN(s) [recall that s ≡ x2]. The leading correction term
in (3.18) can be re-written as a sum, −∑∞l=1 l (JN+l(x))2, an expression which
had been observed empirically to order x4N+2 in [29]. I now show that these
higher power corrections should be understood as the non-perturbative trans-
series completion of the strong-coupling expansion.
The parameter ξ∆strong also has an interpretation as a strong-coupling trans-
series parameter, which effectively counts the instanton sectors, in addition to
imposing the appropriate physical boundary condition. Therefore, returning to
the full nonlinear Rossi equation (3.5), we find a strong-coupling (small x) trans-
series ansatz of the form (with ξ∆strong set equal to 1 at the end):
∆(x,N) =
∞∑
k=1,3,5,...
(ξ∆strong)
k∆(k)(x,N) (3.19)
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The trans-series (3.19) is a sum over all odd instanton powers in terms of ξ∆strong.
Matching these powers of ξ∆strong converts Rossi’s nonlinear equation (3.5) into a
tower of linear equations, the first of which is the Bessel equation (3.16) satisfied
by ∆(1)(x,N), and the second of which is the inhomogeneous Bessel equation for
∆(3)(x,N):
∆′′(3) +
1
x
∆′(3) +
(
1− N
2
x2
)
∆(3) = h(3)(x,N) (3.20)
with inhomogeneous term
h(3)(x,N) =
(
∆(1)(x,N)
)3(
1 +
N2
x2
)
−∆(1)(x,N)
(
∆′(1)(x,N)
)2
= (JN(x))
3
(
1 +
N2
x2
)
− JN(x) (J ′N(x))2 . (3.21)
Since the homogeneous part of this equation is just the Bessel operator, we can
immediately write the exact solution to (3.20) as
∆(3)(x,N) = −pi
2
JN(x)
∫ x
0
dx′ x′ YN(x′)h(3)(x′, N)
+
pi
2
YN(x)
∫ x
0
dx′ x′ JN(x′)h(3)(x′, N)
(3.22)
where h(3) is the source term in (3.21), and the factor
pix′
2
arises from the Bessel
Wronskian. From (3.22) we deduce the (convergent) strong-coupling expansion of
this next correction term:
∆(3)(x,N) ∼
(
x
2(N + 1)
)2
J3N(x)
(
1 +
(4N + 7)
2(N + 1)(N + 2)2
x2 + . . .
)
∼ x
3N+2
23N+2Γ(N + 1) (Γ(N + 2))2
(
1− (3N + 5)
4(N + 2)2
x2 + . . .
) (3.23)
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Fig. 3.2: Comparison plots of the exact ∆(x,N) [solid blue curve] as a function of x,
with N = 5, compared to the inclusion of successive terms in the strong-
coupling trans-series expansion (3.19), with ξ∆strong taking its physical value:
ξ∆strong = 1. The agreement is excellent in the strong-coupling x→ 0 region,
and also in the transition region x ≈ N , and improves progressively as more
terms in the instanton sum are included.
This expansion of ∆(3)(x,N) maps to the second part of the Tracy-Widom strong
coupling expansion for σN(s) in (2.38). Also notice that while ∆(1)(x,N) is linear
in the Bessel function JN(x), the next term in the trans-series, ∆(3)(x,N), is
essentially cubic in JN(x), multiplied by a convergent fluctuation factor. Figure
3.2 shows the x dependence, for N = 5, of the exact ∆(x,N) computed from
(3.1), compared to the leading non-perturbative expression, ∆(1)(x,N) in (3.17),
and also including the the next contribution, ∆(3)(x,N) in (3.22). The agreement
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is excellent, even in the transition region where x ≈ N .
Given the sub-leading term ∆(3)(x,N) in (3.22), we can immediately deduce
the associated sub-leading term for lnZ(x,N):
lnZ(x,N)
∣∣∣
sub-leading order
∼x
2
4
− x
2
4
[
(JN(x))
2 + (JN+1(x))
2 − 2N
x
JN(x)JN+1(x)
− 2
−2NNx2N
Γ(N + 2)2
3F4
(
N +
1
2
, N + 1, N + 1;N,N + 2, N + 2, 2N + 1;−x2
)]
− 1
2
∫ x
0
dx′ x′
[
(JN(x
′))2JN−1(x′)JN+1(x′) + 2JN(x′)∆(3)(x′, N)
− JN−1(x′)∆(3)(x′, N + 1)− JN+1(x′)∆(3)(x′, N − 1)
]
(3.24)
While the first non-perturbative correction in (3.18) is quadratic in JN(x), the
sub-leading term in (3.24) is quartic in JN(x). Figure 3.3 shows the x dependence,
for N = 5, of the exact lnZ(x,N) computed from (2.1), compared to the leading
non-perturbative expression in (3.18), and also including the the next contribution
in (3.24). The agreement is excellent, even in the transition region where x ≈ N .
Even though the correction ∆(3)(x,N) in (3.23) looks like it contributes
innocent (and convergent) further powers of x in the strong coupling expansion,
this analysis shows that it is really the next term in a trans-series expansion
(3.19). Similarly, the next term, ∆(5)(x,N), in the strong-coupling trans-series
(3.19) satisfies an inhomogeneous linear (Bessel) equation
∆′′(5) +
1
x
∆′(5) +
(
1− N
2
x2
)
∆(5) = h(5)(x,N) (3.25)
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Fig. 3.3: Comparison plots of the exact lnZ(x,N), with the trivial x2/4 term subtrac-
ted [solid blue curve], as a function of x, for N = 5, compared to successive
terms in the strong-coupling trans-series expansion. The red dashed curve in-
cludes just the first non-trivial term, from (3.18), while the black dot-dashed
curve includes also the next term in (3.24). The agreement is excellent in
the strong-coupling x→ 0 region, even in the transition region x ≈ N , and
improves progressively as more terms in the instanton sum are included.
with inhomogeneous term
h(5)(x,N) =
N2
x2
∆2(1)
(
∆3(1) + 3∆(3)
)− 2∆(1)∆′(1)∆′(3) + 3∆2(1)∆(3)
− (∆′(1))2 (∆3(1) + ∆(3)) (3.26)
The homogeneous part involves the Bessel operator, so the solution has the same
form as (3.22), but with the source term h(3)(x
′, N) replaced now by h(5)(x′, N)
from (3.26). Given ∆(5)(x,N), we can deduce the next contribution to the trans-
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series expansion for lnZ(x,N), as a nested integral. This structure clearly conti-
nues at higher orders: all higher terms of the strong-coupling trans-series (3.19)
can be written as solutions to an inhomogeneous Bessel equation, with source
terms expressed in terms of the previous trans-series solutions.
In general, this suggests expressing the strong-coupling trans-series as
∆(x,N) ∼
∞∑
k=1,3,5,...
(
ξ∆strong
)k
P
(k)
∆ (x,N) (JN(x))
k f
(k),∆
strong(x,N) (3.27)
in terms of odd powers of Bessel functions JN(x), multiplied by prefactors,
P
(k)
∆ (x,N), and convergent fluctuation factors, f
(k),∆
strong(x,N). Correspondingly, the
strong-coupling trans-series for lnZ(x,N) takes the form
lnZ(x,N) ∼ x
2
4
+
∞∑
k=2,4,6,...
(
ξZstrong
)k
P
(k)
Z (x,N) (JN(x))
k f
(k),Z
strong(x,N) (3.28)
in terms of even powers of Bessel functions JN(x), multiplied by prefactors,
P
(k)
Z (x,N), and convergent fluctuation factors, f
(k),Z
strong(x,N). This structure is
particularly well-suited for studying the large N ’t Hooft limit at strong-coupling,
as discussed below in Section 3.1.3.
3.1.3 Large N expansions for ∆(t, N) in the ’t Hooft limit
To generate the large N expansions in the ’t Hooft limit, we rescale the Rossi
equation (3.5) to express it in terms of the ’t Hooft parameter t = N
x
:
t2∆′′ + t∆′ +
N2∆
t2
(
1−∆2) = ∆
1−∆2
(
N2 − t2 (∆′)2
)
(3.29)
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The GWW phase transition in the large N limit can be seen directly in the
behavior of ∆(t, N) for large N . Figure 3.4 shows ∆(t, N) as a function of ’t
Hooft coupling t for various values of N : N = 5, 25, 50, 75, 100, 125, 150. We see
that as N →∞:
∆(t, N)
N→∞−−−−→

0 , t ≥ 1 (strong coupling)
√
1− t , t ≤ 1 (weak coupling)
(3.30)
This discontinuous derivative of ∆(t, N) at N =∞ and t = 1 is the signal of the
third-order phase transition of the GWW model. In the following sections I probe
analytically this change of behavior at finite N , in terms of the different structure
of the trans-series expansions for ∆(t, N) coming from the Rossi equation (3.29).
Large N expansions for ∆(t, N) at weak coupling: t < 1
At weak coupling, the leading largeN solution for ∆(t, N) is obtained algebraically
from the vanishing of the N2 terms in (3.29):
∆
t2
(
1−∆2) ≈ ∆
1−∆2 ⇒ ∆ ∼
√
1− t (3.31)
The fluctuations about this zero-instanton part of the weak-coupling large N
trans-series for ∆(t, N) are obtained by inserting an expansion of the form
∆(0)(t, N) =
√
1− t
∞∑
n=0
d
(0)
n (t)
N2n
(3.32)
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Fig. 3.4: The dependence of ∆(t,N) ≡ 〈detU〉 on the ’t Hooft coupling t, for various
values of N . The values of N plotted are N = 5, 25, 50, 75, 100, 125, 150,
with the black curves lowering monotonically towards the N = ∞ result in
(3.30). The red dashed curve shows the infinite N weak coupling form, while
at N =∞, ∆ vanishes at strong coupling, for all t ≥ 1.
which gives a recursive solution for the coefficient functions d
(0)
n (t). Matching
terms gives:
∆(0)(t, N) ∼ √1− t
(
1− 1
16
t3
(1− t)3
1
N2
− t
5(54 + 19t)
512(1− t)6
1
N4
− t
7(4500 + 5526t+ 631t2)
8192(1− t)9
1
N6
− . . .
) (3.33)
The non-perturbative large N instanton parts of the trans-series are then obtained
by inserting into the differential equation (3.29) the weak-coupling trans-series
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ansatz
∆(t, N) ∼
∞∑
k=0
(
ξ∆weak
)k
∆
(k)
weak(t, N)
∼ √1− t
∞∑
n=0
d
(0)
n (t)
N2n
− i√
2piN
ξ∆weak f
(1)(t)e−NSweak(t)
∞∑
n=0
d
(1)
n (t)
Nn
+ . . .
(3.34)
At leading order in ξ∆weak we obtain the following equations
t4 (S ′(t))2 = 4(1− t),
4t(1− t)
(
f
(1)
N (t)
)′
= (4− 3t)f (1)N (t)
(3.35)
which determine the weak-coupling action to be
Sweak(t) =
2
√
1− t
t
− 2 tanh−1 (√1− t) (3.36)
and the one-instanton prefactor to be
f (1)(t) =
1
2
t
(1− t)−1/4 (3.37)
The fluctuation terms in the large N expansion in this one-instanton sector are:
∞∑
n=0
d
(1)
n (t)
Nn
= 1+
(3t2 − 12t− 8)
96(1− t)3/2
1
N
+
(81t4 − 324t3 − 300t2 + 2892t− 836)
18432(1− t)3
1
N2
+. . .
(3.38)
Note that the perturbative fluctuation series (3.33) is a series in inverse powers
of N2, while the one-instanton fluctuation series (3.38) [and also all higher order
instanton fluctuation series] is a series in all inverse powers of N . This explains
the structure found in Section 2.1.2 for the partition function Z(t, N).
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Fig. 3.5: Ratio of the exact perturbative coefficients d(0)n (t) from (3.33), divided by
the resurgent large-order growth expression (3.39). Both plots are for t =
0.5, and include just the first term in (3.39) [blue circles] or the first two
terms [gold squares]. Both sequences have been accelerated using Aitken
Extrapolation.
The divergent weak-coupling large N expansions in (3.33, 3.38) also display
characteristic large order/low order resurgent behavior. For example, for a given
t < 1, the perturbative coefficients in (3.33) grow with order n as:
√
1− t d(0)n (t) ∼ −
√
2f (1)(t)
pi3/2
Γ(2n− 5
2
)
(Sweak(t))
2n− 5
2
[
1 +
(3t2 − 12t− 8)
96(1− t)3/2
Sweak(t)
(2n− 7
2
)
+ . . .
]
(3.39)
In this large-order behavior of the perturbative fluctuation coefficients (3.33) we
recognize the low-order coefficients of the one-instanton fluctuations, from (3.38).
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See Figure 3.5 for an illustrative plot. Similar relations connect the fluctuations
in higher order instanton sectors.
Large N expansions for ∆(t, N) at strong coupling: t > 1.
The leading strong-coupling contribution to ∆(x,N) is (3.17) [recall t ≡ N/x]:
∆(1)(t, N) ∼ JN
(
N
t
)
(3.40)
Thus, the largeN ’t Hooft limit at strong coupling is based on the Debye expansion
[106]
JN (N sechα) ∼ e
−N(α−tanhα)
(2piN tanhα)
1
2
∞∑
n=0
Un(cothα)
Nn
, (3.41)
where we identify 1
t
↔ sechα, and the polynomials Un(p) are generated by the
following recursion relation (with U0(p) ≡ 1):
Un+1(p) =
1
2
p2(1− p2)U ′n(p) +
1
8
∫ p
0
(1− 5t2)Un(t)dt (3.42)
In the strong coupling regime t > 1, and from (3.41) we identify the strong-
coupling large N action as (α− tanh α):2
Sstrong(t) = arccosh(t)−
√
1− 1/t2 (3.43)
2This differs by a factor of 2 from the strong coupling large N action normalization in [54],
because this is the action for the strong-coupling trans-series for ∆. In the corresponding strong-
coupling trans-series for Z or lnZ, these non-perturbative factors are squared [see, for example,
(3.28)], so the strong-coupling action is doubled. Our normalization convention is the same as
in [72,73].
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In fact, the Debye expansion (3.41) is derived by inserting a trans-series ansatz
JN(N/t) ∼ P (t, N) e−NSstrong(t)
∞∑
n=0
1
Nn
Un (q(t)) (3.44)
into the Bessel equation, and matching terms in order to determine the functi-
onal form of Sstrong(t), the prefactor P (t, N), and a recursive expression for the
fluctuation coefficients Un (q(t)), where q(t) =
t√
t2−1 .
We observe resurgent large order behavior in the coefficients Un(cothα) ≡
Un (q(t)), of the large N expansion (3.41), as they have large order growth as
n→∞ (for any given t > 1):
Un (q(t)) ∼ 1
2pi
(−1)n (n− 1)!
(2Sstrong(t))n
(
1 + U1 (q(t))
(2Sstrong(t))
(n− 1)
+ U2 (q(t))
(2Sstrong(t))
2
(n− 1)(n− 2) + . . .
) (3.45)
Analogous to the situation of resurgence in the Bessel function asymptotics in
(2.14), we observe the phenomenon of “self-resurgence”, whereby the large-order
growth (3.45) of the coefficients Un(q(t)) in the large N Debye expansion (3.41)
involves the same low-order coefficients: U0(q(t)), U1(q(t)), U2(q(t)), . . . , for any
given t > 1. This is illustrated in Figure 3.6.
The factor of 2 multiplying Sstrong(t) in the large-order behavior (3.45) im-
plies that the next term in the large N strong-coupling trans-series has exponential
factor exp(−3NSstrong(t)). Matching terms in the differential equation (3.29), we
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Fig. 3.6: Ratio of the exact perturbative coefficients Un(q(t)) from the Debye expan-
sion (3.41), divided by the resurgent large-order growth expression (3.45).
Both plots are for t = 1.4, and include just the first term in (3.45) [blue
circles] or the first two terms [gold squares].
find:
∆(t, N) ∼
√
t e−NSstrong(t)√
2piN (t2 − 1)1/4
∞∑
n=0
Un (q(t))
Nn
+
1
4(t2 − 1)
( √
te−NSstrong(t)√
2piN (t2 − 1)1/4
)3 ∞∑
n=0
U
(1)
n (q(t))
Nn
+O (e−5NSstrong(t))
(3.46)
where
U
(1)
0 (t) = 1 , U
(1)
1 (t) =
t− 6t3
8 (t2 − 1)3/2
, . . . (3.47)
Given the differential equation (3.29), it is straightforward to generate the fluctu-
ations about higher instanton sectors, producing a strong-coupling large N trans-
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series of the form
∆(t, N) ∼
∞∑
k=0
P(k)strong(t)
( √
te−NSstrong(t)√
2piN(t2 − 1)1/4
)2k+1
f(k)strong(t, N) (3.48)
in odd powers of the leading instanton factor, with prefactors and fluctuations at
each instanton order. This is consistent with the strong coupling form in (3.27).
Another interesting comparison consists of plotting the N dependence of the
first non-perturbative terms of the strong-coupling expansion (3.19), converted to
expressions as functions of t and N , rather than x and N . In Figure 3.7 I plot the
leading strong-coupling term ∆(1)(t, N) = JN(N/t) as a function of N , compared
with the exact ∆(t, N) from (3.1), for a fixed strong-coupling value: t = 3. There is
excellent agreement, even at N = 1, between the exact values (the black dots) and
the function ∆(1)(3, N) = JN(N/3) (solid blue curve). But in fact, this agreement
is not perfect: there is a tiny non-perturbative difference. Figure 3.8 compares the
difference, ∆(1)(3, N)−JN(N/3), with the next strong-coupling trans-series term,
∆(3)(3, N), from (3.22), with the conversion: x = N/3. The deviation is very
small, and again there is excellent agreement. This procedure can be continued
to higher order in the strong-coupling large N trans-series expansion.
3.1.4 Uniform Large N Strong Coupling Expansion for ∆(t, N)
The strong-coupling large N expansion in (3.46), based on the Debye expansion
(3.41) of the Bessel function JN(N/t), has the disadvantage that when truncated
at any finite order it diverges at t = 1, which is the N =∞ critical point. This is
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Fig. 3.7: The N dependence of the leading large N contribution JN (N/t) in (3.40) in
the strong coupling regime, plotted here as the solid blue curve for t = 3.
The black dots are the exact values from the determinant expression (3.1)
for ∆(t,N). Notice that the agreement appears to be excellent, but in fact
there are tiny non-peerturbative corrections, shown in Figure 3.8, coming
from the next term ∆(3) in the strong-coupling trans-series (3.19).
an unphysical divergence, associated with the Debye approximation itself, and it
persists for very large N . Physically, the full contribution to ∆(t, N) is finite and
smooth at t = 1, at any instanton order. But the fact that the strong coupling
trans-series (3.27,3.28) are expansions in powers of Bessel functions means that we
can interpret the phase transition as the coalescence of saddle points. Therefore,
this deficiency of the conventional large N expansion can be overcome by using a
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Fig. 3.8: The N dependence of the difference between ∆(t,N) and the leading large
N contribution JN (N/t) in the strong coupling regime, plotted here as the
solid blue curve for t = 3 using the next trans-series term ∆(3)
(
x = N3 , N
)
in (3.22). The black dots are the exact values for the difference: ∆(t,N)−
JN (N/t), with t = 3. Even at N = 1 the difference is tiny once we include
this next non-perturbative correction.
uniform large N expansion [107] for the Bessel functions:
JN (N/t) ∼
(
4ζ(1/t)
1− 1/t2
) 1
4
(
Ai
(
N
2
3 ζ(1/t)
)
N
1
3
∞∑
n=0
An(ζ(1/t))
N2n
+
Ai′
(
N
2
3 ζ(1/t)
)
N
5
3
∞∑
n=0
Bn(ζ(1/t))
N2n
) (3.49)
This large N expansion is valid uniformly in t, for all t ∈ (0,∞), including both
small t (weak coupling, 0 < t ≤ 1) and large t (strong coupling, 1 ≤ t < ∞). In
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(3.49), ζ(z) is defined as [107]:
ζ(z) =

(
3
2
(
ln
(
1+
√
1−z2
z
)
−√1− z2
))2/3
, 0 < z < 1
− (3
2
(√
z2 − 1− sec−1 z))2/3 , z > 1
(3.50)
and Ak(ζ) and Bk(ζ) are functions defined in [107], with A0(ζ) ≡ 1. Note that
ζ(z) is related to the strong coupling action (3.43) as:
Sstrong(t) ≡ 2
3
(
ζ
(
1
t
))3/2
, t ≥ 1 (3.51)
Also note that for large argument, Ai′(x) ∼ −√xAi(x), so the second sum term
in (3.49) could be re-expanded amd combined with the first sum, giving inverse
odd powers of N in the large N expansion.
Figure 3.9 shows the Bessel function J5(5/t) as a function of the ’t Hooft
coupling t, compared with the leading term (A0(ζ) = 1) of the uniform large N
expansion (3.49), and with the leading terms of the Debye large N expansion
[106]. The leading uniform approximation is indistinguishable from the exact
function, while the Debye large N expansion diverges at t = 1. And this plot is
for the very small value of N = 5. In fact, the agreement of the uniform large
N approximation to the Bessel function is remarkably good even for N = 1 or
N = 2. On the other hand, the divergence of the Debye expansion at t = 1
is responsible for an un-physical divergence as t → 1+ for ∆(t, N), as plotted
in Figure 3.10. Figure 3.10 shows that the weak-coupling large N expansion
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Fig. 3.9: The exact Bessel function J5(5/t) as a function of t [blue solid curve], compa-
red with the leading term of the uniform expansion (3.49) [red dashed curve].
The curves are indistinguishable in this plot. The black dotted curves show
the leading terms of the Debye expansion [106], which diverge at t = 1.
This divergence is an artifact of the Debye approximation and is responsible
for the unphysical divergence of the conventional large N approximation at
t = 1, shown in Fig. 3.10.
for ∆(t, N) also diverges as t → 1−, from the weak-coupling side, where we have
plotted the leading large N contribution from the weak-coupling expression (3.33).
These divergences persist at large N . In contrast, the uniform approximation is
smooth through the transition, and even the leading term is remarkably accurate
at t = 1.
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Fig. 3.10: Plot of ∆(t,N) for N = 5, as a function of the ’t Hooft coupling t, showing
the unphysical divergence of the usual large N expansion approximations
at the critical value of t = 1. The solid blue curve is the exact result. The
full strong-coupling one-instanton approximation, ∆(1)(t,N) = JN (N/t),
and its uniform large N approximation, are shown in the blue and red
dashed curves, which are indistinguishable. Note that the strong-coupling
one instanton approximation does not diverge at the critical point t = 1,
and is very accurate in the vicinity of the GWW transition point at t = 1.
These un-physical divergences (at t = 1) of the conventional large N ap-
proximations for ∆(t, N) are inherited by the analogous conventional large N
approximations for physical quantities such as the free energy, lnZ(t, N), and the
specific heat, which are discussed below in the Section A. In Section 3.3 I show
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how the uniform large N approximation (3.49) can be applied to Wilson loop
expectation values.
3.2 Matching finite N trans-series to the double-scaling limit
3.2.1 Coalescence of Painleve´ III to Painleve´ II
In standard form [101], the Painleve´ II and III equations read:
Painleve´ II:
d2W
dχ2
= 2W 3 + χW + a (3.52)
Painleve´ III:
d2w
dz2
=
1
w
(
dw
dz
)2
− 1
z
dw
dz
+
αw2 + β
z
+ γ w3 +
δ
w
(3.53)
The coalescence of the Painleve´ III equation to the Painleve´ II equation is achieved
by rescaling the variable z, the function w(z), and the parameters (α, β, γ, δ) and
(a) in a correlated manner [101]:
z = 1+2χ ; w = 1+2W ; α = − 1
26
; β =
1
26
+
2a
3
; γ =
1
46
= −δ
(3.54)
Then in the limit → 0, the Painleve´ III equation (3.53) reduces to the Painleve´
II equation (3.52). Since the Rossi equation (3.5) for ∆(x,N) is directly related
to the Painleve´ III equation, we can use this same coalescence rescaling (3.54) in
the Rossi equation (3.5), in order to probe more finely the vicinity of the GWW
phase transition at tc = 1. I define a new new variable κ and a new function W (κ)
by:
t = 1 +
1
N2/3
κ ; ∆(t, N) =
t1/3
N1/3
W (κ) (3.55)
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which effectively uses the N → ∞ limit as the  → 0 limit. The parameter
κ measures the deviation from the critical ’t Hooft coupling, tc = 1, rescaled
by N−2/3. Then it is straightforward to check that the t form (3.29) of Rossi’s
equation reduces as N → ∞ to the Painleve´ II equation (3.52) with parameter
a = 0, and with the argument κ and function W (κ) each rescaled by a factor of
21/3:
(3.29) −→ d
2W
dκ2
= 2W 3(κ) + 2κW (κ) (3.56)
This coalescence limit is precisely the double-scaling limit [22,23,32], in which we
zoom in on the region close to the critical point tc = 1, scaled by the factor
1
N2/3
.
With the conventions here, the weak-coupling (t < 1) side of the double-
scaling limit is κ < 0, and the strong-coupling (t > 1) side is κ > 0, with the
GWW phase transition occurring at κ = 0.3 It is well known that the character
of the Hastings-McLeod solution to Painleve´ II changes at κ = 0 [54, 102, 103].
See for example the illustrative plots at [108].
3.2.2 Matching to the Double-scaling region from the weak-coupling
side: t→ 1−
Approaching the GWW phase transition from the weak-coupling side, as t → 1
from below, in the double-scaling limit (3.55) with N → ∞, the leading term
3This differs in sign from the convention in [54], but matches the NIST convention for the
Painleve´ II equation [108].
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(3.33) of the large N trans-series for ∆(t, N) scales as (recall that κ < 0 at weak
coupling):(
N
t
)1/3
∆
(0)
weak(t, N)
∼
(
N
t
)1/3√
1− t
(
1− 1
16
t3
(1− t)3
1
N2
− 1
512
t5(54 + 19t)
(1− t)6
1
N4
+O
(
1
N6
))
∼√−κ
(
1− 1
16 (−κ)3 −
73
512 (−κ)6 − . . .
)
(3.57)
This agrees (see for example equation (4.1) in [47], or equation (4.45) in [54]) with
the leading perturbative term in the weak-coupling trans-series expansion of the
double-scaling limit solution to the Painleve´ II equation (3.56). Similarly, the first
non-perturbative term in the weak-coupling trans-series expansion (3.34) scales
as (
N
t
)1/3
∆
(1)
weak(t, N)
∼−
(
N
t
)1/3
i
2
√
2piN
t
(1− t)1/4 e
−NSweak(t)
(
1 +
1
96
(3t2 − 12t− 8)
(1− t)3/2
1
N
+
1
18432
(81t4 − 324t3 − 300t2 + 2892t− 836)
(1− t)3
1
N2
+ . . .
)
∼− i
2
√
2pi
1
(−κ)1/4 e
− 4
3
(−κ)3/2
(
1− 17
96 (−κ)3/2 +
1513
18432 (−κ)3 − . . .
)
(3.58)
Here I have used the fact that in the t→ 1− and N →∞ double-scaling limit the
weak-coupling action (3.36) behaves as
Sweak(t) ∼ 2
√
1− t+ ln
(
1−√1− t
1 +
√
1− t
)
+ . . . , t→ 1−
∼ 4
3
(−κ)3/2
N
+ . . . (3.59)
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Expression (3.58) agrees with the leading one-instanton term in the weak-coupling
trans-series expansion of the (appropriately scaled) double-scaling solution to the
Painleve´ II equation: see for example equation (4.2) in [47], or equation (4.52)
in [54].
In fact, the correspondence of these and all higher trans-series terms follows
immediately from the coalescence reduction of the Rossi equation (3.29) to the
Painleve´ II equation (3.56). Thus, we see that the weak-coupling trans-series
expansion (3.34) for ∆(t, N), which is valid for all ’t Hooft coupling t < 1, and
for all N , matches smoothly to the weak-coupling trans-series expansion for the
double-scaling solution W (κ) to the Painleve´ II equation (3.56), in the weak-
coupling κ < 0 region.
3.2.3 Matching to the Double-scaling region from the
strong-coupling side: t→ 1+
On the strong-coupling side of the GWW phase transition, the leading term (3.17)
of the trans-series expression for ∆(t, N) is a Bessel function: ∆(t, N) ∼ JN
(
N
t
)
.
In the largeN double-scaling limit (3.55) this reduces to a (re-scaled) Airy function
due to the identity [109]:
lim
N→∞
JN(N −N1/3κ) =
(
2
N
)1/3
Ai
(
21/3κ
)
(3.60)
Allowing for the rescaling of the argument and function by 21/3 in (3.56), this shows
that the choice of multiplicative constant ξ∆strong = 1 in (3.17) coincides precisely
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with the choice of multiplicative constant to be the identity in the Hastings-
McLeod solution of the standard Painleve´ II equation [102,103,108].
This is also consistent with the large N expansion for ∆(t, N) in (3.46).
Expanding the strong-coupling action Sstrong(t) in (3.43) near the transition region
t→ 1+ (note that κ > 0 in the strong-coupling region):
Sstrong(t) ∼ 2
√
2
3
(t− 1)3/2 + . . .
∼ 1
N
2
√
2
3
κ3/2 − . . . (3.61)
Therefore, the leading large N behavior in (3.46) yields(
N
t
)1/3
∆(1)(t, N) ∼
(
N
t
)1/3
1√
2piN
√
t
(t2 − 1)1/4 e
−NSstrong(t)
∼ 1√
2pi(2κ)1/4
exp
[
−2
√
2
3
κ3/2
]
∼ 21/3 Ai (21/3 κ) (3.62)
which is the leading large κ behavior of the Hastings-McLeod solution to the
scaled Painleve´ II equation (3.56). Furthermore, the sub-leading strong-coupling
trans-series term in (3.46) yields(
N
t
)1/3
∆(3)(t, N) ∼
(
N
t
)1/3
1
4(t2 − 1)
(
1√
2piN
√
t
(t2 − 1)1/4 e
−NSstrong(t)
)3
∼ 1
4 (2pi)3/2(2κ)7/4
exp
[
−2
√
2κ3/2
]
∼ 1
4κ
(
Ai
(
21/3 κ
))3
(3.63)
in agreement with the next term in the trans-series expansion of the Hastings-
McLeod solution [102,103] on the strong-coupling side.
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Fig. 3.11: All physical quantities have the usual trans-series structure with exponen-
tially small instanton contributions e−NS on either side of the critical point
tc = 1. Close to the critical point and in the double scaling limit, these
terms reduce to Airy functions and match smoothly across the transition.
The calculations in this section show that this behavior is consistent with
the fact that in the double scaling limit the system is described by Painleve´
II equation.
Thus the strong-coupling trans-series for ∆(t, N), valid for all N and all
t > 1 on the strong-coupling side of the GWW phase transition, matches smoothly
to the double-scaling limit form of the strong-coupling trans-series expansion for
the solution to Painleve´ II. See Figure 3.11 for a quick overview of the trans-series
structure in the double scaling limit.
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3.2.4 Instanton condensation
As we approach the GWW phase transition, either from the strong-coupling or
weak-coupling side, the large N approximation trans-series expansions (3.34) and
(3.46) break down numerically. This is in part because the relevant instanton fac-
tors, e−N Sstrong(t) and e−N Sweak(t), approach 1 and so are no longer exponentially
small. Physically, this is the phenomenon of “instanton condensation” [37, 110],
whereby the one-instanton approximation is no longer a good approximation, re-
quiring the treatment of all instanton orders. But the breakdown of the large N
expansion at t = 1 is also because the prefactor terms diverge as t → 1. This
means we must have a better treatment of the fluctuations about the instanton
factors, as well as the full effect of multi-instanton interactions at higher instan-
ton order. In the case of the GWW model we can probe this condensation in
great detail on the strong coupling side of the transition because we have simple
closed-form expressions, in terms of Bessel functions, for the various orders of the
instanton expansion. While (3.46) is indeed the structure of the strong-coupling
large N trans-series as t→∞, we also know the structure of the strong-coupling
large N trans-series for all t ≥ 1. The leading one-instanton term (3.40) is exactly
∆(1)(t, N) = JN(N/t), while the next three-instanton term is exactly ∆(3)(t, N)
given in (3.22), with the replacement x→ N/t. This is illustrated in Figure 3.12,
where we see that the one-instanton and three-instanton terms ∆(1)(t, N), and
∆(3)(t, N), give an excellent approximation to ∆(t, N), all the way down to the
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Fig. 3.12: The t dependence of ∆(t,N) [blue curve] and the leading strong-coupling
large N contribution ∆(1)(t,N) = JN (N/t) [red dashed curve] in the strong
coupling regime at N = 5. The black dot-dashed curve includes the three-
instanton contribution ∆(3)(t,N) in (3.23). The agreement is excellent,
even at the N =∞ GWW transition point t = 1. The dotted grey curves,
which diverge at the transition point, show the leading instanton terms in
the conventional large N strong-coupling expansion in (3.46), which has
effectively used the Debye expansion for the Bessel functions appearing in
(3.17) and (3.23).
transition point at t = 1, and even below [compare with Figure 3.10 which shows
the leading instanton terms]. In fact, the agreement at the transition point t = 1 is
better than 3.4% with just the leading term, and better than 0.1% when the next
term is included. See Figure 3.13. On the other hand, the corresponding terms
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from the usual large N expansion (3.46) diverge as we approach t = 1 from above,
as shown in Figure 3.12. Thus we can view ∆(1)(t, N) as the full one-instanton
expression, including fluctuations, and ∆(3)(t, N) as the full three-instanton ex-
pression, including fluctuations and interactions. A non-trivial consistency check
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Fig. 3.13: The N dependence of the ratio of ∆(N,N), the exact value at the
GWW transition point, to the leading one-instanton strong-coupling
large N contribution ∆(1)(N,N) = JN(N) [blue circles], and then
including also the three-instanton contribution ∆(3)(N,N) [red circles]
in (3.22). The agreement is excellent, even at small values of N .
is that we can evaluate ∆(x = N,N) from the explicit determinant expressions
(3.1), and verify that at the GWW transition point, t = 1, the limit
(
N
2
)1/3
∆(N,N)→ 0.36706155... (3.64)
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which is the numerical value of the Hastings-McLeod solution W (κ) at κ = 0,
scaled by the appropriate factor of 2−1/3 [102,103,111,112].
This condensation phenomenon can be probed even more precisely very close
to the transition point using the double-scaling limit. Analogous to the above
interpretation for ∆(t, N), we can consider W (κ) in the vicinity of the transition
point at κ = 0. The standard weak-coupling and strong-coupling trans-series
expansions diverge at κ = 0 for the same reason: the exponential factors are
no longer small, and also the prefactors diverge. On the strong-coupling side we
can uniformize this behavior by regarding the Airy functions Ai(κ) as the basic
trans-series building blocks, much as the Bessel functions JN(N/t) are the basic
trans-series building blocks at finite N [see equation (3.27)].
In order to facilitate comparison with numerical results, we consider the
Painleve´ II equation with its conventional normalization (3.52), and with a = 0.
Then, write a trans-series expansion in the strong-coupling (χ > 0) region:
W (χ) ∼
∑
k=1,3,5,...
(
ξWstrong
)k
W(k)(χ) (3.65)
where the physical Hastings-McLeod solution has the trans-series parameter ξWstrong =
1. Expanding in instanton order, we find:
W(1)(χ) = Ai(χ) (3.66)
W(3)(χ) = 2pi
(
Ai(χ)
∫ ∞
χ
Bi(χ′)Ai3(χ′) dχ′ − Bi(χ)
∫ ∞
χ
Ai4(χ′) dχ′
)
(3.67)
Remaining terms can be generated by iterating the integral equation form of the
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Painleve´ II equation:
W (χ) = Ai(χ) + 2pi
∫ ∞
χ
[Ai(χ)Bi(χ′)− Ai(χ′)Bi(χ)]W 3(χ′) dχ′ (3.68)
In Figure 3.14 we plot the contributions of the first two instanton terms,
W(1)(χ) and W(3)(χ) in (3.67), compared to the exact numerical solution. The
agreement is excellent throughout the strong coupling, χ > 0, region, all the way
down to the transition point at χ = 0. Indeed, we can evaluate at χ = 0, to find4
W(1)(0) = Ai(0) =
1
32/3 Γ
(
2
3
) ≈ 0.355028054... (3.69)
W(3)(0) = 2pi
(
1
24pi
Ai(0)− ln 3
24pi2
Bi(0)
)
=
31/3pi − 35/6 ln 3
36pi Γ
(
2
3
) ≈ 0.011665728...
(3.70)
Therefore, taking into account the first two instanton orders of the trans-series
(3.65) yields an approximation:
W (0) ≈ W(1)(0) +W(3)(0) = 0.366693782... (3.71)
which agrees to better than 0.1% precision with the actual numerical Hastings-
McLeod solution value [111,112], W (0) = 0.367061552... . Similarly, the derivative
at χ = 0 is approximated well by the first two terms of the uniformized instanton
(trans-series) expansion (3.65):
W ′(0) ≈ Ai′(0) + 2pi
(
1
24pi
Ai′(0)− ln 3
24pi2
Bi′(0)
)
= −13× 3
2/3pi + 37/6 ln(3)
36piΓ
(
1
3
) ≈ −0.293451526... (3.72)
4We have used the integrals:
∫∞
0
Ai4(χ) dχ = ln 324pi2 , and
∫∞
0
Bi(χ)Ai3(χ) dχ = 124pi .
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Fig. 3.14: Illustration of the instanton condensation phenomenon for the Painleve´ II
equation, which characterizes the immediate vicinity of the GWW phase
transition. The solid blue curve is the exact (numerical) solution of the
Hastings-McLeod solution to the Painleve´ II equation (3.52), (with para-
meter a = 0). The red dotted curve is the uniformized leading instanton
contribution W(1)(χ) = Ai(χ), and the black dashed curve includes also the
uniformized three-instanton contribution in (3.67). The horizontal grey line
is the numerical value citehastings,rosales,spohn,fornberg at the transition
point χ = 0: W (0) = 0.36706155, which agrees to 0.1% precision with
the first two terms of the trans-series (3.65). The dotted green line, which
diverges at the transition point, is the conventional leading one-instanton
approximation, from the leading large χ behavior of the Airy function.
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compared to the precise numerical value W ′(0) = −0.295372105... [111,112].
3.3 Uniform Large N Expansion for Wilson Loops
Wilson loop expectation values in the GWW model can also be expressed in terms
of the function ∆(x,N) ≡ 〈det U〉 defined in (3.1). For example, the (normalized)
one-winding Wilson loop is
W1(x,N) ≡ 1
N
∂
∂x
lnZ(x,N) (3.73)
=
x
2N
− 2
Nx
σN (3.74)
=
x
2N
− x
2N
(
∆2(x,N)− (1−∆2(x,N))∆(x,N − 1) ∆(x,N + 1))
(3.75)
Here we have used the relations (2.32, 2.33) between the partition function
Z(x,N) and σN , and the relation (3.7) between σN and ∆(x,N). This means
we can immediately deduce trans-series expansions for the Wilson loop from the
trans-series expansions for ∆(x,N), described in Section 3.1. For example, using
the leading instanton strong coupling expression for ∆(x,N) ≈ JN(x) in (3.17),
we deduce a simple strong coupling approximation for the Wilson loop (recall
t = gN/2 = N/x)
W1(t, N)
∣∣∣strong ≈ 1
2t
− 1
2t
(
J2N(N/t)− JN−1(N/t)JN+1(N/t)
)
=
1
2t
− 1
2t
(
(1− t2)J2N(N/t) + (J ′N(N/t))2
)
(3.76)
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Fig. 3.15: The solid blue curve shows the Wilson loop W1(t,N) as a function of ’t
Hooft coupling t, with N = 5. The red solid curve is the leading strong
coupling approximation in (3.76), for which the uniform strong coupling
approximation (3.78) is indistinguishable. The grey and black dashed lines
show the leading terms of the conventional large N approximations for the
weak and strong coupling regimes, respectively. Note that the conventional
large N approximations diverge at t = 1, while the uniform approximation
is smooth and in excellent agreement with the exact result, even at this
small value of N .
The first term is the familiar perturbative expression at strong coupling [recall
that the strong coupling large N expansion truncates after just one term]. The
second term is the full leading instanton contribution, with all fluctuation factors
resummed to all orders. Expanding the Bessel functions according to the Debye
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expansion (3.41) leads to the usual leading instanton expression at large N (see
[72,73]), which diverges at t = 1 when truncated at any fluctuation order:
W1(t, N)
∣∣∣strong
largeN
≈ 1
2t
+
e−2NSstrong(t)
4piN2
(
t
1− t2 +
1
12N
t2(3 + 14t2)
(t2 − 1)5/2 +O
(
1
N2
))
(3.77)
On the other hand, the uniform large N approximation introduced in Section 3.1.4
leads to a uniform large N approximation for W1(t, N) (I use also the uniform
approximation for J ′N(N/t) at [107]):
W1(t, N)
∣∣∣strong
uniform large N
≈ 1
2t
+
√
t2 − 1
√
ζ(1/t)
[(
Ai
(
N2/3ζ(1/t)
))2
N2/3
− 1
N4/3
(
Ai′
(
N2/3ζ(1/t)
))2
ζ(1/t)
+
Ai
(
N2/3ζ(1/t)
)
Ai′
(
N2/3ζ(1/t)
)
2N2
(
2t
(t2 − 1)3/2√ζ(1/t) − 1ζ2(1/t)
)
+ . . .
]
(3.78)
This uniform approximation is indistinguishable from the Bessel expression
(3.76) even for very small N , and both are in excellent agreement with the exact
result even through the transition point. This is illustrated in Figure 3.15. Furt-
hermore, it is a non-trivial check that the uniform approximation (3.78) reduces
to the Debye large N expansion in (3.77) if we expand the Airy functions at large
N , in which case all the ζ dependence in the fluctuation terms cancels.
This analysis of Wilson loops in terms of the function ∆(t, N) extends also
to higher winding Wilson loops. It is interesting to compare with the recent large
N instanton computations in [72,73] for these higher winding Wilson loops. Using
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the results of [79] higher winding Wilson loops are related to W1. For example
(see [73]), for the double-winding Wilson loop:
W2(x,N) ≡ 1
N
〈tr (U2)〉 = 1− 2N
x
W1(x,N) (3.79)
Therefore, (3.75) implies that W2 can also be expressed in terms of ∆:
W2(x,N) = 4
x2
σN = ∆
2(x,N)− (1−∆2(x,N))∆(x,N − 1) ∆(x,N + 1) (3.80)
Thus, the leading strong coupling approximation for W2(x,N) is already an
instanton effect:
W2(t, N)
∣∣∣strong ≈ J2N(N/t)− JN−1(N/t)JN+1(N/t) (3.81)
This is the full leading instanton contribution at strong coupling, with all fluctu-
ation factors resummed in closed form. This is plotted in Figure 3.16, showing
excellent agreement, in contrast to the standard large N approximations which
diverge at the transition point. The leading uniform large N approximation, using
the uniform approximation for the Bessel functions in the two-instanton contri-
bution (3.81), is indistinguishable from the Bessel function expression.
Similarly, all higherWp(x,N) may be expressed in terms of ∆(x,N), and the
trans-series expressions for ∆(x,N) in Section 3.1 produce corresponding trans-
series expressions for the winding Wilson loops. The Wilson loop W4(x,N) has
been studied in [73], where it is expressed in terms of W1(x,N) as:
W4(x,N) = 1 + 4N
2
x2
+
8
x2
−
(
8N
x
+
8N3
x3
+
28N
x3
)
W1 + 12N
2
x2
W21 +
12N
x2
∂
∂x
W1
(3.82)
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Fig. 3.16: The solid blue curve shows the Wilson loop W2(t,N) as a function of ’t
Hooft coupling t, with N = 5. The red solid curve is the leading strong
coupling approximation in (3.76), for which the uniform strong coupling
approximation is indistinguishable. The grey and black dashed lines show
the leading terms of the conventional large N approximations for the weak
and strong coupling regimes, respectively. Note that the conventional large
N approximations diverge at t = 1, while the uniform approximation is
smooth and in excellent agreement with the exact result, even at this small
value of N .
Using the leading strong coupling instanton approximation (3.76) forW1 we obtain
the leading instanton approximation for W4
W4(x,N)
∣∣∣strong ≈ (4N2 − 2x2 + 8) JN(x)2 + 2 (x2 − 2 (N2 + 5)) JN−1(x)JN+1(x)
x2
(3.83)
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Fig. 3.17: The solid blue curve shows the exact numerically calculated Wilson loop
W4 as a function of the inverse ’t Hooft coupling 1/t ≡ x/N , compared to
W4 calculated from the strong coupling expansion for ∆ (3.19). The large
dashed red curve (with ∆ ≈ ∆(1)) and medium dashed green curve (with
∆ ≈ ∆(1) + ∆(3)), show the leading and also subleading strong coupling
instanton contributions. These agree well with the exact result all the way
to the transition point at x = N . The black curves with medium and small
dashes show W4 calculated from the one-instanton series in the large N
strong coupling expansion (3.46), with just the leading term and the first
five terms (see equation (4.8) in citeAlfinito:2017hsh), respectively. All
quantities are calculated at N = 5.
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Fig. 3.18: The solid blue curve shows the exact numerically calculated Wilson loop
Wˆ4 ≡ 4piN2e2NSstrongW4 as a function of the inverse ’t Hooft coupling 1/t ≡
x/N . Compare with Figure 1 of [73]. The large dashed red curve shows Wˆ4
calculated from the leading approximation for ∆ in (3.19) (∆ ≈ ∆(1)). This
leading approximation is excellent all the way to the transition point at x =
N . The black curves with medium and small dashes show Wˆ4 calculated
from the one-instanton series in the large N strong coupling expansion
(3.46) with just the leading term and the first five terms, respectively (see
for example, expression (4.8) in [73]). The latter plot agrees well at very
small x (very strong coupling) but diverges well before the transition point.
which can be written in terms of the ’t Hooft coupling as:
W4(t, N)
∣∣∣strong ≈ −2(1− 2t2 − 4t2
N2
)
J2N
(
N
t
)
+ 2
(
1− 2t2 − 10t
2
N2
)
JN−1
(
N
t
)
JN+1
(
N
t
) (3.84)
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These expressions includes all fluctuations in this instanton sector, resummed to
all orders. In Figure 3.17 we plot W4(x,N) for N = 5, comparing the exact
result, from equations (3.82) and (3.75), with the leading instanton contribu-
tion (3.83). I also plot the expression including the effect of the next instanton
term ∆(3)(x,N) from the strong-coupling trans-series (3.19) for ∆(x,N). The
black dotted and dashed curves show the conventional large N approximation,
including just the leading fluctuation term, or also including five fluctuation
terms: see expression (4.8) in [73]. The approximation (3.83), and its uniform
large N approximation, are much better, all the way to the transition point
x = N . We can also compare directly to Figure 1 of [73]: Figure 3.18 shows
a log plot of the Wilson loop W4(x,N) with its exponential prefactor removed:
Wˆ4(x,N) ≡ 4piN2e2NSstrongW4(x,N). Notice that including the higher 1N cor-
rections improves the agreement at strong coupling (small x/N) but yields worse
agreement near the transition point x = N . On the other hand, using just the lea-
ding instanton expression (3.76) forW1(x,N) in the expression (3.82) forW4(x,N)
produces much better agreement all the way to x = N . The leading large N uni-
form approximation is indistinguishable, already for N = 5, with even better
accuracy at larger N .
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3.4 β function
The string tension Ts in the 2D lattice gauge theory is given by [22]
Ts = − 1
a2
lnW1(t, N) (3.85)
where a is the lattice spacing. If we demand that the string tension be constant
upon varying a and the coupling t together, then t becomes a running coupling
t(a). This allows us to define a β function, and it has the following form:
β(t, N) = −∂t(a)
∂ ln a
= −2
(
∂
∂t
ln lnW1(t, N)
)−1
(3.86)
Just like the Wilson loop W1, the β function inherits the trans-series structure of
∆, and exhibits similar resurgent behavior. The exact trans-series expressions in
any of the regimes can be obtained by simply plugging the relevant trans-series
expression for ∆ into (3.86). The exact large N limit of the β function can be
obtained from the large N limit of the ∆ function.
β(t, N)
N→∞−−−−→

4
(
1− t
2
)
ln
(
1− t
2
)
, t < 1 (weak coupling)
−2t ln (2t) , t > 1 (strong coupling)
Figure 3.19 shows behavior of β function at finite N and at N = ∞. The kink
at t = 1 signals a third order phase transition, and it is present only in the exact
N → ∞ limit. The β function is negative for all N and t, and thus there is no
confinement-deconfinement transition. The dashed curves are the strong coupling
and weak coupling large N limits of β function extrapolated to the entire t axis.
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Fig. 3.19: Comparison of β function in the large N limit and at finite N (= 3). The
kink at t = 1 is absent for any finite N and develops only in the exact
N →∞ limit. The dashed lines are extrapolations of the strong and weak
coupling large N limits. Compare with FIG. 1. of [22]
These curves intersect the t-axis, unlike the correct finite or large N curves. A
naive extrapolation of, for instance, the weak coupling large N form of β function
would imply the existence of a confining phase for t < 0.5, but we know from
explicit computations that β(t, N) < 0 for any N and t > 0, and thus there is no
de-confining phase for any non-zero t.
3.5 Chapter Conclusions
In this chapter I have decoded the full trans-series expansions for the partition
function in all regimes. I have studied in detail how the trans-series structure
changes as the coupling g and gauge index N are varied. The trans-series has a
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very different form in the different parameter regions, and in different limits. The
appearance of trans-series expansions are often thought to be a ‘consequence’ of
divergent perturbative expansions. However, the fixed N strong coupling expan-
sion in the GWW model is convergent and still has a non-perturbative instanton
expansion as a trans-series. The fact that resurgent relations, connecting the fluc-
tuation expansions about different non-perturbative sectors in the trans-series,
appear at finite N is a simple consequence of the fact that the partition function
Z(x,N) (where x = 2/g is the inverse coupling variable) satisfies an (N+1)th order
linear differential equation with respect to x. To probe the transition to the large
N limit I used the Tracy-Widom mapping to connect the GWW model partition
function to solutions of simple nonlinear ordinary differential equations with re-
spect to x, with N appearing as a parameter in the equation. This is a non-linear
analogue of the reduction of the Bessel equation to the Airy equation. Having
an explicit differential equation permits straightforward algorithmic generation
of trans-series expansions. The large N trans-series have a different form, and
different actions, in the weak coupling and strong coupling phases, and in each
phase there are resurgent relations between different non-perturbative sectors.
The Painleve´ III differential equation leads to a uniform large N approximation
which connects accurately and smoothly to the exact solution even in the imme-
diate vicinity of the transition point. I explored implications of this uniform large
N approximation for winding Wilson loops. The uniform large N approximation
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identifies the GWW phase transition as the merging of saddle points, and it would
be interesting to understand this in more physical detail in terms of semiclassical
saddle configurations, especially in associated finite N gauge theories.
Chapter 4
Ginzburg-Landau analysis of the Gross-Neveu model
4.1 Introduction
The Gross-Neveu model is a QFT with Nf flavors of massless fermions with a
four-fermion interaction term [113]:
L = ψ¯ai/∂ψa + g
2
2
(ψ¯aψa)
2, a = 1, 2, .., Nf (4.1)
Despite its simplicity, the 1+1 dimension version of the theory (which we will refer
to as GN2 from here on) possesses several interesting properties in the limit Nf →
∞. The theory shares several important features with Quantum Chromodynamics
(QCD), such as asymptotic freedom, renormalizability and dynamical breakdown
of the discrete chiral symmetry (ψ → γ5ψ). The latter is responsible for giving a
dynamical mass to the otherwise massless fermions.
We can rewrite the Lagrangian of the theory in terms of an auxiliary field
φ by means of a Hubbard-Stratanovich transformation
L = ψ¯a
(
i/∂ − φ)ψa − 1
2g2
φ2. (4.2)
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The auxiliary field φ satisfies a consistency condition in the limit Nf →∞:
φ = −g2〈ψ¯aψa〉. (4.3)
This suggests a physical interpretation of φ as a bosonic condensate. As evident
from the kinetic part of the Lagrangian, this condensate acts as a mass term and
breaks the discrete chiral symmetry (ψ → γ5ψ under which ψ¯ψ → −ψ¯ψ). Since
the Lagrangian (4.2) is quadratic in ψ, we can integrate out the fermionic fields
to find the effective action
Seff[φ] = − 1
2g2Nf
∫
d2x φ2 − i ln det (i/∂ − φ) (4.4)
In the limit Nf → ∞ the theory is explored by solving a gap equation, which is
just the extremum condition for the effective action with respect to φ :
δSeff
δφ
= 0 =⇒ 1
g2Nf
φ+ i
δ
δφ
ln det
(
i/∂ − φ) = 0. (4.5)
For equilibrium thermodynamics, only static condenstates are considered: φ =
φ(x). Early work on the phase diagram of the model [118] assumed a spatially
homogeneous condensate, i.e. ∂xφ = 0. With this assumption, the effective action
can also be obtained by rearranging the perturbative expansion for the partition
function as series in powers of 1/Nf . The same assumption also simplifies what is
otherwise a much harder problem to solve, but misses several important features of
the correct phase diagram. It was comparatively recently that the phase diagram
was worked out without resorting to this assumption [115, 120]. In [120], the
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phase diagram is obtained via a relativistic Hartree-Fock approach.In [115] the
phase diagram is worked out by directly solving the gap equation 4.5. These two
approaches are equivalent. See [117] for a review. In the following, we use results
and notation borrowed from [115] with minor alterations.
The most general solution to the gap equation (4.5) is
φ(x;λ, ν) = λ
√
ν sn(λx; ν). (4.6)
where sn is the Jacobi elliptic sine. The scale parameter λ sets the size/amplitude
of the condensate, while the elliptic parameter ν governs the shape of the conden-
sate. See Fig. 4.1. The fact that the solution of the gap equation depends on only
two parameters λ and ν is remarkable, given the fact that the gap equation is a
functional equation. The existence of such a simple solution is a result of certain
integrability properties of the GN2 gap equation [125,126].
We can frame the problem of solving the gap equation in an alternate way.
In the semi-classical regime, the per-flavor grand canonical potential (GCP) Ψ
is just the effective action Seff[φ(x)] times the temperature, with the condensate
constrained to being static. Thus, solving the gap equation (4.5) is equivalent to
minimizing the GCP with respect to φ(x). The GCP, in terms of the density of
states ρ(E), is given by
Ψ[T, µ;φ(x)] = −T
∫ ∞
−∞
dE ρ(E) ln
(
1 + e−(E−µ)/T
)
+
1
2Nf g2P
∫ P
0
dx (φ(x))2
(4.7)
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Fig. 4.1: The Jacobi sine function sn(x; ν) for several values of the elliptic parameter
ν. The period increases with ν and at ν = 1 the function loses its periodicity
and tends to a constant for large values of |x|.
where P is the period of the condensate φ(x) 1. This can be renormalized to
[113–115,120]
Ψ[T, µ;φ(x)] = −T
∫ ∞
−∞
dE ρ(E) ln
(
1 + e−|E−µ|/T
)
+
∫ µ
−Λ
2
−Z(ν)
Λ
dE ρ(E)(E − µ)
+
Λ2
8pi
+
Λµ
2pi
+
Z(ν)
2pi
ln Λ.
(4.8)
Here
Z(ν) =
4
(1 +
√
ν)
2
1
P
∫ P
0
dx (φ(x))2 (4.9)
and Λ is the UV cut-off. The GCP depends on the condensate φ(x) through the
1For φ given by (4.6) the period is 4K(ν)/λ.
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density of states ρ, which for the solution (4.6) takes the form
ρ(E) =
1
pi
4E2 + λ2
(
1− ν − 2E(ν)
K(ν)
)
√(
4E2 − λ2 (1 +√ν)2
)(
4E2 − λ2 (1−√ν)2
) . (4.10)
The functions K and E are the complete elliptic integrals of the first and second
kind, respectively.
Due to the simplicity of the solution (4.6), the problem of minimizing Ψ
with respect to φ(x) reduces to a much easier one of minimization with respect to
two parameters, λ and ν.
δ
δφ
Ψ[T, µ;φ(x)] = 0
φ=λ
√
νsn(λx,ν)
=========⇒
∂λΨ[T, µ;λ, ν] = 0
∂νΨ[T, µ;λ, ν] = 0
(4.11)
The minimizing values of these parameters govern the phase of the GN2 baryonic
matter at any given point in the µ-T plane. This association of phase with the
values of λ and ν follows from the properties of the Jacobi elliptic sine sn:
• λ = 0, ν = 0 - massless homogeneous phase, translationally symmetric
• λ 6= 0, ν = 1 - massive homogeneous phase, translationally symmetric
• λ 6= 0, 0 < ν < 1 - massive crystalline phase, translationally asymmetric
Another way to explore the GN2 model is through a Ginzburg-Landau type
expansion of the GCP (4.8), with the condensate φ(x) as the inhomogeneous order
parameter. This approach has several advantages. First, this approach is purely
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analytical for low orders. This makes it possible to extract expressions for certain
features in the phase diagram. Second, Ginzburg-Landau expansions are typically
phenomenological ansatzes based on symmetries of the system under study. See,
for example, [122,123], where the authors predict skyrmions in magnetic crystals
from a Ginzburg-Landau expansion constructed from the symmetries of these
crystals. Similarly we can probe, to a certain degree, Gross-Neveu models in any
dimension via phenomenological expansions [124]. These expansions will have the
general form
ΨGL =
∑
n
cn(T, µ)Fn
[
φ, ~∇φ, . . .
]
(4.12)
GN2 is a rare case where we can generate an exact all-orders Ginzburg-
Landau expansion from the underlying microscopic theory, and so the form of
the terms Fn and the associated coefficients cn can be calculated exactly. Also,
thanks to the integrability properties of the GN2 model mentioned previously, the
Ginzburg-Landau equation δ
δφ
ΨGL = 0 is solved by (4.6) at every order. Thus,
we can view GN2 as a test model where phase diagrams obtained from Ginzburg-
Landau expansions can be studied at various orders and compared against the
exact phase diagram. As we will see later, the phase diagram generated from
even a low order expansion exhibits several crucial features of the exact phase
diagram such as existence of a crystalline phase and a tri-critical point, along
with expressions for some of these features that match perfectly with the exact
phase diagram. In the following subsection we discuss the GN2 Ginzburg-Landau
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expansion in more detail.
4.1.1 GN2 Ginzburg-Landau expansion
The Ginzburg-Landau expansion of the renormalized grand potential Ψ (4.8) for
any arbitrary condensate φ was obtained by expanding (4.8) in powers of φ and
its spatial derivatives (which reside in ρ(E)) [115,116]:
ΨGL = α0(T, µ)+α2(T, µ)〈φ2〉+ α4(T, µ)〈φ4 + φ′2〉
+ α6(T, µ)〈φ6 + 5φ2φ′2 + 1
2
φ′′2〉+ . . .
(4.13)
where prime implies spatial derivative and 〈. . . 〉 stands for spatial average over
one period of φ. The spatial derivatives in the expansion are responsible for the
spatially inhomogeneous phase that is known to exist in the exact GN2 phase
diagram.
The usual method to analyze a Ginzburg-Landau type GCP is to solve a
Ginzburg-Landau equation, which is the extremum condition for the GCP with
respect to the order parameter (which, in the semi-classical regime, is the same
as solving the gap equation order by order). In the present case, this means
solving the functional equation δ
δφ
ΨGL = 0 with ΨGL truncated at some desired
order. This appears to be a formidable problem, especially at higher orders, but
it so happens that the solution (4.6) satisfies the Ginzburg-Landau equation to
every order. This has to do with the fact that the Ginzburg-Landau equations
form a heirarchy of differential equations known as the modified Korteweg-de
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Vries (KdV) hierarchy [115, 126]. So instead of solving a different differential
equation at every order, we can simply evaluate the Ginzburg-Landau GCP (4.13)
on the condensate solution (4.6) to obtain an expansion that depends on only two
variational parameters λ and ν
ΨGL(T, µ;λ, ν) = α0(T, µ) +
1
2pi
∞∑
n=1
λ2nα2n(T, µ)f2n(ν), (4.14)
and then minimize with respect to λ and ν. Note that the expansion is now
a small λ expansion. Also, the dependence on λ and ν has cleanly separated.
This follows from the general structure of expansion, which can be understood by
simple dimensional analysis. Take, for example, the α4 term in (4.13) where the
φ dependence is 〈φ4 + φ′2〉. Each φ contributes one λ to the spatial average, and
every derivative contributes another λ to the spatial average, so that the terms
〈φ4〉 and 〈φ′2〉 are both order λ4 quantities. In general, the α2n term will have the
form 〈φ2n + . . . 〉 where . . . contains terms with such combinations of φ and its
derivatives that the dependence on λ is exactly λ2n.
We can collect the ν dependence from the spatial averages into the functions
f2n(ν) and normalize them such that they take values in the range [0,1]. These
functions increase monotonically with ν and have the generic form
f2n(ν) = p
(2n−2)(ν) + q(2n−2)(ν)
E(ν)
K(ν)
(4.15)
where p(n)(ν) and q(n)(ν) are polynomials of order n. Here we provide explicit
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Fig. 4.2: Plots of the functions f2n(ν) for certain low values of n.
expressions for a few f2n(ν):
f2(ν) = 1− E
K
f4(ν) =
1
3
(
1 + 2ν − (1 + ν) E
K
)
f6(ν) =
1
10
(
(1 + 6ν + 3ν2)− (1 + 4ν + ν2) E
K
)
f8(ν) =
1
35
(
(1 + 12ν + 18ν2 + 4ν3)− (1 + 9ν + 9ν2 + ν3) E
K
)
f10(ν) =
1
126
(
(1 + 20ν + 60ν2 + 40ν3 + 5ν4)− (1 + 16ν + 36ν2 + 16ν3 + ν4) E
K
)
(4.16)
The appearance of the functions f2n(ν) in the expansion is a result of terms
with derivative of φ in the expansion (4.13). Without the derivative terms, the
expansion reduces to that of a homogeneous condensate, and the resulting phase
diagram lacks any inhomogeneous phases. In terms of the functions f2n(ν) this
means that to recover the expansion for a homogeneous condensate, we have to
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take the limit ν → 1, which sets all f2n(ν) to 1 for all n. In fact, setting ν to 1
(and consequently f2n(ν) to 1) in any of the equations (4.8)-(4.14) produces the
corresponding quantities for a spatially homogeneous condensate. See Fig. 4.2 for
the plots of the functions f2n(ν).
The functions α2n(T, µ) are given by
α0(T, µ) = −piT
2
6
− µ
2
2pi
α2(T, µ) = Re ψ
(
1
2
+ i
µ
2piT
)
+ ln 4piT
α2n(T, µ) =
(−1)n−1
n!(n− 1)!
1
(4piT )2n−2
Re ψ(2n−2)
(
1
2
+ i
µ
2piT
)
, n ≥ 2
(4.17)
where ψ(n) is the polygamma function of order n. Polygamma functions with
identical µ and T dependence appear naturally in expansions of thermodynamical
quantities of the free Fermi gas [119]. It is through the log and quadratic T -
dependence in α0(T, µ) and α2(T, µ) that the four-fermion interaction of the GN2
model manifests itself. Algebraically, the log and quadratic dependences are a
result of renormalisation. Higher α2n(T, µ), beginning from n = 2, are unaffected
by renormalization. A simple way to see this is by expanding (4.10) about λ = 0
and plugging into (4.8)2. The result is a series with integrals of the form∫ ∞+i
−∞+i
dE
E2n
ln
(
1 + e−(E−µ)/T
)
. (4.18)
We have shifted the contour to avoid the pole at E = 0. For n = 0 and 1, this
integral is UV divergent. Regularization by introducing a UV cutoff produces the
2This is, in fact, the quickest way to derive the small λ expansion (4.14)
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Fig. 4.3: Regions in the µ− T plane where α2n(T, µ) > 0, n = 1,2. . . 6. The number
of wedges increases as n increases. Also note that the slope of the lowest
line on which α2n(T, µ) vanishes decreases with n.
quadratic T dependence in α0 and the log dependence in α2. For n ≥ 2, the
integral is convergent and so there is no need for regularization.
4.2 Phase diagrams from the Ginzburg-Landau expansion
In this section we explore phase diagrams obtained from Ginzburg-Landau expan-
sion (4.14) at various orders. Let Ψ(2N) denote the expansion truncated (inclusive)
106
at a finite order λ2N , that is
Ψ(2N)(T, µ;λ, ν) = α0(T, µ) +
1
2pi
N∑
n=1
λ2nα2n(T, µ)f2n(ν) (4.19)
To minimize Ψ(2N) with respect to λ and ν at each point in the µ− T plane, we
solve
∂νΨ
(2N) = 0 and ∂λΨ
(2N) = 0. (4.20)
subject to the constraint that the Hessian matrix
∂2νΨ
(2N) ∂ν∂λΨ
(2N)
∂λ∂νΨ
(2N) ∂2λΨ
(2N)
 (4.21)
evaluated on the solutions λ(T, µ) and ν(T, µ) is positive definite. Note that if
all α2n(T, µ) functions are negative in a certain region of the µ − T plane, then
there can be no minimum in that region. We must exclude such a region from the
analysis, as it is an artifact introduced by truncation. Further, because (4.14) is
a small λ expansion, we expect that the resulting phase diagram is accurate close
to the massless condensate (λ = 0) phase boundary, but the accuracy may fall off
in regions distant from the massless phase boundary.
The grand potential can possibly have a global minimum whenever the hig-
hest order coefficient, α2N(T, µ), is positive; otherwise it is unbounded from below.
Obviously, the grand potential can have local minima in either case. A phase dia-
gram constructed based only on global minimum will be increasingly fragmented
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as the order of expansion N increases, and will miss features that are exhibited
by the exact phase diagram. To understand this, note that for N > 1 the equa-
tion α2N(T, µ) = 0 actually defines N − 1 lines in the µ − T plane. Thus, as N
increases, the region where α2N(T, µ) is positive splits into multiple increasingly
narrower wedges. See Fig. 4.3 for this behavior. Hence, in absence of a genuine
global minimum, we must choose a local minimum.
4.2.1 Phase diagram to order λ4
The GCP truncated at order λ2 (N = 1 in (4.19)) has a minimum at λ = 0 in
the region α2(T, µ) > 0, and none in α2(T, µ) < 0. Thus at order λ
2, the phase
diagram is trivial with just a single phase (massless homogeneous) and no phase
transitions.
We see the first signs of any phase transitions at order λ4. At this order the
minimization equations are
∂λΨ
(4) = 0 =⇒ 2λ (α2f2 + 2λ2α4f4) = 0,
∂νΨ
(4) = 0 =⇒ λ2 (α2f ′2 + λ2α4f ′4) = 0. (4.22)
The only solution to these coupled equations which is actually a minimum is λ = 0
in the region α2(T, µ) > 0. This is the massless homogeneous phase. In addition,
in the region α2(T, µ) < 0, α4(T, µ) > 0 there is a minimum which is not local
but global:
λ =
√
− α2
2α4
, ν = 1 . (4.23)
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Fig. 4.4: Order λ4 phase diagram: Dot - tri-critical point, white - massless phase,
mesh - analysis is invalid because Ψ(4) is unbounded from below. The tri-
critical point is actually not a feature of the phase diagram at order λ4, but
is included here for comparison and visualization purposes.
This is the massive homogeneous phase. Thus, there are two phases at order λ4 -
massless homogeneous (in α2(T, µ) > 0) and massive homogeneous (in α2(T, µ) <
0, α4(T, µ) > 0). The phase boundary between the two phases is given by the
curve α2(T, µ) = 0 constrained to the region α4(T, µ) > 0. This phase boundary
agrees perfectly with the exact phase diagram, and in fact does not change as the
order of expansion (4.19) is increased. See Fig. 4.4 for the phase diagram.
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Fig. 4.5: Order λ6 phase diagram: Dot - tricritical point, white - massless phase,
mesh - analysis is invalid because Ψ(6) is unbounded from below. Solid line
shows the boundaries of the exact numerically computed crystal phase. See
Fig. 4.6 for a close up view of the crystal phase.
4.2.2 Phase diagram to order λ6
We apply the minimization procedure to Ginzburg-Landau expansion (4.14) trun-
cated at order λ6 (N = 3 in (4.19)) to obtain the coupled equations
∂λΨ
(6) = 0 =⇒ 2λ (α2f2 + 2λ2α4f4 + 3λ4α6f6) = 0,
∂νΨ
(6) = 0 =⇒ λ2 (α2f ′2 + λ2α4f ′4 + λ4α6f ′6) = 0. (4.24)
The trivial solution (λ = 0) is the massless homogeneous phase, which can be a
minimum only in the region α2(T, µ) > 0. For ν = 0, the first equation is satisfied
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trivially, while the second gives two solutions for λ2. Both of these solutions are
saddle solutions and not minima. For ν 6= 0, these equations can be combined into
a single equation which is linear in λ2, the solution to which does minimize Ψ(6).
This solution is the crystal phase, which is absent in lower order phase diagrams.
The crystal phase breaks translational invariance and is characterized by a non
zero scale parameter λ and elliptic parameter ν between 0 and 1. It is described
by the equations
λ =
√
−
(
3f6f ′2 − f2f ′6
3f6f ′4 − 2f4f ′6
)
α2
α4
, (4.25)
α2α6 =
(2f4f
′
2 − f2f ′4) (3f6f ′4 − 2f4f ′6)
(f2f ′6 − 3f6f ′2)2
α24, (4.26)
and is constrained to the region α2(T, µ) > 0, α4(T, µ) < 0. This constraint follows
from the requirements that the Hessian matrix (4.21) evaluated on the solution
(4.25),(4.26) is positive definite and that the minimizing λ2 is non-negative. See
Fig. 4.5 for the phase diagram. Equation (4.26) is an implicit equation for ν =
ν(T, µ), and we can think of it as describing an infinite family of curves inside the
crystal phase, each curve associated with a particular value of ν. These curves
span the entire crystal phase. In the limit ν → 0 equation (4.26) reduces to that
of the phase boundary between massless and crystal phases
α2(T, µ)α6(T, µ) =
1
2
(α4(T, µ))
2 , (4.27)
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Fig. 4.6: Order λ6 crystal phase: Dot - tricritical point, white - massless phase.
Solid line - exact numerically calculated boundary of the crystal phase. Com-
pare with higher order phase diagrams in Figure 4.7.
while in the limit ν → 1 it reduces to that of the phase boundary between crystal
and massive homogeneous phases
α2(T, µ)α6(T, µ) =
5
27
(α4(T, µ))
2 . (4.28)
The phase boundary betweeen massless and massive homogeneous phases is same
as before, α2(T, µ) = 0, α4(T, µ) > 0. All three phases meet at a tricritical point
given by the intersection of the massive-massless phase boundary α2(T, µ) = 0
and the crystal phase (4.26):
α2(T, µ) = 0 = α4(T, µ). (4.29)
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This result agrees perfectly with that from the exact solution. We can solve (4.29)
numerically to get the numerical values of tricritical temperature and chemical
potential:
Ttri-crit ≈ 0.318, µtri-crit ≈ 0.608 (4.30)
The sliver of crystal phase near the tricritical point agrees very well with
the exact crystal phase, but then as µ (or T ) increases it diverges away, running
asymptotic to the lower of the two lines on which α6(T, µ) vanishes. See Fig. 4.5.
A final feature that we note here is the existence of a spurious massless
phase inside the massive homogeneous phase, whose boundary is given by
3α2(T, µ)α6(T, µ) = (α4(T, µ))
2 . (4.31)
This is in disagreement with the exact phase diagram. As we mentioned before, we
expect the small λ expansion (4.14) to return increasingly accurate results as we
approach the exact massless (λ = 0) boundary, and artifacts such as this spurious
massless phase may show up away from the exact massless phase boundary. For
this reason, we will restrict the analysis of higher order phase diagrams to the
crystal phase, as it is proximate to the massless phase.
4.2.3 Phase diagrams to orders λ8 and λ10
At the next order, λ8, we find that the resemblance of the crystal phase to the
exact crystal phase has increased. The phase has become broader, dipped closer to
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Fig. 4.7: Order λ8 and λ10 crystal phases: Dot - tricritical point, white - massless
phase. Solid line - exact numerically calculated boundary of the crystal
phase.
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the µ-axis and agrees with the exact crystal phase further away from the tricritical
point than the order λ6 crystal phase does. See Fig. 4.7 for the phase diagram.
At this order the minimization conditions (4.20) reduce to a quadratic equa-
tion in λ2. One of the two solutions is actually a maximum, and must be rejected.
The other solution is a minimum and gives the crystal phase. The resulting equa-
tion of the crystal phase is too cumbersome to be given here. The equations
describing the phase boundaries between massless and crystal phases, and crystal
and massive phases boundaries are simpler, and can be obtained by taking the
limits ν → 0 and ν → 1 respectively. The massless-crystal phase boundary is
given by
α8 =
5
54α22
(
9α2α4α6 − 4α34 −
√
2
(
2α24 − 3α2α6
) 3
2
)
, (4.32)
and the crystal-massive phase boundary is given by
α8 =
189α26
(
10α24 − 27α2α6 + α4
√
100α24 − 405α2α6
)
2
(
10α4 +
√
100α24 − 405α2α6
)3 , (4.33)
both constrained to the region α2(T, µ) > 0, α4(T, µ) < 0.
The phase diagram from order λ10 expansion has an even larger crystal
phase, and is accurate to the true crystal phase even further from the tri-critical
point. See Fig. (4.7) for the phase diagram. The minimization equations (4.20)
at this order reduce to a cubic equation in λ2. Only one of the three solutions is
a minimum. We leave out the equation of the crystal region at this order as it is
quite cumbersome.
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Fig. 4.8: Comparison of crystal phases from third order expansion (outlined by small
dashes) and fourth order expansion (outlined by longer dashes). Shaded
region is the exact crystal phase.
For a quick comparison of the crystal phases at different orders and the exact
crystal phase, see Fig. 4.8. It is evident that increasing the order of the Ginzburg-
Landau expansion significantly improves the accuracy of the crystal phase.
We note that the crystal region in each case is asymptotic to a straight
line in the µ − T plane. For order λ8 crystal phase, this line is the lowest of
the lines given by α8(T, µ) = 0, while for order λ
10 crystal phase, it is given by
α10(T, µ) = 0. This asymptotic behavior in fact exists at all orders, and we discuss
it next along with some other features of phase diagrams at arbitrary orders.
4.2.4 Large order phase diagrams
In this section we explore certain properties of phase diagrams obtained from
large order Ginzburg-Landau expansions. The first of these properties holds for
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all N ≥ 3 and large µ (or equivalently, large T ): If T = a2N,j µ are the N −1 lines
satisfying α2N(T, µ) = 0, labelled by j = 1, 2, .., N − 1, then the crystal region in
the phase diagram of a λ2N Ginzburg-Landau expansion will asymptote to that
particular line for which the slope a2N,j is smallest.
Before we prove this statement, it is instructive to do a short exercise to
understand the asymptotic behavior of the order λ6 crystal phase. The equation
of the crystal phase at order λ6 is given by (4.26): α2α6 = I(ν)α
2
4, or
(
ψr,0
(µ
T
)
+ ln(4piT )
)
ψr,4
(µ
T
)
= 3I(ν)ψ2r,2
(µ
T
)
(4.34)
where
ψr,n(x) ≡ Re ψ(n)
(
1
2
+ i
x
2pi
)
ψi,n(x) ≡ Im ψ(n)
(
1
2
+ i
x
2pi
) (4.35)
and the function I(ν) is defined to capture the ν dependence in (4.26)
I(ν) =
(2f4f
′
2 − f2f ′4) (3f6f ′4 − 2f4f ′6)
(f2f ′6 − 3f6f ′2)2
. (4.36)
Suppose µ = a T satisfies α6(T, µ) = 0 ⇐⇒ ψr,4( µT ) = 0. Then, in order to
explore the crystal phase in the vicinity of the line α6(T, µ) = 0, we write
aT = µ(1 + (µ)) (4.37)
and expand (4.34) about  = 0, keeping only the leading terms:
(
ψ0 (a) + ln
4piµ
a
)
a(µ)
2pi
ψi,5 (a) = 3I(ν)ψ2 (a)
(
ψ2 (a) +
a(µ)
pi
ψi,3 (a)
)
(4.38)
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Solving the above equation for (µ) we find
(µ) =
2pi
a
3I(ν) (ψ2 (a))
2(
ψ0 (a) + ln
4piµ
a
)
ψi,5 (a)− 6I(ν)ψ2 (a)ψi,3 (a)
(4.39)
which, for large µ, implies that (µ) is a small quantity and scales as
(µ) ∼ 1
lnµ
. (4.40)
This is consistent with the initial assumption that, for large µ, equation (4.34)
can be expanded about  = 0. Further, the scaling (4.40) implies that the crystal
phase is asymptotic to the line α6(T, µ) = 0.
The equation for the minimizing λ is given by (4.25):
λ =
√
−H(ν)α2(T, µ)
α4(T, µ)
=
√
−H(ν)I(ν)α4(T, µ)
α6(T, µ)
(4.41)
where
H(ν) =
3f6f
′
2 − f2f ′6
3f6f ′4 − 2f4f ′6
. (4.42)
This expression for the minimizing λ in terms of α4 and α6 implies that for large
µ and in the vicinity of the line α6(T, µ) = 0 (i.e. µ→∞ and aT = µ(1 + (µ)))
λ scales as
λ
T
∼ 1√
(µ)
=⇒ λ
T
∼
√
lnµ (4.43)
It turns out that, for N ≥ 3, λ
T
always scales as
1√
(µ)
, as we will see shortly.
We can analyze the asymptotic behavior of the crystal phase at order λ2N , N ≥
3, in a manner similar to that of order λ6. The only difference is that unlike order
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λ6 crystal phase, an explicit equation is unknown for order λ2N crystal phase.
Thus the only option is to work with the equations
∂λΨ
2N = 0 =⇒
N∑
n=1
nα2nf2nλ
2n−2 = 0,
∂νΨ
2N = 0 =⇒
N∑
n=1
α2nf
′
2nλ
2n−2 = 0.
(4.44)
Suppose 1/aN is the slope of the lowest line satisfying α2N(T, µ) = 0, i.e. aN is the
smallest number which satisfies ψr,2N−2(aN) = 0. To explore the crystal phase in
the vicinity of this line we write aNT = µ(1 + N(µ, ν)) and expand the equations
(4.44) about N = 0. The T -dependent functions in the expansion expand as:
ln(4piT ) ≈ ln 4piµ
a
+  =⇒ α2 ∼ lnµ, (4.45)
ψr,n
(µ
T
)
≈ ψr,n(a) + a
2pi
ψi,n+1(a), n 6= 2N − 2 (4.46)
ψr,2N−2
(µ
T
)
≈ a
2pi
ψi,2N−1(a). (4.47)
In the above equations we have supressed the N and ν dependencies in aN and
N(µ, ν). Next we eliminate α2 to obtain
N∑
n=2
(nf ′2f2n − f2f ′2n)α2nλ2n−2 = 0 (4.48)
It is useful to rewrite this equation in terms of the dimensionless quantities
αˆ2n
(µ
T
)
= T 2n−2α2n(T, µ) , m =
λ2
T 2
. (4.49)
We also define the functions gn(ν) to collect all ν dependence:
gn(ν) = nf
′
2f2n − f2f ′2n. (4.50)
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Fig. 4.9: Comparison of the crystal phase from Ginzburg-Landau expansions at three
different orders (N = 3, 4, 5) to the leading asymptotic approximation to the
equation of lower edge of the crystal phase aNT = µ (1 + N (µ)) |ν=1.
The functions gn(ν) are monotonic increasing non-negative for all n ≥ 2. After
this notational change (4.48) looks like
N∑
n=2
gnαˆ2n
(µ
T
)
mn−1 = 0. (4.51)
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This equation implies that m is a function of the ratio µ/T , and there is no
other µ or T dependence in m. In the vicinity of the line α2N(T, µ) = 0, i.e. for
αˆ2N ∼ (µ), one of the solutions is given by
m = −gN−1 αˆ2N−2
(
µ
T
)
gN αˆ2N
(
µ
T
) ∼ 1
(µ)
(4.52)
This solution is guaranteed to be positive (required for a real λ) on one side of
line αˆ2N (µ/T ) = 0, the side on which αˆ2N (µ/T ) is positive. This is true because
αˆ2N−2(µ/T ) is always negative on the line αˆ2N (µ/T ) = 0 and in the immediate
vicinity of it. In fact a stronger statement is true: If a is the largest solution of
αˆ2N(x) = 0, then
αˆ2N−2k(a± δ) < 0, for 0 ≤ δ  1, and k = 1, 2, .., N − 2 (4.53)
The other N − 3 solutions of (4.51) are, to leading order in (µ), the roots of the
polynomial
∑N−1
n=2 gnαˆ2nm
n−1. These are either non-positive or complex, because
of (4.53), and we must reject it. Thus, there is only one physical solution of
equation (4.48) and it scales as
λ
T
=
√
m ∼ 1√
(µ)
. (4.54)
Next we eliminate α2N from the coupled equations (4.44)
N−1∑
n=1
(
nf2n
Nf2N
− f
′
2n
f ′2N
)
αˆ2n
(µ
T
)
mn−1 = 0. (4.55)
Plugging the solution (4.52) into this equation and keeping only the leading power
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of (µ) we get(
f2
Nf2N
− f
′
2
f ′2N
)
αˆ2 +
(
(N − 1)f2N−2
Nf2N
− f
′
2N−2
f ′2N
)
αˆ2N−2
(
−gN−1αˆ2N−2
gN αˆ2N
)N−2
≈ 0
=⇒ N(µ) ∼
(
1
lnµ
) 1
N−2
(4.56)
This proves the asymptotic nature of the crystal phase at order λ2N to the line
α2N(T, µ) = 0. This result agrees with the explicit calculation of (µ) from equa-
tions of crystal phases at orders λ6 (N = 3), equation (4.43), and λ8 (N = 4, not
included here).
The above result leads to the second important property of phase diagrams
for N ≥ 3: As N increases, a2N decreases (see Fig. 4.3), which implies that
increasing the order of the Ginzburg-Landau expansion will cause the crystal
phase to dip lower and closer to the µ axis, making it increasingly accurate. As a
side effect, the crystal phase can never touch the µ-axis as T = 0 is not a solution
of α2N(T, µ) = 0 for any finite µ and N ≥ 2. This, in hindsight, is to be expected
as the expansion (4.14) can be thought of as an expansion in inverse powers of
T . As we probe closer and closer to T = 0, more and more terms are needed in
the Ginzburg-Landau expansion to maintain accuracy. At exactly T = 0, we will
need all terms in the expansion.
Equation 4.56 allows us to write an approximate expression for the crystal
phase for any given value of ν, in the form aNT = µ(1 + N(µ, ν)). For example,
for the lower edge of the crystal region, we set ν to 1. Then N(µ) at the lower
122
edge is
N(µ)
∣∣
ν=1
=
2pi
aN
∣∣∣∣ψr,2N−4(aN)ψi,2N−1(aN)
∣∣∣∣ (N − 1)(N − 2)(2N − 1)2N − 3
×
(
|ψr,2N−4(aN)|
(N − 1)!(N − 2)!(2N − 3)
1
ln 4piµ
aN
+ ψr,0(aN)
) 1
N−2
(4.57)
Of course, this is just the leading (asymptotic) behavior of the crystal phase and
its accuracy increases with µ. See Fig. 4.9. The µ-dependence in sub-leading
corrections is generically(
1
ln(4piµ)− ln aN + ψr,0(aN)
)k
, k >
1
N − 2 , (4.58)
but these are beyond the scope of this dissertation.
Finally, the large N limit of N(µ)|ν=1 is
N(µ)|ν=1 N→∞−−−→2pie
2
aN
∣∣∣∣ψr,2N−4(aN)ψi,2N−1(aN)
∣∣∣∣ ( |ψr,2N−4(aN)|ln 2µ
) 1
N
∼ 1
N
(
1
ln 2µ
) 1
N
(4.59)
For large N , N(µ)|ν=1 is real and goes as 1/N , as long as µ > 1/2. Otherwise, it is
either undefined (µ = 1/2) or complex (µ < 1/2), suggesting that the lower edge
of the crystal phase can never come close to µ-axis for values of µ ≤ 1/2. This
indicates that the phase transition from massive to crystal phase can occur only
for µ > 1/2. Since (4.59) is just the leading term in an asymptotic approximation
to the equation of the lower edge of the crystal phase, we would presumably need
all the terms to exactly locate the T = 0 critical chemical potential. However,
it does agree with the fact that the known value of critical chemical potential
(µc = 2/pi) [115,120] is greater than 1/2.
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4.3 Chapter Conclusions
A Ginzburg-Landau type approach to thermodynamics of the Gross-Neveu model
predicts several features of the exact phase diagram. Using certain asymptotical
properties of the crystal phase, I have shown that the Ginzburg-Landau crystal
phase becomes more and more accurate as the order of the Ginzburg-Landau
expansion increases.
Chapter 5
Conclusion
In this dissertation I have studied parametric resurgence in the Gross-Witten-
Wadia matrix model. The partition function of the model is a function of two
parameters, the gauge index N and the coupling g. Each of these parameters
can serve as an expansion parameter. This means we can have several different
expansions in different regions of the N − g space. The partition function of the
model can be written as a determinant of a matrix of modified Bessel functions
of the first kind. These Bessel functions exhibit resurgent asymptotics. Using the
determinant form of the partition function and the asymptotic properties of the
Bessel functions, I was able to obtain finite N trans-series for both the weak and
strong coupling regimes.
However, the determinant form is insufficient for large N computations by
its very nature. Large N computations are necessary because the model does not
exhibit any phase transitions at any finite N . This transition has been well-studied
in the immediate vicinity of the transition point by use of Painleve´ II equation.
I obtained more general large N trans-series by mapping the partition function
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to solutions of the more general Painleve´ III non-linear differential equation by
using the results of Tracy and Widom. The trans-series derived by this mapping
procedure hold for all values of N and g, and can be computed to any arbitrary
order. I then showed how trans-series expansions in different sectors morph into
each other as they pass through the large N phase transition. I studied how
this mapping provides a simple method to generate trans-series expansions in all
parameter regimes.
My analysis holds at all coupling and all finite N. By working with finite
N and g, instead of the traditional limiting values (small/large g, N → ∞),
I uncovered a surprising phenomenon. In the strong coupling limit, the series
expansion representing the partition function is convergent and yet there are trans-
series corrections to the expansion. Thus I found that the common wisdom that
trans-series completion is required only for asymptotic series is incorrect, and non-
perturbative phenomenon may be present even if the perturbative expansion is
convergent.
I also showed how the different instanton terms ‘condense’ so that my more
general Painleve´ III description matches the double-scaling Painleve´ II description
at the transition point. Essentially, what this means is that as we approach
the GWW phase transition at t = 1, either from the strong-coupling or weak-
coupling side, the large N approximation trans-series expansions break down.
This is in part because the exponential instanton factors approach 1 and are no
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longer exponentially small. Thus close to the transition point the one-instanton
approximation is no longer a good approximation, instead requiring all instanton
orders.
I also defined a uniform large N strong-coupling expansion, which is a non-
linear analogue of the uniform WKB expansion. This expansion is much more
precise than the conventional large N expansion through the transition region,
and allowed us to accurately evaluate Wilson loops.
This approach can be extended to other matrix models by using the results
of Borodin and Okounkov [76, 77]. First we note that the partition function of
any unitary model of the form
Z =
∫
U(N)
DU etr S(U) (5.1)
can be recast as a Topelitz determinant by rewriting the partition function in
terms of the N eigenvalues eiθi of U(N), as in (1.13), and then using the following
identity [127]:
1
n!
∫ 2pi
0
· · ·
∫ 2pi
0
(
n∏
i=1
dθi
2pi
f
(
eiθi
))∏
j<k
∣∣eiθj − eiθk∣∣2 = det (fi−j)n×n (5.2)
The quantities fi are the Fourier coefficients calculated as
fn =
1
2pii
∮
|z|=1
dz
f(z)
zn+1
=
1
2pi
∫ 2pi
0
dθ e−inθf
(
eiθ
)
(5.3)
For GWW, S(U) = g−1
(
U + U †
)
, and the Fourier coefficients are simply the
Bessel functions In (2/g) since
In
(
2
g
)
=
1
2pi
∫ 2pi
0
dθ exp
(
2
g
cos θ − inθ
)
(5.4)
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As soon as we calculate the Fourier coefficients, we can write down a determinant
representation of the partition function and study it at any finite N for any va-
lue(s) of the coupling(s) g. It might even be possible to extract the leading large
N behavior, since the leading term is unaffected by an order of limits problem.
If this is possible, we will immediately know of phase transitions in the model, if
any.
Of course, the determinant representation does not lend itself for a detailed
study of large N behavior. If we could find a differential equation that is satisfied
by the partition function (or a related function, such as σ or ∆ in the case of
GWW) of the model, we can easily study the large N behavior of the model.
Borodin’s work [76,77] shows that this can certainly be done for a class of models
with the action1
S = g1 ln(1 + 1 U) + g2 ln(1 + 2 U
†) (5.5)
and the relevant equation is the Painleve´ VI equation. Note that this action
reduces to GWW action for g1 =
1
g 1
, g2 =
1
g 2
and 1, 2 → 0, and the relevant
equation reduces to Painleve´ III from Painleve´ VI.
Finally, I studied the Ginzburg-Landau expansion of the Gross-Neveu model
in 1+1 dimensions. This models also exhibits phase transitions in the large N
limit. I found that as the order of the phase transition increases, the crystal phase
1Some examples of physical systems described by such an action are finite density QCD on
a small sphere [128] and the Ising model [129]
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resembles the exact crystal phase more and more closely. Thus, it is reasonable to
expect that the application of Ginzburg-Landau approach to similar models where
no exact solution is available, such as Gross-Neveu model in 2+1 dimension, is
fruitful.
Appendix A
Large N trans-series expansions for physical quantities
In this Appendix we record trans-series expansions for the partition function,
the free energy and the specific heat, which can all be derived directly from the
trans-series expansions for the function ∆(t, N) studied in Section 3.1.
A.1 Large N trans-series expansions for Z(t, N)
To obtain a large N expansion for the partition function Z(t, N), we take the
expansion for the function ∆(t, N) in (3.34) and plug it into (3.6). This gives an
expansion for σ(x2, N), which can then be converted to an expansion for Z(t, N)
via equations (2.32) and (2.33).
At weak coupling we find the large N trans-series expansion
Z(t, N) ∼ Z0(t, N)
[
1
(1− t)1/8
(
1 +
3t3
128(1− t)3N2 +
45t5(13t+ 32)
32768(t− 1)6N4 + . . .
)
+
i
4
√
2piN
t
(1− t) 78 e
−NSweak(t)
(
1 +
(3t2 − 60t− 8)
96(1− t)3/2N + . . .
)
+ . . .
]
(A.1)
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with
Z0(t, N) =
G(N + 1)
(2pi)N/2
(
t
N
)N2/2
eN
2/t (A.2)
Expanding the first perturbative term at weak coupling (small t), we obtain pre-
cisely the large N expansion in (2.27). To analyze the first non-perturbative term
in (A.1) we use the small t expansion of Sweak(t)
Sweak(t) ∼ 2
t
− 1 + ln
(
t
4
)
+
t
4
+ . . . , t→ 0 (A.3)
to find (suppressing the obvious prefactor terms)
i
4
√
2piN
t
(1− t) 78 e
−NSweak(t)
(
1 +
(3t2 − 60t− 8)
96(1− t)3/2N + . . .
)
∼ i
4
√
2piN
(
t
4
)N
eNe−2N/te−Nt/4 t
(
1 +
7t
8
+ . . .
)
×
(
1− 1
N
(
3t
4
+
1
12
+ . . .
)
+ . . .
) (A.4)
Compare this with the first instanton term in (2.17, 2.19), which was found from
the large x expansion at fixed N , again suppressing the obvious prefactor terms:
i
(4N/t)N−1
(N − 1)! e
−2N/t
(
1− t
8
(
2N − 7 + 6
N
)
+ . . .
)
∼ i
4
√
2piN
(
t
4
)N
eNe−2N/tt
(
1− 1
12N
+ . . .
)(
1− t
8
(
2N − 7 + 6
N
)
+ . . .
)
(A.5)
Comparing the expressions (A.4) and (A.5), we see that the − 1
12N
term in (A.4)
arises in (A.5) from the large N expansion of the factorial; the −Nt
4
term in (A.5)
is generated in (A.4) from the e−Nt/4 factor coming from expanding Sweak(t) at
small t; the 7t
8
term in (A.5) is generated by the prefactor in (A.4); and the − 3t
4N
term in (A.4) is generated from the fluctuation factor in (A.5).
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The large N strong-coupling expansion for Z(t, N) can be derived from the
corresponding large N strong-coupling expansion for ∆(t, N) in (3.46). We find:
Z(t, N)e−
N2
4t2 ∼1− t
8piN (t2 − 1)3/2
e−2NSstrong(t)
(
1− t (26t
2 + 9)
12N (t2 − 1)3/2
+
t2 (964t4 + 2484t2 + 297)
288N2 (t2 − 1)3 + . . .
)
− 3
(
t2 +
1
2
)(
t
8piN (t2 − 1)3/2
e−2NSstrong(t)
)2
×
(
1− (372t
5 + 500t3 − 39t)
96N (t2 − 1)3/2 (2t2 + 1)
+ . . .
)
(A.6)
The leading non-perturbative term behaves in the large N and large t limits as:
− t
8piN (t2 − 1)3/2
e−2NSstrong(t)
(
1− t (26t
2 + 9)
12N (t2 − 1)3/2
+ . . .
)
∼ 1
8piN
e2N
(2t)2N
e−
N
2t2
1
t2
(
1 +
3
2t2
+ . . .
)(
1− 1
N
(
13
6
+
4
t2
+ . . .
)
+ . . .
)
(A.7)
where we have used the fact that the strong-coupling action (3.43) behaves at
large ’t Hooft coupling as:
Sstrong(t) ∼ −1 + ln(2t) + 1
4t2
+
1
32t4
+ . . . , t→∞ (A.8)
The expression (A.7) should be compared with the strong coupling result from
(2.31), in the large N limit, where Z(t, N)e−
N2
4t2 behaves like:
1− 1
2piN
e2N
(2t)2N+2
(
1− 13
6N
+ . . .
)(
1− 1
2t2
(
N − 3 + 8
N
)
+ . . .
)
+ . . . (A.9)
Once again we see that these leading terms match, coming from very different ori-
gins: either from the expansion of the action, from prefactors, from combinatorial
large N factors, or from fluctuation terms.
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A.2 Large N trans-series expansions for the free energy
The free energy per degree of freedom is given by
F (t, N) =
1
N2
lnZ(t, N) (A.10)
At weak coupling the large N trans-series expansion has the form
F (t, N) ∼1
t
+
1
2
ln t− 1
2N
ln(2pi)− 1
2
lnN − 1
8N2
ln(1− t)
+
1
N2
lnG(N + 1) +
∞∑
k=0
P
(k)
weak(t, N)e
−NkSweak(t)
∞∑
n=0
f
(k)
weak,n(t)
Nn
(A.11)
with the perturbative and one-instanton terms being
P
(0)
weak(t, N)
∞∑
n=0
f
(0)
weak,n(t)
Nn
=
3t3
128N4(1− t)3
(
1 +
3t2(5 + 2t)
8N2(1− t)3 + . . .
)
P
(1)
weak(t, N)
∞∑
n=0
f
(1)
weak,n(t)
Nn
=
i√
pi(2N)
5
2
t
(1− t) 58
(
1 +
3t2 − 60t− 8
96N(1− t)3/2 + . . .
)
(A.12)
Structurally, these have the same form as the weak coupling large N trans-series
expansions for ∆(t, N) in (3.34).
At strong coupling the large N trans-series expansion has the form
F (t, N) ∼ 1
4t2
−
∞∑
k=0
P
(k)
strong(t, N)e
−2N(k+1)Sstrong(t)
∞∑
n=0
f
(k)
strong,n(t)
Nn
(A.13)
with leading terms
P
(0)
strong(t, N) ≡
∞∑
n=0
f
(0)
str,n(t)
Nn
=
t
8piN3 (t2 − 1)3/2
(
1− t (26t
2 + 9)
12N (t2 − 1)3/2
+ . . .
)
P
(1)
strong(t, N) ≡
∞∑
n=0
f
(1)
str,n(t)
Nn
=
t2 (3t2 + 2)
64pi2N4 (t2 − 1)3
(
1− t (1116t
4 + 1916t2 + 27)
192N (t2 − 1)3/2 (3t2 + 2)
+ . . .
)
(A.14)
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Structurally, these have the same form as the strong coupling large N trans-series
expansions for ∆(t, N) in (3.46). Recall that the factor of 2 in the exponent in
(A.13) explains why the strong coupling action in (3.43) differs by a factor of 2
from the strong-coupling action for the partition function and free energy [54].
A.3 Large N trans-series expansions for the specific heat
The specific heat is given by [22,29]
C =
x2
2
∂2F
∂x2
(A.15)
This can be expressed in terms of the function σN defined in Section 2.2:
C =
x2
4N2
+
1
N2
σN(x)− x
N2
∂
∂x
σN (A.16)
And since σN is expressed in terms of ∆(x,N) via the explicit mapping (3.6), we
can use the trans-series expansions for ∆ to write trans-series expressions for the
specific heat.
For example, in the weak coupling regime the large N expansion is
C(t, N) ∼
∞∑
k=0
C
(k)
weak(t, N)e
−NkSweak(t)
∞∑
n=0
c
(k)
weak,n(t)
Nn
(A.17)
with the perturbative and one-instanton terms being
C
(0)
weak(t, N) ≡
∞∑
n=0
c
(0)
weak,n(t)
Nn
=
1
4
+
(2− t)t
16N2(1− t)2 +
9t3
64N4(1− t)5
+
27t5(24t+ 25)
1024N6(1− t)8 + . . .
C
(1)
weak(t, N) ≡
∞∑
n=0
c
(1)
weak,n(t)
Nn
=
i(1− t) 38
2
√
2piNt
(
1− 57t
2 − 36t+ 8
96N(1− t)3/2 + . . .
) (A.18)
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In the strong coupling regime the large N expansion is
C(t, N) ∼ 1
4t2
+
∞∑
k=0
C
(k)
strong(t, N)e
−2N(k+1)Sstrong(t)
∞∑
n=0
c
(k)
strong,n(t)
Nn
(A.19)
with
C
(0)
strong(t, N) ≡
∞∑
n=0
c
(0)
strong,n(t)
Nn
= − 1
4piNt
√
t2 − 1
(
1− t (8t
2 − 3)
12N (t2 − 1)3/2
+ . . .
)
C
(1)
strong(t, N) ≡
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n=0
c
(1)
strong,n(t)
Nn
= − 3t
2 + 2
8pi2N2 (t2 − 1)2
(
1 +
t (684t4 + 92t2 − 357)
192N (t2 − 1)3/2 (3t2 + 2)
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)
(A.20)
The leading strong coupling expression, following from the leading strong coupling
approximation for ∆(x,N) ≈ JN(x), reads:
C(x,N)
∣∣∣leading
strong
≈ x
2
4N2
+
(x2 − 4(N − 1)N) JN−1(x)2 − x2JN(x)2 + 2NxJN−2(x)JN−1(x)
4N2
(A.21)
This expression resums, in closed form, all fluctuations about the two-instanton
sector. Further, it can be converted to a uniform large N expression using uniform
approximations for the Bessel functions.
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