We apply an analogue of the Zakharov-Shabat dressing method to obtain infinite matrix solutions to the Toda lattice hierarchy. Using an operator transformation we convert some of these into solutions in terms of integral operators and Fredholm determinants. Others are converted into a class of operator solutions to the l-periodic Toda hierarchy.
Introduction
We begin by recalling some terminology: The shift matrix (δ i+1,j ) is denoted by Λ. (All matrices are doubly-infinite unless otherwise stated.) Any matrix A has a representation as a formal sum ∞ i=−∞ a i Λ i where the a i are diagonal matrices. Two of these may be multiplied if for both matrices the indices corresponding to nonzero components are bounded above (or below), or if for one of the matrices these indices are bounded above and below. If A is triangular then it is invertible if and only if each daiagonal entry of a 0 is nonzero. The upper-triangular and strictly lower-triangular projections of A are defined by
A solution to the Toda lattice (TL) hierarchy [8] is a family of matrices of the form In the first section we apply a discrete version of the dressing method of Zakharov and Shabat [9] (see also the very clear exposition in [6] ) to obtain infinite matrix solutions to the TL hierarchy. By this we mean that the entries of the B n and C n are themselves expressed in terms of infinite matrices, analogous to the operators whose Fredholm determinants give solutions to the KP hierarchy.
In the following section we obtain operator solutions to the TL hierarchy, in which the entries of B n and C n are expressible in terms of integral operators and the diagonal entries of the B n are given in terms of Fredholm determinants. These are obtained from the matrix solutions by applying the fact that the inverses of the operators I − AB and I − BA may be expressed in terms of each other, and that they generally have the same determinant. The integral operators that arise have kernel of the form
and act on either the usual L 2 space or, more generally, L 2 (dq) where dq is a measure. When dq is a discrete measure supported on N points we get the N-soliton solution.
(The L 2 spaces could undoubtedly be replaced by other function spaces, but these are very convenient.)
In the final section we use the same device to obtain operator solutions to the l-periodic Toda hierarchy. In this case the kernels are of the form
where z is a primitive lth root of unity, and they act on either an L 2 or L 2 (dq) space. When dq is a discrete measure supported on N points we get the N-soliton solution for this hierarchy.
Integral operator solutions to some analogous equations, or special cases, have already appeared in the literature, for example [1, 4, 5, 7] . The methods here seem quite different, though. We mention that in [7] it was shown that the Fredholm determinants of the case l = 2 of these last kernels gave solutions of the mKdV/sinh-Gordon hierarchies. In [3] it was observed that those Fredholm determinant solutions were limits of N-soliton solutions. They are both special cases of the more general situation where the operator acts on an L 2 (dq) space.
We shall see that it is very easy formally to deduce the integral operator solutions from the matrix solutions. The actual proofs that they are solutions use combinations of approximation and analytic continuation arguments.
I. Matrix solutions to the Toda hierarchy
In our discrete version of the dressing method we assume given a doubly-infinite matrix F (i, j) for which there is a factorization
with K − strictly lower-triangular and K + (non-strictly) upper-triangular and invertible. More precisely, K + is determined by the equations
which we assume to have a solution, and then K − is taken to be K + (I −F ). Of course it is required that all the series in question converge. This is possible if F represents a bounded operator on l 2 (Z) of norm less than 1, which will be assumed here.
Then the matrices B n and C n defined by
are solutions to the TL hierarchy. Moreover, if we define
Proof. The identities (1.2) are equivalent to the statement that F commutes with the operators ∂ xn − Λ n and ∂ yn − Λ −n . If we use K + (I − F ) = I + K − and this commutativity then the first part of (1.3) gives
A similar argument applies to C n , and so we have the second pair of relations
The second statement of (1.4) is obvious once we recognize that the definition of C n may be rewritten C n = (∂ yn K + )K −1 + + M n . Similarly the first statement follows from the identity
which is equivalent to the first identity of (1.5). To see that the TL equations are satisfied we rewrite (1.3) as
Since the operators ∂ xn − Λ n and ∂ ym − Λ −m all commute so must all operators on the left above (since they are simultaneously similar to commuting operators). This commutativity is equivalent to the TL equations.
If F k denotes the infinite matrix F (i, j) with i, j ≥ k then all the matrices I − F k are invertible and the solution of (1.1) may be written
If in addition each F k is trace class then Cramer's rule gives
These quantities K + (k, k) determine the diagonal entries of B n . For it follows from the fact that K + and the B n are upper-triangular that the diagonal entries satisfy
It remains to write down a class of matrices F satisfying (1.2):
for any fixed u and v, or any integral (with respect to u, v) of these,
II. Operator solutions to the Toda hierarchy
In this section and the next we obtain operator solutions to the TL hierarchy from the matrix solutions above by using two facts about operators. The first, which is very easy, is that if A and B are operators such that I − AB is invertible then so is We shall always assume that only finitely many of the parameters x n , y n occur. Also, when we say that a particular matrix K + "gives a solution to the TL hierarchy" we shall mean that the matrices B n and C n defined in terms of K + by (1.3) are of the form (0.1) and satisfy the TL equations.
Theorem 2. Let p be a function belonging to L 2 of a closed subinterval J of (0, 1).
and denote by G k the integral operator with kernel
Then G k is trace class, and if 1 is not an eigenvalue of any G k then
gives a solution of the TL hierarchy. (The parentheses in the displayed formula denote inner product.) The diagonal elements of K + are also given by
Proof. We take the special case of (
Then the matrix F k may be written as the product AB where A has "kernel"
and BA is precisely the operator G k . It follows from the above that the norm (even the trace norm) of F k = AB is at most
(The trace norm of a product of two Hilbert-Schmidt operators is at most the product of the Hilbert-Schmidt norms ([2] Sec. III.7).) Hence if this quantity is less than 1 then we may apply Theorem 1 to conclude that the matrix K + defined by (1.6) gives a solution to the TL hierarchy and (1.7) holds. Applying (2.1) in our situation gives (2.5) and applying (2.2) gives (2.6).
To remove the restriction on E(u), replace p by λ p where λ is a complex parameter. (Of course p could be complex-valued in all this.) This amounts to replacing G k by λ 2 G k . We know that for λ sufficiently small (2.5) gives a sloution of the TL hierarchy for which (2.6) holds. Now the set S k of λ for which I − λ 2 G k is not invertible is the set of zeros of det (I − λ 2 G k ), which is discrete. Since G k → 0 as k → ∞ any bounded subset of the complex plane can meet only finitely many points of S = ∪S k . Our assumption is that 1 ∈ S. Hence there is a path running from from λ = 0 to λ = 1 which avoids all points of S. The entries of the matrix K + defined by the right side of (2.5) are analytic functions of λ on a neighborhood of this path and therefore so are the matrices B n and C n defined by (1.3). Since (0.1) and the TL equations hold for λ sufficiently small they must persist for all λ on this path, and so also at λ = 1. Similarly the relation (2.6) persists. This completes the proof.
Remark 1. This result has an obvious extension, proved in exactly the same way. Let dq(u) be a measure supported in the closed unit disc of the complex u-plane such that
for all m > 0. If E k is defined as in (2.3) but without the factor p(u) then (2.5) gives a solution to the Toda hierarchy, and (2.6) holds, where now the operators G k act on L 2 (dq). The theorem is equivalent to the case where dq(u) = p(u) 2 du. When dq is a discrete measure concentrated on N points we get the N-soliton solutions.
Remark 2. If we think of (x n − y n )/2 as a new variable t n then we obtain a solution of the 1-dimensional Toda hierarchy
III. The l-periodic Toda hierarchy
We obtain solutions to the l-periodic Toda hierarchy whenever F is l-periodic in the sense that F (i + l, j + l) = F (i, j) for all i, j. (For then the solution matrix K + of (1.1) will be l-periodic and so also the matrices B n and C n .) This will be the case if in (1.8) u and v are restricted to the region v = z/u where z is a primitive lth root of unity. To see what integral operators we might expect to arise, we proceed formally at first, writing our matrix F as
Recall that i, j ∈ Z k . Define, in analogy with what went before,
Then F k may be written as the product AB where A has kernel A(i, u) = E i−k (u) and B has kernel B(u, i) = z i E k−i−1 (u). Using the formula
which will surely need justification, we find that BA = z k G where G is the integral operator with kernel
And so we obtain the formulas analogous to (2.5) and (2.6) in this case,
Observe that for l = 2 this gives the ratio of the determinants det (I ± G).
To show that this is really true, that these do give solutions to the periodic TL hierarchy, we proceed in two steps. First we prove a lemma which says that it is true in certain cases where the operators act on the unit circle. Afterwords we deduce by an analyticity argument that the unit circle may be replaced by the real line. When the integration is over the circle we think of du as arc length measure.
Lemma. Let J be a closed arc of the unit circle such that J ∩ zJ = ∅, and assume that p ∈ L ∞ (J). Then if G is as defined above and thought of as an operator on L 2 (J) it is trace class; if none of the lth roots of unity is an eigenvalue of G then (3.4) gives a solution of the TL hierarchy and (3.5) holds.
Proof. If the factor z j did not appear in (3.1) then then F would be the Toeplitz matrix associated with the function E(u) 2 /u and so have norm, as an operator on l 2 (Z), exactly E ∞ . Inserting the factor is equivalent to right-multiplying by a unitary (diagonal) matrix and so the norm is unaffected. Thus if we assume at first that E ∞ < 1, then (1.6) gives a solution of the TL hierarchy for which (1.7) holds. For fixed r < 1 we define the matrices F 
Then the norms of the F (r) k are uniformly less than one and they tend strongly to F k as r → 1−, from which it follows that
is trace class we may apply Cramer's rule, which gives
in our notation. But now if we write
then the corresponding operators A (r) and B (r) are both Hilbert-Schmidt and F (r) = A (r) B (r) . The operator G (r) = B (r) A (r) is easily computed to have kernel
Thus from (3.6) and (2.1) we obtain
and from (3.7) and (2.2) we obtain
Because of our assumption J ∩ zJ = ∅ the kernels of the operators G (r) are smooth in all their variables, including r ≤ 1. Hence G (r) → G in trace norm as r → 1−, and we obtain (3.4) and (3.5). We remove the condition E ∞ < 1 as in the proof of Theorem 1. This completes the proof of the lemma.
Before stating the main result of this section we mention that if the nonzero parameters x n and y n are taken to be negative (only those for which n ≡ 0 (mod l) arise) then the exponential in (3.2) is exponentially small at 0+ and +∞ but could be exponentially large at 0− and −∞. For this reason we confine ourselves to operators on R + although this is not absolutely necessary. Proof. The proof of the first assertion follows from the (corollary of) the proposition given in the Appendix. If we grant that, then the rest will follow from the lemma using straightforward, but perhaps awkward, analytic continuation and approximation arguments.
Suppose first that p is analytic in a neighborhood of the point u = 1 of the complex u-plane, let J be a small arc of the unit circle which contains this point. If it is small enough then J ∩ zJ = ∅. The lemma implies that (3.4) gives a solution of the TL hierarchy, and (3.5) holds, if we replace E(u) by E(e iθ ) in (3.2) and (3.3) and the oparator acts on an interval of R which contains 0 and is sufficiently small. If we introduce a parameter α, for the moment real and close to 1, we see the same holds if E is replaced by √ αE(e iαθ ). The extra factor √ α may be incorporated into p, which is general, and so we may think of E as being replaced by E(e iαθ ), simply. In this way we obtain a family of kernels G(e iαθ , e iαθ ′ ) depending on the real parameter α which give solutions to the TL hierarchy in the way described, as long as they act on sufficiently small intervals containing 0. Now think of α as a complex variable in a small neigborhood of the line segment joining α = 1 and α = −i. If the supremum of E(e iαθ ) over such α is sufficiently small, and if our interval in R is sufficiently small, then no root of unity will be in the spectrum of the operator with kernel G(e iαθ , e iαθ ′ ), and so by analytic continuation the formulas corresponding to (3.4) give solutions of the TL hierarchy for which the analogue of (3.5) holds. Hence we may replace e iαθ in all our formulas by e aθ when a is real-valued and sufficiently close to 1. Hence, of course, when a = 1. Then, making the change of variable u = e θ and incorporating into p the factor √ u which arises in the formula for the transformed kernel, we deduce the statement of the theorem in a family of special cases: It suffices that the function p be, for example, a polynomial, that the operators act on a sufficiently small interval about u = 1, and that the function p satisfy some bound depending on the range of the parameters x n and y n . Now we show that our small interval may be replace by any finite interval (a, b) with a > 0. In fact we shall show that if the operator G is thought of as acting on (a, b) then the quantities in the right sides of (3.4) and (3.5) are real-analytic functions of a and b as long as the integral in (3.8) is sufficiently small. Thus, since the formulas give solutions to the TL hierarchy for a and b close to 1, they would have to give solutions for all a and b. To see this real-analyticity, take any fixed interval. Call it J again even though it is not the earlier J, and for a < b let ϕ a,b denote the linear function taking (a, b) to J. Then the right sides of (3.4) and (3.5) are unchanged if E(u) is replaced by ϕ ′ a,b E(ϕ a,b (u)) and G is replaced by the operator with kernel ϕ ′ a,b G(ϕ a,b (u), ϕ a,b (v)). These operators act on the fixed interval J, they all have norm (even trace norm) less than 1 if our assumption on p is satisfied, and the quantities in question are now clearly real-analytic. Now suppose p is any polynomial on (a, b). The necessary bound will certainly be satisfied if p is replaced by λp and |λ| is sufficiently small. But then, as before, the extra requirement on the bound may be eliminated as long as no lth root of unity belongs to the spectrum of the operator.
Finally, let p be any function satisfying (3.8) , and let p n be a sequence of polynomials such that the functions p n χ (1/n,n) converge to p in the norm corresponding to the integral in (3.8) . Then the corresponding sequence of operators will converge to G in trace norm, they each give solutions to the TL hierarchy by (3.4) with (3.5) holding, and so the same is true of the limit.
Remark. As with Theorem 1 there is an extension here: Let dq be a measure supported in R + such that
Then if E(u) is defined as in (3.2) but without the factor p then (3.4) gives a solution of the TL hierarchy, and (3.5) holds, when the operator G acts on L 2 (dq). To establish the extension we convolve dq with a sequence of functions approximating the δ distribution, apply the theorem to the resulting measures which are each of the form p(u) 2 du, and then take the limit. We omit the details. It is very likely that here, too, the measure could be supported in the complex u-plane, but a proof of this is not at hand.
IV. Appendix
We prove here the following proposition used in the last section. For convenience we replace z by −z.
Proposition. Let dq be a measure on R + and z = −1 a complex number of absolute value 1. Then the trace norm of the integral operator G on L 2 (dq) with kernel 1/(u + zv) is at most a constant, depending only on z, times ∞ 0 u −1 dq(u).
Proof. Let z 1/2 denote the square root with positive real part. Our kernel is equal to z −1/2 (a factor we may ignore) times 1/(z −1/2 u + z 1/2 v), which has the integral representation ∞ 0 e −s (z −1/2 u+z 1/2 v) ds.
This gives a representation of our operator as a product AB where A has kernel A(u, s) = e −s z −1/2 u and B has kernel B(s, u) = e −s z 1/2 u . We use once again the fact that the trace norm of a product is at most the product of the Hilbert-Schmidt norms. If α = 2 ℜz 1/2 then both A and B have Hilbert-Schmidt norm equal to the square root of This is therefore a bound on the trace norm of our operator.
Corollary. If E(u) is a function on R + , the trace norm of the integral operator on L 2 (R) with kernel E(u)E(v) u + zv is at most a constant depending only on z times ∞ 0 E(u) 2 u −1 du.
