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ANNEALED ISING MODEL ON CONFIGURATION MODELS
VAN HAO CAN, CRISTIAN GIARDINÀ, CLAUDIO GIBERTI, AND REMCO VAN DER HOFSTAD
Abstract. In this paper, we study the annealed ferromagnetic Ising model on the
configuration model. In an annealed system, we take the average on both sides of the
ratio defining the Boltzmann-Gibbs measure of the Ising model. In the configuration
model, the degrees are specified. Remarkably, when the degrees are deterministic, the
critical value of the annealed Ising model is the same as that for the quenched Ising model.
For independent and identically distributed (i.i.d.) degrees, instead, the annealed critical
value is strictly smaller than that of the quenched Ising model. This identifies the degree
structure of the underlying graph as the main driver for the critical value. Furthermore, in
both contexts (deterministic or random degrees), we provide the variational expression
for the annealed pressure. These results complement several results by the authors,
including the setting of the random regular graph by the first author and the setting of
the generalized random graph by Dommers, Prioriello and the last three authors. We
derive these results by a careful analysis of the annealed partition function in the different
cases, using the explicit form of it derived by the first author. In the case of i.i.d. degrees,
this is complemented by a large deviation analysis for the empirical degree distribution
under the annealed Ising model.
1. Motivation and results
The Ising model is a paradigmatic model for magnetism, see [23, 24] for an extensive
historical account, and the books by Ellis [14], Bovier [2] and Contucci and Giardinà
[6] for introductions to statistical mechanics from various perspectives. Recently, the
Ising model has gained in popularity since it gives a very simple model for consensus
reaching in populations. Indeed, when we assume that friends are more likely to have
the same opinion rather than opposing ones, then we can use the Ising model on the
friendship network to model which opinion will prevail in a population and under which
circumstances. As a result, the model has become popular amongst economists and social
scientists as well, and later found further applications in neuroscience, etc. See for example
Contucci, Gallo and Menconi [5] for an example in social sciences, Kohring [22] for an
application in social impact, Fraiman, Balenzuela, Foss and Chialvo [15] for an application
to the brain and Bornholdt and Wagner [1] for an example in economics. Whereas the
original Ising model was defined on a regular lattice, in recent applications more complex
spatial structures (often in the form of a random graph) have been considered to model
system inhomogeneities.
Being a paradigmatic model for random variables that are dependent, the Ising model
on random graphs has also attracted considerable attention from the mathematics com-
munity, starting with Dembo and Montanari [8], see also [7] for an overview of statistical
mechanics models on random graphs, as well as [20, Chapter 5] for an extensive discussion
of the recent results for the Ising model. Dembo and Montanari [8] prove the existence
of the pressure per particle, and identify the critical value, in the case where the degree
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distribution has finite variance. Dommers et al. [11] extend this also to power-law random
graphs and identify the critical exponents in [12]. Central limit theorems were obtained
in [17]. These results all apply in the general context of the quenched Ising model on
locally-tree like random graphs. Unfortunately, the non-classical central limit theorem at
the critical point is not proved in great generality.
Essentially, the study of the quenched Ising model on locally-tree like random graphs is
reduced to that of quenched Ising model on random trees, that is solved by a fixed point
equation. The situation is quite different if one considers the annealed Ising model, since
in this case the contribution of graph realizations containing loops can not be ignored.
On the contrary, being the partition function an exponentially large random variable,
the contribution of atypical graph realizations (having small probabilities) to the average
of the partition function might be substantial and prevented, so far, the possibility of a
general analysis of the annealed setting.
The annealed Ising model could be solved on two specific random graphs models: the
generalized random graph [10], where edges are independent, and the random regular
graph [3, 4], where the degrees are all equal (see also [16] where the configuration model
with degrees that are either 1 or 2 was studied by mapping this model to a one-dimensional
Ising model). In this paper, we extend the analysis of the annealed Ising model to the
configuration model, using ideas from, and extending work of, Can [3, 4]. The model
includes degree variability, and dependence between edges, since the edges need to realize
a prescribed degree sequence. The model turns out to be exactly solvable and therefore
we identify the annealed pressure as well as the critical value. Surprisingly, the annealed
critical value equals the quenched one for deterministic degrees, while it is strictly smaller
for independent and identically distributed (i.i.d.) degrees.
1.1. Configuration model. Fix an integer n that will be the number of vertices in the
random graph and denote by [n] the set {1, 2, . . . n}. Consider a sequence of degrees
d = (di)i∈[n]. Without loss of generality, we assume that dj ≥ 1 for all j ∈ [n], since when
dj = 0, vertex j is isolated and can be removed from the graph. Furthermore, we assume
that the total degree
(1.1) ℓn =
∑
j∈[n]
dj
is even. When ℓn is odd we increase the degree dn by 1. For n large, this will not change
the results and we will therefore ignore this effect.
We wish to construct a graph such that d = (di)i∈[n] are the degrees of the n vertices.
To construct the multigraph where vertex j has degree dj for all j ∈ [n], we have n
separate vertices and incident to vertex j, we have dj half-edges. Every half-edge needs to
be connected to another half-edge to form an edge, and by forming all edges we build the
graph. For this, the half-edges are numbered in an arbitrary order from 1 to ℓn. We start
by randomly connecting the first half-edge with one of the ℓn − 1 remaining half-edges.
Once paired, two half-edges form a single edge of the multigraph, and the half-edges are
removed from the list of half-edges that need to be paired. Hence, a half-edge can be seen
as the left or the right half of an edge. We continue the procedure of randomly choosing
and pairing the half-edges until all half-edges are connected, and call the resulting graph
the configuration model with degree sequence d, abbreviated as CMn(d).
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1.2. Ising model. We start by defining Ising models on finite graphs. Consider a graph
sequence (Gn)n≥1, where Gn = (Vn, En), with vertex set Vn = [n] and some random edge
set En. To each vertex i ∈ [n] we assign an Ising spin σi = ±1. A configuration of spins
is denoted by σ = {σi : i ∈ [n]}. The ferromagnetic Ising model on Gn is then defined by
the Boltzmann-Gibbs distribution
(1.2) µn(σ) =
1
Zn(β,B)
exp
{
β
∑
(i,j)∈En
σiσj +B
∑
i∈[n]
σi
}
.
Here, β ≥ 0 is the inverse temperature and B is the external magnetic field. The partition
function Zn(β,B) is a normalization factor given by
(1.3) Zn(β,B) =
∑
σ∈{−1,+1}n
exp
{
β
∑
(i,j)∈En
σiσj +B
∑
i∈[n]
σi
}
.
We let 〈·〉µn denote the expectation with respect to the Ising measure, i.e., for every
function f : {−1,+1}n → R,
(1.4) 〈f〉µn =
∑
σ∈{−1,+1}n
f(σ)µn(σ).
The main quantity we shall study is the pressure per particle, which is defined as
(1.5) ψn(β,B) =
1
n
logZn(β,B),
in the thermodynamic limit of n → ∞. It turns out that the pressure characterizes
the behavior in the Ising model, and the phase transition and related quantities can be
retrieved from it by taking appropriate derivatives with respect to the parameters B and
β. For example, the magnetization Mn(β,B) is given by
(1.6) Mn(β,B) =
〈1
n
∑
i∈[n]
σi
〉
µn
=
∂
∂B
ψn(β,B).
When dealing with a random graph, such as CMn(d), the above variables are all random.
Then, the above corresponds to the so-called random quenched setting. However, we often
wish to average out over the randomness of the graph. One way to do this, which is called
the averaged quenched setting, is to simply take the expectation in (1.2). In this setting,
when computing an expectation with respect to the Ising measure we deal with a ratio
of random variables (since they are functions of the random graph), and both numerator
and denominator grow exponentially in the large graph limit. Typically, such problems
are difficult, as one still has to deal with the ratio of large random variables.
A common alternative approach is to take the average over the randomness both in
the numerator as well as the denominator, giving rise to the annealed measure. In the
annealed setting, the measure (1.2) is replaced by
(1.7) µan,dn (σ) =
1
E[Zn(β,B)]
E
[
exp
{
β
∑
(i,j)∈En
σiσj +B
∑
i∈[n]
σi
}]
.
Here E is the expectation over the randomness due to the random graph. The super-
script “d” is added to remember that we are dealing with the configuration model with
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deterministic degrees. The main quantity is the annealed pressure, that is defined as
(1.8) ψan,dn (β,B) =
1
n
logE[Zn(β,B)].
See [20, Chapter 5] for an extensive discussion of these different settings, as well as an
overview of the results on the Ising model on random graphs.
We are interested in the thermodynamic limit of our models, i.e. in the behavior as
n→∞. Define ϕan,d(β,B) := limn→∞ ψan,dn (β,B). For the quenched setting, the thermo-
dynamic limit of the pressure was proved to exist, while for the annealed setting, we prove
the existence of ϕan,d(β,B) in this paper. Being the limit of a sequence of convex functions
both in β and in B, the infinite volume pressure ϕan,d(β,B) is also convex. Criticality of
the model manifests itself in the behavior of the annealed spontaneous magnetization
(1.9) M an,d(β) := lim
Bց0
1
B
[ϕan,d(β,B)− ϕan,d(β, 0)],
which is well-defined since convex functions always have right derivates. In terms of these
quantities, the critical inverse temperature is defined as
(1.10) βan,dc := inf{β > 0: M an,d(β) > 0}.
An identical characterization holds in the quenched setting, now in terms of the quenched
spontaneous magnetization. Thus, depending on the setting, we can obtain the quenched
and annealed critical points denoted by βqu,dc and β
an,d
c , respectively. When 0 < βc < ∞,
we say that the system undergoes a phase transition at β = βc.
It is possible that the critical value βc, at which the ferromagnetic phase transition – if
any – occurs, is different for the quenched and annealed settings (it is not hard to prove
that βc is the same in the random and averaged quenched setting). However, the general
belief in physics is that, for the ferromagnetic Ising model on random graphs, the annealed
and quenched cases have the same critical exponents, and are thus in the same universality
class. In this paper, we study the annealed Ising model on the configuration model. We
continue by stating our result, both in the case where the degrees are deterministic, as
well as the case where they are i.i.d. (see Sections 1.3 and 1.4, respectively).
1.3. Results for deterministic degrees. We impose certain regularity conditions on
the degree sequence d. In order to state these assumptions, we introduce some notation.
We denote the degree of a uniformly chosen vertex Un in [n] by Dn = dUn. The random
variable Dn has distribution function Fn given by
(1.11) Fn(x) =
1
n
∑
j∈[n]
1l{dj≤x},
which is the empirical distribution of the degrees. We assume that the vertex degrees
satisfy the following regularity conditions:
Condition 1.1 (Regularity conditions for vertex degrees).
(a) Weak convergence of vertex degrees. There exists a distribution function F such
that, as n→∞,
(1.12) Dn
D−→ D,
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where Dn and D have distribution functions Fn and F , respectively, and
D−→ denotes
convergence in distribution. Further, we assume that F (0) = 0, i.e., P(D ≥ 1) = 1.
(b) Convergence of average vertex degrees. As n→∞,
(1.13) E[Dn]→ E[D] <∞,
where Dn and D have distribution functions Fn and F from part (a), respectively.
(c) Convergence of second moment vertex degrees. As n→∞,
(1.14) E[D2n]→ E[D2] ∈ (0,∞],
where again Dn and D have distribution functions Fn and F from part (a), respectively.
(d) Bound on the maximum degree. Let d
(n)
max = max{di : i ∈ [n]} be the maximum
degree of n vertices. As n→∞,
(1.15) d(n)max = o(n/ logn).
While Condition 1.1(c) is not necessary for the thermodynamic limits proved in this
paper, the second moment of the degrees is needed to identify the critical value of the
Ising model on the configuration model, which is why we have added it. Note that we
allow for E[D2] = ∞, in which case the asymptotic degree distribution has an infinite
second moment. Condition 1.1(c) rules out cases where E[D2n] oscillates, in which case we
cannot define the critical value.
Two canonical examples of such degree sequences that satisfy Condition 1.1 are when
we take di = [1 − F ]−1(i/n) for i = 1, . . . , n, where F is the distribution function of
an integer-valued random variable, and when (di)i∈[n] constitutes a realization of an i.i.d.
sequence of random variables with distribution function F . In the latter case, beware
that in the annealed measure in (1.7), we do not take the average with respect to the
randomness of the degrees. The convergence results in this paper are then meant to holds
in probability. See [18, Chapter 7] for an extensive discussion of the configuration model
and the Degree Regularity Condition 1.1.
The Ising model on the configuration model with deterministic degrees has been inves-
tigated in substantial detail in the quenched setting. One of the main results is that the
thermodynamic limits of the pressure and magnetization exist, and that the Ising model
has a phase transition with the quenched critical value given by
(1.16) βqu,dc = atanh(1/ν),
where
(1.17) ν =
E[D(D − 1)]
E[D]
equals the asymptotic expected forward degree in CMn(d). Our main result for the an-
nealed Ising model on the configuration model with deterministic degrees is the following
theorem, which settles the same result in the annealed setting:
Theorem 1.2 (Thermodynamic limit of the annealed pressure: deterministic degrees).
Consider CMn(d) where the degree sequence satisfies Conditions 1.1(a)-(b) and (d). Then,
for all β ≥ 0 and B ∈ R, the thermodynamic limit of the annealed pressure exists, i.e., as
n→∞,
(1.18) ψan,dn (β,B)→ ϕan,d(β,B),
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where ϕan,d(β,B) is defined in (2.17) below.
We next identify the critical value of the annealed Ising model on the configuration
model:
Theorem 1.3 (Critical value of annealed Ising model: deterministic degrees). Consider
CMn(d) where the degree distribution satisfies Conditions 1.1(a)-(d). Then, the critical
value βan,dc equals
(1.19) βan,dc = β
qu,d
c = atanh(1/ν),
where ν is the expected forward degree in CMn(d) defined in (1.17), and D is the asymp-
totic degree whose existence is stated in Conditions 1.1(a).
The above result is quite surprising, as it states that, when the degrees are fixed, the
configuration model cannot really favorably arrange itself so as to decrease the critical
value of the Ising model on it.
1.4. Results for i.i.d. degrees. In this section, we continue with the behavior for i.i.d.
degrees, where now we also average over the randomness in the degrees. We denote the
finite-volume annealed pressure of the annealed Ising model on the configuration models
with degrees that are i.i.d. copies of the random variable D by
(1.20) ψan,Dn (β,B) =
1
n
logE[Zn(β,B)].
The superscript “D” is added to remember that we are dealing with the configuration
model with random degrees. We define ϕan,D(β,B) := limn→∞ ψan,Dn (β,B). Provided that
this limit is not ∞, the annealed spontaneous magnetization and the inverse critical tem-
peratureM an,D(β) and βan,Dc are defined in a similar way as in (1.9) and (1.10), respectively.
We remark that the quenched critical inverse temperature βqu,Dc is equal to β
an,d
c , where
the asymptotic degree distribution D in Condition 1.1(a) is the degree distribution.
We emphasize that the expectation E in (1.20) includes averaging over two sources
of randomness: firstly, for a given realization of the degrees, we average over all possible
random graphs that can be formed with that given degrees sequence; secondly, we average
over the randomness of the degrees. It turns out that this has a rather dramatic effect,
contrary to the setting of deterministic degrees, that is very much alike to the quenched
setting. Indeed, when the degrees have sufficiently thick tails, the annealed pressure can
even be infinite:
Proposition 1.4 (Infinite pressure for annealed Ising model with i.i.d. degrees). The
pressure of the annealed Ising model on the configuration model with i.i.d. degrees that
are copies of the random variable D with distribution function F equals ψan,Dn (β,B) =∞
precisely when
(1.21) E[eβD/2] =∞.
Proposition 1.4 implies that for power-law degrees, the pressure is simply equal to
infinity. The boundary occurs when the degree distribution has an exponential tail, in
which case, the pressure per particle is infinity when β is large, but not when it is small.
In this case, it is natural to believe that the critical value βan,Dc is strictly smaller than the
value β where the pressure per particle explodes.
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One could say that the anomaly that ψan,Dn (β,B) =∞ in Proposition 1.4 can only occur
due to the lack of a single-edge constraint. Thus, it would be interesting to investigate
the setting where multiple edges are merged and self-loops removed, which is sometimes
called the erased configuration model. In this case, it is not hard to see that even though
ψan,Dn (β,B) <∞ is always true, it also holds that ψan,Dn (β,B) tends to infinity with n.
From now on, we assume that β and D are fixed so that E[eβD/2] < ∞. Then, the
following theorem describes the thermodynamic limit of the pressure per particle for the
annealed Ising model on the configuration model with i.i.d. degrees:
Theorem 1.5 (Thermodynamic limit of the annealed pressure: i.i.d. degrees). Consider
the configuration model where the degrees are a i.i.d. copies of the random variable D with
distribution function F . Then, for all β satisfying E[eβD/2] < ∞ and for all B ∈ R, the
thermodynamic limit of the annealed pressure exists, i.e., as n→∞,
(1.22) ψan,Dn (β,B)→ ϕan,D(β,B),
where ϕan,D(β,B) is defined in (3.8) below. Further, ϕan,D(β,B) > ϕan,d(β,B;p), where
ϕan,d(β,B;p) denotes the pressure of the configuration model with a deterministic degree
sequence having asymptotic degree distribution p = (pk)k≥1 with pk = P(D = k).
Theorem 1.5 implies that it is favorable to increase the edge-density in the configuration
model with i.i.d. degrees, and that the above effect is so pronounced that it changes the
pressure per particle. We continue by studying the critical value βan,Dc , and show that this
effect is so large that it actually changes the critical value:
Theorem 1.6 (Critical value of annealed Ising model: i.i.d. degrees). Consider the
configuration model where the degrees are i.i.d. copies of the random variable D with
distribution function F . The critical inverse temperature βan,Dc satisfies β
an,D
c ≤ β¯Dc , where
β¯Dc is the unique solution to
(1.23) β¯Dc = atanh(1/ν(q(β¯
D
c ))),
where
(1.24) ν(q) =
∑
k≥1 k(k − 1)qk∑
k≥1 kqk
and qk(β) =
pi cosh(β)
i/2
E[cosh(β)D/2]
, for k ∈ N
and pk = P(D = k). Assume that E[e
β¯Dc D/2] <∞. Then, the critical value βan,Dc satisfies
(1.25) βan,Dc < β
qu,d
c = atanh(1/ν),
unless D = r almost surely for some positive integer r.
The case where D = r corresponds to random regular graphs, and is the only case where
Theorems 1.2 and 1.5 actually agree, which explains why this case needs to be excluded
in Theorem 1.6. The random regular graph case was also investigated by Dommers et al.
in [16] for r = 2, by Can in [3, 4], and by Dembo, Montanari, Sly and Sun [9] (see also
the remark below [9, Theorem 1], where it is mentioned that the Ising result also holds
for odd degree).
The fact that βan,Dc < β
qu,d
c can be understood by noting that, by a correlation inequality,
(1.26) ν(q(β)) ≥ ν.
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Indeed, introducing the random variable D⋆ with law given by
(1.27) P(D⋆ = k) =
kpk
E[D]
,
where pk = P(D = k), one has
(1.28) ν(q(β)) =
E[(D⋆ − 1) cosh(β)D⋆/2]
E[cosh(β)D⋆/2]
≥ E[D⋆ − 1] = ν,
with strict inequality unless D⋆ is constant or β = 0. Thus, by the first part of Theorem
1.6,
βan,Dc ≤ β¯Dc = atanh(1/ν(q(β¯Dc ))) < atanh(1/ν) = βqu,dc .
Remark 1.7 (Equality of βan,Dc and β¯
D
c ). We believe that β
an,D
c and β¯
D
c are equal, see also
Remark 3.4 below, where we explain this intuition more precisely. Unfortunately, due to
insufficient analytical control of the variational formulas that define ϕan,D(β,B), we are
unable to prove this.
Remark 1.8 (Specific degree distributions). In Section 3.4, we work out two special
cases. For the CM with Poisson degrees with parameter λ, we have βquc = atanh(1/λ) for
λ > 1. When λ ≤ 1, there is no giant component [19], so that βquc =∞. In the annealed
setting, however, we instead obtain that
(1.29) β¯Dc = − log(2λ2) + log
[
1 +
√
1 + 4λ4 +
√
2 + 2
√
1 + 4λ4
]
<∞,
for all λ > 0, so that the annealed setting with Poisson i.i.d. degrees behaves markedly
different from the quenched setting. In particular, even when λ < 1, the annealed Ising
model still has a finite critical value, indicating that the graph, under the annealed Ising
model, will have a giant component for all λ > 0.
A similar scenario appears for the CM with Geometric degrees with parameter p. In
this case βquc = atanh(p/[2(1− p)]), since the expected forward degree is ν = 2(1− p)/p.
Thus, when p ≥ 2
3
there is no giant component and βquc = ∞. On the other hand, in the
annealed case with i.i.d. degrees we prove that
(1.30) β¯Dc = ln
(
x⋆(p)2 +
√
x⋆(p)4 − 1
)
<∞,
where x⋆(p) is the solution of a fourth order algebraic equation, see (3.89), that is larger
than 1 for all 0 < p < 1. Also in this case we have a finite annealed critical value for all
values of the parameter p.
1.5. Discussion. In this section, we provide some discussion of our results and state open
problems.
Quenched and annealed. For the random r-regular graph, not only do the critical
values in the annealed and quenched settings agree, but even their pressures [3]. We
believe however this to be exceptional. Generically, i.e. for all configuration models with
non constant deterministic degrees, we proved in Theorem 1.3 that the critical values are
the same, but we believe that the quenched pressure in [8, 11] and the annealed pressures
in Theorem 1.2 are different, as the first involves the solution of an infinite dimensional
variational problem for the so-called cavity field distribution, whereas the second involves
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the solution of a scalar variational problem (see Lemma 2.1). However, it is not clear to
us how to prove such a result.
Deterministic degrees: several universality classes. For deterministic degrees, we
expect that in the annealed setting the behavior around criticality is described by the
degree distribution in a similar way as for the quenched case, as described in [12]. In
particular, such a result would imply that in the case where the degrees have a bounded
fourth moment, the critical exponents are equal to those for the Curie-Weiss model, while
in the strongly inhomogeneous setting of power-law degrees with exponent τ ∈ (3, 5), they
depend on τ . We do not adress this question in this paper.
Independent and identically distributed degrees: only one universality class.
The situation is quite different in the case of i.i.d. degrees. We believe that βan,Dc = β¯
D
c
(recall Remark 1.7). When E[eβ
an,D
c D/2] < ∞, then q(βan,Dc ) in (1.24) has exponential
tails, since cosh(βan,Dc ) < e
βan,Dc . Therefore, denoting q(β,B) to be the empirical degree
distribution of the annealed Ising model on the configuration model with i.i.d. degrees,
one can expect that for β > βan,Dc and B > 0 with β − βan,Dc and B very small, also
q(β,B) has exponential tails. As a result, power-law degree distributions cannot occur,
which suggests that the critical exponents are all equal to those of the Curie-Weiss model.
In this case, there exists only one universality class, compared to the several ones for
the setting of deterministic degrees. It would be quite surprising should the universality
classes for the two settings be so crucially different. See Remark 3.5 for more details.
Generalized random graph with random weights. The analysis developed for the
configuration model with i.i.d. degrees can be extended to the generalized random graph
model with i.i.d. weights. For generalized random graphs with deterministic weights, it
is known that the value of the critical temperature where the annealed phase transition
occurs is strictly larger than the value of the quenched critical temperature [16]. The
additional randomness of the weights causes a further increase of the annealed critical
temperature. As for the critical behavior, by the same argument of the previous item
we expect the existence of a unique universality class for the generalized random graph
with i.i.d. weights, contrary to the quenched case or the annealed case with deterministic
weights that have been shown to have multiple universality classes [12, 10]. Thus adding
randomness to the random graph seems to favor a higher degree of universality, in the
sense that different universality classes merge together as a consequence of averaging.
Organization of the paper. We prove the results for deterministic degrees in Section
2. More precisely, we identify the partition function for deterministic degrees and prove
Theorem 1.2 in Section 2.1, and identify the annealed critical value in Theorem 1.3 in
Section 2.2. We prove the results for i.i.d. degrees in Section 3. More precisely, we show
when the partition function is finite and prove Proposition 1.4 in Section 3.1, identify the
partition function for i.i.d. degrees with finite support and prove Theorem 1.2 in Section
3.2, extend the analysis to infinite support i.i.d. degrees in Section 3.3, and identify the
annealed critical value in Theorem 1.6 in Section 3.4.
2. Deterministic degrees: Proof of Theorems 1.2 and 1.3
In this section, we prove our results in Theorems 1.2 and 1.3 on the annealed Ising model
on the configuration model with deterministic degrees satisfying Conditions 1.1(a)-(b) and
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(d). In Section 2.1, we derive the thermodynamic limit of the pressure per particle. In
Section 2.2, we identify the critical value.
2.1. Partition function deterministic degrees: Proof of Theorem 1.2. Consider
the annealed Ising model on the configuration model CMn(d). Assume that Conditions
1.1(a)-(b) and (d) hold. For k ≥ 1, denote
(2.1) nk = #{i ≤ n : di = k}, and p(n)k = P(Dn = k) =
nk
n
.
By Condition 1.1(a), p(n)k → pk = P(D = k). By symmetry, we only consider the case
that B ≥ 0.
We now rewrite the partition function, using ideas from Can [3]. By [3, (3.4)], the
expectation of the partition function can be written as
(2.2) E[Zn(β,B)] = e
(βE[Dn]/2−B)n
∑
A⊆[n]
e2B|A|gβ(ℓA, ℓn),
where |A| denotes the number of vertices in A,
(2.3) ℓA =
∑
i∈A
di
is the total degree of the vertices in A and
(2.4) gβ(k,m) = E[e
−2βX(k,m)].
Here, for k ∈ [m], X(k,m) denotes the number of edges between [k] and [m] \ [k] in a
configuration model with m vertices of degree 1 only (i.e., a random matching).
The proofs of Can [3, 4] are centered around a careful asymptotic analysis of the function
gβ(k,m) that we next explain in detail (see in particular [3, Lemma 2.1]). Can applies
these ideas to the random regular graph, but also notices that the results hold more
generally (see [3, Section 7]). In this paper, we extend the analysis so as to deal with
the non-regular case, for which Can proves the existence of the annealed pressure in [3,
Proposition 7.3], but does not analyze it further. Indeed, the sequence gβ(k,m) satisfies
(2.5) max
0≤k≤m
log gβ(k,m)
m
− Fβ(k/m) = O(1)
m
,
where, denoting x ∧ y = min{x, y} for x, y ∈ R,
(2.6) Fβ(t) =
∫ t∧(1−t)
0
log fβ(u)du,
and
(2.7) fβ(u) =
e−2β(1− 2u) +√1 + (e−4β − 1)(1− 2u)2
2(1− u) .
Using these asymptotics, a variational formula for the pressure per particle can be
obtained in the thermodynamic limit. We start by rewriting (2.2) as
(2.8) E[Zn(β,B)] = e
(βE[Dn]/2−B)n
∑
(jk)≤(nk)
∏
k≥1
(
nk
jk
)
e2B
∑
k≥1 jkgβ
(∑
k≥1
kjk, ℓn
)
.
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In the above formula, compared to (2.2), jk is the number of vertices of degree k that
are in A (so that indeed jk ≤ nk), and ℓA =
∑
k≥1 kjk. The factor
(
nk
jk
)
arises from the
number of possible choices of jk elements out of a total of nk elements.
Then
ψan,dn (β,B) =
βE[Dn]
2
− B
+
1
n
log
∑
(jk)≤(nk)
exp
[∑
k≥1
log
(
nk
jk
)
+ 2B
∑
k≥1
jk + log gβ
(∑
k≥1
kjk, ℓn
)]
.
We can bound the above sum from below by taking the maximum over all (jk) ≤ (nk),
and from above by the total number of (jk) with (jk) ≤ (nk) times the maximum. Note
that this number is bounded from above by
(2.9)
∏
k≥1
(
1 + (nk − 1)1l{nk≥1}
)
.
Since d
(n)
max = o(n/ logn) by Condition 1.1(d), and since nk ≤ n, we can trivially upper
bound
(2.10)
∏
k≥1
(
1 + (nk − 1)1l{nk≥1}
)
≤ nd(n)max = ed(n)max logn = eo(n).
Further, let us denote the proportion of vertices of degree k in our set as
(2.11) sk = jk/nk ∈ [0, 1].
Then, the Stirling approximation n! =
√
2πne−nnn(1 +O(1/n)) gives the estimate
(2.12)
(
n
j
)
=
nn
jj(n− j)n−j e
O(log n) = enI(j/n)+O(logn),
where I(0) = I(1) = 0 and, for t ∈ (0, 1),
(2.13) I(t) = −t log t− (1− t) log(1− t).
Using that
∑
k≥1 lognk1l{nk≥1} = o(n) when d
(n)
max = o(n/ logn), Condition 1.1(d) implies
ψan,dn (β,B) =
βE[Dn]
2
+ max
0≤sk≤1
[∑
k≥1
p(n)k I(sk) +B
(
2
∑
k≥1
skp
(n)
k − 1
)
+ E[Dn]Fβ
(∑
k≥1 kp
(n)
k sk
E[Dn]
)]
+O
(d(n)max logn
n
)
,(2.14)
where the maximum runs over sk = jk/nk and we have used (2.5). We next argue that we
can replace the maximum over sk = jk/nk by the supremum over sk ∈ (0, 1). The upper
bound holds trivially, for the lower bound, we will make use of the explicit solution that
will be derived below, which satisfies that s⋆k ∈ (ε, 1 − ε) for all k ≥ 1. See Lemma 2.1
below. Since the function
∑
k≥1 p
(n)
k I(sk) +B
(
2
∑
k≥1 skp
(n)
k − 1
)
+E[Dn]Fβ
(∑
k≥1 kp
(n)
k
sk
E[Dn]
)
is uniformly continuous for sk ∈ (ε, 1− ε), this shows that the maximum will be close to
the supremum over sk ∈ (0, 1).
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Using that p(n)k → pk by Condition 1.1(a) and E[Dn] → E[D] by Condition 1.1(b), we
see that the function that is being maximized converges pointwise to
(2.15) G((sk)k≥1) =
∑
k≥1
pkI(sk) +B
(
2
∑
k≥1
skpk − 1
)
+ E[D]Fβ
(∑
k≥1 kpksk
E[D]
)
.
We thus arrive at
ψan,dn (β,B) =
βE[D]
2
+ sup
sk∈(0,1)
G((sk)k≥1) + o(1).(2.16)
This proves Theorem 1.2, with
(2.17) ϕan,d(β,B) =
βE[D]
2
+ sup
sk∈(0,1)
G((sk)k≥1).
We first show that the maximizers of G are attainable. To do this, we will show G is a
continuous function in an appropriate compact metric space. Let us define
A = [0, 1]N = {s = (sk)k≥1 : 0 ≤ sk ≤ 1}.
We define a metric on A associated with the degree distribution (pk)k≥1 as follows. For
s = (sk)k≥1 and t = (tk)k≥1, define the distance
d(s, t) =
∑
k≥1
kpk|sk − tk|+
∑
k≥1
2−k|sk − tk|1l{pk=0}.
Since
∑
k≥1 kpk is finite, by standard arguments in functional analysis, we can show that
(A, d) is a compact metric space. Indeed, d(s, t) metrizes the product topology [13]
according to which [0, 1]N is compact by Tychonoff’s theorem. We now show that G is
continuous function on (A, d). Suppose that s(n) converges to s in (A, d). We shall show
G(s(n))→ G(s) as n→∞. By the definition of G and d,
|G(s(n))−G(s)| ≤
∑
k≥1
pk|I(s(n)k )− I(sk)|+ 2B
∑
k≥1
pk|s(n)k − sk|
+ E[D]
∣∣∣Fβ(∑k≥1 kpks(n)k
E[D]
)
− Fβ
(∑
k≥1 kpksk
E[D]
)∣∣∣
≤
∑
k≥1
pk|I(s(n)k )− I(sk)|+
[
2B + sup
t∈(0,1)
|F ′β(t)|
]
d(s(n), s).(2.18)
We notice that
(2.19) sup
t∈(0,1)
|F ′β(t)| = 2β,
since
(2.20) F ′β(t) =
{
log fβ(t) if t ≤ 1/2,
− log fβ(1− t) if t ≥ 1/2,
and e−2β ≤ fβ(t) ≤ 1 for all t ∈ (0, 12). Therefore, the second term in (2.18) converges to
0 as n→∞. To show the convergence of the first term, we notice that for all ℓ ≥ 1,
(2.21)
∑
k≥1
pk|I(s(n)k )− I(sk)| ≤
∑
k≤ℓ
pk|I(s(n)k )− I(sk)|+ 2 log 2
∑
k≥ℓ
pk,
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since 0 ≤ I(s) ≤ log 2 for all s ∈ [0, 1]. The first term converges to 0 as n→∞, since I(·)
is a continuous function and s(n)k → sk for all k ≤ ℓ; the second term converges to 0 as
ℓ → ∞. Hence, we conclude that the first term in (2.18) converges to 0 as n → ∞, and
thus G is a continuous function on a compact space. Therefore, G attains maximizers at
some points s ∈ A.
In the next lemma, we identify the solution of this optimization problem, and thus give
a more explicit formula for ϕan,d(β,B). This in particular implies that ϕan,d(β,B) is well
defined and thus completes the proof of Theorem 1.2. We remark that the functional to
be optimized in (2.15) only depends on those components sk whose index k ∈ N is such
that the asymptotic degree distribution pk = P(D = k) satisfies pk > 0.
Lemma 2.1 (Solution of the optimization). Let r = dmin = min{i ≥ 1: pi > 0} be the
minimal asymptotic degree and let Sr := {i ≥ r : pi > 0}. Let B ≥ 0. The maximizer
(s⋆k)k≥1 to (2.17) satisfies, for all k ∈ Sr,
(2.22) s⋆k =
1
wke−2B + 1
,
where, for B > 0, w = w(β,B) is a solution in (e−2β, 1) to
(2.23)
1− e−2βw
1 + w2 − 2e−2βw = E
[(
1 + wD
⋆
e−2B
)−1]
,
where D⋆ is the random variable defined in (1.27).
Proof. We first show that if (s⋆k)k≥1 is a maximizer of G, then for all k ∈ Sr,
(a) 1/2 ≤ s⋆k < 1,
(b) ∂G((s⋆k)k≥1)/∂sk = 0.
We prove (a) by contradiction. Assume that there is an index ℓ ∈ Sr such that s⋆ℓ < 12 .
To show that (s⋆k)k≥1 is not a maximizer, it suffices to prove that G((u
⋆
k)k≥1) > G((s
⋆
k)k≥1),
with u⋆k = s
⋆
k ∨ (1 − s⋆k) for k ≥ 1, where x ∨ y = max{x, y}. We observe that u⋆k ≥ 12 for
all k, so
∑
k≥1 kpku
⋆
k/E[D] ≥ 12 . Recall that Fβ(t) = Fβ(1 − t) for t ∈ [0, 1], and Fβ is
decreasing in (0, 1
2
] and increasing in [1
2
, 1), while∣∣∣ 1
E[D]
∑
k≥1
kpku
⋆
k − 12
∣∣∣ = ∣∣∣ 1
E[D]
∑
k≥1
kpk(s
⋆
k ∨ (1− s⋆k)− 12)
∣∣∣(2.24)
=
1
E[D]
∑
k≥1
kpk|s⋆k − 12 | ≥
∣∣∣ 1
E[D]
∑
k≥1
kpk(s
⋆
k − 12)
∣∣∣,
so that
∑
k≥1 kpku
⋆
k/E[D] is further from
1
2
than
∑
k≥1 kpks
⋆
k/E[D]. Hence,
(2.25) Fβ
(∑
k≥1
kpku
⋆
k/E[D]
)
≥ Fβ
(∑
k≥1
kpks
⋆
k/E[D]
)
.
Furthermore,
(2.26) B
(
2
∑
k≥1
pku
⋆
k − 1
)
> B
(
2
∑
k≥1
pks
⋆
k − 1
)
.
Finally, I(u⋆k) = I(s
⋆
k) for all k ≥ 1. We conclude that G((u⋆k)k≥1) > G((s⋆k)k≥1), which is
a contradiction with (s⋆k)k≥1 being a maximizer.
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Now assume that there is an index ℓ ∈ Sr, such that s⋆ℓ = 1. We compute
(2.27)
∂G
∂sk
= pk
(
I ′(sk) + 2B + kF ′β
(∑
k≥1 kpksk
E[D]
))
.
Therefore, ∂G((s⋆k)k≥1)/∂sℓ = −∞ for sℓ = 1, since I ′(1) = −∞ and F ′β is a bounded func-
tion (see (2.19)). Hence, there exists a small positive constant ε, such that G((u⋆k)k≥1) >
G((s⋆k)k≥1), with u
⋆
k = s
⋆
k for k 6= ℓ and u⋆ℓ = 1− ε. This completes the proof of (a).
The proof of (b) is similar. Assume that there exists a maximizer (s⋆k)k≥1 satisfying
∂G((s⋆
k
)k≥1)
∂sℓ
6= 0 for some ℓ ∈ Sr. Thanks to part (a), 1/2 ≤ s⋆ℓ < 1. Hence, there exists
(u⋆k)k≥1, with u
⋆
k = s
⋆
k for k 6= ℓ and u⋆ℓ ∈ (s⋆ℓ − ε, s⋆ℓ + ε) with ε small enough, such that
G((u⋆k)k≥1) > G((s
⋆
k)k≥1), which again gives a contradiction. Thus, also part (b) follows.
By part (b), all maximizers are solutions to the systems of equations ∂G/∂sk = 0 for
all k ∈ Sr. By part (a), all maximizers (sk)k≥1 satisfy sk ≥ 1/2 for all k ∈ Sr, so that also∑
k≥1 kpksk/E[D] ≥ 1/2. Hence,
(2.28) F ′β
(∑
k≥1 kpksk
E[D]
)
= − log fβ
(
1−
∑
k≥1 kpksk
E[D]
)
,
by (2.20). Combining this equation with (2.27) and (b), we conclude that the maximizers
in (2.16) are solutions of
(2.29) I ′(sk) + 2B − k log fβ
(
1−
∑
j≥1 jpjsj
E[D]
)
= 0, k ∈ Sr.
In (2.29), we multiply the equation for sr with r = dmin by k and subtract the equation
for sk with k ∈ Sr \ {r} multiplied by r, which gives
(2.30) kI ′(sr)− rI ′(sk) + 2(k − r)B = 0.
Note that
(2.31) I ′(s) = log
(1− s
s
)
.
Thus, we arrive at, now writing s = sr,
(2.32)
(1− s
s
)k
=
(
1− sk
sk
)r
e−2B(k−r),
which is equivalent to
(2.33)
1− sk
sk
=
(
1− s
s
)k/r
e2(k−r)B/r .
We conclude that
(2.34) sk = sk(s) =
[(
e2B
1− s
s
)k/r
e−2B + 1
]−1
.
Defining
(2.35) w =
(
e2B
1− s
s
)1/r
,
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we thus arrive at
(2.36) sk =
[
wke−2B + 1
]−1
.
This proves (2.22) for all k ∈ Sr.
In terms of w and using (2.36), equation (2.29) with k = r becomes
(2.37) log(wre−2B) + 2B − r log fβ
(
1−
∑
j≥1 jpj
[
wje−2B + 1
]−1
E[D]
)
= 0,
which is equivalent to
(2.38) w = fβ
(
1− E
([
1 + wD
⋆
e−2B
]−1))
,
where D⋆ is the size-biased distribution of D given by
(2.39) P(D⋆ = k) =
kpk
E[D]
.
Note that fβ takes values in (e
−2β , 1], so w ∈ (e−2β , 1]. We now compute the inverse
function of fβ as
(2.40) f−1β (y) =
y2 − e−2βy
1 + y2 − 2e−2βy .
Then (2.38) becomes
(2.41)
1− e−2βw
1 + w2 − 2e−2βw = E
[(
1 + wD
⋆
e−2B
)−1]
,
which is (2.23).
We can see that if B > 0, then w = 1 is not a solution to the above equation. Thus,
we only need to consider the solution in (e−2β , 1). 
Proof of Theorem 1.2. Due to Lemma 2.1, combined with (2.17), we see that ϕan,d(β,B)
is well defined, and thus (2.17) completes the proof. 
Below, we will rely on the fact that if we know the solution of (2.23), then we can find
the annealed pressure by (2.17) and (2.22). This will be used to identify the critical value.
2.2. Critical value for deterministic degrees: Proof of Theorem 1.3. We aim to
show that the critical inverse temperature is
(2.42) βan,dc = β
qu,d
c = atanh(1/ν) =
1
2
log
(
E[D⋆]
E[D⋆]− 2
)
,
where ν is defined in (1.17) and the fact that ν = E[D⋆]− 1 is used.
We have already shown that
ϕan,d(β,B) =
βE[D]
2
+ sup
sk∈(0,1)
G((sk)k≥1).
By Lemma 2.1,
MG = {(sk)k∈Sr : 0 ≤ sk ≤ 1, (sk)k∈Sr is a maximizer of G(·)}
⊆ {(sk(w,B))k∈Sr : e−2β ≤ w ≤ 1, w is a solution to (2.23)},(2.43)
16 VAN HAO CAN, CRISTIAN GIARDINÀ, CLAUDIO GIBERTI, AND REMCO VAN DER HOFSTAD
where
(2.44) sk(w,B) =
e2B
e2B + wk
.
and we recall that Sr := {i ≥ r : pi > 0} with r = dmin = min{i ≥ 1: pi > 0} the
minimal asymptotic degree.
Lemma 2.2 (Spontaneous magnetization). The spontaneous magnetization defined in
(1.9) satisfies that
(a) M an,d(β) = 0 when β < βqu,dc ;
(b) M an,d(β) > 0 when β > βqu,dc .
Proof of Lemma 2.2 We start with part (a). Assume that β < βqu,dc . Then
(2.45) c = e−2β > e−2β
qu,d
c =
m− 2
m
, with m = E[D⋆].
Define
a = e2B .
The equation (2.23) becomes
(2.46) g(w) := E
[
a
a+ wD⋆
]
− 1− cw
1 + w2 − 2cw = 0.
We observe that for any w ∈ (0, 1), the function x 7→ a/(a + wx) is concave. Therefore,
by Jensen’s inequality,
(2.47) g(w) ≤ ha(w) := a
a+ wm
− 1− cw
1 + w2 − 2cw.
For w ∈ (0, 1),
(2.48) ha(w) = 0 ⇔ h˜a(w) := cwm − wm−1 + aw − ac = 0.
We notice that ha(0) = 0, h
′
a(0
+) < 0 and g(w) ≤ ha(w). Hence,
w := inf{w ∈ (e−2β , 1) : g(w) = 0}
≥ inf{w ∈ (e−2β , 1) : ha(w) = 0} = inf{w ∈ (e−2β , 1) : h˜a(w) = 0} =: wa.
We have
h˜′a(w) = cmw
m−1 − (m− 1)wm−2 + a
h˜′′a(w) = (m− 1)wm−3(cmw − (m− 2)).
Since c > (m − 2)/m, one has (m − 2)/(cm) ∈ (0, 1). Thus, h˜′′a(v) changes its sign from
negative to positive when w crosses (m − 2)/(cm). Hence, h˜′a(v) attains the minimum
value at (m− 2)/(cm). Using c > (m− 2)/m, we obtain that
(2.49) h˜′a
(
m−2
cm
)
= a− (m−2
cm
)m−2
is positive for any a ≥ 1, therefore h˜a is an increasing function in [0, 1], and h˜a(w) = 0
has a unique solution, say wa. Moreover, the unique solution w of h˜1(w) = 0 is 1. We can
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check that ∂h˜1
∂w
(1) = (mc − (m − 2)) 6= 0. Therefore, the implicit function theorem gives
that wa is a differentiable function in a, satisfying that wa → 1 as a→ 1 and
(2.50)
∂wa
∂a

a=1
= −
∂h˜a(w)
∂a
|(w,a)=(1,1)
∂h˜a(w)
∂w
|(w,a)=(1,1)
= − 1
mc− (m− 2) .
Thus, a 7→ wa is differentiable in a = 1 with bounded derivative. Further, when B = 0,
the equation (2.23) has unique solution w = 1. Therefore,
(2.51) ϕan,d(β, 0) = β
E(D)
2
+G0((sk(1, 0))k∈Sr),
where G0(·) denotes the function G(·) when B = 0. We remark that
M an,d(β) = lim
Bց0
ϕan,d(β,B)− ϕan,d(β, 0)
B
= lim
Bց0
G((sk(w
⋆, B))k∈Sr)−G0((sk(1, 0))k∈Sr)
B
= lim
Bց0
G((sk(w
⋆, B))k∈Sr)−G((sk(1, B))k∈Sr)
B
+ lim
Bց0
G((sk(1, B))k∈Sr))−G0((sk(1, 0))k∈Sr)
B
,(2.52)
with w⋆ a solution of (2.23). Using the fact that (sk(1, 0))k∈Sr = (1/2)k∈Sr is a stationary
point of G0, we can show that
lim
Bց0
G((sk(1, B))k∈Sr))−G0((sk(1, 0))k∈Sr)
B
=
∂G
(
(1/2)k∈Sr
)
∂B

B=0
+
∑
k∈Sr
∂G
(
(sk)k∈Sr
)
∂sk

(sk)k∈Sr=(1/2)k∈Sr ,B=0
× ∂sk
∂B

B=0
= 0.(2.53)
By the mean-value theorem, there is some w˜ ∈ (w⋆, 1), such that G((sk(w⋆, B))k∈Sr) −
G((sk(1, B))k∈Sr) = G
′((sk(w˜, B))k∈Sr)(w
⋆−1). Therefore, using the facts that wa ≤ w ≤
w⋆ ≤ w˜ ≤ 1 and that wa → 1 as aց 1 (or equivalently B ց 0),
lim
Bց0
|G((sk(w⋆, B))k∈Sr)−G((sk(1, 0))k∈Sr)|
B
= lim
Bց0
|G′((sk(w˜, B))k∈Sr)||w⋆ − 1|
B
≤ lim
Bց0
|G′((sk(w˜, B))k∈Sr)|(1− w)
B
≤ lim
Bց0
|G′((sk(w˜, B))k∈Sr)|(1− wa)
B
= lim
Bց0
|G′((sk(w˜, B))k∈Sr)| lim
aց1
(1− wa)
a− 1 limBց0
e2B − 1
B
,(2.54)
by the chain rule. The right-hand side vanishes by (2.50), since the first term converges
to 0 since G′((sk(1, 0))k∈Sr) = 0 and since the second and third terms are bounded. This,
together with (2.52), shows that M an,d(β) = 0, which completes the proof of (a).
We now prove (b). Assume that β > βqu,dc . We will prove that there exist positive
constants θ = θ(β) and δ = δ(β), such that, for all 0 < B ≤ δ,
(2.55) MG ⊆ {(sk(w,B))k∈Sr : e−2β ≤ w ≤ 1− θ, w is a solution to (2.23)}.
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Let w⋆ ∈ (e−2β, 1) be any solution to (2.23). Then (sk(w⋆, B))k∈Sr is a stationary point
of G, and thus
(2.56) G′((sk(w⋆, B)) =
∑
k∈Sr
∂G
(
(sk(w,B))k∈Sr
)
∂sk

w=w⋆
× s′k(w⋆, B)) = 0.
Moreover, we can compute that
G′′((sk(w
⋆, B)) =
∑
i,k∈Sr
∂2G
(
(sk(w,B))k∈Sr
)
∂sk∂si

w=w⋆
× s′k(w⋆, B)s′i(w⋆, B)
+
∑
k∈Sr
∂G
(
(sk(w,B))k∈Sr
)
∂sk

w=w⋆
× s′′k(w⋆, B)
=
∑
i,k∈Sr
∂2G
(
(sk(w,B))k∈Sr
)
∂sk∂si

w=w⋆
× s′k(w⋆, B)s′i(w⋆, B) =: H(w⋆, B),(2.57)
with
H(w,B) =
∑
k∈Sr
pkI
′′(sk)(s′k(w,B))
2 −
f ′β
(
1−
∑
k≥1 kskpk
E[D]
)
fβ
(
1−
∑
k≥1 kskpk
E[D]
) 1
E[D]
(∑
k∈Sr
kpks
′
k(w,B)
)2
.
When w → 1 and B → 0 (or equivalently a→ 1), for all k ∈ Sr,
sk(w,B)→ 12 , s′k(w,B)→ −
k
4
, I ′′(sk(w,B))→ −4.(2.58)
Moreover,
f ′β(1/2)
fβ(1/2)
= 2(1− e−2β).
Therefore, as w → 1 and B → 0,
H(w,B)→ H(1, 0) = −1
4
∑
k2pk +
1− e−2β
8E[D]
(∑
pkk
2
)2
> −1
4
E[D2] +
2E[D]
8E[D2]E[D]
E[D2]2 = 0,(2.59)
since, for β > βqu,dc ,
e−2β < e−2β
qu,d
c = 1− 2
E[D⋆]
= 1− 2E[D]
E[D2]
.
This implies that there exist positive constants θ and δ, such that H(w,B) > 0 for all
1 − θ ≤ w ≤ 1 and 0 ≤ B ≤ δ. Therefore, if w⋆ ∈ (1 − θ, 1) is a solution to (2.23), then
G′((sk(w⋆, B)) = 0 and G′′((sk(w⋆, B)) > 0. Hence, (sk(w⋆, B))k∈Sr is not a maximizer.
Combining this with (2.43), we get (2.55).
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The above implies that if 0 < B ≤ δ, for any maximizer (sk(w⋆, B))k∈Sr , one has∑
k∈Sr
pksk(w
⋆) =
∑
k∈Sr
pk
a
a + (w⋆)k
= E
(
a
a+ (w⋆)D
)
≥ E
(
1
1 + (1− θ)D
)
=
1
2
+ η,(2.60)
for some η > 0. This implies in particular that
(2.61) MG ⊆
{
(sk)k∈Sr :
∑
k∈Sr
pksk ≥ 12 + η
}
.
On the other hand, we observe that with σ+ = {v : σv = +1},
M an,dn (β,B) :=
∑
σ
(2|σ+|
n
− 1
)
µan,dn (σ)
≥ ηµan,dn (σ : |σ+| > n(1 + η)/2)− µan,dn (σ : |σ+| ≤ n(1 + η)/2)
= η − (η + 1)µan,dn (σ : |σ+| ≤ n(1 + η)/2) .(2.62)
Further,
(2.63) µan,dn (σ : |σ+| ≤ n(1 + η)/2) =
E[Yn(β,B)]
E[Zn(β,B)]
,
with, as in (1.3),
(2.64) Yn(β,B) =
∑
|σ+|
n
≤1+η
2
exp
{
β
∑
(i,j)∈En
σiσj +B
∑
i∈[n]
σi
}
.
Using the same argument as for the partition function, it follows that
1
n
logE[Yn(β,B)] = max
(sk)k∈Sr∈Aη
G((sk)k∈Sr) + o(1),
where
Aη =
{
(sk)k∈Sr ∈ A :
∑
k∈Sr
pksk ≤ 1+η2
}
.
We conclude that, uniformly in B > 0
(2.65)
lim sup
n→∞
M an,dn (β,B) ≥ η−(η+1) lim
n→∞
exp
[
−n
(
max
(sk)k∈Sr∈A
G((sk)k∈Sr)− max
(sk)k∈Sr∈Aη
G((sk)k∈Sr)
)]
.
Since Aη is closed in A, and A is a compact space, also Aη is a compact set. Hence,
on Aη the continuous function G attains the maximal value at some point sη ∈ Aη. By
(2.61), all maximizers of G are not in Aη. Therefore,
(2.66)
max
(sk)k∈Sr∈A
G((sk)k∈Sr)− max
(sk)k∈Sr∈Aη
G((sk)k∈Sr) = max
(sk)k∈Sr∈A
G((sk)k∈Sr)−G(sη) = ε > 0,
for some ε. As a consequence, (2.65) implies that uniformly in B > 0
(2.67) lim sup
n→∞
M an,dn (β,B) ≥ η > 0.
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Since (ψan,dn (β,B))n≥1 is a sequence of convex functions in B ∈ R converging to ϕan,d(β,B),
we have (see [25, Proposition I.3.2 ])
(2.68) (D+Bϕ
an,d)(β,B) ≥ lim sup
n→∞
(D+Bψ
an,d
n )(β,B)
where (D+Bϕ
an,d)(β,B) denotes the right derivative w.r.t. B, i.e.
(2.69) (D+Bϕ
an,d)(β,B) := lim
hց0
ϕan,d(β,B + h)− ϕan,d(β,B)
h
.
On the other hand, we have differentiability of the pressure at finite volume ψan,dn (β,B)
and thus on the right hand side of (2.68) we can replace the right derivative D+B with the
derivative DB, obtaining
(2.70) (D+Bϕ
an,d)(β,B) ≥ lim sup
n→∞
(DBψ
an,d
n )(β,B) = lim sup
n→∞
M an,dn (β,B).
By (2.67) we thus have
(2.71) (D+Bϕ
an,d)(β,B) ≥ η > 0.
Now for a real convex function f we have continuity from above of the right derivative
(see, e.g., [21, Theorem 1.1.7])
(2.72) lim
h→0+
D+f(x+ h) = D+f(x).
As a consequence, taking the limit B ց 0 in (2.71), we conclude that if β > βqu,dc then
(2.73) M an,d(β) > 0.
This completes the proof of part (b).

Proof of Theorem 1.3. The proof follows directly from Lemma 2.2. 
3. Proofs for i.i.d. degrees
In this section, we investigate the annealed Ising model with i.i.d. degrees. In Section
3.1, we prove Proposition 1.4. In Section 3.2, we identify the partition function and prove
Theorem 1.5 for degree distributions with finite supports. In Section 3.3, we extend the
analysis to general degree distributions. In Section 3.4, we identify an upper bound for
the annealed critical value for configuration model with i.i.d. degrees and prove Theorem
1.6.
3.1. Finiteness of pressure per particle i.i.d. degrees: Proof of Proposition 1.4.
We first note that
E[Zn(β,B)] ≥ E
[
exp
{
β
∑
(i,j)∈En
1 +B
∑
i∈[n]
1
}]
= E
[
exp
{
β|En|+ nB
}]
(3.1)
= enBE
[
eβ
∑
i∈[n]Di/2
]
.
The latter is finite precisely when E[eβD/2] <∞, as required.
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Further, we can similarly bound from above
E[Zn(β,B)] ≤ 2nE
[
exp
{
β
∑
(i,j)∈En
1 + |B|
∑
i∈[n]
1
}]
(3.2)
= 2nen|B|E
[
exp
{
β|En|
}]
= 2nen|B|E
[
eβ
∑
i∈[n]Di/2
]
.
Again, this is finite precisely when E[eβD/2] < ∞. The latter bound also implies that
lim supn→∞ ψ
an,D
n (β,B) <∞ when E[eβD/2] <∞, which completes the proof. 
3.2. Identification partition function i.i.d. degrees: Proof of Theorem 1.5 for
finite supports. In this section, we prove Theorem 1.5 for degree distributions having
a finite support. We will extend the proof to general degree distributions satisfying
E[eβD/2] <∞ below. Let us consider the annealed Ising model on the configuration model
with i.i.d. sequence of degrees given by the distribution p, i.e., the sequence (Di)i∈[n] are
i.i.d. random variables with distribution P(D = i) = pi, with pi = 0 if i > i0, for a
given i0 (finite support condition). For any probability distribution q = (qk)k≥1, let
ϕan,d(β,B; q) be the annealed pressure of the Ising model on the configuration model with
degree distribution q.
Let P (n) be the empirical degree distribution, i.e.,
(3.3) P (n)k =
1
n
∑
i∈[n]
1l{Di=k}.
Then
(3.4) E [Zn(β,B)] = E
(
enψ
an,d
n (β,B;P
(n))
)
.
We note that ψan,dn (β,B;p) = ϕ
an,d(β,B;p) + o(1) uniformly in p, since p only takes
finitely many values. See in particular (2.14), which gives a uniform bound for p only
taking finitely many values, and (2.16), which shows that the error in the continuum
approximation of the values of (sk)k∈Sr over which we maximize is uniform as well. By
Varadhan’s Lemma,
(3.5) − lim
n→∞
1
n
logE [Zn(β,B)] = inf
q
[H(q | p)− ϕan,d(β,B; q)],
where we define the relative entropy
(3.6) H(q | p) =
∑
i≥1
qi log (qi/pi)
and we use that the functional q 7→ ϕan,d(β,B; q) is bounded and continuous, since, e.g.
(3.7) ϕan,d(β,B; q)− ϕan,d(β,B; q′) ≤ sup
(sk)k∈Sr
[Gβ,B((sk)k∈Sr ; q)−Gβ,B((sk)k∈Sr ; q′)],
where now we also make the dependence on the degree distribution explicit in the no-
tation. Since q 7→ Gβ,B((sk)k∈Sr ; q) is uniformly continuous, the upper continuity of
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q 7→ ϕan,d(β,B; q) follows. The lower continuity can be proved in an identical manner.We
conclude that
(3.8) ϕan,D(β,B) = sup
q
[ϕan,d(β,B; q)−H(q | p)].
This identifies the pressure of the annealed Ising model on the configuration model with
i.i.d. degrees, and thus proves Theorem 1.5 for degree distributions having finite support.

3.3. Identification partition function i.i.d. degrees: Proof of Theorem 1.5 for in-
finite supports. When E[eβD/2] =∞, we know that the pressure per particle is infinite.
In this section, we investigate what happens otherwise, by extending the analysis in the
previous section to such degree distributions with infinite support satisfying E[eβD/2] <∞.
We proceed by upper and lower bounds.
Proof of lower bound in Theorem 1.5 for infinite supports. We start with the lower bound,
which is the easiest. Fix k large, to be determined later on. We use that
E [Zn(β,B)] ≥ E
(
enψ
an,d
n (β,B;P
(n))1l{P (n)
l
=0 ∀l≥k}
)
=
( k−1∑
i=1
pi
)n
E
[
enψ
an,d
n (β,B;P
(n)) | Di < k ∀i ∈ [n]
]
.(3.9)
Fix ε > 0, and use that
(∑k−1
i=1 pi
)n
≥ e−εn for k ≥ k(ε) sufficiently large. It thus suffices
to investigate the conditional expectation. Here, we use that, conditionally on Di <
k ∀i ∈ [n], the sequence (Di)i∈[n] is i.i.d. with probability mass function p˜i = pi/
∑k−1
l=1 pl,
i = 1, . . . , k − 1. Thus, we can use the analysis in Section 3.2 to arrive at
(3.10) lim inf
n→∞
1
n
logE [Zn(β,B)] ≥ sup
q
[ϕan,d(β,B; q)−H(q | p˜)]−ε.
Since
H(q | p˜) =
k−1∑
i=1
qi log (qi/p˜i) =
k−1∑
i=1
qi log (qi/pi)− log
( k−1∑
i=1
pi
) k−1∑
i=1
qi
=
k−1∑
i=1
qi log (qi/pi) + o(1),(3.11)
we arrive at
(3.12) lim inf
k→∞
lim inf
n→∞
1
n
logE [Zn(β,B)] ≥ sup
q
[ϕan,d(β,B; q)−H(q | p)]− ε,
with H(q | p) =∑∞i=1 qi log (qi/pi) and the supremum is over all probability distributions
on N. This establishes the lower bound. 
Proof of upper bound in Theorem 1.5 for infinite supports. The upper bound is substan-
tially more involved, and will follow from three lemmas. We start by giving an alternative
representation of the pressure per particle.
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It has been shown in [3, (7.2) and (7.3)] that
E[Zn(β,B)] = e
O(1/n)
n∑
j=0
(
n
j
)
eB(2j−n)E
(
eℓn[β/2+Fβ(ℓj/ℓn)]
)
,(3.13)
where for all j ≤ n,
(3.14) ℓj = D1 + · · ·+Dj
consists of the partial sums of the degrees. Our first lemma investigates some properties
of the function Fβ:
Lemma 3.1 (Properties of Fβ). Let a, b, c, d be non-negative real numbers satisfying a ≤
b, c ≤ d and b− a ≤ d− c. Then
(3.15) dFβ(c/d)− bFβ(a/b) ≤ 0.
Proof. Recall that Fβ satisfies
Fβ(t) = Fβ(1− t) ≤ 0 ∀t ∈ [0, 1],(3.16)
F ′β(t) ≤ 0 ∀t ∈ [0, 12 ], F ′′β (t) ≥ 0 ∀t ∈ [0, 1].(3.17)
We notice that it is sufficient to prove the lemma for the case a
b
, c
d
≤ 1
2
. Indeed, let
a¯ = b − a and c¯ = d − c. Then a¯ ≤ c¯, and thus (a ∧ a¯) ≤ b, (c ∧ c¯) ≤ d. By (3.16),
F (a/b) = F ((a ∧ a¯)/b) and F (c/d) = F ((c ∧ c¯)/d). Hence, we only need to prove (3.15)
for the case that a
b
, c
d
≤ 1
2
.
Assume that a
b
, c
d
≤ 1
2
. We show that for all t ∈ [0, 1],
(3.18) x(t) = Fβ(t)− tF ′β(t) ≤ 0.
Indeed, using (3.16) and (3.17), x′(t) = −tF ′′β (t) ≤ 0 for all t ∈ [0, 1]. Thus x(t) ≤ x(0) = 0
for all t ∈ [0, 1].
Since F ′′β (t) ≥ 0, by a Taylor expansion, we obtain that Fβ(x)− Fβ(y) ≤ F ′β(x)(x− y)
for all 0 ≤ x, y ≤ 1. Hence,
dFβ(c/d)− bFβ(a/b) = (d− b)Fβ(c/d) + b(Fβ(c/d)− Fβ(a/b))
≤ (d− b)Fβ(c/d) + bF ′β(c/d)
(c
d
− a
b
)
.(3.19)
Observe that, since a ≤ c,
b
( c
d
− a
b
)
=
cb− ad
d
≥ cb− cd
d
= −(d− b) c
d
.(3.20)
Further F ′β(c/d) ≤ 0, since c/d ≤ 1/2. Hence, using the last two inequalities, we get
dFβ(c/d)− bFβ(a/b) ≤ (d− b)
(
Fβ(c/d)− (c/d)F ′β(c/d)
)
≤ 0,(3.21)
by (3.18), as required. 
We use Lemma 3.1 to truncate the degree distribution, as we explain now. For any
k ≥ 1, we consider a truncated sequence (D(k)i )i≥1 defined by D(k)i = Di ∧ k. We define
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correspondingly the partition function Z (k)n (β,B) and ℓ
(k)
j = D
(k)
1 + · · · + D(k)j for j ≤ n.
Then we also have
E[Z (k)n (β,B)]=e
O(1/n)
n∑
j=0
(
n
j
)
eB(2j−n)E
(
eℓ
(k)
n [β/2+Fβ(ℓ
(k)
j /ℓ
(k)
n )]
)
.(3.22)
Moreover, it is clear that for all j ≤ n,
ℓ(k)j ≤ ℓ(k)n , ℓj ≤ ℓn, and ℓ(k)n − ℓ(k)j =
n∑
i=j+1
(Di ∧ k) ≤
n∑
i=j+1
Di = ℓn − ℓj.
Therefore, applying Lemma 3.1, we obtain that, for all j ≤ n,
ℓnFβ(ℓj/ℓn) ≤ ℓ(k)n Fβ(ℓ(k)j /ℓ(k)n ),
which implies, using (3.13), that
E[Zn(β,B)] ≤ eO(1/n)
n∑
j=0
(
n
j
)
eB(2j−n)E
(
eℓ
(k)
n [β/2+Fβ(ℓ
(k)
j /ℓ
(k)
n )]eβ(ℓn−ℓ
(k)
n )/2
)
.(3.23)
Define
(3.24) N≥k =
∑
i∈[n]
1l{Di≥k}.
Then, by conditioning on N≥k, we obtain
E[Zn(β,B)] ≤ eO(1/n)
n∑
m,j=0
(
n
j
)
eB(2j−n)E
[
eℓ
(k)
n [β/2+Fβ(ℓ
(k)
j /ℓ
(k)
n )]eβ(ℓn−ℓ
(k)
n )/2 | N≥k = m
]
P(N≥k = m).
(3.25)
Conditionally on N≥k = m, the vectors (Di ∧ k)i∈[n] and ℓn − ℓ(k)n =
∑
i∈[n](Di− k)1l{Di≥k}
are independent, so that
E[Zn(β,B)] ≤ eO(1/n)
n∑
m,j=0
(
n
j
)
eB(2j−n)E
[
eℓ
(k)
n [β/2+Fβ(ℓ
(k)
j /ℓ
(k)
n )] | N≥k = m
]
× E
[
eβ(ℓn−ℓ
(k)
n )/2 | N≥k = m
]
P(N≥k = m).(3.26)
We compute
(3.27) E
[
eβ(ℓn−ℓ
(k)
n )/2 | N≥k = m
]
= E[eβ(D−k)/2 | D ≥ k]m.
In the following lemma, we investigate the other conditional expectation:
Lemma 3.2 (Conditional pressure per particle). For any q≥k ∈ [0, 1] and k ≥ 1,
lim
n→∞
1
n
log
n∑
j=0
(
n
j
)
eB(2j−n)E
[
eℓ
(k)
n [β/2+Fβ(ℓ
(k)
j /ℓ
(k)
n )] | N≥k = ⌈nq≥k⌉
]
= sup
q˜
[
ϕan,d(β,B; q˜)− H˜(q˜ | p˜)],(3.28)
ANNEALED ISING MODEL ON CONFIGURATION MODELS 25
where p˜ = (p1, . . . , pk−1, p≥k) and q˜ = (q1, . . . , qk−1, q≥k), and
(3.29) H˜(q˜ | p˜) =
k−1∑
i=1
qi log(qi/pi)− (1− q≥k) log
(
(1− q≥k)/(1− p≥k)
)
.
Proof. This follows immediately from Varadhan’s lemma, as in (3.8), noting that the
vector (Di ∧ k)i∈[n] satisfies a conditional large deviation principle with rate function
H˜(q˜ | p˜). Indeed, conditionally on N≥k = ⌈nq≥k⌉, this sequence consists of q≥kn values k,
and the remaining (1 − q≥k)n values are i.i.d. with distribution p˜. The rate function of
this sequence can be computed using the ratio of probabilities as
H˜(q˜ | p˜) = − lim
n→∞
1
n
log P(N1 = q1n, . . . , Nk−1 = qk−1n,N≥k = q≥kn) + lim
n→∞
1
n
log P(N≥k = q≥kn)
=
[ k−1∑
i=1
qi log(qi/pi) + q≥k log(q≥k/p≥k)
]
−
[
q≥k log(q≥k/p≥k) + (1− q≥k) log
(
(1− q≥k)/(1− p≥k)
)]
,
(3.30)
and the q≥k log(q≥k/p≥k) terms cancel, as required. 
We conclude that
lim sup
n→∞
1
n
logE[Zn(β,B)] ≤ sup
q˜
[
ϕan,d(β,B; q˜)− H˜(q˜ | p˜) + q≥k logE[eβ(D−k)/2 | D ≥ k]
−q≥k log(q≥k/p≥k)− (1− q≥k) log((1− q≥k)/(1− p≥k))
]
= sup
q˜
[
ϕan,d(β,B; q˜)−
k−1∑
i=1
qi log(pi/qi)− q≥k log(q≥k)
+ q≥k logE[e
β(D−k)/21l{D≥k}]
]
.(3.31)
When k is sufficiently large E[eβ(D−k)/21l{D≥k}] ≤ 1 by dominated convergence, so that we
arrive at
lim sup
n→∞
1
n
logE[Zn(β,B)] ≤ sup
q˜
[
ϕan,d(β,B; q˜)−
k−1∑
i=1
qi log(pi/qi)− q≥k log(q≥k)
]
.(3.32)
We aim to let k →∞ in the above expression. We see that, as k →∞,
(3.33)
k−1∑
i=1
qi log(pi/qi)− q≥k log(q≥k)→
∞∑
i=1
qi log(pi/qi)
for every proper probability mass function q. What remains to prove is that the optimal
q does not put mass in infinity:
Lemma 3.3 (Optimizer does not put mass at infinity). For any ε > 0,
(3.34) lim inf
k→∞
lim inf
n→∞
1
n
logE[Zn(β,B)1l{∑i∈[n] 1l{Di≥k}≥εn}] = −∞.
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Proof. We bound as in (3.2),
E
[
Zn(β,B)1l{∑i∈[n] 1l{Di≥k}≥εn}
]
≤ 2nen|B|E
[
eβ
∑
i∈[n]Di/21l{∑i∈[n] 1l{Di≥k}≥εn}
]
= 2nen|B|
∑
m≥εn
(
n
m
)
pm
≥k
(1− p≥k)n−mE
[
eβ
∑
i∈[n]Di/2 | N≥k = m
]
.(3.35)
We compute
(3.36) E
[
eβ
∑
i∈[n]Di/2 | N≥k = m
]
= E
[
eβD/2 | D ≥ k
]m
E
[
eβD/2 | D < k
]n−m
.
This yields
E
[
Zn(β,B)1l{∑i∈[n] 1l{Di≥k}≥εn}
]
≤ 2nen|B|
∑
m≥εn
(
n
m
)
E
[
eβD/21l{D≥k}
]m
E
[
eβD/21l{D<k}
]n−m
= 2nen|B|E
[
eβD/2
]n ∑
m≥εn
(
n
m
)
rmk (1− rk)n−m,(3.37)
where
(3.38) rk =
E
[
eβD/21l{D≥k}
]
E
[
eβD/2
] .
Since E
[
eβD/2
]
<∞, we have that limk→∞ rk = 0, so that
lim sup
n→∞
1
n
log
∑
m≥εn
(
n
m
)
rmk (1− rk)n−m = lim sup
n→∞
1
n
log P(Bin(n, rk) ≥ εn)
= −ε log(ε/rk)− (1− ε) log((1− ε)/(1− rk))
→ −∞,(3.39)
for any ε > 0 as k →∞. 
We arrive at
lim
n→∞
1
n
logE[Zn(β,B)] ≤ sup
q
[
ϕan,d(β,B; q)−
∞∑
i=1
qi log(pi/qi)
]
= sup
q
[
ϕan,d(β,B; q)−H(q | p)].(3.40)
This proves the required upper bound. 
Together with the corresponding lower bound proved in (3.12), we arrive at
(3.41) lim
n→∞
1
n
logE [Zn(β,B)] = sup
q
[ϕan,d(β,B; q)−H(q | p)],
which establishes the formula for the annealed pressure for i.i.d. degrees having infinite
support. 
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3.4. Annealed critical value for configuration model with i.i.d. degrees: Proof
of Theorem 1.6. We first notice that
(3.42) ϕan,D(β,B) = sup
w,q
Rβ,B(w, q),
where
(3.43) Rβ,B(w, q) = −H(q | p) + rβ,B(w, q)
and
(3.44) rβ,B(w, q) =
βE[D(q)]
2
+Gβ,B((sk(w,B))k≥1; q).
Here we explicitly write the parameters (β,B, q) of all functions involved. We claim that
Rβ,B(·) is a continuous function in a compact space [0, 1]×P, with P the space of discrete
probability measures. Thus, there exists a non-empty set of maximizers.
In the proof below, we fix β < βan,Dc . For B > 0, define
(3.45) w¯(B) = sup{w⋆ : there exists q⋆ such that (w⋆, q⋆) is a maximizer of Rβ,B(·)}.
The proof consists of 4 steps.
Step 1: An optimizer w⋆(B) that converges to 1. We first show that w¯(0+) =
lim supB→0+ w¯(B) = 1 by contradiction. Assume that w¯(0
+) < 1. Then there exists
δ, ε > 0, such that when 0 < B < δ, we have w⋆ = w⋆(B) < 1 − ε for all maximizers
(w⋆, q⋆) of Rβ,B. Since [0, 1] × P is compact, as B ց 0, we can take a subsequence of
(w⋆, q⋆) converging to a limit (w˜, q˜) with w˜ ≤ 1− ε. Therefore,
(3.46) ϕan,D(β, 0+) = Rβ,0(w˜, q˜) = −H(q˜ | p) + βE[D(q˜)]
2
+Gβ,0((sk(w˜, 0))k≥1; q˜).
On the other hand,
(3.47) ϕan,D(β,B) ≥ −H(q˜ | p) + βE[D(q˜)]
2
+Gβ,B((sk(w˜, B))k≥1; q˜).
Thus,
M an,D(β) = lim
Bց0
ϕan,D(β,B)− ϕan,D(β, 0)
B
≥ lim
Bց0
Gβ,B((sk(w˜, B))k≥1; q˜)−Gβ,0((sk(w˜, 0))k≥1; q˜)
B
= lim
Bց0
Gβ,B((sk(w˜, B))k≥1; q˜)−Gβ,B((sk(w˜, 0))k≥1; q˜)
B
+ lim
Bց0
Gβ,B((sk(w˜, 0))k≥1; q˜)−Gβ,0((sk(w˜, 0))k≥1; q˜)
B
.
The first term converges to
(3.48)
∑
k≥1
∂
∂sk
Gβ,0((sk(w˜, B))k≥1)
∣∣
B=0
∂
∂B
sk(w˜, B) = 0,
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since, by assumption, (sk(w˜, 0))k≥1 is a stationary point of Gβ,0((sk)k≥1). The second
term converges to
∑
k≥1 q˜k(2sk(w˜, 0)− 1), so that
M an,D(β) ≥
∑
k≥1
q˜k(2sk(w˜, 0)− 1) = 2
∑
k≥1
q˜k
1 + w˜k
− 1
= E
[
2
1 + wD˜
]
− 1 = E
[
1− wD˜
1 + wD˜
]
≥ E
[
1− (1− ε)D˜
1 + (1− ε)D˜
]
> 0.
Here we have used that w˜ ≤ 1− ε and D˜- the random variable with law q˜ is not 0 almost
surely. By (1.10) applied to M an,D(β) and βan,Dc , this contradicts the assumption that
β < βan,Dc .
Step 2: A Lagrange multiplier equation. We have now proved that w¯(0+) = 1, and
thus we can assume that w⋆(B)→ 1 as B ց 0 for one sequence of maximizers (w⋆(B))B≥0.
Now we analyze the limit of q⋆ = q⋆(B) as B ց 0. Since (w⋆(B), q⋆(B)) is a maximizer
of Rβ,B, (w
⋆(B), q⋆(B)) satisfies
(3.49)
∂Rβ,B(w
⋆(B), q⋆(B))
∂qi
= λ,
for some Lagrange multiplier λ that is due to the restriction that q⋆(B) is a probability
measure, and all i for which pi > 0. If p only takes finitely many values, the above system
indeed provides the critical points of Rβ,B.
The above Lagrange equation is standard when the degree distribution has finite sup-
port, but requires some extra arguments when p has infinite support. In this paragraph,
we fix (β,B) are omit them from the notation, as we aim to show that (3.49) holds for all
(β,B). We now provide these arguments. First, we prove that the optimizer q⋆ satisfies
that q⋆i > 0 whenever pi > 0. For this, we fix i ≥ 1 for which pi > 0 and a j ≥ 1 for
which q⋆j > 0. Assume that q
⋆
i = 0, and consider, instead, the probability distribution
q(ε) = q⋆ + εδi − εδj , where δi is the Kronecker-delta on i ∈ N. Since (w⋆, q⋆) is the
maximizer, we must have that
(3.50) H(q(ε) | p)− r(w⋆, q(ε)) ≤ H(q⋆ | p)− r(w⋆, q⋆).
By the identification of r, the function the function qi 7→ r(w⋆, q) is differentiable. How-
ever,
(3.51) H(q(ε) | p)−H(q⋆ | p) = ε log(ε/pi)+(q⋆j−ε) log((q⋆j−ε)/pj)−q⋆j log((q⋆j−ε)/pj),
which is ε log(ε)(1 + o(1)), and which has a derivative −∞ at ε = 0. This contradicts
with the fact that q⋆ is the maximizer. We conclude that the optimizer q⋆ satisfies that
q⋆i > 0 whenever pi > 0.
We continue by proving that (3.49) holds. Fix i, j for which pi, pj > 0. By the previous
argument, also q⋆i , q
⋆
j > 0. Pick ε so small that q(ε) = q
⋆ + εδi − εδj is a probability
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measure. Then, by the fact that (w⋆, q⋆) is the maximizer of H(q | p) − r(w, q), we
obtain that
(3.52)
∂
∂ε
[H(q(ε) | p)− r(w⋆, q(ε))]ε=0 = 0,
which is equivalent to
(3.53)
∂
∂qi
[
H(q | p)− r(w⋆, q)
]
q=q⋆
=
∂
∂qj
[
H(q | p)− r(w⋆, q)
]
q=q⋆
.
Since this is true for all i, j for which pi, pj > 0, we get (3.49).
Step 3: Identification of a limit of the optimizer q⋆(B). In this step, we show
that, along an appropriate subsequence, q⋆(B) converges to an explicit limit. Note that
∂
∂qi
H(q | p) = log(qi/pi) + 1. We can thus alternatively write (3.49) as
(3.54) log(q⋆i (B)/pi)−
∂
∂qi
rβ,B(w
⋆(B), q)
∣∣
q=q⋆(B)
= λ.
By (3.44),
∂
∂qi
rβ,B(w
⋆(B), q) =
∂
∂qi
[βE[D(q)]/2 +Gβ,B
(
(sk(w
⋆))k≥1; q)].(3.55)
Further, by (2.15),
(3.56) Gβ,B((sk)k≥1; q) =
∑
k≥1
qkI(sk) +B
(
2
∑
k≥1
skqk − 1
)
+ E[D(q)]Fβ
(∑
k≥1 kqksk
E[D(q)]
)
,
Thus,
∂
∂qi
Gβ,B
(
(sk)k≥1; q) = I(si) + 2siB + iFβ
(∑
k≥1 kqksk
E[D(q)]
)
+ E[D(q)]F ′β
(∑
k≥1 kqksk
E[D(q)]
)( isi
E[D(q)]
− i
∑
k≥1 kqksk
E[D(q)]2
)
.(3.57)
Take B ց 0. Extract a subsequence along which q⋆(B) converges to a limit, say q(β)
and w⋆(B) → 1. Along this subsequence, (sk(w⋆(B)))k≥1 → (1/2)k≥1. Then, using that
Fβ(
1
2
) = log
(
1
2
[1 + e−2β]
)
, (3.57) becomes
∂
∂qi
Gβ,0
(
(sk(1))k≥1; q(β)) = log 2 + iFβ(12) = log 2 +
i
2
log
(
1
2
[1 + e−2β ]
)
.(3.58)
We conclude that (3.49) becomes
(3.59) log(qi(β)/pi) + βi/2 +
i
2
log
(
1
2
[1 + e−2β ]
)
= log(qi(β)/pi) +
i
2
log cosh(β) = λ,
so that
(3.60) qi(β) = pi cosh(β)
i/2/c(β),
where c(β) = E[cosh(β)D/2] <∞, since E[eβD/2] <∞.
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Step 4: Completion of the proof of Theorem 1.6. For all B ≥ 0, we have
(3.61) ϕan,D(β,B) ≥ −H(q(β) | p) + ϕan,d(β,B; q(β)).
Moreover, since w⋆(B)→ 1 and q⋆(B)→ q(β),
ϕan,D(β, 0+) = lim
Bց0
R(w⋆, q⋆) = R(1, q(β)) = −H(q(β) | p) + r(1, q(β))
≤ −H(q(β) | p) + ϕan,d(β, 0; q(β)).(3.62)
Combining the last two inequalities, we obtain, using the definition of the spontaneous
magnetization
Man,D(β) = lim
Bց0
ϕan,D(β,B)− ϕan,D(β, 0)
B
≥ lim
Bց0
ϕan,d(β,B)− ϕan,d(β, 0)
B
= Man,d(β; q(β)).(3.63)
Since β < βan,Dc ,M
an,D(β) = 0. SinceMan,d(β; q(β)) ≥ 0 we conclude thatMan,d(β; q(β)) =
0. This is equivalent to
(3.64) β ≤ atanh(1/ν(q(β))),
where we write
(3.65) ν(q) =
∑
k≥1 k(k − 1)qk∑
k≥1 kqk
.
We also notice that β 7→ atanh(1/ν(q(β))) is monotonically decreasing. Hence the
equation β = atanh(1/ν(q(β))) has a unique solution, denoted by β¯Dc . Moreover, if
β ≤ atanh(1/ν(q(β))) then β ≤ β¯Dc . Thus we have proved that if β < βan,Dc , then β ≤ β¯Dc .
Therefore, βan,Dc ≤ β¯Dc . Furthermore, for any β ≥ 0,
(3.66) ν(q(β)) ≥ ν,
since
(3.67) ν(q(β)) =
E[(D⋆ − 1) cosh(β)D⋆/2]
E[cosh(β)D⋆/2]
≥ E[D⋆ − 1] = ν,
with strict inequality unless D⋆ is constant or β = 0. Thus, we obtain that when β¯Dc > 0
and the degrees are not a.s. constant,
(3.68) βan,Dc ≤ β¯Dc = atanh(1/ν(q(β¯Dc ))) < atanh(1/ν) = βquc .
This completes the proof of Theorem 1.6. 
Remark 3.4 (Equality βan,Dc = β¯
D
c ). We believe that β
an,D
c = β¯
D
c , but lack a proof of this
fact. Indeed, we expect that the magnetization M an,D(β,B) ≈ 0 when (β,B) ≈ (βan,Dc , 0)
with β ≥ βan,Dc , B ≥ 0. This, in turn, would mean that there exists an optimizer w⋆(β,B)
that is close to 1, so that there also exists an optimizer (s⋆k(β,B))k≥1 that is close to
1
2
.
As a result, there should also be an optimizer qk(β,B) that is close to q(β), which should
thus be close to critical. This should mean that βan,Dc = atanh(1/ν(q(β
an,D
c ))). Our proof,
however, does not yield this, since we have insufficient control over the optimizers.
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Remark 3.5 (Critical behavior). Assume that βan,Dc = β¯
D
c , as we argue above, as well as
E[eβ
an,D
c D/2] <∞. Then, the solution qi(β) in (3.60) has exponential tails, since cosh(β) <
eβ. Thus, by (3.57), one can expect the solution q(β,B) to have exponential tails as well
for B > 0 small enough and β > βan,Dc with β − βan,Dc sufficiently small. As a result,
one can expect that the critical behavior is related to that of an annealed system with a
degree distribution with exponential tails, which should be equal to those for the Curie-
Weiss model. Since this is true for all degree distributions with E[eβ
an,D
c D/2] < ∞, this
suggests that the power-law universality class does not arise for i.i.d. degrees, which is
quite surprising.
Example 3.6 (Poisson degrees). Let us compute the critical inverse temperature when
D is the Poison distribution with intensity λ > 0, that is P(D = i) = pi, i ≥ 0, with
pi = e
−λλ
i
i!
.(3.69)
From (3.60) we get the optimizer for all β > 0:
qi(β) =
pi cosh(β)
i/2
c(β)
=
1
eλc(β)
(λ
√
cosh(β))i
i!
.(3.70)
Hence, the expected forward degree corresponding to distribution q(β) = (qi(β))i is
ν(q(β)) =
∑
i≥0 i(i− 1)qi(β)∑
i≥0 iqi(β)
=
∑
i≥2(λ
√
cosh(β))i/(i− 2)!∑
i≥1(λ
√
cosh(β))i/(i− 1)! = λ
√
cosh(β).(3.71)
The upper bound β¯Dc satisfies (1.23), or equivalently
tanh(β¯Dc ) =
(
λ
√
cosh(β¯Dc )
)−1
,
that can be rewritten as
cosh(β¯Dc ) = λ
2(cosh(β¯Dc )
2 − 1).(3.72)
Solving this equation for cosh(β¯Dc ) and inverting the hyperbolic cosine, we obtain
βan,Dc ≤ β¯Dc = − log(2λ2) + log
[
1 +
√
1 + 4λ4 +
√
2 + 2
√
1 + 4λ4
]
.(3.73)
On the other hand, the quenched critical value is βqu,dc = atanh(1/ν(p)), where ν(p) = λ
(as can be readily seen by setting β = 0 in (3.71)), that is
(3.74) βqu,dc =
1
2
log
(
λ+1
λ−1
)
.
Let us observe that, while βan,Dc exists for any λ > 0, the quenched critical value is finite
only if λ > 1, and as λց 1, βqu,dc →∞, while βan,Dc ≤ β¯Dc → log[(1+
√
5+
√
2 + 2
√
5)/2].
Example 3.7 (Geometric degrees). We next investigate the case of geometric degrees,
i.e., we assume that P(D = i) = pi with
(3.75) pi = (1− p)i−1p, i ≥ 1,
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for some 0 < p < 1. Thus, given β > 0, by (3.60),
(3.76) qi(β) =
(1− p)i−1p(√cosh(β))i
c(β)
, i ≥ 1.
Hence, ∑
i≥1
iqi(β) =
p
√
cosh(β)
c(β)
∑
i≥1
i((1− p)
√
cosh(β))i−1
=
p
√
cosh(β)
c(β)
(
1− (1− p)
√
cosh(β)
)−2
,(3.77)
provided that the summability condition (1 − p)√cosh(β) < 1 is satisfied. Under the
same assumption, also
(3.78)
∑
i≥1
i(i− 1)qi(β) = p
√
cosh(β)
c(β)
2(1− p)√cosh(β)(
1− (1− p)√cosh(β))3 .
Then, form (3.65), we obtain the expected forward degree
(3.79) ν(q(β)) =
2(1− p)√cosh(β)
1− (1− p)√cosh(β) .
Thus, in this case, the equation for β¯Dc in (1.23) reads as
(3.80) tanh(β¯Dc ) =
(
2(1− p)
√
cosh(β¯Dc ))
)−1
− 1
2
.
This equation looks similar to the corresponding equation for the Poisson case, but is in
fact quite different. Setting, for the sake of notation, x =
√
cosh(β¯Dc ) and r = 1 − p, we
can rewrite (3.80) as
(3.81)
√
x4 − 1
x2
=
1− rx
2rx
that, after some manipulation, can be transformed into
(3.82) x2(3r2x4 + 2rx3 − x2 − 4r2) = 0.
Recalling the definition of x, we conclude that the equation for the critical β¯Dc is
(3.83) 3r2x4 + 2rx3 − x2 − 4r2 = 0, with x ≥ 1.
The polynomial fr(x) = 3r
2x4+2rx3−x2−4r2 (with r > 0) has a local negative maximum
at x = 0 and for x > 0 a unique negative local minimum at x+(r) =
1
4r
(
√
33
3
− 1). Since
f ′r(x) > 0 for x > x+(r), we conclude that there exists a unique positive solution x
⋆(r) ∈
(x+(r),∞) to the equation fr(x) = 0. Now we have to check that x⋆(r) corresponds to
an admissible solution to (3.83), that is, 1 ≤ x⋆(r) < r−1 for all 0 < r ≤ 1, i.e., for all
0 ≤ p < 1. Observe that we can bound fr(x) for x < 1 as
(3.84) fr(x) = r
2(3x4 − 4) + 2rx3 − x2 < r2(3x4 − 4) + x2(2r − 1),
and, since 3x4 − 4 < −1 and x2 < 1,
(3.85) r2(3x4 − 4) + x2(2r − 1) < −r2 + 2r − 1 = −(1− r)2 ≡ −p2.
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Thus, fr(x) < 0 if x < 1 (with fr(1) = 0 if and only if r = 1) and this shows that
x⋆(r) ≥ 1. Now we show that x∗(r) < r−1 by contradiction. Dropping the dependence of
x⋆(r) on r, we write
(3.86) fr(x
⋆) = 3(rx⋆)2x⋆2 + 2(rx⋆)x⋆2 − x⋆2 − 4r2,
and assuming x⋆ > 1 we obtain,
(3.87) fr(x
⋆) > 4x⋆2 − 4r2 > 0,
(where the last inequality follows from the fact that x⋆ > 1 and r < 1) in contradiction
with the fact that x⋆ is the root of fr(x
⋆) = 0 . The previous inequality proves the claim.
Therefore we conclude that, for any 0 < p < 1, the critical inverse temperature with
geometric degrees is bounded from above by
(3.88) β¯Dc = ln
(
x⋆(p)2 +
√
x⋆(p)4 − 1
)
,
where x⋆(p) is the unique solution to the fourth order equation
(3.89) 3(1− p)2x4 + 2(1− p)x3 − x2 − 4(1− p)2 = 0.
On the other hand, the quenched critical value with geometric degrees is by (1.19) equal
to
(3.90) βqu,dc = atanh
(
p
2(1− p)
)
.
Then, we have βqu,dc =∞ for p ≥ 23 , while in the annealed case with i.i.d. degrees there is
a finite critical value for any 0 < p < 1.
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