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Chapter 1 
INTRODUCTION 
1.1 Introduction 
An important aspect in the design and safety analysis of a nuclear 
reactor system is the accurate calculation of the power produced 
throughout the reactor core during both steady-state and transient 
operation. Due to the complexity of the defining equations and the 
heterogeneous composition of a reactor core, the solution of 
practical problems requires the implementation of sophisticated 
numerical methods on a high-speed digital computer. The recent 
emphasis on the importance of full three-dimensional calculations 
for the analysis of light water reactor (LWR) transients has led 
to increased research activity in the area of improved computational 
methods for reactor calculations. As a result of this effort, 
2 
significant progress has been made in this area in the past five 
to seven years. 
This thesis will have as its primary objective the development 
and evaluation of an improved method for multidimensional reactor 
calculations. A more detailed discussion of the problem to be solved 
is given in the next section, followed by a review of present solution 
techniques. The final section of this chapter will detail the scope 
of this investigation and the organization of the thesis. 
1.2 The Problem to be Solved 
An exact description of the physical behavior of neutron migration in 
aumultiplying rriedium is given by the energy-dependent neutron transport 
2 
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equation. The continuous energy variable is generally discretized 
by integrating the energy-dependent equation over an energy interval 
or "group," and then defining group cross sections as flux-weighted 
averages of the energy-dependent cross sections. The solution of the 
resulting multigroup transport equation over an entire reactor, however, 
can be prohibitively expensive. Fortunately, the use of the well-known 
diffusion theory approximation to the neutron transport equation 
results in a simplified, yet sufficiently accurate description, 
provided that the required group constants are properly chosen. Hence 
we will be concerned with the numerical solution of the multigroup 
neutron diffusion equation, which we write in the following (steady-
state) form: 
-V-Dg(r)V4>g(r) + zJJ(r)4>g(r) = Qg(r), g=l,...,G, (1.1) 
where 
<f> = neutron flux in group g, 
D = diffusion coefficient for group g, 
E = macroscopic removal cross section for group g, 
Q = group source due to in-scatter and fission, 
and r_ denotes spatial dependence. 
The solution of Eq. (1.1) for a light water reactor is complicated 
by the geometrical complexity of the reactor core, which consists of 
a rectangular array of square fuel assemblies. Each fuel assembly 
3 
contains an array of fuel rods structurally bound in a square grid. 
Since the diffusion theory approximation is not valid near fuel 
elements and strong absorbers, the first step in the overall calcula-
tional procedure is to determine equivalent homogenized group diffusion 
4 5 
constants » for a single fuel cell (i.e. the fuel element, its 
cladding, and the surrounding water). These constants are determined 
such that the overall reaction rates for the homogenized region agree 
with those obtained in a transport theory calculation for the hetero-
geneous cell. A similar procedure is used to obtain equivalent 
constants for the controls rods, structural material, etc. present in 
the assembly. Since a typical pressurized water reactor core might 
contain 193 fuel assemblies, with each assembly consisting of a 15 by 
15 array of fuel rods, a numerical solution of Eq. (1.1) in which each 
(homogenized) fuel cell is represented explicitly would involve over 
50,000 mesh points in the radial (or x-y) plane alone. Synthesis 
methods ' are typically applied to the solution of this problem in 
three space dimensions. 
An alternative approach is to carry the homogenization procedure 
one step further and determine equivalent homogenized diffusion 
parameters ' for each entire fuel assembly. These constants can be 
determined by "matching" reaction rates with the results of a transport 
theory calculation (with zero net current boundary conditions) in 
which each (homogenized) fuel cell is represented explicitly. Equation 
(1.1) can then be solved over the entire reactor core, which is now 
represented as an array of relatively large (e.g. ~ 20 cm on a side ) 
homogeneous square regions. It is this "homogenized" problem with which 
we will be concerned in this thesis. 
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1.3 Review of Existing Solution Techniques 
A wide variety of numerical methods have been developed for the 
solution of Eq. (1.1). In this section we will consider only those 
methods which are generally applied to problems for which equivalent 
group-diffusion parameters have been determined for relatively large 
homogeneous regions. Included among these techniques are finite 
difference, finite element, and nodal methods. We will not consider 
fi 7 ft 
here techniques such as synthesis ' and response matrix methods which 
are typically applied to problems in which a more detailed geometric 
description is retained. 
g 
Finite difference methods for the solution of the diffusion equation 
have been in use since the development of the first modern digital 
computers in the early 1950's. The discrete equations can be derived 
by integrating Eq. (1.1) over a mesh interval and replacing the resulting 
first order derivatives with simple difference approximations. Some of 
the advantages of this approach are (a) the coefficient matrices are 
g 
readily calculated, (b) powerful solution techniques have been developed 
for the solution of the resulting matrix equations, and (c) the approxi-
mate solution can be shown to converge to the exact solution of the 
diffusion equation in the limit as the mesh spacing goes to zero. The 
major drawback in the application of the finite difference method to 
practical LWR calculations is that very small mesh spacings are required 
in order to achieve acceptable accuracy. For example, as many as 25 
meshpoints may be required to represent a typical (homogenized) fuel 
assembly in the x-y plane in order to calculate power distributions 
with a maximum error of 5 percent. In spite of this shortcoming, the 
finite difference method forms the basis of two recently developed 
5 
LWR transient analysis codes. ' 
12-15 Finite element methods have recently been applied to the 
solution of the neutron diffusion equation. The basic idea of this 
approach is to expand the flux in piecewise polynomials and then 
apply a variational or weighted residual technique to compute the 
unknown coefficients. Two important advantages of this method 
are (a) the use of higher order polynomials permits the use of 
larger mesh spacings than the finite difference method for a given 
accuracy requirement, and (b) information concerning the shape of the 
flux within each element is retained in the calculation. The major 
shortcoming of the method would appear to be that the increased complex-
ity of the coefficient matrices results in relatively large solution 
times per unknown, thus offsetting to some extent any increase in 
efficiency due to the use of the coarser mesh. 
5 
Nodal methods have been in use for a number of years, and were 
developed in an effort to obtain reasonably accurate solutions on a 
coarse spatial mesh while retaining the simple coupling structure (and 
small computing times per unknown) typical of the standard finite dif-
ference approach. The nodal equations are derived by integrating 
Eq. (1.1) over a homogeneous region or "node", and then writing the 
net current across the surfaces in terms of the outgoing and incoming 
partial currents. Spatial coupling parameters are then defined as 
quotients of the average (or nodal) fluxes and the average outgoing 
partial currents on the surfaces. (Alternatively, the spatial coupling 
parameters can be defined in terms of the net currents across a surface 
and the average fluxes in the two adjacent nodes.) Eliminating the 
interface currents in favor of the coupling coefficients yields a 5-
6 
point equation (in two dimensions) for the nodal fluxes. The suc-
cessful application of nodal methods has been limited by the problem 
of accurately determining the required spatial coupling coefficients. 
In earlier methods, these coefficients were generally determined a. 
5 
priori under simplifying assumptions or from the results of more 
detailed calculations. More recent nodal schemes ' have 
attacked this problem by either treating the interface currents 
directly in a linear formulation, or by, in effect, updating the 
spatial coupling coefficients as the calculation proceeds. This 
latter approach results in a nonlinear scheme since the updated 
spatial coupling parameters depend upon the solution itself. Several 
of these more recently developed schemes are discussed in the 
following paragraphs. 
The Nodal Expansion Method (NEM) is an example of a linear 
method in which the average interface partial currents are treated 
explicitly. Auxiliary equations relating partial currents on the 
surfaces of a node to the flux within the node are developed using 
polynomial expansion techniques applied to a coupled set of one-
dimensional equations obtained by integrating the multidimensional 
diffusion equation over transverse directions. Weighted residual 
procedures are applied in order to calculate the expansion 
coefficients. 
A somewhat similar linear approach has been investigated by 
20-22 Sims. As in the Nodal Expansion Method, this scheme approximates 
the one-dimensional equations obtained by integrating over transverse 
directions. The one-dimensional fluxes are expanded in quartic poly-
7 
nomials chosen such that the coefficients can be interpreted as the 
nodal flux and the average partial currents on the surfaces. These 
coefficients are calculated using a weighted residual procedure. Both 
23 24 this method and the NEM can be viewed as response matrix methods, ' 
in which the response matrices are calculated using polynomial expan-
sion techniques applied to the diffusion equation. 
?? oc pa 
The basic idea of the analytic method developed by Shober ' 
is to relate the average net currents on the surfaces of the node to 
the nodal fluxes in adjacent nodes, and then use this relationship to 
eliminate the net currents from the (fully) integrated diffusion 
equation. In one dimension, this procedure results in an exact 3-point 
equation for the nodal fluxes. The extension to two dimensions is 
developed by first integrating over the transverse direction as in the 
NEM, and then representing the transverse leakage using either a 
flat ' or "two-step" ' approximation. The final equation for 
the nodal fluxes involves terms due to the representation of the 
transverse leakage in addition to the standard 5-point coupling to 
adjacent nodes. The steady-state eigenvalue problem is solved using a 
nonlinear updating scheme since the coefficient matrices depend upon the 
eigenvalue. This scheme is particularly appealing since (in two 
dimensions) it involves only 3 unknowns (a nodal flux and two leakages) 
in each group per node compared to the 5 unknowns (a nodal flux and 
four outgoing partial currents) associated with each node in the methods 
discussed in the two previous paragraphs. 
8 
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The Flux Expansion Method Is deyelopd by integrating the 
diffusion equation over a node, and then evaluating the resulting 
integrals by expanding the flux in products of higher order one-
dimensional polynomials. The simplest case is to expand the flux in 
quadratic polynomials with coefficients given in terms of the fluxes 
at the center of the node and at the interface midpoints; the surface 
or "halfpoint" values are calculated as the solution of a tridiagonal 
matrix equation (obtained by imposing flux and net current continuity 
across the node surfaces) in each coordinate direction. The final 
equations for the centerpoint fluxes have 5-point coupling similar to 
standard finite difference equations. The method is nonlinear, however, 
since the coefficient matrices depend upon the surface fluxes, which 
are updated as the calculation proceeds. This scheme is similar to the 
finite element method in that the fluxes are calculated at discrete 
points rather than as averages within a node; however, the complex 
structure typical of the coefficient matrices which arise in the finite 
element method is avoided by imposing continuity conditions only at the 
interface midpoints, rather than at all of the interface points as in 
the finite element method. 
In summary, several promising coarse-mesh nodal schemes have been 
developed in recent years. These methods differ from earlier schemes 
in that the spatial coupling is calculated using either an explicit 
treatment of the interface currents, or a nonlinear procedure to 
effectively update the coupling parameters as the calculation proceeds. 
The nodal method developed in this thesis employs the former approach; 
however, the equations relating the surface partial currents to the flux 
9 
within the node are developed from an integral formulation of the dif-
fusion equation rather than directly from the standard differential 
form [(Eq. (1.1)]. A more detailed discussion of the relationship of 
this approach to the nodal schemes discussed in this section is presented 
in Section 2.5. 
1.4 Scope of this Investigation 
The objective of this thesis is the development and evaluation 
of an improved method for the solution of the multidimensional neutron 
diffusion equation. The proposed method is developed using a nodal 
approach based on the linear form of the nodal balance equation 
written in terms of the interface partial currents. In Chapter 2, 
the necessary additional relationships between these surface partial 
currents and the fluxes within the node are developed using a 
weighted residual approximation to a coupled set of exact one-
dimensional integral equations defined within each node. These 
integral equations are derived using Green's functions for one-
dimensional diffusion-removal operators. The solution of the steady-
state eigenvalue problem is described in Chapter 3; numerical results 
for several benchmark problems are also presented and compared to results 
obtained by other methods. The application of the method to time-
dependent problems is discussed in Chapter 4. The final chapter 
summarizes the results of this investigation and presents several 
recommendations for future work. 
10 
Chapter 2 
THE NODAL GREEN'S FUNCTION METHOD 
2.1 Introduction 
32 In a recent thesis, Burns developed a numerical solution technique 
for the multidimensional neutron diffusion equation based upon a local 
op_qC 
integral formulation. This partial current balance (PCB) method is 
derived by using the Green's function (defined over a homogeneous subdomain 
of the system) for the multidimensional group diffusion-removal operator 
to convert the standard differential form of the diffusion equation [Eq. 
(1.1)] to a coupled set of integral equations defined over the subdomain. 
The coupling to adjacent subdomains or volume elements is achieved by 
requiring that the partial currents be continuous across the element 
interfaces. The integral equations are approximated by expanding the 
group fluxes and interface partial currents in simple polynomials, and then 
calculating the expansion coefficients via a weighted residual approximation 
32 
applied within each element. Numerical results for several very simple 
test problems have demonstrated that the PCB method is considerably 
more efficient than standard finite difference and finite element methods. 
The development of a numerical method based upon the local integral 
formulation of the diffusion equation is motivated by the fact that the 
Green's function incorporates a.good deal of the exact physics (and 
mathematics) of the problem into the approximate equations which form the 
basis of the calculational procedure. Since the Green's function represents 
an exact solution of the in-group diffusion-removal problem in an element, 
it provides an exact description of the diffusion and absorption of 
neutrons in a source-free, homogeneous medium. The solution to the 
11 
global problem (i.e. the source prohlem over the entire reactor) is then 
formally constructed using the exact solutions to smaller localized 
problems. Another advantage of this formulation is that the integral 
equations are readily solved using standard weighted residual procedures, 
resulting in approximate equations which exhibit nearest neighbor coupling. 
For these reasons, a numerical solution technique based upon a local 
integral formulation should be expected to provide an efficient alternative 
to standard finite difference and finite element methods for the solution 
of multidimensional neutron diffusion problems. 
The initial stages of the present research involved the application of 
the PCB method to several two-dimensional steady-state light water reactor 
benchmark problems in order to establish the efficiency of the method 
32-35 for more realistic problems than those considered previously. As 
part of this work, an improved solution strategy was developed and applied 
to the method. (This work is described in Appendix A.) This investigation 
demonstrated that while the method yields higher accuracy on an assembly-
15-22 25-31 
size mesh than do other recently developed coarse-mesh methods, ' 
it requires longer computing times than these other methods. These longer 
computing times are due primarily to (1) the calculational effort required 
to generate the multidimensional Green's functions, and (2) the relatively 
large number of unknowns associated with each computational node. The 
calculation of the Green's function matrices (the entries of which are 
weighted moments of the Green's function) is complicated by the infinite 
series representation of the two-dimensional Green's function. Thus, in 
order to calculate the required matrix elements, a series must be summed 
term by term until a desired accuracy requirement is satisfied. The 
12 
large number of unknowns per node is due to the separate expansions used to 
approximate the group fluxes within the node and the partial currents across 
the element surfaces. In two dimensions, for example, a biquadratic expansion 
of the flux combined with a quadratic expansion of the surface partial 
currents results in a total of 21 unknowns (9 flux expansion coefficients 
plus 3 partial current expansion coefficients on each of the four surfaces) 
in each group per node. The complexity of the required Green's functions 
combined with the large number of unknowns per node would further limit 
the efficiency of the method for three-dimensional applications. 
The method derived in this chapter was developed in order to eliminate 
these difficulties associated with the PCB method. In this new approach, 
Green's functions for one-dimensional diffusion-removal operators are used 
to generate a coupled set of one-dimensional integral equations defined 
over a subdomain of the overall system. This approach thus retains the 
local integral formulation characteristic of the PCB method while elimin-
ating the need to calculate the multidimensional Green's functions. Further-
more, the number of unknowns per node is reduced since only one-dimensional 
fluxes are expanded within the node, and only average partial currents on 
the node surfaces are retained during the calculation. This new approach 
is referred to as a nodal Green's function method since nodal fluxes are 
calculated using the integrated diffusion equation which provides a common 
framework for all nodal methods. Preliminary results of this investigation 
have been published in Refs. 36 and 37. 
2.2 Derivation of the Time-Dependent Equations 
In this section, the defining integral equations will be derived 
starting with the time-dependent two-dimensional diffusion equation written 
13 
in Cartesian geometry. The derivation begins by partitioning the reactor 
configuration V into an array of K rectangular, nuclearly homogeneous sub-
regions or nodes V^, k=l,...,K, such that ^uCl^o = 0» M&> and |JVk = V. 
The diffusion equation in x-y geometry for the k'th node can be written in 
the form 
2 2 }
--£ Ax,y,t) = oJ(t)4& > y it) + Dj(t)-i7«J(x,y,t) 
g 3 3 9X * 3 Sy y 
- zg'
k(t)<t>k(x,y,t) + Z [xg(l-3)vE^;k(t) + Ejjjftt)] <fk,(x,y,t) 
(2.1) 
^ k 
+ L Xm-^C^x^'t) > 9=1,....6 , k=l K . 
i=l gi 1 1 
The delayed neutron precursors satisfy the equation 
•5|ck(x,y,t) = 3- £ vE^k(t)<j,k,(x,y,t) - A ^ x . y . t ) , 
l=l,...,l , K= l,...,K. \c.c.) 
The notation in Eqs. (2.1) and (2.2) is standard, and is reviewed below: 
<J>£ = neutron flux in group g, 
C^ = concentration of delayed precursor in family i, 
v = neutron speed in group g, 
D* = diffusion coefficient in group g, 
14 
r k E ' 5 macroscopic removal cross section in group g, 
Xa = prompt fission spectrum for group g, 
3 = total fractional yield of delayed neutrons per fission, 
f k 
vE ' = nu, the average number of neutrons per fission, times the 
9
 macroscopic fission cross section for group g, 
s k 2 ', = macroscopic scattering cross section from group g' to g 
99
 (=0 for g=g'), 
Xal- = fission spectrum for delayed neutrons in family i appearing 
9
 in group g, 
A. = decay constant for precursor family i, 
3- = fractional yield of precursors in family i per fission, 
G = number of neutron energy groups, 
I = number of delayed precursor families. 
The domain Vk is defined by 
2.2.1 Reduction of the Multidimensional Diffusion Equation to a Set of 
One-Dimensional Equations 
Equation (2.1) is first reduced to a set of two one-dimensional 
r 
equations by spatially integrating over the direction transverse to each 
coordinate direction. (In three dimensions, a set of three one-dimensional 
equations is obtained by integrating over the two directions transverse to 
15 
each coordinate direction). In the following development, we will use 
the variables u and v to denote either the x- or y-direction such that 
uj*v. An equation in the u-direction (u=x,y) is obtained by integrating 
k k Eq. (2.1) over the v-direction (v=y,x) from -a to +a* and then rearranging: 
+ Qgu(u,t) - Lku(u,t) , u=x,y , g=l,...,G , k=l K , (2.3) 
where the partially integrated group fluxes, precursor concentrations, and 
group sources are defined by 
/
v 
dv <j>k(u,v,t) , (2.4a) 
"
av 
k _L T v k Cfu(u,t) = 2 ak / dv C![(u,v,t) , (2.4b) 
'
av 
C T 
Q g > . t ) '= E = i [xg(l-3)vEjjk(t) + E^gk(t)] ^ ( u . t ) + £ XgiXiCku(u,t) , 
(2.4c) 
respectively, and L (ii,t) represents the space-dependent transverse leakage: 
16 
^^^^/ k V d v DgW^* g kCu sv,tl 
v=ak 
"
P
^r D5 ( t )[w*S ( u-v.t] w V C2.4d) 
2ay y L a J v=_av 
An equation for the partially integrated precursor concentrations is 
k k 
obtained by integrating Eq. (2.2) over the v-direction from -a to +a : 
g|cku(u,t) = B1 E vEj;k(t)cf,klu(u,t) - X.Cku(u,t), (2.5) 
u=x,y , i=l,...,I , k=l,...,K . 
2.2.2 The Local Integral Equations 
Our purpose in this development is to convert Ea. (2.3) to an 
integral equation using the Green's function defined for the one-dimen-
sional diffusion-removal operator on the left hand side of Eq. (2.3). 
The required Green's function will depend parametrically on time due to 
the time-dependence of the diffusion coefficient and removal cross section. 
These cross sections will differ from one assembly to the next for 
transients in which space-dependent thermal hydraulic feedback effects are 
explicitly represented. This, of course, will be true even when the core 
is initially represented by only a few different material zones. Such 
problems would thus require the storage and frequent recalculation of 
large numbers of different Green's functions. 
17 
Fortunately, th is expensive recalculation of the Green's functions 
37 
can be avoided by developing the formalism in terms of "reference" 
Green's functions calculated using reference values of the diffusion 
coefficient and removal cross section. These reference cross sections 
can be defined, for example, as the steady-state values. We then rewrite 
Eq. (2.3) such that the diffusion-removal operator involves only the 
~k ~r k 
reference values D„ and E'' : g 9 
-5k _ 4 £ (Uit) + E r'V (u,t) = -,-L f- JL_| ^  (u,t) + g ^ jjf V ' *g vguv ' '
 ak^ [ vg at Tguv ' ' 
Qku(u,t) - Lgu(u,t)] , u=x,y , g=l,...G , k=l K , 
(2.6) 
~k 
where Qau(u>t) is a modified source term defined by 
%!<"•*> E ^ ^ + Wt)iv* - ^ ^ R u ^ ^ ' • (2-7) 
and 
ak(t) = - 9 ^ — . (2.8) 
g
 D K 
g 
The reference Green's function Gk (u|uQ) satisfies the following equation 
2 
_0k d Gk (ulu ) + E r ,kGk (ulu ) = 6(u-u ) , g . 2 guv ' o' g guv ' o' v o* ' du' 
-ak < u,u0 < +a
k
 , u=x, y , q=l, . . .G , 
(2.9) 
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where <$(u-u ) is the Dirac delta function. 
Multiplying Eq. (2.6) by Ggu(u|u0), Eq. (2.9) by <j» u^(u,t), suh-
k k 
tracting the results, and then integrating over -aj: < u < a^ yields 
vguv 
a a ( * U k g - , k 
<<" V ul"o) 5-?|*gu { U , t ) + ' 9 U ( U , t ) - L 9 U ^ t ) 
+ f du Gk (ulu ) D k-Ld> k (u,t) - d>k (u,t) Dk $-* Gk (ulu ) / I gu* ' o ; g 7T2 vguv ' ' vquv ' ' g j..2 guv ' o' 
k k 
-au < u,uQ < s-au , u=x,y , g= l , . . . ,G , k= l , . . . ,K . (2.10) 
The second integral on the right hand side of Eq. (2.10) can be rewritten 
using integration by parts and then adding and subtracting the terms 
iGk (ak|u H k (ak,t) and W (-ak|u U k (-ak,t) F W u1 oy4w u' ; 2 guv u' o/vguv u' ; 
to obtain: 
/"a r~ 2 2 ~ "i 
/ udu Gk (ulu )Dk - L d>k (u,t) - d>k (u,t)Dk ^ Gk (u|u ) / k L g u ° 9 8 ? gu v g u v u , w g
 dlJ2 gux ' o' 
= 2Gk (ak guv u 
-
 2
*gU(au- t)pgu'uluo) +25g3IT^u^luo)]u=auk 
^gu^IXfc"-*' " ft •5utu-*>]u-^ [ 
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" <C-auk't>[l«gkuHuo> " $ h G^uluo)]u.,auk . <-2-11} 
The second and fourth terms on the right hand side of Eq. (2.11) are 
eliminated by requiring that the Green's function satisfy the 
following boundary conditions: 
[ $ U H % > * $ ar GgkuMvL±auk = ° • u=x-y • (2J2! 
The bracketed expressions in the first and third terms on the right hand 
side of Eq. (2.11) are simply average incoming partial currents on the 
surfaces perpendicular to the u-direction, i.e. 
3^ k<±a k,t) , [l*ku(u,t) * $ ^ *ku(u,t)]u=±ak , u=x,y . (2.13) 
Since these partial currents are based upon the reference diffusion 
coefficient (D k), they are termed "fictitious" partial currents to 
distinguish them from the "true" partial currents based upon the exact 
value of the diffusion coefficient in the node. Consistent with our 
previous notation, the fictitious partial currents are written with a 
tilda, e.g. Ja"'k(±ak,t). Combining Eqs. (2.11) to (2.13), substituting 
the result into Eq. (2.10), and then interchanging the source (uQ) and 
field (u) points yields 
k 
• g u ^ = 
a _ 
- r - ^ - f du Gk (u|u ) \ - — ~ d>k (u , t ) + Qk (u , t ) - Lk (u , t ) 
ry k m / ° 9U °L v 3t > l o' L w g u o ' l guv V l\ 
gK ' Xk L 9 
"
au 
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+
 ^ la^'H.t)
 + 2~Gkutu|-akygJ.kt-ak,tl , 
-ak < u < +ak , u=x,y , g= l , . . .G , k= l , . . . ,K . (2.14) 
38 In obtaining Eq. (2.14) we have used the property that the Green's 
function for a self-adjoint operator is symmetric with respect to its 
arguments, i.e. 
Gg>l uo> = ^g>ol u>' (2'15> 
Equation (2.14) cannot be solved without additional equations 
relating the partial currents on the surfaces of the node. The outgoing 
fictitious partial currents on the surfaces perpendicular to the u-direction 
are defined by 
^out,k/ 
Jgu ( ±a
k
,t) = |i<i)k (u,t) + lok ^  d)k (u,t) ^ k (2.16) 
u' ' I 4^guv ' ' 2rq 3u vguv ' ;_|u=±a*, u=x,y . v ; 
Adding Eqs. (2.13) and (2.16) yields the following expression for the 
outgoing fictitious partial currents: 
Jgu^^u-t) • S+gV"!^) - C ^ u ^ • "=*•* • <2'17> 
Evaluating Eq. (2.14) at u=±a , and then substituting the result into 
Eq. (2.17) yields the following integral equation for the average 
outgoing fictitious partial currents: 
21 
^
t,kC^t)-^/\4^l«ol 1 k k „ K . t ) + Q™.Cu0,t) 
9
 -a" u 
y 3t Y gu v o' ' M gu v o3 
-••>..«]+[5>„kl*-i 3jj-k(«j;.t) 
+
 SguUuk|-ak) 3jJ'k(7ak,t) , u-x.y. 9 - I . - 8 . M . - K 
(2.18) 
In obtaining Eq. (2.18) we have used Eq. (2.15) and the relationship 
Equations (2.14) and (2.18) represent a coupled set of 2 one-dimen-
sional integral equations defined within a homogeneous node and 4 integral 
equations defined on the surface of the node for each energy group. These 
equations involve 10 unknowns per group: 2 partially integrated fluxes, 
4 outgoing partial currents, and 4 incoming partial currents. The solution 
is uniquely determined, however, since the incoming partial currents to 
one node can be related to the outgoing partial currents from neighboring 
nodes by requiring that the (true) partial currents be continuous across 
the nodal interfaces. For the case in which the Green's functions are 
calculated using the exact diffusion coefficients in each node (i.e. 
Dk = Dk(t), and J ° " t , k = J°ff , k). tne Incoming partial currents in the 
y y y u y^ 
k'th node are simply the corresponding outgoing partial currents from 
~k k 
neighboring nodes. However, for the case in which D f Dn(t)> a modified 
y y 
interface continuity condition must be used; this condition is given in 
Section 2.3.1. 
22 
2.2.3 The Nodal Balance Equation 
The nodal balance equation is obtained by integrating Eq. (2-1) °ver 
the node, and then writing the net currents on the node surfaces in 
terms of the average partial currents: 
T 1 r out,k( k t) _ jin,k( k t) + jOut,k( k t) _ j1n,k( k t j | 
+ Zg'k(t)^(t) = - L - ^ ^ t ) + Q^t) , g=l G , k=l K , 
(2.19) 
where the (true) average partial currents are defined by 
C'"1.1''1 H Ogu'"^ + K k ( t )W •>.*>]•«.£ u=x,y , (2.20) 
0^'k(«k,t) , p^ku(U,t) ± lok(t)^i *gku(u,t)]u=±ak_ u=x>y _ (2.21) 
and the average (or nodal) fluxes, group sources, and precursor concentra-
tions are defined as follows: 
ak /-ak 
^(t) = / f x dx j y dy 4>k(x,y,t) (2.22a) 
k
 Jk / k 
"
a
x "
ay 
r I 
Q^t) s ± [xgO-B)vEj:k(t) t ^gHt)]^,Ct) + E X g ^ C t l (2.22b.) 
^f(t) = y- J
 k dx J k dy Ck(x,y,t) , (2.22c) 
k •/-ax •'-a 
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k k. 
where V^ = 4a a . An equation for average precursor concentrations is 
obtained hy integrating Eq. (2.2) over the node: 
p 
^jt^(t) = 3. £ vE^?k(t) ^,(t) - X.c|(t) , i=l,...,I , k=l,...,K . 
(2.23) 
The nodal balance equation, written in terms of either the net or 
partial currents on the nodal interfaces, provides the basis for all nodal 
methods. As was mentioned in Chapter 1, the major problem in the success-
ful application of earlier nodal methods was the accurate determination 
of the coupling parameters used to relate the average interface currents to 
the average fluxes within the node. In the present method, the necessary 
relationships between the interface partial currents and the fluxes 
within the node are provided by the integral equations derived in 
Section 2.2. These integral equations [Eq. (2.14) and (2.18)] are thus 
solved in conjunction with Eq. (2.19) as part of an overall iterative 
procedure in which the nodal fluxes are obtained from Eq. (2.19) 
using the most recently available estimates for the average partial 
currents. Details of the solution procedures for the steady-state 
and transient equations are given in Chapters 3 and 4, respectively. 
2.3 The Use of Reference Green's Functions 
The integral equations derived in Section 2.2.2 were developed 
using Green's functions which can be based upon reference, values of 
the diffusion coefficient and removal cross section instead of their 
exact values within the node. This development led to the introduction 
of fictitious partial currents based upon the reference value (rather 
24 
than the exact value) of the diffusion coefficient. For the case in 
which the Green's functions are calculated using a reference value for 
the diffusion coefficient, several additional relationships are required. 
These equations are derived in Appendix B, and the results given in 
this section. 
2.3.1 The Interface Continuity Condition 
As was discussed in Section 2.2.2, the nodes are coupled by requiring 
that the true partial currents be continuous across the interfaces. The 
continuity of the partial currents in turn implies that both the flux and 
the net current will be continuous across the interfaces. However, since 
the fictitious partial currents are defined in terms of the reference 
diffusion coefficient, they will not necessarily be continuous across the 
nodal interfaces. As a result, it is necessary to use the following 
modified continuity condition, which is obtained by requiring that the 
true partial currents be continuous: 
"Jin.k, k
 +% _ 1 
Jgu ( V t } ' 2 
u=x,y . (2.24a) 
Here m denotes the adjacent node (in the positive u-direction) located 
such that the local coordinates ak and -aJJ refer to the surface common 
to nodes k and m, and A t ) is defined by Eq. (2.8). Note that when 
ak(t) = aj(t) = 1» Eq. (2.24) reduces to the standard interface 
continuity condition written in terms of the true partial currents: 
+ °£!> 
"
k<t> 
1Jout,m/ m
 + * . 1 Jgu <-V*' + 2 
«
k<t> 
Jgu ( ~ V 
25 
,in,k/ k .x _ ,out,m, m
 t * 
Jgu C a u , t } ~ Jgu C V t J ' u~*'y * (2.24b) 
2.3.2 Relationship Between True and Fictitious Partial Currents 
Since the fictitious partial currents are required for the solution 
of Eqs. (2.14) and (2.18), while the nodal balance equation [Eq. (2.19)] 
is formulated in terms of the true partial currents, it is necessary to 
derive a relationship between these two sets of partial currents. The 
true partial currents can be expressed in terms of the fictitious partial 
currents on the same interface as follows: 
rjin,m (-am t n 
gu v °u* ' 
iin,k , k
 t» LJgu ( V t } 
•,out,k , k . x Jgu (au,t) 
,out,m / m .\ 
r-.m '^(t)[l +aj(t)] aj(t)[l -ajftfl 
1 
ak(t) + am(t) 9 9
 L^(t)[l -ak(t)] ak(t)[l+a^(tllJ 
r3in,m( m ty 
gu v u' ' 
L0 i n , k(a k,t) J u
 gu v u* 'J 
»u=x,y. 
(2.25) 
As before m denotes the node adjacent to the k'th note in the positive 
u-direction. The inverse relationship is given by 
sjTHNt) 
gu v u* l 
_ 1 
J i n , m c m . 
gu v u ' ' 
in,kcauk.ti 
u-xry . (2.26) 
26 
It is easily verified that the matrices in Eqs. (2.25) and (2.26) are 
inverses; furthermore, for a (t) = %(t) = 1» each reduces to the identity 
matrix since the fictitious and true partial currents are the same in 
this case. The use of Eqs. (2.25) and (2.26) will be discussed in 
Section 3.3.3. 
2.4 Spatial Approximations 
2.4.1 The Weighted Residual Approximation 
Equations (2.14) and (2.18) are reduced to time-dependent matrix 
equations using a standard weighted residual procedure to approximate the 
spatial dependence. (The discretization of the time variable will be 
discussed in Chapter 4.) The partially integrated group fluxes, group 
sources, precursor concentrations, and the transverse leakages are expanded 
in quadratic polynomials: 
*
k
 (u,t) = Y <bk (t) pk (u) guv ' ' ^ *gunv ' Funv ' 
•N 
% ku ( u , t ) = £ i-n(t) "">' un' 
u=x,y , k=l,...,K 
cku(«.t) - E ckun(t) Pk„(u) 
n=l 
Lk (u,t) = y L„im(t) p,,n(u) auv » ' £->. aun4 ' run ' gu n=l gun' J 
(2.27a) 
(2.27b) 
(2.27c) 
(2.27d) 
where 
27 
Pk,(u) = 1 (2.28a) 
Pk2(u) 5 u (2.28b) 
and 
P^3(u) = u2 - ^ k u ) 2 . (2.28c) 
It is easily seen from Eqs. (2.4a) and (2.22a) that the partially integrated 
fluxes are related to the average or nodal fluxes by the expressions 
1 
/ U du ^ U i t ) ~ *g ( t ) ' u=x'y ' 2ak 
u -a 
u 
Since the Pun(u), n=2,3, integrate to zero, the leading coefficients in 
the expansions [Eq. (2.27a)] for the partially integrated fluxes can be 
interpreted as the nodal fluxes, i.e. 
*gul(t) = $k(t) , u=x,y . (2.29) 
Similarly, the leading coefficients in the remaining expansions shown in 
Eqs. (2.27) correspond to the respective average values over the node. 
The source expansion coefficients are related to the flux and precursor 
concentration coefficients via Eqs. (2.4c) and (2.7), i.e. 
in'*) - AWUS)<*W + Egg'(t)] *k-»(t) 'g'un1 
y Y -X.Ck (t) + Fak(t)Er'k - Er,k(t)l (bk (t) 
•~o xgi i iunv ' L g 9 9 J gun 
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As shown in Section 2.4.2 and Appendix D, the transverse leakage coef-
ficients L (t) can be expressed in terms of the transverse (i.e. 
v-directed, vj*u) partial currents. Hence the only expansion coefficients 
which must be calculated directly are those for the partially integrated 
fluxes and precursor concentrations. An equation for the flux coefficients 
is obtained by substituting Eqs. (2.27) into Eq. (2.14), and then requiring 
the weighted residual to be zero. Specifically, we weight with simple 
polynomials (i.e. u , m=l,2,3), and then integrate over the u-direction 
k k from -a to +a . The result can be written in the following matrix form 
+ 2GU+ Jin'k(ak,t) + 2GU" Jin'k(-ak,t) , (2.30) =^gu gu v u ' —gu gu v u ' v-.-u; 
u=x,y , g=l G , k=l,...,K , 
k ~k k 
where <LjU(t), Ugi/t)* ana" LnU(t) are column vectors containing the 
expansion coefficients, i.e. 
4 ( t ) = co}blu^^2^4^{t)]' (2-3la) 
&<*> E c o l Kul ( t )^u2< t )^gu3( t ) ] • <2'31b> 
4 i ( t ) E co1 [LSul ^*> •LSu2<*> -LSu3^>] • {2'31c) 
[Au] a"d Pgu] are 3x3 matrices with entries given by 
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ak 
M - n S / k U d u J n " l p u k n ( u ) (2'32a) 
"
au 
k k 
[GUU1 E^duu"1"1 fu du L gujmn / I o Gku(u|u0) pkn(u0) , (2.32b) 
•a •'-a 
u u 
and G" are column vectors with entries defined by 
Klnf" 
i_ak 
ak 
du Gku(u|±ak) u n _ 1 . (2.32c) 
< 
An equation for the outgoing partial currents in terms of these * 
expansion coefficients is obtained by substituting Eqs. (2.27) into Eq. 
(2.18): 
• W ^ J . t J + W-'iPili.t). 
u=x,y , g=l G , k=l,...,K , (2.33) 
where G~u. are column vectors with entries defined by 
^gu 
J k 
k 
du Gk (±ak|u ) pk (u ) (2.34a) 
o guv u' o' Kunv o' * ' 
~k ~k 
and the reflection (R* ) and transmission (T* ) coefficients are defined 
by: 
30 
*gu = Gku(ak|ak) " •> • ^ 2- 3 4 b ) 
^u
 =
~ ^ u H ^ (2-34c) 
Explicit expressions for the matrix elements defined in Eqs. (2.32) and 
(2.34) are given in Appendix C. 
An equation for the precursor concentration coefficients is obtained 
by substituting Eqs. (2.27a) and (2.27c) into Eq. (2.5): 
3t 4 « • »i £//M^aM - ^(t) . 
u=x,y , i= l I , k=l K , (2.35) 
where 
Cku(t) = coirckul(t),Cku2(t),Cku3(t)l. (2.36) 
2.4.2 The Tranverse Leakage Approximation 
We recall the definition of the transverse leakage: 
ak 2 
9 2av L 9 9V ° 
"
av 
The average transverse leakage in the k'th node is then defined by 
k 
^
u(t) E
 ^  f" du Lgku(u,t) * (2*37) 
~
au 
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This average transverse leakage can be written in terms of the average 
(true) transverse partial currents, i.e. 
ti„(t) = ] gu*
 2ak 
,out,k/ ,k
 +% i in ,k /=k .\ . ,out,k/ k + \ i in ,k / k + \ J
g v ( V * ) " Jgv ( a v , t J + Jgv ( " V * ' " Jgv t -a y , t ) 
(2.38)' 
A simple constant or "flat" leakage approximation can be constructed by 
replacing the u-dependent transverse leakage by its average over the k'th 
node, i.e. 
Lku(u,t) = T*u(t) . (2.39) 
PO-?? ?^-?p. 
Previous work by other investigators * has demonstrated that 
the use of this flat leakage approximation can lead to unacceptably 
large errors for highly non-separable problems such as a light water 
reactor with a "checkerboard" fuel loading. Sufficiently high accuracy 
is obtained, however, if the transverse leakage is approximated by a 
18 22 quadratic polynomial with coefficients calculated using information 
from adjacent nodes. Hence, this approach is used to calculate the trans-
verse leakage coefficients required for the solution of Egs. (2.30) and 
(2.33). 
To illustrate, we consider the following representation of the 
u-dependent transverse leakage over three adjacent nodes denoted by k-, k, 
and k+: 
32 
Lj(u,t) 
k- k k+ 
-ak - 2ak" 
u u -a. +a 
ak
 + 2ak+ 
Here the global positions with respect to the center of the k'th node 
are expressed in terms of the local coordinates in each node. The 
u-dependence of the transverse leakage over these three nodes is approxi-
mated by a quadratic polynomial as in Eq. (2.27d), e.g. 
pgu ( u > t ) ~ Cgul ( t ) + Cgu2 ( t ) u + cgu3 ( t' [^ " ^ a u } ] 
-ak - 2ak < u < +ak + 2ak+ 
u u u u 
(2.40) 
As in Eq. (2.29), the coefficient c ](t) is simply equal to the average 
transverse leakage over the node, i.e. 
The remaining coefficients in Eq. (2.40) are uniquely determined by 
requiring that the polynomial yield the proper average transverse leakages 
when integrated separately over each of the two adjacent nodes, i.e. 
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u -au 
r - a
k 
. k I O _ k + 
1 
/
+a +2a 
" du Pgu(u,t) sljjjJU) . (2.41b) 2ak+ A Zau +ak
Hence the coefficients in Eq. (2.40) can be calculated in terms of 
average transverse leakages, which in turn are related to the average 
transverse partial currents via Eq. (2.38). Expressions for these 
coefficients are given in Appendix D. A quadratic approximation for 
the transverse leakage in the k'th node is then given by 
Lgu(u,t) = Pgu(u,t) , -a* < u < +aj. (2.42) 
or 
•-minU) = Cn.mft) ' "1=1,...,3. (2.43) 
-gun* ' gun1 
It should be noted that although the quadratic polynomial p (u,t) is 
yu 
defined over all three nodes, it is used only to construct the quadratic 
approximation in the center node. 
Higher order (e.g. cubic) approximations for the partially integrated 
fluxes and transverse leakages are also possible. The higher order flux 
expansion coefficients could be calculated using the same weighted residual 
procedure used to calculate the coefficients in Eq. (2.27a). The calcu-
lation of the higher order transverse leakage coefficients is less straight-
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forward. For example, these coefficients could be calculated using informa-
tion from additional nearby nodes. However, the substantially increased 
complexity inherent in this approach would probably offset any increase 
in efficiency due to the improved accuracy. Moreover, when large nodes 
(e.g. with dimensions greater than 5 diffusion lengths) are used, the 
improvement in accuracy may be very small since leakages in the more 
distant nodes will have a relatively small effect on the shape of the 
leakage in the node for which the leakage coefficients are calculated. 
For these reasons, the quadratic polynomial given by Eq. (2.27d) was used 
to approximate the transverse leakage terms. Further, in order to main-
tain consistency between the approximations for the one-dimensional fluxes 
and transverse leakages, the same quadratic polynomial [Eq. (2.27a)] was 
used to approximate the partially integrated fluxes. However, for one-
dimensional applications, it is possible to employ higher order.(e.g. 
cubic) expansions for the one-dimensional fluxes since the transverse 
leakage terms are set to zero. 
In order to calculate the transverse leakage coefficients for nodes 
adjacent to an outer reactor boundary (with vacuum boundary conditions), 
the quadratic leakage approximation is constructed such that 
L* (a^.t) = 0 , aA e S, gu u u 
where & denotes a node adjacent to the outer boundary, and the local 
coordinate a denotes the surface which forms part of the outer boundary. 
This situation is discussed further in Appendix D. 
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2.5 Relationship to Previous Work 
The method derived in this chapter is based upon a linear formulation 
of the nodal balance equation in which the partial currents are treated 
explicitly. As in the Nodal Expansion Method and the polynomial 
20-22 
scheme developed by Sims , the necessary additional relationships 
relating the average partial currents across the surfaces of the node 
are developed from the coupled set of one-dimensional equations obtained 
by integrating the diffusion equation over transverse directions. While 
these other linear methods apply polynomial expansion techniques directly 
to these coupled differential equations, the method developed in this 
chapter is based upon approximations to a coupled set of exact integral 
equations defined within each node. This latter approach has the 
advantage of incorporating more exact physical information directly 
into the approximate equations via the use of the Green's function for 
the diffusion-removal operator. 
Although the structure of the final equations is quite different, 
the nodal approach investigated in this thesis is formally similar to 
?? ?^t ?ft 
that developed by Shober. ' " Both methods effectively construct 
the solution to the global problem using analytical procedures applied to 
smaller, localized problems. The two methods differ in that the Green's 
functions used here represent exact solutions to one-dimensional in-group 
diffusion-removal problems within each node, while the analytical pro-
cedures developed by Shober incorporate the solution within 
each node of the one-dimensional few-group diffusion equation including 
group to group transfer due to scattering and fission. The increased 
algebraic complexity involved in treating the groups simultaneously 
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limits the practical application of this latter approach to problems 
involving only one or two groups; the nodal Green's function method 
presented here, however, is readily applied to the solution of multigroup 
23 problems. Both methods can be viewed from a response matrix viewpoint 
since each effectively calculates an exact one-dimensional response 
matrix for the respective localized problem considered in each method. An 
analysis of the relationship between response matrix methods and other 
on 
methods used in reactor analysis has recently been published by Weiss. 
20-22 40 The efficient application of some response matrix methods ' 
to time-dependent prohlems involving thermal hydraulic feedback has 
been limited by the need to recalculate large numbers of response matrices 
in order to accomodate the changes in the nuclear cross sections. The 
use of Green's functions calculated using reference values of the cross 
sections eliminates this problem by effectively incorporating the 
"feedback part" of the diffusion-removal operator intc a modified 
source term. A similar approach has been successfully applied to 
an integral method for the solution of nonlinear heat conduction 
problems. 
2.6 Summary 
In this chapter, a nodal method was developed in which Green's 
functions for one-dimensional diffusion-removal operators are used to 
generate a coupled set of exact local integral equations defined within 
each node. In order to efficiently accommodate changes in the cross 
sections due to thermal hydraulic feedback, the formalism was developed 
in terms of Green's functions calculated using reference values of the 
37 
diffusion coefficient and removal cross section. The integral equations 
were then reduced to time-dependent matrix equations using a weighted" 
residual procedure to approximate the spatial dependence. These matrix 
equations, when solved in conjunction with the nodal balance equation, 
provide the necessary additional relationships between the partial 
currents on the nodal interfaces and the fluxes within the node. 
38 
Chapter 3 
SOLUTION OF THE STEADY-STATE EIGENVALUE PROBLEM 
3.1 Introduction 
The initial condition for the solution of Eq. (2.1) is generally a 
steady-state critical condition. In this chapter, the formalism developed 
in Chapter 2 is applied to the solution of the steady-state eigenvalue 
problem, which is described by the following equation: 
" fx y x ' y ) ! x y x ' y ) • |y Dg(x»y>|y+g(x.y) + 2g(x,y)<J,g(x,y) 
= E[xXgvi:gl(x,y) + Egg.(x,y)l <f>g(x,y) , (x,y)eV , g=l,...G. 
(3.1) 
Here A is an eigenvalue which will be unity for a physically critical 
reactor, V denotes the reactor configuration, and the fission spectrum 
has been redefined as a weighted average of the prompt and delayed 
neutron fission spectra, i.e. 
Xg E (l- B) X g • ^ X g i • 0.2) 
The remaining notation in Eqs. (3.1) and (3.2) is defined as in Section 
2.2. We shall be concerned here with the solution of Eq. (3.1) (with 
specified boundary conditions) for the fundamental eigenmode (i.e. the 
critical flux shape) and its associated positive eigenvalue, the ef-
fective multiplication factor. 
39 
3.2 The Steady-State Equations 
As in Section 2.2, we partition V into an array of rectangular, 
nuclearly homogeneous nodes, and then rewrite Eq. (3.1) for the 
k'th node: 
-Dk | j *g(x,y) - Dk ^  t k ( x > y ) + i ^ U . y ) = Qk(x,y) . 
g=l,...,G , k=l,..„,K , (3.3) 
where 
Qk(x,y)5 f ^ V ^ ^ ^ y ) . (3.4) 
The steady-state formalism and approximation procedures are developed in 
the same manner as the time-dependent equations presented in Chapter 2. 
Hence, we present here only the final steady-state equations required 
for the solution of the steady-state eigenvalue problem. These equations 
are obtained directly from their time-dependent counterparts derived in 
Chapter 2 by (1) setting all time derivations to zero, (2) introducing 
an eigenvalue \ into the fission source term as in Eq. (3.4), (3) re-
defining the fission spectrum as in Eq. (3.2), and (4) suppressing the 
time-dependence. Following this procedure, Eq. (2.30) can be reduced 
to the following steady-state equation for the expansion coefficients of 
the partially integrated fluxes: 
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Ak _ 1 r~uul ( Zk , k ( . 9pU+ !in,k/ kx , 0~ru- ^in,k/ kx 
^ u " J LGguJ ) V " ^ u j + 2^gu Jgu < V + 2^gu Jgu K * • 
u=x,y , g=l G , k=l K , (3.5) 
where 
G 
4- 5 g?i M ^ + 4\]*« + W " ^  4- ' t3-6) 
, Dk 
ak = J-9
 " 5k ' 
g 
and D* and E' * denote the reference values of the diffusion coefficient 
g g 
and the removal cross section used to calculate the Green's functions 
[Eq. 2.9]. The matrix [G^u.] and the vectors GJ!" shown here have been 
gu —gu 
redefined to include multiplication by the inverse of the matrix [A ] 
in Eq. (2.30). Similarly, Eq. (2.33) can be reduced to the following 
equation for the outgoing partial currents: 
3out,k( kx = 1 rg±u-]T j~k _ Lk L ~k 31n,k(±akx ~k 3in,k(?kx 
gu v u;
 9 k |_-^ guj -^ gu -^ gu gu gu v u' gu gu v u' ' 
u=x,y , g=l,...,6 , k=l K . (3.7) 
As in Chapter 2, the til das denote quantities based upon the reference 
values cf the diffusion coefficient and removal cross section. The 
fictitious partial currents, e.g. J°jj ' (±ak), are defined in accordance 
with Eqs. (2.12) and (2.16). The steady-state nodal balance equation 
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is obtained from Eq. (2.19): 
V ^ 1 fjout.k,akx _ jin,k( kx Oout,k( kx . jin.k, k}] / ^ OTK Lgu uy gu K ul gu v wu' gu v u'J 
u=x,y au 
+ 2 g , k ^ = Q ^ , g=l....,G , k=l,...,K , (3.8) 
where 
i %t bVS!" + # ] *g' • (3-9> 
The true partial currents, e.g. Jout' (±a ), are defined as in Eqs. 
gu u n 
(2.20) and (2.21). The equations relating the fictitious partial 
currents across the nodal interfaces and the fictitious partial cur-
rents to the true partial currents are obtained by suppressing the 
time-dependence in Eqs. (2.24a), (2.25), and (2.26). Finally, the trans-
it 
verse leakages L V are calculated as in Eq. (2.43). 
—y U 
The equations for applications to problems involving only one 
space dimension are obtained by setting the transverse leakage terms 
to zero. The equations thus obtained are equivalent to the one-di-
32-35 mensional form of the partial current balance (PCB) method 
equations. 
3.3 Solution of the Steady-State Equations 
3.3.1 Fission Source Iterations 
The eigenvalue problem represented by Eqs. (3.5) to (3*9) is 
q 
solved using z standard fission source iteration to calculate the 
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critical flux shape and the effective multiplication factor. We shall 
restrict the following discussion to the case in which the Green's 
functions are calculated using the exact values of the diffusion coef-
ficient and the removal cross section in each node; the solution procedure 
used With reference Green's functions will be discussed in Section 3.3.4. 
For this case, using n as a fission source (or outer) iteration index, 
the basic iteration strategy can be described in the following manner: 
(1) Construct the group sources (L;"', k=l,...,K, u=x,y, and Q„ , 
-
igu g 
k=l,...,K, using Eqs. (3.6) and (3.9), respectively, e.g. 
qMnK _ 1 $k(n-D+ T Es,k^(n) , (3.i0a) 
wg *g
 A(n-i) v g4^g gg' V ' v ' 
where the fission source ip is defined by 
t M ~= £ v# k *J< n > . (3.10b) 
g '= l y y 
(In Eq. (3.10a), the in-scatter source has been explicitly written for 
the case of no up-scattering.) 
(2) Calculate the transverse leakages L^on', k=l,...,K, using the y-
—gx 
directed partial currents J°" ' ^ n" C±a..) from previous outer iteration; 
yjr U 
and then solve Eq. (3.7) (on each row of the computational mesh) for the 
x-directed partial currents j j f ' " ' " ' ^ ) . 
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(3) Calculate the transverse leakages LJy » k=l,...,K, using the x-k(n) 
gy 
directed partial currents just calculated, and then solve Eq. (3.7) (on 
each column of the computational mesh) for the y-directed partial 
currents J o u t ' k M ( ± a k ) . gy u' 
(4) Calculate the flux expansion coefficients cj 1 1' [Eq. (3.5)], 
k=l K, u=x,y, and the nodal fluxes ^ n ) [Eq. (3.8)], k=l,...,K, 
using the most recently calculated partial currents. 
(5) Calculate the eigenvalue: 
:(n) 
x(n) = A(n-1) F 
l^TJ » 
where 
:(n) ._ £ ^k(n) 
k=l 
Steps (1) through (5) constitute one fission source (or outer iteration) 
the inner loop, steps (1) through (4), is repeated for each energy 
group g, g=l,...,G. The solution of the partial current equation, Eq. 
(3.7), is discussed in the following section. 
3.3.2 Solution of the Partial Current Equation 
3.3.2.1 Incorporation of Boundary Conditions 
In solving Eq. (3.7), it is necessary to take into account the 
boundary conditions imposed on the solution of Eq. (3.1). Letting % 
represent a node adjacent to a reactor boundary S, and the local 
coordinate e* denote the surface which forms part of this boundary, 
we can express the standard boundary conditions on this surface as 
follows: 
J i n ' V ) = c J o u t ' V ) , a*eS , (3.11) 
gu u gu u u v*"1'/ 
where the constant c can assume the following values: 
£ Boundary condition 
-1 zero flux 
0 zero incoming partial current 
1 zero net current (symmetry). 
Equation (3.11) is readily incorporated into the solution of Eq. 
(3.7). 
3.3.2.2 Solution in One Dimension 
For one-dimensional applications, the transverse leakage terms 
are set to zero. Using Eq. (3.11) and the fact the the incoming 
partial currents are simply the outgoing partial currents from 
adjacent nodes, Eq. (3.7) can be written in the form 
[Bgx] ^ f = ^  , g=l,...,G. C3.12) 
Here
 i^x 1S a c o l umn vector of length 2K containing the, partial 
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currents ordered by nodes, i.e. 
Jout = col [ j ^ ' V a 1 ) , J 0 U t ' V ) J0Ut'K(-aK), Jout'K(aK)l , 
^ x [_ gx v xy» gx v x " ' gx v x'* gx v x'J ' 
±XnTnk S „ is a column vector containing the scalar source terms [G „] Q* , 
^gx a ^ x ^gx 
and [B ] is a pentadiagonal matrix with the following block structure: 
- R : 
-T 
gx 
k 
gxj 
1 
0 
0 
0 
0 
1 
Rk+1 
'
Rgx 
Tk+1 
" g x . 
r-Tk 
gx 
-Rkv 
- gx 
1 
0 
o" 
0 J 
0 
1 
Tk+1 
' gx 
Rk+1 
L'Rgx 
Equation (3.12) is thus readily solved using a direct inversion technique. 
g 
We have applied a standard matrix factorization procedure to the 
solution of this equation. 
32 35 Equation (3.7) can also be solved ' iteratively using directed 
sweeps through the one-dimensional mesh. Each sweep consists of two 
half-sweeps, one in the forward direction and a return sweep in the 
reverse direction. During each half-sweep, all of the partial currents 
in the direction of the half-sweep are calculated using Eq. (3.7). The 
forward half-sweep begins at an outer surface and successively calculates 
the inward-directed (i.e. directed toward the center of the reactor) 
partial currents until a symmetry boundary condition, or, in a non-symmetric 
case, the center of the reactor is reached; the direction of the sweep is 
then reversed for the second half-sweep in which the outward-directed 
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partial currents are successively calculated Until the same outer surface 
is reached. For the non-symmetric case, this procedure is then repeated 
beginning at the other outer surface. In all cases, the most recently 
available values for the incoming partial currents are used in Eq. (3.7). 
This directional sweep is equivalent to solving the matrix problem 
[Bgx] s^*'- Sg, . 9=1 G . (3.13) 
at each outer iteration using a Gauss-Seidel iterative procedure5^ to up-
date the partial currents. Here the outgoing partial currents are placed in 
the vector J0^ in the same order in which they are calculated during 
•—gx 
the directional sweep described in the preceeding paragraph, and the 
source term S* is defined consistent with this ordering. These itera-
—gx 
tions for the in-group source problem are typically referred to as 
"inner" iterations to distinguish them from the fission source, or 
"outer", iterations discussed previously. The inner iterations will 
converge if the spectral radius of the associated Gauss-Seidel itera-
tion matrix is less than 1. This will be true if the coefficient 
matrix [B* ] is diagonally dominant; this latter requirement will gx 
in turn be satisfied provided that 
|Rgxl + |Tkx| < 1 , k=l,...,K, g=l,...,G. 
~k ~r k That this property is always true (for positive values of D\ E ' 
and a^) is readily proven by direct calculation using the values of 
k k Rj: and Tj| given in Appendix C. We have found that only one Gauss-
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Seidel iteration (or, equivalently, one full sweep of the mesh) is required 
for each group in order to update the partial currents at each outer 
iteration. 
3.3.2.3 Solution in Two Dimensions 
The solution of Eq. (3.7) in two dimensions is carried out by 
solving a series of one-dimensional problems on each row and each column 
of the computational mesh. These one-dimensional problems are solved 
using either the "one-sweep" iterative method or the direct factorization 
~k k procedure discussed above. For cases in which D* f D*, the one-sweep 
solution must be used in order to accommodate the modified interface 
continuity condition given by Eq. (2.24a). The x-directed partial currents 
are solved on each row using transverse leakages constructed from the y-
directed partial currents calculated at the previous outer iteration. 
Once these x-directed partial currents are known, they are used to calculate 
the y-directed partial currents on each column. Application of the "one-
sweep" procedure thus involves one mesh sweep per group on each row and 
each column of the mesh. 
3.3.3 Renormalization of the Flux Expansion Coefficients 
As shown by Eq. (2.29), the leading coefficients in the expansions 
for the one-dimensional fluxes can be interpreted as the nodal or average 
fluxes. However, since the nodal fluxes are obtained as the solution of 
Eq. (3.8), while the flux expansion coefficients are calculated using 
Eq. (3.5), it is necessary to renormalize the flux expansion coefficients 
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in order to insure that Eq. (2.29) is satisfied; this renormalization 
is given by 
^ u n ) = F g u ^ u n ) • u=x'y ' 9=1 G • k=l,...,K , (3.14) 
where 
Fk _ ^g 
9" = IkW • 
*gul 
Equation (3.14) is applied to the flux expansion coefficients calculated 
using Eq. (3.8) at each outer iteration. 
3.3.4 Solution Procedure Using Reference Green's Functions 
For the case in which reference Green's functions are used, it is 
necessary to employ a slightly different iteration strategy. The 
fictitious partial currents are calculated and stored during the mesh 
sweep described in the previous section; however, the modified inter-
face continuity condition, Eq. (2.24a) must be applied at each inter-
face encountered during the sweep in order to relate the outgoing 
fictitious partial currents [calculated using Eq. (3.7)] to the 
corresponding incoming fictitious partial current in the adjacent 
node. Furthermore, it is necessary to alternately store fictitious 
and true partial currents in such a manner that the fictitious partial 
currents are available during the mesh sweep and for use in Eq. (3.5), 
while the true partial currents are available for use in constructing 
the transverse leakages and calculating the nodal fluxes. This 
alternating storage strategy is readily incorporated into the basic 
iteration strategy described in Section 3.3.1 without requiring the 
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simultaneous storage of both a fictitious partial current and its cor-
responding true partial current across the same interface. The required 
transformations between the true and fictitious partial currents are 
provided by Eqs. (2.25) and (2.26). 
3.4 Acceleration of the Fission Source Iterations 
The fission source iterations are accelerated using the well-known 
9 42 
coarse-mesh rebalancing method ' in combination with asymptotic source 
43 
extrapolation. Coarse-mesh rebalancing has proven to be an effective 
means of accelerating the convergence of iterative schemes encountered 
in the solution of the neutron transport equation, finite dif-
ference43'48 and finite element15'49 approximations to the neutron 
50 diffusion equation, and fluid dynamics applications. The basic idea 
of the method is to scale the fluxes calculated at each iteration on 
the "fine mesh" by rebalance factors computed such that a neutron 
balance is enforced over each mesh interval of a "coarse mesh" super-
imposed on the fine mesh. This approach is inherently nonlinear since 
the fine-mesh fluxes are used to calculate the coefficients of the 
coarse-mesh balance equations. 
In applying this technique to the basic iteration scheme described 
in the previous section, we partition the reactor configuration V into 
a regular rectangular array of coarse-mesh cells V , m=l,...,M, such 
that each coarse-mesh boundary coincides with a node boundary as defined 
by the partition introduced in Section 2.2. Following the n'th outer 
iteration, we have available estimates for the nodal fluxes, the partial 
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currents, and the eigenvalue. Using these quantities, we can construct 
the following balance equation by summing the nodal balance equation, 
Eq. (3.8), over all nodes k contained within coarse-mesh cell m and over 
all energy groups: 
- E ^ + [ E J™** + A"1! = P"1 . m=l,...,M. (3.15) 
% L % J 
Here the total absorption and production rates within coarse-mesh cell 
m are given by 
A"1^ E E ^ S ^ (3'16a> 
keVm g-1 g 9 
and 
^ ^ - ^ E E v l ^ ^ , (3.16b) 
\[n) keVm o=l g g m -
respectively, where keV implies all k such that V. e V . (The group 
to group scattering contributions cancel.) The quantities 
«T represent the total neutron leakage from cell m to adjacent 
coarse-mesh cell Si; the summations in Eq. (3.15) are over all such 
adjacent coarse-mesh cells. These leakages are readily expressed in 
terms of the available average outgoing partial currents across the 
surface Sm0 common to coarse-mesh cells m and A: mil 
3
"**
s
 E -T EJ°a^k(ak) . (3.16c) 
akeS 2au 9=1 
u"mA  
51 
The first summation here is over all surfaces (denoted by the local 
Is 
) which combine to form the surface S «. coordinate a 
 0. The leakage 
J can be written in a similar manner in terms of the outgoing 
partial currents from nodes contained in coarse-mesh cell I. 
Equation (3.15) will not be satisfied if the outer iteration 
procedure is not converged. We can, however, improve the solution 
(and hence the overall convergence rate of the fission source iterations) 
by first defining the "rebalanced" solution 
fEf^n» jg=l,...G (3.17a) 
keVm 
3gU t , k ( n )( ± au> ~= ^ g u 1 ^ ^ ^ ^ ' U=X'y J " H , • • • ,M (3.17b) 
X(n> =
 PX ( n ) , (3.17c) 
and then calculating the rebalance factors fm, m=l,...,M, and eigenvalue 
modifier p such that the rebalanced solution satisfies Eq. (3.15). 
The following equation for the rebalance factors is thus obtained: 
- ^ j ^ + f e o ^ + Jfl f™ « 1 l^V , m=l M. (3.18) 
I Ll J P 
We note that the rebalance factors and eigenvalue modifier will 
approach 1 as the outer iterations converge. 
Equation (3.18) forms the basis for the two different rebalance 
schemes which we have investigated. In the first, or "direct" scheme, 
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Eq. (3.18) is solved directly as in previously developed coarse-mesh 
rebalance techniques; in the second, or "split" scheme, Eq. (3.18) is 
first reduced to two one-dimensional problems which are then solved 
in parallel. These two different approaches are discussed below. 
3.4.1 The Direct Rebalance Scheme 
We write Eq. (3.18) in the matrix form 
[M]f = £[P]f, (3.19) 
where 
f E col[f\ ... , fM] 
[P] = diag[P1, ... , PM] , 
and [M] is a 5-stripe matrix (in two dimensions) v/ith entries defined 
by comparison of Eqs. (3.18) and (3.19). Equation (3.19) is constructed 
and solved following each outer iteration. The solution to this eigen-
value problem can be obtained using either the power method or the 
g 
Wielandt method of fractional iteration. For problems in which the 
[M] matrix can be inverted directly, the Wielandt method is often more 
efficient for reasons which will be discussed below. This approach 
is based on the application of the power method to the "shifted" eigen-
value problem obtained by rewriting Eq. (3.19) in the form 
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[DO - ^  [P]] f - [l-y £, (3.20) 
where p is an estimate for the eigenvalue p such that p > p. Equation 
(3.20) can be rewritten in the form 
[M']f = ^ r[P]f , (3.21) 
where 
CM'] H [M] - ± - [ P ] 
Mo 
and 
D- - . .
p p
° 
The convergence rate of the power method is determined by the dominance 
ratio (i.e. the ratio of the second largest eigenvalue to the largest 
eigenvalue) of the matrix [M] [P]; the closer this ratio is to 1, the 
slower the convergence rate. It can be shown that the dominance ratio 
of [M']"1^] is smaller than that of [M]"][P]. Hence the Wielandt 
method, which is obtained by applying the power method to Eq. (3.21), 
will converge faster than the power method applied directly to Eq. (3.19). 
We thus solve Eq. (3.21) using the following iterative procedure: 
sf*) = [M,]"1[P]f(t"1) (3.22a) 
^>-"rau!l^ 
llCPii^lh 
f(t) = ^ 7 J 7 S ( t ) . (3.22c) 
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Here t denotes the coarse-mesh iteration index, and ||«|U denotes 
the Ln vector norm. The indicated matrix inversion is performed using 
g 
a direct matrix factorization technique based upon che block tri-
diagonal structure of [M]; a forward elimination, backward substitution 
procedure is then used to calculate the rebalance factors at each 
coarse-mesh iteration. These rebalance iterations are continued 
until the following convergence criterion is satisfied: 
et < min[10"3, 0.01en] , 
where 
et = max 1
 m 
sm(t) , sm(t-l) 
ImW 
and 
e« = max 
k 
jfct") - tW 
w* 
Here Sm^ ' are the components of the vector calculated in Eq. (3.22a), 
^
n
' is the average fission source [Eq. (3.10b)] in the k'th node, and 
e n is thus the maximum pointwise error in the fission source at the last 
outer iteration (n) prior to the coarse-mesh rebalance step. Hence, the 
convergence criterion on the coarse-mesh iterations is tightened as the 
relative convergence error e„ of the outer iterations becomes smaller. > n 
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Fewer than 5 coarse-mesh iterations are typically required for the 
solution of Eq. (3.21) at each outer iteration. (By comparison, numerical 
results have shown that an accelerated power iteration applied directly 
to Eq. (3.19) requires an average of 10-15 coarse-mesh iterations.) The 
eigenvalue modifier p is obtained from the converged value for p' from 
The eigenvalue estimate p is updated prior to the beginning of the 
coarse-mesh iterations. The converged rebalance factors and eigenvalue 
modifier p are then used to scale the "fine-mesh" solution in accordance 
with Eqs. (3.17). 
An asymptotic source extrapolation procedure similar to that described 
in Ref. 43 is also used to accelerate the outer iterations. The fission 
source calculated at the beginning of each outer iteration is extrapolated 
only when an asymptotic convergence behavior 1s established. This source 
extrapolation technique can be applied independently, or in combination 
with either the direct or split rebalance schemes. 
3.4.2 The Split Rebalance Scheme 
A relatively large computational effort is required to solve 
Eq. (3.19) due to the block tridiagonal structure of the matrix [M], 
The dimension of this square matrix is equal to the number of coarse-mesh 
cells. If the coarse-mesh partition 1s composed of I rows and Ix 
columns, then the dimension of the square blocks Is given by min[Ix,I ]. 
As a result, although the use of the direct rebalance scheme leads to a 
substantial reduction 1r the rurtrT of outer Iterations required for 
convergence, the corresponding reduction in execution time is sonewhat 
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less due to this overhead associated with the coarse-mesh iterations. 
This overhead can be reduced significantly by effectively "splitting" 
Eq. (3.18) into two one-dimensional problems, each involving only a 
simple tridiagonal matrix. In developing this "split" scheme, we 
further define two additional coarse-mesh partitions R^, j=l,...,I , 
and Rj, i=l,...,I , corresponding to the rows and columns, respectively, 
of the coarse-mesh partition used in the direct rebalance scheme. These 
partitions are illustrated in Fig. 3.1. We note that these partitions 
are defined such that 
Jl -i JLX -i M 
j=l y i=l x m=l m 
where, as before, V denotes the reactor configuration. The regions Ry and 
R^ are referred to as "supercells" in order to distinguish them from the 
previously defined coarse-mesh cells V which combine to form the super-
cells. We then assign rebalance factors f^, j=l I , and f^, i=l, 
y y x 
. ..,IV, to each supercell R^ and R , respectively. The rebalance factors x y x 
fm introduced in Eqs. (3.17a) and (3.17b) are calculated as the product of 
the factors f"" and f^ defined for the row and the column which intersect 
x y 
to form coarse-mesh cell m; this constraint on the solution for the re-
balance factors (f"1) can be expressed in terms of the "separability 
assumption" 
fm = fx fj , m=l M , (3.23) 
where Vm s R]f| RJ. 
x y 
We note that this separability assumption for the rebalance factors 
implies no such assumption on the "fine-mesh" solution for the fluxes 
and partial currents. The form given by Eq. (3.23) is motivated more 
by the resulting reduction in the required computational effort than 
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Figure 3.1 Coarse-Mesh Part i t ions for the Spl i t Rebalance Scheme. 
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by any physical arguments. It is important to note, however, that 
when the outer iteration procedure does converge, the rebalance factors 
f"1, m=l,...,M, converge to 1; hence the Ansatz given by Eq. (3.23) 
is not inconsistent with the converged solution for the rebalance 
factors since f"1 = 1, m=l M, is clearly separable. 
The required rebalance factors f\ i=l,...,Iv, and fj, j=l,...» 
I , are calculated in the following manner. As in Chapter 2, we shall 
use the variables u and v to denote the x- or y-direction such that 
ujty. After substitution of Eq. (3.23) into Eq. (3.18), an equation 
for the fj, 1=1,...,1, is obtained by setting the fj, 1=1,...,1, 
equal to 1, and then summing the resulting equation over all cells 
m contained in supercell R"". The result can be written in the following 
form: 
T i- l-*i. i- l Ti+Hifi+1 . (VI . r f l f i _ I p V IJ=X „ i=i" T 
"
Ju f u " Ju f u + LAu + LuJ f u " p P u V u x,y • n 1 xu 
(3.24) 
where 
x1 -Aj = £ T (3.25a) 
meRu 
Pj = £ & » <3'25b) 
meRy 
and the total leakages 3JJ±1"K| from R *^1 to R^  can be written directly 
in terms of the available partial currents, e.g. 
tf+Ws y J - r j 1 n ^ " ) ( a k ) , (3.25c) 
a4i+l,ii?gtlgu ^ au"u 
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where the first summation is over all surfaces (denoted by the local 
k i+1 i 
coordinate a*) which combine to form the surface S ' common to 
supercells R^+1 and Rj 
Equation (3.25c) can also be written in terms 
of the corresponding outgoing partial currents from nodes contained in 
Ru . The leakage l\ is defined in the following manner: 
L1' E J 1 - 1 - 1 + J H i + 1 + u u u c2-^ ? a k M V ( V Jgv ( V j ' aWflS 2av 9=1 
y U 
(3.25d) 
where the first summation here is over the (two) surfaces a* which 
form the intersection between the boundary s\ of supercell RJ" and 
the outer reactor boundary S. Equation (3.24) can be written in the 
matrix form 
w f =1 -HI P ^ » u=x,y , (3.26) 
where 
* u B c o l [ f l f u u ] -
^
s
« » « [ p l p u u ] ' 
and [M ] is a tridiagonal matrix with entries defined by comparison of 
Eqs. (3.24) and (3.26). The two equations (for u=x,y) represented by 
Eq. (3.26) can be combined to yield 
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N 
M . i 
\ \ \ 
0 
o" 
ti 
X 
k 
(3.27) 
Equation (3.27) is solved using an iteration similar to that given by 
Eqs. (3.22). The converged values of fv and ;f are inserted in Eq. (3.23) 
to form the rebalance factors f , m=l,...,M, which are then used to 
scale the solution in accordance with Eqs. (3.17a) and (3.17b). The 
final rebalanced eigenvalue is calculated using 
?(n) J(n)
 = £(n-l) Fj f(n^lT ' 
where F^ ' is the rebalanced production rate given by 
(3.28) 
p ( n ) 5 ^ f m E jk(n) , 
m=l keVm m 
and A^ ' and F^n" ' are the final (rebalanced) eigenvalue and 
production rate, respectively, calculated at the previous outer 
iteration. The use of Eq. (3.28) insures the proper neutron balance 
from one outer iteration to the next. 
The split scheme [Eq. (3.27)] thus requires the direct calculation 
of only I + I rebalance factors, while the direct scheme [Eq. (3.19)] 
x y 
involves a total of I I rebalance factors. Furthermore, Eq. (3.27) 
x y 
involves only simple tridiagonal matrices, while the direct scheme, 
as mentioned above, requires the inversion of the block tridiagonal 
matrix [M]. Hence, it is clear that considerably less computational 
effort is required for the solution of Eq. (3.27) than for the 
solution of Eq. (3.19); the overall relative efficiencies of the direct 
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and split schemes will, of course, also depend upon the effectiveness of each 
in reducing the total number of outer iterations required for convergence. 
Numerical results comparing the efficiencies of these two approaches will 
be presented in the next section. 
3.4.3 Numerical Comparisons of the Solution Techniques 
In this section, numerical results are presented in order to 
demonstrate the relative efficiencies of the different solution 
procedures discussed above for the solution of the steady-state eigen-
value problem. These solution strategies were implemented in two 
computer codes written for one- and two-dimensional applications, 
respectively, of the rodal Green's function method (NGFM) developed 
in Chapter 2. Similar acceleration techniques were also incorporated 
32 into a previously developed two-dimensional code used to evaluate 
the efficiency of the partial current balance (PCB) method; these latter 
improvements are discussed in Appendix A. It should be recalled that 
the two methods are equivalent in one dimension. All codes were 
written entirely in FORTRAN and compiled for the CDC 7600 computer 
using the 0PT=2 compiler optimization. All execution times are for 
the Brookhaven National Laboratory's 7600 computer. 
3.4.3.1 One-Dimensional Comparisons 
26 ' 
Numerical results for a one-dimensional version of the well-
2 52 known IAEA benchmark problem * are presented in Tahle 3.1. A 
description of this problem is given in Appendix E. The partial current 
Table 3.1 Comparison of Solution Techniques for the One-Dimensional Version of the IAEA Benchmark Problem 
Coarse Mesh 
Rebalanci ng 
No 
No 
Yes 
Yes 
No 
No 
Yes 
Yes 
Source Extrapolation 
No 
Yes 
No 
Yes 
No 
Yes 
No 
Yes 
Partial 
Current 
Solution 
1 sweep 
1 sweep 
1 sweep 
1 sweep 
Direct 
Direct 
Direct 
Direct 
Outer Iterati 
Ax = 20 cm 
615 (0.96) 
78 (0.14) 
36 (0.11) 
36 (0.11) 
607 (0.74) 
88 (0.13) 
53 (0.12) 
28 (0.08) 
ons (Execution 
Ax = 10 cm 
609 (1.55) 
73 (0.20) 
41 (0.16) 
33 (0.14) 
606 (1.16) 
83 (0.18) 
53 (0.16) 
26 (0.09) 
Timea [s]) 
Ax = 5 cm 
609 (2.83) 
73 (0.36) 
53 (0.32) 
44 (0.28) 
606 (2.06) 
83 (0.30) 
53 (0.26) 
26 (0.14) 
Quadratic flux approximation. 
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equation, Eq. (3.7), was solved using either the "one-sweep" [Eq. 
(3.13)] or the direct [Eq. (3.12)] procedure. For each of these 
partial current solution techniques, the indicated combinations of 
coarse-mesh rebalancing and asymptotic source extrapolation were 
applied to the fission source or outer iterations. (In one dimension, 
the direct and split rebalance schemes are equivalent.) The rebalancing 
was performed on an assembly-size (i.e. Ax = 20 cm) mesh. In all 
applications of coarse-mesh rebalancing, the coarse-mesh iterations 
were accelerated using the asymptotic source extrapolation mentioned 
in Section 3.4.1. In all calculations, the outer iterations were 
terminated when the pointwise fission source satisfied a convergence 
criterion of 10" . 
Considering first the results obtained without any acceleration, 
it can be seen that the use of either the one-sweep procedure or the 
direct solution technique results in more than 600 outer iterations. The 
use of the source extrapolation procedure alone reduces the number 
of iterations in each case to less than 90, while the calculations 
using coarse-mesh rebalancing alone required even fewer outer itera-
tions. The simultaneous application of coarse-mesh rebalancing and 
source extrapolation results in the optimum scheme; the ratios of the 
computing time required for the unaccelerated calculations to that 
obtained with the simultaneous application of coarse-mesh rebalancing 
and source extrapolation vary from 9 to 15. 
The fully accelerated calculations using the one-sweep partial 
current solution require only slightly more time per outer iteration 
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than those using the direct inversion. It can also be seen that the use 
of the one-sweep technique on the 5 cm mesh requires nearly twice the 
number of outer iterations as the corresponding calculation using the 
direct procedure; increasing the number of sweeps per outer iteration, 
however, does decrease the total number of outer iterations. These 
results suggest that for small mesh spacings, a single mesh sweep 
(or Gauss-Seidel iteration) does not produce sufficiently well-converged 
partial currents, thus increasing the number of outer iterations. This 
behavior can be attributed to the fact that as the mesh spacing decreases, 
the spectral radius of associated Gauss-Seidel iteration matrix approaches 
1, thereby slowing the convergence rate. We are primarily interested in 
the results obtained on the assembly-size mesh since, as will be demon-
strated in Section 3.5, these results are sufficiently accurate. For 
this case, the one-sweep and direct solution techniques are of 
comparable efficiency, although the direct method does require fewer 
outer iterations when both coarse-mesh rebalancing and source extrapolation 
are used, 
3.4.3.2 Two-Dimensional Comparisons 
Numerical results comparing the efficiencies of the acceleration 
techniques applied to the PCB method and the NGFM are presented in 
Tables 3.2 and 3.3, respectively. These methods were applied to three 
different two-dimensional light water reactor problems: the IAEA 
Table 3.2 Comparison of PCB Method Solution Techniques for Several Two-Dimensional LWR Problems 
Coarse Mesh 
Rebalancing 
None 
None 
Di rect 
Di rect 
Source 
Extrapolation 
No 
Yes 
No 
Yes 
Outer Iterati 
2-D IAEA 
275 (16.1) 
95 ( 5.6) 
34 ( 3.5) 
38 ( 3.9) 
ons (Execution 
2-D BWR 
486 (43.0) 
117 (12.7) 
38 ( 6.1) 
38 ( 6.1) 
Timea[s]) 
2-D Biblis 
336 (19.7) 
85 ( 5.0) 
30 ( 3.2) 
26 ( 2.7) 
For outer iterations only. 
Assembly-size mesh. 
Biquadratic flux approximation. 
Quadratic partial current approximation. 
CD 
Table 3.3 Comparison of NGFM Solution Techniques for Several Two-Dimensional LWR Problems 
Coarse Mesh 
Rebalanci ng 
None 
None 
Direct 
Split 
Di rect 
Split 
Source 
Extrapolation 
No 
Yes 
No 
No 
Yes 
Yes 
Outer Iterations (Execution 
2-D IAEA 2-D BWR 
212 (4.3) 
78 (1.6) 
35 (1.6) 
75 (1.8) 
28 (1.2) 
37 (0.9) 
326 (9.7) 
94 (2.8) 
40 (2.8) 
205 (7.4) 
27 (2.0) 
65 (2.4) 
Timea[s]) 
2-D Biblis 
268 (5.4) 
78 (1.6) 
35 (1.7) 
122 (3.0) 
26 (1.4) 
55 (1.4) 
Assembly-size mesh. 
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p cp cp no 
benchmark problem, ' the static BWR benchmark problem, ' and 
54 the Biblis PWR problem. Problem descriptions are given in Appendix 
E. All results shown in these tables were obtained using an assembly-
size mesh; this same mesh was also used in the coarse-mesh rebalancing 
c 
step. A pointwise convergence criterion of 10" was used in all 
two-dimensional calculations. 
The results presented in Table 3.2 for the PCB method demonstrate 
that the independent application of either the direct coarse-mesh 
rebalancing or the asymptotic source extrapolation leads to substantial 
reductions in both the number of outer iterations and the corresponding 
execution times. The results obtained using the combined procedures, 
however, do not show any improvement over those obtained using only 
the coarse-mesh rebalancing; this behavior, which is not observed in 
the corresponding NGFM results given in Table 3.3, may be due to the 
fact that the estimates of the dominance ratio required for the appli-
cation of the source extrapolation procedure are calculated using the 
fission sources at the center of the node in the PCB code, rather than 
the node-averaged fission sources [i.e. Eq. (3.10b)] as in the NGFM 
code. 
The NGFM results presented in Table 3.3 further demonstrate the 
efficiency cf the combined coarse-mesh rebalancing and source extrapo-
lation procedures. These results were obtained using the "one-sweep" 
partial current solution technique on each row and column of the 
computational mesh. Comparing the results obtained using the direct 
and split rebalance schemes, we see that the direct rebalancing is 
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considerably more efficient in reducing the number of outer iterations, 
although the execution times using both schemes are very similar due 
to the reduced overhead associated with the solution of the split re-
balance equations. It is also interesting to note that the unaccelerated 
NGFM calculations require somewhat fewer outer iterations than the 
corresponding unaccelerated PCB results. This reduced number of it-
erations can be attributed to the use of the renormalization given by Eq. 
(3.14) in the NGFM calculations; although a similar renormalization could 
be applied to the flux expansion coefficients calculated in the PCB 
method, such a renormalizatrion is not required since the PCB method is 
derived directly from the two-dimensional diffusion equation, rather 
than from the coupled set of one-dimensional equations which form the 
basis for the NGFM. 
In summary, the results in Tables 3.2 and 3.3 demonstrate that the 
combination of the direct rebalance scheme and the asymptotic source 
extrapolation provides an efficient solution technique for both the PCB 
method and the NGFM. The results in Table 3.3 further demonstrate that 
the split rebalance scheme does significantly reduce the overhead 
associated with the rebalance iterations in the direct approach. Un-
fortunately, it appears as though this reduced overhead is offset by the 
increased number cf outer iterations required by the split scheme. The 
convergence curves for the two-dimensional IAEA benchmark problem 
obtained using the two rebalancing schemes (without asymptotic source 
extrapolation applied to the outer iterations) are compared in Fig. 3.2 
to the corresponding unaccelerated calculation. The slower convergence 
of the split rebalance scheme can be attributed to the separability 
assumption [Eq. (3.23)] which was made in order to obtain the split 
Figure 3.2 Effect of Coarse-Mesh Rebalancing for the iwo-Dimensional 
IAEA Benchmark Problem 
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scheme. Additional numerical results not shown in Table 3.3 have 
further demonstrated that the direct approach is more efficient for 
calculations performed on a smaller mesh than the assembly-size mesh 
used in the calculations given in Table 3.3. Hence, the direct rebalance 
scheme combined with the asymptotic source extrapolation was used in all 
of the two-dimensional PCB method and NGFM calculations presented in the 
remaining sections of this chapter. Furthermore, since the direct 
solution of the partial current equation is also more efficient for 
smaller mesh spacings, this technique was used to obtain the NGFM 
results presented in Sections 3.5.1 and 3.5.2. 
3.5 Results 
In this section, we present results in order to demonstrate the 
relative efficiencies of the PCB method and the NGFM for the solution 
of the steady-state eigenvalue problem. Results for the one-dimensional 
problem discussed in the previous section are presented first, followed 
by results for three 2-group two-dimensional light water reactor problems 
and a 4-group two-dimensional model of a liquid metal fast breeder 
reactor (LMFBR). Descriptions of these test problems are given in Ap-
pendix E. The computer codes and optimized solution procedures as dis-
cussed in Section 3.4.3 were used to obtain all of the results presented 
here. 
In evaluating the efficiencies of these methods, we will be inter-
ested in the computational effort required in order to achieve a given 
level of accuracy. The computational effort is measured by the execution 
(CPU) time required to solve the problem, while the accuracy of the 
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approximation is determined by the error in the eigenvalue (the 
effective multiplication factor) and the maximum error (over all fuel 
assemblies) in the assembly-averaged power densities. This latter 
error is given by 
W«"10° 7 
where F 5 and 'p*»ref are, respectively, the calculated and reference 
average power densities for the k'th fuel assembly. The reference 
solution is taken to be a spatially converged fine-mesh solution to 
the problem. 
3.5.1 One-Dimensional Results 
Numerical results for a one-dimensional version of the IAEA 
? CO 
benchmark problem » are presented in Table 3.4 and Fig. F.l. Shown are 
results for calculations performed usinn both quadratic and cubic approx-
imations for the flux. Both approximations exhibit rapid convergence 
to the reference solution as the mesh spacing is decreased. More 
importantly, both approximations yield sufficiently high accuracy on an 
assembly-size (20 cm) mesh, with the cubic results showing significant 
improvement over the quadratic approximation. By comparison, a 1 cm 
finite difference calculation reported in Ref. 26 1s in error with 
emax = *^5 '^ ^n the bas*s °* these, results, we anticipate that the 
application of the NGFM to two-dimensional problems should demonstrate 
a very substantial increase in efficiency over the finite difference 
method. 
pk _ -pk.ref 
pk.ref 
Table 3.4 Summary of Results for the One-Dimensional Version of the IAEA Benchmark Problem 
Mesh nesn 
Spacing (cm), 
Nodes per 
Assembly 
20,^  (1) 
• 
10, (2) 
5, (4) 
Flux Approximation 
Quadratic 
Cubic 
Quadratic 
Cubic 
Quadratic 
Cubic 
Reference3 
Eigenvalue 
1.0043719 
1.0045015 
1.0045057 
1.0045125 
1.0045125 
1.0045127 
1.0045127 
emax <« 
1.1 
0.14 
0.065 
0.002 
0.001 
0.001 
Outer Iterations 
28 
28 
26 
26 
26 
26 
Execution 
Time (s) 
0.08 
0.09 
0.09 
0,10 
0.14 
0.18 
aFrom Ref. 26. 
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3.5.2 Two-Dimensional Results 
3.5.2.1 The IAEA Benchmark Problem 
2 52 Numerical results for this well-known benchmark problem • are 
summarized in Tables 3.5 and 3.6; the reference power distribution and 
errors in the assembly power densities are given in Figs. F.2 and F.3. 
The NGFM calculation on the assembly-size mesh required only 23 outer 
iterations, compared to the 28 iterations required for the corresponding 
calculation shown in Table,3.3. This reduced number of iterations is 
due to the use of the direct solution technique for the 1-D partial current 
equations solved on each row and column of the two-dimensional mesh. 
Here, as in the one-dimensional version of this problem, the NGFM results 
presented in Table 3.5 exhibit rapid convergence to the reference solution. 
The results obtained using the assembly-size mesh demonstrate the high 
accuracy of the quadratic approximations for the partially integrated 
fluxes and the transverse leakages. In fact, these results are more 
accurate than published results (on the same mesh) obtained using other 
recently developed nodal methods; these comparisons will be discussed 
further in Section 3.6. 
Turning to the PCB method results presented in Table 3.6, we see 
that the results obtained using the biquadratic flux approximation with 
the quadratic partial current expansion are even more accurate than the 
NGFM results obtained on the assembly-size mesh. The execution times 
demonstrate, however, that the NGFM is 5 1/2 times faster than this 
highest order PCB approximation. It should be noted that the 5.5 s 
execution time for the PCB calculation includes the 1.6 s required to 
Table 3.5 Summary of NGFM Results for the Two-Dimensional IAEA Benchmark Problem 
Mesh 
Spacing (cm), 
Nodes per 
Assembly 
20, (1x1) 
10, (2x2) 
5, (4x4) 
Reference3 
Eigenvalue 
1.029595 
1.029599 
1.029584 
1.029585 
W%> 
0.71 
0.21 
0.03 
Outer Iterations 
23 
22 
28 
Execution 
Time (s) 
1.0 
2.2 
8.4 
Reference solution from Ref. 55. 
^4 
Table 3.6 Summary of PCB Method Results for the Two-Dimensional IAEA Benchmark Problem 
Mesh 
Spacing (cm), 
Nodes per 
Assembly 
20, (lxl) 
Flux, 
Partial Current 
Approximations 
Bilinear 
Linear 
Biquadratic 
Linear 
Biquadratic 
Quadratic 
Reference3 
Eigenvalue 
1.028777 
1.029450 
1.029576 
1.029585 
e m a x ^ 
4.4 
2.2 
0.23 
Outer Iterations 
36 
36 
38 
Execution 
Time (s) 
3.2 
4.3 
5.5 
Reference solution from Ref. 55. 
•^ i 
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calculate the necessary matrix elements; by comparison, the NGFM required 
only 0.04 s to construct the necessary matrices. 
3.5.2.2 The BWR Benchmark Problem 
rp co 
This problem, ' the solution of which is used as the steady-
state initial condition for the BWR kinetics benchmark problem solved 
in Chapter 4, has also been referred to in the literature as the LRA 
test problem. The observations made with regard to the results for 
the IAEA benchmark problem apply for the most part to the results 
presented in Tables 3.7 and 3.8 (and Figs. F.4 and F.5) for this problem. 
The highest order PCB solution is again more accurate than the NGFM 
solution on the assembly-size mesh; here the ratio of execution times 
is nearly 5 1/2 in favor of the NGFM. The results obtained using both 
methods on the assembly-size mesh are more accurate than similar 
19 22 31 
results ' ' reported for other recently developed coarse-mesh methods. 
The results presented for the IAEA and BWR benchmark problems 
have demonstrated that both the PCB method and the NGFM are capable 
of very high accuracy on an assembly-size mesh. In fact, for most 
practical applications, this level of accuracy (i.e. eigenvalue 
errors - 0.001% and e
 v < 0.7%) is unnecessary in view of the inac-
max 
curacies introduced by the homogenization procedures (discussed in 
Section 1.2) used to determine the equivalent 2-group diffusion 
parameters required as input data for problems such as these. 
In light of this observation, it would seem that the most efficient 
Table 3.7 Summary of NGFM Results for the Two-Dimensional BWR Static Benchmark Problem 
Mesh 
Spacing (cm), 
Nodes per 
Assembly 
15, (1x1) 
7.5, (2x2) 
5, (3x3) 
Reference3 
Eigenvalue 
0.996347 
0.996376 
0.996370 
0.996368 
e m a x ^ 
0.55 
0.25 
0.07 
Outer Iterations 
23 
24 
22 
Execution 
Time (s) 
1.6 
4.0 
6.6 
Reference solution: 5 cm (4x4) NGFM calculation. 
Table 3.8 Summary of PCB Method Results for the Two-Dimensional BWR Static Benchmark Problem 
Mesh 
Spacing (cm), 
Nodes per 
Assembly 
15, (1x1) 
Flux, 
Partial Current 
Approximations 
Bilinear 
Linear 
Biquadratic 
Linear 
Biquadratic 
Quadratic 
Reference3 
Eigenvalue 
0.9953822 
0.996001 
0.996364 
0.996368 
emax<%> 
3.2 
1.2 
0.22 
Outer Iterations 
39 
38 
38 
Execution 
Time (s) 
5.3 
6.9 
8.4 
Reference solution: 3.75 cm (4x4) NGFM calculation. 
- v j 
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realization of these methods would be to apply them on an even coarser 
mesh than the assembly-size mesh used for these two benchmark problems; 
unfortunately, the use of a coarser mesh (composed of homogeneous nodes) 
is limited by the geometry of a typical light water reactor core. It is 
possible, however, to modify the BWR benchmark problem so that the 
reactor configuration can be represented by an array of square, homo-
geneous nodes, with each node measuring 30 cm on a side. This modified 
problem is obtained by replacing the one assembly containing material 
composition number 4 with water (material*number 5). (See Appendix E.) 
We have solved this modified problem in order to examine the accuracy of 
the NGFM and the highest order PCB method on this very large 
mesh. It was found that the eigenvalue errors are 0.003% and 0.04% for 
the NGFM and PCB method, respectively, while the maximum errors (emax) 
in the nodal power densities are 2.6% and 2.3%, respectively. These 
results demonstrate the capability of both methods to yield acceptable 
accuracy for LWR problems using extremely large mesh spacings such as 
the 30 cm mesh considered here. 
The results for the IAEA and BWR benchmark problems have shown -
that the accuracy of the NGFM calculations using a 2x2 mesh within 
each fuel assembly is similar to that achieved using the highest 
order PCB method on an assembly-size mesh. Since the ratio of the 
corresponding execution times is at least a factor of two 1n favor 
of the NGFM, it is clear that the NGFM is more efficient (I.e. 1t 
is faster for a specified accuracy requirement) than the PCB method 
even for this extremely high level of accuracy where the PCB method 
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computational efficiency is at its highest. Furthermore, since the NGFM 
is at least 5 times faster than the PCB using the same assembly-size mesh, 
it is apparent that the NGFM is superior to the PCB method for more 
realistic accuracy requirements as well. This conclusion is further 
supported by results given in the preceeding paragraph for the 
modified BWR problem. 
3.5.2.3 The Biblis PWR Problem 
54 The Biblis PWR problem is representative of a pressurized water 
reactor with a "checkerboard" fuel loading designed to flatten the power 
shape across the core. Due to this fuel loading, this problem is 
highly non-separable, and is thus very difficult to solve accurately. 
This difficulty is further increased by the relatively large (23.1226 
cm) fuel assembly dimensions. The results given in Tables 3.9 and 
3.10 (and Figs. F.6 and F.7) are for the "rods out" configuration. 
It can be seen from these results that the errors for this problem 
are somewhat larger than those for the two previous benchmark problems. 
Of the PCB calculations, only the highest order approximation yields 
acceptable accuracy. The NGFM calculation on the assembly-size mesh 
is again less accurate than the highest order PCB approximation, although 
the NGFM errors are certainly within an acceptable limit. Halving the 
mesh spacing reduces the NGFM error from 1.7% to only 0.15%. 
3.5.2.4 The LMFBR Test Problem 
This problem is a two-dimensional representation (in Cartesian 
geometry) of an oxide-fueled, 1000 MW(e) liquid metal fast breeder 
Table 3.9 Summary of NGFM Results for the Two-Dimensional Biblis PWR Problem 
Mesh 
Spacing (cm), 
Nodes per 
Assembly 
23.1226, (1x1) 
11.5673, (2x2) 
5.7806, (4x4) 
Reference3 
Eigenvalue 
1.025248 
1.025112 
1.025103 
1.025103 
£
m a vW 
max 
1.7 
0.15 
0.03 
Outer Iterations 
24 
25 
25 
Execution 
Time (s) 
1.1 
2.5 
7.6 
3Reference solution: 3.8537 cm (6x6) NGFM calculation. 
Table 3.10 Summary of PCB Method Results for the Two-Dimensional Biblis PWR Problem 
Mesh 
Spacing (cm), 
Nodes per 
Assembly 
23.1226, (*x1) 
Flux, 
Partial Current 
Approximations 
Bilinear 
Linear 
Biquadratic 
Linear 
Biquadratic 
Quadratic 
Reference3 
Eigenvalue 
1.024082 
1.024677 
1.025044 
1.025103 
W%> 
8.2 
4.5 
0.6 
Outer Iterations 
25 
28 
26 
Execution 
Time (s) 
3.6 
5.2 
6.4 
Reference solution: 3.8537 cm (6x6) NGFM calculation. 
CO 
ro 
reactor using four energy groups. The geometry allows the use of a 
very coarse mesh; for example, the 3 x 4 mesh layout used to obtain 
results given in Tables 3.11 and 3.12 represents the inner core (with 
quarter-core symmetry) using only one node with dimensions of 54.85 
cm by 73.5 cm. Only the NGFM has been applied to the solution of this 
problem, although the PCB method is readily applicable to problems such 
as this involving more than two energy groups. The errors e shown 
in Table 3.11 represent the maximum of the corresponding errors shown 
in Table 3.12 for the two cores and axial and radial blankets. The 
error in the eigenvalue calculated using the very coarse (3 x 4) mesh 
is 0.050%, while the maximum error in the power distribution is 1.2%. 
Having the mesh spacing reduces this relatively large error in the 
eigenvalue to only 0.0029%; the corresponding execution time is 1.0 s. 
14 By comparison, the eigenvalue calculated using the finite difference 
method on a 33 x 44 mesh is in error by 0.029%. (Power fractions are 
not reported in that work.) This calculation required 317.4 s on an 
IBM 360-75 machine; this computer, however, is probably a factor of 10 
slower than the CDC 7600 used to obtain the NGFM results. A finite 
element calculation with 44 unknowns per group showed an eigenvalue 
error of 0.0015% and required 46.2 s on the same IBM computer. Taking 
into account the factor of 10 difference in computer speeds, the NGFM 
appears to be roughtly 5 times faster than the finite element method 
for comparable eigenvalue accuracy, and 30 times faster (and 10 times 
more accurate) than the finite difference method. These results 
demonstrate that the nodal method developed here represents an efficient 
alternative to the methods presently used for fast reactor calculations. 
Table 3.11 Summary of NGFM Results for the Two-Dimensional LMFBR Problem 
Mesh Layout 
3 x 4 
6 x 8 
9 x 12 
Reference3 
Eigenvalue 
1.057516 
1.057022 
1.056994 
1.056991 
W« 
1.2 
0.58 
0.01 
Outer Iterations 
21 
27 
24 
Time (s) 
0.2 
1.0 
2.2 
Reference solut ion: 12 x 15 NGFM calculation. 
00 
Table 3.12 Reference Power Fractions and Percent Errors for the Two-Dimensional LMFBR 
Problem: NGFM Results 
Mesh Layout 
3 x 4 
6 x 8 
9 x 12 
Reference3 Power Fractions 
Core 1 
-0.41 
-0.19 
0.00 
0.68180 
Percent Errors 
Core 2 
1.16 
0.52 
0.00 
0.25025 
Blanket 1 
-0.96 
-0.58 
-0.01 
0.036304 
Blanket 2 
0.91 
0.04 
0.00 
0.031653 
Reference solution: 12 x 15 NGFM calculation. 
CO 
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3.5.3 Results Using Reference Green's Functions 
The results presented so far have all been obtained using the exact 
values of the group diffusion coefficients and removal cross sections 
to calculate the required Green's functions. In this section we 
present the results of calculations using Green's functions based on 
reference values for these cross sections. Although the use of 
reference Green's functions was developed in order to efficiently 
accommodate changes in the cross sections during transients involving 
thermal hydraulic feedback, these same ideas can also be used to reduce 
the number of Green's function matrices required in steady-state calcu-
lations for multizone cores. However, the NGFM partial current 
equations must then be solved using the one-sweep procedure in order 
to incorporate the modified interface continuity condition, Eq. (2.24a). 
The results in Table 3.13 illustrate such an application to the two-
dimensional Biblis BWR problem solved in Section 3.5.2.3. The Biblis 
core is represented by seven different material compositions; the 
results in Table 3.13 were calculated using the Green's functions for 
material composition 7 (see Appendix E) throughout the core (con-
figuration number 1) and then throughout the core and reflector (con-
figuration number 2). For configuration number 1, the "exact" Green's 
functions were used in the reflector. Comparing these results with 
those given in Tables 3.9 and 3.10, we see that the use of the 
reference Green's functions has very little effect on the accuracy of 
the solution. The NGFM execution times given in Table 3.13 are somewhat 
higher than the corresponding times in Table 3.9 due to (1) the increased 
Table 3.13 Summary of Results for the Two-Dimensional Biblis PWR Problem Using Reference 
Green's Functions 
Green's Function 
Configuration 
1 
1 
2 
2 
Method5 
NGFM 
PCB 
NGFM 
PCB 
Reference0 
Eigenvalue 
1.025247 
1.025042 
1.025245 
1.025040 
1.025103 
«W<« 
1.7 
0.6 
1.7 
0.6 
Outer Iterations 
27 
27 
27 
25 
Execution 
Time (s) 
1.7 
4.0 
1.6 
3.4 
1 s Green's function for material number 7 used throughout core. 
2 = Green's function for material number 7 used throughout core and reflector. 
'All calculations used 23.1226 cm mesh spacing. 
PCB: Biquadratic flux approximation, quadratic partial current approximation. 
Reference solution: 3.8537 cm (6x6) NGFM calculation. 
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number of outer,iterations, which can be attributed to the one-sweep 
partial current solution, and (2) the additional computational effort 
associated with use of the modified interface continuity condition, Eq. 
(2.24a), and the transformations between the true and fictitious partial 
currents given by Eqs. (2.25) and (2.26). However, the PCB method 
execution times are significantly smaller than the time given in Table 
3.10 since this additional computational effort is easily offset by the 
smaller percentage of the total execution time required for the calcula-
tion of the reduced number of Green's functions: the calculations shown 
in Table 3.13 required only one and two Green's functions per group for 
configurations 2 and 1, respectively, while a total of eight Green's 
functions per group were needed for the calculations presented in 
Table 3.10. Since the computational effort required to calculate the 
NGFM matrix elements is very small, this difference in the number of 
required Green's functions has little effect on the overall execution 
time; for this method, the practical advantage of this approach lies more 
in the reduced storage requirements for the Green's function matrices. 
A more severe test of this approach is considered in Table 3.14. 
The indicated NGFM calculations for the two-dimensional (static) BWR 
benchmark problem (Section 3.5.2.2) were performed in order to establish 
the efficiency of this approach for calculations involving large 
changes in the diffusion coefficient due, for example, to voiding in 
the core. In this table, the Green's functions are calculated using 
the reference values D = D /a, where the D are the benchmark values 
y y y 
for the diffusion coefficient, and the indicated values for a were 
used throughout the core and in both energy groups. The solution 
Table 3.14 Summary of NGFM Results3 for the Two-Dimensional BWR Static Benchmark Problem 
Using Reference Green's Functions 
(b) 
or ' 
1.0 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.25 
Reference0 
Eigenvalue 
0.996347 
0.996347 
0.996347 
0.996347 
0.996346 
0.996346 
0.996346 
0.996346 
(diverged) 
0.996368 
e m a x ^ 
0.55 
0.59 
0.64 
0.70 
0.78 
0.85 
0.93 
1.03 
-
Outer Iterations 
27 
26 
26 
27 
25 
30 
35 
37 
-
Execution 
Time (s) 
2.0 
2.1 
2.1 
2.2 
2.0 
2.4 
2.8 
2,9 
-
15 cm (1x1) mesh spacing. 
Green's functions calculated using increased diffusion coefficients D throughout core; a = D /D( 
where the D are the BWR benchmark problem core diffusion coefficients, and a, = cu = a. 9 9 
Reference solution: 3.75 cm (4x4) NGFM caieulation. 
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using a = 1.0 is the standard case reported in Table 3.7. (The increased 
number of iterations shown for the calculation in Table 3.14 with a = 1.0 
is due to the use of the one-sweep partial current solution.) As a is 
decreased, the maximum error e„„ . in the assembly power densities increases 
max 
gradually, although the error in the eigenvalue remains essentially 
unchanged throughout. This decreased accuracy can be attributed to 
the fact that the Green's function now represents the exact solution 
to a different diffusion-removal problem, namely the one corresponding 
to the "voided" state. Although the local integral equations are, of 
course, still exact, the solution of the corresponding approximate 
solutions will be less accurate since a larger "piece" of the group 
diffusion-removal operator is now incorporated in the modified source 
term, which must be approximated by a polynomial expansion. However, 
even for the case (a = 0.3) in which the Green's functions are calculated 
using diffusion coefficients which are increased by a factor of 3 1/3, 
the maximum error (1.03%) in the assembly power densities is certainly 
within very acceptable limits. Of somewhat greater concern is the slower 
convergence (and ultimate divergence) observed as a is uniformly decreased. 
While this behavior is not completely understood, it can be seen from 
the results in Table 3.14 that even for a = 0.5, the convergence rate 
is only marginally degraded. In the rather unlikely event that it 
becomes necessary to accommodate even larger changes in the diffusion 
coefficient, the Green's functions could be recalculated using updated 
values for the reference diffusion coefficient. 
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In summary, the results presented in Table 3.13 demonstrate the 
capability of the modified source approach for calculations involving 
multizone cores. The calculations presented in Table 3.14 indicate 
further that this approach can efficiently accommodate large changes 
in the diffusion coefficient without significantly affecting the 
efficiency of the basic method. This modified source approach will be 
further applied in Chapter 4 to a two-dimensional LWR kinetics problem 
involving space-dependent Doppler feedback. 
3.6 Comparison of Results for the Two-Dimensional IAEA Benchmark Problem 
Table 3.15 summarizes published results for the well-known two-
7 5? 
dimensional IAEA benchmark problem. ' The results presented for 
each coarse-mesh method are the most accurate available results (using 
an assembly-size mesh) reported for that method. The finite difference 
results show that a very fine mesh is required in order to obtain 
acceptably accurate solutions. Comparison of the standard finite 
difference results with those calculated using the coarse-mesh 
methods demonstrates the remarkable progress that has been made in 
the last several years in the area of computational methods development. 
For example, the nodal Green's function method developed in this thesis 
is more accurate on the 20 cm mesh than a finite difference calculation 
(using the PDQ-7 code) on a 1.25 cm mesh; even with this superior 
accuracy, the NGFM is more than 100 times faster than the PDQ-7 code on 
the same computer. Comparing the coarse-mesh results presented in 
Table 3.15, we see that the NGFM and PCB calculations are both more 
Table 3.15. Comparison of Results for the Two-Dimensional IAEA Benchmark Probl 
Method 
Analytical Method - Shober 
Flux Expansion Method 
Nodal Expansion Method (NEM) 
Nodal Green's Function Method (NGFM) 
Partial Current Balance (PCB) Method 
Polynomial Method - Sims 
Finite Difference Method (FDM): 
Code Mesh Spacing (cm) 
PDQ-7 (Ref. 56) 1.25 
VENTURE (Ref. 57) 5.0 
VENTURE 2.5 
VENTURE 1.25 
VENTURE 0.67 
a 
3eA(%) = 100 
Xcalc"Xref 
Aref 
• 
Reference 
Tab! 
Tabl 
28 
31 
55 
e 3.5 
e 3.6 
21 
16 
55 
55 
55 
55 
4a)w 
0.011 
0.002 
0.007 
0.001 
0.0009 
0.007 
0.002 
0.034 
0.015 
0.005 
0.0005 
W%> 
1.6 
3.0 
1.4 
0.7 
0.2 
1.8 
1.5 
13.9 
5.2 
2.0 
0.4 
em 
Execution 
Time(s) 
1.4 
c 
0.86 
1.0 
5.5 
4.1 
112 
19 
204 
930 
4800 
Computer 
IBM 370/168 
CYBER 175 
CDC 7600 
CDC 7600 
IBM 370/168 
CDC 7600 
IBM 360/91 
IBM 360/91 
IBM 360/91 
IBM 360/91 
All calculations were done using quarter-core symmetry and a 20 cm mesh except: 
(i) Nodal Expansion Method calculation was done using eighth-core symmetry. 
(ii) Finite Difference Method calculations were done using indicated mesh spacings. to 
ro 
Unavailable. 
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accurate than the results obtained using these other methods, The 
comparison of the execution times is complicated by the use of 
different computers for the various calculations. The NGFM calculation 
was also run on the University of Illinois' CYBER 175, where it 
required 1.9 s execution time. The NEM calculation using eighth-core 
symmetry required 0.86 s, also on a CYBER 175; multiplying this time 
by 2 to permit comparison with the quarter-core NGFM calculation, we 
see that the NGFM and NEM require roughly the same execution times 
(i.e. 1.9 s and 1.7 s, respectively) on a CYBER 175. These times, 
in turn, are probably somewhat less than the 4.1 s (on the IBM 
370/168) required by Sims' polynomial scheme. The analytical method 
developed by Shober, which is limited to two-group applications, how-
ever, appears to be faster than any of these three methods; this is 
not surprising since, as was mentioned in Section 1.3, this method 
involves fewer unknowns per node than these interface current schemes. 
The results for this problem do show, however, that the NGFM calculation 
on the assembly-size mesh is more accurate than the corresponding 
results obtained using these other methods. 
3.7 Summary 
In this chapter, the formalism and approximation procedures presented 
in Chapter 2 were applied to the solution of the steady-state eigenvalue 
problem. The steady-state equations were solved using a standard 
fission source iteration with coarse-mesh rebalancing and source 
extrapolation to accelerate convergence. Numerical results presented 
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for several light water reactor benchmark problems supported the 
following conclusions: (1) The accuracies obtained using both the 
nodal Green's function method (NGFM) developed in this thesis and the 
partial current balance (PCB) method are superior to those reported for 
other recently developed coarse-mesh methods. (2) Although the PCB 
method is more accurate than the NGFM using an assembly-size mesh, the 
ratio of the execution times for the two methods varies from 5.2 to 
5.8 in favor of the NGFM. In view of the very high accuracy which 
is obtained with the NGFM, it is clear that this method is superior 
to the PCB method. (3) The results obtained using Green's functions 
based upon reference values of the diffusion coefficient and removal 
cross section demonstrate the efficiency of the modified source approach 
in accommodating large changes in the cross sections with respect to 
their reference values. In addition, results for a 4-group LMFBR 
problem show further that the nodal method developed here 1s 
a more efficient technique than the finite difference and finite 
element methods presently used for fast reactor calculations. 
/ 
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Chapter 4 
TRANSIENT APPLICATIONS 
4.1 Introduction 
In Chapter 3, the formalism and spatial approximations developed 
in Chapter 2 were applied to the solution of the steady-state eigen-
value problem. In this chapter, the method is further applied to 
the solution of several reactor kinetics problems. However, before 
considering the results of this application, it is necessary to 
develop the final time-differenced forms of the time-dependent 
equations derived in Chapter 2. 
4.2 Approximations in the Time Domain 
The time-dependent equations are discretized using standard 
implicit approximations in the time domain. More specifically, a 
CO CQ 
"time-integrated" approximation ' to the delayed neutron precursor 
58 
equations is combined with a fully implicit approximation to the 
remaining equations for the nodal fluxes, the flux expansion coef-
ficients, and the partial currents. Although the fully implicit 
equations must be solved iteratively at each time step, the time steps 
which can be used (for a given temporal truncation error) are typically 
coco 
much larger than those required by alternating direction methods 
in which the solution at each time step is obtained without iteration. 
The approximate solution is calculated at a series of discrete 
time points tQ t.,t.+, t, representing a partition of the 
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time interval of interest. The interval between time points, or time 
step, is defined by 
A tj = Vl " *j • 
The time-integrated approximation to the equation for the expansion 
coefficients of the partially integrated precursor concentrations is 
obtained by formally integrating Eq. (2.35) over a time step At., i.e. 
v v -A,At. , /"Vl -X.(t..,-t) R - . . 
4<vi> • 4<Ve ' 3 * »i/t. «e 7 3+1 _?,*$ w^-™ • 
and then approximating the integral shown here by assuming that the 
fission source varies linearly as a function of time. The result 
58 can be written in the form: 
4 < W = I 7 
•X,At.-
1 - 1 -
"
A i j l G 
1 - e 
•X-At. l J 
•
x i " j | ^ , . . f , k 
xiitj £"V <Wu
(V 
-X.At 
+
 £-iu(Ve n 3> u=x'y ' i=1 I s k=1 K (4.1) 
The fully implicit approximations to Eqs. (2.30), (2.33), and 
(2.19) are obtained by evaluating these equations at time level t.+1 
and then replacing the time derivatives by simple backward differences. 
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Since the source terms in each of these equations involve contributions 
due to delayed neutron production, the time-differenced equations 
will in turn involve terms containing the delayed neutron precursor 
concentrations evaluated at time level t.+-,; however, these terms 
can be eliminated in favor of the fluxes at t.+-, using Eq. (4.1) 
and the corresponding time-integrated approximation to Eq. (2.23) 
for the average precursor concentrations. Following this procedure, 
the discretized forms of Eqs. (2.30), (2.33), and (2.19) can be 
written as follows: 
i w - v ^ r a ^ SgVW 
- Lk ( t . ^ J ) + 2GU+ J i n ' k ( a k , t . J . 1 ) + 2GU" J i n ' k ( - a k , t . J . 1 ) 
-guv j + r j -gu gu l u* j + 1 ' ^gu gu v u' j+r 
+ [GUUI| J Jj (t.) + sk (t.) 
L 9 U j
 vnAt.ak(t .+ 1)^u l ^ " V ^ 
g J g j+ i 
u=x,y , g=l G , k= l , . . . ,K , (4.2) 
^
t , k
^.Vi> • ^ ^ 7 Ku]T j - ^4<V i> + i ( tw> 
- 4u(Vl> + «l 'JSM'Vl> + ?gu 3 gu ' k ^u ' tj+1' * 
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m —4 <f>k ( to + §!; (t.)i k/x \ ^ u * j ' -guv V 
•VJVVI' 
u=x,y , g= l , . . . ,G , k= l , . . . ,K , 
E l [ \out,k, k t N -.in.k/.k t ^ . ,out,k./ k t" ' x 
Z k Jgu ( 3 u ' V l } " Jgu ^ u ' V l 1 gu C V V l ' 
u=x,y u 
Jin'k(-ak,t.,.,)] + k ' 1 gu v V j+l'J |_ g ( V l ) + V ^j]*9( t j+ l) 
= ^ ( t . ^ ) + ["—4r-*!!(t-) + S^t-H, 
V J+T [vg J J 9 J 
(4.3) 
g = I , . . . ,G , K= I , . . . ,K , (4.4) 
respectively, where 
4 ' W %?/gg' (Vi )WVi> 
[ ^ W ^ " - JS'k(Vi>]4(tJ+i> • 
4 ' ( W ^ {xgO-e) + j^e, [i - ^ 
-X,M 
(4.5a) 
vEf; k( t j + 1) 
+ Zgak(Vl> ' (4.5b) 
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i/ ^ * i/ 1/ I \f -XiAtj 
SK (t.) H F y vZT?K(t.HK, ( t . ) + f y .X.C. (t.)e 1 J , (4.5c) 
i U l V g
 Q'=] g j ' i U y V i=l g i 1 - 1 U J vt-^y 
4> T l - e " X i A t J X i A t i l 
Fg %5/gi^ i [ H ^ e l JJ . (4.5d) 
^V i ) s f l§ sw' ( t j+ i ,* ! i i (v i ) • (4-5e) 
^
(V 5 Fg
 g?1<'k ( td^' ( tJ ) + ^ gi^V6"^' < 4 ' 5 f > 
4.3 Solution of the Discretized Equations 
The basic structure of Eqs. (4.2) to (4.4) is very similar to 
that of the respective steady-state equations, Eqs. (3.5), (3.7), and 
(3.8). The primary difference, of course, is that the steady-state 
equations represent an eigenvalue problem, while Eqs. (4.2) to (4.4) 
are in the form of an inhomogeneous "fixed-source" problem. Hence, 
the solution techniques developed in Sections 3.3 and'3.4 can, with 
some straightforward modifications, be applied to the solution of 
Eqs. (4.2) to (4.4). 
4.3.1 The Basic Iteration Strategy 
Equations (4.2) to (4.4) are solved at each time step using the 
basic fission source iteration procedure described in Section 3.3.1. 
An explicit equation for the flux expansion coefficients is obtained 
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by multiplying Eq. (4.2) by the inverse of the matrix shown on the 
left hand side of this equation, and then redefining the matrix 
[G^jj] and column vectors G"~ to include this multiplication. The 
resulting equation is solved at each time step in conjunction with 
Eqs. (4.3) and (4.4) as described in steps (1) through (4) in 
Section 3.3.1; the group sources in step (1) are calculated in 
accordance with Eqs. (4.5a) and (4.5e). The partial currents are 
updated at each iteration using one sweep on each row and column 
of the computational mesh. Finally, the expansion coefficients 
for the partially integrated precursor concentrations are calculated 
from Eq. (4.1) using the converged values for the flux expansion 
coefficients. For cases in which reference Green's functions are 
used and a ? 1, a modified procedure similar to that described 
in Section 3.3.4 must be used to solve Eqs. (4.2) to (4.4). 
4.3.2 Coarse-Mesh Rebalance Acceleration 
The direct and split rebalance schemes developed in Section 3.4 
are readily applied to the fission source iterations at each time 
step. As before, the rebalance equations are obtained by summing 
the nodal balance equation [Eq. (4.4)] over all nodes contained in 
coarse-mesh cell V (m=l,...,M) and o«er all energy groups. The 
direct rebalance equations can he written in the form 
[MUj+1)] I s Z(tj) , (4.6) 
where the block tridiagonal structure of the matrix [M(t.+,)] is 
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identical to that of the matrix [M] in Eq. (3.19); however, the 
diagonal entries of [M(t.+,)] include additional contributions (evaluated 
at t-+.|) due to fission, delayed neutron production, and the difference 
representation of the time derivative. The entries Zm(t.), m=l,...,M, 
in the source vector Z^t.) depend only on the solution at the 
J 
previous time step, i.e. 
Zm(tj) * E 
keVm g m 3 
G p i t(^) + s^ (t.)J Atj Tg*-j 
Equation (4.6) is readily solved using a direct matrix factorization 
g 
technique based on the block tridiagonal structure of the matrix 
[M(t.+,)]; since Eq, (4.6) is no longer an eigenvalue problem, this 
solution requires no iterations. The calculated rebalance factors 
are then used to scale the solution as in Eqs. (3.17a) and (3.17b). 
The split rebalance scheme introduced in Section 3.4.2 can also 
be applied here. As before, this scheme is developed from the 
separability assumption given by Eq. (3.23). The final split re-
balance equations can be written in the form 
W»(tJtl)] W 
[M/tJ+1)]J LlyJ LZyCtjjJ. (4.7) 
where, as in Eq. (3.27), [Mx(t,+,)] and [M (t.+,)] are tridiagonal 
matrices (with modified diagonal entries as mentioned above), and 
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and the source vectors Z(t.) and 2L(t.) are defined by 
-x j ~~y j 
Z X ) = ZA Zm(t.) , u=x,y . 
The rebalance factors obtained as the solution to Eq. (4.7) are 
then inserted into Eq. (3.23) in order to obtain the rebalance 
factors f"1, m=l,...,M, used to scale the solution as in Eqs. (3.17a) 
and (3.17b). In order to insure the proper neutron balance over the 
system, a final global rebalance factor is applied after each fission source 
iteration to the rebalanced solution obtained using the split rebalance 
scheme; an equation for this global rebalance factor 7 1s obtained by 
multiplying the nodal fluxes and partial currents (at time level 
t.+,) in Eq. (4.4) and Eq. (4.5e) by f, and then summing the result 
over all groups and over all nodes k, k=l K, contained within 
the reactor domain V. The final result can be written in the simple 
form 
T -
 5 I tJ> 
L( t j + 1 ) 
(4.8) 
where 
s(t0 s E L Irhrt^) + s*(t.) 
J
 k=l g=l L V j g J q J -J 
(4.9a) 
K G r ( V-> a £ L [*k<W+ v i - £*>w>] %(n)ctj+,) 
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«• £ -K E[30Ut'ktnnak,t.4.1) - 31n.k(n)Cak t ."] (4<gb) 
k 2a q^lL gu u J ^ gu u J J 
a £b u 
and n is the fission source iteration index. The final term in 
Eq. (4.9b) represents a summation ever all surfaces which combine 
to form the outer reactor boundary S. Equations (4.9) are evaluated 
using the final rebalanced solution (denoted by the carets) obtained 
from the application of the split rebalance procedure. The global rebalance 
factor f calculated using Eq. (4.8) is then used to scale the solution 
for the nodal fluxes, the flux expansion coefficients, and the partial 
currents at time level t..,. 
J+l 
The use of Eq. (4.8) is equivalent to applying the coarse-mesh 
rebalancing method over a single coarse-mesh cell corresponding to 
the reactor domain V. This approach can elso be applied independently 
of the split rebalance scheme. Hence, a total of three different re-
balance techniques can be applied: (1) the direct scheme (Eq. (4.7)], 
(2) the split scheme [Eqs. (4.7) and (4.8)], and (3) the "whole 
system" rebalance scheme [Eq. (4.8)]. It is clear that the required 
computational effort per rebalance step (and thus per fission source 
iteration) is decreased in going from scheme (1) to scheme (3); how-
ever, we anticipate that the relative efficiency of each approach in 
regarding the average number of iterations required at each time 
step will also decrease in the same order. Hence, it is not im-
mediately clear which rebalance scheme will be the most efficient 
in reducing the overall execution time required for the calculation. 
In the following section, numerical results are presented in order 
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to demonstrate the relative efficiencies of these approaches. 
4.3.3 Numerical Comparisons of the Rebalance Techniques 
52 53 The two-dimensional BWR kinetics benchmark problem * was 
solved using each of the three different rebalance schemes. These 
results, which are shown in Table 4.1, were obtained using a point-
-3 
wise convergence criterion of 10 on the fission source calculated 
at each time step. The direct and split rebalance schemes were 
applied on an assembly-size coarse mesh. The converged solution 
from the previous time step was used as an initial guess for the 
iterations at each time step; the rebalance step was applied to 
this initial guess and to the solution calculated at each fission 
source iteration thereafter. The execution time per iteration shown 
in Table 4.1 refers to the CPU time required for the solution of 
Eqs. (4.2) to (4.4) plus the respective rebalance equation at each 
iteration. These results support the observations made in the 
preceeding paragraph concerning the relative efficiencies of the 
three rebalance schemes in terms of both the computational effort 
(i.e. execution time) per iteration as well as the average number 
of iterations required per time step. More importantly, the results 
further demonstrate that the split scheme is the most efficient 
technique in terms of reducing the overall execution time required 
for the calculation. On the basis of these results, the calculations 
presented in Section 4.4 were performed using the split rebalance 
scheme. 
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Table 4.1 Comparison of Rebalance Schemes Applied to the Two-Dimensional 
BWR Kinetics Benchmark Problem 
Rebalance Scheme 
Average Number of Iterations 
Per Time Step 
Average Execution Time (ms) 
Per Iteration 
Total Execution Time (s) 
For 100 Time Steps, At = 10 ms 
4.4 Results 
Direct 
4.35 
71.5 
33.4 
Split 
4.65 
40.7 
21.2 
Whole 
System 
6.97 
36.2 
27.5 
The one- and two-dimensional steady-state NGFM computer codes 
described in Section 3.4.3 were modified in order to solve Eqs. 
(4.1) through (4.5). The solution techniques discussed in Section 
4.3 were implemented in these kinetics codes. As before, all calcu-
lations were performed on a CDC 7600 computer. Descriptions of the 
test problems are given in Appendix E. 
4.4.1 One-Dimensional Results 
Steady-state and transient results for a two-group, one-dimension-
al kinetics benchmark problem are presented in Tables 4.2 and 4.3, 
respectively. The reactor configuration for this problem consists of 
a low-enrichment central region (region 2) sandwiched between two 
identical high-enrichment end regions (.regions 1 and 3). A strongly 
asymmetric, delayed critical transient is initiated by linearly 
Table 4.2 Summary of Static Results for the One-Dimensional Kinetics Benchmark Problem 
Mesh 
Spacing (cm) 
40 
20 
10 
2 
Flux 
Approximation 
Quadratic 
Cubic 
Quadratic 
Cubic 
Quadratic 
Cubic 
FDM3 
Reference 
Eigenvalue 
0.90154868 
0.90158878 
0.90160010 
0.90159719 
0.90159704 
0.90159656 
0.9015507 
0.90159651 
e m a x ^ 
0.05 
0.03 
0.01 
0.0002 
0.0001 
<0.0001 
0.05 
Power 
Region 1 
0.2787453 
0.2787970 
0.2788357 
0.2788500 
0.2788521 
0.2788538 
0.27895 
0.2788540 
Fractions 
Region 2 
0.4425095 
0.4424061 
0.4423286 
0.4422900 
0.4422959 
0.4422923 
0.44209 
0.4422920 
aFinite Difference Method, solution from Ref. 64. 
Reference solution: 5 cm NGFM (cubic flux approximation) calculation. 
Table 4.3 Summary of Transient Results for the One-Dimensional Kinetics Benchmark Problem 
Method 
NGFMb 
NGFM 
NGFM 
FDMC 
NGFM 
NGFM 
NGFM 
FDMC 
At (ms) 
100 
100 
100 
100 
10 
10 
10 
10 
Mesh 
Spacing (cm) 
40 
20 
10 
2 
40 
20 
10 
2 
Total 
Power 
2.1607 
2.1624 
2.1622 
2.167 
2.1593 
2.1611 
2.1612 
2.166 
Normal 
Region 1 
0.41368 
0.41393 
0.41394 
0.4142 
0.41359 
0.41384 
0.41387 
0.4142 
ized Power Fracti 
Region 2 
0.43173 
0.43162 
0.43162 
0.4313 
0.43173 
0.43163 
0.43162 
0.4313 
ons 
Region 3 
0.15459 
0.15445 
0.15444 
0.1544 
0.15467 
0.15454 
0.15451 
0.1544 
3A11 results are at time = 2.0 s. 
All NGFM calculations were done using a cubic flux approximation. 
cFin1te Difference Method; solution from Ref. 64. 
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decreasing the absorption cross section in region 1 over a period of 
1 second. The transient equations were solved iteratively at each 
time step using the "one-sweep" solution of the partial current 
equation described in Section 3.3.2.2 in combination with 
rebalancing on the same mesh used for the actual calculation. 
The steady-state results presented in Table 4.2 show that the 
accuracy of the quadratic approximation on the 40 cm mesh is 
comparable to that obtained with the finite difference method using 
a 2 cm mesh; the cubic approximation on the 40 cm mesh is clearly 
more accurate than the 2 cm finite difference calculation. Turning 
to the transient results presented in Table 4.3, we see that the 
(cubic) NGFM solution using a 10 ms time step and a 10 cm mesh is 
essentially converged with respect to both the spatial and temporal 
approximations. Taking this calculation as the reference solution, 
it is again clear that the 40 cm NGFM results are more accurate than 
the 2 cm finite difference calculation. The NGFM solution on the 
40 cm mesh is also more accurate than a 10 cm NEM (Nodal Expansion 
Method) calculation reported in Ref. 16. 
4.4.2 Two-Dimensional Results 
4.4.2.1 The TWIGL Problems 
The TWIGL "seed-blanket" reactor problems consist of two 
different delayed supercritical transients initiated by either a step 
or a ramp change in the thermal absorption cross section in the "seed" 
region. Both problems involve two prompt neutron energy groups and 
one delayed neutron group. These problems have been solved using 
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finite difference60"62 and finite element methods, as well as several 
71 ?? ?fi 30 
recently developed nodal schemes. * ' * The initial condition 
for both problems is a steady-state critical condition; the results 
of this eigenvalue calculation are shown in Table 4.4 and Fig. (4.1a). 
These calculations were done using quarter-core symmetry with the three 
different mesh layouts shown below: 
u = x,y 
0 < u-< 24 
24 < u < 56 
56 < u < 80 
very coarse 
24 
32 
24 
Mesh spacing (cm), 
coarse 
12 
16 
12 
Ax= =Ay 
fine 
8 
8 < 
8 
The errors e m n w shown in Table 4.4 refer to the maximum error in the max 
power calculated for each region defined by the very coarse mesh. 
The results demonstrate that both the NGFM and the PCB method are very 
accurate using the very coarse mesh; as before, the PCB results are 
more accurate than the NGFM results on the same mesh. By comparison, 
a fine-mesh (8 cm) finite difference calculation and a very-coarse-
mesh finite element calculation (using bicubic Hermite polynomials) 
are in error with e equal to 8.1% and 4.7%, respectively. 
The transient results shown in Tables 4.5 to 4.7 were obtained 
using the NGFM with a quadratic flux approximation. The initial 
power was 1.0 in all calculations. The results for the ramp perturbation 
presented in Table 4.5 demonstrate the effect of the iterative conver-
gence criterion (applied to the pointwise fission source calculated at 
Table 4.4 Summary of Static Results for the Two-Dimensional TWIGL Problem 
Method 
NGFM3 
NGFM 
NGFM 
PCBb 
PCB 
Mesh Layout 
very coarse 
coarse 
f ine 
very coarse 
coarse 
Reference 
Eigenvalue 
0.913339 
0.913219 
0.913212 
0.913225 
0.913222 
0.913214 
e max^ 
0.2 
O.OC 
0.06 
0.06 
0.03 
Outer 
I terations 
16 
18 
19 
25 
19 
Execution 
Time (s) 
0.1 
0.3 
1.1 
3.2C 
2.8C 
NGFM calculations were done using direct partial current solution technique. 
3PCB calculations were done using biquadratic flux approximation, 
quadratic partial current expansion. 
'PCB execution times include the following times required to 
calculate the matrix elements: very coarse mesh: 3.0 s; coarse mesh: 2.1 s. 
Reference solution: PCB method calculation using fine mesh layout. 
Ill 
Figure 4.1 Reference Power Fractions and Percent Errors for the Two-
Dimensional TWIGL Problems: NGFM Results. 
(a) Static Power Distribution 
0.035247 
-0.14 
0.01 
0.24322 
0.13 
0.01 
0.11365 
0.10 
0.04 
0.034348 
-0.17 
0.01 
0.25234 
-0.04 
-0.01 
0.0083897 
0.11 
0.08 
Percent 
Errors 
x.xxxxx 
x.xx 
x.xx 
Reference3 Power 
Very coarse mesh 
Coarse Mesh 
Fraction 
Reference solution: PCB method calculation 
using fine mesh layout. 
(b) Asymptotic Transient Power Distribution 
0.034930 
-0.11 
0.01 
0.24032 
0.09 
0.01 
0.11126 
0.05 
0.00 
0.034969 
-0.26 
0.02 
0.25983 
0.15 
-0.02 
0.0085966 
0.24 
0.09 
Perce 
Erro 
nt 
rs 
X.XXXXX 
x.xx 
x.xx 
Reference Power Fraction 
Very coarse mesh 
Coarse mesh 
Reference solution: NGFM calculation using 
fine mesh layout. 
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Table 4.5 Total Power Versus Time for the Two-Dimensional TWIGL Problem 
(Ramp Perturbation): Effect of the Spatial Iterative Convergence 
Criterion 
(a) Very coarse mesh, At = 5 ms 
Time (s) 
Convergence Criterion 
10 -3 10 -4 10 
0.05 
0.1 
0.2 
0.3 
0.4 
0.5 
Average No. 
Per Time 
Execution T-
of Iterations 
Step 
ime (s) 
1.311 
1.965 
2.074 
2.091 
2.109 
2.1 
0.9 
1.309 
1.962 
2.074 
2.091 
2.109 
3.8 
1.4 
1.309 
1.961 
2.074 
2.091 
2.109 
6.4 
2.3 
(b) Coarse mesh, At = 5 ms 
Time (s) 
0.05 
0.1 
0.2 
0.3 
0.4 
0.5 
Average No. of Iterations 
Per Time Step 
Execution Time (s) 
10*3 
1.126 
1.310 
1.964 
2.075 
2.093 
2.110 
2.1 
3.2 
Convergence Criterion 
lO"4 
1.125 
1.309 
1.962 
2.075 
2.093 
2.110 
3.8 
5.3 
ID"5 
1.125 
1.309 
1.962 
2.075 
2.093 
2.110 
6.0 
8.1 
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each time step) on the calculated total power. The agreement of the 
-4 -5 two solutions obtained using the 10 and 10 convergence criteria 
indicates that the use of the 10" criterion does not introduce any 
iterative convergence error into the calculation. These results also 
demonstrate the high efficiency of the split rebalance scheme; for 
_3 
example, the calculations performed using the 10 convergence 
-5 
criterion show excellent agreement with the 10 results, and yet 
required an average of only 2.1 iterations per time step. In order 
to eliminate any error contribution due to an insufficiently converged 
solution, a convergence criterion of 10 was used to obtain the 
results shown in Tables 4.6 and 4.7. 
The effect of time stepsize on the calculated total power is 
investigated in Table 4.6. These results for the ramp perturbation 
demonstrate that the calculations using a time step of 5 ms are 
essentially temporally converged. Comparison of the results (in 
Table 4.6 and Fig. 4.1) obtained using the very coarse mesh with 
those calculated for the coarse mesh further indicate that the 
coarse mesh results are also converged with respect to the spatial 
approximation. These results, combined with those presented in Table 
4.5, thus show that the solution calculated using the coarse mesh with 
a time step of 5 ms (and a convergence criterion of 1 0 ) is very 
accurate, i.e. the combined effect of the spatial, temporal, and 
iterative convergence errors is extremely small. The results of a 
similar study applied to the step perturbation problem have shown that 
the solution for this problem obtained using a 10 ms time step on 
1
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Table 4.6 Total Power Versus Time for the Two-Dimensional TWIGL Problem 
(Ramp Perturbation): Effect of Time Stepsize 
(a) Very coarse mesh 
Time (s) 
0.05 
0.1 
0.2 
0.3 
0.4 
0.5 
Average No. of Iterations 
Per Time Step 
Execution Time (s) 
Time stepsize, At (ms) 
50 10 5 1 
1.128 1.126 1.125 1.125 
1.313 1.310 1.309 1.309 
1.978 1.964 1.962 1.960 
2.072 2.074 2.074 2.074 
2.091 2.091 2.091 2.091 
2.109 2.109 2.109 2.109 
8.0 4.8 3.8 2.2 
0.3 0.9 1.4 4.5 
(b) Coarse mesh 
Time (s) 
, 0.05 
0.1 
0.2 
0.3 
0.4 
0.5 
Average No. of Iterations 
Per Time Step 
Execution Time (s) 
50 
1.128 
1.313 
1.979 
2.073 
2.093 
2.110 
6.8 
0.9 
Time stepsize, 
10 
1.125 
1.310 
1.964 
2.075 
2.093 
2.110 
4.4 
3.1 
At (ms) 
5 
1.125 
1.309 
1.962 
2.075 
2.093 
2.110 
3.8 
5.3 
1 
1.125 
1.309 
1.961 
2.075 
2.093 
2.110 
2.1 
16.3 
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the coarse spatial mesh is also very accurate. 
From Table 4.6, we see that the total powers calculated using 
the 50 ms time step show satisfactory agreement with the 1 ms 
solution; here the maximum deviation (at t = 0.2 s) from the 1 ms 
solution is only 0.91%. (The maximum error occurs at 0.2 s because 
the ramp change in the thermal absorption cross section takes place 
over the time interval 0 < t < 0.2 s.) This problem has also been 
30 29-31 
solved using the Flux Expansion Method (CUBBOX code) in which 
the time integration is performed using an alternating direction 
on cq 
method. ' These calculations, which were done using the coarse mesh 
layout,showed maximum temporal errors (at t = 0.2 s) in the reactor-
averaged thermal flux of 1.3% and 3.4% using time steps of 5 ms and 
12.5 ms, respectively. These results suggest that for comparable 
(= 1%) temporal errors, the time steps which can be used with the 
fully implicit NGFM are roughly 10 times larger than those for the 
alternating direction method used in CUBBOX. The computational effort 
per time step is, of course, much less for CUBBOX since the solution is 
obtained without iteration. The execution time required for the 
30 
full-core CUBBOX calculation (using a time step of 12.5 ms) is 7.2 s 
on an IBM 360/91 computer; the quarter-core calculation with a time 
step of 5 ms would thus require 4.5 s. The (quarter-core) NGFM 
calculations shown in Table 4.6b required 0.9 s and 5.7 s (on a 
CDC 7600 computer) using time steps of 50 ms and 5 ms, respectively. 
Hence, the CUBBOX method clearly requires less computing time per time 
step. Although the 7600 computer is somewhat faster than the 360/91, it 
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would still appear that the NGFM is faster (and thus more efficient) 
for a given temporal error. This efficiency can be attributed to the 
relatively few iterations which are required to solve the fully 
implicit equations at each time step using the split rebalance scheme. 
The NGFM results for the step and ramp perturbation problems are 
summarized in Table 4.7. The errors e represent the maximum of the 
errors shown in Fig. (4.1b) for the normalized asymptotic power distri-
bution. These two problems correspond to "Non-Model Problems 1 and 2" 
fin 
originally solved using the TWIGL code, which employs finite difference 
approximations to both the space and time derivatives. The TWIGL 
calculations were done using an 8 cm spatial mesh and the same time 
steps used to obtain the NGFM results shown in Table 4.7. The time 
integration in the TWIGL calculations was performed using a fully 
implicit treatment of the diffusion equation in combination with a 
Crank-Nicholson approximation to the precursor equations. These 
full-core calculations required 346 s and 550 s (on a CDC-6600 computer) 
for the step and ramp problems, respectively. In order to allow 
comparison with the NGFM results presented in Table 4.7, we divide 
these TWIGL times first by a factor of 5 to obtain the equivalent 
7600 execution time, and then by an additional factor of 4 to account 
for the use of quarter-core symmetry in the NGFM calculations. The 
adjusted TWIGL times are thus 17.3 s and 27.5 s for the step and ramp 
problems, respectively. From Table 4.7, we see that the very-coarse-
mesh NGFM calculations required 0.6 s and 1.4 s for these problems, 
respectively. Unfortunately, a direct comparison cf the relative 
Table 4.7 Summary of Transient Results for the Two-Dimensional TWIGL Problems 
Step Perturbation (At = 10 ms): 
Total Power at time = 0.5 s. 
Error (%) in total power at time = 
Emax(%) at time - 0.5 s. 
Execution time (s) 
Ramp Perturbation (At = 5 ms): 
Total Power at time = 0.5 s. 
Error (%) in total power at time = 
e (%) at time = 0.5 s 
Execution time (s) 
0.5 s. 
0.5 s 
Mesh 
very coarse 
2.1290 
-0.06 
0.3 
0.6 
2.1086 
-0.05 
0.3 
1.4 
Layout 
coarse 
2.1305 
0.01 
0.09 
2.1 
2.1100 
0.02 
0.09 
5.3 
fine 
2.1303 
-
-
5.6 
2.1097 
-
-
14.3 
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accuracies of the two methods is not possible since neither total nor 
region-averaged powers are given in Ref. 60. However, as mentioned 
65 
above, an independent finite difference calculation showed that the 
maximum error in the steady-state power distribution is 8.1%, compared 
with the 0.2% error for the steady-state NGFM calculation shown in 
Table 4.4. Hence, the results for these problems show that the NGFM 
is 20 to 30 times faster arid significantly more accurate than the 
TWIGL finite difference method. 
Finally, comparison of the NGFM calculations using the fine mesh 
layout with the TWIGL calculations shows that for the same (8 cm) mesh 
spacing, the NGFM is twice as fast as the TWIGL method. This result 
is somewhat surprising in view of the fact that for the same mesh 
spacing, the NGFM involves considerably more unknowns than the finite 
difference method. This efficiency of the NGFM can be attributed to 
the different techniques used to solve the respective implicit equations. 
The solution of the TWIGL equations requires two levels of iteration: 
an "outer" iteration (using the Cyclic Chebyshev method ) between the 
two groups and an "inner" iteration (using a successive over-relaxation 
method) to solve the in-group source problem. The NGFM, on the other 
hand, employs the very efficient split rebalance scheme to accelerate 
the outer (or fission source) iterations in combination with a single 
mesh sweep in each group to update the partial currents at each iteration. 
4.4.2.2 The BWR Kinetics Benchmark Problem 
52 53 The two-group BWR kinetics benchmark problem ' involves a 
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superprompt critical transient initiated by the simulated ejection of 
a control rod from a low-power initial condition. The control rod 
motion is simulated by a linear decrease in the thermal-group absorption 
cross section over the time interval 0 < t < 2 s. This problem includes 
a simple thermal feedback model involving adiabatic heatup and Doppler 
feedback. This model is described by the following equations: 
Adiabatic heatup: 
|fT(r,t) = ou,. E^(r,t)<j,g(r,t) (4.10a) 
y • 
Doppler feedback: 
Ea(r,t) = S3(r,t=0) {l + aD [/flrTtT - /f^]} . .(4.10b) 
The values for the constants cu. and aD are given in Appendix E, and 
T« is the (constant) initial fuel temperature. 
This feedback model was incorporated into the two-dimensional 
NGFM kinetics code by first averaging Eqs. (4.10) over each node, and 
then approximating the spatially-averaged temperature equation using 
a fully implicit approximation in time. The feedback irodel was 
linearized at each time step by using the temperatures calculated at 
the previous time step to evaluate Eq. (4.10b). The Green's*functions 
calculated for the steady-state reactor configuration (and used to 
obtain the static results shown in Table 3.7) were used throughout 
the transient. Hence, the changes in the fast-group removal cross 
sections due to Doppler feedback, as well as the linear change in 
the thermal-group cross section used to simulate the control 
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rod motion, were incorporated into the modified source term defined 
by Eq. (2.28). 
This problem requires the use of very small time steps in order 
to accurately follow the rapid change in the mean power density from 
an initial value of 10 W/cc to a peak value of = 5000 W/cc at 
t = 1.4 s. The power then begins to decrease due to the negative 
reactivity effect of the Doppler feedback. However, due to the 
continued motion of the control rod, the power increases once again 
until the rod movement is finally stopped at t = 2.0 s. Following 
this second peak, the power gradually decreases as a result of 
the Doppler feedback. The transient is followed for a total of 3.0 s. 
The NGFM results obtained using an assembly-size mesh are sum-
marized in Table 4.8. The corresponding normalized assembly power 
densities along the core diagonal are shown in Fig. 4.2. The following 
time stepsizes were used in the 1000-step calculation: 
time interval 
0.0 < t < 1.0 
1.0 < t < 1.3 
1.3 < t < 1.5 
1.5 < t < 2.0 
2.0 < t < 3.0 
1000 
The stepsizes used in the remaining calculations are obtained by simply 
multiplying the time steps shown here by the factor 1000/n, where 
At (s) 
0.01 
0.001 
0.0005 
0.005 
0.01 
number of time steps 
100 
300 
400 
100 
100 
Table 4.8 Summary of NGFM Results for the Two-Dimensional BWR Kinetics Benchmark Problem 
Time to first peak (s) 
Mean power density at first peak (W/cc) 
Time to second peak (s) 
Mean power density at second peak (W/cc) 
Maximum temperature at t=3.0 s (K) 
Average temperature at t=3.0 s (K) 
Execution time (s) 
Number of 
250 500 
1.430 
5168 
2.0 
810 
3046 
1115 
49 
1.434 
5469 
2.0 
810 
3023 
1108 
75 
time steps 
1000 
1.439 
5509 
2.0 
804 
3010 
1104 
121 
2000 
1.441 
5521 
2.0 
805 
3005 
1102 
224 
Reference 
Solution 
1.4376 
5411 
2.0 
784 
2948 
1087 
-
Reference solution from Ref. 28. 
Figure 4.2 Normalized NGFM Assembly Power Densities Along the Core Diagonal for the Two-Dimensional 
BWR Kinetics Benchmark Problem 
From left to right, center outward: 
(a) Time = 1.2 s 
0.364 
0.364 
0.365 
0.366 
0.364 
0.254 
0.254 
0.254 
0.255 
0.253 
0.306 
0.306 
0.306 
0.306 
0.305 
0.472 
0.472 
0.472 
0.472 
0.471 
0.894 
0.894 
0.894 
0.894 
0.892 
2.220 
2.221 
2.222 
2.223 
2.225 
2.943 
2.945 
2.947 
2.948 
2.953 
1.958 
1.959 
1.961 
1.962 
1.977 
(b) Time = 3.0 s 
0.345 
0.344 
0.344 
0.343 
0.344 
0.236 
0.236 
0.235 
0.235 
0.236 
0.280 
0.280 
0.279 
0.279 
0.280 
0.435 
0.434 
0.434 
0.434 
0.435 
0.845 
0.845 
0.845 
0.845 
0.844 
2.201 
2.201 
2.201 
2.201 
2.197 
3.155 
3.156 
3.156 
3.156 
3.146 
2.241 
2.241 
2.242 
2.241 
2.250 
x.xxx 
x.xxx 
x.xxx 
x.xxx 
x.xxx 
No. of time steps: 
250 
500 
1000 
2000 
Reference3 solution 
Reference solution from Ref. 28. 
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n is the total number of time steps. A convergence criterion of 10 
was imposed on the pointwise fission source calculated at each time 
step. This criterion was considered to be sufficiently tight in view 
of the results presented in Table 4.5, and the excellent agreement 
-3 between two calculations for the BWR kinetics problem using 10 
-4 
and 10 convergence criteria. It was also observed that due to the 
rapid convergence of the outer iterations, the maximum relative point-
wise deviation calculated at the final iteration was often considerably 
less than the 10 criterion required for termination of the iterations. 
The NGFM results presented in Table 4.8 and Fig. 4.2 show good 
28 
agreement with the reference solution obtained using a 7.5 cm mesh 
and 2600 time steps. However, these solutions do not converge 
exactly to the reference solution as the time grid is refined. This 
behavior is due to the differences in the usual errors resulting from 
the respective spatial approximations to the diffusion equation, and 
in the additional errors introduced by averaging Eqs. (4.10) over the 
respective node sizes used in the NGFM and the reference calculations. 
The results do show, however, that the NGFM calculation using 1000 time 
steps is sufficiently well-converged with respect to the temporal 
discretization; hence this calculation is used for the further compari-
sons presented in the following section. Detailed results of this 
calculation are also presented in Fig. F.8. 
The good agreement between the NGFM results and the reference 
solution also demonstrates the efficiency of the modified source 
approach in accommodating changes in the cross sections due to 
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thermal hydraulic feedback. Although a calculation in which the Green's 
functions were recalculated in order to account for feedback effects 
was not run, the steady-state results presented in Tables 3.13 and 
3.14 suggest that use of the modified source approach should not result 
in any loss of accuracy for this kinetics problem, particularly since 
the maximum change in the fast-group absorption cross section is only 
11% from the steady-state value. Without this use of reference Green's 
functions, the (fast-group) Green's function matrices [Eqs. (2.32) and 
(2.34)] for each of the 78 fuel assemblies contained in the core would 
have to be recalculated frequently. A single recalculation of all of 
these matrices would require = 0.25 s; hence, for example, a total of 
50 s would be required in order to recalculate the matrices 200 times. 
By comparison, the calculation cf the 10 (steady-state) reference 
Green's functions used throughout the transient calculations shown in 
Table 4.7 required a total of only 0.03 s. 
4.5 Comparison of Results for the Two-Dimensional BWR Kinetics 
Benchmark Problem 
Table 4.9 and Fig. 4.3 summarize published results for the BWR 
benchmark problem obtained using several recently developed coarse-
mesh diffusion methods. These results are taken from the references 
cited in Table 4.9. Shown are results for the analytical method of 
Shober22*25'28 the Flux Expansion Method,29*31 the Nodal Expansion 
Method, the Nodal Green's Function Method ' developed in this 
20-22 thesis, and the polynomial method of Sims. This last method 
employs a spatial mesh larger than the size of the fuel assemblies, 
Table 4.9 Comparison of Results3 for the Two-Dimensional BWR Kinetics Benchmark Problem 
Reference 
Method5 
Time to f i r s t peak (s) 
Mean power density at f i r s t { seak (W/cc) 
Mean power density at second peak (W/cc) 
Maximum temperature at t=3.0 
Average temperature at t=3.0 
s (K) 
s (K) 
Maximum error in assembly power 
density at t = 0.0 s 
Number of spatial nodes 
Number of time steps 
Execution time (s) 
Computer 
Reference 
1 
1.426 
5552 
815 
3112 
1127 
0.8 
121 
1000 
210 
IBM 
370/168 
28 
2 
1.421 
5734 
2925 
1.2 
121 
1200 
180 
IBM 
360/91 
52 
3 
1.445 
5451 
2989 
1.2 
121 
512 
255 
CYBER 
175 
52 
4 
1.439 
5509 
804 
3010 
1104 
0.55 
121 
1000 
121 
CDC 
7600 
Table 4.8 
r. 
1.432 
5760 
840 
3163 
1142 
4.1 
49 
1300 
1014 
IBM 
370/168 
21 
rtei ei cine 
Solution 
1.4376 
5411 
784 
2948 
1087 
0.3 
484 
2600 
4152 
IBM 
370/168 
28 
Entries left blank are either uncertain or unknown. 
'Method 1: Analytical Method-Shober 
2: Flux Expansion Method (CUBBOX code) 
3: Nodal Expansion Method (NEM) 
4: Nodal Green's Function Method (NGFM) 
5: Polynomial Method-Sims 
ro 
tn 
Figure 4.3 Comparison of Normalized Assembly Power Densities Along the Core Diagonal for the Two-
Dimensional BWR Kinetics Benchmark Problem 
From left to right, center outward: 
(a) Time = 0.0 s 
0.611 
0.621 
0.621 
0.615 
0.612 
0.398 
0.401 
0.403 
0.401 
0.400 
0.423 
0.428 
0.427 
0.425 
0.424 
0.553 
0.557 
0.555 
0.553 
0.552 
0.866 
0.867 
0.866 
0.866 
0.864 
1.862 
1.874 
1.857 
1.853 
1.852 
2.179 
2.189 
2.161 
2.162 
2.160 
1.336 
1.332 
1.311 
1.322 
1.329 
(c) Time = 3.0 
0.342 
0.333 
0.346 
0.344 
0.344 
0.234 
0.228 
0.236 
0.235 
0.236 
s 
0.279 
0.275 
0.280 
0.279 
0.280 
0.434 
0.433 
0.435 
0.434 
0.435 
0.844 
0.846 
0.848 
0.845 
0.844 
2.202 
2.241 
2.208 
2.201 
2.197 
3.172 
3.231 
3.157 
3.156 
3.146 
2.260 
2.289 
2.225-
2.242 
2.250 
(b) Time =1 .2 
0.361 
0.367 
0.370 
0.365 
0.364 
0.251 
0.253 
0.256 
0.254 
0.253 
s 
0.303 
0.305 
0.307 
0.306 
0.305 
0.470 
0.472 
0.473 
0.472 
0.471 
0.894 
0.892 
0.895 
0.894 
0.892 
2.234 
2.252 
2.229 
2.222 
2.225 
2.978 
3.000 
2.948 
2.947 
2.953 
1.987 
1.988 
1.946 
1.961 
1.977 
x.xxx 
x.xxx 
x.xxx 
x.xxx 
x.xxx 
Reference solutions: Time = 0.0 s: 3.75 cm NGFM calculation. 
Time = 1-2, 3.0 s: From Ref. 28. 
Method: 
Analytical Method 
Flux Expansion Method 
Nodal Expansion Method 
NGFM (1000 time steps) 
Reference3 
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and hence the assembly power densities are rot available for inclusion 
in Fig. 4.3. The results summarized in Table 4.9 indicate that the 
calculations using the CUBBOX code and the polynomial method of Sims are 
somewhat less accurate than the three remaining methods. The errors 
in the CUBBOX calculation are probably due primarily to the use of rela-
tively large time steps with the alternating direction time-integration 
method mentioned in Section 4.4.2.1, while the errors in the polynomial-
scheme calculation appear to be due to the use of a very coarse spatial 
mesh. Comparison of the maximum errors in the steady-state power distri-
bution demonstrates the higher accuracy of the NGFM spatial approximation; 
examination of the normalized assembly power densities (Fig. 4.3) 
calculated at various times in the transient further shows that the 
NGFM spatial errors are smaller than those achieved using these 
other methods. Before comparing the execution times shown in Table 
4.9, we note that the NGFM execution time of 121 s on a CDC 7600 
computer is equivalent to 240 s on the University of Illinois' CYBER 
175. Hence the NGFM and NEM calculations required comparable execution 
times, although the NGFM is twice as fast per time step. Both methods 
are considerably more efficient than the polynomial scheme. However, 
as was observed in the results presented in Section 3.6 for the two-
dimensional IAEA problem, the analytic method of Shober appears to be 
somewhat faster (perhaps by a factor of 2, taking into account the 
relative computer speeds) than the NGFM and the NEM. As in the 
steady-state case, the NGFM is again more accurate, although the 
accuracy of the analytical method is certainly within acceptable limits. 
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Comparisons with the finite difference code MEKIN are also 
possible. Although an actual (transient) calculation for this problem 
using the MEKIN code has not been published, the use of an alternating 
direction time-integration method in MEKIN makes it possible to 
accurately estimate the solution time per time step for a specified 
21 
number of spatial meshpoints. It has thus been determined that this 
code would require 3.4 s (IBM 370/168) per time step to solve this 
problem using a 2.5 cm mesh. For a given temporal truncation error, 
the time steps which can be used with the alternating direction method 
in MEKIN are probably at least a factor of 5 smaller than those 
possible with the fully implicit approach used in the NGFM code. 
We thus estimate that a MEKIN calculation for this problem would 
require at least 5000 time steps and 17000 s. This time is probably 
equivalent to about 5000 s on the CDC 7600 computer used for the 
?fi NGFM calculations. However, a 2.5 cm MEKIN steady-state calculation 
for a half-core representation of the BWR problem shows a maximum 
error of 4.4% in the assembly powers, compared to a maximum error 
of 0.55% in the NGFM steady-state calculation (Table 3.7). Hence, we 
conclude that the NGFM is at least 40 times faster and considerably 
more accurate than MEKIN. These results, combined with those 
presented for the TWIGL problems in Section 4.4.2.2, demonstrate the 
significantly improved efficiency possible with the NGFM compared to 
standard finite difference codes currently used for LWR transient 
analysis. 
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4.6 Summary 
In this chapter, the time-dependent formalism and approximation 
procedures developed in Chapter 2-were applied to the solution of 
several reactor kinetics problems. The time-dependent equations were 
approximated using standard implicit time-integration procedures, and 
the resulting equations solved using an extension of the split 
rebalance scheme presented in Chapter 3. Numerical results presented 
for several test problems demonstrated the significantly superior 
efficiency of the nodal Green's function method compared to standard 
finite difference methods. 
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Chapter 5 
SUMMARY 
5.1 Overview of Thesis Results 
As stated in Chapter 1, the objective of this thesis was the 
development and evaluation of an improved computational method for 
the solution of the multidimensional neutron diffusion equation. We 
have investigated a nodal approach based on the linear form of the 
nodal balance equation written in terms of the partial currents 
across the surfaces of the node. 
In Chapter 2, the Green's functions for one-dimensional diffusion-
removal operators were used to generate a coupled set of time-dependent 
one-dimensional integral equations defined over a subdomain or node. 
These equations were written in terms of the one-dimensional partially-
integrated fluxes within each node, the average partial currents across 
the surfaces of the node, and the space-dependent transverse leakages 
which couple the one-dimensional equations. These integral equations 
represent an exact (local) solution to the coupled set of one-dimen-
sional differential equations obtained by spatially integrating the time-
dependent multidimensional diffusion equation over directions transverse 
to each coordinate direction. In order to efficiently accommodate 
changes in the cross sections due to thermal hydraulic feedback, this 
formalism was developed in terms of the Green's functions calculated 
using reference values of the diffusion coefficient and the removal 
cross section. The integral equations were approximated by expanding 
s 
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one-dimensional fluxes and sources in simple polynomials, and then 
calculating the time-dependent expansion coefficients using a 
standard weighted residual procedure applied within each node. A 
quadratic polynomial with coefficients given in terms of the average 
transverse partial currents in adjacent nodes was used to approximate 
the transverse leakages. The resulting time-dependent matrix equations, 
when solved in conjunction with the nodal balance equation, provide 
the necessary additional relationships between the interface partial 
currents and the flux within the node. 
In Chapter 3, the formalism and approximation procedures developed 
in Chapter 2 were applied to the solution of the steady-state eigen-
value problem. The steady-state equations were solved using a standard 
fission source iteration with coarse-mesh rebalancing and source extrapo-
lation to accelerate convergence. Two different coarse-mesh rebalance 
techniques were investigated. The first (or "direct") approach 
involved the direct solution of standard 5-point (in two dimensions) 
rebalance equations, while the second (or "split") scheme was obtained 
by first reducing the 5-point equations to two 3-point equations, and 
then solving these simpler problems in parallel. For steady-state 
applications, these two schemes were found to be of comparable 
efficiency. 
The nodal Green's function method (NGFM) was applied to several 
two-dimensional light water reactor benchmark problems. In particular, 
an NGFM calculation using an assembly-size (20 cm) mesh for the well-
known IAEA benchmark problem was compared to a 1.25 cm finite 
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difference calculation using the standard PDQ-7 code. This comparison 
showed the maximum errors in the assembly-averaged power densities 
to be 0.7% and 1.5%, respectively, for the NGFM and PDQ-7 calcula-
tions. Comparison of the execution times required for these calcu-
lations showed that the NGFM is more than 100 times faster than PDQ-7 
for this problem. Similar comparisons made with other recently 
1 fi 77 ?fi ^1 
developed coarse-mesh methods' ' ' demonstrated that for a 
specified spatial partition, the NGFM is more accurate than these 
other methods. In addition, results for a 4-group representation of 
a liquid metal fast breeder reactor showed that the NGFM was 30 times 
faster (and yielded an eigenvalue which is 10 times more accurate) than 
a standard finite difference code used for fast reactor calculations. 
(Power fractions for the finite difference calculation are unavailable.) 
An additional comparison for the same problem also demonstrated that 
the NGFM was 5 times faster than the finite element method for comparable 
eigenvalue accuracy. 
In Chapter 4, the time-dependent equations derived in Chapter 2 
were discretized using standard implicit approximations in the time 
domain. The resulting equations were solved iteratively at each 
time step using an extension of the split rebalance scheme developed 
in Chapter 3. The method was then applied to several 2-group reactor 
kinetics problems. Numerical results for the two-dimensional BWR 
kinetics benchmark problem demonstrated the capability of the 
reference Green's function approach for calculations involving 
thermal hydraulic feedback. These transient calculations further 
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demonstrated that the NGFM is at least 20 to 40 times faster and 
significantly more accurate than the finite difference method. 
In conclusion, the nodal Green's function method developed in 
this thesis is a significantly more efficient technique than the finite 
difference methods presently used for both steady-state and transient 
multidimensional neutron diffusion calculations. 
5.2 Extension to Three Dimensions 
The nodal method investigated in this thesis was derived (and 
applied) using two space dimensions. However, the formalism presented 
in Chapter 2 can be readily extended to three dimensions by applying 
the same techniques to the coupled set of three one-dimensional 
equations obtained by spatially averaging the three-dimensional 
diffusion equation over the two directions transverse to each coordinate 
direction. The equations resulting from this application can be 
solved using the techniques described in Sections 3.3, 3.4, and 4.3. 
However, the solution of the rebalance equations will require further 
attention due to the 7-point coupling of the three-dimensional (direct) 
rebalance equations. The efficient inversion of this coefficient 
matrix may require the use of iterative techniques analagous to 
the inner iteration procedures used in multidimensional applications 
of the finite difference method. Alternatively, for three-dimensional 
steady-state applications, the split rebalance scheme may prove to be 
more efficient than the direct approach. The split rebalance technique 
used to obtain the two-dimensional transient results presented in 
Chapter 4 can also be applied to three-dimensional kinetics calculations. 
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5.3 Recommendations for Future Work 
Further work is recommended in the following areas: 
(1) The nodal method developed in this thesis involves more 
1 fi 77 
unknowns per node than do other recently developed nodal methods 
based on the interface current approach. These additional unknowns 
are the expansion coefficients for the partially-integrated fluxes 
required in order to calculate the source terms for the partial 
current equations. However, these additional coefficients can be 
eliminated by approximating the required source shape by a low-order 
polynomial with coefficients calculated directly in terms of the 
remaining unknowns, i.e. the nodal fluxes and the average partial 
currents on the surfaces of the node. This "local elimination" 
approach forms the basis of the polynomial scheme developed by 
20-22 Sims. In addition to reducing the number cf unknowns which must 
be stored in the calculation, this approach would, of course, also 
eliminate the equation [e.g. Eq. (2.30)] presently required for the 
calculation of the flux expansion coefficients. A preliminary numerical 
study was made in order to determine the efficiency of this approach 
applied to the nodal method developed here. Although encouraging 
results were obtained for a simple one-dimensional model problem, 
the application to a more realistic LWR model resulted in unacceptably 
large errors. In view of the potential advantages of this approach, 
a more detailed study of this formulation is certainly warranted. 
(2) The local integral approach applied in this thesis to each 
spatial dimension can also be applied in the time domain. Such an 
extension could prove to be more efficient than the fully implicit 
time approximation used in this study. 
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(3) Techniques for reconstructing the spatial shape of the flux 
within the node, and for explicitly representing smooth variations in 
the space-dependent cross sections within the nodes, should also be 
investigated. With these improvements, the nodal method developed 
here could be used for calculations involving space-dependent 
depletion effects. 
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Appendix A 
SOLUTION OF THE PARTIAL CURRENT BALANCE METHOD EQUATIONS 
The initial stages of the present research involved the application 
op or 
of the partial current balance (PCB) method to several two-dimen-
sional, steady-state light water reactor (LWR) benchmark problems in 
order to establish the efficiency of the method for more realistic 
32-35 problems than those considered previously. The results of these 
calculations were included in Chapter 3. Several improvements were 
made in the PCB method in order to increase the efficiency of the 
method for LWR applications. These improvements included a reformula-
tion of the basic method in terms of Green's functions calculated 
using reference values of the cross sections, and the use of coarse-
mesh rebalancing to accelerate the convergence of the fission source 
iterations used to solve the steady-state eigenvalue problem. These 
techniques were then applied to the nodal method developed in this 
thesis. Since the reference Green's function approach and the (direct) 
. rebalance scheme were discussed in Chapters 2 and 3, their application 
to the PCB method will be discussed only briefly in this appendix. 
32-35 The partial current balance method is developed directly from 
the multidimensional diffusion equation, rather than from the coupled 
set of one-dimensional equations which form the basis of the nodal 
Green's function method. As in Chapter 2, we partition the reactor 
configuration into K rectangular, homogeneous nodes. We then write 
the steady-state multidimensional diffusion equation for the k'th node 
such that the diffusion-removal operator involves only the reference 
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values D„ and EJ\ i .e. 
g g 
~ V 2 * g C x , y ) + *g*g ( x , y ) = "T ^gC x 'y ) • C / u ) 
a9 
where 
?(x-y)sflS frg4k + 2gg'] * g ' ( x ' y ) + [ a & " zg'k] *g ( x* y ) • 
(A.2) 
g'=l 
Using the reference Green's function defined for the diffusion-removal 
op_oc 
operator shown on the left hand side, Eq. (A.l) can be converted 
to coupled integral equations written in terms of the flux in the node and 
the "fictitious" partial currents defined on the surfaces of the node. 
As in Chapter 2, these fictitious partial currents are defined in terms 
of the reference diffusion coefficient. However, unlike the average 
interface partial currents introduced in Chapter 2, the partial currents 
here are functions of position on the surface of the node, e.g. 
O i l *t* Ic* It* 
J ' (a ,y). Hence, these surface partial currents, as well as the 
two-dimensional group fluxes within the node, must be approximated by 
low-order polynomial expansions. The expansion coefficients are calcu-
32-35 lated using a local weighted residual approximation with simple 
polynomials as weight functions. The resulting equations for the 
expansion coefficients of the fluxes and fictitious partial currents 
can be written in the following form: 
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[A]4 = 4RH k + 2 ?K s ] ^ k > «•« 
"9 
k=l,...,K , g=l,...,G . 
k ~k Here A and 0 are vectors containing the expansion coefficients for 
the two-dimensional fluxes and sources in the node, and the vectors 
jou ,k->m
 and jin,^k contai-n tne expansion coefficients for the 
-9 -9 
fictitious partial currents on the nodal surfaces. The entries of the 
matrices shown on the right hand sides of these equations are weighted 
moments of the two-dimensional Green's function. The square matrices 
[A] and [B] involve inner products of the simple polynomials used as 
weight and basis functions. These matrices are defined in Refs. 32 
and 35. The modified interface continuity condition, Eq. (2.24a) and 
the relationships between the true and fictitious partial currents, 
Eqs. (2.25) and (2.26), are incorporated into the solution of Eqs. 
(A.3) and (A.4) as described in Section 3.3.4. Results of an application 
of this modified source approach to the two-dimensional Biblis PWR 
problem are presented in Section 3.5. 
Equations (A.3) and (A.4) are solved using a fission source 
iteration somewhat similar to that described in Section 3.3.1. Equation 
(A.4) is solved using directed sweeps through the two-dimensional mesh. 
Each sweep consists of two half-sweeps, one in the forward direction, 
and a return sweep in the reverse direction. One half of the partial 
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current expansion coefficients are calculated during each half-sweep. 
32 This procedure thus differs from the "row-column" solution (Section 
3.3.2.3) of the partial current equations used in the two-dimensional 
nodal Green's function method. Numerical results for the LWR benchmark 
problems solved in Chapter 3 have demonstrated that only one mesh 
sweep in each group is required to calculate the partial current 
expansion coefficients at each outer iteration. 
The fission source iterations are accelerated using the direct 
rebalance method developed in Chapter 3. The coarse-mesh equations 
are obtained by integrating the two-dimensional diffusion equation 
over a node, and then summing the result over all groups and over 
all nodes contained within a coarse-mesh cell. The resulting equations 
can be written in the same form as Eq. (3.18). [In Eq. (3.18), the 
indices m and £ denote coarse-mesh cells, while in Eqs. (A.3) and 
(A.4), these same indices refer to nodes defined by the "fine-mesh" 
partition.] The coarse-mesh leakages and reaction rates are calculated 
by directly integrating the polynomial expansions for the surface 
partial currents and the two-dimensional fluxes. The rebalance equations 
are solved as in Eq. (3.20). The converged rebalance factors are used 
to scale the expansion coefficients for the fluxes and outgoing partial 
currents in the same manner as shown in Eqs. (3.17a) and (3.17b). An 
43 
asymptotic source extrapolation procedure is applied independently 
to the fission source calculated during the outer iterations. The 
relative efficiencies of these acceleration techniques are demonstrated 
by the results shown in Table 3.2. 
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Appendix B 
RELATIONSHIPS FOR USE WITH REFERENCE GREEN'S FUNCTIONS 
The formalism presented in Chapter 2 was developed in terms of 
Green's functions calculated using reference values for the diffusion 
coefficient and the removal cross section. This development thus 
eliminates the need to recalculate large numbers of Green's functions 
for transients involving thermal hydraulic feedback. This approach led 
to the introduction of "fictitious" partial currents based on the 
reference value (rather than the exact value) of the diffusion coefficient. 
In order to insure continuity of the "true" partial currents across the 
nodal interfaces, it is necessary to use a modified continuity condition 
relating the fictitious partial currents across the interfaces. Ad-
ditional relationships between the fictitious and true partial currents 
are also required. These relationships, which were presented in Section 
2.3, are derived in this appendix. 
In deriving the modified interface continuity condition [Eq. (2.24a)], 
we consider the following representation of the fictitious partial 
currents (denoted by til das) across a nodal interface: 
J g u ^ > 
+£ 
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We require that the net current be continuous across the interface, i.e. 
D (-e)^H> gv 'dirgu •E gv 'duygu +e ' 
Using the definition of the fictitious partial currents, e.g. 
V + e )4 [ *gu ( + E ) + 2V+e4*gu|+e] • 
this requirement can be written in the following form 
l [ / V - e > " V" e >] agC"E) = 2-[4;y+e> " V + E ) ] V + e ) • 
where 
a (±e) = * * 
9
 M±e) 
and D (+e) are the reference diffusion coefficients on the two sides of 
the interface. Requiring the flux to be continuous across the interface, 
and then eliminating the flux values in favor of the fictitious partial 
currents [using Eq. (2.17)] yields the following interface continuity 
condition for the fictitious partial currents: 
3gu<-?> • I r*4 J" t+e) + \ guv l 2 qg(+e) V'e) • (B.l) 
Using the notation introduced in Chapter 2, Eq. (B.l) can be rewritten 
in the same form as Eq. (2.24). 
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In deriving an expression [Eq. (2.25)] for the true partial currents 
in terms of the fictitious partial currents, we consider the following 
representation of the partial currents across a nodal interface; 
—-J+ (+e) 
v-e)-
^
J g > E ) guv ' 
Using the defini t ions of true and f i c t i t i o u s part ial currents, e.g, 
+gu<+E> " 2V+ E>3S+gu|+e ] 
5 ^ g u ( + E ) - Z D g C + e ) ^ ^ , ^ , , 
•] 
respectively, the following expression is obtained: 
Jgu^) = a g^ + £ ) J gu C + e ) + i\} " ag(+e)] *gu(+e) ' (B.2) 
The flux 4>au(+e) [= 4>qil(-E)] at the interface can be written in terms 
of the fictitious partial currents as follows: 
V + E ) °[ag(-£)V a («,)] [V" , 3Sl t + e ) + -^l-W^t-e)] • 
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Substituting this expression into Eq. CB.2), and then simplifying yields 
j ;^) = ag^)[ag(.e);agWju;uw 
t og(-e) 
Using the notation introduced in Chapter 2, Eq. (B.3) and the corresponding 
expression for J~ (-e) can be written in the matrix form shown in Eq. 
(2.25). 
The inverse relationship [Eq. (2.26)] for the fictitious partial 
currents in terms of the true partial currents can be obtained by 
using a procedure similar to that used to obtain Eq. (B.3), or by directly 
calculating the inverse of the matrix shown in Eq. (2.25). 
1 OgjL-e) 
ag(-e) + ag(+e) 
Jgu<-> (B.3) 
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Appendix C 
THE GREEN'S FUNCTION MATRIX ELEMENTS 
In t h i s appendix, e x p l i c i t expressions a re given for the elements 
of the Green's function matr ices (and vec tors ) appearing in Eqs. (.2.30) 
and (2 .33 ) . For convenience, the de f in i t i ons of these elements given 
in Eqs. (2.32) and (2.34) are repeated here: 
a k 
^ion3/f d u^!>> <C.l) 
~
3u 
J! ,ak 
K3-. '= /„" du ^ j " dUo G > | u 0 > Pm«»,) tC.2) 
-a -a 
u u 
Efts / " du Gku(u|±ak) u""1 (C.3) 
/ •«u 
L * £ 3 n 3 J k duo GgV±auk|%> " ! > o > CC.4) 
"
3u 
«gku E 6g>uklau> " ] CC5) 
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;k _ ;k , k. k TK = GK (aK|-aK) , (C.6) 
gu guv u1 u' * 
for m,n = 1,2,3. The polynomials pjjn(u) are defined by Eqs. (2.28). 
The Green's function satisfying Eqs. (2.9) and (2.12) can be 
32 
writ ten in the following form: 
~i , [sinhK(a+u) + 2KD coshi<(a+u)] [sinhK(a-u^) + 2KD coshic(a-0] 
Ggu<uK> ..„
 r„^M, KD [(l+4KtDt)sinhC2i<a) + 4KD cosh(2<a)] 
(C.7) 
•a < u <_uQ < a; 
where 
2 _ 5l 
r,k 
Here the superscripts and the subscripts on the node half-width a> 
~k 
and the diffusion coefficient D have been suppressed in order to 
simplify the notation. The representation shown in Eq. (C.7) is for 
the field point (u) less than the source point (u ); the complementary 
representation is obtained by interchanging the source and field point 
coordinates. The direct evaluation of the matrix elements defined by 
Eq. (C.2) is complicated by this dual representation of the Green's 
function. However, by using Eq. (2.9), the definition given by Eq. 
(C.2) can be rewritten in the form: 
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Cuu] 
'gujmn K2 7 k / k ° L< ?
G>l" 0 )+ - -k du' s u 
0 gu 
Pu>o> 
CC8) 
As shown in Ref. 32, applying integration by parts to Eq. (C.8) leads 
to the following recursion relation for these matrix elements in terms 
of the elements of the vector UjjJ defined by Eq. (C.3): 
LGguJmn
 K2Q jm+n-1 " ~T [ a + ^ " ^ L^gujm 
(n- l)(n-2)DrGuu1 
2 L guj m,n- 1 a2 TPUU 3 a ("Q "] L gujm.l Jn3 ' (C.9) 
where 6 is the Kronecker delta. This expression is obtained using 
Eq. (2.12) and the relationship 
r^n-H^Pgu],, • (CIO) 
Since the Green's function is symmetric with respect to its arguments 
[Eq. (2.15)], we also find that 
[i& • Eft - h2 [ a «„s • (Cll) 
Examination of Eqs. (C.9) to (Cll) shows that of the matrix elements 
defined in Eqs. (C.2) to (C.4), only the elements G" need to 
be calculated directly. These elements are given by 
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r~„+i 2E s n + 2<DCn] 
TQU+1 ^_n rr * c ^ \ 
L gujn [(1+4K2D2)sinh(2Ka) + 4KD cosh(2Ka)] 
where 
£ sinh (<a) n=l 
Sn = j (C13) 
SJJ—[cosh(aca) + H ) n ] - ^ V l n==2> — ' N • 
and 
— sinh(2<a) n=l 
Cn = j (C14) 
^ - [sinh(2Ka)] - ^ Sf)_1 n=2 N. 
~k ""k 
The ref lect ion (Rqu) and transmission (T^ ) coefficients are obtained 
d i rect ly from Eq. (C.7) (and i t s counterpart for u >.u ): 
~. ( 1 - 4 K 2 D 2 ) sinh(2Ka) 
RK - (C.15) 
g u
 [ ( 1+4K 2 D 2 ) sinh(2ica) + 4KD cosh(2<a)] 
jk 4KD /Q
 l g x 
g u
 [ 0 + 4 K 2 D 2 ) sinh(2ica) + 4KD cosh(2ica)] 
F inal ly , the elements of the matrix [A y ] are calculated by direct 
integrat ion, i .e . 
TAI - a"*"*1 h + M ^ " " 1 ! 1 «2 Tfl I A (C.17) 
LAu>" l imPT L1 ("1 } -1 3 9 LAuJm,1 ^ 3 • 
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Appendix D 
THE QUADRATIC TRANSVERSE LEAKAGE APPROXIMATION 
The one-dimensional transverse leakages, e.g. C (u,t), are approxi-
mated by the quadratic polynomial shown in Eq. (2.40). The leading 
coefficient in this polynomial is simply equal to the average transverse 
leakage over the node. The remaining coefficients are calculated in 
terms of average transverse leakages in the adjacent nodes using the 
constraints given by Eqs. (2.41). The following expressions for the 
transverse leakage coefficients are thus obtained from Eq. (2.43): 
Lgkul(t) SL*,(t) (D.l.) 
Lgu2<t> - ? K k " + a M" • <KM - fy™ 
• Cauk • a k t ] [ a k + 2ak+]tL^u(t) - t*J(t)]} /d (D.lb) 
- ra^a^EL^t l -Lg -MDj /d , (D.lc) 
where 
d E (ak" • a k ) (a k
 + a
k + ) ( a k ' + ak + ak +) . (D.ld) 
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Here the nodes denoted by k-, k, and k+ are defined by the figure on 
page 32. The average transverse leakages are calculated in terms of 
the average transverse partial currents using Eq. (2.38). 
For nodes adjacent to an outer reactor boundary (with vacuum 
boundary conditions), the quadratic leakage approximation is constructed 
such that 
Lgu^ au'^ ~ ° ' aJ e S ' <-D.2) 
where % denotes a node adjacent to the outer boundary S, and the local 
coordinate a denotes the surface which forms part of this boundary. 
Equation (D.2) is used since, for a zero flux boundary condition, the 
transverse gradient of the flux evaluated on the surface is identically 
zero. For the case in which a zero incoming partial current boundary 
condition is imposed, the transverse gradient is not zero; hence Eq. 
(D.2) is only approximate, although we expect this approximation to be 
sufficiently accurate for systems in which the extrapolation length is 
small. The quadratic leakage coefficients for these surface nodes can 
also be calculated using Eqs. (D.l); the requirement given by Eq. (D.2) 
k+ is satisfied by setting to zero the halfwidth (e.g. a* ) and the average 
transverse leakage for nodes which would lay outside the reactor 
configuration V. 
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Appendix E 
DATA FOR TEST PROBLEMS 
A One-Dimensional Version of the IAEA Benchmark Problem 
Geometry: 
0 | 3 | 2 | 2 | 2 I 3 | 2 | 2 | 1 | 4 |<j> = 0 
0 10 30 50 70 90 110 130 150 170 cm 
Material Constants: 
The material constants for this problem are the same as those 
shown in Section E.2 for the two-dimensional IAEA benchmark 
problem. For this one-dimensional problem, the transverse buckling 
was set to zero. 
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E.2 The Two-Dimensional IAEA Benchmark Problem 
Geometry: 
I 
i 
9 
8 
7 
6 
A 1-
y 
4 
3 
2 
ofT=o---i 
/ 
/ 
1 
1 
3 
- 3 
1 
^
E T
= o 
2 
.IN 
J = U 
3 
2 
3 ' 4 
% 
3 
5 
/ / / 
* 
1 4 
6 ' 7 8 
J I N = 0 
9 
— 
Assembly size: 20 cm 
Dashed lines indicate lines of symmetry. 
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Material Constants: 
Composi 
1 
2 
3 
4 
tion Group g 
1 
2 
1 
2 
1 
2 
1 
2 
Dg 
1.5 
0.4 
1.5 
0.4 
1.5 
0.4 
2.0 
0.3 
Z3 
g 
0.01 
0.08 
0.01 
0.085 
0.01 
0.13 
0.0 
0.01 
g 
0.0 
0.135 
0.0 
0.135 
0.0 
0.135 
0.0 
0.0 
Zs 
0.02 
0.02 
0.02 
0.04 
x2 = o.o 
2 -5 B7 = 8.0 x 10 for all compositions and groups. 
E.3 The Two-Dimensional BWR Benchmark Problem 
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Geometry: 
cm 
165 
135 
O f T . 0 
120 
105 
75 
15 
0 
<p = 0 
75 
x -
0NET - 0 
y 
* = o 
105 120 135 165 cm 
Assembly size: 15 cm. 
Material Constants: 
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Composition 
1 
2 
3 
4 
5 
6 
Group g 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 °g 
1.255 
0.211 
1.268 
0.1902 
1.259 
0.2091 
1.259 
0.2091 
1.257 
0.1592 
*g 
0.008252 
0.1003 
0.007181 
0.07047 
0.008002 
0.08344 
0.008002 
0.073324 
0.0006034 
0.01911 
- same as compos 
- 5 
0.004602 
0.1091 
0.004609 
0.08675 
0.004663 
0.1021 
0.004663 
0.1021 
0.0 
0.0 
ition 3 -
0.02533 
0.02767 
0.02617 
0.02617 
0.04754 
*1 
*2 
= 1.0 
= 0.0 
2 -4 By = 1.0 x 10 for all compositions and energy groups. 
v = 2.43 
Additional Data for BWR Kinetics Benchmark Problem: 
Group Velocities: 
v1 = 3.0 x 10 cm/s 
v2 = 3.0 x 105 cm/s 
Delayed neutron data: 
Delayed 
Family i 
1 
2 
B1 A i 
0.0054 0.0654 
0.001087 1.35 
Data for feedback model: 
aT = 3.83 x 10"11 K cm3 
-1/2 
aD = 2.034 x 10"3 K 
e = 3.204 x 10"11 w-s 
Initial condition at time = 0 s: 
Critical configuration with 
P = 1.0 x 10"6 w/cm3 
TQ = 300 K 
Initiating Perturbation: 
In composition 6: 
1 - 0.0606184*t t < 2 s 
0.8787631 t > 2 s 
conversion factor 
feedback constant 
energy conversion factor 
initial average power density 
initial temperature 
s|(t) 
4(0) 
E.4 The Two-Dimensional Bibl is PWR Problem 
Geometry: 
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,NET 
9 
8 
7 
6 
5 
4 
3 
2 
0—1 
* 
3 
1 
6 
1 
5 
2 
7 
- 1 
/ .i 
1 
3 
1 
1 
7 
2 
7 
1 
7 
2 
3 
1 
6 
2 
7 
1 
7 
2 
3 
3 
7 
1 
7 
2 
7 
2 
5 
•4 
<j> = 0 
3 
4 
2 
7 
2 
7 
1 
5 
8 
3 
/ 
3 
4 
1 
6 
1 
6 
6 
/ / 
/ 
/ 
/ 
/ / / / / / 
/ 
* 
3 
3 
7 
1 
1 
1 
7 
8 
3 
3 
3 
3 • 
8 9 
/ 
(j, = 
Assembly size: 23.1226 cm. 
Dashed lines indicate lines of symmetry. 
Material Constants: 
Composition 
1 
2 
3 
4 
5 
6 
7 
8 
Group g 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
°9 
1.4360 
0.36353 
1.4366 
0.36362 
1.4389 
0.36376 
1.4381 
0.36653 
1.4385 
0.36653 
1.4389 
0.36793 
1.4393 
0.36798 
1.3200 
0.27717 
XT = 1-0 
X2 = o.o 
B? == 0.0 
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v 2g E21 
0.0095042 
0.075058 
0.0096785 
0.078436 
0.010363 
0.091408 
0.010003 
0.084828 
0.010132 
0.087314 
0.010165 
0.088024 
0.010294 
0.090510 
0.0026562 
0.071596 
0.0058708 
0.096067 
0.0061908 
0.10358 
0.0074527 
0.13236 
0.0061908 
0.10358 
0.0064285 
0.10911 
0.0061908 
0.10358 
0.0064285 
0.10911 
0.0 
0.0 
0.017754 
0.017621 
0.017101 
0.017290 
0.017192 
0.017125 
0.017027 
0.023106 
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E.5 The Two-Dimensional LMFBR Test Problem 
Geometry: 
cm 
169.2. 
<j> =: 0 
138.7 
103.9 
r=° 
73.5 
5 
(Reflector) 
4 
(Blanket 2) 
2 
(Core 2) 
1 
(Core 1) 
3 
(Blanket 1) 
54.85 
x *-
92.95 123.45 cm 
J F - 0 
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Material constants: 
Composition 
1 
2 
3 
4 
5 
Group g 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
Dg 
2.854941OE+00 
1.5019860E+00 
9.5626320E-01 
9.4976010E-01 
2.8564420E+00 
1.5029860E-01 
9.5546410E-01 
9.3546140E-01 
2.7170890E+00 
1.4239650E+00 
9.1786660E-01 
9.6557240E-01 
2.5140640E+00 
1.3019350E+00 
8.6143830E-01 
9.0189090E-01 
2.9454220E+00 
1.8767150E+00 
9.0814160E-01 
8.0997500E-01 
s 3 
g 
6.5403937E-03 
3.4129739E-03 
8.9278130E-03 
2.8385770E-02 
7.0326802E-03 
3.8701778E-03 
9.6536950E-03 
3.2093860E-02 
5.5612507E-03 
2.1339632E-03 
6.9305290E-03 
1.6173000E-02 
6.7153966E-03 
2.6515264E-03 
8.3629910E-03 
1.9874160E-02 
5.2346340E-04 
2.3009600E-04 
1.2213070E-03 
4.5020690E-03 
< 
1.7810570E-02 
4.7768690E-03 
6.3201600E-03 
2.4478090E-02 
1.950481OE-02 
6.1076730E-03 
8.089061OE-03 
3.1305740E-02 
1.4125980E-02 
8.3826360E-04 
1.0734520E-03 
4.2048860E-03 
1.7300700E-02 
1.358361OE-03 
1.7672090E-03 
6.9204080E-03 
0. 
0. 
0. 
0. 
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Composition 
1 
2 
3 
4 
5 
Group g 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
2gi 
0. 
3.7673200E-02 
1.9084320E-04 
1.3104740E-08 
0. 
3.7O93790E-02 
1.8534620E-04 
1.3647540E-08 
0. 
4.1964660E-02 
2.2104930E-04 
0. 
0. 
4.6522460E-02 
2.5647340E-04 
0. 
0. 
3.0282140E-02 
7.2046600E-05 
0. 
Zs 
0. 
0. 
4.1581630E-03 
3.0708360E-07 
0. 
0. 
4.1507470E-03 
3.0816810E-07 
0. 
0. 
4.3169600E-03 
1.7577950E-07 
0. 
0. 
4.6940270E-03 
2.0861180E-07 
0. 
0. 
2.8251850E-03 
0. 
g3 
0. 
0. 
0. 
1.8005370E-03 
0. 
0. 
0. 
1.8030350E-03 
0. 
0. 
0. 
1.7932700E-03 
0. 
0. 
0. 
1.9051790E-03 
0. 
0. 
0. 
1.6298900E-03 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
X} = 5.881532E-01 
X2 = 4.081901E-01 
X3 - 3.638321E-03 
X4 = 1.947201E-05 
B2 = 0.0 
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E.6 The One-Dimensional Kinetics Benchmark Problem 
„ 2 _ _ (j, = 0 
Geometry: 
L 
40 200 
4> = 0 
240 cm 
Material constants: 
Composition 
1 
2 
3 
Group 
1 
2 
1 
2 
1 
2 
g D9 
1.50 
0.50 
1.00 
0.50 
- same as 
« ! 
0.026 
0.18 
0.02 
0.08 
composi 
g 
0.010 
0.200 
0.005 
0.099 
t ion 1 -
Zs H2 
0.0T5 
0.010 
x, = i-o 
x 2 = o.o 
Group velocities: 
7 
v., = 1.0 x 10 cm/s 
5 
v2 = 3.0 x 10 cm/s 
Delayed neutron data: 
Delayed 
Family i 
1 
2 
3 
4 
5 
6 
i^ 
0.00025 
0.00164 
0.00147 
0.00296 
0.00086 
0.00032 
*1 
0.0124 
0.0305 
0.111 
0.301 
1.14 
3.01 
I n i t i a l condition at time = 0 s: 
Cr i t ica l configuration with 
PQ = 1.0 i n i t i a l total 
In i t ia t ing perturbation: 
In composition 1 : 
E3, is l inear ly decreased by 1% in 1.0 s. 
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E.7 The Two-Dimensional TWIGL Kinetics Problems 
Geometry: 
,NET 
cm 
80 
56 
24 
$ - 0 
1 
(seed) 
2 
(blanket) 
2 
(blanket) 
3 
(seed) 
1 
(seed) 
2 
(blanket) <j> ~ 0 
24 56 80 cm 
J N E T = 0 
y 
164 
Material constants: 
Composition 
1 
2 
3 
Group 
1 
2 
1 
2 
1 
2 
1 "9 
1.4 
0.4 
1.3 
0.5 
- same as 
*g 
0.01 
0.15 
0.008 
0.05 
g 
0.007 
0.2 
0.003 
0.06 
composition 1 -
Hi 
0.01 
0.01 
x2 
= 1.0 
= 0.0 
BJ = 0.0 
Group velocities: 
v-j = 1.0 x 107 cm/s 
5 
v2 = 2.0 x 10 cm/s 
Delayed neutron data: 
1 delayed group: 3 = 0.0075; X - 0.08 
Initial condition at time = 0 s: 
Critical configuration with 
P o = 1 . 0 initial total power 
Initiating perturbations; 
In composition 3: 
(a) Step perturbation: 
(b) Ramp perturbation: 
AS3.* 
AS3 = 
-0.0035 
-0.0035, linearly over 0 < t < .2 s. 
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Appendix F 
RESULTS FOR TEST PROBLEMS 
Figure F.l Reference Power Fractions and Percent Errors for the 
One-Dimensional Version of the IAEA Benchmark Problem 
y 
•g- (core center! ine) 
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0.017249 
0.081628 
0.109214 
0.093073 
0.055252 
0.168395 
0.241250 
0.233939 
0.12 
0.099 
1.13 
0.10 
1.04 
0.089 
0.80 
0.082 
0.13 
0.013 
-0.26 
-0.014 
-0.46 
-0.27 
0.67 
-0.082 
0.064 
0.006 
0.065 
0.002 
0.058 
0.002 
0.049 
0.002 
0.007 
0.000 
-0.012 
0.000 
-0.032 
0.000 
-0.043 
-0.002 
0.000 
0.000 
0.001 
-0.001 
0.001 
-0.001 
0.001 
-0.001 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
-0.001 
0.001 
Reference 
Power 
Fraction Percent Errors 
x.xxxxxx 
Mesh Spacing (cm) 
x.xxx 
x.xxx 
20 
x.xxx 
x.xxx 
10 
x.xxx 
x.xxx 
5 
Flux Approximation 
Quadratic 
Cubic 
Reference solution from Ref. 26. 
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Figure F-2 Reference Assembly Power Densities and Percent Errors for 
the Two-Dimensional IAEA Benchmark Problem: NGFM Results 
0.7549 
-0.46 
0,03 
0.01 
0.9343 
-0.17 
0.02 
0.01 
0.9351 
-0.12 
-0.02 
-0.01 
0.6100 
-0.20 
-0.03 
0.01 
1.2107 
0.28 
-0.07 
0.00 
1.4537 
0.38 
-0.06 
0.00 
1.3097 
0.39 
-0.09 
0.00 
0.7456 
-0.04 
-0.08 
0.00 
0.7358 
-0.34 
0.05 
0.00 
0.9504 
-0.30 
0.02 
0.00 
1.0361 
-0.15 
0.01 
0.01 
1.0697 
0.21 
-0.05 
0.00 
1.3149 
0.17 
-0.04 
0.01 
1.4799 
0.23 
-0.06 
0.00 
1.4351 
0.22 
-0.06 
0.00 
0.6921 
-0.40 
0.17 
0.00 
0.9752 
-0.41 
0.02 
0.00 
1.0705 
-0.18 
0.01 
0.00 
1.1792 
0.20 
-0.02 
0.01 
1.3451 
0.19 
-0.04 
0.00 
1.4694 
0.06 
-0.06 
0.00 
0.8461 
-0.22 
0.10 
-0.01 
0.9064 
-0.09 
0.05 
0.00 
0.9670 
0.10 
-0.02 
0.00 
1.1929 
0.12 
-0.02 
0.00 
Percent 
Errors 
x.xxxx 
x.xx 
x.xx 
x.xx 
0.5972 
-0.14 
0.17 
-0.02 
0.6856 
0.19 
0.05 
-0.01 
0.4706 
-0.43 
0.02 
0.00 
0.5849 
-0.71 
0.21 
-0.03 
Reference3 Assembly Power Density 
20 cm, ( l x l ) 
10 cm, (2x2) 
5 cm, (4x4) 
Reference solution from Ref. 55. 
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Figure F.S Reference Assembly Power Densities and Percent Errors for 
the Two-Dimensional IAEA Benchmark. Problem: PCB Method 
Results 
0.7549 
0.52 
2.24 
0.22 
0.9343' 
0.01 
0.57 
0.05 
0.9351 
-0.36 
0.13 
0.01 
0.6100 
3.94 
1.11 
0.02 
1.2107 
0.49 
-0.53 
-0.02 
1 .4537 
1.09 
-0.61 
-0.03 
1 3097 
0.60 
0.71 
0.03 
0.7456 
4.42 
0.62 
0.00 
0.7358 
0.26 
2.04 
0.20 
0.9504 
-0.34 
0.34 
0.04 
1.0361 
-0.69 
-0.30 
0.00 
1.0697 
0.08 
-0.25 
-0.02 
1.3149 
-0.01 
-0.92 
-0.02 
1.4799 
0.69 
-0.74 
-0.02 
1.4351 
0.13 
-1.14 
-0.03 
0.6921 
-0.07 
1.89 
0.05 
0.9752 
-0.85 
0.41 
0.08 
1.0705 
-0.23 
-0.02 
0.00 
1 .1792 
0.48 
-0.18 
-0.03 
1 .3451 
0.45 
-0.55 
-0.03 
1.4694 
0.43 
-0.81 
-0.01 
0.8461 
-0.99 
0.71 
-0.01 
0.9064 
-1.22 
-0.34 
-0.01 
0.9670 
-0.14 
-0.08 
-0.03 
1.1929 
-0.21 
-0.72 
-0.03 
0.5972 
-0.44 
1.81 
-0.10 
0.6856 
-1.71 
0.37 
0.01 
0.4706 
2.95 
1.33 
0.00 
0.5849 
-2.97 
-0.09 
-0.23 
ercent 
Errors 
x.xxx 
x.xx 
x;xx 
x.xx 
Reference Assembly Power Density 
20 cm, (lxl), (Bilinear, linear) 
20 cm, (lxl), (Biquadratic, linear) 
20 cm, (lxl), (Biquadratic, quadratic) 
Reference solution from Ref. 55. 
'e.g..(Bilinear,.linear) = Bilinear flux approximation, 
linear partial current approximation. 
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Figure F.4 Reference Assembly Power Densities and Percent Errors for the 
Two-Dimensional Static BWR Benchmark Prohlem: NGFM Results 
0.9242 
-0.19 
-0.05 
-0.01 
1.4811 
0.05 
-0.05 
-0.01 
1.6608 
0.29 
-0.03 
-0.01 
1 .3852 
0.27 
-0.03 
-0.01 
0.7904 
0.02 
-0.05 
-0.02 
0.5120 
0.14 
-0.04 
-0.01 
0.4132 
0.22 
-0.05 
-0.02 
0.4404 
0.25 
-0.04 
-0.01 
0.6122 
0.53 
-0.04 
-0.01 
0.8672 
-0.18 
-0.05 
-0.01 
1.2810 
0.07 
-0.04 
-0.01 
1.1508 
-0.02 
-0.04 
-0.01 
0.9399 
0.07 
-0.04 
-0.01 
0.6704 
0.03 
-0.04 
0.02 
0.4904 
0.19 
-0.03 
-0.01 
0.4068 
0.21 
-0.05 
-0.02 
0.3996 
0.37 
-0.05 
-0.02 
F 
0.8267 
-0.21 
-0.03 
0.00 
1.1728 
-0.14 
-0.03 
-0.01 
0.9668 
-0.03 
-0.03 
-0.01 
0.7827 
0.06 
-0.03 
-0.01 
0.6181 
0.14 
-0.02 
0.00 
0.4921 
0.22 
-0.03 
-0.02 
0.4240 
0.26 
-0.02 
0.00 
•ercent 
Errors 
0.8528 
-0.21 
-0.01 
0.00 
1.2211 
-0.15 
-0.01 
0.00 
1.0223 
-0.06 
-0.01 
0.00 
0.8433 
0.02 
-0.01 
0.00 
0.6782 
0.09 
-0.02 
-0.01 
0.5524 
0.20 
-0.01 
-0.01 
x.xxxx 
x.xx 
x.xx 
x.xx 
0.9322 
-0.22 
0.02 
0.01 
1.4212 
0.05 
0.02 
0.01 
1.3391 
-0.13 
0.01 
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Figure F.5 Reference Assembly Power Densities and Percent Errors for the 
Two-Dimensional Static BWR Benchmark. Problem: PCB Method 
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Figure F«6 Reference Assembly Power Densities and Percent Errors for the 
Two-Dimensional Biblis PWR Problem: NGFM Results 
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Figure F-7 Reference Assembly Power Densities and Percent Errors for 
the Two-Dimensional Biblis PWR Problem: PCB Method Results 
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Figure F.8 Results for the Two-Dimensional BWR Kinetics Benchmark Problem 
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Figure F.8 (continued) 
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Figure F.8 (continued) 
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Figure F.8 (continued) 
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Figure F.8 (continued) 
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Figure F.8 (continued1 
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Figure F.8 (continued} 
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