scRNA-Seq experiments. Instead of the traditional approach of using the cell labels as covariates for gene expression, we perform logistic regression for each gene to predict cell labels from the quantifications of constituent transcripts. Fitting this model provides the optimal linear combination of transcript quantifications that distinguishes cell groups, providing information about effect sizes of constituent transcripts, i.e. the "direction of change" (Figure 1a-h ). Unlike traditional methods that test either for changes in overall gene abundance or for differential transcript usage, our method provides a unified testing framework that eliminates the need for Trapnell et al., 6 the method reveals the nature of transcript dynamics across multiple genes known to be important for myogenesis (Figure 1i ,j). We found a diversity of transcript dynamics,
suggesting that methods that test only for changes in overall gene expression or only for differential transcript usage are likely to miss a significant proportion of our differential genes (Supplementary Figure 1b) .
While transcript quantifications are biologically meaningful, in some cases they may be infeasible to obtain. 7, 8 We therefore examined the possibility of performing logistic regression directly on the transcript compatibility counts (TCCs) obtained via pseudoalignment. 9 TCCs, which were introduced in Ntranos et al. 10 as model-free transcriptomic signatures for single cell clustering, constitute the sufficient statistics needed for quantification. By virtue of being unprocessed, they represent the "raw data" better than quantified gene expression profiles. 11 On simulated data, the performance of logistic regression with TCCs is similar to that with transcript quantifications (Supplementary Figure 3a) . Another advantage of TCCs is that they are readily computable from 3' capture and sequencing single-cell data. To investigate whether logistic regression with TCCs confers an advantage over gene-count based differential analysis from such data, we examined 10X Chromium scRNA-seq from three T-cell populations that were purified using antibodies specific to different isoforms of CD45 (PTPRC).
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Using TCCs, we performed pairwise differential analyses of purified CD45RO+ memory helper T-cells, CD45RA+ naïve helper T-cells, and CD45RA+ naïve cytotoxic T-cells, providing two positive controls (CD45RA+ vs CD45RO+) and a negative control (CD45RA+ vs CD45RA+) for the method. Logistic regression was able to detect differential expression of CD45 in the purified CD45RO+ memory and CD45RA+ naïve T-cell populations (Figure 2a,c) . This result was deemed impossible in Peterson et al., 12 where it was noted that 3' mRNA sequencing alone could not resolve these markers. We confirmed that gene counts alone cannot identify CD45 as Visual inspection of the differential equivalence classes identified by logistic regression for CD45 revealed that the corresponding isoforms were being distinguished by virtue of alternative unannotated 3' untranslated regions (UTRs) (Supplementary Figure 4) . To quantify the extent of isoform accessibility by 3'-end sequencing, we estimated the distribution of read pseudoalignments with respect to the annotated 3'UTRs (Supplementary Figure 5) . We found a substantial number of reads distal to annotated 3'-ends, pointing to a large number of unannotated 3' UTRs. The results on CD45 are concordant with previous work on lymphocytic surface receptor isoform diversity 13 . Equivalence classes provide access to isoforms in genes other than CD45; we found multiple other genes that also exhibited isoform switching between memory and naïve T cells (Supplementary Figure 6) . We used Ensembl Homo_sapiens.GRCh38.rel84.cdna.all.fa to group 176241 transcripts into 38694 genes and tested each gene for differential expression between myogenic precursors and differentiating myoblasts using logistic regression over the constituent isoforms. After
Benjamini-Hochberg correction, we obtained 1308 significant differential genes (< 0.01 FDR).
We visualized these genes in a circular plot by performing logistic regression on the primary and secondary isoforms, which are defined as the isoforms with the largest and second largest average expression over all cells, and plotted the direction of change identified by logistic regression.
Zheng et al. 2017 analysis
We obtained the raw reads for the three human PBMC purified cell sub-type datasets, 
Estimation of the read location distribution
In order to estimate the distribution of distances to the 3' end we pseudoaligned the reads from the three purified T-cell populations to the transcriptome using the pseudobam option of kallisto 0.44. In case of multiple alignments, the weight of one read was split evenly across all reported transcripts. The distance to the 3' end was inferred from the transcriptome coordinates reported in the BAM file.
Simulation for Figure 1i
Two isoforms in each group (n=200) for each gene were sampled from N(μ1, Three different types of simulated data were prepared to reflect distinct perturbation scenarios and effect sizes. Transcripts expressed in fewer than 5 of the 105 cells were deemed too lowly expressed and filtered out from the perturbation. In the independent effects simulation, 30% of the transcripts that passed the filter (20456 out of 68179 expressed transcripts) were chosen at random to be perturbed. For each transcript, a minimum effect size of 1.5-fold was drawn from a truncated lognormal distribution. The direction of each perturbation was chosen uniformly at random (50% upregulated, 50% downregulated). In the correlated effect simulations, genes with all transcripts passing the filter also passed the filter. 30% of remaining genes (~5220 of 17390 genes) were chosen at random to be perturbed and expressed transcripts (defined as expressed in >= 5 cells) of that gene were perturbed with the same effect size drawn from a truncated log normal distribution at a minimum of 1.5. In the experiment-based simulations, the effect sizes were learned from Trapnell et al., 2014 from the set of transcripts that either DESeq2 15 or sleuth 16 found to be differentially expressed. Random genes were chosen to be perturbed for the simulation. Each perturbed gene in the simulation was matched to an experimentally differential gene, and their effect sizes were matched according to the relative abundance of each transcript.
The effect sizes were applied to the mean expression, and abundances per cell were generated by sampling from lognormal distribution truncated at zero. Given these cell-by-cell abundances, RSEM 17 was used to generated uniformly sequenced paired-reads, using an RSEM model MAST were invoked using Seurat's wrapper functionality through the function Seurat::FindMarkers. 18 The method 'glm' which is loaded by default via the R native stats library was used to perform logistic regression, by using the parameter family = 'binomial'.
Simulation analyses
The .fastq files output from the RSEM simulations were quantified using kallisto v0.43. tximport 19 was used to aggregate transcript-level counts and abundances into gene-level counts and abundances prior to inputting into the various methods. For logistic regression, SCDE, and DESeq2, the gene counts were used as input. For Monocle and MAST, the TPM abundances were used as input. In order to afford each method its optimal input, normalization and filtering methods native to each method were used. We did not perform any additional normalization or filtering.
For each gene, logistic regression was performed using cluster labels as response variable and transcript counts as predictors. Any transcript that was not expressed in >90% cells was filtered from the logistic regression. A likelihood ratio test using a null model of a logistic regression on the cluster labels with no predictors was used to determine p-values.
To perform logistic regression using TCCs, we regressed on the TCCs that mapped unambiguously to each gene. For genes with more 70 unambiguously corresponding TCCs (dimensionality of TCCs >30% of total cells), the Kolmogorov-Smirnoff test was performed on each equivalence class independently to test whether the TCCs of the two clusters were derived from the same underlying distribution. The TCC-level p-values were then aggregated with
Lancaster's method, weighted by the mean count per TCC, to obtain gene-level p-values. 11 We benchmarked the effects of three types of normalization on the logistic regression method: 1)
DESeq2's method of normalization using size factors, 2) TPM normalization and 3) no normalization, to ensure that the better performance by logistic regression is not due to differences in normalization. To apply DESeq2's method, size factors were calculated based on the transcript counts using DESeq2::calculateSizeFactors, and the normalized counts per cell were obtained by dividing by the cell's size factor. TPM normalization was obtained by using kallisto's quantification outputs.
The code required to reproduce the analysis and figures in this data are available at https://github.com/pachterlab/NYMP_2018. and there was little difference in p-value distribution between independently testing the TCCs and performing logistic regression (e).
