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Abstract 
In this article different mathematical models of the 
Liesegang phenomenon are exhibited. The main 
principles of modeling are discussed such as 
supersaturation theory, sol coagulation and phase 
separation, which describe the phenomenon using 
different steps and mechanism beyond the simple 
reaction scheme. We discuss whether the underlying 
numerical simulations are able to reproduce several 
empirical regularities and laws of the corresponding 
pattern structure. In all cases we highlight the 
meaning of the initial and boundary conditions in the  
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corresponding mathematical formalism. Above the deterministic ones 
discrete stochastic approaches are also described. As a main tool for the 
control of pattern structure the effect of an external electric field is also 
discussed. 
 
 
Introduction 
In the first decades after the pioneering observation of Liesegang similar 
phenomena have been reported in number of chemical systems. The 
research was restricted mainly to the analysis of the experiments. 
Beyond the simple or even sophisticated laboratory experiments the most 
beautiful patterns can be found in the nature as agate rocks, see shells and 
diverse patterns of animal coats [1,2]. Accordingly, study of pattern 
formation became a well established research topic in the computational 
biology, computational chemistry and computational geosciences. 
 
 
Figure 1. The Liesegang pattern formation. 
 
To understand the common origin of these phenomena one needs a 
general model which is applicable in the broad range of the observations 
above. A deep understanding of the phenomena could contribute not only 
to have better insight into the mechanism of the pattern formation, but it 
paves the way to reproduce them. Besides of the good progress in the 
understanding of the Liesegang phenomena, there are still some open 
problems providing motivation for the future research.  
 In this study we provide an overview of the recent models. The 
summary reflects the today status of the topic keeping in mind that their 
extension in many directions is desirable. 
In most of the studies one dimensional models are developed 
corresponding to real experiments in a tube, where an inner electrolyte is 
present and an outer electrolyte is invading at the junction point. Under 
Models of Liesegang pattern formation 3 
some circumstances precipitation bands are formed at time t1, t2,…. at the 
locations x1, x2,…, measured from the junction point of the reagents. The 
width of the bands are denoted with w1, w2,…. Frequently, dimensionless 
spatial and time coordinates are used such that qualitative properties of the 
phenomenon can be reproduced. These qualitative properties are based on 
regularities of the Liesegang phenomenon (see [3]), which we summarize 
as follows: 
(P1) Spacing law 
n+1
n
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p
x
≈ > , a constant (i = 1,2,…). (1) 
 
(P2) Time law 
1i iX q t≈ , where 1 1q > , a constant (i = 1,2,…).  
 
 
(P3) Width law 
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(P4) Matalon-Packter law 
( ) ( )0 0 0 0
0
1
, ,p G a b F a b
a
= + , for p in (1),  
where a0 and b0 are initial concentration of the outer and inner electrolytes, 
respectively. 
 
 
1. Models of Liesegang patterns 
We discuss here a scale of models which describe the Liesegang phenomenon.   
 
1.1 A general framework 
Whenever a wide range of models have been suggested, a stable frame of the 
various descriptions is given by these two common features: 
• The starting point of the Liesegang pattern formation is mainly a 
simple chemical reaction between two reagents (electrolytes).  
• The final stage in the mechanism is an uneven distribution of some 
precipitate.  
In other words, we have the simple frame  
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A+ B ... Pn m → → , (2) 
where A and B yields the compounds in the initial setup, and P yields the 
precipitate. The corresponding models can be distinguished by assuming 
different further reactions in between.  
Within this frame there are many differences. The main points which 
distinguish the different models are the following: 
• How does the reaction product transform into the precipitate? 
• Do some further reactions occur? 
• Are there any other intermediate species? 
• How do the reaction rates depend on the presence of the precipitate? 
A key property of the model is whether it can reproduce the qualitative 
properties of the Liesegang patterns listed in (P1)-(P4).   
Independently of the above points mainly deterministic approaches are 
applied. In concrete terms we have a system of partial differential equations to 
solve. These are reaction diffusion systems, which are nonlinear with possibly 
discontinuous reaction terms. Therefore the analytic solution is hopeless and 
their qualitative analysis is also restricted to the simplest cases.  
Weak reproducibility is a central problem in the study of the Liesegang 
phenomena. Whenever the experimental setup is prepared with care, the 
regular pattern structure may be declined or fully destroyed. Sometimes revert 
patterns are evolved. Whenever these phenomena are still not fully understood, 
the deviations are the consequence of some disturbances. These can be taken 
into account by using a stochastic approach, which are gaining popularity.  
Implementation of corresponding simulations, however, needs massive 
computing forces. 
In the simplest model a reaction occurs between the species of type A and 
B given by the scheme 
A+ B Cn m → , (3) 
where C is the reaction product, which is sometimes denoted with AnBm.  
In the deterministic models, a corresponding system of partial differential 
equations is 
( ) ( ) ( ) ( )( )x, , , , ,ta t x a t x nR a t x b t x∂ = ∆ − , 
( ) ( ) ( ) ( )( )x, , , , ,tb t x b t x mR a t x b t x∂ = ∆ − , 
(4) 
where a(t,x) and  b(t,x) denote the corresponding concentrations at time t in x, 
which is possibly a multidimensional coordinate. Similarly, c(t,x) and p(t,x) 
denote the concentration of the reaction product and the precipitate, 
respectively. The evolution of the system is investigated on a time interval 
t∈(0,T). A widely accepted assumption is that the formation of precipitate 
terminates if the local concentration of P reaches a critical amount. This 
property should also be reflected by the models. 
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1.2 Particular deterministic models 
One can distinguish basically two families of deterministic models. Although 
there is a basic difference between them, qualitatively the same result can be 
obtained in the underlying simulations. We discuss these families and give the 
corresponding governing equations in a simple version of the model. 
 
1.2.1 Prenucleation models 
 In the first type, which is called the prenucleation model one assumes that 
formation of the precipitate is an immediate consequence of the reaction 
between the reagents A and B. In contrast to the standard mass action type 
kinetics reaction can only occur if the concentration product reaches a 
threshold, which is higher in the absence of the precipitate (the system has to 
be supersaturated) and becomes lower in the presence of the precipitate. 
 
A simple model based on supersaturation The above principle is the basic 
idea of the supersaturation theory, proposed by W. Ostwald [4]. As the 
precipitate forms immediately from the reaction product, in the simplest case, 
the reaction product C and the precipitate P are identified and the dynamics of 
the reaction is determined by the following rules: 
• if precipitate exists at the location x, then the formation of 
precipitate continues, whenever the concentration product 
( ) ( ), ,n mka t x b t x  in eq. (5) exceeds a threshold value κ0,   
• in the absence of precipitate at x, its formation is only possible if the 
concentration product ( ) ( ), ,n mka t x b t x  in eq. (5) exceeds a larger 
threshold κ1 >κ0.  
Accordingly, the evolution of C can be described by completing the system in 
(4) for t∈(0,T) and x∈(0,L) as 
( ) ( ) ( ) ( )( )x 0 1, , , , , ,ta t x a t x nR a t x b t x κ κ∂ = ∆ − , 
( ) ( ) ( ) ( )( )x 0 1, , , , , ,tb t x b t x mR a t x b t x κ κ∂ = ∆ − , 
( ) ( ) ( ) ( )( )x 0 1, , , , , ,tc t x c t x R a t x b t x κ κ∂ = ∆ + . 
(5) 
Omitting the variables t and x we define the reaction term R (which now 
depends on some additional parameters) as 
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( ) ( )0 1 1, , , n mr pR a b k S a bκ κ κ= Θ − , if p = 0,  
( ) ( )0 1 0, , , n mr pR a b k S a bκ κ κ= Θ − , if  p ≠ 0,  
where Θ denotes the Heaviside step function, κ1, κ0 are the thresholds 
mentioned above, kr denotes the reaction rate constant and the reaction term Sp 
for n = m = 1 in (3) is defined as follows [5,6]: 
( ) ( ) ( )2 1/0
1
, 4
2p p
S S a b a b a b ab κ = = + − + − − 
 
. (6) 
This term gives the amount of the precipitate, which forms at the reaction.  
Initial and boundary conditions can be associated in accordance of the 
experiments. In a 1D setup (0,L) denotes the reaction space, where 0 
corresponds to the junction point: 
• The initial concentration of A is constant in the reaction space: 
( ) A 0, x   0=  for ( )x 0,L∈ and as it remains in a gel, homogeneous 
Neumann boundary conditions are applied in 0 and L: 
( ) ( )A ,0 A , 0x xt t L∂ = ∂ =  for ( )0,t T∈ . 
• The concentration of B at the junction point of held at least one 
magnitude larger than a0 ensuring that B is continuously invading into 
the reaction space: ( ) 0 B ,0   Bt = , ( ) B ,   0t L =  for ( )0,t T∈ , where 
b0 >> a0. 
In a 2D setup the same principle is to follow: at the junction region, i.e. at 
one part of the boundary Dirichlet type and at the remaining part homogeneous 
Neumann type boundary condition has to be applied for B. For A 
homogeneous Neumann type boundary condition has to be applied 
everywhere. 
Various geometric setups are possible in a two dimensional case, for some 
concrete experiments and simulations we refer to Refs. [7,8].  
Several numerical experiments have been performed based on this model. 
On the basis of the numerical experiments, the spacing law, the time law and 
the Matalon-Packter law have been all verified. The width law however, could 
not be obtained. Also, the precipitation bands become too much sharp 
compared to the result of real experiments, where the width of the somewhat 
fuzzy zones is measured. 
 
An involved model based on supersaturation As a useful and physically 
relevant modification we mention the sol coagulation model, see Refs [9,10]. 
Here C plays the role of an intermediate species according to the reaction 
scheme 
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A B Cn m+ → , 
C P→ ,  
(7) 
where the reaction C P→ occurs only if the amount of the reaction product C 
reaches a critical amount c*. The corresponding reaction-diffusion system is 
( ) ( ) ( ) ( )x 1, , , ,n mta t x a t x nk a t x b t x∂ = ∆ − , 
( ) ( ) ( ) ( )x 1, , , ,n mtb t x b t x mk a t x b t x∂ = ∆ − , 
( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )
x 1
*
2 3
, , , ,
, , , , ,
n m
tc t x c t x k a t x b t x
k c t x c t x c k c t x p t x
∂ = ∆ +
− Θ − −
 
( ) ( ) ( )( ) ( ) ( )*2 3, , , , ,t p t x k c t x c t x c k c t x p t x∂ = Θ − + , 
(8) 
where k1, k2 and k3 denote reaction rate coefficients and it is assumed that the 
precipitate does not diffuse. The favor of this model is that one can get rid of 
the somewhat heuristic reaction terms in (6). This kind of model results also 
too much sharp precipitation zones is the simulations due to term 
( ) ( )( )3 , x , xk c t p t  which corresponds to the autocatalytic growth of the 
precipitate. Consequently, the width law is not satisfied here. The initial the 
boundary conditions can be given similarly to the previous case. 
As it has been observed, an external electric field can highly influence the 
structure of the patterns. One can make also use of this to produce non-regular 
patterns and control the pattern evolution [11,12]. From the modeling point of 
view, we should complete the governing equations for A and B in (4) and (8) 
in case of both models with the ionic migration terms ( ) ( )A , ,xq t x a t xε ∂  and 
( ) ( )B , ,xq t x b t xε ∂ , respectively. Here Aq and Bq denote the charge of the 
corresponding ions, which contains a sign and  ( ),t xε  yields the electric field 
strength. In multidimensional setup this is a vector quantity, and accordingly, 
one has to use ( ) ( )A , ,q t x a t xε ∇  and ( ) ( )B , ,q t x b t xε ∇ .  
 
 
1.2.2 Postnucleation models 
The other family of the models is called the postnucleation models. Here it is 
assumed that the reaction between the reagents takes place according to the 
standard mass action type kinetics. Here the precipitate is again identified with 
the reaction product C and its evolution, which results in the uneven 
distribution of the precipitate is determined jointly by the reaction-diffusion 
process and a phase separation process, driven by the Cahn-Hilliard equation 
or the Gibbs-Thomson effect, as it has been suggested in Refs. [3,13,14]. 
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In the corresponding mathematical model the phase separation is 
described by the Cahn-Hilliard equations such that starting from (5) we have to 
solve the following system of equations [3]: 
( ) ( ) ( ) ( )x 1, , , ,n mta t x a t x nk a t x b t x∂ = ∆ −  
( ) ( ) ( ) ( )x 1, , , ,n mtb t x b t x mk a t x b t x∂ = ∆ − , 
( ) ( ) ( ) ( )( )3x 1 2 3 x, , , ,tc t x s c t x s c t x s c t xλ∂ = − ∆ − + ∆ , 
(9) 
where s1, s2 and s3 denote positive material coefficients. 
For some species, one can observe redissolution: the precipitate C can react 
with the excess of A forming a soluble complex D according to the reaction 
scheme  
A+C D→ . (2) 
Accordingly, the first equation (9) has to be equipped with the reaction term 
−kda(c + 1) and the third one with kda(c + 1). 
Qualitatively, the evolution of C coincides with the one in the 
prenucleation models. One can also simulate the effect of the electric field 
in the frame of this model and control the dynamics of pattern formation. 
For a detailed description and further references see Ref [X]. 
 
1.3 Stochastic models 
The deterministic models listed above have some common deficiencies: 
• the width law in most cases cannot be verified in the simulations, 
• formation of helical, spiral patterns, revert patterns and in general, 
that of  “irregular patterns” cannot be explained. 
From the point of the modeling this can be a consequence of the fact that 
neither noise nor impurities in the reagents and in the gel structure have been 
taken into account. A first attempt to incorporate these effects is the addition of 
some noise. It is not obvious, however, at which reaction step how much noise 
to add. Also, the effect of the noise can be different: it can change the regular 
pattern structure but also, it can have ordering properties [15]. For a review on 
this topic we refer to Ref [15]. 
 
1.3.1 Discrete stochastic models 
Using discrete or microscopic models where individual particles are 
considered makes possible to incorporate noise - according to the 
fluctuations in each phase of the scenario. 
 
1.3.1.1 Lattice gas models 
In lattice gas models, particles jump from one lattice node to the next, 
according to their (discrete) velocity. This is called the propagation phase. 
Then, in the collision phase, the particles collide obtaining a new velocity. 
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Afterwards a reaction can occur, with a given probability. It can also 
depend on the velocity of the particles. Corresponding to postnucleation 
models the reaction product can further react and the precipitate forms in a 
last step. The first simulation of Liesegang phenomenon in this framework 
has been reported in Ref. [25]. For a recent 3D simulation and discussion 
of the empirical laws within this approach, see Ref. [26] 
 
1.3.1.2 Discrete stochastic models of non-lattice type 
The origin of the lattice type models is the gas dynamics, where the speed 
of gas article and their spin are of great importance. 
 In chemical reactions - according to the mass action type dynamics - these 
effects can be neglected. At the same time, e.g. in the simplest case, the 
consequence of supersaturation theories should be incorporated to build a 
true model. 
Accordingly, we sketch the main steps of a 1 dimensional simulation  
algorithm. 
• Corresponding to the reaction space, we take a rectangular grid, 
where discrete particles of number A(i,j),  B(i,j) and C(i,j) 
associated to each of the grid points.  
• The diffusion of the particles A, B and C is simulated using 
random walk algorithm. For a recent version, we refer to [17].  
• While executing the simulation, in each time step we also keep 
track of the number of particles A and B, which reside at (i,j) or 
move through this grid point; these are denoted with SA and SB, 
respectively. 
Keeping in mind that during a single reaction step A + B → C the particles 
A and B turn into C, we modify the random walk simultaneously for all 
grid points as follows: 
• If at the grid point (i,j) already a particle C is present, then in case 
of SA(i,j)SB(i,j) ≥ κ0 reaction occurs. Then the random walk is 
modified such that a certain number r(SA(i,j),SB(i,j)) of particles A 
and B, which are chosen randomly, are removed from the random 
walk and turn into C at (i,j). 
• If at the grid point (i,j) no particle C is present, then the above 
algorithm should be applied if the concentration product 
SA(i,j)SB(i,j) ≥ κ1, which is a larger threshold compared to κ0. 
• This algorithm is stopped at (i,j) if C(i,j) has reached a certain 
maximum.  
For the details and simulation results we refer to [18] and a corresponding 
model including the effect of the electric field can be found in [19].  
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