ABSTRACT The Internet of Things refers to the aptitude of remotely connecting and monitoring anything, anytime, and anywhere via futuristic wireless networks. Due to the unreliable wireless links, broadcast nature of wireless transmissions, interference and noisy transmission channels, frequent topology changes, and the various quality of wireless channel, there are challenges in providing high data rate service, high throughput, high packet delivery ratio, low end-to-end delay, and reliable services. In wireless network and real time application systems, low complexity and shorter codeword length in channel coding scheme are preferred. Consequently, in order to address these challenges, we propose a novel error detection and correction codes called the low-complexity parity-check (LCPC) codes with short codeword lengths for futuristic wireless networks applications. The proposed codes have less complexity and lower memory requirement in comparison to turbo and low-density parity-check (LDPC) codes. Simulation results demonstrated that the proposed LCPC codes outperform the Hamming and Reed-Solomon codes, in addition to the renowned LDPC codes. It offers up to 3-dB coding gain.
I. INTRODUCTION
Smart environments are advancing in various domains in our daily life. It tackles various problems in different fields related to populated cities' constructions, medications, transportation, and the industries of agriculture, forestry, fishery, etc. Futuristic wireless networks, which are fault-tolerant and satisfy competitive Quality of Service (QoS) standards, are expected to be the essential backbone for monitoring, visualizing, analyzing and optimizing flows of resources, energy, information, and people in these smart environments. Obviously, there is an urgent need for new wireless communication paradigms, which are fault-tolerant enough to bridge the existing gap between theory and practice. The implementation of futuristic networks in smart environments have recently been significantly affected by the emerging phenomena called Internet of Things (IoT). IoT and Wireless sensor networks (WSNs) have attracted a huge attention of researchers and have been applied in most aspects of our lives in various fields of technology [1] . The main idea of this concept is the ubiquitous presence around us with variety of things or objects that are connected to the Internet such as mobile phones, laptops, daily used objects like refrigerators, televisions and smart sensors [2] .
Mainly, due to the rapid proliferation of wearable devices, smart sensors and smartphones, the IoT enabled technology is evolving from conventional hub based system to more personalized systems. Efficient IoT-enabled systems can be realized by providing fault-tolerant access to rich information with unobtrusive monitoring. Wireless communication links which are rapidly prone to failures are at the heart of this concept, and their development is a key issue if such concept is to achieve its potential [3] , [4] . A major concern in IoT and WSNs is the energy conservation and consumption. The fundamental challenge for the realization of the IoT enabling technologies is energy-constrained communication [5] . Therefore, avoiding or reducing the number of retransmitting the error packets is very significant. Depending on the channel condition, there are different schemes to reduce the energy consumption. One method is to find the optimal frame size. If the channel is good, bigger frames make more sense, as they will all go through with less overhead. While the channel conditions are not as good, smaller frames are better, as the probability of having a frame in error is lower with smaller frames. Another strategy to reduce the energy consumption is using Forward Error Correction mechanisms. Hence, we focus in this article on error correction aspects of wireless connections in the IoT era [2] . A Low Complexity Parity Check (LCPC) codes that detect and correct single and double bit errors is propose.
During the past decade, many error detection and correction code schemes (Turbo codes, RS, BCH, and LDPC codes) have been investigated to increase the reliability of the wireless network systems, in order to fulfill the quality of the data in a high data rate wireless network. Each of the designed codes has its own advantage to be used as the channel coding scheme in a communication system. Recently, there have been wide spread of research works on LDPC codes since it offers near Shannon limit performance [5] .
One of the earliest error detection and correction codes available are the Hamming codes, which are able to detect up to double bit errors but just able to correct single bit error. This constraint to correct double bit errors can be attributed to limited of number of syndromes available. The codes consist of 3 rows and 7 columns which account for 8 values of syndrome [5] , [6] . In case of single bit error, there are seven possibilities of error pattern when the codeword length equals 7 bits. In this case each error pattern is assigned to one syndrome vector. On the contrary, double bit errors throw 21 possibilities of error pattern for the same codeword length equal to 7 bits. The Hamming code does not have the requisite number of syndrome (i.e., 21) which results in each 3 error pattern being assigned by one syndrome vector. This makes the correction operation very difficult and impossible, and it fails to decide the correct error pattern from the three possible error patterns. In addition, Hamming code cannot detect more than two bit errors (e.g., burst error) [5] , [7] , [8] .
RS [9] code is another famous error correction code and is the subset of the BCH code [9] . For, a particular RS code specified as RS (n, k) with s-bit symbols, the number and type of errors that can be corrected in RS code depends on the characteristics of that code [10] . An RS decoder can correct up to t symbols that contain errors in a code word, where 2t = n − k. To increase the capability of error correction, the number of the parity code must also increase. This means that the value of t in RS code must be very large.
Likewise, the error correction capability of the LDPC code also depends on the code word length and the characteristic of the parity check matrix [5] , [6] . The error correction capability of the LDPC codes depend on the codeword length and the characteristics of the parity check matrix [7] , [8] . The decoder gives a better performance with a larger codeword and with good parity-check matrices. In practice, to achieve a better BER performance with LDPC codes close to the channel capacity, the length of the LDPC codeword used should be in the order of thousands of bits [9] , [10] . The matrix multiplication for that big codeword size demands huge memory, computational requirements and more complex decoding [9] , [11] - [13] . The LDPC codes fail to correct errors if the number of errors occurred is greater than the error correction capability of the decoder. Furthermore, LDPC codes require iteration in the detection and correction error processes around 10 to 50 times of iteration [14] , [15] . Therefore, the need of efficient channel codes with lower encoding and decoding complexity, and lower memory size requirement, which do not require any iteration in the decoding process, is quite obvious. For short codeword length coding, there have been several attempts in the literature. For example, authors in [10] - [12] and [16] - [21] take into consideration the short codeword length for LDPC code. On the other hand, authors in [22] - [25] are interested in the short codeword length for turbo codes.
This paper considers various code rates for the LCPC code (i.e., 0.428, 0.375 and 0.444), LCPC (7, 3) , LCPC (8, 3) and LCPC (9, 4) . With the intention of producing a simple error correction code, the capability of Hamming code that able to correct up to double bit errors is extend. The proposed LCPC codes offer lower encoding and decoding computational loads as compared to the Turbo code [25] , RS, BCH, and LDPC codes since the former does not involve iteration process and requires very low memory and low complexity. Each LCPC code is represented as a short-length codeword, which makes the proposed codes particularly attractive for low-latency and real time applications of IoT and futuristic wireless networks applications.
The simulation results show that the proposed LCPC codes outperforms other code types such as Hamming, RS and LDPC codes. The LCPC (9, 4) code produces 3 dB coding gain as compared with LDPC (8, 4) code with decodes Bit Flip Decoding algorithm at BER = 10 −5 , and 1 dB at BER = 10 −5 in case of Log Domain decoding algorithms. On the other hand, LCPC (9, 4) code produces 2.1 dB coding gain as compared with the RS (7, 4) and 1.7 dB with the Hamming (7, 4) code at BER equal to 10 −5 . The main difference between LCPC code and Hamming code is that the latter can correct single bit error and detect double bit error. Whereas, the LCPC codes can detect and correct single and in many cases of double bit errors (i.e., 21 in case LCPC (9, 4) ).
This paper is organized as follows. Section II provides the description of the proposed approach to LCPC codes. Section III presents the complexity analysis of the LCPC code. Section IV presents the performance of LCPC codes and analysis of simulation results. Section V contains the conclusions.
II. THE PROPOSED LCPC CODES
In this section, a general proposed method for the LCPC codes is presented. The LCPC code is defined a block code (n, k), where n is the codeword length and k is the information length, respectively. In this paper, three different kinds of LCPC codes are presented. In order to explain how the LCPC codes work, we present in details the encoding and decoding of the LCPC (9, 4) code in the next subsections. The encoding/decoding of the LCPC (8, 3) and LCPC (7, 3) codes is identical with the LCPC (9, 4) code. The G and H matrices of the LCPC (8, 3) and LCPC (7, 3) codes are presented in the Appendix. 
A. LCPC CODE ENCODING
A general block diagram of encoding and decoding processes in LCPC code is shown in Fig. 1 . The first step in the encoding process of LCPC code is to segment the source data sequence into symbols of equal length (i.e., k bits). Subsequently, we take each symbol (k bits) and map it into a codeword c of n bits, where n > k. The n − k additional parity-check bits are the redundancies added, which are used for error detection and correction. The LCPC code is a block code which takes the data stream from the source encoder, divides it into four-bit symbol (i.e., k), and then encodes each fourbit symbol (depending on the number of rows in G matrix) into a nine-bit codeword (i.e., n)(depending on the number of columns in G matrix), before the transmission. The symbol of source data is denoted as
and j is the number of symbols of the source data, v is a binary bit, and k = 4 is the length of the symbol. Each k-bits symbol is then encoded into an n-bits codeword before the transmission. The encoding process is implemented using the generator matrix G, that could be expressed as Eq. 1. The four left columns represents the Identity (I) matrix and the five right columns represents the parity (P) matrix. The parity (P) matrix is computed using Eq. (4). In the encoding unit the redundant bits r is then added to each symbol to make the length of the codeword equal to n, where n = k + r, and r = 5. The codeword of the symbol corresponds to CD Ti = (β 1 , β 2 . . . β n ), where n = 9, and β i is a binary bit.
A codeword CD Ti given by Eq. (2), that is used for encoding the symbols data which is defined as a multiplication between SD i and G:
Where, SD i is an information symbol, CD Ti is the transmitted codeword and G is the proposed generator matrix. Eqs. (3) and (4) show the symbol information bits and parity bits respectively for LCPC (9, 4) code. In LCPC (9, 4) code, the number of redundant parity bits is 5, so the maximum number of syndrome vector obtained is 32 (i.e., 2 5 ) and this makes the LCPC (9, 4) code can detect and correct single and many cases of double bit errors. While, in the Hamming (7, 4) code, the number of redundant parity bits is 3, so the maximum number of syndrome vector obtained is 8 (i.e., 2 3 ). In addition, Hamming code cannot detect more than two bit errors (e.g., burst error).
Where, the five bits (γ 1 , γ 2 , . . . γ 5 ) are the parity bits, and the four bits (v 1 , v 2 , . . . v 4 ) are the symbol bits.
The proposed parity check matrix H of the LCPC (9, 4) code is given by Eq. (5), which can be used in error detection. The decoding algorithm is of three stages. Firstly, is the error detection which is implemented by compute the syndrome vector. Secondly, is the determine of the error pattern. Thirdly, is the error correction.
1) LCPC ERROR DETECTION
The detection process detects errors in the received codeword (CD Ri ), that is defined as the transmitted codeword (CD Ti ) with errors pattern (EP), as shown in Eq. (6). The parity check matrix H of LCPC code is used for this purpose. After the codeword is received, the syndrome vectors (SY) are obtained from the (CD Ri ).
Where, SY = (γ 1 , γ 2 , . . . γ r ) is the syndromes binary vector. Therefore, Eq. (7), can be written as:
Since any row in the H matrix is orthogonal to the rows of the G matrix, and the inner product of a row in G with a row in H will be zero, the result of multiplication H by the CD T Ti is zero if there are no bit errors in the codeword as shown in Eq. (10) , where the CD T Ti is the transpose of the transmitted codeword.
From Eqs. (9) and (10), the SY can be expressed as:
Here, EP T is the transpose of error pattern. From Eq. (11), it can be noticed that the syndrome vector SY depends only on the error pattern EP (i.e., number of error bits, and the position of the error bits). The error detection is implemented by calculating the SY value. For any received codeword, if a SY is the null vector, (i.e., SY = 0), it indicates that the received codeword (CD Ri ) is error-free. On the other hand, if SY is a non-zero vector, there is change in bits, which means there are some bit errors. Tables 4 and 5 show the EP and SY for LCPC (9, 4) code for single bit error and the cases of double bit errors in the received codeword. Tables 6, 7 , 8, and 9 show the EP and SY for LCPC (8, 3) and LCPC (7, 3) for single bit error and the cases of double bit errors in the received codeword, respectively.
The number of error pattern can be computed using Eq. (12) , where, n is the codeword length (in the proposed code n = 9), and e ∈ (1, 9) is the number of bit errors that may occur in the codewords. In the proposed code, we assume the lookup tables that include the EP of each SY for single and double bit errors are stored in the memory.
Depending on the SY value, the EP can be determined from the lookup tables that is stored in memory. Fig. 2 illustrates the Pseudo code for error detection and correction functions of the proposed LCPC codes.
2) ERROR CORRECTION
In the error correction process, the EP is chosen (depending on the SY value) and is fetched from the lookup tables in VOLUME 6, 2018 memory. The correction process is achieved as shown in Eq. (13) .
Where, CD Ti is defined as the corrected transmitted codeword after being received. If SY indicates that if there is single or double bit errors in CD Ri , LCPC code can correct the received codeword (CD Ri ). This correction is achieved by adding the specific EP to error received codeword CD Ri . Next, the decoding of the corrected received codeword is carried out. The decoder is implemented by masking the last four bits on the left side of the codeword. After correction process is completed, SD i can be obtained by implementing the decoding process on the CD Ti . The third process is the decoder, which is used to decode the CD Ti and obtain the original source symbol data sent. The masking process for the last left four bits of the correct received codeword must be done by AND operation for the CD Ti with (111100000) as shown in Eq. (14) .
SD i = AND(CD Ti
, 111100000)
III. COMPLEXITY ANALYSIS
This section presents the methodology of computational complexity analysis measurement of the LCPC codes. Counts of additions and multiplications, in addition to the size of required memory to save EP and SY tables for the LCPC code are used to measure the approach complexity. Table 1 shows the memory size requirement of the proposed types of LCPC codes, where n is the codeword length, k is the symbol data length, r (i.e., n − k) is the parity check bits length. NoEP is the number of error pattern for single and double bit error. NoSY is the number of syndrome vector for single and double bit error. The NoEP is computed as in Eq. (12) . The computation of NoSY is based on the simulation program and using the Eq. (7). The memory size requirement to store the error pattern and syndrome vector tables for the proposed LCPC codes is very low as shown in Table 1 . For example the memory size requirement to store the error pattern and syndrome vector tables for LCPC (9, 4) is 420 bits, 364 bits for LCPC (8, 3) and 253 bits for LCPC (7, 3) . The total memory size requirement for the three LCPC codes proposed is 1037 bits (130 Byte). Therefore, the time and the space complexities are still low for LCPC codes. Even with LCPC (12, 6), the memory size requirement to store the error pattern and syndrome vector tables is 1404 bits (176 Byte), which is still a very low memory size. For LCPC (14, 7) the memory size requirement to store the error pattern and syndrome vector tables is 2205 bits (276 Byte). For LCPC (24, 12 ) the memory size requirement to store the error pattern and syndrome vector tables is 10224 bits (1278 Byte). Accordingly, the LCPC code can be implemented on a memory chip with a very limited capacity (less than tens of Kbytes). Table 1 shows the memory size requirement to store the error pattern and syndrome vector tables for the different types of LCPC codes. In comparison to the literature, our approach is more efficient where the memory requirement for the existing decoders of LDPC codes are as follows; 1321 KB [26] , 658 KB [27] , 1331 KB [28] , and 581 KB [28] . Table 2 shows the number of addition and multiplication operations for encoding and decoding processes of LCPC (9, 4) code. It also shows the Big O complexity. Table 3 shows the comparison complexity between the proposed LCPC (9, 4) code with different types of decoding algorithm for LDPC codes. Table 3 shows that the proposed LCPC (9, 4) code has low complexity O(n) compared with the LDPC codes.
Three main differences between the LDPC code and the proposed LCPC code are used for comparisons in this section. The first discrimination is that, the complexity of the proposed LCPC code is lower than LDPC code. The second difference is the number of iteration, in the proposed LCPC code no need to iteration in the decoding process. The third difference is the long latency of LDPC code compared with the proposed LCPC code in the decoding process that results from the longer codeword length and number of iteration. These differences make the proposed LCPC code is very useful in real time communications for the futuristic wireless networks applications, due to the lower complexity and latency.
The capability of the proposed LCPC code in error detection and correction is also studied. The minimum Hamming distance defined as d min = n − k, where d min ≥ 3 is a positive integer. The number of errors that a block code can detect and correct is determined by its minimum Hamming distance d min . This is defined as the minimum number of places where any two codewords differ. In general, the number of errors (u) that can be detected for a block code is u = d − 1. For example, at m = 3, the codeword length n = 7, message length k = 4 and d min = 3, where t is the number of errors that a block code can correct t = (n − k)/2 . Since the Hamming code has a minimum Hamming distance d min = 3, it can only correct 1 bit error for each 7 bits transmitted. Therefore, the error correction is 1/7 = 14.285 %. Likewise, in the case of RS codes, the number and type of errors that can be corrected depend on the characteristics of the RS code. The RS code is specified as RS (n, k) with s-bit symbols. This means that the encoder takes k data symbols of s bits and adds parity symbols to make an n = 2 s −1 symbol codeword. There are n − k parity symbols of each s bits. The RS decoder can correct up to t symbols that contain errors in an error codeword, where 2t = n − k. If s = 3 bits, n = 7, and when the number of parity is 3, k = 4. The number of symbols containing errors that RS code can correct is t,
So, based on t value, the RS (7, 4) code can only correct one symbol error from the 7 codeword symbols sent. If the symbol size is 3 bits, the worst case happens only when a onebit error occurs in separate symbols. In this case, the error correction is 1/21 = 4.7619 %, which is small compared with the percentage of error correction in the Hamming (7, 4) code, and this explains the reason why the Hamming (7, 4) code has a better BER performance when compared with the RS (7, 4) code, as shown in Fig. 4 . The best case for RS (7, 4) code occurs when all bits in an one symbol are errors. This means that, the percentage of error correction is the number of errors in one symbol over the total number of symbol bits transmitted, i.e. (3/21 = 14.285 %).
IV. SIMULATION RESULTS
In this section, simulation results of LCPC codes are presented. The simulations are carried out to validate the performance of the proposed LCPC codes using Binary Phase Shift Keying (BPSK) modulation over an Additive White Gaussian Noise (AWGN) and Rayleigh fading channels. The BER performance of different code rates is investigated. Simulation result as shown in Fig. 3 shows that the LCPC (7, 3) code has good BER performance compared with other codes over AWGN channel using BPSK modulation. Fig. 3 shows that the LCPC (9, 4) code provide BER = 10 −5 at SNR 7.3 dB, 7.1 dB for LCPC (8, 3) and 6.9 dB for LCPC (7, 3) . The opportunity of bit error decreases for the short codeword length, this explains the difference between the proposed LCPC codes.
The performance of the LCPC codes is compared with other codes, such as Hamming, BCH, RS and LDPC codes [34] using various values of codeword length. The Hamming, RS, BCH Soft, BCH Hard codes, and some decoding algorithms of the LDPC (8, 4) code such as bit flip, log domain and log domain simple are implemented using MATLAB. Fig. 4 presents the comparison between LCPC, Hamming, RS, and BCH codes at codeword lengths (7, 4) , over AWGN channels using BPSK modulation. Fig. 4 shows that the LCPC code improves the BER performance when compared with the Hamming, RS, and BCH codes. Fig. 4 also shows that the LCPC (9, 4) code provide BER = 10 −5 at SNR 7.3 dB, whereas the RS (7, 4) code provide the same BER (10 −5 ) in 9.4 dB SNR. The Hamming (7, 4) code provides the same BER (10 −5 ) in 9 dB SNR. Whereas, to obtain the same BER (10 −5 ), we need SNR equals to 8.1 dB for BCH Soft (7, 4) code, and 9.2 dB for BCH Hard (7, 4) code. The code gain that obtained in this case is 2.1 dB over the RS (7, 4), 1.7 dB over the Hamming (7, 4) , 0.8 dB over BCH soft (7, 4) and 1.9 dB over BCH Hard (7, 4) codes. The LCPC codes have the capability to correct single bit and many VOLUME 6, 2018 cases of double bits error without the need for any iteration in the decoding process, whereas the Hamming (7, 4) code has the ability to correct one bit error and RS (7, 4) code has the ability to correct one bit error in each symbol.
The saving power is one of the benefits of LCPC codes. Therefore, the proposed codes can be effectively used in WSN because of its huge reduction in the power consumption, and saves the battery life to a large extent which is a very important consideration in WSN.
To investigate the BER performance of LCPC codes with the other codes that have codeword length greater than the codeword length of the LCPC codes, Fig. 5 shows the comparison of BER performance of the proposed LCPC (9, 4) and (8, 3) codes with Hamming (15, 11) and RS (15, 11) codes. Fig. 5 shows that the performance of LCPC codes is still better than the Hamming and RS codes, although the block length increases.
Similarly, Fig. 6 presents the BER performance comparison between LCPC (9, 4) code and binary LDPC (8, 4) code with various decoding algorithms using BPSK modulation over AWGN channel. The binary LDPC (8, 4) code is implemented for three different types of decoding algorithms (i.e., Bit Flip, Log Domain, and Log Domain Simple). The performance of LCPC (9, 4) code is better than the binary LDPC code when the Bit Flip decoding method (BF) is used, and the coding gain is around 3 dB at BER = 10 −5 . Whereas, the coding gain is 1 dB at BER = 10 −5 in case Log Domain decoding algorithm is used. The error correction capability of binary LDPC code depends on the codeword length and the characteristic of the parity check matrix. The decoder gives a better performance with a larger codeword (i.e., big size of G and H matrices). The matrix multiplication for that larger codeword length demands large memory size, computational requirements and more complex decoding [5] , [7] .
In addition to the better performance of the BER, the main advantage of the proposed LCPC code is the low complexity of encoding and decoding process when compared with the LDPC and RS codes. Furthermore, the proposed code does not require reiteration during the decoding of error correction, which is a salient feature of this code and is an important improvement over previous codes. Fig.7 shows the comparison of BER performance of proposed LCPC (9, 4) and (8, 3) codes with non-binary LDPC (7; 3; 4) code in case of Bit-Flipping A algorithm (BFA) and Bit-Flipping A proposed probabilistic algorithm (BFA prob) is used [35] , where block length (n =7), column weight (c w = 3) and row weight(r w = 4). Fig. 7 shows that the LCPC (9, 4) code provides BER = 10 −5 at SNR 7.3 dB and 7.1 dB in case LCPC (8, 3) , whereas the LDPC code provides the same BER (10 −5 ) in more than 10.5 dB SNR, in case the simulation BFA and BFAprob decoding algorithms is used. The code gain obtained is 3.2 dB and 3.4 dB for LCPC (9, 4) and LCPC (8, 3) codes, respectively. with Parity Check Matrix (PCM), Lower Diagonal based PCM (LDM) and Doubly Diagonal based PCM (DDM) for GF(4) [36] . Fig. 8 demonstrates that the BER performance of proposed LCPC codes is better than the codes presented in [36] . Fig. 8 shows that the LCPC (9, 4) code provides BER = 10 −5 at SNR 7.3 dB, and 7.1 dB for LCPC (8, 3) code, whereas the non-binary LDPC code with GF(4) with DDM provide the BER (0.5 × 10 −3 ) in 7 dB SNR. The nonbinary LDPC code with LDM and PCM provides the BER (0.2 × 10 −2 ) and (10 −2 ) in 7 dB SNR, respectively [36] .
The BER performance of the proposed LCPC codes over the Rayleigh fading channel using BPSK modulation is investigated. Fig. 9 shows the BER performance comparison between the LCPC (9, 4) code and LDPC (576, 288) with 41472 bits. Fig. 9 shows that the LCPC (9, 4) code outperforms the LDPC (576, 288) code over Rayleigh fading channel.
V. CONCLUSIONS
In this paper, a short codeword length approach has been proposed. The performance of the proposed Low Complexity Parity Check (LCPC) codes with BPSK modulation over AWGN and Rayleigh fading channels is investigated. The BER performance comparisons are made between the LCPC codes with Hamming, RS, BCH, binary and nonbinary LDPC codes. The simulation results show significant enhancement in the BER performance of LCPC code as compared with the renowned LDPC, RS, BCH and Hamming codes. LCPC code has characteristics that distinguish it from LDPC codes such as; low complexity in the encoding and decoding processes, low memory size requirement (only 420 bits for LCPC (9, 4)), and no iterations in decoder process when compared with LDPC codes that need more than 20 times of iterations to correct the error codeword. 
