Background: The web has become a primary information resource about illnesses and treatments for both medical and non-medical users. Standard web search is by far the most common interface for such information. It is therefore of interest to find out how well web search engines work for diagnostic queries and what factors contribute to successes and failures. Among diseases, rare (or orphan) diseases represent an especially challenging and thus interesting class to diagnose as each is rare, diverse in symptoms and usually has scattered resources associated with it. Methods: We use an evaluation approach for web search engines for rare disease diagnosis which includes 56 real life diagnostic cases, state-of-theart evaluation measures, and curated information resources. In addition, we introduce FindZebra, a specialized (vertical) rare disease search engine. FindZebra is powered by open source search technology and uses curated * Corresponding author. Tel.: +45 4525 3895.
Introduction
The web has become a primary source of information about illnesses or treatments [1] , with an exponential growth in both volume and amount of entries available [2] . Important resources in locating medical information online are information retrieval systems, more commonly known as search engines. A December 2009 poll found that 66% of web users have searched for medical information online [3] . This class of search activities, which goes beyond simple fact retrieval, is referred to as exploratory health search [4, 5] . It can be carried out by both expert and non-expert medical users.
A typical example of an expert medical user is a clinician. Diagnostic health search can also be seen as a coarse form of hypothetico-deductive reasoning [1] , where web search engines guide the iterative cycle of hypotheses about a disease being formulated from evidence, followed by the collection of additional discriminating evidence. According to recent studies, an increasing number of clinicians use web search engines to assist them in solving difficult medical cases, for instance when confronted with rare (or orphan) diseases [6] . The exact definition of rare diseases in terms of prevalence threshold and requirement for severity varies across the globe, but a disease is, in general, said to be rare if it affects fewer than approximately one in two thousand individuals. A study 2 conducted by the European Organisation for Rare Diseases (EURORDIS), showed that 40% of rare disease patients were wrongly diagnosed before the correct diagnosis was given, and that 25% of patients had diagnostic delays ranging between 5 and 30 years. The current popularity of web search engines (primarily Google) and medical databases (primarily PubMed) for aiding in diagnosis may appear a bit surprising, as these tools are not optimised for this task. For example, a diagnostic query may be quite long, whereas web search engines are typically optimised for very short queries (2-3 terms long). Queries consist of lists of patient symptoms, often expressed as multi-word units. However, search engines often make term independence assumptions in order to increase efficiency. For instance, web search engines may not distinguish between "sleep deficiency, increased sexual appetite" and "sexual deficiency, increased sleep", hence returning non-relevant results. Some symptoms listed in the clinician's query may not apply to the correct disease, and conversely, some pertinent symptoms for the correct disease may be missing from the query because they are masked under different conditions. However, search engines are designed to maximise the match between all the query terms and the returned documents.
In short, the clinicians' queries on rare diseases are likely to be more feature-rich but also harder for a search engine than ordinary web search queries, and should ideally be processed as such. Furthermore, the popularitybased metrics derived from hyperlinking (PageRank), user visit rates, or other forms of user recommendation that are commonly used by search engines are not likely to benefit the retrieval of rare diseases. These practices tend to favour webpages with many in-links (backlinks) or results often viewed by users (implicit feedback). Information on rare diseases, on the other hand, is generally likely to be very sparse and less hyperlinked than other medical content. Finally, efficiency concerns may lead to brute-force index pruning for web search, e.g. by removing from the index low frequency terms, or terms that are unusually long, such as "hydrochlorofluorocarbons" ( [7] , Chapter 5). Such practices may be particularly damaging for rare disease search, as the medical terminology involved may be exceptionally rare or formed by heavy term compounding. It is probably fair to conclude that familiarity, and the ease of use compared to traditional information search and diagnostic support systems (reviewed below) are the main factors contributing to the current popularity of general purpose web search engines in the clinical setting.
Motivated by these observations we asked to what degree can web search engines actually be used for rare disease diagnosis and what are the main contributing factors that determine success and failure. To try to answer these questions it is necessary to go through a number of steps. First of all an evaluation approach has to be set up. It should consist of cases of varying degrees of difficulty and retrieval performance measures to allow for quantitative comparisons between methods. Furthermore, the web search engine algorithms are not public so one can only to a limited degree change settings and thus interpret why a query returns a given set of results. Google offers a search engine customisation product called Google Custom Search Engine 3 which has a few options for customisation that can be used to emphasise particular resources and thus determine how the choice of the information source (the index) influences the performance. If emphasising resources known to be authoritative in the rare disease domain improves the performance then one can conclude the huge index used by Google Web Search introduces noise. However, this will not give information along the "algorithm dimension". We therefore made FindZebra, a search engine specifically designed to retrieve rare disease information for clinicians. It uses a specially curated dataset of rare disease information, which is crawled from freely available online authoritative resources. This means that FindZebra searches for rare disease information from a repository of "clean", specialized resources, unlike web search engines that search the whole web and are hence likely to return spurious, commercial and less relevant results. The same index will be used for the customised versions of Google thus allowing us to gain an insight on the adequacy of the Google Search algorithm in rare disease diagnosis. The rest of this article is organised as follows: Section 2 discusses background work on collecting and retrieving medical information automatically with a focus on rare disease data. Section 3 presents the evaluation approach. Section 4 presents our search engine, FindZebra and the information resources used for its index. Section 5 describes the evaluation, benchmarking FindZebra, different versions of Google Search, and PubMed against each other. Section 6 discusses the results and finally Section 7 summarises the findings of the paper. 
Background
Historically, the task of retrieving medical information has relied on authoritative resources, such as the 1879 Index Medicus (which ceased publication in 2004) [2] . Since that time, the amount, availability and authority of medical resources have changed radically. More medical information is becoming freely available on the web; however, the authority of this information is not always easy to trace. A study by Eysenbach and Kohler [8] found that many users searching for medical information online largely ignored the credibility of web sites (in terms of source, design, scientific or official appearance, phraseology, and ease of use). Several researchers have also noted a need for improving the medical information on the web. Lewis' [9] qualitative study into young peoples' use of the web for medical information showed that users are often sceptical about the information they encounter. Nevertheless, there is evidence that young clinicians in particular are increasingly using the web to help them take medical decisions [10] . Such findings demonstrate some of the conflicting opinions around the level and credibility of medical information on the web. In response to these issues, some organisations have initiated efforts to improve the general quality of medical information on the web, such as the Health on the Net Foundation, 4 or ways of augmenting web pages or search results with tools to support credibility assessment [11] .
Scepticism about the level and credibility of medical information on the web has motivated research in the direction of specialized medical web portals, repositories, database and search systems. The inadequacy of standard search technology for the task of medical retrieval has long been known. For instance, an earlier study [12] on how physicians use search systems to support clinical question answering and decision making revealed that search technology was inadequate for this purpose and generally retrieved less than half of the relevant articles on a given topic (a finding also supported by more recent studies, e.g. [5] ).
Furthermore, studies of expert users while they performed search tasks inside and outside their domains of expertise [13] or using general purpose versus specialized medical search engines [4] , identified domain-specific search strategies in each domain, and that such search knowledge is not automatically acquired from general-purpose search engines. Overall, the consensus seems to be that standard web search engines are not optimal for finding medical information online. The retrieval of rare disease information is an even bigger problem, and efforts to address it date back to the 1990s. DXplain [14] , an early diagnostic support system that went online in 1996, was one of the first systems to display rare diseases separately from the rest. DXplain contained probabilities for over 4900 clinical manifestations associated with over 2200 unique diseases, yielding a total of over 230,000 unique disease interconnections. Another early effort was the London Dysmorphology Database, which contained information on rare dysmorphic syndromes and went online in 1999. This system provided the clinician with a manageable list of possible genetic syndromes (many of which are rare) for a particular case, with references, photographic information, and the possibility to register undiagnosed or unreported cases [15] . Further resources on rare diseases include the Online Mendelian Inheritance in Man (OMIM) database, 5 which specialises in human genes and genetic phenotypes and contains information for all Mendelian disorders and over 12,000 genes. Another major resource for rare diseases is the Orphanet database, 6 which contains information on more than 5900 rare diseases, and provides a service for retrieving data for rare diseases based on clinical signs or genes. Other databases on topics associated with rare diseases include POSSUMweb, 7 which is a dysmorphology database that contains textual and photographic information on more than 3000 malformations, metabolic, teratogenic, chromosomal and skeletal syndromes. Phenomizer, 8 a tool that uses the Human Phenotype Ontology (HPO), correlates phenotypic abnormalities with genetic disorders (OMIM entries) and contains around 9900 features and 5020 diseases. Furthermore, there are clinical decision support systems that aid in the diagnosis of one, or a few difficult to diagnose diseases [16] , but their use is limited to verifying a diagnostic hypothesis, and the lack of standardisation hampers the integration of multiple such systems [17] .
The above are either diagnostic support or database systems, not search engines. The major difference between them is that database systems tend to process relational databases (well-structured data) whereas search engines tend to process unstructured data such as raw text or PDF files. The main data structure used in database systems is the relational table with welldefined values for each row and column. The main data structure used in search engines is the inverted index (index of terms, document-IDs entries) with a corresponding postings list (list of documents that contain a term) for each term. In most modern databases one can enable full-text search for text columns by building a type of inverted index and enabling Boolean or vector space search, effectively combining core database with search engine technology. See Chapter 10 in [7] for more information on the fundamental differences between database systems and search engines in terms of retrieval model, data structures and query language.
The use of database systems for clinical diagnosis is not without problems. For instance, the search by clinical signs service provided by both Orphanet and Phenomizer is done using a controlled vocabulary (thesaurus). To search for a diagnosis in Orphanet, the user has to go through multiple steps. Going through a thesaurus and finding the right match can be a complex process that lengthens the diagnostic time, negatively impacts usability, and limits integration in the clinical environment. Similarly, in Phenomizer, the patient symptoms and signs must be selected from a predefined list compiled from the HPO ontology. Similarly, PubMed 9 is not a fully fledged IR system, but a medical database that comprises more than 21 million entries of biomedical literature from MEDLINE, life science journals, and online books. PubMed's results are not ranked based on query relevance, but only on publication date, author name or other article meta-information that is not necessarily relevant in the search for a diagnosis. Moreover, when submitting a query without additional Boolean operators, only articles containing all query terms are retrieved, dramatically reducing the number of retrieved documents. A study of how medical experts use MEDLINE to gather evidence for clinical question-answering showed that users were only moderately successful [18] .
Search engines with the exclusive purpose of retrieving information from specialized websites on rare diseases have been previously developed. For instance, the Rare Disease engine 10 uses Google Custom Search Engine restricted to retrieve rare disease information. Another example is the Rare Disease Communities engine, 11 which aggregates search results from the eu-rordis.org, orpha.net, rarediseases.org and rarediseases.info.nih.gov websites. The attraction of medical search engines is that they are easy to use, fast, accessible, and their indices are continuously updated. While most of the medical database systems take as input complex structured queries requiring expert training, web search engines simply accept free-text queries. Moreover, medical database systems often return only results that exactly match the user query, whereas search engines may also use approximate matching algorithms. This is especially important for difficult cases where symptoms can be missing or misleading. Despite the existence of specialized systems such as Orphanet, OMIM, Phenomizer or POSSUMweb, the general purpose Google Search is repeatedly mentioned in literature as a valuable tool for diagnosing difficult and rare disease cases [6, [19] [20] [21] . Among the advantages of using Google in this setting are its comprehensive index, its ease of use, and the medical personnel's familiarity with it. Its main disadvantage in the scope of clinical diagnosis is that the results contain noise, with many being non-relevant (e.g. pages from non-authoritative sources such as forums and personal blogs, information on alternative medicine or sponsored content [22] ). The problem with general search engine algorithms in the context of clinical diagnosis is, as discussed above, that they are designed and optimised for web search. So even if popular, searching for diagnoses in Google or PubMed is still time-consuming; a specialized search engine could decrease search time and improve performance.
Evaluation approach
The evaluation follows the standard paradigm of measuring functions of precision and recall at certain cut-off levels on a set of user queries [23] . In the evaluation we want to address two properties of the different systems simultaneously, namely the quality of the dataset (the index) and quality of information retrieval algorithms for our particular task. We can to a large degree separate the two by using the Google Custom Search functionality. In this Section we describe the diagnostic queries, the curated rare disease index, the public web search engines (variants of Google Search) and database used (PubMed) together with the assessment and evaluation metrics. The description of our own search engine FindZebra is given in Section 4.
Diagnostic queries
In total, 56 queries were used, which were created from difficult clinical cases, where the query text was extracted directly from the patient symptoms listed in the clinical cases. The composition of the 56 queries is as follows: 5 queries were created by a clinician (HLJ) on the basis of his expert knowledge; 25 queries were created from articles in the Orphanet Journal of Rare Diseases (OJRD) by RD and PP and curated by HLJ and 26 queries were taken from the British Medical Journal (BMJ) article of Tang and Ng [20] . All diagnoses except 4 from Tang and Ng are classified as rare. The full text and source of each query is included as an additional file to this article. The queries created from the Orphanet Journal of Rare Diseases are already indexed by Google so using this set poses a methodological problem as the source paper is likely to be highly ranked by Google Search. However, it turned out to be difficult to obtain "de novo" cases with a definite diagnosis so we opted for this approach to get a sufficiently large validation set and report "leave-source-out" result in these cases. The 26 queries of Tang and Ng are noticeably shorter, more vague and less realistic for medical professionals than the rest of our queries -however we include them in this experiment to facilitate comparison with the work of Tang and Ng.
The curated rare disease index
In order to create a high quality dataset of rare disease information, a number of authoritative, carefully curated medical resources were selected. Specifically, 33,144 documents were crawled from the resources shown in Table 1 . We estimate that this dataset covers well over 90% of Orphanet's list of rare diseases and more than 50% when restricting to exact name matches. Resources maintained or curated by non-medical experts, such as blogs or support groups, were not included in the dataset. However, medically curated patient organisation resources, such as Madisons, 12 were included. We chose not to include PubMed because it risked introducing too much irrelevant material, as we found no scalable and accurate way of selecting only those PubMed articles covering rare disease topics.
Web search engines and database
The publicly available search engines and database we tested our queries on are: 1. Google Search 13 , which retrieves information from the web as indexed by Google. 2. Google Custom Search set up to retrieve information from the web but emphasizes the sources of the curated rare disease index. We call this Google Custom in the following. 3. Google Custom Search set up to retrieve information only from the sources of the curated rare disease index. We call this Google Restricted in the following. 4. PubMed.
The two Google Search Custom Search variants use the freely available Google Custom Search functionality. Note that Google imposes a limit on query length: any query longer than 32 terms is automatically truncated to the first 32 terms. Only one query in our collection is longer than 32 terms.
Assessment and evaluation metrics
The top 20 retrieved documents for each query were assessed by the authors as either relevant or non-relevant as follows:
• relevant documents should address predominantly the correct disease in the title or within the first 400 words, and name it using any of its synonyms listed in Orphanet;
• in cases of inherited diseases, e.g. autosomal neonatal form of Adrenoleukodystrophy, documents treating the main disease, e.g. X-linked Adrenoleukodystrophy, are relevant;
• documents treating different types of the correct disease, e.g. Loeys-Dietz syndrome type 1A instead of Loeys-Dietz syndrome type II, are relevant;
• documents treating predominantly other diseases and mentioning the correct disease as an alternative diagnostic or pointing to it are not relevant;
• documents listing many diseases are not relevant if the correct disease is listed after the first 10.
Based on the above assessments, we computed the following evaluation metrics, all of which are standard in search engine evaluation: the average retrieval precision at rank k (P @k) and the mean reciprocal rank (MRR). P @k is the percentage of retrieved documents that are relevant after k documents (whether relevant or non-relevant) have been retrieved, averaged over all queries:
where N is the number of queries and Rel the relevant documents for query i. This measure closely correlates with user satisfaction. However, it has been criticised because the constant cut-off of k represents very different recall levels for different queries [24] . For this reason, we also use MRR [25] , which corresponds to the multiplicative inverse of the rank of the first relevant document retrieved. Specifically, the reciprocal rank for a given query is the reciprocal of the rank position of the highest ranking relevant document for the query. MRR is the average of the reciprocal rank over queries:
where N is the number of queries and r i is the highest position of a relevant document for query i. This measure focuses on the retrieval quality of the very top of the ranked list. In addition to the above measures, we also report the number of queries for which at least one relevant document is retrieved for ranks 1-10 and 1-20.
FindZebra: a search engine for rare diseases
Our search engine is called FindZebra, as zebra is a name often given to rare diseases by medical professionals [26] . The interface of the search engine located at findzebra.com is very similar to that of standard web search engines so it should be straightforward to use by anyone familiar with web search. FindZebra is based on Indri [27] , a state-of-the-art open source experimental information retrieval system. Specifically, we use Indri's indexing and retrieval functions, on top of which we build an interface and several functionalities specifically tailored to rare disease diagnosis by clinicians. As corpus we use the curated rare disease resources described in Section 3.2. The retrieval time of our system was less than 0.5s per query on a virtual machine allocated with 1 GB RAM, on an Intel Xeon E5530 clocked at 2.40 GHz. Since the available information will change continuously, the index of the search engine will be updated every 3 months. The technical details of FindZebra's standard search functionality are described in Section 4.1 and the added functionality based upon UMLS medical concepts is described in Section 4.2.
Standard search
The system ranks documents decreasingly by their estimated relevance to the user query using the state-of-the-art query likelihood ranking model of the Language Model framework [28] with Jelinek-Mercer and Dirichlet smoothing [29] . The respective equations for Jelinek-Mercer and Dirichlet smoothing are:
where p(q i |D) is the probability of query term q i given document D, f q i , D is the frequency of q i in D, cq i is the frequency of q i in the collection of all documents, |D| is the number of terms in document D, |C| is the number of documents in the collection of all documents, λ is the Jelinek-Mercer smoothing parameter (0 ≤ λ ≤ 1), and µ is the Dirichlet smoothing parameter. Parameters were set to default settings (µ = 2500, µ = 0.9, as described in [29] ). These settings could be tuned in order to optimise the system's performance, for instance by ranging the parameter values across their respective ranges. We did not tune these parameters at this stage in order to avoid over-fitting our system's performance to our data. This retrieval model performs basic text search without addressing term dependence and we chose it because it is the best-performing model in this category according to recent Text Retrieval Evaluation Conference (TREC) findings [30] . Documents are retrieved from the curated rare disease dataset described in Section 3.2 and displayed to the user in a simple interface. It is also possible to specify whether the documents should be retrieved from the whole rare and genetic disease dataset or only the rare disease resources of the dataset.
Using the UMLS medical concepts in search
Motivated by the goal of facilitating medical diagnostic search, FindZebra also offers the options of (a) clustering the retrieved documents by UMLS medical concepts (diseases) derived from the document title, and (b) ranking UMLS concepts as opposed to documents. Both options aim to facilitate cases where the search engine retrieves several documents covering the same disease. The aim is to select and group these documents in flexible ways that, on the one hand, can facilitate a user's navigation through the retrieved results, and on the other hand, allow the display of a potentially more diverse set of results (which considers the top j retrieved documents) than standard search (which is limited to the top n retrieved results). We used j = 50 and n = 20 in FindZebra.
The mapping of documents to UMLS medical concepts was performed with MetaMap, 14 a standard tool of the US National Library of Medicine, which uses freely accessible medical ontologies and classifications recognised by the US National Institute of Health. We only select the maximum scoring mappings for each document. In order to achieve a near complete mapping of the articles we used the following three-step procedure. Allowing overmatches and truncate to mappings with matching scores above a certain threshold (600), 90% of titles were matched to concepts. For the remaining unmapped titles we reduced the length of the OMIM titles to the first disease name variant and ran MetaMap with the same parameters. In the final step for the remaining unmapped articles, we ran MetaMap using a larger subset of the Metathesaurus, the datasets in Category 0. In the end 99.75% of the titles were mapped to medical concepts.
FindZebra accepts UMLS concept identifiers as queries. In that case, documents are retrieved by matching the UMLS concept identifiers in the query to the UMLS concept identifiers that correspond to the document titles. This correspondence is already indexed in the system, and hence there is no extra delay at retrieval time. Table 2 : This table shows the performance of our system against three different versions of the Google Search engine in terms of retrieval precision at rank k (P @k), the mean reciprocal rank (MRR) and the fraction of queries with the correct result in top k.
Method
FindZebra can also cluster the top j = 50 retrieved documents according to their UMLS concepts. Clustering is performed by simply grouping together the retrieved documents associated with the same medical concept (i.e. disease) and using the highest ranking document to represent the cluster. If clicked, each cluster expands to reveal information on the documents it contains sorted by rank, thus allowing to zoom in on documents of interest. This option offers a quick summary of the main retrieved medical conditions.
The system can furthermore rank UMLS medical concepts directly. In that case, the search results consist of a list of UMLS medical concepts which, when clicked, point to their corresponding documents. We calculate the ranking score for UMLS concept i, Ci, by the following formula:
where |C i | is the number of documents containing concept C i , the sum goes over all documents containing the concept, and R d is the rank of the document according to the query. This alternative display is another succinct way of visualising the main medical concepts related to the user query. An example of the use of UMLS concepts in FindZebra is given in Section 5.1.
Evaluation
We evaluate and compare FindZebra and the four other systems presented in Section 3.3 from two perspectives. On the one hand following the standard paradigm of computing statistical measures of precision and recall, a commonly used approach in evaluating information retrieval systems. Table 2 shows the retrieval precision at rank k (P @k) and the mean reciprocal rank (MRR) of our experiments averaged for all 56 queries. The result for each query is given in Supplementary Table 2 [31-50]. Secondly, we analyse the results returned for the queries by each of the systems in order to get a deeper understanding of the strength and weaknesses of each approach. This should also have particular value to clinicians. As can be seen in Figure 1 , there is a clear distinction on how the systems perform overall, depending on the origin of the queries. Supplementary Table 3 summarizes the performance of all approaches in terms of queries for which the correct result appears in the top 20 ranks. The results show that all other systems except FindZebra have difficulty in addressing queries from OJRD. For these queries, FindZebra returns correct results for 17 of the 25 queries (68%), whereas Google Search and Google Custom return correct results for 3 (12%) and one (4%), respectively. For the OJRD queries, neither Google Restricted, nor PubMed manage to return correct results for any of the queries. For the HLJ queries, FindZebra still has a lead, managing to return correct results for 4 of the 5 queries (80%), with Google Search returning correct results for 2 (40%), Google Custom returning correct results for 3 (60%), Google Restricted returning correct results for one (20%) and PubMed for none. For the BMJ queries, which were specifically devised for Google Search, the differences between systems are less pronounced. FindZebra and Google Custom are leading, both returning correct results for 17 of the 26 BMJ queries (65%), with Google Search returning correct results for 13 (50%), Google Restricted 5 (19%) and PubMed 9 (35%).
In 13 of the 56 queries, none of the systems was able to return the correct result. Of these, 8 were from OJRD and the remaining 5 were from BMJ. It is interesting to note that for both OJRD and BMJ queries, there have been comments from clinicians that some queries are particularly difficult to address. Specifically, HLJ identified 3 queries from OJRD (13, 20, and 21) where the symptoms are probably not specific enough to identify the correct cause. Additionally, Tang and Ng commented on the difficulty of 3 other queries (36, 39, and 43) , noting that the first two are less likely to be successful because they cover a complex disease with non-specific symptoms, while the last one is less likely to be correctly addressed, because it covers a rare presentation of a common disease. Of these 6 queries labelled as particularly difficult, only FindZebra is able to find the correct result to one (query 39) at rank 8. In 17 of the 56 queries, FindZebra is the only system with a correct result, with 13 of these queries from OJRD. Google Custom is the only system to return correct results for query 52. None of the other systems manages to be alone in returning correct results for any of the queries. There are 5 queries that are not addressed correctly by FindZebra, but for which one or more of the other systems return correct results. In fact, Google Custom returns correct results for all the 5 queries, with Google Search returning correct results for 3, and PubMed managing to return correct results for 2 of them.
Use of UMLS medical concepts example
The option of clustering documents by UMLS concepts is better suited for medical professionals who wish to quickly read about the correct diagnosis; instead of having to browse all the retrieved documents, they can focus on the cluster of documents that contains the correct diagnosis. Consider, for example, query 25 (see Supplementary Table 1) , for which none of the Google Search options return a relevant result, and for which FindZebra standard search returns two relevant documents with the correct diagnosis at ranks 4 and 10. By selecting the option of clustering documents by UMLS medical concepts for this query, the correct diagnosis shows up as the main title of the third cluster. This cluster contains three documents on that disease that were originally at ranks 4, 10 and 27. Hence, whereas standard search retrieves two relevant documents at rank 4 at best, this clustering option retrieves three relevant documents at rank 3.
The option of ranking UMLS concepts as opposed to documents is better suited for medical professionals who wish to quickly browse diagnoses and their corresponding UMLS concepts, without spending time reading their descriptions. For query 25 seen above, this option identifies the correct UMLS concept C0268579 Ketotic Hyperglycinemia, Propionic Acidemia, propionylCoA carboxylase deficiency, PCC Deficiency and ranks it as the second most relevant concept to this query (as opposed to rank 4 with standard search). Similarly, for query 18, this option identifies the correct UMLS concept and displays it at rank 5 (as opposed to rank 10 with standard search).
Discussion
One of Google's advantages in web search is its specialized ranking algorithm optimised to work with a large sized index. Our finding, that FindZebra outperforms Google overall for this task and especially when restricted to the sites of our collection (Google Restricted), suggests that Google ranking algorithm is suboptimal for the task at hand. The poor Google Restricted results highlight this because in this case FindZebra and Google are using the same limited, focused data. When broadening the data collection indexed by Google using again a Google Custom Search, but which searches the entire web, only emphasising the documents in the limited collection (Google Custom), the performance of Google is improved but still inferior to the evaluation results obtained for FindZebra. PubMed also has a large index, containing a comprehensive resource of medical articles, however the search approach is different, as results cannot be ranked by relevance but exact match is expected. While this can be overcome by boolean queries, the query complexity becomes quite high and the amount spent on constructing such queries would be more than what is thought of reasonable in medical literature.
It is probably the case that neither PubMed nor Google handle long queries very well, as is the case with long lists of symptoms and observations. This might explain why FindZebra is able to achieve better results for HLJ and OJRD queries, which have an average query length of 28 and 21 words, respectively. For BMJ queries, which have a much lower average query length of 5 words, being devised specifically for Google Search, FindZebra is on equal footing with Google Custom, with Google Search, Google Restricted and PubMed performing considerably better than on the OJRD queries.
In addition to retrieving relevant documents at higher ranks than Google, our system also returns correct results for more queries in the top 20 retrieved documents (67.9%) than any of the Google variants we tested (37.5% at best). For the specific task described in this work, we can argue that the most important success consideration is for the correct diagnosis to appear at the top of the diagnostic hypotheses returned by the system. In our case, we not only get in 67.9% of the cases the correct result in top 20, but it is important to also note that the returned results are actually disease hypotheses, streamlining the clinician's diagnostic process.
The MRR scores show that on average the correct diagnosis appears above rank 3 with our system (0.385), at around rank 5 with Google Search (0.206) and lower for Google Restricted, Google Custom and PubMed. Standard Google Search can thus, to some degree, compensate for the optimal design (in this context) by its larger index. What the MRR actually means for a clinician is that, with FindZebra, when selecting the diagnostic hypotheses, it would be enough to include on average only the first three disease hypotheses retrieved using the system. Moreover, as the results correspond to diseases, transforming a search result into a diagnostic hypothesis should be straightforward. Each result is associated with a description of the disease from a reputable source. Compare this to Google, where results can be retrieved from various types of sources and reading through search results snippets might not be as straightforward.
The evaluation has revealed 5 queries (5, 31, 40, 42, and 52) for which Google Custom returns the correct result and FindZebra not. This result shows that FindZebra, despite being the overall better, still has limitations. The FindZebra index did not include documents for diseases for query 40 and 42, but we have multiple documents for the others. It is notable that 4 of the 5 queries are BMJ queries, which are considerably shorter than both HLJ and OJRD queries. One work-around for short queries would be to enrich the query with synonyms and conceptually similar medical terms. This technique, known as query expansion, is commonly employed in information retrieval systems and also by Google 15 The articles retrieved by Google Custom pointing to the correct diagnosis were in all 5 cases not indexed by FindZebra. This suggests that adding more sources, such as UpToDate and Medline Plus, could improve the system. However, he have yet to assess how the performance is affected by the number of sources used and how each source contributes to the overall quality of the system. Finally, it is worthwhile discussing how well our evaluation approach can mimic a real diagnostic situation. The main limitation is that it is hard to achieve a query completely blind to the diagnosis because it is known at the time of the construction of the query. The queries are based upon descriptions of the symptoms from case stories. Knowing the diagnosis will probably to some degree bias the description of symptoms. To illustrate how such a bias may occur, the authors of the BMJ queries state that ". . . although we were blinded to the correct diagnosis, one author was a respiratory and sleep trainee and the other a rheumatologist; sometimes the diagnoses were evident to us, and this could have affected our choice of search terms" [20] . Another aspect is to what degree expert knowledge goes into construction of the queries. From an efficiency point of view we would like the work going into this to be as little as possible. However, the key to successful retrieval is the clinician's ability to represent observations on symptoms in terms that resonate with the general usage as well as with the ranking algorithm used. It is not clear that a typical description of a case appearing in a journal fits web search well. The authors of the BMJ queries are quite clear that medical judgement went into creating their queries: "We chose between three to five search terms for each case, depending on symptoms and signs that we felt would not return a non-specific result. We selected "statistically improbable phrases" whenever possible" [20] . When comparing to the original cases taken from the New England Journal of Medicine referenced in [20] , it is apparent that the authors did more than just select symptoms from the original reports. They often changed the words, used synonyms, and employed highlevel knowledge to arrive at the BMJ queries. For the OJRD queries we used the original descriptions from the article. It could therefore be of interest to follow the same procedure for the BMJ queries and compare performance before and after the adaptation to web search. We suspect that the original longer descriptions of the cases would probably be beneficial for FindZebra but not for Google Search.
Summary and conclusion
Effective text processing tools are very important to aid biomedical researchers. There has been a remarkable surge of new advances in biomedical language processing, and web search engines in particular are becoming increasingly popular for the task of diagnosing difficult cases. In this article we have asked ourselves how effective is web search actually for diagnosis? We therefore designed an evaluation approach and focussed on the most popular 20 resources used namely Google Search and PubMed. In order to address what determine successes and failures of these resources we developed FindZebra, a specialized search engine for rare diseases, customised for rare disease diagnosis by clinicians in terms of the selection of curated data resources, system interface, indexing (e.g. associating UMLS medical concept identifiers to indexed documents) and retrieval functionalities. The evaluation convincingly showed that FindZebra outperformed Google on standardised performance metrics, specifically precision at rank k (with k = 10, 20), mean reciprocal rank and the percentage of queries for which the correct result was returned.
A lesson of this study and similar work in this field is that the ranking algorithm used by large-scale web search engines like Google are not optimized for particular unusual domains, making it feasible to build improved specialized search engines. Hence, one of the contributions of this work is to demonstrate how one can 'do more with less': we simply used an open source information retrieval system with standard settings and freely available online medical information. The perspective of combining the ease-of-use of web search with specialized domain knowledge should be attractive to specialists in many areas as it has the potential to greatly improve the quality of search as our work of diagnosis of rare diseases has demonstrated.
There are several ways to move this work forward. On one side we may go further along the path set out in this work by using more advanced information retrieval models and collect data from additional authoritative sources. A perhaps even better strategy would be to work on the data acquisition side and directly and correctly collect symptom-diagnosis association data. In setting up our evaluation approach we found it surprisingly difficult to collect queries with an associated diagnosis. Initiatives in the medical community to systematically collect this kind of data in an unbiased way would be a valuable source for better information retrieval system performance and precision assessment. 
Appendix: Supplementary material

Supplementary Table 1 -Queries
This table displays the real-life medical cases of rare diseases used for the experimental evaluation of this work. The sources are HLJ (MD Henrik L. Jørgensen), References [31] to [50] are from the Orphanet Journal of Rare Diseases (OJRD) and BMJ is referring to the British Medical Journal (BMJ) article of Tang and Ng [20] . Table 2 for each query. Rank 1st relevant is the rank of the first relevant document (the lower the rank number, the better the performance). Relevant @10/20 is the number of relevant documents in the top 10/20 ranks (the higher the number, the better the performance). 0  38  1  1  3  4  2  4  1  3  3  1  2  2  11  0  3  39  8  1  1  -0  0  -0  0  -0  0  -0  0  40  -0  0  1  5  10  1  5  10  -0  0  -0  0  41  13  0  1  13  0  1  5  2  2  -0  0  -0  0  42  -0  0  2  5  8  4  2  5  -0  0  1  1  1  43  -0  0  -0  0  -0  0  -0  0  -0  0  44  -0  0  -0  0  -0  0  -0  0  -0  0  45  17  0  2  18  0  1  15  0  1  -0  0  -0  0  46  -0  0  -0  0  -0  0  -0  0  -0  0  47  5  2  3  1  1  1  12  0  1  -0  0  12  0  3  48  1  2  4  -0  0  -0  0  -0  0  -0  0  49  3  1  1  1  2  2  16  0  1  -0  0  -0  0  50  1  2  3  1  6  12  1  8  11  1  1  1  1  1  1  51  1  2  4  1  5  7  1  8  12  -0  0  1  3  3  52  -0  0  -0  0  1  2  2  -0  0  -0  0  53  1  3  5  -0  0  2  3  4  -0  0  1  2  2 1  3  4  1  2  5  1  3  4  1  1  1  1  1  1  55  3  1  1  -0  0  -0  0  -0  0  -0  0  56  3  2  3  1  1  1  -0  0  2  1  1  -0  0   Supplementary Table 3 -queries for which correct/relevant results were returned (detailed)
No
FindZebra
This table breaks down the results for the queries by system. The following is a list of comments about specific difficult queries. HLJ on query 13: These symptoms could be caused by many different diseases including some fairly common ones. It might not be the best case story for your purposes. On the other hand, I think that it will be interesting to see what the system will come up with here. HLJ on query 20: This case is interesting but I doubt the system will work here. In a patient of 64 years, these symptoms could be caused by a multitude of diseases, most of them much more common than the rare infectious disease. HLJ on query 21: This one is also interesting, although not that uncommon. Several other similar infections could produce a picture like this, so I am looking forward to the proposals of the system. BMJ authors on query 36: less likely to be successful because of complex disease with non-specific symptoms. BMJ authors on query 43: less likely to be successful because of common disease with rare presentation. 
