We formulate and solve a control problem where data are sent over a communication network that introduces random time delays. Past time delays are assumed known by the use of timestamps and the probability distribution of future delays are modeled with a Markov chain with continuous observation densities. We generalize previous results on LQG control of jump linear systems to cover this situation.
Introduction
Modern control systems oRen use a communication network to send measurement and control signals between nodes. A common communication network reduces the cost of cabling, and offers modularity and flexibility in systems design. Possible alternatives include CAN, Profibus, FIP, Ethernet and ATM.
Communication delays in such networks can vary in a random fashion. The reason for this can be e.g. interrupt driven events, data dependent computation times, use of dynamic schedules, collisions or varying network load. In previous papers we have addressed the problem of analysis of given control laws using Markov chain theory. In this contribution we present the optimal linear quadratic controller. This is a generalization of old results in jump linear systems and the results in and where the LQG-problem is solved with the assumption that the time delays are independent from sample to sample. It was also shown how timestamps can be used in the LQG-controller. In it is shown how to analyze a given controller when the delays are modeled using the Markov chain setup in Section 1.2.
Jump Linear Systems
Jump linear systems can in discrete time be written * This work is supported by NUTEK, Swedish National Board for Industrial and Technical Development, Project Dicosmos, 93-3485. as where A(Q) and B(rk) are functions of the state rk in a Markov chain. Jump linear systems was introduced in the 60's by Krasovskii and Lidskii (1961) . The LQ-problem was solved by Sworder (1969) . Since then much work have been done for Jump linear systems, see Ji et al. (1991) for a survey. Recent work include solutions in terms of Linear Matrix Inequalities, see e.g. Rami and Ghaoui (1997) . In our setup each Markov state corresponds to a given continuous probability distribution of the time delays. This is a popular, efficient model class in e.g. speech recognition, see the review paper Rabiner (1989) but has to our knowledge not been used in the control field of jump linear systems. The resulting controller is of a form tractable for fast implementations. It is a linear feedback with gain scheduling on last measured time delay which can be precomputed in a one-parameter table. A timevarying Kalman filter is also needed, but the special system structure makes an efficient implementation possible so that no Riccati equations have to be solved on-line. It is assumed that the state of the Markov chain is known at time of control. If the state is unknown it can be estimated using standard methods from Hidden Markov Models, see Elliot et al. (1995) , but the form of the optimal controller is not known.
Models of Real Time Communication
We will study a model that captures the dependency between successive time delays. This gives a quite flexible model class for which it is possible to derive analytical results of optimal controllers, the separation principle holds and which allows model identification using well established methods from e.g. speech recognition. It is important to keep the number, Figure 1 . Here L is the state for low network load, M the state for medium network load, and H is the state for high network load.
Timestamps and Clock Synchronization
The time delays are unknown in advance. At time k it is however possible t o have information about old, or some of the old, time delays. For some networks (such as CAN) this information can be obtained directly, for others it can be achieved by so called timestamps. The idea is t o adjoin the time of generation to each signal sent. The receiver can then compare the timestamp with his local clock and calculate the time delay. In some cases arrival information need this is a research area in itself. For us it suffices to know that such synchronized clocks can under reasonable assumptions be implemented with low cost, see Mills (1991).
Control of Systems with Varying Time
This section gives a short summary of previous work on systems with varying time delays, see the references for a thorough review.
Delays
Make the System Tim-Invariant An approach to make the closed loop system time-invariant was presented in Luck and Ray (1990) . The idea is to introduce buffers of the same length as the worst case delays at the controller and actuator node. The problem with this method is that it makes the delays longer than necessary, which can degrade control performance, see IWsson et al. (1996) .
Stochastic Approaches
In Liou and Ray (1991) a setup with a time skew between the sensor and controller is studied. The resulting process description is where A h and B k arc! random due to the random delays. An LQ-optimal controller is presented, but it is not known whether the separation principle applies. In Krtolica et al. (1994) a problem with the delays as a multiple of the sampling interval is studied. The number of sampling intervals the signals are delayed is modeled with a Markov chain. Necessary and sufficient conditiclns for zero-state mean-square exponential stability are derived.
Problem Formulation
In this section we will setup the network and plant model for the system in Figure 3 . It is assumed that the sensor node is sampled regularly at a constant sampling period h. The measurement are sent via the network t o the controller node. The controller node is assumed to be event driven, i.e. upon arrival to the controller node the control signal is calculated and sent via the network to the actuator node. The computation time, zc, is included in rea. The actuator node is assumed to be event driven, i.e. the control signal will be used as soon as it arrives.
The Markov Communication Network
The network delays are collected in the variable Zk, where z k is a random variable with probability distribution given by the state of a Markov chain. 
Introduce the Markov state probability and the Markov state distribution vector
The probability distribution for rk is given by the recursion
where no is the probability distribution for ro. 
Discrete Time System
h-rp-rr
The output equation is
where y k E RP. The stochastic processes v k and wk are uncorrelated white noise with zero mean and covariance matrices R1 and R2 respectively. Remark: The assumption that the delays from sensor to actuator are less than h can be changed to that the variation in the delays from sensor to controller are less than h. This generalization requires that the process state is extended with some old control signals.
Delay Distributions
Let Y k denote the sigma algebra generated by the random components up to time k, i.e. The probability distribution of z k is assumed given by the state r k of the Markov chain, i.e.
P(zk E
for all measurable sets F . Markov chains with continuous observation densities will be used. Figure 2 shows the probability distribution
The controlled process is assumed to be linear of the f i ( 7 k ) = P(zk I r k = i) This is a system where we can use the derived synthesis method. The design is made by setting up a cost function to be minimized. Here we will use (8) with
As we in this example only have statistical information about the control delay when we calculate the control signal the controller will not be a function of rk. The optimal control will be where rk is the state of the Markov chain. In this example the Markov chain state is assumed known when the control signal is calculated. Solving the coupled Riccati equations in Theorem 1 gives L ( T k ) .
In Figure 6 the stationary LQ-cost is evaluated in 
Optimal Output Feedback
The following theorem states that the combination of Theorem 1 and Theorem 2 is optimal.
THEOREM 3-sEPARATION PROPERTY Given the plant (3)- (7) 
