Abstract. We give an explicit presentation for the integral cohomology ring of the complement of any arrangement of level sets of characters in a complex torus (alias "toric arrangement"). Our description parallels the one given by Orlik and Solomon for arrangements of hyperplanes, and builds on De Concini and Procesi's work on the rational cohomology of unimodular toric arrangements. As a byproduct we extend Dupont's rational formality result to formality over Z.
Introduction
The topology of the complement of an arrangement of hyperplanes in a complex vector space is a classical subject, whose study received considerable momentum 1 form early work of Arnol'd and Brieskorn (e.g., [Arn69, Bri73] ) motivated by applications to the theory of braid groups and of configuration spaces. A distinguishing trait of this research field is the deep interplay between the topological and geometric data and the arrangement's combinatorial data, here usually understood to be the arrangement's matroid, a combinatorial abstraction of the linear dependencies among the hyperplanes' defining forms. A milestone in this direction is the presentation of the complement's integral cohomology algebra given by Orlik and Solomon [OS80] , building on work of Arnol'd and Brieskorn. As we will explain below, this presentation is fully determined by the combinatorial (matroid) data and thus such an algebra can be associated with any matroid. Over the years, Orlik-Solomon algebras of general matroids have attracted interest in their own right [Yuz01] .
In the wake of De Concini, Procesi and Vergne's work on the connection between partition functions and splines [DPV10] came a renewed interest in the study of complements of arrangements of subtori in the complex torus -a class of spaces which had already been considered by Looijenga in the context of moduli spaces [Loo93] . Following [DP05] we call such objects toric arrangements. In §1.1 below we will briefly outline the state of the art on the topology of toric arrangements. This research direction was spurred particularly by the seminal work of De Concini and Procesi [DP05] which foreshadowed as rich an interplay between topology and combinatorics as is the case for hyperplane arrangements.
A crucial aspect that emerged in [DP05] and was confirmed by subsequent research in the topology of toric arrangements is that the matroid data naturally associated with every toric arrangement is not fine enough to encode meaningful geometric and topological invariants of the arrangement's complement. The quest for a suitable enrichment of matroid theory has been pursued from different points of view, i.e., by modeling the algebraic-arithmetic structure of the set of characters defining the arrangement [DM13, BM14, FM16] or by studying the properties of the pattern of intersections [DR18, Pag17] (see §1.2 and Section 2.4).
In this paper we provide an Orlik-Solomon type presentation for the cohomology algebra of an arbitrary toric arrangement, generalizing De Concini and Procesi's work on the unimodular case. Our presentation holds also for the integral cohomology algebra, and it is fully determined by the intersection pattern. In order to be able to state our results we provide some background.
1.1. Arrangements of hyperplanes and Orlik-Solomon Algebras. We start with a (central) hyperplane arrangement, i.e. a finite set A = {H λ } λ∈E of codimension one linear subspaces in a complex vector space V ≃ C n . The space M (A) := V \ ∪A is in a natural way an affine complex variety, hence its cohomology (over C) is computed by the algebraic de Rham complex, as the quotient of the group of closed algebraic forms modulo that of exact algebraic ones (by Grothendieck's algebraic de Rham theorem [Gro66] ).
We choose vectors {a λ } λ∈E ⊂ V * such that H λ = ker a λ and consider the free exterior algebra Λ E over Z generated by the symbols {e λ } λ∈E . In Λ E we define an ideal as follows: for every subset A := {a λ1 , · · · , a λr } ⊂ {a λ } λ∈E of linearly dependent vectors, we set
(−1) i−1 e λ1 · · · e λi · · · e λr and let J E be the ideal generated by the ∂e A 's, where A runs over all linearly dependent subsets of E. The quotient algebra Λ E /J E is called the Orlik-Solomon algebra of the arrangement. The theorem of Orlik and Solomon states that the map Λ E → H * (M (A), Z) sending e λ to the differential form 1 2πi dlog a λ factors to an algebra isomorphism
Two consequences of this fact are:
(1) H k (M (A), Z) is generated in degree one; (2) the integral ring structure depends only on the structure of the family of linearly dependent subsets of {a λ } λ∈E .
As we will explain more precisely in Section 2.3, the combinatorial data of the family of linearly dependent subsets of E is encoded in the arrangement's matroid. Thus, item (2) above can be rephrased by saying that the integral ring structure depends only on the matroid or equivalently, using a basic fact in matroid theory, that it depends only on the partially ordered set
of all intersections of hyperplanes, ordered by reverse inclusion [OT92, §2.1].
The construction of Λ E /J E can be formally carried out for every abstract matroid, hence with every matroid is associated an Orlik-Solomon algebra, and this class of algebras enjoys a rich structure theory (see [Yuz01] for a survey). For instance, the matroid's Whitney numbers of the first kind count the dimensions of the algebra's graded pieces (hence, in the case of arrangements, the Betti numbers of the complement), and generating functions for these numbers can be obtained from classical polynomial invariants of matroids (e.g., the Tutte polynomial).
Toric arrangements.
A toric arrangement is a finite set A of codimension one subtori in a complex torus T ≃ (C * ) n . The topological object of interest is, again, the complement M (A) := T \ ∪A. Each such subtorus can be defined as a coset of the kernel of some character of T . The arrangement is called central if every subtorus is the kernel of a certain character. If we fix one such defining character for every subtorus in A we can consider the matroid of linear dependencies among the resulting set of characters (e.g., viewed as a family of elements of the vector space obtained by tensoring the lattice of characters by Q). This matroid does not depend on the choice of the characters.
Even to encode basic topological data such as the Betti numbers of the arrangement's complement, this "algebraic" matroid data must be refined, for instance by some "arithmetic" data given by the multiplicity function which keeps track of the index of sublattices spanned by subsets of the characters. This approach goes back to Lawrence [Law11] . An axiomatization of some crucial properties of this function is the foundation of the theory of arithmetic matroids [DM13, BM14] . By [DP05] and via Moci's arithmetic Tutte polynomial [Moc12a] , the Betti numbers of the complement of a central toric arrangement can be computed from the associated arithmetic matroid.
Since intersections of subtori can be topologically disconnected, the "geometric" intersection data of a toric arrangement is customarily taken to be the poset of layers, i.e., connected components of intersections (see Definition 2.5). The significance of this poset was already pointed out by Zaslavsky [Zas77] . Unlike the case of hyperplanes and matroids, we do not know whether such posets are fully determined by the arithmetic matroid. For an in-depth discussion of this question see [Pag17] . The paper [DR18] introduces group actions on semimatroids as an attempt for a unified axiomatization of posets of layers and multiplicity functions.
The line of research leading to the present work starts with [DP05] where a general result about the Betti numbers of the complement was obtained (see Lemma 2.17). Combinatorial models for the homotopy type of complements of toric arrangements were studied in [MS11, dD12] , and minimality of such spaces was proved in [dD15] . De Concini and Gaiffi recently computed the cohomology of certain compactifications of M (A) [DG18b, DG18a] , see also [Moc12b] for related earlier work.
Algebraic (rational) models for the cohomology of M (A) were developed by Bibby [Bib16a] and Dupont [Dup15] , and the minimality result of [dD15] implies torsion-freeness of the integral cohomology. Dupont also proved rational formality of M (A) in [Dup16] . Further related work includes results about representation stability [Bib16b] and local system cohomology [LV12, DSY17] .
Presentations of the graded rational algebra were discussed in [Bib16a] and further described in [Pag17] , where the dependency of these algebras from the combinatorial data of the poset of layers has been investigated in depth.
The integral cohomology algebra was considered in [CD17] using purely combinatorial methods, but we point out that the formulas for the multiplication given there contain a mistake. Here we take a different point of view. In particular, we obtain a presentation for the cohomology ring H * (M (A), C) that can be seen as generalizing the one obtained for hyperplanes by Orlik-Solomon. In the unimodular case, i.e., when the elements of A are defined by primitive characters, we recover the presentation that had been obtained in [DP05] .
1.3. Results. In this paper we provide Orlik-Solomon type presentations for the integral cohomology algebra of a general toric arrangement.
More precisely,
• We generalize De Concini and Procesi's presentation beyond the unimodular case, to all toric arrangements (Theorem 6.13). In the general case this algebra is not necessarily generated in degree one, and every minimal linear dependency among characters induces a number of relations equal to the number of connected components of the intersection of the involved characters (the case where every such dependency induces one relation is precisely the unimodular one studied by De Concini and Procesi).
• We prove that the forms we choose as generators of the cohomology are integral. Moreover the relations involved in our presentation hold as relation of forms, not only of cohomology classes. Thereby we extend Dupont's result of rational formality to integral formality, and we obtain an OrlikSolomon type presentation for the integral cohomology algebra as well (Theorem 7.4).
• The data needed for the presentation is fully encoded in the poset of connected components of intersections (Remark 6.15) and, thus, in the Gsemimatroid associated to the arrangement [DR18] . Moreover, an example due to Pagaria shows that the cohomology ring structure cannot be recovered from the associated arithmetic matroid or from the associated matroid over Z (see Remark 2.18 and [Pag18]).
1.4. Plan. The plan of the paper is as follows: First, in Section 2 we recall a few definitions related to the topology and combinatorics of toric arrangements, and introduce our choice of logarithmic forms associated with the arrangement's elements. In Section 3 we start from De Concini and Procesi's work and deduce some formal identities associated with minimal dependencies among the arrangement's defining characters. The technical tool towards treating the non-unimodular case are certain coverings of toric arrangements introduced in Section 4. Then, in Section 5 we put this tool to work and single out a special class of coverings (which we call "separating covers"). These coverings allow us to define some fundamental forms accounting for the single contributions in cohomology associated with different components of the same intersection. In Section 6 we prove that these forms generate the cohomology algebra and the relations generate the whole relation ideal. Finally, in Section 7 we extend our results to integral homology. 
Basic definitions and notations
2.1. Generalities. Throughout, E will denote a finite set. For indexing purposes, we will fix an arbitrary total ordering < of E (e.g., by identifying it with a subset of N). We will also follow the following conventions: we will consider every subset of E to be ordered with the induced ordering. For A, B ⊆ E, we will write (A, B) for the concatenation of the two totally ordered sets, i.e. if A = {a i < · · · < a l } and
Definition 2.1. Given A, B ⊆ E, let ℓ(A, B) denote the length of the permutation that takes (A, B) into A ∪ B.
2.2. Toric arrangements. Let T = (C * ) d be a complex torus, and let Λ be the lattice of characters of T . Consider a list χ ∈ Λ |E| of primitive elements of Λ ≃ H 1 (T, Z) and a tuple b ∈ (C * ) |E| . The toric arrangement defined by χ and b is
where H i = χ Notice that the torus T is an element of L(A) since it is the intersection of the empty family of hypertori. 
Definition 2.8. Given a toric arrangement A in T and a point p ∈ T we define the linear arrangement A[p] in the tangent space T p (T ) as the arrangement given by the hyperplanes T p (H) for all H ∈ A such that p ∈ H (cp. §1.1, and see [OT92] for background on hyperplane arrangements). Example 2.10. Let x, y be the coordinates on the 2-dimensional torus T . We consider the arrangement B in T = (C * ) 2 given by the following hypertori:
H 1 :={y = 1};
Notice that H 1 and H 2 as well as H 2 and H 0 intersect in a single point p = (1, 1), while H 1 and H 0 intersect in three points: p, q = (e 2πi 3 , 1), r = (e 4πi 3 , 1). We can identify the group of characters Λ with Z 2 generated by χ 1 = (0, 1), χ 2 = (1, 0). Hence y = e χ1 , x = e χ2 and the hypertorus H 0 is associated with the character χ 0 = χ 1 + 3χ 2 .
The intersection of B with the compact torus is represented in Figure 2 .10. Along this paper we will use this arrangement as a running example for the definitions and results that we introduce.
We identify the tangent space T p (T ) with C 2 , with coordinatesx,ȳ The local arrangement B[p] is given by the hyperplanes with equations 3x +ȳ = 0,ȳ = 0,x = 0, while the local arrangement B[q] has equations 3x +ȳ = 0,ȳ = 0. 2.3. Matroids. As elements of the vector space Q⊗Λ, the characters χ i determine linear dependency relations. The family
of index sets of minimal linear dependencies among characters in X is the set of circuits of a matroid M on the set E. In the following we will not need specifics about abstract matroids, hence we point to [Oxl11] for an introduction to this theory. In general, we will speak of linearly dependent or independent subsets of E referring to dependencies of the corresponding characters.
Definition 2.11. Recall the fixed total ordering of E. A broken circuit of the matroid M is any subset of E of the form C \ min C where C is a circuit.
A no-broken-circuit set (or nbc-set) is any subset of E that does not contain any broken circuit. The collection of all nbc sets is denoted nbc(A) (or nbc(M) if we want to stress the dependency from the matroid).
Remark 2.12. Every nbc-set is necessarily independent.
Arithmetic matroids.
There is additional enumerative data to be garnered from the set E, when this is viewed as a subset of the lattice Λ. In particular, to every subset A ⊆ E we can associate its span Λ A := A ⊆ Λ and a lattice
that associates to every subset A of E the index of the Λ A in Λ A is called the multiplicity of A. Equivalently, m(A) is the cardinality of the torsion subgroup of the quotient Λ/Λ A .
Remark 2.13.
(a) If A is a toric arrangement, for all A ⊆ E the integer m(A) is the number of connected components of the intersection χi∈A H i when this intersection is non-empty. (b) Unimodularity of the list E is equivalent to m being constant equal to 1, and is equivalent to unimodularity of the arrangement A. Lemma 2.14. If C is a circuit, then the following relation holds:
where c i ∈ {1, −1} for all i.
Proof. By definition there are integers k i such that i∈C k i χ i = 0. Moreover, in order to compute the values of the function m it is enough to restrict to the sublattice Λ C . By linearity of the determinant function, we have
Now, elementary manipulation shows that (1) holds, e.g., with c i = sgn(k i ).
Remark 2.15. By [Pag17, Theorem 3.12], the coefficients of all relations (1) (and, in particular, the signs c i ) depend only on the poset of layers L(A ).
Remark 2.16. If the arrangement is unimodular, from Lemma 2.14 we garner that every circuit can be realized by a minimal linear dependency all whose coefficients are integer units.
The following Lemma is essentially proved in [DP05, Thm. 4.2].
Lemma 2.17. If A is any toric arrangement in a torus T of dimension d, the Poincaré polynomial of the complement M (A) is given in terms of the nbc-sets and the multiplicity function as
where, for j = 0, . . . , d,
Remark 2.18.
(a) The data given by the matroid M together with the function m determines an arithmetic matroid. We refer to [DM13] for a general abstract definition of an arithmetic matroid, and some of its properties. (b) The poset L(A) determines the arithmetic matroid data. In fact, for any given set A ⊆ E we can consider the set X of minimal upper-bounds in L(A): A is independent if and only if the poset-rank of the elements of X equals |A|, and the multiplicity of A equals |X| (via Remark 2.13).
On the other hand the recent paper [Pag18] explicitly constructs two toric arrangements with isomorphic arithmetic matroid data but non-isomorphic posets of layers.
Example 2.19. In the arrangement B introduced in Example 2.10 the only minimal dependent set of characters is C = {χ 0 , χ 1 , χ 2 }, hence this is the only circuit in the associated matroid. The relation −χ 0 + χ 1 + 3χ 2 = 0 holds. The arithmetic matroid associated with B has set E = {χ 0 , χ 1 , χ 2 } ⊂ Λ = Z 2 and the multiplicity function is given by m({χ 0 , χ 1 }) = 3, while m(A) = 1 for all other subsets of E. In particular notice that B is a central, not unimodular arrangement.
2.5. Logarithmic forms. We will study presentations of the cohomology algebra that use, as generators, a distinguished set of logarithmic forms.
Definition 2.20. For all i ∈ E we set
and
For symmetry reasons, we also define the forms
Given any A = {a 1 < . . . < a l } ⊆ E we write
is a circuit of a unimodular arrangement, and we assume that
where the fixed total ordering on E is understood,
and ℓ(A, C \ A) is the length of the permutation reordering A, C \ A (see Definition 2.1). 
To go from [DP11, eq. (15.
3)] to our (4) it is enough to use the boundary relation
Example 2.22. Consider the unimodular arrangement B ′ in T = (C * ) 2 given by the hypertori H 1 , H 2 , H 0 , where H 0 = {xy = 1}. The relation χ 0 = χ 1 + χ 2 holds and the forms associated with B ′ are
The set C = {χ 0 , χ 1 , χ 2 } is the only circuit and relation (4) gives
as can be checked directly. In the following we will use the arrangement B ′ as a running example of a unimodular arrangement.
Some formal identities
In this section we derive some identities among the forms associated with a circuit C ⊆ E. For ease of notation we identify E as a subset of N with the natural order, and we suppose that C = {0, 1, . . . , k}. Then the characters χ 0 , . . . , χ k exhibit a linear dependency, and we examine different cases according to the signs of the coefficients of this linear dependency.
The results of this section will be enough in order to treat the unimodular case, where (see Remark 2.16) such coefficients must be units.
we have the following identity.
Proof. We fix j ∈ {1, . . . , k}. Consider the non-zero products in the expansion of (6) that do not contain either the factor ω j nor the factor ψ j . In each one of these terms, all the factors ω i for i > j have to appear. Instead, due to the fact that ω i ∧ ψ i = 0, exactly one of the two terms ω i and ψ i has to appear for i < j . So the sum of the products not containing ω j or ψ j will be
Hence we have,
We conclude the purely formal identity
Now we use our assumption 
noticing that the products η I∪{0} already follow the standard ordering. We can now use [DP11, eq. (15.
3)], i.e.,
in order to rewrite Equation (7). If we take A = I ∪ {0}, since k − i(A) = |A| − |A ≤i(A) |, we obtain the claimed equality.
or, using the forms ω i defined in Equation 3,
Proof. We start by a formal identity which can be readily verified, e.g., by induction on k.
We can now expand the left-hand side using Lemma 3.1 applied to the identity (−χ 0 ) = i>0 χ i . Collecting terms we obtain
Noticing that
d log(1 − e −χ0 ) = ω 0 − ψ 0 we conclude:
For the second equation we can immediately compute
so multiplying formula (8) by 2 k we get the claimed identity. 
Proof. We apply Lemma 3.2 to the identity Definition 3.5. Given a subset A ⊆ E, for every i ∈ E let
Thus, if B ⊆ E is disjoint from A we can define
where the factors are in increasing order with respect to the total order on E.
Proposition 3.6. Let C be a circuit of the matroid such that the corresponding minimal linear dependency has the form i∈C c i χ i = 0 where c i ∈ {±1} for all i. Then,
where, for every B ⊆ E, we write c B := i∈B c i . Moreover, as a consequence of the equation above we have
In particular ∂ω C corresponds to the sum of the terms with B = ∅.
Proof. Equation (10) can be rewritten as follows:
Expanding all the products and using Definition 3.5 we obtain formula (11). Moreover, using the negated equation
Adding this relation to the one in (10), and decomposing the expansion of the product in two parts, one containing all the terms ω A ψ B with |B| even and the other one containing all those terms with |B| odd, it can be shown that each of the two parts must equal 0.
In [DP05, Thm. 5.2] De Concini and Procesi prove that the complement of a unimodular toric arrangement is formal. They do this by showing that the rational cohomology ring is isomorphic to the sub-algebra of closed forms generated by ω i = dlog(e bi − e χi ) for i ∈ E and ψ χ = dlog(e χ ) for χ ∈ Λ. The formal relations among these generators are implicit in [DP05, eq. (20) ].
Notice that if the arrangement A is essential the forms ψ i = dlog(e χi ) for i ∈ E generate H 1 (T ; Q). It follows that the relations stated in Proposition 3.6 above lead to a presentation of the cohomology ring with respect to the generators ω i 's and ψ i 's. Hence we have the following reformulation of the result of [DP05] . 
-For every linear dependency i∈E n i χ i = 0 with n i ∈ Z, a relation i∈E n i e ∅;{i} = 0.
-For every circuit C ⊆ E, with associated linear dependency i∈C n i χ i with n i ∈ Z, a relation where, for all i ∈ C, c i := sgn n i and c B = i∈B c i .
Example 3.8. Going on with the arrangement of Example 2.22 and using the relation −χ 0 + χ 1 + χ 2 = 0 we obtain that the rational cohomology of the complement of arrangement B ′ has a presentation with generators
where −ψ 0 + ψ 1 + ψ 2 = 0 and relation (12) (or equivalently relation (17)) gives
Note that ψ 0 ψ 1 + ψ 0 ψ 2 = ψ 0 ψ 0 = 0 and hence the relation above can be simplified.
Coverings of arrangements
Recall our setup from Section 2.2, and in particular that we consider a primitive arrangement A in a torus T .
Given a lattice Λ ′ , Λ ⊆ Λ ′ ⊆ Λ ⊗ Q we consider the Galois covering U → T associated with the subgroup Λ ′ * ⊆ Λ * ≃ π 1 (T ) whose group of deck automorphisms is (Λ ′ /Λ) * ≃ Gal(U/T ).
Definition 4.1. Let f : U → T be a finite covering, and call A U the lift of A through f to the torus U . More precisely, let
the set of connected components of preimages of hypertori in A. Moreover, given
Remark 4.2. The previous definition ensures that A U is again a primitive arrangement. It is, however, not necessarily central. In fact, if we call χ := f • χ the character of U induced by χ, we see that the connected components f −1 (H i ) are associated with the (primitive) character χi ai . More precisely, every L ∈ π 0 (f −1 (H i )) has equation
where q is any point of L. For any i ∈ E and any point q ∈ f −1 (H i ) we set
Logarithmic forms on coverings. Our next task is to describe the logarithmic forms on M (A U
for the logarithmic form in Ω 1 M(AU ) associated with H i (q). Notice that this form does not depend on the choice of q in the same connected component.
Moreover, let
where the upper symbol * denotes as usual the pull-back. More generally, given any A ⊆ E, choose q ∈ f −1 (∩ i∈A H i ) and let
where the factors are taken in increasing order with respect to the index i and ω Proof. The only nontrivial case is when the characters associated with the indices in A are linearly independent, otherwise ω U A (q) = 0. Let τ ∈ G. Using the definitions we have the equalities
Since the forms ψ i are translation-invariant, we obtain immediately also
If we write A = {a 1 , . . . , a k }, we see that every form
The claim follows.
The previous result allows us to give the following definition.
Definition 4.4. Let A = {H i } i∈E be a toric arrangement in the torus T and consider a finite covering f : U → T . Consider an independent set A ⊆ E, let W be a connected component of ∩ i∈A H i and choose p ∈ W . Since the pullback map f * is injective, we can define forms ω f W,A and ω f W,A as the unique forms on M (A) such that
where q 0 is any point in f −1 (p).
Remark 4.5. If the arrangement A U is unimodular the formula in the definition above becomes
where L is any connected component of f −1 (W ).
Example 4.6. We can now consider the arrangement B of Example 2.10 and the covering f :
The arrangement B U is unimodular and is given by the 7 hypertori with equations u = 1, v = e 2πia 3
and uv = e 
and hence, taking the pushforward and dividing by the degree, we get ω f p,{0,1} = −1 4π 2 x 3 y 2 + x 3 y + 4x 2 y + 4xy + y + 1 xy (y − 1) (x 3 y − 1) dxdy.
Separation
To deal with the non-unimodular case, the following definition turns out to be useful.
Definition 5.1. Let A be an independent subset of E. We say that a covering f : U → T separates A if, for any connected component W of ∩ i∈A H i and for all i ∈ A there exist
If f : U → T is a covering such that the arrangement A U is unimodular, then f separates A for all independent set A ⊂ E.
Proposition 5.3. Let A ⊆ E be an independent set. There exists a covering f : U → T that separates A.
Proof. Consider the lattice
Since we have the tower of subgroups |A|−1 . This covering separates A. In fact, we claim that for every connected component W of i∈A H i and any choice of a point q ∈ f −1 (W ), the intersection i∈A H U i (q) is connected. To prove this claim, let k denote the number of connected components of i∈A H U i (q). We count in two different ways the number of connected components of f −1 ( i∈A H i ). On the one hand, for every i we have m(A) connected components of f −1 (H i ) and, once we have chosen for every i a connected hypertorus in f −1 (H i ), their intersection has k connected components. In this way we have km(A) |A| such components. On the other hand, the number of connected components of the preimage of each of the m(A) connected components of i∈A H i is at most m(A) rk(A)−1 , the degree of the covering -hence we obtain a count of at most m(A) rk(A) components. Since A is independent, |A| = rk(A) and we conclude k = 1.
The following theorem motivates our definition of separating coverings. If we assume that f separates A, then Definition 4.4 is equivalent to
where the sum is indexed using the componentwise ordering among integer A-tuples 1 := (1, . . . , 1), j := (j i ) i∈A , m := (m i ) i∈A .
Proof of Theorem 5.4. We give the proof for ω f W,A = ω g W,A , the other case being identical.
The theorem follows in its generality if we first assume that the statement holds when g = f • h, where h : V → U is a finite covering. In this case we have
where the multi-index j is as in the Remark 5.5. The last equality follows since f separates A. Again Remark 5.5 applied to g gives
where for all i, H V i,1 , . . . , H V i,ni are the connected components of g −1 (H i ), k = (k 1 , . . . , k |A| ), and n = (n 1 , . . . , n |A| ). Now we have that
Hence from the previous equality we get
). Finally, in the general case of two coverings f : U → T and g : V → T , we can consider the diagram
where h : V ′ → U is the pullback of g by f and g ′ = f • h. Since f separates A, then also g ′ separates A and we apply the first part of the proof to the maps f and g ′ .
Remark 5.6. Since the covering f : U → V is finite, we have that ω
where f * is the pushforward associated with the covering map f .
Using Theorem 5.4, we can state the following definition.
Definition 5.7. Given A ⊂ E independent and given W a connected component of ∩ i∈A H i , we define
where f : U → T is any covering that separates A.
Remark 5.8. We would like to convince the reader that the definition of the form ω W,A and ω W,A given above is the most natural choice in order to provide a set of form generating the cohomology of the toric complement.
As seen in (18), once we fix a covering f : U → T with Galois group G, the Gmodule Ω 1 (M (A U )) has a natural decomposition as a direct sum of semi-invariant modules associated with the characters of G. The forms defined above can be identified with certain G-invariant forms on M (A U ). We have that
In particular, if the sum of the characters of the factors is the trivial character, we get invariant forms, which correspond to forms on M (A).
The hypothesis that f separates A guarantees that we obtain enough semiinvariant 1-forms associated with the hypertori f −1 (H i ), for i ∈ A, in order to obtain m(A) independent invariant classes.
Lemma 5.9. If A, A ′ ⊆ E are such that A ⊔ A ′ is an independent set and W , resp. W ′ are a choice of a connected component of i∈A H i , resp. i∈A ′ H i , we can compute
Proof. Consider a covering f : U → T that separates the independent set A ⊔ A ′ (e.g., the one described in Proposition 5.3). Then, by definition, in order to evaluate the product ω W,A ω W ′ ,A ′ we consider its pullback f
where j = (j, j ′ ). The latter equals, by definition
as was to be shown.
Remark 5.10. Assume that ∩ i∈A H i is connected and call it W . Then, since the identity separates A, we have ω W,A = ω A .
Definition 5.11. We write η W,A,B for the form
Remark 5.12. We have the following immediate consequence of Lemma 5.9 If
′ is an independent set and W , resp. W ′ are a choice of a connected component of i∈A H i , resp. i∈A ′ H i , we can compute
Definition 5.13. We introduce the increasing filtration F of H * (M (A); Z) defined by
Such a filtration is the Leray filtration associated with the inclusion M (A) ֒→ T. The same filtration, with rational coefficients, was introduced in [DP05, Remark 4.3. (2)]. The associated graded module is
where A[W ] is the hyperplane arrangement introduced in Definition 2.8.
Lemma 5.14. Let A, B ⊆ E such that A ⊔ B is independent and let W be a connected component of Proof. We consider the corresponding graduation gr U for the lift to a unimodular covering f : U → T (e.g., the one separating A in Proposition 5.3).
By multiplicativity of gr k , it suffices to prove the case B = ∅. We thus have to consider ω W,A which, by Remark 5.6, can be written as ω W,A = f * ω U A (q), where q is a fixed point in f −1 (W ). Now,
and, since exp *
Unimodular coverings of toric arrangements and rational cohomology
Let A = {H 0 , . . . , H k } be a primitive, central and essential arrangement in the torus T . Suppose further that the associated matroid has exactly one circuit C = E, and hence rk E = k. Let χ 0 , . . . , χ k be the associated list of characters.
Recall from §2.4 that Λ C ⊂ Λ is the sublattice generated by the characters of C and Λ C is the intersection (Q ⊗ Z Λ C ) ∩ Λ.
Definition 6.1. For every i = 0, . . . , k set
We call Λ(C) the lattice in Q ⊗ Z Λ generated by the elements χi ai .
Remark 6.2. Since the matroid associated with A has exactly one circuit (i. e. C = E) and A is essential we have that Λ = Λ C , hence m(C) is precisely the index of Λ C in Λ.
Lemma 6.3. In Λ(C) we have the relation
where c i ∈ {+1, −1} for all i.
Proof. This follows from Lemma 2.14, since the product
does not depend on the index i.
Lemma 6.4. The lattice Λ(C) contains Λ.
Proof. We split the claim into two inclusions:
Inclusion (i) follows from the fact that, by Remark 6.2 the quotient Λ/Λ C is a group of cardinality m(C), hence m(C)Λ ⊂ Λ.
For inclusion (ii), notice that every element of 1 m(C) Λ C can be written as a combination
for some n i ∈ Z. Now, since C is a circuit, m(C) divides every m(C \ {i}), i = 0, . . . , k (e.g., by Remark 2.13-(c)). Hence all parenthesized coefficients on the r.h.s. are integers, which means Proof. It is enough to prove that d as defined above equals the index of Λ in Λ(C). Let us fix an index i and consider the inclusions
Since (by Lemma 6.3) the lattice Λ(C) is generated by the basis {
On the other hand, m(C \ {i}) is by definition the index of Λ C\{i} in Λ = Λ C\{i} . In conclusion, the desired index is
as claimed.
Definition 6.6. Let π U : U → T denote the covering induced by the inclusion Λ ⊆ Λ(C).
We denote by A U the central arrangement in the torus U induced by the characters Proof. By lemma 6.3 the only linear relation among the defining characters has coefficients in {−1, 0, 1}. This is equivalent to the definition of unimodularity (see Remark 2.16).
Lemma 6.8. Let A ⊆ C, let W be a connected component of i∈A H i and choose p ∈ W . Then, for every layer L of A U such that π U (L) = W , the number of preimages of p contained in L is
Proof. The cardinality of the preimage of p is equal to the degree of the covering, computed in Lemma 6.5. On the other hand, given W a connected component of ∩ i∈A H i , the number of connected components of π −1 U (W ) is equal to i∈A ai m(A) . Hence
Example 6.9. In the case of the arrangement of Example 4.6 with matrix 3 0 1 1 1 0 we have that the lattice Λ = Z 2 coincides with the lattice Λ C . In this case we have a 0 = 3, a 1 = 3, a 2 = 1, hence the lattice Λ(C) is generated by e 1 + e2 3 , e2 3 , e 1 .
In particular the inclusion Λ ⊂ Λ(C) corresponds to the covering f : U → T of Example 4.6 (see Figure 2) . Notice that, with respect to the basis {e 1 , e2 3 } of Λ(C), the arrangement B U is described by the matrix 3 0 1 3 3 0 .
Lemma 6.10. For any A, B ⊆ C such that A ⊔ B is a maximal independent subset of C and for every connected component W of i∈A H i we have
Proof. With Equation (20) we have
and hence, applying this equality and Remark 4.5 to Definition 5.11, we get
The coefficient in formula (25) can be rewritten as
and the claim follows.
Definition 6.11. For any A, B ⊆ C such that A ⊔ B is an independent set and every q ∈ π
Proof. Now we fix a point p ∈ i∈C H i and we use relation (12) in A U . This gives us, for every q ∈ π −1
Summing over all q ∈ π −1
Since π * U is an injective algebra homomorphism, we obtain the claimed equality. We now drop the assumption that the arithmetic matroid has a unique circuit and we go back to the general set-up of any arrangement A in a torus T . 
-For every linear dependency i∈E n i χ i = 0 with n i ∈ Z, a relation i∈E n i e T,∅;{i} = 0.
-For every circuit C ⊆ E, with associated linear dependency i∈C n i χ i = 0 with n i ∈ Z, and for every connected component L of ∩ i∈C H i a relation
where, for all i ∈ C, c i := sgn n i , c B = i∈B c i .
Proof. Consider the map
This map is well-defined -in fact, in the cohomology ring Equation (27) holds by Remark 5.12, Equation (28) already holds in the cohomology of the ambient torus, and Equation (29) holds by Theorem 6.12. Now fix, for every independent A ⊆ E, a subset D(A) ⊆ E such that A ⊔ D(A) is a basis of the matroid. Then, notice that relations (29) and (28) allow us to express every generator in terms of generators e W,A;B where A is a no-broken-circuit set and B is a subset of D(A). Then, with Lemma 5.14, the k-th graded part of the image of Φ equals gr k H * (M (A), Q). We conclude that Φ is bijective, hence it defines the desired isomorphism.
Remark 6.14. The relations in the presentation above hold for differential forms and not only for their cohomology classes. As a consequence the space M (A) is rationally formal. This fact has been already observed by [DP05] for unimodular arrangements and proved by [Dup16] in general.
Remark 6.15. Notice that all relations of type (28) are implied by those associated with minimal linear dependencies (i.e., circuits).
Moreover, the above presentation is completely encoded in the datum of the poset of layers of A (needed, e.g., for Relations (27), (29)) and in the (relative) sign pattern of the minimal linear dependencies. But by [Pag17, Theorem 3.12] (see Remark 2.15), the latter can also be recovered by the poset.
The complements of the two toric arrangements constructed in the already quoted paper [Pag18] (see Remark 2.18) turn out to have non-isomorphic cohomology rings. Since the two arrangements have isomorphic matroids, this implies that the cohomology ring cannot be determined purely in terms of the arithmetic matroid.
Example 6.16. We can provide a presentation of the rational cohomology of the complement of arrangement B.
The cohomology ring is generated by:
and ω p,{0,1} = −1 4π 2 x 3 y 2 + x 3 y + 4x 2 y + 4xy + y + 1 xy (y − 1) (x 3 y − 1) dxdy, 
where the last relation can be verified checking the equalities x 3 y 2 + x 3 y + 4x 2 y + 4xy + y + 1 xy (y − 1) (x 3 y − 1) dxdy − x 3 y + 1 y(x 3 y − 1)
x + 1 x(x − 1) dydx = dxdy xy = = −d log yd log x + d log x 3 yd log x + 1 3 d log x 3 yd log y.
Integral cohomology
Proposition 7.1. The forms ω W,A are integral forms.
Proof. We first prove our statement in the case when W is a point, hence |A| = n and ω W,A is a n-form. We will prove that for any integral cycle S ∈ H n (M (A); Z) the integral
is an integer number. From the Universal Coefficients Theorem this implies that ω W,A is an integral form. Now, let f : U → T be any covering that separates A and such that the arrangement A U is unimodular. For any cycle S ∈ H n (M (A); Z) we have Hence we can consider the square matrix M = (m ij ) such that for every j ∈ A ⊔ B we have that
The matrix M is a block matrix of the form 
Definition 7.3. The Z-algebra R ⊂ Ω * (M (A)) is the subalgebra generated by the closed forms ω W,A α, where W runs among the layers of ∩ i∈A H i for A independent and α ∈ H * (T ; Z). In particular the space M (A) is formal.
Proof. Since the relations given in the presentation of Theorem 6.13 are equalities between differential forms, the map i : R ֒→ H * (M (A); Z) sending each form to its cohomology class is an injective map of filtered modules. In particular it induces an homomorphism gr(i) : gr(R) → gr(H * (M (A); Z)) of graded modules. We claim that the map gr(i) is an isomorphism. Since the strictly filtered map i is injective, gr(i) is injective too.
We will prove that gr(i) is also surjective. As seen in Equation (22) (M (A) )) is understood. Since the integral cohomology ring of the complement of an hyperplane arrangement is torsion free [OS80] , it follows that the algebra gr k (H * (M (A))) is torsion free.
For every layer W and every set of indices A the element
is the image of ω W,A and hence gr(i) is surjective. Since gr(i) is an isomorphism, the claim follows. where L is the unique connected component of ∩ i∈A\C H i containing W . The equality follows from the injectivity of the pull-back map.
