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ABSTRACT: This paper reviews recently developed models for fatigue damage of marine structures 
accounting for several structural imperfections and different types of loadings. The studied imperfections 
are generally present in the stress response characteristics and fatigue damage model applied. Besides 
commonly present uncertainties in fatigue ship structural analysis associated with structural modelling 
and the random wave induced loading there are also uncertainties arising from imperfection of structural 
joint that may occur during manufacturing and service life and the interaction between wave induced 
load and structure. The paper discuses the influence of the imperfections over the hot spot stress distri-
bution and not with the reasons for their appearance. The long-term stress range acting on the elements 
is defined within a stochastic analysis as a function of wave induced pressure stresses that are combined 
with the stresses resulting from the vertical wave induced bending moment of the ship hull. Structural 
analysis is performed by the finite element method utilizing sub-model techniques. This work also deals 
with the fatigue assessment of marine structures, describing several steps of the calculation accounting 
for the combination of low- and high-frequency induced loading. Fatigue damage is calculated based on 
the Palgrem-Miner approach.
due dropped object on deck and a combination of 
them will be considered in the study performed.
For fatigue life assessments different procedures 
have been developed based on databases of fatigue 
behaviour of welded structural components as a 
result of both tests and theoretical investigations 
(Fricke and Petershagen, 1992).
The main steps in fatigue analysis are based on 
direct calculations that involve the description of the 
wave induced loading (Guedes Soares and Moan, 
1991) the stress distribution in the structure (Guedes 
Soares, et al. 2003), the model of fatigue damage 
(S-N approach) or fracture mechanics approach 
(Paris and Erdogan, 1963) and the probabilistic 
evaluation of the different steps to arrive at a safety 
index or time dependent reliability as has been devel-
oped by Garbatov and Guedes Soares, (1998).
The analysis of stresses is a complex task due 
to the complexity of a ship structure. Nowadays 
the method that is mostly acceptable and spread 
for analyzing a complex welded structure is the 
hot-spot stress approach (Petershagen, et al. 
1991) based on the effective notch stress approach 
1 INSTRUCTION
Fatigue is an important design criterion for welded 
components and global structures. The fatigue 
damage may even further reduce the structural 
resistance with the presence of different kind of 
imperfections, which can lead to local increasing 
of the stresses and acceleration of fatigue crack 
initiation and propagation.
It is therefore of importance to account for 
different kind imperfections determining the hot 
spot stress distribution of welded structures due 
presence.
However, important uncertainties in fatigue 
damage assessment may arise from human error 
during the design, construction, exploitation, 
inspection and maintenance process as far as dur-
ing the life time of structure. Such uncertainties 
may be considered in a different manner during the 
a long-term performance of the structure, but in 
this paper, only the thickness change misalignment, 
angular imperfection, rotation of the transverse 
weld, set of residual deformations that may result 
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(Radaj, 1990). Recommendations for fatigue stress 
assessment can be found in guidelines prepared 
by Niemi, (1992, 1995) and Niemi, et al. (2004). 
Recently new structural approaches were developed 
by Dong (2001) and Xiao and Yamada (2004).
However, ship welded structures are not perfect 
and their behaviour depends on a variety of influ-
ential factors, namely geometric and material prop-
erties, loadings, initial or post built imperfections, 
deterioration, crack propagation denting etc. The 
imperfections change permanently the structural 
capacity of welded structures that initially have 
been designed to resist loadings, keeping a certain 
level of safety.
The study presented here deals with a finite element 
stress analysis of a longitudinally stiffened deck struc-
ture, evaluating the hot spot stress distributions and 
stress concentration factors accounting for different 
imperfections of a symmetrical welded joint. The hot 
spot stresses and the stress concentration factors are 
evaluated at the places adjacent to the trans-verse 
weld toe. Finite element model uses 20 node solid ele-
ments. The hot spot stresses are extrapolated based 
on the guidelines of the International Institute of 
Welding developed by Niemi, et al. (2004).
The effect on the hot spot stresses of several imper-
fections that may occur during shipbuilding, ship 
repair and during the service life is examined here 
for symmetrical and unsymmetrical structural joints. 
They include thickness change misalignment, angu-
lar imperfection, rotation of the transverse weld, set 
of residual deformations that may result due dropped 
object on deck and a combination of them.
Corrosion and fatigue cracking may be the two 
most important types of damage in aging ship 
structures, which lead to surface roughness, reduc-
tion of the strength and leakage. Corrosion can be 
easily inspected and corrosion reduction of plate 
measured, assessed and consequently plates can be 
replaced. Due to time constraints, cost considera-
tions, inspection and maintenance are not always 
performed in accordance with the intentions of the 
rules and regulations.
However, recently many ships have suffered sim-
ilar failures and as an example could be mentioned 
Erika, Castor, Prestige and others.
The most important factor affecting the cor-
rosion rate of the ship hull steel after the coating 
breakdown (Panayotova, et al. 2004a,b) is seawater 
temperature. Steel structures corrode at faster rates 
at higher temperatures than at lower temperatures. 
As a result, under deck areas and regions adjacent 
to the engine room or to a hot cargo will tend to 
corrode faster. Tank top pitting and under deck 
corrosion can be a serious corrosion problem espe-
cially if  these areas are left uncoated.
Shipbuilding process involves welding that intro-
duces problems related to the poor heat affected 
zone (HAZ) toughness. Excessive grain coarsening 
can lead to cracking in highly restrained joints and 
thick section material. Inter-granular corrosion can 
attack the grain boundaries, or immediately adja-
cent to grain boundaries. This form of corrosion 
is usually associated with chemical segregation 
effects or specific phases precipitated on the grain 
boundaries. Such precipitation can produce zones 
of reduced corrosion resistance in the immediate 
vicinity. This problem is often manifested in the 
heat-affected zones of welds, where the thermal 
cycle of welding has produced a sensitive structure.
Shipbuilding process involves welding that 
introduces problems related to the poor heat 
affected zone (HAZ) toughness. Excessive grain 
coarsening can lead to cracking in highly re-
strained joints and thick section material. Inter-
granular corrosion can attack the grain boundaries, 
or immediately adjacent to grain boundaries. This 
form of corrosion is usually associated with chemi-
cal segregation effects or specific phases precipi-
tated on the grain boundaries. Such precipitation 
can produce zones of reduced corrosion resistance 
in the immediate vicinity. This problem is often 
manifested in the heat-affected zones of welds, 
where the thermal cycle of welding has produced 
a sensitive structure.
To design and evaluate a marine structure with 
respect to fatigue damage, the hot spot stress 
approach is one of the most practical methods and 
it is usually combined with detailed finite element 
analysis (Fricke and Petershagen, 1992). It has 
been noted that the calculated local stress around 
the structural singularities depends very much on 
the structural idealization, the element types used 
and the mesh subdivision. Some application of the 
approach have been reported by Garbatov, et al. 
(2002) and Chakarov, et al. (2008).
Normally both fatigue and corrosion will be 
present and their combined effect needs to be con-
sidered in that the decreased net section due to cor-
rosion will increase the stress levels, which in turn 
in-crease the rate of crack growth. This effect has 
been considered by Guedes Soares and Garbatov, 
(1998), which showed that depending on the repair 
policy adopted one of the two phenomena, would 
be the dominating one.
Another type of geometrical imperfection that can 
introduce uncertainty regarding the actual stress con-
centration factor of a welded joint is the weld shape 
imperfection is studied by Gaspar et al. (2009).
The effect of non-uniform distributed general 
corrosion at the back face of the upper deck dur-
ing ser-vice life of ship on the hot spot stress dis-
tribution is studied by Chakarov, et al. (2007). The 
general corrosion depth is modelled as a non-linear 
time variant function and a heat affected zone is 
considered to suffer severe corrosion degradation.
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Several studies about estimating high cycle 
fatigue damage based on spectral approach (HCF) 
as well as a calculation models for analysis of low 
cycle fatigue (LCF) have been presented by Guedes 
Soares et al. (2003), Rudan, and Senjanović, (2005) 
and Garbatov et al. (2010).
This work deals with the fatigue assessment 
of marine structures, describing several steps of 
the calculation accounting for different imperfec-
tions, structural degradation and considering the 
combination of low- and high-frequency induced 
loading. Fatigue damage is calculated based on the 
Palgrem-Miner approach.
2 HOTSPOT STRESS ANALYSIS
This section discus the stress concentration factors 
of deck structure accounting for several structural 
imperfections. The studied imperfections are gen-
erally present in the stress response characteristics 
and fatigue damage model applied. Besides com-
monly present uncertainties in fatigue ship struc-
tural analysis associated with structural modelling 
and the random wave induced loading there are 
also uncertainties arising from imperfection of 
structural joint that may occur during manufactur-
ing and the interaction between wave induced load 
and structure. This work analyses longitudinally 
stiffened welded decks of a containership based on 
finite element method and evaluates the hot spot 
stress distributions and stress concentration factors 
that result from different types of imperfections. 
The hot spot stresses and the stress concentration 
factors are defined at the places alongside to the 
transverse weld accounting for different imperfec-
tions. The analysis deals with the influence of the 
imperfections over the hot spot stress distribution 
and not with the reasons for their appearance.
2.1 Finite element model
The finite element method is used for determin-
ing the structural hot-spot stresses. Based on the 
results of hot-spot stress analysis the stress concen-
tration factors are determined. The welded joint 
analyzed here consists of a deck strip with two 
longitudinals underneath and a girder underneath 
on each side. The deck strip has a transverse butt 
joint with a tapered thickness step at half  length 
(see Figure 1).
The finite element analyses applies only the linear 
static analysis capabilities of commercial software 
ANSYS, (2009). The stresses and their distributions 
are influenced by the mesh density and element 
properties, which requires following some guidelines 
in predefining of element type, mesh size as well as 
the stress evaluation at the extrapolation points.
For the structure studied here 20-node elements 
(Solid95) are used. The Solid95 element is a higher 
order version of the 3-D 8-node solid element 
(Solid45). It can tolerate irregular shapes without 
much loss of accuracy. The Solid95 element has 
compatible displacement shapes and it is well suited 
to model curved surfaces. The element is defined by 
20 nodes having three degrees of freedom per node: 
translation in the nodal u, v and w directions. The 
Solid 95 element has plasticity, creep, stress stiffen-
ing, large deflection and large strain capabilities.
Additionally to the Solid 95 element, 8 node 
shell elements (Shell93) are also used and the 
results obtained are compared.
Several requirements have to be satisfied for 
performing acceptable calculations related to dis-
continuities in the vicinity and the stress gradient 
close to the hot spot. However, the 20 node solid 
elements used for finite element modelling and the 
stresses obtained at midpoints of the first elements 
are normally slightly exaggerated due to the singu-
larity at the weld toe and latter are somehow cor-
rected by linear extrapolation applied for defining 
the hot-spot stresses.
A uniaxial constant stress at the left end cross 
section is applied, where the thinner deck strip 
plate is located. All right and left end cross section 
nodes are fixed in the vertical (w) direction. All the 
right end cross section nodes are fixed in the lon-
gitudinal (u) direction and about the transverse (v) 
and vertical (w) directions.
The mesh pattern of hot spots is designed in 
such a way that the actual hot-spot can be analyzed, 
and the structural stresses can be determined by 
extrapolation. In the case when a plate subjected 
to uniaxial membrane stress and the two welded 
deck plate have the same thickness, the location of 
the hot-spot is obvious.
2.2 Hot spot stress analysis of symmetrical joint
To define the stress distribution around the hot 
spots a specific modeling technique is applied here. 
Figure 1. Weld shape for various thicknesses.
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The analysis is based on direct stress calculation 
where the finite element mesh is generated in such 
way that a relatively rough one is used for the zones 
away from the hot spot and a fine mesh of size t*t 
is generated around the analyzed hot spots.
The critical hot spots are expected to appear on 
the side of the thinner plate, where the weld toe is 
located on the plate surface. The welded structure 
is subjected to uniformly distributed tensile stresses. 
Rectangular strips of t*t elements size are used 
around the weld, while larger elements are used away 
from the weld toe to mesh the rest of the models.
Based on σHS = 1.5σ0.5t – 0.5σ1.5t linear stress extra-
polation is performed for the hot spot stresses. The 
hot spot stresses and stress concentration factors are 
estimated based on the maximum principal stress at 
the weld toe line of the thinner plate.
2.2.1 Stress concentration factor as a function 
of thickness change misalignment
A model consists of a deck strip with two longitu-
dinals underneath and a girder underneath on each 
side (see Figure 2).
The peaks of the hot spot stresses along the path 
move with changing of the step thickness change 
ratio. For small difference between the thicknesses 
the stresses distribution between longitudinals 
have smooth parabolic shape, but with increasing 
the differences of the thickness, the peaks become 
close to the longitudinals as the stresses are lower 
between them.
The peaks in stresses along the longitudinals 
underneath are more clearly marked at large dif-
ference between plate’s thicknesses, and less visible 
with decreasing of this difference. The stress con-
centration factors as a function of step thickness 
changes are presented in Figure 3, where contour 
plots are created by fitting a 3D surface function to 
a 3D scatter plot.
2.2.2 Stress concentration factor as a function 
of angular imperfection
During the shipbuilding and ship repair proc-
ess, welded plates cannot be perfectly aligned 
accordingly to design plans because of different 
causes. This possible misalignment is modelled 
here as an angular imperfection. The effect of this 
imperfection to hot spot stress distributions and 
resulting stress concentration factors is studied 
based on the calculation of hot spot stresses as a 
function of the angle that is formed between plates 
and perfect horizontal plane. The angular misalign-
ment results in a displacement of the plate’s edges 
in the w -direction, assumed to be “+w” when the 
plate’s edges move up, and “−w” when the plate’s 
edges move down.
It can be observed from Figure 4 that the 
stresses distribution along the paths 0.5t and 1.5t 
Figure 2. Model geometry and principal stress 
distribution.
Figure 3. SCF as a function of thickness misalignment.
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Figure 4. Stresses along the path, 0.5 t for t1 = 20 mm, 
t2 = 30 mm and various w.
as for example when w = ±0.5 m are much bigger 
in the case, when the plate’s edges are upward than 
in the case when the plates edges are down-ward. 
This effect is magnified by accounting for the step 
thickness changes that introduce additional eccen-
tricity and additional bending moment.
The stress concentration factor as a function of 
plate thickness and for both moving up and down of 
the plates edges is shown in Figures 5 and 6. It can be 
noted that bigger differences between plate thicknesses 
correspond to bigger stress concentration factor.
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Figure 5. SCF for angular imperfection, w = −30 mm.
Figure 6. SCF for angular imperfection, w = +30 mm.
2.2.3 Stress concentration factor as a function 
of rotation of transverse weld toe
The rotation of the transverse weld toe is mod-
elled by a u displacement of the weld toe in the 
x-direction. The rotation of the weld toe that is 
examined here varies in the interval from u = 4 mm 
to u = 50 mm (from 0.230 to 2.860).
The stress concentration factor as a function 
of t1 and t2 for u = 30 mm is given in Figure 7. It 
is observed the effect of weld toe rotation for dif-
ferent angles studied here has insignificant impor-
tance to stress concentration factor calculation.
2.2.4 Stress concentration factor as a function 
of residual deformations
Several locations of residual deformations settled 
on the thinner plate are examined as can be seen 
in Figure 9. The residual deformation is model-
led by a triangular shape. This type of shape is 
defined based on the idea that it can be a result 
of a dropped container on deck, hitting the plate 
with a corner.
The stress concentration factor calculated for the 
locations 1 as a function of t1, t2 is shown in Figure 10. 
Figure 7. SCF for angular imperfection, u = 30 mm.
Figure 8. Shape of residual deformation.
Figure 10. SCF as a function of t1, t2 for the location 1.
Figure 9. Locations of residual deformations.
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It has been observed that the stress concentration 
factor has a maximum when the deformation is 
located near the lateral edge of the thinner plate or 
in the middle, the locations 1 and 4.
3 EFFECT OF WELD SHAPE 
IMPERFECTIONS
The effects on the stress concentration factor of 
geometrical imperfections related to misalign-
ments in structural joints were analysed in Sec-
tion 2. Another type of geometrical imperfection 
that can introduce uncertainty regarding the actual 
stress concentration factor of a welded joint is the 
weld shape imperfection. This type of imperfec-
tion results from the welding process and therefore 
it is always present in a welded joint. Because of 
its random nature a stochastic approach has to be 
adopted to quantify its effect on the stress concen-
tration factor.
In this chapter the effect of this type of geo-
metrical imperfection on the structural hot-spot 
stress distribution is analysed. The containership’s 
deck structure presented in Section 2 is used as 
case study. The finite element analysis method is 
used to calculate the stress distribution in the vicin-
ity of the weld toe, assuming that only weld shape 
imperfections are present in the welded joint. The 
finite element model and the linear extrapolation 
scheme used in Section 2 to calculate the hot-spot 
stresses are adopted for this study. The weld shape 
imperfections are simulated using a Monte Carlo 
procedure with weld profile parameters defined as 
random variables. Five levels of weld shape imper-
fection (e.g., associated with the quality levels of 
welding) are simulated and its effect on the stress 
concentration factor is assessed using fitted prob-
ability distributions and regression analyses.
3.1 Finite element model
The finite element model presented in Section 2 
was adopted for this study as well as the ANSYS 
(2009) finite element code. However, specific mod-
elling and analysis techniques were used due to the 
type of imperfection considered and the approach 
adopted to quantify its effect on the hot-spot stress 
distribution. The finite element code was coupled 
with a Monte Carlo simulation code in order to 
generate random samples of imperfect weld shapes 
and compute the hot-spot stress distribution corre-
spondent to each imperfect weld shape generated. 
This can be performed using the batch-mode capa-
bilities of the finite element code and input files in 
ANSYS Parametric Design Language (APDL).
The focus in this study was the finite element 
modelling of the transverse butt-weld with random 
geometrical imperfections. The modelling was 
performed in two steps within the Monte Carlo 
simulation procedure. First, a perfect geometry 
is generated considering the weld shape defined 
by two flat surfaces in the solid model, as repre-
sented in Figure 11. This idealization of the weld 
shape is commonly adopted for the hot-spot stress 
approach (Niemi et al. 2004). Afterwards, the 
finite element mesh is generated and the positions 
of the corner nodes represented in Figure 11 are 
modified along the transverse weld accordingly to 
random deviations sampled by the Monte Carlo 
procedure. The positions of the midside nodes of 
the 20-node solid finite element Solid95 are also 
adjusted. The corrected positions are defined by 
the midpoint of the modified element’s edges. The 
stochastic model adopted for the weld shape ran-
dom imperfections is discussed in the next section 
as well as more details of its implementation in the 
finite element model.
The finite element mesh is generated using an 
approach similar to the one used in the study pre-
sented in Section 2.
The loading and the boundary conditions are 
identical to the ones used in the study presented 
in Chapter 2.
3.2 Stochastic modelling of the weld shape 
imperfections
The weld shape imperfections are modelled as 
random deviations in the vertical position of a 
mesh of equally spaced reference points positioned 
along the weld toe and along the weld face edge, 
as shown in Figure 12. These reference points are 
Figure 11. Idealised geometry of the butt-weld profile.
Figure 12. Longitudinal cross-section of the butt-
welded joint.
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defined in the simulation as being the corner nodes 
of the finite element mesh on the weld toe and weld 
face edge lines. For convenience, these nodes are 
now designated as reference nodes.
The convention adopted for the reference nodes 
numbering and vertical position, for perfect and 
imperfect geometries or weld shapes, are shown 
in Figure 13. This convention was used to derive 
the formulation that describes the vertical position 
of the reference nodes in the Monte Carlo simula-
tion of the weld shapes. As shown in Figure 13, the 
weld shapes simulation is performed considering 
that the reference nodes 1 and 5 are fixed, and that 
the positions of the reference nodes 2 to 4 describe 
the weld profile along the butt weld for perfect and 
imperfect weld shapes. The vertical position of 
these reference nodes is given by,
Z Z Zi
I
i
P
i
D+  
(1)
with i = 2 to 4 the reference node index.
According to Eqn. 1, the vertical coordinates for 
imperfect weld shapes ZIi are given by the vertical 
coordinates for perfect weld shapes ZPi affected by 
random vertical deviations ZDi. For perfect weld 
shapes the vertical coordinates of the reference 
nodes can be easily obtained from the structural 
detail geometric parameters. It should be noted 
that the perfect weld shape is an idealization used 
in this study as reference geometry for weld shapes’ 
simulation purposes, since it is not possible in 
practice to reproduce such geometry because of 
the imperfections induced by the welding process.
The vertical random deviations ZDi  are given by a 
multivariate normal distribution. This probabilistic 
model is widely known and can be found in the lit-
erature about statistics or reliability, as for example 
in Melchers, (1999). This distribution is given by:
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where N is the dimension of the distribution, Z the 
vector of random variables, μZ the vector of mean 
values and CZ the covariance matrix of the random 
vector Z. The simulation was performed consider-
ing the dimension N equal to three, since the weld 
profiles are defined by the vertical coordinates of 
the three reference nodes {2, 3, 4} in Figure 13. 
The random deviations ZDi are positive or negative 
increments in the vertical position of the reference 
nodes, considering that they are measured from the 
perfect geometry and have zero mean value μZ. The 
covariance matrix CZ can be written as a function 
of the correlation coefficients and standard devia-
tions of the random variables, as known from sta-
tistics. The standard deviation σi of  each random 
variable is defined by the coefficient of variation 
COVi, considering as mean value μi the vertical 
coordinate ZPi in the perfect geometry. The coeffi-
cients of variation are defined using the same value 
for all random variables, i.e. COVi = δ with i = 2 to 4. 
This parameter is used as a global measure of the 
magnitude of the weld shape imperfections.
The correlation coefficients ρij are defined, 
assuming that the random deviations in the 
vertical position of the reference nodes 2 and 4 are 
independent, which means that ρ24 = ρ42 = 0. The 
correlation between the vertical deviations in the 
weld face node and weld toe nodes, described by 
the coefficients ρ23 = ρ32 and ρ34 = ρ43, may be high, 
because of the welding processes’ characteristics, 
i.e. correlations of 0.70 and even higher may have 
to be used in the simulation.
The random deviations are defined by the 
probabilistic model given by Eqn. 2 with the pro-
posed procedure to define the covariance matrix. 
However, generating random vectors according 
to a multivariate distribution is usually a difficult 
task. There are methods in the literature that may 
be used to perform this simulation, most of them 
often applied in reliability calculations (Melchers, 
1999). In the simulation performed in this study, 
the random vectors were generated using a subrou-
tine available in a numerical library for statistical 
applications that generates pseudo-random vectors 
Figure 13. Weld shape for each imperfection level considered: perfect case and imperfection level IL 5.
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from a multivariate normal distribution (IMSL, 
1997). The numerical procedure adopted in this 
subroutine can be found in the numerical library.
The Monte Carlo simulation of the imperfect 
weld shapes is performed according to the previous 
procedure, in which a random vector is generated 
for each set of reference nodes. It is assumed that 
the random deviations along the butt weld direction 
are independent, i.e. the random deviations of a set 
of reference nodes with y = y1 are independent of the 
random deviations of a set of reference nodes with 
y = y2, where y is the transversal coordinate aligned 
with the butt weld and y1 ≠ y2. This assumption is 
reasonable because the transversal distance between 
adjacent nodes is equal to the plate thickness.
The modelling of the imperfect weld shapes in 
the finite element model is made according to the 
previous procedure, using the simulated random 
deviations to adjust the vertical position of the 
reference nodes, as shown in Figure 12. Examples 
of imperfect weld shapes simulated with different 
values of the parameter δ used as a global meas-
ure of the level of imperfection are presented in 
Figure 13. The perfect weld shape is presented for 
comparison purposes, since it is not representative 
of real weld shapes. As expected, the magnitude 
of the weld shape imperfections increases with the 
parameter δ. The statistical description of the weld 
shapes as a function of this parameter is presented 
next.
3.3 Statistical description of the weld shape 
as a function of the imperfection level
The simulation of the imperfect weld shapes can be 
performed with any reasonable value defined for 
the parameter δ. This parameter is used to define 
the magnitude of the weld shape random imperfec-
tions; however, it does not allow by itself  an easy 
interpretation of the weld shapes, as there is no 
direct relation between this parameter and geomet-
rical parameters that can be used to describe the 
weld profile. Thus, it is important to quantify the 
imperfect weld shapes generated with a range of δ 
values by geometrical parameters usually applied 
in practice to characterize the weld profile. These 
parameters can be found in guidelines related to 
shipbuilding and repair quality standards, as for 
example in IACS, (2006). According to this qual-
ity standard, there are three main parameters for 
this welded joint: (1) the weld face height, H; (2) 
the weld toe angle, θ; and (3) the weld toe posi-
tion, related to the weld undercut, D. These three 
geometrical parameters were used to quantify sta-
tistically five random samples of imperfect weld 
shapes, each of which corresponding to a different 
value of the parameter δ. In the present study the 
values considered were all integers in the interval 
[1, 5] representing the parameter δ in percentage, 
which define five classes of weld shapes, designated 
from now on as imperfection levels for conven-
ience, because they are related to different quality 
levels of the welding process.
For each imperfection level, 100 simulations of 
imperfect weld shapes were performed, obtaining 
for each simulation one random sample with 197 
random vectors with coordinates of the weld pro-
file reference nodes, as the number of nodes in the 
transversal direction of the finite element mesh is 
197. For each imperfection level, the 100 random 
samples were combined and the three geometrical 
parameters {H, θ, D} calculated afterwards. The 
sample statistics of these three parameters for the 
five imperfection levels considered are presented 
next by histograms, fitted probability distributions 
and tolerance intervals.
It was concluded that the random deviations 
in the three parameters are normally distributed 
with zero mean, as can be seen in Figure 14, where 
the histograms and the fitted probability distribu-
tions are shown for the imperfection level three as 
example. This conclusion was expected since the 
random deviations in the vertical position of the 
weld profile reference nodes are generated accord-
ing to a normal distribution.
Parameters of the fitted probability distributions 
are given in Tables 1 to 3 for each imperfection level 
considered. The tolerance intervals presented for the 
three geometrical parameters were calculated consid-
ering 95% of the weld profile population and assum-
ing the same percentage for the confidence level. 
These parameters are easily interpreted; however, 
the definition adopted for the weld toe angle should 
be clarified. This parameter was defined as the angle 
between the tangent to the plate surface and the tan-
gent to the weld face, both evaluated at the weld toe. 
The deviations referred in the sample statistics are 
measured in relation to the perfect weld shape.
The Effect of the weld shape imperfections on 
the stress concentration factor.
The analysis of the effect of the weld shape 
imperfections on the structural hot-spot stresses 
was carried out using the Monte Carlo simulation 
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procedure. For each imperfection level considered, 
1000 simulations were performed, obtaining for 
each case the structural hot-spot stress distribu-
tion along the weld toe line. Based on these stress 
distributions, samples of maximum structural 
hot-spot stress were obtained for each imper-
fection level. For convenience, these stresses are 
presented as stress concentration factor (SCF) 
normalized by the value obtained for the perfect 
Table 2. Tolerance intervals for weld toe angle.
Imperfection 
level 1 2 3 4 5
μ (Deg.) 0.000 0.000 0.000 0.000 0.000
σ (Deg.) 1.641 3.293 4.952 6.601 8.163
θ
−
(Deg.)
−3.2 −6.5 −9.7 −12.9 −16.0
(%)
−2.1 −4.1 −6.2 −8.3 −10.3
θ+ (Deg.) 3.2 6.5 9.7 12.9 16.0
(%) 2.1 4.1 6.2 8.3 10.3
Δθ (Deg.) 6.4 12.9 19.4 25.9 32.0
(%) 4.1 8.3 12.5 16.6 20.6
Note: Tolerance interval for 95% of the weld profile pop-
ulation with 95% confidence.
Table 3. Tolerance intervals for weld toe position.
Imperfection 
level 1 2 3 4 5
μ (mm) 0.000 0.000 0.000 0.000 0.000
σ (mm) 0.232 0.463 0.697 0.934 1.157
D
−
(mm)
−0.5 −0.9 −1.4 −1.8 −2.3
(%)
−2.3 −4.5 −6.8 −9.2 −11.3
D+ (mm) 0.5 0.9 1.4 1.8 2.3
(%) 2.3 4.5 6.8 9.2 11.3
ΔD (mm) 0.9 1.8 2.7 3.7 4.5
(%) 4.5 9.1 13.7 18.3 22.7
Note: Tolerance interval for 95% of the weld profile pop-
ulation with 95% confidence.
Table 1. Tolerance intervals for weld face height.
Imperfection 
level 1 2 3 4 5
μ (mm) 0.000 0.000 0.000 0.000 0.000
σ (mm) 0.281 0.561 0.847 1.130 1.411
H− (mm) −0.6 −1.1 −1.7 −2.2 −2.8
(%)
−11.1 −22.1 −33.3 −44.5 −55.5
H+ (mm) 0.6 1.1 1.7 2.2 2.8
(%) 11.1 22.1 33.3 44.5 55.5
ΔH (mm) 1.1 2.2 3.3 4.4 5.5
(%) 22.1 44.2 66.7 89.0 111.1
Note: Tolerance interval for 95% of the weld profile pop-
ulation with 95% confidence.
case, i.e. normalized by the SCF that is obtained 
if  the weld shape is considered perfect. For this 
reference case the value obtained was KP = 1.613. 
The sample statistics of this parameter for the five 
imperfection levels considered are presented next 
by histograms, fitted probability distributions and 
tolerance intervals.
Figure 15 presents histograms and fitted proba-
bility distributions to the simulation results for the 
five imperfection levels. The histograms show that 
the results obtained for the SCF may be described 
by a log-normal probability distribution or, for 
some imperfection levels, by a normal probability 
distribution. The best distribution to describe the 
simulation results was selected using probability 
paper plots and Kolmogorov-Smirnov goodness-
of-fit tests.
It was concluded that the log-normal distribu-
tion is more appropriate than the normal distribu-
tion, as it can describe the simulation results for 
the five imperfection levels considered with better 
results in the Kolmogorov-Smirnov goodness-of-fit 
test, where a 5% significance level was adopted. The 
parameters of the fitted log-normal distributions 
are given in Table 4. shows the fitted probability 
density functions for the five imperfection levels.
The effect of the weld shape imperfections on 
the SCF is given in Figure 16. This figure shows the 
sample values of normalized SCF obtained with 
the simulations performed. The tolerance intervals 
were calculated considering 95% of the weld profile 
population and assuming the same percentage for 
the confidence level. The tolerance limits are given 
in Table 4 as a function of the imperfection level 
parameter, in absolute values as well as in relation 
to the mean values.
Simple linear regression analyses were carried 
out to find suitable first- and second-order poly-
nomial functions that may be used to describe the 
mean value and the tolerance limits as a function of 
the imperfection level. Based on these analyses, it 
was concluded that these parameters increase with 
the imperfection level parameter δ. The increase 
is linear for the mean value and quadratic for the 
upper and lower tolerance limits, as can be seen 
in Figure 16 The distance between the upper and 
lower tolerance limits tends to increase because 
of the increase in the variability of the simulation 
results, which reflects the effect of the weld shape 
random imperfections on the maximum structural 
hot-spot stress.
The regression coefficients as well as the coef-
ficients of determination R2 obtained for each case 
are given in Table 5.
In Table 5 the imperfection level parameter is 
denoted by δ (i.e. coefficient of variation COVi in 
percentage) and the regression coefficients associ-
ated with the quadratic, linear and constant terms 
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of imperfection is assumed and the 95% upper 
limit polynomial is considered to describe the 
simulation results, the increase in the SCF may be 
15.6% compared with the value obtained if  a per-
fect weld shape is considered. For further fatigue 
damage assessment the notch effect of the weld toe 
need to be included.
4 HOTSPOT STRESS ANALYSIS 
ACCOUNTING FOR CORROSION 
DETERIORATION
This section analyses the hot spot stress distribu-
tions and stress concentration factors of longitu-
dinally stiffened welded deck joints subjected to 
corrosion and fatigue. The stress concentration 
factors are defined at the alongside to the trans-
verse welds accounting for the presence of locally 
non uniform distributed corrosion. Several stages 
of structural deterioration due to corrosion are 
evaluated and the correlation between the status 
of degradation and stress concentration factor are 
established.
The finite element method is used to analyze the 
structural hot spot stresses. Based on the results of 
hot spot stress calculation the stress concentration 
factors are determined and further fatigue life can 
be estimated.
The welded joint analyzed here is the same with 
the one analyzed in Section 2 and has been used 
the same approach to analyze the hot-spot stress 
distribution.
For the needs of the present study a corrosion 
depth is distributed so as to account for the pres-
ence of the heat affected zone and inter-granular 
corrosion. The general corrosion reduces uniformly 
the thickness of the under deck structural longitu-
dinal and transverse members, while the corrosion 
depth of deck plate is developed in a function of 
time, combining general and inter-granular corro-
sion. The general corrosion deterioration is mod-
elled based on the model of Guedes Soares and 
Garbatov, (1999).
The model is based on the solution of a differ-
ential equation of the corrosion wastage that leads 
to the followings:
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where d
∞
 is the long- corrosion wastage, d(T) is the 
corrosion depth at time T, τc is the time without 
corrosion which corresponds to the start of failure 
of the corrosion protection coating (when there is 
one), and τT is the transition time duration.
Table 4. Distribution parameters and tolerance inter-
vals for normalized SCF as a function of the imperfec-
tion level.
Imperfection 
level 1 2 3 4 5
λ - 0.032 0.066 0.101 0.132 0.151
ξ - 0.009 0.016 0.025 0.027 0.029
K
−
- 1.015 1.035 1.053 1.082 1.099
(%)
−1.7 −3.2 −4.8 −5.2 −5.6
K+ - 1.050 1.104 1.161 1.203 1.232
(%) 1.7 3.3 5.0 5.4 5.8
ΔK - 0.036 0.069 0.108 0.121 0.133
(%) 3.5 6.4 9.8 10.6 11.4
Note: Tolerance interval for 95% of the weld profile pop-
ulation with 95% confidence.
1.000
1.029
1.057
1.086
1.114
1.143
1.171
1.200
1.228
1.257
1.285
0 1 2 3 4 5
N
or
m
al
iz
ed
 S
C
F
 [-
]
Imperfection Level [-]
Sample Values
Tolerance Interval -95%
Lower Limit -95%
Upper Limit -95%
Mean Value
Figure 16. Effect of the weld shape imperfection level 
on the normalized SCF.
Table 5. Regression coefficients for mean values and 
tolerance limits of normalized stress concentration fac-
tor (SCF).
δ2 δ 1 R2
K+ / KP −2.34E-03 5.89E-02 1.00 0.997
K0 / KP  0.00 3.40E-02 1.00 0.996
K
−
 / KP  9.22E-04 1.56E-02 1.00 0.995
Note: Normalization factor, KP = 1.613.
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Figure 15. Distributions of normalized stress concentra-
tion factor (SCF) as a function of the imperfection level.
of the polynomials are identified by the order of 
this parameter in the first line of the table.
The results obtained show that SCF increases 
considerably with the level of weld shape imperfec-
tions. As a numerical example, if  a moderate level 
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The principal characteristics of corrosion 
depth as a function of time for under deck lon-
gitudinals, transfer frames and plates are d
∞
 = 6 
mm, τc = 10 years and τT = 5 years and for HAZ 
are d
∞
 = 12 mm, τc = 10 years and τT = 5 years 
respectively (see Figure 17). It has to be pointed 
out that the coating life for the deck structure is 
taken as τc = 10 years that in many satiation could 
be considered reasonable due to the fact that the 
structural components are exposed to the same 
environmental conditions.
The corrosion depth distribution function 
around deck plate can be seen in Figures 18 and 26. 
The shape and the residual deck thickness changes 
are given as a function of time.
In order to obtain the stress distribution in the 
thinner plate near the weld, where the maximum 
value are expected, several paths on the top of the 
plate have been examined. Two of them, situated 
0.5t and 1.5t away from the weld toe and necessar-
ily for the linear stress extrapolation are parallel of 
the weld. The third one is transversely of the weld 
situated in the plain of symmetry of the model.
The principal stress distribution along the weld 
toe can be seen in Figure 19. It can be noted a sig-
nificant stress elevation around the weld toe. There 
is also a stress elevation around the HAZ.
Figure 20 shows the stress distribution along a 
path perpendicular of the weld toe (see the path 
in Figure 19). It can be observed that in the places, 
where the plate thickness is reduced due to local 
corrosion, the principal stresses are reduced in 
some zones, as there is increasing of the stresses 
around others, which is different with respect to 
the plates that are subjected to uniformly distrib-
uted corrosion deterioration. The principal stresses 
are higher in the area close to the transverse weld, 
as smoothly de-crease with moving away.
The peaks in the principal stresses along the 
path are more clearly marked with increasing of 
the ship’s age, as is shown in Figure 21 for the paths 
0.5t and 1.5t at 40th year, and in Figure 22 along 
the path, 0.5t for various years. The peaks of the 
stresses between longitudinals are flat for intact 
plate, pass through parabola and become sharp 
at the end of the service life of the ship structure. 
As can be seen from Figure 23, the SCF smoothly 
increases with corrosion deterioration of plate 
thickness during the service life of the ship.
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Figure 20. Principal stress distribution around the weld 
toe, path perpendicular to the weld toe.
Figure 19. Corrosion depth distribution around the 
deck plate.
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5 FATIGUE DAMAGE ASSESSMENT 
BASED ON SPECTRAL APPROACH
This section presents direct calculation model for 
estimating high cycle fatigue based on spectral 
approach (HCF) as well as a simplified calculation 
models for analysis of low cycle fatigue (LCF) and 
the combination of the two.
5.1 High cycle fatigue damage
In shipbuilding industry HCF is commonly inves-
tigated using probabilistic methods in combina-
tion with hydrodynamic and structural analysis, 
with different simplifications. Several classification 
societies established Rules for HCF analysis and 
the procedures proposed are to be followed when-
ever possible. In this way uncertainties and spread-
ing of the results will be minimized.
Fracture analysis of crack growth is usually not 
of main concern as cracks appear on various and 
rather unpredictable locations in structural details. 
Therefore, HCF analysis aims to determine the 
fatigue life of a structural detail prior to crack. In 
addition, the cracks in ship structures may some-
times grow for meters in length before becoming a 
threat to the ship integrity.
HCF of structural details occurs due to a high 
number of loading cycles of moderate amplitude, 
typically in a range of 104 to 108 cycles. Ships in 
service are exposed to a number of loads that vary 
in time, such as wave loads, vibrations, thermal 
stresses etc. Among these, wave loads are consid-
ered to be the main cause of high cycle fatigue for 
structural details directly exposed to wave loads 
(e.g. side shell longitudinals), but also for a number 
of other structural details that “feel” the wave 
induced hull structure deformation. Some types of 
ships like i.e. fast ferries are exposed to a variety of 
different loads inducing fatigue, each contributing 
to a total fatigue accumulation.
Structural details life-span is commonly esti-
mated by fatigue damage calculation based on 
S-N approach. Two main groups of standard S-N 
curves are UK DEn (HSE) and IIW S-N curves 
(IIW, 1995) covering a range of structural details in 
classes and categories.
Although S-N curves are being recognized as 
the industry standard, they are not always easily 
applicable to problems in shipbuilding industry. 
They are hardly able to take into account a variety 
of structural details found in ship structures and 
also they do not address the corrosion environ-
ment issues directly. Due to that certain Classifica-
tion societies define universal S-N curves that are 
applicable to any type of structural details both in 
aggressive and non-aggressive environment (DNV, 
2008). For example, DNV defines four universal 
S-N curves: S-N I for welded joints in air or with 
cathode protection against corrosion, S-N II for 
welded joints in corrosive environment and, in the 
similar manner, S-N III and S-N IV curves for base 
material.
In its simplest form, when the structural load is 
of constant amplitude, the number of cycles till fail-
ure N for a given stress range Δσ may be determined 
directly from S-N curve at a single point (Δσ,N) or 
using analytical expression for S-N curve:
N a m−Δσ
where a  and m are S-N curve parameters.
If  the amplitude varies, a long-term distribution 
of stress ranges may be divided approximately in 
blocks (intervals) of constant stress range. Then 
particular damage is calculated for a number of 
cycles for each block and total damage according 
to Palmgren-Miner summation rule.
Due to complexity of ocean waves the stress 
range cycles on the oceangoing vessels are consid-
ered to be distributed by the probability density 
function f(Δσ). Since a structural detail is exposed 
to n0 stress cycles during its lifetime it follows that 
a number of cycles for each stress range  interval 
[Δσ, Δσ + dΔσ] is equal to n0 f(Δσ)dΔσ and the 
fatigue damage may be calculated as:
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where N(Δσ) is a number of cycles till failure at 
constant stress range Δσ.
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HCF spectral analysis aims to take into account 
most effects that contribute to fatigue damage 
accumulation in structural details on the ocean-
going vessels such as sailing route, loading condi-
tion, sea state (wave spectra) etc.
Spectral HCF analysis consists of four steps:
a. hydrodynamic analysis, where wave loads are 
calculated for different combinations of wave 
lengths and heading angles, ship speed and ship 
loading conditions;
b. structural analysis, where ship structure is sub-
jected to hydrodynamic loads;
c. statistic and stochastic analysis, where stress 
transfer functions are combined with particu-
lar sea-state occurrence probability and so the 
long-term stress range distribution is evaluated;
d. fatigue damage calculation.
The aim of hydrodynamic analysis is to evaluate 
regular wave loads acting on the ship: wave induced 
pressure distribution on the ship hull and inertial 
forces due to global ship motions (accelerations of 
the masses). Internal pressure loads in cargo tanks 
may be evaluated as well. Linear modelling of the 
ship response is considered sufficient for fatigue 
assessment purposes. Hydrodynamic calculations 
based on both strip and sink-source panel theory 
may be performed.
Hydrodynamic calculations need to take into 
account full and ballast loading conditions and a set 
of wave lengths (of unit amplitude) and wave head-
ings that ship will be exposed to during her service. 
The length of the model should extend at least over 
Lpp. The masses should be modelled realistically and 
ship speed during service, both in full and ballast 
loading condition, needs to be taken into account. 
DNV recommends 2/3 of the actual ship service 
speed to be used for calculation. The procedure is also 
applicable to non-moving vessels such as FPSO.
A sufficient number of wave periods and head-
ings are to be used for determining regular wave 
transfer functions. All wave headings have to be 
taken into account and for each a minimum of 20 
to 25 wave periods shall be included in the calcula-
tion. This may easily induce several hundred load 
cases that are to be analyzed.
Once the hydrodynamic loads are defined, both in 
real and imaginary domain, they are transferred to 
structural model and then structural FE analysis is 
performed. The transfer of the hydrodynamic loads 
is normally performed automatically by the software. 
If only a part of ship structure is modelled (i.e. three 
cargo hold in the amidships) than the adequate sec-
tional forces and moments are to be applied on the 
model ends. Particular “umbrella” structure may be 
assembled with light and stiff beam elements con-
necting models end to a single node that will induce 
vertical bending moment to the structure.
For each structural detail of concern a hot spot 
(or notch) stress range transfer functions Hσ ( )ω ϑ,  
are to be determined.
The elevation of the ocean surface is a highly 
irregular and random process. However, irregular 
waves may be mathematically modelled as a linear 
combination of a number of regular waves with dif-
ferent wave heights, wave periods and random phase 
angles, which allows the ocean surface to be described 
as a stochastic process. The joint distribution of wave 
heights and wave periods for short-term sea states is 
available for different geographic Mardsen zones.
Within a short time interval the fully developed 
ocean wave height (or surface pattern) becomes a 
stationary, narrow-banded random process. Wave 
peaks are therefore assumed to follow a Rayleigh 
distribution. Commonly a Pierson-Moskowitz wave 
spectrum is used to describe short-term sea state:
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Assuming a linear model, for each sea state a 
response spectrum will be directly determined 
from the hot spot stress range transfer functions 
and wave spectrum:
S H H TZ Zσ σZ Z ηω ω( )T (| H , )ϑ | (S , )
The response spectrum will be assumed as a sta-
tionary, narrow-banded random process. There-
fore, response peaks (stresses and corresponding 
stress ranges) are Rayleigh distributed:
F
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where m0 is spectral moment of the order zero.
A cumulative distribution of the long-term 
response may be calculated as a weighted sum over 
all sea states and headings. The long-term distribu-
tion is therefore:
F r F pj
i
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all seastates
all heading
where pij is the probability of occurrence of a given 
sea state i combined with heading j and rij is the 
ration between the response crossing rates in a 
given state and the average crossing rate.
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The sum of Rayleigh distributions may be fitted 
by Weibull distribution that is described with two 
parameters, shape parameter h and scale para-
meter q:
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Finally, fatigue damage may be calculated by the 
resulting expression for high cycle fatigue damage 
summation according to (DnV, 2008):
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where DHCF is high cycle fatigue damage, ā and 
m are S-N curve parameters, Td is design life of 
ship in seconds, T0 is long-term average response 
zero-crossing period, pn is fraction of design life in 
loading condition n, and qn and hn are the Weibull 
distribution stress range scale and shape param-
eters, respectively, for each loading condition n.
Highly stressed structural details are prone to 
low cycle fatigue (LCF), when the fatigue of mate-
rial occurs after 10 to 104 cycles. Although the 
Classification societies verify structural details 
against fatigue for the entire service life. However, 
often fatigue damage occurs much earlier, lead-
ing to costly ship repairs. LCF will occur at loca-
tions where micro fractures exist, at the weld root 
notches or any other location where local stress is 
very high and higher than yield stress at times.
LCF in ship structures is only recently being 
investigated for example by Urm et al. (2004) and 
Heo et al. (2004).
Currently, LCF calculation methods may fit in 
one of the two groups: methods using range of 
local deformations and methods of pseudo-elastic 
stresses. The method of local deformations aims 
to define the deformation and stresses at highly 
stressed micro-locations as a function of global 
deformation and stresses of structural details. 
Figure 29 shows the relation between elastic global 
behaviour of structural detail and elastic-plastic 
local behaviour of crack tip at micro-location.
The global elastic behaviour affects the local 
elastic-plastic behaviour in a way that the local 
stress-deformation curve is formed in a shape of 
hysteresis. If  the material behaves in a stable man-
ner, after a number of cycles the shape of hysteresis 
doesn’t undergo any further changes and then all 
the points on hysteresis satisfy Ramberg-Osgood 
equation:
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where σloc and εloc are local stress and strain, respec-
tively, ′E  is the stable cyclic Young’s modulus of 
elasticity, ′K  is a strength coefficient and ′n  is a 
strain hardening exponent. By replacing σ and 
ε with Δσloc/2 and Δεloc/2, the local deformation 
range may be expressed as:
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The Neuber rule relates these local stresses and 
deformation with the global ones, enabling simple 
empirically based LCF calculation. To achieve that, 
two different stress concentration factors are to be 
defined: Kσ and Kε, being stress concentration fac-
tor and strain concentration factor, respectively:
K
K
σ
ε
=
=
maximum local stress
global stress
maximum local strain
global strain
Neuber showed that product of the two 
concentration factors is constant i.e. that 
K K K constTσ ε =
2 .
By defining K locσ σ σ= /  and K locε ε ε= / , 
where σ  and ε  are global stress and strain respec-
tively, according to the Neuber rule, it follows:
K K Kloc loc Tσ ε
σ ε
σ ε
= =
2
In the elastic region ε σ E and introducing 
this into equation above:
σ εloc loc E
=
( )σTK ⋅
,
 
and
Δ Δσ εloc loc E
=
( )ΔσTK ⋅
Simultaneously solving equations above by iter-
ation it becomes possible to determine the range of 
local deformations in a function of a given global 
stress range (Sleczka, 2004).
5.2 Cumulative HCF and LCF damage
Hansen and Thayambali, (1995) presented fatigue 
damage estimation due to a combination of wave 
load induced HCF and whipping and slamming 
induced LCF. ISSC, (2000) listed a number of 
papers analyzing “storm model” assumption—
that a ship periodically experience extra high 
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stresses during sailing in storms. A sequence of 
storms in time is supposed to affect the damage 
accumulation.
Urm et al. (2004) made a systematic research 
of HCF and LCF in ship structural details due to 
wave loads, within DNV research department, and 
estimated cumulative fatigue life to be:
D D
D D
HCF
LCF
LCF
LCF
LCF
m
HCF
m
−
⎛
⎝⎜
⎞
⎠⎟
+
⎛
⎝⎜
⎞
⎠⎟ +
⎛
⎝⎜
⎞
⎠⎟
⎧
⎨
1
0
1
0
1
ν
ν
ν
ν ν
⎪
⎩⎪
⎫
⎬⎪
⎭⎪
m
where:
DLCF  = low cycle fatigue damage
D
n
NLCF
i
ii
k
=
=
∑
1
DHCF  = high cycle fatigue damage
D
T
a
p
m
hHCF
d
n nq
m
nn
Nload
= +
⎛
⎝
⎞
⎠⎟
=
∑ν0
1
1Γ
νLCF = mean zero-crossing frequency for LCF
ν0 = mean zero-crossing frequency for HCF.
5.3 Numerical example
Numerical example illustrates HCF, LCF and 
combined HCF and LCF calculation procedure 
for structural detail on 6500 cbm oceangoing LPG 
vessel. Cargo is transported in one 4500 m3 bilobe 
tank and one 2000 m3 cylindrical tank. Detailed 
description of the ship and cargo tanks is given 
in Rudan and Senjanović, (2005). Hydrodynamic, 
finite element and stochastic calculations are per-
formed using SESAM software package (DNV, 
1998).
Critical structural detail is the Y-joint of shells 
and longitudinal bulkhead in the bilobe tank. Due 
to difficulties in manufacturing process a misalign-
ment of shells occur during welding and an eccen-
tricity is introduced into what should be a perfect 
Y-joint, Figure 24. Tanks are designed and behave 
as membrane structures and can stand the bending 
stress due to Y-joint misalignment only to a certain 
extent.
Eleven Y-joint models are generated employing 
the volume finite elements with eccentricity ranging 
from e = 0 mm to e = 20 mm in step of 2 mm. The 
model with e = 14 mm is presented in Figure 24. 
Y-joint welds are modelled and the exact hot-spot 
and notch stresses are determined using linear 
stress extrapolation, from two neighbouring finite 
elements, to the weld toe.
Resulting von Misses stress for different values 
of eccentricities is presented in Table 6. The details 
of calculation procedure are given by Rudan and 
Senjanović, (2005). Note that the yield stress for 
tank material is 390 N/mm2 and tensile strength is 
540 N/mm2. Therefore, even minor eccentricities 
leads to unacceptable high stress values and eccen-
tricities exceeding 10 mm may be considered criti-
cal and need to be controlled.
5.3.1 Spectral fatigue analysis
Spectral HCF analysis is performed for the LPG 
vessel in concern, for various amounts of joint 
imperfection (eccentricity from 0 to 20 mm). 
Hydrodynamic analysis based on strip theory 
is performed. A ship is divided into 56 strips, 
Figure 33, and subjected to a number of analyses: 
two loading conditions (full and ballast), 30 differ-
ent wave lengths (ranging from 0.105 to 2.6 ship 
lengths), 13 different heading angles (from 0 to 180 
degrees in increments of 15 degrees) and for one 
ship speed. Thus, in addition to hydrostatic analy-
sis, a total of 780 different load cases are analyzed 
in both real and imaginary domain for each load-
ing condition.
Figure 24. Solid element FE model of Y-joint, eccen-
tricity e = 14 mm.
Table 6. Notch stress concentration factors 
as a function of Y-joint eccentricity.
Eccentricity σvMt
Model 0 0 mm 213
Model 1 2 mm 338
Model 2 4 mm 384
Model 3 6 mm 431
Model 4 8 mm 510
Model 5 10 mm 567
Model 6 12 mm 584
Model 7 14 mm 679
Model 8 16 mm 715
Model 9 18 mm 819
Model 10 20 mm 845
880
Calculated hydrodynamic loads are then 
transferred to FE model, Figure 25 and structural 
analysis is performed. Transfer of loads is per-
formed automatically by SESAM software pack-
age. Coarse mesh finite element model of the entire 
LPG ship, including cylindrical and bilobe tanks, 
is generated. A super element modelling technique 
is used. Direct mesh refinement is applied in the 
critical Y-joint area.
The entire model consists of some 170,000 shell 
finite elements and some 140,000 nodes. The model 
is subjected to each of 780 load cases which con-
sist of: wave pressure at the wet hull surface, iner-
tial forces and internal tank pressure. As a result 
of structural analysis a set of notch stress transfer 
functions for Y-joint are obtained, Figure 27.
The stochastic analysis is performed for both 
loading conditions, the entire range of the Y-joint 
eccentricities and for the North Atlantic sea-state 
condition. As a result long-term stress distribution 
is obtained. Table 7 presents the Weibull distribu-
tion parameters for different values of the Y-joint 
eccentricity.
Fatigue damage results are presented in Table 3. 
The analysis revealed that full loading condition is 
the main cause of fatigue damage. It is also clear 
from Table 8 that eccentricity of 12 mm (DHCF < 1) 
may be tolerated when considering high cycle 
fatigue damage analysis only, assuming a life time 
of ship in service of 25 years.
5.3.2 Low cycle fatigue analysis
LPG ships in service operate worldwide, usually on 
a fixed sailing route under a long-term contract. 
The tank is loaded at the terminal of departure and 
then emptied at the terminal of arrival. The pressure 
in the tank oscillates between approximately 0 
bars and design pressure of 5 bars in the case of 
a bilobe tank on LPG carrier. Assuming that no 
damage occurs during voyage (between terminals), 
Figure 25. Strip model of LPG ship.
Figure 26. Finite element model of LPG—part of hull 
hidden.
Figure 27. Notch stress transfer functions for Y-joint 
detail, full loading-real component.
Table 7. Weibull parameters for ballast (LCO3) and full 
(LC05) loading condition.
Kscf,e/
Kscf,0
LC03 LC05
q h T0 q h T0
1.000  3.354 0.789 8.667  8.473 0.798 8.744
1.271  4.263 0.789 8.667 10.770 0.798 8.744
1.442  4.837 0.789 8.667 12.220 0.798 8.744
1.618  5.423 0.789 8.667 13.700 0.798 8.744
1.948  6.531 0.789 8.667 16.500 0.798 8.744
2.131  7.149 0.789 8.667 18.060 0.798 8.744
2.191  7.351 0.789 8.667 18.570 0.798 8.744
2.562  8.594 0.789 8.667 21.710 0.798 8.744
2.697  9.045 0.789 8.667 22.850 0.798 8.744
3.108 10.427 0.789 8.667 26.340 0.798 8.744
3.207 10.759 0.789 8.667 27.180 0.798 8.744
Table 8. HCF fatigue damage as a function of Y-joint 
eccentricity.
e, mm LC03 LC05 DHCF
Fatigue 
life,
years
0 0.005 0.064 0.069 362.617
2 0.010 0.132 0.142 176.587
4 0.014 0.192 0.207 120.878
6 0.020 0.271 0.291 85.792
8 0.035 0.474 0.509 49.108
10 0.046 0.621 0.668 37.446
12 0.050 0.675 0.726 34.449
14 0.081 1.079 1.160 21.559
16 0.094 1.258 1.352 18.489
18 0.144 1.927 2.071 12.071
20 0.158 2.117 2.276 10.986
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Mean zero-crossing frequency for LCF was 
calculated on the basis of 25 year-service life 
of LPG and 5 days load-unload period. Mean 
zero-crossing frequency for HCF was calculated 
according to simplified expression in Urm et al. 
(2004). Full loading condition (LC05) is taken into 
account. Results are presented in Table 10.
Due to a large influence of LCF, total fatigue 
life is close to LCF life estimation. Results are con-
sidered conservative in relation to LCF analysis. 
Even so, a decrease of total fatigue life due to com-
bination of HCF and LCF effects is clear.
6 FATIGUE ASSESSMENT OF A 
VERY FAST FERRY SUBJECTED 
TO COMBINED LOAD
This chapter aims to provide guidelines on the 
fatigue assessment of the very fast ferries. These 
are special type of ships that operate at high serv-
ice speeds, which impose significant demands on 
oscillation of the global stresses in the tank will 
follow a stable pattern (Røren et al. 1975).
Roots of the notches and any other highly 
stressed local areas will inevitably be subjected to 
the low cycle fatigue damage. LCF life may be cal-
culated according to the Morrow equation, includ-
ing the correction for the mean stress effects (Xu, 
1997), that relates fatigue life, Nf to the maximum 
local strain amplitude, Δεloc:
Δε εloc
b
f
c
E2
=
( )σ σf mean ( )fN2 ( )fN2/
where σ'f is fatigue strength coefficient, σmean is the 
mean stress, b is fatigue strength exponent, ε'f is 
fatigue ductility coefficient, c is fatigue ductility 
exponent and E is the Young’s modulus of elas-
ticity. The fatigue properties of SAE1020 are used 
for LCF calculation: E = 2.05 GPa, K' = 941 MPa, 
n' = 0.18, σ'f = 815 MPa, ε'f = 0.25, b = −0.114, 
c = −0.53.
Fatigue life is estimated as a parameter of 
the Y-joint eccentricity e and with the assump-
tion of 5 days load cycle for typical LPG car-
rier. Nominal stress in the Y-joint is chosen to be 
σN = σvMt = 183.34 MPa as this is theoretical stress 
in the Y-joint excluding the effects of weld geome-
try, notch presence and eccentricity (i.e. e = 0 mm). 
Table 9 lists the results.
The LPG tank material is 5% nickel steel, a high-
strength material with excellent cryogenic proper-
ties. Assuming fatigue properties of SAE1020 steel 
all the results will be on the conservative side by the 
unknown scale. However, results clearly indicate the 
strong influence of rather small eccentricity (imper-
fection) to the estimated LCF lifetime of Y-joint.
5.3.3 Combined HCF and LCF
Combined HCF+LCF life for Y-joint is calculated 
according to linear life model, (Urm et al. 2004). 
Table 9. Estimated LCF life-time of Y-joint.
e, mm
Hot spot principal 
stress [N/mm2]
Notch stress 
conc. Factor
Notch strain 
range [mm] DLCF
Estimated  life 
[years]
0 307 2,51 0.00231  0,492 50,8
2 389,5 3,19 0.00512  2,101 11,9
4 442 3,62 0.00633  3,472  7,2
6 496 4,06 0.00772  5,434  4,6
8 597,5 4,89 0.01025 10,869  2,3
10 654 5,35 0.01229 14,705  1,7
12 672,5 5,50 0.01291 16,667  1,5
14 786 6,43 0.01669 27,778  0,9
16 828 6,77 0.01818 35,714  0,7
18 953 7,80 0.02285 50,000  0,5
20 984,5 8,05 0.02412 62,500  0,4
Table 10. Combined HCF and LCF fatigue damage.
e
[mm]
HCF
[years]
LCF
[years]
Total life
Linear life 
model
[years]
Total life
Urm et al. (2004)
[years]
0 362.617 50.8 44.558  0.561
2 176.587 11.9 11.149  2.242
4 120.878  7.2  6.795  3.679
6  85.792  4.6  4.366  5.726
8  49.108  2.3  2.197 11.379
10  37.446  1.7  1.626 15.374
12  34.449  1.5  1.437 17.392
14  21.559  0.9  0.864 28.937
16  18.489  0.7  0.674 37.066
18  12.071  0.5  0.480 52.071
20  10.986  0.4  0.386 64.776
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the hull and structure. Apart from hydrodynamic 
properties, which will not be considered here, their 
structural properties are in the function of achiev-
ing desired speed: very fast ferries have lightweight 
structure, aluminium and/or high-tensile strength 
steels are used as construction materials and spe-
cific structural details are used to further reduce 
weight or handle stress concentration. This makes 
fatigue assessment of such vessels to stand out of 
common fatigue analysis procedures and require 
special approach.
Novel trapezoidal longitudinal beams are con-
sidered to be feasible alternative to classic deck 
stiffeners. However, they alone need to be carefully 
verified against permissible stress and fatigue. In 
addition, they are subjected to various types of 
loading acting simultaneously, each with particu-
lar contribution.
A procedure for the analysis of critical hot spots 
on trapezoid longitudinal will be presented. Then, 
existing loads, both of high and low occurrence 
frequency, will be taken into account and struc-
tural analysis performed, followed by the fatigue 
analysis. As a result a comprehensive fatigue 
assessment procedure for fast ferry ships will be 
established.
6.1 Fatigue considerations
Very fast ferries transport cars and passengers at 
high service speeds that are possible due to their 
lightweight hull construction and structural details 
design. By adopting high strength steels, instead of 
traditional mild steel, designers are able to obtain 
structure that can withstand high service loads 
and at the same time have minimum weight. How-
ever, this comes at cost of having highly stressed 
structure and, in particular, very high stress con-
centration in critical structural details and joints. 
Current Rules, for example (DnV, 2008), exclude 
“high speed light crafts” from fatigue assessment 
procedures. In addition, the mentioned Classifi-
cation Note “is valid for steel material with yield 
stress less than 500 MPa”, and therefore it is not 
applicable to very high strength steels (VHTS) hav-
ing yield stress up to 690 MPa.
An example of structural elements that need 
new design are profiles for reducing the unsup-
ported span of the (e.g. car deck) plating, as there 
are no conventional rolled profiles made of VHTS 
available. Trapezoid profiles, used in bridges, rep-
resent an alternative design but the experience 
gained from civil engineering cannot be directly 
applicable to marine structures. It is known from 
their use in bridge construction that trapezoidal 
longitudinals are prone to fatigue failure due to 
very large number of load cycles arising from the 
ongoing traffic. In the case of ship structures the 
number of load cycles is lower but the distribution 
of the loads is much more critical.
Special trapezoid shaped longitudinals are 
designed to support vehicle deck as stiffeners. The 
advantage of using longitudinals of such a shape 
is, among other, their good strength/weight ratio. 
Such longitudinals are relatively wide and there-
fore provide satisfactory support for a deck plate, 
permitting its thickness to be only 4 mm, when 
stiffeners are adequately close to each other.
Spot-weld and the all-weld connections with 
the deck plate are possible. Spot-weld connection 
refers to the welding of the stiffeners using a spot-
weld technique while the all-weld connection refers 
to classical, continuous welding along the longi-
tudinal length. Finite element and fatigue analy-
ses needs to be performed to locate and evaluate 
stresses in trapezoidal longitudinal for both cases.
6.2 FEM and fatigue analysis
The aim of the finite element analysis is to locate, 
evaluate and compare the stresses in trapezoid lon-
gitudinals for all weld and spot weld connection. 
The finite element analysis has to be performed on 
two levels: global and detailed local analysis.
The global finite element model of the mid ship 
part of the very fast ferry is generated and sub-
jected to two different loading conditions, one for 
the ship in hogging and another for the ship in sag-
ging. In both cases additional design pressure load 
is applied on the corresponding decks.
Detailed finite element analysis is performed to 
obtain critical hot spot stresses and overall stress 
distribution. The trapezoid stiffeners are supported 
by the transverse frames and subjected axially to 
vertical hull girder bending moment and by trans-
verse force due to the presence of truck load. The 
hot spots are analyzed for the combination of axial 
and transversal loads. As a result of the performed 
analysis stress concentration factors are defined 
and subsequently used for fatigue damage.
Due to complexity of the deck geometry and a 
large number of the welded joints, fatigue cracks 
may start from several locations. A discussion of 
possible locations of crack initiation is given by 
Garbatov et al. (2003). The fatigue study presented 
here will be concerned only with the mid span 
welded connection.
Fatigue damage assessment is accomplished by 
simplified approach in several calculation steps. 
The considered fatigue loading consists of the wave 
and slamming induced loads and truck breaking 
load. Details on the load modelling are reported by 
Garbatov et al. (2005).
Fatigue damage assessment is based on the hot 
spot stress approach (Fricke and Petershagen, 
1992 and Niemi, 1995). Calculated local stresses 
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around the highly stressed locations depend very 
much on the structural idealization, the element 
types used and the mesh subdivision. The applica-
tion of the mentioned approach has been reported 
by Garbatov et al. (2002b) and Rudan et al. (2003). 
For the application of the fracture mechanics 
approach an application can be seen for example 
by Garbatov et al. (2003).
6.3 FEM analysis—application example
Strength and fatigue assessment, including the 
comments on modelling and analysis, will be pre-
sented as a guideline on how to perform FEM and 
fatigue analysis of the very fast ferry or similar 
type of vessel. Detailed description of the global 
and local models, analysis procedures and results 
are presented in Garbatov et al. (2010).
6.3.1 Global finite element model
Entire ship model or three-hold model is normally 
used for the global deformation analysis of the 
large merchant ships. Since fast-ferry ships dif-
fer largely from merchant ships, the mentioned 
method cannot be applied directly.
The global FE ferry model shall contain all 
the elements that contribute to the longitudinal 
strength. In the present analysis three types of 
beam elements are used: trapezoidal longitudi-
nals, HP longitudinals and shell longitudinals. The 
length of the global model in longitudinal direc-
tion, i.e. x-axis, is 36 meters. With the ship breadth 
of 24.70 m this is being considered to be sufficient 
in size for global deformation analysis, Figure 28.
The fast ferry is carrying cars and trucks parked 
on several decks. During the voyage the deck plate 
and the attached stiffeners are subjected, in general, 
to four types of loading.
First, a global load due to still water and wave 
induced bending moments. These loads may be mod-
elled as axial forces applied to the deck structure.
Second, a local load generated from the weight 
of transported vehicles and transmitted to the 
stiffened deck plate via vehicle tires.
Third, loads arising from the slamming response. 
They are characterized by a short loading period, 
which in combination with the relatively high 
speed of the ship results in a severe hydrodynamic 
impact. Slamming causes a sudden vertical accel-
eration and deflection of the bow and excites 
transient flexural vibration of the hull girder i.e. 
whipping. (Senjanović et al. 2003).
Fourth, the load arising from the car breaking 
during parking.
To properly take into account both global and 
local loads, two-step sub model finite element 
analysis is performed based on Det Norske Veritas 
SESAM package. The global model consists of 
10,034 2-node beam elements, 9,802 4-node shell 
elements and 6,626 3-node shell elements. It has a 
total of 74,640 degrees of freedom. The vibratory 
hull girder bending stress (whipping stress) and 
breaking load are of much higher frequency than 
the wave induced stress, and are effectively super-
imposed (Garbatov et al. 2005).
Boundary conditions are defined in a way that 
the aft side cross-section is fixed in all degrees of 
freedom, while the fore side cross-section is rigid, 
so that sections may remain in plane after the load 
is applied (sectional moments). In this way sym-
metry of the load and boundary conditions is 
satisfied.
The loading applied to the global model consists 
of sectional design moments, transverse pressure 
loads on decks and water induced pressure load 
on the hull up to T = 5.5 m, for both hogging and 
sagging loading condition, Figure 38. All loads are 
static. Figure 7 summaries the loading applied on 
the global model. Global model deformations is 
presented in Figure 28.
6.3.2 Local finite element model
Trapezoid longitudinal is made of two parts, being 
connected at the middle of the span via support-
ing plate (backing strip). The thickness of both the 
trapezoid longitudinal and the supporting plate is 
4 mm. Trapezoid longitudinal is connected to the 
deck plate by spot welds. Spot welds along the trap-
ezoidal longitudinal are 20 mm wide and distanced 
80 mm from each other. Alternatively, continuous 
welding is investigated and in that case the longitu-
dinal is continuously welded to the deck plate.
Two local models, spot-weld and all-weld 
model, are generated using volume finite elements 
(20-node solid and 15-node solid), so that the weld 
geometry may be taken properly into account.
Near the supporting plate, i.e. at the middle 
of the longitudinal span, the neighbouring finite 
element width varies from 4 mm to 7.5 mm wide. 
In this way, it does not conform strictly with the 
usual “txtxt” requirement of the hotspot stress 
Figure 28. Global model deformation, sagging.
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evaluation procedure, where t is the thickness 
of the plating. Finite element width variation 
occurred during precise modelling of supporting 
plate and surrounding welds and geometry. All-
weld model has the same finite element mesh as 
the spot-weld model, except the weld geometry, so 
that comparison of the results may be performed. 
Further details concerning sub-model genera-
tion are reported by Garbatov et al. (2002a) and 
Guedes Soares et al. (2003).
The loading of the local model consists of pre-
scribed displacements from the global model, both 
in hogging and sagging loading conditions, and a 
concentrated force due to the breaking load and 
acting at the middle of the local model span. It is 
considered that breaking load is acting only during 
the boarding. Table 12 summarizes the local load-
ing cases.
6.3.3 Spot-weld finite element analysis
Spot-weld model stress distribution is shown in 
Figures 29 and 31, where three types of highly 
stressed areas may be distinguished (hot spots 1, 
2 and 3).
The hot spot 1 is located at the middle of the 
trapezoid longitudinal span, where the support 
plate connects two machine-produced longitudi-
nals. The hot spot 1 occurs due to local change in 
model geometry and stiffness.
The hot spot 2 is located at the middle of the 
trapezoid longitudinal span, where the support 
plate is welded to the longitudinal and where both 
are bent. In certain cases this is the mostly stressed 
location as it is located both at the middle of the 
span and it is most distant from the deck plate.
The hot spots 3 are located at the spot-weld 
locations. There are a series of such hot spots and 
their presence has been expected since only weld 
spots are connecting the trapezoid longitudinal 
and deck plate.
6.3.4 All-weld model stresses
Three areas of high stress concentration (hot spots 
4, 5 and 6) may be observed for the all-weld finite 
element model, Figure 32. The hot spot 4 on the 
all-weld model corresponds to the hotspot 2 of the 
spot-weld model.
The hot spot 5 is shown in Figure 32. The high 
stress concentration is located at the edge of the 
small side weld that connects the supporting plate 
with the trapezoid longitudinal. A view from the 
“inside” of the trapezoid longitudinal, presenting 
the hot spot 5 stress concentration is given in 
Figure 31.
The hot spot 6 in the all-weld model corresponds 
to the hotspot 3 in the spot-weld model and it is pre-
sented with red arrow in Figure 32. Concentrated 
Table 11. Loading of global model.
Structure Loading
Deck 5 plates Cargo Static 
Load
P = 3.7 kN/m2
Deck 4 plates P = 4.1 kN/m2
Deck 3 plates P = 4.2 kN/m2
Deck 2 plates P = 15.1 kN/m2
Side shell 
plates
Hydrostatic 
Pressure
T = 5.5 m
NA of Fr 183 Vertical Bending 
Moment—Hogging
Mh = 1387 MNm
NA of Fr 183 Vertical Bending 
Moment—Sagging
Ms = –1740 MNm
Table 12. Local model load cases.
Loading case Global loading Local loading
LC1 Bending-Hogging Without
LC2 Bending-Hogging Truck load
LC3 Bending-Sagging Without
LC4 Bending-Sagging Truck load
Figure 29. Hot spot 1 to 6 for spot-weld model.
Figure 30. Hot spot 1 to 6 for all-weld model.
Figure 31. Hot spots 5, all-weld model.
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bottom and the water surface, as well as on their 
relative speed of approach. The slamming has been 
the subject of significant research effort (Ochi, 
1964, Mansour and d’ Oliveira, 1975, Ochi and 
Motter, 1973, Kawakami et al. 1977 and Evans, 
1982). To evaluate the slamming effect the rela-
tive motion between ship and wave is to be evalu-
ated in the frequency domain or in a more realistic 
way in the time domain. The relative ship motion 
permits the estimation of the instant when the 
impact may occur and its location along the ship, 
as well as the intensity of the slamming force. Dif-
ferent models are compared by Ramos and Guedes 
Soares, (1995). The slamming stresses induced to 
the stiffener are considered as a transient process:
σ ωi aσ i i i i it k t( ] i ( )εω t
where i = 2, 3, σa2 is the excitation nominal stress 
amplitude, k = 0.08 is a damping factor and ε2 is the 
phase angle. The excitation amplitude, σa2, of the 
transient process, σ2 ( )t , is considered as a random 
variable that follows a Rayleigh distribution which 
implies that the process can be treated as a narrow-
banded Gaussian process with time-dependent 
variance. The combination of σ1 ( )t  and σ2 ( )t  then 
becomes the sum of a stationary Gaussian proc-
ess and a transient one. The process differs, but is 
similar to that of the combination of two stationary 
processes. Both car breaking and slamming loading 
induce stresses that result in additional damage to 
wave induced load damage and they are modelled 
as transient process. For simplification here, the 
phase angles are not taken into account.
Wave induced stresses in the welded joints may 
be described as a Gaussian process with zero mean 
value. In that case the stress amplitude distribution 
follows the Rayleigh distribution for any short sea 
state. The long-term stress distribution is defined on 
the basis of Rayleigh short sea-state stress distribu-
tions. The wave-induced stresses are described as:
σ ω ε1 1σ 1 1( ) cos( )ta +
where σa1 is the nominal stress amplitude, ω1 is 
the natural frequency for the first elastic mode of 
vibration and ε1 is phase angle.
Figure 32. Hot spots 6, all-weld model.
forces are causing the stress concentration in that 
area. High stress is affecting both the deck plate and 
the trapezoid longitudinal, so the weld toe becomes 
a subject for the hot spot stress evaluation. Figure 32 
presents the hot spot 6 in detail.
6.3.5 Hotspot stress analysis
The aim of the hot spot stress analysis is to evalu-
ate the stress concentration factors for the selected 
hot spots. The Classification Societies define the 
hot spot assessment procedure within their fatigue 
assessment rules. However, no extrapolation proce-
dure covers all possible structural details geometry 
and/or loads and stress combination. Therefore, 
careful analysis of the stresses and reasonable 
stress extrapolation technique should be used.
The stress concentration factor, SCF is com-
monly defined as the ratio of the hot-spot stress, 
σhot-spot, and the nominal stress, σnom, i.e.:
SCF hot spot
nom
=
−
σ
σ
The hot spot principal stresses are determined by 
direct computation using finite element analysis. The 
mesh refinement of the local finite element model 
is sufficient and with element lengths near high 
stress zones equal to the plate thickness. A linear 
extrapolation is employed in hot spot stress calcula-
tions. As 20-node solid finite elements are used, nodal 
stresses were available directly from the solver results. 
The direction of the principal stresses was examined 
with the aim of stress vector presentation.
The evaluation of the nominal stresses is not a 
straightforward task when both complex geometry 
and stress field are present. In the present analysis 
a neighbouring “low-gradient” stress is assumed to 
be a nominal stress. In most cases longitudinal stress 
coincides with the principal stress and therefore 
nominal stress, far enough from the highly stresses 
areas, may be considered as evaluated precisely.
Resulting stress concentration factors are in the 
range from 1.32 to 2.08 depending on the hot spot 
location and load case considered.
6.4 Load considerations
The trapezoid longitudinal of concern is located 
below the car deck and it is subjected to both lateral 
and axial load. The lateral load is provoked by the 
truck breaking load induced due to the breaking of 
the truck on the position of parking on the deck. The 
force applied may be calculated as P = k w, where k is 
the beam stiffness and w is the beam’s displacement.
Bottom slamming is a particularly complex 
phenomenon. The magnitude and duration of the 
impact pressure depend strongly on and are sensi-
tive to the angle and the relative shape of the ship 
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Ship motion analysis is performed assum-
ing rigid ship motion. The combination of wave 
induced load with the loads due to slamming and 
cargo operation (low and high frequency loads) 
needs to be taken into account. It was observed 
that the duration of the impulse force in the case 
of the bottom slamming is rather small (Lewis 
and Hoffman, 1973) and is therefore considered 
as a linear elasto-dynamic problem, which means 
that the damping coefficient is proportional to the 
velocity of displacement and the recovering to the 
initial state force is a linear function.
The excitation amplitude of nominal stresses 
at the point of study is as a function of the axial 
load subjected to the structures due to the vertical 
induced bending moment: M M Ma
h
W
Hogging
Slam+ , 
and M M Ma
s
W
Sagging
Slam+  where MW is the verti-
cal wave induced bending moment for hogging and 
sagging and MSlamm is the vertical bending moment 
due to slamming and transfer load due to the 
car operation on deck. The slamming loads were 
determined applying only to the sagging condi-
tion (Garbatov et al. 2005). The ship length, the 
mass distribution, the sectional breadths and the 
ship speed serve as input. Furthermore, the verti-
cal acceleration versus the ship length is needed for 
the determination of the maximum hydrodynamic 
pressure and the inertia forces.
6.5 Fatigue assessment
The stress range, Δσ i , may be calculated as:
Δ = ( )−σ i n,
Δ = Δσ σi i nSCF ,
where SCF is the stress concentration factor of 
the hotspot considered. For the loads and very 
fast ferry considered results are as presented in 
Table 13.
The fatigue damage assessment is based on the 
Miner, (1945) summation. The basic assumption 
of the method is that structural damage per 
load cycle is constant at a given stress range. It 
is assumed that the stress range is distributed 
according to a two-parameter Weibull distribution 
and fatigue damage is calculated as (Nolte and 
Hansford, 1976):
D
T
K Ln
m
j
o d j
m a1
1 1=
Δ
( )no⎡⎣ ⎤⎦
+
⎛
⎝⎜
⎞
⎠⎟
υ σ
α/
Γ
and the fatigue damage for the transient process is 
calculated (Jiao and Moan, 1990) as:
D
m
n Exp
ji
m
ji
m
m=
( ) +⎛⎝ ⎞⎠ Δ
( )ni⎡⎣ ⎤⎦ − ( )k mi⎡⎣ ⎤⎦
1
2
1L2K
2
Γ σ
/ ,i = 2 3,
where the material descriptors of the S-N curve 
are taken from Det norske Veritas, (1998) as 
K = 1012.38, m = 3 and vo = 0.11, α = 1. The number 
of slamming and car breaking cases during a 20 
year service life is considered as an example here as 
1622, i = 2 for slamming and i = 3 for car breaking 
induced load respectively. For any hotspot j fatigue 
damage is calculated as:
D Dj ji
i=
∑
1
3
The overall average fatigue damage of welded 
joint due to the contribution of different loading is 
shown in Figures 33 and 51 show the total fatigue 
damage at any hot spot due to the entered loads. It 
can be seen from Figures 33 and 51 that in general, 
fatigue damage is lower for the all-weld model 
then the spot-weld model. The location of highest 
fatigue damage for the all-weld longitudinal and 
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Figure 33. Fatigue damage of Hotspots 1 to 6.
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Figure 34. Total fatigue damage of Hotspots 1 to 6.
Table 13. Stress range for various hot spots and 
loadings.
Hotspot, j Δσj2, MPa Δσj3, MPa Δσj1, MPa
1 40.99  77.26 66.61
2 38.73 313.34 66.75
3 40.99  77.26 67.12
4 38.73 313.34 67.68
5 41.51  23.54 68.35
6 40.99  77.26 69.09
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for the spot-weld longitudinal is the bending of the 
trapezoid (hotspot 4).
7 CONCLUSION
This paper presented recently developed models for 
fatigue damage of marine structures accounting for 
several structural imperfections and different types 
of loadings. Besides commonly present uncertain-
ties in fatigue ship structural analysis associated with 
structural modelling and the random wave induced 
loading various uncertainties arising from imperfec-
tion of structural joint that may occur during manu-
facturing and service life and the interaction between 
wave induced load and structure have been analyzed. 
This work also deals with the fatigue assessment of 
marine structures, describing several steps of the cal-
culation accounting for the combination of low and 
high-frequency induced loading. Fatigue damage is 
calculated based on the Palgrem-Miner approach.
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