Abstract
Introduction
Workload characterization in order to measure system performance is a major topic in the field of Computer Architecture. Many different benchmarks have been proposed to simulate real working conditions of both existing and proposed systems. Those benchmarks can be classified in terms of their corresponding application domains and their execution characteristics.
The most popular benchmarks are related with numerical processing, such as the SPEC CPU2000 benchmark suite [2] , the NAS Parallel Benchmark [5] and the OLDEN benchmarks [8] , among others. These benchmarks include many common characteristics of real scientific workloads, and some of them can be executed in both sequential and parallel computing en- vironments. These benchmarks are designed to challenge the CPU and memory subsystem capabilities of the systems under test. However, they do not take into account other aspects of the system architecture, such as process management or I/O subsystem.
Database benchmarks, on the other hand, allow to study not only CPU and memory hierarchy performance, but the global performance of a system. These benchmarks use a synthetic workload against a database engine, measuring the performance of the system in terms of the number of transactions completed in a given period of time. One of the main advantages of this class of benchmarks is that results are very relevant to financial, commercial and corporative fields, where this type of applications is dominant.
The TPC-C benchmark, designed by the Transaction Processing Performance Council [10] , simulates the execution of a set of both interactive and deferred transactions. This workload is representative of an OLTP (On-line Transaction Processing) environment, with features such as transaction queries and rollback. These capabilities makes the TPC-C benchmark specification a de-facto standard for measuring server performance. Most vendors publish performance values for their systems, allowing the consumer to accurately compare different architectures.
The Transaction Processing Performance Council only distributes a requirements specification for the TPC-C benchmark. Following this specification, vendors may implement and run a TPC-C benchmark, needing the approval of the TPC consortium to publish its performance results [1] . Unfortunately, there is not an official TPC-C benchmark implementation available for research purposes.
In this paper we present TPCC-UVa, an unofficial, open-source implementation of the TPC-C benchmark version 5.0. The purpose of TPCC-UVa is to be used as a research benchmark for the scientific community. The TPCC-UVa benchmark is written entirely in C language, and it uses the PostgreSQL database engine. This implementation has been extensively tested on Linux systems, and it is easily portable to other platforms. TPCC-UVa source code is freely distributed from the project website. This makes easy to use it for the performance measurement and behavior of real systems or in the context of a simulation environment such as Simics [4] . As an example, TPCC-UVa has been recently used in the performance measurement of different file systems [6] .
The TPCC-UVa implementation includes all the characteristics described in the TPC-C standard specification, except support for price/performance comparison. The reason is that TPCC-UVa is only intended to be used for measuring performance in research environments. It is important to highlight the fact that TPCCUVa is not an implementation approved by TPC, and the results of the execution of TPCC-UVa, in particular its performance parameter (tpmC-uva), are not comparable with the performance values obtained by official implementations of TPC-C.
The rest of the article is organized as follows. Section 2 describes the main characteristics of the TPC-C benchmark specification. Section 3 presents the TPCC-UVa implementation, describing its architecture and main characteristics. Section 4 shows some experimental results obtained executing TPCC-UVa on a real, multiprocessor system, while Section 5 concludes the paper.
Overview of the TPC-C standard specification
The TPC-C benchmark specification simulates the execution of a mixture of read-only and update intensive transactions that simulate the activities found in complex OLTP application environments [10] . The TPC-C workload is determined by the activity of a set of terminals that request the execution of different database transactions, simulating the business activity of a wholesale supplier.
Five different transaction types are defined by the standard. The New Order transaction consists of entering a complete order through a single database transaction; the Payment transaction enters a customer's payment; the Order Status transaction queries the status of a customer's last order; the Delivery transaction processes a batch of ten new, not-yet-delivered orhttp://www.infor.uva.es/~diego/tpcc-uva.html.
ders; finally, the Stock Level transactions determines the number of recently sold items that have a stock level below a specified threshold.
When a terminal send the transaction request it waits to receive the results in all cases, except for the Delivery transaction, that simulates a transaction executed in deferred mode. The structure of the corresponding database is composed by several tables, with different characteristics with respect to their scheme and cardinality. This benchmark includes a scalability criteria that allows to simulate a realistic workload, allowing to change the database size and the number of transaction terminals for a more accurate simulation of the machine capabilities.
After the execution of the benchmark during a given period of time, the number of New Order transactions executed per minute gives the performance metric, called transactions-per-minute-C (tpmC). The TPC-C benchmark also includes a performance value that takes into account the cost of the system under test, the price-per-tpmC, to allow a comparison in terms of price/performance. Additional details can be found in the TPC-C standard specification [10] .
TPCC-UVa architecture and implementation
The TPCC-UVa implementation is composed by five different modules that collaborate to perform all the necessary activities to measure the performance of the system under test. These modules are:
Benchmark controller This module interacts with the user, populating the database and allowing the launch of different experiments.
Remote Terminal Emulator (RTE)
There is one RTE process per active terminal in the benchmark execution. It simulates the activity of a remote terminal, according with TPC-C specifications.
Transaction Monitor This module receives all the requests from the RTEs, executing queries to the underlying database system.
Checkpoints controller
This module performs checkpoints periodically in the database system, registering timestamps at the beginning and the end of each checkpoint.
Vacuum Controller This module avoids the degradation produced by the continuous flow of operations to the database. Figure 1 shows the TPCC-UVa architecture. Interprocess communication is carried out using both shared-memory structures and system signals, allowing to run the benchmark in a shared-memory multiprocessor environment, as we will see in Section 3.6. The following subsections describe each module in more detail.
Benchmark Controller
The Benchmark Controller (BC) allows the user to access the benchmark functionality. It performs the following functions:
Database initial population: It creates a new database to run a test. The database is composed by the nine tables defined in the TPC-C specifications, together with their required population and scalability characteristics. Different mechanisms to ensure the reference integrity of the data are also included, such as primary and foreign keys.
Database consistency check:
This option allows the user to check the consistency of the active database, to see if it meets the conditions described by the TPC-C standard to run a test on it.
Restoring an existent database: This option eliminates the modifications performed in the database tables by a previous test run. The purpose of this option is to rebuild a database to run a new test according with the TPC-C requirements without the need of creating a new one from scratch, a time-consuming operation.
Deleting a database:
This option allows the user to delete the current database.
Executing a test:
of the system is not stable yet and therefore will not be considered for the performance measurement; the measurement interval, where the performance measurement is done; and the end-of-test period, when the Benchmark Controller stops all the related processes.
To execute a test, the user should define different execution parameters, such as the number of warehouses to be considered, the ramp-up period, the measurement interval and the configuration of the Vacuum Controller (see Sect. 3.5) . To run a test, the Benchmark Controller starts the Transaction Monitor, up to ten Remote Terminal Emulators for each one of the selected warehouses, and the Checkpoint and Vacuum Controllers (see Fig. 1 ). The Benchmark Controller also defines the experiment timings, informing each module about the current interval while executing a test.
Summary results of last test:
This option reads and processes the benchmark logs produced by the set of Remote Terminal Emulators and the Transaction Monitor during the execution of the test. The information provided by the logs can be divided in two parts. The first one is the number of New Order transactions executed per minute, together with the response time of the executed transactions. This information will determine the performance of the system under test. The second part is the data needed to ensure that the test has been performed following the TPC-C specifications, such as the terminal response times and the relative percentage of each transaction in the executed transaction set. Both data types should be processed by the Benchmark Controller to ensure that the test has been valid and to return the TPCC-UVa Transactions-Per-Minute (tpmC-uva) metric.
As we said in the Introduction, the tpmC-uva metric obtained with TPCC-UVa should not be compared with tpmC values obtained by approved implementations of the benchmark. To highlight this fact, the Transactions-Per-Minute metric returned by TPCCUVa is called tpmC-uva instead of tpmC.
Remote Terminal Emulators
The Remote Terminal Emulators (RTE from here on) generate the transaction requests for the system. Each RTE runs as an individual process, generating new transactions according with the requirements of the TPC-C benchmark specification. Once the measurement time is expired, the Benchmark Controller stops each one of the RTE using system signals. The RTE capabilities are the following:
User simulation: Each RTE simulates the behavior of a user connected to it, performing transaction type selection and transaction input data generation. It also simulates two related wait times: "keying time" and "think time".
Terminal simulation: Each RTE generates the output required by each terminal, showing the information introduced by the simulated user and the results obtained once the transaction is executed. Although each RTE can show this information in the standard output, the generated output is usually redirected to /dev/null to avoid collapsing the system console.
Transactions management: Each RTE generates a transaction type according with the TPC-C specifications, sending it to the Transactions Monitor. If the transaction is interactive, the results are sent back to the corresponding RTE once the transaction is completed.
Transaction response time measurement:
Each RTE measures the response time for each one of the transactions requested. This data is stored locally in a log file, together with additional information that will be needed for the performance measurement of the system under test.
Transactions Monitor
The Transactions Monitor (TM from here on) receives the transaction requests from all the RTEs, passing them to the database engine and returning the generated results back to the RTEs. The transactions are executed according with their arrival order. The TM also registers the results of the delayed execution of the Delivery transaction and, when needed, data related to errors in the execution of transactions. The TM is activated and deactivated by the Benchmark Controller. Clause 2.3.5 of the TPC-C standard specification [10] indicates that "if transactions are routed or organized within the SUT, a commercially available transaction processing monitor" is required, with a given set of functionalities. To avoid the use of commercially-available software, our TM does not route or organize transactions, but only queues them for execution in arrival order.
Checkpoints Controller
The Checkpoints Controller is responsible for ordering checkpoints periodically, registering the timestamps at the beginning and end of each checkpoint, according with Clause 5.5.2.2 of the TPC-C standard specification [10] . The first checkpoint is performed when the Checkpoints Controller is activated, at the beginning of the measurement interval.
Vacuum Controller
The Vacuum Controller mitigates the negative effects of a continuous flow of transaction executions in the database system. This controller is needed because the chosen database engine (PostgreSQL) keeps residual information that slows down the database operation. To avoid a performance loss in the execution of long tests (more than two hours), the Vacuum Controller executes periodically the PostgreSQL vacuum command [7] . The user can configure the interval between vacuums and their maximum number.
TPCC-UVa communication procedures
Communication between the Transaction Monitor and each Remote Terminal Emulator was implemented using the communication procedures provided by Unix System V IPC interface, such as semaphores, shared memory and message queues [9] . The communication between the TM and the RTEs is based on the use of a single queue of pending transaction requests. This queue is used by the RTEs to submit transaction requests to the TM. The incoming order of the requests into the TM determine their execution order. A synchronization semaphore is used to manage reads and writes to this queue. Once a transaction is completed, the results are transmitted from the MT to the RTE that issued the request through a shared-memory data structure. Again, a semaphore is used to manage each data structure.
Experimental results
As a working example, in this section we present the results of the execution of TPCC-UVa on a multiprocessor system. The system under test is a Compaq ProLiant server, equipped with two Intel Xeon 2.40GHz processors, 1 280 Mb of RAM, three 36GB hard disks in RAID 5 configuration, and running RedHat Linux 9.0 with a 2.4.20-8smp precompiled kernel. Figure 2 shows the results given by TPCC-UVa for a 2-hours test, using nine warehouses, a ramp-up period of 20 minutes and no vacuum operation. The most important result is the computed throughput, in this case 107.882 tpmC-uva. To be valid, the test should meet some response time requirements: The last line of the results file indicates that these requirements have been met in our experiment.
The TPC-C standard requires some performance plots to be generated after a test run. The execution of TPCC-UVa produces different data files to generate the plots required [3] . Figure 3 shows the response time distribution for some transaction types for the experiment shown in Fig. 2 . These plots have been obtained following the requirements described in Clause 5.6.1 of the TPC-C benchmark. Figure 4(a) shows the frequency distribution of think times for the New-Order Transaction (Clause 5.6.3), and Fig. 4(b) shows its corresponding throughput (Clause 5.6.4).
Finally, Fig. 5 shows the effect of the vacuum operations performed by the Vacuum Controlled described in Sec. 3.5. Figure 5(a) shows the performance of the system under test in a 8-hours test with hourly vacuums, while Fig. 5(b) shows the performance obtained in a experiment of similar characteristics but with no vacuums. It can be seen that the performance during the first hour (3 600 seconds) is very similar in both cases. After each vacuum, the performance shown in Fig. 5(a) drops noticeably, but the system can keep a stable number of New-Order transactions per minute during the execution of the experiment. Figure 5 (b) shows that the performance of the experiment with no vacuums is very good during the first four hours, but the database pollution gets worse as the experiment proceeds. In fact, this pollution makes the second experiment fail, because the response times obtained at the end does not meet the TPC-C standard requirements.
Conclusions
This paper describes TPCC-UVa, an open-source implementation of the TPC-C benchmark intended for measuring performance of parallel and distributed systems. The implementation simulates the execution of an OLTP environment according with the TPC-C standard specification. The major characteristics of the TPC-C specification has been discussed, together with a description of the TPCC-UVa architecture and real examples of performance measurements for a parallel system. TPCC-UVa can be freely downloaded from http://www.infor.uva.es/~diego/tpcc-uva.html.
