A new method for selecting sensors and actuators for linear control system applications is proposed. The goal is to eliminate actuator/sensor combinations for which a controller achieving a desired robust stability or robust performance level cannot be designed. To account for the structured uncertainty block, the plants for all candidate combinations are extended with certain scaling lters. Each combination is subjected to six conditions for existence of a stabilizing controller meeting a required H1 norm bound. However, combinations may be incorrectly rejected, since optimality of the scaling lters is not guaranteed. An active suspension control problem is used as an illustrative example.
Introduction
Preceding controller design, an appropriate number, place, and type of actuators and sensors must be selected. This will be called Input Output (IO) selection, where \input" refers to a manipulated variable and \output" to a measured variable. Compared to modeling and controller design, little attention has been paid to IO selection. Nevertheless, it is of crucial importance. First, the actuator/sensor combination (IO set) may put fundamental limitations on the system's performance. Second, the IO set determines aspects such as the system's complexity, hardware expenses, and maintenance eort. Due to the combinatorial nature of IO selection, the number of \candidate" IO sets may b e h uge and favorable ones are easily overlooked. So, an ecient and eective IO selection method is desired. A brief survey of methods is given in [10] . Due to inevitable modeling errors, robustness is a major issue in control system design. In this respect, the IO selection goal considered here is to minimize the number of inputs and outputs, subject to the achievement of a desired Robust Performance (RP) level. Thus, with the IO set it must be possible to construct a stabilizing controller meeting the performance specications for a particular class of uncertainties. Such an IO set will be termed \viable." The proposal of an IO selection method aimed at this goal for linear systems is the main contribution of this paper. In [9] , an IO selection method is discussed employing criteria based on nominal performance and robust stability against separate uncertainties, which are properties necessary for RP. Unfortunately, the method can only deal with structured uncertainties and RP in a conservative w a y . I n the present paper, the method from [9] is modied to solve this shortcoming to some extent. This is accomplished by introducing certain scaling lters accounting for structure. After extending the plant corresponding to each IO set with these lters, the modied method essentially checks the same criteria for IO set viability as the original method. IO sets which pass the test are guaranteed to be viable for RP, but they may also be incorrectly rejected, since the scaling lters need not be optimal. This paper is organized as follows. First, some aspects related with robust control system design are summarized. Second, the IO selection is treated and, third, it is applied to an active suspension control problem for a tractorsemitrailer. The nal section provides some directions for further research. A more extensive treatment of both theory and application is given in [8] .
2 Robust Performance The proposed IO selection is restricted to dynamic uncertainties. Consequently, real parametric uncertainties are treated as dynamic ones, potentially introducing conservatism. Repeated uncertainties are neither considered, so the uncertainty structure related with u takes the form: u := fdiag(u 1 ; u 2 ; : : : ; u k ) : u i 2 R H 1 g ; (1) with RH1 denoting stable, real-rational, and proper trans- Robust Performance: Assume M is stable and let > 0. For all u 2 u with kuk1 1=, the uncertain closedloopM is stable and kMk1 < if and only if:
Here, is the structured singular value, which is a function operating on complex matrices, dened as: For more details on , see, e.g., [6] . For a specied frequency grid, can be used for control system analysis and design. In that context, kMk is a robust stability measure, since it is the reciprocal of the magnitude of the smallest structured uncertainty, which destabilizes the system. Moreover, the above theorem shows, that by the introduction of the ctitious block p the RP problem becomes equivalent to a robust stability problem for the augmented block .
Because cannot be computed exactly in an ecient w a y , upper and lower bounds are used, the latter of which will not be paid attention to here. The upper bound \kMk "
for kMk is dened as [6] : (3), (5), and (8), three dierent measures related with M ? can be computed, for which the following holds:
The higher the order ofDz andDw, the better infD2D it is tested if a stabilizing K can be designed achieving kMk := kDzMD 1 w k1 < . Since this is a sucient condition for kMk < , IO sets which pass are guaranteed to be viable for the RP level .
Unfortunately, due to suciency, IO sets which are viable might be eliminated. This shortcoming is expected to be more serious if the variables in w and z are directly linked with the selected inputs and outputs. First, this occurs for uncertainties in u, which are related to the inputs or outputs, such a s m ultiplicative or additive input or output uncertainties. This situation does not play a role for the application in this paper. Second, measurement noise (\y-noise") may be contained in w and input weights (\u-weights") in z, as for the application. The presence of y-noise and u-weights is reected in the last, normalized blocks of the D-scales. To i n v estigate other IO sets than the full one, identity diagonal entries inDz andDw corresponding to non-considered inputs and outputs are skipped. It is expected, that the larger the y-noise and uweights are, the less \close"Dz andDw are to the optimal D-scales for each IO set, i.e., the gap in inequality (10) will be larger. After all, compared to other IO sets, the D-K iteration for the full one accounts for additional u-weights and y-noise. Section 5 briey investigates this problem.
Essentially, the IO selection amounts to the same approach as in [9] , where six conditions test the existence of a stabilizing controller achieving a desired closed-loop H1 norm for problems with unstructured . In fact, by extending G with the D-scale estimates accounting for the structure in , an H1 control problem can be formulated again. During IO selection, the existence of a controller achieving RP is checked via the six conditions, but for the scaled plant i n Fig. 2 . For the sake of completeness, these conditions are summarized here.
For the state-space parameterization of H1 controllers, six \standard" assumptions on the state-space realization of the (unscaled) generalized plant G are made. These must be satised for H1 controller design and for the IO selection; for details, see [3] . If these assumptions are met, they are also met for G extended withDz andD 1 w . T o construct a stabilizing controller for the scaled plant a c hieving kMk < , t w o Riccati equations must be solved, see [3] for their documentation. One of them is related with a state-feedback problem (\state-feedback Riccati"), the other with an observer problem (\observer Riccati"). The following lays the foundation for the IO selection method: There exists a stabilizing controller achieving an RP level , if the following six conditions on the scaled generalized plant hold:
1. The direct feedthrough fromŵ toẑ (see Fig. 2 ) is \not too large. 6. The spectral radius of the product X1Y1 is smaller than 2 : (X1Y1) < 2 .
In the context of IO selection, these are called the \viability conditions," which are more precisely formulated in [2, 3] . For the application in this paper, each IO set is subjected to the six conditions and as soon as one condition fails, the other are not checked. Ways to further improve eciency are suggested in [8, Chapter 7] . For instance, subsets of nonviable IO sets need not be tested, since eliminating actuators and sensors will never yield better control.
Active Suspension Control Problem
The IO selection is investigated for an active suspension applied in the 4 Degree-Of-Freedom (DOF) vehicle model in Fig. 3 . This model will not be elaborated here; upon request, a Matlab le generating the model can be obtained The second and third design goal in z are limiting the suspension deections (due to space limitations) and the tire deections (for good handling and minimum road surface damage) respectively. F or these design goals, one is actually interested in restricting the L1 norm, so suitable weights in the H1 norm setting are hard to give. Here, the front and rear weights are chosen equal and constant:
W4;5 = 3 = 9 0 (suspension deections); (17) W6;7 = 4 = 330 (tire deections):
Though the suspension and tire deection limits will normally not be exceeded for stochastic road surfaces [4] , this might happen for deterministic ones. With the chosen 3 and 4 values, H1 optimizations for the full IO set and u = 0 show, that the design goals accelerations, suspension deections, and tire deections are \equally important," i.e., the same kMk1 values are achieved for these subproblems. Also, the closed-loop shows acceptable behavior for a special class of road surfaces [8] . 
Illustrative Application
This section rst discusses the results of -syntheses and H1 optimizations of (scaled) plants for some typical IO sets. The aim is to acquire insight on the importance of each sensor and actuator and to illustrate some issues from Section 3. Second, the outcome of the IO selection with the 45 candidate IO sets is discussed and compared with the outcome from suboptimal -synthesis. The Matlab -Toolbox [1] is employed for controller design.
Controller Design for Typical IO Sets
Preceding the IO selection, some detailed studies are performed for the nine typical IO sets in Table 1 u1 is nonviable. This implies, that also the other 14 IO sets based on the single u1 are nonviable, since eliminating sensors will never improve control. IO set 1 and 3 are equally best for RP. Apparently, adding u1 is only benecial for NP. This is due to q dominating z in the minimization of kMk and u1 being useful for z , but not as much for q: studying the open-loop transfer functions from u1 to q and from u2 to q (not depicted), it appears that the gain from u2 to q is largest, so it takes less eort to aect q with u2 than with u1. In summary, if RP is the focus the rear actuator is preferred to the front one. The NP and RP results for IO set 4 and 5 are the same, i.e., a set of two displacement measurements is equally best as a set of two acceleration measurements. In case of RP and one sensor (IO sets 6{9), the acceleration at the front y3 is preferred to the suspension deection at the front y1. The IO set based on the single y1 is not even viable for RP (so neither will be y1=u1 and y1=u2, since eliminating actuators will not improve control). The rear displacement and acceleration measurements y2 and y4 are equally best and better (for RP) than the front measurements. Studying the open-loop transfer functions from the front road input w1 to q and the rear road input w2 to q, the gain from w2 to q is largest. This may be the reason why rear sensors are preferred to front ones (as well as it may be a second reason for preference of u2 to u1). cal accuracy in the D-K iteration). To generateD, t w o functions from the -Toolbox [1] are used. In case of constant D-scale estimates, musynflp is used, since musynfit returns incorrect estimates; for rst and higher order estimates musynfit is used, due to numerical problems with high order musynflp estimates. The estimates are computed for a grid of 201 logarithmically spaced frequency points between 10 2 and 10 4 [rad/s]. Figure 4 shows the frequency dependent D-scale and four approximations. Especially in the region between 10 1 and 10 2 [rad/s] where peaks, the rst and higher order ts are reasonable.
From The studies above h a v e also been performed for the case with negligibly small y-noise and u-weights (they must be nonzero to meet the H1 standard assumptions). In Section 3, it is conjectured, that the gap in inequality (10) 
IO Selection Results
During IO selection, all 45 candidate IO sets are checked for an RP level = 1 . F or D-scale orders 0{3, It is emphasized again, that the eciency of both approaches could be improved significantly by using a smarter implementation, which a v oids checking all IO sets (see [8, Chapter 7] ).
Discussion and Future Research
A new IO selection approach w as studied, aimed at eliminating IO sets for which a desired RP level cannot be achieved. Contrary to many other methods [10] , the new one is not restricted to IO sets with the same number of actuators and sensors, it separates the measured and controlled variables, and it allows for quantitative performance specications and uncertainty c haracterizations for any frequency range of special interest. A major shortcoming is, that the new method may incorrectly reject IO sets, as illustrated by the example. The gap between the employed sucient condition for an IO set to achieve the RP level (minK kDzMD 1 w k1 < ) and the necessary and sucient condition (minK kMk < ) m a y be large, which is due to various sources. First, IO selec- with u or y is present (via u). In order to draw more general conclusions on the practical aspects of this conservatism, the new IO selection should also be applied to the active suspension control problem with dierent uncertainty sources and to other examples. A necessity-based IO selection method aimed at the same goal is proposed in [5] and further studied in [7] ; in [8] , it is compared with the D-scale method. The method from [5] indeed eliminates conservatism, but applications show, that it is less ecient than the method studied here and that nonviable IO sets may be accepted. Another idea for IO selection is currently studied, which is essentially as follows. Based on the denition (4), a making I M ? singular across the frequency grid is computed. By replacing the u-part of this with an RH1 representation and absorbing this into the plant, the (structured) uncertainty block is eliminated. For the remaining, unstructured performance block p , the viability conditions from Section 3 can be used again.
