We study the zero sequences of the non-trivial solutions of
Introduction
In the recent paper [5] , the zero distribution of the solutions of f + A(z)f = 0, (1.1) where A(z) is analytic in the unit disc D = {z: |z| < 1}, is studied from the following points of view:
Problem 1. Find a growth condition for A(z) such that the zero sequence of any non-trivial solution of (1.1) is a Blaschke sequence.
Problem 2.
If {z n } is a Blaschke sequence of distinct points in D, then find a function A(z), analytic in D, such that (1.1) possesses a solution having zeros precisely at the points z n .
An equation of the form (1.1), such that the zero sequence of any non-trivial solution of (1.1) is a Blaschke sequence, is called Blaschke-oscillatory in [5] . This new concept generalizes the classical concepts of disconjugate and non-oscillatory equations. An equation of the form (1.1) is called disconjugate (respectively non-oscillatory), if every non-trivial solution of (1.1) has at most one zero (respectively finitely many zeros) in D. The paper [5] answers to several aspects of the more general problem of characterizing all Blaschkeoscillatory equations of the form (1.1), and the present paper continues this discussion.
The next result is a simple consequence of [11, Theorem 5] . See [5, Section 3] for a further discussion on Problem 1.
Theorem A. If A(z) is analytic in D satisfying
D A(z) 1 2 dσ z < ∞,(1.
2)
where dσ z is the Euclidean area measure, then (1.1) is Blaschke-oscillatory.
In the converse direction, we obtain For the sharpness of Theorem 1.1, we note that there exists Blaschke-oscillatory equations of the form (1.1) in which the coefficient function A(z) does not satisfy (1.2). Indeed, the functions f 1 
Since f 1 has bounded characteristic, and since f 2 ∈ H ∞ , all solutions of (1.4) have bounded characteristic, and hence (1.4) is Blaschke-oscillatory. This example is a special case of [8, Example 3.3] . Theorems A and 1.1 together extend the following classical result due to Z. Nehari, originally stated in terms of univalent functions, see [10] .
(1.5)
The remaining part of the present section contains some standard terminology, which will be explained in detail in Section 2.
When studying Problem 2, one of the goals in [5] is to find such a function A(z) having growth as close as possible to (1.2) . The method we use requires a further restriction on the prescribed zero sequence {z n }-it has to be uniformly separated. We next state one of such results, which is actually just a special case of [5, Theorem 4.1]. Note that it is just a technical convenience to always assume that all of the points in the prescribed zero sequence {z n } are non-zero. Also note that Theorem C does not say anything about the zeros of any other solution of (1.1), whereas in Theorem 1.1 we assume that all the zero sequences are Blaschke sequences.
Theorem C. Let {z n } be an infinite uniformly separated Blaschke sequence of non-zero points in D. Then there is an analytic function
To achieve the case α = 1 2 in Theorem C, the prescribed zero sequence has to be restricted further. Such restriction is Next, we generalize Problem 2 for two prescribed zero sequences.
Problem 3.
If {a n } and {b n } are two given Blaschke sequences of distinct points in D with no points in common, then find a function A(z), analytic in D, such that (1.1) possesses two linearly independent solutions f 1 and f 2 having zeros precisely at the points a n and b n , respectively.
The main goal of the present paper is to solve Problem 3, in the spirit of Theorems C and D, by finding the required function A(z) having minimal growth. Naturally, we need to require that the prescribed zero sequences are uniformly separated. Along with (1.6), another useful restriction for the given zero sequences is
for some β ∈ (0, 1]. In Section 2 we will state a few results on sequences satisfying conditions of the form (1.6) and (1.7). Unfortunately, our method in the case of two zero sequences does not give as good growth estimate for A(z) as (1.2), see Theorem 1.2 below.
For technical convenience, we define a sequence {z n } by setting
where {a n } and {b n } are given infinite sequences. We make the following two observations:
(a) {z n } is a Blaschke sequence if and only if the sequences {a n } and {b n } are both Blaschke sequences. (b) If {z n } is uniformly separated, then {a n } and {b n } are both uniformly separated. (The converse is obviously not true in general.) Moreover, {a n } and {b n } are sequences of distinct points with no points in common.
Next, we state our main result in which F denotes the class of non-admissible meromorphic functions, and N is the Nevanlinna class, see Section 2. Theorem 1.2. Let {a n } and {b n } be two given infinite Blaschke sequences in D such that the sequence {z n } defined in (1.8) is uniformly separated.
Note that, although the zero sequences of the solutions f 1 and f 2 of (1.1) in Theorem 1.2 are Blaschke sequences, Eq. (1.1) might not be Blaschke-oscillatory. Indeed, there might exist constants C 1 , C 2 ∈ C \ {0} such that the solution f = C 1 f 1 + C 2 f 2 of (1.1) has a zero sequence which is not a Blaschke sequence. See [5, Example 3.6] for the case where neither of f 1 and f 2 have no zeros, yet the zeros of f = f 1 − f 2 do not form a Blaschke sequence. Hence, Theorem 1.1 cannot be used to obtain a better growth estimate for the coefficient function A(z) in Theorem 1.2.
We also note that natural analogues of Problems 2 and 3 have been studied earlier in the complex plane case, see [9] for a historical review to these studies. This paper is organized as follows. In Section 2 we recall some standard terminology, and state some auxiliary results related to Blaschke products and uniformly separated sequences. In Section 3 we prove Theorem 1.1. Two lemmas needed to prove the main result are presented in Section 4. The method to prove the main result is introduced in Section 5, while the actual proof can be found in Section 6.
Preliminaries
The Nevanlinna class N consists of all functions f , meromorphic in D, having bounded characteristic
In the latter case, we denote f ∈ F . Clearly,
denote the standard L p -means of the restriction of f to the circle of radius r centered at the origin, and let
Then, for 0 < p ∞, the Hardy space H p consists of those functions f , analytic in D, for which
Clearly, H ∞ ⊂ N . Further, since p + log x x p for every 0 < p < ∞ and x 0, we conclude the well-known inclusions:
Let {z n } be a sequence of non-zero points in D satisfying (1.6) for β = 1. Then {z n } is called a Blaschke sequence, and the product 
and uniformly separated, if
Evidently, a uniformly separated sequence is automatically a Blaschke sequence. Moreover, suppose that {z n } is a sequence of points contained in a Stolz angle in D, hence having a unique accumulation point on ∂D at the vertex of the angle. Then, by [15, 
Theorem G. If there is a constant c ∈ (0, 1) such that
1 − |z n+1 | c 1 − |z n | , n= 1, 2, . . . ,(2.
4)
then {z n } is uniformly separated. The condition (2.4) is also necessary if 0 z 1 < z 2 < · · · .
As an example, suppose that {z n } is a sequence of points in D such that (2.4) holds. Then
In particular, {z n } is uniformly separated by Theorem G, and (1.6) holds for any fixed
In what follows, C > 0 stands for a constant which is independent of all summation indices, but may not be the same at each occurrence.
Proof of Theorem 1.1
Let {f 1 , f 2 } be a fundamental system of solutions of (1.1), and define the functions
Since (1.1) is assumed to be Blaschke-oscillatory, the (possible) zeros of f and the zeros and poles of G are all Blaschke sequences. We also observe that the 1-points of G are the zeros of f , hence they form a Blaschke sequence as well. Now, by Nevanlinna's second fundamental theorem,
T (r, G) N(r, G)
where the error term S(r, G) satisfies
T (r, G) .
Applying Lemma F, with β = 1, we conclude that G is non-admissible. It is a well-known fact that 2A(z) = S G (z), where
is the Schwarzian derivative of G. Next, fix α ∈ (0, 
Finally, the assertion (1.3) follows from (3.1), since α < 
Two lemmas
We need two auxiliary results to prove Theorem 1.2.
Lemma 4.1. Suppose that {z n } is an infinite uniformly separated Blaschke sequence of non-zero points, and let B(z) be the associated Blaschke product. Then
holds for the principal branch of the logarithm.
Proof. We write log B (z n ) = log |B (z n )| + i arg B (z n ), where the argument is always in [−π, π), and observe that
By a direct computation, we have
It is clear that 
Let {σ n } be a sequence of complex points, not necessarily distinct, such that
Then there exists a function g ∈ H 1 such that g(z n ) = σ n for every n. Moreover, if (4.4) is replaced by
for some β < Proof. Throughout the proof, we denote arg(z) = θ . For each k ∈ N, we define the auxiliary functions
where B(z) is the Blaschke product associated with {z n }. We claim that the series
is the function that we are looking for. We note that g(z) is the series f (z) in [3, p. 153], with p = 1 and
Suppose first that (4.4) holds. We have |c k (z k )| δ > 0 by (2.3). Therefore, by (4.4) and (4.5), we get
which shows that g(z) converges uniformly in compact subsets of D, and hence is analytic in D. Moreover, we observe that g(z n ) = σ n for every n, and
Suppose then that (4.6) holds. We will make use of the simple fact that then
holds as well. It suffices to prove that g ∈ H 1−β 3 , where g(z) is the function in (4.7), for this will imply g ∈ H 1−β 2+β by [3, Theorem 5.12] . Differentiating g, we get g = g 1 + g 2 + g 3 , where
To show that g 1 (z) is an analytic function in D, we first observe that Cauchy's formula gives
uniformly for each k. Therefore, by (4.5) and (4.8), 11 3 , so that g 1 (z) converges uniformly in compact subsets of D, and hence is analytic in D. Similarly, we may show that g 2 (z) and g 3 (z) are analytic in D.
We proceed to show that g 1 
and we are done. 
A computation based on the Hölder inequality and the Poisson kernel gives us b k c k 1−β C uniformly for each k. Also, by Theorem E, we have B ∈ H 1−β . Therefore, b k c k 1−β C uniformly for each k, which proves (4.9).
Second, we denote p 2 = 2(1−β) 3(2−β) , and make use of Hölder's inequality, with the conjugate indices
together with (4.8) and (4.9) to conclude that
and we are done.
Proof of g 1 ∈ H
1−β 3 . First, we note that an argument similar to the one used in proving (4.9) shows that
holds uniformly for each k. Then, denoting p 1 = 1−β 3 and applying Hölder's inequality, with the conjugate indices
we get the assertion by modifying the corresponding proof for the function g 2 . We just point out that
This completes the proof. 2
Bank-Laine functions
The paper [1] by S. Bank and I. Laine has become one of the cornerstones in the zero distribution theory of complex differential equations. In this section we state some of the main ideas of [1] in the unit disc setting, and we will then use these ideas to prove Theorem 1.2 in Section 6.
A function E, analytic in D, is called a Bank-Laine function, if at every zero ζ of E it is true that either E (ζ ) = 1 or E (ζ ) = −1. Bank-Laine functions are closely related to (1.1) through the non-linear differential equation
(originally developed in [1] ) and the following lemma, see [ We now give a general approach to solve Problem 3 by using Bank-Laine functions. To this end, let B(z) be a Blaschke product such that its only zeros are {z n }, see (1.8). Suppose that g solves the interpolation problem above. Then the function E = Be g satisfies E = B e g + Bg e g , and hence is a Bank-Laine function:
By the reasoning in [14] , based on Lemma H, E = f 1 f 2 , where f 1 and f 2 are solutions of (1.1) having zeros precisely at the points a n and b n , respectively. To solve the interpolation problem above, we need to find an analytic function g in D such that g(z) = log − 1 B (a n ) , if z = a n , log Observe that any branch of the logarithm can be chosen due to the periodic nature of the exponential function. So, to prove Theorem 1.2, we construct a function g satisfying (5.3) by using the lemmassuch that g(z n ) = σ n . Such a function g will automatically satisfy (5.3) by the definition of the sequence {z n }, see (1.8).
Conclusion of (a).
Suppose that (4.4) holds. Since B ∈ H ∞ and e g ∈ N , we clearly have E ∈ N . By (5.4) and the standard logarithmic derivative estimates, we get T (r, A) = O log 1 1 − r , which shows that A(z) is non-admissible. By Lemma H, it is also clear that A(z) is analytic in D.
Conclusion of (b).
Suppose that (4.6) holds. Differentiating E = Be g ∈ N , we obtain
The functions B and B belong to certain Hardy spaces by Theorem E, hence 
