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Introduction
We begin by recalling a well known result of Dennis Sullivan for geodesic excursions on finite area non-compact surfaces V . Let v(t) be position reached after time t > 0 by a vector traveling at unit speed along the geodesic whose initial unit tangent vector was v(0). This following result describes the behaviour of the distance from v(t) to v(0) for typical geodesics as t tends to infinity.
Theorem 1 (Sullivan) [17, 18] . For almost all initial vectors v(t) we have that lim sup In the statement of the theorem, the almost all condition is with respect to the Liouville measure, i.e., the natural volume on the unit tangent bundle T 1 V. Theorem 1 is closely related to Khintchine's classical result on diophantine approximation. However, Sullivan's result also extends to more general groups and recently Margulis announced a similar result for horocycles.
The aim of this note is to present the following refinement of Theorem 1, in the particular case of the Modular surface. We first observe that Theorem 2 indeed implies Theorem 1.
Claim. Theorem 2 implies Theorem 1 (in the case of the Modular group).
Proof. The inequality lim sup t→+∞
e. is the trivial direction, following immediately from the Borel-Cantelli lemma [17, p.231] . The real content of Theorem 1 is the inequality lim sup t→+∞
log t ≥ 1 a.e., which we shall now show can be derived from (0.2). Assume for a contradiction that we can find ǫ > 0 such that
In particular, we can choose T 0 > 0 such that whenever T ≥ T 0 we have that
From (0.2) we see that, given y > 0 we can choose T 1 > 0 such that whenever
In particular, if we choose , y > 0 sufficiently small that e −1/y < ǫ/4 and choose T > max{T 0 , T 1 } sufficiently large that 0 < ǫ log T + log 6y π , then we have a contradiction.
The original proof of Theorem 1 used a strong variant of the Borel-Cantelli Lemma, which applied to more general groups. However, the proof of Theorem 2 uses quite delicate estimates which do not appear to be available at the same level of generalitiy, although it extends to finite covers of the Modular surface corresponding to Principal Congruence subgroups. This leads to the following natural question.
Problem. For which other Fuchsian groups does there exist an analogue of Theorem 2?
In the first section we describe a distribution result for continued fractions. In the second section we describe the connection between continued fraction expansions and the geodesic flow on the modular surface. In the final section we complete the proof of Theorem 2.
Distribution of largest coefficients for continued fractions
We first consider a related result due to Galambos for the continued fraction transformation. Let
x . This preserves the Gauss probability measure dµ = dx log 2(1+x) . We can associate to a.e.(µ) x ∈ [0, 1] its continued fraction expansion x = [a 0 , a 1 , a 2 , · · · ] where
This is well defined for x irrational. The following result was proved by János Galambos in 1972 [3] .
Proposition 2 (Galambos) . For all y > 0,
Subsequently, Philipp observed that there is an error term in this convergence result of the form O(exp(−(log N ) δ )), for some δ > 0 [13] . The following corollary to Proposition 2 is easily deduced (using the same argument as for the claim in the introduction). 
This result can be deduced from the following more general result (using the same argument as in the previous section).
For completeness, we recall the main steps in the proof of Proposition 2, and then discuss its generalizations.
We also require some specific estimates.
Lemma 2.
(1) For any n ≥ 1 and N ≥ 1 we have µ {x : a n (x) ≥ l} = log(1+1/N ) log 2
(2) There exists C > 0 and 0 < θ < 1 such that for k ≥ 2, L ≥ 1 and
For the first part, we can first explicitly compute the integral a 1 (x) =
. The case of general a n (x) follows from T -invariance of the measure.
The second part follows from exponential mixing of T , as formulated in [13] (improving on the classical result of Khintchin [7] , [11] ), and induction. Alternatively, we can see this by letting B = [0, 1/N ]] and considering the operator
Moreover, the operator L has maximal eigenvalue 1, with eigenprojection µ(·), and a spectral gap when acting on bounded analytic functions on a suitable neighbourhood
. Moreover, the implied constants in the error term are µ(B)||Lχ
2 ).
1st estimate: Let M > 0. Using Lemma 1, we can bound the contribution from terms M + 1 ≤ k ≤ N in (1.1) by:
In particular, the Right Hand Side of (1.2) can be made smaller than any given ǫ > 0 by choosing M is sufficiently large.
2nd estimate: Let m ≥ 1. For each 1 ≤ k ≤ M we can write
3rd estimate: We can bound the contribution of the remaining terms by
as N → +∞. Combining these three estimates we see by Lemma 1 that
Letting first N → ∞, then m → +∞ and then finally M → ∞, the Right Hand Side of this identity converges to e Remarks.
(1) Guivarc'h and Le Jan showed that for a.e.(µ) 0 ≤ x ≤ 1, we have that the distribution of 1 n n k=1 (−1) k log a n converges to a Cauchy distribution [4] . (2) Proposition 2 also has a simple interpretation in terms of the how quickly typical T -orbits approach zero (and as such can be compared with Collet's result on Gumbel's law [2] ), i.e.,
(3) Recall that for n ≥ 1 the rational number given by the finite continued fraction expansion
is called the nth convergent to x. The following is a natural generalization of Proposition 2: For any m ≥ 2, 1 ≤ p, q, ≤ m with greatest common divisor 1 and y > 0 we have
. Lemma 2 (1) can be replaced by: For any n ≥ 1 we have µ x : a n (x) ≥ l,
We also need to replace Lemma 2 (2) by a corresponding mixing condition for the skew product T :
. Let µ = µ×λ where λ is the Haar measure on G then, as in Lemma 2(2), there exists 0 < θ < 1 such that if B = {x : a 1 (x) ≥ l} × {g} then
The analogue of Lemma 2.2 holds, and (1.5) follows by analogy with the proof of Proposition 2.
Symbolic dynamics for geodesic flows
In this section we recall the connection between the continued fraction transformation T : [0, 1] → [0, 1] and the geodesic flow on the Modular surface. These are described in detail in the articles [1] , [16] , , [15] , [9] , [4] .
We recall that the Modular surface V is a finite area non-compact surface of constant curvature κ = −1 (actually, with two ramification points and a cusp). We recall the definition of the geodesic flow. The surface V has area 2π/3 and thus the unit tangent bundle T 1 V has volume 4π 2 /3.
Definition. Let φ t : T 1 V → T 1 V be the geodesic flow (i.e., given v = v(0) ∈ T 1 V we choose a geodesic γ : R → V which at time t = 0 has derivativeγ(0) = v and then set φ t v = v(t) =γ(0)).
The universal cover of V is a the upper half-plane H 2 = {x + iy : y > 0}. The lift of the metric on V to H 2 is the usual Poincaré metric ds 2 = (dx 2 + dy 2 )/y 2 . The covering group corresponds to Γ = P SL(2, Z), acting by linear fractional transformations, and we can write V = H 2 /Γ. In particular, the generators are T : z → z + 1 and S : z → −1/z. We can choose a fundamental domain for Γ of the form
and |z| ≥ 1} whose boundaries are identified using S and T . The lift of a typical geodesic γ on V is a geodesicγ on H 2 , typically corresponding to circular arc with distinct end pointsγ(−∞),γ(+∞) ∈ R (or, exceptionally, a vertical line). Assuming that γ(−∞) < γ(+∞) we can choose a particular lift so that −1 ≤γ(−∞) ≤ 0 andγ(+∞) ≥ 1. On the other hand, if γ(+∞) < γ(−∞) we can choose a particular lift so that −1 ≤γ(+∞) ≤ 0 andγ(−∞) ≥ 1. In either case, we can associate to the geodesic a pair of points (x, y) ∈ [0, 1] 2 , where {−y, 1/x} = {γ(−∞), γ(+∞)}. We label these two cases by an index ǫ ∈ Z/2Z.
There is a natural symbolic dynamics that relates the geodesic flow on the modular surface to a suspension flow over the natural extension of continued fraction map (with a Z/2Z-extension). More precisely, we define
almost everywhere by
We can define a suspension function r :
2 by r(x, y) = −2 log x, and then define a space
where we identify (x, y, ǫ; r(x)) = (T (x, y), 1 − ǫ; 0). Finally, we define the suspended flow ψ t : Λ → Λ locally by ψ t (x, y, ǫ; u) = (x, y, ǫ; u + t), subject to the identifications.
Let ν denote the Liouville measure on T 1 V (i.e., normalized volume on T 1 V ) then ν is a φ-invariant probability measure. There is a natural isomorphism between the geodesic flow and the suspended flow. Furthermore, the measure ν projects to the natural extension of the Gauss measure on [0, 1]
2 . Of course, the suspension function r can be chosen up to the addition of a coboundary. However, this property of the measure ν identifies the specific choice r(x, y) = 2 log x as being in the cohomology class (using simple ideas from thermodynamic formalism, e.g., the periodic points T n x = x must satisfy log(T n ) ′ (x) = n−1 i=0 r(T i x) and then Livsic's Theorem applies).
The coding of geodesics on suitable finite covers of the Modular surface is described in [10] 4. Proof of Theorem 2.
Consider a geodesic γ on H
2 with end points γ(−∞) and γ(+∞), as described in the previous section. We can interpret the height of its excursion into the cusp to be the distance of its highest point from the horizontal line H = {z : Im(z) = 1}. If the geodesic corresponds to a pair (x, y) ∈ [0, 1] 2 then we say that the points
, n ≥ 0, correspond to the geodesics nth excustion into the cusp. To make use of the symbolic dynamics in the previous section, we need the following estimates specific to the present problem. is to a height log 1 2 (y + 1/x) − 1; and (2) the (non-euclidean) height of the nth excursion is asymptotic to log a n (x) and the time of the nth excursion is asymptotic to π 6 log 2 n.
Proof. The basic framework was described in [10] . Let us assume that (x, y) ∈ [0, 1] This completes the proof of part (1). Let (x n , y n ) = T n (x, y), then by the first part the height of the nth geodesic excursion is log 1 2 (y n +1/x n ). However, since a n (x) ≤ y n +1/x n ≤ a n (x)+2 we see that this term is asymptotic to log a n (x). Furthermore, the time to the nth excursion is estimated by the sum r(x, y) + r(T (x, y)) + · · · + r(T n−1 (x, y)). In addition, since we have maked the choice r(x, y) = −2 log x the Birkhoff ergodic theorem shows that for almost all points this is asymptotic to −2 1 0 log x log 2(1+x) dx n = π 6 log 2 n, for a.a.(µ) x.
In particular, for almost all geodesics the successive local maxima for the function exp(d(v(t), v(0))) will be asymptotic to the successive values a n (x). Finally, using Proposition 2, we have that This completes the proof of Theorem 2.
