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Abstract
Discussed are some geometric aspects of the phase space formalism
in quantum mechanics in the sense of Weyl, Wigner, Moyal and Ville.
We analyze the relationship between this formalism and geometry of the
Galilei group, classical momentum mapping, theory of unitary projective
representations of groups, and theory of groups algebras. Later on we
present some generalization to quantum mechanics on locally compact
Abelian groups. It is based on Pontryagin duality. Indicated are certain
physical aspects in quantum dynamics of crystal lattices, including the
phenomenon of “Umklapp-Prozessen”
Let us consider a quantum-mechanical system of classical analogy, with n
degrees of freedom. To avoid beginning with a crowd of symbols and abstraction,
we postpone some more geometry for later on, and begin with purely analytical
formulas. So, the configuration space and the dual space of conjugate momenta
are simply identified with Rn, and the classical phase space — with R2n. The
standard scalar product in Rn will be denoted by the symbol u · v, and the
squared magnitude of Rn-vectors — by u2 = u2 = u · u. The symplectic form Γ
on R2n has the matrix
Γ =
[
0 −I
I 0
]
, (1)
so, its evaluation on the pair of R2n-vectors
z1 = (x1, y1) , z2 = (x2, y2) , xi, yi ∈ Rn, (2)
is given by
Γ(z1, z2) = Γ((x1, y1), (x2, y2)) := y1 · x2 − y2 · x1. (3)
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Fourier analysis is meant in the convention:
ψ(x) =
1
(2π)n
∫
ϕ(k) exp
(
ik · x) dnk, (4)
ϕ(k) =
∫
ψ(x) exp(−ik · x)dnx, (5)
where k is the wave vector and ψ, ϕ are Fourier-related. Often in physics ϕ is
referred to as the Fourier-profile of ψ and denoted by ψ̂,
ψ(x) =
1
(2π)n
∫
ψ̂(k) exp(ik · x)dnk, (6)
ψ̂(k) =
∫
ψ(x) exp(−ik · x)dnx. (7)
This notation stresses the fact that to the extent known from the theory of
Fourier transforms, ψ and ψ̂ determine uniquely each other. Roughly speaking,
they describe the same ”thing”, ”state” in two different ”representations”. This
is an infinite-dimensional analogue of expressing the same vector in terms of its
components with respect to two different bases. The linear formula (6), (7) is
just the transformation rule between two representations.
Quantum linear momentum p is proportional to the wave vector k and the
proportionality coefficient equals the Planck constant ~,
p = ~k. (8)
This is just where this universal constant enters the treatment. Therefore, we
write that
ψ(x) =
1
(2π~)n
∫
ψ̂[p] exp
(
i
~
p · x
)
dnp, (9)
ψ̂[p] = ϕ[p] =
∫
ψ(x) exp
(
− i
~
p · x
)
dnx, (10)
where, obviously,
ψ̂[~k] = ψ̂(k). (11)
The formulas (9), (10), (11) belong to the mathematical purity, rather exag-
gerated from the physicists point of view. Nevertheless, as functions of the
indicated arguments, ψ̂[·], ψ̂(·) are different. When we use different kinds of
brackets, we have symbols of two distinct functions, and everything is logically
clean. Of course, when using the formulas carefully, one can avoid this baroque
redundancy of decoration. Physicists usually proceed in this way.
As we know from the elementary introduction to quanta, energy and fre-
quency are related to each other like p and k in (8),
E = ~ω. (12)
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For the classical free particle we have
E =
p2
2m
, (13)
where m denotes, obviously, the particle mass.
Therefore, (9), (10) is extended to the time evolution in Galilean space-time
as follows:
ψ(t, x) =
1
(2π~)n
∫
ψ̂[p] exp
(
− i
~
(
p2
2m
t− p · x
))
dnp, (14)
where the former symbol ϕ[p] for the wave profile would be perhaps less confus-
ing,
ψ(t, x) =
1
(2π~)n
∫
ϕ[p] exp
(
− i
~
p2
2m
t
)
exp
(
i
~
p · x
)
dnp. (15)
This was just one of heuristic, de Broglie-like way of ”deriving” the free
Schro¨dinger equation, because it is clear that (14), (15) satisfies
i~
∂ψ
∂t
= − ~
2
2m
∆ψ, (16)
where, obviously, ∆ denotes the n-dimensional Laplace operator,
∆ = δij
∂2
∂xi∂xj
=
∑
i
∂2
∂ (xi)
2 . (17)
Introducing the momentum operator, i.e., quantum linear momentum
Pa =
~
i
∂
∂xa
, (18)
we can write (16) as follows:
i~
∂ψ
∂t
= Tψ, T =
1
2m
δabPaPb. (19)
When some potential V is admitted, (19) is replaced by
i~
∂ψ
∂t
= Hψ = Tψ + V ψ, (20)
where H and T are respectively the total energy (Hamiltonian) and kinetic
energy operators.
In configuration space Rn the group of translations, just the additive group
Rn itself acts through regular translations:
α ∈ Rn : Rn ∋ x 7→ x+ α ∈ Rn. (21)
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Obviously, this action is transitive, free and effective. The same group of spatial
translations acts in the phase space R2n ≃ Rn × Rn,
α ∈ Rn : R2n ∋ (x, p) 7→ (x+ α, p); (22)
obviously, this action is not transitive any longer, but it is still free and effective.
In non-relativistic quantum mechanics, time plays the parameter role. The
group Rn of Galilean boosts is realized in the velocity space Rn as follows:
ν ∈ Rn : Rn ∋ v 7→ v + ν ∈ Rn. (23)
This action is represented in the space of positions and velocities, i.e., in the
space of Newtonian states PN and in the phase space P of positions and canon-
ical momenta, on this level both analytically identified with R2n, as follows:
ν ∈ Rn : R2n ∋ (x, v) 7→ (x, v + ν) ∈ R2n, (24)
ν ∈ Rn : R2n ∋ (x, p) 7→ (x, p+mν) ∈ R2n. (25)
These actions are also effective and free, but evidently non-transitive. The
coefficient m in (25) follows evidently from the Legendre transformation for the
free material point.
Seemingly, one might parameterize (25) by the boost linear momenta π:
π ∈ Rn : R2n ∋ (x, p) 7→ (x, p+ π) ∈ R2n. (26)
Physically, the boost transformations are parameterized by the velocity increase
ν, and analytically they are expressed in terms of the Galilean space-time coor-
dinates (t, x) as follows:
ν ∈ Rn : Rn+1 ∋ (t, x) 7→ (t, x+ νt) ∈ Rn+1. (27)
Spatial translations and boosts, i.e., (21), (24), (25), generate the 2n-dimen-
sional Abelian group of phase-space translations:
(α, ν) ∈ R2n : R2n ∋ (x, p) 7→ (x+ α, p+mν) ∈ R2n. (28)
In Galilean space-time terms we have that
R
n+1 ∋ (t, x) 7→ (t, x+ α+ νt) ∈ Rn+1. (29)
It is an important subgroup of the total Galilei group of the dimension
(n + 1)(n + 2)/2; physically 10, because n = 3. In a sense, it was a starting
point of the reasoning of Weyl, which resulted in what is today referred to as the
Weyl-Wigner-Moyal-Ville formalism [7, 14, 15, 16]. The original paper by H.
Weyl was entitled ”Quantum kinematics as an Abelian group of rotations” [15].
That Abelian group of rotations was just some unitary realization of the above
group of classical phase-space translations. On the classical level one is dealing
here with the non-exact momentum mapping. Namely, classical Hamiltonian
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generators of spatial translations are given by the components of canonical mo-
menta pk, whereas the boost transformations are generated by bk = mxk. The
group of space-time translations (28) is evidently Abelian and its generating vec-
tor fields form an Abelian Lie algebra under the Lie brackets operation. But,
obviously, the Hamiltonian generators pk, bk do not form Poisson-involutive sys-
tem. It is clear, we have here 2n functionally independent functions, whereas
it is n that is the maximal possible number of Jacobi-independent functions in
involution. It is just the mass m that is an obstacle against the existence of the
exact momentum mapping for (28),
{bk, pl} = {mxk, pl} = mδkl. (30)
There is a deep convolution of concepts here: Galilei group, foundations of
quanta, phase-space aspects of quantum mechanics and its group-algebraic for-
mulation.
Let us now just go back to quantum mechanics and review the quantum
counterparts of the above transformation groups.
Spatial translations act on wave functions in the position representation as
follows, through the translation operators U(α):
(U(α)ψ) (x) := ψ (x− α) . (31)
Galilean boosts are naturally defined in a similar way as translations V (ν) of
wave profiles in the momentum representation:
(V (ν)ϕ) (p) := ϕ (p−mν) , (32)
or, using the suggestive symbols ψ̂:(
V (ν)ψ̂
)
[p] := ψ̂ [p−mν] . (33)
Using the ”dictionary” (9), (10) we obtain immediately the following coor-
dinate representation:
(V (ν)ψ) (x) = exp
(
i
~
mν · x
)
ψ(x)
= exp
(
i
~
π · x
)
ψ(x). (34)
To be very precise, we might distinguish between symbols V (ν) in (32), (33)
and (34). However, this would lead to an obscure crowd of symbols. By abuse
of language, we write as above instead of using, e.g., two different symbols like
V (ν), V˜ (ν), related to each other through the Fourier transformation:
(V (ν)ψ)
∧
=
(
V˜ (ν)ψ̂
)
. (35)
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The both realizations (31) and (34) are unitary in the sense of the standard
scalar product of wave functions:
〈ψ1|ψ2〉 =
∫
ψ1(x)ψ2(x)dnx =
1
(2π~)n
∫
ψ̂1[p]ψ̂2[p]dnp
=
1
(2π)n
∫
ψ̂1(k)ψ̂2(k)dnk. (36)
Unitarity is obvious:
〈U(α)ψ1 | U(α)ψ2〉 = 〈ψ1|ψ2〉 , (37)
〈V (ν)ψ1|V (ν)ψ2〉 = 〈ψ1|ψ2〉 . (38)
The rule (37) is a direct consequence of the invariance of the Lebesgue measure
on Rn under additive translations x 7→ x + α. One deals here just with the
special case of Haar measure.
Obviously, we have the following representation properties:
U(α1)U(α2) = U(α1 + α2), (39)
V (ν1)V (ν2) = V (ν1 + ν2). (40)
Some problems appears on the level of the quantum counterpart of (28).
And this is very heart of quantum mechanics: non-commutativity of certain
operations, uncertainty relations, etc. On the classical level this problem is
reflected by the failure of the momentum mapping. On the quantum level this
is the problem of nontrivial projective unitary representations, non-reducible
to the usual vector representations. In any case we construct the operations
U(α)V (ν) and V (ν)U(α),
(U(α)V (ν)ψ) (x) = exp
(
i
~
mν · (x− α)
)
ψ (x− α) , (41)
(V (ν)U(α)ψ) (x) = exp
(
i
~
mν · x
)
ψ (x− α) . (42)
Let us now define
W (α, ν) := U(α)V (ν) = exp
(
− i
~
mν · x
)
V (ν)U(α). (43)
After some calculations one can show that
W (α1, ν1)W (α2, ν2) = exp
(
i
~
mν1 · α2
)
W(α1 + α2, ν1 + ν2), (44)
W (α, ν)−1 = exp
(
i
~
mν · α
)
W(−α,−ν). (45)
Using the non-physical parametrization in terms of the boost momenta π = mν,
we would write:
W [α1, π1]W [α2, π2] = exp
(
i
~
mπ1 · α2
)
W [α1 + α2, π1 + π2] . (46)
6
It is seen from (44) that assignment
R
2n ∋ (α, ν) 7→ W(α, ν) (47)
is not a unitary representation in the literal sense, nevertheless, it is a pro-
jective unitary representation, i.e., representation up to the unimodular factor.
The formulas (44), (45) are non-aesthetic. Modifying (43) by an appropriate
unimodular factor, we transform them into more natural canonical form, where
the exponent in the projective factor is skew-symmetric in its arguments, and
the inverse operation is obtained by inverting the sign of the argument [3].
Namely, let us define:
W (α, ν) = exp
(
i
~
mgν · α
)
W(α, ν), (48)
where g is some coefficient. We try to choose it in such a way as to obtain the
elegant rule:
W (α, ν)−1 =W (−α,−ν) . (49)
After easy calculations we obtain that
g =
1
2
, (50)
and then
W (α, ν) = exp
(
i
2~
mν · α
)
W(α, ν). (51)
In addition we have the following nice composition rule:
W (α1, ν1)W (α2, ν2) = exp
(
i
2~
m (ν1 · α2 − ν2 · α1)
)
W (α1 + α2, ν1 + ν2) ,
(52)
or briefly,
W (u1)W (u2) = exp
(
i
2~
mΓ (u1, u2)
)
W(u1 + u2), (53)
where Γ is the standard symplectic bilinear form on R2n, analytically based on
the skew-symmetric matrix (1) denoted by the same symbol,
Γ (u1, u2) = u
T
1 Γu2 = Γabu
a
1u
b
2 = ν1α2 − ν2α1, (54)
and ui = (αi, νi), i = 1, 2. Using the π-parametrization we would have that
W [z1]W [z2] = W [α1, π1]W [α2, π2]
= exp
(
i
2~
(π1α2 − π2α1)
)
W [α1 + α2, π1 + π2]
= exp
(
i
2~
Γ (z1, z2)
)
W [z1 + z2] . (55)
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In this way, according to the V. Bargmann procedure [3], the symmetric part
of the projective factor exponent is eliminated as a kind of non-physical gauge.
The Weyl-Wigner-Moyal-Ville formalism is based on the objects W(z), i.e.,
(α, π)-parametrization, on the phase-space language. But, as mentioned, if we
use wave functions as defined on the Galilei space, the parametrization of boosts
based on velocities ν is just the proper language. It is well known that in the
homogeneous formulation of classical mechanics or, as J. L. Synge calls it, in the
QT -space formulation [10, 11], energy in a sense plays the role of the negative
canonical momentum conjugate to the time variable,
pt = −E. (56)
This is readably expressed by the Hamilton-Jacobi equation,
∂S
∂t
+H
(
t, qi;
∂S
∂qi
)
= 0, (57)
because the physical meaning of Hamiltonian H is just the energy.
However, in Galilean space-time, unlike in the relativistic Minkowski space,
the system (−E, p) is not a four-dimensional covariant vector. It is not a linear
object at all, however, it is a geometric object of the affine group. It transforms
under Galilean boosts according to affine, i.e., linear-inhomogeneous rule:
[E, p] 7→ [E′, p′] = [′E,′ p] +
[m
2
ν2,mν
]
, (58)
[′E,′ p] = [E + ν · p, p] . (59)
The second expression (59) is just the homogeneous part or four-covector part
of the transformation rule. The second term on the right-hand side of (58) is
the inhomogeneous correction term. Let us notice its interesting structure: it is
the kinetic energy and linear momentum assigned by the mass m to the boost
velocity parameter.
The corresponding rule for the harmonic plane wave
ψ(E,p) = exp
(
− i
~
(Et− p · x)
)
(60)
is
ψ(E,p) 7→ ψ(E′,p′) =: ψ′, (61)
where (E, p), (E′, p′) are related to each other by (58), (59),
ψ′ (t, x) = exp
(
− i
~
m
(
ν2
2
t− ν · x
))
ψ (t, x− νt) . (62)
Then, making use of (14), we find the general rule for boosts in terms of the
Galilei space-time wave functions:
(V {ν}ψ) (t, x) := exp
(
− i
~
m
(
ν2
2
t− ν · x
))
ψ (t, x− νt) . (63)
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Translations act in the usual way:
(U{α}ψ) (t, x) = ψ (t, x− α) . (64)
Unlike (64), the formula (63) unifies the argument-wise action with the unimod-
ular factor. This is evidently related to the fact that it is not usual (vector)
unitary representations but unitary projective representations that is physi-
cally meaningful for the Galilei group as a symmetry of nonrelativistic quantum
mechanics. There is an essential difference between the status of mass in non-
relativistic and relativistic quantum theories. In relativistic theory, mass is,
by some abuse of language, an eigenvalue of one of Casimir invariants of the
Poincare group, namely the Lorentzian square of the four-momentum. In non-
relativistic theory, mass is a label of the projective unitary representation of the
Galilei group. This is one of infinity of qualitative discontinuities of the corre-
spondence and limit transition between relativistic and nonrelativistic theories.
Classically this problem is represented by the non-exactness of the momentum
mapping. Namely, the 2n-dimensional group of space-time translations in R2n
is an Abelian subgroup of the Galilei group. Nevertheless, its Hamiltonian gen-
erators are not in Poisson-involution, and this failure of involution is measured,
labelled by the particle’s mass m. This fact has obvious counterparts on the
quantum level. For ”small” values of the parameters α, ν we have the obvious
expansions:
U (α) ≈ Id− αk ∂
∂xk
= Id− αk i
~
Pk, Pk =
~
i
∂
∂xk
, (65)
V (ν) ≈ Id + νk i
~
mxk = Id + νk
i
~
Bk = Id + ν
k i
~
mQk, (66)
where Qk and Pk are respectively the position and momentum operators. They
satisfy the well-known quantum Poisson brackets:
1
i~
[Qa, Pb] = δab. (67)
Obviously, Id in (65), (66) denotes the identity operator. For finite values of
parameters we may write
U(α) = exp
(
− i
~
αkPk
)
, (68)
V (ν) = exp
(
i
~
νkBk
)
= exp
(
i
~
mνkQk
)
, (69)
with all obvious provisos concerning domains of unbounded operators and the
convergence of exp-series. Unlike this, (31) and (32) are always well defined,
bounded and unitary [17]. Mathematically the step (68), (69) is artificial and
superfluous, nevertheless, one uses it for physical reasons, because Qk, Pk are
physically interpreted as operators (unbounded, however) of physical quantities
(positions and linear momenta).
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The adjoint rule action in the algebra of operators is given by
AdU(α)̺ := U(α)̺U(α)
−1, adPk̺ =
1
i~
[Pk, ̺] , (70)
AdV (ν)̺ := V (ν)̺V (ν)
−1, adQk̺ =
1
i~
[Qk, ̺] , (71)
and more generally,
AdW(u)̺ = W(u)̺W(u)
−1, (72)
AdW[z]̺ = W[z]̺W[z]
−1. (73)
It is obvious that transformations (72), (73) form a (2n)-dimensional Abelian
group of the R2n-topology. The projective factor which appears when acting
on wave functions is cancelled there. The operators ̺ in (70), (71), (72), (73)
may be physically interpreted, e.g., as von Neumann density operators (density
matrices) or physical quantities. Therefore, the above formulas are transforma-
tion rules for quantum states and observables. The position and momentum
operators do not commute with each other, but similarity transformations gen-
erated by them, i.e., translations and Galilean boosts do commute. This is just
what H. Weyl had in mind when using the formulation ”Quantum kinematics
as the Abelian group of rotations” (obviously ”rotations” in the sense ”unitary
transformations”, or rather, ”unitary similarities”) [14, 15]. Let us stress that
it is not W(u)/W(z)-transformations that are commutative, but rather the cor-
responding similarities:[
AdW(u1),AdW(u2)
]
= 0,
[
AdW(z1),AdW(z2)
]
= 0. (74)
Similarly, Qk and Pk do not commute with each other, but adQk and adPk are
commutative:
[adQk , adPi ] = 0. (75)
This is some interesting and quite non-accidental convolution of problems: Gali-
lean symmetry, momentum mapping, quantum mechanics in the phase space,
projective unitary transformations.
Let us stress that the commutativity on the level of von Neumann operators
(74), (75) is lifted to the floor of wave functions so as to result in the following
commutation rule, the finite version of canonical commutation rules [3, 17]:
W[z1]W[z2]W[z1]
−1
W[z2]
−1 = exp
(
i
~
Γ(z1, z2)
)
Id, (76)
or, equivalently, with the explicit use of the mass factor in the exponent:
W(u1)W(u2)W(u1)
−1
W(u2)
−1 = exp
(
i
~
mΓ(u1, u2)
)
Id. (77)
Let us notice that here there are no problems with domains, because one
deals with bounded operators, without the artificial introducing of non-bounded
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differential operators and the resulting complicated discussion of the problem
on which function space the rules like (67) are well defined. Obviously, (67) is
an infinitesimal version of the finite rule (76). In the latter rule one uses the
group commutator of the type g1g2g
−1
1 g
−1
2 , where g1, g2 are group elements.
It is instructive to take the linear shell of the family of operators W(u) or
W[z]. This is a rather general procedure. When one deals with the repre-
sentation G ∋ g 7→ U(g) ∈ L(H) of some locally compact topological group
G in a linear space H (in quantum mechanics one deals mainly with unitary
representations), then it is natural to consider the algebra of operators:
A :=
∫
α(g)U(g)dg, (78)
where the integration symbol dg refers to the Haar measure on G and α is an
integrable function, i.e., an element of L1(G). When G is a Lie group, one
admits also distributions on G. Important physical quantities are described by
operators (78). Multiplying operator (78) by another one of this shape,
B :=
∫
β(g)U(g)dg, (79)
we obtain
AB =
∫
(α ∗ β) (g)U(g)dg, (80)
where α ∗ β is the group convolution of functions,
(α ∗ β) (g) =
∫
α(h)β
(
h−1g
)
dh. (81)
In this way we study the problem in terms of the group algebra over G [17]. The
same may be repeated for the projective unitary representation. Multiplication
of operators is then represented by so-called ”twisted convolution”. When this
is done for the above assignment z 7→ W[z], one obtains in principle the Weyl-
Wigner-Moyal-Ville prescription.
So, taking the ”continuous linear shell”, i.e., superposing continuously all
operators W[z] =W[α, π], we obtain the following family of operators:
A =
∫
Â(α, π)W[α, π]dnα
dnπ
(2π~)n
=
∫
Â(α, π) exp
(
i
~
(πaQ
a + αaPa)
)
dnα
dnπ
(2π~)n
, (82)
where Qa, Pa denote the above position and momentum operators. The first
formula is in principle more correct because it uses only bounded, unitary opera-
tors. However, the second version is more close to the classical theory and better
suited to the quantum-classical correspondence. Namely, the corresponding ex-
pression for the classical phase-space function A through its Fourier transform
Â (defined, by duality, on the same phase-space), has the form:
A
(
Q,P
)
=
∫
Â(α, π) exp
(
i
~
(πaQ
a + αaPa)
)
dnα
dnπ
(2π~)n
. (83)
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The formulas (82), (83) establish the correspondence between classical phase-
space functions A and operators A. This is just the Weyl-Wigner-Moyal-Ville
representation. The associative products of operators, and their quantum Pois-
son brackets,
AB, {A,B}quant =
1
i~
[A,B] =
1
i~
(AB−BA) , (84)
become then some expressions in terms of phase space functions, namely, the
so-called ”star-product”,
(A ⋆ B)(z) = 22n
∫
exp
(
2i
~
Γ(z − z1, z − z2)
)
A(z1)B(z2)dµ(z1)dµ(z2), (85)
and Moyal-Weyl-Wigner-Ville bracket,
{A,B}quant = 1
i~
(A ⋆ B −B ⋆ A), (86)
where µ is the phase-space measure normalized as follows:
dµ(z) = dµ(q, p) =
1
(2π~)n
dq1 . . . dqndp1 . . . dpn. (87)
The star-product (85) is not to be confused with the convolution symbol ∗ on
R2n. But the resulting composition rule for the Fourier transforms Â, B̂ is
somehow related to this convolution, namely, it is a ”twisted” convolution in
the sense of being modified by the factors of projective representations of the
Galilei group. The product (85) is non-local in the phase-space R2n. Obviously,
this has to do with the uncertainly relations [12, 13].
Let us mention the relationship with the usual operator language. Operators
A may be expressed as integral operators with kernels A[q, q′], i.e.,
(Aψ)(q) =
∫
A[q, q′]ψ(q′)dnq
′. (88)
Obviously, very often this representation is rather symbolic in the sense that
kernels are distributions, not functions. It is so for the identity operator I, the
kernel of which is given by Dirac-delta,
I[q, q′] = δ(q − q′). (89)
The same holds for unbounded operators of position and differential (thus, also
unbounded) operators like linear momentum. Kernels of differential operators
are expressed by derivatives of Dirac-delta. The kernels of I, Qi, Pi are respec-
tively given by (89) and
Qi[q, q′] = qiδ (q − q′) , Pi[q, q′] = ~
i
∂
∂qi
δ(q − q′). (90)
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Let us quote the general formulas:
A[q, q′] =
∫
exp
(
i
~
p · (q − q′)
)
A
(
1
2
(q + q′), p
)
dnp
(2π~)n
, (91)
A(q, p) =
∫
exp
(
− i
~
p · α
)
A
[
q +
α
2
, q − α
2
]
dnα. (92)
These relationships are translationally-invariant in the position q-variables and
this is correct, because this means that they are formulated in the configura-
tion space on the basis of affine geometry, not linear ones. Working, from the
very beginning, analytically in Rn instead of in an affine space, one obscures
this important problems. One might have various artificial and misleading ideas
concerning replacing the two-argument configuration functions A[q, q′] by the
phase-space functions A(q, p). For example, to perform the Fourier analysis with
respect to the first or second argument in A[q, q′]. This would be non-aesthetic,
translationally non-invariant, and artificial. Probably even just misleading, be-
cause of the placing the Planck constant in an improper position. This may
damage the quasiclassical analysis. The failure of translational invariance is
not only non-aesthetic, but probably also incorrect (it may have to do with en-
tering the Planck constant in an improper way). Configurational translational
invariance in (91), (92)) is meant in the sense that the substitution
A[q, q′] 7→ A[q + α, q′ + α] (93)
is equivalent to the following substitution:
A(q, p) 7→ A[q + α, p]. (94)
For the completeness let us write once more the formula (85) explicitly in a
purely analytical way:
(A ⋆ B)
(
qi, pi
)
=
(
2
2π~
)2n ∫
exp
(
2i
~
(
(p”i − pi) (q′i − qi) (95)
− (p′i − pi)
(
q”i − qi)))A(q′, p′)B(q”, p”)dnq′dnp′dnq”dnp”.
In (85), (95) the Planck constant is explicitly inserted where it should be. In
functions A, B it is absent. Let us also quote another formula, alternative
to (91), (92)) and explicitly connecting operators A with their phase-space
functions A,
(Aψ)(q) =
1
(2π~)n
∫
exp
(
i
~
p · (q − q′)
)
A
(
1
2
(q + q′), p
)
dnq
′dnp. (96)
Configurational translational invariance is obvious, because (q+q′)/2 is an affine
concept, namely, centre of the segment between points q, q′ ∈ Rn. The linear
concepts of Rn are used only apparently.
The Weyl prescription A↔ A carries over the algebraic structure of the set
of operators A to the set of phase-space functions A. Obviously, the isomor-
phism is valid for some subsets only, but we shall not go into such details here.
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By the very correspondence, the star product is associative and bilinear with
respect to its factors, in particular, distributive with respect to addition:
(A ⋆ B) ⋆ C = A ⋆ (B ⋆ C), (97)
(λA + µB) ⋆ C = λA ⋆ C + µB ⋆ C, (98)
A ⋆ (λB + µC) = λA ⋆ B + µA ⋆ C, (99)
assuming, of course, that the left- and right-hand sides do exist.
Hermitian conjugation of operators is represented by the complex conjuga-
tion of functions:
(A↔ A)⇔ (A+ ↔ A), (100)
therefore, Hermitian operators (and symmetric ones, formally Hermitian) are
represented by real functions, and the following holds:
A ⋆ B = B ⋆ A. (101)
The constant function 1 satisfies
1 ⋆ A = A ⋆ 1 = A (102)
for any function A, and it is the only function of this property.
For any function A the following holds:
A ⋆ A 6= 0, (103)
unless A vanishes almost everywhere.
For any functions A and B the following holds:∫
A ⋆ Bdµ =
∫
ABdµ, (104)
although in general A ⋆ B is different than AB. But, attention: in general it is
not true for the triple product in the integrand:∫
A ⋆ B ⋆ Cdµ 6=
∫
ABCdµ. (105)
The trace of operators, if it exists, may be expressed as follows:
Tr A =
∫
A (z) dµ (z) =
∫
A (q, p) dnq
dnp
(2π)
n . (106)
Similarly, the scalar product of operators, if it exist (it does not need generally
to exist, this is an infinite dimension), is given by:
〈A,B〉 = Tr (A+B) = ∫ A(z)B(z)dµ(z) = 〈A,B〉 . (107)
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The H+-algebraic compatibility between this scalar product and Hermitian con-
jugation of operators is expressed as follows in two equivalent ways:
〈CA,B〉 = 〈A,C+B〉 = 〈C,BA+〉 , (108)
〈C ⋆ A,B〉 = 〈A,C ⋆ B〉 = 〈C,B ⋆ A〉 . (109)
Being isomorphic with the operator multiplication, the star-product is non-
commutative, there are, however, obvious exceptions, e.g., when functions de-
pend on the same kind of variables, i.e., only q-variables or only p-variables,
A(q) ⊥ B(q) = B(q)A(q) = (AB) (q), (110)
A(qp) ⊥ B(p) = B(p)A(p) = (AB) (p). (111)
In this special case it reduces to the usual pointwise product. In general it is
non-commutative and non-local in R2n, or, in a sense, expressed by differential
operators of infinite order, i.e., pseudo-differential operators. In special, simple
situations, the corresponding series reduce to finite-order expressions, e.g.,
qa ⋆ pb = q
apb +
i~
2
δab, (112)
qa ⋆ A = qaA+
i~
2
∂A
∂pa
, (113)
pa ⋆ A = paA− i~
2
∂A
∂qa
, (114)
etc. The star product is invariant under translations in R2n, i.e., defined essen-
tially in the 2n-dimensional affine space. It is also invariant under symplectic
transformations acting in R2n. Let us write this precisely. Take an arbitrary vec-
tor y ∈ R2n and arbitrary symplectic transformation L ∈ Sp(n,R) ⊂ GL(2n,R),
ΓcdL
c
aL
d
b = Γab. (115)
They act on the phase-space functions according to the rule:
(U(L, y)f) (z) := f (Lz + y) . (116)
It is obvious that
(U(L, y)f) ⋆ (U(L, y)g) = U (L, y) (f ⋆ g). (117)
Incidentally, this is an interesting quantum aspect of the classical symplectic
group, or more generally, of affine canonical transformations.
Non-locality of the star-product is of the phase-space volume order ~n. Let us
remind that, as Landau and Lifshitz stressed, this is the order of the phase-space
volume per one quantum state [4, 8]. The value of A⋆B in a neighborhood of any
point z ∈ R2n depends essentially on the behaviour of A, B in a neighborhood
of z of the volume of the order ~n.
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Quantum statistical states are described by density operators/density ma-
trices ̺. They are Hermitian, normalized, and positive in the following sense:
̺
+ = ̺, Tr ̺ = 1,
〈
̺|A+A〉 = Tr (̺A+A) ≥ 0 (118)
for any operator A. This means that ̺ has a non-negative spectrum and
Tr ̺2 ≤ Tr ̺ = 1. (119)
The particular situations of the pure state corresponds to the situation when
̺ is a projection onto some one-dimensional subspace of wave functions, spanned
by some wave functions ψ, so that
̺ = |ψ >< ψ|, ̺ [q, q′] = ψ (q)ψ (q′). (120)
Statistical indeterminancy (diffusion) of the quantum state is given by en-
tropy functional
S [̺] = −Tr (̺ ln̺) . (121)
It evidently vanishes for pure states. The spectrum of ̺ for pure states contains
one unit and zeros. Obviously, this is the regular Hilbert space situation. In
practice one uses also non-normalizable densities just like non-normalizable wave
functions. For pure states (120) the corresponding phase-space function ̺ on
R2n, i.e., the Weyl-Moyal-Wigner-Ville distributions, is given by
̺ (q, p) =
1
(2π)
n
∫
ψ
(
q − 1
2
~τ
)
exp (−iτ · p)ψ
(
q +
1
2
~τ
)
dnτ . (122)
It is important that, as a rule, ̺ is not positive in the usual pointwise sense.
The same concerns the general, not necessarily pure-state Weyl-Moyal-Wigner-
Ville densities. Instead, they are positive in the sense of positive eingenvalues,
i.e., positive expectation values on all positive quantities,〈
̺|A ⋆ A〉 = ∫ ̺ (z) (A ⋆ A) (z)dµ (z) > 0 (123)
for any phase-space function A, except of vanishing one, when A vanishes almost
everywhere.
Obviously, for any physical quantity A = A+, A = A the real quantity
Tr (̺A) =
∫
̺(z)A(z)dµ(z) = 〈A〉̺ (124)
is an expectation value on the quantum state described by ̺, ̺. Similarly, for
any pair of pure states ̺1, ̺2, or equivalently ̺1, ̺2, the quantity
P (̺1,̺2) = Tr (̺1,̺2) =
∫
̺1(z)̺2(z)dµ(z) = |〈ψ1|ψ2〉|2 (125)
is the probability that the state ̺1 will be detected in the state ̺2 or conversely
(transition probability). There exists also some formula for mixed states. It
16
is, however, much more complicated, although the expression (125) is a first
step towards constructing it. It is interesting that (124) is identical with the
corresponding formula from classical statistical mechanics, in spite that ̺ is not
the usual probability distribution localized in the phase space R2n.
Let us remind that there are special cases of Wigner-Ville distributions which
are positive also in the usual pointwise sense. They have to do with the har-
monic oscillator and coherent states. They are labelled by space-time parame-
ters
(
ξ, π
) ∈ R2n and given by
E(ξ,π) (q, p) :=
1
(π~)
n exp
(
− 1
~
(
alm
(
ql − ξl) (qm − ξm)
+ alm (pl − πl) (pm − πm)
))
, (126)
where a is interpreted as a kind of metric and the upper-case indices refer to
the contravariant inverse
alma
mk = δl
k. (127)
To avoid too much ”sophisticated” symbols we can simply take alm = δlm,
amk = δmk and write
E(ξ,π) (q, p) =
1
(π~)
n exp
(
− 1
~
((
q − ξ)2 + (p− π)2)) . (128)
Those are Gauss functions and they evidently describe some normalized pure
states, ∫
E(ξ,π) (q, p) dnq
dnp
(2π~)
n = 1, (129)
E(ξ,π) ⋆ E(ξ,π) = E(ξ,π). (130)
For any Wigner function ̺, the quantity
P
(
̺,Eζ
)
=
∫
̺(z)Eζ(z)dz, ζ =
(
ξ, π
)
, (131)
is the detection probability of Eζ . As Eζ is strongly concentrated around ζ,
this quantity, with ζ as a variable, may be considered as a kind of the density
probability for ζ. Eζ is essentially concentrated in the ~
n-volume cell around ζ.
The quantity
˜̺(z) = ˜̺(q, p) = ∫ Ez (ζ) ̺ (ζ) dµ (ζ)
=
∫
Eq,p
(
ξ, π
)
̺
(
ξ, π
)
dnξ
dπ
(2π~)
n (132)
may be interpreted as a kind of positively-definite (in the usual pointwise sense)
probability distribution for finding the system in the position z = (q, p) in
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the phase space R2n. This is so-called Husimi probability distribution. Its
disadvantage is that it has bad marginal properties, namely,∫ ˜̺(q, p)dnq 6= ψ̂ (p) ψ̂ (p) = ∣∣∣ψ̂ (p)∣∣∣2 , (133)∫ ˜̺(q, p) dnp
(2π~)n
6= ψ (q)ψ (q) = |ψ (q)|2 . (134)
Unlike this, the Wigner-Ville distribution for pure states has good marginal
properties, ∫
̺(q, p)dnq = ψ̂ (p) ψ̂ (p) =
∣∣∣ψ̂ (p)∣∣∣2 , (135)∫
̺(q, p)
dnp
(2π~)
n = ψ (q)ψ (q) = |ψ (q)|2 . (136)
But as a probability distribution in the phase space R2n it is non-local because
it may take on negative values. Positive probabilities may be obtained only after
averaging, coarse-graining, e.g., like in (132) over the phase-space cells of the
volume remarkably larger than ~n, ”phase-space volume” of a single quantum
state [4, 8].
It was mentioned above about H+-algebraic structures. Any complete sys-
tem of states |i〉 in the Hilbert space of wave functions, gives rise to the natural
complete systems of operators
̺ij = |i〉〈j| (137)
in the operator algebra over the mentioned Hilbert space of wave functions.
Then we have the obvious H+-algebraic basic relations:
̺
+
ij = ̺ji, ̺ij̺kl = δjk̺il, (138)
̺ij = ̺ji, ̺ij ⋆ ̺kl = δjk̺il. (139)
But it is also very interesting to use the continuous families of ”states” like
|p〉 and |q〉, although they do not belong to the Hilbert space. What is even
worse, in the position representation |q〉 are even not functions, just some Dirac
distributions. Of course, everything may be rigorously formulated, e.g., in the
language of ”rigged Hilbert spaces”. But it is not our aim here; for us it is
sufficient to use some symbolic expressions.
The position and momentum representations give rise to the continua of
non-normalizable ”states” outside the L2-framework, |q〉, |p〉, and then to the
continua of phase-space ”functions” (distributions, to be more precise) of the
form:
̺q
1
q
2
(q, p) = δ
(
q − 1
2
(q1 + q2)
)
exp
(
i
~
p · (q2 − q1)
)
, (140)
̺p
1
p
2
(q, p) = δ
(
p− 1
2
(p1 + p2)
)
exp
(
i
~
(p1 − p2) · q
)
. (141)
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Obviously, they satisfy the following symbolic relationships:
̺q
1
q
2
⋆ ̺q
3
q
4
= δ (q2 − q3) ̺q1q4 , (142)
̺p
1
p
2
⋆ ̺p
3
p
4
= δ (p2 − p3) ̺p1p4 , (143)
̺q
1
q
2
= ̺q
2
q
1
, ̺p
1
p
2
= ̺p
2
p
1
. (144)
All this is done by abuse of language, just like the ”states” |q〉, |p〉 and the
corresponding relationships:
|q1〉〈q2|q3〉〈q4| = δ (q2 − q3) |q1〉〈q4|, (145)
|p1〉〈p2|p3〉〈p4| = δ (p2 − p3) |p1〉〈p4|, (146)
(|q1〉〈q2|)+ = |q2〉〈q1|, (|p1〉〈p2|)+ = |p2〉〈p1|. (147)
In analogy to the discrete expansions
̺ =
∑
ij
̺ij |i〉〈j|, ̺ij = 〈i|̺|j〉, (148)
we have the following continuous ”expansions” with the use of kernels of integral
operators:
̺ =
∫
̺ [q, q′] |q〉〈q′|dnqdnq′, (149)
̺ =
∫
̺ [p, p′] |p〉〈p′| dnp
(2π~)
n
dnp
′
(2π~)
n , (150)
where, obviously,
̺ [q, q′] = 〈q|̺|q′〉, ̺ [p, p′] = 〈p|̺|p′〉. (151)
In terms of the basic distributions (140), (141) we have the following ”continuous
expansions” for the corresponding phase-space functions:
A =
∫
A [q, q′] ̺q,q′dnqdnq
′, (152)
A =
∫
A [p, p′] ̺p,p′
dnp
(2π~)
n
dnp
′
(2π~)
n . (153)
They are generally valid for phase-space functions, not necessarily for the Wig-
ner-Weyl-Moyal-Ville ”quasiprobability” distributions.
It is clear that ”diagonal” elements of the H+-algebraic ”bases” describe
”states” of continuous spectra, localized respectively in positions and momenta:
̺x,x (q, p) = δ (q − x) , (154)
̺y,y (q, p) = δ (p− y) . (155)
These exceptional Wigner densities for pure states are localized, concentrated
on the corresponding n-dimensional Lagrange manifolds in the 2n-dimensional
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phase space R2n. The relationship between quantum and classical concepts is
here very direct and explicitly seen.
It is no longer the case for Wigner-Weyl-Moyal-Ville functions (122) for the
general pure states.
Nevertheless, the relationship does exist in the quasiclassical limit ~ → 0.
Namely, if we express the wave function as follows:
ψ(q) =
√
D(q) exp
(
i
~
S(q)
)
, (156)
and assume the real functions D, S to be ~-independent (or at least to have
well-defined limits when ~ → 0), then, in the limit ~ → 0, obviously, the limit
meant in the distribution sense, one obtains for (122):
̺cl [D,S] = lim
~→0
̺ [D,S] = D(q)δ
(
p1 − ∂S
∂q1
)
. . . δ
(
pn − ∂S
∂qn
)
. (157)
This is a distribution the support of which is the n-dimensional Lagrangian
submanifold MS ⊂ R2n given by equations [12]:
pi − ∂S
∂qi
= 0, i = 1, . . . , n. (158)
The phase-space point (q, p) = (q,∇Sq) ∈ MS is taken with the statistical
weight D (q) meant as a continuous probability distribution.
Obviously, there are plenty of warnings and provisos concerning these for-
mulas. First of all, everything is correct only when S is well defined, i.e., in
points where the absolute value D is non-vanishing. And, of course, in regions
remote from the classical turning points, and classically admissible.
It is clear that the ”basic distributions” (140), (141) satisfy the following
systems of ”eigenequations”:
qi ⋆ ̺q
1
q
2
= qi1̺q1q2 , ̺q1q2 ⋆ q
i = qi2̺q1q2 , (159)
pi ⋆ ̺p
1
p
2
= p1i̺p
1
p
2
, ̺p
1
p
2
⋆ pi = p2i̺p
1
p
2
. (160)
This is an obvious counterpart of the operator ”eigenequations”:
qi|q1〉〈q2| = qi1|q1〉〈q2|, |q1〉〈q2|qi = qi2|q1〉〈q2|, (161)
pi|p1〉〈p2| = p1i|p1〉〈p2|, |p1〉〈p2|pi = p2i|p1〉〈p2|. (162)
In particular, we have the commutator ”eigenequations”:[
qi, |q1〉〈q2|
]
=
(
qi1 − qi2
) |q1〉〈q2|, (163)
[pi, |p1〉〈p2|] = (p1i − p2i) |p1〉〈p2|. (164)
The quotation marks at ”eigenequations” are just due to the fact that here we
are outside the rigorous Hilbert space framework, but do not find it possible
here to get into the complicated framework of rigged Hilbert spaces.
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Similarly, if the basic states |i〉 in (137) are eigenstates of the Hermitian
operator A,
A |i〉 = ai |i〉 , (165)
where for simplicity the non-degenerate case is assumed, then, of course, the
operator eigenequations hold:
A|i〉〈j| = ai|i〉〈j|, |i〉〈j|A = aj |i〉〈j|, (166)
[A, |i〉〈j|] = (ai − aj) |i〉〈j|, (167)
as well as their phase-space expressions in terms of the star-product.
The action of operators A on phase-space functions A is represented by the
following formula:
(Aψ) (q) =
1
(2π~)n
∫
exp
(
i
~
p · (q − q′)
)
A
(
1
2
(q + q′) , p
)
ψ (q′) dnq
′dnp.
(168)
Let us notice that this formula is correctly affine, i.e., translation-invariant,
because (q − q′) represents the translation vector from q to q′, and (q + q′) /2
is the centre of the segment between q and q′. They are both coordinate-
independent concepts.
Substituting the trigonometric representation:
ψ (q) = f (q) exp
(
i
~
S (q)
)
=
√
D (q) exp
(
i
~
S (q)
)
, (169)
we obtain in the limit ~→ 0 the following expansion for (168):
(Aψ) (q) ≈ A
(
qi,
∂S
∂qi
)
ψ (q) +
~
i
(£vf) exp
(
i
~
S (q)
)
, (170)
and terms of the higher order in ~ are neglected. In this formula £v denotes
the Lie derivative operator with respect to the vector field v [A,S] of velocities,
vi =
∂A
∂pi
(
qj ,
∂S
∂qj
)
; (171)
obviously velocities in the sense of the Hamiltonian vector field X [A] generated
by A,
X [A] =
∂A
∂pi
∂
∂qi
− ∂A
∂qi
∂
∂pi
. (172)
More precisely, X [A] is tangent to the Lagrangian manifold MS ⊂ R2n given
by equations:
pi =
∂S
∂qi
, i = 1, ..., n. (173)
Then we take the restriction of XA to MS ,
X [A,S] := X [A]|
MS
, (174)
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and project this vector field on MS to the configuration space R
n (roughly
speaking, the space of q-variables), and just obtain the vector field v [A,S] with
components vi given by (171). It must be stressed that geometrically f is not a
scalar, but scalar density of weight 1/2 [6, 13, 12], therefore, its Lie derivative
is given by
£vf = v
i ∂f
∂qi
+
1
2
∂vi
∂qi
f. (175)
The Born probability density D = f2 is a scalar density of weight one,
therefore,
£vD = v
i ∂D
∂qi
+
∂vi
∂qi
D =
∂
∂qi
(
Dvi
)
. (176)
It follows in particular that in the classical limit Schro¨dinger equation,
i~
∂ψ
∂t
= Hψ, (177)
results, as is well known from the standard treatment, in the system consisting
of the Hamilton-Jacobi equation for S and continuity equation:
∂S
∂t
+H
(
qi,
∂S
∂qi
, t
)
= 0, (178)
∂D
∂t
+
∂
∂qi
ji = 0, (179)
where ji is the contravariant vector density of weight one, physically interpreted
as the probability current,
ji = Dv [H,S]
i
= D
∂H
∂pi
(
q,
∂S
∂q
)
. (180)
Geometrically, (179) may be interpreted as
∂D
∂t
+£v[H,S]D = 0. (181)
There are some discussions concerning the standard demonstration of the
classical limit, based on the ~ → 0 limit transition. There are physicists (e.g.,
Frank Schroeck) who claim that the procedure is incorrect or just wrong. Sim-
ply ~ is a constant, e.g., one in the natural system of units. Of course, one
must be careful with such formal manipulations with constants, e.g., ~→ 0 and
c→∞ (quasiclassical and non-relativistic limits). And there are various misun-
derstandings when the transition procedure is performed automatically. Some
kind of ”feeling” and intuition is necessary. Physically, the procedure ~→ 0 is a
shorthand for dealing with large quantum numbers and quickly oscillating wave
functions, like in the method of stationary phase. There are certain advantages
of the formal manipulations with physical constants as free parameters. It is not
excluded that this procedure may be somehow related to fundamental problems
and interpretation questions like the Anthropic Principle.
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One point must be stressed here. For simplicity we worked in arithmetic
spaces Rn, R2n respectively as the configuration and phase spaces. This was to
avoid the crowd of symbols at the very beginning and in some analytical formal
transitions. But for the completeness and ”honesty” some comments are neces-
sary. As configuration space it is not Rn but rather some affine space (M,V,→)
that should be used. Here M is an underlying set and V is the n-dimensional
real linear space if translations in M . The arrow symbol denotes the operation
which to any pair of points x, y ∈ M assigns the vector −→xy ∈ V originating at
x ∈ M and terminating at y ∈ M , i.e., the vector of translation which car-
ries over x into y. When the time unit is fixed and the time axis is identified
with R, then V may be also identified with the space of virtual velocities. Its
dual space V ∗, i.e., the space of R-linear functions on V is identified with the
space of canonical momenta. The Newton space of states is PN = M × V , the
space of positions and velocities. The phase space, i.e., the space of Hamilto-
nian states is P = M × V ∗. Both PN and P are affine spaces with translation
spaces respectively V × V and V × V ∗. In realistic models some Euclidean
structure in M is also fixed, i.e., some symmetric and positively definite metric
tensor g ∈ V ∗ ⊗ V ∗ is distinguished. What in Rn was denoted as u · v, i.e., the
standard scalar product, is now replaced by
(u|v) := g (u, v) = gijuivj . (182)
Obviously, this reduces to the standard arithmetic expression u · v in Rn when
orthonormal basis is used, i.e., such one that gij = δij . The symplectic form
(54) on R2n ≃ Rn×Rn was expressed analytically in terms of the scalar product
on Rn. In that the formula (54) is an artificial and misleading artifact. As a
matter of fact, the self-dual linear space V × V ∗ is endowed with the canonical
symplectic two-form Γ which has nothing to do with the metric tensors, i.e.,
scalar product on V , and is completely independent on any metrical concepts
in V . Metric in V is superfluous for the construction of Γ as a skew-symmetric
metric bilinear form on V × V ∗. Namely, the evaluation of Γ on the pair of
vectors w1 =
(
v1, p1
)
∈ V × V ∗ and w2 =
(
v2, p2
)
∈ V × V ∗ is given by
Γ (w1, w2) = Γ
((
v1, p1
)
,
(
v2, p2
))
= (183)
= p
1
(v2)− p2 (v1) =
〈
p
1
, v2
〉
−
〈
p
2
, v1
〉
,
where in the last expression,
〈
p, v
〉
is a commonly used evaluation of the linear
function p ∈ V ∗ on the vector v ∈ V . One must remember about all that
when analytically the Rn-formulas like (54) are used. The point is that in this
analytical Rn-language the distinction, or rather very deep logical difference,
between linear spaces V and V ∗ is obscured.
Another our misleading silence committed for simplification and brevity is
one concerning physical dimensions. Obviously, the absolute time is not the
real axis, it is some one-dimensional affine space T with the one-dimensional
linear space of translations Λ. Then the space of virtual velocities is not just
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the space of translations V , but rather V = V ⊗ Λ∗. V becomes identified with
V when some basic element, i.e., the time unit is chosen in Λ (and dually — in
Λ∗). Obviously V∗, the dual space of V is isomorphic with V ∗ ⊗ Λ. The next
point is that strictly speaking, the metric tensor as a bilinear symmetric form
on V should take values not just in R, but rather in some one-dimensional space
L⊗L, where L is also one-dimensional space of lengths. Again, when some basis
in L is fixed (”metre” or ”centimetre”), g may be identified with an R-valued
symmetric bilinear form on V . The action function S in the Hamilton-Jacobi
equation is roughly considered as an R-valued scalar. But it has just the physical
dimension of action, thus, it rather takes its values in some one-dimensional
space of action A. Similarly, the Cartan differential one-form pidq
i should be
rather A-valued than R-valued. Then the quantity pi(dq
i/dt) should have the
physical dimension of the action divided by time, i.e., energy. This would mean
that p should be an element of the one-dimensional space A ⊗ V ∗ ⊗ Λ. We
shall not develop this motive of physical dimension. Unlike what it may seem,
it is neither academic nor trivial. Obviously, the Planck constant ~ is the basic
element of A distinguished by physics and discovered in the analysis of quite
concrete and important physical phenomena. Exponential function exp may be
defined only for the purely numerical, dimension-less arguments. And it is just
here where the Planck constant explicitly occurs in expressions like (169), e.g.,
√
D exp
(
i
~
S
)
, exp
(
i
~
paq
a
)
. (184)
Some academic questions may appear like whether ~ is to appear at all
explicitly in physical formulas. Why not to write simply
√
D exp (iσ) , exp (ikaq
a) , (185)
where k denotes the wave vector? The point is that it is pa = ~ka, the ”eigen-
value” of (~/i)(∂/∂qa) (by abuse of language; one deals here with continuous
spectrum and non-L2 wave functions) that is directly interpretable in particle
phenomena and experiments as the linear momentum. Situation is slightly dif-
ferent in the case of discrete spectrum, e.g., when one deals with wave functions
of the planar rotator,
ψn(ϕ) ≃ exp (inϕ) , (186)
where ϕ denotes the angular variable, n is an integer, n ∈ Z. Obviously, (186)
is the eigenfunction of the rotational angular momentum. It corresponds to the
eigenvalue n~, because
~
i
∂
∂ϕ
ψn = ~nψn. (187)
Obviously, it would be strange and non-natural to introduce explicitly the
Planck constant ~ to the exponent of (186),
ψn ≃ exp
(
i
~
(n~)ϕ
)
. (188)
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The same problem occurs in eigenfunctions of the orbital angular momentum
in three dimensions. Nevertheless, it is just jn = n~ that is physically inter-
pretable as angular momentum and in this meaning it does occur in all formulas
where the classically interpretable angular momentum appears. Of course, there
are some new problems in quasiclassical analysis, because the formal automa-
tism of ~ → 0 does not work directly. What does work are large quantum
numbers and quickly oscillating eigenfunctions. The first step of analysis con-
sists in the trick of approximate replacing of discrete spectrum by continuous
one. Namely, one takes superpositions of the form:
ψ(ϕ) =
∑
n
cn exp (inϕ) , (189)
where the discrete function Z ∋ n 7→ cn ∈ C is essentially concentrated in some
range
n0 −∆n≪ n≪ n0 +∆n, (190)
where
n0 ≫ ∆n≫ 1, (191)
and is there slowly-varying,
|cn+1 − cn|
|cn| ≪ 1. (192)
Then, as it is well-known from the theory of Fourier analysis, the Fourier series
(189) may be in a good approximation replaced by the integral expression:
ψ(ϕ) =
∫
c(k) exp(ikϕ)dk, (193)
where at the lattice points from the range (190) c(k) equals cn and is regularly
varying between the lattice points, e.g., linearly. Then the functions ψ(ϕ) are
essentially concentrated in a small domain of the variable ϕ and ”forget” the
circular topology of the ϕ-variable. They may be interpreted as ”well-behaving
at infinity” functions on R, and apparently the topology and geometry of T 1 ≃
SO(2,R) ≃ U(1) is replaced by that of R. And then, after the substitution
k = p/~, everything reduces to the problem on R. And further on the previous
reasoning may be repeated. The same is true for n circular degrees of freedom,
i.e., for the toroidal configuration space
T n ≃ SO(2,R)n ≃ U(1)n. (194)
And then, after reducing the problem to Rn, one can repeat the above ~ → 0
quasiclassical asymptotic procedure.
To complete the above remarks about ~ → 0 asymptotics, let us remind
the limit formulas for the Weyl-Wigner-Moyal-Ville star product and for the
quantum Poisson bracket. One can show that
lim
~→0
A ⋆ B = AB, (195)
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i.e., in the limit one obtains the local pointwise product. It is assumed here that
A, B themselves do not depend on ~. More generally, one can construct the
asymptotic series for A ⋆ B as a function of ~. The expansion up to first-order
terms reads
A ⋆ B = AB +
i~
2
{A,B}+ · · · , (196)
where, obviously, {A,B} is the usual Poisson bracket of the phase-space func-
tions A, B. Therefore, for the quantum Poisson bracket expressed in the phase-
space terms,
{A,B}quant := 1
i~
(A ⋆ B −B ⋆ A), (197)
one obtains, as expected that
lim
~→0
{A,B}quant = {A,B}. (198)
The formulas (154), (155), (157) seem to tell us that on the classical level
the pure states are represented by singular probability distributions concen-
trated on n-dimensional submanifolds of the 2n-dimensional classical phase
space. These supports are very special n-dimensional submanifolds, namely,
Lagrangian submanifolds[1, 2, 13, 12]. Evaluation of the symplectic two-form
Γ on any pair of their tangent vectors at any point does vanish. This is the
classical expression of uncertainty relations. There is also a close relationship
to the optical-mechanical analogy.
Let us notice however that for the coherent states given by (128) we obtain
Dirac distributions concentrated on single points,
lim
~→0
E(ξ,π)(q, p) = δ
(
q − ξ) δ (p− π) , (199)
therefore, something completely different. The point is however that, as men-
tioned, ~ → 0 is a shorthand for dealing with large quantum numbers and
quickly oscillating wave functions. But (128) is a description of oscillatory
ground states, therefore, something with extremely ”small quantum numbers”.
Therefore, it seems that (199) is just an example of the situation where the
~→ 0 formal transition is not justified.
It is interesting and instructive to express the Weyl-Wigner-Moyal-Ville for-
mulation and related problems in terms of the central extension [3] of the clas-
sical phase space and of the Newton subgroup of the Galilei group.
We add an additional one dimension of the U(1)-group, with the angular
coordinate ϕ of the dimension of action, or the dimension-less ξ := ϕ/~. Then
we define
Z {ξ;α, ν} = Z (ϕ;α, ν) := exp
(
i
~
ϕ
)
W (α, ν) = exp (iξ)W (α, ν) (200)
with the composition rule
Z {ξ1;α1, ν1}Z {ξ2;α2, ν2} = exp
(
i
~
(ϕ1 + ϕ2 +mν1 · α2)
)
W (α1 + α2, ν1 + ν2) . (201)
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It is again convenient to take the ”elegantly” ordered operations:
Z {ξ;α, ν} = Z (ϕ;α, ν) := exp
(
i
~
(
ϕ+
m
2
ν · α
))
U(α)V (ν). (202)
Then one obtains
Z(ϕ1;α1, ν1)Z(ϕ2;α2, ν2) = Z (ϕ1 + ϕ2 (203)
+
m
2
Γ ((α1, ν1), (α2, ν2));α1 + α2, ν1 + ν2
)
,
or, using the systematic R2n-language,
Z(ϕ1;u1)Z(ϕ2;u2) = Z
(
ϕ1 + ϕ2 +
m
2
Γ(u1, u2);u1 + u2
)
. (204)
Let us also quote the triple rule corresponding to the associativity,
Z(ϕ1;u1)Z(ϕ2;u2)Z(ϕ3;u3) = Z (ϕ1 + ϕ2 + ϕ3
+
m
2
Γ(u1, u2, u3);u1 + u2 + u3
)
, (205)
where the following co-cycle notation is used:
Γ(u1, u2, u3) = Γ(u2, u3) + Γ(u3, u1) + Γ(u1, u2). (206)
Let us also notice that
Z (ϕ, u)
−1
= Z (−ϕ,−u) . (207)
On the manifold of the centrally extended group we can introduce the con-
volution of functions in the sense of the above multiplication rule. Then,
(A ∗B) (ψ,w) =
∫
A(ϕ, u)B
(
ψ −
(
ϕ+
m
2
Γ(u,w)
)
;w − u
) dϕ
2π
d2nu. (208)
The (2π)-denominator is not essential of course; this is simply normalization of
the ”volume” of U(1) to unity.
Let us now restrict the rule to the subspace of eigenfunctions of (1/i)∂/∂ϕ
with the eigenvalue n,
A(ϕ, u) = exp(inϕ)a(u), B(ϕ, u) = exp(inψ)b(u). (209)
Their convolution belongs to the same subspace, because for two such n-func-
tions,
A(ϕ, u) = exp(inϕ)a(u), B(ϕ, u) = exp(inϕ)b(u), (210)
we have
(A ∗B)(ψ,w) = exp (inψ)
∫
exp
(
−inM
2
Γ(u,w)
)
a(u)b(w − u)du, (211)
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where M denotes the particle mass.
If instead of a fixed value of n we take the whole series,
A(ϕ, u) =
∑
n∈Z
exp(inϕ)an(u), B(ϕ, u) =
∑
k
exp(ikψ)bk(u), (212)
we obtain
(A ∗B)(ψ,w) =
∑
n∈Z
exp(inψ)
(
an ∗
n,Γ
bn
)
(w), (213)
where (
a ∗
n,Γ
b
)
(w) =
∫
exp
(
−inM
2
Γ(u,w)
)
a(u)b(w − u)d2nu. (214)
Let us stress again that in the formulas from (208) to (214) one is dealing
with the usual group convolution, not with the Weyl-Wigner-Moyal-Ville star-
product.
The idea here is the Fourier analysis for functions on R2n and the corre-
sponding splitting into invariant subspaces. Nevertheless, the parallel reasoning
may be performed for the star-product. Having other problems in mind, we
shall not discuss this one here; it is postponed to subsequent papers.
Let us consider some generalization. In the above presentation of the Moyal
treatment it was essential that R2n, or, more correctly, P = V × V ∗, being a
linear space, was an Abelian group under the usual addition of vectors. So,
let us take instead of R2n some locally compact Abelian group G. Then one
can use generalized Fourier analysis based on Pontryagin duality. In this case
all irreducible unitary representations are one-dimensional. Being U(1)-valued
functions on G, they form the set closed under the pointwise multiplication.
They form the dual group of G, denoted by Ĝ and referred to as the character
group [9, 5]. The term is correct, because irreducible unitary representations
are now one-dimensional and just coincide in a trivial way with their characters,
i.e., traces of the representation matrices.
The group operation in Ĝ is meant as the pointwise multiplication of func-
tions on G. In the other words, the elements of Ĝ are continuous homomor-
phisms of G into the group U(1) = {z ∈ C : |z| = 1}, the multiplicative group
of complex numbers of modulus one. If G is compact and Abelian, then Ĝ is
discrete, and the Peter-Weyl series expansion becomes a generalized Fourier se-
ries. If G is non-compact, one obtains generalized Fourier transforms and direct
integrals of family of one-dimensional spaces.
According to the well-known Pontryagin theorem, the dual of Ĝ, e.g., the
second dual
̂̂
G of G, is canonically isomorphic with G itself. This resembles the
relationship between duals of finite-dimensional linear spaces, (V ∗)
∗ ≃ V .
The Fourier transform ψ̂ : Ĝ→ C of ψ : G→ C is defined as follows:
ψ̂(χ) =
∫
〈χ|g〉ψ(g)dg =
∫
〈χ|g〉−1 ψ(g)dg, (215)
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where dg denotes the integration element of the Haar measure on G and 〈χ|g〉
is the evaluation of χ ∈ Ĝ on g ∈ G; equivalently, in virtue of Poincare duality,
this is the evaluation of g ∈ G ≃ ̂̂G on χ ∈ Ĝ. The inverse formula reads
ψ(g) =
∫
〈χ|g〉 ψ̂(χ)dχ, (216)
where dχ denotes the element of Haar integration on Ĝ. The formulas (215),
(216) fix the synchronization between normalizations of measures dg, dχ. In
principle, these formulas are meant in the sense of L1-spaces over G, Ĝ, nev-
ertheless, some more or less symbolic expressions are also admitted for other
functions, as shorthands for longer systems of formulas. First of all, this con-
cerns δ-distributions, just like in general situation of locally compact G. Of
course, the correct definition of distributions and operations on them must be
based on differential concepts, nevertheless, the Dirac distribution itself (but not
its derivatives) may be introduced in principle on the basis of purely topological
concepts, just like in the general case. Let us notice that
ψ(g) =
∫
dχ
∫
dhψ(h)
〈
χ|hg−1〉 . (217)
The order of integration here is essential! But, of course, one cannot resist the
temptation to change ”illegally” this order and write symbolically:
ψ(g) =
∫
dh δ
(
hg−1
)
ψ(h), δ(x) =
∫
dχ 〈χ|x〉 . (218)
If G is discrete, then Ĝ is compact (and conversely) and the second integral is
well defined, namely
δ(x) = δxe
{
1, if x = e,
0, if x 6= e, (219)
where, obviously, e is the neutral element (identity) of G. Then the first integral
is literally true as a summation with the use of Kronecker delta. But when
obeying some rules, we may safely use the formulas (218) also in the general
case, when they are formally meaningless. So, we shall always write
δ(g) =
∫
〈χ|g〉 dχ = δ (g−1) , (220)
δ(χ) =
∫
〈χ|g〉dg =
∫
〈χ|g〉 dg = δ (χ−1) , (221)∫
δ(g)f(g) dg = f (e(G)) , (222)∫
δ(χ)k(χ) dχ = k
(
e(Ĝ)
)
, (223)
and e(G), e(Ĝ) denote the units in G, Ĝ, respectively.
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The convolution is defined by the usual formula:
(F ∗G) (g) =
∫
F (h)G
(
h−1g
)
dh, (224)
and in the vector representation on Rn it simply becomes
(F ∗G) (u) =
∫
F (v)G(u − v)dnv. (225)
But, obviously, the peculiarity of Abelian groups G is that convolution is a
commutative operation,
F ∗G = G ∗ F. (226)
Obviously, Fourier transforms of convolution are pointwise products of Fourier
transforms, and conversely,
(F ∗G)∧ = F̂ Ĝ. (227)
It is clear that just like in the general case, δ-distribution is the convolution
identity,
F ∗ δ = δ ∗ F = F. (228)
And now, we may be a bit more precise. Namely, let U ⊂ Ĝ be some compact
measurable subset of Ĝ, and let L {U} denote the linear subspace of functions
(216) such that the Fourier transform ψ̂ vanishes outside U and is L1-class.
Take the function δ{U} given by
δ{U}(g) :=
∫
U
〈χ|g〉 dχ. (229)
It is clear that δ{U} is a convolution identity of the subspace L{U}. And now
take an increasing sequence of subsets Vi ⊂ Ĝ such that:
Vi ⊃ Vj for i > j
⋃
i
Vi = Ĝ. (230)
It is clear that for any function F ⊂ L1(G) we have
lim
i→∞
δ {Vi} ∗ F = F, (231)
although the limit of the sequence δ{Vi} does not exist in the usual sense of
function sequences. However, it does exist in an appropriately defined functional
sense. So, by abuse of language, we simply write:
δ = lim
i→∞
δ{Vi}, δ ∗ F = F, (232)
as a shorthand for the rigorous (231).
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Calculating formally the convolution of χ1, χ2 ∈ Ĝ, we obtain
〈χ1 ∗ χ2|g〉 = δ
(
χ1χ2
−1
) 〈χ2|g〉 = δ (χ1χ2−1) 〈χ1|g〉 , (233)
i.e., briefly
χ1 ∗ χ2 = δ
(
χ1χ2
−1
)
χ2 = δ
(
χ1χ2
−1
)
χ1. (234)
If G is compact, i.e., Ĝ is discrete, this is the usual condition for irreducible
idempotents. Similarity, we have the orthogonality/normalization condition
(χ1, χ2) = δ
(
χ1χ2
−1
)
=
{
1, if χ1 = χ2,
0, if χ1 6= χ2.
(235)
If G is not compact, i.e., Ĝ is not discrete, then both normalization and idem-
potence rules (234), (235) are meant symbolically, just like the corresponding
rules for Dirac distributions in Rn:
δa ∗ δb = δ(a− b)δa = δ(a− b)δb, (236)
(δa, δb) = δ(a− b). (237)
Obviously, δa(x) := δ (x− a). Incidentally, (236), (237) is just the special
case of (234), (235) when G = Rn and the addition of vectors is meant as a
group operation.
The peculiarity of locally compact Abelian groups is that they offer some
analogies to geometry of the classical phase spaces and some natural generaliza-
tion of the Weyl-Wigner-Moyal formalism. Certain counterparts do exist also
in non-Abelian groups, especially compact ones. However, they are radically
different from the structures based on Abelian groups. And in the non-compact
case the analogy rather diffuses.
Finally, let us remind that just like in the classical Fourier analysis, the
Pontryagin Fourier transform is an isometry of L2(G) onto L2
(
Ĝ
)
,∫
A(g)B(g)dg =
∫
Â(χ)B(χ)dχ, (238)
in particular, the Plancherel theorem holds∫
|A(g)|2 dg =
∫ ∣∣∣Â(χ)∣∣∣2 dχ. (239)
In physical applications, then, of course, the standard of Lebesgue measure
is fixed, ∫
f(x)dµ(x) =
∫
fe1 ∧ . . . ∧ en, (240)
where (. . . , ea, . . .) is an arbitrary orthonormal co-basis in V ∗:
g = δije
i ⊗ ej. (241)
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In arbitrary coordinates, including curvilinear ones, we have∫
f(x)dµ(x) =
∫
f(x)
√
det [gij ] dx
1 . . . dxn. (242)
The dual linear space V ∗ parametrizes the dual group V̂ with the help of the
standard covering homomorphism of the (additive) R onto (multiplicative) U(1),
R ∋ ϕ 7→ exp(iϕ) ∈ U(1), (243)
so, χ (k) ∈ V̂ is given by
〈χ (k) , x〉 = exp (i 〈k, x〉) , (244)
where, obviously, 〈k, x〉 is the evaluation of k ∈ V ∗ on x ∈ V ; analytically
〈k, x〉 = kaxa. (245)
Using the language of quantum momentum p = ~k, one writes also
〈
χ
[
p
]
, x
〉
= exp
(
i
~
〈
p, x
〉)
= exp
(
i
~
pax
a
)
. (246)
The corresponding conventions of Fourier analysis, particularly popular in quan-
tum mechanics, are as follows:
f (x) =
1
(2π)n
∫
f̂ (k) exp (i 〈k, x〉) dnk
=
1
(2π~)n
∫
f̂
(
p
)
exp
(
i
~
〈
p, x
〉)
dnp, (247)
f̂ (k) = f̂
[
p
]
=
∫
f (x) exp
(
− i
~
〈
p, x
〉)
dnx. (248)
The convolution on V is meant in the usual convention,
(A ∗B) (x) =
∫
A(y)B(x− y)dy. (249)
We have then the following rules,
χ (k) ∗ χ (l) = (2π)nδ (k − l)χ (k) = (2π)nδ (k − l)χ (l) , (250)
(χ (k) , χ (l)) = (2π)nδ (k − l) , (251)
χ
[
p
] ∗ χ [p′] = (2π~)nδ (p− p′)χ [p] = (2π~)nδ (p− p′)χ [p′] , (252)(
χ
[
p
]
, χ
[
p′
])
= (2π~)nδ
(
p− p′) , (253)
rather unpleasant ones, because of the (2π)n, (2π~)n-factors. But this has to
do with the use of traditional symbols of analysis. If we remember that it is
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not dnk, or dnp, but rather dnk/(2π)
n, dnp/(2π~)
n that is a measure Fourier-
synchronized with dnx, that it is just (2π)
nδ (k − l) or (2π~)nδ (p− p′) that
is to be interpreted as a ”true Dirac delta”, let us say ∆ (k − k′), ∆ (p− p′),
respectively in the spaces of wave co-vectors and linear momenta.
There are various conventions concerning Fourier transforms and synchro-
nization of measures on G, Ĝ, it is even stated in the book by Loomis [5], that
it is ”an interesting and non-trivial problem”.
In classical analysis one often prefers the ”symmetric” convention:
A (x) =
1
(2π)n/2
∫
Â (k) exp (i 〈k, x〉) dnk, (254)
Â (k) =
1
(2π)n/2
∫
A (x) exp (−i 〈k, x〉) dnx. (255)
An additional advantage of this convention is that the iteration of Fourier trans-
formation results in the inversion (total reflection) of the original function, with
respect to the origin: ̂̂
A (x) = A(−x). (256)
And, roughly speaking, Gauss function is invariant under Fourier transforma-
tion. More precisely, we have
G(x) = exp
(
−1
2
x · x
)
, Ĝ(k) = exp
(
−1
2
k · k
)
, (257)
where the scalar product in V is meant in the sense of metric g ∈ V ∗⊗V ∗, and
in V ∗ — under its contravariant inverse g−1 ∈ V ⊗ V ,
x · x = g(x, x) = gijxixj , k · k = g−1(k, k) = gijxixj . (258)
If we identify V = Rn = V ∗, then the Gauss function is literally invariant under
the Fourier transformation.
The Clebsch-Gordon formulas on G have the following form:
χ(k)χ(l) = χ(k + l), (259)
χ
[
p
]
χ
[
p′
]
= χ
[
p+ p′
]
, (260)
χ(k)χ(l) =
∫
δ(k + l −m)χ(m)dnm, (261)
χ
[
p
]
χ
[
p′
]
=
∫
δ(p+ p′ − π)χ [π] dnπ. (262)
Let us now fix some symbols concerning the compact case T n = U(1)n. Just
like Rn is an analytical model of any n-dimensional linear space over reals, T n is
parametrized by the system of angles
(
ϕ1, . . . , ϕn
)
taken modulo 2π, or uniquely,
by the system of unimodular complex numbers
(
ζ1, . . . , ζn
)
, ζa = exp (iϕa).
Sometimes the convention ”modulo 1” is accepted instead ”modulo 2π”, i.e.,
one puts ζa = exp (i2πξa). This is often used when T n is realized as a quotient
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of V modulo the ”crystallographic lattice” generated freely by some fixed basis
(. . . , ea, . . .) in V . Obviously, that discrete translation group is isomorphic with
Zn. The parametrization modulo 2π is more popular in theory of Fourier series.
Torus is compact and it is natural to take the Haar measure normalized to unity,
as usual. If the multiple Fourier series on T n are meant in the convention
f(ϕ) =
∑
m∈Zn
f̂(m) exp (im · ϕ) , (263)
then the inverse formula for coefficients f̂ reads
f̂(m) =
1
(2π)n
∫
f(ϕ) exp (−im · ϕ) dnϕ. (264)
Concerning notation, analytical meaning of the expressions above is as follows:
m = (m1, . . . ,mn) ∈ Zn, ϕ =
(
ϕ1, . . . , ϕn
)T
, (265)
contractions in exponents are given by
m · ϕ = maϕa = m1ϕ1 + · · ·+mnϕn, (266)
and the range of variables ϕa in the integration element
dnϕ = dϕ
1 . . . dϕn (267)
is given by [0, 2π].
It is seen that the occurrence of factors (2π)−n is reciprocal to that in Fourier
analysis on Rn. This spoils the formal analogy, but suits the convention that
the Haar volume of compact groups equals the unity. To save the analogy, we
would have to replace (247)–(248) by
f(x) =
∫
f̂(k) exp (i 〈k, x〉) dnk, (268)
f̂(k) =
1
(2π)n
∫
f(x) exp (−i 〈k, x〉) dnx, (269)
which, by the way, is sometimes used indeed, however, it is incompatible with
some other customs of physicists and their taste.
Characters on T n are labelled by multi-indices m ∈ Zn,
〈χ(m), ζ(ϕ)〉 = (ζ1)m1 . . . (ζn)mn = exp (im · ϕ) . (270)
The idempotence and independence property is literally satisfied, because T n is
compact and Zn is discrete:
χ(m) ∗ χ(l) = δmlχ(m) = δmlχ(l) (271)
χ(m)χ(l) = χ(m+ l) (272)
(χ(m), χ(l)) = δml, (273)
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where, obviously, the multi-index Kronecker symbol δml vanishes if m 6= l (i.e.,
at least one component of m differs from the corresponding component of l),
and δml = 1 when m = l. In other words
δml = δm1l1 . . . δmnln . (274)
Concerning the ”Clebsch-Gordon” rule (272), its representation reads
χ(m)χ(l) =
∑
π∈Zn
(m l|π) (m l|π)χ(π), (275)
where
(m l|π) = δm+l,π = (m l|π)2 . (276)
Obviously, if we take as an arena of our physics the discrete group Zn, then
its dual group T n is compact and continuous. Again the mentioned problems
with squared delta-distribution appear.
Let us try to repeat the reasoning quoted above for R2n (more precisely, as
we saw, it was for M × V ∗). We assume the non-local star-product of complex
functions on G:
(A ⋆ B)(g) =
∫
K(g; g1, g2)A(g1)B(g2)dg1dg2. (277)
It is assumed to be translationally invariant:
U(g)(A ⋆ B) = (U(g)A) ⋆ (U(g)B), (278)
where U(g) is the translation operator,
(U(g)f)(h) = f
(
g−1h
)
. (279)
This implies that
K (g; g1, g2) = K
(
g1g
−1, g2g
−1
)
= K
(
g−1g1, g
−1g2
)
. (280)
Let us stress once more that G is Abelian, otherwise there would be two kinds
of translational invariance. Besides, we assume again that the star-product is
to be associative:
(A ⋆ B) ⋆ C = A ⋆ (B ⋆ C). (281)
This results in the following property of K:∫
K(g1, g)K
(
g2g
−1, g3g
−1
)
dg =
∫
K
(
g1g
−1, g2g
−1
)
K(g, g3)dg. (282)
The dual group of G×G is identical with Ĝ× Ĝ, and the Fourier transform of
K, denoted as usual by K̂, satisfies
K̂(χ1, χ2χ3)K̂(χ2, χ3) = K̂(χ1, χ2)K̂(χ1χ2, χ3). (283)
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This holds, in particular, when K is a two-character, i.e., if functions
K(g, ·), K(·, g) (284)
are characters, i.e., elements of Ĝ for any g ∈ G.
If the mappings g 7→ K(g, ·), g 7→ K(·, g) are monomorphisms of G into
Ĝ, we say that the two-character K is non-singular. Obviously, in general
isomorphisms of G onto Ĝ do not exist, because G and Ĝ are, in general, non-
isomorphic. Linear spaces as additive groups are important exceptions.
Now, let us consider the very special case which is analogous to the cotangent
bundle, or more specifically, to the self-dual linear space V × V ∗, which carries
the natural symplectic structure, as described above.
Namely, let us assume that the primary concept is the configuration space
G which is a locally compact Abelian group. Its dual group Ĝ is assumed to be
something like the set of canonical conjugate momenta. If G = Zn, physically
Z3, the crystal lattice, then the canonical momenta are elements of the torus
space T = U(1)n, i.e., the direct product of n circles. If we represent the
elements of U(1) as
ζ = exp(iκ) = exp
(
i
~
π
)
, (285)
then the conservation of momenta π (”wave vectors” κ) will be damaged or
rather modified in such a way that it is ζ that is conserved (e.g., in collision
phenomena), but not necessarily π or κ (the 2π-non-uniqueness of κ). These
are so-called ”Umklapp-processes”. And conversely, if U(1)n is the configuration
space-torus, then the conjugate momenta are discrete, just ”quantized”, and are
labelled by elements of Zn. Then the study of classical limit consists, as said
above, of two steps: (i) passing over from Fourier series to Fourier transforms
(in some approximation, of course), and then (ii) one considers the usual R2n-
classical limit, formally as an asymptotics ~ → 0. The ”Umklapp-processes”
are physically observable.
It is interesting to quote some natural non-local products, i.e., natural kernels
K on the Abelian group G = G × Ĝ. Attention: now G is that was formerly
denoted by G. Now G is the ”configuration space”, and G = G×Ĝ is the ”phase
space”, do not confuse the symbols. The Kernels-two-charactersK are complex
functions on G = G × Ĝ. There are natural counterparts of the canonical
symplectic form Γ on V × V ∗. It is clear that the most natural two-character
on G = G × Ĝ, the analogue of the symplectic form of V × V ∗ (V is a linear
space) is given by
ζ ((x1, π1), (x2, π2)) = 〈π1|x2〉〈π2|x1〉 = 〈π1|x2〉〈π2|x1〉 . (286)
This is a complex function on G × G. This two-character is essentially non-
singular, because, the mappings
G ∋ (x, π) 7→ ζ((x, π), ·)) ∈ G, G ∋ (x, π) 7→ ζ(·, (x, π))) ∈ G (287)
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are isomorphisms of G onto G. Obviously, more rigorously, they are isomor-
phisms of G onto Ĝ, but it is clear that Ĝ, the dual of G is canonically isomorphic
with G itself, just like the linear spaces (V × V ∗)∗ and V × V ∗ are canonically
isomorphic.
In analogy to (85) it might seem that we should have used ζ2 like in V ×V ∗.
However, in general, on the group G such ζ2 fails to be non-singular. And it
fails just in the case of groups G like Zn or U(1)n, physically interesting ones.
Wave functions are defined on G in the ”position representation” and on Ĝ
in the ”momentum representation”. In analogy to (31), (32), (34) for any x ∈ G
and any π ∈ Ĝ we define linear operators of translation, U(x), V (π):
(U (x)ψ) (y) = ψ
(
x−1y
)
, (V (π)ψ) (y) = 〈π|y〉ψ (y) . (288)
Obviously,
(V (π)ψ)∧ (λ) = ψ̂
(
π−1λ
)
. (289)
The basic commutation relation is as follows [17]:
U(x)V (π)U(x)−1V (π)−1 = 〈π|x〉 = 〈π|x〉−1 . (290)
We can try to follow the line from G = Rn (additive) and G = G × Ĝ = R2n
(additive):
Wp(x, π) = 〈π|x〉p U(x)V (π) = 〈π|x〉p−1 V (π)U(x). (291)
If in G or Ĝ does exist the unique square-rooting operation (it does not exist in
Zn or U(1)n), then putting p = 1/2 we obtain the nice rule:
W
(
x−1, π−1
)
=W (x, π)
−1
. (292)
However, for topological groups different from Rn, R2n something like this does
not exist.
Let us consider the linear shell of operatorsWp(x, π); obviously, the unitarity
is meant in the sense of L2(G).
So in analogy to G = R, we construct the family of operators:
A :=
∫
Â(x, π)Wp(x, π)dxdπ, (293)
where Â is the Fourier transform of A; the both functions are defined on the
group G× Ĝ, canonically isomorphic with
(
G× Ĝ
)∧
.
For the corresponding composition of functions A, B on the ”phase space”
G = G× Ĝ we have the rule (277), (280) with the kernel function:
Kp ((x1, π1), (x2, π2)) =∫
〈π1|ξ〉 〈η|x1〉 〈π2|ζ〉 〈θ|x2〉 〈η|ζ〉1−p 〈θ|ξ〉−p dξdηdζdθ. (294)
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One can ask what would be the corresponding ”H+-canonical basis”, corre-
sponding to (140), (141) in the special case of G = Rn, G = G × Ĝ = R2n. It
would have to satisfy
A ⋆ ρx,y = A(x)ρx,y, ρx,y ⋆ A = ρx,yA(y) (295)
for any function A independent of ”canonical” momenta as elements of Ĝ.
If we define it in such a way, we obtain finally that
ρx1,x2(x, π) = δ
(
x1x2x
−2
) 〈
π|x1x−1
〉
. (296)
This is strange in a sense. If (x1x2) is not the square of something, and it need
not be so in a general G, then the above expression does vanish and is not a
basis element. At this stage we are unable to answer the question what would
be the basis of the corresponding ”superselection” rule (296), i.e., whether it is
the bad choice of the procedure of finding this ”canonical base” or just a real
superselection for the quantum dynamics based on the von-Neumann equation:
∂ρ
∂t
=
1
i~
(H ⋆ ρ− ρ ⋆ H) . (297)
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