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Abstract 
Data mining solutions can be applied in combination with evolutionary algorithms to extract relevant information from solution 
spaces analyzed during optimization processes regarding water distribution system (WDS) design. Firstly, results from data 
mining can be introduced into the evolutionary algorithms to guide the search of solutions. Secondly, data mining techniques 
can be used not only to help explore the population of potential solutions but also to exploit data regarding the behavior of the 
WDS under different work conditions. As a result, applications can be developed for supporting decision making regarding 
WDS models in both offline and online contexts. 
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Selection and peer-review under responsibility of the CCWI2013 Committee. 
Keywords : Data Mining, Evolutionary Algorithms, Agent Swarm Optimization, Kohonen SOM, Bayesian Networks, Decision Making  
1. Introduction 
Almost any decision making process in engineering can be turned into an optimization problem. The flexibility 
introduced by evolutionary algorithms has allowed the use of virtually any objective function for evaluating 
solutions, even when these evaluations require running complex mathematical and/or procedural simulations of the 
systems under analysis. In this line of work, several applications have been developed within the field of urban 
hydraulics regarding design, calibration, energy saving, etcetera, Bei and Dandy (2012), Berardi et al. (2012), Wu 
and Behandish (2012), Shean and McBean (2010), Montalvo et al. (2010c).   
Evolutionary algorithms have been extensively applied to solve optimization problems in the water industry, 
Liong and Atiquzzama (2004), Geem (2006), Izquierdo et al. (2008), Jin et al. (2008), Montalvo et al. (2010b). In 
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water distribution system (WDS) design they have brought a lot of flexibility for evaluating objectives in a way 
hardly achievable by other methods. Running mathematical simulations of water networks under different load 
conditions can be now part of a global decision making process where solutions evolve based on some “rules” 
defined in the evolutionary algorithm in use. In this context, rules are understood as the what, when and how things 
should be done to transform a population of solutions into better solutions during an evolutionary process. 
Each algorithm has its own set of rules and most of them are based on the emulation of a paradigm. Genetic 
Algorithms (GA), Goldberg (1989), for example, are based on the theory of natural evolution. Particle Swarm 
Optimization (PSO), Kennedy and Eberhart (1995), is based on the way birds in a flock find its destination, which 
is more inspired on social evolution than on a genetic evolution. Ant Colony Optimization, Dorigo et al. (1996), is 
based on the foraging behavior of ants. Simulated annealing, Kirkpatrick et al. (1983), takes its name and 
inspiration from annealing in metallurgy. There are many other examples with different sources of inspiration. 
To select what is the most appropriate algorithm for solving a specific problem is not easy task. Some 
algorithms can perform better than others in some problems and worse or very poorly in some others. This fact 
may indicate that, first, their rules apply better to certain problems than to others and, second, that, even if the 
population of solutions does evolve, the way it does is much more static and does not suitably evolve during the 
solution search process. 
A simple example can be seen by analyzing what happens with the parameters used by evolutionary algorithms. 
These parameters certainly change how algorithms perform; however, frequently they remain static. Fine-tuning 
parameters to obtain better results from evolutionary algorithms is, in many cases, part of a hand-made meta-
process where specialists, using their experience or recommendations from the literature, start changing 
parameters, testing algorithms performance and keeping the best parameter set of values. 
An attempt to change parameters as part of the evolutionary process was done in Montalvo et al. (2010a). Also 
in Lessmann et al. (2011) a support vector machine was trained to generate PSO parameters while the solution 
space of a problem was explored. Those were just preliminary steps in changing the “behavior” of an optimization 
algorithm as part of the solution search process. But the real big step should not come by just better adjusting 
parameters to the problem being solved but by influencing more directly the way the search of solutions is 
performed. 
2. Rule-based agents 
WDS optimization using evolutionary techniques is not easy to achieve as the size and complexity of problems 
increase. Good results can be obtained from relative small networks – there are many examples in the literature – 
but good solutions are harder to obtain for larger problems and, in addition, those solutions can differ from what 
engineering good practice and sense could suggest. Now the question is: how the solution search process is done 
when the size of problems increase and the interrelations among variables and objectives get more complex? 
Traditionally, the solution search process has been totally ignorant of the specific problem being solved. The 
process has been the same no matter the size, the complexity and the problem domain. In these days of cloud 
computing, authors can be tempted to use more and more computing resources for solving “real world problems”. 
It is not a wrong idea but taking it literally and without carefully thinking on the improvement of the search 
process itself, this would lead researchers closer to brute force approaches to find the best objective than to clever 
ways of exploring and exploiting the solution space of such an NP-hard problem as the design of the network of a 
WDS by investing a reasonable amount of resources in the search process. 
In the opinion of the authors, the search process should be as close as possible to the problem instance being 
solved. Algorithms adapting their behaviors to problems will have more chances to succeed. A method to achieve 
this can be done by combining the way evolutionary algorithms work with the introduction of rules based on the 
domain of the problem being solved. This idea can be supported with the use of rule-based agents combined with 
evolutionary techniques. The use of rule-based agents was one of the principles followed for developing Agent 
Swarm Optimization (ASO), Montalvo et al. (2010c), where various evolutionary techniques can be combined 
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based in a common framework. As a matter of fact, ASO, more than just combining those techniques, is an attempt 
to include rules for taking the algorithms in use closer to the problem being solved. 
In Montalvo et al. (2010c) and Montalvo (2011) rule-based agents were used for solving problems regarding 
WDS design. These works considered the idea of defining rules related to the problem domain and using those 
rules as part of the solution search process. Rules developed in these previous researches were exclusively focused 
on pipe sizing problems. Specifically, they tried to avoid pipe diameters increase from upstream to downstream 
and their application led to a reduced search space and the finding of good solutions with a better performance of 
PSO and GA.  
Despite the ideas worked quite well, they had a couple of disadvantages. Firstly, they were “hard-coded”: no 
changes could be enforced without changing the existing source code or adding more code to the software 
supporting the algorithms. Secondly, it is hard to discover new rules to be included in order to continue improving 
the solution search process. 
Developing rule-based agents to be combined with evolutionary techniques in order to improve the performance 
of algorithms requires the active participation of specialists from the problem domain. It would be hard to develop 
good rules without a good understanding of the problems in the context of their domain. But even for people with a 
deep understanding of the problem domain it is hard to define rules that could be generalized and applied to work 
in combination with evolutionary techniques. It is much easier to analyze what should be better done to improve 
the search in a specific problem instance than to define a generalized way to do it. Even if a generalized way is 
found, it should be adjusted to be expressed in a programming language in order to be effectively used. The 
proposal of this paper is to include data mining techniques as a step for dynamically generating rules that could be 
used to improve the efficiency of solution search processes. 
3. Techniques for mining solution spaces 
During the execution of evolutionary algorithms, typically the amount of solutions evaluated represents quite a 
small percentage of the total solution space corresponding to the problem being solved. Nevertheless, the amount 
of solutions evaluated is still considerable, and most evolutionary techniques use just a small part of them at a time. 
Many of the solutions evaluated during the search process are “forgotten” after one generation and combined 
experience of several generations is typically not well exploited. 
Data mining techniques can enable deeper insight into the many “good” solutions that have been just simply 
glimpsed and have been rapidly disregarded because they were dominated by better solutions during an ephemeral 
moment in the evolution process. Based on a database obtained by suitably recording certain of those disregarded 
solutions, data mining techniques can help better understand and describe how a system could react or behave after 
the introduction of changes. 
This paper proposes to apply data mining techniques to the set of solutions evaluated after several generations 
of a single run of an evolutionary algorithm in order to extract rules intended initially to be used by the following 
generations. The kind of rules being tested during this research can be divided in two types: 
 
• Rules trying to reduce the variables ranges, concentrating them in regions with higher probabilities of obtaining 
good solutions. 
• Rules trying to define relations among variables by identifying those variables that should conveniently have 
values bigger/smaller than other existing variables. 
 
Two basic methods have been explored for generating rules. One of them is based on Kohonen maps. The 
second one is based on the construction of a Bayesian network combined with association rules for better 
identifying variable dependences and regions with bigger probabilities of obtaining good solutions. 
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3.1. Kohonen maps and rule extraction 
The map of Kohonen is known as an important paradigm of unsupervised neural network to analyze data, 
Kohonen (2001). The learning algorithm follows the pattern of competitive models, but the update rule produces 
an output layer in which the topology of the input patterns is preserved. This means that if two patterns are close in 
the input space (in the sense of some similarity measure, such as measures used in winner-take-all strategies) their 
corresponding active neurons are also topologically close in the output layer. A network that performs this function 
is called a map of characteristics. These maps not only group the input patterns in clusters but also visually 
describe the relationship between the clusters of the input space. 
A Kohonen map is a two dimensional array of fully connected neurons with the input vector organized in a 
square or a hexagon (Fig. 1). Hexagonal arrangement is advised because at the end of the learning process it 
provides better visualization of the structure of the input space. 
  The topology preserving property is obtained by a learning rule involving the winning neuron and its 
neighbors in the update process. So, close neurons learn to activate when presented with similar patterns. During 
training, the network allocates a position to the neurons on the map based on the effect of the dominant feature of 
the input pattern. For this reason Kohonen maps are called self-organizing maps (SOM). 
 
Fig. 1. Two-dimensional Kohonen SOM showing the winner neuron (solid) 
If the input space is highly dimensional, Kohonen maps can be interpreted as linear projectors onto a two-
dimensional array of neurons that takes into account the probability density of the data and preserves the topology 
of the original input pattern. Preserving the topology of the original input pattern is a great advantage for 
visualizing results. Nevertheless, despite their power of visualization, SOMs cannot provide a full explanation of 
their structure and composition without further detailed analysis. One method towards filling this gap is the unified 
distance matrix or U-matrix technique of Ultsch et al. (1993) and Malone et al. (2006). The U-matrix technique 
calculates the weighted sum of all euclidean distances between the weight vectors for all output neurons. The 
resulting values can be used to interpret the clusters created by the SOM, Malone et al. (2006). 
A SOM should be trained first. In the case of this research, the training data are the solutions already evaluated 
by an evolutionary algorithm including also the values of the objectives involved in the optimization problem 
being solved. Next, boundaries from the components/U-matrix are identified. Once the process of selecting 
boundaries is complete, important input features/variables are chosen to be used for constructing the rules. This 
process is explained in detail in Malone et al. (2006). 
Extracted rules are in the format of symbolic, propositional rules in conjunctive normal form. Each rule consists 
of an antecedent that describes the cluster characteristics and a consequent pertaining to a cluster. In the problems 
studied in this research the goal is to find those rules associated with the existence of good solutions. In this 
x1 x2 xn ? 
? ? 
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context, good solutions could be considered as those solutions with at least one objective with a value no more 
than 5% different compared to the best known value for the objective in question. 
Rules generated this way are not evaluated using expert knowledge directly. Their evaluation is only based on 
data and structure of patterns found. Despite it can be helpful in many cases, it is much better to include expert 
knowledge in the evaluation of rules whenever that expert knowledge is available. The implementation of this idea 
moved our research to explore the use of Bayesian networks and association rules. 
3.2. Bayesian networks and association rules 
Bayesian networks, Pearl (1988), Heckerman (1995), are a type of probabilistic graphical models that are 
characterized by modeling causal relationships. These probabilistic graphical models arise as a result of the union 
between graph theory and probability theory, since when building a probabilistic mathematical model, it is 
essential to take into account two important components regarding the information that is available: qualitative and 
quantitative information of the problem, Susi (2007). The qualitative information associated introduces 
dependencies between the variables of the model. Based on graph theory, this information can be summarized by a 
graph, where nodes represent the variables of the problem and the edges of the graph the dependence and causal 
relations between them, so that the lack of edges induces independence relationships. Furthermore, when building 
a mathematical model, probabilistic information is also available concerning the probability distribution of the 
variables of the problem, also known as quantitative information of the problem. The theory of probability is 
fundamental to obtain relations between the probability distributions of the variables of the problem. These 
distributions can be estimated from a set of data or, sometimes, from information provided by experts in the field 
on the problem at hand. 
With the qualitative and quantitative information of the problem a probabilistic graphical model associated with 
it is defined. This is the link between graph theory and probability theory, given by a pair (G, P) where G is the 
graph representing the qualitative information of the problem, and P is the set of conditioned distributions 
providing the joint probability distribution of the problem. 
Association analysis, introduced in Agrawal et al. (1993) is one of the descriptive models used in data mining. It 
is aimed to examine items that are seen together frequently in data set and to reveal patterns that help decision 
making. These patterns are presented as “association rules” or “frequent itemsets” in association analysis. A 
problem encountered with association rules is that a great number of patterns are generated even for small data 
sets. To figure out this problem, patterns obtained by association analysis should be evaluated according to their 
interestingness levels and the patterns which are found interesting according to the evaluation should be 
eliminated, Ersel and Günay (2012). These evaluations can be categorized into “objective interestingness 
measures” and “subjective interestingness measures”. While objective measures are based on data and structure 
pattern, subjective measures are also based on expert knowledge in addition to data and structure of the pattern, 
Tan et al. (2006). Subjective interestingness measures are generally specified through belief networks and here is 
precisely where Bayesian networks can be used because of their capacity for representing beliefs. 
Bayesian network can be pre-elaborated by experts on the domain of the problem being solved. It makes it 
possible to use the preliminary Bayesian network created by experts to generate subjective interestingness 
measures for evaluating association rules. Existing belief networks originated with specialist criteria can be 
extended or improved by using the information resulting from the association analysis. New solutions explored by 
evolutionary algorithms will add more data that can be also used in improving both the structure and parameters of 
Bayesian networks. Several methods to achieve this can be found in Margaritis (2003). The interchange between 
Bayesian network and results from association rules brings dynamics to the process of knowledge discovery by 
updating iteratively both generated rules and beliefs. 
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4. Exploiting information 
Both changing parameters dynamically based on the “search experience” of agents and the use of generated 
rules based on previously evaluated solutions can be really useful when solving optimization problems using 
evolutionary techniques. Dynamically adjusting parameters help automatize the process of fine-tuning the 
performance of algorithms. Fig. 2 provides a good example of what happens while evolving PSO parameters 
during a PSO execution. It shows the evolution of c1 and c2 – individual and social learning parameters – for the 
particles that eventually got the leadership in 100 runs of the algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Evolution of learning rates parameters for the eventual leaders of one hundred runs of PSO, Montalvo et al. (2010a). 
It can be seen a clear tendency to approach certain values within a range between 2 and 3 for both parameters. 
As a consequence, we claim that if there is not a clear idea of what parameter value to use then the process of 
evolving parameters during a run can help identify the regions where the best parameter values could be enforced. 
Also, setting rules makes it possible to reduce considerably the search space of problems. This reduction, 
together with the way the search was done after introducing rules, brought very good results in several examples, 
Montalvo et al. (2010c), Montalvo (2011). In a well-known simple benchmark problem, the two loop network 
described in Alperovits and Shamir (1977), the reduction of its search space amounted to more than 97% after 
using the rule of downstream-decreasing diameters. Despite that reduction, there is still a big set of solutions to 
explore but the probability of finding good solutions in the reduced search space is much bigger. 
 In the examples presented in Montalvo et al. (2010c, 2013) an extensive use of rule-based agents has been 
done. Without including rules, the evolutionary algorithms used had many difficulties for finding good solutions, 
and most of the solutions found were not suitable for practical engineering purposes. Introducing rules changes the 
situation completely but the dependencies of the rules defined by the expert were crucial. Leaving the extraction of 
rules to be applied to data mining techniques improves results compared to the use of evolutionary algorithms 
without any rule included. That was the case of applying SOM considering just the available data and patterns 
found for the evaluation of extracted rules. Much better results were obtained using a combination of association 
analysis and Bayesian networks touched by the hand of specialists. In this second case, results were similar than 
those obtained in Montalvo et al. (2010c, 2013) despite this time part of the rules used were extracted dynamically 
from explored solutions during run time. Fig. 3 can give an idea of the size and complexity of one of the networks 
used as benchmarking for pipe sizing in Montalvo et al. (2013). It is the result of applying ASO incorporating rules 
extracted from a Bayesian network combined with association analysis. 
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Fig. 3. San José´s network solution after sizing all pipes 
5. Conclusions 
Despite big efforts have been made on the development of optimization strategies, the problem-dependent 
(hydraulic engineering in our case) component of the problems should not be underestimated. In fact, the best 
strategy is to be able to introduce as much information as possible from the problem itself into the optimization 
solution to be used. This idea can only be achieved by having both deep understanding of the problem to be solved 
and a flexible framework to combine that understanding with good optimization techniques. In this contribution we 
have argued that the use of data mining techniques can provide the flexible framework sought, due to its 
recognized ability to explore and exploit complex and massive databases in many fields. 
The available computation capacity of these days is a great opportunity to improve evolutionary algorithms with 
data analysis methods. This way better understanding of solution search spaces will be gained when solving 
optimization problems. Additionally, it will prepare the basis for solving real time problems where conditions 
could change rapidly, and answer should be given without the possibility of performing too long calculations. The 
combination of evolutionary algorithms and data mining techniques is surely a good approach for solving coming 
challenges. 
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