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The aim of this article is to prove that, given two potential functionals Ψ1, Ψ2 on W 1,2(Ω)
which coincide on a set of the type {u ∈ W 1,2(Ω): a  u(x) b a.e. in Ω}, then under
suitable summability conditions, certain local minima of Ψ1 are local minima for Ψ2 as
well. An application of this result allows us to obtain a multiplicity theorem for a Neumann
problem where we impose a less restrictive oscillating behavior on the nonlinearity than
the one required in an analogous result recently established by B. Ricceri.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a nonempty bounded open subset of RN with boundary ∂Ω of class C2. For each p > 1 and r > 0 denote by
Λp,r (respectively Λp) the class of all Carathéodory functions h : Ω ×R →R satisfying
sup
|t|r
∣∣h(·, t)∣∣ ∈ Lp(Ω) (respectively sup
t∈R
∣∣h(·, t)∣∣ ∈ Lp(Ω)).
For each h ∈ Λp and γ ∈ L∞(Ω) with ess infΩ γ > 0, put
Ψh(u) = 12
∫
Ω
∣∣∇u(x)∣∣2 dx− ∫
Ω
( u(x)∫
0
h(x, t)dt
)
dx
and
Ψγ ,h(u) = 12
∫
Ω
(∣∣∇u(x)∣∣2 + γ (x)∣∣u(x)∣∣2)dx− ∫
Ω
( u(x)∫
0
h(x, t)dt
)
dx
for each u ∈ W 1,2(Ω).
Recall that, if p > 2NN+2 when N  3, then, by standard results, for every h ∈ Λp the functionals Ψh,Ψγ ,h are sequentially
weakly lower semicontinuous and continuously Gâteaux differentiable in W 1,2(Ω).
The purpose of this paper is to prove that, if p > N , c,d ∈ R with c  d and h, h˜ ∈ Λp , then every local minimum u
for Ψh satisfying c  u(x)  d for almost every x ∈ Ω is also a local minimum for Ψγ ,h˜ whenever h˜(x, t) coincides with
h(x, t) + γ (x)t on a set of the type Ω × [a,b], with ]a,b[ ⊃ [c,d].
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behavior on the nonlinearity and, at the same time, to get a complement to Theorem 1.2 of [1].
Both Theorem 1 of [4] and Theorem 1.2 of [1] concern with the multiplicity of strong solutions of the following Neumann
problem⎧⎨
⎩
−u = α(x) f (u) + λg(x,u) in Ω,
∂u
∂ν
= 0 on ∂Ω, (Pλ)
where λ ∈ R, f : R → R is continuous, α ∈ L∞(Ω) with ess infΩ α > 0 and g ∈ Λp .
Precisely, Theorem 1 of [4] states (in a slightly less general form) that, if the following condition (A) holds
(A) the set{
ξ ∈ R: ξ is a global maximum for t →
t∫
0
f (τ )dτ
}
has at least n connected components (n 2)
and if
lim|t|→+∞
f (t)
t
< 0, (1)
then for every λ small enough, problem (Pλ) admits at least n+1-strong solutions. Notice that, because of (1), the connected
components of the set deﬁned in (A) turn out to be compact as well. Theorem 1.2 of [1] was motivated by the attempt to
improve Theorem 1 of [4] replacing the condition (A) with the weaker condition (B)
(B) the set{
ξ ∈ R: ξ is a local maximum for t →
t∫
0
f (τ )dτ
}
has at least n compact connected components (n 2).
Actually, under condition (B) (and without assuming (1)) Theorem 1.2 of [1] gives a conclusion similar to one of Theorem 1
of [4] but it assures the existence of n-strong solutions only. Here, we will show that, under condition (B) and assuming (1)
in addition, a further solution can be found by applying the main result of this paper (Theorem 1) jointly with a Mountain
Pass Theorem.
2. The results
In the sequel, for every p > 1, we denote by ‖ · ‖p the standard Lp(Ω)-norm. Moreover, for every γ ∈ L∞(Ω) with
ess infΩ γ > 0 and u ∈ W 1,2(Ω), we put
‖u‖(γ ) =
(∫
Ω
∣∣∇u(x)∣∣2 dx+ ∫
Ω
γ (x)
∣∣u(x)∣∣2 dx)
1
2
.
Of course, ‖ · ‖(γ ) is a norm in W 1,2(Ω) equivalent to the usual one (denoted by ‖ · ‖) which we obtain for γ ≡ 1. We
denote by Bγ (u, r) the closed ball centered at u ∈ W 1,2(Ω) and radius r > 0 with respect to ‖ · ‖(γ ) . Finally, we denote by
m(Ω) the Lebesgue-measure of Ω .
We recall that:
a weak solution of problem (Pλ) is any u ∈ W 1,2(Ω) satisfying the equation∫
Ω
∇u(x)∇v(x)dx =
∫
Ω
(
α(x) f
(
u(x)
)+ λg(x,u(x)))v(x)dx
for all v ∈ W 1,2(Ω); hence the weak solution are exactly the critical points of the functional Ψh , where h(x, t) = α(x) f (t)+
λg(x, t);
a strong solution of (Pλ) is any u ∈ W 2,2(Ω) ∩ C1(Ω) satisfying the equation
−u = α(x) f (u(x))+ λg(x,u(x))
for almost every x ∈ Ω and the boundary condition pointwise.
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Lemma 1. Let p > N, γ ∈ L∞(Ω) with ess infΩ γ > 0 and β ∈ Lp(Ω). Let u0 ∈ W 1,2(Ω) be a weak solution of the problem⎧⎨
⎩
−u + γ (x)u = β(x) in Ω,
∂u
∂ν
= 0 on ∂Ω. (P )
Then, there exists a positive constant c depending only on p,N, γ ,Ω such that
sup
Ω
|u0| c‖β‖p . (2)
Moreover, u0 ∈ W 2,p(Ω) (and so u0 ∈ C1(Ω)) and is a strong solution of problem (P ).
Remark 1. Notice that, by the above Lemma and Lemma 2.1 of [1], if h ∈ Λp with p > N and γ ∈ L∞(Ω) with ess infΩ γ > 0,
then every critical point of Ψh,Ψγ ,h (and so, in particular, every local minimum of Ψh,Ψγ ,h) belongs to W 2,p(Ω).
Now, we can state and prove Theorem 1 below, an application of which allows us to derive the multiplicity result for
the Neumann problem announced in Introduction (Theorem 2).
Theorem 1. Let h ∈ Λp with p > N, let γ ∈ L∞(Ω) with ess infΩ γ > 0 and let u0 ∈ W 1,2(Ω) be a local minimum for Ψh. Then, for
every a < minΩ u0 and b > maxΩ u0 , u0 is a local minimum for Ψγ ,h˜ for every h˜ ∈ Λp satisfying h˜(x, t) = h(x, t) + γ (x)t for a.e.
x ∈ Ω and every t ∈ [a,b].
Proof. Since u0 is a local minimum for Ψh , we have Ψ ′h(u0) = 0, that is
Ψ ′h(u0)(v) =
∫
Ω
(∇u0(x)∇v(x) − h(x,u0(x))v(x))dx = 0 (3)
for every v ∈ W 1,2(Ω). Now, let a < minΩ u0 and b > maxΩ u0 and let h˜ ∈ Λp satisfying h˜(x, t) = h(x, t) + γ (x)t for a.e.
x ∈ Ω and every t ∈ [a,b]. Arguing by contradiction, let us suppose that u0 is not a local minimum for Ψγ ,h˜ . Then, by the
sequential lower weak semicontinuity of Ψγ ,h˜ , we can ﬁnd a sequence rn of positive real numbers converging to 0 and
un ∈ Bγ (u0, rn) such that
Ψγ ,h˜(un) = infBγ (u0,rn)Ψγ ,h˜ < Ψγ ,h˜(u0) = Ψh(u0) (4)
for each n ∈ N. Consequently, by the Lagrange Multipliers Theorem, for each n ∈ N there exists μn  0 such that
Ψ ′
γ ,h˜
(un)(v) + μn
∫
Ω
(∇(un(x) − u0(x))∇v(x) + γ (x)(un(x) − u0(x))v(x))dx = 0,
i.e.
(1+ μn)
∫
Ω
(∇(un(x) − u0(x))∇v(x) + γ (x)(un(x) − u0(x))v(x))dx
=
∫
Ω
h˜
(
x,un(x)
)
v(x)dx−
∫
Ω
(∇u0(x)∇v(x) + γ (x)un(x)v(x))dx (5)
for every v ∈ W 1,2(Ω).
Taking (3) and (5) into account, we get easily∫
Ω
[∇(un(x) − u0(x))∇v(x) + γ (x)(un(x) − u0(x))v(x)]dx
= 1
1+ μn
∫
Ω
(
h˜
(
x,un(x)
)− h(x,u0(x))− γ (x)u0(x))v(x)dx (6)
for every v ∈ W 1,2(Ω). Now, since ‖un −u0‖γ = rn for all n ∈ N, by the Compact Embedding Theorem, up to a subsequence,
we can suppose un → u0 a.e. in Ω . Moreover, we also have
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t∈R
(∣∣h˜(x, t)∣∣+ ∣∣h(x, t)∣∣+ ‖γ ‖∞‖u0‖∞)
for a.e. x ∈ Ω . Thus, in view of the fact that h, h˜ ∈ Λp , applying the Lebesgue Dominated Convergence Theorem, we infer
that the sequence
ρn
def=
(∫
Ω
∣∣h˜(x,un(x))− h(x,u0(x))− γ (x)u0(x)∣∣p dx
) 1
p
(7)
converges to 0.
Now, from (6), it follows that un − u0 turns out to be a weak solution of the problem⎧⎪⎪⎨
⎪⎪⎩
−u + γ (x)u = 1
1+ μn
(
h˜
(
x,un(x)
)− h(x,u0(x))− γ (x)u0(x)) in Ω,
∂u
∂ν
= 0 on ∂Ω.
Consequently, by Lemma 1 and recalling that un ∈ Bγ (u0, rn), one has
sup
Ω
|un − u0| c
1+ μn ρn  cρn
for all n ∈ N, with c positive constant depending only on γ , p,N,Ω .
Hence, un → u0 uniformly in Ω . Then, since u0(x) ∈ ]a,b[ for every x ∈ Ω , it follows that un(x) ∈ ]a,b[ for every x ∈ Ω
and every n  n0 with n0 ∈ N suﬃciently large. In view of this, if n  n0, it is easy to check that Ψh(un) = Ψγ ,h˜(un).
Consequently, from (4) we get
Ψh(un) = Ψγ ,h˜(un) < Ψh(u0)
for every n n0, which contradicts the fact that u0 is a local minimum for Ψh . This completes the proof. 
Theorem 2. Let p > N. Let [a1,b1], . . . , [an,bn] be n (n 2) pairwise disjoint real compact intervals. Let f : R → R be a continuous
function and let α ∈ L∞(Ω) with ess infΩ α > 0. Finally, let F be a primitive of f . Assume that:
(a) max
{
F (ai), F (bi)
}
< max
[ai ,bi ]
F for all i = 1, . . . ,n;
(b) lim|t|→+∞
f (t)
t
< 0.
Then, for every g ∈⋂r>0 Λp,r , there exist λ,σ > 0 such that for every λ ∈ [−λ,λ] there exist n+1-strong solutions u(1)λ , . . . ,u(n+1)λ ∈
W 2,p(Ω) of problem (Pλ) satisfying
max
i=1,...,n+1
∥∥u(i)λ ∥∥ σ
and u(i)λ (x) ∈ ]ai,bi[ for all x ∈ Ω and i = 1, . . . ,n.
Proof. Applying Theorem 1 of [1], there exist λ1, σ1 > 0 such that, for all λ ∈ [−λ1, λ1], there exist n strong solutions
u(1)λ , . . . ,u
(n)
λ ∈ W 2,p(Ω) of problem (Pλ) satisfying
max
i=1,...,n
∥∥u(i)λ ∥∥ σ1 (8)
and u(i)λ (x) ∈ ]ai,bi[ for all x ∈ Ω and i = 1, . . . ,n. Actually, by the proof of Theorem 1 of [1], for every i = 1, . . . ,n and
λ ∈ [−λ1, λ1], the function u(i)λ turns out to be a local minimum of the functional Ψhλ,i where
hλ,i(x, t) =
{
α(x) f (ci) + λg(x, ci) if t  ci, x ∈ Ω,
α(x) f (t) + λg(x, t) if ci < t < di, x ∈ Ω,
α(x) f (di) + λg(x,di) if t  di, x ∈ Ω,
for suitable ci ∈]ai,minΩ u(i)λ [ and di ∈]maxΩ u(i)λ ,bi[. Now, put
δ = − lim f (t) > 0.|t|→+∞ t
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lim|t|→+∞
f (t) + δt
t
= 0,
we have
lim
r→+∞
maxt∈[−r,r] | f (t) + δt|
r
= 0
as well. At this point ﬁx r > 0 such that
n⋃
i=1
[ai,bi] ⊂ ]−r, r[
and
max[−r,r] | fr |
r
<
1
2c · ess supΩ α ·m(Ω)
1
p
,
where c is the constant (depending only on γ , p,N,Ω with γ (·) = δα(·)) deﬁned in (2) and
fr(t) =
{ f (t) + δt if t ∈ [−r, r],
f (−r) − δr if t < −r,
f (r) + δr if t > r.
Moreover, ﬁx
λ < min
{
λ1,
r
2c‖ supt∈[−r,r] |g(·, t)|‖p
}
.
For λ ∈ [−λ,λ], deﬁne hλ,r(x, t) = α(x) fr(t) + λgr(x, t) for every (x, t) ∈ Ω ×R where
gr(x, t) =
{ g(x, t) if t ∈ [−r, r], x ∈ Ω,
g(x,−r) if t < −r, x ∈ Ω,
g(x, r) if t > r, x ∈ Ω.
Then, for all i = 1, . . . ,n, we have hλ,r(x, t) = hλ,i(x, t) + δα(x) for every t ∈ [ci,di] and a.e. x ∈ Ω . Therefore, by Theorem 1
we infer that u(1)λ , . . . ,u
(n)
λ are n distinct local minima of the functional Ψγ ,hλ,r , where γ (x) = δα(x) for a.e. x ∈ Ω . Since it
is easy to check that
lim‖u‖→+∞Ψγ ,hλ,r (u) = +∞,
it follows that Ψγ ,hλ,r satisﬁes the Palais–Smale condition (see, for instance, Example 38.25 of [7]). Therefore, by Theorem 1
of [3] there exists a critical point un+1λ of Ψγ ,hλ,r distinct from u
(1)
λ , . . . ,u
(n)
λ . Let us show that supΩ |u(n+1)λ | r. To this end,
we observe that since u(n+1)λ is a weak solution of the following problem⎧⎨
⎩
−u + δα(x)u = α(x) fr
(
u(n+1)λ (x)
)+ λgr(x,u(n+1)λ (x)) in Ω,
∂u
∂ν
= 0 on ∂Ω,
then, by Lemma 1 and taking the choices of λ and r into account, we get easily
sup
Ω
∣∣u(n+1)λ ∣∣ c[(ess sup
Ω
α
)
m(Ω)
1
p max
t∈[−r,r]
∣∣ fr(t)∣∣+ λ∥∥∥ sup
t∈[−r,r]
∣∣g(·, t)∣∣∥∥∥
p
]
< r.
Consequently, by the previous inequality, it follows that u(n+1)λ is actually a strong solution of problem (Pλ). So, it remains
to show that the quantity max
i=1,...,n+1
‖u(i)λ ‖ is uniformly bounded with respect to λ ∈ [−λ,λ].
To this end, note at ﬁrst that, without loss of generality, we can suppose
Ψγ ,hλ,r
(
u(n+1)λ
)= inf
ψ∈Λμ
sup
t∈[0,1]
Ψγ ,hλ,r
(
ψ(t)
)
(9)
where
Λμ =
{
ψ ∈ C0([0,1],W 1,2(Ω)): ψ(0) = u(1)λ and ψ(1) = u(2)λ }.
Taking (8) into account, we have the following estimate (here and in the sequel c1, c2, c3, . . . are suitable positive con-
stants independent of λ)
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ψ∈Λμ
sup
t∈[0,1]
Ψγ ,hλ,r
(
ψ(t)
)
 sup
t∈[0,1]
Ψγ ,hλ,r
(
(1− t)u(1)λ + tu(2)λ
)
 c1σ 21 + sup‖u‖2σ1
∫
Ω
( u(x)∫
0
(
α(x)
∣∣ fr(t)∣∣+ λ∣∣gr(x, t)∣∣)dt
)
dx := c2 (10)
for every λ ∈ [−λ,λ].
Therefore, from (9) and (10), we obtain
∥∥u(n+1)λ ∥∥2  c3 + c4
∫
Ω
sup
t∈[−r,r]
(∣∣ fr(t)∣∣+ λ∣∣gr(x, t)∣∣)∣∣u(n+1)λ ∣∣dx c5 + c6∥∥u(n+1)λ ∥∥
which implies∥∥u(n+1)λ ∥∥ c7
for every λ ∈ [−λ,λ].
To complete the proof it is now suﬃcient to choose σ = max{σ1, c7}. 
Remark 2. As observed in Remark 3.2 of [1], condition (a) of Theorem 2 is equivalent to condition (B).
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