Changes across the span of adolescence in the adolescent reward system are thought to increase the tendency to take risks. While developmental differences in decision and outcome-related reward processes have been studied extensively, existing paradigms have largely neglected to measure how different types of decisions modulate reward-related outcome processes. We modified an existing decision-making paradigm (the Stoplight Task; Chein et al., 2011) to create a flexible laboratory measure of decision-making and outcome processing, including the ability to assess modulatory effects of safe versus risky decisions on reward-related outcome processes: the Yellow Light Game (YLG). We administered the YLG in the MRI scanner to 81 adolescents, ages 11-17 years, recruited from the community. Results showed that nucleus accumbens activation was enhanced for (1) risky > safe decisions, (2) positive > negative outcomes, and (3) outcomes following safe decisions compared to outcomes following risky decisions, regardless of whether these outcomes were positive or negative. Outcomes following risky decisions (compared to outcomes following safe decisions) were associated with enhanced activity in cortical midline structures. Furthermore, while there were no developmental differences in risk-taking behavior, more pubertally mature adolescents showed enhanced nucleus accumbens activation during positive > negative outcomes. These findings suggest that outcome processing is modulated by the types of decisions made by adolescents and highlight the importance of investigating processes involved in safe as well as risky decisions to better understand the adolescent tendency to take risks.
Introduction
Adolescence is a period of optimal physical health, yet mortality rates are disproportionately high (Mulye et al., 2009; Patton et al., 2009) . This "paradox" is thought to be the consequence of adolescents' heightened tendency to engage in various health-risking behaviors (Dahl, 2004) . According to existing neurodevelopmental models, this heightened risk-taking tendency reflects normative changes in the adolescent brain (Casey et al., 2011; Crone and Dahl, 2012; Ernst, 2014; Steinberg, 2008) , particularly in the reward system (Galv an, 2010 (Galv an, , 2014 . These models have been tested using various laboratory paradigms that measure developmental changes in risk taking and reward processes thought to underlie risky decisions (reviewed in Defoe et al., 2015; Richards et al., 2013; and Van Duijvenvoorde et al., 2016) . While these paradigms have provided insight into the neurocognitive fprocesses implicated in different stages of reward processing, such as during decision-making and/or outcome presentation (Richards et al., 2013) , as of yet they have largely neglected to consider the associations between decision and outcome-related processes. Because outcomes often depend on decisions during real-life risk taking, characterizing how outcome-related processes may be impacted by different types of decisions is essential to our understanding of risk taking and associated reward processes.
Existing risk-taking and reward paradigms
Laboratory paradigms that have been used to assess reward processes commonly present participants with probabilistic rewards, although these paradigms differ in the action required to obtain the reward. Some paradigms require no action (i.e., passive reward tasks) or an action that has an objectively correct response (i.e., instrumental reward tasks), whereas other paradigms require a decision between alternatives associated with different expected values (i.e., reward decision-making tasks; for an overview of these different types of paradigms, see Richards et al., 2013) . While knowledge from all three paradigm types can be applied to understanding the neural and psychological processes involved in adolescent risk taking, only reward decision-making tasks provide the opportunity to measure associations between decision and outcome processes.
There are two types of reward decision-making tasks that have been frequently employed in research involving adolescents: those that require participants to choose between two risky options with varying probabilities of obtaining a reward of a certain magnitude (i.e., the outcome is uncertain in both cases); and those that require participants to choose between a risky and a non-risky option (i.e., the outcome is certain in one case). Examples of each type of reward decision-making task that have been used in developmental neuroimaging studies are listed in Supplementary Table S1 . Reward decision-making tasks that involve reward accrual, such as the Game of Chicken (Bjork et al., 2007) , Columbia Card Task (CCT; Van Duijvenvoorde et al., 2015) , and Balloon Analogue Risk Task (BART; Braams et al., 2015; Peper et al., 2018) , were considered separately based on the premise that these kinds of tasks involve other decision-related processes (i.e., deciding when to stop risk taking instead of deciding when to take a risk; see Supplementary Table S1 ). Given the focus of this study on developmental differences in outcome-related brain activation, studies that reported only on developmental differences in decision-related brain activation (Paulsen et al., 2012; Barkley-Levenson et al., 2013; Van Duijvenvoorde et al., 2015) are not further discussed.
Results from the studies using these reward decision-making paradigms described in Table S1 showed that adolescents generally tend to more strongly activate limbic regions -particularly the nucleus accumbens -during positive outcome processing, especially when the laboratory paradigm involved deciding between two risky options (Braams et al., 2015; Ernst et al., 2005; Van Leijenhorst et al., 2010) . However, one study reported an absence of developmental differences (May et al., 2004) , another study reported decreases with pubertal maturation (Forbes et al., 2010) , and yet another reported decreased limbic activation in adolescents compared to adults (Bjork et al., 2007) . However, two of these three findings were from studies that used one particular paradigm (the Card Guessing Game), suggesting that these results might be driven by the paradigm used. The general pattern of increased limbic brain activation during adolescence also corresponded with an adolescent peak in risk-taking behavior, as measured using the BART, which was administered outside the MRI scanner (Braams et al., 2015; Peper et al., 2018) . Taken together, the qualitative review suggests that adolescents frequently show heightened limbic activation during positive outcome processing during reward decision-making. This is in line with results from a recent meta-analysis on adolescent reward processing, which showed that ventral striatum (including nucleus accumbens) is more likely to be active in adolescents than in adults during positive > negative outcomes (Silverman et al., 2015) .
Interestingly, developmental differences in outcome-related brain activation seem to be less consistently found when a safe alternative is present (Op de Macks et al., 2011 Van Duijvenvoorde et al., 2014) , which suggests in part that outcome processes may be impacted by the types of decisions (risky or safe) that precede them. However, studies that used the tasks with a risky and a non-risky option have not been able to test this question, as safe decisions have a fixed outcome in these paradigms (e.g., in the Jackpot task, the decision to 'pass' is always followed by a neutral outcome; Op de Macks et al., 2011 Macks et al., , 2016 Van Duijvenvoorde et al., 2014) . Thus, current reward decision-making tasks constrain our understanding of how risky versus safe decisions and outcome processing are associated, and potentially prevent our understanding of why different types of reward decision-making tasks obtain inconsistent results.
Introducing a novel risk-taking paradigm
One paradigm that allows for the comparison between outcomes following risky versus safe decisions is the Stoplight Task (Chein et al., 2011) , a driving simulation during which participants are presented with probabilistic decisions with unknown outcomes that approximate real-life traffic scenarios. While the Stoplight Task has been used to measure risk taking and reward processing in adolescents and is suitable for the MRI scanner, only one study has used the Stoplight Task to assess developmental differences in brain activation. Importantly, within this study the researchers focused on results obtained by collapsing across the different types of decisions, as the focus of this study was on age-related differences in contextual effects on brain activity associated with decision-making (Chein et al., 2011) . Two other studies that administered the Stoplight Task in adolescents (14-17 years) reported on outcome-related brain activation preceding risky versus safe decisions (Kahn et al., 2015) and effects of social exclusion on risk-taking behavior and associated brain activation .
While together the aforementioned studies provide some information about the neural processes associated with decisions or outcomes during the Stoplight Task and the impact of different social contexts on these processes, differential influences of risky and safe decisions on outcome processes during adolescence have yet to be explored in this literature. Furthermore, in the default configuration of the Stoplight Task, the measure of risk taking (i.e., the proportion of decisions to continue through the intersection) is confounded with task performance (i.e., getting a faster time). This is because the choice to stop is associated with half as long a delay as crashing, but the probability of crashing is less than 50%. A faster time in the game can be obtained by choosing to 'go' rather than 'stop' at every intersection, giving 'go' decisions greater expected value than 'stop' decisions and making risk taking somewhat adaptive. Since adaptive and maladaptive risk taking might elicit different neural and psychological processes, there may be limitations or biases in what we can ascertain from prior studies using the Stoplight Task in its default configuration about the risky behaviors that contribute to adolescent mortality (e.g., health-risking behaviors).
The present study
For the present study, we adapted the Stoplight Task in an effort to address these and other limitations of prior work in this area. Our adapted paradigm, called the Yellow Light Game (YLG; https://dsn. uoregon.edu/research/yellow-light-game/), provides an opportunity to gain novel insights into the development of risky decision-making and associated neural and psychological processes during adolescence. The YLG allows assessment of how outcome processes vary according to the type of preceding decision (risky versus safe), which was a primary aim of this study. The YLG also allows the creation of conditions in which risky and safe decisions have unequal expected values (i.e., intersections vary based on crash probability), which not only more closely resembles reallife driving decisions, but also allows for the distinction between adaptive and maladaptive risk taking. Importantly, to prevent the task from promoting risk taking overall, in this configuration of the YLG the average crash probability across the task was set for this study at 50%. As such, there was no overall advantage to either taking risks or playing it safe. Finally, we administered the YLG in 11-to-17-year-olds to allow for exploration of developmental (i.e., age and puberty-related) effects in neural and behavioral patterns associated with decisions and outcome processing.
Our hypotheses for the current study were based on previous findings from (1) developmental neuroimaging studies that utilized reward decision-making tasks (see Supplementary Table S1) , (2) studies that used the Stoplight Task (Chein et al., 2011) and its predecessor called Chicken (Gardner and Steinberg, 2005) , as well as (3) a recent meta-analysis that investigated laboratory risk taking (Defoe et al., 2015) . Specifically, we hypothesized that there would be no developmental differences in risk-taking behavior. However, we expected to find developmental differences in reward-related brain activation associated with the processing of outcomes, but not decisions, particularly in the nucleus accumbens (NAcc; Braams et al., 2015; Silverman et al., 2015) . In particular, we expected to find a linear age-related increase in NAcc activation during early-to mid-adolescence (Braams et al., 2015) . Finally, given the idea that risk taking is motivated by rewards (Galv an, 2010 (Galv an, , 2014 Van Duijvenvoorde et al., 2016) , we hypothesized that the NAcc would more strongly differentiate between good versus bad outcomes following risky rather than safe decisions.
Materials and methods

Participants
For this study, we recruited adolescents aged 11-17 years from the community through flyers, outreach events, and online advertising. Adolescents were screened during a phone interview with their parent using the following exclusion criteria: (1) the presence of any known neurological disorders, such as seizure disorders, central nervous system infection (e.g. meningitis), brain tumors, muscular or myotonic dystrophy, and significant visual impairments, including color blindness; and (2) the presence of certain diagnosed psychiatric, developmental, or conduct disorders, such as autism spectrum disorders -including Asperger syndrome and pervasive developmental disorder, not otherwise specified (PDD-NOS) -schizophrenia, Tourette's syndrome, and obsessive compulsive disorder. Because the sample was intended to serve as a community control group to compare with a future sample of adolescents with a history of involvement in foster care and/or juvenile justice systems, we did not exclude for current or previous diagnoses of anxiety, depression, attention deficit (hyperactivity) disorder (ADD/ADHD), oppositional defiant disorder, or conduct disorder. Any medications that participants were taking for behavioral health concerns were documented, including their type and dose, as well as the frequency and duration of use. To determine eligibility for the MRI portion of the study, adolescents were additionally screened for MRI contraindications.
A total of 97 participants (51 females) enrolled in the study, of which 80.4% identified as Caucasian, 8.2% as mixed race, and 1% as African American (the remaining 10.4% did not report their ethnicity or race); 12.4% of enrolled participants identified as Hispanic. Furthermore, 22.4% of the parents who reported on their highest education level (N ¼ 85) indicated they received a Bachelor's degree, 19.3% completed some college credit but no degree, 14.9% received a Master's degree, 13.0% completed high school or received a GED, 11.8% received an associate degree, 7.5% completed trade/technical/vocational training, 5.6% received a doctorate degree, 2.5% completed elementary school to 8th grade, and 1.2% completed a professional degree. As for reported household income (N ¼ 82), 22.0% indicated an annual gross income between $20,000 and $40,000, 20.7% reported an income between $40,000 and $60,000, 19.5% reported an income between $80,000 and $100,000, 17.1% reported an income below $20,000, 11.0% reported an income between $60,000 and $80,000, and 9.8% reported an annual income above $100,000. Reports on the mental health of the initial 97 enrollments demonstrated that three participants were diagnosed with anxiety disorders (social anxiety, generalized anxiety disorder, posttraumatic stress disorder) and two participants were diagnosed with ADD/ADHD; eight participants reported taking medications for mood-, attention-, anxiety-, and/or sleep-related symptoms.
Of the initial 97 enrollments, 88 participants (46 females) completed the Yellow Light Game (YLG). Reasons for dropout were: (1) the family never replied to schedule the second laboratory visit during which the task took place (n ¼ 3); (2) the participant had braces and opted out of completing a behavioral rather than an MRI session (n ¼ 3); (3) the participant did not show up (n ¼ 1); (4) the family did not want to continue participation in the study (n ¼ 1); and (5) unknown (n ¼ 1). Of the 88 participants who completed the YLG, 81 participants (42 females) completed the task in the MRI scanner. Two additional participants (1 female) were excluded from analyses due to invalid imaging data (see Section 2.6 for details).
Cognitive functioning was measured based the Vocabulary and Matrix Reasoning subtests of Wechsler's Abbreviated Scale of Intelligence (WASI; Wechsler, 1999) , which provide a composite estimated full-scale intelligence quotient (FSIQ-2). Pubertal development was measured through self-report, using the Pubertal Development Scale (PDS; Petersen et al., 1988) See Table 1 for means, standard deviations, and ranges of age, IQ, and mean PDS score, calculated by sex, for the 79 participants who completed the task in the MRI scanner and had valid task-related imaging data. Note that while there were no sex differences in age or IQ, there was a sex difference in mean PDS score; on average, girls reported more advanced pubertal development compared to boys, consistent with the common observation that girls tend to mature sooner than boys (Shirtcliff et al., 2009) . Furthermore, given the moderate to strong correlation between age and PDS score (for boys: r ¼ 0.7, t (34) ¼ 5.7, p < 0.001; for girls: r ¼ 0.62, t (39) ¼ 4.9, p < 0.001; and across all participants: r ¼ 0.61, t (75) ¼ 6.7, p < 0.001), we conducted separate analyses for each predictor.
Study procedure
Each participant visited the lab on two occasions. During the first visit, written informed consent for both visits was obtained from the parent. Written assent was obtained from the adolescent at each visit. After consent/assent, the adolescent was screened, in the presence of the parent, for eligibility for the MRI portion of the study using an MRI contraindications form provided by the Lewis Center for Neuroimaging at the University of Oregon. After MRI screening, the parent and the adolescent were seated in separate rooms where they filled out online questionnaires, which were administered through Qualtrics http://www. Table S2 for an overview of the questionnaires that were administered). The duration of the first visit was approximately 1.5 h and the adolescent was compensated $35. During the second visit, the adolescent completed more online questionnaires (see Supplementary Table S2 ). Upon completion of the questionnaires, the adolescent went into the mock scanner, where s/he practiced the fMRI task. After practicing the task, the adolescent was weighed, measured (height), and screened using a metal detector, before entering the MRI scanner. If the adolescent was not eligible for the MRI portion of the study, s/he completed the task in the same room that s/he completed the questionnaires in. After the scan/task completion, the adolescent could take a break during which snacks and drinks were provided. Subsequently, the adolescent completed a final set of online questionnaires and tasks. The experimenter concluded the visit by administering two subtests of the WASI (see Section 2.1) as well as a task experience interview, and debriefed both the adolescent and the parent. The duration of this second visit ranged from 3 to 4 h and the adolescent was compensated $105. All materials and procedures were approved by the Institutional Review Board at the University of Oregon.
fMRI paradigm
Risk taking was assessed using the Yellow Light Game (YLG; Fig. 1 ), a computerized driving simulation that was adapted from the Stoplight Task (Chein et al., 2011) . Each run in the YLG involves participants driving on a straight road with 20 intersections, each of which is controlled by a traffic light. Although a run thus consists of 20 trials, it is experienced as continuous. Participants are instructed that the goal of the game is to get the fastest time. At each intersection, when the traffic light turns yellow, participants choose to either continue through the intersection (Go decision), or to stop the car (Stop decision); they have 1.5 s to make a decision and are not able to accelerate or steer. Failing to make a choice results in a steep time penalty (i.e., a 7.5-s delay), to motivate participants to respond in time. Participants are instructed that Go decisions will result in the fastest time, unless another car is present on the cross street, in which case the participant will crash. Note that the crossing car is not visible until after participants press a button to indicate their decision. Crashes double the time spent at an intersection compared to if the participant had decided to stop. Thus, Go decisions are considered 'risky' because this decision can either result in no delay or a 5-s delay (i.e., task performance is uncertain), whereas Stop decisions are considered 'safe' because this decision always results in a 2.5-s delay (i.e., task performance is certain). Participants were not informed about the exact delay times, but were told that the duration of the delay was longer for Crashes than for Stop decisions, and longest for Penalties. Upon completion of a run, participants are presented with their completion time and the number of crashes during that run.
A unique feature of the YLG as configured for this study is that there are three different types of intersections, which vary based on the timing of yellow light onset and the presence or absence of a car on the cross street. In this study, within each run of 20 intersections, 4 intersections have a 0.75 probability of crashing (i.e., 3 out of 4 intersections had cars approaching on the cross street); another 4 intersections have a 0.25 probability of crashing; and the remaining 12 intersections have a 0.50 probability of crashing. Thus, the cumulative probability of crashing, across all intersections of each run, is 0.50 (i.e., 10 out of the 20 intersections have cars approaching on the cross street, resulting in a crash if the participant makes a Go decision). Of note, the majority of trials had an equal expected value for Go versus Stop decisions (i.e., trials with a crash probability of 0.50), whereas only a few trials had differing expected values for Go versus Stop decisions (i.e., trials with a crash probability of 0.25 or 0.75); this configuration was chosen to optimize our ability to use the proportion of Go decisions as an index of individual differences in risk-taking behavior without overly encouraging participants to behave in a particular manner (e.g., promoting Go decisions by including more trials with low crash probabilities). This task feature was not explicitly communicated to participants, although implicit learning of this information was possible based on the differential timing of the yellow light onset associated with each type of intersection. That is, intersections at which the light turns yellow earlier (i.e., when the participant is further away from the intersection) signal a greater crash probability. By including the different types of intersections, it may be Fig. 1 . The Yellow Light Game. Brain activation was modeled for decisions (i.e., at yellow-light onset) and outcomes. Both Stop and Go decisions result in either Good or Bad outcomes; if the participant fails to press a button (i.e., no decision), they receive a penalty. For Stop decisions, Good outcomes involve seeing a crossing car, indicating that the participant prevented a crash (and incurred a shorter delay); Bad outcomes involve seeing a safe intersection, indicating that the participant could have gone through the intersection safely (and prevented a delay). For Go decisions, Good outcomes involve seeing a safe intersection, indicating that the participant crossed without crashing (and prevented a delay); Bad outcomes involve crashing into a crossing car (and incurring a delay). Note that Bad outcomes for Stop decisions and Good outcomes for Go decisions are visually similar (i.e., blue circle).
possible to distinguish between adaptive and maladaptive risk taking, without promoting risk taking overall, as the cumulative probability of crashing is 0.50. Furthermore, rather than instructing participants about this feature, providing a visual cue allowed for the tracking of participants' ability to learn and attend to subtle contextual cues during risk decisions. For this study however, we collapsed across the different trial types, as our main aim was to investigate differential effects of safe versus risky decisions on outcome processing and we did not have sufficient trials to investigate the differential effects of trial type on behavior and associated brain activation. However, findings with regard to implicit learning based on all six runs that were administered in the MRI scanner will be reported elsewhere (for preliminary findings, see Flournoy et al., 2017) . For access to the task, please visit: https://dsn.uoregon.edu/ research/yellow-light-game/.
The different types of intersections were randomized to create eight different run configurations. The order of runs was randomized for each participant. Each participant completed 8 runs: 2 runs in a mock scanner, to allow the participant to learn and practice the YLG in a scanner-like environment, and 6 runs in the MRI scanner. The 2 practice runs were added to allow behavioral performance to stabilize before entering the MRI scanner, as previous studies demonstrated increased risk taking and behavioral variability during initial rounds of the Stoplight Task (Kahn et al., 2015; Peake et al., 2013) . This study focuses on the first two runs in the MRI scanner, during all of which the participant completed the task while alone (see Table 1 for the summary statistics of run completion time and the number of trials per condition for the runs that were completed in the MRI scanner). Four more runs of the YLG were completed in the MRI scanner while participants were ostensibly being observed by two peers through the use of remote screen sharing; effects of this social manipulation on task behavior and associated brain activation will be reported elsewhere (Flannery et al. in prep) .
Behavioral analyses
Overall risk taking was calculated as the probability of Go decisions across a run, with greater probabilities of Go decisions indicating greater risk-taking tendencies. The probability that these Go decisions resulted in Bad outcomes (i.e., crashes) provided an index of maladaptive risk taking, with greater crash probabilities indicating less adaptive risk taking. This measure of maladaptive risk taking is based on the expectation that participants who (implicitly) learned the crash probabilities associated with the intersection types would choose to Go on trials with relatively low crash probabilities and would therefore, on average, crash on fewer than 50% of the Go trials in a given run.
To assess for developmental differences in risk taking and maladaptive risk taking, we fit multilevel models using the function 'glmer' with family set to 'binomial' from the package 'lme4' version 1.1-12 (Bates et al., 2015) that was run in R (R Core Team, 2017). Specifically, effects of age and puberty (i.e., mean PDS score) -while controlling for sex and IQ (i.e., FSIQ score) -were assessed in separate models. Each of these models was compared with a null model that included a fixed effect of run (1 and 2), in addition to fixed effects of the control variables (sex and IQ), and a random intercept that accounted for between-subject differences (see Supplementary Table S3 ). To facilitate model convergence, we used a mean-centered score for age (i.e., [age -14.4] ) and a standardized score for FSIQ (i.e., [(FSIQ -100)/15]). Because we were missing PDS scores for 2 male participants (one 13-year-old, one 15-year-old), the models including puberty are based on a dataset of 77, instead of 79 participants.
Given the unequal distributions of participants across the age and puberty ranges ( Supplementary Fig. S1 ), we conducted additional analyses based on a median split (see Supplementary Materials) to test whether continuous age and puberty effects on task behavior were driven by biases in the sample distributions (DeCoster et al., 2011; Farrington and Loeber, 2000) . Results from the multilevel models that included dichotomous variables based on the median split (age group, PDS group) were similar to the results from the multilevel models that included the continuous variables (age, PDS score; see Supplementary Materials).
fMRI data acquisition
Data were collected using a 3T Siemens Skyra MRI scanner at the Lewis Center for Neuroimaging at the University of Oregon. 
fMRI preprocessing
Raw imaging files (i.e., DICOMs) were converted to Nifti files using MRIConvert (https://lcni.uoregon.edu/downloads/mriconvert/mricon vert-and-mcverter). Data were then preprocessed in SPM12 (Wellcome Department of Cognitive Neurology, London, UK; http://www.fil.ion. ucl.ac.uk/spm/software/spm12/) using scripts that can be accessed on GitHub: https://github.com/dsnlab/TDS_scripts/tree/master/ fMRI/ppc/spm/tds2. Specifically, anatomical images were coregistered to the 152 Montreal Neurological Institute (MNI) stereotaxic template, segmented into six tissue types, and then used to create a group anatomical template using DARTEL. Functional images were unwarped using the field maps and corrected for head motion through image realignment. A group averaged field map was created (https:// github.com/dsnlab/TDS_scripts/tree/master/fMRI/ppc/shell/create_ avg_fmap) and used for one participant without a field map, and one participant with an invalid field map (collected in a different space than the functional images). The unwarped and realigned mean functional image was coregistered to the coregistered anatomical image (i.e., the MPRAGE that had been coregistered to the MNI template). Transformations were applied to warp the functional data to the DARTEL group template. Finally, the normalized images were smoothed using a 6-mm FWHM Gaussian kernel. Of the 81 participants, one 16-year-old male participant was excluded after DICOM conversion due to excessive dropout in the functional images. One volume in one of the runs failed to convert for a 13-year-old male participant; for this participant, we modified the onsets and durations to reflect this missing volume to remain included in the analyses.
Motion artifacts were identified using an automated script that was developed in our lab and assesses changes in mean volume intensity as well as in translation (x, y, z) and rotation (pitch, yaw, roll) in Euclidean distance (https://github.com/dsnlab/auto-motion). Volumes that exceeded 0.3 mm movement in Euclidian distance; volumes that were greater than 3 standard deviations (SDs) above or 1.5 SDs below the mean voxel intensity across subjects; and volumes that were greater than 3 SDs above or below the mean SD of voxel intensity across subjects were marked. Volumes that were immediately preceded by and followed by the marked volumes were also flagged (i.e., "sandwich volumes"). The script flagged volumes for excessive head motion in 50 out of 160 total runs across the remaining 80 participants, with an average of 5.2AE5.5 (range: 1-30) volumes identified in each run. One 12-year-old female participant was excluded because >25% of her volumes in one of the runs were flagged for excessive head motion. Thus, imaging analyses were conducted based on 79 participants. Importantly, the DARTEL template that was created during preprocessing also only included these 79 participants.
fMRI analysis
For each participant's fixed-effects analysis, a general linear model (GLM) was created with three regressors of interest modeled as zeroduration events: Decisions > Driving baseline, Good outcomes > Driving baseline, and Bad outcomes > Driving baseline. In addition, a parametric modulator representing the associated decision type (Stop or Go) was included for each of these primary conditions of interest. Note that for fMRI analysis the runs completed in the MRI scanner were concatenated.
Modeling approach. There were several rationales for our modeling strategy. First, modeling our primary regressors of interest as Decisions, Good outcomes, and Bad outcomes maximized the number of trials provided by each participant. Second, in our prior work (Kahn et al., 2015) , we observed that Stop and Go decisions were more similar than expected, which we attributed to the shared underlying process of making a decision. Our modeling approach allowed us to characterize these primary conditions of interest at the average across Stop and Go decision types, while also allowing further inquiry into the ways in which these conditions varied by decision type via parametric modulators.
We grouped by valence for outcomes based on the idea that both Good outcomes following Go decisions and Good outcomes following Stop decisions result in a gain of 2.5 s compared to the alternative scenario. That is, if participants chose to go, they experienced no delay instead of a 2.5-s delay (i.e., the alternative scenario would have been that the participant chose to stop unnecessarily). If participants chose to stop, they experienced a 2.5-s delay instead of a 5-s delay (i.e., the alternative scenario would have been that the participant chose to go while there was a crossing car, which would have resulted in a crash). Similarly, both Bad outcomes following Go decisions and Bad outcomes following Stop decisions result in a loss of 2.5 s compared to the alternative scenario. That is, if participants chose to go, they experienced a 5-s delay instead of a 2.5-s delay (i.e., the alternative scenario would have been that the participant chose to stop and would have prevented a crash). If participants chose to stop, they experienced a 2.5-s delay instead of no delay (i.e., the alternative scenario would have been that the participant chose to go across a safe intersection). Thus, Good (or Bad) outcomes have similar relative consequences for task performance, regardless of the type of decision (Stop or Go) that preceded it.
However, parametric modulators were also added to each of the three primary regressors of interest to assess the differences between (1) Go decisions versus Stop decisions; (2) Good outcomes after Go decisions versus Good outcomes after Stop decisions; and (3) Bad outcomes after Go decisions versus Bad outcomes after Stop decisions. To accomplish this, each parametric modulator was mean-centered relative to the average effect of Decisions, Good outcomes, and Bad outcomes, respectively (contrast value for Go ¼ 0.5; for Stop ¼ À0.5).
In addition to the three primary regressors of interest and the three complementary parametric modulators, an additional zero-duration event regressor marked when the game ended (i.e., game over). For participants who did not respond on one or more trials (i.e., penalties), two additional regressors were included: No decision and Penalty outcome. Four motion parameters (Euclidean distance of the translational motion parameters, Euclidean distance of the rotational motion parameters, and the first derivatives of each of these values) were added as regressors of no interest, and an additional motion regressor that flagged volumes with motion artifacts was added using the automated script described above. The fixed-effects GLM created for each participant convolved events with the canonical hemodynamic response function, used a high-pass filter of 128 s to remove low-frequency drift, and estimated serial autocorrelations with a restricted maximum likelihood algorithm using an autoregressive structure (order 1).
Contrasts. The parameter estimates produced by the GLM were used to create several linear contrast images, including (i) Decisions; (ii) Good outcomes; and (iii) Bad outcomes, each of which was relative to a Driving baseline (i.e., brain activation measured while the participant was driving between intersections); as well as (iv) Good outcomes > Bad outcomes. Additionally, contrast images were created to examine the parametric modulations for each regressor type (Decisions, Good outcomes, and Bad outcomes) to assess (v) Go decisions > Stop decisions; (vi) Good outcomes after Go decisions > Good outcomes after Stop decisions; (vii) Bad outcomes after Go decisions > Bad outcomes after Stop decisions; and (vii) the difference between the outcome-related parametric modulators. Good outcomes after Go versus Stop decisions > Bad outcomes after Go versus Stop decisions.
Whole brain analysis. Subsequent random-effects analyses (i.e., pairedsamples t-tests) were based on these fixed-effects contrast images. Participants were excluded if they had no events of a given type, which was the case for outcome-related parametric modulations only (N ¼ 3) . Therefore, decision-related results are based on 79 participants, whereas outcome-related results are based on 76-78 participants, depending on the contrast. In addition, we confirmed that the observed effects held when only including participants that had at least 4 trials of each type (which lowered the Ns by 1-9); these results are available at https:// neurovault.org/collections/GHIJXHLP to compare to those presented in this manuscript.
Unless otherwise specified, reported results exceed the minimum cluster extent threshold needed for a 0.05 family-wise error (FWE) rate given a voxel-wise threshold of p ¼ 0.001 for each contrast, as determined by AFNI 3dClustSim, version AFNI_16.1.06 (Mar 6 2016). This version of AFNI was updated to resolve recently identified software bugs (Eklund et al., 2016) . Smoothness estimates entered into 3dClustSim were an average of subject level spatial autocorrelation function (acf) parameters based on individual subjects' residuals from each group level model, as calculated by 3dFWHMx using the -acf flag. For each contrast, the minimum cluster size at alpha ¼ 0.05 (k t ) is included in the left column of the tables (see Tables 2-4 ) and ranged from k t ¼ 80-109, depending on the contrast.
ROI analysis. Given the well-established role of NAcc in reward processing (e.g., Wang et al., 2016) , we used the ImCalc function in SPM to create a binary mask of an anatomical ROI for bilateral NAcc from the Harvard-Oxford probabilistic atlas (set at a 75% probability of being in the NAcc). The resulting NAcc masks were 456 mm 3 , which given our voxel size of 2 Â 2 Â 2 mm corresponds to 57 voxels. We used MarsBaR (Brett et al., 2002) to extract mean and median parameter estimates for each of the main contrasts of interest (Go > Stop decisions and Good > Bad outcomes). Developmental effects on NAcc activation were tested by regressing individual parameter estimates from these regions on age as well as puberty, while controlling for sex and IQ, using the function 'lm' from the R package 'lme4' version 1.1-12 (Bates et al., 2015) . To test for developmental effects on brain activation outside the NAcc, we conducted additional exploratory whole-brain analyses, to compliment the region-of-interest analysis (see also: Pfeifer and Allen, 2016). Specifically, we conducted whole-brain regressions with (1) age and (2) mean PDS score as covariates of interest, while controlling for sex and IQ, to test whether regions outside the NAcc showed age and/or puberty-related differences.
Behavioral results
Age differences in risk-taking behavior
Compared to the null model, additional variance in the probability of Go decisions could not be explained by a main effect of age (Х 2 (1) ¼ 0.70, p ¼ 0.40). The lack of an age effect was consistent across runs, as indicated by a nonsignificant difference in model fit between the null model and the model with an interaction between age and run (Х 2 (2) ¼ 0.80, p ¼ 0.67). For the proportion of Go decisions that resulted in Bad outcomes (i.e., crashes), the results were similar: neither the model including a main effect of age (in addition to a main effect of run) nor the model including an interaction between age and run explained additional variance compared with the model including run only (main model: Х 2 Z.A. Op de Macks et al.
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Pubertal differences in risk-taking behavior
Compared to the null model, additional variance in the proportion of Go decisions could not be explained by a main effect of puberty (Х 2 (1) < 0.001, p ¼ 0.98). The lack of a main effect of puberty was consistent across runs, as indicated by a nonsignificant difference in model fit between the null model and the model that included an interaction between puberty and run (Х 2 (2) ¼ 2.3, p ¼ 0.32). For the proportion of Go decisions that resulted in crashes, the results were similar: neither the model including a main effect of puberty (in addition to a main effect of run) nor the model including an interaction between puberty and run explained additional variance compared with the model including run only (main model:
Summary of behavioral findings
Together, these findings suggest that individual differences in risk taking during the 'alone' runs (as measured by the proportion of Go decisions, and the proportion of Go decisions that resulted in Bad outcomes) were independent of age and pubertal maturation. Of note, the null models -which provided the best fit -showed no differences in the proportion of Go decisions (age models: z ¼ 0. 
Imaging results
All whole-brain results reported in sections 4.1 and 4.2 have been uploaded to NeuroVault (http://neurovault.org/collections/ EVANWRAK/). In these NeuroVault images, warm colors indicate the results for the contrasts in italics (in sections 4.1 and 4.2), whereas cold colors indicate the results for the reverse contrasts. The whole-brain regressions reported in sections 4.4 have also been uploaded to NeuroVault (https://neurovault.org/collections/3395/). In these NeuroVault images, warm colors indicate brain activation increases, whereas cold colors indicate brain activation decreases with increases in age or pubertal maturation.
Whole-brain results: main effects of decisions and outcomes
Decisions. Whole-brain results for the contrast Decisions > Driving baseline showed relatively greater bilateral activation in dorsolateral prefrontal cortex (DLPFC), anterior insula, posterior parietal cortex (PPC), cerebellum, thalamus and striatum, in addition to the motor and visual cortices. Results for the reverse contrast (i.e., Driving baseline > Decisions) showed relatively greater bilateral activation in inferior frontal gyrus (IFG) and medial prefrontal cortex (mPFC), in addition to motor, somatosensory, visual, and auditory cortices. Whole-brain results for the contrast Go decisions > Stop decisions showed relatively greater bilateral activation in dorsal and ventral striatum (including NAcc), supplemental motor area (SMA), left primary motor and somatosensory cortices, and the brainstem. Results for the reverse contrast (i.e., Stop decisions > Go decisions) showed relatively greater activation in right IFG and dorsomedial prefrontal cortex (DMPFC), in addition to visual and auditory cortices. For the contrasts above, the regions of activation that survived 3dClustSim correction are reported in Table 2 .
Outcomes. Whole-brain results for the contrast Outcomes > Driving baseline showed relatively greater activation in bilateral anterior insula, right DLPFC, right DMPFC, bilateral precuneus/superior parietal, auditory and visual cortices. Results for the reverse contrast (i.e., Driving baseline > Outcomes) showed relatively greater activation in left DLPFC, posterior cingulate cortex and PPC, ventromedial prefrontal cortex, bilateral putamen, in addition to left primary motor and visual cortices. Whole-brain results for the contrast Good outcomes > Driving baseline showed relatively greater activation in bilateral anterior insula, DMPFC, right DLPFC, and bilateral precuneus, in addition to auditory and visual cortices. Results for the reverse contrast (i.e., Driving baseline > Good outcomes) showed relatively greater activation in bilateral putamen and hippocampus, left posterior cingulate, bilateral SMA and left primary motor cortex. Whole-brain results for the contrast Bad outcomes > Driving baseline showed relatively greater activation in right lateral orbitofrontal Note: Results reported here exceeded the minimum cluster extent threshold needed for a 0.05 family-wise error (FWE) rate given a voxel-wise threshold of p ¼ 0.001. The cluster extent threshold (k t ) for each contrast was calculated using 3dClustSim in AFNI. Number of participants ¼ 79 for all contrasts.
cortex, medial cingulate cortex/SMA, bilateral anterior insula and superior parietal cortex, in addition to bilateral auditory and visual cortices. Results for the reverse contrast (i.e., Driving baseline > Bad outcomes) showed relatively greater activation in bilateral VMPFC, left DLPFC, bilateral dorsal and ventral striatum -including putamen and NAcc, bilateral SMA, and left posterior cingulate cortex. Whole-brain results for the contrast Good outcomes > Bad outcomes showed relatively greater activation in bilateral dorsal and ventral striatum -including putamen and NAcc, and bilateral auditory cortex. Results for the reverse contrast (i.e., Bad outcomes > Good outcomes) showed relatively greater activation in the visual cortex. Overlapping regions within the ventral striatum, including NAcc, were activated for both Go decisions > Stop decisions and Good outcomes > Bad outcomes (Fig. 2a) . For the contrasts above, the regions of activation that survived 3dClustSim correction are reported in Table 3 .
Whole-brain results: outcome processes depend on preceding decisions
For both Good Stop outcomes > Good Go outcomes and Bad Stop outcomes > Bad Go outcomes, whole-brain results showed relatively greater Note: Results reported here exceeded the minimum cluster extent threshold needed for a 0.05 family-wise error (FWE) rate given a voxel-wise threshold of p ¼ 0.001. The cluster extent threshold (k t ) for each contrast was calculated using 3dClustSim in AFNI. Number of participants ¼ 79 for all contrasts.
activation in ventral striatum, including putamen and NAcc (Fig. 2b) . The reverse contrasts, Good Go outcomes > Good Stop outcomes and Bad Go outcomes > Bad Stop outcomes, showed relatively greater activation in anterior cingulate cortex, mPFC, IFG, and the visual cortex. Furthermore, direct comparison of these outcome-related parametric modulators showed relatively greater activation for Good Stop outcomes vs. Good Go outcomes > Bad Stop outcomes vs. Bad Go outcomes in bilateral caudate, right auditory and primary motor cortices, and cerebellum. For the reverse contrast (i.e., Bad Stop outcomes vs. Bad Go outcomes > Good Stop outcomes vs. Good Go outcomes), results showed relatively greater activation in left DMPFC, middle and posterior cingulate cortices, and bilateral visual cortex (V1 and V5) (Fig. 2c) . For the contrasts above, the regions of activation that survived 3dClustSim correction are reported in Table 4 .
ROI results: developmental effects on NAcc activation
Significant activation in NAcc was found for four contrasts: Go decisions > Stop decisions, Good outcomes > Bad outcomes, Good Stop outcomes > Good Go outcomes, and Bad Stop outcomes > Bad Go outcomes. We queried whether there were additional contributions of chronological age or pubertal development to NAcc activation, by testing age and puberty in separate regression analyses for all four contrasts.
Age. Compared with the null model that included main effects of sex and IQ, as well as a random intercept, the model including an additional (Fig. 3a) . The same analyses with age group, instead of age, showed similar patterns for a lack of significant differences in NAcc activation between older and younger adolescents during Go decisions > Results displayed here exceeded the minimum cluster extent threshold needed for a 0.05 family-wise error (FWE) rate given a voxel-wise threshold of p ¼ 0.001. The cluster extent threshold (k t ) for each contrast was calculated using 3dClustSim in AFNI and can be found in Tables 2-4 . Heatmaps refer to t values. Fig. 3 . ROI results. Outcome-related nucleus accumbens activation plotted against (a) age and (b) puberty (PDS ¼ Pubertal Development Scale). Note: the two female participants with the highest activation parameters (i.e., parameter estimate > 8) were not outliers according to their Mahalanobis distance based on their age, IQ, mean PDS score, and task behavior. However, results remained significant even after removal of these two participants (F (1, 71) ¼ 4.7, p ¼ 0.034).
Puberty. Unlike the nonsignificant effects of age, compared with the null model that included main effects of sex and IQ, as well as a random intercept, the model including an additional main effect of mean PDS score explained additional variance in NAcc activation during Good outcomes > Bad outcomes (F (1, 73) (Fig. 3b) . The same analyses with PDS group, instead of mean PDS score, confirmed these results for NAcc activation during Good outcomes > Bad outcomes (F (1, 73) Together, these findings suggest that NAcc activation, particularly during outcome processing, is associated with pubertal maturation. Specifically, adolescents who were more mature were more likely to differentially activate their NAcc in response to positive outcomes (i.e., safely crossing an intersection, or having stopped in the presence of crossing car), as opposed to negative outcomes (i.e., crashing, or having stopped at a safe intersection). These findings were confirmed by the median split analysis and replicated with regression analyses with the median rather than mean parameter estimates extracted from the ROI (see Supplemental Materials).
Exploratory analyses
Whole-brain results with age as a regressor-of-interest, while controlling for sex and IQ, showed activation decreases with age in the right cerebellum (peak voxel: Fig. 4a ) for Outcomes > Driving baseline and Bad outcomes > Driving baseline. Whole-brain results with mean PDS score as a regressor-of-interest, while controlling for sex and IQ, showed activation decreases with pubertal maturation in the right temporal parietal junction (peak voxel: Fig. 4b ) for Good outcomes > Driving baseline and in left cerebellum Fig. 4c ) for Bad outcomes > Driving baseline. Together, these findings indicate that while younger adolescents (age effects) as well as less mature adolescents (pubertal effects) tend to activate cerebellum more while processing negative outcomes, less mature adolescents tend to activate right TPJ more while processing positive outcomes (compared to while driving). There were no significant age or puberty effects on brain activation for any of the other contrasts.
Discussion
The goal of this study was to investigate neural and psychological processes associated with decision making and outcome processing that might contribute to risky behavior in adolescence, and explore developmental differences in these processes across early and middle adolescence. To this end, we adapted the Stoplight Task (Chein et al., 2011) . This new paradigm, referred to as the Yellow Light Game (YLG), allowed us to (1) measure brain activation during decisions and outcomes, (2) assess the extent to which decisions impact outcome-related brain activation, and (3) possibly distinguish maladaptive risk taking (i.e., the proportion of Go decisions that resulted in Bad outcomes) from a more general tendency to choose a risky option (i.e., the proportion of Go decisions).
The absence of developmental differences in laboratory risk taking
As expected, results showed no age or puberty effects on risk-taking behavior -i.e., there were no age or puberty-related differences in the probability of Go decisions and the probability of Go decisions that resulted in Bad outcomes (i.e., Crashes). These findings are consistent with a recent meta-analysis that investigated developmental differences in risk-taking behavior using laboratory tasks (Defoe et al., 2015) . Specifically, while results from this meta-analysis showed that early adolescents (11-13 years) took more risks compared to mid-late adolescents (14-19 years), the reported effect size was very small (Hedges' g ¼ 0.15), which supports the idea that developmental differences in risk-taking behavior are largely absent when measured using laboratory paradigms.
Interestingly, results from the present study were similar for overall risk taking (i.e., the probability of Go decisions) and maladaptive risk taking (i.e., the probability of Go decisions that resulted in Crashes), suggesting that individual differences in risky decisions, regardless of whether it is advantageous or disadvantageous to take a risk, may be consistent across adolescence. Although researchers have started to acknowledge the importance of distinguishing between adaptive and maladaptive risk taking in a laboratory setting (e.g., Humphreys et al., Fig. 4 . Exploratory whole-brain regression analyses. Results of (a) age and (b) puberty (i.e., mean PDS score) effects on outcome processing displayed here exceeded the minimum cluster extent threshold needed for a 0.05 family-wise error (FWE) rate given a voxel-wise threshold of p ¼ 0.001. The cluster extent threshold (k t ) for each contrast was calculated using 3dClustSim in AFNI. Heatmap refers to t values. 2013), there is limited research on the development of these different types of risk taking during adolescence, and on how laboratory measures of adaptive and maladaptive risk taking generalize to real-world risky behaviors (c.f., Rao et al., 2011) . On the other hand, because there is a relative dearth of information about how many of these laboratory tasks correlate with risk taking in the real world, individual differences in adaptive and maladaptive risk taking may not be consistent across adolescence if measured in the real world instead of the laboratory.
A novel perspective on the role of reward processes Previous studies that separately investigated decision and outcomerelated processes within a single paradigm have reported increased NAcc activation during riskier decisions and during the processing of positive versus negative outcomes experienced upon risky decisions (e.g., Op de Macks et al., 2016; Van Leijenhorst et al., 2010) . Replicating these previous findings, we found overlapping regions of activation, including activation in the nucleus accumbens, for Go > Stop decisions and for Good > Bad outcomes. In contrast to previously used paradigms that compared positive to negative outcomes following risky decisions only, the YLG allowed us to compare positive and negative outcomes experienced upon safe decisions, in addition to risky decisions. As such, we were able to assess the extent to which outcome-related brain processes depended on different types of decisions (i.e., safe > risky). Results of the present study demonstrated elevated NAcc activation during outcomes experienced upon Stop decisions > Go decisions, regardless of the type of outcome. That is, NAcc activation was elevated for both Good outcomes and Bad outcomes following Stop decisions compared to Go decisions. In other words, NAcc was significantly more active when the participant's decision prevented crashing into a crossing car compared to when it resulted in going through an intersection without crashing; and NAcc was significantly less active when the participant's decision led to crashing compared to when having stopped unnecessarily.
Importantly, NAcc activation during Good outcomes and Bad outcomes was similarly impacted by safe and risky decisions, as indicated by the lack of significant differences in NAcc activation for the contrast that compared the outcome-related parametric modulators (i.e., when contrasting Good outcomes following Stop versus Go decisions with Bad outcomes following Stop versus Go decisions). While prior studies that have directly tested the relation between NAcc activation and subjective experience have reported that increased NAcc activation corresponded with more positive value ratings (Galv an and McGlennen, 2013) , it is unclear why adolescents might experience outcomes following safe decisions as more rewarding than outcomes following risky decisions. However, it is consistent with their decision preferences, as on average adolescents chose to stop more often than go. In other words, adolescents may prefer a missed go opportunity (bad stop) versus a decidedly nasty go mistake (bad go), as well as a correct decision that avoids a crash (good stop) versus a correct decision that wins them a bit of time (good go). Future studies that use the YLG or other similarly flexible paradigms are needed to directly assess the subjective experience of these outcomes.
Although existing theories about adolescent risk taking have proposed that neural responses to rewards, often operationalized as NAcc activation, are what motivate adolescents to take risks (Galvan, 2010 (Galvan, , 2014 Van Duijvenvoorde et al., 2016) , it remains to be determined how outcome-related NAcc activation contributes to subsequent decision-making. Interestingly, one study that administered the Stoplight Task in a sample of 14-16 year-olds showed that increased activation in ventral striatum, including NAcc, preceded risky decisions (i.e., Go decisions; Kahn et al., 2015) , suggesting that NAcc activation might indicate the motivation to take a risk. A potential future direction might be to test whether adolescents are most inclined to take a risk after successfully avoiding a bad outcome during the YLG, and least inclined to take a risk after crashing.
Developmental differences in NAcc activation during outcomes, but not decisions
In contrast with previously reported findings (Braams et al., 2015; Silverman et al., 2015) , results of this study revealed no age differences in NAcc activation during outcome processing (i.e., Good > Bad outcomes). Although the age range in this study (11-17 years) was chosen to capture a period in adolescent development during which pubertal changes occur, a possible explanation for the lack of age differences could be that the age range of our sample might have been too close to the age at which the peak in NAcc activation occurs (i.e., 16 years; Braams et al., 2015) to detect any age differences. Alternatively, the age range may have been too narrow to detect age differences, as the age range in Braams et al. (2015) started from 8 years, rather than from 11 years.
Rather than age-related differences, however, the results did reveal puberty-related differences in NAcc activation during outcome processing (i.e., Good outcomes > Bad outcomes), but not during decisionmaking (i.e., Go decisions > Stop decisions). Specifically, more mature adolescents were more likely to differentially activate NAcc during positive versus negative outcomes, regardless of the type of decision that preceded it. This finding suggests that positive outcomes might become more salient than negative outcomes as adolescents progress through puberty. While this idea is in line with existing neurobiological models that propose puberty plays a role in elevating subcortical reward-related brain activation (Crone and Dahl, 2012; Nelson et al., 2005 Nelson et al., , 2016 Peper and Dahl, 2013) , longitudinal studies that utilize the YLG or other similarly flexible paradigms are necessary to confirm whether pubertal maturation or chronological age is a more important predictor of outcome-related NAcc activation. Note that puberty usually starts between 8 and 11 years, especially in girls (Biro et al., 2014) , which suggests that puberty-related brain changes might already be occurring before age 11 years.
It is interesting that puberty was associated with NAcc activation in the absence of complementary associations with behavior. It is frequently considered useful when behavioral performance of functional tasks is matched across a given variable (puberty, age, diagnosis, etc.) so that observed neural differences can be interpreted straightforwardly as such, rather than as consequences of 'doing the task differently.' In other words, neural patterns may vary in the absence of behavioral differences on the same task. Nevertheless, we expect that the observed neural differences are meaningful and that in other contexts (whether in the laboratory or real world), the increases in NAcc activation with pubertal development would have behavioral consequences (e.g., Braams et al., 2015) . Alternatively, future studies with additional trials, 'practice' runs, and/or contexts for the YLG may reveal a behavioral association with puberty.
The role of cortical midline structures in risk taking
While outcome processes following Stop decisions were associated with relatively greater activation in NAcc compared to outcome processes following Go decisions, the reverse contrast showed relatively greater activation in cortical midline structures, including medial prefrontal cortex, anterior cingulate cortex and precuneus. This network of cortical midline structures has been strongly implicated in self-referential processing across development (Denny et al., 2012; Pfeifer et al., 2013; Pfeifer and Berkman, 2018) , as has the NAcc -leading some to propose an intrinsic overlap between self-relevance and reward (Northoff and Hayes, 2011; D'Argembeau, 2013) . As such, these findings may suggest that outcomes following a risky decision might be experienced as more self-relevant compared to a safe decision. In other words, outcomes that are the result of an active decision to engage in a risky situation (i.e., approach behavior) might be experienced as more self-relevant than outcomes that result from a more passive decision to stop (i.e., avoidance behavior). Interestingly, one prior study showed that heightened activation of, and functional connectivity between, regions involved in self-referential and reward processing during positive social evaluations was associated with increased risky sexual behavior among adolescents (Eckstrand et al., 2017) . While these findings suggest that risk taking might be related to a combination of heightened reward and self-referential processing, further research is needed to investigate the extent to which these processes are involved in risk-taking behavior as opposed to other phenomena also associated with activity in cortical midline structures, including approach/avoidance behavior, performance monitoring, or self-regulation (Tamnes et al., 2013; van Leijenhorst et al., 2006; van Noordt and Segalowitz, 2012) .
Limitations and future directions
This study is part of a larger project in which decision-making among adolescents from the community will be compared with decision-making among adolescents with a history of early adversity (i.e., those with involvement in the child welfare and/or juvenile justice system). To accomplish this ultimate goal, it was necessary to constrain the age range of the current sample, which limits the extent of cross-sectional agerelated analyses we were able to conduct. The age range of this sample was somewhat better tailored to explore pubertal differences, which may account for our observation of pubertal but not age-related effects. However, puberty usually starts between 8 and 11 years, especially in girls (Biro et al., 2014) , which suggests that puberty-related brain changes might already be occurring before the age of our youngest participants (11 years) and should be assessed in future studies using the YLG.
In addition, there are aspects of the YLG that could be adjusted to increase the paradigm's ecological validity. For example, the speed of the vehicle was constant throughout the game and could not be modulated by the participant. Including a gas pedal option to the game would not only increase the game's ecological validity, but it would also allow for the measurement of risk-taking behavior as a function of its use. Alternatively, risk-taking behavior could be measured as a function of response times (i.e., the amount of time it takes participants to decide), providing a potentially more nuanced measure of risk taking. For example, in a study that used an earlier version of the Stoplight Task, called Chicken (Gardner and Steinberg, 2005) , risk-taking behavior was measured based on the amount of time that the car was in motion (starting from when the light turned yellow) as well as the number of restarts (participants could restart the car to move it further, if they had not crashed yet). In the current version of the YLG, we decided not to operationalize 'risk taking' based on the response times because we did not instruct our participants to respond as quickly as possible. Thus, the validity of using response times as an indication risk preference is uncertain, as hesitation by the participant could be reflective of risk avoidance but could also be the consequence of other processes (e.g., waiting for a cue). For future versions of the YLG, instructing participants to respond as quickly as possible could reduce the prevalence of 'waiting behavior' and would thus provide perhaps a more accurate measure of risk preference. By allowing for the measurement of different types of risk taking (e.g., running a yellow light, speeding), future studies could help us gain a better understanding of which types of risky decisions correspond with the risky behaviors that increase adolescent mortality -the ultimate test of ecological validity.
Conclusions
To advance our understanding of adolescent decision-making, we developed a new decision-making paradigm that built on a previous measure. Our goal was to gain novel insights into the role of reward processes in adolescent decision-making while providing adolescents with the opportunity to take risks independent from task performance. With this modified paradigm, we demonstrated that across adolescence outcome-related NAcc activation is modulated by the type of decision that precedes it. Importantly, results suggested that adolescents might experience avoiding a larger loss by incurring a smaller loss (i.e., stopping at a yellow light and successfully avoiding a crash) as more rewarding than successfully taking a risk (i.e., driving through a yellow light without crashing), which calls into question the idea that adolescents engage in risk taking because they experience positive outcomes following risky decisions as particularly rewarding. Together, these novel insights highlight the importance of continuing to increase the precision of how we measure reward-related brain activation across different types of decisions and outcomes (Pfeifer and Allen, 2016) .
