Abstract. Suffix trees are among the most important data structures in stringology, with myriads of applications. Their main problem is space usage, which has triggered much research striving for compressed representations that are still functional. We present a novel compressed suffix tree. Compared to the existing ones, ours is the first achieving at the same time sublogarithmic complexity for the operations, and space usage which goes to zero as the entropy of the text does. Our development contains several novel ideas, such as compressing the longest common prefix information, and totally getting rid of the suffix tree topology, expressing all the suffix tree operations using range minimum queries and a new primitive called next/previous smaller value in a sequence.
The first fully-functional compressed suffix tree is due to Sadakane [26] . It builds on top of a compressed suffix array [25] that uses 1 ǫ nH 0 + O(n log log σ) bits of space, where H 0 is the zero-order entropy of the text T 1,n , σ is the size of the alphabet of T , and 0 < ǫ < 1 is any constant. In addition, the compressed suffix tree needs 6n + o(n) bits of space. Most of the suffix tree operations can be carried out in constant time, except for knowing the string-depth of a node and the string content of an edge, which take O(log ǫ n) time, and moving to a child, which costs O(log ǫ n log σ). One could replace the compressed suffix array they use by Grossi et al.'s [11] , which requires less space: 1 ǫ nH k +o(n log σ) bits for any k ≤ α log σ n, where H k is the k-th empirical entropy of T [19] and 0 < α < 1 is any constant. However, the O(log ǫ n) time complexities become O(log ǫ 1−ǫ σ n log σ) [11, Thm. 4.1] . In addition, the extra 6n bits in the space complexity remain, despite any reduction in the compressed suffix array. This term can be split into 2n bits to represent (with a bitmap called Hgt) the longest common prefix (LCP) information, plus 4n bits to represent the suffix tree topology with parentheses. Many operations are solved via constant-time range minimum queries (RMQs) over the depths in the parentheses sequence. An RMQ from i to j over a sequence S[1, n] of numbers asks for rmq S (i, j) := argmin i≤ℓ≤j S[ℓ].
Russo et al. [24] recently achieved fully-compressed suffix trees, that is, requiring nH k + o(n log σ) bits of space (with the same limits on k as before), which is essentially the space required by the smallest compressed suffix array, and asymptotically optimal under the k-th entropy model. The main idea is to sample some suffix tree nodes and use the compressed suffix array as a tool to find nearby sampled nodes. The most adequate compressed suffix array for this task is the alphabet-friendly FM-index [6] . The time complexities for most operations are logarithmic at best, more precisely, between O(log n) and O(log n log log n). Others are slightly costlier, e.g. moving to a child costs an additional O(log log n) factor, and some less common operations are as costly as O((log n log log n) 2 ). We present a new fully-compressed suffix tree, by removing the 6n term in Sadakane's space complexity. The space we achieve is not as good as that of Russo et al., but most of our time complexities are sublogarithmic. More precisely, our index needs nH k (2 log
Note that, although this is not the ideal nH k , it still goes to zero as H k → 0, unlike the incompressible 6n bits in Sadakane's structure. Our solution builds on two novel algorithmic ideas to improve Sadakane's compressed suffix tree.
1.
We show that array Hgt, which encodes LCP information in 2n bits [26] , actually contains 2R runs, where R is the number of runs in ψ [22] . We show how to run-length compress Hgt into 2R log n R + O(R) + o(n) bits while retaining constant-time access. In order to relate R with nH k , we use the result R ≤ nH k + σ k for any k [18] , although sometimes it is extremely pessimistic (in particular it is useful only for H k < 1, as obviously R ≤ n). This gives the nH k (2 log
) upper bound to store Hgt (and the real space is always ≤ 2n bits).
2. We get rid of the suffix tree topology and identify suffix tree nodes with suffix array intervals. All the tree traversal operations are simulated with RMQs on LCP (represented with Hgt), plus a new type of queries called "Next/Previous Smaller Value", that is, given a sequence of numbers S [1, n] , find the first cell in S following/preceding i whose value is smaller than S[i]. 3 We show how to solve these queries in sublogarithmic time while spending only o(n) extra bits of space on top of S. We believe this operation might have independent interest, and the challenge of achieving constant time with sublinear space remains open.
Basic Concepts
The suffix tree S of a text T 1,n over an alphabet Σ of size σ is a compact trie storing all the suffixes T i,n where the leaves point to the corresponding i values [2, 13] . For convenience we assume that T is terminated with a special symbol, so that all lexicographical comparisons are well defined. For a node v in S, π(v) denotes the string obtained by reading the edge-labels when walking from the root to v (the path-label of v [24] ). The string-depth of v is the length of π(v). Existing compressed suffix tree representations include a compressed full-text index [22, 25, 11, 6] , which encodes in some form the suffix array SA[1, n] of T , with access time t SA . Array SA is a permutation of [1, n] storing the pointers to the suffixes of T (i.e., the Locate values of the leaves of S) in lexicographic order. Most full-text indexes also support access to permutation SA −1 in time O(t SA ), as well as the efficient computation of permutation ψ [1, n] , where We make heavy use of the following complementary operations on bit arrays: rank(B, i) is the number of bits set in B [1, i] , and select(B, j) is the position of the j-th 1 in B. Bit vector B [1, n] can be preprocessed to answer both queries in constant time using o(n) extra bits of space [20] . If B contains only m bits set, then the representation of Raman et al. [23] compresses B to m log n m + O(m + n log log n log n ) bits of space and retains constant-time rank and select queries.
Compressing LCP Information
Sadakane [26] describes an encoding of the LCP array that uses 2n+o(n) bits. The encoding is based on the fact that values i+LCP[i] are nondecreasing when listed in text position order: Sequence S = s 1 , . . . , s n−1 , where
To represent S, Sadakane encodes each diff(j) = s j −s j−1 in unary: 1 0 diff(j) , where s 0 = 0 and 0 d denotes repetition of 0-bit d times. This encoding, call it U (similar to Hgt [26] ), takes at most 2n bits. Thus
Let us now consider how to represent U in a yet more space-efficient form, i.e., in nH k (2 log
The result follows from the observation (to be shown below) that the number of 1-bit runs in U is bounded by the number of runs in ψ. We call a run in ψ a maximal sequence of consecutive i values where
, including one preceding i where this does not hold [18] . Note that an area in ψ where the differences are not 1 corresponds to several length-1 runs. Let us call R ≤ n the overall number of runs.
We will represent U in run-length encoded form, coding each maximal run of both 0 and 1 bits. We show soon that there are at most R 1-runs, and hence at most R 0-runs (as U starts with a 1). If we encode the 1-run lengths o 1 , o 2 , . . . and the 0-run lengths z 1 , z 2 , . . . separately (cf. Sect. 3.2 in [5] ), it is easy to compute select(U, j) by finding the largest r such that r i=1 o i < j and then answering select(U, j) = j + r i=1 z i . This so-called searchable partial sums problem is easy to solve. Store bitmap O [1, n] setting the bits at positions
Since both O and Z have at most R 1's, O plus Z can be represented using 2R log n R + O(R + n log log n log n ) bits [23] . We now show the connection between runs in U and runs in ψ. Let us call position i a
. Hence ψ has exactly R stoppers by the definition of runs in ψ. Say now that a chain in ψ is a maximal sequence i, ψ(i), ψ(ψ(i)), . . . such that each ψ j (i) is not a stopper except the last one. As ψ is a permutation with just one cycle, it follows that in the path of ψ j [SA −1 [1] ], 0 ≤ j < n, we will find the R stoppers, and hence there are also R chains in ψ [10] .
We now show that each chain in ψ induces a run of 1's of the same length in
, all equal for 0 ≤ j < ℓ. This produces ℓ − 1 diff values equal to 0, that is, a run of ℓ 1-bits in U . By traversing all the chains in the cycle of ψ we sweep S left to right, producing at most R runs of 1's and hence at most R runs of 0's. (Note that even an isolated 1 is a run with ℓ = 1.) Since R ≤ nH k + σ k for any k [22] , we obtain the bound nH k (2 log
n log log n log n ) for any k ≤ α log σ n and any constant 0 < α < 1. Although our somewhat crude upper bounds do not show it, our representation is asymptotically never larger than the original Hgt.
Next-Smaller and Prev-Smaller Queries
In this section we consider queries next smaller value (NSV) and previous smaller value (PSV), and show that they can be solved in sublogarithmic time using only a sublinear number of extra bits on top of the raw data. We make heavy use of these queries in the design of our new compressed suffix tree, and also believe that they can be of independent interest. Definition 2. Let S[1, n] be a sequence of elements drawn from a set with a total order (where one can also define a ≺ b ⇔ a b ∧ b a). We define the query next smaller value and previous smaller value as follows:
The key idea to solve these queries reminds that for findopen and findclose operations in balanced parentheses, in particular the recursive version [9] . However, there are several differences because we have to deal with a sequence of generic values, not parentheses.
We will describe the solution for NSV, as that for PSV is symmetric. For shortness we will write NSV(i) for NSV(S, i). We split S [1, n] 
A far position i will be called a pioneer if NSV(i) is not in the same block of NSV(j), being j the largest far position preceding i (the first far position is also a pioneer). It follows that, if j is the last pioneer preceding i, then NSV(i) is in the same block of NSV(j) ≥ NSV(i). Hence, to solve NSV(i), we find j and then scan (left to right) the block
. So the problem boils down to efficiently finding the pioneer preceding each position i, and to storing the answers for pioneers. We mark pioneers in a bitmap P [1, n]. We note that, since there are O(n/b) pioneers overall [14] , P can be represented using O(
n log log n log n ) bits of space [23] . With this representation, we can easily find the last pioneer preceding a far position i, as j = select(P, rank(P, i)). We could now store the NSV answers for the pioneers in an answer array 
. We continue the process recursively for r levels before storing the explicit answers in array A[1, n (r) ], n (r) = O(n/b r ). We remark that the P ℓ and R ℓ bitmaps at each level ℓ map positions directly to S, not to the reduced sequence of the previous level. This permits accessing the S ℓ [i] values at any level ℓ in constant time,
The pioneer preceding i in S ℓ is found by first mapping to S with i ′ = select(R ℓ , i), then finding the preceding pioneer directly in the domain of S, j ′ = select(P ℓ , rank(P ℓ , i ′ )), and finally mapping the pioneer back to S ℓ by j = rank(R ℓ , j ′ ). Let us now analyze the time and space of this solution. Because we pay O(b) time at each level and might have to resort to the next level in case our position is far, the total time is O(rb) because the last level is solved in constant time. As for the space, all we store are the P ℓ and R ℓ bitmaps, and the final array A. Array A takes O( n log n b r ) bits. As there are O(n/b ℓ ) elements in S ℓ , both P ℓ and R ℓ require O( n b ℓ log(b ℓ ) + n log log n log n ) bits of space (actually P ℓ is about half the size of R ℓ ). The sum of all the P ℓ and R ℓ takes order of
n log log n log n . We now state the main result of this section. + r n log log n log n + n log n b r ) bits, so that queries NSV and PSV can be solved in worst-case time time O(rb). In particular, for any f (n) = O( log n log log n ), one can achieve O( n f (n) ) bits of extra space and O(f (n) log log n) time.
Proof. The general formula for any r, b has been obtained thruoghout this section.
As for the formulas in terms of f (n), let us set the space limit to O(
). Then
), which, by substituting r = log log n+log f (n) log b
and since b = Ω(f (n) log f (n)), yields the condition f (n) = O( log n log log n ). Thus log log n + log f (n) = O(log log n).
⊓ ⊔ Note that, if one is willing to spend 4n + o(n) bits of extra space, the operations can be solved in constant time. The idea is to reduce PSV and NSV queries to O(1) findopen and findclose operations in balanced parentheses [9] . For NSV, for 1 ≤ i ≤ n + 1 in this order, write a '(' and then x ')'s if there are x cells S[j] for which NSV(j) = i. The resulting sequence B is balanced if a final ')' is appended, and NSV(i) can be obtained by rank(B, f indclose(B, select(B, i))), where a 1 in B represents '('. PSV is symmetric, needing other 2n + o(n) bits.
An Entropy-Bounded Compressed Suffix Tree
Let v be a node in the (virtual) suffix tree S for text T 1,n . As in previous works [1, 4, 24] 
Range Minimum Queries in Sublinear Space
As Lemma 1 suggests, we wish to preprocess LCP such that rmq LCP can be answered in sublogarithmic time, using o(n) bits of additional space. A wellknown strategy [7, 26] divides LCP iteratively into blocks of decreasing size n > A general range minimum query is then decomposed into at most 2r + 1 non-overlapping sub-queries q 1 , . . . , q 2r+1 such that q 1 and q 2r+1 lie completely inside of blocks of size b r , q 2 and q 2r exactly span over blocks of size b r , and so on. q 1 and q 2r+1 are solved by scanning in time O(b r ), 4 and all other queries can be answered by table-lookups in total time O(r). The final answer is obtained by comparing at most 2r + 1 minima.
The next lemma gives a general result for RMQs using o(n) extra space.
Lemma 2. Having constant-time access to elements in an array A [1, n] , it is possible to answer range minimum queries on A in time O(f (n)(log f (n)) 2 ) using O( n f (n) ) bits of space, for any f (n) = Ω(log [r] n) and any constant r, where
n denotes r applications of log to n.
Proof. We use r+1 = O(1) levels 1 . . . r+1, so it is sufficient that
) we get 4 The constant-time solutions [26, 7] also solve q1 and q2r+1 by accessing tables that require Θ(n) bits. b1 = Θ(f (n) log 2 n) (the smallest possible bi values are best). From
) we get b3 = Θ(f (n) log 2 b2) = Θ(f (n)(log f (n)+log log log n) 2 ). This continues
Suffix-Tree Operations
Now we have all the ingredients for navigating in the suffix tree. The operations are described in the following; the intuitive reason why an RMQ is often followed by a PSV/NSV-query is that the RMQ gives us an h-index of the (yet unknown) interval, and the PSV/NSV takes us to the delimiting points of this interval. Apart from t SA , t LCP , and t ψ , we denote by t rmq and t pnsv the time to solve, respectively, RMQs or NSV/PSV queries (both on LCP from now on, hence they will be multiplied by t LCP ). , whichever is greater [24] . So, by setting , provided that we also store exact median positions of the minima in the precomputed RMQs [26] (within the same space bounds). The only problem is how these precomputations are carried out in O(n) time, as it is not obvious how to compute the exact median of an interval from the medians in its left and right half, respectively. However, a solution to this problem exists [8, Sect. 3.2] . Overall time is O((t LCP + t SA ) · t rmq + log σ · t SA ). L requires O(σ log σ) bits and C, represented as a compressed bitmap [23] , requires O(σ log n σ + n log log n log n ) bits of space. Hence both add up to O(σ log n + n log log n log n ) bits. Now, for i > 1, we just use Letter(v, i) = Letter(ψ i−1 (v l ), 1), in time O(min(t SA , i · t ψ )). We remark that L and C are already present, in some form, in all compressed text indexes implementing SA [11, 25, 6] . Table 1 . Comparison between ours and alternative compressed suffix trees. The column labeled 'General' assumes t ψ ≤ t SA = t LCP . All other columns further assume σ = O (1), and that the extra spaces is O(
Clearly SCST is generally faster than the others, but it requires 6n + o(n) non-compressible extra bits on top of |CSA|. RCST is smaller than the others, but its time is typically O(log 1+ǫ ′ n) for some constant 0 < ǫ ′ < 1. The space of our CST is in between, with typical time O(log λ n) for any constant λ > ǫ + ǫ ′ . This can be sublogarithmic when ǫ+ǫ ′ < 1. To achieve this, the space used in the entropy-related part will be larger than 2(1 + log 1 H k )nH k . With less than that space our CST is slower than the smaller RCST, but using more than that space our CST can achieve sublogarithmic times (except for level ancestor queries), being the only compressed suffix tree achieving it within o(n) extra space.
Still, we remark that our scheme is not so attractive on large alphabets. If σ = Θ(n β ) for constant β, then our extra space includes a term Θ(n log log n), just as in the CST, while the latter is clearly faster.
