ABSTRACT Multi-unmanned aerial vehicle (multi-UAV) systems have become popular in applications such as precision agriculture, remote sensing, and pollution monitoring. Commonly, multi-UAV systems require to reach and maintain a specific flight formation during mission execution. This can be achieved by using a distributed UAV formation control strategy in which each UAV has a flight controller whose function is to calculate the control actions for the UAV actuators such that the UAV formation is maintained. To perform this task, the control strategy requires the reliable and timely exchange of information within the UAV formation. The information that is needed by the controller is commonly referred to as state information (SI). It has been assumed that SI can be properly disseminated by means of multi-hop communications, i.e., by deploying a flying ad-hoc network (FANET). In this sense, multi-hop broadcast protocols (MBPs) that were previously proposed for mobile and vehicular ad-hoc networks seem to be suited for this task. However, previous work dealing with distributed UAV formation control has made communication and networking assumptions that would be hard to fulfill in actual FANET deployments. Moreover, the efficiency of the MBPs to disseminate SI within a FANET remains unexplored. The goal of this paper is to analyze how the network performance offered by different MBPs impacts the effectiveness of distributed UAV formation control to maintain UAV formation. An evaluation framework to perform this task is proposed in this paper. The simulation results demonstrate the relevance of MBP performance in SI message dissemination and thus in the ability of the controller to maintain a formation.
information can be of different types such as control commands, mission execution reports, and collected information that is downloaded from the UAVs to the ground station. Note that if direct UAV-to-ground (U2G) and ground-to-UAV (G2U) radio links are used to send control commands to the UAVs, then the mission range would be restricted to the radio coverage range [9] . Although private repeaters could be used to extend the radio coverage area, doing so may prove to be costly, impractical or both. Alternatively, satellite links could be used to extend the mission range, [10] , but this would increase the mission cost and energy consumption.
Multi-UAV systems are often required to reach and maintain a specific flight formation (referred to as the UAV formation throughout the paper) during the mission execution [11] . In a UAV formation, a group of UAVs flies as a rigid entity, keeping the distances between individual pairs of UAVs fixed [12] . This procedure can be performed for different purposes. For example, by using a UAV formation in a remote sensing mission, more accurate or redundant sensed data could be acquired in a shorter period. Another advantage of flying in formation is that UAVs can keep a safe distance between each other so that potential collisions are avoided. Furthermore, by flying in formation, the mission coverage area can be increased in a coordinated way. Fig. 1 shows UAV formations that are commonly used in applications such as environment monitoring [13] , precision agriculture [14] , and aerial imaging [15] . These formations are commonly referred to as closed formations and can be used to sweep large monitoring areas or to reduce aerodynamic drag when UAVs move to the next mission area. Achieving and keeping a UAV formation is a challenging task, which requires each UAV to adjust its flight parameters (e.g., speed, orientation, and pitch) such that its relative position within the formation is maintained during the mission execution. Thus, each UAV must implement a formation controller (simply referred to as the controller in this work) whose task is to make the necessary control actions (e.g., speed, orientation, and pitch adjustments) to maintain its position within the formation. To be able to perform its task, the controller needs to have reliable and timely information about different kinematic variables during the mission execution, such as the relative position, speed, and attitude. The information that is needed by the controller to maintain the formation is commonly referred to as state information (SI), [16] , and its content depends on the particular formation control strategy implemented.
In general, two different approaches are used for UAV formation control: centralized control and distributed control [17] . In centralized control, all computations and controls are performed in a ground station. Therefore, the use of U2G and G2U radio links is required to send each UAV the control actions to be performed, and then the mission coverage area will be limited by the transceivers radio ranges. In contrast, in distributed control schemes, all the calculations needed for the control actions are performed in each UAV [18] . Although U2G and G2U radio links could be used to send the required SI to each UAV, this would limit the mission coverage area. However, in addition to U2G and G2U links, UAV-to-UAV (U2U) radio links can be established within a UAV formation. These links can then be used to exchange information, thus defining a flying ad-hoc network (FANET), [7] , [19] . FANETs are a subset of mobile ad-hoc networks (MANETs) in which the mobile nodes are UAVs. Therefore, UAVs can exchange information within a FANET without infrastructure support. Thus, when using a distributed approach for flight formation control, a natural approach would be to use a FANET for SI dissemination. This way, the mission coverage area is not necessarily limited by the U2G and G2U radio ranges. If the multi-UAV mission uses low-cost small UAVs with limited energy storage and radio resources, it might not be convenient to use a single hop approach for SI dissemination because of the power that is required by each transmission [6] , [20] , [21] . Instead, the use of multi-hop communications is attractive because of the possibility of using low-cost transceivers with reduced radio ranges and low power consumption. In this sense, the use of a multicast/broadcast protocol is a more efficient dissemination strategy compared to unicast routing protocols for the support of group communication applications [22] . Thus, the first natural approach to disseminate SI within a FANET would be to use multi-hop broadcast protocols (MBPs) that were previously proposed for MANETs or vehicular ad-hoc networks (VANETs). This paper analyzes the use of MBPs in FANETs for SI dissemination in distributed UAV formation control schemes and leaves the case of centralized control for a future contribution.
Disseminating information within FANETs is not a trivial task since FANETs present unique challenges regarding radio propagation, environmental conditions, mobility, and energy consumption [21] , [23] , [24] . For example, although in many cases there is line-of-sight between UAVs, fading may still occur because of ground reflections. Furthermore, factors such as variable packet delay, packet loss, and overhead are inherently present in ad-hoc networks. Thus, when using an MBP for SI dissemination, its network performance may adversely affect the performance of the distributed UAV VOLUME 7, 2019 formation control strategy. For example, a decrease in the packet delivery ratio might affect the control strategy ability to keep UAV formation. Moreover, the MBPs that are commonly used for ad-hoc networks could perform differently under the network conditions that are found in FANETs. Therefore, there is a need to investigate if the use of different MBPs for SI dissemination within a FANET affects the performance of the distributed UAV formation control approach.
Several works addressing the design of distributed UAV formation control strategies consider that SI reaches the UAVs timely or within some fixed time window, [25] [26] [27] [28] [29] [30] [31] [32] . For instance, [26] and [27] assume that this can be achieved by using enough transmission power to reach all UAVs within the formation with a single hop. In contrast, [28] [29] [30] [31] consider using multi-hop communications to disseminate SI, whereas [32] assumes perfect communication between UAVs. However, all these works do not include the implementation or analysis of any particular multi-hop dissemination protocol. Furthermore, these contributions assume that the packet delay is constant while disseminating SI, which is not a realistic assumption when considering how multi-hop dissemination protocols work over ad-hoc networks (of which FANETs are a subset) [22] . Other works have considered the possible occurrence of impairments in the communications process, such as packet delays or packet drops, e.g., [33] , [34] . For example, the authors in [33] consider that the communication process can experience time-varying delays and information losses. However, it is assumed that the blackout intervals do not exceed a known bound (1.3 s in the performed evaluations) and network connectivity can always be recovered. This means that if a UAV experiences a blackout period, it will be able to receive packets from its neighbors again once the blackout period has finished. However, actual transceivers have power constraints that limit their radio range. Therefore, if a UAV deviates enough from its intended position because of packet losses or a blackout, it may lose connectivity and get lost, regardless of the control strategy. Similarly, in [34] , it is assumed that wireless connectivity is always available, and random packets delays are the only communication impairment. Furthermore, the results presented in [33] and [34] do not consider the implementation, performance, or analysis of actual multi-hop communication protocols. Thus, the assumptions that are made in these works would be hard to fulfill in actual FANET scenarios.
The goal of this paper is to analyze how the network performance offered by different MBPs impacts the effectiveness of distributed UAV formation control in maintaining the flight formation during the mission execution. In particular, this work evaluates the performance offered by Simple Flooding [35] , Distance-Based [35] , [36] , Probability-based [37] , and Counter-based [36] multi-hop broadcast strategies when they are used for SI dissemination in FANETs. Although these strategies are commonly used in MANETs and VANETs, to the best of our knowledge, their use for SI dissemination in FANETs has not been previously studied. To perform the evaluation, this paper introduces an evaluation framework (programmed in OMNeT++ and MATLAB R ) to study the performance of multi-hop broadcast communications for SI dissemination in FANETs. Essential constraints on multi-UAVs deployments are considered in the framework, including maximum radio ranges for the wireless transceivers, UAV acceleration, UAV attitude, and propagation conditions. Different reference trajectory speeds and formation sizes can be defined within the evaluation framework. Thus, the framework provides a tool for studying how MBP performance affects the functioning of a distributed UAV formation control strategy. Without loss of generality, the model predictive control (MPC) scheme for distributed UAV formation control reported in [34] has been implemented in the evaluation framework. The use of MPC for distributed UAV formation control has been widely studied in the literature, e.g., [30] [31] [32] , [34] , [38] , and [39] . Nevertheless, the analysis and results that are presented in this work can be used as a reference for the evaluation of other distributed UAV formation control strategies. Furthermore, the results and evaluation framework that are introduced in this work can be used to design and tune new distributed UAV formation control strategies.
The rest of the paper is structured as follows. Section II introduces the related work about distributed UAV formation control and MBPs. Section III introduces some background about the addressed problem, which is detailed in Section IV. Section V introduces the proposed evaluation methodology. The performance results and analysis are presented in Section VI. Finally, the concluding remarks and future work are provided in Section VII.
II. RELATED WORK
The goal of this paper is to analyze the suitability of several well-known MBPs when used in FANETs to disseminate the SI needed by distributed UAV formation control strategies. This section introduces related work addressing: multi-hop broadcast dissemination in FANETs; and distributed UAV formation control.
A. MULTI-HOP BROADCAST PROTOCOLS IN FANETs
FANETs can be considered to be a subgroup of VANETs, which are a subgroup of MANETs. Thus, it is natural to use protocols that were previously developed for MANETs and VANETs to address multi-hop broadcast dissemination within FANETs. In this sense, the use of MBPs within FANETs has been previously studied in [40] [41] [42] . In [40] , fixed board-nodes were deployed at different predefined locations such that the physical distribution of the boards resembled typical UAV formations. By using this setup, three counter-based MBPs were evaluated for three different formation topologies. The results in [40] show that the performance of each protocol varies depending on the network topology. It is worth noting that, in this work, only the counter-based approach was considered. In addition, all the participating nodes were static during the evaluation. Thus, the impact of important factors such as the UAV speed was not considered in the evaluation. Furthermore, the use of MBPs for SI dissemination was not addressed in [40] . The work done in [41] proposes the use of topological broadcasting in coordinated ground-flying ad-hoc networks to handle the issues related to the broadcast storm problem. In [41] , UAVs are used as support nodes to keep ground nodes connected. For evaluation purposes, a simulation testbed based on NS-2 was proposed. UAVs were located at fixed waypoints over the area of interest to retransmit information between ground nodes. As in [40] , the problem of SI dissemination for UAV formation control was not addressed in [41] . In [42] , the performance of different information dissemination protocols that were originally designed for MANETs was compared for a simulated FANET scenario. Regarding the network conditions, the authors in [42] assume the free-space propagation model and no mobility for the UAVs in the simulation scenario. This means that, as in [40] , the impact of important factors such as the UAV speed were not considered in the analysis provided in [42] . Thus, conclusions about the MBP performance for SI dissemination in flight formation control scenarios cannot be drawn from [42] .
B. DISTRIBUTED UAV FORMATION CONTROL
As mentioned in the introduction, the evaluation framework uses a distributed UAV formation control strategy based on model predictive control (MPC), which has been widely studied in the literature, e.g. [30] [31] [32] , [34] , [38] , and [39] .
To the best of our knowledge, previous works dealing with the design of distributed UAV formation control strategies have not studied the impact of using actual MBPs to disseminate SI. For example, in early works proposing MPC for distributed UAV formation control such as [38] , delays and packet losses related to communication impairments were not considered. In [39] , the authors mention that fully decentralized MPC could use one-step previous information to address temporary communication failures. However, issues such as packet delays or burst losses were not considered. Furthermore, in [39] , the authors only test the MPC with one leader and two one-hop wingmen, which does not require multi-hop communication. The problem of distributed UAV formation control is also addressed in [30] [31] [32] . Nevertheless, these works made assumptions related to the communication process, which would be difficult to fulfill in real-world FANET scenarios. For instance, the authors in [30] and [31] assume that every UAV must be connected to the leader through direct or multi-hop links. However, impairments that are commonly found in ad-hoc networking will cause disruptions in the communication flow; hence, this assumption is not always achievable. The authors in [32] assume that the communication between UAVs is perfect in terms of delay and losses, which is unrealistic in wireless communications. Although the analysis presented in [34] considers the possible occurrence of impairments in the communications process, the assumptions made do not reflect the actual behavior of information dissemination through ad-hoc networking. Particularly, it is assumed that wireless communication between UAVs is always available. Furthermore, it is considered that the only impairment caused by the communication process are random SI packet delays that are bounded. These assumptions would be hard to fulfill in actual FANET deployments because of the transceivers radio range, packet burst losses and similar issues arising in ad-hoc networking.
In summary, even though SI dissemination using multi-hop communications is feasible, factors inherently present in the communication process through FANETs (e.g., limited radio ranges, packet delays, packet losses, packet burst losses, and overhead), have not necessarily been considered in the evaluation of distributed UAV formation control strategies.
III. BACKGROUND
Before presenting the analysis and evaluation performed in this paper, it is necessary to provide a brief background regarding the MBPs that are evaluated and the distributed UAV formation control strategy used in the evaluation. First, some basic information about the MPC-based strategy implemented in the evaluation framework is presented. Afterward, a brief review of the different dissemination approaches used by the evaluated MPBs is provided.
A. DISTRIBUTED UAV FORMATION CONTROL
There are different distributed UAV formation control approaches proposed in the literature, such as leaderfollower [17] , [43] [44] [45] , virtual structure [45] , and behavioral [46] . All of these strategies require the exchange of SI among the UAVs. In a leader-follower strategy, the leader UAV is programmed to fly on some predefined reference trajectory while the follower UAVs are required to keep their preset distances (e.g., lateral and longitudinal) from the leader to maintain the formation. Thus, in a leader-follower approach, [17] , [44] , SI originates from the leader, and it must reach every UAV within a specific timeframe to maintain the formation. Similarly, if the SI does not reach each UAV in the formation on time, the performance of the virtual structure control strategy might decrease.
As mentioned in the introduction, without loss of generality, the evaluation framework implements an MPC-based distributed UAV formation control similar to that reported in [34] . Nevertheless, the analysis and results presented in this work can be used as a reference for the evaluation of other control strategies, knowing that in general, any distributed UAV formation control strategy will require the SI to reach each UAV within a specific timeframe to maintain the formation. The MPC-based distributed UAV formation controller reported in [34] is a feedback controller in which a trajectory optimization problem is solved in each time step. It can handle the constraints and nonlinearities of UAVs dynamics in a very intuitive way. Prior to this control strategy description, the kinematic model of the UAVs implemented in the evaluation framework will be provided next.
1) UAV KINEMATIC MODEL
Based on how they generate lift, UAVs can be classified as fixed-wing or rotatory-wing. Each of these approaches has different flight capabilities and limitations to consider when planning a mission. Regardless of this, distributed UAV formation control involves the design of distributed control laws under imperfect or partial measurements, which have to deal with the flight dynamics of the particular UAVs used for the mission. Thus, without loss of generality, fixed-wing UAVs are considered for the analysis presented in this paper. In particular, the analysis considers the two-dimensional motion of a fixed-wing UAV in a horizontal plane where each UAV is equipped with velocity hold and heading hold autopilots, as described in [47] . This assumption will enable to isolate UAV formation problems which can be directly related to the performance of the different MBPs under evaluation.
The first-order kinematic model of the fixed-wing UAV considered for the analysis is described by the following equations [47] 
where (x i , y i ), ψ i , v i , and φ i are the i-th UAV inertial position, heading angle, speed, and roll angle, respectively; v c i and φ c i are the commanded speed and roll angle, respectively; and α v and α φ are positive constants. Additionally, due to the thrust and roll angle limitations of fixed-wing UAVs, the following constraints are imposed on each UAV:
where φ max ,v max , andφ max > 0.
2) MPC-BASED DISTRIBUTED UAV FORMATION CONTROL STRATEGY
The MPC-based controller described in [34] adopts a virtual point tracking approach for UAV formation control. Virtual point tracking uses a virtual moving reference point, O r , that follows a preloaded reference trajectory during the mission execution. Fig. 2 shows O r in a typical delta UAV formation.
The reference trajectory at time step n is uniquely determined by the position, (x r , y r ), of the reference point, O r , and the velocity vector (v r , ψ r ), where v r is the reference speed and ψ r is the reference heading angle. Thus, the SI vector, x r n , is defined as:
The UAV that knows the reference trajectory in advance (source/leader UAV in Fig. 2 ) disseminates x r n by transmitting an SI message at fixed time intervals nt d , where t d is the SI dissemination period. Ideally, SI messages must timely reach each UAV in the formation. However, an SI message might require several hops to reach the UAVs that are located farther away from the source (e.g., UAV7 to UAV10 in Fig. 2 ). In this work, UAVs flying in formation are grouped into M levels according to their longitudinal distances from the source UAV. For example, in Fig. 2 , the first level includes the source UAV (UAV1); the second level includes UAV2 and UAV3; the third level consists of UAV4, UAV5, and UAV6; and so on. Note in Fig. 2 that the number of hops required for the SI to reach a particular UAV is directly related to its level group (at least for the transceiver radio range assumed in this figure) .
The formation structure in Fig. 2 can be defined in terms of the rotating coordinate system X r O r Y r such that in each sampling period the moving reference point is located at O r . In this coordinate system, each of the UAVs (e.g., the i-th UAV) in the formation must try to maintain the desired reference position ( 
where (x r , y r ) and ψ r (defined as positive clockwise) are given referred to the XOY system. The MPC control law requires that each follower UAV has a formation control scheme, such as the one depicted in Fig. 3 . In this scheme, the i-th follower UAV that receives a message containing the SI vector, x r n , stores the reference position, (x r , y r ); reference speed, v r ; and reference heading angle, ψ r , in an x r i,max(n) vector. Thus, x r i,max(n) contains the latest SI vector that is received. Then, after setting a timer to wait for the next MPC controller sampling period, kt c , the i-th UAV calculates a desired state vector
i,k is fed to the MPC block together with the estimated current state vector, [34] , no obstacle or inter-UAV collision avoidance was included in the evaluation framework implementation. This was done to focus the analysis on studying UAV formation deviations that are caused by the network performance of different MBPs while disseminating SI. For the sake of brevity, the reader is referred to [34] for more details about the MPC strategy used in the evaluation framework.
It is important to timely receive SI messages for the proper operation of the distributed control strategy. To explain this, consider that t d = t c . Under this assumption, if the SI vector corresponding to sampling time k, x r k , is not received by the i-th UAV (e.g., the SI packet was lost) or if it is received after kt c (e.g., the SI packet arrival was delayed), then will have to be calculated using the current value of x r i,max(n) , where max (n) < k. Note that max (n) is the discrete-time index of the latest SI vector that is successfully received (not necessarily max (n) = k − 1). Therefore, depending on the trajectory followed, a UAV can experience slight deviations from its intended flight path that are caused by packet delays and losses. Furthermore, if the deviations are large enough, the UAV could get out of radio coverage and get completely lost. Thus, it is important to analyze the suitability of different MBPs to disseminate the SI within a FANET and the effects that common ad-hoc networking impairments (e.g., packet loss and delay) might have on losing UAV formation. The next subsection provides a brief introduction to the different MBP strategies evaluated in this work.
B. MULTI-HOP BROADCAST PROTOCOLS (MBPs)
Often, it has been assumed that the SI for distributed UAV formation control can be disseminated by employing multi-hop communications. An MBP operates at the network layer, and its primary goal is to timely deliver information from a source node (e.g., leader UAV) to all nodes or a subgroup of nodes that are located in a zone of relevance. However, when using MBPs, the SI dissemination process will experience packet losses, variable delays, and other factors inherent to FANETs. Thus, a drop in the MBP network performance might negatively impact the effectiveness of the distributed UAV formation control strategy in maintaining the formation. In this sense, an MBP is commonly evaluated by considering VOLUME 7, 2019 its average network efficiency in terms of the overhead, delay, and packet delivery ratio. However, in order to assess its suitability for SI message dissemination, the MBP performance should be weighed according to its impact on the controller effectiveness at maintaining the flight formation during a mission execution.
A straightforward way to address SI dissemination in FANETs would be to implement a Simple Flooding dissemination mechanism. In this mechanism, each node that receives a message for the first time retransmits it with no further restrictions. Note that Simple Flooding is inefficient in terms of network performance. In ad-hoc networks with high node density, using Simple Flooding results in over-occupancy of the radio channel resources, higher communication overhead, increased contention and packet collisions, which is referred to as the broadcast storm problem (BSP) [36] .
There are different proposals in the literature focused on developing more efficient MBPs than Simple Flooding for multi-hop ad hoc networks, such as MANETs [41] and VANETs [35] , [37] . In this sense, FANETs can be considered to be a subgroup of VANETs, which are a subgroup of MANETs. Thus, it is natural to use MBPs that were previously developed for MANETs and VANETs to address multi-hop broadcast dissemination within FANETs. However, it is necessary to study if the network performance offered by different MBP strategies enables the distributed UAV formation controller to maintain flight formation during a mission execution. To this end, representative protocols of different approaches used in multi-hop broadcasting for MANETs and VANETs were selected and implemented in the evaluation framework that is proposed in this work. Specifically, Simple Flooding [35] , Distance-Based [35] , [36] , Probability-Based [37] , and Counter-Based [36] MBPs were chosen to evaluate their suitability for SI dissemination. The dissemination strategies used by these protocols to address the packet dissemination task are presented in the next subsection.
1) MBPs DESCRIPTION
MBPs use different parameters to select a subset of relay nodes instead of flooding the messages through all intermediate nodes. Regardless of the specific parameters used to make the relay decision, MBPs have the generic architecture shown in Fig. 4 . The SI broadcasted by the leader is handed to the MBP at delivery point 1 (DP1) in Fig. 4 . The protocol makes the relay/drop decision according to the dissemination strategy used. MBPs share similar problems related to the physical (PHY) and multiple access control (MAC) layers. However, there are some issues that have specific dissemination strategies tailored to address them. To better explain these issues, the dissemination strategies used by the MBPs that are evaluated in this work are discussed next.
The Simple Flooding protocol [35] implements a procedure where each node will instantly rebroadcast a message after receiving it for the first time. If duplicated messages are received, they will not be rebroadcasted.
The Distance-Based MBP introduced in [36] (hereafter referred to DTh-Distance-Based protocol) aims to maximize the additional coverage that each potential relay node provides. To achieve this, when a node j receives a particular broadcast message for the first time, it estimates the relative distance, d ij , between the node sending the message and itself. Afterwards, node j compares d ij to a predefined distance threshold, D. If d ij < D, the transmission is canceled; otherwise, the node j waits for a random waiting time, RT, before attempting to rebroadcast the message. If during the waiting period, RT, node j receives a duplicated broadcast message, it estimates the relative distance,d ij , between the node that transmitted the duplicated message and itself. Then, ifd ij < d ij , node j updates d ij =d ij ; otherwise, the value of d ij is kept. If d ij < D the transmission is canceled; otherwise, RT is resumed. If another duplicated message is received before RT expires, the procedure described before must be repeated. If the waiting time expires and the current d ij > D, node j rebroadcasts the message. All duplicated messages that are received after RT expires are discarded.
In the Distance-Based MBP introduced in [35] (hereafter referred as a WT-Distance-Based protocol), a node j that receives a message for the first time listens for duplicate messages during a waiting period, WT. If during this period a duplicate message is received by node j, the message is discarded, and node j does not rebroadcast the information. If WT expires and no duplicate is received, the message is rebroadcasted by node j. The waiting time, WT, is calculated by using:
where d ij is the relative distance between the sender node (e.g., node i) and node j, MaxWT is the maximum waiting time, and R is the radio range of the transceivers. Therefore, the node that is farther away from the sender will have the shortest WT and hence the higher priority to rebroadcast the message. The Probabilistic-Based protocol introduced in [37] assigns a higher relaying probability to nodes that are located farther away from the current sender. To do this, when a node j receives a particular broadcast message for the first time, it estimates (e.g., based on RSSI measurements or GPS coordinates) the relative distance, d ij , between the node sending the message and itself. Then, a forwarding probability, p ij , is calculated as follows:
where R is the transceiver radio range. Before node j attempts to rebroadcast the message, it listens for duplicate broadcasts during the waiting time, WT. If during WT node j receives a duplicate broadcast, it estimates its relative distance,d ij , from the node that sent the duplicate. Then, a probability,p ij , is calculated by substitutingd ij in (6). Ifp ij < p ij , then node j updates its forwarding probability to p ij =p ij ; otherwise, the current value of p ij is kept. Once WT expires, node j can rebroadcast the message with a probability of p ij . If the message is not rebroadcasted, then the message is buffered by an additional period, δ. If a rebroadcast from the message is received before δ expires, the message is discarded from the buffer and node j does not perform a rebroadcast. Otherwise, node j rebroadcasts the packet with p ij = 1. The additional waiting time δ (which is typically less than WT) accounts for one-hop transmissions and propagation delays. The Counter-Based protocol introduced in [36] (hereafter referred to as the C-Counter-Based protocol) prevents a node from rebroadcasting after receiving the same message C times. To achieve this, when a node j receives a particular broadcast message for the first time, a counter, c, is initialized. Afterward, node j waits a random waiting time, RT, before attempting to rebroadcast the message. If during RT node j receives a duplicate message, c is increased by one. If c < C, where C is a counter threshold, the waiting is resumed. Otherwise, the rebroadcast of the message is canceled. If c < C after WT expires, the message is rebroadcasted by node j.
IV. PROBLEM STATEMENT
As mentioned before, when designing distributed UAV formation control strategies, it is commonly assumed that the SI dissemination problem is somehow solved. That is, from the controller perspective, MBPs can be seen as a black box that causes random packet losses and delays for the disseminated SI message. However, different MBPs use different strategies to address the SI dissemination task. Thus, the network performance that is provided by different MBPs may differently affect the ability of the control strategy to maintain the UAV formation.
When an MBP is used for SI dissemination, packet loss and packet delivery delay variability will likely be present during the dissemination process since both are inherently present in ad-hoc networks and hence in FANETs [22] . These factors could affect the controller ability to maintain the UAV formation in different ways. Furthermore, it can be inferred that if both, the packet loss and packet delivery delay variability, are large enough, a UAV might deviate from its expected course and even break away from the formation.
Nevertheless, it is not clear beforehand how the network performance offered by a particular MBP will affect the controller ability to maintain the formation. Evaluating this is not a trivial task since a packet can experience delays that are caused by issues such as the number of hops, MAC contention, and retransmissions. Similarly, a packet can get lost because of PHY impairments, MAC drops, inhibited retransmissions by the MBP, etc. Hence, it is necessary to analyze this problem that, to the best of our knowledge, has not been addressed before. For example, consider the scenario shown in Fig. 5 where the leader UAV (UAV1) broadcasts an SI message. The UAVs in the second level (UAV2 and UAV3) receive the message, and using the MBP, they decide that UAV2 will rebroadcast the SI packet ( Fig. 5(a) ). The rebroadcasted SI message is overheard by UAV1 and the other node in the same level (UAV3); thus, the MBP hinders the retransmission from UAV1 or the rebroadcast from UAV3. In the next step, note that if UAV5 rebroadcasts the SI packet ( Fig. 5(b) ), all the UAVs in the third and fourth levels should be able to receive it. Contrastingly, if UAV4 rebroadcasts the SI packet (Fig. 5(c) ), then UAV10 will not receive the SI message. Furthermore, if UAV7 rebroadcasts the SI packet, UAV10 will not receive the SI message in the current sampling period (Fig. 5(d) ). This example helps to highlight one of the issues that may arise while disseminating SI messages through a FANET by means of an MBP. Since a particular MBP could provide low SI dissemination delays while another MBP may offer a better packet delivery ratio or less overhead, it is necessary to provide a common evaluation framework to assess the suitability of different MBPs for SI dissemination in distributed UAV formation control applications. Now, assume that the SI dissemination period, t d , and the MPC controller sampling period, t c , are equal. Under an ideal SI dissemination assumption, all SI messages, x r n , that VOLUME 7, 2019 FIGURE 6. Reception of SI messages under an ideal SI dissemination assumption. t d is the dissemination period and t c is the MPC controller sampling period. x r n is the SI vector that receives the i-th follower UAV.
is the latest x r n vector stored. Note in this figure that t d = t c with n = k.
originated from the source UAV will timely arrive at the i-th follower UAV without packet losses, as shown in Fig. 6 . From Section III-A, recall that the variable x r i,max(n) contains the latest SI vector that is successfully received by the i-th UAV. Now let x r i,max (t) represent the content of vector x r i,max(n) in continuous time. Note that, for t > mt c , x r i,max (t) = x r m if x r m was successfully received and no SI packet is received in the time interval (mt c , t]. Now assume that the leader UAV disseminates the k-th SI packet, x r k , at time
where t diss is a fixed period such that 0 < t diss < t c . Under ideal dissemination conditions, we have:
where (k − 1) t c + t diss < kt c . Since no additional SI packet is generated by the leader in the time interval
, at sampling time kt c , we have:
This implies that, under the ideal dissemination assumption, the k-th SI message, x r k , will be used by the controller at sampling time kt c to calculate the desired state vector, x d i,k , and the actuator control vector, u i,k .
When an actual MBP is used for SI dissemination, the i-th UAV will receive the k-th SI packet after experiencing some random delay, t delay i,k . Thus, if the k-th SI packet is delayed by t delay i,k and no SI message newer than x r k is received within time interval
, we have:
< ∞ is a random variable. Thus, at the k-th controller sampling time, we have:
where x r i,max (kt c ) − is the latest SI packet stored in x r i,max(n)
since the latest SI vector that is successfully received by the i-th UAV is not necessarily x r k−1 . In addition to delays, an SI packet can experience packet drops, MAC collisions or reception errors caused by impairments at the PHY layer. For notational convenience, let us define:
Then, if α i,k is an indicator random variable accounting for the proper reception of x r k by the i-th UAV and no SI message newer than x r k is received within the time interval (k − 1)t c + t diss , t Rx i,k , we have:
where 
Hence, the controller will use x r k at sampling time kt c to calculate x d i,k and u i,k if the MBP and packet transmission impairments (at the PHY and MAC layers) enable:
The statistics of both t delay i,k and α i,k depend on the particularities of the dissemination strategy used by the MBP, the position of the i-th UAV within the formation, the MAC used by the transceivers, the number of hops needed by the SI packet to reach the i-th UAV, and the wireless channel impairments, which may be different for each hop. Closed expressions for both random variables are extremely hard to find since they capture all possible impairments that are experienced by an SI packet while wirelessly hopping from the leader UAV to the i-th UAV. For this reason, the evaluation of MBPs usually relies on simulations to calculate network metrics such as the packet delivery ratio and packet delay.
When comparing the performance of different MBPs, these metrics are commonly calculated by averaging over all the nodes forming an ad-hoc network. Nevertheless, as explained in the next sections, for the analysis presented in this paper, it is relevant to obtain these metrics for a single UAV, especially those that are located further away from the leader UAV.
FIGURE 7.
Representation of the SI packet losses and delays that can occur when using an MBP for SI dissemination. t d is the dissemination period and t c is the MPC controller sampling period. x r n is the SI vector that receives the i-th follower UAV. x r i,max(n) is the latest x r n vector stored. Note in this figure that t d = t c withn = k. Fig. 7 shows two examples of the reception of SI messages in the i-th UAV when packet loss and delays are present in the dissemination process. Note in this figure the critical role that MBPs can play when used for SI dissemination in distributed UAV formation control applications. For example, in Fig. 7(a Fig. 7(a) , in Fig. 7(b) , the controller calculates 3 , u i,3 using x r 3 , and (x d i, 4 , u i,4 ) using x r 3 . Therefore, an MBP offering high packet delivery ratio but large delays (i.e., the SI is not timely disseminated) might provide a performance similar to that obtained with an MBP offering an inferior packet delivery ratio but lower delays.
From the previous discussion, it can be asserted that choosing or designing a particular MBP aimed at disseminating SI for distributed UAV formation control is not a trivial task. Thus, an evaluation methodology to assess the suitability of the MBPs for SI dissemination in FANETs is proposed in the following section. Then, the proposed methodology is used to evaluate the performance of the representative MBPs that were introduced in the previous section.
V. EVALUATION METHODOLOGY
This section introduces the evaluation methodology developed to study the effects of the SI dissemination process in the multi-UAV formation control strategy. Traditionally, metrics such as the packet delivery ratio (PDR) and dissemination delay are used to evaluate and compare the performance of multi-hop broadcast protocols. However, metrics aimed at measuring the impact of the MBP on the flight formation have to also be considered. For this purpose, in addition to network metrics, the use of trajectory metrics is proposed in this paper. Specifically, this work considers the root mean square (RMS) error between the ideal and actual trajectories of each UAV and the number of lost UAVs. Thus, the proposed methodology allows to compare the performance of different dissemination strategies in terms of: a) trajectory metrics such as the RMS error and the number of lost UAVs; and b) network metrics such as the PDR.
To implement the evaluation methodology, an evaluation framework based on the well-known OMNeT++ network modeler [48], MATLAB R , and the ACADO toolkit [49] was developed. The software that was developed for the framework includes C++ scripts and MATLAB R code, which can be provided to the interested reader upon request.
The following subsections elaborate on the evaluation scenario, the performance metrics used, and the design and implementation details of the evaluation framework.
A. EVALUATION SCENARIO
Within the evaluation scenario, it is necessary to first define the U2U link and flight parameters that are used in each trial. VOLUME 7, 2019 Another variable to consider is the reference trajectory of the multi-UAV mission. In particular, it is important to define a trajectory (within the kinematic capabilities of the UAV) that enables differentiating the performance provided by the MBPs under evaluation, which is done in order to obtain relevant conclusions regarding the suitability of the MBPs for SI dissemination.
1) U2U LINK PARAMETERS
One of the most relevant considerations when evaluating communication protocols is to define the wireless propagation conditions. Thus, the radio channel propagation model introduced in [50] , that was designed for U2U radio links, was implemented within the evaluation framework.
Another parameter to consider is the wireless technology used by the transceiver. Different technologies have been proposed to enable U2U communications such as IEEE 802.11a/b/g/n, IEEE 802.15.4, 3G/LTE, and infrared [8] . However, several FANET proposals rely on the IEEE 802.11p standard [51] , which is the most prominent option for VANETs. The IEEE 802.11p standard was specifically designed for VANET deployments where the nodes have high mobility, speed, and acceleration. Since these characteristics are also observed in FANET deployments, the evaluation scenario considers the use of IEEE 802.11p transceivers to enable U2U communications. Table 1 summarizes the values of each variable used by the 802.11p transceivers considered within the evaluation framework. 
2) FLIGHT PARAMETERS
The UAVs mobility is ruled by three main factors within the evaluation scenario: 1) the kinematic model defined in subsection III-A-1; 2) the distributed formation control strategy discussed in subsection III-A-2; and 3) the control constraints that are defined considering the typical specifications found in commercial UAVs. Table 2 provides the values that are used by the kinematic model and the MPC controller in the evaluation scenario. These values were chosen such that realistic fixed-wing UAV movements are generated within the simulation testbed (e.g., smooth turns and speed changes). 
3) FLIGHT TRAJECTORIES
When performing a multi-UAV mission, a distributed UAV flight formation controller aims to keep all UAVs within the formation. Thus, the trajectory that is followed during the mission is of particular relevance to evaluate the control strategy effectiveness. Note, a sinuous trajectory will be a harder challenge for the controller than a simple straight line. Thus, to adequately measure the effectiveness of the SI dissemination process in the formation controller performance, special attention should be paid to the UAV's trajectory selection.
One of the most relevant applications of multi-UAV systems is in missions involving sweeping large geographic areas at once for data-gathering, e.g., multispectral and visual data. Commonly, for this kind of task, the area to be covered by the UAVs is divided into several straight paths or rows [52] , [53] , which is known as a sweep trajectory [54] . In this trajectory, at the end of each row, the UAVs make a U-turn outside the area of interest to follow the next row, as shown in Fig. 8 . This sweep trajectory was considered as the reference trajectory within the evaluation scenario. Thus, since the MPC controller implemented in this work uses virtual point tracking (see subsection III-A-2), during each trial, the UAVs will try to keep their relative distance from the virtual point while they follow the sweep trajectory (Fig. 8) at a fixed speed.
B. PERFORMANCE METRICS
To assess the suitability of a particular MBP for SI dissemination in UAV formation control scenarios, two kinds of metrics are considered: 1) Metrics that measure the deviation between the ideal and actual trajectories that are followed by each UAV when using a particular MBP. 2) Metrics related to the performance of each MBP from a networking point of view.
These metrics are explained next. 
1) TRAJECTORY METRICS
The trajectory metrics provide information regarding how close each UAV follows its ideal path during a mission execution. It is important to highlight that, depending on its objective, significant deviations from the ideal paths could compromise a multi-UAV mission. Furthermore, a particular UAV could get lost if the deviation from its ideal path is large enough at certain points in the trajectory. Thus, within the evaluation framework, the actual path that is followed by each UAV in each trial is recorded in order to obtain the following metrics: 1) Path Root Mean Square Error (P-RMSE). The P-RMSE measures the root mean square error between the ideal and actual trajectories of each UAV. Thus, the P-RMSE helps to quantify the performance of the SI dissemination strategy in terms of the trajectory errors that should be addressed by the controller. Specifically, in each trial, the P-RMSE i of the i-th UAV is calculated as:
where
is the i-th UAV desired (ideal) position at sample time k, and S is the total number of samples considered in the simulation. The average P-RMSE is then defined as:
where S λ 3 is the subset of UAVs that are located in level three and above in the formation, and λ 3 is the total number of UAVs belonging to S λ 3 . Note that the P-RMSE does not consider the error generated once a particular UAV is considered definitively lost.
2) Lost UAVs (LU).
This measures the number of UAVs whose deviation from the ideal path leaves them definitely outside the wireless range of any other UAV that is still within the formation. Thus, the LU metric is used to weigh the trajectory errors measured by the P-RMSE. The LU metric is calculated by counting the number of UAVs that, at some point during the simulation, are outside a reachable ratio, RR, which is defined as:
where R is the nominal radio range, and d max is the distance between the source UAV and the follower UAVs that are located farther away but are still within the formation. It is important to mention that once a particular UAV is outside the RR, it is considered definitively lost, even though it might rejoin the formation by chance (e.g., the flight path followed by a UAV that is lost in the first curve eventually leads it to encounter the UAV formation after the second U-turn).
2) NETWORK METRICS
Network metrics are used to assess the performance of the SI dissemination process when using a particular MBP. Traditionally, when evaluating the performance of MBPs in ad-hoc networks, it is assumed that the network topology changes over time as nodes move and its one-hop neighborhood changes. Thus, the number of hops that a message needs to perform to reach a particular node varies over time. Note that for the problem under study in this work this is not necessarily the case, especially if the distributed UAV formation control strategy is working properly. This is particularly true for the nodes that are located in the second level of the formation (see Subsection III-A-2) since the SI will reach all nodes in this level with a single hop from the source UAV. This means that the SI will reach these nodes on-time with a high probability. Thus, if metrics such as the packet delivery ratio are calculated considering these nodes, the results may become biased, thus making it challenging to assess the network performance that is experienced by nodes that are located farther away from the source. Therefore, in this work, the network metrics are calculated by considering the nodes needing two hops or more to receive the SI from the source (i.e., level two and higher in the formation). Under this consideration, the network metrics considered in the analysis performed in this paper are introduced next.
a) Packet Delivery Ratio (PDR).
The PDR is the average number of SI packets (not counting duplicated packets) that are successfully received within the UAV formation. Thus, the PDR measures the overall efficiency of the SI dissemination strategy. For each trial, define
as the number of SI packets that are successfully received by the i-th UAV. Then, the packet delivery VOLUME 7, 2019 ratio for the i-th UAV, PDR i , is calculated as: (19) where N SI tx is the total number of SI messages that are transmitted by the source UAV during a simulation trial. The average PDR is then defined as:
where S λ 3 is the subset of UAVs that are located in level three and above in the formation, and λ 3 is the total number of UAVs belonging to S λ 3 . Note that for the analysis performed in this paper, the UAVs that are located in level 2 are not included in the calculation of the metrics since they are located a single hop from the leader UAV (SI source -level 1). b) Average SI age (AvgSIage). The average SI age (AvgSIage) provides a measure about how ''old'' the SI, x r i,max(n) , used by the controller in each controller sampling time, kt c , is. Thus, the AvgSIage metric measures the quality or ''freshness'' of the SI used by the controller in each sampling period. That is, if (21) then the SI age, SIage i (k) , for the i-th UAV at sampling time kt c is defined as:
where max (n) i is the discrete time index of the latest SI packet that is successfully received by the i-th UAV. Then, the average SI age (AvgSIage) metric for the i-th UAV is defined as:
where N cst is the number of controller sampling times during a simulation run. For the analysis, it is convenient to define:
AvgSIage i (24) where S L m is is the subset of UAVs that are located in level m in the formation, and J L j is the total number of UAVs belonging to S L m . c) Burst average length (BAL). The BAL metric measures how many consecutive packets (i.e., length) are lost on average. In wireless communication systems, packet losses could be induced by issues such as propagation phenomena or topological changes [55] . In this sense, ideally, MBPs should overcome such issues and disseminate data through alternative paths. Thus, measuring the lengths of the burst losses allow us to compare the efficiency of different MBPs to overcome the topological changes in the evaluated scenario. To calculate the BAL i metric for the i-th UAV, a received packet register, RPreg i , is generated during each trial. The k-th position of RPreg i is set to ''1'' if the SI packet containing x r k is successfully received by the i-th UAV, which is independent of when it was received. Otherwise, if the SI packet containing x r k is lost, the k-th position of RPreg i is set to ''0''. Then, runs (bursts) of two or more consecutive ''0''s are searched in the list, and the length of each run that is found is stored in a variable B m . Then, the BAL i metric is calculated by using:
B m (25) where B m is the length of the m-th burst sequence and N B is total number of bursts that are found in RPreg i . Note that even though two sequences can have the same packet loss, their BAL metric could differ. For example, consider the content of the following registers: Note that BAL 1 = 2 and BAL 2 = 4, even though the packet loss is the same for both UAVs.
The trajectory and network metrics previously introduced are used in Section VI to study and evaluate the performance of MBPs when they are used for SI dissemination. Furthermore, in Section VI-B, the time moving averages of these metrics are calculated, which is done in order to analyze the evolution of the metrics as the UAV formation follows the reference trajectory. The time moving average metrics are calculated by considering an averaging sliding window of 10 consecutive controller samples. To obtain a plot, the averaging sliding window is displaced by a controller sampling period, t c , each time. The sliding window of 10 samples is enough to capture the network interactions occurring within the reachable radio range of each UAV. Hereafter, these metrics are called metrics by segments.
C. DESIGN AND IMPLEMENTATION OF THE EVALUATION FRAMEWORK
The evaluation methodology was implemented by developing an evaluation framework based on the well-known OMNeT++ network modeler [48], MATLAB R , and the ACADO toolkit [49] . The following subsections elaborate on the design and implementation details of the evaluation framework, which can be made available to the interested reader upon request.
The designed evaluation framework considers three main building blocks (see Fig. 9 ): 1) a reference trajectory generator, 2) a mobility controller API, and 3) a FANET simulator implemented in OMNeT++. The reference trajectory generator works offline, and the mobility controller API is used by the FANET simulator to determine the flight parameters of each follower UAV, as explained next.
To generate and use the trajectory defined in subsection V-A-3 within the evaluation framework, a reference trajectory generator was designed and implemented using MATLAB R and the ACADO toolkit. It is worth noting that defining the UAV trajectories for evaluation purposes is not a simple task since the trajectories must satisfy the restrictions imposed by the UAVs kinematic model.
The reference trajectory generator works offline from the FANET simulator (implemented in OMNeT++). Thus, a valid reference trajectory for virtual point tracking must be generated before starting a simulation trial. The process to generate the trajectory is as follows: a) A reduced set of milestones are defined by considering the kinematic model of the UAV explained in subsection III-A-1 and the values provided in Table 2 . These milestones are delivered to the ACADO toolkit through the MATLAB R interface. b) The ACADO toolkit returns the reference trajectory, which includes the set of points corresponding to the intermediate points between each pair of milestones and the milestones themselves. The sampling period of the controller directly determines the number of intermediate points between milestones. c) The valid trajectory that is returned by the ACADO toolkit is formatted in MATLAB R for compatibility with the FANET simulator, which is based on the OMNeT++ network modeler.
Once a valid trajectory is generated, it is feed to the FANET simulator where it will be used by the source/leader UAV to disseminate the SI that is needed for virtual point tracking.
Note that with the reference trajectory generator, any valid trajectory can be easily adjusted to different controller sampling periods and formatted for the OMNeT++ network modeler. In fact, with small variations in the template, the trajectory could be formatted to be used with other network modelers such as NS-2.
2) MOBILITY CONTROLLER
A mobility controller API to solve the nonlinear MPC equations that are required to determine the flying parameters (e.g., speed and roll angle) of each follower UAV was programmed and included in the FANET simulator. At each sampling time step, the API is used to solve the MPC equations on the fly for each UAV within the formation (see subsection III-A-2). The generated API is based on the MPC controller of the ACADO toolkit.
3) FANET SIMULATOR
The FANET simulator is the core module of the implementation framework and is based on the OMNeT++ network modeler [48] . The simulator integrates the mobility controller API and the trajectory generator modules.
The FANET simulator allows modeling the delay and packet loss behavior that are observed when a particular MBP is used for SI dissemination within a FANET. Thus, the MBPs described in subsection III-B-1 were implemented in the simulator such that they can be used to disseminate the SI corresponding to the virtual point trajectory. It is important to recall that the SI messages originate from the source/leader UAV while the rest of the UAVs within the formation have no prior information regarding the mission trajectory. Being based in OMNeT++, the FANET simulator provides the tools that are necessary to obtain common network performance statistics, as explained in subsection V-B-2.
The particular parameters used for each of the MBPs evaluated in this work are provided in Table 3 . These parameters were taken from [35] for Simple flooding, [36] for DTh-Distance-Based, [35] for WT-Distance-Based, [37] for Probabilistic-Based, and [36] for C-Counter-Based. These values were chosen to avoid any bias in the evaluation. Fig. 9 depicts the interaction between the modules detailed in subsections V-C-1, V-C-2, and V-C-3 during a simulation run. As it can be seen in this figure, the virtual point trajectory is uploaded to the source/leader UAV before the simulation starts. A warm-up period corresponding to a straight-line of 1000 m is considered at the beginning of every simulation trial. Then, in each SI dissemination period, t d , the source/leader UAV generates the SI message containing the SI vector, x r n , which will be disseminated to all UAVs within the formation by means of a particular MBP. In each controller sampling period, t c , the mobility controller API is used to calculate the actuator control vector, u k , of each UAV based on its current estate vector, x k , and the latest SI, x r max(n) , successfully received. To evaluate the performance of a particular MBP, the metrics described in subsection V-B are calculated at the end of each simulation trial. Additionally, the results of a minimum of 2000 trials are averaged to achieve statistical significance. Furthermore, all metrics that are presented in the following section were obtained by considering that t d = t c = 0.5 s and a packet size of 512 bytes.
Note that because of the modular design of the FANET simulator, MBPs different from those described in subsection III-B can be readily implemented.
VI. PERFORMANCE RESULTS AND ANALYSIS OF MBPS
This section introduces the results obtained using the evaluation framework and methodology proposed in the previous section.
Flight formation determines the network topology. Thus, it is one of the most relevant factors to consider in the evaluation. To illustrate this, Fig. 10 shows a single simulation run for an open-delta formation with λ = 9 and a delta formation with λ = 15. The sweep trajectory shown in Fig. 10 was used with a reference speed of v r = 25 m/s. The SI messages were generated by the leader UAV every 500 ms and were disseminated using Simple Flooding.
As can be readily seen in Fig. 10 , the number of paths through which SI messages can reach UAVs in the last level of each formation can be very different for the open-delta and delta formations. This could lead to significant differences in the MBP performance evaluations. In addition, note in Fig. 10 that two UAVs are lost when flying in open-delta formation, whereas none are lost when flying in delta formation. However, this result does not imply that for a delta formation with v r = 25 m/s and λ = 15, Simple Flooding will enable the proper functioning of the UAV formation control strategy since Fig. 10 only shows the results of a single simulation run. Thus, an extended analysis of how the performance of the MBPs affects the distributed UAV formation control strategy is provided next.
A. OVERALL RESULTS
This subsection presents the performance evaluation of the MBPs under study considering open-delta and delta formations, two formation sizes, and different reference speeds for the mission. The metrics used for the evaluation are the P-RMSE, LU, PDR and AvgSIage L m that were introduced in Section V. Fig. 11 and Fig. 12 show the P-RMSE and LU results obtained for the MBPs under evaluation for the open-delta formation and different reference speeds. In addition, Fig. 11 shows the P-RMSE for the ideal protocol, i.e., all SI messages arrive on time to every UAV in the flight formation. In these figures, it can be seen that both the P-RMSE and the LU increase as the reference speed increases, especially from 22.5 m/s to 27.5 m/s. Some of this behavior can be attributed to factors related to the controller and the UAV flight dynamics since in the ideal case (red line) the P-RMSE increases with the speed as well. However, note how there are no lost UAVs in the ideal case, while when using MBPs, the LU metric increases significantly for 25 m/s and 27.5 m/s.
By closely examining Fig. 11 and Fig. 12 , the following observations can be made:
• The P-RMSE and LU metrics are worse for the largest formation size. This is expected, because as the formation size increases, the number of hops needed to reach the UAVs that are located at the edge increases as well.
• In general, the worst performance is offered by the WT-Distance-Based protocol.
• Overall, for the high reference speeds (25 m/s and 27.5 m/s), the trajectory performances offered by the 135Th-Distance-Based and the 3-Counter-Based MBPs are better than the others.
• Simple Flooding seems to work well for low and medium speeds; however, as the speed increases, its trajectory performance worsens. The average PDR and AvgSIage L m for this setup are presented in Fig. 13, Fig. 14, and Fig. 15 . Only plots of AvgSIage L m for the last two formation levels are provided in Fig. 14 (λ = 7) and Fig. 15 (λ = 9) . The following observations can be made from these figures:
• The PDR and AvgSIage L m are worse for λ = 9 (the largest formation size).
• For both λ = 7 and λ = 9, the WT-Distance-Based MBP provides the worst performance (the lowest PDR and highest AvgSIage L m ).
• Simple Flooding provides a PDR and AvgSIage L m that seem to be close to the best among the MBPs.
• The 135Th-Distance-Based and the 3-Counter-Based MBPs provide the best overall network performance.
• It seems that when the PDR is below 0.7 and the AvgSIage L m is above 1, the LU metric increases significantly for all MBPs. By analyzing the results presented in Figs. 11 to 15 , it can be observed that, in general, there is a good correspondence between the trajectory performance metrics and the network performance metrics. That is, the MBPs that provide better network performance provide better trajectory performance for the open-delta formation. Particularly, the 135Th-Distance-Based and the 3-Counter-Based MBPs exhibited the best trajectory and network performances overall. Note that these protocols use a random waiting time before a rebroadcast attempt, and the probability of canceling a packet rebroadcast is low for the evaluation scenario that is considered. Also, observe that Simple Flooding does not provide the worst performance. Thus, the results allow to infer that the best option for open-delta formations is to use MBPs where: a) the probability of canceling packet rebroadcasts is low (but not necessarily equal to zero as in Simple Flooding); b) the PDR is high and the AvgSIage L m is low. Continuing with the analysis of the results provided in Figs. 11 to 15 , note that at high speeds the trajectory and network metrics do not show the same tendencies for the WT-Distance-Based, the Simple Flooding, and the Probabilistic-Based MBPs. For example, for λ = 7 and v r = 27.5 m/s, the protocols with the worst trajectory metrics are WT-Distance-Based and Simple Flooding. However, for these values, the protocols providing the worst network metrics are the WT-Distance-Based followed by the Probabilistic-Based. In this sense, note that when the formation enters and leaves a turn, the network topology could change. Thus, in order to explain this behavior, an in-deep analysis of the evolution of the metrics through the trajectory is provided in subsection VI-B. Fig. 16 and Fig. 17 show the P-RMSE and LU results obtained for the MBPs under evaluation for the delta formation and different reference speeds. In these figures, it can be seen that both the P-RMSE and LU increase as the reference speed increases (particularly from 25 m/s to 27.5 m/s). As in the open-delta formation, some of this behavior can be attributed to factors related to the controller and the UAV flight dynamics. Similar to the open-delta formation, there are no lost UAVs in the ideal case. However, when using MBPs, the LU metric increases significantly for 25 m/s and 27.5 m/s (especially for the largest formation size). Nevertheless, note that the trajectory metrics obtained for the delta formation are better than those obtained for the open-delta formation.
By closely examining Fig. 16 and Fig. 17 , the following observations can be made:
• Overall, the worst performance is obtained when using the WT-Distance-Based protocol (as with the open-delta formation). • For low (15 m/s and 17.5 m/s) to medium (20 m/s and 22.5 m/s) reference speeds, the performance of all MBPs is similar, except for the WT-Distance-Based protocol.
• The P-RMSE and LU metrics are the worst for larger formation sizes, as expected.
• The 135Th-Distance-Based protocol seems to work well for λ = 10 at low and medium speeds. However, as the speed increases to 27.5 m/s, its performance worsens (see the LU metric in Fig. 14) .
• For λ = 15, the performance drop exhibited by 135Th-Distance-Based as the speed increases is notorious. Furthermore, its performance at 27.5 m/s is even worse than that provided by WT-Distance-Based.
• The Probabilistic-Based protocol seems to provide the best trajectory performance overall. • The P-RMSE and LU metrics are better for the delta formation than for the open-delta formation.
The average PDR and AvgSIage L m for this setup are presented in Fig. 18, Fig. 19, and Fig. 20 . Only plots of AvgSIage L m for the last two formation levels are provided in Fig. 19 (λ = 10) and Fig. 20 (λ = 15) . The following observations can be made from these figures:
• For both formation sizes (λ = 10 and λ = 15), WT-Distance-Based exhibits the worst performance (lowest PDR and higher AvgSIage L m ).
• For low (15 m/s and 17.5 m/s) to medium (20 m/s and 22.5 m/s) reference speeds, the 135Th-Distance-Based and the Probabilistic-Based MBPs exhibit the best PDR and AvgSIage L m metrics.
• For high reference speeds (25 m/s and 27.5 m/s), the network performance of 135Th-Distance-Based worsens. The performance decrease is particularly sharp for the larger λ = 15.
• In contrast, for high reference speeds (25 m/s and 27.5 m/s) and λ = 15, the Probabilistic-Based MBP exhibits the best network performance.
By analyzing the results presented in Figs. 16 to 20, it can be observed that, as with the open-delta formation, in general, there is a good correspondence between the trajectory performance metrics and the network performance metrics. However, there are significant differences in the performance offered by different MBPs when the UAVs fly in delta formation compared to the performance observed for the open-delta formation. In particular, the Probabilistic-Based protocol seems to provide the best trajectory performance overall for the delta formation, which is not the case for the open-delta formation. In this sense, note that, compared to the open-delta formation, the delta formation is a denser network where each node has at least two neighbors at the beginning of the flight mission. This is an important observation since MBPs are usually designed to work over dense scenarios, such as those found in VANETs deployments. In particular, it is commonly assumed that denser networks are more challenging for MBPs. Thus, at first sight, the obtained results seem to be counterintuitive. However, it should be noted that, when compared with common ad-hoc scenarios, delta and open-delta formations are low-density scenarios. Therefore, in the evaluation scenario, the obtained results should be analyzed while considering connectivity issues. In this sense, UAVs flying in a delta formation will have higher connectivity compared to UAVs flying in an open-delta formation. This means that a UAV flying in a delta formation has more nodes within reach from which it can receive or relay packets, which in low-density scenarios can lead to improving the PDR but also to more collisions compared to the open-delta formation.
Considering that more collisions can occur in delta formations than in open-delta formations, it is worthwhile to calculate a ''collision ratio'' (CR) as a metric to compare the cost of the PDR achieved by each MBP under evaluation. In particular, in this paper, the CR is calculated by counting the total number of collisions that occur during a simulation trial and then dividing the result by the total number of packets that are sent by the leader UAV. Fig. 21 shows the CR obtained for the different MBPs under evaluation for the delta formation. Note that WT-Distance-Based has the lowest CR followed by Probabilistic-Based. However, the WT-DistanceBased has the lowest PDR, which helps to explain why the trajectory performance offered by the Probabilistic-Based MBP is better. Furthermore, by observing Figs. 18 to 21 , it can be concluded that the Probabilistic-Based MBP offers a better tradeoff between the PDR, AvgSIage L m , and CR compared to the other MBPs under evaluation, particularly for high speeds and λ = 15. This, in turn, translates to better trajectory performance, as observed in Fig. 16 and Fig. 17 .
Although the previous analysis may help to explain why the Probabilistic-Based MBP provides the best trajectory metrics at high speeds, no conclusion can be made about why the 135Th-Distance-Based MBP shows the performance drop at high speeds (25 m/s and 27.5 m/s). In that sense, it is worth recalling that, except for Simple Flooding, all protocols under evaluation include mechanisms that cancel packet retransmissions when a certain criterion is fulfilled. Therefore, in addition to collisions, a distant node might not receive an SI packet because of a rebroadcast cancellation. However, for the proper functioning of the formation control strategy, it is necessary to periodically receive the SI that is generated by the leader UAV. Thus, it is worthwhile to calculate the percentage of packet rebroadcasts that are canceled (PRC) by each MBP under evaluation. The PRC is shown in Fig. 22 . Note how WT-Distance-Based cancels more packet rebroadcasts for this scenario than the other MBPs. This further explains why WT-Distance-Based exhibits the worst trajectory metrics. Nevertheless, note how the second MBP that cancels more rebroadcasts is 135Th-Distance-Based. This helps to explain why at high speeds this protocol has a significant performance drop, especially for λ = 15.
The PRC plot helps to explain the trajectory performance drop that is observed when using the 135Th-Distance-Based MBP for λ = 15. However, the trajectory performance exhibited by 135Th-Distance-Based is even worse for v r = 27.5 than that obtained when using WT-Distance-Based (see Fig. 17(b) ). Therefore, to gain more insight into this behavior, an in-deep analysis of the evolution of the metrics through the trajectory is provided in subsection VI-B.
B. RESULTS BY SEGMENTS
In this section, an analysis considering the time evolution of the evaluation metrics is presented. Specifically, the sweep trajectory considered in the previous sections was divided into seven segments, as shown in Fig. 23 .
This analysis aims to track the evolution of the network metrics as the UAV formation follows the reference trajectory. To this end, the network metrics were calculated using a moving average of 10 sample periods. In this way, fast fluctuations in the performance metrics are smoothed, and good insights into the evolution of the metrics can be achieved. In addition to the network metrics used in the previous section, the burst average length (BAL) of the losses (see subsection V-B-2) is considered in the analysis. Fig. 24 shows the moving average P-RMSE obtained for the different MBPs under evaluation for the delta formation with λ = 10 and v r = 27.5 m/s. For this figure, only the UAVs from the third level or higher were considered for the P-RMSE calculation. The P-RMSE is presented considering the segments shown in Fig. 23 . It can be seen in Fig. 24 that, in general, the moving average P-RMSE of all MBPs increases as the UAVs make the turn (segments m 1 −m 2 − m 3 and m 4 −m 5 − m 6 ) and decreases when UAVs exit from it. Note that the P-RMSE behavior observed in Fig. 24 agrees with the results of Fig. 16(a) in the sense that the WT-Distance-Based MPB provides a slightly worse P-RMSE performance than the other MBPs. However, note that the behavior observed in the moving average P-RMSE does not fully explain the LU metric results shown in Fig. 17(a) where the performance of WT-Distance-Based is significantly worse than the rest. The reason for this is because once a UAV is definitively lost, it is no longer considered for the P-RMSE calculation.
Furthermore, considering the wireless propagation phenomena, it is reasonable to infer that UAVs that are closer to the leader consistently have better probabilities of successful packet reception. Thus, considering these nodes in the metric calculation in scenarios with a low number of UAVs might bias the average. Therefore, the following analysis is focused on UAVs flying at the edges of the last formation level, which are more prone to experience challenging network conditions, e.g., disconnections, and fewer neighbors.
To further analyze the LU metric behavior observed in Fig. 17(a) for λ = 10 and v r = 27.5 m/s, the moving average PDR for the UAVs flying at the formation edges is shown in Fig. 25 . In particular, Fig. 25(a) shows the moving average PDR of the UAV that is located in the south-west edge of the formation (referred to the rotated coordinate system X r O r Y r shown in Fig. 2 ) and labeled UAV7. Similarly, Fig. 25(b) shows the moving average PDR of the UAV that is located in the south-east edge of the formation and labeled UAV10.
Note in Fig. 25 how the PDR significantly decays for UAV7 when it makes the first turn (m 1 − m 2 − m 3 ), while for UAV10 the PDR decays when it makes the second turn (m 4 − m 5 − m 6 ). Thus, the PDRs of UAV7 and UAV10 decay when FIGURE 27. Moving average burst average length (BAL) obtained when SI messages are disseminated with the different MBPs considered. For this figure, only burst lengths higher than 1 were considered; and UAVs fly in delta formation with a reference speed = 27.5 m/s and λ = 10. Only the UAVs that are located at the (a) south-west (UAV7) and (b) south-east (UAV10) edges of the formation were considered for the calculations. The results at each sampling period were obtained using the average of a minimum of 2000 runs to achieve statistical significance.
they make a turn and are located at the outside of the curve while following the reference trajectory of Fig. 23 . Following the analysis, Fig. 26 and Fig. 27 show the moving average AvgSIage and BAL for UAV7 and UAV10. As with the PDR, both metrics significantly worsen when the corresponding UAV makes a turn and is located at the outside of a curve in the trajectory.
By closely analyzing the moving average PDR, AvgSIage and BAL results provided in Figs. 25 to 27 , respectively, the following observations can be made regarding the network performance offered to the UAVs that are located at the formation edges (UAV7 and UAV10):
• The performance of all MBPs is worse at turns.
• The WT-Distance-Based protocol consistently provides the worst network performance. In addition, it is the MBP that is most affected by network conditions at turns.
• AvgSIage metric indicates that while following a straight-line path, on average, the controller uses recent SI at every sampling time. However, as the formation enters the curve, the AvgSIage increases, which can be caused by significant delays or packet drops. This is particularly acute for the WT-Distance-based protocol since at one point the SI that is used by the controller can be older than 5 sampling periods on average. In contrast, for the other MBPs, the AvgSIage is below 3 sampling periods. This helps to explain why when using WT-Distance-based, more UAVs are lost.
• The BAL metric indicates that when using the WT-Distance-based protocol, the BAL is larger than for the other MBPs.
• By comprehensively analyzing the PDR, AvgSIage and BAL metrics shown in Figs. 25 to 27, respectively, it can be inferred that, in addition to physical link disconnections, the multi-hop broadcast approach of WT-Distance-based induces significant SI dissemination delays and packet losses such that the controller effectiveness at keeping UAV7 and UAV10 within the formation is lost in the curves. Continuing with the analysis of the results by segments, Fig. 28 shows the moving average P-RMSE obtained for the different MBPs under evaluation for a delta formation with λ = 15 and v r = 27.5 m/s. For this figure, only the UAVs from the third level or higher where considered for the P-RMSE calculation. The P-RMSE is presented considering the segments shown in Fig. 23 . As in Fig. 24 , it can be seen in Fig. 28 that the P-RMSE increases as the formation makes a turn and decreases when the formation exits from it. Different from the case with λ = 10, for λ = 15, the P-RMSE provided by the 135Th-Distance-Based protocol at the turns is slightly worse than that obtained when using the other MBPs.
Continuing with the analysis performed for λ = 15 and v r = 27.5 m/s, Figs. 29 to 31 show the moving average PDR, AvgSIage, and BAL for UAVs flying at the formation edges for a delta formation with λ = 15 and v r = 27.5 m/s. For these figures, the network metrics were calculated with a moving average of 10 sample periods. Similar to the previous case, the UAV that is located at the south-west edge of the formation is labeled as UAV11, and the UAV that is flying at the south-east edge of the formation is labeled as UAV15. the case under analysis, the worst performance at the turns is provided by the 135Th-Distance-Based protocol instead of the WT-Distance-Based MBP. This explains the P-RMSE and LU metrics results shown in Fig. 16(b) and Fig. 17(b) , respectively, where the 135Th-Distance-Based MBP provides the larger P-RMSE and LU for λ = 15 and v r = 27.5 m/s.
In summary, for the UAVs that are located at the south-west and south-east edges of a delta formation, the network performance provided by the different MBPs is acceptable while flying on straight lines. However, Figs. 24 to 31 show that the performance significantly worsens at turns when the UAV is located at the outside of the trajectory curve. Although the performance drop is experienced by all MBPs under evaluation, it is important to note that for λ = 10, the worst network performance at curves is provided by the WT-Distance-Based protocol, while for λ = 15, the worst network performance is obtained when using the 135Th-Distance-Based MBP. This is a very important observation since it explains the changes in the trajectory performance (i.e., P-RMSE and LU) offered by both protocols when λ increases from 10 to 15 (see Fig. 16 and Fig. 17) . Furthermore, note how the trajectory performance is mainly affected by the network performance of the nodes that are located at the formation edges. Thus, the network performance metrics that are traditionally calculated by averaging over all nodes (e.g., Fig. 18 to Fig. 19 ) within an ad-hoc network deployment (e.g., MANETs and VANETs) cannot be used to fully explain the behavior observed in the trajectory metrics ( Fig. 16 and Fig. 17) . Therefore, for UAV formation control applications, the results presented in this subsection underline the importance of the trajectory path and time evolution analysis proposed in this paper to evaluate the MBPs suitability for SI dissemination. 
C. STUDY CASE
As mentioned in the introduction, remote sensing is one of the main applications for multi-UAV systems, e.g., [14] , [15] , [53] , [54] , and [56] [57] [58] . In a remote sensing multi-UAV mission, each UAV captures a series of images (e.g., in the visible light, near-infrared or mid-infrared bands) with a high spatial resolution while flying in formation over a predefined area. Then, the images from all UAVs must be stitched together to obtain the full image of the area of interest and post-processing is performed to extract the desired information, e.g., vegetation indexes. Thus, maintaining a flight formation is crucial in order to be able to cover the desired imaging area with a single flight multi-UAV mission. As such, to further show the relevance of the study performed in this paper, an example of the suitability of the MBPs to disseminate SI messages while performing a multi-UAV imaging remote sensing mission is presented next. In imaging remote sensing missions, important parameters such as the camera footprint of each UAV or sensing area can be related to flight formation parameters such as the longitudinal and lateral distances between neighbor nodes. Fig. 32 depicts this relationship where the flight formation and overlap parameters (e.g., the overlap between neighboring sensing areas) are shown. The parameters considered for this application example were extracted from existing literature, e.g., [57] and [58] , and are shown in Table 4 with their corresponding value.
For each simulation run, a mission is considered to be successful if none of the UAVs in the formation leave the sweep area shown in Fig. 32 during the entire mission. Note that the area itself moves following the reference point during the mission execution. Figs. 33 to 35 show the number of missions successfully completed with the considered MBPs as the reference speed, v r , increases when UAVs fly in open-delta and delta formations. The formation size λ ranges from small (Fig. 33) to large (Fig. 35) for each formation type.
By analyzing the results presented in Figs. 33 to 35 , the following conclusion can be drawn:
• For missions involving a small number of UAVs (Fig. 33) , the selection of the MBP has little impact on the number of successful missions. Moreover, the mission can be executed at high speed (v r = 27.5 m/s) without a negative impact on the mission success.
• For missions involving a medium number of UAVs (Fig. 34) , performance degradation starts at v r = 25 m/s for the open-delta formation. In contrast, for the delta formation, a high number of successful missions can be achieved even at high speeds. Thus, for mission planning, it is important to assess the tradeoff between executing the mission with a minimum time (i.e., by using a delta formation with high speed) or with a smaller number of UAVs (i.e., by using an open-delta formation with a low to medium speed).
• For the delta formation with λ = 10 ( Fig. 34(b) ), although most MBPs were able to successfully complete a large number of missions for v r = 27.5 m/s, the performance drop that is observed for the WT-Distance-Based protocol discourages its use for this application.
• For missions involving a large number of UAVs (Fig. 35) , a significant performance drop is observed at v r = 22.5 m/s for the open-delta formation and at v r = 25 m/s for the delta formation. Nevertheless, in this case, only the delta formation successfully completes 100% of the missions for speeds below v r = 25 m/s.
• For the delta formation with λ = 15 ( Fig. 35(b) ), the 3-Counter-Based and Probabilistic-Based MBPs provided the best performances at high speeds. In contrast, at high speeds, the worst performance is provided by the 135Th-Distance-Based and the WT-DistanceBased protocols. This agrees with the analysis presented in the previous sections.
VII. CONCLUSION
This work studied how the network performance offered by different MBPs that were originally proposed for MANETs and VANETs impacts the effectiveness of distributed UAV formation control to maintain flight formation during a mission execution.
The evaluation results show that even though at low speeds SI dissemination using MBPs is effective in terms of maintaining the UAV formation, as the mission reference speed increases, maintaining formation becomes harder. When comparing the results obtained when using MBPs against ideal SI dissemination, it can be observed that the P-RMSE is higher when an MBP is used. Furthermore, with the ideal SI dissemination, no UAVs are lost. In contrast, some UAVs are lost when using MBPs for SI dissemination, particularly at high speeds. Thus, in actual FANET deployments, it can be stated that the particular MBP used to disseminate SI messages plays a key role in maintaining the formation in distributed UAV formation control.
The obtained results show that factors such as packet losses or delays, that inherently appear in FANETs, affect the suitability of the MBPs for assisting distributed UAV controllers in maintaining a UAV formation. However, to be able to evaluate the performance of the MBPs for distributed UAV formation control applications, a more comprehensive set of metrics should be analyzed. Specifically, the performance of the MBPs was evaluated in terms of the quality of the information that the controller has at each sampling period. Thus, using the PDR is not enough, since the SI age (AvgSIage) at the sampling time is also important. Therefore, the average PDR metric, which is commonly used to assess MBP performance, does not provide enough information to weigh the suitability of MBPs for SI dissemination in distributed UAV formation control applications. This is highlighted by the trajectory metrics (P-RMSE and LU) obtained for the delta formation at high speeds when using the 135Th-DistanceBased MBP, which were worse than those obtained when using Simple Flooding, even though 135Th-Distance-Based exhibits a higher average PDR.
To further analyze the performance of the MBPs, the costs of each protocol to achieve a particular PDR were evaluated using the average collision ratio (CR), and the average packet rebroadcasts canceled (PRC) metrics. The use of these average metrics is proposed in this paper to perform an initial assessment of the suitability of the MBPs for SI dissemination. In this sense, for the delta formation and high speeds, it can be observed that although a high PRC adversely affects the trajectory performance (e.g., WT-Distance-Based), the best trajectory performance was not obtained when the PRC was equal to zero, as in the case of Simple Flooding. In fact, for this scenario the best performance was provided by the Probabilistic-Based and 3-Counter-Based MBPs, which exhibited relatively low PRCs and high PDRs. Therefore, it can be stated that there is a need to propose new MBPs that are specifically designed for SI dissemination and consider these issues.
Using average network metrics (which is commonly done for MANETs and VANETs) is a good starting point for the evaluation of MBPs. However, when they are used to evaluate the performance of the MBPs for SI dissemination in distributed UAV formation control applications, average network metrics do not fully explain the results observed for the trajectory metrics. Thus, in this work, the use of moving average network metrics is proposed to gain more insight into the performance of the MBPs for this kind of application. By using moving average metrics, it was found that the performance of most MBPs significantly worsens when the formation makes a turn. This is particularly acute for UAVs that are located at edges of the formation, which receive SI messages through multiple hops. Thus, by performing moving average analysis, the key zones of the flight formation where the relevance of the information quality (e.g., AvgSIage) is higher can be detected. This further highlights the need to design new MBP strategies that are focused on SI dissemination for distributed UAV formation control.
Finally, note that except for Simple Flooding, all protocols under evaluation include mechanisms that cancel packet retransmissions when a certain criterion is fulfilled. Therefore, in addition to collisions and propagation phenomena, a distant node might not receive an SI packet because of a rebroadcast cancellation. Thus, the results and analysis that are provided in this paper show that more than simply selecting any MBP to disseminate SI messages in FANETs, it is necessary to design a protocol that can adapt to the conditions of the target scenario. Future work includes developing an adaptive MBP based on attributes such as the curvature and reference speed, which can be calculated on the fly during the mission. Additionally, future work will include evaluating the adaptive MBP for different adverse conditions such as wind disturbance.
