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Ce travail porte sur l'analyse des performances des Systèmes de Commu- 
nications Personneiles (SCP) terrestres utilisant l'Accès Multiple par Répartition de Codes 
(AMRC). L'analyse est faite en considerant la liaison montante, c'est à dire du mobile à la 
station de base. 
Il a et6 montre que les systèmes AMRC permettent d'obtenir une grande 
capacitk. Cependant, les systèmes AMRC sont lùnités en interference puisque l'inter- 
ference totale dans ces systèmes est directement liée au nombre d'utilisateurs actifs dans 
le réseau. De plus, ces systèmes sont assez sensibles B une erreur de contrôle de puissance. 
Plusieurs recherches portant sur l'analyse des performances des systèmes AMRC ont été 
faites. Dans ces recherches, on pose certaines hypothèses qui simplifient l'analyse telles 
que: la supposition d'un modkle & cellule unique, un système de contr6Ie de puissance 
simple, etc. 
Dans cet ouvrage nous élaborons un mod&le de propagation dans le canai 
radiomobile qui se rapproche le plus possible de l'environnement cellulaire. Le canal 
radio ainsi considés6 est défini par une combinaison d'évanouissements de Rayleigh et de 
Rice; le système de contrôle de puissance utilisé est en boucle ouverte et est rnod6lid par 
une variable aleatoire qui suit une loi log-nomale. 
Après avoir décrit le mod&le du canal, nous evaluons les performances du 
système. Pour ce faire, nous procédons B l'etaiement spectral. L'btalement spectral est une 
technique qui permet de réduire l'interfkrence et assure une bonne confidentialite. Étant 
donne la grande largeur de bande consentie aux systèmes AMRC. nous effectuons l'étale- 
ment spectral en utilisant une combinaison des séquences pseudo-alkatoires et du codage 
convolution.nel de faibles taux de codage. La longueur de la séquence pseudo-aléatoire est 
fonction du taux de codage. Or, plus cette longueur est grande, plus le nombre de 
st5quences pseudo-altiatoires disponibles est important, ce qui permet de réduire l'inter- 
ference entre les usagers. Disposant d'un catalogue de codes convolutio~els de faibles 
taux de codage. nous cherchons. pour une longueur de contrainte donnée, les taux de co- 
dage optimaux qui  pour un etalement spectral total fixe, nous offrent la meilleure combi- 
naison entre le codeur et la séquence pseudo-aléatoire qui maximise la capacite du 
système. 
Nous ~vduons d'abord les performances du syst&me en considerant le 
modèle de la ceIIde unique. Ceci est rkalise en utilisant les codes convolutionnels i3 pro- 
habilite d'erreur minimale de longueurs de contrainte 7 s K a  10 et de taux de codage 
1/ 128 a R a 1/ 16. On remarque que les codes qui offrent les meiileures performances 
sont ceux pour lesquels les longueurs de contrainte sont K = 9 et K = 10. Pour les codes 
dont la longueur de contrainte K = 9. celui qui offre les meilleures performances est celui 
dont le taux de codage est R = 1/32. tandis que pour les codes dont la longueur de con- 
trainte est K = 10. le taux de codage optimal est R = 1/64. 
On analyse ensuite les performances du système en tenant compte d'un 
modèle rnulti-cellules réaliste. Ceci est fait en considerant les codes optimaux obtenus 
pour les longueurs de contrainte K = 9 et K = 10. On &die le comportement du 
systkme par rapport B une imperfection du contrôle de puissance. Les r6sultats montrent 
que les performances du mod&le multi-cellules sont inf&ieures celie du modèle B cellule 
unique. Les r6sultats montrent aussi la sensibilité des systemes AMRC une erreur de 
contrBle de puissance. En effet, si on consid&e le code optimal de longueur de contrainte 
K = 9 et de taux de codage R = 1 /32, et en supposant que le système ne peut depasser 
une probabilité d'erreur par bit Pb = 10-~, avec un rapport signal B bruit thermique avec 
compensation ( P E , )  /No = 15 dB, un écart type de l'erreur due au contrôle de puis- 
sance. os = 2,3 dB conduit B une chute de la capacité de 25% par rapport au cas où 
cette erreur est, 0, = 2 dB. On montre aussi qu'en considérant toujours Pb = 16~. & 
O s  = 2 ,6  dB,  le système ne supporte aucun usager. 
Dans le but d'amdliorer les performances du systhe, on utilise deux 
param&tres de I'AMRC qui réduisent les interférences et donc augmentent la capacitk. Ces 
param&res sont l'activité vocale et la sectorisation d'antennes. Les résultats montrent 
qu'en se dotant d'un modele qui exploite la combinaison de ces deux paramétres. il est 
possible pour les sys&mes AMRC de pouvoir supporter une erreur de contrôle de puis- 
sance os = 4 dB. Ce qui represente une très nette amélioration des performances. 
ABSTRACT 
This work is focused on the Performance Evaluation of Terrestrial Per- 
sonal Communication Systems (PCS) using Code Division Multiple Access (CDMA), for 
the reverse liak, Le, from mobile to base station. 
It is weU known that terrestrial CDMA mobile communication allows to 
achieve a great capacity. However, CDMA systems are interference limited, because the 
total interference is proportional to the number of active users in the network Further- 
more. those systems are very sensitive to the power control error. Several researchs have 
been carieci out in order to evaluate the performance of CDMA systems. In those 
researchs, there are some assumptions which make the analysis simple such as: single-ceii 
model, perfect power conaol, etc. 
In this work, the channel is modeled in a marner that approximate the 
cellular environment. The chamel model is describeci by a time share of shadowing, A .  
which is the fraction of the tirne that a user is shadowed. During a shadowed interval, the 
channel is modeled as frequency-nonselective Rayleigh fading. During the fraction 
( 1 - A),  of unshadowed time, the channel is modeled as frequency-nonselective Rician 
fading. The Adaptative Power Control (APC) algorithm is an open-loop, and the Power 
Control Error (Pm) is modeled by a log-normal random variable. 
The evaiuation of system performances is accomplished by using spread 
spectrum technique. Spread spectrum is a technique that d o w  to reduce interference and 
assure a good privacy. Furthemore, according to the very large available bandwidth 
dowed in a CDMA systems, spread spectnim can be achieved by using a combination of 
pseudo-noise sequences. and wnvolutiomal coding with a very low rate codes. The 
length of the pseudo-noise sequence depends on the rate of convolutio~al code used. But, 
greater is the length, greater is the number of available pseudo-noise sequences. This leads 
to reduce the total Multiple Access Interference (MAI) in the system. Using the catdogue 
of convolutionnal codes with low rate, for a given constraint length, we are going to look 
for the optimal coding rates wbich yield the maximum capacity combination of the 
encoder and the pseudo-noise sequence for a fixed spread spectrum. 
In the first step, we evaluate the system performances with the assump- 
tion of a single-ceil. This is achieved by usiag wnvolutiomal codes of constraint lenght 
7 5 K 5 10, and coding rates 1/ 128 s R s 1/16. It can be seen that d e s  with a con- 
stra.int lenghts K = 9 and K = 10 offer the b a t  performances. For codes with constraint 
length K = 9, the best code is the one that bas a codllig rate R = 1 /32 ; and for those 
with constraint length K = 10, the optimal coding rate is R = 1 /64 . 
The next step is to analyze th system performance with a multiple-cell 
model. This is done b y using the optimal code with constraint length K = 9 and K = 10. 
We evaluate the performance of the system with the assurnption of imperfect power con- 
a01 error. We show that, the performances obtained using this mode1 is substantialiy 
smaüer than the performances of the single-ceil model. It is also proved that the system is 
rather sensitive to srnail power control errors. For example, for the optimal code of con- 
straint length K = 9, with coding rate R = 1/32, assuming a bit errm rate Pb = 1od3, 
and signal noise ratio with compensation ( P  E,) / N o  = 15 dB, the capacity decrease to 
25% if the PCE standard deviation is increased by 0.3 dB (O, = 2 dB ta 
O, = 2.3  dB). Also, if we assume a PCE standard deviation os = 2 ,6  dB, then no 
user can be handled at a bit error rate Pb = 1on3. 
Finally. in order to increase the performances of the system. we exploit 
two CDMA parameten that d o w  us to reduce the multiple access interference. This leads 
to inaease the capacity of the system. Those parameters are: voice activity and sectoriza- 
tion. It is proved that a system that exploit a combination of those rwo parameters offers 
good performances with a PCE standard deviation of 4 dB. This is a peat improvement of 
the s ystem performances. 
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INTRODUCTION 
L'avènement des communications cellulaires a donné naissance à une 
nouvelle facon de communiquer et B une grande mobilitti des usagers. A l'origine perçus 
comme objets de luxe et donc limités B un petit nombre d'utilisateurs, les tél6phones cellu- 
laires connaissent aujourd'hui une très grande expansion qui a et6 marquée par une forte 
demande de la part des usagers qui désirent communiquer avec leurs correspondants en 
tout temps, et en tout lieu. et sans contrainte. 
L'intérêt du public pour les communications mobiles de plus en plus 
grandissant, ceci a suscite dans de nombreux pays une importante croissance des reseaux 
de radiocornmunications mobiles et une progression fulgurante de la teléphonie cellulaire, 
donnant naissance Zt une nouvelle technologie et tt un nouveau meneau de recherche. Lob- 
jectif de cette nouvelle industrie est de mettre & la disposition des usagers une grande 
gamme de services de communications persomalisées. Les Systèmes de Communications 
Personneiles (SCP) actuels permettent B travers un téléphone cellulaire d'émettre et de 
recevoir des appels téléphoniques. des fax, des transferts des données, etc. C'est ainsi 
qu'aujourd'hui, certains tél6phones portatifs se comportent B la fois comme t6Mphone 
ordinaire lorsque l'usager se trouve dans son domicile, et comme téléphone cellulaire lor- 
squ'il est B 19ext&ieur. Ceci permet à ce dernier de pouvoir communiquer avec ces corre- 
spondants en tout temps, sans crainte de perdre un appel. C'est le cas notamment du 
systeme FIDO au Canada qui est le tout dernier né des seMces de communications per- 
sonnelles d6veloppe et commercialisé depuis novembre 1996 par la compagnie Microceil 
Solution de Montréal. 
Pour satisfaire B la demande toujours croissante, on devrait maximiser la 
capacité du rheau tout en maintenant une bonne qualité de service. Les usagers n'étant 
lies par aucun lien physique au réseau de communications, ceuxci doivent partager la 
même bande de fréquences dans le but d'accéder au réseau. Le principal probleme est 
donc l'a& au réseau. Le premier choix architecturai qu'il faut faire & ce niveau, con- 
cerne le d-upage du spectre doué, ou plus précisement du plan temps/fkéquence, pour 
obtenir des canaux physiques qui supporteront une communication tél6phonique. C'est A 
cet 6gard que les techniques d ' a d  multiples doivent être instaurées de façon B partager 
la bande de frequences entre tous les usagers qui tentent B accéder au réseau. Le but des 
techniques d ' a d  multiples est d'orthogonaliser dans le canal de transmission, les sig- 
naux des differents usagers du système. Pour ce faire, on repartie I'information transmise 
des differents usagers du système B l'intérieur d'une bande de fkéquences, ou sur un inter- 
valle de temps defini. 
Les techniques d'accès multiples utilisées dans les systèmes de deuxi&me 
et de troisi6me gkn6rations reposent essentiellement sur la technologie numérique. La 
technologie numérique permet d'accroître la flexibilite et la versatilité des techniques 
d'a& multiples, puisqu'il est possible d'appliquer un certain nombre de traitement sur 
l'information ii transmettre tels que: le codage de la parole, la modulation, 1'6galisation. le 
codage protecteur, décodage, synchronisation, contrôle de puissance, etc. 
La technique d'accès multiple considMe dans ce travail est l'Accès Mul- 
tiple par Reputition de Codes (AMRC). Dans cette technique, l'orthogonalisation des 
sCquences d'information est assude par des séquences pseudo-aleatoires de grande 
largeur de bande, utilisant des codes propres B chaque usager. Le spectre de la sequence 
transmise est dtalé sur une bande de fréquences beaucoup plus grande. Les signaux de tous 
les usagers sont superposes dans le canal et le code propre B chaque usager permet d'ex- 
traire le signal d'un usager en particulier. 
Dans les SCP actuels utilisant I'AMRC, lorsque la transmission de l'in- 
formation entre correspondants mobiles s'effectue, des ph6nomènes particuliers tels que le 
contrale de puissance. l'effet d'orn brage. les évanouissements. etc, apparaissent. Ces 
ph6nomènes apportent une d&&ioration au niveau de la qualité des signaux reçus. Les 
problèmes majeurs rencontrés dans les syst&mes AMRC sont l'interftrence totale due h 
l'ac- multiple, e t  le contrôle de puissance. On sait que l'uiterf6rence totale dans les 
systèmes AMRC est très M e  au nombre d'utilisateurs, c'est la raison pour laquelle, on dit 
que ces systèmes sont limit& en intefieence. Le contrôle de puissance représente une 
fonction difficile & mettre en oeuvre, et dont la gestion est assez complexe. Dans cette 
recherche. nous Ctudions l'effet de ces problèmes sur les performances du systeme. et pro- 
posons des techniques qui permettent d'ameliorer ces performances. 
L'analyse des performances a Cté effectuée en tenant compte de l'envi- 
ronnement ceiiulaire. En effet, on Ctudie les problkmes de propagation dans le canal radio- 
mobile, et  on dresse un modèle de propagation du canal qui se rapproche le plus possible 
de la redite. Les techniques de réduction d'interferences sont etudiées. Dans cette recher- 
che, toute l'analyse est faite uniquement pour la liaison montante ( c'est B dire la liaison 
mobile B station de base). 
Lis te des contributions: 
Les contributions de notre recherche sont les suivantes: 
- Mod6lisation du canal radiomobile en tenant compte de l'effet d'om- 
brage et d'un contrôle de puissance plus réaiiste avec compensation de 
puissance des usagers en situation d'ombrage. Le contrôle de puissance 
est modélisé par une variable aleatoire de type lognormale. 
- Analyse de l'interférence totale du système due l'accès multiple 
(MAI) en tenant compte d'un contrôle de puissance imparfait. 
- Étude et dvaluation de la capacit6 des systemes AMRC en utilisant les 
codes B probabilité d'erreur minimale (codes MPb) de longueur de con- 
trainte 7 a Kc; 10 et de taux de codage 1/128 < R < 1/16 en présence 
d'un contrôle de puissance imparfait. Un modèle gkn6rai d'interférence 
faisant intervenir les paramètres du MAI est dévéloppe. Choix des 
codes MPb optimaux destinés aux systèmes AMRC. 
- Évaluation de la borne supérieure de !a probabilité d'erreur par bit des 
systèmes AMRC en tenant compte des phhomènes d'ombrage, d'un 
contrdle de puissance imparfait et de la compensation de puissance 
apportée pour compenser les performances des usagers en situation 
d'ombrage. 
- Analyse de la sensibilité des syst&mes AMRC en présence d'un contrôle 
de puissance imparfait. Cette analyse tient compte du modèle d'inter- 
férence inter-cellules et du cas où une fraction des usagers se trouvent 
en situation d'ombrage. 
- Analyse des performances des systèmes de communications person- 
nelles en utilisant les paramètres de I'AMRC. Deux parametres affec- 
tant les MAI sont identifiés. Un mod8le est utilisé afin de faire ressortir 
l'influence de ces paramétres sur les performances du système. 
Le mkmoire se compose comme suit: 
- Le chapitre 1 porte sur 1'6volution des syst&mes de communications 
personnelles et de la probldmatique. Dans ce chapitre on décrit les dif- 
fkrents systèmes de communications cellulaires depuis leur apparition il 
nos jours; on parle aussi des problèmes lies h cette évolution. 
- Le chapitre 2 présente les diff6rents phenorn&nes rencontrés dans la 
propagation du signal dans le canal radiomobile. Dans ce chapitre. on 
parle des diff6reats types d'évanouissements rencontrés dans le canai 
radio, ainsi que des modèles de propagation. On introduit également la 
notion de bruit. 
- Le chapitre 3 traite des notions g6drales des techniques d'ac&s multi- 
ples. L'accent est accord6 B la description de la technique d'Accès Mul- 
tiple par RCpartition de Codes (AMRC). 
- Au chapitre 4, nous abordons l'analyse de l'interfi5rence. Cette analyse 
est faite dans un premier temps pour le cas d'un mod&le B cellule 
unique et dans un second cas pour un modkle plus réaiiste qui tient 
compte de I'interftkence créée par les usagers qui se trouvent dans les 
cellules adjacentes. L'btude est faite en considCrant un contrôle de puis- 
sance imparfait. 
- Au chapitre 5, on &due les performances des systèmes de communica- 
tions persornelies en utlisant les codes B probabilitk d'erreur minimale 
de faibles taux de codage. Un choix des codes optimaux est fait. 
- Le chapitre 6 presente un rnodhle raffiné dans lequel on utilise les 
paramètres de I'AMRC affectant la capacité du système. Une analyse 
de l'effet de ces parani&res sur les performances du s y s t h e  est alors 
abordée. 
La conclusion effectue la synthèse des résultats obtenus. Elle apporte 
aussi une suggestion sur les perpespectives de recherches A venir. 
CHAPITRE 1 
PROBLÉMATIQUE ET ÉVOLUTION 
DES SYSTÈMES DE COMMUNICATIONS 
CELLULAIRES 
L'objectif initial de la tél6phonie ceLlulaire &ait de fournir les sewices 
télephoniques B une vaste population d'utilisateurs mobiles. La demande de plus en plus 
forîe. a fait connaître des changements notables du point de vue de la qualit6 de service, et 
au niveau de la couvemire des réseaux de communications. C'est ainsi que L'on est passé 
des systèmes de transmission analogique des toutes premihres gherations. aux systèmes 
de transmission numérique qui sont les plus utilises B nos jours. Dans ce chapitre, nous 
regarderons dans un premier temps I't5voiution des systèmes de communications cellulai- 
res sous la perspective du changement conceptuel qui s'op&re B présent dans le passage de 
la télephonie dite classique il la teléphonie de l'&e des communications personnelles. 
Dans un second temps, nous porterons notre attention sur les probkmes rencontrés dans 
les systèmes de communications cellulaires actuels; une revue des travaux antkrieurs est 
abordée dans cette optique. 
1.1 - Évolution des systbmes de communications cellulaires 
1.1.1 - Systernes de premiere genération 
Divers sys t&mes de première génération ont ét6 elabor& B partir de la fin 
des années 70. Leur objectif etait de fournir les services téléphoniques B des usagers en 
deplacement; ceci permettait aux utilisateurs d'avoir une certaine mobilité d'où l'appela- 
tion systèmes radiomobiles. L'utilisation d'une liaison radio permet de couper le cordon 
ombilical qui relie un télt5phone aux réseaux fixes et les autorise ti avoir une grande liberté 
de mouvement. Les seMces proposés dans les systèmes de prernikre gén6ration se Illni- 
taient uniquement B la téléphonie. 
Divers standards furent proposés. Le standard des systèmes de communi- 
cations cellulaires de premiére géneration dominant utilisé en Amenque du Nord Ctait 
AMPS (Advauced Mobile Phone Systems). tandis que le système NMT (Nordic Mobile 
Telephone) a connu un succès en Europe. La transmission dans les systèmes de première 
ghkration est analogique utilisant une modulation de fréquence pour la transmission de la 
voix, la modulation FSK (Frequency Shift Keying) pour la signalisation, et la technique 
d'A& Multiple par Répartition des Fréquences (AMRF). Dans les systèmes AMPS, on 
utilise 666 canaux dont 42 sont utilisés pour le contrale des appels, et 624 canaux pour les 
conversations vocales. Dans ces syst&mes. la gestion du handoff (changement de canal 
radio en cours de communication) est centralisée. Le contrôleur de 1'6lérnent coordonateur 
du système MTSO (Mobile Telephone Switching Office) reçoit les informations provenant 
de plusieurs stations de base concernant les niveaux de signaux avec les mobiles et dkcide 
& quel moment le mobile doit changer de canal pour une autre cellule. 
Les systèmes de première génkration posent un problème de standardisa- 
tion, et d'incompatibilite. Ce probléme apparaît surtout en Europe, où il est impossible 
d'utiliser le même télkphone cellulaire dans différents pays. Ces syst&mes sont aussi sou- 
mis B des problémes de limitation de capacite, et de confidentialité. Ce sont toutes ces 
limites qui motiveront l'apparition des systèmes de seconde gendration dans la seconde 
moitie des années 80. En fait, on passe des syst&mes de transmission analogique aux systè- 
mes de transmission num6rique. 
1.1.2 - Systemes de deuxième generation 
Apparus au cours des années 80, tous les systèmes de deuxi&me genéra- 
tion, contrairement B ceux de la premiere gtnération utilisent une transmission numerique. 
Les appels vocaux. les messages codés sont transmis B travers une interface radio utilisant 
un ou plusieurs procédés de modulation num6rique. 
La standardisation a joue un raie très important dans Le dévéloppement 
des systèmes de deuxième genbration. En Europe. la necessité d'avoir un standard euro- 
péen pouvant remplacer la variet6 des syst&mes cellulaires analogiques fut la principale 
motivation qui a donné naissance au systeme GSM (Global System for Mobile communi- 
cations). En Amérique du Nord et au Japon, où il existait un unique syseme analogique. la 
necessite d'avoir des normes telles que: 1s-54,IS-95, et Personal Digital Cellular(PDC), a 
permis de couvrir un plus grand nombre d'usagers, et d'offrir une vaste gamme de pro- 
duits de valeur ajoutée. Il est & noter que ces systèmes ont aussi kt6 concus pour être appli- 
qués aux systemes de commUILications par satellites, et aux pagettes. 
Dans ce qui suit., nous présentons une description de chacun des syst5rnes 
de seconde gtneration cités précédemment. 
1.1.2.1 - Global System for Mobile communication (GSM) 
Au début des annks 80. les systèmes cellulaires analogiques ont tté rapi- 
dement expbrirnentés et d6v6lopp6s en Europe, particuii&rement dans les pays scandina- 
ves, au Royaume Uni, mais aussi en France, et en Allemagne. Chaque pays avait 
d6veloppe son sys&me, lequel était incompatible avec celui des états voisins. Ceci reps& 
sentait une situation indésirable, puisqu'il se posait un probkme de limitation de la zone 
de couverture des systèmes. Les européens avaient rapidement découvert les limites de ces 
diff6rent.s systèmes, et en 1982 la CEPT (Conference of European Posts and Telegraphs). a 
forme un groupe d'&de de projet appel& Groupe Spécial Mobile (GSM), pour evaluer la 
faisabilit6 du dévéloppement d'un système e u r o e n  cellulaire commun B tous les pays. 
Le nouveau système devait alors rencuntrer certains criteres parmi lesquels, on peut citer: 
- bonne qualité de la voix, 
- bonne efficacité spectrale, et faible coût, 
- compatibilité aux seMces offerts de I'ISDN (Integrated S e ~ c e s  Digi- 
tal Networks), et support & une échelle internationale, 
- support il une grande gamme des nouveaux services. et facilité d'im- 
plantation. 
En 1989, la responsabilité du projet a eté confiée B I'ETSI (European Telecommunication 
Standards Instiîute), et la phase 1 des spécifications du GSM fut complètée en 1990. Le 
GSM est la premiere norme de la telephonie cellulaire qui soit pleinement numkrique. EUe 
constitue désornais la refkrence mondiale pour les systèmes radiomobiles . La commercia- 
lisation du système a cornmen& au milieu de l'année 1991. Et en 1993, il y avait 36 
réseaux GSM dans 22 pays. Le GSM n'est pas seulement adopté en Europe, certains 
autres pays tels que l'Afrique du Sud, l'Australie, et d'autres pays ont choisi le GSM 
comme système. Au début de l'année 94, il y avait 1.3 million d'usagers ii travers le 
monde qui  y étaient connectés. Ce nombre croît sans cesse. 
La nature numérique du GSM permet aux dom& synchrones et asyn- 
chrones d'être transportées comme support de service ii partir de, ou vers un terminal 
ISDN. Ces données peuvent aussi utiliser un uservice @ansparent>r, qui a un d6lai fixe 
mais dont la garantie de l'intégritti des informations n'est pas assurée; ou un service «non 
transparent» qui assure l'int&rité de l'information k travers un mécanisme d'ARQ (Auto- 
matic Repeat Request). mais avec un délai variable. Les taux de données pouvant être sup- 
portés par le GSM sont: 300 bits/sec, 60 bits/sec, 1200 bits/sec, 2 4 0  bits/sec, et 9600 
bits/sec. Selon le système, plusieurs bandes de fréquences sont disponibles parmi les prin- 
cipales. on compte les bandes 450 MHz, 900 MHz,  et 1800 MHz L g 9 5 1 .  Les services 
offerts aux usagers incluent: la té16phonie. les appels d'urgence (par exemple le 911), les 
s e ~ c e s  de conférence. la îransmission de fax, de courts messages. Les s e ~ c e s  upplé- 
mentaires tels que le transfert d'appel, la connectioo par identification de l'usager par une 
carte puce sont aussi offerts. Le S M  (Subscriber Identification Module), est la cl6 de la 
mobilité, par laquelle l'usager peut utiliser tout terminai GSM, en inskrant sa carte A puce. 
Cette carte B puce contient toutes les domees de l'usager; eiie est aussi utilisée pour les 
raisons de sécurité comme identification de l'authenticité de l'usager. Ceci permet de met- 
tre le système B l'abri de tout usage fkauduleux, et assure aussi une certaine confidentiali~ 
CLag95I. 
La technique d'a& multiple choisie par le GSM. est une combinaison 
de l'Accès Multiple par Rkpartition des Fréquences et de l'A& Multiple par Repwtition 
de Temps, AMRFIAMRT. IA largeur de bande de frequence en Europe est de : 2x25 MHz. 
La partie d'AMRF implique une division en fiQuences de la largeur de bande totale de 25 
MHz, de 890 B 915 MHz pour les transmissions de la liaison montante (mobile B station de 
base), et de 935 il 960 MHz, pour les transmissions de la liaison descendante (station de 
base au mobile) en 124 fréquences porteuses de 200 W z  pei.971. Une ou plusieurs de ces 
fréquences sont assignées B chaque station de base. Chacune de ces porteuses est alors 
divisée dans un espace de temps, en utilisant la technique d'AMRT, en 8 créneaux de 
temps. Un crt5ndau est utilisé pour la transmission par le mobile. et un autre pour la récep- 
tion. Ils sont s6pparés d m  le temps. ainsi. l'unité mobile ne peut pas recevoir et 6mettre en 
même temps. ce qui simplifie l'architecture klectronique. Les données sont modulées ii un 
taux de 270 kbits/sec en utilisant une modulation GMSK (Gaussian Minimum Shift 
Keying), et transmis en 577 microsecondes [Del97]. 
Une extension importante du GSM est le DCS 1800 (Digital Cellular 
System-1800). qui est le standard développé pour les r6seaux de communications person- 
nelles ( P o ,  dont de nombreuses licences ont déjP et6 admises en Europe. La différence 
principale avec le GSM, se situe au niveau de la bande de fiQuence ( qui est au tour de 
1800 MHz),  et de la reduction de la taille des cellules. Ce système est un candidat pour le 
standard des SeMces de Communications Personnelles des États-Unis et du Canada. 
A l'origine conceniré au marche euopeen, le standard GSM connait de 
nos jours une très grande expansion. Plus de 65 pays ont déjà adopte le GSM, comme 
standard. Au Canada, certaines compagnies telles que Mimoceii Solution ont d&veloppé 
des produits utilisant le standard GSM. On peut ici citer FIDO, qui est le tout dernier pro- 
duit de cette entreprise qui offre les services de communications persorneiles. 
1.1.2.2 - Interim Standard 54 (IS-54) 
Les Limites des systèmes de prernitxe géneration AMPS dt5veloppés au 
début des années 70 par Bell Laboratories, ont défini les objecnfs de la deuxième nome 
IS-54 (en anglais Interim Standard 54). La demande d'une nouvelle norme pouvant per- 
mettre plus de flexibilité. et accroître la capacie du réseau et son étendue se fait de plus en 
plus ressentir en Amkrique du Nord au debut des années 80. Le système IS-54. fut un des 
nouveaux systèmes num6riques propos& par la TI. (Telecommunication Industry Asso- 
ciation) sur demande de la CTIA (Cellular Telecommunication Industry Association). La 
FCC (Federal Communication Commission), décidait dors d'accorder la bande de fré- 
quence allouée aux sysOmes cellulaires qui est de 2x25 MHz dans la bande de 800-MHz 
[Del97]. La norme IS-54. fut dors choisie, panni plusieurs autres systbes propos&, et 
pubLi& en Janvier WJl. Les deux modes (AMPS/IS-54) pour les stations de base, et 
mobiles sont spécifiés dans ce standard, permettant dors la conception d'équipements 
pouvant être opérationnels aussi bien en analogique, qu'en numérique. Ceci étant bien 
entendu realisd l'aide de convertisseurs analogique/num&ique. La norme IS-54 devait 
permettre d'offrir plusieurs senrices, parmi lesquels: 
- sevices téléphoniques ordinaires, 
- s e ~ c e  de messagerie vocale, 
- services de données, avec un taux de transmission maximum de 9.6 
kbits/sec, 
- transfert d'appels, 
- conférence B trois, 
- confidentialité B l'aide d'un N P  (Numéro d'Identification Personnelle). 
Tout comme le GSM, le syskme IS-54 utilise la combinaison A m /  
AMRT* comme technique d'ac& multiple. avec une modulation de type n/4 Shift- 
QPSK. Ce système de modulation permet aux exploitants de choisir entre une demodula- 
tion coherente et une d6rnodulation non coherente. Ainsi. les rkepteurs portaiifs pourront 
utiliser une d6modulation cohdrente qui permet de minimiser la puissance d'bmission 
dors que les récepteurs B bord des vdhicules pourront utiliser une ddmoduiation non-cohd- 
rente qui résiste mieux aux variations rapides du canal. Le taux de transmission est de 48.6 
kbits/sec. Le canal est divis6 en six intemalles de temps A toutes les 40 ms. Le taux maxi- 
mum du codeur vocal utilise 13 kbits/sec pour le codage de canai. et de voix & chaque troi- 
sieme intervalle de temps. Les six intervalles de temps peuvent être utdisCs 
eventueiiement B un demi-taux de transmission occupant un intervalle de temps de 40 ms 
sur chaque trame, et utilisant seulement 6-5 kbitslsec. pour chaque appel. Donc la capacité 
dans le système IS-54 est augmenté par un facteur de 6, par rapport au système AMPS. 
Nous avons dit que l'architecture du système IS-54 etait composte de 6 trames. chaque 
trame est composée de 324 bits, pour un nombre total de 1944 bits (972 symboles), repar- 
tis sur 40 ms. Chaque trame dans la Liaison montante est constituée de: 260 bits d'informa- 
tion. 52 bits pour la synchronisation, 6 bits pour la bande de garde lorsqu'aucun signal 
n'est pas Cmis, et 6 bits pour permettre h I'ernetteur d'atteindre son niveau maximal de 
puissance. 
1.1.2.3 - Interim Standard 95 (1s-95) 
En 1991, la compagnie de communication americaine QUALCOMM, 
montre l'efficacité en ternie de capacite de la technique d'A& Multiple par Répartihon 
des Codes (AMRC). En effet, daas les systèmes AMRC un usager peut accéder en tout 
temps B la station de base sans risque de blocage comme c'est le cas dans les sysemes 
AMRI? et AMRT. La norme 1s-95, fut publiée par la TIA (Telecommunication Industry 
Association), sur proposition de QUALCOMM. La norme 1s-95 est bas& sur la technique 
d' AMRC par séquence directe (noté en anglais DS-CDMA), utfiant l'étalement spectral. 
Dans cette technique, tous les signaux se partagent la largeur de bande du canal, et chaque 
signal est caractérisé par une séquence pseudo-aleatoire binaire qui étaie le spectre initial 
de la donnée binaire B transmettre. On utilise une séquence pseudo-aieatoire du Srpe PN, 
avec une porteuse de 1,23 MHz. La largeur de bande du signal transmis est d'8 peu près 
1.25 MHz. Une transition du systeme analogique. au systeme numerique peut être rkalisee 
en BLiminant seulement, un ou un petit nombre de canaux de largeur de bande 1,25 MHz 
du s e ~ c e  analogique afin de le aansferer au service numérique. Une combinaison du con- 
trdle de puissance en boucle ouverte et en boucle fermée permet au mobile, d'operer B un 
niveau de puissance minimum réquis. 
Plusieurs techniques sont utilisées dans la norme 1s-95 dans le but de 
rMuire les interférences, et donc d'augmenter la capacite. En effet, la norme 1s-95 utilise: 
- pour les appels vocaux, un facteur d'utilisation de la voix. On exploite 
le fait que la voix est coupée de silences durant une conversation, de sorte 
que pendant seulement 35% du temps il y a activité. 
- un système de contrôle de puissance qui joue un rôle important dans le 
but de reduire les problémes de "proche-éloignë. que nous verrons dans 
la problématique, 
- la sectorisation d'antennes, qui diminue les interf6rences entre usagers 
puisque chaque cellule est divisée en secteurs. 
- le facteur de réutilisation de f?équences, étant dome que la largeur de 
bande dans le système est rtiutilisée dans chaque cellule. 
Les services offerts par le standard IS-95, sont identiques & ceux offerts 
par la nome IS-54, même s'il est vrai que les procédés soient Wt5rents. De plus, l'usager 
peut accéder au réseau en tout temps sans risque de blocage. Un avantage de ce systeme 
est la confidentialité que procure I'AMRC, car comme on le verra plus tard. il faut que le 
récepteur connaisse le code qui a permis de générer le signal 6mis. 
Les h d e s  réaiisées par QUALCOMM ii San Diego, montre que le sys- 
t&me 1s-95, permettra d'augmenter la capacite du réseau par rapport au syst&me de pre- 
m2re génération AMPS, par un facteur de 10. Par ailleurs. certains pays tels que la Corée 
du Sud ont choisi la norme 1s-95, comme système ceiIulaire de deuxième g&&ation. 
1.1.2.4 - Personal Digital Cellular (PDC) 
Tout comme en Amérique du Nord, la conception de la norme japonaise 
PDC a Cté motivée la fin des armées 80 par la saturation des réseaux cellulaires analogi- 
ques, et la aécessie d'avoir une technologie offiant plus de services, & une grande variete 
d'usagers. Apr&s une phase d'&de initiée par le ministere des postes et tt51écommunica- 
tiow japonais en avril 1989, la nonne PDC est publiée en avril 1991, par le departement 
de recherche et dévéloppement du Centre pour les Systèmes Radio (RCR). Le PDC &ait 
alors le nouveau système unifie japonais de seconde genhtion. 
Le système japonais ressemble plus au systhme B-54. qu'A d'autres sys- 
tèmes, bien que ce systeme n'admette aucune compatibilite avec les systèmes analogiques 
existana. La technique d'accès multiples adoptée ici est I'AMRT, avec comme espace- 
ment de fréquences porteuses de canal & 25 KHz. utilisant 3 canaux par porteuse. La 
modulation utilisée est la modulation en quadrature ~ / 4  Shift-QPSK, avec un taux de 
transmission de 42 kbitslsec. Le codeur de voix utilise ua taux maximum de transmission 
de 11.2 kbits/sec, avec un système de detection d'erreur CRC (Cyclic Redmdancy 
Check), et un systeme correcteur d'erreur (FEC) exploitant des codes convolutionnels. 
Les services offerts par le PDC, sont: 
- la transmission de la voix, 
- la transmission des dom@ (G3-facsimilé, modem, videotex), 
- s e ~ c e  de courts messages, 
- identification des appels, 
- transfert des appels, 
- conférence i trois, 
- sécurité de l'usager, en procédant B l'identificaion et encriptage. 
La commercialisation d u  seMces offerts par le reseau PDC a Cté initié 
par la NT en 1993 pour la bande de fréquences de 800 MHz, et en 1994, pour La bande de 
1.5 GHz. Deux autres opérateurs ont 6té lancés dans les services numériques cellulaires 
dans la bande de 800 MHz en 1994, et le gouvernement a tout récemment permis ii deux 
autres d'offrir les services nurn&iques dans la bande de 1.5 GHz. Le standard PDC, est 
encore en pleine effervescence. et projette d'offrir de nouveaux services. 
1.1.2.5 - Systèmes télt5phoniques sans cordon 
Un système de télephonie cellulaire assure sur un territoire étendu l'itin6- 
rance (en anglais, roaming), et le transfert inter-ceiîuie (ou handover, encore appelé han- 
dom. n permet de mettre en contact abonnés mobiles et abonnés fixes du réseau RTCP 
(Réseau TkEphonique Cornmute Public). 
Certains autres réseaux radiomobiles ne présentent pas de &lies possibi- 
lités d'itinérante ou de transfert inter-cellulaire. C'est le cas des systèmes dits usans cor- 
don». Ils permettent 1' accès au réseau telep honique par l'intermédiaire d'une ou plusieurs 
bornes radio (une borne dans les systèmes sans cordon est l'équivalent d'une station de 
base dans les systèmes cellulaires) dont la port& est de 100 B 200 rn8tres. mais ne dispo- 
sent que de fonctiomalités réduites par rapport aux systèmes cellulaires Lag951. La 
norme Ci2-CAI. dev61oppée en coopération entre des concepteurs du Royaume Uni, et 
certains autres tels que France T6lécom. a Cié pubMe en 1989, et est devenue opération- 
nelle en 1991, par décision de I'ETSI. Cette norme populariske sous le nom de Bi-Bop en 
France, pennet dans sa version de base d'appeler tout abonne du réseau fixe partir d'un 
portatif, mais non d'êae appel6 [Lag95]. Elle n'assure pas de handover: le mobile qui sort 
de la zone couverte par une borne ii travers laquelle il a commencé son appel, voit sa com- 
munication interrompue même s'il passe sous couvemire d'une seconde borne. 
Les PABX (private automatic branch exchange) sans fil permettent, eux. 
une mobilitt5 locale limitée B une entreprise. une galerie, un parc d'exposition ou un a&o- 
port. Le système DECT (Digital European Cordless Telephone) en est actuellement 
L'exemple le plus notable. Pour un territoire aussi réduit, il est facile de g&er d'une façon 
centraliske des fonctiomahés similaires celles d'un systkme cellulaire. Le raccordement 
avec le RTCP est situe en une localisation unique. 
Les deux systèmes Cm-CAI, et DECT, utilisent chacun une modulation 
GFSK (Gaussian Frequency Shift Keying), et respectivement une technique FDMA/TDD 
(Time Division Duplex), avec un taux de transmission de 72 kbitslsec, et TDMA/IDD. 
avec un taux de transmission de 1152 kbits/sec. 
L' objectif premier des systhmes cellulaires de deuxihe gknération Ctait 
de permettre, & un grand nombre d'usagers de pouvoir accéder au rkseau, en couvrant un 
vaste territoire, tout en maintenant une certaine qualité de service. Par la suite, il Ctait 
question d'offrir une grande gamme de nouveaux produits tels que ceux cités plus haut. 
Les européens ont pu trouver une nonne commune pour leur réseau cellulaire (le GSM) de 
deu>ti&me génération. en Amérique du Nord, on n'a pas pu jusqu'aujourd'hui avoir un sys- 
tème unifie. La standatdisation d'un système ceildaire universel est l'une des priorités 
majeures de I'ETSI. Le tableau 1.1 dorme les caractéristiques des systèmes de deuxième 
gentkation. Ce tableau ut pris de l'article de Marc Delprat Del971. 
Tableau 1.1 - Caractkristiques des systèmes de deuxi&me gknération 
































1.1.3 - Syst&mes de troisi&me géneration: Les SCP par satellites 
1.1.3.1 - Objectifs et principes de fonctionnement 
La troisième g6nération a pour objectif de créer un réseau permettant 
d'échanger toutes sortes d'informations, k n'importe queue destination peu importe l'en- 
droit où l'on se trouve. Les usagers des systèmes de troisième gentkation pourront donc 
communiquer avec leurs correpondants daas le monde sans se soucier des din6rences de 
standard, technologie, et position. Les SCP (Systèmes de Communications PersomeUes) 
par satellites représentent la troisième generation des communications mobiles. En plus de 
rCpondre aux besoins de confidentialité. de mobilité et de convivialité demandés par les 
usagers, ils visent B personnaliser les communications (d'où leur appelation), en complè- 
tant les seMces offerts par les systèmes de deuxième gen6ration terrestres, en placant plu- 
sieurs satellites en orbite. Il sera désormais possible d'offrir une couverture terrestre 
mondiale un uDiLisateur muni d'un télephone ceilulaire. Les SCP constituent le moyen 
des communications qui dominera au 2 1- siMe. 
Afin de compl6menter la systèmes de deuxième gtnération, les SCP par 
satellites pourront offrir une couverture mondiale, et dessemiront les regions B faible den- 
sité de population. Le réseau des SCP par satellites sera constitue de plusieurs satellites 
qui assureront la communication entre les usagers et les stations terrestres. Ainsi, chaque 
usager possédera un télephone cellulaire avec un mode dual, qui lui permettra de commu- 
niquer avec le réseau cellulaire ten-estre local lorsqu 'il se trouvera dans sa zone d'activite, 
ou bien avec le système de satellites en dehors de cette zone. Donc, il y aura une compati- 
bilité entiére entre le réseau SCP terrestre, et le réseau SCP par satellite, B condition qu'ils 
utilisent le même protocole de communications. Les recherches présentes visent B noma- 
liser les protocoles, de sorte lever cette ambiguïté. 
Plusieurs compagnies se sont déjl lancées dans la mise en orbite d'un 
réseau de satellites permettant d'offrir une grande gamme de s e ~ c e s .  Nous décrivons 
dans ce qui suit les diffdrents systibnes proposés, ainsi que leurs paramhtres. On se limitera 
aux plus importants. 
1.1.3.2 - Systkme GLOBALSTAR 
Ce système fonde en 1991, a 6té initie par les compagnies QUALCOMM 
Incorporateci de San Diego, et LORAL Space&Communications Ltd de New-York. G m -  
BALSTAR fait partie des systèmes de satellites sur orbites basses (LEO). A l'origine pro- 
posé par Ford Aerospace en 1986, pour o f f i  les services de communications mobiles & 
des automobiles, aujourd'hui. GLOBALSTAR a fait grandir ses ambitions, en offiant 
d'autres services tels que la telphonie, le fax, le téléavertisseur, et la messagerie. Afin 
d'etendre son &eau, la compagnie s'est trouvée des partenaires B travers le monde panni 
lesquels: DACOM en Corée du Sud, France Telecom et Alcatel en France, Dainder-Benz 
en AUemagne, Elsag Baiiey en Itaïe, Vodafone Group présent en Australie, SuMe. Afri- 
que du Sud, Hong-Kong, et au Royaume Uni. etc. 
GLOBALSTAR utilise la technique d'AMRC basé sur le standard IS-95 
développe par QUALCOMM, combine ii l'utilisation de la diversité conçue par LORAL. 
Le système est constitue de 56 satellites parmi lesquels 48 qui sont op&ationels, et 8 en 
réserve placés en orbite. Les satelhtes seront placés dans 8 plans orbitaux de 6 satellites 
chacun, situes a une altitude de 1400 Km, et inclinés de 52'. Le poids de chaque satellite 
est d'a peu près 450 Kg, et nécessite environ 11ûû watts pour &tre nomalement operation- 
nel. La date prévue d'op6ration est en 1998. Les satellites dans la premike phase d'opera- 
tion sont concus pour être op&atiomels h pleine capacité pendant au moins sept années et 
demi. 
1.1.3.3 - Système IRIDIUM 
Le syst&me IRIDIUM a bté financé par un consortium international des 
télécommunications, et autres compagnies. La compagnie MOTOROLA est le créateur du 
concept original du système. Le système conçu en 1987 par les ingbieun de MOTG 
ROLA Satellite Communications Division, a pour objectif de fournir une couverture glo- 
bai B partir d'une constellation des sateiiites en orbites basses polaires (LEO). Les services 
offert ici seront: le télephone, la transmission des dom&, le téléavertisseur, le fax. Ce 
systeme est B prksent connu sous le nom de IRIDIUM LLC. car le système comme nous 
l'avons dejjà dit plus haut est forme d'un consortium de compagnie parmi lesquels, on peut 
citer: Iridium Afnca, Iridium Canada, Iridium China, Iridium India Telecom, etc. 
IRIDIUM utilise une combinaison des techniques AMRF/AMRT, une 
modulation QPSK, et est constitué d'une constellation de 66 sateiiites situés il une altitude 
d'a peu p r h  780 Km. Certains satellites sont dt5jj8 en orbite depuis mai 97. 
1.1.3.4 - Système ODYSSEY 
Le système ODYSSEY a eté dévélopp6 par les compagnies TRW Inc de 
New-York, et sera exploité au Canada par TELEGLOBE de Montr6al. Le système a reçu 
une licence de la FCC. en janvier 1995. ODYSSEY se propose de permettre aux usagers 
utilisant les téléphones cellulaires format de poche. de pouvoir se connecter avec d'autres 
usagers B travers le monde. Les services offerts seront: le télephone, le fax, la transmission 
des donnkes k faible debit. ODYSSEY compte en plus des compagnies TRW, et TELE- 
GLOBE des partenaires parmi lesquels, les plus importants sont: Daewoo Corporation qui 
projette ttablir ces seMces de communications dans plus de 10 pays incluant ceux en Asie 
et en Afrique, Kumho Group toutes deux des compagnies de la Corée du Sud. 
ODYSSEY utilise la technique d'AMRC, et est forme d'une constelia- 
tion de 12 satellites. situés h une dtitude de 10354 Km au dessus de la terre. ODYSSEY 
fait partie des systèmes de satellites B orbites moyennes (MEO). La date prewe pour le 
debut de 1' operation est l'an 2000. 














































Coût t- U$ 1.17 Milliard U$3,37 Milliard US r ,3 Milliard 
d ' opération 
1 3  - Problématique et revue des travaux anterieurs 
12.1 - Pmblématique 
Les radiocommunications constituent une technique de transmission uti- 
Lisant la propagation des ondes radioélectriques. Lorsque cette transmission s'effectue 
entre correspondants mobiles, des phénomenes particuliers apparaissent? domant une sp%- 
cifité aux techniques adaptees aux radiocommunications mobiles. Ceci dit, nous Limite- 
rons notre &de ici B la technique d' AMRC. 
Les btudes r&hées précédemment. ont montre que les systémes AMRC 
permettaient d'obtenir un plus grand nombre d'usagers par rapport aux systèmes AMRF, 
et AMRT. Cependant, les systèmes AMRC souffrent du problème «proche-loinfain, 
(near-far problem) dans la liaison montante (mobile-station de base). Ce problhme de pro- 
che-lointaiu survient lorsqu'un mobile est situe B une distance éloignée de sa station de 
base par rapport h un autre qui se trouve plus proche de celle-ci. La station de base recevra 
alors une meilleure qualit6 de signai pour les mobiles qui lui sont proches par rapport ii 
cew qui s'en trouvent eloignés, creant un effet de masque et causant une assez grande 
quantité d'interfkrences. De plus. les liaisons sont sujets & deux types de problèmes. Le 
premier résulte de l'addition des trajets multiples cr& par la refiection et la ciiffraction du 
signal par des obstacles dans la zone iimitrophe au poste mobile: ce sont les variations 
petite échelle qui sont rapides. Le second survient lorsque le signal émis est obstrué par 
des obstacles 6loignés du poste mobile et créent un effet d'ombrage (Shadowing en 
anglais): ce sont les variations h grande échelle qui sont relativement stables dans le 
temps; ces variations sont plus lentes. Le phénomhe d'ombrage résulte donc de l'attdnua- 
tion sur la largeur de bande totale du signal. 
Les ph6nom8nes d'6vanouissements multichemins, et d'effet d'ombrage 
affectent beaucoup la qualit6 du signai reçu, et limitent considérablement les perfonnan- 
ces des systèmes. Si l'on s'intéresse aux fiuctuations du signal reçu dans le canal radio cd-  
lulaire B l'instant t qu'on note p (t) , en ne tenant pas en compte du type de modulation, on 
peut d'aprh [Go1941 écrire: p (1) = r (t) s ( t) ,  où r (t) est le signai des fluctuations dues 
au phtbomène muiti-chemins, et s ( r )  est le signal des fluctuations dues B l'effet d'om- 
brage. r ( t ) ,  et s (t) sont deux processus aléatoires statistiquement indépendants. il est plus 
commode de l'écrire sous forme logarithmique: 
P ( t )  = R (r) + S (1). Cette forme permet de d6composer le signal reçu 
sous forme de somme de deux composantes, tel que défini plus haut. 
Cependant, i l  reste B déteminer les caract&istiques du modéle du canal, et 
les moyens de combattre les problèmes rencontrés ii savoir: le probkme proche4loign6, 
les évanouissements. et l'effet d' ombrage. Une revue des travaux antérieurs est a bordte 
dans ce sens, dans ce qui suit. 
1.2.2 - Revue des travaux antérieurs 
Plusieurs auteurs ont travaiii6 sur les probkmes de mod6lisation du canal 
radiomobile. Pour plus de détails sur les modèles proposés, le lecteur pourra se réf6rer 
[Mon95]. [Voj94], [LuBl], et [Sim93]. Ii ressort de ces travaux, certains résultats. 
Dans le but de combattre l'effet d'ombrage. il est très commode d'utiliser 
un algorithme de contrôle de puissance adaptatif (APC). Le but du contrôle de puissance 
est de s'assurer que tous les signaux parviennent avec la même puissance il la station de 
base quelque soit leur position dans la cellule. Ceci permet donc de pallier au probkme 
proche-eloigné, si le système fonctionne parfaitement. En principe un contrâle de puis- 
sance n'est pas parfait pour regler le probkme proche-lointain, comme l'a montre Rick 
Cameron [Cam96J. M n  d'avoir un systeme plus efficace, en plus d'utiliser le contrôle de 
puissance, on a recours 31 l'usage des paramhtres de second ordre tel que facteur d'utilisa- 
tion de la voix comme le propose Monsen dans Wop951, pour les syst&mes à AMRC. 
Dans son mod8le. Monsen considère que la voix n'est présente qu'a 35%, dans une com- 
munication. Il sert de ce facteur pour d~temiiner un facteur de r6duction d'interferences. 
Pour caractériser le canal, certains auteurs tels que Vojcic, et Monk res- 
pectivement dans [Voj94], et won95] proposent de rnodeliser le canal comme etant sou- 
mis pendant une fraction de temps «Bn, oh l'usager est ombragé par des évanouissements 
de Rayleigh, et pendant une fraction ul-Bu. où il ne l'est pas, par des 6vanouissernents de 
Rice; Vojcic propose un algorithme de contrôle de puissance dont l'erreur suit une distri- 
bution Morme. tandis que Monk propose un algorithme dans lequel l'erreur due au con- 
tr6le de puissance suit une loi log-normale. Dans le modèle de Monk, on utilise un facteur 
de compensation P qui sert ii compenser les degradations causées par les evanouisse- 
ments de Rayleigh. 
L'étude du phbnoméne multi-cellules a tté examinte par Andrew Viterbi 
Wit941, et Énc Mehn Meh9q. Dans le modéle de Mehn, on suppose que chaque station 
de base dispose d'un contrôle de puissance parfait; les signaux 6mis par les usagers appar- 
tenant à la même cellule amveront donc avec la même amplitude B la station de base de 
cette ceilde, par contre ils seront reçus de façon atténube par les stations des autres ceiiu- 
les. Cette attenuation est modtlisée par le produit d'une variable aléatoire log-normale, et 
de la distance élevée de l'indice de propagation que l'on verra au chapitre 4. 
Des auteurs tels que Michel Jansen [Jan951 proposent trois techniques 
pour augmenter la performance des syst8mes AMRC de séquence directe (DS-CDMA) 
qui sont: le contr6le de puissance dans le but de combattre le probkme proche-6loigné; la 
sectorisation des antennes, et l'activité vocale pour diminuer les inteiférences. Dans le 
modhle propos6 par Jansen. l'erreur due ii l'impedection de contrôle de puissance suit une 
loi log-nonnale; la sectorisation est redis& en divisant chaque cellule en 3 secteurs, en 
utilisant des antennes directiomeUes. Le contraie de I'activité vocale est assuré en consi- 
dérant que la probabilite que k usagers soient actifs C t m t  donné qu'il y a au total N usa- 
gers, suit une loi binomiale. 
La diversité ut perçue comme étant un moyen très efficace de combattre 
les phhxni?nes d'6vanouissement. Les recherches faites par Vojcic [Voj94], et Vaughan 
Wa1.1871, le demontrent bien. En plus de combattre les phhomènes d'6vanouissement, 
Vaughan montre que l'usage de la diversité permet d'augmenter la capacité. en utilisant 
des équipements tels que les antennes et le traitement du signal. 
D'autres techniques tels que le codage et l'entrelacement ont été utilisées 
par Floyd Simpson [Si111931 et Éric Mehn N e h 9 q .  Simpson propose l'utilisation d'un 
contrdle de puissance, accompagne d'un procéde de codage et d'entrelacement. L'entrela- 
cernent est réafis& en utilisant un entrelaceur bloc (Br, NI) dans lequel les symboles sont 
B m t s  dans une matrice de NI lignes, et de BI colonnes. L'entrelacement est r&lid en insé- 
rant les bits d'information ligne par ligne dans la manice d'entrelacement, et ces bits 
seront retirk colonne par colonne, melangeant ainsi les bits consécutifs. Le déentrelaceur, 
effectue l'opération inverse. Quant B Mehn, il préconise l'utilisation des codes convolu- 
tionneis de faible t a u  pour faire de Malement. il determine deux catégories de codes: les 
codes h distance libre maximale, et les codes ii probabilité d'erreur minimale. Ces deux 
types de codes ont donné de tres bonnes performances d'erreur. 
A l'issue de cette revue de travaux, on constate qu'un certain nombre de 
modèles ont tté proposes. Chacun d'eux vise & am6iiorer les performances du système. en 
posant certaines hypothbes. De cette analyse. il ressort certains points qui ont captives 
notre attention tels que le contrôle de puissance, la sectorisation, la surveiUance de l'acti- 
vité vocale. et le codage. Afin d'être mieux éclaire sur l'analyse des performances, une 
Ctude des phhoménes de propagation est abordée au prochain chapitre. 
CHAPITRE 2 
CARACTÉRISTIQUES DE PROPAGATION DU 
SIGNAL DANS LE CANAL RADIOMOBILE 
En gentral, la radiocomrnunication mobile en milieu urbain est accom- 
plie entre une station de base et un cenain nombre de postes mobiles se déplaçant de façon 
aléatoire. Plusieurs facteurs tels que les interf&ences et le bmit thermique conaibuent h 
dktériorer la qualité des liaisons radiomobiles mais en milieu urbain. les facteurs les plus 
nkfastes sont: la propagation multivoies, et l'effet d'ombrage. 
L'antenne d'un usager mobile &nt, la plupart du temps, située en-des- 
sous du sommet des immeubles avoisinants, un trajet direct est rarement obtenu entre 
1 ' tmeîteur et le récepteur. Le signai est soumis B plusieurs obstacles causCs par les véhicu- 
les, immeubles, arbres, et autres. Ainsi, on assiste A une propagation par trajets multiples 
qui cr6e une distorsion d'amplitude et de phase qui se manifeste par des évanouissements, 
et un deplacement de fréquence due B l'effet Doppler tonque le poste mobile se daplace. 
Le signal émis par une station de base est d'abord refléchi et diffracté par 
des obstacles tr&s bloignés du poste mobile. Ensuite, ce signal atteint un groupe d'immeu- 
bles et dans la zone limitrophe au poste mobile, subit une dispersion par la surface des 
immeubles, ce qui crée des trajets multiples i~ délai et phase variables. Par conséquent, les 
variations d'amplitude du signal reçu sont décomposables en deux types: 
- les variations B grande échelle relativement stables dans le temps, carac- 
térisées par l'effet d'ombrage, 
- les variations B 
mène muitivoies. 
petite échelle plus rapides caractérisées par le phho-  
Nous étudierons d'abord les variations grande échelle et ensuite, nous 
examinerons les variations B petite échelle. 
2.1 - Variations à grande échelle 
Les variations 1 grande echeile sont provoquées par des obstacles impor- 
tants, e t  éloignés du poste mobile, cr-t un effet d'ombrage. Ainsi. la zone de couverture 
qui u t  l'ensemble des points où une Liaison radio-électrique de qualité donnée peut être 
établie avec un mobile, n'est en ghéral. pas continue. Les etudes réalisées par Erich Lutz 
L u B l ] ,  montrent que cette variation B grande échelle peut être modklisée par un proces- 
sus aleatoire de loi log-normale. De sorte qu'en notant par X l'intensité du signal reçu. la 
densité de  probabilité de X est domee par Lut9  11: 
où p. et o représentent respectivement la puissance moyenne reçue (en dB). et l'écart type 
de la puissance reçue . 
Le signal reçu comprend &entuellement l'onde h i s e  en trajet direct, 
mais kgalement et surtout les contributions sur la même frequence de toutes les ondes 
réfléchies e t  diffractées par l'environnement (immeuble. arbre, montagne, etc.). Un recep- 
teur ne reçoit ainsi tr&s souvent qu'un ensemble d'ondes r~fléchies. Il n'est pas possible de  
prédire avec précision le niveau du champ &xxromagnétique reçu en un point donné con- 
naissant la place et la puissance de l'émetteur. Les modèles de propagation utilisent donc 
des lois de probabilité pour intégrer une certaine incertitude sur les prédictions. La demar- 
che ihkorique consiste & introduire les paramètres B partir de la propagation en espace 
Libre. 
2.1.1 - Propagation en espace libre 
On suppose ici que le r6cepteur est en vue directe de l'émetteur. et que I 
ondes rCfléchies sont négligeables. L'anaiblissement de propagation résulte de la distance 
qui skpare l'émetteur du récepteur. ainsi que de la nature du sol et du relief. L'équation de 
propagation des ondes entre deux antemes dans le vide s'applique directement: 
Dans cette équation, P, et P r .  représentent respectivement la puissance 
émise. et la puissance reçue. Ge et Gr sont respectivement les gains de l'antenne de 
l'kmetteur et de celui du récepteur, r est la distance qui stpare les deux antennes, et enfin 
h est la longueur d'onde. 
2.1.2 - Propagation au-dessus d'une Terre plane 
La propagation sur une tene plane suppose que les antennes d'&mission 
et de réception sont situées au dessus d'un plan conducteur. La connaissance de cette pro- 
pagation constitue la base pratique du calcul du bilan de la liaison déscendante (base- 
mobile). Les lois degagées donnent l'allure de la couverture en zone de relief peu acci- 
denté. c'est dire les plateaux. larges valiées et jusqu'h une distance de quelques dizaines 
de kilom&tres de La station d'&mission fixe. L9&ude de la propagation au dessus d'une 
Teme plate a 6té faite par Norton [Nor41], les résultats de cette btude furent simplifiés par 
Bullington Bu147]. Biiltington dkompose la solution de Norton en une fome  permettant 
de distinguer les trois principaux modes de propagation: une onde directe regie par les lois 
de propagation en espace libre, une onde réfléchie par le sol, et une onde de surface. Dans 
ce modèle plusieurs facteurs entrent en compte. On peut citer ici le coefficient de r6flexion 
du sol, sa constante diélectrique, sa conductivitk, etc. 
2.1.3 - Propagation au-dessus d'une Terre lisse 
La Terre n'étant pas plane, les résultats obtenus pour une Terre plate ne 
peuvent être appliqués approximativement pour des liaisons avec les mobiles que dans 
une zone restreinte autour de la station fixe. L'irr~guiarité du relief et la présence de divers 
obstacles font en sorte que le modèle de propagation au-dessus d'une Terre plate est rare- 
ment réalis te. 
Le modèle d'okumura [Oku68], souvent utilisb, repose sur des données 
recueillies & Tokyo et dans ses alentours. Dans ce modhle, on suppose une Terre aquasi- 
Lisse, comme relief de base. Cette Terre quasi lisse correspond ii un terrain plat ou Mg&re- 
ment ondulé où la hauteur des ondulations n'ex&.de pas 20 metres. Le rnodkle d'Okumura 
utilise les facteurs de correction qui tiennent compte de la prhence des arbres appelée 
t a u  d' encombrement qui varient selon le niveau de congestion en milieu urbain, subur- 
bain, et rural Des96]. D'autres facteurs de correction sont tenus en consid6rations tels que 
le coefficient d'affaiblissement oh le champ t9ectromagn&ique est reçu, des facteurs de 
correction en fonction de la hauteur d'antenne, etc. 
2.2 - Variations à petite échelle 
Les variations B petite échelle resultent de l'addition des trajets multiples 
cr& par la réflection et la difFraction du signal par des obstacles dans la zone limitrophe 
au poste mobile. Les variations B petite Cchelle se manifestent par des Cvanouissernents de 
Rayleigh en l'absence d'une onde directe [LuBl]. La densité de probabilité de l'enve- 
loppe r du signal s'écrit alors: 
f(r) = <exp 
CJ 
où o représente l'écart type de l'enveloppe du signal r . 
2.2.1 - Moddlisation du phenornene multivoies 
On peut supposer que les trajers multiples qui  composent le signal reçu 
correspondent ii un grand nombre N d'ondes se déplaçant ii l'horizontale avec une ampli- 
tude et un angle d'anivee diffCrent en chaque point. La figure 2.1 montre une teiie onde 
arrivant 8 un mobile se deplaçant en direction x B une vitesse v. et A un angle ei par rap- 
port à la direction de l'onde. 
Plan x-y 
Plan horizontal 
Figure 2.1 - Plan d'ondes modelisant les trajets multiples 
L'effet Doppler engendre par le deplacement du poste mobiie provoque 
une variation de fréquence pour chaque onde: 
L J L  
mi = B v w s  (b i )  = (h) vcos (+ i )  
En supposant que la porteuse dmise n'est qu'une porteuse modulke de fkéquence 
O c  = 2rrfc, le champ eletrique 0, s'écrit alors: 
Et les composantes du champ magnktique H s'écrivent Des9q: 
H, = y -E- Cisin (Oi) cos ( w,t + ei> 
avec 
8, = oit + yi (2.8) 
et où Eo représente l'amplitude du champ 6lecaique reçu en espace Libre, q représente 
l'impédance en espace libre, les phases vi obéissent à une loi unifonne de O Zn. Les 
affaiblissements Ci sont telles que la moyenne d'ensemble satisfait la relation: 
En gen6ral. le déplacement Doppler en f?équence est beaucoup plus fai- 
ble que la fkéquence porteuse et donc: E,, H,, H, sont des processus aléatoires & bande - 
etroite. Par conséquent, lorsque N est grand. l'application du theor&me central limite per- 
met de considérer ces processus comme gaussiens, en supposant que les amplitudes et les 
phases des ciB6rentes ondes sont independantes. Ainsi, on peut écrire: 
Ici. X, et X, représentent les variables al6atoires basse fréquence correpondant aux pro- 
cessus aléatoires gaussiens Xc ( t )  et X, ( t )  en fonction du temps t  . Ces processus sont sta- 
tionnaires et indépendants. de moyenne nulle, et de variance: 
EO 
V a r ( X c )  = Var (X,) = - 2 2 = o .  
En C O O ~ ~ O M &  polaires, on a en posant: 
a 2 ( t )  = x S ( t )  + x i ( t )  (2.12) 
et : 
8 ( t )  = -&tan ( X ,  ( t )  /Xc ( t )  ) (2.13) 
où a ( t )  represente l'enveloppe du champ électrique E-, et 0 ( t  j represente sa phase. De 
sorte qu'on peut bcrire: 
E, = a ( t )  COS ( a , t +  0 ( t )  ). (2.14) 
Les processus al6atoires a et 0 obeissent respectivement & la loi de Rayleigh, et h la loi 
uniforme. Dans le cas où l'onde directe est absente, ceci correspond A un 6vanouissement 
(fading) de Rayleigh. Ce mod&le est relativement pessimiste car il correspond aux condi- 
tions les plus sevères de l'environnement urbain. 
Dans le cas où le mobile est bien degagé et que l'onde directe D ({)peut  
être reçue, l'enveloppe du signal reçu s'bcrit alors: 
2 a ( t )  = ( x J ~ )  + ~ ( t ) ) ~ + ~ ? ( t )  
et la phase est: 
8 (0  = -atm [ X , ( t )  / ( X , ( t )  + D ( t ) )  1 (2.16) 
où D ( t )  représente l'amplitude de L'onde directe. Dans ce cas, l'enveloppe du signal reçu 
a obéit B une loi de Rice dont la fonction de densité est donnée par : 
où Io (x) représente la fonction de Bessel modifiee de première e s p h  d'ordre zero. 
On constate que La loi de Rayleigh est un cas particulier de la loi de Rice 
lorsque les deux variables gaussiemes composant a sont centrees (moyenne nulle), c'est 
B dire en d'autres termes lorsqu'il y a absence d'onde directe & la rhption. 
2.2.2 - Caractéristiques de l'enveloppe du signal 
2.2.2.1 - Taux de traversée de seuil 
En genéral. un dvanouissement très fort est bien moins probable qu'un 
evanouissement plus faible ( c'est B dire moins profond). On definit le taux de traversée de 
seuil NR comme Ctant le nombre de fois par seconde où l'enveloppe a ([)du signal reçu 
franchit une valeur R dans le sens croissant (Des9q. Ce taux est donnée pour chacune des 
composantes du champ électromagn&ique. On a alors [Desgq: 
où fm correspond a l'élargissement Doppler maximal et où p represente le seuil norrnalist 
d6fini par: 
où R, représente la valeur efficace de l'enveloppe du signal reçu. et R le seuil. 
2.2.2.2 - Durée des évanouissements 
Lorsqu'un signal subit des 6vanouissernents de Rayleigh, il est dt&6 par 
des salves d'erreurs qui &pendent clairement de la durte des évanouissements. Cette 
durée est lie B la vitesse du mobile. Lorsque la vitesse du mobile est 61evCe. la durée de 
1'6vanouissernent est faible. Mais. il est difficile d'établir une expression analytique reliant 
la vitesse du mobile B la d u &  des Cvanouissements. C'est la raison pour laquelle. on con- 
sidère les deux cas extr8mes: celui de 1'~vanouissement rapide, et celui lent. L'6vanouisse- 
ment rapide correspond au cas où la vitesse du mobile tend vers l'infini (grande vitesse); 
dans ce cas, la durée des évanouissements temps vers zéro. 
La connaissance de la durée moyenne des tvanouissements est essen- 
tielle dans le but de comaltre le taux de coupure d'une liaison ou de bien concevoir le 
niveau de l'entrelacement d'un système de codage correcteur d'erreurs. Soit ri la dur& de 
l'évanouissement i. la fraction du temps T où le signal se trouve sous le seuil R est: 
La durée moyenne des 6vanouissements f est donnée par: 
où a représente l'enveloppe du signal reçu, p reprkente le seuil normalisd defini par 
l'équation (2.2 1). Comme pour le taux de traversée de seuil, la durée moyenne des bva- 
nouissements est obtenue pour c h m e  des composantes du champ 6lectromapt5tique. 
On a donc [Dessa: 
2.2.3 - Modulation de fréquence parasite et distorsion de phase 
Nous avons modélisé le signal reçu lors de la transmission d'une porteuse 
par la somme d'un grand nombre de sinusoïdes d'amplitudes et de phases variables. Ce 
signal peut être decrit par ses composantes en phase et en quadrature Xc, X,; et en coor- 
données polaires par a, 0 dont nous avons étudie les caractéristiques. Le taux de variation 
du signal depend essentiellement de la vitesse du poste mobile. Dans un rkcepteur FM, où 
la sortie en bande de base est proportionnelle B 8' ( t )  (qui représente la variation de phase 
dans le temps), LUI signal aléatoire appel6 modulation parasite, sera engendre par les fluc- 
tuations aléatoires de 8 (t). Les statistiques de cette modulation parasite 8' donnent une 
valeur moyenne n d e ,  et une valeur quadratique moyenne theonquement infinie, mais 
limit6e en pratique par le filtre d'entrée du récepteur. Le fonction de densite de probabilité 
de 8' est donnée par [Des96J: 
D'après l'expression (2.27), on constate que la phase ne suit plus une loi 
uniforme comme on l'a vu precédemment, ceci crée donc une distorsion de la phase qui se 
traduit par une modulation de fréquence parasite. La distorsion de phase peut être causée 
par l'étalement spectral dû it la fiéquence Doppler. le temps de propagation que met l'onde 
transmise B parvenir au récepteur, et plus exactement la variation de ce temps selon le tra- 
jet emprunté. Plus le chemin parcow par l'onde transmise est long, plus le temps de pro- 
pagation est important, ceci entraîne une d6gradation du s ipal  reçu car le signal arrive 
après avoir subit plusieurs attenuations. 
2.2.4 - Bande de cohérence 
La bande de cohérence est définie comme étant la bande de fiéquence 
dans laquelle les comportements des signaux sont fortement correl6s. 
En plus de foumir un mod8le plus complet du canal radiomobile. l'étude 
de la bande de coh6rence s'avtse cruciale car la bande de coh&ence impose une limitation 
de la largeur de bande du signal transmis et donc de son débit d'information. On peut tou- 
jours 6mettre un signal dont la largeur de bande est plus grande que la bande de coherence 
du canal, ce qui provoque un a6vanouissement sélectif» en fiéquence. Cependant, la 
liaison ne pourra être fiable qu'avec l'utilisation d'un egalisateur servant & contrer le 
brouillage intersymbole engendre par I'bvanouissement sélectif. 
22.5 - Effet Doppler et évanouissements sélectifs 
L'effet Doppler provoque un elargissement du spectre de sorte que le 
spectre d'une porteuse non modulée ne correspond plus i une fonction de Dirac. Conside- 
rom que l'onde initialement émise A la fiéquence f,. L'onde reçue Ctant la somme de plu- 
sieurs ondes B cause de la propagation rnulti-chemins, et du fait du mouvement du 
v6hicule B la vitesse v , les fréquences de ces ondes seront etalées dans l'intervalle 
Lf, - f,. f, + f,] comme le decrit l'equation ci-dessous. 
où f, = v / h  correspond B l'élargissement maximal, et $ l'angle d'incidence de l'onde. 
La dispersion des temps de propagation des trajets multiples conduit B 
rendre independants les ~vanouissements des composantes spectrales d'une onde radiofi- 
quence lorsque leurs fréquences sont suffisamment éloignées l'une de l'autre. On obtient 
dors un 6vanouissement sélectif. En effet, un mobile se d6plaçaot entre des obstacles 
reçoit plusieurs champs en provenance de 1'~rnetteur. Chacun de ces champs est produit 
par la réflexion ou la diffraction par un obstacle particulier (fixe ou mobile), et donc le 
champ total est l'addition de ces composantes qui sont décalées en temps et en fiequence 
les unes par rapport a u  autres. Le décalage dans le temps est créé par des distances de 
propagation différentes, et le dkalage en fréquence est dû B l'effet Doppler. L'tvanouisse- 
ment sélectif engendre donc une fluctuation aléatoire de f?équence tout B fait semblable & 
la modulation parasite de fiéqueme due B l'effet Doppler [Des96]. L' 6vanouissement 
selectif et l'effet Doppler se cumulent donc pour apporter une distorsion du signai trans- 
mis. 
2.3 - Sources de bruit 
La figure 2.2 représente un système de communication num6nque. Un tel 
système compte psmiis ses composantes, le canal physique qui introduit les pertubations 
nefastes. En plus des phhomènes d'évanouissement du signal dans le canal, on retrouve 
d'autres pertubations qui sont engendrées par ciifferentes sources de bruit. 
1 Destination b-1 Ilécodeur de source 
Source 
d'information 
Figure 2.2 - Mod&le de communication numerique 
Même en l'absence de tout signal, un récepteur reçoit un champ electro- 
' 
rnagnktique non nul. Ce champ est appel6 le ubniit* et provient aussi bien de l'appareil. 
que des sources ext&ieures. Nous décrivons dans ce qui suit, les sources de bruit les plus 
importantes en téléphonie cellulaire. 
Codeur de Codeur de 
source canal 
2.3.1 - Sources de bruit d'origine industrielle 
Modulateur 
Ce type de bruit est créé par des équipements industriels qui provoquent 
des rayonnements parasites. A titre d'exemples, on peut citer les fours micro-ondes, les 
lignes de transport d'energie, les dispositifs de chauffage B induction, les systèmes d'allu- 
mage des dhicules et les enseignes lumineuses. Leurs interferences sont de courte port&, 
et affectent particulièrement les communications des mobiles. 
L'intensite de ce bruit depend de la densité de population et des installa- 
tions industrielles de la region concern&. Ce type de bruit sera plus dominant dans les 
regions B forte industrialisation. 
2.3.2 - Bruit thermique 
C'est la forme de bruit la plus dominante, et aussi la plus rencontree dans 
La littérature. Le bruit thermique est créé par l'agitation thennique des électrons dans Les 
composants 6lectroniques de l'équipement radio. En effet. lorsque les électrons se depla- 
cent et entrent en coilision avec les atomes, ils creent un courant. Plus la température est 
6lévée. plus l'agitation dlectronique est grande. provoquant une augmentation du bruit 
thermique. 
Dans l'évaluation des performances d'un système de communication, 
seul le bruit thermique est considér6; on parle alors du rapport signal & bruit comme cnthre 
de performance. Le bruit thermique de nature gaussieme est en génerai considéré comme 
ktant un bruit blanc de densité spectrale constante. Dans ce memoire, on parlera du bruit 
blanc additif gaussien (B BGA) . 
Dans ce chapitre, nous avons rappelé l'environnement radiomobile, et 
avons précis6 ses caractéristiques de propagation. Une revue des thnouissements 
grande échelle, et petite échelle a Ct6 faite. Enfin les facteurs extenies affectant la quaiire 
des communications (bruit) ont été aussi identifiés. 
Dans le chapitre suivant, on prhente les notions d'accès multiples. Un 
accent est mis sur la technique d'accès multiples par repartition des codes. 
CHAPITRE 3 
NOTIONS D'ACCÈS MULTIPLES 
L'accès multiple est le partage, par tous Les usagers concernés par un cer- 
tain point d'entrée il un réseau, d'une ressource de base mise la disposition des usagers 
pour accéder au réseau. 
Dans l'exemple du réseau télphonique conventionnel, le point d'entrée 
est le centre de commutation des appels et la ressource de base est l'ensemble des lignes 
disponibles B ce centre de traitement Dans l'op tique qui nous intéresse particuli&remen t.
celie des réseaux cellulaires. un point d'entrée est un centre de commutation et puisque les 
télphones sont reliés B ce centre par un lien de radio, les ressources de base sont: la lar- 
geur de bande disponible h ce centre de traitement des appels. et le temps d o u e  pour cha- 
que appel. 
Daas ce chapitre, nous parlerons dans un premier temps des dinerentes 
techniques d'accès multiples; par la suite nous accorderons une importance particulière B 
la technique d'accès multiples par répartition des codes en décrivant ses caractéristiques, 
et sa structure. 
3.1 - Differentes techniques d'accès multiples 
L'accès multiple est necessaire lorsque plusieurs utilisateurs transmettent 
leurs messages simultanément vers un seul système de réception. Il existe principalement 
trois types d'accès multiples pour les systèmes cellulaires. 
Le premier est l'Accès Multiple par Rkpartition de Fréquences (AMRF). 
Dans I'AMRF, la bande de fréquences est divisee en sous canaux. Chaque sous canal est 
utilise par un seul usager pendant toute la dur& de la communication. C'est la forme d'ac- 
cès multiple utihst'e dans les sysemes de premiere gen6ration. La transmission ici est 
purement analogique. 
La seconde forme. est l'Accès Multiple par Repartition du Temps 
(AMRT). L'AMRT exploite les techniques de transmissions numtriques et analogiques. 
Ici. l'utilisateur occupe toute la largeur de bande mais seulement dans un intervalle de 
temps précis. Ainsi, plusieurs usagers peuvent transmettre h tour de rSle sur toute la même 
largeur de bande. Cette technique est très souvent utilisée dans les réseaux B commutation 
par paquets, les commUNcations par satellites. et les systèmes ceilulaires. Il présente des 
avantages par rapport I'AMRF, parmi ceux-ci, on peut citer: sa résistance aux tvanouis- 
sements de Rayleigh. et donc une augmentation de la capacite du réseau. Le principal 
inconvenient est qu'il faut une synchronisation temporelle, aussi bien entre les stations 
fixes, qu'entre les mobiles. 
La demiére technique est 1'Acds Multiple par Répartition des Codes 
(AMRC). Dans I'AMRC, toutes les transmissions se font sur la même largeur de bande, en 
même temps. Pour differencier les signaux, il faut que les usagers encodent leur mforma- 
tion selon un code individuel, 
Les techniques d'AM= et AMRT font partie des protocoles d'accès 
multiples déterministes. c'est dire qu'aucun usager ne peut transmettre dans le canai jus- 
qu'il ce qu'une assignation de canal ou de temps lui ait et6 attribuée; cette réservation 
assure h l'usager qu'aucun autre usager ne transmet pendant son assignation. Tandis que 
I'AMRC fait partie des protocoles d'accès multiples aléatoires et asynchrones; dans Les 
protocoles d'accb multiples aleatoires et asynchrones. des qu'un usager a un message & 
transmettre vers la station de base, une fois le lien btabli, il le transmet sans tenir compte 
de l'état du canal de transmission, et en espérant que l'interf&ence dans le canal ne mas- 
que pas le signal  ansm mis. 
La capacit6 de la technique d'AMRI3 est Limitée. En effet dans 1'AMRF 
le nombre d'usagers est Limite aux nombre de canaux disponibles. Pour I'AMRT aucun 
usager ne peut être connecté au réseau si aucun intervalle de temps n'est disponible. Dans 
1'AMRC un usager peut en tout moment être inséré. 
La figure 3.1 représente les difftbentes techniques d ' a d  multiples défi- 
nies précédemment. Cette figure est prise de l'article de Peter Paris Par97J. Dans la figure 
3.1, on utilise trois usagers pour expliquer le mode de fonctionnement de chaque techni- 
que d'accès multiple. L'id& directrice dans les trois techniques est d'utiliser des signaux 
orthogonaux ou presque orthogonaux comme on peut bien le constater sur cette figure. 
Dans I'AMRF, la largeur de bande disponible est divisée en plusieurs bandes de fiéquen- 
ces dif'férentes separées par des bandes de garde. de sorte qu'il n'y ait pas de chevauche- 
ment entre ces dernières. Chaque bande de fréquences est occupée par un usager pendant 
toute la durée de transmission comme l'illustre la figure 3.1. Pour I'AMRT. la durke de 
transmission des signaux est divisée en plusieurs intervalles de temps, occupés chacun par 
un usager, et séparés par des temps de garde pour éviter les chevauchements. Chaque usa- 
ger occupe toute la largeur de bande durant l'intervalle de temps qui lui a et6 &ou& Enfîn 
dans I'AMRC, il n'y a ni division de fikquences ni division de temps comme c'est le cas 
pour les techniques d'AMRF et d'AMRT. Ici les signaux sont transmis sirnultanement 
mais non de façon synchrone, et se partagent tous la même largeur de bande disponible. et 
ceci pendant toute la durée de transmission; chaque usager est identifid par un code qui 
permet de le diff6rencier d'un autre. 
usager 1 r 
I 
bande de garde 
usager 2 2
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Figure 3.1 - Schemas de p ~ c i p e s  des diff&entes Techniques 
d'a& multiples 
Dans ce qui  suit, nous procMons B une analyse comparative des techni- 
ques d' AMRT et AMRC. 
3.2 - Analyse comparative des techniques d9AMRC et AMRT 
Nous avons vu prMemment que dans les systèmes B AMRT, aucun 
usager ne peut s'ajouter au système si tous les intervalles de temps sont occupés; par con- 
tre, dans les systèmes A AMRC, la capacité n'est pas definie de la même manière. Étant 
donné qu'un usager peut a d d e r  en tout temps il la station de base sans risque de blocage, 
il s'ensuit une augmentation de l'interférence due B l'a& multiple (MAI) qui entraîne de 
sérieuses dégradations du systbe. La question que l'on se pose est: combien d'usagers 
au  mcu~irnum peuvent être connectés dans un système à AMRC sans dépasser rule probabi- 
lité d' erreur  donnée?^. Cetîe question a été analysée par Turin [Tur84]. Certaines analyses 
ont ét6 faites en considkrant un contr6le de puissance parfait. Cependant, les systhnes 
AMRC souffrent du problème aproche-lointain» qui est dû au fait qu'une station de base 
recevra une meilleure qualité de signal pour les mobiles qui lui sont proches par rapport A 
ceux qui s'en trouvent éloignés. creant un effet de masque, et causant un assez @and 
niveau d'interférences. Donc une hypothèse de contr6le de puissance parfait biaiserait les 
rksuitats d'une analyse comparative des deux techniques d'accès multiple. 
Des études faites par Qiang Wang Wan923, montrent que la capacit6 
dans les systèmes AMRC est, sous certaines conditions, superieure k celie des systèmes 
AMRT, par contre sous d'autres conditions le constat est contraire. Nous présentons ici les 
résultats importants de cette analyse. 
Dans son analyse, Wang considère deux cas. Le premier est celui où le 
canal est soumis des évanouissements de type lognormal (hg-normal shadowing), 
d'écart type o. Les performances du systhme utilisant 1' AMRC sont a£fectées dans ce cas 
par la variation de l'écart type o. Ainsi, en considdrant un écart type o = 1 dB, la capa- 
cité d'un système utilisant 1' AMRC, dans les deux liaisons montante et descendante est ii 
peu près 50% plus grande que celle d'un système B AMR'. Tandis que en considérant un 
écart type o = 8 dB, la capacité d'un systtime B AMRC est inf&ieure au tiers de la Capa- 
cité d'un système utilisant I'AMRT. 
Le second cas est celui où le canal est soumis B des 6vanouissements de 
Rayleigh. Dans ce cas, Wang montre que les performances des deux techniques d'accès 
multiple sont quasi-identiques dans la liaison montante. 
Dans le but de rendre les systemes AMRC plus performants que ceux & 
AMRT* deux possibilités peuvent être envisagées [Wan92]: 
- reduire l'écart type de la puissance moyenne du signal s e p ,  
- reduire le rapport E b / N o  requis pour chaque usager afin maintenir une 
probabilité d'erreur acceptable comme le propose Ananasso [Ana95]. 
Les systhmes h AMRC utilisent un rkcepteur A conélation et un algo- 
rithme sophistiqué de contrôle de puissance. Les deux tedmiques d'accès multiple utili- 
sent des mCthodes de synchronisation. La complexité additionnelle du codage et de 
l'entrelacement est comparable dans les deux méthodes d'accès multiples. Un avantage de 
I'AMRC est di3 au fait que la d&mdation des performances est suivie d'une augmentatio~ 
de la capacite et vice versa. Tandis que dans I'AMRT* il y a blocage lorsque tous les 
canaux sont utilisés dans la trame, et par conséquent il en decoule une iimite du nombre de 
canaux par cellule. Des propositions ont 6té faites pour dtendre la version initiale de 
1' AMRT, celles-ci incluent les techniques de reassignation des canaux durant les temps de 
pause dans une conversation. Ces propositions d'extension de l ' M T  mettront en prati- 
que les statistiques de mdtiplexage des domkes de l'usager, c'est & dire des protocoles 
d'accès multiple par rdservation de paquets [Googl]. L'augmentation de la capacité 
dtpendra alors du taux de perte de paquets acceptable ; en d'autres termes de la probabilite 
de perte d'un paquet. 
Plusieurs comparaisons entre les techniques d'AMRT et d'AMRC ont Ctk 
faites dans la littérature Par971. Wan921, [Tur84]. Ces comparaisons sont parfois biaisées 
car elles posent des hypothbes qui priviligient une technique par rapport h l'autre. A l'is- 
sue de cette analyse, il ressort cenains points importants: 
- lorsque le rapport signal B bruit est grand, 1'AMRC donne une capacité 
6gde au double de celle de 1'AMIiT. 
- les dktecteurs multi-usagers sont essentiels pour réafiser de bonnes per- 
formances dans les systèmes d'AMRC; ces dCtectews servent 3i évaluer 
le niveau de puissance de chaque usager dans une cellule domee. Ceci 
est utile pour le contrSle de puissance qui pose un grand probkme dans 
les systèmes AMRC, 
- l'interference multi-cellules dans les systèmes d'AMRC a un effet pr6- 
judiciable quand le rapport signal B bruit est grand, mais peut être exploi- 
tée l'aide d'une diversité par combinaison pour augmenter la capacite 
quand le rapport signai B bruit est petit, 
- l'interf6rence due & l'accès multiple (MAI) dans les sysdmes AMRC 
limite considérablement les performances du système. On dit alors que 
les systèmes AMRC sont limit& en interference. Mais, cette intederence 
peut être atténuée en utilisant i'activite vocale, et la sectoiïsation des 
antennes, 
- pour les systèmes AMRC, un bon contrale de puissance est nécessaire 
dans le but de réduire l'écart type de la puissance moyenne du signai 
reçu, et de résoudre le probkme «proche-lointainr . 
En résumd, on peut dire que I'AMRC et I'AMRT sont deux techniques 
exploitant des technologies Werentes. Sous certaines conditions, I'AMRC est meilleur 
que l'AMRT, et sous d'autres le constat est contraire. Selon l'usage, on peut tout aussi 
bien opter pour l'une plutôt que pour l'autre de ces techniques. Certains auteurs consid& 
rent que L'AMRC est meilleur pour les communications terrestres, et d'autres que I'AMRT 
est la technique qui convient le mieux aux communications par sateIlites. A titre d'exem- 
ple, la compagnie MOTOROLA utilise I'AMRC pour les communications terrestres, et 
1'AMRT pour ses communications par satellites. Le debat entre les adeptes des deux tech- 
niques d ' a d  multiples n'ut pas résolu. 
3.3 - Caracteristiques de la tedinique d'AMRC 
3.3.1 - Technique asychmne et aléatoire 
Nous avons vu précéàemment que 1'AMRC faisait partie des protocoles 
d'accès multiples aléatoires et asynchrones. Cette nature lui procure un grand avantage. 
Un usager peut en tout temps accéder ii la station de base sans avoir B attendre qu'un canal 
Libre lui soit assigne. husqu'il n'y a pas de rkervation de canaux, tous les appels sont 
acheminés sans risque de blocage, contrairement aux techniques d'AMRI? et AMRT. On 
dit alors que le système a la caractt5ristique de ne pas être Limite en capacité, même s'il est 
vrai que dans certains cas cela peut s'avbrer nefaste pour la qualité de service. 
33.2 - Activité vocale 
L' AMRC faisant partie des protocoles d'accès multiples aMatoires, 
durant une conversation, quand il y a silence (absence de signal), le codeur de voix dimi- 
nue fortement son taux de codage. Ceci a pour effet de diminuer l'interférence dans le 
canal. Il a été démontre que, dans une conversation, un usager est effectivement actif B 
peu près B 35% du temps. Durant les 65% du temps, il y a donc silence. 
Certains mod&s ont 6té proposés pour mettre £t profit de cette activité de 
la voix. Très souvent, on modélise l'activite vocale par une loi binomiale. Ceci dit. si on 
considère que v le facteur d'activité vocale représente la probabilité qu'un usager trans- 
mette le signal dans un canal, et donc soit actif, et si on suppose que l'on a M usagers par 
cellule. la probabilie que k usagers appartenant B la même ceiiuie soient actifs est [Jao95]: 
où: 
De sorte qu'en moyenne, il y a E (v) = vM usagers actifs par cellule, d'où une diminu- 
tion de l'interf6rence. On verra l'effet de l'activité vocde sur les performances du s y s t h e  
au chapitre 6. 
3.3.3 - Facteur de reutilisation de fréquence 
Dans I'AMRC, la largeur de bande du canal est r6utiliske dans toutes les 
cellules. L'efficacité spectrale du s y s t h e  est donc augmentée par un facteur 6gal au nom- 
bre de fois où la frequence est r6uutilis6e B l'int&ieur d'une zone de couverture. Et le nom- 
bre où de fois où la fkéquence est reuutilis6e depend des facteurs tels que la diversité, les 
méthodes de codage, les caractéristiques de propagation du canai, et la structure cellulaire. 
33.4 - Sectorisation d'antennes et transfert de cellules 
La sectorisation d'antennes dans I'AMRC est beaucoup plus efficace 
pour augmenter la capacite comparativement a u  techniques d'AMF2.F et AMRT. Dans 
I'AMRC les cellules sont typiquement divisées en 3 secteurs de 120°. L'augmentation de 
l'interférence due au chevauchement des secteurs dans 1'AMRC est minime. Ceci est atté- 
nue par le gain que lui procure la technique de Soft Handoff (transfert intercellulaire) entre 
Les secteurs. Il est Zi noter que la technique de Soft Handoff utilisée dans 1'AMRC permet 
d'&tendre la zone de couverture et augmente la capacité comme l'a montré Mterbi Wit94l. 
L'etude de l'effet de la sectorisation sur les performances du s ystérne est abordée au chapi- 
tre 6. 
Dans les systèmes A AMRC, lors du transfert de cellules, le mobile n'a 
pas se syntoniser sur la fkéquence de la station de base de la nouvelle cellule. De plus, 
lors d'une transition vers une nouvelle cellule. l'usager continue A transmettre sans faire 
de demande d'allocation de canal puisqu'aucune reservation n'est nécessaire. 
Un autre avantage réside dans le fait que la liaison avec le mobile ne 
s'çtablit pas forcément avec la station de base la plus proche. Le mobile peut contrôler la 
qualit6 du lien par rapport il deux stations de base de cellules Merentes et choisir le lien 
qui lui exige le moins de puissance. Cet aspect est avantageux lorsque le mobile se trouve 
dans la region limitrophe de deux cellules où les obstacles majeurs masquent la liaison du 
mobile B la station de base. 
3.3.5 - Faible rapport Eb/ (NO + IO) requis 
Le rapport Eb/ (NO +IO) représente le rapport entre l'énergie par bit 
d'information Eb , sur la densite spectrale du bruit thermique No plus interference lo. Ce 
rapport donne une mesure de la performance de la liaison montante dans les systèmes B 
AMRC. Les syst8mes B AMRC utilisent une combinaison du codage correcteur d'erreur et 
d'un d6modulateur numérique efficace dans l'implantation de leur réseau cellulaire. Ceci a 
pour effet de diminuer le rapport Eb/ (NO + IO) requis pour satisfaire une probabilite d'er- 
reur donnée. La réduction du rapport Eh/ (NO + IO) a pour effet d'augmenter la capacité 
du système. d'accroître le rayon de la zone de couverture des cellules, et de diminuer la 
puissance d'6mission des signaux. 
3.4 - Stmcture de la technique d9AMRC 
La technique d'AMRC est essentiellement basee sur les notions d 'h i e -  
ment de spectre. Dans ce qui suit* nous décrivons l'utilite de l'etalement spectral et les dif- 
férentes méthodes utilisées. 
3.4.1 - Étalement spectral 
L'étalement spectral est une technique de transmission numérique de l'in- 
formation dans laquelle le signal transmis dans le canal occupe une largeur de bande beau- 
coup plus grande que la largeur de bande du signal en bande de base. C'est une technique 
qui permet de r&iuire l'interf&ence, elle permet en outre d'assurer une bonne confidentia- 
lité. En effet, l'ttalement est assure par un signal pseudo-aléatoire appelé code de l'6tale- 
ment. Ce code est independant de l'information et est connu du récepteur, ce qui lui 
permet de récupérer le signal. L'ktalement 6tant effectué par un signai pseudo-alkatoire. la 
récupération du signal 6taié est rendue difficile. 
Il existe trois formes d'étalement spectral: l'étaiement par sauts de temps 
(Tme Hopping), l'étalement par sauts de fréquence (Frequency Hopping), et l'btalement 
par séquence directe (Direct Sequence: DS). Nous verrons les particularités de ces trois 
fonnes d'ktalement, en accordant une importance 1'6talement par séquence directe qui  
est la forme utilisee dans cet ouvrage. Pour plus dktails, le lecteur pourra se referer B 
pet%]. 
3.4.1.1 - Étalement par sauts de temps 
Dans cette forme d'etaiement spectral, un intemaile de transmission de 
durée T est divisé en plusieurs créneaux de durée Tc = l / f p ,  où fp représente la fie- 
quence de la séquence pseudo-aléatoire. Il faut bien entendu que le nombre de créneaux 
dans l'intemaile de temps de durée Tc soit supérieur au nombre de bits transmettre dans 
l'intervalle de durée T pour qu'il y ait etalement. 
Cette forme d'etaiement spectral nécessiste une synchronisation parfaite 
entre les usagers, et ne peut par conséquent être utilisée dans un système d'AMRC qui est 
souvent de naNe asynchrone. 
3.4.1.2 - Étaiement par sauts de fréquences 
Dans l'ttalernent spectral par sauts de frtquences, la largeur de bande du 
canal ut sepentee en plusieurs sous-canaux. L'&alement par sauts de f ' uences  peut 
s'établir de deux façons [Pet95]: par sauts lents. ou par sauts rapides. La classification 
dans I'&alement par sauts de fréquences se fait en se basant sur la relation entre la durée 
d'un saut de fréquence Th (hop Mie), et la durée d'un symbole codé Ts [Mi197]. Dans 
l'étalement par sauts de frequences rapides Ts = NTh. où N est un entier naturel non nui. 
tandis que dans un etalement par sauts de fiequences lents. Th = NT,. En d'autres termes 
dans un dtalernent par sauts de fréquences rapides, il y a plus d'un saut par symbole codé. 
et dans celui & sauts lents. il y a plus d'un symbole codé par saut de fiéqueme. L'6taIement 
par sauts de fréquences lents est la méthode la plus utiiisée. La sélection des souscanaux 
se fait de façon pseudo-aléatoire. 
La modulation utilisée pour transmettre le signai peut être de type PSK 
(modulation de phase), ou de type FSK (modulation de fiéquence) et autres. 
3.4.1.3 - Étalement par séquence directe 
Cette technique est celie la plus exploitée dans les systèmes & AMRC. 
L'Ctalernent par séquence directe est effectué, en modulant la séquence d'information 
directement avec un signal pseudo-aieatoire de grande largeur de bande. La forme la plus 
simple de l'étalement par séquence directe utilise une modulation BPSK. En notant, c ( t )  
la séquence pseudo-aléatuire qui peut prendre les valeurs ~ 1 ,  T la durée d'un bit, Tc la 
durée d'un crCneau (chip), P la puissance du signal représentant les données modulées, oo 
la f5équence angulaire de la porteuse en radians par seconde, et Bd la phase; le signal émis 
est pet%]: 
3, = fit ( f )  ws (mot + ed ( 1 )  ) (3.3) 
Le gain de traitement est defini par: 
CP 
La figure 3 -2 représente la structure de l'emetteur utilisant une séquence directe BPSK. 
Figure 3.2 - Émetteur AMRC utilisant la séquence directe avec modulation BPSK 
Pour comprendre la raison pour laquelle la séquence directe combat effi- 
cacement les interferences, il est important de l'&udier dans le domaine spectral. En con- 
siderant les bits d'informations binaires ~ 0 %  et 1 » équiprobables, les spectres de densité 
de puissance de la séquence d'information Sb a, et de la séquence étalée Se (j) s'écrivent: 
où la fonction Sa (s) = sin (x) /.r . En substituant l'équation (3 -4) dans (3 -6). on obtient: 
Les spectres de densité de puissance de la séquence d'information Sb V) 
et de la sequence &ai& Se V) sont représentés B la figure 3.3. 
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Figure 3.3 - Spectres de densité de puissance de la séquence d'information et de 
la séquence Btaiée par séquence directe Weh9q. 
A la figure 3.3, on voit qu'il y a une augmentation de la largeur de bande 
du signal étal6 par rapport B celle du signal non-&& qui s'exprime par un gain qui est 
kgal B Gp appel6 gain de traite men^ on a aussi une diminution de la puissance par ce 
m&me facteur. Donc un grand gain de traitement permet de diminuer I'interf&ence entre 
les usagers. Par conséquent, on a intérêt B avoir un gain de traitement le plus grand possi- 
ble. 
Dans un système B AMRC utilisant M usagers par cellules, en se fixant 
un usager quelconque, les ( M  - 1) autres usagers constituent pour ce demier une source 
d'interférences. Le récepteur synchronise sur un usager en particulier appel6 usager de 
rCfCrence, doit dkterminer la sequence étalée. qui 6mmane de l'usager consid6r6, parmi tou- 
tes les séquences &&es du canai. On cherche alors B minimiser l'erreur quadratique 
moyenne lors de la transmission d'un signal Won951. Pour ce faire, on devrait utiliser un 
récepteur ii codation fonctionnant sur la séquence pseudo-deatoire de l'usager de réfé- 
rence. 
Ii est donc important de trouver de bons generateu-s de séquences 
pseudo-aleatoires, car les séquences pseudo-akatoires permettent de réduire l'interftirence 
inter-usagers qui est la fome d'interf6rence rencontrée chez les usagers qui se trouvent 
dans une même cellule. Les meilleures séquences sont celles dont la fonction d'autocorrk- 
lation se rapproche le plus d'une fonction de Dirac B l'origine, et dont l'intercorrtilation 
entre les séquences pseudo-aléatoires est La plus faible possible. Mais en général. il est 
impossible de trouver les séquences qui ont ces deux propriétés. Il faut donc faire un corn- 
promis entre le nombre de séquences et leur qualit& 
Les séquences qui offrent ce genre de compromis sont les s6quences de 
Gold, comme dans [Lef94]. Ce sont ces séquences q u i  seront utilisées dans cet ouvrage. 
3.4.2 - Étalemenent spectral par les séquences pseudo-aléatoires 
La séquence pseudealéatoire permet d'etaler le spectre du signal de la 
dquence d'information. Par contre, le codage convolutio~el utilisant les taux de codage 
faibles etale aussi le spectre du signal de la séquence d'information par un facteur v , 
v = l / R  où R est le taux de codage. En notant 7. la duree d'un bit d'information, TV la 
durée d'un symbole code et Tc celie d'un chip de la séquence pseudo-aléatoire, le gain de 
traitement est T / T ,  et le taux de codage est R = T,,/T. L'6talement cause par le codeur 
convolutionnel est T/T, = V. Chaque symbole codé est influend par T / v T ,  chips de la 
sequence pseudo-aléatoire. 
Ii existe deux façons de combiner les séquences pseudo-aléatoires et les 
codes convolutionnels afin d'effectuer 1'6talement spectral: par application directe de la 
séquence pseudo-aléatoire de longueur T h T c  chips sur chaque symbole code, et par 
application partielle de la séquence pseudo-aleatoire de longueur T/T, .. sur l'ensemble des 
symboles codés correspondant au bit d'information. Ces deux mCthodes sont illustrées A la 
figure 3.4 qui est prise du memoire de Lefrançois [Lef94]. Dans la cette figure, le taux de 
codage vaut R=1/4, et le gain de traitement Gp = 28. 
Dans la methode par application partielle. la longueur de la séquence 
pseudo-aleatoire est plus grande par rapport B celle utilisb pour l'application directe. Or, 
plus les séquences pseudo-aleatoires sont longues, plus le nombre de séquences disponi- 
bles est important. Dans le cadre de cet ouvrage, nous utiliserons la rntthode par applica- 
tion partielle de la sequence pseudo-aléatoire. 
3.4.3 - Application des codes convolutionnels de faibles taux de codage dans le systb 
mes AMRC 
Dans les systèmes AMRC, on assigne B chaque usager un code d'ttale- 
ment different qui gén&re une séquence pseudo-aléatoire pour que le signal puisse être 
d6termin6 au récepteur. Un des probkmes lorsqu'on utilise l'étalement spectral applique 
aux systèmes d'accès multiples, est de trouver un système de codes tel qu'un plus grand 
nombre possible d'usagers puisse utiliser la même bande de fréquence avec une interfé- 
rence mutuelle la plus faible possible. 
Le gain de traitement est généralement très Cleve, Gp = B e / B b  » 1 où 
B = Rb, avec Rb le taux de transmission des bits d'informations. Puisque Be = R, où Re 
Séquence de symboles codés correspondant B un bit d'infomation (R=1/4) 
T 
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Figure 3.4 - Étalement de la séquence pseudo-aléatoire par application directe, 
et partielie bf94] 
est le taux de transmission des chips de la séquence pseudo-aléatoire, alors R, » Rb. 
La redondance et l'augmentation de la largeur de bande du signal occa- 
sionnees par la séquence pseudo-aléatoire sont 6videntes. Le codage convolutio~el est 
une technique très utilisée et très connue permettant d'augmenter la largeur de bande du 
signal numérique et d'instaurer la redondance. L'application des codes convolutio~els 
permet d'obtenir un certain gain de codage. Le gain de traitement obtenu en tenant curnpte 
du codage wnvolutio~el  est dom6 par: 
G, = G,G, (3-8) 
où G, et Ge représentent respectivement les gains dûs au codage et B l'étaiement. 
En ce qui concerne la technique d' AMRC, l'émetteur n'est pas limité en 
largeur de bande. mais il est limité en puissance. De plus. les performances obtenues au 
récepteur sont tibutaires de l'importance de L'inted&ence. par conséquent le système cel- 
lulaire est donc limite en interference. La grande largeur de bande allouée aux systèmes 
AMRC permet d'appliquer les codes convolutionnels de faibles taux de codage. On a vu 
précédemment que le codage convolutionnel utilisant de faibles taux de codage permettait 
d'étaler le spectre de la séquence d'information par un facteur v = 1 / R ,  où R représente 
le taux de codage. Plus ce taux est faible, plus grand est I'ttalement et B la limite, toute la 
largeur de bande du code convolutio~el pourra être utilisée pour l'btdement. Par contre. 
une mise en garde s'impose. Pour que la diminution du taux de codage soit profitable, 
l'augmentation du gain de codage caude par un taux de codage plus faible doit au moins 
compenser la diminution de la contribution des séquences pseudo-aleatoires Zi l'étalement. 
L'étude des codes convolutio~els destinés aux systèmes AMRC a et6 faite par Lefiançois 
Wf941. L'utilisation des codes convolutiomels de faibles taux de codages dans les systè- 
mes AMRC a donné une augmentation de la capacité, en nombre d'utilisateurs weh96]. 
Dans ce chapitre, nous avons vu les notions d'accès multiple, et avons 
décrit hs dineentes techniques. Une comparaison entre les techniques d'AMKT, et 
AMRC a 6té faite. Une analyse des caracdristiques de la technique d'AMRC a été abor- 
dée. et enfin nous avons examint la structure des systèmes AMRC. 
Dans le chapitre suivant, nous examinerons les problèmes d'interferences 
dans les systèmes de wmmun.icati011~ persomeiks terrestres. 
CHAPITRE 4 
ÉTUDE DES INTERFÉRENCES 
Dans ce chapitre, nous Chidions les interferences dans les systèmes cellu- 
laires utilisant L'AMRC. Dans un premier temps, nous examinons l'interférence inter- 
usagers qui est issue des usagers appartenant & une même cellule; ensuite nous verrons 
l'interférence inter-cellules qui est provoquée par les usagers qui se trouvent k l'interieur 
des cellules adjacentes. Nous aborderons ensuite l'analyse de l'interférence totale qui 
découle des deux modèles; enfin une borne supbrieure sur la probabilité d'erreur par bit 
sera établie. Toute l'btude est faite pour la liaison montante (mobile il station de base). 
Avant d'analyser les interfCrences. il est nécessaire de poser un certain 
nombre d'hypothèses afm de pouvoir 6tabii.r un mod&le. Afin d'alléger le modèle. nous ne 
tenons pas compte des phénomènes d'évanouissement dans Ie canal radio. ces derniers 
seront pris en considération au chapitre 5. L'analyse est faite pour la liaison montante 
(mobile B station de base). 
4.1 - Analyse de l9interf6rence du modele cellule ih unique dans les systemes à AMRC 
4.1.1 - Definitions et hypothèses 
L'interf6rence inter-usagers est provoquée par les usagers d'une meme 
cellule; son analyse nécessite une modélisation de la structure du sys terne cellulaire. Pour 
ce faire. il convient d'abord de definir certaines notions avant de poser des hypothèses. 
L'usager de reference est l'usager pour lequel on cherche B Cvaluer les performances. Le 
récepteur de la station de base est synchronisC sur cet usager. Les usagers en intederence 
sont ceux pour lesquels les signaux transmis dans le canal de transmission sont superpos& 
au signal de l'usager de reférence. Dans les systèmes utilisant I'AMRC, tous les autres 
usagers de la cellule sont wnsid6rés comme étant des sources d'interférence pour l'usager 
de ref(Srence. La station de base de reférence est ceile avec laquelle l'usager de réference 
est en liaison. 
L'analyse est faite en se basant sur les hypothbes suivantes: 
- I'algorithme de contrôle de puissance est tel que l'erreur due 8 l'imper- 
fection du contrale de puissance suit une loi log-normale Won951. 
- les 6vanouissements sont très lents. et il n'y a aucun trajet multiple. 
- le bnùt est considért5 comme étant blanc gaussien et additif (B BGA), 
- I'interference cr& par les autres usagers de la cellule. selon la loi des 
grands nombres, est approximée par une loi gaussienne [Voj94]. 
4.1.2 - Modele du système 
Soient a(k) ( t )  les symboles codés provenant de l'usager k .  b (') (t) la 
séquence pseudo-aléatoire de ce même usager, El l'énergie par symbole codé transmis 
dans le canal, 7. Tc, et TV respectivement les durées d'un bit d'information. d'un chip de 
la séquence pseudo-deatoire. et d'un symbole code; le signal qui arrive au récepteur 
résultant de la superposition des signaux de M usagers en communication pour un système 
asynchrone s'écrit: 
r~-1 
où les cpk (r)  = ,/2/T,cos (2nf,t + 6 )  représentent les fonctions de base, q ( r )  
represente le bruit blanc additif gaussien de moyenne nuile et de variance No/2. et 
fp = I / T c  est la fiQuence porteuse. Les coefficients hk representent l'imperfection due 
& une erreur de contrale de puissance pour l'usager k. Ils suivent une loi log-normale de 
param&tre oc; Br et sk représentent respectivement la phase et le d6la.i du signal de ce 
même usager. 
Les variables déatoires {Bk) sont identiquement distribu& et hdkpen- 
dantes; eues suivent une loi uniforme sur l'intervalle [O,2n]. De même les variables { rk) 
sont identiquement distribuh et indépendantes; eues suivent une loi unifonne sur l'inter- 
valle [O,TJ.  a") (t).  et b(&) ( t) .  sont tels que a(k )  ( t )  dk) (0 E {-Li}. La figure 4.1 
represente le modèle du système considerk. 
Figure 4.1 - Modèle du système 
4.1.3 - Analyse de l'interférence inter-usagers 
Nous avons vu que l'erreur due au contrôle de puissance suivait une loi 
log-normale. On dit qu'une variable aldatoire Y suit une loi log-normale de paramètres p 
et o. si il existe une variable aléatoire X teiie que X = Zn (Y), où X est une loi normale 
de moyenne p. et variance 0'. La fonction de densite de Y s'ecrit alors [Pap84]: - 
La moyenne et le second moment de la variable Y sont respectivement dom& par les 
2 équations (Kg), et (II. 16): E [Y] = e ~ p ( ~ + o ~ / 2 )  et E [y2] = e x p ( 2 p + 2 o  ) . 
Dans le cadre de cet ouvrage, les facteurs d6crivant l'imperfection du 
contrôle de puissance r3;t s'écrivent hk = exp (xk) .  où les { x i ]  représentent l'erreur due 
au conadle de puissance Mon951. Les &} suivent une loi gausieme de moyenne p = O 
et de variance a: mn95]. 
Nous suivons ici les dév6loppements de Lefiançois [Lef95] et Mehn 
[Mehgq. On a suppose que le récepteur était synchronis6 avec l'usager de rkference. En 
reCcnvant l'équation (4.1) de façon & faire ressortir le terme du signal de l'usager de 
référence, on a: 
r (t) = h&a(*) ( t )  b") ( t )  cpo(t) 
Dans cette nouveiie expression, r1 = T~ - T ~ ,  cpt ( t) = &iZ/T;cos (2 n-fP t + et k ~ ,  avec 
0', = 6, - 6,  où ô, = 0, - 25rfprk, et on a posé: ho = h. Dans l'bquation (4.3), tout est 
consider6 par rapport B l'usager de référence qui est représente par celui dont l'indice 
k = O. Ceci est fait dans le but d'6vaiuer la sortie du récepteur A conélation qui comme 
nous l'avons dt5jjà mentionne est synchronise par rapport ii ce dernier- La sortie du récep- 
teur B corrtlation correspondant au symbole code i de durée TV s ' M t  alors : 
hka (') ( t  - ~ ' k )  b (k' ( f - T'~) b (O) ( f )  plk ( f )  (Po ( t )  d f  (4.4) 
Étant dome que [ b t }  E {-1.1). que les fonctions {cpJ de base sont normees. et que 
L, = TV/ Tc qui représente la longueur de la séquence pseudo-aléatoire d'ttaiement influ- 
encée par un symbole codé est un entier, on a [Lef94] : 
Si on pose: 
TV 
on a en prenant Bo = 0: 




G,  = - a(') ( t  - C g k )  b (k )  ( t  - rvk) b") ( I )  cos (2nfpt + etk)  dt 
TV 
1 
+q I a ( k )  ( t - ~ l ~ ) b ( ~ )  ( t - r g k )  do) ( t )  cos ( B ' ~ )  dt . 
r - O  
On suppose qu'on a un récepteur ii corrélation ideai, et que le premier terme de l'équation 
(4.8) est nui [Voj94], d'où: 
Finalement, en substituant (4.9) dans (4.3, on a: 
hkcos ( O B k )  a (') ( t  b ( 1  - srk)  b  ( O )  ( t )  
k - i  
Le premier terme de l'équation (4.10) represente l'infomation de l'usager de rdférence. le 
deuxikme teme I'interference inter-usagers, et le troisième terne le bruit blanc additif 
gaussien. Le second terme est celui qui mérite d'être analyse avec grande attention. 
Analysons ce terme. 
En examinant la sommation du second terme qu'on note J :  
En posant: 
I = 1 a (') ( r  - r',) b ( k )  ( t  - Y,) b (O) ( t )  dr - 
r u 0  
Des équations (4.11) et (4.12), on a: 
On est interresse B connaître les caract&istiques de J . Pour un grand nombre d'usagers M, 
et pour un grand gain de traitement L = TIT,,  les variables aldatoires Ik peuvent être 
mod6lisbes par une variable akatoire gaussieme Woj94J de moyenne n d e ,  et de variance 
- 
2 I [Lef94]. Les variables aléatoires AL, B I t ,  et Ik étant statisquement indépendantes, la 
moyenne de J est alors: 
Puisqu'on a vu que E LIk] = O Woj941, il s'ensuit que J = O .  n reste ii determiner la 
variance de J .  Ayant obtenu 1 = 0 . la variance de J est d'aprés a.24): 
Les usagers suivent tous les memes lois de probabilite, et connaissant les statistiques de 
toutes les variables aléatoires de I'equation (4.15)' on obtient d'après (II.27): 
Les statistiques du second terme étant connues, on peut maintenant 
examiner celles des premier et &oisBrne termes de l'équation (4.10). Le premier terme est 
une constante. sa moyenne est tout simplement egaie B lui-même et sa variance est nuile. 
Le troisième terme a une moyenne nulle et une variance: 
On dispose B present de toutes les informations permettant d'obtenir les 
statistiques de ei ( TV). En effet. lorsque M est grand. le symbole code ei (TV)  suit une loi 
gaussieme definie par: 
On note: 
On definit enfin la variance nomaiïsQ de l'interference inter-usagers par: 
Où E&, = REb, R est le taux de codage. Eb est I'hergie par bit, L, = T , / T c .  Une rela- 
tion existe entre la variance normalisée o i  , et le taux de codage servant en partie ii L'Ctale- 
ment . En effet, pour la séquence pseudo-aléatoire par application partielle, on a [Lef94]: 
La moyenne et la variance de l'interference permettent d'evaluer les per- 
formances du système. Dans ce qui suit, on examine I'interf6rence du modèle mulfi-cel- 
lules. 
4.2 - Analyse de I'interfbrence du modele rnulti-cellules 
Nous allons B présent traiter l'interfkrence causée par les usagers qui se 
trouvent dans les cellules voisines B la cellule de reference, appelée interférence inter-cd- 
lules. Le modèle consider6 ici est semblable ceux proposés par mterbi mt94], et Mehn 
CMewq. 
Dans un premier temps, nous présentons le mod&le de propagation, puis 
par la suite, nous d6v6lopperons les expressions permettant de connaître les statistiques de 
l'in terference inter-cellules . 
4.2.1 - Modele de propagation 
On suppose comme dans le cas de cellule unique, que les 6vamuisse- 
ments de Rayleigh sont inexistants, et que le contrôle de puissance suit une loi log-nor- 
male de param&tres p = O et oc. Les signaux des usagers appartenant ik la cellule de 
rkference arriveront avec une amplitude pondérée des facteurs kt qui tiennent compte de 
l'erreur due au contrôle de puissance. Par contre les signaux des usagers appartenant aux 
cellules voisines de la cellule de reference (indicées par j), arriveront B cette demi6re avec 
une amplitude pondérée des facteurs hkj due l'erreur de contrdle de puissance de l'autre 
cellule, et atténuée par les stations des autres cellules. Cette atténuation est modeiisée par 
le produit d'une variable aléatoire log-normale et de la distance Clevée 3i une puissance 
mt94]. Ainsi, pour un usager situé Zk une distance r de la station de base de la cellule de 
référence, l'atténuation est proportiomelle au terme: 
-p Cl10 a ( r ,  <) = r 10 (4.22) 
2 où 6 est une variable aléatoire gaussieme de moyenne nulle et de variance o . et O 
dependent de I'enviromement de propagation but9  11. Les valeurs genéralement pnses 
dans I'6vaiuation des performances d'un système sont: p = 4 dB et o = 8 dB. Dans 
notre analyse, on suppose que les evanouissements de Rayleigh (dûs a u  trajets multiples) 
n'affectent pas la puissance du signal. 
4.2.2 - Étude de I'interference inter-cellules 
Les d6véloppements ici sont semblables & ceux proposes par Mehn 
weh96], Lefrmçois [Lef94], et Viterbi w1t94] B la ciifference qu'ici, nous considerons un 
mod&le de contrôle de puissance imparfait. Pour dvaluer l'interf&ence causde par usager 
d'une ceilde adjacente, il importe de dtterminer la puissance avec laquelle le signai de 
l'usager en interférence est reçue B la station de base de ref6rence. Pour ce faire, on sup- 
pose que cet usager subit deux atténuations. La premiere est due & l'imperfection du con- 
trdle de puissance de la cellule dans laquelle cet usager se trouve; cette attenuation est 
modéiis6 par les coefficients )cy. La seconde atténuation est due B la distance qui separe 
cet usager de la station de base de réference. Le signal transmis par cet usager qu'on not- 
ext era rk est alors donné par: 
atténuation controlk par cellule adjacente 
Dans cette expression, Co sert A mod6liser l'atténuation entre l'usager et la station de base 
de reference, C l'attenuation entre ce même usager et la station de base de la cellule dans 
laquelle il se trouve.Ces deux variables obéissent B la même statistique c'est B dire moy- 
2 enne nuile et variance a . 
usager qui provoque 
Figure 4.2 - Usager dans une cellule adjacente créant de l'interférence &ef94] 
M n ,  de d o ~ e r  la forme du signal reçu B la station de base de la cellule de reférence qui 
est issue de la superposition de tous les usagers situés en dehors de celle-ci. il est néces- 
saire de faire certaines hypothèses. Ces hypothhes doivent être posCes dans le but de per- 
mettre une simplification du modèle, et de mieux comprendre le principe de 
fonctionnement, 
- On suppose que lu usagers sont repartis uniformement dans la cellule 
qui dans un premier temps est approximée & un hexagone de densité: 
2M p = -  
3 6  
usagersktt5 d'aire wi@4]; par la suite on les approximera à 
des cedes dans le but de simpliner l'analyse. 
- Le systeme est divisa en classes de cellules dans lesquelles. les stations 
de base des cellules appartenant & une même classe sont toutes situées ii 
la même distance de la station de base de la cellule de refkrence, et donc 
ces dernières sont placées sur un cercle de rayon variant selon la position 
de la classe tel qu'illustrer B la figure 4.3. Ce qui suppose en d'autres ter- 
mes, qu'on a un nombre f i t e  de cellules dans le système. Dans notre 
analyse, nous avons considéré une constellation de 36 ceildes en nid 
d'abeilles. On expliquera plus loin dans le chapitre les raisons de ce 
choix. 
- Chaque ceiide est soumise B un contrôle de puissance qui lui est propre. 
Avec ces hypothèses, la forme du signal rqu des usagers situés à l'ext6rieur de la cellule 
de réference s'&rit: 
Dans cette expression, N représente le nombre de classes de ceiiules dans le système, A, le 
nombre de cellules dans la jeme classe, Co et Ckj reprbentent respectivement les variables 
aiéatoires qui modélisent l'atténuation du kPme usager situe dans la jème classe; ces vari- 
ables aiCatoires sont indépendantes et identiquement distribuées; eues suivent chacune 
une N (O, a*) . M est le nombre d'usagers par cellule. Les autres paramètres de IY4quation 
(4.24) sont définies exactement de la même façon que ceux de l'équation (4.3) obtenue 
pour le cas de la cellule unique, k la seule Mérence qu'il s'agit d'un usager k situé dans 
une cellule adjacente & la celide de référence qui appartient B la jeme classe. 
Figure 4.3 - Représentation du systéme sous forme de classes de cellules meh9q 
A la figure 4.3, la cellule de réference est celle du centre, et les stations de base des cel- 
lules adjacentes sont identifiees par les points qui se trouvent sur les cercles. 
En posant xy = Co - ckj, la variable aléatoire zy suit une loi nonnale 
N (0, 202). R faut que MW: 
On definit la fonction Y jXq 2) par : 
[ O sinon 
De la même façon qu'on a proc&ib pour le cas de la cellule unique, la sortie du rkepteur ii 
corrélation s 'écrit: 
avec: 
On est B présent interesse & connaître les statistiques de e ,  (TV). De la même façon que 
dans le modéle cellule unique la moyenne des Gy est nulle. De sorte que: 




A partir des équations (4.29) et (4.30) on a: 
où: 
Le terme fastidieux B calculer est Hi. Ce terme est le résdtat des calculs d'une classe j 
dom&. Par indépendance des variables aléatoires LU, et puisque: E [Lu] = O,  on a 
Dans I'tquation (4.33), seul le premier terme du produit de la sommation nous est incon- 
nus. Les statistiques des autres termes ont d6jA étt5 d6temllnées. Cherchons donc les statis- 
tiques de ce terme. En le notant 1, ( p, O), on a: 
de sorte que: 
Le terme 1, (p, o) a 6te évalu6 par Mehn weh96], et il vaut: 
Dans cette expression, la fonction g - (Di) #,O est definie par: (2 ) 
où la fonction Q ( x )  est donnée par: 
Nous dons a present approxirner ies hexagones B des cercles comme a la figure 4.4 
Cellule 
de référence 
Figure 4.4 - Modèle du rep&re utilise pour 6vaiuer l'interférence interceildes [Lef94]. 
Dans ce modéle, Di represente La distance de la station de base dans laquelle se trouve 
l'usager k qui crée de l'interférence, A la station de base de référence. Cette distance est 
fixe pour une classe donnée. puisqu'elle reprbente le rayon du cercle centre B la station de 
base de reférence. Et enfin d'après la figure 4.4, on a: 
En prenant un rayon de cellule unitaire, on obtient le tableau ci-dessous qui dome les dis- 
tances D des classes de cellules, ainsi que le nombre A de cellules se trouvant B l'interieur 
de la f m e  classe de ceilules. 
Tableau 4.1 - Valeurs de Aj et Dj weh96l 
On constate B partir de 196quation (4.35) que Ij  est uniquement fonction 
de D j .  Mais les valeurs de Di ont été calculées pour chacune des classes. Ce qui simplifie 
notre analyse. Dans le cadre de cet ouvrage, nous nous sommes limités au calcul. B cinq 
classes de ceilules, car l'evaluation des cinq premiers termes est suffisant pour avoir une 
bonne precision, comme on te verra un peu plus loin dans ce chapitre. 
Reprenons l'expression de l'6quation (4.35). Dans cette équation, on a 
aucune dependance de l'indice j dans la sommation. Et donc on peut sortir l j  (p, o) de la 
sommation de sorte que l'on ait: 
Une fois de plus, on utilise le fait que tous les usagers sont identiquement distribués, et 
ayant dCjb calcd6 les deuxiihnes moments des variables qui sont B l'intérieur de la som- 
mation, on en déduit que : 
Des équations (4.31), et (4.41), on trouve que: 
Et finalement, en dkfinissant (p, O )  par: 
on a en substituant (4.43) dans (4.42): 
f3 (p, O) a étt calcul6 pour difftkentes de p et o. Ces valeurs se trouvent dans le tableau 
4.2. Les calculs ont 6t6 faits en considhnt uniquement les cinq premieres classes de cd- 
luies comme illusa6 B la figure 4.3. On peut montrer qu'8 partir de la cinqui8me classe, on 
obtient une bonne précision de fi (p, O). Pour ce faire, on choisit de faire l'analyse en con- 
sidCrant le cas où p = 4 dB, et o = 8 dB, qui sont les valeurs les plus utilisées dans la 
Litt6rature. Le tableau 4.3 donne les résultas obtenus pour le cas considCr& 
D'apr&s les résultats du tableau 4.3, la première classe de cellules est 
celle qui crde le plus d'interftkences, elle contzibue h 54.16% de l'interférence. De plus on 
constate d'apr&s ce tableau que l'interference diminue quand on s'eloigne de la cellule de 
reference; ce qui était prtivisible. 
Tableau 4.2 - Valeurs de f3 ( p, O) 


























L'usager de r6f6rence sera beaucoup affecté par les signaux transmis des 
usagers qui se trouvent dans les quatre premihs classes. La dernière classe de cellules ne 
contribuant que pour 3,13% de l'interférence, on peut se limiter uniquement il cinq classes 
comme nous l'avons dit plus haut. 
Le tableau 4.2 montre que (p. O)  augmente en fonction de l'écart type 
a, pour une valeur de fixée. Lorsque f3 (p, o) augmente, on a un accroissement des 
interférences dans le système. Par contre, écart type <r égd, si pl < pz, on aura 
(pz, O )  < (pi, 6)- Ceci est pr6visible car plus l'atténuation due ii la distance est 
grande. plus les amplitudes reçues des signaux des usagers appartenant aux cellules 
voisines sont faibles. L'interfkrence qui en découle est égaiement faible. 
Dans l'analyse de l'interférence inter-ceiiules, le concept a kt6 inspiré du 
mod&le de Mehn. Le modele d'inte&rence inter-cellules propose par Mehn tenait compte 
d'un contrôle de puissance parfait. Ici, nous avons raffiné le modèle en tenant compte de 
l'imperfection du contrdle de puissance. Tous les dévdoppements mathématiques ont 
donc ét6 modifés de sorte i~ integrer le ces d'une erreur de contrôle de puissance. L'expres- 
sion du signal reçu B l'entrée du recepteur Zi wrrt5lation est donc un concept enti&rement 
nouveau qui est nt5 de notre analyse. 
Dans ce qui suit, nous considt5rons l'effet combid de l'interférence de la 
cellule unique et celle du moà&le multi-cellules, qu'on appelera interference totale. 
43 - Analyse de I'interfhrence tome 
Pour analyser l'interférence totale, on doit considérer les deux mod&les 
de cellule unique et multi-cellules. L'analyse de l'interférence étant dejà faite pour ces 
modèles, l'interference totale est donc la somme de I'interf6rence du modèle cellule 
unique et de celle du modèle rnulti-ceiiules. 
En considthnt les équations (4. lg), et (4.44), et en supposant qu'il y a 
ind6pendance entre les deux rnodUes, le symbole code B la sortie du récepteur suit une loi 
normale de moyenne: 
et de variance: 
En comparant les expressions (4. lg), et (4.461, on se rend compte qu'il y a augmentation 
dYinterf&ences par un facteur r = [ 1 + f3 (p, o) 1, par rapport au mod8le de la cellule 
unique. 
Dans ce qui suit, nous donnons l'expression de la bome supérieure sur la 
probabilité d'erreur par bit. Cette bome permettra de determiner la capacite des systèmes 
AMRC. 
4.4 - Borne supérieure sur la probabilité d'erreur par bit des codes convolutionnels 
dans les systèmes AMRC 
L'analyse de la bome supérieure sur la probabilite d'erreur par bit est 
semblable il celle faite par Lefrançois bf94]. La probabilite d'erreur entre une paire de 
mots de codes separés par un poids d de Hamming est donnée par: 
Mais on a w que l'interférence dans le canal peut être approximée par une loi gaussieme 
ei (TV)  dont la moyenne et la variance sont données respectivement par (4.45). et (4.46). 
Les variables aieatoires ei (TV)  étant identiquement distribuées indépendantes et gaussi- 
emes. on cornait les statistiques de la somme. Ce qui permet de transformer l'équation 
(4-47). Cette équation s'écrit alors: 
Or, les coefficients qui mod6lisent l'imperfection du contrôle de puissance At sont tels 
que hi = exp (X&, où Xk est une variable aleatoire gaussieme de moyenne nulle et vari- 
- 
ance oc2 ; et 0; = r2/ (CL:). On peut donc lever la condition sur A, de sorte que: 
La borne superieure sur la probabilite d'erreur par bit est donnée par: 
où dfree, et l'ensemble des valeurs{Cd} representent respectivement la distance Libre du 
code consid&& et son spectre de poids de Hamming. 
En substituant les équations (4.49), dans(4.50). on obtient finalement: 
dexp (Zx) 
dx 
C'est en modifiant au fur et h mesure cette borne que nous déterminerons la capacitC des 
systèmes AMRC. 
4.5 - Présentation et interpretation des rkdtats 
L'analyse est faite en utilisant le code B probabilité d'erreur minimale de 
longueur de contrainte K = 9, et de taux de codage R = 1/32. Considerant le code 
qu'on utdise pour evaluer les performances, on connaît son spectre de poids (c'est dire 
les C d ) .  Pour determiner la capacité en fonction o qui est l'un des paramètres car- 
actérisant le modèle multi-cellules (p étant l'autre paramètre), pour chaque valeur de o 
donnée, on fait varier par approximation successives M, jusqu'h ce que l'on obtienne un 
kt qui permet d'obtenir une probabilité d'erreur par bit Pb fixée pour un rapport Eb/No 
et p donnés. La capacit6 est &duCe en 
dont Cd + O. 
La figure 4.5 présente 
prenant les 40 premiers termes du spectre du code 
l'effet des paramètres p et o sur la capacite des 
mod&les cellule unique et rnulti-ceL1ules pour une probabilite d'erreur par bit Pb = 1 o-~,  
le rapport E b / N o  = 8 dB. et 1'Ccart type de l'erreur due au contrale de puissance est 
oc = 1 dB. 
Figure 4.5 - Évolution de la capacite pour les modèies A cellule unique et multi- 
cellules en fonction de O ; Eb/No  = 8 dB 
On constate B figure 4.5 que la capacite du modele B cellule ne depend 
pas des paramètres p et 0. Les courbes de la figure 4.5 montrent aussi que la capacité 
croft selon p. pour une valeur de o fixée. Par contre pour une valeur de fixée. la capac- 
ité décroît en fonction de o. Si on considhe par exemple le cas d'une atténuation pure- 
ment d6terministe (0 = O), on constate que pour p = 4. on a une chute de capacité de 
17% par rapport au modéle B cellule unique. On constate aussi sur la même figure que 
pour = O, la capacité du modèle multi-celluies a tendance se rapprocher de ceile du 
modéle ii cellule unique lorsque l'exposant de l'attenuation CI augmente. En effet, plus 
I'exposant est grand. plus les amplitudes reçues des signaux des usagers appartenant 
aux cellules voisines sont faibles, et donc l'infiuence de l'interférence muiti-cellules est 
diminuée. Par conséquent, cette diminution de l'interférence entraûie un accroissement de 
la capacité. 
Si on fait varier l'écart type 0. on constate que l'influence de l'inter- 
férence inter-cellules sur la capacité est plus marquée, dans le sens où on assiste & une 
dneuse diminution de la capacité du systéme. En effet. pour une valeur de l'exposant 
d'atténuation p = 4, si O = 8, la capacité baisse de 30% par rapport au modele A cellule 
unique. 
Dans ce chapitre, nous avons Chidie les interferences dans les modkles 
cellule unique et muiti-ceiiules. Par la suite. on a procéde h l'analyse de I'interf6rence 
totale qui emane des deux mod&les. Une borne sur la probabilite d'erreur par bit a étt5 
determinée dans le but de nous aider evaiuer les performances du système. Une analyse 
de l'effet de l'interference i n t e r d u l e s  sur la capacitt du systeme a Bté abordée. Rap- 
pelons que toute l'analyse dans ce chapitre ne tenait pas compte des phénom&nes 
d'6vanouissement dans le canal radio. 
L'étude des interferences nous mene au prochain chapitre, qui porte sur 
l'analyse des performances du système en utilisant des codes convolutionnels de faibles 
taux de codage. Dans ce chapitre nous introduisons les phenomihes d'&mnouissement 
ciam Ie canal. 
CHAPITRE 5 
ANALYSE DES PERFORMANCES DES SCP 
TERRESTRES UTILISANT L'AMRC 
L'6tude des interférences dans le chapitre précédent a été faite en faisant 
abstention des évanouissements dans le canal. Dans ce chapitre, nous raffinons le modèle 
en introduisant les phénomCnes d'évanouissement. Pour ce faire, nous présenterons 
d'abord le modéle du système utilisé, puis nous analyserons les performances du système 
pour le modèle B cellule unique, par La suite nous tiendrons compte du mod&le muiti-cel- 
lules. L'analyse des performances u t  rt5alisee en utilisant les codes convolutio~els de fai- 
bles taux de codage. 
5.1 - Modèle du canal 
5.1.1 - Modèle du mai en absence d'un contrSle de puissance 
Dans ce modèle, on suppose que Le signal emis par un usager peut être 
soit en ligne directe avec la station de base avec laquelle il communique, ou encore qu'il 
subit des trajets multiples avant d'arriver cette station de base. Lorsque le signal émis est 
en ligne directe, on consid&re le modéle de propagation de Rice qui tient compte de la 
composante directe du signal. Par contre, lorsque le signal est en situation d'ombrage, la 
composante directe du sipal est nulle, et le rnodkle de propagation de Rayleigh est don 
appliqué. 
Pendant une fiaction de temps A où l'usager est en situation d'ombrage, 
le canal est soumis h des kvanouissements de Rayleigh. Et durant une fraction de temps 
( 1 - A) où l'usager est en visibilite directe avec la station de base avec laquelle il commu- 
nique, les statistiques du canal sont représentées par une loi de Rice Woj94J. De sorte 
qu'en l'absence d'un contrôle de puissance, la densite de probabilité de l'amplitude p du 
signal reçu s 'écrit: 
où A, est I'amplitude de la composante directe du signal. Io ( x )  represente la fonction de 
Bessel modifiée de première espèce d'ordre zCro. On definit le facteur de Rice: 
2 c = As/ (2a1). Pour des fins de normalisation, on choisit A~ = 1, de sorte que l'on a: 
La puissance d'un usager en situation d'ombrage est: 
Celle d'un usager en visibilite directe est donné par: 
A partir des équations (5 -3) et (5.4). on cons tate qu'en l'absence du contrôle de puissance, 
la puissance reçue d'un usager en situation d'ombrage est attCnuQ par un facteur: 
Les signaux des usagers en situation d'ombrage qui arrivent B la station de base. sont for- 
tement atténués. Il est donc nécessaire de developpes un algorithme de contrôle de puis- 
sance. 
5.1.2 - Modele du canal en présence d'un contrdle de puissance 
Le wntri3le de puissance reprbente la procédure la plus dkicate dans un 
système de communications utilisant I'AMRC. Si on n'effectue aucun contrôle de puis- 
sance sur la puissance d'6mission des mobiles, les mobiles proches de la station de base 
masqueraient ceux qui  en seraient 6Ioignés. De plus, les signaux des usagers qui sont en 
visibilité directe par rapport h la station de base arriveront avec une puissance supérieure B 
celle des usagers dont Les signaux ont subi des trajets multiples, comme nous l'avons vu 
précédemment. Pour que le système fonctio~e convenablement, il faut que les signaux 
émis par tous les usagers parviennent B la station de base avec la même puissance quelle 
que soit leur position dans la ceilde. Il existe deux façons d'effectuer un contrôle de puis- 
sance: en boucle ouverte, ou en boucle fennée. 
Dans le contrôle de puissance A boucle ouverte, chaque station de base 
transmet en permanence un signal de rkfkrence qui est surveillé par toutes les stations 
mobiles. Les signaux de reference émis il des fkequences Merentes par chaque station de 
base permettent au mobile de determiner avec quelle station il va etabiir le lien. Pour ce 
faire, le mobile compare les puissances de tous les signaux de reference, et établit le lien 
avec la station qui a la puissance la plus elevée. 
Dans le conadle de puissance B boucle ferde,  la station de base mesure 
la puissance du signal transmis par un mobile. et contrôle sa puissance d'emission en lui 
envoyant des informations il faible debit. 
En rMit6 un système de contrôle de puissance n'est jamais parfait. les 
signaux dmis par les usagers ne parviennent pas ii la station de base avec la même puis- 
sance. existe toujours une erreur sur le contrdle de puissance, cette erreur donne lieu B 
des sérieuses d&radations du systkme. comme nous le verrons plus loin dans ce chapitre. 
Par conséquent. il est donc très important de se munir d'un contrôle de puissance efficace. 
surtout dans les systèmes AMRC où tous les usagers utilisent la même bande de 
fréquences, cr6ant ainsi le probkme «proche-lointain». 
Dans le contrôle de puissance utilis6 ici. on suppose qu'un usager en situ- 
ation d'ombrage a la capacite de compenser sa puissance h i s e  pour contrer les dégrada- 
tions provoquées par les évanouissements de Rayleigh. Ainsi. la puissance reçue par une 
station de base en provenance d'un usager en situation d'ombrage s'écrit maintenant 
won951 : 
2 P, = 201(1+c)P (5 -6) 
où P est appelé facteur de compensation. Si P = 1, il n'y a pas de compensation, et la 
puissance des usagers en situation d'ombrage est 6gale A celle des usagers non-ombragés. 
On modine alors l'équation (5.1) de sorte que la densite de probabilité conjointe de l'am- 
plitude du signal reçu et de l'erreur due au contr6Ie de puissance B la station de base en 
provenance du Pme usager exprimk en neper (1 neper = 8,6859 dB) s'tcrive alors 
[Mon951 : 
où: 
Dans ces expressions, xk et pk représentent respectivement l'erreur due au contrôle de 
puissance commise sur le kPme usager et l'amplitude des t5vanouissements subis par ce 
même usager. os et ou sont l'&art type de l'erreur due au contrôle de puissance commis 
respectivement sur un usager en situation d'ombrage, et sur un usager non-ombrage. 
Le contrôle de puissance étant d6v6lopp6, nous passons A I'btude des per- 
formances en utilisant Iw codes convolutionnels de faibles taux de codage. 
5.2 - Analyse des performances du modele à cellule unique 
5 3 1  - Modèle du systeme 
Afin d'evaluer les performances du systéme, il est important de domer Ia 
forme du signal reçu ii la station de base. Pour ce faire, on modifie l'équation (4.3) de 
façon B intégrer la présence des phhomènes d'évanouissement dans le canal. Le signal 
rint ( t )  qui arrive au récepteur s'écrit dors: 
Exceptes .rk et pk definis plus haut dans ce chapitre, tous les autres pararn&tres de L'équa- 
tion (5.12) ont kt6 definis au chapitre 4. 
Comme au chapitre 4, nous sommes int6ressés il connaître la sortie du récepteur h comkla- 
tion correspondant au symbole code i de durée TV. Pour ce faire, on modifie l'équation 
(4.10) de sorte que l'on tienne compte des ~vanouissements. On a dors dans ce cas: 
T V  
+- (5.13) exp (xk) cos (etk) pki 1 Jk)  ( t  - dk) (f - r rk)  b (O) ( t )  dt  
r - O  
On est intéress6 B connaître les statistiques de ei (T,,). De la même façon que dans le 
chapitre 4, on montre que sa moyenne s'&rit: 
Sa variance est obtenue en modifiant l'équation (4.19) de mani&re il integrer le second 
moment de la variable deatoire yk = e.up (q) pk qui est dom6 par: 
de sorte que la variance de ei (TV) s'écrit: 
Comme on l'a vu au chapitre 4, ei (TV) est une variable aléatoire g a u s s i e ~ e  de moyenne 
p, et de variance 0:. On fait maintenant l'hypothèse que exp ( x )  est constant sur l'ensem- 
ble des mots de codes consid&& [Mehgq, ce qui n'est pas, bien entendu, le cas des coef- 
ficients d'bvanouissements p i .  De sorte que la probabilité d'erreur par paire, ~ 0 n d i t i o ~ k  
sur les variables alCatoire x et pi s'écrit wehn96j: 
où: 
d 
et où la variable aikatoire C p i e i  
l m  1 
gaussieme definie comme suit: 
+ Ni (5.18) 
conditionnée sur x et pi est une variable aléatoire 
où 05 est donne par (5.16). 
On dkfinit maintenant une nouveLle variable aleatoire U ( d )  par: 
Dans le cas d'un usager en situation d'ombrage, U ( d )  suit une loi de Chi-carre de 2d 
degrés de liberie dont la densité de probabilite est domke par [Voj95]: 
Dans le cas d'un usager non-ombrage. (4 suit une loi dont la fonction de densite est 
donnée par [Voj95] : 
où I d -  (x) représente la fonction de Bessel rnodifi6e de première espkce d'ordre (d - 1). 
Puisque nous disposons de tous les pararnbtres, nous pouvons maintenant 
6vaiuer les performances. 
5.2.2 - Évaluation des performances dans le cas de la odlule unique 
5.2.2.1 - Utilisation de la diversité 
Les syst&mes AMRC sont trL sensibles h l'erreur due au contrôle de 
puissance. Afin de rendre le système plus efficace. nous nous dotons de "diversitC. La 
diversité est la îransmission d'un même message B travers plusieurs trajets distincts dont 
les statistiques d'evanouissements sont indépendantes. II existe plusieurs formes de diver- 
sité: la diversité en fiéqueme, la diversite temporelle, la diversité d'angle. la diversité par 
polarisation, et la diversite d'espace. Nous alions porter une importance sur la diversité 
d'espace qui est la forme de diversité utilisée ici. 
Dans la diversité d'espace, le message est transmis par un Cmetteur vers 
un récepteur muni de plusieurs antennes suffisamment espacées pour que la transmission 
subisse dans chaque cas une statistique d'évanouissement indépendante. Lorsque l'on uti- 
lise la diversite d'espace, un problème se pose: c e l ~  de fixer plusieurs antennes sur le por- 
tatif, ce qui paraît difficile sur un portatif de petite dimension. Cependant ce problkne 
n'existe plus lorsqu'il s'agit de munir une station de base d'un dispositif d'antennes, situa- 
tion qui nous préoccupe puisqu'on s'intéresse uniquement h la Liaison montante (mobile- 
station de base). La diversite d'espace présente un grand intérêt lorsque la r6utilisation 
maximale de frequence est recherchée, comme c'est le cas des systèmes AMRC. Cette 
methode permet de diminuer la puissance des mobiles. et s'avère indispensable pour la 
réalisation des petites cellules. 
On distingue cinq méthodes de combinaison de réception en diversité 
d'espace: la combinaison par s&ection, par commutation, gains 6gaux. par combinaison 
optimale et enfin B rapport maximal [Desgq. Dans la combinaison par sblection, on 
choisit parmi les M signaux reçus, celui ayant le rapport signal k bruit instantan6 le plus 
U v t .  Pour la diversité par commutation, on utilise un seuil fixe; lorsque l'enveloppe du 
signal sur l'une des chahes de réception devient plus faible que ce seuil, un dispositif de 
commutation branche le récepteur sur l'autre chaîne de réception de sorte que l'on peut 
osciller entre les deux chaînes jusqu'k ce que l'une d'entre e h  redevienne supérieure au 
seuii, soit une commutation B examen continu. Dms la combinaison B gains egaux, la con- 
tribution du signal le plus puissant & un instant donné est plus importante qu'une pondera- 
tion optimale; cette méthode est tr&s exigeante en teme de complexité. Pour la 
combinaison optimale, on minimise l'erreur quadratique moyenne et maximise le rapport 
signal ii bruit plus brouillage. Enfin, la combinaison B rapport maximal consiste effectuer 
une somme pond&& des signaux sur chaque chaîne de réception de façon B produire une 
enveloppe résultante pour laquelle le rapport signal B bruit instantané est maximal. 
Nous utiliserons ici une diversite d'espace B rapport maximal. 
5-2.2-2 - Borne supérieure sur la probabilitk d'erreur en presence de diversite 
Afin d'kvaluer les performances du systkme, il est nécessaire d'élaborer 
une borne sup6rieure sur la probabilité d'erreur. Pour ce faire, on uàlise la diversité 
despace à rapport marimal un'lisant deux miennes. Dans ce cas, la fonction u (d) est 
remplacée par: (2d) pour mettre en evidence l'utilisation des deux antennes de récep- 
tion plutôt qu'une seule de sorte que les fonctions de densité g ( u )  et g2 ( 11) définies en 
(5.21) et (5.23) soient modifiées. et désormais dondes par: 
h2du2d - 1 exp (-hu) 
g l ( u )  = (2d - 1) ! 9 if20 
La probabilitk d'erreur par bit du système est la combinaison de celle d'un usager en situ- 
ation d'ombrage et celle d'un usager non-ombrage. et est dom& par: 
Pb = APb (ombrage) + ( 1  - A )  Pb (non -ombrage) (5 -26) 
où Pb (ombrage) , et Pb ( non-omb rage) representent respectivement les probabilités 
d'erreur par bit d'un usager en situation d'ombrage et ceiie d'un usager non-ombrage. 
On fait maintenant une hypothkse très importante. On suppose présent 
que la compensation de puissance apportée par le facteur P permet de contrer les effets 
causés par l'ombrage et les kvanouissements. Ainsi. la performance des usagers en situa- 
tion d'ombrage devient egaie B celle des usagers non-ombragés [Voj95]. C'est h dire, en 
d'autres termes, que l'on a: 
Pb (ombrage) = Pb (non - ombrage) . 
En substituant (5.27) dans (5.26), on a: 
Pb = Pb (ombrage) (5.28) 
Avec cette hypothèse, on est rament5 & élaborer uniquement l'expression de la probabate 
d'erreur des usagers en situation d'ombrage. 
En tenant compte de la compensation de puissance des usagers en situation d'ombrage. la 
probabilité d'erreur par paire, condition& sur les variables aleatoires X du contr6le de 
puissance et U des 6vanouissements est donnée par: 
avec: 
En substituant les équations (5.16), (5.30). (5.31), et (5.32) dans I'Quation (5.29), on 
obtient: 
où: 
0; est fonction du taux de codage R .  et son expression est donnée au chapitre 4 par (4.21). 
En levant la condition sur les vmiables aktoires X et U , la probabilite d'erreur par paire 
s'écrit: 
où f, ( x )  et g ( u )  sont données respectivement par les équations (5 -8). et (5 .X). 
On a vu au chapitre 4 que la probabilité d'erreur par bit &ait bomee par: 
de sorte qu'en substituant (5.35) daas (5.36), on obtient: 
Dans l'équation (5.37), on met en Cvidence l'effet de la compensation par le contr6Ie de 
puissance. En effet l'énergie par bit d'un usager en situation d'ombrage n'est plus Eb mais 
plutôt: 
E = PEb (5.38) 
L'analyse des performances est réalisee en utihant l'équation (5.37). 
Cette expression comporte plusieurs parambtres als que: les caractéristiques du code, du 
contrôle de puissance. des évanouissements, etc. On analyse les performances en fixant 
certains de ces paramètres et en faisant varier ceux dont on est intéresse il evaluer l'effet 
sur la capacité du système. 
5.2.3 - Présentation et analyse des résultats du modèle à cellule unique 
Les simulations ont 6té faites en utilisant les codes convolutionnels B 
probabilité d'erreur minimale, denotées "codes MPb*. pou des longueurs de contrainte 
7 a K s 10. et de faibles taux de codage 1 / 128 5 R s 1/ 16. Nous rappelons ici que ces 
codes ont bté construits par Lefrançois [Lef94]; dans notre analyse nous evaluons les per- 
formances de ces codes afin d'en extraire les meilleurs. Pour caractériser les évanouisse- 
ments de Rayleigh, on prend c = lOdB Woj94]. On a choisit a, = 2 dB, ou = 1 dB 
comme paramétres représentant l'kart type de t'erreur due au contrôle de puissance 
respectivement pour un usager ombrage, et un usager non-ombra&. Le facteur de corn- 
pensation est P = 4 comme dans Won951, et la fraction d'usagers en situation d'om- 
brage est A = 0,7. On constate que l'expression de la probabate d'erreur depend 
fortement du spectre du m i e  wnvolutionnel utilise; la capacité (c'est ii dire le nombre 
maximal d'usagers par cellule) est evaluee en prenant les 40 premiers termes du spectre du 
code dont Cd + 0. 
L'analyse est faite dans un premier temps en choisissant les meilleurs 
taux de codage pour une longueur de contrainte donnée, et pour une probabilite d'erreur 
par bit fixée. Pa .  la suite, on determine l'effet d'une augmentation de la capacite sur les 
performances du système. 
Considtrant le code qu'on utilise pour evaiuer les performances. on con- 
naît son spectre de poids (c'est B dire les Cd).  Pour déterminer la capacite en fonction du 
rapport PEb/No, on cherche par approximations successives le rapport P E , / N ,  qui  per- 
met d'obtenir une probabilité d'erreur k 5 e  P b  pour un M donné. 
Les figures 5.1 B 5.4 d o ~ e n t  les courbes de performance pour le modèle 
B cellule unique. Le rapport PEb/No avec compensation de puissance est représenté en 
abscisse, et le nombre d'usagers par cellule M est en ordonnée. 
Ces figures sont obtenues pour une probabilite d'erreur par bit 
Pb = 10-3 qui est le critère de performance typique des systèmes ceilulaires pour la trans- 
mission de la voix. Les autres courbes de performance pour les probabilités d'erreur par 
bit ciifErentes se trouvent B l'annexe 1. 
Codes MPb, K = 7 
P, = 10-~ 
Modèle B cellule unique 
12 13 14 15 16 17 18 19 20 2 1 
P E b / N 0  (dB) 
Figure 5.1 - Capacité obtenue par les codes h probabilité d'erreur minimale, pour K=7 
Codes MPb, K = 8 
Pb = 10-~ 
Modèle. B celide unique 
12 13 14 15 16 17 i 8 19 20 2 1 
PEb/N0 (dB) 
Figure 5.2 - Capacite obtenue par les codes & probabiiite d'erreur minimale, pour K=8 
Codes MPb, K = 9 
P ,  = 10-~ 
12 13 14 15 16 17 i 8 19 20 21 
P E b / N 0  (dB)  
Figure 5.3 - Capacité obtenue par les codes ii probabilitt d'erreur minimale. pour K=9 
12 13 14 15 16 17 18 19 20 2 1 
PEb/No  (dB)  
Figure 5.4 - Capacité obtenue par les codes il probabilité d'erreur minimale. pour K=10 
Figure 5.5 - Performance du modhle & cellule unique en fonction du rapport P m  . 
On remarque que la dimunition du taux de codage est profitable dans cer- 
tains cas. C'est notamment le cas des codes dont la longueur de contrainte K = 7 et 
K = 8, où les codes de très faibles taux de codage (1/128, et 1/64) donnent de meilleurs 
performances. Pour les codes dont la longueur de contrainte est K = 7, les performances 
des codes de taux de codage R = 1 /64 et R = 1/ 128 sont sensiblement égales; dans ce 
cas. on optera pour le choix du code de taux de codage R = 1/64, car la complexité du 
décodage augmentant de façon linéaire avec la diminution du taux de codage, il est donc 
inutile d'utiliser un taux de codage plus faible. Dans le cas des codes de longueur de con- 
trainte K = 8 .  il est toujours avantageux de diminuer le taux de codage jusqu'h 
R = 1/ 128, tout en remarquant que le gain additionnel qui résuite de la diminution du 
taux de codage a tendance baisser. 
Pour les codes de longueur de contrainte K = 9.  on constate que les per- 
formances des codes de taux R = 1/32, R = 1/@, et R = 1/ 128 sont quasi-iden- 
tiques. La dimunition du gain de codage n'est pas justifiée ici; on choisira comme code 
optimal pour les memes raisons que dans le cas oh la longueur de comainte K = 7 celui 
dont le taux de codage est R = 1 /32. 
Les courbes de performance des codes MPb pour K = 10 montrent que 
les codes de taux R = 1/64, et R = 1/128 offient les meilleurs performances, et ces 
performances sont identiques. Dans ce cas, le code optimal sera celui dont R = 1 / 64. 
En observant ces courbes de performance, on constate que la capacité 
augmente avec le rapport P E b / N o ,  mais cette augmentation est moins significative lor- 
sque le rapport signai bmit devient tlev6 comme on peut le constater B la figure 5.5. En 
effet en consid&ant la figure 5.5 et en prenant Pb =  IO-^, on voit que lorsqu'on passe 
d'un rapport PEb/No = 12 dB B un rapport PEb/NO = 13 dB, on a une augmentation 
de capacite d'B peu près 37,5%; par contre, lorsqu'on passe d'un rapport 
PEb/No  = 19 dB il un rapport P E b / N o  = 20 dB. l'augmentation de la capacité n'est 
que 4%. Ceci dit, on gagnerait beaucoup plus B maintenir un rapport sipal il bruit faible 
dans le but d'accroltre la capacité du système et de diminuer la puissance d'bission des 
signaux permettant ainsi d'atténuer le problème *proche-lointain* . 
La capacité est le nombre maximal d'usagers que peut contenir une cel- 
lule sans &passer une probabilité d'erreur acceptable (appelée qualité de service) domee. 
Cette probabilité d'erreur acceptable vaxk selon les syst&mes. Elle est par exemple de 10-~ 
pour la transmission de la voix dans les communications cellulaires. Afin de d'obtenir la 
capacie pour des critères de qualité de service IO-' 5 Pb 10-~,  nous avons choisi un 
rapport PE,/No = 15 dB. 
Les figures 5.6 B 5.9 représentent la probabilite d'erreur par bit en fonc- 
tion du nombre d'usagers par cehie pour un rapport PEb/No = 15 dB. Cette valeur 
nous permet d'obtenir les probabitite d'erreur comprise entre IO-' et 10-l. On remarque 
d'apres ces courbes que la probabilité d'erreur croît lorsque le nombre d'usagers aug- 
mente, en d'autres termes l'augmentation du nombre d'usagers entraîne une dégardation 
des performances du systime, ceci est previsible dans les systèmes AMRC où on priviligie 
souvent l'accroissement de la capacité au detriment de la qualité de service. On constate 
d'8pres les courbes des figures 5.6 B 5.9, que plus la qualit6 de service est sévlire, moins on 
a d'usagers dans le système. En considerant par exemple un critére de qualit6 de service de 
10-~, on ne peut avoir que 100 usagers d'après la figure 5.8 pour le code 
K = 9, R = 1/32. Pour ce même code. si la qualité de service est fixt5e Zi  IO-^, la capacité 
est d'k peu prés 300 usagers; la capacit6 est triplée dans ce cas. 
De façon générale. le gain de codage additionnel ne justifie pas toujours 
une diminution du taux de codage. Les codes optimaux ainsi que la capacite pour 
P E , /N ,  = 15 dB sont représentés dans le tableau 5.1. 
Figure 5.6 - Probabilité d'erreur en fonction du nombre d'usagers, K=7, P m  = 15 dB. 
Figure 5.7 - Probabilité d'erreur en fonction du nombre d'usagers. K=8, PE& = 15 dB. 
Figure 5.8 - Probabilité d'erreur en fonction du nombre d'usagers, K=9, PE@o = 15 dB. 
t t I 1 B 
codes MPb 
Figure 5.9 - Robabilitk d'erreur en fonction du nombre d'usagers. K=10, P m  =15 dB. 





















Le tableau 5.1 d o ~ e  les taux de codage optimaux pour Merentes 
longueurs de contrainte une valeur de PE, /No  fixée ii 15 dB. Ces resultats ont Cté tirés 
des figures 5.6 5.9. Les taux de codage optimaux ont 6té obtenus non seulement en ten- 
ant compte de la capacité, mais aussi de la cornplexit6 du code. Il est B noter que pour deux 
codes de même longueur de contrainte K mais de taux de codage differents R I  et R2 avec 
R I  < RZ, le code le plus complexe est celui dont le taux de codage est 6gal B R 1. Donc B 
performances quasi-égales, on opte pour le choix du code dont le taux de codage est R2 . 
Le choix des meilleurs codes étant fait dans le cas du modèle de la cellule 
unique, nous utdiserons dans la suite de notre analyse les codes qui ofient les meiUeurs 
performances. Il s'agit des codes K = 9, R = 1/32, et K = 10, R = 1/64. 
Dans ce qui suit nous abordons l'analyse des performances du mod8le 
multi-cellules . 
5.3 - Analyse des performances du modèle multi-cellules 
L'analyse du mod&le multi-cellules est semblable ii celle faite pour le 
modkle ii cellule unique. 
53.1 - Modele du systhe 
Ce modèle est dMloppé en s'inspirant de l'analyse des interférences du 
modhle muiti-cellules du chapitre 4. et du modèle de la cellule unique Qaboré B la section 
5.2.1 de ce chapitre. On modifie alors l'équation (5.12) en tenant compte des usagers qui 
se trouvent dans les cellules voisines. Les notations ici sont les mêmes que celles faites 
dans le rnod&le l e h i e  unique, et ceiies élaborées au chapitre 4. Le signai qui arrive au 
récepteur s'écrit dors: 
r ( t )  = rinr( t)  +ren( t )  (5.39) 
où ri,, (r) représente la somme des signaux reps  des usagers h l'interieur de la cellule de 
reference qui est donné par l'équation (5.12). et r,, ( t )  est la somme des signaux reçus 
des usagers qui se trouvent dans les celides voisines. r,,, ( r )  s'&rit: 
L'équation (5.40) est semblable l'équation (4.24)' la Merence se situe au niveau de la 
présence des 6vanouissements p l j  TOUS les autres param&tres de cette équation ont &é 
definis au chapitre 4. 
5.3.2 - Borne sup6rieure sur la probabilite d'erreur en présence de diversité 
Les d6veloppements ici sont identiques B ceux du modble & cellule 
unique, h la seule diff6rence que nous intkgrerons le terne (p, o) ddfini au chapitre 4 
dans nos r6sultats. Ceci dit, nous ne reprendrons pas tous les calcds ici. 
En faisant une analogie avec l'analyse des interférences étudiee au chapi- 
tre 4, seul le facteur (p, 0) qui param6hise l'interference inter-ceiiules entre en jeu dans 
l'évaluation de la borne superieure sur la probabilité d'erreur par bit du s yst&me. Ceci etait 
previsible car l'ajout des usagers dans le syst8me est directement lie B l'accroissement de 
I'interference. On a donc un facteur r = [ 1 + ( p, O) ] qui est int@d dans les calculs 
ici, de sorte qu'en modifiant l'équation (5.37), la borne superieure sur la probabilie d'er- 
reur par bit est dors domte par: 
Tous les paramétres de l'équation (5 -41) ont eté definis dans le modèle B cellule unique. 
Dans ce qui suit, nous presentons et analysons les résultats obtenus par calculs. 
5.3.3 - Présentation et analyse des résultats du modele multi-cellules 
L'analyse ici est faite en considérant les deux meilleurs codes c'est dire 
K = 9, R = 1/32, et K = 10, R = 1/64. Les parambtres du contrale de puissance et des 
evanouissement de Rayleigh sont les mêmes que ceux pris pour I'analyse des perfor- 
mances du modkle A cellule unique. 
Dans un premier temps, on compare les performances des modeles cd- 
lule unique et multi-cellules. Ensuite, on analyse les performances du modèle multi-cd- 
lules en fonction du rapport Eb/No. enfin on 6îudie les performances du systkme en 
présence d'une erreur de contrôle de puissance. 
La figure 5.11 présente les courbes de performances des modèles cellule 
unique et mdti-cellules pour une probabilité d'erreur Pb = 10-~. Nous avons vu dans 
l'équation (5.4 1 ), que le param6tre de l'interfkrence inter-cellules ( p, a) intervenait. 
Afin de procéder B l'analyse comparative des deux modèles, nous avons fixe l'exposant 
d'atténuation de parcours p = 4, et nous faisons varier le pararn&tre o qui modélise la 
variable de la composante log-normale d'aîténuation de puissance du signal de l'usager 
qui se trouve dans une cellule adjacente. On rappelle que le tableau 4.2 (du chapitre 4) 
nous donne les valeurs de (p, O). 
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Figure 5.10 - Comparaison des capacités entre le modèle de la cellule unique 
et le modèle multi-mudes pour ciifferentes valeurs de o et p=4 
Figure 5.11 - Performance du mod&le multi-celiles en fonction du rapport PEt,/No 
La figure 5.10 montre bien la diminution de la capacite du rnodhle multi- 
cellules par rapport B celui du mod&le B cellule unique. En effet, en comparant les équa- 
tions (5.37), et (5.41), on constate qu'il y a diminution de la capacité du modèle multi-cd- 
luies par un facteur: 
Le tableau 5.2 donnent les valeurs de A en pourcentage pour chaque valeur de o , la 
valeur de p étant fixe i 4. 
Tableau 5.2 - Diminution de la capacid en fonction de o 
Le tableau 5.2 montre que (p. o) augmente en fonction de l'écart type o . pour p fixe. 
Lorsque (CI, 0) augmente, on a un accroissement des interférences dans le système et 
par conséquent une diminution de la capacie comme on peut le voir sur la figure 5.10. Par 
contre, B écart type a égal, si pl 4 p2, on aura (pz, a) (p l ,  O); ceci peut être vu sur 
le tableau 4.2 (du chapitre 4). Cette situation est previsible car plus l'atténuation due la 
distance est grande, plus les amplitudes reçues des signaux des usagers appartenant aux 
cellules voisines sont faibles. Chterference qui en découle est dgdement faible, et donc la 
capaciîé plus élevee. 
La figure 5.11 donne les courbes de performances du modele mdti-cel- 
lule en fonction du rapport PEb/No, pour p = 4 et = 8 qui sont les valeurs les plus 
utilisées dans la littérature. Nous avons vu qu'en fixant la probabilité d'erreur par bit. par 
exemple Pb = 10-~, il y avait diminution de la capacité d'un facteur A par rapport au 
modèle cehie unique pour un même rapport P Eb/No . Pour avoir la même capacité que 
le rnodkle B cellule unique, on doit augmenter le rapport PEb/No si on n'utilise aucun 
pararnetre de 1'AMRC (que nous verrons au prochain chapitre). En effet on constate par 
exemple qu'en fixant Pb = 10-~, si l'on désire avoir M = 270 usagers par cellule, on lit 
sur la figure 5.10 qu'il faut que PEb/No  = 14 dB pour le modèle cellule unique, tandis 
que pour les mêmes critères. il faudrait avoir un rapport PE,/No = 20 dB pour le 
modi?e rnulti-cellules comme on peut le voir sur la figure 5.11. Ce qui représente une aug- 
mentation du rapport P E b / N o  de 6 dB. On remarque aussi en examinant les figures 5.10 
et 5.11 que plus on veut accroître la capacité, plus il faudrait augmenter ce rapport. Ce qui 
devient très dommageable, car en general on voudrait garder de faibles rapports Eb/No  
pou. réduire les puissances &mises afin de contrer les effets indésirables creés par le bruit 
et les interférences, et aussi pour permettre au codage convolutionnel d'être plus efficace. 
Les figures 5.12 et 5-13 donnent les courbes de performance du modele 
mula-cellules en présence d'un contrtble de puissance imparfait. L'écart type de l'erreur 
due au contrôle de puissance d'un usager en situation d'ombrage os est représenté en 
abscisse, et en ordonnée la probabilité d'erreur par bit. Pour l'étude des performances, on 
a choisi 1'6can type de l'erreur due au contrôle de puissance d'un usager en situation 
d'ombrage ou = 1 dB won951. Les simulations ont Cte faites pour des dinerentes 
valeurs de la capacité M = 50, M = 100, M = 150 usagers, et pour un rapport 
PEb/No  = 15 dB. 
Code MPb, K = 9, R = 1/32 
PEb/No = 15 dB 
Modèle multi-ceiiuies 
Figure 5.12 - Performance du systeme en présence d'une erreur de contrôle de puissance 
en utilisant le code MPb, K=9, R=l/32 
Figure 5.13 - Performance du système en presence d'une erreur de contrôle de puissance 
en utilisant le code W b ,  K=10. R=1/64 
Ces deux figures montrent que le système est très sensible B une emeur 
due au contrôle de puissance. En effet en consid&int ta figure 5.12, avec une erreur de 
contrôle de puissance os = 2,3 dB, si on a désire avoir une probabiIit6 d'erreur 
même critere d'erreur, on constate il la figure 5.11 pour PEb/No  = 15 dB, avec une 
erreur de contrôle de puissance de os = 2 dB. le nombre d'usagers par cellule est 
M = 200. On peut expliquer cela en disant qu'en commettant une erreur de 0.3 dB de 
plus, on a une diminution de la capacité de 25%; ce qui n'est pas du tout n6gligeabte. Si 
l'on considh maintenant un critère d'erreur de Pb = 1oD2, ii la figure 5.11 en prenant 
toujours PEb/No  = 15 dB et os = 2 dB le nombre d'usagers par cellule est 
M = 350; tandis que avec le même cnt&re d'erreur, si os = 3 3  dB, la figure 5.12 le 
nombre d'usagers par cellule est M = 100 usagers. Cette degradation du systkme est de 
plus en plus prononcée pour un accroissement de l'erreur due au contrôle de puissance. En 
effet on constate A la figure 5.12 qu'avec os = 4 dB, et en fixant la probabilit6 d'erreur 
acceptable B Pb = 10-2t le nombre d'usagers par cellule est inf&ieure 30. 
Si on examine maintenant les courbes de la figure 5.13, on constate aussi 
que le système est aussi sensible B L'erreur de contrôle de puissance mais de façon moins 
prononcée pour des cnt8res de probabilite d'erreur élevée. En effet, on constate qu'en con- 
siderant que Pb = 10-~, avec une erreur de conîrôle de puissance os = 4 dB, on a & peu 
près 50 usagers par cellule, comparativement au cas p r W e n t  où la capacit6 est inférieure 
30. La différence de performance des deux codes utilisés dans les figures 5.12 et 5.13 est 
moins significative pour des probabilités d'erreur faibles. 
Les résultats de l'analyse du systeme en présence d'une erreur de con- 
tr81e de puissance sont semblables B ceux obtenus par Monk won95]. Ces résultats mon- 
trent bien la sensibilitC du systerne B une erreur de contrôle de puissance. Les valeurs de la 
capacité sont diff6rentes de ceux de Monk won95) car certains paramètres tels que le 
gain de traitement, ou le d e  utilisd ne sont pas les m&mu. mais les résultats sont 
proches. 
Dans ce chapitre, nous avons analysé la performance des modèles cellule 
unique et muiti-cellules en utilisant les codes convolutiomels de faibles taux de codage. 
Les simulations du modèle de cellule unique nous ont permis de faire le choix des codes 
optimaux. On a aussi 6udié les perfonnmces du syseme en fonction de l'augmentation de 
la capacité et du rapport signai a bruit dans ce modéle. Ensuite. nous avons procéd6 B une 
analyse comparative des modèles cellule unique et multi-cellules. Enfin une analyse des 
performances du système en présence d'une erreur de contrôle de puissance a kt6 
présentée. 
Dans le prochain chapitre, nous raffinons le modèle multi-cellules en util- 
isant les parametres de I'AMRC afin de rendre le système plus performant. Une analyse 
comparative avec le mod&le multi-cellules d6veloppe dans ce chapitre, ainsi qu'avec des 
modi?les précédemment proposés dans d'autres recherches est abordée. 
CHAPITRE 6 
ANALYSE DES PERFORMANCES EN EXPLOITANT 
LES PARAMÈTRES DE L'AMRC 
Nous avons vu au chapitre précédent que ies systèmes AMRC etaient tès 
sensibles B une erreur de contrôle de puissance. M n  d'atténuer cette sensibilite, on utilise 
très souvent les paramétres permettant de réâuire l'interference due B I'accès multiple 
(MAI) telies que la sectorisation, et l'activité vocale. Toute l'analyse dans ce chapitre est 
faite pour le modele multi-cellules qui est plus r~aiiste. Ce chapitre porte sur l'analyse des 
performances en exploitant ces paramètres de I'AMRC. Nous dons  d'abord ttudier l'ef- 
fet de I'activitt5 vocale sur les performances, par la suite nous analyserons le cas de la sec- 
torisation, et enfin nous utiliserons une combinaison des deux param&es: actiGt6 vocale 
et sectorisation. 
6.1 - Utilisation de I'activite vocaie 
6.1.1 - Modèle d'activite vocale 
Le modèle utilisé ici est inspiré des modUes proposes par Monsen 
Wop951 et Gilliousen [GiW)]. Dans le mod&Ie proposé ici. on identifie les paramétres 
influençant l'interf6rence due ii l'accès multiple (Multiple Access Interference: MAI, en 
anglais). 
On a vu au chapitre 5 que l'interférence due h l'accès multiple pouvait 
être rnodelisée par une variable aleatoire de moyenne nulle et de variance: 
2 
O,, = ( ~ ~ ; U + P ( P ~ )  (6.1) 
où of est donnée par (5.34). 
On transforme l'équation (6.1) de façon B tenir compte de I'activitk 
vocale utilisée dans les systèmes AMRC. On a alors : 
6.1.2 - Modélisation du facteur d'utiiisation de la voix 
Le facteur d'utilisation de la voix est un paramètre qui a un grand effet 
sur la capacit6 des systèmes AMRC. Il provient de l'utilisation des moments de silence 
lors d'une conversation. Il a &té montre que pendant une conversation tél6phonique, un 
usager n'est effectivement actif qu'environ B 35% du temps. Durant 65% du temps. il y a 
donc silence. Dans les systèmes AMRC, on Cmet les signaux h de faible debit durant ces 
moments de silence, ce qui diminue le niveau d'interference et par cons6quent entraîne 
une augmentation de la capacité [Mop95]. 
Le mod&le de Monsen [Mop95] tient compte du fait qu'un usager peut 
utiliser son cellulaire non seulement pour les services téléphoniques ordinaires. mais aussi 
pour la telécopie, et le transfert des données. Dans ce cas. il n'y a plus de moments de 
silence car la transmission des d o ~ é e s  e fait sans interruption selon le debit normal. Le 
facteur d'utilisation de la parole s'écrit Wop951: 
vu = f , [v ,+  (1-v,)rf] + l - v a  (6.4) 
où va représente la probabilite que l'usager (de voix) soit actif, c'est dire parle, avec 
0,35 < v, $0,4 [Jan95]. fm représente la fraction des usagers utilisant La voix, et finale- 
ment rf est le facteur de reduction du taux de données (bruit ambiant). 
Les valeurs typiques des param&tres de l'équation (6.4) sont: 
- va = 0,375 
- f, = 0,8 
- r, = 0 2 5 .  
En substituant les valeurs de ces paramhtres dans l'équation (6.4). on trouve: 
vu = 0,63. (6.5) 
6.1.3 - Borne superieure sur la probabilité d'erreur par bit 
Pour établir la borne supérieure sur la probabilité d'erreur par bit ici, on 
modifie l'expression (5.41) de la probabilité d'erreur par bit Claborée au chapitre 5 de 
façon B tenir compte de l'activité vocale. On a alors: 
Pour des raisons de simplicite, on a post: fj = (p, 0). L'analyse des performances est 
faite en utiiisant l'expression (6.6). 
6.1.4 - Analyse des performances des systemes exploitant l'activité vocale 
L'analyse ici est faite en utilisant le code il probabilite d'erreur minimale 
dont la longueur de contrainte K = 9. et le t a u  de codage R = 1 / 3 2 .  Le facteur de 
compensation P = 4. 
La figure 6.1 donne les courbes de probabilité d'erreur par bit des 
systkmes exploitant l'activite vocale en présence d'une meur de contrôle de puissance 
pour M = 50, M = 100, et M = 150 usagers. On remarque que la probabilité d'erreur 
du système croît très rapidement en fonction de l'erreur de contrôle de puissance. A titre 
d'exemple, si l'on désire avoir M = 100 par cellule. et si l'erreur due au contrôle de puis- 
Figure 6.1 - Performances des systbes exploitant I'activite vocale en présence 
d'une erreur de contrôle de puissance 
c~deMP~ K=9, R = 1/32 
Modèle multi-cellules 
P ,  = 10" 
Figure 6.2 - Capacité des systèmes exploitant l'activité vocale et des syst8mes sans 
activitt5 vocale en foncion de O,; ( P E b )  /No = 15 dB 
Figure 6.3 - Capacitk des systèmes exploitant I'activit6 vocale en fonction du rapport 
(P Eb) /No pour diff6rentes valeurs de os 
sance est os = 2 dB, la probabilité d'emew par bit du système est Pb = IO-); tandis que 
en supposant 0, = 2,4 dB,  on trouve que Pb = 104. On constate toujours sur la même 
figure que pour une erreur de contrale de puisance avoisinant 4 dB, le systeme devient très 
peu performant. 
A la figure 6.2, on compare la capacité des systèmes exploitant l'activité 
avec celle des autres systèmes multi-ceildes n'utilisant aucun parambtre de I'AMRC. 
Cette comparaison est établie en considerant une probabilité d'erreur par bit Pb = 10-~ ,
et un rapport ( P E b )  / N o  = 15 dB. Plusieurs remarques peuvent être faites B partir de 
cette figure. On constate d'abord que les courbes de capacite des systèmes AMRC suivent 
une décroissance exponentielle en fonction de l'erreur due au contrôie de puissance. En 
effet, si on consid&re la courbe de capacite des systèmes exploitant l'activité vocale. on 
voit que si l'erreur due au contrale de puissance est os = 2 dB , le système peut sup- 
porter jusqu'k M = 330 usagers; cependant si os = 2.5 dB, la capacitk chute B 
M = 185 usagers par cellule. On peut interprkter ceci en disant qu'une augmentation de 
0.5 dB de l'erreur de contrôle de puissance entraîne une diminution de 44% de la capacité. 
ce qui représente une très grande perte. 
En comparant la capacité des systemes exploitant l'activite vocale avec 
ceiie des systemes n'utilisant pas l'activité vocale. on constate a la figure 6.2 que les 
syst8mes mettant h profit l'activite vocale prksente une capacité supérieure. En effet, cette 
mehoration de la capacit6 s'explique par le fait qu'en comparant les expressions (5.41) et 
(6.6). on constate que pour le même critère de probabilitk d'erreur, il y a augmentation de 
la capacité pour les syst8mes exploitant l'activité vocale par LUI facteur: 
Ce qui represente une augmentation de la capacité de 58% par rapport au modèle propos6 
au chapitre 5. 
La figure 6.3 présente la capacite des systhmes exploitant l'activité 
v d e  en fonction du rapport ( P E J  /No & Pb = 10-~. pour différentes valeurs de l'er- 
reur due au contrôle de puissance os. Les courbes de la figure 6.3 nous d o ~ e n t  une idée 
du rapport ( P E b )  / N o  que l'on doit maintenir afin de pouvoir satisfaire aux contraintes du 
système (c'est dire pour une probabilite d'erreur fixée, le nombre maximal d'usagers par 
cellule M que supporter le système soumis B une erreur de contrôle de puissance donnée). 
A partir de ces courbes, on voit que 1'6volution de la capacite en fonction du rapport 
(PE, )  / N o  devient lente lorsque os augmente. 
Nous avons vu que les systemes AMRC Ctaient limit6s en interfCrence. 
Cutiiisation de l'activité vocale nous permet de reduire l'interférence de 37% correspon- 
dant B (1-vu ). Cependant les résultats de notre analyse montrent encore malgré cette 
réduction, une sensibiiitk & l'erreur de controle de puissance. On constate que I'activite 
vocale affecte beaucoup plus la capacité que le contrele de puissance. 
Les rkultats de notre ananalyse peuvent être validés par les études faites 
par Jansen [Jan95]. Jansen montre que les systèmes exploitant l'activité vocale permettent 
d'ameliorer la capacitti de 50 B 60%. ce qui a été bien obtenu dans notre analyse. 
Dans ce qui suit, nous abordons l'analyse des performances des sytémes 
exploitant la sectorisation d'antennes. 
6.2 - Utilisation de la sectorisation d'antennes 
La sectorisation d'antennes est une technique très utilisée dans le but de 
diminuer l'interf6rence et donc d'augmenter la capacitd dans les systemes celiulaires ter- 
restres. Elle consiste B diviser chaque cellule en plusieurs secteurs (ghéralement 3), et B 
utiliser des antemes directiomeks pour couvrir chaque secteur. Cela a pour effet de 
réduire le nombre de sources d'interférence pour une cellule donnée. Pour illustrer cette 
technique, considkons la figure 6.4. 
Secteurs interférents 
au secteur 1A du 
centre 
Figure 6.4 - Sectorisation en 3 secteurs 
La figure 6.4 présente le cas d'une sectorisation en trois secteurs. Lorsqu'on applique la 
sectorisation. chaque cellule dans est divisde en trois secteurs et les canaux radio utilisés 
dans chaque secteur seront les mêmes dans tout autre secteur num6rot6 de la même façon. 
Cette technique présente cependant deux inconvdnients: 
- coûts supplémentaires engendrés par l'achat et l'installation de nouv- 
eues antennes, 
- augmententation du nombre de Handoff (changement de m a l  radio en 
cours de communication) provoquée par un grand nombre secteurs. 
Cette mtthode est très utilisBe dans les régions urbaines où la distance de separation entre 
cellules utilisant les memes frequences est faible. 
6.2.1 - Modèle de sectorisation 
Le modèle de sectorisation est inpiré de celui proposé par Jansen [Jaa95]. 
Dans ce modèle, on suppose que l'interf&ence totaie due ii I'accès multiple peut être 
réduite en divisant chaque cellule en un certain nombre D de secteurs. Nous supposerons 
dans notre manalyse que la sectorisation est parfaite, c'est à dire qu'il n y a pas de chev- 
auchement entre les secteurs comme Zt Ia figure 6.4. 
Dans le modble de Jansen, on definit le rapport F ,  entre la puissance de 
l'interference totale reçue dans un système exploitant la sectorisation pJ et la puissance de 
l'interférence totale reçue dans le cas d'un système non-sectorisé P, par: 
où D est le nombre de secteurs. On a néassairement F,  < 1. 
En tenant compte de ce rapport, l'interférence totaie due B l'accès muiti- 
ple peut être modélisée par une variable aléatoire g a u s s i e ~ e  de moyenne nulle et de va& 
ance donnée par: 
Var(MA1)  = [ ( M / ~ ) O ; ( ~ + P ( ~ , ~ ) ) ] F , .  6-91 
Nous allons i!i présent donner l'expression de la borne sup6rieure sur Ia 
probabilité d'erreur par bit dans le cas des systèmes exploitant la sectorisation. 
6.2.2 - Borne supérieure sur la probabilitt! d'erreur par bit des systèmes sectorisés 
Afin d'établir la borne supérieure sur la probabilité d'erreur par bit, on 
modifie l'équation (5.41) de la probabilité d'erreur par bit de façon il tenir compte de la 
sectorisation. Pour ce faire. on se sert de l'équation (6.9) de sorte que L'on a: 
Considhnt le code utilisé pour tvaluer les performances, on connaît son 
spectre de poids (c'est dire les Cd). Pour déterminer la capacité en fonction de l'ecart 
type de l'erreur due au contrdle de puissance os. on cherche par approximations succes- 
sives l'écart type de l'erreur due au contrôle de puissance 0, qui permet d'obtenir une 
probabiliüi d'erreur fixée P b ,  pour un M donne. Ceci est obtenu pour un ( P E b )  /No 6x6. 
6.2.3 - Analyse des performances des systemes sectorisés 
L'analyse des performances est faite en utdisant Le code h probabilité 
d'erreur minimale dont La longueur de contrainte K = 9, et le taux de codage R = 1 / 32 . 
Le facteur de compensation P = 4, le rapport ( P E d  / N o  = 15 d B ,  le nombre de sect- 
eurs consideré est D = 3, qui représente le cas où les cellules sont divisées en trois sect- 
eurs de 120° comme A la figure 6.4. 
M=100 usagers .+, 
M=150 usagers + 
Figure 6.5 - Performances des systèmes exploitant la sectorisation D=3 secteurs, en 
présence d'une erreur de contr6Ie de puissance 
i\ 
Code MPb, K = 9, R = 1/32 
\ 
\ Modèle multi-cellules 
Non-sectorisé 
Activité vocale 
Figure 6.6 - Comparaison de la capacite des syst&mes sectorisCs avec celles des systèmes 
avec activité vocale. et des systèmes non-sectoris6s; (P Eb) /No = 15 dB 
Les courbes de la figure 6.5 montrent que la sensibilité du système B l'er- 
reur de puissance n'est plus aussi prononcée. Ceci s'explique par le fait que l'utilisation de 
la sectorisation a apporté une grande rauction de I'interf6rence totale. En effet, le facteur 
de réduction de l'interférence totale est: 
Y = 1-F, = 0.67 (6.10) 
On obtient une réduction de 67% d'interférence comparativement aux systemes multi-cd- 
lules n'exploitant aucun parametre de I'AMRC. Cette réduction de 67% de l'interfkrence 
totale permet au système de mieux réagir une erreur de contrôle de puissance. En effet, B 
la figure 6.5, on constate que en se fixant une probabilité maximale d'erreur par bit 
-4 Pb = 10 . et en supposant que l'écart type de l'erreur due au contrBle de puissance est: 
os = 2,s dB. le système peut supporter jusqu'h M = 150 usagers par cellule. Ceci mon- 
tre bien que la réduction de 67% de l'interference apport6 par la sectorisation permet aux 
syst&mes sectoris& d'être beaucoup moins sensibles B l'erreur de contrôle de puissance. 
La figure 6.6 presente les courbes de performances permettant de comp- 
parer la capacite des systèmes sectorisés avec celle des syst&mes exploitant l'activite 
vocale. et les systémes n'utilisant aucun paramètre de 1'AMRC ( sans activite vocale ni 
sectorisation) pour Pb = 10-~. On peut voir B la figure 6.6 que les systèmes sectorisés 
offrent une meilleur capacité. En effet, si on compare la capacité des systèmes sectorisés 
avec ceile des systèmes non-sectoris&, on constate que celle-ci a triple; en la comparant B 
celie des systèmes mettant B profit l'activite vocale, on constate que la capacitk a presque 
doublti. Ces r6sultats étaient pr6visibles. car on a vu au chapitre 4 que la diminution de 
I'interfdrence entrainait une augmentation de la capacité. Or. l'imperfection du contrôle de 
puissance peut être vue comme une source d'interférences, donc le sysOme qui prksente la 
meilleure forme de résistance aux intefierences sera celui qui reagira le mieux B l'imper- 
fection du contrôle de puissance comme on peut le constater B partir des courbes de la fig- 
ure 6.6. On voit par exemple B la figure 6.6 qu'8 Pb = 10-~, si on désire obtenir une 
capacité de Af = 100 usagers par cellule, un systéme sectorisC pourra supporter une erreur 
de contrôle de puissance de os = 3,2 dB, tandis que pour ua systhe exploitant l'activ- 
ité vocale, 0, = 2'9 dB. et pour un système n'utilisant aucune de ces technique, 
os = 2,6 dB; ce qui donne un marge d'erreur de 0,3 dB si on choisit d'utiliser un 
système sectorise plutôt qu'un système exploitant L'activité vocale. et une marge d'erreur 
de 0,6 dB par rapport B un système n'utilisant aucun de ces paramètres. 
L'analyse des performances des systemes sectorisés nous a permis de 
nous rendre compte que la sensibilite d'un système k l'erreur de contrale de puissance 
pouvait être considérablement rdduite si L'on se dote des techniques de réduction d'inter- 
ferences puissantes. Ceci dit, dans le but de rendre le système beaucoup moins sensible à 
l'erreur de contrele de puissance. nous utilisons dans ce qui suit un système exploitant une 
combinaison d' activité vocale et de sectorisation. 
6.3 Utilisation d'une combinaison d'activité vocale et de sectorisation d'antennes 
63.1 Modèle des syst&mes exploitant I'adivite vocale et la sectorisation d'antennes 
Le modèle propos6 ici est une combinaison des mod&les utilistis pour les 
sytèmes exploitant l'activitti vocale et les systkmes sectorisés. Ceci dit, on considère que 
chaque cellule est divisée en îrois secteurs, et que l'on exploite les moments de silence 
pour émettre les signaux il de faibles débits comme nous l'avons vu B la section 6.1. Avec 
ces deux hypothèses, l'interference totale due B l'accès peut être moddtisée par une vari- 
able aléatoire gaussieme de moyenne ndie et de variance dom& par: 
40,k = [ (M/2)+ + m P d  11 F,v, (6.11) 
63.2 - Borne supérieure sur la probabilité d'erreur par bit des systhmes exploitant 
I'activitk vocale et la sectorisation 
Comme dans les systèmes mettant il profit I'u tilisation de la sectorisation. 
la borne supérieure sur la probabilité d'erreur est obtenue en modifiant IXquation (5.41) 
de sorte B mettre en évidence I'activité vocaie et la sectorisation. C'est B dire en se basant 
sur l'équation (6.11). On dors dans ce cas: 
63.3 - Analyse des performances des systemes exploitant I'acüvite vocale et la sec- 
torisation 
Pour I'analyse des performances, oa utilise toujours le code B probabilitk 
d'erreur minimale dont la longueur de contrainte K = 9. et le taux de codage R = 1 /32 . 
Le facteur de compensation P = 4, et le rapport (PE,) / N o  = 15 d B ,  le nombre de sec- 
teurs consider6 est D = 3. et le facteur d'utilisation de la voix vu = 0,63. 
La figure 6.7 présente les courbes de probabilité d'erreur par bit en fonc- 
tion de l'écart type de l'erreur due au contrôle de puissance des systhes mettant il profit 
l'activité vocale et la sectorisation, pour des valeurs de M = 100. M = 200. et M = 300 
usagers par cellule. Ces courbes nous montrent que le système est devenu beaucoup plus 
performant. En effet, on constate B la figure 6.6 que le système présente une grande résis- 
tance B l'erreur de contrôle de puissance. Pour une erreur de contrôle de puissance 
os = 2,9 dB. et pour un nombre d'usagers par cellule de M = 300, le systérne a une 
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Figure 6.7 - Effet combind de I'activité vocale et de la sectorisation sur les perfomances 
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Figure 6.8 - Comparaison de la capacie des systèmes exploitant une combinaison de 1' 
activité vocale et de la sectorisation, avec celles d'autres systèmes; 
(PE, )  /No = 15 dB 
de M = 100 usagers par cellule la probabilîtk d'erreur est toujours de Pb =  IO-^ . Ces 
résultats montrent bien qu'un système qui exploite l'activite vocale et la sectorisation 
présente une grande am6lioration des performances lorsque ce dernier est soumis B une 
imperfection du contrôle de puissance. Ceci est d'un grand intérêt en pratique. 
La figure 6.8 permet d'CtabLir une comparaison entre les Merents 
systèmes dévéloppés dans notre recherche savoir: les systémes multi-cellules n'utilisant 
aucune fome de parm&res de I'AMRC. les systèmes mettant B profit l'activité vocale, 
les systèmes sectorisés et les systemu exploitant une combinaison d' activite vocale et de 
sectorisation d'antemes. On remarque sur cette figure une nette amélioration des perfor- 
mances apporttks par les systèmes exploitant une combinaison d'activité vocale et de sec- 
torisation d'antennes. En effet. ces systemes apportent une diminution de 1 'interference 
totale par un facteur 
C'est cette réduction d'h peu près 80 % de l'interf6rence totale qui confère B ces syst8mes. 
une grande résistance B l'imperfection du contrôle de puissance. A titre de comparaison, si 
on fixe la probabilid d'erreur acceptable a Pb = 1 0 - ~  et que l'on désire obtenir un nom- 
bre d'usagers par cellule de M = 100, l'erreur maximale de contrdle de puissance est de 
0, = 2,65 dB pour les systèmes n'utilisant aucun paramètre de I'AMRC. 
cs = 2,9 dB pour les systèmes mettant Zi profit de l'utilisation de l'activité vocale, 
D~ = 3 2 dB pour les systhmes sectorisés et  enfin os = 3,35 dB pour les systèmes 
exploitant l'activit6 vocale et la sectorisation. Les résultats des calculs nous ont permis de 
constater que ces systèmes pouvaient encore supporter des usagers jusqu'8 une erreur de 
contrdle de puissance os = 4 dB. 
6.4 - Comparaison des résultats de notre analyse avec ceux obtenus dans des recher- 
ches antérieures 
Dans cette section, nous comparons ici les résultats de notre analyse avec 
ceux obtenus par des recherches ant&ieures. 
Nous avons vu dans notre analyse que les systèmes AMRC Ctaient très 
sensibles une imperfection du contr6le de puissance. Les rbultats obtenus pour les 
systèmes exploitant l'activité vocale et la sectorisation montrent que ces systèmes présen- 
tent de b o ~ e s  perfommces pour des valeurs de l'&art type de contrôle de puissance 
2 dB a o, a 4 d B .  Les résultats de notre analyse sont corroborés par ceux des travaux 
effectués par Monk won951 qui est arrive aux mêmes résultats que celles obtenues dans 
notre recherche, meme s'il est vrai que certains parmètres tels que le code utilisé et le gain 
de traitement ne sont pas les mêmes. 
Le modèle proposé par Mehn weh96l est un modkle dans lequel on uti- 
lise une cellule unique, et pour lequel l'erreur due au contrôle de puissance est modCiiste 
par une loi uniforme. Dans ce rnockle, le canal est uniquement soumis B des evanouisse- 
ments de Rayleigh. C'est un modkle est assez optimiste, puisqu'on ne considère qu'une 
seule cellule et qu'on fait abstention du phénomene d'ombrage. Si nous comparons Les 
résultats de l'analyse de Mehn 8 ceux obtenus dans notre recherche, on constate que les 
performances du modkle de Mehn sont beaucoup plus sensibles l'erreur de contrôle de 
puissance. En effet, les résultats obtenus pour le modele propos6 par Mehn ne donnent des 
meilleurs performances que pour une erreur de conrrôle de puissance 
O dB a o, < 23 dB qui correspond Zi une situation d'ombrage léger won951 (en m g -  
lais, Light shadowing). Pour des valeurs d'écart type de l'erreur de contrale de puissance 
plus éievées, le systhme souffre de s6v&res dégradations. 
Dans le modéle de Vojcic poj94], l'erreur due au contrdle de puissance 
est mod6iisée par une variable aléatoire uniforme. Les résultats obtenus par le modèle pro- 
pos& par Vojcic n'offrent de bonnes performances que pour des valeurs de l'erreur due au 
contr6le de puissance O dB S o, 2 dB.  Ce qui est bien iderieur il nos résultats qui 
comme nous l'avons vu plus haut, indiquent que le système peut supporter les valeurs 
O d B ~ k r ~ < 4  dB.  
Dans ce chapitre, nous avons r&né le modèle multi-ceildes en 
exploitant les parambues de I'AMRC. Les performances des systèmes mettant profit 
l'activité vocale et la sectorisation d'antennes ont et6 analysées et une comparaison avec 
les résultats des mod&les propos& dans des recherches antérieures B la nôtre a étB abordee. 
CONCLUSION 
Dans ce mernoire nous avons analysd les performances des systèmes de 
communications personnelles (SCP) utilisant l'Accès Multiple par Repartition de Codes 
(AMRC). On a ainsi pu constater que la capacité du système etait liée B une combinaison 
optimale du codage convolutiomel et de la séquence pseudo-aléatoire pour effectuer 
l'étaiement spectral. En effet, la relation entre le taux de codage et la longueur de la 
dquence pseudo-aléatoire a permis en effectuant une analyse des performances, de choisir 
les codes optimaux d e s ~ e s  aux systèmes AMRC et ce pour des longueurs de contrainte 
7 s K i 10. Nous avons pu ainsi établir les conditions pour lesquelies, il est profitable de 
diminuer le taux de codage afm d'obtenir une amelioration des performances du systéme. 
On a egalement étudie l'effet de l'interfdrence des usagers des cellules 
adjacentes la cellule de reference sur les performances du système. L' analyse de l'inter- 
ference inter-ceilules a 6té faite en tenant compte d'un contrôle de puissance imparfait 
modefis6 par une loi log-normale. et on a paramtais6 l'intedérence inter-cellules par un 
terme note (p, 0) qui depend de l'environnement celIulaire. Cette interference réduit 
wnsidtrablement la capacité du système selon les valeurs des pararnetres p et o de l'envi- 
ronnement. En effet. on constate par exemple que pour p = 4, et = 8, qui sont les 
valeurs les plus utilisées dans la littérature, la capacite est diminuée de 3 1% par rapport au 
modèle B cellule unique. 
L'effet d'une erreur de contrôle de puissance sur l u  performances du 
système a kt6 anaiyst5. On a montre que les systèmes AMRC étaient trh sensibles & une 
erreur de contr61e de puissance. En effet, on a vu au chapitre 6, que la capacité du système 
suivait une décroissance exponentielle en fonction de l'erreur due au contrôle de puis- 
sance. Cette sensibilité est beaucoup plus marquée pour les usagers en situation d'om- 
brage. En effet, si on considère par exemple le code MPb de longueur de contrainte K = 9 
et de taux de codage R = 1/32, et si on désire obtenir une probabilitk d'eneur par bit 
maximale Pb = 10-3 avec un rapport ( P E b )  /No = 15 dB. la capacite chute de 25% 
(elle diminue de 200 B 150 usagers), lorsqu'on passe d'une erreur de contrôle de puissance 
de os = 2 dB B os = 2,3 dB. La dégradation des performances est de plus en plus 
prononcée pour une erreur de contrale de puissance croissante. En effet, si on considére le 
même code, avec ( P E b )  /No = 15 dB, en fixant Pb = 10-2 lorsque l'erreur due au 
contrôle de puissance est: as = 4 dB, le nombre d'usagers par cellule devient inf6rieur B 
30. 
Dans le but d'améliorer les performances du système, on a eu recours 
l'utilisation des paramètres de 1' AMRC, h savoir L'activite vocaie et la sectorisation d'an- 
tennes. Dans un premier temps nous avons exploig l'activité vocale. L'utilisation de l'ac- 
tivité vocale a d o ~ é  lieu il une diminution de 37% de L'interférence totale, et à une 
augmentation de 58% de la capacité, permettant au système de pouvoir mieux combattre 
les problèmes liés B l'imperfection du contrale de puissance puisqu'en r&iitt5 l'erreur due 
au contrôle de puissance peut être vue comme étant une source d'interférences. Par la 
suite, nous avons utilisé la sectorisation d'antemes. L'utilisation de la sectorisation d'an- 
tennes quant B elle. a dome lieu B une diminution de l'interf6rence totale de 67%, ce qui 
permet aux systèmes sectorisés d'Ctre encore moins sensibles à une erreur de contrôle de 
puissance. Enfin nous avons 6vaLué les performances des syst&mes exploitant une combi- 
naison de l'activité vocale et de la sectorisation; ces sysernes offrent une meilleure résis- 
tance B l'interf6rence puisqu'ils permettent d'obtenir une réduction de presque 80% de 
l'interférence totale. Cette grande reduction de l'interf6rence totaie permet aux systèmes 
AMRC de présenter de bornes performances pour des valeurs de l'écart type de l'erreur 
due au contrôle de puissance pour un usager en situation d'ombrage 2 dB i os 5 4 dB . 
Ce qui représente une nette am6lioration des performances par rapport aux systhms qui 
n'utilisent ni activité vocale ni sectorisation et dont les performances ne sont bornes que 
pour une erreur maximale de contrôle de puissance os = 2 dB . 
Cependant, quelques recherches futures pourraient s'averer int6ressantes; 
parmi celles-ci, on peut suggérer: 
- L'étude des systernes AMRC synchrones pourrait être envisageable 
dans le but de diminuer l'interférence totale et donc d'augmenter la 
capacité. 
- La recherche des séquences pseudo-al6atoires permettant d'obtenir les 
caractt5ristiques d'intercorrélation intéressantes et dont le nombre de 
séquences dans l'ensemble est grand pourrait être benéfique. 
- L'etude d'une sectorisation d'antennes imparfaite qui est le cas le plus 
rhliste, ainsi qu'un système d'antennes disaibuCs pourraient être 
envisageables. 
- Les modèles proposés dans ce memoire pourraient être raffinés en con- 
sidérant les ~vmouissements sélectifs en frequence. 
- Un système de modulation avec plusieurs porteuses dans le but de 
diminuer 1' interft5rence et l'effet des Cvanouissements rapides et dlec- 
tifs en fréquence. 
- L'utilisation d'un syseme de contrôle de puissance B boucle fermée qui 
permet de mieux contrer L'effet des 6vanouissements rapides mais dont 
la mise en oeuvre est assez complexe, pourrait être 6tudike. 
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ANNEXE 1 
CAPACITÉ DES CODES À PROBABILITÉ 
D'ERREUR MINIMALE POUR MODÈLE 
À CELLULE UNIQUE 
Cette annexe contient les courbes donnant la capacité d'un systeme util- 
isant l'A& Multiple par Repartition des Codes (AMRC) en fonction du rapport signal il 
bruit pour le modele B ceIide unique. Les courbes ont et6 obtenues en utilisant les codes B 
probabilie d'erreur minimale de longueur de contrainte 7 a K a 10 pour des probabilités 
4 d'erreur par bit Pb = IO-*, Pb = 10 et Pb = IO-'. Les autres courbes de capacitk 
P b  = pour 7 a K 5 10 sont dans le corps du texte. La capacité des systèmes dans 
lesquels on utiLise un modèle muli-cellules &nt proportionnelle B celle des systèmes & 
cellule unique, nous n'avons pas jugé pertinent de dresser les courbes de capacité pour le 
modéle multi-cellules. Ces courbes sont donc pratiquement les mêmes. 
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Figure 1.1 - Capacité obtenue par les codes h probabilité d'erreur minimale, pour K=7 
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Figure 1.2 - Capacité obtenue par les codes i~ probabiiit6 d'erreur minimale, pour K=7 
Figure 1.3 - Capacite obtenue par les codes B probabilite d'erreur minimale, pour K=7 
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Figure 1.4 - Capacité obtenue par les codes P Probabilité d'erreur minimale. pour K=8 
Figure 1.5 - Capacité obtenue par les codes B Robabilite d'erreur minimale, pour K=8 
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Figure 1.6 - Capacité obtenue par les codes Probabilité d'erreur minimale. pour K=8 
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Figure 1.7 - Capacité obtenue par les codes k probabilité d'erreur minimale, pour K=9 
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Figure 1.8 - CapacitC obtenue par les codes & probabilite d'erreur minimale, pour K=9 
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Figure L9 - Capacité obtenue par les codes B probabilité d'emur minimale. pour K=9 
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Figure 1- 10 - Capacité obtenue par les codes B probabilite d'erreur minimale, pour K=10 
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Figure 1.1 1 - Capacit6 obtenue par les codes & probabilité d'erreur minimale. pour K= 10 
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Figure 1.12 - Capacité obtenue par les codes B probabilité d'erreur minimale, pour K= 10 
ANNEXE II 
ANALYSE DE L'INTERFÉRENCE DUE À 
L'ACCÈS MULTIPLE (MAI) 
Cette annexe présente le calcul des paramètres intervenant dans l'analyse 
de lTinterf&ence effectuée au chapitre 4, et utilisée dans les chapitres 5 et 6. Il s'agit ici de 
trouver les statistiques des variables aléatoires modélisant le contrôle de puissance, et les 
évanouissements. 
1.1 Calcul de la moyenne d'une variable aléatoire log-normale 
Nous avons vu au chapitre 4 que la fonction de densite d'une variable 
alCatoire log-normale Y = Zn (X), où X est une Variable aléatoire gaussieme telle que 
X = N (p, a:) s'écrit: 
Sa moyeme est: 
En procédimt il un changement de variable: 
x = in ( y )  
on a en combinant (II.2) et (II.3): 
On peut aaranger l'équation (II.4) de façon mettre en évidence l'expression d'une gauss- 
ienne. Pour ce faire. on utilise le debut de d6véloppement d'un carre. et on a alors: 
qui peut encore s'écrire: 
On réduisant l'expression de l'équation (D.6). et en utilisant le fait que 
exp (a +b)  = exp ( a )  e x p ( b ) ,  on a :  
Or le premier terme de l'équation (II.7) peut être vu comme l'int6graie d'une g a u s s i e ~ e  
de moyenne y + of et de variance 0; Cvaluée sur l'ensemble des nombres réels. D'où: 
De sorte qu'on a finalement: 
II2 Calcul du second momznnt d'une variable aléatoire log-normale 
Le second moment d'une varaible aléatoire log-normale Y = In (X) est : 
En effectuant toujours le changement de variable x = ln ( y ) ,  on a: 
En procédant de la même façon que pour le calcul de la moyenne, on anive a ticrire que: 
En utilisant le début de d6vkloppement d'un carr6. on a: 
qui peut encore s'écrire sous forme de produit de deux termes comme suit: 
De la meme façon que pr-dernment, on a: 
De sorte qu'on obtient finalement: 
I1.3 Évaluation des parametres de la variable aleatoire modélisant l'interférence due 
B 1 'acch multiple (MAI: Multiple Access Interference, en anglais) 
On a vu au chapitre 4 que le terme de l'interference due B l'accès multiple 
est donné par: 
On est interesse il ,connaître les statistique de J .  On a vu au chapitre 4 que lorsque M, les 
statistiques de J obeissent & une variable alkatoire gaussie~e de moyenne nulle. Nous 
cherchons ici il detexminer sa variance. On a : 
En posant: 
on a par indépendance des variables aléatoires hl. Bk et Ik : 
Si on substitue (II.19) dans (II.17). on obtient alors: 
de sorte que: 
M-1 M - 1  M -  !M- 1 
Jf + 2 L isj] , avec i * j 
i - 1  j = l  
En utilisant l'inddpendance des variables aléatoires Ii et lj . on obtient: 
M - l  M -  L M -  1  
F [ J f ]  + 2 x  E [ f , ] E [ J , ]  1 , avec i* j i m l  j = l  
On a vu au chapitre 4 que: 
En utilisant le fait que toutes les variables intervenant dans l'équation (II.24) sont iden- 
tiquement distribu& et en substituant (11.16) lorsque p = 0, (II.25) et (11.26) dans 
@.24), on obtient finalement: 
Ce résultat est ufilist tout au long de cet ouvrage pour décrire les MAI. 
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