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Abstract
The problem of reconstructing a monogenic Clifford algebra valued function on the boundary Γ of a general open set Ω in
R
n+1 from a prescribed jump data u over the boundary is deeply connected with the study of the Clifford–Cauchy transform
(CΓ u)(x) :=
∫
Γ
y − x
σn|y − x|n+1 n(y)u(y) dy, x /∈ Γ.
Necessary and sufficient condition on non-rectifiable Γ is established guaranteeing the existence of continuous boundary values of
this transform for all functions satisfying a Hölder type condition.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be a Jordan domain in Rn+1 as defined in [12], i.e. a bounded oriented connected open subset of Rn+1
whose boundary Γ is a compact topological surface, and let u be a function belonging to a suitable class of continuous
functions on Γ .
The following is the basic question here: Specify conditions on the pairs {Γ,u} guaranteeing continuous extend-
ability of the Clifford–Cauchy transform
(CΓ u)(x) :=
∫
Γ
y − x
σn|y − x|n+1 n(y)u(y) dH
n(y), x /∈ Γ, (1)
to Ω := Ω ∪ Γ.
Here and subsequently,Hn denotes the n-dimensional Haussdorf measure, σn is the area of the unit sphere inRn+1,
and n(y) denotes the outward pointing unit normal to Ω at y ∈ Γ .
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jump across a surface Γ . In a classical formulation, this problem is tied up with certain a priori smoothness restrictions
on the boundary because the pointwise normal vector on Γ occurs in the definition of the Clifford–Cauchy transform.
These restrictions may be entirely avoided, however, if the normal vector is replaced by the exterior normal of Ω in
Federer’s sense [10, p. 477].
Some partial answers are as follows: If Γ is a Liapunov surface, Iftimie proved in 1965 that CΓ u has Hölder
continuous limit values for any Hölder continuous function u ∈ C0,ν(Γ ), 0 < ν  1, see [13]. The same assertion is
valid if we consider Ahlfors–David regular surfaces instead of Liapunov surfaces. This follows from [3]. Recall that
Γ is said to be Ahlfors–David regular (in the sequel we shall refer to as AD-regular) if there exists a constant c > 0
such that for all x ∈ Γ and 0 < r  diam(Γ ) (see [7,15])
c−1rn Hn(Γ ∩ B(x, r)) crn,
where B(x, r) is the closed ball with center x and radius r .
If Γ is n-rectifiable in Federer’s sense (the Lipschitz image of some bounded set of Rn) then CΓ u has continuous
limit values for any Hölder continuous function u ∈ C0,ν(Γ ) under the assumption (see [2])
ν >
n
n + 1 . (2)
The restriction (2) cannot be relaxed: For any ν such that 0 < ν  n
n+1 we can construct a surface Γ and a function
u ∈ C0,ν(Γ ) such that CΓ u has not continuous limit values everywhere on Γ , see [4].
Related investigation of a non-rectifiable version of the Clifford–Cauchy transform in terms of the upper Minkowski
dimension [15], also referred as box dimension, appeared in [4].
In [3], when Γ is an AD-regular surface, the authors found as a sufficient condition to prove that CΓ u has continu-
ous limit values on Γ if the truncated integrals∫
Γ \{|y−z|}
y − z
|y − z|n+1 n(y)
(
u(y) − u(z))dHn(y),
converge uniformly on Γ as  → 0.
If Γ is simultaneously n-rectifiable and AD-regular, it follows from [5] that the last condition is necessary too.
Really, the above result is also valid in the more general case when Γ is the union of an Hn-zero set and countable
many Lipschitz images of sets of Rn ((Hn, n)-rectifiable). The only issue is to notice that approximate tangent planes
to Γ must be true tangents because Γ is AD-regular.
We notice that the combination of these two conditions ((Hn, n)-rectifiability and Ahlfors–David regularity) pro-
duces, in the codimension 1 case, a wider class than the class of uniformly rectifiable sets introduced by David and
Semmes. In fact, if Γ has big pieces of Lipschitz graphs [7, Definition 1.26], then it is (Hn, n)-rectifiable but the
converse is not true (see [7, p. 14]).
The notion of uniform rectifiability is closely related to the Lp-boundedness of a large class of Calderon–Zygmund
singular integral operators and is intensively studied in the excellent monograph [7].
The L2-boundedness of the singular Clifford–Cauchy transform was first established for Lipschitz graphs with
small constant by M. Murray [18] and extended to the general case by A. McIntosh [16]. It is shown in [17] how the
L2-boundedness of the double layer potential operator (i.e., the scalar part of the singular Clifford–Cauchy transfrom)
can be applied to solve boundary value problems, including those of Dirichlet and Neumann type, for domains with
Lipschitz graphs as the boundary.
In contrast to the above mentioned works, throughout this paper we are interested in the local behaviour (i.e., near
any point of the surface) of the Clifford–Cauchy transform ignoring its global behaviour (non-tangential boundary
values). We deal with the previous basic question when Γ is not assumed to be neither n-rectifiable nor AD-regular,
but satisfying a less restrictive assumption (see condition (3), Section 2.2). Moreover, we stress that condition (3)
gives rise to a very general class of surfaces that contains all classes of surfaces classically considered in the literature,
in particular the aforementioned Lipschitz graphs.
A first step in this general context was carried out in [1] where it is proved that if Hn(Γ ) < +∞ and the limit
lim
δ→0
∫ |u(y) − u(z)|
|y − z|n dH
n(y)Γ \B(z,δ)
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sufficient condition holds for any Hölder continuous function u.
However, it is nothing obvious whether one could find a substantial class of continuous functions for which CΓ u
has continuous limit values on a merely Hn-finite surface Γ . Some results in this direction will be described in the
present paper.
The main results are stated in Section 3. The basic idea for our proofs goes back to the one introduced by Dyn’kin
in [8,9], (see also [14]) where Γ is a properly Jordan curve in the complex plane. Of course, 1-dimensional sets are
very special and to generalize the Dyn’kin idea to higher dimensions is far from being trivial, but a little harder to
establish. In particular we employ some minimal covering by balls and the so-called packing number [15].
2. Preliminaries
2.1. Clifford algebras and monogenic functions
The real Clifford algebra associated with Rn endowed with the Euclidean metric is the minimal enlargement of Rn
to a real linear associative algebra R0,n with identity such that x2 = −|x|2, for any x ∈Rn.
It thus follows that if {ej }nj=1, is the standard basis of Rn, then we must have that eiej + ej ei = −2δij . Every
element a ∈ R0,n is of the form a =∑A⊆N aAeA, N = {1, . . . , n}, aA ∈ R, where e∅ = e0 = 1, e{j} = ej , and eA =
eα1 · · · eαk for A = {α1, . . . , αk} where αj ∈ {1, . . . , n} and α1 < · · · < αk .
The conjugation is defined by a :=∑A aAeA, where
eA = (−1)keik · · · ei2ei1, if eA = ei1ei2 · · · eik .
Put Rk0,n = SpanR(eA: |A| = k). Then clearly Rk0,n is a subspace of R0,n—the space of so-called k-vectors—and
R0,n =
n⊕
k=0
R
k
0,n.
The projection operator of R0,n on Rk0,n is denoted by [ ]k and R and Rn will be identified with R00,n and R10,n
respectively.
In what follows, an element x = (x0, x1, . . . , xn) will be identified with
x = x0 +
n∑
j=1
xj ej ∈R00,n ⊕R10,n.
Elements of R00,n ⊕R10,n are often called paravectors.
Notice that for x ∈Rn+1, we thus have that
xx = xx = |x|2.
By means of the conjugation R0,n may be endowed with the natural Euclidean norm |a|2 = [aa]0. An algebra norm
is defined by taking |a|20 = 2n|a|2.
We consider functions u defined in some subset of Rn+1 and taking values in R0,n:
u(x) =
∑
A
uA(x)eA,
where uA areR00,n-valued functions. We say that u belongs to some classical class of function if each of its components
uA belongs to that class.
If E ⊂ Rn+1 is a bounded set, then C0,ω(E) stands for the class of all generalized Hölder continuous R0,n-valued
functions u for which
ωu(δ,E) = sup
{∣∣u(x) − u(y)∣∣: |x − y| δ, x, y ∈ E} cω(δ),
where ω is a majorant, i.e., a defined, finite, positive, non-decreasing function in (0,+∞) with limδ→0+ ω(δ) = 0.
For example, ω(δ) = δν , 0 < ν  1, is a majorant and we have the usual Hölder space C0,ν(E).
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In [6] a theory of monogenic functions with values in Clifford algebras is considered, which generalizes in a natural
way the theory of analytic functions of one complex variable to the (n + 1)-dimensional Euclidean space.
Monogenic functions are null solutions of the generalized Cauchy–Riemann operator in Rn+1:
D :=
n∑
i=0
ei
∂
∂xi
.
It is a first order elliptic operator whose fundamental solution is given by
e(x) = 1
σn
x
|x|n+1 ,
where σn is the area of the unit sphere in Rn+1. If Ω is open in Rn+1 and u ∈ C1(Ω), then u is said to be left
(respectively right) monogenic in Ω if Du = 0 (respectively uD = 0) in Ω .
Notice that the fundamental solution e is both left and right monogenic in Rn+1 \ {0}.
Other basic examples of monogenic functions are obtained by means of the Clifford–Cauchy transform.
Assume that Ω is a bounded domain in Rn+1 with a sufficiently smooth boundary Γ := ∂Ω . Then for each
continuous function u in Γ , its Clifford–Cauchy transform CΓ u is formally defined by
CΓ u(x) :=
∫
Γ
e(y − x)n(y)u(y) dHn(y), x ∈Rn+1 \ Γ,
where Hn denotes the n-dimensional Hausdorff measure and n(y) is the outward pointing unit normal vector to Ω at
y ∈ Γ . It is easily seen that CΓ u is monogenic in Rn+1 \ Γ .
Actually, the a priori smoothness assumption for Γ is not necessary. For instance there is a measure theoretic
notion of the unit normal n(y) introduced by Federer [10, p. 477] such that the Stokes’s Theorem still holds for
boundaries with Hn(Γ ) < +∞. It is exactly this version of Stokes’s Theorem we need to establish basic formulas in
Clifford analysis such as Borel–Pompeiu and Cauchy Formulae.
In our new context, the following is a multidimensional version of a Whitney extension theorem (see [19]).
Theorem 2.1 (Whitney Extension Theorem). Let E ⊂Rn+1 be compact and u ∈ C0,ω(E). Then there exists a compactly
supported function u˜ ∈ C0,ω(Rn+1) satisfying
(i) u˜|E = u|E,
(ii) supx∈Rn+1 |u˜(x)| c supx∈E|u(x)|,
(iii) ωu˜(δ,Rn+1) cωu(δ,E),
(iv) u˜ ∈ C∞(Rn+1 \ E) and∣∣Du˜(x)∣∣ c dist(x,E)−1ω(dist(x,E)) for x ∈Rn+1 \ E.
2.2. Some geometry
Throughout this paper Ω will be a Jordan domain of Rn+1 with Hn-finite boundary Γ which satisfies the lower
bound in the AD-regularity condition, i.e., there is a constant c > 0 such that
crn Hn(Γ ∩ B(x, r))< +∞ for x ∈ Γ, 0 < r  d = diam(Γ ), (3)
where B(x, r) denotes the closed ball with center x and radius r . The largest constant in (3) will be denoted by c(Γ ).
The lower bound in (3) is typically derivable from topological assumptions. It is automatic for curves and the same
is true for any 1-dimensional compact connected set.
Fix now z ∈ Γ and introduce the following notations:
L(z, r1, r2) =
{
y ∈Rn+1: r1  |y − z| r2
}
,
λz(r) =Hn
(
Γ ∩ L(z, r,5r)).
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Denote by Ω ′ the open unbounded complement of Ω in Rn+1 and consider the semi-ring Δ = Ω ′ ∩ L(z,2r,4r).
With these notations we may present the following auxiliary lemma needed for the proof of the main results.
Lemma 2.1. Let z ∈ Γ , 0 < r < d2 and 0 <  < r4 , then there exist the regions S0, S1, . . . , SN , with Hn(∂Sj ) < +∞
and satisfying the following properties:
(a) Si ∩ Sj = ∅ for i = j and ⋃Nj=0 Sj = Δ.
(b) For all y ∈ S0, dist(y,Γ ) > .
(c) There exist points xj ∈ Sj ∩ Γ such that Sj ⊂ B(xj ,2), j = 1, . . . ,N .
(d) There is a constant c such that
N∑
j=1
Hn(∂Sj ) cλz(r).
For the sake of completeness first we shall prove the following lemma.
Lemma 2.2. Let  > 0 and let E ⊂Rn+1 be bounded with Hn(E) < +∞ and such that
Hn(E ∩ B(x, )) cn, x ∈ E. (4)
Let E1 ⊂ E2 ⊂ E such that for any x ∈ E1: E ∩ B(x, ) ⊂ E2. Then there is a constant c′ > 0 such that
N(E1) c′
Hn(E2)
n
,
where for F ⊂ Rn+1 N(F) denotes the smallest number of closed balls with centers in F and radius  needed to
cover F.
Proof. The proof easily follows by noticing that
N(F) P
(
F,

2
)
,
where P(F, 2 ) is the so-called packing number: the greatest number of disjoint 2 -balls with centers in F (see [15]).
Then, in accordance with (4) we have
c
n
2n
P
(
E1,

2
)
Hn(E2). 
Proof of Lemma 2.1. Let z ∈ Γ , 0 < r < d2 and 0 <  < r4 . Consider the semi-ring Γ := Γ ∩L(z, r + 2,5r − 2).
Let B1,B2, . . . ,BN be a minimal collection of balls centered at Γ and radius  covering Γ .
Then, by Lemma 2.2 with E := Γ , E1 = Γ and E2 := Γ ∩ L(z, r,5r), there is a constant c′ such that
N  c′ λz(r)
n
.
Put Bj = 2Bj and Uj := intBj . Next we define
S0 = Δ \
N⋃
j=1
Uj , S1 = Δ ∩ U1, Sj+1 = Δ ∩ Uj+1 \
j⋃
i=1
Ui, j = 1,2, . . . ,N − 1.
The proof of properties (a)–(c) follows easily from the construction and we shall omit it. To prove (d) note that
N∑
Hn(∂Sj ) λz(r) + c1nN + c2rn.j=1
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N∑
j=1
Hn(∂Sj ) λz(r) + c1c′λz(r) + c2rn  cλz(r). 
3. Main results
This section is devoted to state the main results of the paper. The proof of the following theorem will be given in
the next section.
Theorem 3.1. Let ω be as before and such that ω(τ)
τ
not increase. For u ∈ C0,ω(Γ ) and δ < d4 the following estimate
holds:
ωCΓ u(δ,Ω) c sup
z∈Γ
2d∫
0
Wz(τ)
dτ
1 + τ
δ
, (5)
where
Wz(τ) = λz(τ )
τn+1
ω
(
τn+1
λz(τ )
)
.
Remark 3.1. Notice that if Γ is an AD-regular surface then the above estimate reads
ωCΓ u(δ,Ω) c
2d∫
0
ω(τ)
τ
dτ
1 + τ
δ
.
Special instances of Theorem 3.1 are the following corollaries.
Corollary 3.1. Let ω be as in Theorem 3.1. If
1∫
0
ω(τ)
dτ
τ
2n+1
n+1
< +∞, (6)
then CΓ u has a continuous extension to Ω for any surface Γ satisfying (3) and any u ∈ C0,ω(Γ ).
Proof. Since τn+1
λz(τ)
 cτn+1, then
Wz(τ) c
ω(τn+1)
τn+1
.
Hence,
ωCΓ u(δ,Ω) c
2d∫
0
ω(τn+1)
τn+1
dτ
1 + τ
δ
.
After a change of variable in the above integral we get
ωCΓ u(δ,Ω) c
(2d)n+1∫
0
ω(τ)
τ
2n+1
n+1
dτ
1 + τ
1
n+1
δ
→ 0 as δ → 0,
the last assertion being a consequence of (6) and the fact that (1 + τ
1
n+1
δ
)−1 tends to 0 as δ → 0. 
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n+1 . Then CΓ u has a continuous extension to Ω for any surface Γ satisfying (3) and any
u ∈ C0,ν(Γ ). Moreover
CΓ u ∈ C0,(n+1)ν−n(Ω).
Proof. In virtue of Theorem 3.1, for ω(τ) = τ ν we have
ωCΓ u(δ,Ω) c
2d∫
0
τ (n+1)(ν−1)λz(τ )1−ν
dτ
1 + τ
δ
.
Since λz(τ )Hn(Γ ), then the above inequality yields
ωCΓ u(δ,Ω) c
2d∫
0
τ (n+1)(ν−1) dτ
1 + τ
δ
.
The proof is completed by showing that
2d∫
0
τ (n+1)(ν−1) dτ
1 + τ
δ
=
δ∫
0
τ (n+1)(ν−1) dτ
1 + τ
δ
+
2d∫
δ
τ (n+1)(ν−1) dτ
1 + τ
δ

δ∫
0
τ (n+1)(ν−1)dτ + δ
2d∫
δ
τ (n+1)(ν−1)−1dτ  cδ(n+1)ν−n.
The following theorem shows that the estimate (5) in Theorem 3.1 is sharp. The proof of it will be carried out in
Section 4. 
Theorem 3.2. Let ω be as in Theorem 3.1. Let μ be a nonnegative nondecreasing function on (0,+∞) with μ(0) = 0,
such that μ(t)/t is nonincreasing and
∫ 1
0 τ
−1μ(τ)dτ < +∞. Under the above conditions on ω and μ, there exist a
surface Γ satisfying (3) and a function f ∈ C0,ω(Γ ) such that
(i) λz(τ )  τn−1μ(τ) for some z ∈ Γ ,
(ii) ωCΓ f (δ,Ω) c
∫ 1
0 ω(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ
1+ τ
δ
.
The following is an important corollary of Theorems 3.1 and 3.2. The condition (7) occurring in it represents a
necessary and sufficient restriction guaranteeing the continuous extendability of the Clifford–Cauchy transform of
Hölder continuous functions on any surface satisfying (3).
Corollary 3.3. Let ω be such that ω(τ)
τ
not increase and ω(τ)
τ
n
n+1
not decrease. Then CΓ u has a continuous extension to
Ω for any surface Γ satisfying (3) and any u ∈ C0,ω(Γ ) if and only if
1∫
0
ω
n+1
n (τ )
dτ
τ 2
< +∞. (7)
Proof. Because τn+1
λz(τ)
 cτ and under the above assumptions on ω we have
ω(τ)
τ
 cω(τ)λ
1
n+1
z (τ )
2n+1 .
τ n+1
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ωCΓ u(δ,Ω) c
2d∫
0
ω(τ)λ
1
n+1
z (τ )
τ
2n+1
n+1
dτ
1 + τ
δ
 c
( 2d∫
0
ω
n+1
n (τ )
τ 2
dτ
1 + τ
δ
) n
n+1( 2d∫
0
λz(τ )
τ
dτ
1 + τ
δ
) 1
n+1
.
Direct calculations show that
sup
z∈Γ
2d∫
0
λz(τ )
τ
dτ < cHn(Γ ) < +∞,
so that taking into account the above estimate, condition (7) implies that ωCΓ u(δ,Ω) tends to 0 as δ → 0. Thus the if
part it is proved. 
Conversely, suppose
1∫
0
ω
n+1
n (τ )
dτ
τ 2
= +∞
and put
μ(τ) = τ + ω
n
n+1 (τ )
τ
S−ϑ(τ ), 1 < ϑ < n + 1, (8)
where
S(τ) =
2∫
τ
ω
n+1
n (τ )
dτ
τ 2
.
Rather technical arguments show that μ verifies all the assumptions in Theorem 3.2 and then there exist a surface Γ
satisfying condition (3) and a function f ∈ C0,ω(Γ ) such that we have the lower estimate
ωCΓ f (δ,Ω) c
1∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ
1 + τ
δ
.
It will suffice to verify that
1∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ
1 + τ
δ
= +∞.
In fact:
1∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ
1 + τ
δ

δ∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ  c
δ∫
0
ω
(
τn+1
μ(τ)
)
μ(τ)
τ 2
dτ  c
δ∫
0
ω(τn+1)
τn+1
μ
1
n+1 (τ ) dτ
 c
δ∫
0
ω(τn+1)
τn+1
μ
1
n+1
(
τn+1
)
dτ = c
δn+1∫
0
ω(t)
t
2n+1
n+1
μ
1
n+1 (t) dt.
Then by (8) and the above estimates we obtain
1∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ
1 + τ
δ
 c
δn+1∫
0
ω
n+1
n (t)
t2
S−
ϑ
n+1 (t) dt = c
δn+1∫
0
|dS(t)|
S
ϑ
n+1 (t)
= +∞.
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struct a monogenic function U in Rn+1 \ Γ with U(∞) = 0, having across Γ the prescribed jump U+ − U− = u,
by means of its Clifford–Cauchy transform CΓ u. Even more, this reconstruction is unique due to a multidimensional
Painlevé theorem [2] and the Liouville theorem [6].
4. Proof of theorems
4.1. Proof of Theorem 3.1
Let z0 ∈ Ω and z ∈ U(z0, δ) ∩ Ω, where U(z0, δ) := intB(z0, δ). By Borel–Pompeiu formula we have
CΓ u(z) − CΓ u(z0) =
∫
Ω ′
e(ξ − z)Du˜(ξ) dξ −
∫
Ω ′
e(ξ − z0)Du˜(ξ) dξ,
where u˜ denotes the Whitney extension of u (see Theorem 2.1).
Since Ω ′ = Ω ′ ∩ U(z0,2δ) ∪ Ω ′ \ U(z0,2δ), we have
CΓ u(z) − CΓ u(z0) = I1 + I2 + I3, (9)
where
I1 =
∫
Ω ′∩U(z0,2δ)
e(ξ − z)Du˜(ξ) dξ, I2 =
∫
Ω ′∩U(z0,2δ)
e(ξ − z0)Du˜(ξ) dξ,
I3 =
∫
Ω ′\U(z0,2δ)
(
e(ξ − z) − e(ξ − z0)
)Du˜(ξ) dξ.
Our next objective is to estimate |I1| + |I2| + |I3|, which is the point of the following:
Lemma 4.1. With the above notation, we have
|I1| c
2δ∫
0
Wzˆ(τ) dτ, (10)
|I2| c
2δ∫
0
Wzˆ0(τ ) dτ, (11)
and
|I3| cδ
2d∫
δ
Wzˆ(τ )
τ
dτ, (12)
where zˆ ∈ Γ is such that |z − zˆ| = dist(z,Γ ).
Proof of (10). If dist(z0,Γ ) 2δ then I1 = 0, so we assume dist(z0,Γ ) < 2δ. Next, consider the semi-rings
Δm = Ω ′ ∩ L
(
zˆ,2−mδ,2−m+1δ
)
, m = −2,−1,0,1, . . . .
Of course Ω ′ ∩ U(z0,2δ) =⋃m Δm ∩ U(z0,2δ), then
I1 =
∑
m
I1,m, where I1,m =
∫
Δm∩U(z0,2δ)
e(ξ − z)Du˜(ξ) dξ.
Let Sj , j = 0,1,2, . . . ,N , be the regions related to Ω ′ ∩L(zˆ,2−mδ,2−m+1δ) having properties (a)–(d) of Lemma 2.1
with r = 2−m−1δ,  = c(Γ )n+2 rn+1 .2 λzˆ(r)
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|I1,m|
∑
j
|I1,m,j |, I1,m,j =
∫
Sj∩U(z0,2δ)
e(ξ − z)Du˜(ξ) dξ.
Firstly we proceed to estimate |I1,m,0|.
For ξ ∈ S0, in accordance with Lemma 2.1 property (b) we have  < dist(ξ,Γ ).
On the other hand, |ξ − z| 12 |ξ − zˆ| and |ξ − zˆ| r . Consequently
1
|ξ − z|n 
2n
rn
.
Then, by the assertion (iv) in Theorem 2.1
|I1,m,0| c
∫
S0∩U(z0,2δ)
|Du˜(ξ)|
|ξ − z|n dξ  c
ω(dist(ξ,Γ ))
dist(ξ,Γ )
1
rn
rn+1.
Next, taking into account that ω(τ)
τ
decreases we have
|I1,m,0| cω()

r  crWzˆ(r).
Since z /∈ Ω ′, then by the Borel–Pompeiu formula we have
I1,m,j =
∫
∂(Sj∩U(z0,2δ))
e(ξ − z)n(ξ)(u˜(ξ) − u˜(ξ∗))dHn(ξ),
where ξ∗ ∈ Sj ∩ U(z0,2δ).
Hence, for j = 1,2, . . .
|I1,m,j |
∫
∂(Sj∩U(z0,2δ))
|u˜(ξ) − u˜(ξ∗)|
σn|ξ − z|n dH
n(ξ).
By virtue of (iii) in Theorem 2.1 and the above estimate we have
N∑
j=1
|I1,m,j | cω()
rn
N∑
j=1
∫
∂(Sj∩U(z0,2δ))
dHn(ξ).
Then,
|I1,m| c1rWzˆ(r) + c2 ω()
rn
(
N∑
j=1
Hn(∂Sj ) + 2Hn
(
Δm ∩ ∂U(z0,2δ)
))
.
By (d) in Lemma 2.1 we have
|I1,m| c1rWzˆ(r) + c3 ω()
rn
(
λzˆ(r) +Hn
(
∂U(zˆ,4r)
))
 c1rWzˆ(r) + c3 ω()
rn
λzˆ(r) c42−mδWzˆ
(
2−m−1δ
)
.
Thus
|I1| c
∞∑
m=−2
2−mδWzˆ
(
2−m−1δ
)
 c
2δ∫
0
Wzˆ(τ) dτ. 
Proof of (11). It is clear from (10) after taking z = z0. 
Proof of (12). Making use of the following inequality (see [11]):
∣∣e(ξ − z) − e(ξ − z0)∣∣ c|z − z0| n∑ 1|ξ − z|i |ξ − z0|n+1−i
i=1
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∣∣e(ξ − z) − e(ξ − z0)∣∣ c|z − z0| n∑
j=1
1
|ξ − zˆ|n+1  c
δ
rn+1
.
Then, by very similar techniques to those used to estimate |I1| we may deduce:
|I3| cδ
2d∫
δ
Wzˆ(τ )
τ
dτ,
which proves (12). This also completes the proof of the lemma. 
Havin disposed of this preliminary step, we can now return to the proof of Theorem 3.1.
Combining Lemma 4.1 with (9) yields
∣∣CΓ u(z) − CΓ u(z0)∣∣ c
( 2δ∫
0
Wzˆ(τ) dτ +
2δ∫
0
Wzˆ0(τ ) dτ + δ
2d∫
δ
Wzˆ(τ )
τ
dτ
)
 c sup
z∈Γ
( 2δ∫
0
Wz(τ) dτ + δ
2d∫
δ
Wz(τ)
τ
dτ
)
.
Clearly,
2δ∫
0
Wz(τ) dτ  2δ
2δ∫
0
Wz(τ)
dτ
τ + δ  2
2d∫
0
Wz(τ)
dτ
1 + τ
δ
,
δ
2d∫
δ
Wz(τ)
τ
dτ = δ
2d∫
δ
(τ + δ)Wz(τ)
τ
dτ
τ + δ  2
2d∫
0
Wz(τ)
dτ
1 + τ
δ
and so
∣∣CΓ u(z) − CΓ u(z0)∣∣ c sup
z∈Γ
2d∫
0
Wz(τ)
dτ
1 + τ
δ
,
proving the theorem.
4.2. Proof of Theorem 3.2
For simplicity, we will restrict ourselves to the case R3, a similar procedure may be carried out in the general case.
In what follows, each element (x1, x2, x3) ∈R3 will be identified with the vector x = x1e1 + x2e2 + x3e3.
The proof will be divided into three steps.
For the sake of completeness we begin by sketching the Dyn’kin construction in [9]. Next we proceed with the
construction of the surface Γ and function f . Finally we show how Γ and f have the claimed properties (i) and (ii)
in Theorem 3.2.
The Dyn’kin construction. We include some minor but necessary modifications.
Let Km = [2mμ(2−m)] + 1 ([∗] denotes the entire part of ∗) and put dm = 2−mK−1m , m = 0,1,2 . . . .
Because τ−1μ(τ) not increase, then it is easy to see that dm+1  dm.
In order to see how the generalization works, we start considering the sequence of real numbers 1 = t1 > t2 > · · · >
tm → 0 satisfying the following conditions
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2. Each interval [2−m,2−m+1] is divided by the points from {tk} in Km intervals of equal length dm.
Of course, the sequence δm = tk − tk+1 is nonincreasing and δk ∼ dm for 2−m  tk  2−m+1.
Thus, the closed Jordan curve constructed by Dyn’kin is defined by setting
γ :=
∞⋃
j=1
(
[t2j e1, t2j+1e1] ∪
[
tj e2, tj
(
e1 + e22
)]
∪
[
t2j−1
(
e1 + e22
)
, t2j
(
e1 + e22
)])
∪
{
exp (e2θ):
3π
4
 θ  2π
}
∪
[
0,
−e1 + e2√
2
]
.
Construction of Γ . Let G be the bounded open domain in the plane x3 = 0 with boundary γ being Ω0 :=
G × [− 12e3, 12e3] the corresponding 3-dimensional bounded open domain. In order to get rid of some necessary
cancellations in our future procedure, we have to exclude of Ω0 its intersection in the octants (+,+,±) with the
semi-spaces 2x3  x1 and 2x3 −x1. Then, we define
Ω := Ω0 \
({x1  0, x2  0, 2x3  x1} ∪ {x1  0, x2  0, 2x3 −x1}).
Observe that the intersection of Ω with the octants (+,+,±) is contained inside the pyramid
Π := {0 x1  1, 0 x2, −x1  2x3  x1} ∩
{
x2 
x1
2
, −1 2x3  1
}
.
Let us choose Γ := ∂Ω . Keeping the construction above in mind, one can see that Γ satisfies condition (3).
Construction of f . We now turn our attention to the construction of function f. To this end, we follow the basic
ideas for the corresponding construction proposed by Dyn’kin in [9]:
Define a real valued function ϕ in [0,1] in such a way that ϕ is linear in each one of the intervals [tk+1, tk] and
ϕ(tk) =
∞∑
j=k
(−1)j+1ω(δj ), k = 1,2, . . . .
Of course, ϕ increases in [t2k+1, t2k] and decreases in [t2k, t2k−1]. Moreover, for t ∈ (tk+1, tk), k = 1,2, . . . , we have
ϕ′(t) = ±ω(δk)
δk
. Also notice that for t, t ′ ∈ [0,1] we have∣∣ϕ(t) − ϕ(t ′)∣∣ ω(|t − t ′|).
Now, for x = x1e1 + x2e2 + x3e3 ∈ Π define the function f by f (x) = ϕ(x1). It is obvious that f ∈ C0,ω(Π).
Moreover we have Df (x) = ϕ′(x) for x ∈ Π0, where Π0 := intΠ . Then, by Whitney extension theorem, f extends
to a function f˜ ∈ C0,ω(R3) such that f := f˜ |Γ ∈ C0,ω(Γ ) and we are done.
Proof of the assertion (i) in Theorem 3.2. Take z = 0 ∈ Γ , then we have
λ0(τ ) c1τ 2 + c2
∑
τtk2
√
5τ
t2k  c2
∑
τtk2
√
5τ
t2k  c2τ
∑
τtk2
√
5τ
tk.
Therefore,
λ0(τ ) c2τ
∑
τtk2
√
5τ
μ
(
2−n
)
 c2τμ(τ).
Moreover
λ0(τ ) c3τ 2 + c4
∑
τtk5τ
t2k  c3τ 2 + 5c4τ
∑
τtk5τ
tk  c3τ 2 + c5τ
∑
τ
22−n5τ
(
μ(τ) + τ)
 c3τ 2 + 5c5τ
(
μ(τ) + τ).
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λ0(τ ) c3τ 2 + 5c5τ
(
μ(τ) + τ) c6τμ(τ)
which proves (i). 
Proof of the assertion (ii) in Theorem 3.2. Let us consider the surface Γπ := ∂(Ω ∪Π0). By construction, it is easily
seen that Γπ coincides with Γ off the octants (+,+,±). Then by the Borel–Pompeiu formula we have for x ∈ Ω :
CΓπ f (x) − CΓ f (x) =
∫
Π0∩Ω ′
e(y − x)Df (y)dy = g(x). (13)
Obviously Γπ is an AD-regular surface. On account of Remark 3.1 we have
ωCΓπ f (δ,Ω) c
2d∫
0
ω(τ)
τ
dτ
1 + τ
δ
. (14)
Taking into account (13) and (14) to prove (ii) it suffices to show that
ωg(δ,Ω) c
1∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ
1 + τ
δ
. (15)
To prove (15) we follow again the same idea underlying in [9]. First observe that
ωg(δ,Ω) ωg
(
δ, [−1,0]) ∣∣g(−δ) − g(0)∣∣
∣∣∣∣∣
δ∫
0
[
g′(−x1)
]
1 dx1
∣∣∣∣∣. (16)
Direct calculations show that
[
g′(−x1)
]
1 = 3
∫
Ω ′∩Π0
(y1 + x1)2
|y + x|5 ϕ
′(y1) dy.
On the other hand in virtue of the obvious inclusion Ω ′ ∩ Π0 ⊂ Π we have
(y1 + x1)2
|y + x|5 
c
(y1 + x1)3 .
After making some simple transformations we obtain
[
g′(−x1)
]
1  c
∫
Ω ′∩Π0
ϕ′(y1)
|y1 + x1|3 dy  c
∞∑
m=1
ω(dm)
dm
(dmKm)
3
(2−m + x1)3  c
∞∑
m=1
ω
(
(2−m)2
μ(2−m)
)
μ
(
2−m
) 2−m
(2−m + x1)3
 c
1∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
dτ
(τ + x1)3 .
Hence we get
δ∫
0
[
g′(−x1)
]
1 dx1  c
1∫
0
ω
(
τ 2
μ(τ)
)
μ(τ)
τ 2
dτ
1 + τ
δ
which together with (16) yields (15). 
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The construction carried out in the proof of Theorem 3.2 represents a multidimensional version of Dyn’kin’s
construction from [9].
We notice that Corollary 3.3 gives a more precise characterization of the continuity of CΓ u than those given in [2,4].
For n = 1, Corollary 3.3 and Theorem 5 in [2] rely upon the same assumptions because 1-rectifiable curves satisfy
condition (3) and vice-versa. However, for n > 1 such nice characterization fails and the above condition (3) need not
be associated with the n-rectifiability.
Nevertheless, the method of [2,4] also works for surfaces satisfying (3), since they have upper Minkowski dimen-
sion equal to n. This confirms, in a higher dimensional scale, a remark by B.A. Kats in [14] where he noticed (for the
case n = 1):
. . . E.M. Dyn’kin believed that here the number 12 is a half the Hausdorff dimension of the integration contour. Our
results imply that 12 is half its box dimension. . .
Accordingly, we may summarized by saying that the nature of our results turn to be of the same kind as those
attained in the complex analysis framework (see [8,9,14]).
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