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• The means of the clusters from single trials were classified in a leave-one-out cross-vali-
dation, e.g. the models for the classification were calculated from all but the current
trial.
• Mean and variance of the cluster means over trials were estimated. For the cluster data
of the given trial two z-values were calculated from these parameters, one for the correct
and one for the false trials.
• The trial was assigned to the class in which the sum of the squared z-values was lowest
( c 2).
• On average 79 percent of the trials were correctly classified.
• Confidence limits for the classification performance were determined in a randomiza-
tion test. Classification performance obtained with the measured data sets was signifi-
cantly above chance for all subjects (t ‡ 2 and neighbors‡ 2).
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•  After a fixation spot the target was presented for 37ms, followed immediately by a
mask which was shown stayed for a randomly chosen duration between 1000 ms and
1400 ms.
• The mask was followed by a confidence rating screen. By moving the finger on the side
of the green triangle subjects indicated a high confidence in their ability to recognize
the target picture.
• The query phase immediately followed the confidence rating. The target was presented
together with three distractor pictures (4 AFC). The subject had to indicate the target
image by finger movement.
• Every picture was presented only once. The mask consisted of randomly sized and ori-
ented rectangles and lines, mimicking the statistical properties of natural images. The
colors for the mask were randomly chosen from all four pictures shown on that trial.
• Magnetic fields were recorded with a CTF 151-channel MEG-whole head system while
target and mask were presented.
• Seven subjects participated in the experiment.
MEG recordings reflect ongoing brain activity in real time with reasonable spatial reso-
lution. To improve the low signal to noise ratio recordings from single trials are com-
monly averaged over trials and even over subjects. Our goal was to predict from single
trial MEG recordings whether a subject will recognize a briefly presented photography
of a natural scene.
EXPERIMENTAL METHODS2.
INTRODUCTION1.
• We only included trials in which the confidence rating matched the actual response, in
order to avoid lucky guesses and careless errors.
• Data recorded within 600 ms from target onset were included in the classification.
• Trials were grouped into correct and false trials. For each channel and each point in
time t-values were calculated between these two groups.
• Data reduction was achieved by applying a region growing algorithm to cluster the
data. Two parameters were specified: First only samples above a selected t-value were
included. The second parameter was the minimum number of spatial and temporal
neighbors that must fulfill the t-criterion. Contiguous samples that satisfy these two cri-


























Chisquare and SV Classification
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Randomization Chisq. 5% Lim.
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CONCLUSIONS6.
ý  It is possible to predict with reasonable performance
(83% correct classifications) from single trial MEG activa-
tion measured during the first 600ms after target presenta-
tion whether a subject will subsequently recognize a
natural scene.
ý  The classification results of the linear Chi-square classi-
fication are statistically significant above chance in a ran-
domization test.
ý The nonlinear transformation applied in SVC improves
the classification performance in most cases.
SUPPORT VECTOR CLASSIFICATION5.
• As in the Chi-square classification the means of the clusters from single trial were classi-
fied in a leave-one-out cross-validation by Support Vector Classification (SVC).
• SVC determines an optimal separating hyperplane with largest margin to the classes.
• In cases where the data sets are not clearly separable this leads to the following optimi-
zation problem: Minimize the distance between the class boundary and corresponding
misplaced samples while maximizing the margin between the class boundaries. The
trade-off between this terms has to be determined by experiment.
Support Vector Classification 










• The classification results were obtained by using different projections into feature
spaces. This is the space where the SVC searches the separating hyperplane. We used the
following transformations (kernel functions): a linear kernel, an inhomogenous cubic
polynomial, and a radial-basis-function (RBF) kernel.
• Except for subject 4 the best classification results are better than these from Chi-square
classification. On average 83% of the single trials were correctly classified.
