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Abstract
In this paper we propose two novel bounds for the
log-likelihood based on Kullback-Leibler and the
Re´nyi divergences, which can be used for varia-
tional inference and in particular for the training
of Variational AutoEncoders. Our proposal is mo-
tivated by the difficulties encountered in training
VAEs on continuous datasets with high contrast
images, such as those with handwritten digits and
characters, where numerical issues often appear
unless noise is added, either to the dataset dur-
ing training or to the generative model given by
the decoder. The new bounds we propose, which
are obtained from the maximization of the like-
lihood of an interval for the observations, allow
numerically stable training procedures without
the necessity of adding any extra source of noise
to the data.
1. Introduction
Variational AutoEncoders (VAEs) (Kingma & Welling,
2014), (Rezende et al., 2014) are a class of generative mod-
els, providing a powerful approach to conduct statistical
inference with complex probabilistic models, within the
variational Bayesian framework. As any autoencoder, VAE
is composed of an encoder and a decoder. The encoder maps
the high-dimensional input data into a lower-dimensional
latent model, through a probabilistic model q(z|x). The
decoder does the reverse, by modeling a conditional prob-
ability distribution p(x|z) that generates the reconstructed
input, as the output. The encoder and the decoder are trained
in synergy to provide reconstructed images of high quality,
constrained to the assumption that the latent variable z is
distributed as a chosen prior p(z) on the latent space. After
1Romanian Institute of Science and Technology, Cluj-Napoca,
Romania 2Max Planck Institute for Mathematics in the Sci-
ences, Leipzig, Germany. Correspondence to: Septimia Saˆrbu
<sarbu@rist.ro>.
Presented at the ICML 2018 workshop on Theoretical Foundations
and Applications of Deep Generative Models, Stockholm, Sweden,
2018. Copyright 2018 by the author(s).
training, VAE can act as a generative model, by sampling
from the prior distribution in the latent space and, then, de-
coding these samples. Both the decoder and the encoder
conditional probabilities are parameterized by a neural net-
work and are generally optimized through maximizing a
lower bound on the model evidence, known in the literature
as the ELBO (Jordan et al., 1999).
Recently, three main research directions have been pursued,
to provide better learning and, thus, better performance in
VAE: increasing the complexity of the approximate poste-
rior, developing more accurate lower bounds to the maxi-
mum likelihood as training objectives and adding noise at
different stages in the algorithmic framework. The perfor-
mance of VAE can be improved through the use of more
complex models for the approximate posterior: normalizing
flows (Rezende & Mohamed, 2015), (Rezende & Mohamed,
2016) and products of conditional distributions (Sønderby
et al., 2016). The latter is employed both in the model of
the approximate posterior distribution, q(z|x), as well as in
the one of the generative distribution, p(x|z).
In the context of developing bounds on the model evi-
dence, the original ELBO bound, as the objective function
to train VAE, is derived using the Kullback-Leibler diver-
gence between the true and approximate posteriors (Kingma
& Welling, 2014). This bound is tightened in (Burda et al.,
2016), through an importance weighted unbiased estimator
of the marginal distribution, p(x), and its gradient estimator
is given in (Mnih & Rezende, 2016). The state-of-the-art re-
sults provided by IWAE are enhanced through several linear
combinations of VAE and IWAE (Rainforth et al., 2018). In
addition, the authors of (Rainforth et al., 2018) investigate
under which conditions tighter bounds improve the learning
and generative capabilities of VAE.
Another extension of the ELBO is derived starting from
the Re´nyi α-divergence between the true and approximate
posteriors (Li & Turner, 2016). Its importance weighted
estimator is given in (Webb & Teh, 2016). With the χ2
divergence, an upper bound, termed CUBO, is proposed in
(Dieng et al., 2017) and the gap between this newly intro-
duced upper bound, and the original ELBO becomes the
training objective.
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Figure 1. The ELBO as a function of the number of epochs, for
train and test continuous MNIST images.
In addition to developing more accurate bounds, learning
in VAEs and, in general, in autoencoders is also facilitated
by adding noise. Stochastic noise corruption, applied to the
input data, is able to train denoising autoencoders and to
generate samples of high visual quality (Vicent et al., 2010),
(Bengio et al., 2013). Bit-flip and drop-out noise added to
the input layer of the encoder of a VAE and Gaussian noise
added to the samples given by the encoder is fundamental to
perform inference in the case of new data inputs (Rezende
et al., 2014). By adding noise to the latent model and by
proposing a new tractable bound, called the denoising varia-
tional lower bound, the authors of (Im et al., 2017) obtain
improved performance over VAE and IWAE. In particu-
lar, they transform the approximate posterior using a noise
distribution and thus obtain a more complex model of the
approximate posterior based on a Gaussian mixture model.
With a plethora of possible approaches to chose from, in
order to successfully train VAE on continuous datasets and
obtain good reconstructions, we feel the need of a deeper
understanding and a thorough study of the role of the bounds
on the model evidence and the added noise at different steps
in the training procedure. This work-in-progress paper will
present our first steps in this direction and it will focus on
the analysis of training VAE over the continuous MNIST
and OMNIGLOT datasets.
1.1. Problem Statement
This paper stems from the difficulties encountered when
training a VAE for continuous images with high contrast,
such as the handwritten digits and characters from the
MNIST and OMNIGLOT datasets, where the majority of
the pixels are concentrated close to 0 or 1. In the last layer
of the decoder, we used the sigmoid activation function for
the mean and the exponential activation function for the
standard deviation, to ensure its positivity, and a Gaussian
independence model for the generative distribution. The
Figure 2. The ELBO as a function of the number of epochs, for
train and test continuous OMNIGLOT images.
Figure 3. The distribution of the mean and the standard deviation
of the decoder, after 30 epochs and 550 steps, during training.
standard ELBO was the objective function used for training.
During the learning process, we observed that many of the
standard deviations given by the decoder become very close
to 0, as shown in Figure 3. This phenomenon results in the
densities, p(x|z) growing to very large values, which im-
plies that the reconstruction error of the ELBO bound gets
much bigger than the KL term with the prior. This creates an
unbalance in the two terms composing the bound and desta-
bilize the optimization procedure, figs. 1-2 . This means that
the reward by minimizing the standard deviations is much
bigger than the reward of increasing the Kullback-Leibler
term of the bound, which could potentially impact the learn-
ing of the prior distribution. As a solution to this problem,
in the maximum likelihood framework, we propose to maxi-
mize the likelihood of intervals for the observations, instead
of standard likelihood.
Our contribution is the derivation of novel integral lower
bounds on the model evidence, by taking into account that
in any stochastic model, probabilities are bounded by 1,
whereas densities can tend to infinity. In order to mitigate the
above mentioned issues, we construct a learning objective
based on maximizing the likelihood of an interval for the
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observations, instead of maximizing the standard likelihood.
The new learning objective represents a lower bound on
the model evidence. We derive this lower bound in two
forms: one starting from the Kullback-Leibler divergence
between the true and approximate posterior distributions
and another one from the Re´nyi α-divergence between the
same distributions. We provide proof-of-concept results of
the training algorithms constructed with these novel bounds.
We developed our idea of using likelihoods of intervals
independently from (Salimans et al., 2017). The authors
of (Salimans et al., 2017) improve the conditional densities
model of (van Oord et al., 2016), by introducing a latent
model for the color intensity of the pixels, which is given
by a mixture of logistic distributions. The logarithm of
the probability of an interval around the currently observed
pixel, in discretized form, becomes the objective function.
With this improved architecture, they obtain state-of-the-art
result on the CIFAR-10 benchmark dataset. Their purpose
was to alleviate the memory and computational burden of
the PixelCNN algorithm, as well as to obtain better results
and a speed-up in training. In contrast, our motivation
was to solve an unboundedness problem of the probability
densities, which appears during the maximization of the
objective function.
2. Mathematical Derivations
In this section, we provide the technical derivations for
the newly introduced Kullback-Leibler and Re´nyi integral
bounds, termed IELBO and IRELBO, respectively.
2.1. The Integral ELBO
We start the derivation of the IELBO bound from the defini-
tion of the model evidence:∫ b
a
p(x)dx =
∫ b
a
(∫
z
p(x|z) · p(z)dz
)
dx
=
∫ b
a
(∫
z
p(x|z) · p(z)
q(z|xi) · q(z|xi)dz
)
dx
=
∫
z
(∫ b
a
p(x|z)dx
)
· p(z)
q(z|xi) · q(z|xi)dz
= Eq(z|xi)

(∫ b
a
p(x|z)dx
)
· p(z)
q(z|xi)
 .
We would like to point out that the approximate posterior,
q(z|x), plays the role of an importance distribution and can
be chosen to be any probability density function. Here, in
particular, we choose to fix the conditional variable to an
example xi, q(z|xi).
Applying Jensen’s inequality and taking b = xi +  and
a = xi −  , we obtain the following lower bound:
log
∫ xi+
xi−
p(x)dx ≥ Eq(z|xi)
log
(∫ xi+
xi− p(x|z)dx
)
· p(z)
q(z|xi)

= Eq(z|xi)
[
log
(∫ xi+
xi−
p(x|z)dx
)]
−
−DKL[q(z|xi)||p(z)]. (1)
We define the integral ELBO bound as
IELBO = Eq(z|xi)
[
log
(∫ xi+
xi−
p(x|z)dx
)]
−
−DKL[q(z|xi)||p(z)]. (2)
2.2. The Integral Re´nyi ELBO
We start the derivation of the IRELBO bound from Re´nyi’s
α-divergence (Re´nyi, 1961) between the approximate poste-
rior distribution, q(z|xi), conditioned on the current exam-
ple, xi, and the true posterior distribution, p(z|x):
Dα[q(z|xi)||p(z|x)] = 1
α− 1 log
∫
z
q(z|xi)α · p(z|x)1−αdz.
The definite integral of this divergence in an arbitrary inter-
val, a and b, reads:∫ b
a
(α− 1) ·Dα[q(z|xi)||p(z|x)] dx =
=
∫ b
a
log
[∫
z
q(z|xi)α · p(z|x)1−αdz
]
dx
≤ (b− a) · log
(
1
b− a · C
)
, (3)
where the last line follows from Jensen’s inequality and
C =
∫ b
a
∫
z
q(z|xi)α · p(z|x)1−αdz dx.
=
∫ b
a
[∫
z
(
q(z|xi) · p(x)
p(x|z) · p(z)
)α−1
· q(z|xi)dz
]
dx
= Eq(z|xi)
[∫ b
a
p(x)α−1 ·
(
q(z|xi)
p(x|z) · p(z)
)α−1
dx
]
.
Let f(x) = p(x)α−1 ≥ 0
g(x) =
(
q(z|xi)
p(x|z) · p(z)
)α−1
≥ 0.
⇒ C = Eq(z|xi)
[∫ b
a
f(x) · g(x)dx
]
. (4)
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Applying Ho¨lder’s inequality in integral form yields∫ b
a
f(x) · g(x)dx =
∫ b
a
|f(x) · g(x)|dx
≤
(∫ b
a
|f(x)|udx
) 1
u
·
(∫ b
a
|g(x)|wdx
) 1
w
=
(∫ b
a
f(x)udx
) 1
u
·
(∫ b
a
g(x)wdx
) 1
w
,
with u,w > 1,
1
u
+
1
w
= 1. (5)
For 0 ≤ α − 1 < 1, if we choose u = 1α−1 > 1, then
w = 12−α > 1 and
C ≤ Eq(z|xi)
(∫ b
a
p(x)dx
)α−1
·
·
(∫ b
a
(
q(z|xi)
p(x|z) · p(z)
)α−1
2−α
dx
)2−α
=
(∫ b
a
p(x)dx
)α−1
·
· Eq(z|xi)

[(
q(z|xi)
p(z)
)α−1
2−α
·
∫ b
a
(
1
p(x|z)
)α−1
2−α
dx
]2−α
=
(∫ b
a
p(x)dx
)α−1
·
· Eq(z|xi)

[∫ b
a
p(x|z) 1−α2−α dx
]2−α
·
[
q(z|xi)
p(z)
]α−1 .
Let h(z, xi) =
[∫ b
a
p(x|z) 1−α2−α dx
]2−α
·
[
q(z|xi)
p(z)
]α−1
.
⇒ logC ≤ (α− 1) · log
(∫ b
a
p(x)dx
)
+
+ logEq(z|xi) [h(z, xi)].
For 1 < α < 2, we have that:
0 ≤
∫ b
a
(α− 1) ·Dα[q(z|xi)||p(z|x)] dx
≤ (b− a) ·
[
log
1
b− a + (α− 1) log
∫ b
a
p(x)dx+
+ logEq(z|xi) [h(z, xi)]
]
,
⇒ log
∫ b
a
p(x)dx ≥ 1
α− 1 · log
b− a
Eq(z|xi) [h(z, xi)]
,
⇒ log
∫ xi+
xi−
p(x)dx ≥ 1
α− 1 · log
2 · 
Eq(z|xi) [h(z, xi)]
.
We define the integral Re´nyi bound as
IRELBO =
1
α− 1 · log
b− a
Eq(z|xi) [h(z, xi)]
. (6)
In our assumption, p(x|z) is an independence model, with
each pixel, x(j) distributed as N (µ(j)d , σ2(j)d ). Because this
distribution is raised to a negative exponent, we require the
Dawson function, D(x) = e−x
2 · ∫ x
0
et
2
dt, to compute the
integral∫ b
a
p(x|z) 1−α2−α dx =
∏
j
(√
2piσ
2(j)
d
) 1−α
2−α
·
√
2 · 2− α
α− 1 · σ
2(j)
d ·
·
[
D(bt) · eb2t −D(at) · ea2t
]
, (7)
with bt =
(
b− µ(j)d
)
/
(√
2 · 2−αα−1 · σ2(j)d
)
and at =(
a− µ(j)d
)
/
(√
2 · 2−αα−1 · σ2(j)d
)
.
3. Experimental Setting
3.1. The Model
An image is represented by pixel values in a certain range. In
maximum log likelihood estimation, we replace the log p(x)
with the likelihood of the interval log
∫ b
a
p(x)dx, where a, b
can be taken such that b = xi +  and a = xi − , with
 ∈ Rn and small enough, such that both a, b ∈ [0, 1]n. The
value of  can be seen as expressing a numerical tolerance
on the value of the pixels and in practice it is motivated by
the fact that pixels printed on screen have limited precision.
In VAEs we assume that it is possible to find a latent vari-
able z ∈ Rk that could in principle explain the observation
x ∈ Rn. To reduce the comparison to the essential, we will
analyze the simplest model present in the literature, com-
posed of a Gaussian approximate posterior with a diagonal
covariance matrix and a standard Gaussian distribution for
the prior in the latent space. For the encoding process, the
input x is passed to a neural network with output the mean
and the logarithm of the covariances of a Gaussian distri-
bution in the latent space, i.e. q(z|x) = N (µx,Σx). The
positivity of the entries of the covariance matrix is guaran-
teed by the exponential transformation on the output of the
network. For the decoder, we will use an analogous model:
the output of the network neural network given by the mean
and covariance of a Gaussian probability distribution for the
observations, i.e., p(x|z) = N (µz,Σz), where the sigmoid
function σ is used to restrict the mean between 0 and 1.
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3.2. Neural Network Architectures
In the learning schemes for the Kullback-Leibler integral
bound (IELBO) we use the following architecture for a
VAE: the neural network of the encoder and that of the
decoder contain two deterministic hidden layers, each with
200 nodes and the ELU activation function. The standard
deviation given by the encoder is transformed through the
exponential function, to ensure its positivity. The dimension
of the latent space is equal to 25. The learning rate for
the Adam optimizer is equal to 0.0001. The integration
interval is equal to 0.02. All images have been rescale to
[0.001, 0.999] to avoid numerical issues. We consider 10
samples drawn from the approximate posterior q(z|x) and a
batch size of 100 input samples. The weights are initialized
with the xavier initialization, while the biases are set equal
to 0.1.
In the learning schemes for the Re´nyi integral bound,
IRELBO, we use the following architecture of VAE: the neu-
ral network of the encoder and that of the decoder contain
one hidden layer, with 400 nodes and the ReLU activation
function. The standard deviation given by the encoder is
transformed through the exponential function, to ensure its
positivity. The dimension of the latent space is equal to
20 and the learning rate for Adam is equal to 0.0005. The
integration interval is equal to 1. We consider α = 1.5, one
sample drawn from the approximate posterior q(z|x) and a
batch size of 100 input samples. The weights are initialized
with the xavier initialization.
4. Experimental Results and Discussion
In this section we provide preliminary results for the newly
introduced integral bounds employed for the training of a
standard VAE, for the continuous MNIST (LeCun, 1998)
and OMNIGLOT datasets (Lake et al., 2015). No extra
source of noise has been added during training, neither to
the input samples, nor to generative Gaussian distribution
p(x|z), for instance in the form of a lower bound for the
entries of the covariance matrix. The Figures in the paper
which shows reconstructed test images represents in the first
and fourth rows the original images; in the second and fifth
rows the reconstructed images using the mean of the decoder
distribution (obtained by encoding the mean of q(z|x));
finally in the third and sixth rows the reconstructed images
using the mean of the decoder distribution (obtained by
passing a sample drawn from q(z|x) through the decoder).
The results we have presented indicate that the original
ELBO is not suited for high contrast images, unless noise is
added either to the data or to the model. Using the IELBO,
we were able to efficiently reconstruct images, as shown
in Figures 5, 6, 7, and 8. The bounds on the train and test
datasets saturate after few hundred epochs, are smooth and
Figure 4. The test continuous MNIST images reconstructed with
the original ELBO, after 1000 epochs.
have comparable values. The quality of the reconstructed
MNIST test images appear to be very good, while for the
reconstructed OMNIGLOT test images is of acceptable qual-
ity. On these datasets, the original ELBO without added
any extra source of noise performs poorly. For MNIST,
Figure 4 illustrates reconstructed test images of medium
quality, while in Figure 1 it is possible to see that the bound
evaluated on the test images has severe fluctuations asso-
ciated to numerical issues, and deviates significantly from
the one evaluated on the training set, as the epochs increase.
For OMNIGLOT, we were not able to train the algorithm
with the original ELBO, due to numerical issues as those in
Figure 2.
Figure 5. The IELBO as a function of the number of epochs, for
train and test continuous MNIST images.
Using the Re´nyi integral bound, we obtained very good
quality for the reconstructed MNIST test images in Figure 9,
and smooth bounds on the train and test examples, in Figure
10. Compared with the IELBO results on MNIST, training
VAE with the IRELBO requires a greater number of epochs
for convergence.
The integral bounds contain an extra hyper-parameter com-
pared to the original ELBO. In our experiments, we ob-
served that the value of the bound and the reconstruction
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Figure 6. The test continuous MNIST images reconstructed with
the IELBO, after 1000 epochs.
Figure 7. The test continuous OMNIGLOT images, reconstructed
with the IELBO, after 1000 epochs.
quality of the test images are significantly affected by the
choice of the integration interval.
As future work, we plan to study the impact of the size
of the integration interval on the value of the bound and
the quality of the reconstructed images. We plan to inves-
tigate how to efficiently select the integration interval for
log
∫ b
a
p(x), for instance by dividing the [0, 1] interval in k
fixed bins, or by doing this dynamically based on the pixel
mean. Several relevant issues remain to be solved. We plan
to study the behavior of these novel bounds on other con-
tinuous datasets, which have a more uniform distribution of
the values of the pixels between [0, 1], in opposition to the
continuous MNIST and OMNIGLOT datasets. Preliminary
experiments on datasets with low contrast images, such as
Frey Faces (http://www.cs.nyu.edu/ roweis/data.html), pro-
vided good results. We are also investigating the impact on
the reconstruction quality and on the value of the bound of
different models for the decoder, such as the logit-normal
distribution. Another relevant research direction is the study
of the gradients of the novel bounds, from the point of view
of the efficiency of the estimators and the speed of conver-
gence. Finally, it will be also interesting to examine the
advantages of the Re´nyi integral bound over the Kullback-
Leibler one, to determine if a more complicated divergence
function provides benefits in the learning capacity of the
algorithm.
Figure 8. The IELBO as a function of the number of epochs, for
train and test continuous OMNIGLOT images.
Figure 9. The test continuous MNIST images, reconstructed with
the IRELBO, after 1000 epochs.
Figure 10. The IRELBO as a function of the number of epochs, for
train and test continuous MNIST images.
5. Conclusions
Motivated by the numerical difficulties encountered during
the training of VAEs using the standard ELBO for continu-
ous datasets characterized by high contrast (non-binary) im-
ages, such as with MNIST and OMNIGLOT, we introduced
two novel lower bounds for the log likelihood, computed by
maximizing the likelihood of intervals for the continuous
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Figure 11. The test continuous Frey Faces images, reconstructed
with the IELBO, after 1000 epochs.
observations. We conducted proof-of-concept experiments,
which showed the capacity of our algorithms to produce
good quality reconstructed test images and avoid numerical
issues, without the need to add extra noise either to the data
during training, or to the generative model. One benefit of
our bounds is that they require the computation of likeli-
hoods of intervals, which implicitly prevent the generation
of small variances for the reconstructed inputs. Indeed, the
likelihood of an interval can be bounded, thus, avoiding
the numerical issues present during the computation of the
bound based on the standard likelihood. Preliminary ex-
periments on datasets with low contrast images, such as
Frey Faces, show that the proposed bounds also allow the
reconstruction of other types of images.
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