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Several decades of experimental and theoretical research in the field of elemen-
tary particle physics lead to the formulation of the Standard Model, a theoretical
framework representing our current understanding of elementary particles and their
interactions. One of the cornerstones of the Standard Model is the hypothesized
Higgs boson particle, responsible for the electroweak symmetry breaking and gener-
ation of particle masses. The Higgs boson in the only remaining particle predicted
by the Standard Model which has yet to be observed.
Just outside Geneva, Switzerland, some 100 m underground, one of the great-
est scientific endeavors is taking place. It is the Large Hadron Collider (LHC), a
machine which accelerates proton beams to the highest energies ever achieved in a
laboratory, and collides them inside several detectors located along the LHC ring. It
is the hope of thousands of physicists, gathered in large international collaborations,
that studying these collisions will improve our understanding of the basic building
blocks of the Universe and help us unravel some its mysteries. The quest for an
understanding what the Universe is made of and how it all works started with the
ancient Greeks and has continued to this day, with the LHC being the latest and
the biggest scientific effort towards that goal. One of the main objectives of the
LHC physics program is to discover the Standard Model Higgs boson, or any new
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physics Beyond the Standard Model (BSM) that could serve as a substitute for the
Standard Model Higgs boson. Apart from the purely scientific goal of expanding the
boundaries of human knowledge, this type of fundamental research can also lead to
practical benefits for society at large. The most prominent example is the invention
of the World Wide Web, without which it would be hard to imagine modern society.
Paradoxical as it may seem, some of the largest pieces of scientific instrumen-
tation are needed to study the smallest building blocks of the Universe. The reason
for this is two-fold. First, to study the Universe at very short length scales, it is
necessary to accelerate particles to very high energies. However, while being acceler-
ated, particles can receive only a limited amount of energy over a given acceleration
distance, and thus a long accelerator complex is needed. In addition, to reduce the
amount of synchrotron radiation, which leads to energy loss and deceleration, pro-
duced by particles experiencing radial acceleration in a circular accelerator, such as
the LHC, a large ring radius is needed. Secondly, since the colliding particles have
high energy, the collision debris will also have high energy. To fully contain these
particles inside the detector (except for muons and neutrinos), a large detector is
needed. Since energy can be converted into mass (according to the famous formula
E = mc2), new heavy particle, that have not been around since the Big Bang, could
be produced in collisions. Leptoquarks, the main subject of this dissertation, are just
one type of hypothesized heavy particles that could be produced in proton-proton
collisions at the LHC.
The detectors built around collision points can be viewed as giant digital cam-
eras taking snapshots of the collision debris. By analyzing these snapshots, physicists
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can reconstruct the type and energy of stable (over a time scale of a few ns) particles
produced in the collision, and based on this information, decide if a given collision
is interesting enough to be stored for a more detailed analysis. What constitutes
an interesting collision depends on the type of analysis being performed. Typically,
interesting collisions are those in which new heavy particles are potentially pro-
duced. It is important to realize that most hypothesized heavy particles have a very
short lifetime; immediately after their production they decay to well-known stable
particles. Other types of new particles are expected to interact weakly with the
detector and have a lifetime long enough to escape undetected; a typical signature
of the production of such particles is the momentum imbalance of the collision de-
bris. Therefore, based on the detection of well-known stable particles, possibly in
configurations that apparently violate the momentum conservation, it is possible to
infer a production of new particles. Due to the nature of proton-proton collisions,
only a small fraction of all collisions is interesting enough to be permanently stored.
1.1 Brief Overview of the Standard Model
The Standard Model (SM) is a theoretical framework describing all known
elementary particles and their interactions in the context of relativistic quantum
field theory. In this section, only a brief overview of the most important aspects
of the Standard Model is given. For a more detailed description of the Standard
Model, including a historical overview, the reader is referred to [1–3].
In the Standard Model, particles of matter are represented as spin-1/2 fermions,
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which respect the Fermi-Dirac statistics, whereas spin-1 bosons, which respect the
Bose-Einstein statistics, serve as force carrier particles mediating interactions be-
tween the particles. Three of the four known force are described within the SM
framework: the strong force, which holds together protons and neutrons inside
atomic nucleus; the weak force, which is responsible for the radioactive decay; and
the electromagnetic force, which holds atoms and molecules together. The fourth
know force, gravitational, is not part of the SM framework. All known subatomic
particles are either directly contained in the Standard Model or are bound states of
the Standard Model particles.
Photons are electrically neutral spin-1 bosons that mediate the electromagnetic
interaction between electrically charged particles, and the theory of electromagnetic
interaction is called Quantum Electrodynamics (QED). Since photons are massless,
the range of the electromagnetic force is infinite. The weak force is mediated when
the W+, W−, and Z spin-1 gauge bosons are exchanged between particles carrying
weak isospin, which includes the gauge bosons themselves. Since the gauge bosons
are massive (∼ 100 GeV), the weak force is short ranged (R ∼ 10−18 m). The
W± bosons only interact with fermions of left-handed chirality and antifermions
of right-handed chirality, whereas the neutral Z boson interacts with both chirali-
ties of fermions and antifermions. The eight gluons mediate the strong interaction
between color-charged particles, and the theory of strong interaction is called Quan-
tum Chromodynamics (QCD). Gluons are massless electrically neutral spin-1 bosons
that carry the color charge, and because of this, they can interact with one another.
Contrary to what would be naively expected based on the gluon mass, the nature
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of the strong interaction is such that the resulting range of the strong force is short
(R ∼ 10−15 m).
The Standard Model fermions are grouped according to the charges they carry,
and include six flavors of leptons and six flavors of quarks. Each fermion has a
corresponding antiparticle. The six leptons are electron (e), electron neutrino (νe),
muon (µ), muon neutrino (νµ), tau (τ), and tau neutrino (ντ ). Electrons, muons, and
taus carry one unit of electric charge, and thus interact electromagnetically, whereas
all neutrinos are electrically neutral. However, all leptons carry weak isospin and
therefore interact via weak force. The second group of fermions, quarks, are called
up (u), down (d), charm (c), strange (s), top (t), and bottom (b). All quarks carry
weak isospin, fractional electric, and color charge, and therefore interact via all
three forces described by the Standard Model. Due to the nature of the strong
force, gluons contribute more energy to the gluon field as the interaction distance
increases. It is therefore energetically favorable to create a quark-antiquark pair
from the vacuum than to have isolated quarks interact over long distances. Due to
this phenomenon, called confinement, quarks are never observed as free particles;
they are bound into mesons, color-neutral bound states of a quark and antiquark,
and baryons, color-neutral bound states of three quarks. The proton and the neutron
are the two most well-known baryons. Mesons and baryons are collectively called
hadrons. Another interesting property of the strong force is the phenomenon called
asymptotic freedom. It is the property of the strong interaction that it becomes
weaker as the amount of energy exchanged between the two interacting particles
increases, or, equivalently, as they get closer to each other. All SM fermions can
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be grouped into three families or generations. Each generation consist of a pair of
leptons, one charged lepton and one neutrino, and a pair of quarks. Corresponding
particles from different generations have the same quantum numbers except for
flavor, and by convention particles from higher generations have greater mass than
their lower generation counterparts. Fermionic states of the Standard Model and
their quantum numbers are shown in Table 1.1. Table 1.1 can be viewed as a sort
of “periodic table” for the Standard Model fermions. All stable matter is made of
the first-generation charged fermions, since all other charged fermions have a finite
lifetime.
Table 1.1: Fermionic states of the Standard Model and their quantum numbers.
T , T3, Y , and Q denote the weak isospin, the third component of the weak isospin,
the weak hypercharge, and the electric charge, respectively.
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At the heart of the Standard Model is the concept of local gauge invariance,
where all interactions between fermions appear as a natural consequence of a re-
quirement that the Standard Model Lagrangian has to be invariant under local
gauge transformations of fermionic and bosonic fields. Fermionic and bosonic fields
can transform under different symmetry groups, leading to different types of in-
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teractions, i.e., different forces are associated with different symmetry groups and
different particles belong to different representations of these symmetry group. The
strong force is associated with the SU(3) group, while the electromagnetic and weak
force are together associated with the direct product of SU(2) and U(1) groups.
Therefore, the combined symmetry group of the Standard Model is the direct prod-
uct of these three symmetry groups, i.e., SU(3)C×SU(2)L×U(1)Y , where C, L, and
Y denote color, left-handed chirality, and weak hypercharge, respectively. There is
one problem, however; local gauge invariance requires all fermions and gauge bosons
to be massless, which clearly does not agree with experimental observations. For
example, if fermions were massless, no atoms would be formed. To overcome this
problem, a fundamental spin-0 (scalar) field, which permeates all of space, is intro-
duced. This field is called the Higgs field, and a quantum of this field is the Higgs
boson. The Higgs field interacts with SM fermions and electroweak gauge bosons
associated with the SU(2)L×U(1)Y symmetry. However, by acquiring a vacuum ex-
pectation value, the Higgs field spontaneously breaks the SU(2)L×U(1)Y electroweak
symmetry group to the U(1)em of the electromagnetic interaction, and provides mass
to the W± and Z gauge bosons and charged fermions, and leaves the photon and
neutrinos massless. The Higgs boson is therefore an essential building block of the
Standard Model.
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1.1.1 Limitations of the Standard Model
The Standard Model is certainly one of the most successful scientific theories
in the history of physics. It has been tested to an extreme level of precision, and its
predictions are in excellent agreement with most experimental data [4]. Neverthe-
less, the Standard Model has its own problems and limitations.
One obvious limitation of the Standard Model is the absence of the gravitation
force from the description of elementary particle interactions. At an esthetic level,
the Standard Model has about 20 free parameters that have to determined from
experimental data, rather than being fixed by some underlying principle. It is also a
mystery why there are three generations of fermions, and what is the reason for an
apparent symmetry between quarks and leptons. This symmetry between the SM
quarks and leptons is the prime motivation for a search for leptoquarks presented
in this dissertation.
There are other problems with the Standard Model of a more technical nature.
It is widely believed that the three fundamental forces described by the Standard
Model are just different manifestations of a single underlying force, and their wildly
differing strengths at the electroweak scale (∼ 250 GeV) would eventually unify
to a common value at some higher energy scale. However, it is known that this
unification does not occur within the Standard Model itself. Another technical
problem is known as the hierarchy problem, and refers to the large gap between the
electroweak scale and the Planck scale (∼ 1019 GeV), which is the scale at which
the effects of quantum gravity become important. The hierarchy problem is closely
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related to the problem related to the Higgs boson mass, known as the fine-tuning
problem. The Higgs boson mass is one of the free parameters of the Standard Model
and has to be determined from experimental data. For the Standard Model theory to
be consistent, the mass of the Higgs boson has to be of the order of the electroweak
scale. At the same time, it is known that the radiative corrections from fermion loops
to the Higgs mass are negative and quadratically divergent in energy. Since there is
no symmetry within the Standard Model that would protect the Higgs boson mass
from uncontrollably running1 with energy, then if there is no new physics between
the electroweak scale and the Planck scale, quantum corrections to the Higgs boson
mass will be of the order of the Planck scale. Therefore, the bare Higgs boson mass
also has to be of the order of the Planck scale, and an extraordinary level of fine-
tuning (1 part in ∼ 1016) is needed for the bare mass and quantum correction to
add up to the expected physical mass of the Higgs boson.
Although in excellent agreement with most experimental data, there are a
few noticeable examples of SM predictions disagreeing with experimental observa-
tions. In its basic form, the Standard Model predicts massless neutrinos. However,
the experimental observation of neutrino oscillations confirms that neutrinos have
a small but non-zero mass. Another problem for the Standard Model is the experi-
mental observation that about one quarter of the energy density of the Universe is
accounted for by an invisible dark matter, and almost three quarter by dark energy,
both revealing their presence through large-scale gravitational effects. The Stan-
1Since it can be shown that the values of measurable parameters, such as couplings and masses,
depend on the amount of energy exchanged between the interacting particles, these parameters
are often said to “run” with energy.
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dard Model does not contain any viable dark matter particle candidates, and at
the same time gives contributions to the dark energy that are far too large. The
experimentally observed matter/antimatter asymmetry in the Universe presents yet
another problem for the Standard Model, since the amount of CP violation present
in the Standard Model is far too small to explain the observed asymmetry.
Because of the above-mentioned problems and limitations of the Standard
Model, it is widely believed that the Standard Model is an effective low-energy
remnant of a more fundamental theory at higher energies. Such theories that go
beyond the Standard Model are a subject of an intense theoretical research. Since
many BSM theories predict the scale of new physics to be O(1) TeV, it is believed
that the LHC has a potential to open a window to a wide variety of new phenomena
at the TeV scale. This is why the LHC is often called a discovery machine.
1.2 Dissertation Outline
This dissertation is organized as follows. The motivation for the leptoquark
search as well as a brief overview of leptoquark phenomenology at hadron colliders
is presented in Chapter 2. In Chapter 3, the LHC and the Compact Muon Solenoid
(CMS) detector are described. A brief overview of the event reconstruction and
the types of reconstructed objects employed in this search is given in Chapter 4.
Chapter 5 is the main chapter describing the search strategy, the data samples used,
the event selection employed, and the methods used to estimate the Standard Model
backgrounds for this search. Chapter 5 also includes a discussion of systematic
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uncertainties considered in the evaluation of the final results presented in Chapter 6.
The dissertation is concluded in Chapter 7 with a short discussion of the final results




One of the striking features of the Standard Model is the apparent symmetry
between quarks and leptons. This symmetry manifests itself in the arrangement of
quarks and leptons in weak isospin multiplets and in the fact that these multiplets are
replicated for three different generations of fermions. It turns out that this symmetry
is essential for achieving an exact cancellation of chiral (triangle) anomalies in each
generation of fermions and preserving the renormalizability of the theory [5]. This
cancellation also requires that quarks have exactly three color states. Therefore,
the symmetry between quarks and leptons in the Standard Model could be a hint
of a more fundamental theory in which quarks and leptons are related in some way.
It is natural to expect that in such a theory there would exist new exotic particles
called leptoquarks (LQs), coupling to lepton-quark pairs and mediating lepton-quark
transitions.
Leptoquarks arise in many theories beyond the Standard Model. They are,
however, not meant to be solutions to any of the specific limitations of the Standard
Model mentioned in Chapter 1; they are simply a natural outcome of the BSM theo-
ries. A non-exhaustive list of such theories includes Grand Unified Theories (GUTs)
based on the gauge groups SU(5) [6, 7], SO(10) [8, 9] with Pati-Salam SU(4) color
symmetry [10, 11], and SU(15) [12, 13]); superstring-inspired E6 models [14]; ex-
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tended Technicolor models [15–17]; composite models [18, 19]; horizontal symmetry
theories [20]; strongly coupled weak-interaction models [21]; and R-parity violating
supersymmetric models [22, 23].
In all the models listed above, the leptoquarks are color triplets under SU(3)C ,
appearing as scalar (spin-0) or vector (spin-1) bosons carrying both baryon (B) and
lepton (L) number and fractional electric charge. Their exact properties, such as
spin, weak isospin, electric charge, chirality of the fermion couplings, and fermion
number (F = 3B + L), depend on the structure of each specific model. Because
different models contain leptoquarks of many differing properties, direct searches
for leptoquarks at collider experiments are typically carried out in the context of
effective leptoquark models.
2.1 Buchmüller-Rückl-Wyler Effective Leptoquark Model
A general effective Lagrangian describing interactions of leptoquarks with
Standard Model fermions was proposed by Buchmüller, Rückl, and Wyler [24]. In
this effective Lagrangian, (a) leptoquarks are required to have dimensionless cou-
plings to Standard Model lepton-quark pairs in order for their interactions to be
renormalizable, (b) leptoquark interactions are required to be invariant under the
Standard Model SU(3)C×SU(2)L×U(1)Y gauge groups, and (c) leptoquarks are al-
lowed to couple only to Standard Model fermions and gauge bosons. Furthermore,
to avoid inducing rapid proton decay, (d) leptoquark interactions with lepton-quark
pairs are required to preserve baryon and lepton number separately. Such lepto-
13
quarks have a fermion number F of either |F | = 0 or 2. This effective Lagrangian
in the so-called Aachen notation [25] has the following form [24]:
L = L|F |=2 + LF=0, (2.1)
where














µ + h.c., (2.1a)
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Here, S and V denote scalar and vector leptoquarks, respectively; qL and lL denote
SU(2)L left-handed quark and lepton doublets; eR, uR, and dR denote the corre-
sponding right-handed singlets for leptons, u- and d-type quarks; and τi are the
Pauli matrices. The ψc represent the charge conjugate of the fermion fields and are
defined as ψc = Cψ̄T , where C is the charge conjugation operator. The subscripts
L and R of the coupling constants refer to the chirality of the coupled lepton. It is
customary to use λL,R to generically represent the Yukawa coupling constants giL,R
and hiL,R. The indices of the leptoquark fields indicate their SU(2)L isospin. For
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simplicity, color, weak isospin, and generation (flavor) indices have been suppressed.
In general, the coupling constants in the effective Lagrangian in Equation 2.1
can be intergenerational and lead to possibly large tree-level flavor-changing neutral
currents (FCNCs) and lepton flavor violation. Furthermore, S0 and S 1
2
leptoquarks
can mediate helicity-unsuppressed leptonic two-body pion decays, such as π →
eνe. To evade the existing low-energy constraints from such processes [26, 27], two
additional requirements on the original Buchmüller-Rückl-Wyler (BRW) effective
model have to be imposed: (e) leptoquarks can only couple to a single lepton-
quark generation i with i = 1, 2 or 3, i.e., λi × λj ' 0 for i 6= j, resulting in
the standard nomenclature of first-, second-, and third-generation leptoquarks; and
(f) leptoquarks are required to have purely chiral couplings to lepton-quark pairs,
i.e., λL × λR ' 0. The BRW model with these two additional requirements will be
referred to as the minimal Buchmüller-Rückl-Wyler (mBRW) model. It should be
noted, however, that leptoquarks are not required to couple to the same generation
of leptons and quarks, as is traditionally assumed by the requirement (e); what is
required is that leptoquarks do not couple to more than one generation of leptons
and quarks (e.g., a given leptoquark could in principle couple to the first-generation
leptons and second-generation quarks). In total, the mBRW model defines fourteen
different types of leptoquarks; seven scalar leptoquarks with |F | = 2 (S0,L, S0,R,













,L) or F = 0 (V0,L, V0,R, Ṽ0,R, V1,L). By convention, leptoquarks are
distinguished by the chirality (L, R index) of the coupled lepton. A tilde is used to
differentiate between leptoquarks that differ by two units of the weak hypercharge.
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All fourteen leptoquarks along with their quantum numbers and possible decay
modes are listed in Table 2.1. Leptoquarks with F = 2 decay to lepton-quarks pairs
and those with F = 0 decay to lepton-antiquark pairs. In experimental searches,
mass degeneracy within each isospin family is generally assumed [27, 28]. Therefore,
the same symbol represents any of the leptoquark states within a family, regardless
of their electric charge (e.g., the S 1
2
,L represents scalar leptoquark states with electric
charge of either −5/3 or −2/3 coupling to left-handed leptons).
Table 2.1: Leptoquark types, and their quantum numbers and decay modes, in
the minimal Buchmüller-Rückl-Wyler model.
Scalar (spin-0) leptoquarks Vector (spin-1) leptoquarks
LQ type Q T3 F Decay mode LQ type Q T3 F Decay mode
S0,L −1/3 0 2 eLuL, νLdL V0,L −2/3 0 0 eLd̄R, νLūL
S0,R −1/3 0 2 eRuR V0,R −2/3 0 0 eRd̄L
S̃0,R −4/3 0 2 eRdR Ṽ0,R −5/3 0 0 eRūL
S 1
2 ,L
−5/3 −1/2 0 eLūL
V 1
2 ,L
−4/3 −1/2 2 eLdR
−2/3 +1/2 0 νLūL −1/3 +1/2 2 νLdR
S 1
2 ,R
−5/3 −1/2 0 eRūR
V 1
2 ,R
−4/3 −1/2 2 eRdL
−2/3 +1/2 0 eRd̄R −1/3 +1/2 2 eRuL
S̃ 1
2 ,L
−2/3 −1/2 0 eLd̄L
Ṽ 1
2 ,L
−1/3 −1/2 2 eLuR
+1/3 +1/2 0 νLd̄L +2/3 +1/2 2 νLuR
S1,L
−4/3 −1 2 eLdL
V1,L
−5/3 −1 0 eLūR
−1/3 0 2 eLuL, νLdL −2/3 0 0 eL, d̄R, νLūR
+2/3 +1 2 νLuL +1/3 +1 0 νL, d̄R
A particular BSM model containing leptoquarks, typically only contains a
16
subset of the leptoquark types in the mBRW model. For example, a weak isospin
singlet scalar leptoquark S1,L(R) appears in superstring-inspired E6 models [14], a
weak isospin doublet of scalar leptoquarks anti-S̃ 1
2
,L appears in a refined SU(5)
model [7], and a weak isospin singlet vector leptoquark V0,L(R) appears in the Pati-
Salam GUT model [10, 11]. However, all fourteen leptoquark types of the mBRW
model appear in the GUT theory based on the SU(15) gauge group [12, 13].
2.2 Leptoquark Production in Proton-Proton Collisions
The scalar leptoquarks described by the effective Lagrangian in Equation 2.1
have their representations under the Standard Model gauge groups, and hence their
couplings to the gauge bosons, fully specified. However, vector leptoquarks could be
a low-energy manifestation of a more fundamental theory at higher energy scales,
and so their couplings to gauge bosons can be supplemented by anomalous couplings
specified by two parameters κA and λA, where A = γ, g, W
±, or Z [29–31]. The
anomalous coupling parameters κA and λA are assumed to be real and independent,
and are related to anomalous trilinear ALQLQ and quartic AALQLQ couplings.
In pp collisions, leptoquarks can be directly produced either singly or in pairs.
At leading order (LO) in αs, single leptoquark production in association with a lep-
ton proceeds through quark-gluon scattering and depends on the unknown Yukawa
coupling λ. The LO Feynman diagrams for the single leptoquark production in
pp collisions are shown in Figure 2.1. Since leptoquarks are SU(3) color triplets,
pair production occurs mostly via the strong interaction, via qq̄ annihilation and
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gg fusion processes. A general effective Lagrangian describing the interaction of
leptoquarks with gluons can be found in Reference [31]. The LO Feynman dia-
grams for pair production of leptoquarks in pp collisions are shown in Figure 2.2.
Stringent bounds from low-energy precision experiments require the Yukawa cou-
pling λ to be smaller than the electromagnetic coupling λem =
√
4παem ≈ 0.3 for
leptoquark masses MLQ . 1 TeV for most leptoquark types [28, 32]. Hence, for
leptoquark masses accessible at the LHC (MLQ . 1.2–1.5 TeV) [33], pair produc-
tion is the dominant direct production mechanism and is essentially independent of
the Yukawa coupling λ. This also implies that the pair-production cross section for
scalar leptoquarks depends only on the leptoquark mass. The production cross sec-
tion is generally larger for vector leptoquarks, but can vary by one or two orders of
magnitude depending on the specific choice of the anomalus coupling parameters κg
and λg [31, 33]. The relative contributions of qq̄ annihilation and gg fusion processes
depend on the leptoquark mass. For leptoquark masses accessible at the LHC, the
gg fusion process is the dominant contribution. Due to the fact that pair produc-
tion proceeds via the strong interaction, leptoquarks of all three generations can be
produced. Furthermore, the pair-production cross section for scalar leptoquarks is
essentially model independent.
The total cross section for the pair production of first- or second-generation
scalar leptoquarks in pp collisions at
√
s = 7 TeV as a function of the leptoquark
mass, including next-to-leading order (NLO) QCD corrections [34], is shown in
Figure 2.3. The relatively large cross section lead to the expectation that light














Figure 2.1: LO Feynman diagrams for single leptoquark production in association
































Figure 2.2: LO Feynman diagrams for leptoquark pair production in pp collisions.
19
 [GeV]LQM

















 = 7 TeVs
LQ
M = µNLO: 
LQM/2, 2LQM = µNLO: 
LQ
M = µLO:    
Figure 2.3: Total cross section for pp→ LQLQ+X at √s = 7 TeV including next-
to-leading order (NLO) QCD corrections [34] as a function of the leptoquark mass
MLQ. The CTEQ6L1 [35] LO and CTEQ6.6 [36] NLO parton distribution functions
(PDFs) were used to calculate the LO and NLO cross section, respectively. The
variation in the NLO cross section when varying the renormalization/factorization
scale between µ = MLQ/2 and µ = 2MLQ is indicated by the shaded band around
the nominal value obtained using µ = MLQ.
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2.3 Leptoquark Decays














where J denotes the leptoquark spin, and the sums extend over all possible lep-
toquark decay modes. QCD corrections to these widths are very small [37]. For
a scalar (vector) leptoquark with a mass of 1 TeV and a single decay mode with
λ = 0.3, Equation 2.2 (2.3) results in a total decay width of approximately 1.8
(1.2) GeV. Hence, leptoquark states are expected to have a fairly narrow width,
well below experimental resolutions.
Depending on the type, leptoquarks can decay either to a charged lepton and
a quark or to a neutrino and a quark. It is customary to denote the branching ratio
to a charged lepton and a quark, BR(LQ → l±q), as β. In the mBRW model, β is
required to be either 0, 1/2, or 1, as can be seen from Table 2.1. In more general
approaches, typically employed in experimental collider searches, β is treated as a
free parameter. Having β as a free parameter is possible if some of the assumptions
of the mBRW model are relaxed [38–40] and leptoquarks are, for example, allowed
to couple to fields other than the SM gauge bosons and fermions. Nevertheless, in
experimental collider searches, it is generally assumed that the branching ratio to a
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neutrino and a quark, BR(LQ→ νq), equals (1− β).
In this search, we focus on the pair production of first-generation scalar lepto-
quarks. Three different final states are possible: (1) two electrons1 and two quarks
in the final state, with a branching ratio of β2; (2) an electron, a neutrino, and two
quarks in the final state, with a branching ratio of 2β(1− β); and (3) two neutrinos
and two quarks in the final state, with a branching ratio of (1− β)2. All three pos-
sible final states and their corresponding branching ratios are shown in Figure 2.4.
From the point of view of an experimentalist, these final states result in three dis-
tinct experimental signatures: (1) two electrons and two jets (eejj channel); (2) one
electron, two jets, and missing transverse energy (eνjj channel); and (3) two jets
and missing transverse energy (ννjj channel).
In this dissertation, we consider pair production of leptoquarks where λ is
large enough that the leptoquarks decay promptly. From Equations 2.2 and 2.3, if
the Yukawa coupling λ is very small, leptoquark states become very narrow (long-
lived), and so the above signatures are only valid when the Yukawa coupling λ is
large enough to allow leptoquarks to decay inside the detector volume (for a scalar
leptoquark with MLQ = 300 GeV and 7 TeV of total energy, λ has to be & 3× 10−8
for the decay length to be . 1 m). Proton-proton collisions are therefore well
suited for a model- and generation-independent search for the pair production of
leptoquarks in a wide range of possible values of the Yukawa coupling λ.






























BR(LQLQ→ νeqν̄eq̄) = (1− β)2
(3) ννjj channel
Figure 2.4: Possible final states for a decay of a pair of first-generation scalar
leptoquarks. q (q′) denotes either u or d quark.
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2.4 Current Limits from Experiments Other than CMS
Experimental limits on the leptoquark states can be grouped into two cate-
gories: (i) indirect limits, coming from bounds on leptoquark-induced four-fermion
interactions in low-energy precision experiments or in collider experiments below the
direct production threshold; and (ii) direct limits, coming from the direct production
in collider experiments.
Indirect limits on the leptoquark states are typically expressed in terms of
a lower bound on the MLQ/λ ratio. The most stringent indirect limits on MLQ/λ
come from measurements of atomic parity violation (APV) and from the universality
of leptonic π decays, and are in the TeV range for all first-generation leptoquark
types [28]. For a detailed review of indirect limits on the leptoquark states, the
reader is referred to [4, 26, 27, 41–43]. In the remainder of this section, a brief
overview of the most recent direct limits on the production of first-generation scalar
leptoquarks is given.
Direct searches for single and pair production of leptoquarks are performed
at collider experiments. Searches for single and pair production of first-generation
scalar leptoquarks have been performed at the e+e− LEP collider [44–49], but result
in model-dependent limits (and in the case of single production, λ-dependent limits
as well), since the production cross section depends on the leptoquark SU(2)L×U(1)Y
quantum numbers. Searches for single production of first-generation scalar lepto-
quarks have also been performed at the e±p HERA collider [50–52], yielding model-
and λ-dependent limits, since in these experiments the production cross section di-
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rectly depends on the Yukawa coupling λ. Before the start of LHC operation, the
most stringent direct limit on the mass of a first-generation scalar leptoquark was
set by the D0 collaboration at the pp̄ Tevatron collider. Figure 2.5 shows the D0
mass limits in the β versus MLQ plane using 1 fb
−1 of pp̄ collision data [53]. The
observed D0 limits on the leptoquark mass at 95% confidence level (CL) are 235,
284, and 299 GeV for β values of 0.1, 0.5, and 1, respectively. Recently, the ATLAS
collaboration at the LHC and the D0 collaboration have obtained mass limits on the
first-generation scalar leptoquarks which exceed the previous D0 limits. Figure 2.6
shows the ATLAS mass limits in the β versus MLQ plane using 35 pb
−1 of pp col-
lision data [54]. The observed ATLAS limits on the leptoquark mass at 95% CL
are 319 and 376 GeV for β values of 0.5 and 1, respectively. Figure 2.7 shows the
most recent D0 mass limits in the β versus MLQ plane using 5.4 fb
−1 of pp̄ collision
data [55]. The observed D0 limit on the leptoquark mass at 95% CL is 326 GeV for
β of 0.5.
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Figure 2.5: Observed (red solid line) and expected (red dot-dashed line) D0 mass
limits at 95% CL in the β versusMLQ plane for the pair production of first-generation
scalar leptoquarks and the nominal hypothesis for the signal cross section (µ = MLQ)
using 1 fb−1 of pp̄ collision data [53]. The regions to the left of the curves are
excluded. The observed limits found individually using each of the three final states
are shown for the nominal cross-section hypothesis (µ = MLQ), and the hatched
area indicates the part of the plane previously excluded by the D0 collaboration
with a lower integrated luminosity of 250 pb−1 and for the minimal cross-section
hypothesis (µ = 2MLQ).
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Figure 2.6: ATLAS 95% CL exclusion region in the β versus MLQ plane obtained
from the combination of the eejj and eνjj channels using 35 pb−1 of pp collision
data [54]. The gray area indicates the D0 exclusion limit with 1 fb−1 of pp̄ collision
data [53], and the thick dotted line indicates the CMS exclusion in the eejj channel
only using 33 pb−1 of pp collision data [56]. The dotted and dot-dashed lines show
the individual limits for the eejj and eνjj channels, respectively. The combined
expected limit is indicated by the thick dashed line. The combined observed limit






















Figure 2.7: 95% CL observed limit for µ = MLQ on the leptoquark mass as a
function of β obtained in the eνjj channel using 5.4 fb−1 of pp̄ collision data [55].





3.1 The Large Hadron Collider
The Large Hadron Collider is the world’s highest-energy particle accelerator. It
was installed inside the existing 26.7 km tunnel constructed between 1984 and 1989
for the CERN LEP collider [58]. The tunnel itself lies between 45 and 170 m under-
ground just outside Geneva, Switzerland. The LHC is a two-ring superconducting
synchrotron designed to accelerate and collide proton beams at a center-of-mass en-
ergy of 14 TeV and instantaneous luminosity of 1034 cm−2s−1. It is also capable of
colliding heavy-ion (in this case lead nuclei) beams at an energy of 2.76 TeV per nu-
cleon and peak instantaneous luminosity of 1027 cm−2s−1. Unless stated otherwise,
the information presented in this section is taken from References [59–62].
The high instantaneous luminosity mandated by the LHC design excludes the
use of antiproton beams and consequently excludes the proton-antiproton collider
configuration. Hence, the LHC had to be designed as a proton-proton collider,
with two counter-rotating proton beams requiring separate and opposite magnetic
dipole fields to steer the beams around the accelerator ring. Due to the limited
space available, it is not possible to install two completely separate proton rings in
the existing LHC/LEP tunnel. This limitation lead to the adoption of a twin-bore
magnet design. The peak beam energy is limited by the strength of the magnetic
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dipole field. The LHC superconducting cryodipole magnets, shown in Figure 3.1,
were designed to provide a magnetic field of 0.54 to 8.33 T, corresponding to proton
energies from 450 GeV to 7 TeV.
Figure 3.1: LHC cryodipole magnet and its main components (from [63]). The
LHC ring accommodates 1232 such dipole magnets all of which have to be cooled
down to 1.9 K for normal operation.
The LHC ring consists of eight straight sections and eight arcs. The straight
sections are each approximately 528 m long and can serve as experimental or utility
insertions. Figure 3.2 depicts a schematic layout of the LHC ring. Experimental
insertions at Points 2 and 8 include the beam injection system for Beam 1 and Beam
2, respectively. Two high-luminosity general purpose detectors are located within
two diametrically-opposite straight sections; ATLAS [64] at Point 1 and CMS [65] at
Point 5. Two lower-luminosity experiments are located in experimental insertions
at Point 2 and 8: ALICE [66], a dedicated heavy ion detector, at Point 2; and
LHCb [67], a dedicated B-physics detector, at Point 8. At the locations of the four
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detectors, the beams cross from one magnet bore to the other. In the remaining four
straight sections, the beams do not cross. Insertions at Points 3 and 7 each contain
two collimation systems, and the insertion at Point 4 contains two radio frequency
(RF) systems, one for each LHC beam. The insertion at Point 6 contains the
beam dump system. Each beam features an independent abort system. The LHC
beams are steered by separate magnetic fields and are confined in separate vacuum
chambers in the main arcs, and share an approximately 130 m long common section
in the experimental detector regions. The LHC is divided into eight independent
sectors, each having the arc between two consecutive straight sections at its center.
Figure 3.2: Schematic layout of the LHC ring (from [63]). In this view, Beam 1
revolves clockwise and Beam 2 anticlockwise.
The existing CERN accelerator complex serves as the LHC injector, as shown
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in Figure 3.3. The role of the accelerator chain shown in Figure 3.3 is to form proton
bunches, accelerate them in stages to 450 GeV, and finally inject them into the main
LHC ring. Protons are produced in a duoplasmatron source, injected into a linear
accelerator (Linac2), and accelerated to 50 MeV. Protons are then injected into the
Proton Synchrotron Booster (PSB), where they are accelerated to 1.4 GeV. The PSB
consists of four independent synchrotron rings, 1/4 of the Proton Synchrotron (PS)
circumference each, which operate on the first harmonic of the natural wavelength of
the radio-frequency (RF) acceleration system (harmonic h = 1). For the generation
of the 25-ns bunch trains, a multiple splitting scheme is used. Six PSB bunches
(two batches of 3 + 3 or 4 + 2 bunches) are captured on harmonic h = 7 in the PS,
as shown in Figure 3.4. The bunches are then split into three smaller bunches and
accelerated on harmonic h = 21 to 25 MeV. Each of the smaller bunches is further
split into four, as illustrated in Figure 3.5. Hence, each of the initial six bunches
has been split into 12 bunches, resulting in a final bunch train containing 72 filled
and 12 empty bunches on RF harmonic h = 84. The twelve empty bunches provide
a gap for the rise-time of the ejection kicker.
In the next stage, proton bunches are injected into the Super Proton Syn-
chrotron (SPS) and accelerated to 450 GeV, the injection energy for the main LHC
ring. Finally, proton bunches are injected into the main LHC ring through two
transfer lines, one per LHC beam, which connect the main LHC ring with the rest
of the CERN accelerator complex. The nominal PS-SPS-LHC filling sequence and
the final 25-ns bunch structure of the LHC beam are shown in Figure 3.6. Gaps in
the bunch structure of the LHC beam are necessary to accommodate the rise time
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of the injection and ejection kickers. These gaps are also used for synchronization,
acquiring calibration data, and providing resets to front-end electronics, as well as
for searches for exotic new physics.
Figure 3.3: LHC injector complex (from [63]).
Figure 3.4: PSB-PS transfer with two-batch filling scheme for the LHC.
One of the primary goals of the LHC is to search for new physics beyond the
Standard Model. This typically implies detecting events with very small production
cross sections. The relation between the number of events produced in particle
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Figure 3.5: Generation of the nominal 25-ns bunch train in the PS complex.
Figure 3.6: Nominal PS-SPS-LHC filling sequence and the final 25-ns bunch struc-
ture of the LHC beam.
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where Nevent is the number of produced events, σevent is the production cross section
for the events under study, and L is the instantaneous luminosity of the two colliding
beams. The instantaneous luminosity depends only on the beam parameters. For a






where Nb is the number of particles per bunch, nb the number of bunches per beam,
frev the revolution frequency, γr the relativistic gamma factor, εn the normalized
transverse beam emittance, β∗ the beta function at the interaction point (IP). The
parameter F represents the geometric luminosity reduction factor due to the crossing









where θc is the full crossing angle at the interaction point, σz is the RMS bunch
length, and σ∗ is the transverse RMS beam size at the interaction point. The above
expression assumes round transverse beam profiles, with σz  β, and with equal
beam parameters for both beams.
Since production cross sections typically increasing with energy, for an efficient
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search for new physics, the LHC beams are required to have both high energy and
high intensity. Table 3.1 lists the design LHC beam parameters. With a design beam
current of 0.582 A, the total energy stored per LHC beam is approximately 362 MJ.
If the electromagnetic energy stored in the LHC magnet systems, corresponding to
approximately 600 MJ, is included, the total energy stored in the LHC ring exceeds
1 GJ. All of this energy has to be absorbed safely at the end of each fill or in
the case of a malfunction or emergency. The beam dump system and the magnet
system therefore impose an upper limit on the maximum attainable beam energies
and intensities.
Table 3.1: The design LHC beam parameters.
Parameter Unit Nominal design value




εn µm rad 3.75
β m 0.55
frev kHz 11.245
Circulating beam current A 0.582





L cm−2s−1 1.0× 1034
The LHC project was approved by the CERN Council in December 1994.
In 2000, the LEP was closed to liberate the tunnel for the LHC. In June 2007, an
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announcement was made for delayed LHC start-up, scheduled for May 2008 [68]. On
September 10 2008, the first proton beam was successfully steered around the entire
LHC ring [69]. Nine days after the first circulating beams, an incident occurred due
to a faulty electrical connection between two of the accelerator’s magnets, resulting
in a large helium leak and serious mechanical damage of the LHC systems [70, 71].
In August 2009, while the LHC was still being repaired, it was announced that the
LHC operations would restart with proton beams at half of the nominal energy,
3.5 TeV, to gain experience of running the machine safely and minimize the risk of a
repeated incident [72]. In November 2009, proton beams were back in the LHC [73]
and the first collisions at the injection energy of 450 GeV were achieved [74]. On
March 19, 2010 beams were successfully accelerated to 3.5 TeV [75] and on March
30, 2010 the first proton-proton collisions at the center-of-mass energy of 7 TeV
were delivered [76], marking the start of the LHC physics program. Proton-proton
collisions at 7 TeV continued, with a gradual increase in the number of bunches
and instantaneous luminosity, until November 2010, when the LHC switched to
heavy-ion collisions [77]. By the end of the 2010 proton run, 368 bunches per
beam, with a bunch spacing of 150 ns, and an instantaneous luminosity of 2.07 ×
1032 cm−2s−1 were reached, and a total of close to 50 pb−1 of collision data were
delivered. Figure 3.7 shows the maximum instantaneous luminosity per day and
the total integrated luminosity per day for the 2010 run. The current plan is to
use the next long maintenance shutdown, scheduled to start at the end of 2012 and
expected to finish in the first half of 2014, to complete the repairs and consolidation
work needed to reach a design energy of 14 TeV [78].
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Figure 3.7: The maximum instantaneous luminosity per day (left panel) and the
total integrated luminosity per day (right panel) for the 2010 run.
3.2 The Compact Muon Solenoid Detector
The Compact Muon Solenoid detector is a high-luminosity general purpose
detector installed inside an experimental cavern located about 100 m underground
at Point 5 of the main LHC ring. The total inelastic proton-proton cross section
at
√
s = 14 TeV is expected to be roughly 100 mb (1 b = 10−28 m2 = 10−24 cm2),
resulting in a rate of approximately 109 inelastic collisions/s at the LHC design
luminosity. With the 25-ns bunch spacing, this corresponds to a mean of about
20 inelastic collisions per crossing leading to roughly 1000 particles emerging from
the interaction point every 25 ns. These conditions have important implications
on the design of the CMS detector and its trigger and readout systems, requiring
high granularity, fast response time, and radiation-hard detector components and
electronics.
CMS uses a right-handed coordinate system, with the origin at the nominal
interaction point in the center of the CMS detector, the x-axis pointing radially
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inward toward the centre of the LHC, the y-axis pointing vertically upward (per-
pendicular to the LHC plane), and the z-axis pointing along the anticlockwise-beam
direction (Beam 2 direction). The azimuthal angle φ is measured from the x-axis
in the x-y plane and the radial coordinate in this plane is denoted by r. The
polar angle θ is measured from the positive z-axis. Pseudorapidity is defined as
η = − ln [tan(θ/2)]. The momentum transverse to the beam direction, denoted by
pT, is therefore computed from the x and y components. The vector momentum
imbalance in the transverse plane is known as the missing transverse momentum,




. Its magnitude is called missing transverse energy (MET),
and is denoted by
/
ET.
The overall layout of the CMS detector is shown in Figure 3.8. The central
feature of the CMS detector in a 13 m long, 6 m inner diameter superconducting
solenoid magnet providing a 3.8-T axial magnetic field. The bore of the magnet
coil is big enough to accommodate the inner tracker, electromagnetic, and hadron
calorimeters. Muon detectors are embedded inside the iron return yoke. CMS also
features an extensive forward calorimeter system. The CMS detector has an overall
length of 22 m, a diameter of 15 m, and weighs 12 500 metric tons. An unusual
feature of the CMS detector is that it was first built on the surface, unlike most
detectors of this kind that are typically built in situ, and then lowered underground
in multiple sections and reassembled inside the experimental cavern.
In order to meet the goals of the LHC physics program, the CMS detector has
to meet the following requirements:
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Figure 3.8: A perspective view of the CMS detector.
• Good muon identification and momentum resolution over a wide range of
momenta and angles, good dimuon mass resolution (≈ 1% at 100 GeV), and
the ability to determine unambiguously the charge of muons with p < 1 TeV
(this requires a momentum resolution of ∆p/p ≈ 10% at p = 1 TeV);
• Good charged-particle momentum resolution and reconstruction efficiency in
the inner tracker. Efficient triggering and offline tagging of τ ’s and b-jets,
requiring pixel detectors close to the interaction region;
• Good electromagnetic energy resolution, good diphoton and dielectron mass
resolution (≈ 1% at 100 GeV), wide geometric coverage, good π0 rejection,




ET and dijet mass resolution, requiring a hadron calorimeter with a
large hermetic geometric coverage (|η| < 5) and with fine lateral segmentation
(∆η ×∆φ < 0.1× 0.1).
The design of the CMS detector, detailed in the following sections, meets all these
requirements. In the following sections, a brief overview of the main CMS detector
subsystems is given. Unless stated otherwise, the information presented in this
section is taken from References [65] and [79].
3.2.1 Superconducting Magnet
The purpose of the CMS magnet is to provide the magnetic field necessary for
the momentum measurement of charged particles. For good momentum resolution
at high track momenta, a large bending power is needed. The CMS solenoid uses su-
perconducting technology that can carry a high enough current through the solenoid
coil to produce a sufficiently strong magnetic field. A favorable length/radius ratio
is also needed to ensure good track momentum resolution in the forward region.
With a diameter of 6.3 m and length of 12.9 m, the CMS magnet provides a 3.8-T
axial magnetic field inside its volume with a stored energy of 2.35 GJ at full cur-
rent. The solenoid is composed of five separate modules that are mechanically and
electrically coupled with a total cold mass of 220 metric tons. The ratio between
the stored energy and cold mass is 10.48 kJ/kg, well beyond the values of previous
solenoidal detector magnets, which causes a considerable mechanical deformation
(0.15%) during the magnet ramp-up. The parameters of the CMS magnet are listed
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in Table 3.2.
Table 3.2: Main parameters of the CMS magnet.
General parameters
Magnetic length 12.5 m
Cold bore diameter 6.3 m
Central magnetic induction 3.8 T
Total Ampere-turns 39.6 MA-turns
Nominal current 18.18 kA
Inductance 14.2 H
Stored energy 2.35 GJ
Cold mass
Layout Five modules mechanically
and electrically coupled
Radial thickness of cold mass 312 mm
Radiation thickness of cold mass 3.9 X0
Weight of cold mass 200 metric tons
Maximum induction on conductor 4.4 T
Temperature margin wrt operating temperature 1.8 K
Stored energy/unit cold mass 10.48 kJ/kg
Iron yoke
Outer diameter of the iron flats 14 m
Length of barrel 13 m
Thickness of iron layers in barrel 300, 630, and 630 mm
Mass of iron in barrel 6000 metric tons
Thickness of iron disks in endcaps 250, 600, and 600 mm
Mass of iron in each endcap 2000 metric tons
Total mass of iron in return yoke 10 000 metric tons
Another distinctive feature of the CMS magnet is its four-layer winding made
from NbTi conductor stabilized with pure aluminum and mechanically reinforced
with an aluminum alloy in order to withstand the mechanical stresses generated
during operation. The solenoid cold mass is placed inside the cryostat, as shown in
Figure 3.9, and cooled down to 4.5 K during normal operation. The magnetic flux
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is returned through an iron yoke consisting of five barrel wheels and two endcaps,
with each endcap composed of three disks.
Figure 3.9: Artistic view of the CMS solenoid composed of five modules placed in-
side the cryostat. Details of the supporting system (vertical, radial and longitudinal
tie rods) can also be seen.
3.2.2 Inner Tracking System
The primary purpose of the CMS inner tracking system, which is the subde-
tector system closest to the interaction region, is to provide a precise and efficient
measurement of the trajectories of charged particles produced in the LHC collisions.
It is also used for precise measurement of displaced secondary vertices and track
impact parameters1 necessary for efficient heavy flavor identification. It is also
instrumental in tau lepton identification and, together with the electromagnetic
1Track impact parameter is defined as the distance of closest approach of a track with respect
to some reference point, usually a primary vertex.
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calorimeter and the muon system, is used to identify electrons and muons, respec-
tively. The tracker also plays an important role in event triggering by providing the
tracking information to the CMS trigger system.
The CMS tracker has a length of 5.8 m and a diameter of 2.5 m. With about
1000 particles emerging from the interaction region and traversing the tracker every
25 ns at the LHC design energy and instantaneous luminosity, a tracker that is
radiation hard and features high granularity and fast response is required in order
to reliably measure the charge particle trajectories and associate them with the
correct bunch crossing. However, a high granularity implies a high power density
for the on-detector electronics, and thus efficient cooling, while maintaining the
amount of material in front of the electromagnetic calorimeter to a minimum in
order to limit multiple scattering, bremsstrahlung, photon conversion and nuclear
interactions. All these requirements lead to an all-silicon tracker design.
The CMS tracker consists of an inner silicon pixel and outer silicon microstrip
detectors. A schematic cross section of the CMS tracker is shown in Figure 3.10.
The pixel detector covers a pseudorapidity range |η| < 2.5 and consists of three
barrel layers (BPix) and two endcap disks on each side (FPix). The layout of the
pixel detector is shown in Figure 3.11. The three BPix layers are located at mean
radii of 4.4, 7.3, and 10.2 cm, and each have a length of 53 cm. The two FPix disks
extend from 6 to 15 cm in radius and are located at |z| = 34.5 and 46.5 cm. The
BPix contains 48 million pixels covering a total area of 0.78 m2, with a total of 768
pixel modules. The FPix contains 18 million pixels covering a total area of 0.28 m2,
with a total of 672 pixel modules. Due to a pixel size of 100 × 150 µm2, a similar
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track resolution in both r-φ and z directions is achieved (about 10 µm for the r-φ
measurement and about 20 µm for the z measurement), and the occupancy is of the
order 10−4 per pixel per LHC bunch crossing at design energy and instantaneous
luminosity. In the BPix, the drift of the electrons in a pixel is perpendicular to
the magnetic field, and the resulting Lorentz drift facilitates charge sharing among
pixels and consequently improves the r-φ resolution. The FPix disks are assembled
in a turbine-like geometry with blades rotated by 20◦ to induce charge-sharing. The
charge sharing is due to the geometric effect of particles entering the detector at
an angle away from the normal incidence, and is further enhanced by the Lorentz
drift. The arrangement of the BPix layers and FPix disks on each side is such that
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Figure 3.10: Schematic r-z cross section through the CMS tracker. Each line
represents a detector module. Double lines indicate back-to-back modules which
deliver stereo hits.
The silicon strip tracker occupies the radial region between 20 and 116 cm.
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Figure 3.11: Layout of the CMS pixel detector.
It has the same pseudorapidity coverage as the pixel detector, |η| < 2.5, and is
composed of four different subsystems. The Tracker Inner Barrel (TIB) extends in
radius from 20 cm up to 55 cm and covers up to |z| < 65 cm. It consists of four
layers and is made of silicon sensors with a thickness of 320 µm and a strip pitch
which varies from 80 to 120 µm. The Tracker Outer Barrel (TOB) has an inner
radius of 55 cm, an outer radius of 116 cm, and consists of six layers covering up
to |z| < 118 cm. Because of smaller radiation levels in the outer tracker, it has
thicker silicon sensors (500 µm) and a strip pitch which varies from 120 to 180 µm.
The first two layers in both the TIB and the TOB are made with stereo modules
(with a stereo angle of 100 mrad) in order to provide measurements in both r-φ
and r-z coordinates. In the TIB (TOB), this results in a single-point resolution of
between 23–35 µm (35–53 µm) in r-φ and 230 µm (530 µm) in z. Each Tracker
End Cap (TEC) consists of nine disks in the region 124 < |z| < 282 cm. The
Tracker Inner Disks (TID) consist of three disks that fill the gap between the TIB
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and the TEC. The TEC and TID modules are arranged in rings centered on the
beam line and have variable pitch strips that point towards the beam line. The
first two rings of the TID and rings 1, 2, and 5 of the TEC have stereo modules.
The thickness of the silicon sensors is 320 µm for the TID and the three innermost
rings of the TEC. It is 500 µm for the rest of the TEC. In the intermediate region
(20 < r < 55 cm), the particle flux is low enough that the resulting occupancy
is ≈ 2–3% per strip per LHC bunch crossing at design energy and instantaneous
luminosity. In the outermost region (r > 55 cm), the occupancy is ≈ 1% per strip
per LHC bunch crossing. The layout of the CMS tracker ensures at least ≈ 9 hits
in the silicon strip tracker in the range |η| < 2.4, with at least ≈ 4 two-dimensional
measurements. The silicon strip tracker has a total of 9.3 million strips, with 198 m2
of active silicon area, and has a total of 15 148 detector modules distributed among
the four different subsystems (TIB, TID, TOB, TEC). The material budget of the
CMS tracker in units of radiation length increases from 0.4 X0 at η ≈ 0 to about
1.8 X0 at |η| ≈ 1.4. It falls to about 1 X0 at |η| ≈ 2.5.
The CMS tracker will have to operate in a harsh environment with high fluxes
of particles coming from the interaction region. These particles can cause radiation
damage to both the front-end electronics and the silicon sensors. They can also
cause transient phenomena in which the charge produced by an ionizing particle
traversing the electronic circuitry changes the state of a memory cell or in general
disturbs the normal operation of the read-out system. In order to minimize the
radiation damage accumulated over the course of detector operation and to ensure
robust hit detection with an acceptable fake hit rate, it is necessary to operate the
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CMS tracker with the whole tracker volume at or slightly below −10◦C. With the
total power dissipated inside the tracker volume expected to be close to 60 kW,
a robust and efficient cooling system is required. This is complicated by the fact
that the outer surface of the tracker faces the electromagnetic calorimeter which
has to be operated at room temperature and requires good temperature stability.
The tracker cooling system therefore has to be capable of maintaining this thermal
gradient over a very limited radial thickness.
During the 2010 run, 98.2% of all channels in the pixel detector and 98.1% of
all channels in the silicon strip tracker were fully operational. The live time during
stable beam conditions was 97.57% for the pixel detector, and 98.83% for the silicon
strip tracker.
3.2.3 Electromagnetic Calorimeter
The CMS electromagnetic calorimeter (ECAL) is the subdetector system sur-
rounding the inner tracking system. Its primary purpose is to measure the energy
of particles that primarily interact and lose their energy via electromagnetic inter-
actions. It is a homogeneous hermetic calorimeter made of lead tungstate (PbWO4)
crystals, and consists of a barrel (EB) closed on either side by endcaps (EE).
Preshower (PS) detector is placed in front of the two endcaps. The configuration of
the magnetic field and the expected level of radiation led to the choice of avalanche
photodiodes (APDs) and vacuum phototriodes (VPTs) as photodetectors in the EB
and EE, respectively.
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Lead tungstate crystals are optically clear and characterized by their high
density (8.28 g/cm3), short radiation length (0.89 cm), small Molière radius (2.2 cm),
and radiation hardness making them a suitable choice for a compact electomagnetic
calorimeter with fine granularity. The crystals emit blue-green scintillation light
(the maximum is at 420–430 nm) and have a scintillation decay time comparable to
the LHC bunch spacing, with 80% of the light emitted in 25 ns. However, the light
output is relatively low (about 4.5 photoelectrons per MeV are collected in either
APDs or VPTs at 18◦C) and has a strong temperature dependence (−2.1%/◦C at
18◦C).
The ECAL barrel has an inner radius of 129 cm and extends to |η| = 1.479.
It has a (2× 85)-fold granularity in η and 360-fold granularity in φ, resulting in an
approximate ∆η ×∆φ granularity of 0.0174× 0.0174 and a total of 61 200 crystals.
The crystals have a tapered shape, with a cross section of 22× 22 mm2 at the front
face and 26× 26 mm2 at the rear face and a total length of 230 mm, corresponding
to 25.8 X0. To detect the scintillation light, a pair of APDs is attached to the rear
face of each EB crystal. The EB is structurally divided into 36 supermodules, each
covering half the barrel length and containing 4 modules. The crystals are mounted
in a quasi-projective geometry (the crystal axes are tilted at 3◦ in both η and φ
with respect to the line from the nominal interaction point) in order to avoid cracks
in detector coverage aligned with particle trajectories. The barrel crystal volume is
8.14 m3 and its weight is 67.4 metric tons. A transverse section through the CMS
electromagnetic calorimeter is shown in Figure 3.12.















Figure 3.12: Transverse section through the CMS electromagnetic calorimeter.
and covering the pseudorapidity range 1.479 < |η| < 3.0, are each structurally di-
vided in two halves, called “Dees”. Each Dee holds 3662 identically shaped crystals
grouped in mechanical units of 5× 5 crystals called “supercrystals”. Each Dee con-
sists of 138 standard supercrystals and 18 special supercrystals on the inner and
outer circumference. Because they are mounted on the inner and outer circum-
ference, special supercrystals contain less than 25 crystals arranged in what is not
necessarily a rectangular unit. The endcap crystals are arranged in a rectangular
x-y grid with the crystals pointing at a focal point 130 cm beyond the nominal in-
teraction point, giving off-pointing angles ranging from 2◦ to 8◦. The crystals have a
cross section of 28.62×28.62 mm2 at the front face and 30×30 mm2 at the rear face
and a total length of 220 mm, corresponding to 24.7 X0. To detect the scintillation
light, a single VPT is attached to the rear face of each EE crystal. The EE crystal
volume is 2.9 m3 and the weight is 24.0 metric tons. The overall layout of the CMS
electromagnetic calorimeter is shown in Figure 3.13.










Figure 3.13: Layout of the CMS electromagnetic calorimeter showing the arrange-
ment of crystal modules, supermodules and endcaps, with the preshower in front.
calorimeter within a fiducial region 1.653 < |η| < 2.6. Its main purpose is to identify
neutral pions through the detection of two closely-spaced photons. It consists of
two lead radiators, about two and one radiation lengths thick, respectively. Each
radiator is followed by a plane of silicon strip sensors used to measure the deposited
energy and the transverse shower profiles. The silicon strip sensors have a pitch of
1.9 mm, and their orientation in the two planes is orthogonal. The CMS preshower
detector has a total thickness of 20 cm and is separated into two Dees with the same
orientation as the crystal Dees. The granularity of the ECAL endcaps is not sufficient
to identify two closely-spaced photons and, in the absence of the transverse shower
profile information from the preshower detector, many neutral pions directed toward
the endcaps of CMS would be reconstructed as single photons. The preshower
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detector also helps the discrimination of electrons from minimum ionizing particles,
and improves the position determination of electrons and photons.
The light output of the crystals and the amplification of the APD both decrease
with increasing temperature. The overall change in the response with temperature
has been measured in test beam to be (−3.8±0.4)%/◦C. It is therefore important to
keep the temperature constant to high precison (±0.05◦C) in order to preserve the
energy resolution. The nominal operating temperature of the CMS ECAL is 18◦C.
The energy resolution of the electromagnetic calorimeter can be parametrized









where S is the stochastic term, N the noise term, and C the constant term. The
ECAL energy resolution measured with an electron test beam by summing the









where E is the measured energy in units of GeV. This result is in good agreement
with the design-goal performance expected for a perfectly calibrated detector [80].
For energies in the range of interest for most physics analyses (E & 100 GeV),
the energy resolution will be dominated by the constant term, sensitive to inter-
calibration errors. Therefore, the performance of the electromagnetic calorimeter
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will critically depend on the quality of the calibration. Using the first 250 nb−1 of
collision data at the center-of-mass energy of 7 TeV, the energy scale of the electro-
magnetic calorimeter was found to agree with the expectation to within about 1%
in the barrel and 3% in the endcaps, and a channel-to-channel in situ calibration
precision of about 0.6% has been achieved in the central barrel (|η| < 0.8), and
between 0.6% and about 1.5% in the rest of the barrel [80].
The CMS ECAL was found to occasionally record anomalous signals that
correspond to particles hitting and directly ionizing the APD sensitive volume [81,
82]. Such anomalous signals are characterized by a high energy deposit in a single
crystal and very little or no energy in the surrounding crystal, atypical of energy
deposits from real electrons and positrons. Algorithms have been developed to
identify and address such anomalous energy deposits in data [81, 82].
During the 2010 run, 99.3% of all channels in the ECAL barrel, 98.9% of all
channels in the ECAL endcaps, and 99.8% of all channels in the preshower detector
were fully operational. The live time during stable beam conditions was 99.46% for
the ECAL barrel and endcaps, and 99.91% for the preshower detector.
3.2.4 Hadron Calorimeter
The CMS hadron calorimeter (HCAL), in conjunction with the ECAL sub-
detector, forms a complete calorimeter system necessary for the measurement of
hadronic jets and missing transverse energy (
/
ET). An important requirement on the
HCAL performance is to minimize the non-Gaussian tails in the energy resolution
53
and to provide good containment and hermeticity for the
/
ET measurement. This
requires an HCAL design that maximizes material inside the magnet coil in terms
of interaction lengths. The HCAL barrel (HB) and endcap (HE) subdetectors com-
pletely surround the ECAL subdetector and are fully contained inside the solenoid
volume. The HB is located between the outer radius of the ECAL (r = 177 cm)
and the inner radius of the solenoid magnet (r = 295 cm). This constrains the total
amount of material that can absorb hadronic showers and therefore an additional
HCAL outer (HO) detector is placed outside the solenoid volume to complement the
barrel calorimeter and serve as a tail catcher. To further extend the pseudorapidity
coverage and improve the overall hermeticity of the CMS calorimeter, the HCAL
forward (HF) detector is placed outside the solenoid volume at 11.2 m from the
interaction point. The location of the HCAL subdetectors inside the CMS detector
is shown in Figure 3.14.
The HB covers the pseudorapidity range |η| < 1.4 and is divided into two half-
barrels each consisting of 18 identical azimuthal wedges. Each wedge is segmented
into 16 projective towers in η and 4 projective towers in φ, resulting in a tower
segmentation ∆η × ∆φ = 0.087 × 0.087 and a total of 2304 towers in HB. Each
HB wedge, shown in Figure 3.15, is a sampling calorimeter constructed out of flat
brass-alloy absorber plates bolted together and machined so as to leave slots between
them for the plastic scintillator tiles. This configuration leaves essentially no unin-
strumented cracks or dead regions in φ over the full radial extent of a wedge. The
innermost and outermost absorber plates are made of stainless steel for structural






Figure 3.14: Longitudinal view of the CMS detector showing the locations of the
HCAL barrel (HB), endcap (HE), outer (HO) and forward (HF) calorimeters.
brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate.
The scintillator tiles are 3.7 mm thick and are grouped into mechanical scintillator
tray units. The two exceptions are the layer 0 tiles, which are 9 mm thick and are
placed in front of the innermost absorber steel plate to sample hadronic showers
developing in the inert material between EB and HB; and layer 16 tiles, which are
also 9 mm thick and serve to correct for late developing showers leaking out the back
of HB. The individual scintillator tiles are instrumented with a single wavelength-
shifting (WLS) fiber which is spliced to a clear fiber. The clear fiber goes to an
optical connector at the end of the tray from where an optical cable takes the light
signal to an optical decoding unit. The optical decoding unit arranges the fibers
into read-out towers and brings the light to a pixelated hybrid photodiode (HPD).
There are 4 HPDs, one per φ-slice, mounted inside a Readout BoX (RBX) located
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at the outward edge of each HB wedge. The 17 scintillator layers are combined into
a single longitudinal readout, with the exception of towers 15 and 16 at the edge of
the HB half-barrel, which are segmented into two depths. The detailed HB tower
segmentation is shown in Figure 3.16.
Figure 3.15: Isometric view of an HB wedge showing the slots the end of the wedge
into which the scintillator trays are inserted.
Figure 3.16: The HCAL tower segmentation in the r-z plane for one-fourth of the
HB, HE, and HO subdetectors.
The HE covers the pseudorapidity range 1.3 < |η| < 3.0 and has a tapered
geometry in order to interlock with the HB. The HE is very similar to the HB. It is
also a sampling calorimeter, entirely composed of 78-mm-thick brass absorber plates
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interleaved with active layers of 3.7-mm-thick plastic scintillator tiles. A special
scintillator layer installed in front of the absorber (layer 0) is 9 mm thick. As with
HB, the individual scintillator tiles are instrumented with a single WLS fiber, and
HPDs are used as photodetectors. In the range 1.3 < |η| < 1.74, the ∆η × ∆φ
segmentation of the towers matches that of the HB, while for 1.74 < |η| < 3.0, it
increases as shown in Table 3.3. The total number of HE towers, including towers in
η-ring 16 that overlap with the HB towers, is 1368. Starting with tower 18, the first
tower beyond the η coverage of the EB, HE towers have 2 depth segments with the
exception of the three towers closest to the beam line, that have 3 depth segments
each. The detailed HE tower segmentation is shown in Figure 3.16.
The HO covers the pseudorapidity range |η| < 1.26 and is located outside the
solenoid volume but inside of the barrel muon system, and is therefore constrained
by the geometry and construction of that system. The entire assembly is divided
into 5 sections, called “rings”, along η, labelled −2, −1, 0, 1, and 2. Each ring is
divided into 12 identical φ sectors, and each sector has 6 slices in φ. The ring 0 has
two 10-mm-thick scintillator layers on either side of a 19.5-cm-thick iron absorber
(the tail catcher iron) at radial distances of 382 cm and 407 cm. The other rings
have single 10-mm-thick scintillator layers at a radial distance of 407 cm. Each ring
covers 2.54 m along the z-axis. The HO scintillator tiles approximately follow the
HB tower geometry in η and φ. As in HB and HE, the scintillation light is collected
by WLS fibers, and HPDs are used as photodetectors. The inclusion of the HO
layers extends the total depth of the calorimeter system to a minimum of ≈ 11 λI
except at the barrel-endcap boundary region, as shown in Figure 3.18.
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Table 3.3: Sizes of the HCAL readout towers in η and φ as well as the segmentation
in depth. The HF has a non-pointing geometry, and the tower η ranges provided
here correspond to |z| = 11.2 m. ∗The HE towers 28 and 29 shares the same third
depth segment whose energy is artificially divided in two equal portions and shared
between these two towers. †The HF tower 29 is located behind the HE and because
of the non-projective HF geometry, its energy is added to the HF tower 30.
Tower η range Detector Size Depth
index Low High η φ segments
1 0.000 0.087 HB, HO 0.087 5◦ HB=1, HO=1
2 0.087 0.174 HB, HO 0.087 5◦ HB=1, HO=1
3 0.174 0.261 HB, HO 0.087 5◦ HB=1, HO=1
4 0.261 0.348 HB, HO 0.087 5◦ HB=1, HO=1
5 0.348 0.435 HB, HO 0.087 5◦ HB=1, HO=1
6 0.435 0.522 HB, HO 0.087 5◦ HB=1, HO=1
7 0.522 0.609 HB, HO 0.087 5◦ HB=1, HO=1
8 0.609 0.696 HB, HO 0.087 5◦ HB=1, HO=1
9 0.696 0.783 HB, HO 0.087 5◦ HB=1, HO=1
10 0.783 0.870 HB, HO 0.087 5◦ HB=1, HO=1
11 0.879 0.957 HB, HO 0.087 5◦ HB=1, HO=1
12 0.957 1.044 HB, HO 0.087 5◦ HB=1, HO=1
13 1.044 1.131 HB, HO 0.087 5◦ HB=1, HO=1
14 1.131 1.218 HB, HO 0.087 5◦ HB=1, HO=1
15 1.218 1.305 HB, HO 0.087 5◦ HB=2, HO=1
16 1.305 1.392 HB, HE 0.087 5◦ HB=2, HE=1
17 1.392 1.479 HE 0.087 5◦ HE=1
18 1.479 1.566 HE 0.087 5◦ HE=2
19 1.566 1.653 HE 0.087 5◦ HE=2
20 1.653 1.740 HE 0.087 5◦ HE=2
21 1.740 1.830 HE 0.090 10◦ HE=2
22 1.830 1.930 HE 0.100 10◦ HE=2
23 1.930 2.043 HE 0.113 10◦ HE=2
24 2.043 2.172 HE 0.129 10◦ HE=2
25 2.172 2.322 HE 0.150 10◦ HE=2
26 2.322 2.500 HE 0.178 10◦ HE=2
27 2.500 2.650 HE 0.150 10◦ HE=3
28 2.650 2.868 HE 0.218 10◦ HE=3
∗29 2.868 3.000 HE 0.132 10◦ HE=3
†29 2.853 2.964 HF 0.111 10◦ HF=2
30 2.964 3.139 HF 0.175 10◦ HF=2
31 3.139 3.314 HF 0.175 10◦ HF=2
32 3.314 3.489 HF 0.175 10◦ HF=2
33 3.489 3.664 HF 0.175 10◦ HF=2
34 3.664 3.839 HF 0.175 10◦ HF=2
35 3.839 4.013 HF 0.174 10◦ HF=2
36 4.013 4.191 HF 0.178 10◦ HF=2
37 4.191 4.363 HF 0.172 10◦ HF=2
38 4.363 4.538 HF 0.175 10◦ HF=2
39 4.538 4.716 HF 0.178 10◦ HF=2
40 4.716 4.889 HF 0.173 20◦ HF=2
41 4.889 5.191 HF 0.302 20◦ HF=2
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The HF covers the pseudorapidity range 2.85 < |η| < 5.2 and is located out-
side the solenoid volume, with its front faces at |z| = 11.2 m. It consists of a steel
absorber and embedded radiation-hard quartz fibers arranged in a square grid with
a separation of 5 mm. The depth of the absorber is 165 cm and the quartz fibers
have a diameter of 0.6 mm. The HF is essentially a cylindrical steel structure with
an outer radius of 130 cm and an inner radius of 12.5 cm. This structure is divided
into 18 azimuthal wedges arranged in a non-projective geometry, with the quartz
fibers running parallel to the beam axis along the length of the steel absorber. The
HF signal originates from Cerenkov light produced by relativistic charged shower
particles in the quartz fibers, resulting in a very fast response time. The fibers
are bundled at the back of the detector and are read out by photomultiplier tubes
(PMTs). The HF detector is functionally divided into two longitudinal segments,
with half of the fibers extending the full length of the absorber and the other half
starting at a depth of 22 cm from the front face of the detector. This arrangement
makes it possible to distinguish photon and electron showers, which deposit a large
fraction of their energy in the first 22 cm, from those initiated by hadrons, which
deposit nearly equal amounts of energy in both absorber segments on average. Long
and short fibers are arranged alternately in the square grid and are read out sep-
arately. There are 13 towers in η and 36 towers in φ, except for the two η-rings
closest to the beam line that have 18 towers in φ. The total number of HF towers
is 864. The detailed description of the HF tower sizes can be found in Table 3.3.








where E is the pion energy measured in units of GeV. Therefore, only for very
high energy pions (E & 400 GeV), the energy resolution will be dominated by the
constant term.
The CMS HCAL was found to occasionally record anomalous signals associ-
ated with particles hitting the transducers or with rare random discharges of the
readout detectors [82]. Some of these effects had already been observed during past
test beam and cosmic data taking [83]. In the HB and HE, electronics noise from
the HPD and/or RBX occurs, and can affect from one up to all 72 channels in an
RBX. This noise is not related to interactions with particles from pp interactions but
instead occurs at a low rate and at random times, so the overlap with pp interactions
is very low at the bunch spacings of the 2010 run. Three main types of noise have
been identified in HF: scintillation light produced in the light guides that carry the
light from the quartz fibers to the photomultipliers, Cherenkov light produced in the
PMT window, and punch-through particles hitting the PMTs. While the scintilla-
tion and Cherenkov sources typically affect only a single channel, signals generated
by the punch-through particles can affect clusters of channels. Algorithms have been
developed to identify and address such anomalous energy deposits in data [82].
During the 2010 run, 99.9% of all channels in the HB, all channels in the HE,
and 99.9% of all channels in the HF were fully operational, with a live time during
stable beam conditions of 99.55% for all three HCAL subsystems.
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3.2.5 Muon System
The CMS muon system has to be capable of reconstructing the momentum
and the charge of muons over the entire kinematic range expected for muons pro-
duced in pp collisions at the LHC. Since muons are minimum ionizing particles and
fly through the detector material mostly unaffected, the muon detector system is
typically the outermost detector system. The material thickness in radiation and in-
teraction lengths crossed by muons before reaching the muon system as a function of
pseudorapidity is shown in Figures 3.17 and 3.18, respectively. The minimum trans-
verse momentum threshold for muons to reach the muon system and be triggered
drops from about 4 GeV at η = 0 to about 2 GeV at |η| = 2.4 [84]. At CMS, the
muon system is embedded inside the iron return yoke. It is divided into the muon
barrel (MB) section (|η| < 1.2) and the muon endcap (ME) section (|η| < 2.4). The
choice of the detector technologies was driven by the very large surface to be cov-
ered, requiring an inexpensive design, and by the different radiation environments
in which the system will be placed. In the barrel region, where the neutron-induced
background is small, the muon rate is low, and the magnetic field uniform and mostly
contained in the iron yoke, drift tube (DT) chambers with rectangular drift cells are
used. In the endcap region, where the muon rates and background levels are higher
and the magnetic field is large and non-uniform, cathode strip chambers (CSCs) are
used. Because of the expected background rates and the uncertainty in the ability of
the muon system to measure the correct beam-crossing time when the LHC reaches
its design instantaneous luminosity, a complementary dedicated trigger system con-
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sisting of resistive plate chambers (RPCs) was added in both the barrel and endcap
regions. The RPCs are double-gap chambers operated in the avalanche mode to
ensure good performance at high rates. They cover a large portion (|η| < 1.6) of
the pseudorapidity range of the muon system (|η| < 2.4). The layout of the CMS
muon system is shown in Figure 3.19. In total, the muon system consists of about
25 000 m2 of active detection planes, and nearly 1 million electronic channels.
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Figure 3.17: Material thickness in radiation lengths after the ECAL, HCAL, and
at the depth of each muon station as a function of pseudorapidity. The thickness of
the HF is approximately constant over the range 3 < |η| < 5 (not shown).
The muon barrel section consist of four concentric stations divided into 5
wheels, from “YB−2” for the furthest wheel in −z to “YB+2” for the furthest
wheel in +z, and contains a total of 250 chambers. Each wheel is divided into 12
sections, each covering a 30◦ azimuthal angle. The two innermost stations, MB1
and MB2, consist of packages containing a DT chamber sandwiched between two
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Figure 3.18: Material thickness in interaction lengths after the ECAL, HCAL, and
at the depth of each muon station as a function of pseudorapidity. The thickness of



























 eta = 0.8
1.6
ME 1






Figure 3.19: Layout of one quarter of the CMS muon system for the LHC startup.
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RPCs. The two outermost stations, MB3 and MB4, consist of packages containing
a DT chamber coupled to a layer composed of 1, 2, or 4 RPCs, depending on the
sector and station, placed on the inner side of the station. The first three stations
provide measurements of the muon coordinates in the r-φ bending plane as well as
along the z-axis. The fourth station only provides measurements in the r-φ bending
plane. Chambers in different stations are staggered to ensure that there are no
uninstrumented regions aligned with particle trajectories.
The muon endcap section consists of four stations, labeled ME1 to ME4, in
order of increasing distance from the nominal interaction point, that are mounted
on the endcap disks perpendicular to the beam line and enclosing the CMS magnet.
In station ME1, chambers are arranged in 3 concentric rings around the beam axis.
In stations ME2 and ME3, chambers are arranged in 2 concentric rings. In station
ME4, only the innermost ring has been fully deployed, while 5 spare CSCs have been
installed in the outer ring (ME4/2) on the +z side. There are a total of 468 CSCs in
the two muon endcaps, excluding ME4/2. All CSCs, except those in the outermost
ring of ME1 (ME1/3), overlap in φ in order to avoid gaps in the muon acceptance.
There are 36 chambers in each ring of a muon station, except for the innermost rings
of ME2 to ME4 (ME2/1, ME3/1, and ME4/1) which have 18 chambers. Each CSC
measures all three spatial coordinates (r, φ, z) in each of its 6 layers. The RPCs
are mounted only in the outer rings of the first three endcap stations.
During the 2010 run, 99.8% of all DT channels, 98.5% of all CSC channels,
and 98.8% of all RPC channels were fully operational. The live time during stable
beam conditions was 99.91% for the DT subsystem, 99.55% for the CSC subsystem,
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and 99.91% for the RPC subsystem.
3.2.6 Trigger System
With a potential bunch crossing frequency of 40 MHz, corresponding to the
LHC design bunch spacing of 25 ns, and with several inelastic pp collisions in each
bunch crossing, a large amount of data is generated that is impossible to store. The
rate of events that can be stored for further analysis is O(100) Hz. It is therefore
necessary to reduce the rate of events by almost six orders of magnitude and keep
only the most interesting events. This task is performed by the trigger system,
which is the first step in the event selection process. It is important that the trigger
system does not miss any interesting events that will be otherwise lost forever.
The CMS experiment utilizes a two-level trigger system. The first level, Level
1 (L1), of the trigger system consists of custom-designed, largely programmable
fast electronics, and is designed to reduce the event rate down to 100 kHz. For
this purpose the L1 Trigger uses coarsely segmented data from the calorimeters
and the muon system. The L1 Trigger has local, regional, and global components.
The local components consists of the Local Triggers, also called Trigger Primitive
Generators (TPGs), which are based on energy deposit in calorimeter trigger towers
and track segments or hit patterns in the muon system. Regional Triggers combine
information from the Local Triggers and use pattern logic to form in limited spatial
regions and rank trigger objects such as electron and muon candidates. The Global
Calorimeter and Global Muon Triggers, using the information from the Regional
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Triggers, determine the highest-ranked among the calorimeter and muon trigger
objects and transfer them to the Global Trigger. The Global Trigger makes the
decision to reject an event or to keep it for further evaluation. This decision is
based on the algorithm calculations as well as the readiness of the subdetectors
and Data Acquisition (DAQ) systems, which is determined by the Trigger Control
System (TCS). Once issued, the Level-1 Accept (L1A) decision is communicated to
the subdetector systems through the Timing, Trigger and Control (TTC) system.
The architecture of the L1 Trigger is depicted in Figure 3.20. The allowed L1 Trigger
latency, i.e., the time between a given bunch crossing and the distribution of the
L1A decision to the detector front-end electronics, is 3.2 µs. During this time, the
high-resolution data have to be temporarily stored in memory buffers in the front-
end electronics. The L1 Trigger electronics is partly located on the detector itself
and is partly housed in the underground control room located approximately 90 m
from the underground experimental cavern.
The second level of the trigger system is the High-Level Trigger (HLT) con-
sisting of a farm of commercially available CPUs running a version of the offline
reconstruction software optimized for fast processing. The HLT has access to the
high-resolution data and can therefore perform complex calculations similar to those
made in offline analysis if required for specially interesting events. The HLT selects
and sorts events in different datasets, called primary datasets (PDs), based on a
list of triggers, called trigger table or trigger menu. The trigger table is organized
so as to minimize the overlap between different primary datasets by putting events
with similar event contents and topologies into the same primary dataset. The HLT
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Figure 3.20: Architecture of the Level-1 Trigger.
software is designed to be flexible and to allow changes in the trigger table over
time. The HLT reduces the event rate from the L1 Trigger output rate (100 kHz)
down to an event rate of O(100) Hz that can be stored for further offline analysis.
The combined L1 and HLT reduction in the event rate is therefore by a factor of
∼ 105.
The maximum L1 and HLT event rates reached during stable beam conditions
in the 2010 run were around 65 kHz and 350 Hz, respectively. The live time for the




A necessary prerequisite for any type of physics analysis is the event recon-
struction. Different types of particles produce different detection patterns in the
CMS detector, as depicted in Figure 4.1. Muons produce hits in the inner tracking
system and the outer muon system and deposit very little energy in the calorimeters.
Electrons produce hits in the inner tracking system and deposit most of their energy
in the ECAL, while photons do not produce hits in the inner tracking system and
deposit most of their energy in the ECAL. Hadrons deposit most of their energy in
the HCAL, with charged hadrons also producing hits in the inner tracking system.
It is the goal of the event reconstruction algorithms to exploit these differences and
to use a combination of information from different CMS subdetectors in an attempt
to identify and measure particles and other higher-level objects present in the event.
The event reconstruction starts from raw data, containing digitized event in-
formation recorded by different subdetector systems, and applies to it a set of recon-
struction and pattern recognition algorithms in order to produce various higher-level
objects. At CMS, the event reconstruction process is divided into three steps: local,
global, and high-level reconstruction. In the local reconstruction step, digitized raw
data from individual subdetector modules are used to produce reconstructed hits, or
“RecHits”. The RecHits typically represent position measurements in the tracking-
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Figure 4.1: Transverse slice through the CMS detector depicting typical detection
patterns for muons, electrons, photons, and charged and neutral hadrons.
type subdetectors, such as the tracker and muon systems, or energy depositions in
the calorimetric subdetectors, such as the ECAL and HCAL. During the process of
local reconstruction, detector calibration and alignment data are extensively used to
assign the correct position or energy to a given RecHit. In the global reconstruction
step, information from different modules within a given subdetector is combined.
For example, charged particle tracks are reconstructed from tracker RecHits. In the
final, high-level reconstruction step, information obtained across different subdetec-
tors is combined to produce objects suitable for use in high-level triggering or for
physics analysis. For example, electrons are reconstructed by combining information
from the ECAL and tracker systems. Known dead or noisy channels in the CMS
subdetectors are masked in the event reconstruction.
The event reconstruction is performed utilizing the CMS application frame-
work based on the C++ and Python programming languages and the ROOT [85–87]
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data analysis framework. For more information about the architecture, design and
implementation of the CMS software framework, the reader is referred to [65] and
[79]. An important design feature of the reconstruction code is that the same code
is run both in the HLT and in the offline reconstruction. When used in the HLT,
the code is run in a configuration that gives the most precise reconstruction possible
within the allowed processing time. In order to additionally reduce the processing
time, the reconstruction is performed only in those regions of the detector from which
a Level-1 trigger was received. In this chapter, a brief overview of the reconstruction
of higher-level objects used in this analysis is presented.
4.1 Track and Vertex Reconstruction
The track reconstruction relies on a good estimate of the location of the lu-
minous region near the center of the CMS detector, where protons from both LHC
beams collide, and referred to as the beam spot. Starting from the location of the
beam spot, an initial round of track and vertex reconstruction is performed using
only pixel hits. The pixel vertices found at this stage are used in the standard track
reconstruction, which is performed in an iterative procedure making use of the Com-
binatorial Track Finder (CTF) [88–90]. Each iteration starts with the creation of
seeds that serve as building blocks for the initial estimate of a charged particle tra-
jectory. These initial trajectories are then propagated through the tracker volume in
order to find additional compatible hits in other layers of the tracker system. As new
compatible hits are found, track parameters and uncertainties are updated. This
70
procedure continues until the boundary of the tracker system is reached or until no
compatible hits are found. At that point, the final collection of compatible hits is
fitted to obtain the best estimate of the track parameters. There are six iterations in
total. The main difference between different iterations is in the seeding step. In the
first two iterations, triplets of pixel hits or pairs of pixel hits with an additional con-
straint from the beam spot or a pixel vertex are used as seeds to find prompt tracks
with transverse momenta pT > 0.9 GeV. The third iteration removes the transverse
momentum cut, while the fourth iteration includes hits from the strip tracker to
reconstruct displaced tracks. The last two iterations use pairs of strip tracker hits
as seeds for the reconstruction of tracks lacking pixel hits, such as tracks originating
from photon conversions or nuclear interactions in the tracker material. Between
each iteration, tracker hits that can be unambiguously assigned to tracks from the
previous iteration are removed from the collection of tracker hits. This reduced
collection of tracker hits is then used in the next iteration. At the end of each iter-
ation, the reconstructed tracks are filtered to remove those that are likely fakes and
to label the remaining tracks according to their quality. The filtering is performed
based on the number of hits in a track, the normalized χ2 of the track (χ2/ndof1),
the longitudinal and transverse impact parameters, and their significances2. The
reconstructed tracks failing the loosest selection are rejected, while those that pass
the tightest selection are labeled as highPurity [89]. The main advantage of this
iterative track reconstruction approach is high track reconstruction efficiency and a
1Number of degrees of freedom
2Impact parameter significance, SIP, is defined as the ratio of the impact parameter to its
uncertainty, i.e., SIP = IP/σIP.
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low fake rate.
The reconstruction of the primary interaction vertex starts from prompt tracks
selected based on their transverse impact parameter significance with respect to the
beam spot, number of strip and pixel hits, and the normalized track χ2 [91, 92]. The
selected tracks are then clustered based on their z coordinates at the point of closest
approach to the beam spot by requiring tracks in each cluster to be separated in
z by less than a distance zsep = 1 cm from their nearest neighbor. This particular
choice of the clustering distance represents a compromise between large values of
zsep, which result in merging of nearby vertices, and small values of zsep, which
produce false vertices from vertex splitting. Clusters containing at least two tracks
are fitted with an adaptive vertex fit [93] to compute the best estimate of vertex
parameters. If multiple primary vertices are reconstructed, they are stored in the
collection of primary vertices and ordered in descending order of the sum of the p2T
of the associated tracks. If no primary vertices are found, a fake primary vertex
with the same location as the beam spot is created. In the adaptive vertex fit, each
track associated with a vertex is assigned a track weight between 0 and 1 based on
its compatibility with the vertex. For a track consistent with the given vertex, its





wi − 3, (4.1)
where wi is the weight of the i
th track. This parameter is therefore strongly cor-
related with the number of tracks compatible with the primary interaction vertex,
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and can be used to select real pp collisions.
4.2 Electron Reconstruction
Electrons, being charged particles that deposit most of their energy in the
electromagnetic calorimeter, are reconstructed using information from both the inner
tracking system and the calorimeters. Electon and photon showers deposit their
energy across several neighboring ECAL crystals, resulting in the reconstruction of a
cluster of energy in the ECAL. However, the presence of the tracker material in front
of the calorimeter leads to the production of electron brehmsstrahlung and photon
conversions. Because of the strong solenoidal magnetic field, the energy reaching the
calorimeter is spread in φ when the shower starts in the tracker. Hence, to include
as much energy deposited by electrons and photons as possible, a cluster of clusters
extending in φ, called supercluster, is built. A supercluster is therefore a group of
one or more associated clusters of energy deposits in the ECAL characterized by a
narrow width in η and its spread in φ. The electron reconstruction at CMS [94–
96] is performed using two complementary algorithms with differing track seeding
procedure: the first uses tracker-driven seeding and the second uses ECAL-driven
seeding. The tracker-driven seeding is more suitable for low-pT electrons and also
performs better for electrons embedded inside jets. The ECAL-driven seeding starts
from the reconstruction and selection of ECAL superclusters with transverse energy
ET > 4 GeV and the ratio of the hadronic energy behind the supercluster over
the supercluster energy H/E < 0.15, and is optimized for isolated electrons. In
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the first filtering step, superclusters are matched to track seeds consisting of pairs
or triplets of pixel hits from which electron tracks are built using a Gaussian Sum
Filter (GSF) [97] algorithm. This algorithm is capable of modeling the electron
energy loss through radiative interactions in the tracker material and is able to
follow the change in curvature of the electron track, allowing an unbiased estimate
of the track momentum at both track ends. The initial filtering obtained through the
track-seeding procedure is complemented by an additional preselection. For tracker-
driven electron candidates, the preselection is based on a multivariate analysis [98].
For ECAL-driven electron candidates, the preselection is based on the matching
between the GSF track and the supercluster in η and φ. A small fraction of ECAL-
driven electron candidates (∼ 1% for isolated electrons) that are not accepted by
this matching preselection but which pass the multivariate preselection are kept in
the final collection of electron candidates. It is also possible for electron candidates
to be both tracker- and ECAL-driven.
4.3 Muon Reconstruction
Muons are reconstructed using information from the inner tracking system
and the muon system [99]. The CMS calorimeters provide supplementary informa-
tion used in muon identification variables. Before a dedicated muon reconstruction
can be performed, tracks are reconstructed independently in the inner tracking sys-
tem and in the muon spectrometer, resulting in a collection of tracker tracks and
standalone-muon tracks, respectively. In the outside-in reconstruction approach, a
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standalone-muon track is used as a starting point and a search is performed for a
matching tracker track. If a matching tracker track is found, a global-muon track is
fitted, combining hits from the tracker track and standalone-muon track. This type
of global track fit can improve the muon momentum resolution at large transverse
momenta (pT & 200 GeV). In the inside-out reconstruction approach, all tracker
tracks with pT > 0.5 GeV and p > 2.5 GeV are considered as potential muon can-
didates and are extrapolated to the muon system taking into account the expected
energy loss and the uncertainty arising from multiple scattering. If at least one
matching muon segment, i.e., a short track stub formed from DT or CSC hits, is
found at the expected location in the muon system, the corresponding tracker track
qualifies as a tracker-muon track. At low muon momenta (p . 5 GeV), this ap-
proach is more efficient than the global muon reconstruction since it requires only
one muon segment in the muon system.
The muon reconstruction therefore produces three non-exclusive categories
of muon candidates: standalone muons, global muons, and tracker muons. The
majority of muons from collisions are reconstructed as either global or tracker muons,
and often as both. Only about 1% of muons from collisions are standalone muons
only. This category of muons, however, is more susceptible to contamination from
cosmic muons. Muon candidates from all three categories are merged into a single
collection with each candidate containing information from all available fits. Tracker
and global muon candidates that share the same tracker track are merged into a
single muon candidate. Similarly, standalone muons having no corresponding global
muon are merged with a tracker muon if they share a muon segment.
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4.4 Particle-Flow Event Reconstruction
The particle-flow (PF) event reconstruction algorithm [100] provides an alter-
native particle identification. It starts from the following basic building elements :
reconstructed charged-particle tracks, calorimeter clusters, and muon tracks. The
clustering of the calorimeter energy deposits is performed separately in each sub-
detector: EB, EE, HB, HE, and the two layers of PS. In the HF, no clustering is
performed, so each HF cell gives rise to one cluster.
In general, a given particle is expected to give rise to more than one PF element
in different CMS subdetectors. It is therefore necessary to correctly link together
different PF elements in order to fully reconstruct each particle and to avoid any
possible double counting from different subdetectors caused by incorrect linking. It
is the task of the link algorithm to tentatively match each pair of the PF elements
and to define their “distance” as a measure of the link quality. For links between a
tracker track and a calorimeter cluster, the link distance is defined as the distance in
the η-φ plane between the track extrapolated to the calorimeter and the calorimeter
cluster; for links between two calorimeter clusters, it is defined as their distance in
the η-φ plane; and for links between a tracker track and a muon track, it is defined
as the χ2 of a global-muon track fit. The link algorithm finally produces blocks of
PF elements that are linked together, either directly or indirectly, with a reasonable
link distance.
PF blocks constitute input for the particle reconstruction and identification
part of the particle-flow algorithm. The muon reconstruction and identification is
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first performed for each PF block, followed by the electron reconstruction and iden-
tification. All PF elements used to build PF muons and electrons are then removed
from PF blocks. In the next step, all the remaining PF blocks and their constituent
elements give rise to charged hadrons, photons, or neutral hadrons, and less fre-
quently additional muons. Depending on the particle type, a dedicated calibration
of calorimeter clusters may be performed as part of the particle reconstruction and
identification. All particles reconstructed and identified by the particle-flow algo-
rithm are stored in a collection of PF candidates which represent a global description
of each event. This collection of PF candidates is used as input for the subsequent re-
construction of higher-level objects used in physics analysis. The particle-flow event
reconstruction has a built-in identification and removal of the anomalous noise sig-
nals in the calorimeters [98, 101], similar in performance to the calorimeter noise
cleaning implemented in the rest of the event reconstruction.
4.5 Jet and MET Reconstruction
Jets [102] are collimated sprays of energetic hadrons arising from the frag-
mentation and hadronization of an underlying quark or gluon. At CMS, jets are
reconstructed by clustering objects using the anti-kT [103] jet clustering algorithm.
In the standard event reconstruction at CMS, four different types of anti-kT jets
are reconstructed [104]: calorimeter jets (Calo jets), Jet-Plus-Track jets (JPT jets),
particle-flow jets (PF jets), and track jets. Different jet types combine differently
information from individual CMS subdetector in order to form the input for the
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jet clustering algorithm. For PF jets, the PF candidates are used as input for the
jet clustering algorithm. Since the particle-flow algorithm attempts to identify in-
dividual charged hadrons and photons inside jets, which constitute ∼ 90% of the
jets energy, PF jets are expected to have more precise momentum measurements
with better energy and spatial resolutions than the other jet types. In this analysis,
anti-kT PF jets with a radius parameter [103] R = 0.5 are used.
Neutral weakly interacting particles, such as neutrinos, produced in pp col-
lisions normally escape undetected, and their presence must be inferred from the
imbalance of total momentum. As stated in Section 3.2, the vector momentum
imbalance in the transverse plane is known as the missing transverse momentum,




. Its magnitude is called missing transverse energy (MET),
and is denoted by
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ET. In the standard event reconstruction at CMS, three different
types of
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ET). As with jets, different types of
/
ET combine
differently information from individual CMS subdetector in order to calculate the
missing transverse momentum. In the particle-flow event reconstruction, the miss-




is calculated as the negative of the vector sum of the







where the sum is performed over all PF candidates. The missing transverse energy
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For similar reasons as for PF jets, PF
/
ET is expected to perform better than the
other types of
/
ET. Hence, the particle-flow
/
ET is used in this analysis.
4.6 Event and Detector Simulation
An important aspect of experimental research is the simulation of processes
being measured in an experiment. In this way, it is possible to compare measured
results with theoretical expectations and establish how well a given process is under-
stood. Very often measured results lead to improvements in theoretical description.
At the same time, simulated processes are used to optimize the design of future
experiments and to develop and optimize analysis tools and techniques at existing
experiments. In searches for new physics simulated events are especially important
in establishing if measured results can be interpreted in the context of the Standard
Model, or if the effects of new physics are being observed. For all these reasons,
simulation tools have become indispensable in modern experimental research.
Simulation of collision events at particle colliders is divided in two steps. In
the first step, the collision process is simulated using software programs, called event
generators, that produce as their output a list of particles produced in the collision.
In the second step, these particles are passed on as input to software programs
that simulate the interaction of particles with the detector material. Both event
generator and detector simulation tools make use of Monte Carlo (MC) methods to
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simulate the probabilistic nature of particle collisions and interactions of particles
with matter.
4.6.1 Event Generation
Protons are color-neutral bound states of three quarks and “sea” gluons and
quark-antiquark pairs, collectively referred to as partons. Each of these partons
carries a fraction x of the proton momentum. The probability that parton a inside
proton A carries a fraction xa of the proton momentum is described by a parton
distribution function (PDF) fa/A(xa, Q
2), where Q2 is the square of the exchanged
four-momentum during the interaction. PDFs at a given Q2 have to be determined
from experimental data, and their evolution with Q2 is described by DGLAP equa-
tions [105]. When the two high-energy protons A and B inelastically collide, the
exchanged energy is typically much higher than the proton mass, leading to the in-
teraction time that is much shorter than a time scale on which partons inside a given
proton interact with each other. Because of this, parton a from proton A has enough
time to interact with only one parton, parton b, from proton B. Therefore, an inelas-
tic collision of protons A and B can be viewed as consisting of a “hard scattering” of
partons a and b and “soft interactions” among the remaining partons coming from
broken-up protons, often referred to as beam remnants. In the high energy limit,







s is the center-of-mass energy of the proton-proton system. Depending on
what charges they carry, partons will radiate photons and gluons which can split
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into quark-antiquark pairs which then further radiate. Hence, the hard scattering
will have associated with it initial- and final-state radiation (ISR/FSR radiation)
produced by incoming and outgoing partons, respectively. Everything else in the
event except the hard scattering and the associated ISR/FSR radiation is referred
to as the underlying event. A schematic view of a proton-proton collision is shown
in Figure 4.2.
Figure 4.2: Schematic view of a proton-proton collision, with a 2 → 2 hard scat-
tering event (from [105]).
The properties of the hard scattering component of proton-proton collisions
can be predicted with good precision using perturbative QCD. The underlying event,
on the other hand, involves non-perturbative QCD effects and therefore has to be
described by various phenomenological model which have to be properly “tuned” to
reproduce experimental observations. From the QCD factorization theorem [105],













corresponding to the structure depicted in Figure 4.3. Here, µF is the factorization
scale, which can be viewed as a scale that separates long- and short-distance physics,
and µR is the renormalization scale for the QCD running coupling. The standard
choice is µF = µR = µ, with µ set to some characteristic scale of the hard scattering
(e.g., the invariant mass of the system of hard scattering partons, the pT of the hard
scattering partons, etc.).
Figure 4.3: Diagrammatic structure of a generic hard scattering process
(from [105]).
All of the above-described features of proton-proton collisions and hard scat-
tering are employed in Monte Carlo event generators to simulate proton-proton
collision events. In more traditional event generators, such as pythia [106] and
herwig [107], the hard scattering is typically described by a 2→ 2 matrix element,
with the initial- and final-state radiation produced through the process called parton
showering [105]. The parton shower, however, is an approximation that describes
well soft and collinear radiation, but does not provide an accurate description of
hard, large-angle radiation. This is particularly important at the LHC where large
center-of-mass energy can give rise to events with multiple hard and well separated
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jets. For this purpose, new generation of event generators has been developed that
are capable of generating matrix elements with additional hard and well separated
partons in the final state. Examples of such event generators are MadGraph [108]
and alpgen [109]. They, however, do not generate soft and collinear radiation, and
therefore have to be interfaced with traditional event generator which provide the
showering of the partons coming from matrix elements. In this way, the phase space
for parton radiation is divided into two regions, one dominated by matrix elements
and another dominated by the parton showers. However, some care must be taken
when combining these two approaches, since they can overlap at the boundary of
these two phase space regions. To avoid any double-counting of such regions, algo-
rithms for matching matrix elements with parton showers have been developed [105].
The final stage of the event generation is the process of transforming partons
coming out of the parton shower to hadrons, which are observed experimentally.
This process, called hadronization, is based on phenomenological models that try to
capture main aspects of this otherwise non-perturbative process.
4.6.2 Detector Simulation
A detailed simulation of the CMS detector response is based on the Geant4 [110,
111] simulation toolkit, and is integrated in the CMS software framework [79]. Sev-
eral different Monte Carlo event generators can be interfaced with the CMS appli-
cation framework to provide the generated collision events as input for the detailed
detector simulation, often referred to as the full detector simulation. Monte-Carlo-
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generated collision events processed through the full detector simulation are recon-
structed in the same manner as collision data. The detector geometry description
used in the simulation and reconstruction of MC events can mimic ideal detector
conditions, and can also include realistic misalignment and miscalibration scenarios
as well as a map of dead and noisy channels found in the real detector. The position
and width of the beam spot in the simulation can be adjusted to match what is





The pair production of first-generation scalar leptoquarks in pp collisions de-
pends only on the leptoquark mass, as described in Section 2.2. From Figure 2.3, the
total pair-production cross section for scalar leptoquarks with MLQ ∼ 300 GeV is
approximately 1 pb. This observation lead to the expectation that light leptoquarks
could be discovered in the early LHC data, with less than 100 pb−1 of integrated
luminosity. The search described in this dissertation is performed using the very
first LHC collision data at
√
s = 7 TeV, and considering the limited amount of
integrated luminosity available, a simple event counting approach, often called a
“cut-and-count” approach, was adopted to analyze the data.
The basic strategy to search for pair production of first-generation scalar lep-
toquarks in the eνjj channel is to look for events containing exactly one electron
and at least two jets. The reason for not requiring exactly two high-pT jets is that
additional high-pT jets can arise from the initial- and final-state gluon radiation
(ISR/FSR jets). However, events with this signature can also arise from various
Standard Model processes with much larger production cross sections, collectively
referred to as background. Examples of such processes include the pair production
of top quarks (tt̄); associated production of a W boson with jets (W+jets); associ-
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ated production of a Z boson with jets (Z/γ∗+jets); and single top, diboson (WW ,
WZ, ZZ), b+jets, and γ+jets production. There is also a non-negligible contribu-
tion from QCD multijet events in which a jet is misidentified as an electron. Since
any leptoquarks expected to be discovered are heavier than any of the particles in
background processes, most of the background events can be rejected by simply
requiring the electron to have high pT. Similarly, the presence of a high-pT neutrino
results in the reconstruction of a large
/
ET. Hence, an additional requirement of
large reconstructed
/
ET will further reduce the background and lead to a reasonable
signal-over-background ratio (S/B). After the application of pT and
/
ET cuts, the
major sources of background events are the Standard Model processes with neutri-
nos in the final states (tt̄, W+jets, single top, diboson, and b+jets) and events with
spurious
/
ET due to mismeasurement of jets (Z/γ
∗+jets, γ+jets, and QCD multijet
events). The fact that all leptoquark decay products typically have high pT can be
exploited to further discriminate signal from the background by cutting on the ST
variable defined as:
ST = pT,e + pT,j1 + pT,j2 +
/
ET, (5.1)
where pT,e is the electron pT, and pT,j1 and pT,j2 are the pT of the leading and second
leading (in pT) jet, respectively. A cut on ST is a general event selection requirement
suitable for the selection of a decay of a pair of massive particles, and it provides
a strong signal-to-background discrimination power. At this stage of the selection,
the two dominant SM background processes are the pair production of top quarks
























Figure 5.1: Examples of LO Feynman diagrams for (a) tt̄ and (b) W+jets produc-
tion, the two dominant SM backgrounds in the eνjj channel.
Of all the SM background processes, W+jets production has the largest pro-
duction cross section. These events can be further suppressed by rejecting all events
in which the transverse mass of the electron and neutrino, MT,eν , is consistent with
the W boson mass. The transverse mass MT is defined as the Lorentz-invariant two-





T,2)(pT,1;µ + pT,2;µ), (5.2)









2 + 2 (ET,1ET,2 − ~pT,1 · ~pT,2) . (5.3)
In the limit of zero-mass particles (ET,i = pT,i), which is an approximation justified
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when ET,i ≈ pT,i  mi, Equation 5.3 reduces to
M2T = 2pT,1pT,2 (1− cos ∆φ12) , (5.4)
where ∆φ12 is the opening angle between particles 1 and 2 in the transverse plane.















ET is used as an estimator of the transverse momentum of the neutrino, and
∆φ(e,
/





. The MT distribution of the W exhibits a Jacobian peak at the W boson
mass, so selected events with MT,eν less than some value greater the W boson mass
are dominated by the W+jets background. A cut on MT,eν is thus useful for rejecting
W+jets events, as well as other SM backgrounds containing W bosons.
The invariant mass of the electron-jet pairs can be used to additionally qualify
the selected events and establish the presence of the leptoquark signal, since lepto-
quarks would produce a peak in the distribution of this observable. The same is true
for the transverse mass of the neutrino-jet pairs. These types of resonant signatures
in the lepton-jet spectra do not occur within the Standard Model.
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5.2 Data Samples
The proton-proton collision data used in this analysis were collected in 2010
by the CMS detector at the CERN LHC and correspond to an integrated lumi-
nosity of 36 pb−1. The number of additional inelastic pp collisions per bunch
crossing (pile-up) in the entire data-taking period considered was relatively mod-
est and corresponded to an average of approximately 2 pile-up interactions per
bunch crossing. Only runs that were taken during periods with stable LHC beams
and with all CMS subdetectors operating without problems have been used in the
analysis (the lumi mask file that was used to select certified luminosity sections is
Cert 136033-149442 7TeV Nov4ReReco Collisions10 JSON.txt1). The luminos-
ity profile for delivered, recorded, and certified collision data for the entire 2010 run
is shown in Figure 5.2. The collision data used in the analysis are stored in the pri-
mary datasets listed in Tables 5.1 and 5.2. The datasets include events collected by
a mixture of electron and photon triggers, respectively, except for the EG dataset
which contains both. The events used for the LQ search and for the determina-
tion of the main backgrounds in this analysis are collected by unprescaled triggers
forming the datasets listed in Table 5.1. Prescaled single photon triggers from the
datasets listed in Table 5.2 are used for a data-driven estimation of the QCD multi-
jet background, which is described in Section 5.5.2. To adapt to the rapid increase
in the instantaneous luminosity delivered by the LHC during the 2010 run, several
versions of the HLT trigger menu were deployed, with each new version applying
1Can be found in
/afs/cern.ch/cms/CAF/CMSCOMM/COMM DQM/certification/Collisions10/7TeV/Reprocessing/ or at
https://cms-service-dqm.web.cern.ch/cms-service-dqm/CAF/certification/Collisions10/7TeV/Reprocessing/
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more stringent trigger requirements in order to keep the total HLT rate within the
allowed limits (. 350 Hz). The trigger tables used to form the primary datasets
listed in Tables 5.1 and 5.2 are reported in Appendix A.
Figure 5.2: Luminosity profile and total integrated luminosity for delivered,
recorded, and certified collision data for the entire 2010 run at 7 TeV.
5.3 Monte Carlo Samples
The collision data are compared to samples of Monte Carlo generated events.
Different MC event generators were used to produce different MC samples, as de-
tailed below. For the generation of all the MC samples used in this analysis, the
CTEQ6L1 [35] parton distribution functions and the D6T [113] underlying event
tune were used. The detector geometry description included realistic subsystem
conditions such as dead and noisy channels, and the position and width of the beam
spot have been adjusted to match the collision data.
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Table 5.1: Electron primary datasets: dataset name, version of the CMS software (CMSSW) used for the event reconstruction,
run range considered and corresponding integrated luminosity Lint after removing data-taking periods with known detector
problems.
Primary dataset CMSSW version Run range (Data-taking era) Lint [pb−1]
/EG/Run2010A-Nov4ReReco v1/RECO CMSSW 3 8 6 136035–144114 (Run2010A) 3
/Electron/Run2010B-Nov4ReReco v1/RECO CMSSW 3 8 6 146428–149294 (Run2010B) 33
Total integrated luminosity 36
Table 5.2: Photon primary datasets: dataset name, version of the CMS software (CMSSW) used for the event reconstruction,
run range considered and corresponding integrated luminosity Lint after removing data-taking periods with known detector
problems.
Primary dataset CMSSW version Run range (Data-taking era) Lint [pb−1]
/EG/Run2010A-Nov4ReReco v1/RECO CMSSW 3 8 6 136035–144114 (Run2010A) 3
/Photon/Run2010B-Nov4ReReco v1/RECO CMSSW 3 8 6 146428–149294 (Run2010B) 33
Total integrated luminosity 36
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LQ signal samples are generated using the pythia [106] (v6.4.22) event gen-
erator and external SUSY Les Houches Accord (SLHA) decay files [114]. The ex-
ternal SLHA decay files specify the LQ decay products (in this case an electron
and a u quark or an electron neutrino and a d quark) as well as the branching
ratio β. The unknown Yukawa coupling λ is set to λ = 0.3. The LQ signal
samples at 10 different LQ masses, ranging from 200 to 500 GeV, are generated
with β = 0.5, and a generator-level filter selects only events in the eνjj channel
(LQLQ→ e−uν̄ed̄, νede+ū), with a filter efficiency of 2β(1− β) = 0.5. The selected
events are processed through the full detector simulation and event reconstruction.
Although the charge −1/3 LQs are generated, the analysis itself is not sensitive
to the LQ charge and therefore the model independence of the search is preserved.
The full list of the LQ signal samples is reported in Table 5.3 along with the num-
ber of generated eνjj events, the equivalent integrated luminosity (relative to the
nominal cross section with µ = MLQ and assuming β = 0.5), and the corresponding
NLO cross section at
√
s = 7 TeV [34] with the associated theoretical uncertainties
for each of the LQ samples. A theoretical uncertainty due to the definition of the
renormalization and factorization scales (both set to the same value µ) is estimated
by varying the scales by a factor of two, up and down, from the nominal value
µ = MLQ. A theoretical uncertainty related to the choice of PDFs used to model
the hard scattering of the pp collisions is estimated by varying PDFs within their
90% CL uncertainty using the CTEQ6.6 error PDF set [36].
In addition to the LQ signal samples, SM background samples have been pro-
duced. An inclusive tt̄+jets sample is generated using the MadGraph [108, 115]
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Table 5.3: Generated LQ signal samples used in the analysis. For each sample, the number of generated eνjj events, the
equivalent integrated luminosity, and the corresponding NLO cross section at
√
s = 7 TeV [34] with the associated theoretical
uncertainties, are reported.
MLQ Events Equivalent σNLO for δσNLO
[GeV] generated luminosity pp→ LQLQ +X [pb] due to
(eνjj only) β = 0.5 [pb−1] µ = MLQ µ = MLQ/2 µ = 2MLQ PDF unc. [pb]
200 109260 8.40× 103 11.9 13.5 (+13%) 10.2 (−14%) 0.97 (±8.2%)
250 110189 6.35× 104 3.47 3.93 (+13%) 2.99 (−14%) 0.37 (±11%)
280 109418 1.20× 105 1.82 2.05 (+13%) 1.56 (−14%) 0.22 (±12%)
300 109629 1.81× 105 1.21 1.37 (+13%) 1.04 (−14%) 0.16 (±13%)
320 110153 2.67× 105 0.82 0.93 (+13%) 0.71 (−14%) 0.11 (±14%)
340 109711 3.85× 105 0.57 0.64 (+13%) 0.49 (−14%) 0.084 (±15%)
370 110499 6.50× 105 0.34 0.38 (+13%) 0.29 (−14%) 0.054 (±16%)
400 108796 1.09× 106 0.20 0.23 (+13%) 0.175 (−14%) 0.036 (±17%)
450 110058 2.32× 106 0.095 0.11 (+13%) 0.081 (−15%) 0.0185 (±19%)
500 108507 4.72× 106 0.046 0.052 (+13%) 0.0395 (−15%) 0.010 (±22%)
93
(v4.4.12) event generator with inclusive top decays and matrix elements correspond-
ing to up to three additional partons. Approximate next-to-next-to-leading-order
(NNLO) calculations for the tt̄ production cross section are available [116, 117],
and events in this sample are normalized to an approximate NNLO cross section of
165 pb for a top quark mass of 173 GeV, as calculated in Reference [116]. W+jets
and Z+jets samples, in bins of the boson pT and additional parton multiplicity
(from 0 to 5 additional partons), are generated using the alpgen [109] (v2.13)
event generator with leptonic W and Z boson decays. Separately generating alp-
gen sample in bins of the boson pT and additional parton multiplicity allows for a
more efficient population of the regions of the phase space relevant for this analysis,
i.e., regions with high boson pT and high additional parton multiplicity. For the
W+jets (Z/γ∗+jets) sample, the sum of the LO cross sections for all alpgen sam-
ples is scaled to the NNLO W (Z/γ∗) production cross section calculated using the
fewz [118] cross-section calculator, keeping the relative contributions of different
samples the same as at the LO and thus assuming a constant k-factor2 for all bins
of the boson pT and additional parton multiplicity. Because of this assumption,
the W+jets samples are finally normalized to data using a procedure described in
Section 5.5.3.
The single top samples are produced for three separate production channels (s,
t, and tW ), and are generated using MadGraph (v4.2.11) with leptonic top decays
in the s- and t-channel samples and inclusive t and W decays in the tW -channel
sample. Examples of LO Feynman diagrams for the single top production in the s,
2k-factor is the ratio of a higher-order (e.g., NLO) to LO cross section for a given process.
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t, and tW channels are shown in Figure 5.3. Events in the s-channel sample are
normalized to an approximate NNLO cross section [119], while the t- and tW -channel
samples are normalized to NLO cross sections calculated using the mcfm [120] (v5.8)
cross-section calculator. The diboson samples (WW , WZ and ZZ) are generated
using pythia with inclusive W and Z boson decays and are normalized to NLO
cross sections calculated using mcfm. The b+jets and γ+jets samples are generated
using MadGraph (v4.4.33 and v4.4.30, respectively) in bins of HT
3 with matrix
elements corresponding to up to three and four additional partons, respectively. For
the b+jets and γ+jets samples, the LO cross sections obtained from MadGraph are
used. Events generated with MadGraph and alpgen are subsequently processed
with pythia (v6.4.22) to provide the showering of the partons, and to perform
the matching of the soft radiation with the contributions from the matrix element.
The full list of dataset names and corresponding theoretical cross sections, before
any data-driven rescaling, for the signal and background MC samples used in the
analysis is reported in Appendix B.
5.4 Event Selection
5.4.1 Electron Selection
Electron selection starts from the collection of GSF electron candidates, de-
scribed in Section 4.2, to which the High Energy Electron Pairs (HEEP) v3.0 se-
lection criteria for electron identification and isolation is applied in order to select
3Here, HT is definedas the scalar sum of the pT of all jets at the parton level where photons
































Figure 5.3: Examples of LO Feynman diagrams for single top production in s, t,
and tW channels.
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true electrons and reduce the contamination from fake electrons. The HEEP se-
lection criteria were originally developed for a Z ′ search in a final state containing
electons [121]. Since it is specifically optimized for high-pT electrons, the HEEP
selection was also adopted for the leptoquark searches at CMS. The HEEP selection
requires electron candidates to have an electromagnetic cluster in ECAL that is spa-
tially matched to a reconstructed track in the inner tracking system in both η and
φ, to have a shower shape consistent with that of an electromagnetic shower, and
to be isolated from additional energy deposits in the calorimeters and from addi-
tional reconstructed tracks, beyond the matched track, in the inner tracking system.
A detailed description of the HEEP selection criteria is given in Appendix C. All
electron candidates passing the HEEP selection criteria are further required to have
a transverse momentum pT > 35 GeV and pseudorapidity |η| < 2.2. Events with
more than one selected electron are rejected.
In addition, to remove possible fake electrons produced by an anomalous noise
signal in the ECAL [81] overlapping with a track, a topological cut on the lateral
shape of the ECAL supercluster associated with the electron is applied. The electron
is rejected if the so-called “Swiss Cross” [81] variable E4/E1, where E1 is the energy
of the highest energy crystal inside the supercluster and E4 is the sum of the energies
in the four adjacent crystals in η and φ, is less than 5%, i.e., if E4/E1 < 0.05.
The product of single-electron selection efficiency and the LQ signal accep-
tance, requiring a minimum electron pT of 35 GeV, is estimated from the MC signal
samples and varies from ∼ 76% to ∼ 83% for LQ masses from 200 to 500 GeV.
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5.4.2 Muon Selection
Reconstructed muon candidates are required to pass the muon identification
criteria defined under the GlobalMuonPromptTight selection type. This selection
type, designed to suppress hadronic punch-throughs and muons from decays in flight,
consists of the following requirements: the reconstructed muon is identified as a
global muon, the normalized χ2 (χ2/ndof) of the global-muon track fit is < 10, and
at least one muon chamber hit is included in the final track fit. To ensure a precise
measurement of the impact parameter, only muons with tracks containing at least
11 hits in the silicon tracker are considered. To reject cosmic muons, the transverse
impact parameter of the tracker track with respect to the beam spot is required to
be less than 2 mm. The relative isolation parameter is defined as the scalar sum of
the pT of all tracks in the tracker and the transverse energies of hits in the ECAL
and HCAL in a cone of radius R =
√
(∆η)2 + (∆φ)2 = 0.3 around the muon track,
excluding the contribution from the muon itself, divided by the muon pT. Muons
are required to have a relative isolation value less than 5%. Finally, in addition to
all of the above requirements, muon candidates are required to have a transverse
momentum pT > 10 GeV and pseudorapidity |η| < 2.4. A veto on the presence of




The reconstructed jets are first calibrated using jet energy corrections derived
from Monte Carlo simulation and in situ measurements using dijet and photon+jet
events [122]. Only jets with a transverse momentum pT > 30 GeV and pseudora-
pidity |η| < 3 are considered for further analysis. In order to reject any fake jets
arising from calorimeter or readout electronics noise, jet are required to pass the fol-
lowing jet quality criteria, collectively referred to as Loose PF Jet ID : number of jet
constituents4 > 1, neutral hadron fraction < 0.99, neutral electromagnetic (photon)
fraction < 0.99; and if within tracking fiducial region of |η| < 2.4, charged hadron
fraction > 0, charged electromagnetic (electron) fraction < 0.99, and charged mul-
tiplicity > 0. Finally, to address the double counting of electrons also reconstructed
as jets, the closest selected jet within distance ∆R =
√
(∆η)2 + (∆φ)2 = 0.3 from
the selected electron is removed from the jet collection.
5.4.4 Event Preselection
Events used in this analysis are collected by single-electron triggers without
isolation requirements. The trigger pT thresholds are dependent upon the running
period because of the evolving beam conditions during the 2010 run. The bulk of
the data were collected with a trigger requiring an electron with pT > 22 GeV. In
order to reduce the size of the data and MC and the time to analyze them, skims
were defined. For the MC samples, the skim requires every event to have at least
4Constituents of a PF jet are PF candidates
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one GSF electron with pT > 15 GeV. For data, the skim requires every event to
have at least one GSF electron with pT > 20 GeV.
As the first step in the selection of good collision candidate events, the coinci-
dence of the signals from both BPTX5 beam pick-up monitors [65], located around
the beam pipe at a distance of ±175 m from the interaction point on either side of
the CMS detector, which indicate the crossing of the two proton bunches (one from
each of the two LHC beams) at the interaction point, is required. This requirement
is not applied to the MC samples. In the second step, at least one primary ver-
tex reconstructed with the number of degrees of freedom > 4 (see Equation 4.1),
the position along the beam line |z| < 24 cm, and position in the transverse plane
r < 2 cm is required. In addition, the fraction of highPurity tracks is requested
to be greater than 25% in events with more than 10 tracks. This last requirement
removes rare beam-induced background, arising from collisions of the beam with
residual gas in the LHC vacuum chambers and interactions of stray protons with
limiting apertures upstream of the CMS detector, that produces high multiplicity
of clusters in the pixel detector and therefore results in the reconstruction of a large
number of fake tracks.
In order to verify the theoretical modeling of the SM background processes, a
preliminary event selection, preselection, is defined. The event preselection consists
of the following event selection requirements, where all the reconstructed objects
are required to pass the selection criteria described earlier in this Chapter (in Sec-
tions 5.4.1, 5.4.2, and 5.4.3):
5Beam Pick-up Timing for the eXperiments
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• exactly one electron with pT > 35 GeV and |η| < 2.2 present in the event;
• at least two jets with pT > 30 GeV and |η| < 3 present in the event;
•
/
ET > 45 GeV;
• ∆R(e, j) > 0.7, where j = j1, j2 are the two leading jets in pT;
•
∣∣∆φ(e,/ET)∣∣ > 0.8 and ∣∣∆φ(j1,/ET)∣∣ > 0.5;
• no selected muons with pT > 10 GeV and |η| < 2.4 (Nµ = 0);
• ST > 250 GeV.
The electron pT cut, the
/
ET cut, and the ST cut are looser than the ones
applied in the final selection. The jet |η| cut rejects possible fake jets reconstructed
in the forward region outside the tracker acceptance arising from the anomalous
signals in HF; this cut has a negligible impact on the LQ signal efficiency. The
electron |η| cut is applied to reduce the contribution from QCD multijet events; the
optimization of this cut is described in Section 5.4.5. The cut on selected muons is
useful for rejecting dileptonic tt̄ events with the eµ final state. The requirement on
∆R(e, j) is applied to reject events with fake electrons, while the
∣∣∆φ(e,/ET)∣∣ and∣∣∆φ(j1,/ET)∣∣ cuts are applied to reduce the contribution from QCD multijet events
and, in general, events with spurious
/
ET due to jet mismeasurement. The cut values
for ∆R(e, j),
∣∣∆φ(e,/ET)∣∣, and ∣∣∆φ(j1,/ET)∣∣ have been optimized using a procedure
described in Section 5.4.5.
In addition to the selection criteria already included in the event preselection,
the final, optimized event selection adds selection requirements on the following two
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observables: MT,eν and min(pT,e,
/
ET). A cut on the transverse mass MT,eν is used
to reject W+jets events since these typically have values for MT,eν close to the W
Jacobian peak; the min(pT,e,
/
ET) requirement exploits the fact that in LQ decays
both the electron and the neutrino usually have large pT, while this behavior is less
pronounced for the SM backgrounds. The cut values for MT,eν and min(pT,e,
/
ET)
have been optimized using a procedure described in Section 5.4.5.
A sufficient number of data events survive the preselection to allow a com-
parison with the predicted background yield, as well as between the predicted and
observed distributions for all the observables employed in the final event selection.
The shapes of the distributions for the SM backgrounds are taken from the corre-
sponding MC samples. The overall normalization of the MC samples is discussed
in more detail in Section 5.5. The QCD multijet background is entirely estimated
from data using a fake rate method described in Section 5.5.2. The pT and η dis-
tributions of the electron and the two leading jets are shown in Figures 5.4, 5.5,
and 5.6. The distribution of
/
ET and the minimum between the electron pT and the/
ET, min(pT,e,
/
ET), are shown in Figure 5.7. The distribution of the minimum be-
tween ∆R(e, j1) and ∆R(e, j2), min ∆R(e, j); and the distributions of
∣∣∆φ(e,/ET)∣∣
and
∣∣∆φ(j1,/ET)∣∣ are shown in Figure 5.8. Figure 5.9 shows the distribution of∣∣∆φ(j2,/ET)∣∣. The distribution of the transverse mass MT,eν , as defined in Equa-
tion 5.5, is shown in Figure 5.10, in linear and logarithmic scale. The distributions
of the number of selected muons and the ST distribution are shown in Figure 5.11.
The plot on the left in Figure 5.11 shows that events with at least one selected muon
















































































































Figure 5.4: The pT (left panel) and η (right panel) distributions of the selected
electron for events passing the event preselection. The distribution for the signal
with MLQ = 300 GeV and the contributing backgrounds are shown. The distribution
labeled “Other backgrounds” includes Z/γ∗+jets, diboson, single top, b+jets, and
γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is applied to the W+jets
MC prediction. The black dots indicate data, with error bars representing the















































































































Figure 5.5: The pT (left panel) and η (right panel) distributions of the leading jet
in pT for events passing the event preselection. The distribution for the signal with
MLQ = 300 GeV and the contributing backgrounds are shown. The distribution
labeled “Other backgrounds” includes Z/γ∗+jets, diboson, single top, b+jets, and
γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is applied to the W+jets
MC prediction. The black dots indicate data, with error bars representing the

















































































































Figure 5.6: The pT (left panel) and η (right panel) distributions of the second
leading jet in pT for events passing the event preselection. The distribution for
the signal with MLQ = 300 GeV and the contributing backgrounds are shown.
The distribution labeled “Other backgrounds” includes Z/γ∗+jets, diboson, single
top, b+jets, and γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is
applied to the W+jets MC prediction. The black dots indicate data, with error
bars representing the Poisson uncertainty on the bin content. The rightmost bin in
the pT distribution includes the overflow.
 [GeV]TE










































































































ET (left panel) and min(pT,e,
/
ET) (right panel) distributions of the
second leading jet in pT for events passing the event preselection. The distribution
for the signal with MLQ = 300 GeV and the contributing backgrounds are shown.
The distribution labeled “Other backgrounds” includes Z/γ∗+jets, diboson, single
top, b+jets, and γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is
applied to the W+jets MC prediction. The black dots indicate data, with error
















































































































































































Figure 5.8: The min ∆R(e, j) distribution (top) for events passing the electron,
jet, and
/
ET preselection cuts (other preselection cuts not applied); and the dis-
tributions of
∣∣∆φ(e,/ET)∣∣ (bottom left) and ∣∣∆φ(j1,/ET)∣∣ (bottom right) for events
passing the electron, jet,
/
ET, and min ∆R(e, j) preselection cuts (other preselection
cuts not applied). The distribution for the signal with MLQ = 300 GeV and the
contributing backgrounds are shown. The distribution labeled “Other backgrounds”
includes Z/γ∗+jets, diboson, single top, b+jets, and γ+jets. A rescaling factor of
1.18 described in Section 5.5.3 is applied to the W+jets MC prediction. The black































































































































Figure 5.9: The distribution of
∣∣∆φ(j2,/ET)∣∣ for events passing the electron, jet,/
ET, and min ∆R(e, j) preselection cuts (other preselection cuts not applied) (left
panel) and for events passing all preselection cuts except for the muon veto and the
ST cut (right panel). The distribution for the signal with MLQ = 300 GeV and the
contributing backgrounds are shown. The distribution labeled “Other backgrounds”
includes Z/γ∗+jets, diboson, single top, b+jets, and γ+jets. A rescaling factor of
1.18 described in Section 5.5.3 is applied to the W+jets MC prediction. The black
dots indicate data, with error bars representing the Poisson uncertainty on the bin
content. This observable is not used in the final event selection but it is included in
the event selection optimization described in Section 5.4.5.
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Figure 5.10: The MT,eν distribution in linear (left panel) and logarithmic (right
panel) scale for events passing the event preselection. The distribution for the signal
with MLQ = 300 GeV and the contributing backgrounds are shown. The distribution
labeled “Other backgrounds” includes Z/γ∗+jets, diboson, single top, b+jets, and
γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is applied to the W+jets
MC prediction. The black dots indicate data, with error bars representing the










































































































Figure 5.11: The distribution of the number of selected muons (left panel) for
events passing all preselection cuts except for the muon veto, and the ST distribution
(right panel) for events passing the event preselection. The distribution for the signal
with MLQ = 300 GeV and the contributing backgrounds are shown. The distribution
labeled “Other backgrounds” includes Z/γ∗+jets, diboson, single top, b+jets, and
γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is applied to the W+jets
MC prediction. The black dots indicate data, with error bars representing the
Poisson uncertainty on the bin content.
The number of expected LQ signal (for MLQ = 300 GeV assuming β = 0.5),
SM background, and observed data events after the event preselection are reported
in the first line of Table 5.5. Overall, a good agreement is observed at the preselection
stage between data and background predictions in the shape and normalization of
all the distributions employed in the final event selection.
5.4.5 Event Selection Optimization and Final Event Selection




ET), the minimum between the pT of the electron and the
/
ET;
• pminT,j , the minimum pT for the two leading jets;
• |ηmaxe |, the maximum |η| of the electron;
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•
∣∣ηmaxj ∣∣, the maximum |η| for the two leading jets;
• min ∆R(e, j), the minimum between ∆R(e, j1) and ∆R(e, j2);
•





∣∣∆φ(j1,/ET)∣∣, the absolute value of the azimuthal opening angle between the




∣∣∆φ(j2,/ET)∣∣, the absolute value of the azimuthal opening angle between the
second leading jet and the
/
ET;
• Nµ, the number of muons with pT > 10 GeV and |η| < 2.4;
• MT,eν , the transverse mass of the electron and the
/
ET defined in Equation 5.5;
• ST, the scalar sum of the pT of the electron and two leading jets, and the
/
ET.
The cut values on the above reconstructed observables are optimized by minimizing
the expected upper limit on the product of the leptoquark pair-production cross
section and the branching ratio 2β(1− β) in the absence of LQ signal in a scenario
with 30 pb−1 of integrated luminosity using a Bayesian method for calculating upper
limits described in Appendix F. The steps of the optimization are the following:
1. preliminary selection cuts are initialized as in the preselection defined in Sec-
tion 5.4.4;
2. holding the values of the cuts defined in step 1 constant, an optimization is




3. holding the values of the optimized cuts from steps 2 constant, an optimization
is performed by scanning the 3-dimensional space (
∣∣∆φ(e,/ET)∣∣, ∣∣∆φ(j1,/ET)∣∣,∣∣∆φ(j2,/ET)∣∣);
4. holding the values of the optimized cuts from steps 2 and 3 constant, an
optimization is performed by scanning the 3-dimensional space (min ∆R(e, j),
|ηmaxe |,
∣∣ηmaxj ∣∣), with ∣∣ηmaxj ∣∣ forced to be < 3 (to reject possible fake jets in HF).
The final, optimized event selection criteria are summarized in Table 5.4. An alterna-
tive discovery optimization that maximizes the significance estimator S/
√
S +B + σ2B,
where S and B are the number of signal and background events, respectively, pass-
ing the final selection and σB is the systematic uncertainty on the background, gives
similar results.
The optimized cut on
∣∣∆φ(j1,/ET)∣∣ is 0.5, consistent with the jet cone size. The
optimized cut on
∣∣∆φ(e,/ET)∣∣ of 0.8 is tighter than the one on ∣∣∆φ(j1,/ET)∣∣. For LQ
events, the region at low values of
∣∣∆φ(e,/ET)∣∣ is naturally depleted after the MT,eν
cut, allowing a harder cut on
∣∣∆φ(e,/ET)∣∣ without affecting the signal efficiency.
The optimization procedure suggests not to apply any
∣∣∆φ(j2,/ET)∣∣ requirement.
The optimized lower cuts on MT,eν and min(pT,e,
/
ET) are found to be 125 GeV and
85 GeV, respectively, for all LQ masses, while that on ST was found to vary with
the assumed LQ mass, as indicated in Table 5.4 and Figure 5.12. Figure 5.12 shows
the smooth dependence of the optimized ST cut on the assumed LQ mass.
Table 5.5 shows the expected LQ (for MLQ = 300 GeV assuming β = 0.5)
and SM background yields, and the number of observed events in data after dif-
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∣∣ηmaxj ∣∣ min ∆R(e, j) ∣∣∆φ(e,/ET)∣∣ ∣∣∆φ(j1,/ET)∣∣ Nµ MT,eν min(pT,e,/ET)
All > 30 GeV < 2.2 < 3 > 0.7 > 0.8 > 0.5 = 0 > 125 GeV > 85 GeV
200 ST > 350 GeV
250 ST > 410 GeV
280 ST > 460 GeV
300 ST > 490 GeV
320 ST > 520 GeV
340 ST > 540 GeV
370 ST > 570 GeV
400 ST > 600 GeV
450 ST > 640 GeV
500 ST > 670 GeV
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Figure 5.12: Optimized ST cut employed in the final event selection as a function
of the LQ mass.
ferent stages of the event selection. Table 5.6 shows the expected LQ (for all LQ
masses considered assuming β = 0.5) and SM background yields, and the number of
observed events in data after applying the final, optimized event selection summa-
rized in Table 5.4. The dominant background contributions are from tt̄ and W+jets
events, while the contribution from the other backgrounds is below 25% of the total
background for all the LQ masses considered in this analysis. The signal selection
efficiencies reported in Tables 5.5 and 5.6 include the kinematic acceptance, and are
estimated from the MC signal samples. The uncertainties reported in Tables 5.5 and
5.6 are statistical. Systematic uncertainties are discussed in Section 5.6. The ex-
pected yield for the SM background processes and the number of observed events in
data are in agreement within statistical uncertainties at each stage of the selection.
Figure 5.13 shows the distribution of ST after applying the final selection ex-
cept for the optimized ST cut. Figure 5.13 also shows the electron-jet invariant mass,
Mej, and the neutrino-jet transverse mass, MT,νj, after applying the final selection
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Table 5.5: Expected LQ (for MLQ = 300 GeV assuming β = 0.5) and SM background yields, and the number of observed events
in data for the integrated luminosity of 36 pb−1 after different stages of the event selection. “Other bkgs” includes Z/γ∗+jets,
diboson, single top, b+jets, and γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is applied to the W+jets MC
prediction. The reported uncertainties are statistical. Systematic uncertainties are discussed in Section 5.6. The product of
signal acceptance and efficiency is also reported (the statistical uncertainty is less than 1%).
Cut
Signal (MLQ = 300 GeV) SM backgrounds Events
Selected Acceptance Selected events in in
events ×efficiency tt̄ W+jets Other bkgs QCD multijet Total Data
Preselection 11.52± 0.03 0.529 132.9± 0.7 306± 3 44.6± 0.6 13.7± 0.4 497± 4 505
MT,eν > 125 GeV 10.01± 0.03 0.459 22.7± 0.3 14.2± 0.8 3.3± 0.2 3.5± 0.2 43.6± 0.9 46
min(pT,e,
/
ET) > 85 GeV 7.89± 0.03 0.362 5.3± 0.2 3.0± 0.4 0.63± 0.06 0.27± 0.05 9.2± 0.4 7
ST > 490 GeV 6.89± 0.03 0.317 1.09± 0.07 1.0± 0.2 0.27± 0.05 0.14± 0.04 2.5± 0.2 2
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Table 5.6: Expected LQ (assuming β = 0.5) and SM background yields, and the numbers of observed events in data for the
integrated luminosity of 36 pb−1 after the final, optimized event selection. “Other bkgs” includes Z/γ∗+jets, diboson, single top,
b+jets, and γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is applied to the W+jets MC prediction, as described
in Section 5.5.3. The reported uncertainties are statistical. Systematic uncertainties are discussed in Section 5.6. The product
of signal acceptance and efficiency is also reported for different LQ masses (the statistical uncertainty is less than 1%).
MLQ (ST cut) Signal SM backgrounds Events
[GeV] Selected Acceptance Selected events in in
events ×efficiency tt̄ W+jets Other bkgs QCD multijet Total Data
200 (ST > 350) 34.5± 0.2 0.161 3.6± 0.1 2.2± 0.3 0.48± 0.06 0.20± 0.04 6.5± 0.3 5
250 (ST > 410) 15.9± 0.1 0.255 2.24± 0.09 1.7± 0.3 0.35± 0.05 0.18± 0.05 4.4± 0.3 3
280 (ST > 460) 9.54± 0.05 0.291 1.43± 0.08 1.2± 0.2 0.29± 0.05 0.14± 0.04 3.1± 0.2 3
300 (ST > 490) 6.89± 0.03 0.317 1.09± 0.07 1.0± 0.2 0.27± 0.05 0.14± 0.04 2.5± 0.2 2
320 (ST > 520) 5.03± 0.02 0.339 0.75± 0.05 0.8± 0.2 0.22± 0.05 0.13± 0.04 1.9± 0.2 2
340 (ST > 540) 3.73± 0.02 0.364 0.65± 0.05 0.7± 0.2 0.20± 0.05 0.12± 0.04 1.6± 0.2 2
370 (ST > 570) 2.40± 0.01 0.396 0.50± 0.04 0.6± 0.1 0.18± 0.04 0.08± 0.03 1.3± 0.2 1
400 (ST > 600) 1.57± 0.01 0.426 0.34± 0.04 0.5± 0.1 0.17± 0.04 0.08± 0.03 1.1± 0.1 1
450 (ST > 640) 0.797± 0.003 0.467 0.26± 0.03 0.4± 0.1 0.13± 0.04 0.08± 0.04 0.9± 0.1 0
500 (ST > 670) 0.417± 0.001 0.500 0.18± 0.03 0.4± 0.1 0.12± 0.04 0.08± 0.04 0.8± 0.1 0
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optimized for MLQ = 300 GeV (ST > 490 GeV). The Mej (MT,νj) distribution con-
tains two entries per event since there are two electron-jet (
/
ET-jet) pairs in each
event. Only one of the two pairs corresponds to the LQ decay products; the other
pair is combinatorial background. Despite this, the Mej and MT,νj distribution both
exhibit a peak at the mass of the leptoquark. Although they are not used in the
event selection, both represent important control distributions that could be used
to verify the presence of the LQ signal. All three distributions in Figure 5.13 show
good agreement with SM predictions. Event displays for the three highest-ST events
are shown in Appendix D.
5.5 Background Estimation
An essential ingredient in any search for new physics is a sound understanding
of the SM backgrounds. In order to be able to claim an observation or discovery
of new physics, it is necessary to have a reliable estimation of various background
processes. Very often the background estimation relies on MC simulation of the
background processes. However, it is advantageous to reduce the dependence on the
theoretical modeling of the background processes and detector response by supple-
menting MC-based predictions with information from data, and obtain a data-driven
background prediction.
In this analysis, a combination of MC-based and data-driven techniques is
used. The estimation of the SM backgrounds for this analysis is done in sequence
as follows. The shapes of the kinematic distributions for tt̄, single top, Z/γ∗+jets,
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Figure 5.13: The ST distribution (top) for events passing the final selection exclud-
ing the optimized ST cut itself (the preselection ST > 250 GeV cut is applied), and
the distributions of Mej (bottom left) and MT,νj (bottom right) for events passing
the final selection optimized for MLQ = 300 GeV (ST > 490 GeV). The distribution
for the signal with MLQ = 300 GeV and the contributing backgrounds are shown.
The distribution labeled “Other backgrounds” includes Z/γ∗+jets, diboson, single
top, b+jets, and γ+jets. A rescaling factor of 1.18 described in Section 5.5.3 is ap-
plied to the W+jets MC prediction. The black dots indicate data, with error bars
representing the Poisson uncertainty on the bin content. The rightmost bin includes
the overflow.
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diboson, b+jets, and γ+jets backgrounds are taken from the corresponding MC
samples (normalized to the corresponding theoretical cross sections, as described
in Section 5.3). The QCD multijet background is estimated from data using the
fake rate method described in Section 5.5.2. Finally, the shapes of the kinematic
distributions for the W+jets background are taken from the corresponding MC
samples, with the overall normalization determined from data at the preselection
stage. The procedure used to normalize the W+jets background is described in
Section 5.5.3.
5.5.1 tt̄ Background
Since an approximate NNLO cross section for the tt̄ production of 165±10 pb
calculated for a top quark mass of 173 GeV [116] is consistent with the CMS
measurement of the tt̄ production cross section of 168 ± 18 (stat.) ± 14 (syst.) ±
7 (lumi.) pb [123], no rescaling of the tt̄ MC sample is performed. However, the
overall uncertainty of 14% on the measured cross section is assigned as the normal-
ization uncertainty on the tt̄ background.
5.5.2 QCD Multijet Background
A jet has a small probability to be reconstructed as a good electron. Such
electrons are called fake electrons. The fake electrons are mainly produced through
the following processes: charged pions charge-exchanging upon entering into a de-
tecting element and the resulting π0 decaying to a pair of photons, superclusters
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accidentally overlapping with a charged particle track, and photons converting to
an electron-positron pair inside the tracker volume. In addition, all non-prompt real
electrons originating from decays of hadrons are also considered fake electrons.
Although the probability for a jet to be reconstructed as a good electron is
relatively small, the presence of several jets in the event and a large production
cross section lead to a non-negligible background from QCD multijet events. The
large production cross section and the underlying uncertainties on the MC modeling
of the QCD multijet events and the processes leading to the production of fake
electrons make the use of MC samples to estimate this background impractical and
insufficiently reliable. The contribution to the background from QCD multijet events
is therefore estimated from data using the fake rate method described below.
5.5.2.1 Fake Rate Method
To estimate the background from QCD multijet events, we select multijet
events with kinematics similar to the signal and weight each event by the probabil-
ity for a jet to fake an electron. To do this, we need two samples: one to evaluate
the probability for a jet to pass the electron identification requirements and an-
other containing events with kinematics similar to the signal. The latter sample is
obtained by selecting events with exactly one isolated supercluster passing the isola-
tion criteria listed in Table 5.7 and the “Swiss Cross” cut described in Section 5.4.1,
at least two jets, and large
/
ET, that satisfy the selection criteria of the analysis
described in Sections 5.4.4 and 5.4.5, where the listed kinematic requirements on
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electrons are instead applied to superclusters. Because of the isolation requirements
(see Table 5.7) looser than those in the HEEP selection and lack of electron iden-
tification requirements applied to the superclusters, this sample, referred to as the
cνjj sample, is dominated by QCD multijet events. The number of QCD multijet
events entering the sample with one good electron, at least two jets, and large
/
ET,




cνjj events in data
P (e|c : ET, η), (5.6)
where e is a reconstructed electron passing the HEEP selection criteria described in
Appendix C, N eνjjQCD is the number of QCD multijet events entering the eνjj sample,
c is a isolated supercluster passing the appropriate isolation and “Swiss Cross” cuts,
and P (e|c) is the probability for a supercluster c to be reconstructed as a good
electron e. This probability, or “fake rate” can in principle depend on the ET and
η of the supercluster, and is thus denoted P (e|c : ET, η). The sum is performed
over the cνjj events in data passing the selection criteria at each considered stage
of the event selection. Events in the cνjj sample with a good reconstructed electron
are rejected in order to reduce the contamination from W+jets events or any other
processes with prompt electrons in the final state. It is important to realize that in
multijet events with more than one isolated superclusters present, each supercluster
has a probability to be reconstructed as a good electron. However, it was found
that such events, if considered, would represent only a few percent of the total
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cνjj sample, and were found to have kinematic features similar to cνjj events with
exactly one isolated supercluster. Hence, to simplify the procedure of calculating
N eνjjQCD, multijet events with two or more isolated superclusters are not considered in
Equation 5.6.
Table 5.7: Isolation criteria for superclusters employed in the estimation of the
QCD multijet background. This selection has to be looser than the one applied in
the HEEP selection for electrons. However, in the barrel (endcaps) this is strictly
true only for superclusters with ET < 200 GeV (ET < 225 GeV). Since the fake
rate calculation is dominated by the lower-ET superclusters, this inconsistency has
a negligible effect on the final fake rate.
Variable name Barrel threshold Endcap threshold
H/E < 0.05 < 0.05
ECAL Isolation [GeV] < 6 + 0.01× ET
if ET < 50 GeV: < 6 + 0.01× ET
if ET > 50 GeV: < 6 + 0.01× (ET − 50)
The EG and Photon datasets listed in Table 5.2 are used to estimate the QCD
multijet background. The events in the cνjj sample are collected by a combination
of prescaled and unprescaled (depending on the run range) single-photon triggers
with different ET thresholds, given in Table 5.8. The ET threshold of the lowest-ET
trigger used (HLT Photon30 Cleaned L1R) is 30 GeV; this value is 5 GeV below the
electron pT cut used in the event preselection, which is enough to avoid any trigger
threshold bias. Each event passing the cνjj selection criteria is properly reweighted
in the sum of Equation 5.6 according to the pT of the triggered photon, with the
event weight equal to the prescale of the corresponding single-photon trigger (e.g.,
in the run range 148108–149294, events in which the pT of the triggered photon is
between 30 and 50 GeV are reweighted with an event weight equal to the prescale
of the HLT Photon30 Cleaned L1R trigger. Similarly events in which the pT of the
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triggered photon is between 50 and 70 GeV are reweighted with an event weight
equal to the prescale of the HLT Photon50 Cleaned L1R trigger).
Table 5.8: Single-photon triggers employed in the estimation of the QCD multijet
background. The information on the trigger prescales is reported for different run
ranges. Single-photon triggers with higher pT thresholds were included in the HLT
trigger menus for later runs with higher instantaneous luminosities.
Trigger name / Run range 136035–147145 147146–148107 148108–149294
HLT Photon30 Cleaned L1R not prescaled prescaled prescaled
HLT Photon50 Cleaned L1R N/A not prescaled prescaled
HLT Photon70 Cleaned L1R N/A N/A not prescaled
5.5.2.2 Fake Rate Calculation
The fake rate, P (e|c), is defined as the ratio between the number of electrons,
Ne, and the number of superclusters, Nc, in a sample of QCD multijet events passing
the following selection criteria:
• single-photon trigger, as described in Section 5.5.2.1;
• exactly one isolated supercluster c with pT > 35 GeV, passing the isolation
criteria and the “Swiss Cross” cut;
• at least N jets with pT greater than 30 GeV, with N equal to 1, 2, or 3.
Superclusters reconstructed as jets are removed from the jet collection using
the same technique described in Section 5.4.3 for the electron-jet overlap;
• ∆R(c, j) > 0.7, where j is any of the jets with pT greater than 30 GeV;
•
/




ET cut, this sample is orthogonal to the cνjj used in the estimation of the
QCD multijet background. The requirements of exactly one isolated supercluster
and
/
ET reduce the contamination from real electrons from Z → ee and W → eν
events, respectively. The event selection criteria listed above select a sample enriched
in QCD multijets events with an overall Ne contamination of about 25–30%, mainly
coming from γ+jets, W+jets and Z/γ∗+jets processes, as estimated from MC. This
contamination becomes close to 90–100% for very high-pT electrons in the barrel,
and is dominated by W+jets events. The contamination for Nc is negligible.
The fake rates are calculated for the barrel and separately for the two endcap
regions (|η| < 2.2 and |η| > 2.2). In addition, each set of fake rates is obtained for
three different jet multiplicity requirements, i.e., for Njets ≥ 1, 2, and 3. The fake
rate is not expected to depend strongly on the multiplicity of jets far away from
the supercluster. Any residual dependence of the fake rate on the jet multiplicity
can be assigned as a systematic uncertainty on the estimated amount of the QCD
multijet background. The contamination of real electrons in the numerator of the
fake rate is based on MC predictions, and is subtracted from the data as a function
of the electron pT. The MC-corrected fake rate for the Njets ≥ 1 case is shown
in Figure 5.14 as a function of the supercluster ET, separately for the barrel and
the two endcap regions. In the barrel, the fake rate is essentially flat as a function
of the supercluster ET, while it grows linearly in both endcap regions (a similar
trend is observed also for the other jet multiplicity requirements). A zero-degree
(first-degree) polynomial fit is performed for the barrel (endcap) fake rates. The fit
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 / ndf 2χ  8.112 / 8
p0        0.001847± 0.01725 
p1        2.663e-05± 0.0002699 
Figure 5.14: Probability P (e|c) for an isolated supercluster c to be reconstructed
as a HEEP electron e as a function of the supercluster ET in the ECAL barrel
(top) and two endcap regions, |η| < 2.2 (bottom left) and |η| > 2.2 (bottom right),
calculated from data events with exactly one supercluster, at least one jet with
pT > 30 GeV, and passing the other selection criteria described in Section 5.5.2.2.
A MC-based pT-dependent correction to remove the contribution from real electrons
in the numerator of the fake rate is applied. The black line is the result of the zero-
degree (first-degree) polynomial fit to the barrel (endcap) fake rate.
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Table 5.9: MC-corrected fake rate functions, P (e|c), for superclusters reconstructed in the ECAL barrel and endcaps for
different jet multiplicity requirements (with jet pT > 30 GeV). Statistical uncertainties on the fit are shown. The last two
columns show the estimate of the number of QCD multijet events (using Equation 5.6) in the eνjj sample at the preselection
stage (without the muon veto applied) and after the final selection (optimized for MLQ = 300 GeV) for different jet multiplicity
requirements.
P (e|c) = Barrel Endcap 1 Endcap 2 N eνjjQCD N eνjjQCD
A+B × pT (|η| < 2.2) (|η| > 2.2) presel. final sel.
(MLQ = 300 GeV)
1 c+Njets ≥ 1
A (5.1± 0.2)× 10−3 (9.3± 1.1)× 10−3 (1.7± 0.2)× 10−2
16.8± 0.5 0.133± 0.041
B - (1.4± 0.2)× 10−4 (2.7± 0.3)× 10−4
1 c+Njets ≥ 2
A (4.0± 0.2)× 10−3 (2.3± 1.7)× 10−3 (1.1± 0.3)× 10−2
13.9± 0.4 0.135± 0.042
B - (2.1± 0.2)× 10−4 (2.8± 0.4)× 10−4
1 c+Njets ≥ 3
A (4.2± 0.5)× 10−3 (2.9± 3.6)× 10−3 (8.4± 6.0)× 10−3
13.6± 0.4 0.125± 0.038
B - (1.8± 0.4)× 10−4 (2.8± 0.8)× 10−4
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The QCD multijet events contributing to the eνjj sample are events with at
least three jets, with one of the jets reconstructed as a HEEP electron. Therefore,
the sample used to estimate the fake rate for this analysis is the one labeled “1
c+Njets ≥ 2”.
5.5.2.3 QCD Multijet Background Estimation
At each step of the event selection, the shape of the kinematic distributions and
the normalization of the QCD multijet background are estimated using the method
described in Section 5.5.2.1. Table 5.5 reports the contribution of the QCD multijet
background at different stages of the event selection using the “1 c+Njets ≥ 2” fake
rates. After the final selection, the contribution of the QCD multijet background
varies from ≈ 3% (for MLQ = 200 GeV) to ≈ 10% (for MLQ = 500 GeV) of the
total background, as reported in Table 5.6. The kinematic distributions for QCD
multijet events are included in all the figures shown in Chapter 5.
The estimated of the QCD multijet background is repeated using the fake rates
for different jet multiplicities. The results are reported in the last two columns of
Table 5.9. A variation of ≈ 25% among the different estimates at the preselection
stage, calculated as
|N eνjjQCD(“1 c+Njets ≥ 1”)−N eνjjQCD(“1 c+Njets ≥ 3”)|/N eνjjQCD(“1 c+Njets ≥ 2”),
is taken as a systematic uncertainty on the estimated amount of the QCD multi-




As described in Section 5.3, the W+jets MC samples are initially normal-
ized to the NNLO production cross section assuming a constant k-factor for all
bins of the boson pT and additional parton multiplicity. Since higher order cor-
rections can be different in different regions of the phase space, this assumption
is not necessarily correct. Hence, the W+jets samples are normalized to data in
a background-dominated region in order to reduce dependence on the theoretical
modeling of the W+jets background. This normalization can only be done once all
the other backgrounds have been determined.
After applying the event preselection described in Section 5.4.4, and requiring
that the transverse mass MT,eν of the electron-neutrino pair is between 50 and
110 GeV, i.e., close to the W Jacobian peak, the event sample is dominated by
W+jets events (see Figure 5.10), with a contamination of approximately 35% from
other SM backgrounds and less than 1% from LQ signal with MLQ & 250 GeV. The
number of events in data is compared to the predicted background yields, and a
data/MC rescaling factor for the W+jets background at the preselection stage is
computed:
RW =
Ndata − (Ntt̄ +NQCD +Nother)
NW
= 1.18± 0.12, (5.7)
where Ndata is the number of events in data, Ntt̄ is the predicted number of tt̄ events,
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NQCD is the predicted number of QCD multijet events, Nother is the predicted number
of events from the other MC samples (Z/γ∗+jets, diboson, single top, b+jets, and
γ+jets), and NW is the number of W+jets events before any rescaling. This factor
is included in all the W+jets MC predictions shown in tables and figures of this
dissertation. The uncertainty on RW is calculated by combining in quadrature the
statistical uncertainty on the data and MC events and the systematic uncertainties
on the “non-W+jets” backgrounds discussed in Section 5.6. The 10% uncertainty on
RW is the systematics uncertainty on the normalization of the W+jets background.
5.6 Systematic Uncertainties
Systematic uncertainties on the number of selected signal and background
events are estimated using both MC-based and data-driven techniques. The follow-
ing sources of systematic uncertainties are considered: data-driven normalization,
tt̄ and W+jets background shape, jet/
/
ET and electron energy scale, integrated lu-
minosity, MC statistical uncertainty, and the electron trigger, reconstruction, iden-
tification and isolation efficiency.
As described in Section 5.5.1, an overall uncertainty on the CMS measurement
of the tt̄ production cross section of 14% [123] is assigned as a data-driven systematic
uncertainty on the normalization of the tt̄ background. The W+jets background
is normalized to data at the preselection stage using events in the W Jacobian
peak of the MT,eν distribution, as described in Section 5.5.3. An uncertainty on
the rescaling factor RW of 10% is assigned as a data-driven systematic uncertainty
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on the normalization of the W+jets background. The data-driven normalization
uncertainties for the tt̄ and W+jets backgrounds are conservatively assumed to
be fully correlated. A data-driven normalization uncertainty on the QCD multijet
background consists of a 25% systematic uncertainty on the estimated amount of the
QCD multijet background, described in Section 5.5.2.3, summed in quadrature with
the statistical uncertainty on the estimated amount of the QCD multijet background
reported in Table 5.6. An overall data-driven normalization uncertainty is obtained
by first linearly adding tt̄ and W+jets uncertainties, and then adding the result
in quadrature with the QCD multijet uncertainty, taking into account the relative
contributions of each of these backgrounds to the total background.
A systematic uncertainty due to the modeling of the shape of the MT,eν and
ST distribution of the dominant tt̄ and W+jets backgrounds is estimated using
MadGraph samples produced with renormalization/factorization scales and jet
matching thresholds that are a factor of two higher and lower than the nominal
values. In addition, for the study of the tt̄ background shape, an inclusive tt̄ sample
generated using the mc@nlo [124] event generator is used. The largest deviation in
the number of tt̄ (W+jets) events passing the event preselection and the final MT,eν
or ST (for MLQ = 300 GeV) cut between these MC samples and the default MC
sample is used to assign a 28% (49%) systematic uncertainty on the tt̄ (W+jets)
background shape, as described in Appendix E. The background shape uncertainties
for the tt̄ and W+jets backgrounds are conservatively assumed to be fully correlated,
and are therefore added linearly, taking into account the relative contributions of
each of these backgrounds to the total background.
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The uncertainty on the electron energy scale in the ECAL barrel (endcaps)
is estimated using π0 and η meson decays to be 1% (3%) [80]. The uncertainty on
the jet energy scale was estimated as a function of η and pT of the reconstructed
jets [122]. However, a conservative 5% uncertainty on the jet energy scale is used
for the entire η and pT range of the reconstructed jets. In order to estimate the
effect of these uncertainties, the event selection is repeated after rescaling the jet
and electron energies by a factor of 1 ± δ, where δ is the relative uncertainty on
their energy scales. Since
/
ET is a composite object, its scale depends on both the
exact topology and the types of particles present in the final state. For the final
state considered in this analysis, the uncertainty on the
/
ET scale is primarily affected
by the uncertainty on the jet energy scale. Therefore, while varying the jet energy
scale, a new
/










(~pT − ~pT′), (5.8)
where ~pT is the transverse momentum vector of the original jet, ~pT
′ is the transverse
momentum vector of the jet with modified energy scale, and the sum is performed
over all reconstructed jets with pT > 10 GeV. The event selection is then repeated
using ~pT
′ for the jets and
/
ET
′ for the missing transverse energy. The maximum
change in the total number of signal and background events due to the variation of
the jet/
/
ET and electron energy scales is used to estimate the size of this systematic
uncertainty. Given that the data-driven uncertainties for the W+jets background
are determined at the event preselection stage, the variation in number of W+jets
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events is computed relative to that stage of the selection in order to avoid overesti-
mation of the jet/
/
ET and electron energy scale uncertainties. The same procedure





ET), Nµ, and ST cuts from the event preselection, since in this case the data-
driven uncertainties are derived from the CMS tt̄ cross section measurement. This
uncertainty is not derived for the QCD multijet background, since this background
is estimated directly from data. The size of this systematic uncertainty for signal
and background events is reported in Table 5.10. This systematic uncertainty is
conservatively assumed to be fully correlated among individual background compo-
nents, and is therefore combined by linearly adding individual uncertainties, taking
into account the relative contributions of different background components to the
total background.
The uncertainty on the absolute normalization of the integrated luminosity of
the data sample used in this analysis is estimated to be 4% [125]. This uncertainty
is taken into account for the signal samples and those background samples that do
not have a data-driven normalization.
The trigger menu was evolving during the data taking to adapt to the steady
increase in the instantaneous luminosity delivered by the LHC. About 80% of the
data used in this analysis was collected towards the end of the 2010 run by single-
electron unprescaled triggers with an efficiency of about 97% for HEEP electrons.
This trigger efficiency is measured using a sample of Z → ee events from data
that have both electrons passing the HEEP selection. The efficiency is measured
using the tag-and-probe method [126]. The tag electron is required to have passed
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a single-electron trigger, giving an unbiased sample of probe electrons to measure
the trigger efficiencies. The main source of inefficiency for these triggers is that the
HLT requires a track with a greater number of hits than the offline reconstruction.
The same trigger menu that was used to collect the data is not available in the sim-
ulated samples. Hence, no HLT requirement was applied to MC samples. For this
reason, a 3% uncertainty is assigned to the electron selection efficiency due to the
electron trigger requirements. Similarly, the electron reconstruction, identification
and isolation efficiency is estimated using a sample of Z → ee events from data.
The uncertainty on the reco/ID/isolation efficiency is found to be 0.5% (0.9%) in
the ECAL barrel (endcaps), and the efficiency itself in the ECAL barrel (endcaps)
is found to be about 2% (1%) lower in data than in MC simulation [121]. Fur-
thermore, MC studies indicate that this efficiency decreases with the presence of
additional jets in the event. Hence, a conservative 5% uncertainty is assigned on
the electron reco/ID/isolation efficiency. The trigger and reco/ID/isolation uncer-
tainties are added in quadrature, giving an overall 6% uncertainty on the electron
selection efficiency. This uncertainty is not applicable to the background samples
that have data-driven normalization, since these effects are already included in the
normalization uncertainty.
The statistical uncertainty on the number of MC signal and background events
passing the final event selection is reported in Table 5.6 and summarized in Ta-
ble 5.10 for the signal hypothesis with a leptoquark mass of 300 GeV.
Additional uncertainties on the signal efficiency due to the choice of PDFs
(estimated using an event reweighting technique that makes use of the LHAPDF
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package [127]), the presence of additional hadronic jets produced as a result of QCD
radiation in the initial and final states, and the presence of additional inelastic pp
collisions were all found to be negligible (. 1%).
The size and the estimated effect of the main sources of systematic uncer-
tainties are summarized in Table 5.10. In order to obtain the total systematic
uncertainty, the individual sources are assumed to be uncorrelated, and their con-
tributions are added in quadrature. The systematic uncertainties for the background
are dominated by the tt̄ and W+jets background shape uncertainty. The systematic
uncertainties on the signal efficiency are dominated by the uncertainty on the jet/
/
ET
energy scale and the electron selection efficiency.
131
Table 5.10: Summary of the systematic uncertainties on the number of signal and background events passing the final event
selection for the signal hypothesis with a leptoquark mass of 300 GeV.
Source
Systematic Effect on Effect on Effect on Effect on Effect on Effect on
uncertainty [%] Nsignal [%] Ntt̄ [%] NW+jets [%] NQCD [%] NOther [%] NAllBkg [%]
Data-driven normalization [Section 5.6] - 14 10 40 - 10
tt̄ (W+jets) background shape 28 (49) - 28 49 - - 32
Jet/
/
ET energy scale 5 5 9 6 - 9 7
Electron energy scale EB (EE) 1 (3) 1 4 2 - 1 3
Integrated luminosity 4 4 - - - 4 0.4
MC statistics [Table 5.6] 0.4 6 20 - 19 9
Electron trigger/reco/ID/isolation 6 6 - - - 6 0.7




The last two columns of Table 5.6 show that the number of observed events in
data passing the final event selections is in good agreement with the predictions for
SM processes only. Hence, in the absence of an observed LQ signal, an upper limit on
the LQ pair-production cross section times branching ratio 2β(1−β) is set. The limit
is calculated using a Bayesian method described in Appendix F that uses a flat prior
for the signal, and log-normal priors for nuisance parameters to integrate over the
systematic uncertainties. Figure 6.1 and Table 6.1 show the observed and expected
95% CL upper limits on the LQ pair-production cross section times 2β(1 − β) as
a function of LQ mass. The systematic uncertainties reported in Table 5.10 are
included in the calculation of the limits. The upper limits are compared to the NLO
prediction of the LQ pair-production cross section in Figure 2.3 in order to set a
lower limit on the LQ mass as a function of branching ratio β. Figure 6.1 shows
σNLO × 2β(1 − β) as a function of LQ mass assuming β of 0.5. The theoretical
uncertainties on σNLO reported in Table 5.3 are represented as a band around the
central value. The intersection of the theoretical cross-section and the observed
upper limit curve at MLQ = 320 GeV indicates the observed 95% CL lower limit on
the LQ mass for β of 0.5. If the observed upper limit is compared with the lower
boundary of the uncertainty band for the theoretical cross section, the observed
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lower limit on the LQ mass for β of 0.5 becomes 309 GeV.
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Figure 6.1: Observed and expected 95% CL upper limits on the LQ pair-production
cross section times 2β(1−β) as a function of LQ mass. A NLO prediction of the LQ
pair-production cross section times 2β(1 − β) as a function of LQ mass, assuming
β = 0.5, is also shown. The theoretical uncertainties on σNLO due to the definition
of the renormalization/factorization scale and the choice of PDFs are represented
as a band around the central value.
If a value of β different from 0.5 is assumed, the intersection of the theoretical
cross section and the upper limit curve will change, resulting in a different lower
limit on the LQ mass. Figure 6.2 shows the observed and expected 95% CL lower
limits on the LQ mass as a function of β for the eνjj channel, with the band around
the observed limit corresponding to the uncertainty band for the theoretical cross
section. The region to the left of the observed limit curve is excluded. As expected
from the branching ratio for the eνjj channels, the highest mass limit is obtained
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Table 6.1: Observed and expected 95% CL upper limits on the LQ pair-production
cross section times 2β(1− β) as a function of LQ mass.
MLQ [GeV]












for β of 0.5.
The results of this analysis are combined with the existing CMS results in the
eejj channel [56], thereby improving the reach of the LQ search in the intermediate β
range. The same Bayesian method used to set the individual limits is used to set the
combined limit. The likelihoods built for the individual eejj and eνjj channels are
multiplied following the procedure described in Appendix F. While integrating over
nuisance parameters, the systematic uncertainties on the signal and the background
are assumed to be fully correlated, and conservatively the larger uncertainty between
the two channels is used for both channels.
Figure 6.3 shows the observed 95% CL limits on the LQ mass as a function of
β, obtained using the nominal value of the signal cross section (µ = MLQ), for the
individual eejj and eνjj channels, and their combination. The combined observed
and expected lower limits on the LQ mass are reported in Table 6.2 for β values of
0.1, 0.5, and 1.
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Figure 6.2: Observed and expected 95% CL lower limits on the LQ mass as a
function of β for the eνjj channel. The region to the left of the observed limit curve
is excluded. The band around the observed limit corresponds to the uncertainty
band for the theoretical cross section shown in Figure 6.1.
Table 6.2: Observed and expected 95% CL lower limits on the LQ mass for β
values of 0.1, 0.5, and 1, obtained by combining the eejj and eνjj channels and
using the nominal value of the signal cross section (µ = MLQ).
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Figure 6.3: Observed 95% CL lower limits on the LQ mass as a function of β,
obtained using the nominal value of the signal cross section (µ = MLQ), for the
individual eejj and eνjj channels, and their combination. The combined expected
limit is also shown. The regions to the left of the observed limit curves are excluded.




Results of a search for pair production of first-generation scalar leptoquarks
in a final state containing an electron, a neutrino, and at least two jets have been
presented. The search was performed using the 2010 data sample of proton-proton
collisions at
√
s = 7 TeV collected by the CMS detector at the CERN LHC, corre-
sponding to an integrated luminosity of 36 pb−1. The number of observed events
in data passing the final event selection is in good agreement with the predicted
yield for Standard Model processes for all leptoquark masses considered. A 95%-
confidence-level upper limit on the pair-production cross section for first-generation
scalar leptoquarks is set and compared to a NLO cross-section prediction, resulting
in a 95%-confidence-level lower limit on the leptoquark mass of 320 GeV assuming
β of 0.5. This limit is lower than the corresponding D0 limit at 326 GeV [55] ob-
tained by analyzing 5.4 fb−1 of proton-antiproton collision data. Due to the higher
center-of-mass energy at the LHC, the CMS results are competitive with those from
D0 even with a small amount of integrated luminosity.
Prior results from CMS in the dielectron channel are combined with the re-
sults of this electron+neutrino search. A combined 95%-confidence-level lower limit
is set on the mass of a first-generation scalar leptoquark as a function of β, resulting
in a lower limit of 254, 339, and 384 GeV for β values of 0.1, 0.5, and 1, respec-
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tively. These results represent the most stringent direct limits to date for values of
β greater than 0.35. The result presented in this dissertation have been submitted
for publication [57].
With the LHC still increasing the instantaneous luminosity in 2011 and deliv-
ering more data in one day than in the 2010, significant improvements in the mass
reach of leptoquark searches with the full 2011 data sample can be expected. The
inclusion of results from the ννjj channel will help improve the sensitivity for low
values of β. It is foreseen that the LHC will continues running at
√
s = 7 TeV
until the end of 2012, with a total integrated luminosity at that point in excess of
10 fb−1. In addition to adding more data to the analysis, additional improvements
in the mass reach of leptoquark searches could follow from employing more sophis-
ticated analysis techniques. Further improvements will follow with the increased
center-of-mass energy after the next long maintenance shutdown scheduled to start
at the end of 2012 and expected to finish in the first half of 2014.
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Appendix A
Trigger Tables for Primary Datasets
Table A.1: Trigger table for EG primary dataset in run range 136035–137028.
Trigger name Prescale factor L1 seed
HLT DoubleEle5 SW L1R 1 L1 DoubleEG5
HLT DoublePhoton10 L1R 1 L1 DoubleEG5
HLT DoublePhoton4 Jpsi L1R 1 L1 DoubleEG2
HLT DoublePhoton4 Upsilon L1R 1 L1 DoubleEG2
HLT DoublePhoton4 eeRes L1R 1 L1 DoubleEG2
HLT DoublePhoton5 Jpsi L1R 1 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 L1R 1 L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 1 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 LW EleId L1R 1 L1 SingleEG5
HLT Ele10 LW L1R 1 L1 SingleEG5
HLT Ele15 LW L1R 1 L1 SingleEG8
HLT Ele15 SC10 LW L1R 1 L1 SingleEG8
HLT Ele15 SiStrip L1R 1 L1 SingleEG8
HLT Ele20 LW L1R 1 L1 SingleEG8
HLT Photon10 L1R 1 L1 SingleEG5
HLT Photon15 L1R 1 L1 SingleEG8
HLT Photon15 LooseEcalIso L1R 1 L1 SingleEG8
HLT Photon15 TrackIso L1R 1 L1 SingleEG8
HLT Photon20 L1R 1 L1 SingleEG8
HLT Photon30 L1R 8E29 1 L1 SingleEG8
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Table A.2: Trigger table for EG primary dataset in run range 138560–138747.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 4× 1029 2× 1029 1× 1029
HLT DoubleEle5 SW L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton10 L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton4 Jpsi L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton4 Upsilon L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton4 eeRes L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton5 Jpsi L1R 1 1 1 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 1 1 1 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 LW EleId L1R 1 1 1 L1 SingleEG5
HLT Ele10 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 SC10 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 SiStrip L1R 1 1 1 L1 SingleEG5
HLT Ele20 LW L1R 1 1 1 L1 SingleEG8
HLT Photon10 Cleaned L1R 1 1 1 L1 SingleEG5
HLT Photon15 Cleaned L1R 1 1 1 L1 SingleEG5
HLT Photon15 L1R 1 1 1 L1 SingleEG5
HLT Photon15 LooseEcalIso L1R 1 1 1 L1 SingleEG5
HLT Photon15 TrackIso L1R 1 1 1 L1 SingleEG5
HLT Photon20 Cleaned L1R 1 1 1 L1 SingleEG8
HLT Photon20 L1R 1 1 1 L1 SingleEG8
HLT Photon30 L1R 8E29 1 1 1 L1 SingleEG5
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Table A.3: Trigger table for EG primary dataset in run range 138749–139103.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 4× 1029 2× 1029 1× 1029
HLT DoubleEle5 SW L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton10 L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton4 Jpsi L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton4 Upsilon L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton4 eeRes L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton5 Jpsi L1R 1 1 1 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 1 1 1 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 LW EleId L1R 1 1 1 L1 SingleEG5
HLT Ele10 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 SC10 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 SiStrip L1R 1 1 1 L1 SingleEG5
HLT Ele20 LW L1R 1 1 1 L1 SingleEG8
HLT Photon10 Cleaned L1R 10 1 1 L1 SingleEG5
HLT Photon15 Cleaned L1R 1 1 1 L1 SingleEG5
HLT Photon15 L1R 1 1 1 L1 SingleEG5
HLT Photon15 LooseEcalIso L1R 1 1 1 L1 SingleEG5
HLT Photon15 TrackIso L1R 1 1 1 L1 SingleEG5
HLT Photon20 Cleaned L1R 1 1 1 L1 SingleEG8
HLT Photon20 L1R 1 1 1 L1 SingleEG8
HLT Photon30 L1R 8E29 1 1 1 L1 SingleEG5
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Table A.4: Trigger table for EG primary dataset in run range 139195–139980.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 8× 1029 4× 1029 2× 1029
HLT DoubleEle5 SW L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton10 L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton4 Jpsi L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton4 Upsilon L1R 1 1 1 L1 DoubleEG2
HLT DoublePhoton4 eeRes L1R 10 5 2 L1 DoubleEG2
HLT DoublePhoton5 Jpsi L1R 1 1 1 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 L1R 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 1 1 1 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 LW EleId L1R 1 1 1 L1 SingleEG5
HLT Ele10 LW L1R 1 1 1 L1 SingleEG5
HLT Ele10 SW L1R 1 1 1 L1 SingleEG5
HLT Ele15 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 SC10 LW L1R 1 1 1 L1 SingleEG5
HLT Ele15 SiStrip L1R 1 1 1 L1 SingleEG5
HLT Ele20 LW L1R 1 1 1 L1 SingleEG8
HLT Photon10 Cleaned L1R 20 10 5 L1 SingleEG5
HLT Photon15 Cleaned L1R 1 1 1 L1 SingleEG5
HLT Photon15 L1R 1 1 1 L1 SingleEG5
HLT Photon15 LooseEcalIso L1R 1 1 1 L1 SingleEG5
HLT Photon15 TrackIso L1R 1 1 1 L1 SingleEG5
HLT Photon20 Cleaned L1R 1 1 1 L1 SingleEG8
HLT Photon20 L1R 1 1 1 L1 SingleEG8
HLT Photon30 L1R 8E29 1 1 1 L1 SingleEG5
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Table A.5: Trigger table for EG primary dataset in run range 140058–140076.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 1.6× 1030 8× 1029 4× 1029 2× 1029
HLT DoubleEle5 SW L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton10 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton4 Jpsi L1R 20 10 5 2 L1 DoubleEG2
HLT DoublePhoton4 Upsilon L1R 20 10 5 2 L1 DoubleEG2
HLT DoublePhoton4 eeRes L1R 100 50 20 10 L1 DoubleEG2
HLT DoublePhoton5 Jpsi L1R 20 10 5 2 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 L1R 20 10 5 2 L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 20 10 5 2 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 LW EleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele10 LW L1R 20 10 5 2 L1 SingleEG5
HLT Ele10 SW L1R 20 10 5 2 L1 SingleEG5
HLT Ele15 LW L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SC10 LW L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SiStrip L1R 1 1 1 1 L1 SingleEG5
HLT Ele20 LW L1R 1 1 1 1 L1 SingleEG8
HLT Ele20 SW L1R 1 1 1 1 L1 SingleEG8
HLT Photon10 Cleaned L1R 80 40 20 10 L1 SingleEG5
HLT Photon15 Cleaned L1R 1 1 1 1 L1 SingleEG5
HLT Photon15 LooseEcalIso Cleaned L1R 1 1 1 1 L1 SingleEG5
HLT Photon15 TrackIso Cleaned L1R 1 1 1 1 L1 SingleEG5
HLT Photon20 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon30 L1R 8E29 1 1 1 1 L1 SingleEG5
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Table A.6: Trigger table for EG primary dataset in run range 140116–140401.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 1.6× 1030 8× 1029 4× 1029 2× 1029
HLT DoubleEle5 SW L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton10 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton4 Jpsi L1R 20 10 5 2 L1 DoubleEG2
HLT DoublePhoton4 Upsilon L1R 20 10 5 2 L1 DoubleEG2
HLT DoublePhoton4 eeRes L1R 100 50 20 10 L1 DoubleEG2
HLT DoublePhoton5 CEP L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Jpsi L1R 20 10 5 2 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 L1R 20 10 5 2 L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 20 10 5 2 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 LW EleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele10 LW L1R 20 10 5 2 L1 SingleEG5
HLT Ele10 SW L1R 20 10 5 2 L1 SingleEG5
HLT Ele15 LW L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SC10 LW L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SiStrip L1R 1 1 1 1 L1 SingleEG5
HLT Ele20 LW L1R 1 1 1 1 L1 SingleEG8
HLT Ele20 SW L1R 1 1 1 1 L1 SingleEG8
HLT Photon10 Cleaned L1R 80 40 20 10 L1 SingleEG5
HLT Photon15 Cleaned L1R 1 1 1 1 L1 SingleEG5
HLT Photon15 LooseEcalIso Cleaned L1R 1 1 1 1 L1 SingleEG5
HLT Photon15 TrackIso Cleaned L1R 1 1 1 1 L1 SingleEG5
HLT Photon20 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon30 L1R 1 1 1 1 L1 SingleEG8
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Table A.7: Trigger table for EG primary dataset in run range 141956–142936.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 3.5× 1030 3.2× 1030 2.3× 1030 1.6× 1030 EG
HLT DoubleEle10 SW L1R 1 1 1 1 1 L1 DoubleEG5
HLT DoubleEle4 SW eeRes L1R 1 1 1 1 1 L1 DoubleEG2
HLT DoublePhoton15 L1R 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton20 L1R 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Jpsi L1R 20 18 13 9 20 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 20 18 13 9 20 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 SW EleId L1R 1 1 1 1 1 L1 SingleEG8
HLT Ele15 SW CaloEleId L1R 1 1 1 1 1 L1 SingleEG5
HLT Ele15 SW EleId L1R 1 1 1 1 1 L1 SingleEG5
HLT Ele15 SW L1R 1 1 1 1 2 L1 SingleEG5
HLT Ele20 SW L1R 1 1 1 1 1 L1 SingleEG8
HLT Ele25 SW L1R 1 1 1 1 1 L1 SingleEG8
HLT Photon20 Cleaned L1R 1 1 1 1 2 L1 SingleEG8
HLT Photon30 Cleaned L1R 1 1 1 1 1 L1 SingleEG8
HLT Photon50 Cleaned L1R 1 1 1 1 1 L1 SingleEG8
HLT Photon50 L1R 1 1 1 1 1 L1 SingleEG8
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Table A.8: Trigger table for EG primary dataset in run range 143318–143962.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 9× 1030 6.4× 1030 4.5× 1030 3.2× 1030
HLT DoubleEle10 SW L1R 1 1 1 1 L1 DoubleEG5
HLT DoubleEle4 SW eeRes L1R 1 1 1 1 L1 DoubleEG2
HLT DoublePhoton15 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton20 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Jpsi L1R 50 35 25 18 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 50 35 25 18 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 SW EleId L1R 1 1 1 1 L1 SingleEG8
HLT Ele15 SW CaloEleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW EleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW L1R 1 1 1 1 L1 SingleEG5
HLT Ele20 SW L1R 1 1 1 1 L1 SingleEG8
HLT Ele25 SW L1R 1 1 1 1 L1 SingleEG8
HLT Photon20 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon30 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon50 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon50 L1R 1 1 1 1 L1 SingleEG8
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Table A.9: Trigger table for EG primary dataset in run range 144010–144011.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 9× 1030 6.4× 1030 4.5× 1030 3.2× 1030
HLT DoubleEle10 SW L1R 1 1 1 1 L1 DoubleEG5
HLT DoubleEle4 SW eeRes L1R 1 1 1 1 L1 DoubleEG2
HLT DoublePhoton15 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton20 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Jpsi L1R 50 35 25 18 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 50 35 25 18 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele15 SW CaloEleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW EleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW L1R 40 28 20 14 L1 SingleEG5
HLT Ele20 SW L1R 1 1 1 1 L1 SingleEG8
HLT Ele25 SW L1R 1 1 1 1 L1 SingleEG8
HLT Photon20 Cleaned L1R 5 4 3 2 L1 SingleEG8
HLT Photon25 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon30 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon50 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon50 L1R 1 1 1 1 L1 SingleEG8
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Table A.10: Trigger table for EG primary dataset in run range 144083–144114.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 9× 1030 6.4× 1030 4.5× 1030 3.2× 1030
HLT DoubleEle10 SW L1R 1 1 1 1 L1 DoubleEG5
HLT DoubleEle4 SW eeRes L1R 1 1 1 1 L1 DoubleEG2
HLT DoublePhoton15 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton20 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 Jpsi L1R 50 35 25 18 L1 SingleEG8 OR L1 DoubleEG5
HLT DoublePhoton5 Upsilon L1R 50 35 25 18 L1 SingleEG8 OR L1 DoubleEG5
HLT Ele10 SW EleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW CaloEleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW EleId L1R 1 1 1 1 L1 SingleEG5
HLT Ele15 SW L1R 40 28 20 14 L1 SingleEG5
HLT Ele20 SW L1R 1 1 1 1 L1 SingleEG8
HLT Ele25 SW L1R 1 1 1 1 L1 SingleEG8
HLT Photon20 Cleaned L1R 5 4 3 2 L1 SingleEG8
HLT Photon25 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon30 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon50 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon50 L1R 1 1 1 1 L1 SingleEG8
149
Table A.11: Trigger table for Electron primary dataset in run range 146428–146644.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 2.8× 1031 2× 1031 1.4× 1031 1× 1031
HLT DoubleEle10 SW L1R 1 1 1 1 L1 DoubleEG5
HLT Ele12 SW TightEleIdIsol L1R 1 1 1 1 L1 SingleEG8
HLT Ele12 SW TightEleIdIsol NoDEtaInEE L1R 1 1 1 1 L1 SingleEG8
HLT Ele17 SW CaloEleId L1R 1 1 1 1 L1 SingleEG8
HLT Ele17 SW EleId L1R 1 1 1 1 L1 SingleEG8
HLT Ele17 SW LooseEleId L1R 1 1 1 1 L1 SingleEG8
HLT Ele22 SW CaloEleId L1R 1 1 1 1 L1 SingleEG8
HLT Ele40 SW L1R 1 1 1 1 L1 SingleEG8
Table A.12: Trigger table for Electron primary dataset in run range 146698–147116.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 6× 1031 4× 1031 2.8× 1031 2× 1031 1.4× 1031 1× 1031
HLT DoubleEle10 SW L1R 1 1 1 1 1 1 L1 DoubleEG5
HLT Ele12 SW TightEleIdIsol L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele12 SW TightEleIdIsol NoDEtaInEE L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW CaloEleId L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW EleId L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW LooseEleId L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightEleIdIsol L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightEleId L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele22 SW CaloEleId L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Ele40 SW L1R 1 1 1 1 1 1 L1 SingleEG8
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Table A.13: Trigger table for Electron primary dataset in run range 147196–147284.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 1× 1032 8× 1031 6× 1031 4× 1031 2× 1031
HLT DoubleEle15 SW L1R v1 1 1 1 1 1 L1 DoubleEG5
HLT Ele10 MET45 v1 1 1 1 1 1 L1 ETM20
HLT Ele12 SW TighterEleIdIsol L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightCaloEleId SC8HE L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightEleIdIsol L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightEleId L1R 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TighterEleIdIsol L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TighterEleId L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele27 SW TightCaloEleIdTrack L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele32 SW TightCaloEleIdTrack L1R v1 1 1 1 1 1 L1 SingleEG8
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Table A.14: Trigger table for Electron primary dataset in run range 147390–148058.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 1× 1032 8× 1031 6× 1031 4× 1031 2× 1031
HLT DoubleEle15 SW L1R v1 1 1 1 1 1 L1 DoubleEG5
HLT Ele10 MET45 v1 1 1 1 1 1 L1 ETM20
HLT Ele12 SW TighterEleIdIsol L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightCaloEleId Ele8HE L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightCaloEleId SC8HE L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightEleIdIsol L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightEleId L1R 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TighterEleIdIsol L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TighterEleId L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele27 SW TightCaloEleIdTrack L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Ele32 SW TightCaloEleIdTrack L1R v1 1 1 1 1 1 L1 SingleEG8
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Table A.15: Trigger table for Electron primary dataset in run range 148819–149064.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 4× 1032 2× 1032 1.7× 1032 1.4× 1032 1.1× 1032 0.8× 1032
HLT DoubleEle17 SW L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT DoubleEle8 SW HT70U L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT Ele10 SW EleId HT70U L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Ele10 SW HT100U L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Ele10 SW HT70U L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightCaloEleId Ele8HE L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TighterEleIdIsol L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele22 SW TighterCaloIdIsol L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Ele22 SW TighterEleId L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele32 SW TighterEleId L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT IsoEle12 PFTau15 v1 1 1 1 1 1 1 L1 SingleEG8
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Table A.16: Trigger table for Electron primary dataset in run range 149181–149182.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 4× 1032 2× 1032 1.7× 1032 1.4× 1032 1.1× 1032 0.8× 1032
HLT DoubleEle17 SW L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT DoubleEle8 SW HT70U L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT Ele10 SW EleId HT70U L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele10 SW HT100U L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele10 SW HT70U L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightCaloEleId Ele8HE L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TighterEleIdIsol L1R v3 1 1 1 1 1 1 L1 SingleEG8
HLT Ele22 SW TighterCaloIdIsol L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele22 SW TighterEleId L1R v3 1 1 1 1 1 1 L1 SingleEG8
HLT Ele32 SW TighterEleId L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT IsoEle12 PFTau15 v2 1 1 1 1 1 1 L1 SingleEG8
154
Table A.17: Trigger table for Electron primary dataset in run range 149291–149294.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 4× 1032 2× 1032 1.7× 1032 1.4× 1032 1.1× 1032 0.8× 1032
HLT DoubleEle17 SW L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT DoubleEle8 SW HT70U L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT Ele10 SW EleId HT70U L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele10 SW HT100U L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele10 SW HT70U L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TightCaloEleId Ele8HE L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele17 SW TighterEleIdIsol L1R v3 1 1 1 1 1 1 L1 SingleEG8
HLT Ele22 SW TighterCaloIdIsol L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT Ele22 SW TighterEleId L1R v3 1 1 1 1 1 1 L1 SingleEG8
HLT Ele32 SW TighterEleId L1R v2 1 1 1 1 1 1 L1 SingleEG8
HLT IsoEle12 PFTau15 v3 1 1 1 1 1 1 L1 SingleEG8
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Table A.18: Trigger table for Photon primary dataset in run range 146428–146589.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 2.8× 1031 2× 1031 1.4× 1031 1× 1031
HLT DoublePhoton17 L1R 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 L1 DoubleEG5
HLT Photon20 Cleaned L1R 20 14 10 7 L1 SingleEG8
HLT Photon30 Cleaned L1R 1 1 1 1 L1 SingleEG8
HLT Photon50 NoHE Cleaned L1R 1 1 1 1 L1 SingleEG8
Table A.19: Trigger table for Photon primary dataset in run range 146644–147116.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 6× 1031 4× 1031 2.8× 1031 2× 1031 1.4× 1031 1× 1031
HLT DoublePhoton17 L1R 1 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 1 1 L1 DoubleEG5
HLT Photon20 Cleaned L1R 40 28 20 14 10 7 L1 SingleEG8
HLT Photon30 Cleaned L1R 1 1 1 1 1 1 L1 SingleEG8
HLT Photon50 NoHE Cleaned L1R 1 1 1 1 1 1 L1 SingleEG8
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Table A.20: Trigger table for Photon primary dataset in run range 147196–147757.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 1× 1032 8× 1031 6× 1031 4× 1031 2× 1031
HLT DoublePhoton17 L1R 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 1 L1 DoubleEG5
HLT Photon100 NoHE Cleaned L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Photon17 SC17HE L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Photon20 Cleaned L1R 125 100 70 50 25 L1 SingleEG8
HLT Photon30 Cleaned L1R 25 20 15 10 5 L1 SingleEG8
HLT Photon30 Isol EBOnly Cleaned L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Photon35 Isol Cleaned L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Photon50 Cleaned L1R v1 1 1 1 1 1 L1 SingleEG8
HLT Photon70 NoHE Cleaned L1R v1 1 1 1 1 1 L1 SingleEG8
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Table A.21: Trigger table for Photon primary dataset in run range 147926–148058.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 1.4× 1032 1.2× 1032 1× 1032 8× 1031 6× 1031 4× 1031 2× 1031
HLT DoublePhoton17 L1R 1 1 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R 1 1 1 1 1 1 1 L1 DoubleEG5
HLT Photon100 NoHE Cleaned L1R v1 1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon17 SC17HE L1R v1 1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon20 Cleaned L1R 175 150 125 100 70 50 25 L1 SingleEG8
HLT Photon30 Cleaned L1R 35 30 25 20 15 10 5 L1 SingleEG8
HLT Photon30 Isol EBOnly Cleaned L1R v1 1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon35 Isol Cleaned L1R v1 1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon50 Cleaned L1R v1 1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon70 NoHE Cleaned L1R v1 1 1 1 1 1 1 1 L1 SingleEG8
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Table A.22: Trigger table for Photon primary dataset in run range 148819–149294.
Trigger name
Prescale factor
L1 seedL [ cm−2s−1] 4× 1032 2× 1032 1.7× 1032 1.4× 1032 1.1× 1032 0.8× 1032
HLT DoublePhoton17 SingleIsol L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton22 L1R v1 1 1 1 1 1 1 L1 DoubleEG5
HLT DoublePhoton5 CEP L1R v3 1 1 1 1 1 1 L1 DoubleEG5
HLT Photon110 NoHE Cleaned L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon17 Isol SC17HE L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon20 Cleaned L1R 400 400 340 280 220 160 L1 SingleEG8
HLT Photon22 SC22HE L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon30 Cleaned L1R 90 90 77 63 50 36 L1 SingleEG8
HLT Photon40 CaloId Cleaned L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon40 Isol Cleaned L1R v1 1 1 1 1 1 1 L1 SingleEG8
HLT Photon50 Cleaned L1R v1 15 15 13 11 8 6 L1 SingleEG8




Dataset names and corresponding theoretical cross sections, before any data-
driven rescaling, for the signal and background MC samples used in the analysis are
reported in Table B.1.
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Table B.1: Dataset names and corresponding theoretical cross sections, before any data-driven rescaling, for the signal and
background MC samples used in the analysis. For the LQ signal samples, σNLO× 2β(1− β), with β = 0.5, is reported. None of
the samples listed below have pile-up simulated. GEN-SIM refers to the event generation and detector simulation stage of the





/LQToUE ENuJJFilter M-200 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 5.95
/LQToUE ENuJJFilter M-250 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 1.735
/LQToUE ENuJJFilter M-280 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.91
/LQToUE ENuJJFilter M-300 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.605
/LQToUE ENuJJFilter M-320 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.412
/LQToUE ENuJJFilter M-340 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.285
/LQToUE ENuJJFilter M-370 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.1685
/LQToUE ENuJJFilter M-400 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.1025
/LQToUE ENuJJFilter M-450 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.04745
/LQToUE ENuJJFilter M-500 7TeV-pythia6/Spring10-START3X V26-v1/GEN-SIM-RECO 3 5 6/3 5 6 0.02315
/TTbarJets-madgraph/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 165
/SingleTop sChannel-madgraph/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 4.6
/SingleTop tChannel-madgraph/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 64.6
/SingleTop tWChannel-madgraph/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 10.6
/Z0Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 2472.42
/Z1Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 479.654
/Z1Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 11.9976






/Z1Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.0981206
/Z1Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.000173233
/Z2Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 119.749
/Z2Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 10.4901
/Z2Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.137534
/Z2Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.000330505
/Z3Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 27.1099
/Z3Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 4.73227
/Z3Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.0929121
/Z3Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.000279339
/Z4Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 5.33915
/Z4Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 1.51771
/Z4Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.0409194
/Z4Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.000143811
/Z5Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 1.24635
/Z5Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.521178
/Z5Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.020835
/Z5Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.0000790519
/W0Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 25059.9
/W1Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 4582.28
/W1Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 96.6582
/W1Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.736145






/W1Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.0013139
/W2Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 1125.56
/W2Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 83.2536
/W2Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.994012
/W2Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.00240563
/W3Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 247.987
/W3Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 38.7347
/W3Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.690596
/W3Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.0020476
/W4Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 48.7455
/W4Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 11.8495
/W4Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.313564
/W4Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.00103905
/W5Jets Pt0to100-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 11.7044
/W5Jets Pt100to300-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 3.94102
/W5Jets Pt300to800-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.166601
/W5Jets Pt800to1600-alpgen/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 6/3 5 6 0.000694727
/WW/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 2/3 5 6 43
/ZZ/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 2/3 5 6 5.9
/WZ/Spring10-START3X V26 S09-v1/GEN-SIM-RECO 3 1 2/3 5 6 18.2
/BJets HT-100To250 TuneD6T 7TeV-madgraph/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 197000
/BJets HT-250To500 TuneD6T 7TeV-madgraph/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 6213






/BJets HT-500To1000 TuneD6T 7TeV-madgraph/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 161.7
/BJets HT-1000 TuneD6T 7TeV-madgraph/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 2.281
/GJets TuneD6T HT-40To100 7TeV-madgraph/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 23620
/GJets TuneD6T HT-100To200 7TeV-madgraph/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 3476
/GJets TuneD6T HT-200 7TeV-madgraph/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 485
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Appendix C
HEEP1 Electron Identification and Isolation
The major difference between HEEP electrons and the standard GSF electrons
is in the energy measurement. By default, the energy of the GSF electrons is an
uncertainty weighted combination of the tracker and calorimeter measurements.
This gives better performance at low energies (. 15 GeV) but for energies & 25 GeV,
it is entirely dominated by the calorimeter measurement. Under certain situations,
however, a GSF electron can discard the calorimeter energy completely (most likely
in the crack region, 1.442 < |ηsc| < 1.56) and just use the track momentum. There
is, however, a possibility that the track is badly reconstructed and a momentum of
> 500 GeV is measured. This has the effect of making a low energy electron or jet
look like a high energy electron, and therefore adds an additional background. To
get around this problem, the energy of the supercluster is taken as the energy of
the HEEP electron, and the η and φ of the track are used to set the direction of the
electron four-momentum. To further gain in efficiency, electrons in intermodule gaps
are not rejected. However, electrons in the barrel-endcap gap (1.442 < |ηsc| < 1.56)
are rejected.
All of the variables and corresponding cut values used in the HEEP selection
are reported in Table C.1. The HEEP selection is very similar to most other selec-
tions used at CMS [126]. The main difference is that the HEEP isolation cut is of
1High Energy Electron Pairs
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the form A + B × ET which scales the isolation with ET in a way related to the
leakage of the electrons energy into the isolation cone in order to maintain efficiency
without completely relaxing the isolation criteria at high energy. The second dif-
ference is that it exploits the depth segmentation of the endcaps which gives better
performance at high energy. Finally, in the barrel it replaces the shower-shape vari-
able σiηiη with the variables E
2×5/E5×5 and E1×5/E5×5. In the η-φ geometry of the
barrel, these variables are logically identical to σiηiη but they are simpler and easier
to understand. The HEEP selection variables are described in more detail below.
Table C.1: HEEP v3.0 selection cuts.
Variable Barrel Endcap
ET > 25 GeV > 25 GeV
|ηsc| < 1.442 1.560 < |ηsc| < 2.5
isEcalDriven = 1 = 1
|∆ηin| < 0.005 < 0.007
|∆φin| < 0.09 < 0.09
H/E < 0.05 < 0.05





ECAL + Had Depth 1
< 2 + 0.03× ET
< 2.5 for ET < 50 else
Isolation < 2.5 + 0.03× (ET − 50)
Had Depth 2 Isolation N/A < 0.5
Track pT Isolation < 7.5 < 15
HEEP selection variable definition:
• ET: Defined as the product of the supercluster energy and sin(θtrk), where
θtrk is the polar angle of the electrons track measured at the inner layer of the
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tracker and then extrapolated to the interaction vertex.
• ηsc: Defined as the pseudorapidity of the supercluster with respect to the point
(0, 0, 0) so its use is for fiducial cuts due to detector effects and is not used to
calculate four-momenta used in physics results.
• η: Defined as the pseudo rapidity of the electron track measured at the inner
layer of the tracker and then extrapolated to the interaction vertex. This def-
inition of pseudorapidity is used for calculating the electrons four-momentum
and for all physics results but is not used for detector fiducial cuts.
• isEcalDriven: Electrons can be ECAL driven (found using standard electron
reconstruction techniques) or tracker driven (found using particle-flow tech-
niques). While useful for low energy non-isolated electrons, particle-flow has
been less validated for high energy electrons. Hence, HEEP electrons are re-
quired to be ECAL driven (it can and often will be tracker driven as well as
it can be found by both reconstruction algorithms).
• ∆ηin: The difference in η between the track position as measured in the inner
layer, extrapolated to the interaction vertex and then extrapolated to the
calorimeter, and the η of the supercluster.
• ∆φin: The difference in φ between the track position as measured in the
inner layer, extrapolated to the interaction vertex and then extrapolated to
the calorimeter, and the φ of the supercluster.
• H/E: The ratio of the hadronic energy of the HCAL towers in a cone of
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radius 0.15 centered on the position of the electron in the calorimeter to the
electromagnetic energy of the electron’s supercluster.
• σiηiη: A measure of the spread in η in units of crystals of the electron energy
in the 5× 5 block of crystals centered on the seed crystal.
• E5×5: Defined as the energy inside the 5×5 block of crystals surrounding the
seed crystal.
• E1×5: Defined as the energy inside the 1× 5 block of crystals centered on the
seed crystal.
• E2×5: Defined as the energy inside the 2× 5 block of crystals centered on the
seed crystal, Maximum between the two possible sums is taken.
• ECAL Isolation: Defined as the transverse energy of all ECAL crystals with
|E| > 0.08 GeV (|ET| > 0.1 GeV in endcaps) in a cone of radius 0.3 centered
on the position of the electron in the calorimeter excluding those in an inner
cone of radius 3 crystals and eta strip of total width of 3 crystals. This variable
is used only in a sum with the Hadronic Depth 1 Isolation defined below.
• Hadronic Depth 1 Isolation: Defined as the transverse Depth 1 hadronic
energy of all the HCAL towers in a hollow cone of internal (external) radius
0.15 (0.3) centered on the position of the electron in the calorimeter. Depth
1 is defined as all depths for towers 1-17, depth 1 for towers 18-29, and depth
2 for towers 27-29. This variable is always used summed with the ECAL
isolation.
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• Hadronic Depth 1 Isolation: Defined as the transverse Depth 2 hadronic
energy of all the HCAL towers in a hollow cone of internal (external) radius
0.15 (0.3) centered on the position of the electron in the calorimeter. Depth 2
is defined as depth 2 for towers 18-26, and depth 3 for towers 27-29.
• Track pT Isolation: Defined as the sum of the pT of the tracks in a hollow
cone of internal (external) radius 0.04 0.3 with pT > 0.7 GeV and z0 within
±0.2 cm of the z0 of the electron GSF track and d0 < 9999 cm. The variable
z0 is the minimum distance in z from the point (0, 0, 0). The variable d0 is
the minimum distance in the x-y plane from the beam spot.
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Appendix D
Event Displays for Three Highest-ST Events
Run: 148029 Lumi section: 53 Event: 9851751
pT,e = 107.286 GeV, ηe = 1.24111/
ET = 243.173 GeV
pT,j1 = 131.181 GeV, ηj1 = 1.96904
pT,j2 = 60.5791 GeV, ηj2 = 1.30021
MT,eν = 322.581 GeV, Mjj = 160.877 GeV
ST = 542.219 GeV
Mej(1
st pair) = 126.881 GeV, Mej(2
nd pair) = 90.4843 GeV
MT,νj(1
st pair) = 336.667 GeV, MT,νj(2
nd pair) = 193.488 GeV
∆φ(e,
/
ET) = 3.03468, ∆φ(j1,
/
ET) = 2.46001, ∆φ(j2,
/
ET) = 1.84491
min ∆R(e, j) = 1.07313
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Run: 148029 Lumi section: 233 Event: 174059244
pT,e = 180.114 GeV, ηe = −0.238254/
ET = 162.811 GeV
pT,j1 = 259.791 GeV, ηj1 = 0.0745285
pT,j2 = 30.185 GeV, ηj2 = 1.07262
MT,eν = 250.075 GeV, Mjj = 178.992 GeV
ST = 632.901 GeV
Mej(1
st pair) = 404.473 GeV, Mej(2
nd pair) = 156.67 GeV
MT,νj(1
st pair) = 375.566 GeV, MT,νj(2
nd pair) = 14.3354 GeV
∆φ(e,
/
ET) = 1.63715, ∆φ(j1,
/
ET) = 2.30148, ∆φ(j2,
/
ET) = 0.204848
min ∆R(e, j) = 2.26082
171
Run: 149003 Lumi section: 237 Event: 257672228
pT,e = 113.644 GeV, ηe = 1.06233/
ET = 97.7588 GeV
pT,j1 = 147.614 GeV, ηj1 = 2.01154
pT,j2 = 103.701 GeV, ηj2 = 0.24734
MT,eν = 163.753 GeV, Mjj = 333.063 GeV
ST = 462.718 GeV
Mej(1
st pair) = 256.953 GeV, Mej(2
nd pair) = 202.503 GeV
MT,νj(1
st pair) = 225.195 GeV, MT,νj(2
nd pair) = 19.2138 GeV
∆φ(e,
/
ET) = 1.77913, ∆φ(j1,
/
ET) = 2.42971, ∆φ(j2,
/
ET) = 0.19112




E.1 W+jets Background Shape Uncertainty
A systematic uncertainty due to the modeling of the shape of the MT,eν and ST
distribution for the W+jets background is estimated by repeating the full analysis
chain, including the W+jets rescaling described in Section 5.5.3, using the MC
datasets listed in Table E.1. The W+jets rescaling factors derived in this way are
reported in the second column of Table E.2. The number of W+jets events passing
the event preselection and the final MT,eν cut (MT,eν > 125 GeV) is reported in
the third column of Table E.2. The number of W+jets events passing the event
preselection and the final ST cut for MLQ = 300 GeV (ST > 490 GeV) is reported
in the fourth column of Table E.2.
For a consistent evaluation of the shape uncertainties, only the MadGraph
numbers are used. The largest deviation with respect to the default MadGraph
sample corresponds to the “scaleup” sample for both the MT,eν shape:
∆MT(“scaleup”− “default”) = 2.96± 2.51→ 2.96/12.57 = 24%,
and the ST shape:
∆ST(“scaleup”− “default”) = 4.59± 3.03→ 4.59/18.05 = 25%.
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Table E.1: MC datasets and corresponding theoretical cross sections, before any data-driven rescaling, used in the estimation
of the shape uncertainty for the W+jets background. The datasets are generated using MadGraph (v4.4.13), with matrix
elements corresponding to up to four additional partons, and subsequently processed with pythia (v6.4.22), with tau decays
handled by tauola [128] (v27.121.5). None of the datasets have pile-up simulated. GEN-SIM refers to the event generation






/WJetsToLNu TuneD6T 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 31314
/WJets TuneD6T scaledown 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 7/3 8 7 31314
/WJets TuneD6T scaleup 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 7/3 8 7 31314
/WJets TuneD6T matchingdown 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 7/3 8 7 31314
/WJets TuneD6T matchingup 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 7/3 8 7 31314
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Table E.2: W+jets rescaling factors, the number of events passing the event prese-
lection and the final MT,eν cut (MT,eν > 125 GeV), and the number of events passing
the event preselection and the final ST cut for MLQ = 300 GeV (ST > 490 GeV) for
datasets listed in Table E.1. For reference, the corresponding values for the alpgen
samples used in the main analysis are also included.
Dataset RW Presel. + MT,eν Presel. + ST
W+jets (MadGraph, default) 1.27± 0.12 12.57± 1.13 18.05± 1.35
W+jets (MadGraph, scaledown) 0.70± 0.07 11.95± 1.35 19.92± 1.75
W+jets (MadGraph, scaleup) 1.81± 0.19 15.53± 2.24 22.64± 2.71
W+jets (MadGraph, matchingdown) 1.45± 0.16 14.60± 2.98 21.29± 3.60
W+jets (MadGraph, matchingup) 1.14± 0.11 10.43± 1.13 19.14± 1.53
W+jets (alpgen) 1.18± 0.12 14.20± 0.77 22.86± 0.91
The overall shape uncertainty for the W+jets background, assuming conservatively
that the MT,eν and ST shape uncertainties are fully correlated, is 49%.
E.2 tt̄ Background Shape Uncertainty
A systematic uncertainty due to the modeling of the shape of the MT,eν and ST
distribution for the tt̄ background is estimated by comparing the number of tt̄ events
passing the event preselection and the final MT,eν or ST (for MLQ = 300 GeV) cut
using the MC datasets listed in Table E.3. The number of tt̄ events passing the event
preselection and the final MT,eν cut (MT,eν > 125 GeV) is reported in the second
column of Table E.4, and the number of tt̄ events passing the event preselection
and the final ST cut for MLQ = 300 GeV (ST > 490 GeV) is reported in the third
column of Table E.4.
For a consistent evaluation of the shape uncertainties, only the “Fall10” num-
bers are used. The largest deviation with respect to the default MadGraph sample
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Table E.3: MC datasets and corresponding theoretical cross sections used in the estimation of the shape uncertainty for the tt̄
background. The datasets are generated using the MadGraph (v4.4.12) event generator, with matrix elements corresponding
to up to three additional partons, and subsequently processed with pythia (v6.4.22), with tau decays handled by tauola [128]
(v27.121.5); and using the mc@nlo [124, 129] (v3.4) event generator and subsequently processed with herwig [107, 130]
(v6.510.3). None of the datasets have pile-up simulated. GEN-SIM refers to the event generation and detector simulation stage





/TTJets TuneD6T 7TeV-madgraph-tauola/Fall10-START38 V12-v2/GEN-SIM-RECO 3 8 5/3 8 5 165
/TTJets TuneD6T scaledown 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 165
/TTJets TuneD6T scaleup 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 165
/TTJets TuneD6T matchingdown 7TeV-madgraph-tauola/Fall10-START38 V12-v2/GEN-SIM-RECO 3 8 5/3 8 5 165
/TTJets TuneD6T matchingup 7TeV-madgraph-tauola/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 165
/TT 7TeV-mcatnlo/Fall10-START38 V12-v1/GEN-SIM-RECO 3 8 5/3 8 5 165
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Table E.4: The number of events passing the event preselection and the final MT,eν
cut (MT,eν > 125 GeV), and the number of events passing the event preselection
and the final ST cut for MLQ = 300 GeV (ST > 490 GeV) for datasets listed in
Table E.3. For reference, the corresponding values for the “Spring10” MadGraph
sample used in the main analysis are also included.
Dataset Presel. + MT,eν Presel. + ST
tt̄ (MadGraph, Fall10 default) 22.53± 0.31 7.62± 0.18
tt̄ (MadGraph, Fall10 scaledown) 23.32± 0.35 8.95± 0.22
tt̄ (MadGraph, Fall10 scaleup) 22.23± 0.34 7.18± 0.19
tt̄ (MadGraph, Fall10 matchingdown) 22.47± 0.38 7.80± 0.22
tt̄ (MadGraph, Fall10 matchingup) 22.49± 0.36 7.93± 0.21
tt̄ (mc@nlo, Fall10) 21.77± 0.36 9.47± 0.24
tt̄ (MadGraph, Spring10) 22.74± 0.30 8.07± 0.18
corresponds to the “scaledown” sample for the MT,eν shape:
∆MT(“scaledown”− “default”) = 0.79± 0.47→ 0.79/22.53 = 3.5%,
and to the mc@nlo sample for the ST shape:
∆ST(“mc@nlo”− “default”) = 1.85± 0.30→ 1.85/7.62 = 24%.
The overall shape uncertainty for the tt̄ background, assuming conservatively that
the MT,eν and ST shape uncertainties are fully correlated, is 28%.
177
Appendix F
Bayesian Method for Calculating Upper Limits
F.1 Upper Limit Calculation
To set an upper limit on the signal cross section, the standard Bayesian ap-
proach [4, 131] is used. This approach is well suited for counting experiments in
the Poisson regime with low expected signal and background yields. As a starting
point, a Poisson probability to observe n event within the counting window in the
presence of both the signal and the background is constructed:




where σ is the signal cross section, ε is the signal efficiency (that includes the
signal acceptance), L is the integrated luminosity, and b is the expected number of
background events for the integrated luminosity L. Using Bayes’ theorem and the
Poisson probability in Equation F.1, a posterior likelihood function for the signal
cross section is defined:
L(σ|n, ε, L, b) = P (n|σ, ε, L, b)π(σ)∫ +∞
−∞ P (n|σ, ε, L, b)π(σ)dσ
, (F.2)
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where π(σ) is the signal prior. The posterior likelihood function L(σ|n, ε, L, b) in
Equation F.2 represents the degree of belief for σ to take on values in a certain
range given n, ε, L, and b. The denominator in Equation F.2 serves to normalize
the posterior likelihood function to unity.
The existence of the signal prior π(σ) is a feature specific to the Bayesian
statistics, and there is no unique rule for defining it. The signal prior reflects the
experimenter’s subjective degree of belief (or state of knowledge) about σ before
the measurement was carried out. In this analysis, as is often the case, a flat signal
prior, defined as
π(σ) =
0 σ < 01 σ ≥ 0 , (F.3)
is used, reflecting the fact that the signal cross section is a positive-definite quantity.
The observed 95%-confidence-level upper limit on the signal cross section given
n observed event, σ95(n), is obtained by solving the following integral equation:
∫ σ95(n)
0
L(σ|n, ε, L, b)dσ = 0.95. (F.4)
Hence, for n observed events in data, the signal efficiency ε, the integrated luminosity
L, and b expected background events, signal cross sections greater than σ95(n) are
excluded at 95% confidence level (CL). Even if there is no signal present, it is not
possible to know a priori how many events are going to be observed because of
statistical fluctuations. As a consequence, the expected 95% CL upper limit on the
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i.e., it is equal to a weighted average of individual upper limits σ95(n) over all
possible values of n, with the weight equal to the Poisson probability to observe n
events in the background-only hypothesis.
In practice, the values of measured parameters are known only up to some
uncertainty. It is therefore necessary to incorporate these uncertainties in the final
result. Bayesian statistics provides a framework for incorporating statistical un-
certainties in the calculation of upper limits. This is achieved by convoluting the
Poisson likelihood function in Equation F.1 with priors for ε, L, and b, resulting in










db h(b)P (n|σ, ε, L, b), (F.6)
where f(ε), g(L), and h(b) are priors for ε, L, and b, respectively. Because the
interest here is in σ, the parameters that are integrated out (ε, L, b) are often called
nuisance parameters.
In this analysis, log-normal priors for nuisance parameters are used, per recom-
mendations of the CMS Statistics Committee [132]. For positive-definite quantities,
a log-normal distribution is a more meaningful way to describe systematic uncer-
tainties than a truncated Gaussian. In its standard form, a log-normal distribution
180
of a random variable x is defined as
















an equivalent form of a log-normal distribution is












wherem is the median of the distribution, which can be identified with the physicist’s
best estimate of x, and κ > 1 encodes the spread of the distribution, with (κ − 1)
corresponding roughly to a physicist’s relative uncertainty on x, i.e.,
κ− 1 = δx/x = r. (F.10)
Therefore, for a quantity with a measured value ν and a relative systematic uncer-
tainty rν = δν/ν, the log-normal distribution used in the calculation of upper limits
is given by
F (x, ν, rν) =
1












F.2 Combination with the eejj Channel
The eejj and eνjj channel analyses are combined using the same Bayesian
approach used to set the individual limits. As a first step in the combination,
individual Poisson likelihood functions, like the one in Equation F.1, are constructed
for the two channels:






P2(n2|σ, ε2, L2, b2) =
(σ2β(1− β)ε2L2 + b2)n2
n2!
e−(σ2β(1−β)ε2L2+b2), (F.13)
where σ is the signal cross section, and ni, εi, Li, and bi are the number of observed
events, the signal efficiency, the integrated luminosity, and the expected number of
background events, respectively, with index i = 1 referring to the eejj channel and
i = 2 to the eνjj channel. The combined likelihood is defined as the product of the
individual likelihood functions:
P (n1, n2|σ, ε1, L1, b1, ε2, L2, b2) = P1(n1|σ, ε1, L1, b1)× P2(n2|σ, ε2, L2, b2). (F.14)
As before, using Bayes’ theorem and the combined likelihood function in Equa-
tion F.14, a combined posterior likelihood function for the signal cross section is
defined:
L(σ|n1, n2, ε1, L1, b1, ε2, L2, b2) =
P (n1, n2|σ, ε1, L1, b1, ε2, L2, b2)π(σ)∫ +∞




The combined observed 95% CL upper limit on the signal cross section given n1 and
n2, σ
95(n1, n2), is obtained by solving the following integral equation:
∫ σ95(n1,n2)
0
L(σ|n1, n2, ε1, L1, b1, ε2, L2, b2)dσ = 0.95. (F.16)
The combined expected 95% CL upper limit on the signal cross section assuming













Both of these limits are a straightforward generalization of the single-channel case.
The eejj and eνjj channel have many of the sources of systematic uncertainties
in common, and thus systematic uncertainties that are to a large extent correlated
between the two channels. However, to simplify the inclusion of the systematic
uncertainties in the combined posterior likelihood in Equation F.15, it is assumed
that the systematic uncertainties are fully correlated between the two channels, and
conservatively the larger uncertainty between the two channels is used for both, i.e.,
P ′(n1, n2|σ) =
∫ ∞
0
dε′ F (ε′, 1, rε)
∫ ∞
0
dL′ F (L′, 1, rL)
∫ ∞
0
db′ F (b′, 1, rb)
· P (n1, n2|σ, ε′ε1, L′L1, b′b1, ε′ε2, L′L2, b′b2),
(F.18)
where F (ε′, 1, rε), F (L
′, 1, rL), and F (b
′, 1, rb) are the log-normal priors for integra-
tion over the nuisance parameters ε′, L′, and b′, respectively, and rε, rL, and rb are
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P. Schleper, E. Schlieckau, M. Schröder, T. Schum, J. Schwandt, H. Stadie, G. Stein-
brück, J. Thomsen
Institut für Experimentelle Kernphysik, Karlsruhe, Germany
C. Barth, J. Bauer, J. Berger, V. Buege, T. Chwalek, W. De Boer, A. Dierlamm,
G. Dirkes, M. Feindt, J. Gruschke, C. Hackstein, F. Hartmann, M. Heinrich, H. Held,
K.H. Hoffmann, S. Honc, J.R. Komaragiri, T. Kuhr, D. Martschei, S. Mueller,
Th. Müller, M. Niegel, O. Oberst, A. Oehler, J. Ott, T. Peiffer, G. Quast, K. Rab-
bertz, F. Ratnikov, N. Ratnikova, M. Renz, C. Saout, A. Scheurer, P. Schieferdecker,
F.-P. Schilling, G. Schott, H.J. Simonis, F.M. Stober, D. Troendle, J. Wagner-Kuhr,
T. Weiler, M. Zeise, V. Zhukov9, E.B. Ziebarth
Institute of Nuclear Physics ”Demokritos”, Aghia Paraskevi, Greece
G. Daskalakis, T. Geralis, S. Kesisoglou, A. Kyriakis, D. Loukas, I. Manolakos,
A. Markou, C. Markou, C. Mavrommatis, E. Ntomari, E. Petrakou
University of Athens, Athens, Greece
L. Gouskos, T.J. Mertzimekis, A. Panagiotou, E. Stiliaris
University of Ioánnina, Ioánnina, Greece
I. Evangelou, C. Foudas, P. Kokkas, N. Manthos, I. Papadopoulos, V. Patras,
F.A. Triantis
KFKI Research Institute for Particle and Nuclear Physics, Budapest,
Hungary
A. Aranyi, G. Bencze, L. Boldizsar, C. Hajdu1, P. Hidas, D. Horvath10, A. Kapusi,
K. Krajczar11, F. Sikler1, G.I. Veres11, G. Vesztergombi11
Institute of Nuclear Research ATOMKI, Debrecen, Hungary
N. Beni, J. Molnar, J. Palinkas, Z. Szillasi, V. Veszpremi
University of Debrecen, Debrecen, Hungary
P. Raics, Z.L. Trocsanyi, B. Ujvari
Panjab University, Chandigarh, India
S.B. Beri, V. Bhatnagar, N. Dhingra, R. Gupta, M. Jindal, M. Kaur, J.M. Kohli,
M.Z. Mehta, N. Nishu, L.K. Saini, A. Sharma, A.P. Singh, J. Singh, S.P. Singh
University of Delhi, Delhi, India
189
S. Ahuja, S. Bhattacharya, B.C. Choudhary, B. Gomber, P. Gupta, S. Jain, S. Jain,
R. Khurana, A. Kumar, M. Naimuddin, K. Ranjan, R.K. Shivpuri
Saha Institute of Nuclear Physics, Kolkata, India
S. Dutta, S. Sarkar
Bhabha Atomic Research Centre, Mumbai, India
R.K. Choudhury, D. Dutta, S. Kailas, V. Kumar, P. Mehta, A.K. Mohanty1,
L.M. Pant, P. Shukla
Tata Institute of Fundamental Research - EHEP, Mumbai, India
T. Aziz, M. Guchait12, A. Gurtu, M. Maity13, D. Majumder, G. Majumder, K. Ma-
zumdar, G.B. Mohanty, A. Saha, K. Sudhakar, N. Wickramage
Tata Institute of Fundamental Research - HECR, Mumbai, India
S. Banerjee, S. Dugad, N.K. Mondal
Institute for Research and Fundamental Sciences (IPM), Tehran, Iran
H. Arfaei, H. Bakhshiansohi14, S.M. Etesami, A. Fahim14, M. Hashemi, A. Jafari14,
M. Khakzad, A. Mohammadi15, M. Mohammadi Najafabadi, S. Paktinat Mehdia-
badi, B. Safarzadeh, M. Zeinali16
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