We present a unified approach to goodness-of-fit testing in R d and on lowerdimensional manifolds embedded in R d based on sums of powers of weighted volumes of k-th nearest neighbor spheres. We prove asymptotic normality of a class of test statistics under the null hypothesis and under fixed alternatives. Under such alternatives, scaled versions of the test statistics converge to the α-entropy between probability distributions. A simulation study shows that the procedures are serious competitors to established goodness-of-fit tests.
methods have also been employed in the context of testing the goodness-of-fit of given data with a distributional model (see [6] , [11] and [15] ). This paper is devoted to a class of universally consistent goodness-of-fit tests based on nearest neighbors. These tests can be applied not only to test for uniformity on a compact domain in R d , but also to test for a specified density on a m-dimensional manifold embedded in R d , where m ≤ d. Here, prominent special cases involve testing for uniformity on a circle or on a sphere.
To be specific, let M denote a C 1 m-dimensional manifold embedded in R d , where
M is endowed with the subset topology and is a closed subset of R d . Let dx be the Riemannian volume element on M. A probability density function on M is a measurable non-negative real-valued function f on M satisfying M f (x) dx = 1. The support K(f ) of f is the smallest closed set K ⊂ M such that K f (x) dx = 1.
Let P(M) denote the class of bounded probability density functions f on M, and write P b (M) ⊂ P(M) for the subset of probability density functions f such that K(f ) is compact and either (i) K(f ) has no boundary or (ii) K(f ) is a C 1 submanifold-withboundary of M; we refer to Section 2 of [23] for details. Notice that K(f ) could be an m-sphere (or any ellipsoid) embedded in R d . Let P c (M) denote those probability density functions f ∈ P b (M) which are bounded away from zero on their support.
In what follows we let X i , i ≥ 1, be independent and identically distributed (i.i.d.)
random variables with density f , defined on a common probability space (Ω, A, P), and we put X n := {X 1 , ..., X n }.
Given a locally finite subset X of M and x ∈ X , we write x Given a fixed α ∈ (0, ∞) and a fixed positive integer J, consider the volume score function induced by the J nearest neighbor distances:
i.e., sums of volumes (to power α) of the k nearest neighbor balls around x, k ∈ {1, ..., J}.
When X consists of Θ(n) elements in a compact subset of M, where an ≤ Θ(n) ≤ bn, n ≥ 1, for some 0 < a < b < ∞, we study the re-scaled volume scores
Recalling that X n := {X 1 , ..., X n }, we consider the random measure
2) with δ x denoting the Dirac point mass at x. If h is an arbitrary measurable bounded function on M, we write µ
n,J (x). Given a fixed f 0 ∈ P(M), this paper considers testing goodness-of-fit of the hypothesis H 0 : the unknown density of
against general alternatives, based on the statistic
Notice that for the special case m = d and J = 1, this type of statistic has been studied in [6] and [15] , but without allowing for lower-dimensional manifolds, and without considering fixed alternatives to H 0 .
In Section 2, we prove the asymptotic normality of T (α) n,J as n tends to infinity both under H 0 and under fixed alternatives to H 0 , and we show that T (α) n,J /n has an almost sure limit under a fixed alternative to H 0 . In the case 0 < α < 1, this limit is, apart from a multiplicative constant, the α-entropy between f and f 0 . As a consequence, the statistic T (α) n,J yields a universally goodness-of-fit test of H 0 for each α ∈ (0, ∞), α = 1, and each J. The versatility of this class of tests is demonstrated in Section 3, which presents the results of a simulation study comparing our tests with several well-known competitors. The paper concludes with some remarks and open problems.
Main results
The limit theory for the statistic (1.4) may be deduced from general theorems established in [23] and goes as follows.
in L 2 and also P-a.s.
Remarks. (i) Notice that the right-hand side of (2.1) is distribution-free if α = 1. Thus, in view of the testing problem (1.3), it is indispensable to have α = 1.
(ii) If dimM = d, if the support K(f ) of f is a convex polyhedron, and if f 0 is the uniform density over M, then the asserted L 2 convergence in (2.1) is given by Theorem 2 of [29] . That paper, which is based on [22] , shows that
holds in L 2 as n → ∞. Here, 0 denotes a point at the origin of R m , and H τ , τ ∈ (0, ∞), stands for a homogeneous Poisson process of intensity τ in R m , with R m embedded in
As will be shown in the upcoming proof, the paper [23] upgrades (2.2) to give convergence of the measures at (1.2), it provides L 2 and a.s. convergence, and also allows K(f ) to be replaced by a
n,J may be considered a multivariate analogue of the statistic [18] for testing the hypothesis of a uniform distribution in the unit interval [0, 1]. Here, [31] ), it follows that
in probability as n → ∞. This result obviously corresponds to (2.1) for J = 1 and f 0 being the uniform density over M, where m = d and M has Lebesgue measure one.
(iv) If α ∈ (0, 1), the integral
figuring on the right-hand side of (2.1) is known as the α-entropy between (the distributions associated with) f 0 and f , see [28] . 
, and recall that X 1 has density f . Then
and, by Jensen's inequality, n,J is consistent against each fixed alternative density f . If α ∈ (1, ∞), rejection of H 0 is for large values of T (α) n,J , and the resulting test is universally consistent.
Before stating variance asymptotics and a central limit theorem we introduce more notation from [23] , especially (3.8) and (3.9) of that paper. Given u ∈ R m , abbreviate
We consider an integrated 'covariance' of scores
and an integrated 'add-one cost'
As shown in Theorem 3.2 of [23] , these integrals are finite. Let N(0, σ 2 ) denote a mean zero normal random variable with variance σ 2 .
Theorem 2.2 If f ∈ P c (M) is a.e. continuous and α ∈ (0, ∞), then
Remark. Theorem 2.1 of [1] provides variance asymptotics and a central limit theorem for sums of functions of kth nearest neighbor distances in the special case m = d.
Proof of Theorem 2.1. We deduce this from Theorem 3.1 of [23] with ρ = ∞, especially display (3.16) of [23] , with the f in (3.16) of [23] set to f α 0 and with the κ in (3.16) of [23] set to f . Observe that ξ 
holds for all p ∈ [1, ∞), i.e., the moment condition (3.4) of [23] holds for all p.
The limit (3.16) of [23] tells us that as n → ∞ we have convergence in
where ξ (α)
) is defined at (1.1). The last assertion in Theorem 3.1 of [23] also gives a.s. convergence in (2.3).
Given τ ∈ (0, ∞) and H τ , we let X (k) τ ∈ H τ be the kth nearest neighbor to the origin. We compute
where the penultimate equality follows by display (15) of [29] (with α replaced by αm, d replaced by m). We have thus shown
Letting τ equal f (x) in (2.3) and applying (2.4) gives the claimed limit (2.1).
Proof of Theorem 2.2. This is an immediate consequence of Theorem 3.2 of [23] as well as remark (iv) on p. 2174 of [23] . In that remark we may set the function f there to f α 0 , we set ρ = ∞, and we put µ ξ n,k,ρ equal to µ (α) n,J . Keeping ρ set to infinity, it is a straightforward matter to show that µ (α) n,J satisfies the moment conditions (3.5) and (3.6) of [23] . Since µ (α) n,J satisfies all the conditions of remark (iv) on p. 2174 of [23] , Theorem 2.2 follows as desired.
Simulations
By means of a simulation study, this section compares the finite-sample power performance of the test based on T (α) n,J with that of several competitors. All simulations are performed using the statistical computing environment R, see [25] . We consider testing for uniformity on the unit square [0, 1] 2 , on the unit circle S 1 = {x ∈ R 2 : |x| = 1}, and on the unit sphere S 2 = {x ∈ R 3 : |x| = 1}. Since, strictly speaking, there is not only one new test, but a whole family of tests that depend on the choice of the power α and the number J of neighbors taken into account, the impact on finite-sample power of α and J will be of particular interest. In each scenario, we consider the sample sizes n = 50, n = 100 and n = 200, and the nominal level of significance is set to 0.05.
Throughout, critical values for T (α) n,J under H 0 (see Tables 7 -9 ) have been simulated with 100 000 replications, and each entry in a table referring to the power of the test is based on 10 000 replications.
Unit square
For testing the hypothesis H 0 that the distribution of X 1 is uniform over the unit square
2 , we considered the following competitors to the new test statistic.
(i) The Distance to Boundary Test DB (see [2] ), which is based on the distance of
y| : x ∈ ∂W } for the distance of y ∈ W to ∂W and R := max{D B (x, ∂W ) :
x ∈ W } for the largest of such distances (which equals 0.5 in our case), the test statistic computes the values
Under H 0 the random variables Y 1 , . . . , Y n have a Beta(1, 2)-distribution. The test employs the Kolmogorov-Smirnov type statistic
Here, G n is the empirical distribution function of Y 1 , . . . , Y n , and G 0 is the distribution function of the Beta(1, 2)-distribution. Rejection of H 0 is for large values of DB n , and critical values can be taken from the Kolmogorov distribution. Note that this test is not consistent against some easily computable alternatives, e.g., the uniform distribution on the subset [0.5, 1] 2 of W .
(ii) The Maximal Spacing Test MS, see [3] . Writing B(x, r) for an open circle centered at x with radius r, this test considers the maximum radius ∆ n := sup{r > 0 : there is some x with B(x, r) ⊂ [0, 1] 2 \ X n } of a circle that does not contain any of X 1 , . . . , X n as an inner point. Rejection of H 0 is for large values of the test statistic V n := π∆ 2 n . The limit distribution of V n under H 0 follows from (2.5) of [13] , which states that
where the random variable G follows a Gumbel distribution with distribution function exp(− exp(−x)), x ∈ R. Letting u α denote the (1 − α)-quantile of this distribution, the test rejects H 0 at asymptotic level α if
Nothing is known regarding the consistency of this test.
Since dealing with nearest neighbors in the square involves boundary effects (see, e.g., [7] ), we initially employed both the Euclidean metric and the torus metric, i.e., the Euclidean metric on the 3d-torus, obained as the quotient of the unit square by pasting opposite edges together via the identifications (x, y) ∼ (x + 1, y) ∼ (x, y + 1). Because the power of the tests was in general somewhat higher for the torus metric than for the Euclidean metric, we decided to use the torus metric. It should be stressed that this choice conforms to the general set-up adopted in [23] so that Theorem 2.1 and Theorem
remain valid.
An empirical study of uniformity tests in several settings including the hypercube can be found in [24] . Guided by the simulation study in [4] , we used a contamination and a clustering model as alternatives to the uniform distribution. The contamination model, denoted by CON, for the distribution of X 1 is the mixture 2 " means that a realization was discarded whenever the generated point did not fall into the unit square.
The clustering alternative CLU (say) considers an alternative to H 0 in the non i.i.d.
case, using a two step-technique. In a first step, one simulates n 1 = 10 i.i. n,J , unit square Table 2 exhibits the corresponding percentages of the test based on T (α) n,J . An asterisk denotes power 100% . As was to be expected, rejection rates depend crucially on the power α and the the number of neighbors J taken into account. In each row, the maximum rejection rates have been highlighted using boldface ciphers. The beginning of a sequence of asterisks has also been emphasized, thus indicating the smallest value of J for which the maximum power is attained. A comparison with Table 1 shows the choice α = 0.5 yields a very strong test against cluster alternatives, even for J = 1.
Likewise, taking α = 5 and any J ≤ 15, the test based on T (α) n,J outperforms both DB and MS.
The circle S

1
A good overview of tests for uniformity on the circle is presented in the monograph [14] .
We considered the following classical procedures.
(i) The modified Rayleigh Test, suggested in [17] and denoted by Ra in what follows, is based on the statistic
Here, T n := 2n |X n | 2 , and X n = n −1 n j=1 X j is the sample mean vector. Under H 0 , the limit distribution of Ra n as n → ∞ is the χ (ii) Kuiper's test (see [19] ), denoted by Ku, uses a transformation of X 1 , . . . , X n to normed radial data U 1 , . . . , U n , as described in [14] , p. 153. Writing 0 ≤ U (1) ≤ · · · ≤ U (n) ≤ 1 for the order statistics of U 1 , . . . , U n , Kuiper's test is a KolmogorovSmirnov type test using the statistic
(see [14] , p. 153).
(iii) Using the same radial data transformation as in (ii), Watson's test (see [30] ), denoted by W a, employs the statistic (see [14] , p. 156)
.
The implementation and critical values of the Kuiper (ii) and the Watson (iii) test were
taken from the R-package Directional, as provided by [27] . As alternative distributions on the circle we considered the von Mises-Fisher (MF) and the Bimodal von Mises-Fisher (BMF) distributions, see [14] , Section 2.3 and [20] , Section 9.3. Note that a unit random vector has the (d−1)-dimensional von Mises-Fisher distribution if its probability density function with respect to the uniform distribution is
Here, κ > 0 is a concentration parameter, the unit vector µ denotes the mean direction, I ν is the modified Bessel function of the first kind and order ν, and the prime stands for tranpose. For the simulations in Tables 3 and 4 Table 3 and Table 4 
Sphere S 2
We now treat the case of testing for uniformity on a sphere in R 3 , for which many tests have been proposed. A good overview, also for the corresponding testing problems in higher dimensions, is given in [9, 20] . We considered the following procedures.
Alt. [17] ), denoted by Ra, rejects the hypothesis of uniformity for large values of
where T n := 2n |X n | 2 . Under H 0 , the limit distribution of Ra n as n → ∞ is χ (ii) The data-driven Sobolev test for uniformity applied to the sphere, here called the Jupp test and denoted by JT (see [16] ), computes
and P k is the Legendre polynomial of order k. The test statistic is then JT n := S n ( k), where the Kent distribution, see [20] , p. 176, with density
Here, c(β, κ) is a normalizing constant, and τ 1 , τ 2 and µ are mutually orthogonal vectors.
The references to the Kent distribution in Tables 5 and 6 
Conclusions and open problems
We have introduced a new, flexible class of universally consistent goodness-of-fit tests based on sums of powers of volumes of weighted kth nearest neighbor balls. Under fixed alternatives, scaled versions of the test statistics converge to the α-entropy between probability distributions. The approach is fairly general, since it covers both goodnessof-fit testing for distributions with a compact, 'full-dimensional' support in R d , but also on lower-dimensional manifolds embedded in R d . Our approach requires J, the Alt. n,J , sphere maximum number of neighbors taken into account, to remain fixed as n → ∞. It would be desirable to obtain limit theorems also for the case that J = J(n) tends to infinity with the sample size n. Another problem is to generalize the theory to cover testing for a parametric family {f (·; ϑ) : ϑ ∈ Θ} of densities. This could be done by substituting f (X i ; ϑ n ) for the weight f 0 (X i ), where ϑ n is a suitable estimator of ϑ, based on X 1 , . . . , X n . 
