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Abstract
Real time control system is very complicated system and it’s much needed system for us.
Nowadays this system of control is being applied in robotics, especially in medical robotics
for a surgical operations from distance using robotic arms, which are controlled from
computer, and manipulated from doctor (surgeon).
In my bachelor thesis, first I have talked in general about robotics and the future of robotics.
And applied real time algorithms in industrial cleaner robot so called Cleo, which fulfills my
research. Regarding to control algorithms, we have talked about supporting tools as invers,
forward kinematics and something about some types of sensors. After supporting tools for
control algorithms we have add some of control algorithms in robotics as general topics
describing their features, attributes advantages and disadvantages algorithms and methods of
robot decision making mechanism, meaning Neural Network, Fuzzy Logic and Genetic
Algorithms as main references in our work.
Our implementation is focused in Neural Network Algorithm in order to be able to control
Cleo in real time, we have designed a neural network algorithm developed it and finally test
it.
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1. Preface
Robotics is a branch of technology that deals with the design, construction, operation and
application of robots and autonomous systems, as well as the computer systems that power
such devices, including control, sensory feedback and information processing.
Robots are typically designed as automated machines that can take the place of humans. Most
robotic machines can be seen in manufacturing lines, such as widely used in the auto industry.
Robots are also utilized to replace humans in dangerous situations. One example would be
to send an automated machine into a burning building to hunt for survivors when it may too
dangerous to send in firefighters. Another example would be the utilization of a robot by
SWAT to search a crime scene for dangerous persons or explosives. [1]
The term robotics is derived from the word robot, which was first introduced by Czech writer
Karel Capek in his 1920 play R.U.R. (Rossum’s Universal Robots). The word robot comes
from the Slavic word robota, which means labor. In Capek’s play, it begins in a factory where
artificial robotic people (similar to the modern idea of androids) are being built. Capek
maintained that the word robot was not of his own origin, noting it actually came from his
brother Josef. He explained this in a short letter in reference to an etymology in the Oxford
English Dictionary. [1]
The concept of robotics has actually been around much longer, with evidence of the concept
appearing as early as the third century BC.
One of the earliest descriptions of automata appears in the Lie Zi text, telling of a much
earlier encounter between King Mu of Zhou (1023-957 BC) and a mechanical engineer
known as Yan Shi, who allegedly presented the king with a life-size, human-shaped figure
of his mechanical handiwork. [1]
Archytas of Tarentum built a wooden, steam-propelled bird in 420 BCE, which was
reportedly able to fly. In 1206 AD, inventor Al-Jazari created the first early humanoid
automata. The first designs for a humanoid robot surfaced in 1495, when Leonardo da Vinci
created a mechanical knight. In 1898, Nikola Tesla demonstrated the first radio-controlled
vessel, the teleautomaton.

Elektro, developed by Westinghouse Electric Corp., became the first humanoid robot to be
exhibited to the public, shown at the 1939 and 1940 World’s Fairs. In 1948, Elsie Elmer and
William Grey Walter developed the first robots to exhibit biological behavior. George Devol
created the first commercial robot, Unimate, in 1956, which became the first installed
industrial robot in 1961. [1]
ABB Robot Group introduced the world’s first microcomputer-controlled electric industrial
robot, called IRB 6, in 1974. The robot was delivered to a small mechanical engineering
company in Sweden. That robot was patented since 1972. Victor Scheinman introduced the
first programmable universal manipulation arm in 1975. [1]
In 1997, Carnegie Mellon’s Hans Moravec coined a new term, “Generation Robots,” which
was used to describe the level of advancement of robots. Moravec predicted in 1997 that
first-generation robots should carry the intelligence of lizards by 2010. First-gen robots
would be incapable of learning, however, leading to the rise of second-gen robots, which
have the intelligence comparable to that of a mouse and be available by 2020. He went on to
say third-gen robots should have the intelligence of monkeys and fourth-gen robots with the
intelligence of humans. Mr.Moravec predicted human AI in robots would be possible by
2040-2050. [1]
Today, robotics can be broken down into dozens of subfields and includes everything from
biomechanics to nano-engineering and artificial intelligence to behavioral science.
Robots have come a long way since the early days of robotic innovation. We now have robots
in our workplaces, robots in our homes, and even robots on the International Space Station.
And with technological advancements improving every day, it is likely we will see robots
that can think, act and evolve on their own someday soon. [1]
Cleo robot is design to handle all kind of the requests to finish the job description, his task is
to clean the surface and keeps clean the environment, using intelligent algorithms and
working hard into artificial intelligent to calculate paths, Cleo should be enough intelligent
to handle his operation. Cleo special feature is to create its own world how he sees it through
its sensors, and operate starting from decisions and movements independent from human

support. Meantime to improve its features a services Cleo will be able to connect to Cloud
services and interact with it to solve processing power versus cost of Cleo implementation.

2. Objectives and questions
Controlling and operating a Cleo robot in real time is an objective that we put for our project
in this case our field of research is in two main points:
1. Obstacle avoidance and position recognition by Cleo itself
2. Neural Network algorithms to fulfill needs for Control of Cleo robot in real time path
navigation
Learning process of controlling algorithm in shortest time as possible and objective
achievement of the thesis for Cleo's control optimally is first part of project where the second
part is experimentation, result outcome analysis beyond market request as research aims..

3. Literature review
3.1 Implementation methods and algorithms
The process of driving to a destination tile always follows the same 5-step-algorithm: (1)
calculate the next tile to go to, (2) turn towards the direction of the next tile, (3) start driving
and wait for line-crossing events to happen, (4) thereby decide which tile the robot arrived
in, and (5) finally determine whether the robot has reached the destination tile. The 5-stepalgorithm is also visualized in Figure 1. [2]
Determining the next tile is done via a breadth-first search: starting from the current tile, the
coordinates of all adjacent tiles that have not been visited on the way to the current destination
are stored into a vector together with information on its predecessor. If the destination tile is
not among the vector entries, again each entry’s all adjacent and not yet considered tiles are
stored together with their predecessor. The algorithm terminates when the destination tile is
in one of the vectors. The path to that destination tile can then be derived using the chain of
predecessors stored together with the coordinates. This rather naive approach has potential
to be optimized. An example would be to employ branch-and-bound-techniques.
Nevertheless, in large grids the applicability of such tree-based techniques is limited. In this
case greedy algorithms might be an alternative. However, such path finding issues were not
the focus of our research. [2]
Once a path has been derived, the robot turns towards the direction of the next tile (which
can be calculated from the current and next coordinates) by turning both wheels in different
directions for a predefined time corresponding to 45 degrees (repeatedly if necessary).
Because wheels and sensors are attached in a line, the light sensors will not “move” but only
rotate.
The robot then starts driving, waiting for events to occur. We distinguish light sensor events
and timeout events. A series of sensor events corresponding to the crossing of the grid) is
always concluded by a timeout event. If no sensor events have occurred for a certain time
period, it is assumed that the robot has reached the next tile. The length of the interval
depends on the size of the tiles, the robot dimensions, path deviation and speed. If it is chosen
too long (and tiles are small), the robot might already have started to cross the next lines at

the opposite side of the new tile. If it is chosen too short, the timeout might occur during the
crossing of the grid. For our implementation, we chose a timeout interval of four seconds.
[2]

Figure 1. The 5-step-algorithm

Number, kind and order of sensor events determine which tile the robot drove to. Due to path
deviations due to wheel slip, different engine powers etc. the robot does not necessarily arrive
at the tile it was actually heading for.
Basically two ways of crossing the grid can be distinguished: the change to a tile in horizontal
(East, West) or vertical (North, South) direction which we will call orthogonal crossing and
the change to a tile at north-east, north-west south-east or south-west which we will call
diagonal crossing for the rest of this paper.
Determining orthogonal crossings is relatively easy: after both sensors have gone dark and
light again once and nothing happened afterwards for a while, the robot has reached the next
tile. From the order in which the two events occurred a first indication can be drawn on the
robot’s deviation from the wanted direction (orthogonal to the grid line). [2]

3.2 Calculations of positions, speed of movement and orientation in space of
robot
Kinematics is the science of describing the motion of objects using words, diagrams,
numbers, graphs, and equations. Kinematics is a branch of mechanics. The goal of any study
of kinematics is to develop sophisticated mental models that serve to describe (and
ultimately, explain) the motion of real-world objects. [3]
The kinematic equations are a set of four equations that can be utilized to predict unknown
information about an object's motion if other information is known. The equations can be
utilized for any motion that can be described as being either a constant velocity motion (an
acceleration of 0 m/s/s) or a constant acceleration motion. They can never be used over any
time period during which the acceleration is changing. Each of the kinematic equations
include four variables. If the values of three of the four variables are known, then the value
of the fourth variable can be calculated. In this manner, the kinematic equations provide a
useful means of predicting information about an object's motion if other information is
known. For example, if the acceleration value and the initial and final velocity values of a

skidding car is known, then the displacement of the car and the time can be predicted using
the kinematic equations. [4]
The four kinematic equations that describe an object's motion are:
𝑑 = 𝑣𝑖 ∗ 𝑡 +

1
∗ 𝑎 ∗ 𝑡2
2

(𝐸𝑞. 1)

𝑣𝑓2 = 𝑣𝑖2 + 2 ∗ 𝑎
∗𝑑

(𝐸𝑞. 2)

𝑣𝑓
= 𝑣𝑖 + 𝑎
∗𝑡
𝑑=

(𝐸𝑞. 3)
𝑣𝑖 +𝑣𝑓
2

∗

𝑡

(Eq. 4)

There are a variety of symbols used in the above equations. Each symbol has its own specific
meaning. The symbol d stands for the displacement of the object. The symbol t stands for the
time for which the object moved. The symbol a stands for the acceleration of the object. And
the symbol v stands for the velocity of the object; a subscript of i after the v (as in vi) indicates
that the velocity value is the initial velocity value and a subscript of f (as in vf) indicates that
the velocity value is the final velocity value. [4]
Each of these four equations appropriately describes the mathematical relationship between
the parameters of an object's motion. As such, they can be used to predict unknown
information about an object's motion if other information is known. [4]
3.2.1 Reference systems in the industry for the robot orientation
Google unveiled a brand new self-driving car prototype on Tuesday; the first company to
build a car with no a steering wheel, accelerator or brake pedal.
The car's arrival marks the next stage in Google’s self-driving car project, which was born
from the Darpa Grand Challenges for robotic vehicles in the early 2000s. Google kickstarted
its own self-driving car project in 2008, and it has been rumbling on ever since, first with

modified Toyota Prius and then with customized Lexus SUVs, which took the car’s existing
sensors, such as the cruise-control cameras, and added a spinning laser scanner on the top.
[5]
It is the first truly driverless electric car prototype built by Google to test the next stage of its
five-year-old self-driving car project. It looks like a cross between a Smart car and a Nissan
Micra, with two seats and room enough for a small amount of luggage.
It is the first real physical incarnation of Google’s vision of what a self-driving car of the
near future could be. [5]
Google’s driverless car comes equipped with eight different types of sensor.
The most noticeable is the rotating roof-top Lidar – a camera that uses an array of 32 or 64
lasers to measure the distance to objects to build up a 3D map at a range of 200m, letting the
car "see" hazards. [6]
The car also sports another set of “eyes”, a standard camera that points through the
windscreen. This also looks for nearby hazards - such as pedestrians, cyclists and other
motorists - and reads road signs and detects traffic lights.
Speaking of other motorists, bumper-mounted radar, which is already used in intelligent
cruise control, keeps track of other vehicles in front of and behind the car.
Externally, the car has a rear-mounted aerial that receives geo-location information from GPS
satellites and an ultrasonic sensor on one of the rear wheels that monitors the car’s
movements.
Internally, the car has altimeters, gyroscopes and a tachometer (a rev-counter) to give even
finer measurements on the car’s position, all of which combine to give it the highly accurate
data needed to operate safely. [6]
No single sensor is responsible for making Google's self-driving car work. GPS data, for
example, is not accurate enough to keep the car on the road, let alone the correct lane. Instead,
the driverless cars use data from all eight of their sensors, interpreted by Google's software,
to keep you safe and get you from A to B.

The data that Google's software receives is used to accurately identify other road users, their
behavior patterns, and what commonly used highway signals mean.
For example, the self-driving Google car can successfully identify a bike and understand that
if the cyclist extends an arm, the person intends to make a maneuver. The driverless car then
knows to slow down and give the bike enough space to operate safely. [6]

3.2.2 Forward and Inverse kinematic
3.2.2.1 Forward Kinematic
The forward kinematics problem is concerned with the relationship between the individual
joints of the robot manipulator and the position and orientation of the tool or end-effector.
The objective of forward kinematic analysis is to determine the cumulative effect of the entire
set of joint variables, that is, to determine the position and orientation of the end effector
given the values of these joint variables. [7]
Mathematically, the forward kinematic equations define a function between the space of
cartesian positions and orientations and the space of joint positions. [7]

3.2.2.1.1 Example of Forward Kinematic

Figure 2. A schematic of a simple robot lying in the X-Y plane

The figure above is a schematic of a simple robot lying in the X-Y plane. The robot has three
links each of length l1-l3. Three joints (the little circles) connect the three links of the robot.
The angles at each of these joints are Ø1-3. The forward kinematics problem is stated as
follows: Given the angles at each of the robots joints, where is the robot's hand (Xhand,
Yhand, Øhand)? [8]
For this simple planar robot, the solution to the forward kinematics problem is trivial:
𝑋ℎ𝑎𝑛𝑑 = 𝑙1 ∗ 𝑐𝑜𝑠∅1 + 𝑙2 ∗ cos(∅1 + ∅2 ) + 𝑙3 ∗ cos (∅1 + ∅2 + ∅3 )

(Eq.5)

𝑌ℎ𝑎𝑛𝑑 = 𝑙1 ∗ 𝑠𝑖𝑛∅1 + 𝑙2 ∗ 𝑠𝑖𝑛(∅1 + ∅2 ) + 𝑙3 ∗ 𝑠𝑖𝑛 (∅1 + ∅2 + ∅3 )

(Eq.6)

∅ℎ𝑎𝑛𝑑 = ∅1 + ∅2 + ∅3

(Eq.7)

For the general spatial case, the solution is not so trivial. This is because the joint angles do
not simply add as they do in the planar case.

[8]

Denavit and Hartenberg used screw theory in the 1950's to show that the most compact
representation of a general transformation between two robot joints required four parameters.
These are now known as the Denavit and Hartenberg parameters (D-H parameters) and they
are the de-facto standard for describing a robot's geometry. Here is a description of the four
D-H parameters:
a - the perpendicular distance between two joint axes measured along the mutual
perpendicular. The mutual perpendicular is designated the x-axis.
𝛼 - the relative twist between two joint axes measured about the mutual perpendicular
d - the distance between the two perpendiculars measured along the joint axis
𝜃 - joint angle about the z axis measured between the two perpendiculars
Once the parameters have been assigned we can solve the forward kinematics problem by
moving from the base of the robot out to the hand using the following transformations at each
joint:

[8]

𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = 𝑆𝑐𝑟𝑒𝑤𝑥 (𝑎, 𝛼) ∗ 𝑆𝑐𝑟𝑒𝑤𝑧 (𝑑, 𝜃)
= 𝑇𝑟𝑎𝑛𝑠𝑥 (𝑎)
∗ 𝑅𝑜𝑡𝑥 (𝛼) ∗ 𝑇𝑟𝑎𝑛𝑠𝑧 (𝑑) ∗ 𝑅𝑜𝑡𝑧 (𝜃)

(Eq. 8)

Though the D-H parameters are the most compact general representation of the robot's
geometry, they are seldom the most computationally efficient. In practice more specialized
and computationally efficient equations are developed for each particular robot.

[8]

3.2.2.2 Inverse Kinematic
The objective of inverse kinematic analysis is, in contrast, to determine the values for these
joint variables given the position and orientation of the end effector frame.

[7]

This invers kinematic is concerned with the inverse problem of finding the joint variables in
terms of the end-effector position and orientation. This is the problem of inverse kinematics,
and it is, in general, more difficult than the forward kinematics problem.

[7]

The inverse kinematics problem is much more interesting and its solution is more useful. At
the position level, the problem is stated as, "Given the desired position of the robot's hand,
what must be the angles at all of the robots joints?"
Humans solve this problem all the time without even thinking about it. When you are eating
your cereal in the morning you just reach out and grab your spoon. You don't think, "my
shoulder needs to do this, my elbow needs to do that, etc."

3.2.2.2.1 Example of Inverse Kinematic
Below we will look at how most robots have to solve the problem. We will start with a very
simple example.

[9]

Figure 3. A schematic of a simple robot lying in the X-Y plane

The figure above is a schematic of a simple robot lying in the X-Y plane. The robot has one
link of length l and one joint with angle Ø. The position of the robot's hand is Xhand. The
inverse kinematics problem (at the position level) for this robot is as follows: Given
Xhand what is the joint angle Ø? We'll start the solution to this problem by writing down the
forward position equation, and then solve for Ø.
𝑋ℎ𝑎𝑛𝑑 = 𝑙 ∗ cos ∅

(Forward position solution)

[9]
(Eq.9)

cos ∅ = 𝑋ℎ𝑎𝑛𝑑 /𝑙

(Eq.10)

∅ = cos−1 (𝑋ℎ𝑎𝑛𝑑 /𝑙)

(Eq.11)

To finish the solution let's say that this robot's link has a length of 1 foot and we want the
robot's hand to be at X = 0.7071 feet. That gives:

∅ = cos−1 0.7071 = +/− 45 𝑑𝑒𝑔𝑟𝑒𝑒𝑠

(Eq.12)

[22]
Even for this simple example, there are two solutions to the inverse kinematics problem: one
at plus 45 degrees and one at minus 45 degrees! The existence of multiple solutions adds to

the challenge of the inverse kinematics problem. Typically we will need to know which of
the solutions is correct. All programming languages that I know of supply a trigonometric
function called ATan2 that will find the proper quadrant when given both the X and Y
arguments: Ø = ATan2(Y/X). Now we have the tools we need to look at a more interesting
inverse kinematics problem:

[9]

Figure 4. A schematic of a simple robot lying in the X-Y plane

Here's the statement of the inverse kinematics problem at the position level for this robot:
Given: 𝑋ℎ𝑎𝑛𝑑 , 𝑌ℎ𝑎𝑛𝑑 , ∅ℎ𝑎𝑛𝑑
Find: ∅1, ∅2 , ∅3
To aid in solving this problem, I am going to define an imaginary straight line that extends
from the robot's first joint to its last joint as follows:
B: length of imaginary line
q1: angle between X-axis and imaginary line
q2: interior angle between imaginary line and link l1
Then we have:
𝐵 2 = 𝑋ℎ𝑎𝑛𝑑 2 + 𝑌ℎ𝑎𝑛𝑑 2

(by the Pythagorean theorem)

(Eq.13)

𝑞1 = 𝐴𝑇𝑎𝑛2(𝑌ℎ𝑎𝑛𝑑 − 𝑋ℎ𝑎𝑛𝑑 )
𝑞2 = acos [

(𝑙2 2 −𝑙1 2 +𝐵2 )
2𝑙1

∗ 𝐵]

(Eq.14)
(by the law of cosines)

(Eq.15)

∅1 = 𝑞1 + 𝑞2
(Eq.16)
∅2 = acos [(𝑙1 2 + 𝑙2 2 − 𝐵 2 )/ 2 ∗ 𝑙1 ∗ 𝑙2 ] (by the law of cosines)

(Eq.17)

∅𝟑 = ∅𝒉𝒂𝒏𝒅 − ∅𝟏 − ∅𝟐

(Eq.18)

That completes the solution for Ø1, Ø2 and Ø3 given Xhand, Yhand, Øhand. Most inverse
kinematics solutions at the position level proceed in a similar fashion. You will use your
knowledge of trigonometry and geometry coupled with your creativity to devise a solution.
The solution given above works as is for SCARA robots. If you can imagine turning the
SCARA robot on its side, then you will see that the solution above also works for the
positioning components of most six degree of freedom industrial robots too. The inverse
kinematics solution for Cartesian robots is trivial as all axes are perpendicular by definition
and thus there is no coupling of the motions.

[9]

3.2.3 Dynamics
Dynamics is that branch of mechanics which deals with the motion of bodies under the action
of forces. The study of dynamics in engineering usually follows the study of statics, which
deals with the effects of forces on bodies at rest. Dynamics has two distinct parts:
kinematics,which is the study of motion without reference to the forces which cause motion,
and kinetics, which relates the action of forces on bodies to their resulting motions. A
thorough comprehension of dynamics will provide one of the most useful and powerful tools
for analysis in engineering. [10]
Only since machines and structures have operated with high speeds and appreciable
accelerations has it been necessary to make calculations based on the principles of dynamics
rather than on the principles of statics. The rapid technological developments of the present
day require increasing application of the principles of mechanics, particularly dynamics.
These principles are basic to the analysis and design of moving structures, to fixed structures
subject to shock loads, to robotic devices, to automatic control systems, to rockets, missiles,

and spacecraft, to ground and air transportation vehicles, to electron ballistics of electrical
devices, and to machinery of all types such as turbines, pumps, reciprocating engines, hoists,
machine tools, etc. [10]

3.3. Sensor data analysis
Sensors are sophisticated devices that are frequently used to detect and respond to electrical
or optical signals. A sensor converts the physical parameter (for example: temperature, blood
pressure, humidity, speed, etc.) into a signal which can be measured electrically. Let’s
explain the example of temperature. The mercury in the glass thermometer expands and
contracts the liquid to convert the measured temperature which can be read by a viewer on
the calibrated glass tube. [11]
There are certain features which have to be considered when we choose a sensor. They are
as given below:
1.

Accuracy

2.

Environmental condition - usually has limits for temperature/ humidity

3.

Range - Measurement limit of sensor

4.

Calibration - Essential for most of the measuring devices as the readings changes
with time

5.

Resolution - Smallest increment detected by the sensor

6.

Cost

7.

Repeatability - The reading that varies is repeatedly measured under the same
environment [11]

The sensors are classified into the following criteria:
1.

Primary Input quantity ( Measurand )

2.

Transduction principles (Using physical and chemical effects)

3.

Material and Technology

4.

Property

5.

Application [11]

3.3.1 Ultrasound
Ultrasound is acoustic (sound) energy in the form of waves having a frequency above the
human hearing range. The highest frequency that the human ear can detect is approximately
20 thousand cycles per second (20,000 Hz). This is where the sonic range ends, and where
the ultrasonic range begins. Ultrasound is used in electronic, navigational, industrial, and
security applications. It is also used in medicine to view internal organs of the body. [12]
Ultrasound can be used to locate objects by means similar to the principle by which radar
works.
In ultrasonic medical imaging, high-frequency acoustic energy is transmitted into the human
body using a set of transducers attached to the skin. The ultrasound waves reflect from
boundaries between organs and surrounding fluid, and between regions of differing tissue
density. This technique has been used to observe the condition and behavior of fetuses prior
to birth. It has also been used to locate tumors, and to observe the condition of the human
muscles and bones.
Ultrasound is used in industry to analyze the uniformity and purity of liquids and solids. It
can also be used for cleaning purposes. Subminiature ultrasonic cleaning instruments are
used by some dentists during routine examinations. [12]
There are different types of ultrasound:
•

Doppler ultrasound

•

Obstetric ultrasound

•

3-D and 4-D ultrasound

•

Echocardiograms

•

Carotid ultrasound [13]

The same basic principles that bats, submarines and many fishermen use with sonar are the
same principles that ultrasound (or sonography) are based on. It’s a rather simple concept,
really. [14]

When a sound wave hits an object it bounces back, or echoes. A bat or sonar machine ‘hears’
those echoes and measures them in their own way to determine how far away the object is
that caused the echo. An ultrasound machine does the same. In fact, it measures the echo
waves that are bouncing back and can also determine the object’s size, shape and whether
it’s solid, filled with fluid or both. And in some cases, even show the exact speed of any
motion of the object or objects around it. [14]

3.3.2 Laser Measurements
With Laser Distance Measuring Tools, one can achieve more accurate measurement readings
especially at extended lengths and in a shorter period of time. The longer that a measuring
tape measure is extended, the harder it is to get an accurate measurement. You have to worry
about slack in the line or applying too much tension on the tape and stretching or possibly
even breaking it. You have to line up the marks directly with the starting point. Even
temperature can affect your measurement when using traditional measuring tapes. Laser
distance measuring tapes are one of the fastest and most accurate ways to collect
measurements, especially if you have multiple measurements to take during the same job or
day. [15]
Most laser distance measuring tools offer easy operation, and some advanced models offer
many more features and functions depending on what you're wanting to accomplish. The
distance measuring tool projects a laser which looks very similar to that of a laser pointer.
Simply point and press the button. It will automatically measure to where the laser is pointed.
With some models you can select whether you want the length of the tool itself included in
the measurement or not, which is handy in situations where it’s advantageous to have the rear
of the unit against a wall or post for example. Most laser distance measuring tools can manage
basic calculations like addition, subtraction, area, and volume. They can also store previous
measurements, depending on the model, into internal memory. Some laser measuring tools
will track minimum and maximum measurements. You can automatically transfer between
different units of measure such as feet, inches, tenths, meters, etc. And some lasers have a

built-in tilt detector to take measurements at an angle, ranging anywhere from 0% to 100%.
[15]
Another feature or function of these tools is the Pythagorean function, which is a versatile
feature found on most models. With this feature you can calculate the length of an object
using 3 points. Using this method you do not have to be at the start or end point when taking
the measurement. Use it if you do not have a target point or if you need to find the height of
a window that is on the second floor. Some models have a magnified viewfinder which is
very helpful if you are outside and are having trouble seeing your laser dot at a long distance.
Another great feature is cable connection, or wireless blue tooth connection capabilities,
which allows you to automatically transfer your saved measurements to a PC and input them
directly in to programs like AutoCad, Excel, and others. [15]
Some benefits or desirable features of laser distance measuring tools are;
•

Single person use (you can take measurements by yourself easily)

•

Records measurements using the unit memory feature

•

More accurate readings

•

Safer as you may not need to walk out on a wall or ledge or ladder in some case

•

Quicker measuring meaning less time on the job site

•

Long distance

•

Basic calculations built-in which save time

•

Illuminated to work

•

Versatile. Work in different units such as metric or English

•

Automatic

•

Compact and less bulky than carrying a large measuring tape [15]

3.3.3 Angle Sensor (electronic compass/ accelerometer)
3.3.3.1 Electronic Compass
An electronic compass provides the measurements based on the Earth's magnetic field for
the navigation of a robot. This digitalized version of a standard compass consists of tiny
MEMS nano-structures that tend to bend due to electromagnetic fields.

When these MEMS structures are subjected to any form of electromagnetic field, these
structures bend by an amount that can be electrically detected. The electronic compass output
data can be provided in the form of a digital or a pulse width modulated signal.

[16]

Figure 5. Circuit diagram of electronic compass
Here is the circuit diagram of a very simple and accurate electronic compass using the 1490
digital compass. The 1490 digital compass is a solid state Hall Effect device which is
sensitive to detect the Earth’s magnetic field. The sensor is internally damped to simulate the
performance of an ordinary compass. The circuit shown here is the simplest one that can be
built around this sensor.

[17]

The sensor has 12 pins at the bottom which are arranged in to four sets of three. All pins
marked 1 are connected to the positive (+5V). All pins marked 2 are tied together and
connected to the ground. The pins marked 3 are the output pins. Each output pin is equivalent
to the open collected of an NPN transistor and can sink up to 20mA. An LED is connected
between the positive (+5V ) and each of the output pin. The 1K resistor will limit the LED
current to 5mA.The direction can be identified by interpreting the combination of LEDs
glowing. A typical 5V regulator using IC 7805 is used to produce 5V DC from the 9V battery
for powering the circuit.

[17]

3.3.3.2 Accelerometer
Body in motion usually experience vibration as well as shock. When a mobile falls on a floor,
it is subjected to shock. When a vehicle moves on a bumpy road, it experiences vibrations.
Likewise, there are many situations, where an object encounters shock and vibrations.
Sometimes, they survive and at times, they get damaged. When delicate items like glass,
crockery, etc. are packaged properly, they can withstand severe shock and vibrations.
Whether a system will survive or not, how do we know this a priori? While some vibrations
are desirable, some may be disturbing or even destructive. Hence, often a need is felt to
understand the causes of vibrations and to develop methods to measure and prevent them.
An ability of a system to withstand vibrations and shock depends upon the ‘g’ level the
system can withstand. To measure these ‘g’ levels, a sensor – accelerometer is used. [18]
An accelerometer is a sensor that measures the physical acceleration experienced by an object
due to inertial forces or due to mechanical excitation. Acceleration is defined as rate of
change of velocity with respect to time. It is a measure of how fast speed changes. It is a
vector quantity having both magnitude and direction. As a speedometer is a meter to
measures speed, an accelerometer is a meter to measure acceleration. An ability of an
accelerometer to sense acceleration can be put to use to measure a variety of things like tilt,
vibration, rotation, collision, gravity, etc. Accelerometers measure in terms of ‘g’ (‘g’ is
acceleration measurement for gravity which is equal to 9.81m/s²). Accelerometers are made
using tilt sensors.
The term ‘Accelerometers’ refer to the transducers which comprises of mechanical sensing
element and a mechanism which converts the mechanical motion into an electrical output.
[18]
Theory behind working of accelerometers can be understood from the mechanical model of
accelerometer, using Newtonian mechanics. The sensing element essentially is a proof mass
(also known as seismic mass). The proof mass is attached to spring which in turn is connected
to its casing. In addition, a dashpot is also included in a system to provide desirable damping
effect; otherwise system may oscillate at its natural frequency. The dashpot is attached (in

parallel or in series) between the mass and the casing. The unit is rigidly mounted on the
body whose acceleration is of interest. [18]

Figure 6. Schematic of an Accelerometer
When the system is subjected to linear acceleration, a force (= mass * acceleration) acts on
the proof-mass. This causes it to deflect; the deflection is sensed by a suitable means and is
converted into an equivalent electrical signal.
When force is applied on the body, proof mass moves. Its movement is countered by spring
and damper. [18]

Figure 7. Description of work of Accelerometer
Therefore, if

m = proof mass of the body

x = relative movement of the proof-mass with respect to the frame
c = damping coefficient
k = spring stiffness
Then
Summation of all forces on Proof mass = 0
𝑚𝑎 + 𝐹𝑑 + 𝐹𝑠 = 0

(Eq.19)

𝑚𝑎 = −𝐹𝑑 − 𝐹𝑠

(Eq.20)

𝑚𝑎 = −𝑐𝑥̇ − 𝑘𝑥

(Eq.21)

𝑐

𝑘

𝑎 = − (𝑚) 𝑥̇ − (𝑚)𝑥

(Eq.22)

Thus, with the knowledge of damping coefficient(c), spring stiffness (k), and proof mass (m),
for a useful acceleration sensor, it is sufficient to provide a component that can move relative
to sensors housing and a means to sense the movement.

Displacement and acceleration are related by fundamental scaling law. A higher resonant
frequency implies less displacement or low sensitivity. [18]
3.3.3.1 Types of Accelerometers
As movement of the proof mass is sufficient for an accelerometer, accelerometers are
designed using various sensing principles.
3.3.3.1.1 Potentiometric
One of the simplest accelerometer type - it measures motion of the proof mass motion by
attaching the spring mass to the wiper arm of a potentiometer. Thus position of the mass and
thereby, changing acceleration is translated to changing resistance.
The natural frequency of these devices is generally less than 30 Hz, limiting their application
to low frequency vibration measurements. Dynamic range is also limited. But they can
measure down to 0 Hz (DC response).

[18]

3.3.3.1.2 Capacitive accelerometers
Capacitive accelerometers sense a change in electrical capacitance, with respect to
acceleration. Single capacitor or differential capacitors can be used; differential ones being
more common.
In these accelerometers, a diaphragm acting as a mass moves in the presence of acceleration.
The diaphragm is sandwiched between the two fixed plates creating two capacitors; each
with an individual fixed plate and each sharing the diaphragm as a movable plate. Movement
of the diaphragm causes a capacitance shift by altering the distance between two parallel
plates, the diaphragm itself being one of the plates.
The two capacitors form the two arms of the bridge; the output of the bridge varies with the
acceleration.
Capacitive sensing is most commonly used in MEMS accelerometers. Like potentiometric
accelerometers, capacitive accelerometers have true DC response but limited frequency
range and limited dynamic range. [18]

3.3.3.1.3 Piezoelectric accelerometers
Piezoelectric accelerometers employ piezoelectric effect. When piezoelectric materials are
stressed, they are deformed and an electric charge is generated on the piezoelectric materials.
In piezoelectric accelerometers, piezoelectric material is used as an active element. One side
of the piezoelectric material is connected to rigid base. Seismic or proof mass is attached to
the other side. When force (generated due to acceleration) is applied, piezoelectric material
deforms to generate the charge. This charge is proportional to the applied force or in other
words, proportional to acceleration (as mass is constant). The charge is converted to voltage
using charge amplifiers and associated signal conditioning circuit. [18]
Compared to other type of accelerometers, piezoelectric accelerometers offer unique
advantages:
•

Wide dynamic range

•

Excellent linearity

•

Wide frequency range

•

No wear and tear due to absence of moving parts

•

No external power requirement

However, alternating acceleration only can be measured with piezoelectric accelerometers.
These accelerometers are not capable of measuring DC response. [18]

3.3.3.1.4 Piezo-resistive accelerometers
Piezo-resistive accelerometers use piezo-resistive materials, i.e., strain gauges. On
application of the force (due to acceleration), resistance of these strain gages changes. The
change in resistance is monitored to measure the acceleration.
Piezo-resistive elements are typically used in micro-machined structures. They have true DC
response. They can be designed to measure up to ±1000 g. [16]

3.3.3.1.5 Variable inductance accelerometers
Using the concept very similar to the one used in LVDTs, variable inductance accelerometers
can be designed. In these accelerometers, proof mass is made of ferromagnetic materials.
The proof mass is designed in the form of core which can move in or out of the coil.
When the body is accelerated, the proof mass moves. In other words, portion of the core
inside the coil changes and so the coil impedance. Thus, the coil impedance is a function of
the applied acceleration. [18]

3.3.4 Encoder
The encoder is a sensor attached to a rotating object (such as a wheel or motor) to measure
rotation. By measuring rotation your robot can do things such as determine displacement,
velocity, acceleration, or the angle of a rotating sensor.
A typical encoder uses optical sensor(s), a moving mechanical component, and a special
reflector to provide a series of electrical pulses to your microcontroller. These pulses can be
used as part of a PID feedback control system to determine translation distance, rotational
velocity, and/or angle of a moving robot or robot part. [19]
For instance, if you have a wheel rotating, and you want to measure the time it takes to rotate
exactly 40 degrees, or know when you have traveled X distance, you would use an encoder.
The sensor would be fixed on your robot, and the mechanical part (the encoder wheel) would
rotate with the wheel. The output of an encoder would be a square wave, so if you hook up
this signal to a digital counter or microcontroller you can then count the pulses. Knowing the
distance/angle between each pulse, and the time from start to finish, you can easily determine
position or angle or velocity or whatever. Encoders are necessary for making robot arms, and
very useful for acceleration control of heavier robots. They are also commonly used for maze
navigation. [19]
For every pulse sent out by the encoder, your rotating wheel has traveled a certain angle. So
how do you calculate the distance a robot traveled for each click the encoder received? If the
encoder gives 5 clicks in one second, how fast is your robot going?

To do this calculation you need more information, such as wheel diameter and encoder
resolution (number of clicks per 360 degrees, or counts per revolution).
Starting off, you should know two things - wheel circumference and counts per revolution.
Dividing the two, you can easily figure out the distance your robot travels between each
encoder click:
wheel circumference
counts per revolution
= distance traveled per encoder count

(Eq. 23)

Now velocity is just distance divided by time. So using the answer in the above equation,
divide that by the time passed determined from your microcontroller timer:
distance traveled per encoder count
time
= velocity

(Eq. 24)

After you know distance and velocity, you must then run a PID feedback control algorithm so
that your robot can match a desired (pre-determined) distance and velocity. [19]

3.3.4.1 Encoders classification
Encoder classification due to literature is done like follows:
•

Shaft Encoders

•

Encoder Classification

•

Absolute Encoders

•

Incremental Encoders

•

Optical Encoders

•

Magnetic Encoders

Below are short description for all of classification types.

3.3.4.1.1 Shaft Encoders
A shaft encoder is a component which translates the rotational movement of a shaft into an
electrical wave form. Shaft encoders provide motion detection because they translate the
rotary motion of a shaft into either a two or a three channel output (analog or digital). The
encoder feedback signal is sent to the system that controls the speed, position, and the
direction of rotation of the shaft. Shaft encoders are used in many closed-loop servo
applications. Typical applications include printers, plotters, tape drive, positioning tables,
automatic handlers, robotics, factory automation, medical equipment and high quality
instrumentation. [20]
3.3.4.1.2 Encoder Classification
Rotary encoders can be classified in two ways: by detecting method and output signal.
Categories for the detecting method include contact, optical, magnetic, and laser encoders,
while for those for the output signal are incremental and absolute types.

[20]

3.3.4.1.3 Absolute Encoders
Absolute encoder provides a binary “word” for each position. Each bit requires a separate
optical channel. The resolution is equal to the number of output bits. Absolute encoders are
rather complex and expensive products which constantly retain the correct position for one
revolution. The main advantage is that the output signal is not affected by a power shut-off.
Absolute encoders are mainly used in robotic tools. Micro-Drives does not offer absolute
encoders, including resolvers. [21]
3.3.4.1.4 Incremental Encoders
Incremental encoders provide a pulse for each increment of shaft movement. Usually this
consists of two optical channels to enable the determination of the direction of rotation. The
incremental encoder has a lower cost than the absolute encoder due to the limited number of
channels, is more reliable, and the encoded position is not limited to one revolution.

[20]

3.3.4.1.5 Optical Encoders
An optical encoder, or digital encoder, is an electro-mechanical device that converts the
movement of mechanical parts into digital signals.

[20]

3.3.4.1.6 Magnetic Encoders
North and south poles are magnetized alternately onto a disk to which a magnetic material is
attached. Output signals are obtained by means of a magnetic sensor. [20]

3.4 Algorithms and methods of robot decision making
3.4.1 Neural Network
Neural Networks are series of algorithms that attempt to identify underlying relationships in
a set of data by using a process that mimics the way the human brain operates. Neural
networks have the ability to adapt to changing input so that the network produces the best
possible result without the need to redesign the output criteria. [22]
The concept of neural networks is rapidly increasing in popularity in the area of developing
trading systems. At one point in time, it would have seemed impossible to make a system
that would be able to adapt to changing markets, but recent developments in technology have
now made having these types of systems a reality. [22]
Neural networks have a large appeal to many researchers due to their great closeness to the
structure of the brain, a characteristic not shared by more traditional systems.
In an analogy to the brain, an entity made up of interconnected neurons, neural networks are
made up of interconnected processing elements called units, which respond in parallel to a
set of input signals given to each. The unit is the equivalent of its brain counterpart, the
neuron. [22]
A neural network consists of four main parts:
1. Processing units {uj}, where each uj has a certain activation level aj(t) at any point in
time.

2. Weighted interconnections between the various processing units which determine
how the activation of one unit leads to input for another unit.
3. An activation rule which acts on the set of input signals at a unit to produce a new
output signal, or activation.
4. Optionally, a learning rule that specifies how to adjust the weights for a given
input/output pair.
5. A processing unit uj takes a number of input signals, say a1j, a2j,...,anj with
corresponding weights w1j, w2j,...,wnj, respectively. The net input to uj given by:
𝑛𝑒𝑡𝑗 = 𝑆𝑈𝑀(𝑤𝑖𝑗 ∗ 𝑎𝑖𝑗)

(Eq.25)

The new state of activation of uj given by:
𝑎𝑗(𝑡 + 1) = 𝐹(𝑎𝑗(𝑡), 𝑛𝑒𝑡𝑗)

(Eq.26)

where F is the activation rule and aj(t) is the activation of uj at time t. The output signal oj of
unit uj is a function of the new state of activation of uj:
𝑜𝑗(𝑡 + 1) = 𝑓𝑗(𝑎𝑗(𝑡 + 1))

(Eq.27)

[22]
Artificial Neural Networks (ANN) are currently a 'hot' research area in medicine and it is
believed that they will receive extensive application to biomedical systems in the next few
years. At the moment, the research is mostly on modelling parts of the human body and
recognizing diseases from various scans (e.g. cardiograms, CAT scans, ultrasonic scans,
etc.). [23]
Neural networks are ideal in recognizing diseases using scans since there is no need to
provide a specific algorithm on how to identify the disease. Neural networks learn by
example so the details of how to recognize the disease are not needed. What is needed is a
set of examples that are representative of all the variations of the disease. The quantity of
examples is not as important as the 'quantity'. The examples need to be selected very carefully
if the system is to perform reliably and efficiently. [23]

Figure 8. A simple Neuron
This neuron consists of multiple inputs and a single output. Each input is modified by a
weight, which multiplies with the input value. The neuron will combine these weighted inputs
and, with reference to a threshold value and activation function, use these to determine its
output. This behavior follows closely our understanding of how real neurons work. [24]

3.4.2 Fuzzy Logic
What Buddha saw of the world, Matisse sought in his paintings, and Heisenberg found in the
quantum, was a simple fact that “Precision is not the truth”. They all found out in different
novel ways that things can be a certain degree true, and a certain degree false at the same
time. Drawing absolutes can certainly increase precision, but cannot make it perfectly precise
as is clear from the finite word length effects in the digital domain. In a quest to seek the
ultimate, in a bid to imitate the human capabilities, we have constantly resorted to the
continuum of phenomenon and not discreteness. This is the world of fuzzy logic. [25]
The roots of Fuzzy Logic date back to the time when intelligent life forms evolved and they
all can be classified as fuzzy systems. While Aristotle, presented the system of two valued
logic, it was Plato who laid the foundations of what would be known as fuzzy logic by
proposing that there was an intermediate third region in between ‘true’ and ‘not true’ where

some part might be true, while some part might not be. The subject then never found any
mention in history while probability continued to thrive until the early 1900’s when
Lukasiewicz proposed the idea of three valued logic True-Possible-False (0, 1, 2).

[5]

His student Knuth proposed a different range of values (-1, 0, 1). For the first time after
having being used for centuries in the functioning of the brain, the term was formally
introduced by Lotfi A. Zadeh, renowned as the father of fuzzy logic, in 1965. He observed
that conventional Two Valued binary logic could not manipulate data with subjective ideas
like, fairly cold, or extremely hot. It cannot classify the different shades of gray owing to the
two valued nature because of which it either has to be black or white. It was him who
introduced the nomenclature and fuzzy set theory with values in between 0 and 1.

[25]

While scientists in US did not pay much heed to the concept finding its name child-like, it
started gaining grounds in unexpected quarters. E.H. Mamdani, London, built the world’s
first fuzzy logic controller to control the speed of a small steam engine and achieved great
success. The oriental countries of Japan and China readily accepted the concept and started
developing it. While the US were still contemplating over the childishness of the name, Japan
built a train controlled by fuzzy logic which is said to have such smooth functions that if one
was standing inside one such moving train, he couldn’t tell if the train was moving at all
unless he saw the world flashing by in the windows.

[25]

Fuzzy Logic can be viewed as a super set of Boolean logic, as a multi-valued logic. It adds
degrees between the absolute truth and absolute false to cover partial truth in between. In
simple terms, fuzzy logic involves classifying objects and functions into fuzzy sets which
could be given linguistic phrases. It is a form of reasoning that is neither exact, nor absolutely
inexact. For example, too hot, little slow, phrases which do not give the idea of absolute, but
a fuzzy estimate. While 33 degrees might be warm enough for a person from the equator,
someone from the arctic might find the heat unbearable, or too hot. It is not possible to
classify them into strict sets with defined boundaries which leads to the idea of fuzziness.
[25]
It has basically evolved from predicate logic, though many forms called t-norm fuzzy logics
do exist in propositional logic too. It generally has an object and a predicate. For example: in
the sentence, “Plato is a man”, ‘Plato’ is the object, and “is a man” is the predicate. But an

important point about fuzzy logic is that it is deterministic and time-variant. A few salient
points explained by Zader Lotfi on fuzzy logic are:
1.

Exact reasoning or precise values is the extreme or limiting case of approximate
reasoning.

2.

Any system which works on logic can be fuzzified and everything would be a matter
of degrees.

3.

Knowledge is a collection of fuzzy constraints on a group of variables.

Figure 9. Bivalent sets vs Fuzzy sets
The bivalent sets being mutually exclusive it is not possible to have membership of more
than one set. This leads to ambiguity in reasoning and perceptions as common sense fails to
register the hard line rule. The same phenomenon when explained using fuzzy sets grants
degrees of membership in the subsets through a membership function. It can help circumvent
the rigorous mathematical modeling in system design.

[25]

How Fuzzy Logic works can be understood in a simple example of driving in a lane within
speed limits. While the driver may take precise inputs (not fuzzy) from the speedometer, he
also keeps an eye on the drivers behind him, ahead of him and an overall trend of the speed
of the traffic, density pouring in from side lanes etc. to have a rough estimate of conditions.
The whole information is processed and summarized into a crisp output of the speed decision
he maintains, whether to speed or not. This is a simple example of fuzzy logic.

[25]

Like any other mathematical modeling process, FL too uses a few steps to achieve the final
goal. The various steps are outlined as:
1.

System Requirements: Define control objectives, specifications, criteria, type of
response needed, possible failure modes etc.

2.

Input/Output relationship: Choosing the minimum number of fuzzy variables for
inputs and their relation to the output. These can be linguistic variables, for
example for error measurements, large positive error, zero error, small negative
error etc.

3.

Create FL Membership Functions: These define the values of Input/output terms
used in the rules. These represent graphically, the magnitude of participation of
an input and associate a weight to each input which determines their influence on
the final output. These functions seldom have simple shapes, and may range from
triangular to bell shaped, trapezoidal or exponential. The degree of membership
is determined by having the input on the x-axis and projecting it to the upper
boundary of membership function.

Figure 10. Membership function for velocity in speed controller
4.

Rule Based Engine Structure: FL systems are based more on intuitive reasoning
with If-Then clauses for all the possible cases. There is no Else clause, which
means that all the conditions are checked. A rule matrix is initially formed to

tabulate all the possible number of rules. Though all might not be needed, it helps
mapping out the possible inputs while keeping the system under control.
5.

Create Routines: In case of software, pre and post-processing routines, and in
hardware programs, putting rules into the FL Engine.

6.

Defuzzification: The firing strength of each rule is determined and logical
products of each rule are inferred through techniques like max-min’d, root-sumsquared, max-dot’d etc. before passing them to the defuzzification phase.
Defuzzification involves the conversion of the fuzzy data into a crisp output using
the Fuzzy Centroid Algorithm.

7.

Testing and Evaluation: The objective is to try and try again until the goal is
achieved. The rules are changed and new rules may be added to tune the system
to achieve the desired performance.

[25]

Fuzzy logic has always been a controversial subject. Researchers often argue that it is just
another way of expressing probability. This however, is not true. While probability is the
mathematical modeling of degree of ignorance and deals with the stochastic uncertainty of
an event happening or not, Fuzzy logic is the modeling of degree of semblance which
expresses the uncertainty of the clear definition of the event itself. While many argue over
the similarity of the two subjects, its pioneer Lotfi, argues that both are different and none is
the replacement of the other.

[25]

There are a few requirements for a Software Development Kit (SDK) to qualify as a good
fuzzy logic SDK. Firstly, it should support all the design phases ranging from design to the
implementation phase. Secondly, it should support all the targeted platforms and the various
industry standard interfaces like DLL/DDE/OLE. The hard way to do it is to use a
programming language and do it all manually which is not only exhaustive and tiring, but
every minute change in the design would require rewriting the entire code. Since the time of
8 bit MCUs, dedicated hardware for fuzzy systems has been favored because of the
advantages involved like reduced processing time.

[25]

3.4.3 Genetic algorithms
A genetic algorithm is a method for searching for the optimum solution to a complex
problem, based on the principles of natural selection. It's basically an automated, intelligent
approach to trial and error. Given specific formulas, rules, or arrangements to be optimized,
a genetic algorithm can find a solution. [26]
If you have an optimization problem with, say, 10 parameters, and each of those parameters
could take on, say, 100 values, you have what is known as a very large "search space" for a
solution. In fact, the number of possible combinations would be 100 to the 10th power - that's
1,000,000,000,000,000,000,000 possibilities! [26]
In the past, people would solve problems like this by making intelligent guesses about the
values of the parameters, and with whatever trial and error as they could afford, time wise.
This way, you could get a solution while you're still alive, just not necessarily a good one.
[26]
A genetic algorithm approaches the problem by using the principles of natural selection. First,
a number of solutions (a population) are created by setting the parameters randomly
throughout the search space. From this population of solutions, the worst are discarded and
the best solutions are then "bred" with each other by mixing the parameters (genes) from the
most successful organisms, thus creating a new population. Additionally, every so often a
gene will be altered slightly to produce a "mutation". As in real life, this type of continuous
adaptation creates a very robust organism. The whole process continues through many
"generations", with the best genes being handed down to future generations. [26]
The result is typically a very good solution to the problem. Genetic algorithms allow us to
solve problems that were previously considered too large or complicated. Additionally,
genetic algorithms are useful in the very tricky area of nonlinear problems. [26]

4. Methodology
In my Bachelor thesis, I have used two types of methodologies:
Experimental and
Research

At first, is reviewed the literature about autonomous robot, real time robot control and other
components that we need.
By analyzing the literature the model for operating the cleo robot is proposed. In the proposed
“Real time Cleo robot path control model”, is shown how Cleo works, which the inputs are
for Cleo, data processing, and how we came to the result. Based on various research is
achieved to create a system that can be used to control an autonomous robot in real time.

5. Autonomous Cleo robot system design
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Figure 11. Real time Cleo robot path control model

In figure 10 is presented a proposal for controlling Cleo.In this block diagram is shown in
details how Cleo works.
Inputs for Cleo are Ultrasound, Angle Sensor and Encoder. After receive the data, Cleo
transfers them to Cloud and from Cloud, the data pass to Neural Network Control or Path
Planning Algorithm.
If all conditions are fulfilled, then the data transfer to Hopfield Neural Network.Hopfield
Network analyzes the data and find the optimal solution for Cleo.

Ultrasonic
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Ultrasonic
Sensor
CLEO

Ultrasonic
Sensor

Figure12.Cleo

In this figure is presented Cleo.Cleo has three ultrasonic sensors. One is set at the front, one
at the right side and another at the left side.
Ultrasonic sensor that is placed in the front should give information about obstacles that are
in the front of Cleo.
And sensors that are placed on the sides of Cleo should give information about obstacles that
mat come on the sides.
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Figure 13.Cleo in coordinative system

Here is shown Cleo in coordinative system.
The robot’s position is determined using Encoder and Accelerometer.
Encoder is needed to show how the robot has moved from previous position and
Accelerometer is needed to show the angle of movement of the robot.

CLEO

Figure14.Workplace supposed for Cleo

5.1 Hopfield Networks
In the beginning of the 1980s Hopfield published two scientific papers, which attracted much
interest. This was the starting point of the new era of neural networks, which continues today.
Hopfield showed that models of physical systems could be used to solve computational
problems. Such systems could be implemented in hardware by combining standard
components such as capacitors and resistors.

[27]

The importance of the different Hopfield networks in practical application is limited due to
theoretical limitations of the networks structure but, in certain situations, they may form
interesting models. Hopfield networks are typically used for classification problems with
binary pattern vectors.

[27]

The Hopfield networks is created by supplying input data vectors, or pattern vectors,
corresponding to the different classes. These patterns are called class patterns. In an ndimensional data space the class patterns should have n binary components {1,-1}; that is,
each class pattern corresponds to a corner of a cube in an n-dimensional space. The
networks is then used to classify distorted patterns into these classes. When a distorted pattern
is presented to the network, then it is associated with another pattern. If the network works
properly, this associated pattern is one of the class patterns. In some cases (when the different
class patterns are correlated), spurious minima can also appear. This means that some patterns
are associated with patterns that are not among the pattern vectors.

[27]

Hopfield networks are sometimes called associative networks since they associate a class
pattern to each input pattern.
The Neural Networks package supports two types of Hopfield networks, a continuous-time
version and a discrete-time version. Both network types have a matrix of weights W defined
as:
1

𝑇
𝑊 = 𝑛 ∑𝐷
𝑖=1 𝜀𝑖 ∗ 𝜀𝑖

where D is the number of class patterns {

(Eq.28)
, ...,

}, vectors consisting of +/-1 elements,

to be stored in the network, and n is the number of components, the dimension, of the class
pattern vectors. [27]
Discrete-time Hopfield networks have the following dynamics:
𝑥(𝑡 + 1) = 𝑆𝑖𝑛𝑔 [𝑊 𝑥 (𝑡)]

(Eq.29)

(Eq.29) is applied to one state, x (t), at a time. At each iteration the state to be updated is
chosen randomly. This asynchronous update process is necessary for the networks to
converge, which means that x (t) = Sign [W x (t) ]. [27]
For a discrete-time Hopfield networks, the energy of a certain vector x is given by:
𝐸(𝑥) = −𝑥 ∗ 𝑊 ∗ 𝑥 𝑡

(Eq.30)

It can be shown that, given an initial state vector x (0), x(t) in (Eq.29) will converge to a value
having minimum energy. Therefore, the minima of (Eq.30) constitute possible convergence

points of the Hopfield networks and, ideally, these minima are identical to the class patterns {
, ...,

}. Hence, one can guarantee that the Hopfield networks will converge to some

pattern, but one cannot guarantee that it will converge to the right pattern.

[27]

Note that the energy function can take negative values; this is, however, just a matter of
scaling. Adding a sufficiently large constant to the energy expression it can be made positive.
The continuous Hopfield network is described by the following differential equation
𝑑𝑥(𝑡)
𝑑𝑡

= −𝑥(𝑡) + 𝑊𝜎 [𝑥(𝑡)]

(Eq.31)

where x (t) is the state vector of the network, W represents the parametric weights, and

is

a nonlinearity acting on the states x(t). The weights Ware defined in Eq. (2.25). The
differential equation, (Eq.31), is solved using an Euler simulation.

[27]

For a continuous-time Hopfield network, defined by the parameters given in (Eq.28), one can
define the energy of a particular state vector x as
1

𝑥

𝑖 −1
(𝑡)𝑑𝑡
𝐸(𝑥) = − 2 𝑥 ∗ 𝑊 ∗ 𝑥 𝑡 + ∑𝑚
𝑖=1 ∫0 𝜎

(Eq.32)

As for the discrete-time network, it can be shown that given an initial state vector x (0) the
state vector x(t) in (Eq.31) converges to a local energy minimum. Hence, the minima of
(Eq.32) constitute the possible convergence points of the Hopfield network and ideally these
minima are identical to the class patterns {

, ...,

}. However, there is no guarantee that

the minima will coincide with this set of class patterns.

[27]

In this case is used Hopfield Network because for Cleo it’s best solution.
In this system Hopfield Network is connected with Path Planning Algorithms. During
planning of the road for Cleo, Path Planning Algorithms received the data from inputs
(Encoder, Angle Sensor and Ultrasound) of Cleo and communicate with Hopfield Network
to find the optimal road for robot. Hopfield Network saves the data for the future and learns
from mistakes. And this helps us in optimization of real time control system of Cleo.

Conclusion
The idea for this bachelor thesis was to design a controlling system to control an autonomous
robot in real time.
Recently neural nets are not used alone in the construction of control systems. They are
combined with cloud computing to increase efficiency of autonomous robots. Cloud
computing is a general term for anything that involves delivering hosted services over the
Internet.
A cloud service has a distinct characteristics that differentiate it from traditional hosting. It
is elastic - which means that a user can have as much or as little of a service as they want at
any given time; and the service is fully managed by the provider. It means that the consumer
needs nothing but a personal computer and Internet access.
Based on the research we come to the conclusion that this system is better because it’s
cheaper and all works performed by Cloud and the robot does not need a computer.
This system is better because all works performed in real time.
For the future, we have to build an autonomous robot and hopefully to implement this system
of real time control in our robot.
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