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Abstract: We present an approach for real-time change detection in the transient
phases of complex dynamical systems based on tracking the local phase and amplitude
synchronization among the components of a univariate time series signal derived via
Intrinsic Time scale Decomposition (ITD)–a nonlinear, non-parametric analysis method.
We investigate the properties of ITD components and show that the expected level of
phase synchronization at a given change point may be enhanced by more than 4 folds
when we employ multiple intrinsic components. Next, we introduce a concept of maximal
mutual agreement to identify the set of ITD components that are most likely to capture
the information about dynamical changes of interest, and define an InSync statistic to
capture this local information. Extensive numerical as well as real-world case studies
involving benchmark neurophysiological processes and industrial machine sensor data
suggest that the present method can detect sharp change points and second/higher order
moment shifts with average sensitivity of 91% as compared to approximately 30% for
other contemporary methods tested on the case studies presented.
Keywords: Phase synchronization, Change detection, Nonlinear and nonstationary sys-
tems
1 Introduction
Streaming time series data is becoming increasingly available across various engineering
and medical domains, particularly with the recent advances in wearable technologies and
the so-called Internet of Things (IoT). This introduces new challenges and opportunities
for change detection, especially to discern incipient anomalies and novelties that can cause
catastrophes [1–3]. For example, early stages of debilitating physiological disorders and
salient neuro-physical activity transitions can be detected using Electroencephalogram
(EEG) signals [4], and defects and faults in critical components, such as large microelec-
tronic wafers or turbine blades, can be monitored using sensor signals through out their
life cycle for their quality and integrity assurance.
Existing change detection methods are essentially based on testing a hypothesis, Ho :
θ = θ0 against Ha : θ 6= θ0 over some system parameters θ. Implicitly, these methods
assume that the underlying model satisfies stationarity conditions [5] or simple forms
of nonstationarity such as modulations to autocorrelation structures [6] and frequency
variations [7] on the process parameters. However, real world systems manifest much
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Figure 1: (a) Images reconstructed (I
′
1 and I
′
2) by swapping the phase and amplitude
information of two sample images, I1 and I2 [16]. Here, φ(·) and | · | represents the
phase and amplitude components, respectively, of the images I1 and I2 in the Fourier
domain (F being the Fourier transform). (b) shows the episodes of phase synchronization
(, |φ1(t)− φ2(t)|) between two filtered EEG channels where phases, φ1(t) and φ2(t) are
extracted using Hilbert transform (adapted from [13]).
more complex dynamics. Oftentimes, they exhibit nonstationary behavior referred to
as intermittency, which consists of the system dynamics alternating among multiple,
near-stationary regimes, resembling a piece-wise stationary process. The current change
detection methods are severely limited to discern transition between different intermittent
behaviors [8, 9]. Additionally, most of the existing change detection methods tend to
utilize only the amplitude information [10]; phase properties of the system have not
received much attention in the change detection literature [11].
The importance of phase is becoming increasingly evident in various domains, such
as image analysis and reconstruction [12], neurophysiological signal analysis [13] and
speech recognition [14]. For instance (see Fig. 1(a)), an image (I
′
1) reconstructed using
the phase information from I1 and amplitude information from I2, resembles closer to
I1 as compared to I2, and vice versa. The reconstruction suggests that phase preserves
the “structure” of an image more so than amplitude does (see Fig. 6 in [12]). Similarly,
phase-based change detection methods that utilize multiple channels of EEG data, have
been used to identify the onset of neurological disorders, such as seizure [13]. For ex-
ample, Fig. 1(b) shows two channels of EEG synchronously gathered from an epileptic
subject prone to seizure. As the figure indicates, some of these critical events might go
undetected (here, the first seizure episode) if we rely only on the amplitude information.
However, these events can be accurately determined by tracking the absolute values of
phase differences, (|φ1(t) − φ2(t)|) at each time instance t. This is because the signal
phases may exhibit much higher level of synchronization compared to the corresponding
amplitudes during such events [15].
In general, however, the current phase synchronization approaches need multiple sig-
nals (or channels) to utilize the phase information. In the absence of multiple signals,
one needs to decompose the univariate time series signal, x(t) ∈ R, t ∈ Z+ into multiple
components to extract the phase information. Unlike stationary Gaussian time series sig-
nals obtained from linear systems, decomposition of complex nonstationary signals (e.g.,
EEG) is a non-trivial task. Parametric methods such as short-time Fourier, Wavelet
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or Wigner-Ville transforms [17] tend to be sub-optimal (since they assume an a priori
basis), and often yield poor or inaccurate time-frequency localization. Alternatively, non-
parametric approaches, e.g., Empirical Mode Decomposition (EMD, [18]) or Independent
Component Analysis offer a data driven approach (with an intrinsic basis function) for
signal decomposition in nonstationary systems [2,19,20]. However, these methods cannot
be used for real-time applications with streaming data because the decomposition is not
causal; i.e., entire length of the signal needs to be known before the basis functions could
be determined. Additionally, the sifting procedure of EMD diffuses the time-frequency-
energy information across multiple decomposition levels and times for highly nonlinear
systems [21].
To overcome these limitations, we employ a nonlinear signal decomposition method
introduced by Frie and Osorio [21], called the Intrinsic Time scale Decomposition (ITD).
ITD allows for the construction of the intrinsic basis functions with finite support, thus
allowing for real-time signal decomposition. In the subsequent sections, we show that (a)
ITD components effectively capture the key signal features/events, such as singularities
(spikes, [22]) as well as changes in the higher-order patterns and intermittencies across
multiple decomposition levels, and (b) the detectability of a change may be enhanced
by more than 4 times if we combine information from multiple ITD components, thus
allowing for a robust change detection approach. Based on these theoretical results, we
develop a statistic called InSync for detecting changes in complex dynamical systems. In
Section 3, we present numerical simulations and real world case studies to demonstrate
the performance of our ITD-based change detection methodology. Finally, we present the
concluding remarks in Section 4 with a brief discussion on the performance of proposed
change detection method.
2 Overview and properties of ITD
As noted in the forgoing, we employ ITD to decompose a signal into different compo-
nents, and use phase and amplitude synchronization among a specific set of components
to develop a change detection statistic. In this section, we first provide a brief overview
of ITD and identify some key properties associated with individual components. We then
analyze the behavior of these components at the change points and develop a statistical
change detection procedure.
2.1 Intrinsic Time Scale Decomposition
ITD belongs to a general class of Volterra expansions [23] where the signal, x(t) is iter-
atively decomposed into multiple levels of rotation components , Rj(t), j = 1, 2, ..., J − 1
of progressively decreasing granularity and a global trend component LJ(t) as
x(t) =
J−1∑
j=1
Rj(t) + LJ(t) (1)
Each Rj(t) satisfies the condition:(
rjk+1 − rjk
) (
rjk+2 − rjk+1
)
< 0
where rjk are the values of successive extrema of R
j(t) realized at locations τ jk(i.e.,
rjk ≡ Rj(τ jk)), k = 1, 2, . . . , N j and is monotonic in the interval (τ jk , τ jk+1]. Rj(t) essentially
3
Figure 2: Flow chart showing the recursive decomposition of (a) signal x(t) into (b) the
corresponding baseline component Lj(t) (Eq. (3)) and (c) the rotation component Rj(t),
Eq. (2). Here, L and R are the baseline and residual extracting operators, respectively,
such that L[Lj−1(t)] = Lj(t) and R[Lj−1(t)] = Rj(t). Highlighted region shows the
support of the intrinsic basis function defined between two consecutive extrema, τ j+1k+1 and
τ j+1k+2 .
captures the “details” of a signal at the decomposition level j. From an algorithm stand
point, it is recursively obtained by taking the difference between signal approximations
at two consecutive levels, also referred to as baseline components , Lj(t), i.e.,
Rj(t) = Lj−1(t)− Lj(t);∀j = 1, 2, . . . , J − 1 (2)
The baseline component, Lj(t) is defined piecewise between successive extrema {τ jk , τ jk+1}
for all j = 1, 2, . . . , J − 1, and is extracted iteratively between the successive extrema as
follows (also see Fig. 2(a)):
L0(t) = x(t)
Lj(t) = ljk +
(
ljk+1 − ljk
lj−1k+1 − lj−1k
)(
Lj−1(t)− lj−1k
) (3)
where t ∈ (τ jk , τ jk+1] and ljk(≡ Lj(τ jk)),∀k = 1, 2, ..., N j, are the values of successive
extrema at the baseline level j. The next extremum, i.e., ljk+1 in Eq. (3) can be obtained
recursively as:
ljk+1 =
1
2
(
lj−1k + l
j−1
k+1
)
+
τ j−1k+1 − τ j−1k
τ j−1k+2 − τ j−1k
(
lj−1k+2 − lj−1k
)
(4)
As shown in Fig. 2(b), the baseline component, Lj(t) captures the trend of the raw
signal x(t) at level j which iteratively forms the basis for decomposition in the next level
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and the process continues until the stopping criteria [24] are met. Since ITD performs
the decomposition iteratively and recursively between consecutive extrema (τ jk , τ
j
k+1], the
intrinsic basis functions, Rj(t) have a finite support (see Fig. 2(c)). Finite support of
the basis function allows for a causal representation (assuming a finite number of future
points—until the next extremum—is observed), which is essential for change detection.
Also, from Eq. (3), we see that the decomposition involves linear operations which can
be performed in O(cN0) time where, N0 is the number of extrema in x(t) and c > 0.
2.2 Properties of ITD
In this subsection, we first present a half-wave representation of the rotation compo-
nents and extend a simple construct introduced in [24] to show that the signature of
change points have a specific and much higher probability of being retained over multiple
decomposition levels j when compared to random signatures.
Property 1. Each Rj(t) can be represented as a concatenation of halfwaves, }jk(t) (see
Fig. 3) each of which is defined between two consecutive zero crossings,
(
zjk, z
j
k+1
]∀k =
1, 2, . . . , N − 1 as:
Rj(t) =
N−1⊙
k=1
}jk(t) (5)
where each }jk(t) has a characteristic amplitude a
j
k and an instantaneous phase component
φjk(t).
Property 2. Each halfwave, }jk(t) is monotonically increasing (decreasing) until the
characteristic extrema τ jk , and then it decreases (increases) monotonically.
The halfwaves need not be symmetric or harmonic (i.e., they can be skewed). For example,
one can have, }jk(t) ,
{
Rj(t)|t ∈ (zjk, zjk+1]
}
. In general, φjk(t) can be determined using
the analytic representation of }jk(t) given as }
j
k(t) + i}˜
j
k(t) where }˜
j
k(t) is the Hilbert
Transform of }jk(t) such that φ
j
k(t) = tanh(}˜
j
k(t)/}
j
k(t)). Frie and Osorio [21] provide
additional insights into the calculations of φjk(t) using linear as well as harmonic halfwave
assumptions (see Eq. (19) for piecewise linear phase approximation). Moreover, the
halfwave representation allows the definition and extraction of instantaneous phase φjk(t)
and amplitude ajk(t) information over a finite support.
Figure 3: A halfwave, }jk(t) defined on (z
j
k, z
j
k+1] in R
j(t) such that τ jk is the characteristic
extrema of }jk(t).
Property 3. It follows from Eqs. (2-4), that Lj(t) and Rj(t) in subsequent levels given
the baseline, Lj−1(t) depend only on the values of successive extrema points, ljk and ex-
trema locations, τ jk and not on L
j−1(t)1{t6=τ jk} [24].
5
We now exploit the aforementioned properties, among others [23,24], to determine the
probability with which the information about a change point in level j is retained in the
subsequent levels of Rj(t). Towards this end, we construct a time series (with reduced
dynamics but without loss of generality [24]; also see Property 3) xk = (−1)k|wk|;wk ∼
N (0, σ2), k ∈ Z+ such that the successive sampled points are alternating maxima and
minima. We first present extension of a result from [24] on the probability of retaining
an extremum at level j in the subsequent j + η, η ∈ Z+ levels and that it geometrically
decays to zero as the value of η increases. Since the successive points in xk are alternat-
ing extrema, the probability of retaining any extremum k∗ can be associated with the
probability of retaining a (random) feature at k∗ in xk across multiple levels.
Proposition 1. The probability that an extremum in level j is retained as an extremum
in the subsequent η levels is approximately equal to 0.24η.
An outline of the proof is presented in Appendix A in the supplemental material.
Evident from this result is that the chances of retaining an extremum over three or more
decomposition levels decays geometrically fast to 0.
Remark 1. Intuitively, if an extremum in Rj(t) corresponds to a random signature in the
parent signal x(t), then the probability that this extremum is retained across subsequent
decomposition levels should be very small. In fact, this is in alignment with the previous
result where we notice that the probability that an extremum in xk (white noise) would
be retained across two or more subsequent levels ≤ 0.05.
We now extend this result to a more general case by introducing a systemic feature
in xk, such that the baseline component in the first level is represented as:
lk = xk + νσδk∗ (6)
where ν is a non-negative scale variable and δk∗ is Kronecker delta (a variable maximum)
given as:
δk∗ =
{
1 k = k∗,
0 k 6= k∗
Here, νδ∗k is representative of a sharp change point at k
∗. Note that with ν = 0, Eq. (6)
reduces to xk. For simplification, each halfwave in lk is represented by the index k itself,
since the successive points in lk are alternating maxima and minima unless otherwise
stated. We now determine the probability, Pe(ν) of retaining the extremum at k
∗ as a
function of ν > 0 and show that as ν increases, there is a dramatic increase in the value
of Pe(ν). First, we present the following result which is necessary to calculate Pe(ν):
Proposition 2. Let rj+1k be the extrema in the rotation component, R
j+1(t) at any de-
composition level j + 1 of lk. Then the distribution function of r
j+1
k , is given by the
convolution of three independent random variables, K1, K2 and Γ such that,
Frj+1k
(r) =
∫ ∫ ∫
{(κ1,κ2,γ)∈R2×[0,2νσ];
κ1+κ2+γ≤r}
FK(dκ)FK(dκ)FΓ(dγ) (7)
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where Ki, i = 1, 2 are identically distributed and can be represented as a sum of indepen-
dently distributed normal random variables ljk ∼ N (0, σ2) and Θ as:
FK(l, θ) =
∫ ∫
{(l,θ)∈R2:l+θ≤κ}
GΘ(dθ)Gljk
(dl)
where the distribution function of Θ is given as:
GΘ(θ) =
∫ θ
−∞
(∫ ∞
∞
fU,ljk
(
l,
ω
l
1
|l|dl
)
dω
)
with U ∼ uniform(0, 2) and ljk ∼ N (0, σ2). Γ follows a mixture distribution such that:
FΓ(γ) =
∫ γ
0
1
2νσ
dω1k=k∗±1 + c1k=k∗
where c > 0.
Before we prove the above result, we first present two necessary lemmas:
Lemma 1. Let the inter-extremal separations be defined as ∆jk :=
(
τ jk − τ jk−1
)
. With
proper continuity conditions, ∆jk follows an exponential distribution as
F (∆jk) = 1− exp
(
∆jk/λ
j
)
where λj = E[∆jk].
Lemma 2. Let qjk be defined as follows:
qjk :=
(τ jk − τ jk−1)− (τ jk+1 − τ jk)
(τ jk − τ jk−1) + (τ jk+1 − τ jk)
=
∆jk −∆jk+1
∆jk + ∆
j
k+1
(8)
Then qjk ∀k = 1, 2, . . . , N ; j ∈ J, follows a uniform(-1,1) distribution.
See Appendix B in the supplemental material for the proof of the above two lemmas. We
now present the proof of Proposition 2 as follows:
Proof. Using the compact notation introduced in [24], we can represent the extrema
vector, lj+1 = [lj+1k ]k=1,2,...,N in the baseline component at level j + 1 as:
lj+1 = T
(˜
l
j+1
)
(9)
where T is an extrema extracting operator such that l˜j+1 = (I +M j) lj and M j is the
tri-diagonal matrix as follows:
M j =

2 2 0 . . . 0
1− qj2 2 1 + qj2 . . . 0
0 1− qj3 2 . . .
...
0 0 0 . . . 2
 ; lj =

lj1
lj2
...
ljN

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Thus, Eq. (9) can be rewritten as:
lj+1 = T [(I +M j)lj + νσ(I +M j)ek∗] = T [ (I +M j) lj + 1
4

0
¯
(1 + qjk∗−1)νσ
2νσ
(1− qjk∗+1)νσ
0
¯

]
(10)
where ek∗ =
[
0
¯
1{k=k∗} 0
¯
]T
. Consequently the “νσ” containing terms in Eq. (10) are:
l˜j+1k∗−1l˜j+1k∗
l˜j+1k∗+1
 = 1
4

qj−k∗−1l
j
k∗−2 + 2l
j
k∗−1 + q
j+
k∗−1l
j
k∗ + q
j+
k∗−1νσ
qj−k∗ l
j
k∗−1 + 2l
j
k∗ + q
j+
k∗ l
j
k∗+1 + 2νσ
qj−k∗+1l
j
k∗ + 2l
j
k∗+1 + q
j+
k∗+1l
j
k∗+2 + q
j−
k∗+1νσ

where, qj−k = 1 − qjk and qj+k = 1 + qjk. Notice that without the operator T in Eq. (10),
terms on the LHS may not be guaranteed to be extrema (see Property 1 in supplemental
material). The corresponding points in the rotation components are given as follows:
r˜j+1k =

1
4
{(
2ljk − qj−k ljk−1 − qj+k ljk+1
)}
, k∗ − 1 > k > k∗ + 1
1
4
{(
2ljk − qj−k ljk−1 − qj+k ljk+1
)}
+ fk, k
∗ − 1 ≤ k ≤ k∗ + 1
(11)
Again, {r˜j+1k }k=1,2,...,N represent only the corresponding values of rjk in level j + 1 and
not the extrema points. fk in Eq. (11) represents the the effect of scaled Kronecker delta
νσδk∗ (at k
∗ in level j) at locations k∗ − 1, k∗ and k∗ + 1 in level j + 1 such that:
fk =

νσ/2 k = k∗
−qj∓k∗∓1νσ/4 k = k∗ ∓ 1
0 o.w.
(12)
Therefore, 1 + qjk∗ and 1 − qjk∗ follows uniform(0, 2) distribution. Let us define, Θ :=(
1± qjk
)
ljk+1 with distribution function GΘ where l
j
k∗+1 ∼ N(0, σ2). Therefore, GΘ is the
product distribution given as follows:
GΘ(θ) =
∫ θ
−∞
(∫ ∞
∞
fU,ljk
(
l,
ω
l
1
|l|dl
)
dω
)
Next, we define K1 := l
j
k − (1 − qjk+1)ljk−1, which is the sum of normal random variable,
ljk ∼ Gljk(l) and Θ ∼ GΘ(θ). Similarly, we define, K2 := l
j
k − (1 + qjk−1)ljk−1 such that:
FK(l, θ) =
∫ ∫
{(l,θ)∈R2:l+θ≤κ}
GΘ(dθ)Gljk
(dl)
Now, from Eq. (11), we have rj+1k
(
= T [r˜j+1k ]
)
as the sum of K1, K2 and Γ (= fk).
Also, from the definition of Γ in Eq. (12), we have K1, K2 and Γ are independently
distributed where Γ is a mixture distribution given as
FΓ(γ) =
∫ γ
0
1
4νσ
dω1t=τ j
k∗±1
+
νσ
2
1t=τ j
k∗
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Combining the above results, we have
Frj+1k
(r) =
∫ ∫ ∫
{(κ1,κ2,γ)∈R2×[0,2νσ];
κ1+κ2+γ≤r}
FK(dκ)FK(dκ)FΓ(dγ) 
Now, for rj+1k∗ to be a maximum given that r
j
k∗ is a maximum (with probability 1), we
need rj+1k∗ − rj+1k∗−1 > 0 and rj+1k∗ − rj+1k∗+1 > 0 simultaneously. Therefore, the probability
that rjk∗ is retained as a maximum in level j + 1 is given as:
Pe(ν) = P
(
rj+1k∗ − rj+1k∗−1 > 0
)
P
(
rj+1k∗ − rj+1k∗+1 > 0
)
(13)
To simplify subsequent analysis, we present the following result:
Corollary 1. The probability Pe(ν) in Eq. (13), with first order Gaussian approximations
to the distribution function to rj+1k , can be deduced in closed form as:
Pˆe(ν) =
[
1− P
(
Z ≤ − ν√
2
)]2
(14)
where Z ∼ N(0, 1).
Proof of the corollary is presented in Appendix C in the supplemental material. We
validate the values of Pe(ν) and Pˆe(ν) obtained from Eqs. (13 & S9), respectively, against
the empirical distribution estimated from multiple realizations of ljk. We use Monte Carlo
(MC) simulation to estimate Pe(ν). From Fig. 4(a), we notice that the MC simulation of
Pe(ν) as well as the Gaussian approximation, Pˆe(ν) closely capture the actual simulation
results (Eq. (3)). For ν = 0, Pe(0)(= 0.25) simply is the probability that a maximum
in level Rj(t) is retained as a maximum in Rj+1(t) and is also consistent with the result
stated in Proposition 1.
Remark 2. From Fig. 4(a), we notice that the probability of retaining a systemic feature
at k∗ in the two subsequent levels for ν ≥ 3 is greater than 0.9, unlike Pe(0), which geo-
metrically decays to below 0.05 as noted in Remark 1. This suggests that the information
about this systemic feature is preserved across multiple levels.
Following from Fig. 4(a), the sharp rise in Pe(ν) can be explained from the Gaussian
approximation of rj+1k where (see proof of Corollary 1, Appendix C),(
rˆj+1k∗ − rˆj+1k∗±1
) ∼ N (ν
4
,
1
8
)
Therefore, as ν increases, the mean of
(
rˆj+1k∗ − rˆj+1k∗±1
)
shifts linearly on the positive ν axis
resulting in a steep increase in Pe(ν). The above results establish the probabilities with
which key features at some level Rj(t) may be retained across subsequent levels. These
results are significant from a change detection standpoint because the key features at the
change points, such as singularities need to be retained over multiple levels in order to
enhance their detectability.
Next considered that the systemic feature introduced in Proposition 2 at k = k∗ be
defined as a singularity iff rjk∗ ≥ 3σj, then the lower bound on the conditional probability,
9
Figure 4: Comparison of (a) the probabilities that a maximum at k∗ in level j is retained as
a maximum in level j+1 obtained from Eqs. (13 & S9), i.e., Pe(ν) and Pˆe(ν), respectively
and (b) shows the conditional probabilities, that a singularity at level j is retained as a
singularity in level j+ 1 obtained from Eqs. (15 & 16), i.e., Ps(ν) and Pˆs(ν), respectively,
against the empirical evidence obtained via the simulation of ljk (see Eq. (3)).
Ps(ν) that a singularity in level j remains as a singularity in level j + 1 can be defined
as,
Ps(ν) := P
(
rj+1k∗ > 3σ
j+1
∣∣ν ≥ 3σj) (15)
Corollary 2. Using the Gaussian approximation to rj+1k (see Appendix C), Ps(ν) can be
approximated as,
Pˆs(ν) = 1− P
(
Z ≤ 3− ν√19/16) (16)
Proof of the corollary is given in Appendix D in the supplemental material. Results
from MC simulation of Ps(ν) (Eq. (15)) and the corresponding Gaussian approximation,
Pˆs(ν) (Eq. 16)) are compared against the empirical results of Eq. (3). We notice from
Fig. 4(b), that both Ps(ν) and Pˆs(ν) are consistent with the empirical trend. More
pertinently, we note that the conditional probability of retaining the singularity across
subsequent levels is close to 1 for ν > 3. Again, the steep increase in Pˆs(ν) in Fig. 4(b)
can be understood from the Gaussian approximation of rj+1k∗ . Since r
j+1
k∗ ∼ N
(
ν
4
, 1
19
)
, for
ν
4
+ 3
√
1
19
≤ 3σj, Ps(ν) remains close to 0 and then increases steeply when the above
condition no longer holds. This is because the mean of rj+1k∗ increases linearly as a function
of ν with variance 1. More interestingly, ν = 3σ acts as an activation barrier such that
Pˆs(ν)→ 1 as ν > 3σ. Moreover, since Fig. 4(b) presents a lower limit on Pˆs(ν), hence a
singularity in level j may be preserved with much higher probability in the subsequent
rotation components than that reported in Eq. (16).
3 Intrinsic Phase Synchronization
Now, we know that the probability with which a singularity (and other sharp features)
is retained across multiple levels of Rj(t) is significantly higher than some random signal
patterns. Thus, combining information from multiple levels can significantly enhance
the specificity of detecting these sharp features. We next employ phase synchronization
concepts to determine and combine the amount of information that is contained over
multiple levels of {Rj(t)}j∈J as follows:
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Definition 1. Phase synchronization between a halfwave }j1k (t) of Rj1(t) and the fraction
of corresponding halfwave }j2k (t) at level j2 > j1, within supp
(
}j1k (t)
)
= (zjk, z
j
k+1] is
defined as:
Φj1,j2k =
〈
φj1k (t), φ
j2
k (t)
〉∥∥φj1k (t)∥∥∥∥φj2k (t)∥∥ (17)
Th aforementioned definition of phase synchronization is an improvement over the
classical definition of phase synchronization (|φj1k (t)−φj2k (t)|, [15]), in that, it is more ro-
bust to slight variations in the phases resulting due to noise effects and provides a direct
measure to quantify the strength of synchronization between halfwaves at different lev-
els. Comparatively, the classical approach only provides an indirect quantification with
expected value of |φj1k (t) − φj2k (t)| → 0 for highly synchronized halfwaves. Additionally,
with this definition, we can estimate the increase in the expected level of phase synchro-
nization when there is a singularity (change point) versus no singularity. This is captured
in the following proposition:
Proposition 3. Whenever a singularity is present at k = k∗ in level j and Ps(ν) is the
probability that this singularity is retained as a singularity in level j + 1, we have,
ξ =
E
[
Φj,j+1k
∣∣rjk∗ ≥ 3σj]
E
[
Φj,j+1k
∣∣rjk∗ < 3σj] (18)
such that ξ is lower bounded as,
ξ ≥ Ps(ν|ν > 3σj) lim
h→0
(Pe(h))
−1 = 4Ps(ν|ν > 3σj)
Proof. In order to determine the expected level of phase synchronization between halfwave
at levels j and j + 1, Φj,j+1k , we first identify the fraction of halfwave, }
j+1
k (t) enclosed
within the support, supp(}jk). This is represented by the shaded region in Fig. 5(a).
Assuming that the extrema, τ jk at level j is retained in the next level, then its neigh-
boring extrema may evolve in the next level according to either extrema vanishing or
extrema preserving transition (see Property 1 in the supplemental material). Here,
supp(}j+1k ) = (zk, zk+1] where z
j+1
k and z
j+1
k+1 are variables and depend on the location
of rj+1k±1 (This may not be guaranteed to be an extremum in level j + 1, see Eq. (10).
Under the given assumptions, some possible cases for the evolution of τ jk−1 and τ
j
k+1 in
level j + 1 are as shown in Fig. 5(b). These are, (i) all the extrema, τ jk and τ
j
k±1 being
preserved, (ii) only the minimum at τ jk−1 vanishes, hence shifting z
j+1
k towards left, (iii)
minimum at τ jk+1 vanishes causing z
j
k+1 to shift towards right, (iv) similarly if minima on
either side of τ jk vanishes, increasing the support of }
j
k on both the directions, and so on.
First consider the halfwave, }jk(t) to be characterized by points {Rj(zjk), rjk, Rj(zjk+1)} ≡
{0, rjk, 0}. Similarly, the points {Rj+1(zjk), rj+1k , Rj+1(zjk+1)} defines the corresponding
halfwave in the next level, i.e., }j+1k (t) enclosed within (zk, zk+1]. Here, Rj+1(z
j
k) and
Rj+1(zjk+1) are the amplitudes of R
j(zjk) and R
j(zjk+1), i.e., the amplitudes of zero cross-
ings zjk and z
j
k+1 in level j + 1. We use linear interpolation to determine the values of
Rj+1(zjk) and R
j+1(zjk+1) as follows:
Rj+1(zjk) = r
j+1
k−1 +
Rj+1(τ jk)−Rj+1(τ jk−1)
τ jk − τ jk−1
(
zjk − τ jk−1
)
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Figure 5: (a) A representative halfwave, }jk(t) in level j with characteristic extrema at
τ jk , (b) shows the few possible cases in which extrema in level j at τ
j
k shown in (a) may
evolve in level j + 1.
and
Rj+1(zjk+1) = r
j+1
k −
Rj+1(τ jk)−Rj+1(τ jk+1)
τ jk+1 − τ jk
(
zjk+1 − τ jk
)
Since phase is invariant of translation, }j+1k (t) can be translated and equivalently rep-
resented by the points {0, rj+1k − Rj+1(zjk), Rj+1(zjk+1) − Rj+1(zjk)}. To determine the
expected phase synchronization, it would suffice to determine the inner product between
the instantaneous phase of halfwaves }jk and }
j+1
k within the support of }
j
k. Extracting
the instantaneous phase for each of the halfwaves using Hilbert transform may not be
optimal since it is not causal and may cause phase distortion at the edges. To overcome
these issues, we use a piece-wise linear phase introduced in [21] as:
φjk(t) =

sin−1
(
Rj(t)
rjk
)
, t ∈ [zjk, τ jk ]
pi − sin−1
(
Rj(t)
rjk
)
, t ∈ [τ jk , zjk+1]
(19)
Therefore, expected level of phase synchronization can be calculated by individually by
determining the phase synchronization values on each half, i.e., on the support, [zjk−1, τ
j
k ]
and [τ jk , z
j
k]. Considering singularity at k, this can be represented as follows:
E
[
Φj,j+1k∗ |ν ≥ ν0
]
= Ps(ν) (I + II)
where,
I =
∫ τ j
k∗
zj
k∗
φjk∗(t)φ
j+1
k∗ (t)dt(√
||φjk∗(t)|| × ||φjk∗(t)||
) ∣∣∣∣∣
{zj
k∗<t<τ
j
k∗}
and
II =
∫ zj
k∗+1
τ j
k∗
φjk∗(t)φ
j+1
k∗ (t)dt(√
||φjk∗(t)|| × ||φjk∗(t)||
) ∣∣∣∣∣
{τ j
k∗<t<z
j
k∗+1}
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Clearly, the first term is equal to 1 since the phase is invariant to halfwave scaling (see the
3-point representation of halfwaves) and let the second term be equal to 1− δ where δ is
the deviation from perfect synchronization and is proportional to Rj+1(zjk∗)−Rj+1(zjk∗−1)
which is equal to: 1
2
(
Rj+1(τ jk∗+1) − Rj+1(τ jk∗−1)
)
which is approximately normally dis-
tributed with mean and standard deviation function of ν. However, phase is invariant
to scaling, hence the value of II is independent of ν. For the case when τ jk∗ is not a
singularity, the probability of observing transitions as shown in Fig. 5(b) is equal to the
probability of retaining the extremum at τ jk∗ as an extremum in level j + 1. So, we can
write the expected phase synchronization for this case as the following sum,
E
[
Φj,j+1k∗ |rjk∗ < 3σj
]
= Pe(ν|ν = 0)P (Z < 3σj)
[
I + II
]
+η1 + η2
where η1 and η2 are the expected phase synchronization when the extremum at τ
j
k∗ van-
ishes and when the extremum flips in sign respectively. Here, η2 is negative since the
halfwave at level j would be negatively oriented with respect to }jk∗ . The term η1 ≈ 0
because the halfwaves at level j and j + 1 would be approximately orthogonal since the
halfwave }jk∗ is convex while }
j+1
k∗ would be linear. Hence, we have,
E
[
Φj,j+1k∗ |rjk∗ < 3σj
] ≤ Pe(ν|ν = 0)P (Z < 3σj)[I + II]
Therefore, the ratio of expected level of phase synchronization between the halfwaves,
}jk∗ at level j and j+ 1 when τ
j
k∗ is a singularity to when it is not a singularity, given that
the extremum at τ jk∗ is retained as an extremum is given as,
ξ =
E
[
Φj,j+1k∗ |rjk∗ ≥ 3σj
]
Pe(ν|ν = 0)E
[
Φj,j+1k∗ |rjk∗ < 3σj
]
≥ E
[
Φj,j+1k∗ |ν ≥ 3σj
]
Pe(ν|ν = 0)E
[
Φj,j+1k∗ |rjk∗ < 3σj
]
≥ Ps(ν|ν ≥ 3σ
j)[I + II]
Pe(ν|ν = 0)P (Z < 3σj)[I + II]
On simplification, we get,
ξ ≥ Ps(ν|ν > 3σ
j)
Pe(ν|ν = 0)P (Z < 3σj) ≈ 4Ps(ν|ν > 3σ
j) 
Here, we note that as Ps(ν) → 1, we have ξ ≥ 4. This implies that whenever there is a
singularity in Rj(t), expected level of phase synchronization between the corresponding
halfwaves at level j and j+1 will be amplified by more than 4 folds as compared to when
there is no singularity. It also suggests that information about a singularity is reflected
in the phase synchronization statistic among the corresponding halfwaves.
Our experimental observations, consistent with an earlier result reported in [25] sug-
gest that dynamical systems where change points are characterized by second/higher
order moment shift in nonlinear, nonstationary systems, exhibits a high level of Ampli-
tude Envelope Synchronization (AES) (synchronization between the envelopes of maxima
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and minima at two different levels of ITD components rather than the components them-
selves; see [26] for more discussion) among a set of rotation components, {Rj(t)}j∈J .
Therefore, the expected level of AES among the components that would capture the
most variations in the amplitude component would be higher compared to the remaining
components.
3.1 Maximal Mutual Agreement
As seen in the foregoing, information (both phase and amplitude) about any change
is preserved across multiple ITD components. Therefore, it is important to select a
set of rotation components that would be dynamically similar so that the information
contained therein, when fused together, would be positively reinforced resulting in an
enhanced sensitivity and specificity about the change points. To address this point, we
introduce the concept of maximal mutual agreement as follows:
Definition 2. A set of rotation components, G, with maximal mutual agreement is the
minimal set of {Rj(t)}j∈J that would capture and reinforce the information about a key
feature or change.
In order to determine G we employ a graph representation G of the intrinsic compo-
nents of x(t) such that, G = (V,E) where V = {Rj(t)}j∈J and E = (m(Ri(t), Rj(t)))i,j∈J,i6=j,
with m(., .) as the maximal information coefficient [27] based on the mutual informa-
tion function between Ri(t) and Rj(t). We use the weighted degree centrality of each
node, Mj = ∑i 6=jm(Ri(t), Rj(t)), as a measure of mutual agreement between Rj(t) and
{Ri(t)}i 6=j. It is shown in [28] thatMj effectively captures the dynamical synchronization
between the network elements. Here we deem the rotation components, Rj(t) for which
M j is greater than a specified Pareto threshold, ϑp [29] constitute the set G.
An illustrative example of the method is shown in Fig. 6. Here, the arc thickness and
the node size are scaled according to the magnitude of m(Ri, Rj)∀i, j = 1, 2, . . . , J ; i 6= j
and Mj, respectively. We notice from Fig. 6(a) that the Mj values of the rotation
components R1(t), R5(t), R6(t), R7(t) and R8(t) are less than the Pareto threshold shown
in Fig. 6(b) and hence can be discarded. Therefore, the set of rotation components with
maximal mutual agreement would be, G = {R2(t), R3(t), R4(t)}. For multiple change
points in the signal, clusters of rotation components with significant Mj values, each
capturing the respective type of change point may be observed. For a sufficiently long
time series, changes such as singularities (small-scale features) are mostly captured by
lower level rotation components (typically j ≤ 3 as shown in the previous example) while
gradual changes such as trend or second order moment shifts are generally captured by
higher level components (typically j > 3). Constructing the network locally in time,
rather than for the complete time series would help in identifying different change points
from different clusters of rotation components.
3.2 The InSync statistic
In this section, we develop a statistic that would capture and fuse the local phase and
amplitude information contained across the set of rotation components with maximal
mutual information. Before that, we invoke another property of rotation components
that would allow us to combine the phase and amplitude information from the rotation
components with maximal mutual agreement.
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Figure 6: Network representation of the rotation components, {Rj(t)} where the edge
weight of the arc connecting a node pair (i.e., Rj(t) and Rf (t)) is defined by the maximal
mutual information, m(Rf (t), Rj(t)). By using an appropriate Pareto threshold (ϑp), we
select the components with maximal mutual agreement.
Proposition 4 (Property 4). The support of }jk(t) at any level j ≥ 2 spans at least
one halfwave }ik(t) from its sub-level {Ri(t)}i<j and at most one }fk(t) from its super-level
{Rf (t)}f>j as shown in Fig. 7.
Proof of this proposition is presented in Appendix E in the supplemental material.
This property of ITD components, Rj(t) allows us to quantify and fuse the phase and am-
plitude information contained in the halfwaves across multiple levels within the support of
a base halfwave. This forms the basis for development of the InSync statistic which inher-
ently utilizes the Kolmogorov’s energy cascading principle to combine the phase and am-
plitude information across multiple levels [30]. First, we select a base (or reference) rota-
tion component, Rb(t) such that it satisfies, Rb(t) =
{
Rj(t)
∣∣Mj = max{M1,M2, . . . ,MJ}}.
Based this base component Rb(t), we define the InSync statistic as:
I(}bk(t)) =
∑
j∈F
g
[E(}jk(t))]
×∏
j∈F
Φb,jk (20)
such that for each halfwave(s) }jk(t), t ∈ supp(}bk(t)) where }bk(t) is a base halfwave. Here
g(x) = eαx;α > 0 is a contrast enhancement function with scale factor α and E(.) is the
energy extracting operator for each of the halfwave, }jk(t). The first term is the energy (or
amplitude) component extracted from the base level halfwaves, }bk(t), superimposed with
the energy levels of halfwaves at sub (j < b) and super (j > b) levels of Rj(t). Here, the
amplitude term in I(}bk(t)) is derived from the energy cascading principle, where energy
is transferred from larger eddies (ocean currents) to smaller scale eddies as introduced
by Kolmogorov and a similar inverse energy cascade principle [30]. The superimposed
energy component is then fused with the phase synchronization among the correspond-
ing components. Notionally, InSync is analogous to the energy-based statistics employed
in multi-scale analysis methods for change detection fused the intrinsic phase synchro-
nization component. However, with an additional phase synchronization component, the
statistic can capture the dynamic as well as sharp change-related information contained
in various signal components more effectively compared to other contemporary methods,
as can be gathered from various case studies presented in the following section.
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Figure 7: Illustrative example to show the halfwave span property of the rotation compo-
nents, Rj(t). We notice that the support of }jk(t), i.e., (z
j
k, z
j
k+1] in R
j(t) spans 3 halfwaves
from the previous level, Rj−1(t) and a fraction of halfwave from the next level rotation
component, Rj+1(t).
4 Case Studies
4.0.1 Experimental setup
We investigated the ability of the InSync statistic to detect changes in nonlinear and non-
stationary systems using two carefully designed numerical simulations as well as using
industrial and neurophysiological time-series signals from real-world settings. We com-
pared the performance of our method with those resulting from the use of conventional ap-
proaches, mainly Exponentially Weighted Moving Average (EWMA) and rather contem-
porary methods including, Standard Deviation-Wavelet based CUSUM (SD-WCUSUM)
method [31], traditional recurrence plots (RP) [32] and other problem specific approaches.
Direct application of these methods on the time series either did not capture the change
points under nonstationary conditions or were found to be ineffective under the presence
of noise. We employed the average run length (ARL1 = 1/sensitivity) to compare the
sensitivity of each method with ARL0 = 0.0027. ARL1 values were calculated from the
CUSUM chart of the InSync statistic. We generated 100 replications of the time-series
in numerical simulations to develop a consistent estimate of ARL1.
4.0.2 Recurrence plot based change point visualization
Along with the ARL1 values, we also employed recurrence plots (RP) to visualize the
change points. RP is a non-linear time series analysis tool which provides a two dimen-
sional representation, [D]ij = ||xm(ti)−xm(tj)||; i, j ∈ n, of the evolution of its trajectory
in the phase space. Here, xm(ti) is the realization of the trajectory at time ti when
embedded in an m-dimensional phase space such that:
xm(ti) =
(
x(ti), x(ti+d), x(ti+2d, ..., x(ti+(m−1)d))
)
(21)
where m and d are the optimal embedding dimension and time delay [33]. Due to Taken
(Taken’s theorem, [33]), xm(ti) are x(t) are diffeomorphisms, hence representing the same
dynamical system, but in different co-ordinate systems
From a change detection perspective, values of Dij → 0 suggests that the state of
the system recurs at the corresponding times, representing a slowing evolving system. In
contrast to which, increasing values of Dij suggests that the system shows abrupt bursts
or drift in its state with respect to any given time point, ti, hence capturing different
change points.
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Figure 8: (a) Time series of logistic map, x(t) with SNR= 10 where the change point in
the system is indicated by arrow at 10000; (b) shows the InSync statistic I(}4k(t)) with
the set G being {R3(t), R4(t), R5(t)}.
4.1 Dynamic regime change in logistic map
To test the performance of our method for detecting changes between two nonlinear
regimes, we generated a 20000 data points long time-series, x(t) from the following logistic
map model, superimposed with Gaussian noise:
x(t) = y(t) +N(0, σ)
y(t+ 1) = µy(t)(1− y(t));µ > 0, t ∈ Z+ (22)
The value of signal to noise ratio (SNR) is varied from 5 to 20 by changing the values
of σ in Eq. (22) where SNR is calculated as SNR = Psignal/Pnoise. A typical realization of
x(t) with SNR= 10 is shown in Fig. 8(a).
To introduce a dynamical change, the value of µ is changed from 3.4 (periodic regime)
to 3.7 (chaotic regime) at t = 10000 time units (t.u.) as shown in Fig. 8(a). Evidently,
this change is not discernible from the direct examination of the time portrait. To im-
plement the proposed methodology, we first determined the base component, Rb(t) from
the network representation as shown in section 3.1. Here R4(t) has the maximum value
of Mj, hence we selected this as the base component and the corresponding set of com-
ponents with maximal mutual agreement include, G = {R3(t), R4(t), R5(t)}. For the
set G, we calculated the InSync statistic, I(}4k(t)) for every halfwave defined about the
base level j = 4. This is shown in Fig. 8(b). One can note a discernible contrast in the
values of the statistic between the two dynamic regimes. To compare the performance of
the proposed method, we compared the ARL1 values from EWMA and SD-WCUSUM
for different values of SNR. This is shown in Table 1. We notice that in all the cases,
InSync statistic was able to consistently detect the change point with ARL1 value which
is almost two orders of magnitude smaller as compared to EWMA or SD-WCUSUM. We
also gathered insights into the contrast enhancement capability of the InSync statistic in
detecting changes by using the RP which can effectively capture the variation in a given
dynamical system when embedded into the appropriate phase space. Here we have used
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Figure 9: Recurrence Plot from (a) logistic map time series, x(t) shown in Fig. 8(a); (b)
shows the RP constructed from the InSync statistic, I(}4k(t)) calculated using all the
rotation components with maximal mutual agreement, G = {R3(t), R4(t), R5(t)} and (c)
shows the RP of the statistic calculated using only the base component, R4(t). Here, the
phase-term in the InSync statistic (Eq. (20)) is assumed equal to 1.
Table 1: Comparison of ARL1 values of EWMA, SD-WCUSUM and InSync for different
values of SNR
SNR EWMA SD-
WCUSUM
InSync
20 36.15 8.49 1.05
10 205.35 175.6* 1.05
6.67 288.43 199.68* 1.18
5 317.46 277.49* 1.73
* failed to detect change in 10% of total runs
an embedding dimension, m = 3 and time delay, d = 10. The RP of the original time
series x(t), as shown in Fig. 9(a), was not able show any discernible change in the dy-
namics of the process. However, the RP constructed from the InSync statistic, I(}4k(t))
clearly contrasts the difference between the two regimes (see Fig. 9(b)).
Also, to establish the significance of intrinsic phase and amplitude synchronization,
we examine the recurrence plot constructed just from a single component, say the base
component, i.e., R4(t). This is represented in Fig. 9(c). We notice that the RP does
reflect some information about dynamical change, but is not able to differentiate the
regime change as effectively as the RP of I(}4k(t)) does. This is because R4(t), or any
other rotation component would contain only a fraction of the information about state
change in the system. This suggests that we need to select and fuse the information
contained across a set of components that are likely to preserve the information about
any change in the state of the system. The information is reinforced whenever the phase
and amplitude synchronization among the components is maximized, hence increasing
the specificity and sensitivity of detecting the change points.
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Figure 10: (a) Piecewise ARMA time series and (b)shows I(}3k(t)) calculated from the
rotation components, {R2(t), R3(t), R4(t)} and (c) shows the RP constructed from the
InSync statistic, I(}3k(t)).
Table 2: Comparison of ARL1 values of EWMA, SD-WCUSUM and InSync for different
levels of change induced in the NVS
NVS EWMA SD-WCUSUM InSync{
1, 3, 5
}→ {1, 4, 5} 329 137.8* 1.28{
1, 3, 5
}→ {1, 4, 6} 113.04 14.28 1.07{
1, 3, 5
}→ {2, 4, 6} 109.4 6.87 1.06
* failed to detect change in 20% of the runs
4.2 Piecewise stationary ARMA (2,1)
In order to test the performance of the method to detect changes between two nonsta-
tionary regimes, exhibiting intermittency, we generated a time series with 20000 data
points from a piecewise stationary ARMA(2,1) process with M breakpoints such that:
%(m)(B)x(t) = Ω(m)(B)w(t); t ∈ Z; tm−1 ≤ t < tm (23)
where %(m) and Ω(m) are polynomials of degree 2 and 1, respectively during mth sojourn;
B is the lag operator and tm is the time index of each breakpoint, m = 1, 2, . . . ,M ;m0 =
1,mM = T . The noise variance shock (NVS) when the system is in-control process,
w(t) ∼ N(0, δσ2) such that the variance cycles as δ = {1, 3, 5, 1, 3, 5, . . .}. Change in the
system is introduced at t = 10000 by changing the amplitude of variance shock cycle as
given in Table 2. Fig. 10(a) shows a representative ARMA(2,1) time series where change
point is introduced by changing the NVS from {1, 3, 5, 1, 3, 5, ...} to {2, 4, 6, 2, 4, 6, ...}.
Other change points that were assessed . The sojourn time, tm for each breakpoint is set to
tm = 100 data points ∀m = 1, 2, ...,M . The system here exhibits an intermittent behavior
due to which it becomes more difficult to detect such changes. In order to visualize the
changes clearly, we use RP constructed from the from InSync statistics (Fig. 10(b)) and
calculate the ARL1 values. For different levels of change in noise variance shocks, the
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Figure 11: (a) Temperature sensor recording of an internal component of an expensive
industrial machine recorded every 5 mins (b) the corresponding InSync statistic I(}3k(t))
calculated from the rotation components, {R2(t), R3(t), R4(t)} .
ARL1 values are summarized in Table 2. We notice that in all the cases, InSync statistic
was able to detect the change much earlier than EWMA and SD-WCUSUM.
4.3 Anomaly detection
To establish the effectiveness of the proposed methodology on real world non-stationary
systems, we examined the benchmark dataset on anomaly detection in an expensive
industrial machine inside a manufacturing plant [34]. Using an industrial temperature
sensor, the temperature of an internal component of the machine was recorded every
5 min for 79 consecutive days. The temperature sensor data is shown in Fig. 11(a).
The machine breaks whenever the temperature of the component abruptly goes below
a specified limit. These breakdown points are marked with a circular dot in Fig. 11(a).
Since the machine breaks are associated with abrupt changes, the corresponding change
points are considered as points of singularity in the system. To assess the performance
of various methods, a standard scoring function is proposed in [34] which is based on an
anomaly window (highlighted in Fig. 11(a)) such that each window is centered around
an anomaly with a specified length. A detailed description of the scoring function based
on the anomaly window is presented in the Appendix F.
To detect these singularities, we analyzed the rotation components, {R2(t), R3(t), R4(t)}
which forms the set with maximal mutual agreement. The InSync statistic calculated us-
ing these components detected 7 possible singularities as shown in the Fig. 11(b). As
per the benchmark scoring function, if more than one anomaly is detected within the
anomaly window for any change-point (regions shaded as green in Fig. 11(a)), only the
first detection point is considered and the rest are ignored. Also any false positive de-
tected close to the true positives are assigned low negative scores in comparison to the
false positives which are considerably far away from the true anomaly window. We also
20
Table 3: Comparison of the true positives (TP), false positives (FP) and NAB benchmark
score* against various benchmark methods
Methods TP FP Score
InSync 4 4 3.56
Hierarchical Temporal Memory (HTM) 4 12 2.68
Contextual Anomaly Detector (CAD) 2 0 -0.165
Relative Entropy 2 9 -0.916
KNN-CAD 2 20 -2.856
Bayesian Change-point 1 4 -3.320
* Maximum achievable score for this data is 4
compared the true positives (TP) and false positives (FP) of a set of algorithms tested
on this dataset along with the score function and is shown in Table 3. Notice that among
all the methods, the InSync statistic is able to detect all the anomalies with relatively
least number of false alarms (except the contexual anomaly detector).
Noteworthy is the point that false alarms in such industrial applications may not be
completely undesirable, since it would only require the operators to put extensive checks
on system monitoring.
4.4 Detecting singularities in neocortical signal
In this case study, we demonstrate the efficacy of the proposed method in detecting singu-
larities in the signal recorded from the neocortex region of the brain. The singularities are
representative of the neuronal firings in the brain and are indicative of brain responsive-
ness towards various sensory and spatial perception, motor commands, language etc. [35].
However, reliable and accurate detection of these spikes is still an open problem because
(a) the spikes are oftentimes mistaken with other electrical activities (also referred to as
volume conduction, [36]) or (b) the waiting time between two spikes may be as low as
0.6 ms, which might not be resolved by conventional change detection methods. The
data in the current study is derived from [22], collected for 60 s at a sampling rate of
24k Hz. A 50 ms realization of the signal is presented in (Fig. 12(a)). Since the problem
involves detecting singularities, the halfwaves containing these singularities would show a
strong phase synchronization at multiple levels of Rj(t) ∈ G (see Proposition 3). To de-
tect the spikes, first we selected the set of components with maximal mutual agreement
which included R1(t) and R2(t). This is apparent since the spikes are high frequency
features. The corresponding plot of the InSync statistic and the RP constructed from
the InSync statistic, I(}1k(t)) are shown in Figs. 12(b&c), respectively. The singularity
points (represented by sharp vertical lines) can be easily visualized from Fig. 12(c).
We compared the performance of the InSync statistic against the superparamagnetic
clustering (SPC) algorithm proposed in [22]. The method was implemented on recordings
with SNR ratio 20, 10, 6.67 and 5. To compare the performance, the number of false
negative and false positive (inside bracket) are reported in Table 4. We notice that
the InSync statistic was able to detect spikes in all the cases with a relatively higher
sensitivity (lower false negatives) as compared to that of SPC. Since the SPC is based on
identifying the shape features of spikes followed by clustering, chances are that not all the
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Figure 12: (a) A 50 ms realization of the neocortical recording and (b) shows the corre-
sponding plot of the InSync statistic, I(}1k(t)) calculated from the rotation components,
R1(t) and R2(t) (c) shows the RP constructed from the time series of I(}1k(t)).
Table 4: Comparison of the number of misses and false positives (inside bracket) based
on a sample size of 1.44×106 data points against the superparamagnetic clustering (SPC)
for different levels of SNR
SNR Spike Count SPC InSync
20 3514 210(711) 4(8)
10 3448 179(57) 24(60)
6.67 3472 211(6) 81(96)
5 3414 403(2) 168(480)
spikes would belong to a given set of shape features. In contrast to SPC, InSync statistic
directly utilizes the property of the spikes being a singularity and therefore being retained
across multiple levels of rotation components with a very high probability as compared
to random fluctuations.
Apparently, the false positive rate for the InSync statistic increases as the SNR de-
creases. This may be attributed to the fact that ITD components have the tendency
to retain random fluctuations in a given signal across multiple decomposition levels—
although with a very small probability (see Remark 1)—causing random fluctuations
to appear as false positives in the InSync statistic. However, compared to sample size
(1.44 × 106), the number of false positives would not influence the overall performance
(specificity) of the InSync statistic.
5 Summary And Discussion
We have introduced an approach for change detection in nonlinear and nonstationary
systems based on tracking the local phase and amplitude synchronization of multiple
intrinsic components of a univariate time series signal obtained by intrinsic time scale
decomposition. We showed that the signature of sharp change points, such as a singularity
is preserved across multiple ITD components. Using a halfwave representation, we then
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defined a phase synchronization measure between halfwaves at different levels and showed
that the expected level of phase synchronization about a singularity may be enhanced by
at least 4 times as compared to when there is no singularity. Additionally, to select the
set of ITD components which would retain the phase and amplitude information about a
change, we introduced the concept of maximal mutual agreement and developed an InSync
statistic that would combine and reinforce the phase and amplitude information contained
across multiple levels of ITD components that are in maximal mutual agreement.
We implemented our ITD–based change detection approach on several simulated and
real world case studies in neurophysiological as well as industrial settings. This included
anomaly detection using time series data from machine sensor signal, singularity detection
in the EEG signal collected from the neocortical region of the brain, detecting the onset
of obstructive sleep apena using respiration signal and pad deterioration in chemical
mechanical planarization using vibration sensor signal.
We used ARL1 values to compare the performance of our method relative to other
classical approaches including EWMA and contemporary methods such as wavelet based
SD-CUSUM. A summary of the performance measure is presented in Table 5. These
results imply that the our method was able to detect changes in non-stationary and noisy
conditions with ARL1 on an average almost 66% lower as compared to the other methods
tested (based on the case studies reported in Table 5). We also showed that the sharp
change points as well as the moment shifts can be detected with very high sensitivity (≈
0.91; and is almost 200% higher compared to other methods tested) and relatively lower
false positive rates using the InSync statistic. The significant increase in the sensitivity
of the method is attributed to its contrast enhancement property. Since the statistics
combines the phase and amplitude information from multiple ITD components (which
are in maximal mutual agreement), it is able to significantly enhance the contrast between
different intermittent regimes and at sharp change points as evident in the recurrence plot
of the InSync statistic.
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Supplemental Material:
Appendix A
Proposition 1. The probability that an extremum in level j is retained as an extremum
in the subsequent η levels is approximately equal to 0.24η.
Proof. Let qjk be defined as follows,
qjk :=
(τ jk − τ jk−1)− (τ jk+1 − τ jk)
(τ jk − τ jk−1) + (τ jk+1 − τ jk)
=
∆jk −∆jk+1
∆jk + ∆
j
k+1
(S1)
Based on [S1], any three consecutive extrema in level j + 1, say, rj+11 , r
j+1
2 and r
j+1
3 ,
given the corresponding realizations of qj1, q
j
2 and q
j
3 in level j, follows a joint Gaussian
distribution with joint conditional density given as,
f
(
rj+11 , r
j+1
2 , r
j+1
3
∣∣qj1, qj2, qj3) = 1√
8pi3Det
(∑(
qj1, q
j
2, q
j
3
)) exp(−12rT∑(qj1, qj2, qj3) r
)
(S2)
where, r =
{
rj+11 , r
j+1
2 , r
j+1
3
}
with covariance matrix expressed as follows:
∑(
qj1, q
j
2, q
j
3
)
= MMT =
 6 + 2q21 4 + 2q1 − 2q2 (1 + q1)(1− q3)4 + 2q1 − 2q2 6 + 2q2 4 + 2qj2 − 2q3
(1 + q1)(1− q3) 4 + 2q2 − 2q3 6 + 2q23
 (S3)
Now, with the exponential approximation of inter-extremal separation, ∆jk (see Lemma
1, Appendix B), and the expression for qjk as given in Eq. (S1), we have
Fq1,q2(ω1, ω2) =
∫ ∞
0
e−∆1+∆2+∆3
(∫ ∞
1−ω1
1+ω1
d∆1
∫ ∞
1−ω2
1+ω2
d∆3
)
d∆2
Similarly, we get the distribution function of Fq2,q3(ω2, ω3). Thus, we can deduce the joint
density of qj1, q
j
2, q
j
3 as,
f
(
qj1, q
j
2, q
j
3
)
=
128
(
1− qj1
) (
1 + qj2
) (
1− qj2
) (
1 + qj3
)(
3− qj1 + qj2 + qj1qj2
)3 (
3− qj2 + qj3 + qj2qj3
)3 (S4)
Using Eqs. (S2&S4), we have the joint distribution of rj+11 , r
j+1
2 , r
j+1
3 , q
j
1, q
j
2, q
j
3. Further as-
suming the marginal distribution of rj+11 , r
j+1
2 , r
j+1
3 to be normally distributed (cf. Propo-
sition 1), the covariance matrix can be approximated as follows:
∑
=
∫ 1
−1
dqj1
∫ 1
−1
dqj2
∫ 1
−1
dqj3
∑(
qj1, q
j
2, q
j
3
)
p
(
qj1, q
j
2, q
j
3
)
≈
 0.42 0.25 0.0580.25 0.42 0.25
0.058 0.25 0.42

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Thus, the marginal distribution rj+11 , r
j+1
2 , r
j+1
3 can be represented as follows:
f
(
rj+11 , r
j+1
2 , r
j+1
3
) ≈ 1√
8pi3Det(
∑
)
exp
(
−1
2
rT
(∑)−1
r
)
Once we have the distribution functions, we can calculate the probability of preserving
an extremum in level j + 1 as,∫ ∞
−∞
drj+13
∫ ∞
rj+13
rj+12
∫ rj+12
−∞
p
(
rj+11 , r
j+1
2 , r
j+1
3
)
drj+11 ≈ 0.24 (S5)
Upon generalizing Eq. (S5), we get the probability of retaining an extremum over η
subsequent levels as 0.24η. 
Appendix B
Property S1. The evolution of extrema, {rjk}k=1,2,...,N from Rj(t) to Rj+1(t) follows ei-
ther a saddle-node (consecutive extrema vanishes, Fig.( S1(a)), pitch-fork (extrema on
either side of a given extremum vanishes, Fig.( S1(b)) or trans-critical transition (no
change in extrema, Fig. ( S1(c))) and no new extremum is created [S1].
Figure S1: Evolution of extrema from Rj(t) to Rj+1(t) via (a) pitchfork (b) saddle-node
and (c) trans-critical transition.
Lemma 1. Let the inter-extremal separations be defined as ∆jk :=
(
τ jk − τ jk−1
)
. With
proper continuity conditions, ∆jk follows an exponential distribution.
Proof. For any level j−1, let the extrema locations be denoted as {τ j−11 , τ j−12 , . . . , τ j−1n }.
Assuming that extrema in level j evolve independently of its neighbors, let pτ be the prob-
ability that an extremum at τ j−1k vanishes in level j. We can see from Eqs. (S6&S7) below
that the assumption here is appropriate, since the value of ljk governs if the extremum at
τ jk−1 is retained as an extremum in level j.
L0(t) = x(t)
Lj(t) = ljk +
(
ljk+1 − ljk
lj−1k+1 − lj−1k
)(
Lj−1(t)− lj−1k
)
(S6)
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where t ∈ (τ jk , τ jk+1] and ljk(≡ Lj(τ jk)),∀k = 1, 2, ..., N j, are the values of successive
extrema at the baseline level j. The next extremum, i.e., ljk+1 in Eq. (S6) can be obtained
recursively as:
ljk+1 =
1
2
(
lj−1k + l
j−1
k+1
)
+
τ j−1k+1 − τ j−1k
τ j−1k+2 − τ j−1k
(
lj−1k+2 − lj−1k
)
(S7)
Since the value of ljk is independent of τ
j
k−1, therefore, ∆
j
k =
∑
k|τ jk>τ j−1k >τ jk−1 ∆
j−1
k . For
cardinality of the set |τ jk > τ j−1k > τ jk−1| = cjτ >> 1, from law of large numbers, ∆jk ≈
cjτE[∆
j−1
k ] where c
j
τ is geometrically distributed, and hence ∆
j
k is geometrically distributed
with parameter that depends on j.
For large values of N j, the discrete geometric distribution can be approximated by expo-
nential distribution as
F (∆jk) = 1− exp
(
∆jk/λ
j
)
(S8)
where λj = E[∆jk]. 
Lemma 2. qjk ∀k = 1, 2, . . . , N ; j ∈ J, defined in Eq. (S1) follows a uniform(-1,1) dis-
tribution.
Proof. Rewriting qjk as,
qjk =
∆jk −∆jk+1
∆jk + ∆
j
k+1
=
∆jk/∆
j
k+1 − 1
∆jk/∆
j
k+1 + 1
Let V = ∆jk/∆
j
k+1. The probability density of ratio of two exponential random variables,
∆jk and ∆
j
k+1 can be derived as,
fV (v) =
∫ ∞
0
ρjk+1f∆jk+1∆
j
k+1
(
vρjk+1, ρ
j
k+1
)
dρjk+1
=
∫ ∞
0
ρjk+1(λ
j)2e−(λ
jρjk)e−(λ
jρjk+1)dρjkdρ
j
k+1
=
∫ ∞
0
(λj)2ρjk+1e
−λjρjk+1(1+v)dρjk+1
=
1
(1 + v)2
where, v ∈ (0,∞). Since, qjk = (V − 1)/(V + 1) =⇒ qjk ∈ (−1, 1). Using change of
variables, we have the density function for qjk given as,
f(qjk) =
1
(1 + v)2
∣∣∣∣dVdqjk
∣∣∣∣
=
1(
1 +
(
1+qjk
1−qjk
))2 × 2(
1− qjk
)2
=
1
2
Since qjk ∈ (−1, 1) and f(qjk) = 0.5; qjk ∼ uniform(-1,1). 
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Appendix C
Corollary 1. The probability Pe(ν) in Eq. (13), with first order Gaussian approximations
to the distribution function to rj+1k , can be deduced in closed form as:
Pˆe(ν) =
[
1− P
(
Z ≤ − ν√
2
)]2
(S9)
where Z ∼ N(0, 1).
Proof. From Lemma 2, the ratio distribution, qjk in Eq. (S1) follows a uniform(−1, 1)
distribution, with E(qjk) = 0 and Var(q
j
k) = 1/3. Let the transformation, 1± qjk , qj±k ∼
uniform(0, 2) such that E(qj±k ) = 1 and Var(q
j±
k ) = 1/3. Here, we are interested in the
Gaussian approximation of the distribution of {rj+1k − rj+1k+1} for j > 1 where {rj+1k }’s are
represented as follows:
rj+1k =
{
1
4
(
2ljk − (1− qjk)ljk−1 − (1 + qjk)ljk+1
)
k∗ − 1 > k > k∗ + 1;
1
4
(
2ljk − (1− qjk)ljk−1 − (1 + qjk)ljk+1
)
+ fk k
∗ − 1 ≤ k ≤ k∗ + 1; (S10)
where
fk =

νσ/2 k = k∗
−qj±k νσ/4 k = k∗ ∓ 1
0 o.w.
(S11)
such that, ljk’s are defined as:
ljk =
1
4
(
(1− qj−1k )lj−1k−1 + 2lj−1k + (1 + qj−1k )lj−1k+1
)
From the construct of qjk in Eq. (S1), we have E(q
0
k) = 0 and Var(q
0
k) = σ
2 and for
simplicity, we assumed σ = 1. From Laplace’s method of integral approximation and
the independence of qj−1k and (l
j−1
k−1 − lj−1k+1), the density function of qj−1k (lj−1k−1 − lj−1k+1)
is approximately normal with E[qj−1k (l
j−1
k−1 − lj−1k+1)] = 0 and Var(qj−1k (lj−1k−1 − lj−1k+1)) =
Var(qj−1k )V ar(l
j−1
k−1 − lj−1k+1) = 2/3. Therefore, Var(ljk) = 20/48 = 5/12.
First, we determine the distribution of rj+1k given as follows:
rj+1k =
1
4
(
2ljk − ljk−1 + ljk+1 + qjk(ljk−1 − ljk+1)
)
+ fk
For k = k∗, clearly E(rj+1k ) = ν/2 and the variance term is given as follows:
Var(rj+1k ) =
1
16
Var
(
2ljk − qj−k ljk−1 − qj+k ljk+1
)
=
1
16
(
20
3
σ2 − 4E(qj−k )Cov(ljk, ljk−1) + 2E(qj−k )2Cov(ljk−1, ljk+1)− 4E(qj+k )Cov(ljk, ljk+1)
)
=
1
16
(
20
3
σ2 − 2 + 1
12
)
=
1
16
(
25
9
− 23
12
)
≈ 1
19
From Eq. (S10), we notice that, rˆj+1k±1 ∼ N (0, 1/19) for k = k∗, rˆj+1k∗ ∼ N (ν/4, 1/19)
k∗ − 1 > k > k∗ + 1. Call rˆj+1k∗ as X Also, for k = {k∗ − 1, k∗ + 1} the distribution of
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rˆj+1k±1 is equal to the sum of a N (0, 1/19) and a uniformly distributed random variable,
U(−ν/4, 0). Call these two random variables Y and Z. Therefore the distribution of
rˆj+1k − rˆj+1k+1 translates to the distribution of X − (Y + Z)⇔ (X − Y ) + Z.
We determine the distribution of X − Y first. Since these two random variables share
extrema, hence are correlated. Therefore, Var(X −Y ) = Var(X) + Var(Y )− 2Cov(X, Y )
and E(X − Y ) = ν/4. Here, Cov(X, Y ) = E(XY ) given as follows:
E(X1X2) =
1
16
E(4ljkl
j
k−1 − 2ljkljk−2 − 2ljkljk − 2ljk−1ljk−1 + ljk−1ljk−2 + ljk−1ljk − 2ljk−1ljk+1 + ljk+1ljk)
=
1
16
(
7
4
− 4
16
− 20
12
)
= − 1
96
≈ 0.01
Therefore, we have,
Var(X − Y ) ≈ 2× 1
19
+ 2× 1
96
≈ 1
8
Now, the distribution of X − Y + Z is nothing but the sum of X − Y ∼ N (ν
4
, 1
8
) and
Z ∼ U(0, ν
4
). Let X − Y = X ′. Therefore, we have to determine, P (X ′ + Z > 0) where
P (Z > 0) = 1. Therefore, we can write P (X ′ + Z > 0) as the following conditional
probability:
P (X ′ + Z > 0) = P (X ′ + Z > 0|X ′ > 0)P (X ′ > 0) + P (X ′ + Z > 0|X ′ < 0)P (X ′ < 0)
= P (X ′ > 0) + P (X ′ + Z > 0|X ′ < 0)P (X ′ < 0) (S12)
For values of ν ≤ 1, V ar(Z) = 1
192
≤ Var(X ′). Therefore, we have P (X ′ + Z > 0) ≈
P (X ′ > 0).
Using the convolution of uniform (Z) and normal (X ′) random, we can re-write Eq. (S12)
as:
P (X ′ + Z > 0|X ′ < 0)P (X ′ < 0) = P (X ′ < 0)− P (X ′ + Z < 0) (S13)
Therefore,
P (X ′ < 0) − P (X ′ + Z < 0)
=
ν
2
√
pi
∫ 0
−∞
(
exp
(
−ν
2
4
(x′ − 1)2
)
−
∫ 1
0
exp
(
−ν
2
4
(z − x′ + 1)2
)
dz
)
dx′ (S14)
=
ν
2
√
pi
∫ 0
−∞
exp
(
−ν
2
4
(x′ − 1)2
)
−
√
pi
ν
(
erf
(
ν (x′ − 1)
2
)
− erf
(
ν (x′ − 2)
2
))
dx′
For 1 < ν < 4, the function
∫ 1
0
exp
(
−ν2
4
(z − x′ + 1)2
)
dz is approximately normal and
centered at 1.5 with variance approximately equal to Var(X ′). Since the first term is
centered at 1, therefore the difference is non-zero. However, the magnitude of difference
supported on negative x′ axis is ≤ 0.02 and decays exponentially fast such that the
magnitude of the difference is approximately 0 for z ≤ −0.5. Hence the integral of the
difference remains sufficiently close to zero and thus can be ignored. Therefore,
P (X ′ + Z > 0|X ′ < 0)P (X ′ < 0) ≈ 0
Hence, we can approximate the probability, Pe(ν) as
Pˆe(ν) =
(
1− P
(
Z ≤ − ν√
2
))2

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Figure S2: Illustrative example to show the halfwave span property of the rotation com-
ponents, Rj(t). We notice that the support of }jk(t), i.e., (z
j
k, z
j
k+1] in R
j(t) spans 3
halfwaves from the previous level, Rj−1(t) and a fraction of halfwave from the next level
rotation component, Rj+1(t).
Appendix D
Corollary 2. Using the Gaussian approximation to rj+1k (see Appendix C), Ps(ν) can be
approximated as,
Pˆs(ν) = 1− P
(
Z ≤ 3− ν√19/16) (S15)
Proof. Since, we have rˆj+1k∗ ∼ N
(
ν
4
, 1
19
)
, therefore, σj+1 =
√
1
19
σj and we have,
Pˆs(ν) = P (rˆ
j+1
k∗ > 3σ
j+1|ν ≥ 3)
= 1− P
Z ≤
(
3
√
1
19
− ν
4
)
√
1
19

= 1− P
(
Z ≤ 3− ν
√
19
16
)

Appendix E
Proposition 4 (Property 4). The support of }jk(t) at any level j ≥ 2 spans at least
one halfwave }ik(t) from its sub-level {Ri(t)}i<j and at most one }fk(t) from its super-level
{Rf (t)}f>j as shown in Fig. S2.
Proof. Here, the support, supp
(
}jk(t)
)
= [zk, zk+1]. Based on Property 5, it follows that
the extrema {τk}k=1,2,...,N at level j evolves in level j+1 according to an extrema vanishing
transition (saddle-node and pitchfork) or an extrema preserving transition (trans-critical
and pitchfork) (cf. Fig. (13)). No new extrema are created. Therefore, supp
(
}jk(t)
) ≤
supp
(
}j+1k (t)
)
, and thus, }jk(t) spans at most one }
j+1
k (t) from its super-level {Rf (t)}f>j.
Similarly, we have supp
(
}jk(t)
) ≥ supp (}j−1k ) and hence }jk spans at least one }j−1k from
its sub-level {Ri(t)}i<j.
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Appendix F
The performance of various anomaly detection algorithms, as proposed in [S2], is assessed
based on a standard scoring function. The function assigns a weighted positive score to
an algorithm that is able to detect a change within a prescribed anomaly window while
penalizes for any missing anomaly. Length of the anomaly window is typically set to 10%
of the length of time series.
Correctly identified anomalies are assigned a score, ATP of 1 while false positives and
missed anomalies are penalized with scores of AFP = 0.11 and AFN = 1, respectively.
Depending on where the anomaly was detected with reference to the anomaly window,
the reward as well as the penalty weights assigned to individual detection are determined
using a scaled sigmoid function as shown in Fig. S3. From the figure we notice that a
negative weight of −1 is assigned to a FP which is far from the anomaly window. In
contrast, a FP is penalized less if it is closer to the window.
An illustrative example for a sample anomaly window is shown in Fig. S3. The first
point is a FP preceding the anomaly window and is penalized with a weight of −1.
Next, for the two detections within the anomaly window, we only count the earliest
TP and is assigned a positive weight of 1. Following the anomaly window, we notice
two FPs. Since the first FP is less detrimental because it is close to the window as
compared to the second, hence a relatively smaller negative weight of −0.83 based on
the sigmoid function is assigned to the former. In contrast, a weight of −1 is assigned to
the latter because its too far from the window to be associated with the true anomaly.
True negatives are assumed to make no contributions. Hence, with the scores for FP,
TP and FN as mentioned earlier, the final score for the example shown in Fig. S3 is:
−1.0AFP + 1ATP − 0.8093AFP − 1.0AFP = 0.6909.
Figure S3: Scale sigmoid function to determine the score relative to the anomaly window
shown by the red dotted lines. The markers represent the detections made by a sample
algorithm relative to the anomaly window.
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