We describe a general method for identifying and extracting information from semi-structured regions of text embedded within a natural language document. These regions encode information according to ad hoc schemas and visual cues, instead of using the grammatical and presentational conventions of normal sentential language. Examples include tables, key-value listings, or repeated enumerations of properties. Because of their generally non-sentential nature, these regions can present problems for standard information extraction algorithms. Unlike previous work in table extraction, which relies on a relatively noiseless two-dimensional layout, our aim is to accommodate a wide variety of structure types. Our approach for identifying semi-structured regions is an unsupervised one, based on scoring unusual regularity inside the document. As content in semi-structured regions are governed by a schema, the occurrence of features encompassing textual content and visual appearance would be unusual compared to those seen in sentential language. Regularity refers to repetition of these unusual features, as semi-structured regions commonly encode more than a single row or group of information. To score this, we present a measure based on expected self-information, derived from statistics over patterns of textual categories and visual layout. We describe the results of an initial study to assess the ability of these measures to detect semi-structured text in a corpus culled from the web, and show that this measure outperform baseline methods on an average precision measure. We present initial work that uses these significant patterns to generate extraction rules, and conclude with a discussion of future directions.
INTRODUCTION
In the course of processing text documents using information extraction (IE) techniques, a key challenge arises when dealing with semi-structured text. Information is still presented textually in these regions, but oes not adhere to the standard grammatical and layout conventions of prose, ordinary sentential language. Instead, the content and layout of these regions are guided by an unstated schema [6] . Examples include tables, property-value listings and enumerations that are embedded in the context of a larger document. For example, in the following paraphrase drawn from a Bureau of Alcohol, Tobacco, Firearms, and Explosives press release 1 , a semi-structured enumeration of the locations and dates of attacks is sandwiched between two segments of prose.
The indictment follows a series of arrests on Dec. 7, 2005 , in Oregon, Arizona, New York, and Virginia.
The indictment refers to attacks on 3 sites:
Oct. 28, 1996, in Marion County, Ore. Oct. 30, 1998, in Lane County, Ore. July 21, 1997, in Deschutes County, Ore.
An indictment is not evidence of guilt. The defendants named in this indictment are...
A regular IE system may be able to identify dates and locations, but will not be able to identify them as attack events, unless special accomodations were made for this type of encoding.
To be able to properly extract information from these regions, the first goal is to develop a method that can identify semi-structured regions in text, allowing suitable extractors to be applied when these regions are found. The second is to develop extraction templates for identified semi-structured regions, or to present enough information to assist with development of these templates. From a survey of web collected documents, we found semi-structured text represented several very different formats, such as propertyvalue statements (e.g., listings of attributes such as age and height on "Most Wanted" posters), tables, and logfile-like enumerations of properties. The implied schemas also differed, even within the same type of structure. Because of this variability in the type of semi-structured regions and schemas, we aim for techniques that require little or no direct supervision.
For this work, we focus on extraction against pure text, instead of original formats such as HTML, XML, or PDF. There is a huge variety of formats and presentation methods, ranging from PPT to dynamic canvases in HTML5, and accommodating them all would be 1 http://www.atf.gov/press/field.html infeasible, thus working directly with the rendered text affords us the most flexibility. We also constrain our analysis to English language documents, although the techniques here could be extended to other langauges.
There have been several efforts to extract tables from plain text, notably [2] and [4] . The former makes use a combination of visual layout cues and language modeling to identify non-contiguous spans of text, and the latter uses a conditional random field over a combination of visual and textual features to identify types of table structures (header, super-header, content). However, the focus of this body of work was to identify and extract from tables, whereas we aim to work with other types of structures. Also, [4] is a supervised algorithm, requiring training examples that may not be on hand for a new corpus. A survey of table extraction research [5] shows a large number of studies on this topic, with most methods relying on cues such as matching columns that follow from a consistent two dimensional visual layout within the text. 2 Given our experience, this may not always be the case, particularly for documents that were converted from another format.
Perhaps the work closest in intent to ours is the work in extracting rules from freetext for the WHISK system [6] and from logfiles in the PADS system [1] . In the WHISK system, extraction rules are induced from a set of annotated examples, and successively refined. The PADS system attempts to induce extraction rules over textual logfiles, where no schema is readily available. Their approach centers on first identifying tokens, text units that describe atomic units of information such as an IP address, date, or alphabetical strings. For example, the string "127.0.0.1" can reasonably be construed to be an IP address. Similarly, john.smith@unit.gov.uk can be recognized as an alphabetical string, and with an appropriate regular expression, recognized as an email address. By applying a set of rules expressing known relationships between tokens, an extraction grammar can be generated. This work embodies one of our key desiderata, the ability to derive a schema by inferring relationships between tokens of text, or schema on read. However, this work operated over log files, where a regular and uniform schema can be assumed to apply throughout the document, and did not the need to discriminate semi-structured regions from a background of prose.
From our corpus of web collected documents, we observed the following points, 1. Semi-structured regions tend to have long sequences of textual categories that are not normally observed in prose, such as a three digit number followed by a date, a county name, and a US state name. These are also repeated.
2. The spatial arrangement of text in semi-structured regions are more visually complex than prose, where complexity is measured by having multiple visual start and stop points on a line. These exhibit regularity in the form of being vertically or horizontally aligned with each other.
For the first point, textual categories are ways to label spans of the text according to known categories of information conveyed, similar to the notion of tokens in PADS. For example, categories can be drawn from multiple sources such as names and locations drawn from gazetteers, dates, or syntactic usage (part-of-speech).
From these observations, we hypothesize that semi-structured regions of text would display "unusual regularity," namely they will contain features that are not commonly found in prose, and repeat them. Semi-structured regions follow a schema, and these tend to produce unusual features that are not commonly found in prose, such as eight numbers in sequence. As these regions tend to encode more than one set of data, these features will be repeated.
For example, the following labels the spans in the press release with textual categories that signify dates, and US county and state names. If no category applies, the syntactic class are captured using part-of-speech: 
DT NN VBZ RB NN IN NN . DT NNS VBN IN DT NN VBP
Here, the semi-structured region enumerating attacks is immediately distinguished by the repetition of "DATE , IN COUNTY , STATE" which encodes the date and location of the attack. Generally, one may expect this sequence to show up in regular prose a handful of times. However, for it to be repeated verbatim and to be in close proximity to each other would be unusual.
The second point is based off of the visual appearance of the text. Per our example, if we were to ablate the identity of every character, we would arrive at the following image. Here the enumeration of attacks is distinguished by consistent vertical alignment at three points: the start point, the day, and the location. As was described in the body of table detection work, these alignments provide important cues for describing where information is encoded, whereas prose tends to avoid these alignments, outside of line starts. Also note that the lefthand start point of the enumerations have a different starting offset than the prose. Again, it may be possible to observe a single line in prose that matches the visual appearance of one from the attack enumeration. However, to observe several of them grouped in close proximity, and to be vertically aligned, would be unusual.
In order to derive a measure for "unusual regularity," or how strongly a span of text can be considered a semi-structured region, we use expected self-information, the expectated information of an outcome of a random variable. This was selected as it offered a balance between the rarity or complexity of a span and how frequently it is repeated. Ideally, semi-structured regions would score higher, as they would be both more distinctive and have a higher probability of occurrence due to repetition in that region.
For the rest of this work, we describe an unsupervised algorithm that uses statistics over sequences of textual categories and visual features to derive a ranking over lines in a document, sorted by which are likelier to drawn from semi-structured regions. We set our analysis at the line level, as it is a natural segmentation for English text, saving other segmentations for future work. We describe how the textual categories and visual features are identified for a given document, and then a per-line score is obtained using those features. We then present a simple evaluation on to assess how well this measure can rank lines from semi-structured regions versus those from prose, and follow with preliminary work on using the category sequences from high scoring lines to develop extraction templates.
METHOD
We now describe the steps for scoring the linewise expected selfinformation. For each line in the document, we label its token spans with their textual categories and describe the visual appearance of that line with a codestring that encodes the starting offset and run length of contiguous chunks of text, or text runs. We then collect two sets of statistics, ngrams of the textual categories and ngrams over text runs, and use these to derive the linewise self-information score.
Textual Category Labeling
For a given text, we label each span of one or more tokens with a textual category. Current categories simply consist of identifying two, three, four, and five digit numbers, digit strings with commas, and name types drawn from gazetteers. Tokens where none of the characters are alphanumeric are marked as a distinct class. For unlabeled tokens, we fall back to syntactic usage by labeling them with their part of speech tag, as derived from Stanford CoreNLP [7] .
Text Run Identification
Text runs are a way to capture the rough visual appearance of the characters on a line, by identifying what visually should be contiguous chunks of text. A run is described as contiguous span of tokens that is bracketed by newlines, tabs, or at least three whitespace characters. For a set of identified runs, we convert these into codewords, going from left to right. Encoded are the leftside character start offset and the number of characters of the run. To allow for variance in the converted text, the start points and lengths of the runs are binned, with start points at 10 characters, and runs at a length of 20.
For following line from a document,
KANSAS CITY (123) 555-1234
This would be considered as two runs, as the city name and telephone number have a significant amount of whitespace between them.
XXXXXXXXXXX XXXXXXXXXXXXXX
Here, the first block starts at character offset three, and runs for 11 characters. The second starts at offset 20, and runs for 13 characters. This is encoded as a sequence of codewords outlining outlining the binned starting offsets and lengths, going from left to right.
Start1 Length1 Start2 Length1

Linewise Expected Self-Information
For a line of text t, its expected self-information In(t) at ngram order n is given in Formula 1.
(1) where cn and rn represent the ngrams over word categories and the textual run codestring identified in the line, and p(cn) and p(rn) are probabilities for these computed over the entire document. kc and kr normalize the terms to the number of categorical and text run ngrams of that order found in the line. Thus for a given line, its overall self-information score is obtained by summing up In(t) for all n considered, Formula 2.
We identify and collect the textual category and text run codeword ngrams by line, starting at order two and increasing in order until the maximium line ngram width is hit. In order to winnow down on the number of spurious ngrams, we filter to ngrams that appear in at least one other line, effectively treating these singletons are noise. Smoothing is performed via Lidstone's Law [3] , adding a small weight arbitrarily chosen at λ = 10 −6 . For computing statistics, the ngrams for textual categories and runs are counted separately.
SETUP
In order to provide a corpus for conducting an evaluation, we downloaded documents from various online sources, such as labor statistics via fedstats.gov, the FBI's Most Wanted, and various state government and Bureau of Alcohol, Tobacco, Firearms and Explosives (ATF) press releases, for a total of 151 documents. The files consisted of a mix of pure text files, PDFs, and HTML pages. To normalize non-text files into text, we used Apache Tika. 3 An assessment of the documents showed that the labor statistics consisted of paragraph sized text descriptions, followed by tables, encoded in a variety of styles. The FBI Most Wanted documents consisted almost entirely of field-value pairs, whereas press releases consisted primarily of freetext, with semi-structured information in the form of contact information in field-value pairs, and long listlike enumerations of properties.
For each document in the corpus, we labeled each line, indicating whether it was semi-structured or prose. For each of the documents in this set, we apply the above tagging and pattern identification methods to derive a surprise score for each line in that document. Note that at this stage, we have not incorporated any information from other documents, nor from any external corpora. The intent here is to see how well our assumptions and method can separate semi-structured lines from regular prose lines given just the document itself.
EVALUATION
To evaluate the ability of our scoring method to identify semistructured lines, we use document-wise average precision (AP) over the score sorted lines, deferring the problem of threshold selection for future work. Results are given in Table 1 , listing the mean AP across our document collection. Here, we compare the performance of scoring using the textual category (TextCat) and text run (Run) features against them individually, using the same scoring setup. For comparison, the score for randomly ordering the document lines was included, where a document AP was computed from the average of 50 trials. Also included was another baseline that ordered lines based based on their character entropy, following the intuition that semi-structured text has less character variety than prose. We note that both the textual category and text run methods perform better than the baseline methods presented. The spatially motivated text run features gave the most yield in performance, which is not unexpected, as in our experience semi-structured regions tend to exhibit regularity in spatial arrangement. However, it is worth noting that text run scoring does exhibit a wider standard deviation in score than using textual categories, and incorporating them gives a reduction in variance and increase in mean performance.
An example of a visual analysis of the scores per line, for our press release example, is shown in Figure 1 . Here, the per-line expected self-information score is given as a histogram, with bars next to their corresponding lines. As with most of the enumeration and table structures in our corpus, the self-information score are dramatically higher for the semi-structured enumerations than for the preceding paragraph.
A cursory examination of the errors showed that most came from property-value enumerations, such as those from the "Most Wanted" posters. Their textual category sequences tended to be one per line and very short. They also avoided repeating the same sequence of textual categories, as attributes tend to only be listed once in this class of document. In other words, these documents usually only list personal attributes, such as height or weight, only once. As we are only using statistics on a per-document basis, there are little or no repetitions to distinguish these property-value listings. We anticipate that future work to incorporate information across multiple lines to help ameliorate this, as well as collecting statistics from background corpora of known prose.
PATTERN EXTRACTION
We now describe a preliminary procedure for identifying semistructured lines and developing extraction templates for them. In the first pass, we identify the contiguous regions of high scoring lines, treating these as semi-structured regions. We then apply simple grammar induction techniques to identify chunks for constructing extraction templates.
For a set of high scoring lines that are in close proximity together, we check the Levenshtein edit distance in the textual category sequence space against surrounding lines. As semi-structured lines follow a schema, their textual category edit distance should not differ significantly either. From a given seed line, we set an upper and lower bound. For each bound, we increase it until the maximum of the edit distance cross product exceeds a given threshold. The end result is a semi-structured region we consider to operate under a single schema.
A cursory visual inspection of several documents showed relatively clean identification of cut points. Again this raises the issue of identifying thresholds for where semi-structured content should be, as it is very possible for a document to not have any semistructured text. This will be addressed in future work.
The next step is to induce an extraction template based off the textual categories found in the region. Our current approach is to leverage a bank of heuristics about how textual categories would co-occur, as well as visual cues from the text run information, to infer an extraction pattern. As with [1] , the grammars representing the induced schema allow us to identify discrete chunks of information and to align them.
CONCLUSIONS AND FUTURE WORK
We have shown an unsupervised method using expected selfinforamtion can identify semi-structured regions using statistics from just a document's content. The next area of work is to incorporate background information in the form of patterns and statistics from corpora known largely to be prose, such as corpora of newswire articles. We also plan to develop the extractor system and construct a triple based evaluation for grading the extraction patterns, as used in [4] . We are developing an annotation scheme that permits this type of labeling across the various semi-structured text in our corpus. This is also very much a "first order" model, and future models will address interactions across lines, and multiple column environments. Another area of investigation are the use of soft textual category assignments, allowing ambiguity in their membership, and raising the issue of developing patterns and grammars over vectors of soft assignments. There is also the issue of identifying subject and property assignments given a region and extraction template: we are currently developing an annotation scheme that can work across multiple types of semi-structured text for developing an evaluation, and will explore this further. Finally, techniques that allow discovery of both the extraction templates and identification of semi-structured text are being considered, as the techniques described for both phases share the same principles of identifying distinctive patterns and regularity within those patterns.
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