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Abstract
Based on a refined energy method, in this paper we prove the global existence and uniform-in-time
stability of solutions in the space L2ξ (H
N
x ) to the Cauchy problem for the Boltzmann equation around a
global Maxwellian in the whole space R3. Compared with the solution space used by the spectral analysis
and the classical energy method, the velocity weight functions or time derivatives need not be included
in the norms of L2ξ (H
N
x ), which is realized by introducing some temporal interactive energy functionals
to estimate the macroscopic dissipation rate. The key proof is carried out in terms of the macroscopic
equations together with the local conservation laws. It is also found that the perturbed macroscopic variables
actually satisfy the linearized compressible Navier–Stokes equations with remaining terms only related to
the microscopic part.
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1. Introduction
The Boltzmann equation for the hard-sphere monatomic gas in the whole space R3 takes the
form
∂tf + ξ · ∇xf = Q(f,f ). (1.1)
Here, the unknown f = f (t, x, ξ) is a non-negative function standing for the number density of
gas particles which have position x = (x1, x2, x3) ∈ R3 and velocity ξ = (ξ1, ξ2, ξ3) ∈ R3 at time
t > 0. Q is the bilinear collision operator defined by
Q(f,g) =
∫
R3×S2
(
f ′g′∗ − fg∗
)∣∣(ξ − ξ∗) · ω∣∣dωdξ∗,
f = f (t, x, ξ), f ′ = f (t, x, ξ ′), g∗ = g(t, x, ξ∗), g′∗ = g
(
t, x, ξ ′∗
)
,
ξ ′ = ξ − [(ξ − ξ∗) ·ω]ω, ξ ′∗ = ξ∗ + [(ξ − ξ∗) · ω]ω, ω ∈ S2.
We define the perturbation u = u(t, x, ξ) by
f = M + √Mu, (1.2)
where the global Maxwellian
M = 1
(2π)3/2
exp
(−|ξ |2/2)
is normalized to have zero bulk velocity and unit density and temperature. Then the equation for
the perturbation u reads
∂tu + ξ · ∇xu = Lu + Γ (u,u), (1.3)
where
Lu = 1√
M
[
Q(M,
√
Mu) + Q(√Mu,M)],
Γ (u,u) = 1√ Q(√Mu,√Mu).
M
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(Lu)(ξ) = −ν(ξ)u(ξ) + (Ku)(ξ),
ν(ξ) =
∫
R3×S2
∣∣(ξ − ξ∗) ·ω∣∣M∗ dωdξ∗,
(Ku)(ξ) =
∫
R3×S2
(−√Mu∗ +√M′∗u′ + √M′u′∗)∣∣(ξ − ξ∗) · ω∣∣√M∗ dωdξ∗
=
∫
Rn
K(ξ, ξ∗)u(ξ∗) dξ∗,
where ν(ξ) is called the collision frequency and K is a self-adjoint compact operator on L2(R3ξ )
with a real symmetric integral kernel K(ξ, ξ∗). The null space of the operator L is the five-
dimensional space of collision invariants
N = Ker L = span{√M; ξi√M, i = 1,2,3; |ξ |2√M}. (1.4)
From the Boltzmann’s H-theorem, the linearized collision operator L is non-positive and further-
more, −L is locally coercive in the sense that there is a constant λ > 0 such that
−
∫
R3
uLudξ  λ
∫
R3
ν(ξ)
({I − P}u)2 dξ, ∀u ∈ D(L), (1.5)
where for fixed (t, x), P denotes the velocity projection operator from L2(R3ξ ) to N and D(L) is
the domain of L given by
D(L) = {u ∈ L2(R3ξ ) ∣∣ ν(ξ)u ∈ L2(R3ξ )}.
Let us introduce some notations for the presentation throughout this paper. We use 〈·,·〉 to
denote the inner product in the Hilbert space L2(R3x × R3ξ ) or L2(R3x) or L2(R3ξ ), and ‖ · ‖ to
denote the corresponding L2 norm. We also define
〈u,v〉ν ≡
〈
ν(ξ)u, v
〉
for any functions u = u(x, ξ) and v = v(x, ξ) to be the weighted inner product in L2(R3x × R3ξ ),
and use ‖ · ‖ν for the corresponding weighted L2 norm. For the multi-index α = (α1, α2, α3), we
denote
∂αx = ∂α1x1 ∂α2x2 ∂α3x3 , and |α| =
3∑
i=1
αi.
For simplicity, we also use ∂i to denote ∂xi for each i = 1,2,3. In addition, C always denotes a
general constant and if the dependence need be specified, then the notations Ci , i = 1,2, . . . , are
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[[
u(t)
]]2 ≡ ∑
|α|N
∥∥∂αx u(t)∥∥2,
and the dissipation rate as
[[
u(t)
]]2
ν
≡ ∥∥{I − P}u(t)∥∥2
ν
+
∑
0<|α|N
∥∥∂αx u(t)∥∥2ν,
where N  4 is an integer. For fixed t , we write
u(t) ∈ L2ξ
(
HNx
)≡ L2(R3ξ ;HN (R3x))
if [[u(t)]] is bounded. Notice that these norms as above include only the spatial derivatives but
not the time or velocity derivatives.
Our main results about the global existence and the uniform stability are stated as follows.
Theorem 1.1. Let f0(x, ξ) = M +
√
Mu0(x, ξ)  0. There exist constants δ0 > 0, λ0 > 0 and
C0 > 0 such that if [[u(0)]] δ0, then there exists a unique global solution u(t, x, ξ) to (1.3) such
that f (t, x, ξ) = M + √Mu(t, x, ξ) 0, and
[[
u(t)
]]2+λ0
t∫
0
[[
u(s)
]]2
ν
ds  C0
[[
u(0)
]]2
, (1.6)
for any t  0.
Theorem 1.2. Let f0(x, ξ) = M+
√
Mu0(x, ξ) 0 and g0(x, ξ) = M+
√
Mv0(x, ξ) 0. There
exist constants δ1 ∈ (0, δ0), λ1 > 0 and C1 > 0 such that if
max
{[[
u(0)
]]
,
[[
v(0)
]]}
 δ1,
then the solutions u(t, x, ξ), v(t, x, ξ) obtained in Theorem 1.1 satisfy
[[
u(t) − v(t)]]2+λ1
t∫
0
[[
u(s) − v(s)]]2
ν
ds  C1
[[
u(0) − v(0)]]2, (1.7)
for any t  0.
The global existence near Maxwellian as in Theorem 1.1 has been already shown in some
other function spaces. The first global existence theorem was established in the space
L∞β
(
R3ξ ;Hk
(
R3x
))
, β1 >
5
, k  2, (1.8)1 2
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L∞β1
(
R3ξ
)≡ {u ∣∣ (1 + |ξ |)β1u ∈ L∞(R3ξ )}.
The same result was obtained in [29] for the torus case with the space
L∞β1
(
R3ξ ;Ck
(
T3x
))
, β1 >
5
2
, k = 0,1, . . . . (1.9)
Recently, [36] presented a function space
L2
(
R3x × R3ξ
)∩ L∞β2(R3ξ ;L∞(R3x)), β2 > 32 , (1.10)
in which the Cauchy problem is globally well posed in a mild sense without any regularity con-
ditions. Notice that if the spatial regularity was neglected for the moment, the solution space
L2ξ (H
N
x ) in Theorem 1.1 is larger than (1.8), (1.9) and (1.10) in the sense that the velocity in-
tegrability in L2ξ (HNx ) is the lowest among them since the following strict inclusion relations
hold
L∞β1
(
R3ξ
)
 L∞β2
(
R3ξ
)
 L2
(
R3ξ
)
,
where it has been supposed that β1 and β2 are sufficiently close to 52 and
3
2 , respectively. On
the other hand, by means of the classical energy method [14,23,25], the well-posedness was also
established in the Sobolev space
H
N(n1,n2,n3)
t,x,ξ
(
R3x × R3ξ
)
, (1.11)
which denotes a set of all functions whose derivatives of all variables t , x and ξ up to N order
are integrable in L2(R3x × R3ξ ), where
N = N(n1, n2, n3) ≡ n1 + n2 + n3  4.
In particular, for the case without any external force, n3 can be taken as zero, which means that
the velocity derivatives need not be considered [14,23,25,39], whereas they have to be included
for the case with forcing [6,7,16,17,30,37]. Compared with (1.11), the solution space L2ξ (HNx )
in Theorem 1.1 is again in the weaker form
L2ξ
(
HNx
)= HN(0,N,0)t,x,ξ (R3x × R3ξ ),
with n1 = n3 = 0. Finally, as pointed out in [36], it is a challenging problem to seek for other
larger spaces such that the Cauchy problem becomes well posed near Maxwellian, which is also
the main motivation of this paper.
In Theorem 1.1 the construction of the global solution is based on the nonlinear energy method
developed in [13–17]. In particular, for the Boltzmann equation in the whole space, [14] obtained
the global existence in terms of the energy functional
∣∣∣∣∣∣u(t)∣∣∣∣∣∣2 ≡ ∑ ∥∥∂α0t ∂αx u(t)∥∥2, (1.12)
α0+|α|N
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∣∣∣∣∣∣u(t)∣∣∣∣∣∣2
ν
≡ ∥∥{I − P}u(t)∥∥2
ν
+
∑
0<α0+|α|N
∥∥∂α0t ∂αx u(t)∥∥2ν, (1.13)
in which the time derivatives have to be included for the proof. In this case, the initial perturbation
u0(x, ξ) could have an algebraic decay in the velocity ξ because of boundedness of the initial
energy
∣∣∣∣∣∣u(0)∣∣∣∣∣∣2 ≡ ∑
α0+|α|N
∥∥∂α0t ∂αx u(0)∥∥2,
where the time derivatives of u0(x, ξ) are naturally defined through Eq. (1.3), for example, the
first order time derivative is given by
∂tu(0) = −ξ · ∇xu0 +
(−ν(ξ) +K)u0 + Γ (u0, u0).
Theorem 1.1 shows that one can remove the time derivatives from norms (1.12) and (1.13).
Thus the well-posedness in the Sobolev space L2ξ (HNx ) for the Cauchy problem of the nonlinear
Boltzmann equation in the whole space can be established only in terms of the energy method.
The proof of Theorem 1.1 is motivated by [14], but some technical modifications are needed
in order to illuminate the time derivatives. Notice that the dissipation rate [[u(t)]]2ν is equivalent
with the sum of the microscopic dissipation rate
∑
|α|N
∥∥∂αx {I − P}u(t)∥∥2ν
and the macroscopic dissipation rate
∑
0<|α|N
∥∥∂αx Pu(t)∥∥2.
The microscopic dissipation rate is easily obtained by the coercive property (1.5) for −L. In
terms of the coefficients a, b, c of Pu defined by (2.4), the macroscopic dissipation rate is further
equivalent with
∑
0<|α|N
∥∥∂αx (a, b, c)∥∥2. (1.14)
It was observed in [14] that the macroscopic equations for a, b, c behave like an elliptic system,
so that the estimates on (1.14) can be also obtained. But, the remaining terms in the macroscopic
equations contain the time derivatives −∂t {I − P}u. In order to bound (1.14) by the microscopic
dissipation rate without any time derivatives, we will introduce some temporal interactive energy
functionals between the microscopic part {I − P}u and the macroscopic part Pu:
Ia (u(t)), Ib (u(t)), Ic (u(t)), Iab (u(t)),α,i α,i α,i α,i
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in the spatial space between coefficients of the velocity projection for {I − P}u and Pu. The
key point of the proof is to use the local macroscopic conservation laws to replace the time
derivatives of the macroscopic components a, b and c. Precisely, we will obtain the following
Lyapunov-type inequality
d
dt
EM
(
u(t)
)+CD(u(t)) CEM(u(t))D(u(t)), (1.15)
where the constant M > 0 is chosen to be large enough and
EM
(
u(t)
)≡ M
2
[[
u(t)
]]2+2I(u(t)),
I(u(t))≡ ∑
|α|N−1
3∑
i=1
[Iaα,i(u(t))+ Ibα,i(u(t))+ Icα,i(u(t))+ Iabα,i(u(t))],
D(u(t))≡ ∑
|α|N
∥∥∂αx {I − P}u∥∥2ν + ∑
|α|N−1
∥∥∇x∂αx (a, b, c)∥∥2.
Notice that the interactive functional I(u(t)) can be bounded by C[[u(t)]]2 for some constant C.
Then E(u(t)) and D(u(t)) are indeed the equivalent energy functional and dissipation rate, re-
spectively:
• 1
C
[[
u(t)
]]2 EM(u(t)) C[[u(t)]]2,
• 1
C
[[
u(t)
]]2
ν
D(u(t)) C[[u(t)]]2
ν
.
Thus (1.15) is enough to give the uniform-in-time a priori estimate (1.6) for the case of small
initial data.
The proof of Theorem 1.2 about the stability of solutions is almost the same as one of Theo-
rem 1.1 with more careful estimates on the difference
Γ (u,u) − Γ (v, v) = Γ (u − v,u) + Γ (v,u − v).
In terms of the equivalent functionals defined as above, one can also obtain the other Lyapunov-
type inequality for the difference w = u− v of two solutions in the form
d
dt
EM
(
w(t)
)+CD(w(t)) C{D(u(t))+D(v(t))}EM(w(t)).
Then, by using the time integrability
∞∫ {D(u(s))+D(v(s))}ds < ∞
0
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L2ξ (H
N
x ) follows. We mention the recent work [19] about the uniform stability in L2x,ξ ≡ L2ξ (L2x)
for solutions satisfying some general framework conditions.
Meanwhile, in this paper it is also found that the nonlinear Boltzmann equation can be exactly
written as the linearized compressible Navier–Stokes equations with some remaining terms only
generated by the microscopic part {I − P}u. This has been also observed in [12] which more
generally gave a rigorous global-in-time validity of a diffusive expansion beyond the Navier–
Stokes approximation for the solution to the rescaled Boltzmann equation. Again, the key point
is to combine the macroscopic equations for (a, b, c) with the local macroscopic conservation
laws. Here we remark that this observation together with the refined energy method in this paper
could be useful to deal with the study of the optimal decay-in-time estimates in the Sobolev
space HNx,ξ ≡ HN(R3x × R3ξ ) on the solution operator of the linearized Boltzmann equation with
an external force −∇xφ(x) + F(t, x), see the recent works [6,7]. The solution space HNx,ξ is
different from that in [7], where the velocity weight function is included in norms in order to
illuminate the time derivatives. This work is left to be considered in the future.
There are extensive literatures on the existence theory for the Cauchy problem of the Boltz-
mann equation, see the books [4,8] or monographs [3,38] and references therein. The well-known
result is the global existence of the renormalized solution with large data proved by DiPerna and
Lions [5] where the uniqueness problem remains open. On the other hand, the existence is es-
tablished in the framework of small perturbation of a global Maxwellian [9,28,33] or an infinite
vacuum [2,18,22], where uniqueness can be justified. In particular, so far there are two basic
methods to deal with solutions near a global Maxwellian. One is based on the spectral analy-
sis of the linearized Boltzmann equation and the bootstrap argument for the nonlinear equation
[28,33–36], and the other one is based on the direct nonlinear energy method [14,23,25,30,39].
Finally, we also mention that [26] developed the theory of three-dimensional Green’s function
for the Boltzmann equation, where based on the pointwise estimates, the wave structure of the
convergence of the solution to the global Maxwellian can be finely exposed when initial data
exponentially decay in x.
The rest of this paper is arranged as follows. In Section 2, we use the macro–micro decom-
position to obtain the macroscopic equations and the local macroscopic conservation laws. In
addition, we give a further review of some literatures about the nonlinear energy method and
explain our refined energy method in a brief way. Finally, we devote ourselves to prove Theo-
rems 1.1 and 1.2 in Sections 3 and 4, respectively.
2. Macro–micro decomposition
2.1. Macroscopic equations
For fixed (t, x), any function u(t, x, ξ) can be uniquely decomposed as
{
u(t, x, ξ) = u1 + u2,
u1 ≡ Pu ∈N ,
u2 ≡ {I − P}u ∈N⊥,
(2.1)
where u1 is called the macroscopic part, and u2 the microscopic part. Plugging this decompo-
sition into the perturbed Boltzmann equation (1.3), the time evolution of the macroscopic part
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Γ (u,u) as follows
∂tu1 + ξ · ∇xu1 = −(∂tu2 + ξ · ∇xu2 + Lu2) + Γ (u,u), (2.2)
where Lu1 = 0 is used. In what follows, we rewrite the term on the right-hand side of (2.2) as
the sum of three terms r ,  and n defined by
r ≡ −∂tu2,
 ≡ −ξ · ∇xu2 − Lu2,
n ≡ Γ (u,u).
Then (2.2) becomes
∂tu1 + ξ · ∇xu1 = r + + n. (2.3)
Furthermore, in order to precisely study the time evolution of u1 in the finite-dimensional
space N , u1 = Pu is expanded as
u1 =
{
a(t, x) +
3∑
i=1
bi(t, x)ξi + c(t, x)|ξ |2
}√
M. (2.4)
For later use, if the dependence of a, b, c on u need be emphasized, then we write au, bu, cu
instead of them. By putting the expansion (2.4) into (2.3) and collecting the coefficients with
respect to the basis {ek}13k=1 consisting of
√
M, (ξi
√
M )1i3,
(|ξi |2√M )1i3, (ξiξj√M )1i<j3, (|ξ |2ξi√M )1i3,
(2.5)
then one has the following macroscopic equations
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
√
M: ∂ta = r(0) + (0) + n(0),
ξi
√
M: ∂tbi + ∂ia = r(1)i + (1)i + n(1)i ,
|ξi |2
√
M: ∂t c + ∂ibi = r(2)i + (2)i + n(2)i ,
ξiξj
√
M: ∂ibj + ∂j bi = r(2)ij + (2)ij + n(2)ij , i = j,
|ξ |2ξi
√
M: ∂ic = r(3)i + (3)i + n(3)i ,
(2.6)
where r(0), r(1)i , r
(2)
i , r
(2)
ij and r
(3)
i are coefficients of r with respect to the corresponding elements
in the basis (2.5) and similarly, (0), (1)i , (2)i , (2)ij , (3)i and n(0), n(1)i , n(2)i , n(2)ij , n(3)i are the
corresponding coefficients for  and n, respectively. More precisely, the coefficients r(0), r(1)i ,
r
(2)
, r
(2)
and r(3) for r = −∂tu2 can be written asi ij i
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r
(1)
i =
∑
C
(1)
i,k 〈ek,−∂tu2〉 = −∂t r˜(1)i , r˜(1)i ≡
∑
C
(1)
i,k 〈ek, u2〉,
r
(2)
i =
∑
C
(2)
i,k 〈ek,−∂tu2〉 = −∂t r˜(2)i , r˜(2)i ≡
∑
C
(2)
i,k 〈ek, u2〉,
r
(2)
ij =
∑
C
(2)
ij,k〈ek,−∂tu2〉 = −∂t r˜(2)ij , r˜(2)ij ≡
∑
C
(2)
ij,k〈ek, u2〉, i = j,
r
(3)
i =
∑
C
(3)
i,k 〈ek,−∂tu2〉 = −∂t r˜(3)i , r˜(3)i ≡
∑
C
(3)
i,k 〈ek, u2〉,
where the summation is taken over k ∈ {1,2, . . . ,13} and C(0)k , C(1)i,k , C(2)i,k , C(2)ij,k , C(3)i,k are some
constants for linear combinations. Thus, (2.6) becomes
∂ta = −∂t r˜(0) + (0) + n(0), (2.7)
∂tbi + ∂ia = −∂t r˜(1)i + (1)i + n(1)i , (2.8)
∂t c + ∂ibi = −∂t r˜(2)i + (2)i + n(2)i , (2.9)
∂ibj + ∂j bi = −∂t r˜(2)ij + (2)ij + n(2)ij , i = j, (2.10)
∂ic = −∂t r˜(3)i + (3)i + n(3)i . (2.11)
Remark 2.1. All constant coefficients C(0)k , etc. can be explicitly computed from the constant
transform matrix between the basis {ek}13k=1 and its orthonormality by applying the Gram-
Schmidt process [10,11]. Here we skip their accurate values since it is not necessary for the
proof of our main results. But, it should be pointed out that some of them equal zero and hence
some of terms on the right-hand side of (2.7)–(2.11) can vanish.
An important fact observed in [14] is that only based on two macroscopic equations (2.9)
and (2.10), the macroscopic component b = (b1, b2, b3) satisfies an elliptic-type equation as
described in the following proposition. We give its proof for completeness.
Proposition 2.1. For each j = 1,2,3, bj satisfies the equation
−xbj − ∂j ∂j bj =
∑
i =j
∂j
[−∂t r˜(2)i + (2)i + n(2)i ]−∑
i =j
∂i
[−∂t r˜(2)ij + (2)ij + n(2)ij ]
− 2∂j
[−∂t r˜(2)j + (2)j + n(2)j ]. (2.12)
Proof. Set
γ
(2)
i = −∂t r˜(2)i + (2)i + n(2)i ,
γ
(2)
ij = −∂t r˜(2)ij + (2)ij + n(2)ij .
By (2.9) and (2.10), we compute
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∑
i =j
∂i∂ibj − 2∂j ∂j bj
= −
∑
i =j
∂i
[−∂j bi + γ (2)ij ]+ 2∂j [∂t c − γ (2)j ]
=
∑
i =j
∂j ∂ibi + 2∂j ∂t c −
∑
i =j
γ
(2)
ij − 2γ (2)j .
Again using (2.9) to replace ∂ibi in the above equation, we have
−xbj − ∂j ∂j bj =
∑
i =j
∂j
[−∂t c + γ (2)i ]+ 2∂j ∂t c −∑
i =j
γ
(2)
ij − 2γ (2)j
=
∑
i =j
∂j γ
(2)
i −
∑
i =j
γ
(2)
ij − 2γ (2)j .
This completes the proof of the proposition. 
Later on, (2.12) will be used to give the viscosity terms in the linearized Navier–Stokes equa-
tions. This subsection ends with the following remark, which shows the key point of the proof of
Theorem 1.1.
Remark 2.2. Notice that the time derivative r = −∂tu2 is separated from the linear part on the
right-hand side of the macroscopic equation (2.2). The aim that we do in this way is to obtain
the bound of the macroscopic dissipation rate by using the microscopic rate containing only the
spatial derivatives. Hence, we only need to carry out the elementary energy estimates without
considering the time derivatives. This is different from [14], where the time derivatives have to
be included in the microscopic dissipation rate to estimate (a, b, c), which in turn leads to the
fact that the energy functional [[u(t)]]2 must also include the time derivatives.
2.2. Macroscopic conservation laws
On the other hand, a, b = (b1, b2, b3) and c also satisfy the local macroscopic conservation
laws. In fact, multiplying (1.3) by the collision invariants in (1.4) and integrating them over R3ξ ,
we have
∂t 〈
√
M, u〉 + ∇x · 〈ξ
√
M, u〉 = 0,
∂t 〈ξi
√
M, u〉 + ∇x · 〈ξξi
√
M, u〉 = 0,
∂t
〈|ξ |2√M, u〉+ ∇x · 〈|ξ |2ξ√M, u〉= 0.
By using the decomposition (2.1) and the expansion (2.4), we compute that for the conservative
quantities, ⎧⎪⎨
⎪⎩
〈√M, u〉 = 〈√M, u1〉 = a + 3c,
〈ξi
√
M, u〉 = 〈ξi
√
M, u1〉 = bi,〈|ξ |2√M, u〉= 〈|ξ |2√M, u 〉= 3a + 15c,1
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{
〈ξiξj
√
M, u〉 = 〈ξiξj
√
M, u1 + u2〉 = (a + 5c)δij + 〈ξiξj
√
M, u2〉,〈|ξ |2ξi√M, u〉= 〈|ξ |2ξi√M, u1 + u2〉= 5bi + 〈|ξ |2ξi√M, u2〉,
where we used the identities
〈|ξi |2,M〉= 1, 〈|ξi |4,M〉= 3, 〈|ξ |2|ξi |2,M〉= 5.
Hence we have the macroscopic conservation laws
∂t (a + 3c) + ∇x · b = 0,
∂tb + ∇x(a + 5c)+ ∇x · 〈ξ ⊗ ξ
√
M, u2〉 = 0,
∂t (3a + 15c)+ ∇x · (15b) + ∇x ·
〈|ξ |2ξ√M, u2〉= 0.
In terms of a, b = (b1, b2, b3) and c, the above equations can be rewritten as
∂ta − 12∇x ·
〈|ξ |2ξ√M, u2〉= 0, (2.13)
∂tbi + ∂i(a + 5c) + ∇x · 〈ξξi
√
M, u2〉 = 0, (2.14)
∂t c + 13∇x · b +
1
6
∇x ·
〈|ξ |2ξ√M, u2〉= 0. (2.15)
It should be pointed out that the time derivative ∂tu2 does not appear in Eqs. (2.13)–(2.15).
The comparison between (2.13)–(2.15) and (2.7)–(2.11) shows that as mentioned in Remark 2.1,
some terms and their linear combinations on the right-hand side of (2.7)–(2.11) should vanish.
Furthermore, a little surprising thing is that combining the macroscopic equations (2.7)–(2.11)
and the local macroscopic conservation laws (2.13)–(2.15), one can also write the Boltzmann
equation (1.3) as the linearized viscous compressible Navier–Stokes equations with the remain-
ing terms only related to the coefficients of the microscopic part u2 under the basis {ek}13k=1.
Precisely, we have the following proposition.
Proposition 2.2. a = a(t, x), b = b(t, x) and c = c(t, x) satisfy
∂t (a + 3c) + ∇x · b = 0, (2.16)
∂tb + ∇x(a + 3c) + 2∇xc −xb − 13∇x∇x · b = R
b, (2.17)
∂t c + 13∇x · b −xc = R
c, (2.18)
where Rb = (Rb,Rb,Rb) and Rc are defined by1 2 3
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√
M, u2〉 − 13∇x ·
〈|ξ |2ξ√M, u2〉
−
∑
i =j
∂i
[−∂t r˜(2)ij + (2)ij + n(2)ij ]− 2∂j [−∂t r˜(2)j + (2)j + n(2)j ],
Rc = −1
6
∇x ·
〈|ξ |2ξ√M, u2〉−∑
i
∂i
[−∂t r˜(3)i + (3)i + n(3)i ].
Proof. (2.16) is just the conservation of mass. For (2.17), we first have from (2.9) and (2.15) that
−
∑
i =j
∂j ∂j bi = 2∂j ∂t c −
∑
i =j
∂j
[−∂t r˜(2)i + (2)i + n(2)i ]
= 2∂j
[
−1
3
∇x · b − 16∇x ·
〈|ξ |2ξ√M, u2〉
]
−
∑
i =j
∂j
[−∂t r˜(2)i + (2)i + n(2)i ].
Adding the above equation to (2.12), we have
−xbj − ∂j∇x · b = −23∂j∇x · b + ∇x ·
〈|ξ |2ξ√M, u2〉+Rbj ,
i.e.,
−xbj − 13∂j∇x · b = ∇x ·
〈|ξ |2ξ√M, u2〉+Rbj . (2.19)
Again, adding (2.19) with (2.14) yields (2.17). Finally, (2.11) implies
−xc = −
∑
i
∂i
[−∂t r˜(3)i + (3)i + n(3)i ].
Adding it to (2.15) gives (2.18). Hence this completes the proof of the proposition. 
From the fluid-type system (2.16)–(2.18), one can easily see the structure of the linearized
compressible Navier–Stokes equations. For instance, if u2 is set to be zero, then (2.16)–(2.18)
are just the linearized Navier–Stokes equations [27]. It is well known that the nonlinear Navier–
Stokes equations can be derived as an approximation to the nonlinear Boltzmann equation
through the Chapman–Enskog expansion. However, the macroscopic linear system (2.16)–(2.18)
is part of the Boltzmann equation, where the remaining terms are generated by only the micro-
scopic part u2.
Finally, we mentioned that as in [23], the Boltzmann equation (1.1) can be also written as
the nonlinear Navier–Stokes equations plus some higher order terms for the microscopic part.
Precisely, the solution to the Boltzmann equation (1.1) is decomposed around a local Maxwellian
as follows
f (t, x, ξ) = M[ρ,v,θ] + G, (2.20)
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M[ρ,v,θ] = ρ
(2πθ)3/2
exp
{
−|ξ − v|
2
2θ
}
and
ρ = 〈1, f 〉,
v = 1
ρ
〈ξ, f 〉,
θ = 1
3ρ
〈|ξ − v|2, f 〉.
Then, the mass ρ, the momentum m = ρv and the energy E = 12ρ|v|2 + 32ρθ actually satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ + ∇x · m = 0,
∂tmj +
3∑
i=1
∂i(vimj ) + ∂j (ρθ)
=
3∑
i=1
∂i
[
μ(θ)
(
∂j vi + ∂ivj − 23δij∇x · v
)]
− ∇x · 〈ξξj ,Θ〉,
∂tE +
3∑
i=1
∂i
[
(ρE + ρθ)vi
]
=
3∑
i=1
∂i
[
κ(θ)∂iθ
]+ 3∑
i,j=1
∂i
[
μ(θ)vj
(
∂j vi + ∂ivj − 23δij∇x · v
)]
− ∇x ·
〈
1
2
|ξ |2ξ,Θ
〉
.
(2.21)
Here the viscosity μ(θ) and the heat conductivity κ(θ) can be explicitly represented with the
help of the Burnett functions, and Θ is defined by
Θ = L−1M[ρ,v,θ]
(
∂tG + {I − PM[ρ,v,θ] }ξ · ∇xG −Q(G,G)
)
,
where LM[ρ,v,θ] is the linearized collision operator corresponding to the decomposition (2.20),
i.e.,
LM[ρ,v,θ](·) ≡ 2
[
Q(M[ρ,v,θ], ·) +Q(·,M[ρ,v,θ])
]
,
and PM[ρ,v,θ] is the projector to the kernel space of LM[ρ,v,θ] . Notice that by definitions of ρ, m
and E, it holds that
⎧⎪⎨
⎪⎩
ρ = 1 + a + 3c,
m = b,
E = 3
2
+ 3
2
a + 15
2
c,
i.e.,
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
a = 5
2
(ρ − 1) −
(
E − 3
2
)
,
b = m,
c = 1
(
E − 3
)
− 1 (ρ − 1).3 2 2
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consistent with the perturbation (1.2) around the global Maxwellian. However, if one directly
linearizes the nonlinear Navier–Stokes equations (2.21), the linearized system derived does not
give the same structure as (2.16)–(2.18), since the remaining terms contain some higher order
ones of (a, b, c) after linearization.
2.3. Refined energy method
For the Boltzmann equation in the whole space, so far there are two kinds of L2 energy meth-
ods available. One is initiated by Liu and Yu [25] and developed by Liu, Yang and Yu [23] and
Yang and Zhao [39] in terms of the macro–micro decomposition around a local Maxwellian as in
(2.20). This method has the general applications not only in the study of the nonlinear stability of
solutions [37,40] and convergence rates [6] but also in the stability analysis of three well-known
wave patterns for the Boltzmann equation, such as the shock wave [25], rarefaction wave [24]
and contact discontinuity [20,21]. The other is founded by Guo [14] and developed by Strain
[30] and Strain and Guo [31,32] due to the decomposition (1.2) around a global Maxwellian.
The norms used by both methods include the time derivatives for the proof of the global classical
solution. Here we will refine the second kind of method in the sense that the time derivatives can
be excluded from the norms. In this subsection, we will give a brief sketch of our method. In
fact, the same idea has been developed in [12] to deal with the hydrodynamical limit from the
Boltzmann equation to the Navier–Stokes equations in the periodic domain.
Our goal is to obtain the dissipation rate [[u(t)]]2ν , which as mentioned in Section 1, is equiva-
lent with ∑
|α|N
∥∥∂αx u2∥∥2ν + ∑
0<|α|N
∥∥∂αx (a, b, c)∥∥2.
The first part (microscopic dissipation rate) is directly derived from
−
∑
|α|N
〈
∂αx Lu, ∂
α
x u
〉
 λ
∑
|α|N
∥∥∂αx u2∥∥2ν.
The analysis of the second part (macroscopic dissipation rate) is based on the macroscopic equa-
tions (2.7)–(2.11) together with the macroscopic conservation laws (2.13)–(2.15). In fact, the
macroscopic dissipation rate can be bounded by the microscopic dissipation rate containing no
time derivatives.
Next, let us explain the technical part in the proof. For this time, we consider the estimates
only on bj as an example. For simplicity, instead of (2.12), bj is supposed to satisfy
−xbj − ∂j ∂j bj = ∂j
[−∂t r˜(2) + (2) + n(2)],
where r˜ (2), (2) and n(2) denote the linear combinations of coefficients for u2,  and n, respec-
tively, with respect to the basis {ek}13k=1. The standard energy estimate gives that for each α,
∥∥∇x∂αx bj∥∥2 + ∥∥∂j ∂αx bj∥∥2 = − ddt
〈
∂αx r˜
(2),−∂j ∂αx bj
〉+ 〈∂j ∂αx r˜(2), ∂αx ∂tbj 〉
− 〈∂αx [(2) + n(2)], ∂j ∂αx bj 〉.
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d
dt
〈
∂αx r˜
(2),−∂αx ∂j bj
〉+ ∥∥∇x∂αx bj∥∥2 + ∥∥∂j ∂αx bj∥∥2
 
∥∥∂αx ∂j (a, bj , c)∥∥2 + C
{∥∥∂αx ∇x · 〈ξξj√M, u2〉∥∥2 + ∥∥∂αx ∂j r˜(2)∥∥2
+ ∥∥∂αx [(2), n(2)]∥∥2}, (2.22)
for  > 0 small enough to be determined later, where the spatial inner product
〈
∂αx r˜
(2),−∂αx ∂j bj
〉
is called the temporal interactive energy functional between u2 and b. As in Lemmas 3.6 and 3.7,
the second term on the right-hand side of (2.22) is bounded by
C

{∥∥∇x∂αx u2∥∥2 + [[u(t)]]2[[u(t)]]2ν}.
Similar estimates hold for a and c. Thus, after taking summation over |α|N − 1 and choosing
some  > 0 small enough, we can obtain the desired estimates on the macroscopic dissipation
rate.
3. Global existence
3.1. Preliminaries
We list the following lemmas about some Sobolev inequalities and the basic estimates on the
nonlinear term Γ (u,u) .
Lemma 3.1. (See [1].) Let u ∈ H 2(R3). Then
(i) ‖u‖L∞  C‖∇u‖ 12 ‖∇2u‖ 12  C‖∇u‖H 1 ;
(ii) ‖u‖L6  C‖∇u‖;
(iii) ‖u‖Lq  C‖u‖H 1 , 2 q  6.
Lemma 3.2. (See [17].)
∣∣〈Γ (u, v),w〉∣∣ C{∫
R3
∥∥ν1/2u∥∥
L2ξ
‖v‖L2ξ
∥∥ν1/2w∥∥
L2ξ
dx +
∫
R3
∥∥ν1/2v∥∥
L2ξ
‖u‖L2ξ
∥∥ν1/2w∥∥
L2ξ
dx
}
,
∥∥〈Γ (u, v),w〉∥∥
L2x
+ ∥∥〈Γ (v,u),w〉∥∥
L2x
 C
∥∥ν3w∥∥
L∞x,ξ
‖u‖L∞x (L2ξ )‖v‖.
As usual, the global existence of the solution to (1.3) will be obtained by combining the local
existence together with a priori estimates.
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[[u(0)]] δ, then there is a unique solution u(t, x, ξ) in [0, T ∗] × R3 × R3 to the Boltzmann
equation (1.3) such that
[[
u(t)
]]2+
t∫
0
∑
|α|N
∥∥∂αx u(s)∥∥2ν ds  4[[u(0)]]2,
for any t ∈ [0, T ∗]. Moreover, [[u(t)]] : [0, T ∗] → R is continuous. If f (0, x, ξ) = M +√
Mu(0, x, ξ) 0, then
f (t, x, ξ) = M + √Mu(t, x, ξ) 0.
Proposition 3.2 (A priori estimate). Let T > 0. Suppose that u(t, x, ξ) is a solution in
[0, T ] × R3 × R3 to the Boltzmann equation (1.3). There exist constants δ2 > 0, λ2 > 0 and
C2 > 0 which are independent of T , such that if
sup
0tT
[[
u(t)
]]
 δ2, (3.1)
then
[[
u(t)
]]2+λ2
t∫
0
[[
u(s)
]]2
ν
ds  C2
[[
u(0)
]]2
, (3.2)
for any t ∈ [0, T ].
Theorem 1.1 follows from Propositions 3.1 and 3.2 by the standard continuity argument. In
order to prove Proposition 3.1, we apply ∂αx to (1.3) to obtain
∂t ∂
α
x u + ξ · ∇x∂αx = L∂αx u+
∑
βα
CαβΓ
(
∂βx u, ∂
α−β
x u
)
.
One can use Lemmas 3.1 and 3.2 to deal with the nonlinear term. For the linear term, it holds
that 〈
L∂αx u, ∂
α
x u
〉= −∥∥∂αx u∥∥2ν + 〈K∂αx u, ∂αx u〉,
where K is compact and hence bounded on L2ξ . Thus the Gronwall’s inequality will give the
desired estimate if the time span T ∗ is small enough. The uniqueness is proved in the similar
way. For the more details, see [13]. Here notice that the time derivatives need not be considered.
The proof of Proposition 3.2 will be divided into two parts: one part is to obtain the micro-
scopic dissipation rate, given in the rest of this subsection, and the other part is to deal with the
macroscopic dissipation rate, which consists the main issue of this paper and thus left to the next
subsection.
Based on Eq. (1.3), one can carry out the elementary energy estimates to obtain the mi-
croscopic dissipation rate. The following two lemmas can be proved in the similar way as in
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The point is to use Lemmas 3.1 and 3.2 to carefully estimate the nonlinear term Γ (u,u) in the
following way:
〈
Γ (u,u),u
〉= 〈Γ (u,u),u2〉
= 〈Γ (u1, u1), u2〉+ 〈Γ (u2, u1), u2〉+ 〈Γ (u,u2), u2〉. (3.3)
Lemma 3.3. There exists a constant C > 0 such that
1
2
d
dt
∥∥u(t)∥∥2 + λ‖u2‖2ν  C[[u(t)]][[u(t)]]2ν, (3.4)
for any t ∈ [0, T ].
Lemma 3.4. There exists a constant C > 0 such that
1
2
d
dt
∑
0<|α|N
∥∥∂αx u(t)∥∥2 + λ ∑
0<|α|N
∥∥∂αx u2∥∥2ν  C[[u(t)]][[u(t)]]2ν, (3.5)
for any t ∈ [0, T ].
3.2. Energy estimates on the macroscopic part
In this subsection, we devote ourselves to obtain the macroscopic dissipation rate
∑
0<|α|N
∥∥∇αx u1∥∥2.
Equivalently, in terms of the macroscopic coefficients a, b and c for u1 = Pu, it suffices to obtain
the estimates on
∑
0<|α|N
∥∥∇αx (a, b, c)∥∥2.
This comes from the following lemma.
Lemma 3.5. For any α, ∂αx Pu = P∂αx u and
∥∥∂αx u1∥∥2 + ∥∥∂αx u2∥∥2 = ∥∥∂αx u∥∥2.
For any k, there exists a constant C > 1 such that
1
C
∥∥νk∂αx u1∥∥2  ∥∥∂αx (a, b, c)∥∥2 C∥∥∂αx u1∥∥2.
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(2.15) to estimate the higher order derivatives of the macroscopic coefficients (a, b, c) in L2
norm. For this purpose, we first give two lemmas without proofs. Roughly speaking, the idea
is just based on the fact that the velocity-coordinate projector is bounded uniformly in t and x
and the velocity polynomials can be absorbed by the global Maxwellian M which exponentially
decays in ξ .
The first lemma shows that among those terms on the right-hand side of the macroscopic
equations (2.7)–(2.11), the coefficients of the separated part r˜ , the linear part  and the nonlinear
part n can be bounded by the microscopic dissipation rate.
Lemma 3.6. It holds that
∑
|α|N−1
∑
ij
∥∥∂αx [r˜ (0), r˜(1)i , r˜(2)i , r˜(2)ij , r˜(3)i ]∥∥2 C ∑
|α|N−1
∥∥∂αx u2∥∥2, (3.6)
∑
|α|N−1
∑
ij
∥∥∂αx [(0), (1)i , (2)i , (2)ij , (3)i ]∥∥2  C ∑
|α|N
∥∥∂αx u2∥∥2, (3.7)
and ∑
|α|N
∑
ij
∥∥∂αx [n(0), n(1)i , n(2)i , n(2)ij , n(3)i ]∥∥2  C[[u(t)]]2[[u(t)]]2ν. (3.8)
Remark 3.1. Since r˜ is generated by u2, no differentiation is added on the right-hand side
of (3.6). (3.7) is true because  contains the first order derivatives ∇xu2 and the zero order term
−νu2 + Ku2. (3.8) follows from the careful analysis on the nonlinear term as in Lemmas 3.3
and 3.4.
The second lemma similarly shows that in the conservation laws (2.13)–(2.15), those terms
containing the microscopic part u2 can be also bounded by the microscopic dissipation rate.
Lemma 3.7. It holds that∑
|α|N−1
∥∥∂αx ∇x · [〈|ξ |2ξ√M, u2〉, 〈ξ ⊗ ξ√M, u2〉]∥∥2  C ∑
0<|α|N
∥∥∂αx u2∥∥2.
Next we state the key estimates on the macroscopic dissipation rate in the following theorem.
Theorem 3.1. There exists a constant C3 > 0 such that
2
d
dt
∑
|α|N−1
3∑
i=1
[Iaα,i(u(t))+ Ibα,i(u(t))+ Icα,i(u(t))+ Iabα,i(u(t))]
+
∑
|α|N−1
∥∥∇x∂αx (a, b, c)∥∥2
 C3
{ ∑ ∥∥∂αx u2∥∥2 + [[u(t)]]2[[u(t)]]2ν
}
, (3.9)|α|N
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active energy functionals defined by
Iaα,i
(
u(t)
)= 〈∂αx r˜(1)i , ∂i∂αx a〉, (3.10)
Ibα,i
(
u(t)
)= −∑
j =i
〈
∂αx r˜
(2)
j , ∂i∂
α
x bi
〉+∑
j =i
〈
∂αx r˜
(2)
j i , ∂j ∂
α
x bi
〉+ 2〈∂αx r˜(2)i , ∂i∂αx bi 〉, (3.11)
Icα,i
(
u(t)
)= 〈∂αx r˜(3)i , ∂i∂αx c〉, (3.12)
Iabα,i
(
u(t)
)= 〈∂i∂αx a, ∂αx bi 〉. (3.13)
Proof. We can control the higher order derivatives of (a, b, c) as follows. In what follows, we
fix a constant  ∈ (0,1) to be determined later.
Estimates on b. Applying ∂αx with |α|  N − 1 to the macroscopic equation (2.12) satisfied
by bj for each j = 1,2,3, multiplying it by ∂αx bj and then integrating it over R3, we have
∥∥∇x∂αx bj∥∥2 + ∥∥∂j ∂αx bj∥∥2 = −
〈
∂t
[∑
i =j
∂j ∂
α
x r˜
(2)
i −
∑
i =j
∂i∂
α
x r˜
(2)
ij − 2∂j ∂αx r˜(2)j
]
, ∂αx bj
〉
+
∑
i =j
〈
∂j ∂
α
x
[

(2)
i + n(2)i
]
, ∂αx bj
〉−∑
i =j
〈
∂i∂
α
x
[

(2)
ij + n(2)ij
]
, ∂αx bj
〉
− 2〈∂j ∂αx [(2)j + n(2)j ], ∂αx bj 〉.
Integrating by parts yields
∥∥∇x∂αx bj∥∥2 + ∥∥∂j ∂αx bj∥∥2 = − ddt
〈∑
i =j
∂j ∂
α
x r˜
(2)
i −
∑
i =j
∂i∂
α
x r˜
(2)
ij − 2∂j ∂αx r˜(2)j , ∂αx bj
〉
+
〈∑
i =j
∂j ∂
α
x r˜
(2)
i −
∑
i =j
∂i∂
α
x r˜
(2)
ij − 2∂j ∂αx r˜(2)j , ∂αx ∂tbj
〉
−
∑
i =j
〈
∂αx
[

(2)
i + n(2)i
]
, ∂j ∂
α
x bj
〉+∑
i =j
〈
∂αx
[

(2)
ij + n(2)ij
]
, ∂i∂
α
x bj
〉
+ 2〈∂αx [(2)j + n(2)j ], ∂j ∂αx bj 〉. (3.14)
The five terms on the right-hand side of (3.14) can be estimated as follows. The first term is
just − d
dt
Ibα,j (t), where Ibα,j (t) defined by (3.11) is the interactive energy functional between the
microscopic part u2 and the macroscopic part b. From the conservation law (2.14), the second
term is bounded by

∥∥∂αx ∂tbj∥∥2 + 14
∥∥∥∥∑
i =j
∂j ∂
α
x r˜
(2)
i −
∑
i =j
∂i∂
α
x r˜
(2)
ij − 2∂j ∂αx r˜(2)j
∥∥∥∥
2
 
∥∥∂αx ∂j (a + 5c) + ∂αx ∇x · 〈ξξj√M, u2〉∥∥2
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
[∑
i =j
∥∥∂j ∂αx r˜(2)i ∥∥2 +∑
i =j
∥∥∂i∂αx r˜(2)ij ∥∥2 + ∥∥∂j ∂αx r˜(2)j ∥∥2
]
C
[∥∥∂j ∂αx (a, c)∥∥2 + ∥∥∂αx ∇x · 〈ξξj√M, u2〉2]+ C
∑
ij
∥∥∇x∂αx [r˜ (2)i , r˜(2)ij , r˜(2)j ]∥∥2.
The sum of the final three terms is bounded by

∥∥∇x∂αx bj∥∥2 + C
{∑
i =j
∥∥∂αx [(2)i + n(2)i ]∥∥2 +∑
i =j
∥∥∂αx [(2)ij + n(2)ij ]∥∥2 + ∥∥∂αx [(2)j + n(2)j ]∥∥2
}
 
∥∥∇x∂αx bj∥∥2 + C
∑
ij
∥∥∂αx [(2)i , (2)ij , n(2)i , n(2)ij ]∥∥2.
Putting all estimates into (3.14) and taking summation for α over |α|  N − 1 and j over
j ∈ {1,2,3}, we have
d
dt
∑
|α|N−1
3∑
j=1
Ibα,j (t) +
∑
|α|N−1
∥∥∇x∂αx b∥∥2
 C
∑
|α|N−1
[∥∥∇x∂αx (a, b, c)∥∥2 + ∥∥∂αx ∇x · 〈ξ ⊗ ξ√M, u2〉∥∥2]
+ C

∑
|α|N−1
∑
ij
∥∥∇x∂αx [r˜ (2)i , r˜(2)ij , r˜(2)j ]∥∥2
+ C

∑
|α|N−1
∑
ij
∥∥∂αx [(2)i , (2)ij , n(2)i , n(2)ij ]∥∥2.
By Lemmas 3.6 and 3.7, the above inequality implies
d
dt
∑
|α|N−1
3∑
j=1
Ibα,j (t) +
∑
|α|N−1
∥∥∇x∂αx b∥∥2
 C
∑
|α|N−1
∥∥∇x∂αx (a, b, c)∥∥2 + C
{ ∑
|α|N
∥∥∂αx u2∥∥2 + [[u(t)]]2[[u(t)]]2ν
}
. (3.15)
Estimates on c. For any α with |α|N − 1 and each i = 1,2,3, it follows from (2.11) that
∥∥∂i∂αx c∥∥2 = 〈∂i∂αx c, ∂i∂αx c〉
= −〈∂t ∂αx r˜(3)i , ∂i∂αx c〉+ 〈∂αx [(3)i + n(3)i ], ∂i∂αx c〉
= − d 〈∂αx r˜(3)i , ∂i∂αx c〉+ 〈∂αx r˜(3)i , ∂i∂αx ∂t c〉+ 〈∂αx [(3)i + n(3)i ], ∂i∂αx c〉. (3.16)dt
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− d
dt
Icα,i (u(t)), where Icα,i (u(t)) defined by (3.12) is the interactive energy functional between
the microscopic part u2 and the macroscopic part c. By the conservation law (2.15), the second
term is bounded by
−〈∂i∂αx r˜(3)i , ∂αx ∂t c〉 ‖∂x∂t c‖2 + 14
∥∥∂i∂αx r˜(3)i ∥∥2
 
∥∥∥∥13∂αx ∇x · b + 16∂αx ∇x ·
〈|ξ |2ξ√M, u2〉
∥∥∥∥
2
+ 1
4
∥∥∂i∂αx r˜(3)i ∥∥2
C
∥∥∂αx ∇x · b∥∥2 +C∥∥∂αx ∇x · 〈|ξ |2ξ√M, u2〉∥∥2 + 14
∥∥∂i∂αx r˜(3)i ∥∥2.
The third term is bounded by

∥∥∂i∂αx c∥∥2 + 14
∥∥∂αx [(3)i , n(3)i ]∥∥2.
Plugging all the above estimates into (3.16) and taking summation for α over |α|N − 1 and i
over i ∈ {1,2,3}, we have
d
dt
∑
|α|N−1
3∑
i=1
Icα,i
(
u(t)
)+ ∑
|α|N−1
∥∥∇x∂αx c∥∥2
C
∑
|α|N−1
∥∥∇x∂αx (b, c)∥∥2 + C ∑
|α|N−1
∥∥∂αx ∇x · 〈|ξ |2ξ√M, u2〉∥∥2
+ 1
4
∑
|α|N−1
∑
i
{∥∥∂i∂αx r˜(3)i ∥∥2 + ∥∥∂αx [(3)i , n(3)i ]∥∥2},
which together with Lemmas 3.6 and 3.7 implies
d
dt
∑
|α|N−1
3∑
i=1
Icα,i
(
u(t)
)+ ∑
|α|N−1
∥∥∇x∂αx ∥∥2
 C
∑
|α|N−1
∥∥∇x∂αx (b, c)∥∥2 + C
{ ∑
|α|N
∥∥∂αx u2∥∥2 + [[u(t)]]2[[u(t)]]2ν
}
. (3.17)
Estimates on a. For any α with |α|N − 1 and each i = 1,2,3, it follows from (2.8) that
∥∥∂i∂αx a∥∥2 = 〈∂i∂αx a, ∂i∂αx a〉
= 〈−∂αx ∂tbi − ∂αx ∂t r˜(1)i + ∂αx [(1)i + n(1)i ], ∂i∂αx a〉
= − d
dt
[〈
∂αx bi, ∂i∂
α
x a
〉+ 〈∂αx r˜(1)i , ∂i∂αx a〉]
+ 〈∂αx bi, ∂i∂αx ∂ta〉+ 〈∂αx r˜(1), ∂i∂αx ∂ta〉+ 〈∂αx [(1) + n(1)], ∂i∂αx a〉. (3.18)i i i
3226 R. Duan / J. Differential Equations 244 (2008) 3204–3234Similarly as before, we estimate the four terms on the right-hand side of (3.18) as follows. The
first term is − d
dt
[Iabα,i (u(t)) + Iaα,i(u(t))], where Iaα,i(u(t)) defined by (3.10) is the interactive
energy functional between the microscopic part u2 and the macroscopic part a while Iabα,i(u(t))
defined by (3.13) is the one between only the macroscopic parts a and b. From the conservation
law (2.13), the second and third terms are bounded by
−〈∂αx ∂ibi, ∂αx ∂ta〉− 〈∂αx ∂i r˜(1)i , ∂αx ∂ta〉
= −
〈
∂αx ∂ibi,
1
2
∂αx ∇x ·
〈|ξ |2ξ√M, u2〉
〉
−
〈
∂αx ∂i r˜
(1)
i ,
1
2
∂αx ∇x ·
〈|ξ |2ξ√M, u2〉
〉
 
∥∥∂αx ∂ibi∥∥2 + C
∥∥∂αx ∇x · 〈|ξ |2ξ√M, u2〉∥∥2 +C∥∥∂αx ∂i r˜(1)i ∥∥2.
The final term is bounded by

∥∥∂i∂αx a∥∥2 + C
∥∥∂αx [(1)i , n(1)i ]∥∥2.
Plugging all the above estimates into (3.18) and taking summation for α over |α|N − 1 and i
over i ∈ {1,2,3}, we have
d
dt
∑
|α|N−1
3∑
i=1
[Iaα,i(u(t))+ Iabα,i(u(t))]+ ∑
|α|N−1
∥∥∇x∂αx a∥∥2
 
∑
|α|N−1
∥∥∇x∂αx (a, b)∥∥2 + C
∑
|α|N−1
∥∥∂αx ∇x · 〈|ξ |2ξ√M, u2〉∥∥2
+C
∑
|α|N−1
3∑
i=1
∥∥∂αx ∂i r˜(1)i ∥∥2 + C
∑
|α|N−1
3∑
i=1
∥∥∂αx [(1)i , n(1)i ]∥∥2,
which by Lemmas 3.6 and 3.7 implies
d
dt
∑
|α|N−1
3∑
i=1
[Iaα,i(u(t))+ Iabα,i(u(t))]+ ∑
|α|N−1
∥∥∇x∂αx a∥∥2
 
∑
|α|N−1
∥∥∇x∂αx (a, b)∥∥2 + C
{ ∑
|α|N
∥∥∂αx u2∥∥2 + [[u(t)]]2[[u(t)]]2ν
}
. (3.19)
Finally we add up the inequalities (3.15), (3.17) and (3.19) to obtain
d
dt
∑
|α|N−1
3∑
i=1
[Iaα,i(u(t))+ Ibα,i(u(t))+ Icα,i(u(t))+ Iabα,i(u(t))]
+
∑
|α|N−1
∥∥∇x∂αx (a, b, c)∥∥2
 C
∑ ∥∥∇x∂αx (a, b, c)∥∥2 + C
{ ∑ ∥∥∂αx u2∥∥2 + [[u(t)]]2[[u(t)]]2ν
}
. (3.20)|α|N−1 |α|N
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proof of the theorem. 
Remark 3.2. If the analysis is made on the linearized Navier–Stokes equations (2.16)–(2.18) and
the local macroscopic conservation laws (2.13)–(2.15), then an energy inequality similar to (3.9)
can be obtained with the energy functional in (3.9) replaced by the sum of the interactive energy
functional and the macroscopic energy functional
∑
|α|N
∥∥∂αx (a + 3c, b, c)∥∥2,
which has been considered in the elementary energy estimates (3.4) and (3.5). In fact, by writ-
ing (2.16)–(2.18) in the skew symmetrization, the standard energy estimates from [27] can be
applied.
3.3. Proof of global existence
In this subsection we are in a position to prove Proposition 3.2.
Proof of Proposition 3.2. Multiplying (3.4) and (3.5) by M > 0 suitably large to be determined
later, taking summation for them and then adding it to (3.9), we have
d
dt
EM
(
u(t)
)+ λ3D(u(t))C{[[u(t)]]+[[u(t)]]2}[[u(t)]]2ν, (3.21)
where
λ3 = min{Mλ −C3,1}
and
EM
(
u(t)
)≡ M
2
[[
u(t)
]]2+2I(t), (3.22)
I(u(t))≡ ∑
|α|N−1
3∑
i=1
[Iaα,i(u(t))+ Ibα,i(u(t))+ Icα,i(u(t))+ Iabα,i(u(t))], (3.23)
D(u(t))≡ ∑
|α|N
∥∥∂αx u2∥∥2ν + ∑
|α|N−1
∥∥∇x∂αx (a, b, c)∥∥2. (3.24)
Notice that by Lemma 3.5, D(u(t)) is equivalent with the dissipation rate [[u(t)]]2ν , i.e., there
exists a constant C > 1 such that
1
C
[[
u(t)
]]2
ν
D(u(t)) C[[u(t)]]2
ν
.
Next, we claim that there exists a constant C > 0 such that
I(t) C[[u(t)]]2.
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have
∣∣I(u(t))∣∣ ∑
|α|N−1
3∑
i=1
[∣∣Iaα,i(u(t))∣∣+ ∣∣Ibα,i(u(t))∣∣+ ∣∣Icα,i(u(t))∣∣+ ∣∣Iabα,i(u(t))∣∣]
 C
∑
|α|N−1
3∑
i,j=1
∥∥∂αx [r˜ (1)i , r˜(2)i , r˜(2)ij , r˜(3)i ]∥∥2
+ C
∑
|α|N−1
∥∥∇x∂αx (a, b, c)∥∥2 +C ∑
|α|N−1
∥∥∂αx b∥∥2
 C
∑
|α|N−1
∥∥∂αx u2∥∥2 +C ∑
|α|N
∥∥∂αx u1∥∥2
 C
[[
u(t)
]]2
.
Thus we can choose M > 0 suitably large so that Mλ − C3 > 0, hence λ3 > 0 and there is a
constant C > 1 such that
1
C
[[
u(t)
]]2 EM(u(t))C[[u(t)]]2. (3.25)
In terms of the equivalent energy functional EM(u(t)) and dissipation rate D(u(t)), (3.21)
becomes
d
dt
EM
(
u(t)
)+ λ3D(u(t)) C{EM(u(t))1/2 + EM(u(t))}D(u(t)),
which after using the Gronwall’s inequality, yields the Lyapunov-type inequality
d
dt
EM
(
u(t)
)+ λ3
2
D(u(t)) CEM(u(t))D(u(t)). (3.26)
Integrating (3.26) over [0, t] with 0 t  T and using (3.25) and the assumption (3.1), we have
EM
(
u(t)
)+ (λ3/2 −Cδ22)
t∫
0
D(u(s))ds CEM(u(0)).
Thus if we can choose δ2 > 0 such that Cδ22 = λ3/4, then (3.2) follows. This completes the proof
of Proposition 3.2. 
Remark 3.3. The above proof also shows that −L is positive in the sense that for the unique
solution u(t, x, ξ) to the nonlinear Boltzmann equation (1.3) with [[u(t)]] being sufficiently small,
it holds that
−
∑
|α|N
〈
L∂αx u, ∂
α
x u
〉
 λ4
[[
u(t)
]]2
ν
+C4 d
dt
I(u(t)),
for any t  0, where λ4 > 0 and C4 > 0 are some constants.
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In this section, we are concerned with the uniform stability of the unique solution obtained in
Theorem 1.1. For this purpose, to the end it is assumed that there exist solutions u = u(t, x, ξ),
v = v(t, x, ξ) to the Boltzmann equation (1.3) corresponding to given data u0(x, ξ), v0(x, ξ)
with
max
{[[
u(0)
]]
,
[[
v(0)
]]}
 δ1, (4.1)
where δ1 ∈ (0, δ0) is to be determined later. Since δ1  δ0, both u and v satisfy the inequality
(1.6), i.e.,
[[
u(t)
]]2+λ0
t∫
0
[[
u(s)
]]2
ν
ds  C0
[[
u(0)
]]2
, (4.2)
[[
v(t)
]]2+λ0
t∫
0
[[
v(s)
]]2
ν
ds  C0
[[
v(0)
]]2
, (4.3)
for any t  0. To prove the uniform-in-time stability estimate (1.7), we set
w(t, x, ξ) = u(t, x, ξ) − v(t, x, ξ).
Then w = w(t, x, ξ) satisfies
∂tw + ξ · ∇xw = Lw + Γ (w,u) + Γ (v,w). (4.4)
First we give a remark about Eq. (4.4).
Remark 4.1. Due to the analysis as in Section 2, aw(t, x), bw(t, x) and cw(t, x) which are
coefficients of the macroscopic part w1 = Pw satisfy the same macroscopic equations (2.7)–
(2.11) with the nonlinear term n = Γ (u,u) replaced by Γ (w,u) + Γ (v,w). Furthermore,
since
〈
ψ,Γ (w,u) + Γ (v,w)〉= 0, ∀ψ ∈N ,
one can also obtain the local macroscopic conservation laws (2.13)–(2.15) for aw(t, x), bw(t, x)
and cw(t, x) with u2 replaced by w2 = {I − P}w.
Next, similar to Lemmas 3.3 and 3.4, we have the following lemma about the estimates on the
microscopic dissipation rate of w.
Lemma 4.1. For any  ∈ (0,1) and any t  0, it holds that
1
2
d
dt
∑
|α|N
∥∥∂αx w∥∥2 + λ ∑
|α|N
∥∥∂αx w2∥∥2ν
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[[
w(t)
]]2
ν
+C

{[[
u(t)
]]2+[[v(t)]]2}[[w(t)]]2
ν
+ C

{[[
u(t)
]]2
ν
+[[v(t)]]2
ν
}[[
w(t)
]]2
, (4.5)
where the constant C > 0 is independent of  and t .
Proof. From (4.4), one has
1
2
d
dt
∥∥∂αx w(t)∥∥2 + λ∥∥∂αx w2∥∥2ν  〈∂αx [Γ (w,u) + Γ (v,w)], ∂αx w2〉. (4.6)
By symmetry, it suffices to consider the estimates on Γ (w,u).
When |α| = 0, as in (3.3), we write〈
Γ (w,u),w2
〉= 〈Γ (w1, u1),w2〉+ 〈Γ (w1, u2),w2〉+ 〈Γ (w2, u1),w2〉+ 〈Γ (w2, u2),w2〉.
By using Lemmas 3.1 and 3.2, one can estimate each term as follows:
〈
Γ (w1, u1),w2
〉
 C
∥∥(aw,bw, cw)∥∥∥∥(au, bu, cu)∥∥
L∞x
‖w2‖ν
 C
∥∥∇x(au, bu, cu)∥∥H 1x ‖w1‖‖w2‖ν
 ‖w2‖2ν +
C

‖∇xu1‖2L2ξ (H 1x )‖w1‖
2,
〈
Γ (w1, u2),w2
〉
C
∥∥ν1/2u2∥∥L∞x (L2ξ )∥∥(aw,bw, cw)∥∥‖w2‖ν
C
∥∥ν1/2∇xu2∥∥L2ξ (H 1x )‖w1‖‖w2‖ν
 ‖w2‖2ν +
C

∥∥ν1/2∇xu2∥∥2L2ξ (H 1x )‖w1‖2,〈
Γ (w2, u1),w2
〉
 C
∥∥(au, bu, cu)∥∥
L∞x
‖w2‖2ν
 ‖w2‖2ν +
C

‖∇xu1‖2L2ξ (H 1x )‖w2‖
2
ν,
and
〈
Γ (w2, u2),w2
〉
 C‖u2‖L∞x (L2ξ )‖w2‖
2
ν +C
∥∥ν1/2u2∥∥L∞x (L2ξ )‖w2‖‖w2‖ν
 ‖w2‖2ν +
C

‖∇xu2‖2L2ξ (H 1x )‖w2‖
2
ν +
C

∥∥ν1/2∇xu2∥∥2L2ξ (H 1x )‖w2‖2.
Notice that all terms on the right-hand side of the above four inequalities can be bounded in the
same way as in (4.5). Hence, the case of |α| = 0 in (4.5) is proved.
When 0 < |α|N , we write
〈
∂αx Γ (w,u), ∂
α
x w2
〉= ∑ Cαβ 〈Γ (∂βx w, ∂βx u), ∂αx w2〉. (4.7)
|β||α|
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〈
Γ
(
∂βx w, ∂
β
x u
)
, ∂αx w2
〉
 C
∫
R3
∥∥ν1/2∂βx w∥∥∥∥∂α−βx u∥∥∥∥ν1/2∂αx w2∥∥dx
+C
∫
R3
∥∥∂βx w∥∥∥∥ν1/2∂α−βx u∥∥∥∥ν1/2∂αx w2∥∥dx. (4.8)
Without loss of generality, one can suppose |β| |α|/2. Then the first and second terms of (4.8)
are respectively bounded by
∥∥ν1/2∂βx w∥∥L∞x (L2ξ )∥∥∂α−βx u∥∥∥∥∂αx w2∥∥ν
 
∥∥∂αx w2∥∥2ν + C
∥∥∂α−βx u∥∥2∥∥ν1/2∇x∂βx w∥∥2L2ξ (H 1x )
 
∥∥∂αx w2∥∥2ν + C
[[
u(t)
]]2[[
w(t)
]]2
ν
and
∥∥∂βx w∥∥L∞x (L2ξ )∥∥∂α−βx u∥∥ν∥∥∂αx w2∥∥ν
 
∥∥∂αx w2∥∥2ν + C
∥∥∂α−βx u∥∥2ν∥∥∇x∂βx w∥∥2L2ξ (H 1x )
 
∥∥∂αx w2∥∥2ν + C
[[
u(t)
]]2
ν
[[
w(t)
]]2
.
Thus the right-hand side of (4.7) can be also bounded in the same way as in (4.5). Hence, the
case of 0 < |α|  N in (4.5) is proved. By putting all estimates into (4.6), we get (4.5). This
completes the proof of the lemma. 
Moreover, similar to Theorem 3.1, the macroscopic dissipation rate of w is given in the fol-
lowing lemma.
Lemma 4.2. There exists a constant C5 > 0 such that for any t  0,
2
d
dt
I(w(t))+ ∑
|α|N−1
∥∥∇x∂αx (aw,bw, cw)∥∥
 C5
∑
0<|α|N
∥∥∂αx w2∥∥2 +C5{[[u(t)]]2ν+[[v(t)]]2ν}[[w(t)]]2. (4.9)
Proof. Recall Remark 4.1. To prove (4.9), it suffices to consider the estimates on the nonlinear
term n¯ ≡ Γ (w,u) + Γ (v,w). Similar to (3.8), it holds that
∑ ∑∥∥∂αx [n¯(0), n¯(1)i , n¯(2)i , n¯(2)ij , n¯(3)i ]∥∥2  C{[[u(t)]]2ν+[[v(t)]]2ν}[[w(t)]]2,
|α|N ij
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(2)
i , n¯
(2)
ij , n¯
(3)
i are the coefficients of n¯ with respect to the basis {ek}13k=1. Then
(4.9) follows from almost the same proof of (3.9). The details are omitted for the brevity. This
completes the proof of the lemma. 
Finally we use the method of equivalent functionals to prove the uniform-in-time stability
estimate (1.7).
Proof of Theorem 1.2. Similar to obtain (3.21), Lemmas 4.1 and 4.2 yield
d
dt
EM1
(
w(t)
)+ λ5D(w(t)) C[[w(t)]]2ν+C
{[[
u(t)
]]2+[[v(t)]]2}[[w(t)]]2
ν
+ C

{[[
u(t)
]]2
ν
+[[v(t)]]2
ν
}[[
w(t)
]]2
, (4.10)
for  ∈ (0,1) to be determined later, where M1 > M is fixed large enough such that
λ5 ≡ min{M1λ −C4,1} > 0,
and EM1(w(t)), D(w(t)) defined by (3.22)–(3.24) are the equivalent energy functional [[w(t)]]2
and the dissipation rate [[w(t)]]2ν corresponding to w. In terms of EM1(w(t)) and D(w(t)), (4.10)
gives the following Lyapunov-type inequality
d
dt
EM1
(
w(t)
)+ {λ5 − C − CC0δ21

}
D(w(t)) C

{[[
u(t)
]]2
ν
+[[v(t)]]2
ν
}EM1(w(t)),
(4.11)
where (4.1)–(4.3) have been used. Then one can fix some  ∈ (0,1) and δ1 ∈ (0, δ0) small enough
such that
λ6 ≡ λ5 − C − CC0δ
2
1

> 0.
By the Gronwall’s inequality and (4.1)–(4.3), (4.11) implies that there exists a constant C6 > 1
such that
EM1
(
w(t)
)+ λ6
t∫
0
D(w(s))ds  C6EM1(w(0)),
for t  0. Using the original energy functional and dissipation rate, (1.7) with w = u−v follows.
This completes the proof of Theorem 1.2. 
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