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Abstract -W eintroduce, in the general setting of a measure space endowed with a measurable metric in
the sense of N. Weaver, the concentration function. We then extend some results concerning the Gaussian con-
centration property. In particular, we study relations between this property and transportation type inequalities
or logarithmic Sobolev inequalities.
1I n troduction
In the paper [18], N. Weaver introduced the notion of measurable metric and that of Lipschitz
function with respect to such a metric. The study of these notions was pursued by the same
author in subsequent papers ([19, 21, ···]) and in the book [20]. In our paper [11], we treated
various important examples and, in particular, we studied the intrinsic measurable metric
associated with a local Dirichlet form and notably the case of Wiener spaces.
This paper is a sequel of [11]. In the general setting of a measure space endowed with a
measurable pseudometric, we shall ﬁrst introduce (Section 2) the distance function to a set.
This notion appears under a somewhat hidden form in [20] and plays an important rˆ ole, in the
case of Dirichlet forms, in the very nice paper [10]. From the distance function, we deﬁne in
Section 3 the concentration fonction and we state an equivalent deﬁnition in terms of Lipschitz
functions. Then, we study the Gaussian concentration property and its links, in the general
framework, with Kantorovich metrics and inequalities involving the entropy (Section 4) or, in
the framework of Dirichlet forms, with logarithmic Sobolev inequalities (Section 5). Finally,
we give in Section 6 representation results for Wasserstein metrics in the case of Wiener spaces.
2 Distance function
We ﬁrst recall some fundamental deﬁnitions and notation (see [11] and references therein).
In the following, we consider a σ-ﬁnite measure space (X,µ). The space L∞ is related to
this measure space. All functions that we consider in this paper are real functions. We denote
by Ω the collection of all positive measure subsets of X.I fA and B belong to Ω, we denote
by A ∼ B the fact that A and B only diﬀer from a null set (µ(A \ B)=µ(B \ A)=0).
1Deﬁnition 2.1 A measurable pseudometric is a map ρ :Ω 2 −→ [0,∞] such that
1. A  ∼ A =⇒ ρ(A ,B)=ρ(A,B)
2. ρ(A,A)=0
3. ρ(A,B)=ρ(B,A)
4. ρ(∪∞
n=1An,B)=infn≥1 ρ(An,B)
5. for any A, B, C, ρ(A,C) ≤ supB⊂B(ρ(A,B )+ρ(B ,C))
where all subsets which appear above belong to Ω.
Let u be a µ-class of measurable real functions. If A ∈ Ω, we denote by FA(u) the support
of the image measure (uA)∗(µA), where the index A indicates the restriction to A. This
support FA(u) also is the essential image of the restriction uA of u to A.W eset, for A,B ∈ Ω,
ρu(A,B)=inf{|x − y| : x ∈ FA(u),y∈ FB(u)}.
We also have
ρu(A,B)=ess inf{|u(x) − u(y)| : x ∈ A,x ∈ B},
this notation meaning
max{C ≥ 0:C ≤| ˜ u(x) − ˜ u(y)| for µ-almost every x ∈ A and for µ-almost every y ∈ B},
where ˜ u denotes any representative of the class u.
We henceforth consider a measurable pseudometric ρ,o nthe σ-ﬁnite measure space (X,µ).
Deﬁnition 2.2 Let u be a µ-class of measurable real functions. Then u is said to be a
ρ-Lipschitz function if there exists a constant C ≥ 0 such that
∀A,B ∈ Ω ρu(A,B) ≤ Cρ (A,B).
In this case,
Lρ(u)=sup{ρu(A,B)/ρ(A,B):A,B ∈ Ω and ρ(A,B) > 0}
is ﬁnite and called the Lipschitz constant of u.
We shall denote by Lip(ρ) the set of all ρ-Lipschitz functions, and by Lip∞(ρ) the set Lip(ρ)∩
L∞.
If S is a set of classes, we denote by
 
S (resp.
 
S) the essential supremum (resp. essential
inﬁmum) of S. Then
 
S and
 
S are classes.
The following two Propositions come from [20]. Some proofs in [20] are partially erroneous
but the main results hold true ([22]).
2Proposition 2.3 ([20, Theorem 6.2.7]) Let F = Lip∞(ρ) and, for f ∈ F, set  f 0 =
Lρ(f). Then F is a subspace of L∞ containing the constant function 1, and    0 is a
seminorm on F such that  1 0 =0 . Moreover, for any M,N ≥ 0 , for any subset S of the set
FM,N = {f ∈ F :  f ∞ ≤ M and  f 0 ≤ N},
the essential supremum
 
S belongs to FM,N.
In other words, the space F = Lip∞(ρ) equipped with the seminorm    0 = Lρ satisﬁes the
hypotheses of Proposition 2.6. in [11].
In what follows, if B ⊂ X,w edenote by 1B the indicator function of B.
Proposition 2.4 ([20, Lemma 6.2.8]) Let A ∈ Ω and a>0. Set
ρa
A =
 
{min(ρ(A,B),a)1B : B ∈ Ω}.
Then ρa
A ∈ Lip∞(ρ) and Lρ(ρa
A) ≤ 1. Moreover, ρa
A(x)=0almost everywhere on A.
Corollary 2.5 For any A,B ∈ Ω,
ρ(A,B)=sup{ρf(A,B):f ∈ Lip∞(ρ) and Lρ(f) ≤ 1}.
Proof :W eclearly have
ρρa
A(A,B) ≥ min(ρ(A,B),a).
Therefore, by Proposition 2.4,
sup{ρf(A,B):f ∈ Lip∞(ρ) and Lρ(f) ≤ 1}≥min(ρ(A,B),a)
for any a>0. This yields one inequality and the other one is obvious. 
By previous Proposition 2.3 and Corollary 2.5, we therefore see that any measurable pseudo-
metric may be deﬁned by the method of Proposition 2.6. in [11].
Deﬁnition 2.6 Set, for A ∈ Ω,
ρA =
 
{ρ(A,B)1B : B ∈ Ω}.
The class ρA is called the distance function to A.
It is easy to verify that, for any a>0, ρa
A = ρA ∧ a.
The characterization below shows in particular that this distance function coincides with
that introduced in [10] in the framework of local Dirichlet forms.
Theorem 2.7 Let A ∈ Ω. Then
ρA =
 
{f : f ∈ Lip∞(ρ),L ρ(f) ≤ 1,f ≥ 0,f(x)=0a.e. on A}.
Moreover, ρA is the unique class ϕ satisfying the following properties:
1. ϕ ≥ 0 and ϕ(x)=0a.e. on A
32. ∀B ∈ Ω, ess inf{ϕ(x):x ∈ B} = ρ(A,B)
3. ∀a>0, (ϕ ∧ a) ∈ Lip(ρ) and Lρ(ϕ ∧ a) ≤ 1.
Proof : Consider ﬁrst ϕ = ρA.B yProposition 2.4, ϕ satisﬁes Properties 1 and 3 of the above
statement. By the deﬁnition, we also have, for B ∈ Ω, ess inf{ϕ(x):x ∈ B}≥ρ(A,B). Now,
Property 3 entails
min(ess inf{ϕ(x):x ∈ B},a) ≤ ρ(A,B).
Finally, ϕ satisﬁes Property 2 too.
Consider next
ϕ =
 
{f : f ∈ Lip∞(ρ),L ρ(f) ≤ 1,f ≥ 0,f(x)=0a.e. on A}.
Obviously ϕ satisﬁes Property 1 and, as
ϕ ∧ a =
 
{f ∧ a : f ∈ Lip∞(ρ),L ρ(f) ≤ 1,f ≥ 0,f(x)=0a.e. on A},
by Proposition 2.3 ϕ satisﬁes Property 3. Then we have as before, for any B ∈ Ω,
ess inf{ϕ(x):x ∈ B}≤ρ(A,B). Let now α be a real number with α<ρ (A,B). By
Corollary 2.5, there exists f ∈ Lip∞(ρ) with Lρ(f) ≤ 1 such that ρf(A,B) ≥ α.N o w , b y
Proposition 2.3 and Lemma 2.7. in [11], there exists g ∈ Lip∞(ρ) with Lρ(g) ≤ 1 such that
g ≥ 0, g(x)=0o nA and g(x)=ρf(A,B)o nB. Then by deﬁnition ϕ ≥ g. Hence,
ess inf{ϕ(x):x ∈ B}≥ρf(A,B) ≥ α.
Finally, ϕ satisﬁes Property 2 too.
Consider now a function ϕ satisfying Properties 1, 2 and 3. By Property 2 we have clearly
ϕ ≥ ρA.B y Property 3, for any B ∈ Ω, ess inf{ϕ(x):x ∈ B}≤ρ(A,B)=ess inf{ρA(x):
x ∈ B}. Therefore, ϕ ≤ ρA, and ﬁnally, ϕ = ρA. 
Proposition 2.8 Let A ∈ Ω. Then ρA(x) < +∞ a.e. if and only if, for any B ∈ Ω,
ρ(A,B) < +∞.I fthis is satisﬁed, ρA ∈ Lip(ρ) and Lρ(ρA) ≤ 1.
Proof :F o r B ∈ Ω, ess inf{ρA(x):x ∈ B} = ρ(A,B). Therefore, if ρA(x) < +∞ a.e.,
ρ(A,B) < +∞ for any B ∈ Ω. Likewise, if ρA(x)=+ ∞ for x ∈ B with B ∈ Ω, ρ(A,B)=+ ∞.
Suppose ρA(x) < +∞ a.e. Set, for n ∈ N, Hn = {ρA ≤ n}.I fB,C ∈ Ω and p ≥ max(m,n),
ρρA(B,C) ≤ ρρA(B ∩ Hm,C∩ Hn)=ρρA∧p(B ∩ Hm,C∩ Hn) ≤ ρ(B ∩ Hm,C∩ Hn).
Taking the inﬁmum with respect to m and to n,w esee that ρA ∈ Lip(ρ) and Lρ(ρA) ≤ 1. 
Particular case: Let ρ0 be a map from X2 into [0,∞] satisfying, for any x,y,z ∈ X,
ρ0(x,x)=0 ,ρ 0(x,y)=ρ0(y,x) and ρ0(x,z) ≤ ρ0(x,y)+ρ0(y,z).
For A,B ∈ Ω, we set
ρ0(A,B)=inf{ρ0(x,y):x ∈ A,y ∈ B},
4and
ρ(A,B)=sup{ρ0(A ,B ):A  ∼ A,B  ∼ B}.
We also have
ρ(A,B)=ess inf{ρ0(x,y):x ∈ A,y ∈ B}.
For A ⊂ X,w edenote by ρA
0 the function
ρA
0 (x)=inf{ρ0(x,y):y ∈ A}.
Suppose that moreover ρ0 satisﬁes the following assumption:
For all A ∈ Ω, there exists A  ∈ Ω with A  ⊂ A, A  ∼ A and ρA
0 measurable.
Then, by Proposition 2.3. of [11], ρ is a measurable pseudometric which we call the measurable
pseudometric associated with ρ0.
Proposition 2.9 Under the above conditions, we have, for A ∈ Ω,
ρA =
 
{ρA
0 : A  ⊂ A,A  ∼ A,ρA
0 measurable}.
Proof : Set
ϕ =
 
{ρA
0 : A  ⊂ A,A  ∼ A,ρA
0 measurable}.
Obviously, ϕ satisﬁes Property 1 of the statement of Theorem 2.7.
If B ∈ Ω,
ess inf{ρA
0 (x):x ∈ B} = sup{ρ0(A ,B ):B  ∼ B}.
Hence,
ess inf{ϕ(x):x ∈ B}≥sup{ρ0(A ,B ):A  ∼ A,B  ∼ B} = ρ(A,B).
On the other hand, we have clearly that, for a>0, (ρA
0 ∧a) ∈ Lip∞(ρ) and Lρ(ρA
0 ∧a) ≤ 1.
Therefore, by Proposition 2.3, ϕ satisﬁes Property 3 of the statement of Theorem 2.7. We
conclude as previously that ϕ satisﬁes Property 2 too, and we may apply Theorem 2.7. 
3 Concentration function
We assume, in this section, that µ is a probability measure on X.A sb efore, ρ denotes a
measurable pseudometric on (X,µ).
Deﬁnition 3.1 For A ∈ Ω and r>0, we denote by Ar the class (with respect to the relation
∼) {ρA <r }.W ethen deﬁne the concentration fonction α (related to the triplet (X,µ,ρ)) by
∀r>0 α(r)=1− inf{µ(Ar):A ∈ Ω,µ (A) ≥ 1/2}.
Consider ﬁrst the particular case described in the previous section. For A ⊂ X and r>0,
we set A0
r = {ρA
0 <r }.W ethen deﬁne the “classical” concentration function α0 (related to
(X,µ,ρ0)) by
∀r>0 α0(r)=1− inf{µ∗(A0
r):A ∈ Ω,µ (A) ≥ 1/2},
where µ∗ denotes, for example, the interior measure. The next proposition shows that this
classical concentration function coincides with the concentration function in the sense of Def-
inition 3.1.
5Proposition 3.2 If α is the concentration function related to (X,µ,ρ), where ρ is the mea-
surable pseudometric associated with ρ0, then α0 = α.
Proof : Let A ∈ Ω with µ(A) ≥ 1/2. There exists A  ∈ Ω, A  ⊂ A, A  ∼ A, such that ρA
0 is
measurable. We have ρA
0 ≤ ρA. Therefore, Ar ⊂ (A )0
r a.e. We also have (A )0
r ⊂ A0
r. Hence,
µ((A )0
r) ≤ µ∗(A0
r). Finally, for any A ∈ Ω with µ(A) ≥ 1/2, µ(Ar) ≤ µ∗(A0
r), which implies
α ≥ α0.
Conversely, suppose A ∈ Ω with µ(A) ≥ 1/2. If (Ar)c (the complement of Ar)b elongs to
Ω, then by Theorem 2.7
ess inf{ρA(x):x ∈ (Ar)c} = ρ(A,(Ar)c).
Therefore ρ(A,(Ar)c) ≥ r and there exist A ,B∈ Ω with A  ⊂ A, B ⊃ Ar, A  ∼ A, B ∼ Ar,
such that
ρ(A,(Ar)c)=ρ0(A ,Bc).
Consequently, B ⊃ (A )0
r and µ∗((A )0
r) ≤ µ(Ar). This implies α0 ≥ α. 
We now come back to the general situation. The following proposition is the analogue, in
the general setting, of a classical result (see for example [1, Proposition 7.2.5]).
Proposition 3.3 We have
α(r)=sup{µ(F ≥ mF + r):F ∈ Lip(ρ),L ρ(F) ≤ 1,m F median of F}
and we may replace above Lip(ρ) by Lip∞(ρ).
Proof :W eset
α1(r)=sup{µ(F ≥ mF + r):F ∈ Lip(ρ),L ρ(F) ≤ 1,m F median of F},
α2(r)=sup{µ(F ≥ mF + r):F ∈ Lip∞(ρ),L ρ(F) ≤ 1,m F median of F}.
Suppose F ∈ Lip(ρ) with Lρ(F) ≤ 1 and let mF beamedian of F.W e h ave, if {F ≥
mF + r}∈Ω,
r ≤ ρF({F ≤ mF},{F ≥ mF + r}) ≤ ρ({F ≤ mF},{F ≥ mF + r}).
This entails
{F ≥ mF + r}⊂({F ≤ mF}r)c.
Therefore,
µ({F ≥ mF + r}) ≤ 1 − µ({F ≤ mF}r).
As µ({F ≤ mF}) ≥ 1/2( mF is a median of F), we have by the deﬁnition of α
µ({F ≥ mF + r}) ≤ α(r).
Consequently, α1 ≤ α.
6Let now A ∈ Ω with µ(A) ≥ 1/2. By Proposition 2.4, for any r>0, ρr
A ∈ Lip∞(ρ),
Lρ(ρr
A) ≤ 1 and 0 is a median of ρr
A. Therefore
µ(ρr
A ≥ r) ≤ α2(r).
Now,
{ρr
A ≥ r} = {ρA ≥ r} =( Ar)c.
Then 1 − µ(Ar) ≤ α2(r), which yields α ≤ α2. 
We ﬁnish this section with the deﬁnition of the Gaussian concentration property.
Deﬁnition 3.4 Let c be ap ositive constant. We say that the triplet (X,µ,ρ) satisﬁes the
Gaussian concentration property denoted by G(c)i fthe associated concentration function α
satisﬁes
∃C ≥ 0 ∀r>0 α(r) ≤ C exp
 
−
r2
c
 
.
We see by Proposition 3.2 that, in the particular case where the measurable pseudometric ρ is
associated with a pointwise semimetric ρ0 (see Section 2), the above Gaussian concentration
property coincides with the classical one related to (X,µ,ρ0) (see for example [1, D´ eﬁnition
7.2.3]).
4 Kantorovich metric and Gaussian concentration
We keep, in this section, the general framework and the notation of Section 3.
We denote by Π(µ) the set of all probability measures on X which are absolutely continuous
with respect to µ.W eﬁrst deﬁne, in this setting, the Kantorovich metric (see, for example,
[16, p.88]).
Deﬁnition 4.1 We deﬁne the Kantorovich metric κ on Π(µ)b y
∀ξ,η ∈ Π(µ) κ(ξ,η)=sup{
 
f dξ −
 
f dη : f ∈ Lip∞(ρ),L ρ(f) ≤ 1}≤+∞.
Generally, κ is not a true metric on Π(µ). We have
∀ξ,η ∈ Π(µ) κ(ξ,η)=0 = ⇒ ξ = η
if and only if ρ is what is called a measurable metric (see [11, Deﬁnition 2.9.]).
We now deﬁne transportation type inequalities (this terminology being taken from [1]).
We recall that, if ξ = ϕdµ belongs to Π(µ), the entropy of ξ is deﬁned by
Entµ(ξ)=E µ(ϕlogϕ)
where Eµ denotes the expectation with respect to µ.
7Deﬁnition 4.2 Let c be ap ositive constant. We say that the triplet (X,µ,ρ) satisﬁes the
transportation inequality denoted by T(c)i f
∀ξ ∈ Π(µ) κ(ξ,µ) ≤
 
cEntµ(ξ).
We can now state in this framework a result of S.G. Bobkov and F. G¨ otze ([2]).
Proposition 4.3 The transportation inequality T(c) is equivalent to the following property:
For all ψ ∈ Lip∞(ρ) such that Lρ(ψ) ≤ 1, one has
∀t ∈ R Eµ(exp(tψ)) ≤ exp
 c
4
t2 + tEµ(ψ)
 
.
Proof : According to our deﬁnition of the transportation inequality from the Kantorovich
metric, the proof of [2, Theorem 3.1.]) (see also [1, Th´ eor` eme 8.3.2]) works without modiﬁca-
tion. 
The following theorem shows the equivalence between a transportation inequality and the
Gaussian concentration property.
Theorem 4.4 Let c beap ositive real number. If T(c) holds, then G(c ) holds for any c  >c .
Conversely, if G(c) holds, then there exists c  > 0 such that T(c ) holds.
Proof : Assume ﬁrst that T(c) holds. We can use Marton’s argument ([14, 2, 13, 1, ...]).
Suppose A,B ∈ Ω and consider the conditional probabilities µA = µ(·|A) and µB = µ(·|B).
By T(c)w eh a v e
κ(µA,µ B) ≤ κ(µA,µ)+κ(µ,µB) ≤
 
−c log(µ(A)) +
 
−c log(µ(B)).
Let r>0 and set B =( Ar)c.I fB ∈ Ω, we have by the deﬁnition of κ and Proposition 2.4,
for a>0,
κ(µA,µ B) ≥
 
ρa
A dµB ≥ ρ(A,B) ∧ a.
Now, as we have seen in the proof of Proposition 3.2, ρ(A,(Ar)c) ≥ r. Therefore
r ≤
 
−c log(µ(A)) +
 
−c log[1 − µ(Ar)].
This implies
r ≥
 
−c log(µ(A)) =⇒ [1 − µ(Ar)] ≤ exp
 
−
1
c
 
r −
 
−c log(µ(A))
 2 
.
Consequently
r ≥
 
c log2 =⇒ α(r) ≤ exp
 
−
1
c
 
r −
 
c log2
 2 
,
which implies G(c ) for any c  >c .
Assume conversely that G(c) holds. By Proposition 3.3, if F ∈ Lip∞(ρ) with Lρ(F) ≤ 1
and if mF is a median of F,w eh a v ef o rr>0
µ(F ≥ mF + r) ≤ C exp
 
−
r2
c
 
.
8Therefore, applying this inequality to F and to −F,w eg e t
Eµ(|F − mF|) ≤ 2C
  ∞
0
exp
 
−
r2
c
 
dr = C
√
πc .
We then have |Eµ(F) − mF|≤C  (with C  = C
√
πc ) and, for r ≥ C ,
µ(F ≥ Eµ(F)+r) ≤ C exp
 
−
(r − C )2
c
 
.
We deduce therefrom that, if c1 >c , there exists C1 > 0 such that, for any F ∈ Lip∞(ρ) with
Lρ(F) ≤ 1,
∀r>0 µ(F ≥ Eµ(F)+r) ≤ C1 exp
 
−
r2
c1
 
.
Let now ψ ∈ Lip∞(ρ) with Lρ(ψ) ≤ 1 and Eµ(ψ)=0 .W eh ave
Eµ(exp(tψ))=1+t
  ∞
0
etr µ(ψ ≥ r)d r − t
  ∞
0
e−tr µ(ψ ≤− r)d r.
As
Eµ(ψ)=
  ∞
0
µ(ψ ≥ r)d r −
  ∞
0
µ(ψ ≤− r)d r =0 ,
we also have
Eµ(exp(tψ))=1+t
  ∞
0
(etr − 1)µ(ψ ≥ r)d r + t
  ∞
0
(1 − e−tr)µ(ψ ≤− r)d r.
Using what precedes, we get
Eµ(exp(tψ)) ≤ 1+tC 1 exp
 
c1
t2
4
    tc1
2
−
tc1
2
exp
 
−
r2
c1
 
dr,
≤ 1+t2 C1 c1 exp
 
c1
t2
4
 
≤ exp(c2 t2)
for some constant c2 independent of t. This implies T(c ) for c  =4 c2 by Proposition 4.3.
5 Logarithmic Sobolev inequality and Gaussian concentration
In this section, we particularize the previous framework. We consider a Dirichlet form (D,E)
on the probability space (X,µ), in the sense of [3] to which we refer for the main deﬁnitions
and properties. We assume that the Dirichlet form E is local (which means e.g.
∀f,g ∈ D ∀a ∈ R (f + a)g =0= ⇒E(f,g)=0 )
and there exists a carr´ ed uc hamp operator Γ (which means that there exists a continuous
map Γ : D × D −→ L1(µ) such that
∀f,g,h ∈ D ∩ L∞ E(fh,g)+E(gh,f) −E(fg,h)=
 
hΓ(f,g)dµ).
9In what follows, we write Γ(f) instead of Γ(f,f) and E(f) instead of E(f,f). We recall that,
under the above conditions,
E(f)=
1
2
 
Γ(f)d µ.
We assume moreover that the constant function 1 belongs to D.
We set
D∞ = {f ∈ D ∩ L∞ :Γ ( f) ∈ L∞}.
Following [11], we now deﬁne the intrinsic metric ρ by
∀A,B ∈ Ω ρ(A,B)=sup{ρf(A,B):f ∈ D∞ and Γ(f) ≤ 1}.
Then, by [11, Corollary 3.2.], ρ is a measurable pseudometric on (X,µ), Lip∞(ρ)=D∞ and,
for any f ∈ D∞,
Lρ(f)= Γ(f)1/2 ∞.
We recall that, if f ∈ L2(µ), the entropy of f2 is deﬁned by
Entµ(f2)=E µ(f2 logf2) − Eµ(f2) logEµ(f2).
Deﬁnition 5.1 Let c beap ositive constant. We say that the Dirichlet form (X,µ,D,E)
satisﬁes the logarithmic Sobolev inequality denoted by LS(c)i f
∀f ∈ D Entµ(f2) ≤ cE(f).
We can then prove that, as in classical cases, a logarithmic Sobolev inequality implies a
transportation inequality.
In the rest of this section, c denotes a positive real number.
Theorem 5.2 If the Dirichlet form (X,µ,D,E) satisﬁes the logarithmic Sobolev inequality
LS(c), then the triplet (X,µ,ρ) satisﬁes the transportation inequality T(c/2).
Proof :W euse Herbst’s argument (see [13, 1]). Let ψ ∈ D∞ with Γ(ψ) ≤ 1 and set, for t>0,
H(t)=E µ(exp(tψ)) and ft = exp(
t
2
ψ).
By [3, Corollary 6.1.3] (functional calculus of Γ)
Γ(ft)=
t2
4
exp(tψ)Γ(ψ).
Therefore,
Γ(ft) ≤
t2
4
exp(tψ).
By the logarithmic Sobolev inequality LS(c) applied to ft,w ethen obtain
tH (t) − H(t) logH(t) ≤
c
8
t2 H(t)
10or
d
dt
 
logH(t)
t
 
≤
c
8
.
On the other hand, we have clearly
lim
t→0
logH(t)
t
=E µ(ψ).
Consequently, for all t>0,
H(t) ≤ exp
 c
8
t2 + tEµ(ψ)
 
.
It is now enough to apply Proposition 4.3. 
Corollary 5.3 If the Dirichlet form (X,µ,D,E) satisﬁes the logarithmic Sobolev inequality
LS(c), then the triplet (X,µ,ρ) satisﬁes the Gaussian concentration inequality G(c ) for any
c  > (c/2). More precisely, one has
r ≥
 
c
2
log2 =⇒ α(r) ≤ exp
 
−
2
c
 
r −
 
c
2
log2
 2 
,
where α denotes the concentration function related to (X,µ,ρ).
Proof : See the proof of the ﬁrst part of Theorem 4.4. 
Corollary 5.4 If the Dirichlet form (X,µ,D,E) satisﬁes the logarithmic Sobolev inequality
LS(c), then, for any F ∈ D such that Γ(F) ≤ 1, one has
∀r>0 µ(F ≥ Eµ(F)+r) ≤ exp
 
−
2
c
r2
 
.
Proof :W efollow again [13, 1]. Let F ∈ D such that Γ(F) ≤ 1 and set, for n ∈ N, Fn =
(F ∧ n) ∨ (−n). By the proof of Theorem 5.2, for all t>0 and for all n ∈ N,
Eµ(exp(tF n)) ≤ exp
 c
8
t2 + tEµ(Fn)
 
.
We may pass to the limit for n tending to ∞ in the above inequality. Thus, for all t>0,
Eµ(exp(tF)) ≤ exp
 c
8
t2 + tEµ(F)
 
.
By Chebyshev’s inequality, for every t,r > 0,
µ(F ≥ Eµ(F)+r) ≤ exp
 c
8
t2 − tr
 
.
Optimizing in t,w eobtain the result. 
116W asserstein metrics on Wiener spaces
We consider in this section the particular setting of an abstract Wiener space (X,H,µ)i nthe
sense of L. Gross [8] (see also [17, 3, ...]. We recall that, in particular, X is a separable Banach
space, µ is a centered Gaussian probability measure on X with support X, and (H,|| H)i sa
Hilbert space compactly embedded in X, which is called the Cameron-Martin space. We refer
to [3] for a precise deﬁnition and for the notation we adopt here. Actually, we could take the
more general framework considered in [5].
As shown in [3], there is a canonical Dirichlet form (D,E)o n( X,µ), which is local and admits
a carr´ ed uc hamp Γ. Moreover, 1 ∈ D. The results of the previous section are available and
we keep the same notation. In particular the intrinsic metric ρ is deﬁned as before.
We now set, for x,y ∈ X,
ρ0(x,y)=|x − y|H if x − y ∈ H
=+ ∞ otherwise.
We are then in the situation of the particular case described in Section 2, whose we keep the
notation, and, by [11, Theorem 4.6.], ρ is actually the measurable pseudometric associated
with ρ0.I n fact, ρ is a measurable metric and, for all A,B ∈ Ω, ρ(A,B) < ∞ (see [11]).
Moreover, we know ([9]) that the logarithmic Sobolev inequality LS(4) holds.
A measurable real function f is called H-Lipschitz continuous if
∃C ≥ 0 ∀x,y ∈ X |f(x) − f(y)|≤ρ0(x,y).
A class f is called µ-a.e. H-Lipschitz continuous ([4]) if f admits a representative ˜ f which is
H-Lipschitz continuous. In this case, the H-Lipschitz constant of f is deﬁned by
LH(f)=ess sup{ sup
h∈H\{0}
1
|h|H
| ˜ f(x + h) − ˜ f(x)| : x ∈ X}.
We then recall the following characterization ([4, 11]):
Let f ∈ L∞. Then f is µ-a.e. H-Lipschitz continuous if and only if f ∈ Lip∞(ρ) and, in this
case, LH(f)=Lρ(f).
If ξ and η are probability measures on X,w edenote by Σ(ξ,η) the set of all probability
measures on X × X with marginal distributions ξ and η.
Deﬁnition 6.1 For p ∈ [1,∞[w edeﬁne the Lp-Wasserstein metric by
Wp(ξ,η)=
 
inf{
 
[ρ0(x,y)]p dπ(x,y):π ∈ Σ(ξ,η)}
 1/p
.
We shall ﬁrst extend to this situation the classical Kantorovich representation theorem
(see for example [16, Theorem 2.5.6]).
Theorem 6.2 For every ξ,η ∈ Π(µ),
W1(ξ,η)=κ(ξ,η),
where κ denotes the Kantorovich metric deﬁned in Deﬁnition 4.1
12Proof : Let ξ,η ∈ Π(µ). As ρ0 is lower semicontinuous on X × X, the duality theorem [12,
Theorem 2.6] gives,
W1(ξ,η)=sup{
 
f dξ −
 
g dη : f ∈L 1(ξ),g∈L 1(η) and
∀x,y ∈ Xf (x) < +∞,g(y) > −∞,f(x) − g(y) ≤ ρ0(x,y)}.
Replacing in the sup, f and g respectively by (f ∧M)∨(−M) and (g∧M)∨(−M) and letting
M tend to inﬁnity, we may assume, in the sup, that f and g are bounded. By the regularity
of η,w em ay assume, moreover, that g is lower semicontinuous. Suppose then that f and g
satisfy:
∀x,y ∈ X |f(x)|≤M, |g(y)|≤M, f(x) − g(y) ≤ ρ0(x,y)
and that g is lower semicontinuous. Let U be a Kσ of X with µ(U)=1and set, for x ∈ X,
f1(x)=inf{g(y)+ρ0(x,y):y ∈ U}∧M.
As g is l.s.c., f1 is a limit of a decreasing sequence of l.s.c. functions. Hence, f1 is a Borel
function. Moreover we have clearly f1 ≥ f, |f1|≤M and f1(y) ≤ g(y) for y ∈ U and
therefore µ-a.e. We denote by ϕ the class of f1. Clearly, ϕ is µ-a.e. H-Lipschitz continuous
and LH(ϕ) ≤ 1. Therefore ϕ ∈ Lip∞(ρ) and Lρ(ϕ) ≤ 1. Now
 
f dξ −
 
g dη ≤
 
f1 dξ −
 
f1 dη =
 
ϕ dξ −
 
ϕ dη.
This implies W1(ξ,η) ≤ κ(ξ,η). The converse inequality is easy, using again the characteriza-
tion of µ-a.e. H-Lipschitz continuous functions. 
For p>1, we have the following extension of [16, Corollary 2.5.2] (see also [15, Theorem
5.2.1]). We also mention the deep study [6, 7] of the L2-W asserstein metric on abstract
Wiener spaces related to transportation problems. In what follows, if h ∈ Lip∞(ρ), ˜ h denotes
an H-Lipschitz continuous representative of h.
Theorem 6.3 Let p>1.F or every ξ,η ∈ Π(µ),
[Wp(ξ,η)]p = sup{
 
f dξ −
 
g dη : f ∈ Lip∞(ρ),g∈ Lip∞(ρ) and
∀x,y ∈ X ˜ f(x) − ˜ g(y) ≤ [ρ0(x,y)]p}.
Proof : Let ξ,η ∈ Π(µ). As before, the duality theorem [12, Theorem 2.6] gives,
[Wp(ξ,η)]p = sup{
 
f dξ −
 
g dη : f ∈L 1(ξ),g∈L 1(η) and
∀x,y ∈ Xf (x) < +∞,g(y) > −∞,f(x) − g(y) ≤ [ρ0(x,y)]p}.
As in the previous proof, we may assume that, in the sup, f and g satisfy:
∀x,y ∈ X |f(x)|≤M, |g(y)|≤M, f(x) − g(y) ≤ [ρ0(x,y)]p
and that f is upper semicontinuous. Let U be a Kσ of X with U = U +H and µ(U)=1 .W e
set, for y ∈ X and N ∈ N,
gN(y)=sup{f(x) − (ρ0(x,y) ∧ N)p : x ∈ U}.
13Then gN is a Borel function, −M −Np ≤ gN ≤ M and gN is H-Lipschitz continuous. We set
fN = 1U f − (M + Np)1Uc.
We have
∀x,y ∈ Xf N(x) − gN(y) ≤ [ρ0(x,y)]p.
We see easily that (gN)i sadecreasing sequence which converges to k deﬁned by
k(y)=sup{f(x) − [ρ0(x,y)]p : x ∈ U}.
We have k ≤ g. Hence,
lim
N→∞
 
gN dη =
 
k dη ≤
 
g dη
and, for all N,  
fN dξ =
 
f dξ.
Therefore, replacing in the sup the couple (f,g)b y( fN,g N), we may suppose that f and g
are bounded and that g is H-Lipschitz continuous. Let C ≥ 0 such that
∀x,y ∈ X |g(x) − g(y)|≤Cρ 0(x,y)
and let h be an l.s.c. function such that g ≤ h.W eset
ˆ h(x)=inf{h(y)+Cρ 0(x,y):y ∈ U}.
Then g ≤ ˆ h and ˆ h(x) ≤ h(x) for x ∈ U. This implies
 
g dη ≤
 
ˆ h dη ≤
 
h dη.
Therefore, by the regularity of η,w em ay replace g by ˆ h.N o w ,i fU = ∪n≥0Kn with each Kn
being a compact set, then ˆ h is the decreasing limit of the sequence (hn) with
hn(x)=inf{h(y)+Cρ 0(x,y):y ∈ Kn}.
As hn is an l.s.c. H-Lipschitz continuous function, this shows that we may assume that
the H-Lipschitz continuous function g is moreover a lower semicontinuous function. Then,
symmetrizing the construction of the ﬁrst part of the proof, we may ﬁnally assume that f and
g are bounded H-Lipschitz continuous functions. 
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