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Abstract
The packing problem and the covering problem are two of the most general questions
in graph theory. The Erdo˝s-Po´sa property characterizes the cases when the optimal
solutions of these two problems are bounded by functions of each other. Robertson and
Seymour proved that when packing and covering H-minors for any fixed graph H, the
planarity of H is equivalent with the Erdo˝s-Po´sa property. Thomas conjectured that
the planarity is no longer required if the solution of the packing problem is allowed to
be half-integral.
In this paper, we prove that this half-integral version of Erdo˝s-Po´sa property holds
with respect to the topological minor containment, which easily implies Thomas’ con-
jecture. Indeed, we prove an even stronger statement in which those subdivisions are
rooted at any choice of prescribed subsets of vertices. Precisely, we prove that for
every graph H, there exists a function f such that for every graph G, every sequence
(Rv : v ∈ V (H)) of subsets of V (G) and every integer k, either there exist k subgraphs
G1, G2, ..., Gk of G such that every vertex of G belongs to at most two of G1, ..., Gk
and each Gi is isomorphic to a subdivision of H whose branch vertex corresponding to
v belongs to Rv for each v ∈ V (H), or there exists a set Z ⊆ V (G) with size at most
f(k) intersecting all subgraphs of G isomorphic to a subdivision of H whose branch
vertex corresponding to v belongs to Rv for each v ∈ V (H).
Applications of this theorem include generalizations of algorithmic meta-theorems
and structure theorems forH-topological minor free (orH-minor free) graphs to graphs
that do not half-integrally pack many H-topological minors (or H-minors). Those
previous structure theorems are the cornerstones for proving well-quasi-ordering and
extremal problems in graph theory in the literature.
∗This material is based upon work supported by the National Science Foundation under Grant No. DMS-
1664593.
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1 Introduction
Numerous problems in graph theory and combinatorial optimization can be formulated
as a packing problem or a covering problem. Fix a family F of graphs, the packing problem
asks what is the maximum value p such that the input graph G contains p pairwise disjoint
subgraphs where each of them is isomorphic to a member of F ; the covering problem asks
what is the minimum value c such that the input graph G contains a set of at most c vertices
such that this set intersects every subgraph of G isomorphic to some member of F . For
example, when F = {K2}, the optimal value p for the packing problem is the maximum
size of a matching, and the optimal value c of the covering problem is the minimum size of
a vertex-cover. The packing problem and the covering problems form a pair of dual integer
programming problems. It is clear that p ≤ c, but p 6= c in general. One direction in
approximation algorithm design is to find the relation between p and c, so that if any of p or
c can be estimated efficiently, then the other one can be approximated efficiently. A classical
example is that when F = {K2}, p
′ ≤ p ≤ c ≤ 2p′, where p′ is the size of any maximal
matching, which can be found in linear time by a very simple greedy algorithm, so that the
minimum size of a vertex-cover can be approximated in linear time with factor 2.
A family F of graphs has the Erdo˝s-Po´sa property if there exists a function f with domain
N such that for every graph G, either G contains k pairwise disjoint subgraphs where each of
them is isomorphic to some member of F , or there exists a subset Z of V (G) with |Z| ≤ f(k)
such that Z intersects every subgraph of G isomorphic to some member of F . In other words,
p ≤ c ≤ f(p) if F has the Erdo˝s-Po´sa property. Therefore, one can approximate p or c by
computing the optimal value of the LP-relaxation of the packing or covering problem.
Erdo˝s and Po´sa [8] proved that the set of cycles has the Erdo˝s-Po´sa property, and hence
showed a relationship between the maximum number of disjoint cycles and the minimum size
of a feedback vertex set. Robertson and Seymour [20] generalizes Erdo˝s and Po´sa’s theorem
in terms of graph minors. We say a graph G contains another graph H as a minor if H can
be obtained from a subgraph of G by contracting edges. Robertson and Seymour [20] proved
that H is a graph such that the set of graphs containing H as a minor has the Erdo˝s-Po´sa
property if and only if H is a planar graph. So Erdo˝s and Po´sa’s result follows from the case
that H is the one-vertex graph with one loop. It also implies that some family of graphs
does not have the Erdo˝s-Po´sa property.
As shown above, for some family F , the optimal value c of the covering problem cannot
be upper bounded by a function of the optimal value p of the packing problem. One attempt
to rectify this situation is to relax the integral requirement. This leads to the following
notion of half-integral packing.
We say a graph G half-integrally packs k (not necessarily pairwise non-isomorphic) graphs
H1, H2, ..., Hk (for some positive integer k) if there exist subgraphs G1, G2, ..., Gk of G such
that
• Gi is isomorphic to Hi for every 1 ≤ i ≤ k, and
• for every v ∈ V (G), there exist at most two indices i with 1 ≤ i ≤ k such that
v ∈ V (Hi).
The maximum value k such that G half-integrally packs k members of F is indeed 2p1/2,
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where p1/2 is the optimal value of the integer programming formulation of the packing prob-
lem with the integral condition relaxed to be half-integral. Therefore, one can still approxi-
mate c by computing the LP-relaxation of the packing problem or the covering problem, if
the family of graphs has the Erdo˝s-Po´sa property with respect to half-integral packing.
Another motivation for half-integral packing arises from the following example showing
that for every non-planar graph H , the set of graphs consisting of H-minors has no Erdo˝s-
Po´sa property. Let Σ be a surface with minimum genus in which H can be embedded. For
every positive integer t, consider 2t + 1 drawings of H in Σ such that every point of Σ
belongs to at most two drawings and vertices of different drawings are disjoint. Define Gt
to be the graph obtained from the union of those 2t + 1 drawings of H by replacing each
crossing generated by different drawings with a vertex of degree four. By the minimality of
the genus of H , every H-minor in Gt partitions Σ into disks. So Gt does not contain two
disjoint H-minors. On the other hand, every vertex of Gt intersects at most two of those
2t + 1 drawings of H . So every set of at most t vertices of Gt is disjoint from a drawing of
H and hence an H-minor in Gt. This shows that the packing number in Gt is one but the
covering number in Gt is greater that t, so the Erdo˝s-Po´sa property does not hold. However,
Gt half-integrally packs 2t + 1 H-minors. So the Erdo˝s-Po´sa property could still hold for
sets of H-minors with non-planar H , if half-integral packing is considered.
Indeed, Thomas (see [11]) conjectured that the planarity is not a necessary condition for
having Erdo˝s-Po´sa property with respect to the minor containment anymore if one relaxes
packing to be half-integral packing.
Conjecture 1.1 (See [11]). For every graph H, there exists a function f such that for every
graph G and for every positive integer k, either G half-integrally packs k graphs where each
of them contains H as a minor, or there exists a set Z ⊆ V (G) with |Z| ≤ f(k) such that
G− Z does not contain H as a minor.
Kawarabayashi [11] proved Conjecture 1.1 when H ∈ {K6, K7}. Norin [19] announced a
proof of Conjecture 1.1 in full but his proof was not published.
The main theorem of this paper is a strengthening of Conjecture 1.1 to topological minors.
A subdivision of a graph H is a graph that can be obtained from H by repeatedly subdividing
edges. Any vertex of a subdivision of H not obtained by subdividing edges is called a branch
vertex. A subdivision of H in a graph G is a subgraph of G isomorphic to a subdivision
of H . For every collection R = (Rv : v ∈ V (H)) of (not necessarily distinct) subsets of
V (G), an R-compatible subdivision of H in G is a subdivision of H in G whose branch
vertex corresponding to v belongs to Rv for each v ∈ V (H). We say that a graph G contains
another graph H as a topological minor (or an R-compatible topological minor, respectively)
if some subgraph of G is a subdivision (or an R-compatible subdivision, respectively) of H .
The following is the main theorem of this paper. We remark that our proof of this
theorem does not rely on Norin’s unpublished proof of Conjecture 1.1.
Theorem 1.2. For every graph H, there exists a function f such that for every graph G,
collection R = (Rv : v ∈ V (H)) of subsets of V (G), and positive integer k, either G half-
integrally packs k graphs where each of them is an R-compatible subdivision of H, or there
exists a set Z ⊆ V (G) with |Z| ≤ f(k) such that G− Z does not contain any R-compatible
subdivision of H.
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The following corollary immediately follows from Theorem 1.2 if we choose Rv = V (G)
for every v ∈ V (H).
Corollary 1.3. For every graph H, there exists a function f such that for every graph G and
positive integer k, either G half-integrally packs k graphs where each of them is a subdivision
of H, or there exists a set Z ⊆ V (G) with |Z| ≤ f(k) such that G−Z does not contain any
subdivision of H.
We remark that Corollary 1.3 implies Conjecture 1.1.
Proof of Conjecture 1.1 (assuming Corollary 1.3): Let F be the family of graphs that
can be obtained from H by repeatedly splitting vertices with degree at least four. Then F is
a finite set of graphs such that any graph G contains H as a minor if and only if G contains
a subdivision of some graph in F . If G does not half-integrally pack k subgraphs where each
of them contains H as a minor, then for every graph F ∈ F , G does not half-integrally pack
k subdivisions of F , so Corollary 1.3 implies that for every F ∈ F , there exist a function fF
and a set ZF ⊆ V (G) with |ZF | ≤ fF (k) such that G−ZF does not contain any subdivision
of F . Therefore,
⋃
F∈F ZF is a set of size at most
∑
F∈F fF (k) such that if G does not half-
integrally pack k subgraphs where each of them contains H as a minor, then G−
⋃
F∈F ZF
does not contain any subdivision of F for any F ∈ F , and hence does not contain H as a
minor. This proves that
∑
F∈F fF is a function satisfying Conjecture 1.1. 
We remark that unlike half-integral packing, the original packing problem with respect
to topological minor containment does not behave nicely. Answering a question raised by
Robertson and Seymour [20], the author, Postle and Wollan [15] provided a complete (but
complicated) characterization for the graphs H in which the set of graphs containing H
as a topological minor has the Erdo˝s-Po´sa property, and proved that such a complicated
characterization is unlikely to be avoidable in the sense that it is NP-hard to test whether
an input graph H has the property that the set of graphs containing H as a topological
minor has the Erdo˝s-Po´sa property. Hence the Erdo˝s-Po´sa properties for minors respect to
packing and half-integral packing only differ by the planarity, which is a property that can
be test in linear time, but the gap between packing and half-integral packing for topological
minors is larger, unless NP=P.
1.1 Applications of Theorem 1.2
One consequence of Theorem 1.2 or Corollary 1.3 is that one can modify a graph that
does not half-integrally pack k subdivisions of H (or H-minors) into a graph containing no
subdivision of H (or H-minor) by deleting a bounded number of vertices, for any fixed graph
H and integer k. Hence some algorithmic meta-theorems or structure theorems on classes of
graphs excluding a fixed graph H as a topological minor or minor can be easily extended to
classes of graphs that do not half-integrally pack k subdivisions of H (or H-minors). Note
that the graphs with no subdivisions of H (or H-minors) are exactly the graphs that do
not half-integrally pack one subdivision of H (or H-minor). In addition, those structure
theorems for H-topological minor free (or H-minor free) graphs in the literature are known
to be powerful. For example, they are the cornerstones of the proof of Robertson and
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Seymour’s Graph Minor Theorem [28], which is one of the deepest theorems in graph theory,
and the proof of Robertson’s conjecture on well-quasi-ordering graphs by the topological
minor relation [13, 17].
We provide few examples in this subsection to show how the aforementioned simple
modification leads to new results, and we expect much more similar applications of Theorem
1.2 can be derived in a similar way.
Note that any graph that does not half-integrally pack k subdivisions of H or H-minors
does not contain a subdivision of kH or kH-minor, respectively, where kH is a disjoint union
of k copies of H . Hence results known to be true for any H ′-subdivision-free or H ′-minor-free
graphs for any fixed graph H ′ already imply results on graphs that do not half-integrally
pack k H-subdivisions or H-minors by simply taking H ′ = kH . However, in some situations
it is not allowed to take H ′ = kH , since those results hold only for graphs H ′ with certain
properties. More details about this will be elaborated in the next subsection.
1.1.1 Structure theorems for excluding minors or topological minors
Robertson and Seymour’s structure theorems for excluding a fixed graph as a minor are
cornerstones of their Graph Minors series and lead to numerous applications in graph theory
and theoretical computer science. There are two versions of such structure theorems, where
one [27, Theorem (3.1)] is stated in terms of tangles and the other [27, Theorem (1.3)] is
stated in terms of tree-decompositions, and the former implies the latter. (Tangles and
tree-decompositions will be defined in Sections 4 and 5, respectively.) In either version, it
roughly says that for every graph H , every graph that does not contain H as a minor can
be obtained by gluing graphs that can be “nearly embedded” in surfaces in which H cannot
be embedded in a tree-like fashion.
Structure theorems for excluding a fixed graph as a topological minor was extensively
explored recently. Grohe and Marx [10] proved that if a graph G does not contain a sub-
division of H , then G has a tree-decomposition such that every torso is either of “nearly
bounded maximum degree” or “nearly embeddable” in a surface of bounded genus. Though
Grohe and Marx’s theorem is sufficient to derive several nice algorithmic results, it does not
provide enough structure information in the sense that the bound for the maximum degree
and the genus in their theorem are much larger than the maximum degree and genus of H .
Dvorˇa´k [5] improved their structure theorem by proving that such a graph G has a tree-
decomposition such that every torso is either of nearly bounded maximum degree, or nearly
embeddable in a surface in which H cannot be embedded, or nearly embeddable in a surface
in which H can be embedded but it can be embedded in a way that is “nicer” than any
embedding of H . The author and Thomas [16] further reduced the bound for the nearly
maximum degree to be the maximum degree of H minus one, which is optimal, though the
theorem is stated in terms of tangles instead of tree-decompositions.
The improvement of the author and Thomas [16] allows us to conclude that if a graph
G does not contain a subdivision of H , then some parameter of G is “nearly” less than the
corresponding parameter of H , so that an inductive argument can be applied. This theorem
is also applied in their proof of a conjecture of Robertson on well-quasi-ordering [13, 17]. It
is also used by the author and Wood [18] to prove the existence of a linear upper bound
for the clustered coloring version of Hajo´s’ conjecture on coloring Kt-topological minor free
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graphs.
Theorem 1.2 further strengthens the results of Robertson and Seymour [27], Dvorˇa´k [5]
and the author and Thomas [16] mentioned above by showing that the same structure holds
for graphs that do not half-integrally pack k H-minors or k subdivisions of H . Note that
every graph that does not half-integrally pack one H-minor or one subdivision of H does not
contain an H-minor or a subdivision of H . We remark that such a strengthening does not
immediately follow from the structure theorems for excluding H ′-minors or H ′-subdivisions
by taking H ′ = kH , since the genus of kH is larger than H when H is non-planar.
We include a proof of the strengthening of the result of the author and Thomas [16,
Theorem 6.8] in this paper. Results of Robertson and Seymour ([27, Theorems (1.3) and
(3.1)]) and of Dvorˇa´k ([5, Theorem 3]) can be strengthened to graphs that do not half-
integrally packing k H-minors and k subdivisions of H , respectively, in the same way. Since
formally stating those theorems requires definitions of several notions that will not be used
in this paper, we omit the details.
For a graph H and a surface Σ in which H can be drawn, mf(H,Σ) is the minimum size
of a set of faces required to incident with all vertices of degree at least four in H , among all
possible embeddings ofH in Σ. Other undefined notions mentioned in the following corollary
can be found in Section 5.
Corollary 1.4. Let d ≥ 4, h, k be positive integers. Then there exist θ, κ, ρ, ξ, g ≥ 0 such
that the following holds. If H is a graph of maximum degree at most d on h vertices, G is a
graph and X is a subset of V (G) such that G does not half-integrally pack k subdivisions of
H whose branch vertices corresponding to vertices of degree at least four in H are contained
in X, then for every tangle T in G of order at least θ, there exists Z ⊆ V (G) with |Z| ≤ ξ
such that either
1. for every vertex v ∈ V (G− Z) ∩X, there exists (A,B) ∈ T − Z of order less than d
such that v ∈ V (A)− V (B), or
2. there exists a (T − Z)-central segregation S = S1 ∪ S2 of G− Z with |S2| ≤ κ, having
a proper arrangement in some surface Σ of genus at most g such that every society
(S1,Ω1) in S1 satisfies that |Ω1| ≤ 3, and every society (S2,Ω2) in S2 is a ρ-vortex,
and satisfies the following property: either
(a) H cannot be drawn in Σ, or
(b) H can be drawn in Σ, mf(H,Σ) ≥ 2, and there exists S ′2 ⊆ S2 with |S
′
2| ≤
mf(H,Σ)−1 such that for every v ∈ V (G−Z)∩X, if there exists no (A,B) ∈ T −Z
of order less than d such that v ∈ V (A) − V (B), then v ∈ V (S) − Ω for some
(S,Ω) ∈ S ′2.
Proof. Let R = {Rv : v ∈ V (H)} be the collection such that Rv = X for every vertex
v of H with degree at least four, and Rv = V (G) for other vertices v of H . So G does
not half-integrally pack k R-compatible subdivisions of H . By Theorem 1.2, there exists
Z ′ ⊆ V (G) with |Z ′| ≤ f(k) (for some function f only depending on H) such that G − Z ′
does not contain a subdivision ofH whose branch vertices corresponding to vertices of degree
at least four in H are contained in X . Let Z ′′ and ξ′′ be the set Z and number ξ, respectively,
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mentioned in the statement of [16, Theorem 6.8] when taking G = G−Z ′. Then this theorem
follows if we take Z = Z ′ ∪ Z ′′. Note that |Z| ≤ f(k) + ξ′′, and f(k) + ξ′′ only depends on
H and k, and hence only depends on d, h, k.
1.1.2 Apex-minor-free graphs
In this subsection we generalize algorithmic results about apex-minor-free graphs to
graphs that do not half-integrally pack many apex-minors.
We say a graph H is an apex graph if there exists v ∈ V (H) such that H − v is planar.
Note that kH is not an apex graph if H is a non-planar apex graph and k ≥ 2. So results on
H-subdivision free or H-minor free graphs do not immediately extend to kH-subdivision-free
or kH-minor-free graphs, as long as H is a non-planar apex graph. But Theorem 1.2 allows
us to extend those results to graphs that do not half-integrally pack k H-subdivisions or
H-minors.
Eppstein [6, 7] proved that if H is an apex graph, then every H-minor-free graph has
bounded “local treewidth”. Eppstein’s theorem allows an approach of Baker [2] for designing
polynomial-time approximation schemes for hereditary maximization problems, including
maximum independent set problem and minimum vertex-cover problem, on the class of
planar graphs to be applied to the class of apex-minor-free graphs. (For example, see [3, 6, 7].)
In fact, such polynomial-time approximation schemes can be obtained as long as one can
efficiently find a set Z ⊆ V (G) with bounded size and a partition (V1, V2, ..., Vd) of V (G)−Z
such that for each fixed integer s, one can efficiently find a tree-decomposition of (G−Z)−Ui
of small width for each 0 ≤ i ≤ s− 1, where Ui is the union of Vj for all j with j ≡ i (mod
s).
Explicitly, one can prove the following result about finding maximum size of independent
sets in graphs that do not half-integrally pack k H-minors by taking advantage of Theorem
1.2, where H is an apex graph. The proof of the following corollary mostly follows the
proof of [3, Theorem 5.1] and can be adapted to prove similar results for general hereditary
maximization problems in the same way as how [3, Theorem 5.2] is generalized from [3,
Theorem 5.1].
Corollary 1.5. For every apex graph H and integer k, there exist a polynomial q and a
constant c such that for every positive integer t, there exists an algorithm with approximation
ratio 1 − 1
t
running in time O(ct · q(|V (G)|)) on graphs G that do not half-integrally pack k
H-minors for finding maximum size of independent sets in G.
Proof. By Theorem 1.2, there exists a number N only depending on H and k such that for
every graph G that does not half-integrally pack k H-minors, there exists Z ⊆ V (G) with
|Z| ≤ N such that G − Z has no H-minor. It was proved in [25] that for every graph G′,
testing whether G′ has an H-minor or not can be done in O(|V (G′)|3). So a set Z mentioned
earlier can be found in time O(|V (G)|N+3) by brute-force. As in the proof of [4, Theorem
7], there exists a number b only depending on H , such that for each positive integer t, one
can find in time O(btn4) a partition (V1, V2, ..., Vd) of V (G) − Z for some d, and a tree-
decomposition (Ti,Xi) of Gi with width O(t) for each 1 ≤ i ≤ t, where Gi = G − (Z ∪ Ui)
and Ui is the union of Vj over all j ≡ i (mod t). For each 1 ≤ i ≤ t, let G
′
i be the subgraph of
G induced on V (Gi)∪Z. By adding Z into every bag of (Ti,Xi) for each 1 ≤ i ≤ t, we obtain
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a tree-decomposition of G′i with width O(t) + N = O(t), so there exist a number c and a
polynomial q only depending on H and k such that the maximum size si of independent sets
in G′i can be find in time O(c
tq′(|V (G)|)) for some polynomial q′. Since (V1, V2, ..., Vd) is a
partition of V (G)−Z, there exists i∗ with 1 ≤ i∗ ≤ t such that |OPT ∩Ui∗ | ≤
1
t
|OPT −Z|,
where OPT is a maximum independent set in G. Since OPT −Ui∗ is an independent set in
G′i∗ , we have si∗ ≥ |OPT − Ui∗ | ≥ |OPT | −
1
t
|OPT − Z| ≥ (1 − 1
t
)|OPT |. Note that the
running time of this algorithm is O(ctq(|V (G)|)), where q(x) is the polynomial q′(x) + xN+3
which only depends on H and k.
2 Sketch of a proof of Theorem 1.2 and organization
of the paper
The rest of the paper dedicates a proof of Theorem 1.2. We sketch it in this section and
explain the organization of this paper.
The proof of Theorem 1.2 follows from induction on the number of components of H .
The main difficulty of the proof is the base case; namely the case that H is connected. The
majority of the paper devotes to a proof of Lemma 10.3 which settles the connected case of
Theorem 1.2, and the proof of the general case of Theorem 1.2 is included in the proof of
Theorem 10.4.
In the rest of this section, we assume that H is a connected graph and sketch the proof of
Lemma 10.3. To simplify the sketch, we only consider the non-rooted version in this section.
That is, we assume that Rv = V (G) for every v ∈ V (H). So every R-compatible subdivision
of H in G is simply a subdivision of H in G.
We shall prove Lemma 10.3 by induction on k. Namely, we prove that for each k, there
exists a number f(k) such that either G half-integrally packs k subdivisions of H , or there
exists Z ⊆ V (G) with |Z| ≤ f(k) such that G − Z does not contain any subdivision of
H . Now we assume that G does not half-integrally pack k subdivisions of H and show the
existence of f(k).
Step 1: defining a tangle. A separation of a graph G is a pair (A,B) of edge-disjoint
subgraphs such that A ∪ B = G. The order of (A,B) is |V (A ∩ B)|.
Fix a positive integer θ. Suppose that there exists a separation (A,B) of G of order less
than θ such that each of A − V (B) and B − V (A) contains a subdivision of H . Since G
does not half-integrally pack k subdivisions of H , each of B − V (A) and A − V (B) does
not half-integrally pack k − 1 subdivisions of H . By the induction hypothesis, there exist
ZA ⊆ V (A)− V (B) and ZB ⊆ V (B)− V (A) with |ZA| ≤ f(k− 1) and |ZB| ≤ f(k− 1) such
that A− (V (B) ∪ ZA) and B − (V (A) ∪ ZB) does not contain any subdivision of H . Since
H is connected, any subdivision of H in G − (ZA ∪ ZB) must intersect V (A ∩ B). Hence,
G−(ZA∪ZB∪V (A∩B)) does not contain a subdivision ofH . The size of |ZA∪ZB∪V (A∩B)|
is at most 2f(k − 1) + θ. Therefore, if such a separation exists, then we are done by setting
f(k) ≤ 2f(k − 1) + θ.
So we may assume that for every separation (A,B) of order less than θ, either A−V (B)
or B−V (A) does not contain a subdivision ofH . Note that if neither A−V (B) nor B−V (A)
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contains a subdivision of H , then G − V (A ∩ B) does not contain a subdivision of H , and
we are done by setting f(k) ≤ θ.
Therefore, we may assume that for every separation (A,B) of order less than θ, exactly
one of A−V (B) and B−V (A) contains a subdivision of H . This allows us to define a tangle
T in G of order θ. The notion of tangles are widely exploited in the study of graph minors.
Intuitively, a tangle of order θ indicates that which one among A and B is the important
side of each separation (A,B) of order less than θ. In our application, B is the important
side of (A,B) if B − V (A) contains a subdivision of H .
Formally, a tangle of order θ is collection of separations of order less than θ and will be
precisely defined in Section 4. We define a collection T of separations of order less than θ
such that for every separation (A,B) of G of order less than θ, (A,B) ∈ T if and only if
B− V (A) contains a subdivision of H . Then one can verify that T is a tangle in G of order
θ.
Now we consider two cases. One case is that G contains a large complete graph as a
minor such that for every separation (A,B) ∈ T , V (B) intersects some branch set; the other
case is that no such complete graph minor exists.
Step 2: using large clique minors. We first deal with the case that G contains such a
complete graph minor, and the complete proof of this case is included in Section 4. This
case is relatively simpler than the other case.
By [16, Theorem 6.8], for every v ∈ V (G), exists a separation (Av, Bv) ∈ T −Z0 of order
less than the maximum degree of H such that v ∈ V (Av)− V (Bv). (Here T −Z0 is a tangle
in G − Z0 which is the collection of separations of G − Z0 of small order “consistent” with
T .) In particular, for every branch vertex v of a subdivision of H in G − Z0, there exists
(Av, Bv) ∈ T − Z0 of small order such that v ∈ V (Av)− V (Bv).
Hence, for every subdivision S ofH in G−Z0, there exists a separation (AS, BS) ∈ T −Z0
of small order such that every branch vertex of S is contained in V (AS) − V (BS), where
(AS, BS) = (
⋃
v Av,
⋂
v Bv) and the union and the intersection are over all branch vertices v
of S. By using a result in [25], we show that either there exists (A′S, B
′
S) ∈ T − Z0 of order
smaller than (AS, BS) with AS ⊆ A
′
S, or there exist disjoint paths in BS connecting pairs of
vertices in V (AS ∩BS) such that these paths together with S ∩AS is a subdivision of H in
G − Z0. Since G − Z0 does not contain k disjoint subdivisions of H , it is impossible that
there exist k distinct subdivisions S1, S2, ..., Sk in G − Z0 in which the later case holds for
each Si such that for all distinct i and j, ASi is disjoint from ASj , and the disjoint paths in
BSi for Si are disjoint from the paths in BSj for Sj. By applying a result in [14], we can
further delete a subset Z1 of V (G) with bounded size such that for every subdivision S of
H in G − Z0, either S ∩ Z1 6= ∅, or S is a subdivision of H in G − (Z0 ∪ Z1) and there
exists (A′S, B
′
S) ∈ T − (Z0 ∪ Z1) of order less than (AS, BS) such that AS − Z1 ⊆ A
′
S. In
particular, for every subdivision S of H in G− (Z0 ∪Z1) (and hence in G−Z0), there exists
a separation (A′S, B
′
S) ∈ T − (Z0 ∪ Z1) of order strictly less than the order of (AS, BS) such
that A′S contains all branch vertices of S.
Therefore, by repeatedly applying this argument, there exists a set Z ⊆ V (G) of bounded
size such that either G − Z has no subdivision of H , or for every subdivision S in G − Z,
there exists (AS, BS) ∈ T − Z of order 0 such that all branch vertices of S are contained in
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AS. If the later case holds, then S ⊆ AS since H is connected and (AS, BS) has order 0, but
it contradicts the definition of T . Hence the former case holds and we are done.
As a result, we may assume that G does not contain a large clique minor mentioned in the
previous case. The rest of the paper deals with this case. This case is much more complicated
than the previous one and involves several technical definitions, so we only include a very
high-level sketch for this case.
Step 3: using nearly embedding. By Robertson and Seymour’s structure theorem for
excluding such a clique minor [27], there exist Z ⊆ V (G) with small size, a surface Σ of
bounded genus and disks with pairwise disjoint interior such that we can map the vertices
and edges of G − Z to points in the union of those disks such that no edges of G − Z has
ends in the interior of different disks, and all but a bounded number of disks have at most
3 vertices in the boundary of the disks. Furthermore, for the disks having at least 4 vertices
in the boundary, the subgraph of G − Z contained in this disk (called a “vortex”) has a
path-decomposition with bounded adhesion. (A path-decomposition is a special case of a
tree-decomposition which is a notion widely used in graph theory and theoretical computer
science. We will formally define them in Section 5.) Then for each disk not corresponding to
a vortex, connecting the vertices on the boundary by the curve in the boundary of the disk
to obtain a drawing G′ in Σ. Furthermore, one can define a metric mT on the vertices of G
′
with respect to T . Roughly speaking, any two vertices of G′ that are far apart with respect
to mT if and only if every closed curve in Σ containing both of them in the “inside” of the
region determined by the curve must intersect G′ several times. See Section 5 for formal
descriptions.
For each subdivision of H in G−Z, it is a “drawing” in Σ where there are possibly some
crossings inside the disks that were chosen to accommodate vertices and edges ofG−Z. (Such
a “drawing” motivates the notion of “pseudo-embedding” that will be formally defined in
Section 6.) Since every disk that is not corresponding to a vortex has only at most 3 vertices
in the boundary, if there exists a crossing inside a disk not corresponding to a vortex, then
this disk contains a branch vertex of this subdivision. Therefore, for each subdivision S of
H in G − Z, there are only a bounded number of disks containing a crossing, and we call
such a disk a “crossing disk” for S. Note that it implies that we can add some pairwise
disjoint curves in Σ disjoint from the interior of all crossing disks for S to connect some pairs
of vertices in the boundary of the crossing disks such that those curves together with the
subgraph of S contained in those crossing disks form a topological embedding of H in Σ with
crossings only in crossing disks. One theorem of Robertson and Seymour [24] (Theorem 9.1
in this paper) implies that if
• the number of curves that we are supposed to add is small,
• there are pairwise disjoint paths in G− Z from the endpoints of those curves to some
vertices far away with respect to mT , and
• the endpoints of those curves belonging to different crossing disks are pairwise far apart
with respect to the metric mT ,
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then there exist pairwise disjoint paths in G−Z connecting the pairs of the endpoints of the
curves that we are supposed to add, and hence the subgraph of S contained in the union of
the crossing disks can be extended to another subdivision of H in G− Z.
A similar technique shows that if there exist k distinct subdivisions S1, ..., Sk of H in G
such that the subgraphs of S1, ..., Sk contained in their crossing disks are pairwise disjoint,
and if the curves that are supposed to be added can be realized by disjoint paths in G− Z,
then G− Z half-integrally packs k subdivisions of H . Since G does not half-integrally pack
k subdivisions of H , one of the following obstructions appears.
Obstruction 1: There exists some Si such that the number of curves that are supposed to be added
for Si is too large.
Obstruction 2: There exists some Si such that there are no disjoint paths in G−Z from the endpoints
of those curves to vertices far away with respect to mT .
Obstruction 3: There exist S1, ..., Sk such that some of the crossing disks for S1, ..., Sk are nearby with
respect to mT .
Section 6 aims to overcome Obstruction 1. We show that as long as the subgraph of
G−Z contained in the disk corresponding to vortices has a path-decomposition of bounded
adhesion, it is sufficient to add a bounded number of curves for each Si to extend the subgraph
of Si contained in its crossing disks to a subdivision of H .
Section 7 and Section 8 are dedicated to developing tools to solve Obstruction 2. Roughly
speaking, they allow us to enlarge and merge the crossing disks to obtain a new set of crossing
disks such that the union of these new disks includes more branch vertices of the subdivision
if no such disjoint paths in G−Z exist. Lemmas proved in Section 5 ensure that the subgraph
of Si contained in those new crossing disks remains under control. The number of times for
applying this process is bounded since there are only finitely many branch vertices of Si.
Now it remains to deal with Obstruction 3. Using Lemma 5.11, for each Si, we can
repeatedly merge crossing disks for Si to obtain a new set of crossing disks such that the
subgraph of Si contained in those new crossing disks remains under control, until the new
crossing disks for Si are pairwise far apart. Note that this process will terminate since the
number of crossing disks for each Si is bounded. By further applying this technique and the
method for dealing with Obstruction 2, we can show that for each Si, one can find a new
set of crossing disks such that the union of the interior of these new crossing disks contains
at least one more branch vertices of Si. The details are included in Section 9. Note that
this process can only be applied by a bounded number of times since the number of branch
vertices of each Si is bounded.
Therefore, none of Obstructions 1-3 can exist. Hence we can construct a half-integral
packing of k subdivisions of H in G to obtain a contradiction, unless G − Z has very few
distinct subdivisions of H . So all those subdivisions can be killed by deleting few vertices.
The proof of Theorem 1.2 will be completed in Section 10.
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3 Notations
We define some notions and notations that will be frequently used in this paper. Graphs
in this paper are allowed to have loops or parallel edges. For every positive integer k, we
denote the set {1, 2, ..., k} by [k]. For a function f and a subset X of its domain, f(X)
denotes the set {f(x) : x ∈ X}.
The following alternative definition of subdivisions is useful. Let G,H be graphs. A
homeomorphic embedding from H into G is a function with domain V (H)∪E(H) such that
the following hold.
• π maps vertices of H to vertices of G injectively.
• π maps each loop of H with end v to a cycle in G containing π(v) and maps each
non-loop edge with ends u, v of H to a path in G from π(u) to π(v).
• If e, f are two distinct edges of H , then π(e) 6= π(f) and V (π(e) ∩ π(f)) = π(e ∩ f).
• If v is a vertex of H not incident with an edge e of H , then π(v) 6∈ π(e).
Clearly, the image of any homeomorphic embedding π from H into G is a subdivision of H
in G whose set of branch vertices is π(V (H)). Let R = (Rv : v ∈ V (H)), where Rv is a
subset of V (G) for each v ∈ V (H). Then an R-compatible homeomorphic embedding from
H into G is a homeomorphic embedding π from H into G such that π(v) ∈ Rv for every
v ∈ V (H). Note that the image of any R-compatible homeomorphic embedding from H into
G is an R-compatible subdivision of H in G.
4 Using complete graph minors
Given a graph H , an H-minor of a graph G is a map α with domain V (H)∪E(H) such
that the following hold.
• For every h ∈ V (H), α(h) is a nonempty connected subgraph of G.
• If h1 and h2 are different vertices of H , then α(h1) and α(h2) are disjoint.
• For each edge e of H with ends h1, h2, α(e) is an edge of G with one end in α(h1) and
one end in α(h2); furthermore, if h1 = h2, then α(e) ∈ E(G) − E(α(h1)) and has all
ends in α(h1).
• If e1, e2 are two different edges of H , then α(e1) 6= α(e2).
We say that G contains an H-minor if such a function α exists.
Recall that a separation of a graph G is a pair (A,B) of edge-disjoint subgraphs with
A∪B = G, and the order of (A,B) is |V (A) ∩ V (B)|. A tangle T in G of order θ is a set of
separations of G, each of order less than θ such that
(T1) for every separation (A,B) of G of order less than θ, either (A,B) ∈ T or (B,A) ∈ T ;
(T2) if (A1, B1), (A2, B2), (A3, B3) ∈ T , then A1 ∪A2 ∪A3 6= G;
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(T3) if (A,B) ∈ T , then V (A) 6= V (G).
Furthermore, for Z ⊆ V (G) with |Z| < θ, we define T − Z to be the set of all separations
(A′, B′) of G − Z of order less than θ − |Z| such that there exists (A,B) ∈ T with Z ⊆
V (A ∩ B), A′ = A− Z and B′ = B − Z. It is proved in [22, Theorem 8.5] that T − Z is a
tangle in G−Z of order θ− |Z|. A tangle T in G controls an H-minor α if α is an H-minor
such that there do not exist (A,B) ∈ T of order less than |V (H)| and h ∈ V (H) such that
V (α(h)) ⊆ V (A).
The following theorem is useful.
Theorem 4.1 ([25, Theorem (5.4)]). Let G be a graph, and let Z be a subset of V (G) with
|Z| = ξ. Let k ≥ ⌊3
2
ξ⌋, and let α be a Kk-minor in G. If there is no separation (A,B) of
G of order less than |Z| such that Z ⊆ V (A) and A ∩ α(h) = ∅ for some h ∈ V (Kk), then
for every partition (Z1, ..., Zn) of Z into non-empty subsets, there are n connected graphs
T1, ..., Tn of G, pairwise disjoint and V (Ti) ∩ Z = Zi for 1 ≤ i ≤ n.
Let G be a graph and T a tangle in G. We say that a subset X of V (G) is free with
respect to T if there exists no (A,B) ∈ T of order less than |X| such that X ⊆ V (A).
The following lemmas are proved in [14, 15]
Lemma 4.2 ([14, Lemma 3.2]). Let G be a graph and T a tangle in G of order θ, and
let c be a positive integer. For every 1 ≤ i ≤ c, let di, ki be positive integers, and let
{Xi,j ⊆ V (G) : j ∈ Ji} be a family of subsets of V (G) indexed by a set Ji. Let d, k be
integers such that θ ≥ (kcd)d+1 + d, di ≤ d and ki ≤ k for 1 ≤ i ≤ c. Let J
∗
i ⊆ Ji
with |J∗i | ≤ ki for each 1 ≤ i ≤ c, such that
⋃c
i=1
⋃
j∈J∗i
Xi,j is free with respect to T and
Xi,j ∩ Xi′,j′ = ∅ for distinct pairs (i, j), (i
′, j′) with 1 ≤ i ≤ i′ ≤ c, j ∈ J∗i and j
′ ∈ J∗i′. If
|Xi,j| ≤ di for every 1 ≤ i ≤ c and j ∈ Ji, then either
1. there exist J ′1, J
′
2, ..., J
′
c with J
∗
i ⊆ J
′
i ⊆ Ji and |J
′
i| = ki for each 1 ≤ i ≤ c such that⋃
1≤i≤c
⋃
j∈J ′i
Xi,j is free with respect to T , and Xi,j ∩ Xi′,j′ = ∅ for all distinct pairs
(i, j), (i′, j′) with 1 ≤ i ≤ i′ ≤ c′, j ∈ J ′i and j
′ ∈ J ′i′, or
2. there exist Z ⊆ V (G) with |Z| ≤ (kcd)d+1 and integer i with 1 ≤ i ≤ c and |J∗i | < ki
such that for every j ∈ Ji, either Xi,j ∩Z 6= ∅, or Xi,j is not free with respect to T −Z.
Lemma 4.3 ([15, Lemma 6.2]). Let θ be a positive integer. Let G be a graph and T a tangle
in G of order at least θ. Let Q ⊆ T such that V (A)∩V (B) is disjoint from V (A′)∩V (B′) for
distinct (A,B), (A′, B′) ∈ Q. Assume that for every (A,B) ∈ Q and vertex v ∈ V (A)−V (B),
there exists a path in G[A] from v to V (A) ∩ V (B). If
⋃
(A,B)∈Q(V (A) ∩ V (B)) is free with
respect to T and has size at most θ, then V (A)∩V (A′) = ∅ for distinct (A,B), (A′, B′) ∈ Q.
The following theorem is proved in [16].
Lemma 4.4 ([16, Theorem 3.4]). Let h and d be positive integers. Let G be a graph, and
let S be a subset of vertices of degree at least d− 1 in G. Let T be a tangle in G of order θ.
If θ ≥ (hd+ 1)d+1 + d, then either
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1. there exist h vertices v1, v2, ..., vh ∈ S and h pairwise disjoint subsets X1, X2, ..., Xh of
V (G), where Xi consists of vi and d − 1 neighbors of vi for each i ∈ [h], such that⋃h
i=1Xi is free in T , or
2. there exists a set C ⊆ V (G) with |C| ≤ (hd + 1)d+1 such that for every v ∈ S − C,
there exists (A,B) ∈ T − C of order less than d such that v ∈ V (A)− V (B).
Now we are ready to state and prove the main result of this section.
Lemma 4.5. For any connected graph H and positive integer k, there exist integers θ, t, ξ
such that if G is a graph, R = (Rv : v ∈ V (H)) is a collection of subsets of V (G), and T is
a tangle in G of order at least θ controlling a Kt-minor, then one of the following holds.
1. G contains k disjoint R-compatible subdivisions of H.
2. There exists Z ⊆ V (G) with |Z| ≤ ξ such that π(V (H) ∪ E(H)) ∩ Z 6= ∅ for every
R-compatible homeomorphic embedding π from H into G.
3. There exists a separation (A,B) ∈ T such that A − V (B) contains an R-compatible
subdivision of H.
Proof. Let ∆ be the maximum degree of H . We may assume that ∆ ≥ 1, for otherwise
H = K1 and the lemma is obviously true. For each separation (A,B) and a homeomor-
phic embedding π from H into G, let the level of (A,B) with respect to π be the number
(∆|V (H)|)|π(V (H))∩V (A)−V (B)| + (∆− 1)|V (H)| − |V (A) ∩ V (B)|.
Let Z0 = ∅ and ξ0 = 0. For every i ≥ 1, let ξi = ξi−1 + 2
|V (H)|+|E(H)|+1(k(|V (H)| +
1)|V (H)|∆)∆|V (H)|+1. Define ξ = ξ(∆|V (H)|)|V (H)|+1, t = ξ + 3k∆|V (H)| and θ = 2∆|V (H)|+
1 + ξ + t.
We suppose that G does not contain k disjoint R-compatible subdivisions of H , and the
third conclusion of this lemma does not hold.
We claim that for every i ∈ [(∆|V (H)|)|V (H)|+1] ∪ {0}, there exists Zi ⊆ V (G) with
|
⋃i
ℓ=0Zℓ| ≤ ξi such that for every R-compatible homeomorphic embedding π from H to
G−
⋃i−1
ℓ=0Zℓ, either π(V (H) ∪ E(H)) ∩
⋃i
ℓ=0Zℓ 6= ∅, or there exists (A
i
π, B
i
π) ∈ T −
⋃i
ℓ=0 Zℓ
of order at most (∆ − 1)|π(V (H)) ∩ V (Aiπ) − V (B
i
π)| with level with respect to π at
least i. Note that this claim implies the second conclusion of this lemma by taking Z =
⋃(∆|V (H)|)|V (H)|+1
ℓ=1 Zℓ, since there exists no separation of order at most (∆ − 1)|V (H)| with
level at least (∆|V (H)|)|V (H)|+1.
We shall prove this claim by induction on i. The case i = 0 is obvious. So we may assume
that i ≥ 1 and this claim holds for every smaller i. We may further assume that for each
R-compatible homeomorphic embedding π from H to G−
⋃i−2
ℓ=0Zℓ with π(V (H)∪E(H)) ∩⋃i−1
ℓ=0 Zℓ = ∅, (A
i−1
π , B
i−1
π ) is the separation such that A
i−1
π is minimal among all separations
(A,B) ∈ T −
⋃i−1
ℓ=0Zℓ of order at most (∆ − 1)|π(V (H)) ∩ V (A) − V (B)| with level with
respect to π at least i− 1. Hence, every component of Ai−1π − V (B
i−1
π ) contains a vertex in
π(V (H)). Since H is connected and the third conclusion of this lemma does not hold, for
every v ∈ V (Ai−1π ) − V (B
i−1
π ), there exists a path in A
i−1
π from v to V (A
i−1
π ∩ B
i−1
π ). For
each R-compatible homeomorphic embedding π from H into G −
⋃i−1
ℓ=0 Zℓ, the shade of π
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is the subgraph Sπ of H such that V (Sπ) = {v ∈ V (H) : π(v) ∈ V (A
i−1
π ) − V (B
i−1
π )} and
E(Sπ) = {e ∈ E(H) : π(e) ⊆ A
i−1
π }.
We shall prove that for every subgraph S of H , there exists ZS ⊆ V (G) with |ZS| ≤
2(k(|V (H)|+1)|V (H)|∆)∆|V (H)|+1 such that for every R-compatible homeomorphic embed-
ding π from H to G−
⋃i−1
ℓ=0 Zℓ with shade S, either π(V (H)∪E(H))∩ (
⋃i−1
ℓ=0 Zℓ∪ZS) 6= ∅, or
there exists (Aiπ, B
i
π) ∈ T −(
⋃i−1
ℓ=0 Zℓ∪ZS) of order at most (∆−1)|π(V (H))∩V (A
i
π)−V (B
i
π)|
with level at least i with respect to π. Note that it proves the claim since we may take
Zi =
⋃i−1
ℓ=0 Zℓ ∪
⋃
S⊆H ZS which is a set of size at most ξi−1 + 2
|V (H)|+|E(H)|(2k|V (H)| +
1)|E(H)|2|E(H)|+1 = ξi.
Let S be a fixed subgraph of H . For each v ∈ V (H) − V (S), let Jv be the maximal
collection of subsets of V (G) such that for every Y ∈ Jv, Y consists of a vertex in Rv and
∆−1 its neighbors. Let J0 be the maximal collection of subsets of V (G) such that for every
Y ∈ J0, Y = V (A
i−1
π ∩ B
i−1
π ) for some R-compatible homeomorphic embedding π from H
to G−
⋃i−1
ℓ=0 Zℓ with shade S.
Suppose that there exists J ′0 ⊆ J0 with |J
′
0| = k, and for every v ∈ V (H) − V (S),
there exists J ′v ⊆ Jv with |J
′
v| = k such that J
′
0 ∪
⋃
v∈V (H)−V (S) J
′
v consists of pairwise
disjoint members, and
⋃
X∈J ′0∪
⋃
v∈V (H)−V (S) J
′
v
X is free with respect to T −
⋃i−1
ℓ=0Zℓ. Let
X∗ =
⋃
X∈J ′0∪
⋃
v∈V (H)−V (S) J
′
v
X . Let π1, π2, ..., πk beR-compatible homeomorphic embeddings
from H to G−
⋃i−1
ℓ=0 Zℓ with shade S such that J
′
0 = {V (A
i−1
πj
∩Bi−1πj ) : j ∈ [k]}. By Lemma
4.3, Ai−1π1 , ..., A
i−1
πk
are pairwise disjoint. For each v ∈ V (H)− V (S), we denote the members
of J ′v as X
1
v , ..., X
k
v .
For each j ∈ [k], let Wj = {u ∈ V (A
i−1
πj
∩Bi−1πj ) : there exist w ∈ V (S), e ∈ E(H)−E(S)
incident with w and having all ends in V (S), and a path P in Ai−1πj from πj(w) to u internally
disjoint from V (Bi−1πj ) such that P ⊆ πj(e) and V (πj(e)) 6⊆ V (A
i−1
πj
)}; let W ′j = {u ∈
V (Ai−1πj ∩ B
i−1
πj
) : there exists e ∈ E(H) incident with a vertex w ∈ V (S) and a vertex
w′ 6∈ V (S), and a path P in Ai−1πj from πj(w) to u internally disjoint from V (B
i−1
πj
) such
that P ⊆ πj(e) and V (πj(e)) 6⊆ V (A
i−1
πj
)}. So for each j ∈ [k], there exists a partition
Pj of Wj such that for each part of Pj , there exists e ∈ E(H) − E(S) with all ends in
V (S), such that this part consists of two vertices in Wj ∩ V (πj(e)). Similarly, for each
j ∈ [k], there exist a partition P ′j of Wj ∪
⋃
v∈V (H)−V (S)X
j
v such that for each but at most
one part of P ′j , there exists e ∈ E(H) − E(S) incident with at most one vertex in V (S),
such that this part either consists of one vertex in Wj ∩ V (πj(e)) and one vertex in X
j
v ,
where v is the end of e not in V (S), or one vertex in Xju and one vertex in X
j
v , where u, v
are the ends of e. For each j ∈ [k], let the only possible exceptional part of P ′j be Qj. Let
P =
⋃k
j=1(Pj ∪ (P
′
j − {Qj}) ∪ {
⋃k
j=1((V (A
i−1
πj
∩ Bi−1πj )− (Wj ∪W
′
j)) ∪Qj)}. Note that P is
a partition (with possibly one empty part) of X∗.
Denote the members of P by L1, L2, ..., L|P|. Clearly, if there exist |P| pairwise disjoint
connected subgraphs T1, ..., T|P| of G with V (Tj)∩X
∗ = Lj for each j ∈ [|P|], then there exist
k R-compatible homeomorphic embedding from H into G −
⋃i−1
ℓ=1 Zℓ with pairwise disjoint
images, a contradiction. Hence, such |P| pairwise disjoint connected subgraphs of G do not
exist. Note that t ≥ 3k∆|V (H)|+ ξi−1 and T controls a Kt-minor, so T −
⋃i−1
ℓ=1 Zℓ controls
a Kt′-minor α, for some t
′ ≥ 3k∆|V (H)|. Since |X∗| ≤ 2k∆|V (H)| and t′ ≥ 3k∆|V (H)|, by
Theorem 4.1, there exists a separation (A,B) of G −
⋃i−1
ℓ=0 Zℓ of order less than |X
∗| such
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that X∗ ⊆ V (A) and A ∩ α(w) = ∅ for some w ∈ V (Kt′). Since X
∗ is free with respect to
T −
⋃i−1
ℓ=0 Zℓ, (A,B) 6∈ T −
⋃i−1
ℓ=0 Zℓ. Since the order of T −
⋃i−1
ℓ=0 Zℓ is greater than |X
∗|,
(B,A) ∈ T −
⋃i−1
ℓ=0Zℓ by (T1). But T −
⋃i−1
ℓ=0 Zℓ controls α and (B,A) ∈ T −
⋃i−1
ℓ=0 Zℓ is
a separation of order less than |V (Kt′)|, V (α(w)) ∩ (V (A) − V (B)) 6= ∅. This implies that
α(w) ∩ A 6= ∅, a contradiction.
Therefore, such collections J ′0 and J
′
v for v ∈ V (H)−V (S) do not exist. By Lemma 4.2,
there exists U0 ⊆ V (G) with |U0| ≤ (k(|V (H)|+ 1)|V (H)|∆)
∆|V (H)|+1 such that there exists
r ∈ (V (H) − V (S)) ∪ {0} such that for every X ∈ Jr, either X ∩ U0 6= ∅ or X is not free
with respect to T − (U0 ∪
⋃i−1
ℓ=1 Zℓ).
We first assume that r ∈ V (H)−V (S). By Lemma 4.4, there exists a set Cr ⊆ V (G) with
|Cr| ≤ (k∆+1)
∆+1 such that for every vertex u ∈ Rr−(U0∪
⋃i−1
ℓ=1Zℓ) with degree at least ∆−1
inG−(U0∪
⋃i−1
ℓ=1 Zℓ), there exists (Au, Bu) ∈ T −(Cr∪U0∪
⋃i−1
ℓ=1 Zℓ) of order at most ∆−1 such
that u ∈ V (Au)−V (Bu). In addition, for every vertex u ∈ Rr−(U0∪
⋃i−1
ℓ=1 Zℓ) with degree less
than ∆−1 in G−(U0∪
⋃i−1
ℓ=1 Zℓ), there exists (Au, Bu) ∈ T −(U0∪
⋃i−1
ℓ=1 Zℓ) of order less than
∆−1 such that u ∈ V (Au)−V (Bu). Hence, for every vertex u ∈ Rr−(Cr∪U0∪
⋃i−1
ℓ=1 Zℓ), there
exists (Au, Bu) ∈ T −(Cr∪U0∪
⋃i−1
ℓ=1 Zℓ) of order at most ∆−1 such that u ∈ V (Au)−V (Bu).
Let ZS = Cr ∪ U0. Then for every R-compatible homeomorphic embedding π from H into
G −
⋃i−1
ℓ=1Zℓ with π(V (H) ∪ E(H)) ∩ (
⋃i−1
ℓ=1 Zℓ ∪ ZS) 6= ∅, (A
i
π, B
i
π) ∈ T − (
⋃i−1
ℓ=1Zℓ ∪ ZS)
of order at most (∆ − 1)|π(V (H)) ∩ V (Aiπ) − V (B
i
π)| with level greater than (A
i−1
π , B
i−1
π ),
where (Aiπ, B
i
π) = (A
i−1
π ∪Aπ(r), B
i−1
π ∩ Bπ(r)). So the claim is proved in this case.
Hence we may assume that r = 0. Let ZS = U0. For each R-compatible homeomorphic
embedding π from H into G − (
⋃i−1
ℓ=1 Zℓ ∪ ZS), if ZS ∩ V (A
i−1
π ∩ B
i−1
π ) 6= ∅, then defining
(Aiπ, B
i
π) = (A
i−1
π − ZS, B
i−1
π − ZS) is desired; otherwise, let (A
i
π, B
i
π) be the separation in
T − (
⋃i−1
ℓ=1 Zℓ ∪ ZS) such that V (A
i−1
π ) ∩ V (B
i−1
π ) ⊆ V (A
i
π), and subject to this, the order
is minimum, and subject to these, Aiπ is maximal. Since V (A
i−1
π ) ∩ V (B
i−1
π ) ∈ J0, it is not
free with respect to T − (
⋃i−1
ℓ=1 Zℓ ∪ ZS), so the order of (A
i
π, B
i
π) is less than the order of
(Ai−1π , B
i−1
π ). Hence it suffices to prove that A
i−1
π − ZS ⊆ A
i
π.
Suppose that Ai−1π − ZS 6⊆ A
i
π. Let (A
′, B′) = (Aiπ ∪ (A
i−1
π − ZS), B
i
π ∩ (B
i−1
π − ZS))
and (A′′, B′′) = (Aiπ ∩ (A
i−1
π − ZS), B
i
π ∪ (B
i−1
π − ZS)). Since θ is sufficiently large, both
(A′, B′) and (A′′, B′′) belong to T − (
⋃i−1
ℓ=1 Zℓ ∪ ZS). Since V (A
i−1
π ∩ B
i−1
π ) ∩ ZS = ∅ and
V (Ai−1π ∩B
i−1
π ) ⊆ V (A
i
π), we know V (A
i−1
π ∩B
i−1
π ) ⊆ V (A
′′ ∩B′′). So the order of (A′′, B′′)
is at least the order of (Ai−1π , B
i−1
π ). By the submodularity, the order of (A
′, B′) is at most
the order of (Aiπ, B
i
π). By the definition of (A
i
π, B
i
π), the order of (A
′, B′) equals (Aiπ, B
i
π),
and A′ ⊆ Aiπ. Hence A
i−1
π − ZS ⊆ A
i
π, a contradiction. This proves the claim and hence
proves the lemma.
5 Surfaces and vortices
A surface is a nonnull compact 2-manifold without boundary. A line in a surface Σ is a
subset of Σ homeomorphic to [0, 1]. An O-arc in a surface Σ is a subset of Σ homeomorphic
to a circle. For every subset ∆ of a surface Σ, we denote the closure of ∆ by ∆, and the
boundary of ∆ by ∂∆.
A drawing Γ in a surface Σ is a pair (U, V ), where V ⊆ U ⊆ Σ, U is closed, V is finite,
U − V has only finitely many arc-wise connected components, called edges, and for every
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edge e, either the closure e¯ of e is a line whose set of ends is e¯ ∩ V , or e¯ is an O-arc and
|e¯ ∩ V | = 1. Every component of Σ − U is called a region. Every member of V is called a
vertex. For a drawing Γ = (U, V ), we write U = U(Γ), V = V (Γ), and define the set of edges
to be E(Γ). If v is a vertex of a drawing Γ and e is an edge or a region of Γ, we say that e
is incident with v if v ∈ e. Note that the incidence relation between V (Γ) and E(Γ) defines
a graph, and we say that Γ is a drawing of G in Σ if G is defined by this incidence relation.
In this case, we say that G is embeddable in Σ, or G can be drawn in Σ.
Let Σ be a surface and Γ a drawing in Σ. The sets {v}, for all v ∈ V (Γ), the edges and
regions of Γ are called the atoms of Γ. We say that a drawing Γ′ is a subdrawing of Γ if
V (Γ′) ⊆ V (Γ) and E(Γ′) ⊆ E(Γ). We write Γ′ ⊆ Γ if Γ′ is a subdrawing of Γ. If ∆ ⊆ Σ is
a closed set such that either e¯ ⊆ ∆ or e ∩ ∆ = ∅ for each e ∈ E(Γ), then we define Γ ∩ ∆
to be the drawing (U(Γ) ∩∆, V (Γ) ∩∆). A subset Z of Σ is Γ-normal if Z ∩ U(Γ) ⊆ V (Γ).
If Σ is connected and not a sphere, we say that Γ is θ-representative if |F ∩ V (Γ)| ≥ θ for
every non-null-homotopic Γ-normal O-arc F in Σ. We say Γ is 2-cell if Σ is connected and
every region of Γ is an open disk.
Let Σ be a surface, and let Γ be a drawing of a graph G in Σ. A tangle in Γ and a
separation of Γ are a tangle in G and a separation of G, respectively. A tangle T in Γ
of order θ is said to be respectful (towards Σ) if Σ is connected and for every Γ-normal
O-arc F in Σ with |F ∩ V (Γ)| < θ, there is a closed disk ∆ ⊆ Σ with ∂∆ = F such that
(Γ ∩∆,Γ ∩ Σ−∆) ∈ T . It is clear that ∆ has to be unique, and we write ∆ = ins(F ); the
function ins is called the inside function of T .
Let Γ be a 2-cell drawing in a surface Σ. We say that a drawing K in Σ is a radial
drawing of Γ if it satisfies the following.
• U(Γ) ∩ U(K) = V (Γ) ⊆ V (K).
• Each region r of Γ contains a unique vertex of K.
• K is a drawing of a bipartite graph, and (V (Γ), V (K)− V (Γ)) is a bipartition of it.
• For every v ∈ V (Γ), the edges of K ∪ Γ incident with v belong alternately to Γ and to
K (in their cyclic order around v).
Let Γ be a 2-cell drawing in a surface Σ, and let K be a radial drawing of Γ. Assume
there exists a respectful tangle T in Γ of order θ. So T defines the inside function ins(·) of
T . If W is a closed walk of K, we define K|W to be the subdrawing of K formed by the
vertices and the edges in W . If the length of W is less than 2θ, then we define ins(W ) to be
the union of U(K|W ) and ins(C), taken over all cycles C of K|W . For any two atoms a, b
of K, define a function mT (a, b) as follows:
• if a = b, then mT (a, b) = 0;
• if a 6= b and a, b ⊆ ins(W ) for some closed walk W of K of length less than 2θ, then
mT (a, b) = min
1
2
|E(W )|, taking over all such closed walks W ;
• otherwise, mT (a, b) = θ.
Note that K is bipartite, so mT is integral. In addition, for every atom c of Γ, we define
a(c) to be an atom of K such that
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• a(c) = c if c ⊆ V (Γ);
• a(c) is the region of K including c if c is an edge of Γ;
• a(c) = {v}, where v is the vertex of K in c, if c is a region of Γ.
For atoms b, c of Γ, we define mT (b, c) = mT (a(b), a(c)). Note that [23, Theorem 9.1] implies
that if T is a respectful tangle in Γ, then mT is a metric on the atoms of Γ.
Let T be a respectful tangle in a 2-cell drawing G in a surface Σ. If X, Y are sets of
atoms of G, then we define mT (X, Y ) = min{mT (x, y) : x ∈ X, y ∈ Y }. When one of X and
Y , say Y , has size one, we denote mT (X, Y ) by mT (X, y), where y is the unique element of
Y .
The following is a restatement of a result in [16].
Theorem 5.1 ([16, Theorem 5.3]). Let Σ be a surface, and let Γ be a 2-cell drawing of a
graph in Σ with E(Γ) 6= ∅. Let T be a respectful tangle of order θ in Γ. Let x ∈ V (Γ). If
(A,B) ∈ T is a separation of Γ such that x ∈ V (A)− V (B) and there exists a path P in A
from x to a vertex y ∈ V (A) internally disjoint from V (B), then mT (x, y) ≤ |V (A)∩V (B)|.
We prove a variation of Theorem 5.1 as follows.
Lemma 5.2. Let Σ be a surface, and let Γ be a 2-cell drawing of a graph in Σ with E(Γ) 6= ∅.
Let T be a respectful tangle of order θ in Γ. Let X ⊆ V (Γ). If (A,B) ∈ T is a separation
of Γ of order less than |X| such that X ⊆ V (A), and subject to this, A is minimal, then
mT (X, y) ≤ |V (A) ∩ V (B)| for every y ∈ V (A).
Proof. Since |V (A ∩ B)| < |X| and X ⊆ V (A), X − V (B) 6= ∅. By the minimality of A,
every component of A−V (A∩B) intersects X−V (B), and each vertex in V (A∩B) is either
in X or adjacent to some vertex in V (A) − V (B). So for every y ∈ V (A), either y ∈ X , or
there exists a path in A from a vertex xy ∈ X − V (B) to y internally disjoint from V (B).
If y ∈ X , then mT (X, y) = 0; otherwise, mT (xy, y) ≤ |V (A ∩ B)| by Theorem 5.1. Hence
mT (X, y) ≤ |V (A ∩ B)| for every y ∈ V (A).
Let G and H be graphs. Let T ′ be a tangle in H of order θ ≥ 2. Let α be an H-minor
in G. Let T be the set of separations (A,B) of G of order less than θ such that there exists
(A′, B′) ∈ T ′ with α(E(A′)) = E(A) ∩ α(E(H)). It was proved in [22, Theorem (6.1)] that
T is a tangle in G of order θ, and we say that T is the tangle induced by T ′. We say that
T ′ is conformal with a tangle T ′′ in G if T ⊆ T ′′.
Let Γ be a 2-cell drawing in a surface Σ, and let T be a respectful tangle of order θ in
Γ. Let x be an atom of Γ. A λ-zone around x is an open disk ∆ in Σ with x ⊆ ∆ such
that ∂∆ is an O-arc, ∂∆ ⊆ U(Γ), mT (x, y) ≤ λ for every atom y of Γ with y ⊆ ∆, and if
x ∈ E(Γ), then λ ≥ 2. A λ-zone is a λ-zone around some atom. Let ∆ be a λ-zone. Note
that U(Γ) ∩ ∂∆ is a cycle, and the drawing Γ′ = Γ ∩ (Σ−∆) is 2-cell in Σ. We say that Γ′
is the drawing obtained from Γ by clearing ∆. We say that T ′ is a tangle of order θ− 4λ− 2
obtained by clearing ∆ if T ′ is a tangle in Γ′ of order θ − 4λ− 2 satisfying the following.
• T ′ is respectful with a metric mT ′.
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• T ′ is conformal with T .
• If x, y are atoms of Γ and x′, y′ are atoms of Γ′ with x ⊆ x′ and y ⊆ y′, then mT (x, y) ≥
mT ′(x
′, y′) ≥ mT (x, y)− 4λ− 2.
The following are some useful results.
Theorem 5.3 ([24, Theorem (7.10)]). Let ∆ be a λ-zone. If θ ≥ 4λ+ 3, then there exists a
unique respectful tangle of order θ − 4λ− 2 obtained by clearing ∆.
Theorem 5.4 ([26, Theorem (9.2)]). Let Γ be a 2-cell drawing in a surface Σ, and let T be a
respectful tangle in Γ of order θ. Let x be an atom of Γ, and λ an integer with 2 ≤ λ ≤ θ−4.
Then there exists a (λ + 3)-zone ∆ around x such that x′ ⊆ ∆ for every atom x′ of Γ with
mT (x, x
′) ≤ λ.
Lemma 5.5 ([16, Lemma 5.7]). Let Γ be a 2-cell drawing in a surface, z an atom, and T
a respectful tangle in Γ of order θ. Let λ be a nonnegative integer, and let C be the cycle of
the boundary of a λ-zone around z. If θ ≥ λ+8, then there exists a (λ+7)-zone Λ around z
such that the cycle bounding Λ is disjoint from C, and Λ contains the λ-zone bounded by C.
A tree-decomposition of a graph G is a pair (T,X ), where T is a tree and X = {Xt : t ∈
V (T )} such that the following hold.
•
⋃
t∈V (T )Xt = V (G).
• For every edge e of G, there exists t ∈ V (T ) such that Xt contains all ends of e.
• For every vertex v of G, the subgraph of T induced by the set {t ∈ V (T ) : v ∈ Xt} is
connected.
The width of (T,X ) is max{|Xt| − 1 : t ∈ V (T )}. The tree-width of G is the minimum width
of a tree-decomposition of G. The adhesion of (T,X ) is max{|Xt ∩ Xt′ | : tt
′ ∈ E(T )}. We
say that a tree-decomposition (T,X ) is a path-decomposition if T is path.
A society is a pair (S,Ω), where S is a graph and Ω is a cyclic permutation of a subset
Ω of V (S). Let ρ be a nonnegative integer. A society (S,Ω) is a ρ-vortex if for all distinct
u, v ∈ Ω, there do not exist ρ+1 mutually disjoint paths of S between I ∪ {u} and J ∪ {v},
where I is the set of vertices in Ω after u and before v in Ω, and J is the set of vertices in Ω
after v and before u in Ω.
Let (S,Ω) be a society with Ω = {v1, v2, ..., v|Ω|} in order. A vortical decomposition
of (S,Ω) is a path-decomposition (t1t2...t|Ω|, {Xti : 1 ≤ i ≤ |Ω|}) such that vi ∈ Xti for
1 ≤ i ≤ |Ω|. The following theorem ensures the existence of a vortical decomposition.
Theorem 5.6 ([21, Theorem (8.1)]). For every positive integer ρ, every ρ-vortex has a
vortical decomposition with adhesion at most ρ.
A segregation of a graph G is a set S of societies such that the following hold.
• S is a subgraph of G for every (S,Ω) ∈ S, and
⋃
(S,Ω)∈S S = G.
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• For any distinct (S,Ω) and (S ′,Ω′) ∈ S, V (S ∩ S ′) ⊆ Ω ∩ Ω′ and E(S ∩ S ′) = ∅.
We write V (S) =
⋃
(S,Ω)∈S Ω. For a tangle T in G, we say that a segregation S of G is
T -central if for every (S,Ω) ∈ S, there is no (A,B) ∈ T of order at most half of the order of
T with B ⊆ S.
Let S be a segregation of a graph G. Let S1,S2 be subsets of S with S1 ∩ S2 = ∅ and
S1 ∪ S2 = S such that |Ω| ≤ 3 for every (S,Ω) ∈ S1. We say S is effective with respect to
(S1,S2) if for every (S,Ω) ∈ S1 with |Ω| ≤ 3 and every v ∈ Ω, there exist |Ω| − 1 paths in S
from v to Ω− {v} such that the intersection of them is {v}.
Let Σ be a surface and S = {(S1,Ω1), ..., (Sk,Ωk)} a segregation of G. An arrangement
of S in Σ is a function α with domain S ∪ V (S), such that the following hold.
• For 1 ≤ i ≤ k, α(Si,Ωi) is a closed disk ∆i ⊆ Σ, and α(x) ∈ ∂∆i for each x ∈ Ωi.
• For 1 ≤ i < j ≤ k, if x ∈ ∆i ∩∆j , then x = α(v) for some v ∈ Ωi ∩ Ωj .
• For all distinct x, y ∈ V (S), α(x) 6= α(y).
• For 1 ≤ i ≤ k, Ωi is mapped by α to a natural order of α(Ωi) determined by ∂∆i.
An arrangement is proper if ∆i ∩∆j = ∅ for all 1 ≤ i < j ≤ k such that |Ωi|, |Ωj| > 3.
Let S be a segregation of a graph G. Let S1,S2 be subsets of S with S1 ∩ S2 = ∅ and
S1 ∪ S2 = S such that |Ω| ≤ 3 for every (S,Ω) ∈ S1. Let α be a proper arrangement of
S in a surface Σ. The skeleton of α with respect to (S1,S2) is the drawing Γ = (U, V ) in
Σ with V (Γ) = {α(v) : v ∈ V (S)} such that U(Γ) consists of the boundary of α(S,Ω) for
each (S,Ω) ∈ S1 with |Ω| = 3, and a line in the boundary of α(S
′,Ω′) with ends Ω′ for
each (S ′,Ω′) ∈ S1 with |Ω′| = 2. Note that we do not add any edges into the skeleton for
(S,Ω) ∈ S1 with |Ω| ≤ 1 and for (S,Ω) ∈ S2. Note that if S is an effective segregation with
respect to (S1,S2), then the skeleton of α with respect to (S1,S2) is a minor of G.
We shall prove a lemma that allows us to modify a segregation but still keep the T -central
property. We will need the following lemma proved in [16].
Lemma 5.7 ([16, Lemma 6.4]). Let ρ be an integer, G a graph, T a tangle in G of order
at least 2ρ + 2, and S a segregation of G. If (S,Ω) ∈ S is a ρ-vortex and there exists no
(A,B) ∈ T of order at most 2ρ + 1 such that B ⊆ S, then there exists no (A′, B′) ∈ T of
order at most the half of the order of T such that B′ ⊆ S.
Lemma 5.8. Let ρ be an integer and Σ a surface. Let G be a graph and T a tangle in G of
order at least 2ρ+2. Let S be a T -central segregation of G, and let S1 be a subset of S such
that |Ω| ≤ 3 for every (S,Ω) ∈ S1. Let S
′
1 be a subset of S1, and let S
′ be a segregation of
G such that S ′1 ⊆ S
′ and (S,Ω) is a ρ-vortex for every (S,Ω) ∈ S ′ − S ′1. Let α be a proper
arrangement of S ′ in Σ, and let G′ be the skeleton of α with respect to (S ′1,S
′−S ′1). Assume
that there exists a G′-minor β in G and a tangle T ′ in G′ conformal with T . If T ′ has order
at least 2ρ+ 2, then S ′ is T -central.
Proof. Since S ′1 ⊆ S1 and S is T -central, by Lemma 5.7, it suffices to prove that there exists
no (A,B) ∈ T with order at most 2ρ+1 such that B ⊆ S for some (S,Ω) ∈ S ′−S ′1. Suppose
to the contrary that there exist (S,Ω) ∈ S ′−S ′1 and (A,B) ∈ T with order at most 2ρ+1 with
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B ⊆ S. Define (A′, B′) to be a separation of G′ such that β(E(A′)) = E(A) ∩ β(E(G′)) and
β(E(B′)) = E(B) ∩ β(E(G′)). Since T ′ is conformal with T and (A,B) ∈ T , (A′, B′) ∈ T ′.
Since V (S) ∩ V (G′) ⊆ Ω, V (B′) ⊆ Ω. So every vertex in V (B′)− V (A′) has degree at most
two in B′. Since the order of T ′ is at least 2ρ+ 2 ≥ 4, by (T1), we may repeatedly remove
a path in B′ with internal vertices in V (B′) − V (A′) from B′ to A′ to obtain a separation
(A′′, B′′) ∈ T ′ with V (A′′ ∩ B′′) = V (A′ ∩ B′) such that V (B′′) ⊆ V (A′′ ∩ B′′). Hence,
|V (B′′)| ≤ 2ρ + 1, so (B′, A′) ∈ T ′′ by (T1) and (T3), a contradiction. This proves that S ′
is T -central.
Let Γ be a 2-cell drawing in a surface having a respectful tangle T . Let Λ be a λ-zone
(with respect to mT ) around some atom of Γ for some nonnegative integer λ. For every
v ∈ V (Γ) ∩ ∂Λ, a loose component with respect to (Λ, v, T ) is a component L of Γ− v such
that some vertex of L is adjacent to v, and there exists no separation (A,B) ∈ T with
V (A∩B) = {v} and V (B) = V (L)∪{v}; we call v the attachment of L. A loose component
with respect to (Λ, T ) is a loose component with respect to (Λ, v, T ) for some v ∈ V (Γ)∩∂Λ.
The following result proved in [16] will be useful.
Lemma 5.9 ([16, Lemma 6.1]). Let t, ρ, θ be nonnegative integers. Let G be a graph. Let
S = S1∪S2 with S1∩S2 = ∅ be a segregation of G such that |Ω| ≤ 3 for every (S,Ω) ∈ S1. Let
α be a proper arrangement of S with respect to (S1,S2) of G in a surface Σ. Let (S,Ω) ∈ S
be a ρ-vortex. Let G′ be the skeleton of α. Let T ′ be a respectful tangle in G′ of order θ. If
G′ is 2-cell and θ ≥ 4t+ 59, then there exists a cycle C such that the following hold.
1. C bounds a (t+ 14)-zone Λ in G′ around some vertex in Ω¯.
2. Λ contains every atom x of G′ with mT ′(x, y) ≤ t for some y ∈ Ω¯.
3. The closure of Λ contains α(S,Ω).
4. Let S ′ be the union of S ′′ over all societies (S ′′,Ω′′) ∈ S with
• either α(S ′′,Ω′′) ⊆ Λ, or
• |Ω′′| = 2 and α(S ′′,Ω′′) ∩ E(C) 6= ∅, or
• Ω′′ contained in the union of some loose component with respect to (Λ, T ′) and its
attachment, or
• |Ω′′| = 1 and Ω′′ ⊆ V (C).
Let Ω′ = V (C)−{x ∈ V (C) : every edge of G′ incident with x is either contained in Λ
or incident in G′ with a vertex in a loose component with respect to (Λ, T ′)}, and let
Ω′ be a cyclic ordering consistent with the cyclic ordering of C. If every (S ′′,Ω′′) ∈ S2
with α(S ′′,Ω′′) ⊆ Λ is a ρS′′-vortex for some nonnegative integer ρS′′, then (S
′,Ω′) is a
(ρ+t+8+
∑
S′′ ρS′′)-vortex, where the sum is over all societies (S
′′,Ω′′) ∈ S2−{(S,Ω)}
with α(S ′′,Ω′′) ⊆ Λ.
5. Let S∗1 = S1 − {(S
′′,Ω′′) ∈ S1 : S
′′ ⊆ S ′} and S∗2 = (S2 − {(S
′′,Ω′′) ∈ S2 : S
′′ ⊆ S ′}) ∪
{(S ′,Ω′)}. If mT ′(x, y) ≥ 3 for every atom x ⊆ ∂Λ and y ∈ V (Ω′′) with (S
′′,Ω′′) ∈
S∗2 − {(S
′,Ω′)}, then S∗ is a segregation, and there exists a proper arrangement α∗ of
S∗1 ∪ S
∗
2 with respect to (S
∗
1 ,S
∗
2 ) such that the skeleton G
∗ of α∗
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• is obtained from G′ by clearing Λ and deleting some edges in E(C) and all loose
components with respect to (Λ, T ′) and deleting all resulting isolated vertices,
• is 2-cell, and
• has a respectful tangle T ∗ conformal with T ′ of order at least θ−4t−58 such that
mT ′(x
′, y′) ≥ mT ∗(x, y) ≥ mT ′(x
′, y′) − 4t − 58 for all atoms x, y of G∗, where
x′, y′ are atoms of G′ with x′ ⊆ x and y′ ⊆ y.
Let κ, ρ be nonnegative integers. For subsets S1,S2 of a segregation S, we say that
(S1,S2) is a (κ, ρ)-witness of S if S1 ∪ S2 = S, S1 ∩ S2 = ∅, |Ω| ≤ 3 for every (S,Ω) ∈ S1,
|S2| ≤ κ and every member of S2 is a ρ-vortex. (Note that we do not require that |Ω| > 3 for
every member (S,Ω) ∈ S2.) We say that S is a (κ, ρ)-segregation if it has a (κ, ρ)-witness.
Let k, θ′ be positive integers with θ′ ≥ 15k. Let G be a graph. Let S be a segregation
of G, and let S1,S2 be subsets of S with S1 ∩ S2 = ∅ and S1 ∪ S2 = S such that |Ω| ≤ 3
for every (S,Ω) ∈ S1. Let α be a proper arrangement of S in a surface Σ such that the
skeleton G′ of α with respect to (S1,S2) has a respectful tangle T
′ of order at least θ′. For
(S,Ω) ∈ S, a buffer system around (S,Ω) with k layers is a collection CS that consists of k
disjoint cycles C1, C2, ..., Ck in G
′ such that there exists xS ∈ Ω such that for each i ∈ [k],
Ci is the boundary cycle of a (7(i − 1) + 5)-zone Λi around xS containing the disk α(S,Ω)
in Σ such that Λ1 ⊂ Λ2 ⊂ ... ⊂ Λk. Note that the existence of a buffer system around
(S,Ω) follows from Lemmas 5.4 and 5.5, since mT ′(x, y) ≤ 2 for any x, y ∈ Ω. Let κ, ρ be
nonnegative integers, and let (S1,S2) be a (κ, ρ)-witness of S. A buffer system with k layers
of α with respect to (S1,S2) is a collection {CS : (S,Ω) ∈ S2} such that for each (S,Ω) ∈ S2,
CS is a buffer system around (S,Ω) with k layers. Note that if mT ′(Ω,Ω′) ≥ 15k for all
distinct (S,Ω), (S ′,Ω′) ∈ S2, then the cycles in any buffer system with k layers of α with
respect to (S1,S2) are pairwise disjoint.
Let Σ be a surface, θ an integer and φ a nondecreasing function with domain Z. We say
that an arrangement α of a segregation S of a graph G with a (κ, ρ)-witness (S1,S2) in Σ is
a (Σ, θ, φ)-arrangement with respect to (S1,S2) if the following hold.
• α is a proper arrangement of S in Σ.
• The skeleton of α with respect to (S1,S2) is a 2-cell drawing in Σ.
• There exists a respectful tangle T ′ of order at least θ in the skeleton of α with respect
to (S1,S2).
• Let ρ′ be the smallest integer such that every member of S2 is a ρ
′-vortex. Then
mT ′(Ω,Ω′) ≥ φ(ρ
′) for all distinct members (S,Ω), (S ′,Ω′) of S2.
We further say this arrangement α is a (Σ, θ, φ, T )-arrangement with respect to (S1,S2) if
the following hold.
• T is a tangle in G such that S is a T -central segregation,
• The skeleton of α with respect to (S1,S2) is a minor of G.
• The respectful tangle T ′ of the skeleton of α with respect to (S1,S2) mentioned above
is conformal with T .
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Lemma 5.10. For all integers κ, ρ and nondecreasing function φ with domain Z, there
exists an integer ρ∗ = ρ∗(κ, ρ, φ) such that for every integer θ∗, there exists an integer
θ = θ(κ, ρ, φ, θ∗) such that if T is a tangle in a graph G, and S is a T -central segregation
of G with a (κ, ρ)-witness (S1,S2) with a proper arrangement α in a surface Σ such that the
skeleton of α with respect to (S1,S2) is a minor of G and is a 2-cell drawing in a surface Σ
with a respectful tangle with order at least θ conformal with T , then there exists a T -central
segregation S∗ of G with a (κ, ρ∗)-witness (S∗1 ,S
∗
2) such that the following hold.
1. S∗1 ⊆ S1 and
⋃
(S,Ω)∈S2
S ⊆
⋃
(S,Ω)∈S∗2
S.
2. S∗ has a (Σ, θ∗, φ, T )-arrangement with respect to (S∗1 ,S
∗
2 ) in Σ.
Proof. Define sequences (τm : n ≥ 0), (a
∗
m,n : m,n ≥ 0) and (b
∗
m,n : m,n ≥ 0) as follows.
• τ0 = ρ.
• For each m ≥ 0, define a∗m,0 = φ(τm).
• For each m ≥ 0, n ≥ 0, define b∗m,n = κa
∗
m,n + 14.
• For each m ≥ 0, n ≥ 1, define a∗m,n = κb
∗
m,n−1.
• For each m ≥ 1, define τm = (κ+ 1)τm−1 + a
∗
m−1,κ + 8.
Define ρ∗ = τκ−1 and θ = θ
∗ + (4b∗κ,κ + 58κ)(κ− 1) + 2ρ
∗ + 2.
Let G be a graph, and let T be a tangle in G. Let S be a T -central segregation of G with
a (κ, ρ)-witness (S1,S2). Let α be a proper arrangement of S in Σ such that the skeleton G
′
of α with respect to (S1,S2) is a minor of G and is a 2-cell drawing in a surface Σ with a
respectful tangle T ′ with order at least θ conformal with T .
We say that (S,S1,S2) is i-good if i is a nonnegative integer such that S is a T -central
segregation of G with a (κ− i, τi)-witness (S1,S2) and has a proper arrangement of S in Σ
whose skeleton with respect to (S1,S2) is a minor of G and is a 2-cell drawing in Σ with a
respectful tangle with order at least θ−(4b∗κ,κ+58κ)i conformal with T . Note that (S,S1,S2)
is 0-good.
We shall prove this lemma by induction on κ− i. Note that this lemma holds if κ− i = 1,
since we can take (S∗,S∗1 ,S
∗
2 ) = (S,S1,S2). So to prove this lemma, it suffices to prove that
if (S,S1,S2) is i-good, then there exists a T -central segregation S
′ of G and subsets S ′1,S
′
2 of
S ′ with S ′1∪S
′
2 = S
′, |S ′2| < |S2|, S
′
1 ⊆ S1 and
⋃
(S,Ω)∈S2
S ⊆
⋃
(S,Ω)∈S′2
S such that (S ′,S ′1,S
′
2)
is (i+ 1)-good.
Let ρ0 be the smallest integer such that every member of S2 is a ρ0-vortex. Note that
ρ0 ≤ τi. Define two sequences (an : n ≥ 0) and (bn : n ≥ 0) such that a0 = φ(ρ0), b0 = a0+14
and for i ≥ 1, ai = κbi−1 and bi = ai + 14.
Claim 1: There exists a collection C of cycles in G′ with the following property.
• Each member of C bounds a disk in Σ.
• For each member C of C, there exists (SC ,ΩC) ∈ S2 such that C satisfies the conclusions
of Lemma 5.9 for choosing (S,Ω) = (SC ,ΩC) and t = a|S2|−|C|.
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• The closure of the disks bounded by the members of C are pairwise disjoint.
Proof of Claim 1: For each member (S,Ω) ∈ S2, let CS be the cycle C mentioned in
Lemma 5.9 by choosing t = φ(ρ0). Then the collection {CS : (S,Ω) ∈ S2} satisfies the first
two bullets of the conditions for C. Let C′ be a collection of cycles in G′ satisfying the first
two bullets, and subject to these, |C′| is minimum. We shall prove that C′ satisfies all bullets
of the conditions for C.
For each C ∈ C′, let ΛC be the open disk in Σ bounded by C. Let ∆1,∆2, ...,∆ℓ (for
some ℓ) be the connected components of
⋃
C∈C′ ΛC in Σ, where ΛC is the closure of ΛC .
We may assume that ΛC ∩ ΛC′ 6= ∅ for some distinct members C,C
′ ∈ C′; otherwise we
are done. Hence ℓ < |C′| and |C′| ≥ 2. For each i ∈ [ℓ], let ki be the number of members
C ∈ C′ such that ΛC ⊆ ∆i, and let (Si,Ωi) be a member of S2 such that it equals (SC ,ΩC)
for some C ∈ C′ with ΛC ⊆ ∆i. Note that for each i ∈ [ℓ] and each atom x of G
′ ∩ ∆i,
mT ′(x,Ωi) ≤ ki(a|S2|−|C′| + 14) = kib|S2|−|C′| ≤ κb|S2|−|C′| = a|S2|−|C′|+1 ≤ a|S2|−ℓ. For each i,
define Di to be the cycle in G
′ bounding an (a|S2|−ℓ + 14)-zone Λi mentioned in Lemma 5.9
by choosing (S,Ω) = (Si,Ωi) and t = a|S2|−ℓ. Then the collection {Di : 1 ≤ i ≤ ℓ} satisfies
the first two bullets of the conditions for C but has size less than |C′|, a contradiction. This
proves the existence of C. 
Let C be a collection satisfying Claim 1 with |C| maximum. If |C| = |S2|, then α is
a (Σ, θ∗, φ, T )-arrangement of S and we are done, since mT ′(Ω,Ω′) ≥ a0 = φ(ρ0) for any
distinct members (S,Ω), (S ′,Ω′) of S2. So we may assume that |C| < |S2|. For each member
C ∈ C, let (S ′C ,Ω
′
C) be the society (S
′,Ω′) mentioned in Lemma 5.9 by choosing (S,Ω) =
(SC ,ΩC) and t = a|S2|−|C|. By Lemma 5.9, each (S
′
C ,Ω
′
C) is a (ρ0+a|S2|−|C|+8+|S2|ρ0)-vortex.
If mT ′(V (C), V (C
′)) ≤ 2 for some distinct members C,C ′ of C, then we can find another
collection of cycles satisfying Claim 1 with size smaller than |C|, contradicting the maximality
of |C|. So mT ′(V (C), V (C
′)) ≥ 3 for all distinct members C,C ′ of C. By the third bullet
of the conditions for C, if V (S ′C) ∩ V (S
′
C′) 6= ∅ for distinct members C,C
′ of C, then some
loose component for C intersects some loose component for C ′, so mT ′(V (C), V (C
′)) ≤ 2, a
contradiction. Hence V (S ′C) ∩ V (S
′
C′) = ∅ for distinct members C,C
′ of C.
Define S ′2 = {(S
′
C,Ω
′
C) : C ∈ C} and S
′
1 = {(S1,Ω1) ∈ S1 : S1 6⊆
⋃
(S′
C
,Ω′
C
)∈S′2
S ′C}. Let
S ′ = S ′1 ∪ S
′
2. Since mT ′(V (C), V (C
′)) ≥ 3 for all distinct members C,C ′ of C, Lemma 5.9
implies that S ′ is a segregation of G with a (κ−1, (κ+1)ρ0+aκ+8)-witness (S
′
1,S
′
2), and there
exists a proper arrangement α′ in Σ such that the skeleton G′′ of α′ with respect to (S ′1,S
′
2) is a
subgraph of G′ (and hence is a minor ofG), is 2-cell, and has a respectful tangle T ′′ of order at
least θ−(4b∗κ,κ+58κ)i−κ(4aκ+58) ≥ θ−(4b
∗
κ,κ+58κ)i−(4bκ+58κ) ≥ θ−(4b
∗
κ,κ+58κ)(i+1) in
G′′ conformal with T . Furthermore, S ′1 ⊆ S1,
⋃
(S,Ω)∈S2
S ⊆
⋃
(S,Ω)∈S′2
S and |S ′2| = |C| < |S2|.
In addition, Lemma 5.8 implies that S ′ is T -central. This proves that (S ′,S ′1,S
′
2) is (i+ 1)-
good and completes the proof of this lemma.
The following lemma provides a tool to sweep atoms in a small zone of the skeleton of a
segregation into vortices.
Lemma 5.11. For all integers κ, k, there exists κ∗ = κ∗(κ, k) such that for all integers ρ, λ
and nondecreasing function φ with domain Z, there exists ρ∗ = ρ∗(κ, k, ρ, λ, φ) such that for
every integer θ∗, there exists θ = θ(κ, k, ρ, λ, φ, θ∗) such that the following hold. Let T be a
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tangle in a graph G, and let S be a T -central segregation of G with a (κ, ρ)-witness (S1,S2)
with a proper arrangement α in a surface Σ such that the skeleton G′ of α with respect to
(S1,S2) is a minor of G and is a 2-cell drawing in a surface Σ with a respectful tangle with
order at least θ that is conformal with T . If Λ1,Λ2, ...,Λk are λ-zones around some atoms
of G′, then there exists a T -central segregation S∗ of G with a (κ∗, ρ∗)-witness (S∗1 ,S
∗
2 ) such
that the following hold.
1. S∗1 ⊆ S1 and (
⋃
(S,Ω)∈S2
S) ∪ (
⋃
(S,Ω)∈S1,α(S,Ω)⊆
⋃k
i=1 Λi
S) ⊆
⋃
(S,Ω)∈S∗2
S.
2. S∗ has a (Σ, θ∗, φ, T )-arrangement with respect to (S∗1 ,S
∗
2 ) in Σ.
Proof. Let λ0 = λ + 5 and λi = 3λi−1 + 34 for every i ≥ 1. Define κ
′ = κ + k and
ρ′ = λκ′ +22+ (κ+1)ρ. Define κ
∗ = κ′; define ρ∗ to be the number ρ∗ mentioned in Lemma
5.10 by taking κ = κ′, ρ = ρ′ and φ = φ; define θ′ to be the number θ mentioned in Lemma
5.10 by taking κ = κ′, ρ = ρ′, θ∗ = θ∗ and φ = φ. Define θ = θ′ + 4ρ′κ∗ + 2ρ′ + 2. Note that
κ∗, ρ∗ do not depend on θ∗.
For each i ∈ [k], let vi be an atom of G
′ such that Λi is a λ-zone around vi. For each
(S,Ω) ∈ S2, let vS be a vertex in Ω, and let ΛS be a 5-zone around vS containing Ω. Note
that the existence of ΛS follows from Lemma 5.4. Let W0 = {Λi,ΛS : i ∈ [k], (S,Ω) ∈ S2}.
Claim 1: There exist t ∈ [k + |S2|] ∪ {0}, a set Rt ⊆ {vi, vS : i ∈ [k], (S,Ω) ∈ S2} with
|Rt| ≤ k + |S2| − t and a collection Wj of λt-zones around some elements in Rt such that⋃
W∈Wj
W ⊇ (
⋃k
i=1 Λi) ∪
⋃
(S,Ω)∈S2
α(S,Ω) and mT ′(r1, r2) ≥ 2λt + 32 for every distinct
elements r1, r2 of Rt.
Proof of Claim 1: There exist j ∈ [k+ |S2|]∪ {0}, a set Rj ⊆ {vi, vS : i ∈ [k], (S,Ω) ∈ S2}
with |Rj | ≤ k + |S2| − j and a collection Wj of λj-zones around some elements in Rj such
that
⋃
W∈Wj
W ⊇ (
⋃k
i=1 Λi) ∪
⋃
(S,Ω)∈S2
α(S,Ω). Note that such a number j and sets Rj,Wj
exist as we can take j = 0 and Rj = {vi, vS : i ∈ [k], (S,Ω) ∈ S2} and Wj =W0. We assume
that j is as large as possible. We may assume that there exist distinct a, b ∈ Rj such that
mT ′(a, b) ≤ 2λj + 31, for otherwise we are done. In particular, Rj 6= ∅, so j ≤ k + |S2| − 1.
By Lemma 5.4, there exists a (3λj + 34)-zone W around a containing every atom x of G
′
with mT ′(x, a) ≤ 3λj+31. LetWa,Wb be the members ofWj around a, b, respectively. Since
mT ′(a, b) ≤ 2λj + 31, W contains Wa ∪Wb. Define Wj+1 = (Wj − {Wa,Wb}) ∪ {W} and
Rj+1 = Rj −{b}. Since λj+1 = 3λj + 34, the existence of the sets Wj+1 and Rj+1 contradict
the maximality of j. This proves the claim. 
Note that for every vertex v ∈ V (G′), the society (v, {v}) is a 0-vortex. By Lemma 5.9,
for each x ∈ Rt, there exists a (λt+14)-zone Λx around x in G
′ such that the following hold.
• Λx contains every atom y in G
′ with mT ′(x, y) ≤ λt.
•
⋃
x∈Rt
Λx ⊇ (
⋃k
i=1 Λi) ∪ (
⋃
(S,Ω)∈S2
α(S,Ω)).
• Each Λx defines a (λt+22+ (κ+1)ρ)-vortex (S
′
x,Ω
′
x) as the vortex (S
′,Ω′) mentioned
in Lemma 5.9.
Define S ′2 = {(S
′
x,Ω
′
x) : x ∈ Rt}. Define S
′
1 = {(S,Ω) ∈ S1 : S 6⊆
⋃
(S′,Ω′)∈S′2
S ′}, and
S ′ = S ′1 ∪ S
′
2. Since mT ′(r1, r2) ≥ 2λt + 32 for every distinct r1, r2 ∈ Rt, Lemma 5.9
implies that S ′ is a segregation of G with a (κ′, ρ′)-witness (S ′1,S
′
2), and there exists a proper
25
arrangement of S ′ such that its skeleton with respect to (S ′1,S
′
2) is a minor of G, is 2-cell
and has a respectful tangle of order at least θ− (4λt+ 58)κ
′ ≥ θ′ + 2ρ′+ 2 that is conformal
with T . By Lemma 5.8, S ′ is T -central. Then a desired T -central segregation S∗ of G with
a (κ∗, ρ∗)-witness (S∗1 ,S
∗
2 ) and a (Σ, θ
∗, φ, T )-arrangement with respect to (S∗1 ,S
∗
2 ) in Σ can
be obtained by applying Lemma 5.10 to S ′. This completes the proof.
6 Pseudo-embeddings
Let H be a graph and Σ a surface. A pseudo-embedding of H in Σ is a mapping π :
V (H) ∪ E(H)→ Σ such that the following hold.
• π|V (H) is injective.
• For each edge e with ends u, v (may not be distinct), π(e) is a simple curve c : [0, 1]→ Σ
such that c(0) = π(u), c(1) = π(v), c((0, 1))∩π(V (H)) = ∅, and c([0, 1]) 6= {c(0), c(1)}.
• If e, e′ are distinct edges of H , then for every x ∈ π(e)∩ π(e′), there exists an open set
B ⊆ Σ such that B ∩ π(e) ∩ π(e′) = {x}.
We say that a point x ∈ Σ is a crossing-point if there exist distinct edges e, e′ of H such that
x ∈ π(e) ∩ π(e′)− π(V (e) ∪ V (e′)).
We say that a disk ∆ in a surface Σ is oriented if there exists a point p ∈ ∆ and a linear
ordering Ω(p) of ∂∆ such that p is the first element in Ω(p), and Ω(p) is consistent with a
linear ordering of ∂∆ obtained by tracing ∂∆.
Let κ be a nonnegative integer, and ∆1,∆2, ...,∆κ be oriented open disks in Σ such that
their closure are pairwise disjoint. For each i ∈ [κ], let pi be the point in ∂∆i and Ωi(pi) the
linear ordering witnessing that ∆i is an oriented disk. We say that a pseudo-embedding π
of a graph H in Σ is legal with respect to {∆1, ...,∆κ} if the following hold.
• π(V (H)) ∩ (
⋃κ
i=1 ∂∆i) = ∅.
• π(E(H)) ∩ {pi : i ∈ [κ]} = ∅.
• For every i ∈ [κ] and x ∈ ∂∆i ∩ π(E(H)), there exists an open set B ⊆ Σ with x ∈ B
such that B∩∆i∩π(E(H)) has at most one connected component, and this component
contains a point other than x.
For each i ∈ [κ], let Γi be the union of the connected components of ∆i ∩ π(e) disjoint
from π(V (e)) over all e ∈ E(H); define Si to be the graph such that V (Si) = Γi ∩ ∂∆i
and for each pair of distinct vertices x, y of Si, they are adjacent if and only if there exists
e ∈ E(H) such that some connected component of ∆i ∩ π(e) links x, y in Γi. Note that Si
is a simple 1-regular graph. We call Si the ∆i-dive of π. As we may identify the vertices of
Si with some points in ∂∆i, we abuse the notation and assume that Ωi(pi) is an ordering on
V (Si). We define the ∆i-depth of π to be the minimum ρ such that there exists no partition
{I ′, I ′′} of Ωi(pi) into two cyclic intervals such that there exist ρ disjoint paths in Si from
I ′ to I ′′. Define Ri to be the graph such that V (Ri) = {v ∈ V (H) : π(v) ∈ ∆i} ∪ {x ∈
∂∆i ∩ π(E(H)) : x is an endpoint of some connected component of ∆i ∩ π(E(H))}, and
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E(Ri) = {e ∈ E(H) : π(e) ⊆ ∆i} ∪ {xv : v ∈ V (H), π(v) ∈ ∆i, x ∈ ∂∆i and there exists
e ∈ E(H) such that some connected component of ∆i∩π(e) contains {x, π(v)}}. We call the
graph Si ∪ Ri the ∆i-miniature of π in Σ. Note that V (Ri) ∩ ∂∆i naturally partitions ∂∆i
into intervals. We say that the ∆i-disentanglement of π is the labeled graph Di obtained
from Si by repeatedly applying the following the procedure, starting with setting Di = Si,
setting x to be the first element of V (Si) in Ωi(pi) and setting σ to be the identity ordering
on [ρ].
• Find positive integers ℓ1, ℓ2 with ℓ2 ≤ ℓ1 such that the first ℓ1 + ℓ2 elements of V (Di)
in Ωi(pi) starting at x are x1, x2, ...xℓ1 , yi1, yi2, ..., yiℓ2 , appearing in ∂∆i in the order
listed, such that for each k ∈ [ℓ2], there exists k
′ ∈ [ℓ1] such that xk′yik is an edge of
Di, and subject to these properties, ℓ2 is as large as possible. (Note that ℓ1 is uniquely
determined.) Let y be the vertex of V (Di) ∪ (π(E(H)) ∩ ∂∆i − V (Si)) right after yiℓ2
in Ω(pi); let y
′ be the vertex of V (Di) ∪ (π(E(H)) ∩ ∂∆i − V (Si)) right before y in
Ω(pi).
• Let J = {j ∈ [ℓ1] : there exists no k ∈ [ℓ2] such that xjyik is an edge of Di}. For
each j ∈ J , add two new vertices zj , z
′
j into Di, delete the edge of Di incident with xj
(denote this edge by xjwj) from Di, and add the edges xjzj and z
′
jwj into Di.
• Draw {zj, zj′ : j ∈ J} in ∂∆i in the way that they all belong to the open interval of
Ωi(pi) whose left-end is y
′ and right-end is y, and the points in {zj, z
′
j : j ∈ J} in Ω(pi)
appear in the order zj|J|zj|J|−1...zj1z
′
j1
z′j2...z
′
j|J|
, where we denote the elements of J by
j1 < j2 < ... < j|J |.
• For each j ∈ [ℓ1], label xj by the j-th largest element in σ. For each vertex u ∈ {yik :
k ∈ [ℓ2]} ∪ {zj : j ∈ J}, label u by the label on xq, where xqu ∈ E(Di).
• Reorder the largest ℓ1 elements in σ as the ordering of the labels of yi1yi2 ...yiℓ2zj|J|zj|J|−1...zj1 ,
where the label of zj1 becomes the largest element in σ.
• For each k ∈ [ℓ2], give yik an extra label “real”; for each j ∈ J , give zj and z
′
j an extra
label “fake”; for each k ∈ [ℓ1], give xk that is not some zk′ constructed in some earlier
steps (i.e. xk ∈ V (Si)) an extra label “real”.
• We call the graph induced by {x1, x2, ..., xℓ1, yi1, yi2, ..., yiℓ2} ∪ {zj : j ∈ J} a bundle.
We define the type of this bundle to be the pair consisting of σ and the sequence of the
labels of x1, ..., xℓ1 , yi1, ..., yiℓ2 , zj|J|, ..., zj1 with the order listed.
Note that Ωi(pi) is a linear ordering on V (Di)∪(V (Ri)∩∂∆i). We callDi∪Ri the ∆i-highlight
of π. Observe that the number of edges of every bundle of Di is at most the ∆i-depth of π.
Clearly, based on the construction of Di, there exist curves γ1, γ2, ..., γb in Σ, where b is the
maximum number of edges of a bundle of Di, such that
• for distinct j, j′ ∈ [b], γj ∩ γj′ ⊆ ∆i, and
• for each j ∈ [b], γj ∩∆i ⊆ E(Di), γj contains all edges of Di with both ends with label
j, and γj traces all vertices of V (Di) with label j in the order as the appearance of
those vertices in Ω(pi).
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A ∆i-foundation is a set of curves consisting of b curves satisfying the above conditions.
Define the ∆i-signature of π to be the sequence (Q, s), where
• Q is the union of Ri and the bundles of Di intersecting at least two intervals of Ωi(pi)
determined by V (Ri) ∩ ∂∆i.
• s = (s1, s2, ..., sk), where k is the number of intervals of Ωi(pi) determined by V (Q) ∩
∂∆i, and for each j ∈ [k], sj is the finite sequence such that each entry is a bundle of
Di with the vertex-set contained in the j-th interval, where the first interval is the one
containing pi, and the entries of sj are ordered according to Ωi(pi).
Note that the number of different Q’s is bounded by a function of |V (H)|+ |E(H)| and the
∆i-depth of π; there exists a finite set only depending on |V (H)|+ |E(H)| and the ∆i-depth
such that each entry of any sj belongs to this set. We define a binary relation 
′ on the set
of all ∆i-signatures as follows: for ∆i-signatures (Q, s) and (Q
′, s′), (Q, s) ′ (Q′, s′) if and
only if
• Q = Q′ (so |s| = |s′|), and
• For each j ∈ [|s|], there exist tj1 < t
j
2 < ... < t
j
|sj |
such that for each r ∈ [|sj|], the type
of the r-th term in sj equals the type of the t
j
r-th term in s
′
j .
Clearly, ′ is a quasi-order. (Recall that a quasi-order is a reflexive and transitive binary
relation.) Note that s records the information of the types of the bundles, so the ∆i-signature
also records the ∆i-depth.
A binary relation ⊑ on a set X is a well-quasi-ordering if for every infinite sequence
a1, a2, ... in X , there exist 1 ≤ i < j such that ai ⊑ aj . We will need the following Higman’s
Lemma for well-quasi-ordering.
Theorem 6.1 ([9]). If ⊑ is a well-quasi-ordering on a set X, then ⊑′ is a well-quasi-ordering
on the set of finite sequences on X, where ⊑′ is the relation such that two finite sequences
a = (a1, a2, ..., a|a|), b = (b1, b2, ..., b|b|) satisfy a ⊑
′ b if and only if there exist i1 < i2 < ... < i|a|
such that aj ⊑ bij for every j ∈ |a|.
Lemma 6.2. Let Σ be a surface, and let W be a set of oriented open disks in Σ with pairwise
disjoint closure. Let H be a connected graph and ∆ ∈ W . For every positive integer ρ, the
set of ∆-signatures of pseudo-embeddings legal with respect to W with ∆-depth at most ρ is
well-quasi-ordered by ′.
Proof. Since the ∆-depth is bounded and H is a fixed graph, there exist finite sets A,B
such that for any ∆-signatures (Q, (s1, s2, ..., sk)) of a pseudo-embedding with ∆-depth at
most ρ, Q is chosen from A, and each entry of each sj is chosen from B. Hence 
′ is a
well-quasi-ordering by Theorem 6.1.
Lemma 6.3. For every positive integer ρ, there exist integers a = a(ρ) and b = b(ρ) such
that the following hold. Let Σ be a surface and ∆ an oriented open disks in Σ. Let H be
a connected graph, and let π be a pseudo-embedding of H in Σ legal with respect to {∆}.
Let ∆′ be an open disk in Σ with ∆′ ⊃ ∆ and ∂∆ ∩ ∂∆′ = ∅. Let P = {γ1, ..., γρ} be a ∆-
foundation with γi ⊆ ∆
′. Let I be a subset of [ρ]. We call the induced subgraph of a bundle
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an I-subbundle if it is the intersection of the bundle and
⋃
i∈I γi. Let D be the subgraph of
the ∆-highlight consisting of all I-subbundles. If B1, B2 are two I-subbundles appearing in
∆ in the order listed such that |E(B1)| = |E(B2)|, and no I-subbundle appears in ∆ between
B1, B2 having edges more than |E(B1)|, then there exists a set Γ of pairwise disjoint curves
such that the following hold.
1. Each curve in Γ is contained in ∆′ and internally disjoint from ∆.
2. Each curve connects two vertices in W with the same labels, where W consists of
the last |E(B1)| vertices in B1, the first |E(B2)| vertices in B2, and all vertices of D
appearing in ∆ between them.
3. If γ is a member of Γ such that its both endpoints labelled with “fake”, then γ ⊆
⋃
i∈I γi.
4. For each vertex i ∈ I, if the vertex vi in the last |E(B1)| vertices of B1 contained in γi
is labelled with “fake”, then the vertex in the first |E(B2)| vertices of B2 contained in
γi is contained in the same connected component of E(D) ∪
⋃
γ∈Γ γ as vi.
5. If there exists no I-subbundle appearing in ∆ between B1, B2 with number of edges
greater or equal to |E(B1)|, then the number of members of Γ with both endpoints
labelled with “real” is at most a.
6. Assume that there exists at least one I-subbundle appearing in ∆ between B1, B2 having
|E(B1)| edges. Let B3, B4 (not necessarily distinct) be the I-subbundles appearing in
∆ between B1, B2 such that |E(B3)| = |E(B4)| = |E(B1)|, and no I-subbundle between
B1, B3 or between B4, B2 has at least |E(B1)| edges. If at least one of the last |E(B1)|
vertices in B1 is labelled with “real”, and the sequence of the labels of B1 equals the
sequence of the labels of B4, and the sequence of the labels of B3 equals the sequence
of the labels of B2, then the number of members of Γ with both endpoints labelled with
“real” is at most b.
Proof. Let a1 = b1 = 1, and for i ∈ [ρ], let ai+1 = ((2i)!)
4(ai + bi) + 2ai and bi+1 =
((2i)!)4(ai + bi). Define a = aρ and b = bρ. We shall prove this lemma by induction on ρ.
We may assume that |E(B1)| = ρ, otherwise this lemma follows from the case for smaller ρ.
For any two vertices x, y, where x appears earlier than y in ∆, we denote the set of all
vertices of D appearing in ∆ between x, y by (x, y), and define [x, y] = (x, y) ∪ {x, y}.
Assume that ρ = 1. Let x be the last vertex of B1 and y be the first vertex of B2. Let
x′ be the vertex in [x, y] labelled with “real” closest to x, and let y′ be the vertex in [x, y]
labelled with “real” closest to y. Then the set Y consisting of the components of (
⋃
i∈I γi)−∆
disjoint from (x′, y′) with both endpoints labelled with “fake” and a curve connecting x′, y′
is desired. This proves the base of the induction. Now we assume that ρ ≥ 2 and this lemma
holds for all smaller ρ.
We say an I-subbundle B is essential if at least one of the last |E(B)| vertices in B
is labelled with “real”. Note that by the procedure of assigning labels to bundles, for any
I-subbundle B and for any two vertices x, y of the last |E(B)| vertices in B, if x is labelled
with “real” and y is labelled with “fake”, then x appears prior to y in ∆. We say that an
ordered pair (B,B′) of I-subbundles is useful if the following hold.
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• |E(B)| = |E(B′)|,
• every I-subbundle between B,B′ has at most |E(B)| edges,
• at least one I-sububdle between B,B′ has |E(B)| edges,
• at least one vertex in the last |E(B)| vertices of B is labelled with “real”,
• the sequence of the labels of B equals the sequence of the labels of the I-subbundle
between B,B′ with |E(B)| edges right before B′, and
• the sequence of the labels of B′ equals the sequence of the labels of the I-subbundle
between B,B′ with |E(B)| edges right after B.
We first assume that there exists no I-subbundle between B1, B2 has |E(B1)| edges and
prove the existence of the set of curves satisfying Conclusions 1-5. Let M be the smallest
number such that every I-subbundle between B1, B2 has at mostM edges. Let A1, A2, ..., Ak
(for some positive integer k) be the I-subbundles between B1, B2 with M edges. Note that if
i is an index such that Ai is not essential, then either i = k, or Ai+1 is the I-subbundle right
after Ai by the definition ofM . Let J be a set of useful pairs with the first entry belonging to
{Aj : j ∈ [k]} such that the open intervals given by the pairs in J are pairwise disjoint, and
no interval given by a useful pair with the first entry belonging to {Aj : j ∈ [k]} not belonging
to J is either disjoint from every interval given by a pair in J , or contains some interval given
by a pair in J . We choose such J such that |J | is as small as possible. By the pigeonhole
principle, J contains at most ((2M)!)2 pairs, and for each two consecutive intervals given by
pairs of J , there exist at most ((2M)!)2 essential members of {Aj : j ∈ [k]} between these two
intervals. SinceM < |E(B1)|, the induction hypothesis implies that for each pair p such that
either p ∈ J or p consists of two consecutive members of {Aj : j ∈ [k]} such that the interval
given by p is internally disjoint from all intervals given by the pairs of J , there exists a set Yp
of curves satisfying the conclusion of this lemma by taking (B1, B2) = p. Note that if the first
entry of such a pair p is not essential, then there exists no curve in Yp has endpoint labelled
with “real”. Note that there are at most ((2M)!)4(aM + bM) ≤ ((2ρ − 2)!)
4(aρ−1 + bρ−1)
curves in
⋃
p Yp having endpoints labelled with “real”. Let I
′ be the subset of I such that A1
is an I ′-subbundle. By the procedure for labelling vertices in bundles, we know that
⋃
i∈I′ γi
contains all “fake” vertices belonging to the last |E(B1)| vertices of B1 or the first |E(B2)|
vertices of B2. Applying the induction to the pair of the I
′-subsubbundle of B1 and A1 (and
the pair of Ak and the I
′-subbundle of B2, respectively), there exists a set of curves Y0 (and
Y1, respectively) satisfying the conclusions of this lemma. Then (
⋃
p Yp) ∪ Y0 ∪ Y1 contains
at most ((2ρ − 2)!)4(aρ−1 + bρ−1) + 2aρ−1 ≤ aρ curves with endpoints labelled with “real”
and satisfies the first four conclusions of this lemma. Hence Conclusions 1-5 of this lemma
holds.
Now we assume that there exists at least one I-subbundle appearing in ∆ between B1, B2
having |E(B1)| edges and prove Conclusions 1-4 and 6. By the assumption, (B1, B2) is a
useful pair. Let I ′ be the subset of I such that I ′ consists of the numbers labelled on the
“fake” vertices in the last |E(B1)| vertices of B1. Note that |I
′| < |I| by assumption. And
we may assume that I ′ 6= ∅; otherwise we are done by choosing Γ to be a set of |I| pairwise
disjoint curves contained in ∆′ and internally disjoint from ∆ where each connects one vertex
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in the last |B1| vertices in B1 and one vertex in the first |B2| vertices in B2. For each I-
subbundle B such that B ∈ {B1, B2} or B is between B1, B2, let B
′ be the I ′-subbundle of B.
Note that every I ′-subbundle has at most |I ′| = |E(B′1)| edges. Let C
′
1 = B
′
1, C
′
k = B
′
2, and
C ′2, ..., C
′
k−1 (for some positive integer k) be the I
′-subbundles between B′1, B
′
2 with |I
′| edges
such that C ′1, C
′
2, ..., C
′
k appear in ∆ in the order listed. Note that if i is an index such that
C ′i is not essential, then either i = k, or C
′
i+1 is the I
′-subbundle right after C ′i. Let J
′ be a
set of useful pairs with the first entry belonging to {C ′j : j ∈ [k]} such that the open intervals
given by the pairs in J ′ are pairwise disjoint, and no interval given by a useful pair with the
first entry belonging to {C ′j : j ∈ [k]} not belonging to J
′ is either disjoint from every interval
given by a pair in J ′, or contains some interval given by a pair in J ′. We choose such J ′ such
that |J ′| is as small as possible. By the pigeonhole principle, J ′ contains at most ((2|I ′|)!)2
pairs, and for each two consecutive intervals given by pairs of J ′, there exist at most ((2|I ′|)!)2
essential members of {C ′j : j ∈ [k]} between these two intervals. Since |I
′| < |E(B1)|, the
induction hypothesis implies that for each pair p such that either p ∈ J ′ or p consists of
two consecutive members of {C ′j : j ∈ [k]} such that the interval given by p is internally
disjoint from all intervals given by the pairs of J ′, there exists a set Y ′p of curves satisfying
the conclusions of this lemma by taking (B1, B2) = p. Note that if the first entry of such
a pair p is not essential, then there exists no curve in Y ′p has endpoint labelled with “real”.
Note that there are at most ((2|I ′|)!)4(a|I′|+ b|I′|) ≤ ((2ρ− 2)!)
4(aρ−1+ bρ−1) curves in
⋃
p Y
′
p
having endpoints labelled with “real”. Since
⋃
i∈I′ γi contains all “fake” vertices belonging to
the last |E(B1)| vertices of B1,
⋃
i∈I′ γi contains at most ((2ρ−2)!)
4(aρ−1+ bρ−1) ≤ bρ curves
with endpoints labelled with “real” and satisfies the first four conclusions of this lemma.
Hence Conclusions 1-4 and 6 of this lemma holds. This proves the lemma.
Lemma 6.4. Let Σ be a surface and ∆ an oriented open disks in Σ. Let ∆′ be an open
disk in Σ with ∆′ ⊃ ∆ and ∂∆ ∩ ∂∆′ = ∅. Let H be a connected graph. Then for every ∆-
signature (Q, s) of some pseudo-embedding π of H in Σ legal with respect to {∆}, there exists
an integer τ = τ(Q, s) such that if π′ is a pseudo-embedding of H in Σ legal with respect to
{∆} with (Q, s) ′ (Q′, s′), where (Q′, s′) is the ∆-signature of π′, then there exists a set Γ
of at most τ pairwise disjoint curves in ∆′ −∆ where each connects a pair of points in ∂∆
and is internally disjoint from ∆ such that there exists a homeomorphic embedding η from
the ∆-miniature of π to (π′(E(H)) ∩∆) ∪
⋃
c∈Γ c.
Proof. Let L be the ∆-highlight of π and let L′ be the ∆-highlight of π′. Note that the
vertices of L and L′ are labelled. By the definition of ′, L is a labelled subgraph of L′. So
there exists an injection ι from V (L) to V (L′) such that for each vertex v ∈ V (L), the labels
of ι(v) and v are the same. Note that for each bundle of L′, either its vertex-set is contained
in the image of ι, or it is disjoint from the image of ι.
Let ρ be the maximum number of edges of a bundle of L. Let a, b be the numbers
a(ρ), b(ρ) mentioned in Lemma 6.3. Define τ = ((2ρ)!)4(a + b)|s|. Note that |E(L)| (hence
so does τ) only depends on (Q, s).
Let {γ′i : i ∈ [ρ
′]} be a ∆-foundation of L′ with γ′i ⊆ ∆
′ for each i ∈ [ρ′], where ρ′ is
the maximum number of edges of a bundle of L′. Let D be the subgraph of L′ consisting of
all [ρ]-subbundles. To prove this lemma, it suffices to prove that for any two [ρ]-subbundles
A1, A2 of L
′ intersecting the image of ι such that A1 appears prior to A2 in ∆ and no [ρ]-
subbundle between A1, A2 intersects the image of ι, there exists a set YA1,A2 of pairwise
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disjoint curves contained in ∆′ − ∆ and internally disjoint from ∆ such that the following
hold.
• Each curve in YA1,A2 connects two vertices in W with the same labels, where W is the
set of vertices consisting of the last |E(A1)| vertices of A1, the first |E(A2)| vertices,
and all vertices of L′ between them.
• If γ ∈ YA1,A2 connects two vertices labelled with “fake”, then γ ⊆
⋃
i∈[ρ] γ
′
i.
• For each i ∈ [ρ], if the vertex vi in the last |E(A1)| vertices of A1 contained in γi is
label with “fake”, then the vertex in the first |E(A2)| vertices of A2 contained in γi
belongs to the same connected component of E(L′) ∪
⋃
γ∈YA1,A2
γ as vi.
• There are at most ((2ρ)!)4(a+b) members of YA1,A2 with endpoints labelled with “real”.
Now we fix such a pair A1, A2 of [ρ]-subbundles and prove the existence of YA1,A2. We
assume that |E(A1)| ≤ |E(A2)|. The case that |E(A1)| ≥ |E(A2)| can be proved analogously
so we only include detailed proof for the case |E(A1)| ≤ |E(A2)|. Let I be the subset of
[ρ] consisting of the numbers labelled on the last |E(A1)| vertices. By the definition of ι,⋃
i∈I γ
′
i contains all “fake” vertices contained in the first |E(A2)| vertices in A2. Let A
′
2 be
the I-subbundle of A2.
We say an I-subbundle B of L′ is essential if at least one of the last |E(B)| vertices is
labelled with “real”. We say that an ordered pair (B,B′) of I-subbundles of L′ is useful if
• |E(B)| = |E(B′)|,
• every I-subbundle of L′ between B,B′ has at most |E(B)| edges,
• at least one I-subbundle of L′ between B,B′ has |E(B)| edges,
• at least one vertex in the last |E(B)| vertices of B is labelled with “real”,
• the sequence of the labels of B equals the sequence of the labels of the I-subbundle of
L′ between B,B′ with |E(B)| edges right before B′, and
• the sequence of the labels of B′ equals the sequence of the labels of the I-subbundle of
L′ between B,B′ with |E(B)| edges right after B.
Let C1 = A1, Ck = A
′
2, and C2, ..., Ck−1 (for some positive integer k) be the I-subbundles
of L′ between A1, A2 with |I| edges. Note that if i is an index such that Ci is not essential,
then either i = k, or Ci+1 is the I-subbundle right after Ci. Let J be a set of useful pairs with
the first entry belonging to {Cj : j ∈ [k]} such that the open intervals given by the pairs in
J are pairwise disjoint, and no interval given by a useful pair with the first entry belonging
to {Cj : j ∈ [k]} not belonging to J is either disjoint from every interval given by a pair in
J , or contains some interval given by a pair in J . We choose such a set J such that |J | is as
small as possible. By the pigeonhole principle, J contains at most ((2|I|)!)2 pairs, and for
each two consecutive intervals given by pairs of J , there exist at most ((2|I|)!)2 members of
{Cj : j ∈ [k]} between these two intervals. By Lemma 6.3, for each pair p such that either
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p ∈ J or p consists of two consecutive members of {Cj : j ∈ [k]} such that the interval
given by p is internally disjoint from all intervals given by the pairs of J , there exists a set
of curves Yp satisfying the conclusion of Lemma 6.3 by taking (B1, B2) = p. Note that if
the first entry of such a pair p is not essential, then there exists no curve in Yp has endpoint
labelled with “real”. So there are at most ((2|I|)!)4(a+ b) ≤ ((2ρ)!)4(a+ b) curves in
⋃
p Yp
having endpoints labelled with “real”. Since
⋃
i∈I γ
′
i contains all “fake” vertices belonging to
the first |E(A2)| vertices of A2, defining YA1,A2 =
⋃
p Yp is desired. This proves the lemma.
An addendum of a pseudo-embedding π of a connected graph H in Σ legal with respect to
a set {∆1, ...,∆κ} of oriented open disks with pairwise disjoint closure is a set A of pairwise
disjoint open disks in Σ−
⋃κ
i=1∆i with pairwise disjoint closure such that the following hold.
• π has no crossing-point in Σ− (
⋃κ
i=1∆i ∪
⋃
∆∈A∆).
• For every ∆ ∈ A, ∂∆∩π(V (H)) = ∅, ∆∩π(V (H)) 6= ∅, and if x is a point in ∂∆∩π(e)
for some e ∈ E(H) with π(e) 6⊆ ∆, then there exists an open set B containing x such
that B ∩∆ ∩ π(e) has only one connected component.
Note that |A| ≤ |V (H)|. For each ∆ ∈ A, v ∈ V (H) with π(v) ∈ ∆, and e ∈ E(H) incident
with v with π(e) 6⊆ ∆, we define the following:
• If e is a non-loop edge, then we define ev to be the point x in ∂∆∩π(e) such that some
connected component of π(e) ∩∆ contains {π(v), x}.
• If e is a loop, then we define e′v, e
′′
v to be the points x in ∂∆ ∩ π(e) such that some
connected component of π(e) ∩∆ contains {π(v), x}.
For each ∆ ∈ A, define the ∆-caption to be the graph H∆ as follows.
• V (H∆) = {v ∈ V (H) : π(v) ∈ ∆} ∪ {ev : v ∈ V (H), π(v) ∈ ∆, e is a non-loop edge of
H incident with v, π(e) 6⊆ ∆} ∪ {e′v, e
′′
v : v ∈ V (H), π(v) ∈ ∆, e is a loop in H incident
with v, π(e) 6⊆ ∆}.
• E(H∆) is the union of the set {e ∈ E(H) : π(e) ⊆ ∆} ∪ {vev : v ∈ V (H), ev ∈
V (H∆)} ∪ {ve
′
v, ve
′′
v : v ∈ V (H), e
′
v, e
′′
v ∈ V (H∆)}.
Note that there are at most (|V (H)|+ |E(H)|)|V (H)|+|E(H)| different ∆-captions. The (Σ, (∆1,
...,∆κ),A)-signature of π is the tuple (Q1, Q2, ..., Qκ, {H∆ : ∆ ∈ A}), where Qi is the ∆i-
signature of π for each i ∈ [κ], and the set {H∆ : ∆ ∈ A} is a multiset.
Let Σ be a surface and ∆1, ...,∆κ be oriented open disks in Σ with pairwise disjoint
closure. Let H be a connected graph. For any two legal pseudo-embeddings π1, π2 of H in
Σ with respect to {∆1, ...,∆κ} and for every addendum A1 of π1 and every addendum A2
of π2, we define (Q
1
1, Q
1
2, ..., Q
1
κ,A1)  (Q
2
1, Q
2
2, ..., Q
2
κ,A2), where the former is the (Σ, (∆i :
i ∈ [κ]),A1)-signature of π1 and the latter is the (Σ, (∆i : i ∈ [κ]),A2)-signature of π2, if and
only if the following hold.
• For each i ∈ [κ], Q1i 
′ Q2i .
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• The multisets {H∆ : ∆ ∈ A1} and {H∆ : ∆ ∈ A2} are equal.
A (Σ, (∆i : i ∈ [κ]))-template is a minimal (Σ, (∆i : i ∈ [κ]),A)-signature of some pseudo-
embedding of H that is legal with respect to {∆i : i ∈ [κ]}, where A is an addendum,
with respect to . For i ∈ [κ], we say that (Q, s) is a ∆i-template if it is the i-th entry
of some (Σ, (∆1, ...,∆κ))-template. For any pseudo-embedding π of H in Σ legal respect to
{∆i : i ∈ [κ]}, we say that (Q, s) is a ∆i-template for π if (Q, s) is the i-th entry of some
(Σ, (∆1, ...,∆κ))-template that is less or equal to the (Σ, (∆i : i ∈ [κ],A))-signature of π
with respect to , where A is an addendum. Recall that for each i ∈ [κ], the ∆i-depth of
a pseudo-embedding is recored in Qi, so the (Σ, (∆1, ...,∆κ),A)-signatures of two pseudo-
embeddings with different ∆i-depth for some i ∈ [κ] are incomparable with respect to .
Hence for every ∆i-template (Q, s), there exists a positive integer ρ such that (Q, s) can
only be an entry of some (Σ, (∆1, ...,∆κ),A)-template among all pseudo-embeddings with
∆i-depth ρ. We call this number ρ the depth of a ∆i-template (Q, s).
Lemma 6.5. Let κ be a positive integer. Let Σ be a surface and ∆1, ...,∆κ be oriented
open disks in Σ with pairwise disjoint closure. Let H be a connected graph. For every
positive integer ρ, there exists a positive integer M such that there are at most M different
(Σ, (∆1, ...,∆κ))-templates among all pseudo-embeddings of H in Σ that is legal with respect
to {∆1, ...,∆κ} with ∆i-depth at most ρ for each i ∈ [κ].
Proof. Note that |A| ≤ |V (H)| and there are at most (|V (H)|+|E(H)|)|V (H)|+|E(H)| different
∆-captions for any addendum A and ∆ ∈ A. By Lemma 6.2, ′ is a well-quasi-ordering
since the ∆i-depth for each i ∈ [κ] is bounded by ρ. Hence  is a well-quasi-ordering by
Theorem 6.1. So the number of minimal elements with respect to  is finite.
Lemma 6.6. Let κ be a positive integer. Let Σ be a surface and ∆1, ...,∆κ be oriented open
disks in Σ with pairwise disjoint closure. Let H be a connected graph. Then for every positive
integer ρ, there exists an integer τ such that the following holds.
Let π, π′ be pseudo-embeddings of H in Σ legal with respect to {∆i : i ∈ [κ]}. Let i ∈ [κ],
and let (Q, s), (Q′, s′) be ∆i-signatures of π, π
′, respectively, with (Q, s) ′ (Q′, s′). If (Q, s)
is a ∆i-template with depth at most ρ, then for every open disk ∆
′
i in Σ with ∆
′
i ⊃ ∆i and
∂∆i ∩ ∂∆
′
i = ∆
′
i ∩ (
⋃
j∈[κ]−{i}∆j) = ∅, there exists a set Γ of at most τ pairwise disjoint
curves in ∆′i − ∆i where each connects a pair of points in ∂∆i and is internally disjoint
from ∆i such that there exists a homeomorphic embedding from the ∆i-miniature of π to
(π′(E(H)) ∩∆i) ∪
⋃
c∈Γ c.
Proof. Define τ to be the maximum of τ6.4(Q
∗, s∗) among all entries (Q∗, s∗) of (Σ, (∆1, ...,∆κ))-
templates of pseudo-embeddings with ∆i-depth at most ρ and all i ∈ [κ], where τ6.4 is the
number τ mentioned in Lemma 6.4. Note that the number τ exists by Lemma 6.5. Then
this lemma immediately follows from Lemma 6.4.
Note that the number τ mentioned in Theorem 6.6 depends on H,Σ, κ, ρ but does not
depend on the set {∆1, ...,∆κ} as we may homotopically move the disks without violating
the conclusion of Theorem 6.6.
Let H be a connected graph, Σ a surface, κ a positive integer, and ∆1, ...,∆κ open disks
in Σ with pairwise disjoint closure. For any positive integer ρ, we define the (H,Σ, κ, ρ)-port
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number to be 2κ times the minimum number τ mentioned in Lemma 6.6 by taking H = H
and ρ = ρ.
Let H be a connected graph, Σ be a surface, κ, ρ be positive integers, and ∆1, ...,∆κ be
open disks in Σ with pairwise disjoint closure. Let p be the (H,Σ, κ, ρ)-port number. Let
i ∈ [κ], and let π be a pseudo-embedding of H in Σ legal with respect to {∆i : i ∈ [κ]}
such that the ∆i-depth is at most ρ. Let (Q, s) be a ∆i-template for π, and let π
′ be a
pseudo-embedding of H in Σ legal with respect to {∆i : i ∈ [κ]} such that the ∆i-signature
of π′ is (Q, s). By Lemma 6.6, there exists a graph Hi such that
• V (Hi) is the union of π(V (H))∩∆i and a subset of Z with size at most p, where Z is
the set of points such that for every z ∈ Z, there exist a point z′ (possibly equal to z)
and a connected component C of π(E(H))∩∂∆i containing z and z
′ such that for every
open set B containing z and for every open set B′ containing z′, B∩∆i 6= ∅ 6= B
′−∆i,
• two vertices of Hi are adjacent in Hi if and only if there exists e ∈ E(H) such that
some component of π(e) ∩∆i contains these two vertices of Hi,
• for every open disk ∆′ with ∆′ ⊃ ∆i and ∂∆i ∩ ∂∆
′ = ∅, there exists a set Γ of
pairwise disjoint curves contained in ∆′−∆i such that |Γ| ≤ p/2, and each member of
Γ connects two vertices in V (Hi) ∩ ∂∆i and is internally disjoint from ∆i, and
• there exists a homeomorphic embedding from the ∆i-miniature of π
′ into Hi ∪
⋃
γ∈Γ Γ.
We call such a graph Hi a (Q, s)-witness for π.
7 Gauges
Let H be a connected graph and κ, ρ be positive integers. Let α be a proper arrangement
of a segregation S with a (κ, ρ)-witness (S1,S2) of a graph G in a surface Σ. Let G
′ be the
skeleton of α. For each (S,Ω) ∈ S2, let CS be a cycle of G
′ such that the open disk ∆S
bounded by CS contains α(S,Ω). Let π be a homeomorphic embedding from H into G such
that π(V (H)) is disjoint from
⋃
(S,Ω)∈S2
(Ω∪ V (CS)). Clearly, π defines a pseudo-embedding
of H into Σ that is legal with respect to {∆S : (S,Ω) ∈ S2}. Note that there exists a
pseudo-embedding π′ of H into Σ that is legal with respect to {∆S : (S,Ω) ∈ S2} obtained
from π by repeatedly applying the following operations such that none of them is applicable:
• replacing each curve γ with γ ⊆
⋃
(S,Ω)∈S2
(∆S − α
◦(S,Ω)) that is internally disjoint
from πV (V (H)) and connects two points in ∂∆S for some (S,Ω) ∈ S2 by a curve
connecting the same pair of points but internally disjoint from ∆S ∪ π(E(H)), where
α◦(S,Ω) is the interior of α(S,Ω),
• for each connected component γ of π(E(H)) ∩ ∂∆S containing one endpoint x and
least one other point such that there exists an open set B containing x such that there
exists exactly one connected component of (π(E(H)) − ∆S) ∩ B, replacing γ ∪ (B ∩
(π(E(H))−∆S)) by a curve from y to y
′ internally disjoint from ∆S ∪π(E(H)), where
y is the endpoint of γ other than x, and y′ is the endpoint of (π(E(H))−∆S) ∩ B
other than x, and
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• for each point z ∈ π(E(H)) ∩ ∂∆S such that there exists an open set Bz containing
z such that Bz ∩ π(E(H)) ∩ ∆S = ∅ and Bz ∩ π(E(H)) has exactly one connected
component, replacing the curve in Bz ∩ π(E(H)) by a curve with the same pair of
endpoints contained in Bz disjoint from ∆S.
We call π′ a lifting of π with respect to {CS : (S,Ω) ∈ S2}. Note that the intersection
of the image of π′′ and
⋃
(S,Ω)∈S2
∆S is identical for any lifting π
′′ of π with respect to
{CS : (S,Ω) ∈ S2}.
Lemma 7.1. Let H be a connected graph and κ, ρ be positive integers. Let G′ be the skeleton
of a proper arrangement α of a segregation S with a (κ, ρ)-witness (S1,S2) of a graph G in a
surface Σ. For each (S,Ω) ∈ S2, let CS be a cycle of G
′ such that the open disk ∆S bounded
by CS contains α(S,Ω). Assume that ∆S is an orientated disk for each (S,Ω) ∈ S2. If π is
a homeomorphic embedding from H into G with π(V (H))∩ (Ω∪ V (CS)) = ∅, then for every
lifting π′ of π with respect to {CS′ : (S
′,Ω′) ∈ S2} and for every (S,Ω) ∈ S2, the ∆S-depth
of π′ is at most max{ρ, 3}+ |π(V (H)) ∩ (
⋃
(S′′,Ω′′)∈S,α(S′′,Ω′′)⊆∆S
S ′′)− V (S)|.
Proof. Fix (S,Ω) to be any member of S2. Let ρ
′ be the ∆S-depth of π
′. We may assume
that ρ′ ≥ 4 + |π(V (H)) ∩ (
⋃
(S′′,Ω′′)∈S,α(S′′,Ω′′)⊆∆S
S ′′)− V (S)|; otherwise we are done. Hence
there exists a partition of ∂∆S into two intervals I, J such that there are ρ
′ − 1 pairwise
disjoint paths P1, P2, ..., Pρ′−1 in the subset of the image of π
′ contained in ∆S from I to J .
Let ρ′′ = ρ′ − |π(V (H)) ∩ (
⋃
(S′′,Ω′′)∈S,α(S′′,Ω′′)⊆∆S
S ′′) − V (S)|. By changing the indices, we
may assume that Pi is disjoint from π(V (H)) ∩∆S − V (S) for every i ∈ [ρ
′′ − 1]. For each
i ∈ [ρ′′ − 1], let xi be the end of Pi in I. By changing the indices, we may assume that
x1, x2, ..., xρ′′−1 appear in I in the order listed.
By the definition of a lifting, every Pi intersects E(S). For each i ∈ [ρ
′′ − 1], let Qi be
the component of Pi − E(S) containing xi, and let qi be the end of Qi other than xi. Since
∆S is a disk, there exists the minimal interval IS of Ω containing all ends of Qi in Ω such
that q1, q2, ..., qρ′′−1 appear in Ω in the order listed. Note that IS is unique since ρ
′′ − 1 ≥ 3.
By the minimality of IS, q1 and qρ′′−1 are the ends of IS.
For each i ∈ [ρ′′ − 1], let yi be the end of Pi in J , let Ri be the component of Pi −E(S)
containing yi, and let ri be the end of Ri other than yi. Since ρ
′′−1 ≥ 3, the planarity of ∆S
implies that none of ri is contained in IS. Let JS be the interval of Ω such that IS ∪ JS = Ω.
So {ri : i ∈ [ρ
′ − 1]} ⊆ JS.
Suppose that there does not exist ρ′′ − 1 paths in S from IS to JS. Then there exists a
separation (A,B) of S with order less than ρ′′ − 1 such that IS ⊆ V (A) and JS ⊆ V (B).
However,
⋃ρ′′−1
i=1 Pi contains ρ
′′ − 1 paths in S from IS to JS since q1, qρ′′−1 are the ends of
IS and Pi ∩ E(S) 6= ∅ for every i ∈ [ρ
′′ − 1], a contradiction. Hence there exist ρ′′ − 1 paths
in S from IS to JS. Then ρ − 1 ≥ ρ
′′ − 1 since (S,Ω) is a ρ-vortex. So ρ′ − |π(V (H)) ∩
(
⋃
(S′′,Ω′′)∈S,α(S′′,Ω′′)⊆∆S
S ′′)− V (S)| = ρ′′ ≤ ρ. This proves the lemma.
Let G′ be the skeleton of a proper arrangement of a segregation of a graph in a surface Σ.
Let k be a positive integer. For any vertex v of G′, a buffer system around v with k layers is
a collection of k pairwise disjoint cycles C1, C2, ..., Ck in G
′ such that v ∈ ∆i for each i ∈ [k],
and ∆1 ⊂ ∆2 ⊂ ... ⊂ ∆k, where ∆i is the open disk in Σ bounded by Ci for each i ∈ [k].
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Lemma 7.2. Let H be a connected graph, κ, ρ be positive integers, θ0, µ be non-decreasing
and nonnegative functions with domain Z, and Σ be a surface. Then there exist positive
integers θ, τ, ρ∗, λ∗ such that the following hold. Let G be a graph and S a segregation of G
with a (κ, ρ)-witness (S1,S2). Let α be a proper arrangement of S in Σ such that the skeleton
G′ of α has a respectful tangle T ′ of order at least θ such that mT ′(Ω,Ω′) ≥ τ for all distinct
(S,Ω), (S ′,Ω′) ∈ S2. Then there exists a buffer system {CS : (S,Ω) ∈ S2} of α with respect to
(S1,S2) such that for any (S,Ω) ∈ S2, |CS| ≤ λ
∗ and each member of CS is a cycle bounding
a λ∗-zone in G′, and if we fix a linear ordering of each of the boundary of those λ∗-zones,
where the first vertex is not in V (G′), then for every homeomorphic embedding π from H
into G, there exists {CS : CS ∈ CS, (S,Ω) ∈ S2} such that the following hold.
1. V (CS) ∩ V (CS′) = ∅ for all (S,Ω), (S
′,Ω′) ∈ S2.
2. V (CS) ∩ π(V (H)) = ∅ for all (S,Ω) ∈ S2.
3. For each (S,Ω) ∈ S2, CS bounds a λS-zone ΛS in G
′ for some λS ≤ λ
∗, and the society
(
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS
S ′,ΩS) is a ρS-vortex for some ρS ≤ ρ
∗, where ΩS is the cyclic
ordering consistent with the ordering of ∂ΛS .
4. If e ∈ E(H) and (S,Ω) ∈ S2 with V (CS) ∩ V (π(e)) 6= ∅, then π(e) 6⊆ ΛS.
5. The drawing π(E(H)) is a pseudo-embedding of H in Σ that is legal with respect to
{ΛS : (S,Ω) ∈ S2}. Let π
∗ be the lifting of this pseudo-embedding of H in Σ with
respect to {ΛS : (S,Ω) ∈ S2}. Then for every (S,Ω) ∈ S2, the ΛS-depth of π
∗ is at
most ρS .
6. For each (S,Ω) ∈ S2, there exists a ΛS-template (QS, sS) such that (QS, sS) is at most
the ΛS-signature of π
∗ with respect to ′.
7. For each (S,Ω) ∈ S2, let HS be a (QS, sS)-witness for π
∗ and YS = V (CS) ∩ V (HS),
then there exists a member C ′S of CS such that
• there exist at least µ(
∑
(S′,Ω′)∈S2
ρS′) disjoint cycles in G
′ contained in ΛS, where
the open disks bounded by those cycles are nested and each contains the closed
disk bounded by C ′S, and the open disk bounded by C
′
S contains π(V (H))∩ΛS and
π(e) for any e ∈ E(H) with π(e) ⊆ ΛS, and
• mT ′(V (CS), V (C
′
S)) ≥ µ(
∑
(S′,Ω′)∈S2
ρS′).
8. There exists a set Xπ ⊆ V (G
′) such that for every x ∈ Xπ, there exists a buffer system
Cx around x and a cycle Cx ∈ Cx such that the following hold.
(a) For each x ∈ Xπ, Cx bounds a λx-zone Λx around x in G
′, where λx ≤ λ
∗, such
that π(V (H)) ∩
⋃
(S,Ω)∈S1,α(S,Ω)⊆Λx
V (S) 6= ∅.
(b) Λx ∩ Λx′ = ∅ for distinct x, x
′ ∈ Xπ.
(c) V (Cx) ∩ π(V (H)) = ∅ for every x ∈ Xπ.
(d) If x ∈ Xπ and e ∈ E(H) with V (Cx) ∩ V (π(e)) 6= ∅, then π(e) 6⊆ Λx.
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(e) For each x ∈ Xπ, let Nx be the union of the connected components of π(E(H)) ∩⋃
(S′′,Ω′′)∈S,α(S′′,Ω′′)⊆Λx
S ′′ intersecting π(V (H)), and let Yx = {y ∈ V (Nx)∩V (Cx) :
there exist y′ ∈ V (Nx) ∩ V (Cx) (possibly equal to y) and a connected component
of Nx ∩ ∂Λx containing y, y
′ such that B′ ∩ Λx 6= ∅ 6= B − Λx for every open set
B containing y and every open set B′ containing y′}. Then for each x ∈ Xπ, the
following hold.
i. |Yx| ≤ 2|E(H)|.
ii. There exists C ′x ∈ Cx such that
• there exist at least µ(
∑
(S′,Ω′)∈S2
ρS′) disjoint cycles contained in Λx, where
the open disks bounded by those cycles are nested and each contains the
closed disk bounded by C ′x, such that the open disk bounded by C
′
x contains
π(V (H)) ∩ Λx and π(e) for every e ∈ E(H) with π(e) ⊆ Λx, and
• mT ′(V (Cx), V (C
′
x)) ≥ µ(
∑
(S′,Ω′)∈S2
ρS′).
(f) Let T ′′ be the tangle obtained from T ′ by clearing
⋃
(S′,Ω′)∈S2
ΛS′ ∪
⋃
x′∈Xπ
Λx′.
Then the order of T ′′ is at least θ0(
∑
(S′,Ω′)∈S2
ρS′)+
∑
(S′,Ω′)∈S2
|YS′|+
∑
x∈Xπ
|Yx|.
(g) mT ′′(Yx, Yx′) ≥ θ0(
∑
(S′,Ω′)∈S2
ρS′) for distinct x, x
′ ∈ Xπ.
(h) mT ′′(YS, Yx) ≥ θ0(
∑
(S′,Ω′)∈S2
ρS′) for all (S,Ω) ∈ S2 and x ∈ Xπ.
(i) mT ′′(YS, YS′) ≥ θ0(
∑
(S′,Ω′)∈S2
ρS′) for distinct (S,Ω), (S
′,Ω′) ∈ S2.
(j) π(V (H)) ⊆
⋃
x∈Xπ
Λx ∪
⋃
(S,Ω)∈S2
ΛS.
Proof. Let λ0 = 4 and λi = 2λi−1 + 22 for i ≥ 1. For every nonnegative integer i, let
ρi = ρ+4(λi+7)+16. Let f1 be the function such that f1(x) = x+ θ0(κρx)+µ(κρx)+ (κ+
|V (H)|)(4λx + 2) + λx for every nonnegative integer x, and for i ≥ 2, let fi be the function
such that fi(x) = f1(fi−1(x)). Let h = (4κ+1)(2|V (H)|+|E(H)|). Let τ0 = 3fh(κ+|V (H)|).
Define ρ∗ = ρ+2λτ0 , λ
∗ = λτ0 and τ = θ0(κρ
∗)+2λτ0. Let r be the (H,Σ, κ, ρ
∗)-port number.
Define θ = θ0(κρ
∗) + κr + 2|V (H)||E(H)|+ (4λ∗ + 2)(κ+ |V (H)|) + τ .
For each (S,Ω) ∈ S2, define CS to be {CS,i : 1 ≤ i ≤ τ0} as follows. Let xS be a vertex
in Ω. Let CS,0 be the cycle of a 4-zone ΛS,0 around xS containing α(S,Ω). The existence of
CS,0 follows from Lemma 5.4. For i ≥ 1, define C
′
S,i−1 to be the cycle bounding a (λi−1+7)-
zone around xS such that C
′
S,i−1 is disjoint from CS,i−1 and the closed disk bounded by
C ′S,i−1 contains ΛS,i−1, and define CS,i to be the cycle C mentioned in Lemma 5.9 by taking
(S,Ω) = (S,Ω) and t = λi−1 + 7, such that the closed disk bounded by CS,i contains
C ′S,i−1. Note that the existence of C
′
S,i−1 follows from Lemma 5.5. By Lemma 5.9, the cycle
CS,i bounds a (2(λi−1 + 7) + 8)-zone ΛS,i, and the society (SS,i,ΩS,i) is a ρi-vortex, where
SS,i =
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS,i
S ′ and ΩS,i is a cyclic ordering on V (CS,i) given by CS,i. Note
that λi = 2λi−1+22, so ΛS,i is a λi-zone and contains all atoms y with mT ′(xS, y) ≤ λi−1+7.
We remark that for each j ∈ [τ0 − i], ΛS,i+j contains all atoms y with mT ′(xS, y) ≤ λi + j,
and mT ′(V (CS,i), V (CS,i+j)) ≥ j.
Note that each member of CS, for any (S,Ω) ∈ S2, bounds a λτ0-zone in G
′. Since τ >
2λτ0 , no cycle belonging to CS intersects a cycle belonging to CS′ , for distinct (S,Ω), (S
′,Ω′) ∈
S2. We shall prove that the buffer system {CS : (S,Ω) ∈ S2} satisfies the conclusions of this
lemma.
38
Observe that for each (S,Ω) ∈ S2 and for each i ∈ [τ0], if V (CS,i) ∩ π(V (H)) = ∅, then
we can define the corresponding ΛS,i-template (QS,i, sS,i), graph HS,i and set YS,i.
Similarly, for each v ∈ V (H) with π(v) ∈ V (S1) for some (S1,Ω1) ∈ S1, we fix such an
(S1,Ω1) and let xv be a vertex in Ω1 and Cxv be a buffer system {Cxv,i : i ∈ [τ0]} such that
for every i ∈ [τ0], the cycle Cxv,i bounds a λi-zone Λxv,i around xv with α(S1,Ω1) ⊆ Λxv,i
such that
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆Λxv,i
S ′ is a ρi-vortex. Let X = {xv : v ∈ V (H)}.
Let bS = 1 and ρS = ρ1 for every (S,Ω) ∈ S2, and let bxv = 1 for every xv ∈ X . Define
T ′′ to be the tangle obtained from T ′ by clearing
⋃
(S,Ω)∈S2
ΛS,bS ∪
⋃
xv∈X
Λxv,bxv . We modify
bS, ρS and bxv for all (S,Ω) ∈ S2 and xv ∈ X (and hence T
′′) by repeatedly applying the
following operations until none of them is applicable.
(OP1) If there exists (S,Ω) ∈ S2 such that V (CS,bS)∩π(V (H)) 6= ∅, then replace bS by bS+1,
and replace ρS by ρbS+1.
(OP2) If there exists (S,Ω) ∈ S2 and e ∈ E(H) such that π(e) is contained in the closed disk
bounded by CS,bS and π(e) ∩ V (CS,bS) 6= ∅, then replace bS by bS + 1, and replace ρS
by ρbS+1.
(OP3) If there exists xv ∈ X such that V (Cxv,bxv )∩π(V (H)) 6= ∅, then replace bxv by bxv +1,
and replace ρxv by ρbxv+1.
(OP4) If there exists xv ∈ X and e ∈ E(H) such that π(e) is contained in the closed disk
bounded by Cxv,bxv and π(e) ∩ V (Cxv,bxv ) 6= ∅, then replace bxv by bxv + 1, and replace
ρxv by ρbxv+1.
(OP5) If V (CS′,bS′ )∩π(V (H)) = ∅ = V (Cx′v,bx′v
)∩π(V (H)) for every (S ′,Ω′) ∈ S2 and xv ∈ X ,
and if there exist (S,Ω) ∈ S2 and xv ∈ X such that mT ′′(V (CS,bS), V (Cxv,bxv )) ≤ j,
where j = θ0(
∑
(S′,Ω′)∈S2
ρS′)+µ(
∑
(S′,Ω′)∈S2
ρbS′ )+
∑
(S′,Ω′)∈S2
(4λbS′+2)+
∑
x′v∈X
(4λbx′v
+
2), then replace bS by bS + j + λxv,bxv , replace ρS by ρbS+j+λxv,bxv , and remove xv from
X .
(OP6) If V (CS′,bS′ ) ∩ π(V (H)) = ∅ = V (Cx′v,bx′v
) ∩ π(V (H)) for every (S ′,Ω′) ∈ S2 and
xv ∈ X , and if there exist xv, yv ∈ X such that mT ′′(V (Cxv,bxv ), V (Cyv,byv )) ≤ j, where
j = θ0(
∑
(S′,Ω′)∈S2
ρS′)+µ(
∑
(S′,Ω′)∈S2
ρbS′ )+
∑
(S′,Ω′)∈S2
(4λbS′ +2)+
∑
x′v∈X
(4λbx′v
+2),
then replace bxv by bxv + j + λyv,byv , replace ρxv by ρbxv+j+λyv,byv , and remove yv from
X .
(OP7) If V (CS′,bS′ )∩π(V (H)) = ∅ = V (Cx′v,bx′v )∩π(V (H)) for every (S
′,Ω′) ∈ S2 and xv ∈ X ,
and if there exists (S,Ω) ∈ S2 such that either
– bS ≤ j, or
– π(V (H)) ∩ (ΛS,bS − ΛS,bS−j) 6= ∅, or
– there exists e ∈ E(H) with π(e) ⊆ ΛS,bS but π(e) 6⊆ ΛS,bS−j,
where j = µ(
∑
(S′,Ω′)∈S2
ρbS′ ), and if none of (OP1)-(OP6) is applicable, then replace
bS by bS + j.
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Claim 1: (OP1)-(OP7) are applied at most (4κ+ 1)(2|V (H)|+ |E(H)|) times.
Proof of Claim 1: Let D = |π(V (H))∩
⋃
(S′′,Ω′′)∈S,α(S′′,Ω′′)⊆
⋃
(S,Ω)∈S2
ΛS,bS∪
⋃
x∈X Λx,bx
V (S ′′)|+
|{e ∈ E(H) : π(e) ⊆
⋃
(S′′,Ω′′)∈S,α(S′′,Ω′′)⊆
⋃
(S,Ω)∈S2
ΛS,bS∪
⋃
x∈X Λx,bx
S ′′}| + |V (H)| − |X|. It is
clear that D increases whenever any of (OP1)-(OP6) is applied, and this quantity does not
decrease when (OP7) is applied. So (OP1)-(OP6) can be applied at most 2|V (H)|+ |E(H)|
times.
It suffices to prove that (OP7) cannot be applied consecutively more than κ times without
increasing D. Assume that (OP7) is just applied on (S,Ω) ∈ S2, and D does not increase.
By Lemma 7.1, the corresponding ΛS-depth of the new lifting with respect to the new set
{ΛS′,bS′} is no more than the ΛS-depth with respect to the old set (unless the ΛS-depth with
respect to the old set is less than three), and |YS,bS | does not change by the definition of
a lifting. So (OP7) is not applicable for (S,Ω) ∈ S2, except for up to three times during
the entire process. In addition, applying (OP7) on any (S ′,Ω′) ∈ S2 − {(S,Ω)} does not
make (OP7) applicable on (S,Ω), unless
∑
(S′′,Ω′′)∈S2
ρS′′ increases. Note that
∑
(S′′,Ω′′)∈S2
ρS′′
increases implies that D increases, except for up to 3κ times during the entire process. Hence
(OP7) can be applied consecutively at most 4κ times without increasing D. Therefore, the
total number of times that (OP1)-(OP7) are applied is at most (4κ+1)(2|V (H)|+ |E(H)|).

Define Xπ = X . By Claim 1, the process must terminate. Note that |Yx| ≤ 2|E(H)| by
the definition of Nx for every x ∈ X . Then it is easy to prove by induction that whenever
any of (OP1)-(OP7) is applied,
∑
(S,Ω)∈S2
bS +
∑
x∈X bx is replaced by a number at most
f1(
∑
(S,Ω)∈S2
bS +
∑
x∈X bx), and ρS′ ≤ ρS′,bS′ and the ΛS′,bS′ -depth is at most ρS′ for ev-
ery (S ′,Ω′) ∈ S2. Hence by Claim 1,
∑
(S,Ω)∈S2
bS +
∑
x∈X bx ≤ f(4κ+1)(2|V (H)|+|E(H)|)(κ +
|V (H)|) ≤ τ0/3.
It is clear that Conclusions 1-7 and 8(a)-8(e) hold since none of (OP1)-(OP7) is applicable.
Since each ΛS,bS and Λx,bx is a λ
∗-zone, Conclusion 8(f) holds. Furthermore, since none of
(OP5) and (OP6) is applicable, Conclusions 8(g) and 8(h) hold. In addition, since each CS
contains at most τ0 members and τ − 2λτ0 ≥ θ0(κρ
∗), Conclusion 8(i) holds. Finally, it is
easy to prove that Conclusion 8(j) holds at the beginning of the process and does not become
violated whenever any of (OP1)-(OP7) is applied. So Conclusion 8(j) holds. This proves the
lemma.
We call the buffer system {CS : (S,Ω) ∈ S2} mentioned in Lemma 7.2 an (H, θ0, µ)-gauge
with respect to (S1,S2, α). Note that the numbers ρ
∗, λ∗ mentioned in Lemma 7.2 only
depend on H,Σ, θ0, µ, κ, ρ, and are independent with S. For every homeomorphic embedding
π from H into G, let {(QS, sS) : (S,Ω) ∈ S2} and Xπ be the sets mentioned in Lemma 7.2,
then for every x ∈ Xπ, let Nx be the graph mentioned in Lemma 7.2, and we define Hx to
be the graph as follows.
• V (Hx) = {v ∈ V (H) : π(v) ∈ V (Nx)} ∪ Yx, and
• E(Hx) = {e ∈ E(H) : π(e) ⊆ Nx} ∪ {yv : y ∈ Yx, v ∈ V (Hx)− Yx, there exists an edge
e′ of H incident with v such that some path in Nx between y and π(v) is a subset of
π(e′)}.
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For each v ∈ V (Hx), we label v with u if v = π(u) for some u ∈ V (H). For each (S,Ω) ∈ S2),
let CS, C
′
S be the cycles mentioned in Lemma 7.2. Fix an ordering of the members of S2, we
call the union of the sequences ((QS, sS) : (S,Ω) ∈ S2), (CS : (S,Ω) ∈ S2), (C
′
S : (S,Ω) ∈ S2)
and the set of labelled graphs {Hx : x ∈ Xπ} the (H, θ0, µ)-snapshot of π with respect to
this (H, θ0, µ)-gauge.
8 Rerouting
We say that (S,Ω,Ω0) is a neighborhood if S is a graph and Ω,Ω0 are cyclic permutations
with Ω,Ω0 ⊆ V (S). A neighborhood (S,Ω,Ω0) is rural if S has a drawing Γ in the plane
and there are disks ∆0 ⊆ ∆ such that
• Γ uses no point outside ∆ and none in the interior of ∆0,
• Ω are the vertices in Γ ∩ ∂∆, and Ω0 are the vertices in Γ ∩∆0, and
• the cyclic permutations of Ω and Ω0 coincide with the natural cyclic orders on ∆ and
∆0, respectively.
In this case, we say that (Γ,∆,∆0) is a presentation of (S,Ω,Ω0). For a fixed presentation
(Γ,∆,∆0) of a neighborhood (S,Ω,Ω0) and an integer s ≥ 0, an s-nest for (Γ,∆,∆0) is a
sequence (C1, C2, ..., Cs) of pairwise disjoint cycles of S such that ∆0 ⊆ ∆1 ⊆ ... ⊆ ∆s ⊆ ∆,
where ∆i is the closed disk in the plane bounded by Ci, for 1 ≤ i ≤ s, in the drawing Γ, and
∆0 ∩ ∂∆1 = ∅.
If (S,Ω,Ω0) is a neighborhood and (S0,Ω0) is a society, then (S ∪ S0,Ω) is a society and
we call this society the composition of the society (S0,Ω0) with the neighborhood (S,Ω,Ω0).
A society (S,Ω) is s-nested if it is the composition of a society with a rural neighborhood
that has an s-nest for some presentation of it.
A subgraph F ⊆ S for a rural neighborhood (S,Ω,Ω0) with presentation (Γ,∆,∆0) is
perpendicular to an s-nest (C1, C2, ..., Cs) for (Γ,∆,∆0) if for every component P of F
• P is a path with one end in Ω¯ and the other in Ω0, and
• P ∩ Ci is a path for each i = 1, 2, ..., s.
A linkage L in a graph G is a subgraph of G such that every component of L is a path.
We say that two linkages L, L′ in G are equivalent if for every two vertices u, v of G, u, v are
the ends of a component of L if and only if u, v are the ends of a component of L′. We say
that a linkage L in G is vital in G if V (L) = V (G), and there exists no linkage L′ in G with
L′ 6= L equivalent to L.
Theorem 8.1 ([29]). For every positive integer p, there exists an integer w such that every
graph that has a vital linkage with p components has tree-width less than w.
We shall prove the following lemma, where its proof included in this paper is inspired by
a proof of a theorem in [12].
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Lemma 8.2. For positive integers k, s, there exists an integer s′ such that the following
holds. If (S,Ω) is a composition of a society (S0,Ω0) with an s
′-nested rural neighborhood
(S ′,Ω,Ω0) that has an s
′-nest (C1, C2, ..., Cs′) for some presentation (Γ,∆,∆0), and F is a
linkage in S with at most k components such that every component of F is either
• a path P with both ends in Ω such that there exists another component P ′ of F such
that P ′ is a path with both ends in Ω but belonging to different intervals of Ω determined
by the ends of P , or
• a path with one end in Ω and one end in V (S0),
then there exist a linkage F ′ in S equivalent to F and an s-nest (C ′1, C
′
2, ..., C
′
s) for (Γ,∆,∆0)
such that F ′ ∩ S ′ is perpendicular to (C ′1, C
′
2, ..., C
′
s).
Proof. Let w be the number w mentioned in Theorem 8.1 by taking p = k. Define
s′ = 2w + 4 + s.
Suppose that S and F form a counterexample of this lemma with |V (S)|+ |E(S)| mini-
mum. By deleting vertices and the minimality of S, we know that V (S) = V (F ∪
⋃s′
i=1Ci).
Furthermore, by contracting edges in E(F ) ∩ E(
⋃s′
i=1Ci) and the minimality of S, we
know that E(F ) ∩ E(
⋃s′
i=1Ci) = ∅. If V (S) − V (F ) 6= ∅, say v ∈ V (S) − V (F ), then
v ∈ V (
⋃s′
i=1 V (Ci))− V (F ), and contracting an edge in
⋃s′
i=1Ci incident with v contradicts
the minimality of S. So V (S) = V (F ).
Suppose that the tree-width of S is greater than w. Then by Theorem 8.1, F is not a
vital linkage in S. So there exists a linkage L in S with L 6= F equivalent to F . Hence
there exists an edge e ∈ E(F ) − E(L). Since E(F ) ∩ E(
⋃s′
i=1Ci) = ∅, e 6∈ E(
⋃s′
i=1Ci). So
(C1, C2, ..., Cs′) is an s
′-nest for S− e, and L ⊆ S− e. Since L is equivalent with F in S, the
minimality of S implies that the desired s-nest and subgraph F ′ exist in S− e, and hence in
S, a contradiction. So the tree-width of S is at most w.
Let W be a component of F ∩S ′. By definition, W is a path. If there exists a path R in
S with ends x, y such that {x, y} ⊆ V (W ) and R ∩ V (F ) = {x, y}, then we say the graph
F ′ is obtained from F by rerouting through R if F ′ is obtained from F by deleting the edges
and internal vertices of the subpath in W with ends x, y and adding R. Note that F ′ is a
linkage in S equivalent to F . If such F ′ exists, we say that F can be rerouted through R.
If there exists a path R in Ci for some i ∈ [s
′] such that F can be rerouted through
R, then one can delete the edges in F − F ′ from S and apply induction, contradicting the
minimality of S. So F cannot be rerouted through any path in Ci for any i ∈ [s
′].
We say that any path in F ∩ S ′ with at least one edge from Ω0 to Ω0 is a bounce. The
height of a bounce P is the maximum h such that V (P ) ∩ V (Ch) 6= ∅. Let ∆0 be the disk
in which S0 is located. Note that P ∪∆0 bounds a disk containing ∆0, and we denote this
disk by ∆P .
If a bounce P has height h for some h ≥ 2, then |V (P )∩V (Ch−1)| ≥ 2 by the planarity of
the rural neighborhood, and there exists a bounce Q disjoint from P such that ∆Q ⊆ ∆P and
V (Q) ∩ V (Ch−1) 6= ∅; otherwise there exists a path R in Ch−1 with ends in V (P ) ∩ V (Ch−1)
such that rerouting F through R contradicts the minimality of S. In other words, if there
exists a bounce Ph with height h for some h ≥ 2, then there exists a bounce Ph−1 disjoint
from Ph with height at least h−1 such that ∆Ph−1 ⊆ ∆Ph . Therefore, if there exists a bounce
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with height at least 2w + 3, then there exist bounces Pi for every i ∈ [w + 1] such that the
following hold.
• Pi are pairwise disjoint for i ∈ [w + 1].
• ∆Pj ⊆ ∆Pj+1 for every j ∈ [w].
• |V (Pi) ∩ V (C2i)| ≥ 2 for every i ∈ [w + 1].
Since E(F ) ∩ E(
⋃s′
i=1Ci) = ∅, if there exists a bounce with height at least 2w + 3, then
{V (Pi) ∪ V (C2i) : i ∈ [w + 1]} is a set of w + 1 edge-disjoint but pairwise intersecting
subgraphs of S, so it has tree-width at least w + 1, a contradiction. Hence every bounce
has height at most 2w + 2. That is, if P is a component of F ∩ S ′ such that P intersects
Ci for some i with 2w + 3 ≤ i ≤ s
′, then P has at least one end in Ω. Observe that no
component of F ∩ S ′ contains both ends in Ω by the definition of F and the planarity of a
rural neighborhood. So if P is a component of F ∩ S ′ such that P intersects Ci for some i
with 2w + 3 ≤ i ≤ s′, then P has exactly one end in Ω, and hence P is internally disjoint
from V (S0), for otherwise P is a bounce with height at least 2w + 3.
For any linkage L in S equivalent with F , we say that an s-nest (C ′1, C
′
2, ..., C
′
s) for
(Γ,∆,∆0) is L-compatible if any component of L∩S
′ that intersects
⋃s
i=1C
′
i is a path with one
end in Ω and one end in V (S0) internally disjoint from V (S0). Note that (C2w+4, C2w+5, ...,
C2w+3+s) is F -compatible.
We choose a linkage F ′ in S equivalent with F and an F ′-compatible s-nest (C ′1, C
′
2, ..., C
′
s)
such that the number of components of F ′ ∩ (
⋃s
i=1C
′
s) is minimum. We shall prove that F
′
and (C ′1, ..., C
′
s) satisfy the conclusion of this lemma and obtain a contradiction. It suffices
to prove that F ′ ∩ S ′ is perpendicular to (C ′1, ..., C
′
s).
Suppose to the contrary that there exist a component Q of F ′ ∩ S ′ and i ∈ [s] such that
Q ∩ C ′i is not a path. So there exist x, y ∈ V (Q) ∩ V (C
′
i) belonging to different components
of Q ∩ C ′i, the subpath R of Q with ends x, y, and a path P ⊆ C
′
i with ends x, y such that
R ∪ P bounds an open disk disjoint from ∆0. We further choose the pair Q and i such that
i is maximum, and subject to this, R is internally disjoint from the closure of ∆i if possible.
Since Q is a path with one end in Ω and one end in V (S0), the maximality of i implies
that R is disjoint from Cj for every j ≥ i+ 1. If R is internally disjoint from the closure of
∆i, then define C
′′
i to be the cycle obtained by C
′
i by deleting all edges and internal vertices
of P and adding R, and define C ′′j = C
′
j for j ∈ [s]−{i}. Then (C
′′
1 , ..., C
′′
s ) is F
′-compatible
but the number of components of F ′ ∩ (
⋃s
i=1C
′′
i ) is smaller than the number of components
of F ′ ∩ (
⋃s
i=1C
′
i), a contradiction.
Hence R is not internally disjoint from the closure of ∆i. So R is contained in the closure
of ∆i. Then if some internal vertex of P belongs to V (F
′), then there exists a component Q′
of F ′∩S ′ (possibly equal to Q) such that Q′∩C ′i is not a path and the corresponding subpath
R′ of Q′ is different from R and is internally disjoint from the closure of ∆i by the planarity
of (Γ,∆,∆0), contradicting the choice of Q, i. So no internal vertex of P belongs to V (F
′).
Define F ′′ to be the linkage in S obtained by rerouting F ′ through P . Then (C ′1, ..., C
′
s) is
F ′′-compatible, but the number of components of F ′′ ∩ (
⋃s
i=1C
′
i) is less than the number of
components of F ′ ∩ (
⋃s
i=1C
′
i), a contradiction. This proves the lemma.
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9 Vortices and crossings
Let Σ be a connected surface, and let ∆1, ...,∆t be pairwise disjoint closed disks in Σ. Let
Γ be a drawing in Σ such that U(Γ)∩∆i = V (Γ)∩∂∆i for 1 ≤ i ≤ t. Let Z =
⋃t
i=1 V (Γ)∩∂∆i.
We say that a partition (Z1, Z2, ..., Zp) of Z satisfies the topological feasibility condition if
there exist pairwise disjoint disks D1, D2, ..., Dp in Σ such that Dj ∩ (
⋃t
i=1∆i) = Zj for
j ∈ [p].
The following theorem will be frequently applied in this paper.
Theorem 9.1 ([24, Theorem (3.2)]). For every connected surface Σ and all integers t ≥ 0
and z ≥ 0, there exists a positive integer θ such that the following is true. Let ∆1, ...,∆t be
pairwise disjoint closed disks in Σ, and let Γ be a 2-cell drawing in Σ such that U(Γ)∩∆i =
V (Γ)∩ ∂∆i for 1 ≤ i ≤ t. Let |Z| ≤ z, where Z =
⋃t
i=1(V (Γ)∩ ∂∆i), and let (Z1, Z2, ..., Zp)
be a partition of Z satisfying the topological feasibility condition. Let T be a respectful tangle
of order at least θ in Γ with metric mT such that mT (ri, rj) ≥ θ for 1 ≤ i < j ≤ t, where
ri is the region of Γ meeting ∆i for 1 ≤ i ≤ t, and V (Γ) ∩ ∂∆i is free for 1 ≤ i ≤ t. Then
there are mutually disjoint connected subdrawing Γ1,Γ2, ...,Γp of Γ with V (Γj) ∩ Z = Zj for
1 ≤ j ≤ p.
Lemma 9.2. For every positive integer k and for every surface Σ, there exists a number τ
such that if ∆1, ...,∆k are open disks in Σ with pairwise disjoint closure and Γ1,Γ2, ...,Γk are
k sets of curves in Σ −
⋃k
i=1∆i such that for each i ∈ [k], |Γi| ≤ k and members of Γi are
pairwise disjoint curves connecting pairs of distinct points in
⋃k
j=1 ∂∆j , then there exist k
sets Γ′1,Γ
′
2, ...,Γ
′
k of simple curves in Σ−
⋃k
i=1∆i such that the following hold.
1. For each i ∈ [k], |Γ′i| = |Γi| and curves in Γ
′
i are pairwise disjoint.
2. For each i ∈ [k] and γ ∈ Γi, there uniquely exists a curve γ
′ ∈ Γ′i such that the endpoints
of γ are the same as the ends of γ′.
3. For distinct members γ, γ′ of
⋃k
i=1 Γ
′
i and for each point x ∈ γ∩γ
′, there exists an open
set Bx ⊆ Σ with x ∈ Bx such that Bx −{x} does not contain any point that belongs to
at least two distinct members of
⋃k
i=1 Γ
′
i.
4. Every point in Σ belongs to at most two members of
⋃k
i=1 Γ
′
i.
5. There exist at most τ ∈ Σ points belonging to at least two members of
⋃k
i=1 Γ
′
i.
Proof. Let Σ be a surface and let ∆1, ...,∆k be k open disks with pairwise disjoint closure.
Let θ be the number θ mentioned Theorem 9.1 by taking Σ = Σ, t = k and z = 2k2. It is
not hard to see that there exists a number g (only depending on Σ and k) such that once
can construct a 2-cell drawing G in Σ with |V (G)| = g such that U(G) ∩∆i = V (G) ∩ ∂∆i
and |V (G)∩ ∂∆i| ≥ k
2 for every i ∈ [k], and there exists a respectful tangle T in G of order
at least θ with metric mT such that mT (ri, rj) ≥ θ for 1 ≤ i < j ≤ k, where ri is the region
of G meeting ∆i for 1 ≤ i ≤ k, and every subset of V (G)∩ ∂∆i with size at most 2k
2 is free
with respect T for every 1 ≤ i ≤ k. Define τ = 2k
2
g.
Let Γ1, ...,Γk be k sets of curves mentioned in the statement of this lemma. By moving
the curves in
⋃k
i=1 Γi homotopically, it suffices to prove the case that the ends of any curve
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in
⋃k
i=1 Γi are in V (G). For each i ∈ [k], let Zi be the set of ends of the members of
Γi, and let (Z
i
γ : γ ∈ Γi) be the partition of Zi such that Z
i
γ consists of the ends of γ
for every γ ∈ Γi. Since the partition (Z
i
γ : γ ∈ Γi) satisfies the topological feasibility
condition, by Theorem 9.1, there exist pairwise disjoint subdrawings Γiγ , for each γ ∈ Γi, in
Σ such that V (Γiγ) ∩ Zi = Z
i
γ. Note that each Γ
i
γ is a path, and we let Γ
i
γ
′
be the drawing
in Σ with U(Γiγ
′
) = U(Γiγ) and V (Γ
i
γ
′
) consists of the ends of Γiγ. For each i ∈ [k], let
Γ′i = {Γ
i
γ
′
: γ ∈ Γi}. Hence every point x ∈ Σ belonging to at least two members of
⋃k
i=1 Γ
′
i
belongs to U(G). By perturbing the members of
⋃k
i=1 Γ
′
i, we may assume that if x ∈ Σ is
a point belonging to two distinct members of
⋃k
i=1 Γ
′
i, then x ∈ V (G). So Γ
′
1, ...,Γ
′
k satisfy
Conclusions 1-3, and there are at most |V (G)| points in Σ belonging to at least two members
of
⋃k
i=1 Γ
′
i. By further perturbing the members of
⋃k
i=1 Γ
′
i, we may assume that Γ
′
1, ...,Γ
′
k
satisfy Conclusions 1-4, and there are at most 2
∑k
i=1|Γi||V (G)| ≤ τ points in Σ belonging to
at least two distinct members of
⋃k
i=1 Γ
′
i. This proves the lemma.
We will need the following notions to prove the main result of this section.
Let ρ be a positive integer. Let (S,Ω) be a vortex with depth at most ρ, and let (P,X )
be a vortical decomposition of (S,Ω) with depth at most ρ. We denote V (P ) by [|V (P )|]
and any edge of P is incident with consecutive integers. Let W be a subgraph of S. Define
IW to be a collection of closed intervals in the real line as follows.
• The ends of each member of IW are rational numbers with denominator two.
• Each member of IW , denoted by IC , corresponds to a component C of W .
• For each t ∈ V (P ) and component C of W , let RC,t = V (C) ∩ Xt, and let RC,0 =
RC,|V (P )|+1 = ∅.
• For each component C of W , let aC be the minimum such that RC,aC 6= ∅, and let bC
be the maximum such that RC,bC 6= ∅.
• For each component C of W , if RC,aC ⊆ RC,aC+1, then define the left end of IC to be
aC ; otherwise, define the left end of IC to be aC − 0.5.
• For each component C of RC,bC ⊆ RC,bC−1, then define the right end of IC to be bC−1;
otherwise, define the right end of IC to be bC − 0.5.
We call IW the canonical interval labeling of W with respect to (P,X ).
For a positive integer t, a t-interval is a union of t (not necessarily disjoint) closed intervals
in R.
Theorem 9.3 ([1, Theorem 1]). Let t, k be positive integers. If S is a finite family of t-
intervals with no k + 1 pairwise disjoint members, then there exists a set of at most 2t2k
points in R intersecting all members of S.
The following lemma is an important step toward proving the main result of this section.
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Lemma 9.4. For every connected graph H, positive integers k, κ, ρ, and every surface Σ,
there exist nonnegative nondecreasing functions θ∗0, µ
∗ with domain Z and numbers θ∗, ξ∗, λ∗, η∗
such that the following hold. Let G be a graph and T a tangle in G. Let S be a effective
T -central segregation of G with respect to a (κ, ρ)-witness (S1,S2). Let α be a proper ar-
rangement of S in Σ such that there exists a tangle T ′ of order at least θ∗ in the skeleton G′
of α with respect to (S1,S2) conformal with T , and there exists an (H, θ
∗
0, µ
∗)-gauge C with
respect to (S1,S2, α). Let π1, π2, ..., πℓ be distinct homeomorphic embeddings from H into G.
If the (H, θ∗0, µ
∗)-snapshots of πi are identical for all i ∈ [ℓ], then one the following hold.
1. G half-integrally packs k subdivisions of H, where for each v ∈ V (H), their the branch
vertices corresponding to v are contained in {πi(v) : i ∈ [ℓ]}.
2. There exists Z ⊆ V (G) with |Z| ≤ ξ∗ such that Z ∩ πi(V (H) ∪ E(H)) 6= ∅ for each
i ∈ [ℓ].
3. There exist W ∗ ⊆ V (G′) with |W ∗| ≤ η∗ and a set {Λ∗w : w ∈ W
∗}, where each Λ∗w is a
λ∗-zone around w ∈ W ∗ in G′ such that for each i ∈ [ℓ],
⋃
(S,Ω)∈S1,α(S,Ω)⊆
⋃
w∈W Λ
∗
w
V (S)
contains πi(vi) for some vi ∈ V (H) with πi(vi) 6∈ V (
⋃
(S,Ω)∈S2
S).
4. There exist i ∈ [ℓ] and (A,B) ∈ T such that πi(E(H)) ⊆ A.
Proof. Let q0 = k, and for i ≥ 1, let qi = k +
∑i−1
j=0 qj . For every nonnegative integer x, we
let
• r(x) be the (H,Σ, κ, x)-port number,
• τ9.2(x) be the number τ mentioned in Lemma 9.2 by taking k = (κ · r(x) + 2|E(H)|+
κ+ |V (H)|q|V (H)|) · k and Σ = Σ.
• k0(x) = 5τ9.2(x),
• φ(x) be the number θ mentioned in Theorem 9.1 by taking Σ = Σ, t = κ+q|V (H)||V (H)|+
k0(x) and z = k · (
∑
(x1,x2,...,xκ)∈(N∪{0})κ ,
∑κ
i=1 xi=x
2r(xi))+ |E(H)||V (H)|q|V (H)|+2k0(x).
Note that we may assume that φ(x) > k · (
∑
(x1,x2,...,xκ)∈(N∪{0})κ ,
∑κ
i=1 xi=x
2r(xi)) +
|E(H)||V (H)|q|V (H)| + 2k0(x).
• θ′(x) = 2k0(x) + φ(κx),
• ξ(x) = 4(r(x))2(k − 1)(2x+ 1), and
• s8.2(x) be the number s
′ mentioned in Lemma 8.2 by taking k = k ·r(x) and s = x+1.
We define the following.
• Define µ∗(·) to be the function s8.2(2φ(·)) + r(·) + 2|E(H)|.
• Define θ∗0(·) to be the function θ
′(·) + µ∗(·) + 4.
• Define λ∗1, ρ
∗ be the numbers λ∗, ρ∗, respectively, mentioned in Lemma 7.2 by taking
H = H, κ = κ, ρ = ρ, θ0 = θ
∗
0, µ = µ
∗,Σ = Σ.
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• Define k∗0 = k0(ρ
∗).
• Define η∗ = q|V (H)||V (H)|+ κ+ k
∗
0.
• Define φ∗ = 2φ(κρ∗) + (4λ∗1 + 2)(κ+ q|V (H)||V (H)|) + 2k
∗
0.
• Define ξ∗ = ξ(ρ∗) + q|V (H)|.
• Define λ∗ = 3λ∗1 + φ
∗ + (4λ∗1 + 2)(κ+ q|V (H)||V (H)|).
• Define θ∗ = φ∗ + ξ∗ + (4λ∗ + 2)η∗ + (4λ∗1 + 2)(κ+ q|V (H)||V (H)|) + 2k
∗
0 + 2ρ
∗.
Suppose that this lemma does not hold. For each i ∈ [ℓ] and (S,Ω) ∈ S2, let CS,i, C
′
S,i, YS,i,
ΛS,i, ρS,i be the sets CS, C
′
S, YS,ΛS and number ρS, respectively, and Xπi be the set X for πi
mentioned in Lemma 7.2. By assumptions, CS,i = CS,j and C
′
S,i = C
′
S,j for all i, j ∈ [ℓ]. So
we may denote CS,i, C
′
S,i,ΛS,i and ρS,i for all i ∈ [ℓ] by CS, C
′
S,ΛS and ρS, respectively.
For each x ∈
⋃ℓ
i=1Xπi, let Yx,Λx, λx be the sets as mentioned in the statement of Lemma
7.2.
As the (H, θ∗0, µ
∗)-snapshots for all πi are identical, we denote the terms ((QS, sS) :
(S,Ω) ∈ S2) and {Hx : x ∈ Xπ} mentioned in the definition of the (H, θ
∗
0, µ
∗)-snapshot of πi
for each i ∈ [ℓ] as ((Q, S) : (S,Ω) ∈ S2) and {Hx : x ∈ Xπi}, respectively. Let F1 = {Hx : x ∈
Xπ1}. For each F ∈ F1, define JF to be a maximal subset of {Yx : x ∈
⋃ℓ
i=1Xπi, Hx = F}.
Claim 1: For each F ∈ F1, there exists J
∗
F ⊆ JF with |J
∗
F | = q|F1| such thatmT ′(Y, Y
′) ≥ φ∗
for every distinct Y, Y ′ ∈
⋃
F ′∈F1
J ∗F ′.
Proof of Claim 1: We may assume that F1 6= ∅, for otherwise this claim holds. Let
{J ′F : F ∈ F1} be a maximal collection such that for each F ∈ F1, J
′
F ⊆ JF with |J
′
F | ≤ q|F1|
and mT ′(Y, Y
′) ≥ φ∗ for every distinct Y, Y ′ ∈
⋃
F ′∈F1
J ′F ′. We are done if |J
′
F | = q|F1| for
every F ∈ F1. So we may assume that there exists F
∗ ∈ F1 such that |J
′
F ∗| < q|F1|. We
may assume |JF ∗| ≥ q|F1|; otherwise, there exists a set Z ⊆ V (G) with |Z| ≤ |JF ∗| ≤ ξ
∗
such that Z ∩ Y 6= ∅ for every Y ∈ JF ∗, and hence Z ∩ πi(E(H)) 6= ∅ for every i ∈ [ℓ]
and Statement 2 holds. By the maximality of {J ′F ′ : F
′ ∈ F1}, for every Y ∈ JF ∗, there
exists Y ′ ∈
⋃
F∈F1
J ′F such that mT ′(Y, Y
′) ≤ φ∗ − 1. By the definition of a gauge, for
each Y ∈
⋃
F∈F1
JF , there exist xY ∈ V (G
′) such that mT ′(xY , Y ) ≤ λ
∗
1 and a λ
∗
1-zone ΛxY
around xY such that ΛxY ∩ (
⋃ℓ
i=1 πi(V (H))) 6= ∅. Let W
∗ = {xY : Y ∈
⋃
F∈F1
J ′F}. So
|W∗| ≤ q|F1||F1| ≤ q|V (H)||V (H)|. Note that for every Y ∈ JF ∗, there exists w ∈ W
∗ such
that mT ′(w, Y ) ≤ λ
∗
1+φ
∗−1. So for each Y ∈ JF ∗, mT ′(W, xY ) ≤ 2λ
∗
1+φ
∗−1. By Lemma
5.4, for each w ∈ W∗, there exists a (3λ∗1 + φ
∗ + 2)-zone Λ∗w containing every atom x with
mT ′(w, x) ≤ 3λ
∗
1 + φ
∗ − 1. Therefore, there exist at most q|V (H)||V (H)| (3λ
∗
1 + φ
∗ + 2)-zones
Λ∗w around vertices w inW
∗ in G′ such that
⋃
w∈W∗ Λ
∗
w ⊇
⋃
Y ∈JF∗
ΛxY . Since for each i ∈ [ℓ],
there exists ui ∈ V (H) such that πi(ui) ∈
⋃
Y ∈JF∗
⋃
(S,Ω)∈S1,α(S,Ω)⊆ΛxY
V (S). Since each ui
has the property that πi(ui) 6∈
⋃
(S,Ω)∈S2
V (S) by the definition of F1, the third conclusion
of this lemma holds, a contradiction. 
For every Y ∈
⋃
F∈F1
J ∗F , let xY ∈ Xπ be the vertex of G
′ such that Y is contained in
the boundary cycle of Λx. Let X = {xY : Y ∈
⋃
F∈F1
J ∗F}. Note that |X| ≤ |F1|q|F1| ≤
|V (H)|q|V (H)|.
Define G′′ and T ′′ to be the drawing and tangle obtained from G′ and T ′, respectively, by
clearing
⋃
(S,Ω)∈S2
ΛS∪
⋃
x∈X Λx. Note that each ΛS and Λx is a λ
∗
1-zone, so the order of T
′′ is
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at least θ∗− (4λ∗1+ 2)(κ+ q|(H)||V (H)|). Define M = {e ∈ E(G
′′) : mT ′′(e,
⋃
Y ∈
⋃
F∈F1
J ∗
F
Y ∪
⋃
(S,Ω)∈S2
YS) ≥ φ
∗}.
Claim 2: There exists M∗ ⊆ M with |M∗| = k∗0 such that every member of M
∗ is free
with respect to T ′′, and for distinct Y, Y ′ ∈M∗, mT ′′(Y, Y
′) ≥ φ∗.
Proof of Claim 2: Let M′ be a maximal subset of M such that every member of M′
is free with respect to T ′′ and for distinct Y, Y ′ ∈ M′, mT ′′(Y, Y
′) ≥ φ∗. We are done if
|M′| ≥ k∗0. So we may assume that |M
′| < k∗0. For each (S,Ω) ∈ S2, let xS be a vertex
in Ω. Let W∗ = {xY : Y ∈
⋃
F∈F1
J ∗F} ∪ {xS : (S,Ω) ∈ S2} ∪ M
′. Hence, there exist
|W∗| (λ∗1 + φ
∗ + 4)-zones Λ∗w in G
′′ where each is around an element w of W∗ such that
V (e) ⊆
⋃
w∈W∗ Λ
∗
w for every e ∈ E(G
′′) with V (e) free with respect to T ′′. Since each Λ∗w is a
(φ∗+λ∗1+4)-zone in G
′′, it is a (φ∗+λ∗1+4+(4λ
∗
1+2)(κ+ q|V (H)||V (H)|))-zone in G
′. Since
|W∗| ≤ q|V (H)||V (H)|+ κ + k
∗
0 ≤ η
∗, every edge e with V (e) free respect to T ′′ is contained
in a union of at most η∗ (φ∗+λ∗1+(4λ
∗
1+2)(κ+ q|V (H)||V (H)|))-zones in G
′, the drawing G1
obtained from G′ by clearing at most η∗ (φ∗+ λ∗1+ (4λ
∗
1+2)(κ+ q|V (H)||V (H)|))-zones in G
′
has a tangle T1 of order at least θ
∗ − (4(φ∗ + λ∗1 + (4λ
∗
1 + 2)(κ+ q|V (H)||V (H)|)) + 2)η
∗ ≥ 2.
Since every edge e of G1 with V (e) free with respect to T1 is free with respect to T
′′, there
exists no edge e of G1 with V (e) free with respect to T1. But by the proof of [22, Theorem
(2.6)], since T1 has order two, there exists an edge e
∗ of G1 such that e
∗ ∈ B for every
(A,B) ∈ T1 with order at most one, a contradiction. 
For each (S,Ω) ∈ S2, define G
S to be the subgraph
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS
S ′ of G, and
define ΩS to be a cyclic order of V (CS) consistent with ∂ΛS. By Lemma 7.2, (G
S,ΩS) is a
ρS-vortex for each (S,Ω) ∈ S2, so there exists a vortical decomposition (P
S,X S) of (GS,ΩS)
with adhesion at most ρS. For each (S,Ω) ∈ S2 and i ∈ [ℓ], define H
S,i to be the subgraph
of G ∩ πi(E(H)) consisting of the components intersecting YS,i ∪ (πi(V (H)) ∩ V (G
S)), and
define IS,i be the canonical interval labelling with respect to (P
S,X S). Since H is connected,
each IS,i is a r(ρ
∗)-interval, since |YS,i| ≤ r(ρS) ≤ r(ρ
∗).
Claim 3: For each (S,Ω) ∈ S2, there exists IS ⊆ [ℓ] with size k such that IS,i ∩ IS,j = ∅ for
distinct i, j ∈ IS.
Proof of Claim 3: Suppose to the contrary that such IS does not exist. Since IS,i is a r(ρ
∗)-
interval for each i ∈ [ℓ], by Theorem 9.3, there exists a set D ⊆ R with |D| ≤ 2(r(ρ∗))2(k−1)
such that D intersects IS,i for every i ∈ [ℓ]. Since every end of any IS,i is a rational
number of denominator two, we may assume that every point in D is a rational number
of denominator two. Denote the bags of X S as X1, X2, ..., X|V (PS)| such that Xi contains
the i-th vertex of Ω for each i ∈ [|Ω|]. Let X0 and X|V (PS)|+1 be the empty set. For each
i ∈ [|V (P S)|], let Zi = Xi ∩ (Xi−1 ∪ Xi+1 ∪ Ω). Since S is T -central and H is connected,
there do not exist i ∈ [ℓ] and j ∈ [|V (P S)|] such that V (πi(V (H) ∪ E(H)) ∩ Xj) 6= ∅ and
V (πi(V (H) ∪ E(H)) ∩ Zj) = ∅, for otherwise there exists a separation (A,B) ∈ T of order
at most 2ρ∗+1 with V (A) = Xj and V (B) = Zj such that V (πi(E(H))) ⊆ A, so Statement
4 holds. Define Z =
⋃
i∈{⌊d⌋,⌈d⌉:d∈D} Zi. Then Z ∩ V (πi(V (H) ∪ E(H)) ∩ S) 6= ∅ for every
i ∈ [ℓ]. But |Z| ≤ 2|D| · (2ρ∗ + 1) ≤ ξ∗. So Statement 2 holds, a contradiction. 
For each (S,Ω) ∈ S2, let IS be the set mentioned in Claim 3, and we denote the elements
of IS by iS,1, iS,2, ..., iS,k.
Claim 4: For each (S,Ω) ∈ S2, there exists a cycle C
∗
S bounding an open disk Λ
∗
S with
α(S,Ω) ⊂ Λ∗S ⊂ ΛS such that
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• there exist at least 2φ(
∑
(S,Ω)∈S2
ρS) pairwise disjoint cycles where each bounding a
disk strictly contained in ΛS and strictly contains Λ
∗
S,
• there exist k pairwise disjoint subgraphs R1, R2, ..., Rk of G
S such that for each j ∈ [k],
replacing πiS,j (E(H))∩
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS
S ′ by Rj leads to a pseudo-embedding of H
in Σ legal with respect to {ΛS′ : (S
′,Ω′) ∈ S2} such that its ΛS-signature is the same
as the ΛS-signature of πiS,j , and
• for each j ∈ [k], every component of Rj ∩
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS−Λ
∗
S
S ′ is a path from
V (C∗S) to
⋃
i∈IS
YS,i internally disjoint from V (CS).
Proof of Claim 4: Let U =
⋃
i∈IS
(πi(V (H)) ∩ V (G
S)) ∪
⋃
i∈IS
⋃
e∈E(H),πi(e)⊆GS
πi(e). Let
L be a graph obtained from the union of the components of
⋃
i∈IS
(πi(V (H) ∪ E(H)) ∩⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS
S ′) intersecting
⋃
i∈IS
YS,i by deleting U . Let Λ
′ be the open disk bounded
by C ′S, let D =
⋃
(S′,Ω′)∈S2,α(S′,Ω′)⊆Λ′
S ′, and let ΩD be a cyclic ordering of V (C ′S) consistent
with the ordering of the points in ∂Λ′. By the definition of a lifting and the definition
an (H, θ∗0, µ
∗)-gauge, L ∩ V (CS) ⊆
⋃
i∈IS
YS,i, and L is a linkage in G
S − (U ∪ (V (CS) −
V (L)) with at most k|YS,1| ≤ kr(ρS) components such that every component is either a
path with one end in ΩS and one end in V (D), or a path with both ends in V (CS) and
there exists another component of L intersecting the both interval of ΩS determined by
the ends of this path. By the definition of an (H, θ∗0, µ
∗)-gauge, (GS,ΩS) is a composition
of (D,ΩD) with a µ∗(
∑
(S,Ω)∈S2
ρS)-nested rural neighborhood. Furthermore, the definition
of an (H, θ∗0, µ
∗)-gauge implies that U ⊆ D. So (GS − (U ∪ (V (CS) − V (L)),Ω
S) is a
composition of (D − U,ΩD) with a (µ∗(
∑
(S,Ω)∈S2
ρS) − 1)-nested rural neighborhood. By
Lemma 8.2, since µ∗(
∑
(S,Ω)∈S2
ρS)− 1 ≥ s8.2(2φ(
∑
(S,Ω)∈S2
ρS)), there exists a linkage L
′ in
GS− (U ∪ (V (CS)−V (L)) equivalent to L such that (G
S− (U ∪ (V (CS)−V (L)),Ω
S) can be
expressed as a composition of (D−U,ΩD) with a rural neighborhood (S ′′,Ω,ΩD) that has a
2φ(
∑
(S,Ω)∈S2
ρS)-nest (C
′
1, C
′
2, ..., C
′
2φ(
∑
(S,Ω)∈S2
ρS)
) for some presentation of it such that L′∩S ′′
is perpendicular to (C ′1, C
′
2, ..., C
′
2φ(
∑
(S,Ω)∈S2
ρS)
). Define C∗S = C
′
1 and define Λ
∗
S to be the open
disk bounded by C ′1. Since L
′ is equivalent with L, L′∪U can be partitioned into subgraphs
R1, R2, ..., Rk such that for each j ∈ [k], replacing πiS,j (E(H)) ∩
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS
S ′ by
Rj leads to a pseudo-embedding of H in Σ legal with respect to {ΛS′ : (S
′,Ω′) ∈ S2} such
that its ΛS-signature is the same as the ΛS-signature of πiS,j . Since L
′ is perpendicular to
(C ′1, C
′
2, ..., C
′
2φ(
∑
(S,Ω)∈S2
ρS)
) and V (CS) ∩ V (L
′) = V (CS) ∩ V (L) ⊆
⋃
i∈IS
YS,i, we have that
for each j ∈ [k], every component of Rj ∩
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS−Λ
′
S
S ′ is a path from V (C∗S) to⋃
i∈IS
YS,i internally disjoint from V (CS). 
For each (S,Ω) ∈ S2, define Y
∗
S to be the set of ends of the components of
⋃
j∈[k](Rj ∩⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆ΛS−Λ
′
S
S ′) in V (C∗S), where Rj and C
∗
S are the graphs and the cycle men-
tioned in Claim 4. Note that the third conclusion of Claim 5 implies that |Y ∗S | ≤ |
⋃
i∈IS
YS,i| ≤
kr(ρS) for each (S,Ω) ∈ S2.
For each x ∈ X , define Gx to be the graph
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆Λx
S ′, and define Ωx to be
a cyclic ordering of V (Cx) consistent with ∂Λx. The following claim can be proved in the
same way as Claim 4, so we omit the details.
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Claim 5: For each x ∈ X , there exists a cycle C∗x bounding an open disk Λ
∗
x with α(x) ⊂
Λ∗x ⊂ Λx such that
• there exist at least 2φ(
∑
(S,Ω)∈S2
ρS) pairwise disjoint cycles where each bounding a
disk strictly contained in Λx and strictly contains Λ
∗
x,
• there exist a subgraph R of Gx such that replacing πj(E(H)) ∩
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆Λx
S ′
by R leads to a pseudo-embedding of H in Σ legal with respect to {ΛS′ : (S
′,Ω′) ∈ S2},
where j is the number such that x = xY ∈ Xπj for some F ∈ F1 and Y ∈ J
∗
F , and
• every component of R∩
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆Λx−Λ∗x
S ′ is a path from V (C∗x) to Yx internally
disjoint from V (Cx).
For each x ∈ X , define Y ∗x to be the set of ends of R ∩
⋃
(S′,Ω′)∈S,α(S′,Ω′)⊆Λx−Λ∗x
S ′ in
V (C∗x), where R and C
∗
x are the graph and the cycle mentioned in Claim 5. Note that
|Y ∗x | ≤ |Yx| ≤ 2|E(H)| for every x ∈ X .
For any member e ∈ M∗, define ∆e to be a disk in Σ such that ∆e ∩ G
′ = V (e). Define
G′′′, T ′′′ to be the graph and tangle obtained from G′, T ′ by clearing
⋃
(S,Ω)∈S2
Λ∗S ∪
⋃
x∈X Λ
∗
x,
respectively. Since each Λ∗S is contained in the λ
∗
1-zone ΛS, Λ
∗
S is a λ
∗
1-zone. Similarly, each
Λ∗x is a λ
∗
1-zone contained in Λx. Hence the order of T
′′′ is at least θ∗−(4λ∗1+2)(κ+q|F1||F1|),
and for any two atoms a, b, mT ′′′(a, b) ≥ mT ′(a, b)− (4λ
∗
1 + 2)(κ+ q|F1||F1|).
Let Y = {Y ∗S , Y
∗
x : (S,Ω) ∈ S2, x ∈ X}.
Claim 6: The following hold.
• mT ′′′(Y, Y
′) ≥ 2φ(κρ∗) for any two distinct members Y, Y ′ of Y .
• mT ′′′(Y, V (e)) ≥ 2φ(κρ
∗) for every Y ∈ Y and e ∈M∗.
• Every member Y of Y is free with respect to T ′′′.
Proof of Claim 6: Let Y, Y ′ be distinct members of Y . If Y = Y ∗S and Y
′ = Y ∗S′ for some
distinct (S,Ω), (S ′,Ω′) ∈ S2, then mT ′′′(Y, Y
′) ≥ mT ′′(V (CS), V (CS′)) ≥ mT ′′(YS, YS′)− 4 ≥
θ∗0(κρ
∗) − 4 ≥ 2φ(κρ∗), since every closed walk in the radial drawing of G′′ whose inside
contains some atom of Y and some atom of Y ′ also contains some atom of V (CS) and some
atom of V (CS′). Similarly, if Y = Y
∗
S and Y
′ = Y ∗x for some (S,Ω) ∈ S2 and x ∈ X , then
mT ′′′(Y, Y
′) ≥ θ∗0(κρ
∗) − 4 ≥ 2φ(κρ∗) by the definition of an (H, θ∗0, µ
∗)-gauge; if Y = Y ∗x
and Y ′ = Y ∗x′ for some distinct x, x
′ ∈ X , then mT ′′′(Y, Y
′) ≥ φ∗ − 4 ≥ 2φ(κρ∗) by Claim 1.
Furthermore, for every e ∈M∗, mT ′′′(V (e), Y ) ≥ φ
∗ − 4 ≥ 2φ(κρ∗) by the definition of M∗.
It suffices to prove that Y is free with respect to T ′′′. Suppose that Y is not free with
respect to T ′′′. By Lemma 5.2, there exists (A,B) ∈ T ′′′ with order less than |Y | such that
Y ⊆ V (A) and mT ′′′(Y, z) ≤ |V (A ∩ B)| < |Y | ≤ max{kr(ρS), 2|E(H)| : (S,Ω) ∈ S2} <
2φ(
∑
(S′,Ω′)∈S2
ρS′) for every z ∈ V (A). We assume that Y = YS for some (S,Ω) ∈ S2. (The
case that Y = Yx for some x ∈ X can be proved analogously, so we omit the proof.) Since
there are |Y | disjoint paths in G′′′ from Y to V (CS), V (CS) 6⊆ V (B). So there exists a closed
walk W in the radial drawing of G′′′ with length less than 2|Y | such that the inside of W
contains some vertex in Y and some vertex in V (CS). Since |Y | < 2φ(
∑
(S′,Ω′)∈S2
ρS′), Claim
4 implies that there exist disjoint cycles D1, D2, ..., D|Y | such that each Di bounds an open
disk ∆i, and Λ
∗
S ⊂ ∆1 ⊂ ∆2 ⊂ ... ⊂ ∆|Y | ⊂ ΛS.
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IfW is a walk in the radial drawing of G′, then mT ′(V (CS), V (C
′
S)) < 2φ(
∑
(S′,Ω′)∈S2
ρS′),
contradicting the definition of an (H, θ∗0, µ
∗)-gauge. SoW is not a radial drawing of G′. Since
2φ(κρ∗) ≥ 2φ(
∑
(S′,Ω′)∈S2
ρS′) > |Y |, W is disjoint from
⋃
(S′,Ω′)∈S2−{(S,Ω)}
ΛS ∪
⋃
x∈X Λx ∪⋃
e∈M∗ ∆e. Hence W intersects Λ
∗
S. Since the inside of W contains a vertex in V (CS), W
intersects V (Di) for every i ∈ [|Y |]. So the length of W is at least 2|Y |, a contradiction.
This proves that Y is free with respect to T ′′′. 
Since G′′ is a subgraph of G′′′, each member ofM∗ is free with respect to T ′′′ by Claim 2.
So every member of {Y ∗S , Y
∗
x , V (e) : (S,Ω) ∈ S2, x ∈ X, e ∈M
∗} is free with respect to T ′′′.
Define Y ∗ =
⋃
(S,Ω)∈S2
Y ∗S ∪
⋃
x∈X Y
∗
x ∪
⋃
e∈M∗ V (e). Note that |Y
∗| ≤ 2k
∑
(S,Ω)∈S2
r(ρS) +
2|E(H)| · |F1|q|F1| + 2k
∗
0 ≤ 2k
∑
(S,Ω)∈S2
r(ρS) + 2|E(H)| · |V (H)|q|V (H)| + 2k
∗
0.
By the definition of a (Σ, (ΛS : (S,Ω) ∈ S2))-template, there exist k collections P1,P2, ...,Pk
and k sets Γ1, ...,Γk of pairwise disjoint simple curves such that the following hold.
• For each i ∈ [k], Pi consists of one member of J
∗
F for each F ∈ F1 and a subset of YS
for each (S,Ω) ∈ S2, such that
⋃
Y ∈Pi
Y and
⋃
Y ∈Pj
Y are pairwise disjoint for i 6= j.
• For each j ∈ [k] and for each curve γ ∈ Γj , the endpoints of γ are two vertices in⋃
Y ∈Pj
Y .
• For each j ∈ [k], the union of
⋃
γ∈Γj
γ and the subgraphs RS,i and Rx for all (S,Ω) ∈
S2, i ∈ [k] and x ∈ X , where RS,i is the subgraph Ri mentioned in Claim 4, and
Rx is the subgraph R mentioned in Claim 5, gives a pseudo-embedding of H in Σ
legal with respect to {Λ∗S′,Λ
∗
x : (S
′,Ω′) ∈ S2, x ∈ X} with no crossing-points in Σ −
(
⋃
(S′,Ω′)∈S2
Λ∗S′ ∪
⋃
x∈X Λ
∗
x).
Note that each Γi contains at most k · (
∑
(S,Ω)∈S2
r(ρS)+2|E(H)|) members. By Lemma 9.2,
there exist k sets Γ′1, ...,Γ
′
k of pairwise disjoint simple curves such that the following hold.
• For each j ∈ [k] and for each curve γ ∈ Γj, the ends of γ are two vertices in
⋃
Y ∈Pj
Y .
• For each j ∈ [k], the union of
⋃
γ∈Γj
γ and the subgraphs RS,i and Rx for all (S,Ω) ∈ S2,
i ∈ [k] and x ∈ X gives a pseudo-embedding of H in Σ legal with respect to {Λ∗S′,Λ
∗
x :
(S ′,Ω′) ∈ S2, x ∈ X} with no crossing-points in Σ− (
⋃
(S′,Ω′)∈S2
Λ∗S′ ∪
⋃
x∈X Λ
∗
x).
• For each point x ∈ γ ∩ γ′ for some distinct members γ, γ′ of
⋃k
i=1 Γ
′
i, there exists an
open set Bx ⊆ Σ with x ∈ Bx such that Bx − {x} does not contain any point that
belongs to at least two distinct members of
⋃k
i=1 Γ
′
i.
• There exists at most τ9.2(ρ
∗) points belonging to at least two members of
⋃k
i=1 Γ
′
i.
We say a point x in Σ is a
⋃k
i=1 Γ
′
i-crossing if x ∈ γ ∩ γ
′ for some distinct γ, γ′ ∈
⋃k
i=1 Γ
′
i.
For each
⋃k
i=1 Γ
′
i-crossing, define ∆x to be a closed disk contained in Bx. We say two
⋃k
i=1 Γ
′
i-
crossings x, y are adjacent by γ if γ ∈
⋃k
i=1 Γ
′
i and there exists γ
′ ⊆ γ such that x, y ∈ γ′ and
γ′ does not contain any
⋃k
i=1 Γ
′
i-crossing other than x, y. For each unordered pair of adjacent⋃k
i=1 Γ
′
i-crossings {x, y} by some γ ∈
⋃k
i=1 Γ
′
i, we define ∆x,y to be a closed disk contained in
an open disk around a point in γ between x, y disjoint from
⋃
x∆x (where the union is over
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all
⋃k
i=1 Γ
′
i-crossings x) such that ∆x,y ∩ γ has exactly one component, ∆x,y is disjoint from
any member of (
⋃k
i=1 Γ
′
i)−{γ}, and ∆x,y is disjoint ∆x′,y′ for any unordered pair of adjacent⋃k
i=1 Γ
′
i-crossings {x
′, y′} different from {x, y}.
Note that each member of
⋃k
i=1 Γ
′
i is a mapping from [0, 1] to Σ. Define Ξ = {∆x : x
is a
⋃k
i=1 Γ
′
i-crossing} ∪ {∆x,y : {x, y} is an unordered pair of adjacent
⋃k
i=1 Γ
′
i-crossings by
some γ ∈
⋃k
i=1 Γ
′
i}. Note that |Ξ| ≤ 5τ9.2(ρ
∗) = |M∗|. By deleting members ofM∗, we may
assume that |M∗| = |Ξ|. Define η to be a bijection from Ξ to M∗, and for each ∆ ∈ Ξ, we
write the ends of η(∆) as η(∆)0 and η(∆)1.
Recall that every member of {Y ∗S , Y
∗
x , V (e) : (S,Ω) ∈ S2, x ∈ X, e ∈ M
∗} is free with
respect to T ′′′, and Y ∗ is the union of those members. Now we define a partition Q of Y ∗ as
follows.
• For each γ ∈
⋃k
i=1 Γ
′
i such that γ does not contain any
⋃k
i=1 Γ
′
i-crossing, we define Qγ
to be the set of the ends of γ.
• For each
⋃k
i=1 Γ
′
i-crossing x, let γ, γ
′ be the members of
⋃k
i=1 Γ
′
i with x ∈ γ ∩ γ
′, define
Qx,0 = {η(∆x)0, vx,γ,1, vx,γ′,1} and Qx,1 = {η(∆x)1, vx,γ,0, vx,γ′,0}, where for t ∈ {0, 1}
and γ′′ ∈ {γ, γ′},
– define vx,γ′′,1−t = γ(t), if there no
⋃k
i=1 Γ
′
i-crossing between γ
′′(t) and x in γ′′;
– otherwise define vx,γ′′,1−t = η(∆x,y,γ′′)1−t, where y is the
⋃k
i=1 Γ
′
i-crossing between
γ′′(t) and x in γ′′ closest to x.
• Q = {Qγ : γ does not contain any
⋃k
i=1 Γ
′
i-crossing} ∪ {Qx,0, Qx,1 : x is a
⋃k
i=1 Γ
′
i-
crossing}.
By the definition of
⋃k
i=1 Γ
′
i, Q satisfies the topological feasibility condition. Since |Y
∗| ≤
2k
∑
(S,Ω)∈S2
r(ρS)+ 2|E(H)| · |V (H)|q|V (H)|+2k
∗
0, by Theorem 9.1 and Claim 6, there exists
a set {GQ : Q ∈ Q} of pairwise disjoint connected subdrawing of G
′′′ with V (GQ) ∩ Y
∗ = Q
for each Q ∈ Q. We may assume that each GQ is minimal in the sense that deleting any
edge from GQ will make GQ disconnected. So for each (S,Ω) ∈ S1, at most |Ω| − 1 edges
in G′′′ given by (S,Ω) is contained in
⋃
Q∈QE(GQ). Since S is effective with respect to
(S1,S2),
⋃
Q∈QGQ together with
⋃k
i=1
⋃
(S,Ω)∈S2
RS,i ∪
⋃
x∈X Rx shows that G half-integrally
packs k H-subdivisions, where for each v ∈ V (H), their branch vertices corresponding to
v are contained in {πi(v) : i ∈ [ℓ]}. Therefore, Conclusion 1 holds, a contradiction. This
proves the lemma.
Lemma 9.5. For all connected graph H, surface Σ and positive integers k, κ, ρ, there ex-
ist positive integers κ∗ = κ∗(H,Σ, k, κ, ρ), ρ∗ = ρ∗(H,Σ, k, κ, ρ) and a constant function
φ = φ(H,Σ, k, κ, ρ) such that for every positive integer ξ, there exists an integer ξ∗ =
ξ∗(H,Σ, k, κ, ρ, ξ) such that for every integer θ∗, there exists an integer θ = θ(H,Σ, k, κ, ρ, ξ, θ∗)
such that the following hold. Let G be a graph, T a tangle in G, and X ⊆ V (G). Let S
be a T -central effective segregation with respect to a (κ, ρ)-witness (S1,S2) such that there
exists a proper (Σ, θ, φ, T )-arrangement α with respect to (S1,S2) in Σ. Let Z ⊆ V (G)
with |Z| ≤ ξ. Let R = (Rv : v ∈ V (H)) be a collection of subsets of V (G). If t is an
integer such that for every R-compatible homeomorphic embedding π from H into G, either
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π(V (H) ∪E(H))∩Z 6= ∅, or |(
⋃
(S,Ω)∈S2
V (S)) ∩ π(V (H))| ≥ t, then there exist Z∗ ⊆ V (G)
with |Z∗| ≤ ξ∗ and a T -central effective segregation S∗ with respect to a (κ∗, ρ∗)-witness
(S∗1 ,S
∗
2 ) with a proper (Σ, θ
∗, φ, T )-arrangement with respect to (S∗1 ,S
∗
2 ) in Σ such that one
of the following holds.
1. G half-integrally packs k R-compatible subdivisions of H.
2. There exist (A,B) ∈ T and an R-compatible homeomorphic embedding π∗ from H into
G such that π∗(E(H)) ⊆ A.
3. For every R-compatible homeomorphic embedding π from H into G, either π(V (H) ∪
E(H)) ∩ Z∗ 6= ∅, or |(
⋃
(S,Ω)∈S∗2
V (S)) ∩ π(V (H))| ≥ t + 1.
Proof. We define the following.
• Define θ9.4, µ9.4, θ
∗
9.4, ξ9.4, λ9.4, η9.4 to be the functions θ
∗
0, µ
∗ and the numbers
θ∗, ξ∗, λ∗, η∗, respectively, mentioned in Lemma 9.4 by taking H = H, k = k, κ =
κ, ρ = ρ and Σ = Σ.
• Define θ7.2, τ7.2, ρ7.2, λ7.2 to be the numbers θ, τ, ρ
∗, λ∗, respectively, mentioned in
Lemma 7.2 by taking H = H, κ = κ, ρ = ρ, θ0 = θ9.4, µ = µ9.4 and Σ = Σ.
• Define φ to be the constant function τ7.2. Note that φ does not depend on θ
∗.
• Define M6.5 to be the number M mentioned in Lemma 6.5 by taking κ = κ,Σ = Σ,
(∆1, ...,∆κ) to be any κ oriented disks in Σ with pairwise disjoint closure, H = H and
ρ = ρ7.2.
• Define c1 = |V (H)|
|V (H)|+|E(H)|.
• Define c =Mκ6.5 · λ
2κ
7.2 · c1.
• Define ξ∗ = ξ + c · ξ9.4. Note that ξ
∗ does not depend on θ∗.
• Define κ∗, ρ∗, θ5.11 to be the numbers κ
∗, ρ∗, θ mentioned in Lemma 5.11 by taking
κ = κ, k = c · η9.4, ρ = ρ, λ = λ9.4, φ = φ and θ
∗ = θ∗. Note that κ∗, ρ∗ do not depend
on ξ, θ∗.
• Define θ = θ∗9.4 + θ7.2 + θ5.11 + θ
∗ + ξ∗.
Suppose that this lemma does not hold. Let G′ be the skeleton of α with respect to
(S1,S2).
By Lemma 7.2, there exists an (H, θ9.4, µ9.4)-gauge {CS : (S,Ω) ∈ S2} with respect to
(S1,S2, α). Note that for each (S,Ω) ∈ S2, there are at mostM6.5 different α(S,Ω)-templates
with depth at most ρ7.2, and the number of different pairs of cycles CS, C
′
S mentioned in
Lemma 7.2 is at most λ27.2. Furthermore, there are at most c1 different sets {Hx : x ∈ Xπ}
mentioned in the definition of an (H, θ9.4, µ9.4)-snapshots with respect to {CS : (S,Ω) ∈ S2}.
So there are at most c different (H, θ9.4, µ9.4)-snapshots with respect to {CS : (S,Ω) ∈
S2}. Therefore, the set of R-compatible homeomorphic embeddings π from H into G can
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be partitioned into c (not necessarily non-empty) subsets A1, A2, ..., Ac such that the R-
compatible homeomorphic embeddings in each small set Ai has the same (H, θ9.4, µ9.4)-
snapshot with respect to {CS : (S,Ω) ∈ S2}. Since Conclusions 1 and 2 of this lemma do not
hold, applying Lemma 9.4 by taking {π1, ..., πℓ} mentioned in Lemma 9.4 to be Ai for each
i ∈ [c], we have that for each i ∈ [c], either
• there exists Zi ⊆ V (G) with |Zi| ≤ ξ9.4 such that Zi ∩ π(E(H)) 6= ∅ for each π ∈ Ai,
or
• there exist Wi ⊆ V (G
′) with |Wi| ≤ η9.4 and a set {Λw : w ∈ Wi}, where each Λw is a
λ9.4-zone around some w ∈ Wi inG
′ such that for each π ∈ Ai,
⋃
(S,Ω)∈S1,α(S,Ω)⊆
⋃
w∈Wi
Λw
V (S)
contains π(vi) for some vi ∈ V (H) with π(vi) 6∈ V (
⋃
(S,Ω)∈S2
S).
Define Z∗ to be the union of Z and Zi for all i ∈ [c] in which Zi defined. So |Z
∗| ≤ ξ∗.
Define W∗ to be the union of the sets {Λw : w ∈ Wi} over all numbers i ∈ [c] in which Wi is
defined. So |W∗| ≤ c · η9.4.
By Lemma 5.11, there exists a T -central segregation S∗ with a (κ∗, ρ∗)-witness (S∗1 ,S
∗
2 )
such that S∗1 ⊆ S1, (
⋃
(S,Ω)∈S2
S) ∪ (
⋃
(S,Ω)∈S1,α(S,Ω)⊆
⋃
Λ∈W∗ Λ
S) ⊆
⋃
(S,Ω)∈S∗2
S, and S∗ has
a (Σ, θ∗, φ, T )-arrangement with respect to (S∗1 ,S
∗
2 ) in Σ. Since S
∗
1 ⊆ S1, S
∗ is effec-
tive respect to (S∗1 ,S
∗
2 ). Furthermore, if π is an R-compatible homeomorphic embedding
from H into G with π(V (H) ∪ E(H)) ∩ Z∗ = ∅, then π ∈ Ai for some i ∈ [c] with
Wi defined, so some vertex v ∈ V (H) with π(v) 6∈ V (
⋃
(S,Ω)∈S2
S) has the property that
π(v) ∈
⋃
(S,Ω)∈S1,α(S,Ω)⊆
⋃
w∈Wi
Λw
V (S) ⊆
⋃
(S,Ω)∈S∗2
V (S). Therefore, for every R-compatible
homeomorphic embedding π from H into G with π(V (H) ∪ E(H)) ∩ Z∗ = ∅, we have
|(
⋃
(S,Ω)∈S∗2
V (S)) ∩ π(V (H))| − |(
⋃
(S,Ω)∈S2
V (S)) ∩ π(V (H))| ≥ 1. So Conclusion 3 of this
lemma holds, a contradiction.
Lemma 9.6. For any connected graph H, surface Σ and positive integers k, κ, ρ, there exist
positive integers θ, ξ and a constant function φ such that the following hold. Let G be a
graph, T a tangle in G, and R = (Rv : v ∈ V (H)) a collection of subsets of V (G). If there
exists a T -central effective segregation S of G with respect to a (κ, ρ)-witness (S1,S2) such
that there exists a proper (Σ, θ, φ, T )-arrangement with respect to (S1,S2) in Σ, then one of
the following holds.
1. G half-integrally packs k R-compatible subdivisions of H.
2. There exists Z ⊆ V (G) with |Z| ≤ ξ such that π(V (H) ∪ E(H)) ∩ Z 6= ∅ for every
R-compatible homeomorphic embedding from H into G.
3. There exist (A,B) ∈ T and an R-compatible homeomorphic embedding π∗ from H into
G such that π∗(E(H)) ⊆ A.
Proof. Define κ0 = κ, ρ0 = ρ and ξ0 = 0. For every i ≥ 1, define κi, ρi, ξi, φi to be the
numbers κ∗, ρ∗, ξ∗ and function φ, respectively, mentioned in Lemma 9.5 by taking H =
H,Σ = Σ, k = k, κ = κi−1, ρ = ρi−1, ξ = ξi−1. Define ξ = ξ|V (H)|+1 and φ =
∑|V (H)|+1
i=1 φi.
Define θ|V (H)|+1 = 1. For i ∈ [|V (H)|+ 1], define θi−1 to be the number θ mentioned in
Lemma 9.5 by taking H = H,Σ, k = k, κ = κi−1, ρ = ρi−1, ξ = ξi−1, θ
∗ = θi. Define θ = θ0.
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Assume that Conclusions 1 and 3 of this lemma do not hold. Let Z0 = ∅. Note that
S has the property that for every R-compatible homeomorphic embedding π from H into
G, either π(V (H) ∪ E(H)) ∩ Z0 6= ∅ or |(
⋃
(S,Ω)∈S2
V (S)) ∩ π(V (H))| ≥ 0. Denote S by
S0. We can inductively apply Lemma 9.5 to S(i−1) for each i ∈ [|V (H)| + 1] to construct
a set Zi ⊆ V (G) with |Zi| ≤ ξi and a T -central effective segregation S
(i) with respect to a
(κi, ρi)-witness (S
(i)
1 ,S
(i)
2 ) with a proper (Σ, θi, φ, T )-arrangement with respect to (S
(i)
1 ,S
(i)
2 )
in Σ such that for every R-compatible homeomorphic embedding π from H into G, either
π(V (H) ∪ E(H)) ∩ Zi 6= ∅ or |(
⋃
(S,Ω)∈S
(i)
2
V (S)) ∩ π(V (H))| ≥ i.
For every R-compatible homeomorphic embedding π from H into G, since |π(V (H))| =
|V (H)|, we have π(V (H) ∪ E(H)) ∩ Z|V (H)|+1 6= ∅. This proves Conclusion 2 by taking
Z = Z|V (H)|+1.
10 Half-integral Erdo˝s-Po´sa property
The following is a restatement of a structure theorem for excluding a fixed graph as a
minor proved in [5], which is a stronger form of a theorem in [27].
Theorem 10.1 ([5, Theorem 7]). For every graph L, there exists a positive integer κ, such
that for every nondecreasing function φ, there exist integers θ, ξ, ρ such that if G is a graph
with a tangle T with order at least θ, then there exist Z ⊆ V (G) with |Z| ≤ ξ and an
effective (T − Z)-central segregation S with respect to a (κ, ρ)-witness (S1,S2) such that S
has a proper (Σ, φ(p), φ, T − Z)-arrangement with respect to (S1,S2), where Σ is a surface
in which L cannot be drawn and p is the minimum such that every member of S2 is a vortex
of depth at most p.
Lemma 10.2. For any connected graph H and integer k, there exist positive integers θ, ξ
such that if G is a graph with a tangle T of order at least θ, and R = (Rv : v ∈ V (H)) is a
collection of subsets of V (G), then one of the following holds.
1. G half-integrally packs k R-compatible subdivisions of H.
2. There exists Z ⊆ V (G) with |Z| ≤ ξ such that π(V (H) ∪ E(H)) ∩ Z 6= ∅ for every
R-compatible homeomorphic embedding π from H into G.
3. There exist (A,B) ∈ T and an R-compatible homeomorphic embedding π∗ from H into
G such that π∗(E(H)) ⊆ A.
Proof. Let θ4.5, t4.5, ξ4.5 be the numbers θ, t, ξ mentioned in Lemma 4.5 by taking H = H
and k = k. Let κ10.1 be the number κ mentioned in Theorem 10.1 by taking L = Kt4.5
.
For each surface Σ in which Kt4.5
cannot be drawn and for each positive integer ρ, let
θ
(Σ,ρ)
9.6 , ξ
(Σ,ρ)
9.6 and φ
(Σ,ρ)
9.6 be the numbers θ, ξ and function φ mentioned in Lemma 9.6 by
taking H = H,Σ = Σ, k = k, κ = κ10.1 and ρ = ρ. For each positive integer ρ, let
θ
(ρ)
9.6 =
∑
Σ θ
(Σ,ρ)
9.6 , ξ
(ρ)
9.6 =
∑
Σ ξ
(Σ,ρ)
9.6 and φ
(ρ)
9.6 =
∑
Σ φ
(Σ,ρ)
9.6 , where these sums are over all
surfaces Σ in which Kt4.5
cannot be drawn. Let φ be the function with domain Z such that
φ(x) = θ
(x)
9.6+ ξ
(x)
9.6+φ
(x)
9.6(x) for every positive integer x, and φ(x) = 0 for every non-positive
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integer x. Let θ10.1, ξ10.1, ρ10.1 be the numbers θ, ξ, ρ mentioned in Theorem 10.1 by taking
L = Kt4.5
and φ = φ. Define θ = θ4.5 + θ10.1 and ξ = ξ4.5 + ξ10.1 + ξ9.6.
Let G be a graph and let T be a tangle in G with order at least θ. If T controls a Kt4.5
-
minor, then one of the statements of this lemma holds by Lemma 4.5. So we may assume
that T does not control a Kt4.5
-minor. By Theorem 10.1, there exist Z0 ⊆ V (G) with
|Z0| ≤ ξ10.1 and a (T − Z0)-central effective segregation S with respect to a (κ10.1, ρ10.1)-
witness (S1,S2) such that there exists a proper (Σ, φ(p), φ, T − Z0)-arrangement α with
respect to (S1,S2) in a surface Σ in which Kt4.5
cannot be drawn, where p is the minimum
such that every member of S2 is a p-vortex. Hence (S1,S2) is a (κ10.1, p)-witness, and for
all distinct members (S1,Ω1), (S2,Ω2) ∈ S2, mT ′(Ω1,Ω2) ≥ φ(p) ≥ φ
(Σ,p)
9.6 (p), where T
′ is the
tangle of the skeleton of α with respect to (S1,S2) that is conformal with T −Z0 mentioned
in the definition of a (Σ, φ(p), φ, T −Z0)-arrangement. Note that φ(p) ≥ θ
(p)
9.6 ≥ θ
(Σ,p)
9.6 . So α
is a (Σ, θ
(Σ,p)
9.6 , φ
(Σ,p)
9.6 , T − Z0)-arrangement of S with respect to (S1,S2) in Σ. Therefore, one
of the statements of this lemma holds by Lemma 9.6.
Now we are ready to prove Theorem 1.2 for connected graphs H . The following is a
restatement.
Lemma 10.3. For every connected graph H, there exists a function f such that if G is a
graph and R = (Rv : v ∈ V (G)) is a collection of subsets of V (G), then for every positive
integer k, either G half-integrally packs k R-compatible subdivisions of H, or there exists
Z ⊆ V (G) with |Z| ≤ f(k) such that π(V (H) ∪ E(H)) ∩ Z 6= ∅ for every R-compatible
homeomorphic embedding π from H into G.
Proof. For every positive integer k, define θk and ξk to be the numbers θ, k mentioned in
Lemma 10.2 by taking H = H and k = k. Define f to be the function with domain N∪ {0}
such that f(0) = 0, and for i ≥ 1, define f(i) = 2f(i− 1) + 3θi + ξi.
Now we prove by induction on k that either G half-integrally packs k R-compatible
subdivisions ofH , or there exists Z ⊆ V (G) with |Z| ≤ f(k) such that π(V (H)∪E(H))∩Z 6=
∅ for every R-compatible homeomorphic embedding π from H into G. This statement clearly
holds if k = 0. So we may assume that k ≥ 1 and this statement holds for every nonnegative
integer k′ with k′ < k. Suppose to the contrary that this statement does not hold. So G
does not half-integrally packs k R-compatible subdivisions of H , and there does not exist a
subset of V (G) with size at most f(k) intersecting all R-compatible subdivisions of H in G.
Let (A,B) be a separation of G of order less than θk. If both A−V (B) and B−V (A) does
not contain any R-compatible subdivision of H , then since H is connected, G− V (A ∩ B)
does not contain any R-compatible subdivision of H , so V (A∩B) is a set with size at most
θk ≤ f(k) such that π(V (H) ∪ E(H)) ∩ V (A ∩ B) for every R-compatible homeomorphic
embedding π from H into G, a contradiction. So at least one of A − V (B) and B − V (A)
contains an R-compatible subdivision of H .
Suppose that both A − V (B) and B − V (A) contains R-compatible subdivisions of H .
Then B (and A, respectively) does not half-integrally pack k− 1 R-compatible subdivisions
of H , for otherwise G half-integrally packs k R-compatible subdivisions of H . By the
induction hypothesis, there exist ZA, ZB ⊆ V (G) with size at most f(k − 1) such that
πA(E(H)) ∩ ZA 6= ∅ 6= πB(E(H)) ∩ ZB for any R-compatible homeomorphic embedding
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πA from H into A and any R-compatible homeomorphic embedding πB from H into B.
Since H is connected, π(V (H)∪E(H))∩ (ZA ∪ZB ∪ V (A∩B)) 6= ∅ for every R-compatible
homeomorphic embedding π fromH into G. But |ZA∪ZB∪V (A∩B)| ≤ 2f(k−1)+θk ≤ f(k),
a contradiction.
So for every separation (C,D) of G of order less than θk, exactly one of C − V (D) and
D−V (C) contains an R-compatible subdivision of H . Define T to be the set of separations
of G of order less than θk such that a separation (C,D) of G of order less than θk belongs to
T if and only if D − V (C) contains an R-compatible subdivision of H but C − V (D) does
not. Clearly, T satisfies (T1).
Claim 1: T is a tangle in G of order θk.
Proof of Claim 1: It suffices to prove that T satisfies (T2) and (T3). Suppose that T does
not satisfy (T2). So there exist (Ai, Bi) ∈ T for i ∈ [3] such that A1 ∪ A2 ∪ A3 = G. Let
Zi = V (Ai ∩ Bi) for i ∈ [3]. We claim that π(V (H) ∪ E(H)) ∩ (Z1 ∪ Z2 ∪ Z3) 6= ∅ for every
R-compatible homeomorphic embedding π from H into G. If π(V (H) ∪E(H))∩ Zi = ∅ for
some i ∈ [3], then π(E(H)) ⊆ Bi − V (Ai) by the definition of T , since H is connected. But
A1∪A2 ∪A3 = G, so π(V (H)∪E(H))∩ (Z1∪Z2∪Z3) 6= ∅. Hence π(V (H)∪E(H))∩ (Z1∪
Z2 ∪Z3) 6= ∅ for every R-compatible homeomorphic embedding π from H into G. However,
|Z1 ∪ Z2 ∪ Z3| ≤ 3θk ≤ f(k), a contradiction. So T satisfies (T2).
Suppose that T does not satisfy (T3). Then there exists a separation (C,D) ∈ T such
that V (C) = V (G). Since C − V (D) does not contain an R-compatible subdivision of H ,
V (C ∩D) is a set with size at most θk ≤ f(k) intersecting every R-compatible subdivision
of H in G, a contradiction. So T satisfies (T3) and is a tangle of order θk. 
By Lemma 10.2, since ξi ≤ f(k), there exist (A
∗, B∗) ∈ T and an R-compatible homeo-
morphic embedding π∗ from H into G such that π∗(E(H)) ⊆ A∗. So B∗ − V (A∗) does not
half-integrally pack k−1R-compatible subdivisions ofH . By the induction hypothesis, there
exists Z ′ ⊆ V (B∗)−V (A∗) with |Z ′| ≤ f(k−1) such that π(V (H)∪E(H))∩Z ′ 6= ∅ for every
R-compatible homeomorphic embedding π from H into B∗ − V (A∗). Since H is connected
and A∗−V (B∗) does not contain any R-compatible subdivision of H , V (A∗∩B∗)∪Z ′ inter-
sects every R-compatible subdivision ofH in G. But |V (A∗∩B∗)∪Z ′| ≤ θk+f(k−1) ≤ f(k),
a contradiction. This proves the lemma.
Now we are ready to prove Theorem 1.2. Here we restate it.
Theorem 10.4. For every graph H, there exists a function f such that for every graph
G, collection R = (Rv : v ∈ V (H)) of subsets of V (G) and positive integer k, either G
half-integrally packs k R-compatible subdivisions of H, or there exists a set Z ⊆ V (G) with
|Z| ≤ f(k) such that π(V (H) ∪ E(H)) ∩ Z 6= ∅ for every R-compatible homeomorphic
embedding π from H into G.
Proof. Let c be the number of components of H . We shall prove this theorem by induction
on c. The theorem holds if c = 1 by Theorem 10.3. So we may assume that c ≥ 2 and this
theorem holds for every graph with less than c components.
Define H to be the family of the graphs that can be obtained from H by applying one of
the following operations.
• Add an edge incident with two vertices in different components.
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• Subdivide an edge in a component of H to obtain a new vertex v, and add an edge
incident with v and a vertex in another component.
• Pick two different components of H , subdivide one edge in each of them, and add an
edge incident with these two new vertices.
Note that |H| ≤ (|V (H)|+ |E(H)|)2, and every graph in H has less than c components. We
may assume that V (H ′) ⊇ V (H) for every H ′ ∈ H. Define H′ to be the family of graphs,
where each member of H′ can be obtained from H by deleting c′ components for some c′ ≥ 1.
We may assume that V (H ′) ⊆ V (H) for every H ′ ∈ H′.
By the induction hypothesis, for each H ′ ∈ H∪H′, there exists a function fH′ such that
for any graph graph G, collection R = (Rv : v ∈ V (H
′)) of subsets of V (G) and positive
integer k, either G half-integrally packs k R-compatible subdivisions of H ′, or there exists a
set ZH′ ⊆ V (G) with |ZH′| ≤ fH′(k) such that π(E(H
′)) ∩ ZH′ 6= ∅ for every R-compatible
homeomorphic embedding π from H ′ into G.
Define f to be the function such that f(·) =
∑
H′∈H fH′(·) + (kc)
c
∑
H′∈H′ fH′(·).
Suppose to the contrary that f does not satisfy the conclusion of this theorem. So there
exist a graph G, a collection R = (Rv : v ∈ V (H)) of subsets of V (G) and a positive integer
k such that G does not half-integrally pack k R-compatible subdivisions of H , and there
does not exist a subset of V (G) with size at most f(k) intersecting every R-compatible
subdivision of H in G.
For every H ′ ∈ H ∪H′, define RH
′
to the collection (RH
′
v : v ∈ V (H
′)), where RH
′
v = Rv
if v ∈ V (H ′) ∩ V (H), and RH
′
v = V (G) otherwise. Since each graph H
′ ∈ H contains a
subdivision of H , if G half-integrally packs k RH
′
-compatible subdivisions of H ′ for some
H ′ ∈ H, then G half-integrally packs k R-compatible subdivisions of H , a contradiction.
So for each H ′ ∈ H, there exists ZH′ ⊆ V (G) with |ZH′| ≤ fH′(k) such that G − ZH′
does not contain any RH
′
-compatible subdivision of H ′. Let Z0 =
⋃
H′∈H ZH′. Note that
|Z0| ≤
∑
H′∈H fH′(k) ≤ f(k). So there exists an R-compatible subdivision of H in G− Z0.
Let G′ be an R-compatible subdivision of H in G−Z0. Suppose that some component C
of G−Z0 contains two components C1, C2 of G
′. Then there exists a path P in C from V (C1)
to V (C2) internally disjoint from V (C1)∪V (C2). But G
′∪P is anRH
′
-compatible subdivision
of some graph H ′ ∈ H, a contradiction. Hence for every R-compatible subdivision of H in
G− Z0, every component of G− Z0 contains at most one component of this subdivision of
H .
Let G1, G2, ..., Gt be the components of G−Z0. Let H1, H2, ..., Hc be the components of
H . Define a bipartite graphW with a bipartition (L,R), where V (L) = {ui,j : i ∈ [c], j ∈ [k]}
and V (R) = {vi : i ∈ [t]}, such that for all i ∈ [c], j ∈ [k], ℓ ∈ [t], ui,j is adjacent in W to
vℓ if and only if Gℓ contains an R
Hi-compatible subdivision of Hi. Note that if W has a
matching saturating L, then for each i ∈ [c], there exist a set of k distinct components of
G−Z0, where each member of this set contains anR
Hi-compatible subdivision of Hi, and the
set of k components are disjoint for different i, so G− Z0 contains k disjoint R-compatible
subdivisions of H , a contradiction. Hence W does not have a matching saturating L. By
Hall’s theorem, there exists L′ ⊆ L such that |{v ∈ R : uv ∈ E(W ), u ∈ L′}| < |L′|. We
choose such L′ to be as large as possible. The maximality of L′ implies that if ui,j ∈ L
′
for some i ∈ [c] and j ∈ [k], then ui,j′ ∈ L
′ for every j′ ∈ [k]. Let HL′ be the graph⋃
i∈[c],ui,1∈L′
Hi, and let HL−L′ be the graph H − V (HL′).
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Let R′ = {v ∈ R : uv ∈ E(W ), u ∈ L′}. Let GR′ =
⋃
ℓ∈[t],vℓ∈R′
Gℓ, and let GR−R′ = (G−
Z0)−V (GR′). ThenW−(L
′∪R′) has a matching saturating L−L′ by the maximality of L′ and
Hall’s theorem. Hence GR−R′ contains k disjoint R
HL−L′ -compatible subdivisions of HL−L′.
So GR′ does not half-integrally pack k R-compatible subdivisions of HL′. Furthermore, by
the definition of R′, if there exists a set Z ⊆ V (GR′) such that Z intersects every R
HL′ -
compatible subdivision of HL′ in GR′ , then Z intersects every R-compatible subdivision of
H in G− Z0.
Suppose that L′ is a proper subset of L. Then HL′ has less components than H and
belongs to H′, so there exists Z ′ ⊆ V (GR′) with |Z
′| ≤ fHL′ (k) such that Z
′ intersects every
R-compatible subdivision of H in G − Z0. Hence Z0 ∪ Z
′ is a set with size at most f(k)
intersecting every R-compatible subdivision of H in G, a contradiction.
So L′ = L. Therefore, GR′ is a graph with at most |L
′|−1 ≤ kc−1 components. Without
loss of generality, let R′ = [|R′|]. For each injection ι : [c] → [|R′|], there exists iι ∈ [c] such
that Gι(iι) does not half-integrally pack k R
Hiι -compatible subdivisions of Hiι; otherwise GR′
half-integrally packs k R-compatible subdivisions of H . So for each injection ι : [c]→ [|R′|],
there exists Zι ⊆ V (Gι(iι)) with |Zι| ≤ fHiι (k) such that Zι intersects every R
Hiι -compatible
subdivision of Hiι in Gι(iι). Define Z to be the union of Zι over all injections ι from [c] to
[|R′|]. Since there are at most |R′|c ≤ (kc)c such injections, and Hiι ∈ H
′ for each such
injection ι, |Z| ≤ (kc)c
∑
H′∈H′ fH′(k).
Let G′′ be any R-compatible subdivision of H in G − Z0. Since every component of
G − Z0 contains at most one component of G
′′, there exists an injection ιG′′ : [c] → [|R
′|]
such that for every i ∈ [c], GιG′′ (i) contains the component of G
′′ that is an RHi-compatible
subdivision of Hi. Then ZιG′′ ⊆ Z intersects G
′′. Therefore, Z intersects every R-compatible
subdivision of H in G−Z0. In other words, G− (Z0∪Z) does not contain any R-compatible
subdivision of H . Consequently, Z0 ∪ Z intersects every R-compatible subdivision of H in
G. Note that |Z0|+ |Z| ≤
∑
H′∈H fH′(k)+(kc)
c
∑
H′∈H′ fH′(k) ≤ f(k), a contradiction. This
proves the theorem.
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