The deadline of a request is the time instant at which its execution must complete. The deadline of the request in any period of a job with deferred deadline is some time instant after the end of the period. This paper describes a semi-static, priority-driven algorithm for scheduling periodic jobs with deferred deadlines: each job is assigned two priorities, the higher one for old requests and the lower one for the current request. This algorithm is called the modified rate-monotonic algorithm and is based on the wellknown rate-monotonic algorithm. We show that the modified rate-monotonic algorithm is optimal when the deadline of every job is deferred by max (1, γ − 1) periods or more, where γ is the ratio between the longest period and the shortest period. When the deadline of each job is deferred by one period of the job, any set of n independent jobs whose total utilization is equal to or less than [1 + n (2 1/n − 1)] / 2 can be feasibly scheduled by this algorithm. This bound approaches 0.845 when n approaches infinity.
Introduction
Many hard real-time applications, such as flight control and tracking, can be characterized by the periodic-job model [1] [2] [3] [4] [5] [6] . According to this model, the workload of a real-time system is a set of periodic jobs, each of which consists of a periodic sequence of requests for execution of the same computation. The length of the time interval between the arrivals of two consecutive requests in a job is called its period. For every job, a period begins when a new request arrives. We call the time instant at which a request arrives and hence can be scheduled for execution its ready time and the period which begins at the ready time of the request its period of arrival or arrival period. Each request has a deadline, the time instant at which its execution must be completed. In the traditional model [1] [2] [3] [4] [5] , the deadline of a request is the end of its arrival period. A schedule is said to be valid if, according to the schedule, the execution of every request begins on or after its ready time and a sufficient amount of processor time is assigned to every request for its execution to complete. A valid schedule is said to be feasible if every request is completed by its deadline; otherwise, it is said to be infeasible. When preemption is allowed, that is, when the execution of any request can be interrupted and later on resumed, feasible schedules of a set J of independent periodic jobs exist as long as the fraction of time all the jobs in J keep the processor busy is less than or equal to one [1] . A scheduling algorithm is optimal if it always finds a feasible schedule whenever one exists.
Periodic jobs are often scheduled preemptively on uniprocessor systems using a class of algorithms known as priority-driven algorithms [1] [2] [3] [4] [5] [6] . A priority-driven algorithm is one that never leaves the processor idle intentionally when there are requests ready for execution. Such an algorithm can be implemented by assigning priorities to requests; at each instant the request with the highest priority among all ready requests is executed. Well-known examples are the earliest-deadline-first algorithm and the rate-monotonic algorithm. The former assigns priorities to requests dynamically on the basis of their deadlines; the earlier the deadline of a request, the higher its priority. It is known to be optimal. The latter assigns priorities statically to jobs (and, hence, to individual requests in them) on the basis of their periods; the shorter the period of a job, the higher its priority. It has been shown [1] that as long as the average fraction of time a set J of n independent jobs keeps the processor busy is less than or equal to
(that is, 0.82 for n = 2 and ln 2 for large n ), no deadline will be missed if the jobs in J are scheduled according to the rate-monotonic algorithm. Because of its stable behavior under transient overload, it is often considered to be more suited for real-time applications than the earliest-deadline-first algorithm.
In this paper, we consider periodic jobs with deferred deadlines [6] , that is, periodic jobs in which the deadline of a request is some time instant after the end of its arrival period. These jobs allow us to characterize applications where the requests in each job arrive at a higher rate than the rate at which individual requests must be completed. For example in systems described in [7] , each request is required to complete by the end of the period following its arrival period. Other examples include statistical jobs [8] in which the execution of any request, if not completed within its arrival period, is allowed to continue until completion in some subsequent period. Allowing the execution of a request to continue beyond the end of its arrival period is a way to handle a transient overload condition. When it is not possible to complete every request by the end of its arrival period, it is often acceptable if the request can be completed soon enough afterwards.
We describe here a preemptive, priority-driven algorithm, called the modified rate-monotonic algorithm, for scheduling jobs with deferred deadlines. When the deadline of every request is deferred sufficiently long beyond the end of its arrival period, this algorithm becomes optimal. The conditions under which this algorithm is optimal will be discussed.
Our attention then focuses on the case where the deadline of each request in each job is deferred by one period of the job. In this special case, a set of n independent jobs can always be feasibly scheduled according to the modified rate-monotonic algorithm as long as the total fraction of time the jobs keep the processor busy is equal to or less than [1 + U (n )] / 2 where U (n ) is given by Eq.(1). For large n , the value of this expression approaches 0.845. The period ratio of a job set is the ratio between the longest period and the shortest period of the jobs in the set. While the performance of the traditional ratemonotonic algorithm is at its worst when the period ratio is equal to 2, the modified rate-monotonic algorithm is optimal when the period ratio is equal to or less than 2. In contrast, the performance of the modified rate-monotonic algorithm becomes worse when the period ratio increases, while the performance of the rate-monotonic algorithm becomes better for large period ratios.
The remainder of this paper is organized as follows. Section 2 introduces the terminology and describes periodic jobs with deferred deadlines. Section 3 describes the modified rate-monotonic algorithm and suggests a way to implement it. Section 4 discusses the conditions under which it is optimal. Section 5 is concerned with the case where the deadline of each request is deferred by one period. Section 6 discusses the use of the modified rate-monotonic algorithm for scheduling mixed jobs. Section 7 is a summary and discusses possible extensions.
Jobs With Deferred Deadlines
Again, according to the traditional periodic-job model, the workload of a real-time system is a set J of n independent periodic jobs {J 1 , J 2 , . . . J n }. Each job consists of a periodic sequence of requests. We denote the period of J i by p i . The amount of processor time τ i required to complete each request in a job J i is called its execution time. When it is necessary to distinguish the individual requests, we refer to the request whose ready time is the beginning of the j th period of job J i as R ij . The phase b i of J i refers to the ready time of the first request R i 1 of J i . The ready time r ij of the j th request in J i is b i + (j −1) p i , for j = 1, 2, . . . . Let b denote the minimum among the elements of {b i }; we need not be concerned with the time interval before b since no request is ready in the interval.
The deadline of each request R ij in job J i with deferred deadline is some units δ i beyond the end of its arrival period. In other words, the deadline d ij of request R ij in the j th period of J i is
for some δ i > 0. We refer to δ i as the amount of (deadline) deference of job J i .
Without loss of generality, we index the jobs in J in order of non-increasing periods, that is,
The ratio p 1 / p n is the period ratio of J and is denoted by γ. At any time t after b i , there is exactly one period in each job J i which begins before t and ends at or after t . We call this period the current period and the request whose ready time is the beginning of this period the current request of J i at t . The old requests of J i refer to the yet-to-be-completed requests of J i whose periods of arrival ended before t .
We shall confine our attention to the case where jobs are preemptively scheduled on a uniprocessor system. The fraction of time the job J i keeps a processor busy is u i = τ i / p i . This fraction is called the
Σ n u i of the job set J is the fraction of time all the jobs in J keep the processor busy. It is well-known that feasible schedules of J exist as long as U ≤ 1 [1] . A set of job is said to be schedulable according to an algorithm if the algorithm always produces a feasible schedule.
Modified Rate-Monotonic Algorithm
Again, the modified rate-monotonic algorithm, like the rate-monotonic algorithm, is preemptive and priority-driven. It divides all the requests into two groups, current requests and old requests, and assigns two sets of priorities to them according to the following rules:
(1) All current requests have lower priorities than all old requests.
(2) The priorities of all the requests in each of the two groups are assigned on a rate-monotonic basis.
In other words, the current request of a job with a shorter period has a higher priority over the current request of a job with a longer period. Similarly, an old request of a job with a shorter period has a higher priority over an old request of a job with a longer period. (When two jobs J i and J j have the same period, the tie breaking rule is that the current request of J i has a higher priority than the current request of J j if i > j . The tie breaking rule governing priority assignments of old requests in different jobs with the same period is the same as the rule for current requests.) (3) All old requests in the same job are scheduled and executed on the first-in-first-out basis.
Hence, two priorities are assigned to each job J i : i and i +n , where a larger integer represents a higher priority.
This algorithm can be easily implemented in the framework of rate-monotonic scheduling. Because there are old requests and old requests in each job are scheduled on the first-in-first-out basis, to implement the rate-monotonic algorithm, we need a set of n head-of-line (HOL) priority queues, one for each job. The priority of (requests in) the HOL queue for job J i is i . When a request R ik becomes ready, it is placed at the end of the queue for J i . At any time, the ready request at the head of the queue that has the highest priority among all the nonempty queues is executed. To implement the modified ratemonotonic algorithm, we put old requests in these HOL queues; the priority of the queue for job J i is i +n . There is also a current request queue which has one slot for each job and is ordered on the ratemonotonic basis. When a request R ik of J i becomes ready, it is placed in the current request queue and has priority i . If there is a request R i (k −1) of the same job that is not yet completed and therefore remains in this queue, it becomes old. The old request R i (k −1) is moved to the end of the HOL queue for J i , giving its slot in the current request queue to R ik . At any time, the request at the head of the HOL queue that has the highest priority among all the nonempty HOL queues is executed. The request at the head of the current request queue is executed when all the HOL queues are empty.
The schedule segment in Figure 1 illustrates the operations of the modified rate-monotonic algorithm. The job set J contains three jobs: J 1 of period 60, J 2 of period 60 and J 3 with period 36. Their phases are all zero. Their execution times are 1, 9 and 30, respectively. Therefore, the total utilization of this job set is 1. The amount of deference of every job is equal to its period. We note that J cannot be feasibly scheduled using the rate-monotonic algorithm. In a monotonic schedule, the first request of J 1 is not scheduled until 177 and, hence misses its deadline at 120. However, the modified rate-monotonic algorithm can feasibly schedule J as shown by the schedule segment in Figure 1 . The filled boxes show the portions of requests scheduled for times when they are still current. The white boxes show the portions that are scheduled as old requests. In the time interval (0,60), this schedule is the same as a rate-monotonic schedule, since there are no old requests in this interval. At t = 60, requests R 21 and R 11 are not yet completed. They become old requests and have priorities 5 and 4, respectively. Because their priorities are higher than the priority of the current request R 32 of J 3 , they preempt R 32 at t = 60 and t = 63. Similarly, at t = 120, R 22 and R 12 become old requests and preempt the current request R 34 to finish at 121 and 122, respectively. (We note that this schedule differs from an earlist-deadline Throughout our subsequent discussion, we will use S f to denote an infeasible modified ratemonotonic schedule of a set J of n jobs. J f is the first job to miss a deadline in S f among all the jobs. Furthermore, the first missed deadline is at
The request R fk in J f to miss its deadline at t 0 arrives at
It becomes an old request at
when its arrival period ends. In other words, in (t −1 , t 0 ), R fk is an old request. By a current request, we mean specifically a request that is current at t 0 (that is, its arrival period begins before t 0 and ends at or after t 0 ), except where it is stated otherwise.
Optimality of the Algorithm
The optimality of the modified rate-monotonic algorithm in several special cases is stated in Theorems 1 and 2. To prove these theorems and to derive the sufficient condition in Section 5, we will need the following two lemmas.
Lemma 1:
If in an infeasible modified rate-monotonic schedule S f of J no current request is assigned any processor time before the first missed deadline, the total utilization U of J is larger than one.
Proof: We need to consider two cases: (1) the processor never idles prior to the first missed deadline t 0 once it becomes busy and (2) the processor idles within some interval prior to t 0 . In case (1), because no current request is assigned any processor time, we can conclude that every job J j is assigned at most (t 0 − b j ) / p j τ j units of processor time prior to t 0 . Yet the old request of J f is assigned an insufficient amount of time for it to complete by t 0 . Therefore, it must be the case that
Since b j ≥ b , the right-hand side of this inequality is equal to or less than
In case (2), let (t −4 , t −3 ) be the latest interval during which the processor is idle. All current and old requests in J have been completed at t −4 , and there is no missed deadline prior to t −4 . Therefore, we only need to examine the segment of S f that begins at t −3 , the instant when a new request becomes ready. Let b ′ = t −3 be the minimum ready time of all requests arriving after t −3 . Let b j ′ be the ready time of the first request in J j arriving after t −3 . The segment after t −3 is an infeasible schedule which begins at time b ′ and in which the processor never idles prior to the first missed deadline. We can use the argument given above for case (1) , replacing b by b ′ and b j by b j ′ in the inequality (3) to show that U > 1 in this case also.
Lemma 2:
In an infeasible modified rate-monotonic schedule S f , the current request of any job J l whose period p l is equal to or less than the amount of deference δ f of J f is assigned zero processor time before the first missed deadline.
Proof: Because δ f ≥ p l , the current period of J l begins in the interval I = [t −1 , t 0 ), where t 0 and t −1 are defined by Eq.(2). In this interval, all the current requests have lower priorities than the old request R fk of J f . The latter is assigned insufficient processor time to complete by t 0 . Hence all the processor time in I must be assigned to old requests and none to current requests.
The modified rate-monotonic algorithm is optimal when the amounts of deference are sufficiently long for a given period ratio γ. This fact is stated in the following theorem.
Theorem 1: Let ∆ be a constant that is equal to or larger than 1. The modified rate-monotonic algorithm is optimal for scheduling a set of jobs whose amounts of deference satisfy the inequalities
whenever the period ratio γ is less than or equal to ∆ + 1.
Proof: It suffices to consider the case where δ i = ∆ p i . We show below that if the modified ratemonotonic algorithm fails to produce a feasible schedule of J whose period ratio is less than or equal to ∆ + 1, the total utilization of J must be greater than one.
Suppose that a schedule of J produced by the modified rate-monotonic algorithm is infeasible, and J f is the job that misses a deadline first among all jobs. Let R fk be the first request in J f to miss its deadline at t 0 . Because δ f ≥ p i for all i ≥ f , the current requests of all jobs J i for i ≥ f are not assigned any processor time before t 0 . This conclusion follows from Lemma 2. On the other hand, because the period ratio γ is equal to or less than ∆ + 1, the period of every job is equal to or less than δ f + p f . The current periods of all jobs J i for i < f begin at or after t −2 when the request R fk becomes ready. Since the current requests of these jobs have lower priorities than R fk and R fk misses its deadline at t 0 , these current requests are also not assigned any processor time before t 0 . It follows from Lemma 1 that the total utilization of the job set must be larger than 1.
Stated in another way, the modified rate-monotonic algorithm can always produce a feasible schedule of a job set with total utilization equal to or less than 1 if the deadline of every job is deferred by max (1,γ − 1) periods or more. In particular, the following corollary follows straightforwardly.
Corollary 1:
The modified rate-monotonic algorithm is optimal for scheduling jobs whose amounts of deference is equal to or larger than the longest period p 1 of all jobs.
When there are only two or three jobs in J, the modified rate-monotonic algorithm is optimal for smaller amounts of deference. Specifically, we have the following theorem. (In the proof of this theorem, we illustrate the condition under which the modified rate-monotonic algorithm is not optimal.)
Theorem 2:
The modified rate-monotonic algorithm is optimal for scheduling three jobs whose amounts of deference satisfies the following inequalities
Proof: We show that if in a modified rate-monotonic schedule, some deadlines are missed, then the total utilization is greater than one. Because every old request of J 3 has the highest priority among all requests and δ 3 ≥ τ 3 , J 3 never misses any deadline. Therefore, we need to consider only two cases: (1) J 2 first misses one of its deadlines, and (2) J 1 first misses one of its deadline. We assume here that the processor never idles before the first missed deadline t 0 ; the proof for the case where the processor idles prior to t 0 follows straightforwardly from the proof for the case where the processor never idles.
Case (1): Suppose that at t 0 = b 2 + k p 2 + δ 2 , the request R 2k of J 2 misses its deadline, and it is the first request to do so. It follows from Lemma 2 that the current requests of J 2 and J 3 are assigned no processor time before t 0 . If the current period of J 1 , the job with a longer period than p 2 , begins after the arrival of the R 2k at t −2 , the current request of J 1 is also assigned no processor time before t 0 . This follows from the fact that the current request of J 1 has a lower priority than R 2k and R 2k misses its deadline at t 0 . Since the current requests of all the jobs are assigned zero processor time prior to t 0 , we can conclude from Lemma 1 that U > 1.
We now consider the case when the current period of J 1 begins at some time before t −2 and the current request R 1m is assigned some processor time before the request R 2k becomes ready. Let (t −4, t −3 ) be the latest time interval that is assigned to R 1m . We note that during (t −4 , t −3 ), jobs J 3 and J 2 have no ready requests; otherwise, R 1m would not be scheduled in this interval. Now, rather than the entire schedule, we examine the segment of it that begins from t −3 and ends at t 0 . This segment is illustrated in Figure 2 . In this segment, jobs J 2 and J 3 have no ready requests in the shaded interval. The first request of the job J j arrives at some instant b j ′ equal to or after t −3 for j = 2, 3; b 2 ′ ≥ t −3 and b 3 ′ ≥ t −3 . Let b ′ = min (b 2 ′, b 3 ′). The job J 1 is assigned no processor time between b ′ and t 0 . From this segment, we can conclude that
Case (2): Suppose that J 1 first misses its deadline at t 0 . The proof for this case follows straightforwardly from Lemmas 1 and 2.
Corollary 2:
The modified rate-monotonic algorithm is optimal for scheduling two jobs whose amounts of deference are such that δ 2 ≥ τ 2 and δ 1 ≥ p 1 .
The proof of this corollary is similar to that of Theorem 2 and hence is omitted. We note that when there are four or more jobs, the argument used to support the inequality (5) is no longer valid. Two or more jobs may have longer periods than J f + δ f . Their current periods can begin before t −2 when the first request to miss its deadline becomes ready. The current requests of these jobs may be assigned some processor time while that of others are not. It will become evident in Section 5 that the modified ratemonotonic algorithm is not optimal only when this occurs.
Schedulability Analysis
In this section, our attention is confined to the special case where ∆ is equal to one. In other words, the amounts of deference are given by δ i = p i for all i . In this case, the modified rate-monotonic algorithm is no longer optimal. We shall demonstrate this fact by an example of a job set which has a total utilization slightly larger than
but is not schedulable according to the modified rate-monotonic algorithm.
no processor time assigned to this job here
Figure 2. A segment of an infeasible schedule of three jobs

A Sufficient Condition
A schedulability bound of an algorithm is an upper limit on the total utilization of a job set which is such that every job set with total utilization equal to or less than this limit can be feasibly scheduled according to the algorithm. To derive a schedulability bound of the modified rate-monotonic algorithm for the case where the deadline of each job is deferred by the length of its period, we need the following two lemmas. These lemmas are stated in terms of the following notations.
We consider a set J of n jobs whose total utilization U is larger than U (n ), the schedulability bound of the rate-monotonic algorithm given by Eq.(1). We first divide J into two subsets, A and J − A. A contains n or fewer jobs whose periods are all shorter than or equal to the periods of the jobs in J − A; the total utilization of A is equal to U (n ). In this division, we might need to split a job with the largest period among all the jobs in A into two jobs, and put one with the larger index in A and the other one in J − A in order to make the total utilization of A exactly equal to U (n ). Clearly, this is always possible. For example, in the set of three jobs in Figure 1 , the utilization of J 3 is larger than U (3) = 0.78. We divide this job into two jobs, J 3 and J 4 , both with period 36. J 4 has execution time equal to 28.08 (0.78 × 36) and is put in the set A. The new J 3 has execution time equal to 1.92 (30 − 28.08) and is left in the set J − A along with J 2 and J 1 .
Lemma 3:
In any modified rate-monotonic schedule of a set J of n jobs, no request in A misses its deadline.
Proof: According to the modified rate-monotonic algorithm, old requests of jobs in A have higher priorities than all the other requests and are scheduled on the rate-monotonic basis. Because the total utilization of A is equal to U (n ) and there are at most n jobs in A, all requests can be completed within the periods where they become old requests.
Suppose that the total utilization of J is equal to or less than 1 and J is not schedulable according to the modified rate-monotonic algorithm. Again, J f denotes the job that first misses a deadline at t 0 before all other jobs in the infeasible schedule S f . From Lemma 3, J f is not in A. We define three subsets of J, B, C and D, in terms of the infeasible schedule S f as follows. Let C denote the subset of J whose current requests are assigned non-zero amounts of processor time prior to the first missed deadline t 0 in this schedule. That C must be nonempty follows from Lemma 1. From Lemma 2, we can conclude that the periods of all the jobs in C are longer than the period p f of J f . Hence C and A are disjoint. Let (t −4 , t −3 ) be the latest among all the time intervals that are assigned to the current requests in C. This interval is assigned to a job J c for some c < f . The subset D contains jobs whose periods are larger than p c and whose current periods begin after t −3 . By definition, D is disjoint from A and C. The subset B is
The segment of the schedule S f in the interval (t −3 , t 0 ) for the case where D contains J 1 and J 2 is illustrated in Figure 3 . The shaded interval (t −4 , t −3 ) is assigned to the current request R cm of J c . In this interval jobs J c +1 , J c +2 , . . . J n that have shorter periods than J c have no ready requests. b i ′ denotes the beginning of the first period of J i that begins after t −3 . By definition of t −3 , no processor time is assigned to any job in the subset C in (t −3 , t 0 ). No job in D has any old request in the interval between t −4 and the beginning of its first period after t −3 ; otherwise, the interval (t −4 , t −3 ) would not be assigned to a current request.
In other words,
We can now state and prove the following theorem. U M (n ) is the schedulability bound of the modified rate-monotonic algorithm as a function of the number n of independent jobs. Theorem 3: Any set J of n jobs whose amounts of deference satisfy the relations δ i ≥ p i for all i can be feasibly scheduled according to the modified rate-monotonic algorithm as long as the total utilization J is equal to or less than
where U (n ) is given by Eq. (1) Proof: That U M (n ) = 1 for n equal to 2 and 3 follows from Theorem 2 and Corollary 2. We confine our attention here to the case where n > 3.
We show that if in a modified rate-monotonic schedule S f , some deadlines are missed, then the total utilization is greater than U M (n ). Again, the first missed deadline in S f is that of the request R fk in J f . We present the proof here only for the case where the processor never idles before the first missed deadline t 0 ; the case where the processor idles prior to t 0 follows straightforwardly. Without loss of generality, we assume that b is equal to zero.
Because of Lemmas 1 and 4, we only need to examine the case where the segment of S f in the interval (t −3 ,t 0 ) is as illustrated by Figure 3 . In other words, both subsets C and D are not empty. In all other cases, the total utilization of J is larger than one.
Lemma 3 shows that the job J f is not in A. From Lemma 2, we can conclude that J f is not in C. Moreover, the periods of all the jobs in C and D are longer than p f . Therefore, the subset B contains at least J f , that is, it is not empty. Let U BD denote the total utilization of the subsets B and D. Since no current request in A, B and D is assigned any processor time prior to t 0 , the total amount of processor time assigned to these subsets in the interval (0, t 0 ) is less than [
units of processor time before t 0 are assigned to requests in C. Let t j denote the end of the current period of job J j in C. Because D is nonempty, t j < 2t 0 . The total amount of processor time assigned to J j in C before t j is equal to u j t j , where u j is the utilization of J j . Since the processor never idles before t 0 , we have
Σ u j is the total utilization of the subset C. We have, therefore, U C is larger than
The total utilization of J is larger than [ 1 + U (n ) + U BD ] / 2, which is larger than U M (n ) given by Eq. (7). Figure 4 plots the values of U M (n ) as a function of the number n of jobs. In the limit of large n , this bound approaches 0.845. Also shown are the values of the schedulability bounds of the ratemonotonic algorithm when the deadlines are not deferred and when the deadlines are deferred by one period. The latter can be found in [6] ; it approaches 0.811 for large n . The value of U (n ) approaches ln 2 in the limit of large n , shown as the dashed horizontal line in this figure.
We can have the following higher schedulability bound U M (n , γ) for a given period ratio γ as a function of γ and n . The following corollary also states that the modified rate-monotonic algorithm is optimal for the case of ∆ = 1 as long as γ is equal to or less than two; the reason is that the right-hand side of Eq (8) is equal to 1 for this range of γ.
Corollary 3:
A schedulability bound for the modified rate-monotonic algorithm of a set of n jobs is
Proof: From the proof the Theorem 3, we see that a set of n jobs is not schedulable according to the modified rate-monotonic algorithm if the total utilization is at least equal to (1 + U (n ) + U BD ) / 2. To find a lower bound of U BD other than zero, we note that in the segment (t −3 , t 0 ), the subset C is assigned no 
Schedulability bound of the modified rate-monotonic algorithm Schedulability bound of the rate-monotonic algorithm for δ i = 0 [1] Schedulability bound of the rate-monotonic algorithm for δ i = p i [6] Figure 4. U M (n ) as a function of n processor time. The current requests of A are assigned no processor time. Hence, the total amount of processor time assigned to the requests in B and D in this segment is at least equal to (t 0 − t −3 ) (1 − U (n )). The total utilization U BD of B and D is at least equal to (t 0 − t −3 ) (1 − U (n )) / p 1 . From Figure 3 , we see that
Therefore, the total utilization of J is larger than U M (n ,γ) given by Eq. (8) .
An Illustrative Example
The bound U M (n ), obtained by replacing U BD by the lower bound 0, is not tight. Consequently, this bound does not tell us whether the modified rate-monotonic algorithm is optimal. We now give an example to show that it is not optimal. Our conjecture is that any set of n jobs can be feasibly scheduled according to the modified rate-monotonic algorithm as long as its total utilization is equal to or less than
2 , which in the limit of large n is equal to 0.89. This example, illustrated in Figure   5 , makes us believe that U w is a tight schedulability bound for large n . The set J described below has a total utilization 0.89 and is schedulable according to the modified rate-monotonic algorithm. We then describe another job set J′; J′ is derived from J and has a total utilization slightly larger than U w . However, J′ is not schedulable according to the modified rate-monotonic algorithm.
The set J consists of two subsets: A and B, that is, J = A ∪ B. The subset A contains a very large number n A of jobs, that is, n A > > 1. The phases of these jobs are zero. Let p A ,i and τ A ,i denote the period and execution time, respectively, of the job A i in A. These parameters satisfy the following relations:
The total utilization U A of the subset A is ln 2 in the limit when n A approaches infinity [1] . The subset B also contains a large number n B of jobs with zero phases, periods p B ,i and execution times τ B ,i ; these parameters are such that
In the limit when n B approaches infinity, the total utilization U B of B is (1 − ln 2) ln 2.
execution time τ A ′,1 is equal to τ A ,1 + β for some β < < τ A ,nA . Therefore, the total utilization of the job set A′ is ln 2 for large n A . In a modified rate-monotonic schedule of J′, the first request of C is assigned no processor time in the interval (0, p C ) since it has the lowest priority among all requests in this interval. At time p C , it becomes an old request and, therefore, has a higher priority than all the current requests. It preempts the current requests in A′ and B as shown in Figure 5 . As illustrated in this figure, for every i , the request of A i ′ that arrived in the last period before k p A becomes an old request at k p A . The old requests of all the jobs in A′ fully utilize the processor after this time causing the old request of A 1 ′ to miss its deadline kp A + p A ,1 . (This follows from the fact that in a rate-monotonic schedule of A′, the first request of the job A 1 ′ cannot be completed at the end of its period of arrival [1] .) The total utilization of the set J′ is only slightly larger than U w , and yet it cannot be feasibly scheduled according to the modified rate-monotonic algorithm.
Scheduling Mixed Jobs
In many systems, there are two classes of jobs: jobs whose requests must be completed by the end of their periods and jobs with deferred deadlines [8] . We call the former urgent jobs.
One way to schedule a mixed set J of jobs, containing a subset J u of n u urgent jobs and a subset J d of n d jobs with deferred deadlines, is to use the traditional rate-monotonic algorithm to schedule the set J u and the modified rate-monotonic algorithm to schedule the set J d . This strategy can be implemented using the modified rate-monotonic algorithm if the algorithm is modified by adding the following rule to rules (1)- (3) in the definition of the algorithm. 
Theorem 4:
The set J in which the amounts of deference of all jobs with deferred deadlines are equal to or larger than max (1, γ ud − 1) is schedulable according to the modified rate-monotonic algorithms defined by rules (1)-(4) if
Proof: When U u is at most equal to U (n u ), J u is schedulable according to the rate-monotonic algorithm. Since these jobs are given the highest priorities, they are schedulable according to the modified ratemonotonic algorithm.
Suppose that J d is not schedulable, and at t 0 a request in J d is the first one to miss its deadline. Without loss of generality, we consider only the case where the processor never idles before t 0 and all the jobs are in phase. The total amount of processor time assigned to all the jobs in J u prior to t 0 is at most equal to
Therefore the total amount of processor time in (0, t 0 ) that is available to jobs in J d is at least equal to (1 − U u − U u p u ,1 / t 0 ) t 0 According to Lemma 1, no current requests in J d is assigned any processor time before t 0 , and t 0 ≥ 2p d ,1 . Hence the fact that a request misses its deadline at t 0 implies that U d is larger than 1 − U u (1 + 1 / 2γ ud ).
We see that in the case when the periods of urgent jobs are much shorter than the periods of jobs with deferred deadlines, the performance of the modified rate-monotonic algorithm approaches optimal.
Summary and Future Work
We have described here the modified rate-monotonic algorithm for scheduling jobs with deferred deadlines. It is a semi-static priority-driven algorithm; each job is assigned two fixed priorities, the higher priority for its old requests and the lower priority for the current request. Like the traditional ratemonotonic algorithm, it is easy to implement. We have shown that when the amounts of deference are sufficiently large, jobs can be feasibly scheduled using this algorithm as long as their total utilization is equal to or less than one. In a special case of practical interest, the deadline of each request is deferred by one period. The modified rate-monotonic algorithm is not optimal for this case when the period ratio is larger than two; this algorithm always finds a feasible schedule when the total utilization of the jobs is equal to or less than [1 + n (2 1/n − 1)] / 2.
At any time, the modified rate-monotonic algorithm assigns one of two priorities to each job, depending on whether the job has a yet-to-be-completed old request at the time. It does not distinguish between old requests that arrived at different times. As a natural extension, we can distinguish between the old requests of each job by their ages: the age of a current request is zero and the age of an old request of J i whose ready time is ap i units of time before the beginning of the current period is a . We can generalize the modified rate-monotonic algorithm to a class of algorithms; the algorithms in this class differ from each other by a design parameter L , a positive integer. The L-level modified rate-monotonic algorithm assigns L sets of priorities to the current and old requests on a rate-monotonic basis according to the following rules:
(1) All the requests are divided into groups according to their ages: requests of age a are in group a ; they are called the a −requests , for a ≤ L −2. All the requests of age L −1 or larger are put in group L − 1 and hence are (L −1)−requests .
(2) All the a -requests have lower priorities than all the (a +1)-requests, for a = 0, 1, . . . , L −2.
(3) The priorities of all the requests that are in the same group but in different jobs are assigned on a rate-monotonic basis. In other words, an a -request of a job with a shorter period has a higher priority than an a -request of a job with a longer period, for every a ≤ L −1.
(4) All the (L −1)-requests in the same job are scheduled and executed on the first-in-first-out basis.
The algorithm described and analyzed in the previous sections is, therefore, a two-level modified ratemonotonic algorithm.
