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Abstract
Let G be a connected reductive algebraic group over an algebraically closed field of characteristic p  0.
Assume that p is good for G. Pommerening’s theorem [K. Pommerening, Über die unipotenten Klassen
reduktiver Gruppen, J. Algebra 49 (1977) 525–536; K. Pommerening, Über die unipotenten Klassen reduk-
tiver Gruppen, II, J. Algebra 65 (1980) 373–398] asserts that any distinguished nilpotent element in the Lie
algebra g of G is a Richardson element for a distinguished parabolic subgroup of G. This theorem implies
the Bala–Carter theorem in good characteristic. In this paper we give a short proof of Pommerening’s the-
orem, which is a further simplification of Premet’s first uniform proof [A. Premet, Nilpotent orbits in good
characteristic and the Kempf–Rousseau theory, J. Algebra 260 (2003) 338–366]. We also simplify Premet’s
proof of the existence theorem for good transverse slices to the nilpotent Ad(G)-orbits in g.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let k be an algebraically closed field of characteristic p  0. If G is an affine algebraic group
over k, we will use the following notations: G◦ is the identity component of G;DG is the derived
subgroup of G; Ru(G) is the unipotent radical of G; g = Lie(G) is the Lie algebra of G; Z(G) is
the center of G; z(g) is the center of g; k[X]G is the algebra of G-invariant regular functions on an
affine G-variety X over k;N (g) is the set of nilpotent elements in g; X(G) is the character group
of G; Y(G) is the set of cocharacters of G; we will denote by 0 the cocharacter of G sending all
E-mail address: cqn10711@nifty.com.0021-8693/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2008.04.028
T. Tsujii / Journal of Algebra 320 (2008) 2196–2208 2197elements of k× to e; we will also let G (resp. Z) acts on Y(G) via (g.λ)(ξ) = gλ(ξ)g−1 (resp.
(nλ)(ξ) = λ(ξ)n) for all ξ ∈ k×.
Throughout the paper, we will assume that G is connected reductive. By a Levi subgroup
of G, we will mean a closed subgroup of G which is a Levi part of a parabolic subgroup of G.
Let X ∈N (g). We say that X is distinguished if and only if Z(G)◦ is a maximal torus of the
centralizer CG(X) of X in G. It is well known that X is distinguished if and only if Ru(CG(X)) =
CDG(X)◦ (cf. [Ja, 4.3]). Let P be a parabolic subgroup of G and uP = Lie(Ru(P )). We say that
X ∈ uP is a Richardson element for P if and only if Ad(P )(X) is dense in uP . Take a Borel
subgroup B of P and a maximal torus T of B . Let R be the root system of G relative to T and Δ
a simple system of R such that the roots of B are positive. Then there exists a unique I ⊂ Δ such
that P = PI the standard parabolic subgroup of G corresponding to I . Let RI = R ∩ZI . We say
that P = PI is distinguished if and only if
|Δ| + |RI | = #
{
α ∈ R+ ∣∣ α − αj ∈ ZI for some αj ∈ Δ \ I}.
Note that this definition is independent of the choices of T and B , see [Ja, 4.10].
The characteristic p of k is said to be good for G if and only if p = 0 or p is greater than any
coefficient of the highest root in each component of the root system of G expressed as a linear
combination of simple roots. If p is good for G, then p is also good for any Levi subgroup of G.
In 1980, K. Pommerening found the following result by case-by-case considerations:
Theorem. (See [Po1,Po2].) If p is good for G, then any distinguished nilpotent element X in g
is a Richardson element for a distinguished parabolic subgroup P of G.
This theorem implies the Bala–Carter theorem in good characteristic, see [Ja, 4.13]. In 2003,
A. Premet [Pr] gave a first uniform proof of Pommerening’s theorem. His argument is based on
the Kempf–Rousseau theory. In this paper we attempt to give a further simplification of Premet’s
proof. He shows that one can take for P in the theorem an optimal parabolic subgroup P(X)
of G for X. We will give a direct proof of this result. First, we will prove a result (Corollary 2.8)
from the Kempf–Rousseau theory as a corollary to the Kirwan–Ness theorem. Then we will show
the existence of a nice cocharacter for an arbitrary nilpotent element (Proposition 3.2). Finally,
we finish the proof by using a result of Pommerening (Proposition 4.3). Our approach requires
neither the Bala–Carter theorem (p = 0 or p  0) nor the theory of finite reductive groups (cf.
[Pr, 2.6, 2.7]). We will also obtain a simple proof of the existence for good transverse slices to
the nilpotent Ad(G)-orbits in g.
2. The Kempf–Rousseau theory
In this section we will derive a key result (Corollary 2.8) from the Kempf–Rousseau theory.
For that we first review the theory mainly following [Sl]. We fix a finite-dimensional rational
representation ρ :G → GL(V ) of G, and write g.v = ρ(g)(v) for all g ∈ G and v ∈ V .
2.1. Let H be a closed subgroup of G. A vector v ∈ V is said to be H -unstable if and only if
there exists μ ∈ Y(H) such that limξ→0 μ(ξ).v = 0, i.e., the morphism of varieties μv :k× → V
via ξ → μ(ξ).v extends to a morphism μ˜v :k → V with μ˜v(0) = 0. Clearly 0 is H -unstable. If
v ∈ V is not H -unstable, we say that v is H -semistable. Let λ ∈ Y(G). Then λ defines a grading
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and write v =∑i∈Z vi with vi ∈ V (i;λ). Since V is finite-dimensional, one can define
m(v,λ) = min{i ∈ Z | vi 	= 0}.
It is easy to show the following:
Lemma. Let λ ∈ Y(G), v ∈ V \ 0, and k ∈ Z. Then
lim
ξ→0 ξ
−kλ(ξ).v =
{0 if m(v,λ) > k,
vk if m(v,λ) = k,
does not exist if m(v,λ) < k.
Corollary. Let v ∈ V \ 0 and λ ∈ Y(G).
(i) For a closed subgroup H of G, v is H -unstable if and only if there exists μ ∈ Y(H) \0 such
that m(v,μ) > 0.
(ii) We have m(v,λ) = m(g.v, g.λ) for all g ∈ G.
(iii) We have m(v,nλ) = nm(v,λ) for all n ∈ Z>0.
2.2.
Theorem. (See [Ri1, Lemma 1.4], [Ke, Theorem 1.4].) If v ∈ V , then the following properties
are equivalent:
(i) v is G-unstable;
(ii) For any homogeneous f ∈ k[V ]G of positive degree, f (v) = 0;
(iii) The closure G.v contains 0.
Proposition. Consider the adjoint representation of G, and let X ∈ g. Then X is nilpotent if and
only if X is G-unstable.
Proof. By [Ja, Lemma 6.1] and Theorem 2.2. Alternatively, using an argument in the proof of
[Ja, Lemma 2.11], one can avoid using Theorem 2.2 and obtain an elementary proof. 
2.3. Let λ ∈ Y(G). We set
PG(λ) =
{
g ∈ G ∣∣ lim
ξ→0λ(ξ)gλ(ξ)
−1 exists
}
,
LG(λ) = CG(Imλ),
UG(λ) =
{
g ∈ G ∣∣ lim
ξ→0λ(ξ)gλ(ξ)
−1 = e
}
.
The indices G will be omitted when they are unambiguous. For a maximal torus T of G,
Imλ ⊂ T if and only if T ⊂ L(λ) by [Sp, Corollary 7.6.4]. Let T be a maximal torus of G
containing Imλ and R the root system of G relative to T . If xα :k → Uα is the root morphism
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from [Bo, Propositions 13.20, 14.5] that
P(λ) = 〈T ,Uα ∣∣ 〈α,λ〉 0, α ∈ R〉, p(λ) = Lie(P(λ))=⊕
i0
g(i;λ),
L(λ) = 〈T ,Uα ∣∣ 〈α,λ〉 = 0, α ∈ R〉, l(λ) = Lie(L(λ))= g(0;λ),
U(λ) =
∏
α∈R,〈α,λ〉>0
Uα = Ru
(
P(λ)
)
, u(λ) = Lie(U(λ))=⊕
i>0
g(i;λ).
Hence P(λ) is a parabolic subgroup of G and P(λ) = L(λ)  U(λ) is a semidirect product.
Lemma. Let v ∈ V \ 0 and λ ∈ Y(G).
(i) We have P(g.λ) = gP (λ)g−1, L(g.λ) = gL(λ)g−1, and U(g.λ) = gU(λ)g−1 for all
g ∈ G.
(ii) We have P(nλ) = P(λ), L(nλ) = L(λ), and U(nλ) = U(λ) for all n ∈ Z>0.
(iii) We have m(g.v,λ) = m(v,g.λ) = m(v,λ) for all g ∈ P(λ). In particular, ⊕ik V (i;λ) is
P(λ)-invariant for all k ∈ Z.
(iv) V (k;λ) is L(λ)-invariant for all k ∈ Z.
(v) If u ∈ U(λ) with u.v 	= v, then m(u.v − v,λ) > m(v,λ). In particular, u.v ∈ v +⊕
i>k V (i;λ) for all u ∈ U(λ), where k = m(v,λ).
Proof. (iii) and (v) follow from 2.1. The rest are clear. 
2.4. Let YQ(G) = (Z>0 × Y(G))/ ∼, where ∼ is an equivalence such that (, λ) ∼ (m,μ) if
and only if μ = mλ. The equivalence class of (, λ) will be denoted by −1λ. We can naturally
identify Y(G) ⊂ YQ(G). If G is a torus, then YQ(G) has a natural Q-linear space structure iso-
morphic to Y(G) ⊗Z Q. The action of G on Y(G) induces an action on YQ(G). For all  ∈ Z>0
and λ ∈ Y(G), we can define m(v, −1λ) to be −1m(v,λ) by Corollary 2.1.
A map q :YQ(G) → Q is called a positive definite quadratic form on YQ(G) if and only if the
following conditions hold:
(i) q is G-invariant, i.e., q(g.λ) = q(λ) for all g ∈ G.
(ii) If T is a maximal torus of G, then the restriction of q on YQ(T ) is a positive definite quadratic
form on the Q-linear space YQ(T ).
Let T be a maximal torus of G and W the Weyl group of G relative to T . There exists
a W -invariant positive definite quadratic form on YQ(T ) (cf. [Sp, 7.1.7]). Therefore a posi-
tive definite quadratic form on YQ(G) exists, since the inclusion T ↪→ G induces a bijection
Y(T )/W → Y(G)/G by [Mu, page 58].
Let q be a positive definite quadratic form on YQ(G). Since q(λ)  0 for all λ ∈ YQ(G), q
induces a map ‖ · ‖q :YQ(G) → R0 via λ → √q(λ), called the norm on YQ(G) induced by q .
Lemma. (Cf. [Mc, Lemmas 7, 8].)
(i) Let H be a closed subgroup of G containing DG and ‖ · ‖H a norm on YQ(H). Then ‖ · ‖H
extends to a norm on YQ(G).
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on YQ(G). Then ‖ · ‖ lifts to a norm ‖ · ‖′ on YQ(G′) such that ‖φ ◦ λ′‖ = ‖λ′‖′ for all
λ′ ∈ Y(G′).
Proof. (i) Let S be a maximal torus of H . Then T := Z(G)◦ ·S is a maximal torus of G. The mul-
tiplication Z(G)◦ × S T induces a surjective homomorphism YQ(Z(G)◦)× YQ(S) YQ(T ).
Since the Weyl group W of G acts trivially on Z(G)◦, the W -invariant inner product on YQ(S)
induced by ‖ · ‖H extends to one on YQ(T ).
(ii) Let T ′ be a maximal torus of G′. Then T := φ(T ′) is a maximal torus of G by [Hu, Corol-
lary 21.3.C]. Since kerφ ⊂ Z(G′) [Bo, Lemma 22.1], the Weyl group W of G′ is isomorphic to
that of G by [Hu, Proposition 24.1.B], hence φ induces a W -equivariant Q-linear isomorphism
YQ(T
′) → YQ(T ). Therefore the W -invariant inner product on YQ(T ) induced by ‖ · ‖ lifts to
one on YQ(T
′). 
2.5. In the rest of this section, let ‖ · ‖ be a norm on YQ(G). Let v ∈ V \ 0 and λ ∈ Y(G) \ 0.
We say that λ is optimal for v if and only if
m(v,λ)
‖λ‖ 
m(v,μ)
‖μ‖ for all μ ∈ Y(G) \ 0.
The notion of optimality generally depends on the choice of the norm ‖ · ‖. However, in case of
the adjoint representation, it is independent of the norm, see [He, Theorem 7.2]. We say that λ is
primitive if and only if we cannot write λ = nμ with n ∈ Z>1, μ ∈ Y(G). We denote by Λv,G the
set of all primitive cocharacters of G which are optimal for v. We will drop the index G when it
is clear. We have g.Λv = Λg.v for all g ∈ G by Corollary 2.1.
2.6. Let T be a maximal torus of G and W the Weyl group of G relative to T . The norm
‖ · ‖ induces a W -invariant inner product (,) on YQ(T ). Then (,) and the usual perfect pairing
〈,〉 :X(T ) × Y(T ) → Z induce a W -equivariant Q-linear isomorphism φT :XQ(T ) → YQ(T ),
where XQ(T ) = X(T ) ⊗Z Q. We will write χ∗ = φT (χ) and A∗ = φT (A) for all χ ∈ X(T ) and
A ⊂ X(T ). Then we have 〈χ,λ〉 = (χ∗, λ). The torus T defines a grading V = ⊕χ∈X(T ) Vχ
on V , where Vχ = {v ∈ V | t.v = χ(t)v for all t ∈ T }. Let v ∈ V , and write v = ∑χ∈X(T ) vχ
with vχ ∈ Vχ . We set ST (v) = {χ ∈ X(T ) | vχ 	= 0}, and write KT (v) for the convex hull of
ST (v)∗ in YQ(T ). If λ ∈ Y(T ), then
m(v,λ) = min
μ∈ST (v)∗
(μ,λ) = min
μ∈KT (v)
(μ,λ).
Lemma. (See [Sl, Lemmas 2.1, 2.2, Folgerung, Lemma 2.3].) Let v ∈ V \ 0 and T a maximal
torus of G.
(i) There exists a unique μT (v) ∈ KT (v) with ‖μT (v)‖ minimal in KT (v).
(ii) v is T -unstable if and only if μT (v) 	= 0, in which case ‖μT (v)‖2 = m(v,μT (v)).
(iii) Assume that v is T -unstable, and let λT (v) be the unique primitive cocharacter with
λT (v) ∈ Q>0μT (v). Then Λv,T = {λT (v)}.
The main theorem of the Kempf–Rousseau theory is the following:
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(i) There exists a unique parabolic subgroup P(v) of G such that P(v) = P(λ) for all λ ∈ Λv .
(ii) Λv is nonempty and forms a single P(v)-orbit.
(iii) For any maximal torus T of P(v) we have Λv ∩ Y(T ) = Λv,T = {λT (v)}.
(iv) The stabilizer CG(v) is contained in P(v).
(v) We have g.Λv = Λg.v = Λv for all g ∈ P(v).
Let v ∈ V \ 0 be G-unstable. We will write U(v) = Ru(P (v)), p(v) = Lie(P (v)), and
u(v) = Lie(U(v)). There exists a unique m(v) ∈ Z>0 such that m(v) = m(v,λ) for all λ ∈ Λv by
Theorem 2.6 and Lemma 2.3. Set
Λ′v =
{
λ ∈ Λv
∣∣ v ∈ V (m(v);λ)}.
Corollary. Let v ∈ V \ 0 be G-unstable.
(i) If λ is optimal for v, then P(v) = P(λ) and U(v) = U(λ).
(ii) We have P(g.v) = gP (v)g−1 and U(g.v) = gU(v)g−1 for all g ∈ G.
(iii) Λv forms a single U(v)-orbit.
(iv) Assume that Λ′v 	= ∅. Then Λ′v forms a single CU(v)(v)-orbit. Moreover, CU(v)(v) is con-
nected and CG(v) = CL(λ)(v)  CU(v)(v) is a semidirect product as (abstract) groups for
all λ ∈ Λ′v .
(v) (Cf. [He, Corollary 7.3].) Consider the adjoint representation of G. If X ∈N (g) \ 0, then
ΛX ⊂ Y(DG).
Proof. (i) and (ii) immediately follow from Lemma 2.3.
(iii) If λ ∈ Λv , then Λv = U(λ)L(λ).λ = U(λ).λ by Theorem 2.6.
(iv) Let λ,μ ∈ Λ′v and k = m(v). There exists u ∈ U(λ) such that μ = u−1.λ. Then
v ∈ V (k;λ) and u.v ∈ V (k;λ), hence u ∈ CU(v)(v) by Lemma 2.3. Therefore Λ′v forms a single
CU(v)(v)-orbit. The rest follows as in [Ja, Proposition 5.10].
(v) Let λ ∈ ΛX and T a maximal torus of G containing Imλ. Then λ = λT (X) by Theo-
rem 2.6. Let R (resp. R∨) be the root system (resp. coroot system) of G relative to T . Since
ST (X) ⊂ R, we have μT (X) ∈ KT (X) ⊂ QST (X)∗ ⊂ QR∨. Therefore Imλ ⊂ DG by [Sp,
Proposition 8.1.8]. 
2.7.
Lemma. Let T be a maximal torus of G, and assume v ∈ V \ 0 is T -unstable. Let k =
m(v,λT (v)) and v′ ∈ v +⊕i>k V (i;λT (v)). Then λT (v) = λT (v′).
Proof. Write v =∑ik vi with vi ∈ V (i;λT (v)). Lemma 2.6 implies that k = (μT (v), λT (v)),
hence μT (v) ∈ {μ ∈ KT (v) | (μ,λT (v)) = k} = KT (vk). So we must have μT (v) = μT (vk),
hence λT (v) = λT (vk). Let μ ∈ Y(T ) \ 0. It follows from Lemma 2.6 that
m(v′, λT (v))
‖λT (v)‖ =
k
‖λT (v)‖ =
m(vk,λT (v))
‖λT (v)‖ =
m(vk,λT (vk))
‖λT (vk)‖ 
m(vk,μ)
‖μ‖ .
We have m(vk,μ)m(v′,μ) since ST (vk) ⊂ ST (v′). Therefore λT (v) ∈ Λv′,T = {λT (v′)}. 
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torus of L(λ). We will write T λ for the subgroup of T generated by all Imμ with μ ∈ Y(T )
satisfying (μ,λ) = 0, and L⊥(λ) the subgroup of L(λ) generated by T λ and DL(λ). Then T λ
is a subtorus of T and L⊥(λ) = T λ ·DL(λ) is connected reductive by [Sp, Corollary 2.2.7] and
[Bo, 14.2]. Note that L⊥(λ) is independent of the choice of T since (gT g−1)λ = gT λg−1 for all
g ∈ L(λ). We have T λ · Imλ = T and YQ(T λ) = {μ− (μ,λ)(λ,λ) λ | μ ∈ YQ(T )}.
Let α be a root of L(λ) relative to T and α∨ the coroot of α. Then 〈α,λ〉 = 0, hence
(α∨, λ) = 0. Therefore Imα∨ ⊂ T λ. This shows that T λ is a maximal torus of L⊥(λ) by
[Sp, Proposition 8.1.8]. The norm ‖ · ‖ on YQ(G) restricts to a norm on YQ(L⊥(λ)). Let
φT λ :X
Q(T λ) → YQ(T λ) be the Q-linear isomorphism as in 2.6. Then φT λ(χ |T λ) = χ∗ − (χ∗,λ)(λ,λ) λ
for all χ ∈ X(T ).
Lemma. (Cf. [Sl, Proposition 3.1].) Let λ ∈ Y(G) \ 0 and v ∈ V (k;λ) \ 0 for some k ∈ Z>0. If T
is a maximal torus of G containing Imλ, then μT (v)− k(λ,λ)λ = μT λ(v).
Proof. One has {χ∗ − k(λ,λ)λ | χ ∈ ST (v)} = φT λ(ST λ(v)), hence KT (v) − k(λ,λ)λ = KT λ(v).
Since λ is orthogonal to YQ(T λ), we have μT (v)− k(λ,λ)λ = μT λ(v). 
In order to prove a key result, we will show a result slightly stronger than [Sl, Proposition 3.1].
Theorem. (Cf. [PV, Kirwan–Ness theorem].) Let v ∈ V \ 0 and λ ∈ Y(G) \ 0. Assume that k :=
m(v,λ) > 0. Write v =∑ik vi with vi ∈ V (i;λ). Then λ is optimal for v if and only if vk is
L⊥(λ)-semistable.
Proof. We may assume that λ is primitive. Suppose that λ is optimal for v. It suffices to show
that vk is T λ-semistable for any maximal torus T of L(λ). Let T be a maximal torus of L(λ).
Then λ ∈ Y(T ), hence λ = λT (v) = λT (vk) by Theorem 2.6 and Lemma 2.7. This shows that
μT λ(vk) and λ are proportional by Lemma 2.8. Since λ is orthogonal to μT λ(vk), we have
‖μT λ(vk)‖ = 0. Therefore vk is T λ-semistable by Lemma 2.6.
Suppose conversely that vk is L⊥(λ)-semistable. P(λ) and P(v) have a common maximal
torus T ′ of G by [Hu, Corollary 28.3]. Choose u ∈ U(λ) such that T˜ := uT ′u−1 ⊂ L(λ). Then
λ ∈ Y(T˜ ), hence vk is T˜ λ-semistable by the assumption. Therefore μT˜ λ(vk) = 0 by Lemma 2.6.
This shows that μ
T˜
(vk) = k(λ,λ)λ by Lemma 2.8. This shows that λ = λT˜ (vk) = λT˜ (u.v) by
Lemma 2.7. Since T˜ ⊂ uP (v)u−1 = P(u.v), we have λ ∈ Λu.v = Λv by Theorem 2.6. 
Corollary. Let v ∈ V \0 be G-unstable and λ ∈ Λv . Write v =∑ik vi with vi ∈ V (i;λ), where
k = m(v). Then Λv = Λvk and P(v) = P(vk).
Proof. vk is L⊥(λ)-semistable and λ ∈ Λvk by Theorem 2.8. Therefore P(v) = P(λ) = P(vk)
and Λv = P(λ).λ = Λvk by Theorem 2.6. 
3. Some applications of the Kempf–Rousseau theory
We will apply the Kempf–Rousseau theory to the adjoint representation Ad :G → GL(g). Fix
a norm ‖ · ‖ on YQ(G). In this section, we assume that G has the following property:
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(X,Y ) → tr(dρ(X) ◦ dρ(Y )) on g is nondegenerate.
In particular, dρ is injective, hence kerρ ⊂ Z(G) by [Bo, Lemma 22.1]. If M ⊂ gl(V ) is
the orthogonal complement of dρ(g) with respect to the trace form, then gl(V ) = dρ(g) ⊕ M
and [dρ(g),M] ⊂ M . Therefore [Ja, 2.5, Proposition 2.7] and Theorem 2.6 together imply the
following properties:
(C) cg(Z) = Lie(CG(Z)) for all Z ∈ g;
(C′) cg(X) ⊂ p(X) =⊕i0 g(i;λ) for all X ∈N (g) \ 0 and λ ∈ ΛX;
(F) The number of nilpotent Ad(G)-orbits in g is finite.
We will show that Λ′X = {λ ∈ ΛX | X ∈ g(m(X);λ)} is nonempty for any X ∈N (g)\0, using
Corollary 2.8.
3.1. The same argument as in the proof of [Ja, Lemma 5.7] implies:
Lemma. Let λ ∈ Y(G) and X ∈ g(k;λ) for some k ∈ Z. Then [g(n − k;λ),X] = g(n;λ) if and
only if cg(−n;λ)(X) = 0, for each n ∈ Z.
3.2.
Lemma. Let X ∈N (g)\0 and λ ∈ ΛX . Write X =∑ik Xi with Xi ∈ g(i;λ), where k = m(X).
Then [g(n;λ),Xk] = g(n+ k;λ) for all n ∈ Z>−k .
Proof. We have λ ∈ ΛXk by Corollary 2.8. Therefore the assertion follows from (C′) and
Lemma 3.1. 
Proposition. Let X ∈N (g) \ 0 and k = m(X). Then Λ′X is nonempty. We have [g(n;λ),X] =
g(n + k;λ) for all n ∈ Z>−k and λ ∈ Λ′X . In particular, Ad(P (X))(X) is open in
⊕
ik g(i;λ)
and Ad(L(λ))(X) is open in g(k;λ) for all λ ∈ Λ′X .
Proof. Let μ ∈ ΛX . Write X =∑ik Xi with Xi ∈ g(i;μ). Lemma 3.2 implies that
dim Ad
(
U(μ)
)
(Xk) dim
[
u(μ),Xk
]= dim⊕
i>k
g(i;μ).
Since Ad(U(μ))(Xk) is closed [Sp, Proposition 2.4.14], we have Ad(U(μ))(Xk) = Xk +⊕
i>k g(i;μ) by Lemma 2.3. Therefore there exists u ∈ U(μ) such that X = Ad(u)(Xk) ∈
g(k;u.μ). Then u.μ ∈ Λ′X by Theorem 2.6. In particular, Λ′X is nonempty. It follows from
Lemma 3.2 that [g(n;λ),X] = g(n + k;λ) for all n ∈ Z>−k and λ ∈ Λ′X . Therefore the rest
follows from Lemma 2.3 and [Hu, Proposition 8.3]. 
3.3.
Proposition. Let X ∈N (g) \ 0 and λ ∈ Λ′ . Then CL(λ)(X) is reductive.X
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L⊥(λ)-semistable by Theorem 2.8. Consider the restriction Ad |L⊥(λ) :L⊥(λ) → GL(g(k;λ)),
where k = m(X). There exists a homogeneous f ∈ k[g(k;λ)]L⊥(λ) of positive degree such
that f (X) 	= 0 by Theorem 2.2. Since L(λ) = L⊥(λ) · Imλ, we have Ad(L(λ))(X) ⊂
{Z ∈ g(k;λ) | f (Z) 	= 0}.
Let Z ∈ g(k;λ) with f (Z) 	= 0. Then λ ∈ Λ′Z by Theorems 2.2 and 2.8. Therefore
Ad(L(λ))(X) and Ad(L(λ))(Z) are nonempty open in g(k;λ) by Proposition 3.2. This im-
plies that Z ∈ Ad(L(λ))(X), hence Ad(L(λ))(X) = {Z ∈ g(k;λ) | f (Z) 	= 0}. This shows
that Ad(L(λ))(X) is affine by [Hu, 1.5]. On the other hand, the surjective morphism L(λ)
Ad(L(λ))(X) via g → Ad(g)(X) induces an isomorphism L(λ)/CL(λ)(X) → Ad(L(λ))(X) of
varieties by Proposition 3.2 and [Bo, Proposition 6.7]. Therefore L(λ)/CL(λ)(X) is also affine,
hence CL(λ)(X) is reductive by [Ri1, Theorem A]. 
4. Pommerening’s theorem
Return to arbitrary connected reductive G. Let ‖ · ‖ be a norm on YQ(G).
4.1. Let φ :G′ → G be a surjective morphism of connected reductive algebraic groups. We
say that φ is central if and only if kerφ and kerdφ are central. Note that φ is a central isogeny
in the sense of [Sp, 9.6.3] if and only if φ is central and isogeneous, by [Bo, Proposition 22.4].
If φ is central, then dφ induces a bijection N (g′) →N (g) by [Ja, Proposition 2.7], and hence,
in particular, dφ induces bijections g′(i;λ′) → g(i;φ ◦ λ′) for all i ∈ Z \ 0 and λ′ ∈ Y(G′). We
say that p is very good for G if and only if p = 0, or p > 0 is good for G and the root system
of G does not have a component of type Anp−1 with n ∈ Z>0.
Assume for the moment that G is almost simple, simply connected and p is very good for G.
Then z(g) = 0 by [Ho, Lemma 2.2]. Moreover, property (H) of Section 3 is satisfied by [SpSt,
Lemma I.5.3] and [Sp, Theorem 9.6.5] (property (H) is satisfied if G is of type A, since the trace
form on sln(k) is nondegenerate).
Proposition. Assume that p is good for G. There exist connected reductive algebraic groups G′
and G˜ such that the following properties hold:
(i) There exists a central isogeny φ :G′ → G, and we have DG˜ ⊂ G′ ⊂ G˜.
(ii) DG˜ is simply connected, p is good for G˜, and G˜ satisfies (H).
(iii) Assume that p is very good for G. Then dφ is an isomorphism and G′ = G˜. In particular,
properties (C) and (C′) of Section 3 hold for G.
Proof. There exist almost simple, simply connected algebraic groups G1,G2, . . . ,Gr and a cen-
tral isogeny φ :
∏
i Gi × Z(G)◦ → G by [Sp, Theorems 10.1.1, 9.6.5]. Let G′ =
∏
i Gi × Z(G)◦
and G˜ =∏i G˜i × Z(G)◦, where
G˜i =
{
GLnp(k) if p 	= 0 and if Gi  SLnp(k) for some n ∈ Z>0,
Gi otherwise.
Then (i) and (ii) hold.
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By definition, we have G′ = G˜. Then (C) is satisfied for G by [Ja, Proposition 2.7], hence (C′) is
also satisfied for G by Theorem 2.6. 
4.2.
Lemma. (Cf. [He, Theorem 10.7], [Mc, Lemma 14].) Let φ :G′ → G be a central isogeny of con-
nected reductive algebraic groups. Consider a norm ‖ ·‖′ on YQ(G′) lifting ‖ ·‖ as in Lemma 2.4.
Let X′ ∈N (g′) \ 0 and X = dφ(X′).
(i) m(X′,μ′) = m(X,φ ◦μ′) for all μ′ ∈ Y(G′).
(ii) For each λ′ ∈ Y(G′) \ 0, λ′ is optimal for X′ if and only if φ ◦ λ′ is optimal for X.
Proof. (i) Let μ′ ∈ Y(G′). If m(X′,μ′) 	= 0, we have m(X′,μ‘) = m(X,φ ◦ μ′) since φ is cen-
tral. Assume next that m(X′,μ′) = 0. We can write X′ = ∑i0 X′i with X′i ∈ g′(i;μ′). Then
X′0 	= 0 and X =
∑
i0 dφ(X
′
i ). Suppose that dφ(X
′
0) = 0. Then X′0 ∈ kerdφ ⊂ z(g′) is semisim-
ple by [Bo, Lemma 22.2]. Therefore X′ = X′0 +
∑
i>0 X
′
i is a Jordan decomposition. Since X′ is
nilpotent, we must have X′0 = 0. This is a contradiction, hence m(X,φ ◦μ′) = 0 = m(X′,μ′).
(ii) We have m(X′,λ′)‖λ′‖′ = m(X,φ◦λ
′)
‖φ◦λ′‖ for all λ
′ ∈ Y(G′) \ 0 by (i). Since φ induces a bijection
YQ(G
′) → YQ(G),
max
μ′∈Y(G′)\0
m(X′,μ′)
‖μ′‖′ = maxμ′∈Y(G′)\0
m(X,φ ◦μ′)
‖φ ◦μ′‖ = maxμ∈Y(G)\0
m(X,μ)
‖μ‖ . 
Theorem. Assume that p is good for G. Let X ∈N (g) \ 0 and k = m(X).
(i) Λ′X = {λ ∈ ΛX | X ∈ g(k;λ)} is nonempty and forms a single CU(X)(X)-orbit.
(ii) For each λ ∈ Λ′X , Ad(P (X))(X) is open in
⊕
ik g(i;λ) and Ad(L(λ))(X) is open in
g(k;λ).
(iii) Let λ ∈ Λ′X . Then CL(λ)(X) is reductive and CG(X) = CL(λ)(X)CU(X)(X) is a semidirect
product as (abstract) groups. In particular, Ru(CG(X)) = CU(X)(X).
(iv) Assume that X is distinguished. For each λ ∈ Λ′X ,
dimg(0;λ) = dimg(k;λ)+ dim Z(G).
Proof. Consider connected reductive algebraic groups G′ and G˜, and a central isogeny
φ :G′ → G as in Proposition 4.1. In particular, DG˜ ⊂ G′ ⊂ G˜. There exists a norm ‖ · ‖∼
on YQ(G˜) which restricts to a norm on YQ(G′) such that ‖φ ◦ λ′‖ = ‖λ′‖′ for all λ′ ∈ Y(G′)
by Lemma 2.4. There exists X′ ∈ N (g′) \ 0 such that dφ(X′) = X. Then X′ ∈ N (g˜) \ 0, and
Λ′
X′,G′ = Λ′X′,G˜ is nonempty by Corollary 2.6 and Proposition 3.2. This implies Λ′X is nonempty
by Lemma 4.2. Therefore (i) holds by Corollary 2.6.
Let λ ∈ Λ′X and k′ = m(X′). There exist λ′ ∈ Λ′X′,G′ and n ∈ Z>0 such that φ ◦ λ′ = nλ
by Lemma 4.2. We have Ad(L(λ))(X) = dφ(Ad(LG′(λ′))(X′)) and Ad(LG′(λ′))(X′) =
Ad(L
G˜
(λ′))(X′), hence dim Ad(L(λ))(X) = dim g˜(k′;λ′) = dimg(k;λ) by Proposition 3.2.
Therefore Ad(L(λ))(X) is open in g(k;λ) by [Hu, Proposition 8.3]. Likewise Ad(P (X))(X)
is open in
⊕
g(i;λ), hence (ii) holds.ik
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Ru(CLG′ (λ′)(X
′)◦) = Ru(CL
G˜
(λ′)(X′)◦) = e by Proposition 3.3, CL(λ)(X) is reductive. There-
fore (iii) holds by Corollary 2.6.
Assume finally that X is distinguished. Then CDG(X)◦ = Ru(CG(X)) = CU(X)(X). Since
CG(X)
◦ = Z(G)◦ · CDG(X)◦, we have CL(λ)(X)◦ = Z(G)◦. Therefore
dimg(k;λ) = dim Ad(L(λ))(X) = dimL(λ) − dimCL(λ)(X)
= dimg(0;λ)− dim Z(G). 
Remark. Assume that (H) is satisfied or p is very good for G. Let X ∈N (g) \ 0, k = m(X) and
λ ∈ Λ′X . Then (C) and (C′) hold for G by Proposition 4.1, and [g(n;λ),X] = g(n + k;λ) for all
n ∈ Z>−k by Propositions 3.2 and 4.1 again. In particular, CG(X) = CL(λ)(X)  CU(X)(X) is a
semidirect product as algebraic groups.
4.3. The following proposition holds in arbitrary characteristic.
Proposition. (Cf. [Po2, Satz 1.3].) Let λ ∈ Y(DG) be primitive, T a maximal torus of G
containing Imλ and R the root system of G relative to T . Choose a simple system Δ of R
such that 〈α,λ〉  0 for all α ∈ Δ. Assume that there exists k ∈ Z>0 such that dimg(0;λ) =
dimg(k;λ)+ dim Z(G).
(i) We have k = 1 or 2, and u(λ) =⊕ik g(i;λ).
(ii) For each α ∈ Δ, 〈α,λ〉 = 0 or k. In particular, P(λ) is distinguished.
Proof. We may assume that G is semisimple. Then dim Z(G) = 0. We have
dimg(0;λ) = #{α ∈ R ∣∣ 〈α,λ〉 = 0}+ |Δ|,
dimg(i;λ) = #{α ∈ R ∣∣ 〈α,λ〉 = i} for all i ∈ Z \ 0.
We may therefore further assume that k = C. Then (H) is satisfied since the Killing form on g
is nondegenerate. There exists X ∈ g(k;λ) such that Ad(L(λ))(X) is dense in g(k;λ) by (F) and
[Ri2, Theorem E]. Then [g(0;λ),X] = g(k;λ). By the hypothesis, we must have cg(0;λ)(X) = 0.
Then [X,g(−k;λ)] = g(0;λ) by Lemma 3.1. Let H = dλ( 2
k
). Then [H,X] = 2X and H ∈
[X,g(−k;λ)]. Choose Y ∈ g(−k;λ) with H = [X,Y ]. Then [H,Y ] = −2Y . It follows from [Hu,
Theorem 13.1] that there exists a closed connected subgroup G1 of G such that Lie(G1) = CX⊕
CH ⊕CY  sl2(C). Since G1 is isomorphic to PGL2(C) or SL2(C) by [Sp, Theorem 7.2.4], we
obtain a morphism φ : SL2(C) → G of algebraic groups such that dφ
( 0 1
0 0
)= X,dφ( 1 00 −1)= H ,
dφ
( 0 0
1 0
) = Y . Define λH ∈ Y(G) with λH (ξ) = φ( ξ 00 ξ−1 ). Then dλH (1) = H = dλ( 2k ), hence
λH = 2k λ. Since λ is primitive, we must have 2k ∈ Z, hence k = 1 or 2.
If k = 2, Jantzen’s argument (see the proof of [Ca, Proposition 5.7.6]) implies that
g(1;λ) = 0 by the hypothesis. Therefore u(λ) = ⊕ik g(i;λ) always. By the sl2-theory, we
have 0  〈α,λH 〉  2 for all α ∈ Δ (cf. [Ca, Proposition 5.6.6]), hence 〈α,λ〉 = 0 or k, for
each α ∈ Δ. Let I ⊂ Δ with P(λ) = PI . Then RI := ZI ∩ R = {α ∈ R | 〈α,λ〉 = 0}. Therefore
|Δ| + |RI | = dimg(0;λ) = dimg(k;λ) by the hypothesis, and P(λ) is distinguished. 
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Theorem. (Cf. [Po1,Po2,Pr].) Assume that p is good for G. If X ∈ g\0 is distinguished nilpotent,
then m(X) = 1 or 2, P(X) is distinguished, and X ∈ u(X) is a Richardson element for P(X).
Proof. Let λ ∈ Λ′X and k = m(X). Then λ ∈ Y(DG) by Corollary 2.6, and dimg(0;λ) =
dimg(k;λ) + dim Z(G) by Theorem 4.2. Therefore k = m(X,λ) = 1 or 2, P(X) = P(λ) is
distinguished, and Ad(P (X))(X) is dense in
⊕
ik g(i;λ) = u(λ) by Proposition 4.3 and Theo-
rem 4.2. This shows that X ∈ u(λ) is a Richardson element for P(λ) = P(X). 
Remark. Assume that p is good for G. Let X ∈ N (g) \ 0, μ ∈ Λ′X , S a maximal torus of
CL(μ)(X), and L = CG(S). Then S is also a maximal torus of CG(X), hence L is a Levi subgroup
of G and X is distinguished in Lie(L) by [Ja, Lemma 4.6]. We have μ ∈ ΛX,L = ΛX,DL by
Corollary 2.6. Since p is good for L, k = m(X) = m(X,μ)  2 by Theorem 4.4. In particular,
2
k
μ is associated to X in the sense of [Ja, 5.3]. Set
Λ¯X =
{
2
k
λ
∣∣∣ λ ∈ Λ′X
}
= {λ¯ ∈ Y(G) \ 0 ∣∣X ∈ g(2; λ¯) and λ¯ is optimal for X}.
Then Λ¯X forms a single CU(X)(X)-orbit by Theorem 4.2. Since ΛX forms a single P(X)-
orbit, Λ¯X is CG(X)-stable. Therefore Λ¯X is the set of all cocharacters associated to X by [Ja,
Lemma 5.3].
Assume that (H) is satisfied or p is very good for G. Together with Remark 4.2, we have
TX Ad(G)(X) = [g,X] ⊃
⊕
i>0
g(i; λ¯)
for all λ¯ ∈ Λ¯X , by [Bo, Proposition 6.7]. This implies the existence of good transverse slices to
the nilpotent Ad(G)-orbits in g, see [Ja, 7.15].
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