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SPECTRAL NORM OF A SYMMETRIC TENSOR AND ITS COMPUTATION
SHMUEL FRIEDLAND AND LI WANG
Abstract. We show that the spectral norm of a d-mode real or complex symmetric tensor in n variables
can be computed by finding the fixed points of the corresponding polynomial map. For a generic complex
symmetric tensor the number of fixed points is finite, and we give upper and lower bounds for the number of
fixed points. For n = 2 we show that these fixed points are the roots of a corresponding univariate polynomial
of at most degree (d− 1)2 +1, except certain cases, which are completely analyzed. In particular, for n = 2
the spectral norm of d-symmetric tensor is polynomially computable in d with a given relative precision. For
a fixed n > 2 we show that the spectral norm of a d-mode symmetric tensor is polynomially computable in
d with a given relative precision with respect to the Hilbert-Schmidt norm of the tensor. These results show
that the geometric measure of entanglement of d-mode symmetric qudits on Cn are polynomially computable
for a fixed n.
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1. Introduction
The spectral norm of a matrix, i.e., the maximal singular value, has numerous applications in pure and
applied mathematics. One of the fundamental reasons for the tremendous use of this norm is that it is
polynomial-time computable and the software for its computation is easily available on MAPLE, MATHE-
MATICA, MATLAB and other platforms.
Multiarrays, or d-mode tensors, i.e. d > 3, are starting to gain popularity due to data explosion and other
applications. Usually, these problems deal with real valued tensors. Since the creation of quantum physics,
d-mode tensors over complex numbers became the basic tool in treating the d-partite states. Furthermore,
the special case of d-partite symmetric qubits, called bosons, is the basic ingredient in construction the boson
sampling devices [1, 46].
The (F-)spectral norm of a tensor is a well defined quantity over the real (F = R) or complex numbers
(F = C). Unlike in the matrix case, the computation of the spectral norm in general can be NP-hard [24, 35].
Furthermore, the complex spectral norm of a real tensor can be bigger than its real spectral norm. In spite
these numerical difficulties, there is a need to compute these norms in special cases of interesting applications,
as the geometric measure of entanglement. (See later in the Introduction and §2.) Even the simplest case
of d-partite qubits poses theoretical and numerical challenges [32]. This can be partly explained by the fact
that the space ⊗dC2 has dimension 2d.
In this paper we restrict ourselves to d-mode symmetric tensors over Fn, denoted as SdFn. The dimension
of this space is
(
n+d−1
d
)
=
(
n+d−1
n−1
)
. Hence for fixed n this dimension is O(dn−1). In particular, the dimension
of SdC2 is d + 1. A symmetric tensor S ∈ SdFn can be identified with a homogeneous polynomial f = fS
of degree d in n variables over F, denoted here as P(d, n,F). It was already observed by J. J. Sylvester [53]
that binary forms, i.e., n = 2, posses very special properties related to polynomials of one complex variable.
The main purpose of this paper is to give an analytic expression for the spectral norm of a d-mode real
or complex symmetric tensors. The spectral norm of S ∈ SdFn is denoted by ‖S‖σ,F. It is value is equal to
the following maximum of f ∈ P(d, n,F) on the unit sphere in Fn:
‖f‖σ,F = max{|f(x)|, x ∈ Fn, ‖x‖ = 1}.
We show that the complex spectral norm can be computed by finding the corresponding fixed points of a
homogeneous polynomial map H : Cn → Cn, where each component of H is a homogeneous polynomial of
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degree (d − 1)2. Furthermore, we show there exists a variety V ⊂ SdCn such that for S ∈ SdCn \ V the
number of fixed points is finite. We give upper and lower bounds for the number of fixed points counted
with their multiplicities. If S is real then its real spectral norm can be found by considering only the real
fixed points of F = 1d∇f .
Recall the elimination method for finding the roots of a system of n polynomial equations in n variables,
each of degree at most deg, with only isolated roots [56, 44]. Its complexity upper bound deg2
n
follows from
Kronecker’s work [34]. Significantly better algorithms using Groebner basis is given in [18]. A randomized
algorithm to find the approximate roots of such a polynomial system with integer coefficients, which is given
in [8, (3)], has a lower complexity. Using the fact that the maps F or H corresponding to S ∈ SdCn \ V
have a finite number of fixed points, we give a polynomial time algorithm to find the F-spectral norm of
S ∈ SdFn with an arbitrary relative precision with respect to the Hilbert-Schmidt norm of ‖S‖. We remark
that the classical result of Motzkin-Straus [45] yields that an arbitrary approximation of the spectral norm
of a homogeneous quartic polynomial is NP-hard [24, §8]. (See Theorem 15.)
We study in detail the case of d-mode symmetric qubits, which are tensors in SdC2 of Hilbert-Schmidt norm
one. We show that the nonzero fixed points of H can be computed by finding the roots of the corresponding
polynomial of one complex variable of degree at most (d−1)2+1, provided that this symmetric qubit is not in
the exceptional family. Recall that the problem of finding all complex valued roots of univariate polynomials
with a relative precision is polynomial time computable [48]. For the exceptional family of d-symmetric
qubits, we also give a polynomial time algorithm for a relative approximation. If S is real valued then its
real spectral norm depends only on the real roots of this polynomial, or actually, on the real root of another
polynomial of degree at most d+ 1.
Our results have an important application to the notion of the geometric measure of entanglement of d-
partite symmetric states, (bosons), in quantum physics and its computation. Recall that a d-partite state is
represented by a d-mode tensor T of Hilbert-Schmidt norm one: ‖T ‖ = 1. One of the most important notion
in quantum physics is the entanglement of d-partite systems [17, 51, 52, 6]. A state T is called entangled if
it is not a product state, (rank one tensor). The distance of a state T to the products states is called the
geometric measure of entanglement. It is given by
√
2(1− ‖T ‖σ,C), where ‖T ‖σ,C is the C-spectral norm of
T . (See §2). In particular, we deduce that the geometric measure of entanglement of d-partite symmetric
state S ∈ SdCn is polynomial time computable in d for a fixed n. For symmetric qubits our results have
much better complexity than in the case n > 2.
We now survey briefly the contents of our paper. In §2 we state our notations for tensors. We recall the
definition of the spectral norm of a tensor T . We state the well known connection between the notion of the
geometric measure of entanglement and the spectral norm of the d-partite state.
In §3 we first discuss the identification of symmetric tensors with the homogeneous polynomials of degree
d. Then we study the spectral norm of d-symmetric tensors on Fn. We recall the remarkable theorem of
Banach [4] that characterizes the spectral norm of a symmetric tensor, which was rediscovered a number of
times in the mathematical and physical literature [10, 22, 37]. We consider a standard orthonormal basis in
SdCn, the analog of Dicke states in SdC2 [16], and the entanglement of each element in the basis. We give
an upper bound on the entanglement of symmetric states in SdCn.
In §4 we study the critical points of the homogeneous polynomial f of degree d on the unit sphere in Fn.
We call a symmetric tensor S, where f = fS , singular if the system ∇f(x) = 0 has a nontrivial solution.
Equivalently, if the corresponding hypersurface f(x) = 0 in the projective space PFn is singular. We show
that the critical points of the real part of f(x) are anti-fixed for F = C and fixed points of the corresponding
polynomial maps in Fn. Using the degree theory we give lower and upper bounds on the number of complex
anti-fixed points for nonsingular S ∈ SdCn. (The set of singular S ∈ SdCn is a variety [27].)
In §5 we study the available algorithms and their complexities to approximate the spectral norms of
symmetric tensors in SdFn for a fixed n. We first consider the case of a nonsingular T ∈ SdZ[i]n,where
Z[i] are Gaussian integers. As the number of fixed points of H and F is finite, we can use the well known
computational methods using Groebner basis to find these fixed points, as mentioned in [33, 40, 41]. These
results yield that the computation of the norm ‖T ‖σ,F with a relative precision δ is polynomial in d for a fixed
n. However the complexity is quite bad: It is (d−1)2n2 times a polynomial in max(S, (d−1)2n, log log(1/δ)).
Here S is the maximal absolute values of the entries of T . If T ∈ Zn then the compelxity of computing
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a relative approximation is somewhat better. Namely, it is (d − 1)n2 times a polynomial in max(S, (d −
1)n, log log(1/δ)).
However, for a given T ∈ SdZ[i]n we do not know if T singular or not. Let I(d, n) ∈ SdZn be the tensor
corresponding to the homogeneous form
∑n
i=1 x
d
i . It is straightforward to show that I(d, n) nonsingular.
Then the affine line tT + I(d, n) intersects the variety of singular tensors at at most ndn−1 points [30,
(2.12),§9.2]. We search on the points t ∈ N{±1, . . . ,±⌈(ndn−1 + 1)/2⌉}, for a suitably big N , to find a
nonsingular tT + I(d, n). Then an approximation to ‖tT + I(d, n)‖σ,F gives an approximation ot ‖T ‖σ,F.
However the error of this approximation is relative to the Hilbert-Schmidt norm of T . (See Theorem 13.)
Theorem 15 shows that an approximation of the spectral norm of homogeneous quartic polynomials with an
arbitrary precision is NP-hard.
In §6 we discuss in detail theoretical and numerical aspect of the computation of the spectral norm of
S ∈ SdF2. The fixed points of the corresponding H in this case can be reduced to one polynomial equation
of degree at most (d− 1)2 +1, unless we are in the exceptional family. In the nonexceptional case we give a
simple formula to compute the spectral norm. This formula gives rise to an approximation algorithm for the
spectral norm of ‖cT ‖σ,F with a relative error δ of complexity O(d4 log d2(d2 log d2 + log(1/δ))) and storage
O(d3(log 3M)) for F = C. For F = R we have a better complexity results. (See Theorem 19.)
In §7 we analyze completely the exceptional family. We show how to obtain a relative approximation for
symmetric tensors in this family. The complexity of this approximation is the same as for the nonexceptional
family.
In §8 we give numerical examples of our method for calculating the complex and the real spectral norm of
S ∈ SdR2. We were mostly concerned with finding symmetric qubits of Hilbert-Schmidt norm one with the
minimum spectral norm for d > 3. These states correspond to the maximum entangled states. (For d = 3
such symmetric states are known [54, 11]).) Most of our examples are taken from [3]. Our numerical results
support the results stated there.
2. Spectral norm and entanglement
For a positive integer d, i.e., d ∈ N, we denote by [d] the set of consecutive integers {1, . . . , d}. Let
F ∈ {R,C}, n = (n1, . . . , nd) ∈ Nd. We will identify the tensor product space ⊗di=1Fni with the space of
d-arrays Fn. The entries of T ∈ Fn are denoted as Ti1,...,id . We also will use the notation T = [Ti1,...,id ]. So
T is called a vector for d = 1, a matrix for d = 2 and a tensor for d > 3. Note that the dimension of Fn is
N(n) = n1 · · ·nd.
Assume that d > 2 is an integer and k ∈ {0, 1}. For n = (n1, . . . , nd) ∈ Nd letm = (nk+1, . . . , nd) ∈ Nd−k.
Assume that T ∈ Fn and S ∈ Fm. Then T ×S is the scalar∑n1,...,ndi1=···=id Ti1,...,idSi1,...,id for k = 0 and a vector
in Fn1 , whose i-th coordinate is given by (T × S)i =
∑n2,...,nd
i2=···=id=1 Ti,i2,...,idSi2,...,id .
The inner product on Fn is given as 〈S, T 〉 := S × T , where T = [Ti1,...,id ]. Furthermore, ‖S‖ =
√
〈S,S〉
is the Hilbert-Schmidt norm of S. Assume that xi = (x1,i, . . . , xni,i)⊤ ∈ Fni for i ∈ [d]. Then ⊗di=1xi is
a tensor in Fn, with the entries (⊗di=1xi)i1,...,id = xi1,1 · · ·xid,d. (⊗di=1xi is called a rank one tensor if all
xi 6= 0.)
Denote the unit sphere in Fn by S(n,F) = {x ∈ Fn, ‖x‖ = 1}. Recall that the spectral norm of T ∈ Fn is
given as
‖T ‖σ,F = max{|T × ⊗di=1xi|, xi ∈ S(ni,F) for i ∈ [d]}.
Unlike in the matrix case, for a real tensor T ∈ Rn it is possible that ‖T ‖σ,R < ‖T ‖σ,C [24]. For simplicity
of notation we will let ‖T ‖σ denote ‖T ‖σ,C, and no ambiguity will arise.
A standard way to compute ‖T ‖σ,F is an alternating maximization with respect to one variable, while
other variables are fixed, see [13]. Other variants of this method is maximization on two variables using the
SVD algorithms [26], or the Newton method [28, 55]. These methods in the best case yield a convergence to
a local maximum, which provide a lower bound to ‖T ‖σ,F. Semidefinite relaxation methods, as in [47], will
yield an upper bound to ‖T ‖σ,F, which will converge in some cases to ‖T ‖σ,F.
Recall that in quantum physics T ∈ Cn is called a state if ‖T ‖ = 1. Furthermore, all tensors of the form
ζT , where ‖T ‖ = 1 and ζ ∈ C, |ζ| = 1 are viewed as the same state. That is, the space of the states in Cn
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is the quotient space S(N(n),C)/S(1,C). Denote by Πn the product states in Cn:
Πn = {⊗di=1xi, xi ∈ S(ni,C), i ∈ [d]}.
The geometric measure of entanglement of a state T ∈ Cn is
dist(T ,Πn) = min
Y∈Πn
‖T − Y‖.
As ‖T ‖ = ‖Y‖ = 1 it follows that dist(T ,Πn) =
√
2(1− ‖T ‖σ). Hence an equivalent measurement of
entanglement is [32]
(1) η(T ) = − log2 ‖T ‖2σ.
The maximal entanglement is
(2) η(n) = max
T ∈Cn,‖T ‖=1
− log2 ‖T ‖2σ.
See [14] for other measurements of entanglement using the nuclear norm of T . Lemma 9.1 in [24] implies
η(n) 6 log2N(n).
Let n×d = (n, . . . , n) ∈ Nd. For n = 2 we get that η(2×d) 6 d. In [38] it is shown that η(2×d) 6 d− 1. A
complementary result is given in [32]: For the set of states of Haar measure at least 1− e−d2 on the sphere
‖T ‖ = 1 in ⊗dC2 the inequality η(T ) > d − 2 log2 d − 2 holds. A generalization of this result to ⊗dCn is
given in [15].
3. Symmetric tensors
A tensor S = [Si1,...,id ] ∈ ⊗dFn is called symmetric if Si1,...,id = Siω(1),...,iω(d) for every permutation
ω : [d]→ [d]. Denote by SdFn ⊂ ⊗dFn the vector space of d-mode symmetric tensors on Fn. In what follows
we assume that S is a symmetric tensor and d > 2, unless stated otherwise. A tensor S ∈ SdFn defines a
unique homogeneous polynomial of degree d in n variables f(x) = S × ⊗dx, where
f(x) =
∑
jk+1∈[d+1],k∈[n],j1+···+jn=d
d!
j1! · · · jn!fj1,...,jnx
j1
1 · · ·xjnn .
Conversely, a homogeneous polynomial f(x) of degree d in n variables defines a unique symmetric S ∈ SdFn
by the relation (4) in Lemma 1.
Hence it is advantageous to replace SdFn by the isomorphic space of all homogeneous polynomials of degree
d in n variables over F, denoted as P(d, n,F). We now introduce the standard multinomial notation as in
[50]. Let Z+ be the set of all nonnegative integers. Denote by J(d, n) be the set of all j = (j1, . . . , jn) ∈ Zn+
appearing in the above definition of f(x):
J(d, n) = {j = (j1, . . . , jn) ∈ Zn+, j1 + · · ·+ jn = d}.
It is well known that |J(d, n)| = (n+d−1n ) = (n+d−1d−1 ), see for example [50]. Define
c(j) =
d!
j1! · · · jn!
For x = (x1, . . . , xn)
⊤ ∈ Fn and j = (j1, . . . , jn) ∈ J(d, n) let xj be the monomial xj11 · · ·xjnn . Then the above
definition of f(x) is equivalent to
(3) f(x) =
∑
j∈J(d,n)
c(j)fjx
j.
The following lemma summarizes the properties of the isomorphisms of SdFn to P(d, n,F) and to the auxiliary
vector space FJ(d,n), and recalls Banach’s characterization of the spectral norm of S ∈ SdFn as the maximum
of the absolute value of the polynomial S × (⊗dx) on the unit sphere S(n,F) [4]:
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Lemma 1. Let FJ(d,n) be the space of all vectors f = (fj), j ∈ J(d, n). Assume that the inner product and
the Hilbert norm on FJ(d,n) are given by
〈f ,g〉 =
∑
j∈J(d,n)
c(j)fjgj, ‖f‖ =
√
〈f , f〉, f = (fj),g = (gj) ∈ FJ(d,n).
Then
(1) Let ej = (δj,k)k∈J(d,n), j ∈ J(d, n), where δj,k is Kronecker’s delta function, be the standard basis in
FJ(d,n). Then 1√
c(j)
ej, j ∈ J(d, n) is an orthonormal basis in FJ(d,n).
(2) FJ(d,n) is isomorphic to F(
n+d−1
d−1 ).
(3) FJ(d,n) is isomorphic to P(n, d,F), where f corresponds to f(x) given by (3).
(4) FJ(d,n) is isomorphic to SdF, where S = [Si1....,id ] ∈ SdFn corresponds to f = (fj) as follows: For
ij ∈ [n], j ∈ [d] and k ∈ [n] let jk be the number of times k appears in the multiset {i1, . . . , id}. Then
f(j1,...,jn) = Si1....,id . Furthermore, this isomorphism induces an isomorphism between the inner
products of SdFn and FJ(d,n). In particular, the orthonormal basis 1√
c(j)
ej, j ∈ J(d, n) induces the
orthonormal basis S(j), j ∈ J(d, n,F) in SdFn.
(5) The isomorphism between SdFn and P(d, n,F) is given by S 7→ f where f(x) = S × (⊗dx). Let
F(x) = S × (⊗d−1x). Then
F(x) = (F1(x), . . . , Fn(x)) =
1
d
∇f(x) = 1
d
(
∂f
∂x1
(x), . . . ,
∂f
∂xn
(x)),(4)
n∑
i=1
xiFi(x) = f(x).(5)
(6) The spectral norm of a symmetric tensor is given by Banach’s characterization [4]:
(6) ‖S‖σ,F = max{ |S × (⊗
dx)|
‖x‖d , x ∈ F
n \ {0}} = max{|S × (⊗dx)|, x ∈ S(n,F)}, S ∈ SdFn.
Proof. The claims (1)-(3) are straightforward. We now show (4) and (5). Let S ∈ SdFn and f(x) = S×(⊗dx).
Clearly f ∈ P(d, n,F). The entry Si1,...,id of S is a coefficient of the monomial xi1 · · ·xid in f . For k ∈ [n]
let jk be the number of times k appears in the multiset {i1, . . . , id}. Denote j = (j1, . . . , jn). Then the entry
Si1,...,id is a coefficient of the monomial xj. Clearly, the entry Si1,...,id appears c(j) times in the symmetric
tensor S = [Si1,...,id ]. Hence f(x) is given by (3), where fj = Si1,...,id . Vice versa, given f as in (3) we define
the induced S ∈ SdFn by the equality fj = Si1,...,id . Then f(x) = S × (⊗dx).
We next show the equality (4). Observe that ∂∂xm (Si1,...,idxj) is not zero if and only if il = m for some
l ∈ [d]. So assume that il = m. Since S is symmetric we can choose l ∈ [d]. Hence dFm = ∂f∂xm , and (9)
is proven. Equality (5) is straightforward if we assume f(x) = S × (⊗dx), or it is Euler’s formula if we let
f ∈ P(d, n,F) and F = 1d∇f .
Assume that f = (fj),g = (gj) ∈ FJ(d,n). Let S, T ∈ SdFn be the corresponding tensors induced by the
isomorphism FJ(d,n) ∼ SdFn. As the entries Si1,...,id , Ti1,...,id appear c(j) times in S, T respectively we deduce
that 〈S, T 〉 = 〈f ,g〉.
Part (6) is Banach’s theorem [4], see for details [24]. 
Banach’s theorem (6) was rediscovered several times since 1938. In quantum physics literature it appeared
in [37] for the case F = C. In mathematical literature, for the case F = R, it appeared in [10, 22]. (Observe
that a natural generalization of Banach’s theorem to partially symmetric tensors is given in [22].)
In view of Lemma 1 it makes sense to introduce the spectral norm on FJ(d,n) and P(d, n):
(7) ‖f‖σ,F = ‖f‖σ,F = max{ |f(x)|‖x‖d ,x ∈ F \ {0}} = max{|f(x)|,x ∈ S(n,F)},
where f(x) is given by (3).
We call the orthonormal basis in SdFn given by part (1) of Lemma 1 the standard orthonormal basis of
symmetric tensors. For n = 2 the standard basis of symmetric tensors is called the Dicke basis [16].
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Let
S(d, n) = S(j), j = (j1, . . . , jn) ∈ J(d, n), where(8)
j1 = · · · = jl = ⌊ d
n
⌋, jl+1 = · · · = jn = ⌈ d
n
⌉, l = n⌈ d
n
⌉ − d.
In the following lemma we find the entanglement of each S(j), j ∈ J(d, n) and the maximum entanglement
of these states.
Lemma 2. Assume that n, d > 2 are two positive integers. Then
(1) For each j = (j1, . . . , jn) ∈ J(d, n) the following equality holds
η(S(j)) = log2 dd − log2 d! +
n∑
k=1
(log2 jk!− log2 jjkk ).
(2)
‖S(d, n)‖σ =
√√√√d!(⌊ dn⌋)l⌊ dn ⌋(⌈ dn⌉)(n−l)⌈ dn ⌉
dd
(⌊ dn⌋!)l(⌈ dn⌉!)n−l , η(S(d, n)) = log2
dd
(⌊ dn⌋!)l(⌈ dn⌉!)n−l
d!
(⌊ dn⌋)l⌊ dn ⌋(⌈ dn⌉)(n−l)⌈ dn ⌉ .
(3)
‖S(d, n)‖σ 6 ‖S(j)‖σ, η(S(j)) 6 η(S(d, n)), for each j ∈ J(d, n).
(4) Assume that the integer n > 2 is fixed and d≫ 1. Then
η
(S(d, n)) = 1
2
(
(n− 1) log2 d− n log2 n
)
+O(
1
d
).
Proof. (1) Clearly
|S(j1, . . . , jn)×⊗dx|2 = d!
j1! · · · jn! (|x1|
2)j1 · · · (|xn|2)jn .
Use Lagrange multipliers to deduce that the maximum of the above function for ‖x‖ = 1 is achieved at the
points |xk|2 = jkj1+···+jn =
jk
d for k ∈ [n]. Banach’s theorem (6) yields
‖S(j1, . . . , jn)‖2σ,R = ‖S(j1, . . . , jn)‖2σ =
d!
∏n
k=1 j
jk
k
dd
∏n
k=1 jk!
.
This establishes the expression for η(S(j)).
(2) Follows straightforward from the definition of S(d, n) in (8) and the proof of part (1).
(3) Let a, b be nonnegative integers such that a 6 b− 2. We claim that
a!b!
aabb
<
(a+ 1)!(b− 1)!
(a+ 1)a+1(b − 1)b−1 .
Indeed, the above inequality is equivalent to
a!(a+ 1)a+1
aa(a+ 1)!
<
(b− 1)!bb
(b − 1)b−1b! ⇐⇒
(
a+ 1
a
)a
<
(
b
b− 1
)b−1
.
As 00 = 1 we deduce that the above inequalities hold for a = 0 and b > 2. Assume that a > 1. Then the
last inequality in the above displayed relation is equivalent to the well known statement that the sequence
(1 + 1m )
m is a strictly increasing .
Consider ‖S(j1, . . . , jn)‖−2. Suppose that there exists jp, jq such that |jp − jq| > 2. Without loss of
generality we may assume that jp 6 jq − 2. Let j′l = jl for l ∈ [n] \ {p, q}, and j′p = jp + 1, j′q = jq − 1.
Then the above inequality yields that ‖S(j1, . . . , jn)‖−2 < ‖S(j′1, . . . , j′n)‖−2. Hence the maximum value of
‖S(j1, . . . , jn)‖−2, where {j1, . . . , jn} ∈ J(d, n), is achieved for {j1, . . . , jn} satisfying |jp − jq| 6 1 for all
p, q ∈ [n]. Without loss of generality we can assume that j1, . . . , jn are given as in (8). This shows the
inequality ‖S(d, n)‖σ 6 ‖S(j)‖σ. The definition (1) of η(S) yields the inequality η(S(j)) 6 η(S(d, n)) for
each j ∈ J(d, n).
(4). The expression for η(S(d, n)) follows from Sterling’s formula [19, p. 52] k! =
√
2pikkke−keθk/12k, where
0 < θk < 1. 
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We now comments on the results given in Lemma 2. Parts (1)-(3) are well known for n = 2 in physics
community [3]. The states S(j1, j2) are called Dicke states. Note that
‖S(3, 2)‖σ = 2
3
≈ 0.6667, ‖S(4, 2)‖σ =
√
6
4
≈ 0.61237, ‖S(5, 2)‖σ = 6
√
6
25
≈ 0.5879.
It is known that the most entangled 3-qubit state with respect to geometric measure is S(3, 2) [54, 11].
That is, the spectral norm of a nonsymmetric 3-qubit is not less than the spectral norm of S(3, 2), which
is equivalent to the equality η((2, 2, 2)) = η(S(3, 2)) as in (2). However for d > 3, Lemma 2 shows that the
states S(d, 2) are not the most entangled states in SdC2. See examples in [3], which are also discussed in §8.
One of the reasons is that ‖S(j)‖σ,R = ‖S(j)‖σ, while it is shown in [14] that η(2, 2, 2, 2) > η(S(4, 2)), and it
is achieved for nonsymmetric complex valued state.
Lemma 4.3.1 in [49] yields that
(9) η(S) 6 log2
(
n+ d− 1
n− 1
)
, S ∈ SdCn, ‖S‖ = 1.
(See also [42].) In particular, for n = 2 we have the inequality:
(10) η(S) 6 log2(d+ 1) S ∈ SdC2, ‖S‖ = 1.
Note that for a fixed n and large d we have the complexity expression
log2
(
n+ d− 1
n− 1
)
= (n− 1) log2(d+ 1) +
(n− 1)(n− 2)
2 ln 2
− log2(n− 1)! +O
(
1
d
)
.
Let
ηsym(d, n) = max{η(S), S ∈ SdCn, ‖S‖ = 1}.
Combining the inequality (9) with part (3) of Lemma 2 we obtain
(11) log2
dd
(⌊ dn⌋!)l(⌈ dn⌉!)n−l
d!
(⌊ dn⌋)l⌊ dn ⌋(⌈ dn⌉)(n−l)⌈ dn ⌉ 6 ηsym(d, n) 6 log2
(
n+ d− 1
n− 1
)
, l = n⌈ d
n
⌉ − d.
In particular
(12) log2
dd
(⌊d2⌋!)(⌈d2⌉!)
d!
(⌊d2⌋)⌊ d2 ⌋(⌈d2⌉)⌈ d2 ⌉ 6 ηsym(d, 2) 6 log2(d+ 1).
There is a gap of factor 2 between the lower and the upper bounds in (11) and (12) for fixed n and d≫ 1.
In [25] it is shown that the following inequality holds with respect to the corresponding Haar measure on
the unit ball ‖S‖ = 1 in SdC2:
Pr(η(S) 6 log2 d− log2(log2 d) + log2 4− log2 5) 6
1
d6
.
This shows that the upper bounds in (12) have the correct order. In particular, the above inequality is the
analog of the inequality η(T ) > d− 2 log2 d− 2 for most d-qubit states in [32].
4. Critical points of ℜ(S × ⊗dx) on S(n,F)
Recall that S ∈ SdCn is called nonsingular [27] if
S × ⊗d−1x = 0⇒ x = 0.
Otherwise S is called singular. A nonzero homogeneous polynomial f(x) defines a hypersurface H(f) :=
{x ∈ Cn \ {0}, f(x) = 0} in the n − 1 projective space PCn. H(f) is called a smooth hypersurface if
∇f(x) 6= 0 for each x 6= 0 that satisfies f(x) = 0.
Proposition 3. Assume that S ∈ SdCn. Let f(x) = S × ⊗dx. Then S is nonsingular if and only if H(f)
is a smooth hypersurface in PCn.
Proof. Let F = 1d∇f . Assume that F(x) = 0 for some x 6= 0. Euler’s identity yields that f(x) = 0. Use
part (5) of Lemma 1 to deduce the proposition. 
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The following result is well known [30]:
Proposition 4. Denote by PCJ(d,n) the complex projective space corresponding to the affine space CJ(d,n).
With each f ∈ PCJ(d,n) associate the hypersurface f(x) = 0 in PCn, where f(x) is given by (3). Then the
set of singular hypersurfaces is the hyperdeterminant variety H(d, n) ⊂ PCJ(d,n), which is the zero set of the
hyperdeterminant polynomial on CJ(d,n).
Corollary 5. The set of singular symmetric tensors in SdCn is the zero set V (d, n) ⊂ SdCn of the polynomial
on SdCn which is induced by the hyperdeterminant polynomial on CJ(d,n).
Fix x ∈ Cn and let ζ ∈ C. Then S ×⊗d (ζx) = ζd (S × ⊗dx). Hence there exists ζ ∈ C, |ζ| = 1 such that
|S × ⊗dx| = ℜ (S × ⊗d (ζx)). Therefore for F = C we can replace the characterization (6) with:
‖S‖σ = max
x∈S(n,C)
ℜ(S × ⊗dx), for S ∈ SdCn.
Lemma 6. Assume that S ∈ SdFn, d > 2. A point x ∈ S(n,F) is a critical point of ℜf(x) on S(n,F) if and
only if
(13) S × ⊗d−1x = λx, x ∈ S(n,F), λ ∈ R,
where x denote the complex conjugate of x. The number of critical values λ satisfying (13) is finite.
Proof. Assume first that F = R. Let x ∈ S(n,R). Suppose first that x is a critical point of f(z) = S × ⊗dz
for z ∈ S(n,R). Let y ∈ Rn be orthogonal to x: y⊤x = 0. Then ‖x + ty‖ =
√
1 + t2‖y‖2 = 1 + O(t2) for
t ∈ R. Clearly
S × ⊗d(x+ ty) = S × ⊗dx+ tdy⊤(S × ⊗d−1x) +O(t2).
As x is a critical point of S × ⊗dz for z ∈ S(n,R) it follows that y⊤(S × ⊗d−1x) = 0 for each y orthogonal
to x. Hence S × ⊗d−1x is colinear with x. As x¯ = x for each x ∈ Rn we deduce (13). Similar arguments
show that if (13) holds for x ∈ S(n,R) then x is a critical point.
As f(x) is a polynomial on Rn it follows that its restriction on S(n,R) has a finite number of critical
points [43]. This proves that the number of real critical points for F = R is finite.
Assume second that F = C. View Cn as 2n-dimensional real vector space R2n with the standard inner
product ℜ(y∗x), where y∗ = y⊤. Hence ‖x‖ =
√
ℜ(x∗x). Assume that x ∈ S(n,C) is a critical point
of ℜ(S × ⊗dz) on S(n,C). Let y ∈ Cn be orthogonal to x: ℜ(y∗x) = ℜ(y⊤x) = 0. Then ‖x + ty‖ =√
1 + t2‖y‖2 = 1 +O(t2) for t ∈ R. Hence
ℜ(S × ⊗d(x+ ty)) = ℜ(S × ⊗dx) + tdℜ(y⊤(S × ⊗d−1x)) +O(t2).
As x is a critical point we deduce that
0 = ℜ(y⊤(S × ⊗d−1x)) = ℜ(y∗(S × ⊗d−1x)).
Hence S × ⊗d−1x is R-colinear with x. Thus (13) holds. As q(x) := ℜ(S×⊗dx) is a polynomial on Cn ∼ R2n
it follows that its restriction on S(n,C) has a finite number of critical points [43]. This proves that the number
of critical points for F = C is finite. 
Clearly, a maximum point of |S × ⊗dx| on S(n,F) is a critical point of ℜ (S × ⊗dz) on S(n,F). Hence:
Corollary 7. Let d, n > 2 be integers.
(1) Assume that S ∈ SdRn. Then there exists x ∈ S(n,R) satisfying (13) such that |λ| = ‖S‖σ,R.
Furthermore, ‖S‖σ,R is the maximum of all |λ| satisfying (13).
(2) Assume that S ∈ SdCn. Then there exists x ∈ S(n,C) satisfying (13) such that λ = ‖S‖σ. Further-
more, ‖S‖σ is the maximum of all |λ| satisfying (13).
We call x ∈ S(n,F) and λ ∈ F an eigenvector and an eigenvalue of S ∈ SdFn if the following conditions
hold [9]:
S × ⊗d−1x = λx, x ∈ S(n,F), λ ∈ F, S ∈ SdFn.
Assume that F = R. Then the above equality is equivalent to (13). Assume first that d is odd and x is
an eigenvector of S. Then −x is an eigenvector of S corresponding to −λ. Hence without loss of generality
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we can consider only nonnegative eigenvalues of S. Assume second that d is even and x is an eigenvector of
S. Then −x is also eigenvector of S corresponding to λ.
Suppose that F = C. Assume that x ∈ S(n,C) and λ ∈ C are an eigenvector and the corresponding
eigenvalue of S ∈ SdCn. Let ζ ∈ C, |ζ| = 1. Then ζx is an eigenvector of S with the corresponding
eigenvalue ζd−2λ. Assume that λ 6= 0. For d > 2 we can choose ζ of modulus 1 such that ζd−2λ = |λ| > 0.
Furthermore, the number of such choices of ζ is d− 2. In this context it is natural to consider the eigenspace
span(x), to which correspond a unique eigenvector λ > 0. It is shown in [9] that the number of different
eigenspaces of generic S ∈ SdCn is
c(2, n) = n, c(d, n) =
(d− 1)n − 1
d− 2 for d > 3.
That is, there exists a variety W (n, d) ⊂ SdCn such that each S ∈ SdCn \W (n, d) has the above number
of eigenspaces span(x),x ∈ S(n,C). The obvious question is: what is the maximal number of eigenspaces
span(x) corresponding to x ∈ S(n,R) for S ∈ SdRn \W (d, n). Since S ×⊗dx has at least two critical points
on S(n,R) for S 6= 0, corresponding to the maximum and minimum values, it follows that S 6= 0 has at least
one real eigenspace. In [2] the authors study the average number of critical points of a random homogeneous
function f(x) of degree d, where its coefficients are independent Gaussian random variables.
A vector x ∈ S(n,C) and a scalar λ ∈ R that satisfy (13) are called the anti-eigenvector and anti-
eigenvalue of S ∈ SdCn. Note that if x is an anti-eigenvector and λ a corresponding anti-eigenvalue then ζx
is also anti-eigenvector with a corresponding anti-eigenvalue ελ, where ε = ±1 and ζd = ε. Hence, we can
always assume that each nonzero anti-eigenvalue is positive, and there are d different choices of ζ such that
ζx ∈ span(x) is an anti-eigenvector corresponding to a given positive anti-eigenvalue λ.
Assume that d = 2. Then P(2, n,F) is the space of quadratic forms in n variables on F, which correspond
to the space of symmetric matrices S2Fn. That is f(x) = x⊤Sx, where S ∈ Fn×n is symmetric. For
F = R the critical points of f(x) correspond to the eigenvalues of S. For F = C recall Schur’s theorem:
There exists a unitary matrix U ∈ Cn×n such that U⊤SU = diag(a1, . . . , an), a1 > · · · > an > 0, where
diag(a1, . . . , an) ∈ S2Cn is a diagonal matrix with the diagonal entries a1, . . . , an. As U¯ is unitary it follows
that ai = σi(S), i ∈ [n] are the singular values of S. Let U = [u1, · · · ,un]. Then SU = U¯ diag(a1, . . . , an)
which is equivalent to Sui = aiu¯i, i ∈ [n], which is a special case of (13).
We now give an estimate of the number of different positive anti-eigenvalues for a generic S ∈ SdCn.
Theorem 8. Assume that S ∈ SdCn is nonsingular. Then the number of positive anti-eigenvalues with cor-
responding anti-eigenspaces is finite. This number µ(S), counting with multiplicities, satisfies the inequalities
(d− 1)n − 1
d
6 µ(S) 6 (d− 1)
2n − 1
(d− 1)2 − 1 .
Proof. Assume that S ∈ SdCn is nonsingular. Suppose first that d = 2. Schur’s theorem implies that the
number of different positive anti-eigenvalues of a complex symmetric matrix, which are the singular values
of S, is at most n. Hence our theorem holds.
Suppose second that d > 2. Assume that x ∈ S(n,C) is an anti-eigenvector with corresponding anti-
eigenvalue λ > 0. Choose y = (λ)−
1
d−2x to obtain:
(14) F(y) = y¯,
where F(y) = S×⊗d−1y. Consider the system (14). It can be viewed as a system of 2n polynomial equations
with 2n real variables when we identify Cn with R2n. Then it has a trivial solution y = 0 with multiplicity
one since the linear term of G(y) := S×⊗d−1y− y¯ is −y¯. Hence the Jacobian of G(x) at y = 0 is invertible.
Let y 6= 0 be a solution of (14). Then x = 1‖y‖y is an anti-eigenvector corresponding to the anti-eigenvalue
‖y‖− 1d−2 .
We now show that (14) has a finite number of solutions. Denote F¯(y) := F(y¯). Hence (14) is equivalent
to y = F(y) = F¯(y¯). Let H = F¯ ◦F. Observe first that S is nonsingular if and only if S¯ is nonsingular. The
assumption that S is nonsingular yields
H(y) = F¯(F(y)) = 0⇒ F(y) = 0⇒ y = 0.
Let H(y) = (H1(y), . . . , Hn(y))
⊤. Then each Hi(y) is a nonzero homogeneous polynomial of degree (d−1)2.
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Observe next that each y ∈ Cn that satisfies (14) is a fixed point of H:
(15) H(y) = y, H = F¯ ◦ F.
LetK(y) := H(y)−y. As the principal homogeneous part ofK isH it follows that the mapK : Cn → Cn is a
proper map [20], i.e. lim‖y‖→∞ ‖K(y)‖ =∞. HenceK is a branched cover ofCn of degree deg(K) = (d−1)2n.
In particular,K−1(0) consists of at most (d−1)2n distinct points. If we count these points with multiplicities
then their number is exactly (d − 1)2n . Clearly, K(0) = 0. As the Jacobian of K at 0 is nonsingular it
follows that 0 is a simple solution of K(y) = 0. Hence the number of nonzero points in K−1(0) is exactly
(d− 1)2n− 1, if we count each nonzero point with its multiplicity. As we explained above if K(y) = 0,y 6= 0
then K(ζy) = 0 for each ζ satisfying ζ(d−1)
2−1 = 1.This observation yields the upper bound of our theorem.
We now prove the lower bound in our theorem using the degree theory as in [20]. For t ∈ R let Gt(y) =
F(y) − ty¯. As the principal homogeneous part of Gt is F for each t ∈ R it follows that Gt : Cn → Cn
is a proper map. View the 2n-dimensional sphere S2n ⊂ R2n+1 as the one point compactification of Cn:
S2n−1 ∼ Cn ∪ {∞}. Extend Gt to the map Ĝt : Cn ∪ {∞} → Cn ∪ {∞} by letting Ĝt(∞) = ∞. As Gt
is proper it follows that Ĝt is continuous on C
n ∪ {∞}. Hence we can define the topological degree of the
map Ĝt denoted deg Ĝt. It is straightforward to show that the map Ĝt is continuous in the parameter t.
Hence deg Ĝt does not depend on t. In particular deg Ĝt = deg Ĝ0 = deg F̂. F is a proper polynomial map
in n-complex variables on Cn. Hence its degree is (d− 1)n > 0. Therefore deg Ĝ1 = deg Ĝ = (d− 1)n. As G
is a real polynomial map in 2n real variables it follows that G−1(w) is a finite set {z1(w), . . . , zN(w)(w)},
for most of the points w ∈ Cn, where the Jacobian of G is invertible. Let ε(zi(w)) ∈ {−1, 1} be the sign of
the determinant of the Jacobian of G at zi(w), viewed as a real matrix of order 2n. Then
(d− 1)n = deg Ĝ =
N(w)∑
i=1
ε(zi(w)).
Therefore the number of preimages of most of w is at least (d − 1)n. Recall that we showed that the set
G−1(0) is a finite set. Hence counting with multiplicities, i.e. the minimum number of preimages of G−1(w)
for small ‖w‖, we deduce that this number is at least (d−1)n. Recall that y = 0 is a simple root ofG(y) = 0.
Hence the number of nonzero roots of G(y) = 0, counted with their multiplicities is at least (d − 1)n − 1.
Each nonzero root y gives rise to d distinct solutions ζy, where ζd = 1. These arguments give the lower
bound in our theorem. 
Remark 9. In [36] the authors consider the dynamics of a special anti-holomorphic map of C of the form
z 7→ z¯d + c. They also note that the dynamics of the “squared” map is given by the holomorphic map
z 7→ (zd + c¯)d + c.
Thus the dynamics of the maps F and H are generalizations of the dynamics studied in [36].
In what follows we will need the following observation:
Lemma 10. Assume that S ∈ SdFn. Let F(x) = S × (⊗d−1x) and H = F¯ ◦ F. Then
‖F(y)‖ 6 ‖S‖σ,F‖y‖d−1, ‖H(y)‖ 6 ‖S‖dσ,F‖y‖(d−1)
2
.
For y ∈ S(n,F) satisfying |S × ⊗dy| = ‖S‖σ,F equality holds in the above inequalities. Suppose furthermore
that d > 2 and y 6= 0 is a fixed point of H. Then
‖y‖−(d−2) 6 ‖S‖σ,F.
Proof. Since F and H are homogeneous maps of degree d− 1 and (d− 1)2 respectively, it is enough to prove
the first two inequalities of our lemma for y ∈ S(n,F). Assume that y ∈ S(n,F). Let w = S × ⊗d−1y.
Assume first that w = 0. Then F(y) = H(y) = 0 and the first inequality of our lemma trivially holds.
Assume second that w 6= 0. Let z = 1‖w‖w. Hence
‖F(y)‖ = |S × (z⊗ (⊗d−1y))| 6 ‖S‖σ,F.
This establishes the first inequality of our lemma. Clearly, ‖S¯‖σ,F = ‖S‖σ,F. Hence
‖H(y)‖ = ‖F¯(F(y))‖ 6 ‖S‖σ,F(‖F(y)‖)d−1 6 ‖S‖σ,F(‖S‖σ,F)d−1 = ‖S‖dσ,F.
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This establishes the second inequality of our lemma.
Suppose that |S×⊗dy| = ‖S‖σ,F for y ∈ S(n,F). Assume first that F = C. Hence there exists ζ ∈ C, |ζ| =
1 such that x = ζy satisfies (13) with λ = ‖S‖σ. Clearly ‖F(x)‖ = λ = ‖S‖σ. Moreover
H(x) = F¯(λx¯) = λd−1F¯(x¯) = λdx = ‖S‖dσx.
Hence ‖H(x)‖ = ‖S‖dσ. Since F andH are homogeneous it follows that ‖F(y)‖ = ‖S‖σ and ‖H(y)‖ = ‖S‖dσ.
Assume second that F = R. Then y ∈ S(n,R) is a critical point of S ×⊗dx on S(n,R). Corollary 7 yields
that S × ⊗d−1y = ±‖S‖σ,Ry. Hence ‖F(y)‖ = ‖S‖σ,R and ‖H(y)‖ = ‖S‖dσ,R.
Assume finally that H(y) = y,y 6= 0. The second inequality of our lemma yields ‖y‖ = ‖H(y)‖ 6
‖S‖dσ,F‖y‖(d−1)
2
. Hence ‖S‖dσ,F > ‖y‖−(d−1)
2+1 = ‖y‖−d(d−2) which yields the third inequaity of our lemma.

5. Polynomial-time computability of the spectral norm of S ∈ SdFn for a fixed n
In this section we assume that d > 3 and S 6= 0. (For d = 2, (matrices), the spectral norm is the maximal
singular value of the matrix, which is polynomially computable.) Let i =
√−1 ∈ C, i.e., i2 = −1. Denote by
Z[i] = Z+ iZ ⊂ C the integral domain of Gaussian integers, and by Q[i] the field of Gaussian rationals. Let
Zn ⊂ Rn and Z[i]n ⊂ Cn be the Z and Z[i] modules of vectors with integer and Gaussian integer coordinates
respectively. Consider first one polynomial equation over Z[i] of degree D > 2:
f(x) =
D∑
i=0
aix
D−i = 0, ai ∈ Z[i], i = 0, . . . ,D, a0 6= 0.
To compute all the roots of the above equation within the relative precision a rational ε ∈ (0, 1) one
needs at most O(D2 log D(D logD + log(1/ε))) arithmetic operations. The amount of storage needed is
O(D log(
∑D
i=0 |ai|)) [48].
We now give an upper bound on the complexity of finding the spectral norm ‖S‖σ, assuming first that S
is nonsingular and the entries of S are Gaussian rationals, i.e., S ∈ SdQ[i]n. (Note that the assumption that
S is nonsingular yields that S 6= 0.) Equivalently, we can assume that S = 1N T , where T is a symmetric
tensor with Gaussian integers entries T ∈ SdZ[i]n and N ∈ N. Thus it is enough to estimate the spectral
norm of T . We identify T with f(x) = T × (⊗dx). We assume that each coefficient fj in (3) is aj + ibj,
where aj, bj ∈ Z and |aj|, |bj| 6 M for each j ∈ J(d, n) for a given integer M ∈ N. Thus the size associated
with the coefficients of f(x) [33] is
S =
(
n+ d− 1
n− 1
)
2M = O(dn−1M).
Next we compute F = (F1, . . . , Fn) =
1
d∇f . Each component Fi needs
(
n+d−1
n−1
)
operation to be obtained
from f , and the coefficients (with the factor c(j− (δi1, . . . , δin)) are fj, where j = (j1. . . . , jn) and ji > 1. (If
ji = 0 then corresponding term to fj is not in Fi.) So we need n
(
n+d−1
n−1
)
operations and storage for F(x),
where the maximum storage for each entry is 2M . Recall that H(y) = F(F(y)). The fixed points of H are
the values of the vector y in the system
F(y) − z = 0, F¯(z) − y = 0.
The assumption that T is nonsingular means that the system F(y) = 0,F(z) = 0 have only the trivial
solution y = z = 0. Therefore this system has exactly
D = (d− 1)2n
isolated solutions, counted with multiplicities, and there are no solutions at infinity [20]. Let y = (y1, . . . , yn).
Each yi satisfies an equation of of degree D:
(16) φi(yi) =
D∑
j=0
aj,iy
D−j
i y
j
i = 0, aj,i ∈ Z[i], j + 1 ∈ [D + 1], i ∈ [n].
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The polynomial φi(t) can be obtained efficiently using the Groebner basis as summarized in [33]. Introduce
the lexicographical order
z1 > · · · > zn > y1 > · · · > yi−1 > yi+1 > · · · > yn > yi.
Compute the reduced Groebner basis with respect to this basis. The complexity of computing such basis
is polynomial max(S,D) [33]. Then last polynomial of this basis is φi. Hence the complexity of computing
φ1, . . . , φn is polynomial in max(S,D).
Denote by Yi ⊂ C the multiset of the roots of (16). So |Yi| = D. Let Y = Y1 × · · · × Yn ∈ Cn. Hence
|Y | = Dn. Clearly, any fixed point of H is in Y . Recall that for a nonzero fixed point y of H corresponding
to S the third inequality of Lemma 10 holds. As ‖T ‖σ 6 ‖T ‖ we obtain that a nonzero fixed point of H
corresponding to T satisfies the inequality ‖y‖ > ‖T ‖− 1d−2 . Hence
(17) ‖T ‖σ = max{ |f(y)|‖y‖d , y ∈ Y, ‖y‖ > ‖T ‖
− 1d−2 }, f(y) = T × (⊗dy).
(This characterization will be justified later.)
We now approximate ‖T ‖σ using the following “brute force” method. For a fixed rational δ ∈ (0, 1)
we will determine a rational ε = ε(δ) ∈ (0, 1). We will approximate each yi ∈ Yi with a relative error ε
as in [48]. Denote this set by Yi(ε). We will then compute the maximum in (17) with respect to Y (ε) =
Y1(ε)× · · · × Yn(ε). This maximum gives a lower bound on ‖T ‖σ. Using straightforward estimations we will
obtain a positive rational L(T ), such that L(T ) 6 ‖T ‖σ 6 L(T )(1 + δ). The complexity of computation for
each ratio in characterization (17) depends simply the compelxity of computing y = (y1, . . . , yn) ∈ Y (ε). We
need to perform Dn = (d−1)2n2 such computations, which contributes the most to our complexity estimates:
Theorem 11. Let d > 3 be an integer. Assume that T ∈ SdZ[i]n, and T is nonsingular. Let S be the
storage space for the entries of T , as represented by the coordinates of the vector f ∈ Z[i]J(d,n). For a given
a rational δ ∈ (0, 1) we can compute a rational L(T ) satisfying
|‖T ‖σ − L(T )| 6 δ‖T ‖σ
The complexity of computing L(T ) is (d− 1)2n2 times a polynomial in max(S, (d − 1)2n, log log(1/δ)).
To prove the theorem we need the following lemma, which is a variation of some results in [21]:
Lemma 12. Let S ∈ SdFn and x,y ∈ Fn. Then
|S × (⊗dx−⊗dy)| 6 d‖S‖σ,F‖x− y‖(max(‖x‖, ‖y‖))d−1.
Equivalently, let f ∈ P(d, n,F). Recall the definition of ‖f‖σ,F given by (7). Then
|f(x)− f(y)| 6 d‖f‖σ,F‖x− y‖(max(‖x‖, ‖y‖))d−1.
Proof. Recall the notion of the nuclear norm on ⊗dFn, which is the dual to the spectral norm [24]. For
X ∈ ⊗dFn the nuclear norm is defined by
‖X‖∗,F = min{
r∑
i=1
n∏
j=1
‖xj,i‖, X =
r∑
i=1
⊗nj=1xj,i, xj,i ∈ Fn, i ∈ [r], j ∈ [n].}
Here r can be chose to be equal r = nd [23]. Note that ‖ ⊗ni=1 xi‖∗,F =
∏n
i=1 ‖xi‖.
As the nuclear norm is the dual norm to the spectral norm if follows that |S×X | 6 ‖S‖σ,F‖X‖∗,F. To show
the first inequality of the lemma it is enough to show that ‖⊗d x−⊗dy‖∗,F 6 d‖x−y‖(max(‖x‖, ‖y‖))d−1.
This inequality follows from the following telescopic identity
⊗dx− ⊗dy =
d∑
k=1
(⊗k−1y)⊗ (x− y) ⊗ (⊗d−kx),
and the definition of the nuclear norm. The last inequality of the lemma follows from the identity f(x) =
S × (⊗dx) for some S ∈ SdFn. 
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Proof of Theorem 11. We first show the equality (17). Let f(x) = T × (⊗dx). Therefore ‖T ‖σ =
max{ |f(x)|‖x‖d ,x 6= 0}. The inequality ‖T ‖σ 6 ‖T ‖ and Lemma 10 yields (17).
Let Yi = {y1,i, . . . , yD,i} ⊂ C be the set of all solutions of (16). Fix a rational ε ∈ (0, 1/2). Assume that
Yi(ε) = {y1,i(ε), . . . , yD,i(ε)} satisfies the property:
|yj,i(ε)− yj,i| 6 ε|yj,i|, yj,i ∈ Q[i], j ∈ [D], i ∈ [n].
Recall that one needs at most O(D2 logD(D logD + log(1/ε))) arithmetic operations to find Yi(ε) [48]. Let
Y = Y1× · · · × Yn and Y (ε) = Y1(ε)× · · · × Yn(ε). To each u = (yj1,1(ε), . . . , yjn,n(ε)) ∈ Y (ε) we correspond
v = (yj1,1, . . . , yjn,n) ∈ Y , where ji ∈ [D] for i ∈ [n]. Thus we have a bijection τ : Y (ε) → Y , where
τ(u) = v. Clearly
‖u− v‖ =
√√√√ n∑
i=1
|yji,i(ε)− yji,i|2 6 ε
√√√√ n∑
i=1
|yji,i|2 = ε‖v‖.
Hence we deduce
(18) ‖u− τ(u)‖ 6 ε‖τ(u)‖, (1 − ε)‖τ(u)‖ 6 ‖u‖ 6 (1 + ε)‖τ(u)‖.
In view of Lemma 10 and (18) it follows that there exists u ∈ Y (ε) that satisfies ‖u‖2 > 14‖T ‖−
2
d−2 . Let
(19) L˜(T ) = max{ |f(x)|
2
‖u‖2d , u ∈ Y (ε), ‖u‖
2
>
1
4
‖T ‖− 2d−2 .}
(Observe that L˜(T ) ∈ Q.) The maximum characterization of ‖T ‖σ yields that ‖T ‖σ >
√
L˜(T ). It is left to
find an upper bound on ‖T ‖σ in terms of
√
L˜(T ).
Assume that ‖T ‖σ = |T ×(⊗
dv)|
‖v‖d for some nonzero fixed point of H which corresponds to T . Hence
‖v‖ > ‖T ‖− 1d−2 and v ∈ Y . Therefore there exists u ∈ Y (ε) such that τ(u) = v and ‖u‖2 > 14‖T ‖−
1
d−2 .
Lemma 12 and the inequalities (18) to deduce
|T × (⊗dv −⊗du)| 6 d‖T ‖σ‖v − u‖(max(‖v‖, ‖u‖))d−1 6 d‖T ‖σε(1 + ε)d−1‖v‖d.
Hence
‖T ‖σ = |T × (⊗
dv)|
‖v‖d 6
|T × (⊗du)|
‖v‖d + d‖T ‖σε(1 + ε)
d−1
6
|T × (⊗du)|
(‖u‖/(1 + ε))d + d‖T ‖σε(1 + ε)
d−1 6 (1 + ε)d
√
L(T ) + d‖T ‖σε(1 + ε)d−1
Thus
(20) (1− dε(1 + ε)d−1)‖T ‖σ 6 (1 + ε)d
√
L(T )
Let
e(δ) = (1 + δ/4)1/d − 1 =
∞∑
i=1
(−1)i 1
i!
(
i∏
j=1
(−1/d+ j − 1))(δ/4)i, δ ∈ (0, 1).
The above series satisfy the alternating series test. Hence
δ
4d
> e(δ) >
δ
4d
− d− 1
2d2
δ2
16
>
δ(8− δ)
32d
>
7δ
32d
.
Choose ε = 7δ32d . We claim that with this choice of ε we have the inequality
(21) |‖T ‖σ −
√
L˜(T )| 6 3δ
4
√
L˜(T ) 6 3δ
4
‖T ‖σ.
Recall that for t > 0 the sequence (1 + t/n)n is an increasing sequence that converges to exp(t). Hence
(1 + ε)d−1 6 (1 + ε)d = (1 +
7δ
32d
)d < exp(7δ/32) < exp(7/32) < 5/4.
13
Thus dε(1 + ε)d−1 < 35δ128 . The inequality (20) yields that (1 − 35δ128 )‖T ‖σ < (1 + δ/4)
√
L˜(T ). Consider the
function φ(δ) = 1+δ/4
1− 35δ128
− (1 + 3δ/4) on the interval [0, 1]. This function is strictly convex, and satisfying
φ(0) = 0, φ(1) < 0. Hence φ(δ) < 0 for δ ∈ (0, 1]. This shows that ‖T ‖σ < (1 + 3δ/4)
√
L˜(T ). Hence
0 6 ‖T ‖σ −
√
L˜(T ) 6 (3δ/4)
√
L˜(T ).
The above inequality is equivalent to (21). Approximate
√
L˜(T ) by an L(T ) ∈ Q such that |
√
L˜(T )−L(T )| 6
(δ/4)
√
L˜(T ). We then obtain
|‖T ‖σ − L(T )| 6 δ
√
L˜(T ) 6 δ‖T ‖σ.
It is left to estimate the complexity of finding L˜(T ). The complexity of finding polynomial φi is poly-
nomial in max(S, (d − 1)2n) [33]. The complexity of finding all the roots of (16) within ε precision is
O(D2 logD(D log D+ log(1/ε))). Using the equality ε = 7δ32d , and the inequality log(a+ b) 6 log a+ log b, for
a, b > 2, we deduce that the complexity of finding all the roots of of (16) within ε precision is polynomial
in max(S, (d − 1)2n, log log(1/δ)). To compute L˜(T ) one needs to compute the ratio |f(u)|2/‖u‖2 for all
u ∈ Y (ε) that satisfy ‖u‖2 > ‖T ‖−2/d−2. As the cardinality of Y (ε) is Dn it follows that the complexity of
computation of L˜(T ) is at most (d− 1)2n2 times a polynomial in max(S, (d− 1)2n, log log(1/δ)). 
We now present the main result of this section:
Theorem 13. Let d > 3 be an integer. Assume that T ∈ SdZ[i]n. Let S be the storage space for the entries
of T , as represented by the coordinates of the vector f ∈ Z[i]J(d,n). For a given a rational δ ∈ (0, 1) we can
compute a rational L(T ) satisfying
|‖T ‖σ − L(T )| 6 δ‖T ‖.
The complexity of computing L(T ) is polynomial in max(⌈3/δ⌉n(d− 1)n−1S, dn2).
Proof. Clearly, it is enough to assume that T 6= 0. Recall that the set of singular symmetric tensors S ∈ SdCn
corresponds to the set of singular hypersurfaces f ∈ P(d, n,C). Let f ∈ CJ(d,n) be the coefficient vector
corresponding to f(x) = T × (⊗dx). It is known that f is singular if and only if the discriminant polynomial
∆ on CJ(d,n) vanishes at f [30]. Furthermore, the degree of ∆ is ndn−1 [30, (2.12),§9.2]. Let I(d, n) ∈ SdCn
be the identity tensor corresponding to the polynomial g(x) =
∑n
i=1 x
d
i . Clearly, I(d, n) is noninsingular,
and ‖I(d, n)‖σ = 1. Denote by g ∈ CJ(d,n) the vector corresponding to g(x). We now consider the affine
line of polynomials ft(x) = tf(x) + g(x). The value of the discriminant ∆ on tf(x) + g(x) is ∆(tf + g).
As g(x) is a smooth hypersurface it follows that ∆(tf + g) is a nonzero polynomial in t of degree at most
n(d− 1)n−1.
Let
A = (−⌈3/δ⌉[⌈(n(d− 1)n−1 + 1)/2⌉]) ∪ (⌈3/δ⌉[⌈(n(d− 1)n−1 + 1)/2⌉]) ⊂ Z.
Note that the cardinality of A is either n(d− 1)n−1 + 1 or n(d− 1)n−1 + 2. For each t ∈ A, let us consider
the tensor T (t) = tT + I. Observe that the storage space of T (t) is at most ⌈3/δ⌉n(d − 1)n−1S. As
|A| > n(d− 1)n−1 there exists at least one a ∈ A such that T (a) is nonsingular.
Our algorithm first searches for an a in the set A such that T (a) is nonsingular. Suppose we choose t ∈ A.
We now consider the system of n polynomial equations each of degree d − 1 given by ∇ft(x) = 0. We use
the algorithm that is given in [12, 31], which gives the dimension of each irreducible variety of the solution
of ∇ft(x) = 0. (If T (t) is nonsingular then the only solution is x = 0. Otherwise there exists at least a line
of solutions.) The complexity of this procedure is polynomial in max(⌈3/δ⌉n(d−1)n−1S, dn2). Thus we need
at most n(d− 1)n−1 + 1 trials to find the first a ∈ A such that T (a) is nonsingular. Note that |a| > ⌈3/δ⌉,
which implies that 1/|a| 6 δ/3.
Assume now that T (a) is nonsingular. Let L(T (a)) be the approximation given by Theorem 11, where
we replace δ by δ/3. We now choose L(T ) = 1|a|L(T (a)). We claim that the inequaity of our theorem holds.
Indeed, the inequality of Theorem 11 yields
|‖T + 1
a
I(a, d)‖σ − L(T )| 6 δ
3
‖T + 1
a
I(a, d)‖σ.
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As T ∈ SdZ[i] \ {0} it follows that ‖T ‖ > 1. Hence
|‖T ‖σ − L(T )| 6 |‖T + 1
a
I(d, n)‖σ − L(T )‖ + |‖T ‖σ − ‖T + 1
a
I(d, n)‖σ‖ 6
δ
3
‖T + 1
a
I(d, n)‖σ + 1|a| ‖I(d, n)‖σ 6
δ
3
‖T ‖σ + (δ
3
+ 1)
1
|a| ‖I(d, n)‖σ 6
δ
3
‖T ‖σ + (δ
3
+ 1)
δ
3
6
δ
3
‖T ‖+ (δ
3
+ 1)
δ
3
=
δ
3
(1 +
δ + 3
3‖T ‖ )‖T ‖ <
δ
3
(1 +
1 + 3
3
)‖T ‖ < δ‖T ‖.
Clearly, the complexity of determining the nonsingularity of T (t) is higher then the complexity of finding the
approximation L(T (a)). Hence the complexity of finding L(T ) is polynomial in max(⌈3/δ⌉n(d−1)n−1S, dn2).

We now give a similar complexity result for an approximation of ‖T ‖σ,R:
Theorem 14. Let d > 3 be an integer. Assume that T ∈ SdZn. Let S be the storage space for the entries
of T , as represented by the coordinates of the vector f ∈ ZJ(d,n). For a given a rational δ ∈ (0, 1) we can
compute a rational L(T ) satisfying the following conditions:
(1) Assume that T is nonsingular. Then |‖T ‖σ,R − L(T )| 6 δ‖T ‖σ,R. The complexity of computing
L(T ) is (d− 1)n2 times a polynomial in max(S, (d− 1)n, log log(1/δ)).
(2) |‖T ‖σ,R − L(T )| 6 δ‖T ‖. The complexity of computing L(T ) is polynomial in max(⌈3/δ⌉n(d −
1)n−1S, dn
2
)
Proof. We point out briefly the corresponding modifications of the proofs of Theorems 11 and 13 respectively.
Assume first that T is nonsingular. Then ‖T ‖σ,R can be computed by finding all real nonzero fixed points of
F = T × (⊗d−1x). We use the Groebner basis to find the polynomial φi ∈ Z[t] of degree D = (d− 1)n, such
that the i−th coordinates of all complex valued fixed points of F satisfy φi(yi) = 0. The complexity of finding
φi is polynomial in max(S, (d − 1)n). Let Yi = {y1,i, . . . , yD,i} ⊂ C be the set of all solutions of φi(yi) = 0.
Fix a rational ε ∈ (0, 1/2). Assume that Y˜i(ε) = {y1,i(ε), . . . , yD,i(ε)} ⊂ Q[i] satisfies |yj,i(ε)− yj,i| 6 ε|yj,i|,
for all j ∈ [D], i ∈ [n]. Let Yi(ε) = {ℜy1,i(ε), . . . ,ℜyD,i(ε)} ⊂ Q for i ∈ [n]. Note that if yj,i ∈ R then
|ℜyj,i − yj,i| 6 ε|yj,i|. Let Y (ε) = Y1(ε) × · · · × Yn(ε). Define L˜(T ) by (19). Then the arguments of the
proof Theorem 11 yield that L(T ) ∈ Q, an approximation of
√
L˜(T ), satisfies |‖T ‖σ,R − L(T )| 6 δ‖T ‖σ,R.
As the cardinality of Y (ε) is (d− 1)n2 we deduce that the complexity of computing L(T ) is (d− 1)n2 times
a polynomial in max(S, (d− 1)n, log log(1/δ)).
For a general T ∈ SdZn we repeat the arguments of the proof of Theorem 13 taking in account the above
results for a nonsingular T ∈ SdZn. 
We conclude this section with the following NP-hardness result for an arbitrary approximation of the
spectral norm of a real or complex valued homogeneous quartic polynomial in n variables. This theorem is
a variation of [24, Theorem 8.4], and its major result follows from [45]:
Theorem 15. Let A = [Ai,j ] be an n× n nonzero symmetric matrix with (0, 1) entries and zero diagonal.
Set
fA =
n∑
i=j=1
Ai,jx
2
i x
2
j .
(1) Let 2e be the number of nonzero elements in A. Then
‖fA‖ =
√
2e√
3
,
√
2√
3
6 ‖fA‖ 6
√
n(n− 1)√
3
< n,
where ‖fA‖ is the norm defined in Lemma 1.
(2) Equality
‖fA‖σ,R = ‖fA‖σ = 1− 1/κ(A)
holds, where κ(A) an integer in the set {2, . . . , n}.
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(3) It is NP-hard to compute an approximation of ‖fA‖σ within relative precision δ < 12n2(n+1) with
respect to ‖fA‖.
Proof. (1) Assume that fA corresponds to S = [Sk1,k2,k3,k4 ] ∈ S4Cn. Then Sk1,k2,k3,k4 = 1/3 if the multiset
{k1, k2, k3, k4} is of the form {i, i, j, j}, i < j and Ai,j = Aj,i = 1. (The number of nonzero Sk1,k2,k3,k4
corresponding to {i, i, j, j} is 4!/(2!)2 = 6.) Otherwise Sk1,k2,k3,k4 = 0. Hence ‖fA‖ = ‖S‖ =
√
2e/
√
3. The
second inequality follows straightforward.
(2) The matrix A is the adjacency matrix of the following simple undirected graph G = (V,E): Here V = [n]
and the edge (i, j) is in E if and only if Ai,j = 1. Let κ(A) be the cardinality of the maximal clique in G,
(the clique number of G). The equality ‖fA‖σ,R = 1 − 1/κ(A) is [24, (8.1)-(8.2)]. Hence κ(A) ∈ {2, . . . , n}.
As S has nonnegative entries it follows that ‖fA‖σ,R = ‖fA‖σ [24].
(3) Since ‖fA‖σ = 1−1/κ(A), an approximation of ‖fA‖σ within relative precision δ < 12n2(n+1) with respect
to ‖fA‖ determines the clique number. However, it is an NP-hard problem to determine the clique number
of a simple graph [39]. 
6. Polynomial-time computability of spectral norm of symmetric d-qubits
In this section we improve the results of the previous section for the case n = 2. We parametrize
S = [Si1,...,id ] ∈ SdF2 by s = (s0, . . . , sd) as follows: Si1,...,id = sk if exactly k indices from the multiset
{i1, . . . , id} are equal to 2. Note that exactly
(
d
k
)
entries of S are equal to sk. Hence ‖S‖ =
√∑d
k=0
(
d
k
)|sk|2.
Recall that a qubit state is identified with the class of all vectors (d = 1):
{ζx : x = (x1, x2)⊤ ∈ C2, ‖x‖ = 1, ζ ∈ C, |ζ| = 1}.
Denote by Γ the set of all qubits. Then Γ can be identified with the Riemann sphere C ∪ {∞}. Indeed,
associate with a qubit x = (x1, x2)
⊤, x1 6= 0 a unique complex number z = x2x1 ∈ C. The qubit x =
(0, x2), |x2| = 1 corresponds to z = ∞. The complex projective space CPm can be identified as the set of
unordered m set tuples of qubits. This is the Majorana representation [7, §4.4].
The following lemma is a restatement of some of the results of Lemma 1.
Lemma 16. Let S ∈ SdC2 and associate with S the vector s = (s0, . . . , sd)⊤ ∈ Cd+1. Denote
(22) φ(z) =
d∑
j=0
(
d
j
)
sjz
j.
Then
(1) Let f(x) = S × ⊗dx and S × ⊗d−1x = F(x) = (F1(x), F2(x))⊤, where x = (x1, x2)⊤. Then
f(x) =
d∑
j=0
(
d
j
)
sjx
d−j
1 x
j
2 = x
d
1φ(
x2
x1
),
F1(x) =
d−1∑
j=0
(
d− 1
j
)
sjx
d−1−j
1 x
j
2 =
1
d
∂f
∂x1
, F2(x) =
d−1∑
j=0
(
d− 1
j
)
sj+1x
d−j−1
1 x
j
2 =
1
d
∂f
∂x2
.
(2) For s = (0, . . . , 0, sd)
⊤ we have ‖S‖σ,F = |sd|.
Proof. (1). Use equalities (3) and (4).
(2). Assume that s = (0, . . . , 0, sd)
⊤. Then S × ⊗dx = sdxd2. Hence ‖S‖σ,F = |sd|. 
The next proposition studies the fixed points of F and H for the case n = 2.
Proposition 17. Let the assumptions and notations of Lemma 16 hold. Assume that d > 3 and
(23) s 6= (0, . . . , 0, sd)⊤.
(1) Define polynomials p(z), q(z) and the rational function r(z) as follows
p(z) =
d−1∑
j=0
(
d− 1
j
)
sj+1z
j, q(z) =
d−1∑
j=0
(
d− 1
j
)
sjz
j, r(z) =
p(z)
q(z)
,
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Then
(24) p(z) =
1
d
φ′(z), q(z) = φ(z)− 1
d
zφ′(z), r(z) =
φ′(z)
dφ(z)− zφ′(z) .
(2) Consider the system F(x) = (x1, x2)
⊤ 6= 0. Assume first that x1 6= 0. Let z = x2/x1. Then
(25) zq(z)− p(z) = 0 and q(z) 6= 0.
Vice versa, for each z ∈ C satisfying the above conditions there are exactly d− 2 fixed points of F of
the form (x1, x1z), where x1 satisfies x
d−2
1 =
1
q(z) .
Assume second that x1 = 0. Then sd−1 = 0 and sd 6= 0. Vice versa, if sd−1 = 0 and sd 6= 0 then
there are exactly d− 2 nonzero fixed points of the form (0, x2), where x2 satisfies xd−22 = 1/sd.
(3) Consider the system F(x) = (x¯1, x¯2) 6= 0. Assume first that x1 6= 0. Let z = x2/x1. Then
(26) z¯q(z)− p(z) = 0
and q(z) 6= 0. Vice versa, for each z ∈ C satisfying the above conditions there are exactly d antifixed
points of F of the form (x1, x1z), where x1 satisfies x1 =
ζ
|q(z)|1/(d−2) and ζ
d = 1.
Assume second that x1 = 0. Then sd−1 = 0 and sd 6= 0. Vice versa, if sd−1 = 0 and sd 6= 0 then
there are d nonzero fixed points of the form (0, ζ|sd|1/(d−2) ) and ζ
d = 1.
(4) Let
p¯(z) =
d−1∑
j=0
(
d− 1
j
)
s¯j+1z
j, q¯(z) =
d−1∑
j=0
(
d− 1
j
)
s¯jz
j, r¯(z) =
p¯(z)
q¯(z)
, g(z) = r¯(r(z)).
Then g(z) = u(z)v(z) , where
u(z) =
d−1∑
j=0
(
d− 1
j
)
s¯j+1
( d−1∑
k=0
(
d− 1
k
)
sk+1z
k
)j( d−1∑
k=0
(
d− 1
k
)
skz
k
)d−1−j
,(27)
v(z) =
d−1∑
j=0
(
d− 1
j
)
s¯j
( d−1∑
k=0
(
d− 1
k
)
sk+1z
k
)j( d−1∑
k=0
(
d− 1
k
)
skz
k
)d−1−j
.(28)
Consider the system F(x) = (x¯1, x¯2)
⊤ 6= 0 as in (3). Assume that x1 6= 0. Then each solution of
(26) satisfies
(29) zv(z)− u(z) = 0
and v(z) 6= 0. This is a polynomial equation of at most degree (d− 1)2 + 1.
Proof. (1) The assumption s 6= (0, . . . , 0, sd)⊤ is equivalent to the assumption that the polynomial q(z) is not
zero identically. Assume that x1 6= 0. Let z = x2x1 . Lemma 16 yields:
F2(x1,x1)
xd−11
= p(z) and F1(x1,x1)
xd−11
= q(z).
Recall that
dF2 =
∂f
∂x2
=
∂(xd1φ(
x2
x1
))
∂x2
= xd−11 φ
′(
x2
x1
),
dF1 =
∂f
∂x1
=
∂(xd1φ(
x2
x1
))
∂x1
= dxd−11 φ(
x2
x1
)− x2xd−21 φ′(
x2
x1
).
These equalities yield (24).
(2) Assume that F(x) = (x1, x2)
⊤ 6= 0. Suppose first that x1 6= 0. Then xd−11 q(z) = F1(x) = x1 and
xd−11 p(z) = F2(x) = x2. As x1 6= 0 it follows that q(z) 6= 0. Divide the second equality by the first one to
deduce (25). Note that xd−21 =
1
q(z) .
Assume that z ∈ C satisfies (25). Suppose furthermore that xd−21 = 1q(z) . Let x = (x1, x1z)⊤. Then
F1(x) = x
d−1
1 q(z) = x1, F2(x) = x
d−1
1 p(z) = x
d−1
1 zq(z) = x
d−1
1 (x2/x1)q(z) = x
d−2
1 q(z)x2 = x2.
Hence each z that satisfies (25) gives rise to exactly d− 2 distinct nonzero fixed points of F.
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Assume that x1 = 0. Hence x2 6= 0. Note that F1(x) = sd−1xd−12 . As F1(x) = x0 = 0 we deduce that
sd−1 = 0. Clearly, F2(x) = sdxd−12 = x2. As x2 6= 0 it follows that sd 6= 0.
Suppose that sd−1 = 0 and sd 6= 0. Then all nonzero fixed points of F of the form (0, x2)⊤ are exactly
those x2 satisfying x
d−2
2 = 1/sd.
(3) The proof of this part is very similar to the part (2) and we leave it to the reader.
(4) From the definitions of p(z), q(z), p¯(z), q¯(z), r¯(z) and g(z) we deduce straightforward the identities (27)
and (28). Let
u(z) =
(d−1)2∑
k=0
ukz
k, v(z) =
(d−1)2∑
k=0
vkz
k.
Then
u(d−1)2 =
d−1∑
j=0
(
d− 1
j
)
s¯j+1s
j
ds
d−1−j
d−1 , v(d−1)2 =
d−1∑
j=0
(
d− 1
j
)
s¯js
j
ds
d−1−j
d−1 .
Hence the polynomial zv(z)− u(z) is of at most degree (d− 1)2 + 1. Suppose x = (x1, x2)⊤, x1 6= 0 satisfies
(15): F(F(x)) = x. Since we assumed that x1 6= 0 it follows that
u(z) =
F¯2(F(x))
x
(d−1)2
1
, v(z) =
F¯1(F(x))
x
(d−1)2
1
= x
−(d−1)2+1
1 6= 0.
Hence the system (15) implies
r¯(r(z)) =
F¯2(F(x))x
−(d−1)2
1
F¯1(F(x))x
−(d−1)2
1
=
x2
x1
= z.
This yields (29), which is a polynomial equation of degree at most (d− 1)2 + 1. 
The following theorem gives much more efficient way to compute the spectral norm of symmetric qubits
than general the methods suggested in §5.
Theorem 18. Let S ∈ SdC2, d > 2 and associate with S the vector s = (s0, . . . , sd)⊤ ∈ Cd+1. Let φ(z) be
given by (22). Assume the notations of Proposition 17. Then
(1) The polynomial zv(z)− u(z) is a zero polynomial if and only if one of the following conditions hold.
Either
s = A(δ1(k+1), . . . , δ
⊤
(d+1)(k+1)) for k ∈ [d− 1], (f(x) = A
(
d
k
)
xd−k1 x
k
2),
where A is a nonzero scalar constant and δij is Kronecker’s delta function. For this S ∈ SdF2 we
have
(30) ‖S‖σ,F = |A|
(
d
k
)(
1− k
d
) d−k
2
(k
d
) k
2 .
Or S has corresponding φ given by
φ(z) = A(z + a)p(z + b)d−p, A 6= 0,(31)
a = e−θic, b = −e−θic−1, c ∈ R \ {0}, θ ∈ R, p ∈ [d− 1].
Assume that S ∈ SdC2 corresponds to φ is of the form (31). Then ‖S‖σ can be computed to an
arbitrary precision as explained in §7.
(2) Let
R1 = {z ∈ C, zv(z)− u(z) = 0}., R′1 = R1 ∩ R.
Suppose that S ∈ SdC2 is not of the form given in (1). (Hence the set R1 is finite.) Then ‖S‖σ has
the following maximum characterization:
‖S‖σ = max
{
|sd|,max{ |φ(z)|
(1 + |z|2) d2
, z ∈ R1}
}
.(32)
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(3) Assume that S ∈ SdR2. Let
R = {z ∈ C, zq(z)− p(z) = 0}, R′ = R ∩ R
Then zq(z)− p(z) is a zero polynomial if and only if d is even and φ(z) = A(z2+1)d/2. In this case
‖S‖σ,R = |A|.
Assume that φ(z) is not of the form A(z2 + 1)d/2. Then ‖S‖σ,R has the following maximum
characterizations:
‖S‖σ,R = max
{
|sd|,max{ |φ(z)|
(1 + |z|2) d2
, z ∈ R′}
}
.(33)
Proof. (1) The analysis of the exceptional cases is given in §7.
(2) Assume that s = (s0, . . . , sd)
⊤ ∈ Cd+1 is the corresponding vector to S = [Si1,...,id ] ∈ SdC2. Let ω
be the lefthand side of (32). We claim that Banach’s characterization (6) yields that ω 6 ‖S‖σ. Indeed,
‖S‖σ > |S × (⊗d(0, 1)⊤)| = |S2,...,2| = |sd|. Assume now that x = (x1, x2)⊤ and x1 6= 0. Let z = x2/x1.
Then |S × (⊗dx)|/‖x‖d = |φ(z)|/(1 + |z|2)d/2. Hence ω 6 ‖S‖σ. As any maximal point of |S × (⊗dx)| on
S(2,C) is either ζ(0, 1)⊤, |ζ| = 1, or of the form ζ(1, z), ζ ∈ C \ {0}, where z ∈ R1 we deduce that ω = ‖S‖σ.
(3) Assume that zq(z)− p(z) is identically zero. The equalities (24) yield that
zφ = (1/d)(z2 + 1)φ′(z)⇒ (d/2)(ln(z2 + 1))′ = (ln φ)′ ⇒ φ = A(z2 + 1)d/2.
As φ is polynomial, it follows that d is even. Note that S × (⊗dx) = A(x20 + x21)d/2. Hence ‖S‖σ,R = |A|.
Assume now φ is not of the form A(z2 + 1)d/2. Then the arguments of the proof of part (2) yield the
equality (33). 
We now give the complexity of finding the spectral norm of S ∈ SdQ[i]2 or S ∈ SdQ2.
Theorem 19. Let S ∈ SdQ[i]2, d > 2 and associate with S the vector s = (s0, . . . , sd)⊤ ∈ Q[i]d+1. Assume
that Ns ∈ Z[i]d+1, where N ∈ N, and set M = max{N, |Ns0|, . . . , |Nsd|}. Let φ(z) be given by (22). Assume
the notations of Proposition 17. For a given a rational δ ∈ (0, 1) we can compute a rational L(S) satisfying
|‖S‖σ,F − L(S)| 6 δ‖S‖σ,F
under the following conditions:
(1) The tensor S ∈ SdQ[i]2 does not satisfy condition (1) of Theorem 18. The complexity of computation
of L(S) for F = C is O(d4 log d2(d2 log d2+ log(1/δ))) arithmetic operations. The amount of storage
needed is O(d3(log 3M)).
(2) The tensor S has real rational entries. The complexity of computation of L(S) for F = R is
O(d2 log d(d log d+log(1/δ))) arithmetic operations. The amount of storage needed is O(d(log dM)).
Proof. (1) The assumption condition (1) of Theorem 18 does not hold is equivalent to the assumption that
the polynomial zv(z) − u(z) is a nontrivial polynomial, whose degree D satisfies D 6 (d − 1)2+ < d2).
(See part (4) of Proposition 17.) Consider the polynomial h(z) = Nd−1(zv(z) − u(z)) ∈ (Z[i])[z]. Use (27)
and (28) to deduce that the maximum storage space for zv(z) − u(z) is at most 3dMd. We now repeat
some arguments of the proof of Theorem 11. Let ε = 7δ32d . Approximate R1 = {z1, . . . , zD}, the set of
solutions of of zv(z)− u(z) = 0, within the relative precision ε. Let R1(ε) = {z1(ε), . . . , zD(ε)} be such an
approximation set: |zi − zi(ε)| 6 ε|zi| for i ∈ [D]. The results of [48] yield that the complexity of R1(ε)
is O(d4 log d2(d2 log d2 + log(1/δ))) arithmetic operations. The amount of storage needed is O(d3(log 3M)).
Let √
L˜(S) = max
{
|sd|,max{ |φ(z)|
(1 + |z|2) d2
, z ∈ R1(ε)}
}
.
We claim that S satisfies the inequality (21). The proof of part (2) of Theorem 18 yields that
√
L˜(S) 6 ‖S‖σ.
Observe next that if ‖S‖σ = |sd| then
√
L˜(S) = ‖S‖σ. Hence S satisfies (21). Suppose that ‖S‖σ > |sd|.
Then the characterization (32) yields that ‖S‖σ = max{|φ(z)|/(1 + |z|2)d/2, z ∈ R1}. Recall that f(x) =
S × (⊗dx) = xd1φ(x2/x1). Let y = (1, z)⊤. Then ‖y‖ =
√
1 + |z|2. Clearly, |z| 6 |y|. Define
R˜1 = {y1, . . . ,yD}, R˜1(ε) = {y1, . . . ,yD}, yi = (1, zi), yi(ε) = (1, zi(ε)), i ∈ [D].
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Clearly, |yi − yi(ε)| = |zi − zi(ε)| 6 δ|zi| < δ|yi| for i ∈ [D]. Thus
‖S‖σ = max{ |f(y)||y|d ,y ∈ R˜1}
√
L˜(S) > max{ |f(y)||y|d ,y ∈ R˜1(ε)}.
Now use the arguments of the proof of Theorem 11 to deduce the inequality (21). Take a rational ap-
proximation L(S) of
√
L˜(S), as in the proof of Theorem 11, to deduce the inequality of our theorem for
F = C.
(2) We now repeat the arguments of the proof of (1) with the following modifications. Assume that φ(z)
corresponds to S ∈ SdQn. Suppose first φ(z) = A(z2 + 1)d/2, where d is even. Then ‖S‖σ,R = |A| and let
L(S) = |A|. Assume now that φ(z) 6= A(z2 + 1)d/2. Then h(z) = zq(z) − p(z) is a nonzero polynomial of
degree D 6 d. The storage space for the coefficients of h is at most dM . Let R = {z1, . . . , zD} be the roots
of h. Denote by R′ the real roots of h. Then characterization (33) holds. Let R(ε) = {z1(ε), . . . , zD(ε)}
be a relative ε approximation set of R. That is |zi − zi(ε)| 6 ε|zi| for i ∈ [D]. Let ε = 7δ32d . Then
the complexity of computing R(ε) is O(d2 log d(d log d + log(1/δ))) arithmetic operations. The amount of
storage needed is O(d(log dM)). Let R′(ε) = {x1(ε), . . . , xD(ε)}, where xi(ε) = ℜzi(ε) for i ∈ [D]. Note
that |xi(ε)− zi(ε) 6 |δ|zi(ε) if zi(ε) ∈ R.√
L˜(S) = max
{
|sd|,max{ |φ(z)|
(1 + |z|2) d2
, z ∈ R′(ε)}
}
.
Hence
√
L˜(S) 6 ‖S‖σ,R. We now proceed as in part (1) of the proof to deduce the theorem in this case.
(See also the proof of part (1) of Theorem 14.) 
7. The exceptional cases
7.1. Analysis of the exceptional cases. In this subsection we discuss part (1) of Theorem 18. Assume
that g(z) = r¯(r(z)) = z identically. Recall that r(z) can be viewed as a holomorphic map of the Riemann
sphere. The degree of this map is δ ∈ N since g is not a constant map. Hence the degree of the map g is δ2.
Since g is the identity map, its degree is 1, it follows that δ = 1 and r(z) is a Mo¨bius map:
r(z) =
az + b
cz + d
, ad− bc 6= 0.
Use the formula for r(z) in (24) to deduce
1
d
(log φ(z))′ =
1
d
φ′(z)
φ(z)
=
az + b
cz + d+ z(az + b)
.
Let l be the number of distinct roots of φ(z). Then the logarithmic derivative of φ(z) has exactly l distinct
poles. Comparing that with the above formula of the logarithmic derivative of φ, we deduce that φ has either
one (possibly) multiple root or two distinct roots.
Assume first that φ(z) has one root of multiplicity k: φ(z) = A(z + a)k for k ∈ [d]. Then
r(z) =
k
(d− k)z + da , r¯(z) =
k
(d− k)z + da¯ .
In this case g(z) ≡ z if and only if k ∈ [d− 1] and a = 0. Clearly, if φ(z) = Azk, where A 6= 0, then g(z) ≡ z.
In this case S × ⊗dx = A(dk)xd−k1 xk2 . To find ‖S‖σ,F we need to maximize |A|(dk)|x1|d−k|x2|k subject to
|x1|2 + |x2|2 = 1. The maximum is obtained for |x1|2 = 1− kd , |x2|2 = kd . This proves (30).
Assume now that φ(z) has two distinct zeros: φ(z) = A(z + a)p(z + b)q, where a 6= b, p, q ∈ N and
p+ q 6 d. Then
r(z) =
(z + a)p−1(z + b)q−1
(
(p+ q)z + pb+ qa
)
(z + a)p−1(z + b)q−1
(
d(z + a)(z + b)− z((p+ q)z + pb+ qa)) .
Suppose first that p + q < d. In order that r(z) will be a Mo¨bius transformation we need to assume that
(p + q)z + pb + qa divides (z + a)(z + b). This is impossible, since φ′ has exactly p + q − 2 common roots
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with φ. Hence we are left with the case p+ q = d. In this case
r(z) =
dz + α
βz + dab
, α = pb+ qa, β = d(a+ b)− α, p+ q = d.
The assumption that g(z) ≡ z is equivalent to the following matrix equality
B¯B = γ2I2, B =
[
d α
β dab
]
γ 6= 0.
Taking the determinant of the above identity we deduce that γ4 = | detB|2 > 0. So γ2 = ±τ−2 for some
τ > 0. Let C = τB. Suppose first that γ2 = τ−2. Then C¯ is the inverse of C. So detC = δ, |δ| = 1. Then
dab = δd, d = δda¯b¯, −α = δα¯,−β = δβ¯.
Hence ab = δ.
We next observe that if we replace φ(z) with φθ(z) := φ(e
θiz) for any θ ∈ R we will obtain the following
relations
pθ(z) = e
θip(eθiz), qθ(z) = q(e
θiz), pθ(z) = e
−θip(e−θiz), qθ(z) = q¯(e−θiz).
Let
rθ(z) =
pθ(z)
qθ(z)
, rθ(z) =
pθ(z)
qθ(z)
, gθ(z) = rθ(rθ(z)).
A straightforward calculation shows that gθ(z) = z for all θ ∈ R. Note the two roots of φθ(z) are
−ae−θi,−be−θi. Hence we can choose θ such that δ = −1. Assume for simplicity of the exposition this
condition holds for θ = 0, i.e., for φ. So α and β are real. In particular a + b is real. So b = −a−1 and
a− a−1 is real. Hence a is real and also b is real.
Suppose now that γ2 = −τ2. Then B¯ = −B−1. So detB = δ, |δ| = 1. Then
(34) dab = −δd, d = −δda¯b¯, α = δα¯, β = δβ¯.
By considering φθ as above we may assume that δ = 1 which gives again that a ∈ R \ {0} and b = −a−1.
This proves (31).
Vice versa, assume that φ(z) is of the form (31), where a ∈ R\{0} and b = − 1a . We claim that r¯(r(z)) ≡ z.
The above arguments show that r(z) = (dz + α)/(βz + dab). Furthermore
ab = −1, α = (d− p)a− p
a
, β = pa− d− p
a
, p ∈ [d− 1].
Consider the matrix B as given above. Note that the trace of this matrix is zero. We claim that B is not
singular. Indeed
detB = −(d2 + αβ) = −(d2 − (d− p)2 − p2 + p(d− p)(a2 + a−2)) =
−p(d− p)(a+ a−1)2.
Hence B has two distinct eigenvalues {γ,−γ} and is diagonalizable. As B is a real matrix we get that
B¯B = B2 = γ2I2. Therefore r¯(r(z)) ≡ z. As r¯θ(rθ(z)) ≡ z for each s ∈ R we deduce that for each φ of the
form (31) zq(z)− p(z) is a zero polynomial.
7.2. Computation of ‖S‖σ in the exceptional cases. Assume now that Sθ ∈ SdC2 is induced by φ of
the form (31). Then
Sθ ×⊗dx = A(x2 + ce−θix1)p(x2 − c−1e−θix1)d−p, c ∈ R \ {0}, θ ∈ R, p ∈ [d− 1],
Clearly, ‖Sθ‖σ = ‖S0‖σ. Thus it is enough to find ‖S0‖σ. For simplicity of notation we let S = S0.
We now suggest the following simple approximations to find ‖S‖σ using the case (2) of Theorem 18. It
is enough to assume that A = 1, i.e., S corresponds to φ(z) = (z + c)p(z − c−1)d−p. Let τ be a rational
in the interval (0, 1). Set φ(z, τ) = φ(z) + τ . Let S(τ) ∈ SdR2 be the symmetric tensor corresponding to
φ(z, τ). Then S(τ) × (⊗dx) = (x2 + cx1)p(x2 − c−1x1)p−d + τxd1 . By choosing x = (0, 1)⊤ we deduce that
‖S(τ)‖σ > 1. It is straightforward to show that ‖S(τ)− S‖σ = τ . As τ 6 τ‖S(τ)‖σ we obtain
‖S‖σ ∈ [‖S(τ)‖σ(1− τ), ‖S(τ)‖σ(1 + τ)].
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Observe next that φ′(z, τ) = φ′(z). Hence a common root of φ(z, τ) and φ′(z, τ) can not be a common
root of φ(z) and φ′(z). Therefore φ(z, τ) and φ′(z, τ) can have at most one common root. As d > 3 we
deduce that S(τ) does not satisfy the assumptions of part (2) of Theorem 18.
Assume that c ∈ Q. Let δ be rational in the interval (0, 1) and assume that τ = δ/4. Use the case (1)
of Theorem 19 to find an approximation L(S(τ)) that satisfies |‖S(τ)‖σ − L(S(τ))| 6 (δ/4)‖S(τ)‖. Let us
take L(S(τ)) to be an approximation for ‖S‖. Then
|‖S‖σ − L(S(τ)| 6 |‖S‖σ − ‖S(τ)‖σ|+ |‖S(τ)‖σ − L(S(τ)| 6 (τ + δ/4)‖S(τ)‖σ 6 δ
2
1
1− δ/4‖S‖σ < δ‖S‖σ.
Thus we found a rational approximation of ‖S‖σ that satisfies the inequality of Theorem 19 for F = C. The
complexity of L(S(τ)) is given in case (1) of Theorem 19.
8. Numerical examples
In this section, we give some numerical examples of applications of Theorem 18. All the examples are
real symmetric d-qubits since we expect to compute both the complex and real spectral norms of a given
tensor S. In Theorem 18, we showed that the spectral norm of a given d-qubit can be found by solving the
polynomial equation zv(z)− u(z) = 0 (see (29)), which is of degree of at most (d− 1)2 + 1. In what follows
that we assume that the polynomial zv(z)−u(z) is not a zero polynomial. (That is, we are not dealing with
the exceptional cases that are discussed in §7.)
In this paper we use Bertini [5] (version 1.5, released in 2015), which is a well developed software to find
the sets R1 and R, and their real subsets R
′
1 and R
′ respectively. (See Theorem 18 for their definitions.) We
use formula (32) to find ‖S‖σ, and formula (33) to find ‖S‖σ,R.
All the computation are implemented with Matlab R2012a on a MacBook Pro 64-bit OS X (10.9.5) system
with 16GB memory and 2.3 GHz Intel Core i7 CPU. In the display of the computational results, only four
decimal digits are shown. The default parameters in Bertini are used to solve the polynomial equation
zv(z)− u(z) = 0. Since all examples only take few seconds we will not show the computing time.
In the following examples we specify only the nonzero entries of the symmetric tensor S. We also assume
that the symmetric tensor S ∈ SdR2 is a state, i.e., ‖S‖ = 1. Recall that |sd| = |S2,...,2|. Furthermore, if S
has nonnegative entries then ‖S‖σ = ‖S‖σ,R [24]. In this case one can use part (2) of Theorem 18. Finally,
the maximum entangled symmetric qubit will have the minimum spectral norm over C.
Example 1. [47] Given tensor S ∈ S3R2 with:
S1,1,1 = 0.3104, S2,2,2 = 0.2235, S1,1,2 = −0.4866, S1,2,2 = −0.2186.
The polynomial zv(z)− u(z) has degree 5. It has 5 roots, 3 of them are real and the other 2 are complex.
We have R = R1, R
′ = R′1. Then
‖S‖σ = 0.7027, ‖S‖σ,R = 0.6205.
Example 2. [24] Given tensor S ∈ S3R2 with:
S1,1,2 = 1
2
, S2,2,2 = −1
2
.
The polynomial zv(z)− u(z) has degree 4. It has 4 roots, 2 of them are real and the other 2 are complex.
We have R = R1, R
′ = R′1. Then
‖S‖σ = 0.7071, ‖S‖σ,R = 0.5.
Example 3. Given tensor S ∈ S3R2 with:
S1,1,1 = 1√
5
, S2,2,2 = 1
2
√
5
, S1,1,2 = − 1
2
√
5
, S1,2,2 = − 1√
5
.
The polynomial zv(z)− u(z) has degree 5. It has 5 roots, 3 of them are real and the other 2 are complex.
We have R = R1, R
′ = R′1. Then
‖S‖σ = 0.7071, ‖S‖σ,R = 0.5000.
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Example 4. Given tensor S ∈ S4R2 with:
S1,1,1,1 = 2
11
;S1,1,1,2 = − 1
11
;S2,2,1,1 = 4
11
;S2,2,2,1 = − 2
11
;S2,2,2,2 = 1
11
.
The polynomial zv(z)− u(z) has degree 10. It has 10 roots, 4 of them are real and the other 6 are complex.
Four of the 10 roots z fail to satisfy (26). The four real roots all satisfy zq(z)−p(z) = 0, so we have R′ = R′1.
‖S‖σ = ‖S‖σ,R = 0.8872.
Example 5. [3, Example 6.1] Given tensor S ∈ S4R2 with:
S1,1,1,1 =
√
1
3
; S1,2,2,2 = 1
2
√
2
3
.
The polynomial zv(z)− u(z) has degree 10. It has 10 roots, 4 of them are real and the other 6 are complex.
We have R = R1, R
′ = R′1. Then
‖S‖σ = 0.5774.
According to [3], ‖S‖σ = 1√3 .
Example 6. [3, Example 6.2(b)] Given tensor S ∈ S5R2 with:
S1,1,1,1,1 = 1√
1 +A2
;S1,2,2,2,2 = A√
5(1 +A2)
;A ≈ 1.53154.
The polynomial zv(z)−u(z) has degree 17. It has 17 roots, 5 of them are real and the other 12 are complex.
For the 17 roots z, (26) fails to hold for 4 roots. Furthermore R′ = R′1. Then
‖S‖σ = ‖S‖σ,R = 0.5492.
According to [3], ‖S‖σ = 1√1+A2 .
Example 7. [3, Example 6.3] Given tensor S ∈ S6R2 with:
S1,1,1,1,1,2 = 1
2
√
3
;S1,2,2,2,2,2 = 1
2
√
3
.
The polynomial zv(z)−u(z) has degree 25. It has 25 roots, 7 of them are real and the other 18 are complex.
For the 25 roots z, (26) fails to hold for 5 roots. Six of the seven real roots satisfy zq(z)− p(z) = 0. Then
‖S‖σ = ‖S‖σ,R = 0.4714.
According to [3], ‖S‖σ =
√
2
3 .
Example 8. [3, Example 6.4] Given tensor S ∈ S7R2 with:
S1,1,1,1,1,1,2 = 1√
14
;S1,2,2,2,2,2,2 = 1√
14
.
The polynomial zv(z)−u(z) has degree 36. It has 36 roots, 6 of them are real and the other 30 are complex.
For the 36 roots z, (26) fails to hold for 11 roots. Fice of the six real roots satisfy zq(z)− p(z) = 0. Then
‖S‖σ = ‖S‖σ,R = 0.4508.
Example 9. [3, Example 6.5] Given tensor S ∈ S8R2 with:
S1,1,1,1,1,1,1,2 = 0.336√
2
;S1,1,2,2,2,2,2,2 = 0.741
2
√
7
.
The polynomial zv(z) − u(z) has degree 42, which has 41 roots, 7 of them are real and the other 34 are
complex. One of the real roots z = 0 has multiplicity 2. For the 41 roots z, (26) fails to hold for 10 roots.
Then
‖S‖σ = ‖S‖σ,R = 0.4288.
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Example 10. [3, Example 6.6] Given tensor S ∈ S9R2 with:
S1,1,1,1,1,1,1,2,2 = 1
6
√
2
;S1,1,2,2,2,2,2,2,2 = 1
6
√
2
.
The polynomial zv(z)−u(z) has degree 55. It has 46 roots, 8 of them are real and the other 38 are complex.
One of the real roots z = 0 has multiplicity 10. For the 46 roots, (26) fails to hold for 14 roots. Then
‖S‖σ = ‖S‖σ,R = 0.4127.
Example 11. [3, Example 6.7(b)] Given tensor S ∈ S10R2 with:
S1,1,1,1,1,1,1,1,2,2 = 1
3
√
10
;S1,1,2,2,2,2,2,2,2,2 = 1
3
√
10
.
The polynomial zv(z)−u(z) has degree 71. It has 61 roots, 7 of them are real and the other 54 are complex.
One of the real roots z = 0 has multiplicity 11. Then
‖S‖σ = ‖S‖σ,R = 0.3953.
According to [3], ‖S‖σ =
√
5
32 .
Example 12. Given tensor S ∈ S11R2 with:
S1,1,1,1,1,1,1,1,1,1,2 =
√
7
5
√
11
;S1,1,1,1,1,1,2,2,2,2,2 = 1
5
√
42
;S1,2,2,2,2,2,2,2,2,2,2 = −
√
7
5
√
11
.
The polynomial zv(z) − u(z) has degree 100. It has 100 roots, 8 of them are real and the other 92 are
complex. Then
‖S‖σ = ‖S‖σ,R = 0.4125.
Example 13. [3, Example 6.9(b)] Given tensor S ∈ S12R2 with:
S1,1,1,1,1,1,1,1,1,1,1,2 =
√
7
10
√
3
;S1,1,1,1,1,1,2,2,2,2,2,2 = −1
10
√
21
;S1,2,2,2,2,2,2,2,2,2,2,2 = −
√
7
10
√
3
.
The polynomial zv(z) − u(z) has degree 121. It has 121 roots, 13 of them are real and the other 108 are
complex. Then
‖S‖σ = ‖S‖σ,R = 0.3395.
According to [3], ‖S‖σ =
√
28
243 .
More details on the above examples and additional examples are given in [29].
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