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Dans cet exposé, nous présenterons une nouvelle méthode de résolution du problème de diffraction mul-
tiple par des cylindres circulaires, en particulier dans le cas où la longueur d’ondes est petite devant
la taille caractéristique des cylindres. En effet, il est bien connu que ce régime induit d’importantes
difficultés numériques, notamment parce qu’il conduit à la résolution de systèmes linéaires de grande
taille. Dans l’approche proposée, le champ diffracté est obtenu en résolvant une équation intégrale via
une projection dans une base de Fourier. Nous proposerons une méthode de résolution robuste et effi-
cace, obtenue en combinant une troncature judicieuse des séries de Fourier et un solveur itératif avec
préconditonneur de type Krylov (GMRES). Notre méthode exploite certaines propriétés remarquables de
la matrice du système (matrice Toeplitz). Enfin, nous présenterons des exemples de simulation numérique
pour la diffraction multiple à haute fréquence par des configurations aléatoires de disques.
1 Introduction
Les problèmes de diffraction multiple, notamment
par des sphères ou des disques, apparâıt dans un
grand nombre d’applications : la télédétection [1], l’in-
teraction des ultrasons et des tissus biologiques [2],
la modélisation photonique et phononique [3, 4], l’op-
tique de champ proche en présence de micro-sphères
diélectriques pour les jets photoniques [5, 6], la plas-
monique en présence de nano-particules métalliques
[7, 8, 9],... Par conséquent, la conception de méthodes
de résolution numériques efficaces et robustes pour la
diffraction multiple par un grand nombre de sphères et
pour une large bande de fréquences revêt une grande
importance.
Concernant ces méthodes numériques, la littérature
existante traite essentiellement des basses fréquences
(see e.g. [4, 10]). Le régime de moyennes ou hautes
fréquences [11, 12, 13] a nettement moins été étudié car il
conduit à des difficultés numériques très spécifiques, liées
d’une part aux effets de fort couplage entre les obstacles
et, d’autre part, au caractère non défini de la matrice
complexe du système linéaire. En général, les méthodes
numériques classiquement utilisées en basse-fréquence
deviennent inopérantes lorsqu’elles sont utilisées dans
des régimes plus “raides”. On propose ici d’étudier le
cas de la diffraction multiple par des cylindres circu-
laires et nous proposerons des solutions permettant de
traiter à la fois un nombre élevé d’obstacles et une large
bande de fréquence.
2 Le modèle mathématique
On s’intéresse à la diffraction acoustique d’une onde
plane par M cylindres circulaires parfaitement mous (le
cas parfaitement rigide pouvant être traité par la même
approche). On désigne par Ω−1 ,Ω
−
2 , . . . ,Ω
−
M les disques
représentant les sections transverses des cylindres et







p=1 Γp et Ω
+ = R2 \ Ω− le domaine de propaga-
tion extérieur. Ce dernier est supposé homogène, non ab-
sorbant et caractérisé par une vitesse de propagation c.
On considère une onde plane incidente uinc(x) = eikβ·x
de direction β = (cos(β), sin(β)) par les disques Ω− (la
dépendance temporelle est supposée de la forme e−iωt).
On souhaite calculer numériquement le champ diffracté
u solution du problème aux limites extérieur
(∆ + k2)u = 0 (Ω+)











où k = ω/c est le nombre d’onde du problème.
On se propose de résoudre ce problème à l’aide d’une
méthode d’équation intégrales (BIE). Afin de simplifier
la présentation, on se restreindra à l’étude d’une seule
équation intégrale, à savoir l’EFIE (Electric Field Inte-
gral Equation). On renvoie à Colton et Kress [14] pour
plus détails sur les méthodes intégrales et nous rappelle-
rons simplement ici comment est obtenue cette équation
intégrale. Elle est basée sur une représentation du champ
diffracté via un potentiel de simple couche associée à une
densité ρ (à déterminer) :









0 (k|x − y|) est la fonction de Green
sortante de l’opérateur de Helmholtz dans R2. Il est bien
connu [14] que le potentiel de simple couche Lρ satis-
fait la condition de radiation de Sommerfeld à l’infini et
l’équation de Helmholtz dans Ω+ (et dans Ω−). Il s’en-
suit que la résolution de (2.1) se réduit à l’écriture de la
condition aux limites de Dirichlet sur Γ. Ceci conduit à
l’EFIE, équation intégrale obtenue en prenant la valeur
au bord de l’opérateur de simple couche Lρ :
(Lρ)|Γ := Lρ = −uinc|Γ, in H1/2(Γ), (2.2)




G(x,y)ρ(y) dΓ(y), ∀x ∈ Γ.
On rappelle le résultat suivant concernant le caractère
bien posé de l’EFIE (les fréquences irrégulières sont les
valeurs de k pour lesquelles k2 est valeur propre du La-
placien Dirichlet sur Ω−) :
Théorème 1 Si k n’est pas fréquence irrégulière du
problème, alors u = Lρ résout (2.1) si et seulement si ρ
résout l’EFIE (2.2).
Dorénavant, nous supposerons que k n’est pas
fréquence irrégulière du problème. Afin de résoudre
numériquement l’EFIE (2.2), on écrit sa formulation
faible dans L2(Γ) :{








En introduisant une base orthonormée (Ψm)m∈Z de
L2(Γ), la formulation faible ci-dessus s’écrit de manière
équivalente{








Compte tenu de la forme circulaire des frontières Γp, le
choix de bases de Fourier s’impose naturellement. Plus
précisément, l’approximation spectrale proposée ici est
obtenue en rassemblant les M bases de Fourier associées
à chaque disque pour former une base orthonormée de
L2(Γ1) × L2(Γ2) × . . . × L2(ΓM ). Chaque obstacle Ω−p ,
p = 1, . . . ,M est un disque centré en Op et de rayon ap.
Un point x ∈ R2 est décrit par ses coordonnées polaires
locales associées à Ω−p :




On introduit également pour tout 1 ≤ p ≤M :
bp = OOp bp = |bp| αp = Angle(
−−→
Ox1,bp)
et pour tous 1 ≤ p 6= q ≤M :
bpq = OqOp bpq = |bpq| αpq = Angle(
−−→
Ox1,bpq).
On introduit pour chaque disque Ω−p , p = 1, . . . ,M , la
base de Fourier (ϕpm)m∈Z définie par




Cette famille constitue une base orthonormée de L2(Γp).
Ces M familles sont rassemblées via les functions
(Φpm)m∈Z,p=1,...,M définies par
∀p, q ∈ {1, . . . ,M} ,∀m ∈ Z, Φpm|Γq = δpq ϕpm (2.5)
où δpq désigne le symbole de Kronecker. Enfin, B =
(Φpm)m∈Z,p=1,...,M forme une base orthonormée de
L2(Γ), que l’on appellera par commodité la base de Fou-










la formulation faible (2.4) devient
Trouver les coefficients (ρqn)1≤q≤M,n∈Z tels que







où les coefficients Lp,qm,n et fpm sont donnés par








Pour une onde plane, les coefficients fpm de l’onde inci-
dente sont connus explicitement [10, p.125] :





Concernant les coefficients Lp,qm,n du système infini-
dimensionnel (2.7), on considère tout d’abord le cas des
blocs diagonaux (p = q) et on rappelle le résultat suivant
[15].
Théorème 2 Pour tout p = 1, . . . ,M et tous m,n ∈ Z,





Pour les blocs extra-diagonaux (p 6= q), on doit
décomposer la fonction de Green G(x,y) dans la base
B. Pour ce faire, on utilise le Théorème suivant (“two-
centre expansion”, voir [10, Theorem 2.14]).
Théorème 3 (Two-centre expansion) On se donne
1 ≤ p 6= q ≤M . Alors, pour x ∈ Γp et y ∈ Γq, on a
H
(1)










où la fonctions de séparation Snm sont données pour





L’expression des coefficients Lp,qm,n s’en déduit alors
aisément :
Proposition 1 For all 1 ≤ p, q ≤ M , and for all m,n













En vue de sa résolution numérique, on notera que l’on
peut récrire (2.7) comme un système linéaire infini-
dimensionnel :
L̃ρ̃ = f̃ , (2.10)
avec la structure par blocs suivante
L̃1,1 L̃1,2 . . . L̃1,M


































où J̃p et H̃p désignent les matrices diagonales
de coefficients respectifs Jm(kap) et H
(1)
m (kap).
La matrice (infinie) (S̃p,q)T est la transposée de
S̃p,q définie par S̃ = (S̃p,qm,n)m,n∈Z avec S̃p,qm,n =
Smn(bpq).
• Le vecteur infini ρ̃p = (ρpm)m∈Z contient les coef-
ficients de l’inconnue ρ dans la base de Fourier de
L2(Γp).
• Le second membre f̃p = (fpm)m∈Z est le vecteur
des coefficients de Fourier −uinc|Γp .
Les blocs diagonaux L̃p,p représentent la diffraction
simple par le disque p alors que les blocs extra-diagonaux
L̃p,q, 1 ≤ p 6= q ≤ M , représentent le couplage induit
par la diffraction multiple entre les disques p et q. On
notera de plus que les blocs extra-diagonaux sont pleins
alors que les blocs diagonaux sont diagonaux.
Remarque 1 Une fois déterminée la densité ρ, il est
possible d’en déduire d’autres grandeurs physiques utiles
telles que le champ diffracté en tout point x ∈ Ω+, sa
dérivée normale sur Γ ou encore le champ lointain as-














3 Résolution numérique à basse
fréquence
On s’intéresse ici au régime basse-fréquence corres-
pondant à kap  1, pour tout 1 ≤ p ≤M . La première
question qui se pose lors de la résolution numérique
du système linéaire infini (2.10) est celle de sa tronca-
ture. Autrement dit, il s’agit de déterminer le nombre de
modes de Fourier significatifs à conserver pour chaque
obstacle. On notera ce nombre 2Np + 1 pour l’obstacle
p, en ne conservant que les modes −Np ≤ m ≤ Np.
Evidemment, les paramètres de troncature (Np)p=1,...,M
peuvent être choisis indépendamment, en fonction du
rayon ap de l’obstacle Ω−p et de la fréquence k. En tron-
quant la série de Fourier à Np et en projetant sur la le
sous-espace de dimension finie correspondant, on abou-
tit au système linéaire
Lρ = f , (3.1)
ou encore
L1,1 L1,2 . . . L1,M




















• le bloc Lp,q = (Lp,qm,n)−Np≤m≤Np,−Nq≤n≤Nq est la
matrice (2Np+1)× (2Nq+1), de coefficients Lp,qm,n
donnés par (2.9). Comme pour le système de di-
mension infinie, ces blocs peuvent être écrits sous











où la notation sans tilde est utilisée pour désigner
des approximations de dimensions finies. du
système (2.10).
• ρp = (ρpm)−Np≤m≤Np est le vecteur contenant les
2Np+1 approximations des coefficients de Fourier
de ρ dans la base associée à Γp.
• fp = (fpm)−Np≤m≤Np est le vecteur contenant les
2Np + 1 premiers coefficients de Fourier de l’onde
incidente dans la base associée à Γp.
En basse fréquence, on peut s’attendre à ce que seuls les
premiers modes soient significatifs et permettent d’obte-
nir une bonne approximation de la solution. Pour confir-
mer cette assertion, on considère la configuration décrite
dans la Figure 1. Elle est constituée de M = 200 disques
de rayon unitaires aléatoirement distribués dans le carré
[−25; 25]2 pour une fréquence k = 0.1 (de sorte que
kap = 0.1). On se place en champ lointain et définit
la RCS (Radar Cross Section) par :
RCS(θ) = 10 log10(2π|A(θ)|2) (dB).
Pour la configuration considérée, on calcule une RCS
de référence RCSref obtenue avec Np = 15 modes par
obstacles et on analyse l’erreur relative pour la norme





Les résultats, reportées sur la Figure 2 (Courbe “Di-
rect solution”), montrent la décroissance de cette er-
reur relative en fonction de Np. Les résultats numériques
suggèrent qu’une approximation précise de la RCS peut
être obtenue avec Np = 2, conduisant à une erreur rela-
tive de l’ordre 10−4.
Passons maintenant à l’analyse des effets de la dif-
fraction multiple en basse fréquence. La Figure 3 montre
le module de chaque mode de Fourier |ρpm| pour −Np ≤
m ≤ Np = 15, 1 ≤ p ≤ M (Courbe “Multiple scatte-
ring”). Bien évidemment, seuls les modes correspondant
à quelques disques sont représentés. Le système linéaire
est résolu par une méthode directe (solveur de Gauss).
Par comparaison, on représente également les modules
des coefficients de Fourier correspondant à la diffrac-
tion par un seul disque. On voit que les modes propaga-
tifs du problème de la diffraction multiple sont toujours
d’amplitude inférieure à ceux de la diffraction simple.
Ceci traduit l’absorption par multi-diffusion dans le mi-
lieu. De plus, on remarque que des modes d’ordre élevé
sont excités par les effets de la diffraction multiple et
sont plus importants que pour la diffraction simple. En
champ proche, ces modes doivent être pris en compte
pour obtenir une bonne approximation de la solution.
Pour conclure cette analyse en basse-fréquence,
examinons plus en détail la résolution numérique
du système linéaire obtenu après troncature. On a
représenté à cet effet sur la Figure 4 (k = 0.1)
le temps CPU nécessaire à la résolution du système
linéaire lorsque le nombre de disques M augmente (the
filling box is [−65; 65]2), en utilisant un solveur direct
(élimination de Gauss) ou un solveur itératif GMRES
[16] avec un paramètre de restart de 50 et une tolérance
ε = 10−4 (noté dans la suite GMRES(50, 10−4)). Pour le
calcul de RCS, cette tolérance est suffisante pour Np = 2
comme on peut le voir sur la Figure 2. Pour une plus
grande précision, il suffit de réduire la valeur de ε. Ainsi,
la méthode itérative permet de réduire le temps de cal-
cul de 50% par rapport au solveur direct (pour Np = 2).
Cette approche devient donc particulièrement adaptée
lorsque le milieu de propagation est dense (M grand).
Figure 1 – Configuration type































Figure 2 – Précision de l’approximation RCS

















Figure 3 – Représentation des modes


















Direct solution, with Np = 2
Direct solution, with Np = 1
Direct solution, with Np = 0
Gmres(50, 10−4), with Np = 2
Gmres(50, 10−4), with Np = 1
Gmres(50, 10−4), with Np = 0
Figure 4 – Résolution numérique du système linéaire
4 Résolution numérique à
moyenne et haute fréquences
L’approche directe développée en basse-fréquence
n’est plus envisageable à haute-fréquence (kap  1). En
effet, le nombre de modes à conserver dans la solution











où ε est le seuil souhaité pour les coefficients de Fou-
rier (et qui sera également le paramètre d’erreur du
GMRES dans a suite). On peut vérifier que le solveur di-









opérations (on suppose ici que ap ≈ a, pour tout 1 ≤
p ≤ M). Par conséquent, l’utilisation d’un tel solveur
devient vite impossible.
Toutefois, ces deux coûts peuvent être réduits de la
manière suivante. Soit N =
∑M
p=1(2Np + 1) le nombre
total de modes considéré. Bien que la matrice com-
plexe L soit pleine, il s’avère qu’elle présente une struc-
ture creuse par blocs. En effet, chaque bloc diagonal
Lp,p est obtenu comme le produit de deux matrices
diagonales Jp ∈ C2Np+1,2Np+1 et Hp ∈ C2Np+1,2Np+1.
Par ailleurs, chaque bloc extra-diagonal Lp,q s’exprime
comme le produit de 2 matrices diagonales Jp et Jq,
et de la matrice (Sp,q)T ∈ C2Np+1,2Nq+1 qui présente




i(m−n)αpq ne dépendent que de
la différence (m − n). Par suite, un stockage creux de
la matrice (Sp,q)T est donné par le vecteur racine γpq
(construit à partir de la première ligne et de la première
colonne de (Sp,q)T )
γpq = (SpqNq,−Np , . . . , S
pq
−Nq+1,−Np ,




Le nombre total de coefficients à stocker pour la matrice
complète est donc en fait 2N(2M − 1) coefficients, à
comparer aux N2 coefficients pour un stockage plein.
Les Figures 5 (kap = 200, 1 ≤ p ≤ M) et 6 (M =
100, ap = 1, 1 ≤ p ≤ M) indiquent la dépendance du
nombre de coefficients stockés pour le stockage plein et
compressé respectivement vis à vis de M et k (avec ε =
10−4 dans le GMRES et dans (4.1)). On notera que dans
les deux cas, le stockage creux autorise le traitement de
configurations bien plus complexe pour k grand et pour
un grand nombre de disques M .
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Figure 5 – Stockage en fonction de M

































Figure 6 – Stockage en fonction de k
La contrepartie de ce stockage compressé est qu’il
rend l’utilisation d’un solveur itératif nécessaire. Ici,
on a utilisé un GMRES(50, 10−4) dont nous allons
maintenant étudier le coût global. Celui-ci est égal
au coût d’un produit Matrice-Vecteur (MVP) multi-
plié par le nombre d’itérations niter. Chaque MVP
peut être calculé de manière rapide et précise en uti-
lisant un algorithme de type FFT pour la partie du
MVP liée aux blocs Toeplitz de L. Le coût global
d’un MVP est alors en O(60(M − 1)2ka log2(4ka)).
Il est à comparer au coût O(4(M − 1)2(ka)2) d’un
MVP plein. Concernant l’accélération de la conver-
gence (i.e. la réduction de niter), nous proposons deux
préconditionneurs. Le premier préconditonneur, noté
P1, consiste à préconditionner le système linéaire par
sa partie diagonale correspondant aux effets de la dif-
fraction simple. Ce préconditionneur conduit au système
dont la matrice est de la forme L̂ = I + F̂, où I est la
matrice identité et F̂ contient les blocs extra-diagonaux
de L̂ préconditonnées par la diffraction simple. Un se-
cond préconditionneur, noté P2, est obtenu par deux
aproximations successives. Dans un premier temps, on
approche L̂−1 par les deux premiers termes de sa
série de Neumann : L̂−1 ∼ I − F̂ = P. A ce stade,
le préconditionneur est une matrice pleine (en rai-
son du terme F̂). Pour “creuser” cette matrice, on ne
conserve dans un second temps que les blocs corres-
pondant aux interactions proches. On obtient ainsi le
préconditionneur P2. On renvoie à [13] où une stratégie
similaire est décrite plus en détail.
On a reporté la dépendance du temps CPU
nécessaire à la construction du système linéaire et à sa
résolution en fonction de M (Figure 7) et de k (Figure
8) pour différents algorithmes de résolution du système
linéaire. Sur la Figure 7, on fixe ka = 200 et on ac-
crôıt le nombre M de disques dans le domaine de calcul
[−25; 25]2, avec un GMRES(50, 10−4). La distance mini-
male distance entre deux disques est de 0.5 (on rappelle
que les disques sont de rayon 1).
Sur la Figure 8, on représente pour M = 50 disques
le temps CPU pour des valeurs croissantes de ka et une
distance minimale de 0.5 entre les obstacles dans le do-
maine [−15; 15]2 avec un GMRES(50, 10−4). On observe
que comparé à notre algorithme, l’approche directe est
fortement limitée. Concernant la solution GMRES, le
préconditionneur est nécessaire pour assurer la conver-
gence de l’algorithme. Le préconditionneur P1-P2 peut
conduire à une amélioration de la convergence, notam-
ment lorsque les disques sont assez éloignés ou pour une
structure en réseau. Lorsque les obstacles sont proches,
le préconditionneur P1 semble plus robuste. Toutefois, il
apparâıt que la construction d’un préconditionneur re-
lativement général et robuste pour ce type de problèmes
demeure une question encore ouverte.
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Full storage with direct method
Compressed storage with P1
Compressed storage with P1 and P2
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