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Nutzungskonzepte für kleine unbemannte Luftfahrzeuge beschreiben oft-
mals eine Verwendung in Bodennähe, nah an Objekten und innerhalb einer
unbekannten Hinderniskulisse. Randbedingungen wie ein Betrieb außer-
halb der Sicht des Operators und die Fortführung eines Einsatzes auch bei
gestörter Kommunikation erfordern, dass die Luftfahrzeuge auch ohne di-
rekte Anweisungen selbständig und sicher operieren können. Einsätze in
einem unbekannten Gelände setzen zusätzlich die automatische Detekti-
on von Hindernissen voraus, um Kollisionen zu verhindern. Für kleine
unbemannte Luftfahrzeuge mit begrenzter Nutzlast stehen für die auto-
matische Hindernisdetektion nur wenige Sensoren mit unterschiedlichen
Nachteilen, wie begrenztem Auflösungsvermögen, Sichtfeld oder geringer
Signifikanz der Daten, zur Verfügung. Aktuelle Sensoren können alle An-
forderungen, welche vom Luftfahrzeug ausgehen oder an eine Umwelt-
wahrnehmung gestellt werden, allein oft nicht erfüllen.
Diese Arbeit präsentiert eine automatische Detektion von Hindernissen
auf Basis einer Fusion monokularer Kamera- und monogoner Laserscan-
nerdaten, welche eine Umgebungswahrnehmung bereitstellt, die gegen-
über dem alleinigen Einsatz des Laserscanners erweitert ist und eine um-
fassendere Sicht auf die Umwelt ermöglicht. Darüber hinaus wird eine au-
tomatische Kalibrierung der beiden Sensoren zueinander sowie Verfahren
für die Integration von kontinuierlichen Entfernungsmessungen in ein dis-
kretes Weltmodell vorgestellt. Das Ergebnis dieses Vorgehen ist ein metri-
schen Weltmodell, welches den Raum, der das Luftfahrzeug umgibt, dis-
kretisiert und pro Zelle beschreibt, ob der jeweilige Raum durch ein Hin-
dernis belegt ist und somit nicht gequert werden kann.
Voraussetzung für die Fusion ist eine Bestimmung der extrinsischen Pa-
rameter zwischen der monokularen Kamera und dem monogonen Lasers-
canner. In der Arbeit wird ein automatisches Verfahren vorgestellt, das ne-
ben den Entfernungs- auch die Intensitätsmessungen des Laserscanners
verwendet, um Fehlmessungen des Laserscanners welche auf Kantentref-
fern basieren, zu detektieren.
Als weitere Voraussetzung werden Lösungsansätze für die Integration von
Entfernungsmessungen in ein diskretes Weltmodell vorgestellt, welche ei-
ne ungewollte Freizeichnung von Zellen verhindert, die als Folge einer
Diskretisierung nur teilweise belegt sind. Diese Verfahren werden bezüg-
lich ihrer Rechenperformanz verglichen und ein Ansatz mit der besten Eig-
nung für den Betrieb auf einem kleinen unbemannten Luftfahrzeug ausge-
wählt.
Die dargelegte Fusion ist zweistufig aufgebaut und nutzt eine kooperative
Fusion, auf die eine konkurrierende Fusion folgt. Die kooperative Fusi-
on der Sensordaten generiert dreidimensionale vereinfachte planare Ap-
proximationen der betrachteten Hindernisoberflächen, wobei deren Lage
und Position auf Lasermessungen und die Abmessungen auf monokularen
Kameradaten beruhen. Die Annahme einer planaren Oberflächenappro-
ximation bildet die tatsächlichen Hindernisse nur sehr grob ab. Aus die-
sem Grund werden mehrere Approximationen, die zu unterschiedlichen
Zeitpunkten und Blickwinkeln von den Hindernissen generiert wurden,
in einem metrischen Weltmodell, einem OcTree, unter Verwendung eines
probabilistischen Sensormodells konkurrierend fusioniert, um eine realis-
tischere Repräsentation der Hindernisse zu erreichen.
Der Fokus bei der Entwicklung lag auf kleinen unbemannten Luftfahrzeu-
gen und den für diese Klasse von Vehikeln zur Verfügung stehenden Sen-
soren. Die umgesetzten Algorithmen sind für den Betrieb an Bord des Ve-
hikels vorgesehen und im Hinblick auf die begrenzte Rechenleistung opti-
miert.
Validiert wurden die Verfahren in Simulationen und mittels realer Testda-
ten, die mit einem unbemannten Helikopter als Sensorträger erstellt wur-
den. Die Ergebnisse zeigen eine erfolgreiche Erweiterung der Hindernis-
wahrnehmung, welche für das dargelegte Beispiel um 140% über die Sicht
des Lasers hinausgeht. Der Ansatz ermöglicht damit einen Betrieb des un-
bemannten Vehikels in einer unbekannten Hinderniskulisse, der sicherer
ist als bei alleiniger Nutzung eines Einzelsensors.
Abstract
Utilization concepts for small unmanned aerial vehicles usually describe
operations at near-ground level, close to objects and in the vicinity of un-
known obstacles. Boundary conditions such as operations outside the ope-
rator’s line of sight, as well as potential loss of communication require that
the aircraft be capable of operating independently and safely without di-
rect instructions. In addition, operations in an unknown terrain also requi-
re the ability to detect obstacles reliably, to prevent collisions. For small
unmanned aerial vehicles with a limited payload, only few sensors are
available to enable automatic obstacle detection, and those have various
disadvantages, such as limited resolution, field of view or their data have
an insufficient significance. Therefore, current sensors can often not fulfil
all requirements, which emanate from the aerial vehicle, or are imposed by
environment awareness.
This work presents an automatic three dimensional detection of obstacles
based on a fusion of monocular camera and monogonal laser scanner data
that provides an improved environmental awareness compared to the use
of a laser scanner alone. In addition, methods for an automatic calibration
of the two sensors to each other as well as for the integration of continuous
distance measurements in a discrete world model are presented. The result
of this collective approach is a metric world model, which could be used
for automatic navigation of the small unmanned aerial vehicle in an un-
known environment. In this model, the surrounding space of the aircraft
discretizes where each, cell contains information whether it is occupied by
an obstacle and thus cannot be crossed.
Requirement for application of the sensor data fusion is the knowledge of
the extrinsic parameter between both sensors. Therefore, an approach for
the automatic determination of these parameters between is introduced,
which uses the intensity measurements of the laser scanner in addition to
the distance measurements. The use of the intensity measurements enables
an automatic detection of the calibration object and detects aberrations at
the laser data, which base on edge hits.
A further component for the sensor data fusion and thus environment awa-
reness is a correct integration of distance measurements in the metric world
model. For the integration the continuous distance measurements need to
be discretized. This leads to the problem that based on the resolution of the
discretization some partly occupied cells are erroneously wrongly shown
free. To solve this and to prevent collisions, three different solutions are
presented which prevent an unintentional neglect of occupied cells in the
world model.
The presented sensor data fusion approach is structured in two-levels and
uses a collaborative fusion, followed by a competing fusion. The collabo-
rative fusion of sensor data generates three-dimensional, simplified pla-
nar approximations of obstacle surfaces. The location and position of the
approximation are based on laser measurements and the dimensions are
based on monocular camera data. However, assuming a planar surface ap-
proximation limits the reproduction of the real shape of natural obstacles.
For this reason, several approximations generated over different times and
angles of view on the obstacles are fused in competitive manner within the
metric world model. For this a probabilistic sensor model has been used to
achieve a more realistic representation of the obstacles.
The approach developed in this work focuses on small unmanned aerial
vehicles and limited capabilities of the sensors available for this class of
vehicle. The algorithms used are intended for operating onboard of the ve-
hicle and have been optimized to take into account of its limited computing
power.
The procedures and solutions were validated in simulations and with real-
world test data, created by using an unmanned helicopter as a sensor car-
rier. The results show a successful enhancement of the obstacle percepti-
on which in the presented example exceeds the laser scanner view about
140%. Therefore, it is safer to operate an unmanned vehicle in an unknown
obstacle environment with the presented sensor data fusion approach of
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Unbemannte Luftfahrzeuge ermöglichen neue Nutzungskonzepte, welche
teilweise außerhalb des klassischen Betätigungsfeldes der bemannten Luft-
fahrt liegen. Durch den Wegfall des menschlichen Piloten an Bord des Luft-
fahrzeuges sind kleinere Konstruktionen möglich, welche den Einsatz von
Luftfahrzeugen in Umgebungen und Szenarien erlauben, die mit mann-
tragenden Vehikeln nicht erreicht werden können. Der Wegfall des Pilo-
ten an Bord des unbemannten Luftfahrzeugs (engl.: Unmanned Aircraft,
UA) wirft die Frage auf, wie dessen Fähigkeiten an Bord substituiert wer-
den können. Ein Punkt, dem dabei viel Aufmerksamkeit entgegengebracht
wird, ist die Wahrnehmung der Umwelt, welche das UA umgibt, um die
Kollision mit möglichen Hindernissen zu vermeiden.
Denkbare Beispiele für zukünftige Einsatzkonzepte von UA sind etwa In-
dividual-Transporter für Konsumgüter wie Pakete 1.1c) [9], Lebensmittel
und Medikamente [94], Überwachungsplattformen für Polizei [3] und Ret-
tungskräfte (Abbildung: 1.1b) oder der Einsatz als fliegendes Auge zur In-
spektion von technischen Anlagen wie Staudämmen [56] oder Windkraft-
anlagen (Abbildung: 1.1a) [10].
Viele der möglichen Nutzungskonzepte beziehen sich auf den bodenna-
hen Luftraum zwischen Objekten wie Bäumen und Gebäuden oder gar in-
nerhalb dieser in nächster Nachbarschaft zum Menschen. Diese angestreb-
te Einsatzumgebung ist dynamisch und verändert sich kontinuierlich. Die
Nutzung von UA in diesem Umfeld setzt ein stetiges Monitoring der mög-
lichen Umweltveränderungen voraus, um mögliche Kollisionen des UA
mit Objekten wie Mensch, Baum oder Gebäude zu verhindern. Diese De-
tektionsleistung wird aktuell vom Sicherheitspiloten oder Operateur des
UA am Boden geleistet.
Eine automatische Detektion von Hindernissen würde neben der oft vor-
liegenden Automatisierung der Flugregelung und Pfadplanung weitere
Perspektiven für die Nutzung von UA eröffnen.
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(a) Inspektion einer Windkraftanlage mit einem ferngesteuerten UA (Remote Pilo-
ted Aircraft System RPAS). [48]
(b) Inspektion einer Gefahrenstelle
durch die Feuerwehr mit einem
UA. Foto: Microdrones
(c) Transport eines Paketes mit einem
UA. Foto: Microdrones
Abbildung 1.1: Potenzielle Nutzungsszenarien für UA.
Anwendungen sind etwa Assistenzsysteme, die einen Operateur vor der
Kollision des UA mit einem Hindernis warnen. Ein mögliches Einsatzbei-
spiel dafür ist die Inspektion von Windkraftanlagen oder Hochspannungs-
anlagen. Bei derartigen Inspektionen liegen einerseits größere Entfernun-
gen zwischen UA und Operateur vor, die eine Abschätzung von Abstän-
den zwischen UA und zu inspizierendem Objekt erschweren, anderseits
sind diese Arbeiten oft monoton, was zu einem Rückgang der Konzentra-
tionsleistung des Operateurs führt. Beide Faktoren können ursächlich für
einen Kontakt des UA mit dem zu begutachtenden Objekt sein, der durch
den Einsatz eines Assistenzsystems verhinderbar ist.
Ein weiterer Aspekt ist der automatisierte Betrieb von UA außerhalb der
direkten Sicht oder ohne direkte Eingriffsmöglichkeiten des Operateurs.
Dabei würden die von der Hindernisdetektion ermittelten Hindernisse di-
rekt in einer Pfadplanung berücksichtigt. Der Betrieb eines UA außerhalb
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der direkten Sicht ist besonders bei Szenarien interessant, die für Leib und
Leben des Operateurs eine Gefahr darstellen wie etwa die Kartierung ei-
nes kontaminierten Gebiets.
Eine umfassende Detektion der umgebenden Hindernisse wird oftmals
durch die beschränkten Fähigkeiten der zur Verfügung stehenden Senso-
ren verhindert. Die Miniaturisierung von UA verstärkt diese Problematik
oftmals, da der Einsatz von klassischen, aus der Luftfahrt bekannten Sen-
soren aufgrund von Beschränkungen des Bauraums und der möglichen
Nutzlast unmöglich ist. Damit ist die Auswahl an möglichen Sensoren wei-
ter eingeschränkt. Um UA für die zukünftigen Einsatzkonzepte vorzube-
reiten, werden in anderen Forschungsschwerpunkten verwendete Senso-
ren und Konzepte genutzt und angepasst, um den Kontakt von UA mit
Hindernissen zu verhindern.
1.2 Automatische Hindernisdetektion
Die vorliegende Arbeit beschreibt den Aufbau und die Validierung einer
berührungslosen Hindernisdetektion für ein kleines UA, im Speziellen einen
kleineren unbemannten Hubschrauber1. Das angestrebte Einsatzgebiet bzw.
Szenario für das UA ist der Betrieb außerhalb von Gebäuden innerhalb ei-
ner komplexen und zumindest teilweise unbekannten Hinderniskulisse.
Bei dem Betrieb des UA in einer bodennahen Hinderniskulisse wird da-
von ausgegangen, dass sich der Großteil der in der Kulisse befindlichen
Hindernisse nicht kooperativ verhält. Im vorliegenden Fall bedeutet dies,
dass die Hindernisse ihre jeweilige Position, Lage oder Größe nicht publi-
zieren. Das gewünschte Szenario erfordert eine kontinuierliche Wahrneh-
mung der Umwelt während des Fluges und die unverzügliche Bereitstel-
lung der gewonnen Daten an nachgelagerte Prozesse wie die Pfadplanung
bzw. die Kollisionsvermeidung.
UA zeichnen sich durch die Fähigkeit aus, eine dreidimensionale Posi-
tionierung im Raum zu ermöglichen und folglich Hindernissen ebenfalls
dreidimensional auszuweichen. Um diese Fähigkeit nicht zu beschneiden,
bedarf es eines dreidimensionalen Monitorings des Umfelds und einer drei-
dimensionalen Erfassung der Hindernisse.
Die komplette Wahrnehmung und Verarbeitung erfolgt an Bord des UA,
um einen kollisionsfreien Flug ebenfalls dann sicherzustellen, wenn et-
wa die Datenverbindung zu einer externen Berechnungs- bzw. Komman-
doeinheit abbricht. Die Umweltwahrnehmung ist wie Pfadplanung oder
Flugregelung ein substanzieller Bestandteil des Betriebs eines UA und ist
1MTOW≤ 25 kg
4 Kapitel 1 Einleitung
keine Nutzlast. Der kollisonsfreie Flug in einem Hindernisszenario ist kein
Selbstzweck. Er ist vielmehr Voraussetzung zur Bewältigung von Aufga-
ben wie Überwachung und Inspektion.
Die Fokussierung auf ein kleines UA und das dargelegte Szenario stellt kei-
ne Beschränkung der Allgemeingültigkeit dar. Vielmehr werden die klei-
nen unbemannten Systeme als Ausgangspunkt für weitere Entwicklungen
verstanden. Es wird davon ausgegangen, dass die entwickelte Technik oh-
ne Beschränkung der Allgemeinheit ebenso auf großen unbemannte als
auch auf bemannte Systeme übertragen werden kann. Diese Annahme be-
ruht auf der Tatsache, dass in der bemannten Luftfahrt Sensoren2 einge-
setzt werden, welche Hindernisse in unbekanntem Gelände detektieren.
Diese Sensoren sind allerdings sehr komplex, groß und schwer, was einen
Einsatz auf einem kleinen UA verhindert und gegenwärtig eine umgekehr-
te Entwicklungsrichtung der Generalisierung von großen zu kleinen Flug-
systemen erschwert.
1.2.1 Beschaffung von Umgebungsinformationen
Zur Hinderniswahrnehmung werden unter anderem Sensoren wie bspw.
Kameras, Sonar, Radar oder Laserscanner (engl.: Light Detection and Ran-
ging, LiDAR) eingesetzt.
Kameras sind passive Sensoren und nutzen die in der Umwelt bereitge-
stellte Energie, um Messungen vorzunehmen. Die Möglichkeit, ohne eine
eigene Energiequelle auszukommen, ermöglicht im Allgemeinen kleinere
und leichtere Bauformen als bei aktiven Sensoren. Allerdings sind passi-
ve Sensoren auf die Qualität der von der Umwelt bereitgestellten Energie
angewiesen. In stabilen, bekannten und reproduzierbaren Umweltbedin-
gungen ist der Einsatz von passiven Sensoren weitestgehend unproblema-
tisch, da die Sensoren auf die vorherrschende Situation eingestellt werden
können und folglich gute Ergebnisse erzielen. Dynamische bzw. schlecht
reproduzierbare Umweltbedingungen, wie sie außerhalb von Gebäuden
auftreten, erschweren den Einsatz von passiven Sensoren, was etwa bei
Kameras zu Über- bzw. Unterbelichtungen führen kann.
Aktive Sensoren sind weniger anfällig für die dynamischen Umweltver-
hältnisse außerhalb von Gebäuden. Kleine zweidimensionale Systeme, wel-
che von kleinen UA getragen werden können, geben jedoch nur ein sehr
begrenztes Abbild der Umwelt wieder. So decken die Sichtfelder eines
zweidimensionalen LiDAR oft nicht einmal die Abmessungen des UA ab,
was zu Kollisionen mit Hindernissen führen kann, die außerhalb der Sen-
sorsicht, aber innerhalb des Raumes liegen, der von dem UA beansprucht
2z.B. Helicopter Laser Radar (kurz HELLAS) der Firma Cassidian
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wird. Umfangreichere Sichtfelder benötigen aufwendigere Systeme, deren
zusätzliches Gewicht den Einsatz auf einem kleinen UA verhindern.
Sowohl Kameras als auch kleine, leichte, aktive Sensoren eignen sich auf-
grund ihrer Eigenschaften nur bedingt als alleinige Datenquellen für eine
dreidimensionale Hindernisdetektion. Aus diesem Grund sollen die Da-
ten beider Sensorkonzepte in der vorgestellten Arbeit kombiniert werden,
um eine umfassendere Sicht auf die Umwelt zu erreichen. Dafür wird ein
zweistufiges Konzept vorgeschlagen. Im ersten Schritt, einer kooperativen
Fusion3, werden dreidimensionale Approximationen generiert, um einen
Sichtkegel auf die Umwelt zu erhalten, der über das Sichtfeld des Lasers
hinausgeht und dem Sichtfeld der Kamera maximal entspricht. Im zwei-
ten Schritt, einer konkurrierenden Fusion4, werden die zuvor generierten
Approximationen konkurrierend in ein dreidimensionales Weltmodell in-
tegriert. Dies geschieht einerseits, um Abweichungen zwischen Approxi-
mation und realer Umwelt zu reduzieren, welche auf Annahmen der ko-
operativen Fusion fußen. Andererseits ermöglicht die Fusion mehrerer Da-
tensätze über die Zeit eine weitere verdichtete Anreicherung der Sensorda-
ten, um eine globale Hindernisrepräsentation zu erhalten. Abbildung 1.2










Abbildung 1.2: Blockdiagramm der Sichtfelderweiterung.
3 Kombination von Daten mehrerer Sensoren, wobei erst die Kombination die Bereitstellung
der gewünschten Information ermöglicht. Die Daten der Einzelsensoren enthalten jeweils
nicht den gewünschten Informationsumfang.
4 Kombination von gleichartigen Daten, welche von unabhängigen Sensoren und von einem
Wahrnehmungsbereich stammen. Die Kombination erfolgt oft gewichtet, um die Genauig-
keit des Gesamtsystems zu erhöhen, oder um Unterschiede zwischen den Daten zu iden-
tifizieren. Das Ziel ist eine Steigerung der Aussagewahrscheinlichkeit und eine erhöhte
Fehlertoleranz für den gemeinsamen Wahrnehmungsbereich.
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1.2.2 Kooperative Fusion
Im hier dargelegten Ansatz werden die Daten einer monokularen Kamera
und ein zweidimensionales LiDAR5 kombiniert, um die dreidimensionale
Form von Hindernisoberflächen zu approximieren.
Monokulare Kameras stellen ausschließlich relativ skalierbare bzw. skalie-
rungsinvarinate Daten bereit, aus denen direkt auf Basis eines Einzelbildes
keine dreidimensionalen Informationen abgeleitet werden können. Lase-
rentfernungsmesser erlauben die direkte Bereitstellung dreidimensionaler
Informationen, allerdings sind diese bei dem verwendeten zweidimensio-
nalen LiDAR auf eine Zeile begrenzt. Was sich unter- bzw. oberhalb dieser
Zeile befindet, ist unbekannt.
Innerhalb der Fusion werden auf Grundlage der Entfernungsmessungen
des LiDAR dreidimensionale Aussagen für ausgewählte Bereiche der Ka-
merasicht getroffen, für welche direkt keine Lasermessungen vorliegen.
Dies ermöglicht eine Steigerung der dreidimensionalen Umweltwahrneh-
mung auf die maximale Größe des Kamerasichtfeldes. Die Erweiterung
der dreidimensionalen Sicht auf Bereiche der Kamerasicht außerhalb der
Lasersicht basiert auf der Approximation von Objektoberflächen, welche
teilweise vom LiDAR wie auch von der Kamera betrachtet werden.
Einen einfachen Aufbau dieses Prinzips zeigt Abbildung 1.3. Auf Basis
von drei unabhängigen Lasermessungen, welche für eine Objektoberflä-
che vorliegen, und der getroffenen Annahme, dass die betrachtete Ober-
fläche planar ist, wird eine Regressionsebene der betrachteten Oberfläche
erstellt. Die bestimmte Regressionsebene ist der Ausgangspunkt, um für
ausgewählte Pixel der Bildebene ebenfalls Entfernungsmessungen zu be-
stimmen.
Die Kameramessungen sind skalierungsinvariant6und erlauben ausschließ-
lich die Berechnung eines Strahls, auf dem eine Messung liegt. Die Lage
der Messung auf dem Strahl hingegen ist unbekannt. Die Ermittlung des
Schnittpunkts zwischen einem Lichtstrahl, der von der Kamera eingefan-
gen wird, und der Regressionsebene stellt somit eine approximierte Entfer-
nung zwischen Kamera und angenommener Objektoberfläche bereit. So-
mit könnte für ausgewählte Pixel der Kamera neben der Beleuchtungsin-
5Als zweidimensionales LiDAR wird in dem hier präsentierten Fall eine monogoner Lasers-
canner verstanden, welcher pro Messung ein Winkel φ und eine Entfernung z bzgl. des
Sensorkoordinatensystems bereitstellt.
6 Merkmale bzw. Messungen sind skalierungsinvariant, wenn keine unabhängige Aussage
zur Größe und Entfernung eines betrachteten Objekts, ohne die Verwendung absoluter
Aussagen, getroffen werden kann. Objekte mit identischem Aussehen, unterschiedlicher
Größe und in unterschiedlicher Entfernungen zur Kamera positioniert, können auf der
Bildebene identische Merkmale generieren.













Abbildung 1.3: Approximation einer Objektoberflächenebene mittels un-
abhängiger Lasermessungen und Kamerabildern.
formation auch eine Entfernungsschätzung bestimmt werden.
Die Zuordnung, ob ein Pixel einer Objektoberfläche zugeordnet werden
kann, für welche eine Regressionsebene vorliegt, erfolgt über eine Segmen-
tierung der Bildebene auf Basis der Intensitäten. Die Segmentierung be-
ruht auf der Annahme, dass zusammenhängende Objektoberflächen auf
der Bildebene ebenfalls als zusammenhängende Segmente mit einer ho-
mogenen Eigenschaft abgebildet werden. Für jeden Pixel eines Segmentes,
für welches eine Regressionsebene bestimmt werden kann, kann folglich
ein Schnittpunkt bzw. die Entfernung zu diesem berechnet werden.
Je nach Gestalt der Hindernisstruktur, die von Kamera und LiDAR be-
trachtet wird, können mit diesem Vorgehen dreidimensionale Entfernungs-
approximationen für ausgewählte Pixel des Kamerabildes erstellt werden,
welche außerhalb der LiDAR-Sicht liegen.
1.2.3 Konkurrierende Fusion
Die auf Basis der drei Lasermessungen (Abbildung: 1.3) approximierte pla-
nare Objektoberfläche ist eine Regression und spiegelt die wahre Objekto-
berfläche nur in Bereichen genähert wieder, in denen auch Lasermessun-
gen vorliegen. In Regionen der betrachteten Oberfläche, welche außerhalb
der Lasersicht liegen, können keine Aussagen über die Übereinstimmung
von Regression und wahrer Oberfläche gemacht werden, sodass dort Ab-
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weichungen vorliegen können. Abbildung 1.3 skizziert diesen Zustand an-
hand einer gebogenen Objektoberfläche, welche durch eine Ebene approxi-
miert wird. Die Approximation repräsentiert die Objektoberfläche in einer
Region nur hinreichend, in der auch Lasermessungen vorliegen.
Aufgrund der Vielzahl von Oberflächenformen ist es nicht praktikabel, für
jede Form eine unabhängige Approximation bereitzustellen. Die Annahme
einer planaren Objektoberfläche soll beibehalten werden. Allerdings soll-
ten die möglichen Fehler auch nicht vernachlässigt werden.
Es wird die Annahme aufgestellt, dass bei einem Flug eines UA durch ei-
ne Hinderniskulisse Hindernisse über die Zeit aus unterschiedlichen Po-
sitionen und Blickwinkeln mehrfach betrachtet werden. Dies ermöglicht
das Erstellen mehrerer planarer Oberflächenapproximationen, welche sich
teilweise bestätigen, aber auch widersprechen können. Eine konkurrieren-
de Kombination der sich bestätigenden und widersprechenden Informa-
tionen würde damit die Herausbildung einer realistischeren Approximati-
on der Hindernisoberfläche ermöglichen, als es die alleinige Nutzung der
ebenen Approximation vermochte.
Für die konkurrierende Fusion werden die einzelnen Entfernungsapproxi-
mationen in eine räumliche Repräsentation übertragen, welche nicht Aus-
kunft über die Oberflächenform, sondern über die räumliche Belegung ei-
nes Hindernisses gibt. Die räumliche Repräsentation wird durch ein drei-
dimensionales, metrisches Gitter aufgebaut, welches den Raum, der das
UA umgibt, je nach Auflösung hinreichend fein diskretisiert. Die Elemente
des Gitters geben probabilistisch Auskunft darüber, ob der Raum, den sie
beschreiben, frei von Hindernissen oder belegt ist.
Die Integration der unabhängigen Approximation in das Gitter erfolgt ge-
wichtet, was eine kombinierte Entscheidung über die jeweilige Belegung
einer Zelle erlaubt. Die Gewichtung jeder Approximation wird mittels ei-
nes Sensormodells umgesetzt, welches unter anderem die Lage der Appro-
ximation bezüglich der rohen Lasermessungen berücksichtigt und somit
jeder Approximation einen Vertrauenswert zuspricht.
Das Resultat der konkurrierenden Fusion ist eine Hinderniskarte, welche
Hindernisoberflächen nicht als Flächen, sondern als Belegungen des Raum-
es beschreibt, welche von einem UA nicht durchdrungen werden können.
Die Kombination gestattet damit je nach Auflösung des Gitters eine realis-
tischere Abbildung der Hindernisoberflächen, als es die planare Approxi-
mation der kooperativen Fusion erlaubt. Die Karte erlaubt darüber hinaus
den Aufbau größerer Hindernisstrukturen, welche weit über die Sichtfel-
der der Einzelsensoren hinausgehen, und die Behandlung von dynami-
schen Hindernissen.
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Das dargelegte Konzept lässt sich in zwei Kernthesen zusammenfassen:
1. Aufbauend auf einer kooperativen Fusion von monokularen Kamera-
und monogonen7 LiDAR-Daten lässt sich eine Sichtfelderweiterung
für das LiDAR generieren, welche es ermöglicht, dreidimensiona-
le Approximationen von Hindernisoberflächen außerhalb der Laser-
sicht zu generieren, wobei die Hindernisoberflächen, welche durch
die Approximationen beschrieben werden, teilweise in der Kamera-
als auch Lasersicht vorliegen.
2. Die erstellten dreidimensionalen Approximationen lassen sich un-
ter Verwendung eines Sensormodells in einer metrischen, kubischen
Umweltrepräsentation seriell konkurrierend kombinieren, um eine
hinreichend zutreffende Hindernisform herauszuarbeiten und auf-
bauend den Einsatz in einer globalen Hinderniskartierung zu ermög-
lichen.
1.3 Aufbau der Arbeit
Aufbauend auf der dargelegten Motivation und dem vorgestellten Kon-
zept in Kapitel 1 „Einleitung“ schließt sich eine Darstellung der benötigten
Grundlagen in Kapitel 2 an. Es erfolgt eine Vorstellung der geometrischen
Grundlagen, wie verwendete Koordinatensysteme und Transformationen
sowie der verwendeten Sensoren, Kamera und LiDAR. Darüber hinaus
wird eine Einführung in die Segmentierung der Bildebene und die Reprä-
sentation der Umwelt mittels eines OcTree gegeben.
Den Kern der Arbeit bilden die beiden Kapitel 3 „Basisqualifikationen“
und 4 „Sichtfelderweiterungen“.
In den Basisqualifikationen werden die zwei Punkte „Bestimmung der ex-
trinsischen Parameter zwischen Kamera und LiDAR“ und „Transforma-
tion der kontinuierlichen Umwelt in eine diskrete Repräsentation“ behan-
delt. Beide Punkte sind Grundbausteine, ohne welche die eigentliche Sicht-
felderweiterung nicht realisiert werden kann. Das Kapitel 4 beschreibt den
bisherigen Stand der Technik, das Konzept sowie die daraus erarbeiteten
Algorithmen, die für Sichtfelderweiterungen erforderlich sind. Die Auf-
arbeitung der Sensordaten und die Kombination werden in den drei Ab-
schnitten „Vorverarbeitung der Sensordaten“, „kooperative Fusion“ und
7 Ein monogones Objekt ist u.a. ein zweidimensionales geometrisches Objekt, das einen ein-
zigen Eckpunkt besitzt. Dieser Eckpunkt ist Start- und Endpunkt einer Kante. Die Kante
spannt eine Fläche auf, die komplett von der Kante begrenzt ist. Übertragen auf ein LiDAR
ist der Eckpunkt Quelle und Senke des Sensors, und die Messungen liegen in der aufge-
spannten Fläche.
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„konkurrierende Fusion“ aufgeteilt.
Nach der Vorstellung der verwendeten Algorithmen erfolgt eine Validie-
rung der Sichtfelderweiterung anhand eines Beispielszenarios.
Die Ergebnisse im Hinblick auf die Forschungsfragen der Arbeit sowie ein
Ausblick auf zukünftige Arbeiten werden in Kapitel 5 gegeben.
Kapitel 2
Grundlagen
Dieses Kapitel bietet einen Überblick zu den Themen Sensordatenfusion,
Sensoren der Umweltwahrnehmung, Segmentierung im Bereich der Bild-
verarbeitung sowie Hindernisrepräsentationen, welche zum Aufbau der
angestrebten Sichtfelderweiterung benötigt werden. Darüber hinaus wer-
den einige Koordinatensysteme, Transformationen und Konventionen vor-
gestellt, auf welche im Laufe der Arbeit wiederholt Bezug genommen wird.
Für die Thematik der Sensordatenfusion wird speziell auf Zielstellung, Ei-
genschaften und Architektur der einzelnen Kombinationen eingegangen.
Nach einem Überblick über mögliche Sensoren zur Umweltwahrnehmung,
wird speziell auf die beiden Sensoren monokulare Kamera und monogo-
nes LiDAR eingegangen. Neben den jeweiligen Eigenschaften stehen Feh-
lerquellen im Fokus.
Die monokulare Kamera bildet neben dem LiDAR eine Datenquelle der
vorliegenden Arbeit. In dem Abschnitt Segmentierung wird ein grundle-
gender Überblick zur Segmentierung auf der Bildebene gegeben und der
Ansatz der Kantendetektion näher beleuchtet.
Der Abschnitt Hindernisrepräsentationen gibt einen Überblick möglicher
Ansätze. Besonderes Augenmerk liegt auf der Hindernisrepräsentation mit-
tels eines dreidimensionalen Belegtheitsgitters auf Basis eines OcTrees.
2.1 Sensordatenfusion
Methoden zur Kombination von Sensordaten oder zur Verknüpfung von
korrespondierenden Informationen, um eine Datenbasis bzw. Schlussfol-
gerungen zu generieren, welche zu Informationen führen, die ohne die
Zusammenführung der Daten nicht bereit gestanden hätten, werden im
Allgemeinen als Sensordatenfusion bezeichnet.
Die Quellen der verwendeten Daten müssen nicht zwangsläufig mehre-
re unterschiedliche unabhängige Sensoren sein. Auch über den zeitlichen
Verlauf generierte Daten eines Sensors können für eine präzisierte Gesamt-
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aussage kombiniert werden.
Das Vorgehen, verschiedene Sensordaten zu kombinieren, um eine Situati-
on besser klären zu können, ist keine rein technische Lösung. In der Biolo-
gie sind viele Beispiele bekannt, in denen Lebewesen gelernt haben, meh-
rere ihrer Sinnesorgane einzusetzen, um eine Situation aufzuklären und
damit ihr Überleben zu sichern. In Situationen, in denen bspw. die visu-
elle Detektion von Feinden oder Beute durch Vegetation, Dunkelheit oder
biologische Eigenheiten (Sichtfeld, Farbsehen, u.Ä.) begrenzt ist, werden
weitere Sinneseindrücke wie Gehör-, Tast- oder Geruchssinn mit der visu-
ellen Wahrnehmung oder auch untereinander kombiniert. Die durch die
Fusion generierte Informationsbasis erlaubt möglicherweise eine frühere
Flucht oder einen Jagderfolg, welche bei der alleinigen Verwendung der
visuellen Sinnesorgane nicht möglich gewesen wären [38].
Die Fusion von Daten von mehreren Sensoren hat mehrere Vorteile ge-
genüber der alleinigen Nutzung eines Sensors. Geht man von biologisch
inspirierten Beispielen aus, steigert die Kombination mehrerer Sensoren
mit unterschiedlichen Messprinzipien (visuell, akustisch, haptisch oder ol-
faktorisch) die Detektionswahrscheinlichkeit von Feinden oder Beute. Die
Einschränkung eines Sensors durch bspw. gegebene Umweltbedingungen
führt bei einer Fusion von mehreren Sinneseindrücken nicht notwendiger-
weise zum „Übersehen“ eines Ereignisses. Das Ereignis wird trotz der Ein-
schränkung weiterhin vom Gesamtsystem bzw. Individuum registriert.
Ein identisches Bild zeigt sich bei der Zuverlässigkeit eines Gesamtsys-
tems, das durch die Verwendung mehrerer unabhängiger Sensoren im All-
gemeinen steigt. Beim Ausfall eines Sensors kann dessen Aufgabe mögli-
cherweise durch einen weiteren Sensor übernommen werden, und es kommt
nicht zum Ausfall des Gesamtsystems.
Durch die Verwendung mehrerer Sensoren, die dasselbe Sichtfeld abde-
cken, besteht die Möglichkeit, Mehrdeutigkeiten auszuschließen.
Sichtfelder von Sensoren sind aufgrund konstruktiver Eigenheiten sowohl
in der Biologie als auch in der Technik begrenzt. Die Kombination mehre-
rer Sensoren, deren Sicht nicht identisch orientiert ist, ermöglicht es, das
Sichtfeld des Gesamtsystems zu vergrößern.
Zusammengefasst werden die Vorteile der Datenfusion von Bellot [12] und
Hall [38] in fünf Punkten:
Repräsentanz: Die Resultate der Fusion besitzen eine höhere Abstrakti-
onsebene oder Granularität als die einzelnen Datenquellen.
Bestimmtheit: Durch die Fusion VF wird eine Verstärkung der Signifi-
kanz oder Glaubwürdigkeit p(V) eines Einzelsensors V mit p(VF) >
p(V) erwartet.
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Genauigkeit: Die Standardabweichung der Daten ist nach der Fusion klei-
ner als für die eingehenden Einzelsensoren.
Vollständigkeit: Jeder neue Informationszusatz trägt zur Komplettierung
der Umweltwahrnehmung bei.
Redundanz: Erhöhung der Ausfallsicherheit durch Substitution von Da-
ten bei Verlust einer Fusionskomponente.
Der Einsatz mehrerer Sensoren und die Kombination der so gewonnenen
Daten führt allerdings zu den Nachteilen einer gesteigerten Komplexität
beim Transport, Verknüpfen und Verwenden der Daten gegenüber der al-
leinigen Verwendung einer Datenquelle. Ein komplexeres System erhöht
wiederum die Wahrscheinlichkeit von Fehlern bei der Planung und Um-
setzung der Fusion. Fehlerquellen sind unter anderem:
Nicht korrespondierende Daten: Ein umfassender Situationsüberblick er-
fordert möglicherweise die Integration von Sensoren bzw. Datenquel-
len, die hinsichtlich Datenstruktur und/oder -inhalt unterschiedlich
sind. Um die Daten in ein semantisches Level zu überführen, auf dem
sie kombinierbar werden, sind Vorverarbeitungen notwendig.
Alter der Daten: Die Aktualisierungsrate der bereitgestellten Daten ist in
der Regel für jeden Sensor unterschiedlich. Dies führt dazu, dass
ein Multi-Sensor-Fusionsaufbau die Verarbeitung von Informationen
unterschiedlichen Alters ermöglicht muss.
In der Literatur haben sich drei unterschiedliche Kriterien zu Kategorisie-
rung von Sensordatenfusionen durchgesetzt. Eine Einordnung nach der
Funktion der Fusion wird von Brooks und Iyengar [18] präsentiert. Klein
[52] trennt die Ansätze basierend auf ihrer Architektur. Hall und Llinas
[38] präferieren eine Unterscheidung zwischen den Ebenen innerhalb des
Datenflusses.
Fusionsfunktion: Sensordatenfusionen lassen sich unter anderem wie
von Brooks und Iyengar [18] präsentiert nach ihrer Funktion kategorisie-
ren. Die Funktion einer Datenfusion wird von Brooks und Iyengar zwi-
schen einer konkurrierenden, komplementären bzw. kooperativen Kombi-
nation der Daten unterschieden.
Bei einer konkurrierenden Fusion liefern unabhängige Sensoren gleicharti-
ge Daten von einem Wahrnehmungsbereich, wobei die Sensoren nicht das
gleiche Messverfahren verwenden müssen. Die generierten Daten werden
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oft gewichtet kombiniert, um die Genauigkeit des Gesamtsystems zu erhö-
hen oder um Fehler bzw. Unterschiede zwischen den Daten zu identifizie-
ren [46]. Das Ziel ist, eine Steigerung der Aussagewahrscheinlichkeit und
eine erhöhte Fehlertoleranz für den gemeinsamen Wahrnehmungsbereich
zu erreichen.
Die komplementäre Fusion hat das Ziel, die Messungen unabhängiger Sen-
soren, welche unterschiedliche Wahrnehmungsfelder, Messphänomene oder
Messzeitpunkte bereitstellen, zu kombinieren, um die Vollständigkeit der
Daten für das Gesamtsystem zu erhöhen.
In der Praxis können die einzelnen Sensoren nicht immer die gewünschten
Daten bereitstellen. Erst durch eine Kombination der Daten von mehreren
Sensoren ist die Bereitstellung der gewünschten Information möglich. Die
Funktionalität dieser Fusion wird als „kooperierend“ bezeichnet.
Fusionsarchitektur: Die Differenzierung einer Fusionsarchitektur erfolgt
zwischen Sensor-Level-, Central-Level- und Hybrid-Fusion und ist bedingt
durch die Position der Fusion in der Verarbeitungskette der Daten. Die
Sensor-Level-Fusion Architektur verwendet für jeden Sensor eine separate
Signalvorverarbeitungsstufe, bevor die Daten in dem Fusionsmodul kom-
biniert werden. In der Signalverarbeitungsstufe werden die Daten des je-
weiligen Sensors separat prozessiert. Ein derartiges Vorgehen ist bei sich
stark unterscheidenden Sensordaten zu empfehlen. Die frühzeitige Signal-
verarbeitung führt frühzeitig zu einer Datenreduzierung, was einen redu-
zierten Datentransfer ermöglicht. Die Ergebnisse der Signalverarbeitung
sind je nach Detaillierungsgrad Feature oder Entscheidungen, welche an-
schließend fusioniert werden.
Die Central-Level-Fusion oder Pixel-Level-Fusion verwendet ausschließ-
lich rudimentär vorverarbeitete Daten. Die Vorverarbeitung beschränkt sich
auf Aktionen wie Filtern oder Beleuchtungsschätzung, die vom Sensor au-
tomatisch durchgeführt werden und keine separate Signalverarbeitung be-
nötigen. Die nicht vorhandene bzw. geringe Datenreduzierung führt gene-
rell zu einer höheren Komplexität beim Datentransport sowie der Prozes-
sierung im Fusionsmodul gegenüber der Sensor-Level-Fusion.
Die Bezeichnung „hybride Fusion“ wird für Mischformen aus Sensor-Level-
und Central-Level-Fusion verwendet. Der Ansatz fusioniert sowohl simul-
tan vorverarbeitete Daten als auch Daten, welche direkt vom Sensor bereit-
gestellt werden. Dies führt im Allgemeinen zu einer komplexeren Archi-
tektur als die Verwendung einer der Ausgangsansätze.
Fusionslevel: Eine Einordnung nach dem Level bzw. der Ebene erfolgt
nach der Abstraktion der zu fusionierenden Daten. Unterschieden wird
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in Data-Level, Feature-Level und Entscheidungs-Level. Beim Data-Level
werden die Rohdaten mit einer minimalen Vorverarbeitung verwendet.
Diese Kategorie ist der dem Central-Level bei der Kategorisierung nach
der Fusionsarchitektur gleichzusetzen.
Eine Klassifizierung nach Feature-Level bzw. Entscheidungs-Level ist schwie-
rig, da der Übergang zwischen Feature und Entscheidung fließend ist und
die Generierung eines Features ebenfalls auf Entscheidungen basiert, wel-
che es definieren. Beide Kategorien sind mit der Sensor-Level-Fusion Ar-
chitektur vergleichbar, da beide Ansätze eine umfangreiche Vorverarbei-
tung voraussetzen, um die zu fusionierenden Daten (Feature und Entschei-
dungen) zu generieren.
Ebenso wie bei der Fusionsarchitektur existieren bei der Kategorisierung
nach dem Fusionslevel auch Hybride.
2.2 Geometrische Konventionen und
Grundlagen
2.2.1 Verwendete Koordinatensysteme
Als lokales Weltkoordinatensystem o dient ein rechtshändiges, kartesisches
Koordinatensystem, dessen Ursprung Po auf der Ellipsoidoberfläche des
geodätischen Koordinatensystems e vorab definiert wurde. Das geodäti-
sche Koordinatensystem e ist nach WGS84 definiert. Orientiert ist das Sys-
tem o in der Weise, dass die x-Achse tangential in Richtung Norden, die
y-Achse orthogonal zur x-Achse, tangential Richtung Osten und die z-
Achse orthogonal zur aufgespannten x-y-Ebene in das Innere des Ellipsoi-
den zeigt. Für das System o wird zur Vereinfachung ein ebenes Erdmodell
angenommen. Diese Vereinfachung kann nur für einen kleinen Aktionsra-
dius um den Initialisierungspunkt Po verwendet werden, große horizon-
tale Aktionsradien um den Punkt Po führen, basierend auf der Erdkrüm-
mung, zu nicht vernachlässigbaren Fehlern.
Das körperfeste Koordinatensystem des Luftfahrzeuges b ist in dessen Mas-
senschwerpunkt S = Pb verortet. Die Orientierung erfolgt mit der x-Achse
entlang der Flugzeuglängsachse, die y-Achse orthogonal dazu durch den
rechten Flügel und die z-Achse orthogonal zur x-y-Ebene durch den Bo-
den des Luftfahrzeuges.
Die Sensorkoordinatensysteme sn sind bezüglich des Koordinatensystems
b des Luftfahrzeuges oder weiterer Sensorsysteme sn beschrieben. Die Sen-
sorsysteme sind dementsprechend orientiert, dass entlang der Hauptsicht-
achse des Sensors die z-Achse verläuft. Die x-Achse liegt orthogonal zur









Abbildung 2.1: lokales Welt-, körperfestes Träger- und Sensorkoordinaten-
system
z-Achse, um die horizontale Auslenkung der Messwerte gegenüber der
Hauptachse zu beschreiben. Die y-Achse liegt orthogonal zur x-z-Ebene
und ermöglicht die Beschreibung der vertikalen Auslenkung der Messun-
gen. In dem präsentierten Fall werden zur einfacheren Verdeutlichung das
Kamerakoordinatensystem mit c und das Laserkoordinatensystem mit l
bezeichnet. Das c-System ist gegenüber der Flugplattform b und das Sys-
tem l gegenüber dem c-System beschrieben.
2.2.2 Koordinatentransformation
Überblick
Die Bereitstellung der jeweiligen Daten und ihre Verwendung findet nicht
notwendigerweise in ein und demselben Koordinatensystem statt. Aus die-
sem Grund sind die Daten zwischen den einzelnen Systemen zu trans-
formieren. Beispielhaft soll eine Transformation einer dreidimensionalen
Punktmessung p zwischen Sensorsystem und körperfestem Koordinaten-
system des Sensorträgers verdeutlicht werden. Die Transformation des s-
Systems bezüglich des b-Systems wird mittels des Orientierungsvektors
Φbs(Φ,Θ,Ψ)T und des Translationsvektors tbs(x, y, z)T beschrieben. Mit-
tels einer Rotationsmatrix Rbs, welche äquivalent zu dem Rotationsvektor
Φbs ist, lässt sich die Relation
ps = Rbspb + tbs (2.1)
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herleiten. Die Rotationsmatrix R ist eine quadratische Matrix, wobei R ∈
Rnxn, RTR = RRT = In und damit R−1 = RT gilt. Für die entgegengesetzte
Transformation gilt damit folglich
pb = R−1bs (ps − tbs). (2.2)
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um die jeweiligen Achsen x, y und z des kartesischen Koordinatensys-
tems zerlegt werden. Die Kombination der Einzelrotationen erfolgt nach
der (z,y’,x”)-Konvention [32, S.164]
Rbs = RzRyRx, (2.4)
wobei die Drehachsen mitgedreht werden.
Eine in der Robotik verbreitete Darstellung einer Transformation, in der
Rbs und tbs kombiniert werden, ist die homogene Transformationsmatrix.
Diese ermöglicht eine ausschließliche Nutzung von Matrizenmultiplika-
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(2.5)
Die alleinige Nutzung der Matrizenmultiplikation erlaubt es, eine asso-
ziative Kombination mehrerer aufeinanderfolgender Transformationen zu
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einer einzelnen Gesamttransformation zusammenzufassen. Bei der Kom-
bination ist aufgrund der fehlenden Kommutativität die Reihenfolge der
Manipulationen zu beachten. Die Notation sTb verdeutlicht eine Transfor-
mation einer dreidimensionalen Position im System s bezüglich des Sys-
tems b, wobei
sTb = bTs−1 (2.6)
entspricht. Die Transformation 2.1 kann mit der homogenen Transformati-

















Eine Georeferenzierung der durch die Sensoren bereitgestellten Messun-
gen erfordert eine Transformation der Sensordaten in das lokale Weltkoor-
dinatensystem. Die Transformation wird in mehrere Einzelkomponenten
zerlegt. Abbildung 2.2 zeigt die verwendeten Koordinatensysteme sowie
die benötigten Transformationen, um dreidimensionale Messpunkte zwi-
schen ihnen zu übertragen. Die Transformation eines Bildpunktes pc aus
dem Kamerakoordinatensystem c in das System o erfolgt über das Träger-
koordinatensystem. Die Pose oTb des Trägers ist bezüglich des Systems o
gegeben. Die Pose bTc der Kamera ist wiederum gegenüber dem Träger
definiert. Aufbauend darauf ergibt sich für die Transformation
oTc =o Tb ⋅b Tc. (2.8)
Die Invertierung von oTc,
(oTc)−1 = (bTc)−1 ⋅ (oTb)−1 (2.9)
erlaubt die anschließende Transformation von pc nach
po = (oTc)−1 ⋅ pc. (2.10)
















Abbildung 2.2: Transformationen zwischen Welt-, Träger-, Kamera- und
Laserkoordinatensystem
Die Transformation des Laserscanners gegenüber dem Sensorträger ist nicht
direkt gegeben. Die Pose des Laserscanners ist gegenüber dem Kamerako-
ordinatensystem definiert. Die Transformation bTo zwischen Laser- und
Trägerkoordinatensystem ist wie folgt definiert
bTl = (cTl)−1 ⋅ (bTc)−1 . (2.11)
Eine Transformation eines Laserpunktes pl in das lokale Weltkoordinaten-
system ergibt sich mittels
(oTl)−1 = (bTl)−1 ⋅ (oTb)−1
po = (oTl)−1 ⋅ pl . (2.12)
Voraussetzung der Transformationen 2.10 und 2.12 sind die Kenntnis der
Pose des Trägers im lokalen Weltkoordinatensystem, der Pose der Kamera
am Träger sowie der Pose des Lasers gegenüber der Kamera. Auf das Vor-
gehen, wie die Pose des Trägers im lokalen Weltkoordinatensystem und
die Ausrichtung der Kamera am Träger bestimmt werden, wird im an-
schließenden Abschnitt eingegangen. Die Bestimmung der Transformation
zwischen Kamera und Laser wird in Kapitel 3.1 verdeutlicht.
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2.2.4 Pose von Sensorträger und Kamera
Die Bestimmung der Sensorträgerpose1 bezüglich des lokalen Weltkoor-
dinatensystems erfolgt mittels der Flugzustandsschätzung unter Verwen-
dung eines Navigationsfilters. Die Eingangsdaten dieses Filters liefern DGPS2,
IMU3 und Magnetometer4. Weitere Informationen zum verwendeten Na-
vigationsfilter werden von Lorenz [60] präsentiert.
Die statische Pose der Kamera gegenüber dem Träger wird manuell nach
der Montage bestimmt. Konstante Abweichungen, die durch Messunge-
nauigkeiten und dynamische Abweichungen, welche durch Vibrationen
während des Fluges entstehen, wurden als vernachlässigbar betrachtet.
Die Auswertung der Sensordaten im lokalen Weltkoordinatensystem setzt
voraus, dass die Pose des Sensorträgers zum Zeitpunkt der Aufnahme der
Sensordaten bekannt ist. Der Aufnahme- und Bereitstellungszeitpunkt der
Posenschätzung durch den Navigationsfilter sind nicht identisch. Aus die-
sem Grund wird die Pose des Sensorträgers, die zum Zeitpunkt ts der
Aufnahme vorliegt, auf Basis der aktuellsten Lösung tnav des Navigati-
onsfilters approximiert. Die Zeitpunkte ts und tnav basieren auf einer syn-
chronisierten Systemzeit, und es gilt tnav < ts. Zugrundeliegend auf den
zum Zeitpunkt tnav bestimmten Navigationsdaten, Φob,tnav , Φ˙ob,tnav , tob,tnav ,
t˙ob,tnav und t¨ob,tnav sowie der Zeitspanne ∆t = ts − tnav wird die approximier-
te Pose für den Zeitpunkt ts wie folgt
tob,ts = tob,tnav +∆tt˙ob,tnav + 0.5(∆t)2 t¨ob,tnav ,
Φob,ts = Φob,tnav +∆tΦ˙ob,tnav , (2.13)
bestimmt.
2.3 Sensoren zur Umgebungserkennung
Für die dreidimensionale Wahrnehmung von Hindernissen entlang der
Hauptbewegungsrichtung eines Fahrzeuges können eine Vielzahl von Sen-
soren eingesetzt werden. Eine Auswahl der zur Verfügung stehenden Sen-
soren sind beispielsweise Sonar-, Radar-, Laser- und Kamera-Systeme. Es
1 Pose ist die Kombination von Position und Orientierung eines Objekts im dreidimensio-
nalen Raum, DIN EN ISO 8373.
2 Schätzung der absoluten Position und translatorischen Geschwindigkeiten auf Basis einer
satellitengestützten Laufzeitenmessung in Kombination mit mindestens einer statischen
Bodenstation. Der Verwendung der statischen Bodenstation ermöglicht eine Verbesserung
der Genauigkeit gegenüber einer reinen Satellitenlösung.
3 Sensoren zur Messung von Beschleunigungen und Drehraten
4 Detektion des Erdmagnetfeldes zur Schätzung von Inklination und Deklination
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erfolgt ein Überblick über vier Sensorarten. Darauf aufbauend wird auf die
Eigenschaften von Laserscanner und monokularer Kamera, welche für das
weiter Verständnis der Arbeit notwendig sind, tiefer gehend eingegangen.
2.3.1 Überblick
Sonar hat sich in der Nahbereichshindernisdetektion, innerhalb als auch
außerhalb von Gebäuden durchgesetzt. Sonar- bzw. Ultraschallsensoren
arbeiten mit akustischen Wellen und sind als aktiver und passiver Sensor
einsetzbar und basieren auf der Ausbreitung von Schallwellen in einem
Trägermedium.
Die Leistungsfähigkeit eines Sonars hängt stark vom Trägermedium ab in
welchem es eingesetzt wird. Bei einem Einsatz in Luft sind Reichweiten
von bis zu zehn Meter mit einer Auflösung im Zentimeter-Bereich mög-
lich. Auf Grundlage der geringen Reichweite kommen Sonare in der un-
bemannten Luftfahrt häufig bei der Ermittlung der Höhe über Grund bei
Landeverfahren in der letzten Phase der Landung zum Einsatz [21]. Die
geringe Reichweite des Sensors schließt einen Einsatz bei der Detektion
von Objekten in der Hauptflugrichtung allerdings aus.
Radar ist einer der wichtigsten Sensoren für die Kollisionsvermeidung
in der bemannten Luft- und Raumfahrt und damit ebenso für den Einsatz
in UA prädestiniert. Das Radar ist ein aktiver Sensor, welcher mit elektro-
magnetischen Wellen arbeitet [95] und traditionell eher für die Fernerkun-
dung eingesetzt wird.
Ein Vorteil des Radars ist seine „all Wetter“-Tauglichkeit, welche es er-
möglicht, besonders bei schlechten Sichtbedingungen hervorragende Er-
gebnisse bei der Bestimmung von Tiefeninformationen zu erzielen [26].
Die hervorragenden Leistungen bei widrigen Umweltbedingungen setzen
eine vergleichsweise große Leistungsaufnahme und Leistungselektronik
voraus. Dieses führt dazu, dass Radarsysteme im Vergleich zu anderen
abbildenden Umweltsensoren vergleichsweise groß und schwer sind und
viel Energie benötigen. Beim aktuellen Stand der Technik ist der Einsatz
auf relativ große Luftfahrzeuge begrenzt. Der Trend zur Miniaturisierung
könnte in Zukunft aber durch aus auch den Einsatz auf kleinen UAs er-
möglichen.
Laserscanner bzw. engl. Light Detection and Ranging (LiDAR) gehört
ebenfalls zu den aktiven Sensoren und arbeitet über die gezielte Ausleuch-
tung der Zielumgebung mittels Licht und der Detektion der auftretenden
Reflexion auf möglichen Objektoberflächen.
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LiDAR-Systeme sind von ihrer Leistungsfähigkeit beim aktuellen Stand
der Technik zwischen Sonar und Radar einzuordnen. Die Reichweite von
LiDAR liegt im Medium Luft im Allgemeinen über der von Sonar. Die
Reichweite von Radar und dessen „all Wetter“ -Tauglichkeit kann aber spe-
ziell bei einer hohen Partikeldichte im Trägermedium nicht erreicht wer-
den. Die aktuell erreichten Reichweiten, die unabhängig von externer Be-
leuchtung sind sowie die kompakte Bauform machen LiDAR sehr inter-
essant für viele Ansätze mit UA [36, 46, 55, 65, 80, 96].
Kameras passiver Bauart , die zur dreidimensionalen Hindernisdetek-
tion eingesetzt werden, können sowohl monokular als auch multiokular
aufgebaut sein. Eine weit verbreitete Variation eines multiokularen An-
satzes ist der Stereokameraaufbau [7, 45]. Stereoskopie erlaubt es mittels
Triangulation eine indirekte Entfernungsmessung zu bestimmen. Indirek-
te Entfernungsmessungen können ebenfalls mit einer monokularen Kame-
ra ermittelt werden, wenn die extrinsische Transformation zwischen den
Aufnahmen bekannt und die betrachtete Szene statisch ist.
Die indirekte als auch die multiokulare Entfernungsmessung enthält syste-
matische Unzulänglichkeiten, die zu einer quadratisch abnehmenden Ent-
fernungsauflösung mit zunehmender Entfernung führen. Ein weiteres Feh-
lerpotenzial enthalten inkorrekte Korrespondenzzuweisungen, die zu falschen
Entfernungsmessungen führen. Basierend auf den Mängeln, wird den Ent-
fernungsmessungen die mittels Stereoskopie entstanden sind, ein geringe-
res Vertrauen als bspw. Lasermessungen zugesprochen [46].
Aktive Kamerasysteme wie PMD5, die etwa eine Laufzeiten-Messung ver-
wenden, sind beim aktuellen Stand der Technik noch nicht für die Hin-
dernisdetektion an UA geeignet. Der Arbeitsbereich derartiger Systeme ist
stark beschränkt. Eine Erweiterung des Arbeitsbereiches kann zu Mehr-
deutigkeiten führen, die mittels alleiniger Nutzung der PMD-Kamera nicht
aufgelöst werden können.
2.3.2 LiDAR
Im folgenden Abschnitt erfolgt die grundlegende Beschreibung der Sen-
soreigenschaften eines Laserscanners (LiDAR, LRF) zur Entfernungsmes-
sung. Die Beschreibung beschränkt sich auf eine Entfernungsmessung mit-
tels gepulster Laufzeitenmessung.
5engl. Photonic Mixer Device
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Laserstrahl
Ein von einem Laser emittierter Lichtstrahl entspricht nicht einem mathe-
matischen Strahl. Der Laserstrahl ist ein Strahlenbündel, das nach dem






Abbildung 2.3: Strahlendivergenz bei Laserstrahlen
Strahls nimmt mit zunehmender Entfernung Z von der Strahlenquelle zu,
wobei der Zusammenhang hyperbolisch ist. Der minimale Durchmesser
des Strahls wird als Strahlentaille w0 bezeichnet. Eine kleinere Strahlentail-
le führt zu einem größeren Divergenzwinkel γ. Der Strahlendurchmesser






Im Fernfeld, für große Z, ist die Divergenz des Strahlenbündels fast pro-
portional zu Z und die Äste der Hyperbel nähern sich zwei Geraden an.
Die Geraden schließen den Winkel γ ein. Für den Durchmesser w(Z) des
Laserspots auf einem angestrahlten Objekt im Fernfeld gilt




Für die Laufzeitenmessung mittels Laser werden eine Lichtquelle bzw. ein
Transmitter, eine Senke bzw. ein Detektor sowie eine Elektronikeinheit, die
eine Zeitdifferenz bestimmt, verwendet. Ein Aufbau wird in Abbildung 2.4
skizziert. Die Funktionsweise einer gepulsten Entfernungsmessung stellt
sich wie folgt dar. Der Transmitter emittiert einen Laserpuls in Richtung
des Objekts und teilt den Zeitpunkt der Transmission der Zeitmesseinheit


















Abbildung 2.4: Prinzipieller Aufbau für eine Laufzeitenmessung
mit. Trifft der ausgesandte Strahl ein Objekt, wird er diffus reflektiert. Ei-
ne diffuse Reflexion findet statt, wenn die Oberfläche des Objektes eine
große Rauheit relativ zu Wellenlänge λ aufweist. Die Rückstrahlung, auch
als Echo bezeichnet, wird vom Detektor aufgefangen und der Zeitpunkt
der Wahrnehmung wird wiederum dem Zeitmessmodul mitgeteilt. Dem
Zeitmessmodul sind sowohl der Zeitpunkt der Transmission tt als auch
der Detektion td bekannt. Mittels der Zeitspanne
∆t = td − tt (2.16)
lässt sich unter Verwendung der Lichtgeschwindigkeit c die Entfernung
Z = ∆t ⋅ c
2
(2.17)
zwischen Objekt und Laser herleiten.
Wie aus 2.17 ersichtlich, hängt die Messgenauigkeit der Entfernungsmes-
sung allein von der Genauigkeit der Zeitmessung ab. Die Messgenauigkeit
ist unabhängig von der Entfernung, welche zwischen LiDAR und Objek-
toberfläche vorliegt.
Aus Gründen der Vollständigkeit sind noch die Verfahren Frequenzdiffe-
renz oder Amplitudendifferenz zu nennen, mit denen ebenfalls die Entfer-
nung zwischen Laser und Objekt bestimmt werden kann. Auf diese Ver-
fahren soll aber nicht weiter eingegangen werden. Information dazu fin-
den sich u.a. bei Adam [1].
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Intensitätsmessung
Einige Laserscanner [37, 83, 93] messen neben Entfernungen je nach Mo-
dell auch Intensitäten des eingehenden Echos. Die Intensität des Echos,
das ausgehend von einem emittierten Strahl, dessen Remission an einer
Objektoberfläche wieder den Laserscanner erreicht, ist unter anderem von
der Entfernung Z zwischen Objektoberfläche und Laser, dem Ausmaß der
Fernfelddivergenz, der Oberflächenstruktur und dem Eintrittswinkel auf
der Oberfläche abhängig.
Unter der Annahme, dass der verwendete Laserstrahl einer Strahlaufwei-
tung gemäß einer Fernfelddivergenz (Gleichung: 2.15) unterliegt, erfolgt
eine Verteilung der Strahlenergie auf einem Kugelsegment, das proportio-
nal mit dem Quadrat der Entfernung Z zwischen Objekt und Laserquelle
wächst. Die Intensität I6 nimmt folglich mit I ∝ 1/Z2 ab.
Die Oberflächenstruktur bzw. -gestalt des angestrahlten Objekts wirkt über
den Grad der Remission auf die empfangende Intensität ein. Die Remissi-
on beschreibt eine diffuse Reflexion von Wellen im speziellen Licht. Der
Remissionsgrad ρ gibt Auskunft über das Verhältnis von remittierter zu
eingegangener Energie auf der Objektoberfläche, wobei 0 ≤ ρ ≤ 1. Beispiele
für die Remission einiger Materialien zeigt die Tabelle 2.1. Ein Wert von
10% entspricht ρ = 0.1. Für den Einfallswinkels Θ, welcher sich zwischen
Material/ Farbe Remission(%)
Karton, matt schwarz ≈ 10
Karton, grau ≈ 20
Baumstamm ≈ 40
Papier, matt weiß ≈ 80
Aluminium oder Stahl, nicht oxidiert ≈ 110− 150
Reflektor > 2000
Tabelle 2.1: Beispiele für die Remissionsgrade verschiedener Materialien
und Farben [82, S. 8].
Laserstrahl und der Normalen der Objektoberfläche aufspannt, wird da-
von ausgegangen, dass mit zunehmendem Θ weniger Licht diffus in die
Richtung der Quelle remittiert wird [39]. Der Winkel Θ ist limitiert durch
6Leistung pro Fläche
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0○ ≤ Θ ≤ 90○. Zusammengefasst werden die drei Einflussgrößen der Inten-




Neben den drei präsentierten Einflussfaktoren hat auch die Art und Wei-
se der Echo-Auswertung, die von jedem Laser durchgeführt wird, einen
Einfluss auf die vom Laser bereit gestellte Intensität.
Auslenkung des Lasers
Eine einzelne Messung ist hinreichend, um den Abstand zu einem ge-
wünschten Punkt zu bestimmen. Um die Form und Größe eines Objektes
zu erhalten, sind im Allgemeinen mehrere Messungen notwendig. Lasers-
canner können mehrere Messungen an unterschiedlichen Positionen im
Raum durch die Auslenkung des emittierten Strahls erreichen. Zur Aus-
lenkung des Strahls wird entweder mittels einem oder zweier Spiegel der
Strahl in die gewünschte Richtung abgelenkt, oder es wird über Servomo-
toren direkt die Ausrichtung der Strahlenquelle manipuliert.
Die Entfernungsmessung bzw. die Laufzeit des Lichts ergibt den ersten
Freiheitsgrad. Für eine unkorrelierte dreidimensionale Abtastung werden
zwei weitere Bewegungsachsen benötigt. Abbildung 2.5 zeigt exempla-
risch einen derartigen Aufbau eines dreidimensionalen LiDAR.
Basierend auf diesem Aufbau in Abbildung 2.5 werden die kartesischen




z = rcosΘ (2.19)
hergeleitet. Der Radius r innerhalb der Kugelkoordinaten entspricht der
Entfernung Z aus dem vorhergehenden Abschnitt 2.3.2. Abbildung 2.5 zeigt
ein Beispiel für eine Konstruktion, die ein dreidimensionales Abtasten der
Umgebung erlaubt. In der Praxis umgesetzte Systeme beschränken sich oft
auf ein zweidimensionales Scanfeld. Diese Systeme werden u.a. als Einzei-
lenscanner oder monogoner Scanner [75] bezeichnet. Monogone Lasers-
canner nutzen einen flachen Spiegel zur Ablenkung der Strahlen, wobei
die Normale der Spiegeloberfläche nicht parallel zum Strahlenverlauf zwi-
schen Laserquelle und Spiegel ist. Des Weiteren rotiert der Spiegel, wobei
die Rotationsachse parallel zu dem Strahlenverlauf zwischen Laserquelle









5. vertikale Rotationsachse Θ




Abbildung 2.5: Ablenkung eines Laserstrahls mit zwei rotatorisch gelager-
ten Spiegeln.
und Spiegel verläuft. Durch diesen Aufbau entsteht ein zweidimensiona-
les Sichtfeld. Ein Messpunkt pl setzt sich aus dem Rotationswinkel Φ des
Spiegels und der Entfernung z zusammen. Alle Strahlen und somit auch
die Messungen liegen innerhalb einer Ebene E ∶ pl(z,Φ). Bezogen auf die
Abbildung 2.5 ist Θ = const.
Punktwolke
Mit den präsentierten Scannern, ob zwei- oder dreidimensional, können
verschiedenste Szenen abgescannt werden, was je nach Dichte der Abtas-
tung und Größe des Scanfeldes eine Vielzahl von Messungen ergibt. Eine
zusammenhängende Ansammlung der Messungen wird als Punktwolke
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C ∶ p(x, y, z) ∈ R bezeichnet. Das einmalige Abfahren des gesamten Sicht-
feldes wird oft als Scan bezeichnet. Ein Scan A enthält eine Punktwolke C,
welcher im Allgemeinen einem Erstellungsdatum t zugeordnet ist.
Ein Laserscanner tastet das zur Verfügung stehende Scanfeld seriell ab. Das
heißt, dass jede Orientierung (Φ,Θ) des Strahls separat angefahren wird
und die einzelnen Messungen nacheinander erfolgen, bis das komplette
Scanfeld mit der definierten Winkelauflösung abgetastet ist. Innerhalb der
Zeitspanne ∆t, die der Scanner benötigt, um von einer Orientierung in die
nächste zu verfahren, können von außen Bewegungen auf den Scanner
aufgebracht werden. Die Bewegungen können bspw. durch einen Roboter,
ein Fahrzeug oder ein Flugzeug erzeugt werden, an dem der Scanner mon-
tiert ist. Der Sensorträger bewegt sich gegenüber dem Weltkoordinaten-
system, was ebenfalls zu einer Posenänderung des Scanners bezüglich des
lokalen Weltkoordinatensystems führt. Die von dem Scanner abzutasten-
den Objekte befinden sich ebenfalls im Weltkoordinatensystem. Die Kom-
bination der einzelnen Lasermessungen direkt im Koordinatensystem des
Lasers mittels einer Punktwolke Ct sowie eine Transformation von Ct zum
Zeitpunkt t in das lokale Weltkoordinatensystem unter Kenntnis der Sen-
sorträgerbewegung berücksichtigt nicht die Bewegung, welche zwischen
den einzelnen Messungen auftritt. Dieses führt zu einer Verfälschung von
Ct im Weltkoordinatensystem. Eine von der Bewegung bereinigte Punkt-
wolke kann mittels einer Transformation
(oTl,tp)−1 = (oTb,tp)−1 (bTl,tp)−1 , (2.20)
jeder einzelnen Messung pl zum Zeitpunkt ihre Erstellung tp in das von
der Bewegung unabhängige lokalen Weltkoordinatensystem erreicht wer-
den. Die Transformation erfolgt mittels der Parameter Φob,tp und tob,tp des
Laserscanners, sowie der Approximationen tob,tp und Φob,tp des Navigati-
onsfilters 2.13, die zum Zeitpunkt pl vorliegen.
Abbildung 2.6 zeigt diesen Zusammenhang beispielhaft anhand eines La-
serscanners, der sich translatorisch entlang seiner z-Achse auf ein Objekt
Oo zu bewegt. Das Objekt ist bezüglich des lokalen Weltkoordinatensys-
tems definiert. Die Transformation oTl,tp zwischen Laserscanner und lo-
kalem Weltkoordinatensystem ist zu jedem Zeitpunkt tp ideal bekannt.
Während der Bewegung erfolgen n-Messungen über eine Zeitspanne von(n − 1)∆t, wobei ∆t die Zeitspanne zwischen zwei Messungen beschreibt.
Wird jede Messung pl zum Zeitpunkt ihrer Erzeugung in das lokale Welt-
koordinatensystem transformiert und dort zu einer Punktwolke C aus den
Messungen po,t bis po,t+(n−1)∆t zusammengesetzt, ergibt sich die durchge-
hend schwarz gezeichnete Objektoberfläche. Werden die Messungen dage-
gen direkt im Laserkoordinatensystem zu einer Punktwolke C kombiniert













Abbildung 2.6: Bewegungsbereinigte Laserscannermessungen durch eine
Transformation der Daten in das lokale Weltkoordinaten-
system.
und zum Zeitpunkt t + (n − 1)∆t mit den zu diesem Zeitpunkt vorliegen-
den Parametern des Navigationsfilters in das lokale Weltkoordinatensys-
tem transformiert, ergibt sich die grau gepunktete Objektoberfläche. Die
unterschiedliche Abbildung von Oo ist somit auf die unterlassene Berück-
sichtigung der Bewegung innerhalb der Laserkoordinaten zurückzufüh-
ren.
Umweltbedingte Detektionsfehler
Der von dem Laserscanner ausgesendete Lichtstrahl entspricht, wie erläu-
tert, nicht einem ausdehnungslosen Strahl im mathematischen Sinne. Der
Querschnitt des Strahls bedeckt eine Fläche
A(Z) ≈ pi ⋅ (w(Z)
2
)2 , (2.21)
deren Ausdehnung durch die Entfernung zwischen Quelle und beleuchte-
tem Objekt bedingt ist. Je nach Größe der Fläche und des Eintrittswinkels
des Lichtstrahls auf einer Objektoberfläche variiert der zeitliche Abstand
zwischen der ansteigenden und abfallenden Signalflanke des reflektierten
Echos. Es ergibt sich pro Laserpuls aber ausschließlich ein Echo, das in
seiner Länge variiert. Basierend auf der Ausdehnung eines Strahls kann
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die Situation eintreten, dass mehrere Objekte durch einen einzelnen Strahl
beleuchtet werden. Bei der simultanen Bestrahlung bspw. zweier Objek-
te unterschiedlicher Entfernungen ergeben sich zwei Echos, die basierend
auf einem gemeinsamen Quellimpuls den Detektor des Laserscanners un-
abhängig, zu unterschiedlichen Zeitpunkten, erreichen. Die Laufzeitmes-
sung ergibt für das Objekt im Vordergrund eine Zeitspanne ∆t f und für
das Objekt im Hintergrund eine Zeitspanne ∆tb, wobei ∆t f < ∆tb ist. Das
beschriebene Phänomen wird von Böhler [15] als „Edge Effect“ bezeichnet.
∆tb
∆t f∆t
Abbildung 2.7: Edge Effect: ein ausgesendeter Laserpuls generiert durch
die simultane Beleuchtung von zwei Objekten, zwei Echos.
In der Praxis [37, 83] sind mehrere Verfahren umgesetzt, wie Multiechos
behandelt werden. Das einfachste Vorgehen ist eine ausschließliche Nut-
zung eines der Echos. Aus konservativen Sicherheitsgründen wird die Nut-
zung des ersten Echos bevorzugt, welches das nächstliegende Objekt zur
Strahlenquelle beschreibt. Ein weiteres Vorgehen ist die Bildung des Mit-
telwerts über mehrere Echos. Dieses Vorgehen führt zu einer gemittelten
Entfernungsmessung, die auch als „Mixed Pixel“ [40, 71] bezeichnet wird.
Problematisch bei diesem Vorgehen ist, dass nicht das nächstliegende Ob-
jekt angezeigt wird und sich zwischen dem berechneten Strahlenende und
der Laserquelle somit „unbetrachtete“ Objekte befinden können.
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Die Detektion des Laserlichts basiert auf einer diffusen Reflexion an einer
Oberfläche, deren Rauheit größer der Wellenlänge des reflektierten Lichts
ist. Bei Oberflächen, wie Spiegel oder Wasser, die diese Anforderungen
nicht notwendig erfüllen, treten gerichtete, totale Reflexion und Brechung
auf. Das Licht wird nicht immer zur Quelle reflektiert und es erfolgt keine
Signalisierung der Oberflächen.
Unterschiedlich farbige und reflektive Oberflächen führen bei identischer,
konstanter Entfernung zu variierenden Entfernungsmessungen. Bei farbi-
gen Oberflächen ist dies auf das Zusammenspiel zwischen Wellenlänge
des Laserlichts und der Oberflächen zurückzuführen [71]. Unterschiedli-
che Graufärbungen bzw. Materialien haben unterschiedliche reflektive Ei-
genschaften, die die reflektierte Lichtmenge reduzieren können und damit
ebenfalls Einfluss auf die Eigenschaften des Echos haben[15]. Von Herbert
[40] wird die Beeinflussung von Entfernungsmessungen durch die Intensi-
tät als „Range/Intensity crosstalk“ bezeichnet. Der Einfluss von Farbe und
Reflektivität auf die Hindernisdetektion ist allerdings vernachlässigbar.
Die Reflexion von Licht an Oberflächen beinhaltet sowohl gerichtete als
auch diffuse Bestandteile. Der Eintrittswinkel des Lichts auf die Objekto-
berfläche hat einen Einfluss auf die Menge der Energie, die an die Quelle
zurückgestrahlt wird. Je kleiner der Eintrittswinkel ist, desto größer ist die
Messgenauigkeit, welche mit zunehmendem Winkel abnimmt. Okubo [71]
zeigt in einem Beispiel, dass ab einem Eintrittswinkel größer ±30○ keine
sinnvolle Detektion mehr möglich ist.
Das Auftreten von Abweichungen, welche auf die Objekteigenschaften zu-
rückzuführen sind, kann im Vorfeld bspw. bei einer Kalibrierung nicht be-
rücksichtigt werden.
Interpretation von Laserdaten
Die Daten, die ein Sensor bereitstellt, entsprechen nur bedingt der Realität.
Externe Einflüsse und Fehler erzeugen Abweichungen vom Ideal. Für ei-
ne realistische Einschätzung der approximierten Messung ist eine Berück-
sichtigung der entsprechenden Einflussfaktoren notwendig. Die jeweiligen
Einflussfaktoren sind vom Sensortyp abhängig und können in einem Sen-
sormodell kombiniert werden.
Sensormodelle werden in direkte bzw. physikalische Sensormodelle und
inverse Sensormodelle unterteilt [90]. Ein physikalisches Sensormodell be-
schreibt die erwartete Messung bzw. die Wahrscheinlichkeitsverteilung ei-
ner Messung auf Basis eines bekannten Objektes. Voraussetzung sind die
spezifischen Eigenschaften wie bspw. Reichweite, Auflösungsvermögen,
Rauschverhalten und Messmethodik. Mittels eines inversen Sensormodells
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wird, ausgehend von einer gegebenen Sensormessung p, auf die Wahr-
scheinlichkeit eines Objektes an der prognostizierten Position geschlossen.
Die Herleitung eines inversen Sensormodells basiert auf dem physikali-
schen Sensormodell des jeweiligen Sensors. Thrun et. al [88] nutzten zur
Herleitung eines inversen Sensormodells eine Zufallskarte, von der mit-
tels eines direkten Sensormodells Messungen abgeleitet werden. Die abge-
leiteten Messungen bilden die Grundlage für Wahrscheinlichkeitsaussagen
über die Gestalt der Ausgangskarte.
Dieses Vorgehen ist aufwendig, da auf einer großen Strichprobenbasis ope-
riert wird, um repräsentative Ergebnisse zu erreichen. Ein pragmatischeres
Vorgehen schlagen Elfes [24] und Elsner [25] vor. Aufbauend auf der An-
nahme der klassischen Physik, „Wo ein Körper ist kann kein weiterer sein“
bzw. einer ungehinderten, geradlinigen Sicht vom Sensorursprung auf den
Objektpunkt p, wird von einem freien Raum zwischen beiden Punkten
ausgegangen. Dieser Objektpunkt stellt eine Unterbrechung des Strahls
dar, was auf die Belegung des Raumes mit einem Objekt schließen lässt.
Das Vertrauen, das den Entfernungsapproximationen des Fusionssensors
entgegengebracht werden kann, beruht auf dem Vertrauen, das die Einzel-
sensoren bereitstellen.
Anhaltspunkte für das jeweilige Vertrauen, das in die Messergebnisse der
einzelnen Sensoren gesetzt werden kann, finden sich bei den jeweiligen
Messmethoden und deren physikalischen Eigenschaften.
Physikalisches Sensormodell Der Laserscanner generiert Entfernungs-
messungen, die dreidimensional verortet werden können. Ein Sensormo-
dell, das verdeutlicht, mit welcher Wahrscheinlichkeit eine tatsächliche Ent-
fernungsmessung von der erwarteten Messung abweicht, wird von Fox
[28], Burgard und Thrun [87] vorgestellt. Ursachen für die Differenzen zwi-
schen der Erwartung und der tatsächlicher Messung sind Messauflösung,
-rauschen, unerwartete Objekte, übersehene Objekte und zufällige Mes-
sungen.
Die Abweichungen, die auf Messauflösung und -rauschen zurückzuführen
sind, werden von Fox et al. durch eine Gauß-Verteilung umgesetzt, wobei
der Erwartungswert der erwarteten Objektentfernung entspricht. Die Auf-
lösung bzw. das Rauschen kann unter anderem durch externe Einfluss-
faktoren wie Beleuchtung, Oberflächenstruktur, Material oder Entfernung
variieren.
Fox et al. verwenden die Entfernungsmessungen für die Kartierung der
Umwelt. Bei der Kartierung wird sich vornehmlich auf statische Objekte
konzentriert. Die Aufzeichnungen der Messungen erfolgen allerdings in
einer dynamischen Umwelt, was dazu führt, dass unerwartete, dynami-
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sche Objekte die Messungen kreuzen. Dynamisches Objekt können Perso-
nen, Fahrzeuge aber auch kleine Objekte, wie Regentropfen oder Staub,
sein. Die Detektion von dynamischen Objekten führt zu Abweichungen
gegenüber der erwarteten statischen Objektkulisse.
Neben der Detektion von unerwarteten Objekten können erwartete Ob-
jekte aufgrund ihrer Oberflächeneigenschaften übersehen werden. Aus-
gehend von einem Laser können Objektoberflächen mit optischen Eigen-
schaften Einfluss auf den Strahlenverlauf des Lasers nehmen. Eine Absorp-
tion oder eine gerichtete Reflexion eines Strahls verhindern eine diffuse
Reflexion oder führen zu einer Reflexion an nachgelagerten Oberflächen.
Oberflächen mit derartigen Eigenschaften sind unter anderem Glas, Was-
ser bzw. Oberflächen, deren Rauheit unter der Wellenlänge des eingesetz-
ten Lichts liegt.
Führen die Oberflächeneigenschaften zu einer gerichteten Reflexion, kann
ein abgelenkter Strahl ein anderes Objekt treffen. Die Folge kann eine dif-
fuse Reflexion an der Oberfläche des zweiten Objekts sein, dessen Ergebnis
ein Echo ist, das den Laserscanner erreicht. Dieser Vorgang wird als Mehr-
wegeausbreitung bezeichnet. Wird nach einer gerichteten Reflexion kein
weiteres Objekt vor Erreichen der maximalen Messdistanz des Lasers ge-
troffen, wird keine Messung aufgezeichnet. Nicht detektierbar sind ebenso
Oberflächen bei denen eine totale Reflexion des Lichts auftritt.
Fox et al. drücken die Wahrscheinlichkeit, dass eine initiierte Entfernungs-
messung zu einem bekannten Objekt kein Echo generiert bzw. die bestimm-
ten Messresultate außerhalb des maximalen Messbereiches des Sensors lie-
gen, mit einer speziellen Gleichverteilung am äußersten Rand des Wahr-
nehmungsbereiches aus.
Reale, unerwartete Objekte beeinflussen einen Laserstrahl ausschließlich,
wenn sie sich zwischen der Laserquelle und dem erwarteten Objekt befin-
den. Fox et al. berücksichtigen unerwartete Objekte ebenfalls hinter dem
erwarteten Objekt. Die Detektion eines unerwarteten Objekts hinter dem
erwarten Objekt ist nur möglich, wenn der Stahl, der die Entfernung zwi-
schen Laserquelle und dem naheliegenden Objekt angibt, ein Objekt durch-
dringt oder an seiner Oberfläche reflektiert wird. Die erste Variante tritt
bei transparenten Objekten wie Glas oder Eis ein. Eine Reflexion hätte zur
Folge, dass der Strahl an einem anderen Objekt reflektiert wird und die be-
stimmte Entfernung damit größer als die erwartete ist.
Fox et al. setzten zur Berücksichtigung von dynamischen Objekten und
Mehrwegeausbreitung eine geometrische Verteilung an, die mit zuneh-
mender Entfernung abnimmt und bei der maximalen Sensorreichweite en-
det. Schlussendlich berücksichtigen Fox et al. noch zufällige Messungen,
für die es keine Erklärung gibt. Diese Messungen können bei jeder Ent-
34 Kapitel 2 Grundlagen
fernung zur Laserquelle auftreten und sind gleichmäßig über die Sensor-
reichweite verteilt.
Abbildung 2.8 zeigt die Kombination der drei Verteilungen zu einem Sen-
sormodell. Die Gauß-Verteilung in blau repräsentiert Sensorauflösung und
Rauschen. Der rote Bereich zeigt eine geometrische Verteilung, welche für
die Wahrscheinlichkeit steht, ein unbekanntes Objekt zu detektieren. Der
grüne Abschnitt verdeutlicht die Wahrscheinlichkeit von unklaren Mes-
sungen mittels einer Gleichverteilung. Der Sprung in Höhe der maximalen
Sensorreichweite steht für die Wahrscheinlichkeit, eine Messung zu gene-
















Abbildung 2.8: Kombiniertes Sensormodell nach Fox et al. [28].
Inverses Sensormodell Ein inverses Sensormodell wird eingesetzt, um
auf Basis einer Sensormessung p auf die Umgebung zu schließen. Von be-
sonderem Interesse ist hierbei, ob Teile des Raumes frei oder von Objek-
ten belegt sind. Ausgehend von einem Sensor, der mittels eines Strahls
eine Entfernungsmessung Zp erzeugt, wird Auskunft über die Belegung
des von dem Strahl durchschnittenen Raums gegeben. Vorgestellt wurde
das inverse Sensormodell von Elfes [24], wobei vom Idealfall einer Ent-
fernungsmessung ausgegangen wird. Ausgehend von einer ungehinder-
ten, gradlinigen Sicht vom Sensorursprung auf den Objektpunkt p kann
der Raum zwischen beiden Punkten als frei betrachtet werden. Der Ob-
jektpunkt stellt eine Unterbrechung des Strahls dar, was die Belegung des
Raumes verdeutlicht. Die Unterbrechung des Stahls durch p verhindert ei-
ne weitere Betrachtung des Raumes. Aufbauend darauf ist folglich keine
Einordnung in die Kategorien frei bzw. belegt nach dem Durchlaufen von
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p möglich. Zur Vervollständigung des Zustandsraumes wird die Katego-
rie „unbekannt“ für den Raum nach dem Objektpunkt bis zur maximalen
Sensorreichweite Zmaxverwendet [7]. Über den Verlauf des Strahls ergibt
sich die Belegungswahrscheinlichkeit
p(Z, Zp) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 für 0 ≤ Z < Zp,
1 für Z = Zp,
0.5 für Zp < Z ≤ Zmax, (2.22)









Abbildung 2.9: Inverses Sensormodell abgeleitet von einer idealen Sensor-
messung, nach Elfes [24].
Die Ausführungen in Abschnitt 2.3.2 verdeutlichen, dass die Anwendung
eines idealen Sensormodells eine Vereinfachung darstellt. Für eine realis-
tischere Berücksichtigung einer Messung wird das ideale Sensormodell
um mögliche Fehlerquellen erweitert [46]. Aufbauend auf dem physika-
lischen Sensormodell wird die Signifikanz der Freiraumbewertung sowie
der Messung selbst reduziert. Die Reduktion der Signifikanz spiegelt die
Möglichkeit wider, dass Hindernisse „übersehen“ werden oder die erhal-
tende Messung auf einer Mehrwegeausbreitung beruht.
Die Belegtheitswahrscheinlichkeit p(Z, Zp) für ein realistisches, inverses
Lasermodell ergibt sich wie folgt
p(Z, Zp) = pbase(Z, Zp)+ pobj(Z, Zp). (2.23)
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Die Belegungswahrscheinlichkeit pbase ist die grundlegende Belegung der
Zellen vor und nach der Detektion der Messung. Folglich ist
pbase(Z, Zp) = ⎧⎪⎪⎨⎪⎪⎩p f ree für 0 ≤ Z < Zp,punknown für Zp ≤ Z < Zmax. (2.24)
Für die Belegtheitswahrscheinlichkeit p f ree werden Werte von 0 < p f ree <
punknown empfohlen, wobei punknown = 0.5 ist.
Die Berücksichtigung des Sensorrauschens bei der Belegungswahrschein-
lichkeit der Messung erfolgt mittels einer Gauß-Verteilung durch




+ punknown − pbase(Z, Zp)) e(− (Z−Zp)22σ2l ). (2.25)
Mittels des Parameters σl wird das Rauschen bzw. das Auflösungsvermö-
gen des Sensors berücksichtigt. Für den Laser ist σl von der Entfernung
unabhängig konstant. Der Parameter ηl wird zur Signifikanzreduktion der
Messung p verwendet. Für die Definition von ηl muss gelten,∀Z ≥ Zmin ∶ {p(Z, Zp) ∈R∣0 ≤ p(Z, Zp) ≤ 1}. (2.26)









Abbildung 2.10: Inverses Sensormodell unter Berücksichtigung der von
Fox et al. [28] dargelegten Fehlerquellen.
Tritt der Zustand Zmax < Zp ein, gilt für den betrachteten Strahl
p(Z, Zp) = p f ree für Z < Zmax. (2.27)
Für Entfernungen Zmax ≤ Z ≤ Zp wird kein p(Z, Zp) ermittelt.
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2.3.3 Monokulare Kamera
Lochkameramodell
Als Grundlage eines realen Kameramodells dient das Lochkameramodell.
Das Lochkameramodell generiert eine abbildungsfehlerfreie, perspektivi-
sche, zentralisierte Abbildung des Blickfeldes auf die Bildebene mittels ei-
ner unendlich kleinen Blendenöffnung. Der Aufbau ist ein zentriertes Sys-
tem, wobei die Mittelpunkte der zentrierten, sphärischen Flächen auf einer
Geraden, der optischen Achse, liegen. Alle Lichtstrahlen, die von Objekten
auf die Bildebene verlaufen, schneiden sich im Projektionszentrum Oc auf
der optischen Achse. Der Abstand zwischen Oc und dem Bildhauptpunkt














nalen Punktes p = (x, y, z) aus dem System o in Bildebenenkoordinaten
q = (x′, y′), beschrieben mit homogenen Koordinaten, ist für ein Lochka-
meramodell
q = Pp. (2.28)
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Die Projektion P ist eine Kombination der intrinsischen und extrinsischen









ist durch den inneren Aufbau der Kamera definiert und setzt sich aus
der Position des Bildhauptpunktes H(x0, y0), der Kamerakonstanten c, der
Scherung Θ der Bildachsen sowie der Abmessungen eines Bildpunktes in
beiden Dimensionen (sx, sy) zusammen. Die extrinsischen Parameter set-
zen sich aus der Position toc und Orientierung Roc des Kamerakoordina-
tensystems c im Weltkoordinatensystem o zusammen
P = KR−1oc [I∣− toc] (2.30)
[61, S. 52]. Eine Abbildung eines Objektpunktes auf die Bildebene ohne Be-
rücksichtigung der Rotation R = I und Translation t = (0, 0, 0)T der Kamera
im Weltkoordinatensystem ergibt somit
q = Kp. (2.31)
Bei der Abbildung auf die Bildebene geht die Information der Entfernung
zwischen Bildebene und Objektpunkt dem Kamerakoordinatensystem ver-
loren. Auf der Bildebene sind ausschließlich relative Abmessungen von
Objekten bekannt. Aus diesem Grund ist eine Rückprojektion von der Bil-
debene auf den Objektpunkt allein mittels der Informationen, die ein Ka-
merabild bereitstellt, nicht möglich. Es können ausschließlich Aussagen
zum Strahl gemacht werden, der ausgehend vom Objektpunkt den Bild-
punkt generiert hatte. Wo sich der Objektpunkt auf dem Strahl befindet
ist dagegen unbekannt. Monokulare Kamerabilder werden auch als skalie-
rungsinvariant bezeichnet.
Aberrationen
Das Lochkameramodell ist ein symmetrisches optisches System und er-
möglicht eine abbildungsfehler- bzw. aberrationsfreie Projektion. In der
Praxis eingesetzte Kamerasysteme, die optische Systeme wie Linsen oder
Spiegel verwenden, erfüllen diesen Idealfall nicht. Aus diesem Grund ist es
notwendig, das Lochkameramodell um diese Komponenten zu erweitern.
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Verzeichnung oder radial-symmetrische Aberrationen entstehen bei der
Verwendung von asymmetrischen Optiken. Für derartige Optiken entspricht
der Einfallswinkel τ in das optische System nicht dem Austrittswinkel τ′,
was zu einer radialen Abweichung ∆r auf der Bildebene führt.
Chromatische Aberrationen liegen vor, wenn ein frequenzabhängiger
Brechungsindex des optischen Mediums zur Dispersion des Lichts führt.
Dieser Vorgang generiert, abhängig von der Frequenz, unterschiedliche
Brennpunkte F, was zu einer Reduktion der Bildschärfe führt. Monochro-
matisches Licht führt zu einer Abweichung, die der radial-symmetrischen
Verzeichnung entspricht. Polychromatisches Licht führt zu einer radialen
Verschiebung, welche je nach Frequenz unterschiedlich ausgeprägt ist (Re-
genbogen).
Sphärische Aberrationen führen zu einer Verschiebung ∆ f des Brenn-
punktes, abhängig von dem Einfallsradius. Der Einfallsradius ist der or-
thogonale Abstand zwischen dem einfallenden Licht und der optischen
Achse im Objektraum. Mit zunehmendem Einfallsradius werden Strahlen
stärker gebrochen, was zu einer Verschiebung von F′ in Richtung des bild-
seitigen Projektionszentrums O′ führt. Qualitativ hochwertige Objektive
sind weitestgehend frei von sphärischer Aberration. Aus diesem Grund ist
eine Berücksichtigung in der Modellierung nicht notwendig [61, S. 42].
Astigmatismus und Bildfeldwölbung sind zwei eng verknüpfte Aber-
rationen, welche für Strahlenbündel auftreten, deren Objektpunkt nicht
auf der optischen Achse liegt und die schräg in die Linse einfallen. Der
schräge Einfall des Bündels auf die brechende Fläche führt zu unterschied-
lichen Winkeln bei der Brechung und generiert eine Abbildung, welche
nicht in einen Bildpunkt sondern in einen elliptischen unscharfen Fleck re-
sultiert. Eine Berücksichtigung dieser Aberrationen findet im Allgemeinen
nicht statt, da davon ausgegangen wird, dass basierend auf entsprechen-
den Linsenkonstruktionen die entstehenden Abweichungen unterhalb der
messbaren Größen liegen.
Koma ist eine Kombination von sphärischer Aberration und Astigmatis-
mus, welche bei schräg zur optischen Achse einfallenden Strahlenbündeln
auftritt und anstelle eines scharfen Bildpunktes einen Bildpunkt mit zum
Bildrand gerichtetem „Schweif“ (griech. κoµα = Haar) generiert.
Bis zu diesem Punkt präsentierte Aberrationen basieren auf der Form der
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Linse, wobei aber davon ausgegangen wird, dass es sich bei der Linse,
um einen rotationssymmetrischen Körper handelt, dessen Rotationsach-
se auf der optischen Achse liegt. Dieses ist bei in der Praxis eingesetz-
ten Optiken aber nicht immer der Fall. Schiefstellung und Dezentrierung
der Linsen führen zu einer gekrümmten optischen Achse, wodurch radial-
symmetrische Effekte von tangentialer und asymmetrischer Verzeichnung
überlagert werden.
Neben der Lage und Position der Linsen sind eine Schiefstellung der Bil-
debene oder deren Achsen zueinander möglich. Eine nicht zur optischen
Achse orthogonale Bildebene führt zu projektiven Abbildungsfehlern. Nicht
orthogonale Bildkoordinatenachsen (Scherung) bzw. eine ungleichmäßige
Skalierung dieser führen zu einer affinen Verzeichnung.
Die Abweichungen, die durch die Abbildungsfehler gegenüber dem idea-
len Lochkameramodell entstehen, werden mittels des Korrekturterms
∆q(∆x,∆y) im Bildkoordinatensystem ausgedrückt. Die Verzeichnungen
beziehen sich auf den Bildhauptpunkt H, weswegen eine Normierung ei-
nes gemessenen, verzeichneten Bildpunktes q(x, y) gegenüber diesem durch-
geführt wird. Der um den Bildhauptpunkt korrigierte Bildpunkt
q○(x○, y○) = q −H (2.32)
und der dazugehörige Bildradius
r○ = √x○2 + y○2 (2.33)
ermöglichen eine Berechnung der um die Verzeichnung korrigierten Bild-
koordinaten
q′ = q○ −∆q bzw. q○ = q′ +∆q. (2.34)
Der Korrekturterm ∆p′ enthält radial-symmetrische ∆psym, asymmetrische
∆pasym und affine ∆pa f f Elemente:
∆q = ∆qsym +∆qasym +∆qa f f . (2.35)
Der Anteil der radial-symmetrischen Verzeichnung lässt sich mittels
∆r○sym =A1r○3 + A2r○5 + A3r○7 − r○(A1r20 + A2r40 + A3r60)
∆qsym =p′∆r○symr○ (2.36)
bestimmen [19]. Die Verzeichnungsparameter A1 bis An werden mittels
Reihenentwicklung der Seidel-Reihe hergeleitet. Die tangentiale und radial-
asymmetrische Verzeichnung wird durch
∆xasym =B1(r○2 + 2x○2)+ B2x○y○
∆yasym =B2(r○2 + 2y○2)+ B1x○y○ (2.37)
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beschrieben [19]. Der Bestandteil der Affinität und Scherung geht mittels
∆xa f f =C1x○ +C2y○
∆ya f f =0 (2.38)
in die Gesamtverzeichnung ein [22].
Wie aus den Berechnungen ersichtlich ist, werden die verzeichneten und
normierten Koordinaten q′ mittels der nicht verzeichneten Koordinaten q′′
bestimmt. Dieses Vorgehen ist nicht invertierbar, so dass eine Bestimmung
von q′′ aus einem gemessenen Bildpunkt q′ nur iterativ möglich ist. Ein
von Tsai und Lenz [57, 92] präsentiertes Verfahren ermöglicht eine Invertie-
rung, berücksichtigt allerdings nur die radial-symmetrische Verzeichnung.
Dieses führt zu Defiziten bei der Genauigkeit [29].
2.4 Segmentierung
2.4.1 Überblick
Die Aufteilung eines Bildes bzw. die Gruppierung von Bildelementen wie
Pixel oder Voxel7 zu zusammenhängenden Regionen wird in der Bild-
verarbeitung und Computergrafik als Segmentierung bezeichnet. Die Seg-
mentierung erfolgt mittels eines Homogenitätskriteriums, welches die Ele-
mente (Pixel, Voxel) in Mengen anforderungsbedingt gruppiert. Die Attri-
bute einer Segmentierung sind:
• vollständig, jedes Pixel wird mindestens einem Segment zugeordnet,
• überschneidungsfrei, kein Pixel ist mehreren Segmenten zugeordnet
und
• zusammenhängend, jedes Segment bildet eine zusammenhängende
Region.
Formal ergibt sich für eine vollständige, überschneidungsfreie und zusam-
menhängende Segmentierung einer gegebenen Menge B mit den Elemen-
ten p1, ..., pn und die gesuchten Segmente Si folgende Darstellung:⋃
i=1,...,s Si = B
Si⋂Sj = ∅
ps ∈ Sj, pt ∈ Si ∶ ps ∼ pt ⇔ i = j.
(2.39)
7Gitterpunkt in einem dreidimensionalen Gitter. Vergleichbar einem Pixel in einem zweidi-
mensionalen Gitter.
42 Kapitel 2 Grundlagen
Die Segmentierung von B erfolgt mit dem Ziel, Objekte voneinander bzw.
vom Hintergrund zu separieren, um einen objektbasierten Zugriff auf die
einzelnen Segmente zu ermöglichen.
Der Raum, der zwei- bzw. dreidimensional abgebildet wird, kann eine
große Anzahl von Objekten enthalten, die sich gegenseitig überlappen. Die
Frage, die sich daraus ergibt, ist, welche Regionen gehören zu welchem
Objekt bzw. wie homogen sind die Objektoberflächen bezüglich eines be-
stimmten Kriteriums.
Ansätze der Segmentierung können in vier grundlegende Konzepte unter-
schieden werden: pixel-, region-, kanten- sowie modellbasierte Verfahren
[49, S. 449]. Die Entscheidung, welcher Ansatz zur Segmentierung gewählt
wird, ist durch die Ausgangsmenge B und das gewünschte Ergebnis be-
dingt.
Pixelbasierte Verfahren sind einfach, flexibel und schnell. Für jedes Pi-
xel wird eine von dessen Nachbarn unabhängige Einzelentscheidung ge-
fällt, zu welcher Region das Pixel gehört. Dies führt nicht selten zu kohä-
renten Regionen, darüber hinaus ist nicht geklärt, in welchem Zusammen-
hang das einzelne Pixel zu der Gruppe steht. Pixel-basierte Ansätze weisen
eine starke Anfälligkeit für Helligkeitsänderungen auf, was zu Schwächen
bei dynamischen oder teilweisen Beleuchtungsänderungen führt. Das Er-
gebnis weist zusätzlich eine sehr starke Abhängigkeit von den Schwell-
wertparametern auf, was in dynamischen Umgebungen eine kontinuierli-
che Adaption nötig macht.
Regionbasierte Verfahren, auch als flächen-orientierte Verfahren bezeich-
net, betrachten die Punktmenge des Bildes als Gesamtheit. Eingesetzte Ver-
fahren sind u.a. Region Growing [49, S. 455], Split and Merge, Pyramid
Linking oder Region Merging. Alle dieser Verfahren erzeugen prinzipiell
zusammenhängende Segmente. Die Überschneidungsfreiheit der Segmen-
te ist allerdings nicht garantiert. Probleme Region-orientierter Verfahren
sind u.a. die Wahl des Keim oder Seed Punktes (Region Growing), die For-
mulierung des Homogenitätskriteriums und Abbruchkriteriums.
Kantenbasierte Verfahren gehen auf die Idee zurück, dass Kanten häu-
fig den Konturen von Objekten entsprechen. Gegenüber Pixel- oder Region-
orientierter Verfahren werden die Segmente nicht als Flächen sondern de-
ren Umrandungen extrahiert. Für die Extraktion eines Segments folgt auf
die Kantenidentifikation meist eine Kantenverfolgung, deren angestrebtes
Resultat eine zusammenhängende Kontur ist, die das Segment umrahmt.
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Probleme für die Verfolgung stellen Verzweigungen, Kreuzungen sowie
Lücken in der Kontur dar. Eine einmalige Fehlberechnung führt oft zu
falscher Kontur.
Modellbasierte Verfahren verwenden a-priori-Wissen bzw. ein Modell,
welches über das gesuchte Segment vorliegt, um dieses anhand einer pa-
rametrisierten Suche im Bild wiederzufinden. Der Einsatz einer modell-
basierten Suche liefert bei bekannten Segmenten gegenüber einer generel-
len Segmentierung mit pixel-, region- und kantenbasierten Verfahren oft
ein besseres Ergebnis. Der Einsatz von modellbasierten Ansätzen ist aller-
dings auf a-priori-Wissen angewiesen, was den Einsatz auf Szenarien mit
bekannten Modellen beschränkt. Modellbasierte Ansätze sind u.a. Hough-




Eine Kantendetektion ist eine lokale Operation um flächige, homogene Be-
reiche innerhalb der Bildebene voneinander zu trennen. Voraussetzung da-
für ist, dass sich die Flächen hinsichtlich ihrer Grau-, Farbwerte, Hellig-
keit oder Textur hinreichend unterscheiden. Die Aufgabe des Detektors ist
die Identifikation dieser Schwelle zwischen homogenen Bereichen und die
Markierung als Kante. Darüber hinaus sollen homogene Bereiche als diese
auch wahrgenommen und nicht geteilt werden.
Eine Kante ist eine Änderung der Intensität8 auf engstem Raum entlang
einer ausgeprägten Richtung. Je stärker die Änderung ausfällt, desto in-
tensiver wird die Struktur als Kante interpretiert.
Zur Identifikation der Intensitätsvariationen sowie der Unterdrückung von
konstanten Intensitätswerten sind Ableitungsoperationen geeignet. Die Stär-
ke einer Intensitätsänderung über einen begrenzten Ausdehnungsbereich
kann mittels der ersten Ableitung über deren Verlauf bestimmt werden.
Diese besitzt je nach Intensitätsveränderung ein Maximum oder ein Mini-
mum an der Position der Kante. Mittels der zweiten Ableitung wird die
Position der Kante bzw. deren steilster Anstieg oder Abfall durch einen
Nulldurchgang repräsentiert. Die partiellen Ableitungen eines Bildes ent-
lang beider Koordinatenachsen erfolgt auf Pixelebene mit,
∂l
∂u
(u, v) bzw. ∂l
∂v
(u, v), (2.40)
8 Intensität bezeichnet die Energie pro Zeit pro Fläche, [J/(sm2)] bzw. [W/m2].
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wobei u und v die Koordinatenrichtungen repräsentieren. Basierend auf
einem zweidimensionalen Bild I ergibt sich der Gradientenvektor




(u, v)]T . (2.41)
Der Betrag des Gradientenvektors,










ist gegen Rotationen des Koordinatensystems invariant [49, S. 334]. Dis-
krete digitale Bilder sind nicht differenzierbar weshalb das Differenzieren
durch das Anwenden von diskreten Differenzen substituiert wird. Ein Vor-
gehen ist die Schätzung der Steigung, erste Ableitung, des entsprechenden
Bildelementes q(u, v). Die Berechnung der Steigung eines einzelnen Bil-
delementes q(u, v) ist nicht möglich. Mittels der Bildelemente q(u − 1, v)
und q(u + 1, v), welche q(u, v) beispielhaft entlang v einrahmen, lässt sich








( f (u + 1)− f (u − 1)) . (2.43)
In der Praxis wird Gleichung 2.43 als 1D-Rechteckfilter für beide Dimen-
sionen des Bildes I umgesetzt
Hx = [−0.5 0 0.5] = 0.5 [−1 0 1] und
Hy = [−0.5 0 0.5]T = 0.5 [−1 0 1]T . (2.44)
Die Ausrichtung der Filtermatrizen zeigt, dass Hx auf vertikale und Hy
auf horizontale Kanten anspricht. Eindimensionale Filter sind anfällig für
Rauschen. Eine Erweiterung auf einen 2D-Rechteckkern ermöglicht eine
Glättung orthogonal zur Ableitungsrichtung. Die generierten Filterkerne
HPx =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣










werden auch als Prewitt-Operatoren bezeichnet.
Kantendetektoren sollten in eine Richtung ableiten bzw. differenzieren, in
allen anderen Richtungen allerdings glätten. Ein Differenzfilter, der zusätz-
lich eine glättende Komponente enthält, wird als regulierter Kantendetek-
tor bezeichnet. Eine Gruppe von regulierenden Detektoren sind Filterker-
ne, die auf der Gauß-Funktion, wie bspw.
gmn = 12piσ2 e− n2+m22σ2 , (2.46)









ergibt in Kombination mit einem Filterkernen 2.45 einen Sobelfilter
HSx =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣









Die Anwendung eines der vorgestellten Filterkerne auf ein Bildelement
I(u, v) entspricht einer linearen Faltung. Das Resultat ist der angesproche-
ne Betrag des Gradientenvektors
Dx(u, v) = HxI(u, v) und Dy(u, v) = HyI(u, v)∣∇I(u, v)∣ = √Dx(u, v)2 +Dx(u, v)2 (2.49)
Visualisiert wird die Anwendung des Sobel-Operators in Abbildung 2.12.
Die Teilabbildung a) zeigt das Ausgangsbild. Die Gradientenbilder b) und
c) zeigen jeweils die Anwendung der Filterkerne HSx sowie H
S
y auf das
Ausgangsbild. In Binärbild d) ist das kombinierte Resultat beider Faltun-
gen zu sehen. Aufbauend auf der isolierten Anwendung von Filterkernen
wurden mehrstufige Verfahren entwickelt, um die Aussagekraft der Kan-
tendetektoren zu erhöhen. Einer der bekanntesten mehrstufigen Ansätze
ist der Canny-Algorithmus [20].
Canny-Operator
Die Anforderungen, die Canny [20] an seinen Ansatz stellte, waren, dass
ausschließlich tatsächliche aber keine falschen Kanten gefunden werden,
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Abbildung 2.12: Exemplarische Anwendung eines Sobel-Operators.
dass der Abstand zwischen der gefundenen und der tatsächlichen Kante
minimal ist und dass es zu keiner Mehrfachdetektion ein und derselben
Kante kommt.
Der Canny-Algorithmus wird in vier Stufen unterteilt. In der Vorverarbei-
tung 4.3.1 wird eine Glättung des Ausgangsbildes I mittels eines Gauß-
Filters 2.47 umgesetzt. Auf dem geglätteten Bild erfolgt eine Kantendetek-
tion, wobei neben der Kantenstärke ∇I auch die Kantenrichtung
Θ(u, v) = actan2( ∂g/∂v
∂g/∂u) (2.50)
bestimmt wird. Für die Kantendetektion werden bekannte Filterkerne wie
Prewitt 2.45, Sobel 2.48 eingesetzt. Aufbauend auf den Resultaten von∇I(u, v) und Θ(u, v) werden alle Kanten unterdrückt, die kein lokales Ma-
ximum in die Richtung des Gradienten repräsentieren. Dieses Vorgehen re-
duziert Mehrfachdetektionen und die eigentliche Position der Kante wird
offengelegt. Durch die Anwendung werden Kanten bis auf die Breite ei-
nes Pixels reduziert. Das endgültige Pixel hat folglich lokal den größten
Betrag des Gradienten. Schlussendlich folgt eine Hysterese der restlichen
Kanten. Unter der Verwendung von zwei Schwellwerten Tl und Th, wobei
Tl < Th und 13 Th ≤ Tl ≤ 12 Th ist, werden „schwache“ Kanten identifiziert
und, je nach ihrer Nachbarschaft zu „starken“ Kanten, entfernt oder ver-
stärkt. Das Ergebnis dieses Schrittes ist ein Binärbild, wobei ein Pixel q mit
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einem Gradientenvektor h(q) wie folgt,
k(b) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 if h(q) ≥ Th,
1 if Tl ≥ h(q) < Th und k(n) = 1, wobei n Nachbarpixel von q,
0 sonst
(2.51)
auf das Binärbild abgebildet wird.
Der Canny-Algorithmus gilt zurzeit weithin als optimal unter den klassi-
schen Kanten-Operatoren bzgl. Erkennung9, Lokalisierung10 und Ansprech-
verhalten11. Die Ergebnisse des Canny-Filters hängen allerdings sehr stark
von der Hysterese bzw. den Parametern Tl und Th ab. Diese werden weit-
hin manuell über mehrere Testläufe iterativ bestimmt, um ein optimales
Ergebnis zu erzielen. Eine manuelle Festlegung der Parameter ist bei einer
automatisierten Anwendung unter dynamischen Umwelt- und Beleuch-
tungsbedingungen auf wenige Szenarien beschränkt. Eine dessen unge-
achtete Verwendung fester Parameter führt zu Fehlinterpretationen der
Kanten.
Histogramm-Konkavitätsanalyse
Eine dynamische Schätzung der Parameter Tl und Th ohne manuellen Ein-
griff wird in der Arbeit von Rosenfeld und La Torre [76] mittels einer Histo-
gramm-Konkavitätsanalyse vorgestellt. Dazu wird als Vorverarbeitung das
Histogramm h(g) des Ausgangsbildes untersucht, um auf dessen Basis die
Schwellwerte Th und daraus Tl zu bestimmen. Zur Herleitung des Schwell-
wertes aus dem Histogramm, wird das Histogramm mit einer konvexen
Hülle h¯(g) überzogen und die Differenz
k(g) = h¯(g)− h(g) (2.52)
zwischen der Hülle und dem Histogramm bestimmt, wobei gs < g < ge
und gs den kleinsten und ge den größten Grauwert ungleich Null reprä-
sentieren. Die beschriebene Situation wird in Abbildung 2.13 beispielhaft
skizziert. Der gesuchter Schwellwert Th entspricht damit dem Wert g, für
welchen gilt max {k(g)}.
Als Maß der Konfidenz für max {k(g)} setzen Rosenfeld und La Torre [76]
die Position von g innerhalb der Verteilung des Histogramms an. Dieses
9Alle tatsächlichen Kanten werden gefunden, aber auch keine falschen.
10Abstand zwischen tatsächlicher und erkannter Kante ist möglichst klein.
11Keine Mehrfacherkennung ein- und derselben Kante.
















Abbildung 2.13: Exemplarisches Histogramm mit konvexer Hülle zur Her-
leitung der Canny-Operator Hystereseparameter.
soll verhindern, dass max {k(g)} auf einer nur scheinbar konvexen Hülle
beruht. Eine scheinbar konvexe Hülle würde sich ergeben, wenn sich das
gefundene Maximum am Rand des Histogramms befindet und sich da-
mit der Großteil des Histogramms einseitig auf einer Seite des Maximums
befindet. Einseitige Verteilungen des Histogramms gegenüber max {k(g)}
sollen verhindert werden, da es zur Unterdrückung von starken Kanten
bzw. Stärkung von schwachen Kanten führt. Die Position von g innerhalb
der Verteilung des Histogramms wird mittels des Verhältnisses der relati-
ven Häufigkeiten
E(g) = ⎛⎝g−1∑j=gs h(j)⎞⎠⎛⎝
ge∑
i=g+1 h(i)⎞⎠ , (2.53)
die sich auf beiden Seiten von g befinden, bestimmt. Entspricht g = (gs ∨
ge) folgt E(g) = 0. Auf der anderen Seite ist E(g) maximal, wenn g dem
Mittelwert des Histogramms entspricht. Resultierend soll ein Th ignoriert
werden, das auf einem g mit einem geringen E(g) beruht.
2.5 Hindernisrepräsentation
2.5.1 Überblick
Für die Fusion von Sensordaten im Bereich der Hindernisdetektion und -
vermeidung werden oftmals approximierte Abbildungen der Umwelt ver-
wendet [6, 44, 80]. Bahnplanungsansätze [2] nutzen als Grundlage des Öf-
teren ebenfalls ein Weltmodell, welches Position und Abmessungen von
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bekannten Hindernissen und weitere Informationen, die für die Planung
Relevanz aufweisen, enthält. Das Weltmodell, welches auch als Hindernis-
repräsentation oder -karte bezeichnet wird, bietet sich als Schnittstelle an,
um Hindernisinformationen sowie Aktualisierungen zwischen dem Sen-
sor und der Pfadplanung auszutauschen.
Bei einer Karte mit dem Ziel, Hindernisse zu repräsentieren, handelt es sich
im Allgemeinen, um ein vereinfachtes Modell der Umwelt. Ziel einer Hin-
dernisdetektion ist nicht die Identifikation von Objekten oder die Klassifi-
zierung nach Baum, Haus oder Objekt XY. Vielmehr wird eine Detektion
von freien und belegten Räumen angestrebt. Belegte Räume enthalten Hin-
dernisse und sind nicht ohne die Gefahr einer Kollision von einem Vehikel
zu durchqueren. Den Grenzflächen zwischen belegten und freien Räumen
können aber durchaus weitere Eigenschaften zugeordnet werden, etwa ob
sie zum Landen geeignet sind.
Die Begrifflichkeiten Weltmodell, Hindernisrepräsentation oder Karte wer-
den im Rahmen der Arbeit für Karten verwendet, die Objekte oder Ge-
fahren repräsentieren. Objekte bzw. Gefahren belegen Raum, welcher von
den Fahrzeugen folglich nicht durchquert werden kann. Die Belegung von
Raum wird mittels Sensordaten detektiert. Die Sensordaten zeigen im All-
gemeinen pro Messvorgang nur eine Teilabbildung der Umwelt. Einen
umfassenderen Überblick über mögliche Gefahrenquellen, die den Sensor-
träger bzw. den Sensor umgeben, wird erst durch die Kombination meh-
rerer Sensormessungen erreicht. Die räumliche und zeitliche Kombination
mehrerer Sensordaten in einem Weltmodell wird als Kartierung bezeich-
net. Weltmodelle können in metrische, topologische und semantische Kar-
ten unterteilt werden.
Metrische Karten präsentieren Objekteigenschaften wie Abmessungen,
Form und Position mittels geometrischer Elemente wie Punkten, Geraden,
Flächen, dreidimensionale Körper oder einer diskreten Rasterung der Um-
gebung.
Topologische Karten sind Graphen, deren Knoten wichtige Punkte und
deren Kanten die Verbindungswege zwischen den Knoten repräsentieren.
Graphen können zur Pfadplanung eingesetzt werden, bspw. für Straßen-
netze zwischen Städten oder Verbindungen zwischen Straßenkreuzungen
einer Stadt.
Semantische Karten können sowohl durch metrische als auch durch to-
pologische Karten repräsentiert werden, enthalten aber noch zusätzliche
Informationen, die über die der zugrunde liegenden Karten hinausgehen.
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Semantische Karten dienen nicht im eigentlichen Sinne dem Kartographie-
ren von Hindernissen. Es werden vielmehr ausgewählte Objekte innerhalb
der Karte mit zusätzlichen Informationen verknüpft. Darunter fallen bspw.
Informationen, ob eine Oberfläche zum Landen geeignet ist.
Je nach Zielstellung werden in der Literatur Präferenzen für die unter-
schiedlichen Kartentypen ausgedrückt. Metrische Karten weisen Vorteile
bei der Sensordatenfusion auf [7, 46], wogegen topologische Karten in der
globalen Pfadplanung bevorzugt werden.
Es werden auch hierarchische Unterschiede verdeutlicht. Diskrete Raster-
karten sind gut für die Fusion von Daten geeignet. Körper oder deren
Oberflächen, welche auf kombinierten Rasterelementen aufsetzen, sind da-
gegen besser für Kollisionstests geeignet, die in der Pfadplanung Einsatz
finden.
Die jeweiligen Vor- und Nachteile der einzelnen Kartentypen führten in
Anwendungen, in denen mehrere Parteien an einem Weltmodell substi-
tuieren zu einer Kombination der verschiedenen Kartentypen. Diese wird
durch einen Informationsaustausch zwischen den einzelnen Kartentypen,
wie bei Andert [7] gezeigt, erreicht.
2.5.2 Belegtheitsgitter
Belegtheitsgitter sind metrische Weltmodelle, welche den Raum kubisch
diskretisieren [68]. Die Orientierung des Weltmodells ist identisch mit dem
Koordinatensystem, in dem sich die einzutragenden Objekte befinden. Je-
de kubische Einheit, im Folgenden auch als Zelle bezeichnet, enthält Infor-
mationen über seine Belegung. Die Belegung ist ein Wahrscheinlichkeits-
wert, welcher Auskunft über die Anwesenheit eines Objektes innerhalb
des durch die Zelle beschriebenen Raums gibt.
Zellen sind Teil eines Feldes, welches eine lückenlose Rasterung der abzu-
bilden Umwelt erlaubt. Bezeichnet werden diese Felder unter anderem als
Belegtheitsgitter M (engl.: certainty, evidence oder occupancy grid) [67].
Unter der Annahme, dass die Sensoren ideale Daten bereitstellen, wird je-
de Zelle ausschließlich mit den Zuständen „frei“ oder „belegt“ kategori-
siert. Für die inkrementelle Erzeugung eines Belegtheitsgitters M wird von
einem „freien“ Belegtheitsgitter M = ∅, in dem keinerlei Objekte enthal-
ten sind, ausgegangen. Die Messung eines Sensors, dessen Pose im Raum
bekannt ist, ist eine Entfernungsmessung zu einer „undurchdringlichen“
Objektoberfläche. Die generierte Messung wird als Objektpunkt p aufge-
fasst, der den Schnittpunkt zwischen Objektoberfläche und Messstrahl be-
schreibt. Dieser wird vom Sensorkoordinatensystem in das Koordinaten-
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system von M überführt. Die Zelle, welche den jeweiligen p umrahmt,
wird als „belegt“ gekennzeichnet, da sie unabhängig vom tatsächlich ange-
wendeten Messverfahren als undurchdringlich angenommen wird. Meh-
rere Messungen aus unterschiedlichen Posen oder zu unterschiedlichen
Zeitpunkten ermöglichen Aussagen über eine Vielzahl von Zellen. Das Re-
sultat ist ein Belegtheitsgitter mit freien und belegten Zellen, welches, wie
eine Karte, Auskunft über Position und Ausmaße der vermessenen Objek-
te gibt.
Eine ideale Sensormessung, der bedingungslos vertraut werden kann, ist
auf Anwendungen mit realen Sensoren, welche Ungenauigkeiten, Fehler
und Unsicherheiten enthalten, wie in Abschnitt 2.3.2 dargelegt, nur be-
dingt übertragbar. Erweiterungen der grundsätzlichen Idee des Belegtheits-
gitters zur Berücksichtigung von Sensorunzulänglichkeiten werden u.a.
von Elfes [23] und Raschke und Borenstein [74] für das Sonar, von Andert
[7] und Hrabar [46] für die Stereokamera und von Scherer [79] für Lasers-
canner vorgestellt.
Die Berücksichtigung von Sensorunzulänglichkeiten führte zu einer Er-
weiterung des Wertebereiches jeder Zelle, um ebenso unsichere Belegun-
gen abzubilden. Borenstein [16] verwendet als Indikator für die Signifikanz
der Belegtheit die Anzahl der Messungen, welche die Zelle als Belegung
markieren. Wiederholt als belegt eingeordnete Zellen deuten auf Basis un-
abhängiger, unkorrelierter Messungen auf die Anwesenheit von realen Ob-
jekten hin. Vereinzelte Messungen lassen auf Rauschen schließen.
Murray [69] berücksichtigt zusätzlich den freien Raum zwischen dem be-
stimmten Objektpunkt p und der Sensorquelle als frei. Diese Betrachtung
ermöglicht es, widersprüchliche Aussage zu entkräften und gleichorien-
tierte Aussagen weiterhin zu verstärken.
Eine Auswertung der Häufigkeit, mit der eine Zelle als belegt deklariert
wurde, setzt identische Unsicherheiten aller eingesetzten Messungen vor-
aus. Eine Kombination von unterschiedlichen Unsicherheiten, auf Basis
von Daten unterschiedlicher Sensoren oder auch innerhalb eines Datensat-
zes, würde durch eine alleinige Auswertung der Häufigkeit nicht korrekt
interpretiert werden.
Gelöst wurde diese Problematik mittels des Ansatzes der Belegtheitswahr-
scheinlichkeit (engl.: occupancy probability grid), präsentiert u.a. von El-
fes [24]. Jeder Sensormessung wird je nach Sensoreigenschaften eine Be-
legtheitswahrscheinlichkeit zugeordnet, welche mit der Belegtheitswahr-
scheinlichkeit jeder durchdrungenen bzw. berührten Zelle kombiniert wird.
Neben der Fusion von Sensordaten erlaubt der Einsatz von stochastischen
Methoden die Repräsentation von unbekannten Gebieten innerhalb eines
Belegtheitsgitters M.
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Notation
Die Abbildung einer Koordinate pi ∶ (xi, yi, zi)T im System i in das Belegt-
heitsgitter M, welches kubusförmigen Zellen aufweist, erfolgt mittels
pm = ⌊pi − tmidm + 0.5⌋ . (2.54)
Die Koordinate pm beschreibt das Zentrum einer Zelle m, deren Kanten-
länge dm ist. Die Diskretisierung 2.54 einer kontinuierlichen Umwelt auf
die Maße des Belegtheitsgitters ist verlustbehaftet.
Der Ursprung von M liegt in der Zelle m mit der Koordinate
pm ∶ (xm, ym, zm)T = (0, 0, 0)T , welche bezüglich des Ursprungs des Sys-
tems i um den tmi translatorisch verschoben ist. Die Rücktransformation
von pm in die kontinuierlichen Koordinaten des Systems i ist
pi = pm ⋅ dm + tmi. (2.55)
Jede Zelle m ∈ M beschreibt die Belegung des von ihr umfassenden Raums
binär
M ∶ om(xm, ym, zm)↦ {0, 1}, (2.56)
wobei o(xm, ym, zm) = 1 die Belegung der betrachteten Zelle durch ein Ob-
jekt verdeutlicht. Die Berücksichtigung der Unsicherheiten einer Belegung
von m durch ein Objekt erfolgt mittels
pm(xm, ym, zm)→ [0, 1]R. (2.57)
Um bei der Fusion von Sensormessungen für ein m die Unterscheidbarkeit
von Belegungswahrscheinlichkeiten nahe den Grenzen 0 und 1 zu gewähr-
leisten, wird u.a. nach Thrun [88, S. 286] die Belegungswahrscheinlichkeit
p in einen Logitwert l überführt, wobei
lm = ln pm1− pm , l ∈R (2.58)
entspricht. Eine Abbildung der Logitwerte und der Belegungswahrschein-
lichkeiten auf die binäre Repräsentation von m für jede Zelle erfolgt mittels
om = ⎧⎪⎪⎨⎪⎪⎩1 für pm > punknown bzw. lm > lunknown,0 sonst. (2.59)
Ein Ausgangspunkt für den Schwellwert der Operation ist punknown = 0, 5
bzw. lunknown = 0. Da die tatsächliche Anwesenheit eines Objektes an der
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Position der jeweiligen Zelle mit zunehmender Wahrscheinlichkeit p(Z, Zp)
korreliert, würde eine höhere Schwelle die Identifikation von möglichen
Phantomobjekten, die durch Rauschen entstehen, reduzieren. Gleichzeitig
wäre aber die Gefahr größer, dass tatsächliche Objekte "übersehen"werden
würden. Eine Reduktion punknown würde dementsprechend zu einer ver-
stärkten Berücksichtigung von Rauschen bei der Kartierung führen.
Inkrementelles Update
Unter Verwendung der Transformation (iTs)t aus Abschnitt 2.2.3 und ei-
nem inversen Sensormodell (2.3.2) werden die Sensorposition und aufge-
zeichneten Messungen des Zeitpunktes t inkrementell aus dem Sensor- in
das Weltkoordinatensystem und schlussendlich in die Koordinaten des Be-
legtheitsgitters (2.54) überführt.
Unter Kenntnis der Sensorposition Os,t und einer Approximation pm zum
Zeitpunkt t im Belegtheitsgitter wird ein Strahl bestimmt, der ausgehend
von Os,t durch pm verläuft. Die Länge des Strahls ist auf die maximale Sen-
sorreichweite begrenzt.
Zur Identifikation der Zellen, die vom Strahl geschnitten werden, wird
diesem, ausgehend von Os,t, gefolgt. Ein gängiges Verfahren, welches die
Darstellung einer Linie in einer gerasterten zweidimensionalen Umgebung
ermöglicht, wurde von Bresenham [17] präsentiert. Eine Erweiterung des
Verfahrens von Bresenham auf ein dreidimensionales Anwendungsfeld wird
von Andert [7, S. 45] aufgezeigt. Ebenfalls ist eine Nutzung von Ray-Tracing
Ansätzen [5], [8, Kapitel 12.2] möglich.
Für jede der identifizierten Zellen wird, bedingt durch ihren kartesischen
Abstand Z zu Os,t, eine Belegungswahrscheinlichkeit p(Z, Zp) auf Basis
des inversen Sensormodells 2.3.2 bestimmt. Das Resultat p(Z, Zp) für den
Zeitpunkt t wird mit dem Wert, den die Zelle bis zum Zeitpunkt t − 1 ver-
trat, kombiniert. Die Kombination der Belegtheitswahrscheinlichkeit p ei-
ner Zelle m aus dem Zeitpunkt t − 1 und dem Zeitpunkt t wird auf Basis
des Satz von Bayes
pm,1∶t
1− pm,1∶t = pm,1∶t−11− pm,1∶t−1 ⋅ pm,t1− pm,t ⋅ 1− pm,0pm,0 (2.60)
bestimmt [85, S. 36]. Durch eine Substitution der Belegungswahrschein-
lichkeiten mit Logit-Werten ergibt sich
lm,1∶t = lm,1∶t−1 + lm,t − lm,0. (2.61)
Voraussetzung für dieses Vorgehen ist eine Initialisierung jeder Zelle m
zum Zeitpunkt t = 0 (pm,0 bzw. lm,0) mit einem definierten Zustand. Liegt
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zu t = 0 kein Wissen über die Umgebung vor, ist eine Initialisierung mit
pm,0 = punknown bzw. lm,0 = lunknown denkbar. Visualisiert wird das inkre-
mentelle Einfügen von Messungen p am Beispiel eines zweidimensionalen
Belegtheitsgitters in Abbildung 2.14. In der Abbildung repräsentieren wei-
ße Zellen unbekannte Gebiete, rote Zellen entsprechen Objekten und grüne
Zellen sind freie Bereiche. Ausgehend von einer Messung in einem voll-
kommen unbekannten Gebiet (2.14a) werden fünf Messungen inkremen-
tell hinzugefügt (2.14b). Beim Hinzufügen der Messungen überschneiden
sich mehrere Strahlen in einigen Zellen. Im Beispiel weisen die Strahlen an
der Position der geschnittenen Zellen einen Wert p(Z, Zp) < punknown auf.
Die Kombination der p(Z, Zp) pro Zelle mit dem Satz von Bayes führt zu
einer Bestätigung der Freizeichnung. Visualisiert ist die wiederholte Bestä-
tigung einer Belegung (frei oder belegt) durch eine Kräftigung des Farb-
wertes. Am Beispiel der Freizeichnung wird aus einem blassen Grün bei
einmaliger Freizeichnung ein kräftiges Grün bei einer mehrmaligen Bestä-
tigung. Die Stärkung der Signifikanz, die in Abbildung 2.14 für das Frei-
p
Os,t
(a) Eintrag einer Messung in ein
leeres Belegtheitsgitter.
(b) Inkrementeller Eintrag von fünf
Messungen in ein Belegtheits-
gitter.
Abbildung 2.14: Zweidimensionales Belegtheitsgitter, in das inkrementell
Messungen p eingefügt werden. Nach Scholz [81].
zeichnen von Zellen gezeigt wurde, ist natürlich auf eine Bestätigung der
Belegung von belegten Zellen übertragbar.
2.5.3 Datenstruktur
Belegtheitsgitter können mittels Feldern (engl. array) [7, 44, 79] oder Bäu-
men [63, 72, 98] aufgebaut werden. Felder weisen gegenüber Bäumen al-
lerdings den grundlegenden Nachteil des wesentlich höheren Speicherbe-
darfs auf. Bei der Initialisierung eines Feldes ist es notwendig, dass jede
2.5 Hindernisrepräsentation 55
Zelle initialisiert wird. Das führt dazu, dass nach der Initialisierung das
gesamte Feld im Speicher abgebildet ist, unabhängig von der tatsächlichen
Verteilung und Anzahl der belegten Zellen innerhalb des Feldes. Dadurch
ist in größeren Freiluft-Kartierungen oder bei angestrebter feiner Auflö-
sung der Kartierung das benötigte Speichervolumen nicht mehr tragbar
[98].
Im Folgenden wird ein grundlegender Überblick über die Datenstruktur
der Bäume gegeben, bevor auf die verwendete Baumstruktur OcTree ein-
gegangen wird. Dabei wird vergleichend immer wieder auf Felder einge-
gangen.
Baumstruktur
Im Sinne einer Datenstruktur wird ein Baum als ein azyklischer, zusam-
menhängender Graph bezeichnet, in dem Knoten durch Kanten verbun-
den sind. Abhängig davon, ob die Kanten des Baumes eine spezifizierte
Richtung aufweisen, können Bäume in ungerichtete und gerichtete Bäu-
me unterteilt werden. Eine enger gefasste Bezeichnung für den gerichteten
Baum ist der gewurzelte Baum, wobei ein Knoten, die Wurzel definiert,
welche der Ausgangspunkt des Baumes ist. Gewurzelte Bäume erlauben
die Umsetzung einer Hierarchie, wobei eine Unterteilung in Eltern- und
Kind-Knoten üblich ist. Kind-Knoten sind immer auf einer ihren Eltern un-
tergeordneten Ebene angeordnet. Knoten, die auf einem identischen Eltern-
Knoten basieren, werden Geschwister genannt. Knoten ohne Kinder wer-
den als Blätter bezeichnet. Knoten, die keine Blätter sind, sind innere Kno-
ten. Die Länge eines Pfades von der Wurzel zu einem beliebigen Knoten
ist die Tiefe d dieses Knotens. Die maximale Tiefe, die ein Knoten in einem










Abbildung 2.15: Geordneter, gewurzelter Binärbaum12 der Höhe 3.
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2.15 verdeutlicht am Beispiel eines Binärbaums die oben beschriebenen
Termini. Die Wurzel hat den Wert „45“. Alle inneren Knoten sind durch
Kreise und alle Blätter durch Quadrate gekennzeichnet. Die Höhe des Bau-
mes ist drei und die Tiefe bspw. des Knotens „81“ ist zwei.
Weitere Unterscheidungsmerkmale zwischen Bäumen sind, ob eine Ord-
nung innerhalb des Baumes vorliegt oder ob der Baum vollständig ist. Ei-
ne Ordnung innerhalb des Baumes liegt vor, wenn unter den Kindern eines
Knotens eine Ordnung festgelegt ist, etwa über eine „größer“ Relation, wie
in Abbildung 2.15. Bäume ohne eine interne Sortierung werden als unge-
ordnet bezeichnet.
In einem vollständigen Baum weisen alle Knoten die maximale Anzahl an
Kindern auf und alle Blätter haben die gleiche Tiefe.
Darüber hinaus können Bäume über die Art der Datenhinterlegung unter-
schieden werden. Es wird zwischen blattorientierter und knotenorientier-
ter Datenhinterlegung unterschieden. Bei der blattorientierten Hinterle-
gung enthalten nur die Blätter die Zieldaten und bei der knotenorientierten
nur die inneren Knoten [14, S. 10].
OcTree
Ein OcTree (octo lat. acht, tree engl. Baum) ist ein gewurzelter, geordne-
ter Baum, dessen Knoten jeweils acht Kinder oder keines aufweisen. Oc-
Tree erlaubt eine geordnete hierarchische Abbildung von dreidimensiona-
len Daten und damit auch die Repräsentation von kubischen Koordina-
ten. Die Verwendung eines Knotens nicht ausschließlich als Repräsentant
einer einzelnen Koordinate, sondern als Repräsentation eines kubischen
Raumes, erlaubt es, mittels eines OcTree eine rekursive Dekomposition des
Raumes zu gleichen Teilen vorzunehmen. Eine Umsetzung dieses Kon-
zepts wurde unter anderem von Meagher [8, 63, 72, 98] vorgestellt. Ein
Beispiel einer derartigen Zerlegung eines Raumes zeigt Abbildung 2.16.
Die Wurzel eines OcTree weist ebenfalls wie jeder Knoten im OcTree die
Form eines Kubus (rot) auf und beinhaltet den kompletten zu beschrei-
benden Raum. Kind-Knoten besitzen die halbe Kantenlänge ihrer Eltern-
Knoten und beschreiben jeweils ein Achtel des vom Eltern-Knoten bean-
spruchten Volumens. Kind-Knoten werden auch als Oktanten bezeichnet.
Die rekursive, hierarchische Demontage des Raumes ist prinzipiell unbe-
grenzt und erlaubt die Darstellung beliebiger dreidimensionaler Objekte
in jeder gewünschten Auflösung [63]. Ausgehend von der Lage und Größe
der Wurzel kann jedem Knoten eindeutig ein physikalischer Raum zuge-
ordnet werden.
Der hierarchische Aufbau des OcTree erlaubt einen bedarfsabhängigen Zu-
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d = 0 / Wurzel
d = 1
d = 2
d = n / Blätter
...
Abbildung 2.16: Rekursive Dekomposition eines dreidimensionalen
Raumes mittels eines OcTree der Höhe drei.
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griff auf unterschiedliche Auflösungen des betrachteten Raums und er-
möglicht die Manipulation, Analyse und Darstellung je nach Anforderun-




Abbildung 2.17: Rekursive Dekomposition eines zweidimensionalen Ob-
jekts mittels eines QuadTree13der Höhe vier.
Die Fähigkeit des bedarfsabhängigen Zugriffs auf unterschiedliche Auf-
lösungen erfordert allerdings, dass die Zustände der inneren Knoten auf
denen der Blätter aufbauen, was eine reine Einordnung in blattorientierte
und knotenorientierte Bäume nicht ermöglicht. Vielmehr muss ein Kom-
bination aus blattorientierter und knotenorientierter Definition umgesetzt
werden, so dass Zustände sowohl in Blättern als auch inneren Knoten hin-
terlegt sind. Kraetzschmar [53] und Wurm [98] präsentieren Varianten, die
Belegtheitswahrscheinlichkeit der acht Kinder ni, je nach Anwendungs-
zweck auf die Eltern n zu übertragen. Eine Variante ist es, die durchschnitt-





13Baumstruktur, deren innere Knoten jeweils vier Kinder aufweisen. Besitzt ein vergleichba-
res Verhalten wie ein OcTree, allerdings zur Organisation von zweidimensionalen Daten.
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auf den Eltern-Knoten anzuwenden. Eine zweite Umsetzung ist die Nut-
zung der maximalen Belegung der Kinder
lˆ(n) = maxiL(ni). (2.63)
Die Nutzung der maximalen Belegung der Kind-Knoten ist die konservati-
vere Variante, welche nach Wurm [98] gut geeignet ist, um in der Naviga-
tion von unbemannten Fahrzeugen eingesetzt zu werden. Zur Verdeutli-
chung, wie die Belegung der Kind-Knoten auf die jeweiligen Eltern wirkt,
zeigt Abbildung 2.17 die Anwendung von 2.63 auf einen QuadTree. Von
den Blättern (e) mit feinster Auflösung bis zu (b) ist eine Reduktion der
Auflösung und damit eine konservative Abschätzung der belegten Flächen
zu erkennen. Die Wahl der Auflösung erlaubt es je nach Anwendung zwi-
schen einer hohen Auflösung und damit einer hohen Präzision bei der Ab-






Dieses Kapitel führt in zwei Themen ein, welche fundamental für die Um-
setzung der Sichtfelderweiterung sind.
Abschnitt 3.1 geht auf die Ermittlung der extrinsischen Parameter zwi-
schen monokularer Kamera und monogonem LiDAR mittels einer auto-
matischen Kalibrierung ein. Das Augenmerk liegt verstärkt auf der Ver-
wendung von LiDAR-Intensitätsmessungen für die Kalibrierung und die
Identifikation von Fehlermessungen durch eine kombinierte Nutzung von
Intensitäts- und Entfernungsmessungen.
Abschnitt 3.2 setzt sich mit der Überführung einer kontinuierlichen Welt in
eine diskrete, probabilistische Umweltrepräsentation auseinander. Im Fo-
kus der Betrachtung steht das „Übersehen“ von Hindernisstrukturen bzw.
das Entfernen von zuvor gesichteten Hindernissen durch widersprüchli-
che Einträge in die Repräsentation, wobei die Widersprüche auf die Dis-
kretisierung zurückzuführen sind.
3.1 Extrinsische Kalibrierung
Eine Sensordatenfusion von LiDAR- und Kameradaten auf Feature- und
Pixelebene, wie sie bei der Sichtfelderweiterung angestrebt wird, setzt die
Identifikation von korrespondierenden Messungen bzw. Pixeln in den Da-
tensätzen voraus. Die Korrespondenz wird im Allgemeinen sowohl örtlich
als auch zeitlich angestrebt.
Voraussetzung für die Identifikation von korrespondierenden Messungen
ist wiederum die Kenntnis der jeweiligen Sensorposen in einem gemein-
samen Koordinatensystem relativ zueinander. Für die Herleitung der re-
lativen räumlichen Zuordnung bzw. der extrinsischen Transformation cTl
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(siehe: 2.1) zwischen Kamera c und LiDAR l ist es erforderlich, die Rotation
Φcl(Θx,Θy,Θz)T und die Translation tcl(tx, ty, tz) zwischen beiden Senso-
ren zu bestimmen.
Im rudimentären Fall kann auf konstruktives Vorwissen zurückgegriffen
werden um bspw. die Anbaupose der einzelnen Sensoren am Sensorträger
zu ermitteln. Dieses Vorgehen ist nur bedingt zu empfehlen, da zwar die
Pose der Anbauposition des Sensors am Träger, aber nicht die Sensorquel-
le bzw. -senke, die sich innerhalb des Sensorgehäuses befinden, bekannt
ist. Die Pose der eigentlichen Sensoren innerhalb des jeweiligen Gehäu-
ses ist aufgrund von Fertigungstoleranzen oft nicht hinreichend bekannt.
Eine Abschätzung der extrinsischen Parameter ergänzend zur Berücksich-
tigung von konstruktiven Maßen ist somit zweckmäßig.
Ein oft verwendeter Ansatz ist die Nutzung der vom Sensor selbst pro-
duzierten Messungen, um die extrinsischen und intrinsischen Parameter
eines Sensors abzuschätzen. Eine hinreichend genaue intrinsische Kalibrie-
rung ist die Voraussetzung für die Schätzung der extrinsischen Parameter.
Eine intrinsische Kalibrierung für Kameras wurde u.a. von Zang [100] und
für LiDAR von Okubo [71] präsentiert. Sie werden im Folgenden als hin-
reichend angenommen.
Die Nutzung der vom Sensor produzierten Messungen setzt voraus, dass
die vom LiDAR bereitgestellten Daten die korrekte Position und Abmes-
sungen des Kalibrierobjekts enthalten. Diese Annahme kann allerdings auf-
grund von Detektionsverhalten wie Kantentreffern (siehe Abschnitt 2.3.2)
nicht aufrecht erhalten werden. Vielmehr muss davon ausgegangen wer-
den, dass durch Kantentreffer in Verbindung mit einer „First-Echo“-Aus-
wertung betrachtete Objekte in den LiDAR-Daten größer erscheinen als sie
in Realität sind [54]. Dieses „Aufblähen“ verhindert eine korrekte Vermes-
sung des Kalibrierobjekts und hat folglich Einfluss auf die Ermittlung der
extrinsischen Parameter.
Um die Einflüsse der Kantentreffer auf die Vermessung des Kalibrierob-
jekts zu minimieren, wird ein Ansatz zur extrinsischen Parameteridentifi-
kation vorgestellt, der neben den Entfernungs- auch die Intensitätsmessun-
gen des LiDAR verwendet. Die Intensitätsmessungen werden als Indikator
für das Auftreten von Kantentreffern eingesetzt und erlauben eine genaue-
re Definition des Kalibrierobjekts als bei einer alleinigen Verwendung von
Entfernungsmessungen.
Einleitend wird ein Überblick über bestehende Ansätze zur Konkretisie-
rung der extrinsischen Parameter gegeben. Aufbauend wird der Ansatz
von Li et al. [59] skizziert, der den Kern des hier vorgestellten Ansatzes
bildet. Li et al. setzen allerdings voraus, dass die generierten Informatio-
nen des LiDAR korrekt sind. Dass diese Annahme nicht garantiert werden
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kann, wird anhand eines Beispiels gezeigt, in dem der Einfluss von Kan-
tentreffern auf die Vermessung eines Objektes sowie die Möglichkeit der
Identifizierung verdeutlicht wird. Um den Einfluss der Kantentreffer zu
minimieren, wird ein neues Kalibrierobjekt vorgestellt, welches die Loka-
lisation von Kantentreffern mit den Intensitätsmessungen des LiDAR und
die automatische Lokalisierung in den Kamera- als auch LiDAR-Daten er-
laubt. Beide Punkte d.h. sowohl die automatische Ermittlung der Daten als
auch die Identifikation der Kantentreffer führen, zu einer Steigerung der
Kalibriergenauigkeit, was abschließend in einer Validierung vergleichend
zu anderen Ansätzen gezeigt wird.
3.1.1 Überblick
Die Abschätzung der relativen Transformation zwischen Kamera und LiDAR,
deren Lage und Position zueinander statisch ist, wird in zahlreichen Publi-
kationen verdeutlicht. Alle Ansätze haben grundsätzlich das Ziel, in den
jeweiligen Sensordaten korrespondierende Features zu identifizieren, um
darauf aufbauend die Relation zwischen den Sensoren zu bestimmen. Um
welche Features es sich handelt, hängt zumeist von den Eigenschaften der
verwendeten Sensoren ab. Unterschieden werden können Ansätze, die mit
Laserlicht im sichtbaren Spektrum arbeiten, welches wiederum von der
Kamera detektiert werden kann [13, 30, 64, 77], dreidimensionale Feature-
Detektion mittels 3D LiDAR und Stereokamera [4, 27, 78] und Verfahren,
die monokulare Kameras und LiDAR, welche Licht emittieren, das im Ka-
merabild nicht detektiert werden kann [59, 70, 99], verwenden.
Das LiDAR, welches der vorgestellten Arbeit zugrunde liegt, emittiert, eben-
so wie ein Großteil der heute eingesetzten LiDAR [37, 83, 93], welche in
einer Kombination mit passiven Kameras außerhalb von Gebäuden ein-
gesetzt werden, Licht im nahen Infrarotspektrum. Im Folgenden werden
daher Ansätze betrachtet, welche monokulare Kameras in Verbindung mit
LiDAR verwenden, wobei das emittierte Laserlicht Teil des nahen Infrarot-
spektrums ist, welches von den Kameras nicht detektiert werden kann.
Die Ausgangssituation ist, dass die Kamera keine Strahlung emittiert. Ei-
ne Detektion durch das LiDAR ist daher nicht möglich. Aufgrund einer
ausschließlichen Detektion des sichtbaren Spektrums durch die Kamera
ist ebenfalls keine Wahrnehmung der durch das LiDAR emittierten Strah-
lung möglich. Die Kamera misst direkt ausschließlich Intensitäten. Die Be-
stimmung von Entfernungsmessungen ist nur über eine Weiterverarbei-
tung möglich. LiDAR-Systeme messen Entfernungen und je nach Modell
auch Intensitäten [37, 83, 93].
Eine Schätzung der extrinsischen Parameter zwischen einer Kamera und
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einem LiDAR, die ausschließlich auf Intensitätsmessungen beruht, kann
vergleichbar der Kalibrierung einer Stereokamera mittels zwei monochro-
mer Bilder durchgeführt werden [27, 92]. Dieses Vorgehen setzt voraus,
dass die Sichtfelder der verwendeten Sensoren derart umfangreich sind,
dass jeweils hinreichend korrespondierende Features erkannt werden kön-
nen, um eine eindeutige Zuordnung zwischen den Sensoren zu ermögli-
chen. Bei kleinen Sichtfeldern, z.B. eines monogonen LiDAR, führt die Be-
schränkung auf eine Zeile zu Mehrdeutigkeiten, welche nicht direkt auf-
gelöst werden können.
Ein Ansatz, welcher die Intensitätswerte der Kamera mit den Entfernungs-
messungen eines monogonen LiDAR mittels eines bekannten Kalibrierob-
jekts verknüpft, wird von Zhang und Pless [99] vorgestellt. Für die Um-
setzung wird ein bekanntes Kalibrierobjekt in beiden Datensätzen identi-
fiziert und über den extrahierten Versatz der Datensätze die extrinsischen
Parameter bestimmt. Aufbauend auf diesem Ansatz stellen Li et al. [59]
eine Erweiterung vor, die gegenüber des Ansatzes von Zhang und Pless
keine Punkt- sondern Kantenfeatures verwendet, was zu einer Steigerung
der Genauigkeit der Schätzung führt.
3.1.2 Ermittlung der extrinsischen Parameter
Der Ansatz von Li et al. [59] geht von einem Aufbau vergleichbar zu Abbil-
dung 3.1 aus. Ein Kalibrierobjekt, ein planares, einfarbiges, gleichschenk-
liges Dreieck, wird innerhalb eines Kamerabildes und den LiDAR-Daten
identifiziert. Im Kamerabild werden dazu die Eckpunkte a, b und c lokali-
siert, welche den Objektpunkten A, B und C entsprechen. In den LiDAR-
Daten werden die Schnittpunkte E und F bestimmt, welche auf der Schnitt-
geraden zwischen der Objektoberfläche des Kalibrierobjekts und der La-
serebene des monogonen LiDAR die Übergange von Objektoberfläche zu
Hintergrund markieren.
Auf Basis der ermittelten Features folgen Li et al. der Annahme, dass bei
einer Transformation der Objektpunkte E und F unter Kenntnis der cTl auf
die Bildebene, deren Projektionen e und f auf den Geraden ab bzw. ac lie-
gen. Folglich entspricht die Summe der orthogonalen Abstände d(ab, e) +
d(ac, f ) = 0, wobei
d(ab, e) = ∥Ð→eb ×Ð→ab∥∥Ð→ab∥ (3.1)
ist. Liegt dennoch ein Abstand vor, kann unter der Annahme, dass die in-
trinsische Kalibrierung der Kamera hinreichend genau ist, davon ausge-

















Abbildung 3.1: Aufbau einer extrinsischen Kalibrierung zwischen mono-
kularer Kamera c und monogonem LiDAR l.
gangen werden, dass cTl nicht korrekt ist.
Ziel der Kalibrierung ist die Ermittlung von cTl . Gleichzeitig ist cTl Be-
standteil der Bewertung, was eine direkte Lösung verhindert. Es wird da-
her eine sukzessive Approximation mittels einer nichtlinearen Optimie-
rung, etwa Methoden der kleinsten Quadrate oder Leveberg Marquardt
[58, 62] genutzt, um cTl zu ermitteln.
Das dargelegte Optimierungsproblem weist sechs Unbekannte, die Bestand-
teile der Orientierung Φ(Θx,Θy,Θz) und der Translation t(tx, ty, tz), auf.
Auf der anderen Seite steht eine zu optimierende Größe, die Summe der
orthogonalen Abstände. Das dargelegte Problem ist damit unterbestimmt
und eine eindeutige Lösung allein auf einem Satz Kamera- und LiDAR-
Daten ist nicht möglich. Für eine eindeutige Zuordnung der Parameter
sind auf Grundlage der Unbekannten mindestens sechs unabhängige Da-
tensätze erforderlich, in denen das Kalibrierobjekt in möglichst unterschied-
lichen Posen betrachtet wird, um Kopplungen zwischen den einzelnen Un-
bekannten zu eliminieren. Die iterative Minimierung erfolgt anschließend
über die Summe aller genutzten Datensätze i
min{e =∑
i
[d(ÐÐ→aibi, ei)+ d(Ð→aici, fi)]2} . (3.2)
Bei den dargelegten nichtlinearen Optimierungsverfahren handelt es sich
um lokale Ansätze, so dass das Auffinden des globalen Minimums nicht
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garantiert werden kann. Der Abbruch der Optimierung erfolgt über einen
Schwellwert. Final ist eine manuelle Bewertung erforderlich.
Die Optimierung setzt voraus, dass die Laserebene die Sekanten des Ka-
librierobjekts schneidet und bekannt ist, ob sich der Objektpunkt A ober-
bzw. unterhalb der Laserebene befindet, da es anhand einer alleinigen Aus-
wertung der LiDAR-Daten nicht möglich ist, eine eindeutige Zuordnung
der Featurepaarungen d(ab, e) und d(ac, f ) zu identifizieren.
3.1.3 Kantentreffer als Fehlerquelle
Der Ansatz von Li et al. [59] setzt darüber hinaus voraus, dass die vom
LiDAR bereitgestellten Daten korrekt sind und die Objektpunkte E und F
tatsächlich den Schnittpunkten zwischen den Sekanten und der resultie-
renden Schnittgeraden von Laserebene und Objektoberfläche entsprechen.
Diese Annahme kann allerdings aufgrund von Kantentreffern (siehe Ab-
schnitt 2.3.2) in Verbindung mit einer „First-Echo“-Auswertung der Ent-
fernungsmessungen nicht garantiert werden.
Diese Einschätzung beruht unter anderem auf den Resultaten in Abbil-
dung 3.4, für die bekannte Objekte mit unterschiedlichen Oberflächenei-
genschaften und in unterschiedlichen Entfernungen mittels eines Aufbaus
wie in Abbildung 3.2 vor einem identischen Hintergrund vermessen wur-








Abbildung 3.2: Vermessung einer Objektausdehnung d(D0, D1).
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Abbildung 3.2 ergeben sich Resultate für Entfernungs- und Intensitätsmes-
sungen, wie sie exemplarisch in Abbildung 3.3 skizziert werden. Die resul-
tierenden Entfernungsmessungen einer „First-Echo“-Auswertung sind in
Abbildung 3.3 rot aufgetragen. Es ist ein planares Objekt, in ca. vier Metern
Entfernung, vor einem Hintergrund in etwa sieben Metern auszumachen.
































Abbildung 3.3: LiDAR Entfernungs- und Intensitätsmessungen eines be-
kannten Objekts [54].
Für die Identifikation der Einflüsse von Kantentreffern auf die Entfernungs-
messungen wurden die Ausdehnungen d(D0, D1) für drei Objekte mit un-
terschiedlichen Oberflächeneigenschaften ermittelt und mit manuell be-
stimmten Werten verglichen. Die Objektoberflächen waren planar und je-
weils homogen matt weiß bzw. matt schwarz lackiert oder mit einer stark
reflektierenden und bündelnden Folie beklebt, die das Licht zum über-
wiegenden Teil in die Richtung der Strahlenquelle reflektiert. Den resul-
tierenden Fehler zwischen den manuell und den mittels Entfernungsmes-
sungen ermittelten Ausdehnungen zeigt Abbildung 3.4. Die Graphen in
Abbildung 3.4 zeigen, dass ein höherer Remissionsgrad (Tabelle: 2.1) zu
einem größeren Fehler bei der Vermessung eines Objektes führt. Weiter ist
zu erkennen, dass ein höherer Remissionsgrad zu einem stärkeren Fehler-
wachstum mit zunehmender Entfernung zwischen Laser und Objekt führt.
Erklären lassen sich diese Beobachtungen in Abbildung 3.4 mit der „First-
Echo“-Laufzeitauswertung des verwendeten LiDAR in Verbindung mit Kan-
tentreffern. Auf Basis der Zeitdifferenz bei Laufzeitmessungen zwischen
Aussenden und Empfang wird anschließend die Entfernung bestimmt (Glei-
chung: 2.17). Bei einer homogenen, planaren Oberfläche ergibt sich idea-
lerweise ein einzelnes Echo. Ist die Intensität des Echos, welches durch die












d(D0, D1) weiß Holz
d(D0, D1) schwarz Holz
d(D0, D1) reflektierende Oberfläche
Abbildung 3.4: Fehler bei der Vermessung eines bekannten Objekts abhän-
gig von dessen Oberflächenreflektivität, nach [54].
Entfernung, den Einfallswinkel auf der Objektoberfläche und den Remissi-
onsgrad der Oberfläche beeinflusst wird, oberhalb einer Schwelle, welche
die Separation zwischen Signal und Rauschen definiert, wird der Empfang
eines Echos registriert.














(b) Vereinfachte Darstellung der Laufzeit einer
Lasermessung mit zwei Echos.
Abbildung 3.5: Kantentreffer bei „First-Echo“-Auswertung
(Abbildung: 3.5a) entstehen zwei Echos (Abbildung: 3.5b). Die Teilfläche a
des Laserspots liegt auf einer Oberfläche im Vordergrund und erzeugt ein
Echo zum Zeitpunkt ta. Der Bereich b des Laserspots liegt auf einer Ober-
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fläche im Hintergrund. Das Echo, das auf dem Bereich b basiert, erreicht
den Detektor des Lasers zum Zeitpunkt tb, wobei tb > ta. Für die „First-
Echo“-Auswertung wird das Echo tb aus konservativer Sicht verworfen,
so dass die resultierende Entfernung ausschließlich auf ta beruht.
Die Verwendung des Echos, welches zum Zeitpunkt tb den Detektor er-
reicht, erfolgt erst an dem Punkt, an dem die Intensität des Echos ta un-
ter die definierte Schwelle der Rausch-Signal-Trennung fällt. Das Echo des
Zeitpunktes tb wird daher ebenfalls nicht verwendet, wenn dessen Inten-
sität über der des Echos zum Zeitpunkt ta liegt, wie es in Abbildung 3.5b
skizziert ist.
Das Ergebnis ist, dass beim Auftreten von Kantentreffern in Kombinati-
on mit der „First-Echo“-Auswertung Objekte in den Messdaten größer er-
scheinen als sie in Realität sind. Dieses „Aufquellen“ ist aus konservativer
Sicht im Bereich der Hindernisvermeidung durchaus erwünscht, um einen
Kontakt mit dem Objekt sicher zu vermeiden. Eine genaue Vermessung ei-
nes Objektes, wie sie bei der Kalibrierung angestrebt wird, wird dadurch
allerdings verhindert.
Bedingt durch den Anteil des Spots auf der Objektoberfläche ändert sich
die reflektierte Lichtleistung und damit auch die flächenbedingte Intensität
eines Echos. Diese Tatsache führt dazu, das mit abnehmender Fläche, die
der Laserspot auf der Objektoberfläche bestrahlt, ebenfalls die registrierte
Intensität abnimmt, auch wenn die Laufzeit der Messung konstant bleibt.
Die Reduktion der Intensität bei konstanten Entfernungsmessungen wird
zwischen den Winkeln ϕD0 < ϕ < ϕR0 und ϕR1 < ϕ > ϕD1 in Abbildung
3.3 sichtbar. Die Werte R0 und R1 beschreiben Messungen, deren Inten-
sitätswert knapp unterhalb des durchschnittlichen Erwartungswertes für
Intensitätsmessungen im Zentrum des homogen gefärbten Objekts liegen.
Die Spotflächen dieser Echos liegen noch nahezu komplett auf dem Ob-
jekt.
Eine Übertragung der Winkel ϕR0 und ϕR1 auf die Entfernungsmessung
erlaubt die Identifikation der Punkte U0(ϕR0 , rD,ϕR0 ) und U1(ϕR1 , rD,ϕR1 ),
welche eine Lokalisierung der Objektübergänge mittels Intensitätsände-
rungen erlauben. Ein Darstellung der Fehler zwischen dem manuell ver-
messenen Objekt und dem Abstand d(U0, U1) zeigt Abbildung 3.6. Die
Graphen für das weiße und schwarze Objekt dienen als Referenz und ent-
sprechen denen aus Abbildung 3.4. Für das Objekt mit der stark reflektie-
renden Oberfläche wurde der Übergang zwischen Objektoberfläche und
Hintergrund mittels Intensitätsmessungen bestimmt. Der Fehler zwischen
erwarteter und gemessener Ausdehnung des Objekts ist für die Anwen-
dung von d(U0, U1) geringer als bei der Nutzung von d(D0, D1) in Abbil-
dung 3.4.













d(D0, D1) weiß Holz
d(D0, D1) schwarz Holz
d(U0, U1) reflektierende Oberfläche
Abbildung 3.6: Fehler bei der Vermessung eines bekannten Objektes ab-
hängig von dessen Oberflächenreflektivität, nach [54].
3.1.4 Erweitertes Kalibrierobjekt
Sowohl Zhang und Pless [99] als auch Li et al. [59] setzen auf eine manuel-
le Identifikation des Kalibrierobjekts in Kamera und Laserdaten, was eine
zeitaufwendige und fehleranfällige Auswertung erfordert. Darüber hin-
aus verwenden beide ausschließlich LiDAR-Entfernungsmessungen zur
Identifikation der Kalibrierobjektgrenzen, was auf Basis der Ergebnisse aus
dem Abschnitt 3.1.3 nicht empfohlen werden kann.
Um einerseits die automatische Lokalisation des Kalibrierobjekts in den
Kamera- und Laserdaten zu ermöglichen und andererseits eine hinreichend
genaue Identifikation der Objektgrenzen mittels Laserintensitätsmessun-
gen sicherzustellen, wird auf Basis des von Li et al. präsentierten Kalibrier-
objekts ein erweiterter Aufbau vorgeschlagen.
Die Identifikation des Kalibrierobjekts mittels der Intensitätsmessungen
kann, wie von Naroditsky [70] vorgeschlagen, mittels eines sprunghaften
Übergangs von einer dunklen auf eine helle Oberflächenfärbung gesche-
hen. Wobei der Intensitätssprung sowohl in den Kamerabildern als auch
von Laserdaten identifizierbar sein muss.
Die von Naroditsky dargelegte Umsetzung erlaubt zwar die Detektion des
Sprungs, aber keine eindeutige Zuordnung der Kante, da hell-dunkel Sprün-
ge sehr häufig vorkommen und den Intensitäten des LiDAR keine eindeu-
tigen Werte zugeordnet werden können. Um eine eindeutige Identifikation
zu erzielen, die auch automatisch durchgeführt werden kann, ist es not-
wendig, eine örtliche Intensitätsdiskontinuität hervorzurufen, die derart
prägnant ist, dass sie nicht zufällig oder unabsichtlich während der Kali-
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brierung erzeugt werden kann.
Diese Zielstellung kann etwa durch die Nutzung eines eindeutigen Mus-
ters aus stark reflektierendem und Licht bündelndem Material erreicht wer-
den, wobei der Remissionsgrad die Remissionsgrade der umgebenen Ma-
terialien übersteigen sollte (siehe Tabelle 2.1). Diese Materialien arbeiten
unter anderem mit kleinsten Prismen, welche das eintreffende Licht ge-
bündelt und gerichtet in Richtung der Strahlenquelle reflektieren. Das führt
dazu, dass der resultierende Intensitätswert nahezum dem einer gerichte-
ten Reflexion ohne diffuse Anteile entspricht, was für einen Strahlenver-
lauf innerhalb geschlossener Räume nahezu ausgeschlossen werden kann.
Ausgangspunkt für das erweiterte Kalibrierobjekt bildet das homogen ge-
färbte, planare, gleichschenklige Dreieck, das von Li et al. verwendet wur-
de. Für eine gute, kontrastreiche Sichtbarkeit des schwarzen Dreiecks in
den Kameradaten und um darauf aufbauend eine automatische Identi-
fikation zu ermöglichen, wird das schwarze Dreieck entlang aller Kan-
ten mit einem weißen Rand von circa fünf Zentimeter umrahmt. Der wei-
ße Rahmen verhindert Irritationen zwischen dem schwarzen Dreieck und
dunklen Objekten im Hintergrund, die eine erfolgreiche Identifikation in
den Kameradaten behindern.
Für eine Identifikation innerhalb der Laserdaten wird das Kalibrierobjekt
mit Elementen der beschriebenen Reflektorfolie ausgestattet. Auf beiden
Sekanten des schwarzen Dreiecks wurde passgenau je ein zwei Millimeter
starker Streifen der Reflektoroberfläche positioniert. Die Farbe der Streifen
ist dunkelblau und kann aufgrund der geringen Intensitätsänderung zum
schwarzen Dreieck nicht von der Kamera detektiert werden. Allein im In-
tensitätsbild des Lasers sind sie eindeutig sichtbar. Im Inneren des schwar-
zen Dreiecks befindet sich ein Schachbrettmuster, dessen Zeilen parallel
zur Basiskante des Dreiecks verlaufen. Die Abbildung 3.7 zeigt eine Skizze
des Kalibrierobjekts. In der Skizze sind die reflektierenden Streifen blau-
weiß gestreift hervorgehoben, um zu verdeutlichen wo sie sich befinden.
Durch den dargelegten Aufbau ist eine Bestimmung der Abmessungen des
schwarzen Dreiecks mittels der Laserentfernungsmessungen nicht mehr
möglich. Mit den Entfernungsmessungen des Lasers können ausschließ-
lich die Abmessungen des gesamten Kalibrierobjekts ermittelt werden. Auf
Grundlage der beschriebenen Nachteile (Abschnitte: 3.1.3), die bei der Be-
stimmung von Objektausdehnungen mittels der Entfernungsmessungen
vorliegen, soll auf die Bestimmung der Objektausdehnung auf Basis der
Entfernungsmessungen vollständig verzichtet werden. Die Entfernungs-
messungen werden allein zum Bestimmen der Schnittgerade verwendet,
die auf der Oberfläche des Kalibrierobjekts verläuft. Die Ermittlung der
Schnittpunkte E und F bzw. U0(ϕR0 , rD,ϕR0 ) und U1(ϕR1 , rD,ϕR1 ) zwischen






Abbildung 3.7: Skizze des Kalibrierobjekts mit gesuchten Features für Ka-
mera und LiDAR
der Schnittgeraden und den Sekanten des Dreiecks erfolgt allein auf den
Intensitätsmessungen. Dass die Sekanten des schwarzen Dreiecks nicht
gleichzeitig Objektkanten sind, sondern sich innerhalb eines Objektes be-
finden, soll zusätzliche Irritationen bei den Entfernungs- und Intensitäts-
messungen durch Kantentreffer verhindern und so zu einer genaueren Be-
stimmung der Schnittpunkte führen.
Die Identifikation des Kalibrierobjekts bzw. der Außenkanten des schwar-
zen Dreiecks innerhalb des Kamerabildes erfolgt mit Kantendetektoren
(siehe Abschnitt 2.4.2). Basierend auf den gefundenen Kanten bzw. deren
Schnittpunkten wird das schwarze Dreieck anhand der Anzahl der Eck-
punkte identifiziert. Die Schnittpunkte der gefunden Dreieckskanten bil-
den die drei Ecken a (Spitze), b (linke untere Ecke) und c (rechte untere
Ecke). Die Eckpunkte a, b und c auf der Bildebene entsprechen den Ob-
jektpunkten A, B und C im Kamerakoordinatensystem in Abbildung 3.7.
Die Identifikation des Kalibrierobjekts in den Laserdaten wird mit den
Entfernungs- und Intensitätsmessungen durchgeführt. Abbildung 3.8 zeigt
einen beispielhaften Datensatz, in dem das Kalibrierobjekt betrachtet wird.
Die zwei Spitzen R0 und R1 (Abbildung: 3.8) in den Intensitätsmessungen
(grün) werden durch die beiden Reflektorsteifen erzeugt, die sich wie be-
schrieben auf den Sekanten des schwarzen Dreiecks befinden. In den Ent-
fernungsmessungen werden die Grenzen des Kalibrierobjekts mit den ab-
fallenden bzw. ansteigenden Flanken D0 und D1 zum Hintergrund sicht-
bar. Wie verdeutlicht, befinden sich die Reflektorstreifen nicht auf den räum-
lichen Kanten des Kalibrierobjekts. Die jeweilige Differenz zwischen den
Winkeln ϕD0 und ϕR0 sowie ϕD1 und ϕR1 basiert daher nicht ausschließ-
lich auf Kantentreffern, sondern lässt sich zum überwiegenden Teil auf den
weißen Rand des Kalibrierobjekts zurückführen.































Abbildung 3.8: Entfernungs- und Intensitätsmessungen von dem Kali-
brierobjekt nach Abbildung 3.7.
Ausgehend von den Winkeln ϕR0 und ϕR1 werden die Entfernungsmes-
sungen des LiDAR, die sich zwischen diesen Winkeln befinden, zu einer
Regressionsgeraden greg ∶ m = m0 +n ∗λ zusammengefasst. Die greg reprä-
sentiert die Schnittgerade zwischen Laserebene und der Oberflächenebe-
ne des Kalibrierobjekts und kann bspw. mittels einer Hauptkomponenten-
Analyse [51] generiert werden. Die Verwendung einer Regressionsgeraden
gegenüber einer alleinigen Verwendung von Entfernungsmesspunkten hat
das Ziel, den Einfluss von Rauschen und möglichen Ausreißern zu redu-
zieren. Die Herleitung der Strecke EF innerhalb von greg erfolgt mittels
der Schnittpunkte zwischen greg und deren zwei Normalen, die jeweils
die Punkte U0(ϕR0 , rD,ϕR0 ) und U1(ϕR1 , rD,ϕR1 ) enthalten. Die Endpunk-
te E (links) und F (rechts) der Strecke sind in Abbildung 3.7 zu sehen. Die
orthogonale Projektion wird beispielhaft mit U0 und dem resultierenden
Punkt
E = m0 + n ∗ (n ∗ (u0 −m0)n2 ) (3.3)
gezeigt. Die verwendeten Koordinaten u⃗0 liegen kartesisch in R3 vor und
entsprechen U0 in Polarkoordinaten. Die Punkte E und F bzw. deren Pro-
jektion bilden mit den identifizierten Eckpunkten a, b und c des Dreiecks
den Ausgangspunkt für die Kalibrierung nach Li et al. in Abschnitt 3.1.2.
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3.1.5 Validierung
Für die Validierung des hier vorgestellten Ansatzes zur Bestimmung der
extrinsischen Parameter zwischen monokularer Kamera und monogonem
LiDAR werden zwei Aspekte betrachtet. Auf der einen Seite steht die Fä-
higkeit des Ansatzes, das Kalibrierobjekt in den Kamera- und Laserdaten
automatisch zu detektieren, im Fokus. Auf der anderen Seite wird die Ge-
nauigkeit bei der Bestimmung der extrinsischen Parameter bewertet und
in Relation zu den bereits bestehenden Ansätzen von Li et al. [59] und
Zhang et al. [99] gestellt.
Automatische Detektion des Kalibrierobjekts
Die Fähigkeit, das Kalibrierobjekt in den Laser- und Kameradaten automa-
tisch zu detektieren, wird beispielhaft anhand eines Büroszenarios gezeigt.
Versuchsaufbau Für die Versuchsdurchführung wurde eine beliebige
Büroumgebung innerhalb eines Gebäudes mit künstlichen (Lampen, Mo-
nitore) und natürlichen (Fenster) Lichtquellen gewählt. Bei der Wahl der
Kameraeinstellungen für Blende und Verschlusszeiten wurde darauf ge-
achtet, dass eine gute Sichtbarkeit der betrachteten Umgebung sowie eine
hinreichende Tiefenschärfe vorliegt. Die Wahl der Einstellungen erfolgte
manuell.
Der LiDAR verwendet eine „First-Echo“-Auswertung für die Entfernungs-
messungen und stellt pro Entfernungsmessung eine Intensität bereit. Es
wurden keine Anpassungen an dem LiDAR vorgenommen.
Beide Sensoren sind statisch mit einander verschraubt und so zu einan-
der ausgerichtet, dass sich Teile ihres jeweiligen Sichtfeldes überschneiden.
Die Pose der Sensoren zueinander ist nur bezüglich der Sensorgehäuse be-
kannt. Dies ist, wie in Abschnitt 3.1 ausgeführt eine Fehlerquelle, da die
Position des Sensors im Gehäuse unbekannt ist.
Das Kalibrierobjekt ist auf einem Stativ montiert. Das Kalibrierobjekt ist
identisch zu dem in Abschnitt 3.1.4.
Die Aufnahmen der einzelnen Sensoren werden über Zeitstempel synchro-
nisiert. Die Synchronisierung erfolgt über die Zeit des Rechners, an den
beide Sensoren angeschlossen sind. Auf diesem Rechner erfolgt auch die
Berechnung der automatischen Detektion und die Bestimmung der extrin-
sischen Parameter.
Versuchsdurchführung Zum Testen der automatischen Detektion wur-
den von dem Kalibrierobjekt, pro Versuch, 30 korrespondierende Aufnah-
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men aus unterschiedlichen Posen erstellt. Die Identifikation des Kalibrier-
objekts erfolgte unverzüglich mittels des vorgestellten Ansatzes. Zum Auf-
bau einer umfangreicheren Datenbasis wurden 20 Versuche durchgeführt
[54].
Versuchsergebnisse Abbildung 3.9 zeigt eine beispielhafte Aufzeich-
nung für Intensitäts- und Entfernungsmessungen des LiDAR und das kor-
respondierende Kamerabild. Die Ebene in der die Messungen des LiDAR
liegen ist in diesem Beispiel etwa parallel zum abgebildeten Boden des
Raums.
Die Entfernungsmessungen des LiDAR zeigen somit einen Schnitt durch
den Raum, der von links nach rechts die zwei Wasserflaschen, die hintere
Stuhllehne, die fordere Stuhllehne, die Wand im Hintergrund mit Tür, das
Kalibrierobjekt und den Schrank schneidet (siehe zum Vergleich das Ka-
merabild).
Die Intensitätsmessungen zeigen jeweils die korrespondierende Remissi-
on pro Entfernungsmessung. Auffällig sind zwei Spitzen R0 ≈ 10000 und
R1 ≈ 14000, welche die Schnittpunkte der Laserebene mit den Reflektor-
streifen auf dem Kalibrierobjekt repräsentieren. Die Punkte U0 und U1 bil-
den die errechneten Schnittpunkte bzw. Entfernungsmessungen der La-
serebene mit den Sekanten des schwarzen Dreiecks innerhalb des Kali-
brierobjekts.
In dem Kamerabild zeigen die Markierungen die identifizierten Ecken des
Kalibrierobjekts.
Ergebnisse zu der Genauigkeit der bestimmten extrinsischen Parameter
dieses Kalibrierversuchs werden im folgenden Abschnitt „Genauigkeit der
extrinsischen Parameter“ unter der Bezeichnung „Experiment“ vorgestellt.
Diskussion Die automatische Identifikation der Messungen U0 und U1
in den LiDAR-Daten sowie der Dreiecksecken a, b und c im Kamerabild,
stellen die benötigten Features bereit (vergleiche Abschnitt 3.1.2), um die
automatische Ermittlung der extrinsischen Parameter zu ermöglichen. Un-
ter Vernachlässigung der Intensitätsmessungen ist eine Identifikation des
Kalibrierobjekts (U0, U1) in den Entfernungsmessungen nur über eine ma-
nuelle Plausibiltätsprüfung mit dem Kamerabild möglich. Eine eindeutige
Bestimmung des Kalibrierobjekts allein auf der Entfernungsmessung ist
dagegen schwierig. Beim Einbeziehen der Intensitätsmessungen R0 und
R1, welche eine beispielhafte Grenze von ≈ 4000 auf der Skala der Inten-
sitätsmessung deutlich übersteigen, ist eine eindeutige Identifikation des
Kalibrierobjekts auch in komplexeren Umgebungen möglich. Die Auto-
matisierung dieses Arbeitsschrittes ist die Grundlage zur Bearbeitung von


































(a) Entfernungs- und Intensitätsmessungen des hier verwendeten LiDAR.
(b) Monokulares, monochromes Kamerabild.
Abbildung 3.9: Kalibrierobjekt in einem Büro [54].
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größeren Mengen an Lasermessungen und ist die Basis für die Kombinati-
on mehrerer Lasermessungen mit einem Kamerabild. Diese Kombination
ist ein Baustein der präsentierten extrinsischen Parameterbestimmung und
führt zu einer Steigerung der Kalibriergenauigkeit, was in Abbildung 3.10
gezeigt wird.
Genauigkeit der extrinsischen Parameter
Zur Bewertung der Genauigkeit, mit welcher die extrinsischen Parameter
in dem hier vorgestellten Ansatz bestimmt werden, werden die generier-
ten Ergebnisse mit den Resultaten bereits bestehender Arbeiten von Zhang
[99] und Li et al. [59] verglichen. Die Gegenüberstellung erfolgt mit Simu-
lationsergebnissen sowie den bestimmenden Parametern des realen Auf-
baus aus dem Abschnitt „Automatische Detektion des Kalibrierobjekts“.
Versuchsaufbau In der Simulation werden mögliche Aberrationen der
Sensoren nicht berücksichtigt. Die Simulationsergebnisse stellen damit das
Optimum dar, welches unter Berücksichtigung der gegebenen Sensoren
theoretisch erreicht werden kann.
Die in der Simulation genierten optimalen Rohdaten der Sensoren werden
additiv mit einem Rauschen versehen, um die Realität besser abzubilden.
Um einerseits eine Vergleichbarkeit zwischen den simulativen und expe-
rimentellen Ergebnissen zu ermöglichen, wurde ein Simulationsdurchlauf
mit einer intrinsischen Kameramatrix kVGA umgesetzt, welche auf die rea-
le Kamera in Tabelle 4.1 zurückzuführen ist. Auf der anderen Seite wird
eine Vergleichbarkeit zu den Resultaten von Li et al. [59] angestrebt, indem
die dort beschriebene XGA Kamera (1024px × 768px) mit den verwende-
ten Rauschparametern in der Simulation umgesetzt wurde.
Die Kameraunschärfe wurde mit einer Gauß-Verteilung abgebildet, deren
Erwartungswert null und deren Standardabweichung σ = 0.5px entspricht.
Die Unschärfe wird bildseitig auf die Projektion in der simulierten Kamera
additiv angewendet. Die verwendeten Parameter für die Kameraunschär-
fe sind für alle Simulationsdurchläufe identisch.
Die Simulation des LiDAR basiert auf keinem physikalischen Modell. Es
werden einfache mathematische Strahlen verwendet. Die Entfernungsmes-
sungen sind somit nicht mit Aberrationen, wie Kantentreffern oder dem
Einfluss des Eintrittswinkels auf der Objektoberfläche, kontaminiert. Des
Weiteren enthält die Simulationsumgebung nur ein Kalibrierobjekt, was
eine automatische Detektion überflüssig macht, da die Identifikation im-
mer eindeutig ist. Da weder eine Identifikation des Kalibrierobjekts not-
wendig ist, noch die Entfernungsmessungen verfälscht sind, liegen in der
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Simulation keine Intensitätsmessungen für den Laser vor. Die optimalen
Entfernungsmessungen in der Simulation sind mit einem gleichverteilten
Rauschen kombiniert, dessen Erwartungswert null und dessen Standard-
abweichung σ = 0.05 m ist. Die gewählten Parameter des Rauschens ent-
sprechen denen des in Tabelle 4.1 beschriebenen realen Sensors und sind
identisch mit den Annahmen in den Arbeiten von Li et al. und Zhang et
al..
Das Kalibrierobjekt in der Simulation ist ein einfaches gleichschenkliges
monochromes Dreieck, welches im Vergleich zum realen Kalibrierobjekt
keine weiteren Merkmale aufweist. Es entspricht daher dem Kalibrierob-
jekt, welches Li et al. [59] verwendeten. Die Position und die Orientierung
des Kalibrierobjekts sind beliebig. Die einzige Beschränkung ist, dass es
von beiden Sensoren simultan vollständig erfasst werden kann.
Der Sensoraufbau von Kamera und LiDAR ist statisch und die Ausgangspa-
rameter für die extrinsische Kalibrierung sindΦ(0○, 0○, 0○) und t(0 m, 0 m, 0 m).
Versuchsdurchführung In der Simulation wurden Stichprobengrößen
von n=sechs bis n = 30 korrespondierenden Aufnahmen des Kalibrierob-
jekts herangezogen, um die extrinsischen Parameter einer Sensorkonfigu-
ration zu bestimmen. Für jede Stichprobengröße wurden 500 Testläufe au-
tomatisiert durchgeführt und die Ergebnisse gemittelt. Welche Posen das
Kalibrierobjekt einnimmt ist ebenso wie das Rauschen der beiden Senso-
ren pro Versuch zufällig.
Zur Validierung des vorgestellten Ansatzes wurden drei Simulationen und
ein reales Experiment durchgeführt. Die Simulationsergebnisse von Zhang
[99] wurden mit dem Versuch „sim. VGA Kamera“ ebenso wie die Ergeb-
nisse von Li et al. [59] mit dem Versuch „sim. XGA Kamera“ reproduziert.
Der Versuch „sim. VGA mit mean LiDAR & Subpixel“ zeigt die Simulati-
onsergebnisse des hier vorgestellten Ansatzes zur automatisierten Bestim-
mung der extrinsischen Parameter. Die Bezeichnung „mean LiDAR“ ver-
deutlicht die Erstellung einer Regressionsgeraden mittels mehrerer Laser-
messungen, welche auf der Schnittkante zwischen Objektoberfläche und
Laserebene liegen. Die Schnittpunkte der Laserebene mit den Sekanten
des Kalibrierobjekts werden anschließend auf diese Gerade projiziert. Die-
se Umsetzung folgt dem vorgestellten Ansatz, bei dem die Schnittpunkte
U0(ϕR0 , rD,ϕR0 ) und U1(ϕR1 , rD,ϕR1 ) auf eine Regressionsgerade projiziert
werden, welche mittels Entfernungsmessungen erstellt wurde (Abschnitt
3.1.4). Die verwendeten Lasermessungen der Regressionsgeraden wurden
mit dem beschriebenen Rauschen versehen. Die automatisierte Detektion
des Kalibrierobjekts im präsentierten Ansatz ermöglicht es, in den Kame-
radaten das Kalibrierobjekt mit einer Subpixel-Genauigkeit von 1/10 px zu
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bestimmen. Diese Fähigkeit war bei den Umsetzungen von Li et al. und
Zhang [59, 99] nicht gegeben und wird ebenfalls in die Simulation über-
führt.
Das Experiment verdeutlicht die Resultate der Kalibrierung, welche mit
realen Sensoren und dem realen Kalibrierobjekt erreicht wurden und re-
präsentiert die reale Umsetzung der Simulation „sim. VGA mit mean LiDAR
& Subpixel“.
Für die Simulation ist die Ground Truth, die genaue Transformation zwi-
schen Kamera und Laser, bekannt. Dadurch ist eine hinreichend genaue
Fehlerabschätzung möglich. Für die realen Versuche ist die Ground Truth
nur bezüglich der Sensorgehäuse bekannt. Diese ist, wie in Abschnitt 3.1
ausgeführt, eine Fehlerquelle, da die Position des Sensors im Gehäuse un-
bekannt ist. Eine Methode zur Bestimmung der „wahren“ Sensorposition
lag zum Zeitpunkt der Experimente nicht vor. Aus diesem Grund wurde,
nach einer Prüfung auf Plausibilität, für die Messungen der 20 durchge-
führten realen Testläufe, welche mit einem identischen Aufbau durchge-
führt wurden, der Median ermittelt und als Ground Truth verwendet. Wel-
che Posen das Kalibrierobjekt während des Kalibriervorgangs gegenüber
dem Sensoraufbau einnimmt ist ebenfalls beliebig.
Versuchsergebnisse Die Ergebnisse der Simulation und der realen Ka-
librierung zeigt die Abbildung 3.10. Die skalaren Fehlerwerte et und eΦ
pro Graph in Abbildung 3.10 ergeben sich wie folgt: Jede einzelne Ka-
librierung generiert zwei dreidimensionale Vektoren, welche die Abwei-
chung der Position et und der Lage eΦ zwischen den approximierten ex-
trinsischen Parametern und der Ground Truth beschreiben. Für jede der
generierten Größen, Position- oder Lagefehler wird über die jeweilige An-
zahl an Testläufen der Mittelwert gebildet. Der resultierende Vektor wird
schlussendlich mittels Mittelwertbildung über die Bestandteile des Vektors
zu einem Skalar zusammengefasst.
Der Graph „sim. VGA Kamera“ verdeutlicht die Resultate, welche mit ei-
ner VGA Kamera erreicht werden können, wenn keine weiteren Optimie-
rungsoptionen genutzt werden. Die gewählte Umsetzung entspricht in ih-
ren Parametern denen von Zhang [99]. Der Graph „sim. XGA Kamera“
zeigt die Resultate einer simulierten Kalibrierung mit einer XGA Kamera
ebenfalls ohne den Einsatz jeglicher Optimierung. Die gewählten Parame-
ter entsprechen denen der Arbeit von Li et al. [59].
Der Graph „sim. VGA mit mean LiDAR & Subpixel“ zeigt die Simula-
tionsergebnisse des hier vorgestellten Ansatzes zur automatisierten Be-
stimmung der extrinsischen Parameter. Der Graph „sim. VGA mit mean
LiDAR & Subpixel“ weist ab einer Stichprobengröße von n ≈ 8 korrespon-
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(b) Gemittelter rotatorische Fehler, nach Krause [54].
Abbildung 3.10: Skalarer Fehler der Kalibrierung gegenüber der Stichpro-
bengröße.
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dierenden Sensordatenpaaren einen geringeren translatorischen et als auch
rotatorischen eΦ Fehler als die reproduzierten Ergebnisse der Arbeiten von
Zhang und Li et al. auf.
Der Graph „Experiment“ verdeutlicht die Resultate der Kalibrierung, wel-
che mit realen Sensoren und dem realen Kalibrierobjekt erreicht wurden
und repräsentiert die reale Umsetzung des Graphen „sim. VGA mit mean
LiDAR & Subpixel“.
Diskussion Eine quantitative Gegenüberstellung der Graphen „sim. VGA
Kamera“ und „sim. XGA Kamera“ mit den jeweiligen Arbeiten [59, 99]
zeigt eine gute Übereinstimmung der Resultate. Alle Graphen zeigen mit
zunehmender Größe der Stichprobe eine Reduktion der Kalibrierfehler et
und eΦ. Sowohl die Umsetzungen von Li et al. und Zhang als auch die
hier vorgestellten Reproduktionen ihrer Ansätze erreichen bei einer Stich-
probengröße von n = 25 korrespondierende Aufnahmen et ≈ 0.005 m.
Bei den rotatorischen Fehlern können die Resultate der vorangehenden Ar-
beiten nicht exakt reproduziert werden. Die Reproduktionen erreichen bei
n = 25, eΦ ≈ 0.27○ für die VGA Kamera, was etwa einer Halbierung des
Fehlers gegenüber Zhang entspricht und eΦ ≈ 0.15○ für die XGA Kamera,
was etwas oberhalb des von Li et al. ermittelten Fehlers liegt . Die Reduk-
tion von eΦ bei der VGA Kamera ist wahrscheinlich auf die Verwendung
von Kantenfeatures anstelle Punktfeatures zurückzuführen, was dem Ziel
von Li et al. entsprach. Für die Steigerung von eΦ bei der XGA Kamera gab
es zum Zeitpunkt der Auswertung keine Deutung.
In der Summe werden die Reproduktionen der Ansätze von Li et al. und
Zhang [59, 99] als erfolgreich betrachtet und es wird davon ausgegangen,
dass diese Ergebnisse den Stand der Technik vor dem hier vorgestellten
Ansatz darstellen.
Die Graphen der Simulation „sim. VGA mit mean LiDAR & Subpixel“
und des realen Testaufbaus „Experiment“ zeigen kleinere Abweichungen
gegenüber ihren jeweiligen Ground Truths als die Ergebnisse der bisheri-
gen Ansätze, was für eine Steigerung der Genauigkeit bei dem hier vorge-
stellten Ansatz gegenüber dem bisherigen Stand der Technik spricht. Die
Abweichungen des Experiments weisen bei größeren Stichprobengrößen
einen größeren Fehler als die Simulation auf, was wahrscheinlich auf die
Abwesenheit von Aberrationen in der Simulation zurückzuführen ist.
Auffällig in Abbildung 3.10 ist, dass die Ergebnisse vom Graph „Experi-
ment“ bei n = 6 geringere Fehler aufweisen als die Ergebnisse der zuvor
besprochenen Simulationsläufe. Ursache könnte sein, dass die Transfor-
mation für die realen Sensoren recht nahe bei der inertialen Lösung von
Φ = [0○, 0○, 0○]T lag. Allein die Translation war um wenige Zentimeter, klei-
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ner zehn, verschoben. Die Simulationen wurden mit verschiedensten Aus-
gangskonfigurationen durchgeführt, wobei die reale Konfiguration aus-
schließlich mit einem Aufbau umgesetzt wurde.
Die experimentellen Ergebnisse zeigen tendenziell das gleiche Resultat wie
die Simulationen. Mit zunehmender Stichprobengröße reduziert sich die
Abweichung zu den Erwartungswerten. Die Ursachen für den geringen
Fehler des hier vorgestellten Ansatz gegenüber den Arbeiten von Zhang
[99] und Li et al. [59] können einerseits die Verwendung einer Laserschnitt-
geraden gegenüber dem Schnittpunkt bei Li et al. und Zhang oder anderer-
seits die höhere Kameraauflösung durch die Verwendung von Subpixeln
sein. Die Gegenüberstellung der Graphen „sim. VGA Kamera“ und „sim.
XGA Kamera“ lässt vermuten, dass eine Steigerung der Kameraauflösung
nur einen geringen bis keinen Einfluss auf den translatorischen Fehler et
hat, wobei durchaus eine Reduktion des rotatorischen Fehlers eΦ zu beob-
achten ist. Überträgt man diese Beobachtung auf die Resultate von „sim.
VGA mit mean LiDAR & Subpixel“, sollte die Verwendung von Subpixel-
Genauigkeit auf et ausschließlich einen marginalen Einfluss haben, da es
sich dabei grundsätzlich um eine Steigerung der Auflösung handelt. Den-
noch ist eine Reduktion von et zu beobachten. Eine Erklärung für die Re-
duktion könnte sein, dass die gesteigerte Genauigkeit bzw. die Redukti-
on von Rauschen bei den Lasermessungen, welche durch die Kombination
mehrerer Messungen zu einer Schnittgeraden entsteht, einen größeren Ein-
fluss auf eine Reduktion von et hat.
Fazit
In den Versuchen konnte simulativ gezeigt werden, dass die Resultate des
hier präsentierten Ansatzes die Resultate von zuvor durchgeführten Ar-
beiten sowohl im Bereich der translatorischen als auch rotatorischen Feh-
ler unterschreiten. Eine experimentelle Bewertung war nur eingeschränkt
möglich. Die Ergebnisse zeigen qualitativ aber ein vergleichbares Verhal-
ten zur Simulation. Darüber hinaus konnte in den Experimenten gezeigt
werden, dass die automatische Detektion des Kalibrierobjekts mittels der
Intensitätsmessungen des LiDAR sehr gut funktioniert. Als Folge können
automatisch mehrere Lasermessungen mit einem Kamerabild kombiniert
werden, was wiederum zu einer Steigerung der Kalibrierergebnisse führt.
3.2 Diskretisierung der Umwelt
Der vorgestellte Ansatz Sichtfelderweiterung arbeitet sowie zahlreiche an-
dere Hindernisdetektionen [7, 46, 79] mit einer globalen, metrisch diskreti-
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sierten Hindernisrepräsentation, im Speziellen einem Belegtheitsgitter (Ab-
schnitt 2.5). Eine Zielstellung für den Einsatz eines Belegtheitsgitter ist die
Fusion von einzelnen Sensormessungen, um einerseits einen umfassende-
ren Blick auf die Umwelt zu erhalten, welcher über das Sichtfeld eines
einzelnen Sensor hinaus geht, und anderseits, um Unzulänglichkeiten der
Sensoren wie Messrauschen oder gar Fehlmessungen durch ein probabi-
listischen Modell in ihrer Aussagekraft zu reduzieren.
Bei der Übertragung der kontinuierlichen Umwelt in die diskrete Reprä-
sentation M werden Raumdiskrete/Zellen m auf Basis der Sensormessun-
gen durch Hindernisse belegt bzw. als frei deklariert und können je nach
Entscheidung durchquert oder sollten gemieden werden. Aufgrund der
Auflösung des Belegheitsgitter M bzw. der Abtastauflösung des Sensors
kann es bei der Übertragung in M zu widersprüchlichen Aussagen kom-
men, da für eine Zelle m mit einer definierten Größe nicht garantiert wer-
den kann, dass das gesamte Volumen, welches m beschreibt, in der Reali-
tät vollständig von einem Objekt belegt bzw. frei ist. In einer Situation, in
der mehrere Messungen eines Sensors die Zelle m teilweise belegen bzw.
schneiden, entstehen somit konkurrierende Belegtheitswahrscheinlichkei-
ten p(Z, Zpn) für m.
Dass auf Basis gegensätzlicher Belegtheitswahrscheinlichkeiten Belegun-
gen von Zellen revidiert werden, ist durchaus ein angestrebtes Ziel ei-
nes Belegtheitsgitters, um etwa dynamische Objekte in Repräsentation zu
berücksichtigen. Allerdings haben die konkurrierenden Belegtheitswahr-
scheinlichkeiten auch Einfluss auf die Inklusion von statischen Hindernis-
sen. Das Resultat ist, dass bedingt durch:
• die Auflösung des Gitters
• Winkel und Entfernungsauflösung der Entfernungsmessungen
• den Verlauf der Entfernungsmessungen bzgl. der Gitterachsen
teilweise mit Objekten belegte Zellen freigegeben werden. Die Folge könn-
ten Kollisionen des UA mit „übersehenen“ Objekten sein.
Zur Einführung in die Thematik wird auf das Problem der bedingten Frei-
zeichnung bei statischen Objekten, wie sie bei der Inklusion einer kontinu-
ierlichen Welt in ein diskretes Gitter entstehen kann, eingegangen. Darauf
aufbauend werden drei Ansätze vorgestellt, wie das bedingte Freizeichen
von teilweise belegten Zellen reduziert werden kann. Schlussendlich er-
folgt eine Parameteridentifikation pro Ansatz sowie eine Gegenüberstel-
lung der drei Ansätze.
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3.2.1 Problemdarstellung
Zur Verdeutlichung der ungewollten Freizeichnung bei teilweise belegten
Gitterzellen wird von einem vereinfachten, zweidimensionalen Aufbau,
in Abbildung 3.11a ausgegangen. Von einer konstanten Sensorposition Os
werden drei Entfernungsmessungen p0-p2 hin zu einer Oberfläche (blau)
erzeugt. Die Messungen werden anschließend in ein Belegtheitsgitter M
mit einer Zellgröße von dm überführt. Aufbauend auf der Situation in Ab-
p0 p2
Os
(a) Ausgangssituation mit einer Git-
terzellgröße dm.
p0 p2 pnp3
(b) Ungewollte Freizeichnung, auf
Basis von 3.11a.
p0 p2
(c) Ausgangssituation mit einer Git-
terzellgröße dm/2.
p0 p2 pn
(d) Ergebnis ohne ungewollte Frei-
zeichnung, auf Basis von 3.11c.
Abbildung 3.11: Freizeichnung von belegten Zellen durch zu grobe Auflö-
sung des Belegtheitsgitters.
bildung 3.11a werden weitere Messungen p3-pn in das Gitter inkrementell
integriert (siehe Abschnitt 2.5.2). Die Integration der Messungen führt zu
einer inkrementellen Aktualisierung der Belegungswahrscheinlichkeit in
betroffenen Zellen. Das Ergebnis zeigt Abbildung 3.11b, wobei freie Zellen
grün, belegte Zellen rot und unbekannte Zellen weiß markiert sind.
Am Beispiel der Messungen p2 und p3 wird die Diskrepanz von konkur-
rierenden Messungen für eine Zelle sichtbar. Abbildung 3.11a zeigt die In-
tegration der Messung p2 in das Gitter, wobei sich die Zielkoordinaten in
der Zelle mp2 befinden und als „belegt“ gekennzeichnet wird. In Abbil-
dung 3.11b wird die Messungen p3 in das Gitter integriert. Die Koordina-
ten von p3 liegen nicht innerhalb mp2 . Der Strahl, der p3 mit Os verbindet,
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schneidet allerdings mp2 . Dass p2 in mp2 endet und p3 diese Zelle schnei-
det, führt zu einer widersprüchlichen Aussage über die Belegung von mp2 .
Bei einer gleichen Gewichtung der Aussagen „belegt“ und „frei“ ist kei-
ne eindeutige Entscheidung über die Belegung der Zelle möglich, was zu
dem Resultat „unbekannt“ führt. Je nach Anzahl der Messungen können
ursprünglich als „belegt“ gekennzeichnete Zellen als „frei“ deklariert wer-
den obwohl sie teilweise von einem Objekt belegt sind. In Abbildung 3.11b
wird dieses Problem von den Zellen mp2 bis ausschließlich mpn verdeut-
licht.
Das gezeigte Phänomen ist auf den Alias-Effekt [8, Kapitel 7.12] zurückzu-
führen und basiert auf dem Grad der Diskretisierung einer analogen Um-
welt durch ein Gitter.
Abbildung 3.11c und 3.11d zeigen den identischen Aufbau zu Abbildung
3.11a bzw. 3.11b, allerdings mit einer Zellenkantenlänge von dm/2. Die Stei-
gerung der Gitterauflösung ist vergleichbar mit einer Steigerung der Ab-
tastfrequenz. Das führt dazu, dass in diesem Beispiel, unter Berücksichti-
gung der verwendeten Winkelauflösung des Sensors und der jeweiligen
Messentfernung, eine als belegt gekennzeichnete Zelle jeweils ausschließ-
lich von einem Messstrahl geschnitten wird und somit keine Freizeichnung
von teilweise belegten Zellen auftritt. Eine Steigerung der Gitterauflösung
sollte allerdings nicht unbegrenzt durchgeführt werden, da jede Halbie-
rung der Zellenkantenlänge zu einer kubischen Steigerung der Zellenan-
zahl führt. Darüber hinaus löst eine Steigerung der OcTree-Auflösung das
Problem nur bedingt. Durch eine Änderung des Einfallswinkels der Strah-
len auf die approximierte Objektoberfläche oder eine höhere Winkelauflö-
sung des Sensors können wiederum ungewollte Freizeichnungen auftre-
ten.
Die in dem Beispiel 3.11 verwendete Umsetzung des inkrementellen Up-
dates einer Gitterzelle ist vereinfacht und dient zur Verdeutlichung des
Sachverhaltes. Es wird von einer gleichen Gewichtung bei der Belegung
und Freizeichnung einer Zelle ausgegangen. Bei einer konkreten Umset-
zung mittels des Bayes-Updates 2.60 sind im Allgemeinen mehrere Strah-
len notwendig, um eine belegte Zelle wieder als frei zu deklarieren.
Ein Beispielszenario, bei dem eine Wiese mit zwei Hindernissen von einem
LiDAR vermessen wird, welches von einem unbemannten Hubschrauber
getragen wird, zeigt Abbildung 3.12. Die Auftrittswinkel der Laserstrahlen
auf die Ebene der Wiese sind eher groß (≈ 70○), was dazu führt, dass die
Zellen mit dm = 0, 5m mehrfach von Strahlen geschnitten und aktualisiert
werden. Als Folge sind die Resultate einiger Zellen widersprüchlich, was
zu einer Deklarierung von Freiraum für einige, den Boden beschreiben-
den, Zellen führt. Die Repräsentation des Bodens durch den OcTree weist
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(a) Kamerasicht. (b) Punktwolke, generiert mit einem
monogonen Laser.
(c) Erwartetes Belegtheitsgitter. (d) Tatsächlich generiertes Belegt-
heitsgitter.
Abbildung 3.12: Beispielszenario für ungewollte Freizeichnung.
folglich Bereiche auf, die bei einer alleinigen Stützung auf den OcTree als
passierbar deklariert werden, was bei Unterlassung einer Verifikation mit
der Realität zu einer Kollision des Sensorträgers mit dem Boden führen
würde.
Für eine vollständige Lösung des Alias-Effekts sollte die Gitterauflösung,
angelehnt an das Nyquist-Shannon-Abtasttheorem, an der Koordinate, an
welcher der Strahl das Objekt trifft, mindestens doppelt so hoch sein wie
die Sensorauflösung. Um eine Berechenbarkeit, etwa in Echtzeit-Anwen-
dungen, sicherzustellen, ist die Verwendung einer derartigen umfangrei-
chen OcTree-Auflösung allerdings nicht in allen Umsetzungen möglich.
Aus diesem Grund wurden Umsetzungen entwickelt, welche die Auswir-
kungen den Alias-Effekt ebenfalls bei Gitterauflösungen, die unterhalb des
Auflösung des Sensors liegen, reduzieren. Das bedeutet, dass der Alias-
Effekt zwar immer noch vorhanden ist, allerdings weniger sichtbar ist als
in Abbildung 3.12d.
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3.2.2 Reduktion ungewollter Freizeichnung mittels
großer Punktmengen
Der beschriebene Sachverhalt wird ebenfalls von Scherer [79] und Wurm
[98] dargelegt. Als Lösungsansatz wird vorgeschlagen, dass nicht einzelne
Messungen, sondern eine größere Menge von Messungen, etwa ein kom-
pletter Scan oder eine Punktwolke Ci, im Vorfeld kombiniert und anschlie-
ßend dem OcTree oder Gitter hinzugefügt werden. Über die Anzahl der
Messungen p innerhalb Ci oder den Umfang der Überlappung zwischen
den einzelnen Ci, werden allerdings keine Aussagen getroffen.
Dieses Vorgehen wird ebenfalls von Andert [7, S. 44] umgesetzt, dessen
Ansatz im Folgenden erläutert wird. Basierend auf der Datenmenge eines
Stereotiefenbildes (640px × 480px [7, S. 96]) zum Zeitpunkt t wird ein sepa-
rates Belegtheitsgitter Mt generiert. Bei der Umsetzung des Objektpunkts
p in Mt wird allerdings kein Bayers-Update nach 2.60 verwendet. Im Ge-
gensatz dazu erfolgt ein inkrementeller Vergleich zwischen der Belegungs-
wahrscheinlichkeit pm(xm, ym, zm) einer Zelle m und der Belegungswahr-
scheinlichkeit pm(Z, Zp), die auf Grundlage einer Entfernungsmessung Zp
für m vorgesehen ist. Das Resultat des Vergleiches ergibt sich für die Zelle
m wie folgt
pm(xm, ym, zm) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
pm(Z, Zp) falls pm = punknown
pm(Z, Zp) falls pm(Z, Zp) > pm
pm sonst.
(3.4)
Mit diesem Vorgehen, ist keine Reduktion von pm(Z, Zp) für eine Zelle m
möglich, was das Freizeichnen verhindert und damit auch die Diskrepan-
zen unterdrückt, die durch die Diskretisierung entstehen.
Das für ein einzelnes Stereobild generierte Mt wird anschließend mit dem
Gitter M1∶t, welches die Karte aller bis zu diesem Zeitpunkt t aufgezeichne-
ten Daten enthält, fusioniert. Für die Kombination wird in diesem Schritt
das Bayes-Update 2.60 verwendet. Bei einer Anzahl von Messungen und
deren Positionierung zueinander, wie sie ein Array-Tiefenbild einer Stereo-
kamera bereitstellt, konnte die ungewollte Freizeichnung nicht beobachtet
werden.
Für die Sichtbarkeit der ungewollten Freizeichnung ist die Menge der zu
einer Punktwolke kombinierten Messung p und die Überlappung mit vor-
hergehenden bzw. nachfolgenden Punktwolken ausschlaggebend. Bei der
Nutzung eines monogonen LiDAR, wie im Szenario der Abbildung 3.12,
ist der Ansatz von Andert [7] auf Basis eines einzelnen Scans keine Lösung.
Die ungewollte Freizeichnung findet trotzdem statt. Innerhalb der Punkt-
wolke, die durch die Messungen eines einzelnen Scans St aufgebaut wird,
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arbeitet der Ansatz von Andert wie vorgesehen, allerdings liegt zwischen
den Punktwolken der einzelnen Scans St und St+1 nur eine sehr geringe
oder keine Überdeckung vor. Darüber hinaus sind die Eintrittswinkel der
Laserstrahlen auf die Objektoberfläche recht groß, was zu Freizeichnungen
auf Basis der Diskretisierung zwischen den einzelnen Punktwolken führt.
Zur Lösung dieses Problems bei monogonen LiDAR-Systemen schlägt Hor-
nung [43] die Pufferung mehrerer Scan St in einer Punktwolke Ct−n∶t =⋃tt−n St vor, wobei n = const und Ct−n∶t mittels einer FIFO-Umsetzung ak-
tualisiert wird. Der Puffer Ct−n∶t wird direkt in einen OcTree integriert.
Durch die Pufferung wird eine hinreichende Überlappung zwischen den
einzelnen Pufferwolken erreicht.
Der Vorteil dieses Vorgehens ist, dass kein zweites Gitter bzw. kein zwei-
ter OcTree benötigt wird. Der Nachteil ist, dass je nach Umfang des Puf-
fers, Messungen mehrfach in den OcTree eingefügt werden, was wieder-
um einen gesteigerten Prozessierungsaufwand bedeutet.
Darüber hinaus setzt die Methode von Hornung voraus, dass die Sensor-
position Os für eine Ct−n∶t konstant ist. Bei Verwendung von Punkten p,
welche auf unterschiedlichen Os basieren, in Kombination mit einer kon-
stanten Sensorposition Os für Ct−n∶t, ändert sich der Strahlenverlauf zwi-
schen p und Os. Das führt zu einer abweichenden Freizeichnung zwischen
der gepufferten zur ungepufferten Integration der p in den OcTree.
3.2.3 Reduktion ungewollter Freizeichnung mittels
OcTree
Eine weitere Möglichkeit, die Sichtbarkeit der ungewollten Freizeichnung,
die bei der Überführung in eine diskrete Karte entsteht, zu reduzieren, ist
die Ausnutzung der Eigenschaften des OcTree. Der OcTree steht hier als
Beispiel einer Datenstruktur, die es erlaubt, einen Raum in unterschiedli-
chen Auflösungen zu diskretisieren.
Das Vorgehen ist dabei wie folgt: die Messungen p eines Sensors werden
einzeln oder als Punktwolke Ci in einen OcTree integriert, was zur Folge
hat, dass dessen Blättern Belegtheitswahrscheinlichkeiten pm(Z, Zp) zuge-
ordnet werden. Aufbauend auf den Gleichungen 2.62 oder 2.63 werden
auch die inneren Knoten mit einer kombinierten pm(Z, Zp) der jeweiligen
Kind-Knoten ausgestattet.
Die Verwendung von Gleichung 2.63 führt dazu, dass die maximale pm(Z, Zp)
der Kind-Knoten auf den Elternknoten übertragen wird und damit freie
Bereiche mit jeder Reduktion der Baumtiefen d stärker unterdrückt wer-
den. Dieses Verhalten wird ausgenutzt, um die ungewollte Freizeichnung
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in ihrer Sichtbarkeit zu reduzieren. Messungen werden auf einer Tiefe dh
in den Baum eingefügt, wobei dh gleich der Höhe des Baumes ist. Entnom-
men werden die Messungen allerdings auf einer Tiefe dh−λ, wobei λ ≥ 1.
Das präsentierte Vorgehen ist praktikabel, weist allerdings auch Nachteile
auf. Um einerseits eine konstante Auflösung des Baumes für Folgeprozesse
bereitzustellen und andererseits eine höhere Auflösung für das Einfügen
der Messungen zu ermöglichen, ist eine Steigerung der Baumhöhe um λ
notwendig. Pro zusätzlicher Höhenstufe wächst die Anzahl n der Knoten
in einem OcTree kubisch. Das bedeutet eine Steigerung der Komplexität
θ etwa beim Traversieren θ(n) durch den Baum. Darüber hinaus sind die
Werte für λ Szenarien bedingt und können nicht allgemeingültig festgelegt
werden.
3.2.4 Bedingte Freigabe belegter Zelle
Eine weitere Methode, der ungewollten Freizeichnung bei der Diskretisie-
rung der Messdaten entgegenzuwirken, ist, dass die einzelnen Zellen eines
Gitters, unabhängig davon, ob es sich um ein Feld oder einen Baum han-
delt, beim Einfügen einer Messung nicht vollständig unabhängig von ihren
Nachbarn betrachten werden.
Die ungewollte Freizeichnung findet im Allgemeinen zwischen räumlich
nahe beieinanderliegen Messungen statt, siehe Abschnitt 3.2.1. Darüber
hinaus tritt die ungewollte Freizeichnung immer zwischen einer als belegt
gekennzeichneten Zelle, die geschnitten wird, und einer Zelle auf, die als
belegt kennzeichnet werden soll. Dieser Abschnitt eines Strahls, der zwi-
schen einer Messung p und der Sensorquelle Os verläuft, wird genauer
betrachtet.
Die ungewollte Freizeichnung tritt in Fällen auf, wenn die Winkel zwi-
schen dem Strahl Rp, dem die Messung p zugrunde liegt, und der zu ver-
messenen Oberfläche relativ klein sind. Dieser Zustand kann sich inner-
halb eines Gitters in zwei Situationen widerspiegeln [42].
Einerseits ist der Gradient der zu vermessenden Oberfläche lokal etwa or-
thogonal zu den Achsen des Gitters. In diesem Fall liegen die bereits be-
legten Zellen, die von der ungewollten Freizeichnung betroffen sind, in
direkter Nachbarschaft zu der Zelle in der sich p befindet. Der Strahl Rp
verläuft ab der ersten Berührung mit einer Zelle, für die gilt p > punknown,
ausschließlich innerhalb von Zellen mit p ≤ punknown. Es werden keine Zel-
len mit p ≤ punknown geschnitten. Siehe dazu in Abbildung 3.13 die Mes-
sung p1.
Verläuft der Oberflächengradient andererseits lokal nicht orthogonal zu
den Achsen des Gitters, tritt der beschriebene Alias-Effekt, auch als Trep-
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peneffekt bezeichnet, auf. In diesem Fall besteht die Möglichkeit, dass Rp
wiederkehrend Zellen mit p > punknown und p ≤ punknown schneidet. Abbil-
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Abbildung 3.13: Strahlenverlauf innerhalb des Belegtheitsgitter, der zur
ungewollten Freizeichnung führt.
Freizeichnung in diesen Situationen zu verhindern, wurde eine Methode
entwickelt, die es einem Strahl Rp erlaubt, eine gewisse Anzahl thocc von
belegten und th f ree freien Zellen im direkten Umfeld von p zu schneiden,
ohne deren Belegtheitswahrscheinlich p um p(Z, Zp) zu reduzieren. Das
setzt voraus, dass die Zellen nicht als unabhängige Messungen betrachte-
te werden, sondern innerhalb Rp nahe p zueinander in Beziehung gesetzt
werden.
Das Referenzieren der Zellen innerhalb Rp wird mittels eines Automaten
erreicht, der zusätzlich zu dem verwendeten inversen Sensormodell auf je-
de Messung angewendet wird.
Der Automat A = (Q,Σ, δ,λ, q0) ist ein endlicher Automat und seine Para-
meter sind wie folgt definiert; Q Menge von Zuständen, Σ die Zustands-
übergangsfunktionen, δ das Eingabealphabet,λ Menge der Endzuständen,
q0 der Anfangszustand. Die Eigenschaften und Übergänge von A sind in
Gleichung 3.5 und Abbildung 3.14 aufgeführt. Ausgehend von der Zelle
mOs , die Os enthält, wird im Zustand q0 gestartet. In diesem Zustand wird
mittels σ0 verblieben, bis entlang Rp die erste Zelle mk geschnitten wird,
welche eine Belegtheitswahrscheinlichkeit p > punknown aufweist. Darüber
hinaus werden in mOs zwei Laufvariablen i = 0 und j = 1 initialisiert. Diese
beiden Variablen erlauben eine flexible Steuerung der Toleranzen thocc und
th f ree bei der bedingten Freizeichnung. Die Toleranz thocc gibt einerseits an,
wie viele als belegt gekennzeichnete Zellen sich direkt hintereinander be-
finden dürfen, bevor die Zelle mp folgt, welche p enthält. Das ermöglicht
ein bedingtes Freizeichnen, bei einem lokal zu den Gitterachsen orthogonal
verlaufenden Oberflächengradienten. Andererseits legt th f ree die maxima-
le Anzahl der als frei gekennzeichneten Zellen fest, die zwischen zwei be-
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Q = {q0; q1; q2; q3; q4}
Σ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σ0 = {pm ≤ punknown & i ≤ th f ree} ;
σ1 = {pm ≤ punknown & i > th f ree} ;
σ2 = {pm > punknown & j ≤ thocc} ;
σ3 = {pm > punknown & j > thocc} ;
σ4 = {pm > punknown & m = ⌊pi−tmidm + 0.5⌋}
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭















Abbildung 3.14: Endlicher Automat zur Umsetzung der bedingten Frei-
zeichnung innerhalb eines Strahls Rp. Nach [42].
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legten Zellen geschnitten werden dürfen. Dies ermöglicht eine Beeinflus-
sung der ungewünschten Freizeichnung beim Alias-Effekt. Wachsen i und
j über die jeweilige Toleranz hinaus, wird mit dem klassischen, unbeding-
ten Verfahren bei der Integration einer Messung in das Gitter fortgefahren.
Das Erreichen einer belegten Zelle mocc,k, k = 1 ermöglicht einen Übergang
σ2 nach q1. Die Belegtheitswahrscheinlichkeit von mocc,1 wird in σ1 nicht
angepasst. Sie wird aber inklusive des Wertes p(Z, Zp), der sie verändern
sollte, gepuffert, um später darauf zurückzugreifen. Basierend auf q1 sind
vier Übergänge möglich.
Folgt auf m1 die Zelle mp ist das Ende des Strahls erreicht und es wird mit-
tels σ4 der Endzustand q3 erreicht. Das Erreichen von q3 führt dazu, dass
die bedingte Freizeichnung umgesetzt wird. Das bedeutet, dass der Puffer
mit den zurückgehaltenen Aktualisierungen geleert wird, ohne dass diese
angewendet werden. Es wird ausschließlich die Zelle mp mittels Gleichung
2.60 aktualisiert.
Folgt auf mocc,1 wiederum eine belegte Zelle mocc,2 wird unter der Bedin-
gung j ≤ th in q1 verbleiben. In diesem Fall wird + + j angewendet. Wenn
die Bedingung j ≤ th verletzt wird, wird der Übergang nach q4 gewählt.
Der Zustand q4 ist ebenfalls ein Endzustand und zeigt an, dass die beding-
te Freizeichnung abgebrochen wurde. In diesem Fall werden alle im Puffer
befindlichen Aktualisierungen umgesetzt und ab der aktuellen Zelle mk
wird mit dem bekannten Bayes-Update 2.60 fortgefahren.
Das mehrmalige Erreichen von q1 mittels σ2 zeigt an, dass es sich um die j-
belegte Zelle handelt, die ohne Unterbrechung erreicht wurde. Diese Schlei-
fe des Automaten wird zur Auflösung des Szenarios eingesetzt, welches
zum Beispiel bei p1 in Abbildung 3.13 entsteht. Um nicht unbeabsichtigt
dynamische Hindernisse in der Karte zu belassen, die sich direkt vor stati-
schen Objekten befanden, wird die Bedingung j ≤ thocc verwendet.
Folgt auf mocc,1 eine frei Zelle m f ree,1 wird mittels σ0 nach q2 gewechselt.
Dieser Zweig des Automaten dient zur Behandlung der ungewollten Frei-
zeichnung bei Alias-Situationen, vergleichbar zu der Situation von Mes-
sung p0 in Abbildung 3.13. Folgt auf q2 eine weitere m f ree,1, wird unter der
Bedingung i ≤ th, in q2 verblieben. Wird i ≤ th f ree in q2 verletzt, wird nach
q4 gewechselt und alle gepufferten und zukünftigen Aktualisierungen mit-
tels normalem Bayes-Update umgesetzt.
Folgt auf m f ree,1 oder eine seiner Folgezellen, welche die Bedingung i ≤
th f ree nicht verletzten, eine belegte Zelle mocc,2, wird zurück zum Zustand
q1 gewechselt und die bedingte Freizeichnung zur Behandlung des Alias-
Effekts neu initialisiert. Das ermöglicht auch die Behandlung längerer Trep-
penbereiche.
Folgt auf m f ree,1 oder eine seiner Folgezellen, welche die Bedingung i ≤
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th f ree nicht verletzten, die Zelle mp wird der Endzustand q3 erreicht und
die bedingte Freizeichnung umgesetzt.
3.2.5 Validierung
Für das vorgestellte Problem der Abbildung eines Umweltszenarios durch
eine diskrete Karte unter Verwendung eines monogonen LiDAR (Abschnitt
3.2) werden die in den letzten drei Abschnitten vorgestellten Lösungsan-
sätze gegenübergestellt.
Der erste Ansatz 3.2.3 ist das Integrieren von Messungen bei einer höheren
Auflösung in das kartierende Medium und die Entnahme bei einer gerin-
geren Auflösung. Für eine vereinfachte Bezeichnung wird dieser Ansatz
im Verlauf des aktuellen Abschnittes mit A bezeichnet.
Der zweite Ansatz, der auch von Hroning [43] vorgestellt wird und für
eine Gruppe von Ansätzen steht, kombiniert mehrere Scans Si im Vorfeld
bevor die Vereinigungsmenge anschließend in das kartierende Medium,
hier einen OcTree, integriert werden. Dieser Ansatz wird mit B bezeichnet.
Die dritte Umsetzung, die bedingte Betrachtung von geschnitten Gitterzel-
len entlang eines Messstrahls (Abschnitt: 3.2.4) wird mit C betitelt.
Die Bewertung erfolgt in zwei Schritten. Zuerst wird auf die ausgewählten
Parametersets pro Ansatz eingegangen. Die Validierung wird dabei visu-
ell vorgenommen. Ziel ist es, eine geschlossene Detektion des Bodens zu
erreichen.
Aufbauend auf den dargelegten Sets wird anschließend eine Performan-
zanalyse hinsichtlich Laufzeit, Komplexität und Speicherbedarf durchge-
führt.
Als Beispielszenario für die Bewertung wird ein Überflug (Abbildung 3.12)
eines unbemannten Hubschraubers über ein Feld mit zwei künstlichen
Hindernissen, zwei Torstangen, verwendet, wobei das UA ein LiDAR zur
Datengenerierung transportiert. Zur Aufzeichnung der Daten wurde der
„Hokuyo UTM-30LX“ mit einer Anbauposition vergleichbar zu Abbildung
4.25 verwendet.
Parametersets für geschlossene Bodenrepräsentation
Die Ausgangssituation, das Einfügen der aufgezeichneten Messungen in
einen OcTree mit Zellabmessung dm = 0, 5 m und eine Baumhöhe h = 10,
ohne jegliche Anwendung einer Erweiterung zeigt Abbildung 3.15. Die
Färbungen der dargestellten Voxel spiegeln die Belegungswahrscheinlich-
keit p(Z) wieder. Die Messungen des Lasers werden grundsätzlich mit
p(Z) = 0.8 in den OcTree integriert. Abweichende Belegungswahrschein-
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Abbildung 3.15: Ausgangssituation, ohne Berichtigung der ungewollten
Freizeichnung.
lichkeiten weisen auf eine Anwendung eines Bayes-Update hin. Die Dar-
stellungen zeigen nur die belegten Voxel, was Belegungswahrscheinlich-
keiten 0.5 ≤ p(Z) ≤ 1.0 entspricht.
Die Messungen des monogonen LiDAR wurden in einen OcTree mit dm =
0, 5 m und h = 10 eingefügt und auf der gleichen Höhe wieder entnom-
men. Es ist zu erkennen, dass große Teile der Bodenplatte nicht durch Vo-
xel repräsentiert werden. Darüber hinaus enthält die Abbildung eine große
Anzahl von Voxeln, die eine Belegtheitswahrscheinlichkeit p(Z) ≤ 0.8 auf-
weisen, was auf eine gegensätzliche Interpretation der Belegung zurück-
zuführen ist. Eine Ursache neben Rauschen ist etwa die Diskretisierung
des Raumes, wie es in Abschnitt 3.2 bzw. den Abbildungen 3.11 verdeut-
licht wurde.
Ziel der drei Ansätze ist es, diese Lücken zu schließen bzw. die Belegungs-
wahrscheinlichkeiten der Voxel so zu manipulieren, dass die ungewollte
Freizeichnung, welche durch die Diskretisierung entsteht, nicht sichtbar
wird. Um dies zu erreichen, müssen die Ansätze jeweils unterschiedlich
parametrisiert werden. Eine für das gewählte Szenario bestimmte Parame-
terauswahl zeigt Tabelle 3.1.
Ansatz A: Die Anwendung des Ansatzes A beim Einfügen der Messun-
gen in den OcTree auf einer größeren Tiefe d = 11 bei A(2) und d = 12 bei
A(3) zeigen die Abbildungen 3.16a bzw. 3.16b. Bereits beim Einfügen der
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Ansatz Parametersets
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Tabelle 3.1: Parameter zur Unterdrückung der ungewollten Freizeichnung.
Messungen auf einer Tiefe d, die um eins höher ist als die Tiefe auf der
der Baum verwendet werden soll, zeigt eine Reduzierung der ungewoll-
ten Freizeichnung. Das Einfügen auf der Tiefe, die zwei Ebenen über der
zur Verwendung beabsichtigten Tiefe liegt, zeigt augenscheinlich eine na-
hezu vollständige Unterdrückung der durch die Diskretisierung auftreten-
den Problematik. Allerdings enthält auch diese Umsetzung kleine Löcher
in der Größe von einzelnen Voxeln.
Ansatz B: Die Abbildung 3.17 präsentiert das Resultat des Ansatzes B
bei dem jeweils j-Scans des monogonen Lasers zu einer Punktwolke kom-
biniert werden und anschließend in den OcTree integriert werden. Bei der
Steigerung von B(1) mit j = 20 hinzu B(4) mit j = 80 ist eine Reduktion der
Freiräume zu erkennen. Darüber hinaus ist ein Rückgang der Voxel zu er-
kennen, die ein p(Z) ≤ 0.8 aufweisen, was ebenfalls den Rückgang von wi-
dersprüchlichen Belegungen verdeutlicht. Simultan steigt augenscheinlich
die Anzahl der Voxel mit p(Z) ≥ 0.8. Was für eine gegenseitige Stützung
der Messungen untereinander spricht. Das Kombinieren mehrerer Scans
führt eindeutig zu einer Reduktion der Sichtbarkeit der Effekte, die durch
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Abbildung 3.16: Ansatz A für das Beispiel einer planaren Bodenplatte
die Diskretisierung auftreten. Allerdings ist selbst bei B(4), wie Abbildung
3.17d zeigt, keine vollständige Lösung der Problematik möglich.
Ansatz C: Die Abbildung 3.18 präsentiert das Resultat des Ansatzes C
bei dem jeweils thocc belegte und th f ree freie Voxel in ihrer Belegungswahr-
scheinlichkeit nicht beeinflusst werden, wenn sie von Strahlen geschnitten
werden. Die Abbildungen 3.18a und 3.18b zeigen die Resultate der Para-
metersets C(1) und C(2) und spiegeln bis auf marginale Änderungen die
Ausgangssituation in Abbildung 3.15 wider. Eine Erhöhung von th f ree in
C(3) führt allerdings zu einer Reduktion der ungewollten Freizeichnung.
Die Anwendung von C(4) in Abbildung 3.18d zeigt schlussendlich eine
wiederum nahezu vollständige Reduktion der ungewollten Freizeichnung,
auch wenn noch Voxel mit einer p(z) ≤ 0.8 zu erkennen sind.
Diskussion Die Ergebnisse der jeweiligen Parametersets zeigen, dass mit
allen drei Ansätzen eine geschlossen Bodenrepräsentation erzeugt werden
kann. Bei der visuellen Gegenüberstellung aller Parametersets zeigen A(3),
B(4) und C(4) für jeden Ansatz die vermeintlich besten Ergebnisse mit einer
nahezu vollständig geschlossen Bodenplatte mit den beiden Hindernissen.
Diese drei Parametersets werden im Folgenden einer weiteren Betrachtung
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Abbildung 3.17: Ansatz B für das Beispiel einer planaren Bodenplatte
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Abbildung 3.18: Ansatz C für das Beispiel einer planaren Bodenplatte
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unterzogen, um eine vergleichende Performanzanalyse zwischen den drei
Ansätze zu ermöglichen.
Performanzanalyse
Die dargestellten Ansätze werden in Online-Anwendungen eingesetzt. Ne-
ben einer möglichst korrekten Abbildung der vermessenen Umwelt müs-
sen sie daher auch auf der zur Verfügung stehenden Hardware1 an Bord
des UA berechenbar sein. Um benötigte Rechnerperformanz der jeweiligen
Ansätze bewertbar zu machen, wurden Größen wie Laufzeit pro einzufü-
gender Punktwolke, Integrationsschritte in den OcTree pro einzufügender
Punktwolke und Speicherbedarf des OcTree für die ausgewählten Parame-
tersets A(3), B(4) und C(4) bestimmt. Die Resultate zeigt Abbildung 3.19.
Bei der Gegenüberstellung der Anzahl der Einfügeoperationen pro Punkt-
wolke zwischen A(3), B(4) und C(4) ist zu erkennen, dass B(4) von A(3)
und C(4) abweicht. Diese Abweichung ist auf die Kombination von bis zu
80 Scans zu einer Punktwolke zurückzuführen. Nach einer Aufbauphase
über die ersten 80 Scans entspricht die Anzahl der Einfügeoperationen pro
Punktwolke von B(4) etwa dem achtzig-fachen von A(3) und C(4).
Die große Anzahl von Einfügeoperationen bei B(4) wirkt sich ebenfalls auf
die benötigte Laufzeit pro Punktwolke aus. Allerdings ist die Differenz zu
den Resultaten von A(3) und C(4) in diesem Fall nicht so groß wie bei der
Anzahl der Einfügeoperationen. Dieses Resultat ist auf das Zusammen-
fassen von Messungen zu einer Punktwolke zurückzuführen, was wieder-
um dazu führt, dass nicht alle Messungen direkt in den OcTree integriert
werden. Liegen etwa mehrere Messungen räumlich in einem Voxel, ist es
ausschließlich notwendig, die Aktualisierung des Voxel einmal durchzu-
führen. Folgeoperationen wie etwa das Traversieren zur Wurzel, um den
gesetzten Status an die Eltern zu übertragen, ist in diesem Fall im Gegen-
satz zur Integration jeder Einzelmessung ebenfalls nur einmal notwendig,
was zu einer Reduzierung der benötigten Zeit führt. Im Großen und Gan-
zen führt die große Anzahl der zu integrierenden Messungen in den Oc-
Tree allerdings zu einem starken Anwachsen der benötigten Laufzeit für
den Ansatz B(4) gegenüber A(3) und C(4).
Bei der Anzahl der Einfügeoperationen pro Punktwolke sind die Ansät-
ze A(3) und C(4) etwa identisch, was darauf zurückzuführen ist, dass jede
Messung direkt vom Laser kommt und in den OcTree übertragen wird,
ohne dass sie mit weiteren Messungen kombiniert oder verworfen wird.
Bei der Betrachtung der Laufzeit pro Punktwolke ist allerdings ein Unter-
schied zu erkennen, der auf die Größe des OcTrees und schlussendlich auf
1Verwendeter Rechner: i5-4210(1.7 bis 2.7GHz), 12GB RAM























































(c) Speicherbedarf das OcTree.
Abbildung 3.19: Gegenüberstellung der Parametersets A(3), B(4) und C(4).
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die Anzahl der Folgeoperationen bei der Messwertintegration in den Oc-
Tree zurückzuführen ist.
Ein OcTree N = 8 mit der Höhe h = 10 weist nach
n = Nh+1 − 1
N − 1 (3.6)
eine Gesamtzellenanzahl von n = 1.227.133.513 Zellen auf. Bei h = 12 ent-
spricht das n = 78.536.544.841 Zellen. Das asymptotische Verhalten von
Operationen auf dem OcTree, wie etwa der Zugriff auf Zellen oder die Su-
che (O(log n)) und das Traversieren (Θ(n)), sind durch n bedingt. Folglich
steigt mit zunehmendem n auch die benötigte Anzahl an Iterationen, die
etwa zur Aktualisierung der Elternknoten benötigt wird und damit die da-
für benötigte Zeit pro Messung.
Aufbauend auf der höheren Auflösung, mit der die Messungen in den Oc-
Tree bei A(3) integriert werden, folgt, dass weniger Messungen in Voxel
kombiniert werden und mehrere Voxel auf einzelnen Messungen beruhen.
Der Speicherbedarf eines Voxels ist konstant und unabhängig davon, auf
welcher Tiefe sich der Voxel befindet. Mit zunehmender Tiefe steigt aller-
dings die Anzahl der inneren Knoten, welche die Blätter mit der Wurzel
verbinden. Die Kombination aus einer größeren Anzahl von Blättern und
inneren Knoten führt daher zu einem erhöhten Speicherbedarf. Dies spie-
gelt auch die Gegenüberstellung des für den OcTree benötigten Speichers
der jeweiligen Ansätze wider. Zu erkennen ist der erhöhte Speicherbedarf
von A(3).
Der Ansatz B(3) weist gegenüber C(4) ebenfalls einen leicht erhöhten Spei-
cherbedarf auf. Beide Ansätze integrieren die Messungen auf h = 10 in den
OcTree und enthalten folglich etwa die gleiche Anzahl von belegten Blät-
tern (4880 Voxel bei B(3) und 4895 Voxel bei C(4)) und belegten inneren
Knoten am Ende des Szenarios (Scan 645). Diese Differenz lässt sich mit
den als belegt deklarierten Knoten nicht deuten. Der Unterschied erklärt
sich aus der Anzahl der als frei eingeordneten Knoten. Bei B(3) handelt es
sich am Ende des Überfluges um 20957 Voxel und bei C(4) lediglich um
14590 Voxel.
Dieser Unterschied ist auf das Einfügen mittels einer Punktwolke zurück-
zuführen, für welche ein einziger Sensorursprung angenommen wird. Für
die Berechnung der Hits einer Punktwolke wird die zum Zeitpunkt des
Hits vorliegende Sensorposition verwendet. Zur Bestimmung der Freizeich-
nung wird allerdings nur die Sensorposition des letzten Hits verwendet
und für alle Hits der Punktwolke übernommen. Dies führt zur Freizeich-
nung von Voxeln, die bei einer korrekten Zuordnung von Sensorposition
und Hit nicht aktualisiert wurden. Eine Verdeutlichung dieses Sachverhal-
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Abbildung 3.20: Direktes Einfügen einzelner Scans gegenüber einem kom-
binierten Einfügen mehrerer Scans.
fen von der Sensorposition zum Hit auf der blauen Hindernisoberfläche.
Die Voxel, welche von diesen Strahlen geschnitten werden, werden frei ge-
zeichnet, hier durch die Grünfärbung dargestellt. Der Voxel, welcher den
Hit trifft, wird als belegt, hier rot, markiert. Dieses grundlegende Prinzip
trifft auch auf die Punktwolke zu, für die allerdings nur die letzte Sensor-
position (A6) zur Freizeichnung herangezogen wird. Durch dieses Vorge-
hen werden auch Voxel (B5, C4, C6 und D7) von Strahlen (gestrichelt) ge-
schnitten, die zuvor keine Aktualisierung erfuhren, was zu dem Anstieg
der als frei deklarierten Voxel führt. Als weitere Folge dieses Vorgangs
wird Raum, für dessen Querung eigentlich keine Messungen vorliegen,
als frei deklariert, was beim tatsächlichen Vorhandensein eines Objektes
zu einer Kollision führen kann.
Fazit
Resultierend auf der gezeigten visuellen und numerischen Gegenüberstel-
lung der drei Ansätze A, B und C sowie im Speziellen der Parametersets
A(3), B(4) und C(4) wurde das Parameterset C(4) für das hier präsentierte
Szenario, einer überflogenen Bodenplatte, als der am geeignetste Ansatz
zur Integration von monogonen LiDAR-Daten bestimmt. Für dieses Urteil
waren die geringe Laufzeit pro Punktwolke, der geringe Speicherbedarf
und die respektable Darstellung der vermessenen Umwelt ausschlagge-
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bend. Aufbauend auf diesem Ergebnis werden die weiteren Auswertun-
gen unter Berücksichtigung des Parametersets C(4) durchgeführt. Bei Ab-




Für den automatisierten Betrieb von kleinen unbemannten Hubschrau-
bern in einer unbekannten Hinderniskulisse, etwa unter Randbedingun-
gen wie dem Fliegen außerhalb der Sicht des Operators oder bei Kommu-
nikationsverlust, ist an Bord des unbemannten Systems eine dreidimen-
sionale Detektion der Hindernisse erforderlich, um aufbauend auf den er-
mittelten Hindernissen ein Ausweichen zu ermöglichen. Ein unbemann-
ter Hubschrauber kann sich nahezu unabhängig dreidimensional bewe-
gen. Um das Bewegungspotenzial des Hubschraubers nicht zu limitieren,
wird ebenfalls eine dreidimensionale Wahrnehmung der Umwelt ange-
strebt, um auf Basis der gewonnen Daten auch ein sicheres dreidimen-
sionales Ausweichen von Hindernissen zu ermöglichen. Im Rahmen die-
ser Arbeit wird unter der dreidimensionalen Detektion eines Hindernisses
die Detektion des Raumes verstanden, der von dem Hindernis mindes-
tens teilweise belegt wird. Um welche Art von Hindernis (Baum, Haus,
Mensch, ...) es sich dabei handelt, ist nicht von Interesse.
Einführend wird ein Überblick über bestehende Ansätze gegeben, welche
verschiedene LiDAR und Kamera-Konfigurationen einsetzen, um auf Ba-
sis beschränkter Sensordaten eine umfassende Sicht auf die Umwelt zu er-
möglichen. Darauf aufbauend werden das Konzept und der Ablauf des
hier vorgestellten Ansatzes dargelegt.
4.1 Stand der Technik
Auf Basis der gegebenen Randbedingungen des UA (Abschnitt 4.6.1) und
zur Verfügung stehenden Sensoren (Abschnitt 2.3) werden Kameras und
LiDAR als Ausgangspunkt für die Hindernisdetektion betrachtet. Senso-
ren wie Sonar oder Radar wurden aufgrund ihrer Leistungsspezifika nicht
weiter berücksichtigt. Ein Überblick über bestehende Systeme oder Verfah-
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ren, der keinen Anspruch auf Vollständigkeit hat, wird im Folgenden prä-
sentiert und im Hinblick auf die angestrebte Anwendung in einem kleinen
UA bewertet. Es wird in homogene und heterogene Systeme unterschie-
den, wobei sich die Unterteilung auf die Art der Sensoren bezieht.
4.1.1 Homogene Konfigurationen
LiDAR kombinieren mehrere seriell erzeugte Messungen zu einem Ab-
bild der Umwelt. Das serielle Abtasten der Umwelt wird mit einer Mecha-
nik erreicht, die je nach Umfang des angestrebten Sichtfeldes in Größe und
Umfang variiert. Scanner, die ein zweidimensionales Sichtfeld vergleich-
bar dem einer Kamera1 aufspannen, können oft aufgrund ihres Gewichts
und ihrer Größe [80, 96] von kleinen UA nicht transportiert werden.
Scanner, die Messungen ausschließlich für eine Schnittebene generieren,
werden auch als monogone LiDAR bezeichnet. Sie können von kleinen UA
transportiert werden, geben aber keine Information über den Zustand der
Umwelt über- und unterhalb der Ebene ab [86].
Ansätze [96, 97], monogone LiDAR mittels zusätzlicher externer Antrie-
be und Spiegel zu erweitern und darauf aufbauend eine dreidimensionale
Abtastung der Umwelt zu erreichen, haben zwei Schwachpunkte. Einer-
seits bringen die Erweiterungen zusätzliches Gewicht mit in die Sensor-
konfiguration, was oft zu der gleichen Problematik wie bei einem dreidi-
mensional scannenden System führt. Sie sind zu schwer für kleine UA.
Andererseits ist die Aktualisierungsrate, mit der das erweiterte Sichtfeld
abgetastet werden kann, durch die Aktualisierungsrate des Ausgangssys-
tems bedingt, was zu sehr geringen Aktualisierungsraten des Gesamtsys-
tems führen kann. Geringe Aktualisierungsraten können in einer dynami-
schen Umwelt oder einem hochdynamischen System, wie einem UA, zu
Problemen führen.
Um dennoch einen Betrieb von LiDAR an kleinen UA sowie eine dreidi-
mensionale Detektion der Umwelt zu ermöglichen, nutzen [36, 65] die Ei-
genbewegung des UA. Merz [65] prägt dem UA eine zusätzliche zyklische
Lageänderung auf, wodurch eine zusätzliche Dimension für Messungen
aufgespannt wird. Die aufgeprägte Bewegung führt allerdings zu einer
Einschränkung des Flugverhaltens, was den Einsatz für höhere Aufgaben2
beschränkt. Grzonka [36] nutzt ausschließlich die Eigenbewegung des UA
1Kamera mit einem zweidimensionalen CCD und einer entsprechenden Optik (z.B. f=5mm),
die es erlaubt, zweidimensionale Aufnahmen der Umwelt zu erzeugen.
2 Das Fliegen an sich, Pfade abfliegen oder Hindernisse detektieren und vermeiden ist nicht
die eigentliche Zielstellung eines UA. Diese Aktivitäten sind allein Voraussetzungen, um
höhere Aufgaben wie die Inspektion, Suchen oder den Transport von Gütern zu ermögli-
chen.
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bei Richtungs- sowie Positionsänderungen aus. Dieses Vorgehen setzt ei-
ne kontinuierliche Ausgleichsbewegung um mindestens eine Achse des
UA voraus. Ist diese Ausgleichsbewegung, etwa bei einem kontinuierli-
chen, unbeschleunigten Flug innerhalb der Laserebene, nicht gegeben, ist
es ebenfalls notwendig eine künstliche Bewegung anzuregen.
Kameras ob nun monokular oder auch multiokular werden ebenfalls
zur dreidimensionalen Hindernisdetektion eingesetzt. Eine weit verbreite-
te Variation eines multiokularen Ansatzes ist der Stereokameraaufbau [7,
45]. Bei der Stereoskopie wird mittels korrespondierende Bildpunkte der
beiden Kamerabilder eine Triangulation durchgeführt, deren Ergebnis ei-
ne indirekte Entfernungsmessung ist.
Eine indirekte Entfernungsmessung ist ebenfalls mit einer monokularen
Kamera möglich, wenn die extrinsische Transformation zwischen zwei Auf-
nahmen bekannt ist und sich die Sicht der Aufnahmen ebenso wie beim
multiokularen Aufbau hinreichend überlappt.
Die indirekte Entfernungsmessung enthält systematische Unzulänglichkei-
ten, die zu einer quadratisch abnehmenden Entfernungsauflösung mit zu-
nehmender Entfernung führen. Weiteres Fehlerpotenzial ist durch inkor-
rekte Korrespondenzzuweisungen, die bspw. durch eine dynamische Um-
welt, homogene Oberflächen oder Verformungen des Stereokameraaufbaus
gegeben und kann zu falschen Entfernungsmessungen führen. Basierend
auf den Mängeln wird den Entfernungsmessungen, welche mittels Stereo-
skopie entstanden sind, ein geringeres Vertrauen als bspw. Lasermessun-
gen zugesprochen [46].
4.1.2 Heterogene Konfigurationen
Stereokamera und monogoner LiDAR: Eine Gegenüberstellung der Vor-
und Nachteile eines monogonen LiDAR und einer Stereokamera bei der
Hindernisdetektion für kleine UA präsentiert u.a. Hrabar [46]. Die Gegen-
überstellung betrachtet neben einer jeweiligen Umsetzung mit den einzel-
nen Sensoren auch eine Fusion beider Sensoren. Die Fusion der unabhängi-
gen Sensoren erlaubt auf der einen Seite eine Kombination der Sichtfelder
und auf der anderen Seite eine Steigerung des Vertrauens bzw. der Mess-
genauigkeit. Eine derartige Fusion präsentiert neben Hrabar auch Mogha-
dam [66] für Bodenfahrzeuge. Beide Ansätze fusionieren 2D-LiDAR- mit
den Stereokameradaten in einem dreidimensionalen probabilistischen Be-
legtheitsgitter.
Bei seiner Gegenüberstellung kommt Hrabar zu dem Urteil, dass die Ste-
reokamera sowohl als homogene Konfiguration als auch als Komponente
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in einer Fusion für die Hindernisdetektion außerhalb von Gebäuden unge-
eignet ist und eine homogene Laserkonfiguration vorzuziehen ist.
Hrabar verwendet eine Central Level Fusion mittels Belegtheitsgitter, in
der die Sensordaten ohne eine Vorverarbeitung integriert werden. Fehl-
messungen der Stereokamera können durch den LiDAR im Gitter nur dann
korrigiert werden, wenn sich zu korrigierende Messungen mindestens ein-
mal innerhalb des Sichtfeldes des LiDAR befinden. Das Sichtfeld des La-
sers ist allerdings kleiner als das der Stereokamera, so dass nicht davon
ausgegangen werden kann, dass jede Stereokameramessung durch eine
Lasermessung beeinflusst wird. Ein Teil der Stereodaten unterliegt keiner
Fusion mit Laserdaten und geht ungefiltert in die Hindernisrepräsentation
ein. Das Resultat ist, dass die Nachteile der Stereokamera wie Phantom-
hindernisse [7] ebenfalls im Output der Fusion enthalten sind.
Moghadam [66] generiert seine Resultate vor allem innerhalb von Gebäu-
den bei einer statischen Umwelt und Beleuchtung und erreicht erwartungs-
gemäß bessere Resultate mit der Stereokamera als Hrabar. Aber auch in
dieser Umsetzung weisen die Stereokameradaten ein hohes Rauschen und
falsche Entfernungsmessungen auf. Der Aussage von Hrabar, allein auf
den LiDAR zu vertrauen, widerspricht Moghadam, da Hindernisse die
über- bzw. unterhalb der Scanebene liegen nicht detektiert werden [86].
Moghadam kommt zu dem Ergebnis, dass der alleinige Einsatz von einem
2D-LiDAR oder einer Stereokamera nicht vertretbar ist und nur eine Fusi-
on hinreichend genau ist, um verlässliche Daten für eine Hindernisdetek-
tion bereitzustellen.
Monokulare Kamera und monogoner LiDAR: Die Stereoskopie weist
Nachteile auf, die einen Einsatz für die Hindernisdetektion bzw. die Ge-
nerierung von Tiefendaten außerhalb von Gebäuden erschweren. Es gibt
Ansätze, welche den direkten Einsatz der Stereoskopie bei der Hindernis-
detektion umgehen. Ein derartiger Ansatz wurde von Baltzakis [11] vorge-
stellt, wobei die Stereoskopie nicht direkt zur Hindernisdetektion verwen-
det wird, sondern um die Hindernisdaten, welche mittels eines monogo-
nen LiDAR erstellt wurden, aber außerhalb dessen Sichtfeldes liegen, zu
validieren.
Die alleinige Verwendung eines monogonen LiDAR vernachlässigt Über-
hänge, die sich über- bzw. unterhalb der Scanebene befinden. Zur Identifi-
zierung dieser Objekte nutzt Baltzakis eine monokulare Kamera und einen
stereoskopischen Ansatz. Das Einbeziehen des stereoskopischen Ansatzes
in eine Fusion führt ebenso zur Inklusion von dessen Nachteilen. Hinzu
kommt, dass kein statischer Stereoaufbau verwendet wird.
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Die Herleitung der Stereoinformation aus den zeitlich versetzt aufgezeich-
neten Kamerabildern setzt voraus, dass die Transformation zwischen den
Aufnahmezeitpunkten kontinuierlich bestimmt wird. Dieses kann bspw.
mit Odometrie oder optischer Navigation erfolgen. Unzulänglichkeiten des
jeweils eingesetzten Verfahrens sind weitere Fehlerquellen, welche die Aus-
sagekraft dieses stereoskopischen Ansatzes weiter reduzieren. Ein weiteres
Problem bei einem monokularen Ansatz ist die Bereitstellung stereoskopi-
scher Information entlang der optischen Achse bei geringer Änderung des
Blickwinkels, da die Verschiebung der Bildfeatures zu gering ist, um diese
hinreichend genau abzuleiten [45, 47]
Ansätze zur Hindernisdetektion, die eine Fusion aus monogonen LiDAR-
und monokularen Kameradaten ohne die Ausnutzung von stereoskopi-
schen Verfahren verwenden, werden von Peynot [73] und Garcia-Alegre
et al. [31] vorgestellt. Peynot verwendet die Intensitätsbilder der Kamera,
um die Entfernungsdaten eines monogonen LiDAR, die möglicherweise
durch Nebel oder Staub verfälscht sind, zu validieren. Die Validierung der
Daten findet ausschließlich im Sichtfeld des Lasers statt. Es werden kei-
ne Rückschlüsse auf den dreidimensionalen Aufbau der Hindernisse au-
ßerhalb der Lasersicht getroffen. Eine Minderung der Kollisionsgefahr mit
überhängenden Hindernissen, die sich unter bzw. über der Scanebene be-
finden, kann nicht erreicht werden.
In dem von Garcia-Alegre et al. präsentierten Ansatz werden Features in
einem monokularen Kamerabild mit korrespondieren Messungen eines mo-
nogonen LiDAR kombiniert, um eine signifikante Aussage über mögliche
Hindernisse zu erhalten. Das Resultat ist eine Detektion möglicher Hinder-
nisformen im Kamerabild auf Basis von Schwellwertoperationen. Garcia-
Alegre et al. kombinieren einen Laserdatensatz mit einem Bild, um eine
Segmentierung des Bildes in Vorder- und Hintergrund zu erhalten. Der
Fokus der Arbeit liegt auf der Gegenüberstellung von Segmentierungsan-
sätzen. Eine Nutzung der gefundenen Segmente zur Hindernisdetektion
wird nicht erläutert. Die Nutzung von nur einer Laserebene pro Bild lässt
darauf schließen, dass die Hindernisoberfläche orthogonal zur Bodenebe-
ne angenommen wird, auf dem sich das Bodenfahrzeug bewegt.
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Für den Betrieb von unbemannten UA in einer unbekannten Hindernisku-
lisse, wird, bedingt durch die Möglichkeit dreidimensional zu operieren,
eine dreidimensionale Detektion von Hindernissen angestrebt. Begrenzt
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durch die Größe von kleinen3 UA steht ausschließlich eine geringe Nutz-
last für Sensoren der Hindernisdetektion zur Verfügung, was wiederum
die Auswahl an dreidimensional messenden Sensoren, die ein Abbild der
Umwelt bereitstellen, stark einschränkt.
Aktuell werden vor allem passive Stereokamerakonfigurationen und mo-
nogone LiDAR mit den erläuterten Nachteilen eingesetzt (siehe Abschnitt
4.1.1).
LiDAR ermöglichen im Allgemeinen eine Abbildung der Umwelt, welche
geringer mit Fehlern belastet ist, als eine Abbildung, welche mit einer Ste-
reokamera vergleichbarer Größe und Auflösung erstellt wurde. Darüber
hinaus sind LiDAR durch die aktive Messmethode unabhängiger gegen-
über externen Beleuchtungsänderungen. Dem gegenüber ermöglichen Ka-
meras mit einem zweidimensionalen Sensorarray, im Vergleich zu weit-
verbreiteten LiDAR-Systemen mit einer bis wenigen Scanebenen [37, 83],
im Allgemeinen eine Sicht auf die Umwelt, die vom Scanner nicht erreicht
werden kann.
Erweiterungen der LiDAR mit mechanischen Komponenten ermöglichen
ebenfalls eine Erweiterung des Sichtfeldes, weisen allerdings auch einen
Zuwachs an benötigter Nutzlast und eine stark reduzierte Aktualisierungs-
rate auf.
Aufbauend auf dieser Situation sollen die Stärken der Sensoren Kamera
(großes Sichtfeld und hohe Aktualisierungsrate bezüglich der Sichtfeld-
größe) und LiDAR (hohe Messgenauigkeit bei hoher Einsatzbereitschaft
bei unterschiedlichen Beleuchtungs- und Witterungssituationen) kombi-
niert werden, um die Schwächen Passivität und indirekte Entfernungsbe-
stimmung bei der Kamera und beschränktes Sichtfeld beim Laser zu kom-
pensieren.
Um dies zu erreichen, sollen die Daten eines LiDAR mit den Bildern einer
monokularen Kamera kombiniert werden, um eine dreidimensionale Sicht
zu erzeugen, die über das Sichtfeld des LiDAR hinausgeht. Voraussetzung
für dieses Ziel ist eine kooperative Fusion der beiden Datensätze für ein
gemeinsames Sichtfeld, um die dort getroffenen Aussagen auf Bereiche au-
ßerhalb der Lasersicht zu übertragen. Das Resultat sind dreidimensionale
Approximationen der Hinderniskulisse außerhalb der Lasersicht.
Das LiDAR dient dieser Konfiguration als Grundlage, da davon ausge-
gangen wird, dass dessen Einsatzbereitschaft bei dynamischen Umweltbe-
dingungen höher ist als die einer Kamera. Die Kameradaten werden aus-
schließlich additiv der Fusion hinzugefügt, um auch bei widrigen Beleuch-
tungsverhältnissen eine rudimentäre Umweltwahrnehmung bereitzustel-
3Nutzlast die für die Sensoren der Umweltwahrnehmung bereitsteht ist kleiner einem Kilo-
gramm.
4.2 Konzept 109
len, welche allein auf Laserdaten beruht.
Als Quelle für die Laserdaten wird eine monogone Konfiguration ausge-
wählt. Diese Konfiguration ist mechanisch recht einfach und ist in einigen,
kleinen „commercial off-the-shelf“ Produkten zu finden. Der Einsatz von
kleinen monogonen LiDAR-Systemen ist in kleinen UA direkt möglich [35,
65]. Die monogone Konfiguration ist mitunter eine der einfachsten Umset-
zungen eines LiDAR und soll damit die Generalisierbarkeit des Ansatzes
verdeutlichen. Ein Einsatz eines mehrzeiligen Systems ist ebenfalls durch-
aus möglich, soll aber nicht Inhalt dieser Arbeit sein.
Als Quelle für die Kameradaten wurde eine monokulare Kamera ausge-
wählt. Die Wahl, eine monokulare Kamera zu verwenden, hat zwei Grün-
de. Einerseits bringt ein Stereokamerasystem zusätzliches Gewicht mit in
das Sensorsetup, wobei der möglicherweise erreichte Zusatznutzen durch
die indirekte Entfernungsbestimmung fraglich ist [46]. Auf der anderen
Seite führt der Einsatz einer monokularen Kamera ebenfalls zu einer Ge-
neralisierung des Ansatzes, was den Einsatz auf vielen Systemen erleich-
tert. Eine Erweiterung des Ansatzes mittels Stereokameradaten ist durch-
aus denkbar, soll in dieser Arbeit aber nicht betrachtet werden.
Die monokulare Kamera liefert skalierungsinvariante Abbildungen B der
Umwelt. Innerhalb der Bildebene können ohne weitere absolute Informa-
tionen nur relative Größenabschätzungen getroffen werden. Das mono-
gone LiDAR erzeugt pro Scan A eine einzelne Scanebene, in der absolu-
te Entfernungsmessungen vorgenommen werden. Über den Zustand der
Umwelt über- und unterhalb der Ebene können keine Aussagen getroffen
werden. Sowohl monokulare Kamera als auch monogone LiDAR stellen
mit einem Pixel qi(x, y) bzw. einer Kreiskoordinate pl(r,Θ) ausschließlich
zweidimensionale Daten bereit. Beide Sensoren können simultan von ei-
nem kleinen UA transportiert werden. Allein stellt aber keiner der Senso-
ren eine hinreichende dreidimensionale Sicht zur Verfügung.
Zur Einführung des angestrebten Konzepts wird von einem vereinfachten
Aufbau ausgegangen. Ausgangspunkt ist, dass die Bildebene EB der Ka-
mera und die Messungen des LiDAR in ein gemeinsames Koordinatensys-
tem transformiert werden, im aktuellen Fall in das Koordinatensystem c
der Kamera. Auf der Bildebene sind die relativen Ausdehnungen eines be-
trachteten Objekts sichtbar. Der Scan A des LiDAR enthält für das verein-
fachte Beispiel eine einzige Messung pl . Die Projektion ql von pl wird auf
EB durch die sichtbaren Objektgrenzen des betrachten Objekts umrahmt.
Mit einer Lasermessung ist die Entfernung zu dem Objekt ermittelbar. Un-
ter der Annahme, dass die Objektoberfläche des betrachteten Objekts einer
Ebene EO entspricht und parallel zur Bildebene EB verläuft, lässt sich auf
Basis von pl eine prädizierte Ebenenapproximation E′O des betrachteten
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Objekts erstellen. Eine Projektion der Objektumrisse von EB auf EO erlaubt
eine Begrenzung der Oberflächenabmessungen. Dieses Vorgehen basiert















Abbildung 4.1: Approximation einer Objektoberflächenebene mittels einer
Lasermessung und eines Kamerabildes.
zeigt, dass auf Grundlage einer Lasermessung und einem monokularen
Kamerabild in Kombination mit getroffen Annahmen, approximierte Aus-
sagen über Bereiche der Umwelt gemacht werden können auch wenn für
diese Bereiche keine Lasermessungen, sondern ausschließlich skalierungs-
invariante Kameradaten vorliegen. Es ist aber ebenso ersichtlich, dass eine
Bestimmung der Objektoberflächenapproximation E′O nur unter den An-
nahmen möglich ist, dass die betrachtete Objektoberfläche eine Ebene EO
ist und darüber hinaus parallel zur Bildebene verläuft. Im Hinblick auf
den Einsatz des Konzeptes auf einem unbemannten Luftfahrzeug und der
generellen Form von Objekten in der Umwelt ist die Verwendung dieser
beiden Annahmen fragwürdig. Die getroffenen Annahmen werden im Fol-
genden näher betrachtet, um das anfänglich rudimentäre Modell des Kon-
zeptes zu erweitern und eine generelle Lösung für eine Sichtfelderweite-
rung zu erzielen.
Bildebene verläuft parallel zur Objektoberflächenebene Unter Beibe-
haltung der Annahme, dass die Objektoberfläche eine approximierte Ebe-
ne E′O ist, ist auf Basis einer einzigen Lasermessung pl nur ein Objekt-
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punkt pl auf EO bekannt. Der Lage von E′O um pl bzw. die Winkel Φ und
Θ ist unbekannt. Eine Herleitung der Lage ist ausschließlich über die Nut-
zung mehrerer unabhängiger Lasermessungen pl möglich. Für eine ein-
deutige Bestimmung der Lage von E′O sind mindestens drei linear unab-














Abbildung 4.2: Idealsituation für die Sichtfelderweiterung mittels dreier
Lasermessungen.
Lasermessung pl , die mittels eines monogonen LiDAR aufgezeichnet wur-
de, ist Bestandteil einer Punktwolke pl ∈ CA. Die Punktwolke CA enthält
die Messungen einer Laserscanebene EA. Basiert CA auf einer EA und ist
die Anzahl der Messungen pl in CA größer eins, lässt sich eine Schnittgera-
de gOA zwischen EO und EA ermitteln. Die Schnittgerade gOA ermöglicht
die Bestimmung der Lage der Objektebene um eine Achse, die orthogonal
zur Schnittgeraden verläuft und diese schneidet. In Abbildung 4.3 wird
dies am Beispiel des Lagewinkels Θ verdeutlicht. Die Lage von E′O um Θ
ist durch die Nutzung einer einzelnen EA möglich. Die Lage von E′O um
Φ ist weiter unbekannt. Unter der Annahme, dass die Objektoberfläche
EO eine Ebene ist, und der Schnitt zwischen Scanebene EA und EO folg-
lich einer Gerade gOA ist, sind die Messungen bzw. Objektpunkte CA, die
Grundlage von gOA sind, kollinear. Eine eindeutige Bestimmung der Lage
für E′O auf Basis einer einzelnen EA ist somit nicht möglich.
Linear unabhängige Lasermessungen einer Objektoberfläche EO können
durch das mehrmalige Abtasten dieser aus unterschiedlichen Positionen
















Abbildung 4.3: Approximation einer Objektoberflächenebene mit n-kolli-
nearen Lasermessungen und einem Kamerabild.
und Orientierungen generiert werden. Um die Positions- und Lageände-
rungen des LiDAR zu erreichen, sollen keine zusätzlichen mechanischen
Komponenten oder explizit für die Hindernisdetektion generierte Flug-
manöver genutzt werden. Allein die Ausgleichsbewegungen des Luftfahr-
zeugs beim Beschleunigen, Abbremsen oder Manövrieren, sollen Basis für
die benötigten Posenänderungen gegenüber dem Objekt sein.
Auf Grundlage mehrerer n zeitlich aufeinander folgender Scans EA,t−n bis
EA,t, die mit einem einzigen Bild der monokularen Kamera kombiniert
werden, ist es möglich, ausgewählten Segmenten (potenzielle Objektober-
flächen) auf der Bildebene jeweils eine Punktwolke CA,t−n∶t von Lasermes-
sungen zuzuordnen, deren Bestandteile jeweils linear unabhängig sind (sie-
he Abbildung 4.4). Auf Basis der jeweiligen Punktwolke wird eine Objek-
toberfläche E′O pro Segment bestimmt, deren Lage und Position damit be-
kannt ist.
Die Objektoberfläche ist eben Diese Annahme trifft nur auf eine be-
grenzte Anzahl von Objekten bzw. Hindernissen zu, wird aber zur Ver-
einfachung für das folgende Fusionskonzept beibehalten. Im Folgenden
wird erläutert, warum diese Annahme nur einen geringen Einfluss auf die






















Abbildung 4.4: Approximation einer Objektoberflächenebene mit n-linear
unabhängigen Lasermessungen und einem Kamerabild.
Das Ziel der hier präsentierten Hindernisdetektion ist die Erstellung einer
dreidimensionalen Karte, welche den durch Hindernisse belegten Raum
repräsentiert. Die eigentliche Form des Hindernisses ist dabei irrelevant.
Eine häufig genutzte Umsetzung einer Hindernisrepräsentation ist eine
metrisch diskretisierte Karte [7, 44]. In einer diskreten Karte, ob zwei- oder
dreidimensional, repräsentieren die einzelnen Elemente Teile des Raumes,
die jeweils belegt oder frei sind. Die Oberflächenstruktur eines Objektes,
das ein Kartenelement belegt, ist dabei nur dann von Interesse, wenn die
Strukturen die Auflösung der Karte überschreiten.
Abbildung 4.5 zeigt Beispiele, bei denen ein grünes zylindrisches Objekt,
welches bspw. dem Querschnitt eines Baumes entspricht, mittels eines
LiDAR (roter Kegel) vermessen wird. Die Abbildung zeigt die Draufsicht.
Auf Basis der Messpunkte wurde eine Regressionsebene E′O bestimmt, die
in der Draufsicht weiß visualisiert ist. Die Regressionsebene E′O wird als
Approximation der Objektoberflächenebene EO betrachtet. Die Überfüh-
rung von EO in das metrische, diskrete Belegtheitsgitter führt zu der Kenn-
zeichnung des durch die Kartenelemente beschriebenen Raums entweder
als belegt (orange) bzw. unbekannt/frei (grau).
Abbildung 4.5a zeigt eine Situation, in der alle Rohmessungen des LiDAR
in den Zellen liegen, welche ebenfalls von der Regressionsebene geschnit-
ten werden. In diesem Fall führen sowohl Rohmessungen CA als auch Re-
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(a) Rohdaten und Regressionsebene
führen zu identischer Belegung.
(b) Rohdaten und Regressionsebe-
ne führen zu abweichender
Belegung.
(c) Fusion von mehreren Datensätzen
führt zu einer Annäherung der Be-
legung.
Abbildung 4.5: Differenzierte Kennzeichnung eines Belegtheitsgitters aus-
gehend von Rohdaten oder einer Regressionsebene.
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gressionsebene E′O zu einer gleichen Belegung des Gitters. Abbildung 4.5b
zeigt die Situation, in der sich Teile der Laserrohmessungen CA in den Zel-
len befinden, die nicht von E′O berührt werden. In diesem Fall werden die
grau/orange gestreiften Zellen durch die Rohdaten CA als belegt gekenn-
zeichnet, während die ER den Zustand (unbekannt) dieser Zellen nicht
beeinflussen. Die Verwendung einer vereinfachten Oberfläche, in diesem
Fall einer Ebene, führt nicht gezwungenermaßen zu einer identischen Be-
legung in der Hinderniskarte und damit nicht zu einer identischen Hinder-
nisrepräsentation. Das vorgestellte Beispiel aus Abbildung 4.5b basiert auf
einer Momentaufnahme der Situation. Metrische Belegtheitsgitter werden
oft genutzt, um konkurrierende Sensordaten auf einer probabilistischen
Basis zu fusionieren. Abbildung 4.5c zeigt eine Situation, die zeitlich nach
der Situation in Abbildung 4.5b liegt. Durch eine Veränderung von Sen-
sorposition oder -lage zum Hindernis ergibt sich eine neue Sicht auf das
Hindernisszenario. Diese Veränderung hat zur Folge, dass Zellen, welche
in Abbildung 4.5b durch die Daten der Regressionsgeraden nicht berührt
wurden, zum Zeitpunkt von Abbildung 4.5c ebenfalls belegt werden.
Neben der additiven Belegung der Hindernisrepräsentation erlaubt die
konkurrierende Kombination innerhalb eines probabilistischen Gitters auch
die Freigabe von belegten Zellen. Die Abbildung 4.5c verdeutlicht eine Si-
tuation, in der die Regressionsebene ausschließlich Zellen schneidet, wel-
che ebenfalls mindestens eine Rohmessung des Lasers aufweisen würden.
Dieser Zusammenhang kann aber nicht garantiert werden. Ebenso kann
eintreten, dass die Regressionsebene in Zellen liegt, welche keine Rohda-
ten enthalten. Es erfolgt eine Belegung von Zellen, welche tatsächlich frei
sind. Dies tritt besonders dann auf, wenn die Ausdehnung des betrachte-
ten Objekts über der Auflösung des Gitters liegt, die Oberflächenform von
der Ebene abweicht und in den Bilddaten keine formgebenden Kanten de-
tektiert werden können.
Eine vorsorgliche, konservative Belegung von freien Zellen ist im Allge-
meinen sicherer als die Freigabe von vermutlich belegten Zellen. Aller-
dings führt eine übermäßige Belegung von Zellen auch zu einer Reduk-
tion des möglichen Raumes, der zur Operation des UA genutzt werden
kann. Dies führt besonders in engen Passagen zum Versperren möglicher
Pfade. Aus diesem Grund wird angestrebt, mittels des probabilistischen
Belegtheitsgitters die wahre Form der betrachteten Hindernisse zu rekon-
struieren, um einerseits alle notwendigen Zellen zu belegen, andererseits
das Ausmaß der Belegung möglichst auf die notwendigen Zellen zu be-
schränken.
Auf Grund des präsentierten Beispiels wird davon ausgegangen, dass es
bei der Integration einer Momentaufnahme der kooperativen Fusion ge-
116 Kapitel 4 Erweiterung einer monogonen Lasersicht mittels Kamera
genüber der Integration von Rohdaten zu Unterschieden bei der Belegung
des Belegtheitsgitters kommen kann. Ursache ist die Verwendung einer
Approximation, die von den wahren Oberflächen abweichen kann. Eine
aufsetzende konkurrierende Fusion mehrerer Momentaufnahmen, aus un-
terschiedlichen Sensorpositionen oder -lagen, ermöglicht eine fortschrei-
tende Angleichung der Belegung, was schlussendlich in einer im hohen
Maße übereinstimmenden Belegung des Gitters resultiert, unabhängig von
der Art der Daten (Rohdaten oder Approximation).
Die konkurrierende Fusion mit einer probabilistischen metrischen Hinder-
nisrepräsentation erlaubt neben der zeitlichen Kombination einer Daten-
quelle auch die simultane Kombination mehrerer Datenquellen. Im aktu-
ellen Fall wird zusätzlich zu den Daten der Sichtfelderweiterung auch die
gesamte Datenbasis des LiDAR integriert. Dies ist auf drei Gründe zurück-
zuführen. Erstens werden bei einer Sichtfelderweiterung nicht alle Laser-
daten verarbeitet, sondern nur die Daten, welche im Blickfeld der Kamera
liegen. Das Verwerfen von vorhandenen Messungen ist nicht zweckmäßig,
weshalb die Laserdaten außerhalb der Kamerasicht ebenfalls für die Hin-
dernisrepräsentation integriert werden sollten. Zweitens enthalten die Re-
sultate für die Sichtfelderweiterung ausschließlich Approximationen. Um
mögliche angesprochene Abweichungen zwischen Approximationen und
Rohdaten für die Hindernisrepräsentation weiter zu berücksichtigen, wer-
den neben den besprochenen Ansätzen die Laserrohdaten, welche inner-
halb der Kamerasicht liegen, ebenfalls in der Hindernisrepräsentation be-
achtet. Der dritte Punkt für den Bypass der LiDAR-Daten ist die Bereitstel-
lung einer rudimentären Hindernisrepräsentation auch bei einem Total-
ausfall der Kamera allein auf Basis des LiDAR. Die rudimentäre Hinder-
nisrepräsentation hätte zwar nicht mehr den Umfang, welcher mit der an-
gestrebten Sichfelderweiterung erreicht würde, kann möglicherweise aber
den Verlust des Gesamtsystems in einer Notfallsituation abwenden.
Das aktuelle Kapitel ist im Folgenden in drei Abschnitte unterteilt und ori-
entiert sich an dem modularen Aufbau der gesamten Sichtfelderweiterung,
welcher in Abbildung 4.6 skizziert ist. Zuerst wird auf die Vorverarbeitung
der jeweiligen Rohdaten eingegangen. Darauf aufbauend erfolgt die Kom-
bination der aufbereiteten Laser- und Kameradaten in der kooperativen
Fusion. Die Resultate dieser Fusion bilden den Input für die konkurrieren-
de Fusion, deren Ergebnis eine probabilistische metrische Hindernisreprä-













Abbildung 4.6: Blockdiagramm der Sichtfelderweiterung.
4.3 Vorverarbeitung
Die Vorverarbeitung der jeweiligen Sensordaten von Kamera und LiDAR
ist auf die Anforderungen der kooperativen Fusion abgestimmt.
4.3.1 Vorverarbeitung des Kamerabildes
Die Vorverarbeitung des Kamerabildes hat in erster Linie das Ziel, ein
Bild bereitzustellen, welches optimal zur Segmentierung geeignet ist. Die-
ser Anspruch basiert auf der Annahme, dass Objekte bzw. deren Oberflä-
chen aus dem Objektraum als zusammenhängende Gruppen von Pixeln
auf der Bildebene abgebildet sind. Ausgehend von einer mehr oder min-
der homogenen Oberflächengestaltung der Objekte sind die Intensitäten
der einzelnen Gruppen ebenfalls homogen. Objekte, die eine geringe Ent-
fernung zum Kamerazentrum besitzen, verdecken entferntere Objekte so-
wie den Hintergrund teilweise oder vollständig. Weiterhin wird angenom-
men, dass die Übergänge zwischen Objekten oder Objekten und dem Hin-
tergrund zu einer Diskontinuität der Intensität führen. Ziel der Segmentie-
rung ist es, Diskontinuität zu identifizieren, um einzelne Segmente Si zu
separieren, da davon ausgegangen wird, dass die einzelnen Si, eine oder
zu mindestens Teile einer Objektoberfläche repräsentieren.
Welches der in Abschnitt 2.4 aufgezeigten Verfahren verwendet wird, ist
weniger relevant. Allein das erwartete Ergebnis der Segmentierung, zu-
sammenhängende Regionen auf der Bildebene, für welche korrespondie-
rende Lasermessungen vorliegen, ist von Interesse. Es bieten sich pixel-
, region- als auch kantenbasierte Verfahren an. Modellbasierte Verfahren
erscheinen in unbekannten Gebieten weniger nützlich, da kein a-priori-
Wissen über die geometrische Form der betrachteten Objekte vorliegt.
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Eine ausschließliche Segmentierung einzelner Objektoberflächen stellt be-
sonders bei Aufnahmen außerhalb von Gebäuden ein größeres Problem
dar. Durch dynamische, nicht beeinflussbare Beleuchtungsänderungen und
Schattenwurf können Intensitätsunterschiede zwischen einzelnen Objekto-
berflächen sehr gering ausfallen oder gar verschwimmen, was eine Sepa-
ration erschwert bzw. verhindert. Diese Problematik betrifft alle Segmen-
tierungsansätze, die auf Intensitätsunterschieden basieren.
Garcia Alegre [31] verwendet eine regionbasierte Segmentierung, welche
als Keimpunkte, die auf die Bildebene projizierten Lasermessungen ver-
wendet. Als Abbruchkriterium nutzt sie eine feste Anzahl von Iterationen
des Algorithmus bzw. eine feste im Vorfeld bestimmte Anzahl von erwar-
teten Segmenten. Die Verwendung von Abbruchkriterien wie die Anzahl
der Iterationen oder möglicher Segmente ist nur bedingt für den Einsatz in
unbekannten, dynamisch beleuchteten Umgebungen umsetzbar, weil die
wahre Anzahl der benötigten Iterationen bzw. Segmente unbekannt ist
In der hier präsentierten Arbeit, wird eine kantenbasierte Segmentierung
(siehe Abschnitt 2.4.2) eingesetzt, da für den verwendeten Canny-Algo-
rithmus kein Abbruchkriterium benötigt wird und die benötigte Parame-
trisierung automatisiert bestimmt werden kann. Diese macht den Einsatz
für Bilddaten, welche starken Dynamikschwankungen unterliegen, etwa
außerhalb von Gebäuden, interessant und ermöglicht eine automatisierte
Detektion der relevanten Kanten.
Eine alleinige Nutzung eines Kantendetektors, wie Canny (siehe Abschnitt
2.4.2), direkt auf den Rohbildern ist dennoch nicht zu empfehlen. Einer-
seits nutzt die automatisierte Parametrisierung des Canny nur die gegebe-
ne Dynamik des Bildes, aber nicht den maximal möglichen Dynamikum-
fang von diesem, was möglicherweise relevante Kanten verschleiert. Auf
der anderen Seite handelt es sich bei einem Kantendetektor um einen Pixel-
und lokalen Operator, welcher zur Identifikation der gesuchten Intensi-
tätsdiskontinuitäten jedes Pixel des Bildes mindestens einmal betrachten
muss. Dieses führt zu einem erhöhten Prozessierungsaufwand [49, S. 143].
Eine Reduktion des Aufwands mittels einer Datenkompression bzw. einer
Reduktion der betrachteten Pixelanzahl ist anzustreben.
Um die beiden angesprochenen Punkte zu erreichen, ist der Kantendetek-
tor Teil einer Filterkette, die in Abbildung 4.7 skizziert ist. Die Identifizie-
rung der Kanten erfolgt mittels lokaler Intensitätsdiskontinuitäten. Je präg-
nanter die Diskontinuitäten ausfallen, desto konkreter lässt sich eine Kan-
te identifizieren. Die Intensitätsdiskontinuität zwischen dem hellsten Pi-
xel und dem dunkelsten Pixel eines Bildes wird als Kontrastumfang oder
Dynamik bezeichnet. Wird bei einer Aufnahme nicht die gesamte Dyna-









Abbildung 4.7: Blockdiagramm der Vorverarbeitung der Kamerabilder.
gene Transformation der jeweiligen Intensitäten eine Steigerung der Dy-
namik erreicht werden. Ansätze zur Steigerung des Kontrastumfangs von
Bildern, mit nicht vollständiger Ausnutzung der Dynamik, sind die Histo-
grammspreizung und die Histogrammäqualisation [49, S. 265], [41]. Das
erste Element der Filterkette aus Abbildung 4.7 ist eine Histogrammäquali-
sation mittels deren Hilfe der geringe Dynamikumfang des Ausgangsbilds
auf das maximale Maß gesteigert wird.
Wie erwähnt, benötigt die Betrachtung jedes Pixels bei einem Pixel- bzw lo-
kalen Operator wie einem Kantendetektor einen gewissen Aufwand, den
es zu reduzieren gilt [49, S. 143]. Ein gängiges Verfahren zur Herabset-
zung der Bildauflösung ist die Gauß-Pyramide. Das Ausgangsbild bildet
die nullte Ebene. Bei jeder Erhöhung der Pyramidenebene wird die Auf-
lösung gegenüber der darunter liegenden Ebene halbiert. Dazu wird der
Mittelwert von vier benachbarten Pixeln bestimmt, um den Wert des kor-
respondierenden Pixels auf der darüber liegenden Pyramidenebene zu er-
mitteln [49, S. 456]. Je nach Anzahl der verwendeten Ebene dezimiert sich
die Anzahl der zu betrachtenden Pixel für die Folgeschritte in der Filter-
kette. Die Darstellungen in Abbildung 4.7 weisen aus Gründen der Visua-
lisierung eine konstante Größe auf. Die Auflösung der Ergebnisbilder nach
der Gauß-Pyramide ist allerdings halbiert.
Die Histogrammäqualisation führt durch die Steigerung des Dynamikum-
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fangs, nicht nur zur Sichtbarkeit von relevanten Kanten, sondern ebenfalls
zu erhöhtem Rauschen in homogenen Flächen, was nachteilig für die Kan-
tendetektion ist. Durch den Einsatz der Gauß-Pyramide wird durch die
Mittlung der benachbarten Pixel zusätzlich eine Glättung erreicht, die ei-
nem Tiefpassfilter gleichkommt und zu einer Reduktion des Rauschens
führt.
Auf der einen Seite kann die wiederholte Anwendung der Pyramide durch
die Glättung zu einem Verlust von relevanten Kanten führen. Aus diesem
Grund wird in der hier dargelegten Filterkette eine Pyramide mit nur zwei
Ebenen verwendet. Dies ermöglicht das Vierteln der zu betrachtenden Pi-
xelanzahl. Auf der anderen Seite genügt diese Anwendung nicht, um das
Rauschen hinreichend in den homogenen Flächen einzudämmen.
Um einerseits die Kanten zu erhalten und andererseits eine weitere Glät-
tung der homogenen Flächen zu erhalten, wird als dritter Schritt der Fil-
terkette ein Bilateralfilter [91] eingesetzt.
Als letzter Schritt der Filterketter erfolgt der Einsatz eines Kantendetek-
tors, in dem hier dargelegten Fall wird ein Canny-Algortihmus verwendet
(siehe Abschnitt 2.4.2), der mit einer Histogram-Konkavitätsanalyse (siehe
Abschnitt 2.4.2) automatisch parametrisiert wird.
Das Resultat der Filterkette bzw. der Vorverarbeitung der Kamerabilder
ist ein binäres Bild, in dem die entsprechenden Kantenpixel markiert sind.
Dieses Bild bildet das Eingangssignal für die kooperative Fusion im Spezi-
ellen für die Segmentierung.
4.3.2 Vorverarbeitung der Laserdaten
Die Vorverarbeitung der Laserdaten berücksichtigt zwei Punkte:
• Kamera und Laserdaten müssen in ein gemeinsames Koordinaten-
system überführt werden, wobei die Asynchronität der Datenauf-
zeichnung zwischen Kamera und Laser sowie die serielle Datenge-
nerierung des LiDAR beachtet werden muss
• die Messungen eines monogonen Scans A liegen in einer Ebene EA
und enthalten für ein Objekt mit planarer Oberfläche ausschließlich
kollineare Daten. Zur Herleitung von linear unabhängigen Messun-
gen ist die Kombination mehrerer At, welche nicht zusammenfallen,
notwendig.
Für die Sichtfelderweiterung wird das Kamerakoordinatensystem als Ba-
sissystem verwendet. Die Überführung der Messungen aus dem Laserko-
ordinatensystem in Kamerakoordinaten wird mit der relativen Transfor-
4.3 Vorverarbeitung 121
mation cTl erreicht, welche in Abschnitt 3.1 hergeleitet wurde. Eine di-
rekte Anwendung von cTl kann allerdings nur unter der Annahme erfol-
gen, dass zwischen den Messungen eines Laserscans A und der Aufnahme
der Kamera keine Bewegungen des Sensoraufbaus gegenüber der Umwelt
bzw. umgekehrt erfolgen. Diese Annahme kann für einen seriell arbeiten-
den LiDAR und einen asynchronen Betrieb mehrerer Sensoren, welche an
einem dynamischen UA montiert sind, im Allgemeinen nicht aufrechter-
halten werden.
Die Messungen des LiDAR werden, wie in Abschnitt 2.3.2 erläutert, inner-
halb eines Laserscans A nicht simultan erzeugt, so dass während des ein-
maligen Abtastens des Sichtfeldes eine Zeitspanne ∆tA benötigt wird. Die
Aufnahmen der Kamera und des Lasers sind u.a. aufgrund unterschied-
licher Aktualisierungsraten asynchron, so dass zwischen den jeweiligen
Aufnahmen ebenfalls eine Zeitspanne ∆t f liegt. Innerhalb der jeweiligen
Zeitspannen finden Bewegungen des UA gegenüber der Umwelt statt. Ei-
ne direkte Anwendung von cTl führt zu einer Vernachlässigung der Bewe-
gungen während ∆tA sowie ∆t f und führt damit zu einer Verfälschung der
aufgezeichneten Sensordaten.
Auf Basis der Gleichungen 2.13, 2.11 und 2.20 werden die einzelnen Laser-
messungen zum Zeitpunkt ihrer Erzeugung tm separat in das lokale Welt-
koordinatensystem o transformiert.
po = (oTl,tm)−1 pl , (4.1)
Dort werden sie gesammelt und als Punktwolke CA zum Zeitpunkt der
Kameraaufnahme tc mit den dann aktuellen Navigationsdaten (siehe Ab-
schnitt 2.13) in das Kamerasystem und schlussendlich per Projektion (Glei-
chung: 2.31) auf die Bildebene überführt.
pc =o Tc,tc po, (4.2)
Diese Prozedur ist im Blockdiagramm in Abbildung 4.8 verdeutlicht, wo-
bei die Aufbewahrung der Laserdaten im lokalen Weltkoordinatensystem
durch einen FIFO4 Puffer und der Abruf durch einen Trigger, welcher zum
Zeitpunkt tc ausgelöst wird, visualisiert ist. Durch die Transformation der
Laserdaten in das o-Koordinatensystem unter Verwendung der aktuell vor-
liegenden Lage- und Positionsdaten des UA werden die Bewegungen, die
zwischen den einzelnen Messungen eines Scans oder in der Zeitspanne ∆t f
zwischen einem Laserscan und einer Kameraaufnahme vom UA vollführt
werden, berücksichtigt und es findet keine Verfälschung der Sensordaten
4First in first out Speicherkonzept. Daten werden in der Reihenfolge aus dem Speicher ent-
fernt, wie sie in den Speicher verbracht wurden.













Abbildung 4.8: Blockdiagramm der Vorverarbeitung der Laserdaten.
statt. Voraussetzung für diesen Weg über das i-Koordinatensystem ist die
Annahme, dass die Lage und Positionsdaten hinreichend genau sind, wo-
von in diesem Zusammenhang ausgegangen wird.
Die Hinterlegung der Laserdaten im o-Koordinatensystem ermöglicht nicht
nur die Berücksichtigung der UA Bewegung für einen zuletzt erzeugten
Scans, sondern ebenso für eine größere Anzahl n Scans At. Eine Punktwol-
ke CA,t−n∶t im Puffer, welche die Messungen mehrerer Scans enthält, wobei
jede Messung separat in den Puffer überführt wurde, kann zum Zeitpunkt
einer Bildaufnahme tc ebenso auf die Bildebene überführt werden wie die
Messungen eines einzelnen Scans. Dieses Vorgehen ermöglicht die Bereit-
stellung von linear unabhängigen Messungen, wenn davon ausgegangen
wird, dass die aufgezeichneten Laserrohmessungen ebenfalls linear unab-
hängig sind, wovon hier ausgegangen wird.
Das Resultat der Filterkette bzw. der Vorverarbeitung der Laserdaten ist ei-
ne Punktwolke. Die Punktwolke enthält 1 bis n Scans deren Messungen in
das Kamerakoordinatensystem transformiert wurden. Diese Punktwolke
bildet das Eingangssignal für die kooperative Fusion.
4.4 Kooperative Fusion
Das Ziel der kooperativen Fusion von monokularen Kamerabildern und
monogonen Laserscannerdaten ist die Bereitstellung von planaren Objek-
toberflächenapproximationen, welche Auskunft über Position und Lage
von realen Objektoberflächen im Objektraum geben. Speziell von Interesse
sind die Teile der Objektoberflächen, welche in den Teilen des Objektrau-
mes liegen, für die keine Lasermessungen vorliegen.
Die kooperative Fusion lässt sich in zwei Arbeitsschritte zerlegen: Im ers-
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ten Schritt wird die Zerlegung der Bildebene in Segmente sowie die Identi-
fikation der Segmente, für welche Lasermessungen vorliegen, vorgenom-
men. Im zweiten Schritt erfolgt die Approximation der Segmente im Ob-
jektraum, was die Bestimmung der Position, Lage und Grenzen beinhaltet.
Ein Blockdiagramm dieses Vorgehens zeigt Abbildung 4.9. Neben den auf-
gezeigten Arbeitsschritten enthält das Blockdiagramm einen weiteren Block
„Anpassung der LiDAR-Auflösung“. Dieser Block dient zur weiteren Auf-
bereitung eines Teils der Laserscannermessungen, welcher ausschließlich
zur Segmentierung benötigt wird und wird daher als Teil der Segmen-
tierung betrachtet. Sowohl die Segmentierung als auch die Oberflächen-
approximation benötigen Lasermessungen. Der Segmentierung wird aus-
schließlich der zuletzt erzeugte Scan, der letzte Datensatz (engl. tail) im
FIFO, zugeführt und der Oberflächenapproximation eine unbestimmte An-

















Abbildung 4.9: Blockdiagramm der kooperativen Fusion von Kamerabil-
dern und Laserscannerdaten.
4.4.1 Segmentierung
Die Eingänge der Segmentierung bilden die vorverarbeiteten Datenströme
von Kamera und der zuletzt erzeugte Scan des Laserscanners. Bei den Da-
ten der Kamera handelt es sich um ein Ergebnisbild eines Canny-Kanten-
detektors, welches Diskontinuitäten der Intensitäten zwischen homogenen
Bildbestandteilen hervorhebt. Der Canny-Kantendetektor gibt keine Kur-
124 Kapitel 4 Erweiterung einer monogonen Lasersicht mittels Kamera
ve oder Segmente zurück, sondern ein Bild, in dem lokale Diskontinui-
täten der Intensität verstärkt und homogene Grauwertverläufe geglättet
und binarisiert sind, so dass am Ende ausschließlich die Diskontinuitäten
bzw. Kanten gekennzeichnet sind. Jedes Kantenpixel (Diskontinuität der
Intensität) steht innerhalb des Bildes für sich allein. Ziel der Segmentierung
ist, aus den einzelnen, zueinander beziehungslosen Pixeln zusammenhän-
gende Konturen zu generieren, welche mögliche Segmente begrenzen, um
einen gezielten Zugriff auf einzelne Segmente zu ermöglichen.
Die angestrebte kooperative Fusion der Sensordaten ist allerdings nur für
Segmente möglich, für welche ebenso korrespondierende Lasermessungen
vorliegen. Dieses trifft nicht auf alle verfügbaren Segmente eines Bildes zu.
Eine Segmentierung der Bildbereiche, für die keine Lasermessungen vor-
liegen, ist nicht notwendig und sollte im Hinblick auf die Performanz des
Ansatzes bewusst ausgeschlossen werden. Folglich wird angestrebt, aus-
schließlich die Kantenpixel im binären Kantenbild zu identifizieren, denen
Lasermessungen zugeordnet werden können.
Die Einschränkung, die Segmentierung ausschließlich auf Bildbereiche vor-
zunehmen, für welche Lasermessungen vorliegen, erfordert eine Zufüh-
rung der Laserdaten in das Modul der Segmentierung. Die Laserdaten sol-
len als Saatkorn bzw. Ausgangspunkt für die Segmentierung verwendet
werden, um Konturen zu definieren, welche interessante Segmente um-
rahmen.
Überblick
Segmentierung ist die analytische Aufteilung eines Bildes in intern homo-
gene und extern heterogene Mengen sowie der konzentrierte bzw. diffe-
renzierte Zugriff auf eine oder mehrere dieser Mengen. Ein Segment wird,
basierend auf der Kantendetektion, durch eine Kontur5 bestimmt, die es
umgibt. Eine Zuordnung der Kantenpixel zu einer Kontur kann mit loka-
len oder globalen Ansätzen erfolgen [33].
Lokale Ansätze nutzen wie die präsentierten Kantendetektoren lokale Ope-
ratoren, welche die engere Nachbarschaft (3 × 3 oder 5 × 5) jedes Pixels
q(u, v) untersuchen, das als Kantenelement identifiziert wurde. Betrach-
tet werden die Kantenstärke ∇I(u, v) sowie Kantenrichtung Θ(u, v). Pi-
xel mit vergleichbaren Merkmalen bilden überschneidungsfreie Mengen
nach vorab definierten Kriterien. Auf Grundlage der jeweiligen Punktmen-
ge wird eine Kante mit den dementsprechenden Eigenschaften bestimmt.
Schlussendlich wird im idealen Fall ein Kantenschluss erreicht und die
Kontur beim inertialen Pixel geschlossen. Die geschlossene Kontur um-
5Menge aller Umrisspunkte einer Fläche.
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rahmt ein mögliches Segment und erlaubt damit die vollständige Segmen-
tierung. Ein geschlossener Kantenzug ist der Idealfall, der nicht garantiert
werden kann. Je nach Wahl der Kriterien ändert sich die Zusammenset-
zung einer Menge und die daraus resultierende Kontur. Größere Lücken
innerhalb der Konturen führen zu einer nicht eindeutigen Abgrenzung von
Segmenten.
Globale Ansätze bestimmen Konturen unter der Berücksichtigung des ge-
samten Bildes bzw. aller als Kante identifizierten Pixel. Ein Beispiel für
einen globalen Ansatz ist die Hough-Transformation [41, S. 86], welche
Kantenpixel zu komplexeren Strukturen wie Geraden, Kreisen oder an-
deren parametrisierbaren geometrischen Figuren kombiniert. Die Hough-
Transformation ist ein modellbasierter Ansatz [49, S. 460]. Jede Bewertung,
ob q(u, v) zu dieser oder jener geometrischen Figur gehört, erfordert eine
separate Hough-Transformation mit den jeweils definierten Parametern.
Es werden nicht beliebige Figuren, sondern ausschließlich im Vorfeld para-
metrisierte Figuren identifiziert. Eine Auswahl von erforderlichen Figuren
setzt a-priori Wissen voraus.
Ideale Segmentierung
Ausgehend von der idealisierten Situation in Abbildung 4.3, in der ein ein-
ziges gut ausgeleuchtetes Objekt mit einer homogenen, planaren Oberflä-
che von Kamera und Laserscanner vor einem ebenfalls homogenen Hin-
tergrund detektiert wird, ist die Kombination von einzelnen Kantenpixeln
mit bspw. einem lokalen Ansatz rudimentär.
Die Laserebene EA,t des aktuellen Scans At schneidet die Oberfläche des im
Sichtfeld befindlichen planaren Objekts. Die Abmessungen der geschnitte-
nen planaren Objektoberfläche EO innerhalb EA,t sind damit bekannt. Die
absolute Oberflächenausdehnung ober- und unterhalb von EA,t kann auf
dessen Basis nicht bestimmt werden.
Das Objekt wird ebenfalls auf der Bildebene der Kamera abgebildet. Mit-
tels einer Kantendetektion werden die Objektoberfläche EO sowie der Hin-
tergrund als homogene Flächen geglättet und nur der Übergang zwischen
beiden ist als Kante sichtbar. Die Kantenpixel umgeben das Objekt voll-
ständig.
Die Schnittgerade gOA zwischen EA und der Objektoberfläche wird mit(cTl)−1 auf die Bildebene projiziert (siehe Abschnitt 4.3.2).
Ausgehend von dieser Situation, kann mit einer lokalen Konturverfolgung,
die an einem der Schnittpunkte zwischen dem projizierten Laserschnitt
und einem Kantenpixel initiiert wird, die Kontur ober- und unterhalb des
Schnittes bestimmt werden. Ergebnis ist eine geschlossene Kontur, die das
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Segment vollständig umrahmt und damit einen segmentbezogenen Zu-
griff ermöglicht.
Gegebene Situation der Bilddaten
Die angestrebte Segmentierung von Bildmaterial, welches in natürlichen
Umgebungen außerhalb von Gebäuden aufgezeichnet wurde, weicht in
seiner Qualität von den idealisierten Bedingungen ab. Eine reale Szene-
rie enthält im Allgemeinen mehrere Objekte, deren Oberflächen nur be-
dingt homogen sind. Eine nicht ideale Ausleuchtung, Oberflächenfarbe
oder Schattenspiel sorgen für identische oder ähnliche Intensitäten bei un-
terschiedlichen Objekten im Bild.
Das Resultat sind Verschleifungen von Intensitätsdiskontinuitäten zwischen
einzelnen Objektoberflächen, was wiederum die Identifikation von Kanten
erschwert oder gar verhindert. Eine geschlossene Kontur bzw. eine Kontur,
welche ausschließlich ein einzelnes Objekt umgibt, kann nicht garantiert
werden. Vielmehr muss davon ausgegangen werden, dass eine Kontur
mehrere Objekte umrahmt, welche sich in unterschiedlichen Entfernungen
zur Bildebene befinden.
Auf der anderen Seite muss davon ausgegangen werden, dass eine abge-
bildete Objektoberfläche durch Beleuchtung und ihre Textur nicht allein
durch ein Segment repräsentiert wird. Die Segmentierung basiert allein auf
der Homogenität der jeweiligen Oberfläche. Eine Objektoberfläche kann
durch mehrere Segmente dargestellt werden. Segment wird nicht als Syn-
onym für eine einzelne Objektoberfläche verstanden.
Der Einfluss von Texturen und Beleuchtung auf die Intensitätsverläufe ei-
nes Bildes und damit auf die Anwesenheit von Kanten lässt keine Aussage
darüber zu, ob es sich bei einer Kontur um eine räumliche Änderung der
Objektform handelt oder ob es sich um eine Änderung der Textur auf ei-
ner planaren Oberfläche handelt. Basiert ein Segment bzw. dessen Kontur
auf der Heterogenität einer Textur auf einer planaren Oberfläche, fällt das
identifizierte Segment im Allgemeinen kleiner aus, als ein Segment, wel-
ches die gesamte Objektoberfläche ohne Textur enthalten würde.
Konturen, die auf Texturen basieren, führen zu einer Reduktion der Be-
reiche auf der Bildebene, für welche theoretisch korrespondierende Laser-
messungen vorliegen. Eine Differenzierung, ob die Heterogenität der In-
tensität zwischen einzelnen Pixeln auf formgebenden oder texturalen Kan-
ten basieren, ist nicht möglich. Aus konservativer Sicht wird jede identifi-
zierte Kante als formgebende Objektkante behandelt, was zu einer Reduk-
tion des Approximationsraums führt, dadurch aber auch Falschaussagen
vorbeugt.
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Konturbestimmung auf Basis von Laserprojektionen
Die Abweichungen zwischen dem idealen Zustand und der gegebenen Si-
tuation machen den Einsatz einer lokalen Konturverfolgung nicht emp-
fehlenswert. Das iterative Identifizieren von Kantenpixeln basierend auf
der Nachbarschaft von zuvor identifizierten Kantenpixeln führt bei größe-
ren Lücken oder Verzweigungen zu Situationen, die von dem Algorithmus
nur bedingt gelöst werden können. Es wird davon ausgegangen, dass das
Ziel, geschlossene Konturen zu ermitteln, die jeweils nur eine einzige Ob-
jektoberfläche enthalten, nicht zufriedenstellend umgesetzt wird.
Um einerseits nur die Segmente und damit deren Konturen zu bestimmen,
die korrespondierende Lasermessungen enthalten, und andererseits, die
Gefahr zu reduzieren, dass ein Segment mehrere Objektoberflächen in un-
terschiedlichen Entfernungen enthält, wird kein iteratives Verfahren wie
bei einem lokalen Ansatz verwendet. Vielmehr soll jedes Kantenpixel un-
mittelbar von einer projizierten Lasermessung abgeleitet werden.
Eine Verwendung der Lasermessungen als Ausgangspunkt setzt eine Trans-
formation dieser auf die Bildebene voraus, wie sie in der Vorverarbeitung
der Laserscannerdaten (siehe Abschnitt 4.3.2) vorgestellt wurde. Die auf
die Bildebene überführten Lasermessungen ql sind Element von R. Das
Bild einer digitalen Abbildung ist ein diskretes Array. Für eine Berücksich-
tigung der projizierten Messungen innerhalb des Bildes ist eine Transfor-
mation von ql zu ql(u, v) notwendig, wobei u, v ∈ ℵ. Die Diskretisierung
von ql geht mit einem Verlust an Genauigkeit einher.
Innerhalb der Laserebene EA,t ist die Ausdehnung einer betrachteten Ob-
jektoberfläche bekannt. Ober- und unterhalb von EA,t sind die Ausmaße
des Objektes dagegen unbekannt. Bei der Projektion des Schnittes gOA auf
die Bildebene (vergleichbar zu Abbildung 4.3), bietet sich folglich eine Su-
che nach möglichen Kantenpixeln orthogonal zur stärksten Ausdehnung
von g′OA an. Eine Suche orthogonal zu g′OA verläuft nicht notwendiger-
weise parallel zur Orientierung einer der Bildachsen, was einen erhöhten
Prozessierungsaufwand erfordert. Es wird daher eine Suche entlang der
Bildachsen angestrebt. Entlang welcher Bildachse (u,v) die Suche voran-
getrieben wird, ist durch die Lage von g′OA bezüglich der Bildachsen be-
dingt. Um dem angestrebten Ideal, einer Suche orthogonalen zu g′OA mög-
lichst nahezukommen, wird zwischen g′OA und der Suchrichtung, bzw.
der Bildachsen, ein möglichst großer Winkel α angestrebt, wobei α > 45○.
Abbildung 4.10a präsentiert ein Beispiel, in welchem die Orientierung ei-
nes projizierten Schnitts g′OA zur Achse u einen größeren Winkel α als zur
Achse v aufweist. Folglich ist die angestrebte Suchrichtung parallel zu v.
Die Raster auf der u-Achse werden im Weiteren auch als Spalten, die der
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v-Achse als Zeilen bezeichnet.
Die Zuordnung von unabhängigen Kantenpixeln zu einer Kontur ausge-
u
v





(b) Suche von Kantenpixeln entlang
der Spalten, für die Lasermessun-
gen vorliegen.
Abbildung 4.10: Identifikation von Konturpixeln mittels korrespondieren-
den Lasermessungen.
hend von projizierten Lasermessungen wird anhand der Projektion eines
homogen gefärbten Objektes auf die Bildebene (vergleichbar Abbildung
4.3) verdeutlicht. Abbildung 4.10a zeigt die Ausgangssituation auf der Bil-
debene. Vorhergehende Abläufe sind das Projizieren des Objektes auf die
Bildebene, der Einsatz eines Kantendetektors, welcher die Intensitätsdis-
kontinuitäten (Kantenpixel) zwischen Objekt und Hintergrund hervorhebt
sowie die Projektion der Lasermessungen auf die Bildebene. Die Kanten-
pixel sind grau dargestellt und umrahmen die zum besseren Verständnis
kontinuierliche Kontur des abgebildeten Objekts. Die Pixel ql(u, v), für die
korrespondierende Lasermessungen vorliegen, sind rot markiert.
Ausgehend von jeder projizierten Lasermessung ql(u, v) werden inner-
halb der jeweiligen Spalte u zwei Kantenpixel bestimmt (siehe Abbildung
4.10b). Die beiden Pixel entsprechen den nächstliegenden Kantenpixeln
ober- qc(u, v − n) (grün) und unterhalb qc(u, v + m) (blau) von ql(u, v).
Wird ausgehend von ql(u, v) innerhalb von u entlang einer der Suchrich-
tungen kein Kantenpixel identifiziert wird für diese Suchrichtung der Bild-
rand als Kantenpixel definiert. Wurde das von ql(u, v) (rot/blau/grün) be-
legte Pixel ebenfalls als Kantenelement identifiziert, wird die Suche unver-
züglich beendet. Enthält eine Spalte keine projizierte Messung des Lasers,
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wird keine Suche gestartet. Die identifizierten Kantenpixel ober- und un-
terhalb von At werden jeweils zu einer Menge U und D zusammengefasst,
wobei U ∩D = ∅.
Segmentkonstruktion
Die Punktmengen U und D die ober- und unterhalb von At angeordnet
sind, enthalten jeweils Konturteile mehrerer Segmente. Aussagen über ein-
zelne Segmente können aus der jeweiligen Menge nicht entnommen wer-
den. Der Aufbau einer Kontur pro Segment setzt eine Separation der Men-
gen U und D in Teilmengen voraus, wobei jede Teilmenge nur Konturele-
mente eines Segments aufweisen sollte.
Ein Segment beschreibt eine Fläche auf der Bildebene mit einer homoge-
nen Intensität, von der in der präsentieren Arbeit angenommen wird, dass
sie im Objektraum eine zusammenhängende planare Fläche abbildet. Die
Grenzen des Segments bilden, in den Objektraum projiziert, ebenfalls die
Grenzen der dortigen Fläche. Für die Transformation der Segmentgrenzen
von der Bildebene in den Objektraum wird für ein Segment eine generelle
Form angestrebt, die eine einfache Parametrisierung erlaubt.
Als eine einfache generalisierbare Parametrisierung eines Segments wird
in der präsentierten Arbeit ein Trapez verwendet. Die Grundseiten6 des
Trapezes verlaufen parallel zu der zuvor angewendeten Suchrichtung, da-
her entweder parallel zur Orientierung der Spalten oder der Zeilen. Die
Schenkel eines Trapezes sind Geraden und werden jeweils durch zusam-
menhängende Teilmengen der Mengen U und D beschrieben. Für die Her-
leitung, welche Bestandteile der Mengen U und D zu welchem Segment
bzw. Trapez gehören, ist eine jeweilige Zerlegung von U und D in Unter-
mengen notwendig. Jede Untermenge repräsentiert eine Menge von Punk-
ten, die einer approximierten zweidimensionalen Geraden auf der Bilde-
bene zugeordnet ist.
Die Aufteilung der Mengen U und D in Untermengen erfolgt für beide
Mengen identisch. Aus diesem Grund wird im Folgenden beispielhaft die
Menge U herangezogen. Alle Erläuterungen, die zur Separation der Men-
ge U erfolgen, können auf die Menge D übertragen werden.
Die Punktmenge U ist aufsteigend nach den Spalten u jedes Punktes q(u, v)
sortiert. Die Punktmenge U wird in die Untermengen Ui unterteilt, wobei
⋃
i=1,...,m Ui = U
Ui⋂Uk = ∅ (4.3)
6Die beiden parallelen Seiten eines Trapezes.
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gilt.
Aufbauend auf der Steigerung der Winkelauflösung des Laserscanners durch
pseudo-Messungen (siehe Abschnitt 4.4.2), liegen Lasermessungen für je-
de Spalte des Bildes vor, in der Teile einer Objektoberfläche aus dem ge-
meinsamen Sichtbereich abgebildet sind. Spalten ohne korrespondierende
Lasermessungen, die von Spalten mit Laserprojektionen flankiert werden,
weisen auf zwei getrennte Objektoberflächen hin.
Den Ausgangspunkt jeder Untermenge Ui bilden zwei Pixel aus benach-
barten Spalten u und u + 1. Diese Pixel bilden die Startlösung einer mög-
lichen Geradengleichung. Liegt in U ein weiteres Element (Aspirant) vor,
welches der Spalte u + 2 zugeordnet werden kann, wird deren Zugehörig-
keit zu der aufgestellten Geradengleichung geprüft. Die Prüfung erfolgt
etwa über eine Abstandsbewertung d zwischen der vorliegenden Geraden
und dem Aspiranten. Beim Einhalten einer vorab festgelegten Grenze (ma-
ximaler Abstand) wird der Aspirant Ui hinzugefügt und die Geradenglei-
chung mittels einer Regression angepasst.
Im Fall, dass der Abstand zwischen dem Aspiranten und der prognosti-
zierten Geraden die festgelegten Grenzen verletzt, wird die Untermenge
Ui geschlossen und der Aspirant bildet das erste Element von Ui+1.
Kann für einen Punkt q(u, v), der Teil einer Untermenge Ui ist, kein Nach-
folger in der Spalte u + 1 in der Menge U gefunden werden, wird Ui ge-
schlossen. Der auf das Element q(u, v) folgende Aspirant q(u+n, w) bildet
das erste Element von Ui+1.
Schlussendlich enthält jede Untermenge Ui und Dj die Datenbasis einer
Regressionsgeraden sowie deren Start- und Endpunkt. Eine Visualisierung
der bestimmten Gruppierung und der resultierenden Geraden ist in Abbil-
dung 4.11a zu sehen. Die Kantenpixel der Mengen U und D werden jeweils
zu zwei Kanten zusammengefasst. Für die Menge U wurde die Abstands-
grenze d eingezeichnet, durch die die Separation erfolgt. Je ein Pixel der
Ausgangsmengen U und D zeigt keine Zugehörigkeit zu einer Geraden.
Aufgrund des verwendeten Abstandskriteriums wurden diese Pixel keiner
bestehenden Untermenge hinzugefügt. In der jeweiligen Untermenge, in
welcher sie sich befinden, sind sie jeweils der einzige Punkt, was das Auf-
stellen einer Geradengleichung nicht ermöglicht. Jede der Untermengen
Ui und Dj, die mittels der Separation bestimmt wurden, dient als Schenkel
des zu erstellenden trapezförmigen Segmentes, wobei die Grundkanten
parallel zur Suchrichtung der Kantenpixel verlaufen. Für jedes Segment
wird ein Schenkel durch eine der Mengen Ui und der zweite durch eine
der Mengen Di gestellt. Die Spaltenposition für die Start- und Endpunkte
der beiden Mengen müssen identisch sein, um die Bedingung, die durch
die Lage der Grundkanten aufgestellt ist, zu erfüllen. Diese geforderte Si-




(a) Kombination einzelner Kantenpi-




(b) Kombination der gefunden Gera-
den zu trapezförmigen Segmenten
Abbildung 4.11: Erstellung von Segmenten auf Basis von Kantenpixeln.
tuation kann in Abbildung 4.11a nicht beobachtet werden.
Um die angestrebte Situation herbeizuführen, werden die Untermengen Ui
und Dj erneut geteilt. Eine Untermenge Ui wird etwa in zwei Abschnitte
separiert, wobei die Geradengleichung für beide Abschnitte identisch ist.
Allein die Start- und Endpunkte werden so angepasst, dass die Grundkan-
ten wie gefordert parallel zu einer der Koordinatenachsen der Bildebene
verlaufen. Die Position der Separation wird durch den Start- bzw. End-
punkt der Menge Dj festgelegt.
Aufbauend auf den bestimmten Untermengen Ui und Dj bzw. den enthal-
tenden Geraden (siehe Abbildung 4.11a) und der nachfolgenden Teilung
der Geraden erfolgt die Bestimmung der trapezförmigen Segmente. Eine
beispielhafte Darstellung der Segmente wird durch Abbildung 4.11b skiz-
ziert.
4.4.2 Anpassung der LiDAR-Auflösung
Die Segmentierung innerhalb der kooperativen Fusion setzt voraus, dass
die Messungen eines Scans, welche auf die Bildebene projiziert werden,
auf dieser eine approximierte Schnittgerade g′OA darstellen. Darüber hin-
aus wird davon ausgegangen, dass für alle Zeilen bzw. Spalten, welche von
g′OA geschnitten werden, mindestens eine Lasermessung vorliegt. Dies
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kann auf Grundlage unterschiedlicher Auflösungen von Kamera und La-
serscanner für die Rohdaten nicht sichergestellt werden.
Unterschiedliche Sensorauflösung
Liegt aufgrund von unterschiedlichen Winkelauflösungen zwischen Ka-
mera und Laserscanner nicht für jede Spalte des abgebildeten Objekts eine
projizierte Lasermessung vor, ist der Aufbau einer Kontur, die das Seg-
ment hinreichend abtrennt, nicht möglich (siehe Abbildung 4.13a). Aus
diesem Grund ist eine Anpassung der Auflösungen aneinander notwen-
dig. In dem hier vorgestellten Ansatz wird die Auflösung eines geringer
auflösenden LiDAR an die Auflösung einer Kamera vorgenommen.
Aktuell verfügbare Laserscanner weisen oft eine geringere Winkelauflö-
sung als handelsübliche7 Kameras auf. Dieser Unterschied führt dazu, dass
nicht jede Spalte, die vom approximierten Schnitt gOA durchlaufen wird,
eine Lasermessung aufweist. Um eine Separation des Segmentes, welches
korrespondierende Lasermessungen aufweist, von weiteren Segmenten auf
der Bildebene zu ermöglichen, ist es notwendig, dass auch für diese Spal-
ten die Ober- und Untergrenzen des Segmentes identifiziert werden.
Pseudomessungen
Das Ergebnis einer Laserentfernungsmessung entspricht je nach Art der
Echoauswertung, der Entfernung zwischen Laserquelle und der vom La-
ser beleuchteten Fläche (siehe Abschnitt 2.3.2). Die Größe der beleuchteten
Fläche ist durch den Fernfelddivergenzwinkel und die Entfernung zwi-
schen Strahlenquelle und Objektoberfläche bedingt (siehe dazu Abschnitt
2.3.2). Die Größe der durch den Laser beleuchteten Fläche wird in dem
bestimmten Ergebnis nicht berücksichtigt. Es wird ausschließlich die Ent-
fernung für einen mathematischen Strahl zum Zentrum der Fläche ange-
geben.
Die Projektion der ermittelten Position auf die Bildebene ergibt schlussend-
lich ein korrespondierendes Pixel. Eine Projektion der Fläche des Strahlen-
querschnitts, der sich durch die Fernfelddivergenz w(z) ergibt (vergleiche
Gleichung 2.15), kann allerdings durchaus größer als ein Pixel ausfallen.
Bedeckt die Projektion des Strahlenquerschnitts auf der Bildebene weite-
re Pixel, die von dem ursprünglichen korrespondierenden Pixel ql(u, v)
7Handelsübliche Laserscanner zur Freiraumüberwachung besitzen eine Winkelauflösung
von 0.125○ bis 0.5○ [37, 83, 93]. Eine exemplarische Kamera mit einer 640× 480 Pixelauflö-
sung und einer Optik mit 60○ Öffnungswinkel ermöglicht eine Winkelauflösung von ca.
0.1○
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abweichen, können für diese Pixel ebenfalls korrespondierende Lasermes-
sungen angenommen werden. Die Übernahme der Laserentfernungsmes-
sungen erfolgt ausschließlich für Pixel in benachbarten Spalten bei kon-
stantem v. Visualisiert wird dieser Zusammenhang in Abbildung 4.12.
Der Ansatz „Entfernungsmessungen für benachbarte Pixel zu überneh-
men“, deren Rückprojektionen innerhalb des Laserquerschnitt liegen, ba-
siert auf der Annahme, dass der Laser eine „first Echo“-Auswertung ver-
wendet (siehe Abschnitt 2.3.2). Damit ist garantiert, dass kein Bestandteil
der Fläche, die von dem Laser beleuchtet wird, eine geringere Entfernung
aufweist als das gelieferte Ergebnis. Eine Objektfläche, die einem Pixel
mit korrespondierender pseudo-Lasermessung zugeordnet werden kann,
weist eine gleiche bzw. höhere Entfernung zum Laser auf, als die Laser-
messung auf der sie basiert.














Abbildung 4.12: Berücksichtigung der Laserspotfläche zur Ermittlung von
pseudo-Lasermessungen auf der Bildebene.
auf der Ausdehnung des Lasers beruhen, werden im Folgenden als pseudo-
Lasermessungen bezeichnet. Jedes Pixel, welches von dem approximierten
Schnitt gOA berührt wird, wird bezüglich seiner Position im projizierten
Strahlenquerschnitt einer realen Lasermessung mit einer pseudo-Entfernung
versehen. Entsteht durch dieses Vorgehen der Fall, dass ein Pixel in dem
Einflussbereich von zwei Laserprojektionen liegt, die auf realen Messun-
gen beruhen, wird auf Grundlage der „first Echo“-Auswertung der gerin-
gere Abstand zum Sensor verwendet.
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Anwendung von Pseudomessungen für die Konturdetektion
Unter der Annahme, dass der Laserscanner die Umwelt derart abtastet,
dass zwischen den Laserstrahlen keine Lücken entstehen, γ ≥ ∆Θl8 , wird
jede Spalte, die von einem Schnitt gOA berührt wird, mit einer auf realen
oder pseudo-Messungen beruhenden Projektion versehen. Folglich wer-
den für jede dieser Spalten die Segmentgrenzen ober- und unterhalb von
gOA bestimmt. Das durch die Berücksichtigung der Fernfelddivergenz ge-
nerierte Resultat in Abbildung 4.13b entspricht damit wieder nahezu dem
Resultat aus Abbildung 4.10b, bei der die Winkelauflösung von Kamera
und Laser übereinstimmten. Ein Unterschied kann bei der Position der
projizierten Lasermessungen ausgemacht werden, die nicht für alle Pseudo-
Messungen denen in Abbildung 4.10b entspricht. Dieser Unterschied hat
in diesem Beispiel keinen Einfluss auf die Bestimmung der Kontur.
u
v




(b) Suche mittels realer Lasermessun-
gen und pseudo-Messungen.
Abbildung 4.13: Identifikation von Konturpixeln mittels Lasermessungen,
welche die halbe Winkelauflösung der Kamera aufweisen.
Pseudo-Lasermessungen werden nur für den aktuellen Scan At bestimmt
und dienen ausschließlich der Suche nach den Segmentgrenzen. In den
weiteren Verarbeitungsschritten finden sie keine Berücksichtigung.
8In der Praxis ist die Winkelauflösung und die Fernfelddivergenz eines Lasers vom Herstel-
ler oftmals so gewählt, dass keine Lücken zwischen den einzelnen Strahlen entstehen und
somit keine Hindernisse übersehen werden [37, 84, 93].
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4.4.3 Oberflächenapproximation
Die Segmentierung präsentiert einen Ansatz, der mittels einer Kombina-
tion aus Kantendetektion und eines auf die Bildebene projizierten Lasers-
cans At, Segmente auf der Bildebene lokalisiert.
Bei der Konzeptionierung der Sichtfelderweiterung (siehe Abschnitt 4.2)
wird die Annahme getroffen, dass ein Segment auf der Bildebene die Pro-
jektion einer planaren Objektoberfläche im Objektraum ist. Nach Abschluss
der Segmentierung liegen die Segmente allein auf der Bildebene vor. Um
aus ihnen Approximationen von Objektoberflächen herzuleiten, ist eine
Transformation der Segmente in den Objektraum notwendig. Die Bestim-
mung von Lage und Position für jedes Segment soll mittels korrespon-
dierender Lasermessungen erfolgen. Die Erläuterungen zum Konzept der
Sichtfelderweiterung zeigen (vergleiche Abschnitt 4.2), dass die Nutzung
einer einzelnen Lasermessung bzw. einer kollinearen Punktmenge eine Trans-
formation der Segmente aus dem Bildraum in den Objektraum nur bedingt
ermöglicht.
Die Lasermessungen, welche zur Identifikation der Segmente verwendet
wurden, liegen innerhalb einer Scanebene und sind pro Segment kollinear,
da EA die planaren angenommenen Objektoberflächen jeweils in einer Ge-
raden schneiden.
Für eine Bestimmung von Lage und Position eines Segmentes, die frei von
Annahmen bzgl. deren Lage gegenüber der Bildebene ist, ist es notwendig,
den Segmenten weitere Lasermessungen hinzuzufügen, wobei die Menge
der Lasermesspunkte eines Segmentes linear unabhängig sein muss.
Die Bereitstellung linear unabhängiger Lasermessungen erfolgt mittels der
Kombination mehrerer Scans des monogonen Scanners beginnend beim
Zeitpunkt t − n bis inklusive des aktuellen Scans At zu einer Punktwolke
CA,t−n∶t. Ausgehend von einer vorausgesetzten Eigenbewegung des Sen-
sorträgers während der Zeitspanne t − n wird angenommen, dass die Sca-
nebenen EA der Scans nicht in einer Ebene liegen und die Punkte innerhalb
CA,t−n∶t linear unabhängig verteilt sind. Für die Kombination der Messun-
gen mehrerer Scans zu einer Punktwolke werden die Messungen von der
Bewegung, welche das UA während des Zeitraumes n − t vollführt, in der
Vorverarbeitung bereinigt (siehe Abschnitt 4.3.2).
Die Elemente CA,t−n∶t werden ebenfalls auf die Bildebene projiziert. Ab-
hängig von der vorausgehenden Bewegung des Sensorträgers verteilen sie
sich über die Bildebene. Liegen die Bildkoordinaten einer Lasermessung
innerhalb der Grenzen eines Segmentes, werden die entsprechenden Ob-
jektkoordinaten dem Segment zu geordnet. Ein Segment besitzt anschlie-
ßend neben seinen Grenzen im Bildraum eine Punktwolke CSs von Laser-
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messungen im Objektraum.
Regressionsebene
Unter der Bedingung, dass die Anzahl der in CSj enthaltenden Messungen
größer drei ist, und dass mindestens drei dieser Messungen linear unab-
hängig im Objektraum verteilt sind, wird auf Basis von CSj eine Ebene
approximiert. Die hergeleitete Ebene repräsentiert die angenommene pla-
nare Objektoberfläche im Objektraum, auf der das Segment Sj liegt. Die
Approximation der Ebene erfolgt mit einem Regressionsansatz unter Ver-
wendung einer Hauptkomponentenanalyse [51].
Mittels der Hauptkomponetenanalyse werden die drei Linearkombinatio-
nen bzw. Hauptkomponenten der Punktwolke CSj gesucht. Zur Herlei-
tung einer Ebene werden die beiden Linearkombinationen mit der größ-
ten Varianz zur Beschreibung der beiden Richtungsvektoren verwendet.
Die dritte der Linearkombinationen gibt die Varianz der Punktwolke zur
Ebene an. Im Folgenden wird speziell auf die Herleitung der Ebene einge-
gangen. Auf Informationen, die aus der bereitgestellten Varianz gewonnen
werden, wird in Abschnitt 4.5.1 näher eingegangen.
Zur Herleitung der Linearkombinationen wird CSj , welche n > 3 Messun-





normiert. Die normierten Messungen werden zu einem Vektor
V = [p1, p2,⋯, pn]−m (4.5)
zusammengefasst. Die Covarianzmatrix
Cov(V) = VVT (4.6)
ist symmetrisch und positiv definiert. Mittels der Eigenwerte λi von Cov(V)
lassen sich die Eigenvektoren vi herleiten. Die Eigenwerte geben Auskunft
über die Streckung von CSj entlang der Hauptkomponenten. Die Eigen-
vektoren beschreiben die Orientierung der Hauptkomponenten. Die Ei-
genvektoren v1 und v2, welche auf den beiden Eigenwerten λ1 und λ2
basieren, wobei λ1 > λ2 > λ3 gilt, beschreiben die Orientierung der beiden
umfangreicheren Streckungen von CSj . Eine Ebene kann durch zwei linear
unabhängige Vektoren definiert werden. In normierter Form entsprechen
v1 und v2 den zwei linear unabhängigen Richtungsvektoren einer Ebene.
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Die Parameterdarstellung der Ebene EO,j, die dem Segment Sj zugeordnet
ist, wird durch
EO,j ∶ m + s∣v1∣+ t∣v2∣ (4.7)
beschrieben. Die Ebene Es ist infinit. Ein Einsatz von EO,j als Repräsentati-
on einer Objektoberfläche setzt eine Begrenzung voraus. Eine Begrenzung
wird durch die Rückprojektion der Eckpunkte von Sj von der Bildebene
auf EO,j erreicht. Auf Basis der intrinsischen Parameter kann für jeden Eck-
punkt des Polygons (Trapez), welches das Segment Sj beschreibt, jeweils
ein Strahl bestimmt werden, der unter Annahme einer aberrationsfreien
Projektion die Ebene EO,j durchstößt. Die entstehenden Schnittpunkte bil-
den die approximierten Objektpunkte der bildseitigen Polygonecken. Eine
Verknüpfung der Objektpunkte analog zu den korrespondierenden Bild-
punkten des Segments ermöglicht die Begrenzung von EO,j auf den Teil,
der tatsächlich eine mögliche Objektoberfläche beschreibt. Der finite Teil
von EO,j, welcher von der Projektion von Sj eingefasst wird, wird im wei-
teren als EˆO,j bezeichnet. Die Polygone EˆO,j bilden das Ergebnis der ko-
operativen Fusion und beschreiben die gesuchten planaren dreidimensio-























Abbildung 4.14: Planare Oberflächenapproximation als Ergebnis der ko-
operativen Fusion.
kooperativen Fusion anhand eines planaren Objektes. Die rekonstruierte
Oberfläche EO,j entspricht in diesem Fall der tatsächlichen Objektoberflä-
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che EO,j.
Kombination von identischen Ebenen
Die Erzeugung der Regressionsebene im Objektraum setzt eine Mindestan-
zahl von Elementen p ∈ CSj pro Segment Sj voraus. Darüber hinaus sollten
die Elemente p möglichst gleichmäßig über die Fläche des Segmentes auf
der Bildebene verteilt sein. Wie viele Messungen innerhalb eines Segmen-
tes platziert sind und wie diese verteilt sind, ist von Größe und Form des
Segmentes, der Winkelauflösung des Lasers und der vom UA ausgeführ-
ten Bewegung abhängig.
Für eine Approximation der Segmentebene sind mindestens drei Laser-
messungen p notwendig. Die Lage von Segmenten, die eine geringere An-
zahl von korrespondierenden Messungen enthalten, können nicht eindeu-
tig bestimmt werden und müssten verworfen werden. Dieses Vorgehen
führt allerdings zu einem Verlust von Informationen.
Die in Abschnitt 4.4.1 dargelegte Situation legt nah, dass die Kanten von
Segmenten auch auf Texturen und nicht ausschließlich auf Objektkanten
beruhen. Segmente, welche auf Textur zurückzuführen sind, weisen im
Allgemeinen kleinere oder gleichgroße Abmessungen auf, als die Objekto-
berfläche EO,j, auf der sich die Textur befindet. Es besteht die Möglichkeit,
dass sich auf einer Objektoberfläche mehrere Segmente Sj befinden, deren
Trennung auf einer Textur beruht.
Daraus folgt, unter der Annahme einer ebenen Objektoberfläche, dass eine
Kombination der korrespondierenden Lasermessungen p aller Segmente,
die auf einer Objektoberfläche liegen, eine einzige Ebene beschreibt [50].
Die Parameter der Ebenen, die aus einer derartigen Kombination entstün-
den, könnten auch für wenige aussagekräftige Segmente verwendet wer-
den. Ein Verwerfen dieser Segmente wäre damit nicht mehr notwendig.
Voraussetzung für ein derartiges Vorgehen ist die Bestimmung der Seg-
mente, welche auf einer Objektoberfläche EO,j liegen. Diese soll ausgehend
von EO,j erfolgen. Bei der Bestimmung einer EO,j aus mehr als drei linear
unabhängigen Messungen p weisen diese eine Varianz zu EO,j auf. Fügt
man einer Menge an Messungen, welche ein signifikantes Segment be-
schreiben, weitere Messungen aus einem nicht aussagekräftigen Segment
hinzu, sollte eine Veränderung der Varianz zu beobachten sein. Das Aus-
maß dieser Änderung wird als Indikator verwendet, ob sich Messungen
unterschiedlicher Segmente auf ein und derselben EO,j befinden. Liegen
die Änderungen der Varianz unter einem vorab definierten Schwellwert,
etwa der Varianz der Laserrohdaten, wird davon ausgegangen, dass beide
Segmente auf der identischen EO,j beruhen. In dem Fall, dass die Segmente
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auf eine Ebene zurückzuführen sind, werden die Punktmengen vereinigt
und die resultierende Regressionsebene bildet für beide Segmente die Prä-
diktion im Objektraum.
Der Vergleich erfolgt zwischen allen Segmenten. Bleiben nach der Durch-
führung der Vergleiche uneindeutige Segmente bestehen, werden diese
schlussendlich doch entfernt.
Dieses Vorgehen führt besonders bei kleineren Segmenten zu einer Steige-
rung der Aussagekraft bzw. ermöglicht überhaupt erst die Bereitstellung
einer Ebene [50].
4.5 Konkurrierende Fusion
Dreidimensionale Messungen, die direkt von Sensoren oder Fusionsergeb-
nissen, etwa Stereoskopie bzw. dem Vorgehen der vorliegenden Arbeit, be-
reitgestellt werden,
• zeigen nur einen Teilbereich der umgebenden Umwelt,
• sind mit Fehlern behaftet, etwa durch Sensorrauschen,
• enthalten dynamische Objekte, die nicht dauerhaft kartographiert wer-
den sollen,
• oder stellen nur Prognosen dar [89].
Im Hinblick auf die präsentierte Fusion, beschränken die Sichtfelder der
Ausgangssensoren, Kamera und Laserscanner, die Sicht auf die Umwelt.
Die Ergebnisse der Fusion können maximal das Sichtfeld der Kamera ein-
nehmen, welches einer spitzen Rechteckpyramide entspricht. Was sich au-
ßerhalb dieser Pyramide befindet, kann auf den „ersten Blick“, auf Basis
einer einzelnen Momentaufnahme, nicht erfasst werden. Eine Momentauf-
nahme ist ein Ergebnis der Fusion, welches auf dem Kamerabild eines Zeit-
punkts t und mehreren Laserscans basiert. Für Objekte bzw. Hindernisse,
deren Größe nicht mit einer Momentaufnahme erfasst werden kann, gilt,
dass erst eine Kombination mehrerer iterativer Aufnahmen des Objektes,
welche aus unterschiedlichen Posen gemacht wurden, eine Abschätzung
des gesamten, belegten Raums ermöglicht.
Beim Aufzeichnen der Sensorrohdaten durch die Sensoren können zahl-
reiche Quellen ursächlich für falsche oder fehlende Ergebnisse sein. Dazu
zählen Sensorrauschen, Messauflösung oder die Gestalt, Form und Mate-
rial der betrachteten Objekte, welche Einfluss auf das jeweilige Messver-
fahren haben.
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Dynamische Objekte sollen nur bedingt kartographiert bzw. als Hinder-
nisse betrachtet werden. Solange sich die dynamischen Hindernisse im di-
rekten Aktionsradius des unbemannten Vehikels befinden, sollten sie als
potenzielle Gefahren klassifiziert werden und der durch sie belegte Raum
ebenfalls als dieser gekennzeichnet werden. Findet darüber hinaus eine Be-
wegung durch das dynamische Objekt statt, ist eine Detektion des freiwer-
denden und des neu zu belegenden Raums notwendig. Beides ist mittels
Momentaufnahmen nicht möglich, da diese jeweils eine statische Situation
zu einem spezifischen Zeitpunkt t zeigen, zu welchem dynamische Objek-
te ebenfalls statisch erscheinen.
Die Auslegung der bis hier vorgestellten Fusion von monokularen Kamera-
und Laserscannerdaten geht von zahlreichen Annahmen aus, die nicht oder
nur bedingt durch reale Messungen gestützt werden. Es handelt sich um
Approximationen und Prognosen, deren Eintrittswahrscheinlichkeit als ge-
ring eingeschätzt werden sollte und mittels einer Momentaufnahme nicht
verifiziert werden kann.
Zur Berücksichtigung der dargelegten Schwächen wird in diesem Kapi-
tel eine konkurrierende Fusion mittels einer dreidimensionalen Umweltre-
präsentation vorgestellt, welche es erlaubt, einerseits die Unzulänglichkei-
ten der Sensoren, wie begrenztes Sichtfeld und Messfehler zu reduzieren,
und andererseits mit einer dynamischen Umwelt umzugehen oder Pro-
gnosen bzw. Approximationen über die Zeit zu stärken oder zu verwerfen.
Zur Darlegung dieses Vorgehens wird auf die Resultate der kooperativen
Fusion aus Abschnitt 4.4 eingegangen. Anschließend folgt eine Erweite-
rung des inversen Sensormodells (siehe Abschnitt 2.3.2), um die Appro-
ximationen der kooperativen Fusion mit einer Signifikanz zu versehen,
mit dem Ziel, die probabilistische Inklusion in der dreidimensionalen Um-
weltrepräsentation zu ermöglichen. Die Aufarbeitung der Approximatio-
nen erlaubt schlussendlich das Eingliedern der kooperativen Fusionsdaten
in eine dreidimensionale Umweltrepräsentation und damit das Herausbil-






Abbildung 4.15: Blockdiagramm der konkurrierenden Fusion zur Kombi-
nation der vorausgehenden Fusionsergebnisse.
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4.5.1 Interpretation von Sensordaten
Der Abschnitt 4.4.3 schließt mit der Repräsentation der identifizierten Ob-
jektoberflächen durch Ebenen. Abbildung 4.14 zeigt eine derartige Mo-
mentaufnahme, in der zwei Scanebenen EA,t−1 und EA,t des Lasers mit
einem einzigen Kamerabild fusioniert werden, um eine Ebene E′O und
schlussendlich die Oberfläche EˆO (grün gestrichelt) zu bestimmen, welche
das betrachtete Objekt abbildet. Dieses Vorgehen beschreibt die Objekto-
berfläche allerdings nur dann hinreichend korrekt, wenn das Objekt eben-
falls eine planare Oberfläche aufweist. Dies ist keine Voraussetzung bei
natürlichen Objekten. Im Resultat entstehen Abweichungen zwischen der
prognostizierten Fläche und der wahren Objektoberfläche, wie Abbildung



















Abbildung 4.16: Abweichung planarer Oberflächenapproximation bei
nicht planaren Oberflächen.
zigen Momentaufnahme nicht identifiziert werden. Es ist eine Kombina-
tion mehrerer Momentaufnahmen notwendig. Eine direkte Kombination
der jeweiligen Flächen als Ganzes wird allerdings nicht nahegelegt, da die
Abweichungen über die Flächen unterschiedlich verteilt sein können. Am
Beispiel in Abbildung 4.16 ist dies gut ersichtlich. Im Bereich, in dem die
Lasermessungen das Objekt abtasten, liegt eine relativ gute Übereinstim-
mung vor. Je größer der Abstand zu diesem Bereich wird, desto stärker
werden die Abweichungen zwischen Objektoberfläche und Approximati-
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on.
Aufbauend auf diesen Beobachtungen wird keine Kombination der jeweils
gesamten Flächen angestrebt. Vielmehr sollen diskrete Prädiktionen, die
sich innerhalb der bestimmten Ebenen EˆO befinden, über mehrere unter-
schiedliche Momentaufnahmen hinweg gewichtet kombiniert werden. Die
Gewichtungsfaktoren werden durch die Lage über der Fläche, der Position
einer jeweiligen Prädiktion auf der Fläche und die Eigenschaften der Aus-
gangssensoren, Kamera und Laserscanner, bestimmt.
Die Diskretisierung von EˆO erfolgt auf Basis eines Kugelkoordinatensys-
tems dessen Ursprung cC das Kamera-System bildet. Dieses Vorgehen wur-
de gewählt, um das Abbildungsvermögen der Kamera nachzubilden. Jeder
bei der Diskretisierung entstehende approximierte Messpunkt p˜ repräsen-
tiert den Schnittpunkt eines Strahls, der vom Kameraursprung ausgeht,
mit einer der Flächen EO. Die Schrittweite der Diskretisierung wird mit
der Winkelauflösung ∆Θs bzw. ∆Φs umgesetzt. Die maximal erreichbare
Winkelauflösung sowie das Sichtfeld Θs ×Φs entsprechen den Parametern
der Kamera.
Das vorgestellte inverse Lasermodell in Abschnitt 2.3.2 ist für die direkte
Anwendung auf die Rohdaten p eines die Entfernung messenden Sensors
vorgesehen. Die resultierenden Approximationen p˜ der Diskretisierung
basieren auf Regressionen, deren Basis die Rohdaten eines Lasers sind. Ein
direkter Zusammenhang zwischen den Rohdaten des Lasers und den Ap-
proximationen ist aber nicht gegeben. Um eine Anwendung des inversen
Sensormodells ebenfalls für die p˜ der Sichtfelderweiterung zu ermöglichen
wird das grundlegenden Modell aus Gleichung 2.25 um die drei folgenden
Aspekte erweitert:
• Abweichungen einer Regressionsebene gegenüber Laserrohdaten
• Entfernung einer Approximation p˜ zur Lasersicht
• Auflösungsvermögen der Kamera
Abweichungen einer Regressionsebene gegenüber Laserrohdaten
Inwieweit sich die Rohdaten einer mittels Laser vermessenen Oberfläche
mit einer approximierten Ebene decken, kann über die Varianz der Aus-
gangsmessungen gegenüber der Ebene ermittelt werden. Die Varianz be-
schreibt das Rauschen der Ausgangsdaten orthogonal zur erwarteten Ebe-
ne.
Teilmengen der Laserrohdaten, die innerhalb eines Segments auf der Ka-
merabildebene liegen, stellen die Datenbasen für die Ermittlung der jewei-
ligen Regressionsebene E′O, welche mittels einer Hauptkomponentenana-
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lyse bestimmt wird.
Ausgehend von den Erläuterungen in Abschnitt 4.4.3, der Erstellung der
Ebene auf Basis der beiden ausgeprägtesten Hauptkomponenten v1 und
v2, wird die dritte Komponente v3, die orthogonal zu v1 und v2 orientiert
ist, als Ausgangspunkt für die Varianzermittlung der Ebene genutzt. Nach
Jolliffe [51, S. 5] lässt sich die Varianz Var(λi) einer der Hauptkomponen-
ten wie folgt bestimmen:
Var(λi) = λTi ⋅Cov(V) ⋅ λi. (4.8)
Die Varianz der dritten Hauptkomponente Var(λ3) gibt folglich Auskunft
darüber wie stark die Laserrohdaten orthogonal zur Ebene ausgelenkt sind.
Je nach Umfang der Varianz Var(E′O) = Var(λ3) wird die Abbildung der
Objektoberfläche durch E′O in Frage gestellt. Anders ausgedrückt redu-
ziert sich mit zunehmender Var(E′O) die Wahrscheinlichkeit, dass eine be-
rechnete Approximation p˜, die auf E′O basiert, ein Pendant an gleicher
Position hat, das einer realen, tatsächlichen Sensormessung entspricht.
Eine Reduktion der Wahrscheinlichkeit führt wie die Auswirkungen des
physikalischen Sensormodells zu einer Reduktion der Signifikanz.
Ausgehend von der Standardabweichung σl einer Lasermessung gegen-
über einer bekannten Oberfläche wird die Varianz Var(E′O) der Regres-
sionsebene in dem inversen Sensormodell berücksichtigt (siehe Abschnitt
2.3.2). Für den idealen Fall, dass eine ebene Objektoberfläche mittels Laser-
messungen vermessen wurde, ergibt sich eine Regressionsebene, die die
Objektoberfläche genau nachbildet. Die Standardabweichung von E′O ist
σE = √Var(E′O) ≤ σl . Jeder Abweichung der Objektoberfläche von einer
Ebene führt zu einem Anstieg von Var(E′O) bzw. σE. Ausgehend von der
minimalen angenommenen Standardabweichung ergibt sich für σE folgen-
de Bedingung:
σE = ⎧⎪⎪⎨⎪⎪⎩σl für σE ≤ σl ,σE sonst. (4.9)
Unter Verwendung von σE in Abschnitt 2.25 ergibt sich das inverse Sen-
sormodell für einen approximierten Punkt p˜ auf der Regressionsebene wie
folgt:








Visualisiert wird das Modell für verschiedene Varianzen Var(E′O) und der
daraus resultierenden Signifikanz in Abbildung 4.17.











Abbildung 4.17: Signifikanzen bei unterschiedlichen Varianzen von appro-
ximierten Objektoberflächen gegenüber deren Rohdaten.
Entfernung einer Approximation p˜ zur Lasersicht
Auf Basis der Varianz der Laserrohdaten gegenüber der Regressionsebe-
ne E′O lassen sich Differenzen zwischen der prognostizierten Ebene und
der Objektoberfläche, innerhalb der durch den Laserscanner generierten
Punktwolke aufzeigen. Die Ausdehnung der Punktwolke ist vom Sicht-
feld des Lasers und dessen Bewegung gegenüber dem lokalen Weltkoor-
dinatensystem, in dem sich die Objekte befinden, bedingt. Das Sichtfeld
des Laserscanners ist orthogonal zur Scanebene gegenüber dem der Ka-
mera eher klein. Diese Situation führt zu der Annahme, dass für ein, auf
der Bildebene, identifiziertes Segment, nur für einen kleinen Bereich der
Segmentfläche korrespondierenden Lasermessungen vorliegen.
Bei einer alleinigen Verwendung der in Abschnitt 4.5.1 vorgestellten Re-
duktion der Signifikanz auf Grundlage der Varianz zwischen Laserrohda-
ten und Regressionsebene, ergibt sich für ausgewählte Szenarios keine An-
passung der Signifikanz, obwohl die Regression die Objektoberfläche aus-
schließlich in einem kleinen Bereich korrekt widerspiegelt. Abbildung 4.18
präsentiert ein Beispielszenario, in dem ein Objekt mit einer zylindrischen
Form detektiert wird. Die erstellte Regressionsebene E′O weicht von der
Objektoberfläche EO außerhalb der Lasersicht ab. Approximationen p˜, die
auf E′O beruhen, weichen von einer Messung p, die auf der tatsächlichen
Objektoberfläche liegen, ab. Das angestrebte Resultat ist daher eine Reduk-
tion der Signifikanz von p˜. Der Bereich, für den Lasermessungen vorlie-
gen, verläuft quasi parallel zur Rotationsachse des Zylinders. Der Radius
des Zylinders ist entsprechend groß und die Varianz der Lasermessung












Abbildung 4.18: Reduktion der Signifikanz auf Grundlage der Entfernung
einer Approximation p˜ zur Lasersicht.
ist Var(E′O) ≤ σl . Durch die runde Form des Objektes sind keine formge-
benden Kanten gegeben, welche das Segment begrenzen könnten. Allein
durch unterschiedliche Lichtintensitäten auf der Objektoberfläche, welche
durch die unterschiedlichen Orientierungen der Oberflächennormalen zur
Lichtquelle entstehen, können sich Kanten bei der Segmentierung bilden.
Ober- und unterhalb des Bereiches, der von den Lasermessungen abge-
deckt wird, weicht die approximierte Ebene von der Objektoberfläche ab.
In welchem Umfang die Abweichungen vorliegen, kann aus den Kamera-
daten nicht ermittelt werden.
Es wird die These aufgestellt, dass die Wahrscheinlichkeit einer Überein-
stimmung zwischen einer Approximation, die auf einer Regression basiert,
und einer Messung, die auf der Objektoberfläche liegt, sinkt, je weiter sich
die Approximation von dem Bereich entfernt, für den korrespondierende
Lasermessungen vorliegen.
Für die Berücksichtigung der These im inversen Sensormodell der Fusion
soll die Ausdehnung der Lasermessungen auf einer Segmentebene in Be-
zug gestellt werden zu dem Abstand, der sich zwischen einer betrachteten
Approximation und den Lasermessungen aufspannt. Das Vorgehen ist da-
für wie folgt: Die auf die Bildebene projizierten Lasermessungen werden
mit einem Trapez umgeben, dessen Grundkanten parallel zu den Grund-
kanten des Segments verlaufen und dessen Fläche minimal ist. Eine Pro-
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jektion der Approximation q auf der Bildebene ist Ausgangspunkt einer
Geraden, die parallel zu den Grundkanten des Segments verläuft und bei-
de Schenkel des Trapezes schneidet, das die projizierten Lasermessungen
umrahmt. Die dabei entstehenden Schnittpunkte k′ und l′ werden auf die
Regressionsebene projiziert und bilden mit der Approximation die Grund-
lage für den Vergleich. Visualisiert sind die Punkte in Abbildung 4.18.
Der Vektor kp˜ verläuft von Punkt k des Trapezschenkels zur Approxima-
tion p˜. Ein zweiter Vektor kl zeigt vom Punkt k zum Punkt l. Der Abstand∣kl∣ wird zu ∣kp˜∣ ins Verhältnis gesetzt. Das Verhältnis gibt Auskunft über
die Entfernung von p˜ bezüglich der Ausdehnung der auf Es befindlichen
Lasermessungen entlang der betrachteten Geraden p˜l.
Liegt die Approximation innerhalb des Trapezes, das die Lasermessungen
umrahmt, wird die Annahme getroffen, dass Abweichungen zwischen der
Regressionsebene und der Objektoberfläche durch die Varianz der Regres-
sionsebene (Abschnitt 4.5.1) berücksichtigt sind. Es ist dann keine weite-
re Betrachtung notwendig. Befindet sich die Approximation außerhalb des
umrahmenden Trapezes, findet mit zu nehmender Entfernung eine Reduk-
tion der Signifikanz statt.
Die Reduktion der Signifikanz wird mittels einer Substitution von ηl durch
ηd = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ηl für kp˜ + kl < kl,∣kl∣∣kp˜∣ ⋅ ηl für kp˜ + kl > kl (4.11)
in Gleichung 2.25 erreicht.
Auflösungsvermögen der Kamera
Neben Abweichungen der Regressionsebene gegenüber der Umwelt, wel-
che auf Lasermessungen zurückzuführen sind, können auch die Kamera-
daten der Ursprung von Fehlern während der Fusion sein. Eine Berück-
sichtigung dieser Fehler ist bei der Bewertung der approximierten Mes-
sungen deshalb ebenso notwendig. Das Kameramaterial wird zur Identi-
fikation der möglichen Segmentkanten auf der Bildebene herangezogen.
Die Durchführung einer Kantendetektion setzt voraus, dass das Bildmate-
rial grundsätzlich für Bildverarbeitung geeignet ist, d.h. dass Unter- bzw.
Überbelichtung ausgeschlossen bzw. detektiert wird und Belichtungsver-
hältnisse vorliegen, die eine Detektion von Kanten ermöglichen. Eine Be-
wertung, ob das Bildmaterial unabhängig vom Inhalt geeignet ist, kann
u.a. mit der Auswertung des Histogramms erreicht werden. Eine Auswer-
tung des Histogramms findet im Vorfeld der Segmentierung in der Bild-
vorverarbeitung zur Steigerung der Dynamik statt. Diese Maßnahme hat
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das Ziel, leichte Fehlbelichtungen auszugleichen, um Bildmaterial mit ei-
ner vertretbaren Qualität bereitzustellen. Umfangreiche Fehlbelichtungen
bis hin zum vollständigen weißen bzw. schwarzen Bild können mit diesem
Verfahren allerdings nicht aufgewertet werden. Das Eintreten dieser Fälle
muss detektiert und kommuniziert werden.
Ein Auftreten dieser extremen Zustände wird für den aktuellen Ansatz
ausgeschlossen. Eine Berücksichtigung von minder schweren Über- und
Unterbelichtungen wird durch die Vorverarbeitung abgefangen. Aus die-
sem Grund findet keine Berücksichtigung der Belichtung der Kamera bei
der Signifikanzbestimmung einer approximierten Messung statt.
Ein anderer Punkt, welcher bei der Bestimmung der Signifikanz berück-
sichtigt wird, ist das Auflösungsvermögen der Kamera. Eine Digitalkame-
ra ist mit einem Sensor versehen, der ein Array von Pixeln enthält, das
die durchschnittliche Intensität des auftreffenden Lichts als verarbeitba-
re Maßzahl bereitstellt. Das auftreffende Licht wird von der abgebildeten
Umwelt reflektiert und trifft über die Optik auf die jeweiligen Pixel. Mit
zunehmender Entfernung zwischen Kamera und Szene reduziert sich das
Auflösungsvermögen, was die Unterscheidbarkeit zwischen feinen Struk-
turen verhindert. Dies kann dazu führen, dass Kanten übersehen und Seg-
mente bestimmt werden, die größer sind als die zugrundeliegenden Ob-
jektoberflächen.
Eine Orientierung wie hoch das Auflösungsvermögen einer Kamera ist
gibt die Menge der Pixel, die einer korrespondierenden Fläche im Objek-
traum zugeordnet werden können. Allerdings handelt es sich dabei aus-
schließlich um einen theoretischen Wert. Die verwendete Optik und der
Einfluss des Nyquist-Shannon-Abtasttheorem9 (z.B. Moiré-Effekt) können
zu Verfälschungen führen, die nicht rückgängig gemacht werden können.
Beide Einflussfaktoren führen zu einer Reduktion des Auflösungsvermö-
gens.
Ausgehend von der abberationsfeien Abbildung des Lochkameramodells







die Anzahl der Pixel bestimmen, die zur Verfügung stehen, um feine Struk-
turen auf einer korrespondierenden Fläche zu identifizieren. Für eine qua-
dratische Fläche mit der Kantenlänge b = 1m ergibt sich für eine Entfer-
nung Zb = Z eine Auflösung von n = a[m]ap[m] bei einer Brennweite Za = f [m] =
9Die Frequenz, mit der ein Bild abgetastet wird, muss mindestens doppelt so groß sein wie
die maximal im Bild auftretende Frequenz. Ein Unterlassen führt zu unerwünschten Bild-
verfälschungen.
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f [p] ⋅ ap[m]. Die Kantenlänge eines Pixels ist ap.
ap[m] ⋅ n
f [p] ⋅ ap[m] = 1[m]Z[m] ⇒ n(Z) = f [p]Z[m] (4.13)
Die bereitgestellte Auflösung der Kamera nimmt mit zunehmender Ent-
fernung ab. Im Nahbereich geht die Auflösung weit über das Maß hinaus,
was für die Hindernisdetektion benötigt wird. Aus diesem Grund wird ei-
ne Grenze Zmin bestimmt, oberhalb welcher keine Variation der Signifikanz
einer Messung erfolgt.
η(Z) = ⎧⎪⎪⎨⎪⎪⎩
ηl für Z ≤ Zmin,
ηl ⋅ n(Z)n(Zmin) sonst. (4.14)
Die Berücksichtigung des entfernungsabhängigen η(Z) in Gleichung 2.25
an Stelle von ηl , führt zu einer Variation der Signifikanz für die appro-
ximierten Messungen innerhalb des Bereichs des Sichtfeldes für das keine
Lasermessungen vorliegen. Visualisiert wird der Rückgang der Signifikanz










η(Z), ηl = 1
Abbildung 4.19: Signifikanz einer Approximation auf Grundlage des ent-
fernungsabhängigen Kameraauflösungsvermögens.
4.5.2 Rekonstruktion einer Objektoberfläche mittels
unabhängiger Prognosen
Aufbauend auf der einmaligen kooperativen Fusion eines Kamerabildes
EB mit mehreren Laserscans EA,t−1 und EA,t in Abschnitt 4.4, der Diskre-
tisierung der Objektoberfläche und dem schlussendlichen Einfügen dieser
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prognostizierten Messungen p˜ in einen OcTree unter Anwendung des ein-
fachen inversen Sensormodells eines Laserscanners (siehe Abschnitt 2.3.2)
für die jeweilige p˜, ergibt sich die in Abbildung 4.20 dargelegte Situation.



















Abbildung 4.20: Diskrete Approximation p˜ ohne Sensormodell integriert
in OcTree.
che präsentieren, die in der approximierten Ebene E′O liegt und nicht die
wahre Gestalt des Objektes widerspiegelt. In dem präsentierten Fall wurde
das grundlegende inverse Sensormodell eines Laserscanner verwendet, so
dass alle Knoten die gleiche p(Z, Zp˜) aufweisen. Die Farbe jedes sichtba-
ren OcTree-Knotens spiegelt jeweils dessen Belegungswahrscheinlichkeit
p(Z, Zp˜) wider.
Die Erweiterung des inversen Sensormodells aus Abschnitt 2.25 mit den
Erweiterungen aus Abschnitt 4.5.1 führt zu








Die Anwendung des erweiterten Sensormodells aus Abschnitt 4.15 auf die
Approximationen p˜ der Abbildung 4.20 ergibt damit eine bedingte Re-
duktion der Belegungswahrscheinlichkeiten abhängig von der Lage von p˜
zum Sensorursprung Os und den ursprünglichen Lasermessungen. Der re-
sultierende OcTree unter Anwendung des erweiterten Sensormodells zeigt





Abbildung 4.21: Diskrete Messungen p˜ mit Sensormodell in OcTree inte-
griert.
die Abbildung 4.21. Für eine übersichtlichere Visualisierung wird im Fol-
genden auf die Kameraebene und das Laserkoordinatensystem cL verzich-
tet und nur noch das Koordinatensystem cC dargestellt. Das Kamerako-
ordinatensystem cC wird, wie erläutert, als Sensorkoordinatensystem der
Sichtfelderweiterung verwendet. Abbildung 4.21 zeigt ein Beispiel, in dem
alle Prognosen p˜ etwa die gleiche Entfernung zu cC aufweisen und die Va-
rianz der ursprünglichen Lasermessungen gegenüber der resultierenden
Regressionsebene kleiner als die Auflösung des OcTrees ist. Das führt da-
zu, dass der Einfluss der Varianz und der Kameraauflösung auf alle dar-
gestellten Zellen identisch ist und ausschließlich der Abstand zwischen p˜
und dem Bereich, für den Lasermessungen vorliegen, ausschlaggebend für
eine Reduktion der jeweiligen p(Z, Zp˜) ist.
Ebenso wie in Abbildung 4.20 repräsentiert der OcTree in Abbildung 4.21
ausschließlich die Objektoberfläche, die auf der kooperativen Fusion ba-
siert. Die wahre Gestalt des Objektes wird nicht abgebildet. Es ist aller-
dings zu erkennen, dass die Zellen des OcTrees, für die keine Lasermes-
sungen vorliegen, mit einer reduzierten Belegungswahrscheinlichkeit ver-
sehen sind. Zugleich wird sichtbar, dass die Zellen mit einer reduzierten
Belegtheit ebenfalls größere Abweichungen zur erwarteten Objektoberflä-
che aufweisen.
Wie einleitend beschrieben, genügt die Anwendung einer einzigen Auf-
nahme der kooperativen Fusion nicht, um die erwartete Objektoberfläche
zu erhalten. Vielmehr ist die Kombination mehrerer Aufnahmen innerhalb
des OcTrees notwendig, um wie ein Bildhauer die Gestalt des Objekts in
mehreren Iterationen herauszuarbeiten. Über die Anwendung der inkre-
mentellen Aktualisierung werden gleiche Belegungen gestärkt und gegen-
sätzliche reduziert (siehe Abschnitt 2.5.2). Die innerhalb des Sensormodells
für die kooperative Fusion umgesetzte Reduktion von p(Z, Zp˜) für die Zel-
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len ohne Lasermessungen ermöglicht damit einen schnelleren Wechsel von














Abbildung 4.22: Betrachtung eines Objektes aus mehreren Blickwinkeln.
Ausgangspunkt für dieses Vorgehen sind mehrere Aufnahmen der erwar-
teten Objektoberfläche aus unterschiedlichen Posen und, wenn nur eine
Sensorkombination zur Verfügung steht, ebenfalls zu unterschiedlichen
Zeitpunkten t. Für das hier betrachtete Beispiel werden drei Posen verwen-
det, die zu den Zeitpunkten t0, t1 und t2 eingenommen werden. Aus jeder
Pose wird eine Prognose generiert, welche die erwartete Objektoberfläche
als Ebene prognostiziert. Visualisiert wird diese Situation in Abbildung
4.22. Werden die ebenen Objektoberflächenprognosen aus Abbildung 4.22
jeweils diskretisiert und in den OcTree übertragen, ergibt sich die Situation
in Abbildung 4.23. Jede der diskretisierten Approximationen p˜ repräsen-
tiert einen Strahl, deren Ende ein Hit auf den prognostizierten Ebenen hin-
terlässt. Bereits belegte Zellen werden geschnitten und aufgrund des itera-
tiven Updates (siehe Abschnitt 2.5.2) in ihre Belegungswahrscheinlichkeit
p reduziert. Geringere p werden in Abbildung 4.23 durch hellere Rottöne
bei der Färbung der OcTree-Zellen verdeutlicht. Eine Reduzierung von p
ist bei den Zellen zu erkennen, welche sich zwischen der erwarteten Ob-
jektoberfläche und den jeweiligen Koordinatenursprüngen befinden. Die
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Reduktion ist durch das Queren mehrerer Strahlen und ein bereits anfäng-














Abbildung 4.23: Integration der diskreten Approximation p˜ von drei Pro-
gnosen in den OcTree.
Mittels mehrerer Iterationen der kooperativen Fusion und der Integration
der Daten durch das Bayers Update (siehe Gleichung 2.60) in den OcTree
ergibt sich schlussendlich, eine Repräsentation der Objektoberflächen, die
der erwarteten Objektoberfläche sehr nahe kommt. Siehe dazu Abbildung
4.24.













Abbildung 4.24: Rekonstruktion der erwarteten Objektoberfläche durch
Integration von n Oberflächenprognosen in den OcTree.
4.6 Validierung der Sichtfelderweiterung
Im Folgenden wird auf den verwendeten Flugversuchsträger und die Sen-




Für die durchgeführten Versuche wurde ein unbemannter Hubschrauber
eingesetzt, dessen Flugleistungen und Nutzlastkapazitäten den Transport
von Sensor- und Rechnerhardware ermöglichen, die zur Durchführung der
gewünschten Applikationen benötigt wurden. Die Abbildung 4.25 zeigt
diesen Hubschrauber, der als „midiARTIS“ bezeichnet wird. Eine Über-
sicht über dessen Kennzahlen findet sich in Tabelle 4.1.
Ein Bestandteil der von UA getragenen Avionik sind Sensoren wie DGPS,
IMU und Magnetometer. Die Daten dieser Sensoren speisen den Flugsteu-
errechner (FCC), der Aufgaben wie automatische Regelung und Pfadpla-
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Abbildung 4.25: Unbemannter Helikopter midiARTIS.
nung des UA übernimmt. Ein zweiter Bestandteil der Avionik ist die Hard-
ware, welche die Kommunikation zur Bodenstation ermöglicht. Dies sind
drahtlose Kommunikationswege, welche mittels eines seriellen Funkmo-
dems und eines lokalen Netzwerks WLAN aufgebaut werden. Die dritte
Komponente der Avionik stellen RC-Komponenten, die zum manuellen
Flug und für Eingriffe eines Sicherheitspiloten benötigt werden.
Die Hardware der Umweltwahrnehmung umfasst einen Rechner zur Sens-
ordatenverarbeitung VFC und die jeweiligen Sensoren im hier präsentier-
ten Fall ein monogones LiDAR und eine monokulare Kamera, auf welche
in Abschnitt 4.6.1 näher eingegangen wird.
Die Kommunikation zwischen dem FCC und dem VFC erfolgt über ein lo-
kales Netzwerk.
Der ARTIS-Aufbau, welcher Flughardware, Bodenstation und Software um-
fasst, ist derart konzipiert, dass die Aufgaben eines vollkommen automati-
schen Flugs bewältigt werden können. Um dies zu ermöglichen, sind an
Bord des Helikopters und zwischen diesem und der Bodenstation eini-
ge Kommunikationswege notwendig. Einen schematischen Überblick über
die verwendeten Datenflüsse und deren Zweck zeigt die Abbildung 4.26.
Ausgehend von den Sensoren, DGPS, IMU und Magnetometer, bzw. deren
Rohdaten wird innerhalb des FCC die aktuelle Zustandsschätzung mittels
einer Sensorfusion [60] ermittelt. Die Informationen des Zustandsschätzers
werden von Flugregelungs- und Flugablaufansätzen genutzt. Die resultie-
renden Kommandos dieser Ansätze werden wiederum von den Aktuato-
ren zu Stellgrößen umgesetzt um damit Einfluss auf den aktuellen Flugzu-
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max. Abflugmasse (MTOW) 12kg
Leermasse 6kg
Masse der Avionik 4,5kg
Masse für Umweltwahrnehmung
(Rechner + Sensoren)




Maximale Flugzeit ≈ 20min
Flugsteuerrechner (FCC) Intel P4 mobile 1,4Ghz,
QNX Neutrino OS
Sensordatenverarbeitung (VFC) Intel Core Duo 1,5GHz,
Linux OS
Tabelle 4.1: Kennzahlen der midiARTIS-Konfiguration.
stand zu nehmen. Für einen automatisch geregelten Flug ohne simultane
Umweltwahrnehmung ist die alleinige Verwendung des FCC plus präsen-
tierter Sensorik hinreichend. Das setzt allerdings eine hindernisfreie Um-
welt voraus.
Wird eine Berücksichtigung der Umwelt für den Flugablauf angestrebt,
werden zusätzlich ein VFC sowie Sensorik zur Abtastung der Umwelt be-
nötigt. Zur Herleitung der Umweltinformationen findet vergleichbar zum
FCC ein Einsammeln der Sensorrohdaten statt, die anschließend bei Be-
darf fusioniert werden. Darauf aufbauend werden die Daten bearbeitet
und ausgewertet, um die gewünschten Resultate bereitzustellen. In dem
präsentierten Fall ist das gewünschte Resultat eine Hinderniskarte.
Eine korrekte Kombination der Sensordaten und Verortung der Hinder-
nisse im VFC setzt das Wissen über den aktuellen Zustand des Heliko-
pters voraus, welcher von der Sensorfusion des FCC abgefragt wird. Die
resultierenden Hindernisinformationen, die Einfluss auf die Flugplanung
haben könnten, werden anschließend an diese propagiert.
Für die Einflussnahme an die an Bord befindlichen Komponenten findet
zusätzlich eine Kommunikation mit der Bodenstation (GCS) statt. Dies er-
möglicht das Abfragen des jeweiligen Status sowie die Anpassung mögli-





















Abbildung 4.26: Schematischer Aufbau der ARTIS-Avionik mit relevanten
Datenpfaden.
cher Verhalten. Die Rechner an Bord des Hubschraubers sind zeitlich syn-
chronisiert und die versendeten Daten sind jeweils mit einem Zeitstempel
versehen, um eine Zuordnung zu ermöglichen.
Das Sicherheitskonzept des ARTIS-Aufbaus sieht vor, dass der automati-
sche Eingriff auf den Flugzustand des Helikopters durch das an Bord be-
findliche System jederzeit durch einen Sicherheitspiloten umgangen wer-
den kann. Die Aktuatorstellgrößen des FCC laufen über eine Weiche, die
durch den Sicherheitspiloten gesperrt werden kann und den Hubschrau-
ber damit wieder seinen Steuereingaben unterstellt.
Sensoren
Im Rahmen dieser Arbeit wurde die midiARTIS-Konfiguration mit einer
monokularen Kamera und einem monogonen LiDAR ausgerüstet. Einen
Überblick über deren Eigenschaften zeigt die Tabelle 4.2.







Sichtfeld 70○ × 48○ 270○
Bildgröße 640px × 480px 1081px × 1px
Updaterate 30Hz 40Hz
Brennweite 580px -
Max. Reichweite ∞ 30m
Spektrum ≈ 380nm− ≈ 750nm 950nm
Tabelle 4.2: Kennzahlen der Sensorkonfigurationen.
4.6.2 Umgebungskartierung mit Sichtfelderweiterung
Das Ziel der Sichtfelderweiterung für das monogone LiDAR durch den
Einsatz einer monokulare Kamera ist, wie der Name schon sagt, die Er-
weiterung des Sichtkegels der monogonen LiDAR-Sicht im Hinblick auf
Reichweite und Sichtfeld. Generalisierbare Werte für die Steigerung der
Reichweite und des Sichtfeldes können allerdings nicht genannt werden,
da die Sichtfelderweiterung durch die Form und Textur der Hindernisku-
lisse sowie Beleuchtung des jeweiligen Szenarios bedingt ist.
Zur Verdeutlichung der Funktionalität der präsentierten Sichtfelderweite-
rung wird das vorgestellte Beispielszenario des Überflugs über eine Wiese,
auf welcher zwei künstliche Hindernisse aufgestellt sind, herangezogen.
Der Überflug dauert ≈ 16, 15 sec und enthält nS ≈ 646 Scans.
Im Folgenden werden zuerst anhand eines Beispieldatensets die Einzel-
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schritte der Sichtfelderweiterung qualitative vorgestellt und mögliche Schwach-
punkte beleuchtet. Die Darstellung der Einzelschritte vermittelt einen ers-
ten Überblick über die Funktionalität des Ansatzes. Die Aussagekraft über
die Richtigkeit der gesamten Sichtfelderweiterung ist allerdings begrenzt.
Um belastbare Aussagen zur Richtigkeit der generierten Umweltrepräsen-
tation und der Sichtfelderweitung zu erhalten, folgt eine quantitative Be-
wertung. Dafür werden zwei OcTrees verglichen, wobei einer die Refe-
renz bzw. Ground Truth und der andere den zu testen Kandidaten dar-
stellt. Das Augenmerk liegt einerseits darauf, dass Hindernisse, welche mit
dem Referenz-OcTree gefunden werden ebenfalls in dem OcTree der Sicht-
felderweiterung vorhanden sind. Andererseits soll nachgewiesen werden,
dass die Sichtfelderweiterung eine umfassendere Sicht auf die Umwelt be-
reitstellt, als es eine Umweltwahrnehmung erlaubt, welche auf einem mo-
nogonen LiDAR basiert.
Einzelschritte der Sichtfelderweiterung
Die Resultate der Einzelschritte werden anhand eines Datensets verdeut-
licht, das aus einem Kamerabild besteht dem mehrere Laserscans zu ge-
ordnet wurden. Ausgehend von den Rohdaten eines monogonen Lasers
(Abbildung 4.27a) und einer monokularen Kamera (Abbildung 4.27b) be-
ginnt die Initialisierung der Sichtfelderweiterung mit der Vorverarbeitung
der jeweiligen Daten.
(a) Laserrohdaten, Sicht von oben auf
die monogone Ebene.
(b) Kamerarohdaten
Abbildung 4.27: Rohdaten vom monogonen Laserscanner und von der
monokularen Kamera.
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Vorverarbeitung Die in Abschnitt 4.3.1 vorgestellten Algorithmen der
Vorverarbeitung werden auf die Kamerarohdaten des hiesigen Beispiels
angewendet. Ausgehend von den Rohdaten erfolgte eine Histogramm-Äqua-
lisation (Abbildung 4.28a), eine Gauß-Pyramide mit zwei Ebenen (Abbil-
dung 4.28b), ein Bilateral-Filter (Abbildung 4.28c) und ein Canny-Operator
(Abbildung 4.28d). Das Resultat der Histogramm-Äqualisation zeigt ge-
(a) Resultat nach Histogramm-Äqualisa-
tion
(b) Resultat nach Gauß-Pyramide
(c) Resultat nach Bilateral-Filter (d) Resultat nach Canny-Operator
Abbildung 4.28: Vorverarbeitung der Kameradaten.
genüber dem Rohbild ein Steigerung des Dynamikumfangs, was zu dem
gewünschten Hervorheben von Intensitätsdiskontinuitäten führt. Die Un-
schärfe in den Resultaten der Gauß-Pyramide und dem Bilateral-Filter sind
zum einen auf die Halbierung der Auflösung gegenüber dem Ausgangs-
bild zurückzuführen. Zum anderen soll die Filterung geringe Intensitäts-
diskontinuitäten unterdrücken, um Rauschen in homogenen Flächen zu
reduzieren. Diese Tiefpassfilterung macht sich ebenfalls als Weichzeich-
nung des Bildes bemerkbar. Das Resultat des Canny-Operators hebt so-
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wohl die Kanten zu den beiden aufgestellten Hindernissen als auch den
Übergang zwischen Boden und Himmel sehr gut hervor. Es ist aber auch
ersichtlich, dass Kanten, welche nicht auf räumlichen Kanten beruhen, wie
z.B. das Maßband, das sich in der unteren Mitte des Bildes befindet, eben-
falls hervorgehoben werden und somit zu einer Einschränkung der maxi-
mal möglichen Sichtfelderweiterung führen.
Auf die Vorverarbeitung der LiDAR-Daten wird nicht eingegangen, da es
sich um Transformationen handelt, die zu unterschiedlichen Zeitpunkten
mit unterschiedlichen Parametern durchgeführt werden und sich damit
schlecht visuell aufbereiten ließen. Der letzte Schritt der Vorverarbeitung
der Laserdaten ist die Projektion des zuletzt generierten Scans auf die Bil-
debene. Die projizierten Lasermessungen sind in Abbildung 4.29a rot mar-
kiert.
Segmentierung Auf die Vorverarbeitung, der Sensordaten folgt die Seg-
mentierung des Kamerabildes ausgehend von den projizierten Laserdaten.
Das Resultat des ersten Schritts, die Identifikation der Kantenpixel, zeigt
(a) Identifikation von Kantenpixeln (b) Konstruktion von Segmenten
Abbildung 4.29: Segmentierung der Bildebene.
Abbildung 4.29a. Zur besseren Visualisierung, welche Kantenpixel ausge-
wählt wurden, wurde als Hintergrund nicht das Canny-Bild, sondern das
Originalbild der Kamera verwendet. Die auf die Bildebene projizierten La-
sermessungen entsprechen aufgrund der getroffen Annahmen von plana-
ren Objektoberflächen der Projektion der Schnittgeraden gOA zwischen der
Scanebene und der betrachteten Objektoberfläche. Die Projektion von gOA
verläuft nahezu parallel zur x-Achse des Bildes. Daraus resultiert eine Su-
che nach möglichen Segmentkanten, parallel zur y-Achse des Bildes. Die
gefunden Kanten sind im Bild blau markiert, wenn sie sich oberhalb der
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Laserprojektionen befinden, und grün, wenn sie unterhalb der Laserpro-
jektionen liegen. Ein Vergleich zwischen den markierten Kanten in 4.29a
und denen in Abbildung 4.28d zeigt, dass immer die nächstliegende Kante
zur korrespondierenden Laserprojektion markiert wurde. Die identifizier-
ten Kantenpixel für den Bereich unterhalb der projizierten Lasermessun-
gen liegen zum größten Teil auf dem Bildrand.
Das Ergebnis der Segmentierung zeigt Abbildung 4.29b. Die konstruierten
Segmente haben die Form eines Trapezes, wobei die Grundkanten parallel
zur Suchrichtung des vorhergehenden Schritts verlaufen und die Schenkel
auf den gefunden Kantenpixeln beruhen. Die Segmente sind in der Abbil-
dung blau umrahmt.
3D Rekonstruktion Aufbauend auf der Segmentierung erfolgt die Über-
tragung der Segmente in den Objektraum. Wie erläutert, genügt die allei-
nige Verwendung des zuletzt generierten Scans nicht, um die Pose einer
planaren Oberfläche im Objektraum eindeutig zu bestimmen. Es werden
weitere Lasermessungen, welche auf älteren Scans basieren, auf die Bil-
debene projiziert und den Segmenten zugeordnet, um jedem Segment ei-
ne linear unabhängige Punktmenge bereitzustellen. Abbildung 4.30a zeigt
die Projektionen von acht weiteren Scans auf die Bildebene. Die Verteilung
über die Bildebene erfolgt durch die Bewegung des UA während der Auf-
zeichnung der einzelnen Scans.
Mittels der zugeordneten Projektionen bzw. deren Objektkoordinaten wer-
(a) Zuordnung mehrerer Scans zu einem
Kamerabild
(b) Tiefenbild der generierten Objekto-
berflächenebenen
Abbildung 4.30: Resultat der kooperativen Fusion.
den dreidimensionale Regressionsebenen berechnet, welche durch die eben-
falls in den Objektraum projizierten Segmentgrenzen begrenzt werden.
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Abbildung 4.30b zeigt die ermittelten dreidimensionalen Objektoberflä-
chen als Tiefenbild. Der Graufärbung innerhalb des Bildes zeigt die kar-
tesische Entfernung zwischen dem Kameraursprung und dem auf die Bil-
debene projizierten Objektpunkt. Dunkle Töne zeigen eine geringe und
helle eine größere Entfernung zum Kameraursprung an. Die dargestell-
ten Objektoberflächen beschreiben in dem vorgestellten Beispiel den Erd-
boden. Aus diesem Grund werden sie vom unteren Bildrand nach oben
heller, was einen Zuwachs der Entfernung beschreibt. Die Entfernungsda-
ten innerhalb des Tiefenbildes liegen nicht mehr als zusammenhängende
Ebenen vor. Sie wurden für die Erstellung des Tiefenbildes diskretisiert
und können der konkurrierenden Fusion als einzelne Approximationen
zugeführt werden. Die resultierenden Approximationen werden anschlie-
ßend in einen OcTree überführt. Einen beispielhaften OcTree für den Zeit-
schritt eines Kamerabildes zeigt Abbildung 4.31. Die Einfärbung des Oc-
0.75 1.00.5
p(Z)
Abbildung 4.31: OcTree, wobei die Färbung der Voxel deren Belegungs-
wahrscheinlichkeit p(Z) widerspiegelt.
Trees ist auf das verwendete Sensormodell zurückzuführen und spiegelt
die Belegungswahrscheinlichkeit p(Z) wider. Zu erkennen ist der blaue
Bereich, für welchen Lasermessungen vorliegen und damit die Belegungs-
wahrscheinlichkeit der Approximation mit p(Z) ≈ 0.8 in etwa der von
Laserrohdaten entspricht. Des Weiteren lässt sich mit einer zunehmenden
Entfernung vom Kameraursprung bzw. den Lasermessungen (Abschnitt:
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4.5.1) eine Reduktion der Belegungswahrscheinlichkeit erkennen. Die kon-
tinuierliche Reduktion von p(Z) wird von Bereichen durchzogen, welche
noch eine geringe Aussagekraft besitzen. Diese Bereiche sind auf die er-
stellten Regressionsebenen zurückzuführen, denen ein verringertes Ver-
trauen ausgesprochen wurde, weil sie die jeweils zugrunde liegende Punkt-
menge nicht hinreichend repräsentierten (siehe Abschnitt 4.5.1).
Diskussion Für die dargebrachten Beispieldaten von Laserscanner und
Kamera zeigen die Abbildungen, dass der Ansatz bzw. das Vorgehen die
angestrebte Vergrößerung des Sichtfeldes herbeiführt. Wie die Qualität der
entstehenden Approximationen ist, kann allein auf Basis der Visualisie-
rung nicht festgestellt werden. Auf diesen Punkt wird in Abschnitt 4.6.2
eingegangen.
Es lassen sich allerdings auf Basis der gezeigten Abbildungen Schwächen
des präsentierten Ansatzes ausmachen, auf welche im Folgenden einge-
gangen wird.
Im Kamerabild besteht die Möglichkeit, dass Pixel, die im Dreidimensiona-
len unterschiedliche Objekte abbilden, auf der Bildebene benachbart und
mit einer vergleichbaren Intensität ausgestattet sind. Die Folge ist, dass die
verwendete Kantendetektion die Übergänge zwischen den Objekten nicht
korrekt identifiziert. Resultierend werden Regressionsebenen erzeugt, de-
ren Grenzen keine reale Grundlage besitzen. Beispiel für diese Problema-
Abbildung 4.32: Detektionsfehler bei der Bestimmung der Segmentgren-
zen, als Resultat einer nicht korrekten Kantendetektion.
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tik sind die Flaggen an den Pfosten oder der Zaun in der oberen rechten
Ecke etwa in Abbildung 4.29b. Zur Verdeutlichung zeigt Abbildung 4.32
die fälschlich zugeordneten Flaggen mit grünen Kreisen und den Zaun
mit einer gelben Ellipse. Die Pfosten, die als Hindernisse in dem Szenario
platziert wurden, werden aufgrund der starken Intensitätsdiskontinuität
gegenüber dem Boden wie erwünscht erkannt. Die an den Pfosten ange-
brachten Flaggen werden von der Sonne durchstrahlt, was ihre Intensitä-
ten vergleichbar zu denen des Bodens erscheinen lässt. Beim Zaun wird
davon ausgegangen, dass die horizontalen Strukturen des Zaunes zu fein
sind und vom Canny-Detektor als Rauschen bzw. schwache Kanten identi-
fiziert werden und dadurch verworfen werden. Erst der Übergang von der
Flagge bzw. dem Zaun zum Himmel stellt eine hinreichende Schwelle für
den Canny dar.
Diese Fehler lassen darauf schließen, dass feine Strukturen, wie etwa Strom-
leitungen oder Drahtschlaufenzäune eine starke Fehlerquelle für den An-
satz darstellen.
Ein weiterer Schwachpunkt, den Abbildung 4.32 andeutet, ist, dass die Re-
gressionsebenen pro Segment jeweils auf einer kleinen Basis an Lasermes-
sungen beruht. Im dargestellten Fall handelt es sich um drei Scans. Die
Problematik wurde frühzeitig erkannt und im Abschnitt 4.4.3 durch die
Kombination mehrerer Ebenen behandelt und in Abschnitt 4.5.1 als ein
Ausgangspunkt für die Entwicklung des Sensormodells präsentiert. Die
resultierende Reduktion der Aussagekraft ist anhand der Belegungswahr-
scheinlichkeit p(Z) in Abbildung 4.31 verdeutlicht.
Quantitative Validierung
Referenzdaten Um quantifizierbare Aussagen über die Übereinstimmung
des aus der Sichtfelderweiterung resultierenden OcTree und der realen
Umwelt zu erreichen, wird eine Ground Truth benötigt, welche das Aus-
sehen der realen Umwelt widerspiegelt. Als Referenz werden in der hier
präsentierten Validierung rohe LiDAR-Messungen verwendet, welche für
die betrachtete Umwelt vorliegen. Mittels dieser Messungen wird ein Oc-
Tree OTT in Abbildung 4.33 erzeugt, welcher alle zur Verfügung stehenden
iS = 646 Scans enthält.
Ausgangspunkt für die Entscheidung, als Ground Truth die LiDAR-Roh-
daten zu verwenden, ist, dass es sich bei dem hier präsentierten Ansatz um
eine Erweiterung der monogonen LiDAR-Sicht handelt, deren gewünsch-
tes Ziel es ist, mindestens die Hindernisse zu detektieren, welche mittels
der Laserrohdaten erkannt werden und wenn es die Sichtbedingungen
erlauben, Approximationen von Hindernisstrukturen zu prädizieren, die
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Abbildung 4.33: OcTree OTT des Beispielszenarios, erstellt allein mit
LiDAR-Daten des monogonen Scanners.
über das Sichtfeld des LiDAR hinausgehen.
Da erwartet wird, dass die Sichtfelderweiterung eine größere Anzahl Hin-
dernisstrukturen erkennt, als in der Ground Truth enthalten sind, wird
das Beispielszenario dahingehend angepasst. Bei dem gegebenen Szenario
und Flugpfad liegen nur drei Hindernisse - die beiden Torpfosten und der
Erdboden - vor. Die beiden Torpfosten werden mittels des LiDAR nahezu
vollständig erkannt. Der Boden reicht über das mit dem LiDAR betrachtete
Gebiet hinaus. Aus diesem Grund wird davon ausgegangen, dass mit der
Fusion auch Bodenbereiche erkannt werden, welche in der Ground Truth
nicht vorliegen.
Basierend auf dem Vorwissen über das beflogene Gebiet und eine Bewer-
tung der Bodenmessungen im Laserdatensatz, wird der Boden als eine
Ebene angenommen. Für die Ermittlung der Ebenenparameter wurden Mes-
sungen der Ground Truth, die nicht den Boden repräsentieren, manuell
entfernt und die verbliebenen Messungen zu einer Regressionsebene EG
vereinigt. Abbildung 4.34 zeigt den OTT , der um die Voxel erweitert wur-
de, welche von EG geschnitten werden. Der resultierende OcTree OTS wird
im Weiteren als Signal bezeichnet. Zur Generierung von OTT werden 274036
Messungen verwendet. Als Basis für EG werden 99, 4% dieser Messungen
genutzt. Angaben dazu, wie EG diese Punktmenge abbildet, zeigt Abbil-
dung 4.35. Durch die manuelle Auswahl wird eine Punktmenge bereitge-
stellt, die durch EG sehr gut repräsentiert wird. Der maximale orthogonale
Abstand, den ein Punkt zur Ebene aufweist sind 0.55 m, was etwa der Auf-
lösung des hier verwendeten OcTree entspricht. Ein Median von maximal
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Abbildung 4.35: Verifikation der Regressionsebene EG gegenüber Laser-
rohdaten.
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0, 08 m bzw. ein Wert von ca. 0.1 m für das obere Quantil zeigen allerdings,
dass die größte Anzahl der Abweichungen unter der Auflösung des Oc-
Tree liegt. Eine Übertragung von EG in den OcTree lässt damit eine hin-
reichende Repräsentation des Bodens erwarten. Der OcTree OTS bildet die
erweiterte Ground Truth, gegen welche der OcTree OTF der Sichtfelder-
weiterung verglichen wird.
Signalentdeckungstheorie Dieser Vergleich wird unter Anwendung der
Signalentdeckungstheorie [34] umgesetzt. Die Signalentdeckungstheorie
analysiert die Detektion eines zu identifizierenden Signals und stellt eine
Maßzahl für die Qualität der Detektion bereit.
Das zu detektierende Signal wird im präsentierten Fall durch die beleg-
ten Zellen von OTS bzw. OTT bereitgestellt. Die Detektion erfolgt mittels
eines OcTree, welcher die zu testende Umweltrepräsentation enthält. Für
die Eruierung werden die belegten Voxel im zu bewertenden Baum (OTL
bzw. OTF), deren Position im Baum eindeutig ist, mit den entsprechen-
den Voxeln im Signal-Baum (OTT bzw. OTS) verglichen. Ist der betrachte-
te Voxel ebenfalls belegt, wurde das Signal korrekt identifiziert. Um eine
Einordnung der Detektion zu erreichen, wird eine binäre Dekomposition
des Problems vorgenommen. Tabelle 4.3 verdeutlicht die verwendete Kon-
tingenztafel. Voraussetzungen für dieses Vorgehen sind, dass die Wurzeln
Signal






erkannt belegte m wird
korrekt erkannt
freie m wird als belegt
erkannt
nicht erkannt belegte m wird als frei
erkannt
freie m wird korrekt
erkannt
Tabelle 4.3: Kontingenztafel der verwendeten Signalentdeckungstheorie.
der verglichenen Bäume eine identische Pose aufweisen und dass die Auf-
lösung der Bäume identisch ist. Als Referenz für die Funktionsfähigkeit
dieses Vorgehens wird der OcTree OTT mit dem inkrementell erstellten
OcTree OTL,1∶iS nach jedem Inkrement iS sukzessive verglichen. OTL,1∶iS be-
ruht allein auf Lasermessungen und dient als Kontrollinstanz. Der OcTree
OTT besitzt eine Tiefe von h = 12 und die Messungen wurden mit dem An-
satz C(4) (Abschnitt 3.2.5) integriert.
Bei der Gegenüberstellung von OTT und OTL,1∶iS wird erwartet, dass nach
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der Integration der Inkremente iS = 1 − 646 beide Bäume identisch sind.
Nach einem Inkrement iS ≠ 646 besteht die Möglichkeit, dass Zellen in
OTL,1∶iS eine Belegung aufweisen, welche in OTT gegensätzlich deklariert
ist. Dies tritt durch die probabilistische Bewertung der Zellen auf und kann
durch eine Anpassung der entsprechenden Zelle durch nachfolgende In-
kremente entstehen, etwa wenn eine Zelle zu unterschiedlichen Zeitpunk-
ten aus unterschiedlichen Blickwinkeln betrachtete wird.
Das Resultat der Gegenüberstellung von OTL,1∶iS und OTT zeigt Abbildung


































Abbildung 4.36: Ausgangssituation allein mit Laserdaten.
nOcc verdeutlicht die Anzahl der belegten Voxel in OTL,1∶iS für das Inkre-
ment iS. Ausgehend von der Anzahl der belegten Zellen nOcc in OTL,1∶iS
sind nHi Voxel ebenfalls in OTT belegt. Die Differenz zwischen nOcc und
nHi spiegelt eine Abweichung der beiden OcTrees wider und wird mittels
nFa ausgedrückt. Die Detektionsleistung
d′T = nHinTr − nFan − nTr (4.16)
zeigt an, wie gut OTL,1∶iS zum Zeitpunkt t ≈ iS@40Hz dem OcTree OTT ent-
spricht, wobei n die theoretisch im Baum vorhandene Anzahl von Blättern
ist.
Die Bäume OTL,1∶iS und OTT basieren auf einer identischen Datenbasis, den
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reinen monogonen LiDAR-Daten. Es war daher zu erwarten, dass nach der
Integration des letzten Inkrements iS = 646 beide Bäume identisch sind.
Dieses erwartete Resultat tritt ein, und wird durch d′T = 1 in Abbildung
4.36 verdeutlicht.
Aufbauend auf dem Vergleich von OTL,1∶iS und OTT wird davon ausgegan-
gen, dass die Signalentdeckungstheorie geeignet ist, zwei OcTrees mitein-
ander zu vergleichen, um die Richtigkeit des OcTree der Sichtfelderweite-
rung OTF,1∶iS gegenüber der Ground Truth OTS zu bewerten.
Die Resultate der Gegenüberstellung von OTF,1∶iS und OTS zeigen die Ab-
bildungen 4.37 und 4.38. Abbildung 4.37 visualisiert mit nOcc die Gesamtan-
zahl an belegten Voxeln in OTF,1∶iS nach der Integration des Scans iS. Die
Teilmenge von nOcc, welche mit der Ground Truth in OTS übereinstimmt,
zeigt nHi. nPl enthält die Anzahl der Voxel, welche mit der künstlichen
Ebene EG in OTS übereinstimmen und nFa ist die Anzahl der falsch zuge-
ordneten Voxel zwischen OTF,1∶iS und OTS. Zur Einordnung wurde noch
die Anzahl der belegten Voxel in OTT mit nT und die Anzahl der Voxel in
OTS mit nS abgebildet.

















Abbildung 4.37: Inkrementelle Dekomposition der Signaldetektion für den
OcTree OTF,1∶iS gegenüber dem Signal OTS.
an die jeweiligen Werte von nOcc, nHi und nFa pro Zeitschritt in Abbildung
4.37 über denen in Abbildung 4.36 liegen. Die größere Anzahl von nOcc
spricht aufgrund der identischen Auflösung des OcTree für eine umfang-
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reichere Betrachtung der Umwelt, bzw. dafür, dass pro Scan/Zeitschritt
eine größere Anzahl von Messungen für die Sichtfelderweiterung vorliegt
als für die reine Vermessung mit LiDAR.
Neben Aussagen über den gesteigerten Umfang der Umweltbetrachtung
lassen sich auch Aussagen über die Qualität der Umweltbetrachtungen
treffen. Der Wert nFa steigt bis zum Zeitpunkt t ≈ 2, 8s sprunghaft an. Ab
diesem Punkt ist der Verlauf des Graphen eher konstant. Dem gegenüber
steigt nOcc über den gesamten Verlauf der 646 Scans. Diese Beobachtung
wirft zwei Interpretationen auf. Einerseits, es wird zu Beginn der Umwelt-
beobachtung eine große Anzahl von Falschmessungen in den OcTree in-
tegriert und nach einer Phase, in der eine hinreichende Datenbasis für die
LiDAR für die Kombination mit einem Kamerabild aufgebaut wurde, wer-
den nur korrekte Messungen in den Baum hinzugefügt. Da die Graphen
nHi und nPl , welche eine korrekte Signaldetektion beschreiben, nach die-
ser Phase keine sprunghaften Anstiege aufweisen, ist diese Interpretation
aber unwahrscheinlich.
Auf der anderen Seite die wahrscheinlichere Annahme, dass Messungen,
welche in den Baum integriert werden und falsch gegenüber OTS sind, auf
Basis des probabilistischen Charakters des OcTree teilweise durch nachge-
lagerte Scans korrigiert werden. Gleichzeitig erfolgt pro Scan die Integra-
tion neuer Falschmessungen, wobei sich die Anzahl der korrigierten und
der neu hinzugefügten Falschmessungen aufgrund der konstanten Sicht-
feldgröße und des stetigen Flugpfades etwa die Waage hält. Diese Inter-
pretation unterstützt die Erwartung an die Sichtfelderweiterungen, dass
Oberflächen, welche teilweise auf falschen Prognosen beruhen, über die
Zeit korrigiert und deren wahre Formen herausgearbeitet werden.
Eine Korrektur von Voxeln ist nur möglich, wenn die durch den Voxel be-
schriebene Umwelt mehrfach abgetastet wird. Dies setzt voraus, dass der
Sichtkegel der Sensorfusion mehrfach die entsprechende Region enthält.
Eine sprunghafte Änderung der Fluglage, welche eine kontinuierliche Än-
derung des OcTree verhindert, kann dazu führen, dass in den OcTree ein-
getragene Messungen nicht korrigiert werden und folglich das Level der
Falschmessungen nFa im OcTree wiederum ansteigt. Ein weiterer Punkt,
der sich aus Abbildung 4.37 entnehmen lässt, ist dass nHi schlussendlich
gegen nTr konvertiert, was eine vollständige Detektion aller Hindernisse
verdeutlicht, welche auch mit der reinen Laserdetektion erfasst wurden.
Dieses Ergebnis bestätigt die Erwartung, dass mit der Sichtfelderweite-
rung mindestens die Hindernisse erkannt werden, welche mit der reinen
Laserdetektion erkannt werden. Zusätzlich zu der Beobachtung, dass die
dargestellten Größen nOcc, nHi und nFa pro Zeitschritt in Abbildung 4.37
über denen in Abbildung 4.36 liegen, zeigt die Größe nPlane ebenfalls einen
4.6 Validierung der Sichtfelderweiterung 171
Zuwachs des Sichtfeldes an. Die Ebene EG ist in OTT nicht enthalten und
es liegen folglich auch keine Signaldetektionen für die Voxel, die Ebenen
repräsentierenden, vor. Jede Detektion eines dieser Voxel durch die Signal-
detektion verdeutlicht einen Erweiterung des Sichtfeldes und damit eine
umfassende Detektion der Hindernisse, die über die reine Detektion mit
einem LiDAR hinausgeht.





















Abbildung 4.38: Detektionsleistung basierend auf der Gegenüberstellung
von OTL,1∶iS und OTT sowie OTF,1∶iS und OTS.
sierten Resultate. Der Graph d′T,L ist identisch zu der Darstellung in Abbil-
dung 4.36 und lässt sich mittels 4.16 herleiten.
Aufbauend auf Gleichung 4.16 wurde ebenfalls der Graph d′T,F ermittelt.
Im Vergleich zwischen d′T,L und d′T,F ist zu erkennen, dass d′T,F von Beginn
des Überfluges an eine höhere Detektionsleistung aufweist als d′T,L, was
bedeutet, dass die Sicht auf die Hinderniskulisse mit der Sichtfelderweite-
rung pro Scan umfangreicher ist als mit der reinen LiDAR-Sicht. Im Ver-
lauf konvertieren die beiden Graphen gegen 1, was eine 100% Detektion
der vorhandenen Hinderniskulisse entspricht. Das Konvertieren von d′T,L
gegen d′T,F bedeutet nicht, dass sich die reine LiDAR-Sicht der erweiterten
Sensorsicht in seiner Detektionsleistung annähert. Der Grund der Annä-
herung liegt vielmehr darin, dass keine weiteren Hindernisse vorhanden
sind, welche durch die erweiterte Sensorsicht detektiert werden können.
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Diese führt dazu, dass beide Kurven abflachen und gegen 100% konvertie-
ren, was zu der dargestellten Annäherung beider Kurven führt.
Einen Eindruck, wie die Detektionsleistung der Sichtfelderweiterung über
die erweiterte Hinderniskulisse in OTS arbeitet, vermittelt der Graph d′S,F.
Für diesen Graph werden nicht ausschließlich die Werte von nHit für ei-
ne positive Signalidentifikation berücksichtigt, sondern eine Kombination
von nHi und nPlane. Die Gegenüberstellung von d′T,L und d′S,F zeigt zu d′T,F,
dass nicht nur die Hindernisse in der Kamerasicht frühzeitiger und voll-
ständig mit der Sichtfelderweiterung erkannt werden, sondern dass zu-
sätzlich Hindernisse erkannt werden, welche nicht, auch nicht zu späteren
Zeitpunkten, in der LiDAR-Sicht vorliegen.
Schlussendlich lässt sich festhalten, dass für dieses Szenario - mit seiner
Hinderniskulisse, dem Flugpfad und den eingesetzten Sensoren - mit der
Sichtfelderweiterung eine umfassendere Sicht auf die das UA, umgebende
Umwelt ermöglicht wird. Diese umfassendere Sicht lässt sich an der gestei-
gerten Detektionsleistung d′S,F gegenüber d′T,F festmachen. Dabei handelt
es sich im präsentierten Fall zum Zeitpunkt t ≈ 16.23 um eine Steigerung
auf 240%. Wie angedeutet, steht dieser Wert ausschließlich für das hier be-
schriebene Szenario. Des Weiteren sollte Abstand von einer prozentualen
Aussage genommen werden. Das Sichtfeld der präsentierten Erweiterung
ist maximal auf das Sichtfeld der Kamera begrenzt, was dafür spricht, dass
sich der Mehrwert der Erweiterung maximal auf dieses Sichtfeld bezie-
hen kann. Folglich kann sich die Steigerung prozentual nur auf einen Scan
beziehen und nicht auf ein gesamtes Szenario. Bei einem Szenario muss
vielmehr von einem additiven Offset ausgegangen werden.
Fazit
Die gestellten Anforderungen, dass mit der Sichtfelderweiterung mindes-
tens alle Hindernisse detektiert werden, welche mit der alleinigen Verwen-
dung des LiDAR wahrgenommen werden, konnte gezeigt werden. Dar-
über hinaus konnte eine Steigerung der gesichteten Objekte für Sichtfelder-
weiterung um 140% in dem präsentierten Szenario erreicht werden. Eben-
so wurde gezeigt, dass durch den probabilistischen Aufbau der Hindernis-
repräsentation eine Anpassung der getroffenen Approximationen über die
Zeit stattfindet und dass damit ein Herausformen der wahren Hindernis-
gestalt möglich ist.
Es wurden allerdings auch Schwächen der Sichtfelderweiterung sichtbar.
Negativ fiel etwa die Kombination von Oberflächen in der Bildebene auf,
welche in der Realität keine Verbindung aufwiesen. Dieser Fehler konnte
auf eine nicht hinreichende Intensitätsdiskontinuität zwischen den jeweili-
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gen Oberflächen zurückgeführt werden. Das Eintreten dieser Fehlerquelle
kann nicht verhindert werden und kann bei wechselnden Beleuchtungs-
verhältnissen jederzeit auch in anderen Versuchsaufbauten auftreten. Es
wird allerdings davon ausgegangen, dass der dargestellte Fehler gerin-
ge bis keine Auswirkungen auf eine korrekte Hindernisdetektion und -
repräsentation hat, da bei einer näheren Betrachtung der Hindernisse, dass
meint, wenn ein geringerer Abstand zwischen Sensorquelle und Objekt
vorliegt, ebenfalls Messungen des LiDAR auf den entsprechenden Ober-




Die vorliegende Arbeit widmet sich der dreidimensionalen Detektion von
Hindernissen für kleine unbemannte Luftfahrzeuge mittels einer Sensor-
datenfusion von monogonen LiDAR- und monokularen Kameradaten. Der
vorgestellte Ansatz legt den Fokus auf die Detektion von statischen und
dynamischen Objekten während des Fluges und die unverzügliche Bereit-
stellung der gewonnenen Informationen.
Bei der Auslegung des vorgelegten Ansatzes wird sich auf kleine unbe-
mannte Luftfahrzeuge (UA) konzentriert. Der Betrieb von UA und deren
Weiterentwicklung stehen im Fokus von Forschung und Anwendung, da
sie die Erschließung neuer Anwendungsfelder und Aufgabengebiete ver-
sprechen. Der bodennahe Betrieb von UA in hindernisreichen Umgebun-
gen erfolgt aktuell zum größten Teil noch manuell. Ein automatischer Be-
trieb, besonders außerhalb des Einflussbereiches eines Operators, erfordert
eine Automatisierung der Hindernisdetektion und die unverzügliche Be-
reitstellung der gewonnenen Daten während des Fluges an eine vorhande-
ne Hindernisvermeidung.
Kleine UA-Systeme können aufgrund ihrer Baugröße und maximaler Nutz-
last nur begrenzt Sensoren zur Hindernisdetektion transportieren. Oft ste-
hen nur zweidimensional oder dreidimensional messende Sensoren mit
einem stark begrenzten Sichtfeld zur Verfügung. Die begrenzten Fähigkei-
ten, welche die eingesetzten Sensoren bereitstellen, führen oft zu einer ein-
geschränkten Einsetzbarkeit des UA. Die Konzipierung einer Hindernis-
detektion ist zwangsläufig mit der Frage verbunden, welche Sensoren und
welche Techniken eingesetzt werden, um dem UA das dreidimensionale
Sehen in hinreichender Qualität, Reichweite und hinreichendem Sichtfeld
zu ermöglichen.
Die beschränkten Fähigkeiten der Sensoren machen den Einsatz eines ein-
zelnen Sensors oft nicht hinreichend. Die Fusion von Daten mehrerer Sen-
soren mit unterschiedlichen Sichtfeldern oder Messmethoden ist daher oft
ein Mittel der Wahl, um eine hinreichende Hinderniswahrnehmung für
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UA aufzubauen.
Die Kombination von Daten unterschiedlicher Sensoren setzt oftmals eine
Zuordnung von korrespondierenden Daten voraus. Zur Herleitung dieser
Zuordnung wird eine Kalibrierung der extrinsischen Parameter zwischen
Kamera und LiDAR vorgestellt, welche neben den vom LiDAR bereitge-
stellten Entfernungsmessungen ebenfalls deren Intensitätswerte nutzt, um
Irritationen wie „Kantentreffer“ bei der Detektion eines Kalibrierobjekts
zu identifizieren. Zusätzlich ermöglicht die Nutzung der Intensitätsmes-
sungen eine automatische Detektion des Kalibrierobjekts in den LiDAR-
Daten, was wiederum die Verarbeitung größerer Datenmengen ohne ma-
nuellen Eingriff erlaubt. In Simulationen und Experimenten konnte gezeigt
werden, dass die Verwendung einer Kombination aus Entfernungs- und
Intensitätsmessungen eine genauere Bestimmung der extrinsischen Para-
meter erlaubt, als es eine rein auf Entfernungsmessungen basierende De-
tektion vermag.
Einzelne Sensordaten können mit Messrauschen belastet sein oder gar Falsch-
aussagen enthalten. Um eine gesicherte Aussage über eine betrachtete Mess-
größe zu erhalten ist eine probabilistische Kombination mehrerer unab-
hängiger Messung eine adäquate Methode. Im Bereich der Hindernisde-
tektion bzw. -repräsentation haben sich zu diesem Zweck diskrete, metri-
sche Belegtheitsgitter bewährt. Bei der Überführung der Sensordaten aus
der kontinuierlichen Umwelt kann es aufgrund der Skalierung der dis-
kretisierten Repräsentation allerdings zu widersprüchlichen Aussagen pro
Diskret kommen, ob ein Diskret durch ein Hindernis belegt ist oder nicht.
Dieser Widerspruch kann zu einer Situation führen, in der Bereiche der
Repräsentation als frei von Hindernissen deklariert werden, obwohl in der
realen Welt für diese Bereiche Hindernisse vorliegen. Diese Diskrepanz
kann zu Kollisionen des UA mit Hindernissen und damit zum Verlust des
UA führen.
Zur Behebung des Problems, der ungewollten Freizeichnung von stati-
schen Hindernissen, wurden drei Ansätze präsentiert, welche die auf die
Diskretisierung zurückzuführende Freizeichnung verdecken. Eine Gegen-
überstellung der drei Ansätze stellt die Vorteile bzgl. Rechen- und Spei-
cheraufwand eines Ansatzes heraus, der die einzelnen Diskrete der Hin-
dernisrepäsentation nicht, wie üblich, als unabhängig, sondern entlang des
Messstrahls als bedingt verknüpft behandelt.
Auf Grundlage der beschränkten Nutzlast des eingesetzten UA und die
dadurch reduzierte Auswahl an zur Verfügung stehenden Sensoren wur-
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de ein Konzept der Sensordatenfusion dargelegt, welches eine kooperati-
ve und darauf aufsetzend konkurrierende Fusion von monogonen LiDAR-
und monokularen Kameradaten nutzt, um eine dreidimensionale Sicht auf
die Umwelt bereitzustellen, wobei das resultierende Sichtfeld maximal dem
der Kamera entspricht und in Teilen über das des LiDAR hinausgeht.
Das monogone LiDAR und die monokulare Kamera generieren jeweils
ausschließlich eine zweidimensionale Sicht auf die Umwelt. Das LiDAR
generiert eine Schnittebene durch die betrachteteb Objekte. Form und Aus-
dehnung der Objekte ober- und unterhalb dieser Ebene sind unbekannt.
Die Bilder der Kamera sind skalierungsinvariant, so dass ohne absolutes
Vorwissen nur relative Aussagen über Objekte im Bild erhoben werden
können. Eine alleinige Verwendung eines der Sensoren zur Hindernisde-
tektion kann somit nicht empfohlen werden.
Die kooperative Fusion kombiniert absolute LiDAR- mit relativen Kamera-
daten von zuvor identifizierten korrespondierende Features, um die drei-
dimensionale Lage und Form von Objekten zu approximieren, welche ober-
bzw. unterhalb der LiDAR-Ebene liegen. Bei den ermittelten Approxima-
tionen handelt es sich um planare Vereinfachungen der in der Kamerasicht
betrachteten Objektoberflächen.
Eine planare Repräsentation einer Oberfläche spiegelt nur einen geringen
Anteil der Objektoberflächen in natürlichen Umgebungen wider. Um eine
realistische Approximation der betrachteten Oberflächen zu erhalten, wird
eine konkurrierende Fusion der Approximationen mittels eines probabi-
listischen Belegtheitsgitters vorgestellt, wobei die planare Repräsentation
über die Zeitschritte in das Belegtheitsgitter überführt werden, um über
die Betrachtung der Objekte aus unterschiedlichen Blickwinkeln die „wah-
re“ Objektoberfläche heraus zu modellieren. Die probabilistische Kombi-
nation nutzt für die Inklusion der planaren Approximationen ein inverses
Sensormodell, welches die Annahmen der kooperativen Fusion berück-
sichtigt, um das Herausmodellieren zu fokussieren.
Schlussendlich liegt eine metrische, diskretisierte Hindernisrepräsentation
vor, welche den Raum, der durch die detektierten Hindernisse belegt ist,
je nach Auflösung der Repräsentation realistisch wiedergibt und an eine
Umsetzung einer Hindernisvermeidung als Weltmodell übergeben wer-
den kann.
Die Funktionstüchtigkeit der vorgestellten Konzepte und deren Umset-
zungen konnte anhand simulativ und real generierter Testdaten aufge-
zeigt werden. Die realen Kamera-, LiDAR- und GNSS-Daten wurden un-
ter anderem mit einem unbemannten Hubschrauberversuchsträger gene-
riert. Die Validierung mittels eines realen Testszenarios zeigte, dass das
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vorgestellte Konzept eine umfassendere 3D-Sicht auf die Umwelt ermög-
licht und dass für diesen Datensatz eine Steigerung der detektierten Hin-
dernisse um 140% gegenüber der alleinigen Nutzung eines Laserscanners
erreicht werden konnte.
Darüber hinaus erfolgte eine erfolgreiche Detailanalyse der dargelegten
extrinsischen Kalibrierung und der bedingten Integration von Messungen
in das Belgtheitsgitter, wobei auch in diesen Punkten Steigerungen der
Genauigkeit bzw. Verhinderung der ungewollten Freizeichnung aufgrund
der Diskretisierung betrachtet werden konnten.
In der vorliegenden Arbeit wurde ein statischer Aufbau von Kamera und
LiDAR betrachtet. Mit diesem können Überhänge mit zurückgesetzten Rück-
wänden, wie Dachüberhänge, nicht detektiert werden, wenn die LiDAR
die zurückgesetzte Wand beleuchten. Um dieses Problem zu beheben, müs-
sen weitere dreidimensionale Daten bereitgestellt werden.
Ohne eine Steigerung an der benötigten Nutzlast zu generieren, wäre etwa
die Nutzung eines bewegungsbasierten Stereoansatzes umsetzbar, der auf
die gesamte Kameradatenbasis angewendet wird. Dies würde eine weite-
re Quelle für Tiefendaten auch außerhalb der LiDAR-Sicht bereitstellen.
Es sind aber bekannte Schwächen zu beachten, speziell bei einem Flug in
Richtung der optischen Achse bei dem sehr geringe Änderungen der be-
nötigten Feature entlang dieser zu erwarten sind.
Rotierende oder schwenkende monogone Lasersysteme, wie sie in anderen
Arbeiten präsentiert wurden, wären ebenfalls in der Lage ein umfassen-
deres Sichtfeld bereitzustellen. Deren Abtastraten sind je nach Rotations-
geschwindigkeit allerdings eher gering. Eine Kombination der einzelnen
Laserschnittebenen mit einem Kamerabild würde nach dem hier präsen-
tierten Ansatz eine Steigerung der Aktualisierungsrate für diese Sichtpy-
ramide der Kamera bedeuten.
Die dargelegte Arbeit sowie die vorgestellten Ansätze bieten somit An-
knüpfungspunkte für nachfolgende Forschungen.
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