ABSTRACT In the process of knowledge discovery, the reliability of results depends upon the effectiveness of attributes selected for decision. The curse of dimensionality refers to the phenomenon in which the excessive number of dimensions affect the analysis. In order to eradicate the curse of dimensionality in text analysis, we are proposing an ontology-based semantic measure for intelligent selection/reduction of features. Among the various text mining techniques, ontology-based mining has a significant contribution to the field. The ontology-based semantic measures, which are mathematical models used to find the similarity between various concepts in the ontology, have made a significant contribution to feature engineering. The proposed measure is an amalgamation of semantic similarity, relatedness, and distance. The measure allows performing an in-depth analysis of various semantic relationships between concepts of the English language. The performance of the measure was evaluated against benchmarked dimension reduction techniques such as PCA. The results show improvement by reducing the size of dimensions up to 35%. The results were further evaluated by training a classifier to validate that the features are not creating any underfit/overfit model.
I. INTRODUCTION
The curse of dimensionality is a well-known recurrent problem in machine learning. Ineffective selection/reduction compromises the performance of machine learning algorithms while increasing the processing workload to some extent. High dimensional feature space contains redundant and irrelevant features which could incur biases in results [1] .
''Feature engineering is a process of transforming raw data into features that better represent the underlying problem to the predictive models, resulting in improved model accuracy on unseen data'' -Dr. Jason Brownlee [2] . Feature Engineering is a prevailing approach for dealing with high dimensionality [3] . High dimensionality can be managed by two ways, i.e. feature reduction and feature (subset) selection. In feature reduction, the original feature space is transformed into a reduced compact space and all the features are mapped to this compact space without deletion of any feature from the original space, whereas feature selection involves the selection of a subset from the original feature space.
Opinion mining is one of the key research areas in Natural Language Processing. It is a sub-discipline of computational linguistics and information retrieval which focuses on finding [4] whether user's opinion about a particular
The associate editor coordinating the review of this manuscript and approving it for publication was Chang Choi. product, event or affair is positive, negative or neutral. As the opinion mining is an application of text mining, it inherits all the challenges of text mining including biased classification accuracy and high dimensionality of feature space. Both of these challenges are closely interlinked, as handling high dimensionality in an effective manner may result in better accuracy. As the proposed work focuses on dealing with dimensionality, we have chosen opinion mining as our application domain to validate the effectiveness of the proposed study.
An ontology is an explicit specification of concepts in a domain and relationship among them [5] . The figure 1 is a small snippet from a movie ontology, it shows that 'concert' is an 'entertainment' because it is a subclass of 'performance' which is ultimately a subclass of 'entertainment'. In this way, 'concert' is entailed as 'entertainment'. The motivations for building an ontology are to share a common understanding of information metadata among human and software agents, to reuse domain knowledge, and for making an explicit assumption of the application domain and domain analysis.
The applications of ontology are gaining popularity in text mining due to the measures build on its hierarchical structure, such as measures of semantic similarity. The semantic similarity is applicable for multiple domains such as in Gene Ontology, in which the semantic similarity is used to compare various numbers of genes to find if they share some common properties [6] . The semantic similarity is also used in text clustering [7] and semantic measures build on WordNet ontology have their applications in several domains. In recent years, there has been growing interest in using ontology in feature engineering especially, feature selection and reduction [8] . Recently in [9] , [10] , the authors have used the WordNet ontology and semantic similarity to remove all those features which do not belong to the application domain and have any other similar feature in feature space. This approach reduced the feature space and improved the efficiency of classifier without affecting the classifier's accuracy. Although, these approaches made good use of ontology in dimension reduction; however, they only focus on a single relation ''semantic similarity'' which is used to compute ''isa'' relationship between two concepts and do not consider relatedness ''has-a'' relationship and the semantic distance between two concepts. The measure of semantic similarity only computes the parent-child relationship between concepts for finding either they are related or not, but it does not find the other possible relations such as has-a relationship and closeness (distant). The relatedness computed by semantic similarity measure does not cover other aspects of the relationship; therefore, the computed results are not complete.
We are proposing a new semantic similarity measure which will not only consider the semantic similarity between two concepts but it will also take into account their relatedness and distance. The primary motive of this measure is to reduce the number of text dimensions by selecting/eliminating related concepts.
A. FEATURE SELECTION AND REDUCTION METHODS
The main purpose of feature selection and reduction methods is to reduce the size of features space and to choose a small set of features to capture relevant properties for classification of a dataset. In feature reduction, the original features are not deleted but are replaced with a smaller representative set through some algebraic transformations. Among various feature reduction techniques, some renowned techniques include Principal Component Analysis (PCA) and Latent Semantic Analysis (LSA). Some of the well-know feature selection techniques include chi-square statistics and information gain [11] .
1) PRINCIPAL COMPONENT ANALYSIS (PCA)
The PCA techniques is a well-known statistical technique used for data transformation. It can reduce the data dimension by transforming the actual attribute space into a smaller representative space. This transformation is performed by identifying principal components of original variables with a linear combination. The purpose of PCA is to find a reduced set of new variables that are a combination of original variables. The variables Y = [y1, y2, . . ., ym] are transformed in to X = [x1, x2, . . ., xn] where m is number of original variables and n is the number of transformed variables such that n ≤ m . This transformation is achieved by calculating the variance matrix and lastly finding the c. The eigenvectors are the linear transformation of data from original space to a new space with uncorrelated attributes [12] . Details of the PCA are available at [13] . Determining the number of principal components is very critical to PCA. The p number of principal components chosen among all of the principal components P should be the principal components to represent the data at their very best. The Velicier's partial correlation procedure, Barlett's test for equality of eigenvalues, broken-stick model, cross-validation, Cattell's screen-test, Kaiser's criterion, and cumulative percentage of variance are few criteria to determine an optimal number of principal components [14] , [15] . In this study, the cumulative percentage of variance criteria has been applied to determine the number of principal components, for its simplicity, and for its eligible performance.
2) LATENT SEMANTIC ANALYSIS (LSA)
LSA is another approach in text classification. It performs Singular Value Decomposition (SVD) to analyze the termconcept relationship in the collection of unstructured data. It can identify the hidden correlation between terms in data. LSA can produce a smaller set of concepts from the original concept set. LSA is used to identify a concept from a huge corpus and is usually used in concept clustering. It has the ability to extract the conceptual content of a body of text by establishing associations between those terms that occur in similar contexts [16] , [17] .
3) CHI-SQUARE (X 2 )
The Chi-Square is a basic and most popular feature selection techniques in which chi-square statistics are computed for each attribute with respect to classes. The basic idea is to identify the dependency between term and class. If the class and attribute are independent then the chi-square result would be 0 otherwise, 1. Thus, the attributes with high chi-square score are included in the subset and attribute with 0 or low chi-square score are discarded [18] .
4) INFORMATION GAIN (IG)
Information gain decreases the feature vector size through a ranking mechanism. There are various measures of information gain such as Gini and Entropy through which attributes are ranked. Later on, a threshold is used to prune all those attributes whose rank is below the threshold value [19] .
II. LITERATURE REVIEW
Due to the rapid growth of text data on the World Wide Web and social media, opinion mining has gained a lot of attention VOLUME 7, 2019 and has thus become most active research domain in data mining and natural language processing. According to internet live stats [20] , the number of internet users in 2016 was 3.4 billion, which suggests that people are using internet for most their daily tasks like selling, buying, meetings, study and for social gatherings. A study by [21] finds out that ''82 percent of purchase decisions have been directly influenced by the reviews of customers''. Hotels, movies, restaurants almost every product and service has reviews about it on social media. People share their experience which helps others to make a decision about a product or service [22] .
Identification of sentiments from a written text is not trivial, the information may misguide if the ambiguity is not dealt with carefully. For example, a word ''long'' may be considered as negative in the context of movie review domain and it may be considered as positive in the game domain or product domain (long battery life). Likewise, the word ''high'' may be considered as positive in camera resolution context and negative in product price context. In order to cope with this word sense ambiguity, some recent research works such as [23] - [28] introduced an ontologybased mining approach. In the study, Semantic Web technologies were employed to extract the domain-specific features to improve the overall quality of opinion mining process. The main objective of the research approach was to identify the polarity of the text by considering the context-sensitive features. Therefore, the researchers first constructed a domain ontology and then identify the features with respect to that domain's context. In [28] , the authors calculated the weight of all the feature identified for classification. The features weight was estimated using the maximum likelihood measure. The features with low contributing weight were not used for classification. The authors of [27] , [29] build a domain ontology to identify the text's semantic orientation using ontology hierarchical structure. Using this approach the authors identified the positive, negative and neutral orientation of the text. The authors of [30] classified the movie and hotel reviews with the help of movie and hotel ontologies. The authors used a seven-word window technique for assigning the polarity to sentences. In [31] , the authors used a generic domain ontology and proposed an algorithm for vector calculation using spatial distances to improve the sentiment analysis process. In [23] , the authors augmented the work of [31] and proposed the algorithm for dynamic update of the ontology.
In almost all approaches, the authors focused on extracting those features which appear as a concept in the ontology (eg subject, predicate, object) either on the same level or through hierarchical global conceptualization. Though these approaches provided promising results but the authors dealt with the bulk of dimensions.
A dimension refers to a measurement of a certain aspect of an object. Dimensionality reduction is the study of reducing the dimensions/aspects of an object, which are irrelevant or redundant in nature. Dealing with dimensionality is always a challenge in text mining. In [32] the authors used Latent Dirichlet Allocation (LDA) to reduce the data dimensions. Their model successfully reduced the 11000 dimensions into 120 without affecting the accuracy of classification results when classified using SVM. The authors of [33] proposed a PCA based dimension reduction algorithm for word embedding. The studies in [6] , [34] - [38] , presented a complete review of current trends in document classification. The studies showed that traditional text classification techniques do not consider the semantic relationship among the text and cannot represent the document meaning accurately. As semantic relationships play an important role when it comes to text classification and natural language processing, various studies such as [7] , [24] , [25] , [28] , [32] , [34] , [39] - [41] introduced the use of semantic technologies, more specifically ontologies, such as WordNet ontology to improve the accuracy of text classification and dealing with dimensionality. The authors in [10] , [25] , [42] , [43] introduced techniques using semantic measures on WordNet ontology which minimize dimensionality without information loss. In [42] the authors extracted the features using Bag of Word (BoG) techniques and then the features are selected using WordNet ontology. All the features in BoG which corresponded to any lexical category of WordNet were stored in the set of Reduced Bag of Words (RBoW). The correspondence between features and lexical categories is computed using the Wu and Palmer's semantic similarity measure.
In the domain of natural language processing and opinion mining, we are proposing an approach for feature reduction/selection based on an overall semantic similarity measure. This overall semantic similarity measure will be a combination of the three semantic measures; 1) semantic similarity, 2) semantic relatedness, and 3) semantic distance. The measure will help to prune all those features which are similar to any other feature in the feature space and will reduce the size of the feature space.
III. METHODOLOGY
For our analysis, we have chosen a real-world dataset related to movie reviews, collected from Rotten Tomatoes movie reviews website. This dataset contains 1000 positive reviews and 1000 negative reviews. This dataset is used for training SVM classifier. The website allows its users to write and submit reviews describing their attitude about a particular movie as what they liked or disliked about that movie. The purpose behind choosing the movie-review dataset was that they are more detailed and extensively used as good material for subjectivity and polarity classification. Typically, the opinionated text of products and services are usually very short such as tweets which are only one or two sentences long. These comments are narrowly focused on a single topic of interest expressed. Whereas movie reviews tend to be more detailed and focused on the whole story, acting, cast and give an overall impression of the movie. Figure 2 presents the flow diagram of our method, which includes data cleaning through NLP techniques, computation of semantic measures, feature selection, classification model development, and evaluation. 
A. RUNNING EXAMPLE
The below text is extracted from the movie review corpus. The text will be helpful to understand the transformation being applied in each phase of methodology.
''it's so damn cute and well-done that i doubt any movie in the entire year contains a scene the evokes as much pure joy as this part does. when ryan discovers the true identity of her online love in film, i was filled with such, for lack of a better word, happiness that for the first time all year, i actually left the theater smiling.''
B. NATURAL LANGUAGE PROCESSING
This was the first step in our methodology and the aim of this phase was to clean and transform the data, in order to obtain the syntactic and morphological structure of each sentence. Tagger) is a piece of software that reads the text in a particular language and assigns parts of speech tag to each word (tokens) in a sentence, such as noun, verb, adjective, etc. We used Java-based Stanford Log-Linear POS tagger [44] , which is assumed to be one of the most popular taggers. Many research approaches have been proposed for improving its speed, performance, usability, and support for other languages such as French, Spanish, and Arabic, etc. The approach we used in our work is designed to work with documents written in English. The stopwords were removed using the modified version of Rainbow stopwords list [45] . The stopwords were extensively monitored during various experiments and were added into the stopwords list to make the classifier stronger and robust. The goal of stemming is to reduce inflectional forms and derivations from a word to make a common base. The stemming algorithms try to delete the suffixes from the word to make it a base concept. The comparison of some of the most famous stemming algorithms is discussed below, using the following text sample.
1) SAMPLE TEXT
In depth analysis of text can reveal the various aspects and features which are not easily visible. These features can be helpful individually or in groups to help more informed decision.
2) PORTER STEMMER
In depth analysi of text can reveal the variou aspect and featur which are not easili visibl. These featur can help individu or in group to help more inform decis.
3) SNOWBALL STEMMER
In depth analysi of text can reveal the various aspect and featur which are not easili visibl. These featur can help individu or in group to help more inform decis. Lovin Stemmer: In depth analys of text can reve the vario aspect and featur which are not eas vis. These featur can help individu or in group to help more inform decis.
A key problem with the existing stemmers is that they do not convert the word to its base form but rather remove its affixes and leaves the word incomplete such as analysi, feature, easili etc. To overcome this problem lemmatizers are used, which perform morphological analysis on data with some dictionary and always leaves you with a complete dictionary word. We have used CoreNLP's lemmatizer for finding the root word of all tokens. 
C. SEMANTIC PROCESSING
The main purpose of this phase was to compute the semantic weight of features for finding the informative and meaningful features for classification from all potential feature set in FV. The first step was to exclude all those features which did not belong to any noun, adjective, adverb, verb and action verb category of WordNet as described by [42] . This lexical pruning not only removed all those words which were not part of lexical categories mention in table 1 but also discarded all misspelled words which were not identified in the previous step. The process for lexical pruning is described in algorithm 1.
After the lexical pruning, the semantic measure were computed on revised feature vector (RFV). Semantic measures are essential for designing intelligent agents which can take advantage of semantic analysis to mimic human ability to compare objects [46] , [47] . The movie ontology did not consider all the words in English dictionary. In order to get the similarity score for each and every word present in the text. The movie ontology was combined with WordNet ontology so that we would have a rich collection of words and could compute the similarity of words belonging to language domain. Three contingency matrices were created for the values of semantic similarity (α), semantic relatedness (β) and semantic distance (γ ) for all feature pairs.
Semantic Similarity measures the interaction between two elements by only considering the taxonomic (parentchild) relationships like is-a relationship. Among the various semantic similarity measures such as Lin, Lch, Lesk, WuP and vector [48] , WuP is the most popular algorithm [49] . WuP measure was proposed by Wu and Palmer and it measures the semantic similarity between two concepts based on the depth in the taxonomy from their Least Common Subsumer (LCS) [50] . The semantic similarity using WuP can be calculated as:
where depth(x) = shortest-is-a-path(root, x). Semantic relatedness measures the interaction between two elements in ontology and includes relationships like hasa, contains, part-of, etc. The measure of relatedness is used to assign a higher score to concepts which are related to each other. Hirst and St-Onge (HSO) developed one such measure using the WordNet lexical database. The HSO calculates relatedness between two concepts c1 and c2 inthe ontology by measuring the distance between c1 and c2 and counting the changes in the direction of allowable paths connecting c1 and c2. An allowable path is a path which does not digress the meaning from source to sink. Semantic relatedness could be computed as follows:
where c and k are constants derived through experiments [51] . Semantic distance is generally used to measure shortest path between two elements in ontology [52] . The distance is also denoted as farness.
These values of semantic similarity, relatedness and distance were used to calculate the value of overall semantic similarity measure µ (c1,c2) where
A matrix was computed for the overall semantic similarity values of all features to compute the weight of different concepts the results are discussed in table 2. The interpretation of semantic measures is frequently based on an implicit threshold, or an arbitrary one (typically 0.5), or domain-specific [53] thus no predefined threshold for the interpretation of semantic measures is defined in the literature. In order to interpret our results and to select/eliminate features from classification, we identified the threshold for our domain using an empirical approach. The total range of overall semantic similarity measure was between 0.003-17 where 0.003 represented the distinct concepts and the semantic score of 17 represented the duplicate concepts. The threshold was identified by removing all those features having overall similarity 17 because they represented the similarity between the same concepts such as ''movie'' and ''movie''. The range of overall semantic similarity measure for remaining items was in 0.0036 to 8.48. The empirical study follows the elbow criteria [54] to identify the optimum domain threshold, as per the criteria beyond the threshold value the addition/deletion of any feature does not improve the model accuracy. Several experiments were carried out in which various feature subsets were retrieved by applying the different threshold such as 2.5, 4.5, 6.4, etc.; for each of a feature subset a classification model was trained and the model which outperformed all other models in the experiment was chosen for further testing and evaluation and its threshold was used as our domain threshold. The table 2 shows some values of α, β, γ and µ on running example.
D. FEATURE SELECTION
Once the features were identified and the threshold was defined for the domain. The next task was to reduce the size of feature vectors during processing as efficiently as possible. The goal was to eliminate all those features whose information would be represented by any other feature in the feature set. For example ''movie'' and ''film'', ''fear'' and ''horror'', ''redemption'' and ''rescue'' they all represent the same concept with a µ = 8.48, the highest value for overall similarity. The idea was to eliminate a feature f1 from the processing if it has a synonym of itself present in the feature vector or it has a corresponding feature with a µ value greater than the threshold t. In this way, the features were gradually eliminated from the features set and at the end size of the compact feature vector CV was significantly smaller than the original FV. This elimination was a loss-less reduction process, we did not simply remove that feature from the processing but we incorporated its information into its corresponding feature by adding into its weight. For example for a given set of features f1 and f2 if µ (f1, f2) > t then f1 ∈ CV and f2 ∈ CV; For a document Di such that f1 ∈ Di and f2 Di then for each occurrence of f2 in Di increase the weight of f1 instead of adding f2 into the compact feature vector (CV). The approach of feature selection is presented in algorithm. In the running example µ(film, movie) = 0.84 so we will only add the feature ''(film, 2)'' in CV where 2 represents the weight (term frequency) of film which is increased by 1 after adding the weight of movie in it.
Algorithm 2 Feature Selection
Require: Feature vector (fv), Document vector (dv)
E. MODEL DEVELOPMENT AND EVALUATION
The Support Vector Machine classification (SVM) algorithm was chosen for training the classification model. The choice of SVM was due to its ability to perform linear and non-linear classification, especially in text mining [5] , [9] , [55] , [56] .
We have evaluated the performance of our proposed measure with PCA, and P+PCA method defined in [33] . The performance was compared by training a model on selected features with all approaches and comparing the classification accuracy. The performance of the proposed measure (equation 4) was also evaluated against the performance of Wu and Palmer's (WuP) semantic similarity measure (equation 1). In the evaluation process, we identified the threshold for WuP measure the same way we identified the threshold for our proposed measure. Then the performance in terms of the number of dimensions reduced and classifier accuracy was compared for both semantic measures. The outcomes of the evaluation process are discussed in the results section.
IV. RESULTS AND DISCUSSION
The experiments were performed on 2000 bipolar movie reviews. The dataset was cleaned using discussed approaches. After cleaning the text the features were extracted using the POS tags. The tokens with POS tags of noun, verb, adverb, and adjective were extracted from the text into the feature vector. In the above example, all the lemmas were added in the feature vector (FV). The size of our FV was 15088. After the necessary cleaning of the text we were still left with some misspelled words, named entities and some lexicons which were not present in WordNet. So in order to remove all those words which did not belong to the following lexical categories of WordNet, we performed a lexical pruning described in algorithm 1. This approach reduced the size of the feature vector from 15088 to 13000 and reduced the dimension size by almost 16%. On this Revised Feature Vector (RFV) the semantic measures were computed to find the distance, similarity, relatedness and overall semantic similarity between two concepts. The table 2 shows a snippet of computed values. The values of overall Semantic similarity (µ) ranges between 0.0036 to 17 due to the fact that the semantic similarity values lie between 0-1 as described by [50] the semantic distance may take any values because it is the shortest path between f1 and f2 and the path may contain any number of nodes [52] and the semantic relatedness may lie between 0-16 by following the implementation described in [53] .
The figure 3 shows the results of the experiments conducted to compute the threshold for experiment domain. For the threshold value 2.5, the classification accuracy was 0.57 and it seems to increase with respect to the increase in threshold value up to 4.5; the classification accuracy starts to decline with all the values greater than 4.5 thus making a peak in the graph with an accuracy of 0.895 on threshold values 4.5. Thus the values 4.5 was identified as the threshold of our proposed overall semantic similarity (µ) formula.
Using the domain threshold value of 4.5 we were able to eliminate 4500 more dimensions from the feature vector a total reduction of approximately 35% making the feature vector more compact and handy. These features were then used to train an SVM classification model. The classification results using the reduced set of dimensions were 89.5% as satisfying as using any other traditional approach of text classification. Figure 4 shows the ROC graph for the classification results using the proposed methodology. As the ROC curve is almost in the top left corner of the plane it indicates that the classification accuracy is not just a random phenomenon.
Moreover, a confusion matrix for the results was also calculated for the values of specificity, sensitivity and accuracy. The accuracy of the classification results when tested on a test dataset of 1000 positive reviews and 1000 negative reviews was 89.5% with the sensitivity of 0.9 means the out of 10 positive records the classifier was able to correctly identify 9 positive records. The specificity of 0.89 showed that out of every 10 negative records in the test dataset the classifier correctly The table 3 shows the confusion matrix of the classification results using proposed approach. In order to evaluate the performance of our proposed solution, we compared it with previous approaches of dimension reduction, such as Principal Component Analysis (PCA) and dimension reduction through semantic similarity measure [9] , [10] The classification results were validated by applying the traditional classification techniques on the same dataset using information gain as discussed in [57] . The accuracy gained by their classification approach was 0.88 using same movie review dataset. The table 4 shows the comparison of classification approaches on movie review dataset.
The table 4 sums up the classification accuracies of different approaches carried out by different authors. The proposed approach clearly outperformed the other classification approaches on same dataset.
As the proposed formula also considered the semantic relatedness and distance between features instead of only considering semantic similarity for dimension reduction. The validity of the proposed formula was proven by carrying out the same classification process using only semantic similarity for dimension reduction. The values of semantic similarity lie between 0 (dissimilar concepts) to 1 (similar concepts).
The threshold values 0.34, 0.44, 0.54, 0.64 and 0.74 were used for finding out the threshold. Figure 5 shows the threshold graph for the WuP's semantic similarity formula using movie reviews dataset. The value 0.64 was identified as domain threshold and the maximum classification accuracy achieved was 87%. The total number of dimensions reduced using 0.64 threshold was 4620. The classification model created using semantic similarity formula was further evaluated using ROC curve analysis. The plot in figure 6 clearly shows that the classification results are not some random classifications.
Although WuP semantic similarity measure reduced more dimensions as compared to the proposed formula however, the classification accuracies vary significantly. There are various concepts such as ''comedy'' and ''mellow drama'', ''great'' and ''unfortunate'' were identified as similar concepts using WuP semantic similarity formula with a score greater than 0.64 whereas, these concepts were identified as not-so-similar concepts using our proposed overall semantic similarity formula with a score less than 4.5 and both features were counted for classification. On the other hand, one concept from each of the pair of these concepts was ignored using WuP formula thus decreasing the feature vector size and making feature vector smaller than our compact vector (CV). The proposed approach was also compared with the well-known feature reduction approach, Principal Component Analysis (PCA). The total features extracted using PCA were 1222 almost half of the features that were extracted using the proposed approach but the classification accuracy was only 72% using those features. The word embedding based feature selection technique outperformed the PCA but our proposed approach provided much better results in terms of classification accuracy. The results revealed that the proposed approach significantly performed better with an accuracy of 89.5% than the traditional dimension reduction approaches including PCA. The classification accuracy using PCA was not as good as using other approaches because in text mining the incomplete information is also a reason for poor classification [62] . The table 5 provides a brief summary of experiments. The results are also depicted in figure 7.
V. CONCLUSIONS
This paper proposes a novel dimensionality reduction measure using semantic information of the text. The measure is based on traditional semantic measures of similarity, relatedness, and distance. The features were extracted from a movie corpus and after NLP phases the semantic scores for all feature pairs was computed using the proposed measure. The features which were identified as similar according to their weight were pruned from the processing. The measure was evaluated using well-known dimension reduction techniques such as PCA, the measure of semantic similarity and dimension reduction for word embedding (P+PCA). The proposed formula seems to decrease the feature size using the ontology-based approach which incorporated intelligent selection/reduction of features, thus providing satisfactory classification accuracy using a reduced set of dimensions. The proposed semantic similarity formula reduced the dimension size by 35%. A set of classification models were trained using the conventional approaches of dimension reduction such as information gain and PCA and using the proposed approach of dimension reduction. The results revealed that though the PCA reduced comparatively more dimensions however, the classification accuracy was not significant. The proposed approach not only reduced the feature vector size but it also outperformed the all traditional approaches of dimension reduction.
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