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Abstract
When a node in a distributed storage system fails, it needs to be promptly repaired to maintain system integrity.
While typical erasure codes can provide a significant storage advantage over replication, they suffer from poor repair
efficiency. Locally repairable codes (LRCs) tackle this issue by reducing the number of nodes participating in the
repair process (locality), at the cost of reduced minimum distance. In this paper, we study the tradeoff between
locality and minimum distance of LRCs with local codes that have arbitrary distance requirements. Unlike existing
methods where both the locality and the local distance requirements imposed on every node are identical, we allow
the requirements to vary arbitrarily from node to node. Such a property can be an advantage for distributed storage
systems with non-homogeneous characteristics. We present Singleton-type distance upper bounds and also provide
an optimal code construction with respect to these bounds. In addition, the feasible rate region is characterized by
dimension upper bounds that do not depend on the distance.
I. INTRODUCTION
A. Background
The fundamental advantage of storing data in a distributed manner is that the risk of failure can be localized,
and a catastrophic loss at once of all the stored data can be avoided. Furthermore, reliability of the system can be
improved by using erasure codes on the user data across different storage nodes in a distributed storage system
(DSS). Although maximum distance separable (MDS) codes provide an optimal storage efficiency for a given
amount of reliability, they suffer from poor efficiency during repair [2], which is the recovery procedure for failed
nodes. Even if the number of failed storage nodes is below the erasure tolerance limit of the codes employed, some
(or all) of the failed nodes may have to be promptly repaired to maintain system integrity. For a single node repair,
while repetition codes only need access to another single node which is just a replica of the failed node, MDS
codes are an opposite extreme in that the number of required helper nodes is as large as the dimension (number of
information symbols) of the code. Locally repairable codes (LRCs) try to minimize locality, which is the number
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2of nodes that are accessed during repair, for given code parameters such as length, dimension, and minimum
distance. The tradeoff between locality and other parameters has been studied extensively since the discovery of
the Singleton-type bound in [3].
A natural extension to the conventional locality is the (r, δ)-locality [4], [5], where more flexible repair options
are provided by generalizing the constraint on the minimum distance of local codes to at least δ instead of 2 (single
parity checks). Such flexibility is beneficial to modern large-scale DSSs where multiple node failures have become
more common. For example, in conventional optimal LRCs [3], [6], [7] with locality r, if another node included
in the local repair group of a failed node simultaneously fails, repair from r nodes is no longer valid, and a large
number of nodes have to be accessed to perform ordinary erasure correction. On the other hand, (r, δ)-LRCs can
still perform repair from r nodes even if δ − 1 nodes in a local repair group simultaneously fail.
Recently, there has been interest in the case where locality is specified differently for different nodes [8]–[11].
Such situations may occur, for example, when the underlying storage network is not homogeneous. It would also
be beneficial in the scenarios where hot data symbols require faster repair or reduced download latency [8]. In [8],
[10], relevant Singleton-type bounds have been found and some optimal code constructions are also given, which
show the tightness of the bounds.
B. Contributions and Organization
In this paper, we study the tradeoff between locality and minimum distance for (r, δ)-LRCs, where the locality
parameter r and the local distance parameter δ are not necessarily the same for each node. Our main contribution is
different from previous work on unequal locality [8], [10] in two ways. First, we extend the results on conventional
r-locality to (r, δ)-locality. Specifically, our new Singleton-type bound based on the notion of layered (r, δ)-locality
(Proposition 2), which is a generalization of the notion of locality profile [8], includes the bound in [8] as a
special case. Second, and more importantly, we present a bound (Theorem 2) whose expression is directly based
on the unequal (r, δ)-locality requirement without the undesirable layered constraint, given that the unequal (r, δ)
parameters satisfy a natural ordering condition. Moreover, this bound is shown to be tight in the sense that non-
trivial codes (Construction 1) that achieve the equality in the bound exist (Theorem 3). We also characterize the
feasible rate region by an upper bound on the code dimension, which does not depend on the minimum distance
(Proposition 1 and Theorem 1).
The rest of this paper is organized as follows. In Section II, we review some important preliminaries. Section III
describes the motivation of our work and provides formal definitions for both layered and unequal (r, δ)-locality.
Our Singleton-type bounds based on layered and unequal (r, δ)-locality are provided respectively in Section IV and
V, together with the corresponding dimension upper bounds. Section VI shows a code construction scheme that is
optimal for the bounds in Section V. In Section VII, we provide some further results, including the optimality of
the code construction in Section VI in terms of the bound in Section IV, and a further tightened bound in the two
different ordered (r, δ)-locality case. Finally, the concluding remarks are drawn in Section VIII.
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3II. PRELIMINARIES
A. Notation
We use the following notation.
1) For an integer i, [i] = {1, . . . , i}.
2) A vector of length n is denoted by v = (v1, . . . , vn).
3) A matrix of size k × n is denoted by G = (gi,j)i∈[k],j∈[n].
4) For sets A and B, A ⊔ B denotes the disjoint union, i.e., A ∪ B with further implication that A ∩ B = ∅.
5) For a symbol index set T ⊂ [n] of a code C of length n, C |T denotes the punctured code with support T ,
and G|T is the corresponding generator matrix. Furthermore, we define rankG(T ) = rank(G|T ).
6) For a symbol index set T ⊂ [n] of a linear [n, k] code C constructed via polynomial evaluation on an
extension field Fqt , rankE(T ) denotes the rank of the evaluation points corresponding to C |T over the base
field Fq.
B. Minimum Distance
The minimum distance of linear codes is well known to be characterized by the following lemma [5, Lem. A.1],
which is the basis of our minimum distance bounds.
Lemma 1. For a symbol index set T ⊂ [n] of a linear [n, k, d] code such that rankG(T ) ≤ k − 1, we have
d ≤ n− |T |,
with equality if T is of largest cardinality.
Below, we state a lemma (see also the proof of [12, Thm. 1.1]) based on Lemma 1 that turns out to be more
useful. Note that Lemma 2 can not be derived by simply substituting |T | into Lemma 1.
Lemma 2. For a symbol index set T ⊂ [n] of a linear [n, k, d] code such that rankG(T ) ≤ k − 1, let γ be the
number of redundant symbols indexed by T , i.e., γ = |T | − rankG(T ). We have
d ≤ n− k + 1− γ.
Proof: Clearly, the set T can be enlarged to a set T ′ such that rankG(T ′) = k − 1. Make another set T ′′ by
removing γ redundant symbols from T ′. Note that |T ′′| ≥ k − 1 since rankG(T ′′) = k − 1. By applying Lemma
1 to the set T ′, we have
d ≤ n− |T ′| = n− |T ′′| − γ
≤ n− k + 1− γ.
As an immediate corollary to Lemma 1, we also get the following lemma, which is used when showing the
optimal distance property of our code construction.
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4Lemma 3. Given any linear [n, k, d] code, for every symbol index set T ⊂ [n] of cardinality |T | = τ with
rankG(T ) = k, we have
d ≥ n− τ + 1.
Remark 1. In Lemma 1, 2, and 3, erasure correction is possible from T if and only if rankG(T ) = k. Equivalently,
erasure correction is not possible from T if and only if rankG(T ) ≤ k − 1.
C. (r, δ)-Locality
A linear [n, k, d] code C is said to have locality r (or r-locality) if every symbol of C can be recovered with a
linear combination of at most r other symbols [3], i.e.,
loc(i) ≤ r,
for every symbol index i ∈ [n], where loc(i) denotes the smallest number of other symbols that allow the recovery
of the ith symbol. An equivalent description is that for each symbol index i ∈ [n], there exists a punctured code of
C with support containing i, of length at most r+ 1 and distance of at least 2. We call such codes r-LRCs. It has
been shown in [3] that the minimum Hamming distance d of an [n, k, d] r-LRC is upper bounded by
d ≤ n− k + 2−
⌈
k
r
⌉
, (1)
which reduces to the well-known Singleton bound if r ≥ k. Various optimal code constructions achieving the
equality in the minimum distance bound have been reported in the literature [3], [6], [7], [13]–[18]. It has also been
shown in [7] that the rate of an [n, k] r-LRC is upper bounded by
k
n
≤
r
r + 1
,
which can also be written as a dimension upper bound that does not depend on the minimum distance, i.e.,
k ≤
n
r + 1
· r.
The notion of r-locality can be naturally extended to (r, δ)-locality [4] to address the situation with multiple
(local) node failures. Note that r-locality corresponds to (r, δ = 2)-locality.
Definition 1 ((r, δ)-locality). For integers r ≥ 1 and δ ≥ 2, a symbol with index i ∈ [n] of a linear [n, k] code
C is said to have (r, δ)-locality, if there exists a punctured code of C with support containing i, of length at most
r + δ − 1 and distance of at least δ, i.e., there exists a symbol index set Si ⊂ [n] such that
• i ∈ Si,
• |Si| ≤ r + δ − 1,
• d(C |Si) ≥ δ.
Furthermore, C in the definition above is said to have (r, δ)-locality if every symbol has (r, δ)-locality, and is
also called an (r, δ)-LRC. We have the following remark [5].
Remark 2. By applying the Singleton bound to C |Si in Definition 1, we get rankG(Si) ≤ r.
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5It has been shown in [4], [5] that the minimum distance of an (r, δ)-LRC is upper bounded by
d ≤ n− k + 1−
(⌈
k
r
⌉
− 1
)
(δ − 1). (2)
There are also several optimal code constructions in the literature [4], [5], [7], [13]–[15], [19]–[21] that achieve the
equality in (2). The rate upper bound for (r, δ)-LRCs has been shown in [15], [22] to be
k
n
≤
r
r + δ + 1
,
which can also be expressed as an upper bound on the dimension as
k ≤
n
r + δ + 1
· r. (3)
D. r-LRC with Unequal Locality
Consider DSSs that require different r-localities for different nodes. In other words, the upper limit for loc(·)
varies from symbol to symbol for the code employed in the DSS. Among the different locality requirements, let
us denote the minimum locality requirement by rmin. We can employ rmin-LRCs where loc(·) ≤ rmin for every
symbol. However, this clearly tends to be an over-design, and one may expect improved minimum distance by
taking advantage of the looser locality constraints.
To be more specific, suppose that for a linear [n, k, d] code and symbol index sets N1,N2 ( [n] such that
N1 ⊔N2 = [n], we require loc(i1) ≤ r1 and loc(i2) ≤ r2, where i1 ∈ N1, i2 ∈ N2 and r1 < r2. Clearly r1-LRCs
satisfy this requirement and by optimal code constructions with respect to (1), we may achieve
d = d1 , n− k + 2−
⌈
k
r1
⌉
.
On the other hand, any code that fulfills the DSS requirement of unequal locality is clearly an r2-LRC. Therefore,
again by (1), we have
d ≤ d2 , n− k + 2−
⌈
k
r2
⌉
.
Note that d1 ≤ d2 where equality does not hold in general. Now the question is as follows: can we construct codes
achieving a distance larger than d1, and at the same time, do we have a distance bound tighter than d2?
Example 1. Suppose that the required DSS code parameters are r1 = 2, r2 = 5, n1 = |N1| = 6, n2 = |N2| = 24,
and k = 19. [n = n1+n2 = 30, k = 19, d] (r = r1 = 2)-LRCs clearly satisfy the DSS requirement, and there exist
such LRCs that are distance optimal with respect to the bound by (1), so that d = d1 , 3. However, since the looser
locality constraint of r2 = 5 is not exploited, it is expected that there exist codes satisfying the DSS requirement
with minimum distance d larger than d1 = 3. On the other hand, noting that the codes under specification are
also (r = r2 = 5)-LRCs, (1) gives a trivial minimum distance upper bound of d ≤ d2 , 9. Clearly, this bound is
expected to be loose, since the DSS constraint is stronger than the (r = r2 = 5)-LRC constraint.
Recent works [8], [10] have provided answers to the question above, but with some restrictions that differ between
[8] and [10].
July 10, 2018 DRAFT
6In [8], it is assumed that the locality for each symbol is specified in a minimum sense. In other words, the
constraint by the locality parameter r specified on the ith symbol requires that loc(i) = r, which is equivalent to
saying that the ith symbol has r-locality, i.e., loc(i) ≤ r, but not r′-locality such that r′ = r−1, i.e., loc(i)  r−1.
The notion of locality profile captures this minimum locality specification for every symbol of the code, while the
conventional specification as an upper bound on loc(·) is called the locality requirement. In particular, the locality
profile of a linear [n, k, d] code C is defined as the vector r = (r1, . . . , rn), where ri = loc(i), i ∈ [n]. The locality
profile can also be specified as another vector n = (n1, . . . , nr∗), where r
∗ = max{r1, . . . , rn} and nj is the
number of symbols such that loc(·) equals j, for j ∈ [r∗]. The minimum Hamming distance of C is shown to be
upper bounded by
d ≤ n− k + 2−
r−1∑
j=1
⌈
nj
j + 1
⌉
−


k −
∑r−1
j=1(nj −
⌈
nj
j+1
⌉
)
r

 , (4)
where
r = min {j ∈ [r∗] |
j∑
j′=1
(nj′ −
⌈
nj′
j′ + 1
⌉
) ≥ k}.
Furthermore, this bound is demonstrated to be tight by an optimal code construction based on Gabidulin outer
codes [14], achieving the equality in the bound for some parameter regime.
Example 2. Consider linear [n = 30, k = 19, d] codes with locality profile n = (0, 6, 0, 0, 24). Since there exist
distance optimal [n = 30, k = 19, d = d1 , 3] (r = r1 = 2)-LRCs with locality profile n = (0, 30), which is
a stronger restriction than the required locality profile, we expect the existence of relevant codes with minimum
distance d larger than d1 = 3. On the other hand, as in Example 1, we have d ≤ d2 , 9, since the considered
codes are also (r = r2 = 5)-LRCs. The bound by (4) shows that we have in fact d ≤ dUB , 8. Furthermore, the
construction based on Gabidulin outer codes gives relevant codes of optimal minimum distance d = dUB = 8.
Note that the problem setting of Example 2 is more restrictive than that in Example 1, and therefore does not
provide an answer for the original problem of Example 1. In particular, going back to the original unequal DSS
locality requirements of Example 1, we can not simply eliminate the possibility that codes of minimum distance
larger than d = dUB = 8 and locality profile other than (0, 6, 0, 0, 24) exist.
The work by [10] has investigated the same problem of unequal locality requirement, but with a kind of
disjointness1 constraint. It turns out that the disjointness restriction plays a similar role as the restriction by the
locality profile in the derivation of the minimum distance upper bound, resulting in an expression similar to (4).
E. Gabidulin Codes
Our optimal code construction is an extension of the LRC construction based on Gabidulin codes [8], [14]. We
thus give a brief introduction on Gabidulin codes, including some relevant properties.
Due to the vector space structure of extension fields, an element in Fqt can be equivalently expressed as a vector
of length t over the base field Fq, i.e., Ftq. Consequently, a vector v ∈ F
n
qt can be represented as a matrix V ∈ F
t×n
q
1 The repair group of a symbol having rj -locality consists of symbols in Nj only, where Nj is the index set of symbols having rj-locality.
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7where each column vector of the matrix V corresponds to the vector representation of an element in vector v. The
rank of the vector v is defined as rank(v) = rank(V ). Furthermore, a metric called rank distance can be defined
for two vectors u,v ∈ Fnqt as
dR(u,v) , rank(u− v) = rank(U − V ).
It is easy to see that the rank distance is upper bounded by the Hamming distance, i.e., dR(u,v) ≤ dH(u,v).
Therefore the minimum rank distance of a linear [n, k]qt code is also upper bounded by the Singleton bound, and
the codes achieving this bound are called maximum rank distance (MRD) codes. Clearly, MRD codes also have
the MDS property.
Gabidulin codes [23] are an important class of codes with the MRD property. Similar to Reed-Solomon and other
algebraic codes, Gabidulin codes are constructed via polynomial evaluation. However, both the data polynomials
and the evaluation points are different. In particular, an [n, k]qt Gabidulin code (t ≥ n) is constructed by encoding
a message vector a = (a1, . . . , ak) ∈ Fkqt according to the following two steps.
1) Construct a data polynomial f(x) =
∑k
i=1 aix
qi−1 .
2) Obtain a codeword by evaluating f(x) at n points {x1, . . . , xn} ⊂ Fqt (or Ftq) that are linearly independent
over Fq, i.e., c = (f(x1), . . . , f(xn)) ∈ Fnqt with rank({x1, . . . , xn}) = n.
The data polynomial f(x) belongs to a special class of polynomials called linearized polynomials [24]. The
evaluation of a linearized polynomial over Fqt is an Fq-linear transformation. In other words, for any a, b ∈ Fq and
x, y ∈ Fqt , the following holds.
f(ax+ by) = af(x) + bf(y). (5)
The rank distance of any Gabidulin codeword c can be shown to meet the Singleton bound by noting that
rank(c) = dim(span({f(x1), . . . , f(xn)}))
(5)
= dim(f(span({x1, . . . , xn})))
(a)
≥ n− (k − 1),
where (a) is due to the rank-nullity theorem and the fact that the nullity of f(·) is at most the q-degree of f(·),
i.e., k − 1.
Although it is sufficient to claim Gabidulin codes to be MDS by their MRD property, a more insightful derivation
can be obtained by showing the MDS property directly with the analysis of their erasure correction capability.
Specifically, the polynomial f(·), and therefore the underlying message vector a, can be recovered from evaluations
on any k points {f(y1), . . . , f(yk)} that are linearly independent (over Fq), i.e., rank({y1, . . . , yk}) = k. This
argument is true since the use of the Fq-linearity in (5) makes it possible to obtain evaluations at qk different points,
from which the polynomial f(·) of degree qk−1 can be interpolated. Therefore, erasure correction is possible from
arbitrary k symbols of the codeword.
More importantly, note that the evaluation points may differ from the original ones used in the codeword
construction. This turns out to be the case for our optimal code construction, where we apply MDS encoding
on chunks of a Gabidulin codeword to equip the code with the desired locality property. To analyze the possibility
of erasure correction (or decodability) of an erasure pattern of the code, all we need to do is to figure out whether
the remaining rank, which refers to the rank of the evaluation points corresponding to the remaining symbols of the
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8erasure pattern, is at least k. In other words, the number of tolerable rank erasures is at most n− k. The following
lemma, which is a special case of [25, Lem. 9], will be used several times in analyzing the distance of our optimal
code construction.
Lemma 4. For a vector u of length k with elements being evaluations of a linearized polynomial f(·) over Fqt ,
such that the evaluation points are linearly independent over Fq, let v be the vector obtained by encoding u with
an [n, k]q MDS code. Then any s symbols of the codeword v correspond to the evaluations of f(·) at s points lying
in the subspace spanned by the original k evaluation points (of u) with rank min(s, k), i.e., for an arbitrary set
T ⊂ [n] such that |T | = s, we have
rankE(T ) = min(s, k).
III. UNEQUAL LOCALITY AND LAYERED LOCALITY
Both (r, δ)-locality [4] and unequal r-locality2 [8], [10] are very useful concepts providing flexibility in the repair
of multiple symbols and hot data symbols. It is therefore natural to combine and benefit from both of the ideas.3
Definition 2 (Unequal locality). Let [n] =
⊔s∗
j=1Nj and |Nj | = nj , j ∈ [s
∗]. A linear [n, k] code C is said to have
unequal locality with parameters {(nj, rj , δj)}j∈[s∗], where (rj , δj) 6= (rj′ , δj′ ) for j 6= j
′, j, j′ ∈ [s∗], if every
symbol with index i ∈ Nj , j ∈ [s
∗], has (rj , δj)-locality. Furthermore, define
• integers pj , qj such that nj = pj(rj + δj − 1) + qj and 0 ≤ qj ≤ rj + δj − 2,
• mj ,
nj
rj + δj − 1
= pj +
qj
rj + δj − 1
,
• kj ,


⌊mj⌋rj if 0 ≤ qj ≤ δj − 2,
nj − ⌈mj⌉(δj − 1) if δj − 1 ≤ qj ≤ rj + δj − 2.
More useful results are obtained in the special case where the parameters rj and δj follow the two ordering
conditions below. (See also [26, Def. 4].)
Definition 3 (Ordered-(r, δ)). The unequal {(rj , δj)}j∈[s∗]-locality parameters are said to satisfy the ordered (r, δ)
condition if
• r1 ≤ r2 ≤ · · · ≤ rs∗ ,
• δ1 ≥ δ2 ≥ · · · ≥ δs∗ .
Clearly, either condition alone can be assumed without loss of generality. The ordered (r, δ) condition is therefore
always satisfied if δ1 = δ2 = · · · δs∗ . Note that the special case of δ1 = δ2 = · · · δs∗ = 2 results in unequal r-locality.
Moreover, the ordered (r, δ) condition is natural in that both smaller locality rj and larger local distance δj imply
higher priority on the corresponding symbols. In particular, symbols of smaller locality rj and larger local distance
δj can be repaired more quickly and are more robust to node failures. These properties are well suited for hot data
symbols, and therefore, codes having unequal locality with ordered-(r, δ) are of special interest.
2 We usually simply use the term locality to denote (r, δ)-locality. The conventional case of δ = 2 will be explicitly referred as r-locality.
3 The independent work by [26] also studies the same problem, but under the additional constraint of disjointness as in [10].
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9The following example describes our main problem to be solved.
Example 3. Consider linear [n = 30, k = 13] codes having {(n1 = 6, r1 = 3, δ1 = 4), (n2 = 24, r2 = 5, δ2 = 2)}-
locality. Since (r1 = 3, δ1 = 4)-locality implies (r2 = 5, δ2 = 2)-locality, [n = 30, k = 13] (r = r1 = 3, δ = δ1 =
4)-LRCs are among such codes. Furthermore, there exist optimal [n = 30, k = 13, d = d1 , 6] (r = r1 = 3, δ =
δ1 = 4)-LRCs with respect to the bound by (2). However, since the weaker locality constraint of (r2 = 5, δ2 = 2)
is not exploited, it is expected that there exist codes with minimum distance d larger than d1 = 6. On the other
hand, by observing that the codes under consideration are also (r = r2 = 5, δ = δ2 = 2)-LRCs, we readily have
the trivial minimum distance upper bound of d ≤ d2 , 16, again by (2). However, this bound is expected to be
loose, since the considered constraint is stronger than the (r = r2 = 5, δ = δ2 = 2)-LRC constraint.
Directly studying unequal locality even in its simpler form with δj = 2, j ∈ [s∗], appears to be intractable and
some further restricting conditions have been used in [8], [10]. We also make use of the notion of layered locality,
which can be seen as a generalization of the locality profile [8], as an intermediate step.4
Definition 4 (Layered locality). Let [n] =
⊔s∗
j=1Nj and |Nj | = nj , j ∈ [s
∗]. A linear [n, k] code C is said to
have layered locality with parameters {(nj, rj , δj)}j∈[s∗], where (rj , δj) 6= (rj′ , δj′) for j 6= j
′, j, j′ ∈ [s∗], if every
symbol with index i ∈ Nj , j ∈ [s∗], has (rj , δj)-locality but not (rj′ , δj′)-locality, j′ ∈ [j − 1]. Parameters pj , qj ,
mj and kj are defined in the same way as for the unequal locality (Definition 2). Furthermore, define the following
incremental rank parameters, j ∈ [s∗].
ξj , rankG(
j⊔
j′=1
Nj′ )− rankG(
j−1⊔
j′=1
Nj′ ).
It is possible that codes of certain layered locality do not exist. Consider, for example, codes having layered
{(n1, r1, δ1), (n2, r2, δ2)}-locality where r1 ≥ r2 and δ1 ≤ δ2. Since (r2, δ2)-locality implies (r1, δ1)-locality, it
must be true that n2 = 0. Having n2 > 0 for the layered {(n1, r1, δ1), (n2, r2, δ2)}-locality is therefore contradictory
or improper. Note that, the ordered (r, δ) condition is a sufficient condition to avoid such improperness. However,
the properness of the layered locality parameters (and therefore the ordered (r, δ) condition) is not a sufficient
condition for the existence of relevant codes.
The notion of layered locality provides a useful property denoted in the following remark, which makes the
problem of analyzing the dimension and minimum distance characteristics of the codes more tractable.
Remark 3. A symbol with index i′ ∈ Nj′ of codes with layered locality cannot participate in the repair process
of another symbol with index i ∈ Nj such that j < j′, since we otherwise have a contradiction such that the i′th
symbol has (rj , δj)-locality. In other words, the symbol index set Si corresponding to the punctured code of the ith
symbol satisfies Si ∩
⊔s∗
j′=j+1Nj′ = ∅, hence Si ⊂
⊔j
j′=1Nj′ .
Studying the characteristics of layered locality is not only important as an intermediate step for solving the
original problem of unequal locality, but also can be justified by itself in some sense, under the ordered (r, δ)
4 The notion of unequal locality (Definition 2) can be seen as a generalization of the locality requirement [8].
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Algorithm 1 Used in the Proof of Lemma 5 and Lemma 6
1: Let Q0 =
⊔j−1
j′=1Nj′ , l = 0
2: while rankG(Ql) < rankG(
⊔j
j′=1Nj′) do
3: Pick any i ∈ Nj \ Ql such that rankG(Ql ⊔ {i}) > rankG(Ql)
4: l = l + 1
5: Ql = Ql−1 ∪ Si
6: end while
7: L = l
condition. In particular, since smaller r as well as larger δ are expected to allow a smaller distance d, as suggested
by (2), it is further expected that codes with large minimum distance are not ruled out by the layered locality
restriction. In other words, codes that violate the layered locality restriction such that a symbol specified to have
(rj , δj)-locality also has (rj′ , δj′ )-locality, j
′ ∈ [j−1], where rj′ ≤ rj and δj′ ≥ δj by the ordered (r, δ) condition,
are expected to be of smaller distance.
IV. UPPER BOUNDS BASED ON LAYERED LOCALITY
In this section, both a dimension upper bound and a minimum distance upper bound for codes with layered
locality are provided. The upper bounds are derived using Algorithm 1, which is based on the original algorithm
by [3] and subsequent modifications in the literature [5], [8], [10].
In the algorithm, Si denotes the support of the punctured code by which the ith symbol has (rj , δj)-locality. The
following lemma shows some key properties of the algorithm on codes with layered locality.
Lemma 5. In Algorithm 1, we have
1) |Ql| − |Ql−1| ≥ rankG(Ql)− rankG(Ql−1) + δj − 1,
2) L ≥ ⌈ξj / rj⌉,
3) ξj ≤ kj ,
for l ∈ [L], j ∈ [s∗].
Proof. Due to Remark 3, we have Si ⊂
⊔j
j′=1Nj′ . Therefore,Ql ⊂
⊔j
j′=1Nj′ and rankG(Ql) ≤ rankG(
⊔j
j′=1Nj′ ).
The condition in Step 2 ensures that it is always possible to pick a suitable index i in Step 3. The algorithm iterates
until l = L, where
rankG(QL) = rankG(
j⊔
j′=1
Nj′ ). (6)
1) First note that in the context of the punctured code with support Si, the symbols indexed by an arbitrary subset
of Si with the size of δj − 1 are redundant since d(C |Si) ≥ δj . We have |Ql| − |Ql−1| = |Ql \ Ql−1| ≥ δj ,
since otherwise we must have rankG(Ql) = rankG(Ql−1), due to the fact that Ql \ Ql−1 ⊂ Si, which is
contradictory to the condition in Step 3. Now, out of the |Ql| − |Ql−1| ≥ δj incremental symbols in the
July 10, 2018 DRAFT
11
set Ql, at least δj − 1 symbols are redundant since they are already redundant in the context of Si ⊂ Ql.
Therefore, we get
rankG(Ql)− rankG(Ql−1) ≤ |Ql| − |Ql−1| − (δj − 1).
2) Since Ql = Ql−1 ∪ Si, we have
rankG(Ql)− rankG(Ql−1) ≤ rankG(Si)
(a)
≤ rj ,
where (a) is due to Remark 2. This implies that
L ≥
⌈
rankG(QL)− rankG(Q0)
rj
⌉
,
and the second claim therefore directly follows from (6).
3) Considering the incremental symbols in the construction of QL ⊂
⊔j
j′=1Nj′ we obtain
nj ≥ |QL| − |Q0| =
L∑
l=1
(|Ql| − |Ql−1|)
(a)
≥
L∑
l=1
(rankG(Ql)− rankG(Ql−1)) + L(δj − 1)
(b)
≥ ξj +
⌈
ξj
rj
⌉
(δj − 1), (7)
where (a) comes from Lemma 5-1), and (b) is due to Lemma 5-2) and (6).
For 0 ≤ qj ≤ δj − 2, suppose that ξj ≥ pjrj + 1. It follows from (7) that
nj ≥ pjrj + 1 + (pj + 1)(δj − 1)
= pj(rj + δj − 1) + δj
> pj(rj + δj − 1) + qj
= nj ,
which is a contradiction. Therefore, we have
ξj ≤ pjrj = ⌊mj⌋rj .
On the other hand, for δj − 1 ≤ qj ≤ rj + δj − 2, suppose that ξj ≥ pjrj + qj − (δj − 1) + 1, hence
ξj ≥ pjrj + 1. Again by (7), we have
nj ≥ pjrj + qj − (δj − 1) + 1 + (pj + 1)(δj − 1)
= pj(rj + δj − 1) + qj + 1
> nj ,
and therefore
ξj ≤ pjrj + qj − (δj − 1)
= nj − ⌈mj⌉(δj − 1).
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The following proposition provides the dimension upper bound as a simple corollary to Lemma 5-3).
Proposition 1 (Dimension upper bound for codes with layered locality). The dimension of codes with layered
locality is upper bounded by
k ≤
s∗∑
j=1
kj .
Proof. Clearly by Lemma 5-3), we have k = rankG([n]) = rankG(
⊔s∗
j=1Nj) =
∑s∗
j=1 ξj ≤
∑s∗
j=1 kj .
The minimum distance upper bound is based on the lemma below, where the parameters ξj appear in the
expression. They are subsequently eliminated in the proposition following the lemma.
Lemma 6. The minimum Hamming distance of codes with layered locality is upper bounded by
d ≤ n− k + 1−
σ−1∑
j=1
(nj − ξj)−
(⌈
k −
∑σ−1
j=1 ξj
rσ
⌉
− 1
)
(δσ − 1),
where
σ = min{j ∈ [s∗] |
j∑
j′=1
ξj′ = k}.
Proof. Let us build a set T ⊂ [n] such that rankG(T ) ≤ k− 1, and apply Lemma 2 to obtain the required distance
upper bound. First, set j = σ in Algorithm 1. By Lemma 5-2) and the definition of σ, we have
L ≥
⌈
ξσ
rσ
⌉
≥
⌈
k −
∑σ−1
j=1 ξj
rσ
⌉
.
Let T = Ql where
l =
⌈
k −
∑σ−1
j=1 ξj
rσ
⌉
− 1.
Since l ≤ L− 1, we have
rankG(T ) ≤ rankG(
σ⊔
j=1
Nj)− 1 =
σ∑
j=1
ξj − 1
= k − 1.
We conclude the proof by noting that the number of redundant symbols indexed by T is
γ = |T | − rankG(T ) = |Ql| − rankG(Ql)
=
l∑
l′=1
(|Ql′ | − |Ql′−1|) + |Q0| −
l∑
l′=1
(rankG(Ql′)− rankG(Ql′−1))− rankG(Q0)
(a)
≥ |
σ−1⊔
j=1
Nj | − rankG(
σ−1⊔
j=1
Nj) + l(δσ − 1)
=
σ−1∑
j=1
(nj − ξj) +
(⌈
k −
∑σ−1
j=1 ξj
rσ
⌉
− 1
)
(δσ − 1),
where (a) is due to Lemma 5-1).
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Proposition 2 (Minimum distance upper bound for codes with layered locality). The minimum Hamming distance
of codes with layered locality is upper bounded by
d ≤ n− k + 1−
s−1∑
j=1
(nj − kj)−
(⌈
k −
∑s−1
j=1 kj
rs
⌉
− 1
)
(δs − 1),
where
s = min {j ∈ [s∗] |
j∑
j′=1
kj′ ≥ k}.
Proof. First note that s is well defined due to Proposition 1, and we have s ≤ σ since
∑σ
j=1 kj ≥
∑σ
j=1 ξj = k.
If s = σ, it is easy to verify that the proposition holds by applying Lemma 5-3) on Lemma 6.
Otherwise, if s ≤ σ − 1, we get
d
(a)
≤ n− k + 1−
σ−1∑
j=1
(nj − ξj)−
(⌈
k −
∑σ−1
j=1 ξj
rσ
⌉
− 1
)
(δσ − 1)
(b)
≤ n− k + 1−
s∑
j=1
(nj − ξj)
(c)
≤ n− k + 1−
s−1∑
j=1
(nj − kj)− (ns − ks), (8)
where (a) is just Lemma 6, (b) is obtained by removing some non-negative subtrahends, and (c) is due to Lemma
5-3). Note that, if 0 ≤ qs ≤ δs − 2, we can write
ns − ks = ns − ⌊ms⌋rs ≥ ns −msrs
= ms(δs − 1) ≥ ⌊ms⌋(δs − 1)
=
ks
rs
(δs − 1). (9)
Otherwise, if δs − 1 ≤ qs ≤ rs + δs − 2, again we get
ns − ks = ⌈ms⌉(δs − 1) ≥
msrs
rs
(δs − 1)
=
ns −ms(δs − 1)
rs
(δs − 1) ≥
ns − ⌈ms⌉(δs − 1)
rs
(δs − 1)
=
ks
rs
(δs − 1). (10)
Furthermore, we have
ks
rs
≥
k −
∑s−1
j=1 kj
rs
>
⌈
k −
∑s−1
j=1 kj
rs
⌉
− 1. (11)
Therefore, substituting (9), (10) and (11) into (8) completes the proof.
For the conventional r-locality case, note that kj = nj − ⌈mj⌉ regardless of qj . Further substituting rj = j
results in (4).
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V. UPPER BOUNDS BASED ON UNEQUAL LOCALITY
The dimension and minimum distance upper bounds for codes with unequal locality are derived by characterizing
the relation between layered locality and unequal locality, and applying the result on the bounds based on layered
locality.
It is easy to see that codes having unequal locality with parameters {(nj , rj , δj)}j∈[s∗] also have layered locality
with parameters {(nˆ∗j , rj , δj)}j∈[s∗] for some {nˆ
∗
j}j∈[s∗].
5 Specifically, let Nj , j ∈ [s∗], be the corresponding symbol
index sets for the unequal locality parameters of {(nj, rj , δj)}j∈[s∗]. Define N˜j to be the index set of all symbols
having (rj , δj)-locality, and let
Nˆ ∗j = N˜j \
j−1⋃
j′=1
N˜j′ .
It follows that every symbol with index i ∈ Nˆ ∗j , j ∈ [s
∗], has (rj , δj)-locality but not (rj′ , δj′)-locality such that
j′ ∈ [j − 1]. Furthermore, for any j1, j2 ∈ [s∗], j1 < j2, we have
Nˆ ∗j1 ∩ Nˆ
∗
j2
⊂ N˜j1 ∩ (N˜j2 \
j2−1⋃
j′=1
N˜j′) = N˜j1 ∩ (N˜j2 ∩
j2−1⋂
j′=1
N˜ cj′)
= N˜j1 ∩ N˜
c
j1
∩ N˜j2 ∩
⋂
j′∈[j2−1]\{j1}
N˜ cj′
= ∅,
hence Nˆ ∗j1 ∩ Nˆ
∗
j2
= ∅. We also get
j⊔
j′=1
Nˆ ∗j′ = N˜1 ∪ (N˜2 \ N˜1) ∪ (N˜3 \ (N˜1 ∪ N˜2)) ∪ · · ·
= (N˜1 ∪ N˜2) ∪ (N˜3 \ (N˜1 ∪ N˜2)) ∪ · · · = · · · =
j⋃
j′=1
N˜j′
⊃
j⊔
j′=1
Nj′ , (12)
for all j ∈ [s∗], hence
⊔s∗
j′=1 Nˆ
∗
j′ = [n]. This shows that the symbol index sets Nˆ
∗
j , j ∈ [s
∗], define valid layered
locality parameters of {(nˆ∗j , rj , δj)}j∈[s∗], where nˆ
∗
j = |Nˆj |.
Note that (12) implies that
j∑
j′=1
nˆ∗j′ ≥
j∑
j′=1
nj′ , (13)
for all j ∈ [s∗], which immediately yields the following upper bounds on codes with unequal locality by maximizing
the upper bounds based on layered locality over the relevant layered locality parameters.
Remark 4. Recall that codes having unequal locality with parameters {(nj , rj , δj)}j∈[s∗], also have layered locality.
Denoting the layered locality parameters as {(nˆ∗j , rj , δj)}j∈[s∗], we clearly have k ≤ k
layered
UB (nˆ
∗) and d ≤
5 We use a hat notation hereafter, to denote layered locality parameters, such as nˆj , pˆj , qˆj , mˆj , kˆj , and sˆ, to distinguish them from ordinary
unequal locality parameters.
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dlayeredUB (nˆ
∗), where nˆ∗ = (nˆ∗1, · · · , nˆ
∗
s∗), and k
layered
UB (nˆ
∗) and dlayeredUB (nˆ
∗) are the dimension and the minimum
distance upper bounds for codes having layered locality with parameters {(nˆ∗j , rj , δj)}j∈[s∗] (Proposition 1 and
2)6 , respectively. Let
P = {nˆ ∈ Zs
∗
≥0
|
j∑
j′=1
nˆj′ ≥
j∑
j′=1
nj′ , j ∈ [s
∗]}.
where nˆ = (nˆ1, · · · , nˆs∗). Since nˆ∗ ∈ P , we clearly have7
k ≤ max
nˆ∈P
{
klayeredUB (nˆ)
}
,
d ≤ max
nˆ∈P
{
dlayeredUB (nˆ)
}
.
The upper bounds by the remark above are less desirable in that exhaustive maximization is required over the set
P of relevant layered localities which can be very large. In the following, we derive upper bounds in closed form,
given that the ordered (r, δ) condition holds. First consider the lemma below. Note that, in the proof, the main
summand of the summation is always non-negative due to (13), and the scaling in the denominator is therefore
valid. This technique will also be utilized several times in the proof the main theorem.
Lemma 7. Consider codes having unequal locality with parameters {(nj, rj , δj)}j∈[s∗] and ordered-(r, δ). For any
layered locality with parameters {(nˆj , rj , δj)}j∈[s∗] such that nˆ = (nˆ1, · · · , nˆs∗) ∈ P , where P is given in Remark
4, we have
j∑
j′=1
mˆj′(δj′ − 1) ≥
j∑
j′=1
mj′(δj′ − 1),
for all j ∈ [s∗].
Proof. By repeatedly using (13) and the ordered (r, δ) condition, we have
j∑
j′=1
(mˆj′ −mj′ )(δj′ − 1) =
nˆ1 − n1
r1 / (δ1 − 1) + 1
+
nˆ2 − n2
r2 / (δ2 − 1) + 1
+ · · ·+
nˆj − nj
rj / (δj − 1) + 1
≥
∑2
j′=1(nˆj′ − nj′)
r2 / (δ2 − 1) + 1
+ · · ·+
nˆj − nj
rj / (δj − 1) + 1
≥ · · ·
≥
∑j
j′=1(nˆj′ − nj′)
rj / (δj − 1) + 1
≥ 0.
The following two theorems, which are the main results of this section, presents the dimension and minimum
distance upper bounds for codes having unequal locality with ordered-(r, δ) in closed form.
6 The remark is still valid for k
layered
UB
and d
layered
UB
being any other dimension and minimum distance upper bounds for codes having
layered locality.
7 It is possible that d
layered
UB
(nˆ) is undefined for some nˆ ∈ P (if, for example, s in Proposition 2 is undefined). It is assumed that such
cases are discarded in the maximization.
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Algorithm 2 Used in the Proof of Theorem 2
1: Let j0 = 0, l = 0, l
′ = 1
2: while l′ ≤ sˆ− 1 do
3: if
∑l′
j=jl+1
(pˆj − pj + φˆj) < 0 then
4: l = l + 1
5: jl = l
′
6: end if
7: l′ = l′ + 1
8: end while
9: L = l
Theorem 1 (Dimension upper bound for codes having unequal locality with ordered-(r, δ)). The dimension of codes
having unequal locality with ordered-(r, δ) is upper bounded by
k ≤
s∗∑
j=1
mjrj .
Proof. Denoting the layered locality parameters of the codes as {(nˆj , rj , δj)}j∈[s∗], we can write
k
(a)
≤
s∗∑
j=1
kˆj
(b)
≤
s∗∑
j=1
{nˆj − mˆj(δj − 1)} = n−
s∗∑
j=1
mˆj(δj − 1)
(c)
≤
s∗∑
j=1
nj −
s∗∑
j=1
mj(δj − 1)
=
s∗∑
j=1
mjrj ,
where (a) is Proposition 1, (b) is from Definition 4, and (c) is due to Lemma 7.
Note that the dimension upper bound above characterizes the feasible rate region of codes having unequal locality
with ordered-(r, δ), and reduces to (3) when s∗ = 1.
Theorem 2 (Minimum distance upper bound for codes having unequal locality with ordered-(r, δ)). The minimum
Hamming distance of codes having unequal locality with ordered-(r, δ) is upper bounded by
d ≤ n− k + 1−
s−1∑
j=1
⌊mj⌋(δj − 1)−
(⌈
k −
∑s−1
j=1⌊mj⌋rj
rs
⌉
− 1
)
(δs − 1),
where
s = max {0 ≤ j ≤ s∗ − 1 |
j∑
j′=1
⌊mj′⌋rj′ < k}+ 1.
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Proof. Recall that the codes also have layered locality with parameters {(nˆj , rj , δj)}j∈[s∗]. By Proposition 2, we
have
d ≤ n− k + 1−
sˆ−1∑
j=1
(nˆj − kˆj)−
(⌈
k −
∑sˆ−1
j=1 kˆj
rsˆ
⌉
− 1
)
(δsˆ − 1). (14)
For j ∈ [s∗], let
φˆj =


0 if 0 ≤ qˆj ≤ δj − 2,
1 if δj − 1 ≤ qˆj ≤ rj + δj − 2.
Note that
kˆj = pˆjrj + (qˆj − δj + 1)φˆj , (15)
and also
nˆj − kˆj = (pˆj + φˆj)(δj − 1) + qˆj(1 − φˆj). (16)
The proof will proceed with the corresponding cases.
Case 1: s ≥ sˆ.
Substituting (15) and (16) into (14) yields
d ≤ n− k + 1−
sˆ−1∑
j=1
{(pˆj + φˆj)(δj − 1) + qˆj(1− φˆj)} − (⌈X⌉ − 1) (δsˆ − 1)
≤ n− k + 1−
sˆ−1∑
j=1
pj(δj − 1)− Y , (17)
with
X =
k −
∑sˆ−1
j=1{pˆjrj + (qˆj − δj + 1)φˆj}
rsˆ
,
Y =
(⌈
k −
∑sˆ−1
j=1 pjrj
rsˆ
⌉
− 1 + ⌊A⌋+B
)
(δsˆ − 1),
A =
−
∑sˆ−1
j=1{(pˆj − pj)rj + (qˆj − δj + 1)φˆj}
rsˆ
+
sˆ−1∑
j=1
(pˆj − pj + φˆj)
=
∑sˆ−1
j=1(pˆj − pj)(rsˆ − rj) +
∑sˆ−1
j=1(rsˆ + δj − 1− qˆj)φˆj
rsˆ
(18)
and
B =
∑sˆ−1
j=1{(pˆj − pj + φˆj)(δj − 1) + qˆj(1− φˆj)}
δsˆ − 1
−
sˆ−1∑
j=1
(pˆj − pj + φˆj)
=
∑sˆ−1
j=1(pˆj − pj + φˆj)(δj − δsˆ) +
∑sˆ−1
j=1 qˆj(1− φˆj)
δsˆ − 1
, (19)
where (17) follows from the fact that ⌈a− b⌉ ≥ ⌈a⌉+ ⌊−b⌋.
Next, we will show that ⌊A⌋ + B ≥ 0. Define jl, 0 ≤ l ≤ L ≤ sˆ − 1, according to Algorithm 2. The terms
pˆj − pj + φˆj starting from j = jl−1 + 1 are accumulated while the summation remains non-negative, and jl is
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defined accordingly as the summation becomes negative. Note that, j0 = 0 < j1 < · · · < jL ≤ sˆ− 1 such that, for
l ∈ [L],
j′∑
j=jl−1+1
(pˆj − pj + φˆj) ≥ 0, (20)
jl−1 + 1 ≤ j
′ ≤ jl − 1, and
jl∑
j=jl−1+1
(pˆj − pj + φˆj) < 0. (21)
Also, we have
j′∑
j=jL+1
(pˆj − pj + φˆj) ≥ 0, (22)
jL + 1 ≤ j′ ≤ sˆ− 1. Starting from (18), we can write
A
(a)
≥
∑sˆ−1
j=1(pˆj − pj + φˆj)(rsˆ − rj)
rsˆ
=
∑L
l=1
∑jl
j=jl−1+1
(pˆj − pj + φˆj)(rsˆ − rj)
rsˆ
+
∑sˆ−1
j=jL+1
(pˆj − pj + φˆj)(rsˆ − rj)
rsˆ
(b)
≥
∑L
l=1
∑jl
j=jl−1+1
(pˆj − pj + φˆj)(rsˆ − rjl)
rsˆ
+
∑sˆ−1
j=jL+1
(pˆj − pj + φˆj)(rsˆ − rsˆ−1)
rsˆ
≥
∑L
l=1(rsˆ − rjl )
∑jl
j=jl−1+1
(pˆj − pj + φˆj)
rsˆ
(21)
≥
L∑
l=1
jl∑
j=jl−1+1
(pˆj − pj + φˆj)
=
jL∑
j=1
(pˆj − pj + φˆj),
where (a) is due to the fact that qˆj < rj + δj − 1, and (b) follows from (20) and (22) with a derivation similar to
Lemma 7. As an intermediate result, we get
⌊A⌋ ≥
jL∑
j=1
(pˆj − pj + φˆj).
As for B, first note that (13) implies that
jL∑
j=1
qˆj ≥
jL∑
j=1
qj −
jL∑
j=1
(pˆj − pj)(rj + δj − 1),
and therefore
jL∑
j=1
qˆj(1− φˆj) ≥
jL∑
j=1
qj −
jL∑
j=1
(pˆj − pj)(rj + δj − 1)−
jL∑
j=1
qˆj φˆj
(a)
≥ −
jL∑
j=1
(pˆj − pj + φˆj)(rj + δj − 1), (23)
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where (a) holds since qˆj < rj + δj − 1. From (19), we can write
B
(a)
≥
∑jL
j=1(pˆj − pj + φˆj)(δj − δsˆ) +
∑sˆ−1
j=jL+1
(pˆj − pj + φˆj)(δj − δsˆ)
δsˆ − 1
+
∑jL
j=1 qˆj(1− φˆj)
δsˆ − 1
(23)
≥ −
∑L
l=1
∑jl
j=jl−1+1
(pˆj − pj + φˆj)(rj + δsˆ − 1)
δsˆ − 1
+
∑sˆ−1
j=jL+1
(pˆj − pj + φˆj)(δj − δsˆ)
δsˆ − 1
(b)
≥ −
∑L
l=1(rjl + δsˆ − 1)
∑jl
j=jl−1+1
(pˆj − pj + φˆj)
δsˆ − 1
(21)
≥ −
jL∑
j=1
(pˆj − pj + φˆj),
where (a) is obtained by removing some non-negative subtrahends, and (b) comes from (20) and (22) with a
derivation similar to Lemma 7.
Since ⌊A⌋+B ≥ 0, we have, continuing from (17),
d ≤ n− k + 1−
sˆ−1∑
j=1
pj(δj − 1)−
(⌈
k −
∑sˆ−1
j=1 pjrj
rsˆ
⌉
− 1
)
(δsˆ − 1)
≤ n− k + 1−
s−1∑
j=1
pj(δj − 1)−
(⌈
k −
∑sˆ−1
j=1 pjrj −
∑s−1
j=sˆ pjrsˆ
rsˆ
⌉
− 1
)
(δsˆ − 1)
≤ n− k + 1−
s−1∑
j=1
pj(δj − 1)−
(⌈
k −
∑s−1
j=1 pjrj
rs
⌉
− 1
)
(δs − 1)
= n− k + 1−
s−1∑
j=1
⌊mj⌋(δj − 1)−
(⌈
k −
∑s−1
j=1⌊mj⌋rj
rs
⌉
− 1
)
(δs − 1).
Case 2: s < sˆ.
It is easy to verify that (16) implies nˆj − kˆj ≥ mˆj(δj − 1), j ∈ [s
∗]. By applying Lemma 7, we can write
s∑
j=1
(nˆj − kˆj) ≥
s∑
j=1
mˆj(δj − 1) ≥
s∑
j=1
⌊mj⌋(δj − 1). (24)
On the other hand, since s ≤ sˆ− 1 ≤ s∗ − 1, we have
∑s
j=1⌊mj⌋rj ≥ k, leading to
⌊ms⌋ ≥
k −
∑s−1
j=1⌊mj⌋rj
rs
>
⌈
k −
∑s−1
j=1⌊mj⌋rj
rs
⌉
− 1. (25)
Therefore, from (14), we get
d
(a)
≤ n− k + 1−
s∑
j=1
(nˆj − kˆj)
(b)
< n− k + 1−
s−1∑
j=1
⌊mj⌋(δj − 1)−
(⌈
k −
∑s−1
j=1⌊mj⌋rj
rs
⌉
− 1
)
(δs − 1),
where (a) is obtained by removing some non-negative subtrahends, and (b) follows from (24) and (25).
It is easy to verify that Theorem 2 degenerates to (2) when s∗ = 1.
The next two corollaries show the relationship between the upper bounds based on the exhaustive maximization
(Remark 4) and the upper bounds in closed form (Theorem 1 and 2), given that the ordered (r, δ) condition is
satisfied . In particular, Corollary 1 shows that the upper bounds in closed form are looser compared to the upper
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bounds based on exhaustive maximization. However, Corollary 2 characterizes an unequal locality parameter regime
where both types of the bounds coincide.
Corollary 1. For the dimension and minimum distance bounds of codes having unequal locality with ordered-(r, δ)
(Remark 4, Theorem 1, and Theorem 2), we have
kRem-4UB ≤ k
Thm-1
UB ,
dRem-4UB ≤ d
Thm-2
UB .
Proof. Let the unequal and layered locality parameters of the codes be {(nj, rj , δj)}j∈[s∗] and {(nˆ
∗
j , rj , δj)}j∈[s∗],
respectively. Denoting nˆ∗ = (nˆ∗1, · · · , nˆ
∗
s∗), the proofs of Theorem 1 and 2 show that
klayeredUB (nˆ
∗) ≤ kThm-1UB (n),
dlayeredUB (nˆ
∗) ≤ dThm-2UB (n),
where klayeredUB (nˆ
∗) and dlayeredUB (nˆ
∗) are the dimension and the minimum distance upper bounds given by Propo-
sition 1 and 2, respectively. Furthermore, identical derivations can be made for arbitrary nˆ = (nˆ1, · · · , nˆs∗) such
that nˆ ∈ P , where P is defined in Remark 4. Therefore, we can write
klayeredUB (nˆ) ≤ k
Thm-1
UB (n),
dlayeredUB (nˆ) ≤ d
Thm-2
UB (n),
where klayeredUB (nˆ) and d
layered
UB (nˆ) are the bounds by Proposition 1 and 2, respectively, on codes having layered
locality with parameters {(nˆj, rj , δj)}j∈[s∗]. Recalling that Remark 4 involves a maximization over all nˆ ∈ P in
the left hand sides, the proof is complete.
Corollary 2. For codes having unequal locality with ordered-(r, δ) such that rj + δj − 1 | nj , j ∈ [s∗], we have
kRem-4UB = k
Thm-1
UB ,
dRem-4UB = d
Thm-2
UB .
Proof. Let klayeredUB (nˆ) and d
layered
UB (nˆ), where nˆ = (nˆ1, · · · , nˆs∗), be the dimension and the minimum distance
upper bounds for codes having layered locality with parameters {(nˆj , rj , δj)}j∈[s∗], given by Proposition 1 and 2,
respectively. Furthermore, let nˆ = n = (n1, · · · , ns∗). Then, we have
klayeredUB (nˆ)
(a)
≤ kRem-4UB (n)
(b)
≤ kThm-1UB (n),
dlayeredUB (nˆ)
(a)
≤ dRem-4UB (n)
(b)
≤ dThm-2UB (n),
where (a) is due to the definitions of kRem-4UB and d
Rem-4
UB , and (b) is just Corollary 1. The proof is complete by
verifying that
klayeredUB (nˆ) = k
layered
UB (n) = k
Thm-1
UB (n),
dlayeredUB (nˆ) = d
layered
UB (n) = d
Thm-2
UB (n),
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under the condition of rj + δj − 1 | nj , j ∈ [s∗], where rj + δj − 1 | nj implies that mj = ⌈mj⌉ = ⌊mj⌋ and
kj = nj −mj(δ − 1) = mjj. Note that, in showing the equality between d
layered
UB (n) and d
Thm-2
UB (n), we have
sThm-2(n) = max {0 ≤ j ≤ s∗ − 1 |
j∑
j′=1
mj′rj′ < k}+ 1
(a)
= min {j ∈ [s∗] |
j∑
j′=1
mj′rj′ ≥ k}
= slayered(n),
where (a) is due to Theorem 1.
VI. OPTIMAL CODE CONSTRUCTION
We give an optimal code construction achieving the equality for the bound in Theorem 2, and also the distance
bound in Remark 4 under the ordered (r, δ) condition. In other words, the code is built in the parameter regime where
the two distance bounds coincide, as shown in Corollary 2. The construction closely follows the Gabidulin-based
LRC construction which originates from [14], and is also used in [8].
Construction 1 (Gabidulin-based LRC with unequal locality). For integers mj ≥ 1, rj ≥ 1, and δj ≥ 2, j ∈ [s
∗],
let nj = mj(rj + δj − 1) and n =
∑s∗
j=1 nj . Let us also constrain the parameters to satisfy the condition
k ≤
∑s∗
j=1 mjrj ≤ t. Linear [n, k]qt codes are constructed according to the following steps.
1) Precode k information symbols using a [
∑s∗
j=1 mjrj , k]qt Gabidulin code.
2) Partition the Gabidulin codeword symbols into
∑s∗
j=1 mj local groups, where each of the mj groups is of
size rj , j ∈ [s∗].
3) Encode each local group of size rj using a linear [rj + δj − 1, rj , δj ]q MDS code.8
It is obvious by construction that a Gabidulin-based (r, δ)-LRC C has indeed unequal locality with parameters
{(nj , rj , δj)}j∈[s∗]. In particular, by choosing Si as the support of the MDS local code corresponding to the ith
symbol, we have i ∈ Si and Si = rj + δj − 1. Furthermore, d(C |Si) ≥ δj since C |Si is a subcode of an
[rj + δj − 1, rj , δj ]q MDS code.
Note that, by having k =
∑s∗
j=1 mjrj in the construction, the equality in the dimension bound by Theorem 1 is
achieved, showing its tightness.
We require the following remark and lemma to analyze the minimum distance of the code by Construction 1
with ordered-(r, δ), which is shown to be optimal in the theorem following the lemma.
Remark 5. Clearly, by Lemma 4, the subspace generated by the evaluation points of the code of Construction 1 is
a direct sum of each subspace generated by the evaluation points corresponding to a single local group. Therefore,
8 The encoding is performed by multiplying the symbol vector corresponding to each local group of a Gabidulin codeword (F
rj
qt
) by the
MDS generator matrix (F
rj×(rj+δj−1)
q ), where the actual scalar multiplication is over Fqt .
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rankE(T ) of some set T ⊂ [n] is the sum of each rankE(·) computed separately on the points in the same local
group.
Lemma 8. Let the parameters {(nj , rj , δj)}j∈[s∗] in Construction 1 satisfy the ordered (r, δ) condition. Suppose
an ordered set L = {G1, . . . ,G|L|} such that |L| =
∑s∗
j=1 mj , where each element of L is a symbol index set
corresponding to the symbols of a distinct encoded local group in Construction 1, and the order is according to
the ordered (r, δ) condition. Elements of identical (r, δ) are ordered arbitrarily. Let denote an erasure pattern of e
erased symbols by the index set of the n − e remaining symbols. The index set R∗ ⊂ [n] of the n − e remaining
symbols where the indices are taken greedily starting from the first element G1 of L, corresponds to a worst case
erasure pattern in terms of rank erasures (or remaining rank), i.e., we have
rankE(R) ≥ rankE(R
∗),
for any symbol index set R ⊂ [n] such that |R| = n− e.
Proof: See Appendix A.
Theorem 3 (Optimality of Gabidulin-based LRC with unequal locality and ordered-(r, δ)). Gabidulin-based LRCs
with unequal locality satisfying the ordered (r, δ) condition are distance optimal with respect to the distance upper
bound for codes having unequal locality with ordered-(r, δ) (Theorem 2).
Proof. We derive a lower bound on the minimum distance of the code, which equals the upper bound of Theorem
2. In particular, we show that erasure correction is possible from an arbitrary symbol set with the cardinality of
τ = k +
s−1∑
j=1
mj(δj − 1) +
(⌈
k −
∑s−1
j=1 mjrj
rs
⌉
− 1
)
(δs − 1),
where s is given by Theorem 2. Applying Lemma 3 with Remark 1 gives the desired lower bound.
Let integers P and Q such that
k − 1−
s−1∑
j=1
mjrj = Prs +Q ≥ 0 (26)
and 0 ≤ Q ≤ rs − 1. Consider an arbitrary symbol index set T ⊂ [n] of cardinality
|T | =
s−1∑
j=1
nj + P (rs + δs − 1) +Q+ 1. (27)
Let T ∗ be the greedily chosen set of Lemma 8 such that |T ∗| = |T |. Then, T ∗ consists of all the symbols in the
local groups of (rj , δj), j ∈ [s − 1], P local groups of (rs, δs), and some Q + 1 symbols in an additional local
group of (rs, δs). This composition is valid since
P
(26)
=
k −
∑s−1
j=1 mjrj
rs
−
1 +Q
rs
(a)
≤
msrs
rs
−
1 +Q
rs
< ms,
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where (a) comes from the definition of s. We have
rankE(T )
(a)
≥ rankE(T
∗)
(b)
=
s∗−1∑
j=1
mjrj + Prs∗ +Q+ 1
(26)
= k,
where (a) is Lemma 8, and (b) is due to Lemma 4 and Remark 5, hence erasure correction is possible from T .
The proof is complete by noting that substituting (26) into (27) yields
|T | = k +
s−1∑
j=1
mj(δj − 1) + P (δs − 1),
which is equal to τ since
P
(26)
=
⌊
k −
∑s∗−1
j=1 mjrj − 1
rs∗
⌋
=
⌈
k −
∑s∗−1
j=1 mjrj
rs∗
⌉
− 1.
Example 4. Theorem 2 and 3 show that d ≤ dUB , 14 is a tight upper bound on the minimum distance for the
codes in Example 3, and the explicit construction of Gabidulin-based LRCs with unequal locality by Construction
1 achieves d = dUB = 14. This is a significant improvement compared to the prior knowledge on the optimal
minimum distance d, i.e., d1 , 6 ≤ d ≤ d2 , 16.
Note that we now also have the answer to the problem given by Example 1 on codes with unequal r-locality,
which was only partially solved in Example 2 under the locality profile restriction.
Example 5. Theorem 2 and 3 show that d ≤ dUB , 8 is a tight upper bound on the minimum distance for the
codes in Example 1, and the explicit construction of Gabidulin-based LRCs with unequal locality by Construction 1
achieves d = dUB = 8. This is significant improvement compared to the prior knowledge on the optimal minimum
distance d, i.e., d1 , 3 ≤ d ≤ d2 , 9.
VII. FURTHER RESULTS
A. Optimality in terms of the Bound based on Layered Locality
In this subsection, we show that Construction 1 with ordered-(r, δ) is also optimal in terms of the distance upper
bound based on layered locality (Proposition 2). As mentioned in the proof of Corollary 2, the upper bounds of
Theorem 2 and Proposition 2 coincide under the parameter conditions of Construction 1. Therefore, the minimum
distance of codes by Construction 1 that have unequal locality with parameters {(nj, rj , δj)}j∈[s∗] achieve the
equality of the bound by Proposition 2. To claim optimality, we further show that the constructed codes have
indeed layered locality with the same parameters as unequal locality, after the following lemma.
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Lemma 9. For a symbol index set T ⊂ [n] of an [n, k] Gabidulin-based LRC with unequal locality (Construction
1), we have
rankG(T ) = min(rankE(T ), k),
which implies that if either rankG(T ) < k or rankE(T ) < k, then
rankG(T ) = rankE(T ).
Proof: See Appendix B.
Proposition 3. Gabidulin-based LRCs with unequal locality satisfying the ordered (r, δ) condition and the condition
of k > rs∗ , are distance optimal with respect to the distance upper bound for codes with layered locality (Proposition
2).
Proof. Recall that we have to show that a constructed code C has layered locality with parameters {(nj , rj , δj)}j∈[s∗].
Let Nj denote the index set of the symbols encoded by the [rj + δj − 1, rj, δj ]q MDS codes. For every i ∈ Nj ,
j ∈ [s∗], it is obvious that the ith symbol has (rj , δj)-locality with Si being the support of the [rj + δj − 1, rj, δj ]q
MDS local code corresponding to i. In the following, we further show by contradiction, that the ith symbol does
not have (rj′ , δj′)-locality for j
′ < j.
Suppose that there exists a symbol with index i ∈ Nj having (rj′ , δj′)-locality for some j, j′ ∈ [s∗] such that
j′ < j. This implies the existence of a set S ′i such that i ∈ S
′
i , |S
′
i| ≤ rj′ + δj′ − 1, and d(C |S′i) ≥ δj′ . We claim
that for an arbitrary set T ⊂ S ′i such that |T | ≥ |S
′
i| − (δj′ − 1), it must be true that
rankE(T ) = rankE(S
′
i). (28)
First, note that T is an erasure correctable symbol index set for C |S′
i
, hence rankG(T ) = dim(C |S′
i
) = rankG(S ′i)
(see Remark 1). Furthermore, we have
rankG(S
′
i)
(a)
≤ rj′
(b)
≤ rs∗
(c)
< k,
where (a) is by Remark 2, (b) is due to Definition 3, and (c) comes from the problem statement. The claim (28)
follows by applying Lemma 9. The remaining part of the proof proceeds with two cases.
For the first case, assume that |S ′i ∩ Si| ≤ δj′ − 1 and let
T = S ′i \ Si = S
′
i \ (S
′
i ∩ Si),
so that |T | = |S ′i| − |S
′
i ∩ Si| ≥ |S
′
i| − (δj′ − 1). Since i ∈ S
′
i , T ⊂ S
′
i , and i /∈ T , it follows that
rankE(S
′
i) ≥ rankE(T ⊔ {i})
(a)
= rankE(T ) + 1,
where (a) is due to Remark 5. This contradicts (28).
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For the second case where |S ′i ∩ Si| ≥ δj′ , let Q and Q
′ be arbitrary sets such that Q,Q′ ⊂ S ′i ∩ Si with
|Q| = δj′ − 1 and |Q′| = δj′ − 2. By letting T = S ′i \ Q and T
′ = S ′i \ Q
′, so that |T | = |S ′| − (δj′ − 1), we get
rankE(T ) = rankE((S
′
i \ Si) ⊔ ((S
′
i ∩ Si) \ Q))
(a)
= rankE(S
′
i \ Si) + rankE((S
′
i ∩ Si) \ Q)
(b)
= rankE(S
′
i \ Si) + |S
′
i ∩ Si| − |Q|,
and
rankE(T
′) = rankE((S
′
i \ Si) ⊔ ((S
′
i ∩ Si) \ Q
′))
(a)
= rankE(S
′
i \ Si) + rankE((S
′
i ∩ Si) \ Q
′)
(c)
= rankE(S
′
i \ Si) + |S
′
i ∩ Si| − |Q
′|,
where (a) is due to Remark 5, (b) follows from Lemma 4 with the observation that (S ′i ∩ Si) \ Q ⊂ Si and
|(S ′i ∩ Si) \ Q| = |S
′
i ∩ Si| − |Q| ≤ |S
′
i| − |Q|
≤ rj′ + δj′ − 1− (δj′ − 1) = rj′
≤ rj ,
and (c) again follows from Lemma 4 with the following observations. First, consider the case where rj′ = rj . Due
to Definition 4 and 3, we have
δj′ ≥ δj + 1,
and therefore,
|(S ′i ∩ Si) \ Q
′| = |S ′i ∩ Si| − |Q
′| ≤ |Si| − |Q
′|
= rj + δj − 1− (δj′ − 2) ≤ rj + δj − 1− (δj − 1)
= rj .
Otherwise, we have
rj′ + 1 ≤ rj ,
hence
|(S ′i ∩ Si) \ Q
′| = |S ′i ∩ Si| − |Q
′| ≤ |S ′i| − |Q
′|
≤ rj′ + δj′ − 1− (δj′ − 2) = rj′ + 1
≤ rj .
The proof is complete by noting that
rankE(S
′
i) ≥ rankE(T
′) > rankE(T ),
which is again a contradiction to (28).
July 10, 2018 DRAFT
26
B. Two Different Ordered (r, δ)-locality Case
In case where there are only two different ordered (r, δ)-localities, i.e., {(n1, r1, δ1), (n2, r2, δ2)}-locality such
that r1 ≤ r2, δ1 ≥ δ2, and (r1, δ1) 6= (r2, δ2), it is possible to obtain a closed form minimum distance upper bound
that is tighter than Theorem 2, given that a special condition holds. It is given in the proposition following the
corollary below, which restates Theorem 2 in a relevant form.
Corollary 3. The minimum Hamming distance of codes having unequal locality with parameters
{(n1, r1, δ1), (n2, r2, δ2)} satisfying the ordered (r, δ) condition is upper bounded by
1) if ⌊m1⌋r1 ≥ k,
d ≤ n− k + 1−
(⌈
k
r1
⌉
− 1
)
(δ1 − 1),
2) if ⌊m1⌋r1 < k,
d ≤ n− k + 1− ⌊m1⌋(δ1 − 1)−
(⌈
k − ⌊m1⌋r1
r2
⌉
− 1
)
(δ2 − 1).
Proposition 4. The minimum Hamming distance of codes having unequal locality with parameters
{(n1, r1, δ1), (n2, r2, δ2)} satisfying the ordered (r, δ) condition and also a special condition such that q1 = 0
or δ1 − 1 ≤ q1 ≤ r1 + δ1 − 2, is upper bounded by
1) if ⌈m1⌉r1 ≥ k,
d ≤ n− k + 1−
(⌈
k
r1
⌉
− 1
)
(δ1 − 1), (29)
2) if ⌈m1⌉r1 < k,
d ≤ n− k + 1− ⌈m1⌉(δ1 − 1)−
(⌈
k − ⌈m1⌉r1
r2
⌉
− 1
)
(δ2 − 1). (30)
Proof. Recall that the codes also have layered locality with parameters {(nˆ1, r1, δ1), (nˆ2, r2, δ2)}. By Proposition
2, we therefore have
1) if kˆ1 ≥ k,
d ≤ n− k + 1−
(⌈
k
r1
⌉
− 1
)
(δ1 − 1), (31)
2) if kˆ1 < k,
d ≤ n− k + 1− (nˆ1 − kˆ1)−
(⌈
k − kˆ1
r2
⌉
− 1
)
(δ2 − 1). (32)
First, consider the case where kˆ ≥ k, hence (31) holds. Since the bounds by (31) and (29) are identical, we only
have to check that (31) implies (30), given that ⌈m1⌉r1 < k. This can be easily seen by noting that(⌈
k
r1
⌉
− 1
)
(δ1 − 1) = ⌈m1⌉(δ1 − 1) +
(⌈
k − ⌈m1⌉r1
r1
⌉
− 1
)
(δ1 − 1)
≥ ⌈m1⌉(δ1 − 1) +
(⌈
k − ⌈m1⌉r1
r2
⌉
− 1
)
(δ2 − 1).
We thus have to further verify the claim for the second case of kˆ1 < k.
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Case 1: ⌈m1⌉r1 ≥ k.
If 0 ≤ qˆ1 ≤ δ1 − 2, then
nˆ1 − kˆ1 = nˆ1 − ⌊mˆ1⌋r1 ≥ nˆ1 − mˆ1r1 = mˆ1(δ1 − 1)
(a)
≥ ⌈m1⌉(δ1 − 1), (33)
where (a) is due to Lemma 7 and the conditions imposed on qˆ1 and q1.
If otherwise δ1 − 1 ≤ qˆ1 ≤ r1 + δ1 − 2, again we have (33) as
nˆ1 − kˆ1 = ⌈mˆ1⌉(δ1 − 1)
(a)
≥ ⌈m1⌉(δ1 − 1),
where (a) is again due to Lemma 7.
Furthermore, from the condition ⌈m1⌉r1 ≥ k, we have
⌈m1⌉ ≥
k
r1
>
⌈
k
r1
⌉
− 1. (34)
Substituting (33) with (34) into (32), and removing the last subtrahend that is non-negative, results in (29).
Case 2: ⌈m1⌉r1 < k.
If 0 ≤ qˆ1 ≤ δ1 − 2, we have
nˆ1 − kˆ1 = nˆ1 − ⌊mˆ1⌋r1 ≥ nˆ1 − mˆ1r1 = mˆ1(δ1 − 1)
≥ ⌊mˆ1⌋(δ1 − 1).
Substituting into (32), and also considering the definition of kˆ1, we get
d ≤ n− k + 1− ⌊mˆ1⌋(δ1 − 1)−
(⌈
k − ⌊mˆ1⌋r1
r2
⌉
− 1
)
(δ2 − 1).
One can verify that, for integers a, b such that a ≥ b, we have
a(δ1 − 1) +
⌈
k − ar1
r2
⌉
(δ2 − 1) ≥ b(δ1 − 1) +
⌈
k − br1
r2
⌉
(δ2 − 1), (35)
due to the ordered (r, δ) condition. Therefore, noting that ⌊mˆ1⌋ ≥ ⌈m1⌉ for the same reason as in (33), we get
(30).
Otherwise, if δ1 − 1 ≤ qˆ1 ≤ r1 + δ1 − 2, we have
kˆ1 = nˆ1 − ⌈mˆ1⌉(δ1 − 1) ≤ nˆ1 − mˆ1(δ − 1) = mˆ1j1
≤ ⌈mˆ1⌉j1.
Again, substituting into (32), and also considering the definition of kˆ1, we get
d ≤ n− k + 1− ⌈mˆ1⌉(δ1 − 1)−
(⌈
k − ⌈mˆ1⌉r1
r2
⌉
− 1
)
(δ2 − 1),
and therefore (30) due to (35) and Lemma 7.
It is easy to verify that the upper bound of Proposition 4 implies the bound by Corollary 3. Furthermore, the
following example shows the existence of cases where the bound by Proposition 4 is strictly tighter, hence is a
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Algorithm 3 Used in the Proof of Lemma 8
1: while ∃l1, l2 ∈ [|L|], l1 < l2, such that |R ∩ Gl1 | < |Gl1 | and |R ∩ Gl2 | > 0 do
2: Construct ∆R1 and ∆R2 such that
∆R1 ⊂ Gl1 \ R,
∆R2 ⊂ R∩ Gl2 , and
|∆R1| = |∆R2| = min(|Gl1 \ R|, |R ∩ Gl2 |)
3: R = R⊔∆R1 \∆R2
4: end while
tighter bound. However, in the parameter regime of our optimal code construction (Construction 1), Proposition 4
coincides with Corollary 3, and also with the minimum distance of the optimal code construction.
Example 6. Consider codes having unequal locality with parameters {(n1 = 5, r1 = 2, δ1 = 2), (n2 = 10, r2 =
3, δ2 = 2)}. The minimum distance upper bound of d ≤ 9 given by Proposition 4 is strictly tighter than that of
Corollary 3 which is d ≤ 10.
For the special case of δ1 = δ2 = 2, the condition of Proposition 4 such that q1 = 0 or δ1−1 ≤ q1 ≤ r1+δ1−2,
is always true (as in Example 6) and therefore can be omitted. In this case, the bound by Proposition 4 becomes
identical to [10, Thm. 6].9 However, note that [10, Thm. 6] is more restrictive (for r1 < r2) in that disjointness is
assumed.
VIII. CONCLUSION
In this work, we have investigated the minimum distance characteristics of LRCs with unequal (r, δ)-locality. The
problem has been analyzed in both the layered locality and ordinary (non-layered) locality scenario. Singleton-type
minimum distance bounds have been presented and their tightness has been shown by an optimal construction
achieving the equality in the bounds. Feasible rate regions have also been characterized by the dimension upper
bounds that do not depend on the minimum distance.
APPENDIX A
PROOF OF LEMMA 8
Proof. Any erasure pattern can be transformed into the claimed worst case pattern by repeatedly invoking Algorithm
3. This is because, in Step 3 of the algorithm, symbols as many as possible in the local group Gl2 are replaced with
symbols in the local group Gl1 , where l1 < l2. We show that that this replacement always results in a non-increasing
remaining rank, making the claimed pattern worst indeed.
First, observe that
R = R0 ⊔R1 ⊔R2,
9 There is a slight deviation in the boundary conditions, but one can check that this makes no difference and both bounds coincide.
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where
R0 = R \ (R1 ⊔R2),
R1 = R∩ Gl1 ,
R2 = R∩ Gl2 .
Due to Remark 5, we have
rankE(R) = rankE(R0) + rankE(R1) + rankE(R2). (36)
Similarly, for
R′ , R⊔∆R1 \∆R2
= R0 ⊔R
′
1 ⊔R
′
2,
where
R′1 = R
′ ∩ Gl1 = R1 ⊔∆R1,
R′2 = R
′ ∩ Gl2 = R2 \∆R2,
we can write
rankE(R
′) = rankE(R0) + rankE(R
′
1) + rankE(R
′
2). (37)
From (36) and (37), we have to show that
rankE(R1) + rankE(R2) ≥ rankE(R
′
1) + rankE(R
′
2). (38)
Let Gli be of (rji , δji), i = 1, 2. By the ordering of L and the ordered (r, δ) condition, we have rj1 ≤ rj2 and
δj1 ≥ δj2 . Note that by Lemma 4, we have
rankE(R1) = min(|R1|, rj1),
rankE(R2) = min(|R2|, rj2),
(39)
rankE(R
′
1) = min(|R1|+∆, rj1 ),
rankE(R
′
2) = min(|R2| −∆, rj2 ),
(40)
where
∆ = |∆R1| = |∆R2|
= min(|Gl1 \ R|, |R ∩ Gl2 |)
= min(|Gl1 | − |R1|, |R2|). (41)
We only provide the proof for the case where |R1| ≤ rj1 and |R2| > rj2 , since it is easy to verify that (38) holds
in other cases. From (39), we have
rankE(R1) + rankE(R2) = |R1|+ rj2 .
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If |Gl2 | − |R1| ≥ |R2|, from (41) and (40), we get
rankE(R
′
1) + rankE(R
′
2) ≤ rj1 ≤ rj2 ≤ |R1|+ rj2 ,
and therefore (38). Otherwise, (38) again holds since
rankE(R
′
1) + rankE(R
′
2) ≤ rj1 + |R1|+ |R2| − |Gl1 |
= |R1|+ |R2| − (δj1 − 1)
≤ |R1|+ |Gl2 | − (δj2 − 1)
= |R1|+ rj2 .
APPENDIX B
PROOF OF LEMMA 9
Proof. Let us denote the evaluation points corresponding to T as {y1, . . . , y|T |}, where yi ∈ Ftq (or equivalently
yi ∈ Fqt ), i ∈ [|T |]. Without loss of generality, we assume that the set {y1, . . . , yrankE(T )} is a basis for the vector
space span({y1, . . . , y|T |}). Then, for i = rankE(T ) + 1, . . . , |T |, we have
yi =
rankE(T )∑
j=1
λijyj ,
where λij ∈ Fq . The generator submatrix corresponding to the symbols indexed by T can be written as
G|T , (g
T
1 . . . g
T
|T |) =


yq
0
1 · · · y
q0
|T |
...
. . .
...
yq
k−1
1 · · · y
qk−1
|T |

 .
Furthermore, for i = rankE(T ) + 1, . . . , |T |, we can write
g
T
i =


(
∑
j λijyj)
q0
...
(
∑
j λijyj)
qk−1

 (5)=


∑
j λijy
q0
j
...∑
j λijy
qk−1
j

 =
rankE(T )∑
j=1
λijg
T
j ,
and therefore
rankG(T ) = rankG(T
′) = rank(G|T ′),
where T ′ is the symbol index set corresponding to the evaluation points {y1, . . . , yrankE(T )}, i.e., G|T ′ =
(gT1 . . . g
T
rankE(T )
). Note that G|T ′ is a Moore matrix [24], [27] of size k × rankE(T ) with all the elements
in the first row being linearly independent over Fq . The proof is complete by considering the fact that any arbitrary
square submatrix of G|T ′ is nonsingular.
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