For numerical integration in higher dimensions, bounds for the star-discrepancy with polynomial dependence on the dimension d are desirable. Furthermore, it is still a great challenge to give construction methods for lowdiscrepancy point sets.
Introduction
The L ∞ -star-discrepancy of points t 1 , . . . , t n in the d-dimensional unit cube [0, 1] d is given by d * ∞ (t 1 , ..., t n ) = sup
The star-discrepancy is intimately related to the worst case error of multivariate integration of certain function classes (see, e.g., [2, 9, 11, 14] ). A well-known result in this direction is the Koksma-Hlawka inequality
where V (f ) denotes the so-called variation in the sense of Hardy and Krause, which depends only on f . This inequality illustrates that points with small discrepancy induce cubature formulas with small worst case errors. It also indicates that the number of discrepancy points corresponds to the number of function evaluations used by the class of cubature formulas under consideration, and the last quantity is typically directly related to the costs of those algorithms. So for multivariate integration it is of interest to find n-point configurations with small discrepancy and n not too large. 
If we are seeking for good bounds for large d and moderate values of n, then those bounds do not give us any helpful information, since ln(n) d−1 n −1 is an increasing function for n ≤ e d−1 . Apart from that, point configurations satisfying (1) will in general lead to constants C d that depend critically on d. If we take, e.g., the famous Halton-Hammersley points, then C d grows superexponentially in d (see, e.g., [14] ).
A bound that seems to be more suitable for multivariate integration was established by Heinrich, Novak, Wasilkowski and Woźniakowski [8] , who proved d * ∞ (n, d) ≤ cd 1/2 n −1/2 and n *
where c does not depend on d, n or ε. Here the dependence on d is optimal. This was also established in [8] by a lower bound for n * ∞ (d, ε), which has recently been improved by Hinrichs [10] to n * ∞ (d, ε) ≥ c 0 dε −1 for 0 < ε < ε 0 , where c 0 , ε 0 > 0 are constants. The proof of (2) is not constructive but probabilistic and the constant c is unfortunately not known.
In the same paper the authors proved a slightly weaker bound with an explicitly known small constant k:
The proof is again probabilistic and uses Hoeffding's inequality. For the sake of explicit constants the proof technique has been adapted in subsequent papers on high-dimensional integration of certain function classes F [9, 12] . As pointed out by Mhaskar [12] , the key idea is to find finite one-sided (µ, δ)-covers for the class of functions F under consideration. Since here we are only interested in the situation where F is the set of characteristic functions of anchored half-open boxes in the unit cube, we shall use the shorter term δ-cover. Our definition of a δ-cover is precisely the following:
Let N (d, δ) denote the number of elements in a minimal δ-cover of [0, 1] d . In this paper we were able to improve (3) to
where k is smaller than k, by deducing reasonably good upper bounds for N (d, δ). Using a derandomized version of Hoeffding's inequality [19] , we give a deterministic construction of a point set satisfying (4) . For the construction of n = O(ε −2 d(ln ln(d)+ln(1/ε))) points with star-discrepancy at most ε > 0, this algorithm has running time exponential in d. We leave open the problem whether there is a polynomial-time algorithm in d achieving our bound. We prove a lower bound for the minimum cardinality N (d, δ) of a δ-cover which gives together with our upper bound
where the implicit constants of the O-notation may depend on d, but not on δ. This lower bound is significant as it shows that the bound on the stardiscrepancy in (4) cannot be improved with the Hoeffding approach and our δ-cover technique beyond d *
. Away from the application to geometric discrepancy, the problem of finding small δ-covers seems to be an interesting problem on its own as it is related to the NP-hard set cover problem in combinatorics (see, e.g., [18] for a discussion of this problem). Furthermore, it is related to the covering and the L 1 (λ)-packing number of anchored boxes in the d-dimensional unit cube (see Remark 2.10).
The paper is organized as follows: In Section 2 we construct small δ-covers and establish in this way upper bounds for the smallest possible cardinality of δ-covers. In Section 3 the impact on the star-discrepancy is given and in Section 4 we provide the derandomized constructive algorithm. We restate the definition of δ-covers in a slightly more general form than in Section 1:
Construction of Small δ-Covers
We say that some finite subset Γ of S is a δ-cover of S if for all y ∈ S there exist x, z ∈ Γ ∪ {0} such that y ∈ [x, z] and (x, z) is a δ-covering pair. We put
The following example serves as an illustration of the definition and gives us a first simple bound for N (d, δ):
Now we derive a better bound for N (d, δ) as in Example 2.2 by constructing a non-equidistant grid Γ of the form
where
) is a decreasing sequence in ]0, 1]. We calculate this sequence recursively in the following way: Put x 0 := 1 and
It is easy to see that x 0 , x 1 , ... is a decreasing sequence with
be as in (6) . Then Γ is a δ-cover of [0, 1] d , and consequently
The inequality κ(δ, d)
holds, and the quotient of the left and the right hand side of this inequality converges to 1 as δ approaches 0.
, and x ≤ x * , as x is the minimal point in Γ with x * ≤ x. The difference
is at most δ if and only if
It can easily be shown by induction on d that the last inequality holds even for arbitrary
Case 2 : There exists an index j ∈ [d] with i j = κ(δ, d). Then we consider x := 0. Obviously x ≤ x * ≤ x and
Thus we have shown that Γ is a δ-cover of [0, 1] d . The recursion formula for calculating x 0 , . . . , x κ(δ,d) implies
Thus x i+1 ≤ δ if and only if
.
This establishes (8) . Furthermore, an elementary analysis reveals that the function F :]0, 1[→ R, defined by
is monotonic decreasing with lim δ→0 F (δ) = ln(d). Hence the estimate for κ(δ, d), given in Theorem 2.3, holds and is sharp.
We want to prove an additional upper bound for N (d, δ) with a better asymptotic behavior in d. In our application we shall use both bounds, i.e., (7) and (9), depending on the dimension d (see Theorem 3.2 and Remark 3.4). Let us introduce further definitions:
where the minimum is taken over all subsets A, E of Γ with the property that for every y ∈ S there exists a δ-covering pair (x, z), x ∈ A ∪ {0}, z ∈ E, with y ∈ [x, z]. We put
Furthermore, we denote (
We list some elementary observations:
(ii) Subadditivity:
, and the lemma follows from Lemma 2.5(ii).
In the rest of this section, all O-notation refers to the variable δ −1 only. So the implicit constants may depend on d.
In particular,
. We proceed by induction. Let d = 1. Then we define A = {1/n, ..., (n − 1)/n} and E = A ∪ {1}. The set Γ = A ∪ E is clearly a δ-cover with M (Γ) ≤ 2δ −1 + 1. Let now d ≥ 2, and put a i = (1 − iδ) 1/d for i = 0, ..., n − 1 and a n = 0.
, we conclude from Lemma 2.5 and 2.6
δ i , we can majorize the last sum by
for all γ ≥ 0 shows that
At the end of this section we state a lower bound for N (d, δ) and show how N (d, δ) is related to the so-called covering number and the packing number of anchored boxes in the d-dimensional unit cube.
Since a not much weaker bound can be derived directly from a result in [10] (see Remark 2.10), we give just the proof idea and omit tedious calcu-
. (This has to be shown only in the geometrical setting y ≤ z, where it is evident.) Furthermore, one can derive
for all z ∈ U (d, dδ) (e.g. by expanding vol(A δ (z)) into a power series in δ/V z ). The following auxiliary lemma shows how we can use the last estimate to prove Theorem 2.8.
Hence Theorem 2.8 follows from the identity
which can be proved by induction on d using a suitable integral transform. 
is the cardinality of the largest ε-separated subset of C. It is easy to verify that
Thus, e.g., our upper bounds for N (d, δ) lead to the upper bound
For fixed d and small ε this bound improves the bound that follows from a celebrated result of
On the other hand, a lower bound for N (C, d λ , ε) induces a lower bound for N (d, δ). After we achieved the result of Theorem 2.8, we became aware of a preprint version of [10] . There, in the course of the proof of Theorem 2, the estimate
Applications to Star-Discrepancy
In this section we use our constructions of small δ-covers to prove upper bounds for the L ∞ -star-discrepancy and its inverse. We observe the following simple approximation property: 
(ii) For all 0 < ε ≤ 1 we have, with κ(ε/2, d) as in Theorem 2.3,
and, with ρ = 3 ln(3)/ 2(3 ln(3) + ln(2)) < 1.167,
Proof. We combine our upper bounds for the cardinality of minimal δ-covers from Section 2 with the probabilistic argument from [8] , proof of Theorem 1:
The range of ξ (i)
x is contained in an interval of length one and the expectation E(ξ
x ) is zero. Thus Hoeffding's inequality (see, e.g., [15, p.191-2] ) implies
In the case where x ∈ {0, 1}, the probability on the left hand side of the last inequality is even zero. Since 1 is contained in Γ, we get
Therefore the condition
implies P{d *
2 (ln(|Γ|) + ln(2)) for ε = 2δ. Therefore (7) and (9) lead to (14) and (13) .
To derive from (16) an estimate for d * ∞ (n, d), we need more information about the dependence of |Γ| on δ. So let Γ be a non-equidistant grid as in (6) . Then any solution of
fulfills (16) and leads to d * ∞ (n, d) ≤ 2δ. Let δ = δ(n) be a half times the right hand side of (15) . Then δ fulfills (17) if
The last inequality holds for all n ∈ N if and only if
An elementary analysis shows that the right hand side takes its maximum in d = 3 and this maximum is nothing but ρ.
Remark 3.3. The proof of Theorem 3.2 shows that our upper bounds for the star-discrepancy and its inverse will improve if we are able to derive better bounds for N (d, δ). Nevertheless, our lower bound (10) stresses that this proof method cannot lead to a better result than n * (14) is better than (13), whereas for d ≥ 225, it is preferable to use estimate (13) . (Recall that the proof of (14) made use of (7), while (13) was derived with the help of (9).) Remark 3.5. A similar probabilistic argument as in the proof of our Theorem 3.2 was used in the recent papers [9, 12] . But instead of directly applying Hoeffding's inequality, the authors used Bennett's inequality [15, p.192 
This result is a little bit better than the result in [9] derived from Bennett's inequality:
Similarly, the bound in [15] is sharper than the bound stated in [12, Prop.5.1].
At the end of this section we want to evaluate the right hand side of estimate (14) explicitly for some values of d and ε. We take the same values as in [8] , so it is easier to compare our results with the bounds for the inverse given there at the end of Section 2. The bounds in [8] were achieved by using the same technique that we adapted in the proof of Theorem 3.2 and by analyzing the average behavior of the L p -star-discrepancy for even integers p. Our bounds are smaller by factors between 5 and 8.1 than the bounds in [8] that make use of Hoeffding's inequality, and they are still smaller than the bounds resulting from the average L p -star-discrepancy analysis: roughly by a factor 3 for ε = 0.45 and 1.6 for ε = 0.1.
Deterministic Construction of Low-Discrepancy Points
In this section we give a deterministic algorithm for the construction of points satisfying the L ∞ -star-discrepancy bound of Theorem 3.2 by derandomizing the probabilistic argument. We invoke an algorithmic version of the Hoeffding inequality proved in [19] .
The Basics of Derandomization
Here we explain the basic idea behind the algorithm, in fact give its basic form, which will lead to the deterministic construction in the next subsection. In the literature it is often referred to as the method of conditional probabilities.
Let r, n ∈ N. We consider the probability space (Ω, P), where Ω = [r] n , the powerset P(Ω) is the σ-algebra, and P is a product measure of probability measures on [r] . Let E ⊆ Ω be an event with P(E) > 0, and let E c denote the complement of E. For y ∈ Ω, l ∈ [n] and ω 1 , . . . , ω l ∈ [r] the conditional probability of E c under the condition that the first l components y 1 , . . . , y l of the random vector y are ω 1 , . . . , ω l is denoted by
The following simple procedure constructs a vector in E.
Algorithm Condprob
Input: An event E ⊆ Ω with P(E) > 0.
Output: A vector x ∈ E.
For l = 1, . . . , n do:
Proposition 4.1. The algorithm Condprob is correct.
Proof. Let l ∈ [n] and x 1 , . . . , x l−1 ∈ [r]. The conditional probabilities in Condprob can be written as convex combinations:
By the choice of the components of x and the assumption P(E) > 0,
. . , x n ) = 0, and consequently x ∈ E.
The efficiency of this algorithm depends on the efficient computation of the conditional probabilities. In general, it seems to be hopeless to compute conditional probabilities directly. But for the purpose of derandomization it suffices to compute upper bounds for the conditional probabilities, which take over the role of the conditional probabilities. Such upper bounds were introduced by Spencer [17] in the hyperbolic cosine algorithm, and were later defined in a rigorous way as so called pessimistic estimators by Raghavan [16] . We give a little modified definition, covering multi-valued random variables.
Definition 4.2. Let U be a family consisting of functions
, and a constant U 0 ∈ Q. Let E ⊆ Ω be an event with P(E) ≥ θ for some 0 < θ < 1. U is called a pessimistic estimator for the event E if for each l ∈ [n] the following conditions are satisfied:
(iii) Given ω 1 , . . . , ω l−1 there exists an ω l ∈ [r] such that
(iv) Each value U l (ω 1 , . . . , ω l ) can be computed in time polynomially bounded in n, r and log(1/θ).
With a pessimistic estimator we have a polynomial-time implementation of the algorithm Condprob.
Algorithm Derand
Input: An event E ⊆ Ω with P(E) ≥ θ > 0 and a pessimistic estimator U for E. Output: A vector x ∈ E.
Proposition 4.3. The algorithm Derand runs in polynomial time in n, r and log(1/θ), and the output x is contained in E.
Proof. Since U is a pessimistic estimator, each U l (x 1 , . . . , x l−1 , ω) , ω ∈ [r], can be computed in polynomial time, thus the minimizer x l can be computed in polynomial time. The vector x satisfies
. . , x n ) = 0, and therefore x ∈ E.
If we want to apply the algorithm Derand, we have to circumnavigate two obstacles: First, we have to prove a non-zero probability statement of the event under consideration. This is often done with the help of large deviation inequalities for sums of random variables-the approach that we shall use in the next subsection. Furthermore, we need a suitable pessimistic estimator. If the random variables are independent such estimators can be constructed. Again, we shall comment on this in the next subsection. 1. Let us consider n mutually independent random variables X 1 , . . . , X n with values in Γ s m . Suppose that the distribution of each X j is uniform, i.e.,
Applications to Low-Discrepancy Points
The randomized algorithm for the generation of n points in [0, 1] d simply is to take the outcome of the random variables X 1 , ..., X n as the points under consideration.
We can analyze the discrepancy behavior of random point sets of this type using the Hoeffding inequality. In order to use the derandomization results in [19] , let us adopt the notation there: Let X jk , 1 ≤ j ≤ n, 1 ≤ k ≤ r, be the 0/1-random variable which is 1 if X j = g k and 0 else. Let N := N (d, δ), and let Γ = {x 1 , ..., x N } be a minimal δ-cover. For i ∈ [N ] put
Proof. We consider an arbitrary
Let x * i be the uniquely determined point in Γ m with Γ The derandomization problem is to construct a vector t = (t 1 , . . . , t n ) ∈ (Γ s m ) n such that t satisfies all events E i , i.e., t ∈ ∩
then by Lemma 4.5
In that case ∩ N i=1 E i is non-empty and at least some t ∈ ∩ N i=1 E i exists. We have Note that Theorem 4.6 is a special case of Theorem 2.13 in [19] . The observation which has to be made is that Theorem 2.13 in [19] is also valid if we use the Hoeffding bound instead of the Angluin-Valiant bounds (which are used in [19] for the proof of Theorem 2.13).
The proof of Theorem 4.6 involves the conditional probability method and the computation of a pessimistic estimator for the events E 
where t i is a positive scalar that has to be chosen in an appropriate way. We may defineŨ ± i (ω 1 , . . . , ω l ) as the right hand side of (21) and writẽ
The functionsŨ
form a pessimistic estimator for the event E := ∩ N i=1 E i in the sense of Definition 4.2 if we neglect the efficient computability condition (iv). The main work in [19] is to show thatŨ can be approximated by a low-degree polynomial involving only rational parameters. This leads to the replacement ofŨ by an efficiently computable function U , which still is a pessimistic estimator for the event E.
The application to the star-discrepancy problem is now straightforward. In the situation where we take λ i = δ for all i ∈ [N ], (20) is equivalent to 2δ 2 n ≥ ln(N ) + ln 2 1 − θ .
Thus we can use Theorem 4.6 with θ = 1/2 to obtain the following result: condition (22) holds. Here σ < 1.1, as an elementary analysis reveals. It follows from Theorem 4.7 that we can construct points τ 1 , . . . , τ n with
Thus our construction formally solves Problem 1(d) from [7] , which is Problem: For each n, d ∈ N, give a construction of a point set {t 1 , . . . ,
, where c, κ and α are positive constants not depending on n and d.
Also here we have the drawback of a large running time, which is bounded from above by
Comparison with other Methods

A Trivial Search Algorithm
Let ε > 0 and d ≥ 2 be given, and let Γ be a ε/2-cover. We know from the proof of Theorem 3.2 and the discussion in the previous subsection that, with probability at least θ, we can find points t 1 , . . . , t n in Γ∪{0} with discrepancy d * ∞ (t 1 , . . . , t n ) ≤ ε and n = 2ε −2 (ln(|Γ|) + ln(2/(1 − θ))) . (If we take, e.g., θ = 1 − 2|Γ| −1 , we have n = 4ε −2 ln(|Γ|) .) So a trivial algorithm could test all possible combinations of n points from Γ ∪ {0} whether they have discrepancy smaller ε or not.
For a better comparison with the discussion at the end of the previous subsection, let Γ be the non-equidistant grid (6). If we want to test whether a given n-point configuration t 1 , . . . , t n ∈ Γ ∪ {0} has discrepancy smaller ε, it suffices (according to Lemma 3.1) to show
So we have to carry out O(nd) arithmetic operations and comparisons for each x ∈ Γ, which results in costs of order O(
(Note that we here already took advantage of our results from Section 2. If one uses an equidistant grid, these costs would be of order
, which is not very far away from the order of the whole running time of our derandomized algorithm.)
The number of possible n-point configurations in Γ can be estimated by
where c, C are suitable constants. (Again, we would get a worse result if we take an equidistant grid instead of our non-equidistant grid Γ.) Even if we choose θ of the order 1 − 2|Γ| −1 , we cannot ensure that the search algorithm needs less than
tests before it returns a sufficiently good n-point set. (Although it is extremely unlikely that we need such a large number of tests.) Hence the worst-case running time of the trivial search algorithm exceeds the running time of our derandomized algorithm, since it is not only expo-
Small Sample Spaces
In the literature one can find constructions of points having small discrepancy with respect to all axis-parallel boxes in the d-dimensional unit cube. This kind of discrepancy is sometimes called unanchored or extreme discrepancy, and its precise definition is as for the star-discrepancy (with maybe different constants). As pointed out in [4] , our bounds for δ-covers and the bounds from Theorem 3.2 can also be transferred to the situation of the extreme discrepancy-roughly one has to replace d by 2d on the right hand side of the estimates. (A similar transference result holds for bounds based on the average L p -discrepancy, see [5] .) Thus it seems reasonable to compare constructions for the extreme discrepancy with our deterministic algorithm for the star-discrepancy.
Even et al. [3] state efficient constructions of small sample spaces S 1 , S 2 ⊆ [0, 1] d with extreme discrepancy at most ε and |S 1 | = (d/ε) O(log(1/ε)) , |S 2 | = (d/ε) O(log(d)) . They also constructed a sample space S 3 whose discrepancy with respect to all axis-parallel boxes that are non-trivial in at most k dimensions (i.e., boxes of the form k and 1/δ, and the construction is based on small bias probability spaces as created in [13] . Chari, Rohatgi and Srinivasan [1] proved by dimension reduction that the sample space S 3 has already extreme discrepancy less than ε if one chooses k = O(log(1/ε)) and δ = ε 2
This results in a construction of n = poly 1/ε, (d/ log(1/ε)) log(1/ε) points t 1 , . . . , t n with d ∞ (t 1 , . . . , t n ) ≤ ε, improving the bounds of Even et al..
Since the computing time of this construction is bounded from below by n, it is also not polynomial in d and ε −1 . Moreover, their bounds on n are far away from the desired order O(ε −2 d). (Nevertheless, also this construction solves formally Problem 1(c) from [7] .) Our construction for the star-discrepancy gives bounds on n with nearly optimal order of O(ε 
An Open Problem
It is a challenging open question whether or not there is a polynomial-time algorithm in d achieving our bound. This may be not the case unless P = N P . In view of the results of Even et al., Chari et al. and our discussion, it would be of great interest to determine the computational complexity of the problem and to exhibit the threshold for n as a function of d at which a polynomial-time construction in d is possible.
