Abstract: It is well-known that closing the loop around an exponentially stable, nite-dimensional, linear, time-invariant plant with square transfer-function matrix G(s) compensated by a controller of the form (k=s)? 0 , where k 2 R and ? 0 2 R m m , will result in an exponentially stable closed-loop system which achieves tracking of arbitrary constant reference signals, provided that (i) all the eigenvalues of G(0)? 0 have positive real parts and (ii) the gain parameter k is positive and su ciently small.
Introduction
The synthesis of low-gain I and PI-controllers for uncertain stable plants has received considerable attention in the last 20 years. Let G be a proper rational transfer function matrix. The main existence result on robust low-gain I-control says that for any matrix ? 0 satisfying spectrum(G(0)? 0 ) fs 2 C j Re s > 0g ; (1.1) there exists k > 0 such that for all k 2 (0; k ) the controller (1=s)k? 0 stabilizes G and the resulting closed-loop system asymptotically tracks arbitrary constant reference signals. This result has been proved by Davison 4] and Lunze 18] using state-space methods and by Grosdidier et al. 5] and Morari 25] using frequency-domain methods (see also the book by Lunze 20] , chapter 10, and the textbook by Morari and Za riou 26], pp. 362). There are consequently two parts to the design of low-gain tracking controllers: Choosing ? 0 and tuning k. Such a controller design approach, called \tuning regulator theory" 4], has been successfully applied to industrial control problems, see Coppus et al. 2] and Lunze 19] .
In the case that G is square, G ?1 (0) would be a natural choice for ? 0 but in the presence of uncertainty, G(0) might not be known exactly. However, an estimateĜ(0) of G (0) can be obtained, in principle, by performing step response experiments on the plant. In this case the matrix ? 0 is then choosen such that (1.1) holds with G(0) replaced byĜ(0).
Although Mustafa 28] has recently derived a formula for the maximal k in terms of a minimal realization (A; B; C; D) of G, in the presence of uncertainty there are only crude methods available for determining a number k > 0 such that all gain parameters k 2 (0; k ) will lead to a stable closed-loop system, see e.g. Lunze 18 ] and Owens and Chotai 29] . Methods for tuning ? 0 and k by means of experiments and simulation have been developed and discussed in many places, we only mention 4], 18, 20] , 29] and the paper by Penttinen and Koivo 31] .
The above mentioned tuning regulator result has been extended by Pohjolainen 32, 33 ], Pohjolainen and L atti 34], Logemann and Owens 15] and Logemann et al. 11 ] to various classes of (abstract) in nite-dimensional systems, and by Koivo and Pohjolainen 9] and Jussila and Koivo 8] to di erential delay systems.
If the plant uncertainty is large and/or if reliable plant step data is not available then the parameters k and ? 0 need to be tuned adaptively. It turns out that, once the tuning problem for k is solved, the tuning of ? 0 can be achieved by applying the spectrum unmixing techniques used in multivariable high-gain adaptive stabilization, M artensson 21, 22] . Low-gain universal adaptive controllers which achieve asymptotic tracking of constant reference signals for nite-dimensional linear stable plants have been presented by Cook 1] and by Miller and Davison 23, 24] . y By \universal" we mean that the controllers are not based on system identi cation or plant parameter estimation algorithms. The y Surprisingly, the low-gain adaptive tracking problem has received less attention than its high-gain counterpart, see Ilchmann 7] , Logemann and Ilchmann 12], Ryan 38] and the references therein.
controller given in 1] is smooth, while the control laws derived in 23, 24] are \piecewise constant". Cook's paper 1] is restricted to the single-input single-output case. The controller given in 24] satis es a control input constraint.
In this paper we consider the problem of low-gain I-control for the class of exponentially stable, linear, regular in nite-dimensional systems introduced and studied by Weiss Although there exist well-posed in nite-dimensional systems which are not regular, the authors believe that any physically motivated well-posed linear time-invariant control system is regular.
In Section 2 we provide the necessary background on regular systems which will be needed in Sections 3{5. With one exception, all the results in Section 2 are due to Weiss 44] { 49], the exception being a nonlinear existence result which is required for adaptive low-gain control. The proof of this result is relegated to an Appendix. Section 3 is devoted to non-adaptive low-gain control of regular systems. We rst prove a frequency-domain result on the existence of low-gain tuning regulators of the form (1=s)k? 0 for all square transfer function matrices G which are holomorphic and bounded on some right-half plane Re s > for some = (G) < 0 and satisfy det G(0) 6 = 0.
This result is then applied to regular state-space systems and it is shown that for all su ciently small k the closed-loop system will achieve asymptotic tracking of constant reference signals provided the inital state of the open-loop system is su ciently \smooth".
In Sections 4 and 5 we consider the adaptive low-gain tracking problem for regular in nite-dimensional systems. While the problem of universal adaptive stabilization for in nite-dimensional systems has received some attention in recent years, see Logemann 10] Townley 41] , very little work has been done on adaptive tracking (see however the paper by Logemann and Ilchmann 12] on a high-gain adaptive servomechanism for a class of in nite-dimensional systems). In particular, it seems that so far no research has been carried out on the adaptive low-gain control problem in an in nite-dimensional setting. We mention that the main result in Cook 1] (at least as we understand it) relies on the Kalman-Yakubovich lemma. A straightforward extension of the approach in 1] to regular in nite-dimensional systems is not possible, since the existence of an appropriate in nite-dimensional version of the Kalman-Yakubovich lemma is a di cult open problem. Moreover, it does not generalize to multivariable systems, because the return di erence matrix I + (1=s)kG(s)? 0 is positive real for all su ciently small k only if G(0)? 0 is symmetric. The (discontinuous) piecewise constant controllers presented in Miller and Davison 23, 24] seem unnecessarily complicated and would not generalize to the in nitedimensional case either. Section 4 is restricted to the single-input single-output case. We rst give an alternative proof of the nite-dimensional result obtained by Cook 1] .
Our proof illustrates certain special system theoretic properties of the low-gain problem, properties which can even be exploited in the in nite-dimensional case. The basic idea in 1] is to set the integrator gain k equal to K( ), where K is a function, the so-called tuning function, and is a parameter which is adjusted by a suitable adaptation law. The class of tuning functions K given in 1] exploits the low-gain nature of the problem in the sense that K( ) ! 0 as ! 1. We then prove the main result in Section 4, a low-gain adaptive tuning regulator result for in nite-dimensional regular systems. The choice of tuning functions is more constrained than in the nite-dimensional case, although we can still work with functions K satisfying that K( ) ! 0 as ! 1. In the multivariable case, which is treated in Section 5, we have to resort to tuning functions which oscillate smoothly between 0 and an arbitary positive number.
We The following concept was introduced by Weiss 46 ]. An equivalent de nition can be found in Salamon 39] .
De nition 2.1 Let U, X and Y be real Hilbert spaces. An abstract linear system with state-space X, input-space U and output-space Y is quadruple = (T; ; ; F), where (i) T = (T t ) t 0 is a C 0 -semigroup of bounded linear operators on X, 
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It follows easily from the de nition that 0 = 0 and that for any 0, x 0 2 X and u 2 L 2 loc (R + ; U) ( x 0 )(t) = (F u)(t) = 0 for a. e. t :
Let an input u 2 L 2 loc (R + ; U) and an initial state x 0 2 X be given. The state x(t) = x(t; x 0 ; u) of at time t 0 and the output y( ) = y( ; x 0 ; u) of are de ned by x(t) = T t x 0 + t P t u ; (2.1a) P t y = t x 0 + F t P t u : (2. The following lemma will be needed in Section 3. Certainly, it should be well known. However, since we could not nd it in the literature, we include the proof. Weiss 49] . Consider the feedback system shown in Figure 2 x(t) = T K t x 0 + K t P t (Ky + u) (2.8a) P t y = K t x 0 + F K t P t (Ky + u) :
Moreover, for t 0 we have that
The above formulas (2.8) and (2.9) will turn out to be very useful in Sections 4 and 5. Finally, consider the nonlinear system given by
where v 2 L 2 loc (R + ; R m ) is the input and w denotes the output. The function K : R ! R is assumed to be locally Lipschitz. For Sections 4 and 5 we need a well-posedness result for the feedback interconnection of and (2.10). More precisely, consider the feedback system given by (2.1), (2.10) and the interconnection equations v = y ; u = ?w ; 9 (where, of course, we assume that U = Y = R m ). The closed-loop equations for y and then take the following form (ii) (y; ) satis es (2.11) almost everywhere on 0; ). If (2.11) has a solution (y; ) on 0; ), then the corresponding state trajectory of is given by x(t) = T t x 0 ? t (P t K( )y) 8t 2 0; ) : Proposition 2. be square transfer function matrices and consider the following feedback system shown in Figure 3 .1 which will be denoted by F(G;K Notice that the above concept of input-output stability is stronger than L 2 -stability which is equivalent to F(G; K) 2 H 1 0 2m 2m . However, De nition 3.1 has the advantage that it guarantees the analyticity of the closed-loop transfer function on C for some < 0, a property which will be needed in the following. 
Seeking a contradiction, suppose that G is not well-posed. Then there exists a sequence (s n ) n2N C cl 0 with lim n!1 Re s n = 1 and such that lim n!1 kG(s n )k = 1. As a consequence lim
On the other hand lim n!1 K(s n ) = 0, and hence lim n!1 N K (s n ) = 0 :
Combining (3.2) and (3.3) shows that
contradicting (3.1).
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Since in this paper we will be mainly concerned with controllers of the form K(s) = (1=s)?, where ? 2 R m m , the following de nition will turn out to be useful. is integral stabilizable, then necessarily it is well-posed.
In the following let ( ) denote the Heaviside step function, i.e. For the proof of the above proposition we need the following lemma which is a special case of the main result in Mossaheb 27] . Lemma 3.6 Suppose that h is a holomorphic function de ned on C such that the function s 7 ! sh(s) is in H 1 The following theorem is the main input-output result of this section. 
The following Proposition deals with single-input single-output systems. It will be needed in Section 4, although it is interesting in its own right. Proof: We shall proceed in several steps.
Step 1: By Theorem 3.8 there exists k > 0 such that for all k 2 R with kG(0) > 0 and jkj 2 (0; k ) we have thatG k 2 H 1 ? . Moreover, sinceG k (0) = 1=k, it follows that for all k as above kG k k 1 1 jkj :
Step 2: Let (k n ) be a sequence such that jk n j 2 (0; k ), k n G(0) > 0 for all n 2 N and lim n!1 k n = 0. Moreover, let (! n ) be a sequence of real numbers with lim n!1 ! n = 0.
We claim that there exists N 2 N such that jG kn ({! n )j < 1 jk n j 8 n > N : (3.8) To this end de ne H = 1=G, and realize that (3.8) is equivalent to j{! n H({! n ) + k n j > jk n j 8 n > N : Since (Re H({! n )) 2 ? 2k n f(! n ) > 0 for all su ciently large n, it follows that there exists N 2 N such that (3.9), and hence also (3.8) , are satis ed.
Step 3: Finally, seeking a contradiction, assume that there does not exist a number k > 0 with the required property. Then, using
Step 1, we see that there exists a sequence (k n ) with lim n!1 k n = 0, k n G(0) > 0 and such that kG kn k 1 > 1 jk n j 8 n 2 N : Therefore there exist numbers ! n 2 R such that jG kn ({! n )j > 1 jk n j 8 n 2 N :
It follows from (3.9) and Step 2 that the sequence (! n ) does not converge to 0, and so there exists " > 0 and a subsequence (! n j ) such that j! n j j " for all j 2 N. It follows that for all j with k n j kGk 1 2 (?"=2; "=2) jG kn j ({! n j )j kGk 1 j{! n j j ? jk n j G({! n j )j 2kGk 1 " ; which is in contradiction to (3.9).
In the following we will apply Theorem 3.8 to regular linear state-space systems. Since this additional assumption of regularity does not exclude any physically motivated wellposed system, the following results are as general as can be expected. We will consider the series connection~ of int followed by plant with input v and output y (cf. Figure 3. 2). Figure 3. 3). Proof: SinceG(s) = (1=s)G(s) and G 2 H 1 for some < 0, it follows from Section 2 that any ? 2 R m m is an admissible feedback operator for~ .
We show rst that the second equality in ( Proof: (i) The semigroupT ? describes the dynamics of the feedback system shown in By assumption the closed-loop system is input-output stable, and so (I + KG) ? The last statement of part (ii) follows from the fact that the boundedness of the observation operator C implies the boundedness of the observation operatorC. 2 Remark 3.12 Part (i) of Proposition 3.11 shows that in our special situation (i.e. the plant is exponentially stable and the controller is an integrator) input-output stability implies exponential stability. Using a result by Rebarber 37] , it can be shown ( Weiss 50] ) that under suitable stabilizability and detectability assumptions the feedback interconnection of any two linear regular systems is exponentially stable if it is input-output stable. Since this result is not yet available in the literature (not even in form of a preprint), we have included a proof of Proposition 3.11 (i).
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We are now in the position to prove the main result of this section, an internal version of Theorem 3.8 which applies to abstract linear regular state-space systems. Consider the feedback system in Figure 3 Remark 3.14 If (x 0 ; u 0 ) 6 2 D(Ã), then in general e(t) := e(t; (x 0 ; u 0 )) will not converge to 0 as t ! 1 (in fact e( ) does not even make sense pointwise). However, by Theorem 3.13, we still have that e 2 L 2 (R + ; R m ), which implies that e(t) converges to 0 in measure as t ! 1 in the sense that for any " > 0 and any > 0 there exists T = T("; ) > 0 such that (ft 2 ; 1) j je(t)j > g < " 8 T ;
where denotes the Lebesgue measure. We close this section with a lemma which will be needed in Section 4 in order to reformulate adaptive tracking problems as adaptive stabilization problems In this section we prove that with di erent, suitably chosen tuning functions K, these results extend to the case when the system is in nite-dimensional, regular and exponentially stable. However, rst we give alternative proofs of the nite-dimensional results in 1]. Our approach is based on the special systems theoretic properties of the \low gain" problem established in Proposition 3.9, special properties which can even be used in the in nite-dimensional case. While the approach in 1] is based on the positive realness of the return-di erence function 1 + (k=s)G(s), for all small enough k, and the associated Lur'e equations, the key tools in our approach are Proposition 3.9 and the characterization of the complex stability radius via a parametrized algebraic Riccati equation given in Hinrichsen and Pritchard 6]. If r (t), r 2 R, is any constant reference signal and u(t) is de ned by (4.1a) and (4.1b), with e(t) = r ? y(t), then for each 0 > a, x 0 2 R n and u 0 2 R the following statements hold (i) lim t!1 (t) = 1 < 1, (ii) x(t) and u(t) remain bounded as t ! 1,
Proof: The rst step is to realize the reference signal r as an unforced motion of the series connection of the integrator 1=s followed by (4.4). By Lemma 3.15, applied in this simple nite-dimensional context, there exists (x r ; u r ) 2 R n R such that r =CeÃ t (x r ; u r ) for all t 0. It follows that e(t) = r ? y(t) =Cx(t) ; (4.6) wherex(t) is given byx (t) = eÃ t (x r ; u r ) ? (x(t); u(t)) :
where k 2 R is arbitrary. Now the right-hand sides of (4.1b) and (4.8) are locally Lipschitz inx and , so thatx(t) and (t) are uniquely determined on a maximal interval of existence, 0; ) say. We now invoke Lemma 4.1 and de ne V (t) = ?hx(t);P kx (t)i; 24 whereP k =P T k 0 is the unique solution of (4.3), with jkj small enough and kG(0) > 0.
Di erentiating V along solutions of (4.1b) and (4.8) gives _
Integrating this inequality, from t 0 to t, where 0 t 0 < t < , and using (4.1b) and (4.6) yields
Seeking a contradiction, assume that lim t! (t) = 1. Then, using (4.5) and exploiting the assumption that K 2 L 2 (b; 1; R) we obtain
for some sequence (t n ) n2N with (t 0 ) = b and lim n!1 t n = . Since this contradicts (4.10), it follows that (t) is bounded on 0; ) and consequently = 1, which establishes (i).
In order to prove statements (ii) and (iii), choose k in (4.9) such thatÃ ? kBC is exponentially stable (this is possible by Theorem 3.8). Trivially, by (i), e 2 L 2 (R + ; R), and so it follows from the boundedness of K that the forcing term on the right-hand side of (4.9) is in L 2 (R + ; R). Thereforex(t) is the state of an exponentially stable system driven by an L 2 -input, and consequently lim t!1x (t) = 0. Statements (ii) and (iii) follow now from (4.7) and (4.6), respectively. 
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The in nite-dimensional case For the rest of this paper let plant = (T; ; ; F) be an exponentially stable regular system with transfer function G. Let A, B, C and D denote the generating operators of plant . As in Section 3 we denote the series connection of the integrator 1=s followed by plant by~ = (T;~ ;~ ;F). It was shown in Section 3 that the system~ is regular. LetÃ,B andC denote the corresponding generating operators (trivially,D = 0), and letG(s) = (1=s)G(s) denote the transfer function of~ . For the rest of this section we assume that the input and output spaces U and Y of plant are one-dimensional.
We were not able to extend the proofs of Theorem 4.2 and Proposition 4.3 to the in nite-dimensional setting outlined in Section 2. The problem is caused by the fact that Lemma 4.1 does not hold in the in nite-dimensional case, unless very strong and unnatural controllability assumptions are imposed. As already mentioned in the Introduction, the approach in Cook 1] does not carry over to in nite-dimensional systems either. Nevertheless, it will turn out that in the in nite-dimensional situation we can still use tuning Proof: We assume throughout the proof that p < 0. The case p = 0 can be proved using the techniques in the proof of Theorem 5.1. The rst step is to convert the tracking problem (r 6 = 0) into a stabilization problem (r = 0). By Lemma 3.15 there exists (x r ; u r ) 2 D(Ã) so that r =CT t (x r ; u r ) for all t 0. Therefore, setting K( ) = log p cos(log q ) and using (4.11), it follows that e = r ? y =~ 1 (x r ? x 0 ; u r ? u 0 ) ?F 1 (K( )e) : (4. 14)
The nonlinear closed-loop system given by (4.14) and (4.12) is in a form so that Proposition 2.4 is applicable. Let 0; ) be the maximal interval of existence for solutions (e; ) of (4.14) and (4.12) as guaranteed by Proposition 2.4. We know that < 1 only if lim t! (t) = 1. We will prove that (t) is bounded on 0; ). Seeking a contradiction, suppose that (t) is unbounded on 0; ). Then we can nd a sequence of times t 0 < t 1 < ::: < with
We now use these observations combined with estimates we obtain from contractionmapping type arguments. Using (2.9b) on each interval t 2i ; t 2i+1 ] we can write the error e( ) as Moreover, kF k i 1 k = kG k i k 1 , and hence it follows from Proposition 3. Note that in the in nite-dimensional case the tuning function K( ) decays to 0 like a fractional power of log as ! 1, whereas in the nite-dimensional case it decays to 0 like a fractional power of . However, in the case when sign G(0) is known we can use tuning functions which decay to 0 like a fractional power, although more slowly than in the nite-dimensional case. (4.29) We can assume that k 1 is small enough so that, using Proposition 3.9 and estimating, we obtain q (t) ? 1 c p (t) for some c > 0 and all t 2 t 1 ; ). This inequality clearly contradicts the unboundedness of ( ) and the assumption that p < 1=2. 2 
Adaptive low-gain control of multivariable systems
In this section we consider the adaptive low-gain tracking problem, for regular systems with square m m transfer functions G(s). Whereas in Section 4 we could exploit Proposition 3.9, i.e. the fact that for all gains k having the \correct" sign and with jkj su ciently small, kG k k 1 = 1=jkj, in the multivariable case we no longer have this result. Indeed, in general kG k k 1 > 1=jkj. y To overcome this problem we do not use a tuning function K re ecting the low-gain nature of the problem in the sense that lim !1 K( ) = 0, but resort instead to a gain which oscillates smoothly between 0 and 2 (in fact, 2 could be replaced by any positive number ). As in the previous sections let u( ) and y( ) denote the plant input and plant output, respectively, and set e( ) = r ? y( ), where r 2 R m is a demand vector. Modulo certain y By slight abuse of notation we writeG k instead ofG kI ,T k instead ofT kI etc.
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technicalities involving \spectrum unmixing" of G(0) (to be made precise) we show that u(t) = u 0 + Z t 0 1 + cos(log q ( ))]e( ) d ; where 0 < q < 1 ; (5.1) _ (t) = ke(t)k 2 ; (0) = 0 (5.2) is a universal adaptive tracking controller.
We assume throughout that plant is a m-input m-output, exponentially stable, regular system given by (2.1). We will consider two cases. In the rst one we assume that the spectrum of G (0) In the proof of this result we do not have to be so careful with the estimates, since we only need to work in a neighbourhood of a stabilizing integral gain and do not need to account for the possibility of the feedback gain approaching 0.
Proof: The rst step is to convert the tracking problem (r 6 = 0) into a stabilization problem (r = 0). Let r 2 R m , (x 0 ; u 0 ) 2 X R m be given and set K( ) := 1 + cos(log q (t)). By Lemma 3.15 there existsx 0 2 X R m such that e =~ 1x0 ?F 1 (K( )e) : Exploiting the unboundedness of (t) we can nd a sequence of times t 0 < t 1 < : : : < so that (t i ) = i . and 0 < q < 1, and we see that the right-hand side of (5.9) converges to 0 as i ! 1, which yields a contradiction. It follows that ( ) is bounded, showing that (i) and (iii) hold true. The remaining claims follow readily using the same techniques as in the proof of Theorem 4.4. region several times before converging Moreover, small output disturbances could lead to further cycles in the gain adaptation. In Theorem 5.1 we assumed that (G(0)) C 0 . We now consider the case when we know only that det G(0) 6 = 0. Notice that the feedback gain matrix in (5.10) is piecewise smooth, but discontinuous whenever (2 ) ?1 log q takes on integer values, so that Proposition 2.4 is no longer valid. However, these discontinuities in the gain are easily handled by a minor modi cation to the proof of Proposition 2.4. 
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and such that K( (t)) 2 (k ? "; k + ") and S( (t)) = an unmixing set of cardinality 6 is given in M artensson 21, 22] . Zhu 51] has constructed an unmixing set having cardinality 32 for the case m = 3. Unfortunately, the cardinality of the unmixing sets given by the general construction in 22] is far too large than would be convenient for applications.
Examples and Simulations
The results of Sections 3{5 apply to the general class of regular linear systems. For the purpose of illustration we consider two simple examples { nite-dimensional systems with output delays and a damped wave equation in a single spatial variable with boundary control and observation. In all of the simulations we used Matlab. Also the reference signals to be tracked are always stepped with non-zero step time.
Example 6.1 Systems with output delays
We consider a class _ x(t) = Ax(t) + Bu(t) ; y(t) = Cx(t ? h) In Figure 6 .1 h(k) is plotted against k for k in the range (0; 6). Figure 6 .2 shows a plot of y(t), r(t) and K( (t)) against t for (4.27) with p = ?0:4 when h = 4, x(0) = (?1 3) T , u(0) = ?1 and y(t) = ?4 for t < 0. Note in this case that the integrator gain can take values in (0; 0:6) and that K( (1) a cosh(a) 6 = 0. For purposes of illustration we assume that sign (G (0)) is unknown so that we use (4.11) with p = 0 and q = 0:9. Figure 6 .4 shows y(t), r(t) and K( (t)), whilst Figure 6 .5 shows y(t), r(t) and K( (t)) when the sign of G(0) is switched (by replacing u(t) with ?u(t)), with zero initial conditons. 
