In this paper we carry out a complete classification of the Lie point symmetry groups associated with the quadratic Liénard type equation,ẍ+ f (x)ẋ 2 + g(x) = 0, where f (x) and g(x) are arbitrary functions of x. The symmetry analysis gets divided into two cases, (i) the maximal (eight parameter) symmetry group and (ii) non-maximal (three, two and one parameter) symmetry groups. We identify the most general form of the quadratic Liénard equation in each of these cases. In the case of eight parameter symmetry group, the identified general equation becomes linearizable as well as isochronic. We present specific examples of physical interest. For the nonmaximal cases, the identified equations are all integrable and include several physically interesting examples such as the Mathews-Lakshmanan oscillator, particle on a rotating parabolic well, etc. We also analyse the underlying equivalence transformations. 
I. INTRODUCTION
Ordinary differential equations (ODEs), especially nonlinear ones, are very useful in the formulation of fundamental natural laws and technological problems for a long time. The Lie algebraic properties of these equations are one of the basic aspects which got attention after Lie's initial work in which he discovered that all the integration methods for ODEs can be obtained from his theory [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Lie gave a classification of ODEs in terms of their symmetry groups, thereby identified the full set of equations which could be integrated or reduced to lower order equations by his method. Since then several contributions have been made on symmetry group classification of ODEs [11] [12] [13] [14] [15] [16] [17] . In particular it has been shown that any second order nonlinear ODE which admits eight parameter Lie point symmetries is linearizable to free particle equation through point transformations [1] .
Recently, Pandey et al. [12] have studied the Lie point symmetry properties of a general Liénard type equationẍ
where f (x) and g(x) are arbitrary smooth functions of x and overdot denotes differentiation with respect to t, and identified several interesting integrable and linearizable equations.
They divided their analysis into two parts. In the first part they isolated equations that admit lesser parameter Lie point symmetries, and in the second part identified equations that admit maximal (eight parameter) Lie point symmetries. They proved the integrability of all the equations obtained in the first part either by providing the general solution or by constructing a time independent Hamiltonian. In the second part they discussed the linearizing transformations and solutions for all the nonlinear equations identified under this category.
Yet another general second order nonlinear differential equation which is of high physical and mathematical interest [10, 18, 19] is of the form A(ẍ,ẋ, x) ≡ẍ + f (x)ẋ 2 + g(x) = 0,
where f (x) and g(x) are arbitrary functions of x and overdot denotes differentiation with respect to t. We will designate Eq. (2) as a quadratic Liénard type system for convenience (corresponding toẋ 2 term in (2)). For example, the one dimensional Mathews-Lakshmanan (ML) oscillator with f (x) = − λx 1+λx 2 and g(x) = ω 2 0 x 1+λx 2 belongs to this class [22] . It exhibits only one Lie point symmetry even though it has been proved to be linearizable with the help of nonlocal transformations. Due to its unusual property it has been studied by many authors at the classical as well as quantum levels [23, 24] . Another example is the motion of a particle on a rotating parabolic well with f (x) = λx 1+λx 2 and g(x) = ω 2 0 x 1+λx 2 [25] [26] [27] . Several theorems on the isochronous cases belonging to (2) exist in the literature [18] [19] [20] [21] . Even though the integrability properties of the general form of Eq. (2) has been discussed in the literature and it can be integrated in the form of a quadrature, its general properties have been hardly studied. In this paper, we systematically identify and classify all the equations, belonging to class (2), which admit one, two, three and eight parameter symmetry groups, from a group theoretic point of view and explore certain interesting properties associated with them.
The main objective of this paper is to carry out a detailed Lie point symmetry analysis of Eq. (2) . In this way we study the linearizable, and integrable (but not linearizable by point transformations) cases separately. Firstly, we consider the linearizable case and find the general form of Eq. (2) for which it admits eight point symmetry generators. The general form of Eq. (2) in this case turns out to bë
where g 1 and g 2 are constant parameters. Apart from this we also show that the system (2) additionally follows the isochronous condition,
where g 1 is a constant and subscript denotes differentiation with respect to x. We prove the significant result that (4) implies (2) . We also discuss some specific examples of physical interest belonging to this class.
Secondly, we consider the integrable cases of Eq. (2) with lesser parameter symmetries.
The general form of the equations which show three and two parameter symmetry generators, respectively, are as follows:
where g 1 , λ 1 and λ 2 are constants.
The rest of the cases of Eq. (2) correspond to one parameter Lie point symmetry group.
In fact, ML oscillator with
1+λ x 2 belongs to this case. To ensure the existence of integrability of such systems, one can associate more general symmetries such as the λ-symmetries [28, 29] .
The plan of the paper is as follows. In Sec. II we deduce the determining equations for the infinitesimal symmetries. The general form of the equation is obtained for the maximal symmetry group in Sec. III and its symmetry generators corresponding to sl(3, R) algebra are deduced. The isochrnocity of the system is verified in Sec IV. Some physically interesting examples of this class of equations are discussed in Sec V. Sec. VI deals with the nonmaximal case and the associated equations are derived here. The symmetry property with f (x) or g(x) as zero is discussed in Sec. VII. The equivalence transformations are investigated in Sec. VIII. Finally, conclusion is given in Sec. IX.
II. DETERMINING EQUATIONS FOR THE INFINITESIMAL SYMMETRIES
We consider the quadratic Liénard type system of the form (2). We will assume f (x) = 0 and g(x) = 0 to start with. Let Eq. (2) be invariant under an one parameter group of symmetry transformations,
An operator G given by
is said to be an infinitesimal generator of the one parameter Lie point symmetry group of transformations for Eq. (2) iff
or equivalently
where
and
Substituting Eqs. (11) and (12) in Eq. (10) and equating different powers ofẋ m , m = 0, 1, 2, 3, to zero, we obtain the determining equations,
where subscripts denote partial derivatives. Solving Eq. (13) we get
where ℑ(x) = F (x)dx and F (x) = e f (x)dx . Here a(t) and b(t) are arbitrary functions of t. Substituting ξ tx =ḃF from (17) into (14) and then integrating it twice with respect to x, we get
and c(t) and d(t) are arbitrary functions of t. Now with the above forms of ξ and η, Eqs. (15) and (16) can be written as
In analyzing the above system of Eqs. (19) and (20), we can distinguish two separate cases.
(i) Case 1 : b = 0 : In this case we can write Eq. (19) as
Substituting f , the above form of g and G i ′ s, i = 1, 2, 3, into (20) and equating the coefficients of various independent functions of x, a set of determining equations can be obtained. Solving the resultant determining equations one can get the symmetry functions a(t), b(t), c(t) and d(t) which in turn fix the form of the associated symmetries.
(ii) Case 2 : b = 0 : In this case Eqs. (19) and (20) are simplified to
Substituting the forms of G 2 and G 3 in Eqs. (22) and (23) 
ETER SYMMETRIES
We now consider the case b = 0 in Eqs. (19) and (20) . For the sake of generality we consider f = f (x). Now substituting the values of G i ′ s, i = 1, 2, 3, (given below Eq. (18)) and their derivatives in terms of f (x) in Eq. (21) we arrive at
= constant as g is a function of x only and is free from t.
Now for the above form of g(x)
Eq. (2) can be written as
To explore the symmetry group of the above Eq. (25), we substitute the values of G i ′ s
and their derivatives as well as g in (20), and equate the resultant coefficients of various independent functions of x to zero. Consequently we get the following set of determining equations for the functions a(t), b(t), c(t) and d(t), that is
Note that g 1 and g 2 are system parameters fixed by the form of g(x) in (24). Solving the above system of equations consistently, we can express the form of the functions a(t), b(t), c(t) and d(t) as
where a (17) and (18)) are
3/2 1
The associated infinitesimal generators read
3/2 1 ∂ ∂x ,
One can easily check that these eight generators lead to the sl(3, R) algebra.
IV. ISOCHRONOUS CONDITION, LINEARIZABILITY AND THE NATURE OF SOLUTION OF EQ. (25)
A. Isochronicity condition A dynamical system is called isochronous if it features in its phase space an open, fullydimensional region where all its solutions are periodic in all its degrees of freedom with the same, fixed, period [30] . The linear harmonic oscillator is the prototype of an isochronous system and all other isochronous systems are isoperiodic with the harmonic oscillator. Eq.
(2) can be mapped on to the linear harmonic oscillator,
with the following invertible transformation
where h(x) is a function of x alone, provided for suitable choice of f (x) and g(x) Eq. (2) is isochronic. Now substituting the derivatives of X in equation (30) we geẗ
where prime denotes differentiation with respect to x. Comparing Eq. (32) with (2) we get the following two relations
From Eq. (33) one can get
where h 1 and h 2 are integration constants. Now substituting (35) and its first derivative into Eq. (34) we can obtain
Comparing the forms of h(x) from Eq. (35) and (36) we obtain the condition
Differentiating both sides of (37) with respect to x and integrating the resultant equation we find
where ω 2 0 has been replaced by g 1 for analogy. Eq. (38) is exactly the same as the one we obtained with the help of symmetry method, see Eq. (24) . Now inverting the relation X = h(x) in Eq. (31), we find that for the above form of g, the solution is isochronous.
Thus we can conclude that the periodic solutions of Eq. (25) are all isochronous.
B. Linearizability Condition
It has been proved that the linearization of a scalar second order ODE,ẍ + f (t, x,ẋ) = 0, via point transformation has the cubic in first derivative [1] , that is
with the coefficients A, B, C and D satisfying the following two invariant conditions,
where the suffix refers to partial derivatives. On comparing (2) with (39), we find the condition of linearizability from equation (40) as
The integration of the above equation gives the form of g(x) as
So we see that the linearizability criterion also suggests the same form of g as the one we obtained from symmetry method and by isochronicity condition. This is in conformity with the fact that the system (25) admits eight Lie point symmetries as shown above.
V. SPECIAL CASES OF MAXIMAL SYMMETRY GROUP
In this section we consider some physically interesting special cases by fixing the form of f (x) in Eq. (25) . The determining equations will be the same as given by Eq. (26) and hence the forms of the functions a(t), b(t), c(t) and d(t) will also be the same. Then their symmetries can be obtained directly from Eq. (28) for appropriate choice of f (x) and parameters, which leads to the infinitesimal generators.
Fixing the function f (x) as a constant (= λ), we get the form of Eq. (2) 
Note that in the limit λ → 0, Eq. (43) reduces to the linear harmonic oscillator
The form of ξ and η associated with Eq. (43) will be obtained directly from equation (28) and can be written as
The corresponding symmetry generators thus turn out to be
One can write down the solution of equation (43) by transforming it to the linear harmonic oscillator equation as mentioned above and it is found to be
Here A and δ are arbitrary constants. For A < 1 we have physically acceptable (isochronous) periodic solutions with frequency exactly the same as that of the linear harmonic oscillator case, λ = 0. The Hamiltonian of equation (43) can be then written as
where p = λ 2 e 2λxẋ is the conjugate momentum.
The phase portrait underlying Eq. 
The corresponding symmetry generators are given by
Equation (49) can be transformed to the linear harmonic oscillator equation as discussed in Sec. IV and the isochronous solution can be then written as
where ω 0 and δ are constants. For A < 1 λ
, we have physically acceptable periodic solutions.
The frequency of oscillation is exactly the same as that of the linear harmonic oscillator case, λ = 0. The Hamiltonian of (49) can be written as
where the conjugate momentum is p =ẋ To explore the forms of the equations having lesser parameter Lie point symmetries we consider the case b = 0 vide Eqs. (19) and (20) . Eq. (22) provides condition between the symmetry functions a(t), c(t) and d(t), whereas Eq. (23) determines the form of g corresponding to the given form of f .
Let us now define a function M = 2 (ċ G 2 +ḋ G 3 ). Then Eq. (22) can be rewritten as
Integrating Eq. (54) we get
where d 1 is an integration constant. Consequently, we have
that is
As G 2 = 0 and G 3 = 0, which are two distinct functions of f (x), we are left with two constraints 2ċ =ä, 2ḋ = d 1 .
Next we note that Eq. (23) is a first order differential equation in g. For a given form of f in (23) one can get g which will then decide the form of (2). Rewriting Eq. (23) witḧ d = 0 (from (58)), we have
Since g should be a function of x alone (vide Eq. (2)), we choose
where λ 1 , λ 2 and λ 3 are constants. Then Eq. (59) can be rewritten as
Analyzing the relations 2ċ =ä (from (58)) and λ 2 = 2ȧ c (from(60)), we get 
where a 1 , d 1 and d 2 are three arbitrary (symmetry) parameters, which lead to a three parameter Lie point symmetry group. Substituting λ 2 = 4, λ 3 = 0 and the actual forms of G 2 and G 3 in Eq. (61) and integrating, we obtain
where g 1 is an integration constant. For this form of g Eq. (2) reads
The infinitesimal symmetries associated with Eq. (65) are then
The corresponding infinitesimal generators can be written as
This represents a three parameter symmetry case. The corresponding Lie algebra is
Example:
As a specific example of three parameter Lie point symmetries we consider the nonlinear ODE, with f (x) = − 2 x and g 1 = λ in Eq. (65),
The infinitesimal symmetries for this equation can be written from Eq. (66) as
The general solution of Eq. (69) is given by [22] x(t) = λ 1 (mλ
where I 1 , t 0 are constants of integration and m = I 1 λ 
where a 1 and a 2 two arbitrary constants which corresponds to two parameter Lie point symmetry group. Substituting λ 3 = 0 and the actual forms of G 2 and G 3 in Eq. (61) and integrating, we obtain
so that Eq. (2) takes the form
Note that in Eq. (74), for the choice λ 2 = 1 we have g(x) = g 1 e − f dx , where g 1 is an arbitrary constant. This is exactly the same case (38) with g 1 = 0 (g 2 is an arbitrary constant which can be considered as g 1 for analogy) admitting eight Lie point symmetries.
So we exclude the λ 2 = 1 case in Eq.(75) from the present two parameter symmetry case.
The infinitesimal symmetries associated with Eq. (75) are
The corresponding infinitesimal generators become
satisfying the commutation relation
As an example for the two parameter symmetry group case, we consider the nonlinear
The infinitesimal symmetries of Eq. (79) can be written from Eq. (76) as
Then infinitesimal generators can be written as
The solution of (79) can be written in an implicit form
where I 1 and t 0 are integration constants and m = I 1 λ 1 − 2λ.
Next we consider the case c G 2 + d G 3 = 0. As G 2 = 0 and G 3 = 0 we have necessarily c = 0 and d = 0. With this set of restrictions in (22) and (23) we getȧ = 0, g = 0, which gives a = a 1 , where a 1 is an arbitrary constant. Obviously this leads to an one parameter symmetry group. It corresponds to time translation generator X = ∂ ∂t irrespective of the form of f and g. Hence all other forms of f and g which do not belong to eight, three, and two parameter symmetry groups belong to the family of one parameter symmetry group. Now, multiplying with an integrating factorẋe 2 f (x)dx , Eq. (2) can be written aṡ
After an integration the above equation can be brought to the forṁ
where I 1 is an integration constant. A second integration leads to the quadrature
where t 0 is the second integration constant. Depending on the form of f (x) and g(x), one may or may not be able to carry out the integration on the right hand side of (85) explicitly.
We now consider two specific examples belonging to this class.
Example 1: Mathews-Lakshmanan Oscillator [22] The equation of motion isẍ
with f (x) = − λ x 1+λ x 2 and g(x) = ω 2 0 x 1+λ x 2 . It admits only the translational symmetry as point symmetry. Using these forms of f and g in Eq. (85), we can write down the general solution as [22] 
Eq. (86) has a Hamiltonian
where the canonical conjugate momentum p =ẋ 1+λx 2 . Note that when λ is negative, | x |<
. The corresponding phase space structure for Eq. (86) is given in Fig. 3 . Example 2: Particle in a rotating parabolic well [26] Similarly a particle moving in a rotating parabolic potential well having the equation of
is a well known model [22, 26, 27] . The underlying Hamiltonian is found to be
and the canonical momentum
Eq. (89) admits only the translational symmetry as the admissible Lie point symmetry.
Using Eq. (84) one can write the first integral for Eq. (89) as
The above parameter Lie point symmetry that are explicitly integrable. This problem has not been pursued in this study and will be discussed separately.
If we consider the special case of Eq. (2) with f (x) = 0, then we havë
The above equation has been studied in detail by Pandey et al. [12] and it has been shown that it admits two and three parameter symmetry generators for certain forms of g(x), while for other choices it admits only one parameter symmetry group.
Next, for the case g(x) = 0, Eq. (2) takes the form
To get the symmetry generators of Eq. (94) we substitute g as zero in Eqs. (19) and (20) and G 1x , G 2x and G 3x in terms of G 1 , G 2 and G 3 and then equate the coefficients of G 1 , G 2 and G 3 to zero. Doing so we arrive at the following determining equations for the infinitesimals,
Solving these equations one can get the forms of a, b, c and d which on substituting in Eq.
(17) and (18) give the symmetry generators as The corresponding infinitesimal generators can be then written as
satisfying the sl(3, R) algebra. Obviously Eq. (94) can be linearized under the transformation X = h(x) to the free particle oscillator equation
where h(x) = h 1 e f (x)dx dx + h 2 , h 1 and h 2 being arbitrary constants.
VIII. EQUIVALENCE TRANSFORMATIONS
Finally we consider equivalence transformations [31] associated with (2) . Let us consider a set of smooth, locally one-to-one transformations T : (t, x, f, g) −→ (T, X, f 1 , g 1 ) of the space R 4 that act by the formulae
An equivalent transformation of Eq. (2) is an invertible transformation that converts Eq.
(2) to an equation of the same form [31]
In this case Eqs. (2) and (100) and the functions {f (x),g(x)} and {f 1 (X),g 1 (X)} are equivalent.
Substituting the transformation (99) into Eq. (100) we get
where the subscripts denote partial derivative with respect to that variable. Equating the coefficients of different powers ofẋ n , n = 0, 1, 2, 3, we get
where J = G t F x − F t G x . Solving Eqs. (102) and (103) we get the forms of the functions f 1
and g 1 as
Substituting these values of f 1 and g 1 in Eqs. (104) and (105) and then equating both the equations thus obtained, we get a general condition on the forms of the functions F and G as
The above equation is difficult to solve for the general forms of F and G. Hence one can consider specific forms of F and G for simplicity. One of the possible solutions for the set of Eqs. (102)- (105) is of the form
where α, β, γ and δ are arbitrary constants. Substituting the above forms of F and G in Eqs. (102)- (105), we get the forms for the functions f 1 and g 1 as
Then the possible equivalence transformation is
Making use of the above, we can write down the equivalence transformation for some of the examples discussed earlier. For example, for Eq. (69) the transformation is given as
whereas for Eq. (79) the transformation is
One can analyse Eq. (108) further to get more general equivalence transformations. We have not pursued this problem further in the present work.
IX. CONCLUSION
In this paper we have investigated systematically the Lie point symmetry groups associated with the quadratic Liénard Eq. (2). Even though the integrability properties of the general form of Eq. (2) has been discussed to some extent in the literature, we have systematically identified and classified all those equations which admit one, two, three and eight parameter symmetry groups. We have found the general form of (2) that belongs to the linearizable case as the one given by Eq. (25) admitting the maximal (eight parameter) symmetry group, whereas for the integrable but not linearizable cases the general forms for three and two parameter symmetry groups are represented by Eqs. (65) and (75), respectively. We have also deduced the interesting result that the condition for isochronicity of Eq. (2) is the same as that of the linearizability condition. Our analysis clearly confirm the powerful nature of analysis of nonlinear ODEs based on symmetry properties.
