Empirical studies of novice programming typically rely on code solutions or test responses as the basis of their analyses. While such data can provide insight into novice programming knowledge, they say little about the programming processes in which novices engage. For those interested in improving novice programming environments, a key research question arises: How can we collect and analyze data on novice programming that will enable us (a) to analyze and compare the programming processes promoted by alternative novice programming environments, and (b) ultimately to build better novice programming environments? To address this question, we have collected a large video corpus of novices as they construct code solutions in various versions of ALVIS Live! [17], a novice programming environment. Through detailed post-hoc analyses of our video corpus, we have developed a methodology for compiling the moment-by-moment evolution of novice code solutions. Based on an analysis of a model code solution's key semantic components, our methodology enables researchers to document, on a second-bysecond basis, (a) what part of a code solution a programmer is focusing on, and (b) where the semantic feedback provided by the programming environment is helping. Although it is time and labor intensive, our methodology provides researchers with a standard set of data and representations for comparing the programming processes promoted by alternative programming environments.
INTRODUCTION
Beginning in the 1970s, a legacy of studies have empirically investigated novice programming (see, e.g., [16] for an eminent collection). Gilmore [11] identifies four main goals of this line of research:
i. to test hypotheses, ii. to compare alternative programming environments or practices;
iii. to evaluate existing programming environments, and iv. to explore programming behavior or technological alternatives that are not well understood.
To meet goals (i), (ii), and (iii), empirical studies have typically employed written tests or questionnaires of programming knowledge as dependent variables (see, e.g., [28] ). In contrast, meeting goal (iv) has often involved analyzing think-aloud protocols of novices as they program (see, e.g., [16] ).
While all of these analysis methods have their place, we have found them insufficient for studies that test hypotheses (goal i), compare alternative environments (goal ii), or evaluate existing environments (goal iii), with respect to the novice programming processes, rather than products, promoted by novice programming environments. Indeed such investigations have the potential to shed light on several key research questions, including RQ1. How are programmers spending their time within a given environment?
RQ2. How can a given programming environment enable a programmer to identify, fix, and avoid, semantic errors?
RQ3. How does a novice program evolve over time within a given environment?
As an illustration of the kind of analysis that could shed light on the above questions, consider Figure 1 , which depicts a timeline visualization of a novice writing a solution to the problem of creating an array of random numbers, and then computing their sum. In this visualization, the x-axis depicts the time, in minutes, of the novice's programming session. The y-axis divides the novice's programming activities into three key categories:
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Figure 1. Timeline Visualization of a Novice's Programming Activities Leading to a Solution to the "Compute Sum" Problem
(a) programming activities that focus on one of 11 semantic components into which we have partitioned a model solution to the "compute sum" problem (depicted as green bars) (b) programming activities focused on semantically-invalid components (depicted as red bars); and (c) activities in which code is explicitly validated for correctness (depicted as blue bars).
The length of each bar denotes the duration of the corresponding activity; spaces between bars (from left to right) represent periods of inactivity. One of the red bars (at 3.5 min.) has a thick black outline. This denotes an invalid code component that was deleted with the help of semantic feedback from the programming environment. Note also that one of the green bars (near 17 min.) has a black outline. This denotes an episode in which semantic feedback provided by the programming environment assisted in the construction of a valid semantic component.
Thus, the timeline visualization presented in Figure 1 provides an overview of the temporal evolution of a novice's coding solution in terms of semantically correct and incorrect components. Such visualization can potentially shed light on the three research questions proposed above. More interestingly, the data from which such a visualization is generated can be used as the basis for (hypothesis-testing) studies that compare the programming processes promoted by alternative programming environments. Such studies, for which product-based and think-aloud methodologies prove inadequate, have the potential to inform, and ultimately to improve, the design of novice programming environments.
In this paper, we develop a novel methodology, based on semantic components, for collecting and analyzing videos of novice programming activity. We begin, in Section 2, by reviewing related work. Section 3 outlines the steps of the methodology, while Section 4 presents a case study that uses the methodology to test hypotheses regarding the appropriate frequency of semantic feedback in a novice programming environment. Finally, in Section 5, we summarize our contributions, and we propose directions for future research.
RELATED WORK
The difficulty of carrying out methodologically sound studies of programming has been widely lamented (see, e.g., [24] ), and there have been several efforts to provide advice and guidance. In one of the earliest such efforts, Brooks [4] focused mainly on issues of experimental design, including the selection of participants, materials, tasks, and dependent measures. More recently, Shneiderman [26] described a variety of different research methods for studying programming, while Gilmore [11] presented guidelines for matching methodologies to research goals specific to empirical studies of programming. None of these methodological discussions, however, considers the problem addressed in this paper: namely, that of analyzing the process of programming for the purpose of gaining insight into how a programming environment might provide the programmer with better support.
While not focused specifically on the issue of methodology, several researchers have been concerned with studying the programming process. For example, Gray and Anderson [13] studied programming activities in order better to understand how and when programmers change their code. Spohrer [29] used think-aloud protocols as a basis for developing a cognitive model of student programming knowledge and processes. Based on analyses of software interaction logs, Goldenson and Wang [12] characterized the processes by which students interact with the Pascal GENIE novice programming environment. Brade et al. [3] observed students as they performed program maintenance tasks, in order to develop visualization support for such tasks. Ormerod and Ball [21] recorded experts as they wrote recursive algorithms in Prolog. Their analysis focused both on the evolution of the experts' programs, and on the experts' verbal protocols, which helped explain that evolution.
In work closely related to the work presented here, Guzdial [15] collected software log files of programmer activity in Emile, a multimedia programming environment. Guzdial developed several techniques for visualizing the student processes documented by the log files, including process diagrams and transition diagrams based on Markov chain analysis. Like Guzdial, we are interested in capturing and visualizing the essential aspects of programming process. However, our work differs from Guzdial's in two key respects: (a) it is based on human analysis of videos, as opposed to log files; and (b) its coding categories are based on a breakdown of a code solution's semantic components, rather than on sequences of low-level interface events.
In order to study the programming process, the methodology presented here draws on two well-established research methodologies: protocol analysis [8] and sequential analysis [2] . Protocol analysis, in which single participants are asked to verbalize their thought processes as they perform tasks, has been extensively employed in the study of programming (see, e.g., [10] ). As in protocol analysis, in our methodology, researchers record single participants as they complete programming tasks, and then perform detailed post-hoc analyses of the recordings. Unlike protocol analysis, our methodology does not have participants verbalize their thought processes, nor does it consider participants' verbalizations in the analysis process. Instead, we capture participants' programming behavior on video-in particular, their computer screens. The actions captured in such screen recordings become the focus of detailed post-hoc analyses.
Employed extensively in the study of human-human interaction, sequential analysis [2] involves coding human or animal behaviors, and then finding patterns in those behaviors. A key problem of sequential analysis is to develop coding schemes with sufficiently high inter-rater reliability [27] , which ensures that different people who are trained in the scheme will code a given behavior into the same category. In our case, the behaviors to be coded are not human-human interactions, but rather humancomputer interactions: namely, the editing operations within a novice programming session. (See [23] for a specialization of sequential data analysis for human-computer interaction research.)
In order to establish a common set of categories into which such editing operations are coded, our methodology requires the development of a model code solution that is broken up into fundamental semantic components. The idea of breaking up a code solution into semantic units is certainly not new (see, e.g., [6] ); indeed, it is performed, in some shape or form, by programming instructors whenever they grade a programming assignment. The novelty of our approach lies in its use of a set of semantic components as a basis for analyzing novice programming processes, rather than products. In remainder of this section, we elaborate further on each of these steps.
THE METHODOLOGY

Constructing Model Solutions
The foundation of our methodology is a means of constructing a model code solution, and then breaking that solution up into semantic components. To construct a model code solution, we advocate the enlistment of a panel of at least three programming experts, who are given a problem description identical to the one that novices will receive when they perform the task. When we have applied this methodology, we have had the panel of experts construct the code solution collaboratively, arriving at the solution through a process of consensus-building. However, the experts could also construct their solutions independently, and then use a statistical model, such as that proposed by consensus theory [22] , to derive the "culturally correct" solution.
To complete this step of the process, the researcher needs to break the model solution up into semantic components. When we have applied this methodology, we have had the panel experts perform the semantic components analysis through a process of consensusbuilding. However, as with the development of the model solution, the researcher could alternatively have the experts identify semantic components independently, and then use a statistical model, such as that proposed by consensus theory [22] , to derive the "culturally correct" set of semantic components.
Whichever method is used, we have found the following five guiding questions helpful in the process of identifying the semantic components in a model solution: 
Making the Recordings
The next step of the methodology is to collect the programming process data that will ultimately be analyzed. In many cases, such data collection will take place within the scope of an experimental study (see, e.g. [24] ) that compares alternative versions of a novice programming environment; the programming process data will then be used to complement the programming outcomes data collected. Alternatively, the researcher could collect process data within the scope of a usability study (see, e.g., [7] ) that evaluates the effectiveness of a novice programming environment.
In either case, the essential data to collect are high-quality (lossless) screen recordings of each programmer's session. When we have applied the methodology, we have enlisted the Morae™ Recorder software [31] with great success, although any video codec capable of lossless screen recordings should work fine. We regard the recording of participants' talk (audio) to be optional in our methodology; however, if recording audio is feasible in a given study, we highly recommend that it be captured as well, as it can provide a powerful resource for the coding step described next.
Coding the Recordings
Once recordings of the programming sessions of interest have been made, the researcher is in a position to perform a post-hoc video analysis of the recordings. In this step, the researcher carefully reviews each video recording in order to classify key participant programming actions into a set of mutually-exclusive categories that identify the following activities and events of interest:
• coding activities directed toward valid components of the model solution (i.e., the kind of coding activity that a novice programming environment would ideally encourage); • coding activities that are not directed toward valid components of the model solution (i.e., the kind of coding activity that a novice programming environment would ideally discourage); • coding activities directed toward validating the correctness of code by explicitly executing that code and observing the results; and • points at which there is clear evidence that the programming environment contributed to the creation of a valid component (good), the removal of an invalid component (good), or the creation of an invalid component (bad). 1 It is important to note that this coding scheme was developed collaboratively over an intensive one month period during which we (a) proposed possible codes; (b) independently applied the codes to sample video segments; (c) came together several times per week to discuss our experiences; (d) refined, added, and removed code definitions based on our discussions; and (e) iterated until we converged on a stable set of codes.
The coding of the video is the most time-and labor-intensive part of the methodology. To ease the coding process, we used Microsoft Excel® to develop coding sheet templates, along with a suite of utility scripts that ensure that only valid codes and sequences of codes are entered into coding sheets. Table 1 . Primary codes often refer to specific valid and invalid semantic components. To identify these components, our coding scheme provides two additional columns-"SC" (secondary code) and "TC" (tertiary code). In cases in which a primary code refers to just one component (e.g., "CS," "IVS," "CE," "IVE"; see Table  1 ), we list a label in the "SC" column that uniquely identifies the component that is being referenced. In the case of one primary code ("IVS"; see Table 1 ), two components need to be referenced, so the "TC" column must also be used. The fourth column in the coding sheet lists the time at which the code was observed, rounded to the nearest second. Finally, the fifth column is reserved for coder observations.
As is the case in any type of sequential analysis [2] , a key concern in this step of the methodology is to ensure the reliability of the coding scheme. To that end, we require at least two people who are trained in the coding scheme to independently code at least 15% of the video corpus being analyzed. One must then check the extent to which the independent coders agree by computing percent agreement and an associated kappa statistic (which factors out the extent to which the coders could have agreed by pure chance; see, e.g., [27] ). In the social sciences, a kappa statistic value of 0.8 is generally considered sufficiently reliable. In our own use of the coding scheme, we achieved kappa values in excess of 0.9 after one month of training (see next section).
Given that each coding spreadsheet contains a potentially large number of temporally-ordered codes, we have found that computing the percent agreement and kappa statistic can be CODE NAME D ESCRIPTION 
AE Algorithm End
The time at which the final editing operation on the algorithm code completes.
AS Algorithm Start
The time at which the first character of algorithm code appears.
CE Valid Component End
The time at which the participant performs the last editing operation directed towards the creation/modification of a valid semantic component; note that the beginning edit of this component must have been coded previously with 'Valid Component Start' code.
CI Valid Component Incomplete
The time at which the participant performs the last editing operation directed towards the creation and/or modification of an incomplete valid semantic component, where incomplete means that the component is partially satisfied by at least one semantically correct (full) component.
CS Valid Component Start
The time at which the participant performs the first editing operation directed towards the creation/modification of a statement that, in the participant's final solution, fulfills one of the valid semantic components.
FC Feedback Leads to Error Correction
The time at which the last instance of semantic feedback appears that leads a participant to transform an invalid semantic component into a valid semantic component.
FD Feedback Leads to Deletion of Invalid Semantic component
The time at which the last instance of semantic feedback appears that leads a participant to delete an invalid semantic component.
FG Feedback Leads to Generation of New Semantic Component
The time at which an instance of semantic feedback appears that leads participants to generate a new, valid semantic component.
FI Feedback Leads to Generation of Invalid Semantic Component
The time at which an instance of semantic appears that leads participants to generate a new, invalid semantic component. Do not place anything in the SC or TC columns.
ID Invalid Component Delete
The time at which the participant performs an editing operation that results in the deletion of a semantic component that cannot be recognized as a valid semantic component. Note: A full deletion of a statement should always be given an "Invalid Component Delete" code. If typing continues on the same line, this constitutes a new editing session, and should be coded as a component start.
IE Invalid Component End
The time at which the participant performs the final editing operation of an editing episode directed towards the creation and/or modification of a semantic component that cannot be recognized as a valid semantic component. Note: Every "Invalid Component Start" code must have either a corresponding "Invalid Component End" or "Invalid Component Delete" code, but not both.
IS Invalid Component Start
The time at which the participant performs the first editing operation of an editing episode directed towards the creation of a semantic component that cannot be recognized as one valid semantic components.
IVS Invalid to Valid Component Start
Invalid to Valid Component Start-The time at which the participant performs the first editing operation of an editing episode in which an invalid semantic component is changed into a valid semantic component. Note:
Use the "Valid Component Start" or "Valid Component Incomplete" to close this code.
TE Task End
The last of (a) the time at which the participant has saved the code for the final time; or (b) the time at which the participant has run the code to the end for the final time.
TS Task Start
The time at which the programming environment appears for the final time before the first edit of the script.
VE Validation End
The time at which the participant stops code execution. Note: The number of semantic components that were validated during the validation session must be logged as well.
VS Validation Start
The time at which the participant initiates the execution of at least one line of code.
cumbersome. To streamline the process, we have built a set of Excel® scripts that output coding spreadsheets into a format that can be read by Coder, a publicly-available behavioral coding and analysis tool [20] . Coder then takes care of processing pairs of coding files and computing the corresponding percent agreement and kappa statistic.
Quantitatively Analyzing the Data
Recall that the primary of objective of the methodology presented here is to characterize novices' programming activities on a second-by-second basis, in order to illuminate patterns of coding activity that might indicate the effectiveness (or lack thereof) of a given novice programming environment. Toward that end, in the fourth step of the methodology, we use the set of coding sheets produced in the previous step as a basis for compiling various statistics on participants' coding activities. Table 2 presents a set of statistics that we have found useful in answering key research questions regarding novice coding behavior with a given programming environment. All of these aggregate statistics can be computed from the set of coding sheets produced in the previous steps. While computing these statistics is a relatively straightforward process, we certainly would not want to do it by hand, as it requires quite a few intermediate data structures. Hence, in our application of the methodology, we developed an Excel® script that processes a coding spreadsheet and builds a corresponding row of data in a master • time-on-task-the total length of the coding session, marked by the TS and TE codes.
Do participants spend their time focused on productive programming activities within a given programming environment?
• % dead time-the percentage of time on task during which participants neither coded nor validated code.
• % valid component editing time-the percentage of time on task directed toward coding valid semantic components • % invalid components deleted or fixed via feedback-the percentage of invalid semantic components that participants ultimately deleted or fixed with the help of semantic feedback provided by the programming environment • % valid and invalid components generated with the help of feedback-the percentage of valid and invalid components that were generated with the help of semantic feedback provided by a given programming environment.
statistics across all programming sessions in the master table. When comparing alternative programming environments, the researcher can use the aggregate data gleaned from thecoding spreadsheets as the basis for statistical significance tests. Because most of the data collected are percentages, they are not of interval scale, and hence violate the assumptions of parametric statistics. Hence, the researcher must be careful to employ non-parametric tests. In most cases, non-parametric Kruskall-Wallis ANOVAs will be appropriate.
Qualitatively Analyzing the Data
The quantitative data compiled and analyzed in the previous step can be used (a) to identify general trends, and (b) to test hypotheses regarding the novice programming processes promoted by alternative programming environments; however, those data tell only part of the story. Indeed, the researcher often wants to look for patterns of behavior that might shed further light on, or explain, the quantitative results. To that end, in the final step of the methodology, the researcher generates and explores "timeline" visualizations of individual participants' coding sessions.
In Section 1, we presented and described a sample "timeline" visualization (see Figure 1 ). Recall that a "timeline" visualization, as defined here, represents a participant coding session. In accordance with the distinctions made by our coding scheme, the visualization depicts each individual editing episode as a bar whose position on the x-axis indicates its start time, whose length indicates its duration, and whose color indicates its focus: either (a) a semantically correct component (green); (b) a semantically incorrect component (red), or (c) code validation (blue). In the case of semantically-correct components (green), a bar's y-axis position indicates the exact semantic component to which the editing episode is dedicated. In addition, the bar chart outlines in black any editing episode that was generated or deleted with the help of semantic feedback provided by the programming environment.
The timeline visualization, as in the example of Figure 1 , provides a gestalt view of a particular individual's coding session. It thus provides a suitable basis for qualitative investigations of patterns of coding behavior. We will illustrate such an investigation in the case study presented in the following section.
Although the algorithm is non-trivial, the researcher can generate a "timeline" visualization automatically from the coding data on any individual programming session. We have implemented an auto-generation algorithm as an Excel® script that takes an individual coding data spreadsheet as input, and generates an Excel® bar chart as output. Our algorithm was used to generate all of the sample timeline visualizations presented in this paper.
CASE STUDY
To illustrate the way in which this methodology might be applied in practice, we now turn to a case study from our own research. Within the context of our development of the ALVIS Live! programming environment for novices [17] , we have been particularly interested in better understanding the potential for semantic feedback to benefit novice programming. To explore this issue systematically, we wanted to compare three alternative forms of semantic feedback:
• Automatic-semantic feedback, in the form of an updated visualization of a program's variables and data structures, is delivered automatically on every keystroke.
• On Request-semantic feedback, in the form of an updated visualization of a program's variables and data structures, is delivered only when explicitly requested by the programmer via an "Execute" button.
• None-No semantic feedback at all is available (the control condition used to establish a baseline).
We originally hypothesized that Automatic feedback would yield the best programming performance, both in terms of programming efficiency and semantic accuracy. Our hypothesis was based on three well-known models and theories of human-computer interaction-Norman's seven stages of action model [19] , Shneiderman's principle of direct manipulation [25] and Green and Petre's 'cognitive dimension' of progressive evaluation [14] -each of which posit that, in order for users to be successful, they must be able to continuously evaluate their progress toward their goals. Because automatic feedback provides such evaluation "for free," we reasoned that it would enable programmers to detect and correct semantic errors more readily.
In addition, we wanted to explore the programming processes promoted by these alternative forms of feedback. To focus our exploration, we posed the same three research questions as appear in Section 1, and elected to collect video data as part of an experimental study we conducted in the Spring of 2005.
Our between-subjects experimental study included three treatments defined by the three different levels of semantic feedback just described. We recruited participants for the study out of the "CS 1" course at Washington State University. The study was run within a regularly-scheduled lab period that took place near the beginning of the semester. Through a questionnaire, we screened participants for prior programming experience; any student who self-reported prior programming experience was disqualified from the study. We ultimately obtained 35 participants, whom we randomly assigned to the three experimental conditions.
Participants completed a simple programming task ("compute sum") with one of three versions of ALVIS Live! novice programming environment [17] . Each version of ALVIS Live! supported one of the three levels of semantic feedback described above. Participants wrote their solutions in SALSA, an interpreted "mini language" [5] with pseudocode-like syntax that supports single-procedure, array-iterative algorithms.
Having provided a brief background on our study, we use the remainder of this section to walk through the five steps of the methodology just presented. Our goal is not only to illustrate the specific ways in which those steps can be applied in practice, but also to provide empirical evidence that the methodology can do as it claims-that is, that it can provide insight into its three framing research questions.
Constructing Model Solutions
Study participants were given the following programming problem:
Using ALVIS, design an algorithm that creates an array containing n random integers between 1 and 100. Your algorithm should compute the sum of all the values in the array, and print out that sum.
Applying the guidelines presented in Section 3.1, we collaboratively developed a model solution to the problem.
Through much discussion and several iterations, we ultimately decomposed our model solution into the set of 11 semantic components and operational definitions presented in Table 3 .
We applied all four rules (see Section 3.1) in our development of the semantic components listed in Table 1 . In particular, rule 1 yielded components 1, 3, and 5; rule 2 yielded components 4 and 6; rule 3 yielded component 10; rule 4 yielded components 7, 8, and 9; and rule 5 yielded component 11.
Making the Recordings
Because the computer lab in which we ran the study had only 12 computers, we ran participants through our study in three separate sessions, each of which included 11 to 12 participants. Each computer in our lab was equipped with Morae™ Recorder software [31] , which captured lossless recordings of participants' computer screens as they worked.
We provided participants with directions on how to set up, start, and stop their recordings. For the most part, participants successfully recorded their work; however, a few participants failed to make proper recordings, so their data had to be discarded from our study. Ideally, the researcher would have full control over setting up, starting, and stopping the recordings. Unfortunately, in our case, this simply was not feasible, since we ran 12 participants at a time.
In addition, we would have ideally recorded participants' verbalizations (as in, e.g., [21] ). Indeed, we believe that our video analysis of participants' activities would have been easier if we had had access to participants' verbalizations of what they were doing. Unfortunately, since we ran participants in groups of 11 to 12, participants would have disturbed, and possibly influenced, The code must create a variable to store the summation results. Clear evidence must exist that the variable is used to accumulate the sum. 4 Initialize (role of) total ALVIS Live! automatically initializes the variable to 0; however, the code could set the variable to a non-zero value (incorrect) 5
Create (role of) iterator
The code must create a variable that acts an array index, e.g., "set i to index 0 of a" 6 Initialize (role of) iterator ALVIS Live! automatically initializes indexes to 0; however, the code could initialize the index to another value (incorrect) 7
Looping visits each cell
The code must contain a loop that visits each cell of the array, e.g., "while i < cells of a…add 1 to i…endwhile" 8
Loop terminates correctly
The loop defined by the code must terminate.
Add cell value to total
The code must include a line that adds the value of the current array cell to the total variable, e.g., "add a[i] to sum" 10 Iteration handles arrays of variable length
The loop defined in the code must refer to "cells of a," rather than to a hard-coded value.
Print total
The code must contain a print command to print out the total variable. each other if we had requested them to think aloud. Therefore, we collected only their screen recordings.
Coding the Recordings
We collected 19.6 hours of video footage of participants as they programmed solutions to the "compute sum" problem. Three analysts (the second, third, and fourth authors) participated in a two-week training session, during which they (a) learned the coding scheme described in Section 3.3, (b) practiced coding selected video files not used in our analysis, and (c) came together to review and discuss their results. When we felt that we had reached sufficient agreement on the training videos, as evidenced by kappa values above 0.9, we had the three analysts independently code the same random 20 percent sample of our 19.6 hours of video footage (roughly four hours of footage). We used the Excel®-based tools described in Section 3.3 to output our coding sheets to the Coder software [20] , which analyzed our coding files for agreement.
Across the 1,602 calibration codes in our 20 percent sample, we achieved 94.4 percent agreement, along with a kappa value of 0.936 on the primary codes, 0.964 on the secondary codes, and 0.994 on the tertiary codes. Having established that our coding scheme was sufficiently reliable, we randomly assigned an equal amount of the remaining video footage to each of our three analysts.
We estimate that the entire process-from training the coders to completing the coding of all 19.6 hours of video-required roughly four person-months of labor. Moreover, for every hour of video, we estimate we needed 2 to 3 hours of analysis, not including the start-up time of training the analysts.
Quantitatively Analyzing the Data
We performed the quantitative analysis of our data in two phases, as described below.
Semantic Accuracy Analysis
In order to address the main hypotheses of our study, we graded participants' code solutions for semantic correctness. Our grading process had two key features in common with our video coding process. First, it was based on the 11 semantic components of our model solution. Participants' solutions could receive up to a maximum of 11 points according to the number of semantic components their solutions successfully embodied. Second, we performed a reliability check of our grading process by having two graders (the third and fourth authors) independently grade a 20% sample of the code solutions. Having achieved 95% agreement, we concluded that our grading system was reliable, and we had the third author grade the remaining 80 percent of the code solutions. Table 4 presents our semantic accuracy results by treatment group. The Automatic group generally outperformed the On Request group, which, in turn, outperformed the No Feedback group. According to a Shapiro-Wilk test for normality, these data are not normally distributed, thus requiring us to use nonparametric Kruskall Wallis ANOVAs to test for significant differences. Column 5 of Table 4 gives the p-values corresponding to each measure.
As can be seen from Table 4 , although there exists no statistically-significant difference with respect to overall accuracy (df = 2, H = 4.46, p = 0.108), there do exist statistically significant differences with respect to three of the individual semantic components: namely creating the role of, and initializing, an iterator (SC #5 and 6), and adding each cell to the total value (SC #9). According to post-hoc Connover contrasts, the difference in all three cases lies between the no feedback condition and the two feedback conditions. In addition, we note four additional p-values that lie between 0.05 and 0.1: creating and initializing the total variable (SC #3 and #4), visiting each cell (SC #7), and terminating the loop correctly (SC #8).
Programming Process Analysis
Are the differences we observed in semantic accuracy the result of discernable programming process differences? Is there evidence that semantic feedback actually helped participants in the two feedback conditions? To explore these questions, we used Excel scripts to generate a summary table of the statistics described in Table 2 -one row for each participant. We then used the Analyse-It® Software [1] to test for statistical differences. Finally, we note that the role of semantic feedback did not appear to have the impact that we hypothesized it would. While one might speculate that feedback played a role in the notable differences we observed with respect to the percentage of invalid components either deleted or fixed (91.7 percent in the Automatic condition versus 61.5 percent in the No Feedback condition), we were unable to find evidence that this difference was due to feedback. Indeed, just 9.7 to 11.2 percent of the invalid components that were created in the feedback conditions were deleted with the help of feedback.
Qualitatively Analyzing the Data
The quantitative analysis presented in the previous section paints a discouraging picture: the two feedback conditions (Automatic and On Request) achieved higher accuracy with respect to certain semantic components; however, we found no evidence that the higher accuracy was attributable to feedback. In fact, it appears that such accuracy gains were due to persistence. Indeed, the feedback groups spent substantially more time on task, and were able to correct or delete more of the invalid components that they did generate. In this final step of the methodology, we explore timeline visualizations of participants' coding sessions in an attempt to look for overall patterns of interaction that might shed further light on our quantitative results. Let us first consider the timeline visualization of P909, a participant from the "No Feedback" condition ( Figure 3 ). This Notice that P909 engaged in only four sessions focused on invalid semantic components. The rest of the time was spent efficiently coding the solution in short, 10 to 30 second bursts. In stark contrast to the efficient behavior exemplified by P909, consider the behavior of P207, which exemplifies that of a group of eight participants in the two feedback groups (see Figure 4) . Like the group of participants described in the previous paragraph, the group of participants exemplified by P207 (an "Automatic" participant) achieved 90 percent or higher accuracy in their final solutions; however, the way in which they arrived at their solutions was far from efficient, requiring anywhere from 30 minutes to nearly two hours. Their general approach, as illustrated by Figure 4 , was marked by numerous missteps (the red in Figure  4 ), along with frequent requests for semantic feedback (the blue Figure 4 ). For this group of participants, the task did not appear to come easily; however, their persistence paid off, as participants were ultimately able to correct their missteps and converge on a correct solution.
The previous two examples illustrated successful coding patterns. Let us now examine coding two patterns that were ultimately unsuccessful. Figure 5 presents the timeline visualization of P507, an "On Request" participant. P507 exemplifies a group of five participants who, despite putting in an honest effort (from 30 minutes to over two hours), constructed solutions with low accuracy (from 18 to 63 percent correct). Like the behavior of the participants who succeeded through persistence, the behavior of this group of participants was marked by frequent missteps and frequent requests for semantic feedback. In contrast to the participants who succeeded through persistence, however, this group of participants could do little more than construct a few of the necessary program objects. They spent the rest of their time locked in a pattern of invalid coding interleaved with validation (see alternating red and blue bars at the bottom of Figure 5 ). Finally, Figure 6 presents a second example of unsuccessful behavior. The behavior of P907, a "No Feedback" participant, is typical of that of seven participants who coded a few components at the beginning of their sessions, and then quickly gave up (in 12 minutes or less). Not surprisingly, five of these seven participants used the "No Feedback" interface.
In sum, our qualitative analysis of timeline visualizations identified four distinct behavior patterns that characterize the behavior of 29 of our 35 participants (83 percent). This characterization, which paints a high-level picture of how various groups of participants proceeded with the programming task, complements the quantitative results we obtained in the previous step. 
SUMMARY AND FUTURE WORK
Drawing on both protocol analysis [9] and sequential analysis [2] , this paper has proposed a new methodology for analyzing novice programming processes. The novelty of our methodology lies in the way in which it frames programming activity: as a timeordered sequence of editing episodes focused on the semantic components of a model solution. As we have illustrated through a detailed case study, semantic components provide a potentially valuable lens through which to view novice programming behavior, because they are able to characterize the impact of each individual editing episode on the final solution.
In addition, our methodology provides a means for capturing the extent to which semantic feedback provided by the programming environment helps and hinders the programming process. Thus, our methodology can prove useful for the study of novice programming effectiveness, providing a standard set of measures for comparing environments across studies.
As suggested by our case study, the methodology has several limitations. Most significantly, it requires a substantial investment of time and labor. Indeed, in order to code and analyze the data presented in Section 4, four people had to work full-time for roughly one month. Given the documentation, coding system, and software that we have developed to support this methodology, we anticipate that we might be able to reduce our effort by one third in future studies; however, for those new to the coding system, there will always be at least a two week startup period required to learn the coding system, and to develop the common understanding necessary to achieve sufficiently high inter-rater agreement.
Given that our behavioral coding system is so labor intensive, one might wonder whether it is amenable to automation. It seems plausible to us that, with software logs, one could algorithmically determine when editing episodes start and stop. However, the classification of events is, by its very nature, subjective. Indeed, we spent a substantial amount time coming up with reliable definitions. Moreover, it took a considerable amount of time and effort for us to achieve sufficiently high reliability. Even with software logs, we are skeptical that an algorithm could classify events reliability.
A second key limitation of our methodology is its foundation in a mode" solution. For the simple programming tasks that we considered in our case study, the construction of such a model solution was relatively straightforward. However, we suspect that, for more complicated programming tasks, the construction of a model solution could prove difficult, owing to the wealth of different programming approaches that could be employed.
Besides exploring the potential for a higher degree of automation, we plan, in future research, to develop a more comprehensive classification scheme for invalid components. Our present coding system says a lot about the nature of valid semantic components, but next to nothing about the nature of invalid components, which proved to be more prevalent than valid semantic components in our case study. In our timeline visualizations, what is actually going on during those episodes marked by red bars? One could imagine a system that classified invalid components according to an established taxonomy of novice programming errors (e.g., [30] ). Indeed, in future work, a valuable contribution would be to develop a reliable system for characterizing the temporal evolution of semantic errors-one analogous to the system presented here for classifying valid semantic components.
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