The existing macroblock-layer rate control schemes in the literature calculates quantization parameters of all macroblocks (MB) in a frame in a raster scan order, and then encodes the MBs in the same order. Actually, the quantization distortion is heavily dependent upon the coding order of MBs. This work investigates the relationship of quantization distortion and the coding order. Then we present a scheme where we modify the encoding order of MBs in TMN8 to favor the more complex MBs. We implement TMN8 and the modified version in H.263 video codec. The experimental results indicate that our scheme achieves average PSNR gain of 1.05 dB over TMN8. In addition, the buffer occupancy is steadier and average bit rate achieved is closer to the target channel rate. The new rate control scheme is fully compliant to H.263 coding standard.
I. Introduction
Standard video coding systems, such as H.26x and MPEG, are based on motion compensation and DCT [1] - [2] , [6] . Motion estimation /compensation is typically performed on a 16 x 16 macroblock (MB) basis. After motion compensation, we have a motion -compensation difference frame (hereafter called residual frame for convenience). An 8 x 8 DCT is applied to the residual frame, and the DCT coefficients are quantized with quantization parameter (QP) and then encoded with variable length code (VLC). After VLC, the compressed video bit-rate may be highly variable. Thus a buffer is needed to smooth the variable output rate and provide a constant rate output, which is called rate control. In real-time applications such as videophone and video conferencing, a buffer that is too large will introduce a delay long enough to impede the two way flow of conversational information. Therefore, in such application, the buffer size must be small. When the number of bits generated for a particular frame is too large, the encoder usually skips this frame to avoid buffer overflow. The frame skipping produces undesirable motion discontinuity in the reconstructed video sequence. Conversely, if a frame generates very small amount of bits, it will result in buffer underflow. Consequently, there may be periods of time which no bit is transmitted through the channel, and hence some channel bandwidth is wasted. The goal of rate control is to avoid the buffer overflow (or equivalently frame skipping) or underflow by controlling the bits generated from the encoder.
For low-delay video communications, the rate control is often done at two layers: frame layer and macroblock (MB) layer. In this work, we focus on MB-layer since it plays a key role in fine regulation of bit rates.
Let r k (q k ), d k (q k ), and q k be the rate, distortion, and quantization parameters of the kth MB of a residual frame. Let M be the number of MBs in a frame, and B T be the bit budget for the frame. The optimal MB-layer rate control is to find the quantization vector Q=(q 1 ,q 2 ,…,q M ) for all MBs that minimize the overall distortion:
The constrained optimization problem is often solved by Lagrange multiplier methods. The solution is heavily dependent upon rate-distortion (R-D) models [3] - [5] , [7] - [13] . The TMN8 rate control is one of the most popular schemes.
As our best knowledge, the existing MB-layer rate control schemes including TMN8 determines the quantization parameter (or step size ) in the same order of coding; i.e., in a raster scan order (from left to right, then top to bottom). Our investigation indicates that the more complex MBs introduce more distortion, thus should be encoded before less complex ones. Based on the concept, we present a modified TMN8 in which the coding order is to favor the more complex MBs. However, the output sequence of a bitstream follow the raster scan order; thus the codec is fully compliant to the H.263 standard. The results indicate that the new scheme achieves average PSNR gain of 0.8 dB over TMN8. In addition, the buffer occupancy is steadier and average bit rate achieved is closer to the target channel rate. This paper is organized as follows. In the following section, we review the TMN8 rate control technique. The modification of TMN8 is then described in Section III. In Section IV, the experiments are conducted to evaluate the performance of the algorithm. Finally, the concluding remarks are provided in Section V.
II. TMN8 Rate Control
The rate-control scheme used in TMN8 was designed for low-delay video communications [1] . The goal is to encode good quality video for transporting over a constant bit-rate channel and maintain a low buffer delay. The TMN8 rate control uses frame-layer rate control to select a target bit count for the current frame, and a macroblock-layer rate control to select the values of the quantization step-sizes for the macroblocks in the frame. A frame is skipped if the number of bits accumulated in the buffer after encoding the previous frame is greater than a limit.
In the frame-layer rate control, the frame bit-budget varies according to the buffer fullness, the frame rate and the channel rate. Before encoding the current frame, the number of bits in the encoder buffer (buffer fullness) is calculated by
where D =the actual number of bits used for encoding the previous frame, W prev = the previous number of bits in the buffer R= channel rate F= frame rate If W is larger than the predefined threshold M=R/F, the encoder skips encoding frames until the buffer fullness is below the threshold.
The frame bit-budget for the current frame is estimated as
where
The macroblock-layer rate control selects the values of the quantization step-sizes for all the macroblocks in a frame on a MB-by-MB basis. It is performed in a raster scan order (left to right then top to bottom). The optimal quantization step-size * i Q for the ith MB is derived using rate-distortion model and represented as
where σ i is the standard deviation of the ith MB.
is the weighted (with weight α k ) energy sum of the remaining MBs at time unit
is the number of bits left for encoding the remaining MBs excluding overhead bits.
The MB-layer rate control starts from the first MB. Calculating Q 1 using Eq. (4) and encoding the MB, we have the coding bit-count of the MB. By subtracting the coding bit-count and the estimated header bit-count from the frame bit-budget, the remaining bit-budget is obtained. The procedure repeats for the second MB, the third MB, and so on, until all MBs are coded. The model parameters K i and C i are updated on a MB-by-MB basis.
It is noted that the allocated quantization step-size of the current MB is dependent upon the remaining bit budget L i and complexity of the MB, σ i . This implies that if the remaining bit budget is very low (may be zero sometimes), the current MB will be quantized very coarsely. Consequently, it will introduce more distortion.
III. Modified TMN8 Rate Control Algorithm
In this section, we first discuss the relationship of quantization distortion and the coding order of MBs in a frame. Based on the relationship, a modified TMN8 rate control scheme is developed.
Relationship of Distortion and Coding Order
The distortion in the ith macroblock is introduced by quantizing its DCT coefficients with a uniform quantizer with step size Q i . The typical distortion measure of quantization is [1]
where N is the total number of macroblocks in a frame, and α i is the distortion weight of the ith macroblock. In current video coding standards,
where QP is the quantization parameter.
Substituting the above equation into distortion function (4), we have
It is obvious that the quantization distortion is proportional to the standard deviation σ of a MB. In other words, the higher complexity (larger σ ) of a MB, the more distortion will be introduced when the same quantization step size is used. The high complex MBs are more significant and should be quantized before low complex ones because of the following reason:
In low rate video coding standards such as H.263, the change of QPs of two adjacent MBs, DQUANT, is restricted within two levels. Thus, if the complexity of two adjacent MBs is greatly different, the restriction may result in the following two possible drawbacks. First, if the previous MB is low complex and the current MB is high, the previous QP (denoted as QP prev ) will be small, so the current MB will be quantized too finely because its QP is limited to QP prev +2. Consequently, it will generate too much number of bits. This may result in the fact that the remaining bits are run out, and thus the remaining MBs should be quantized too coarsely. An alternative case is that the previous MB is high complex and the current MB is low. In this case, the QP prev will be large, so the current MB will be quantized too coarsely and significant distortion will be introduced.
Based on the concept, the best manner is to sort the SAD values of all MBs in a frame in a descending order, and then encode the MBs in this order. However, it is necessary to send the ordering information to the decoder, which requires a large amount of overhead bits. Moreover, it violates the raster scan order in the typical video coding standards, which may decrease the coding efficiency of motion vectors with DPCM. To attack the problems, we develop an alternative scheme as follows. This scheme has the advantageous feature that the more complex MBs are encoded first while keeping the compatibility with the video coding standards. Fig.1 shows the encoding order of the MBs in a QCIF frame. By performing motion compensation for all MBs in a raster scan order, we record motion vectors and SAD values of each MB. Then we sort the SAD values and denote the SAD order of each MB, with integer number, as shown in Fig.1 . The number "1" represents the largest SAD, "2" the second largest SAD, and so on. According to the specification of H.263, in a GOB, the DQUANT (difference of quantization parameter QPs of two adjacent MBs ) is restricted to the values in (-2, -1, 1, 2) ; i.e., |DQUANT|=|QP k -QP k-1 |≤ 2. In this work, the complex MBs should be coded first. If a particular MB of a GOB has been encoded (denoted as MB coded ), its QP is obtained. In such case, the QP values of the other MBs in the same GOB are restricted. To meet the restriction, the next coding MB should be the neighbor of MB coded (right or left neighbor depending the location of the current MB). In other words, the coding order starts from the nearest neighbor of MB coded to the current MB. We take an example shown in Fig.1 to further explain the new scheme.
Modified TMN8 Rate Control
The MB "1" is coded first since it has the largest SAD. Its QP is calculated with Eq. (4) without any restriction because no MBs in GOB4 have been coded. Similarly, the MB "2" is coded next without any restriction. Normally, the following MB to be encoded is "3". However, in the GOB of MB "3", the MB "2" has been encoded. Thus the next coding MB should be "3a", and then "3", as indicated by an arrow. The QP value of MB "3a" is restricted by that of MB "2" within two levels, and the QP of MB "3" is restricted accordingly. Similarly, the next consideration for coding is "4". But because MB "1" has been encoded, the coding order should be changed to : "4a", "4b", "4".
Repeat the above procedure until all MBs have been processed, we obtain the QPs of all MBs, the status of headers including COD, MCBPC, CBPY, MVD and codewords of MB data. These data are stored in a temporary memory, and finish the first pass of coding. Then we run the second pass which performs tasks: (a) re-encoding of headers including picture header, GOB header and MB header, and (b) packing and transmission of the bit stream.
The modified TMN8 rate control algorithm is summarized as follows.
Frame-layer rate control
Step 1: Determine frame bit-budget of by
B T =R/F-Picture_Header-GOB_Header.
Step 2: Calculate buffer fullness W using Eq. (1).
Step 3: The bit budget for the current frame is updated by
Macroblock-layer rate control Initialization:
Step 1: Clear quantization-parameter (QP)-table (set each entry of the table to zero).
Step 2: Perform motion estimation and compensation for all MBs. For each MB, record its location, SAD, and motion vector. Sorting MBs according to the descending order of SAD values.
Pass 1:
Step 3(a): Select the next MB according to sorted order and denote it as MB coding .
Step 3(b): Search the MBs in the GOB that MB coding locates to determine if any MB has been encoded. If the answer is no, determine i Q of MB coding using Eq. (4) 2. The picture header and GOB header are not encoded in pass 1.
Pass 2
Step 4(a): According to the status of the header of MBs and the records of the QP table, re-encode the header bits of MBs in a raster scan order.
Step 4(b): Pack the newly generated headers, DQUANT, and the MB data into an encoded bit stream.
IV. Experimental Results
We implemented the new rate control scheme and the TMN8 in a basic version of H.263 codec [13] . In this codec, the motion estimation is performed with full search algorithm (FSA) with 2:1 subsampling in both x and y directions for the concern of low computation. That is, a 16 x 16 MB is first reduced into 8 x 8 and then FSA is performed with search range of -15 to +15. The optional tools in H.263 such as advanced prediction (AP mode) and unrestricted motion vector were not implemented. Five QCIF test sequences, each with frame rate of 10 Hz and various target bit rates, are conducted.
The first frame was intracoded (I frame) with QP=15, as in TMN8. The remaining frames were all intercoded (P frames) [1] . Table I shows the PSNR values of reconstructed pictures and the number of skipped frames. The former indicates the spatial quality, whereas latter the motion continuity (temporal quality). The new rate control achieves average PSNR gain about 1.05 dB. In addition, TMN8 skipped 5 frames for "mother and daughter" at 24 kbps. However, our algorithm does not skip any. The results indicate that our algorithm perform better than TMN8 both in spatial quality and temporal quality. Table II shows the actual bit rates achieved by TMN8 and the new algorithm. It indicates that the new algorithm achieves a bit rate closer to the target than TMN8 for most of sequences. Fig. 2(a) to Fig.2(c) show PSNR curves for various sequences. Obviously, our algorithm provides higher PSNR for most frames of a sequence. Figs. 3(a) to 3(c) show the number of bits in the buffer at each frame. The buffer overflow threshold is set to R/F in this work. If the buffer fullness is larger than the threshold, called overflow, both rate control schemes skip frames until it is below the threshold. For "mother & daughter" at 24 kbps, TMN8 overflows 5 times, which indicates the five frames are skipped. However, in the proposed algorithm, no overflow occurs for all sequences under various test conditions. It is found from these figures that the proposed algorithm achieves lower and steadier buffer fullness. This implies that the new algorithm produces lower and stable buffer delay. If the curve of the buffer fullness touches the x axis (zero line), it yields buffer underflow problem. In such case, the stuffing bits must be inserted into the bit stream. Although the underflow does not affect motion continuity, it wastes channel bandwidth. From these figures, Fig. 1 . An illustration of MB-layer rate control we obverse that the underflow occurs far less frequently in our algorithm than in TMN8
Figs. 4(a) to 4(c) display the actual coding bit counts per frame. The bit counts generated by both techniques have no significant fluctuation.
V. Conclusions
A modified version of TMN8 rate control has been presented in this paper. The modification mainly focuses on the coding order of macroblocks. We measure the complexity (significance) of all macroblocks. Then encode the macroblocks according to the order of significance while following the constraint of max|DQUANT|=2. The results indicate that the new scheme achieves average PSNR gain of 1.05 dB over TMN8. In addition, the buffer occupancy is steadier and average bit rate achieved is closer to the target channel rate. When frames were skipped, the respective previous reconstructed frames were used in PSNR computation. The PSNR is calculated in terms of the luminance component. Frames Bits TMN8 NEW Fig. 3 (c)  Figs. 3(a)-(c) Fig. 4 (c)  Figs. 4 (a)-(c) . Comparison of actual coding counts for TMN8 and new algorithm
