In this paper we present analysis of the achievable watermark channel data rate in high data rate data hiding applications. As the perceptual entropy for wideband monophonic audio signals is in the range of 4-5 hps, for an uncompressed audo signal, a significant amount of additional information can be inserted into signal without causing a perceptual distortion. Test results showed that transform domain watermark embeddlng outperform significantly watermark embedding in time domain and that signal decompositions with a high GTC, l k e the wavelet transform, are the most suitable for hgh data rate information hiding applications.
Introduction
Broadband communication networks and multimedia data available in digital format opened many challenges and opportunities for innovation. Versatile and simple-to-use software and decreasing prices of digital devices have made possible for consumers from all around the world to create and exchange multimedia data Broadband Intemet connections and near error-free transmission of data facilitate people to distribute large multimedia files and make identical digital copies of them. Perfect reproduction in digital domain has promoted the protection of intellectual ownership and the prevention of unauthorized tampering of multimedia data to become important technological and research issue.
The simplest visualization of the requirements of information hiding in digital audio is so called magic triangle, given in Figure I . Inaudibility, robustness to attacks, and the watermark data rate are in the comers of the magic triangle. This model is convenient for a visual representation of the required trade-offs between the capacity of the watermark data and the robustness to certain watermark attacks, while keeping the perceptual quality of the watermarked audio at an acceptable level. It is not possible to attain high robustness to signal modifications and high data rate of the embedded watermark at the same time. Therefore, if a high robustness is required from the watermarking algorithm, the bit rate of the embedded watermark will be low and vice versa, high bit rate watermark are usually very fragile in the presence of signal modifications. However, there are some applications that do not require that the embedded watermark has a high robustness against signal modifications. In these applications, the embedded data is expected to have a high data rate and to be detected and decoded using a blind detection algorithm While the robustness against intentional attacks is usually not required, signal processing modifications, l k e noise addition, should not affect the covert communications [I] . To qualify as steganography applications, the algorithms have to attain statistical invisibility as well. One interesting application of high capacity covert communications is public watermark embedded into the host multimedia that is used as the link to extemal databases that contain certain additional information about the multimedia file itself, e.g. copyright dormation and licensing conditions [ 1,2,3]. 
Perceptual Entropy of Audio Signals
It is a well-know fact, obtained during decades of audio compression research, that only a few bits per sample are needed to represent compact disk quality music. When performing a bit rate reduction of audio or speech signals that will he presented to the HAS, the objective is to introduce either imperceptible or inoffensive distortion during the compression process. This implies that for uncompressed music, noise can be injected into the host audio signal without being audible to the end user [5] . In audio steganography, this fact is used not for compression, hut for embedding additional data. An estimate of the perceptual entropy of audio signals is created from the combinations of several noise masking measures. The results of tone-masking-noise and noise-masking-tone, as well as research on critical bands and spreading functions are combined in order to estimate the short term masking templates for audio signals [ 6 ] . The perceptual entropy of each short-term section of the audio signal is estimated as the number of bits required to encode the short-term spect" of the signal to the resolution required to inject noise below the masking template level. When a bit rate reduction of an audio (or speech) signal is prcsented to the HAS, the objective is to introduce either imperceptible or inoffensive distortion durlng the compression process. The masking threshold for the audio signal indirectly shows the amount of quantization that may be applied in the frequency domain, i.e., the quantization, according to the maskmg model, that may he done without conupting the signal such that it can he distinguished from the original [ 6 ] . The part of the signal that can be modified without causing subjective quality degradation is therefore perceptually redundant, and the part that must he preserved during the compression process represents real Information that can be quantized and measured. In an ideal transform coder, the quantization step size and the number of levels in the quantizer for each spectrum component could be set independently and without side infoxmation to communicate the level or bit allocations to the decoder. If the quantization step size in this ideal coder were set such that the total noise injected at each frequency conesponds to the threshold (the minimum number of quantization levels is used) then the number of bits required to encode the entire transform represents an estimate of the minimum number of hits necessary to transmit that block of audio. The total rate, divided by the number of samples coded, represents the per sample rate. The minimum per sample rate of this ideal transform coder needed to transparently encode an audio signal is called the perceptual entropy of the signal. This model is attractive, because it takes into account all of the artifacts and redundancies in the audio signal in the same manner as the HAS does (pitch, short term spectral model, etc.). There are three main parts of the perceptual entropy calculation algorithm [6] , given in calculating the maskmg threshold are critical band analysis, applying the spreading function to critical bands, calculating the spread masking threshold, accounting for absolute thresholds and, finally, relating the spread maskmg threshold to the critical band masking threshold. As noted above, the perceptual entropy is calculated by measuring the actual number of quantizer levcls to follow the signal in the frequency domain, given a step s u e in the quantizer that will result in noise energy equal to the audibility threshold [ 5 ] . Audibility threshold T, is usually defined in the power domain and quantization energy is spread across k spectral lines in each critical band. It is also assumed that the quantization noise is spread uniformly across the entire critical band. The distribution of the quantization error is uniform in the amplitude domain; it gives noise variance equal to 0~12-12.
The step size Si is calculated as follows. First, the energy is spread across the entire band, i.e. the energy at each spectral frequency is equal to T A Since the real and imaginary parts of the spectrum are quantized independently, the energy at each frequency must be divided in half, specifically the energy at each spectral com onent is Ti/2k, The noise energy, due to quantization obtain'! = m, where Si is the quantizer step size. This is done in each of then critical bands: is 3 /2=12, therefore oZ/2=12=Ti/2k, and since o=Si we Thls operation assigns a hit rate of zero bits to any signal with an amplitude that does not need to be quantized, and assigns a bit rate of log,(number of levels) to those that must be quantized. If, for example, the integer number is 1, three levels (-1, 0, +I) are required to quantize the particular line. As the signs of different spectral lines are random, the sign information must he included. When no levels are necessary, the transmission of the sign bit is unnecessary as well, and a 0 is assigned to that line. The total bit rate is then calculated as:
and the rate per sample (perceptual entropy) of the audio sequence is given by Perceptual Enhopy =Total Ratel2048 The term perceptual entropy, used throughout this section, therefore indicates the 2048 sample perceptual entropy, regardless of the sampling rate or bandwidth of the signal. The block-to-block changes in perceptual entropy values increase as the window length decreases, but the mean and extreme values do not change radically 161.
Reported perceptual entropy for wideband monophonic audio signals is in the range of 4-5 bps, taking into account all the spectral complexity, spectrum range and dynamic range requirements. This implies that for an uncompressed audio signal, a significant amount of additional information can be inserted into signal without causing a perceptual distortion. There is obviously a considerable gap between the currently available data rates for high capacity covert communications and theoretically obtainable data rates [2, 3, 7] . Therefore, an information theoretic analysis of the capacity of information hiding channel is necessaly in order to design a scheme that can offer higher data rates.
Capacity of the Data Hiding Channel
First we consider a simple data-hiding channel shown in 
The general data-hiding channel is usually decomposed into multiple channels, as hiding process is performed in a transform domain [8] . The 2 for a sequence of N samples. In the equation 3.6, Ti is the masking threshold of band j, in other words, the maximum power of the embedded message permitted in band j. In the case of no-processing noise (or if the processing noise is negligible), and we assume that all the channels have the same probability distribution function (such that KOv. = KO,n.), the channel capacity is given by:
It is clear that the minimum channel capacity is obtained when u p , Vj or when no decomposition is employed [9] . A transform with a good energy compaction or high gain of transform coding (GTC) [9] would result in more imbalance of the coefficient variances, resulting in an increased channel capacity. Therefore, wavelet decomposition or discrete cosinc transform (DCT) are good decompositions 'for low processing noise scenarios. The term processing noise here refers to equivalent additive noise which accounts for the reduction in correlation between the transform coefficients of the original signal and the transform coefficients of the audio signal obtained after MPEG compression, noise addition, low pass filtering, etc. On the other hand, the reduction in capacity with an increase of processing noise tends to be lower for transforms which are not used in compression methods, like DFT. While severe MPEG compression is certain to remove almost all hgh frequcncy components of DCT coefficients, it will not affect the high frequency DFT at the same extent. Signal decomposition with a low GTC is generally more immune to processing noise than decomposition with a high GTC and should predominantly be used in applications demanding robust watermarks. Therefore, signal decompositions with a high GTC, like the wavelet transform or DCT, are more suitable for high data rate steganography applications, where proccssing noise variance is low, because no intentional attacks are expected.
High data rate information hiding using LSB coding
The natural choice of the watermarking algorithm that fulfils the requirements of hgh data rate and low robustness against signal modifications is the algorithm that uses LSB coding. It is one of the earliest and simplest steganography techniques and, as in cases of other known algorithms; it has first been developed for watermarking of images [IO] and video stream [ I l l . The watermark encoder uses a subset of all available host audio signal samples chosen by a secret key. The substitution operation on the LSBs is performed on this subset. The extraction process simply retrieves the watermark by reading the value of these bits. Therefore, the decoder needs all the samples of the watermarked audio that were used during the embedding process. An increase in the embedding capacity is proportional to the number of the LSBs used for data hiding; two or more bits per sample could be used in order to enhance the bit rate of the hidden information. However, the increase of the number of samples used during LSB coding introduces a low power additive whte Gaussian noise. As already noted, HAS is very sensitive to the AWGN and this fact limits the number of LSBs that can be imperceptibly modified. In addition to subjective quality degradation, the probability of the statistical dctection of the embedded watermark increases as well [13].
Experimental Results
In wavelet coefficients are then scaled using the maximum value inside the given subband and converted to binary arrays in the two's complement. A fixed number of the LSBs are thereupon replaced with bits of mformation that should be hidden inside the host audio. Coefficients are then converted and scaled back to the original order of magnitude and an inverse transformation is performed. The details of the decomposition of the signal and subsequent data embedding are gwen in Figure 5 . The similar scheme (Figure 3.8) was implemented using the discrete Fourier transform (DFT) with 1024 samples as well. For the DFT decomposition we use only the magnitude of the DFT coefficients. In other words, the message signal added would change only the magnitude of the DFT coefficients and the phase is left intact. As no message signal information is available in the phase, the phase is ignored during detection of the watermark.
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LHosl audio sequence Figure 6 . Embedding algorithm scheme in wavelet domain Figure I shows that watermark channcl data rates for all decompositions increase with decreased perceptual transparency, as expected. Transform domain watermark embedding outperforms significantly watermark embedding in time domain and wavelet domain embedding generally outperforms slightly DFT algorithm Therefore, it is clear that the minimum watermark channel data rate is obtained when no signal decomposition is employed (in time domain), as expected. In addition, the experimental results demonstrated that signal decompositions with a high GTC, like the wavelet transform or DCT, are more suitable for high data rate steganography applications than decompositions w i t h smaller GTC, like DFT and Hadamard transform.
