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Much research in Lagrangian staggered-grid hydrodynamics (SGH) has focused on explicit
viscosity models for adding dissipation to a calculation that has shocks. The explicit
viscosity is commonly called “artiﬁcial viscosity”. Recently, researchers have developed
hydrodynamic algorithms that incorporate approximate Riemann solutions on the dual
grid [28,29,35,30,2,3]. This approach adds dissipation to the calculation via solving a
Riemann-like problem. In this work, we follow the works of [28,29,35,30] and solve a
multidirectional Riemann-like problem at the cell center. The Riemann-like solution at the
cell center is used in the momentum and energy equations. The multidirectional Riemann-
like problem used in this work differs from previous work in that it is an extension of
the cell-centered hydrodynamics (CCH) nodal solution approach in [7]. Incorporating the
multidirectional Riemann-like problem from [7] into SGH has merits such as the ability to
resist mesh instabilities like hourglass null modes and chevron null modes. The approach
is valid for complex multidimensional ﬂows with strong shocks. Numerical details and test
problems are presented.
© 2013 The Authors. Published by Elsevier Inc.
1. Introduction
The Lagrangian numerical approach is commonly used to calculate shock wave problems. The Lagrangian approach solves
the conservation equations on a mesh that moves with the ﬂow. It is common to discretize the conservation equations on
two different meshes, such a method is called staggered grid hydrodynamics (SGH) [46,8,11]. The SGH method solves the
conservation of momentum equation on a control volume around the node, where the nodal control volumes are referred
to as the dual grid. Likewise, the change in internal energy equation is solved on a control volume that coincides with the
cell boundary. The velocity is located at the vertex of a cell, termed a node, and the thermodynamic variables are located at
the cell center.
The SGH equations correspond to an inviscid material so a dissipation model is necessary for numerical stability on
shock wave problems; furthermore, shocks are irreversible so a dissipation model is appropriate. The dissipation in SGH
is commonly introduced by adding an explicit viscosity term that is termed “artiﬁcial viscosity”. Some view the explicit
viscosity terms as purely artiﬁcial, while other researchers have treated the explicit viscosity in SGH as a Riemann problem.
Kuropatenko [26] was the ﬁrst to derive viscosity terms by solving a one-dimensional shock problem with a gamma law gas
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N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597 569Fig. 1. The momentum control volume is denoted with a grey line. The cell boundary is denoted with a black line. The momentum control volume is
decomposed into smaller segments termed an iota. The iota is denoted with a pebble pattern. The surface area normal of an iota on the momentum control
volume is Si , where the subscript i denotes an iota. The surface area normal of an iota on the cell boundary is Ni . The cell center (grey circle) is denoted
with a z, and the node (black circle) is denoted with a p. The Riemann-like problem is solved at the center of the cell where the inputs to the Riemann-like
problem are the quantities in the cell corners. A projected quantity is denoted with a subscript c.
equation of state. The work of Kuropatenko produced a linear [27] and a quadratic viscosity [46] term, where the coeﬃcients
are q1 = 1.0 and q2 = γ+12 . Other researchers followed the work of Kuropatenko by deriving dissipation relations via solving
one-dimensional shock wave problems [47,39].
The dissipation can also be calculated by solving an approximate Riemann problem such as the approach of
Dukowicz [17]. Dukowicz presents an approximate Riemann solution and discusses the similarities between the explicit
viscosity in SGH and the Riemann problem solved in Godunov methods. Christensen [14] calculated the explicit viscosity
via an approximate Riemann solver and thus created a Godunov-like method on a staggered grid. Recently, researchers are
exploring approximate Riemann solutions for calculating the dissipation in SGH [29,35,2,3,6,31]. In [29,35], the dissipation in
SGH is calculated via solving a multidirectional Riemann-like problem at the cell center, which corresponds to the vertices
of the dual grid. The Riemann-like problem in [28,29,35,30] was previously used in Lagrangian cell-centered hydrodynamics
(CCH) [33,34]. In this paper, we build on the works of [28,29,35,30] by using a new Riemann-like approached proposed by
Burton et al. [7] for CCH [40]. The Riemann-like problem in [7] is an extension of the seminal works in [16,33,34]. A beneﬁt
of the approach in [7] is the Riemann-like solution is very robust against mesh instabilities such as hourglass modes and
chevron modes. Derivations and numerical analyses are provided for the new staggered grid Godunov-like approach.
The layout of the paper is as follows. Section 2 deﬁnes the nomenclature and notational conventions used in the paper.
The discrete equations are presented in Section 3. Section 4 presents the Riemann-like solution approach. Extension to
2nd order is discussed in Section 5. The solution methodology is discussed in Section 6. The mesh stability properties are
discussed in Section 7. The internal energy equation is discussed in Section 8 and the compatible internal energy equation
is analyzed in Section 9. Lastly, test problem results are presented in Section 10.
2. Nomenclature
The nomenclature used in this paper follows the work in [7,8,40] and it is illustrated in Fig. 1. The density, internal
energy, velocity, mechanical stress, and viscous stress are ρ , e, u, σ , and q. The physical quantities at the cell center are
denoted with a subscript z, and the quantities at the node are denoted with a subscript, p. All quantities projected from
the node to the cell center are termed corner quantities and they are denoted with a subscript c. The Riemann-like problem
is solved at the cell center where the inputs are the quantities in the surrounding corners, c. The Riemann velocity is
calculated at the cell center and it is denoted with a subscript z and a superscript ∗. The corresponding Riemann stresses
are calculated for the each cell corner, and they are denoted with a subscript c and a superscript ∗. Vectors and tensors are
denoted with bold font. The solution is evolved in time using a two step method where the time levels are denoted with a
superscript n, n + 12 , or n + 1 respectively. The algorithm is applicable for two and three dimensions, but we focus on two
dimensional XY and RZ geometries.
The momentum control volume boundary encircles the node and the strain control volume boundary corresponds to
the cell boundary. Both control volumes are decomposed into smaller segments, where each segment is termed an iota.
The motivation for the decomposition is that the control volume for the multidirectional Riemann-like problem will be
constructed from the iota surfaces of the momentum control volume. In two dimensions, an iota face on the momentum
control volume surface will extend from the cell center to the center of the cell face. An iota face on the cell surface will
extend from the node to the center of the cell face in two dimensions. The surface area normal of an iota face on the
momentum control volume is denoted as Si . The surface area normal of an iota face on the cell surface is Ni . The subscript
i on the surface area vectors denotes an iota segment. The surface unit normal vector of the iota face is denoted with a
lower case letter, si and ni respectively. All the iota faces of the momentum control volume that are connected to the cell
center is denoted by i ∈ z. The cell corner contains two iota surfaces in two dimensions. A corner quantity associated with
one of the iota faces in the cell corner is denoted by a subscript c(i). All the corners around the node is c ∈ p and all the
corners in a cell is c ∈ z. The projected velocity from the node to the cell center that affects an iota face of the momentum
control volume i is uc(i) . The Riemann velocity is u∗z and the Riemann stress operating on an iota face i is σ ∗ .c(i)
570 N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597Fig. 2. A simpliﬁed two-dimensional example of the Riemann-like problem is provided above. The approach is applicable to both two and three dimensions,
but we focus on two-dimensional XY and RZ geometries. The Riemann-like problem is solved at the cell center, z. The Riemann-like problem uses a control
volume (dashed line) that encompasses all the iota surfaces connected to the cell center (i ∈ z). The subscripts on the normal vector indicate the iota face
and the direction. For example, subscript 12 is an iota surface with a normal vector pointing from corner 1 to corner 2.
3. Governing equations
The discrete Lagrangian SGH equations for the evolution of mass, momentum, and internal energy are
Mz
t
= 0, (1)
Mp
up
t
=
∑
c∈p
∑
i∈c
(
Si · σ ∗c(i)
)n+ 12 , (2)
Mz
ez
t
= −
∑
c∈z
∑
i∈c
(
Si · σ ∗c(i) · up
)n+ 12 . (3)
The momentum and internal energy equations are written as a double summation. The ﬁrst summation is over the iota
surfaces in a corner and the second summation is over the corners surrounding the point or the corners in a cell. The Rie-
mann stress above includes both mechanical stress and viscous stress, σ c + qc . In this work, the viscous stress is calculated
by solving a multidirectional Riemann-like problem at the cell center. The goal of the Riemann-like problem is to add
dissipation to the solution at velocity discontinuities i.e. shocks. The dissipation will increase the entropy in the solution.
The second objective is to minimize the dissipation if the ﬂow is isentropic, i.e. reversible. In other words, the viscous stress
should be zero if the ﬂow if isentropic. The next design objective is to ensure the dissipation is in the direction of the shock.
Another design goal is to preserve symmetry on equal angle polar meshes with radial ﬂows. The last design objective is
the Riemann-like problem should damp null mesh modes. The Riemann-like problem presented in this work satisﬁes these
design goals, and it is presented below in Section 4.
4. Riemann-like problem
The SGH approach in this paper solves a multidirectional Riemann-like problem at the cell center. The approach pre-
sented here is applicable for both two and three dimensional problems and valid for unstructured polygonal meshes.
For simplicity, we focus on quadrilateral XY and RZ meshes in this work. For illustrative purposes, Fig. 2 shows the Riemann-
like problem at the cell center on a two-dimensional uniform quadrilateral. The Riemann-like problem uses a control volume
that encompasses all the iota faces connected to the cell center. A Riemann jump equation is written for all the iota faces
of the momentum control volume inside a cell (i ∈ z).
si · qc = μc(i)
(
u∗z − uc(i)
)|ac(i) · si| = si · (σ ∗c(i) − σ c(i)). (4)
The Riemann jump equation above is a dissipation relation that was proposed in [7] for Lagrangian CCH. The dissipation
relation above was also used by Morgan et al. [40] for a CCH contact surface algorithm. The dissipation relation is the viscous
force contribution to the Riemann force, where the Riemann force is Si · σ ∗c(i) = Si · σ c(i) + Si · qc . The shock impedance is
μc and it is discussed in greater detail in Section 4.1. The unit vector ac points in the direction of the velocity difference
between the projected velocities in the cell corner (Section 5) and the cell center average velocity. The unit vector ac is an
approximation of the shock direction. A design objective is to apply dissipation in the direction of the shock. The |ac(i) · si |
term ensures the viscous dissipation is approximately in the direction of the shock. The Riemann-like problem at the cell
center requires an additional equation to close the system of equations. Momentum conservation is enforced at the cell
center to close the system of equations.∑
F∗i =
∑
Si · σ ∗c(i) = 0. (5)
i∈z i∈z
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enforcing momentum conservation. The cell center Riemann velocity will be used to calculate the Riemann force. The cell
center Riemann velocity is
u∗z =
∑
i∈z(μc(i)|ac(i) · Si|uc(i) − Si · σ c(i))∑
i∈z μc(i)|ac(i) · Si|
. (6)
The total surface force (mechanical plus viscous contributions) is found by substituting the cell centered velocity (Eq. (6))
into the Riemann jump equation on the iota face (Eq. (4)). The Riemann force on an iota face of the momentum control
volume is
F∗i = Si · σ ∗c = μc(i)
(
u∗z − uc(i)
)|ac(i) · Si| + Si · σ c(i). (7)
The Riemann surface force on the iota face is used in the discrete conservation of momentum equation (Eq. (2)).
Fig. 2 provides a simpliﬁed two-dimensional example of the Riemann-like problem on a structured mesh. In Fig. 2, there
are 4 corner stresses (creates 8 forces) and 4 corner velocities. There will be 8 jump equations and 9 unknowns. Momentum
conservation at the cell center is used to close the system of equations. The unknowns are the cell center velocity, u∗z , and 8
forces, Si · σ ∗c , on the iota faces of the momentum control volume.
The inputs to the Riemann-like problem at the cell center are projected velocities and stresses (i.e. corner values). The de-
tails on projecting the velocity is discussed in Section 5. In this work, the corner stress is equal to the cell center value.
One could calculate the corner stress via the temporary quadrilateral sub-zoning (TQS) approach [9,10]. The Riemann-like
problem is solved in both compression and expansion. The dissipation from the Riemann-like solver is equal to zero only
when the velocity jump in the Riemann-like problem is zero, u∗z − uc(i) = 0.
4.1. Shock impedance
The shock impedance of a material is deﬁned as ρU where U is the shock velocity. The acoustic impedance is deﬁned
as ρa where a is the acoustic wave speed. The shock impedance is used when the cell is in compression and the acoustic
impedance is used when the cell is in expansion. The discussion that follows will focus on the derivation of the shock
impedance. The shock velocity for many materials can be approximated by a linear function of the particle velocity.
U = b0 + b1u (8)
where b0 is the vertical axis intercept in the U–u plane, b1 is the slope, and u = u−u0. The initial velocity of the material
is u0. The Dukowicz [17] approximate Riemann solver uses a linear relationship for the shock velocity where the vertical
axis intercept is the acoustic wave speed, a. Based on experiments, a linear relationship can be a good approximation for
many materials. The slope of the U–u relationship can be found for a host of materials including metals in Cooper [15],
Zukas [48], and Marsh [38]. The shock impedance becomes
μ = ρU = ρ(a + b1u). (9)
In this work, the velocity difference is approximated as
u =
∥∥∥∥uc − 1np
∑
p
up
∥∥∥∥ (10)
where the summation over the nodal velocities, 1np
∑
p
up , is a cell average velocity, uz . The corner velocity is projected
spatially from the node to the cell center. The 1st order approach simply uses the nodal velocity for the corner velocity.
The 2nd order approach projects the nodal velocity to the cell center via a linear Taylor-Series expansion (Section 5).
4.2. One-dimensional impedance analysis
When the cell is in compression, the Riemann-like problem in one-dimensional Cartesian geometry produces a dissi-
pation model that has similarities with the combined scalar viscosity models of Landshoff and von Neumann–Richtmyer.
The combination of these scalar viscosity models will be denoted with LVNR. The similarities can be seen by substituting
the deﬁnition for the shock impedance (Eq. (9)) into the new Riemann-like viscous force (Eq. (4)), which yields
q1Dc · eˆ= ρz
(
a + b1
∣∣u+p − uz∣∣)(u∗z − u+c ). (11)
eˆ is a unit vector pointing in the positive direction, and the superscript + denotes the node in the positive direction.
The Riemann-like viscous force above is for one-dimensional Cartesian geometry so |ac(i) · si | = 1 and the velocity has a
single component. The cell average velocity is uz = 12 (u+p + u−p ) where the + and − indicate the nodal velocities in the
positive and negative directions. Substituting the cell average velocity into Eq. (11) yields
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(
u∗z − u+c
)+ ρzb1 |u
+
p − u−p |
2
(
u∗z − u+c
)
. (12)
The new Riemann-like viscous force in one-dimensional Cartesian geometry (Eq. (12)) has a different deﬁnition for the jump
in velocity than used in the LVNR scalar viscosity models. Of notable interest is the quadratic term includes two different
deﬁnitions for the jump in velocity, where the ﬁrst jump in velocity is equal to 12 the velocity difference used in LVNR.
However, the coeﬃcients are similar to the coeﬃcients used in the LVNR viscosity models. The coeﬃcient in the linear term
is 1.0 and the coeﬃcient in the quadratic term is the slope of the U–u plane, b1 [39].
The new Riemann-like viscous force in one dimensional Cartesian geometry (Eq. (12)) can be reduced to the LVNR scalar
viscosity models in SGH. If the Riemann velocity, u∗z , is equal to the average velocity, uz , and the corner velocity, uc , is equal
to the nodal velocity (i.e. 1st order), then the Riemann viscous force reduces to
q1Dc · eˆ= ρza
(u−p − u+p )
2
+ ρzb1
(u−p − u+p )2
4
. (13)
The above viscous force is the LVNR scalar viscosity model. The deﬁnition for u in Eq. (13) is 12 the canonical velocity
divergence multiplied by dx, which is the velocity difference used in LVNR; therefore, the linear coeﬃcient is reduced by
0.5 and the quadratic viscosity is reduced by 14b1. It is important to recognize the reduced viscosity in Eq. (13) arises
from a velocity difference that is 12 the standard velocity difference deﬁnition used in LVNR. The Landshoff linear viscosity
term plus the von Neumann quadratic viscosity terms in one-dimensional SGH can be viewed as a 1st order approximate
Riemann solution where the impedance model assumes a linear relationship between the particle velocity.
Treating the viscosity in SGH as a Riemann-like problem is not a new concept. Christensen [14] proposed a viscosity ap-
proach for SGH based on an approximate Riemann solution. Kuropatenko [26] and Wilkins [47] derived viscosity terms based
on one-dimensional analytic solutions to shock wave problems involving a gamma law gas equation of state. Morgan [39]
extended the works of Kuropatenko and Wilkins by deriving viscosity terms for materials that have linear or non-linear
U–u relationships.
The viscosity model in SGH does not have to be 1st order accurate (i.e. uc = up). A beneﬁt of the new Riemann-like
approach is the dissipation will go to zero if the Riemann velocity in Eq. (11) is equal to the corner velocity. Additional
viscosity limiting schemes [14] are not required to turn the dissipation off outside the shock. The amount of dissipation
generated is a function of the projected velocity. The next section will discuss the velocity projection.
5. Extension to second order
The goal of the second-order extension is to regulate the amount of dissipation added to the calculation. Speciﬁcally,
we seek to only include dissipation around shocks. Regulating the dissipation is not new a concept in SGH. For example,
Christensen [14], Benson [5], Caramana [12], and Loubère [32] used limiters to regulate the explicit viscosity terms. The dis-
sipation is regulated by multiplying the explicit viscosity terms by 1 − φ, where φ is a limiting coeﬃcient and φ ∈ [0 : 1].
A value of 1 eliminates the explicit viscosity terms and a value of 0 uses the explicit dissipation terms in the calculation.
Limiting the dissipation in SGH can be problematic. A study by Loubère [32] illustrates the viscosity limiters can cause
extremely poor results.
The approach here differs from the SGH limiting approaches in [14,5,12,32]. The approach employed in this work limits
the amount dissipation by reducing the jump in the velocity. The Riemann-like problem at the cell center requires a velocity.
The ﬁrst-order accurate approach uses the velocity at the node; where as, the second-order accurate approach projects the
velocity from the node to the cell center via a linear Taylor-Series expansion. The projection is given by
uc = up + φ · rzp · ∇up . (14)
The gradient used in the linear Taylor-Series expansion is limited via a tensor, φ, to minimize new extrema. The position
vector, rzp , extends from the node to the cell center. A subscript c is used for the projected velocity because the velocity is
constant over a corner of the momentum control volume.
The velocity limiting approach used in this paper was proposed by Maire [34] for CCH. Following the work in [34],
the velocity gradient is limited in the principal strain direction. The velocity projection to the cell center in the principal
strain direction, as calculated at the node, is given by
u′c = u′p + φ′ · rzp · ∇up ′ (15)
where the prime denotes the principal direction and φ′ is a diagonal tensor with limiting coeﬃcients. The limiting coef-
ﬁcients are calculated using the Barth–Jespersen method [1] when the limiting tensor is rotated into the principal strain
direction. The Barth–Jespersen limiter is used to compare a projected velocity, which is rotated into the principal direc-
tion, with the maximum and minimum velocities at the neighboring nodes. The maximum and minimum velocities at the
neighboring nodes are also rotated into the same principal direction as the projected velocity. The Barth–Jespersen limiter
is
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⎧⎪⎪⎨
⎪⎪⎩
f (
α(u′max−up ′)
uc ′−up ′ ) if uc
′ > up ′,
f (
α(u′min−up ′)
uc ′−up ′ ) if uc
′ < up ′,
1 if uc ′ = up ′
(16)
where f is the comparison function given by f (x) = min(1, x). The prime denotes a velocity in the principal direction and
φ′ is a limiting coeﬃcient in the diagonal tensor φ′ . The max/min subscript is the maximum/minimum neighboring nodal
velocities in the same principal direction as calculated at the node p. The variable α is the maximum permitted difference
and it is in the range of 0 to 1.0. A value of 0 corresponds to no gradient (i.e. 1st order) and a value of 1.0 corresponds to the
steepest permissible gradient. In [1], a value of 1.0 is used in the comparison function. In this work, we explore two values
for α, 0.5 and 1.0 respectively. As shown in the test problem section, the second-order approach with α = 1 can generate
undesirable oscillations near shocks. Using a value of 0.5 in the comparison function reduces the undesirable overshoots.
A limiting coeﬃcient is found for each velocity component in the principal direction. The limiting tensor is rotated out of
the principal strain direction of the node and is then used in Eq. (14).
There are many approaches for determining the velocity gradient. The velocity gradient in this work is calculated via
a line integral through the neighboring cell centered velocities. The cell centered velocities are calculated by averaging
the nodal velocities around the cell. This gradient approach was chosen because it preserves symmetry on equal angle
polar meshes, valid for arbitrary polygonal meshes, and uses a line integration path consistent with the momentum control
volume. A design goal is to preserve symmetry on equal angle polar meshes with radial ﬂows. A potential drawback to this
gradient approach is the zone center velocity is calculated by averaging the nodal velocities. This may artiﬁcially smooth
the velocity gradient, which would in turn, reduce the amount of dissipation added at a shock. The partial derivatives of a
velocity component with respect to x and y are
∂u
∂x
∣∣∣∣
p
=
∮
(ex · s)u dl
limAp→0 Ap
, (17)
∂u
∂ y
∣∣∣∣
p
=
∮
(ey · s)u dl
limAp→0 Ap
(18)
where ex and ey are unit vectors pointing in the x- and y-directions respectively and Ap is the area of the control volume
around node p. The derivatives above are used with each velocity component.
6. Solution methodology
6.1. Riemann-like solution
The Riemann force is calculated via a three step process – (1) project the velocity to the cell center, (2) calculate the
Riemann velocity at the cell center, and (3) calculate the Riemann forces at the cell center. The details of the three steps are
provided below. The projection step begins with calculating a gradient of the velocity ﬁeld around each node. The gradient is
constructed from the cell centered velocity, where the cell centered velocity is calculated by averaging the nodal velocities
of the respective cell. The nodal velocity is then projected to the cell center using an unlimited gradient. The projected
velocity is rotated into the direction of the principal strain of the node. The neighboring nodal velocities are also rotated
into the same principal strain direction. The limiting coeﬃcients are calculated and the limiting tensor is rotated back to
the reference frame of the mesh. The inputs to the Riemann-like problem are mesh topology, limited corner velocity, corner
impedance, and corner shock direction. The corner impedance is a function of the velocity difference between the average
velocity of the cell and the corner velocity. The shock direction, ac , is calculated using the cell average velocity and the
projected velocity. The last step is to calculate the Riemann forces which are a function of the Riemann velocity. A Riemann
force is calculated for each iota face. The Riemann forces are used in the momentum equation (Eq. (2)) and the compatible
internal energy equation (Eq. (3)).
6.2. Time integration
The momentum and compatible internal energy equation are integrated in time via a two step process. The ﬁrst step
is to obtain a solution at n + 12 , and the second step is to calculate the solution at n + 1. The details of these two steps
are as follows. The time integration begins with projecting the solution forward in time by t2 . The projection step only
uses information at time n. For example, the mesh position at n + 12 is xn+
1
2 = xn + t2 un . Next, the Riemann forces are
calculated using the solution estimate at n + 12 . These forces are used in both the momentum and compatible internal
energy equations. The second integration step is identical to the central difference integration approach, where the right
hand side of Eqs. (1), (2), and (3) are at n + 12 . The momentum equation is integrated in time from n to n + 1 using the
Riemann forces at n + 12 . The compatible internal energy equation is integrated in time from n to n + 1 using the temporal
average velocity, u
n+ 12
p = 1 (un+1p + unp), and the Riemann forces at n + 1 . The mesh position is integrated in time from n to2 2
574 N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597Fig. 3. The Riemann-like problem couples the nodal motion to the cell center via a viscous force. The viscous force is present in each cell corner and is
denoted with an arrow. The cell corner is shown with a grey line. The example above illustrates an hourglass mode (left) and a chevron mode (right).
The hourglass and chevron null mesh modes produce no change in the volume of the cell, so the pressure change is zero.
n + 1 using the temporal average velocity. All values are now known at n + 1. The integration process is repeated until the
calculation is complete.
6.3. Boundary conditions
The solution at boundaries must take into account the appropriate physical constraints. The two boundary conditions
considered here are a reﬂected boundary and a stress boundary. The approaches presented here will preserve symmetry on
equal angle polar meshes with a radial ﬂow, which is a design goal. The discussion will ﬁrst focus on the reﬂected boundary
condition followed by the stress boundary condition.
The reﬂected boundary condition imposes the appropriate physical constraints for a symmetry plane, a wall, or a piston.
The physical constraints at a reﬂected boundary are the gradient in both the stress and velocity are equal to zero in the
surface normal direction. The control volume for the momentum equation and the velocity gradients at a reﬂected boundary
is identical to an internal node. To enforce these constraints, the mesh is reﬂected in the surface normal direction, and the
boundary node is treated like an internal node. The velocity gradient and the stress gradient will be equal to zero in the
surface normal direction.
The stress boundary condition imposes the appropriate physical constraints for a free surface (e.g. zero pressure) or a
boundary stress (e.g. pressure). This condition is enforced by using a control volume for the momentum equation (Eq. (2))
and the velocity gradient (Eqs. (17), (18)) that includes the boundary surface. The boundary stress, σ b , is applied to the
control volume along the boundary. These boundary forces, Si(b) ·σ b , are included in the momentum equation just like other
forces. For a free surface, the boundary forces are equal to zero because the pressure is equal to zero. The velocity along
the boundary is equal to the nodal velocity. The boundary contributions for the velocity gradient are Si(b)up . The velocity
gradient (Eqs. (17), (18)) includes these boundary contributions.
7. Mesh stability
One challenge with the Lagrangian SGH approach is the mesh can deform without restraint. The unconstrained mesh
deformation modes are commonly termed zero energy modes or null modes. Hourglass and chevron deformations are
common examples of the null modes. The fundamental problem is the stress (mechanical part) does not necessarily fully
constrain every spatial degree of freedom of the mesh. The calculated forces are not able to resist all mesh distortions
so unphysical hourglass or chevron modes can grow and destroy the calculation. Multiple mesh stability algorithms have
been proposed for damping the null mesh modes [9,10,36,20]. The goal of the mesh stability models is to apply a force to
damp/resist the null modes.
A beneﬁt of the Riemann-like problem is it will damp null mesh modes, which is a design objective. The Riemann-like
solver will apply a viscous force to any node that has a different nodal velocity than the Riemann velocity (1st-order)
or a different projected velocity than the Riemann velocity (2nd-order). The Riemann-like problem generates a viscous
force between the cell center and the node, μc(u∗z − uc(i))|ac(i) · Si |, which is a function of the velocity difference and
the impedance. The impedance will increase as a function of the difference between the nodal velocity and the average
cell center velocity, μc = a + b1||up − uz||. A larger impedance will generate a larger viscous force. The viscous force is
graphically illustrated in Fig. 3. Additional analysis on the mesh stability is provided in Section 9.2, which discusses the
dissipation created by the Riemann-like problem.
The ability of the algorithm to resist hourglass modes can be further increased by using a subzonal method. One such
approach decomposes a polygon into smaller quadrilateral regions and is called temporary quadrilateral sub-zoning
(TQS) [9,10]. The TQS approach calculates corner pressures that act on a node. The Riemann-like problem can include
these subzonal corner pressures [35]. However, in this work we do not use a corner stress in the Riemann-like problem.
As will be demonstrated, the Riemann-like solution provides reasonable mesh stability.
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8. Compatible energy equation
The compatible internal energy equation used in this work is derived in [8,11]. The compatible energy equation is(∑
c∈z
Mc
)
ez
t
= −
∑
c∈z
∑
i∈c
((
Si · σ ∗c(i)
)n+ 12 · un+ 12p(i) ) (19)
where u
n+ 12
p is equal to the average of the velocities at n + 1 and n. The right hand side of the compatible energy equation
is written in terms of a double summation, where the ﬁrst summation is over the iota surface areas in the corner and
the second summation is over the corners in the cell. In RZ coordinates, the corner masses (Mc) and the surface area
vectors (Si) are deﬁned to ensure the conservation of total energy, momentum, and preserve symmetry on equal angular
polar meshes [4,21]. The RZ surface area vector is deﬁned as
Si = Scarti rp (20)
where the superscript cart denotes the Cartesian surface area vector. The RZ corner mass is
Mc = ρc Acrp (21)
where the corner density is ρc , the Cartesian corner area is Ac , and the radius of the node is rp . In [11,4,21], the corner
area is calculated such that it satisﬁes ﬁve requirements. The requirements are as follows. The ﬁrst requirement is the
summation of all the corner volumes around the node is equal to the volume of the node (V p = ∑c∈p Vc). The second
requirement is the summation of all the corner volumes inside the cell is equal to the volume of the cell (V z =∑c∈z Vc).
The third requirement is the corner area multiplied by the radius of the point must be equal to the volume of the corner
(Vc = Acrp). The fourth requirement is the summation of every corner area in the cell equals the Cartesian area of the cell
(Az = ∑c∈z Ac). The last requirement is the corner volume and the surface area vectors ensure a symmetric solution on
equal angle polar meshes. A set of corner areas that satisfy these requirements for a quadrilateral cell are
Ac1 = 5Ae41 + 5Ae12 + Ae23 + Ae34
12
, Ac2 = Ae41 + 5Ae12 + 5Ae23 + Ae34
12
,
Ac3 = Ae41 + Ae12 + 5Ae23 + 5Ae34
12
, Ac4 = 5Ae41 + Ae12 + Ae23 + 5Ae34
12
(22)
where the corners in the quadrilateral cell are c1, c2, c3, c4. Next, the consistent corner areas above were calculated via a
triangular decomposition of the quadrilateral cell, and Ae41, Ae12, Ae23, Ae34 are the areas of the four triangles. For example,
Ae41 is the area of the triangle on the edge between node 4 and 1. Fig. 4 illustrates the triangular subzonal areas. Additional
details of the RZ discretization are provided in [11,4,21].
9. Energy analysis
The change in internal energy can be decomposed into reversible and irreversible components. A reversible change cor-
responds to no change in the entropy, and an irreversible change corresponds to an increase in the entropy. A shock is
irreversible so dissipation should be added to the solution to increase the entropy. The primary goal of the Riemann-like
problem is to add dissipation to the solution if there is a difference in the projected velocities, i.e. a discontinuity. Like-
wise, the Riemann-like problem should not create entropy if the ﬂow is isentropic, i.e. reversible. The Riemann-like problem
should attempt to satisfy these thermodynamic constraints. These thermodynamic constraints are design objectives dis-
cussed above in Section 3. Analysis will be performed below to show the new Riemann-like problem satisﬁes the ﬁrst
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ﬁelds are linear or constant.
In order to study entropy production, it is necessary to decompose the compatible internal energy equation into re-
versible and non-reversible components. The decomposition is accomplished by expanding the velocity and stress in the
cell corners as follows
u
n+ 12
p = u∗zn+
1
2 − δun+
1
2
c , σ
∗
c
n+ 12 = σ n+
1
2
z + δσ n+
1
2
c . (23)
The jump in the stress across the cell corner, δσ c is the viscous stress portion of the Riemann stress. Substituting the
decompositions (Eq. (23)) into the compatible internal energy equation (Eq. (19)) gives
Mz
ez
t
= −
∑
i∈z
(
Si · (σ z + δσ c(i)) ·
(
u∗z − δuc(i)
))n+ 12 . (24)
The internal energy equation expands to
Mz
ez
t
= −
(∑
i∈z
S
n+ 12
i
)
︸ ︷︷ ︸
=0
·(σ z · u∗z)n+ 12 +∑
i∈z
(Si · σ z · δuc(i))
︸ ︷︷ ︸
=w˙
n+ 12 − u∗zn+
1
2 ·
∑
i∈z
(Si · δσ c(i))
︸ ︷︷ ︸
=0
n+ 12
+
∑
i∈z
(Si · δσ c(i) · δuc(i))
︸ ︷︷ ︸
=d˙
n+ 12 (25)
where w˙ is the reversible work rate and d˙ is the dissipation rate. The reason why the two terms above are equal to zero is
as follows. The summation of all the area vectors, Si , inside a cell is zero and the summation of the Riemann forces inside
a cell is also zero (Eq. (5)). The reversible work rate term will be discussed ﬁrst followed by a discussion of the dissipation
rate term.
9.1. Reversible work
It can be helpful to express the reversible work rate term in Eq. (25) in terms of the nodal velocity instead of the velocity
difference in a cell corner. The velocity difference in the work rate term reduces to up because u∗ and the zonal stress can
be factored out of the summation leaving
∑
i∈z Sin+
1
2 , which is equal to zero. This simpliﬁcation can only be done with
some of the terms in Eq. (25). Next, the stress in the reversible work rate term in Eq. (25) can be expressed in terms of the
pressure and stress deviators σ z = −pzI+ σ ′z . After substitution and simpliﬁcation, the reversible work rate term becomes
w˙ = pn+
1
2
z
∑
i∈z
(Si · up(i))n+ 12 − σ ′zn+
1
2 :
∑
i∈z
(Siup(i))
n+ 12 . (26)
The ﬁrst term is the cell center pressure multiplied by a deﬁnition for the rate of change in the volume of the cell, and the
second term is a double concatenation between the stress deviators and the strain rate of the cell. The surface area vectors
of the momentum control volume, Si , point in a different direction than the surface area vectors of the cell, Ni , and may
have a different sign (Fig. 2). The ﬁrst term in the work rate is the −pV
t , where the deﬁnition for the cell volume rate of
change is
V ez
t
= −
∑
i∈z
(Si · up(i))n+ 12 . (27)
A superscript e denotes the volume change deﬁnition in the compatible internal energy equation. The integration path in
Eq. (27) is along the iota faces in a cell. The geometric rate of change of the volume of the cell is calculated with an
integration path through the vertices of the cell (i.e. the cell boundary); however, the two deﬁnitions for the rate of change
of the cell volume are equivalent in Cartesian coordinates. The geometric rate of change of the volume for the cell is,
V gz
t
=
∑
i∈z
(Ni · up(i))n+ 12 (28)
where a superscript g denotes the geometric volume change and Ni is the surface area vector of the iota face of the cell.
The iota face on the cell boundary extends from the node to the cell face. To see the equivalence in the volume change
deﬁnitions, the volume rate of change equations above can be expressed in terms of a corner normal vector. The corner
normal vector is
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∑
i∈c
Ni = −
∑
i∈c
Si . (29)
The summation over a cell corner of the surface area vectors of the momentum control volume is equal and opposite to the
summation of the surface area vectors of the cell. The volume change deﬁnitions are equal, so
V ez
t
= V
g
z
t
=
∑
c∈z
(Nc · up(c))n+ 12 . (30)
The above result was only possible because the velocity difference is constant over the cell corner so it could be factored
out of the summation over the iota faces in the corner. The rate of change of the volume in the internal energy equation is
equal to the geometric rate of change of the cell volume in Cartesian coordinates. This equivalence is important because the
reversible change in the internal energy of the cell should be a function of the change in the geometric volume of the cell.
The work rate in terms of the cell corner normal is
w˙ = −pn+
1
2
z
∑
c∈z
(Nc · up(c))n+ 12 + σ ′zn+
1
2 :
∑
c∈z
(Ncup(c))
n+ 12 . (31)
The rate of change of the reversible work is the canonical deﬁnition where the velocity used to calculate the volume change
is equal to the average of the n+1 and n states. The analysis below will focus on the dissipation created by the Riemann-like
problem.
9.2. Dissipation
The dissipation rate of change in Eq. (25) is a function of the discontinuity in both the velocity and the stress at the cell
center. Substituting the deﬁnition for the jump in stress, δσ c = qc , into the dissipation rate expression gives
d˙ =
∑
i∈z
(Si · qc(i) · δuc(i))n+
1
2
. (32)
Evaluating the dissipation rate with the viscous force (Eq. (4)) and expressing the second term as a function of the corner
normal gives
d˙ =
∑
i∈z
(
μc(i)|ac(i) · Si|δu2c(i)
)n+ 12 (33)
where δu2c(i) = δuc(i) · δuc(i) . The Riemann-like problem will increase the dissipation for any velocity difference in the di-
rection of the unit vector ac . The Riemann-like problem will ensure rate of change of the entropy is greater than or equal
to zero. The amount of entropy generated is a function of the velocity difference between the corner and the cell center.
The impedance is a function of the velocity difference, so the rate of change in the dissipation is a function of the difference
in the velocity to the cube power. The dissipation is also a function of the direction of the velocity jump, ac , which is an
approximation for the direction of the shock. If the velocity difference is equal to zero, δu = 0, then no dissipation will
be added to the solution. No dissipation will be added to solution with a 2nd order accurate projection when the ﬂow
has no acceleration or when the acceleration (or deceleration) is constant. The Riemann-like problem satisﬁes both design
requirements discussed above.
The mesh stability properties of the Riemann-like solver were brieﬂy discussed in Section 7. The dissipation analysis
above provides additional insight into the mesh stability properties created by the Riemann-like solver. The Riemann-like
solver will generate dissipation if there is any difference between the projected velocity and the Riemann velocity, δu.
The dissipation will increase the internal energy, which will cause the pressure of the cell to increase. A null mode will
generate a velocity difference, δu, so the Riemann-like problem will increase the dissipation in the cell (Eq. (33)). If the
dissipation is not adequate to produce a smooth mesh, then including the TQS model may be beneﬁcial. However, based
on test problems, the Riemann-like problem without a jump in stress appears to be capable of ensuring a reasonably stable
mesh in two dimensional geometries.
10. Test problems
A series of tests were performed to assess the accuracy and mesh robustness properties of the new Riemann-like solution.
The tests are as follows:
• Sod [44],
• Noh XY and RZ [41],
• Sedov XY and RZ [43],
• Kidder RZ [22–24],
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• Saltzman [37,18],
• Flanagan Belytschko beam [20],
• Pressurized ball,
• Triple point [25],
• Taylor Anvil [45].
The Sod problem involves a discontinuity in the density, internal energy, and pressure ﬁelds. The Sod test problem will
assess the ability of the scheme to propagate a release wave away from the contact and transmit a shock. The Noh problem
is a gas impacting a wall and it is used to quantify the accuracy of the method at converting kinetic energy into internal
energy. The Sedov problem is a blast wave in a gas and it is used to test the accuracy of the method at converting internal
energy into kinetic energy. The Noh and Sedov problems were performed in both XY and RZ coordinates on a polar and a
box mesh. The Noh and Sedov problems on a box mesh test the mesh robustness properties of the new approach. The Kidder
problem is a shock-less compression and expansion of a gas. The Kidder problem is used to quantify dissipation errors on
a smooth (i.e. shock-free) problem. The Kidder problem is calculated on a box mesh to test the symmetry preservation
properties and robustness of the approach. Saltzman, Flanagan Belytschko beam, pressurized ball, and triple point problems
are used to further quantify the mesh robustness properties of the Riemann-like approach. The Saltzman problem is a
planar shock traveling through a distorted mesh and it is commonly used to test the robustness of Lagrangian methods.
The Flanagan Belytschko problem is a bending beam used to test the ability of the Lagrangian scheme to damp hourglass
modes. The pressurized ball problem is used to test the ability of the Lagrangian method to preserve symmetry on non-equal
angular radial meshes. Lastly, the triple point problem and the Taylor Anvil experiment tests the robustness of the method
on a problem with vorticity. The calculations with a Riemann-like solution did not use additional mesh stability models
such as TQS. The mesh stability is solely the result of the Riemann-like problem. The dissipation from the Riemann-like
problem is applied to the solution in both compression and expansion. Mesh stability requires the dissipation to be active
in both compression and expansion. In SGH, it is common to turn the explicit viscosity off when the cell is in expansion.
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function (Eq. (16)) were studied, 0.5 and 1.0 respectively. The calculations above use a mesh with 100 cells.
In this work, the Riemann-like problem is always active so the dissipation will only be equal to zero when the velocity
difference at the cell center is zero.
10.1. Sod
Sod [44] is a one-dimensional Cartesian problem that begins with a discontinuity in the density, pressure and internal
energy ﬁelds. This problem uses a gamma-law gas. The initial internal energy is e = 2.5 and e = 2.0; likewise, the initial
580 N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597Fig. 7. The Sod results at 20.0 μs are shown above corresponding to the 2nd order Riemann-like approach and a more ﬁnely resolved mesh. The mesh uses
1000 cells, where as, the calculations in Fig. 6 use 100 cells. The plot above illustrates the approach is converging toward the analytic solution.
densities are ρ = 1.0 g/cc and ρ = 0.125. The region on the left has a higher energy and density, and the region on the
right has a lower energy and density. The gamma of the gas is 1.4. The contact is placed at 50 cm where the initial mesh
is 100 cm long. The calculations were performed with a mesh resolution of 100 cells and 1000 cells. The slope in the shock
impedance relation, b1, is
γ+1
2 (Eq. (9)).
The results at t = 20 μs are compared to the analytic solution in Figs. 5, 6, and 7. For comparison purposes, the nominal
J. von Neumann and Richtmyer (VNR) viscosity approach results are provided in Fig. 8. Both 1st order and 2nd order
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Riemann-like solutions did reasonably well on the Sod problem. Two different values for α in the comparison function
(Eq. (16)) were studied, 0.5 and 1.0 respectively (Fig. 6). The most observable difference in the solution between the two
values of α is a value of 1.0 more closely followed the release. Higher resolution calculations were repeated with the 2nd
order Riemann-like solutions to illustrate convergence toward the analytic solution (7). The Sod results match the analytic
solution favorably.
10.2. Noh
The Noh [41] problem involves a gamma-law gas impacting the origin with a velocity magnitude of 1 cm/μs. The velocity
vector at each node is pointing at the origin in the XY and RZ Noh problems. The gamma of the gas is 5/3. The analytic
solution for the pressure and the density are 5.33 MBar and 16 g/cc (XY), or 21.33 MBar and 64 g/cc (RZ) respectively.
The Noh problem is calculated on both polar and box meshes. The polar mesh uses 15 cells in the theta direction and 50
radial cells. The outer radius of the polar mesh is 1.0 cm. The box mesh is 1.0 cm× 1.0 cm with 50 cells in each direction.
The slope in the shock impedance relation, b1, is
γ+1
2 (Eq. (9)).
The Noh results on the polar mesh are shown at 0.6 μs in Figs. 9 and 10. Similar to results in [41], density errors are
present near the wall. These density errors are created by generating too much dissipation, which increases the internal
energy. These errors are commonly termed “wall heat errors”. The 1st order and 2nd order Riemann-like solutions have
similar wall heat errors; however, the density ﬁeld rises more quickly with the 2nd order Riemann-like approach. Further-
more, the 2nd order Riemann-like approach is able to reach a density closer to the analytic solution. Every calculation
generated an overshoot at the shock front on Noh RZ, where the 2nd approach with α = 1.0 generated a more noticeable
overshoot. The choice of α in the limiting comparison function (Eq. (16)) affects the amount of dissipation added to the
calculation. Using α = 0.5 produced nearly the same answer as α = 1.0, but with a much smaller overshoot. Next, the Noh
results using the box mesh are shown in Fig. 11. The Riemann-like problem produced a smooth mesh and a reasonably
spherical shock. This test problem illustrates that the Riemann-like approach can robustly move the mesh on problems with
signiﬁcant compression.
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errors are consistent with the results published in [41]. The dissipation errors are reduced by using the 2nd order Riemann-like approach (Fig. 10).
10.3. Sedov
Sedov [43] obtained an analytic solution for a blast wave in a gamma-law gas that is generated by an energy source
at a point. The Sedov problem is modeled using a ﬁnite energy source at the origin of a box mesh. The Sedov problem
is calculated in both XY and RZ coordinates on both polar and box meshes. The meshes used on the Sedov problem have
the same resolution as the Noh problem above, however the domain is slightly larger. The polar mesh has an outer radius
of 1.2 and uses 60 radial zones. The angular resolution is 15 zones. The box mesh is 1.2 cm × 1.2 cm with 60 cells in
each direction. The gamma is 5/3, the initial density is 1 g/cc, and the extensive source internal energy is 0.564113 (XY)
or 0.493390 (RZ). The source energy is appropriately scaled to account for the symmetry planes in the mesh, 14 (XY) and
1
2 (RZ) respectively. The speciﬁc source internal energy is calculated by dividing by the mass in the source zone. These
energy sources will produce a shock that is located at 1 cm at 1 μs. The slope in the shock impedance relation, b1, is
γ+1
2
(Eq. (9)).
The Sedov results on a polar mesh are shown in Figs. 13 and 14. The 1st order approach has some errors in the conver-
sion of internal energy into kinetic energy so the cells behind the shock have too much internal energy. This error in the
partition between internal energy and kinetic energy causes the pressure to be too large behind the shock and the shock is
moving too slowly. The 2nd order accurate approach does a better job with capturing the partition between internal energy
and kinetic energy so solutions are in better agreement with the analytic solutions. Next, Fig. 15 shows the Lagrangian
solutions on a box mesh. Using a box mesh with Sedov tests the mesh robustness properties of a Lagrangian approach.
As seen here, the mesh is smooth and the shock is traveling radially outward.
10.4. Kidder
The Kidder RZ problem [22–24,42] is a shock-free compression and expansion of a ball of gas. The equation of state
is a gamma law gas. The initial conditions of the ball of gas are as follows: an initial inward linear velocity proﬁle,
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Two different values for α in the comparison function (Eq. (16)) were studied, 0.5 and 1.0 respectively. Every cell center value in the mesh is plotted.
The solutions are symmetric. The Cartesian solution is reasonably smooth; where as, some overshoots are present in the RZ geometry.
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on the right. The top image is XY coordinates and the bottom image is RZ coordinates. All images correspond to a time of 0.6 μs. The mesh stability is
achieved solely through the Riemann-like problem. The corresponding pressure and density scatter plots are provided in Fig. 12.
a Gaussian density proﬁle, and a constant internal energy. The velocity proﬁle is u = −
√
r2+z2
2 , the density proﬁle is
ρ = 1√
2
exp(− r2+z22 ), and the internal energy is 38 . The gamma of the gas is 5/3. The compressing and expanding ball
of gas is modeled on a rectangular 75 × 75 grid where the domain is 3 × 3 cm. The gas is converging on the origin of the
mesh, (0,0). This grid corresponds to an initial resolution of 0.04 cm, which is 2× larger than the resolution used in the
Sedov and Noh problems.
The density evolution and the corresponding mesh are shown in Fig. 17. The calculated density and pressure results are
compared to the analytic solution at t = 2.0 μs in Fig. 18. As illustrated, the solutions are very symmetric. The results from
the 2nd order approach very closely follows the analytic solution. The results from the 1st order approach has noticeable
errors near the wall, which are generated by too much dissipation. The 2nd order approach minimizes the dissipation so
the calculation is in excellent agreement with the analytic solution.
10.5. Saltzman
The Saltzman problem is commonly used to test the robustness of a Lagrangian method. This test problem is a linear
shock tube with an initially skewed mesh. The mesh points are given by
xK L = Kx+ (10− L)y sin(π Kx), yK L = Ly (34)
where K ∈ [0,100], L ∈ [0,10], x = 0.01 cm, and y = 0.10 cm. A 5/3 gamma-law gas is used in this test problem.
The slope in the shock impedance relation, b1, is
γ+1
2 (Eq. (9)). The shock is generated by a piston traveling rightward
with a velocity of 1 cm/μs. The shock propagates at a velocity of 4/3 cm/μs and it hits the right boundary at 0.75 μs.
The Saltzman results are shown in Fig. 19 at 0.76 μs just after the shock reﬂects from the wall.
The 1st order Riemann-like solution on the Saltzman problem generates a smoother mesh than the 2nd order Riemann-
like solutions. The authors believe the 1st order approach is dissipating the directional errors that are created in SGH.
The SGH approach will generate 1st-order directional errors in the acceleration vector on distorted meshes. The acceleration
N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597 585Fig. 12. The Noh results on a box mesh are shown above corresponding to a time of 0.6 μs. Every cell center value in the mesh is plotted. The results on
the left side are 1st order and the results on the left side are 2nd order with α = 1.0. The corresponding meshes are shown in Fig. 11. The overshoots are
more noticeable on the box mesh than the polar mesh. The solutions are reasonably symmetric, where the 2nd order has better symmetry than the 1st
order approach.
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above use the 1st order Riemann-like approach. The solutions are symmetric, and the calculations are in reasonable agreement with the analytic solutions.
direction errors arise from assuming the node is located at the center of the momentum control volume. Increasing the
dissipation smoothes the mesh, but also smears the shock and other features. In other words, one must choose between
a 1st-order error in the mesh motion or a 1st-order dissipation error. The Riemann-like problem generates suﬃcient mesh
stability that the Saltzman problem can be calculated beyond the reﬂected shock without auxiliary mesh stability models
such as TQS.
10.6. Flanagan Belytschko Beam
The Flanagan Belytschko Beam problem is a bending beam where the middle point on one edge is ﬁxed and the other
edge is a symmetry plane. An initial upward velocity of 10 cm/μs is used to bend the beam. This test problem will excite the
hourglass null mode. The beam is 10 cm tall and the middle of the beam is at 40 cm (i.e. 80 cm long). The mesh resolution
is 10 cm. The least dissipative approach, α = 1 is used on this problem to illustrate the approach is able to successfully
damp hourglass modes. Reducing the limiting coeﬃcient will add more dissipation to the solution, which will further damp
rotations and bending. The bending oscillations will decay in time, where a more dissipative approach will cause a greater
decay in the bending. The goal of the Flanagan Belytschko Beam problem is to demonstrate robustness against hourglass
modes with the smallest amount of dissipation. The results from this test problem are shown in Fig. 20. As demonstrated,
the new Riemann-like approach is stable and robust against hourglass null modes.
10.7. Pressurized ball
The RZ pressurized ball problem uses a constant pressure boundary condition to compress a sphere of gas. The problem
uses a distorted mesh polar mesh to test the symmetry preservation properties of a Lagrangian hydrodynamic scheme [13].
The boundary pressure is 662/3 MBar and it is held constant throughout the calculation. The initial state of the gamma-law
gas is ρ = 1 g/cc and e = 1 MBar cc/g. The problem uses a gamma of 5/3. The slope in the shock impedance relation, b1,
is γ+1 (Eq. (9)). The initial outer radius of the gas sphere is 10 cm. The computation mesh has 24 uniform radial cells,2
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above use the 2nd order Riemann-like approach. Two different values for α in the comparison function (Eq. (16)) were studied, 0.5 and 1.0 respectively.
The solutions are symmetric, and the calculations are in good agreement with the analytic solutions.
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left and the 2nd order solution (α = 1.0) is on the right. The images above correspond to a time of 1.0 μs. The mesh stability is achieved solely through
the Riemann-like problem. The corresponding pressure and density scatter plots are provided in Fig. 16.
and 9 non-uniform angular cells. The angular discretization grows by 10 percent (Fig. 21). The algorithm will preserve
symmetry on an equal angle polar mesh, but the non-uniform angular discretization causes a loss of symmetry in the
solution. The ﬁrst goal is produce identical answers on an equal angular mesh and a non-uniform angular mesh. The second
goal is to reach a time of 10 μs. The pressurized ball problem is diﬃcult to calculate with SGH methods and calculations
can fail prior to 5 μs.
The results from the VNR and the Riemann-like approaches are provided in Fig. 22 for the RZ pressurized ball problem.
The VNR approach used the TQS mesh stability model. The calculation with VNR viscosity failed at 2.8 μs. In contrast,
the 1st order and 2nd order accurate Riemann-like approaches were able to reach a time of 10 μs. The results using the
1st order approach had a reasonably radial mesh. Likewise, the 2nd order approach with α = 0.5 produced a smooth mesh;
however, the solution with α = 1.0 contained some numerical vorticity near the origin. As mentioned before, we believe
the Riemann-like approach is dissipating the directional errors that are created in SGH with non-uniform zoning. Increasing
the dissipation smoothes the mesh, but it could also dissipate physical vorticity. The RZ pressurized ball problem illustrates
the Riemann-like approach is reasonably robust without additional mesh stability models.
10.8. Triple point
The triple point problem is used to assess the robustness of a Lagrangian method on a problem that has signiﬁcant
vorticity [25]. The initial conditions are three regions of a gamma-law gas, where each region has different initial conditions.
One region has a high pressure that drives a shock through two connected regions and a vortex develops at the triple point
where three regions connect. In this study, every region uses a gamma of 1.4. The slope in the shock impedance relation,
b1, is
γ+1
2 (Eq. (9)). Fig. 23 shows the initial conditions, and Fig. 24 shows the results at 2.7 μs.
The ﬁrst observation is the mesh remained stable with both 1st order and 2nd order accurate solutions. Despite large
deformation, the 1st order calculation will continue to run well beyond 5 μs and the 2nd order calculation with α = 1
is able to proceed slightly beyond 2.75 μs before the cells become so distorted that the calculation stops. Increasing the
dissipation enables the calculation to run further because it damps the vortex structure. The triple point problem illustrates
the Riemann-like problem can be used on problems with signiﬁcant mesh deformation.
N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597 589Fig. 16. The Sedov results on a box mesh are shown above corresponding to a time of 1.0 μs. Every cell center value in the mesh is plotted. The results
on the left side are 1st order and the results on the left side are 2nd order with α = 1.0. The corresponding meshes are shown in Fig. 15. The 2nd order
approach on a box mesh has overshoots at the shock that are not present on a polar mesh. However, the solutions on a box mesh are very symmetric.
590 N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597Fig. 17. The RZ Kidder problem density results on a box mesh. The density scale is shown on the right side. The 1st order approach result is shown on the
left side of the image, and the 2nd order approach result is shown on the right side of the image. The mesh motion is stable and smooth. Both solutions
are very symmetric. The density and pressure plots at 2.0 μs are compared to the analytic solution in Fig. 18.
10.9. Taylor Anvil
The Taylor-Anvil experiment [45] uses the collision between a cylinder of test material and a target plate to study
high-strain rate behavior of the material. Our goal of the modeling a Taylor-Anvil experiment is to assess the accuracy of
the Riemann-like approach on a problem with physical vorticity and strength.
The experiment modeled in this work is a copper rod impacting a steel plate, where the initial velocity is
0.0205 cm/μs [19]. The experiment is approximated as a rod impacting a rigid wall (i.e. reﬂected boundary condition).
A reﬂected boundary obviates the need for a contact surface algorithm. A rigid wall is inﬁnitely stiff, so the calculated
deformation should be slightly greater than the deformation observed in the experiment. This calculation also corresponds
to two rods impacting each other. The initial mesh resolution used in the calculation is 0.1 cm nominally. The rod is
oxygen-free electronic copper, and the details of the equation of state and strength parameters are as follows. The copper
uses a linear equation of state with a Gruneisen coeﬃcient to capture the off Hugoniot states. The copper equation of state
N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597 591Fig. 18. The RZ Kidder problem density and pressure results on a box mesh. The plots above correspond to a time of 2.0 μs. The results are plotted over the
whole domain and near the wall. The enlarged view of the wall region is to help the reader assess the accuracy of the method. Every cell centered value
in the mesh plotted. The dissipation errors generated by the 1st order approach can be seen in the enlarged view plots. The 2nd order approach closely
follows the analytic solution because it reduces the amount of dissipation added to the solution. Both solutions are very symmetric.
592 N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597Fig. 19. The Saltzman problem is shown above for the Riemann-like approach. Both 1st order and 2nd order accurate solutions are shown above. The 2nd
order accurate calculations were performed with two different values of α. The mesh stability is achieved solely through the Riemann-like problem.
Fig. 20. The Flanagan Belytschko Beam problem is shown above where the calculation on the left used the VNR viscosity approach and the calculation on
the right used the 2nd order accurate Riemann-like approach where α = 1.0. Reducing α will add more dissipation to the problem. The goal is illustrate the
minimum amount of dissipation from the Riemann-like approach is suﬃcient to damp hourglass modes. The VNR calculation did not use a mesh stability
model to illustrate the growth of hourglass modes. As seen above, the Riemann-like problem applied suﬃcient dissipation to prevent the hourglass modes
from growing.
Fig. 21. The pressurized ball problem test the ability of a Lagrangian method to preserve symmetry on non-equal angle polar meshes. The polar mesh above
has a 10 percent variation in the angular discretization. A constant pressure boundary condition compresses the polar mesh.
properties are: ρ0 = 8.930 g/cc, C0 = 0.394, s = 1.49, and Γ = 2.0. The shock impedance linear coeﬃcient is b1 = s = 1.49.
The copper rod uses a strength model where the ﬂow stress is a linear function of the equivalent plastic strain. The details
of the strength model are provided in Appendix A of [7]. The copper strength properties are: yield stress Y0 = 0.004 MBar,
hardening modulus YH = 0.001, and shear modulus G = 0.4333.
N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597 593Fig. 22. The RZ pressurized ball results are shown above at two different times. The calculations use a polar mesh with a 10 percent variation in the angular
discretization. The sub captions denote the dissipation approach and the corresponding time. The pressure scale goes from 40 MBars to 200 MBars. As seen
above, the Riemann-like approach allows the calculation to run to 10 μs without additional mesh stability models. In contrast, the calculation using the
VNR approach combined with the TQS mesh stability model crashes at 2.8 μs. The ability to calculate this problem to 10 μs with SGH is viewed by the
authors as a success for the Riemann-like approach. Furthermore, the shocks are reasonably spherical at 10 μs.
The as-built diameter and nominal length of the rod is 1.89 cm and 7.5 cm respectively. The ﬁnal, deformed dimensions
of the rod are 3.66 cm (diameter) and 5.45 cm (length). The calculated deformed dimensions of the copper rod are shown in
Table 1. The deformed rods are shown in Fig. 25 The dissipation from the Riemann-like problem in the 1st order approach
heavily damped the physical vorticity. In contrast, the 2nd order approach reduces the dissipation so the rod is able to
readily deform. The calculation with α = 1 generates deformation that is consistent with the experiment. This experiment
illustrates the beneﬁt of reducing the dissipation in smooth regions.
594 N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597Fig. 23. The initial mesh for the triple point problem is shown above. The initial conditions are as follows: left region (blue) is ρ = 1.0& e = 2.0, top-right
region (grey) is ρ = 0.125& e = 1.6, and the bottom-right region (magenta) is ρ = 1.0& e = 0.25.
Fig. 24. The triple point density results at 2.7 μs are shown above. The density scale goes from 0.1 to 3.5 g/cc. The ﬁrst observation is the Riemann-like
approach is stable on a problem with vorticity. The next observation is the dissipation from the Riemann-like problem will damp vorticity. A challenge is
to apply the appropriate amount of dissipation to damp spurious overshoots around shock while not excessively damping vorticity.
11. Conclusion
A new Lagrangian staggered grid Godunov-like approach was presented. The approach follows the seminal works in
[28,29,35,30] by solving a multidirectional Riemann-like problem at the cell center. In this work, we employ a new multi-
directional Riemann-like problem that is based on the CCH nodal solution approach in [7]. The Riemann-like problem adds
dissipation to the calculation when there is a discontinuity in the velocity at the cell center. The Riemann-like problem
includes both linear and quadratic dissipation terms. The linear and quadratic terms arise from using a shock impedance
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The ﬁnal calculated dimensions of the copper rod in the Taylor-Anvil experiment are shown below. The measured dimen-
sions in the experiment are: 3.66 (diameter) and 5.45 cm (length). The results with α = 1.0 is in excellent agreement with
the CCH calculations performed in [40] and close to the experimental data. The deformation should be slightly greater in
the calculations than the experiment because a rigid boundary is used instead of a steel plate.
Approach Final diameter (cm) Final length (cm)
1st order 2.88 5.79
2nd order, α = 0.5 3.42 5.55
2nd order, α = 1.0 order 3.70 5.41
Fig. 25. The Taylor Anvil calculated results are shown above. The amount of dissipation from the Riemann-like problem affects the amount of vorticity
permitted. Limiting the dissipation from the Riemann-like problem produces answers in better agreement with experiments. A value of α = 1 generates a
solution that is consistent with the experiment. Table 1 provides the dimensions of the deformed rods.
that is calculated from a linear relationship between shock velocity and particle velocity. The dissipation will increase as
a function of the velocity difference at the cell center. The 1st order accurate approach uses the nodal velocities in the
Riemann-like problem; where as, the 2nd order accurate approach projects the velocity from the nodes to the center via
a limited gradient. The gradient was limited following the work of [34]. The limiting approach in this work investigated
two values for the comparison function, α = 0.5 and α = 1.0 respectively. Reducing α increases the amount of dissipation
added to the solution. The goal of the 2nd order accurate approach is to regulate the amount of dissipation added to the
calculation. The 2nd order approach adds dissipation to the calculation in the vicinity of a shock and minimizes the amount
of dissipation away from shocks.
A series of eleven test problems were used to assess the accuracy and robustness of the 1st order and 2nd order accurate
approaches. The calculations solely relied upon the Riemann-like problem for ensuring stable mesh motion. The ﬁrst set of
test problems were Sod [44], Noh [41], Sedov [43], and Kidder [22–24,42]. The Noh and Sedov problems were calculated in
XY and RZ geometries on both a polar and a box mesh. The Sod and Sedov calculations were in reasonably good agreement
with the analytic solutions. The results on the Noh problem contained “wall heat errors”, but the density quickly rose
toward the analytic solution away from the wall. The Noh and Sedov calculations on a box mesh illustrate the Riemann-like
approach can evolve the mesh in a smooth and robust manner. The Kidder RZ problem was calculated on a box mesh to
test the approach on a shock-less compression and expansion problem. The results on the Kidder problem demonstrate the
viability of the Riemann-like approach on smooth ﬂow problems. Next, a series of test problems focused on quantifying the
mesh stability properties of the Riemann-like approach. The mesh robustness tests are Saltzman [37,18], Flanagan Belytschko
beam [20], pressurized ball and triple point [25]. The Saltzman problem was successfully calculated beyond the shock
reﬂection, and the hourglass modes that form in the Flanagan Belytschko beam were adequately damped. The pressurized
ball problem was used to test the ability of the new approach at preserving symmetry on unequal angle polar meshes.
The Riemann-like approach is able to reach a time of 10 μs and maintain a reasonably spherical shock. The triple point
problem and the Taylor Anvil experiment was used to test the Riemann-like solver on a problem with signiﬁcant vorticity.
The triple point problem illustrates the robustness of the approach, but it also highlights the importance of accurately
596 N.R. Morgan et al. / Journal of Computational Physics 259 (2014) 568–597regulating the dissipation from the Riemann-like problem. Similarly, the Taylor Anvil experiment illustrates the importance
of minimizing the dissipation in smooth regions. Excessive dissipation will overly damp physical vorticity. In closing, the test
problem suite illustrates the Riemann-like approach is robust and generates reasonable answers on a range of problems
including complex multidimensional ﬂows with strong shocks.
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