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Executive Summary - ACRC· Project 45 
The goal of Project 45 is to develop a model that can predict heat transfer, 
pressure drop, and void fraction for the horizontal flow of refrigerant 
mixtures in circular, rectangular, and triangular flow passages. In its 
present form the model can make these predictions only for pure refrigerants 
in circular tubes. 
The assumptions used in developing the current model include the following; 
- Droplet flow in the vapor core is negligible 
- The liquid film on the wall is of uniform thickness circumferentially 
- The liquid and vapor phases are turbulent 
- Interfacial shear can be predicted by Asali and Hanratty's correlation 
- The liquid velocity profile is predicted by the Law of the Wall 
- The primary resistance to heat transfer is from the liquid film 
In the main document the theory behind the model equations is developed, 
and the model predictions are compared to experimental data taken by 
Wattelet and Dobson. 
Chapter 4 describes future extensions to the model. This includes modeling 
of droplet transport in the vapor core, non-uniform film thickness, mixture 
concentration gradients, and non-circular geometries. 
Appendix A is a paper describing the work done on developing an optical 
technique to measure film thickness and wave velocity in annular two-phase 
flow. It is to be published in Experiments in Fluids. 
On the following page is a summary of the algebraic equations derived from 
the current model. These equations give values which are very close to the 
predictions from the full set of simultaneous equations shown in the main 
document. Included are equations for predicting film thickness, void fraction, 
shear at the liquid-vapor interface, pressure drop, and the refrigerant side 
heat transfer coefficient. They apply to the flow of pure refrigerants in the 
annular flow regime. 
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1 Introduction 
1.1 Background 
Air-conditioning and refrigeration makes up a significant portion of the 
United States total energy consumption. Even a small increase in cycle 
efficiency in air-conditioning and refrigeration systems would have a large 
impact on total national energy consumption. Regulations on the use of 
chlorofluorocarbon (CFC) refrigerants have forced the air-conditioning and 
refrigeration industry to phase out R-12 (CCI2F2) and R-22 (CHCIF2) as the 
fluids used in vapor-compression refrigeration cycles for air-conditioners and 
refrigerators. This provides a unique opportunity for the investigation of 
CFC replacements with the possibility of improved cycle thermodynamic 
efficiency. 
The goal of our project is to develop a model which identifies and 
quantifies the mechanisms controlling heat transfer in the two-phase flow of 
zeotropic refrigerant mixtures. Zeotropic mixtures are among the candidates 
being considered for use in vapor-compression air-conditioning and 
refrigeration cycles as CFC replacements. From an energy perspective they 
are valuable due to their potential to improve the cycle thermodynamic 
efficiency. 
In a single component refrigerant such as R-134a (CF3CH2F, the most 
popular of the CFC replacements), there is a unique temperature at which 
evaporation takes place for a given pressure. Zeotropic mixtures differ from 
pure refrigerants in having a range of temperatures over which boiling occurs 
at a given pressure. This allows the cycle to be run with a smaller 
temperature difference between the refrigerant stream and the air stream, 
reducing irreversibility losses in the evaporator and increasing the cycle 
efficiency [Didion and Bivens, 1990]. 
Zeotropes are not yet among the CFC replacements being used by 
industry. This is because research has shown them to cause a reduction in 
heat transfer rates when placed in existing systems. In a recent paper by 
Doer, Eckels, and Pate [1994], the condensation heat transfer coefficients of 
several mixtures were measured and compared on an equal heating capacity 
basis to R-22. Over a wide range of mass fluxes, all the mixtures had from a 
5% to 50% lower heat transfer coefficient than R-22. 
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The cause of this reduction is not understood. In condensation it is 
theorized that heat transfer rates are reduced when the liquid-vapor 
interface becomes "shielded" by a build up in concentration of the lower 
boiling point component at the top of the liquid layer [Tamir and Merchuk, 
1979]. Similarly, in evaporation, a reduction may occur with the build up of 
the higher boiling point component at the top of the liquid layer. Another· 
cause may be the effect of circumferential film thickness differences on local 
concentrations [Jung et aI., 1989]. Whether these or other mechanisms are 
the dominant cause of the reduction is not known. 
System modifications such as the use of tubes with enhancement 
surfaces which increase turbulence and thus heat transfer can overcome this 
problem. These changes, however, come with the price of higher pressure 
drop and higher manufacturing costs. Because of this they have not been 
accepted as solutions. 
A theoretical understanding of the mechanisms controlling heat 
transfer in zeotropic mixtures is needed if their use by industry is to become a 
reality. Modeling efforts can help bring this about by providing physical 
insight which will help determine how to effectively incorporate these 
mixtures into a real system with minimal increase in pressure drop and 
minimal increase in manufacturing cost. The solutions may be specific to the 
evaporator or the condenser if the mechanisms limiting their heat transfer 
are found to be of a different nature. 
The model can also be used for other purposes: 
1) It will provide a tool which can help in the selection and screening of 
mixture component pairs and their concentrations. Testing of all the mixture 
component pairs experimentally to determine their heat transfer coefficients 
is an enormous task. A tool that can help in making a wise component pair 
selection would be of value. 
2) Since modeling of refrigerant mixtures is more general than the 
modeling of a pure substance, the model will also have the capability to 
predict the behavior of pure refrigerants. This includes prediction of pressure 
drop, heat transfer, liquid and vapor phase velocities, liquid film thickness, 
and void fraction. 
3) Finally, it could be used as a starting point for modeling of the fluid 
flow and heat transfer in tubes with heat transfer enhancement surfaces. 
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1.2 Review of Heat Transfer Modeling 
The modeling of heat transfer in annular two-phase flow has been 
attempted using both correlation based approaches and semi-analytical 
approaches. Fully analytical predictions are not yet possible due to the 
unsolved problems associated wi th the non-linear waves that are formed on 
the liquid surface. 
1.2.1 Annular Two-Phase Flow Heat Transfer Correlations 
Many of the correlations start with a single-phase flow heat transfer 
relation, such as the Dittus-Boelter correlation [Dittus and Boelter, 1930], 
and then modify it using a two-phase flow correction factor. Jung and 
Radermacher [1993] use this approach. The convective contribution to heat 
transfer is predicted by multiplying the Dittus-Boelter correlation by a two-
phase flow enhancement factor. The enhancement factor is a function of the 
Lockhart-Martinelli parameter, Xtt, with the constants in the enhancement 
factor function determined from experimental data. 
ASHRAE Handbook of Fundamentals [1993] recommends a correlation 
based on an experimental study in condensation by Ackers. The correlation 
is very similar to a modified Dittus-Boelter correlation with two-phase flow 
effects accounted for through a two-phase equivalent mass flux. 
Correlation based approaches are useful, but they do not contain much 
detail about the physical phenomena controlling heat transfer. Because of 
this they are not a good starting point from which to understand the 
mechanisms controlling heat transfer in refrigerant mixtures. A more 
analytical modeling approach must be used to accomplish this goal. 
1.2.2 Annular Two-Phase Flow Semi-Analytical Models 
In the semi-analytical models, equations for the liquid film velocity 
profile and vapor velocity profile are developed along with models for 
turbulent transport in the liquid. A correlation is then used to predict shear 
at the interface. Finally, using the results of the flow field predictions, the 
rate of heat transfer is calculated. 
The semi-analytical methods are largely similar in their development 
of the liquid and vapor velocity profiles and in modeling of the transport of 
momentum and thermal energy due to turbulence. Their primary difference 
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is in the method chosento predict the interfacial shear. This is significant 
because the heat transfer is strongly coupled to the shear stress. 
The physical mechanisms behind the interfacial shear stress are not 
well understood. This has led to the proposal of a variety of different 
functional forms to predict shear, some of which are included below. 
Two of the earliest analytical efforts were done by von Karman [1939] 
and by Carpenter and Colburn [1951]. 
Von Karman assumed the velocity profile of the liquid layer in two-
phase flow to be similar to the velocity profile in single-phase flow and used 
the Law of the Wall to describe the liquid layer. This velocity profile is 
comprised of three zones; the laminar sublayer, buffer region, and log region. 
Assuming the liquid layer to be the only resistance to heat transfer he 
derived an expression relating the heat transfer to the friction coefficient. 
His ~alysis included the resistance from all three of the liquid layer zones. 
Carpenter and Colburn used a simpler two zone velocity profile which 
assumes the laminar sublayer to be the only resistance to heat transfer. 
U sing this approach they related the heat transfer to the fluid properties and 
to an experimentally determined two-phase friction factor. The final design 
relation they recommend uses experimental data to eliminate explicit use of 
the two-phase friction factor, relating the heat transfer to the smooth-tube 
friction factor and the average vapor mass flux. 
In more recent work, explicit correlations for the interfacial shear are 
considered. Two examples are the Lockhart-Martinelli correlation [Lockhart 
and Martinelli, 1947] and Whalley and Hewitt's correlation [Whalley and 
Hewitt, 1978]. 
The Lockhart-Martinelli correlation is used to predict the shear stress 
in a paper by Chitti and Anand [1995]. The form of this correlation is 
'tw = 1:. ~ (dP) 2 dz v 
where <l>vv = 1 + 2.85 XPt.523, (:t is the smooth-tube pressure drop, 
andXtt- - -- -_ (~L)O.l (1 _ x )0.9 (pg)O.5 ~g x PL 
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Using the two-phase shear stress the heat transfer is then calculated using a 
relation derived from von Karman's velocity profile. 
Fossa [1995] uses Whalley and Hewitt's friction factor correlation. 
This correlation is based on the friction factor being a function of film 
thickness divided by pipe diameter which is similar to the treatment of 
roughness in the Moody chart where the friction factor is a function of 
roughness height divided by pipe diameter. The correlation takes the form 
.!i. _ 1 = 24 (PL )113 !!L 
fs pg D 
where hL is the liquid film thickness, 
and fi and fs are the interfacial and smooth-tube friction factors 
Another difference amongst the models in the literature is in the 
method used to determine the turbulent momentum transfer in the liquid 
layer. The most common approach is von Karman's which uses the Law of 
the Wall velocity profile to solve for the turbulent diffusivity all the way to 
the liquid surface. Dobran [1983] argues that the turbulent diffusivity from 
the Law of the Wall profile applies only to a "continuous layer" which is 
adjacent to the wall. In the "wavy layer" which is above the continuous layer 
he argues that the diffusivity is in reality lower than the values predicted by 
the Log Law. For the wavy layer he proposes a relation based on air-water 
experimental data where the turbulent viscosity is proportional to the 
thickness of the wavy layer. 
(~ff) = 1 + 0.0016 (hL + - ht +)1.8 
JlL wI 
h h + hL UL h + ht ui, * {F were L = , t =--,uL= -, 
VL VL PL 
hL is the liquid film thickness, and ht is the continuous layer thickness 
The significance of this finding is that it results in a resistance to heat 
transfer in the wavy layer which is not negligible when compared to the 
resistance of the continuous layer. When the Log Law is used, the predicted 
diffusivityresults in negligible heat transfer resistance in the log region 
when compared to the viscous region. 
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The fundamental approach used in the following paper is similar to the 
semi-analytical approaches outlined above. An important difference, 
however, is in the use of a more recent correlation to predict interfacial 
shear. 
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2 Fluid Flow Model 
In developing a model that predicts refrigerant mixture heat transfer, 
the physics of the flow field in both the liquid and vapor phases must first be 
addressed. The flow field is the starting point from which additional pieces 
such as the mass transfer and heat transfer can be built and integrated into 
the complete model. 
The following sections outline some of the theory and assumptions 
used in developing the flow field portion of the model. 
2.1 Two-Phase Flow Pattern 
While flowing through the evaporator and the condenser, the 
refrigerant passes through a series of different two-phase flow patterns. For 
example, in the evaporator there is a relatively large fraction of liquid at the 
entrance. In a horizontal tube this results in either a slug flow or stratified-
wavy flow pattern with most of the liquid flowing on the tube bottom and the 
vapor flowing in the space above the liquid. 
As the liquid fraction decreases due to evaporation, the vapor velocity 
increases. If the vapor velocity is high enough the flow pattern will transition 
to annular flow. In annular flow, the fluid flows in a thin fum on the tube 
wall with the vapor flowing in the core created by the liquid boundary. If the 
liquid Reynolds number is high enough, the liquid surface will be rippled 
with periodic collections of waves called disturbance waves. Atomization 
occurs from the crests of these waves. As a result, a fraction of the liquid 
phase flows in the vapor core in the form of droplets. When the film on the 
wall fully evaporates the flow pattern transitions to mist flow in which the 
liquid phase is carried along only as droplets in the vapor. Finally, when all 
the liquid evaporates, the flow becomes a single phase gas flow [Whalley, 
1987 and Carey, 1992]. 
A similar series of flow patterns occur in a horizontal condenser. Here, 
the flow enters the condenser as vapor. If the vapor velocity is sufficiently 
high the condensing liquid phase flows on the tube walls in an annular flow 
pattern. As further condensation occurs, the vapor velocity decreases and the 
flow transitions to stratified-wavy, slug, and plug flow patterns. Finally, 
after all the vapor condenses, the flow becomes a single phase liquid flow 
[Whalley, 1987 and Carey, 1992]. 
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At moderate to high refrigerant mass flux and in tubes of hydraulic 
diameter from about 3 mm to 10 mm in diameter, the predominant flow 
pattern in both the evaporator and condenser is annular flow. This was 
demonstrated by Wattelet [1994] for evaporator tubes with inner diameters of 
> 7.04 mm, 7.75 mm, 10.21 mm, and 10.92 mm. Annular flow was observed in 
all four tubes at mass fluxes above 200 kg/m2-s over the quality range of 0.2 < 
x < 0.9. Because of its predominance, our work will focus solely on the 
modeling of the refrigerant while in the annular flow pattern. The regime 
will cover refrigerant mass fluxes greater than 200 kg/m2-s, in tubes of 
hydraulic diameter greater than about 3 mm, and over the quality range 0.2 
<x < 0.9. 
2.2 Liquid and Vapor Phase Flow Regimes 
At refrigerant mass fluxes greater than 200 kg/m2-s, in tubes of 
hydraulic diameter greater than 3 mm, and over the quality range 0.2 < x < 
0.9, the vapor Reynolds number, Reg, is well above 2000. For example, in 
Dobson's [1994] 3.14 mm diameter tubes, at 0.2 quality and at the lowest 
mass flux being considered, 200 kg/m2-s, the vapor Reynolds number is about 
60,000. For the regime of this study, therefore, the vapor phase will be 
modeled as a turbulent flow. 
The liquid film Reynolds number is defined as 
(2.1) 
Here ilL is the liquid viscosity and rilL is the liquid film mass flow rate which, 
in the current model, is assumed to be the entire liquid mass flow rate. At 
mass fluxes greater than 200 kg/m2-s, in tubes of hydraulic diameter between 
3 and 10 mm, and over the quality range 0.2 < x < 0.9, the liquid film 
Reynolds number varies between about 200 and 10,000. Assuming a 
transition Reynolds number of similar order to pipe flow, this value suggests 
the liquid phase to be in both the laminar and turbulent flow regimes. When 
laminar flow is assumed in the liquid phase, however, model predictions of 
heat transfer rates have been found to be several times lower than 
experimental values. Carpenter and Colburn [1951] hypothesize that the 
shear driven liquid films found in annular two-phase flow transition to 
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turbulence at Reynolds numbers of about 240, well below the typical value ~f 
2000 used for transition in pipe flow. 
Similarly, when the model we have developed is used to predict heat 
transfer coefficients for pure refrigerants and the liquid layer is assumed to 
be in the laminar flow regime, model predictions are well below the 
experimental values of Wattelet and Dobson. Based on these observations, 
the liquid phase will be modeled as turbulent flow until the liquid layer 
reaches the thickness of the laminar sublayer, y+ = 5. For y+ < 5 the liquid 
film flow will be modeled as laminar flow. 
2.3 Liquid Film Length Scale Considerations 
Assuming the liquid and vapor phases to be flowing separately, the 
void fraction can be estimated by 
ex = ___ ---=.1 ___ _ 
1 + Ug,avg 1 - x Pg 
UL,avg x PL 
(2.2) 
Here, Ug,avg / UL,avg is the ratio of the vapor to liquid average velocity, x is the 
vapor quality (defined as the ratio of the vapor mass flow rate to the total 
mass flow rate), and pg / PL is the vapor to liquid density ratio. When all the 
liquid flows in a film on the wall of average thickness, hL, the definition of the 
void fraction can be written as 
(2.3) 
Combining (2.2) and (2.3) we can estimate the ratio of the film thickness to 
the tube radius 
or 
hL = I-va 
r 
hL = 1 ____ ---'1"'---__ _ 
r [1 + Ug,avg 1 - x pgJ 0.5 
UL,avg x PL 
(2.4) 
A plot of hur vs. quality is shown in Figure 2.1 for R-134a at three 
different vapor to liquid velocity ratios. 
9 
... 
..... ..l 
..c 
0.4 
0.35 
0.3 
0.25 
0.2 
0.15 
0.1 
0.05 
Film thickness as a fraction of tube radius 
R-134a 5°C 
!-e-u lu =15 
. . . i g,avg L,avg 
··············"j"·············T········ .. ····!"···········"'r --G- u 1 = 1 0 .. 
; ; ; ; g,avg ~,avg 
iii i -+-u 1 u =5 
...... · .. ·• .... j .......... ·····j··· .......... ··t .. · .. ····· .... ·i g,avg L,avg 
; ; ; ;~--~--~--~~ 
: : : : 
............... ~ ................ ~ ............... ~ ............ ······~···············~···············i··n.n ...••... { .............. . 
~ ~ ~ ! i ~ ~ 
: : : : : . : : 
........ "·+""···"""j .......... ··· .. t"""·"""--!-"""""""I""·""""·Y·""·"""'j""'"'''''''' 
....... . .... l..... . ....... L ................ 1 ............... J .................. L .......... nnL ............... l ............... . 
! ~ ! ! ! ! .. ! 
.. : : : : : 
. : : : : : : 
.. ··· .. ··· ... ·r····· .... ~...... ····-:-···· .. ······ .. ··r···············r············nr·· .... ·· .. ·· .. ·r·············· 
.. ! ~ ~ ~ 
""""""""""'!''''''''''''''T'''''''''''''' 
o~~~~==~~~~~ 
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Quality 
Figure 2.1 
A velocity ratio of 5 corresponds to typical low quality conditions and the 
higher velocity ratios of 10 and 15 correspond to the mid to high quality 
conditions. Assuming these velocity ratios are representative of actual 
refrigerant flow, the graph suggests that we can assume the film thickness to 
always be small relative to the tube radius over the quality range 0.2 < x < 
0.9. 
The thin fum assumption allows the liquid film to be modeled with 
constant shear stress, 'tL = 'ti = 'tw, and constant heat flux, q" :;: qw" = qj". This 
simplifies the liquid phase analysis. It also makes it easily extendible to 
other geometries such as flow between parallel plates . 
. 2.4 Velocity Profiles 
For modeling purposes, the flow in both the liquid phase and the vapor 
phase is assumed to be steady and fully developed. This is not representative 
of the actual flow field where the waves on the liquid surface make the flow 
unsteady. A model based on steady flow is still useful, however, ifit can 
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successfully predict average values of the heat transfer coefficient and 
pressure drop. 
2.4.1 Liquid Film Velocity 
A graph with the distinct regions modeled in the liquid layer is shown 
in Figure 2.2. 
Liquid Film Velocity Profile 
v 
-
-
uL Liquid Film 
Log Region ... 
r 
hL 
------------------ ------- -------- -----------------
Buffer Region ~--------: ------------------ -----------------Viscous Sublayer 
Figure 2.2 
The liquid layer is modeled using von Karman's form of the Law of the Wall 
velocity profile [von Karman, 1939]. 
Viscous Sublayer 
Buffer Region 
Log Region 
UL+ = y+ 
UL + = 5 In(y+) - 3.05 
uL + = .1ln(y+) + B 
1( 
5 < y+ <30 
* h * 
where UL + = u~ , y+ = Y uL , hL + = L uL , UL = . r:ti 
uL VL VL ~ PZ 
B = 5.5, 1( = 0.4 
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(2.5) 
In the viscous sublayer the velocity profile is linear and the momentum 
transport is due to molecular difi'usivity. In the buffer region both molecular 
and turbulent difi'usivity is important. In the log region the momentum 
transport is dominated by turbulent difi'usivity. 
The log region starts at y+ = 30 and in the modeling to date extends all 
the way to the liquid surface. This assumes that turbulent eddies are not . 
damped as the interface is approached and that no viscous sublayer exists 
near the surface. This may be a reasonable approximation to the real flow 
behavior. Davies [1972] points out that a free surface differs from a fixed 
boundary in that the surface does not fully damp the eddy motion in the 
liquid. In addition, the waves on the liquid surface and the interaction of the 
liquid with the vapor phase may induce motion in this region that is similar 
to turbulence. 
By extending the Log Law to the liquid surface, the interface velocity, 
Ui, can be found by evaluating the log region profile at hL. 
(2.6) 
Another useful relation can be found by integrating the Law of the 
Wall velocity profile. The liquid mass flux for a uniform film is defined as 
lhL UL,avg Ac = 0 UL dA, (2.7) 
where Ac = 1t r hL and UL,avg is the average liquid velocity. With the velocity 
profile a known function of the film thickness and shear stress, integration 
relates these to the average liquid velocity (assuming hL« r). 
(2.8) 
where hL+ = hL UL ,UL = - ri:. 
VL ' 'VfJZ 
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2.4.2 Liquid Velocity for hL + < 30 
As mentioned in the Flow Regime section, the approach taken in 
modeling the liquid phase is to assume turbulent flow until the liquid layer 
reaches the thickness of the laminar sublayer, y+ = 5. For y+ < 5 the liquid 
flow is modeled as laminar flow. In a uniform fum thickness model this 
regime is reached only at very high quality. It becomes more prevalent, 
however, when the model is extended to allow for circumferential variation of 
the liquid fum thickness. 
A velocity profile equation is needed for fums with thickness less than 
30 in liquid plus units. The approach taken for this regime is to use the Law 
of the Wall profile up to the limit of the film thickness. For example, if hL + = 
20, the viscous sublayer and buffer region equations are used to describe the 
profile. If hL + = 4, only the viscous sublayer equation is used. 
This changes the outcome in relations derived using the velocity profile 
such as equation (2.8). It also changes the equation used to estimate the 
liquid interface velocity, with the buffer region relation used for 5 < hL + < 30 
and the viscous sublayer relation used for hL + < 5. 
2.4.3 Vapor Velocity 
In the refrigerant flow regime of interest in this study, the vapor phase 
Reynolds number is always high enough to result in a turbulent flow. The 
vapor velocity profue, therefore, could be modeled using the Law of the Wall 
velocity profile with the friction velocity, u*, evaluated using the interfacial 
shear stress, 'tj. In the modeling to date, however, a detailed vapor velocity 
profile has not been needed to solve for the heat transfer. 
A fictitious vapor velocity profile is used to find the wall shear stress 
that would occur if the vapor were flowing alone in the tube. This smooth-
tube shear stress, 'ts, is needed in the correlation for the two-phase interfacial 
shear stress. 
Integrating the Log Law from 0 to r - hL to determine the average 
vapor velocity gives the following equation, 
(2.9) 
where u: = . 0s 
'Vp; 
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Here, Ug,avg - Ui is the average vapor velocity relative to the liquid film 
interface, and r - hL is the radius of the vapor core. Equation (2.9) predicts 
values identical to the smooth-tube friction factors in the Moody chart. It is 
an approximation since its derivation assumes the entire velocity profile to be 
described by the Log Law. The error, however, is negligible since nearly all 
the mass is in the log region when the vapor Reynolds number is much 
greater than 2000. 
2.5 Interfacial Shear 
The vapor core in annular two-phase flow is driven by the pressure 
gradient in the tube. The liquid film, however, is driven not primarily by the 
pressure gradient, but by momentum transfer from the vapor. This 
momentum transfer is very large resulting in high shear stress in the liquid 
film and from 2. to 10 times higher pressure drop than is found in smooth 
tube single-phase flow [Asali et aI., 1985]. 
A detailed accounting of the momentum transfer requires modeling of 
the complex interaction between the liquid surface waves and the vapor flow 
field. An alternate approach is to represent the momentum exchange by an 
average interfacial shear stress, 'ti, or interfacial friction factor, fi, found from 
a correlation. In the modeling to date, both a momentum exchange model 
and a prediction based on a correlation have been attempted. The 
momentum exchange model provides a conceptual guide to help understand 
the transfer. The correlation is being used to predict the numerical value of 
the interfacial shear stress. 
2.5.1 Momentum Exchange Model 
The momentum exchange model looks at the momentum transfer that 
occurs when the vapor flows past the waves on the liquid surface. This 
exchange is thought to be a function of the ratio of wave height to a turbulent 
boundary layer thickness, 8. Instantaneous film thickness measurements 
taken in an air-water annular flow, see Appendix A, indicate that wave 
height can be assumed equal to film height, hL. The turbulent boundary 
layer thickness can be found by assuming a critical Reynolds number is 
maintained in the vapor, Rec = pg Ug,avg 8/ J..Lg = constant. 
The high shear stress observed in the liquid is also thought to be a 
function of the interaction between eddies in the turbulent vapor and the 
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liquid surface. As a turbulent eddy in the vapor m-oves radially, instead of 
being constrained by a rigid wall, it is constrained by a liquid surface which 
deforms upon impact by the eddy. The deformation results in the transfer of 
a large fraction of the eddy's momentum to the liquid. This causes a large 
momentum transfer to the liquid because the axial component of the velocity 
of an eddy in the vapor is large relative to the velocity of the liquid. 
Based on the above reasoning the interfacial shear could be predicted 
by an equation of the form 
(2.10) 
Here f (hIlB) is an unknown function, u:. is the average vapor velocity 
fluctuation in the radial direction due to turbulence, and Ug,avg is the average 
vapor velocity in the axial direction. In smooth tubes, u:. is proportional to 
Ug,avg - Ui, so (2.10) could be written 
(2.11) 
The exact form of f (hIlB) is not known, but experimental data could be used 
to test hypothesized functional forms. 
2.5.2 Shear Correlation 
The correlation being used to predict the interfacial shear is a modified 
form of the correlation developed by Asali [As ali et aI., 1985] for vertical flow. 
2 -1 = 0.45 (hg + - 4)Reg-O•3 (2.12) 
h h + - hL u; * _ lEi d Re _ 2 Pg (ug,avg - Ui) (r - hd were .L.ag - --, Ug - - ,an g - -=--"'-~~'-------% Pg ~ 
The interfacial friction factors, fi and fs, are related to the shear stress by the 
relations 
and fs = . 8 'ts 
Pg (Ug,avg - Ui)2 
(2.13) 
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The smooth tube friction factor, fs, can be found from equation (2.9). It is the 
limiting value reached as the film thickness tends toward zero. (Note that 
the non-dimensional fum thickness, hg +, is in vapor side plus units.) 
In the original form proposed by As ali , the exponent on the vapor 
phase Reynolds number, Reg, is 0.2. The value of 0.3 is being used to improve 
the match between the model predictions and Wattelet's experimental data. 
It's possible that this difference is a function of the current model's 
assumptions, limiting the liquid distribution to only the fum on the wall. 
When the model is modified to distribute the liquid mass flux between the 
film on the wall and droplets in the vapor, the value of 0.2 may be a better 
match. 
The Asali correlation depends on the local film height. This is valuable· 
because it should still be applicable when the model is modified to allow for 
an asymmetrical flow field with a circumferentially variable fum thickness. 
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2.6 Model Equations 
The following equations are the full set used in the fluid flow model. 
Interface Velocity 
(2.6) 
h h +_hLui, * -Hi -04 dB-55 were L - ,uL- -,1(-.,an . 
VL PL 
IntelUated LiQuid Film Velocity Profile 
(2.8) 
where hL + = hL ui, , ui, = - /'ti 
VL 'V ~ 
IntelUated Vapor Velocity to Predict Smooth-Tube Shear Stress 
Ug,avg - Ui =l.lJ(r - hL) U:] + B _ ~ 
u: 1( ll1 v g 2 1( (2.9) 
where u: = . rc; 
"If); 
Interfacial Shear Correlation 
2 -1 = 0.45 (hg + - 4)Reg-O•3 (2.12) 
h h + _ hL ui * _ ~i 'd Re _ 2 Pg (ug,avg - Ui) (r - hd were ".ag - --, Ug - - , an g - ----'-~-=----"'------
~ Pg ~ 
and fs = 8 'ts 
Pg (ug,avg - Ui)2 
(2.13) 
Mass Conservation 
(2.14) 
(2.15) 
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2.7 Model Predictions 
2.7.1 Film Thickness 
The set of equations summarized in Section 2.6 can be solved 
simultaneously at a specified liquid and vapor mass flow rate, tube radius, 
and refrigerant temperature to predict the thickness of the liquid film. 
Figure 2.3 shows this prediction for R-134a at three different mass fluxes 
over the quality range 0.2 < x < 0.9. (Also see Appendix B for a complete 
summary of the model predictions.) 
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Figure 2.3 
Note how thin the film is at high quality (less than 0.2 mm for the chosen 
range of mass fluxes). Note, also, that the radius is at least 8 times greater 
than the film thickness at the lowest quality. At higher qualities it is more 
than 20 to 50 times greater. This is consistent with the thin film assumption, 
hL« r. 
It is interesting that the film is predicted to become progressively 
thinner as the total mass flux increases. This is due to the increased shear 
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from the vapor. The higher average vapor velocity increases the average 
liquid film velocity allowing a higher flux through a smaller cross sectional 
area. 
The model prediction of the non-dimensional film thickness in liquid 
side plus units, hL +, can be compared to the prediction from the correlations 
developed by Henstock and Hanratty [1976] and Asali etal. [1985]. Their 
correlation is only a function of liquid Reynolds number. 
hL + Correlation = [(0.34 ReL 0.6)2.5 + (0.0379 ReL 0.9)2.5]0.4 (2.16) 
Table 2.1 shows this comparison for R-134a at mass fluxes of 200,300, 
and 500 kg/m2-s and a temperature of 5 oC. 
Table 2.1 
Model Correlation Model Correlation Model Correlation 
200 kg/m2-s 200 kg/m2-s 300 kglm2-s 300 kglm2-s 500 kglm2-s 500 kg/m2-s 
Quality hL+ hL+ hL+ hL+ hL+ hL+ 
0.2 91 87 127 121 193 186 
0.3 81 78 112 108 170 166 
0.4 71 69 97 95 148 146 
0.5 61 60 84 82 126 125 
0.6 51 50 70 69 105 104 
0.7 41 40 55 55 83 82 
0.8 31 30 41 40 60 60 
0.9 20 18 25 24 36 35 
The difference between the two predictions is never more than 5%. Note that 
although the film thickness decreases with mass flux, the non-dimensional 
film thickness increases. This is because the friction velocity is increasing 
faster than the film thickness is decreasing. 
2.7.2 Void Fraction 
Figure 2.4 is the void fraction prediction, a, for the conditions of Figure 
2.3. When the liquid travels only in the film on the wall a can be found from 
the relation 
(2.17) 
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Also shown in Figure 2.4 is the void fraction prediction from Zivi's void 
fraction relation [Souza et al., 1992 and Zivi, 1964] 
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2.7.3 Pressure Drop 
The set of equations summarized in Section 2.6 can be solved 
simultaneously to predict the interfacial shear stress, 'ri. From this, the total 
pressure drop in a tube of length L can be calculated 
(2.18) 
Figure 2.5 shows this prediction at a series offixed qualities for R-134a at 5 
°C in a 7.75 mm diameter, 1.22 m long tube at a mass flux of 300 kg/m2-s. 
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Figure 2.5 
The pressure drop depends primarily on the vapor velocity and the non-
dimensional film thickness. It increases with quality as vapor velocity 
increases, reaching a maximum near a quality of 0.8. Beyond 0.8, pressure 
drop decreases as the film thins and its grip on the vapor decreases. 
The lower curve in Figure 2.5 shows the pressure drop if the vapor 
phase were flowing alone in a smooth tube. The largest percentage increase 
above the smooth tube value occurs at low quality where the liquid Reynolds 
numbers are largest and the film is thickest. Both curves are tending 
towards a common limit at a quality of one. 
The parameters used in Figure 2.5 were chosen in order to best 
approximate one of the horizontal tube evaporator conditions in the 
experiments done by Wattelet [1994]. In these experiments a heat flux was 
applied to the tube. As a result, the quality is not constant, but the change is 
typically less than 0.2 at the lowest heat flux conditions. In Figure 2.6 the 
model predictions are compared to Wattelet's low heat flux data. The 
predicted trends show reasonable agreement with the experimental data. 
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3 Heat Transfer 
The heat transfer coefficient in a two-phase flow is defined as 
" HTC= q 
Twout - Tb , 
(3.1) 
To determine the heat transfer coefficient experimentally, the bulk 
temperature, 1)" and an average outside tube wall temperature, T W,out, must 
be measured. It is important to note that the difference between these two 
temperatures is often a small number. An error that has a very small effect 
on the individual temperature measurements may result in a large 
percentage error in their difference. 
The same is true when determining the heat transfer coefficient 
theoretically. Assumptions and approximations which are valid in estimating 
average temperatures may result in much larger errors in the heat transfer 
coefficient. This becomes more important with refrigerant mixtures due to 
the complexity added from their larger circumferential, axial, and radial 
gradients in both concentration and temperature. 
The following sections begin to develop the assumptions and theory 
which extend the model to predict heat transfer in annular two-phase flow. 
The fluid flow model predictions of momentum transport, shear stress, film 
thickness, and liquid and vapor phase velocity are the starting point for this 
extension. The model does not yet account for circumferential nor axial 
gradients in concentration or temperature. It also does not account for the 
effects of non-uniform film thickness, but the approach being used allows for 
this elaboration. It is applicable only as a first estimate to the heat transfer 
in pure refrigerants. 
3.1 Liquid Film Momentum Diffusivity and Thermal Diffusivity 
The shear in the liquid film is proportional to the velocity gradient and 
to the transport of momentum due to molecular plus turbulent viscosity. 
(3.2) 
U sing the assumption of constant shear stress in the liquid, 't = 'ti = 'tw, and 
the definition of the liquid phase friction velocity, UL = J'ti / PL, equation (3.2) 
can be rewritten in the form 
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(3.3) 
* 
where UL + = u * , y+ = Y UL 
UL VL 
Solving the Law of the Wall velocity profile for du+ / dy+, we can find the 
momentum. diifusivity, Em, in each of the three liquid layers. 
Viscous Sublayer §n=0 y+< 5 VL 
Buffer Region Em=Y+_l 5<y+ < 30 (3.4) VL 5 
Log Region Em = K y+- 1 == K y+ 
VL 
30 <y+ <hL+ 
Law or tbe Wall Momentum Dlrruslvlty 
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Figure 3.1 
If analogous mechanisms exist for the turbulent transport of 
momentum. and thermal energy, the momentum. diifusivity can be used as an 
estimate of the thermal diifusivity, Prt = Em / Et = 1. 
3.2 Heat Transfer Coefficient Estimate 
The heat flux can be related to the thermal diifusivity and the 
temperature gradient by an equation analogous to equation (3.2) 
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q" = [~J = - PL C L VL (_1_ + §..) .dT. 
Aw p PIL VL dy (3.5) 
The thin film assumption, hL« r, allows the heat flux to be treated as 
constant in the liquid, q" = qw" = qj". With the thermal diffusivities knOWJl., 
Equation (3.5) can be integrated across each of the liquid layers to find the 
heat transfer resistance, R, (dermed as R =.6.T / q") in each layer. 
RViscous Sublayer = 5 PIL 
PL CpL UL 
RBuffer Region = 
RLog Region = 
5 In (1 + 5 PIL) 
PL CpL UL 
lIn (hL+) 
K 30 
PL CpL UL 
where hL+ = hL UL ,UL = - rei 
VL 'V ~ 
5 < y+ < 30 (3.6) 
The liquid resistance network can be used to estimate a heat transfer 
coefficient based on the average inner wall temperature, T w,in, and the liquid-
vapor interface temperature, Ti. 
II 
HTC= q 
Twin - Ti , 
Using the resistance network we find 
HTC = PL CpL UL 
5 PIL + 5 In (1 + 5 PIL) + lin [hL +] 
K 30 
where UL = - /'ti 
'Vr;L 
(3.7) 
for hL + > 30 (3.8) 
The accuracy of this estimate depends on the following assumptions: 
1) The tube wall resistance is negligible, i.e. T w,out = T w,in' 
2) The heat transfer resistance in the vapor is small compared to the 
resistance in the liquid. This is true if most of the energy transfer at the 
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interface goes into phase change resulting in a very small temperature 
gradient in the vapor phase. 
3) The liquid interface temperature is circumferentially uniform. 
4) The tube wall temperature is circumferentially uniform. This is true if the 
. interface temperature, the external boundary conditions, and the liquid film 
thickness all do not vary circumferentially. 
5) The bulk temperature is approximately equal to the interface 
temperature. 
The bulk temperature is defined as, 
(3.9) 
Assumption 5 depends, therefore, on whether the mass flow averaged 
temperature is equal to the interface temperature. This is true when the 
temperature gradient in the vapor is negligible, and when the mass flow 
passing through the high temperature gradient region near the wall is small 
compared to the total mass flow. 
3.3 Heat Transfer for hL + < 30 
The heat transfer coefficient estimate outlined above assumes the film 
thickness is such that hL + > 30. A new heat transfer coefficient relation must 
be derived for the regions in which hL + < 30. As discussed in the fluid flow 
model sections, the approach being taken is to use the Law of the Wall profile 
up to the limit of the film thickness. The heat transfer coefficient thus 
becomes 
and (3.10) 
where UL = . Iii 
'V"PL 
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3.4 Model Prediction· Heat Transfer Coefficient 
Using equation (3.8) with the film thickness and friction velocity 
predictions from the fluid flow model we can calculate th~ heat transfer 
coefficient for pure refrigerant annular two-phase flow. Figure 3.2 shows the 
model heat transfer coefficient predictions at a series offixed qualities for R-
134a at 5 0C in a 7.75 mm diameter, 1.22 m long tube at a mass flux of 300 
kg/m2-s. The heat transfer coefficient increases with quality in a manner 
similar to pressure drop. This is expected due to heat transfer's strong 
dependence on shear. (Also see Appendix B for a complete summary of the 
model predictions.) 
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Figure 3.2 
Table 3.2 shows the resistance in each of the liquid layers as a 
percentage of the total resistance for the same conditions as Figure 3.2. 
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Table 3.2 
Quality RVisc% RBu(f% RLog% 
0.2 51.4 39.3 9.3 
0.3 51.8 39.6 8.6 
0.4 52.3 40.0 7.8 
0.5 52.8 40.4 6.8 
0.6 53.5 40.9 5.7 
0.7 54.3 41.5 4.2 
0.8 55.5 42.4 2.2 
0.9 58.3 41.7 0.0 
It is interesting that the log region makes up less than 10% of the total 
resistance to heat transfer. The majority of the resistance is in the buffer 
region and viscous sublayer. This is typical of refrigerants R-12, R-22, and R-
134a over the range of temperatures and mass flux of interest in this study. 
This observation is important from a modeling perspective. It says that if the 
log region can be assumed well mixed, a more detailed description of the 
complex flow field in this region may not be necessary for accuracy in heat 
transfer predictions. 
Rohsenow [1956], expresses a similar thought in response to a 
comment by Seban. "Realizing that the region of expected error is also a 
region of very small resistance to heat flow when compared to the 'buffer' 
layer and the laminar sublayer, it is felt that deviations in this area will have 
but little effect on the predicted values of heat-transfer coefficient for the 
entire film." 
The buffer region and viscous sublayer may already be well described 
by the Law of the Wall profile. These regions are deep enough below the 
surface that the wave motion itself may not be penetrating down to change 
these region's flow structures. Thus, knowledge of the shear combined with a 
classical description of the flow field may be sufficient for a reasonable heat 
transfer estimate despite the complexity of the actual flow field. (Note that 
this may not be the case when hL+ starts approaching 30.) 
3.4.1 Comparison to Experimental Data 
The current model assumes that all the heat flux at the tube wall goes 
into phase change in evaporation, or comes from phase change in 
condensation. The effects of evaporation and condensation on the transfer of 
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momentum between the phases has not been considered. The model applies, 
therefore, to both evaporation and condensation. 
Comparison of the model heat transfer coefficient predictions to 
Wattelet's horizontal tube evaporation data is shown for R-134a in Figure 3.3 
and for R-22 in Figure 3.4. 
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Figure 3.3 
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At low mass flux both sets of predictions show reasonable agreement with the 
experimental data. At high mass flux the predictions are somewhat higher 
than the experimental values. This may be due to the fact that the current 
model does not account for droplet flux in the vapor, non-uniform film 
thickness, or dryout on the top of the tube. 
Comparing R-22 to R-134a, the model prediction does not show as 
great of a difference as is seen experimentally. Experimental heat transfer 
coefficient values for R-134a are higher than those ofR-22 for the same 
conditions. The model exhibits this trend, but the magnitude is significantly 
smaller. 
Model predictions as compared to Dobson's horizontal tube 
condensation data are shown in Figure 3.5. 
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Figure 3.5 
Here, even the higher mass flux shows reasonable agreement between model 
predictions and experimental values. This differs from the evaporation 
predictions where poorer agreement is seen at higher mass flux. This may 
suggest that droplets are not an important factor in condensation until much 
higher mass flux. Droplet flux is lower in condensation due to higher 
temperatures resulting in higher densities and thus lower vapor velocities. 
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4 Proposal 
The model as currently developed can predict liquid film thickness, 
void fraction, pressure drop, and heat transfer coefficients for pure 
refrigerants in annular two-phase flow. In its development, many 
assumptions and simplifications have been made. For example: 
1) It assumes the liquid fum thickness is uniform and thus ignores the 
reality of a horizontal flow in which the film on top is thinner than the fum on 
the bottom. 
2) It does not account for the effects of droplets flowing in the vapor core. 
3) It assumes the refrigerant is pure and thus does not include the effects 
of concentration gradients on heat transfer. 
These assumptions· introduce inaccuracies in the model's predictions. They 
also limit the model's applicability to pure refrigerants at moderate mass 
flux. 
The following section outlines the proposed modifications to improve 
the model's accuracy and scope of applicability." The changes are believed to 
be necessary to reach the goal of understanding the mechanisms that control 
heat transfer in refrigerant mixtures. 
4.1 Variation of Circumferential Film Thickness 
In horizontal two-phase flow the fum thickness is not uniform. The 
thickness varies circumferentially with the smallest thickness at the top of 
the tube and the largest thickness on the bottom. The model can be 
developed to predict this circumferential fum thickness distribution. The 
model should have the ability to predict when no fum can be sustained on the . 
top of the tube, i.e. when the liquid flow is. only a partial annulus. 
This addition to the model will allow investigation of the effect non-
uniform fum thickness has on local heat transfer. This may be important in 
refrigerant mixtures where local film thickness may influence the local 
concentrations and thus affect local heat transfer. 
4.2 Droplet Entrainment and Droplet Flux 
At sufficiently high vapor velocities the vapor phase entrains droplets 
from the liquid film. The droplets travel in and across the vapor core, 
changing the distribution of mass, momentum, and concentration in the 
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liquid film. This redistribution affects both the pressure drop and heat 
transfer. 
The model can be developed so that a fraction of the liquid travels in 
the vapor phase. This would not have to be a detailed model of the droplet 
entrainment process, only an estimate of droplet flux with an accounting of 
its impact on film thickness, pressure drop, heat transfer, and mass transfer. 
4.3 Concentration Profiles 
The current model can predict the radial velocity gradients and radial 
temperature gradients in the liquid. These are the key factors controlling 
heat transfer in a pure refrigerant. In a refrigerant mixture, concentration 
gradients are also formed. This occurs as mixture components evaporate or 
condense. Concentration gradients also have a significant effect on heat 
transfer. 
Using an approach very similar to the approach used to predict the 
temperature gradient, the radial concentration gradient for a two component 
mixture can be predicted. As with the thermal diffusivity, the turbulent 
momentum diffusivity can be used to predict the turbulent mass diffusivity. 
The main difference between the temperature and concentration predictions 
will be the zero flux at the wall boundary condition for concentration. 
Predicting concentration gradients is an important addition to the 
model. It allows an assessment of the speculation that heat transfer 
degradation in mixtures is caused by local concentration effects. It also may 
give insight into how to best modify the system in order to overcome the heat 
transfer degradation that occurs in zeotropic mixtures. 
4.4 Transport Properties 
To predict concentration in a mixture requires knowledge of the mass 
diffusion coefficients of the mixture components. The turbulent mass 
diffusivities can be estimated from the momentum diffusivity. The molecular 
mass diffusion coefficients, however, are only available for a limited set of 
mixtures. Most of these values will have to be determined from a theoretical 
prediction. 
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4.5 Axial Species Transfer 
In the pure refrigerant model the tube can be broken into segments 
which are considered to each have reached a fully developed velocity and 
temperature profile at a given quality. In this approach the temperature and 
velocity gradient predictions do not require detailed knowledge of the flow 
field history. 
In a refrigerant mixture the concentration gradients do require 
knowledge of the flow field history. There is no fully developed concentration 
proflle that can be assumed in each segment. To account for this, the flow 
field can be broken into axial cells. Each cell would require an initial 
concentration profile which would be passed from the neighboring cell. 
4.6 Miscellaneous 
. Other topics that could be addressed include: 
1) Heat transfer coefficient calculation using a more accurate prediction 
of the bulk temperature. This may be important when radial and 
circumferential gradients are large. 
2) Calculation of the heat transfer resistance at the liquid-vapor 
interface. 
3) Vapor sensible heat transfer when thermal non-equilibrium exists 
between the liquid interface and the vapor. 
4) The model equations could be rederived for flow in a rectangular 
passage and a comparison made to the round tube predictions. This should 
be relatively simple involving only minimal changes to the model equations. 
5) In the experimental study done by Doerr, Eckels, and Pate discussed in 
the introduction, the mixture R125(40%) / R32(60%) showed only a 5% 
reduction in heat transfer below the measured pure R-22 values. An 
explanation of why this mixture does not exhibit the 20 to 50 percent 
reduction in heat transfer coefficients seen in other mixtures may help 
determine what property combinations are beneficial to heat transfer. 
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Abstract 
Two optical techniques are described for measurement of a liquid film's 
surface. Both techniques make use of the total internal reflection which 
occurs at a liquid-vapor interface due to the refractive index difference 
between a liquid and a vapor. The first technique is used for fum thickness 
determination. A video camera records the distance between a light source 
and the rays which are reflected back from the liquid-vapor interface. This 
distance can be shown to be linearly proportional to film thickness. The 
second technique measures surface wave velocities. Two photo sensors, 
spaced a fixed distance apart, are used to record the time varying intensity of 
light reflected from the liquid-vapor interface. The velocity is then deduced 
from the time lag between the two signals. 
1 
Introduction 
Film flow measurements have been made using a variety of techniques 
including capacitance sensors (Klausner et al., 1992), conductance probes 
(Jayanti et al., 1990 and Laurinat et al., 1984), light absorption, laser induced 
fluorescence (Driscoll et al., 1992), and microwaves (Roy et al., 1986). These 
techniques all differ in ease of use, ease of calibration, intrusiveness, 
accuracy, frequency response, and cost. An optical technique is outlined in 
this paper. The technique is non-intrusive with fast frequency response. It is 
easy to use, requires little calibration, and can be implemented at low cost. 
The technique was used to determine the liquid film thickness and 
wave velocity in two-phase, annular flows. These flows are important in 
refrigeration, steam power, and chemical processing. Results of 
measurements made in an air-water flow are used to demonstrate the 
technique. 
The method may be useful for other systems such as film coating 
processes where film thickness control is important. The method could be 
developed into a control sensor for monitoring and control of a film coating. 
2 
Optical principle behind the technique 
The measurement technique relies on the way in which light 
reflectivity changes as a function of incident angle at the interface between a 
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liquid and a vapor. When light rays pass from a medium with an index of 
refraction nl to a medium with a lower index of refraction n2, a steep increase 
in reflectivity occurs for incident angles near the critical angle. Figure 1 
shows this behavior for a water (n = 1.33) to air (n = 1.00) interface as 
predicted by the Fresnel relations (Brewster, 1992). Both the film thickness 
and wave velocity measurements described below take advantage of this 
rapid transition to total internal reflection for precision and measurability. 
8 
Film Thickness Measurement 
8.1 
Measurement Technique 
A depiction of the film thickness measurement technique is shown in 
Figure 2. A laser is aimed at a transparent white coating attached to the 
surface of a clear tube. This generates a point source of light, with diffuse 
light traveling out hemispheric ally toward the liquid-vapor interface. Light 
rays at an angle less than the critical angle are primarily transmitted, 
however, light rays at an angle equal to or greater than the critical angle are 
reflected back to the white coating. 
The reflected light reaches the white coating starting at a distance R 
from the point source. This distance is related geometrically to the height of 
the liquid fum and is thus used as a measure of the film thickness, hL. 
R = Ro + 2 hL tan Be 
Be = critical angle 
Ro = 2 hWall tanB 
As seen in the above relations, R depends on both the tube wall 
thickness and the liquid film thickness. The contribution due to the wall 
thickness, Ro, however, is constant and can be found by measuring R with no 
liquid in the tube. 
To check the validity of the technique, the film thicknesses of stagnant 
water films were measured using the reflected light images and compared to 
measurements taken using calipers. Over the range of measurements 
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considered (0.5 to 1.2 em) the two methods showed agreement to within 1 
percent. 
3.2 
Film Thickness Data Processing 
U sing the measurement technique described above, film thickness 
measurements were taken in a horizontal air-water flow loop. A schematic of 
the flow loop is shown in Figure 3. Air was first drawn by vacuum through 
an air mass flow measurement section. After turning a U bend, water was 
injected into the air stream resulting in a co-current annular flow pattern. 
The measurement section was a clear acrylic tube with an inner diameter of 
2.54 cm and a wall thickness ofO.31B cm. Measurements were taken 100 
diameters downstream from the point of water injection. 
A 5 mW He-Ne laser was used as the light source. The reflected light 
images were recorded using a standard video camera with the shutter speed 
set between 111,000 and 1/10,000 of a second. For the 111,000 of a second 
setting this results in 3 mm of surface translation while a frame is being 
captured. 
For a given operating condition, individual frames were sampled at 
random from the videotape by a frame grabber. This generated a bit map 
data file for each frame. Since a standard video camera uses interlacing, one 
frame actually contains two images taken 1/60 of a second apart. The two 
interlaced images were separated by a program into two files; one containing 
the odd lines and the other the even lines. These two images were then used 
to measure Rleft and Rright, the reflected light boundary locations down the 
tube axis to the left and right of the point source, resulting in 4 
measurements per frame. 
Figure 4a shows the constant base radius location due to the tube wall 
thickness,~. The dark black object in the center is a light shield used to 
block light which reflects back from the point source. Figure 4b shows a 
typical "de-laced" image. The radius, R, is measured at the inner edge of the 
reflected light boundary. Note the larger radius with the liquid film present. 
In some images, no high contrast boundary was observed. It is not 
known if this is caused by a very thick film with a very wide radius, or if this 
represents some other condition such as a finely rippled surface. 
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Approximately 16 frames were processed at. each operating condition. 
Figure 5 shows an example of the resulting 64 realizations of the film 
thickness measurement. The average for this sample was 0.28 mm with a 
standard deviation of 0.21 mm. 
Average film thicknesses measured at the bottom, side, and top of the 
tube for five different flow rates are shown in Table 1. Also shown is the 
standard deviation of the film thickness, s, and the standard error, Std Err. 
The standard deviation is relatively large showing the large variation in film 
thickness occurring in the annular flow. The standard error is an estimate of 
the error in the average film thickness values. 
Std Err = 2 s / sqrt(n) 
where n = sample size 
8.8 
Errors and Limitations 
The precision of the film thickness technique outlined above is limited 
by the instruments used in the measurement process and by limitations 
inherent to the technique. 
As seen in Figure 1, the transition to total internal reflection for an air-
water interface occurs over an angle of about 1 degree. This causes the dark 
to light boundary on the measured image to not be a perfectly sharp edge. 
Measurement precision is limited by the resolution to which this boundary 
location can be identified. For the air-water flow data presented in this 
paper, boundary blur resulted in an estimated 3% error in film thickness. 
Another inherent limitation to the technique is the error introduced by 
the liquid film surface slope. The surface slope must be on the order of 5 
degrees or less in order for the error in the film thickness measurement to be 
less than 20%. 
Film thickness measurements taken from a "de-laced" reflected image 
can be used to estimate the surface slope. Film thickness measurements 
hleft and hright are from interface locations separated by a distance L = 
(Rleft + Rright) / 2. If we assume this spacing is small relative to the 
wavelength, the surface slope can be estimated by (hleft - hright) / L. For the 
air-water flow data of Figure 5 the maximum slope is 5 degrees and the 
average is about 1.5 degrees. 
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Other sources of error are the uncertainty in the value of the index of 
refraction of the liquid and the vapor, processed image resolution, and the 
motion of the liquid film while the shutter is open. These errors are not 
inherent to the technique and can be reduced if necessary to achieve higher 
precision. 
4.0 
Wave Velocity Measurement 
4.1 
Measurement Technique 
Figure 6 shows the sensor arrangement used to measure wave velocity. 
Two high brightness light emitting diodes (1500 mcd, 680 nm) spaced axially 
a fixed distance apart are attached to the tube. Two 3 mm by 3 mm 
Hamamatsu Photonics Sl133 photo cells are also attached to the tube with 
their surfaces covering the regions in which the LED's light will be reflected 
from the liquid-vapor interface. Since the voltage output from the photo cell 
depends on the total light incident on the cell's surface, the cell output 
voltage depends on the film thickness and wave structure. 
As a wave propagates downstream it passes over each of the photo 
cells. If the cell spacing is sufficiently small, the wave characteristic changes 
very little over the distance between the two cells. Thus, waves induce nearly 
identical voltage outputs in each of the photo cells. Using statistical methods, 
the time lag at which the signals are nearly identical can be determined. 
This time lag along with the known spacing of the photo cells is then used to 
calculate the velocity of the waves on the liquid surface. 
4.2 
Data Processing 
Wave velocity measurements were taken in the horizontal air-water 
flow loop described in Section 3.2. As with film thickness, the measurements 
were taken 100 diameters downstream from the point of water injection. 
An example of the signal from one photo cell is shown in Figure 7. The 
voltage is not constant due to variations in film thickness and surface angle 
which affect the amount of reflected light incident on the photo c~ll. Also, 
since the length of the photo cell is of the same order as the movement of the 
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reflected light boundary, "the output is not linearly" proportional to film 
thickness. This makes it difficult to interpret the meaning of the signal's 
magnitude. 
Figure 8 shows the overlaid output from both photo cells. The time lag 
between signals x and y is found by calculating a correlation coefficient based 
on the cross correlation function. 
Rxy( 'C) = E[(x(t) - J1xJ (y(t + 'C) - J1y)] 
Here, t is time and 't is the shift in time of signal y 
When using a digital signal, Rxy is estimated by the cross correlation 
estimator. 
N-r 
" Rxy('C) = J. / (N - r) I [(xn - J1xJ (Yn+r - J1y)] " 
n=l 
In this equation, r is the number of data points by which y is shifted back in 
time and N is the total number of data points. Dividing by the standard 
deviation of the signals gives the correlation coefficient, Pxy. 
Pxy ('C)= Rxy( 'C) / (O'x oy) 
Figure 9 shows the correlation coefficient for the signals shown in 
Figure 8. The time at which this function reaches a maximum, 'tmax, is the 
time lag between signals x and y. Using'tmax, the wave velocity is calculated 
(Bendat and Pearsol, 1986). 
Vw =8/ 'fmax 
where 8 = the distance between measurement locations 
From Figure 9 we see that the time at which the correlation coefficient is a 
maximum is 20 ms, indicating a wave velocity of 2.50 mls. 
Figure 10 shows signal x and signal y with signal y shifted by 'tmax. 
The signals are similar but not identical, so they do not overlay precisely. 
Wave velocities measured at the bottom, side, and top of the tube for 
five different flow rates are shown in Table 2. Each wave velocity was 
calculated by ensemble averaging 40 correlation coefficient functions, each 
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spanning a 125 ms window, and then finding the time at which the averaged 
function reaches its maximum. 
4.3 
Limitations 
The wave velocity measurement relies on the fact that waves maintain 
a degree of coherence as they travel downstream. A strong correlation can 
only be found if the wave structure passing the first photo cell does not evolve 
into an entirely different wave structure by the time it reaches the second 
photo cell. 
For the air-water annular flow data shown above, the waves showed 
sufficient coherence over the 5 cm distance between the photo cells for a 
strong correlation to occur. This may not be the case for all liquid-vapor pairs 
or all flow regimes. 
The finite width of the correlation coefficient function shown in Figure 
9 indicates that some change in wave structure occurs as the wave moves 
from the first to the second photo cell. This change could be the result of the 
growth or decay of the waves due to forces acting on the liquid. The finite 
width may also be the result of waves with different velocities passing down 
the tube. Jayanti explored this by calculating the correlation coefficient as a 
function of frequency instead of time (Jayanti et al., 1990). The time based 
correlation coefficient used in this study is limited to an estimate of the 
average wave velocity. 
5 
Conclusion 
The optical technique outlined above can be used to measure film 
thickness and wave velocity ofliquid flows. It is a relatively simple, non-
intrusive method. The film thickness technique is limited to flows with 
surface slopes less than about 5 degrees. The wave velocity technique is 
limited to flows which exhibit wave structure coherence over a distance of 
several centimeters. 
Application of the technique is not limited to the two-phase flow 
application for which it was developed. It can be used on any transparent 
film flow or transparent coating system which has an overlying media with a 
lower index of refraction. 
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0.050 0.016 0.58 0.32 0.25 0.37 0.07 
0.040 0.018 0.52 0.27 0.19 0.31 0.05 
0.013 0.020 0.28 0.25 0.15 0.23 0.04 
Std Deviation of Film Thickness 
mwater mair s s s s* 
Bottom Side Top CircAvg 
[kg/s] [kg/s] [mm] [mm] [mm] [mm] 
0.100 0.013 0.68 0.23 0.18 0.39 
0.075 0.015 0.38 0.17 0.14 0.24 
0.050 0.016 0.40 0.21 0.20 0.27 
0.040 0.018 0.29 0.20 0.13 0.21 
0.013 0.020 0.20 0.13 0.15 0.16 
* Side values used twice when calculating average around circumference 
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Air-Water Wave Velocity Data 
Horizontal Pipe I. D. = 2.54 cm 
Ensemble average - 40 sets - each 125 ms in width 
mwater mair Vw Vw Vw Vw* 
Bottom Side Top CircAvg 
[kg/s] [kg/s] [mls] [mls] [mls] [mls] 
0.100 0.013 3.0 3.2 3.2 3.2 
0.075 0.015 2.8 2.9 3.1 2.9 
0.050 0.016 2.6 2.9 2.8 2.8 
0.040 0.018 2.6 2.8 2.8 2.8 
0.013 0.020 2.5 2.5 N/A 2.5 
* Side values used twice when calculating average around circumference 
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Model Predictions 
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R-I34a 
x 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
R-I34a 
x 
0.2 
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R-I34a 
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R-22 
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0.5 
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0.7 
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0.9 
R-22 
x 
0.2 
0.3 
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0.8 
0.9 
R-22 
x 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
G 
[1q1jm2 .. ) 
200 
200 
200 
200 
200 
200 
200 
200 
G 
[1q1jm2 .. ) 
300 
300 
300 
300 
300 
300 
300 
300 
G 
[1q1jm2 .. ) 
500 
500 
500 
500 
500 
500 
500 
500 
G 
[1q1jm2 .. ) 
200 
200 
200 
200 
200 
200 
200 
200 
G 
[lq1jm· .. ) 
300 
300 
300 
300 
300 
300 
300 
300 
G 
[kWm"s) 
500 
500 
500 
500 
500 
500 
500 
500 
I.D.=7.75mm L=I.22m Tb=5"C 
lip ...... , uL,a., 
[kPa) [mi.) [mi.) 
1.41 3.1 0.53 
2.05 4.2 0.63 
2.67 504 0.70 
3.22 6.5 0.75 
3.68 
3.99 
4.11 
4.00 
7.6 
8.7 
9.8 
10.9 
0.76 
0.74 
0.67 
0.52 
I.D.=7.75mm L= 1.22m ~=5"C 
lip 
[kPa) 
3.16 
4.67 
6.11 
7.39 
8.40 
9.03 
9.16 
8.66 
Us.a., 
[mlo) 
4.5 
6.3 
8.0 
9.7 
11.4 
13.0 
14.6 
16.2 
UL,a.o 
[mi.) 
0.85 
1.03 
1.16 
1.24 
1.27 
1.24 
1.13 
0.89 
I.D.=7.75mm L= l.22m Tb=5"C 
t.t.p u, .• ". Ut ...... 
[kPa) [mlo) [mlo) 
8.93 7.3 1.57 
13.45 10.2 1.92 
17.76 13.1 2.17 
21.53 16.0 2.33 
24.39 18.8 2.40 
25.98 21.5 2.35 
25.87 24.3 2.16 
23.44 26.9 
I.D. = 7.75 mm L = 1.22 m 
lip Us .. ., 
[kPa) [M) 
1.06 2.2 
1.52 3.0 
1.95 3.8 
2.34 4.6 
2.65 5.4 
2.84 6.1 
2.00 6.8 
2.78 7.5 
1.72 
Tb=5"C 
uL,a.o 
[mlo) 
0.48 
0.67 
0.64 
0.68 
0.69 
0.67 
0.61 
0.48 
I.D. = 7.75 mm L= 1.22m ~=6"C 
lip 
[kPa) 
2.37 
3.44 
4.47 
5.36 
6.05 
6.46 
6.50 
6.02 
Us.... uL,a.o 
[mlo) [mlo) 
3.2 0.77 
404 0.93 
6.6 1.04 
6.8 1.11 
8.0 1.14 
9.1 1.11 
10.2 1.02 
11.3 0.81 
I.D.=7.75mm L=I.22m Tb=6"C 
Ap 11g,av, UL . ...., 
[kPa) [mi.) [mi.) 
6.63 5.2 1.40 
9.84 
12.00 
15.56 
17.57 
18.64 
18.43 
16.48 
7.3 
9.2 
11.2 
13.1 
15.0 
16.9 
18.7 
1.70 
1.93 
2.07 
2.13 
2.10 
1.93 
1.56 
UI 
[mlo) 
0.66 
0.79 
0.00 
0.97 
1.01 
1.02 
0.99 
0.83 
UI 
[mla) 
1.04 
1.26 
1.43 
1.56 
1.61 
1.62 
1.56 
1.36 
Uj 
[mlo) 
1.86 
2.28 
2.60 
2.82 
2.93 
2.93 
2.80 
2.46 
Uj 
[mlo) 
0.69 
0.70 
0.79 
0.86 
0.89 
0.00 
0.86 
0.74 
Uj 
[mlo) 
0.92 
1.12 
1.26 
1.36 
1042 
1.42 
1.36 
1.20 
Uj 
[mi.) 
1.64 
2.01 
2.28 
2.47 
2.57 
2.57 
2.44 
2.13 
Rag 
24,980 
37,212 
49,665 
62,353 
75,297 
88,626 
102,100 
117,053 
Rag 
36,246 
54,337 
72,854 
91,814 
111,249 
131,217 
151,832 
173,895 
Rag 
57,751 
87,280 
1\7,728 
149,112 
181,497 
215,015 
249,922 
286,825 
Rag 
22,193 
33,198 
44,482 
56,064 
67,966 
80,232 
92,941 
106,005 
Rag 
31,984 
48,185 
64,9\1 
82,179 
100,034 
\18,554 
137,891 
158,471 
Rag 
50,477 
76,748 
104,\12 
132,597 
162,291 
193,373 
226,182 
261,5 \I 
RaL 
4,613 
4,036 
3,460 
2,883 
2,307 
1,730 
1,153 
577 
Rat 
6,920 
6,055 
5,100 
4,325 
3,460 
2,595 
1,730 
865 
RaL 
\1,533 
10,091 
8,650 
7,208 
5,766 
',325 
2,883 
1,442 
RaL 
6,908 
5,169 
4,431 
3,692 
2,954 
2,215 
1,477 
738 
RaL 
8,861 
7,754 
6,646 
5,538 
4,431 
3,323 
2,215 
1,108 
Rat 
14,769 
12,923 
\1,077 
9,231 
7,384 
5,538 
3,692 
1,846 
Model Predictions· Evaporation 
bL 
[mm] 
0049 
0.35 
0.27 
0.21 
0.16 
0.13 
0.09 
0.06 
hL 
[mm] 
0.45 
0.32 
0.24 
0.19 
0.15 
0.11 
0.08 
0.05 
bL 
[mm] 
0.41 
0.29 
0.22 
0.17 
0.13 
0.10 
0.07 
0.04 
bL 
[mm] 
0.66 
0.40 
0.30 
0.23 
0.18 
0.14 
0.10 
0.06 
bL 
[mm) 
0.61 
0.37 
0.28 
0.21 
0.17 
0.13 
0.09 
0.06 
hL 
[mm) 
0047 
0.33 
0.25 
0.19 
0.15 
0.11 
0.08 
0.05 
hL+ 
91 
81 
71 
61 
51 
41 
31 
20 
bL+ 
127 
112 
97 
84 
70 
56 
41 
25 
bL+ 
193 
170 
148 
126 
106 
83 
60 
36 
bL+ 
113 
99 
86 
74 
62 
49 
37 
23 
bL+ 
157 
138 
120 
102 
85 
67 
49 
30 
hL+ 
240 
211 
183 
156 
129 
101 
73 
43 
hL+C"" .. 
87 
78 
69 
60 
60 
40 
30 
18 
hL+C ...... 
121 
108 
95 
82 
69 
55 
40 
24 
bL+C ...... 
186 
166 
146 
125 
104 
82 
60 
35 
ht+c ....... 
106 
95 
84 
73 
61 
49 
36 
22 
bL+C ...... 
149 
133 
\17 
101 
84 
67 
49 
29 
ht+CCllTel 
229 
204 
179 
154 
128 
101 
73 
42 
fl 
0.156 
0.\16 
0.091 
0.073 
0.060 
0.048 
0.038 
0.029 
fl 
0.173 
0.127 
0.099 
0.079 
0.063 
0.050 
0.039 
0.029 
fl 
0.200 
0.146 
0.\13 
0.089 
0.070 
0.054 
0.041 
0.029 
f! 
0.178 
0.131 
0.102 
0.081 
0.065 
0.052 
0.041 
0.030 
0.199 
0.145 
0.\12 
0.088 
0.070 
0.055 
0.042 
0.030 
fl 
0.233 
0.168 
0.128 
0.100 
0.078 
0.060 
0.045 
0.030 
fill. - 1 
6.4 
4.2 
3.4 
2.7 
2.1 
1.6 
1.2 
0.7 
4/r. - 1 
6.7 
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4.2 
3.3 
2.6 
2.0 
1.4 
0.8 
fil r. -1 
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fill. -I 
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fil r. -1 
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1.5 
0.9 
fi I r. -1 
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6.3 
4.9 
3.8 
2.9 
1.9 
1.\ 
u,' 
[mi.) 
0.13 
0.18 
0.23 
0.28 
0.32 
0.37 
0.42 
0047 
Us' 
[mlo) 
0.18 
0.25 
0.32 
0.39 
0.46 
0.62 
0.59 
0.66 
Us' 
[mlo) 
0.27 
0.38 
0.49 
O.fIO 
0.70 
O.AI 
0.92 
1.04 
Us' 
[mlo) 
0.09 
0.12 
0.16 
0.19 
0.22 
0.25 
0.28 
0.32 
Us' 
[mi.) 
0.12 
0.17 
0.22 
0.26 
0.31 
0.36 
0040 
0.46 
u,' 
[mi.) 
0.18 
0.25 
0.33 
0.40 
0.47 
0.55 
0.63 
0.7\ 
UL' 
[mla) 
0.039 
0.048 
0.056 
0.062 
0.066 
0.069 
0.071 
0.070 
UL' 
[mlo) 
0.059 
0.073 
0.084 
0.094 
0.100 
0.104 
0.106 
0.103 
UL' 
[mloj 
0.100 
0124 
0144 
o IfIO 
o 111 
0177 
o 11~ 
0.170 
UL' 
[mlo) 
0.034 
0.041 
0.048 
0.063 
0.066 
0.069 
0.060 
0.059 
UL' 
[mlo) 
0.051 
0.063 
0.072 
0.080 
0.085 
0.089 
0.089 
0.086 
UL' 
[mi.) 
0.086 
0.106 
0.123 
0.136 
0.146 
0.151 
0.151 
0.\43 
RVl..,% 
52.6 
52.9 
63.4 
54.0 
64.6 
66.4 
66.6 
6l.! 
RVi,c% 
51.4 
61.8 
52.3 
52.8 
63.5 
64.3 
55.5 
68.3 
RVi,c% 
500 
50. 
&09 
~ I .. 
~2 n 
~2 • 
~) .. 0 
&fl.O 
RVi,c% 
43.0 
43.5 
44.0 
44.6 
45.4 
46.3 
47.7 
61.8 
RVi,c% 
41.7 
42.2 
42.7 
43.3 
44.1 
45.0 
46.3 
48.7 
RVi,e% 
40.3 
40.7 
41.2 
41.8 
42.5 
43.4 
44.7 
47.0 
RBuft% 
40.1 
40.5 
40.8 
41.2 
41.7 
42.4 
43.2 
36.9 
RBun% 
39.3 
39.6 
40.0 
40.4 
40.9 
41.5 
42.4 
41.7 
RBuft% 
:lA2 
.1.A f\ 
lAo 
"', 
"'-,n. 
"I _, 
'2A 
RBuft% 
4504 
45.9 
46.5 
47.1 . 
47.9 
49.0 
60.4 
48.2 
RBun% 
44.1 
44.6 
45.2 
45.8 
46.6 
47.6 
49.0 
51.3 
RBuft% 
42.6 
43.0 
43.5 
44.1 
44.9 
45.8 
47.2 
49.6 
Rr..s% 
7.4 
6.6 
5.8 
4.8 
3.7 
2.2 
0.2 
0.0 
Rr..s% 
9.3 
8.6 
7.8 
6.8 
6.7 
4.2 
2.2 
0.0 
Rt..c% 
11.7 
110 
102 
, , 
oJ 
0' 
• T 
12 
Rt..c% 
11.6 
10.6 
9.5 
8.3 
6.7 
4.7 
1.9 
0.0 
Rr..s% 
14.1 
13.2 
12.1 
10.9 
9.4 
7.4 
4.7 
0.0 
RL",% 
17.2 
16.3 
15.3 
14.1 
12.7 
10.8 
8.1 
3.4 
Ror."1 
[m"KIW] 
0.000562 
0.000452 
0.000388 
0.000347 
0.000319 
0.000300 
0.000288 
0.000270 
Rorota! 
[m"KIW] 
0.000381 
0.000305 
0.000261 
0.000233 
0.000215 
0.000203 
0.000197 
0.000192 
Rorota! 
(m2'KlWI 
0000'2.11 
n ()OOlR4 
0OOOl~7 
OOnOl40 
n (WlOllQ 
tt 00012.' 
00<"'120 
0000121 
Ror" .. 
[m"KIW] 
0.000571 
0.000461 
0.000396 
0.000363 
0.000325 
0.000305 
0.000292 
0.000273 
&rota! 
[m"KIW] 
0.000391 
0.000314 
0.000269 
0.000240 
0.000220 
0.000208 
0.000200 
0.000197 
Ror" .. 
[m"KIW] 
0.000240 
0.000191 
0.000163 
0.000145 
0.000134 
0.000127 
0.000123 
0.000123 
lITe 
[W/m2.K] 
1,779 
2,2\1 
2,576 
2,883 
3,135 
3,331 
3,467 
3,708 
lITe 
[W/m"K] 
2,625 
3,280 
3,829 
4,285 
4,650 
4,919 
5,080 
6,212 
lITe 
IWlm2KJ 
'.,J27 
6.44" 
" :lit., 
7 117 
7 'r'l\I 
A.llI\ 
~.J·l" 
8.243 
lITe 
[W/m"K] 
1,753 
2,170 
2,526 
2,829 
3,081. 
3,281 
3,427 
3,661 
IITC 
[W/m"K] 
2,560 
3,189 
3,723 
4,172 
4,537 
4,814 
4,994 
5,072 
lITe 
[W/m"KJ 
4,160 
5,226 
6,126 
6,874 
7,469 
7,894 
8,121 
8,105 
R-I34a 
x 
0.2 
0.3 
0.4 
0.6 
0.6 
0.7 
0.8 
0.9 
R-134a 
x 
0.2 
0.3 
0_4 
0.6 
0.6 
0.7 
0.8 
0.9 
R-22 
x 
0.2 
0.3 
0.4 
0.6 
0.6 
0.7 
0.8 
0.9 
R-22 
x 
0.2 
0.3 
0.4 
0.6 
0.6 
0.7 
0.8 
0.9 
G 
(lqjm2 .. ] 
300 
300 
300 
300 
300 
300 
300 
300 
G 
(lqjm2 .. ] 
660 
660 
660 
650 
650 
650 
660 
660 
G 
(lqjm2 .. ] 
300 
300 
300 
300 
300 
300 
300 
300 
G 
(lqjm2 .. ] 
660 
660 
660 
660 
660 
660 
660 
660 
I. D. = 3.14 mm L=O.94 m Tb" 45 "C 
Ap ....... u'-' 
(kPa] (mIa] (mf_] 
2.66 1.7 0.66 
3.73 2.2 0_63 
4.56 2.7 0.69 
6.26 3.2 0.72 
6.81 3.7 0.73 
6.13 4.1 0.70 
6.17 4.6 0.62 
5.90 5.0 0.48 
I. D ... 3.14 mm L_O_94 m '1\,= 45 "C 
Ap ....... u'-' 
[kPa] (mIa] [mfl] 
12.19 3.5 1.31 
16.54 4.6 1.54 
20.66 6.7 1.71 
24.22 6.7 1.82 
26.90 7.7 1.86 
28.31 8.7 1.81 
28.00 9.7 1.66 
26.26 10.6 1.31 
I. D __ 3.14 mm L_O_94m Tb_46 "C 
Ap ....... u'-' 
[kPa] [mIa] [mI-] 
2.34 1.4 0.61 
2.98 1.8 0.69 
3.57 2.2 0.64 
4.08 2.5 0.67 
4.47 2.9 0.67 
4.68 3.2 0.66 
4.68 3.5 0.68 
4.43 3.8 0_46 
I. D.: 3.14 mm L_O_94m '1\,- 46 "C 
Ap ....... UL .... 
[kPa] (mIa] [mf_] 
9.86 2.8 1.21 
13.02 3.7 U2 
16.02 4.5 1.66 
18.62 6.3 1.68 
20.57 6.1 1.70 
21.57 6.8 1_68 
21.26 7.5 1.62 
19.06 8.2 1.22 
Uj 
(mIa] 
0.69 
0.80 
0.88 
0.94 
0.97 
0.97 
0.93 
0.77 
Uj 
[mIa] 
1.57 
1.86 
2.07 
2.22 
2.30 
2.30 
2.18 
1.92 
111 
(mf_] 
0.63 
0.73 
0.80 
0.86 
0.87 
0.87 
0.84 
0.71 
Uj 
(mIa] 
1M 
1.69 
1.87 
2.01 
2.07 
2.07 
1.97 
1.72 
Rei 
10,705 
16,062 
21,618 
27,422 
33,492 
39,871 
46,631 
54,819 
Rei 
20,672 
31,643 
43,077 
66,324 
68,367 
82,351 
97,534 
114,494 
Re, 
·9,236 
13,903 
18,802 
23,966 
29,400 
36,182 
41,390 
48,842 
Re, 
17,692 
26,965 
37,014 
47,803 
69,433 
72,071 
66,018 
101,948 
ReL 
4,507 
3,944 
3,380 
2,817 
2,254 
1,690 
1,127 
663 
~ 
9,768' 
8,645 
7,324 
6,103 
4,883 
3,662 
2,441 
1,221 
~ 
6,637 
4,845 
4,163 
3,461 
2,769 
2,076 
1,384 
692 
~ 
11,997 
10,497 
8,998 
7,498 
6,999 
4,499 
2,999 
1,500 
Model Predictions· Condensation 
hL 
(mm] 
0.34 
0.26 
0.19 
0.16 
0.12 
0.09 
0.07 
0.04 
hL 
(mm] 
0.31 
0.22 
0.17 
0.13 
0.10 
0.08 
0.06 
0.04 
hL 
[IDIIII 
0.38 
0.28 
0.22 
0.17 
0.13 
0.10 
0.07 
0.05 
hL 
(IDIIII 
0.34 
0.26 
0.19 
0.16 
0.11 
0.09 
0.06 
0.04 
hL+ 
94 
82 
71 
61 
61 
41 
31 
19 
hL+ 
176 
163 
132 
112 
93 
73 
63 
32 
hL+ 
112 
98 
84 
72 
80 
48 
36 
22 
hL+ 
212 
183 
. 168 
134 
110 
87 
62 
37 
hL+C...-.l 
85 
76 
68 
69 
49 
39 
29 
18 
hL+C...-.l 
161 
1« 
127 
109 
91 
72 
62 
31 
hL+C...-.l 
101 
90 
80 
69 
68 
46 
34 
21 
hL+C...-.l 
192 
171 
161 
129 
108 
86 
62 
36 
f! 
0.250 
0,180 
0.137 
0.108 
0.066 
0.067 
0.062 
0.038 
f! 
0.312 
0.221 
0.166 
0.128 
0.099 
0.076 
0.066 
0.038 
r. 
0.278 
0.198 
0.160 
0.117 
0.092 
0.071 
0.066 
0,039 
f! 
0.362 
0.247 
0.184 
0,141 
0.108 
0.081 
0.069 
0.039 
iii f,,'- 1 
7.2 
6.6 
4.4 
3.5 
. 2.8 
2.1 
1.5 
0.9 
fj/f" - 1 
11.2 
8.6 
6.7 
5.3 
4.1 
3.0 
2.1 
1.2 
Vf" - 1 
7.8 
6.0 
4,7 
3,7 
2.9 
2.2 
1.5 
0.9 
fil f" - 1 
12.2 
9.3 
7.3 
6.7 
... 
3.2 
2.2 
'\.2 
0,' 
(mf.] 
0.06 
0.08 
0,10 
0,12 
0.14 
0.16 
0.19 
0.21 
0,' 
(mIa] 
0,11 
0.16 
0,19 
0.23 
0.27 
0.31 
0.38 
0.41 
0,' 
[mIa] 
0.06 
0.06 
0,08 
0,09 
0,11 
U2 
0,14 
U6 
0,' 
(mIa] 
0.08 
0.11 
U4 
0,17 
0.20 
0.23 
0.27 
0.31 
UL' 
(mf_] 
0.041 
0.048 
0.054 
0.069 
0.063 
0.066 
0.066 
0.066 
UL' 
(mf_] 
0.086 
0.103 
0.117 
U28 
0.137 
0.141 
0.142 
0,136 
UL' 
[mf_] 
0.037 
0.043 
0,048 
0.062 
0.066 
0,068 
0,068 
0.067 
UL' 
(mf_] 
0.076 
0.091 
U03 
0.113 
0.120 
0.124 
0.124 
0.119 
RVI .. 'IL 
60.6 
61.1 
61.6 
62.2 
62.9 
63.7 
64.9 
59.7 
RVIa,'IL 
48.6 
48.9 . 
49.4 
60.0 
60.6 
61.5 
62.7 
54.7 
RVI .. 'IL 
42.6 
43.2 
43.7 
«.4 
46.2 
46.2 
47.6 
61.9 
RVI .. 'IL 
40.4 
40.9 
41.4 
42.0 
42.7 
43.7 
45.0 
47.3 
RauR'iL 
41.4 
41.8 
42.2 
42.7 
43.2 
43.9 
«.9 
40.3 
RauR'iL 
39.6 
40.0 
40.4 
40.9 
41.4 
42.1 
43.1 
«.8 
RauR'iL 
45.6 
46.2 
46.8 
47.5 
48.3 
49.4 
50.9 
48.1 
RauR'iL 
43.2 
43.7 
44.3 
44.9 
45.7 
46.7 
48.1 
50.6 
R .... 'IL 
8.0 
7.1 
6.2 
5.1 
3.9 
2.3 
0.1 
0,0 
R .... 'IL 
11.9 
11.1 
10.2 
9.2 
7.9 
6.4 
4.2 
0.5 
R .... 'IL 
11.8 
10.6 
9.4 
8.1 
6.6 
4.5 
1.6 
0.0 
R .... 'IL 
16.5 
16.4 
14.3 
13.1 
11.6 
9.6 
6.9 
2,1 
lIT .... 
(m"KIW] 
0.000607 
0.000424 
0.000372 
0.000337 
0.000313 
0.000297 
0.000287 
0.000268 
a.r.... 
[m2.KIW] 
0.000263 
0.000208 
0.000181 
0.000163 
0.000161 
0.000143 
0.000140 
0.000141 
a.r.... 
(m2.KIW] 
0.000616 
0,000434 
0.000382 
0.000346 
0.000321 
0.000304 
0.000292 
0.000272 
a.r.... 
[m2.KIW] 
0.000262 
0,000217 
0.000189 
0.000170 
0.000157 
0.000149 
0.0001« 
0.0001« 
me 
(W/m2.rq 
1,973 
2,369 
2,688 
2,966 
3,193 
3,367 
3,481 
3,732 
}fI'C 
(Wim2.rq 
3,980 
4,810 
5,636 
6,142 
6,626 
6,970 
7,143 
7,093 
}fI'C 
(W/m'·rq 
1,939 
2,303 
2,618 
2,688 
3,114 
3,293 
3,420 
3,670 
}fI'C 
(Wim2.rq 
3,819 
4,611 . 
5,296 
5,682 
6,361 
6,719 
6,931 
6,953 

