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NEHARI’S UNIVALENCE CRITERIA, PRE-SCHWARZIAN DERIVATIVE
AND APPLICATIONS
SARITA AGRAWAL∗ AND SWADESH KUMAR SAHOO
Abstract. In this paper we study sharp estimates of pre-Schwarzian derivatives of func-
tions belonging to the Nehari-type classes by using techniques from differential equations.
In the sequel, we also see that a solution of a complex differential equation has a special
form in terms of ratio of hypergeometric functions resulting to an integral representation.
Finally, we attempt to study those univalent functions in the unit disk for which the image
domain is an unbounded John domain.
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1. Introduction and preliminaries
Let D := {z ∈ C : |z| < 1} be the open unit disk in the complex plane C. We denote
by C := C ∪ {∞} the extended complex plane or equivalently the Riemann sphere. The
Schwarzian derivative of a locally injective meromorphic function f : D→ C is defined by
Sf(z) = T
′
f(z)−
1
2
T 2f (z)
at each point z where f is analytic, and Sf (z) = S1/f (z) at the poles of f . Here, the quantity
Tf (z) = f
′′(z)/f ′(z) is known as the pre-Schwarzian derivative of f or the logarithmic
derivative of f ′. We denote by A, the class of all analytic functions in D normalized so that
f(0) = 0 = f ′(0) − 1. The set S denotes the class of univalent functions in A. There are
many sufficient conditions available in the literature for a function to be univalent in D and
most of them are very far from necessary conditions. However, there are a few of them which
are also close to necessity. One such example is about the well-known Nehari criterion. From
this fact, the Nehari class is generated and it is associated with the Schwarzian derivative
of functions (see [5, 16, 17]). Moreover, sufficient conditions for starlikeness and convexity
in terms of Schwarzian derivatives are studied in [11]. For α ≥ 0 and k ≥ 0, we set
(1) Nα(k) =
{
f ∈ A : (1− |z|2)α|Sf(z)| ≤ k, f ′′(0) = 0
}
.
The set N2(2), called the Nehari class, is intensively studied by Chuaqui, Osgood and
Pommerenke in [3]. Due to [2, Lemma 1], if f ∈ N2(k) then (1 − |z|2)|Tf(z)| ≤ k|z|, for
0 ≤ k ≤ 2. However, the constant k in this case is not best possible. This result is indeed
improved and discussed in Section 2 of this paper. Except for the cases α = 2, k = 2;α =
1, k = 4 and α = 0, k = π2/2, all mapping considered in the Schwarzian classes Nα(k) have
images that are quasidisks, that is, John disks whose complements are also John disks [15]
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(See Section 4 for the definition of John disks). It follows from [7, Theorem 6], that if
|Sf(z)| ≤ ρ(z) is a sufficient condition for univalence in the disk, then |Sf(z)| ≤ tρ(z) for
some 0 ≤ t < 1 which guarantees that the images are quasidisks. Furthermore, in the cases
α = 1, k = 4 and α = 0, k = π2/2, the images will also be quasidisks as soon as they are
Jordan domains.
We conclude this section by providing short introduction about upcoming sections. In
Section 2, we prove sharp estimates for the pre-Schwarzian derivatives for functions in
Nehari-type classes. An estimate related to the Schwarzian derivative is established in
Section 3. Concluding remarks and future directions are discussed in Section 4.
2. Estimates of the pre-Schwarzian derivative
This section deals with sharp estimates of pre-Schwarzian derivative of functions f be-
longing to the families N0(k), N1(k), and N2(k). A technique from differential equations
is used in estimating the pre-Schwarzian derivatives. First, note that the family N2(k)
has got special attractions in geometric function theory in compare to the other two fam-
ilies (see [5, pp. 261–264]). It was initially pointed out by Kraus [12] in 1932 and was
rediscovered by Nehari [16] in 1949 that |Sf(z)| ≤ 6(1 − |z|2)−2, |z| < 1, for each f ∈ S.
In the same paper Nehari found its converse counterpart which says that for an f ∈ A if
|Sf(z)| ≤ 2(1−|z|2)−2, then f ∈ S. These results are concerning the functions related to the
family N2(2). Of course, definition of Nα(k) also involves a normalization which is essential
to prove our main results. In addition to this, the same paper of Nehari also deals with the
inequality |Sf(z)| ≤ π2/2 which is sufficient for univalence. So, this is related to the family
N0(π2/2). In a similar vein, Pokornyi [18] stated that the condition |Sf(z)| ≤ 4(1− |z|2)−1
is sufficient for univalence and Nehari [17] supplied its proof. Certainly, functions from the
family N1(k) satisfy the last inequality with the constant k = 4. These are some of the
reasons for which we present our results starting with the family N2(k) followed by N0(k)
and N1(k), respectively.
It is now appropriate to recall
Gro¨nwall’s Inequality. [4, p. 241] Let I denote an interval of the real line of the form
[a,∞) or [a, b] or [a, b) with a < b. Let β and u be real valued continuous functions defined
on I. If u is differentiable in the interior I0 of I (the interval without the end points a and
possibly b) and satisfies the differential inequality
u′(t) ≤ u(t)β(t), t ∈ I0,
then u is bounded by the solution of the differential equation u′(t) = u(t)β(t):
u(t) ≤ u(a) exp
(∫ t
a
β(s) ds
)
for all t ∈ I. The following result is a generalization of [2, Lemma 1]. Note that this idea was
originally proposed by Chuaqui and Osgood (see [2, pp. 660-662]), but it was not precisely
estimated whereas an optimal bound for |Tf |, f ∈ N2(k), was proved. Here we provide the
sharp estimation of |Tf |, f ∈ N2(k), precisely.
Theorem 2.1. If f ∈ N2(k), 0 ≤ k ≤ 2, then
(2) |Tf(z)| ≤ 2|z| − 2β
2Ak(|z|)
1− |z|2 ,
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where Ak(z) =
1
β
(1 + z)β − (1− z)β
(1 + z)β + (1− z)β with β =
√
1− (k/2). Equality holds at a single z 6= 0
if and only if f is a suitable rotation of Ak(z). Here, (1±z)β represents the principal powers
so that (1± z)β = exp(β log(1± z)) are analytic in D.
Proof. A simple computation gives
T ′f(z) =
1
2
T 2f (z) + Sf(z), Tf (0) = 0.
Now, consider the initial value problem
w′(x) =
1
2
w2(x) +
k
(1− x2)2 , w(0) = 0
on (−1, 1). Note that it is satisfied by w(x) = 2x− 2β
2Ak(x)
1− x2 . We shall show that |Tf (z)| ≤
w(|z|).
Fix z0 with |z0| = 1, and let
ψ(τ) = |Tf(τz0)|, 0 ≤ τ < 1.
It is evident that the zeros of ψ(τ) are isolated unless f(z) ≡ z. Away from these zeros,
ψ(τ) is differentiable and satisfies ψ′(τ) ≤ |T ′f(τz0)|. Since (1− τ 2)2|Sf(τz0)| ≤ k we obtain
d
dτ
(ψ(τ)−w(τ)) ≤ |T ′f (τz0)|−w′(τ) ≤
1
2
(|Tf(τz0)|2−w2(τ)) = 1
2
(ψ(τ)−w(τ))(ψ(τ)+w(τ)).
The initial condition ψ(0) − w(0) = 0, with the Gro¨nwall inequality, tells us that ψ(τ) −
w(τ) ≤ 0 and hence the required inequality follows.
For the equality part, one can easily see that Ak(z) ∈ N2(k) and the equality
|Tf(z)| = 2|z| − 2β
2Ak(|z|)
1− |z|2
holds for 0 6= z ∈ D, with a suitable rotation (θ = − arg(z)) of Ak(z). Conversely, suppose
that equality holds in (2) for some 0 6= z1 ∈ D. Fix z0 = z1/|z1| and ψ(τ) as defined above.
Then ψ(|z1|) = w(|z1|), which can happen only if ψ(τ) = w(τ) for all τ ∈ [0, 1). Hence,
Tf (τz0) = e
iθw(τ). From this, it follows that for all z ∈ D, Tf (z) = cw(zz0) with |c| = 1.
Integration of both the sides with a suitable rotation (c = z0) and some simplification yields
f ′(z) =
(1− z2z02)β−1K1
((1 + zz0)β + (1− zz0)β)2 ,
where K1 is the constant of integration. Appealing to the normalization condition we get
K1 = 4. Again integrating we get
f(z) = cAk(cz)
as required. 
We observe that w(x) = (2x+
√
4− 2k)/(1−x2) is a solution of the differential equation
w′(x) =
1
2
w2(x) +
k
(1− x2)2
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on (−1, 1). Also, note that w(0) = √4− 2k. This motivates us to define a class similar to
N2(k) with a normalization in the following way:
M2(k) =
{
f ∈ A : (1− |z|2)2|Sf(z)| ≤ k, f ′′(0) =
√
4− 2k
}
, 0 ≤ k ≤ 2.
Note that if k = 2, the class M2(k) coincides with the Nehari class N2(2). Now we give a
result similar to Theorem 2.1 for the classM2(k) where the bound obtained is more simpler
than Theorem 2.1.
Lemma 2.2. If f ∈M2(k), 0 ≤ k ≤ 2, then
|Tf(z)| ≤ 2|z|+
√
4− 2k
1− |z|2 .
Equality holds at a single z 6= 0 if and only if f is a suitable rotation of F0(z), where
F0(z) =
e
√
4− 2k tanh−1(z) − 1√
4− 2k =
(
1 + z
1− z
)b
− 1
2b
,
where b =
√
4− 2k/2. Here, a suitable branch for [(1 + z)/(1 − z)]b is chosen so that
[(1 + z)/(1− z)]b = exp(b log[(1 + z)/(1 − z)]) becomes analytic in D.
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Figure 1. Graph of the function F0(z) with k = 1.
Proof. A simple computation gives
T ′f(z) =
1
2
T 2f (z) + Sf(z), Tf (0) =
√
4− 2k.
Now, consider the initial value problem
w′(x) =
1
2
w2(x) +
k
(1− x2)2 , w(0) =
√
4− 2k
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on (−1, 1). Note that it is satisfied by w(x) = (2x+√4− 2k)/(1−x2). Now it is enough to
prove that |Tf(z)| ≤ w(|z|). This can be proved similar to the proof given in Theorem 2.1.
Finally, one can easily see that F0(z) ∈M2(k) and the equality
|TF0(z)| =
2|z|+√4− 2k
1− |z|2
holds for 0 6= z ∈ D, with a suitable rotation of F0(z). The proof of only if part follows in
the similar manner as in the proof of that of Theorem 2.1. 
If we choose k = 2 in Theorem 2.1 and Lemma 2.2, we obtain the following well-known
result.
Corollary 2.3. [2, Lemma 1] If f ∈ N2(2) then
|Tf (z)| ≤ 2|z|
1− |z|2 .
Equality holds at a single z 6= 0 if and only if f is a rotation of
1
2
ln
1 + z
1− z .
Similarly, the next result is stated as follows:
Theorem 2.4. If f ∈ N0(k), 0 ≤ k ≤ π2/2, then
|Tf (z)| ≤
√
2k tan
(√
k
2
|z|
)
.
Equality holds at a single z 6= 0 if and only if f is a rotation of F1(z), where
F1(z) =
√
2
k
tan
(√
k
2
z
)
.
Proof. A simple computation gives
T ′f(z) =
1
2
T 2f (z) + Sf(z), Tf (0) = 0.
Now, consider the initial value problem
w′(x) =
1
2
w2(x) + k, w(0) = 0
on (−1, 1). Clearly w(x) = √2/k tan(√k/2x) is a solution of the initial value problem.
Now it remains to show that |Tf(z)| ≤ w(|z|) which follows in the similar way given in the
proof of Theorem 2.1. One can easily see that the equality holds for F1(z) defined in the
statement of the lemma and can be proved in the same technique used in Theorem 2.1. 
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Figure 2. Graph of the function F1(z) with k = π
2/2.
Corollary 2.5. If f ∈ N0(π2/2) then
|Tf(z)| ≤ π tan
(π
2
|z|
)
.
The equality holds at a single z 6= 0 if and only if f is a rotation of
2
π
tan
(π
2
z
)
.
Next we present a similar result for functions in the class N1(k). Since we use the same
technique and it involves solution of a differential equation, as a supplementary result we
see that the solution of the differential equation is a Gaussian hypergeometric function. We
denote by F (a, b; c; z) the Gaussian hypergeometric function defined by
F (a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n(1)n
zn, z ∈ D,
where (a)0 = 1, (a)n = a(a + 1) · · · (a + n − 1) is the Pochhammer symbol and c 6=
0,−1,−2, . . .. We have the well-known derivative formula
F ′(a, b; c; z) =
d
dz
F (a, b; c; z) =
ab
c
F (a+ 1, b+ 1; c+ 1; z).
Theorem 2.6. A solution of the differential equation
w′(z) =
1
2
w2(z) +
k
1− z2 , 0 ≤ k ≤ 4,
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can be represented by w(z) =
∫ 1
0
kz
1− tz2dµ(t), where µ(t) : [0, 1]→ [0, 1] is a non- decreas-
ing function with µ(1)− µ(0) = 1. In particular, |w(z)| ≤ w(|z|).
Proof. The result is trivial if k = 0. Now assume that 0 < k ≤ 4. Let a solution of the
differential equation
w′(z) =
1
2
w2(z) +
k
1− z2
be of the form w(z) = −2u′(z)/u(z). Then u(z) is a solution of the second order linear
differential equation
u′′ +
k
2(1− z2)u = 0.
It can easily be verified that this differential equation is satisfied by
u(z) = F [(−1/4)(1 +√1 + 2k), (1/4)(−1 +√1 + 2k); 1/2; z2], |z| < 1.
Note that the series solution method can also produce two linearly independent solutions
where the above hypergeometric representation of u(z) is one of them. Hence, the required
solution is
w(z) = kz
(
F [(−1/4)(−3 +√1 + 2k), (1/4)(3 +√1 + 2k); 3/2; z2]
F [(−1/4)(1 +√1 + 2k), (1/4)(−1 +√1 + 2k); 1/2; z2]
)
=
∫ 1
0
kz
1− tz2 dµ(t)
for a non-decreasing function µ : [0, 1] → [0, 1] with µ(1) − µ(0) = 1, where the second
equality follows from [13, Theorem 1.5] (see also [1, Lemma 7]) since 0 < k ≤ 4.
Finally, it follows that
|w(z)| ≤
∫ 1
0
k|z|
|1− tz2|dµ(t) ≤
∫ 1
0
k|z|
1− t|z|2dµ(t) = w(|z|),
completing the proof. 
Now we can estimate the pre-Schwarzian derivative of a function f in N1(k).
Theorem 2.7. If f ∈ N1(k), 0 ≤ k ≤ 4, then
|Tf(z)| ≤ k|z|
(
F [(−1/4)(−3 +√1 + 2k), (1/4)(3 +√1 + 2k); 3/2; |z|2]
F [(−1/4)(1 +√1 + 2k), (1/4)(−1 +√1 + 2k); 1/2; |z|2]
)
.
Equality holds at a single z 6= 0 if and only if f is a rotation of F2(z), where
F2(z) =
∫ z
0
1
(F [(−1/4)(1 +√1 + 2k), (1/4)(−1 +√1 + 2k); 1/2; t2])2 dt.
Proof. An easy computation gives that
T ′f(z) =
1
2
T 2f (z) + Sf(z), Tf (0) = 0.
Consider the initial value problem
w′(x) =
1
2
w2(x) +
k
1− x2 , w(0) = 0
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on (−1, 1). Use Theorem 2.6 and proceed in the same manner as in the proof of Theorem 2.4.
We can easily show that |Tf(z)| ≤ w(|z|). Equality can also be verified easily by considering
the function F2(z) defined in the statement. 
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Figure 3. Graph of the function F2(z) with k = 4.
As a consequence of Theorem 2.7, we obtain
Corollary 2.8. If f ∈ N1(4) then
|Tf (z)| ≤ 4|z|
1− |z|2 .
Equality holds at a single z 6= 0 if and only if f is a rotation of
1
4
(
2z
1− z2 + ln
1 + z
1− z
)
.
3. Schwarzian derivative and John domains
This section is devoted to the study of functions in Nehari-type classes. We begin with
the definition of John domain. John domains in the Euclidean n-space Rn which were
introduced by John [10] in connection with his work on elasticity. The term “John domain”
is due to Martio and Sarvas [14] while studying certain injectivity theorems for functions
defined on some special plane domains in terms of the Schwarzian derivative (see for instance
[14, Theorem 4.14 and Theorem 4.24]). Bounded John domains are characterized by the
following geometric fact: a bounded domain D ⊂ C is a John domain if and only if there is
a constant a > 0 such that for every (straight) crosscut C of D the inequality
diamH ≤ a diamC
holds for one of the components H of D \C. Here “diam” denotes the Euclidean diameter.
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We shall take help of the following well-known characterization to find necessary condi-
tions for f(D) to be John domains while the function f belongs to the Nehari-type families
Nα(k) defined in the first section.
Lemma 3.1. [3, Lemma 2] Let f be analytic and univalent in D. Then f(D) is a John
domain if and only if there exists 0 < x < 1 such that
sup
|ζ|=1
sup
r<1
(1− ρ2)|f ′(ρζ)|
(1− r2)|f ′(rζ)| < 1, ρ =
x+ r
1 + xr
.
This characterization plays an important role to prove the following necessary condition
for bounded John domains f(D), when f ∈ N2(2) (see [3, Theorem 4]). In fact, in its proof,
a relationship between the derivatives Sf and Tf as well as an upper bound for |Tf | are used.
Lemma 3.2. [3, Theorem 4] Let f ∈ N2(2) and f(D) be a bounded John domain. Then
lim sup
|z|→1
(1− |z|2)Re (zTf (z)) < 2.
Naturally, one can ask the analog of Lemma 3.2 for the family N2(k), 0 ≤ k < 2. From
[2, Lemma 1] it is clear that for all bounded mappings,
lim sup
|z|→1
(1− |z|2)2|Sf(z)| ≤ k =⇒ lim sup
|z|→1
(1− |z|2)|Tf (z)| ≤ k.
From this, we conclude that, for f ∈ N2(k), 0 ≤ k ≤ 2,
lim sup
|z|→1
(1− |z|2)Re (zTf (z)) ≤ k.
By the similar argument, from Theorem 2.1, we can say that
lim sup
|z|→1
(1− |z|2)Re (zTf (z)) ≤ 2−
√
4− 2k,
for all bounded mappings in N2(k), 0 ≤ k ≤ 2. Here the bound 2 −
√
4− 2k improves the
bound k but the same proof method given in [3, Theorem 4] is not working to get the exact
analog of Lemma 3.2 for the class N2(k), 0 ≤ k < 2.
An analog of Lemma 3.2 for the class M2(k) is now presented here. We use the similar
technique as used to prove Lemma 3.2.
Theorem 3.3. Let f ∈M2(k), 0 ≤ k < 2. Then
lim sup
|z|→1
(1− |z|2)Re (zTf (z)) < 2 +
√
4− 2k.
Proof. From [7, Theorem 6], it is clear that f(D) is a John domain. By Lemma 2.2 we get
|Tf(z)| ≤ 2|z|+
√
4− 2k
1− |z|2 ,
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and, with |z| = r,
|T ′f (z)| =
∣∣∣∣Sf(z) + 12T 2f (z)
∣∣∣∣
≤ k
(1− r2)2 +
1
2
(
2r +
√
4− 2k
1− r2
)2
=
d
dr
(
2r +
√
4− 2k
1− r2
)
.
We prove the theorem by contradiction method. Suppose that the required inequality does
not hold. That is, ∃ a sequence zm ∈ D with |zm| → 1 such that
lim sup
|zm|→1
(1− |zm|2)Re (zmTf (zm)) ≥ 2 +
√
4− 2k.
Now choose a subsequence zml(= zn) of zm with |zn| → 1 such that
(3) (1− |zn|2)Re {znTf (zn)} → 2 +
√
4− 2k
holds. Let x ∈ (0, 1) be fixed. Set zn = ρnζn, |ζn| = 1, and rn = (ρn − x)/(1 − xρn). The
above upper bound for T ′f leads to
|Re {ζnTf(zn)} − Re {ζnTf (rζn)}| ≤
∫ ρn
r
|T ′f (tζn)|dt ≤
2ρn +
√
4− 2k
1− ρ2n
− 2r +
√
4− 2k
1− r2
or,
−Re {ζnTf(rζn)} ≤ 2ρn +
√
4− 2k
1− ρ2n
− 2r +
√
4− 2k
1− r2 − Re {ζnTf (zn)}
or,
−1 − r
2
r
Re {ζnTf (rζn)} ≤ −
√
4− 2k + 2r
r
+
1− r2
1− ρ2n
1
rρn
[
(
√
4− 2k + 2ρn)ρn − (1− ρ2n)Re {znTf (zn)}
]
.
If rn ≤ r ≤ ρn then
1− r2
1− ρ2n
≤ 1 + x
1− x
and
−
√
4− 2k + 2r
r
≤ −
√
4− 2k + 2ρn
ρn
.
Hence,
(2 +
√
4− 2k)− 1− r
2
r
Re {ζnTf(rζn)}
≤
(
1 + x
1− x
)(
2 +
√
4− 2k − (1− |zn|2)Re {znTf (zn)}
)
.
Therefore, by the assumption (3) we get∣∣∣∣(2 +√4− 2k)− 1− r2r Re {ζnTf(rζn)}
∣∣∣∣ < ǫ
for all n ≥ n0(ǫ, x).
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From the above estimations we get
log
(1− r2n)|f ′(rnζn)|
(1− ρ2n)|f ′(ρnζn)|
=
∫ ρn
rn
(
2r
1− r2 − Re {ζnTf(rζn)
)
dr
<
∫ ρn
rn
ǫ
1− r2dr −
√
4− 2k
∫ ρn
rn
r
1− r2dr
<
∫ ρn
rn
ǫ
1− r2dr = ǫhD(rnζn, ρnζn) = ǫhD(0, x),
for n ≥ n0. Here, hD(·, ·) denotes the usual hyperbolic distance of the unit disk D. Thus,
(1− ρ2n)|f ′(ρnζn)|
(1 − r2n)|f ′(rnζn)|
> e−ǫhD(0,x).
But since ρn = (rn + x)/(1 + xrn), the last inequality contradicts to Lemma 3.1. 
Remark 3.4. One can ask similar questions when f ∈ N0(k), 0 ≤ k ≤ π2/2 and f ∈ N1(k),
0 ≤ k ≤ 4. Indeed, we notice that in these cases the quantity
lim sup
|z|→1
(1− |z|2)Re {zTf (z)}
vanishes due to [2, Lemma 1].
4. Concluding Remarks
Recall that Na¨kki and Va¨isa¨la¨ in [15] introduced the notion of John domains when they
are unbounded and also studied several characterizations of such domains. According to
them, John domains are defined as follows:
Definition 4.1. A domainD ⊂ C is said to be a John domain if any pair of points z1, z2 ∈ D
can be joined by a rectifiable path γ ⊂ D such that
min{ℓ(γ[z1, z]), ℓ(γ[z, z2])} ≤ c dist (z, ∂D), for all z ∈ γ,
and for some constant c > 0, where ℓ(γ[z, zi]) denote the Euclidean length of γ joining z to
zi, i = 1, 2.
Note that a simply connected John domain is called a John disk and when John domains
are bounded, then Definition 4.1 is equivalent to the definition of John domains discussed in
Section 3 (see [15]). One can check that the parallel strip D1 := {z ∈ C : |Im z| < π/4} and
the two-sided slit domain D2, the entire plane minus the two half-lines −∞ < y ≤ −1/2
and 1/2 ≤ y < ∞, y = Im z, are not John domains. But the half-planes and the Koebe
domain are John domains.
In this context we are interested to introduce the notion of John functions. Motivation
behind this comes from the definition of starlike and convex functions in D. A starlike
function is a conformal mapping of the unit disk onto a domain starlike with respect to the
origin and a convex function is one which maps the unit disk conformally onto a convex
domain. For the theory of starlike and convex functions, we refer to the standard books
[5, 8]. For analytic functions f in D, certain characterizations of John domains f(D) have
been studied in [3, 9], where functions were not necessarily assumed to be normalized and
univalent (see for instance Lemma 3.1). It is also interesting to see what changes would
come in the situation when analytic functions are normalized and univalent. This naturally
leads to the concept of introducing John functions in D.
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Definition 4.2. A function f ∈ S is said to be a John function 1 if f(D) is a John disk.
Clearly, f is bounded if and only if f(D) is a bounded John disk. We also call such
functions the bounded John functions. The functions f1(z) = (1/2)Log [(1+ z)/(1− z)] and
f2(z) = z/(1−z2) respectively map the unit disk onto the parallel strip D1 and the two-sided
slit domain D2. Since D1 and D2 are not John domains, the functions f1 and f2 are not
John functions. On the other hand, the functions g1(z) = z/(1− z) and g2(z) = z/(1− z)2
are John.
We conclude this section with the following future directional work.
The famous analytical characterization of the starlike and convex functions are respec-
tively
Re
(
zf ′(z)
f(z)
)
> 0 and Re
(
1 +
zf ′′(z)
f ′(z)
)
> 0, z ∈ D.(4)
It is discussed above that neither convex nor starlike functions are necessarily John functions
and also the other way around implication fails. Therefore, although certain characteriza-
tions of John functions in different situations are studied in [3, 9] (see also Lemma 3.1), it
would be interesting to find analytical characterizations of John functions similar to that of
convex and starlike functions stated in (4).
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