Data analysis and numerical simulations were used to exam- 
X -6 WHITT ET AL.: VERTICAL MIXING OF AVIATION EMISSIONS
Together, the data analysis and model results give important insights into this problem 72 and serve as a starting point for a more accurate determination of the impact aviation 73 has on surface air quality. However, to truly model the effects of aviation on surface air 74 quality, a more complete modeling study must be undertaken which not only models the 75 atmospheric dynamics and clouds, but also models the production and destruction of both 76 emitted and secondary gaseous species as well as the transport, feedbacks, and removal 77 of aerosols. This paper is a first step towards that goal. [2007] . For the purposes of this study, we 81 viewed the emissions as a passive tracer in order to isolate the effects of dynamical pro-82 cesses. Consequently, we retained only the total fuel burn data rather than the array of 83 constituent emissions.
84
The data were binned into a 4-D matrix with daily temporal resolution and 1
• ×1 • ×100 85 m (latitude × longitude × altitude) spatial resolution using the procedure described in 86 quency,
where g = 9.81 m/s 2 is the gravitational acceleration, and
is the potential temperature, where T is the temperature in Kelvin, p 0 = 1000 hPa is the 125 standard reference pressure, p is the local air pressure and κ = R/C p ≈ 2/7 where R is 126 the gas constant and C p is the specific heat of dry air at constant pressure.
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WHITT ET AL.: VERTICAL MIXING OF AVIATION EMISSIONS [2009] . Seasonal variability, except that which occurred as a result of the motion of the 155 tropopause, was neglected. 
Model Description
In order to examine vertical transport and mixing of cruise-altitude emissions and de-157 termine the time scales associated with these processes, we ran simulations with the 158 Gas, Aerosol, Transport, Radiation, General Circulation, Mesoscale, and Ocean Model
159
(GATOR-GCMOM) [e.g. Jacobson, 2010] . This is a one-way-nested (feeding information 160 from coarser to finer domains) global-regional computer model that simulates climate,
161
weather, and air pollution on many scales. The model and its algorithms have been 162 compared with gas, aerosol, radiative, meteorological, and surface data and numerical
163
solutions in over 50 studies [e.g. Zhang, 2008; Jacobson, 2008; Jacobson, 2010; Jacobson 164 et al., 2010] .
165
In this study, the global model was run to examine the transport of an inert tracer 166 initialized uniformly over the globe with a narrow Gaussian distribution in the vertical, 
where z M SL was the altitude above sea level in kilometers and M was in units of ppbv.
189
Although wet removal should be significant in the lower troposphere [Schulz et al. 2006], 190 all removal processes were turned off in these experiments in order to isolate the effects 191 of dynamical transport and mixing. Therefore, our approach was different from that of
192
Danilin et al. [1998] , where 1992 emission data were modeled as a passive tracer but
193
removed by a parameterized wet-removal process at 7 km.
194
We also compared modeled static stability with static-stability data derived from satel- Shapiro, 1980; Holton et al., 1995; Stohl et al., 2003b] 
Temporal Disaggregation
Since only annual data are presented in Figure 1 , the marked seasonal variability may 253 not be immediately apparent. Nevertheless, our data analysis confirms that of Gettelman
254
[1998] which showed marked seasonal variability in the data. The two most important with using it in a dynamical study, because we would like to base this data-analysis part of 273 our study entirely on data rather than assimilated model results which would be required 274 to define a potential vorticity.
275
In the second case, the reduced intensity of the subtropical jet leads to increased effec- in January (13%) and July (15%). Therefore, it is important to be careful when drawing 289 conclusions about the seasonal variation in vertical mixing of aviation emissions. mixing of the pulse inert tracer (no wet or dry removal, no chemistry) from 11 km was 295 faster in July than January (see e.g. day 77 of Figure 3 ).
296
Although mixing was faster in July, the two simulations were more similar than different.
297
We observe in Figure 4 that the surface tracer mixing ratios averaged over the first month 298 were low everywhere outside the tropics except in regions of very high topography. We hemisphere.
307
However, as a consequence of topography, the NH subtropical jet was weaker in the
308
Boreal summer (July) than the southern hemisphere (SH) jet was in the Austral summer
309
(January) so the mixing times were not symmetric in the two simulations. For similar 310 reasons, the SH jet in the Austral winter (July) was stronger than the NH jet in the Boreal 311 winter (January We quantify the seasonal differences in two ways. First we define the "surface-to-cruise 320 mixing ratio fraction" at every latitude,
where M R surface is the mixing ratio at the surface, initially 0 ppbv, and M R cruise is the 322 mixing ratio at the altitude above MSL where the zonally averaged vertical distribution 323 of the tracer mixing ratio is at a peak. We found that this altitude associated with the 324 zonally averaged peak mixing ratio descended at a rate of about 500 m to 1000 m per be faster during Austral winter than during Austral summer in the SH as shown in Figure   333 6. The reasons for this result are not obvious but the root cause was most likely the 334 height of the tropopause. We observed that the Austral winter tropopause was actually 335 higher in the SH than it was in the Austral summer by roughly 1 km as mentioned above
336
(see Figure 2) . As a result, the peak of the tracer distribution was much closer to the 337 tropopause in the winter (less than 1 km ∼ 1-2 grid cells). Consequently, more tracer was 338 released into less stable tropospheric air during July in the SH than during January in 339 the SH. The differences in static stability at 11 km and tropopause height relative to 11 340 km between the two simulations can be seen in Figure 7 .
341
Also shown in Figure 7 , is the e-folding lifetime, τ , of the tracer at cruise altitude against 342 vertical transport and mixing to any other altitude. This metric provides a different 343 perspective on vertical mixing at cruise altitude than the M RF and helps to further 344 illustrate the subtleties involved in the dynamics. We define this e-folding lifetime at each 345 latitude by assuming an exponential decay model for the mixing ratio at the peak of the 
354
We define τ = 0.5τ 7 show, the differences between the mixing in the SH winter and the SH summer, as 366 described by either metric, were not very large. Therefore, the only reasonable conclusion is that mixing from 11 km to the surface has similar timescales during the winter and 368 summer in the extratropical SH.
369

Discussion of Model Results
We now discuss our modeling results. In particular, we consider if our results are 370 consistent with the results of earlier studies, we discuss metrics for studying tropospheric 371 mixing time and we consider the effects of model grid resolution in our study.
372
To our knowledge, no one has used the same definitions or experimental set-up we use 373 here to quantify mixing times from cruise altitude. However, our results are mostly con- emissions will not affect surface air quality via dynamical mixing alone.
402
As the previous discussion highlights, the choice of metrics in a study such as this can 403 be very important. In order to elucidate the physics, we present two metrics in this paper. 
444
To illustrate some of the effects of grid resolution on our results, we compare, in Figure   445 7, some results from six simulations with similar initial conditions but different resolutions.
446
We compare the two simulations described in section 3 of this paper with two simulations 
Conclusions
Before making conclusions, it is important to emphasize that this paper is just a first 470 step toward understanding the effects of cruise-altitude emissions on surface air quality.
471
The numerical experiments presented in this paper were idealized. We neglected chemistry 472 and removal processes in order to isolate the effects of dynamical mixing. Nevertheless, 473 many subgrid processes, including vertical mixing via cloud processes, were included [e.g. properties of the UTLS both here (e.g. Figure 2 ) and in previous studies [e.g. Jacobson,
476
2008]. With these thoughts in mind, we discuss the implications of our results.
477
We see that the expected tropospheric lifetimes of many of the constituents of aviation Table 1 . We disaggregate the commercial aviation fuel burned globally in the year 2006 by background atmospheric properties including the location relative to the thermal tropopause, the location relative to the ExTL, the background potential temperature (θ) and the background static stability (N 2 ). In the case of the ExTL, potential temperature and static stability, only the fuel that was burned above 5 km in tropopause relative coordinates is considered (78% of the total). Hence, the sum of these particular disaggregations should not add to 100%. Note that only commercial aviation emissions were included in this study. Military and general civil aviation were not included and could account for as much as 20% more fuel burned during the year [Lee et al., 2009] • N. We disaggregate the commercial aviation fuel burned in these regions during 2006 by background atmospheric properties including the location relative to the thermal tropopause, the location relative to the ExTL, the background potential temperature (θ) and the background static stability (N 2 ). In the case of the ExTL, potential temperature, and static stability, only the fuel that was burned above 5 km in tropopause relative coordinates is considered. Hence, the sum of these particular disaggregations should not add to 100%. This figure shows the January (top) and July (bottom) zonally averaged zonal wind from GATOR-GCMOM. We observe that, as we would expect, the NH subtropical jet is weaker in the Boreal summer (July) compared with the SH subtropical jet in the Austral summer (January). This would suggest greater quasi-isentropic STE in the Boreal-summer NH than the Austral-summer SH as seen in Figures 3, 6 and 7 and hence more rapid overall mixing in the July simulation. However, the results can not be reduced to this effect alone. The mixing is actually faster in the SH in July (Austral Winter), despite the reduced quasi-isentropic STE. The reasons for this are discussed in more detail in section 5. Figure 7. These 6 plots compare the January (left) and July (right) e-folding lifetimes of the tracer plume (τ defined in equation 6) (top), static stability at 11 km (middle) and the height of the tropopause compared to 11 km (i.e. 11 − z T H ) (bottom). We see that longer e-folding lifetimes at 11 km roughly correlate with higher static stability at 11 km and greater distances above the tropopause. These plots show results from 3 different model resolutions. The solid line, 4 × 5 × 89, denotes the simulations described in section 3 of this study. The dashed line 4 × 5 × 68 denotes a simulation with similar initial conditions but a lower vertical resolution outside the region from 1 to 21 km. The dashed line denoted 2 × 2.5 × 68 denotes a case with similar initial conditions but 2 • × 2.5
• horizontal resolution and lower vertical resolution outside
