Abstract. In this paper we establish the existence of two nonnegative solutions to singular (n, p) and singular (p, n − p) focal boundary value problems. Our nonlinearity f (t, y) may be singular at y = 0, t = 0 and/or t = 1.
Introduction
This paper discusses the existence of multiple nonnegative solutions to the singular (n, p) boundary value problem    y (n) (t) + φ(t) f (t, y(t)) = 0, 0 < t < 1, here n ≥ 2 and 1 ≤ p ≤ n − 1 is fixed. All the papers in the literature on singular problems (see [1] - [7] and their references) are devoted to establishing the existence of one solution to singular boundary value problems. This is the first paper, to our knowledge, that establishes the existence of more than one solution to (1.1) and (1.2) even in the case when n = 2. The technique presented to guarantee the existence of twin nonnegative solutions to (1.1) and (1.2) is new and involves combining (i) an existence result from the literature (which relies on a Leray-Schauder alternative), (ii) Krasnoselskii's fixed point theorem in a cone, and (iii) lower type inequalities. For the remainder of this introduction we present some results from the literature which will be needed in Section 2. Let k(t, s) be the Green's function for see [4] for an explicit representation. It is well known [4] that
In [3] we proved the following lower type inequality.
(1.5) see [4] for an explicit representation. It is well known [4] that for (t, s)
In [2] we proved the following lower type inequality.
In [2] we proved the following existence result for the singular (p, n − p) focal problem (1.2). 
Essentially the same reasoning as in [2] establishes the corresponding result for the singular (n, p) problem (1.1). 
Finally we state for completeness Krasnoselskii's fixed point theorem in a cone. 
Singular problems
In this section we begin by discussing the singular (n, p) problem
with n ≥ 2 and 1 ≤ p ≤ n − 1 is fixed.
Theorem 2.1. Assume the following conditions are satisfied:
and there exists a constant r > 0 with
Proof. The result follows from Theorem 1.4 with there exists R > r with R g R a
(2.9)
here 0 < a < 1 2 is fixed and η ∈ [0, 1] is such that
Proof. To show the existence of the solution described in the statement of Theorem 2.2 we will apply Theorem 1.5. First however choose > 0 and < r with r
Let m 0 ∈ {1, 2, ...} be chosen so that m has such a solution for each m ∈ N 0 , we will look at
(2.14)
Clearly K is a cone of E.
s) φ(s) [g (y(s)) + h(y(s))] ds. (2.15)
A standard argument [7] implies A : K → C[0, 1] is continuous and completely continuous. Next we show A :
and so Theorem 1.
We first show
To see this let y ∈ K ∩ ∂Ω 1 so y ∈ K, |y| 0 = r and y(t) ≥ t n−1 r for t ∈ [0, 1]. Also notice 
g (y(t)) + h(y(t)) ≤ g(y(t)) + h(y(t)) for t ∈ (0, 1) since g is nonincreasing on (0, ∞). Now for t ∈ [0, 1],
A y(t) = 1 m + 1 0
k(t, s) φ(s) [g (y(s)) + h(y(s))] ds
≤ + 1 0
k(t, s) φ(s) [g(y(s)) + h(y(s))] ds
≤ + 1 + h(r) g(r) 1 0
k(t, s) φ(s) g(y(s)) ds
To see this let y ∈ K ∩ ∂Ω 2 so |y| 0 = R and y(t) ≥ t n−1 R for t ∈ [0, 1]. In particular 
g (y(s)) + h(y(s)) = g(y(s)) + h(y(s))
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k(σ, s) φ(s) [g (y(s)) + h(y(s))] ds
. 
Now let m → ∞ through N in (2.22) to obtain (here we use the Lebesgue Dominated Convergence Theorem), 
and this contradicts (2.7). 
Proof. The existence of y 1 follows from Theorem 2.1 and the existence of y 2 follows from Theorem 2.2. 
To see this we will apply Theorem 2.3 with n = 2, p = 1, φ = Finally since (note β > 1),
there exists R > 1 so that (2.9) holds. The result now follows from Theorem 2.3. 
