Sufficient conditions for (the non-violation of) the Bell-CHSH inequalities in a mixed state of a two-qubit system are: 1) The linear entropy of the state is not smaller than 1/2, 2) The sum of the relative linear entropies is nonnegative, 3) The von Neumann entropy is not smaller than 0.833, 4) The sum of the relative von Neumann entropies is not smaller than 0.280.
The relation between entropy inequalities and Bell´s inequalities has been the subject of recent research 1 due to the relevance that both types of inequality have for quantum information theory 2, 3 . In particular it has been shown the following 4 :
Theorem 1 If a two-qubit system is in a state with density matrix ρ, the inequality S 2/1 + S 1/2 ≥ 0, S i/j := S ij − S j , The linear entropy is defined as
where ρ is a 4×4 density matrix, ρ j is the 2×2 reduced density matrix of qubit j and S i/j = S 12 − S j are the relative entropies. The CHSH inequality is
a 1 , b 1 (a 2 , b 2 ) being dichotomic observables, which may take only the values +1 or -1, for the first (second) qubit and x means the average of the observable x over many runs of the same experiment. As is well known the four averages should be measured in different experiments all of them using the same preparation for the two-qubit system. I point out that the sufficient condition stated by the theorem applies also to the Clauser-Horne inequalities
where A j , B j , are observables which may take only the values 1 or 0, and p(X) (or p(XY)) is the probability that X (or both X and Y) takes the value 1. Indeed, it is enough to put
in eq.(3) in order to check that β ≤ 2 implies eq.(4) . Consequently every sufficient condition for of the CHSH inequality is also sufficient for the (nonviolation of the) Clauser-Horne inequality eq.(4) .
The relevance of the theorem is that an inequality like (1) always holds true in classical physics, but may be violated in quantum mechanics. Indeed the stronger condition S 2/1 ≥ 0, S 1/2 ≥ 0 is fulfilled in classical theories, which is expressed by saying that it is not possible to have more information about the whole than about each part. In the following a proof of the theorem is given, which is simpler than the previous one. Proof: We consider quantum observables (Hermitian traceless 2×2 matrices) {a 1 , b 1 } for the first particle and {a 2 , b 2 } for the second, all of them with eigenvalues 1 or -1. We define a Bell operator, B, by
It is easy to check that (see Appendix)
and that the inequality (3) is violated if
whilst quantum mechanics predicts just |β| ≤ 2 √ 2. (The equality in (7) follows from the linearity of the trace, compare with eq. (3)). Now the obvious inequality
where I 1 and I 2 are the identity operators (unit 2×2 matrices) for the first and second qubit respectively, implies the positive semidefiniteness of a quadratic expression in the variable η. The calculation of that expression is simple using a product basis | ψ j | φ k giving, for instance,
where all steps are trivial. The expression quadratic in η is non-negative for all η ∈ R if, and only if,
Hence the inequality (1) implies |β| ≤ 2 for any Bell operator, which proves the theorem. Any Bell operator defined by eq.(5) has eigenvalues ±ζ 1 and ±ζ 2 with
(see Appendix). Bell operators, B 0 , with eigenvalues ζ 1 = 0 and ζ 2 = 2 √ 2 will appear frequently in what follows and will be named "maximal" .
That the bound given by the theorem is the lowest one, that is no value of S 1/2 +S 2/1 less than zero provides a sufficient condition for all CHSH inequalities, is proved by the state
in order to preserve positivity of ρ.
where B 0 is a maximal Bell operator. We get
whence we obtain
which proves that the theorem gives the lowest value of S 1/2 + S 2/1 providing a sufficient condition for the CHSH inequalities. It is also possible to get a sufficient condition in terms of S 12 as stated by
Theorem 2 In a two-qubit system, a sufficient condition for all CHSH inequalities is that the linear entropy of the state fulfils S
.
Proof: The inequality
holds true for all η ∈ R if, and only if,
which proves the theorem. is the lowest value giving a sufficient condition is proved by the example eq.(11).
In the following we shall derive similar theorems using, instead of the linear entropy, the von Neumann entropy 7 S 12 := −T r (ρ 12 log ρ 12 ) , S j := −T r ρ j log ρ j .
We begin proving, by means of a counterexample, that the inequality (1) is not a sufficient condition for the CHSH inequalities. We consider the following family of states
with B an arbitrary Bell operator. It is straightforward to compute β and S 12 from the function Z(λ) and we get
Now we consider more specifically the state
B 0 being a maximal Bell operator. We obtain, using eq.(26) of the Appendix,
It is also possible to prove that the reduced density matrices of (15) are multiple of the identity (see Appendix), that is
From eqs. (17) and (18) we derive that S 2/1 + S 1/2 = 0 , which corresponds to x ≃ ±1.045, gives β ≃ ±2.206, so that an inequality like (1) , but using von Neumann entropy, is not a sufficient condition for the CHSH inequalities. On the other hand β = ±2, which corresponds to x = arg tanh √ 2λ ≃ ±0.881, gives S 12 ≃ 0.833 and S 2/1 + S 1/2 ≃ 0.280. This implies that, if there are sufficient conditions for the CHSH inequalities of the form S 12 ≥ K 1 and Proof: We shall prove the theorem in three steps.: 1) Fixing a number β ∈ −2 √ 2, 2 √ 2 and (the eigenvalues of) a Bell operator B, we shall search for a density matrix, ρ, making S 12 a maximum compatible with Tr(ρB) = β.
2) Now we fix only β and search for (the eigenvalues of) the Bell operator providing the greatest S 12 . Let us label K 1 (β) that value of S 12 . 3) We shall show that K 1 (β) = K 1 (-β) and that K 1 (β) decreases when |β| increases. After that, it becomes clear that K 1 (2) gives the desired sufficient condition for the CHSH inequalities. In fact, any ρ and any B leading to S 12 > K 1 (β) would give |β| < 2 so that the CHSH inequality will be satisfied.
In the first step we begin fixing the Bell operator B and the number β and we serch for the density matrix ρ making the von Neumann entropy, S 12 , stationary with the constraints Trρ = 1, Tr(ρB) = β. This is a standard variational problem which, introducing Lagrange multipliers λ and χ, may be stated
whose solution is of the form of eq.(13) , B being the given Bell operator and λ fixed by the first eq.(14) . Still it is necessary to prove that the solution found for the variational problem actually gives a maximum to S 12 (rather than, e.g., a minimum). To do that we use the density operator ρ ′ = ρ + δρ where ρ is given by eq.(13) with √ 2λ = 0.883 and δρ fulfils T r (δρ) = 0, T r (δρB) = 0.
Hence we obtain
We may expand ln (ρ + δρ) in powers of δρ up to second order. The expansion is well defined because all integer powers or ρ, eq.(13) , either with positive or negative exponent, are well defined. Also, to second order there is no problem with the possible non-commutativity of the operators ρ and δρ. We obtain no first order term in δS 12 , as it should S 12 being stationary, and the second order term is
which proves that a density operator of the form of eq.(13) makes S 12 a maximum.
In the second step we shall prove that eq. (13) gives to S 12 the maximum value compatible with the fixed β, if we choose the Bell operator to be maximal. In fact, from the eigenvalues of any Bell operator we may get the function Z(λ) in terms of the eigenvalues (see eqs. (13) and (26)) Z (λ) = exp (λζ 1 ) + exp (−λζ 1 ) + exp (λζ 2 ) + exp (−λζ 2 ) = 4 cosh µ cosh ν,
Hence it is straightforward to obtain β and S 12 using eqs. (14) , but we omit the results. This leads us to the variational problem of finding ζ 1 , ζ 2 and λ which make S 12 a maximum for fixed β (with eq.(10) fulfilled.) The solution is ζ 1 = 0, ζ 2 = 2 √ 2, √ 2λ = 0.881, which correspond to the density operator of eq.(15).
The third step, that is proving that K 1 (β) = K 1 (-β), is trivial taking into account eqs.(17) , which show that S 12 is an even function of β. These equations also show that S 12 increases when |β| decreases. This completes the proof.
As commented in the discussion of the example eq.(15) the theorem provides the lowest value of S 12 sufficient for the CHSH inequalities.
Theorem 4 If a two-qubit system is in a state with density matrix ρ, the inequality
S 2/1 + S 1/2 ≥ 2 ln 2 + 4 ln cosh arg tanh √ 2 2 − 2 √ 2 arg tanh √ 2 2 ≃ 0.280,
in terms of von Neumann entropy, is a sufficient condition for all CHSH inequalities.
Proof: The previous results suggest that eq.(15) provides the density matrix giving the maximum value of S 2/1 + S 1/2 for given β. Here we show that this is the case by just proving that δ S 2/1 + S 1/2 is negative up to second order in δρ for that state. We get
where
In the second eq. (21) we have taken into account eqs. (20) and (18) , the latter implying ρ −1 j = 2I j and lnρ j = − ln 2 I j . A similar result is obtained for ρ 2 . Hence we get
Useful bounds for the terms involving δρ 1 and δρ 2 may be found from the inequality (compare with (8))
Hence, using the first eq.(20) , we get
which may be put in eq. (22) giving, to second order in δρ,
The right hand side may be calculated in a basis of Bell states and we obtain
where we have labelled | χ k the Bell states and ξ k the corresponding eigenvalues, Z (λ) is given by eq.(16) and √ 2λ = ±0.881. We see that the right hand side is negative if the following inequality holds for every k
and this is true if the inequality is fulfilled for the largest eigenvalue ξ k = 2 √ 2. A simple calculation proves that this is indeed the case, which shows that S 2/1 + S 1/2 presents a maximum, thus proving the theorem.
I shall finish with two comments on how specific for the CHSH inequalities are the results here presented, that is whether they may be extended to other Bell inequalities (that is inequalities characteristic of local hidden variables (LHV) models ). The question, stated more generally, is whether the entropy inequalities considered in the previous theorems are sufficient for the existence of LHV models. The answer is negative or, at least, an affirmative answer would require a detailed proof. In fact, it is known that the CHSH inequalities are necessary conditions for the existence of LHV theories, but they are not sufficient. It has been proved that, chosen four observables a 1 , a 2 , b 1 , b 2 as in eq.(3) , the fulfillement of the four CHSH inequalities obtained by changing the place of the minus sign, is a sufficient condition for the existence of a LHV model involving these four observables, 8 but there are counterexamples proving that the condition is not sufficient for more than four.
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Appendix. Eigenvalues of a Bell operator.
Firstly we prove that the eigenvalues of the Bell operator, B, defined by eq.(5) , are of the form ±ζ 1 and ±ζ 2 with eq.(10) fulfilled. In fact, the square of B is
Now a 1 may be written as the product of a unit vector in 3 dimensional space times the vector of the three Pauli matrices, and similarly for b 1 , a 2 and b 2 , that is
where the index j = 1 (j = 2) refers to the first (second) qubit. Inserting (24) in (23) we get
where ϕ 1 (ϕ 2 ) is the angle between the unit vectors c 1 and d 1 (c 2 and d 2 ) and σ 1 , σ 2 may be taken, with an appropriate choice of axes, as the third Pauli matrix for the first and second qubit respectively. Thus the eigenvectors and eigenvalues of (23) which completes the proof. Also, from eq.(25) it is easy to get eq. (6) .
Hence it follows that the eigenvalues of B are ±ζ 1 , whose associated eigenvectors are linear combinations of |↑ |↑ and |↓ |↓ , and ±ζ 2 , whose eigenvectors are linear combinations of |↑ |↓ and |↓ |↑ . In the limiting case ζ 1 = 0, ζ 2 = 2 √ 2 the eigenvectors are the socalled Bell states
This allows writing any function, f(B 0 ) , of a maximal Bell operator in the form
Hence it is straightforward to derive the reduced density operators of the first and second qubit, respectively, when the two-qubit system is in state (15). We get ρ 1 = T r 2 ρ = 1 2 I 1 , ρ 2 = T r 1 ρ = 1 2 I 2 .
