Abstract. In this paper an efficient architecture for natural language processing is presented, implemented in hardware using FPGAs (Field Programmable Gate Arrays). The system can receive sentences belonging to a subset of Natural Languages (NL) from the internet or as SMS (short message service). The recognition task of the input string uses Earley's parallel parsing algorithm and produces intermediate code according to the semantics of the grammar. The intermediate code can be transmitted to a computer, for further processing. The high computational cost of the parsing task in conjunction with a possible large amount of input sentences, to be processed simultaneously, justify the hardware implementation of the grammar (syntax and semantics). An extensive illustrative example is given from the area of question answering, in order to show the feasibility of the proposed system.
Introduction
Natural Language (NL) processing is a very attractive method of human-computer interaction and may be applied to a considerable number of fields such as intelligent embedded systems, intelligent interfaces, learning systems, etc [2] , [3] . It is clear that automatically extracting linguistic information from a text can be an extremely powerful method for NL processing systems. In this paper an efficient architecture for natural language processing is presented, implemented in hardware using FPGAs (Field Programmable Gate Arrays). The system can receive sentences belonging to a subset of Natural Languages (NL) from the internet or as SMS (short message service). The recognition task of the input string uses Earley's [1] parallel parsing algorithm and produces intermediate code according to the semantics of the grammar. The intermediate code can be transmitted to a computer, for further processing. The high computational cost of the parsing task in conjunction with a possible large amount of input sentences, to be processed simultaneously, justify the hardware implementation of the grammar (syntax and semantics). An extensive illustrative example is given from the area of question answering [4] , in order to show the feasibility of the proposed system. In the example given, the well known parallel parsing algorithm of Early [1] , [5] has been used, based on the implementation proposed in [10] . When the syntactic recognition of the input sentence is completed, using the created parse tree, the semantics are evaluated and the FPGA sends the intermediate code generated to an abstract data-management machine that has access to a data-base in order to produce the final result (answer). The intermediate code consists of commands and their parameters. The FPGA may receive the questions either via internet or via sms (short message service) receiver since both interfaces may be implemented on the FPGA. In the second case an extra device (sms receiver) is necessary. The proposed architecture has been implemented in synthesizable Verilog in the XILINX ISE 8.2 [6] environment while the generated source has been simulated for validation, synthesized and tested on a Xilinx SPARTAN 3E FPGA. The system can be used in applications where a lot of input sentences must be processed simultaneously and extract information. The extracted information can be statistics about the preferences of clients, the profiling of the users, intelligent extraction of keywords for web browsers etc. The rest of the paper is organized as follows. In Section 2, the hardware parser as well as the theoretical background is analyzed. In Section 3, an illustrative example is given. Finally in Section 4, we summarize the proposed implementation and present future work. 2 The Hardware Parser
Theoretical Background
A Context Free Grammar [7] (CFG) is a quadruple G = (N, T, R, S), where N is the set of non-terminal symbols, T is the set of terminal symbols, R is the set of grammar rules (a subset of N x(N ∪ T)* written in the form A→α, where A ∈ N and α ∈ (N ∪ T)*) and S (S ∈ N) is the start symbol (the root of the grammar). We use capital letters A, B, C… to denote non terminal symbols, lowercases a, b, c… to denote terminal symbols and Greek lowercases α, β, γ... for (N ∪ T)* strings, λ is the null string and V = N ∪ T is called vocabulary. A→a means that a can derive from A after the application of one or more rules. Let S → α, (α∈Τ*) be a derivation in G. The corresponding derivation (parsing) tree is an ordered tree with root S, leaves the terminal symbols in α, and nodes the rules that are used for the derivation process. The process of analyzing a string for syntactic correctness is known as parsing. A parser is an algorithm that decides whether or not a string a 1 a 2 a 3 …a n (of length n) can be generated from a grammar G and simultaneously constructs the derivation (or parse) tree. An Attribute Grammar [8] (AG) is based upon a CFG. An AG is a quadruple AG = {G, A, SR, d} where G is a CFG, A = ∪A(X) where A(X) is a finite set of attributes associated with each symbol X ∈ V. Each attribute represents a specific contextsensitive property of the corresponding symbol. The notation X.a is used to indicate that attribute a is an element of A(X). A(X) is partitioned into two disjoint sets; the set of synthesized attributes AS(X) and the set of inherited attributes AI(X). Synthesized attributes X.s are those whose values are defined in terms of attributes at descendant nodes of node X of the corresponding semantic tree. Inherited attributes X.i are those whose values are defined in terms of attributes at the parent and (possibly) the sibling nodes of node X of the corresponding semantic tree. The start symbol does not have inherited attributes. Each of the productions p∈ R (p: X 0 →X 1 X 2 X n ) of the CFG is augmented by a set of semantic rules SR(p) that define attributes in terms of other attributes of terminals and on terminals appearing in the same production. The way attributes will be evaluated depends both on their dependencies to other attributes in the tree and also on the way the tree is traversed.
Finally d is a function that gives for each attribute a its domain d (a).
In the case of the illustrative example given in this paper (based on the one of ref. [4] ) a subset of NL is given in the formalism of AG where the semantics are described using a synthesized attribute called 'output' for each non-terminal symbol. The only operation for the semantic rules needed, between the attributes of the nonterminals, is conc (par 1 , …, par n ), which stands for the concatenation of strings par 1 , …, par n that are values of the attributes of the non-terminal symbols of the syntax rule.
The Parsing Algorithm
The parsing task may be reduced to the procedure of filling a two dimension table (parsing table: pt ()). Chiang & Fu [5] proved that the construction of the Table parsing table can be parallelized with respect to the length of the input string n, by computing at step k the cells pt(i, j) for which j-i=k≥1. Only the elements on or above the diagonal are used. In [9] a parallel architecture (see Fig. 1 ) has been presented that uses n+2 elements to compute the parse table in O(n) time where n is the input string length. Every processing element is computing one cell pt(i, j) in each execution time and the next execution time is used again to compute the cell that belongs to the same column and is one row higher pt(i-1, j). In addition one processing element is required to control the whole process and one more to handle the attribute evaluation process as shown in Fig. 3 . The n elements that are used for the parallel parsing are following the design presented in [10] (see Fig. 2 ).
After the end of each execution step k (t ek ), the computation of one parsing processing element terminates. At the next execution step this processing element should transmit the cells that it has computed, to the next processing (t ck ). Each processing element repeatedly calculates a cell, checks if it should transmit some cells and then if it should receive any. As it must be clear by now, the proposed implementation follows the architecture shown in Fig.3 . The proposed architecture is based on the abovementioned CFG parser. The parser handles the recognition task and constructs the parse tree or parse trees in the case of ambiguous sentences. When the parsing process is over, the attributes may be evaluated. For that purpose, an extra module (Semantic Evaluator) has been created, so as to compute the semantics. This module takes as input the parse tree encoded in bit-vectors and gradually traverses it. In each branch (syntactic rule) of the tree, the semantic evaluator executes the corresponding semantic rule, which is nothing more than a concatenation of alpharithmetic strings. The resulting attribute value of the root symbol is the output string that will be transmitted to the abstract data-management machine that has access to a data-base in order to produce the final result (answer). Both parser and Semantic Evaluator are downloaded into the same FPGA board in order to gain the necessary speed-up so as to satisfy the high computational cost of the parsing task and a possible large amount of input sentences, to be processed simultaneously.
The parser module and semantic evaluator module are initialized by the grammar specifications. The resulting source code is downloaded into the FPGA. The latter, takes as input the input string, recognizes it, evaluates the semantics and responds with an intermediate code. In the example given in the next session the intermediate code consisting of commands and their parameters, for the abstract data-management machine. Finally, the abstract data-management machine executes the received commands and provides the user with the final result. In order to show how we can build a natural language interface, using the system proposed, we have chosen a question-answering example [4] from the area of airline flights. In Table 1 an AG is given. The underlying grammar accepts questions concerning airline flights and the semantic rules produce an intermediate code, consisting of commands and their parameters, for an abstract data-management machine that has access to a data-base (Fig. 3) .
The subset of English accepted by the system uses words belonging to classes like: class names, object names, property names e.t.c.
The sentences of the subset of English are questions concerning airline flights and the answer after the processing of the intermediate code by the abstract datamanagement machine is YES or NO.
In this grammar the semantics are described using a synthesized attribute called "output" for each non-terminal symbol of the underlying grammar. The only operation needed between the attributes of the non-terminals is conc (par1, … parn), which stands for the concatenation of the contains of par1, … parn.
The first illustrative simple question is: A FLIGHT DEPARTS FROM ATHENS? This question can be syntactically analysed into a noun phrase consisting of a determiner and a common noun and a verb phrase consisting of a verb, a preposition and a proper noun. The determiner corresponds to a quantifier, the common noun to a class name, the verb and the preposition to a relation and the proper noun to an object. The nouns and the verb will be used as parameters by the commands that will be generated by the determiner and syntactic structures. In order to show the exact correspondence between the above question and its semantic interpretation, they are written one underneath the other as follows:
A FLIGHT DEPARTS FROM ATHENS? (01)INT, (x) UNIV, (01)STO, (y) (z) CON. The capital letters strings INT, UNIV, STO and CON are the name parts of commands which use as parameters the symbols enclosed in parentheses. Commas are used in the above illustration to separate a command and its parameters from the others. At this point it should be noted that the program generated must always be executed from right to left. For this reason the parameters combined with each call usually lie at the left of the call and this will be the form used in the explanation that follows.
The first command to be executed in the above example would be CON (z,y). The function of the command CON is to retrieve from the data-base the set of all objects which are related by the binary relation y, which here stands for "DEPARTS", to the object (z), which here stands for "ATHENS", and store it in the buffer. The second command to be executed is STO(01). The function of this command is to store the contents of the buffer into a location of the working data structure. This location is specified by the parameter of this call in this case (01). This call is generated when the main verb phrase structure is recognized. The next call is UNIV(x). The function of this command is to store in the buffer all the objects belonging to the class denoted by the parameter x which here stands for "FLIGHT". The next command is INT(01) which forms the intersection of the sets stores it in the buffer and tests whether it is empty or not. The result of this test determines the correct answer to the question and it is held in a flag-register.
The second illustrative question and its semantic interpretation is:
COB. The new commands generated by the above question are COB and MEM. The function of COB is to retrieve from the data base the set of all objects which are related by the ternary relation y, which stands for "FLIES", to the pair of objects z and w, which stand for "ATHENS" and "NEW YORK" respectively. The function of MEM(x,01) is to test whether the object x is a member of the set stored in location 01. The result of this test again determines the correct answer to the question.
Τhe third illustration question is: EACH FLIGHT WHICH IS CONNECTED TO A FLIGHT WHICH BELONGS TO AIRLINE-1 DEPARTS FROM A CITY WHICH IS LINKED TO EACH CITY WHICH BELONGS TO GREECE?
This is a more complex question used to show the ability of the present technique to treat quantified subordinate clauses that are nested to any depth. The program generated from this question is:
(01)IMP, (p1)SEL, (p2)RAN, (p1)SEL, (p3)(p4)CON, (01)STO, (p5)RAN, (p6)SEL, (p7)REA, (p6)SEL, (p3)(p8)CON.
The new generated commands are SEL, REA, RAN and IMP. The function of SEL is to select from the objects stored in the buffer those belonging to the class denoted by the parameter passed e.g. p1 which here stands for "FIGHT", eliminating all the other objects from it. The function of REA is to retrieve from the data-base the set of all objects which are related by the relation denoted by the parameter passed, to each member of the set of objects stored in the buffer. The function of RAN is to retrieve from the data-base the set of all objects which are related by the relation denoted by the parameter passed, to at least one member of the set of objects stored in the buffer. The function of IMP is to test whether the set stored in the buffer is a subset of the set stored in the location of the working data structure specified by the parameter passed to it.
It can be seen from the above illustrations that semantic interpretation can be achieved by establishing a mapping between syntactic structures and semantic components. This mapping can be described formally with the attribute grammar of Table1. In this grammar the semantics are described using a synthesized attribute called 'output' for each non-terminal symbol of the underlying grammar. The only operation needed between the attributes of the non-terminals is conc (par 1 , …, par n ), which stands for the concatenation of the contains of par 1 , …, par n . In Table 1 the 'output ' attribute is represented by 'o' for simplicity. 
Conclusion and Future Work
This work is a part of a project 1 for developing a platform (based on AGs) in order to automatically generate special purpose embedded systems. In this paper an efficient architecture for natural language processing is presented, implemented in hardware using FPGA. The system can receive sentences belonging to a subset of NL from the internet or as SMS. This implementation will actually find usage in order to succeed rapid answers to multiple and simultaneous questions by clients of a firm as shown in Fig. 4 . Our future work remains focused in implementing the proposed architecture using a faster parser, e.g. the one proposed in ref. [11] . In applications where more complicated semantics are required instead of a simple module, as in the illustrative example, a processor should also be incorporated in the FPGA e.g. MicroBlaze [6] soft-core microprocessor, as proposed in ref. [12] . 
