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Chapter 1
Introduction
In a chaotic fashion, this mathematics thesis starts not with a quote from a mathematician
or a chaos theorist but a psychoanalyst Carl Jung: "In all chaos there is cosmos, in all dis-
order there is order [Jun69, p. 32]." Jung’s approach to chaos was not too mathematical,
but the following 60 pages are more so; they tell a story about chaos theory. Respec-
tively, this thesis is a humble attempt to explain the mathematical concept of chaos by
acquainting the reader with the secret order in all disorder-part of Jung’s quote, whereas
the cosmos-part is unfortunately given less attention.
Chaos theory is occasionally in danger of being overtaxed by its association with every-
thing that can be even superﬁcially related to the concept of chaos. Unfortunately, a
sometimes extravagant popularization through the media is also contributing to this dan-
ger. But at the same time this popularization is also an important opportunity to free
areas of mathematics from their intellectual ghetto [PJS04, p. 9]. Along these lines this
thesis endeavours to distinguish chaos from concepts often mistaken as such, while still
trying to keep also the less mathematically oriented reader aboard. The story is essentially
wrapped around the Lorenz system and its extreme dependence on initial conditions.
The journey starts in Chapter 2 with a historical glance over chaos theory. We look at
how scientiﬁc understanding of the world slowly turned into an attempt to mathematize
it. We brieﬂy ﬂash back to how 17th century fellows Newton and Leibniz prepared the
basis for modeling the laws of movement from which the term determinism, an essential
concept of this thesis, was furthermore bolstered by Laplace in early 19th century. After
studying what Heisenberg’s 1927 uncertainty principle has to do with all this we explore
with further detail the term determinism and see why it earned its signiﬁcance in science
vocabulary, and what separates it from the world of probability. We make also the bed
for later discussion about chaos emerging from determinism. The last section of Chapter
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2 is dedicated for Edward Norton Lorenz’s discovery of initial value sensitivity which is
an essential property when deﬁning chaos.
In Chapter 3 we show in black on white what initial value sensitivity means. Two tables
are provided to illustrate the numerical evidence on how initial value sensitivity truly
exists, and how it emerges even from very simple systems. Furthermore the metaphor
butterﬂy eﬀect is introduced and explained.
As the main focus of the following pages is the Lorenz system and as it is very much a
dynamical system, Chapter 4 seats to answer the question "What’s a dynamical system?"
in detail. After the general interpretation of what could be taken as a dynamical system,
we proceed to a more mathematically rigorous deﬁnition. The context of dynamical
systems allowing so, we deﬁne the term determinism better. Additionally, diﬀerential
equations and planar systems are included into the picture as well.
Chapter 5 presents some fundamental mathematical methods which are used in the fol-
lowing chapters. Taylor series is introduced and proved to function in higher dimensions,
a concept of Jacobian Matrix is brieﬂy explained and lastly a method of linearization
is familiriarized to the reader. The less mathematically oriented reader might want to
consider simply skimming through the Taylor series part, as it might give an impression
of a more diﬃcult read, and focus on the Jacobian Matrix and linearization.
The keen reader can see Appendix A for all the relevant proofs, lemmas and background
theory and Appendix B for all the MATLAB code standing behind the mathematics of
Chapters 6, 7 and 8. The main focus of this thesis, the Lorenz system, is introduced in
Chapter 6. The original derivation of the system is described and all of the variables and
parameters are explained. Naturally, the mathematical formulation of the Lorenz system
∂x
∂t
= a(y − x)
∂y
∂t
= x(c− z)− y
∂z
∂t
= xy − bz.
(1.1)
is presented together with the parameter values a, b and c producing chaotic behavior. To
meet the less mathematically oriented reader, we take a look how the Lorenz system can
be interpreted as a vector ﬁeld and how each of the vectors with their components can be
illustrated geometrically. We also look at how the solution path geometrically lands on
R3 when we ﬁx an initial condition.
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In Chapter 7 we study the Lorenz system’s sensitivity to initial conditions. This is done
by following the evolution of two initially close-by trajectories. In short, we show that
the deviance vector measuring the distance between two trajectories grows exponentially
over time and prediction of the system breaks down. Because the exponential growth
coeﬃcient turns out to be of matrix form, we are destined to estimate the deviance vector
length through theory of Jacobian matrices and their eigenvalues. In Section 7.4 we brieﬂy
study the topic of "Is the Lorenz system sensitive to initial conditions everywhere?". The
topic is approached by mapping the maximum eigenvalues of Jacobian matrix in R3 and
loosely locating the regions where the Lorenz system would exhibit sensitivity to initial
conditions.
In Chapter 8 we do our best to analyze the Lorenz system through means other than just
accurate future prediction. We take a look what extreme initial value dependency means
when geometrically viewing the system as a whole. We also introduce two very essential
terms, attractor and strange attractor. With these terms, we ﬁnally reach our concluding
Section 8.5 of Chapter 8 in which we try to, in a very compact manner and to the best
and humblest of our knowledge, explain chaos.
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Chapter 2
Chaos: A Brief Survey
2.1 Historical Glance
In the ages of early human history, most of the natural events must have seemed to be
of pure chaos in the less mathematical meaning of the word. The lens of scientiﬁc under-
standing through which the world is today viewed was very blurry. But with increasing
speed the natural sciences developed. The development can be interpreted as shrinking
of the area where chaos, the lack of human understanding, reigned. The governing laws
were recognized for more and more nature’s phenomena. Simultaneously with natural sci-
ences, the mathematical formulation developed. This soon meant that the understanding
of the nature of a phenomena would include the appropriate mathematization of them.
This concurrence of harnessing of natural phenomena and mathematization of them con-
tributed to the illusion that it was only a matter of time before chaos would be completely
extinct.
No more than three hundred years ago a milestone accomplishment of colossal and ac-
celerating eﬀect was made. Through the universal mathematical ideas of calculus Sir
Isaac Newton (1643-1727) and Gottfried Wilhelm Freiherr von Leibniz (1646-1716) pro-
vided the basis for modeling the laws of movement. Be it the planets, the development
of populations, the spread of sound through gases, the conduction of heat in media, the
interaction of magnetism and electricity, or even the course of weather events, the fun-
damental framework how to model them was discovered. The ﬁndings of Newton and
Leibniz carried with them the false belief that the terms determinism and predictability
were equivalent.
Another name worth mentioning regarding the history of determinism is Pierre-Simon
Laplace. In 1814 Laplace deﬁned an imaginary demon carrying his surname as “A con-
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sciousness great enough to know the exact locations and velocities of all the objects in the
universe at the present instant, as well as all the forces. Thus there could be no secrets
from this consciousness. It could calculate anything about the past or the future from the
laws of cause and eﬀect.” As determinism became more and more grounded in calculus,
thus in mathematical formulation of the world also, the Laplace’s demon grew to be the
symbol of it.
What the deterministic credo is saying is that the universe is comparable to the ordered
running of a astoundingly precise clock, in which the present state of things is, on the one
hand, the cause of its future state, and, on the other hand, the consequence of its prior
state. Present, past and future are hemmed in by causal relationships which often take
form of mathematical formulation. According to deterministic view, the problem of an
exact prediction was only a matter of the diﬃculty of recording all the relevant data. The
Newtonian era was characterized by the deterministic credo. For the natural sciences this
era came to an end at the latest via the ﬁndings of Werner Heisenberg in the 1920’s.
Heisenberg, in his 1927 proclamation of the uncertainty principle, wrote “In the strict
formulation of the causality law - When we know the present precisely, we can calculate
the future - it is not the ﬁnal clause, but rather the premise, that is false. We cannot
know the present in all its determining details. Therefore, all perception is a selection
from an abundance of possibilities and a limitation of future possibilities. . . Because
all experiments are subject to the laws of quantum mechanics, and thereby also to the
uncertainty principle, the invalidity of the causality law is deﬁnitely established through
quantum mechanics." Classical determinism in its exceptious strictness had to be buried
– a turning point of enormous importance [PJS04, p. 11-12].
The history of numerical weather forecasting depicts profoundly the undiminished belief in
a deterministic world as in reality, Heisenberg’s uncertainty principle did not at all mean
the end of determinism. The absolute mathematical precision presupposed by Laplace is
not physically possible as minute imprecision is always present. Despite this ubiquitous
imprecision, scientists all over the world still kept, and in some cases keep, believing that
from approximately the same causes follow approximately the same eﬀects – in nature as
well as in any good experiment. And this is often the case, a fact worth pinpointing here,
especially over short time spans. If this would not be the case we would not be able to
establish any natural laws.
But this apparently plausible assumption relating to approximate causes and approximate
eﬀect is not universally correct - over long time periods it does not describe the typical
course of natural processes or dynamical systems modeling them. Lucky for our universal
7
mathematical understanding of the world an American mathematician and meteorologist
Edward Lorenz discovered this assumption might be incorrect [PJS04, p. 13-14]. But
before learning more about Lorenz’s discovery we try to grasp the concept of determinism
and explain its stand in the natural sciences and chaos theory.
2.2 Deterministic Chaos
Despite its name, chaos theory falls into the category of the last decades’ greatest accom-
plishments of natural sciences. Very few developments in natural sciences have awakened
such public interest. Chaos theory can even be seen as breaking and revolutionizing im-
ages of reality. But what is it in chaos theory that captivates the human interest? Or
what do the supposed revolutions in the image of reality consist of and how? Posing
and answering these questions leads us immediately to the fundamentals of philosophy of
nature and origins of natural sciences.
The main maxim of science, its ability to relate and present cause and eﬀect, takes its most
obvious form in the natural sciences. For example on the basis of the laws of gravitation
eclipses, appearances of comets and other astronomical events can be predicted thousands
of years in advance. This is obviously not the case with all the natural phenomena. For
instance, although the everyday evolution of the atmosphere surrenders to the laws of
physics just as much as the movements of the planets do, weather prediction is still to
this day exceedingly problematic.
It’s a question of language too. We often speak of the unpredictable aspects of weather
or other deterministic events in the same fashion as we were talking about rolling dice or
letting an air balloon loose to observe its irregular path. As no clear relation between cause
and eﬀect, such phenomena are taken as random elements. Yet it is, or was, erroneously
conceived that precise predictability could, in principle be achieved. Before chaos theory
it was assumed that all that’s needed is to gather and process greater quantities of more
precise information. In the case of weather prediction this would mean denser networks
of weather stations and more capable computers to analyze the data.
The conclusions of chaos theory have altered this viewpoint. Seemingly random behavior
can be generated by simple deterministic systems with only a few elements. That random
behavior should be emphasized here as it is truly fundamental; gathering more information
does not make it disappear. This fundamental randomness deserves its name. And the
name is chaos [PJS04, p. 9-10].
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The magic separating chaos theory from probability theory is that chaos is deterministic.
Chaos is generated by ﬁxed rules, often even simple rules, which do not themselves involve
any elements of randomness. We even speak of deterministic chaos. In essence the future
is completely determined by the past and the past is completely determined by the future
but when minute errors of measurement enter into calculations they amplify to an extent
that even though the behavior is predictable in the short term, it is unpredictable over
the long term.
When considering chaos theory, the discovery of such unpredictable behavior is one of the
most important achievements. But almost as important are the methodologies which came
to be designated for a speciﬁc scientiﬁc evaluation of the presence of chaotic behavior in
mathematical models as well as in real phenomena. These methodologies enable, at least
in principle, to estimate the predictability horizon of a system. Predictability horizon is
the mathematical, physical, or time parameter setting a limit within which predictability
is ideally possible and beyond which we will never be able to predict properly.
The predictability horizon for example in weather forecasting is never more than approxi-
mately two or three weeks. What this signiﬁes is that no matter how many more weather
stations are included in the observation, no matter how much more rigorously weather
data are collected and analyzed, the weather, despite being deterministic, can never be
predicted with any degree of numerical accuracy beyond this time horizon [PJS04, p.
10-11].
2.3 Edward Norton Lorenz
How did deterministic chaos came to be found then? In 1959 a mathematician and profes-
sor of meteorology at the Massachusetts Institute of Technology, set himself a challenge
that would shake the foundations of science of prediction. Edward Lorenz challenged
himself to ﬁnd a simple, nonlinear mathematical model of a weather system that would
generate non-periodic weather patterns. In 1959 strong doubt was the dominant reaction
towards existence of non-periodic solutions to equations without any random elements.
Nonetheless, Lorenz fearlessly promised to deliver a paper titled “The statistical prediction
of solutions of dynamic equations”.
Fortunately, Lorenz had the necessary, and requisite, tool for beating his challenge: a
primitive personal computer. This very rudimentary computer nonetheless enabled Lorenz
to explore the nature of the weather patterns produced by simple deterministic models.
And with some adjusting of parameters Lorenz soon discovered the non-periodic solutions
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he was searching for. Somehow, a dynamical system without explicit uncertainty was
producing apparently unpredictable motion. Lorenz had, against quite the odds, found
the system he needed to write his paper.
Continuing to experiment with the system Lorenz found something else as well. By a mi-
nor accident he had run two calculations with almost but not quite identical initial values
resulting to completely diﬀerent solution patterns. On further examination, Lorenz noted
that the diﬀerence between the two runs did not arise immediately when the simulation
started. The discrepancy crept in gradually, disturbing the least signiﬁcant digits ﬁrst,
then higher order digits, and ﬁnally giving way to a completely diﬀerent results.
What had happened, how come the results were so completely diﬀerent? In systems
with friction, or viscosity in the case of ﬂuid, an initial oﬀset usually decays rapidly and
is soon lost entirely. In Lorenz model viscosity was deterministic, in other words built
into it, making it more surprising that the initial oﬀset developed to such great extents.
Still, he was certain about the accuracy of his calculations and accepted the fact that
the non-periodic weather patterns he had calculated were highly unstable. What he had
discovered was concept which eventually made its way also to topic of the thesis you are
reading: initial value sensitivity.
Perhaps more importantly, Lorenz soon realized that this sensitivity to initial values, in
other words instability, might just be the explanation for why weather is so diﬃcult to
predict. Meteorological prediction rely on deterministic simulations and measurements
of pressure, wind speed, temperature, etc., taken at various points as initial values of
the variables of interest. There is and will always be a limit for measurement accuracy.
Hence any weather prediction based on model as unstable as Lorenz’s would have serious
limitations [Kau11, p. 145-146].
First the skeptics discounted Lorenz’s work because his weather model was very simple,
involving a dozen variables rather than the thousands or perhaps millions required to
assure accuracy. But where Lorenz’s instinct as a mathematician kicked in was when
he followed his gut feeling of trying to show that it is possible to ﬁnd instable nature in
system much simpler than the one he had discovered in 1959. So in 1961 instead of hearing
his skeptics complaints about a too low a number of prediction variables he lowered the
number even more ﬁnding a set of equations with just three variables, usually taken as x, y
and z, that display the same kind of unstable, non-periodic behavior as his 1959 weather
model [Kau11, p. 146].
In the scale of the big picture Lorenz showed that natural laws, and especially deter-
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minism, do not exclude the possibility of unpredictability. By showing that determinism
and predictability are not equal he truly revolutionized the image of reality. He also
demonstrated how unpredictable eﬀects can be produced in very simple systems and that
chaos and order, referring here to the causality principle, can be found together within
the same system. “One of the lessons coming out of chaos theory is that the validity of
causality principle is narrowed by the uncertainty principle from one end as well as by
the intrinsic instability properties of the underlying natural laws from the other end.” as
phrased by Peitgen, Jürgens and Saupe in their comprehensive work Chaos and fractals -
new frontiers of science [PJS04, p. 13-14].
The main focus of this thesis is to study the initial value sensitivity of Lorenz’s famous
system of three variables and to tell what it means to not to be able to predict the behavior
of a deterministic system. But before diving deeper into Lorenz’s system we explore some
fundamental theory related to chaos as it is mathematically understood. All this is done
to make the beauty of the Lorenz system apprehensible.
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Chapter 3
Initial Value Sensitivity
One way to see the concept of a system is to picture something that takes an input,
usually a number value, and out of this input it gives an output, usually a number value.
A system based prediction, very shortly explained, is presuming that if a certain input
value p0 gives a certain output value p1 then a input value close to p0 would give an
output value close to output value p1. A system that is sensitive to initial conditions
aﬀectively gives signiﬁcantly diﬀering output values for signiﬁcantly similar input values.
Another name for such behavior is dependence on initial conditions. Put the name aside,
such behavior is a distinguishing characteristic of chaotic behavior. A dynamical system
that displays sensitive dependence on initial conditions will produce signiﬁcantly diﬀerent
solutions for two speciﬁcations of initial states that are initially very close together. In
point of fact, given any initial condition, there is another condition close to it that will
diverge from it by some required distance, when observation period is long enough.
Lorenz spelled out the consequences of his discovery of initial value sensitivity as follows:
“It implies that two states diﬀering by imperceptible amounts may eventually evolve
into two considerably diﬀerent states. If, then, there is any error whatever in observing
the present state – and is any real system such errors seem inevitable – and acceptable
prediction of an instantaneous state in the distant future may well be impossible”. Systems
that display sensitive dependence on initial conditions exhibit what Lorenz labeled the
butterﬂy eﬀect. This nowadays disturbingly famous dictum he used to allegorize how even
tiny ﬂaps of a butterﬂy can make a diﬀerence when predicting the weather [Kel94, p. 12].
Lorenz and his discoveries are introduced and explained more in detail in the subsequent
chapters . In this chapter we represent examples of data sets to introduce the concept of
sensitivity to initial conditions. The main purpose of the following examples is to show
how even simple deterministic systems can produce chaos.
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3.1 Data Sets To Illustrate Chaos
The ﬁrst experiment iterates the quadratic expression p+rp(1−p) for constant r = 3 and
initial value p0 = 0.01 using two calculators produced by diﬀerent manufacturers. The
diﬀerence between the calculators is that the other, Casio, is restricted to ten decimals
while the other’s, HP’s, accuracy is twelve decimals. We conjecture that over time the
calculators’ result suggestions will diﬀer from each other.
3.1.1 Two Calculators
Table of the iterations on both calculators is provided below in Table 3.1. Neither one of
the calculators can exactly represent the iterations three and higher as the second iterate
need eight decimals and would therefore yield to sixteen decimals in the third iterate.
Hence, there are cut-oﬀ errors which can not be avoided but which at ﬁrst look don’t
seem to matter much. This at least seem to be the case when we look at the iterations
four and ﬁve where the results of both calculators agree in ten decimal places [PJS04, p.
46-49].
Table 3.1: Two slightly diﬀerent calculators iterating the same simple quadratic expression
[PJS04, p. 49].
When comparing the calculators we might apt to trust the HP more as it works with
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two decimal places higher accuracy. One might say we accept the HP answer for the
ﬁnal iterate and conclude the Casio’s result to being wrong. This is a common bias. The
Casio’s failure results from a principal mathematical problem and the HP is subject to the
same problem. We can not assume that the two decimal advantage in calculation accuracy
would make the problem disappear. Actually, the only thing we can say for sure is that
one of the two calculators is totally wrong. It is also very likely that both calculators are
oﬀ despite the fact that the deterministic process of logistic map, p + rp(1 − p), is very
simple. This sensational eﬀect is the inevitable consequence of ﬁnite accuracy arithmetic
which every machine from pocket calculator to super-computers are forced to use. This
means that no matter how powerful a computer one uses the eﬀect can not be avoided.
The minuscule diﬀerences in the two calculators accumulate so rapidly that their predic-
tive power fade away. But things can get even wilder as we are to see in the following
experiment.
3.1.2 One Calculator
This time we run our example of the quadratic dynamic law, p+rp(1−p), with exactly the
same values as before r = 3 and p0 = 0.01 but just on one calculator. Two comparative
runs are completed with the higher-accuracy calculator HP. The only thing changed is
the way the calculator evaluates the quadratic expression. How much diﬀerence can it
make if the expression is evaluated as p+ rp(1− p) instead of (1 + r)p− rp2?
Table 3.2 indicates quite a big diﬀerence. It really goes against one’s intuition of how
mathematical equations work. The error creeps in already at the 12th iterate as the 11th
decimal diﬀer from the other [PJS04, p. 51].
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Table 3.2: Two diﬀerent implementations of the same quadratic law on the same calculator
[PJS04, p. 52].
3.2 Butterﬂies Matter
If not the ﬁrst experiment then the second should convince the reader that sensitivity
to initial conditions is very much present and alive. With the ﬁnite accuracy computing
our escape from the eﬀects chaos is limited, perhaps forever. Predictability breaks down
eventually.
Limited computing machines, also known as computers, really shape our understanding
of reality. The fact that initial value sensitivity and thereby chaos have entered upon the
scientiﬁc stage is essentially an achievement made possible by new tools provided to science
by computers. As notable progress in the deeper understanding of chaos theory is being
achieved it is becoming clear that chaos actually follows certain very stable patters. One
could say that order can be found from chaos. Strangely, this profound understanding of
chaos was and is again discovered by means of computers, which in diﬀerent circumstances
seem so vulnerable to chaos [PJS04, p. 52].
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Chapter 4
Dynamical Systems
The Lorenz system, the main focus of this thesis, is essentially a dynamical system. This is
why in this chapter we explain what is a dynamical system and introduce its mathematical
deﬁnition.
4.1 What Is a Dynamical System?
Any mechanism that evolves deterministically in time can be taken as a dynamical system.
The simplest examples, or at least simplest mathematical representations, of dynamical
systems can be found in dynamics. Anything from pendulums to Solar Systems and from
atoms reacting with each other to weather systems spanning over the whole globe can be
treated as dynamical systems. We should note that when treating biological and economic
systems as dynamical systems it is less clear when we are dealing with determinism as
random elements often complicate the picture. In physics context, equations of motion
describe a physical system’s behavior as a set of mathematical functions in terms of dy-
namical variables. Usually this means that spatial coordinates are presented as functions
of time. Main interest of study of dynamical systems is evolution functions that describe
the state of a system as a function of time satisfying the equations of motion of the system.
The simplest type of evolution is of course stationary, where the state remains constant
in time. The next most studied type of evolutions are periodic evolutions where after a
ﬁxed period, the system always returns to the same state as the system repeats precisely
the previous period. Stationary and periodic evolutions are very regular and predictable.
The term prediction is controversial but generally in the context of dynamical systems it
is based on matching with past geometrical and numerical observations. When steering
away from stationary and periodic evolutions one meets not so regular and predictable
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evolution already in quite simple systems. When unpredictability can be brought about
by deterministically deﬁning a system, we shall speak of chaotic behavior [BT09, p. 1-2].
4.2 Determinism Deﬁned
When constructing a deﬁnition for dynamical systems an essential property is determin-
ism, a property we discussed already in Chapter 2. By deﬁnition within deterministic
system the present state, meaning both the position and the velocity, determines all fu-
ture states. Furthermore, the whole past can be reconstructed from the present state. The
key concept here is that of state, coined as position and velocity in the case of dynami-
cal systems. All possible states together form the state space. For a function ϕ = ϕ(t)
that satisﬁes the equation of motion, we call the points (ϕ(t),ϕ�(t)) of the state space an
evolution. The curve t→ (ϕ(t),ϕ�(t)) can also be called evolution.
Next we aim to express the unique determination of each future state by the present one,
in other words determinism, in terms of a map. If (ϕ(t),ϕ�(t)) is the present state (at
t = 0) and t > 0 in the instant future, then we denote the state at time t by Φ(ϕ,ϕ�, t).
This expresses the fact that the present state determines all future states. So, if ϕ(t)
satisﬁes the equation of motion, then we have
Φ(ϕ(0),ϕ�(0), t) = (ϕ(t),ϕ�(t)).
The map
R2 × R→ R2
constructed in this way, is called the evolution operator of the system. One should note
that such an evolution operator can ‘reconstruct the past’.
Generally dynamical systems are deﬁned as structures consisting of state space, also known
as phase space. Here state space is indicated by M . Therefore and evolution operator
takes the form of
(4.1) Φ : M × R→M.
Now we shall develop a set of fundamental properties for evolution operators of dynamical
systems. The ﬁrst property to be discussed is that for any x ∈M necessarily
(4.2) Φ(x, 0) = x.
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(4.2) means that when a state evolves during a time interval of length 0, the state remains
unchanged. The second property we mention is
(4.3) Φ(Φ(x, t1), t2) = Φ(x, t1 + t2).
What (4.3) is essentially saying is that if t → ϕ(t) satisﬁes the equation of motion, this
also holds for t→ Φ(t+ t1), for any constant t1.
4.3 When Diﬀerential Equations Enter the Picture
Interestingly enough systems of ﬁrst order diﬀerential equations are almost identical with
just deﬁned dynamical systems. In fact, if for the state space M we take a ﬁnite-
dimensional vector space and Φ of class at least C2, then the C1-map f : M → M
can be deﬁned by
f(x) = ∂Φ
∂t
(x, 0).
If, and only if, curve t→ x(t) is a solution of the diﬀerential equation
(4.4) x�(t) = f(x(t)),
it is an evolution of the dynamical system deﬁned by Φ. The evolution operator Φ :
M × R → M in this case is often called the ‘ﬂow’ of the ordinary diﬀerential equation
(4.4) [BT09, p. 15-17].
4.4 Planar Systems
Dynamical systems are often deﬁned over one single independent variable, commonly
thought as time t. This custom emanates likely from human interest to see how things
change over time. Depending on the system observed its state might constitute of multiple
components. And as at least natural systems tend to be more complex than simple, this is
often the case. Thus we introduce the topic of systems of diﬀerential equations. A system
of diﬀerential equations is a collection of n interrelated diﬀerential equations of the form
x�1 = f1(x1, x2, ..., xn)
x�2 = f2(x1, x2, ..., xn)
...
x�n = fn(x1, x2, ..., xn).
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The functions fj are real-valued functions of the n variables x1, x2, . . . , xn. We take that
the fj are C∞ functions. This means ﬁrstly that the partial derivatives of all orders of
the fj exist and secondly that they are continuous.
To simplify notation we use vector notation X = (x1, . . . , xn). Thus our a system of
diﬀerential equations takes a more concise form as
X � = F (X),
where
F (X) = (f1(x1, x2, . . . , xn), . . . , fn(x1, x2, . . . , xn)).
Likewise a function of the form X(t) = (x1(t), x2(t), . . . , xn(t)) represent a solution for
system alike. In regards of existence and uniqueness of such solution the Existence and
Uniqueness Theorem is presented in Appendix A.1. The system of equations is called au-
tonomous if none of the fj depends on t and likewise the system is called non-autonomous
if some of the fj depends on t, when the system becomes X = F (t,X). This thesis is
concerned only with autonomous systems [HDS74, p. 21-22].
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Chapter 5
Mathematical Methods: Taylor
Series in Higher Dimensions,
Jacobian Matrix and Linearization
In this chapter we present mathematical methods that are essential to understand before
proceeding to the following chapters. First we introduce the all familiar Taylor series
but in higher dimensions making it a little knottier to approach. Second we introduce
the concept of Jacobian matrix very shortly and third we familiarize the reader with the
concept of linearization.
5.1 Taylor Series in Higher Dimensions
Dedicating a section of its own for Taylor series serves us in two ways. First it provides a
thorough tool to approximate function’s local behavior in multiple dimensions. Second,
it presents an estimation of how good of an approximation Taylor series actually is for
function’s local behavior. Both manners play admittedly fundamental roles when investi-
gating initial value sensitivity which by deﬁnition pertain high accuracy approximations.
Section 5.1 follows closely G.B Holland’s presentation [Hol, p. 2-4].
5.1.1 Multi-Index Notation
It is helpful to introduce some new notation when generalizing Taylor’s theorem. A
multi-index is an n-tuple of nonnegative integers. We use Greek letters α or β to denote
multi-indices
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α = (α1,α2, ...,αn), β = (β1, β2, ..., βn), where αj, βj ∈ {0, 1, 2, ...}.
We also will be using the following deﬁnitions
|α| = α1 + α2 + ...+ αn
α! = α1!α2! · · ·αn!
xα = xα11 xα22 · · ·xαnn
∂αf = ∂α11 ∂α22 · · · ∂αnn f =
∂|α|f
∂xα11 ∂x
α2
2 · · · ∂xαnn
.
The order of α is deﬁned as |α| = α1 + · · ·+ αn. Consequently the order of α is the same
as the order of ∂α as a partial derivative or the order of xα as a monomial. If f is a
function of class Ck, the kth order partial derivatives of f can be written simply as ∂α
with |α| = k. For example with n = 3, x = (x, y, z) and k = 2 we have multiple diﬀerent
αs. Examples of such are presented as
α(0,2,0)f = ∂
2f
∂y2
and α(1,0,1)f = ∂
2f
∂x∂z
.
Just as the notation xα implies, multi-indices are helpful when writing not only derivatives
but also polynomials in several variables. In the following a generalization of the binomial
theorem is presented [Hol, p. 1].
5.1.2 The Multinomial Theorem
Theorem 5.1.1. (The Multinomial Theorem). For any x = (x1, x2, . . . xn) ∈ Rn and any
positive integer k the following holds
(x1 + x2 + · · ·+ xn)k =
�
|α|=k
k!
α!x
α.
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Proof. The case n = 2 is just the binomial theorem
(x1 + x2)k =
k�
j=0
k!
j!(k − j)!x
j
1x
k−j
2 =
�
α1+α2=k
k!
α1!α2!
xα11 x
α2
2 =
�
|α|=k
k!
α!x
α,
where α1 = j,α2 = k − j and α = (α1,α2).
The general case follows by induction on n. Suppose the result is true for n < N and
x = (x1, x2, . . . xN). By using the result for n = 2 and then the result for n = N − 1, we
obtain
(x1 + x2 + . . .+ xN)k = [(x1 + x2 + . . .+ xN−1) + xN ]k
=
�
i+j=k
k!
i!j! (x1 + x2 + . . .+ xN−1)
ixjN
=
�
i+j=k
k!
i!j!
�
|β|=i
i!
β! x˜
βxjN ,
(5.1)
where β = (β1, β2, . . . , βN−1) and x˜ = (x1, x2, . . . , xN−1).
To conclude we set α = (β1, β2, . . . , βN−1, j), so that β!j! = α! and x˜βxjN = xα. Observing
that α runs over all multi-indices of order k when β runs over all multi-indices of order
i = k − j and j runs from 0 to k, we obtain
�
|α|=k
k!xα
α! .
Analogously we are lead to the product rule for higher-order partial derivatives
∂α(fg) =
�
β+γ=α
α!
β!γ! (∂
βf)(∂γg).
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5.1.3 Deriving the multi-variable case
We shall now ﬁnally turn to Taylor’s theorem for functions of several variables. For
simplicity scalar-valued functions are considered ﬁrst and vector-valued case is presented
right after.
Suppose f : Rn → R is of class Ck on a convex open set S. We derive a Taylor expansion
for f(x) about a point a ∈ S by looking at the restriction of f to the line joining a and
x ∈ S That is, we set h = x− a and
g(t) = f(a+ t(x− a)) = f(a+ th).
By the chain rule,
g�(t) = h ·∇f(a+ th),
thus
g(j)(t) = (h ·∇)jf(a+ th),
where the expression on the right denotes the result of applying the directional derivate
(5.2) h ·∇ = h1 ∂
∂x1
+ · · ·+ hn ∂
∂xn
j times to f . The Taylor formula for g around t = 0 and evaluated at h = 1 reads
g(1) =
k�
j=0
gj(0)
j! 1
j + remainder,
which yields
(5.3) f(a+ h) =
k�
j=0
(h ·∇)jf(a)
j! +Ra,k(h),
where Ra,k(h) denotes the remainder term.
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It is usually preferable to rewrite (5.3) including the accompanying formula for the re-
mainder so that the partial derivatives of f appear more explicitly. To do this, we apply
the multinomial theorem to the expression (5.2) to get
(5.4) (h ·∇)j = �
|α|=j
j!
α!h
α∂α.
When this is substituted back into (5.3) we obtain Taylor’s theorem in several variables
[Hol, p. 1-2].
5.1.4 Taylor’s theorem for multi-variable scalar-valued functions
Theorem 5.1.2. (Taylor’s multi-variable theorem for scalar-valued functions). Suppose
f : Rn → R is of class Ck+1 on an open convex set S ∈ Rn. If a ∈ S and a + h ∈ S,
then
(5.5) f(a+ h) =
�
|α|≤k
∂αf(a)
α! h
α +Ra,k(h),
where the remainder is given in Lagrange’s form by
(5.6) Ra,k(h) =
�
|α|=k+1
∂αf(a+ ch)h
α
α! for some c ∈ (0, 1).
and in integral form by
(5.7) Ra,k(h) = (k + 1)
�
|α|=k+1
hα
α!
� 1
0
(1− t)k∂αf(a+ th)dt.
A speciﬁed corollary to estimate the remainder follows from (5.6) or (5.7).
Corollary 5.1.2.1. If f is of class Ck+1 on S ∈ Rn, |∂αf(x)| ≤ M ≥ 0 for x ∈ S and
|α| = k + 1, then
|Ra,k(h)| ≤ M(k + 1)! � h �
k+1,
where
� h �= |h1|+ |h2|+ · · ·+ |hn|.
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5.1.5 Taylor’s theorem for multi-variable vector-valued func-
tions
A scalar-valued function f can be expressed as a combination of its components
(5.8) f(a+ h) =
k�
j=0
n�
i=1
(h ·∇)jfi(a)
j
+R(a,k)i(h).
Next we take the sum over the dot product of each unit vector ei with each component
of (5.8) and land with vector-valued case of Taylor’s multi-variable theorem.
Theorem 5.1.3. (Taylor’s multi-variable theorem for vector-valued functions). Suppose
f : Rm → Rn is of class Ck+1 on an open convex set S ∈ Rn. Now as a ∈ S and a+h ∈ S
vector-valued function f can be expressed as
(5.9) f(a+ h) =
n�
i=1
fi(a+ h)ei =
n�
i=1
 �
|α|≤k
∂αfi(a)
α! h
α +Ra,k,i(h))
 ei,
where ei is a unit vector pointing towards dimension i.
Corollary 5.1.3.1. If f is of class Ck+1 on S ∈ Rn and |∂αf(x)| ≤ M ≥ 0 for x ∈ S
and |α| = k + 1, ∀α, then
|Ra,k(h)| ≤ M(k + 1)! � h �
k+1,
where
� h �= |h1|+ |h2|+ · · ·+ |hn|.
For additional reading about Taylor’s theorem and diﬀerentiation of vector valued func-
tions Walter Rudin’s classic Principles of Mathematical Analysis [Rud76] is highly recom-
mended.
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5.2 Jacobian
For a one-dimensional function of one variable we have
f �(x0) ≈ f(x0 + �)− f(x0)
�
for �� 1,
with which the derivative at x = x0 can be approximated. The higher-dimensional gen-
eralization of this is the Jacobian matrix, which describes the local linear behavior of a
higher-dimensional function. Jacobian can be seen as a derivative of a coordinate trans-
formation. In a matrix form Jacobian for function f : Rn → Rm is deﬁned as
Jf =

∂f1
∂x1
· · · ∂f1
∂xn... . . . ...
∂fm
∂x1
· · · ∂fm
∂xn

and for function f : R3 → R3 as
Jf =

∂f1
∂x
∂f1
∂y
∂f1
∂z
∂f2
∂x
∂f2
∂y
∂f2
∂z
∂f3
∂x
∂f3
∂y
∂f3
∂z

[Har03, p. 6-8].
5.3 Linearization
In this section we present the concept of linearization in R3. Consider an autonomous
vector ﬁeld f : R3 → R3
(5.10) f(y) = dy
dt
.
In regards of vector ﬁelds we can speak of dynamical systems in a similar fashion as in
Chapter 4. We want to understand the nature of solutions near y(0), which is usually
considered as the initial point from which the observation begins. The point of interest is
y(t). Let h(t) be the vector indicating the diﬀerence between y(0) and y(t). See Figure
5.1.
Thus we have
(5.11) y(t) = y(0) + h(t)
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Now by substituting (5.10) to (5.11) we have
(5.12) d
dt
y(t) = f (y(0) + h(t))
Figure 5.1: Linearization. The shorter the h(t) the better the approximation for y(t).
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Next we write a step-by-step Taylor expansion for (5.12) following closely Theorem 5.1.3.
f(y(0) + h(t)) =
�
|α|≤1
∂αf(y(0))
α! h
α(t) +Ry(0),1(h(t))
= ∂
(0,0,0)f(y(0))
0!0!0! h
(0,0,0)(t) + ∂
(1,0,0)f(y(0))
1!0!0! h
(1,0,0)(t)
+ ∂
(0,1,0)f(y(0))
0!1!0! h
(0,1,0)(t) + ∂
(0,0,1)f(y(0))
0!0!1! h
(0,0,1)(t)
+Ry(0),1(h(t))
= f(y(0)) + ∂
dx
f(y(0))h1(t) +
∂
dy
f(y(0))h2(t) +
∂
dz
f(y(0))h3(t)
+Ry(0),1(h(t))).
(5.13)
The above can be concisely written as
(5.14) f(y(t)) = f(y(0)) + Jf (y(t))h(t) +Ry(0),1(h(t))),
where Jf is a 3× 3-Jacobian matrix [Wig03, p. 10-11].
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Chapter 6
Lorenz System
6.1 Introducing Lorenz system
Lorenz described in his remarkable 1963 paper a set of three-dimensional ordinary dif-
ferential three parameter equations. Lorenz’s initial interest was to model some of the
unpredictable behavior normally associated with weather. Although Lorenz system is
known as the system for modeling weather it is simpliﬁed to an extent that it can not
be used for studying extended weather systems. Rather, Lorenz system apply to a single
convection cell illustrated in Figure 6.1.
The original derivation of the equations can be described brieﬂy as follows. A two-
dimensional ﬂuid cell is cooled from top and heated from bottom and the arising convective
motion is modeled by a partial diﬀerential equation. It is good to bear in mind that
Lorenz equations can be studied solely as a mathematically formulated system ignoring
the context of weather modeling. Regardless of the context the famous Lorenz equations
in their full glory are written as
∂x
∂t
= a(y − x)
∂y
∂t
= x(c− z)− y
∂z
∂t
= xy − bz.
(6.1)
In the context of the original weather model the variable x measures the rate of convective
overturning, the variable y measures the horizontal temperature and the variable z mea-
sures the vertical temperature variation. The three parameters a, b and c are respectively
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proportional to Prandtl number, the Rayleigh number, and some physical proportions of
the region under consideration [Spa12, p. 1-2]. In our study we focus only on parameter
values a = 10, b = 28 and c = 8/3 which yield the following equations
∂x
∂t
= 10(y − x)
∂y
∂t
= x(83 − z)− y
∂z
∂t
= xy − 28z.
(6.2)
More speciﬁcally described, Lorenz equations model convection in which ﬂuid is con-
strained to ﬂow in a toroidal loop that is heated at the bottom and cooled at the top.
The hot ﬂuid is lighter than the cold, so in the absence of initial motion we have an
unstable situation. The hot, buoyant ﬂuid at the bottom of the loop would like to rise
and displace the cold, dense ﬂuid at the top. The slightest force will initiate the ﬂuid to
rotate in one direction or the other [Kau11, p. 146-147].
Figure 6.1: Convection Loop [PJS04, p. 146].
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6.2 A Vector Field
6.2.1 Deﬁnition
In contexts such as vector calculus, physics, and dynamical systems, a vector ﬁeld is
concept where in a subset of a space a vector is assigned to each point. See ﬁgure 6.2.
A vector ﬁeld can be visualized as a collection of arrows with a given magnitude and
direction. Vector ﬁelds are used to model diﬀerent systems in nature. Such systems
range from ﬂuid moving throughout space to diﬀerent magnetic or gravitational ﬁelds.
It’s important to notice that the magnitude and the direction of a vector in a vector ﬁeld
can change with respect to its position.
Figure 6.2: Vector Field Presentation of Lorenz System. Note how every point is assigned
with a vector. Drawn with 3D plotter [3DP].
In the context of coordinate systems, a vector ﬁeld on n-dimensional Euclidean space can
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be represented as a vector-valued function that partners an n-tuple of real numbers to
each point of the space. Vector ﬁelds are often discussed on open subsets of Euclidean
space but they could as well be operating on other subsets such as surfaces [Joh08, p.
2-3].
6.2.2 Lorenz System as a Vector Field
Let us consider y(t) = (x, y, z) ∈ R3 as the solution to (6.1). Next we deﬁne that
(6.3) d
dt
y(t) = f (y(t)) .
In Figure 6.3 we see that besides constituting of components ∂x
∂t
, ∂y
∂t
and ∂z
∂t
the following
vector ﬁeld
(6.4) f(y) =

10(y − x)
x(83 − z)− y
xy − 28z

assigns a vector to each point (x, y, z). One can picture the situation as if within a system
one knows its location one knows its direction.
When regarding dynamical systems a vector ﬁeld should be seen as the ﬁxed system of
rules that deﬁnes future behavior of a particular state. In other words f(y) deﬁnes the
trajectory of any initial conditions. Accordingly if we assume that y(0) is known we can
treat y(t) as the vector ﬁeld’s ﬂow, a concept introduced in Chapter 4.
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Figure 6.3: Each vector in a vector ﬁeld constitutes of its components. In R3 one can
imagine a vector f(y) attached to every point y = (x, y, z).
6.3 Geometrical Representation of the Solution Path
Figure 6.4 is a graphical representation of the ﬂow y(t) over time starting from an initial
condition of y(0) = (0, 1, 0), which can be identiﬁed as the point outside of the two at-
tractor surfaces on which the plot seems to circulate relatively periodically. The layman’s
way to read trajectory’s path is to picture a situation where an object is thrown to a
system which looks like Figure 6.2. As it is by deﬁnition obeying the system it will follow
a route presented in Figure 6.4. This visual metaphor obviously works only in dimensions
where it is possible to visualize the trajectory.
The butterﬂy looking attractor the trajectory seems to lay on, as seen in Figure 6.4,
peculiarly pull the trajectory to close distance no matter how far the initial condition
y(0) is set. This and other less quantiﬁable properties of the Lorenz system are discussed
more in Chapter 8.
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Figure 6.4: Lorenz attractor. A numerically computed solution to the Lorenz equations
when a = 10, b = 28.0 and c = 8/3. Computed with MATLAB, dt = 0.001, timespan
0.001− 50 and initial condition y(0) = (0, 1, 0).
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Chapter 7
Lorenz System’s Sensitivity to Initial
Conditions
In this chapter we examine Lorenz system’s sensitive dependence on initial conditions.
When a system exhibits sensitive dependence on initial conditions two trajectories starting
very close together rapidly diverge from each other, and thereafter have totally diﬀerent
futures paths. The observational implication is that in a sensitively dependent system,
where small uncertainties are ampliﬁed enormously fast, long-term prediction becomes
impossible. In the following we show that such behavior emerge in Lorenz system. To do
this we ﬁrst deﬁne a general deviance between two initially nearby trajectories and then
we study the evolution of this deviance [Str94, p. 320-322].
7.1 Time Evolution of Deviance
We observe two trajectories y(1)(t) and y(2)(t), y(1),y(2) ∈ R3. See Figure 7.1 for illustra-
tion. If we deﬁne δ(t) as the deviance between y(1)(t) and y(2)(t) we have by deﬁnition
(7.1) y(2)(t) = y(1)(t) + δ(t),
and especially when t = 0
(7.2) y(2)(0) = y(1)(0) + δ(0).
Now we approximate y(2) in the same fashion as in (5.13)
f(y(2)(t)) = f(y(1)(t) + δ(t))
= f(y(1)(t)) + Jf (y(1)(t))δ(t) +Ry(1)(t),1(δ(t)).
(7.3)
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Figure 7.1: Divergence of two initially nearby trajectories.
and now by combining (7.1) with (7.3) we have
f(δ(t)) = f(y(2)(t)− y(1)(t))
= f(y(2)(t))− f(y(1)(t))
= f(y(1)(t)) + Jf (y(1)(t))δ(t) +Ry(1)(t),1(δ(t))− f(y(1)(t))
= Jf (y(1)(t))δ(t) +Ry(1)(t),1(δ(t)).
(7.4)
Now we have a general equation for a time evolution of a vector deﬁning the deviation of
two trajectories in R3.
(7.5) d
dt
δ(t) = Jf (y(1)(t))δ(t) +Ry(1)(t),1(δ(t)).
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7.1.1 Remainder Estimation
Now we use the Corollary 5.1.3.1 to estimate the remainder term Ry(1)(t),1(δ(t)). First we
note that f , deﬁned in (6.3), is of class Ck+1. Thus we have y ∈ R3 and |α| = 2 as k = 1.
Next we start estimating M . We need to ﬁnd M so that |∂αf(y)| ≤M holds. Hence we
ﬁnd the maximum value for |∂αf(y)|.
By deﬁnition we have
∂αf = ∂
|α|f
∂yα11 ∂y
α2
2 · · · ∂yαnn
,
and possible options for α are (1, 1, 0), (1, 0, 1), (0, 1, 1), (0, 0, 2), (0, 2, 0), (2, 0, 0).
With all α options other than α = (1, 1, 0) we have ∂αf = 0. For illustration we compute
the value for |∂αf(y)| with α = (1, 1, 0).
����� ∂|α|f∂yα11 ∂yα22 · · · ∂yαnn
����� =
����� ∂2f∂x1∂y1∂z0
�����
=
����� ∂2f∂x∂y
�����
= |(0, 0, 1)| (f deﬁned in (6.4))
=
√
12
|f |2 :=
���� n�
i=1
|f 2i |

= 1.
We can set M = 2 and focus on relatively short initial deviation vector values h = δ(0) =
( 1106 ,
1
106 ,
1
106 ). Now the magnitude of the remainder can be estimated.
|Ra,k(δ(0))| ≤ M(k + 1)! � δ(0) �
k+1
= 22! � δ(0) �
2 (as k = 1 and M = 2)
= 22
����� 1106
����+ ���� 1106
����+ ���� 1106
�����2 (Corollary 5.1.3.1 deﬁnes � δ(0) � as l1 norm)
= 9× 10−12.
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Hereby we have a remainder Ra,k(δ(0)) with magnitude of less than 9 × 10−12 giving
margin for f ’s Taylor series approximation.
7.1.2 Deviation In Tangent Space
As the error margin is so small we ignore the higher order terms by identifying a deviation
vector δ with an element ξ ∈ R3 in the tangent space. Denoting ξ(t) = δ(t) we are left
to solve
(7.6) d
dt
ξ(t) = Jf (y(1)(0))ξ(t),
which is a ﬁrst-order diﬀerential equation. To clarify this we write
(7.7) ξ�(t) = Jf (y(1)(0))ξ(t).
As explained in Appendix A.2 the solution to (7.7) is of form
(7.8) ξ(t) = eJf (y(1)(0))tξ(0).
Because of the Jacobian matrix Jf
�
y(1)(0)
�
in the exponent the values of (7.8) are less
straight-forward to compute. This is why the following section presents a simpler way of
approximating the deviance ξ(t) [Har03, p. 8].
7.2 Deviance Vector Length Estimation
We study the length of ξ(t) projected to its Jacobian transpose matrix’s eigenvector v.
To do this we set a deﬁnition regarding the Jacobian matrix and its eigenvalues and prove
a speciﬁc proposition which will help us to estimate deviance vector’s length.
Deﬁnition 7.2.1. Let λ ∈ C be the eigenvalue and v �= 0 the eigenvector of transpose-
matrix AT . We denote Jf (y0) = A and set the following postulates
Postulate 1. d
dt
ξ(t) = Aξ(t)
Postulate 2. ATv = λv and |v| = 1.
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We are interested in the behavior of ξ(t) with relation to v. Thus we denote
(7.9) g(t) := v · ξ(t)
and focus on function g(t). Next is shown that the time evolution d
dt
g(t) can be approxi-
mated with a scalar-multiplier λ. In other words the following proposition is shown to be
true.
Proposition 1. If Deﬁnition 7.2.1 including its postulates I and II is true, then d
dt
g(t) =
λg(t) is also true.
Proof.
d
dt
g(t) = d
dt
(v · ξ(t)) (7.9)
= d
dt
� 3�
i=1
viξi(t)
�
(as ξi ∈ R)
=
3�
i=1
vi
d
dt
3�
j=1
ξj
=
3�
i=1
vi
3�
j=1
Aijξj(t) (P.I)
=
3�
j=1
ξj
3�
i=1
vi(AT )ji
=
3�
j=1
ξj(ATv)j
= ξ(t) · ATv
= ξ(t) · λv (P.II)
= λv · ξ(t)
= λg(t).
Hence we have function
(7.10) g(t) = v · ξ(t)
satisfying
(7.11) g�(t) = λg(t).
39
(7.11) is similarly to (7.7) a ﬁrst-order diﬀerential equation. And as g(0) is known, the
equation is easily solved as an initial value problem
g(t) = eλtg(0)
= eλtv · ξ(0). (see 7.10)
In summary, we have
(7.12) v · ξ(t) = eλtv · ξ(0).
Since |v| = 1 the Cauchy-Schwarz inequality explained in Appendix A.3 shows us that
|ξ(t) · v| ≤ |ξ(t)|. Hence if c0 := |v · ξ(0)| and λ ∈ C, we can write
|ξ(t)| ≥ |v · ξ(t)|
= |eλtv · ξ(0)|
= c0eRe(λ)t,
as the imaginary part of eλt can be ignored. See Appendix A.4 for further interest. Now
because c0 := |v · ξ(0)| is a constant determined by initial conditions we can write
(7.13) |ξ(t)| ≥ c0eRe(λ)t.
7.3 Computing Jacobian’s Eigenvalues at an Arbi-
trary Point
Inequality (7.13) is saying that if we can ﬁnd a positive eigenvalue λ for matrix AT we can
estimate the deviance ξ(t) to grow exponentially after a certain point in time t whenever
c0 �= 0. See Section 7.2 for c0. In other words the estimation works for most initial data.
This is why we try to ﬁnd eigenvalues λ with positive real part for matrix AT . By denoting
AT = Jf (y(0))T we can formulate the following proposition.
Proposition 2. ∃y(0) ∈ R3 and ∃λ > 0 that simultaneously satisfy ATy(0) = λy(0).
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Proof. We set the initial point to y(0) = (0.001, 0.001, 0.001) yielding
(7.14) AT =

−10 28− 10−3 10−3
10 −1 10−3
0 −10−3 −8/3
 .
MATLAB computed eigenvalues for AT at y(0) are
λ1 = −22.82...
λ2 = 11.82...
λ3 = −2.66...
The above shows how a positive eigenvalue λ2 can be found. This is obviously not too
informative as it shows that a positive eigenvalue can be found in just one point but does
not give information about system’s initial value dependency on a wider scale. In the
next section we take a look if we can broaden our scope and see where in R3 we can ﬁnd
positive eigenvalues.
7.4 Is Lorenz System Sensitive to Initial Conditions
Everywhere?
Where in R3 the Lorenz system shows sensitivity to initial conditions? We search for
regions in R3 where there is an eigenvalue with a positive real part.
Figure 7.2 demonstrates the distribution of maximum eigenvalues of JTf in a constrained
but relatively wide xy-plane. Yellow color marks for positive eigenvalues and blue color
for negative eigenvalues. Essentially Figure 7.2 shows us that Lorenz system displays
positive eigenvalues on a signiﬁcant region of R3. Within this region the Lorenz system
shows chaotic behavior to at least one direction of R3. Thus we can ascertain how the
Lorenz system truly is sensitive to initial conditions on certain signiﬁcant regions on R3
but not everywhere.
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Figure 7.2: Maximum eigenvalue of Jacobian transpose matrix JTf plotted against xy-
plane. Positive values are marked with yellow color and negative values with blue color.
7.5 Prediction Breaks Down Figuratively
In this section the Lorenz system’s unpredictability is ﬁguratively demonstrated. In the
following we follow the development of three Lorenz trajectories over a short period of
time.
Figures 7.3 and 7.4 demonstrate the development of three Lorenz trajectories with diﬀerent
initial conditions. The blue trajectory starts from an initial conditions yB(0) = (0, 1, 0),
the red trajectory starts from yR(0) = (0, 0.9, 0) and the green from yG(0) = (0, 0.99, 0).
Note that green’s and blue’s initial points are closer together than blue’s and red’s. In the
plots of Figure 7.3 the initial points can be observed loosely in the lower end of the plot
of each graph. As the initial conditions are relatively close together the initial points are
marked with a point BRG in Figure 7.4 referring to blue, red and green. Note that all
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three initial points yB(0),yR(0) and yG(0) are demonstrated as one point BRG as they
are so close to each other.
7.5.1 Fixed Points
Before describing the behavior of the three trajectories the term ﬁxed point needs to be
deﬁned. Function’s steady solutions, or ﬁxed points, occur when
(7.15) ∂x
∂t
= ∂y
∂t
= ∂z
∂t
= 0
For the Lorenz system one obvious ﬁxed point is when
x = y = z = 0.
The other two steady solutions are
x = y =
√
c− 1 and z = c− 1
and
x = y = −√c− 1 and z = c− 1.
Geometrically ﬁxed points of the Lorenz system can be observed for example in Figure
7.4 as the origin, which has no obvious role in the graph, and the two dots the trajectories
seem to circulate around [Rot, p. 115-116].
7.5.2 Diﬀerent Behavior of Trajectories
Figures 7.3 and 7.4 are identical in every aspect except the timespan, which increases after
each graph. In both ﬁgures the timespan the system operates is marked in the caption.
For example at 5 milliseconds the trajectories have swung to the right and continued left
to spiral around the left side ﬁxed point. At 15 milliseconds neither of the trajectories have
left spiraling outward around the left ﬁxed point. At 17 millisecond the trajectories shoot
back over to the right side. At this point we see how the red and the green trajectories
have diverged away from each other a little. In the graphs at 19 and 21 milliseconds the
trajectories keep spiraling around the left ﬁxed point. At 22 milliseconds we can see that
the red trajectory have already shot back to spiral around the right side ﬁxed point while
the green and the blue trajectories are still spiraling around the left one.
Now for the sake of an argument we treat the blue trajectory as the path we are trying
to predict. Let’s say that we don’t have precise information of blue’s initial conditions
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(a) 5 milliseconds. (b) 15 milliseconds.
(c) 17 milliseconds. (d) 19 milliseconds.
(e) 21 milliseconds. (f) 22 milliseconds.
Figure 7.3: Plots of the Lorenz system with diﬀerent time-spans. Each graph has three
diﬀerent trajectories starting from almost identical initial conditions.
yB(0) = (0, 1, 0), but only approximations. First approximation is the green yG(0) =
(0, 0.99, 0) and the second is the red yR(0) = (0, 0.9, 0). As can be seen in Figure 7.4
at 23 milliseconds the red and the green are closer together than is the blue’s distance
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from them. Of course the reader needs to trust the author’s word that the viewing angle
wouldn’t signiﬁcantly alter the perception of the distances. So future paths that were
initially further result in being closer together and future paths that were initially closer
together result in being further apart. Hereby is ﬁguratively shown how prediction breaks
down as increasing measurement accuracy doesn’t increase the prediction accuracy.
Figure 7.4: Timespan 23 milliseconds. Plots of three trajectories of the Lorenz system.
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Chapter 8
Analysis of the Secret Order
8.1 Volume Contraction
The Lorenz system is dissipative. What this means is that volumes in phase space contract
under the ﬂow. To get an general understanding of the latter we can think of any three-
dimensional system x˙ = f(x) and pick an arbitrary closed surface S(t) in phase space.
Next we take the points on S as initial conditions for future trajectories. When we let the
trajectories evolve for an inﬁnitesimal time dt we see the S evolving into a new surface
S(t + dt). The volume evolution we are concerned of is the volume what is left between
S and S(t+ dt).
Figure 8.1: A side view of the volume evolution [Str94, p. 312].
More speciﬁcally expressed we denote n as the outward normal on S. Consequently f ·n
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is the outward normal component of velocity as f is the velocity of the points. Thus up
to a ﬁrst order of dt the volume of (f · ndt)dA is swept out by an area dA in time dt as
shown in Figure 8.2.
Figure 8.2: A volume of (f · ndt)dA evolves in time dt [Str94, p. 312].
When we denote V∗ as the volume swept out by tiny patches of surface, integrated over
all patches, we can write
V (t+ dt) = V (t) + V∗.
So we obtain
V (t+ dt) = V (t) +
�
S
(f · ndt)dA,
yielding
V˙ = V (t+ dt)− V (t)
dt
=
�
S
f · ndA.
Lastly, we rewrite the integral above in accordance with the Divergence Theorem presented
brieﬂy in Appendix A.5, and get
(8.1) V˙ =
�
V
∇ · fdV.
For the Lorenz system we have
(8.2) f(y) =

a(y − x)
x(c− z)− y
xy − bz
 ,
so
47
∇ · f = ∂
∂x
[a(y − x)] + ∂
∂y
[cx− y − xz] + ∂
∂z
[xy − bz]
= −a− 1− b
= −10− 1− 28
< 0.
(8.3)
Since the divergence is constant, (8.1) reduces to
(8.4) V˙ = −(a+ 1 + b)V.
(8.4) has solution V (t) = V (0)e−(a+1+b)t. Now we can say that when regarding the Lorenz
system, volumes in phase space shrink exponentially fast.
What this means is that any arbitrary massive solid glob of initial conditions eventually
shrinks to a limiting set of zero volume. Metaphorically one could picture a balloon with
the air being sucked out of it. All trajectories initiating in the glob wind up somewhere in
this limiting set. In case of the Lorenz system we see that the limiting set consists of ﬁxed
points around which the trajectories spiral around drawing a large amount of surfaces.
The number of circuits made around each ﬁxed point varies from one cycle to the next in
a very unpredictable fashion. Indeed, the sequence of the number of circuits on each side
displays a large amount of the characteristics of a random sequence. When viewing the
trajectory of the Lorez system, see Figure 6.4, it appears to settle onto a supremely thin
set that looks, by chance, like a pair of butterﬂy wings. This limiting set is the attracting
set of zero volume [Str94, p. 312-313].
What is the geometrical structure of this attracting set of zero volume? Figure 6.4 suggests
that it is a collection of surfaces that somehow merge into each other. The Uniqueness
Theorem states that this merging needs to happen in a manner in which the diﬀerent
parts of the trajectory don’t cross [Str94, p. 319-320]. As it turns out it is not simple to
describe geometrical features of attractors as even deﬁning such entities seems to cause
trouble.
8.2 Deﬁning Attractor
Deﬁning an attractor is far from a simple task as a deﬁnition that is broad enough to
include all the natural candidates, but restrictive enough to exclude the impostors would
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naturally be preferred. Diﬀering opinions about what the exact deﬁnition should be make
completion of the deﬁnition complicated. When speaking loosely, one could deﬁne an
attractor to be a set to which all neighboring trajectories converge. Stable limit cycles
and stable points are excellent examples of such sets. More precisely, we deﬁne an attractor
in a following manner.
Deﬁnition 8.2.1. An attractor is a closed set X with the following properties:
1. X is an invariant set. Any trajectory y(t) starting in X will stay in X when
t→∞.
2. There exists an open set U containing X such that if y(0) ∈ U , then the
distance from y(t) to X tends to zero as t→∞. In other words X attracts an
open set of initial conditions meaning that X attracts all trajectories that start
suﬃciently close to it. The largest U from which trajectories are attracted to
X is called the basin of attraction of X.
3. X has not proper subset that satisﬁes conditions 1. and 2. In other words
X is minimal.
Despite the fact that all trajectories of the Lorenz system wind up to a bounded set of
zero volume it might just be that that set is not an attractor as it might not be minimal.
In this rather technical sense no one has been able to show that the Lorenz attractor seen
in computer experiments is truly an attractor. Still, a signiﬁcant majority believes that
it is [Str94, p. 324].
8.3 Exponential Divergence of Nearby Trajectories
As shown in Chapter 7 the motion of the trajectories on the attractor displays sensitive
dependence on initial conditions. Correspondingly two trajectories with almost identical
initial conditions will have totally diﬀerent futures as they diverge rapidly from each other.
Supposing we measure the initial conditions of two trajectories within Lorenz system very
accurately, we can show that there is a time horizon beyond which prediction breaks down.
In Section 7.5 of Chapter 7 it is demonstrated how this time horizon for the Lorenz system
is no longer than 23 milliseconds when measuring at an accuracy of two decimals. This is
shown schematically in Figure 8.3 as trajectories with almost identical initial conditions
diverge signiﬁcantly quickly [Str94, p. 320-322].
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Figure 8.3: Schematic of a time horizon thorizon after which prediction breaks down.
8.4 Strange Attractor
Finally, we get to the topic of strange attractor. When examining the Figure 6.4 in
detail one realizes that the ﬁgure consists of "inﬁnite complex of surfaces". Today such a
complex would be called a fractal. An example of a fractal is a set of points with zero
volume but inﬁnite surface area. The name strange attractor derives from the fractal
like nature of attractors as they are often fractal sets. Since in the last chapters we
have tried to study the concept of sensitive dependence on initial conditions we deﬁne a
strange attractor as an attractor exhibiting such behavior. Today the dynamical property
of sensitive dependence on initial conditions is regarded as the more important property
than the geometric property of fractal nature but this is truly a question of preference.
The term chaotic attractor is used when one wishes to emphasize the dynamical properties
of a system and the term fractal attractor when the geometrical properties are more of
interest [Str94, p. 323-325].
8.5 Explaining Chaos
When explaining chaos, no particular book or work is above the others but Peitgen’s,
Jürgens’ and Saupe’s work Chaos and fractals - new frontiers of science [PJS04] must
be mentioned again as it is a very comprehensive survey on the topic. In similar fashion
no conclusive universally accepted deﬁnition for the term chaos exists. Nonetheless Stro-
gatz’s easily approachable oeuvre about nonlinear dynamics and chaos [Str94, p. 323-324]
presents a working deﬁnition:
"Chaos is aperiodic long-term behavior in a deterministic sys-
tem that exhibits sensitive dependence on initial conditions."
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In essence Strogatz’s working deﬁnition can be seen as framed by three widely accepted
elements. A short list of these three elements certainly does no justice when describing
something as wide and complex as chaos. Nevertheless, such a list is still presented here
to conclude this thesis.
I. "Chaotic system must display aperiodic long-term be-
havior" meaning that trajectories which do not settle
down to ﬁxed points or periodic orbits exist as t → ∞.
For example chaotic system could demand that aperi-
odic trajectories should occur with nonzero probability,
given a random initial condition.
II. "Chaotic system must be deterministic" meaning that
the system involves no random factors. A chaotic system
has no random or noisy inputs or parameters. Nonlin-
earity is the cause of any irregular behaviour the system
displays, not noisy driving forces.
III. "A chaotic system exhibits sensitive dependence on
initial conditions."
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Appendix A
A.1 Existence Theorem and Uniqueness Theorem
To be able to plausibly discuss solutions of Lorenz system we present two important
theorems regarding initial value problems of nonlinear diﬀerential equations and their
solutions.
Theorem A.1.1 (Existence Theorem). If f is continuous on an open box
R : a < x < b, c < y < d
that contains (x0, y0) then the following
(A.1) y� = f(x, y), y(x0) = y0
has at least one solution on some open subinterval of (a, b) that contains x0.
Theorem A.1.2 (Uniqueness Theorem). If both f and fy are continuous on R then (A.1)
has a unique solution on some open subinterval of (a, b) that contains x0.
A.2 General Solution for First-Order Diﬀerential Equa-
tion
Generally ﬁrst-order diﬀerential equations such as (7.7) are seen as initial value problems.
In the following we present a general initial value problem solving method.
Consider a general case consisting of diﬀerential equation
(A.2) dy
dt
= ay − b
52
and the initial condition
(A.3) y(0) = y0,
where y0 is an arbitrary initial value. If a �= 0 and y �= ba we can rewrite (A.2) as
(A.4)
dy
dt
y − b
a
= a
By integrating both sides we ﬁnd that
(A.5) ln
�����y − ba
����� = at+ C,
where C is an arbitrary integration constant. Then, taking the exponential of both sides
of (A.5) and solving for y, we obtain
(A.6) y = b
a
+ ceat,
where c = ±eC is also arbitrary.
Finally, the initial condition (A.2) requires that c = y0 − ba , so the solution of the initial
value problem (A.2) is
(A.7) y = b
a
+ [y0 − b
a
]eat,
reducing to
(A.8) y = y0eat,
when b = 0 [WR12, p. 11]. Here we note that a solution can be found also when the
initial condition is y0 = ba
y = b
a
+ [ b
a
− b
a
]eat(A.9)
= b
a
.(A.10)
According to Theorem (A.1.2) besides being a general solution, (7.8) is also the only
solution.
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A.3 Cauchy-Schwarz Inequality
Lemma A.3.1. If X is a real inner product space, then for all x, y ∈ X we have
(A.11) |(x, y)| ≤ ||x|| × ||y||,
in which equality holds if and only if the vectors x and y are linearly dependent.
Proof. Let x, y ∈ X be nonzero and deﬁne the quadratic function Q : R→ R by
(A.12) Q(λ) = ||x+ λy||2 = ||y||2λ2 + 2(x, y)λ+ ||x||2.
Clearly, Q(λ) ≥ 0 for each λ ∈ R. So the discriminant of the quadratic function is non-
positive, that is, 4|(x, y)|2 − 4||x||2 ≤ 0 or |(x, y)| ≤ ||x|| × ||y||. Equality holds if and
only if the quadratic has a zero, that is, if and only if there exists some λ ∈ R such that
x+λy = 0, which is, of course, equivalent to having the vectors x and y linearly dependent
[AB03, p. 246].
A.4 Complex Numbers
Here we show that we can ignore the imaginary part of the right hand side of (7.13). To
do that we require some basics of complex numbers.
Basic Properties of Complex Numbers
We start by viewing a complex number z = x + iy ∈ C representing a point or a vector
(x, y) in R2. A complex number has a real part x = Re(z) and an imaginary part
y = Im(z) and it has an absolute value, also known as modulus, r = |z| = √x2 + y2.
Exponential and Trigonometric Functions
We have
(A.13) exp(z) =
∞�
n=0
zn
n! = 1 + z +
z2
2! + . . . , z ∈ C.
Hence we have also
(A.14) d
dz
exp(z) = exp(z), z ∈ C.
As (A.14) yields to a fundamental property of
exp(z1 + z2) = exp(z1)exp(z2), z1, z2 ∈ C,
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we see that
1 = exp(0) = exp(z − z) = exp(z)exp(−z),
which essentially says
exp(−z) = 1
exp(z) .
When considering (A.13) we see that
∞�
n=0
zn
n! =
∞�
n=0
zn
n! .
Thus we have exp(z) = exp(z), z ∈ C [Ber12, p. 7-26].
Ignoring the Imaginary Part
Now we can derive the property we initially needed for (7.13)
|exp(z)|2 = |exp(z)exp(z)|
= |exp(z)exp(z)|
= |exp(z + z)|
= |exp (2Re(z)) |
In summary we have
|ez|2 = |e2Re(z)|,
which essentially says
|ez| = eRe(z).
A.5 Divergence Theorem
The Divergence Theorem of Gauss states that if f is a vector function of position with
continuous derivatives, and V is the volume bounded by a closed surface S, then
(A.15)
���
V
∇ · fdV =
��
S
f · ndS,
where n is the positive (outward drawn) normal to S and divergence is deﬁned as ∇ ·F =
∂Fx
∂x
+ ∂Fy
∂y
+ ∂Fz
∂z
[Mur59, p. 106].
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Appendix B
Matlab Code
B.1 Lorenz System Plot
c l e a r a l l , c l o s e a l l , c l c
x=−20:0.1 :20;
y=−20:0.1 :20;
z =−20:0.1 :20;
Beta = [ 1 0 ; 28 ; 8 / 3 ] ; %chao t i c parameter va lue s
x0 = [ 0 ; 1 ; 0 ] ; %i n i t i a l cond i t i on
dt = 0 . 0 0 1 ;
tspan = dt : dt : 5 0 ;
opt ions = odeset ( ’ RelTol ’ , 1 e−12 , ’AbsTol ’ , 1 e−12∗ones ( 1 , 3 ) ) ;
[ t , x ] = ode45 (@( t , x ) l o r en z ( t , x , Beta ) , tspan , x0 , opt ions ) ;
p l o t3 (x ( : , 1 ) , x ( : , 2 ) , x ( : , 3 ) , ’ r ’ , ’ Linewidth ’ , 1 . 5 ) ;
ax=gca
s e t ( gca , ’ co lo r ’ , ’w’ , ’ xco lor ’ , ’ k ’ , ’ yco lor ’ , ’ k ’ , ’ z co l o r ’ , ’ k ’ ) ;
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s e t ( gcf , ’ co lo r ’ , ’w ’ ) ;
B.2 Prediction Breaks Down: Three Trajectories
c l e a r a l l , c l o s e a l l , c l c
x=−20:0.1 :20;
y=−20:0.1 :20;
z =−20:0.1 :20;
Beta = [ 1 0 ; 28 ; 8 / 3 ] ; %chao t i c parameter va lue s
x0 = [ 0 ; 1 ; 0 ] ; %i n i t i a l cond i t i on
dt = 0 . 0 0 1 ;
tspan = dt : dt : 2 3 ;
opt ions = odeset ( ’ RelTol ’ , 1 e−12 , ’AbsTol ’ , 1 e−12∗ones ( 1 , 3 ) ) ;
[ t , x ] = ode45 (@( t , x ) l o r en z ( t , x , Beta ) , tspan , x0 , opt ions ) ;
p l o t3 (x ( : , 1 ) , x ( : , 2 ) , x ( : , 3 ) , ’ b ’ , ’ Linewidth ’ , 1 . 5 ) ;
x l ab e l ( ’ x ’ ) ;
y l ab e l ( ’ y ’ ) ;
z l a b e l ( ’ z ’ ) ;
ax=gca
s e t ( gca , ’ co lo r ’ , ’w’ , ’ xco lor ’ , ’ k ’ , ’ yco lor ’ , ’ k ’ , ’ z co l o r ’ , ’ k ’ ) ;
s e t ( gcf , ’ co lo r ’ , ’w ’ ) ;
hold on ;
Beta = [ 1 0 ; 28 ; 8 / 3 ] ; %chao t i c parameter va lue s
x0 = [ 0 ; 0 . 9 ; 0 ] ; %i n i t i a l c ond i t i on
dt = 0 . 0 0 1 ;
tspan = dt : dt : 2 3 ;
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opt ions = odeset ( ’ RelTol ’ , 1 e−12 , ’AbsTol ’ , 1 e−12∗ones ( 1 , 3 ) ) ;
[ t , x ] = ode45 (@( t , x ) l o r enz2 ( t , x , Beta ) , tspan , x0 , opt ions ) ;
p l o t3 (x ( : , 1 ) , x ( : , 2 ) , x ( : , 3 ) , ’ r ’ , ’ Linewidth ’ , 1 . 5 ) ;
x l ab e l ( ’ x ’ ) ;
y l ab e l ( ’ y ’ ) ;
z l a b e l ( ’ z ’ ) ;
ax=gca ;
hold on ;
Beta = [ 1 0 ; 28 ; 8 / 3 ] ; %chao t i c parameter va lue s
x0 = [ 0 ; 0 . 9 9 ; 0 ] ; %i n i t i a l c ond i t i on
dt = 0 . 0 0 1 ;
tspan = dt : dt : 2 3 ;
opt ions = odeset ( ’ RelTol ’ , 1 e−12 , ’AbsTol ’ , 1 e−12∗ones ( 1 , 3 ) ) ;
[ t , x ] = ode45 (@( t , x ) l o r enz2 ( t , x , Beta ) , tspan , x0 , opt ions ) ;
p l o t3 (x ( : , 1 ) , x ( : , 2 ) , x ( : , 3 ) , ’ g ’ , ’ Linewidth ’ , 1 . 5 ) ;
x l ab e l ( ’ x ’ ) ;
y l ab e l ( ’ y ’ ) ;
z l a b e l ( ’ z ’ ) ;
ax=gca ;
hold o f f ;
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B.3 Distribution of Maximum Jacobian Matrix’s Eigen-
values
x=−1000:10:1000;
y=−1000:10:1000;
z=−1000:10:1000;
max_real_eig_xyz = ze ro s ( l ength (x ) , l ength (y ) , l ength ( z ) ) ;
f o r k=1: l ength ( z )
f o r l =1: l ength (y )
f o r m=1: l ength (x )
J = [−10 10 0 ; 28−z (k ) −1 −x (m) ; y ( l ) x (m) −8/3];
max_real_eig_xyz (m, l , k)=max( r e a l ( e i g ( J ) ) ) ;
end
end
end
max_eig_xyz = ze ro s ( l ength (x ) , l ength (y ) ) ;
f o r k=1: l ength (x )
f o r l =1: l ength (y )
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max_eig_xyz ( l , k ) = max(max_real_eig_xyz ( l , k , : ) ) ;
end
end
[X,Y]=meshgrid (x , y ) ;
f i g u r e ;
c o l o r = ze ro s ( s i z e (max_eig_xyz ) ) ;
c o l o r (max_eig_xyz < 0) = −1;
c o l o r (max_eig_xyz >= 0) = 1 ;
s u r f (X,Y, max_eig_xyz , c o l o r ) ;
x l ab e l ( ’ x ’ ) ;
y l ab e l ( ’ y ’ ) ;
z l a b e l ( ’max {\lambda } ’ ) ;
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