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A formula for computing KazhdanLusztig characters in Hecke algebras of
Coxeter groups is given. This formula holds for products of Coxeter elements of
parabolic subgroups in an arbitrary Coxeter group, where the parabolic subgroups
are of type A and the KazhdanLusztig representations are of finite dimension. The
formula yields new combinatorial interpretations (of MurnaghanNakayama type)
to these characters and to other related characters.  1997 Academic Press
1. INTRODUCTION
1.1.
The MurnaghanNakayama rule is a most useful recursive rule for
computing characters of the symmetric groups. For various applications of
this rule cf. [FL, FOW, JK2.7, Ro1, St7.4, and SW]. The classical proofs
of this rule use the LittlewoodRichardson rule [J, Chap. 21], the Jacobi
Trudi formula [JK, 2.4], and Schur polynomials [Mac, Sect. I, 7, Ex. 5].
A new proof of this rule, using the Young orthogonal form, appears in
[Gr]. Recent papers generalize these proofs to Hecke algebras of type A,
B, and D. See [AK, CK, HR, KW, P, Ra1, and vdJ]. Unfortunately, the
machinery used in these proofs is not applicable for general Coxeter groups.
In this paper we suggest a new approach to the MurnaghanNakayama
rule. We use KazhdanLusztig theory to prove this rule in a more general
setting, i.e., general Coxeter groups and their Hecke algebras. The classical
MurnaghanNakayama rule (for type A) is obtained as a special case.
We prove a recursive rule for computing characters of certain elements
in Hecke algebras of arbitrary Coxeter groups (Theorems 1 and 2). If
q=1 these elements are conjugate to all products of Coxeter elements of
commuting parabolic subgroups, where the parabolic subgroups are of
type A. Note that in the symmetric group case, such elements represent the
complete list of conjugacy classes.
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Our rule yields a new combinatorial interpretation (of Murnaghan
Nakayama type) to the characters of the Hecke algebras. These characters
are presented as weighted sums of KazhdanLusztig elements (Corollary 3).
In the symmetric group case we obtain a new presentation of the characters
as weighted sums of standard tableaux, where the weights are significantly
easy to compute (no recursion is needed!) (Theorem 4). We show that
this new interpretation implies the classical MurnaghanNakayama rule
(Theorem 6). Applications in different directions follow.
1.2. Main Results
Let (W, S) be a Coxeter system and let H be is resulting q Hecke algebra.
Let w be an element in W and Cw # H be the corresponding Kazhdan
Lusztig element. Recall that the elements Cw form a basis compatible with
all KazhdanLusztig cell representations.
Let x, v, w be elements in W and Tv be a corresponding element in H.
Denotes by TvCw(x) the coefficient of Cx in TvCw , where TvCw is
expressed as a linear combination of KazhdanLusztig elements.
In order to compute the characters of the KazhdanLusztig cell representa-
tions it would be very useful to give a recursive rule for computing the
values of the coefficients TvCw(w).
In this paper we prove the following recursive rule.
Theorem 1. Let s1 , s2 , ..., sk be a subset of simple reflections in a
Coxeter group W, so that for 1i<k (si si+1)3=1; and for 1i<k and
1< j si si+1=si+1si .
Let I be a subset of S, so that for every 1ik and every s # I si s=ssi .
Let z be an element in the subgroup generated by I.
Then for every w # W,
Ts1s2 } } } sk TzCw(w)=Ts1s2 } } } sk Cw(w) } TzCw(w).
The following theorem is complementary.
Theorem 2. Let W be a Coxeter group, and let s1 , ..., sk be a subset of
simple reflections with relations as in the above theorem. Then for every
w # W,
(&1)k&i0 qi0 _i0 , siwow for 1ii0 and
Ts1s2 } } } sk Cw(w)={ si wOw for i0<ik0 otherwise,
where O is the strong Bruhat order.
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The conditional relations on the set s1 , s2 , ..., sk may be generalized in
some cases. See Proposition 5.1.
The above theorems imply a MurnaghanNakayama-type rule for Hecke
algebras of general Coxeter groups.
Corollary 3. Let W be a Coxeter group and Hq(W) be its q Hecke
algebra. Let C be a finite left KazhdanLusztig cell in W and let /cq be the
character of the representation of Hq(W) associated to C.
Let W1 , W2 , ..., Wt be parabolic subgroups of W isomorphic to symmetric
groups, so that si sj=sj si for all pairs of simple reflections [(si , sj) | si # Wi ,
sj # Wj , i{ j]. Let [si1 , si2 , ..., sik]S be the simple reflections of Wi ,
indexed so that (sij si, j+1)3=1, and let di=>kj=1 sij .
Define the following functions hiq :
(&1)k&j0 q j0 _j0 , sijwow for 1 j j0 and
hiq(w)={ sijwOw for j0< jk0 otherwise
Then
/cq(Td1 } d2 } } } dt)=:
w
‘
t
i=1
hiq(w)
where the sum runs over all w # C.
For Hecke algebras of type A the last corollary may be interpreted as a
weighted sum of standard tableaux.
Theorem 4. Let * be a partition of n, and /*q be the corresponding
character of the q Hecke algebra of type An&1. Let +=(+1 , ..., +l) be
another partition of n, and let T+ be an element in the q Hecke algebra
indexed by a permutation in An&1 of cycle type +. Then
/*q(T+)=:
Q
w+q(Q),
where the sum is over all standard tableaux Q of shape * and the +-weight
of a standard tableau is given by
w+q(Q)= ‘
i  B(+)
1ik
f+(i, Q), where B(+)=[+1+ } } } ++r | 1rl],
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and
f+(i, Q)={
&1
0
q
i+1 is in the southwest of i
i+1 is in the southwest of i,
i+2 is in the southwest of i+1 and i+1  B(+)
otherwise.
It should be noted that Theorem 4 suggests a new proof to the classical
MurnaghanNakayama rule for the symmetric groups (Theorem 6).
1.3. Applications and Generalizations
The above character formulas are generalized and applied in different
directions in the following subsequent papers.
(a) Halverson et al. [HLR] apply Theorem 4 to compute the bitrace
of the regular representation of the IwahoriHecke algebra as a weighted
sum of matrices with nonnegative integer entries.
(b) The recursion which appears in Theorem 1 is generalized in
[RV] to all elements of type > wi , where wi # Wi and Wi are commuting
parabolic subgroups. A combinatorial formula for decomposing certain tensor
products follows. The basic tool is a generalized LittlewoodRichardson
rule for KazhdanLusztig cells of arbitrary Coxeter groups ([BV2 and
RV]). Unfortunately, we do not know how to generalize Theorem 2.
(c) Ram [Ra2] proved that Theorem 4 (the type A case) is equiv-
alent to the q-analogue of the Frobenius formula presented in [Ra1]. This
allows Ram to generalize Theorem 4 to get new character formulas for
Brauer and BirmanWenzl algebras.
(d) The combinatorial aspect of Theorem 4 is generalized in [Ro2].
A family of class functions is defined as weighted sums of standard
tableaux. This presentation yields new formulas for characters, Kostka
numbers, and LittlewoodRichardson coefficients.
1.4. Outline
The rest of the paper is organized as follows. Section 2 contains nota-
tions and background needed in the paper. In Sections 3 and 4 we prove
easy but useful lemmas, which play an important role in the proofs of the
main theorems. The elementary case of product of commuting simple
reflections is discussed in Section 3. In Section 4 we give simple sufficient
conditions for the leading coefficients of the KazhdanLusztig polynomials
to be zero. Theorem 1 is proved in Section 5. The proof of Proposition 5.1
is the heart of the paper. In Section 6 we prove Theorem 2. Applications
to characters of general Coxeter groups appear in Section 7. The special
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case of symmetric groups and their Hecke algebras is considered in
Subsection 7.2. In this subsection the proof of the MurnaghanNakayama
rule is completed. Section 8 concludes the paper with final remarks and
open problems.
2. PRELIMINARIES AND NOTATIONS
2.1. The MurnaghanNakayama Rule
Let n be a positive integer. The partitions of n are designated by
*=(*1 , *2 , ..., *k) where *k } } } *2*1 are positive integers with
n=*1+ } } } +*k . The set [(i, j) | i, j # Z, 0<ik, 0< j*i] is called the
Young diagram of *, and is denoted by [*].
A *-tableau is obtained by replacing each box in [*] by one of the
integers 1, 2, ..., n, allowing no repeats. A tableau is called standard if its
entries increase along rows and columns.
Every partition * of n has an associated irreducible representation
of Sn over C. This representation is called the Specht module S *.
Moreover, the set [S* | * a partition of n] forms the complete list of irreducible
representations of Sn over C.
The boundary of a Young diagram [*] consists of all boxes (i, j) # [*],
so that (i+1, j+1)  [*]. A skew hook is a connected part of the
boundary of a Young diagram which can be removed to leave a proper
Young diagram. A k skew hook is a skew hook having k boxes.
The leg length of a skew hook { is ll({))=(the number of rows of {)&1.
The following is a recursive method for computing the characters of Sn .
The MurnaghanNakayama Rule. Let _=?# be the disjoint product of
? # Sn&k and a cycle of length k, #. Then
/*(_)=:
{
(&1) ll({) /*"{ (?)
where the sum runs over all k skew hooks, {, of [*]. An empty sum is
interpreted as zero.
It is well known that a conjugacy class C in Sn consists of all permuta-
tions of the same cycle type. The MurnaghanNakayama rule presents a
combinatorial interpretation of characters in terms of cycle types and
Young diagrams.
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2.2. Basic Facts in KazhdanLusztig Theory
In this subsection we follow the fundamental paper of [KL]. For a
reader friendly introduction to this topic see [Hu, Chap. 7].
Let W be a Coxeter group and S be the set of its simple reflections. Let
l (w) be the length function of an element w # W with respect to S.
The resulting q Hecke algebra H of W is the algebra spanned by the set
[Tw | w # W] with the following relations:
Ts Tw=Tsw if l (sw)>l (w) and s # S,
T 2s =(q&1) Ts+qT1 ,
where s # S and T1 is acting as the identity.
There exists such a unique algebra [Hu, 7.4].
In their paper Kazhdan and Lusztig presented a canonical basis to the
regular representation of H. This basis is indexed by the elements of W
and is compatible with the KazhdanLusztig cell representations of H. Let
Cw be the basis element indexed by w # W.
Denote the strong Bruhat order by P . Let xPw be two elements in W.
The KazhdanLusztig polynomials Px, w are certain polynomials in Z[q]
indexed by such pairs. For a precise definition of these polynomials see
[KL] and [Hu, 7.9]. The standard convention is that Px, w=0 when
xP w. It is shown in [KL] that the degree of Px, w does not exceed
1
2 (l (w)&l (x)&1). Let +(x, w) be the coefficient of q
(12)(l (w)&l (x)&1) in
Px, w . Obviously, if l (w)&l (x)=0 mod 2 (or if xP w) then +(x, w)=0.
The basic recursive formulas for Px, w show that for every x # W and s # S
with xOsx, +(x, sx)=1.
An essential step in the program of [KL] is describing the action of the
generators Ts on the basis elements Cw .
Theorem 2.1 [KL, (2.3.a)(2.3.c)]. Let s # S, w # W.
(a) If l (sw)<l (w), then TsCw=&Cw .
(b) If l (w)<l (sw), then TsCs=qCw+q12Csw+q12  +(z, w) Cz ,
where the sum is taken over all z # W for which l (sz)<l (z).
Kazhdan and Lusztig define a transitive preorder on the Coxeter group
W, P L . The KazhdanLusztig left cells are the equivalence classes under
this relation. Let C be a left cell, and define IC to be the subspace of the
regular representation of H spanned by the elements Cx , which satisfy
xP L w for some w # C. Let JC be the subspace spanned by the elements
Cx , which satisfy xP L w for some w # C but where x  C. Then the
quotient IC JC affords a left representation. This representation is called
the KazhdanLusztig cell representation associated to C. Let /c be the
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character of this representation. It follows from the above structure that,
for any T # H and any finite left cell C,
/c(T )=:
w
TCw(w), (1)
where TCw(w) is the coefficient of Cw in TCw , and the sum runs over all
w # C.
In the symmetric group case the KazhdanLusztig left cells form all left
irreducible representations [KL, Prop. 4.1]. The proof of [KL, Prop. 4.1]
points on the following canonical map from the KazhdanLusztig basis to
the Young basis of standard tableaux. See [Sh, 1.7.2; BV1; and GM].
The RobinsonSchensted correspondence defines a bijection between
permutations w # Sn and pairs of standard tableaux of the same shape
(P(w), P(w&1)). We say that the permutations w1 and w2 are left (right)
R&S equivalent if p(w1)=P(w2) (P(w&11 )=P(w
&1
2 )).
Theorem 2.2. A subset of the KazhdanLusztig basis indexed by an
equivalence class under left (right) R&S relation constructs a left (right)
cell representation of Sn , which is isomorphic to the Specht module of the
corresponding shape.
It is worth mentioning that there is a simple duality between the left-
handed version and the right-handed version of the KazhdanLusztig
theory. So, all left-handed statements mentioned in this subsection and in
the rest of the paper hold also in the right-handed version and vice versa.
3. COMMUTING SIMPLE REFLECTIONS
The following recursive rule follows from Theorem 2.1;
Lemma 3.1. Let s # S be a simple reflection in the Coxeter group (W, S),
and let w # W be an element in the group so that l (sw)>l (w).
Let T be an arbitrary element in the Hecke algebra of (W, S), and let
bw=TCw(w) be the coefficient of Cw in TCw .
Then the coefficient of Cw in TsTCw is qbw .
Proof.
TsTCw =Ts \bwCw+ :
l (w)>l (wi)
bwi Cwi+ :
l (w)<l (wi)
bwi Cwi+
=bwTs Cw+ :
l (w)<l (wi)
bwi Ts Cwi+ :
l (w)>l (wi)
bwi TsCwi .
31KAZHDANLUSZTIG CHARACTERS
File: 607J 162908 . By:DS . Date:25:06:97 . Time:12:37 LOP8M. V8.0. Page 01:01
Codes: 2365 Signs: 1366 . Length: 45 pic 0 pts, 190 mm
According to Theorem 2.1,
bwTsCw=qbwCw+ :
wi{w
awi Cwi .
If l (w)<l (wi) then the coefficient of Cw in TsCwi is zero. This follows from
Theorem 2.1 and the given condition l (sw)>l (w).
Finally, if there exists wi shorter than w with swi=w then l (sw)<l (w).
This contradicts the given condition. Hence, the coefficient of Cw in
l (w)>l (wi) bwi Ts Cwi is zero. K
The following corollary is immediate.
Corollary 3.2. Let W be a Coxeter group, S be the set of its simple
reflections, and A be a subset of commuting elements in S. Let C be a finite
KazhdanLusztig left cell in W, and let /c be its corresponding character.
Define the following sign function
sgnA (w)=(&1)*[s # A | l (sw)<l (w)] .
Then
/c \ ‘s # A s+=:w sgnA(w).
where the sum is taken over all w # C.
Proof. Let A1w A be A1w=[s # A | l (sw)<l (w)], and A2w be A"A1w .
By commutativity and Theorem 2.1,
‘
s # A
sCw= ‘
s # A2w
s ‘
s # A1w
sCw= ‘
s # A2w
s sgnA(w) Cw=sgnA(w) ‘
s # A2w
sCw.
Recall that the Coxeter group W is the Hecke algebra of W with q=1.
Applying Lemma 3.1 iteratively and substituting in (1) complete the proof.
K
The last proposition may be posed in the Hecke algebras setting. We
prefer to formulate it in the context of Coxeter groups, as such elements
represent an important set of involutions. In the case of the symmetric
groups all conjugacy classes of involutions contain en element which is a
product of commuting simple reflections.
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4. VANISHING THE LEADING COEFFICIENT
The computation of the leading coefficient of KazhdanLusztig polyno-
mials is, in general, very hard. See e.g. [Br2]. Fortunately, the following
identity for KazhdanLusztig polynomials is very helpful.
Lemma 4.1. Let xOw. If sxox and swOw for some simple reflection
s # S, then Px, w=Psx, w .
For a proof see [KL] and [Hu, 7.14].
An immediate corollary is the following.
Corollary 4.2. Let xOw. If x{sw, sxox, and swOw for some
simple reflection s # S, then +(x, w)=0.
The following invariance property plays an important role in the proof
of Theorem 1.
Lemma 4.3. Let s1 and s2 be commuting simple reflections. Let w be an
element in W with s1wOw. Then for all summands in Ts2 Cw= bwi Cwi with
bwi {0,
s1wi Owi .
Proof. If s2 wOw then Ts2 Cw=&Cw and we are done.
If s2wow then
Ts2 Cw=q
12Cs2w+qCw+q
12 : +(z, w) Cz (2)
where the sum is taken over all z # W for which l (s2z)<l (z).
For s2w, s1(s2w)Os2 w as l (s1 s2 w)=l (s2s1 w)1+l (s1w)=l (w)<
l (s2w). For w the inequality is given.
It remains to check the indices of the sum in the right-hand side of (2).
Denote s1w by w0 . l (s2w0)=l (s2s1 w)=l (w)>l (w0). So, w0=s1w does
not appear in the right sum. If z is an index of a summand in the right sum
then +(z, w){0. But z{s1w and s1wOw. By Corollary 4.2 this implies
that s1zOz. K
5. PROOF OF THEOREM 1
The following proposition plays a crucial role in the proof of Theorem 1.
Proposition 5.1. Let w be an element in W, and let s1 , s2 , ..., sk be a
subset of simple reflections of W which satisfy the following conditions:
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(a) skwow, and siwOw for i<k;
(b) (sk&1sk)3=1, and sisi+ j=si+ j si for i<k and j>1.
Let I be a subset of S, so that for every 1i<k and every s # I si s=ssi .
Let z be an element in the subgroup generated by I. Then
Ts1s2 } } } sk TzCw(w)=Ts1s2 } } } sk Cw(w) } TzCw(w).
Note that the conditional relations in this proposition are weaker than
those which appear in Theorem 1. In particular, we do not demand the
commutativity of sk with the simple reflections of I.
Proof. We begin with some definitions:
Let w be v be two elements in W. If Ts1 s2 } } } sk Cv(w){0 then there
exists at least one path, v  w, v=w^k+1&w^k&w^k&1& } } } &w^1=w, so
that Tsi Cw^i+1(w^i){0.
If w^i+1=w^i we say that Tsi keeps w^i+1.
If w^i+1 ow^i we say that Tsi shortens w^i+1.
If w^i+1 ow^i=si w^i+1 we say that Tsi lengthens w^i+1.
In order to prove the proposition it suffices to prove the following
statement:
Let TzCw=v bvCv with bv {0. Then there is no v{w, so that there
exists a path v  w.
We prove this statement by induction on k. For k=1 it follows from the
proof of Lemma 3.1.
Assume that the statement holds for k&1. We have to prove it for k.
If there exists such a path v  w of length k, then one (or more) of the
following cases holds.
Case (a). There exists 1ik so that Tsi keeps w^i+1.
Then w^i+1=w^i . So, there exists a path of length k&1 from v to w. This
is in contradiction to the induction hypothesis.
Case (b). There exists 1<ik so that Tsi shortens w^i+1 , and w^i+1{
si&1 w^i .
In this case +(w^i , w^i+1){0. By Corollary 4.2 if si&1 w^i+1 O w^i+1 then
si&1 w^i O w^i . Lemma 4.3 implies that si&1 w^i+1 O w^i+1. Hence, si&1 w^i O w^i
and Tsi&1 Cw^i=&Cw^i . We conclude that Tsi&1 keeps w^i . So, we are under the
conditions of case (a).
Case (c). Not (a) or (b) but
(c1) there exists 1<ik so that Tsi shortens w^i+1 and w^i+1=
si&1 w^i ; and
(c2) there exists j<i so that Tsj lengthens w^j+1 .
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In this case there exists j<i0i so that Tsi0 shortens w^i0+1 with w^i0&1 w^i0
and Tsi0&1 lengthens w^i0 . So, w^i0&1=si0&1 w^i0=w^i0+1 . Hence, for every
ji0&1, sj w^i0&1 O w^i0&1 . So, w=w^1=w^i0+1 in contradiction to the
induction hypothesis.
It remains to check the following ‘‘almost explicit’’ case.
Case (d). There exists 1 jk, so that for every i> j Tsi lengthens
w^i+1 , and for every 1<i j Tsi shortens w^i+1 with w^i+1=si&1w^i .
We consider three complementary subcases.
Case (d1). Tsk lengthens w^k+1 and Tsk&1 lengthens w^k .
Lemma 4.3 implies that sk&1 w^k+1 O w^k+1. Hence, there exists a reduced
word v so that sk&1v is a reduced expression of w^k+1 .
In this case w^k&1=sk&1sk w^k+1=sk&1sksk&1v. The given relation
(sk&1sk)3=1 implies that skw^k&1 O w^k&1. sk commutes with sj for
jk&2. Applying Lemma 4.3 iteratively shows that skw^1 O w^1 . Recall that
we are given that skwow. We conclude that w^1 {w, and the proof of
Case (d1) is completed.
Case (d2). Tsk shortens w^k+1 so that sk&1w^k+1=w^k .
In this case, for every 2ik Tsi shortens w^i+1 with si&1 w^i+1=w^i . If
Ts1 lengthens w^2 then we are under the conditions of Case (c). So, we may
assume that Ts1 shortens w^2 .
Tsk Cw^k+1(w^k){0 and w^k Ow^k+1 . By Theorem 2.1 sk w^k O w^k . On the
other hand,
w^2=s1 s2 } } } sk&2sk&1 w^k+1=s1s2 } } } sk&2 w^k . (3)
We are given that sk commutes with sj for any jk&2. Hence,
skw^2 O w^2 . (4)
But skwow. By Lemma 4.2, if skw^2 {w then +(w, w^2)=0. We are given
that s1wOw. In order to prove that sk w^2 {w it suffices to show that
s1(sk w^2)osk w^2 .
In this subcase Tsk shortens with sk&1 w^k+1=w^k . It follows that Ts2
shortens with s1 w^3=w^2 (if not we are under the conditions of the above
cases). So, w^2 Os1 w^2 . For k>2 s1 and sk commute. Hence, s1(skw^2)=
sks1 w^2 oskw^2 .
If k=2 then Tsk=Ts2 shortens w^3 . So, s2w^3 o w^3 and s2 w^2 O w^2 . If
s1(s2 w^2)Os2 w^2 then there is a reduced expression of w^2 as s2 s1 v, where v
is a reduced word. Recall that in this case s1 w^3=w^2 O w^3 . Hence,
l (s2 w^3)=l (s2s1 w^2)=2+l (w^2). This shows that there is a reduced
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expression of s2 w^3=s2s1 w^2 as s2s1s2 s1 v. But this contradicts the relation
(s1 s2)3=1.
We conclude that for k2 sk w^2 {w and this subcase is done.
Case (d3). Tsk lengthens w^k+1 and Tsk&1 shortens w^k so that sk&2w^k=
w^k&1. Then 2i<k Tsi shortens with w^i=si&1 w^i+1 . So,
w^2=s1 s2 } } } sk&2skw^k+1 (5)
and
skw^2 =sks1s2 } } } sk&2skw^k+1
=s2 s2 } } } sk&2 w^k+1 Os1s2 } } } sk&2 skw^k+1=w^2 . (6)
For the same reasoning as that in Case (d2) it suffices to show that
skw^2 {w. It is given that s1wow. But in this case 1k&2. So, 2<k, and
s1 and sk commute. For the same reasoning as in the above case (where
k>2) s1(skw^2)=sk s1 w^2 oskw^2 , and skw^2 {w.
Case (d3) is done and the proof of Proposition 5.1 is completed. K
It is worth noting that in cases (a), (b), (c), and (d3) we did not use the
relation (sk&1sk)3=1. On the other hand, the proof of the other cases
depends heavily on this relation. Note also that in cases (d1)(d3) we did
not use the induction hypothesis. This will be useful in the proof of
Theorem 2.
Return to the Proof of Theorem 1. Let si1 , si2 , ..., sim be the subsequence
of s1 , s2 , ..., sk containing all simple reflections sij for which sij wow. By
applying Proposition 5.1 and Theorem 2.1 iteratively we obtain
Ts1 s2 } } } sk TzCw(w)
=Ts1s2 } } } si1Tsi1+1si1+2 } } } si2 } } } Tsim&1+1sim&1+2 } } } smTsim+1sim+2 } } } sk TzCw(w)
=Ts1s2 } } } si1 } Tsi1+1 si1+2 } } } si2Cw(w) } } } Tsim&1+1 } } } smCw(w)
} Tsim+1 } } } skCw(w) } TzCw(w)
=Ts1s2 } } } si1Tsi1+1si1+2 } } } si2 } } } Tsim&1+1sim&1+2 } } } smTsim+1sim+2 } } } sk Cw(w)
} TzCw(w)
=Ts1s2 } } } sk Cw(w) } TzCw(w).
This completes the proof of Theorem 1. K
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6. PROOF OF THEOREM 2
Theorem 2.1 together with Lemma 3.1 implies that if there exists
1i0k, so that for every 1ii0 siwow, and for every i0<ik
siwOw, then
Ts1s2 } } } sk Cw(w)=(&1)
k&i0qi0.
We have to prove that in all other cases Ts1s2 } } } sk Cw(w)=0. Thanks to
Proposition 5.1 it suffices to prove it for the case siwOw for 1i<k and
skwow, where k2.
We prove it by induction on k.
Let k=2 and let W2 be the group generated by s1 and s2 . w has a unique
presentation as a product uv where v # W2 and v is a representative of
minimal length of a right coset of W2 in W. The conditions s1 wOw,
s2wow, and (s1 s2)3=1 fix u to be one of the two words u=s1 or u=s1 s2 .
A direct calculation of Ts1s2 Cuv(uv) using Theorem 2.1 shows that it equals
zero in both vases.
In the first case
Ts1s2 Cs1v=Ts1 Ts2Cs1 v=Ts1 \q12Cs2s1v+qCs1v+q12 :s2zOz Cz+ .
But Ts1 q
12Cs2s1v(s1v)=q+(s1v, s2s1v)=q, and Ts1 qCs1v=&qCs1v .
v is a representative of minimal length of a right coset. It follows that
s2zOz implies that z{v. But zOs1 v. Hence, Ts1 Cz(s1v)=0. We conclude
that
Ts1s2 Cs1v(s1 v)=0.
In the second case
Ts1s2Cs1s2v=Ts1 \q12Cs2s1s2 v+qCs1s2v+q12Cs2v+q12 :s2 zOz and z{s2v Cz+ .
s2s1 s2 is the longest element in W2 . Hence, Ts1 q
12Cs2s1s2v=&q
12Cs2s1s2v .
Clearly, Ts1 qCs1s2v=&qCs1 s2v , and Ts1 q
12Cs2v(s2 v)=q. If z{s2v and
zOs1s2 v then Ts1Cz(s1s2 v)=0. We obtain
Ts1s2 Cs1s2v(s1s2v)=0.
Let k>2 and assume that ts1s2 } } } sk&1 Cw(w)=0. If Ts1s2 } } } sk Cw(w){0 then
there is a path w=w^k+1& } } } &w^1=w.
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It follows from the proof of Proposition 5.1 that in Case (d) w^1 {w.
Assume that we are under the conditions of Case (c) with Ts2 shortening
w^3 so that s1 w^2=w^3 , and Ts1 lengthening w^2 so that s1 w^2=w^1=w where
wo w^2 . Then w^3=w while s2 w^3 ow^3 . In contradiction to the condition
s2wOw.
In all other cases w^2=w. Hence, qTs2 } } } sk Cw(w)=Ts1s2 } } } sk Cw(w). By the
induction hypothesis the coefficient of w^2=w in Ts2 } } } sk Cw is zero. We
conclude that Ts1s2 } } } sk Cw(w)=0. K
7. CHARACTERS
In this section we prove the well-known MurnaghanNakayama rule as
a direct corollary of Theorem 1 and Theorem 2. We present it as a special
case of a generalized rule for Hecke algebras. In the case of Hecke algebras
of type A one can interpret the generalized MurnaghanNakayama rule as
a weighted enumeration of standard Young tableaux.
7.1. General Coxeter Groups
Let W be a Coxeter group and let Hq(W) be its q Hecke algebra. Let C
be a finite KazhdanLusztig cell in W and let /cq be the character of
the representation of Hq(W) associated to C. We say that the parabolic
Coxeter subgroups W1 and W2 of W are commuting if for every pair of
simple reflections s1 # W1 and s2 # W2 s1s2=s2s1 .
The following is an immediate corollary of Theorems 1 and 2.
Corollary 3. Let W1 , W2 , ..., Wt be commuting parabolic subgroups
which are isomorphic to symmetric groups. Let [si1 , si2 , ..., sik]S be the
simple reflections of Wi , indexed so that (sij si, j+1)3=1, and let di=>kj=1 sij .
Define the following functions hiq
(&1)k& j0 q j0 _j0 , sijwow for 1 j j0 and
hiq(w)={ sijwOw for j0< jk0 otherwise.
Then
/cq(Td1 } d2 } } } dt)=:
w
‘
t
i=1
hiq(w)
where the sum runs over all w # C.
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Proof. The structure of the KazhdanLusztig cell representations
(described in Subsection 2.2) implies that the finite dimensional character
/c(Td1 } d2 } } } dt) is the sum
:
w
Td1 } d2 } } } dt Cw(w), (7)
where the sum runs over all w # C. See (1).
Theorem 1 combined with Theorem 2 implies that
Td1 } d2 } } } dt Cw(w)= ‘
t
i=1
hi (w). (8)
Substituting (8) in (7) implies the desired result. K
The Coxeter elements of a Coxeter group W form a single conjugacy
class [Hu, 3.16]. Hence, products of Coxeter elements of commuting para-
bolic subgroups of W form subsets of conjugacy classes in W. Substituting
q=1 in Corollary 3, and choosing d1 } d2 } } } dt to be a representative of
such a conjugacy class, we obtain the following corollary.
Corollary 3$. Let c1 , ..., ct be Coxeter elements of the parabolic subgroups
W1 , ..., Wt , respectively, where these subgroups are commuting and
isomorphic to symmetric groups. Let [si1 , si2 , ..., sik]S be the simple reflec-
tions of Wi , indexed so that (sij si, j+1)3=1. Let sgn i (w) be the function
(&1)k& j0 _j0 , sij wow for 1 j j0 and
sgni (w)={ sijwOw for j0< jk0 otherwise.
Then
/c(c1 } c2 } } } ct)=:
w
‘
t
i=1
sgni (w)
where the sum runs over all w # C.
7.2. Symmetric Groups
The following is a weighted MurnaghanNakayama rule for the Hecke
algebra of the symmetric group Sn .
Theorem 4. Let * be a partition of n, and /*q be the corresponding
character of the q Hecke algebra of type An&1. Let +=(+1 , ..., +l) be
39KAZHDANLUSZTIG CHARACTERS
File: 607J 162916 . By:DS . Date:25:06:97 . Time:12:37 LOP8M. V8.0. Page 01:01
Codes: 2252 Signs: 1248 . Length: 45 pic 0 pts, 190 mm
another partition of n, and T+ be an element in the q Hecke algebra indexed
by a permutation in An&1 of cycle type +. Then
/*q(T+)=:
Q
w+q(Q),
where the sum is over all standard tableaux Q of shape * and the +-weight
of a standard tableau is given by
w+q(Q)= ‘
i  B(+)
1ik
f+(i, Q), where B(+)=[+1+ } } } +r | 1rl],
and
f+(i, Q)={
&1
0
q
i+1 is in the southwest of i
i+1 is in the northeast of i,
i+2 is in the southwest of i+1 and i+1  B(+)
otherwise
Proof. Corollary 3 together with Theorem 2.2 and the duality of the
right-handed and the left-handed versions of KazhdanLusztig theory
imply Theorem 4. Recall that siwow if and only if i+1 is in the northeast
of i and P(w), and si wOw if and only if i+1 is in the southwest of i
in P(w). K
One may prefer a recursive version.
Corollary 5. Let Q be a standard tableau, and f (Q, i) be the following
function
f (Q, i )={
&1
0
q
i+1 is in the southwest of i
i+1 is in the northeast of i,
i+2 is in the southwest of i+1
otherwise.
Let _=?# be the disjoint product of ? # S&n&k and a cycle of length
k, #. Let T_ be the corresponding element in the q Hecke algebra of the
symmetric group
/*(T_)=:
Q
‘
n&1
i=n&k+1
f (Q, i) /*"{(T?),
where the sum runs over all standard tableaux Q of shape *, and { is the set
of boxes assigned by n&k+1, n&k+2, ..., n in Q (not necessarily a skew
hook).
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Substituting q=1 in the last recursive version implies the Murnaghan
Nakayama rule.
Theorem 6 (The MurnaghanNakayama Rule). Let _=?# be the
disjoint product of ? # Sn&k and a cycle of length k>1, #. Then
/*(_)=:
{
(&1) ll({)/*"{(?)
where the sum runs over all k skew hooks, {, of [*]. An empty sum is
interpreted as zero.
Note that the branching rule completes Theorem 6 for cycles of length
k=1.
Proof of Theorem 6. Without loss of generality #=sn&k+1sn&k+2 } } }
sn&1 .
Let Q be a standard tableau of order n. We say that Q satisfies the
k-condition if there exists n&k+1i0<n so that i+1 is in the southwest
of i for every n&k+1ii0 and i+1 is in the northeast of i for every
i0<i<n.
By the definition of f (Q, i), if Q does not satisfy the k-condition then
>n&1i=n&k+1 f (Q, i)=0.
If the digits n&k+1, n&k+2, ..., n do not form a union of skew hooks
then they contain a square of 2_2 boxes. This forces the standard tableau
Q to not satisfy the k-condition.
If these digits form a connected k skew-hook, {, then there is a unique
arrangement of these digits in the boxes of {, so that the k-condition is
satisfied. In this case >n&1i=n&k+1 f (Q, i)=ll({) when q=1.
It remains to check the case in which these digits (a) form a union of at
least two disjoint skew hooks and (b) satisfy the k-condition. Let i be the
southwestern digit of the northeastern skew hook. By the k-condition either
(1$) i=1 is not in the northeastern skew hook or (2$) i+1 is not in the
northeastern skew hook. In the first case i is in the northeast of i&1. By
the k-condition all digits, which are bigger than i, are in the northeast of
i. So, i is bigger than all digits which appear in the other skew hooks. For
similar reasons, in the second case i is smaller than all these digits. We can
obtain a tableau which satisfies condition (1$) (respectively, (2$)) from one
which satisfies condition (2$) (resp. (1$)) by replacing i by the minimal
(resp., maximal) digit in the rest of the skew hooks and reordering the
digits in each skew hook according to the k-condition. This defines a
bijection between two disjoint and complementary subsets of standard
tableaux satisfying conditions (a) and (b). The tableaux of every such a
pair have opposite values of >n&1i=n&k+1 f (Q, i) (+1 and &1). So, the sum
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over all these tableaux is zero. This completes the proof of the Murnaghan
Nakayama rule. K
The last proof generalizes an idea of Postnikov [Po].
8. FINAL REMARKS AND OPEN PROBLEMS
A natural goal is to reconstruct the representation theory of the symmetric
group from its presentation as a Coxeter group. Kazhdan and Lusztig
developed the basic tools to carry out this program, but it has yet to be
worked out in detail. Our paper may be regarded as a step toward a detailed
representation theory of Coxeter groups, which will contain the classical
theory of the symmetric groups as a special case. For another work with
a similar motivation see [OV].
The classical MurnaghanNakayama rule is a recursive rule for computing
characters. A more modern language presents this rule as an alternating sum
of rim hook tableaux (cf. [St, SW, and FL]). It was noted in [Gr] and [Ro1]
that summation over standard tableaux may be very fruitful. Theorem 4
suggests that the ‘‘correct’’ presentation of the characters (in the symmetric
group case) is a weighted sums of standard tableaux. See also [Ro2].
Combinatorial generalizations to groups and Hecke algebras of type B
and D are known (cf. [HR]). It would be interesting to look for com-
binatorial interpretations of Corollary 3 for other types of Coxeter groups.
It follows from Theorems 1 and 2 that the weights of the element depend
only on the structure of the parabolic and symmetric subgroups. In
particular, Theorem 2 is an analogue to a key lemma in the proof of the
MurnaghanNakayama rule via the LittlewoodRichardson formula [J,
Theorem 21.4]. This lemma shows that the characters of the Coxeter
elements are supported by the hook representations. In the symmetric
group case, the hooks of the parabolic subgroups become skew hooks in
the Young diagrams of the original group. A natural question is whether
there exists such a combinatorial structure for other Coxeter groups, which
is sensitive to the properties of these group. In other words, does there exist
a generalized RobinsonSchensted correspondence for non-classical types
of Coxeter groups? See [BV1].
This question is related to a more general open problem. The existence
of the MurnaghanNakayama rule for computing characters of symmetric
groups may be observed as a result of the existence of the Littlewood
Richardson rule for decomposing their representations. We proved a
MurnaghanNakayama type rule for arbitrary Coxeter groups. This gives
rise to the problem: Is there any generalized LittlewoodRichardson rule
for other types of Coxeter groups?
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The analogue problem for the representations of the corresponding Lie
algebras has a positive solution. See [L1, L2, and N]. The Coxeter group
case seems to be more complicated, and no satisfactory Littlewood
Richardson-type rule is known for their representations. For partial results
see [BV2] and [RV].
Our results hold for very certain elements. These elements are products
of Coxeter elements of commuting parabolic subgroups. The results depend
on the condition that these parabolic subgroups are isomorphic to
symmetric groups. An interesting open problem is: Is there any nice
generalization of Theorem 2 to products of Coxeter elements of commuting
parabolic subgroups, which are not isomorphic to symmetric groups?
Here are some positive hints:
(a) Proposition 5.1 shows that the main theorem may be generalized
to some other cases.
(b) The characters of a Coxeter element c0 of an arbitrary finite
Coxeter group at certain unions of KazhdanLusztig cells equal to corre-
sponding values of the weight function h(c0) (defined in Corollary 3). This
follows from [So] and was proved by [PR].
(c) A nice phenomenon occurs in the case that the parabolic sub-
group W0 W is isomorphic to a dihedral group. The absolute value of
Tc0 Cw(w) (where c0 is a Coxeter element of W0 and w is an element in W)
is equal to the character of a corresponding cell or to zero.
It should be noted that Theorem 1 is generalized to other types of
parabolic subgroups (as well as to other types of elements) in [RV].
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