Abstract-Availability of compact high-gain, low-noise Silicon Photomultipliers (SiPM) prompts us to examine readout sensors on the entrance surface (SES) as compared to the conventional single-ended readout with sensors on the opposing surface. We measured detector response statistics versus 3D position for these configurations using an 8x8 SiPM array on a 15-mm-thick by 32- 
I. INTRODUCTION
A RRAYS of small crystals have often been used in preclinical positron emission tomographs (PET) to achieve fine spatial-resolution images [1 ] - [5] . However, as crystal cross section decreases, cost quickly increases while photodetection efficiency (fill factor) and signal-to-noise ratio (light collection) decrease. We have previously investigated use of statistical-based 3D-positioning methods [6] [7] [8] in continuous crystal detectors [9] as an alternative for high-resolution PET.
More recently, the availability of compact high-gain, low noise Silicon Photomultipliers (SiPM) prompted us to conduct simulation studies of readout sensors on the entrance surface (SES) as compared to the conventional single-ended readout with sensors on the opposing surface [10, 11] . These simulation studies lead us to believe that there is improved intrinsic 3D-spatial resolution. Presently, we report experimental results comparing SES versus conventional single-ended readout of a monolithic detector.
II. DESIGN AND METHODS
A. Detector, readout, and acquisition hardware (Fig. 1) . Light was collected on one end with an 8x8 SiPM array provided by Philips Healthcare (Fig. 2 and Table 1 ). In either case, the opposing scintillator surface was covered with 6 layers of Teflon and the sides were painted with flat black enamel paint.
We used modified commercial time-of-flight electronics from Philips Healthcare (Gemini TF-scanner hardware) to acquire 60-channels per detector; comer channels of the 8x8 array are omitted due to this channel limit (Fig. 2b) . We connected SES to preamplifiers with custom flexible printed cables (FPC) from MicroConnex ® , W A (Fig. 2a) . FPC mounting failed for 2 channels of the SES readout (Fig. 2b) .
B. Detector-response calibration setup
The detector assembly and preamps were kept at 10 °C in a climate-controlled dark box. We established a nominal operating bias at this temperature of -30.25V (-2.85V average excess bias across 60 channels), which optimized energy resolution at 5Il-keV for the SiPM array used for conventional readout. Likewise, we chose -30.15V bias (-2.85V average excess bias) for the SES device.
We begin with measuring the SiPM relative gains, which we use for event filtration [7, 8] of the detector-response calibration data discussed below. We positioned a pulsed (6-kHz, 50-nsec-width) blue (500-nm) LED (Nichia NSPB500AS) over the center of each bare channel and acquired baseline-corrected spectra for 2.5 x 10 5 pulses. 978-1-4673-0120-6/11/$26.00 ©20 11 IEEE In addition to coincidence collimation, we also used geometric collimation (5-mm-thick tungsten with 2-mm bore) to allow for a high photon flux within the calibration beam while keeping the overall count rate low to minimize random coincidences. Furthermore, we masked the coincidence detector (25-mm thick lead with 2-mm bore) to disallow small-angle scatter that would otherwise blur the coincidence beam.
C. Compton filtering
We aim to calibrate the detector response as a function of interaction location. To avoid increased energy-deposition variance caused by Compton scatter within and out of the detector, we attempt to filter such events. To do so, we apply an energy window (-25%, +40%) and a spatial filter (20% contour mask on pOSitIOn estimates). In this manner, we remove about 65% of the recorded events from the final calibration data. A detailed discussion of our event filtering method is given in [7] . With this filtered calibration data, we can compute the mean, gi(R), and standard deviation, O'i(R), of the detector response for each channel, i, versus 3D interaction position, R.
D. Depth separation of calibration events
To decode interaction depth of calibration events, we initially partition the data using signal quartiles of the peak channel (usually the channel closest to the interaction), which tends to be monotonically increasing towards the photo detector; for an exponential interaction distribution, these quartiles correspond to depth bins separated at 3.6 mm, 7.3 mm, and Il.l mm for I5-mm-thick LYSO. We then compute an initial estimate of detector response statistics @ i (R) and O'i(R)) and use these to refine depth separation by likelihood sorting. After resorting, we recompute response statistics and iterate the depth-estimation and sorting process.
This process is repeated until stable statistics are obtained.
£.
Interaction-position estimation
We determine 3D position by maximum likelihood estimation using an independently distributed multivariate normal likelihood model (Eq. 1). We then compute the FWHM and bias for an ensemble of 20,000 test events gathered in a similar manner as the calibration data, using a normal 5II-ke V gamma-ray beam.
R = arg�ax n�=l Norm(gdgi(R),O' i(R) ).
(1)
Ill. RESULTS
We first look at the pulse shapes for conventional and SES readout configurations to determine if the added FPC cable affects the signal transfer, which it does not (Fig. 5) . Next, a map of calibrated gain values for two SiPM arrays is given in Table 2 . {DOl I} �) t · (9 t 
