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Reconocimiento de caracteres utilizando
Capsule Nets
Ancor Lo´pez Herna´ndez
Resumen– El objetivo de este proyecto es, mediante la utilizacio´n del nuevo concepto de red
neuronal Capsule Nets, conseguir reconocer caracteres sobre diferentes datasets, para ello primero
se ha realizado un experimento sobre MNIST, ya que es sobre el que se trabaja en el paper original
y se conoce el estado del arte actual, seguidamente se ha probado la red sobre otro dataset de
letras y finalmente se han realizado dos experimentos sobre datasets propios creados de bigramas
y trigramas. Los resultados obtenidos durante este proyecto demuestran que Capsule Nets es ca-
paz de llegar al estado del arte, adema´s de poder reconocer varios caracteres en una misma imagen.
Palabras clave– Reconocimiento de caracteres, deep learning, capsule nets, routing by agreement,
pytorch
Abstract– The aim of this project is, through the use of the new Capsule Nets neural network
concept, to recognize characters on different datasets, in order to do this, first of all an experiment
on MNIST has been carried out, since it is the one referenced in the original paper and on which
the state of current art is known, then the network has been tested on another dataset of letters and
finally two experiments have been carried out on own datasets created on bigrams and trigrams. The
results obtained during this project show that Capsule Nets is able to reach the state of the art, as
well as being able to recognize different characters in the same image.




HOy en dı´a hay muchas maneras de hacer Visio´n porComputador, la cual trata de reproducir el funcio-namiento de los ojos y cerebros humanos para los
ordenadores puedan captar y comprender una imagen y ac-
tuar segu´n convenga. Uno de los modelos computacionales
que se utilizan en este campo son las redes neuronales cu-
ya idea principal es inspirarse en la arquitectura biolo´gica,
co´mo funciona el cerebro y co´mo se comunican las neu-
ronas para intentar reproducir toda esa arquitectura y com-
portamiento de manera digital. En este proyecto se pretende
utilizar la red neuronal Capsule Nets [1] recientemente pu-
blicada. Se ha demostrado que esta red es capaz llegar al
estado del arte conseguido por otras redes neuronales sobre
MNIST [2]. Otro aspecto interesante es que Capsule Nets
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tiene una arquitectura diferente a las dema´s CNNs, sien-
do ma´s parecida a como deberı´an estructurarse y funcionar
nuestras neuronas. Como se vera´ en la seccio´n 2, se va a
probar el co´digo que ya esta´ implementado en la web [3].
Para seguir aprendiendo y explorando las posibilidades
de Capsule Nets, se entrenara´ sobre datasets de N-gramas,
ya que una hipo´tesis es que, si es capaz de obtener buenos
resultados reconociendo diferentes caracteres en la misma
imagen, se podrı´a utilizar Capsule Nets para hacer Word
Spotting: la imagen de la palabra se codifica en alguna ma-
nera que se pueda comparar con un query dado normalmen-
te en forma textual. Se vera´ ma´s en detalle en la seccio´n 3.3.
Todo esto con el objetivo principal de ver cuales son las
ventajas y limitaciones que Capsule Nets nos ofrece respec-
to a las CNNs convencionales.
2 OBJETIVOS
Con el fin de ver todas las ventajas/desventajas de Cap-
sule Nets, se han marcado una serie de objetivos divididos
en dos tipos: obligatorios y optativos.
Objetivos obligatorios: Se han decidido que fuesen obli-
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gatorios, los objetivos que se ha considerado que son la ba-
se necesaria para empezar con Capsule Nets. De todos estos
objetivos se tiene co´digo ya implementado y datasets crea-
dos.
Objetivos optativos: Estos objetivos son de cara´cter ex-
ploratorio. Para poder desarrollarlos, primero se necesita
haber realizado todos los obligatorios. Por lo tanto, son ma´s
difı´ciles de planificar desde el principio del proyecto y con-
llevan un riesgo mayor que los obligatorios.
1. [OBLIGATORIO] Aprender Pytorch, ya que es el fra-
mework que se utilizara´ para implementar esta red
neuronal.
2. [OBLIGATORIO] Entender, ejecutar el co´digo y ob-
tener resultados de una de las implementaciones de la
red neuronal CapsuleNets [3] sobre el dataset MNIST.
3. [OBLIGATORIO] Utilizar otro dataset adaptando el
co´digo ya existente, en nuestro caso utilizaremos
EMNIST-letters, para ver co´mo se comporta nuestra
red.
4. [OPTATIVO] Desarrollar software necesario para po-
der crear un dataset de bigramas y adaptar la arquitec-
tura de Capsule Nets para ver si es capaz de reconocer-
los.
5. [OPTATIVO] Generar un u´ltimo dataset de Trigramas,
adaptar la arquitectura para que pueda reconocer dos
bigramas dentro de cada trigrama.
3 ESTADO DEL ARTE
La clasificacio´n de ima´genes es un problema central en
Machine Learning, es por esto por lo que surgen las Re-
des Neuronales Convolucionales (CNN). La idea ba´sica de
estas redes es entrenarse con ima´genes etiquetadas para que
el modelo pueda ir abstrayendo las caracterı´sticas (features)
que le permitan clasificar correctamente la imagen. Una vez
entrenada se podra´ utilizar ese modelo para clasificar nue-
vas ima´genes sin etiquetar. A lo largo de los an˜os, estas
redes han llegado al estado del arte por introducir nuevos
conceptos como veremos ma´s adelante.
MNIST ha sido durante muchos an˜os un dataset de re-
ferencia en el campo, y aunque saturado, sigue siendo un
benchmarking aceptado por la comunidad internacional.
Por ello, las principales CNNs lo utilizan como referencia.
El mejor resultado obtenido sobre MNIST lo ha conseguido
la red de Wan [4], con un 0.21 % de test error y pre proce-
sando las ima´genes. Capsule Nets ha conseguido un 0.25 %
de test error sin ningu´n tipo de pre procesamiento, solamen-
te conseguido antes por redes neuronales mucho ma´s pro-
fundas.
A modo de pequen˜o repaso y puesta en contexto se mues-
tran algunas de las redes neuronales ma´s importantes:
3.1. Breve historia de las redes neuronales
3.1.1. LeNeT-5
Fue una CNN de 7 capas pionera introducida por LeCun
en 1988 [5] y fue utilizada por la gran mayorı´a de bancos
para clasificar los dı´gitos escritos a mano en los cheques.
Una de sus claves para el e´xito fue utilizar convoluciones
para extraer caracterı´sticas espaciales y fue la base sobre
las que se desarrollaron las siguientes arquitecturas.
3.1.2. AlexNet
En 2012, Alex Krizhevsky [6] presento´ esta red que in-
troducı´a nuevas mejoras como el uso de ReLU que ayudo´
a prevenir The vanishing gradient problem [3] e introdujo
el concepto de dropout que consiste en activar y desacti-
var aleatoriamente las neuronas de cada capa para prevenir
el overfitting. Tambie´n introdujo el concepto de data aug-
mentation que consiste en entrenar a la red neuronal con
ima´genes con diferente rotacio´n y a´ngulo.
3.1.3. VGGNet
Fue presentada en 2014 por Karen Simonyan and An-
drew Zisserman [7], su principal mejora fue an˜adir ma´s ca-
pas a la red neuronal.
3.1.4. GoogleNet
Esta red [8] creada en 2015 permite que en cada capa se
puedan realizar operaciones convoluciones y pooling a la
vez concatenado sus salidas y propaga´ndolas a la siguiente
capa lo que se traduce en un mejor aprendizaje de las featu-
res en cada capa.
3.1.5. Microsoft ResNet
Creada en 2015 [9], la idea detra´s de esta red neuronal es
que, en cierto punto, an˜adir ma´s capas no mejora el rendi-
miento de la red, de hecho, ocurre todo lo contrario debi-
do al gradiente. Para evitar esto cada dos capas un identity
mapping addition lo cual ayuda a propagar el error.
Con todos estos avances, las CNN han conseguido obte-
ner excelentes resultados en materia de reconocimiento de
objetos en ima´genes. Pero para ello necesitan una gran can-
tidad de muestras para realizar el entrenamiento. Esto es
debido a que las CNNs no codifican de manera explı´cita la
posicio´n concreta y relaciones espaciales entre caracterı´sti-
cas relevantes para la tarea de clasificacio´n, sino detectan su
presencia en la imagen. Es aquı´ donde entra Capsule Nets
para tratar de solventar estos problemas.
3.2. MNIST
A lo largo de los an˜os el dataset MNIST [2] se ha conver-
tido en un punto de referencia para probar diferentes me´to-
dos de clasificacio´n como CNN o Ma´quinas de Vectores
de soporte (SVM). El principal motivo del uso de MNIST
es que contiene una gran cantidad de muestras, 60000 para
training y 10000 para testing (70000 en total), de dı´gitos es-
critos a mano, los cuales se han normalizado y centrado en
la imagen.
Para poder comparar el rendimiento de Capsule Nets en
MNIST, se utilizara´ el Top 7 de CNNs sin hacer prepro-
cesamiento de las ima´genes, siendo un 0.35 % el mejor re-
ANCOR LO´PEZ HERNA´NDEZ: RECONOCIMIENTO DE CARACTERES UTILIZANDO CAPSULE NETS 3
sultado. La tabla completa con todas las CNNs se puede
encontrar en la web oficial de MNIST [10].
3.3. Word Spotting
Cuando no se puede hacer reconocimiento, se hace word
spotting, introducido previamente en la seccio´n 1.
Esta te´cnica se utilizo´ primeramente sobre documentos
manuscritos. En los u´ltimos 5 an˜os, se utiliza para detectar
en texto en ima´genes de escenas.
Muchos de los me´todos usados para representar texto
(palabras) parten de un diccionario predefinido. Por ejem-
plo, Word2Vec [11] define un espacio donde palabras sis-
tema´ticamente similares esta´n ma´s cerca. Otros me´todos,
como por ejemplo PHOC, codifican las palabras en base a
su distribucio´n de caracteres. Para conseguir esto, PHOC
utiliza histogramas. Se pueden entrenar redes neuronales
para que produzcan una representacio´n de PHOC dada una
imagen de la palabra, como por ejemplo PHOCnet [12].
Capsule Nets podrı´an ofrecer maneras alternativas para de-
tectar la existencia y relaciones de caracteres, y n-gramas
en ima´genes de texto.
4 CAPSULE NETS
Esta red neuronal [1] se divide en 2 partes: Encoder y
Decoder. Las primeras 3 capas forman parte del Encoder y
las 3 siguientes forman el Decoder.
4.1. Encoder
Fig. 1: Arquitectura Encoder de Capsule Nets [1]
4.1.1. Capa 1 - Convolutional Layer
Detecta las basic features de nuestras ima´genes de en-
trada. Consta de 256 feature maps con kernels de 9x9x1 y
stride 1 con funcio´n de activacio´n ReLU.
4.1.2. Capa 2 - Primary Caps
Cada Primary Caps esta´ formada por una matriz de 6x6
capsulas de vectores de 8 Dimensiones, las cuales tienen
32 maps o Primary Caps, en total tendremos 1152 capsulas
(6x6x32) con kernels de convolucio´n de 9x9x256.
4.1.3. Capa 3 - DigiCaps
Esta´ formada por 10 DigitCapsules, una por cada nu´me-
ro que queremos reconocer, con un vector de output de 16
Dimensiones. Como reciben el vector de 8Dimensiones de
las PrimaryCaps, cada uno de estos vectores tiene su matriz
de pesos de 8x16 para transformar los vectores 8D en 16D.
Para calcular el Loss de la red se utilizara´ la siguiente
funcio´n: Esto quiere decir que, si un objeto de la clase k
Fig. 2: Funcio´n Loss [1]
esta´ presente en la imagen, la capsula correspondiente de
nivel ma´s alto tendra´ un output vector cuya norma sera´ co-
mo mı´nimo de 0.9, de lo contrario el output vector tendra´
una Norma inferior a 0.1.
4.2. Decoder
Fig. 3: Arquitectura Decoder de Capsule Nets [1]
Su funcio´n es coger el vector de 16D que tiene como
output el Encoder, aplicarle una ma´scara para dejar solo el
vector con el output ma´s grande y aprender a decodificar-
lo como la imagen de un nu´mero y recrear una imagen de
28x28 como la que tenı´amos en la entrada de Encoder. Co-
mo se puede observar en la figura 3, consta de tres capas
fully connected.
4.3. Routing by Agreement
Una de las novedades introducidas Capsule Nets, en vez
de utilizar me´todos de pooling como la gran mayorı´a de re-
des neuronales, es este algoritmo el cual utilizan las capsu-
las para modificar sus pesos y determinar hacia que capsula
del nivel superior envı´an sus outputs.
Fig. 4: Algoritmo de Routing by Agreement [1]
Por contrapartida, el tener el algoritmo de Routing en vez
de hacer pooling, hara´ que nuestro proceso de aprendizaje
sea bastante ma´s lento, ya que como se puede ver en la fi-
gura 4, se tienen que computar ma´s operaciones y adema´s
hay que iterar sobre cada ca´psula.
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4.4. ¿Co´mo funcionan las capsulas?
Fig. 5: Diferencias entre capsulas y neuronas Fuente:[13]
En la figura 5 se puede ver como las capsulas funcionan
con vectores en vez de escalares, esto les permite tener ma´s
capacidad representativa. Tambie´n se puede observar como
introduce la multiplicacio´n matricial de pesos W, que co-
difica informacio´n importante de la relacio´n espacial entre
caracterı´sticas de bajo y alto nivel, por ejemplo, podrı´a co-
dificar la relacio´n entre un ojo (bajo nivel) y una cara (alto
nivel). Otro aspecto importante es que desaparece el bias a
la hora de hacer el sumatorio de las capsulas y la utiliza-
cio´n de una funcio´n de activacio´n no linear que aplica un
squash a los vectores para que su longitud no sea mayor de
1, preservando la direccio´n de e´stos.
4.5. Capsule Nets con EM Routing
En [14], se introduce una nueva versio´n de ca´psula en
la cual esta´ formada por una unidad logı´stica para repre-
sentar la presencia de una entidad y una matriz 4x4 pa-
ra representar la relacio´n entre la entidad y el observador
(pose). Tambie´n se introduce el algoritmo de Expectation-
Maximization al proceso de routing para que el output de
cada ca´psula sea direccionado a la ca´psula de nivel superior
cuyo cluster tenga votos similares.
5 METODOLOGI´A
Primeramente, se ha aprendido a utilizar PyTorch me-
diante los tutoriales proporcionados en su pa´gina web. Una
vez hecho esto, se ha ejecutado el co´digo de [3] donde esta´
implementada la red Capsule Nets. Se han obtenido los pri-
meros resultados y se ha analizado y comparado con el Top
7 el accuracy/error que se consigue sobre el dataset MNIST.
Tambie´n se ha analizado la reconstruccio´n del Decoder y
modificado las dimensiones del output para observar los
cambios en los dı´gitos.
Para poder ejecutar el co´digo se han necesitado las si-
guientes tecnologı´as/librerı´as:
Python 3 ya que la red neuronal Capsule Nets esta´ im-
plementada en este lenguaje.
Pytorch, comentado anteriormente en 2.
TorchVision para poder descargar y acceder a los da-
tasets sobre los cuales entrenaremos y evaluaremos
nuestra red neuronal adema´s de permitir la opcio´n de
aplicar transformaciones a las ima´genes como el pa-
sarlas a gris o rotarlas.
Numpy para la gestio´n de matrices en CPU.
Matplotlib para poder visualizar por pantalla los resul-
tados obtenidos de nuestra red neuronal y poder com-
pararlos con los del dataset original.
Uno de los problemas surgidos a la hora de ejecutar el
co´digo es que las GPUs de las que dispongo no son compa-
tibles con la tecnologı´a CUDA, por lo tanto, se ha utilizado
Google Colaboratory.
Para el siguiente experimento, se ha ejecutado el co´digo
y analizado los resultados sobre otro dataset, en este caso
EMNIST-letters, para ver co´mo se comporta la red con ma´s
clases y sobre caracteres en vez de dı´gitos.
A continuacio´n, como siguiente experimento, se ha ge-
nerado un dataset de bigramas de letras en ingle´s propio.
Se han hecho las modificaciones en la arquitectura de la red
neuronal pertinentes para adaptarla y se han analizado sus
resultados.
Para finalizar, se ha generado un u´ltimo dataset de trigra-
mas. Se ha vuelto a modificar la red la red a e´ste dataset y
se han analizado sus resultados.
Para la planificacio´n de este proyecto se ha utilizado un
Diagrama de Gantt, do´nde se ha puesto las tareas a realizar
con el tiempo que llevara´ cada una de ellas, se puede ver en
A.1.
6 RECONOCIMIENTO DE DI´GITOS SOBRE
SOBRE MNIST
Para la realizacio´n del primer experimento de ejecutar el
co´digo de Capsule Nets sobre el dataset de MNIST [2]. Se
ha descargado el co´digo de Capsule Nets e instalado todas
las librerı´as y frameworks necesarios para su correcto fun-
cionamiento. Como estamos utilizando una versio´n de Cap-
sule Nets implementada en PyTorch, se ha utilizado la do-
cumentacio´n oficial de su pa´gina web [15] para aprender y
entender su funcionamiento.
Una vez entendido todo, se ha procedido a ejecutar el
co´digo, ver que´ resultados daba y si estos eran los espera-
dos o no. Como se ha comentado en 5, se ha usado Goo-
gle Colaboratory para realizar el entrenamiento de Capsule
Nets. Colaboratory permite ejecutar una Jupyter Notebook
de Python en una ma´quina virtual que Google te asigna y
ası´ poder disponer de una GPU para acelerar la ejecucio´n
de nuestro co´digo. Se han ejecutado 20 epochs ya que el
tiempo del cual dispones de la ma´quina virtual es limita-
do. Los dema´s para´metros de la red neuronal se han dejado
como el paper indica y el batch utilizado es de 100.
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6.1. Resultados
TABLA 1: RESULTADOS TRAINING Y TEST
Accuracy % Error % Loss
Train 99.95 0.048 0.0045
Test 99.41 0.59 0.019
TABLA 2: TOP 7 CNN VS CAPSULE NETS EN MNIST
Nombre de la CNN Error%
Capsule Nets (paper) [1] 0.25
large/deep conv. net,
[elastic distortions] 0.35
large/deep conv. net, unsup. pretraining
[elastic distortions] [16] 0.39
Convolutional net, cross-entropy
[elastic distortions] 0.4
large conv. net, unsup pretraining
[no distortions] [17] 0.53
Trainable feature extractor + SVMs
[affine distortions] [18] 0.54
Trainable feature extractor + SVMs
[elastic distortions] [18] 0.56
unsupervised sparse features + SVM,
[no distortions] [19] 0.59
Capsule Nets (implementaico´n usada) 0.59
Fig. 6: MNIST Test vs Training Loss
Como se puede observar en la tabla 1, tanto en el set de
training como el de accuracy se consigue llegar a un accu-
racy pra´cticamente perfecto (99.95 % en training y 99.41 %
en test). Adema´s de obtener un error de un 0.59 % en el set
de Test en las 20 epochs ejecutadas. El estado del arte sobre
MNIST es del 0.21 % comentado previamente en 3. Tenien-
do en cuenta que en [1] se consigue un error del 0.25 % al
final de toda la ejecucio´n y observando la tendencia del To-
tal Loss en la figura 6, se puede decir que nuestro 0.59 % de
error hubiera llegado a acercarse a ese 0.25 % si se hubieran
ejecutado ma´s epochs.
En la tabla 2 se puede observar que la implementacio´n
utilizada esta´ dentro del Top 7 sobre MNIST. Este resultado
no es malo aunque se esperaba conseguir un error ma´s bajo
y poder estar en el Top 3.
6.1.1. Comparacio´n input - output
Fig. 7: Input Original
Fig. 8: Reconstruccio´n output
Como se puede observar en la figura 8, la reconstruccio´n
de los dı´gitos es correcta e incluso ma´s legible. Tambie´n se
puede observar que los dı´gitos son ma´s gruesos en la re-
construccio´n que en el input original. Esto es debido a que
se ha modificado una de las 16 dimensiones de los vectores
output de DigiCaps. Para demostrar co´mo influye cada di-
mensio´n en aspectos de la reconstruccio´n, se ha cogido un
dı´gito y se ha modificado cada una de las dimensiones en
un rango de -0.25 a 0.25 con un intervalo de 0.05.
Fig. 9: Variacio´n dı´gito segu´n dimensio´n
Por lo tanto, se puede comprobar en la figura 9 como cada
una de estas dimensiones controlan caracterı´sticas de los
dı´gitos como el grosor, la altura o la curvatura por ejemplo.
7 RECONOCIMIENTO LETRAS SOBRE
EMNIST-LETTERS
Para este experimento, se ha escogido el dataset de EM-
NIST que contiene letras para ver co´mo de bien clasifica ca-
6 EE/UAB TFG INFORMA´TICA: RECONOCIMIENTO DE CARACTERES UTILIZANDO CAPSULE NETS
racteres Capsule Nets. Este dataset contiene 26 clases, una
por cada letra del alfabeto ingle´s. Se ha procedido a modi-
ficar la arquitectura de Capsule Nets haciendo que la capa
de DigiCaps contenga 26 DigiCapsules para poder almace-
nar todas las letras. Tambie´n se ha modificado la entrada del
Decoder para poder recibir estos 26 vectores para su poste-
rior reconstruccio´n. Adema´s, se han an˜adido nuevas clases
para poder leer el nuevo dataset y hacer las particiones de
train/test.
En una primera ejecucio´n, se observo´ que las ima´genes
de las letras que se pasaban como input al Encoder parecı´an
estar rotadas y tener alguna modificacio´n geome´trica ma´s.
Por este motivo, se decidio´ aplicar un flip horizontal y una
rotacio´n en a´ngulo de 90a a cada imagen. Como se vera´ en
7.0.2, ahora sı´ que se muestran correctamente las letras.
Al constar de 88.800 muestras para training y 14.800 pa-
ra el test (103.600 en total), este dataset es mayor que MN-
SIT (70.000 en total) y al casi triplicar el nu´mero de clases,
26 contra 10, se espera que el entrenamiento lleve au´n ma´s
tiempo que para el experimento anterior. Por lo tanto, tan
solo se han ejecutado 5 epochs, ya que Google Colabora-
tory asigna las GPUs por un tiempo limitado. El resto de
para´metros se han dejado igual que en el experimento ante-
rior.
7.0.1. Resultados
TABLA 3: RESULTADOS TRAINING Y TEST
Accuracy % Error % Loss
Train 94.32 5.67 0.054
Test 93.57 6.42 0.059
Fig. 10: Test vs Train Loss en EMNIST-letters
A falta de poder ejecutar ma´s epochs por falta de tiempo,
se puede observar en la tabla 3 que el accuracy ma´ximo en
el set de Test es de 93,57 % y 94,32 % en Training. Como
en 6, si observamos la tendencia del Loss en la figura 10,
aumentando el nu´mero de epochs, se hubiesen conseguido
mejores resultados sobre EMNIST-letters.
7.0.2. Comparacio´n letras input - output
Fig. 11: Input letra original
Fig. 12: Reconstruccio´n output
Al igual que en 6.1.1 se puede observar como en la re-
construccio´n las letras, e´stas tienen un grosor superior a
las de entrada. Tambie´n se puede ver que se han realizado
las transformaciones geome´tricas adecuadas para la correc-
ta visualizacio´n de nuestras ima´genes.
8 RECONOCIMIENTO DE N-GRAMAS
8.1. Reconocimiento de Bigramas
Para la realizacio´n de este experimento se ha creado un
script en Python que genera ima´genes de los 20 bigramas
ma´s utilizados en ingle´s. Se han utilizado todas las fuentes
que tiene el sistema Linux, distribucio´n Ubuntu. Tambie´n
se ha cambiado el taman˜o de 28 x 28 pixeles a 48 x 48 ya
que ahora nuestra imagen contiene dos letras.
Adema´s, se ha puesto el bigrama en una posicio´n aleato-
ria, tanto en altura como en anchura, dentro de cada imagen.
Con todo esto se consigue un dataset de 88.593 ima´genes,
con 70.976 de training y 17.617 para el test. Se han modi-
ficado los siguientes aspectos en la arquitectura de nuestra
red neuronal:
1. El nu´mero de clases pasa a ser 20, una por cada bigra-
ma.
2. Se ha reducido el taman˜o del batch a 50 ya que al ser
ima´genes con mayor nu´mero de pixeles no habı´a sufi-
ciente memoria para poder ejecutar nuestro co´digo.
3. Se ha modificado el input de DigiCaps de acuerdo con
el nuevo output del punto 3, [6x34x32].
4. Por u´ltimo, se ha modificado las 3 capas Fully Connec-
ted del Decoder para generar la imagen reconstruida de
28x84.
Al aumentar todos estos para´metros, hace que nuestro al-
goritmo vaya ma´s lento tan solo hemos podido ejecutar un
total de 3 epochs.
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8.1.1. Resultados
TABLA 4: RESULTADOS TRAINING Y TEST
Accuracy % Error % Loss
Train 94.53 5.46 0.12
Test 89.26 10.74 0.195
Como se muestra en la tabla 4 de resultados del test, se
consigue llegar a un accuracy del 89,26 %. Se puede de-
cir que es aceptable y que probablemente, con la evolucio´n
descendente en la figura 13 del loss, tanto de train como de
test, aumentando el nu´mero de epochs se habrı´a llegado a
unos resultados mejores.
Fig. 13: Test y Training Loss
8.1.2. Comparacio´n bigramas input - output
Fig. 14: Input bigrama original
Fig. 15: Reconstruccio´n output
Se puede observar como en la reconstruccio´n del bigra-
ma hay un difuminado, esto tambie´n se observa en [20] y se
puede atribuir probablemente a la falta de informacio´n para
la correcta reconstruccio´n de la imagen. Como se menciona
en [1], al ejecutar Capsule Nets sobre el dataset de Cifar10,
han modificado la arquitectura para que en vez de 32 capsu-
las, hayan 64 y ası´ poder recoger mejor toda la informacio´n
de las ima´genes. Lo siguiente que se observa en la recons-
truccio´n, es que el bigrama siempre aparece en el centro de
la imagen, cuando deberı´a aparecer en la misma posicio´n
donde se encuentra el original. No se ha conseguido dedu-
cir una razo´n clara por la que esto ocurra.
8.2. Reconocimiento de Trigramas
Para la realizacio´n de este u´ltimo experimento, se ha ge-
nerado un dataset con un total de 16 trigramas diferentes.
Cada trigrama esta´ formado por dos bigramas ya que la
finalidad del experimento es reconocer estos bigramas. Se
tendra´ un total de 25 clases, con lo cual el conjunto de train
contara´ con 9,072 ima´genes y el de test con 2,112. Como so-
lo se han cogido 16 trigramas, el nu´mero de bigramas esta´
restringido al no poder utilizarse todas las combinaciones
posibles. Adema´s, como cada trigrama pertenece a 2 clases,
se ha generado un archivo .csv con el nombre de la imagen
y las clases a las que pertenece.
Al tener un dataset diferente a los vistos anteriormente,
se ha tenido que modificar la clase base que los cargaba en
nuestra red para que, a cada muestra de los sets, le asignase
las dos etiquetas de sus clases correspondientes. Tambie´n
se ha tenido que modificar la arquitectura para adaptarla a
las 25 clases y detectar las dos ca´psulas con vectores de
mayor valor en el output que nos da la capa de DigiCaps.
Al hacer esto, nos surge la limitacio´n de que, si hubiese un
trigrama formado por aaa, suponiendo que el bigrama aa
pertenece a la clase 1, el output correcto que deberı´a tener
es (020000000000000000000000), pero como sacamos los
dos vectores de mayor valor, solo nos darı´a la primera clase
a la que pertenece en vez de decir que hay dos bigramas de
la misma clase.
Como estas nuevas ima´genes tienen ma´s informacio´n en
ellas, se ha tenido que reducir el batch a 25 porque el sis-
tema se quedaba sin memoria realizando el entrenamiento.
Por este motivo, la velocidad de ejecucio´n de cada epoch ha
descendido y solo se ha ejecutado un total de 5. Al ver la
mala reconstruccio´n realizada en la figura15, se ha optado
por no realizar reconstruccio´n en este experimento, ya que
se ha creı´do que lo importante era ver si Capsule Nets era
capaz de clasificar correctamente estos trigramas.
A continuacio´n, se muestra una imagen de ejemplo para
tener una idea del aspecto que tiene nuestro input:
Fig. 16: Input trigrama original
8.2.1. Resultados
TABLA 5: RESULTADOS TRAINING Y TEST
Accuracy % Error % Loss
Train 99.08 0.82 0.052
Test 98.00 2.00 0.096
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Fig. 17: Test y Train Loss sobre Trigramas
De la tabla 5, aun siendo sobre un dataset con pocas
muestras, se puede decir que Capsule Nets es capaz de re-
conocer y clasificar correctamente ma´s de un objeto en una
misma imagen. El mejor accuracy conseguido al finalizar la
ejecucio´n es de un 98.00 % en el dataset de test. Adema´s,
si se observa como desciende el loss en la figura17, esta
arquitectura podrı´a llegar a un accuracy superior.
A modo de ilustracio´n, en la figura 18 , se puede observar
como para el trigrama for, el output del Encoder con las 25
clases, nos enmascara correctamente las posiciones de las
clases a las cuales pertenece este trigrama. Por lo tanto, se
deduce que es capaz de diferenciar el bigrama fo y or.
Fig. 18: Output Encoder Trigramas
9 CONCLUSIONES
Como se ha podido comprobar con el experimento sobre
MNIST 6.1 y EMNIST-letters 7.0.1, Capsule Nets consigue
excelentes resultados en cuanto al reconocimiento y recons-
truccio´n de caracteres. Consigue llegar a un 0,59 % de error
y seguramente con capacidad de mejora si se hubiese entre-
nado por ma´s tiempo. Gracias a la obtencio´n de estos resul-
tados puedo decir que se han realizado satisfactoriamente
los objetivos obligatorios.
Adema´s, de los resultados obtenidos sobre nuestro data-
set de bigramas 8.1.1, se puede concluir que nuestra red es
capaz de detectar conjuntos de caracteres agrupados. Tam-
bie´n se puede deducir de la reconstruccio´n que nos ha he-
cho el Decoder en estos bigramas, que cua´nta ma´s informa-
cio´n contenga la imagen sobre la que estamos trabajando,
necesitaremos tener ma´s capas de ca´psulas o ma´s ca´psulas
en cada capa para conseguir almacenar toda la informacio´n
necesaria. Con esto, se conseguira´ una correcta reconstruc-
cio´n y que desaparezca ese efecto de difuminado. Sobre el
problema de que cuando reconstruimos el bigrama nos sal-
ga siempre centrado, despue´s de investigar, no se ha podido
dar una explicacio´n/solucio´n.
Respecto al experimento sobre trigramas, aunque ejecu-
tado con un dataset pequen˜o, se puede afirmar que Capsule
Nets es capaz de detectar ma´s de una clase en una misma
imagen. Con esto se confirma la hipo´tesis que se planteaba
en 1, se podrı´a llegar utilizar esta red neuronal en el campo
de Word Spotting para la deteccio´n de palabras.
Una conclusio´n muy interesante es que como cada ca´psu-
la guarda relacio´n espacial entre las diferentes features,
Capsule Nets necesita una fraccio´n de muestras para entre-
narse comparada con las CNNs cla´sicas. Ası´ se evita entre-
nar a Capsule Nets para aprender todas las variaciones que
pueden tener los objetos que se quieren reconocer y clasifi-
car.
Para acabar, de todos los experimentos realizados he con-
cluido que ejecutar esta red en CPU es pra´cticamente invia-
ble ya que la complejidad computacional que an˜ade el algo-
ritmo de routing es elevada. Esto hace que se tarde unas 3
horas en realizar una epoch sobre MNIST en CPU. Utilizan-
do una GPU pasa a tarde 30 minutos en realizar cada epoch.
De aquı´ que el autor de Capsule Nets, Geoffrey Hinton, pro-
pusiese e´ste modelo hace tiempo y por falta de potencia de
co´mputo en las GPUs se ha tenido que esperar hasta ahora
para poder implementarla.
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