Abstract. The paper formulates a condition such that if the condition holds the Riemann Hypothesis is true.
Introduction
The Rieman zeta function is ζ(s) = ∞ n=1 n −s (1) where s = x + iy, x, y ∈ IR, is a complex number. It is known that the zeta function can be continued analytically to the whole complex plane except for s = 1 where the function has a pole. The zeta function has trivial zeroes at even negative integers. It does not have zeroes for x ≥ 1 and the only zeroes for x ≤ 0 are the trivial ones. The nontrivial zeroes lie in the strip 0 < x < 1, see e.g. [1] .
Lemmas and the theorem
Let P = {p 1 , p 2 , . . . |p j is a prime, p j+1 > p j > 1, j ≥ 1}
be the set of all primes larger than one. Let s = x + iy, x, y ∈ IR and x > 1 2 . We define ψ 1 (s) by ψ 1 (s) = ζ(s) ζ(2s) .
As ζ(2s) does not have zeroes for x ≥ 1 2 and ζ(s) is analytic in the whole complex plane except for s = 1, the function ψ 1 (s) is analytic when x > 1 2 except for at s = 1. If x > 1 the function ψ 1 (s) has the absolutely convergent series expression
where the numbers p j are the primes in (2). We generalize the equation ζ(s) = ψ 1 (s)ζ(2s) in Lemma 1.
Lemma 1.
Let z = σ + iδ, σ, δ ∈ IR, s = x + iy, x, y ∈ IR, x > 1 2 , and Re{s + z} > 1. We define absolutely convergent products
Proof. The functions (6) and (7) are given in a form where the highest orders of p −s j are directly seen. Simplifying (6)
Directly multiplying the absolutely convergent products Proof. Let ǫ > 0 be chosen smaller than x − 1 2 and |z| < ǫ. Then Re{s + z} ≥ x − |σ| > 1 2 . This means that the product (5) is absolutely convergent. As it is an absolutely convergent infinite product, it does not converge to zero. Thus, φ(s, z) and φ(s, z) −1 are analytic and therefore finite for x > 1 2 , |z| < ǫ. Then also φ(s, 0) −1 = 0. We can take the logarithm of ξ(s, z) when Re{s} > 1 since the function is not zero. In order to analytically continue (7), let us write
The sum v(s, z) is obtained by expanding the logarithm into a series. The sum v(s, z) converges absolutely for Re{s + z} > 1 2 and the analytic continuation of ζ(s + z) yields the analytic continuation for ξ(s, z) for x > 1 2 , |z| < ǫ. This is shown as follows. The first term to the right in v(s, z) converges absolutely since it has the power −2s − z for p j . The two other terms converge absolutely because
shows absolute convergence of the terms for Re{s + z} > 
is analytic when ξ(s, z) and φ(s, z) are analytic and nonzero. φ(s, z) is nonzero when x > 1 2 and |z| < ǫ. However, ξ(s, z) can be zero. We have already shown that ξ(s, z) differs from ζ(s + z) only by a nonzero function. Let s 0 be a zero of ζ(s). The zeroes of ζ(s) are isolated, If ǫ is selected sufficiently small, the points when s + z = s 0 are in an ǫ-neighborhood of s 0 . Lemma 2 is proved.
Notice that in a neighborhood of a zero s 0 of ζ(s) the function ψ(s, z) is singular always when s + z = s 0 . ψ(s, z) is not continuous at (s 0 , 0) because ψ(s 0 , 0) = 1 but ψ(s 0 , z) is unbounded for some arbitrarily small z. Thus, if a zero s 0 of ζ(s) exists, ψ(s, z) does not behave nicely. This does not mean that ψ(s, z) actually has such bad behaviour since we cannot assume that a zero of ζ(s)
exists. The goal of the proof is to conclude from general properties of functions that this kind of bad behaviour cannot happen. The argument for Conjecture 1 is one way of concluding so by general properties of limits.
Let us define the finite products
, and the infinite products that are absolutely convergent when Re{s} > 1, Re{z} > 0:
Proof. Let s 0 be a point where ζ(s 0 ) = 0 and 1 > x 0 > 1 2 . In the equation
φ k (s, z) and ψ k (s, z) are finite products. They are nonzero at (s 0 , 0) and continuous at z = 0 as functions of z. ξ k (s, z) is zero at (s 0 , 0). If we can vary z slightly while keeping s at s 0 and find such an z, |z| < ǫ, that ξ k (s 0 , z) = 0 then the product in (9) is not zero, i.e. ζ(s 0 ) = 0. Thus, it is not possible to vary z in this way. It follows that all partial derivatives of ξ k (s, z) with respect to z vanish at (s 0 , 0):
Lemma 3 is proved. 
Proof. Let z = σ + iδ, σ, δ ∈ IR, s = x + iy, x, y ∈ IR, and x > 1 2 . Let ǫ > 0 be chosen smaller than x − 1 2 and |z| < ǫ. Then Re{s + z} ≥ x − |σ| > 1 2 . We also assume that ǫ > 0 is chosen so small that ψ(s, z) and ξ(s, z) have the analytic continuations from Lemma 2. Let f j (s, z), j ≥ 1, be any continuously differentiable functions of s and z in an open neighborhood of (s, z) and let the infinite product
For ξ(s, z) as in (7) and Re{s + z} > 1 we get from (10)
Let us write
∂z .
Then u(s, z) is absolutely convergent if Re{s + z} > 
We can continue h(s, z) analytically to 1 > Re{s + z} > 
where 
Let us assume D (j) ζ(s 0 ) = 0 is shown by induction for j < n. Then
by the assumption. Lemma 4 is proved. Proof. Riemann showed that
Thus, if there exists a zero s 0 = x 0 + iy 0 of ζ(s) with 0 < x 0 < 1 2 then there exists a zero of ζ(s) at a symmetric point in 1 2 < x < 1. Therefore we only need to look at the strip The derivate f ′ (z) of a function f (z) is defined by a limit procedure. By this limit 
Conclusions
If Conjecture 1 is true, then the Riemann Hypothesis holds.
