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ABSTRACT
This thesis concerns with Dynamic Discrete Dislocation Plasticity (D3P), a planar method of discrete dis-
location dynamics aimed at the study of plastic relaxation processes in crystalline materials subjected
to weak shock loading and high strain rates. Traditionally, the study of plasticity under these condi-
tions was based on experimental measurement of the macroscopic response of the material. Using
these data, well-known macroscopic constitutive laws and equations of state have been formulated.
However, direct simulation of dislocations as the dynamic agents of plasticity in those circumstances
remains a challenge. In discrete dislocation dynamics (DDD) methods, in particular planar discrete
dislocation plasticity (DDP), dislocations are modelled as discrete discontinuities in an elastic contin-
uum. Current DDP and DDD methods are unable to adequately simulate plastic relaxation because
they treat dislocation motion quasistatically, neglecting the time-dependent nature of the elastic fields
and assuming that they instantaneously acquire the shape and magnitude predicted by elastostatics.
This thesis proves that under shock loading, this assumption leads to models that invariably break
causality. This thesis posits that these limitations can only be overcome with a fully time-dependent
formulation of the elastic fields of dislocations. A truly dynamic formulation for the creation, annihi-
lation, and nonuniform motion of straight edge dislocations is derived, extending the DDP framework
to a fully elastodynamic formulation, D3P. This thesis describes the changes in paradigm that D3P
poses, including retardation effects in dislocation interactions and the effect of the dislocation past
history. The thesis then builds an account of all the methodological aspects of D3P that have to be
modified from DDP, including mobility laws, generation rules, etc. Finally, the thesis explores the ap-
plications D3P has to the study of plasticity under shock loading. It is found that, D3P elastodynamic
formulation is able to explain the attenuation of the dynamic yield stress in a shock as a cumulative
interference of elastic waves.
v
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The real experience-unity of hyletic and noetic component pieces is totally different from the unity of noematic
component pieces consciously grasped in them (. . .) That which is transcendentally constituted through the
noetic functions on the ground of the material experiences is indeed a given object and an evidently given object;
but it belongs to the experience even in a wholly different sense than the real and therewith authentic
constituents of the experience.
Husserl, Ideas, I, 97.
Time-space is the enowned encleavage of the turning trajectories of enowning, of the turning between
belongingness and the call, between abandonment by being and enbeckoning (the enquivering of the resonance
of being itself!) (. . .) The cleavage is the inner, incalculable settledness of enownment; of the essential swaying
of being as the midpoint that is used and that grants belonging — the midpoint that continues to be related to
the passing of god and the history of man at the same time (. . .) The enowning of enownment gather within
itself the decision: that freedom, as the ground that holds to abground, lets a distress emerge from out of which,
as from out of the overflow of the ground, gods and man come forth into partedness.
Heidegger, From enowning, V, d, 238.
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1 INTRODUCT ION
The overarching theme of this thesis is plasticity under high strain rate shock loading. As such,
this thesis is an account of a number of related questions regarding shock physics, materials science,
physical metallurgy, solid mechanics and—to a smaller extent—solid state physics. The fundamental
question explored here is: what is the role of dislocation in the plastic deformation of crystalline
materials subjected to a shock?
This, of course, could be regarded as a mere excuse for what constitutes the main result of this
investigation, Dynamic Discrete Dislocation Plasticity (D3P), the first method of dislocation dynamics to
introduce a fully elastodynamic treatment of the fields of dislocations. However valuable that might
be, the motivation for introducing D3P is well rooted: its development is, in a sense, one of the few
available options to tackle the study of plastic relaxation in shock compressed materials.
Dislocations are the fundamental carriers of plasticity, so the study of their influence in the plastic
behaviour of a material seems a natural choice if any physical insight is to be gained. Physical insight
is one of the main reasons for this thesis. The systematic study of the plastic behaviour of shock
compressed materials has a long and illustrious history, dating back to the 1940s. However, shock
loading involves a series of complications, such as extremely short time scales and extremely intense
lattice compressions, that have traditionally precluded the direct experimental investigation of the
microscopic mechanisms it involves. Thus, at least until the late 1980s, the largest part of the corpus of
knowledge in shock compression plasticity focused on the empirical study of the macroscopic response
of different materials to increasingly stronger and faster shock loads. This forms the basis of shock
physics, which consequently arises as an eminently empirical branch of physics. Whatever physical
insight was gained before the 1980s, was based on simplified analytical models of plasticity at shock
fronts, and on constitutive modelling of the experimental response.
Chapter 2 concerns the classical account of shock waves given by the hydrodynamic theory. The study
of shock wave phenomena dates back to the 19th century, when shock waves were first studied, and
later observed, as sudden, compressive discontinuities in the flow of a perfect fluid. The hydrodynamic
analysis, originally introduced for gases and liquids and later extended to solids, dominates on a
fundamental level the thinking of shock physics as a discipline, and impinges most of the analysis of
experimental data.
Chapter 3 introduces a different account of shock waves: constitutive modelling in the plastic wave
theory. Constitutive modelling has been successfully used to characterise the plastic behaviour of mate-
rials subjected to very high strain rate. It remains very popular because it leads to cost-effective models
that can easily be adapted to design applications. In this chapter, the main characteristics of constitu-
tive modelling for shock compressed solids are reviewed. The chapter places particular emphasis on
the use of the Orowan equation, which is often regarded as the bridge between the microscopic world
of dislocations and the plastic continuum. By means of the Orowan equation, it has been hoped, one
may perhaps infer the principal mechanisms at play in the plastic deformation of shocked materials.
Consequently, a simple constitutive model based on it is derived, and its consequences explored. As
will be argued, constitutive models do provide excellent matches to experimental data, but inferring
microscopic behaviours from them is severely limited.
In the late 1980s, the generalisation of modern simulation techniques such as molecular dynamics,
density functional theory, crystal plasticity or dislocation dynamics enabled a more direct study of the
different mechanisms behind the plastic response of crystalline solids. However, theoretical studies of
shock loading have been limited in terms of the length scales and timescales involved. This thesis will
first be devoted to examining the current understanding of dislocation activity behind the front.
Chapter 4 introduces the main progresses made in that respect. It examines the analytical models
of shock compression and plasticity based on the theory of dislocations, and compares them to the
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results obtained in the most recent molecular dynamics simulations. As is argued, molecular dynamics
simulations and, in general, atomistic simulations, are still fairly limited in the size of the systems
they can probe. However, plasticity under shock loading involves time scales and length scales that
dislocation dynamics should be able to probe.
Discrete dislocation dynamics is a mesoscale technique; it employs the theory of elasticity to simulate
plasticity as the collective result of the motion of individual dislocations. Its simplicity, alongside
previous successes in studying plasticity in low strain rate, low stress conditions, makes this technique
particularly attractive for the purposes of this thesis. In chapter 4, it is argued that all the attempts to
date to adapt discrete dislocation dynamics to the study of shock loading and high strain rate plasticity
are fundamentally flawed. Hitherto, all dislocation dynamics techniques are based on the quasi-static
principle, whereby the fields of dislocations propagate instantaneously. In chapter 4, it is proved that
when such techniques are applied under shock loading, they invariably violate causality.
It follows that discrete dislocation dynamics can only be employed if time is included as a field
variable in the description of all the fields involved. In this thesis, and arguing that shock loading
is applied under conditions of almost perfect plane strain, a planar model of plasticity, Discrete Dis-
location Plasticity (DDP), is expanded to account for time as a field variable. Consequently, chapter 5
is devoted to the derivation of the elastodynamic fields of an injected, non-uniformly moving edge
dislocation. As will be seen, the solutions to the elastodynamic fields of dislocations are complex,
and entail widespread numerical evaluations, performed at a much greater cost than their elastostatic
counterparts.
Because of the novelty of these fields, chapter 6 offers an account of their main features. This
include their wave structure; their dependence on the past history of each dislocation, which is shown
to have dramatic effects in their form and magnitude. As a result of these features however, causality
is recovered.
Chapter 7 lays down the foundations of ‘Dynamic Discrete Dislocation Plasticity’ (D3P), which is the
name that has been given to the elastodynamic extension of Discrete Dislocation Plasticity based on the
fields described in chapter 5. As was hinted in chapter 6, the introduction of time as a field variable not
only adds to the complexity of the method, but has widespread implications in the way the simulations
of D3P must be carried out. In D3P, time truly proves to induce a change of paradigm from traditional
discrete dislocation dynamics. Thus, chapter 7 is concerned with the main methodological aspects that
are altered as result. These include the mobility of dislocations, the activation of Frank–Read sources,
additional generation mechanisms such as homogeneous nucleation, . . ..
Finally, chapter 8 applies D3P to the study of the plastic relaxation of shock compressed aluminium.
Particular focus is given to the development of dislocation microstructures, and to the role dislocations
have in relaxing the shock front itself. Using D3P, it is proven that the attenuation of the dynamic yield
point, a phenomenon that had been reported in the last 40 years, can be explained as a destructive
interference of the elastodynamic fields of the dislocations that are homogeneously nucleated at the
shock front itself. Furthermore, the role of the dislocations’ mobility law is explored, alongside a
comparative study of the attenuation of the yield point in iron, molybdenum and nickel.
Chapter 9 offers the conclusions to this thesis, highlighting the main contributions made with this
work, together with its capabilities and limitations.
2 SHOCK WAVES IN SOL IDS
The sound of thunder and the cracking of a whip are likely to be amongst the first direct experiences
of a shock wave humankind ever had. The development of firearms and modern gunnery must have
made shock waves commonplace, even if people still remained unaware of their existence. For sure,
the scientific study of shock waves can only be traced back to the works of 19th century engineers
William Rankine (1820-1872) and, particularly, Pierre-Henri Hugoniot (1851-1887).
Figure 1: Photograph of the shock fronts on
a bullet published by Ernst Mach
in 1887. Source: Wikimedia Com-
mons.
Shock waves can be described as the result of a sudden,
high intensity compression in a system. Before they had
been experimentally observed, shock waves were considered
an unlikely possibility. In his 1846 ‘theory of sound’, George
Stokes (1819-1903) had postulated the existence of discontin-
uous motion in fluids; i.e., a fluid flow consisting of two dis-
tinct regions of different pressure, density, and temperature
that could coexist without a smooth transition—the discon-
tinuity itself would be what nowadays is called a shock front
[Salas, 2007]. Stokes’ remarks went relatively unnoticed until
1877, when Lord Rayleigh (1842-1919) examined the energy
balance around the discontinuity (the shock front) itself. He
found that energy would need to be lost at the front to en-
sure mass and linear momentum were conserved; with no
additional source energy to sustain the flow, Rayleigh con-
cluded that shock waves were impossible [Salas, 2007].
However, a few years earlier William Rankine [Rankine,
1870] had already developed a theoretical framework able to circumvent Rayleigh’s objections.
Rayleigh and Stokes had performed a mechanistic analysis of shock waves based on the conserva-
tion of linear momentum; this implicitly assumed the adiabaticity of the whole medium.However,
Rankine was not as restrictive, and had focused on the thermodynamic aspects of wave propagation
instead. He studied the shock wave discontinuity by pointing out that, in any real system, one could
consider the transitions as non-adiabatic (as otherwise Rayleigh’s own work suggested), and went on
to describe the jump conditions of a shock wave in a perfect gas under such conditions [Rankine, 1870].
Rankine did not pursue his study further, and it fell upon Pierre-Henri Hugoniot to develop the
first complete theory not only of shock waves [Hugoniot, 1887, 1889], but of motion of perturbations
in a fluid. As Rankine had done before, Hugoniot examined ‘les discontinuités qui se manisfestent dans
la propagation du mouvement’ [‘the discontinuities that arise in the propagation of motion’1] in a fluid
(vid. [Hugoniot, 1889], p. 68). He introduced the famous Hugoniot relation between the kinetic and
internal energies of the flow across the shock wave, and by considering the fluid to be free of viscosity
and heat conduction, he was able to relate the compressed ‘shocked’ state and the uncompressed one
with his famous Hugoniot equations. In his honour, the shocked state is commonly referred to as the
‘Hugoniot state’.
In 1887 Ernst Mach (1838-1916) was able to photograph shock waves in bullets (see fig.1), therefore
proving the existence of shock waves and settling the issue [Salas, 2007]. Thereafter, the study of shock
wave phenomena thrived.
Hugoniot and Rankine’s thermodynamic approach is usually termed the hydrodynamic theory be-
cause it treats the medium as a compressible fluid, lacking both viscosity and shear resistance; these
are the usual assumptions made for studying free water flows, and hence the name. After the pi-
oneering works of Rankine and Hugoniot, further developments by Mach, Hadamard, Duhem and
1 My translation.
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Figure 2: A stationary shock front as depicted in hydrodynamic theory. {P, ⇢, T , v} are, respectively, the medium’s
pressure, density, temperature and particle velocity; vfront is the shock front’s own speed. The shock is
assumed to be uniaxial, so all parameters are scalars. Adapted from Goldsmith [Goldsmith, 2001], p.
147.
Lamb completed the unified hydrodynamic theory of shock waves that appears in most modern text-
books. Nowadays, shock wave phenomena are mainly studied by researchers who belong to the Shock
Physics community. Historically, this branch of physics has been largely an empirical field, concerned
with the experimental determination of the response of different media to shock waves. In recent
decades, theoreticals studies of shock wave phenomena have become increasingly widespread.
The influence of the hydrodynamic theory is wide. It is not a wild assumption to presume that to
date, most physicists and engineers picture shock waves as the discontinuities produced by throttling
the supersonic flow of a fluid (notice those in fig.1). Thus, shock waves are usually imagined as
a travelling, Heaviside step-like strong discontinuity, through which the medium is instantaneously
compressed. This hydrodynamic framework is prevalent not only in the study of shock waves in
fluids and gases; it also dominates the thinking of shock wave phenomena in solids, where as will be
discussed in this chapter, shock waves displays features that go beyond those of a fluid.
This chapter is concerned with the specific features of shock wave phenomena in solids, which are
introduced from the perspective of the hydrodynamic theory. Here, its applications and limitations to
the study of shock waves in solids will be discussed, offering a critical review of some of the aspects
that directly impinge the subsequent chapters of this thesis.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿
The hydrodynamic theory of wave propagation in solids refers to the study of shock wave phenomena
in media that, like a fluid, lack shear resistance. It is a well-established approach, and can be found
treated in great detail in many textbooks on shock wave phenomena, including Meyers [Meyers, 1994],
Zel’dovich and Raizer [Zel’dovich and Raizer, 2002] or Goldsmith [Goldsmith, 2001]. Here, a brief
review of its key points is offered, aiming at detailing its application to the study of shock wave in
solids.
￿.￿.￿ Outline of the hydrodynamic theory of shock wave front propagation
The key assumption of the hydrodynamic theory is to treat the solid as a fluid [Goldsmith, 2001]. The
material is assumed to be homogeneous, compressible, with no shear resistance nor, at least for the
most elementary approaches, viscosity. The adequacy of this hypothesis is discussed in section 2.5;
here it is merely followed to all its consequences.
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Shock fronts are treated as discontinuous surfaces of no apparent thickness [Meyers, 1994] that
separate two distinct regions, as shown in fig.2: the unshocked or undisturbed region, defined by
the intensive parameters {P0, ⇢0, T0, v0}; and the shocked or compressed medium, defined by their
shocked counterpart {P1, ⇢1, T1, v1}. Hereafter, P denotes pressure, ⇢ density, v = 1/⇢ specific volume,
T temperature, v speed. It is important to notice here that the hydrodynamic theory introduces the
shock front as an ad hoc hypothesis, and that its objective is to characterise the shocked state by
studying the thermodynamic relationship between the unshocked and shocked state.
For simplicity, the shock front is assumed to move with speed vshock, so that vshock- v0 and vshock-
v1 are the material’s particle velocities relative to the front itself, as shown in fig. 2.
The shock front is defined as an infinitely thin discontinuity in density, pressure, and temperature.
Because it is infinitely thin, heat conduction and body forces at the shock front itself are also neglected.
Under these assumptions, the following conservation equations can be written [Meyers, 1994].
￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ (￿￿￿￿￿￿￿￿￿￿) Continuity requires that the mass moving towards the front
equates the mass moving away from the front. The mass flux in each case is
m˙in = m˙0 = ⇢0(vshock - v0) (2.1)
and
m˙out = m˙1 = ⇢1(vshock - v1) (2.2)
Equating both:
⇢0(vshock - v0) = ⇢1 (vshock - v1) (2.3)
￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ The conservation of linear momentum requires that the shock
front’s surface to be in mechanical equilibrium: the force exerted by the medium on one side must be
equated by that on the other. The force on the unshocked side is
F0 = ⇢0A · (vshock - v0) + P0A (2.4)
where A is the cross-sectional area of the shock front. The force on the shocked side is
F1 = ⇢1A · (vshock - v1)- P1A (2.5)
Where the negative sign in front of P1A comes from the fact that, by convention (vid.fig.2), vshock - v1
has the same sign as vshock - v0 but the pressure forces are applied over different sides of the same
surface and, therefore, oppose each other. By equilibrium, F0 + F1 = 0, so
-⇢1 · (vshock - v1) + P1 = ⇢0 · (vshock - v0) + P0 (2.6)
so that, recalling that ⇢0(vshock - v0) = ⇢1 (vshock - v1) from continuity
P1 - P0 = ⇢0(vshock - v0)(v1 - v0) (2.7)
￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ The conservation of energy requires calculating the work done over the
shock front, and equating it to the energy between the two sides of the front. The work flow per unit
mass exerted is,
 W = P1A · v1 - P0A · v0 (2.8)
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The total energy flow will be the sum of the kinetic and internal contributions. Here, e denotes the
specific internal energy (energy per unit mass):
 W =
1
2
⇢1A (vshock - v1)v21+ e1⇢1A(vshock-v0)+
1
2
⇢0A (vshock - v0) v20+ e0⇢0A(vshock-v0) (2.9)
Equating both and invoking continuity again,
P0v0 - P1v1 = ⇢0(vshock - v0)

e1 - e0 +
1
2
(v21 - v
2
0)
 
(2.10)
Eqns. 2.3, 2.7, and 2.10 are often called the Rankine-Hugoniot equations or jump conditions. They con-
form a system of three equations with unknowns the original seven variables {P0,P1, ⇢0, ⇢1,v0,v1, vshock}
and two additional ones, the internal energies {e0, e1}. The unshocked state {P0, ⇢0,v0} is typically
known, which would leave six variables and three equations. Hence, if the shocked state is to be char-
acterised, an additional set of equations must be introduced; this is achieved by invoking an equation
of state.
￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ An equation of state relates intensive variables to extensive ones [Callen, 1985].
Here, the introduction of one for both the shocked and the unshocked state could be used to, for
instance, relate ei to {Pi, ⇢i} (i.e., an equation of state of the form P = P(⇢, e)). Equations of state
characterise the medium’s behaviour under different conditions, so they are the only element in the
hydrodynamic theory where the material’s actual behaviour comes into consideration.
For example, when studying gases, both Rankine and Hugoniot invoked [Hugoniot, 1887, 1889;
Rankine, 1870] the ‘perfect’ gas law (or ‘simple ideal gas law’, vid.Callen, 1985 p. 66)2, whereby
P = ( - 1)⇢e (2.11)
where   = cp/cv is the ratio between specific heats, in principle a constant that has a value of c = 5/3
if the gas is monoatomic, c ⇡ 7/5 if it is diatomic, etc [Callen, 1985]. This equation allowed Rankine
and Hugoniot to define the shock conditions for a perfect gas.
For crystalline metals, a common equation of state is the Mie-Grüneisen equation of state (vid.[Ashcroft
and Mermin, 1976; Callen, 1985; Grüneisen, 1926]), that can be written as
P- Pr =
 
v
(e- er) (2.12)
where Pr, er are the pressure and specific internal energy of some reference state, v = 1/⇢ the specific
volume and   the Grüneisen parameter. Grüneisen’s parameter is a measure of the anharmonicity of
the crystalline lattice [Ashcroft and Mermin, 1976], which refers to the lattice’s deviation from a perfect
harmonic behaviour where interatomic forces are directly proportional to interatomic distances (q.v.
section 2.2.2 below) [Sutton, 1993].
The Rankine-Hugoniot equations, combined with an equation of state such as one of the two dis-
cussed above, renders a system of equations with six variables and five equations, leading to a family
of shocked states dependent on a single parameter (usually one amongst the following: vshock, P1, or
v1). The experimental determination of one of those (for instance, vshock or vshock using the VISAR
technique[Meyers, 1994], q.v. section 2.4) binds all the states together; the variation of the said pa-
rameter will determine the possible shocked states that the substance can reach, leading to the shock
‘Hugoniot’ curve.
2 Technically, a perfect gas is an ideal gas where cv and cp do not vary with temperature. This distinction is not very rigourolsy
enforced except in chemistry however.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ 7
0
1
2
3
4
5
0 1 2 3 4 5
P
1
/P
0
v1/v0
Figure 3: The Hugoniot curve of an ideal gas.
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￿.￿.￿ Ideal gases
For ideal gases, the combination of the ideal gas law (eqn.2.11) with the Rankine–Hugoniot equations
leads to a relationship between pressure and density (or its inverse, the specific volume v = 1/⇢) of
the form
P1 = P0
⇢1
⇢0
( + 1)- ( - 1)
( + 1)- ⇢1⇢0 ( - 1)
(2.13)
Clearly, if P0 and ⇢0 are known, determining either ⇢1 or P1 would allow to find the other through
eqn.2.13. The equation is linear in ⇢; however, when plotted in the P- v plane, it leads to the hyperbola
shown in fig.3 for the case of a monoatomic gas.
Usually, curves of this type—relating the shocked state’s pressure and volume in P - v plane—are
called shock Hugoniot curves or simply, the ‘Hugoniot’ curve 3. The Hugoniot curve represents the
locus of states of thermodynamic equilibrium that result when the material is subjected to a shock
load (cf. [Asay and Chhabildas, 2003; Meyers, 1994]).
￿.￿.￿ Crystalline Materials
The most famous equation of state for solids, and arguably the most important law in physics [Lewin,
1999], is Hooke’s law. Hooke’s law is an equation of state describing the behaviour of a crystalline
material under small strains (deformations), where it displays an almost perfect harmonic behaviour
[Sutton, 1993]. As a result, the deformations described by Hooke’s law are reversible. For solids
subjected to (hydrostatic) pressure P, it takes the form
P = K · v- v0
v0
(2.14)
3 By analogy, any curve that binds shock states in any other two-variable thermodynamic plane (such as the T - v or the v- v
planes) is also called a Hugoniot curve as well.
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where K is a characteristic constant of the material called the bulk modulus, and v0 is some reference
specific volume. A solid which behaves following Hooke’s law is said to be linear elastic.
Hooke’s law can be applied only so long as the material’s crystalline lattice displays a harmonic
behaviour (i.e., interatomic forces can be described as directly proportional to the interatomic distance).
Unfortunately, this is only possible for relatively small deformations, above which crystalline lattices
display increasingly large anharmonicities. These situations are to be expected in solids subjected to
shock loading, where deformations are usually large in magnitude. The Mie-Grüneisen equation of
state introduced above (eqn.2.12) is perhaps the most common of all equations of states used for the
description of shocked states in crystalline materials that accounts for the anharmonic behaviour of
the lattice (vid. [Ashcroft and Mermin, 1976; Meyers, 1994; Zel’dovich and Raizer, 2002]).
There are however simpler empirically motivated relationships that provide some insight into the
shocked state. For instance, the following linear relationship between the shock front’s speed vshock
and the particle speed of the shocked state v1 is commonly used in shock physics as a reasonable
approximation [Meyers, 1994],
vshock = celastic + S · v1 (2.15)
where celastic is the longitudinal speed of sound in the unshocked state, and S is an empirical parameter
which is bound to be negative. Experimental measurements show that many crystalline solids follow
this relationship in their shocked state, including metals such as iron, aluminium or copper [Meyers,
1994; Mitchell and Nellis, 1981; Morris, 1991].
Combining eqn.2.15 with the Rankine-Hugoniot equations, the P - v ‘Hugoniot’ relation would be
as follows [Meyers, 1994]
P1 =
c20(v0 - v1)
v0 - S(v0 - v1)2
(2.16)
Fig.4 shows the resulting Hugoniot curve, which is qualitatively similar to the ideal gas one (fig.3.
Notice how for v1/v0 = 1 the shocked pressure P1 = 0, and it increases as the material is compressed
( v1/v0 < 1).
Albeit a simplification, this curve is experimentally motivated, and holds more information than
one would expect prima facie. Assume for instance that the material in the unshocked state is quiescent
(i.e., v0 = 0). Then, from the Rankine-Hugoniot equations it follows [Goldsmith, 2001; Meyers, 1994]
that the speed of the shock front vshock is given by
vshock = (v0 - v1)
s
-
P1 - P0
v1 - v0
(2.17)
The speed of the shock front is directly proportional to P1-P0v1-v0 , which, as can be seen in fig.4, is the
slope of the line in the P- v plane that joins the unshocked (P0, v0) state with the shocked state (P1, v1).
For reasons beyond the scope of this work, this line is often called the Rayleigh line. It follows that
the ‘stronger’ the shock is—i.e., the higher the shocked state’s pressure—the faster the shock wave will
propagate. Eqn.2.17 holds true regardless of the medium and the equation of state chosen so long as
the latter is continuous.
What does this imply about fig.4? The Hugoniot curve in fig.4 is monotonically decreasing; if the
material is shocked up to a given state (P1, v1), according to the hydrodynamic theory there is an
infinitely thin shock front that takes the material from the unshocked state to the shocked one. This
shock front will propagate with a single speed, given by eqn.2.17, which is directly proportional to the
slope of the Rayleigh line shown in fig.4. This type of front is also shown in fig.6a. Furthermore, the
stronger the shock, the faster the front will propagate, as can be appreciated by increasing P1 in fig.4.
Therefore, the Hugoniot curve conveys information regarding to the dynamic nature of the shock front
itself.
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Figure 4: A representative Hugoniot curve of a crystalline material under the assumption that vshock = c0+S ·v1.
￿.￿.￿ Beyond equations of state
The relevance of the Hugoniot curve is therefore greater than it may seem at first. The way it has
been described here, it arises as a result of combining an equation of state with the Rankine-Hugoniot
equations, and characterises the shocked states of the medium (be it a fluid or a solid). However, in
practice the equation of state of a material is not known a priori. As was hinted before for the case of
Hooke’s law, equations of state such as the ideal gas law or the Mie-Grüneisen equation above model
the thermodynamic behaviour of simplified media, and are thus only valid as approximations under
a narrow set of conditions.
For instance, the ideal gas law assumes that the gas is composed of non-interacting point parti-
cles [Callen, 1985]; this is approximately acceptable for gases under rarified pressures and restrictive
temperature conditions, and only for simple gases made up of relatively chemically stable molecules.
In turn, the Mie-Grüneisen equation of state derives from Grüneisen’s model of a crystalline solid
[Grüneisen, 1926], where the crystal is assumed to be made up of a lattice of spherical particles, and
the interatomic forces are assumed to be such that ‘both the attraction and repulsion forces between two
atoms have a potential which is proportional to a power of reciprocal distance’ (Grüneisen, 1926 as translated
in Grüneisen, 1959). This interatomic interaction model is little more sophisticated than that suggested
by the Lennard-Jones potential (cf.[Ashcroft and Mermin, 1976]).
Therefore, it seems reasonable to accept that the complexity of a medium extends beyond this kind
of simplification. In fact, the experimental side of shock physics would not exist as a discipline if the
equations of state of each material were known a priori—if so, the shocked states could be characterised
as has been done above with the ideal gas model. In the experimental side of Shock Physics, much
research has been devoted to the experimental determination of the Hugoniot curve itself; i.e., to the
characterisation of the shocked states in a solid, typically through experimental determination of the
particle speed v1 and the specific volume v1 (i.e., the compression).
The experimental determination of the Hugoniot curve through measurements of the pressure,
shock front speed and compression values under successively stronger shocked states allows to re-
verse the derivation performed in section 2.1.1, and to deduce the equations of state that describe
shocked materials (vid.[Lundergan and Herrmann, 1963; McQueen et al., 1970; Morris, 1991]). For
instance, by repeatedly measuring vshock against v1, one can obtain eqn.2.15; as stated above, this
equation qualifies as an equation of state. In practice, the experimentally obtained Hugoniot curve
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Figure 5: Schematic of a typical Hugoniot curve of a crystalline solid in the P–v plane. Higher pressure states
correspond with higher compressions, i.e., smaller values of v. Here, pressure is employed interchange-
ably with longitudinal stress  xx (assuming compressive stresses to be positive). This is because in the
theoretical framework presented here the loading is strictly uniaxial and unidimensional, so P /  xx.
In more general loadings, the proportionality between P and  xx is maintained, albeit the values differ;
in those contexts, the HEL is often a value of  xx, not pressure, although it can be converted to the
corresponding pressure values (see eqn.2.24).
itself is often considered to be an equation of state for shocked materials (cf.[Carter and Marsh, 1995;
Carter et al., 1975; Katz, Doran, and Curran, 1959; McQueen, Marsh, and Fritz, 1967; McQueen et al.,
1970; Meyers, 1994]).
￿.￿ ￿￿￿￿￿￿￿-￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
The Hugoniot curve presented in fig.4 suggests a material behaviour in which any compression of the
material is non-linear. However, it is well known that, at least for low values of pressure, many metals
display a linear elastic behaviour which is well described by Hooke’s law [Gilman, 1969; Goldsmith,
2001; Meyers, 1994; Zel’dovich and Raizer, 2002]. This is typically observed in the stress–strain curve
(vid.fig.11) that appears in most solid mechanics textbooks. The elastic behaviour described by Hooke’s
law reflects back on the Hugoniot curve as depicted in fig.5, which shows a schematic of the Hugoniot
curve of a crystalline material as it is typically determined experimentally.
As discussed, before being shocked the material will be in the unshocked state, described by the
(P0, v0) point in the Hugoniot curve. Once it is shocked, and depending on the magnitude of the
applied shock, the material will reach the shocked state—i.e., a point of equilibrium within the curve,
often called the ‘Hugoniot’ or ‘shocked’ state. For pressures below the so-called Hugoniot Elastic Limit
(HEL), the material will behave elastically; for pressures above the HEL, the material will display a
characteristic plastic deformation (q.v chapter 3).
In the elastic segment of the Hugoniot curve, the Rayleigh line coincides with the Hugoniot curve,
so equation 2.17 predicts that shock waves in the elastic region will propagate with the same speed;
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Figure 6: Shock front configurations according to the hydrodynamic theory.
this speed is the speed of sound 4, celastic, which is proportional to @P@⇢ ; i.e., the inverse of the slope of
the Rayleigh line. The nature of the speed of sound is discussed in greater detail in chapter 3. The
resulting shock front is depicted in figure 6a, where here vfront = celastic; as can be seen, it displays few
features other than a step discontinuity.
Figure 5 also shows that, depending on the final equilibrium state, the slope of the Rayleigh line
can be lower, equal or higher than the slope of the elastic segment. When the shock pressure is
immediately higher than the HEL, the slope of the Rayleigh line is lower than the slope of the elastic
segment; accordingly, upon shocking the material to that pressure, it will first undergo a reversible,
isentropic deformation up to the HEL, and then an irreversible plastic deformation. This results in a
shock wave front which splits into two distinct wave fronts [Zel’dovich and Raizer, 2002]: an elastic
precursor wave, and a plastic front (vid.fig.6b). The former corresponds to the elastic deformations, and
accordingly propagates at the (elastic) speed of sound celastic. The latter corresponds to the plastic
deformation; because the slope of the Rayleigh line in the plastic region is lower than the slope of the
elastic segment, the plastic wave front propagates with a vshock = cplastic < celastic; hence the wave
splitting. Notice that when the slope of the Rayleigh line is higher than the elastic segment’s slope,
the speed of the ‘plastic’ front, cplastic overrides the elastic precursor wave, and a single front structure
arises [Zel’dovich and Raizer, 2002].
Shock loads the intensity of which produce the distinct elastic precursor and plastic front dissocia-
tion shown in fig.6b are commonly called weak shocks. Shock loads that produce a single ‘overdriven’
front are called overdriven or strong shocks. The threshold between these two regimes varies from
one material to another, but it is usually found to be at about 20 to 50GPa high pressures [Bourne,
2011]; in comparison, the magnitude of the HEL is usually of a few tens of megapascals. This work
will focus solely on weak shocks, because it is solely concerned with plastic processes.
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Experimentally, the Hugoniot curve is usually determined by measuring shock wave profiles. Shock
wave profile refers to the pressure–time, particle velocity–time, pressure–space or velocity–space dia-
4 In 3D systems, assuming linear isotropy, the speed of the shock front is the longitudinal speed of sound, celastic ⌘ cl =
q
 +2µ
⇢
[Goldsmith, 2001], where   and µ are the two Lamé parameters of the solid material. In one-dimensional systems such as the
one under consideration here, the speed of sound is also solely longitudinal (or dilatational, in the sense it only applies to small
perturbations in pressure. However, it is equal to celastic =
p
E¯/⇢, where E¯ is the equivalent elastic modulus. Usually, E¯ is either
E (Young’s modulus) for long thin rods, or K (the bulk modulus), for semi-infinite planes [Goldsmith, 2001].
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Figure 7: Schematic of parallel plate impact experimental set up, showing the gas gun, the flyer, and a schematic
of the VISAR diagnostics employed to measure the velocity profile of the target plate/window interface.
For higher strain rates, the loading method can be changed to high power lasers. Adapted from Ramesh
[Ramesh, 2008] and Meyers [Meyers, 1994].
gram of a shock wave, such as those shown in fig. 6. Spatial and temporal coordinates are sometimes
employed interchangeably, albeit they do not pertain to the same experimental reality.
Shock wave profiles are most often measured with experimental set-ups which resemble the one
shown in fig.7. Three distinct parts are depicted: the driving mechanism, the target, and the time-
resolved diagnostics.
The driving mechanism is responsible for launching a shock compression though the target. In
fig.7 this is represented with one of the conventional experimental set ups, a gas gun. In a gas gun
experiment, the target sample is kept stationary, and impacted by a flyer plate. As depicted in fig.7,
the flyer plate is normally mounted at the end of a larger projectile, called the sabot. The sabot is
launched down a barrel using high pressure gas, and depending on the pressure of the driving gas,
the projectile’s velocity can range from a few metres per second up to a few kilometres per second
[Meyers, 1994]. Upon impact, uniaxial compressive waves propagate through both the target and the
flyer [Ramesh, 2008]. Single or multi-stage gas guns are adequate to produce shock loads with strain
rates of the order of 106–108s-1, and to induce compressive stresses of up to tens of gigapascales
[Meyers, 1994].
For pressures and strain rates higher than that, lasers have become the standard experimental
method [Fairand et al., 1972; Huang and Asay, 2005; Meyers et al., 2003, 2009; White, 1963]. In laser-
driven experiments, the gas gun and sabot/impact flyer set up is substituted by a high intensity laser
which, upon irradiating the target, vaporises a small amount of the surface. This creates a outwards
pulse of material plasma, which in turn induces a compressive shock wave propagating inwards into
the target. High power lasers allow a more flexible control of the loading conditions, both in terms of
applied strain rate and magnitude of the load; they even enable the production of ramp loads [Ding,
2006] (where the material is loaded from the unshocked state in a gradual, linear manner), and even
shockless compression [Edwards et al., 2004; Smith et al., 2007] .
In either case, as a result of a dynamic loading, a compressive wave front—the shock wave—
propagates through the target. Ideally, one would like to probe the evolution of the material’s state
inside the target as the shock wave propagates; this would imply being able to measure the wave
profile inside the target. In practice, however, it is extremely difficult to probe internal material points
of the target. Instead, a lagrangian shock wave profile is measured at a fixed location, typically the back
end of the target, as is the case shown in fig.7.
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To this end, the most common diagnostic technique is the VISAR technique [Asay and Barker, 1974;
Barker and Hollenbach, 1972]; a schematic of the Sandia interferometer, a rudimentary version of a
VISAR, is shown in fig.7. VISAR stands for ‘Velocity Interferometer System for Any Reflector’, and it
works by measuring the doppler shift in the frequency of the beam of a laser that it is reflected at
the surface of the target sample as the shock wave reaches it [Barker and Hollenbach, 1972]. The shift
is measured using an interferometer, and it can be proven to be proportional to the particle velocity
at the specimen’s surface [Meyers, 1994]. Thus, with the VISAR technique one can measure the wave
profile at the back end of the shocked target. The presence of a window material attached to the back
surface of the target (as depicted in fig.7) is necessary to sustain in the shock state and prevent release
[Barker and Hollenbach, 1972; Meyers, 1994].
A displacement interferometer is similar to a VISAR; it is employed to measure directly the changes
in the position through a single-leg interferometer [Barker and Hollenbach, 1972; Meyers, 1994]. In
addition, arrival time detectors, consisting of electrically charged pins, flash gaps, or optical velocity
pins, are commonly employed alongside the VISAR to determine the arrival time of the sabot and,
thus, the velocity at impact and the propagation time of the shock front within the material [Field
et al., 2004; Meyers, 1994]. These consist of a series of pins are placed ahead of the target, which allow
tracking the sabot’s speed ahead of the impact of the flyer with the target [Field et al., 2004]. Other
diagnostic techniques employed (either alongside or independently from VISARs) include piezoresis-
tive and piezoelectric pressure gauges, often placed at the back surface of the target, or X-ray ‘flash’
radiography; more details about these can be found in Field et al., 2004 and Meyers, 1994, pp.279–294.
Thus, most published experimental data of shock wave profiles is provided as particle speed – time
diagrams, for targets of a given thickness, measured at the back end of the target. By collecting
experimental data of the same loading situation in targets of different thickness, one can expect to
probe the material’s state at different internal positions.
￿.￿.￿ Parameter conversions
Usually, in shock compression experiments one is interested in tracking material particles and there-
fore, in the evolution of material (lagrangian) properties. For instance, when employing a VISAR one
measures the velocity of the material points which lie on a specific surface (the rear end surface of
the target). The measurement is performed in the central part of the target, the geometry of which
is chosen to guarantee that no reflected waves from the lateral surfaces can reach the measurement
region before the experiment is completed. Thus, the targets usually have a very small aspect ratio,
much thinner in the direction of propagation of the shock load. This guarantees that, upon being
shock loaded, the region of measurement will be subjected to an almost perfect uniaxial load, and that
the conditions will be those of uniaxial strain. The deformation in this case can be described by
x1 = X1 +  1(X1, t), x2 = X2, x3 = X3 (2.18)
where here   = ( 1,  2 = 0,  3 = 0)T is the displacement vector, defined so that x1 =  1(X1, t) =
X1 +  1(X1, t) describes the deformation of the body, with   = ( 1, 2 = X2, 3 = X3)T ; and where
here the x1–axis has been chosen as the direction of the loading. In the hydrodynamic theory, rather
than displacements one is often interested in determining the pressure P, and the velocity v1.
The only non-zero component of strain is 5,
e11 =
1
2
✓
@ 1
@X1
+
@ 1
@X1
◆
=
@ 1
@X1
(2.19)
as the rest of displacement components remain invariant.
5 In the lagrangian framework, eij = 12
⇣
@ i
@Xj
+
@ j
@Xi
⌘
is the first order strain tensor [Marsden and Hughes, 1983].
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The uniaxial strain e11 is the only non-zero component in the trace of the strain tensor, so it is
associated only with changes in the volume of the material, whereby the strain [Malvern, 1969]
e11 =
⇢0 - ⇢
⇢
=
v- v0
v0
(2.20)
measures the changes in the specific volume from the reference configuration v0, which in this case
would be the unshocked state.
If the material is isotropic 6, the stress tensor associated with e11 can at most have only components
along its trace [Malvern, 1969]:
 11 6= 0,  22 =  33 6= 0,  12 =  13 =  23 = 0 (2.21)
Hence, the x1,x2 and x3 directions are the principal directions of stress. The maximum shear stress
occurs, accordingly, along the 45  planes measured from the x1–axis [Marsden and Hughes, 1983]:
⌧ =
1
2
( 11 -  22) (2.22)
The associated hydrostatic pressure is proportional to the trace of  ij, whereupon
P = -
1
3
( 11 +  22 +  33) = -
1
3
( 11 + 2 22) (2.23)
Thus, one obtains that
 11 = -P+
4
3
⌧,  22 =  33 = -P-
2
3
⌧ (2.24)
From here, the value of P and vv0 invoked in section 2.1 can be used.
The value of  1 at the back surface is experimentally accessible through displacement interferome-
try; in turn, a VISAR provides a measure of @ 1@t , i.e., the uniaxial material or ‘particle’ speed V1, over
the target’s rear surface.
The stress (and therefore, as shown above, the pressure) at any point in the body can be found
through eqn.2.7, which for an initially quiescent, unshocked medium states
0- P = ⇢0vfront(v1 - 0) (2.25)
where v1 ⌘ V1. As discussed, vfront can be measured, which alongside the VISAR’s measurement of
v1 would provide a value for P. However, the VISAR measures speeds at the target’s back surface,
which is usually a free surface, and not directly v1, which is a velocity in the bulk. The conversion to
bulk speeds (and pressures) is easy to make in first approximation.
Consider eqn.2.7, and a shock front propagating through the material before it reaches a free surface.
For an elastic shock vshock = celastic, the speed of sound in the material; otherwise, the speed of the
shock front, assuming weak shows, will decrease with material speeds v1 higher than the one corre-
sponding to the Hugoniot elastic limit; knowledge of the latter will require employing an equation
of state such as the one given by eqn.2.15, or otherwise experimental knowledge of vfront. In either
case, when the shock front reaches the free surface, the pressure must drop to (manometric) zero as
required by the free surface condition. Applying eqn.2.7, one obtains:
0- P1 = ⇢0vfront(v1 - v 01) (2.26)
where v 01 = vVISAR is the new particle speed acquired by the material at the surface, i.e. the value
experimentally measured with the VISAR.
6 Irrespective of whether it is linear elastic or not; this is a mathematical requirement that any given (general) stress tensor can
be diagonalised. Note that  ii 6= 0 entails that there are directions where   0ij 6= 08i 6= j. That  22 =  33 follows from
equilibrium for small displacements if only e11 6= 0 [Malvern, 1969].
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Clearly,
vVISAR = 2 · v1 (2.27)
Hence, the equivalent pressure is
P =
⇢0vfrontvVISAR
2
(2.28)
When the front is elastic, as in the elastic precursor wave, vfront = celastic.
More sophisticated and thermodynamically consistent approaches can be found in Zel’dovich and
Raizer, 2002, pp. 718-719.
Thus, experimentally one obtains the velocity profile employing a VISAR, and possibly the shock
front’s speed, at a certain free surface. By adequate conversions, one can obtain the corresponding
value of the pressure at the surface. However, ideally one wants to study the evolution of the shock
front (and the corresponding shocked states) inside the material (i.e., along the x1 direction), rather
than the Lagrangian wave profile of X1 at the back surface alone. When the same experiment is
performed over targets of different thickness, the shape of the wave profile is seen to evolve; this shows
that the shock front displays dynamic features the study of which would ideally only be possible if
the wave profile along x1 could be measured. Unfortunately, the velocity (and displacement) fields of
internal material points are not accessible with current experimental diagnostics techniques, and one
must approximate dynamic features through probing samples of different thicknesses.
It is still possible to infer the wave profile in the bulk from the wave profile in the target surface,
by means of the characteristics method [Meyers, 1994; Partom, 1984]. Knowledge of the material’s
equation of state, combined with knowledge of the profile  1(X1, t) at the rear surface, would allow
to derive the wave profile in any material point inside the target by applying the said characteristic
methods over the conservation equations described in section 2.1 [Meyers, 1994]. The equation of
state can take the form of eqn.2.15, which can be found tabulated from previous experiments (see for
instance [Mitchell and Nellis, 1981]). The procedure is complex enough that the reader is referred
to Meyers, 1994, pp. 61-64, Zel’dovich and Raizer, 2002, pp. 15-29, and Drumheller, 1998 for details.
The resulting wave profile is nonetheless an approximation, as the method assumes that intermediate
points in the shock wave profile comply with the shock-Hugoniot equation of state. In the following
section this is argued to be problematic.
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Experimentally one determines shock wave profiles showing the values of surface speed (or equiva-
lently, pressure) with respect to time. The Hugoniot curve described in section 2.3 is the collection of
points of shocked equilibrium—i.e., the Hugoniot shocked states that are reached as a result of apply-
ing a shock wave through the material. The final state P of experimental shock wave profiles is in fact
the Hugoniot state, so by measuring and successively collecting these end states one can, arguably,
build a material’s Hugoniot curve. This would complete the framework of the hydrodynamic theory,
whereby via the Hugoniot curve or associated equations of states one is able to related the unshocked
state to the shocked state.
However, the experimental measurement of shock wave profiles in solids proves to offer much
more information than what the hydrodynamic theory aims to study. For instance, consider fig.8; it
shows actual experimental results of a 2µm wide laser-shocked aluminium sample, measured using
the displacement interferometry described in section 2.4. As can be seen, experimental measurements
are noisy, but can be adequately filtered [Whitley et al., 2011] to produce the profile underlined in
fig.8; it is then easy to identify the Hugoniot state that the hydrodynamic theory is concerned with: it
corresponds to the state reached at about 150ps and corresponding to a particle speed of ⇡ 2.5km/s.
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Figure 8: A real shock wave profile. Experiments usually measure the particle velocity at one end of the probing
sample using displacement interferometry; measured values are therefore given in eulerian coordinates.
In order to obtain data for the shock profiles at different inner sections of the material, samples of
different thickness must be probed. Here, experimental data for a 2µm laser-shocked pure aluminium
sample is shown. As it can be seen, true unfiltered data is very noisy; most published data is filtered
and presented like the smooth curve shown here in red. Data courtesy of V.H. Whitley, LANL.
Before this state is reached, however, the shock wave profile displays some features that are evocative
of the wave splitting phenomenon described in section 2.3 and which is depicted in fig.6b. An elastic
precursor–like wave front can be appreciated; this precursor wave peaks at about 100ps and 1.1km/s,
and is followed by a slower plastic wave front that takes the material up to the Hugoniot state. In
fact, when carrying several experiments at different thicknesses, one can check that, indeed, the elastic
precursor-like wave propagates at approximately the longitudinal speed of sound, celastic, and that the
plastic wave tends to lag further behind the thicker the sample (vid. [Whitley et al., 2011]). These
features are common to the shock wave fronts of many crystalline materials, and are summarised in
fig.9. This suggests that the prediction made by the hydrodynamic theory, that for weak shocks the
shock front splits into an elastic precursor and a plastic wave front, is correct.
However, there are a number of features that raise concerns about this. The first one is that, in the
hydrodynamic theory’s prediction, the elastic wave front must peak at the HEL. This is essentially
the compressive yield point, the magnitude of which is about the same as the material’s tensile yield
stress. For pure, unalloyed aluminium, the yield point is about 7- 12MPa [Callister and Rethwisch,
2007]. If the hydrodynamic theory were correct, the peak value of the elastic precursor wave in fig.8
would be (approximately) equal to this value. Employing eqn.2.28, one can convert the peak value in
speed (⇡ 1.1km/s) to a shock stress of  peak ⇡ 9.3GPa. This is about three orders of magnitude larger
than aluminium’s HEL. In fact, as shown in fig.10, experimental observations show that the peak of
the elastic precursor tends to decay in time as the shock front advances, from values as high as the
9.3GPa reported in fig.8 or even higher, all the way down to values approaching the expected HEL of
⇡ 10MPa.
This phenomenon is known as the elastic precursor decay or the attenuation of the dynamic yield
point, because the peak of the elastic precursor is a yield point. This has been known since at least the
1950s, when Campbell [Campbell, 1953] reported a ‘delayed yield’ in steels subjected to relatively low
strain rates (up to 103s-1); albeit the phenomenon has drawn a lot of interest since then (vid.[Clifton
and Markenscoff, 1981; Demaske et al., 2013; Herrmann, Hicks, and Young, 1971; Krafft and Sulli-
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Figure 9: Main features of a real shock wave profile.
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Figure 10: Collection of experimental data for the dynamic yield point in aluminium.
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van, 1959; Partom, 1986; Taylor, 1965]), it remains unexplained hitherto. Arguably however, as with
all plastic yield phenomena, one can expect it to be related to the activity of dislocations [Clifton
and Markenscoff, 1981; Partom, 1986; Taylor, 1965], which are in fact observed to be generated in
large numbers in experiments in this loading regime [Meyers et al., 2009; Murr, 1981, 1988; Murr and
Kuhlmann-Wilsdorf, 1978]. Chapter 8 will offer an explanation of this phenomenon based on disloca-
tion theory. Here, it suffices to say that, as fig.10 shows, the peak of the elastic precursor wave in a
real wave profile is not a point in the Hugoniot curve, and understanding its features are beyond the
capabilities of the hydrodynamic theory.
There are several reasons for this. Fundamentally, as stated in section 2.1, the hydrodynamic theory
assumes that the material behaves like a macroscopic fluid; with no shear resistance (nor viscosity), all
permanent deformations in the material can only be the product of changes in its density ⇢ or, equiva-
lently, its bulk modulus, K = -vdPdv [Goldsmith, 2001]. In a crystalline solid, changes in the density can
only be justified as lattice compressions, with no further contribution from defects such as dislocations
or twins, which are commonly associated with permanent deformation in solids [Gilman, 1969; Hirth
and Lothe, 1982]. Shock waves are highly compressive loads; however, it is challenging to attribute
the behaviour observed for instance in fig.8 to lattice compressions alone [Asay and Chhabildas, 2003;
Meyers, 1994], particularly the elastic-plastic wave splitting and, in general, any shocked state in the
weak shock regime. This is because the solid has been assumed to have no shear resistance.
Recall eqn.2.24, where then stress state associated with an uniaxial deformation created by the
shock wave was associated with a stress state composed of a hydrostatic pressure P, measured in the
Hugoniot curve, and a shear stress ⌧; the obvious paradox of the hydrodynamic theory is that if the
loading is uniaxial and the body has no shear resistance, then there is no feasible way ⌧ could be
sustained. However, this is not an irreconcilable paradox; rather, it demarcates the range of pressures
for which it is valid. Imagine that the compression in the x1 direction were applied over a perfectly
elastic material with shear resistance, as many crystalline solids are. Then the material’s equation of
state would be Hooke’s law, which for linear elastic solids requires that [Malvern, 1969; Meyers, 1994;
Zel’dovich and Raizer, 2002]
 11 =
✓
K+
4
3
µ
◆
e11,  22 =  33 =
✓
K-
2
3
µ
◆
e11 (2.29)
whence, from eqn.2.24, one recovers eqn.2.14
P = K · e11
whilst
⌧ = -µ · e11 = µK · P
with µ the shear modulus of the material; it represents, precisely, the resistance of the material to be
sheared.
The HEL corresponds with a pressure PHEL. At the HEL, the value of the stress components are
(using eqn.2.24):
 11 = -PHEL +
4
3
⌧HEL,  22 =  33 = -PHEL -
2
3
⌧HEL (2.30)
where ⌧HEL = µ · PHELK , that is
 11 =
✓
4
3
µ
K
- 1
◆
PHEL,  22 =  33 = -
✓
1+
2
3
µ
K
◆
PHEL (2.31)
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So at the HEL the values of  22 and  33 are twice smaller than the value of  11. The value of the
offset is
 11 -  22 = 2
µ
K
PHEL (2.32)
It seems reasonable to suppose that the material does not lose its shear resistance immediately after
overcoming the PHEL. However, one can consider the thought experiment found in Zel’dovich and
Raizer, 2002, of assuming that above the HEL, the material loses its shear resistance, whereupon µ = 0
for P > PHEL. Obviously, at that point ⌧ = 0. With no shear resistance, and assuming an isotropic
behaviour, the three components of stress will increase at the same rate 7. The offset amongst them
will nonetheless remain, and amount to 2µKPHEL. Note that the offset is of the order of magnitude of
PHEL, which is typically one or two orders of magnitude smaller than either µ or K. For values of P
close to PHEL this offset is large enough that  11 is very different in magnitude to  22 and  33; thus,
the compressed state will not be very hydrostatic, understanding hydrostatic as the stress state when
 ii = -P/3,  ij = 0 8i 6= j. However, for P   PHEL, the offset becomes very small in comparison to
the magnitude of the three components of stress, which leads to an almost perfect hydrostatic stress.
The threshold of pressure above which the material can be assumed to be in an (almost) perfect
hydrostatic state depends on the material, but it is commonly accepted that P must be of about the
same order of magnitude as the material’s shear modulus [Goldsmith, 2001; Zel’dovich and Raizer,
2002], so that the offset described by Zel’dovich and Raizer, 2002 is at least one order of magnitude
smaller than the applied pressure P. Shock loads of this magnitude are in the threshold between the
weak and strong shock regimes [Bourne, 2011]. For instance, for aluminium the shear modulus µ ⇡
28GPa, and the weak to strong transition is usually valued at shock pressures of about P ⇡ 25- 30GPa
[Crowhurst et al., 2011]. Above that value, the crystalline lattice is considered to have reorganised itself
in such a way that, in fact, its shear resistance has dropped dramatically [Bourne, 2011; Zel’dovich and
Raizer, 2002]. The reasons for this are not entirely understood [Bourne, 2011].
As stated in section 2.2.3, strong shocks do not display a elastic-plastic wave dissociation, and are
similar to that depicted in fig.6a. Unsurprisingly, by neglecting the shear resistance of a solid the
resulting shock wave front is analogous to this one. Thus, the hydrodynamic theory seems suited for
the study of strong shocks, but is unable to capture adequately weak shocks because in them the shear
resistance matters.
That the front is an infinitely thin single wave is in fact an ad hoc hypothesis of the hydrodynamic
theory (q.v.2.1); this hypothesis is justified, as has been just seen, if the shear resistance of the material
can be neglected and, secondarily, if the medium has no viscosity. Otherwise, a shock front in a
material with viscosity, i.e., with an internal dissipative mechanism, can be proven to have a thickness
[Grady, 2010], which is directly proportional to the strain rate, i.e., the loading rate of the material.
A dissipative hydrodynamic shock would nonetheless be fairly similar to the ideal non-dissipative
one: the perfect discontinuity would be substituted by a smooth, yet very steep, front. The real shock
wave front in fig. 8 displays a clear thickness, suggesting that indeed in reality there are dissipative
mechanisms at play. However, a dissipative hydrodynamic shock would still be peaking at the HEL,
and there should be a univocal correspondence between the points in the Hugoniot curve and those
at the shock front itself.
The steepness of the shock wave, i.e., the loading rate, is another feature of shock wave fronts that is
beyond the predictive capabilities of the hydrodynamic theory. Swegle and Grady [Swegle and Grady,
1985] studied the relationship between the strain rate (i.e., the width, or steepness, of the front) and
the shocked state’s pressure, P1, under the weak shock regime, for a wide range of materials. They
found that, irrespective of the material, the pressure of the shocked state always seemed to be related
to the strain rate of the shock as
✏˙ / P41 (2.33)
7 Because assuming isotropy, the behaviour should be the same in all directions
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where ✏˙ denotes the strain rate. This entirely empirical phenomenon is known as the fourth power law
or, sometimes, the Swegle and Grady law. As mentioned, the fourth power law is observed in most
materials, including all metals (from sodium to uranium)[Swegle and Grady, 1985], ceramic materials
(magnesium oxide, glass,...)[Swegle and Grady, 1985], polymers (epoxy resins,...)[Grady, 2010] and
even composites (Al2O3-epoxy)[Grady, 2010]. A major exception seem to be porous solids [Grady,
2010]. The range of strain rates for which this applies seems to go at least up to strain rates of 108s-1
[Meyers, 1994]; its validity has been recently reported to extend beyond 1010s-1 into the strong shock
regime[Crowhurst et al., 2011].
This equation shows that, when experimentally shocking a material, one has little control over the
strain rate; but that the stronger the shock, the higher the strain rate will be, following a fourth power
proportionality. The causes of this behaviour are not well understood [Grady, 2010]; Swegle and
Grady themselves associated it with potential dissipative mechanisms that would contribute to the
structuring of shock fronts [Grady, 2010]. In this respect, dislocation activity has received particular
focus [Armstrong, Arnold, and Zerilli, 2007; Johnson, 1992; Swegle and Grady, 1985], despite the fact
that the fourth power law has been observed in materials and regimes where such activity is unlikely.
To the author’s knowledge, to date no one has offered a satisfactory explanation of this empirical
law. Nevertheless, the fourth power law highlights yet another feature that the hydrodynamic theory
fails to capture properly: that shock fronts have a width (the strain rate), and that this width varies
dynamically.
Hence, the hydrodynamic theory does not appear to be entirely adequate for studying weak shocks.
It can still be used as a reasonable approximation to describing the shocked state itself, inasmuch as the
relation between the the shocked and unshocked state can be studied phenomenologically. Assuming
the shock front is a black box rather than infinitely thin, one can still recover the system of governing
equations obtained in section 2.1. However, it is unsuitable for the study of the transient features of the
shock front itself. After all, time is not a thermodynamic variable [Callen, 1985], so the hydrodynamic
theory will struggle to explain any feature that evolves over time, as is the case, for instance, of the
peak of the elastic precursor and, in general, the wave front. Nonetheless, what offers is valuable
insight into the shocked state, and the limiting, steady-state description of shock wave profiles: at
t!1, the real shock profile would tend to resemble, at least in pressure values, the front depicted in
fig.6b.
￿.￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿
The equivalence between the pressure of the shocked state and the strain rate makes the strain rate
a variable that is often employed to characterise the strength of a shock. As stated in the previous
section, asides from the peak of the elastic precursor, one of the most immediate characteristics of real
shock fronts such as that depicted in 8 is that it has a well defined width or, equivalently, a finite rise
time. The rise time in an ideal shock is infinite. As already discussed, this is a a direct consequence
of the hydrodynamic theory where, as shown in fig.2, the form of the shock front as an infinitely thin
surface is introduced ad hoc.
In the real shock profile however, the shock has a definite thickness (be it spatial or in time). This
thickness entails that the material is loaded in a finite amount of time. The rate at which the material
is loaded is called the strain rate and denoted as ✏˙, and defined as:
✏˙ =
d✏
dt
(2.34)
Clearly, in the hydrodynamic shocks the strain rate is infinite. In turn, as seen in fig.8, in real shock
wave profiles the strain rate varies over the front.
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￿.￿.￿ Definitions of the strain rate
One can however define a strain rate for a given shock front in several ways. Consider first a shock
front that takes the material from the unshocked state (P0, v0) to the shocked state (P1, v1). The
average or global strain rate is defined as [Meyers, 1994]Zh
0
d✏ =
Zt1
t0
h✏˙idt = h✏˙i
Zt1
t0
dt (2.35)
whence
h✏˙i = ✏1 - ✏0
t1 - t0
(2.36)
where, assuming t0 = 0 and ✏0 = 0, t1 = tr is the rise time of the shock front, and the strain in the
shocked state is
✏1 =
v1 - v0
v0
(2.37)
Notice that if the shock front’s speed is known to be vfront, then th · vfront =  , where   is the width of
the front.
Thus, the average strain rate can be defined as:
h✏˙i = v1 - v0
v0 · t1 =
(v1 - v0)vfront
v0 ·   (2.38)
In the subsequent sections of this thesis however, a slightly different definition of the strain rate will
be employed as well. Let Pp be the value of the peak of the elastic precursor, and tp is the rise time
of the elastic precursor (i.e., the time it takes for the shock front to load the material to Pp). Then, the
slope of the elastic precursor can be written as
m =
Pp
tp
(2.39)
Notice that both Pp and tp are easily measured experimentally.
Then, the elastic equivalent strain rate ✏˙elastic is defined as the strain rate of the elastic precursor, if it
took the material to the shocked state P1. The equivalent elastic rise time in that case would be given
by
telastic =
P1
Pp
· tp (2.40)
whereby the equivalent elastic strain rate is
✏˙elastic =
v1 - v0
v0 · tp (2.41)
Usually, tp < t1, so the equivalent elastic strain rate is commonly smaller than the classic ‘average’
strain rate.
The reasons to define ✏˙elastic will become clear in subsequent chapters. Here it suffices to say that the
methods that this thesis introduces will be based on subtracting ‘relaxation effects’ due to dislocation
activity from an ideal elastic shock front, i.e. a front that takes the material to the shocked state with
the strain rate of the elastic precursor. This strain rate is, precisely, the equivalent elastic strain rate.
Because it still takes the material to the shocked state, it captures part of the ‘plastic’ relaxation effects;
however, it obviously misses some.
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Otherwise, the definitions of the strain rate given here are eminently practical, and amongst the most
common in the study of shock wave phenomena in solids. Smith et al., 2011 discuss some additional
definitions also commonly found in the literature.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿
Borne out of the need to describe the behaviour of materials subjected to very extreme pressures, the
hydrodynamic theory is often regarded as the first approach to the study of shock wave phenomena in
crystalline solids. As argued, many of the simplifying assumptions (lack of shear resistance, viscosity,
etc) introduced by the hydrodynamic theory result in shock fronts that resemble little the empirical
reality of weak shocks. Thus, experimental measurements reveal dynamic features of weak shock
waves that the hydrodynamic theory fails to explain. Many of these features, such as the attenuation
of the dynamic yield point, are arguably directly related to the generation and motion of defects such
as dislocations and twins [Meyers, 1994]. Dislocations are the carriers of plasticity, so they will be
involved in the plastic relaxation of the shocked state itself.
Because the aim of this thesis is to gain deeper understanding surrounding the plastic relaxation
features of shock waves in solids, this thesis poises the following desiderata to any theory able to
explain the latter: that it is physically informed, and that it offers microstructural insights about the
causes of these features. Neither of these requirements can be achieved employing the hydrodynamic
theory alone, which still remains valid for the study of the shocked state itself. On one hand, it
over-simplifies shock waves themselves; on the other, it fundamentally relies on a phenomenological
description of the (thermodynamic) behaviour of the material by the means of equations of state. In
chapter 3, an alternative approach based precisely on constitutive modelling of shock wave profiles
will be introduced. This approach has become a standard modelling technique for the study of shock
wave profiles, and it deserves being examined in detail. In the following chapters, an alternative,
microstructural approach, based on studying the collective dynamics of individual dislocations, will
be favoured instead.
3 CONST I TUT IVE MODELL ING OF PLAST ICWAVES
Chapter 2 was devoted to the study of shock waves using the hydrodynamic theory. This theory
provides a thermodynamic description of the relationships between the shocked and unshocked states
with great mathematical simplicity. However, it offers little information regarding the shock front,
which is assumed to be an infinitely thin interface, and the underlying microstructural mechanisms
that lead to the shocked state.
Knowledge of the shocked state of a given material is readily available experimentally. As explained
in chapter 2, in an impact plate experiment one can measure the compressive state that the material
reaches upon being shocked. However, the experimental data also provides information about the
shock front itself. Weak shock fronts display a variety of features at the shock front, including the
attenuation of the dynamic yield point and significant amounts of plasticity; if effects such as phase
transformations or twinning are presents, these will also be reflected in the shock wave profile, and
consequently can be experimentally determined.Thus, many microstructural features of shock loading
are reflected on the shock front itself. In weak shocks, this includes the microstructural processes that
mediate in the plastic relaxation, such as dislocation generation and motion.
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These dynamic features at the front are therefore a subject as worthy of being studied as the shocked
state itself. However, in order to do that, a theory other than the hydrodynamic theory is required. In
this chapter, the theory of plastic waves is introduced as an approach parallel to the hydrodynamic
theory. The aim of the plastic wave theory (PWT) [Goldsmith, 2001; Meyers, 1994] is to model shock
waves as mechanical or acoustic waves in a continuum solid; to wit, as actual waves the amplitude and
features of which evolve over time as they propagate through the medium. As a result, shock waves,
particularly in the weak shock regime, are modelled in close resemblance to experimental shock wave
profiles. In that way, it is hoped that the study of the conditions that make the model’s wave profiles
resemble the experimental ones will highlight structural features of the material as it is shocked.
The term ‘plastic wave’ denotes the fact that the waves thus modelled are often contrasted with the
‘elastic waves’ that are the subject of study of elastodynamics (cf.[Eringen and Suhubi, 1975]). On a first
approach, and in juxtaposition with the hydrodynamic theory, in the plastic wave theory the shocked
material is modelled as elastic materials commonly are: as ductile solids, with a well–defined shear
modulus and, hence, with shear resistance. Often, the material is treated as incompressible as well
[Goldsmith, 2001; Meyers, 1994]. If the material is usually assumed to be loaded beyond its elastic limit
or yield point, it displays a plastic behaviour that deviates from the elastodynamic description, and
this is reflected on the wave profiles.
In the most simple framework of the PWT, it suffices to enforce the conservation of linear momentum
and to define a constitutive law that describes the dynamic response of the material [Goldsmith, 2001].
Under more sophisticated models, the constitutive law can account for other effects, such as thermal
loads or changes in the density of the medium. In those cases, additional conservation laws, typically
energy conservation, may be required (vid. [Ding and Asay, 2011; Ding, Asay, and Ao, 2010; Partom,
1984; Reed et al., 2011; Vogler, Ao, and Asay, 2009; Winey and Gupta, 2006]).
In either case however, the PWT turns the shock loading problem into a problem of propagation of
waves in solids. Fundamentally, the propagation of waves is achieved by defining a continuum media
that responds to the application of external loads in a specific way, prescribed through the constitutive
law. Thus, in the PWT constitutive modelling of the behaviour of the material becomes of paramount
importance.
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It is important to point out that constitutive laws and the plastic wave theory, albeit applicable to
shocked materials, is by no means exclusive to shock loading; in fact, most of the constitutive laws
that are presented in the following sections were devised and are applied to a wide variety of systems
undergoing plastic deformation.
￿.￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿
In 1660, after having performed several experiments in which he loaded different clock springs and
measured their extension, Robert Hooke stated his renowned law that the deformation of a spring
is in direct proportion with the load applied or, as he put it, “ut tensio, sic vis"1 [Timoshenko, 1983].
Hooke’s law was the first step towards formulation of the continuum theory, which achieved its modern
form with the works of Cauchy, Saint Vénant and Navier [Timoshenko, 1983] during the 19th century.
When a body behaves following Hooke’s law –or its generalisation–, it is said to be linear elastic,
in that there exists a direct linear relationship between force (or stress) and deformation (or strain)
(q.v.section 2.2.2). The law, a simplified version of which was provided in eqn.2.14, is usually written
as [Malvern, 1969]:
 ij = Cijklekl (3.1)
where repeated index denotes summation, and where  ij is the stress tensor, ekl the strain tensor, and
Cijkl the elastic constant tensor. As was explained in section 2.2.2, usually Hooke’s law applies only
for relatively small strains.
￿.￿.￿ The Navier–Lamé equation
The application of the conservation of linear momentum alongside Hooke’s law, leads to the governing
equation of elastic waves in isotropic homogeneous solids—the Navier–Lamé equation:
⇢u¨ = f+ µr2u+ (⇤+ µ)r(r · u) (3.2)
where ⇢ is the material’s density, f the body forces, u the material’s particle displacements, ⇤ and µ
Lamé’s first and second constants, the latter being also called the shear modulus [Landau and Lifshitz,
1986; Malvern, 1969; Timoshenko and Goodier, 1951].
A simple derivation of the Navier-Lamé equation
Consider the equation of conservation of linear momentum:
 ij,j + fi = 0 (3.3)
where  ij,j is the divergence of stress, and fi the applied body forces.
This equation implicitly contains the key to describing the dynamic behaviour of materials. Indeed,
recall D’Alembert’s principle that any body can be considered in equilibrium if inertia forces are
considered. Then, fi, denoting all body forces, can be considered to encompass the inertia forces as
well, so that: fi = -⇢
@2ui
@t2
+ firest , where the first term represents the D’Alembertian inertial forces.
Hence, the basic elastodynamic relationship, general to any body beyond linear elastic behaviour, shall
state that:
 ij,j + fi = ⇢
@2ui
@t2
(3.4)
where ui is the displacement vector.
1 [As the deformation, so the force]
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Equation 3.4 is provided in terms of stress and displacement, and applies irrespective of whether the
material behaves according to Hooke’s law or not. Consider the material to be linear elastic, isotropic.
Then, Hooke’s law is written in the form of Lamé’s equation:
 ij = 2µeij +⇤emm ij (3.5)
Taking the divergence of eqn.3.5:
 ij,j = 2µeij,j +⇤emm,j ij (3.6)
The strain tensor for small deformations is of the form:
eij =
1
2
 
ui,j + uj,i
 
(3.7)
Hence, its divergence
eij,j =
1
2
 
ui,j + uj,i
 
,j=
1
2
 
ui,jj + uj,ij
 
(3.8)
and
ui,jj = r2u (3.9)
uj,ij = uj,ji = um,mj = r(r · u) (3.10)
where u denotes vectorial character.
Hence, substituting in eqn.3.4, the Navier-Lamé equation is reached:
⇢u¨ = f+ µr2u+ (⇤+ µ)r(r · u)
This equation, despite being given in terms of displacement, is an expression of mechanical equi-
librium that relates body forces f and inertial forces ⇢u¨ to the displacements in a linear elastic body.
Thus, its solution provides a macroscopic description of the dynamic behaviour of an elastic isotropic
body subject to small deformations.
The Navier–Lamé equation is highly coupled. However, as will be shown in chapter 5, through
careful manipulation it can be separated into two independent wave equations:
c2lr2ul -
@2ul
@t2
=
f(t)
4⇡⇢r
(3.11)
which is the so-called longitudinal component of the solution (with, cl =
p
(⇤+ 2µ)/⇢ is the longitudinal
speed of sound), and
c2tr2ut -
@2ut
@t2
=
f(t)
4⇡⇢r
(3.12)
which is the transversal component of the solution, with ct =
p
µ/⇢. Here, ul and ut are transformed
potentials of the displacement vector u (see section 5.1), which combine linearly to provide the actual
displacement vector.
Accordingly, the dynamic response of a linear elastic, isotropic solid is in the form of two sepa-
rate, independent, monochromatic waves [Landau and Lifshitz, 1986]: the pressure, primary, ‘P’ or
longitudinal waves propagating at the longitudinal cl speed of sound; and the shear, secondary, ‘S’ or
transverse waves, propagating at the transverse speed of sound, ct. It is easy to see that cl > ct; in
fact, for most crystalline materials cl ⇡ 2ct. This is commonly observed in earthquakes for instance
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[Lowrie, 2007], where the less destructive longitudinal or ‘P’ waves precede the destructive transverse
or ‘S’ waves. As will be seen in chapter 5, this dual wave feature of all elastodynamic solutions can be
found in the elastic fields of dislocations as well. It is also present, to a lesser extent, when the material
undergoes plastic deformation; however, in this the waves are not independent any longer [Landau
and Lifshitz, 1986].
The Navier–Lamé equation is perhaps the simplest combination one can define of a conservation
equation (linear momentum) and a constitutive law (Hooke’s law). Albeit of application only when a
material is linear elastic, all weak shock fronts have an elastic component described by this equation:
the elastic precursor wave introduced in section 2.1 is indeed an elastic wave obeying the Navier–Lamé
equation.
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The solution to the Navier-Lamé equation provides a full description of the dynamic behaviour of an
elastic, homogeneous isotropic continuum body. However, as Hooke himself noticed [Timoshenko,
1983], when stressed beyond a certain limit—the yield point—ductile materials undergo irreversible
deformations that are known as plastic deformation. Once plasticity begins, Hooke’s law is no longer
applicable, and neither are the Navier-Lamé equations.
As was discussed in section 2.1, Hooke’s law itself is but an equation of state the range of application
of which is limited to, typically, small strains. For larger strains, once plastic deformation is taking
place, other equations of state can be defined. Usually, when these equations of state are used to
primarily describe the mechanical behaviour of materials, they are called constitutive laws, for they
“describe the macroscopic behaviour resulting from the internal constitution of the material" [Malvern, 1969].
A typical constitutive equation takes the form of
 ij = f(eij, . . .) (3.13)
relating  ij, the stress tensor, and eij, the strain tensor. The functional dependence to other variables,
such as the temperature T or the strain rate tensor e˙ij, might also be considered.
In principle, plastic behaviour can be described using a constitutive law, the knowledge of which
would allow to apply an analysis akin to that followed to derive the Navier-Lamé equations and, thus,
wholly describe the dynamic plastic response of a material through conservation equations.
Unfortunately, plasticity is too complex a phenomena to allow for the formulation of a constitutive
law of plastic behaviour as universal as Hooke’s law itself. Most plasticity constitutive laws are empiri-
cal, either as direct fits of experimental data, or as physically motivated laws which aim at reproducing
specific empirical behaviours. In this section, some of the most important ones are reviewed.
￿.￿.￿ Plastic waves in solids
No matter its specific response, plasticity usually results in some sort of work hardening, denoted
by a decrease in the slope of the uniaxial stress-strain curve as that depicted in fig.11. Assuming the
constitutive behaviour is characterised2, its effect over the dynamic response of the material can be
inferred using the conservation equations alongside the constitutive behaviour of the material.
Von Karman and Duwez [Karman and Duwez, 1950] first studied the propagation of solid waves
beyond the elastic limit. In a Lagrangian framework, they considered a one-dimensional continuum
2 Viz., to somehow know the constitutive law of that concrete plastic response.
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Figure 11: Schematic of a typical uniaxial and quasi-static stress-strain curve. It shows the material’s behaviour
subjected to infinitely slow loading. Engineering variables used. Albeit of no use in shock loading, it
depicts the effect of plasticity in the material’s behaviour. As strain hardening begins, the slope of the
curve tends to decrease, leading to slower plastic waves.
body and, at time t, a particle at position x that is displaced by a u. Applying Newton’s second law,
the force element dF acting over a mass element dm at position x is
dF = dm
@2u
@t2
= ⇢dV
@2u
@t2
= ⇢Adx
@2u
@t2
(3.14)
where ⇢ is the density, dV the associated volume element and A the transverse section, so that dV =
A · dx.
Since dF/A = d , then
d 
dx
= ⇢
@2u
@t2
(3.15)
In turn
d 
dx
=
d 
d✏
@✏
@x
(3.16)
And since
@✏
@x
=
@
@x
✓
@u
@x
◆
(3.17)
then
@2u
@t2
=
✓
d /d✏
⇢
◆
@2u
@x2
(3.18)
which is the equation for a wave propagating with velocity
cp =
s
1
⇢
d 
d✏
(3.19)
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Notice that   and e are the uniaxial stress and strain; as shown in fig.11, d de is the slope of the uniaxial
stress-strain curve. This result is extensible to the elastic case, were Hooke’s law states that   = E · e,
therefore celastic =
q
1
⇢
d 
d✏ =
q
E
⇢ as expected for uniaxial cases [Goldsmith, 2001].
If, as discussed, the slope of the strain-stress curve decreases once plasticity begins (vid.fig.11), it
follows that the plastic wave speed will be lower than the elastic one; hence, upon being dynamically
loaded, an elastic precursor front will appear and propagate, moving faster than the subsequent and
higher-stressed plastic front (as was shown for instance in fig.8).
In section 2.2.3 it was shown that the speed of plastic waves according to the hydrodynamic theory
was (under weak shocks) lower than the elastic speed of sound. The result here presented seems
to confirm the latter. However, it is fundamentally different. As was discussed in section 2.5, the
result that plastic waves are slower than elastic waves only applies to the Hugoniot state itself, and
there is no immediate way of gaining knowledge of the intermediate wave speeds of the plastic front
by using the Hugoniot curve3. This is because the hydrodynamic theory only describes the shocked
state, not the states taken to reach it. However, it is a requirement the analysis presented here that
the constitutive law is fulfilled everywhere. So it follows that the constitutive law ought to be able to
provide a description of the shock wave profile.
￿.￿.￿ Constitutive laws of plastic behaviour
Von Karman’s analysis highlights the importance of defining a constitutive law able to describe the
dynamic features of shock waves. The most immediate way to do so is to rely directly on empirical
data. In that case, the subsequent mathematical treatment requires of a phenomenological functional
form—a fit in the form of a phenomenological flow rule. Phenomenological flow rules can provide
reasonable descriptions of macroscopic plasticity, but do not provide much physical insight. Being
specifically built to describe concrete behaviours of given materials, any new material’s would require
a whole new set of experiments to be properly characterised. Alternatively, physically motivated
constitutive laws can be used. These rely on experimental data, but they are built to account for
microscopic phenomena; thus, they often have a broader range of application. As a caveat however,
they tend to rely on a larger number of parameters. Here an account of both is offered.
Phenomenological laws
Traditionally, plasticity has been characterised phenomenologically, without considering its causes.
This approach leads to flow rules based on few or none physical assumptions, built by fitting ex-
perimental data into mathematical expressions relating  ij and eij. There exist a large number of
phenomenological flow rules, almost as many as different plastic behaviours. The following ones are
but some of the best known.
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ Parabolic hardening is used at low and constant strain-rates (10-2- 101s-1)
[Meyers, 1994], where dynamic plastic effects are negligible. It takes the form of the so-called Ramberg-
Osgood relation [Ramberg and Osgood, 1943]
  =  yp +A✏
m (3.20)
where   is the Von Mises stress,  yp is the uniaxial yield point, m the hardening factor and A a
material dependent constant. It is unsuitable for describing high strain rate phenomena, as it does not
depend on the strain rate itself, and therefore violates the fourth power law (see section 2.5).
3 Presumably however, these will be slower than the elastic speed.
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￿￿￿￿￿￿-￿￿￿￿ ￿￿￿￿￿￿￿￿￿ The strain-rate dependence of the flow becomes especially relevant in
dynamic loading, and more so for BCC metals [Armstrong and Walley, 2008]. It can be accounted for
in a number of ways:
  =  0 + ✏˙ (3.21)
where  is a hardening constant, and which is valid for strain rates of up to about ⇠ 103 - 105s-1
[Regazzoni, Kocks, and Follansbee, 1987]; or
  =  0 + ✏˙
n✏m (3.22)
where m is the strain rate sensitivity 1/m = @ ln /@ ln ✏˙ and below 103s-1 is of order 0.01, increas-
ing to about 0.1 above 103s-1[Armstrong and Walley, 2008; Follansbee, Regazzoni, and Kocks, 1984;
Regazzoni, Kocks, and Follansbee, 1987].
Other expressions also used include [Hosford, 2005]
  =  0 +C ln ✏˙ (3.23)
which is mostly used for BCC metals [Hosford, 2005], and breaks down at about 102s-1 [Meyers,
1994].
￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ It is well known [Avilés, 2005] that temperature affects plastic behaviour:
colder materials are usually less plastic, which can be explained through dislocation motion. A number
of empirical relations have been proposed to model this effect. Assuming that eqn.3.20) remains valid,
the Von Mises stress can be corrected (vid.[Meyers, 1994]) through [Armstrong and Walley, 2008;
Johnson and Cook, 1983; Meyers, 1994]
  =  ref

1-
✓
T - Tref
Tm - Tref
◆↵ 
(3.24)
where  ref is a measured reference stress, Tref the temperature at which it is measured, T the current
temperature, Tm the melting temperature, and ↵ an empirical parameter. This does not account
however for strain rate effects, and is therefore unsuitable for high strain rate shock loading.
￿￿￿￿￿￿￿–￿￿￿￿ ￿￿￿￿￿￿ Incidentally, the combination of eqn.3.20, 3.23 and 3.24 led to the so called
Johnson–Cook model [Johnson and Cook, 1983], one of the most widely used constitutive laws [Meyers,
1994], according to which:
  = ( 0 +A✏
n)
✓
1+B ln
✏˙
✏˙0
◆
1-
✓
T - Tref
Tm - Tref
◆m 
(3.25)
A number of modifications to this equation have been proposed, including adding a factor to account
for dynamic recrystallization at higher temperatures (vid.[Andrade et al., 1994]), and to model the up-
turn in the hardening materials show above 104s-1 strain rates (vid.[Couque, Boulanger, and Bornet,
2006; Rule and Jones, 1998]).
Physically motivated constitutive laws
The constitutive laws shown above are fundamentally empirical, and have little justification other than
that they provide a good fit with experimental data. As has been seen, they are commonly employed
for modelling behaviours below 104s-1, where simple stress –strain tensile tests or Hopkinson split
bar [Field et al., 2004; Hopkinson, 1914] experiments can be performed. Formulations able to describe
the behaviour at strain rates accessible to shock loading experiments tend to rely on experimental
data as well, but include in their formulation physical considerations that make them more purpose
specific. Here, a few are discussed.
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￿￿￿￿￿￿-￿￿￿￿￿￿ ￿￿￿￿￿ The Bodner-Parton “BP" (1975) model [Bodner and Parton, 1975] was pro-
posed to model strain-hardening for large deformations and arbitrary load-histories. It divides strain
into an elastic ✏e and a plastic ✏p part, stating that the flow rates are8>>>>>>>><>>>>>>>>:
✏˙e =
 ˙
E
✏˙p =
2p
3
 
| |A exp
⇣
-n+12n
 
Z
 
 2n⌘
Z = Z1 + (Z0 -Z1) exp
⇣
-
m
R
 d✏p
Z0
⌘
(3.26)
where   is the Von Mises stress, E Young’s modulus, and any unnamed parameter is to be empirically
determined.
The Khan-Huang model [Khan and Huang, 1992] arises as a variation of the BP model, where the ra-
tio between the second invariant of plastic deformation rate and the second invariant of the deviatoric
Cauchy stress is determined through a constitutive equation for the latter.
￿￿￿￿￿￿￿￿￿-￿￿￿￿￿￿￿-￿￿￿￿￿￿ The Steinberg-Cochran-Guinanmodel [Steinberg, Cochran, and Guinan,
1980] is a semi-empirical model mostly applied in high-strain rate situations. It models the change
in the shear modulus and the yield strength with temperature and plastic strain rate, thus affecting
the flow rule (for more details, vid.[Ding and Asay, 2011]). It was modified by Steinberg and Lund
[Steinberg and Lund, 1989] to extend it to low strain-rates and BCC metals.
￿￿￿ ￿￿￿￿￿ The Mechanical Threshold Stress Flow “MTS" (1988) model [Follansbee and Kocks, 1988]
is limited to about 107s-1 strain rates and accounts for temperature changes as well. A number of
works have expanded its capabilities to include anisotropic effects [Goto et al., 2000] or damage and
fracture considerations [Campagne, Daridon, and Ahzi, 2005], amongst others.
￿￿￿ ￿￿￿￿￿￿￿-￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ The Zerilli-Armstrong “ZA" (1987) model [Zerilli and Armstrong,
1987] is one of the most widely used constitutive models. It is actually based in microstructural
considerations: thermal activation of dislocation motion, leading to two different flow rules depending
on whether the metal is FCC (eqn.3.27) or BCC (eqn.3.28):
  =  0 +A✏
1/2 exp(-B · T +C · T ln ✏˙) + kd-1/2 (3.27)
  =  0 +D exp(-B · T +C · T ln ✏˙) + E✏n + kd-1/2 (3.28)
The kd-1/2 factor accounts for the Hall-Petch effect (vid.[Zerilli and Armstrong, 1987]), making it one
of the few models able to explicitly cope with polycrystalline materials. Its range of application seems
wide enough to have been used as a benchmark up to 108s-1 [Ding and Asay, 2011].
￿￿￿￿￿￿￿-￿￿￿￿￿￿- ￿￿￿￿￿￿￿ The Bammann-Chiesa-Johnson “BCJ" (1990) model (vid.[Bammann, 1990;
Bammann, Chiesa, and Johnson, 1996]), presented as an improvement of the Johnson-Cook model,
is based on dislocation mechanics, incorporating strain rate, temperature and damage (load history).
Although powerful in its premises, it depends on no less than 20 material constants.
￿￿￿￿￿￿￿-￿￿￿￿￿-￿￿￿￿￿￿￿ The Preston-Tonks-Wallace “PTW" (2003) model (vid.[Preston, Tonks, and
Wallace, 2003]), which is devised to model extremely high strain rates (⇡ 1011s-1) and up to the
melting point.
The latter models are complex enough that they have not been reproduced here. As can be seen,
physically motivated constitutive models tend to rely on considerations around dislocation dynamics.
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In fact, many non-specific constitutive models (vid.[Ding and Asay, 2011; Ding, Asay, and Ao, 2010;
Reed et al., 2011; Taylor, 1965; Vogler, Ao, and Asay, 2009; Winey and Gupta, 2006]) tend to describe
the effect of dislocations in a more fundamental way, by invoking the Orowan equation. Due to its
relevance to constitutive modelling, this equation is described in the following.
￿.￿.￿ The Orowan equation
The Orowan equation, first proposed by E. Orowan [Orowan, 1940] has become one of the most fruitful
avenues for enunciating physically motivated constitutive laws, particularly in the study of shock
compression of crystalline solids. The reason for the latter is two-fold: it provides a direct link between
the material’s response and the applied strain rate; and it can be informed with parameters obtained
from atomistic or micromechanical models rather than merely through data fitting from experimental
measurements..
Derivation of the Orowan equation
The derivation of the Orowan equation expression is simple. Consider a single crystal containing N
dislocations. If dislocation “i" moves a distance li, it shall contribute a
li
d ·b to the relative displacement
of the top surface with respect to the bottom one, b being the magnitude of the Burgers vector and d
the longitudinal size of the crystal.
If there are N dislocations, then the total relative displacement D will be:
D =
b
d
NX
i=1
li (3.29)
The associated macroscopic strain will be:
✏ =
D
h
=
b
d · h
NX
i=1
li (3.30)
The average displacement of a dislocation will be:
x =
1
N
NX
i=1
li (3.31)
Then, substituting eqn.3.31 into eqn.3.30, the following expression for the strain is obtained:
✏ =
bNl
dh
(3.32)
Furthermore, the dislocation line density is given by:
⇢ =
Nl
hld
(3.33)
Hence, the strain will be given by:
✏ = b⇢l (3.34)
which is the original for of the Orowan equation.
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Forms of the Orowan equation
Nevertheless, the usual form of the Orowan equation is obtained by differentiating eqn.3.34 in time,
under the assumption that dislocation density remains constant, whereby
✏˙ = ⇢mbv¯ (3.35)
This equation relates ✏˙—the macroscopic plastic strain-rate—to microscopic averages of dislocation
parameters: ⇢m, the mobile dislocation density4; b the Burgers vector; and v¯ the average dislocation
velocity.
According to this assumption, the dislocation density cannot increase in time (or, at least, it cannot
increase significantly). Therefore, all plastic deformation can only be caused by the motion (slip) of
the pre-existing dislocations. This is reasonable for most low strain rate plastic deformation [Hull and
Bacon, 2011]. However, when this assumption is made at high strain rates (above 106s-1), researchers
[Clifton and Markenscoff, 1981; Johnson, Jones, and Michaels, 1970; Taylor, 1965] have found that the
pre-existing dislocation density ought to be about three orders of magnitude higher than it is typically
measured. This would suggest that the motion of dislocations alone cannot explain the magnitude of
the plastic slip observed in high strain rate, shock compressed solids. Nevertheless, as long as this
shortcoming is dodged by allowing for larger than measured initial dislocation densities, constitutive
laws based on eqn.3.34 have managed to produce good matches for the wave front [Partom, 1986;
Taylor, 1965].
The need for a higher dislocation density than that measured has led to suggest that [Armstrong
and Walley, 2008; Granato, 1973; Meyers et al., 2009; Zerilli and Armstrong, 1987] that “at the highest
strain rates (. . . ) a transition occurs from plastic flow being controlled by defect generation at the shock front"
[Armstrong and Walley, 2008]. If the increase in ⇢m is relevant, then eqn.3.34 is differentiated to
✏˙ = ⇢mbv¯+ b
d⇢m
dt
l¯ (3.36)
The first term on the right hand side is eqn.3.35. The second term includes a dislocation generation
term ⇢˙, whereby plastic slip occurs not only as a result of the motion of dislocations but, as suggested
by Regazzoni, Kocks, and Follansbee, 1987, due to the generation of new dislocation loops ras well.
For the strain rates at play in shock loading (106s-1 and upwards), since ✏˙ / ⇢˙ a relatively large and
sudden generation of dislocations as the shock front passes by should be expected.
It must be further pointed out that eqn.3.35 implicitly assumes that ⇢m and v¯ are independent: the
motion is assessed through v¯, and the interactions through ⇢m, but both terms remain independent,
at least a priori. However, as dislocations move, their length increases, thus leading to a corresponding
increase in ⇢m. To the author’s knowledge, this has not been assessed hitherto.
The use of Orowan’s equation as a flow rule requires defining expressions describing the evolution
of v¯, l¯ and ⇢m. Most constitutive models relying on the Orowan equation are based on producing
physically motivated expressions of the later. Here a few formulations are offered.
Mobility laws
Mobility laws here refer to mathematica expressions of v¯, the average speed of dislocations. A much
more detailed account of mobility laws is offered in section 7.4. Here it suffices to say that mobility
laws usually express functional relationships between the dislocation’s speed and an applied resolved
shear stress ⌧:
v¯ = f(⌧, T , . . .)
4 ⇢m is a measure of the dislocation length –the length of dislocation lines– per unit volume. Hence it is measured inm/m3 or
m-2.
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These functional relationships reflect the physics of the motion of dislocations. For instance, for low
enough speeds it has been found both experimentally [Johnston and Gilman, 1959] and theoretically
[Nabarro, 1967] that the dislocation’s speed is directly proportional to the applied stress:
bv¯ = d⌧ (3.37)
where b is the magnitude of the Burgers vector, and d the proportionality coefficient, often called
the drag coefficient for the similarity this mobility law has with the linear viscous drag laws in fluid
mechanics.
This ‘viscous drag’ mobility law is well-motivated [Hirth and Lothe, 1982]; the drag reflects the
energy dissipation incurred in by the moving dislocation as it encounters the ‘phonon wind’ in the
lattice [Nabarro, 1967]. However, the range of speeds over which this mechanism is dominant and,
therefore, over which this drag law can be applied is limited to not higher than ⇡ 20 - 100m/s.
Above that range, the dislocation’s motion tends to saturate against the transverse speed of sound, as
additional effects (lattice anharmonicity, thermoelastic effects,. . .) gain relevance [Gilman, 1969]. Albeit
both experiments and MD simulations have been carried out in this regime (vid. [Marian and Caro,
2006; Nix and Menezes, 1971; Olmsted et al., 2005]), the lack of a clear theoretical framework in this
regime precludes the existence of a mobility law as universal as the viscous drag law. The form that
mobility laws take in this regime is often highly speculative, and as it will be argued below, this
negatively affects the constitutive laws.
Dislocation generation
The evolution of the density of mobile dislocations is a topic that has drawn a great deal of attention
[Partom, 1986] ever since it was proven that the densities of dislocations prior to the shock could not
explain the amount of plastic relaxation observed at shock fronts [Clifton, 1972; Clifton and Marken-
scoff, 1981; Gupta, 1975; Johnson, Jones, and Michaels, 1970; Murri and Anderson, 1970; Partom, 1984;
Taylor, 1965]. Traditional analyses rejected a significant increase in the dislocation density [Clifton and
Markenscoff, 1981; Taylor, 1965], as a result of which the Orowan equation of the form given in eqn.3.35
was used. More recently [Meyers et al., 2009], the Orowan equation in the form given in eqn.3.36 has
been used [Ding, Asay, and Ao, 2010], denoting the relevance ⇢ can take.
Most expressions of ⇢ employed are geometric inferences based on some constitutive assumptions.
Here, a number of them are reviewed. A general feature of these models is that they usually over-
estimate the empirically measured ⇢m. This is because there are no ‘sinks’ or mechanisms for the
annihilations of dislocations.
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ It has been stated above that the dislocation’s
speed is arguably related to the density of dislocations. Such relationship can be explored under a
number of simplifications. Consider a circular, expanding dislocation loop where all its points have
the same speed, v¯, assumed to be constant. Over a given period of time dt, the loop will have expanded
radially in all directions by a distance dr = dt · v¯. This radial increase corresponds with an increase in
the total length L of the dislocation loop of dL = 2⇡dr = 2⇡v¯dt. For the same volume, this entails an
increase on the dislocation density of d⇢m = 2⇡v¯/Vdt. Hence, the dislocation density should at least
increase linearly with the average speed:
⇢m = 2⇡v¯
d
V
(3.38)
where d/V is a geometric factor, the cross-section of the system, with d the thickness and V the volume.
￿￿￿ ￿￿￿￿￿￿-￿￿￿￿￿￿￿ ￿￿￿￿￿ Perhaps the oldest expression for ⇢m is the one reviewed by Nabarro,
Basinski, and Holt, 1964
⌧ = ↵µb
p
⇢d (3.39)
34 ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿
where ↵ is found to be of order unity, and ⇢d the dislocation density. This expression agrees both
with theory [Argon, 1970, 2008; Nabarro, Basinski, and Holt, 1964] and empirical results [Argon, 1970,
2008; Gilman, 1969; Nabarro, Basinski, and Holt, 1964] for a large number of increasingly sophisticated
theoretical models.
The simplest justification of this expression is the one provided by G.I. Taylor [Taylor, 1934]. Taylor
proposed that the shear stress at a distance r from a dislocation is ⌧ ⇠ bµ/2⇡r. If the dislocation density
is ⇢d, then the distance from any point to the nearest dislocation is r ⇡ ⇢-1/2d . Thus,
⌧ ⇡ bµ 1
2⇡
p
⇢d (3.40)
Here ↵ = 12⇡ ⇡ 0.16. Modifications to this theory usually affect the value of ↵, which is often compared
to empirical data [Gilman, 1969].
￿￿￿ ￿￿￿￿￿-￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ Gilman [Gilman, 1969] considered a domain of thickness
d and N sources of dislocations per unit volume, thus with d ·N sources per unit area. If each source
source emits a pair of dislocation lines at a constant rate r, then the dislocation generation rate ⇢˙d will
be
⇢˙d = r · d ·N (3.41)
Since r, d and N are constants, so is ⇢˙d, and thus
⇢d = N0 + rdNt (3.42)
Taking this into the Orowan equation
 ˙ = bv¯(N0 +K · t) (3.43)
where K = rdN. If N0 ⌧ Kt, then
  =
1
2
bv¯⇢2d
K
(3.44)
This behaviour is seldom observed empirically [Gilman, 1969].
￿￿￿ ￿￿￿￿￿-￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ Gilman [Gilman, 1969] then considered dislocation breeding to
occur via cross-slip (vid.[Argon, 2008; Hirth and Lothe, 1982; Hull and Bacon, 2011]). This would
effectively result in new dislocation sources being generated during the flow process. The rate of
change of ⇢d –⇢˙d– would then be proportional to ⇢d itself [Gilman, 1969].
If in eqn.3.41 r = ⇢d, then
⇢˙d = ⇢ddN (3.45)
whereupon
⇢d =
⇢˙d
dN
(3.46)
In the Orowan equation,
 ˙ = bv¯
⇢˙d
dN
(3.47)
Integrating over time, it is then found that
⇢d = N0 +C  (3.48)
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The model is both simple and consistent with many experiments [Gilman, 1969; Taylor, 1965].
A general feature of these models is that they usually over-estimate the empirically measured ⇢m.
This is because there are no ‘sinks’ or mechanisms for the annihilations of dislocations.
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Constitutive modelling based on the Orowan equation seems more physically insightful than the phe-
nomenological models presented in section3.3.2. By comparing empirical data with the predictions
made by models employing one mobility law or another, and a more or less sophisticated model of
dislocation generation, one would hopefully be able to infer the adequacy of the constitutive hypoth-
esis (in the form of defining the mobility law and the generation mechanisms). However, as stated
above, mobility laws are often highly speculative, and the models of generation of dislocation are, in
general, simple geometrical inferences: they say little about how dislocations generate at the wave-
front, for which some more insightful models have been developed (vid. [Meyers, 1978, 1981; Smith,
1958; Weertman, 1981; Weertman and Follansbee, 1983; Zaretsky, 1995]). Furthermore, the more so-
phisticated these models get, the more constitutive parameters they will rely on; this complicates any
physical analysis of the underlying phenomena, albeit it often provides excellent fits to experimental
data and, therefore, reliable macroscopic models.
The adequacy of the Orowan equation and, in general, constitutive modelling with respect to shock
loading is further explored in this section.
￿.￿.￿ The Taylor model
In 1963, Taylor and Rice [Taylor and Rice, 1963] performed a series of experiments on iron, producing
high speed plane collisions on plates of different thicknesses. They observed a series of distinctive
features in the dynamic response, including the attenuation of the elastic precursor peak which had
previously been described by Campbell [Campbell, 1953] for iron at much lower strain rates. Making
use of the Orowan equation, Taylor [Taylor, 1965] introduced the simple constitutive model examined
in this section.
The model applies to a 1D semi-infinite material domain, based on the assumptions that plastic
strains are created by elastic stresses alone; that plastic strains do not produce volume changes; that
there is no change in density; that the material is polycrystalline and therefore, on average, the slip
planes that activated were at 45o of the principal axes. For simplicity, compressive stresses and strains
are assumed to be positive.
Derivation of the Taylor model
The derivation of this model is reproduced here, and closely follows that of Taylor [Taylor, 1965]. Let
 ij and eij, i, j = 1, 2, 3 be the stress and strain tensors respectively. Hooke’s law will be
 11 = ( + 2µ)e
e
11 + 2 e
e
33 (3.49)
 33 = 2( + µ)e
e
33 +  e
e
11 (3.50)
 22 =  33 (3.51)
e22 = e33 (3.52)
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The 11 direction corresponds to the normal direction of propagation of the shock front, whereas the
33 and 22 directions, to the lateral ones. The e superscript denotes elastic strain as opposed to p, that
denote plastic strain. Small strains are assumed, so eij = eeij+ e
p
ij holds true (cf.[Marsden and Hughes,
1983]).
The total strain will be
et11 = e
e
11 + e
p
11 = -
 V
V
(3.53)
et33 = e
e
33 + e
p
33 = 0 (3.54)
It is assumed that plastic strains will not lead to a volume change so, in first approximation
Tr[ep] ⌘ epii = ep11 + ep22 + ep33 = ep11 + 2ep33 = 0 (3.55)
According to this, total stress corresponds to elastic stress: the Taylor model assumes that plastic
strains are created by elastic stresses alone.
It can be assumed that, on average, the slip planes that are activated in a polycrystalline material
are at 45  from the principal axis. Hence, plastic flow will be carried over by maximum shear stress
and strain, given by
⌧ =
1
2
( 11 -  33) (3.56)
  =
1
2
(ep11 - e
p
33) (3.57)
where   is the plastic shear strain and ⌧ the resolved shear stress at 45o from the principal axis x1.
Then, combining all the equations above, it can be shown that
 11 = ( + 2µ)e
t
11 -
8
3
µ  (3.58)
⌧ = µ(et11 - 2 ) (3.59)
These two equations express the evolution of stress with strain; they are, therefore, a constitutive
law. However, in the process two new variables have been introduced:   and ⌧. Thus, to fully define
a constitutive relation, an additional equation relating   and ⌧ is needed. Such an equation can be
found in the Orowan equation,
 ˙ = ⇢mbv¯ (3.60)
Hence, equations 3.58 and 3.59 must be expressed as rate equations
 ˙ = ( + 2µ)e˙-
8
3
µ ˙ (3.61)
⌧˙ = µ(e˙- 2 ˙) (3.62)
where  11 and e11 referring to the normal direction of propagation, they are renamed as   and e to
simplify the notation.
￿.￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ 37
By combining eqn.3.60, 3.61 and 3.62, a constitutive relation can be established at last
@ 
@t
- ( + 2µ)
@e
@t
= -
8
3
µb⇢mv¯ ⌘ F( , e) (3.63)
Typically, v¯ and ⇢m are functions of stress and strain: v¯ = v¯( , e), ⇢m = ⇢m( , e); hence F( , e).
Several forms have been presented in section 3.3.3. Usually, the form F( , e) takes gives eqn.3.63 a
non-linear character.
Even once an adequate form of v¯ and ⇢m has been defined, eqn.3.69 alone does not allow the study
of the dynamic response of the material:   and e remain undefined, so a second equation relating both
of them is required. This is not directly possible; however, by introducing a third intermediate variable
–the material velocity v–, it is possible to fully define the problem with two more equations that must
necessarily be fulfilled: a Lagrangian conservation equation for linear momentum, and a compatibility
condition between strain and velocity.
Consider the conservation of linear momentum (vid.[Landau and Lifshitz, 1986; Malvern, 1969])
 ij,j + fi = ⇢
@u˙i
@t
(3.64)
For normal stresses, i=1, and taking the above-mentioned sign convention, the following equation is
obtained
@ 
@x
+ ⇢
@v
@t
= 0 (3.65)
The second conservation equation is a compatibility condition. Let u be the displacement of a point;
then, the uniaxial normal strain shall be, using the reverse sign convention
e = -
@u
@x
(3.66)
Assuming u to fulfil the Schwarz equality5,
@e
@t
= -
@2u
@t@x
= -
@v
@x
(3.67)
That is,
@e
@t
+
@v
@x
= 0 (3.68)
Thus, the model results in the following system of partial differential equations:
1. A constitutive relation –a form of the Orowan equation under the above-mentioned assumptions:
@ 
@t
- ( + 2µ)
@e
@t
= -
8
3
µb⇢mv¯ ⌘ F( , e) (3.69)
2. The conservation of linear momentum:
@ 
@x
+ ⇢
@v
@t
= 0 (3.70)
3. A compatibility condition:
@e
@t
+
@v
@x
= 0 (3.71)
with  , e and v the uniaxial stress, strain and velocity.
5 This implies that u is continuous on x alone and t alone
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⇢ 7850kg/m3
E 216.5 GPa
⌫ 0.33
b 2.55 · 10-10mTable 1: Material properties of iron.
The combination of the constitutive equation 3.69 with eqns. 3.70 and 3.68 leads to a system of three
hyperbolic (wave) non-linear partial differential equations the solution of which, for a given boundary
and initial conditions, would result in the desired wave propagation profile.
￿.￿.￿ Numerical solution of the model
Taylor (1965) did not produce a numerical solution of his model. Instead, he estimated the fea-
ture he was most interested in—the attenuation of the elastic precursor peak—with the characteristics
method(vid.[Drumheller, 1998; Zel’dovich and Raizer, 2002]).
Here, the full numerical solution of the method is provided. Eqns.3.69, 3.70 and 3.71 form a non-
linear system of partial hyperbolic equations which, combined with the inferred form of the solu-
tion sought—a wave-front—will require an adequate numerical solution technique. Here the Von
Neumann–Richtmyer [Neumann and Richtmyer, 1950] finite difference algorithm is used. The algo-
rithm includes an artificial viscosity term “q" able to overcome the numerical instabilities that arise at
the wave front by mollifying the displacement gradient there; albeit this introduces spurious viscosity
into the system, an adequate tuning of “q" limits its effects to the front alone, and minimises the effects
there. It leads to the following sequence of equations that were solved via an Octave/Matlab script.
⇢
v
j+1/2
i - v
j-1/2
i
 t
= -
( ji+1/2 + q
j-1/2
i+1/2)- ( 
j
i-1/2 + q
j-1/2
i-1/2)
 x
(3.72)
e
j+1/2
i - e
j-1/2
i
 t
= -
v
j+1/2
i+1 - v
j+1/2
i
 x
(3.73)
q
j+1/2
i+1/2 = -⇢
⇣
c1
   uj+1/2i+1 - uj+1/2i    + c2⌘ (uj+1/2i+1 - uj+1/2i ) (3.74)
 j+1i+1/2 -  
j
i+1/2
 t
- ( + 2µ)
e
j+1/2
i - e
j-1/2
i
 t
= F( ji, e
j
i) (3.75)
As in Taylor, 1965, the model is used to simulate a material being continuously loaded by an impact.
This requires some considerations. First, that although the solution domain is a priori assumed to be
semi-infinite, the numerical model reproduces this effect with a reflective boundary condition placed
far away from the origin (vid.[Drumheller, 1998]); because the problem satisfies causality, that bound-
ary is not expected to be reached by the wave front throughout the simulation. Second, at the origin a
continuous shock-load is imposed: v = vshock and   = vshockc⇢(vid.[Meyers, 1994]), where c is the
material’s speed of sound6 and ⇢ its density [Meyers, 1994].
￿.￿.￿ Simulations
The aim of the simulations is to model the dynamic plastic response of iron upon being continuously
loaded with an impact load of 500m/s. The material properties are summarised in tab.8.
6 In this case, cl.
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Name ⇢m v¯
A ↵
⇣
⌧
µb
⌘2 ⇣
⌧
⌧0
⌘m
B N0 +C 
⇣
⌧
⌧0
⌘m
Table 2: Expressions for v¯ and ⇢m used in the simulations.
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Figure 12: Velocity profile for model A and B. Each colour curve represents the velocity of each material point for
the indicated time step. The succession of curves thus represents the propagation of the wave-front.
Model A displays a faster attenuation rate of the dynamic yield point, as well as a more marked yield
drop; this agrees with the faster generation mechanism it accounts for.
As was discussed above, the form of ⇢m and v¯ must be provided. Two different expressions have
been used in the present work, summarised in tab.2.
These laws differ from those employed by Taylor(1965), but combine simplicity with a notional idea
of what the model can be used for when simulating dynamic plasticity at wave-fronts.
￿.￿.￿ Discussion of the results
Model A and B present similar results. As expected, an elastic precursor wave precedes the plastic
front. This precursor wave peaks at some value observed to decrease as the wave propagates; the pre-
cursor peak is followed by a decrease in stress and velocity, which is then overcome by the plastic front,
increasing velocity and stress values to the steady-state –the shock conditions at the boundary. The
attenuation of the elastic precursor peak is seen to be asymptotic, as Taylor (1965) intended through
the relaxation of ⌧. This behaviour is depicted in fig.12a and fig.12b.
The elastic precursor and the appearance of the precursor peak
Despite its apparent simplicity, Taylor’s model is able to reproduce remarkably complex physical
behaviours: without introducing a yield point, an elastic precursor wave appears; the precursor wave
peaks at a given value, and then decreases in what could be understood as a yield drop; then strain-
hardening appears and takes the material to the steady state.
However, the application of the Neumann-Richtmyer artificial viscosity could give rise to doubts
on whether the elastic precursor and its peak correspond to a damped numerical oscillation or to an
actual feature of the model.
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Consider model A, in which
 ˙ = b↵
✓
⌧
µb
◆2✓ ⌧
⌧0
◆m
(3.76)
In the model, ⌧ = 34
 
 - ( + 23µ)e
 
. Substituting above
  = ( +
2
3
µ)e+C ( ˙)
1
m+2 (3.77)
where C is a material constant. Hence, for a given  ˙, the stress-strain relationship is linear with an
offset defined by C ( ˙)
1
m+2 .
￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ Before the wave-front reaches an unloaded region,
the current values of stress and strain, as well as  ˙, are necessarily zero. From zero, the three of them
will increase following the dynamics of the system. Following eqn.3.77, it is noted that, no matter how
small, a sudden increase in e and  ˙ will produce a dramatic change in  , because   is premultiplied
by elastic constants the magnitude of which is much larger than that of e. The transition between
this value and   = 0 is very fast, but almost linear in nature. Thus, this transition will reproduce an
elastic-like region, explaining how, without yield-point criterion, an elastic precursor is simulated.
￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ Consider an unloaded material. At (x = 0, t = 0), the stress   and the velocity
v suddenly take the values prescribed by the boundary conditions. This induces a gradient in time and
a gradient in space both in   and v. From eqn.3.70, it follows that the appearance of a spatial stress
gradient induces a velocity time gradient, therefore leading to the propagation of the velocity wave-
front. In turn, from eqn.3.71, the resulting spatial gradient in velocity contributes to the propagation
of strain through its time gradient. The latter, along with the current values of stress and strain are
responsible for the time gradient in stress, and therefore its propagation. From eqn.3.69, it is clear
that two opposite effects play a role in determining the time stress gradients: the strain time-gradient
tends to increase the stress time-gradient, whereas the plastic flow  ˙ term, being subtractive, decrease
it. From eqn.3.77 it is seen that the latter depends on the current values of   and e alone, but not on
any of its gradients.
However, as   rises in the previously unloaded region, it will produce an increasing plastic flow
which, in turn, relaxes the resolved shear stress [⌧ /  - ( + 23µ)e] and therefore   and v: the increase
in   (and v) is counteracted by the subsequent increase in  ˙. The increase in  ˙ is large at first: no
matter how small the increase in   and e is,  ˙ amplifies it to the power ofm+ 2; hence, at first  ˙ tends
to increase very fast.
Thus, the wave-front driven increase in   and v will be surpassed at some point by  ˙, causing   and
v to pass through a maximum, and then decrease; hence the precursor peak.
￿￿￿ ￿￿￿￿￿ ￿￿￿￿ After the maximum,   and v are set to decrease. However, if   (and e) decrease,
so does  ˙ and the sign of the spatial gradients in  , v and e, thus allowing the   and v time gradients
to increase again. The spatial gradients being reversed,  ˙ will not increase as before, a minimum in  
and v being reached, after which all the values will be set to increase towards the steady state. Thus,
the model is able to reproduce a yield drop.
Other features
The elastic behaviour of both models A and B is remarkably similar: in both cases it propagates at
a constant speed of 6370m/s7, a reasonable value for the speed of sound in iron8. Not only that,
dislocation generation parameters ↵ and especially C do not appear to affect the elastic precursor, as
it should be expected.
7 Measured as the distance the precursor peak has advanced over a given time interval.
8 Taylor (1965) works with 6000m/s; usual literature values range around 5000-6500m/s.
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Figure 13: Elastic precursor decay: the results from models A and B confronted with experimental data by
[Rességuier and Hallouin, 1998].
Moreover, the precursor peak decay can be compared to experimental results. Simulations A and
B provide the best match with the experimental data provided by [Rességuier and Hallouin, 1998], as
depicted in fig.139.The present model’s results were solely confronted with De Rességuier’s data since
most data available for iron applies for lower strain rates and impact loads, the simulations of which
would have increased the computational cost of this analysis.
Albeit producing a similar fit to the experimental data, once plasticity begins, both models differ:
the strain-hardening process in model B is noticeably faster than that of model A (vid.fig.12a and
fig.12b). Besides, the effects of ↵ and C can the more clearly be appreciated. C is seen to affect mostly
the size of the yield drop behind the precursor peak: the yield drop is narrower –and the kurtosis
of the precursor peak larger– the larger C is; ↵ has a similar effect, but also affects the height of the
precursor peak itself.
The effect of varying the exponent m is the same in both cases: the larger it is, the higher the elastic
precursor and the kurtosis of the peak. This is because higher m imply larger v¯, and hence more
energy input to move the dislocations. ⌧0 seems to have a similar effect: the smaller it is, the lower the
amplitude of the elastic precursor, suggesting more resistance to the motion of dislocations. N0 for
model B is seen to affect the simulation in the same way: the larger it is, the larger the elastic precursor,
whence more dislocations to move postpone the beginning of plasticity. Also, m appears to dominate
the attenuation rate of the precursor peak: the lower it is, the faster this happens.
A critique
The values for which the experimental fit is attained seem reasonable: ⌧0 = 2000MPa, m ⇡ 2.75- 2.85
and dislocation density values (⇡ 1010m-2), which are similar to those invoked by Taylor [Taylor,
1965]. Initial dislocation density N0 values are also within a reasonable range: N0 = 1010m-2 as in
Ding et al [Ding, Asay, and Ao, 2010], albeit they are larger than empirically measured [Clifton and
Markenscoff, 1981]. When comparable, these values are also similar to those used by Taylor (1965) in
his estimates: N0 ⇡ 2 · 1012m-2 and ⌧0 = 1980MPa.
This agreement would suggest that, the model being so simple, the addition of more insightful
physics into v¯ and ⇢m could provide a significantly better dynamic plasticity model, and thus that
Orowan-equation-based models are a promising technique to that end.
9 De Rességuier et al. confronted their own results with a collection of previous ones, including those of[Taylor and Rice, 1963],
finding good agreement.
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Figure 14: Results for m = 1 in model B.
However, the model is just lucky: the physical assumptions behind the expressions for ⇢m and v¯
cannot account for any of the reproduced behaviours. Indeed, ⇢m and v¯ are such that they can only
increase as the material is loaded. A continuous increase in ⇢m implies that dislocations are free to
move with no pinning or annihilation. An increase in v¯ implies that they can move without restrictions
or limiting speeds, which as will be explained in chapter 4 is probably untrue. Furthermore, under
these assumptions, plastic flow would only be enhanced as the material is loaded, and no strain-
hardening effect could be reproduced.
The density rule for ⇢m implies that dislocation motion is not hindered. Having used a power law
for v¯, the exponent m can be adjusted to reproduce the desired behaviour without taking into account
any physical implications. For the stress levels reached (up to ⇠ 20GPa), dislocation motion would
have been expected to be in the relativistic regime or, at least, drag–controled, meaning that m 6 1;
however, here m > 1, suggestive of a thermally activated motion (q.v. section 7.4). For instance, upon
setting m = 1 in model B (vid.fig.14), the decay of the precursor peak becomes too fast to be matched
to the data by modifying any of the other parameters. This suggests that the density rule is completely
inadequate, and that it is the flexibility the power law gives that compensates its deficiencies. A more
advanced one including pinning should have been used.
Taylor (1965) was no less lucky. Instead of the laws here employed, he introduced a semi-empirical
law:
v¯ = v1e- ⌧0+  ⌧ (3.78)
along with ⇢m = N0 + C  for the density. Hence, he was effectively assuming the very same con-
stant increase in ⇢m. Gilman [Gilman, 1969] pointed out that these two expressions happen to be
mathematically equivalent to employing
v¯ = v0e
-D⌧ (3.79)
—an expression for quantum-tunnelled v¯—alongside a steady-state strain hardening for density
⇢m = (N0 +C ) e
-Be (3.80)
Thus, in Taylor’s case it was v¯ that was reproducing effects that ⇢m should be accounting for. Even
then, Taylor’s biggest problem would have been justifying the use of a velocity law devised for the
thermal activation of dislocation motion at stresses sufficiently high to be in the drag-controlled regime
of motion.
This analysis highlights one of the biggest risks of this type of models: parameter fitting, whereby
by modifying the value of the parameters in the model one is able to produce a good fit to experiment,
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at the cost of scarifying the physical meaning of the model. The amount of functional forms 10 a
one-dimensional model can take is limited, and as shown above the use of one of them for v¯ can
affect, and even interfere via its parameters, with the one chosen for ⇢m. This risk increased the more
sophisticated the model gets. For instance, Ding et al. (2010) [Ding, Asay, and Ao, 2010] presented
a model in which there are at least 12 parameters to be fitted. In the case of Ding, Asay, and Ao,
2010, they applied their model to shock loaded tantalum, and compared it with the Zerilli–Armstrong
model presented in section 3.3.2. The Zerilli-Armstrong model can be used in studying BCC tantalum;
however, above ⇡ 700MPa plasticity in tantalum is believed to be dominated by twins [Armstrong,
Arnold, and Zerilli, 2007; Hsiung and Lassila, 1998; Huang and Gray III, 1989], which neither the
Zerilli-Armstrong nor Ding et al.’s model, based on the Orowan equation, account for. Yet through
parameter fitting they both achieve very good matches to experiment. In the model for iron presented
here, no effect other than dislocation activity has bee allowed; however, at about 13GPa (midway
through the loading of the material to ⇡ 22GPa) iron is expected to experience a phase transition
from ↵–Fe (BCC) to ✏–Fe (HCP) [Meyers, 1994], which De Rességuier and Hallouin report in their
experiment.
Finally, the models employed being one-dimensional, the possibility of providing physical insight is
limited. At best, constitutive models are able to demarcate the preponderance of a given mechanism
during shock loading, as it is the case for instance of the upturn of the yield point with the strain rate,
that constitutive modelling attributed to an increased important of the dislocation generation mech-
anisms compared to the [Regazzoni, Kocks, and Follansbee, 1987]. Nonetheless, constitutive models
such as the one presented here offer excellent fits to experimental data, and being physically motivated,
can probably be extended much more than phenomenological models discussed before. Hence, they
constitute an excellent tool for design applications where one is merely interested in being provided
with a macroscopic description of the material’s behaviour.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿
The underlying assumption in the formulation and use of macroscopic constitutive laws is that the
dynamic behaviour of the material can be described as a combination of physical conservation laws
(usually, conservation of linear momentum and energy), and the constitutive laws themselves. That
is, the use of constitutive laws entails the assumption that plastic wave theory can be used as a way of
describing weak shock wave profiles.
Constitutive modelling provides in many cases an excellent fit to empirical data, but offers little
physical insight regarding the specific causes of plastic relaxation. It has been shown that, despite
providing a good match, the model might be motivated by the wrong physics, which would preclude
any physical insight being obtained from the model. Thus, constitutive modelling emerges as an useful
tool for producing macroscopic constitutive laws that can be directly implemented in macroscopic
models of plasticity. If adequately informed, the model can also provide useful predictions.
However, and particularly for shock loading, the constitutive models which are able to adequately
capture the physical processes involved become so large, and depend on so many parameters, that
they become the easy subject of the reproach that ‘With four parameters I can fit an elephant, and with five
I can make him wiggle his trunk.’ [Dyson, 2004].
For these reasons, in this thesis a different approach is favoured, by studying plastic relaxation as
the result of the collective motion of dislocations. By explicitly considering the carriers of plasticity, it
is hoped to gain more insight into the physical mechanisms involved in the plastic relaxation of shock
fronts.
10 I.e., an exponential form, a logarithmic form, a polynomial form, etc.

4 PLAST IC I TY, D IS LOCAT IONS AND SHOCKWAVES
Plasticity or plastic deformation of a crystalline material refers to the permanent, irreversible changes in
the shape of the material when it is subjected to external loads. Because plasticity leads to permanent
changes in the shape of a body, it is of great industrial and economic importance. This significance is
dual. On one hand, it can be regarded as an undesirable effect that one must avoid. This would be
the case of plastic deformation in metallic structures: the civil engineer or architect designing a bridge
wants to ensure that, once built, and under the application of its service loads, the shape of the bridge
remains unchanged; i.e., that it will not permanently change just as a result of a few automobiles
running over it. In this case, the onset of plasticity defines the ultimate admissible strength of the
structure, that will have to be designed in such a way as to ensure that it never undergoes plastic
deformation. This will require a detailed understanding of the causes of plasticity, knowing where
and how its onset occurs.
On the other hand, plasticity can be turned to one’s own advantage. There are many applications
where attaining a permanent deformation is not only desirable, but explicitly sought after. This would
be the case of manufacturing techniques such as extrusion, stamping, hot and cold rolling, or forging,
where the material is subjected to external loads with the sole intent of permanently changing its
shape to serve a new purpose, such as manufacturing thin metallic plates, thin wires, extruded beams,
etc. In these cases, it is not only of interest for the engineers or metallurgists in charge to know when
plasticity begins, but also the means by which it progresses and the different parameters (temperature
for instance) that affect it.
Thus, plasticity in metals arises as a physical phenomenon of huge industrial and economic rele-
vance. This alone justifies its study, and demarcates the most interesting features of plasticity; to wit,
its onset and the conditions in which it is reached, and the conditions and parameters affecting its
development.
There are a number of approaches to the study of plasticity. Constitutive modelling, presented
in chapter 3, is one of them. In that case, plasticity is described as the macroscopic response of a
continuum medium to external loading through equations of the form
 ij = f(eij, T , e˙ij, . . .)
where  ij is the stress tensor, eij the strain tensor, e˙ij the strain rate tensor, T the temperature field.
Therefore, the constitutive law describes the material’s stress state in response to the application of ex-
ternal loads. As mentioned in chapter 3, constitutive laws are able to describe plastic deformation with
great accuracy. This makes them particularly adequate for design applications such as those described
above, where the engineer is interested in having an accurate description of the macroscopic response
of a body. They are useful to model empirically observed behaviours as well. However, the reciprocal,
i.e., the inference of the microscopic mechanisms behind plasticity through physically-motivated con-
stitutive laws such as the Orowan equation, is problematic. At low strain rates, where the underlying
microscopic mechanisms of plasticity are better understood, this is not altogether impossible. How-
ever, under shock loading, where additional competing terms arise, any inference becomes complex.
The topic of this thesis being plasticity under shock loading, an alternative approach will be favoured,
focusing on the microscopic causes of plasticity instead.
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One of the most enlightening ways to understand it is to focus on its microscopic causes. Plasticity in
crystalline materials occurs predominantly through the generation and motion of dislocations in the
crystalline lattice. Other defects, such as twins, are also a cause of plasticity. Hereafter, this thesis will
focus solely on the effect of dislocations.
Dislocations are linear crystalline defects that can be regarded as the dynamic agents of plastic de-
formation at the microscopic scale. They consist on an atomic disarrangement of the crystalline lattice
due to the presence of an additional half planes of atoms. This half plane distorts the otherwise perfect
crystalline lattice, introducing mechanical strains that tend to oppose or balance out the external loads.
Dislocations can interact with one another and with other defects such as point defects, grain bound-
aries or interfaces, and react to the external loads by moving in order to minimise the free energy of
the system [Hirth, 1996]. Depending on the alignment of the additional half plane, two basic types of
dislocations arise: edge dislocations, if the misalignment consists of the presence of an extra half-plane;
and screw dislocations, if the atomic planes form a spiral surface the edge of which is the line of the
dislocation. Dislocations of mixed character also exist.
The study of dislocations as crystalline defects is usually called the Theory of Dislocations. This field
that ranges from experimental imaging of dislocations and dislocation structures (vid.[Whelan, 1975]),
through to mesoscale theory (vid.[Hirth and Lothe, 1982]) and modelling (vid.[Bulatov and Cai, 2006;
Kubin, 2013]) of dislocations as the carriers of plasticity, all the way down to atomistic simulations that
study the most fundamental features of the crystalline structure that affect dislocations and plastic
flow (vid.[Gumbsch and Gao, 1999b; Moriarty et al., 2002; Vitek, 1992]).
The relationship between plastic deformation and the generation and motion of dislocations is both
simple and challenging to address. Consider for instance the yield point, i.e., the mechanical threshold
stress above which the material undergoes plastic (permanent) deformation. The theory of dislocations
identifies the yield point as the value of stress at which dislocations begin to move, breed and interlock.
As the number of dislocations increases, mutual interactions become more likely, which tends to hinder
their motion. This is reflected in a relative hardening of the material, which means that the material
requires a higher external load to undergo the same amount of deformation as it would have, had the
material remained elastic.
The theory of dislocations also helps in understanding some of the factors that affect plastic deforma-
tion. For instance, crystalline materials are easier to deform at higher temperatures, a fact dislocation
theory explains by showing that the mobility of dislocations is generally enhanced at higher tempera-
tures. The effects of different crystalline structures, grain boundaries or grain sizes are also explained,
on a fundamental level, by the theory of dislocations. For further details, the reader is referred to
Hirth and Lothe’s classic book on the subject [Hirth and Lothe, 1982].
￿.￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿
This thesis focuses primarily on one of the parameters that affect plastic flow: the strain rate. The strain
rate was defined in section 2.6.1 of chapter 2 as the rate at which the material is loaded. Experimental
observations of plastic deformation at different strain rates show that crystalline materials are usually
harder at high strain rates [Armstrong and Walley, 2008; Campbell, 1953; Gilman, 1969], an effect
similar to that of decreasing the temperature; this is shown in fig.15, whereby the yield point tends to
increase with an increasing strain rate. The causes of this behaviour are complicated; the aim of this
thesis is to explore them.
Most studies of plasticity focus on low strain rates. A low strain rate signifies that the loads over
the material are applied at a slow enough pace that the material’s behaviour can be characterised as
quasi–static. In quasi-static analyses, the material is assumed to be in mechanical equilibrium at each
instant in time. Under this assumption, as a result of the application of external boundary conditions,
the material will evolve from one state of mechanical equilibrium to another. Most real life situations
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Figure 15: Schematic of a stress-strain curve of a given material at different (low) strain rates.
where plasticity is present are well-characterised as quasi static. This includes physical processes
such as ductile fracture and indentation, as well as structural design of car frames and other metallic
structures, and manufacturing methods such as cold rolling. In fact, many applications such high
speed forging, which are commonly regarded as ‘high strain rate’ processes are actually low strain
rate in the context of plastic deformation.
In low strain rate plasticity (below ⇡ 104s-1), the material’s plastic behaviour is what is typically
expected from a tensile stress-strain test, as shown in fig.15: up to a given value of stress (the yield
point), the material behaves elastically; above the yield point, the material experiences plastic flow
primarily as a result of the motion, generation and interaction of dislocations. The main characteristic
of plasticity in the low strain rate ‘regime’ is that the yield point tends to increase (logarithmically)
with the strain rate [Follansbee, Regazzoni, and Kocks, 1984]; to wit, the material seems proportionally
harder with an increasing strain rate. The ‘hardening’ is small, and can be characterised through the
stress–strain curve so long as the effect of the strain rate is properly reflected, as shown in fig.15.
As depicted in figure 16, at strain rates of the order of 104 - 106s-1, the material’s yield point
experiences a sudden upturn. Below that point, the strain rate sensitivity parameter m, defined as
1
m
=
@ ln 
@ ln ✏˙
(4.1)
takes values of aboutm ⇡ 0.01. After the upturn, it increases to aboutm ⇡ 0.2- 0.4 [Regazzoni, Kocks,
and Follansbee, 1987].
This sudden upturn in the yield point suggests that the kinetics of plastic flow of the material (i.e.,
the way dislocations are generated and move) undergo a fundamental change at high strain rates.
Several attempts have been made to explain it. Follansbee et al. [Follansbee, Regazzoni, and Kocks,
1984] and Regazzoni et al. [Regazzoni, Kocks, and Follansbee, 1987] proposed a change in the regime
of motion of dislocations as a likely cause, progressing from a thermally activated motion to a drag
controlled motion. These considerations were made by invoking the Orowan equation (q.v.sec.3.3.3),
where
✏˙ = B · ⇢m · v¯
For a higher strain rate, assuming ⇢m did not change much, the only parameter that could change
was v¯, which could increase one or two orders of magnitude from ⇡ 1- 5m/s up to ⇡ 100- 500m/s,
thereby entering a drag-controlled motion. Regazzoni et al. [Regazzoni, Kocks, and Follansbee, 1987]
48 ￿￿￿￿￿￿￿￿￿￿ , ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿
Iron
Copper
10-3 10-2 10-1 100 101 102 103 104 105 106 107
Strain rate ε (s-1)
0
200
600
800
1000
400
Y
ie
ld
 s
tr
es
s 
(M
P
a)
1 
m 
=∂ ln σ
∂ ln ε
=0.01
Figure 16: A collection of yield points at different strain rates, for copper and iron. Up until ⇡ 104s-1, the
yield stress grows logarithmically with a rate which is multiplied by a factor of about 100 when it
experiences a sudden upturn. (Experimental data adapted from Armstrong and Walley [Armstrong
and Walley, 2008].)
went further, suggesting a possible change in the dislocation generation mechanisms, justifying the
use of the modified Orowan equation (eqn.3.36)
✏˙ = ⇢mbv¯+ b
d⇢m
dt
l¯,
which, as explained in section 3.3.3, accounts for large changes in the density of mobile dislocations
as well. More recently, Fan et al. [Fan et al., 2012] have attributed the upturn in the yield stress to
the strain rate dependence of the activation stress in the motion of thermally activated dislocations. In
turn, Agnihotri and Van der Giessen [Agnihotri and Van der Giessen, 2012] have associated the upturn
with the rate dependence of the activation stress of Frank–Read sources of dislocation, and reported a
relatively small effect of dislocation drag. Whatever the cause, these analyses highlight the relevance
of the Orowan equation as a source of qualitative information relating the strain rate to the generation
(⇢m) and motion (v¯) of dislocations.
It also becomes apparent that these effects are relevant only above a certain threshold value of the
strain rate, which demarcates a transition in the experimental techniques used for measuring strain
rate effects. For the lower end (up to ⇡ 101 - 103s-1), one can still employ a dynamic tensile test
machine (vid.[Goldsmith, 2001] pp.315–330); for higher strain rates the compressive tests based on
impacting the material target may be required, starting with the Hopkinson bar method [Hopkinson,
1914] or, for even higher strain rates, gas guns [Meyers, 1994] and laser guns [Field et al., 2004] as
described in section 2.4.
The upturn is accompanied by a fundamental change in the loading regime, which becomes dynamic.
Dynamic loads are transmitted throughout the material by mechanical waves travelling at a finite
speed. In principle, all loads inside a material are transmitted by waves. Mechanical waves propagate
in a solid at the two speeds of sound, cl and ct, the magnitude of which is roughly a few thousand
metres per second in a metal. The transmission of loads in solids can be much faster than the rate at
which the loads themselves are applied. In that event, the material can be treated quasi-statically, and
the transition between one mechanical state and the next can be imagined as a sequence of states of
mechanical equilibrium. However, when the loads are applied at a high enough rate, the mechanical
waves that load the material do not have enough time to propagate throughout the material on the
time scale of the loading regime, leading to regions of the material that are loaded, whilst others
are not. At this point, inertial effects and, in general, dynamic effects become relevant, and a time-
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dependent treatment of the loading regime becomes necessary, providing a mechanistic description of
the material based on wave propagations.
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The most characteristic example of dynamic loading is shock loading. Shock loading has been ex-
plored in some detail in chapters 2 and 3. As explained in those chapters, under weak shocks the
wave front splits into an elastic precursor wave propagating at the longitudinal speed of sound, and a
slower plastic wave front. Through the hydrodynamic theory, this wave-splitting phenomenon can be
understood as an expression of the thermodynamic state of equilibrium to which the shock front takes
the material; through the plastic wave theory, it can be understood as a result of the plastic hardening
the material experiences. In this chapter, the effect of dislocations is explored.
￿.￿.￿ Experimental studies of dislocation structures
The experimental study of the dislocation structures at the shock front offers valuable insight in vali-
dating the models presented above. However, experiments of this kind are extremely challenging, as
they require direct observation of dislocations concurrently with the shock front propagating through
the material. To the author’s knowledge, direct observation of dislocation during a shock compression
experiment is yet to be achieved.
Most experimental studies of dislocation structures have therefore focused on the post-shocked
residual dislocation microstructure [Meyers, 1994]. Once the study target has been shocked under a
desired set of conditions, a shocked sample is recovered and prepared for examination under the mi-
croscope. Typically, the cross-section of the target is examined using transmission electron microscopy
(TEM); the sample is prepared employing either a dual-beam focused ion beam [Wang et al., 2006]
over the specimen, or by electropolishing it [Meyers, 1994]. In both cases, it is reported [Meyers et al.,
2009; Wang et al., 2006] that the preparation technique does not significantly affect the microstructure
observed in the TEM [Wang et al., 2006].
However, it seems clear that the observed microstructure’s state is not the shocked state, nor that
expected at the shock front itself [Meyers et al., 2009]. The dislocation microstructure obtained while
shock loading a material can hardly be deemed stable, because it is produced in a short period of time
by an intense compressive load; this gives the dislocations virtually no time to self-equilibrate. Thus,
as the material is relaxed back from the shocked state, the dislocation microstructure will reorganise
itself; annihilations, pile-ups at grain boundaries and at free surfaces are usually expected [Meyers
et al., 2009]. This should produce lower dislocation densities in the TEM imaging than in the shocked
state. Some MD simulations seem to have confirmed this point, by showing that in the post-shock
regime the dislocation loops tend to annihilate via cross-slip [Jarmakani et al., 2008]. Furthermore,
when a material that has been shock loaded is then subjected to low strain rate tensile tests, it tends
to display work softening, suggesting that the dislocation structure is indeed reorganising itself in the
post-shock state [Longo and Reed-Hill, 1974; Luft et al., 1975].
Hence, experimental studies of this kind cannot be employed confidently to produce a quantitative
analysis of the shocked dislocation structures. However, they can be used to deduce several qualitative
features of how different parameters of a shock loading experiment affect the dislocation microstruc-
ture.
For instance, in FCC materials dislocations tend to arrange themselves in ‘cell’ patterns [Murr and
Kuhlmann-Wilsdorf, 1978]; these cell patterns consist of bands of high dislocation density surrounded
by low density regions, analogous to the Kuhlmann–Wildsorf cells found in stage II plastic hardening1
[Kuhlmann-Wilsdorf, 1989]. In fact, the similarities with stage II hardening led Murr and Kuhlmann–
Wilsdorff to link cell patterning in high strain rate deformation with a greater degree of cross-slip
[Murr and Kuhlmann-Wilsdorf, 1978]. Indeed, the patterning becomes more evident the higher the
1 And stage III hardening, and fatigue [Argon, 2008].
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stacking fault energy of the material is, particularly in nickel and aluminium [Gil Sevillano, Van Houtte,
and Aernoudt, 1980; Meyers et al., 2009]. Cell patterning seems to be related to the duration of the shock
pulse as well: a longer pulse duration before the unloading begins allows dislocation microstructures
to arrange themselves into better defined cells. All this is consistent with the Friedel–Escaig theory
of cross-slip (vid.[Hirth and Lothe, 1982]), according to which, when the motion of screw dislocations
in their slip plane is constrained by the presence of an obstacle, the screw dislocation overcomes the
obstacle by shifting (i.e., cross-slipping) into a different slip plane. This process is thermally activated,
so it should become more predominant as the temperature or the available time are increased [Gaskell,
1996]. Consequently, reducing the pulse duration or increasing the strain rate ought to have an effect
similar to decreasing the temperature [Murr and Kuhlmann-Wilsdorf, 1978]. In fact, with short pulses
cell patterns are not so clearly recognisable, and become better defined the longer the pulse is [Meyers
et al., 2009; Murr, 1981]. For pulses in the nanosecond scale the cell patterning does not seem to
be present, suggesting that cross-slip does not have enough time to be activated [Gil Sevillano, Van
Houtte, and Aernoudt, 1980].
As with all Kuhlmann–Wisldorf cell patterning, the size of these cells is reported to be inversely
proportional to the square root of the applied shock pressure, / pP [Murr and Kuhlmann-Wilsdorf,
1978]. As was explained in section 2.5, by virtue of the fourth power law, higher intensity shock
loads are associated with shorter pulse times (or, equivalently, higher strain rates). Due to the time
constraints, increasing the shock intensity or, therefore, the strain rate leads to less clear cell patterning.
In fact, above shock intensities of about 10GPa, which are usually attained with strain rates of the order
of 108s-1 and above [Grady, 2010], cell patterning vanishes [Murr, 1988]. The decrease in cell size is
necessarily accompanied by an increase in the overall dislocation density, which, as the shock load
increases goes on to takes values of 1015 - 1016m-2 [Meyers et al., 2009], considerably larger than
those obtained in quasi-static deformation (cf.[Argon, 2008]).
The presence of twins in shock-compressed aluminium is a commonly invoked text book example of
deformation twins, often used to defend the relevance of twinning as a plastic deformation mechanism
(cf.[Argon, 2008; Christian and Mahajan, 1995; Meyers, 1994]). This is probably because in the quasi-
static deformation of FCC materials, deformation twins are uncommon [Argon, 2008], particularly
in high stacking fault materials such as aluminium or nickel [Christian and Mahajan, 1995]. Other
than as recrystallisation twins, FCC materials only display twinning in high stress, high strain rate
deformation [Meyers et al., 2009]. Even then, this only occurs under high stress [Meyers et al., 2009];
for instance, in nickel twinning it appears only for loads above 30GPa [Meyers et al., 2009]; for low
stacking fault energy materials such as copper, deformation twins are more common [Rohatgi, Vecchio,
and Gray III, 2001]. Twinning is also associated with the grain size in polycrystalline materials, and is
uncommon for large grain sizes [Meyers et al., 2009].
BCC materials do not to display cell patterning [Meyers et al., 2009]. Iron displays planar arrays
of screw dislocations as reported by Hornbogen [Hornbogen, 1962] (see fig.18); other BCC materials
such as molybdenum [Wongwiwat and Murr, 1979] and tantalum do not display distinct dislocation
structures, particularly as the strain rate increases above 107s-1 [Murr, 1981]. In BCC materials, de-
formation twins are a more prevalent mechanism of plastic slip than in FCC materials, specially as
the strain rate increases2. Generally, the twinning threshold for BCC materials is much lower than
for FCC materials; for instance, as discussed in section 3.4.4, tantalum is reported to have a twinning
threshold of ⇡ 700MPa [Armstrong, Arnold, and Zerilli, 2007; Hsiung and Lassila, 1998; Huang and
Gray III, 1989]. Phase transformations also tend to occur at lower stresses than in FCC materials: iron
for instance changes phase from ↵–Fe (BCC) to ✏–Fe (HCP) HCP at ⇡ 13GPa [Armstrong, Arnold, and
Zerilli, 2007].
HCP materials appear to lie somewhere in between BCC and FCC materials, with loosely defined
cell patterning and strong correlation between grain size and dislocation densities, at least for beryl-
lium [Galbraith and Murr, 1975], titanium and zirconium [Song and Gray III, 1995a,b] and hafnium
2 Notice that increasing the strain rate tends to have a similar effect to decreasing the temperature. This is consistent with the
kinetic theory of defects, whereby thermally activated processes become more predominant if the temperature is increased, or
the available time increased [Gaskell, 1996]. Thus, twinning becomes more likely at low temperatures as a result of a higher
difficulty in dislocations overcoming the Peierls barrier; in the same way, twinning is usually favoured by an increasing strain
rate [Vitek, 1992].
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[Cerreta, Gray III, and Trujillo, 2006]. This is consistent with the greater difficulty in cross-slipping that
HCP materials display [Cerreta, Gray III, and Trujillo, 2006]. However, twinning in HCP materials is
reported to play a much more significant role than in FCC and BCC metals, with a particular sensitiv-
ity to increases in the strain rate, especially as regards zinc [Price, 1963], hafnium [Cerreta, Gray III,
and Trujillo, 2006] and Ti-6Al-4V [Follansbee and Gray III, 1989]. Unfortunately, HCP materials have
not been as thoroughly studied as FCC and, to a lesser extend, BCC materials have. Other structures,
such as orthorhombic, monoclinic, and tetragonal metals, have received even less attention. Twinning
has been reported in uranium (orthorhombic) [Armstrong, Follansbee, and Zocco, 1989].
In general, these studies suggest that dislocation microstructures in shock loaded materials are
consistent with the general theory of plastic deformation. They also highlight the importance of
the strain rate, which is seen to play the opposite role to temperature; furthermore, above a certain
strain rate3 (usually, 107–108s-1), thermally activated mechanisms such as cross-slip become inactive,
probably because the shock deformation occurs at too fast a rate.
￿.￿.￿ Interfaces of dislocations
The effect of dislocations at the front can be understood by supposing a perfectly elastic infinitely wide
plate. When it is shocked, there is only a strain normal to the shock front. The shock front propagates
at a constant speed equal to the longitudinal wave speed throughout the material. The strain rate at a
point is zero before and after the shock has passed through, and is non-zero only while the shock front
is passing through that point. The work done by the shock is converted into elastic strain energy in the
region of the sample that is compressed, and grows at the longitudinal speed of sound. As the shock
front passes any point in the sample, the normal stress rises from zero to the same maximum value:
there is no plasticity because there are no energy dissipation mechanisms. However, if dislocation
activity is allowed to occur, one would expect for dislocations to either begin their motion or, if there
are not any, to be created as the shock front loads the material. The dislocations that are created at and
behind the shock front relax the elastic stresses created there by the shock front as it passes through.
An equivalent viewpoint would be that the generation and subsequent motion of dislocations is a
dissipative mechanism that converts part of the shock front’s energy into phonons (dissipation) and
their own elastic self-energy, so that not all of the front’s energy is spent in increasing the local strain
energy any more. Thus, dislocations give rise to the plastic wave that trails behind the elastic wave.
Since plasticity is caused by the motion and generation of dislocations, the shock front will mark
the start of their motion and generation, thus being an area of great interest for studying dislocation
mechanics.
The role of dislocations in shock wave fronts can therefore be understood as an energy dissipation
mechanism, or as a mechanical relaxation mechanism over the crystalline lattice. The latter seems
more revealing, since as was stated in section 2.4, in shock loading experiments one usually measures
the mechanical relaxation at the front.
Under that interpretation, dislocation loops are generated as a result of the build-up of a resolved
shear stress over their slip plane. Once a threshold value is reached, a new dislocation loop appears.
This can occur as a result of a Frank–Read source, via another heterogeneous nucleation mechanism,
or even as a result of the homogeneous nucleation of dislocations (for more details, see chapter 7).
The dislocation loop is generated in response to the applied shear stress, and has the net effect of
lowering it, at least locally. In shock loading, the shock front can be imagined as an interface between
a region with a large longitudinal stress—the shocked region—and an unloaded region. Assuming
that the shocked state is one of perfect hydrostatic equilibrium, the mechanical imbalance can only be
locally accommodated if the deviatoric (shear) components at the front are relatively large. Ignoring
pre-existing dislocation, the stress imbalance will trigger the nucleation of dislocations at the front so
as to relax the deviatoric stresses and regain a hydrostatic state. The new dislocations will immediately
reduce the stress imbalance at the front; this process is enhanced if the dislocations begin to move (i.e.,
3 Or, by the fourth power law, pressure.
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Figure 17: Configuration of dislocations in the Smith model. The mismatch between the compressed (shocked)
and uncompressed (unshocked) crystalline lattices is resolved by an array of geometrically necessary
dislocations that advances with the shock front.
if the dislocation loops expand). Successive generation events will relax the front further. Once the
shock front has passed by, a residual microstructure of dislocations will remain.
This mechanistic interpretation of the role of dislocations at the shock front is consistent with the
role of dislocation activity in any other kind of loading. Under shock loading, the main difference lies
on the high speed and high intensity of the loading, so the specific details (i.e., specific configurations,
generation processes, etc) can be fairly complex. There have been several attempts to understand the
latter, initially through analytic models and, more recently, through the use of simulations, principally
molecular dynamics and, to a lesser extent, dislocation dynamics. Here, some of the most relevant
models are reviewed.
Smith’s model
Smith [Smith, 1958] offered the first interpretation of the role of dislocations at shock fronts. Accord-
ing to Smith’s model, the shock front induces a strong compression of the crystalline lattice, and in
that quality it acts as the interface between a severely compressed lattice and the unshocked (uncom-
pressed) one (see fig.17). This would naturally produce a lattice mismatch, which Smith argued can
only be resolved by allowing an array of geometrically necessary edge dislocations to be formed at
the interface between both lattices, as depicted in fig.17. Thus, in Smith’s model the edge disloca-
tions are given a role similar to the one they have in separating the two phases of, say, a martensitic
transformation.
The problem with Smith’s model is that it requires that the interface of dislocations move with the
shock front itself. The latter moves at the longitudinal speed of sound, and the dislocations typically lie
on slip planes oriented at a certain angle with respect to the direction of propagation of the front. This
requires the dislocations to move faster than the longitudinal speed of sound. As will be explained
in section 4.6.1, the existence of supersonic dislocations is contentious, and cannot be accepted prima
facie.
Furthermore, Smith’s model is simplistic. The shock front is imagined as an atomic-thin interface,
whilst in reality it has a finite strain rate and, concurrently, a thickness. The Smith interface is supposed
to resolve the lattice mismatch within a single row of atoms, so Smith’s model fails to explain the nature
of the strain rate, and does not comply with the empirical fourth power law. Moreover, it is not clear
how the interface of dislocations, always advancing with the shock front, could leave a remaincing
dislocation microstructure. There are further problems with Smith’s model. For instance, the way it
was described by Smith [Smith, 1958], the model seems not to conserve mass along the slip planes: the
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Figure 18: Configuration of dislocation loops in the Hornbogen model. The edge components advance with the
front, while the screw components in the loop remain immobile. The dislocation loop expands by
creating new segments of screw components. The residual dislocation microstructure will therefore
consist mostly of relatively well-aligned screw components, as is observed in iron subjected to low
intensity shocks (below ⇡ 12GPa [Hornbogen, 1962]. Similar, albeit less defined structures, are also
observed in other BCC materials such as iron aluminide (Fe3Al) [Meyers, 1994]. Figure adapted from
Hornbogen, 1962.
interfacial dislocations are not reciprocated in dipoles (they are infinite edge dislocations, not closed
loops). This means that, on one hand, the system almost surely has a net Burgers vector 4; and that,
on the other, there are no closed dislocation loops, thereby no residual microstructures formed can be
formed behind the front.
Finally, Smith’s model is over-reliant on the hydrodynamic picture of the shocked state; as in the
hydrodynamic theory, in the model the shocked state is achieved solely by changes in the density
of the medium (q.v.sec.2.5). Thus, the shocked state is assumed to be one where a perfect lattice
is compressed as much as necessary; the interface of dislocations is formed to mediate between the
shocked and unshocked regions, but does not play any microstructural role on the shocked material
itself, which attains its state through, one would assume, changes in the material’s density alone. This
is in accordance with the hydrodynamic theory. Thus, as is the case with all geometrically necessary
dislocations, in the dislocations in Smith’s model do not produce plasticity, and plastic relaxation does
not contribute to the shocked state.
Hornbogen’s model
A major defect of Smith’s model is the fact that it fails to explain dislocation microstructures behind
the front, particularly in iron. Hornbogen [Hornbogen, 1962] proposed an extension of Smith’s model
where the interfacial dislocations were still the edge components of dislocation loops. The model
is shown in fig.18. As in Smith’s model, these edge components advance with the front, but as
they do, the loops they are part of expand by adding to the length of the screw components, which
as shown in fig.18 lie roughly perpendicular to the edge components and which remain otherwise
immobile. Thus, Hornbogen’s model explains the residual microstructures of BCC iron subjected to
moderate shock loads, which are primarily comprised of almost perfectly aligned screw components
in a way suggestive of fig.18. This explanation seems to be backed by atomistic studies , which
show that due to the no-planarity of their cores, the motion of screw components in BCC materials
4 If the interface is finite and the number of dislocations even, then the Burgers vector is zero; if it is odd, it has a net Burgers
vector: group each dislocation in fig.17 with one of opposite sign, and the remainder one will provide the Burgers vector. If the
interface is infinite, the net Burgers vector is given by Grandi’s series B-B+B-B+ . . . = B
P1
i=0(-1)
i which is technically
divergent with Cesàro sum is 1/2 ·B.
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is much more difficult than that of edge components [Vitek, 1992], and that the line energy of screw
components is usually half to two thirds less than that of edge dislocations [Ostesky and Bacon, 2003],
therefore making it more energetically favourable to expand the dislocation loops by generating screw
components instead of edge components.
However, as in Smith’s model, in Hornbogen’s model the activity of dislocations is reduced to an
interface of dislocations which needs to advance with the shock front, therefore requiring supersonic
dislocations. In turn, the plastic relaxation behind the front remains largely the result of a change in
the material’s density alone. This hydrodynamic interpretation of the shocked state is all the more
problematic in Hornbogen model’s. The screw dislocation structures it initially aimed at explaining
only occur for iron shocked well below the 13GPa ↵–✏ phase transformation. This level of pressure is
well below iron’s shear modulus (about 82GPa [Callister and Rethwisch, 2007]); as explained in section
2.5, the shear modulus is the threshold stress above which the hydrodynamic approximation can be
applied.
The Meyers model
The Meyers model has been improved over the years [Meyers, 1978; Meyers et al., 2003], but its basis
remains the same. The model inherits the idea that dislocations are generated at the front to account
for mismatches between the compressed and uncompressed crystalline lattices. Smith’s and Horn-
bogen’s models give vague explanations of the origin of the dislocations, which Meyers identifies as
being homogeneously nucleated at the shock front in order to relax the deviatoric (shear) stresses
associated with the sudden compression of the lattice. According to Meyers, these loops of homo-
geneously nucleated dislocations tend to form an interfacial array of edge components in a manner
similar to that proposed by Hornbogen and Smith. However, unlike Smith’s and Hornbogen’s mod-
els, the Meyers model avoids supersonic dislocations by suggesting that each new interface of edge
components, rather than keep up with the shock front, moves relatively short distances before the dis-
locations slow down, and are substituted by a newly generated interface of dislocations at the shock
front itself. The process is continuously repeated and, as a result, the Meyers model leaves behind the
front a significant amount of dislocations which, presumably, can interact with one another and the
medium, contributing to its plastic relaxation through means other than changes in the density of the
lattice. Moreover, by introducing some simplifications and invoking empirical equations of state, the
Meyers model is able to quantify the shocked state’s dislocation densities.
The model is still limited in that it assumes atomic-thin shock front widths, and that all predictions
are based on elastostatic analyses of the stress state at the shock front. In fact, it tends to overestimate
the experimentally measured dislocation densities by two to three orders of magnitude, depending on
the material [Meyers et al., 2009]. This is a mayor drawback of a model aimed at estimating dislocation
density. However, as mentioned in section 4.3.1, the predictions made by the Meyers model can only be
compared with post mortem measurements of the dislocation density, i.e., performed once the shocked
material has been unshocked, and has had ample time to relax. This process will arguably reduce the
measured dislocation density with respect to the shocked case. Unfortunately, it is difficult to ascertain
by how much.
Fundamentally however, the Meyers model is the first model to offer a viable dislocation gener-
ation mechanism (homogeneous nucleation), and a physically consistent description of the role of
dislocations at shock fronts and high strain rates, taking them beyond mere geometrically necessary
interfaces.
Molecular dynamics simulations
By the 1980s, the successive improvements of the analytic models presented above and some others (for
instance, [Zaretsky, 1995]) had converged on the basic hypothesis that dislocations are generated to
relax the front in successive steps, leaving a residual population of dislocations behind that contributes
to the relaxation of the shocked state. With the advent of sufficiently powerful computing facilities,
which allowed direct atomistic simulations of dislocations at the shock front, these ideas were tested
in simulations of molecular dynamics (MD).
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Mogilevsky [Mogilevsky, 1981, 1983] performed some of the first simulations of molecular dynamics
at shock fronts in solids, reporting that upon the lattice strength being overcome, dislocations were
generated and relaxed the deviatoric stresses as expected in Meyers’ model. Holian [Holian, 1988] in-
troduced the first systematic approach to the study of shock waves in both fluids and solids using MD
simulations; he reported that dislocation activity seemed unchanged at shock fronts irrespective of the
initial density of dislocations, suggesting that at high enough stresses, homogeneous nucleation of dis-
locations should become prevalent, whilst at shocks of lower magnitude other dislocation nucleation
could be mediated by the presence of other defects.
Most of the early molecular dynamics simulations (for instance, those by Bandak et al.[Bandak et al.,
1992]) were limited to very small sizes, often less than a few thousand atom wide simulations. Since
then, the size of the simulations has increased significantly. Many of MD studies are largely concerned
with the interaction between dislocations and pre-existing defects, which may act as heterogenous
sources of dislocations. Holian and Lomdahl [Holian and Lomdahl, 1998] studied plasticity at shock
fronts on a 10 million atoms simulation of FCC crystals, allowing them to study detailed interaction
between defects; again, they reported homogeneous nucleation at the front and behind it a viable
process under strong enough shocks. They also discussed the possibility of stacking faults being
nucleated under imperfect loading conditions. Bringa et al. [Bringa et al., 2005] focused on the effect of
grain boundaries on a 40 million atom simulation of copper, reporting that the formation of twins was
affected by the grain size, which contributed to the overall plastic slip by almost 30% and the formation
of dislocation partials from the grain boundaries. Bringa et al. [Bringa et al., 2006] investigated the
conditions upon which homogeneous nucleation overtakes heterogenous nucleation, concluding that
under shock loading, homogeneous nucleation is the initial generation mechanism which, as the shock
front advances, is overtaken by heterogeneous nucleation of dislocations through the mediation of
other dislocations5. Notably as well, Bringa et al. studied the resulting stress states in their simulations;
they reported that the material quickly achieved a hydrostatic state, which they associated both with
lattice compressions and the large amount of dislocations generated at and behind the shock front.
Cao et al. [Cao, Bringa, and Meyers, 2007] in simulations of copper reported dislocation densities of
the same order of those expected in the Meyers model. Jarmakani et al. [Jarmakani et al., 2008] studied
shock compression of nanocrystalline nickel, focusing on the effect of grain sizes on the formation of
twins and on the dislocation microstructure; they concluded that the formation of twins was limited
to very small grain sizes, and that in the post-shock release, most dislocation loops were annihilated.
Tramontina et al. [Tramontina et al., 2014], have more recently studied the formation of dislocation
partials under shock loading in BCC materials.
MD simulations offer valuable insight regarding the detailed interaction of dislocations with one
another, the medium, and other defects, and how they evolve over short periods of time. In fact, they
have been extremely successful in clarifying the dislocation generation mechanisms involved, as well
the relative effect of twins, grain boundaries and grain sizes, or pre-existing defect configurations.
They (cf.[Bringa et al., 2006; Remington et al., 2006]) can even be used to directly inform experiments
of in-situ time-resolved X-ray diffraction [Wark, 1996] of shock loading, particularly when studying
phase transformations (vid.[Comley et al., 2013; Hawreliak et al., 2011; Milathianaki et al., 2013; Suggit
et al., 2012]).
However, MD should be regarded with some care when simulating large-scale systems involving
dislocations. The size of even the largest simulations reported here ([Bringa et al., 2006], 352 million
atoms, made possible at great computational expense) is still small enough6 that size effects will
become problematic, particularly due to the use of periodic boundary conditions, which can constrain
the crystallography of the material greatly. For instance, as shown in fig.19 as a result of employing
periodic boundary conditions the periodic images of the same slip plane repeatedly appear on the
same simulation box. A dislocation loop expanding out of the current box in one of those images
5 This would include breeding via cross-glide and related processes, cf. [Gilman, 1969].
6 Imagine a target plate of dimensions 1⇥ 10µm, i.e., 10µm2 = 109Å2. In a typical FCC material, there are 2 atoms per about
(3.5)2Å2. In the cross section of the target plate there will be about ⇡ 150million atoms. To allow for 3D interactions, the
out-of-plane dimension will be at least 1µm, which takes the total number of atoms in the simulation to about 150million⇥
1µm/3.5Å ⇡ 1011 atoms, which is exceedingly large for current computing capabilities.
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Figure 19: Periodic boundary conditions make introduce symmetric images of a given plane of slip in the same
system.
will re-enter the system on the following periodic image of the slip plane, and therefore mechanically
interact with itself not only along the direction of the slip plane, but in the out-of-plane direction 7.
This can be seen in the simulations by Bringa et al. [Bringa et al., 2006]: dislocations exiting the box
from above are seen to enter it from below, extending themselves along the periodic image of their
original slip plane. This introduces unphysical artefacts in the simulation which can only be overcome
by increasing the size of the simulation [Bulatov and Cai, 2006], often at great computational cost, and
with very large memory imprint.
In shock loading, the size of the simulation also limits the strain rates that can be probed with
MD8. If L is the longitudinal size of the system, then the width of a shock front propagating along
that dimension can only be so small as L; since the front propagates with cl, then the rise time is
trise ⇡ L/cl, so the minimum strain rate that can be simulated will be ✏˙ ⇡ 1/trise. For L = 1µm,
this is about 1010s-1. Finally, MD simulations are unable to discriminate between the effects of
dislocations and other mechanisms in the plastic relaxation processes.
￿.￿.￿ Final remarks
Both MD simulations and the analytical models presented in this section point towards a complex
description of dislocation activity at shock fronts. As was discussed in section 3.3.3, the dislocation
densities after a shock load are typically three orders of magnitude larger than those of the unshocked
state, suggesting an intense process of generation of dislocations at shock fronts. From the MD sim-
ulations, it would seem that the dislocation generation mechanism is affected by the availability of
heterogenous nucleation sites, while at the same time pre-existing defects play a relatively small role
in the actual dislocation process, particularly for high intensity shocks [Holian, 1988]. Thus, if the
shock intensity is low enough, the presence of viable nucleation sites, including grain boundaries
or previous dislocations, may act as a trigger for the heterogenous nucleation of new dislocations;
however, as the intensity of the shock increases in magnitude and, therefore, heterogenous nucleation
becomes, in relative terms, too slow a process, then additional mechanisms such as homogenous nu-
7 Three dimensional dislocation dynamics (see section 4.4.1) also have this problem. However, in dislocation dynamics one has
the ability to choose the slip plane spacing, and by modifying it alongside the relative orientation of the periodic boundaries
one can ensure that symmetric images do not happen (cf. [Kubin, 2013; Zhou, Biner, and LeSar, 2010]).
8 And, in truth, any other simulation technique, including DD (q.v.sec.4.4.1).
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cleation of dislocations might arise. At the same time, once the shock front’s density of dislocations
is large enough, the lattice becomes relaxed enough that homogeneous nucleations are overtaken by
slower processes [Bringa et al., 2006].
Analytic interfacial models such as Meyers’ offer some insight but are very limited due to the
simplifications required to make their analyses mathematically tractable. In turn, molecular dynamics
simulations offer valuable insights but are still limited to small simulation sizes. Furthermore, neither
MD nor the analytical models are able to relate the dislocation microstructures they describe with the
relaxation these exert over the shock front and the shocked state. The latter would be particularly
useful to inform constitutive models, which in chapter 3 were shown to struggle with providing
physical insight regarding dislocation activity.
In this thesis, a via tertia is employed which, while allowing the study of the activity of individual
dislocations, is still able to measure their macroscopic response. This approach is provided by discrete
dislocation dynamics, which will be the subject of the remainder of this thesis.
￿.￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
The aim of discrete Dislocation Dynamics is to simulate plasticity as the result of the collective motion
of individual dislocations [Gurrutxaga-Lerma et al., 2013]. There is not a single technique of discrete
dislocation dynamics (DD), but a varied family of methods that share several characteristics.
In DD, dislocations are modelled as individual Volterra singularities in an elastic continuum, and
plasticity arises as a result of their generation and motion. Long range interactions between dis-
locations are accounted for through the overlapping elastic fields of individual dislocations. Short
range interactions such as annihilations, pinning by obstacles, or collisions between dislocations are
modelled through constitutive rules that are applied when the dislocations involved meet a series of
specific criteria (e.g., coming within a certain distance of one another, reaching a threshold value of
stress, etc).
Further constitutive rules are commonly needed. Mobility laws are defined to describe the motion
of the dislocations as a result of an applied external stimulus. These are necessary to allow the mi-
crostructure of dislocations to evolve as a result of the external boundary conditions and the mutual
interactions between the dislocations themselves. Dislocation generation rules are usually defined as
well. These rules describe the conditions under which new dislocations are injected into the system,
and the manner in which this process occurs. This may include the definition of Frank–Read sources
which generate a new dipole when a threshold stress is overcome; or the conditions by which disloca-
tion loops expand and cross-slip. The specific details depend on the precise nature of the method of
dislocation dynamics used.
Nevertheless, the general characteristic of dislocation dynamics methods are those outlined above:
dislocations are modelled as discontinuities in an elastic continuum, where they interact with one
another and with the medium through their elastic fields; and they are allowed to move and react in
their specific slip planes using constitutive rules. Plasticity then arises as the result of their generation,
motion and interactions.
Thus, DD methods contrast with MD simulations in that they simulate the elastic interactions be-
tween dislocations and a continuum, rather than a discrete lattice of atoms subjected to thermal statis-
tics and, presumably, mechanical loads. DD methods also contrast with constitutive modelling (see
chapter 3) in that, despite both methods being applied over a continuum, DD instantiates dislocations,
and plasticity arises locally as a result of their generation and motion over an unchanged elastic con-
tinuum, whilst constitutive models modify the continuum’s constitutive laws themselves to reflect, on
a larger scale, the effect of these dislocations as an average. Thus, compared to constitutive modelling,
one gains detailed information about dislocations, and plasticity is present in a localised manner.
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Figure 20: Typical elements of a 2D Discrete Dislocation Plasticity model.
￿.￿.￿ Methods of Dislocation Dynamics
Discrete Dislocation Plasticity (DDP) refers to a particular variant of discrete Dislocation Dynamics9.
As outlined above, DD methods share a common aim: the simulation of the motion of individual
dislocations and the evolution of the dislocation microstructure as a way of studying plastic flow.
DDP is the application of that principle in two dimensions. This limits the scope of the method to
straight, infinite edge dislocations alone.
In DDP, each dislocation line is perpendicular to the 2D medium considered; dislocations are assim-
ilated to point-like particles that move in their respective slip planes. Their motion can be halted by
point-like obstacles, and they are generated by point-like Frank–Read sources. Fig.20 depicts the main
elements of a DDP simulation. This simplification has the obvious shortcoming of neglecting effects
mediated by screw dislocations (forest hardening, cross-slip,etc.). But at the same time, it provides
a simple, computationally cheap and robust methodology able to tackle large systems with flexible
boundary conditions.
DDP was introduced by Needleman and Van der Giessen in 1995 [Van der Giessen and Needle-
man, 1995] as a departure from previous two dimensional dislocation models [Amodeo and Ghoniem,
1990a,b; Bacon, 1967; Foreman, 1967; Gulluoglu and Hartley, 1992, 1993; Gulluoglu et al., 1989; Lépinoux
and Kubin, 1987]. The key feature of DDP is its handling of the boundary conditions using linear su-
perposition, following the original proposal by Lubarda et al. [Lubarda, Blume, and Needleman, 1993].
As shown in fig.52 (see chapter 7), the problem DDP needs to solve consists of a set of boundary con-
ditions and dislocations; the latter are strong discontinuities in a finite sized medium, so the resulting
9 DDP and 3D DD are not the only dislocation dynamics methods available. Atomistic methods such as molecular dynamics have
been intensively used for the study of interaction mechanisms (vid.for instance [Bulatov et al., 1998; Chang et al., 2002]). Other
methods include the phase field microelasticity [Wang et al., 2001] and kinetic Monte Carlo methods [Bulatov and Cai, 2006].
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elastic problem is highly incompatible. This typically rules out the numerical treatment of the whole
problem, the computational cost of which would be extremely high, and its analytical treatment, which
is commonly intractable.
By invoking the linear superposition principle, the problem is divided into two more manageable
systems. First, an infinite plane with the dislocations is considered; this is very advantageous because
the analytic solution of the elastic fields of dislocations is known (vid.[Hirth and Lothe, 1982; Mura,
1982]), so mutual interactions between dislocations can be easily treated. Second, a finite sized problem
where the boundary conditions are applied is considered. This problem may be solved using well-
established numerical methods such as the finite element method [Zienkiewicz, 2005] or the boundary
element method [Dominguez, 1993] with small computational cost. Linear superposition is satisfied
by calculating the tractions and displacements due to the dislocation’s elastic fields over the mapped
body surface in the infinite plane, and applying them with reversed sign in the finite size problem.
This ensures great flexibility in the handling of boundary conditions, and an affordable computational
cost for the simulations. Hereafter, the auxiliary finite size boundary value problem will be referred
to as the ‘boundary value’ problem.
DDP has been used to study many dislocation-mediated problems, most typically finite size prob-
lems where plane strain conditions are present and cross-slip is not expected to be a major mechanism:
size effects in plastic flow [Balint et al., 2006; Nicola, Van der Giessen, and Needleman, 2003], geomet-
rical effects [Romero, Segurado, and Lorca, 2008], fracture mechanics [Deshpande, Needleman, and
Van der Giessen, 2003; O’Day and Curtin, 2005; Van der Giessen et al., 2001], crack growth [Cleveringa,
Van der Giessen, and Needleman, 2000], fatigue [Deshpande, Needleman, and Van der Giessen, 2002],
creep [Ayas, Dommelen, and Deshpande, 2014], etc. Thus, despite the obvious shortcoming, DDP still
offers valuable insight into many problems.
The obvious shortcomings of 2D models can be overcome using three dimensional ‘Dislocation
Dynamics’ (3D DD) (q.v.[Bulatov and Cai, 2006; Ghoniem and Sun, 1999; Kubin and Canova, 1992;
Schwarz, 1999; Zbib and Rubia, 2002]). In this method, dislocations are modelled as closed three-
dimensional loops in a continuum, so that dislocations of all characters are modelled. The inherent
complexity of this technique lies in the necessity of discretising loops into linear segments. As such,
dislocations in the 3D continuum are represented as closed loops that, even after being discretised,
have a very large number of degrees of freedom and possible interactions to allow for an easy numer-
ical treatment. In 3D DD, the expressions of the dislocation loops’ elastic fields are usually calculated
numerically [Bulatov and Cai, 2006; Zbib and Rubia, 2002] at a significantly greater computational
expense than in DDP. This typically limits the size and runtime of the simulations. Further problems
with dislocations at the boundaries usually limit simulations to the use of periodic boundary con-
ditions [Zhou, Biner, and LeSar, 2010]. Thus, 3D Dislocation Dynamics methods offer a much more
complete picture of dislocation activity at the cost of increased complexity and computational cost.
Despite the challenges, 3D DD has nevertheless been used for the study of the effects, interactions and
structure of forests of dislocations with great success [Bulatov and Cai, 2006; Kubin, 2013].
￿.￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
When one’s aim is to study plastic deformation under shock loading through studying dislocation
activity, the use of dislocations dynamics for simulating shock loading plasticity can be justified in a
number of ways.
Analytical models such Smith’s model or the Meyers model introduce too many simplifications to
offer anything other than a qualitative image. In turn, molecular dynamics methods are still limited
in terms of the size of the system. Dislocation Dynamics arises as a methodology that considers
dislocations in the continuum and, therefore, neglects many of the short range effects that may be
captured by MD, yet is still able to offer enough insight regarding the interactions between dislocations
yet, at the same time, probe larger systems and timescales at a fraction of the computational cost of
equivalent MD simulations. There are non-trivial advantages related to the latter; aside from the
technical difficulties discussed in section 4.3.2, MD simulations are unable to discriminate between
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the elastic effects due to dislocations, and those due to other effects such as lattice compressions,
thermoelastic effects, the presence of other defects, whereas DD models can.
Second, the time scales (between 1ps-10ns) and length scales (1 - 100µm) probed in shock com-
pression experiments [Ramesh, 2008] overlap relatively well with those dislocation dynamics usually
tackles [Bulatov and Cai, 2006; Kubin, 2013; LeSar, 2014]. Thus, dislocation dynamics is a particularly
appealing way to study plasticity under shock loading, able to provide valuable insight in a regime
where direct micro structural experiments are difficult to perform.
Because of this, the simulation of plasticity at high strain rates using methods of dislocation dynam-
ics has already received some attention. In the three dimensional dislocation dynamics community,
Wang et al. [Wang, Beyerlein, and LeSar, 2007a] examined the role that inertial effects have on the
mobility of dislocations at relatively high strain rates (up to ⇡ 106s-1). A number of follow-up studies
by Wang and collaborators have studied different phenomena at high strain rates, such as the effect
of loading orientation [Wang and Beyerlein, 2008], cross-slip [Wang, Beyerlein, and LeSar, 2007b], the
formation of slip bands[Wang, Beyerlein, and LeSar, 2008] and the effect of anisotropy on FCC crystals
[Wang, Beyerlein, and LeSar, 2009]. All these studies focused on small scale structural effects, employ-
ing the ParaDiS software package [Bulatov et al., 2004], which is specially adequate for the study of
microstructural effects involving dislocations [Bulatov and Cai, 2006; Bulatov et al., 1998, 2006], but is
limited with regards to the study of collective elastic effects of dislocations, such as the computation
of the global stress fields due to the microstructure of dislocations, or the employment of complex
boundary conditions. Nonetheless, the simulations by Wang and collaborators provide valuable infor-
mation with respect to parameters such as dislocations densities, which are difficult to measure in situ
[Meyers et al., 2009].
Shehadeh and coworkers [Shehadeh, 2012; Shehadeh, Zbib, and Rubia, 2005; Shehadeh et al., 2006]
used a different three dimensional formulation of dislocation dynamics for the study of shock com-
pression of solids at much higher strain rates than those probed by Wang and collaborators (up to
109s-1). Their formulation, called Multiscale Dislocation Dynamics Plasticity (MDDP), is an exten-
sion of the general MDDP formulation presented by Zbib and Díaz de la Rubia [Zbib and Rubia, 2002].
This formulation relies on the superposition principle and offers greater flexibility with the bound-
ary conditions than that of ParaDiS [Kubin, 2013]; thus, it enabled Shehadeh and coworkers to study
plastic relaxation effects alongside dislocation microstructures.
Unfortunately, MDDP, like all other DD methods both in 3D and 2D (including DDP), is quasi–
static10. The elastic fields of both the dislocations and the external fields are time-independent; i.e.,
elastostatic. Time is introduced to allow the dislocation structure to evolve, but it is not a field variable;
thus, in DD methods the elastic fields of a moving dislocation are propagated instantaneously.
This assumption enables the stress field at an instant in time to be evaluated by considering the
static elastic fields of the dislocations at their current positions, which is reasonable as long as the rep-
resentative speeds of the system (the speeds of dislocations or of the boundary conditions, for instance)
are a small fraction of the elastic transverse speed of sound. Expressions for the elastostatic fields of
straight dislocations can be found in [Hirth and Lothe, 1982]; in [Mura, 1982] and [Teodosiu, 1982] a
detailed analysis and derivation of the latter, as well as a complete framework for the calculation of
the fields of arbitrary closed dislocation loops is given.
This thesis proves that in quasi-static approaches the time-independent elastic medium is unable to
produce dynamic features such as a propagating shock front. Shehadeh and coworkers recognised this
shortcoming, and modified the medium’s elastic field to make it time-dependent; i.e., elastodynamic.
However, in their approach the elastic fields of dislocations are left unchanged, i.e. time-independent.
It will be discussed below that a consequence of this ‘hybrid’ dynamic–quasi-static approach is that
causality is violated.
Furthermore, particularly for high strain rate shock loading situations, it is conceivable that the
speed of dislocations themselves becomes a significant fraction of the transverse speed of sound. This
is in fact an old litany of dislocation theory, usually expressed as “at high strain rates, the dislocation
velocity will be closed enough to the speed of sound that dynamic effects might be relevant”(cf.[Coffey, 1994;
10 The term dynamics in Dislocation Dynamics is used to imply time evolution of the dislocation structure, rather than elastody-
namics.
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Gilman, 1969; Hirth and Lothe, 1982]). It can easily be justified by considering Orowan’s equation
(q.v.sec.3.3.3) that
✏˙ = B⇢mv¯
With ⇢m ⇡ 1013m?2, a strain rate of 106s-1 and B ⇡ 0.2nm, Orowan’s equation predicts an average
dislocation velocity of the order of 103m/s, which is the same order of magnitude as the transverse
speed of sound in most metals. As will be explained in section 4.6, the elastic fields of dislocations
moving this fast are expected to change from their elastostatic counterparts. Roos et al.[Roos, Hosson,
and Van der Giessen, 2001a,b] recognised this fact, and extended the two-dimensional DDP method-
ology to account for the classical dynamic effects in dislocation motion for materials sheared at high
strain rates. Unfortunately, the classical description of the dynamic fields of dislocations proves to be
inappropriate for the problem at hand. As a result, the method employed by Roos et al. also violates
causality.
￿.￿ ￿￿￿ ‘￿￿￿￿￿￿￿ ’ ￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿
The ‘dynamic’ effects in dislocation motion mentioned in section 4.5 refer to the changes in the form of
the elastic fields of dislocations as a result of their motion, usually at hight speeds. Until the 1980s, and
arguably until nowadays, most thinking about the dynamic effects in dislocations has been dominated
by the analyses of these effects introduced in 1949 by Frank [Frank, 1949] and Eshelby [Eshelby, 1949b].
Frank analysed the motion of a straight screw dislocation moving with constant speed in a rectilinear
fashion; Eshelby extended the analysis to straight edge dislocations. This work was later expanded by
Weertman [Weertman, 1967], and came to dominate the dislocation theory regarding the high speed
motion of dislocations (cf.[Gilman, 1969; Hirth and Lothe, 1982; Hirth, Zbib, and Lothe, 1998; Kocks,
Argon, and Ashby, 1975; Mura, 1963; Nabarro, 1967; Weertman and Weertman, 1980]).
Here, the same kind of analysis is presented for an infinite straight edge dislocation, as originally
described by Mura, 1982. Consider a uniformly gliding edge dislocation, where v is its velocity in the
x1-direction, which therefore corresponds to the direction of the Burgers vector as well. The edge
dislocation is a moving discontinuity that can be expressed as
u2,1 = B (x2)H(vt- x1) (4.2)
where H(·) is the Heaviside function and   Dirac’s delta. Hence, this denotes a distortion in the x2
direction, where the dislocation line is. Notice that this boundary condition presupposes that the
dislocation has been moving with speed v since t ! -1. The importance of this will become clear
later.
Applying a Fourier transform to eqn.4.2 one finds the expression of the boundary condition in
reciprocal space:
F[u2,1] =
1
(2⇡)4
Z1
-1
Z1
-1 u2,1e-i(⇠·x-!t)dxdt
= -
i
(2⇡)2
B⇠1 (⇠3) (⇠1v+!) (4.3)
where ⇠ = (⇠1, ⇠2, ⇠3).
The uniformly moving displacement field is given by Mura’s formula [Mura, 1982] that
ui(x, t) = -
Z1
-1
Z1
-1 CjlmnemnGij,l(x- x 0, t- t 0)dx 0dt (4.4)
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where the dynamic Green’s tensor is
Gij =
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ei(⇠·x-!t)d⇠d! (4.5)
and where in this case (⇠⇠)
ij
= Cikjm⇠k⇠m -  ij⇢!
2. Usually, its determinant is called D, and the
cofactors Nij.
For the isotropic case, it is found that
ui(x, t) =
Z1
-1
Z1
-1
Bµ
(2⇡)2⇠1
⇠1Ni2(⇠1, ⇠2, 0;-⇠1v) + ⇠2Ni1(⇠1, ⇠2, 0;-⇠1v)
D(⇠1, ⇠2, 0;-⇠1v)
ei(⇠1(x1-v1t)+⇠2x2)d⇠1d⇠2
Thus,
u2 =
B
(2⇡)2
Z1
-1
Z1
-1
242c2t
v2
 
v2
c2l
- 1
! 
⇠21
 
1-
v2
c2l
!
+ ⇠22
!-1
+ (4.6)
+
✓
2c2t
v2
- 1
◆✓
⇠21
✓
1-
v2
c2t
◆
+ ⇠22
◆-1#
ei(⇠1(x1-v1t)+⇠2x2)d⇠1d⇠2
This can be integrated to get
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(4.8)
u3 = 0 (4.9)
where Ml = vcl and Mt =
v
ct
are the longitudinal and transverse Mach number respectively, and B
the magnitude of the Burgers vector.
The stress fields can be then obtained from Hooke’s law, where
 ij = Cijklekl, with ekl =
1
2
 
uk,l + ul,k
 
(4.10)
Thus,
 12 =
µB
2⇡M2t
24 (2-M2t )2(x1 - vt)
(
q
1-M2t )
3
 
x22 + (x- vt)
2/(1-M2t )
  - 4(x1 - vt)q
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 
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 
35 (4.11)
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35 (4.12)
 22 =
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and  33 = ⌫( 11 +  22) as per plane strain requirement.
Equations 4.7, 4.8, 4.9, 4.11, 4.12 and 4.13 are the ones Roos et al. [Roos, Hosson, and Van der
Giessen, 2001b] employed in their DDP model in place of the usual expressions for the elastotstatic
fields of dislocations (vid.[Hirth and Lothe, 1982]). It is important to notice that they do not depend
on t, the time variable, in any other way than as a translational invariance with respect to t · v. Hence,
the fields here described exist everywhere in the medium and are, in that sense, homologous to the
elastostatic fields of dislocations; this is because the dislocation exists since t ! -1 and it therefore
has enough time to influence the entirety of the infinite plane. As will be argued in section 4.7, these
fields, when employed in dislocation dynamics simulations, violate causality.
Fig.21 shows the shape of the  12 stress component calculated in eqn.4.11. It can be seen that the
field tends to contract in the direction of motion as the dislocation’s speed approaches the transverse
speed of sound, i.e., as Mt ! 1. Because the contraction of the elastic fields evokes the Fitzgerald
contraction in the relativistic motion of electric charges, the regime of velocities of a dislocation at
which this becomes a noticeable phenomenon is usual called the relativistic regime.
From the moment this contraction was noted, ‘suspicion’ was raised that at high speeds, the change
in the shape of the fields could play a significant role in the global response of the material[Gillis
and Kratochvil, 1970]. In that light, approaches such as that by Roos et al. [Roos, Hosson, and Van
der Giessen, 2001a,b] are justified. After all, if one expects the speed of the dislocations to reach a
significant fraction of the speed of sound, elasticity shows that the the elastic fields of dislocations
depart dramatically from the elastostatic Mt = 0 case.
￿.￿.￿ Relativistic eﬀects in the motion of dislocations
Considering relativistic effects in dislocation motion reveals some surprising results. When the dislo-
cation’s speed reaches the transverse speed of sound, the field diverges. This can be seen in eqn.4.11,
and it happens for all other components of stress and displacement (vid. eqns.4.12,4.13). Thus, elastic-
ity predicts that the elastic fields of a uniformly moving straight dislocation diverge at the transverse
speed of sound.
Considers the elastic energy per unit volume,
U =
1
2
 ijeij (4.14)
Recall that eij =
⇥
Cijkl
⇤-1
 kl =
1
2µ ij -
 
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Operating and contracting
U =
1
4µ
 ij ij -
 
4µ(3 + 2µ)
 ii kk (4.16)
Expanding it for plane strain
U =
1
4µ
h
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2
12 +  
2
22 +  
2
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2
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(4.17)
As in the quasi-static case, this energy density will be integrated over a disc of radius R- rc, so it is
best to transform U into spherical polars, whereby x1 - vt = r cos ✓ and x2 = r sin ✓. Then, the elastic
energy will be
E =
Z2⇡
0
d✓
ZR
rc
dr U (4.18)
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Figure 21: Equipotential lines showing the shape of the  12 component of stress of a uniformly moving pre-
existing dislocation as the dislocation’s speed increases from v = 0 (Mt = 0) to very close to the
transverse speed of sound Mt = 0.94.
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Figure 22: Elastic energy of a uniformly moving edge dislocation.
where rc is the dislocation core’s radius, and R the outer radius.
Substituting the expressions for the stress field above, and after some operations, one finally obtains
E =
µb2
⇡M4t
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
4
q
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Figure 22 shows the evolution of the total elastic energy E of a uniform edge dislocation with respect
to Mt = v/ct. Clearly, if  ij diverges at Mt = 1, so does Uu and, concurrently, E. Furthermore, from
eqn.4.20, it is clear that the elastic energy of the dislocation increases as v ! ct. Thus, there seems to
exist infinite elastic energy barrier when v = ct [Weertman, 1981].
The divergence of the elastic fields of dislocations and, consequently, of the elastic energy, suggests
that dislocations will never be able to move supersonically11. This was nonetheless questioned by
Gumbsch and Gao (1999) [Gumbsch and Gao, 1999a], whose molecular dynamics (MD) simulations
of tungsten showed the possibility of transonic and supersonic dislocations. As far as the authors
know, experimental evidence of this is still lacking other than for two-dimensional plasma crystals
[Nosenko, Zhdanov, and Morfill, 2007]. However, since 1999 a great number of MD simulations have
shown transonic and supersonic dislocations for a wide range of crystalline materials [Li and Shi, 2002;
Marian and Caro, 2006; Olmsted et al., 2005; Tsuzuki, Branicio, and Rino, 2008].
￿.￿.￿ Core instabilities and kinematic generation
Recently, Markenscoff and Huang [Markenscoff and Huang, 2008, 2009] have proposed that the failure
of elasticity to explain this observations might be caused by the modelling of the dislocation’s core as
11 Or transonically, as the next sound barrier—the longitudinal speed of sound cl—has not been overcome yet. It is customary to
call subsonic to any motion below ct, transonic between ct and cl, and supersonic above cl.
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Figure 23: Possible dislocation reactions for motions above the Rayleigh wave speed, cR.
a Volterra discontinuity, and have argued that at high speeds the dislocation core tends to contract and
should therefore be modelled accordingly.
This is backed by several observations that have been made in dislocation theory. Eshelby [Eshelby,
1949b] and, later, Weertman [Weertman, 1961] noticed that, in eqn.4.11, the magnitude of  12 in the
direction of motion—i.e., the slip plane—tends to decrease as the dislocation’s speed increases, and
that it cancels out and reverses its values when it reaches the Rayleigh wave speed12. Eshelby [Eshelby,
1949b] used a Peierls-Nabarro model for the core of the uniformly moving edge dislocation, reporting
that the width of the core cancelled at the Rayleigh wave speed, and suggesting that the Rayleigh wave
speed was therefore the true limiting speed of dislocations, despite the true divergence of the fields at
the higher transverse speed of sound. In section 6.3 of chapter 6, using a more sophisticated approach
than Eshelby’s or Weertman’s, the same behaviour at the Rayleigh wave speed will be analytically
proven.
Weertman [Weertman, 1961] rejected Eshelby’s suggestion by pointing out that, above the Rayleigh
wave speed the core would regain its width. He also suggested that, because of the reversal in the
sign of the field, above the Rayleigh wave speed like-signed dislocations in the same slip plane could
attract rather than repel each other, and viceversa, forming superclusters of "double" dislocations
(vid.fig.23.a). Upon examining the energetics of such phenomena, Weertman concluded that not only
those superclusters were energetically possible, but that reactions such as those shown in fig.23.b,
leading to the dissociation of a single dislocation into a tripole formed by a double dislocation and
an unlike-signed dislocation, are possible. The latter process has been called kinematic generation of
dislocations [Hirth and Lothe, 1982].
Hirth and Lothe [Hirth and Lothe, 1982] immediately identified this as an instability of the core of
the dislocation, but then again Hirth and Lothe attribute all failures of elasticity in dislocation theory
to ‘core effects’. Kinematic generation of dislocation remains a largely unexplored area; however, it
has been described in some MD simulations, notably by Weinee and Pear [Weiner and Pear, 1975],
Schiotz et al. [Schiøtz, Jacobsen, and Nielsen, 1995], Koizumi et al. [Koizumi, Kirchner, and Suzuki,
2002] and Tsuzuki et al. [Tsuzuki, Branicio, and Rino, 2009]. In the latter two, the dissociation was
not identified as such, but core instabilities were reported nonetheless. Other MD simulations of
dislocations moving in the relativistic regime have reported core instabilities as well. For instance,
Gumbsch and Gao [Gumbsch and Gao, 1999a] reported a contraction in the width of the dislocation’s
core as the dislocation lowered its speed below the transverse speed of sound. Olmsted et al. [Olmsted
et al., 2005] reported the existence of dislocations transversing the shear barrier that, in the transonic
regime, become unstable and dissociate into partials.
12 The latter is usually in betweenMt = 0.82 andMt = 0.98 [Eringen and Suhubi, 1975]
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The contraction of the width of the core was also explored by Jin et al. [Jin, Gao, and Gumbsch,
2008], who connected it to the Rayleigh wave speed, reporting significant energy losses in the motion
of dislocations moving with speeds close to the latter. They went further, identifying the Rayleigh
wave speed as the limiting speed of dislocation motion. Several elastodynamic analyses of dislocation
motion have in fact suggested as much, as for example those of Hirth and Lothe [Hirth and Lothe,
1982], Weertman [Weertman, 1961] and Brock [Brock, 1982].
Whether or not a core instability occurring around the Rayleigh wave speed could lead to an ad-
ditional dislocation generation mechanism or other effects such as dissociations, etc., remains largely
an unanswered question. Simulations done in this area tends to point towards an unstable disloca-
tion core at the shear wave barrier, as suggested by Eshelby, Hirth and Lothe and Markenscoff and
Huang. However, a better understanding of what this implies would be extremely valuable, as it
would help determine the likelihood with which dislocations become transonic or, else, whether or
not the material prefers, in general, to generate more dislocations through kinematic generation rather
than accelerate the existing ones above the shear wave barrier.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
Despite including dynamic effects either by means of modifying the boundary conditions (as done by
Shehadeh and coworkers), or by altering the fields of dislocations to account for their change at higher
speeds (as done by Roos et al.), there is a fundamental piece of physics that has been overlooked
hitherto.
In the same way the shock front itself propagates with a well-defined, finite speed, one can expect
that the dynamic fields of dislocations propagate at the speeds of sound. As discussed in section 4.6,
the solution offered by Eshelby [Eshelby, 1953] in eqns. 4.7, 4.8, 4.9, 4.11, 4.12 and 4.13 refers to the
motion of an edge dislocation that had been moving with speed v since t ! -1. Unsurprisingly,
information about the fact that the dislocation is moving with speed v has already reached all points
in the infinite medium at any point it time t > 0. Hence, the Eshelby solution is a steady state solution.
This does not reflect reality. In reality, a dislocation is created at some point of the crystalline lattice
and at a given instant in time, and it then begins its motion, most likely non-uniformly. Information
about its past whereabouts will reach any given point in the medium at the corresponding speeds of
sound, which are high but finite. So if the process driving the dislocations is as fast as, say, the rise
of a shock wave, neglecting the finite propagation time of the dislocation’s fields results in a breach of
the causality of the model in question.
To illustrate this point, consider the following proof-of-concept simulation13, where the DDPmethod-
ology was adapted in such a way that the elastostatic fields of dislocations are retained, but the bound-
ary value problem was modified so as to allow the medium to propagate a shock front. Thus, the
model remains quasi-static with respect to the elastic fields of dislocations, as done by Shehadeh and
coworkers.
As shown in fig. 86, a 40⇥ 20µm 2D block is shocked with a high pressure dynamic load under plane
strain conditions. The intention is to mimic a high velocity impact between a pair of thin plates, as is
commonly done experimentally [Meyers, 1994]. Notice that the aspect ratio of the sample considered
here is not representative of empirical reality, where the vertical dimension is usually at least one order
of magnitude larger than the horizontal one.
To simulate the dynamic loading of the 2D-block, the left surface was loaded with a constant uniaxial
stress at t = 0 that excites an elastodynamic wave front propagating through the solid. The upper
and lower surfaces were defined as traction free surfaces, whereas over the right surface a reflective
boundary condition was applied. A commercial finite element package, ABAQUS, was coupled to
the DDP code via Python scripting, and an explicit solver was used for the solution of the associated
elastodynamic, finite size problem. As in usual DDP simulations, the fields of dislocations were
assumed to be elastostatic and therefore to propagate instantaneously.
13 Originally reported in [Gurrutxaga-Lerma et al., 2013].
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Figure 24: The simulated system: a 2D rectangular block shocked with a high pressure load on one end, the
other bounded by a reflective boundary. This condition is unrealistic, but serves the purpose of the
simulation in making the system well defined; the simulation is stopped when the front arrives at the
reflective boundary, and that is known in advance: for aluminium and a sample length of 40µm and
width 20µm, the longitudinal front propagates at cl = 6272m/s, taking t = 6.38ns to reach the far end.
The elastic parameters of aluminium were used14 in the simulation. Slip planes were oriented at
±45   and 90   to the direction of impact, and spaced by 100 Burgers vectors. A random population of
sources and obstacles was assumed in the slip planes, with a density of ⇢s = 100µm-2. The motion
of dislocations was assumed to be over-damped, following a viscous drag mobility law of the form
v = B⌧/d, with a viscous drag coefficient d = 10-5Pa s. The speed of dislocations was capped at
the transverse speed of sound. A forward Euler integration scheme was used, with a dynamic time-
step that limited dislocation motion to 1nm per time step. Low intensity Frank-Read sources alone
were considered, with a strength of 100± 10MPa taken from a Gaussian distribution; the strength of
obstacles was set at 100MPa.
The breach in causality mentioned above is made clear in figs. 25a and 25b, which show the posi-
tions of the shock front and the corresponding dislocation microstructures at t = 0.9ns and t = 2ns
respectively. Dislocations are seen to nucleate ahead of the front as a result of the stress fields origi-
nating from the dislocations generated behind the front. Because of the quasi-static approximation, the
elastic fields of dislocations are transmitted throughout the sample at the instant the dislocations are
created behind the front. This is completely unphysical, and is a direct consequence of the quasi-static
assumption. In reality, these stress fields would take a finite time to be propagated, and therefore
it would not be possible to activate dislocation sources until the elastic front has reached them, i.e.,
plastic deformation cannot be propagated faster than elastic deformation.
Presumably, this breach in causality has further effects other than triggering nucleation ahead of the
front. For instance, dislocations will interact with one another instantaneously, and they will influence
the boundaries instantaneously as well. Thus, even if they had not triggered nucleation ahead of the
front (say, by neglecting the stress fields of dislocations behind the front on sources ahead of the front),
the use of quasi-static DDP would still produce questionable results.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿
The main aim of this thesis is to gain physical insight as to the role of dislocation in the plastic
relaxation processes at shock fronts. This chapter has critically reviewed the most relevant models
and microscopic simulation techniques for the study of plasticity and dislocation activity under shock
loading. A series of analytical models of dislocation configurations at (nearly) perfect shock fronts
14 cl = 6273m/s, ct = 3237m/s, µ = 28.3GPa [Callister and Rethwisch, 2007].
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(a) Dislocation configurations at 0.9ns
(b) Dislocation configuration at 2ns
Figure 25: Dislocation configuration at 0.9ns and 2ns, showing the appearance of spurious dislocations ahead of
the front as a result of the activation of sources by stresses transmitted instantaneously from disloca-
tions behind the front.
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have been described, alongside their limitations. Furthermore, most of these models are aimed at
studying dislocation activity in the shock front and the shocked state, rather than directly studying
the relaxation effects at the shock front. Molecular dynamics simulations arise from the 1980s onwards
as a valuable tool for the study of specific short range effects in dislocations, but their use in larger
scale systems that would more accurately resemble empirical reality is problematic due, amongst other
things, to the use of periodic boundary conditions. Dislocation dynamics emerge as an alternative
method able to offer valuable physical insight yet cope with larger scale systems. In this chapter, it is
proven that both in their 2D (planar) and 3D formulations all dislocation dynamic methods relying on
the quasi–static approximation are unable to properly simulate plasticity under shock loading because
they violate causality.
The rest of this thesis is devoted to solving this deficiency. This will be done by introducing a for-
mulation of Discrete Dislocation Plasticity that employs the time-dependent elastic fields of injected
(created) and non-uniformly moving edge dislocations, which is done in chapter 5. The arising for-
mulation has been called Dynamic Discrete Dislocation Plasticity because it offers a fully (and truly)
dynamic description of DDP. In fact, it is the first method of discrete dislocation dynamics to offer a
completely dynamic treatment of dislocation dynamics.
5 DYNAM IC D ISCRETE D ISLOCAT IONPLAST IC I TY
Chapter 4 concluded by showing that as a result of the quasi-static approximation employed in tra-
ditional dislocation dynamics methods, when simulating plasticity under shock loading causality is
broken. This chapter is devoted to the recovery of causality in a planar model. This can only be
achieved by deriving the elastodynamic fields of an injected, non-uniformly moving straight edge
dislocation. This chapter offers this solution, as well as the mathematical subtleties involved.
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Figs. 25a and 25b indicate that causality can be satisfied only by solving the elastodynamic equations
for the generation, annihilation and motion of dislocations. In this section, the elastodynamic solu-
tion for the fields of an injected (created) non-uniformly moving straight edge dislocation is derived.
This solution, originally proposed by Markenscoff and Clifton [Markenscoff and Clifton, 1981] and
Gurrutxaga-Lerma et al. [Gurrutxaga-Lerma et al., 2013], describes the fields in terms of elastic wave
perturbations propagating at the speeds of sound. By introducing this solution into DDP, causality is
observed in discrete dislocation plasticity at any rate of loading. However, the elastodynamic solutions
here describes do more than that; as will be argued, interactions change to be based on a retardation
principle. This causes a fundamental change in the usual paradigm of dislocation dynamics, leading
to a new methodology that, because it arises as the elastodynamic extension of DDP otherwise, is
called Dynamic Discrete Dislocation Plasticity.
￿.￿.￿ Governing equations
As shown in section 3.2.1, the governing equation of any isotropic elastodynamic problem is the Navier-
Lamé equation [Eringen and Suhubi, 1975; Landau and Lifshitz, 1986]. Here, the following notation is
employed:
(⇤+ µ)uj,ji + µui,jj = ⇢
@2ui
@t2
(5.1)
where a repeated index denotes summation, ⇤ and µ are Lamé’s first and second constants, and ⇢ is
the density of the medium; ui is the i’th component of the elastic displacement vector, a function of
position and time; ui,j denotes the first partial derivative of ui with respect to xj, where x1 ⌘ x, x2 ⌘
y, x3 ⌘ z are Cartesian coordinates.
The Navier-Lamé quation (eqn.5.1) can be separated into two separate wave equations by expressing
the displacement field as the sum of the gradient of a scalar potential and the rotational of a vectorial
potential [Eringen and Suhubi, 1975; Landau and Lifshitz, 1986]:
u = r +r⇥ (5.2)
These potentials,   and  , are usually called the Kelvin potentials [Eringen and Suhubi, 1975].
Notice that   is a scalar, whereas  is a vector. Expressed in index notation,
ui =  ,i + ✏ijk k,j (5.3)
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Figure 26: Coordinate system showing the dislocation line parallel to the y-axis as introduced by Markenscoff
and Clifton (1981) [Markenscoff and Clifton, 1981].
Applying this in the Navier-Lamé equation,
(⇤+ µ)
⇥
 ,jji + ✏jki i,kji
⇤
+ µ
⇥
 ,ijj + ✏ijk k,jjj
⇤
= ⇢
@2
@t2
⇥
 ,i + ✏ijk k,j
⇤
(5.4)
Reorganising terms: 
(⇤+ 2µ) ,jji - ⇢
@2
@t2
 ,i
 
+
 
µ✏ijk k,jjj - ⇢
@2
@t2
✏ijk k,j
 
= 0 (5.5)
where the following relations have been used:  ,jji =  ,ijj, ✏jki i,kji = 0. This can be rewritten as: 
(⇤+ 2µ) ,jj - ⇢
@2
@t2
 
 
,i
+ ✏ijk
 
µ k,jj - ⇢
@2
@t2
✏ijk k
 
,j
= 0 (5.6)
In vector notation, this corresponds to
r
 
(⇤+ 2µ)r2 - ⇢ @
2
@t2
 
 
+r⇥
 
µr2 - ⇢ @
2
@t2
 
 
= 0 (5.7)
Because   and  are independent by construction, this equation can only be true if each term vanishes.
Hence,
r
 
(⇤+ 2µ)r2 - ⇢ @
2
@t2
 
 
= 0 (5.8)
r⇥
 
µr2 - ⇢ @
2
@t2
 
 
= 0 (5.9)
To wit,
r2 - 1
c2l
@2
@t2
  = 0 (5.10)
r2 - 1
c2t
⇢
@2
@t2
 = 0 (5.11)
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where cn is the ‘longitudinal’ wave speed cn =
q
⇤+2µ
⇢ , and ct is the ‘transverse’ wave speed ct =q
µ
⇢ . These are two separate wave equations written in terms of the Kelvin potentials.
Here, the case of interest are plane strain conditions on the (x,z) plane. This entails uy = 0 and
@/@y( ) ⌘ 0. Accordingly, the two wave equations above can be simplified to be written in terms of
two scalar potentials,   =  (x, z, t) and  =  (x, z, t). Indeed, in this case
u = uxiˆ+ uy jˆ+ uzkˆ = ( ,x + z,y - y,z)iˆ+ ( ,y + x,z - z,x)jˆ+ ( ,z + y,x - x,y)kˆ (5.12)
where {iˆ,jˆ,kˆ} are the basis vectors. From uy = 0 and @/@y( ) ⌘ 0, one gets  x,z =  z,x = 0 and
ux =  ,x + y,z (5.13)
uz =  ,z + y,x (5.14)
Hence, the displacement field depends only on the  y component of  , which hereafter is written as
 y ⌘  for simplicity.
Therefore, in this case, the resulting wave equations are
@2 
@x2
+
@2 
@z2
= a2
@2 
@t2
(5.15)
and
@2 
@x2
+
@2 
@z2
= b2
@2 
@t2
(5.16)
where a = 1cn , b =
1
ct
are the slownesses of sound.
The components of the displacement in terms of the scalar potentials are
ux =
@ 
@x
-
@ 
@z
(5.17)
and
uz =
@ 
@z
+
@ 
@x
(5.18)
From Hooke’s law, it also follows that
✏xx =
@2 
@x2
-
@2 
@z@x
(5.19)
✏zz =
@2 
@z2
+
@2 
@x@z
(5.20)
✏xz =
1
2
✓
2
@2 
@x@z
+
@2 
@x2
-
@2 
@z2
◆
(5.21)
 xx = ⇤
✓
@2 
@x2
+
@2 
@z2
◆
+ 2µ
✓
@2 
@x2
-
@2 
@x@z
◆
(5.22)
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Figure 27: The superposition of the two contributions to the boundary conditions (eqns. 5.25 and 5.26) leads to
the desired injected, non-uniformly moving edge dislocation.
 zz = ⇤
✓
@2 
@x2
+
@2 
@z2
◆
+ 2µ
✓
@2 
@z2
+
@2 
@x@z
◆
(5.23)
 xz = µ
✓
2
@2 
@x@z
+
@2 
@x2
-
@2 
@z2
◆
(5.24)
Thus, any isotropic, first order elastodynamic problem in plane strain results in the linear superpo-
sition of two separate, independent monochromatic waves[Landau and Lifshitz, 1986], i.e., the longi-
tudinal and transverse waves.
￿.￿.￿ Boundary conditions
Having defined the governing equation, one still needs to solve them for a specific set of boundary
conditions. In this case, these boundary conditions must describe the injection and motion of a straight
edge dislocation. Here, the method introduced in 1981 by Markenscoff and Clifton[Markenscoff and
Clifton, 1981] is followed. Markenscoff and Clifton obtained the solution for a pre-existing straight
edge dislocation moving at a non-uniform speed. The solution method itself was previously developed
by Markenscoff[Markenscoff, 1980] for the non-uniform motion of a screw dislocation. In parallel,
Brock[Brock, 1982] produced an equivalent solution to that of Markenscoff and Clifton for a pre-
existing straight edge dislocation moving at a non-uniform speed. Based on Markenscoff’s procedure,
Jokl et al. [Jokl et al., 1989] solved the injection of a static (non-moving) screw dislocation. Gurrutxaga–
Lerma et al.[Gurrutxaga-Lerma et al., 2013] used the same procedure to solve for the injection of a
static edge dislocation, and complete the formulation for the injected, non-uniformly moving straight
edge dislocation.
The general procedure is as follows. Consider an infinite straight edge dislocation moving in the
x–direction, whose line is in the direction of the y–axis (vid. fig. 26). Its position with respect to the
origin at a given instant in time t is defined by a piecewise continuous function l(t), called the ‘past
history function’. This function will store all the past positions of the dislocation line up to the current
time step, hence the name.
The boundary conditions to be satisfied by eqns. 5.15 and 5.16 can be described as the linear
superposition of two different contributions, as shown in fig.27:
(i) The injection contribution. This contribution describes the creation of a non-moving edge dislo-
cation with Burgers vector b = ( u/2, 0, 0) at time t = 0:
ux(x, 0, t) =  uH(-x)H(t) (5.25)
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(ii) The mobile contribution. This contribution describes the non-uniform motion of an existing
edge dislocation dipole where one of the dislocations remains quiescent at the origin, and the
other begins to move non-uniformly (vid.fig.27). The solution to this problem was obtained by
Markenscoff and Clifton[Markenscoff and Clifton, 1981]:
ux(x, 0, t) =  u [H(l(t)- x)-H(-x)]H(t) (5.26)
Here, H(x) is the Heaviside step function. In order to ensure that the normal stress is zero on the
slip plane due to the injected, non-uniformly moving dislocation, a further boundary condition is
introduced
 zz(x, 0, t) = 0 (5.27)
￿.￿.￿ Solution procedure using the Cagniard–de Hoop technique
The elastodynamic fields of the injected non-uniformly moving dislocation are solved employing the
Cagniard–de Hoop technique [Cagniard, 1939; Hoop, 1960]. This technique involves the successive appli-
cation of Laplace integral transforms to the governing equations and the boundary conditions, so as
to first solve the problem in this reciprocal space. The Cagniard–de Hoop technique then specifies the
way to perform the inversion of the solution back to the real space.
Hence, first define the following Laplace transform in time and bilateral Laplace transform in x:
fˆ(x, z, s) = Lt{f(x, z, t)} =
Z1
0
f(x, z, t)e-stdt (5.28)
and
F( , z, s) = Lx{fˆ(x, z, s)} =
Z1
-1 fˆ(x, z, s)e- sxdx (5.29)
Notice that in eqn.5.29 s appears in the exponential as a scaling factor for convenience.
These transforms are applied successively to both the boundary conditions and the governing equa-
tions. Thus, assuming that at t = 0 the dislocation is quiescent, the governing eqns. 5.15 and 5.16 are
transformed into
@2 
@z2
= ↵2s2  (5.30)
where ↵2 = a2 -  2, and
@2 
@z2
=  2s2 (5.31)
where  2 = b2 -  2.
The transformed governing equations, eqns. 5.30 and 5.31, are second order differential equations
the solutions of which can immediately be found:
 ( , z, s) = C( , s)e-s↵z (5.32)
 ( , z, s) = C 0( , s)e-s z (5.33)
Here, C( , s) and C 0( , s) are integration constants.
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The value of these integration constants is determined by satisfying the transformed boundary
conditions for each of the contributions. As mentioned, in this problem, two separate boundary
problems must be solved: the injection contributions defined by eqn.5.25, and the mobile contributions
defined by eqn.5.26. The latter case was solved by Markenscoff and Clifton [Markenscoff and Clifton,
1981], whereas the former was solved by Gurrutxaga-Lerma et al.[Gurrutxaga-Lerma et al., 2013]. In
both cases the subsequent solution procedure is the same. For simplicity, here the solution procedure
for the injection contribution alone shall be described.
Once the governing equations are transformed and solved, the values of C( , s) and C 0( , s) for the
injection contribution are obtained by transforming the boundary condition given in eqn. 5.25. The
following expressions are then obtained:
 ( , z, s) =
 u(b2 - 2 2)
s3 b2 
e- sz (5.34)
 ( , z, s) =
2  u
b2s3 
e-↵sz (5.35)
These are the transformed potentials, the inversion of which leads to the final solution, in this case
for the injection contributions. The inversion of the transformed potentials can be directly obtained
invoking the Cagniard–de Hoop technique[Cagniard, 1939; Hoop, 1960]. However, it leads to a double
convolution integral of difficult solution. Instead, it is simpler and more enlightening to perform the
inversion for each component of stress and displacement.
Here, the procedure is illustrated for the shear component of stress,  xz:
 xz = µ
✓
2
@2 
@x@z
+
@2 
@x2
-
@2 
@z2
◆
(5.36)
Applying the successive Laplace transforms defined above over eqn. 5.36, it is found that
F
⇥
fˆ { xz}
⇤ ⌘ ⌃xz = µ 2s @ 
@z
+ s2 2 -
@2 
@z2
 
(5.37)
The transformed potentials are given by eqns. 5.34 and 5.35, so substituting
⌃xz = µ

-
4↵  u
sb2
e-s↵z -
 u
s  b2
⇣
b2 - 2 2
⌘2
e- sz
 
(5.38)
There are clearly two separate components, one depending on  representing transverse excitations,
and one depending on   representing longitudinal excitations. Each term must be inverted separately.
Consider for instance the longitudinal term in eqn. 5.38:
I1 =
-4↵  u
sb2
e-s↵z (5.39)
In the Cagniard–de Hoop technique, the inversion is performed by applying the inverse Laplace
transforms in time and space described above in reverse order. The inverse bilateral Laplace transform
is defined by the Bromwich integral
L-1x {F( , z, s)} =
1
2⇡i
Z i1
-i1 F( , z, s)e sxs d  (5.40)
The scaling factor ‘s’ in the integrand is necessary for consistence with the definition of the bilateral
Laplace transform in time, that bears it in the kernel of the transformation.
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Apply this integral to eqn. 5.39
L-1x {I1} = iˆ1 =
-2 u
⇡ib2
Z i1
-i1 ↵ e-s(↵z- x)d  (5.41)
The Cagniard–de Hoop technique specifies here that the Cagniard form of this integral must now be
found. The Cagniard form refers to rewriting eqn. 5.41 as a forward Laplace transform by making a
suitable change of integration variable and, concurrently, of the integration path. Here, the following
change of integration variable can be introduced
↵z-  x = ⌧ (5.42)
where ⌧ > 0. The new variable ⌧ can be expressed as
⌧ = - x+ z
p
a2 -  2 (5.43)
It follows that   and ↵ are, with respect to ⌧:
 ± =
-⌧x± izp⌧2 - r2a2
r2
and ↵( ±) =
⌧z± ixp⌧2 - r2a2
r2
(5.44)
where r2 = x2 + z2.
The change of variable allows one to rewrite the exponential function in eqn.5.41, e-s(↵z- x), as
e-s⌧, which makes eqn.5.41 approach the desired Cagniard form. However, the integration path in  ,
formerly the Bromwich contour, must adequately be transformed as well. The contour of integration in
the original  –plane is a Bromwich contour along the imaginary   axis. Eqn.5.44 provides the form of
  with respect to the new integration variable ⌧, which is in the form of branches of hyperbolas. From
eqn.5.44, it is noticed that upon changing variable to ⌧, the Bromwich contour can be distorted into a
hyperbolic path as shown in fig.28. Indeed, invoking Cauchy’s theorem and Jordan’s lemma[Marken-
scoff and Clifton, 1981], the integral in the  –plane alongside the Bromwich contour is seen to be
equivalent to the one in the same  –plane along the hyperbola in fig.28. The latter corresponds to an
integral in the ⌧–plane between ⌧ = ra and ⌧!1.
Hence, the Cagniard form of the integral in eqn.5.41 is found:
Iˆ1 =
-4 u
⇡b2
Z1
ra
Im

↵( +) +
@ +
@⌧
 
e-s⌧d⌧
=
-4 u
⇡b2
Z1
0
Im

↵( +) +
@ +
@⌧
 
H(⌧- ra)e-s⌧d⌧
(5.45)
where H(⌧- ra) is a Heaviside function, and ⌧- ra has the form of a retarded time. The additional
factor of 2 premultiplying this equation is due to the fact that when inverting the path, one runs twice
along the Bromwich contour, once for each hyperbola branch.
The Cagniard–de Hoop technique is extremely useful because, upon applying now the inverse
Laplace transform in time,
i1 =
1
2⇡i
Z
Br

-4 u
⇡b2
Z1
0
Im

↵( +) +
@ +
@⌧
 
H(⌧- ra)e-s⌧d⌧
 
estdt (5.46)
it can be clearly seen that because the inverse Laplace transform is applied over an expression written
in the form of a forward Laplace transform, the solution is the integrand itself:
i1 =
-4 u
⇡b2
Im

↵( +) +
@ +
@⌧
 
H(t- ra) (5.47)
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Figure 28: Contour of integration, after Markenscoff[Markenscoff, 1980]. The segments in red refer to the branch
cuts adopted here; these begin and end at   = ±a for the longitudinal terms (the terms in a) and,
naturally, at   = ±b for the transverse terms in b. The hyperbola branches cross the Re[ ] axis at
  = ⌥ax/r (or ⌥bx/r). For an injected quiescent dislocation, the hyperbola branches never cross the
branch cuts. For subsonic motions, the hyperbola branches of a non-uniformly moving solution never
cross them either. However, they do if the motion becomes transonic (i.e., above ct); in such cases the
solution procedure would need to be modified to account for the crossing of the branch cuts. Such
supersonic cases are not considered here.
Employing eqn.5.44, one can substitute in the equation above and find the value of that imaginary
part, to get.
i1 =
-4 u
⇡b2
24tx  t2  x2 - 3z2 + a2  -x4 + x2z2 + 2z4  
r6
q
t2 - a2
 
x2 + z2
 
35H(t- ra) (5.48)
The same can be done for the rest of the terms and components. The results are summarised in
table 3.
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The injection contributions in table 3 describe the fields of a quiescent, non-moving dislocations created
at time t = 0. In the limit t ! 1, the solution will have propagated throughout the infinite domain.
Thus, it ought to be expected that in that limit the solutions in table 3 converge to the traditional
quasi-static fields of dislocations.
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uxI(x, z, t) =
2 u
⇡b2
"
-txz
p
t2 - r2a2
r4
#
H (t- ra)
+
 u
⇡b2
"
2txz
p
t2 - r2b2
r4
#
H (t- rb)
+
 u
⇡b2

b2 arctan

tx
z
p
t2 - b2r2
  
H (t- rb) (5.49)
uzI(x, z, t) =
 u
⇡b2
t(z2 - x2)
p
t2 - a2r2
r4
H (t- ra)
+
 u
⇡b2
a2arctanh
"p
t2 - a2r2
t
#
H (t- ra)
-
 u
⇡b2
t(x2 - z2)
p
t2 - r2b2
r4
H (t- rb) (5.50)
 xzI(x, z, t) = -
4 uµ
⇡b2
tx
⇥
t2(x2 - 3z2) + a2(2z4 - x4 + x2z2)
⇤
r6
p
t2 - r2a2
H (t- ra)
-
 uµ
⇡b2
tx
⇥
-4t4(x2 - 3z2) + 4b2t2(x4 - 5z4)
⇤
r6(t2 - b2z2)
p
t2 - b2r2
H (t- rb)
-
 uµ
⇡b2
tx
⇥
b4(7z6 + x2z4 - 7x4z2 - x6)
⇤
r6(t2 - b2z2)
p
t2 - b2r2
H (t- rb) (5.51)
 xxI(x, z, t) =
2 u
⇡b2
tz
⇥
a2⇤r4 + 2µ
⇥
t2(3x2 - z2)
⇤⇤
r6
p
t2 - r2a2
H (t- ra)
+
2 u
⇡b2
2µ
⇥
a2tz(z4 - x2z2 - 2x4)
⇤
r4
p
t2 - r2a2
H (t- ra)
+
2 uµ
⇡b2
tz
⇥
2t2(z2 - 3x2) + b2(5x4 + 4x2z2 - z4)
⇤
r6
p
t2 - b2r2
H (t- rb) (5.52)
 zzI(x, z, t) =
2 u
⇡b2
tz
⇥
a2⇤r4 + µ
⇥
6a2x2r2 + 2t2(z2 - 3x2)
⇤⇤
r6
p
t2 - r2a2
H (t- ra)
-
2 uµ
⇡b2
tz
⇥
2t2(z2 - 3x2) + b2(5x4 + 4x2z2 - z4)
⇤
r6
p
t2 - b2r2
H (t- rb) (5.53)
Table 3: The elastic fields of an injected static straight edge dislocation.
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This can be proven easily. Consider the limit t!1 of, say, the  xz component (eqn.5.51):
lim
t!1 xz = µ  u⇡b2 limt!1
"
-4
tx
⇥
t2(x2 - 3z2) + a2(2z4 - x4 + x2z2)
⇤
r6
p
t2 - r2a2
H (t- ra)
-
tx
⇥
-4t4(x2 - 3z2) + 4b2t2(x4 - 5z4) + b4(7z6 - x6 - 7x4z2 + x2z4)
⇤
r6(t2 - b2z2)
p
t2 - b2r2
H (t- rb)
#
=
= -
x
r6
 uµ
⇡b2
"⇣
x2 - 3z2
⌘"
4 lim
t!1
 
(Tb - Ta)
2
1
t2
!
- 4b2z2
#
+ 4a2(2z4 - x4 + x2z2)
#
=
= -
x
r6
 uµ
⇡b2
h⇣
x2 - 3z2
⌘ h
2(a2 - b2)r2 - 4b2z2
i
+ 4a2(2z4 - x4 + x2z2)
i
=
=
 uµ
⇡b2
2(a2 - b2)x(x2 - z2)
(x2 + z2)2
And since
-
2 uµ(a2 - b2)
⇡b2
⌘ Bµ
2⇡(1- ⌫)
(5.54)
where B =  u/2 is the Burgers vector, the injection contribution is seen to converge to the static one.
The same can be proven for all other components of stress and displacement.
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The derivation of the mobile contributions[Markenscoff and Clifton, 1981] is analogous to that of the
injected ones, but with the added complication that in this case the boundary condition,
ux(x, 0, t) =  u [H(l(t)- x)-H(-x)]H(t)
depends on a past history function l(t) which is, in general, unknown.
The transformed governing equations are the same as before (eqns. 5.32 and 5.33), but the integration
constants must now fulfil the boundary condition above, which is firstly written in its equivalent form
as
ux(x, 0, t) =  u [H (⌘(x)- t)-H(-x)]H(t)
(where ⌘(x) is the inverse of the past history function) and then transformed accordingly, to finally get
the following transformed potentials:
 ( , z, s) = -
 u
 
b2 - 2 2
 
s2b2 
Z1
0
e-s[⌘(⇠)+ ⇠]d⇠
 
e-s z (5.55)
 ( , z, s) = -
2 u 
s2b2
Z1
0
e-s[⌘(⇠)+ ⇠]d⇠
 
e-s↵z (5.56)
The inversion of these potentials is performed using the Cagniard-de Hoop method following the
same procedure as before. The resulting expressions are collected in table 4.
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uxM(x, z, t) =
2 u
⇡b2
Z1
0
H (t˜- r˜a)
t˜z
⇥
t˜2(z2 - 3x˜2) + a2(2x˜4 + x˜2z2 - z4)
⇤
Tar˜6
d⇠
-
 u
⇡b2
Z1
0
H (t˜- r˜b)
t˜z
⇥
2t˜2(z2 - 3x˜2) + b2(5x˜4 + 4x˜2z2 - z4)
⇤
Tbr˜6
d⇠ (5.57)
uzM(x, z, t) =
2 u
⇡b2
Z1
0
H (t˜- r˜a)
t˜x˜
⇥
t˜2(x˜2 - 3z2) + a2(2z4 + x˜2z2 - x˜4)
⇤
Tar˜6
d⇠
-
 u
⇡b2
Z1
0
H (t˜- r˜b)
t˜x˜
⇥
2t˜2(x˜2 - 3z2) + b2(5z4 + 4x˜2z2 - x˜4)
⇤
Tbr˜6
d⇠ (5.58)
 xzM(x, z, t) = µ
4 u
⇡b2
@
@t
Z1
0
H (t˜- r˜a)
a4x˜2z2r˜4 - T2a
 
8t˜2x˜2z2 - r˜4t˜2
 
Tar˜8
d⇠
- µ
 u
⇡b2
@
@t
Z1
0
H (t˜- r˜b)
b4
 
x˜4 - z4
 2
+ T2b
 
8t˜2x˜2z2 - r˜4t˜2
 
Tbr˜8
d⇠ (5.59)
 xxM(x, z, t) = P(x, z, t) +Q(x, z, t)
+ µ
4 u
⇡b2
@
@t
Z1
0
H (t˜- r˜a)
-t˜4x˜3z- 3t˜2x˜3zT2a + 4t˜
2x˜z3T2a - a
2x˜3z3T2a - a
2x˜z5T2a
Tar˜8
d⇠ (5.60)
 zzM(x, z, t) = P(x, z, t)-Q(x, z, t)
+ µ
4 u
⇡b2
@
@t
Z1
0
H (t˜- r˜a)
-t˜4x˜z3 + 4t˜2x˜3zT2a - a
2x˜5zT2a - 3t˜
2x˜z3T2a - a
2x˜3z3
Tar˜8
d⇠ (5.61)
P(x, z, t) = ⇤
2a2 u
⇡b2
@
@t
Z1
0
H (t˜- r˜a)
x˜z
⇥
t˜2 + T2a
⇤
Tar˜4
d⇠ (5.62)
Q(x, z, t) = µ
2 u
⇡b2
@
@t
Z1
0
H (t˜- r˜b)
x˜z
 
x˜2 - z2
  ⇥
8t˜T2b + b
4r˜4
⇤
Tbr˜8
d⇠ (5.63)
x˜ = x- ⇠, r˜ =
p
x˜2 + z2, t˜ = t- ⌘(⇠), Ta =
p
t˜2 - a2r˜2, Tb =
p
t˜2 - b2r˜2
Table 4: The mobile contributions.
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For the case in which the dislocation moves uniformly with constant speed v, the past history function
takes the form l(t) = vt. In that case, it is possible to find an analytical solution for elastodynamic
fields of dislocations, either by the equations given in table 4 or by directly solving the governing
equations using ⌘(x) = x · d where d = 1/v is the slowness of the dislocation.
In the latter case, one would obtain that the transformed potentials can be written as:
 ( , z, s) = -
 u
 
b2 - 2 2
 
s2b2 
Z1
0
e-s(d+ )⇠d⇠
 
e-s z (5.64)
 ( , z, s) = -
2 u 
s2b2
Z1
0
e-s(d+ )⇠d⇠
 
e-s↵z (5.65)
These expressions can be directly integrated to obtain:
 ( , z, s) = -
 u
 
b2 - 2 2
 
s2b2 
1
s(d+  )
e-s z (5.66)
 ( , z, s) = -
2 u 
s2b2
1
s(d+  )
e-s↵z (5.67)
Following the same procedure as described before, on would obtain the elastodynamic fields of a
uniformly moving dislocation that begun its motion at t = 0. The resulting stress field components
are shown in table 5. It is worth noticing that, as with the general mobile contributions, the solutions
presented in table 5 must be added to the the injection contributions.
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This section tackles the arduous implementation of the numerical solution for the dynamic field of
a non-uniformly moving dislocation. The injection contributions (table 3) and the equations for
the uniformly moving injected dislocation (table 5) are polynomial expressions; despite their time-
dependence, their evaluation does not differ from the elastostatic solution. Unfortunately, this is not
true for the mobile contributions (table 3), that are expressed as the time derivative of an a priori
improper integral, and depend explicitly on ⌘(x), the inverse ‘past history function’.
The past history function is a non-uniform displacement law denoted by x = l(t) and defined as
the x position of the dislocation line at time t. Due to the mathematical derivation followed here, it
has been found more convenient to use the inverse past history function, denoted ⌘(x). The inverse
past history function or, for brevity, the past history function in the following, must be thought of
as the function that returns the arrival time of the dislocation line at point (x, 0). The integrals of the
mobile contributions (vid. table 4) are performed over a spatial variable ⇠ which corresponds to this
very position of the dislocation line in its past history. Thus, through ⌘(⇠), at some point in space and
instant in time, the elastodynamic fields given by the mobile contributions are dependent not only
on the dislocation’s current position (as is the case in all quasi–static approaches), but also on each
past position of the dislocation. This was in fact beautifully summarised by Eshelby as ‘dislocations are
haunted by their past’[Eshelby, 1951].
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A =
z
 
a4dxz2r4 + a4tz2
 
2x4 + x2z2 - z4
 
+ a2dt2x
 
3x4 - 2x2z2 - 5z4
 
- 2a2t3
 
x4 + 2x2z2 - z4
  
r6
p
t2 - a2r2
 
-a2z2 + d2r2 - 2dtx+ t2
  +
+
z
 
4dt4x
 
z2 - x2
 
+ t5
 
3x2 - z2
  
r6
p
t2 - a2r2
 
-a2z2 + d2r2 - 2dtx+ t2
  (5.68)
B =
z
 
a4dx3r4 - 3a4tx2z2r2 + a2dt2x
 
-5x4 - 2x2z2 + 3z4
 
+ a2t3
 
3x4 + 6x2z2 - z4
  
r6
p
t2 - a2r2
 
-a2z2 + d2r2 - 2dtx+ t2
  +
+
z
 
4dt4x
 
x2 - z2
 
+ t5
 
z2 - 3x2
  
r6
p
t2 - a2r2
 
-a2z2 + d2r2 - 2dtx+ t2
  (5.69)
C =
z
 
b4dx
 
x2 - z2
 
r4 + b4tz2
 
-5x4 - 4x2z2 + z4
 
+ 8b2dt2x
 
z4 - x4
 
+ b2t3
 
5x4 + 10x2z2 - 3z4
  
r6
p
t2 - b2r2
 
-b2z2 + d2r2 - 2dtx+ t2
  +
+
z
 
8dt4x
 
x2 - z2
 
+ t5
 
2z2 - 6x2
  
r6
p
t2 - b2r2
 
-b2z2 + d2r2 - 2dtx+ t2
  (5.70)
D =
a4dx2z2r4 + a4txz2
 
x4 - x2z2 - 2z4
 
+ a2dt2
 
x6 - 5x4z2 - 5x2z4 + z6
 
- a2t3x
 
x4 - 5z4
 
r6
p
t2 - a2r2
 
-a2z2 + d2r2 - 2dtx+ t2
  -
-
dt4
 
x4 - 6x2z2 + z4
 
+ t5
 
x3 - 3xz2
 
r6
p
t2 - a2r2
 
-a2z2 + d2r2 - 2dtx+ t2
  (5.71)
E =
b4d
 
x4 - z4
 2
+ b4tx
 
-x6 - 7x4z2 + x2z4 + 7z6
 
- 4b2dt2
 
x6 - 5x4z2 - 5x2z4 + z6
 
r6
p
t2 - b2r2
 
-b2z2 + d2r2 - 2dtx+ t2
  +
+
4b2t3x
 
x4 - 5z4
 
+ 4dt4
 
x4 - 6x2z2 + z4
 
- 4t5
 
x3 - 3xz2
 
r6
p
t2 - b2r2
 
-b2z2 + d2r2 - 2dtx+ t2
  (5.72)
 xz = µ
4 u
⇡b2
[4DH(t- ar) + EH(t- br)] (5.73)
 xx =
4 u
⇡b2
[- (2( + 2µ)A+ 2 B)H(t- ar)- 2µCH(t- br)] (5.74)
 zz =
4 u
⇡b2
[- (2( + 2µ)B+ 2 A)H(t- ar) + 2µCH(t- br)] (5.75)
r =
p
x2 + z2, d =
1
v
Table 5: Stress fields for the uniformly moving injected edge dislocation.
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￿.￿.￿ The integration limits
If the elastodynamic fields of dislocations crucially depend on the past positions of the dislocation,
and the integration is performed over the spatial positions of the dislocation line, one must wonder
whether the improper integration limits given in table 4 entail a violation of causality; the ⇠!1 upper
integration limit seems to require knowledge of the dislocation line’s position beyond its current one.
This is not the case. Consider the following integral extracted from table 4:
I ⌘ I(x, z, t) = 2 u
⇡b2
Z1
0
H (t˜- r˜a)
t˜z
⇥
t˜2(z2 - 3x˜2) + a2(2x˜4 + x˜2z2 - z4)
⇤
Tar˜6
d⇠ (5.76)
where t˜ = t- ⌘(⇠), x˜ = x- ⇠, Ta =
p
t˜2 - a2r2 with r˜2 = x˜2 + z2.
Notice that the integrand is multiplied by a Heaviside function, H(t˜- ar˜). This function cancels
the integrand for those values of ⇠ that, for a given spatial point (x, z) and instant in time t, the
elastodynamic perturbations cannot have reached. Therefore, here t˜- r˜a plays the role that ‘retarded
times’ play in electrodynamics. It follows that causality is not broken because there is no point and
instant for which H(t˜- ar˜) does not cancel before the current time.
Furthermore, in the integral above one can write:
I =
2 u
⇡b2
Z⇠t
⇠0
t˜z
⇥
t˜2(z2 - 3x˜2) + a2(2x˜4 + x˜2z2 - z4)
⇤
Tar˜6
d⇠ (5.77)
where ⇠0 and ⇠t are such that, for each instant in time t, they cancel the retarded time. That is, ⇠0, ⇠t
are such that
t- ⌘(⇠(0,t))- a
r
(t- ⌘(⇠(0,t)))2 - a2
⇣
(x- ⇠(0,t))2 + z2
⌘
= 0 (5.78)
It immediately follows that both ⇠0 and ⇠t are functions of both t and (x, z). That is, if the values
of I at a certain point (x, z, t) are sought, then the integration limits will change accordingly so as to
cancel the retarded time—cf. eqn.5.78. It is clear that ⇠0 = 0 for all subsonic motion. As for ⇠t, it
marks the spot the earliest radiated elastic perturbation might have reached at time t.
The past history function and the mobility law
Due to the explicit dependence on a past history function ⌘(⇠) that is not generally known, a general
analytic expression of the mobile contributions in table 4 cannot be achieved. There are nonetheless
special cases, such as that of the uniformly moving dislocation worked out in section 5.4.
The past history function may not be known a priori. However, it is fundamentally related to the
physics of the motion of a dislocation in that, to all effects, it stores its outcome. Consider a dislocation
that, at a given time t0, has its line at position x = ⇠0; after a time step of magnitude  t, the current
time will be t1 = t0 +  t, and the position of the dislocation line will have been updated to some
⇠1 = ⇠0 + ⇠1 in the past history function.
Mathematically, ⇠ and t are related in no other way than through the past history function t = ⌘(⇠)
itself. Physically however, the dislocation line at time t0 and position ⇠0 will be subjected to a series
of external stimuli which, irrespective of their origin, will cause the dislocation to move in such a
way that at time t1 = t0 +  t the dislocation line is found at ⇠1 = ⇠0 +  ⇠1. The response of the
dislocation to those stimuli (typically, external stress fields) is given by the dislocation’s own mobility
law, the forms and origin of which are discussed in greater detail in section 7.4.
Assume for instance a mobility law that requires that the dislocation moves with
vdislocation =
⌧B
d
where vdislocation is the speed of the dislocation, d is some drag coefficient, ⌧ an applied resolved shear
stress and B the magnitude of the Burgers vector of the dislocation. Assume that, due to numerical
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Figure 29: In a DDP-style simulation, the past history function will invariably be segmented as a result of the
necessary time-step discretisation. The relative smoothness of t = ⌘(⇠) is reflected in the quality of the
elastodynamic fields, which is why a small time step is usually advised.
reasons, a D3P simulation can have a time step as small as  t at most. Provided the value of ⌧Bd is
known at instant t0, the mobility law requires that, throughout the next time step, the dislocation’s
speed be vdislocation = ⌧Bd . In that case, the updated position of the dislocation can immediately be
calculated as ⇠1 = ⇠0 + vdislocation t.
This process of Euler-forward integration is employed in DDP [Van der Giessen and Needleman,
1995]. D3P, as an extension of DDP, employs it as well [Gurrutxaga-Lerma et al., 2013]. The integration
scheme provides a natural way of building up (and storing) the past history function as a discrete
sequence of pairs {(⇠j, tj)},j = 0, 1, 2, . . . such that each pair can be obtained by applying the mobility
law to the previous state.
This would lead to a discrete past history function. However, the expressions in table 4 require a
continuous ⌘(⇠). In principle, one has no knowledge of the intermediate positions inside the intervals
defined by the sequence of pairs (i.e.,
 
(⇠j, ⇠j+1), (tj, tj+1)
 
, j = 0, 1, 2, . . .), down to the exactitude of
the DD method itself. In fact, it is easy to conceive, especially for small  t, that within a time interval
the dislocation exceeds the end position of the interval, ⇠j+1, and then returns back to the interval
due to vibrations, etc. Nevertheless, here the following convention is adopted: the intermediate points
within an integration interval
 
(⇠j, ⇠j+1), (tj, tj+1)
 
satisfy the mobility law, with the same kinematic
parameters (velocity, acceleration, etc) as those the dislocation takes on the lower bound of the interval,
(⇠j, tj).
That is, if the motion at instant tj obeys a mobility law of the form
vdislocation =
⌧B
d
    
t=tj
then all the pairs in the
 
(⇠j, ⇠j+1), (tj, tj+1)
 
interval satisfy that very same mobility law, with the
values of speed, etc., being those at t = tj.
In this convention, ⌘(⇠) has a form such that the position of the dislocation and its temporal deriva-
tives (velocity, acceleration, . . .) satisfy the mobility law. For instance, for steps of constant speed,
the past history function becomes a sequence of linear segments as depicted in fig.29. Each segment
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would correspond to the constant velocity of dislocations in the interval that delimits it. The relative
noise appearing in elastodynamic solutions such as that shown later in fig.49.b is in fact affected by
the smoothness of ⌘(x). Smoother results are obtained with approximations to ⌘(⇠) that are smooth1
at the end of each time step, even if this means that intermediate points within the intervals do not
follow the mobility law. There are several ways the latter can be done. For instance, one could interpo-
late past positions using cubic splines instead of segments, ensuring the smoothness at the endpoints
of the past history intervals. Alternatively, smaller time steps are seen to decrease the noise in the
solution. Because D3P is typically used to simulate fast phenomena such as shock loading, where the
representative time can be of the order of a few picoseconds up to a few nanoseconds, the time step
used is usually small enough to ensure the quality of the mobile contributions.
￿.￿.￿ Numerical integration schemes
The need for a numerical integration scheme for the mobile contributions is justified by the lack of a
priori knowledge of ⌘(x). Even if it were known, the integrals to solve are usually elliptic integrals of
the first, second and third kind, which are difficult to solve analytically.
Consider the integration interval, (0, ⇠t). In order to ensure that the past history of the disloca-
tion is adequately captured, the integration interval is subdivided according to the partition ⇧ = 
(⇠j, ⇠j+1), (tj, tj+1)
 
,j = 0, 1, 2, . . ., where each pair (⇠j, tj) corresponds to an actual past position of
the dislocation core.
Thus, the basic elements of to integrate areZ⇠t
0
=
Z⇠1
0
+
Z⇠2
⇠1
+ · · ·+
Z⇠j+1
⇠j
+ · · ·+
Z⇠t
⇠t-1
(5.79)
Subsequently, the numerical integration can be performed over each of those sub-integrals
Ij =
Z⇠j+1
⇠j
where for any integral in table 4 one would have
I =
Z⇠t
0
=
T-1X
j=0
Z⇠j+1
⇠j
(5.80)
where T corresponds with ⇠t.
The numerical method for the solution of each of these integrals is a matter of choice. As argued
above, ⌘(⇠) should take the mathematical form of the mobility law in the integration interval, and
integration performed in whichever way is found to be most const effective. The integration limits
are a source of numerical noise, so open quadrature rules are favoured [Ralston and Rabinowitz,
2001]; the integrands often take the form of 1/(1- x2)1/2), so Gauss–Tchebycheff quadrature may be
used. However, the latter has been found to underperform compared to more general Gauss–Legendre
quadratures, perhaps due to the way each of these methods distribute the integration nodes. Still, both
seem to offer reasonably accurate solutions, except for around strong singularities, such as values of
(x, z) close to injection fronts or the dislocation core, or radiative terms arising from motions close
to or above the Rayleigh wave speed. These cases introduce large gradients in the fields that are best
coped with with adaptive methods, able to provide enough nodal resolution in the regions with largest
gradients. For this reason, in the rest of this thesis, an adaptive Gauss–Kronrod [Davis and Rabinowitz,
1984] quadrature has been used.
However, numerical integration schemes cannot be directly used over the integrals in table 4without
further care. This is due to the presence of several singularities in the integrand. These singularities
require the specific treatment that is described in the following section.
1 In the sense of C1, i.e., continuous and differentiable to first order at least.
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￿.￿.￿ Integration of the stress fields in the mobile contributions
As can be observed in table 4, the stress component fields in the mobile contributions are expressed as
the temporal derivative of integral expressions. There are several ways to proceed. Perhaps the most
immediate one would be to numerically solve the integrals, and then perform a numerical differentia-
tion upon them. This is however computationally expensive and, as with all numerical derivatives of
numerical data, inaccurate.
In principle, the use of algorithmic differentiation would allow for the stress field components to be
obtained in parallel to the displacement field components using forward algorithmic differentiation
(AD) schemes [Griewank and Walther, 2008] to obtain of the spatial derivatives of displacement. The
advantages of such a method as opposed to traditional numerical differentiation schemes such as fi-
nite differences are significant: for one thing, any discretisation error is prevented, and the differential
is expected to be as accurate as the underlying numerical method applied [Griewank and Walther,
2008]—in this case, that of the numerical integration scheme. Nonetheless, forward algorithmic differ-
entiation amount to the analytic differentiation of the integrand of the primitives; i.e., it amounts to
interchanging the order of differentiation and integration in the primitives.
As argued by Markenscoff and Clifton [Markenscoff and Clifton, 1981], the interchange of the order
of differentiation and integration in this case is not legitimate. It would give rise to terms of the order
of T-3a and T
-3
b that are, in principle, non–integrable singularities. AD or a numerical differentiation
scheme over the integrals in table 4 would amount to such an interchange, so further considerations
are required.
The way to proceed here was worked out by Markenscoff and Clifton [Markenscoff and Clifton,
1981]. Thus, consider for instance a troublesome term from the transverse wave component of  xz:
 xz|b =
@
@t
Z1
0
H (t˜- r˜b)
b4
 
x˜4 - z4
 2
+ T2b
 
8t˜2x˜2z2 - r˜4t˜2
 
r8Tb
d⇠ (5.81)
Two terms can be identified. The second one does not produce a T-3b singularity, so the order of
integration and differentiation can be interchanged directly:
i1 =
@
@t
Z1
0
H (t˜- r˜b)
Tb
 
8t˜2x˜2z2 - r˜4t˜2
 
r˜8
d⇠ =
Z1
0
H (t˜- r˜b)
8x˜2z2 - r˜4
r˜8
@
@t
h
Tbt˜
2
i
d⇠ =
=
Z1
0
H (t˜- r˜b)
t˜
 
8x˜2z2 - r˜4
   
3t˜2 - 2b2r˜2
 
r˜8Tb
d⇠
In turn, the first term can be integrated by parts [Markenscoff and Clifton, 1981], so that the resulting
integral allows the interchange as well:
i2 =
@
@t
Z1
0
H (t˜- r˜b)
b4
 
x˜4 - z4
 2
r˜8Tb
d⇠ =
@
@t
Z1
0
H (t˜- r˜b)
b4
 
x˜2 - z2
 2
r˜4
 
b2x˜- ⌘ 0(⇠)t˜
 dTb =
=
@
@t
"
b4
 
x2 - z2
 2
Tb0
r4
 
b2x- ⌘ 0(0)t
  #H(t- rb)- Z1
0
H (t˜- r˜b)
@
@t
"
Tb
@
@⇠
"
b4
 
x˜2 - z2
 2
r˜4
 
b2x˜- ⌘ 0(⇠)t˜
 ##d⇠ =
=
b6
 
x2 - z2
 2 ⇥
tx- r2⌘ 0(0)
⇤
r4Tb0
 
b2x- t⌘ 0(0)
 2 H(t- rb)- Z1
0
H(t˜- r˜b)F(x˜, z, t˜)d⇠ (5.82)
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with Tb0 =
p
t2 - b2r2, r =
p
x2 + z2 and
F(x˜, z, t˜) =
b4
 
x˜2 - z2
 
r˜6Tb 
3
b
⌦
t˜ b
h
b2
⇣
x˜4 - 8x˜2z2 - z4
⌘
+ 8t˜z2x˜⌘ 0 - (x˜2 - z2)r˜2⌘ 02+
+ t˜(x˜2 - z2)r˜2⌘ 00
i
+ T2b
h
8t˜x˜z2⌘ 02 - 2(x˜2 - z2)r˜2⌘ 03 + b2x˜(x˜2 - z2)r˜2⌘ 00+
+⌘ 0
⇣
2b2
⇣
x˜4 - 4x˜2z2 - z4
⌘
+ t˜(x˜2 - z2)r˜2
⌘
⌘ 00
i↵
(5.83)
with  b = b2x˜- ⌘ 0(⇠)t˜.
Throughout the derivations of the elastodynamic fields above, it is assumed that the dislocation is
quiescent before it begins its motion; that is, vdislocation(t = 0+) = 0, whence ⌘ 0(0+) = 1. Therefore,
@
@t
"
b4
 
x2 - z2
 2
Tb0
r4
 
b2x- ⌘ 0(0)t
  #H(t- rb) (5.84)
must vanish. A dislocation jumping from rest to some velocity would, on the other hand, have a
⌘(0) 6= 1; this case is a mere mathematical subtlety bearing little physical significance.
The procedure presented above can be equally extended to the rest of terms and components of the
elastic fields. The derivatives obtained in this way are collected in table 6.
￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ’￿ ￿￿￿￿ : ￿￿￿ z = 0 ￿￿￿￿￿￿￿ ￿￿￿￿ Besides the subtleties
in the order of differentiation and integration, some of the integrals in table 4 present an anomalous
behaviour when z = 0. This is particularly important because z = 0 corresponds with the dislocation’s
slip plane; i.e., the direction of motion.
For example, consider the longitudinal part of  xz in table 4:
I(x , z , t) =
4 u
b2
µ
@
@t
Z 1
0
H ( t˜ - r˜a)
a4 x˜2z2 r˜4 + T 2a
 
8t˜2 x˜2z2 - r˜4 t˜2
 
r˜8Ta
d⇠ (5.89)
Make z = 0. The integral becomes
I(x , 0 , t) =
4 u
b2
µ
@
@t
Z 1
0
H ( t˜ - | x˜ |a)
- t˜2Ta
x˜4
d⇠ (5.90)
In this integral, at any time t the integrand is singular if x = ⇠. This is not problematic as long as
the singularity does not fall within the integration interval [⇠ = 0 , ⇠ = ⇠t ]. However, for any point
(x , z = 0) laying ahead of the injection site (i.e., x = 0) but behind the the current position of the
dislocation core (i.e., x = ⇠t), the denominator in eqn.5.90 cancels (i.e., x˜ = x - ⇠ = 0) within the
integration path. Hence, the integral diverges when one tries to compute current values of the elastic
field in former positions of the core of the dislocation. Not giving this case a proper consideration
results in large numerical instabilities that preclude a proper computation of the values of the fields
obtained along the path of the dislocation.
Markenscoff [Markenscoff, 1980; Markenscoff and Clifton, 1981] pointed out that a divergence in
eqn.5.89 within the integration path implies an overlooked burden in its original derivation. Take
eqn.5.89. This expression, as all the rest in table 4, is derived from an integral in the reciprocal Laplace
space which, prior to obtaining the Cagniard form of the integral, takes the form
I =
4 u
b2
µ
Z 1
0
↵ 2e-s⌘(⇠)e-s[↵z- ⇠]d⇠ (5.91)
The first inverse Laplace transform (in the spatial variable) leads to
iˆ =
s
2⇡i
4 u
b2
µ
Z i1
-i1
Z 1
0
↵ 2e-s⌘(⇠)e-s[↵z- ⇠]d⇠
 
es xd  (5.92)
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 xz = µ
4 u
⇡b2
"Z1
0
H (t˜- r˜a)
-t˜
 
x˜4 - 6x˜2z2 + z4
   
3t˜2 - 2a2r˜2
 
r˜8Ta
d⇠
-
a6x2z2
 
-tx+ r2⌘ 0(0)
 
r4Ta
 
a2x- t⌘ 0(0)
 2 H (t- ar)- Z1
0
H(t˜- ar˜)
@
@t
"
Ta
@
@⇠
"
a4z2x˜2
r˜4
 
a2x˜- t˜⌘ 0(⇠)
 ##d⇠#
- µ
 u
⇡b2
"Z1
0
H (t˜- r˜b)
4t˜
 
x˜4 - 6x˜2z2 + z4
   
3t˜2 - 2b2r˜2
 
r˜8Tb
d⇠
-
b4(x2 - z2)2Tb0
r4
 
b2x- ⌘ 0(0)t
 H(t- br) + Z1
0
H(t˜- br˜)
@
@t
"
Tb
@
@⇠
"
b4
 
x˜2 - z2
 2
r˜4
 
b2x˜- t˜⌘ 0(⇠)
 ##d⇠# (5.85)
ux,x = -
 u
⇡b2
Z1
0
H (t˜- r˜a)
t˜x˜z
 
12t˜2
 
-x˜2 + z2
 
+ a2
 
9x˜2 - 11z2
 
r˜2
 
r˜8Ta
d⇠
+
 u
⇡b2
Z1
0
H (t˜- r˜a)
@
@x
"
Ta
@
@⇠
"
t˜a2x˜2z
r˜4
 
a2x˜- ⌘ 0(⇠)t˜
 ##d⇠-  u
⇡b2
"
ta2x2z
r4
 
a2x- ⌘ 0(0)t
  Ta|0
#
 u
2⇡b2
Z1
0
H (t˜- r˜b)
-2t˜x˜
 
3t2
 
x˜3 - 4x˜2z- x˜z2 + 2z3
 
+ b2r˜2
 
2x˜3 - 9x˜2z- 3x˜z2 + 6z3
  
r˜8Tb
d⇠
+
 u
2⇡b2
Z1
0
H (t˜- r˜b)
@
@z
"
Tb
@
@⇠
"
t˜b2
 
z4 - x˜4
 
z
r˜6
 
b2x˜- ⌘ 0(⇠)t˜
 ##d⇠-  u
2⇡b2
"
b2(z4 - x4)tz
r6
 
b2x- ⌘ 0(0)t
  Tb|0
#
(5.86)
uz,x = -
 u
⇡b2
Z1
0
H (t˜- r˜a)
t˜x˜z
 
12t˜2
 
-z2 + x˜2
 
+ a2
 
9z2 - 11x˜2
 
r˜2
 
r˜8Ta
d⇠
+
 u
⇡b2
Z1
0
H (t˜- r˜a)
@
@x
"
Ta
@
@⇠
"
t˜a2x˜2z
r˜4
 
a2x˜- ⌘ 0(⇠)t˜
 ##d⇠-  u
⇡b2
"
ta2x2z
r4
 
a2x- ⌘ 0(0)t
  Ta|0
#
 u
2⇡b2
Z1
0
H (t˜- r˜b)
-2t˜x˜
 
3t2
 
x˜3 - 4x˜2z- x˜z2 + 2z3
 
+ b2r˜2
 
2x˜3 - 9x˜2z- 3x˜z2 + 6z3
  
r˜8Tb
d⇠
+
 u
2⇡b2
Z1
0
H (t˜- r˜b)
@
@z
"
Tb
@
@⇠
"
t˜b2
 
z4 - x˜4
 
z
r˜6
 
b2x˜- ⌘ 0(⇠)t˜
 ##d⇠-  u
2⇡b2
"
b2(z4 - x4)tz
r6
 
b2x- ⌘ 0(0)t
  Tb|0
#
(5.87)
uz,z = -
 u
⇡b2
Z1
0
H (t˜- r˜a)
t˜
⇣
3r˜4Ta2 + 3Ta2x˜4 + r˜2x˜2
⇣
-24Ta2 + a2
 
-3z2 + x˜2
 ⌘⌘
r˜8Ta
d⇠
+
 u
⇡b2
Z1
0
H (t˜- r˜a)
@
@z
"
Ta
@
@⇠
"
t˜a2x˜z2
r˜4
 
a2x˜- ⌘ 0(⇠)t˜
 ##d⇠-  u
⇡b2
"
ta2xz2
r4
 
a2x- ⌘ 0(0)t
  Ta|0
#
-
 u
2⇡b2
Z1
0
H (t˜- r˜b)
2t˜z2
 
-3t˜2
 
z2 + 2x˜z- 5x˜2
 
+ b2(3z- 4x˜)(z+ 3x˜)r˜2
 
r˜8Tb
d⇠
+
 u
2⇡b2
Z1
0
H (t˜- r˜b)
@
@z
"
Tb
@
@⇠
"
t˜b2
 
x˜4 - z4
 
x˜
r˜6
 
b2x˜- ⌘ 0(⇠)t˜
 ##d⇠-  u
2⇡b2
"
b2(x˜4 - z4)tx˜
r6
 
b2x- ⌘ 0(0)t
  Tb|0
#
(5.88)
Table 6: The mobile contributions as they must be integrated.
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Once eqn.5.92 is obtained, the derivation of the elastodynamic fields in section 5.1 proceeds to
interchange the order of integration from ⇠ to   by invoking Fubini’s theorem. This puts the integral
in its Cagniard form. It is a well-known problem however that Fubini’s theorem is pertinent only if
both the integral in ⇠ and the integral in   converge [Taylor, 1986]. Equation 5.89 highlights that the
latter is not true when x falls behind the dislocation line but ahead of the injection site.
As proposed by Markenscoff [Markenscoff, 1980], the integral in eqn.5.92 can be regularised ex-
tracting the singular part of the integral [Abramowitz, 1954].The regularisation relies on noting that
eqn.5.92 diverges when ⌘(⇠) takes values in the path of ⇠. However, the integrand maintains its
behaviour about x = ⇠ if ⌘(⇠) is approximated with its first order Taylor about x = ⇠: ⌘(x) +
(x - ⇠) ⌘ 0 (x). Hence, consider the following integral
Iextra =
4 u
b2
µ
Z 1
0
↵ 2e-s[(⌘(x)-⌘
0(x)(x-⇠))- ⇠]d⇠ (5.93)
The first Laplace inversion of this integral becomes,
iˆextra =
s
2⇡i
4 u
b2
µ
Z i1
-i1
Z 1
0
↵ 2e-s[⌘(x)-⌘
0(x)(x-⇠)]es ⇠d⇠
 
e-s xd  (5.94)
Clearly, the integral in eqn.5.92 can be regularised by adding and subtracting the integral in eqn.5.94
to it, because by subtracting the term in eqn.5.94 from eqn.5.92 the singularity at x = ⇠ is cancelled at
that point (i.e., ⌘(⇠) would cancel with ⌘(x)).
Notice that the additional term corresponds to that of a displaced uniformly moving dislocation
with speed ⌘ 0 (x), the fields of which have been solved in section 5.4 and can be found in table 5.
Unfortunately, this solution leads to even more lengthy formulas. In the example above, the solution
would be:
I(x , 0 , t) =
4 u
⇡b2
µ
@
@t
Z 1
0

-H ( t˜ - | x˜ |a)
t˜Ta
x˜4
+H
 
t˜ 0 - | x˜ |a
  t˜ 0T 0a
x˜4
 
d⇠
+
t˜ 02T 0a
x3 (t - ⌘(x))
H(t - ⌘(x) + x⌘ 0 (x) - |x |a) (5.95)
I(x , 0 , t) =
4 u
⇡b2
µ
Z 1
0
"
-H ( t˜ - | x˜ |a)
t˜
 
3t˜2 - 2a2 x˜2
 
x˜4Ta
+H
 
t˜ 0 - | x˜ |a
  t˜ 0  3t˜ 02 - 2a2 x˜2 
x˜4T 0a
#
d⇠
+
t˜ 02T 0a
x3 (t - ⌘(x))
H(t - ⌘(x) + x⌘ 0 (x) - |x |a) (5.96)
where t˜ 0 = t - ⌘(x) + x˜⌘ 0 (x), T 0a =
p
t˜ 02 - a2 x˜2 .
Notice that I(x , 0 , t) must be differentiated in time in order to obtain the transverse part of  xz (x , 0 , t);
this shall be done as explained above, integrating by parts where necessary.
The z = 0 case is relevant for the  xz and uz components alone;  xx ,  zz , as well as ux vanish for
z = 0.
￿.￿.￿ Singularities at the injection front and behind the injection front
The elastic fields of dislocations are singular (i.e., they diverge) at the dislocation core. This is a
well-known feature related to the way the core is modelled in elasticity as a delta function [Hirth
and Lothe, 1982]. Several attempts to regularise the core analytically have been proposed, from the
Peierls-Nabarro model [Hirth and Lothe, 1982; Nabarro, 1997; Pellegrini, 2010] to gradient elasticity
theory [Lazar, 2013]. Despite some recent attempts to perform computer simulations of dislocation
dynamics with regularised cores [Pillon et al., 2006; Po et al., 2014], usually dislocations dynamics
methods are primarily concerned with the long-range effects of the dislocations. For the study of long-
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range effects, the classical, core-diverging elastic fields are exact and, in many cases, easier to handle
computationally.
However, the presence of an infinity in a computer simulation is neither possible nor desirable, and
simplified regularisations have been proposed to deal with them, the most typical one being imposing
cut-offs about the core. In 3D dislocation dynamics, where the Peach–Koehler forces are usually
directly derived from the elastic energy of dislocations [Bulatov and Cai, 2006], the cut-off is exerted
over the energy landscape; this requires the additional estimation of the core energy itself. However, in
DDP simulations the Peach–Koehler forces are directly obtained from the analytical expressions of the
elastic fields of the dislocations, so the core is regularised through a cut-off of the stress fields about
the core itself[Van der Giessen and Needleman, 1995]. In either DDP or 3D-DD, the regularisation
typically consists of a fradial cut–off around the singular core that is a few Burgers vector wide; in
DDP, the stress field within the cut-off is assumed to be constant and of a value equal to that at the
radius of the cut–off.
It can be argued that the same can be done in D3P simulations, and the cut–off concept further
extended to deal with an additional feature that was already discussed by Markenscoff[Markenscoff,
1982]: the stress field components at the injection wave fronts show singularities of order 1/
p
t as
well.
Location of the singularities at the injection front
￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ The presence of singularities at the injection front can be observed
in both fig.50 and 35; these are also evident upon inspecting the equations for the injected static
fields in table 3: the longitudinal and transverse parts of the stress field components are multiplied,
respectively, by t/
p
t2 - a2r2 and t/
p
t2 - b2r2 . When t = a · r or t = b · r each denominator
cancels, rendering a singularity of order 1/
p
t.
The mobile contributions display the same kind of singularities at the front, but they do not iden-
tically cancel the ones due to the injection terms. Consider for instance the normal part of the  xz
component of stress in the mobile contribution in the direction of the slip plane (z = 0):Z 1
0
H ( t˜ - | x˜ |a)
Ta t˜
2
x˜4
d⇠ (5.97)
The order of integration and differentiation can be interchanged, leading toZ 1
0
H ( t˜ - | x˜ |a)
t˜
 
3t˜2 - 2a2 x˜2
 
x˜4Ta
d⇠ (5.98)
A general expression of the primitive of this integral cannot be achieved inasmuch as ⌘(⇠) is unknown.
Nevertheless, it can already be hinted that if the integrand is divided by Ta , the primitive will be
multiplied by it. This can be seen in some special cases; for instance, if it is assumed that the motion is
uniform, i.e., ⌘(⇠) = ⇠/v, with v constant and assumed subsonic, the primitive of eqn.5.98 takes the
form
t2
p
t2 - a2x2
(t - x/v)x3
H(t - a |x |) (5.99)
which has no singularity at the front, and that therefore cannot cancel the one due to the injection
contribution. Other cases, such as constant acceleration (⌘(⇠) = a/2⇠2) give rise to elliptic integrals
of the first, second and third kind, but are pre-multiplied by Ta as well.
Moreover, wherever there exists the singularity of a mobile contribution, cancellation is not identical.
Consider the case of the transverse part of the  xz component of an uniformly moving dislocation
(⌘(⇠) = ⇠/v) in the slip plane:
4t4 + b4x4 - 4b2t2x2
x3Tb (t - x/v)
H(t - b |x |) (5.100)
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The corresponding injection contribution term will be
-
4t4 + b4x4 - 4b2t2x2
x3tTb
H(t - b |x |) (5.101)
The difference is therefore
4t4 + b4x4 - 4b2t2x2
x2t(tv - x)Tb
H(t - b |x |) (5.102)
That is, the singularity at the front remains2.
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ There exists an angular dependency for the magnitude of the singularities
at the front. Determining it is necessary if a cut–off around the singularity is to be imposed. Thus,
consider for instance  zzS :
 zzS(x, z, t) =
2 u
⇡b2
tz
⇥
a2⇤r4 + µ
⇥
6a2x2r2 + 2t2(z2 - 3x2)
⇤⇤
r6
p
t2 - r2a2
H (t- ra)
-
2 uµ
⇡b2
tz
⇥
2t2(z2 - 3x2) + b2(5x4 + 4x2z2 - z4)
⇤
r6
p
t2 - b2r2
H (t- rb) (5.103)
At t = ar, the longitudinal front part is singular, the numerator being
ar2z
⇣
a2⇤r4 + 2µa2r2z2
⌘
(5.104)
In polar coordinates, z = r sin ✓ so that the numerator becomes
a3r6 sin ✓
⇣
⇤+ 2µ sin2 ✓
⌘
(5.105)
which means that the singularity vanishes at sin ✓ = 0, i.e., for ✓ = 0,⇡ (the direction of the x–axis),
as can be readily observed in fig.50.b. The same analysis, performed for the shear front in the same
component, shows that
b3r6 sin ✓
⇣
sin2 ✓- cos2 ✓
⌘
(5.106)
which implies that the singularity in the transverse front vanishes for ✓ = n⇡ and for ✓ = n⇡/4 (n 2 Z)
irrespective of the elastic constant values. This feature is also observed in fig.50.b.
Performing the same analysis for  xxS , it can be observed that the singularity vanishes at ✓ = n⇡
for the longitudinal front, and at ✓ = n⇡ and ✓ = (2n+ 1)⇡/4 (n 2 Z) in the transverse front. For
 xzS , the singularity vanishes at ✓ = (2n+ 1)⇡/2 for the longitudinal front and ✓ = (2n+ 1)⇡/2 and
✓ = (2n+ 1)⇡/4 for the transverse front. Again, these features can be readily observed in figs.50.c and
50.a respectively, and match the observations made by Markenscoff[Markenscoff, 1982] and Marken-
scoff and Clifton [Markenscoff and Clifton, 1981] for the front ahead of the uniformly moving edge
dislocation.
￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ The only singularities behind the front are those at the current
position of the dislocation—i.e., the current position of the core for mobile contributions alone—, and
the injection site—for both injection and mobile contributions. However, the latter cancel when the
injection contribution is summed with the mobile contribution.
2 It is worth noticing that the singularities do cancel at the injection site though. The 1/(t- x/v) term there is 1/t, so both are
equal.
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The injection contributions do not have sources of singularities behind the front other than the afore-
mentioned injection site. And the only additional source of singularities in the mobile contributions
come from terms such as
a2z
@
@t
"
xz
p
t2 - a2(x2 + z2)p
x2 + z2(a2x- t⌘ 0(0))
#
H(t- ar) (5.107)
However, the a2x- t⌘ 0(0) denominator in those non-integral terms can only produce a singularity
if ⌘ 0(0) 6= 1, which as has already been mentioned cannot occur provided the dislocation is quies-
cent upon injection. Even then, aside from the Ta0 singularity, the a
2x- t⌘ 0(0) singularity can only
mathematically happen ahead of the front, something that is prevented by the Heaviside function.
￿￿￿-￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ As shown, there are two types of singularities: those due to the
dislocation core and those due to the propagating injection fronts. As with DDP[Van der Giessen and
Needleman, 1995], D3P simulations must ensure that, for numerical purposes, no infinities are present;
in DDP, where the only source of infinities is the dislocation core, this is achieved by imposing a radial
cut-off distance around the core, whithin which the stress is assumed to be constant but of a very high
value, typically the same magnitude as the one predicted by elasticity at the boundary of the core.
In DDP, in order to prevent the aforementioned presence of infinities, a typical cut–off radius of
about 2- 10 Burgers vectors is most commonly defined[Van der Giessen and Needleman, 1995]. It is
proposed that D3P simulations enforce a cut-off radius of similar magnitude around the moving core.
As with the core cut–off, a safety ring needs to be established around the singular regions of the
injection front. A ring about 2- 10 Burgers vectors wide should suffice, with its angular distribution
corresponding to that of the singularities at the front themselves, described above. It must be pointed
out that the presence of singularities at the front suggests that when it encounters a dislocation, the
dislocation will, for a short time, undergo an unusually large Peach–Koehler force. Under the action
of such a force, the mobility law ought to prevent the dislocation from reaching unphysical velocities.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿
This chapter has offered the mathematical derivation of the time-dependent, elastodynamic fields of
an injected, non-uniformly moving straight edge dislocation in an infinite field. These solutions will be
the cornerstone of Dynamic Discrete Dislocation Plasticity (D3P), which in this thesis is proposed as the
elastodynamic extension to Discrete Dislocation Plasticity. Chapters 7 and 8 discuss in greater detail
the capabilities and applications of D3P.
As can be seen in the tables collecting the form of the fields, the solution for the elastodynamic
fields of the edge dislocation is sufficiently complex that their computation requires careful handling.
The general solution for a non-uniform motion has been expressed in terms of integrals along the
past positions of the dislocation core. This highlights the importance the latter will have in terms
of interactions between dislocations and between dislocations and the medium. Unfortunately, even
after careful analytical manipulations to reach a computable form, the solution remains too complex
to be integrated by non-numerical means. Because accuracy can only be ensured if the numerical
integration accounts at least for every past position of the dislocation, this entails the evaluation of a
costly integral per each time step the dislocation has been in the system. This will make D3P much
more computationally expensive than its counterpart DDP, conceivably limiting the runtime of any
simulation.

6 THE DYNAM IC F IELDS OF D ISLOCAT IONS
The main qualitative characteristic of the solutions of the elastodynamic fields of dislocations obtained
in chapter 5 is their wave form. All the fields are composed of terms propagating at the longitudinal
speed of sound, cl, followed by terms propagating at the slower transverse speed of sound, ct. This
gives rise to a characteristic two-wave structure, with an outer longitudinal wave front followed by an
inner transverse front, both in the form of concentrical circumferences radiating outwards from the
dislocation core.
These features are an expression of causality. They signify that, at a given spatial point and instant
in time, the effect of a dislocation is apparent only if its elastic perturbations have sufficient time to
reach that location. As a result, in this description the interactions between dislocations with one
another and with the medium are based a retardation principle. This retardation principle is further
complicated by the fact that dislocations are allowed to move non-uniformly. In that case, the effect
that the dislocation’s fields have on a given spatial point will vary depending on the exact nature of the
wave-like elastic perturbations that has reached it; the latter depend on the dislocation’s past history.
Thus, the dynamic fields of dislocations offer an account entirely distinct from the traditional elas-
tostatic treatment commonly employed in dislocation theory (vid.[Hirth and Lothe, 1982]). Their use
in a discrete dislocation dynamics method introduces a change of paradigm with respect to the usual
quasi-static methods. The elastodynamic extension of DDP presented in this thesis has been named
‘Dynamic Discrete Dislocation Plasticity’ (D3P) in account of this. This chapter is devoted to studying
the main features of the dynamic fields of dislocations, paying particular attention to how these may
affect dislocation interactions.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
The injection contributions describe the creation (injection) of a quiescent (non-moving) straight edge
dislocation. The analytical form of this fields, the derivation of which is given in section 5.1, is pre-
sented in table 3. The form of the stress field components can be seen in figures 30, 31 and 32.
As can be seen in figs. 30, 31 and 32, the main characteristic of these fields is their form: as two
concentric circles expanding outwards from the core of the dislocation. These are the longitudinal and
transverse wave perturbations arising as a result of the injection; the perturbations travel at ct and cl,
respectively. The form of the analytical solution for  xz, given in eqn.5.51, clearly reveals this feature:
 xz(x, z, t) = -
4 uµ
⇡b2
tx
⇥
t2(x2 - 3z2) + a2(2z4 - x4 + x2z2)
⇤
r6
p
t2 - r2a2
H (t- ra)
-
 uµ
⇡b2
tx
⇥
-4t4(x2 - 3z2) + 4b2t2(x4 - 5z4)
⇤
r6(t2 - b2z2)
p
t2 - b2r2
H (t- rb)
-
 uµ
⇡b2
tx
⇥
b4(7z6 + x2z4 - 7x4z2 - x6)
⇤
r6(t2 - b2z2)
p
t2 - b2r2
H (t- rb)
In it, there are two clear separate wave-like terms, a longitudinal one depending on H (t- ra) and a
transverse one depending on H (t- rb):
 xzlongitudina(x, z, t) = -
4 uµ
⇡b2
tx
⇥
t2(x2 - 3z2) + a2(2z4 - x4 + x2z2)
⇤
r6
p
t2 - r2a2
H (t- ra) (6.1)
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Figure 30: Injection contribution, stress field component  xz.
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Figure 31: Injection contribution, stress field component  zz.
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Figure 32: Injection contribution, stress field component  xx.
 xztransverse(x, z, t) = -
 uµ
⇡b2
tx
⇥
-4t4(x2 - 3z2) + 4b2t2(x4 - 5z4)
⇤
r6(t2 - b2z2)
p
t2 - b2r2
H (t- rb)
-
 uµ
⇡b2
tx
⇥
b4(7z6 + x2z4 - 7x4z2 - x6)
⇤
r6(t2 - b2z2)
p
t2 - b2r2
H (t- rb) (6.2)
When t < r · a (or t < r · a), the Heaviside functions multiplying these terms cancel the contributions,
so for values of r > t/a (or r > t/b) the solutions to the injection contributions are zero, thereby
causality being satisfied. This feature is shared by all stress, strain and displacement components (q.v.
table 3).
For  xz, the two terms described by eqns. 6.1 and 6.2 are depicted in figs.33 and 34. Obviously, their
sum renders fig.30. The waves are preceded by two injection fronts which, as discussed in sec.5.5.4,
display several singularities.
The significance of these two terms is greater than it may appear. As proven in sec.5.2, the solution
inside the transverse injection front (i.e., the solution for r > t/b) converges quickly to the traditional
elastostatic solution. However, in contrast to the elastostatic ‘steady state’ solution, the elastodynamic
fields described in this thesis do not exist everywhere in the domain. This is seen clearly in fig. 35,
which shows the temporal evolution of the  xz(x, z, t) component of stress: spreading outwards from
the core, the magnitude of the field in fig. 35.c converges to that of the elastostatic solution in fig. 35.d
after a few nanoseconds. However, the elastostatic solution becomes recognisable only after the trans-
verse front has passed, and causation is never violated: the fields are zero in points far away from the
point of injection even if they have already converged to the elastostatic solution in points close to the
point of injection.
These dynamic features imply not only that dislocations do not interact instantaneously everywhere
in the medium, but that the interactions can be radically different from their elastostatic counterparts.
Consider for instance a point first encountered by the longitudinal injection front of a quiescent, re-
cently injected edge dislocation. This front travels at a speed that in most metals is roughly twice
as large as the transverse speed of sound. Consequently, for roughly half of the time it takes for a
longitudinal perturbation emanating from the core at that precise instant in time to reach the point,
the only fields the point will feel are those corresponding to the longitudinal component alone; i.e.,
those depicted in fig.33. The further away the point is from the point of injection, the longer it will
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Figure 33: Component of  xz propagating at the longitudinal speed of sound.
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Figure 34: Component of  xz propagating at the transverse speed of sound.
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(d) Static solution
Figure 35:  xz of an injected static edge dislocation at different instants in time. Unit of stress  uµ⇡b2 . The material
properties of aluminium were used.
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Figure 36:  xz stress field component of an edge dislocation moving at Mt = 0.3.
take for the transverse front to reach it. And, as discussed above, the injection fields only converge to
their elastostatic counterparts inside the transverse front, so for a long while the point is subjected to
a stress field that, as can be seen in fig.33, has little to do with the elastostatic field.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿ , ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿
The injected, uniformly moving edge dislocation refers to a dislocation that is injected at t = 0, and
that begins to move with a constant, uniform speed v. The analytic expressions of the fields have been
derived in section 5.4, and are presented in table 5. They are a useful solution to bear in mind because,
despite having the simplest of all past history functions, and precisely because of that, they bring out
many of the dynamic effects that generally moving dislocations display.
As with the injected, quiescent dislocation described in section 6.1, the elastic fields of the uniformly
moving dislocations display the characteristic two-wave structure of a longitudinal front followed by
a transverse front. However, the fields themselves are affected by the motion of the core. Figure 36
shows the  xz stress field component of a straight edge dislocation moving with Mt = 0.3 1. As can
be seen, the fields display the characteristic lobular structure also seen in fig.30, that shows the  xz
stress field component of a non-moving, injected dislocation. Except for the fact that the dislocation’s
core has clearly moved in fig.36, the solutions appear to be remarkably similar both in magnitude and
shape of the fields.
However, unlike in traditional dislocation theory, this does not justify invoking a quasi-static argu-
ment, and using the displaced solutions for the non-moving injected dislocation instead. In fig.36, the
core is not centred about the longitudinal and transverse injection fronts, whilst in fig.30 it is2. Employ-
ing the injection contribution instead, in the way the elastostatic fields are employed in the quasi-static
approximation, would make the injection fronts not be centred about the injection site (x = 0, z = 0),
but about the current position of the core. This seems unacceptable.
1 Here, the elastic constants of Aluminium have been used; hence, the dislocation was moving at ⇡ 1000m/s and the field is
displayed at t = 1.5ns.
2 Notice that reversal in the sign between fig.30 and fig.36 is simply explained because fig.30 represents the injection contribution,
whose sign is the inverse of the moving contribution’s.
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Figure 37:  xz stress field component of an edge dislocation moving at Mt = 0.77.
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Figure 38:  xz stress field component of an edge dislocation moving at Mt = 0.93.
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Figure 39:  xz stress field component of an edge dislocation moving at Mt = 0.9999.
Furthermore, as happened with Frank’s and Eshelby’s solutions for the pre-existing uniformly mov-
ing dislocation (q.v. section 4.6), the fields tend to contract as the speed of the dislocation is increased.
Figure 37 for instance shows the  xz stress field component at Mt = 0.77, for the same instant in time
as in fig. 36. As with the solutions presented in fig.21, the fields experience a contraction in the direc-
tion of motion. Here, however this contraction overlaps with the injection fronts, causing intense stress
gradients about the dislocation’s core. The core is necessarily fairly close to the transverse injection
front itself (the inner ring). The horizontal lobes characteristic of the  xz stress component (vid.fig.30)
tend to decrease in size and magnitude, just as with Eshelby’s solutions. This contraction becomes
exceedingly large for very high speeds, as can be seen in fig.38, which shows the fields at Mt = 0.92,
above the Rayleigh wave speed, and fig.39 for the dislocation moving at Mt = 0.9999, roughly at the
sound barrier.
These two figures show that contractions occur fundamentally in the transverse component of the
fields; this is so because even Mt = 1 corresponds with Ml = 0.51; contractions are present the closer
the dislocation’s own speed is to the speed of sound, so relative to the longitudinal speed of sound a
dislocation moving at the transverse speed of sound is still too slow to produce noticeable contractions.
As stated in section 5.1.3, the solutions discussed in this thesis do not apply to transonic or supersonic
motions.
The contraction of the fields as the speed of the dislocation approaches the transverse speed of
sound is also present in the  xx and  zz components. Figures 41 and 43 show the contractions in the
 xx and  yy fields, respectively, atMt = 0.93. These contractions are not apparent at lower speeds, as
can be seen in figures 40 and 42, which show, respectively, the  xx and  yy components at Mt = 0.3.
Dynamic eﬀects
The contraction and increase in the relative magnitude of the elastodynamic fields of dislocations
moving at high speeds is a feature that cannot be captured using traditional static dislocation theory.
As can be seen in figures 40, 42 and 36, at Mt = 0.3 the magnitude of the elastodynamic fields is
rather weak in the direction of motion ahead of the transverse front but behind the longitudinal one
(the outer ring). However, forMt = 0.93 (figs. 41, 43, and 38) the magnitude of the fields has increased,
almost doubled, in that same area.
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Figure 40:  xx stress field component of an edge dislocation moving at Mt = 0.3.
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Figure 41:  xx stress field component of an edge dislocation moving at Mt = 0.93.
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Figure 42:  yy stress field component of an edge dislocation moving at Mt = 0.3.
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Figure 43:  yy stress field component of an edge dislocation moving at Mt = 0.93.
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Figure 44: The global  xx stress field component of an edge dislocation moving with speed Mt = 0.3 on a -45o
plane with respect to the direction of propagation of the shock front.
As explained in chapter 2, shock fronts are formed by a uniaxial load applied along some x-axis
of the global reference framework, so the dynamic effects described above are best understood if the
fields of the dislocations are rotated to obtain the global  xx. Consider a dislocation moving with
Mt = 0.93 on a -45o plane with respect to the global x-direction. Upon rotating the stress fields
components to obtain  xx for such dislocation, the fields obtained in figure 44 and 45 are obtained.
As can be seen, the fields are much stronger in the outer ring when Mt = 0.93 (fig.45) than when
Mt = 0.3 (fig.44).
This reveals that the longitudinal components of the fields experience a significant increase in magni-
tude ahead of the core; and that this magnification is not entirely focused on the transverse components
that converge to the quasi-static solution at t!1. Hence, fast moving dipoles relax the medium more
ahead of themselves than their elastostatic counterparts. All these effects are entirely missed unless
one uses a fully dynamic formulation such as D3P’s.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿
The effect of the Rayleigh wave speed over the  xz shear stress component has been briefly discussed
in section 4.6.2. It was regarded as a limiting speed by Eshelby [Eshelby, 1949b], and a source of core
instabilities by Weertman [Weertman, 1961] and Hirth and Lothe [Hirth and Lothe, 1982]. According
to the solution for the elastic field of a pre-existing, uniformly moving dislocation discussed in section
4.6, the dislocation’s shear stress component along the slip plane’s direction changes sign when the
dislocation’s speed overcomes the Rayleigh wave speed, cR.
Brock [Brock, 1982] noted that this was likely the case for the solution of an injected, non-uniformly
moving edge dislocation as well, albeit never provided a detailed analysis of the matter. Here, this as-
pect of the dynamic fields of dislocations is explored by considering the  xz solution for the uniformly
moving dislocation found in table 5. The uniform motion is chosen because, unlike the non-uniform
case, the fields of the dislocation will keep the dynamic character induced by cR throughout the mo-
tion.
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Figure 45: The global  xx stress field component of an edge dislocation moving with speed Mt = 0.93 on a -45o
plane with respect to the direction of propagation of the shock front.
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Figure 46:  xz along the slip plane for a dislocation speed 20m/s below the Rayleigh wave speed.
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Figure 47:  xz along the slip plane for a dislocation speed equal to the Rayleigh wave speed.
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Figure 48:  xz along the slip plane for a dislocation speed 20m/s above the Rayleigh wave speed.
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Figure 46 shows the  xz stress component along the slip plane (z = 0) when the dislocation is
moving with a speed 20m/s below the Rayleigh wave speed for the elastic constants of aluminium3.
The instant in time represented is t = 0.1ns after the injection at position x = 0, so the core has
advanced to be at almost x = 0.3µm. The discontinuity at the core is followed by that due to the
injection front of the transverse wave, which delimits a narrow region between the core’s position and
this front. Figure 47 shows the same dislocation, had it moved with exactly the Rayleigh wave speed.
As can be seen, the singularity at the core all but disappears, as expected from Eshelby’s remake that
the width of the core vanishes at the Rayleigh wave speed [Eshelby, 1949b]. This is followed by figure
48, which shows the same dislocation had it move 20m/s above the Rayleigh wave speed. In this case,
the sign of the field ahead of the core has reversed. This result matches that predicted by Weertman
for the case of the uniformly moving pre-existing dislocation [Weertman, 1961], and by Brock for the
case studied here of an injected, uniformly moving dislocation [Brock, 1982].
Hence, the solution employed here suggests the same kind of core instability discussed in section
4.6.2.
￿.￿.￿ Analytical proof
The cancellation of the core’s singularity at the Rayleigh wave speed can be confirmed analytically as
well. Consider, for mathematical simplicity, the case of a uniformly moving pre-existing dislocation.
The injected case should render the same result, inasmuch as the singularity at the core is of the same
character.
Along the direction of the slip plane (z = 0), the shear stress component is
 xz(x, 0, t) = µ
4 u
⇡b2
"
-
4
 
a2dt2x6 - a2t3x5 - dt4x4 + t5x3
 
x6
p
t2 - a2x2
 
d2x2 - 2dtx+ t2
  H(t- ax)-
-
b4dx8 - b4tx7 - 4b2dt2x6 + 4b2t3x5 + 4dt4x4 - 4t5x3
x6
p
t2 - b2x2
 
d2x2 - 2dtx+ t2
  H(t- bx)#- D
x
(6.3)
where D = bµ/2⇡(1- ⌫) is the static pre factor. Recall eqn.5.54, whereby
D = -
 uµ2(a2 - b2)
⇡b2
The dislocation’s core is located at x = t/d for any given instant in time. For subsonic motion,
d > b > a. Hence, eqn.6.3 can be rewritten as
 xz = -
2
 
a2 - b2
 
x
-
4
 
a2dt2x6 - a2t3x5 - dt4x4 + t5x3
 
x6
p
t2 - a2x2
 
d2x2 - 2dtx+ t2
  -
-
b4dx8 - b4tx7 - 4b2dt2x6 + 4b2t3x5 + 4dt4x4 - 4t5x3
x6
p
t2 - b2x2
 
d2x2 - 2dtx+ t2
  (6.4)
3 In this case, cR = 0.9365ct.
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The only term providing a singularity at x = t/d, i.e., at the position of the core of the dislocation,
is the first term in eqn.6.5. Consider its limit
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This term diverges unless the numerator itself, a function of d,a and b, vanishes, in which case the limit
is zero because the denominator would cancel for every x, including x+ = (t/d)+ and x- = (t/d)-.
Thus, the core’s singularity disappears for
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Taking the dislocation’s speed d = 1/v to be the variable here, one obtains eight different values of
d for which this might happen. The only nonnegative, nontrivial real value of the solution is
d =
1
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After much tedious algebra, one can check that this value is, in fact, the Rayleigh wave speed
(cf.[Eringen and Suhubi, 1975]),
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where ⌫ is Poisson’s ratio, and where the following relation has been used
a
b
=
s
1- 2⌫
2(1- ⌫)
,
The Rayleigh wave speed in eqn.6.10 corresponds to the solution of the Rayleigh equation [Eringen and
Suhubi, 1975],
 3 - 8 2 + 8
2- ⌫
1- ⌫
 -
8
1- ⌫
= 0 (6.11)
where   = cR/ct.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿-￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿
The non-uniformly moving dislocation is characterised through its past history function ⌘(x). As
stated in chapter 5, the past history function returns the arrival time of the dislocation line at position
x. The effect of the past history on the fields of dislocations is, to all effects, akin to the Doppler effect
experienced by a moving acoustic source. It can be discerned by considering that, as the dislocation
varies its speed, it will radiate outwards elastic perturbations with the dynamic characteristics of a
locally uniformly moving dislocation. This is reflected in the fields themselves through the appearance
of undulations. These undulations correspond to changes of velocity. For instance, fig.49.a shows the
 xz field of a uniformly moving edge dislocation; fig.49.b shows the field of a non-uniformly moving
dislocation at the same instant in time. The latter moves with a random speed varying between 0 and
ct per integration time step, here set at  t = 0.1ps. As a result, the field is distorted with respect to
the smooth fields of the uniformly moving dislocation. Fig.50 shows the  xx and  zz components of
a non-uniformly moving dislocation with speed between Mt = 0 and Mt = 0.62; again, the fields are
not smooth as a result of terms corresponding to different speeds having been radiated by the core at
past time steps.
The non-uniformly moving dislocation’s fields highlight the importance of the past history: if it is
neglected in favour of uniformly moving dislocations, the fields become smooth but falsified.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
The annihilation of dislocations is a well-known phenomenon [Hirth and Lothe, 1982]. It occurs when
two unlike-signed dislocations get close enough to one another that their mutually attractive forces
overcome the external driving forces, making them approach each other. Once they are within a
lattice spacing of one another, their respective Burgers vectors cancel each other and, therefore, for the
dislocations to annihilate one another.
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Figure 49: Numerical solution for the  xz stress field component for the injection of a uniformly moving edge
dislocation. The dislocations were injected at (x, z) = (0, 0) and moved thereafter with v = 1000m/s
and Mt 2 [0, 1]. The time step was t = 1ps, and the material properties of aluminium were used.
Notice that both dislocations are at the same position with respect to (0,0), but at different instants in
time as the average speed for the randomised case was Mt ' 0.5 ⌘ 1618m/s.
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Figure 50: Stress field components from the injection of a non-uniformly moving edge dislocation with speed per
time step varying between Mt = 0 and Mt = 0.62. Injection occurred at (x, z) = (0, 0). The time step
was t = 1ps, and the material properties of aluminium were used.
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Figure 51: The  zz component field for the annihilation of a mobile dislocation by a static dislocation.
In quasi-static discrete dislocation dynamic methods including DDP, annihilations are instantaneous.
However, in D3P, and as result of the time-dependency of the elastodynamic fields of dislocations, an-
nihilations cannot be instantaneous any longer. This is because any information about the annihilation
having taken place has traveled to the rest of the medium at the speeds of sound.
This can be better understood by consider the following situation: an injected, uniformly moving
dislocation reaches a given position, where an unlike signed static dislocation is injected. Figure 51
shows the resulting annihilation process. The fields radiated by the newly injected dislocation cancel
those of the previous one, which will have been stopped and begun to radiate from the annihilation
position. However, the injected dislocation’s fields cannot cancel those existing before it was injected,
and their longitudinal components cannot cancel the transverse components of the moving dislocation.
Hence, cancellation only occurs identically inside the transverse injection front of the injected disloca-
tion (vid.fig.51), and there are remaining fields that a dislocation dynamics method must account for
throughout the simulation.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿
This chapter has examined some quantitative and qualitative features of the time-dependent fields of
the injected, moving edge dislocation derived in chapter 5. The solutions explored in this chapter offer
a stark contrast with the elastostatic fields of edge dislocations, and the fields of a pre-existing moving
dislocation (q.v. section 4.6). For one thing, the elastostatic fields are always the same irrespective
of the dislocation’s speed or injection site, whereas the dynamic fields discussed here present a wide
variety of wave-like features centred around causality and the dislocation’s past history. This entails
that in D3P, pairwise interactions between dislocations are not symmetrical any longer; i.e., they do
not depend on the distance between the two dislocations alone any longer, but on each dislocation’s
specific kinematic state (velocity, past history, etc). This, alongside the introduction of retardation
effects, fundamentally changes dislocations interactions.
7 METHODOLOG ICAL ASPECTS OF D3P
Chapter 5 deals with the description, implementation and implications of the elastodynamic fields of
an injected, non-uniformly moving edge dislocation and associated problems. However, any disloca-
tion dynamics method requires the definition of additional methodological or constitutive rules for its
closure [Cai and Bulatov, 2004; Kubin, 2013; Van der Giessen and Needleman, 1995].
Dynamic Discrete Dislocation Plasticity (D3P) arises as an extension of DDP and, indeed, many of
the constitutive rules used in this method will closely resemble those of DDP (vid.Van der Giessen
and Needleman, 1995). However, the causality and retardation effects introduced through the elasto-
dynamic fields of dislocations produces a fundamental change of paradigm with respect to DDP and,
in general, with respect to all dislocation dynamics methods.
In this section, the main methodological aspects of D3P are presented, and the differences with DDP
are highlighted throughout. Unsurprisingly, the main differences between DDP and D3P are caused
by the time dependency of the elastic fields. This occurs in two ways. On one hand, the dynamic fields
of dislocations will affect dislocation interactions and reactions. For instance, as explained in section
6.5, dislocation annihilations are not instantaneous in D3P; equally, all interactions are based on a
retardation principle, albeit contained in the formulation of the fields of the dislocations themselves,
so it requires no constitutive treatment.
On the other hand, the formulation of the dynamic fields of dislocations presented above is associ-
ated with specific boundary conditions, the characteristics of which introduce significant changes to
certain constitutive rules, especially those related to the mobility laws of dislocations and the genera-
tion rules. As highlighted in section 4.7, D3P is particularly necessary when the boundary conditions
are such that the representative speed of the system is a significant fraction of the transverse speed of
sound. For instance, in section 4.7, the need for a dynamic formulation was justified as necessary to
simulate the plastic relaxation processes under shock loading. Shock loading might not be the only
situation where D3P is needed1, but it is representative of them all: a process where the response of
the material is in the same timescale as the propagation of both the boundary conditions and the fields
of the dislocations.
Here, the methodological modifications in D3P are aimed at examining how each of the physical pro-
cesses they represent is modified in a fast-paced, high load situation. In this section, particular focus is
given to how the mobility laws of dislocations and the generation rules of dislocations change under
shock loading. A comprehensive treatment able to cover the whole spectrum of timescales is provided.
Moreover, the results presented here can be extended to any other situation where dislocations are
expected to move at a significant fraction of the speed of sound.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿
The expressions of the elastic fields of dynamic dislocations presented in tables 3, 4 and 5 in chapter 5
are valid only for an infinite domain. They were introduced however in order to simulate large-scale
plasticity problems. These comprise the application of external boundary conditions in finite sized
domains (for instance, an impact load over a finite plate), so the direct application of the formulas
given in those tables is not possible.
Were they not relevant to D3P, they would not have been derived. As in DDP, the infinite domain
fields are used for finite sized problems through the linear superposition principle. As explained in
section 4.4.1, the application of the superposition principle to dislocation dynamics was first proposed
1 Others could include couplings between DD and MD simulations, twinning and martensitic transformations, ramp loading,
dynamic fracture, low cycle fatigue, etc.
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Figure 52: The boundary value problem, using a superposition scheme. After Lubarda et al. [Lubarda, Blume,
and Needleman, 1993].
by Lubarda et al. (1993) [Lubarda, Blume, and Needleman, 1993] and used thereafter by researchers fol-
lowing Van der Giessen’s and Neddleman’s (1995) [Van der Giessen and Needleman, 1995] approach
to DDP. Its essence is summarised in fig.52.
Little modification to the procedure illustrated in fig.52 is required in a fully dynamic formulation
such as D3P because the linear superposition principle remains true for each instant in time. Let ⌦
be the boundary value problem’s domain, and let  (x, t), u(x, t) be the stress and displacement fields
therein. By virtue of the linear superposition principle, these can be conceived as the sum of two fields:
  =  ˜+  ˆ and u = u˜+ uˆ, where  ˜ and u˜ are the stress and displacement fields of the dislocations in
the infinite domain ⌦˜; and where  ˆ and uˆ are the stress and displacement fields of a finite size media
⌦ˆ directly mapping onto ⌦, where the boundary conditions are applied.
Let   be the boundary of ⌦. In the infinite domain,   is mapped onto  ˜ ; over that surface, there is
a traction T˜ and a displacement u˜. If the superposition of ⌦ˆ and ⌦˜ is to result in ⌦, the resulting  
surface must be traction and displacement free except for where the boundary conditions are applied.
This can only be achieved if the  ˆ surface has, for every instant in time, the negative of T˜ and u˜
applied over it. Thus, if ⌦ˆ experiences both the boundary conditions and the reversed tractions and
displacements, the finite-size problem can be tackled as usual, no image fields being necessary.
In turn, the ⌦˜ elastic field can be obtained through linear superposition of each dislocation’s infinite
domain fields:
u˜ =
X
i
u˜i  ˜ =
X
i
 ˜i e˜ =
X
i
e˜i (7.1)
where u˜i,  ˜i and e˜i denote dislocation i’s displacement, stress and strain fields. Further details can be
found in Van der Giessen and Needleman (1995) [Van der Giessen and Needleman, 1995].
￿.￿.￿ Integration scheme
In general, the ⌦ˆ domain can be solved using the finite element method or any other elastodynamic
numerical scheme; the ⌦˜ domain is provided by the formulation presented here. This leads to the
total elastic fields over the finite domain. However, it does not describe the evolution over time of the
dislocation structure: a mobility law is required.
D3P can achieve a full description of the evolution and interaction of dislocation structures in 2D by
adopting an Euler-forward scheme as follows:
1. At time t, calculate T˜ and u˜ in ⌦˜.
2. Applying -T˜ and -u˜ over  ˆ in ⌦ˆ, advance the dynamic solution a time step.
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3. Obtain the global stress fields as   =  ˆ+  ˜ =  ˆ+
P
i  ˜i at each current dislocation position,
and on sources and obstacles. Note that in the case of a dislocation, self stress is omitted from
the sum.
4. Calculate the corresponding Peach-Koehler forces acting on dislocations using  .
5. Resolve the interaction, creation and motion of dislocations using the constitutive rules, updating
their positions according to the mobility law by a time step dt.
6. Repeat from 1.
￿.￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿
￿.￿.￿ Smoothing of the shock front
The finite sized problem in D3P is solved numerically using the finite element method (FEM). The
boundary element method (BEM), which in the elastodynamic case is described for instance by Domínguez
[Dominguez, 1993], is expected to have a smaller computational cost, particularly for systems where
the surface-to-volume ratio is large; however, upon being employed for the simulation of shock fronts,
it was found to be inaccurate and too easily prone to becoming unstable.
The elastodynamic problem is preferentially solved using a direct time finite element integration
method, typically via the Newmark algorithm, a detailed description of which can be found in [An-
dersen, 2006]. Indirect methods such as the Crank-Nicholson scheme are usually better suited for
studying the frequency response of solids (vibrations). Newmark’s algorithm introduces two artificial
viscosity coefficients ↵N and  N, which are the finite element analogues to the Neumann-Ritchmeyer
artificial viscosity coefficients [Neumann and Richtmyer, 1950]; the latter were introduced in section
3.4 for the solution of Taylor’s model using finite differences.
The Neumann-Ritchmeyer artificial viscosities are weighted gradients of the displacement field that
tend to spread out external gradients in stress; an appropriate choice of values ensures the stability
of the method. The Newmark viscosities, in turn, are interpreted as weight functions in the particle
acceleration and velocity fields; as the Neumann-Richtmeyer viscosities, they help regularise the force
(stress) field against discontinuities that would otherwise make it unstable [Andersen, 2006].
When simulating shock waves in a solid, the standard boundary condition consists of a Heaviside
step in pressure over a given surface: P = P0H(t), where P0 is the magnitude of the applied pressure,
and H(t) Heaviside step function, which denotes that the boundary condition is applied from t = 0+
onwards. This induces a discontinuity in the stress field which, due to the spatial discretisation applied,
would quickly make the FEM unstable. Newmark’s algorithm ensures that the discontinuity posed by
a perfect shock front is smoothed out via artificial weight functions ↵N and  N that spread out the
discontinuity in pressure over a few elements, which reduces the displacement (and stress) gradient
at the front. As a rule of thumb, the larger ↵N the more the front is spread out; the larger  N, the less
spurious numerical oscillations2 at the extremes of the front there will be.
Thus, effectively, Newmark’s algorithm decreases the strain rate of the shock front. This can be used
to one’s own advantage, since by modifying the values of ↵N and  N, one can reproduce a reactively
large range of strain rates. The estimation of the right choice of ↵N and  N is a matter of fine tuning;
one needs to carefully adjust the weight functions to avoid unnecessary viscous dissipation, whilst at
the same time ensure that the shock front is stable and of the desired thickness.
The choice of ↵N and  N is also affected by the size of the finite element mesh in the direction
of propagation. The thickness of the shock front cannot be smaller than the size of a single element
in the direction of propagation; otherwise the solution becomes unstable. Hence, the combination of
values of ↵N and  N below which a numerically stable front would become thinner than the lateral
size of a finite element defines their minimum value. It follows that the more refined themesh is, the
larger gradients in the shock front can be; i.e., a larger strain rate can be simulated. At the same
2 Similar to those due to the Gibbs phenomenon in Fourier analysis.
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Figure 53: Discontinuous stress field in a finite element mesh.
time, for a given mesh size, one can decrease the strain rate by increasing the values of ↵N and  N.
As discussed above, this must be done within reason, for values of ↵N and  N too large increase
viscous dissipations at the front; the latter can be studied by looking at the viscous dissipation output
data from the FEM, itself a measure of the values of the gradients induced by the weight functions.
Besides, beyond a given limit, the simulation of lower strain rates can be done more cost-effectively
by increasing the mesh size. For instance, in a 1µm system with square, first order elements of side
0.05µm (i.e., 20⇥ 200 elements) and ↵N = 0.2, N = 1.2, one can reproduce an elastic equivalent strain
rate of 5 · 1010s-1.
￿.￿.￿ Smoothing of the elastodynamic fields
Mathematically, the FEM only provides the solution to the elastic fields at the the nodal positions; i.e.,
the displacement vectors, and the nodal stress fields, are only known at the nodes of the finite element
mesh. Unfortunately, as a result of the finite element discretisation, the nodal stress field is discontinu-
ous across elements (see fig.53). This might cause dislocations to be trapped at the boundaries of finite
elements. A continuous stress field can be obtained by interpolating nodal values in a (rather large)
number of ways:
1. Average nodal values across elements sharing the same node.
2. A double bilinear interpolation. This consists in bilinear interpolating the stress value at the
central position of an element from the nodal values of that element. Then, those central posi-
tions are employed as basic interpolation nodes for any further bilinear interpolation, where the
interpolation nodes are now the central nodes enclosing the point where the values need to be
interpolated. This procedure can be made more sophisticated by employing bicubic or higher
order interpolation across three elements (or internal points in the elements), etc. This scheme is
shown in fig.54.
3. Often, the field over each element is obtained through multi-nodal quadrature (e.g., Gauss-
Legendre quadrature with 8 integration points). Technically, the only mathematically significant
data is the final nodal value [Zienkiewicz, 2005], but the integration point data can be employed
to extrapolate the stress field to the nodes themselves, and then the nodal value averaged over
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Figure 54: Double bilinear interpolation scheme. The stress value at the red point is obtained through bilinear
interpolation about the square formed by the four red central nodes. The stress value at each central
node is obtained by bilinearly interpolating the stress value from the nodes of the element they belong
to.
all its extrapolated contributions. These nodal values are continuous, and can be employed to
interpolate stress values.
4. Any other averaging choice (vid.[Andersen, 2006; Zienkiewicz, 2005]).
In the calculations shown in chapter 8, the bicubic application of the second scheme has been em-
ployed.
￿.￿ ￿￿￿￿ ￿￿￿￿￿￿￿
Dislocation generation motion itself occurs only in specific systems of slip that reflect the directions in
which dislocation motion is most favourable. Slip tends to occur in close-packed planes of atoms. In
FCC materials slips occurs principally in the close-packed {1 1 1} family of atomic planes [Hirth and
Lothe, 1982]. Slip planes are not so well defined in BCC materials [Hirth and Lothe, 1982; Hull and
Bacon, 2011; Kubin, 2013], but slip tends to occur in the h1 1 1i direction, which is contained by the
{1 1 0}, {1 1 2} and {1 2 3} planes [Hull and Bacon, 2011].
In D3P, slip systems are selected in the same way as in DDP (vid.[Van der Giessen and Needleman,
1995]).Thus, in D3P the slip planes are assimilated to their traces along the 2D plane under consider-
ation; thus, they are represented by straight lines with specific orientations with respect to the axes
of the 2D plane, which are usually defined along the [0 1 0] and [1 0 1] directions. The specificity of
these orientations is relevant, as the possible slip planes have to be such that they fulfil the plane strain
requirement of DDP and D3P [Van der Giessen and Needleman, 1995] and, at the same time, they
must resemble the crystallography of the material.
In cubic crystals, the slip planes that fulfil the plane strain requirement were derived by Rice [Rice,
1987], who provided a detailed analysis and justification of such directions. These can be found in
figures 55 and 56.
￿￿￿ ￿￿￿￿￿￿￿￿ In FCC crystals, slip occurs in {1 1 1} planes in < 1 1 0 > directions[Hirth and Lothe,
1982; Hull and Bacon, 2011]. This amounts to 12 different slip systems. In the 2D plane, they are
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Figure 55: Slip system orientation in DDP and D3P for a FCC crystal. Adapted from [Rice, 1987].
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Figure 56: Slip system orientation in DDP and D3P for a BCC crystal. Adapted from [Rice, 1987].
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reduced to three different directions[Rice, 1987], located at 54.7o, 70.5o and 54.7o of one another[Rice,
1987]. See fig.55.
￿￿￿ ￿￿￿￿￿￿￿￿ As mentioned above, in BCC crystals, there is no truly close–packed plane[Hull and
Bacon, 2011]; slip is generally expected to occur in {1 2 1} and {1 0 1} planes [Ito and Vitek, 2001; Vitek,
1992], with the slip direction being < 1 1 0 >. In the 2D plane, they are reduced to three different
directions, located at 70.5o, 54.7o and 54.7o of one another. Thus, the BCC slip systems is homologous
to the FCC one, with a 90o rotation[Rice, 1987]. See fig.56.
￿.￿.￿ On the adequacy of planar models for the study of shock loading problems
The specific slip systems selected in planar models such as DDP and D3P are necessary to ensure the
plane strain requirement is satisfied. For the simulation of shock loading using D3P, this is particularly
convenient. As explained in chapter 2, the geometry of the target samples employed in most shock
loading experiments is chosen to avoid incoming release waves from the boundaries affecting the stress
state on the middle of the sample, where measurements are made. Thus, D3P simulations mimic plates
with a small aspect ratio, much thinner in the loading direction than in the other two. The loading
itself is a severely uniaxial compressive load (the shock wave) propagating in the thinnest direction,
which ensures a loading situation of virtually perfect plane strain. This alone justifies the use of a
planar model of dislocation dynamics [Van der Giessen and Needleman, 1995].
The loading direction and the crystallography also help in justifying the use of a planar model
for the simulation of uniaxial shock loading, particularly for BCC materials. As was explained in
chapter 4, in shock-compression experiments the remanent dislocation microstructure is often com-
prised of screw components, be it in perfect alignment (BCC materials such as iron), or in the form
of Kuhlmann-Wilsdorf cell patterning [Meyers et al., 2003, 2009]. The large uniaxial loads, the crystal-
lographic orientations and the higher energy cost associated with generating edge components rather
than screw components [Hirth and Lothe, 1982; Hull and Bacon, 2011], and the more restricted mo-
tion of screw components (particularly in BCC materials), makes it more likely that the dislocation
loops will expand in a manner similar to that depicted in fig.18, where the screw components lay on
< 1 1 1 > directions and edge components on the < 1 1 0 > directions—perpendicular to the (0 1 0)
plane. Accordingly, edge components would be the principal agents of plasticity in typical shock
loading experiments, and would be so in plane strain directions [Meyers et al., 2009]. This justifies the
planar approximation introduced in D3P.
Necessarily however, one must regard the planar approximation as such, and its limits must be
acknowledged upfront. In a series of quasi-static 3D-DD simulations of copper subjected to moderately
high strain rates (104 - 106s-1), Wang et al. [Wang, Beyerlein, and LeSar, 2007b] found that cross-slip
of screw dislocations resulted in lowered hardening and increased dislocation densities because cross-
slip increased the overall mobility of the dislocations. The probability of cross-slip phenomena was
modelled following the Friedel–Escaig thermal activation rate [Bonneville and Escaig, 1979] which,
under shock loading, entails that cross–slip occurs almost surely. However, these models do not
explore the kinetics of the cross-slip; based on [Bonneville and Escaig, 1979], one would expect cross
slip to occur in a time-scale similar to that required to activate Frank–Read sources, which, as will be
explored in section 7.5, seems insufficient to take place in high strain rate shock loading, and will most
likely be circumscribed to the region behind the shock front and, primarily, post-shock relaxation of
the material and the dislocation structure [Meyers et al., 2009].
Finally, one must bear in mind that the shock load and, consequently, the large compression of
the crystalline lattice will tend to produce a rotation in the crystallographic planes [Meyers, 1994; She-
hadeh, Zbib, and Rubia, 2005]. D3P does not account for that rotation in the slip systems. Furthermore,
as a result of the compression of the lattice, one should observe a change in the values of the elastic
constants. This change is not expected to be exceedingly large, especially for the speeds of sound
because, as the elastic constants increase, the density of the material is expected to increase in similar
proportion. Accounting for load-induced changes in the elastic constants in a continuum model is
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Figure 57: Glide of an edge dislocation moving as a result of applying a resolved shear stress ⌧.
challenging. Furthermore, dislocation theory would need to be adapted3 as well, because the fields of
dislocations, either static or dynamic, require the homogeneity of the continuum medium.
￿.￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿
The mobility law of a dislocation segment relates one or more of the segment’s kinematic variables
(its velocity, acceleration,. . .) to any of the external stimuli that may be acting upon the dislocation
segment, and which may cause it to move. The external stimuli are usually elastic fields, originating
either from the the boundary conditions or from other dislocations. Mobility laws are necessary
to describe the motion of dislocations in their continuum framework because elasticity alone only
provides a geometric description of the long-range fields of the dislocations, but not how dislocations
would react to external fields applied over them [Mura, 1963].
The principal requirement of mobility laws is that they ought to faithfully describe the physics of the
motion of dislocations. In this respect, dislocations tend to move so as to minimise the elastic energy of
the medium [Hirth, 1996; Hirth and Lothe, 1982]; and in their motion, dislocations lose energy through
dissipative mechanisms [Hirth and Lothe, 1982; Hull and Bacon, 2011; Nabarro, 1967].
Irrespective of the specific governing mechanisms behind them, the mobility laws defined in discrete
dislocation dynamics methods must reflect these two observations. The requirement that they move to
minimise the elastic energy of the system can be thought of as a driving mechanism that is balanced
by the fact that, in their motion, dislocations radiate energy. Thus, most mobility laws in dislocation
dynamics will usually be expressed as energy or force balances between variables that represent these
two concepts.
Typically, the influence of any external elastic field over a dislocation segment is expressed through
the so-called Peach-Koehler force (vid.[Peach and Koehler, 1950]), given by
fn = ✏njm ijbi⇠m (7.2)
where a repeated index denotes summation,  ij is the tensor of external stresses, ⇠m is the direction
of the dislocation segment, bi the Burgers vector and ✏njm the Levi-Civita tensor.
3 And this adaptation would probably be the most challenging thing to do.
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The Peach–Koehler force is ‘a virtual thermodynamic force, and must not be confused with a mechanical
one’Hirth, 1996. This is of great importance. A virtual thermodynamic force is defined as a force
derived from an energy field, as its negative gradient
fi = -
@g
@Xi
(7.3)
where g denotes the Gibbs potential, in this case corresponding to the elastic energy external to the
dislocation, and Xi is a reaction coordinate, in this case the displacement of a local dislocation segment.
From eqn.7.3 it could be said that the Peach–Koehler force is a dynamic4 equivalent to an energy;
specifically, it is the gradient of the elastic energy of the system, pointing in the direction of maximum
change in the external elastic energy field. As mentioned above, the dislocation will move in such
a way as to minimise the elastic free energy of the system; the Peach–Koehler force becomes the
favoured way of defining mobility laws because, it follows, its direction is that of the motion [Hirth,
1996; Kubin, 2013] and, as a gradient, it serves as a measure of the changes in the elastic energy of the
system. Following the remarks made above that the dislocation’s motion itself is dissipative, equating
the Peach–Koehler force to some dissipative force (energy output) in a mobility law simply expresses
an energy balance over the dislocation; the specific form of this balance usually relates one or several
kinematic variables of the dislocation, therefore defining its motion.
￿.￿.￿ The regimes of motion of a dislocation
The definition of the dissipative force requires a description of the physics of dislocation motion in
some depth. First, it is necessary to recognise that dislocation motion is composed principally of glide
and climb. Glide refers to the conservative motion of the dislocation within its own slip plane; climb
to the non-conservative motion of the dislocation perpendicular to the slip plane [Hirth and Lothe,
1982]. Climb is a diffusion-assisted process [Argon, 2008], usually deemed too slow to be present in
any high strain rate situation; hence it will be omitted from further discussion. The reader is referred
to [Hirth and Lothe, 1982] and [Balluffi, Allen, and Carter, 2005] for further discussions on dislocation
climb. Glide, in turn, only requires mechanical stresses to occur [Hirth and Lothe, 1982]; the process
can be best understood in fig.57 for an edge dislocation in a simple cubic lattice.
As can be seen in fig.57, glide involves breaking and rebuilding interatomic bonds. At the core of
the dislocation, it is an inherently atomistic process. It is conceivable that as the dislocation’s core
advances, breaking and rebuilding bonds is an inherently dissipative process [Nabarro, 1967], where
multiple lattice vibrational modes will be excited, resulting in a net radiation of energy outwards from
the core. Relating this energy loss to the applied external fields that drive the dislocation motion—i.e.,
the Peach–Koehler force over the dislocation—ought to, in principle, allow the definition of a mobility
law. However, the exact details of these processes are far from simple.
It is commonly observed, both experimentally [Johnston and Gilman, 1959; Nix and Menezes, 1971]
and in MD simulations [Bitzek and Gumbsch, 2004, 2005; Koizumi, Kirchner, and Suzuki, 2002; Olm-
sted et al., 2005; Tsuzuki, Branicio, and Rino, 2008], that dislocation glide is severely over-damped
[Gilman, 1969] and directly proportional to the dislocation’s velocity in a manner similar to a ‘viscous
drag’ force in fluid motion[Gilman, 1969; Hirth, 1996; Hirth and Lothe, 1982; Hull and Bacon, 2011].
This was in fact first established by [Leibfried, 1950], who proposed the drag force of the form
fdrag = d · vglide (7.4)
that can be found in most text books on the subject (vid.[Argon, 2008; Bulatov and Cai, 2006; Hirth and
Lothe, 1982; Hull and Bacon, 2011; Kubin, 2013; Nabarro, 1967; Reed-Hill, Abbaschian, and Abaschian,
2009]).
The most ubiquitous of mobility laws found in dislocation dynamics, both DDP and 3D DD, equates
this viscous drag force fdrag (eqn.7.4) to the glissile component of the Peach–Koehler force for, as has
4 Here dynamic refers to ‘force’, not to time.
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Figure 58: Typical velocity vs applied stress of a single dislocation. Adapted from Regazzoni, Kocks, and Follans-
bee, 1987.
been discussed above, the dislocation moves so as to minimise the elastic energy of the system fol-
lowing the Peach–Koehler force, and that the energy reduction is dissipated by the dislocation in its
motion through this viscous drag process. For the motion of straight edge dislocations of interest to
D3P, the glissile component of the Peach–Koehler force is5 merely fglide = ⌧ · B with ⌧ the resolved
shear stress over the slip plane and B the magnitude of the Burgers vector, so the balance renders a
mobility law of the form
vglide =
⌧B
d
(7.5)
However, the validity of the mobility law defined in eqn.7.5 is far from universal, and depends on,
amongst other things, the levels of applied stress. Figure 58 summarises the regimes of motion of a
dislocation. There are at least three distinct regimes for the motion of a dislocation, each of which
leads to different mobility laws.
Drag–controlled regime
The regime of dislocation velocities for which the viscous drag law is applicable is called the ‘drag-
controlled regime’. In the drag controlled regime, dislocation motion is dominated primarily by phonon
drag, i.e., by the interaction between the dislocation and the thermal vibrations in the lattice. Phonon
drag is mainly mediated by phonon scattering [Gilman, 1969; Granato, 1973; Hirth and Lothe, 1982;
Hull and Bacon, 2011; Nabarro, 1967], which seems to involve mainly two processes (vid.[Granato,
1973]). On one hand, the dislocation itself will strain the lattice around its core, thereby breaking
its symmetry. As the dislocation moves through the lattice, this strained region will be met by the
incoming thermal phonons from elsewhere in the lattice, that will be refracted as a result. On the
other hand, phonons may be absorbed by the dislocation itself, triggering vibrations of its core that,
again, result in new phonons radiated outwards. The result is that dislocations in the drag-controlled
regime move with linear viscous-drag laws such as that shown in eqn.7.5.
Thermal activation regime
The lower limit of the drag-controlled regime marks the onset of dislocation motion. In this regime,
dislocation motion occurs in the presence of low applied stresses, so low that the motion of disloca-
tions is dominated by those mechanisms that offer direct resistance to the motion. A dislocation can
5 With the coordinate system on the slip plane, bi = (B,0,0) and ⇠m = (0,0,1), so fi = (⌧ ·B, fclimb ,0)
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encounter resistance to its motion from two kinds of sources: the crystalline lattice itself, and obstacles.
The intrinsic resistance of the lattice to the motion of dislocations refers to the energy cost associated
with breaking and rebuilding interatomic bonds as the dislocation moves; this effectively manifests
itself in the periodic6 Peierls barrier [Granato, 1973; Regazzoni, Kocks, and Follansbee, 1987]. Obstacles
refer to lattice imperfections that may include impurities, interstitials and vacancies, other dislocations,
etc. These obstacles interact with the dislocation hindering its motion; unlike the Peierls barrier how-
ever, obstacles do not offer a periodic resistance. In either case, both the intrinsic lattice resistance
and obstacles can be thought of as barriers of stress that the dislocation must overcome in order to
move. Focusing on the intrinsic lattice resistance alone, the magnitude of the barrier, usually called
the Peierls stress or intrinsic lattice resistance, sets up a mechanical threshold of applied stress below
which dislocation motion is not, in principle, possible. This threshold can still be overcome however
through thermally–assisted processes (vid.[Argon, 2008; Kocks, Argon, and Ashby, 1975; Regazzoni,
Kocks, and Follansbee, 1987]), whereby thermal energy helps the dislocation overcome the barrier.
For this reason, the lower regime is sometimes called the ‘thermal activation regime’ or ‘activation of
motion regime’.
Thus, the thermal activation regime is often associated not only with the onset of dislocation motion,
but of plasticity as a whole. This is true in a sense, but it may suggest that before moving into the
drag-controlled regime, dislocations must overcome the thermal activation regime—i.e., that the onset
of all dislocation motion is always thermally activated. This might be true at low strain rates and
low levels of stress, and in those situations it would be consistent with the empirical observation that
the yield point tends to decrease with increasing temperature. However, as has been pointed out in
the introduction, the yield point of most metals experiences a sudden upturn (vid.16) that has been
associated with a fundamental change in the dislocation’s own motion regime, going from thermally-
activated to drag-controlled [Regazzoni, Kocks, and Follansbee, 1987]. Undoubtedly, a dislocation in
a material shock-loaded to 20GPa with a strain rate of 1010s-1 will hardly have time, if any, to go
through the thermally-activated regime. Hence, there are situations that are particularly relevant to
D3P, where the thermally activated regime is not relevant.
Relativistic regime
The upper limit of the drag-controlled regime is usually a velocity of the order of tens or a few
hundreds of meters per second. Surpassing this limit is unusual in most plasticity applications. In fact,
DDP simulations typically cap the speed of dislocations at ⇡ 20m/s (cf.[Cleveringa, Van der Giessen,
and Needleman, 1997]). The regime of motion beyond the drag-controlled regime is often called
the ‘relativistic regime’. This is because the speeds reached in this regime are usually a significant
fraction of the transverse speed of sound, and therefore the relativistic effects discussed in section 4.6.1
are expected to be present. Typically, in this regime the speed of dislocations saturates towards the
transverse speed of sound [Gilman, 1969; Johnston and Gilman, 1959; Marian and Caro, 2006; Meyers,
1994; Olmsted et al., 2005].
As shown in section 4.6, in the ‘relativistic regime’ the elastic energy of dislocations tends to increase
with the speed of dislocations, diverging at the transverse speed of sound. This is of great significance,
as it shows that even the mobility laws commonly employed in Dislocation Dynamics (such as eqn.7.5)
are in fact quasi-static. The reason is simple: as it moves, the self-energy of the dislocation itself must
change. This change is negligible for the low speeds encountered in the drag-controlled regime, but
it becomes significant at higher speeds—i.e., in the relativistic regime. If the speed of the dislocation
is going to increase, the elastic energy of the dislocation will increase; the energy input due to the
external fields (the Peach–Koehler force), that in quasi-static mobility laws only had to balance out the
drag dissipation, will now also have to be spent on increasing the dislocation’s elastic energy as well.
To wit, quasi-static mobility laws do not account for changes in the elastic energy of the dislocation
itself, which is expected to vary in dynamic cases.
Thus, the dynamic mobility law has to be modified to include one way or another the contribution
of the dislocation’s self-energy. This leads to several questions:
6 The periodicity of the barrier is that of the lattice itself.
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• Is the Peach–Koehler force itself, derived for time-independent fields, affected in dynamic situa-
tions?
• How does the increase of the dislocation’s elastic self-energy affect the mobility law?
• Is the viscous drag force the main dissipative mechanism at play in the relativistic regime?
• Are there supersonic dislocations?
These questions will be addressed in the following sections.
￿.￿.￿ The exactitude of the Peach–Koehler force
As originally derived by Peach and Koehler [Peach and Koehler, 1950], the Peach–Koehler force given
in eqn.7.3 accounts for variations in the external elastostatic energy. However, D3P uses a fully elastody-
namic formulation, so one must establish its exactitude when time is an explicit elastic field variable.
The considerations presented here were pioneered by Lothe [Lothe, 1961] and Stroh [Stroh, 1962], and
rigorously formalised by Mura [Mura, 1982]. It is shown that the Peach–Koehler force as given by
eqn.7.3 is to be exact in a dynamic framework.
In order to show this, consider a moving dislocation loop in an infinite domain D. The associated
Lagrangian functional shall be:
L =
Z
D
✓
1
2
⇢u˙iu˙i -
1
2
 ij✏ij
◆
dD (7.6)
where T = 12
R
D ⇢u˙iu˙idD is the kinetic energy density and V =
1
2
R
D  ij✏ijdD the potential (elastic)
energy density. Thus, L = T -V is the Lagrangian density. Notice that the Lagrangian proper L would
be
L =
Zt1
t0
Ldt (7.7)
Elastodynamics require that  ij✏ij =  ijui,j, soZt1
t0
Ldt =
Zt1
t0
dt
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This expression is defined everywhere in the domain except on the slip surface S, where a discontinuity
arises. The boundary of S is the dislocation line L, which shall be assumed to move with a velocity
field ⇠˙i, so that ⇠i is taken to be the displacement of the line. Over the dislocation line, the dislocation’s
discontinuity can be expressed through the following boundary condition:
u+i (x, t)- u
-
i (x, t) = bi (7.9)
The conditions that ⇠ must fulfil for the Lagrangian functional L to be minimised must be found.
For that, in a dynamic situation, a virtual displacement  ⇠ over the dislocation line is imagined, that
produces a change  S over the slipped region. In order to find out how this change is bounded by the
principle of least action, the variation of the functional is considered:
 
 Zt1
t0
Ldt
 
=
Zt1
t0
dt
Z
D
 
⇢u˙i u˙i -  ij ui,j
 
dD, (7.10)
which may be rewritten as
 
Zt1
t0
Ldt =
Zt1
t0
dt
Z
D
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dD (7.11)
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Applying Gauss’s theorem, one must bear in mind that D is not simply connected, so that S+  S
must be excluded by defining an infinitely closed enveloping surface made of S+ +  S+ and S- +  S-.
Excluding that surface, Gauss’s theorem leads toZ
D
 ij
@
@xj
( ui)dD =
Z
S+ S
 ijnj[ ui]dS-
Z
D
 ij,j uidD =
Z
 S
 ijnjbi S-
Z
D
 ij,j uidD (7.12)
where the apparent sign reversal is caused by the need of excluding the inner side of S+  S rather
than the outer one. Here [ui] is the difference of ui being evaluated at the upper and lower surfaces
of the slip plane (the integral is divided into
R
S++S- +
R
 S+ +
R
 S- ⌘
R
S+ S. Hence, [ui] = bi on S.
After the virtual displacement  ⇠i, its variation [ ui] =  [ui] is therefore zero on S and bi on the new
virtual slipped region  S.
The  S is the variation of the slipped region S, which arises from a virtual displacement  ⇠i, and
thus must fulfil the same condition as in the static case:
nj S = ✏jmh ⇠m⌫hdl (7.13)
Furthermore, it is found thatZt1
t0
⇢u˙i
@
@t
( ui)dtdD = -
Z
 S
⇢u˙ibi⇠˙jnj S-
Zt1
t0
⇢u¨i uidtdD (7.14)
Grouping everything into the functional
 
Zt1
t0
Ldt = -
Zt1
t0
dt
I
L
 
⇢u˙i⇠˙j +  ij
 
bi✏jmh ⇠m⌫hdl (7.15)
The term ⇢u˙i⇠˙jbi✏jmh⌫h is called the Lorentz force for its analogy with the electrodynamic Lorentz
force. A detailed analysis of the Lorentz force was presented by Lund [Lund, 1998]; it is of great
mathematical interest, but of little physical significance because, as its electrodynamic counterpart, it
does no work. Indeed, ⇠˙jdt =  ⇠j, which in the Lorentz force term leads to having ✏jhm ⇠j ⇠m = 0
necessarily. Hence, as stated by Lund [Lund, 1998]: ‘ the additional ’Lorentzian’ force is (...) orthogonal
to the dislocation velocity, [so] it does not do any work’; in order to establish its relevance, it would be
necessary to explain what the Lorentz force would physically entail. Otherwise, the variation of the
functional leads to
 
Zt1
t0
Ldt = -
Zt1
t0
dt
I
L
 ijbi✏jmh ⇠m⌫hdl (7.16)
It could be imagined that the dislocation is subjected to a force rather than to an external stress field.
Looking at the equation above, this would lead, as in the static case, to the Peach-Koehler force: the
dynamic effects accounted for in ⇠˙i via the Lorentz force do not contribute to the energy balance and,
therefore, the Peach-Koehler force is valid in the dynamic case.
Indeed,
 
Zt1
t0
Ldt = -
Zt1
t0
dt
I
L
fm ⇠mdl (7.17)
would be the variation in the action due to a force fm, and by comparing with the expression above
fm = ✏jmh ijbi⌫h (7.18)
as in the static case, q.e.d.
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The significance of the Lorentz force
That the Lorentz force exerts no work in the motion of the dislocation segment is proved above. This
is in complete analogy with the Lorentz force in electrodynamic charges. However, an electric charge
originally moving rectilinearly in vacuum under the influence of a Lorentz force induced by an electro-
magnetic field {E,B} experiences an epicyclic motion. The epicyclic motion can be understood as the
superposition of the rectilinear motion of a fixed instant centre of rotations (ICR), the centrode of which
draws a rectilinear trajectory, compounded with the charge’s relative circular motion about the ICR.
The relative circular motion about the ICR is induced by the Lorentz force, which tends to instanta-
neously displace the charge perpendicular to its current direction of motion; because it always acts
perpendicular to the absolute velocity of the charge, it induces a circular motion about the ICR in a
manner akin to a centripetal force. Without the Lorentz force, the ICR’s and the charge’s trajectory
would be the same.
Could the Lorentz force over a dislocation segment have a similar effect? This question remains
unanswered. However, one can hint at some difficulties, because unlike an electric charge in vacuum,
dislocations move in crystalline lattices, with an energy penalty associated to their motion. Consider
a straight dislocation, of either edge or screw character, gliding in its slip plane at a speed which is
a significant fraction of the speed of sound. The Lorentz force would be perpendicular to the glide
speed; it would therefore tend to make the dislocation climb out of its current slip plane. Climb is a
diffusion driven process [Hirth and Lothe, 1982], so it would seem particularly difficult for the Lorentz
force to alter the dislocation’s trajectory, especially for edge components. Screw components are able
to cross-slip, which seems the most feasible mechanism by which the Lorentz force could affect the
motion of a dislocation. An infinite straight screw dislocation might cross-slip under the influence
of the Lorentz force, thereby describing an epicyclic motion if all the segments in the line cross-slip
concurrently. However, if the screw components are part of a general loop, they themselves would be
the only segments able to move out of the plane; they would be subjected to a line tension that tends to
oppose this motion, and as they cross slip, the length of the dislocation loop would increase, which has
an energy cost the Lorentz force does not seem capable of providing. Hence, albeit it cannot be ruled
out without further investigation, the effect of the Lorentz force appears to be difficult to ascertain.
￿.￿.￿ Inertial forces
The Peach-Koehler force concerns forces over dislocations; these forces exert work during the dislo-
cation’s motion. In turn, the elastic energy of moving dislocations increases as the velocity of dislo-
cations increases (and viceversa). Thus, in a dynamic situation part of the energy input due to the
Peach–Koehler force must be spent in increasing the dislocation’s self-energy. This is usually called
the ‘inertial’ effect [Hirth, Zbib, and Lothe, 1998], because as with inertia, it opposes changes in the
motion of a dislocation, and because the effect can be translated into an equivalent thermodynamic
force of the form of a Newtonian inertial force, directly proportional to a dislocation ‘mass’ and the
dislocation’s acceleration.
The inertial force can be estimated with the following considerations, similar to those found in
[Hirth, Zbib, and Lothe, 1998]. Consider a straight edge dislocation in an infinite plane. Let v be its
velocity. The Hamiltonian of the system can be written as
H = T + V (7.19)
where T is the kinetic energy of the dislocation, and V the potential (elastic) energy of the dislocation.
Of interest here is to derive from the Hamiltonian an equivalent configurational force. Consider
a straight edge dislocation moving uniformly with speed v along the X-axis. Let x be the canonical
coordinate along that very same direction. Define p to be the linear quasi-momentum of the dislocation.
Then Hamilton’s equations require that
dp
dt
= -
@H
@x
(7.20)
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dx
dt
=
@H
@p
(7.21)
It is noticed that the force can be defined as
F =
dp
dt
(7.22)
Furthermore, dxdt = v where v is the dislocation’s speed. In the context of moving dislocations, this
force will be a configurational or self-force force.
For the uniformly pre-existing edge dislocation, Weertman and Weertman [Weertman, 1981] found
the expressions of the kinetic and elastic energy of a uniformly moving straight edge dislocation, given
by:
T =
E0
2
1
M2t

4 l +
4
 l
+  3t - 5 t -
5
 t
+
1
 3t
 
(7.23)
V =
E0
2
1
M2t

12 l +
4
 l
-  3t - 9 t -
7
 t
+
1
 3t
 
(7.24)
where  t =
q
1-M2t ,  l =
q
1-M2l , and E0 =
µB2
4⇡ ln
⇣
R
rc
⌘
is the dislocation’s energy at rest, where
R and Rc are the inner and outer cut-offs of the core.
It follows that, in this framework, T = T(v) and V = V(v), so accordingly H = H(v) alone. Hence,
@H
@x
= 0 (7.25)
so from eqn.7.20 it is found that the quasi-momentum is invariant in time dpdt = 0, and from eqn.7.25
that the Hamiltonian (here, the total energy) of the system is symmetric with respect to any given
displacement. To wit, as in the quasi-static case, the uniformly moving dislocation does not radiate
energy, and the fields are always the same as it moves.
However, ignore this last point for the moment. Invoking the chain rule
v =
dx
dt
=
@H
@p
=
@H
@t
dt
dp
=
1
F
@H
@t
(7.26)
so that the force
F =
1
v
@H
@t
=
1
v
@H
@v
@v
@t
(7.27)
Eqn.7.27 takes the form of an inertial force provided that the effective ‘mass’ m of the dislocation is
defined as
m =
 
8 {F,m, v, t} 9m
    F = mdvdt
 
(7.28)
From eqn.7.27 it is found that
m =
1
v
@H
@v
(7.29)
128 ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿
Since H = T + V , substituting eqns.7.23 and 7.24 in eqn.7.29, one obtains that the uniformly moving
edge dislocation’s effective mass:
m =
E0
2
1
c2tM
4
t
"
-8 l -
20
 l
+
4
 3l
+ 7 t +
25
 t
-
11
 3t
+
3
 5t
#
(7.30)
This expression is entirely comparable to that obtained by Hirth et al.[Hirth, Zbib, and Lothe, 1998],
who used the Lagrangian formalism instead.
Thus, there seems to exist a force associated with the elastic and kinetic fields of dislocations, given
in the form of an inertia force:
F = m
@v
@t
(7.31)
This force exists solely because the dislocation has a velocity. As with the Peach–Koehler force, it is
important to recognise that it is not a mechanical force, but a thermodynamic virtual force.
At this point, it is natural to be perplexed by the inherent paradox that an uniformly moving
dislocation—i.e., a dislocation where v = constant—could have an inertia. From eqn.7.31 it seems
obvious that it does not, for @v@t = 0 when the dislocation is moving uniformly. Using a far more
sophisticated approach Ni and Markenscoff [Ni and Markenscoff, 2008] reached the same conclusion
for a uniformly moving dislocation.
This casts doubt on the dislocation’s effective mass as defined by eqn.7.30. As mentioned above,
from eqn. 7.20 and equations 7.23 and 7.24 it follows that for a uniformly moving dislocation, the
quasi-momentum is invariant in time. In eqn.7.26 however, one must assume that dtdp exists. However,
if p is not a function of t, then its inverse function t = t(p) does not exist7, and hence dtdp is illegitimate
8. It follows that in that case v cannot be written as
v =
1
F
@H
@t
which suggests that the effective mass should not be defined in the case of a uniformly moving dis-
location. It is important to note that the derivation above is essentially correct apart from the above
mentioned contradiction.
This raise the question, what could the effective mass obtained in eqn.7.30 possibly mean? First
of all, it must be pointed out that, mathematically, it remains legitimate to define a function m such
that it fulfils eqn.7.29 even if, as discussed, there is no inertial force as such. This is because H =
H(v) and therefore @H@v exists. Consider eqn.7.29, from which the effective mass has been derived.
There, the mass is expressed as a measure of the change in the total energy (the Hamiltonian) of
the dislocation as the dislocation’s speed is varied. In the case of the uniformly moving dislocation,
the dislocation cannot change its speed by construction; however, one can compare two dislocations
moving at different speeds. Their associated energies are different; hence it is possible to study how
the energy varies for dislocations moving uniformly with different speeds. Then m as defined in
eqn.7.30 is a measure of that radiation.
It can then be argued that, as a rough approximation, the inertial force defined through eqn.7.30 is a
measure of the additional energy that is required for the dislocation to increase its steady-state speed v.
This would entail that the dislocation transitions from a uniform speed to another, different, uniform
speed. This clearly goes against the hypothesis employed here. However, since the dynamic fields of
dislocations reach their steady state values in a short amount of time, it can be argued that it serves as
a measure of the energy required to accelerate the dislocation, and hence as an approximation to the
true inertia.
A complete treatment of the inertia of a dislocation requires the expressions of T and V for the
non-uniform motion of a dislocation. Unfortunately, as in the derivation of the elastodynamic fields
of dislocations provided in section 5.1, obtaining the inertial force of a non-uniformly moving dis-
7 In the sense that it cannot be defined.
8 Or should be considered to vanish.
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location is far from simple. Ni and Markenscoff [Ni and Markenscoff, 2008] have recently achieved
an expression for the mass of the non-uniformly moving straight screw dislocation that is of much
greater complexity than the one presented here. Using their method, a derivation for the mass of the
non-uniformly moving edge dislocation can be achieved as well [Ni and Markenscoff, 2008].
Either way, assuming one has a valid expression (or an approximation) of an inertial force, then the
mobility law that balances inertial and dissipative effects with the Peach–Koehler force would take the
form
fPK = m
@v
@t
+ fdrag (7.32)
This expression would account for the inertial effect, the dissipative mechanisms and the action of the
external fields over the moving dislocation, provided that adequate expressions for m and fdrag were
used. From the discussion above, one can assume that for D3P, where dislocations are expected to
move non-uniformly, the mass m should take a form akin to that provided in [Ni and Markenscoff,
2008], and fdrag = d · v, with d a drag coefficient.
￿.￿.￿ Other considerations
However, several questions remain open. Fundamentally, it has been questioned [Gilman, 1969;
Nabarro, 1967] whether the drag mechanism at play is always solely to the phonon scattering mecha-
nism assumed to occur at low speeds [Granato, 1973; Leibfried, 1950]. In that sense, several additional
dissipation mechanisms have been proposed, especially at higher speeds; these include anharmonic
effects of the lattice [Brailsford, 1972], electronic effects [Brailsford, 1969; Huffman and Louat, 1967;
Nabarro, 1967], quantum tunnelling [Coffey, 1986, 1994], thermoelastic effects [Eshelby, 1949a; Lothe,
1962; Nabarro, 1967; Zener, 1940], . . .. Nabarro [Nabarro, 1967], Gilman [Gilman, 1969], Granato
[Granato, 1973], Hirth and Lothe [Hirth and Lothe, 1982] and Meyers [Meyers, 1994] offer detailed
accounts of many of these dissipative mechanisms.
Whether or not any of these proposed mechanisms play a significant role is not always easy to
ascertain. In many cases, the mechanisms at play are out of the reach of molecular dynamics simu-
lations and would require a full quantum-mechanical treatment that, in some cases goes beyond the
capabilities of any of the variants Density Functional Theory or GW methods9.
Nevertheless, using molecular dynamics simulations alongside an ad hoc mobility law similar to the
one given in eqn.7.32, Bitzek and Gumbsch [Bitzek and Gumbsch, 2004, 2005] were able to estimate the
value of dislocation mass and the drag coefficient. It could seem that this kind of study merely shows
the consistency reached between MD models, that allow only for phonon-based dissipation and long
range elastic fields 10, and mobility laws that solely consider precisely the terms that MD simulations
can capture: a viscous phonon drag term and an inertial term. However, the study fundamentally
clarifies the form of the dissipative forces when inertial effects are present, as well as report , which
in [Bitzek and Gumbsch, 2004] was found to be strictly linear as described in eqn.7.4.Other MD sim-
ulations, such as those by Wang and Beyerlein [Wang, He, and Wang, 2010], also show that phonon
viscosity is a major dissipative mechanism at high speeds. Thus, these models serve to clarify the
effect of lattice-based dissipative mechanisms, showing the relative importance of phonon scattering
and other mechanisms such as thermoelastic and anharmonic effects that can, in principle, be captured
by MD models.
Relevant to D3P is an observation regarding the effect of inertia, that the predicted acceleration times
are usually very short compared even to the rise time of a shock front [Gillis and Kratochvil, 1970].
Consider the equation of motion of a dislocation with an inertia term
m
dv
dt
+ dv = b · ⌧ (7.33)
9 Quantum tunnelling effects are probably only achievable in Quantum Monte Carlo simulations
10 In MD, the associated increase in the elastic energy of the dislocation arises naturally because Elasticity is a first order approxi-
mation to any harmonic lattice model [Ashcroft and Mermin, 1976].
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where m is the dislocation ‘mass’.
Assume m is constant. Then eqn.7.33 can be solved directly by separation of variables asZ
mdv
b⌧- dv
=
Z
dt (7.34)
whereupon
-
m
d
ln (b⌧- dv) = t (7.35)
Hence,
v(t) =
b⌧
d
h
1- e-
td
m
i
(7.36)
Take typical values of the parameters involved: B ⇡ 10-4Pas, tau ⇡ 1GPa, b ⇡ 2.5 · 10-10m,
m / ⇢b2 ⇡ ·10-16. If the steady state speed is around v ⇡ 2000m/s, the time it would take to reach it
from v = 0m/s it would be around taccel ⇡ 1ps.
However, as seen above, dislocation inertia is typically velocity dependent. For simplicity, consider
this velocity dependency to be of the approximate form [Weertman and Weertman, 1980]
m =
m0r
1- v
2
c2t
(7.37)
with m0 ⌘ ⇢b2. As stated above, this inertia mass does not truly represent the inertial effects a
dislocation. However, it has the right proportionality [Eshelby, 1949b; Frank, 1949] and serves as a
first approach approximation to the effects of inertial forces.
The combination of this form of the dislocation ‘mass’ with eqn.7.33 results in a non-linear differ-
ential equation. On a first approach, one can study acceleration times by considering the form of the
acceleration of the dislocation, which can be deduced from eqn.7.33:
dv
dt
=
1
m
(b⌧- dv) (7.38)
Consider d = 5 · 10-4Pas, ⌧ = 5.8GPa, b ⇡ 2.5 · 10-10m, m / ⇢b2 ⇡ ·10-16. The resulting acceleration
time is plotted in fig.59. The extremely large values of the acceleration can already be appreciated
there. This kind of curve can also be found in an analogous analysis by Meyers [Meyers, 1994], that
reaches the same conclusions.
This curve takes the drag coefficient to be constant; one can complicated the matters further by
consider a non-linear drag coefficient such as Taylor’s [Taylor, 1969],
d =
d0
1- v2/c2t
(7.39)
and combining it with the mass given in eqn.7.37 and the mobility law 7.33:
m0r
1- v
2
c2t
dv
dt
+
d0
1- v2/c2t
v = B⌧ (7.40)
The resulting acceleration curve for d0 = 5 · 10-4Pas is also shown in fig.59, where the additional
effect of a larger drag as the dislocation’s speed increases manifests itself in lower values of the acceler-
ation, even if its order of magnitude is similar. The reader should treat eqn.7.40 with some scepticism.
Originally, Taylor [Taylor, 1969] introduced the saturating drag coefficient given in eqn.7.39 as a phe-
nomenological expression able to reproduce the steady state (i.e., non-accelerating) mobilities observed
experimentally by [Johnston and Gilman, 1959]. Specifically, Taylor wanted to address the observed
￿.￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ 131
0
2·1015
4·1015
6·1015
8·1015
1016
0 500 1000 1500 2000 2500 3000
A
cc
el
er
at
io
n
(m
/s
2
)
v (m/s)
Inertial mass with constant drag
Inertia and saturating drag
Figure 59: Numerical solution to equation 7.33 using the definition of mass given in eqn.7.37. d = 2 · 10-4Pas.
saturation of dislocation velocities about the transverse speed of sound. As it has been explained, this
‘saturation’ is generally associated with inertial effects—i.e., with the associated increase of the dislo-
cation’s self-energy as its speed approaches the speed of sound— and not with a relativistic increase
of the magnitude of the dissipative forces themselves. Therefore, the combination of inertial with
eqn.7.39 has a doubtful physical meaning, as it entails that not only inertial effects are present, but
that the dissipative mechanisms themselves evolve in a relativistic way. Nevertheless, eqn.7.40 can be
considered as an extremal case of dislocation mobilities, useful for sensitivity analyses such as those
here presented.
From the curves in fig.59 one can already appreciate that the order of magnitude of the acceleration
of the dislocation (1015m/s2) is extremely high in either case. In the figure, it is also apparent that
eqn.7.33 leads to different terminal speeds depending on the definition of the mass and drag coefficient.
The terminal speed, i.e., the steady-state speed, is reached when the viscous drag force equates the
applied stress:
vterminal =
 
8 {m,d, v} ⇢ mdv
dt
+ dv = b · ⌧ 9 vterminal ⇢ v | d · vterminal = b · ⌧
 
(7.41)
With the parameters given above, for the linear drag case this entails a terminal speed of 2958m/s
(vid.fig.59); with the saturating drag law, the terminal speed is lower, but can also be determined
analytically by solving eqn.7.40 for the condition given in eqn.7.41:
vterminal =
q
4b2c2t⌧
2 + c4td
2
0 - c
2
td0
2b⌧
(7.42)
In this case, this renders a terminal speed of 1842.38m/s (vid.fig.59).
The acceleration curve serves to highlight that, in general, the acceleration times must be extremely
short. In the case shown in fig.59, an average acceleration of 4 · 1015m/s entails an acceleration time
to the 3000m/s terminal speed of about 7.510-13s, which is of the same order as the values calculated
above for a constant mass. Similar calculations made by Meyers [Meyers, 1994] render even smaller
acceleration times.
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Figure 60: Numerical solution to equation 7.33 using the definition of mass given in eqn.7.37 and a linear drag
force.
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Figure 61: Numerical solution to equation 7.33 using the definition of mass given in eqn.7.37 and a saturating
drag force.
Of course, one can improve these estimations further by solving eqn.7.33 numerically for the two
cases shown above—the one with an inertial term but linear drag, and the one with an inertial term
and saturating drag. Figure 60 shows such solution for the first case. From it, it can be deduced that
the acceleration time is, for a 95% criterion, about 2ps. Similarly, figure 61 shows such solution for the
second case. In this case, the acceleration time is found to be about 0.5ps.
Similar calculations can be performed for different values of drag coefficient and applied stresses,
all of which render extremely large accelerations and, concurrently, extremely small acceleration times.
This would support the adequacy of neglecting inertial effects–i.e., to define mobility laws assuming
the dislocation reaches its speed instantaneously.
This is further backed by the work done by Beltz et al.[Beltz, Davis, and Malén, 1968] and Gillis and
Kratochvil [Gillis and Kratochvil, 1970], who, using even more sophisticated models of inertia than
those presented here concluded that the acceleration time of dislocations was so much shorter than
the rise time of a shock front that it could be neglected. Furthermore, the works of Beltz et al. and
Gillis and Kratochvil pointed out that, because of the short acceleration times, the use of an inertial
term leads to dislocation mobilities that can be equally reproduced using an adequately characterised
dislocation drag coefficient. This latter point was acknowledged by Zbib and Diaz de la Rubia [Zbib
and Rubia, 2002] whom, nonetheless, favoured inertial laws.
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It is worth devoting a few lines to elaborate this last point. It has been seen that, because the ac-
celeration of dislocations is large, the corresponding acceleration times of dislocations are short. This
entails that a dislocation will reach its steady state speed almost instantaneously. However, this does
not convey much about the terminal speed of the dislocation itself. In the relativistic regime, as shown
in fig.58, a saturation of speed with increasing applied stress is expected. Physically, this is effectively
explained through inertial effects–the increase in the dislocation’s self-energy as the dislocation’s speed
increases. However, because the resulting acceleration times are small, Beltz et al.[Beltz, Davis, and
Malén, 1968] and Gillis and Kratochvil [Gillis and Kratochvil, 1970] point out that, rather than solv-
ing a non-linear differential equation such as eqn.7.40, one can approximate the expected saturation
behaviour by considering alternative (and instantaneous) mobility laws that address the saturation
instead.
These alternative mobility laws commonly favour the modification of the drag coefficient. The main
requirement then becomes to obtain a mobility law that, as in fig.58, saturates around the transverse
speed of sound. Along those lines, one can define a mobility law using the saturating drag coefficient
presented above (eqn.7.39 as originally proposed by Taylor [Taylor, 1969]
d0
1- v
2
c2t
· v = B⌧ (7.43)
where d0 is the asymptotic viscosity coefficient at low velocities. The velocity law is then given by
eqn.7.42.
An alternative expression is that of the power law
v =
✓
⌧
⌧0
◆m
(7.44)
This equation, originally an phenomenological law (vid.[Gilman, 1969]), can in fact be physically justi-
fied for the thermal activation regime (vid.[Kocks, Argon, and Ashby, 1975]).
The power law can be used to reflect grosso modo empirical results in a mobility law [Meyers, 1994].
The exponent m is the slope of the log v¯- log ⌧ curve, which is generally seen to vary with the regime
of motion of the dislocation. Hence, a mobility law could be constructed by modifying the values of
m for each regime of motion. If the dislocation is moving in the thermally activated regime, mI > 1.
For the drag-controlled regime, mII ⇡ 1. For the relativistic regime, mIII < 1.
Thus, provided that the exponent m is modified accordingly, this would ensure the validity of
eqn.7.44. The latter can be sharp: Johnston and Gilman [Johnston and Gilman, 1959] estimated m ⇡
15 - 20 for the thermally activated regime11, and should reduce to m = 1 for the drag controlled
regime, where conventional knowledge holds that the mobility should be linear ⌧ / v. However, in
practicem ⇡ 1- 10 [Gilman, 1969, 2003]. Notice that eqn.7.44 is a rather unphysical approximation, as
there is no upper limit on velocity [Gilman, 2003]. However, it provides a good first approach towards
estimating v if it is used carefully. Values of the m exponent for a number of materials are collected in
[Nix and Menezes, 1971].
Further expressions can be derived by fitting data from MD simulations of dislocation motion. For
instance, from the data for aluminium by Olmsted et al. Olmsted et al., 2005, one can reach a fit of the
form:
v =
8<: 2.066929885 · 10
-5
   fpkb     v < 1152.67m/s
22961.54+ 1.00876 · 1013 b2
f2pk
- 1.00876 · 1011
    bfpk     v > 1152.67m/s (7.45)
Similar fits can be obtained from experimental data [Nix and Menezes, 1971]. However, experimental
data is seldom available for very high speeds, so one has to rely most of the time on MD data fits.
The use of direct MD data fits might seem not as desirable as other options shown above. However,
one must bear in mind that the equations such as eqn.7.43, eqn.7.44 or even the inertial law eqn.7.33
11 Even abovem = 60, according to Argon (2008)[Argon, 2008].
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Figure 62: Fit of Taylor’s mobility law (eqn.7.43) to MD data by Olmsted et al. [Olmsted et al., 2005]. In this fit
d0 = 8.37528 · 10-6Pas and ct ⇡ 3151.45m/s.
are fits in their own right, and with their own shortcomings as well. Figure 62 shows the fit of Taylor’s
eqn.7.43 to the data by Olmsted et al.[Olmsted et al., 2005]; it provides a good fit, but so does eqn.7.45.
Both get the saturation of the mobility law at the transverse speed of sound right, and there’s no
physical reason to believe that Taylor’s fit is in any way a reflection of a physical process. The same
can be argued about the power law eqn.7.44 , that would require calculating three m exponents as
explained above, or the inertial law which, despite being more physically motivated, it would still
need to be fitted to the MD data for the values of the drag coefficient.
￿.￿.￿ Supersonic dislocations
The question of supersonic dislocations was largely discussed in section 4.6.2. Elasticity predicts
an unsurmountable energy barrier at the transverse speed of sound, where the elastic self-energy
of the dislocation diverges for the case of a pre-existing uniformly moving dislocation (q.v.eqn.4.20
and fig.22). The fields of the non-uniformly moving injected edge dislocation employed in D3P also
diverge when the speed of the dislocation core reaches the transverse speed of sound (i.e., when d! b,
q.v.tables 4 and 5). In the fully elastodynamic formulation employed in D3P, this is true irrespective
of whether the dislocation moves uniformly or not [Markenscoff, 1982]. As is sometimes the case in
dislocation theory (cf.[Hirth and Lothe, 1982]), this effect could be associated with the dislocation core,
which here is modelled as a delta function. Further analysis employing ramp-cores [Markenscoff and
Huang, 2009] or Peierls–Nabarro models for the core of the dislocation[Eshelby, 1953; Pellegrini, 2010;
Pillon et al., 2006] suggest that the elastic self-energy does indeed tend to diverge at the shear barrier,
but that the dislocation may accelerate beyond it in a transient-like process [Markenscoff and Huang,
2009]. Core effects were also associated with the motion above the Rayleigh wave speed, which is why
the topic remains contentious to date. Above the shear wave barrier, elasticity predicts that the motion
becomes entirely dissipative, and large stresses would need to be applied to sustain it [Clifton and
Markenscoff, 1981].
As was discussed in section 4.6.2, molecular dynamics simulations have shown supersonic dislo-
cations. Unfortunately, they have not been observed to date in real crystals, and they remain a con-
tentious topic of research. The mobility laws employed in this thesis, as well as the D3P field formu-
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lation (q.v.chapter 5), are unable to treat the possibility of supersonic dislocations, which nonetheless
arise as a topic worthy of further study.
￿.￿.￿ The way forward
The biggest challenge when defining the mobility law in D3P is that it needs to be able to describe the
motion of a non-uniformly moving high speed dislocation. Unfortunately, there is no complete theory
of the motion of dislocations and, hence, there is no consensus as to its specific form. Most of the
mobility laws presented here have a highly speculative nature, especially in the relativistic regime.
On one hand, the use of an inertial force seems physically motivated, but it still requires the fitting
of the drag coefficient (vid.[Bitzek and Gumbsch, 2004]) and the effect of inertia itself seems to be
small. On the other hand, MD or experimental fits seem to produce behaviours similar to those
obtained through inertial laws, but are obviously mere fits. The main advantage of the latter is their
smaller computational cost, as they require the evaluation of a polynomial, whilst the inertia-based
laws usually require solving a non-linear first order differential equation, often numerically. In the
D3P simulations that will be presented in this chapter, numerical fit laws are used for that reason.
￿.￿ ￿￿￿￿￿–￿￿￿￿ ￿￿￿￿￿￿￿
First described by Frank and Read in 1950 [Frank and Read, 1950], the Frank–Read source mechanism
is perhaps the best-known dislocation generation mechanism (vid.[Hirth and Lothe, 1982; Hull and
Bacon, 2011; Reed-Hill, Abbaschian, and Abaschian, 2009]). In D3P, it is assimilated to a point source
in the same manner it is done in DDP [Van der Giessen and Needleman, 1995], as shown in fig.63. The
specific orientation of the segment is not necessarily one perpendicular to the 2D plane, but it has to
be such that under the application of an in-plane external shear stress it produces dislocation loops of
predominantly edge character in the cross section of the loop with the 2D plane [Shishvan and Van
der Giessen, 2010] (vid.fig.63).
Thus, under the application of an external load higher than the source strength, the Frank–Read
source generates a new dislocation loop, of which D3P/DDP only consider the two edge components
in the cross section, forming a dipole of dislocations that can be approximately treated as straight edge
dislocations, as shown in fig.63.
Frank–Read sources in DDP require three fundamental ingredients. First, in DDP, the nucleation
criterion is defined for the resolved shear stress ⌧ to overcome the ‘strength’ of the Frank–Read source
⌧nuc:
⌧ > ⌧nuc (7.46)
This refers to the resolved shear stress required to produce a new dislocation loop over the original
dislocation segment in the Frank–Read source. In 3D DD this would occur naturally, but in DD the
point-source to which the Frank–Read source is assimilated requires the definition of a source strength
value. Second, DDP and D3P require the definition of a source activation time tnuc, i.e., the time it
takes for the Frank-Read source to generate a dislocation loop. Third, in the same way newly created
dislocation loops will have a given radius, the two edge components in the newly created dipole will
be at a particular distance from each other, Lnuc. The definition of those three parameters enables DDP
and D3P to simulate the Frank–Read source generation mechanism, and inject new dislocations into
the system.
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Figure 63: Frank-Read sources generating dislocation loops are assimilated to point-like sources generating
dipoles of edge dislocations.
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￿.￿.￿ The source strength: strain–rate dependence of the strength of a Frank–Read source
In DDP and D3P, the selection of the source strength is physically justified. As done by Frank and
Read [Frank and Read, 1950] and later corrected by Foreman [Foreman, 1967], the Frank–Read source
strength is given by
⌧nuc =  nuc
µb
lFR
(7.47)
where lFR is the segment’s length, µ the shear modulus, b the magnitude of the Burgers vector and
 nuc a material-dependent parameter said to be of the form [Foreman, 1967]
 nuc =
A
2⇡

ln
lFR
r0
+B
 
(7.48)
where A and B are material constants of order unity, and r0 is the core cut-off radius.
Thus, according to eqn.7.47, the source strength is inversely proportional to the length of the pinned
dislocation segment. Realistically, it is not possible to know the length of the Frank–Read source
segments in a given sample and, hence, even 3D DD models must estimate it statistically. Traditionally,
in DDP the source strength was assumed to follow a normal (gaussian) distribution of a given variance
with respect to the mean [Van der Giessen and Needleman, 1995]. This has always had the problem of
allowing, especially in large samples with many sources, strengths much larger and smaller than the
mean, to the point that they stood the chance of having a negative source strength.
Shishvan and Van der Giessen [Shishvan and Van der Giessen, 2010] have recently argued that
the length of the source segments must follow a log-normal distribution where the maximum source
length lmaxFR is limited by the dimensions of the sample (for a rectangular sample of dimensions h⇥
d, it would be lmaxFR =
p
h2 + d2, the maximum length that can fit inside the sample), whereas the
minimum source length lminFR must be such that the resulting source strength is still lower than the
lattice resistance or a distance of a single Burgers vector, whichever is reached first.
Either way, if lFR follows a log-normal distribution, then it is ln ⌧nuc and not ⌧nuc that follows
a normal distribution, while ⌧nuc is also log-normally distributed. Therefore, ⌧nuc has associated
minimum and maximum values defined by the maximum and minimum lengths, respectively. This
prevents negative source strengths values altogether. An additional offset value ⌧0nuc was introduced
by Shishvan and Van der Giessen [Shishvan and Van der Giessen, 2010] to account for other effects
such as image forces, obstacles in the nucleation path, size effects, etc, leading to a source strength of
the form
⌧nuc = ⌧
0
nuc + ⌧
log-norm
nuc (7.49)
where ⌧0nuc is the offset, and ⌧
log-norm
nuc the value obtained from the log-normal distribution of source
lengths.
￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ The value defined as ⌧nuc fundamentally depend on eqn.7.47, which con-
siders the generation process to occur as a result of the application of a quasi–static load ⌧. However,
if the resolved shear stress is applied with a given strain rate, the resulting source strength can be
expected to change accordingly.
In order to see this, consider a pinned dislocation segment forming a Frank–Read source, subjected
to a certain external resolved shear stress ⌧. As a result of the application of ⌧, the dislocation loop
will experience an outwards expansion([Frank and Read, 1950; Hirth and Lothe, 1982; Hull and Bacon,
2011]). The strength of a Frank–Read source is defined as the applied resolved shear stress ‘⌧’ required
to make the dislocation segment reach the so-called unstable position [Foreman, 1967; Frank and Read,
1950; Hirth and Lothe, 1982] beyond which it spontaneously bows out.
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The way the shear load is applied acquires relevance as the strain rate with which it is applied
increases. Consider a uniaxial load, so that the associated shearing state follows
⌧ = µe (7.50)
where e is the (uniaxial) strain.
Let the strain rate be constant. That is,
e˙ =
de
dt
= constant (7.51)
Integrating, it is found thatZ
de =
Z
e˙dt (7.52)Z
de = e˙
Z
dt (7.53)
e = e˙ · t+C (7.54)
where C is some integration constant.
For a constant strain rate, then, the associated shear stress is found by combining eqn.7.50 with
eqn.7.54:
⌧ = µe˙t+C 0 (7.55)
Let the source be loaded by a constant strain rate. When the strain rate was e˙ = 0, the source
strength was ⌧0; when the strain rate is higher but constant, then, it will naturally follow that C 0 = ⌧0,
and that the source strength now will be:
⌧src = µe˙t+ ⌧⌧nuc (7.56)
where t = tnuc must be the nucleation time of the Frank–Read source. Thus, the Frank–Read source
strength is seen to increase with the strain rate. Expressions of this kind can be found in [Fan et al.,
2012] and [Agnihotri and Van der Giessen, 2012].
￿.￿.￿ Activation times
The source activation time is the time it takes for the Frank–Read source segment to reach the unstable
position. The activation time is of foremost importance both for DDP quasi–static models, where it is
linked to size effects and dislocation starvation processes [Balint et al., 2006; Deshpande, Needleman,
and Van der Giessen, 2005], and to D3P, where any viable dislocation generation mechanism must be
at least as fast as the rise time of the shock front.
Benzerga et al. [Benzerga et al., 2004] and Benzerga [Benzerga, 2008] were able to calculate the
activation time analytically for the quasi-static case, using the considerations that are reproduced here.
Consider a dislocation segment of length lFR as depicted in fig.64. A resolved shear stress ⌧ is applied
over it, as a result of which the segment begins to bow out. Define the distance h(x, t) as the distance
between any one infinitesimal element of the bowing out loop and the unbowed position. Consider the
force balance between the resolved shear stress, the line tension and the drag on the central segment,
x = 0:
⌧ · b = dv(t) + µb
2
R(t)
(7.57)
where v = dh(0;t)dt is the segment velocity and R(t) the radius of curvature of the central segment. Call
h(0; t) ⌘ h(t) for brevity.
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Figure 64: The bowing our segment as a result of the application of an external shear stress ⌧.
The radius of curvature R(t) can be related to h(t) as follows [Benzerga et al., 2004]:
R(t) =
h(t)
2
+
l2FR
8h(t)
(7.58)
Substituting that into eqn.7.57 leads to the following expression:
b
d
Ztnuc
0
dt =
Z lFR/2
0
g(h)dh (7.59)
where
g(h) = 1+
⌧nuc
⌧
hlFR
h2 - (⌧nuc/⌧)lFRh+ (l2FR/4)
(7.60)
The activation time can therefore be expressed as
tnuc =
1
2
dlFR
⌧b
F(⇠) (7.61)
with ⇠ = ⌧/⌧nuc and
F(⇠) = 1+
2
⇠
"
1
2
ln
✓
2
⇠- 1
⇠
◆
+
1p
⇠2 - 1
 
arctan
1p
⇠2 - 1
+ arctan
r
⇠- 1
⇠+ 1
!#
(7.62)
This derivation refers to circumferential loops. Benzerga [Benzerga, 2008] tackled the case of elliptical
loops with different Burgers vector characters. Although more accurate expressions can be obtained
by doing that, the underlying physics remains unchanged and the differences between circumferential
and elliptical loops are relatively minor. For this reason and the inherent simplicity of the circular case,
the case of circumferential loops alone will be considered here.
￿￿￿￿￿￿￿ ￿￿￿￿ The main underlying assumption in the derivation above is that the linear viscous
drag mobility law can be applied in the force balance between the line tension, the applied stress
and the drag force itself. This has been done in eqn.7.57, from which the rest of the derivation
follows. This assumption is valid if the dislocation segment is expected to move at very low speeds
(Mt = v/ct ⇡ 0.01- 0.1); this is the case when the applied stress ⌧ is expected to be of the same order
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of magnitude as the source strength itself. However, of relevance to D3P are situations such as shock
loading, where the applied stress can easily reach several gigapascals in magnitude. This is usually
thought to lead to dislocation speeds that are a significant fraction of the transverse speed of sound.
As discussed in section 7.4, if the dislocation segment reaches high enough speeds, the linear drag law
is not applicable any longer. In that case, the force balance defined in eqn.7.57 must be modified to
capture dynamic effects on dislocation motion. Thus, here the way in which high magnitude ‘dynamic’
loads affect the activation time of Frank–Read sources will be discussed. This entails modifying the
mobility law of dislocations to account for dynamic effects such as those discussed in section 7.4.
As it has been discussed in section 7.4, there is not a unique way of defining the mobility of a
dislocation segment at high speeds. In section 7.4, several of the options available have been presented.
On one hand, the use of saturating drag coefficients such as the one proposed by Taylor [Taylor, 1969]
have been discussed. In this case, this would involve employing the force balance defined in eqn. 7.57
with a drag coefficient d of the form
d =
d0
1- v2/c2t
(7.63)
When this coefficient is used in eqn.7.57, a non-linear differential equation is reached instead:
⌧ · b = d0
1- 1
c2t
 
dh
dt
 2 dhdt + µb2h(t)
2 +
l2FR
8h(t)
(7.64)
On the other hand, as it has also been discussed in section 7.4, one could modify eqn.7.57 by intro-
ducing an inertia term. In that case, the force balance would be modified to
m
d2h
dt2
+ d
dh
dt
+
µb2
R
= ⌧ · b (7.65)
where m is the dislocation mass, and which may take whichever force it is necessary.
Both eqn.7.64 7.69 are non–linear differential equations, so achieving an analytical solution is un-
likely. Several simplifications might be introduced to achieve one.
First of all, the main motivation to modify eqn.7.57 is that the applied stress in D3P is usually so
high that the linear drag law does not apply any longer. The applied stress should be expected to be
so much larger than the source strength that it can be claimed that
⌧  ⌧nuc (7.66)
Now, the value of the source strength is, strictly speaking, defined in the static case. The source
strength is the stress required to maintain the bowing out loop in the critical position. At that point,
the only other existing force is the line tension which, in the critical position, therefore takes the value
of
b · ⌧nuc = µb
Rcrt
(7.67)
where Rcrt = lFR/2.
This is used here to highlight that the line tension term in equations 7.64 and 7.69 varies between
zero (when the curvature radius is infinite at the unbowed position), and the source strength itself
(in the critical position). This might make it relevant when the applied stress is close to the source
strength, but it makes it arguably negligible when the applied stress is very large in comparison. In
that event, eqns. 7.64 and 7.69 can be simplified to, respectively,
⌧ · b = d0
1- 1
c2t
 
dh
dt
 2 dhdt (7.68)
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and
m
d2h
dt2
+ d
dh
dt
= ⌧ · b (7.69)
In the first case, the equation admits the immediate solution that
dh
dt
=
ct
2
24s✓ctd0
⌧b
◆2
+ 4-
ctd0
⌧b
35 (7.70)
Thus, using the initial condition that h(0) = 0, it is found that
h(t) = t · ct
2
24s✓ctd0
⌧b
◆2
+ 4-
ctd0
⌧b
35 (7.71)
so that when h(tnuc) = lFR/2
tnuc =
lFR
ct
"r⇣
ctd0
⌧b
⌘2
+ 4- ctd0⌧b
# (7.72)
is the nucleation time. Taking typical values like lFR = 10-7m (this corresponds to a source strength
of about 70MPa), ⌧ = 1GPa, d0 = 10-4Pas, b = 2.5Å, ct = 3200m/s, one finds values of tnuc ⇡ 30ps.
In the second case, solving the equation equates to solving the differential equation of motion of a
dislocation line with inertia. Upon neglecting the line tension term following the same considerations
as above, equation 7.69 takes the form
m
dv
dt
+ dv = b · ⌧ (7.73)
On a first approach approximation, assume m is constant. Then eqn.7.73 can be solved directly by
separation of variables asZ
mdv
b⌧- dv
=
Z
dt (7.74)
whereupon
-
m
d
ln (b⌧- dv) = t+C (7.75)
where C is some integration constant. Hence,
v(t) =
b⌧
d
h
1-C’e-
td
m
i
(7.76)
The nucleation time can be found by considering that v(t) = dh/dt:
dh
dt
= v(t) =
b⌧
d
h
1-C’1e-
td
m
i
(7.77)
Integrating, it is found that
h(t) =
b⌧
d
h
t-C”1me-
td
m +C2
i
(7.78)
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Figure 65: Values of tnuc vs ⌧ using the solution given by eqn.7.80 for different values of the initial drag coefficient
d0.
The integration constants can be solved by recalling that h(0) = 0 and v(0) = 0, for which case:
h(t) =
b⌧
d
h
t+
m
d
⇣
e-
td
m - 1
⌘i
(7.79)
When the critical radius h(tnut) = lFR/2 is reached, it is found that
tnuc =
d2lFR + 2bm⌧+ 2bm⌧W(-e-1-
d2lFR
2bm⌧ )
2bd⌧
(7.80)
where W(z) is the Lambert omega function. In this case, for the typical values given above and
m = ⇢b2 with ⇢ = 2700kg/m3, one gets tnuc = 25ps. It is worth noticing that as in the static case,
eqn.7.80 maintains the proportionality of tnuc / lFR/⌧. Figure 65 shows the effect of ⌧ and d over the
solution values. As expected, the larger the drag, the slower the activation of the Frank–Read source.
These values must be hold with some care. In section, 7.4 it was concluded that employing constant
drag and constant inertia tended to underestimates acceleration times; that would probably imply that
the activation times are larger than those predicted here.
As discussed in section 7.4, dislocation inertia is usually to be velocity dependent. Here, the inertia
term can be made velocity dependent as was discussed in section 7.4, by making the mass be of the
form given in eqn.7.37:
m =
m0r
1- v
2
c2t
and combining it in eqn.7.73 (notice that m0 ⌘ ⇢b2). The corresponding Frank–Read source’s acti-
vation time can then be obtained by numerically integrating v(t) and equating it to lFR/2, the half
￿.￿ ￿￿￿￿￿–￿￿￿￿ ￿￿￿￿￿￿￿ 143
0
10
20
30
40
50
0
d = 5·10-4 Pa·s
d = 10-4 Pa·s
d = 5·10-5 Pa·s
d = 10-5 Pa·s
20 40 60 80 100
Frank-Read source activation time (ps)
Fr
an
k-
Re
ad
 so
ur
ce
 le
ng
th
 (n
m
)
Figure 66: Numerical solution to equation 7.73 using the definition of mass given in eqn.7.37 and a linear viscous
drag force. The solution represents the activation time of Frank–Read source dislocation segments of
different length subjected to ⌧ = 200MPa.
length of the Frank–Read source segment. Figures 66, 67 and 68 show the numerical solution for the
activation time vs the Frank–Read source segment length loaded with ⌧ = 200MPa, ⌧ = 2GPa and
⌧ = 5GPa respectively, for different values of the linear drag coefficient. As expected, the activation
time is directly proportional to lFR, and inversely proportional to the applied stress ⌧; activations are
faster in fig.68, corresponding to ⌧ = 5GPa than in fig.66, corresponding to ⌧ = 200MPa. For this lower
bound of 200MPa, the approximation that the line tension of the dislocation segment can be neglected
probably breaks down—200MPa is a value in close proximity to the expected source strengths. Here,
this latter case is considered merely for illustrative purposes to study the trends that increasing ⌧
produces. Above ⌧ ⇡ 5GPa, the curves become virtually insensitive to further increases in ⌧, suggest-
ing that a saturation in the mobility has been reached by then; this is in fact in agreement with the
expected behaviour of eqn.7.33, that for the material parameters chosen here suggests that by 4GPa
the dislocations have reached about 95% of their saturation speed. In either case, these curves display
a behaviour that agrees qualitatively with the previous model of constant drag and inertia. As can
be appreciated, the activation times in this model often range well above 20ps, which is the value
estimated in the previous simplifications. Specifically, for the typical values of aluminium given above
one finds that, depending on d0 and the length of the Frank–Read source segment, the activation times
can easily exceed 100ps.
Finally, from the knowledge gathered in this discussion and section 7.4, were one to consider a
model where both the drag coefficient and the inertia saturate, the activation times would inevitably
become longer. Indeed, as done in section 7.4 one can make the drag coefficient to saturate following
d =
d0
1- v2/c2t
The numerical solution to this model is shown in fig.69 for ⌧ = 2GPa. The behaviour displayed there is
largely reminiscent of the linear drag coefficient case, as can be noticed when comparing fig.69 to fig.67,
which shows the linear drag coefficient case for the same loading discussed here. As expected however,
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Figure 67: Numerical solution to equation 7.73 using the definition of mass given in eqn.7.37 and a linear viscous
drag force. The solution represents the activation time of Frank–Read source dislocation segments of
different length subjected to ⌧ = 2GPa.
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Figure 68: Numerical solution to equation 7.73 using the definition of mass given in eqn.7.37 and a linear viscous
drag force. The solution represents the activation time of Frank–Read source dislocation segments of
different length subjected to ⌧ = 5GPa. Above this value, the slope of the curves tends not to vary
much, suggesting a saturation in the value of speeds.
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Figure 69: Numerical solution to equation 7.73 using the definition of mass given in eqn.7.37 and a saturating vis-
cous drag force. The solution represents the activation time of Frank–Read source dislocation segments
of different length subjected to ⌧ = 2GPa.
activation times are invariably longer than in the previous case. This entails that the activation times
are found to be well in excess of 20- 100ps; in fact, they are so slow that, in the context of this thesis,
where the activation time is compared with the rise time of the shock front, further studies at higher
stresses seem unnecessary.
￿￿￿￿￿ ￿￿￿￿￿￿￿ The results presented here suggest that the activation times of Frank–Read sources
are, even for large applied stresses, of the order of tens of picoseconds at best. The analysis performed
in section 7.4 suggests that the acceleration times of dislocations are in general very small. If one drops
the inertia term from eqn.7.69 and integrates it to calculate tnuc when h = lFR/2), one gets
tnuc =
lFR
2⌧b
d (7.81)
Substituting the usual values in, one gets tnuc = 20ps, in good agreement with the numerical values
obtained in this section.
Eqn.7.81 is in fact almost equivalent to the predictions made by Benzerga et al. [Benzerga et al.,
2004], which were given in eqn.7.61, that
tnuc =
1
2
dlFR
⌧b
F(⇠)
The value of F(⇠) ⇡ 1 when ⇠   1, as it is this case in 7.81. Hence, the static prediction appears
to approximate the dynamic one, at least as a lower bound of the activation time of Frank–Read
sources. In fact, the numerical values obtained when employing more sophisticated models that allow
for the saturation of the drag coefficient, or the presence of an inertia, are invariably higher than those
obtained with eqn.7.81. This can easily be explained because the speeds at which the bowing out loop
is allowed to move are invariably going to be much slower than when allowing the dislocation to move
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according to a continuous linear drag law. Otherwise, both the dynamic and the static predictions
follow similar patterns, caeteris paribus: weaker sources (i.e., longer sources) are activated more slowly;
increasing the applied stress tends to shorten the activation time; larger drag coefficients result in
slower activations.
In general, for the high strain rates associated with the large compressive loads occurring under
shock loading, these results would suggest that Frank–Read sources play a secondary role in relaxing
shock fronts. If the rise time of the shock front—i.e., the inverse of the strain rate–is very short, Frank–
Read sources hardly have enough time to be activated. For instance, if the minimum source activation
time is 40ps and the strain rate is 1010s-1 (rise time 100ps), then the Frank–Read source will activated
just twice at the front. This reduces considerably the ability of Frank–Read sources to relax shock
fronts at high strain rates.
These results must be regarded with some caution however. First of all, they pose a highly idealised
situation where the Frank–Read source exists alone and bows out creating circumferential loops alone.
Benzerga’s [Benzerga, 2008] analysis over elliptical loops, albeit providing more accurate results, did
not report changes in the order of magnitude of the activation times. Second, all of the derivations
above assume that the load ⌧ is applied continuously, even though in reality the applied stress will
most likely vary over the injection process; they also assume that the Frank–Read source is alone,
and does not interact with any other loop or obstacle. Shishvan et al. [Shishvan, Mohammadi, and
Rahimian, 2008] performed a series of quasi-static 3D DD simulations comparing the nucleation times
given here with that of arrays of 3D Frank–Read sources; for these reasons, their results show that
the nucleation time estimated by Benzerga et al. [Benzerga et al., 2004] and Benzerga [Benzerga, 2008]
tends to underestimate the nucleation time of sources if further effects (interactions etc) are considered.
However, activation times of the same order of magnitude as those reported here were obtained by
Wang et al.[Wang, Beyerlein, and LeSar, 2007a], who used quasi-static 3D dislocate dynamics to study
the formation of dislocation loops in Frank–Read sources employing inertial mobility laws similar to
those presented here. It is worth noticing that, as argued here, the limiting factor in the activation
of Frank–Read sources subjected to large stresses is the motion of the central segment of the Frank–
Read source, which is subjected to stresses larger than the line tension; consequently, a quasi-static
simulation such as that by Wang et al. that includes the inertial mobility law is probably a reasonable
approximation, and a fully elastodynamic analysis is not truly necessary.
The possibility of Frank–Read sources under shock loading has been attested in MD simulations
[Bringa et al., 2006]. However, the conditions upon which a pinned Frank–Read source segment is able
to withstand a shock load remain undefined. Hence, the analysis presented here must be regarded as
speculative at best, and only applicable so long as one assumes the Frank–Read source can exist. Even
then, it has been shown that the activation times of Frank–Read sources are long enough that even
if they actually exist, their physical relevance will be severely diminished. Either way, the following
conclusion stands out: in D3P, the activation times of Frank–Read sources must be computed with
extreme care so as to ensure their relative role with respect to the strain rate is adequately captured.
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In DDP, the dislocations in the dipole are injected into the system at a given equilibrium distance of
each other. This distance is necessary to ensure that, as a result of their mutual attractive forces being
larger than the applied stress that drives them apart, the dislocations in the dipole do not collapse
back into the source, annihilating each other. Physically, it can be pictured as the minimum radius of
the newly generated Frank–Read source loop, such that it is self-equilibrated with the applied external
shear stress.
￿￿￿￿￿￿ ￿￿￿￿ In DDP, the equilibrium distance Lnuc was first calculated by Van der Giessen and
Needleman Van der Giessen and Needleman, 1995 as the force balance between the minimum external
stress required to activate the Frank–Read source, and the mutual attractive Peach-Koehler forces in
the dipole. This defines the minimum distance required to ensure the dipole does not collapse back
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onto itself. Notice that the minimum external stress required to activate the Frank–Read source refers
to the source’s strength, ⌧nuc; for any external stress larger than this value, the equilibrium distance
will be larger.
Let L be the distance between the two dislocations in the dipole. The Peach–Koehler force f over
each of them will be
f = b ·  xy(L, 0) (7.82)
where  xy(L, 0) refers to the in-plane local shear stress component of either dislocation acting on the
position of the other.
The in-plane shear stress is given by Hull and Bacon, 2011:
 xy(L, 0) =
D
L
(7.83)
where
D =
bµ
2⇡(1- ⌫)
(7.84)
Thus, the Peach-Koehler force over any one dislocation in the dipole is
f = b · D
L
(7.85)
As mentioned above, this force must be balanced by the source’s strength. Thus,
b⌧nuc = b · D
L
(7.86)
Rearranging,
Lnuc =
bµ
2⇡(1- ⌫)⌧nuc
(7.87)
This is the minimum distance required to ensure that the dipole will not collapse.
￿￿￿￿￿￿￿ ￿￿￿￿ How is this modified by a dynamic situation? For simplicity, the case of uniformly
moving dislocations alone shall be considered. Consider a dislocation dipole where both dislocations
are injected at the source, and move away from each other at the same speed v. At some time t, one
of the dislocations in the dipole is at a distance Lnuc from the other such that the Peach–Koehler force
the former exerts over the latter is balanced out by the applied stress ⌧nuc.
In general, the shear stress field of an uniformly moving edge dislocation on its own slip plane is
given by
 xy(x, 0, t) =
µB
⇡b2
"
4t2
p
t2 - a2x2
x3(t- dx)
H(t- ax)-
(2t2 - b2x2)2
x3(t- dx)
p
t2 - b2x2
H(t- bx)
#
- xyinj(x, 0, t) (7.88)
where B is the magnitude of the Burgers vector, a and b the longitudinal and transverse slownesses of
sound, and  xyinj(x, 0, t) is the injection contribution, given in table 3.
Assume the dislocations move apart at a relative speed lower than the transverse speed of sound. In
that case, as shown in fig.70 when the equilibrium distance has been reached, t = Lnuc/2v = d · Lnuc/2.
At that instant in time, the other dislocation is at x = -Lnuc/2 with respect to the first dislocation.
For simplicity, the injection and the mobile contributions shall be considered separately. The mobile
contribution will be
 xymobile(-L/2, 0,dL/2) =
µB
⇡b2
" 
b2 - 2d2
 2
dL
p
d2 - b2
-
4d
p
d2 - a2
L
#
(7.89)
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Figure 70: Equilibrium distance of a dipole injected by a Frank–Read.
Operating, one gets to
 xymobile(-L/2, 0,dL/2) =
Bµ
⇡b2
2d2L
p
d2 - a2
p
d2 - b2 + b4 - 4b2d2 + 4d4
b2dL
p
d2 - b2
(7.90)
The injection contribution, in turn, will be
 xyinj(-L/2, 0,dL/2) =
2Bµ
⇡b2dL2
"
4d2L
p
d2 - a2 -
 
b2 - 2d2
 2
p
d2 - b2
#
(7.91)
Adding the two terms together and equating them to the applied stress ⌧, one finally gets an equi-
librium distance of
Lnuc =
-3b4Bµ
p
d2 - a2 + 12b2Bd2µ
p
d2 - a2 - 8a2Bd2µ
p
d2 - b2 - 12Bd4µ
p
d2 - a2 + 8Bd4µ
p
d2 - b2
-2a2Bd2µ
p
d2 - b2 - ⇡b2d⌧
p
d2 - a2
p
d2 - b2 + 2Bd4µ
p
d2 - b2
(7.92)
In the (unlikely) event that the relative speed between dislocations in the dipole is higher than the
transverse speed of sound the only stress component at the other end of the dipole would be the
longitudinal (‘a’) contribution. In that case, for the same parameters at before, the value of Lnuc can
easily be found to be
Lnuc =
2
p
2
p
a2Bdµ-Bd3µq
⇡b2⌧
p
d2 - a2 + 2a2Bdµ- 2Bd3µ
(7.93)
The magnitude of these terms is in general larger than that obtained with Van der Giessen and
Needleman’s [Van der Giessen and Needleman, 1995] quasi-static expression. For instance, for alu-
minium with v = 0.6ct, the linear drag law applies, then Lnuc ⇡ 1.3 · 10-8m, compared to a quasi-static
prediction of Lnuc ⇡ 2.25 · 10-9m. This is reflected in figure 70, which compares this very same case
for a range of applied stresses. The explanation for this can be found in the form of the dynamic fields
themselves, that store the same elastic energy in much smaller space than their infinite, quasi-static
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Figure 71: Frank–Read source equilibrium distance in Aluminium for a range of applied stresses
counterpart. This makes interactions between the dislocations in the dipole much stronger, initially at
least. Hence, the corresponding distance has to be larger. Notice however that the difference becomes
smaller at higher applied stresses.
￿.￿.￿ Spatial distribution of Frank–Read sources
In DDP Frank–Read sources represent out-of-plane pinned dislocation segments. In the same way the
Frank–Read source segment’s length cannot be ascertained a priori, and it is distributed as a random
variable, the spatial distribution of these segments cannot be deterministically specified. Hence, DDP
distributes Frank–Read sources randomly throughout the sample. D3P proceeds exactly in the same
manner as DDP, because there is no physical reason why pre-existing Frank–Read sources ought to
be distributed in a different way simply because they are going to be subjected to a dynamic loading
such as a shock front.
Thus, the total number of Frank–Read sources to be randomly allocated is determined by defining
the density of sources ⇢source as the number of sources per unit area. Typical values in DDP (and D3P)
are about 100 sources/µm2. Once the source density is defined, the total number of sources, calculated
as the product of ⇢source and the total area of the sample, are allocated in random positions of the slip
systems as defined in section 7.3. This usually entails randomly selecting, out of their numbers, the
slip plane and then randomly positioning the source in it.
In D3P, Frank–Read sources are randomly distributed only once, at the beginning of the simulation,
and their position remains the throughout so as to simulate ever-pinned Frank–Read source segments.
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￿.￿.￿ Virtual injections
In D3P and DDP, the injection process of a new dipole via a Frank–Read source incurs in a number of
approximations that must be addressed. Frank–Read sources inject a dipole of edge dislocations at a
nucleation distance Lnuc of one another. This nucleation distance signifies the minimum diameter of
a circular dislocation loop the self-attraction of which is balanced by the applied resolved shear stress.
As explained above, in a planar model this loop is rationalised into a dipole of edge dislocations; the
Frank–Read source itself is treated as a point source. In DDP and D3P, the dipole is injected when the
resolved shear stress ⌧ on the point-like Frank–Read source overcomes the source’s strength, ⌧ > ⌧nuc,
for a period of time called the activation time, tnuc. The way to compute the source strength has been
described in section 7.5.1; it refers to the stress required to drive the Frank–Read source segment to
the unstable position (see fig.64). The source’s activation time (section 7.5.2) has been defined as the
time the Frank–Read source segment to reach this unstable position.
There is a clear difference between the unstable position and the final dislocation loop, so the acti-
vation time does not exactly correspond to the injection time, understood as the time it takes to form a
complete dislocation loop and, hence, a dipole injected at a distance Lnuc. Furthermore, the injection
time is calculated under the assumption that the applied stress is constant and at least as large as
⌧nuc; this is not necessarily the case, as the applied stress can fluctuate over the activation time. These
simplifications are justified on the grounds that the time it takes for the loop to be formed after the
segment reaches the unstable position is significantly shorter than the activation time itself because
all positions after the latter position are naturally unstable. Furthermore, in DDP and D3P simula-
tions Frank–Read sources have no associated stress field, even if, as dislocation segments, they should.
This is usually justified because the number of Frank–Read sources is small relative to the number
of dislocations that are usually generated in a simulation; and because the real intent of DDP (and
D3P) simulations is to measure the activity of dislocations once plasticity has begun, so pre-existing
dislocation structures are often neglected.
Often, the approximation is improved by making the injection process account for the presence of
the dipole before it is formally injected into the system. The details of this process in DDP simulations
can be found in [Van der Giessen and Needleman, 1995]. In D3P, this process constitutes the virtual
injection process. Consider a Frank–Read source that is activated with ⌧ > ⌧nuc at time t0. The source
will have an activation time tnuc, which is generally larger than the time step of the simulation,  t.
If the resolved shear stress ⌧ remains above the source’s strength until tT = t0 + tnuc, the dipole is
injected into the system with a separation distance Lnuc about the Frank–Read source itself. In a virtual
injection, the dipole is injected into the system the moment ⌧ > ⌧nuc; both dislocations are injected
in the location of Frank–Read source segment. This virtual dipole contributes to the interactions of
the rest of the dislocations and the medium as their fields propagate outwards; however, the dipole
itself is artificially driven apart until the equilibrium injection distance Lnuc is reached. Otherwise, it
would naturally collapse. Once the equilibrium distance is reached, the dipole is freed and let fully
interact with the rest of the system. The injection process is driven at a constant speed, vinjection, which
corresponds to the ratio between the activation time and the nucleation distance; or to the transverse
speed of sound, whichever is smaller,
vinjection = min
 
Lnuc
tnuc
, ct
 
Thus, in a virtual injection the dislocations in the virtually injected dipole are not directly affected
by the external fields of other dislocations or the medium itself. If at time t2 2 (t0, tT )} the resolved
shear stress falls below the source’s strength, DDP usually makes the dipole collapse back. In D3P,
because of the inherent importance of the past history, rather than automatically collapsing the dipole,
the virtual injection is driven one step back towards the Frank–Read source itself; if in the following
time step the resolved shear stress overcomes the source strength again, the dipole is driven one step
ahead again, rather than begin the virtual dislocation anew. If, in turn, in subsequent time steps the
resolved shear stress remains below the source’s strength,. then the dipole will collapse, and the virtual
injection come to an end, when the dislocation in the dipoles get back to the Frank–Read source.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ 151
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
It is well-established that, under usual loading conditions, the main mechanism leading to the forma-
tion of new dislocations is that of the Frank–Read sources [Hirth and Lothe, 1982]. There is a signif-
icant amount of experimental evidence in this respect, whereby Frank–Read sources are consistently
observed empirically [Whelan, 1975]. However, as has been established above, at high strain rates the
activation time of Frank–Read sources is expected to be insufficient to produce enough dislocations
during the rise time of the shock front; the same may be true of other fast-acting phenomena. Thus,
the introduction of alternative, fast-acting dislocation nucleation mechanisms becomes fundamental.
For all the cases in which a dislocation source does not mediate the generation process, dislocations
must be created by a nucleation process [Reed-Hill, Abbaschian, and Abaschian, 2009]. Nucleation
theory prescribes two kinds of nucleation mechanisms: homogeneous nucleation and heterogenous
nucleation.
Homogeneous nucleation is the process by which ‘nuclei’ that are randomly and spontaneously gen-
erated grow irreversibly to form a new ‘phase’. In heterogeneous nucleation, the new ‘phase’ forms at
an existing interface, lowering the energy needed to produce it [Reed-Hill, Abbaschian, and Abaschian,
2009].
This denotes the following: in heterogeneous nucleation dislocation generation will be mediated by
the presence of other crystalline defects such as precipitates, impurities, grain boundaries, etc., which
lower the energy barrier—the applied stress—required for a new dislocation to be injected into the
system. On the other hand, in the homogeneous nucleation of dislocations, they are formed in a
defect-free crystalline lattice simply by the application of an external stress alone.
In 1966, Davis and Hirth [Davis and Hirth, 1966] introduced the first application of nucleation theory
to the formation of dislocation loops. In their work, they proposed that homogeneous nucleation
of dislocations occurs as a result of the local and literal dislocation of the crystalline lattice into a
dislocation loop of either partial dislocations or perfect dislocations with a Burgers vector of constant
magnitude. This analysis has become the cornerstone of all analyses of homogeneous nucleation of
dislocations.
Traditionally, homogeneous nucleation has been pictured as the nucleation of a dislocation loop of
constant Burgers vector that grows in size as a result of the application of an external loads. This
requires high nucleation barriers because the loop has to be able to overcome the self-attracting forces
lest it collapse back. This fact had typically led to homogeneous nucleation being discarded as a viable
nucleation mechanism, because the size of the barrier made ‘the stress required for homogeneous nucleation
be three to four times as high as that existing in a highly shocked material’[Zaretsky, 1995]. Despite the
lack of a viable mechanism for homogeneous nucleation, the possibility of homogeneous nucleation
under shock loading was put forward by Meyers [Meyers, 1978], and also accepted by Weertman and
Follansbee [Weertman, 1986; Weertman and Follansbee, 1988].
Recently, an alternative homogenous nucleation process called ‘non-local homogeneous nucleation’
has been proposed [Gutkin and Ovidko, 2006, 2008]. Under this model, homogeneous nucleation oc-
curs as a result of the growth of non-quantised nano-disturbances in the crystalline lattice. Rather
than growing from nano-loops of constant Burgers vector, the dislocation loops evolve from a non-
crystallographic nanodisturbance of constant size, but such that the magnitude of the Burgers vector
grows from B = 0 to its crystallographic value. A recent analysis by Aubry et al. [Aubry et al., 2011]
provides further support for the feasibility of this mechanism in aluminium and nickel, suggesting
homogeneous source values of the order of a few GPas. This model also appears to resemble what is
observed in large-scale MD simulations of shock loading (vid.[Bringa et al., 2005, 2006]), where nano-
loops are seen to suddenly form and collapse or grow. Tschopp and McDowell [Tschopp and McDow-
ell, 2008] have reported similar mechanisms, and shown that homogeneous nucleation is achievable
even below the lattice barrier through thermally-assisted processes.
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￿.￿.￿ Constitutive rules of homogeneous nucleation in D3P
In D3P, homogeneous nucleation is included, taking into account the considerations above, to provide
an alternative, fast operating dislocation generation mechanism. Homogeneous nucleation sources
operate in a manner akin to how Frank–Read sources do in DDP and D3P. Thus, they will have a
source strength, an ‘activation’ time, an injection distance and a spatial distribution that will resemble
the specific physics of homogeneous nucleation.
Regarding the spatial distribution, homogeneous sources are randomly allocated every time step;
any position in the slip plane was considered a potential nucleation site down to a spacing of 10b.
On a first approach approximation, the homogeneous source strength is set to be within 1% of the
ideal shear strength [Tschopp and McDowell, 2007], estimated at ⌧hom = 1/4⇡µ, with µ the shear
modulus; temperature dependance and other effects can possibly lower this barrier [Aubry et al., 2011;
Tschopp and McDowell, 2008], but 1/4⇡µ is an upper limit that should be relatively close to the actual
value. It is important to highlight however that, unlike Frank–Read sources, the homogeneous source
strength is not a statistical variable in D3P. Otherwise, as with Frank-Read sources, upon overcoming
the source strength, a dipole is injected into the system. The injection distance is randomly allocated
following a Poisson distribution12 with   = 10b; this reflects the observation made in [Gutkin and
Ovidko, 2008] and [Aubry et al., 2011] that homogeneous nucleation occurs through nanodisturbances
in the crystalline lattice: new loops are generated through non-quantised nano dislocation loops where
the Burgers vector of the loop grows in size from 0 to b, and the dislocation loop can either grow
or collapse back depending on its size—this is reflected through the injection of randomly spaced
dipoles. Thus, many dipoles collapse due to their mutually attracting forces being larger than the
external driving forces. The generation time for homogeneous nucleation is set to be instantaneous
with respect to the time step of the simulation (typically 10-12s).
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One of the most recurring problems of DD methods, particularly for 3D formulations, is that of dis-
locations reaching the surface of a finite sized system. If a dislocation is understood as an additional
half plane of atoms breaking the perfect order of the lattice, its reaching a free surface must corre-
spond to the appearance of a perfect step of magnitude B, the Burgers vector, over the surface. From
a continuum point of view, this can be interpreted as vanishing a dislocation from the system, and
its replacement by a displacement boundary condition at the free surface, of magnitude and direction
that of the Burgers vector of the dislocation. This would ensure mass conservation.
This approach seems straightforward, but is extremely problematic. If the boundary value prob-
lem is being solved via Needleman and Van der Giessen’s linear superposition approach, then the
additional displacement boundary condition would be tackled by the finite sized problem’s numer-
ical solver. The latter is often solved employing the finite element method over the whole sample.
Usually however, the finite element mesh discretisation is tuned for tackling the external boundary
conditions with enough accuracy at a reasonable computational cost; the prescription of an additional
displacement over a very specific location, and of the magnitude of a Burgers vector (i.e., of the order
of an atomic spacing), would require complex and expensive tuning over the mesh of finite elements
to ensure enough accuracy with respect to that of the analytic fields of the dislocations themselves. In
theory, this is still feasible in quasi-static two dimensional methods such as DDP; in 3D dislocation
dynamics, since it is often the case that only parts of the dislocation loops reach the surface, this is not
an immediate option because, unlike in DDP, in a general 3D-DD finite size simulation only parts of
the dislocation loops will have reached the boundary [Kubin, 2013]. In an elastodynamic method such
as D3P this is highly problematic, because the substitution of a radiating non-uniformly moving dislo-
cation by a displacement boundary condition entails that the dislocation’s past history is lost unless it
is somehow made to remain.
12 This is merely speculative, and is based on the assumption the nucleation is an event that happens at constant rate in a fixed
interval of space.
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Figure 72: Schematic of a virtual dislocation. In D3P, when a dislocation reaches a free surface, it is driven out
of the system a distance determined by its speed before reaching the surface, the time step of the
simulation, and the deformation at the boundary. The dislocation’s motion is then halted, and remains
as a virtual dislocation outside the medium proper. It is still allowed to interact with other dislocations,
and contributes to the traction and displacement fields of the linear superposition scheme. Because
it is outside of the system, the added effect over the boundary inside cancels out by the finite sized
problem.
A much more cost-effective alternative is that of virtual dislocations. Their use in 3D-DD is described
in detail by Weygand et al. [Weygand et al., 2002]; in DDP it is far more simple. When a dislocation
reaches a free surface, it is displaced and pinned at a given point outside the medium; but it remains
in the calculation, acting on the medium as a virtual dislocation. Thus, it is still present on the infinite
plane problem where dislocations exist and does, potentially, interact with other dislocations inside
the system through its Peach–Koehler force. However, because it remains in the infinite plane problem
but outside the medium, its action over the mapped boundary  ˆ is reversed. Upon regularising the
linear superposition principle through the tractions and displacements on the finite size problem, the
contribution of the virtual dislocation on the tractions is accounted for as well, so when the finite size
problem is solved, the resulting elastic fields will discount in their Peach–Koehler forces the additional
interaction the rest of dislocations feel in the infinite plane problem, but account for the additional
displacement on the boundary. The obvious shortcoming of this method is that, in problems involving
concave surfaces, one must be careful not to place a virtual dislocation back inside the medium.
In D3P, the working principle of virtual dislocations is the same as in DDP, with the added ben-
efit that the virtual dislocation keeps the past history of the dislocation intact. Indeed, upon being
pinned, the dislocation will remain radiating its past history as before, so information about the dis-
location having been in the system does not disappear altogether. The additional radiation due to the
dislocation being pinned in outside the medium is taken care of as in the static case.
In D3P, the exact distance between the pinned virtual dislocation and the surface is a matter of
choice, but two aspects must be born in mind. On one hand, it must be short enough that it is possible
for the dislocation to be moved from its previous position to tits pinned location without reaching the
transverse speed of sound. On the other hand, it must be far away enough from the surface that, as
the latter is deformed, the pinned position is ensured to remain outside the body. It is recommended
that the virtual dislocation’s distance   along the slip plane to the surface is calculated as follows:
  = max{ t · vglide; lateral deformation }
In most applications, a typical value is 1nm or 10b.
154 ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿
￿.￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿
The time step must be selected so to ensure that, on one hand, the propagation of the elastic fields
inside the medium is captured with a spatial resolution that is small enough relative to the represen-
tative dimensions of the medium; on the other hand, it must be small enough that the dislocations in
the simulation do not travel long distances. D3P requires a small enough time step to ensure that in a
single time step the fields do not propagate so far that previously unaffected points are, all of a sudden,
affected by the full strength of the shock front or the field of a given dislocation; otherwise, the strain
rate would be artificially increased. Typically, the external stimuli (and the fields of dislocations) travel
within the medium at cl, the longitudinal speed of sound, whereas the dislocations themselves move
at speeds that will not exceed ct, the transverse speed of sound. In most metals, cl ⇡ 2ct.
Hence, the limiting factors for the time step will commonly be the longitudinal speed of sound and
the strain rate the material will be subjected to. The distance traveled by the fields during a time step
of magnitude  t will be cl ·  t; this distance should be a representatively small fraction of the total
length the fields can travel within the system. In turn, for a strain rate of ✏˙, the rise time will be,
approximately, trise / ✏˙; for instance, for ✏˙ = 1010s-1, trise ⇡ 100ps. In order to avoid the introduction
of numerical artefacts on the strain rate,  t ⇡ trise/100. In order to avoid spatial resolution problems,
if L is the total length a field may travel within the system, cl · t ⇡ L/100. Usually, the strain rate is
the limiting factor. For 1010s-1, a time step of  t = 1ps is recommended.
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As in DDP, the interactions between dislocations in D3P are pairwise, whence the computational com-
plexity of the method would scale with N2, where N is the number of dislocations. Computational
complexity is a useless measure of the computational cost, if the evaluations that each pairwise in-
teraction in DDP and D3P require are radically different. In D3P, each interaction must be evaluated
from the stress fields obtained in table 3 and 4. As can be seen, the injection contributions have the
form of quotients of polynomials, the computational implementation of which is simple. This feature
is also shared by the elastostatic fields of dislocations employed in DDP, the form of which is [Hull
and Bacon, 2011]
 xzstatic = Dx
x2 - z2
(x2 + z2)2
(7.94)
where D is a material constant.
A comparison between eqn.7.94 and the injection contribution for  xz alone (eqn.5.51) shows that
the computation of the injection contributions is much more expensive 13. To these terms, one has
to add the computation of the mobile contributions, which must be integrated along the dislocation’s
past positions ⇠. As discussed in section 5.5.3, the numerical integration will require the evaluation of
the integrand at least twice14 per each time step. Irrespective of the exact cost of each interaction, D3P
therefore scales as
N2 · T
where T is the current time step of the simulation. This exacerbates the computational cost of D3P;
in many scenarios, N / T (as the simulation advances, there are more dislocations in the system), so
⇡ N3 scalings are conceivable. Even if that is not the case, the computation of each time step of the
simulation will slow down as time advances, and because the D3P fields are inherently more costly to
13 Eqn.7.94 requires the computation of x2,z2,x2+ z2,(x2+ z2)2,x2- z2,(x2- z2)/(x2+ z2)2, x · (x2- z2)/(x2+ z2)2 and
D ·x · (x2-z2)/(x2+z2)2, that is, 8 distinct evaluations; the equivalent injection contribution, eqn.5.51 from table 3, requires
around 45 evaluations, and validating two if statements.
14 Assuming trapezoidal quadrature is accurate enough. Usually it is not the case and the integration per time step requires
numerous (O(10)) evaluations of the integrand, each of which is more expensive than an evaluation of eqn.7.94.
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evaluate than the elastostatic ones, the computational time of each interaction is much larger than that
of an equivalent DDP configuration.

8 D3P S IMULAT IONS OF SHOCK LOAD ING
As shown in chapter 4, Dynamic Discrete Dislocation Plasticity (D3P) is motivated by the failure of
DDP to simulate plastic processes under shock loading. Chapters 5, 6 and 7 are devoted to defining
the fundamental fields and methodological rules of D3P. With those in place, this chapter is devoted
to showing the capabilities of D3P when applied to shock loading simulations.
￿.￿ ￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿
D3P simulations of shock loading display a series of general characteristics that set them apart from
traditional DDP simulations. These include the dynamic fields of dislocations, discussed in chapters
5 and 6, and the time–dependent methodological rules discussed in chapter 7. Additionally, the
resulting simulations require particular care when post–processing the results; the interpretation of
the simulation, as well as the general set-up of the simulation, have to be adapted to the specific
requirements of the method. In this section, a general D3P simulation of shock loading is presented,
and all these features are explored in detail. Unless otherwise stated, the simulations presented in the
rest of this chapter will follow the rules laid out in this section.
￿.￿.￿ General set-up of the simulation
As was discussed in section 2.4, typical targets used in shock compression experiments consist of thin
samples. The shock load is applied in one of their long surfaces; it can be idealised as a pressure load
of some magnitude [Johnson, Jones, and Michaels, 1970]. Its application generates a shock wave that
propagates throughout the sample. For weak shocks such as the one considered here, the shock wave
splits into an elastic precursor travelling at the longitudinal speed of sound, and a slower plastic front.
Here, the latter is posited to be solely the result of dislocation activity.
In order to mimic such experimental set-up, the sample of FCC aluminium shown in fig.73 is sim-
ulated. In order to avoid size effects such as release waves or surface waves from relaxing the elastic–
plastic shock front, the sample typically has a small aspect ratio. Thus, the dimensions of the sample
are 10µm high and 1µm thick, height being defined as the lateral dimension, and thickness the longitu-
dinal dimension (vid.fig.73). A 20GPa continuous load in the longitudinal direction is applied over the
left side. A reflective boundary condition is applied on the right side, whereas the top and bottom side
are left traction-free. As a result of the loading, a shock front is generated and propagates through the
material, triggering dislocation activity according to the constitutive rules of D3P outlined in chapter
7.
The material selected is aluminium with the following physical parameters: µ = 28.3GPa,   =
49.6GPa, ⇢ = 2700kg/m3, b = 2.85Å [Callister and Rethwisch, 2007]. The slip systems are those of an
FCC metal; as defined in section 7.3, their orientation with respect to the global x-axis is 54.7o, 125.3o
and 0o. The loading is uniaxial in the x-direction, so the 0o planes are planes of zero shear stress; one
therefore expects most dislocation activity to focus on the 54.7o, 125.3o planes alone.
Upon being loaded, the simulation generates a shock front that propagates along the global x–axis
at the longitudinal speed of sound of the material (here, cl =
p
( + 2µ)/⇢ = 6272m/s). For both
numerical and physical reasons, the initial strain rate of the shock front is, approximately, infinite.
Over a short period of time it will acquire its ‘steady’ strain rate; as was explained in section 7.2.1, in
D3P the strain rate is numerically enforced, and in these simulations it takes the value of1 ✏˙ = 1010s-1.
1 Following section 2.6.1, here the elastic equivalent strain rate definition is employed (eqn.2.41)
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Figure 73: General geometry of the sample D3P simulation of shock loading considered in this chapter. The
sample is 1⇥ 10µm wide, with a continuous load of 20GPa applied on the top surface in this figure.
Both lateral surfaces are free surfaces (note that for space reasons, only one is marked as such in the
figure), whilst the bottom surface is reflective; the simulation is halted when the shock front originating
at the bottom surface reaches the reflective boundary.
Thereafter, the shock front propagates with a constant strain rate. The simulations are therefore not
entirely comparable to typical experiments, where the strain rate follows from the shock load according
to the fourth power law (q.v.section 2.5); however, here both the external pressure (20GPa) and the
strain rate (1010s-1) have been selected to approximately represent a shocked state compliant with
the fourth power law in aluminium [Whitley et al., 2011].
Once the shock front begins to propagate, it will trigger dislocation nucleation according to the
generation rules defined in sections 7.5 and 7.7. Homogeneous nucleation occurs if the resolved
shear stress over a dislocation source is above 1/4⇡ · µ (q.v.section 7.7); any point in the slip planes is
susceptible to being a homogeneous nucleation site, within a separation distance between candidate
nucleation sites of 10B from one another (to ensure two successive dipoles do not cross each other upon
injection), and with a separation distance between injected dipoles following a Poisson distribution of
  = 5B. In turn, Frank–Read sources follow a log-normal population with lmin = 10b, lmax = 10µm,
⇢source = 100m-2. The Frank–Read source strength is then made strain rate dependent according
to eqn.7.56. The activation time is numerically calculated as the solution to eqn.7.73, with d = 2 ·
10-5Pas. The resulting differential equation is not solved each time step; instead, tabulated values
representing the solution (shown in fig.67) are employed to speed up the simulations. For the average
Frank–Read source segment, the expected value of the activation time is about 40ps. The time step
is selected to ensure sufficient spatial resolution at the shock front itself; hence, it is chosen to be
of 1ps. Because the shock front propagates with cl, it will reach the reflective boundary at time
tend = l/cl = 1µm/6272m/s= 159ps; i.e., the simulation will end at the 160th time step. In this
time frame, the front has little time to develop a significantly lagging plastic wave, so the elastic
equivalent strain rate is very close to the more common average strain rate (defined in eqn.2.38). The
dislocation mobility is given by eqn.7.45, which corresponds to the mobility data for edge dislocations
in aluminium obtained by Olmsted et al. [Olmsted et al., 2005] in a molecular dynamics simulation.
The simulations reported here are carried out in a purpose-built D3P code. This code was written
in C++, and is parallelised employing the OpenMP multithreading scheme. Simulations are typically
run in multi-processor clusters due to the heavy duty calculations that need to be performed. In
order to solve the associated finite sized problem (q.v. section 7.1), the simulations are coupled with
a commercial software package, ABAQUS [Simulia, 2013], via Python scripts. Each time step, the
main code solves the interactions described in section 7.1, and calls ABAQUS to solve the associated
finite element problem. The resulting data is then employed by the main code to proceed with the
simulation. All resulting data is post-processed employing Python/Numpy [Oliphant, 2006] scripts;
graphical outputs are produced with Gnuplot [Williams, Kelley, et al., 2010].
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Figure 74: Dislocation microstructure of a 1⇥ 10µm wide sample at t = 40ps.
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Figure 75: Dislocation microstructure of a 1⇥ 10µm wide sample at t = 80ps.
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Figure 4: Fraction of nucleated dislocations by homogeneous nucleation and Frank–Read sources.
7
Fi re 76: Number of dislocations nucleated each time step, based on how they were ge erated. As can be seen,
homogeneously nucleated dislocations outnumber dislocations generated by Frank–Read sources by
two orders of magnitude.
￿.￿.￿ Evolution of the population of dislocations
Figures 74 and 75 show the positions of the dislocations in the system at times t = 40ps and t =
80ps, respectively. Each point in those figures represents a dislocation; as can be seen, the density
of dislocations in this simulation is exceedingly large, at least compared with usual DDP simulations
(vid. for instance [Balint et al., 2006; O’Day and Curtin, 2005]). At 40ps, the simulation had ⇡ 15, 700
active dislocations; at 80ps, there were ⇡ 32, 000. This corresponds to a slow exponential increase of
the population of dislocation, which can be fitted to
Ndisloc = -243, 675+ 246, 800 · 2.0360.0017·t (8.1)
where t is the simulation time, given in picoseconds, and Ndisloc is the total number of dislocations.
The exponential increase in the population with time is as expected because, for most of the simula-
tion, the rate of generation of dislocations is kept approximately constant, whilst the area over which
dislocations are generated tends to increase with time.
An examination of the number of dislocations that are nucleated by homogeneous means and the
dislocations generated by Frank–Read sources reveals that for the most part dislocations are homo-
geneously nucleated. This is shown in fig. 76, which depicts the number of dislocations nucleated
homogeneously and by Frank–Read sources each time step; as can be seen, homogeneously nucleated
dislocations account for almost 100% of the dislocations, with Frank–Read sources generating about
two orders of magnitude fewer dislocations. This exemplifies what was predicted in section 7.5, that at
high strain rates Frank–Read sources would be too slow to be activated and offer a viable mechanism
for the generation of dislocations that could relax the compressed regio behind the wave front. As
can be seen in fig.76, Frank–Read sources begin to be active about 40ps into the simulation, matching
the expected value of 40ps mentioned above. Thereafter, Frank–Read source generation events are
rare; in many cases Frank–Read sources do not get activated because, as a result of their length, their
activation time is much larger than the expected value, and much larger than the simulation time.
Dislocation nucleation is focused on the shock front and on the immediate areas behind the front.
As the simulation advances, the dislocations at the rear end of the sample tend to pile up and form soft
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Figure 77: Positions of the dislocations in a small section of the left end of the sample medium, for t = 80ps and
t = 82ps. As can be seen, many of the dislocation’s positions seem unchanged, and some soft queues
have been formed. The grey lines are the traces of the two principal slip planes (the 0  plane is a ⌧ ⇡ 0
plane, so it barely has any activity), shown as a visual aid to identifying queues and pile-ups. Notice
the different x and y scales.
queues. This is partly due to the strong back stress imposed by the 20GPa boundary condition, but
fundamentally due to the dislocation’s mutual interactions—a form of strain hardening. For clarity,
figure 77 shows the dislocation microstructure at two successive instants (80ps and 82ps) over a small
region of the sample’s rear end. As can be appreciated, queues and soft pile-ups have formed, in
such a way that many dislocations appear to be in the same position after 2ps. A detailed analysis
of the outputs reveals that most of these dislocations are in fact moving towards the rear end with
speeds of the order ⇡ 10- 100m/s; in the time scale of ⇡ 1ps, this entails displacements of the order
of 0.1- 1pm, which effectively stops them. This region of immobilised dislocations tends to widen
with time; it is approximatelyx 2 [0, 0.05µm] at t = 40ps in fig.74; by t = 80ps, the area has increased
to about x 2 [0, 0.1µm]. Within the region, the density of dislocations is high enough that nucleation
activity comes to a halt, except for a small amount of low intensity Frank–Read sources that can still
be activated.
The soft pile-ups appear to be formed principally because of the sweeping gradients caused by the
fields of the dislocations themselves. This is due to the large number of dislocations confined in a
small region. Figures 78, 79 and 80 show a close-up of the stress field components produced by the
dislocations alone. As can be seen, there is a large and very rapid variation in the magnitude of the
fields, particularly in the  xy stress component, and predominantly in the area behind the front. A
dislocation moving in a region of, say, strongly positive resolved shear stress ⌧ will, in its motion,
quickly encounter regions of a strongly negative ⌧, which will reverse its motion. On one hand, this
tends to cause a certain degree of vibrations in the motion of the dislocations; on the other hand, it
tends to trap dislocations in their positions, in a process similar to the one described by Weygand et al.,
2002 when discussing the need of smoothing the stress fields obtained from finite element simulations.
The latter has been discussed in section 7.2.2; non-smooth finite element fields cause similar strong
gradients in the motion of dislocations, as a result of which dislocations tend to get trapped in the
geometrical boundaries of the elements. Here, this process similarly results in trapping dislocations at
their current positions, causing them to vibrate about them.
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Figure 78: Close-up of the  xx stress field due to the dislocations in the simulation. As can be seen, there exists
a strong localisation of the stress fields. The magnitude of  xx is predominantly positive, suggesting
that the dislocations tend to relax the highly compressive shock wave, in the sense of tending to make
the overall  xx less compressive. Notice the different x and y scales.
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Figure 79: Close-up of the  yy stress field due to the dislocations in the simulation. As can be seen, there exists
a strong localisation of the stress fields. The magnitude of  yy is predominantly negative, suggesting
that as a result of dislocation activity, the medium opposes lateral elongations. This is in fact the case;
at the free surfaces at the top and the bottom the shock wave tends to produce a lateral elongation
associated with the shear wave, which the dislocations tend to oppose in their  yy. Notice the different
x and y scales.
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Figure 80: Close-up of the  xy stress field due to the dislocations in the simulation. As can be seen, there exists
a strong localisation of the stress fields. Notice the different x and y scales.
In this simulation, dislocations generated at the front tend to take a terminal speed very close to the
transverse speed of sound; however, as more dislocations are generated ahead (and, to a lesser extent,
behind) they are unable to keep up with that speed, and tend to slow down fairly quickly to speeds
below 1000m/s. Eventually, as they approach the rear end, they form the soft queues of dislocations
described above. After a short while, a significant fraction of the population of dislocations can be
considered to have come to a halt. D3P allows the quantification of this fraction of dislocations, which
is shown in fig.81. As can be seen, up to 45% of the population of dislocation becomes immobile;
similar trends have been observed in MD simulations [Bringa et al., 2006] and even in quasi-static
dislocation dynamics simulations [Shehadeh, Zbib, and Rubia, 2005; Shehadeh et al., 2006]; under
radically different loading, Roos et al. [Roos, Hosson, and Van der Giessen, 2001a,b] also observed
that dislocations showed a big tendency to quickly slow down to ‘non-relativistic’ speeds. Figure
81 also shows the total fraction of dislocations that are annihilated through the simulation. As can
be seen, the fraction tends to decrease over time; this is because most annihilations are due to the
collapse of homogeneously nucleated dipoles of insufficient separation distance to overcome their
mutually attractive forces. Homogenous nucleation is largely confined to the shock front and the
areas immediately behind, which means that as the simulation progresses, the fraction of dipoles
which collapse tends to decrease.
The dislocation density can be determined by considering the area left behind the front. At time t,
the onset of the front is at position xfront = cl · t. If h is the transverse section, then the area behind
the front is Afront = h · cl · t. Counting the number of dislocations in the system gives the value of
the density as
⇢ =
Ndislocations
h · cl · t (8.2)
Figure 82 shows the evolution of the total density of dislocations throughout the simulation. The
initial burst is associated with the lack of dislocations in the medium. Initially a ‘row’ of dipoles
resembling a Smith–Hornbogen interface (q.v. section 4.3) forms along the vertical dimension of the
sample, in close proximity to the left surface. This is because the stress is applied uniformly over the
vertical y dimension; the nucleation of a row of dipoles parallel to the y direction ensues in an attempt
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Figure 81: Evolution of the fraction of immobile dislocations and of the fraction of annihilated dislocations as the
simulation advances. As can be seen, the immobile fraction increases in proportion to
p
t, whilst the
annihilated fraction tends to decrease in proportion to 1/t.
to relax the boundary conditions. In subsequent time steps this process, whereby (roughly) the same
amount of dislocations is nucleated on subsequent rows, is repeated until a significant number of
dislocations is able to relax the system enough that the generation rate at the front decays slightly.
This is reminiscent of the Meyers model (q.v. section 4.3), where successive rows of dipoles are formed
at the front, whilst, as it is observed in this simulation, the old ones lag behind.
The decay in the dislocation density observed in fig.82 is principally a geometric effect. The gen-
eration of dislocations scales with the height (as discussed, the population of dislocations tends to
increase following the slow exponential given in eqn.8.1, which behaves almost linearly in the time
scale of the simulation), whilst the area behind the front increases in proportion to the product of
the height times the length the front advances. As the area increases in proportion to the time step,
the density is expected to decay in proportion to 1/t. After a while, other effects, such as annihila-
tions, subsequent homogeneous nucleations behind the front, and Frank–Read source activation, may
affect the density values. All in all, the dislocation density is seen to stabilise, in this case around
1015dislocations per m2, which is a value of the same order of magnitude as those predicted by the
Meyers model for aluminium shocked at ⇡ 20GPa [Meyers et al., 2003, 2009].
The dislocation density is not homogeneous behind the onset of the front. This is apparent from
figs.74 and 75, where a density gradient increasing towards the left end of the sample can be discerned.
As can be seen in fig. 75, this gradient becomes increasingly apparent as the simulation advances
because, as stated above, dislocations tend to pile up on the rear of the sample. For instance, in the
snapshot shown in fig.77, the dislocation density is of the order of 7.5 · 1016 dislocations per m2, which
is an order of magnitude larger than the saturation density’s value.
￿.￿.￿ The stress fields
As explained in section 2.4, experimental measurements of the shock wave profile are performed on
the rear surface of the shocked target. This provides a Lagrangian wave profile, varying in time over
a fixed material point (the rear surface of the target). The stress state of all material points within the
simulation are accessible to D3P. Hence, with D3P one could easily probe the material’s stress state
at a fixed point in time, rendering the comparison between experiment and simulations immediate.
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Figure 82: Evolution of the total dislocation density of a 1⇥ 10µm wide film over time.
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Figure 83: The figure shows the position of the front at t = 65ps, and some of the averaging sections behind the
front, superimposed with the  xx stress field shown in fig.78. The sections are evenly spaced, with a
spacing given by  x = 1/15 · cl/✏˙. Over each of these sections, the stress fields of the dislocations is
calculated on a number of sampling points (between 60–120). This is shown in fig.84. Then, the average
stress over each section is computed; the standard error of the mean (i.e., the standard deviation of
the mean) is used as a measure of the statistical fluctuations introduced by the (random) dislocation
distribution. The resulting data is collected in relaxation curves such as that provided in fig.85.
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Figure 84:  xx component of stress across a transverse section of the shock front. Alongside the average stress,
the standard deviation of the mean is shown.
However, doing that lacks of much interest unless one merely wants to validate D3P simulations to
experimental data. Otherwise, it seem more interesting to probe internal material points, something
which is inaccessible to experiment, and produce the wave profile in x for given instants in time. In
this capacity, D3P can be used as a diagnosis technique for experiments. On one hand, experimental
results such as the attenuation of the dynamic yield point remain entirely comparable because, as
discussed in section 2.5, the speed of the elastic precursor wave is the longitudinal speed of sound; on
the other, one can study, as would be desirable in experiments, the evolution of the shock wave profile
over time.
Unfortunately, unlike experimental data, which is for the most part homogenised, D3P simulations
produce complex patterns of dislocations that lead to strong localisation effects in the elastic fields.
This means that the stress values across a given vertical or horizontal section of the simulation will
vary significantly, depending on the statistical fluctuations in the dislocation structure. This can be
clearly hinted at in fig.78, which shows the  xx stress field due to the dislocations at time t = 65ps
(when the onset of the front was at x ⇡ 0.4µm), on a portion of the system. As can be seen, the fields
are not regular and homogeneous, but display large gradients and significant stress localisation.
The main objective of this chapter is to study plastic relaxation effects at the shock front. This can
be achieved by, for each instant t, averaging the stress fields along the y–direction for given values of
x, as shown in figure 83. In that figure, several vertical sections are shown. The idea is to compute
the stress profile along sections such as those; the stress field along one of those sections will look like
that shown in fig.84 for the  xx stress component2. The profile is subsequently averaged to obtain the
‘mean’ or ‘representative’ value of stress at the x position where the average was taken. As can be seen
in figure 84, the section stress profile is as noisy as was hinted in fig.78; as in DDP, this is because of
stress localisation due to statistical fluctuations in the population of dislocations and, particularly in
D3P, fluctuations in the past history of the dislocations, which as explained in section 6.4, can increase
the noise in the fields of each dislocation.
In general, close to the onset of the shock front the fields of dislocations are extremely weak (if
they exist at all, vid.fig.83), and they grow in intensity as the sampling sections progress towards the
back of the front. The precursor peak can be identified as the region where the magnitude of the
2 The stress field of greatest interest is indeed  xx, because the shock compression applies predominantly in that component.
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mean vertical cross sections increases significantly with respect to those closer to the onset of the front.
Typically, in order to make the results comparable over time, and study the evolution of the front,
one takes sampling sections starting from the current position of the front backward; in order to gain
good resolution at the front, a total of 15 evenly spaced sections are taken along the thickness of the
front, which as stated in section 3.4 is given by cl · trise, where trise is the rise time of the shock front.
For example, in aluminium the peak of the elastic precursor is found in between the third and fourth
sections from the onset of the front, corresponding to the applied shear stress of ⇡ 2.25GPa.
The fields averaged from each section correspond to the fields of the dislocations alone. The true
stress field at the same position, as defined in section 7.1, is the superposition of the fields of the
dislocations and the finite sized problem’s—i.e., the elastic shock wave itself, which acts as a trigger for
dislocation activity. Here, the latter is referred to as the reference stress level; the former, the fields of the
dislocations, are referred to as the plastic relaxation. Each section average plastic relaxation is associated
with a reference stress level (that corresponding to the specific section). However, there is no univocal
correspondence between these values and those obtained experimentally or from constitutive models,
because the section average is affected by localisation effects the latter do not account for. Hence, it
is easier to study the evolution of the section average plastic relaxation alone, because even when
discounting them from their corresponding reference stress level the result is not directly comparable.
The plastic relaxation values at least serve to instantiate the effect of the dislocations alone, avoiding
possible size effects that may be present in the reference stress level, if obtained from the finite element
calculations. Still, the total stress levels are useful to compute the negative relaxation rate, understood
as the decrease in the reference stress level as a result of the increasing plastic relaxation.
This averaging method has the disadvantage of more likely than not averaging over points in close
proximity to the cores of dislocations. This problem is also present in DDP, where it is usually called
a ‘blip’ event; unfortunately, dislocation densities in D3P simulations are considerably larger than in
DDP, which means that ‘blip’ events are a more common occurrence. Usually, however, the number
of times a dislocation’s core is sampled is small in each section, hence the dislocation whose core is
sampled can simply be excluded from the average. Alternatively, a 3  filter can be imposed 3; provided
that the dislocation population is sparse enough, the filter is usually able to exclude all ‘blips’ without
appreciably affecting the average.
Additionally, boundary effects at the top and bottom surface tend to distort both the dislocation
microstructure and the shape of the front itself. These regions, which progress geometrically into the
body (with a depth estimated to progress at cl · t, i.e., equal to the x position of the front), and which
are the reason why the aspect ratio of the experimental targets is chosen , should be excluded from
all stress averaging. This ensures that the averaged data is not corrupted by finite size effects that lack
experimental relevance.
By virtue of the law of large numbers, the average relaxation fields tend to become smoother when
they are averages over several equivalent simulations. Due to the large number of dislocations involved
in each simulation, the variance of the average amongst different simulations is very small; in most
cases, an average of 3 to 5 simulations seems sufficient to provide statistically meaningful results.
Unless otherwise stated, the results in this chapter will always be the average of 4 simulations. Thus,
in D3P stress relaxation data such as that shown in fig.85 can be obtained. This data is particularly
useful in performing sensitivity analyses of the system and, as will be seen in section 8.2, it helps in
understanding the causes of the attenuation of the dynamic yield point.
It must be pointed out that the variance of the distribution of mean sectional values, which according
to the Central Limit Theorem converges to a gaussian distribution, is very small. This need not
mean that the variance associated with taking each average is small, which as can be seen in fig.85
is by no means small. As mentioned above, the variance is associated with the spatial distribution
of dislocations around the averaging section, and with the relative smoothness of the past history
function of the dislocations. In principle, the larger the number of dislocations influencing the section,
the lower the variance should be; equally, smoother transitions (decelerations, for instance) in the
past history should result in smaller variances. In practice however, the variance tends to either be
3 A filter that excludes from the average all sampled values of stress that are outside the [m- 1.5 ,m+ 1.5 ] interval, where
m is the statistical mean, and   the standard deviation. A 6  filter would not be able to filter enough blips.
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Figure 85: Evolution of the dislocations’  xx component of stress averaged over the same transverse section as
time advances. The average was obtained employing a 3  filter. The points are accompanied by the
corresponding standard deviation of the sample (not the standard error). In this specific example, the
standard deviation shows a tendency to increase over time.
constant or increase, because the rate of generation of dislocations over the section does not diminish
significantly, and the accumulated interference of the fields of dislocations previously generated at the
front is offset by the huge localisation effects created by newly generated dislocations at the front.
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From the sample simulation described in section 8.1, it becomes apparent that D3P easily enables the
study of the attenuation of the precursor peak on the same length and time scales as shock compression
experiments. D3P offers a unique opportunity of gaining some insight as to the causes of the elastic
precursor decay, which are explored in this section.
In order to compare the simulation results to experimental data, the D3P simulations attempt to
reproduce the experimental set up followed by Whitley et al., 2011. In those experiments, a range
of µm-scale aluminium films were subjected to intense shock loading using a spectrally shaped laser
pulse of duration nearing 300ps (fig.86). The shock wave’s structure was probed using a pair of off-axis
displacement interferometers with time resolution approaching several picoseconds. By maintaining
a constant drive energy in the laser, and by varying the aluminium film thickness, the peak elastic
state was observed to decay from the drive surface, from about 12GPa after propagating 2µm down to
4.3GPa after 8µm [Whitley et al., 2011].
Unless otherwise stated, the simulations reported in this section share the same parameters and
general features as those reported in section 8.1. In the simulations, the shock front propagates through
the sample at the longitudinal wave speed of 6272m/s. The strain rates within the range of 1010 –
1011s-1 are imposed to ensure that the applied load is high enough for homogeneous nucleation to
play a significant role [Grady, 2010]. As described in section 8.1, in these simulations dislocations are
created by homogeneous nucleation long before any Frank–Read sources are activated.
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Figure 86: Experimental set up of a laser shock compression experiment carried out by Whitley et al., 2011 on
aluminium, and the corresponding medium in the D3P simulation employed to study the experiment.
Sample
Dimensions (µm) Grid Size {↵,  } Strain Rate (s-1)
1⇥ 10 20⇥ 200 {1,1.2} 1010
1⇥ 10 50⇥ 500 {0.2,1.2} 5 · 1010
0.5⇥ 5 50⇥ 500 {0.2,1.2} 1011Table 7: Dimensions of the mesh, viscosity coefficients and size of samples employed to enforce different strain
rates in the simulations.
￿.￿.￿ The eﬀect of the strain rate
The rate of decay of the elastic precursor has been shown to be [Herrmann, Hicks, and Young, 1971;
Rohde, 1969] directly proportional to the applied plastic strain rate ✏˙:
d 
dx
= -
4
3
(1- 2⌫)
(1- ⌫)
µ
c
✏˙ = -C✏˙ (8.3)
where C is a material parameter of the order of 1 and   ⌘  xx is the decaying uniaxial stress.
Thus, in order to study the effect of the strain rate, a series of simulations where the strain rate was
varied between 1010s-1, 5 · 1010s-1 and 1011s-1 were performed. As explained in section 7.2.1, the
strain rate is varied by altering the finite element grid size and weight functions. The ones used here
are shown in table 7; for 1011s-1 a smaller sample size was employed because the front’s thickness
fits in a sample of a smaller length, therefore reducing the computational cost.
Figure 87 shows that the evolution of the averaged plastic relaxation in the  xx component for the
three strain rates is consistent with eqn.8.3 in that the rate of decay increases with the strain rate. The
effect of the strain rate here is not entirely comparable to its experimental variation, as the latter would
involve varying the magnitude of the shock itself. Nevertheless, the results show that an increase in
the strain rate invariably leads to a higher number of dislocations being generated within the front
and, therefore, to a higher relaxation of the shock. This is because for the same time interval, a higher
strain rate signifies that a larger area is subjected to higher stresses.
Fig.88 shows that the evolution of the accumulated dislocation density for the three strain rates con-
sidered. In fig.88 the accumulated dislocation density tends to saturate after an initial burst; the cause
of this decay is geometric, as explained in sec.8.1. Fundamentally, the simulations show a relatively
small increase of the saturation density with the strain rate; this is in agreement with experimental
data [Meyers et al., 2003], but because here the loading was kept constant, it is difficult to compare
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Figure 87: The  xx relaxation at the front for aluminium subjected to loading of the same magnitude (20GPa), but
increasing strain rates. As described in section 8.1, the averaging sample is taken at the third section
behind the onset of the front, which seems closest to the actual position of the elastic precursor peak.
The error bars represent the standard error (i.e., the standard deviation of the mean of the samplings).
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Figure 88: Evolution of the dislocation density in shocked aluminium as the strain rate is varied.
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Figure 89: Experimental vs simulated decay rate. The solid blue line is a fit to the simulations; the bounding lines
represent the standard deviation of the simulation’s mean within the fit; it amounts to an uncertainty
of about 16%. The blue broken line is an extrapolation of the fit to the simulations to times greater than
have been simulated. The agreement between the experimental data on the elastic precursor decay and
the simulations is remarkable. The simulations were obtained by extending the longitudinal size from
1µm to 3.5µm.
with experimental data. Furthermore, in these simulations, a significant fraction of the dipoles created
during the initial burst collapse and annihilate before the dislocations separate; this was quantified in
fig.81 in section 8.1. Following this burst dislocation dipoles are generated at a reduced steady rate
which leads to the saturated accumulated dislocation density seen in fig.88.
The saturation dislocation density values are the same order of magnitude (1015 - 1016m-2) as
those measured experimentally [Meyers et al., 2009]. Furthermore, they agree reasonably well with
those predicted by analytic models such as that by Meyers et al.[Meyers et al., 2003], which predicts
a dislocation density of 2.5 · 1015m-2 for aluminium shocked at 20GPa, which should be compared
with our saturation dislocation density of 6 · 1015m-2. Frank–Read sources have no effect at all on the
decay of the elastic precursor because they are activated long after the front has passed through, and
dislocations generated by them cannot catch up with the front. We find the number of dislocations
nucleated homogeneously is two orders of magnitude larger than those generated by Frank–Read
sources. In fact, with 40ps activation time each Frank–Read source will be able to generate only two
or three dipoles throughout the entire simulation.
These results indicate that the relative contribution of these mechanisms of dislocation generation
depends on the strain rate. At lower strain rates it is possible that the slower Frank–Read sources will
have enough time to relax the material before homogeneous nucleation occurs; other slower generation
mechanisms such as breeding via cross-glide[Gilman, 1969] might be possible as well. At high strain
rates homogeneous nucleation will take place before Frank–Read sources can be activated, as stress
levels rise too quickly for the latter to have time to be activated.
Figure 89 shows a comparison of the experimental data for aluminium at 1010s-1 obtained by
Whitley et al. [Whitley et al., 2011], and the simulated results up to 350ps at the same strain rate. In
order to extend the simulation’s time, the sample’s longitudinal dimension was extended from 1µm
to 3.5µm, whilst the lateral direction was kept constant at 10µm. This increases the aspect ratio of the
sample, but the simulation timescale is such that it ensure that no incoming release waves from the
boundaries can affect a region of ⇡ 4µm about the sample’s central section. The simulation was not
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extended further due to computational limitations. A longitudinally longer sample while keeping the
same lateral dimensions becomes unfeasible due to the effect of release waves. In order to recover an
aspect ratio of ⇡ 1 : 10, the sample’s dimensions must be increased. For instance, in order to extend
the simulation to 1200ps, which is the maximum time of the experimental data, one would need to
increase the sample’s dimensions to about 7.5⇥ 75µm; in a 562.5µm2 sample, assuming the dislocation
densities reported here remain constant (⇡ 1015- 1016m2), this would entail simulating a system with
about 5, 000, 000 individual dislocations over 1, 200 time steps. This far exceeds the current simulation
capabilities of any discrete dislocation dynamics method (vid.[Cai and Bulatov, 2004; Kubin, 2013;
LeSar, 2014]).
The decay rate observed in fig.89 can be accommodated to an exponential fit of the form f(t) =
Ae-m·t, which seems suitable because it takes finite values both at t = 0 and t!1. The value of A is
a relative coefficient; the logarithmic decay rate can be defined as 1f
df
dt , whereby the decay rate would
be proportional to m. In these simulations, for 1010s-1 strain rate, the value of such coefficient would
be m = 0.0012± 0.0002. The experimental data for aluminium at a strain rate of 1010s-1 provides
a decay rate of m = 0.001259. Hence, both simulation and experimental data agree remarkably well,
suggesting that the predictions made by the D3P model regarding the nature of the attenuation of the
dynamic yield point are reasonable.
The time scales in each of the experimental wave profiles were converted to the single time scale
shown in fig.89 by relating the elastic precursor’s wave speed (cl), assumed to be constant, to the
relative thickness of each sample. Hence, the measured elastic precursor arrives at the rear end of each
target at t = L/cl, where L is the width of each sample. Albeit the resulting profiles correspond to
the Lagrangian profiles over time at the same section of the material, for the elastic precursor they are
entirely equivalent to the results obtained from D3P, because the speed of sound is constant in both
cases. Hence, the comparison of precursor peak data and the D3P simulations is exact.
The main objection that can be raised to the comparison made in fig.89 is that it applies to three
single experimental data points; the fact that the relaxation rate seems to nonetheless be the same
in both experiment and simulation suggests this might not be as problematic as it would seem. A
fourth point could be added at t = 0ps, had the perfectly elastic-plastic front’s width been known;
however, a front of about 1010s-1 strain rate cannot be fully developed for time scales below 100ps,
so experimental data for that point would never be fully comparable to either D3P’s or the rest of
the experimental data points here discussed. Otherwise, the comparison in fig.89 suggests that the
attenuation of the dynamic yield point is, as had been postulated for a long time (vid.[Clifton and
Markenscoff, 1981]), a dislocation mediated phenomenon, whereby the fields of dislocations generated
at the front relax the elastic state at the front, leading to a progressive attenuation of the yield stress.
The specific reasons for this decay are given in the following section.
￿.￿.￿ The causes of the attenuation
Figure 89 shows that D3P is able to simulate the attenuation of the dynamic yield point in aluminium.
Necessarily, the attenuation is caused by dislocation activity at the front, which conceivably relaxes
the shock front gradually, as more dislocations are generated at the front. D3P enables the study of
the specific mechanisms causing the attenuation of the dynamic yield point. Figure 90 shows the con-
figuration of dislocations at the front, superimposed with their collective  xx field. As can be seen,
the dislocation structures at the front tend to resemble the ones expected from the classical Smith-
Hornbogen interface [Armstrong, Arnold, and Zerilli, 2007; Hornbogen, 1962; Smith, 1958], with pos-
itive dislocations moving towards the front, and negative dislocations away from the front. However,
the nucleation process in these simulations is much more gradual, as it accounts for the strain rate of
the shock front, and takes place not only at the interface but behind the front as well.
Once a dipole has been created (generally by homogeneous nucleation), the dislocations in each
dipole are pulled apart at speeds close to the transverse speed of sound, ct = 3237m/s. One disloca-
tion of each dipole has a velocity component anti-parallel to the velocity of the shock front, and its
stress wave is ‘anti-shielding’ in the sense that it constructively interferes with (i.e. increases) the com-
pressive elastic wave amplitude within the shock front for the very brief time the dislocation travels
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Figure 90: The  xx fields of the dislocations, alongside their positions at time t = 65ps.
through it. The stress wave of the other dislocation, which has a velocity component parallel to the
velocity of the front, destructively interferes with (i.e. decreases) the compressive elastic wave ampli-
tude within the front for the somewhat longer time it is within the front before it is left behind. It is
therefore a ‘shielding’ dislocation, in the sense employed in fracture mechanics to describe the influ-
ence of dislocations ahead of a crack on the local stress intensity at the crack tip [Thomson, 1986]. The
cumulative effect of the shielding dislocations is greater than he anti-shielding dislocations’, because
the former are within the front for much longer.
Once the front has passed through, dislocations accumulate in their slip planes forming queues,
which slows them rapidly to speeds about two orders of magnitude lower than the speed of sound
(⇡ 50m/s or less). The rate of generation of dislocations also decreases dramatically once the shock
front has passed through, and continues to decrease as the stress is relaxed further by dislocation
activity behind the front. Frank–Read sources are eventually activated, but as discussed in section 8.1,
they are of little consequence in comparison to the much greater number of homogeneously nucleated
dislocations. As discussed above, the resulting structure resembles the classical Smith-Hornbogen
interface. In order to clarify the effect of shield and anti-shielding dislocations, one can consider the
said Smith–Hornbogen interface, formed by an array of quadrupoles of shielding and anti shielding
dislocations, as shown in fig.91. This serves as a simplified picture of the shock front dislocation
structures observed in the simulations reported here.
As in the Smith–Hornbogen interface, in each quadrupole there are two shielding dislocations mov-
ing towards the front (shown in blue in fig.91) and two anti-shielding dislocations (shown in red in
fig.91), moving away from the front. As in Smith’s model, the interface has a net Burgers vector paral-
lel to the shock front, suggesting a compression of the lattice behind the front; as in Hornbogen’s and
Meyers’ models, mass is conserved by means of the dipoles shown in fig.91. In this idealisation, it is
particularly interesting to study the effect that the speed of the dislocations have over the relaxation of
 xx at the front, which here is assumed to be the same for the four dislocations in each quadrupole.
Figures 92 and 93 show the resulting  xx field for a single line of quadrupoles for v = 2000m/s
and v = 3000m/s in a material with the elastic constants of aluminium, assuming the shock front
propagates in the x-direction, and the dislocations lie at slip planes oriented at ±45o with respect
to the direction of propagation; the dipoles are spaced 7nm from each other, so the configuration
described is of much greater density than that described in the simulations, as can be seen in fig.90.
This density was chosen solely for illustrative purposes.
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Figure 91: A Smith–Hornbogen interface formed by quadrupoles of dislocations. This can be used as an idealisa-
tion of the configuration of dislocations observed in the simulations.
In figures 92 and 93, the shock front would be located parallel to the y–axis. By causality, only the
longitudinal wave component of the field of each dislocation is able to keep up with the shock front
because the front is propagating at the longitudinal speed of sound. As can be observed in figure 93,
the magnitude of the longitudinal component of the  xx stress field almost doubles when the speed
of the dislocations is increased from 2000m/s to 3000m/s. This effect arises from the contraction of
the fields in the direction of the dislocation velocity as the dislocation’s speed increases, which was
discussed in detail in section 6.2. It follows that the reduction of the compressive stress in the shock
by the shielding dislocations increases as the dislocation speed increases, which in turn increases
with the strain rate within the shock. Thus, the increasing attenuation of the dynamic yield point
with increasing strain rate, seen in fig.87, is a direct result of the elastodynamic fields of moving
dislocations.
This shows that the attenuation of the dynamic yield stress is caused by destructive interference
between the elastodynamic fields of shielding dislocations generated at the front, and the stress field
of the front itself. It also shows that the speed of dislocations does have an impact on the relaxation
effects at the front. Because the shock front is a high stress region, it is concluded that the attenuation
of the dynamic yield point is the combination of the following factors:
(i) The homogeneous nucleation of dipoles of shielding dislocations moving towards the front, and
of anti-shielding dislocations moving away from the front.
(ii) The dynamic effect of fields of fast moving dislocations, whereby the shielding effect of the dislo-
cations moving towards the front is enhanced, whilst the anti-shielding effect of the dislocations
moving away from the front is diminished.
As the front is relaxed further, the stress levels at the elastic precursor’s peak decay, so the rate of
homogeneous nucleation at the front decreases, and the dynamic effect of the fields is diminished.
This insight has been achieved by simulating the elastodynamic fields of dislocations nucleated and
propagating as a result of the shock. Unlike quasistatic approaches to dislocation dynamics, D3P
satisfies causality in that information cannot travel faster than the longitudinal wave speed. With D3P
one is able to provide an explanation based on the elastodynamic fields of moving dislocations for the
increasing attenuation of the dynamic yield stress with increasing strain rate within the shock.
These simulations highlight the importance of dislocation generation mechanisms in relaxation pro-
cesses at very high strain rates. For the strain rates probed here, Frank–Read sources are generally
too slow to be activated before the stress is relaxed by homogeneous nucleation of dislocations. One
can venture further to suggest that at much lower strain rates, where there is sufficient time for Frank–
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Figure 92:  xx component in global coordinates for an array of quadrupoles (a Smith-Hornbogen interface), v =
2000m/s.
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Figure 93:  xx component in global coordinates for an array of quadrupoles (a Smith-Hornbogen interface), v =
3000m/s.
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Read sources to be activated within the elastic front, the cause of the attenuation of the dynamic yield
stress will remain the interference of the elastodynamic stress waves within the elastic shock.
￿.￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿
Section 8.1 presents a general simulation of aluminium, with the best physically motivated parameters
that could be found. Still, as discussed in section 7.4, the mobility law employed in sections 8.1 and
8.2 is highly speculative. The rest of the parameters the simulation depends on (elastic constants,
crystallography, source strength, loading and strain rate, . . .) are relatively well motivated within the
general limitations of a planar method such as D3P. However, the mobility law and the parameters
depending on it (fundamentally, the Frank–Read source activation time, q.v. section 7.5.2) seems
critical in many aspects, such as for instance in driving the dislocations at the front to speeds close
to the transverse speed of sound, so that these dislocations can enhance the relaxation at the front as
described in section 8.2.2.
Albeit mobility laws of high speed dislocations are highly speculative, there seems to be a large
consensus, in that the dislocation’s speed should saturate as it approaches the transverse speed of
sound [Gilman, 1969; Hirth and Lothe, 1982; Nix and Menezes, 1971; Roos, Hosson, and Van der
Giessen, 2001a,b; Weertman, 1967; Weertman and Weertman, 1980]. The mobility law employed in
section 8.1 satisfies this requirement. However, it is worth wondering whether other mobility laws
reflecting such behaviour would nonetheless produce significantly different results. To that end, this
section is devoted to performing a parametric study of the impact the mobility law may have on the
relaxation effects at the front.
￿.￿.￿ The eﬀect of dislocation mobility
The simulations considered here are the same as those in section 8.1, unless otherwise stated. Follow-
ing the study performed in section 7.5 regarding the different activation times of Frank–Read sources,
it was concluded that the mobility laws impacted little the activation times, to the point that even the
linear viscous drag law provided results of the same order of magnitude as those from more sophis-
ticated mobilities. It was also shown that the activation times obtained from the latter were always
higher than those of the linear viscous drag law. Hence, it does not seem necessary in this study to
modify the activation times of Frank–Read sources, since as shown in section 8.1 at the strain rates
under consideration, Frank–Read sources themselves play no significant role on the plastic relaxation
of the medium. Thus, Frank–Read sources will follow the same constitutive rules as those employed
in 8.1.
Types of mobility law
The effect of the form of the mobility law is studied in fig.94, which compares the plastic relaxation
at the front attained in the simulation of aluminium employing the mobility law described in eqn.7.45
with, caeteris paribus, Taylor’s fit mobility law, whereby
B · ⌧ = d0
1- v
2
c2t
In this case, d0 = 2 · 10-5Pas and ct = 3237m/s is the limiting speed. As can be seen in fig.94,
the degree of relaxation is remarkably similar for both cases, suggesting that the exact form of the
mobility law does not impact the simulations of shock front plasticity, provided that it describes a
motion saturating at approximately the same speeds. The dislocation densities (not reproduced here)
are almost exactly the same for both cases.
The lack of significant variation in the results would in principle suggest that the impact the mobility
law has is not as large as expected. However, both mobility laws explored here were fits from the
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Figure 94: Degree of relaxation at the front attained with different mobility laws. ‘Taylor’ refers to Taylor’s fit
for aluminium with d0 = 2Pa·s, ct = 3237m/s, whilst ’Standard’ refers to eqn.7.45. The error bars
represent the standard deviation of the mean.
same MD data; hence, they were similar enough not to produce a significant variation. In order to
ascertain whether the relative effect of the d0 in Taylor’s fit, its value was increased artificially one
order of magnitude, to d0 = 2 · 10-4Pas. The resulting relaxation curve is shown in fig.95. As can
be seen, compared to the MD data fit d0, this curve appears to correspond with a slight decrease in
the relaxation rate; however, it is so close to the former that the statistical significance of this slower
relaxation seems negligible. This is probably because in the loading regime simulated here, such
an increase in the drag can still be made up by the external load without producing a significantly
different behaviour. If anything, the higher drag coefficient appears to result in smaller variances in
the distribution of stresses in the cross-sections; this could signify that each dislocation’s distribution
of past speeds is less sparse, and the past history therefore smoother.
For instance, at t = 60ps, an examination of the past history of a simple random sample of 1000
dislocations in one given simulation of each kind renders that4 for d0 = 2 · 10-5Pas, the mean
speed is 2570.42m/s, and the standard deviation 1387.1m/s; for d0 = 2 · 10-4Pas, the mean speed
is 2521.23m/s, and the standard deviation is 1193.5m/s. Hence, the more damped motion seems to
produce less sparse past histories, perhaps because with a higher damping the dislocation becomes
less sensitive to small changes in the applied external resolved shear stress; still, this difference is not
very large, probably because at the applied stress level the additional drag introduced into the system
is insufficient to hinder the motion of the dislocations, as otherwise suggested by the fact that in both
cases the mean of the distributions are very similar.
Terminal Speeds
As suggested in section 8.2.2, the speed of the dislocations at the front can produce significant changes
in the relaxation effects at the front, because of the contraction of the fields of faster dislocations. After
having checked that the functional form of the mobility law does not appear to produce significant
changes in the plastic relaxation at the front, the parameter that seems like an obvious candidate to be
varied is the terminal speed itself. Following section 7.4, here the terminal speed of a dislocation refers
4 The means and standard deviations were calculated as total averages of the collection of past history velocities of 1000 disloca-
tions.
178 ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
0 10 20 30 40 50 60 70 80 90 100
 
x
x
st
re
ss
re
la
xa
tio
n
(G
Pa
)
Time (ps)
d0 = 2 · 10-4Pas
d0 = 2 · 10-5Pas
Figure 95: Degree of relaxation at the front attained with different d0 coefficients in Taylor’s fit mobility law. The
error bars represent the standard error (i.e., the standard deviation of the mean of the samplings).
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Figure 96: Degree of relaxation at the front due with different terminal speeds. The error bars represent the
standard error (i.e., the standard deviation of the mean of the samplings).
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to the maximum glide speed a dislocation is allowed to take. In D3P simulations it can be controlled
by capping the mobility law.
For instance, consider the mobility law given by eqn.7.45
v =
8<: 2.066929885 · 10
-5
   fpkb     v < 1152.67m/s
2961.54+ 1.00876 · 1013 b2
f2pk
- 1.00876 · 1011
    bfpk     v > 1152.67m/s
The terminal speed might be capped to 1152.67m/s, by modifying the mobility law to
v =
 
2.066929885 · 10-5
   fpkb     v < 1152.67m/s
1152.67 v > 1152.67m/s
(8.4)
Here the value 1152.67m/s is chosen because it is the upper bound of the linear region of the mobility
law given above.
Figure 96 compares the capped mobility law’s results with the usual ones. As can be seen, there is
a statistically significant drop in the amount of plastic relaxation achieved at the front when the speed
of dislocations is capped at 1152.67m/s. There are a number of factors that contribute to this, most of
which have been explored in section 8.2.2. In that section, a Smith–Hornbogen interface (q.v.sec.4.3) is
considered, and the effect of the speed of the dislocations over the front explored. As was concluded,
the faster the dislocations in the arrays of quadripoles forming the Smith–Hornbogen interface move,
the larger the relaxation effects at the front were. This was caused primarily by the increase in the
magnitude of the elastodynamic fields of dislocations ahead of the dislocation core.
As discussed in section 8.2.2, the Smith–Hornbogen interface is a simplification of the microstruc-
tures of dislocations seen in these simulations (vid.fig.90). In the simulations reported here, the cap-
ping of the terminal speed affects primarily the dislocations at the shock front itself. As explained
in section 8.1, the population of dislocations in these simulations is divided between fast moving dis-
locations at the front, which reach speeds very close to the terminal speed itself; and slow moving
or effectively locked dislocations behind the front, with a transition region in between. By virtue of
causality, the relaxation at the front is produced solely by dislocations that have been generated there,
so it is reasonable to argue that if the terminal speed of those dislocations is decreased, then as in the
case of the Smith–Hornbogen interface the magnitude of the relaxation at the front is decreased as
well. In section 6.2, a magnification in the relaxation of a factor of ⇡ 2 was reported as a result. Here
this magnification is much smaller.
The causes are probably a combination of factors. As was seen in fig.90, the dislocations at the
front do not form a perfect Smith–Hornbogen interface, nor is their imperfect interface alone but,
rather, similarly to the Meyers model (q.v.sec.4.3), the trailing dislocations tend to pile up behind the
dislocations, forming the first line or actual interface. Furthermore, in the simulations the ‘interface’
is much more sparse than that required in a Smith–Hornbogen interface; in the latter the interface is
responsible for accounting for all the lattice relaxation because the shock front is hydrodynamic and
therefore has no thickness (q.v.sec.2.5), whilst in the simulations the rise time is finite and, therefore,
the relaxation by dislocations more progressive. This suggests that fewer interfacial dislocations ought
to be present in the simulations and, hence, a lesser magnification via dynamic effects in the dislocation
fields should be observed.
￿.￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
So far, all analyses have focused on single crystal, FCC aluminium. In the planar framework of D3P,
it would seem that the main difference between BCC and FCC structures is the orientation of the
crystalline planes. However, as explained is section 7.3 the BCC and FCC slip planes are a 90  rotation
of each other; under the uniaxial loading imposed by a shock front (q.v.sec.2.4), the active slip planes
of BCC crystals are symmetric with respect to the planes of FCC crystals. Hence, caeteris paribus,
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dislocations and dislocation sources active on BCC slip planes ought to be subject to resolved shear
stresses of the same magnitude as those of an equivalent FCC structure. This suggests that, a priori,
the behaviour of FCC and BCC structures would appear to be equivalent.
The main difference between FCC and BCC structures is therefore not geometric, but must lie on the
specific constitutive laws of each material. Here, asides from aluminium, three additional materials
are considered: ↵–Fe (BCC), Ni (FCC) and Mo (BCC). Table 8 summarises the material properties
employed. For comparative purposes, a 1⇥ 10µm sample is shocked for each material.
The main problem faced when dealing with different shocked crystalline structures is the lack of spe-
cific information regarding the mobility of pure edge dislocations, particularly at high speeds. Most
experimental data (vid.[Nix and Menezes, 1971]) is focused, for practical reasons, in low speed uni-
formly moving dislocations. Recently, molecular dynamics studies have come to cover the additional
regimes; unfortunately, particularly for BCC crystals, most studies have focused on the mobility of
pure screw dislocations and thermal effects. The materials considered here (Fe,Ni,Mo) have been se-
lected for the sole reason that there is information available regarding the mobility of edge dislocations.
Unfortunately, for the case of both Fe and Mo, no studies of high speed edge dislocations could be
found. In these cases, following Taylor [Taylor, 1969], the drag coefficient has been modified to account
for relativistic effects by means of
d =
d0
1- v
2
c2t
In all cases, the value of the low speed drag coefficient, d0, was available (vid.[Chang et al., 2001;
Marian and Caro, 2006; Olmsted et al., 2005; Queyreau et al., 2011]). The form of the mobility law
employed for each metal is collected in table 8. It must be stressed that for Fe and Mo the extension of
the dislocation’s mobility law to the relativistic regime by means of Taylor’s saturating drag coefficient
is merely speculative, and employed here solely for comparative purposes.
Additional constitutive rules that need to be modified include the homogeneous source strength.
For FCC Al and Ni, it is kept at µ4⇡ , with µ each material’s respective shear modulus. This agrees well
with theoretical predictions (vid.[Roundy et al., 1999]). For BCC materials, non-linear relationships
associated with the breakdown of the Schmid law (vid.[Gröger, Bailey, and Vitek, 2008]) have been
reported [Argon, 2008]; the chosen values are 7.85GPa for Mo 5, and 6.4GPa [Clatterbuck, Chrzan, and
Morris Jr, 2003] for Fe. Frank–Read source strength is obtained as described in section 7.5, employing
the values of d0 recorded in table 8 and additional elastic constants in each case. The Frank–Read
source activation times are computed by solving eqn.7.64 numerically in each case. For Ni, this renders
values in between 20- 80ps, fairly close to aluminium’s; for Fe, in between 40- 190ps; for Mo, 150-
360ps. In all cases therefore, the values are too large with respect to the rise time of the shock front.
The loading conditions are always the same: 20GPa and ✏˙ = 1010s-1. They are kept the same so
that the levels of plastic relaxation attained in each case can be easily compared to each other—for
the same loading conditions, one can explore the effect of the constitutive parameters on the results
obtained, which is all that is intended here. Thus, the values employed here comply with the fourth
power law for aluminium [Swegle and Grady, 1985], but not for the rest of materials, which at 20GPa
are under-shocked. For the 1010s-1 strain rate, the loading in Fe should be of about 90GPa [Grady,
2010]; for Mo, of about 140GPa [Grady, 2010]; for Ni, about 35GPa Jarmakani et al., 2008.
In the particular case of Fe, these simulations are even more speculative because under shock loading
and above 11GPa [Meyers, 1994], iron undergoes a well-known phase transformation from ↵–Fe to
✏–Fe; the latter has an HCP structure. The phase transformation is commonly reported in shock
wave profiles [Armstrong and Walley, 2008]. D3P cannot account for phase transformations; planar
5 The lack of consensus regarding molybdenum is particularly problematic. Ab initio DFT calculations, which otherwise tend
to overestimate the ideal shear strength[Roundy et al., 1999], suggests values as high as 13.1- 15GPa for Mo[Luo et al., 2002;
Ogata et al., 2004]. Even when they get the crystalline structure right, DFT calculations tend to overestimate the elastic constants
of most materials; for Mo DFT predicts µ = 158GPa [Ogata et al., 2004]; the ratio between their predicted µ and ⌧homogeneous
is 1/11, which is slightly larger than the usual bracket of 1/4⇡µ- 1/18µ [Meyers et al., 2009]. Experimental evidence ranges
from 14- 15GPa [Gouldstone, Van Vliet, and Suresh, 2001], down to about 4.8GPa[Bei et al., 2007]; the µ/⌧homogeneous ratio
reported experimentally is of ⇡ 1/9- 1/18. This introduces too much variation in the possible value of the ideal lattice
strength for Mo, which here is chosen to be have an average value of 7.85GPa.
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models are not very well suited for studying HCP plasticity either, because the plane strain conditions
are only fulfilled in the basal plane or in pyramidal planes (via cooperative slip) [Hull and Bacon,
2011]. Therefore, the simulations of Fe presented here has the sole purpose of serving as comparisons
between FCC and BCC structures.
Material Structure B (Å) µ(GPa) ⌫ ⇢(kg/m3) Mobility law
Al FCC 2.85 28.3 0.36 2,700 Eqn.7.45
Ni FCC 2.49 76 0.31 8,900 d = 2.05·10-5
1-v2/c2t
6
Fe BCC 2.48 82 0.29 7,870 d = 9.4·10-5
1-v2/c2t
7
Mo BCC 2.72 120 0.31 10,280 d = 2·10-4
1-v2/c2t
8
Table 8: Material properties of Al, Ni, Fe and Mo employed in the D3P simulations.
Material cn (m/s) ct (m/s) ⌧homogeneous (GPa) Slip angles
Al 6,272 3,237 2.25 54.7 ,125.3 , 0 
Ni 5,569 2,922 6 54.7 ,125.3 , 0 
Fe 5,935 3,228 6.5 35.3 ,144.7 , 90 
Mo 6,510 3,416 7.85 35.3 ,144.7 , 90 Table 9: Accessory material properties of Al, Ni, Fe and Mo employed in the D3P simulations.
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Figure 97: Relaxation of  xx at the shock front for nickel and aluminium.
Figure 97 shows the  xx relaxation at the front for nickel and aluminium. It is clear that in absolute
terms nickel’s relaxation profile is larger than aluminium’s. From a mechanistic point of view, this
makes sense: caeteris paribus, nickel has elastic constants of the magnitude of which is about twice
as large as aluminium’s (vid. table 8); the same dislocation structure in nickel would relax the front
more because the fields of the dislocations are directly proportional to µ. Hence, both results can
be better compared if they are normalised with respect to each material’s shear modulus, which is
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Figure 98: Normalised  xx relaxation at the front for nickel and aluminium. The curves are obtained by dividing
those in fig.97 by µNi and µAl respectively.
chosen because it is the main scaling factor in the elastodynamic fields of the dislocations (vid. tables
4 and 5); to account for differences in the magnitude of their respective Burgers vectors, the data for
aluminium could be multiplied by BNi/BAl = 1.14; notice that this would have the effect of lifting the
relaxation curve of aluminium. Figure 98 shows the resulting normalised stress fields; in relative terms,
aluminium appears to be relaxed more, and faster, than nickel. The mobilities of the edge dislocations
are fairly similar in both cases (vid. table 8 and compare with fig.62), and the crystallography is
the same in both cases, so the larger relative relaxation in aluminium is expected to be related to
the significantly lower homogeneous nucleation strength of aluminium, which is about 2.25GPa as
opposed to 6GPa for nickel—hence, dislocation activity begins later for nickel, as can be seen in
fig.98. As mentioned above, both materials are subjected to the same loading conditions (1010s-1, and
20GPa); hence, homogeneous nucleation of dislocations occurs earlier in aluminium, which translates
to a much higher chance of a sudden burst of dislocation nucleation at the front. This is confirmed
in fig. 99, which compares the evolution over time of the dislocation density behind the front for
both materials. As can be seen, aluminium displays a much more acute burst of dislocations in the
beginning than nickel. The subsequent decrease is in both cases for the most part a geometric effect
(the area behind the front increases with the product of length times height of the sample; the length
increases as the front advances, whilst the number of dislocations is determined by the crystallography,
and for the small aspect ratio considered here is roughly proportional to the (constant) height of the
sample.
Beyond the questions arising from the adequacy of nickel’s mobility law, this analysis highlights the
relevance of the homogeneous nucleation strength, and it reveals the importance of atomistic studies
of the gamma surface, the slope of which determines the resistance of the lattice to shear [Aubry et al.,
2011].
￿.￿.￿ BCC vs FCC materials
Figure 100 shows the degree of relaxation in the  xx component of stress achieved as a result of
the dislocation activity in the simulations of molybdenum, iron and, for comparative purposes, alu-
minium. As can be seen, iron offers the greatest degree of relaxation, whilst molybdenum tracks that
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Figure 99: Dislocation density for aluminium and nickel.
of aluminium. This seems to contradict what was stated when comparing nickel with aluminium,
that the higher shear modulus entails a greater degree of relaxation, because from table 8 is clear that
molybdenum has the greatest shear modulus of all the materials considered here. However, in Mo
the high shear strength (⌧hom = 7.85GPa) is combined with a highly damped motion (twice as much
as iron’s, and ten times as much as aluminium’s or nickel’s). As suggested in section 8.3, a highly
damped motion tends to smooth out the past history functions of the dislocations, removing statistical
fluctuations from the front; at the same time, it should prevent dislocations from reaching their termi-
nal speed easily. The statistical fluctuations in Mo seem in fact larger than in iron; this seems to be
associated with a smaller number of dislocations at the front, which as discussed in section 8.1 tend
to make the average samples more prone to statistical noise; all in all, the simulations of Fe and Mo
are not as easily comparable as those performed in section 8.3, which does not help in ascertaining the
causes of this behaviour. It is likely that a combination of factors, including hindered mobility, and
higher nucleation barriers, contributes to the behaviour displayed by Mo.
The most immediate difference between the different materials is the rate and stress level at which
the nucleation of dislocations begins. Invariably, Fe, Ni and Mo have a larger shear modulus µ (about
twice as large) as that of Al and, hence, considerably larger homogeneous nucleation barriers (see
table 9). This impacts the simulations in delaying the nucleation events and, fundamentally, in making
homogeneous nucleation less successful relative to the fixed boundary condition of 20GPa. This is
reflected in fig.102, which shows how dislocation density is consistently lower for Mo than for Fe. The
differences are however small. In general, it seems that the applied stress level of 20GPa is too low
for it is safe to assume that relative to the simulations of aluminium, the simulations of the rest of the
materials, particularly of Fe and Mo, are starved by too low an applied load. Or vice vera, the results
presented here, particularly those of Fe and Mo, suggest that Ni, Fe and Mo are subjected to loading
conditions such that these materials could easily withstand higher loads.
The role of Frank–Read sources is considerably diminished for BCC materials, simply because d0 in
their case was much larger; however, in neither case can Frank–Read source activation play a significant
role in the plastic relaxation at the front. Again, caution must be raised about the adequacy of the
mobility laws for BCC materials.
184 ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿
0
0.5
1
1.5
2
2.5
3
3.5
0 10 20 30 40 50 60 70 80 90
 
x
x
st
re
ss
re
la
xa
tio
n
(G
Pa
)
Time (ps)
Molybdenum
Iron
Aluminium
Figure 100: Normalised  xx relaxation at the front for iron and molybdenum. Aluminium is shown for compar-
ative purposes.
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Figure 101: Normalised  xx relaxation at the front for iron and molybdenum. Aluminium is shown for com-
parative purposes. The curves are obtained by dividing those in fig.100 by µMo and µFe and µAl
respectively.
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Figure 102: Evolution of the dislocation density for molybdenum, iron and aluminium.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿
This chapter has focused on showing the main capabilities of D3P when simulating the shock compres-
sion of solids. Section 8.1 focused on describing the general characteristics of such simulations, paying
particular attention to the resulting dislocation structures. Under the loading regimes here examined,
dislocations tend to be generated predominantly by homogeneous nucleation. They are generated
at the shock front itself at speeds close to ct, the transverse speed of sound and, unable to keep up
with the shock front, rapidly slow down to speeds two orders of magnitude below ct, which in the
time scale of the simulation renders them effectively immobile. The dislocations then tend to pile up
around the rear surface of the target, forming soft queues that are mediated by the strong fields caused
by the large number of dislocations which have been generated at the front. The resulting dislocation
densities are of the order of 1016m-2, in agreement with experiment and analytical models.
Section 8.2 applied the simulations presented in section 8.1 to the study of the attenuation of the
dynamic yield point. As was shown, D3P is able to reach quantitative agreement with experimental
data, and offer a mechanistic explanation of the phenomenon. Accordingly, the attenuation of the
dynamic yield point is a dislocation mediated phenomenon, where the attenuation is caused by the
destructive interference of the fields of anti–shielding dislocations generated at the front and moving
to the front, and facilitated by the changes in the magnitude of the fields for dislocations moving at
speeds close to the transverse speed of sound. The latter effect has been explored in great detail in
section 8.3, where it was found that it was not so much the specific form of the mobility law as the
terminal speed it allowed it to reach that led to fundamentally different responses; as predicted in
section 8.2, lower speeds at the front result in lower attenuations of the dynamic yield point.
Furthermore, this chapter has explored the effect of different crystallographic structures using nickel,
iron and molybdenum as case studies to compare to aluminium. It has been seen that BCC materials
present very similar behaviours due to the symmetry of the elastic planes; the main differences in
the plastic response were found in the specific constitutive constants of each material. Larger shear
moduli and, consequently, lattice strengths seemed to lead to larger relaxations in magnitude; however,
when compared in relative terms it was found that, quite opposite, larger lattice strengths led to weaker
plastic relaxation, because the development of homogeneously nucleated dislocations was hindered by
the larger lattice strengths. In the case of molybdenum, the lattice strength was so high that it severely
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affected the ability for dislocations to be nucleated at the front, leading to lower plastic relaxation than
in iron.
Finally, it must be pointed out that, as explained in section 7.4.5, none of the simulations discussed
in this chapter consider the possibility of supersonic dislocations. In section 8.2, the elastic precursor
decay rate of the simulation’s is comparable to the experimental decay rate, without the need of em-
ploying supersonic dislocations; this suggests that supersonic motion might be unnecessary. This is
because, unlike in Smith’s or Hornbogen’s models (q.v. section 4.3.2), dislocations are continuously
generated at the front, so they need not follow the shock front. However, in these simulations disloca-
tions are not allowed to reach supersonic speeds ad hoc, so studying what would happen were they to
surpass the transverse speed of sound is a topic worthy of investigation. As was explained in chapter
5, this would require modifying the formulation of the elastodynamic fields of dislocations, alongside
providing adequate mobility laws and associated constitutive laws.
9 CONCLUS IONS
This thesis was motivated by the desire to study the microscopic features arising at weak shock fronts
during the plastic relaxation processes. After examining the two most traditional approaches to this
problem—the hydrodynamic theory (chapter 2), and the plastic way theory (chapter 3)—it was con-
cluded that neither were particularly well suited to the task. Discrete Dislocation Dynamics, a sim-
ulation technique in which plasticity arises as the result of the collective motion of dislocations, was
suggested as a method particularly appropriate for the task, because in the past it had successfully
been used to study other dislocation-mediated phenomena, and because it is appropriate to deal with
lengthscales and timescales similar to those attained in shock compression experiments. However,
when employing discrete dislocation dynamics, it was proven that the traditional methodologies vio-
lated causality when applied to shock compression problems. This was so because they rely on the
quasi-static elastic fields of dislocations, which propagate instantaneously, whilst the shock front itself
has an inherently finite propagation time.
As a result, a new methodology able to overcome this problem has been developed (chapters 5, 6
and 7). This new methodology has been called Dynamic Discrete Dislocation Plasticity (D3P), and arises
as the elastodynamic extension of the two-dimensional Discrete Dislocation Plasticity (DDP). D3P is
the first dislocation dynamics methods to offer a complete elastodynamic treatment of the fields of
dislocations. The transition from DDP, where time is effectively an excuse to allow the microstructure
of dislocations to evolve, to D3P, where time is a full-fledged field variable, has introduces radical
changes in the paradigm of discrete dislocation dynamics. After having examined all the changes
necessary, this thesis has concluded with a D3P study of the attenuation of the dynamic yield point,
as a show-case of the capabilities of the new method, proving that the attenuation is in fact caused by
a destructive interference of the elastic fields of dislocations generated at the shock front.
￿.￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿
This thesis introduces Dynamic Discrete Dislocation Plasticity (D3P). D3P arises as an elastodynamic
extension of the two-dimensional Discrete Dislocation Plasticity (DDP), aimed at the simulation of
dislocation activity and plasticity in shock loaded materials. As was shown in chapter 4, traditional
discrete dislocation simulation methods such as DDP are fundamentally incapable of properly sim-
ulating plasticity under strain rates in excess of around 105 - 106s-1, because they are quasi-static.
Under the quasi-static approximation, these methods assume that the elastic fields of dislocations can
be approximated by their static counterparts. This entails that at any given instant in time, the fields of
each dislocation being simulated exist everywhere in the sample. However, when these methods are
employed for the simulation of shock loading, they violate of causality: the fields of the dislocations
precede the shock front itself. The only solution to this problem is to extend the formalism of discrete
dislocation dynamics to include the elastodynamic fields of the dislocations themselves.
For the planar case, this is done by introducing the elastodynamic solution of the injection (creation)
and subsequent non-uniform motion of a straight edge dislocation. The non-uniformly moving dis-
location was studied by Markenscoff and Clifton [Markenscoff and Clifton, 1981] and Brock [Brock,
1982], whereas the injection of a quiescent dislocation has been described for the first time in chapter
5. This chapter combines both solutions to reach the desired closed-form solution for the injected
non-uniform edge dislocation. The resulting elastodynamic fields have several features that set them
apart from their static counterparts, which have been described in chapter 6.
Fundamentally, the introduction of time as a field variable makes all elastic perturbations travel at
the two finite speeds of sound. Thus, the elastodynamic field of a dislocation that was injected at a
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given instant in time and point in space will not necessarily influence the rest of the system; rather, its
magnitude and extent will be determined by the ability of its field to propagate and reach each point
in the system. Thus, causality is recovered. Furthermore, the non-uniform motion is reflected through
the past history of the dislocation. In a manner akin to the Doppler effect of acoustic waves, the core
of a moving dislocation can be regarded as a source of elastodynamic radiation. As in the Doppler
effect, the faster the dislocation moves with respect to the speeds of sound, the more its fields contract
ahead of the dislocation’s core. As shown, this can result in fields that are of an entirely different
qualitative nature with respect to their static counterparts. At high enough speeds (usually, above
⇡ 0.7Mt), the elastic fields of dislocations are severely contracted in the direction of motion, and as
has been analytically proven in chapter 6, above the Rayleigh wave speed (0.874Mt–0.955Mt) the fields
reverse their sign ahead of the dislocation line. Furthermore, at high speeds their magnitude varies
greatly from their quasi-static counterparts. These dynamic effects on the fields of dislocations are best
appreciated by studying the uniformly moving dislocation; when a non-uniform motion is considered,
they are still present, but they vary as the elastodynamic perturbations are radiated outwards from
the core. This results in non-smooth fields.
The availability of dynamic fields of dislocations allows for an entirely new perspective in disloca-
tion dynamics. Hitherto, dislocation interactions had been based on the static fields of dislocations,
whereby the only factor to estimate interactions between different dislocations and between disloca-
tions and the medium was the relative positions of the dislocations themselves; once the positions were
established, the form of the fields was fixed, and the interactions were instantaneous. The dynamic
fields of dislocations are strongly dependent on the past motion of the dislocation, and interactions
are no longer instantaneous but based on a retardation principle. This affects interactions between
dislocations in two different ways:
(i) A dislocation will interact with another dislocation only if the fields of the latter have reached its
position.
(ii) If dislocations do interact, the nature of that interaction depends on where the dislocations have
been, and how they got there.
For instance, if a dislocation is injected ahead of a dislocation already in the system, both of which
are moving in the same slip system with speeds close to the transverse speed of sound, it is likely
that the force exerted by the new dislocation on the old one will be much stronger than if they were
quasi-static. Furthermore, the interaction between two dislocations is not symmetrical any longer. In
quasi-static approaches, the Peach–Koehler force between any two given dislocations depends solely
on the inverse of the distance between the two, so both dislocations experience forces of the same
magnitude as a result of their mutual interaction. In D3P, the stress fields are not only dependent
on distance, but also on the kinematic history of each dislocation; hence, a dislocation will influence
another one differently from the way the old dislocation influences the new one. These dynamic effects
become particularly relevant if a significant fraction of the dislocations in a given system are expected
to move at speeds that are a significant fraction of the transverse speed of sound. As shown, the
relaxation effects of dislocations in those cases can be dramatically reinforced.
Thus, the introduction of the dynamic fields of dislocations dramatically alters the paradigm of dis-
crete dislocation plasticity, to the point that D3P, its dynamic extension, can, in a way, be considered an
entirely new method. Indeed, not only the interactions between dislocations change, but the method-
ological rules employed in DDP become invalid in many cases. Chapter 7 was devoted to the main
methodological aspects of D3P. Special attention has been given to the form of the mobility laws of
dislocations and to the mechanisms of dislocation generation.
Mobility laws describe the way dislocations move under the application of stress external to them-
selves. Thus, they are fundamentally linked to the atomistic processes involved in the motion of
dislocations. Unfortunately, dislocation motion is an exceedingly complicated physical process, which
results in mobility laws that, beyond restrictive regimes of motion, tend to be highly speculative in
nature. This is particularly true for dislocations moving at speeds close to the speed of sound. Con-
ventional knowledge holds that dislocations tend to experience an inertia-like effect as they increase
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their speed because their own elastic energy tends to increase with the speed. To wit, in order to
accelerate a dislocation to sequentially higher speeds, an increasingly large external force is required.
This has been likened to the ‘relativistic’ effects experienced by moving electric charges. In this work,
several attempts to define the effective mass of dislocations have been discussed. The main conclusion
from this is that the inertial effects are such that, in general, the acceleration time is dislocations re-
mains exceedingly short (of the order of a few picoseconds at most). This seems to justify the use of
phenomenological mobility laws.
Concerning dislocation generation, DDP traditionally considered Frank–Read sources as the sole
source of dislocations. In D3P, and under shock loading, the possibility of active Frank–Read sources
still existing can be questioned, despite there being some MD simulations that report their presence.
If considered to be present a deeper study of both their strength and their activation times is required.
Here, the effect of the strain rate on the source strength has been studied, and the activation time in a
dynamic, high stress situation explored. The main conclusion drawn in this respect is that activation
times tend to be of at least of the order of a few tens of picoseconds. This time is rather short compared
to the quasi-static activation times employed in DDP; however, it is comparable, if not larger than the
rise time of shock fronts at very high strain rates (above ⇡ 108- 109s-1). This entails that, even if they
are present, Frank–Read sources may not be a viable generation mechanism for the expected densities
of dislocations at high strain rates. As an alternative mechanism, homogeneous nucleation has been
proposed. The main characteristics of homogeneous nucleation as defined for D3P are its large source
strength (⇡ 1/4⇡µ), and short activation time (of the order of a few atomic vibrations).
In summary, this thesis offers a broad perspective of what the elastodynamic expansion of traditional
dislocation dynamics entails. The resulting methodology, D3P, was originally aimed at simulating
plastic relaxation processes under high strain rates arising from shock loading. Using D3P it is indeed
possible to study the effects of dislocations on shock fronts. The introduction of the elastodynamic
fields of dislocations reveals dynamic effects that only D3P can study.
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D3P was motivated by the study of plastic relaxation under shock loading, as an alternative to both
the thermodynamic-based hydrodynamic theory discussed in chapter 2, and the constitutive modelling
techniques based on the plastic wave theory discussed in chapter 3. In chapter 8, a study of the general
features of a shock loading simulation with D3P was outlined. Aside from the resulting dislocation
microstructures, the chapter proves that D3P is in fact a useful tool for the study of plastic relaxation
phenomena at shock fronts. This is so because, when studying the decay of the dynamic yield point,
D3P has been able to offer both quantitative agreement with experiment, and satisfactorily explain
the phenomenon for the first time. D3P has shown that the attenuation of the dynamic yield point is
a destructive interference phenomenon, where the wave-like elastodynamc fields of the dislocations
generated at the front are aligned in such a way that they relax the front; and that this phenomenon is
enhanced by the dynamic features of the dislocations at the front.
At the strain rates simulated, homogeneous nucleation was the primary mechanism for the genera-
tion of dislocations. This was because the traditional Frank–Read source mechanism was proven too
slow with respect to the rise time of the shock front. Albeit out of the scope of D3P, one can venture
that at low enough strain rates (around 106s-1), the activation time of Frank–Read sources will be
such that, excluding other viable generation mechanisms such as heterogeneous nucleation, Frank–
Read sources will regain their relevance as the primary sources of dislocations. Further parametric
studies have highlighted the relative importance of other physical variables such as the homogeneous
nucleation barrier and the mobility of dislocations. It has been concluded that it is not so much the
form of the mobility law as the terminal speed it allows dislocations to reach that matters; and that the
magnitude of the shock load relative to the homogeneous nucleation determines the degree of plastic
relaxation at the shock front.
The method is not without limitations however. Fundamentally, D3P is a planar method. This means
that it neglects all physical phenomena that might be mediated by screw dislocations, including cross-
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slip, forest hardening, etc. When these phenomena are not very important, as can be for the onset of
plastic flow, planar methods can offer valuable insights. In the case of high strain rate shock loading
it is probably true that cross-slip will be too slow, and that the loading is applied in such a way that
the problem is in almost perfect plane strain. This is expected to be particularly true at the shock front
itself, where the timescales of any plastic relaxation have to be shorter than the rise time of the front
itself. However, as shock front advances and the splitting into an elastic precursor and a plastic wave
front progresses, the reasons to substantiate such claim diminish: the rise time of plastic front will be
increasingly longer, giving more time for dislocation activity (and other plastic relaxation processes)
to develop. One would expect that screw components will begin to play a significant role in the plastic
front, and that the shocked state itself will see significant screw activity, as it is otherwise testified by
the formation under those circumstances of Kuhlman–Wilsdorf cell patterning, which is characteristic
of stage II plasticity. The motion of screw dislocations itself is usually more difficult, particularly
for BCC materials where their cores are non-planar [Vitek, 1992]. Hence, the main justification for
employing D3P seems to be that the phenomena and time scales under consideration are too short
for screw activity to dominate plastic processes—dislocations will move in easy glide and under plane
strain [Argon, 2008].
Like DDP, D3P could be extended to account for some of those effects with a 2.5D formulation
(vid.[Benzerga, 2009; Benzerga et al., 2004; Gomez-García, Devincre, and Kubin, 2006]). A 2.5D for-
mulation is an extension of the planar DDP formulation where out-of-plane effects such as cross-slip,
junction formation, etc are accounted for in what amounts to an additional set of constitutive relations.
By analogy with DDP, D3P could be extended to account for such effects. In fact, multiplications via
cross-slip have long been considered a viable generation mechanism, particularly for strain rates be-
low 107s-1 [Bringa et al., 2005; Gilman, 1969; Wang, Beyerlein, and LeSar, 2007b]. However, in the case
of D3P one must always wonder whether the relevant time scales associated with such phenomena
make the effort worthwhile. A hybrid approach, where the initial generation is simulated employing
D3P, followed by a slower-paced 2.5D-DDP simulation that inherits those very structures, could be
undertaken instead. This would facilitate the study of post-shocked structures, for instance, whereby
an initial, non-equilibrated, D3P-obtained shocked structure, is then relaxed in a 2.5D-DDP approach,
allowing for cross-slip multiplication and associated effects.
The obvious solution to these problems would be to extend D3P to a fully three dimensional for-
mulation. Although this is mere speculation, a fully dynamic three dimensional formulation would
probably involve expressing the fields of dislocations (or, else, the energy and the Peach–Koehler
forces [Cai and Bulatov, 2004]) in terms of Green function convolution integrals (vid.[Lazar, 2011]).
Past history effects would still be accounted for, but judging by the additional complexity and added
computational cost of D3P compared to DDP, the 3D elastodynamic treatment would be ‘sufficiently
complex that applying it within three-dimensional simulations seems unlikely’ [LeSar, 2014], particularly if
one considers the added computational cost and inherently complexity involved when stepping up
from quasi-static planar methods such as DDP to quasi-static 3D-DDD methods (cf.[Kubin, 2013]).
D3P has many other limitations. The most evident is its computational cost. It is a common ar-
gument for planar methods such as DDP to counter its disadvantages by pointing it offers valuable
physical insights at a significantly lower computational cost than comparable three dimensional dislo-
cation dynamics simulations (vid.[Davoudi, Nicola, and Vlassak, 2014]). Albeit the computational cost
of D3P is still lower than that of a comparable 3D simulation, the latter’s is still exceedingly large, and
full-fledged parallelisation schemes have been employed to make the cost of the simulations presented
in chapter 8 reasonable. Still, the use of D3P despite its greater computational cost can be justified
because it alone offers a complete treatment of the elastodynamic fields of dislocations, which as was
proven in chapter 4 is necessary for the study of plasticity under shock compression.
Furthermore, D3P relies on constitutive rules that are often highly speculative. Mobility laws are
a paradigmatic case. The behaviour of dislocations at high speeds is largely a matter of ongoing
research. There seems to be a broad agreement that dislocation motion is highly dissipative, and that
the dislocation’s speed should saturate as it approaches the transverse speed of sound ct. Whether or
not dislocations can overcome the speed of sound is a contentious topic, and it has not been examined
in this work, where subsonic motion alone has been allowed. In chapter 7, the dislocation’s inertia,
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i.e., the self-energy penalty associated with accelerating a dislocation moving close to ct, was deemed
largely irrelevant because the acceleration times involved were short even with respect to the rise time
of the shock front. However, it is the dislocation’s inertia that seems the main cause of the saturation
of the mobility law; by neglecting it one has to introduce instead some form of saturation coefficient
which, albeit perhaps as accurate in describing the motion as the inertia itself, only serves to dodge
the question, that the specific details of this saturation are largely unknown.
In chapter 8 it was noticed that the specific form of the mobility law seems largely irrelevant com-
pared to the terminal speed dislocations are allowed to reach. This might be the case. However, the
terminal speed of dislocations is not as clear a subject as it would seem. As suggested by the likes of Es-
helby [Eshelby, 1949b], Weertman [Weertman, 1961], Hirth and Lothe [Hirth and Lothe, 1982], Schiøtz
et al. [Schiøtz, Jacobsen, and Nielsen, 1995] and even the analytical proof offered in chapter 6, at the
Rayleigh wave speed the core of the dislocations may become unstable, and lead to dissociation or
kinematic generation, as described in chapter 4. In that event, there is the question of whether the MD
simulations most of the mobility laws employed here rely on are indeed accurate. Moreover, due to
the importance that the terminal speed of dislocations were seen to have in chapter 8, the acceleration
of dislocations beyond the transverse sound barrier becomes a worthy topic of further research.
Any other constitutive rule in D3P which depends on these mobility laws becomes speculative by
extension. The main example is the activation time of Frank–Read sources, which in chapter 7 was
obtained as a force balance that explicitly included the dissipation terms stemming from the mobility
law. The main conclusion derived in that chapter was that Frank–Read sources were, irrespective of
the specific mobility law chosen, too slow with respect to the rise time of the shock front to be a viable
dislocation generation mechanism. This remained true even when a linear viscous drag force was
employed, which arguably predicts dislocation speeds much larger than those conventionally thought
possible. Hence, Frank–Read source activity would seem negligible, at least at (109s-1 and above).
However, if D3P is to be used in regimes where the predicted activation times is not so negligible,
then an accurate measure of the activation time may be required, in which case the approximations
incurred upon in this thesis might not be adequate.
The high speeds that dislocations are expected to reach are also associated with effects that D3P
does not account for. Primarily, if as discussed in chapter 7, the motion of dislocations is a dissi-
pative process, the energy devoted to its motion must be dissipated by the crystalline lattice in the
form of heat. Thermoelastic effects in the motion have always been regarded as a likely contribu-
tion to the saturation of the speed of dislocations [Eshelby, 1949a; Lothe, 1962; Nabarro, 1967; Zener,
1940]; concrete estimations made by De Hosson, Roos, and Meselaar, 2001 and Meyers, 1994 suggest
that the temperature rise associated with fast moving dislocations could be exceedingly large, of the
order of 500-1000K. This is significant enough to produce local changes in the value of the elastic con-
stants, leading to a local ‘softening’ of the material that could be related to adiabatic shear banding
(vid.[Armstrong and Elban, 1989]). Needless to say, the current formulation of D3P does not account
for thermoelastic effects; besides, localised variations of the elastic constants would break the require-
ment that the medium is homogeneous. However, this does not affect the insights D3P reveals about
the attenuation of the dynamic yield point (vid. chapter 8), because there is no time at the shock front
for any significant heating to take place; the heating will be localised behind the shock front, in the
region where dislocations slow down to less than 100m/s.
It is also worth exploring what D3P conveys about the shocked state. In D3P, plasticity arises from
dislocation activity, which relaxes the medium from a purely elastic state. Equally, the shocked state,
which was described in chapter 2, can be imagined to be achieved by relaxing the material from a
hyper-elastic state of the same compression down to the actual shocked state. Hence, D3P is effectively
arguing that the plastic relaxation, understood as the difference in pressure between this hyper-elastic
state and the shocked state, can be explained solely as a result of dislocation activity. This seems to be
far fetched. In reality, one would expect the shocked state to be the product of both lattice relaxation
(i.e., non-elastic lattice compressions) and the activity of defects (for instance, dislocations and twins).
D3P simulates plasticity in a homogeneous, isotropic medium; lattice relaxation can only be accounted
for by making the medium inhomogeneous. This entails elastic constants that vary with the applied
load. Under these conditions, dislocation theory (and most modern solid mechanics) breaks down
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and, by extension, D3P. As is the case with the thermoelastic effects discussed above, this limits the
accuracy of D3P to the early stages of the plastic relaxation at the shock front, where most deviations
from the perfect hyper-elastic state can be ascribed to dislocation activity alone.
￿.￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿
The study of the attenuation of the dynamic yield stress presented in chapter 8 seems particularly well-
suited to the capabilities of D3P. This is because, as was discussed in chapter 2, the shock compression
experiments in which it is observed are strictly uniaxial, pure plane strain situations; because the
dynamic yield point marks the onset of plastic deformation, where one would expect most dislocations
involved to be in easy glide; because the process marks the end of the elastic behaviour; because
therefore, the time scales involved are appropriate. However, for the same reasons, any D3P results
involving the shocked state itself, as well the plastic front, must be regarded with caution.
Otherwise, D3P is of application in any plane strain situation where the representative time scale
of the physical processes that are mediated by dislocations are of the same order as those imposed
by the transverse speed of sound. This obviously includes the attenuation of the dynamic yield stress
and many plastic phenomena occurring at shock fronts, which could be explored in future work to
account for effects that have not been included in this thesis. This could include the study of size
effects, which has proven to be a fruitful venue of research in DDP; polycrystalline effects, which D3P
could simulate in a manner akin to DDP’s; the simulation of shock-reshock experiments, where a
shock wave is followed by a higher intensity shock wave; the effect of anisotropy, which in the planar
case can be expressed as a planar transformation of the fields (vid.[Frank and Steeds, 1975]); adiabatic
shear banding and kinematic generation, which could be simulated employing constitutive rules.
Moreover, D3P also applies to phenomena outside shock loading, but still inherently quick situations
such as twinning and martensitic transformations, which could be studied by simulating the phase
changes and the twin boundaries with evolving arrays of dislocations; dynamic fracture, particularly
under spallation conditions or other high load situations; or low cycle fatigue, where the amplitude
of the cyclic loads can be very large [Avilés, 2005]. The quasi-static counterparts of the latter have
already been explored in DDP with some success, so D3P arises as a worthy candidate for their study.
The coupling between molecular dynamics and dislocation dynamics simulations is another example
where D3P may be needed.
Furthermore, the work leading to D3P has offered results that may be of use in dislocation theory.
For instance, the elastodynamic treatment of the fields of dislocations provided in chapter 5 has been
overlooked by dislocation theory, which still relies on the quasi-static fields of dislocations or, at most,
on the Frank and Eshelby solutions for the uniformly, pre-existing dislocations (vid.chapter 4). The
solutions presented here could offer new and valuable insights in this field, were they to be used in
the study of fast phenomena.
In conclusion, this thesis has analysed the main characteristics of plasticity under shock loading,
examining both the hydrodynamic theory and constitutive modelling as ways to model the observed
empirical behaviours of materials subjected to shock compression. D3P has been formulated as a
mesoscale simulation technique overcoming the main flaws of previous attempts at applying disloca-
tion dynamics to shock loading. With it, the attenuation of the dynamic yield point has been explained,
thus showing its potential to study plastic processes under shock compression.
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