The perceptron algorithm, introduced in the late fifties in the machine learning community, is a simple greedy algorithm for finding a solution to a finite set of linear inequalities. The algorithm's main advantages are its simplicity and noise tolerance. The algorithm's main disadvantage is its slow convergence rate. We propose a modified version of the perceptron algorithm that retains the algorithm's original simplicity but has a substantially improved convergence rate.
Introduction
The perceptron algorithm was introduced by Rosenblatt [18] in 1958 for solving classification problems in machine learning. This algorithm solves the polyhedral feasibility problem
via a sequence of simple greedy updates. The main advantages of the perceptron algorithm are its simplicity and robustness to noise. Its main limitation is its slow rate of convergence. Block [2] and Novikoff [13] showed that the perceptron algorithm finds a solution to (1) after at most {r : B(z, r) ⊆ {y | A T y ≥ 0}}.
In (2) and throughout the paper · denotes the Euclidean norm in R m and B(z, r) denotes the Euclidean ball of radius r centered at z. The main contribution of this paper is a modified version of the perceptron algorithm that retains its original simplicity but terminates in O √ log(n) ρ(A)
iterations,
where n is the dimension of the column space of A (see Theorem 1) . The perceptron algorithm has been the subject of recent renewed interest in the machine learning, computer science, and optimization communities. In particular, Dunagan and Vempala [5] proposed a randomized rescaled version of the perceptron algorithm that terminates in O n log
iterations with high probability. Belloni, Freund and Vempala [1] extended Dunagan and Vempala's approach to more general conic feasibility problems. Furthermore, the measure of thickness ρ(A) defined in (2) is related to a certain condition number of the matrix A used by Goffin [9] , and further studied and extended by Cheung et al. [3, 4] . Related condition and geometric measures have also been used for the analysis of algorithms for more general feasibility problems in a line of work introduced by Renegar [15] [16] [17] , and further investigated by a number of researchers [6-8, 14, 20] .
A key insight for our work is the observation that the perceptron algorithm can be seen as a first-order algorithm for a certain canonical optimization problem associated to the feasibility problem (1) . This observation leads to a modified version of the perceptron algorithm with the aforementioned properties. In contrast to Dunagan and Vempala's, our algorithm is deterministic. Our approach is based on an interpretation of the perceptron algorithm as a subgradient method, and a subsequent refinement via a smoothing technique proposed by Nesterov [12] . We note that similar improvements on convergence rate could be achieved via other accelerated first-order techniques such as the mirror-prox method of Nemirovski [11] or other accelerated first-order methods for saddle-point problems such as those described in [10, 19] . The approach that we have followed enables us to achieve the improvement on convergence rate with only fairly minor modifications on the original algorithm. In particular, our modified algorithm retains most of the perceptron's original simplicity. In addition, although our approach is based on Nesterov's smoothing technique [12] , we provide a succinct and self-contained proof of the algorithm's convergence rate.
The paper is organized as follows. In Section 2 we recall the perceptron algorithm and present our proposed modification, namely a smooth perceptron algorithm. In Section 3 we discuss the key observation that the perceptron algorithm can be seen as a first-order algorithm for a canonical non-smooth concave optimization problem associated to (1) . In Section 4 we prove our main theorem, namely the improved rate of convergence of the smooth perceptron algorithm. Finally, in Section 5 we report some numerical experiments that illustrate the behavior of the classical and the smooth perceptron algorithms. The experiments demonstrate that both the number of iterations and total CPU time required by the smooth perceptron algorithm are indeed lower than those required by the classical perceptron algorithm in a way that is commensurate with our main theoretical result.
Smooth perceptron algorithm
We next describe our modification of the perceptron algorithm. To that end, we first recall the perceptron algorithm in its classical version and in an equivalent normalized version. We subsequently tweak the steps in the main loop of the normalized version to obtain a new smooth version of the perceptron algorithm. The smooth version has the improved convergence rate stated in Theorem 1 below.
To solve problem (1), the perceptron algorithm starts with a trial solution (usually zero). At each iteration it moves the current trial solution one unit in the direction normal to one of the violated constraints (if any). This procedure is repeated as long as the trial solution is not solution to (1) . For convenience of notation we make the following assumption on the input matrix A.
Assumption 1 A = a 1 · · · a n ∈ R m×n , where a j = 1 for j = 1, . . . , n.
Notice that this assumption can be made without lost of generality since the matrix A can always be pre-processed accordingly.
Classical Perceptron Algorithm begin y 0 := 0;
We next introduce some convenient notation. Let ∆ n := {x ≥ 0 : x 1 = 1}, and for y ∈ R m , let x(y) ∈ ∆ n denote an arbitrary point in the set argmin x∈∆n A T y, x . Observe that for a given y ∈ R m , we have a T j y = min i a T i y if and only if a j = Ax(y). It follows that at iteration k the classical perceptron algorithm generates an iterate y k with y k = Ax k for some x k ≥ 0 with x k 1 = k. This observation leads to the following normalized version of the perceptron algorithm.
Normalized Perceptron Algorithm begin y 0 := 0; for k = 0, 1, 2, . . .
It is easy to see that the k-th iterate generated by the normalized perceptron algorithm is exactly the same as the k-th iterate generated by the classical perceptron algorithm divided by k. In particular, the k-th iterate y k generated by the normalized perceptron algorithm satisfies y k = Ax k for some x k ∈ ∆ n . Indeed, the main loop in the normalized perceptron algorithm can also be written in the following fashion to maintain both y k and x k :
Now define the following smooth version of the map y → x(y). Given µ > 0 let x µ : R m → ∆ n be defined as
In this expression we are using vectorized notation. In other words, e
We will write 1 to denote the n-dimensional vector of all ones. We are now ready to present our smooth perceptron algorithm.
Smooth Perceptron Algorithm begin y 0 := A1 n ; µ 0 := 1;
We can now formally state our main theorem.
Theorem 1 Assume A ∈ R m×n satisfies Assumption 1 and problem (1) is feasible. Then the smooth perceptron algorithm terminates in at most
iterations.
We present the proof of Theorem 1 in Section 4 below.
Perceptron algorithm as a first-order algorithm
We next show that the normalized perceptron algorithm can be seen as firstorder algorithm for the canonical maximization problem (5) below associated to (1) . The smooth perceptron algorithm in turn is a smooth first-order algorithm for (5). For ease of exposition, we make the following assumption throughout the rest of the paper.
Under Assumption 2 the thickness parameter defined in (2) satisfies
where ψ(y) := min
Observe that a point y ∈ R m with y ≤ 1 is a solution to (1) 
Consider now the function ϕ : R m → R defined as
It readily follows that 1 2
Furthermore, a point y ∈ R m solves (1) if ϕ(y) > 0, that is, if ϕ(y) is within 1 2 ρ(A) 2 of its maximum.
Recall the main step in the normalized perceptron algorithm:
Observe that −y + Ax(y) ∈ ∂ϕ(y). Hence the normalized perceptron can be seen as a subgradient algorithm applied to the maximization problem (5).
Proof of the main theorem
The specific steps in the smooth perceptron algorithm as well as the proof of Theorem 1 are based on applying Nesterov's excessive gap technique [12] to (5) . For µ > 0 define the smooth approximation ϕ µ of ϕ as:
where d(x) is the entropy prox-function on ∆ n , that is,
x j log(x j ) + log(n).
It is easy to see that the minimizer in (6) is precisely the point x µ (y) defined in (3). Hence
Theorem 1 is a consequence of the following two lemmas.
Lemma 1 For any given x ∈ ∆ n and y ∈ R m , we have
and ϕ µ (y) ≤ ϕ(y) + µ log(n).
Proof: From (4) we get ρ(A) ≤ max y =1
A T y, x = Ax so (7) follows.
Inequality (8) follows from the construction of ϕ µ and max x∈∆n d(x) = log(n).
Lemma 2
The iterates x k ∈ ∆ n , y k ∈ R m , k = 0, 1, . . . generated by the smooth perceptron algorithm satisfy the following excessive gap condition
Proof of Theorem 1: Putting Lemma 1 and Lemma 2 together, we get
and consequently
Before we prove Lemma 2, recall that for z, x ∈ ∆ n the Bregman distance
Observe also that by Assumption 1 we have A 1,2 = max{ Ax 2 : x 1 = 1} = max{ a 1 2 , . . . , a n 2 } = 1.
Proof of Lemma 2:
We proceed by induction. For k = 0 we have:
The first inequality above follows from A 2,1 = 1. The second inequality follows from (10) and d( 1 n ) = 0. Now we will show that if (9) holds for k then it also holds for k + 1. To ease notation, drop the index k and write y + , x + , µ + for y k+1 , x k+1 , µ k+1 respectively. Also, letx = (1 − θ)x + θx µ (y) so that y + = (1 − θ)y + θAx. We have
(11) The last inequality follows from the concavity of the function y → − y 2
.
We can now estimate the expression in the first bracket in (11) as follows:
(12) The second step above follows from the optimality conditions for (6) . The third step follows from the definition of Bregman distance h. The fourth step follows from the induction hypothesis (9) .
The expression in the second bracket in (11) can be written as
Observe also that
Plugging (12) and (13) into (11), we finish the proof as follows:
The second step above follows becausex = (1 − θ)x + θx µ (y). The third step follows from (10) and the fact that at iteration k we have
The fourth step follows from (14) . The fifth step follows from A 1,2 = 1.
Numerical experiments
We next report results of some numerical experiments comparing the performance of the smooth perceptron algorithm and the classical perceptron algorithm. The theoretical convergence rates of the smooth and the classical perceptron algorithms suggest the relationship Y = 2 log(n)X 1 2 between the number of iterations Y taken by the smooth perceptron algorithm, and the number of iterations X taken by the classical perceptron algorithm to find a feasible solution to (1) . We test this relationship by estimating the parameter β in the model Y = cX β for a collection of empirically generated values of the pair (X, Y ). To estimate the exponent β via linear regression, we apply a logarithmic transformation and estimate the slope β in the linearized model log(Y ) = log(c) + β log(X).
We implemented the classical and the smooth perceptron algorithms in MATLAB and ran them in collections of randomly generated matrices of sizes 10 × 50, 10 × 500, and 200 × 1000 with a wide spectrum of thickness parameter ρ(A). We recorded the number of iterations and CPU time required by each of these algorithms to find a solution to (1) . Figure 1 displays loglog scatter plots of the number of iterations taken by the smooth perceptron algorithm versus those taken by the classical perceptron algorithm. Each plot also shows the fitted regression line in red. In addition, we plot the theoretical linear relationship log(Y ) = log(2 log(n)) + 1 2 log(X) in green. Table 1 shows, the slope of the regression line is close to 0.5 in all cases. This is also verified by Figure 1 , where the green and red lines are approximately parallel in all cases.
The experimental results confirm that the number of iterations required by the smooth perceptron algorithm is indeed lower than those required by the classical perceptron algorithm. However, each iteration of the smooth perceptron algorithm involves more computational work. It is then natural to explore what type of relationship exists between the computational times taken by the two algorithms. Figure 2 and Table 2 respectively display log-log scattered plots with regression lines and summaries of the regression estimates for the CPU times taken by the smooth perceptron algorithm and by the classical perceptron algorithm. The scatter plots show that the total CPU time taken by the smooth perceptron algorithm is also substantially lower than that taken by the classical perceptron algorithm. Furthermore, Table 2 shows that the slopes of the regression lines in these figures are also close to 0.5. 
