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Abstract
Many future space missions will involve fleets with a large number of satellites flying
in formation. Indeed, such fleets provably offer more reliability, redundancy, scalabil-
ity and repeatability. However, large fleets also represent a challenge, especially for
the navigation algorithms, which must provide an accurate estimate of the state of
the fleet, with minimum requirements. Furthermore, as the number of satellites in
the fleet increases, the computations to be performed increase dramatically, as well as
the synchronization and communication requirements, making the design of efficient
algorithms a difficult challenge. Based on previous studies, Decentralized Algorithms
were designed to spread the computational task. Hierarchic Algorithms were also
studied in order to reduce the synchronization requirements. This thesis presents
both analytical and numerical comparisons of these algorithms in terms of accuracy,
computational complexity, synchronization, and communication. The Decentralized
and Hierarchic Algorithms were shown to have good performance in terms of accu-
racy, while involving far fewer computations than the Centralized Algorithm. As a
result, they can be used as scalable algorithms for large formation flying fleets. The
thesis investigated two additional problems often associated with navigation filters.
The first study considers the problem of processing delayed measurements. Three
strategies are analyzed, and compared in terms of the accuracy of the estimate they
perform, and the memory and computations they require. One of these approach
is shown to be efficient, being accurate without requiring heavy computations nor
memory. The second study analyzes a particular instability of the Extended Kalman
Filter, encountered when two sensors have very different accuracies. The instability
is explained and a method to fix it is proposed. In the example analyzed the method
proves to be efficient in addressing the instability.
Thesis Supervisor: Jonathan P. How
Title: Associate Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
A key feature of space missions is scalability, as well as reconfigurability and ro-
bustness to failures. For this reason, a general trend of space missions is to rely
on a constellation of small satellites rather than one unique monolithic spacecraft,
whose failure may have catastrophical consequences [1, 2, 3]. This change does not
come without challenges, especially in the area of navigation algorithms. Indeed,
estimating the relative and/or absolute state of satellites in a large fleet requires an
increasing amount of computation, communication and synchronization to maintain
the performance (accuracy) as the number of satellites increases.
In this context, various algorithms have been proposed and studied [4, 5, 6, 7, 8].
However, it was often found that improving an algorithm with respect to one of these
criteria would typically decrease its performances in another area, so that the various
algorithms are all Pareto-optimal solutions. Designing algorithms better than the
existing ones with respect to all criteria is still a challenge.
1.1 Research Objectives
The main goal of this research was to assess the comparative qualities of various
algorithms, Centralized, Decentralized and Hierarchic, in terms of their accuracy,
17
computational complexity, synchronization requirements, and communication load.
This comparison was performed first through analytical studies. Then, the algorithms
were implemented, and numerical comparisons were held. Former studies [4, 5) had
already assessed some of the Decentralized Algorithms, and proposed the Hierarchic
Scheme to further improve the scalability of the estimate. The research presented here
follows these studies in that it compares these algorithms, included the Hierarchic
Algorithms, both analytically and numerically.
Beyond this main topic, two particular problems encountered in navigation al-
gorithms for formation flying satellites were also investigated. First, the problem of
integrating delayed measurements in an estimation algorithm was addressed, in the
context of the Magnetospheric Multiscale Mission [6, 9]. Three strategies to use these
delayed measurements were considered and evaluated.
Second, a particular instability of the Extended Kalman Filter, raised when two
sensors have very different accuracies, was studied. The reason for this instability
was described, intuitively, by walking through a simple example, and with analytical
tools. A solution to improve the stability of the Extended Kalman Filter in this
context was proposed and evaluated.
1.2 Thesis Outline
In Chapter 2, observability studies are performed for various measurements, frames
and states scenarios. One observable set-up is chosen for the subsequent studies.
Chapter 3 presents the Centralized Algorithm to solve the estimation issue. It
emphasizes the limitations of this algorithm, and introduces the Decentralized Scheme
to address these issues. The Centralized Algorithm is qualitatively compared with
various Decentralized Algorithms.
Chapter 4 presents Hierarchic Architectures as a way to further improve the esti-
mation task. Various algorithms-Centralized, Decentralized and Hierarchic-are com-
18
pared, both analytically by use of simplified models, and numerically.
In Chapter 5, a particular issue raised in the Magnetospheric Multiscale Mission
is studied. Three approaches to integrate delayed measurements in the estimation
process are investigated and compared.
Chapter 6 analyzes another particular issue. When two sensors of very different
accuracies are used, the Extended Kalman Filter shows great instability. An expla-
nation for this instability is provide, and a method to fix it is proposed.
19
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Chapter 2
Preliminary Studies for
Measurement Infrastructure
Determination
2.1 Goal and Challenges
A key component of a navigation architecture is the sensor infrastructure used to pro-
vide measurements on the fleet state. When designing efficient navigation algorithms,
one wishes to use as accurate and thorough measurements as possible, in order to im-
prove the estimation accuracy. However, because of cost concerns, it is also desirable
to use a simple infrastructure. Moreover, depending on the dynamic model used to
describe the motions of the satellites, different measurements are needed to perform
the estimation. The goal of this chapter is to study various measurement infrastruc-
tures and to assess the possibility for an algorithm to estimate the state of the fleet
based on these measurements (observability). This study will be performed for various
dynamic models. The goal of this chapter is to design one measurement architecture,
simple enough and still sufficient to make the state of the fleet observable.
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2.2 Frames, States, and Measurements
Different dynamic models and measurement infrastructures are analyzed throughout
this chapter. For each of these scenarios, an appropriate frame is chosen. In this
frame, the state of the fleet (satellites positions, velocities) is also defined. This section
presents all the frames, states and measurement infrastructures used throughout this
chapter.
2.2.1 Frames
Three frames are considered. Frame A is the absolute frame defined with origin at
the Earth center, and axes pointing at stars. This frame is depicted on Fig. 2-1.
Two types of relative frames are considered. Frame R3 is the relative frame defined
by Satellites 1, 2 and 3, as depicted on Fig. 2-2. The origin is defined as being Satellite
l's mass center. The x-axis is defined as passing through Satellite 2, with positive x-
coordinate. The y-axis is such that the (x, y) plane contains Satellite 3, with positive
y-coordinate. Finally, the z-axis is chosen so as to complete a right-hand frame.
As will be seen later, in this frame, the orientations of the spacecraft cannot
be estimated. Thus, a second type of relative frame, Frame R1, is defined. It is
represented on Fig. 2-3. This frame is defined by one spacecraft only. The origin is
this satellite's mass center. The three axes are defined by the spacecraft's orientation:
three orientations chosen on the satellite's body define the frame's axes. Fig. 2-4 also
represents Frame R1, but zoomed in.
2.2.2 States
Ideally, the goal of the estimation algorithms would be to estimate the "complete"
state of the fleet, consisting of
. Absolute Position of every satellite in the fleet defined in Frame A;
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Figure 2-4: Frame RI Representation, zoomed
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Figure 2-5: Euler Angles Representation: (X, Y, Z) represents Frame A, (x, y, z)
Frame RI based on the considered satellite
9 Absolute Orientation of every satellite in the fleet. The orientation of a space-
craft is defined by the Euler angles V), 0, 4 of this satellite in Frame A, as depicted
on Fig. 2-5.
* Spacecraft Time Offsets. In some scenarios, the satellite clocks are assumed
to be offset with respect to each other. The time offset tj of each satellite is
defined with respect to the Master, Satellite 1. The time offset 6tij between
two satellites is defined by 6t0 = tj - ty. In the scenarios where the time offset
is considered, it is assumed that a synchronization mechanism (e.g. a flash of
light) synchronizes the spacecrafts computations.
The total state vector, based on these elements, is
X = [1 xiy1 zi 01 01 0i ti . .. X. y. Z. @b. 0. On t"
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This state is referred to as State 1. However, in most scenarios, it is not possible
to estimate all these variables. Thus, other states are defined as versions of this
fundamental state.
State 2 is defined as being as state 1, but without considering the time offsets
x = [ 1 y z1 #i 01 #1O ... X y, z o n 0 # '
State 3 is defined by the positions, orientations and time offsets of all satellites in
Frame RI based on Satellite 1. Defining:
21(2)
91l(2)
21(2)
x1 (2) = (2),
01(2)
01(2)
6t 21
where the coordinates zi(i), Qi(), i(i) are given by
#1(i) =P1
Xi
yi
Zi
X1
Y1
Zi
P1 being the rotation matrix describing
simpler, cos is replaced by c and sin by
notation
co 1co 1l
Pi = -c# 1 s 1 + s#$1s61 c4i
s# 1 s@1 + c#$1s01 c4 1
the orientation of satellite 1. To make it
s. For instance cO = cos(6). With this
co1 s@1  -sO 1
c# 1coi + s# 1s01 so 1  s# 1c61  ,
-s# 1 co 1 + c#1 so1 so 1 c# 1c61
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0, 0, < being the Euler angles describing the orientation of Satellite 1 in Frame A.
With these definitions, State 3 is defined by
a (2)
x=
1(n)
State 4 is defined from State 3 by not considering the time offsets. Defining
i1(2)
#1(2)
i(2)
1(2)
01(2)
01(2)
Jt21
State 4 is given by
R' (2)
x=
R' (n)
State 5 is defined as State 4, but without the orientations
-T
x= 1(2) fi1(2) ii1(2) ... zij(n) i1(n i(n)
2.2.3 Measurements
In this chapter, different measurement infrastructures and models are investigated.
Two satellites models are considered: satellites are considered either as point
masses, or the position of the transmitters and receivers onboard the spacecrafts
are considered. When the spacecrafts are considered point masses, two types of
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measurements are investigated: one-way measurements, and two-way measurement.
For a two-ways measurement, a beam is sent by a satellite, reaches another satellite,
and is sent back to the first satellite. With this measurement model, the following
measurement equations hold
" Crosslink Range Measurement: measurement of the distance between two satel-
lites. The crosslink range measurement between Satellite i and Satellite j is
given by
ri( = (xi - xy) 2 + (y, - y3 )2 + (z, - zj) 2 + Vj , Vij, (2.1)
where the coordinates of each satellite Xk, Yk, Zk are given in the considered frame
(this frame depends on the scenario under consideration; see each section). V
is the range measurement noise, a Gaussian white noise of covariance R'.
" Elevation of each satellite as seen from every other: it consists of the angle
corresponding to the altitude of a satellite as seen from another (see Fig. 2-6)
For every pair of satellites i and j, the elevation O (i) of satellite i as seen from
j is given by the following two equations
zy (i)
tan (03 (i))
(z (i))2 + (9j(i)) 2
sin (6j(i)) =j (2.2)
V(zy (i))2 + (95j(i))2 + ('jj(i))2
A measurement noise is added to this measurement 6(i)meas = 6,(i)+vt', where
vij is a Gaussian white noise of covariance Rth. In Equation 2.2, the coordinates
with a tilde (z3 (i), 93 (i), i (i)) are the coordinates of Satellite i in Frame R1
defined by Satellite j's position and orientation. They are computed in a similar
way as for State 4. P is the rotation matrix describing the orientation of
Satellite j1 . Each satellite is also assumed to have an on-board absolute attitude
sensor, like a star tracker, so that it can measure its absolute attitude.
'The effect of this rotation matrix on the observability is studied in Section 2.4
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Figure 2-6: Elevation Measurement. The absolute frame is also represented on this
illustration
e Range to Tracking Station Measurement The range measurement from satellite
i to tracking station j is given by
Pi = V(x, - Xj )2 + (y, _ y)2 + (Z, - Zj )2 + vtrack, 23
Pu - rak (2.3)
where Xj, Y, Z3 are the coordinates of the tracking station (assumed known)
and v jack is the measurement noise, a Gaussian white noise of covariance Rtrack.
Another model considers the position of the transmitters and receivers onboard
the spacecrafts. In order to recover the elevation information, each spacecraft carries
one transmitter and two receivers. In this study, these devices are assumed to have
complete field of view. The receivers are located symmetrically around the (x, y)
plane defined in the relative frame R1. In other words, the receivers have the same
(x, y) coordinates, but opposite z coordinate. Because of these locations, the range
measurements give both a distance information, and an elevation information. The
situation considered in this model is depicted on Fig. 2-7.
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Figure 2-7: Position of the Sensors on the Satellites
The equation corresponding to a two-ways range measurement from the transmit-
ter of Satellite i to the receiver k (k 1, 2) of Satellite j is
r (k) = || (x, + P~irec,i(k)) - (xy + Pj trans,j) || + o4y, k = 1, 2 (2.4)
where x, [ Xt ... X T is the position vector of Satellite 1 in Frame A, P is the
rotation matrix describing Satellite 1's orientation, and Xrec,i(k) is the position vector
of the receiver number k onboard Satellite 1, in the frame RI attached to Satellite 1.
o' is the measurement noise, a Gaussian white noise of covariance R'.
Note that the position of the transmitter/receivers onboard the satellite is not
considered for the range-to-tracking station measurement. Since the satellite is usu-
ally far from the tracking stations, the distance between the sensors and the mass
center is neglected as compared with their distance to the tracking station.
The second model considered for the measurements is the one-way measurement
model. In this model, one spacecraft sends a beam to another spacecraft. Upon
recept, this satellite can compute the distance between the two spacecrafts. However,
in this case, the range measurement is biased by the amount of time offset between
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the two spacecrafts, according to
reyj = (X;- x,) 2 + (yj - y,) 2 + (z3 - z,) 2 + c(tj - ti) =di + c(tj - ti) (2.5)
To summarize, two options are considered with regard to the spacecraft: the
spacecrafts are either considered point masses, or the position of the transmitters and
receivers onboard the spacecrafts are considered. Two types of range measurements
are considered: One-Way and Two-Way range measurements. Finally, three types of
measurements are considered
" range-to-satellite measurement
* elevation measurement
" range-to-tracking station measurement
The following measurements scenarios are used in this chapter:
" The spacecrafts are considered point masses
- The measurements are two-ways
* Scenario 1 The spacecrafts are considered point masses. The mea-
surements are two-ways. Range-to-satellite measurements only are
considered.
* Scenario 2 The spacecrafts are considered point masses. The mea-
surements are two-ways. Range-to-satellite, elevation and absolute
attitude measurements are considered.
* Scenario 3 The spacecrafts are considered point masses. The mea-
surements are two-ways. Range-to-satellite, elevation and range-to-
tracking station measurements are considered.
* Scenario 4 The spacecrafts are considered point masses. The mea-
surements are two-ways. Each satellite has Range-to-satellite and 3
range-to-tracking station measurements.
- The measurements are one-way.
* Scenario 5 The spacecrafts are considered point masses. The measure-
ments are one-way. Range-to-satellite and elevation measurements are
considered.
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o The spacecrafts are not considered point masses. The measurements are two-
ways.
- Scenario 6 The spacecrafts are not considered point masses: the positions
of the transmitters and receivers onboard are considered. The measure-
ments are two-ways. Range-to-satellite measurements only are considered.
- Scenario 7 The spacecrafts are not considered point masses: the positions
of the transmitters and receivers onboard are considered. The measure-
ments are two-ways. Range-to-satellite and one range-to-tracking station
measurements are considered.
- Scenario 8 The spacecrafts are not considered point masses: the positions
of the transmitters and receivers onboard are considered. The measure-
ments are two-ways. Range-to-satellite and three range-to-tracking station
measurements are considered.
2.3 Methods for the Observability Study
This section presents the methods used to assess the observability of the system for
a given scenario (measurement infrastructure, state and frame definition).
2.3.1 "Local" and "Static" Observability: Definitions
When estimating the state of a system based on observations, a natural question
is to know whether these measurements are sufficient to perform this estimation.
This property, known as the "Observability" property, can be determined for a given
system. However, one has first to distinguish several definitions of this property.
A system of state x is considered, evolving in time according to the dynamic
equation
Xk+1 - f(xk) + Wk,
w being the process noise, of covariance Q. Measurements are performed on this
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system, according to equation
Yk= h(xk) + 'uk,
where y is the measurement vector, h the measurement function, and v the measure-
ment noise, of covariance R.
Local Observability
This chapter aims at determining the observability of the state of the fleet in various
scenarios. However, the classical method to assess the observability of a system is a
linear method [10, 11, 12, 13, 14]. It relies on computing the rank of the matrix
[HT AT HT ... (AT)n-HT
when the dynamics and measurements equations are linear
Xk+1 = AXk + Wk,
Yk = HXk + Vk,
In order to use this method in our case, in spite of the nonlinearities in the mea-
surements considered, the measurements will be linearized in the vicinity of various
points of the state space, according to equation
dh
H = dIX"
where xO is a point of the state space. As a result, the observability is determined
locally only, in the neighborhood of these points in the state space. More precisely,
a system is said to be "locally observable" at some point in the state space if, when
the system is known to be in the neighborhood of this point, the state of the system
can be determined without ambiguity. In contrast, the "global observability" refers
to the capability to determine the state of a system without any a priori knowledge.
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The study presented in this chapter only considers local observability. This property
is enough for our purposes, since the initial estimate is close to the actual state of the
system.
Complementary approaches about observability for nonlinear systems can be found
at [15, 16, 17, 15] provides a theoretical analysis of the different definitions of the ob-
servability of a system. [16] investigates the observability of a particular system with
a control-theoretic approach. [17) explores a new technique to determine the observ-
ability of a system, based on the null space of the measurement jacobian matrix.
Static and Dynamic Observability
The static observability of a system is the capability to determine the state of this
system at any given time step, without waiting for the system to evolve in time. If the
sensors are such that altogether they capture the state of all the variables describing
the system, then this system is said to be statically observable. However, in some
cases, the sensors may not be able to capture the state of the system in one single
time step. The evolution of the system in time, as measured by these sensors, may
be necessary to determine its state. In this case, the system is said to be dynamically
observable. Note that if a system is statically observable, it is a fortiori dynamically
observable.
2.3.2 Observability Determination Method
In this subsection, the method used to determine the local static observability of a
system is presented.
Linear Observability Determination Method
For a linear system, the observability is determined by the singularity of the measure-
ment matrix H: the system is (statically) observable if and only if H is full-rank. To
determine the singularity of a matrix, one can use the Singular Value Decomposition
Theorem.
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Singular Value Decomposition (SVD) Theorem
For any m x n real matrix H, there exist matrices U of size m x n and V of size n x n,
such that UTU = VTV - I, and an n x n diagonal matrix D such that [18, 19]
H =UDVT
Moreover, the diagonal elements of D are the singular values of the matrix H. The
number of non-zero singular values gives the rank of the matrix H. These singular
values being by definition the square roots of the eigenvalues of HTH, the following
equations holds
HV = UD
HTU = VD
As a result, the columns of V corresponding to the zero singular values in D are in
the null space of H. These columns will give insights into non-observability for some
systems.
Method used in this study
Based on these methods, the following computations can be performed to determine
the local observability of the systems considered
* Computing the Jacobian H of the (nonlinear) measurement function h at a
given point xO of the state-space (i.e. a given configuration of the fleet).
* Decompose H by use of the Singular Value Decomposition.
* Conclude about the local observability by considering the rank of H.
e The consideration of the null space of H can also provide insight into the lack
of observability.
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2.3.3 Position Dilution Of Precision
The Position Dilution Of Precision (PDOP) [20] is a metric that evaluates the impact
of the fleet geometry on the accuracy of the estimate, for an observable system. For
instance, when two measurements are in directions making a small angle, the accuracy
of the estimate in a direction perpendicular to these directions will be low. This effect
is captured by the PDOP. The PDOP is computed as follows
G= (HTH) 1
PDOP = Vtrace(G), (2.6)
Note that the PDOP is well defined only for observable systems, since H must
be non-singular to invert HTH. The PDOP captures the sensitivity of the different
measurements, and the amount of additional information they give. The lower the
PDOP is, the better the accuracy of the estimate. In the following sections, the
PDOP is computed for observable system, so as to gain insight into the performance
one can expect for such systems.
2.3.4 Simulation Parameters
In the simulations performed to determine the observability of the various cases, two
typical scenarios were considered [6, 21]
* In the first scenario, the satellites are chosen close to the second Lagrangian
point L 2 of the Sun-Earth system.
" In the second scenario, the satellites are in an MMS-like configuration (around
1.2 x 12 Earth radii).
For each simulation (several simulations are performed for each scenario), the po-
sitions of the satellites are chosen randomly in the vicinity of these orbits. The
measurement function Jacobian H is then computed. The SVD is applied to H, and
finally the PDOP is computed.
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In some simulations, the orientation of the satellites was assumed to be known.
In this case, this orientation was determined as follows: in the frame RI defined by
Satellite l's position and orientation, Satellite 2 was rotated by r/2 around x-axis,
and Satellite 3 was rotated by r/2 around y-axis. Section 2.4.4 justifies a posteriori
this choice.
2.4 Rigid Body Model
2.4.1 Introduction
In this section, the rigid body model is analyzed. In this model, the assumption is
made that the fleet does not have any relative motion: the satellites behave as a rigid
body, moving altogether in absolute space. Since the goal of our algorithms is to
estimate the relative state of the fleet only, the absolute motion is not considered.
The state of the fleet consists of the states of the satellites relatively to each other (the
state used is given for each measurement infrastructure). For this model, the dynamic
observability is equivalent to the static observability, since the state considered does
not change in time. This model, although simplified with respect to the other models
presented in the following sections, allow a simpler measurement infrastructure to
make the system observable.
Two different measurement infrastructures are investigated: the range only con-
figuration (Measurement Scenario 1), and the range and elevation configuration (Sce-
nario 2). The structure of this section is as follows. The first part investigates the
range only configuration. The second part studies the range and elevation configura-
tion. The third part analyzes the effect of the relative orientations of the satellites
on the observability. The last part considers a more accurate sensor model, and
determines the observability with this model.
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2.4.2 Range-Only Configuration
Scenario Description
Measurement Scenario 1 is investigated. The range measurement equations is Equa-
tion 2.1. Frame R3 is used.
Conceptual Analysis
In this configuration, if the satellites are considered as point masses, with no ori-
entation, the structure of the fleet can be completely determined from the range
measurements. Thus, if State 5 is used, because of the frame definition, it should
make the system observable. Now, let us consider State 4, that is including the satel-
lites orientations. Since, in this model, the crosslink range measurements measure
the distance between the spacecrafts mass centers, the satellites orientations do not
impact these measurements. As a result, these orientations are not observable.
Numerical Study
The numerical study confirms the conceptual analysis. In this simulation, the un-
known coordinates are considering State 5: z coordinate for Satellite 2, and x and
y coordinates for satellite 3 (since Satellite 1 is at the origin of the frame, and
Y2 Z2 = Z3 = 0, from the frame definition). The singular values are all non-
zero. The system is observable. The PDOP computed in the simulations is usually
between 1 and 10 for three satellites. When the satellites are close to be aligned,
the PDOP becomes larger, since the geometry does not allow a good accuracy in
the estimate. Fig.2-8 depicts a geometry where three satellites are closer and closer
to be aligned. Satellite 2 has coordinates (10, 0, 0), and Satellite 3 (5, y3 , 0), with
Ya = 1, 10-1, ..., 10-. As the three satellites are more and more aligned, the PDOP
clearly blows out, as depicted on Fig.2-9. This study emphasizes that some configu-
rations decrease the estimation efficiency.
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Figure 2-8: Three satellites configuration, Figure 2-9: Evolution of the PDOP as the
where satellite 3 gets closer to be aligned three satellites are closer to be aligned
with satellites 1 and 2
Configuration Advantages
This configuration has an advantage: it is very simple (only range sensors are needed).
Moreover, only accurate measurements are used, and the geometry is very good (as
long as the satellites are far from being aligned).
Configuration Disadvantages
In this configuration the relative orientations of the satellites (State 4) are not ob-
servable. The structure of the fleet can be determined, but not the orientation of
each satellite with respect to the others. As a result, every spacecraft can know its
distance to every other satellite, but not its position in its own frame of reference.
2.4.3 Range and Elevation Configuration
Scenario Description
In this section, a more sophisticated configuration is considered, aiming at solving
the issue mentioned with the previous scenario (non-observability of the satellites
relative orientation). Measurement Scenario 2 is considered. The range measurement
equation is Equation 2.1. The elevation measurement equation is Equation 2.2. The
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frame used is Frame RI defined by Satellite 1's position and orientation. The state
considered is State 4.
Conceptual Analysis
With the addition of the absolute attitude and elevation measurements, the orienta-
tions of the satellites are expected to be observable.
Numerical Study
The numerical study shows that, when the fleet consists of three satellites or more,
the state is observable. To compute the PDOP, a normalization was done. Indeed,
computing the PDOP with both angular and range measurements leads to a huge
value (10'). The reason is that the angular accuracy is to be multiplied by the dis-
tance between the satellite to get the actual accuracy in meters. Thus, the range
measurements were considered, and the elevation measurements were multiplied by
the average distance between the satellites. The PDOP is between 1 and 2. The
same study as for the range only configuration was conducted: three satellites almost
aligned are considered, with the same parameters. As they become more and more
aligned, the PDOP remains below 3 (Fig. 2-10). The elevation measurement has
made the orientations observable.
Configuration Advantages
With this configuration, the system is observable, including the orientations of the
satellites. Thus, with this sensor infrastructure, all desired information can be esti-
mated.
Configuration Disadvantages
The measurement infrastructure is more complicated than with the range only con-
figuration. Absolute attitude and elevation sensors are needed in this configuration.
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Figure 2-10: Evolution of the PDOP for three satellites almost aligned with range
and elevation measurements: the PDOP remains very low thanks to the elevation
measurements. To be compared with Fig. 2-9.
2.4.4 Effect of the Satellite Orientation on the Observability
In this section, the effect of the orientations of the satellites on the observability in
the range and elevation scenario (Measurement Scenario 2) is studied. In the previous
section, the simulations assumed the special orientation described in the methods and
definition section. In this section, the effect of this orientation is analyzed. A system
of two satellites is considered. The frame considered here is the frame RI defined by
Satellite l's position and orientation. The effect of the orientation of Satellite 2 on
the observability is analyzed. To understand why the orientation of Satellite 2 has
an effect on the observability, consider this example: when Satellite 2 has the same
orientation as satellite 1, the elevation of satellite 2 as seen from satellite 1 and the
elevation of satellite 1 as seen from satellite 2 are redundant information, so that
satellite 2 cannot be located, and the system is not observable in these cases. There
is no tracking station in this scenario.
An indicator of the observability of the system is det(H T H). Fig. 2-11 shows
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Figure 2-11: Effect of the orientation of a satellite on the observability (in log scale)
the evolution of det(HTH) as satellite 2's orientation around the x-axis is changed.
One can notice that for 0 and -r rad rotation, the system is non-observable. This
corresponds to the cases when Satellite 1 and 2 have the same orientation. As a
result, the system is not observable.
This study shows that in some configurations, the system may not be observable.
It also shows that this happens only for a finite number of orientations: in most cases,
the system is observable.
2.4.5 Observability when the Sensors are not assumed to be
at the Mass Centers
In this section, the effect of assuming that the sensors are not located at the satellites
mass centers is analyzed. The model used in this study is the following. Each satellites
carries one transmitter, and two receivers. The positions of these sensors are assumed
to be known in the satellites body frames R1. These locations are depicted in Fig.2-12.
Measurement Scenario 6 is used. State 4 is considered.
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Figure 2-12: Position of the Sensors on the Satellites
In the simulations, the positions of the transmitter and receivers on each satellite
was chosen randomly. Each satellite received at each of its receivers a beam from the
transmitter of the other satellites, and the measurement matrix was computed from
these measurements. The SVD method was used. The simulations showed that the
system in this case is observable even without the absolute attitude sensors. Thus,
this system is shown to provide the satellites with equivalent information as in the
range and elevation model (Measurement Scenario 2).
2.4.6 Conclusion for the Rigid Body Model
Two scenarios were investigated for the Rigid Body Model. The range-only configu-
ration (Measurement Scenario 1) is a very simple configuration, which gives accurate
estimates, but for which the orientations of the satellites in the fleet are not observ-
able. Thus, the information necessary to do a maneuver cannot be known in this
configuration. The range and elevation configuration (Measurement Scenario 2) is
more complicated, but makes the system observable, including the orientations of the
satellites. It was also shown that a more realistic model for the sensors, which takes
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their location onboard the satellites into account (Measurement Scenario 6), did not
change the observability of the system: when the sensors positions are considered,
the system -consisting of the satellites positions and orientations- is still observable.
Finally, let us note that the Rigid Body Model is a very simplified model. The actual
motion of the satellites makes them move with respect to each other. More accurate
dynamic models are investigated in the following sections.
2.5 Linear Time-Invariant Model
2.5.1 Introduction
This section presents the observability results obtained for the Linear Time-Invariant
(LTI) Model. In this model, the dynamic of the satellites is assumed linear, time-
invariant and with satellite independent matrices. Thus, the general LTI form of the
motion equation for a satellite i of state Xi (defined in the frame A) is
Xi = AX, (2.7)
As a result, by subtracting this equation for Satellites i and j, the following equation
describes the relative motion of the fleet
d (Xi - X)
dt A (Xi - Xj),
This equation shows that the relative motion of the fleet does not depend on its
absolute state.
Example of a Linear Time-Invariant Dynamic: motion around L2
Let us give an example of such a dynamic by considering the motion of a satellite
in the neighborhood of the Lagrangian L2 point defined by the Sun-Earth system.
The origin of the frame is the L2 point, the x-axis as passing through the Sun and
the Earth, towards the Sun. the y-axis is perpendicular to the x-axis in the plane
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of rotation of the Earth-Sun system. Finally, the z-axis is chosen to complete a
right-handed reference frame. In this frame, the satellite motion equations are [21]
- 2y - (1 + c 2)x = 0
- 2 - (1 - c2 )y = 0
+ c2z = 0 (2.8)
These equations can be written in the form of Equation 2.7.
For the Linear Time-Invariant Model, two scenarios were investigated: the range-
only scenario (Measurement Scenario 1), and the range and elevation scenario (Mea-
surement Scenario 2). Note that these scenarios were found to be statically observable,
so that the dynamic model was not used in the observability study. As a result, the
study performed for the Rigid Body Model still applies here.
2.5.2 Range-Only Configuration
Scenario Description
Measurement Scenario 1 is considered here. The range measurement equation is given
by Equation 2.1. The frame used is Frame RI defined by Satellite 1.
Conceptual Analysis
In this configuration the system was already studied in Section 2.4. Again, when the
satellites are considered point masses, the system is observable. If the orientation of
the satellites is added to the state of the system, it is not observable.
Numerical Analysis
The numerical analysis confirms this result. 1000 random configurations have been
generated. In any one of these cases, the singular values were all non-zero, making the
system statically observable. This static observability implies dynamic observability.
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Configuration Advantages
This configuration has an advantage: it is very simple (only range measurements are
used). Moreover, only accurate measurements are used, and the geometry is very
good (the PDOP computed in the simulations is between 1 and 10).
Configuration Disadvantages
Note, however, that in this configuration the relative orientation of the satellites is
not observable. As a result, the satellites do not know in which direction the others
lie. The estimation cannot be used for maneuvers, for instance.
2.5.3 Range and Elevation Configuration
Scenario Description
Measurement Scenario 2 is considered. The equation for the range measurement is
Equation 2.1. The equation for the elevation measurement is Equation 2.2. Frame
RI attached to Satellite 1 is used.
Conceptual Analysis
By adding the absolute attitude and elevation measurement, the problem mentioned
above is solved, making the relative orientation of the satellites observable.
Numerical Analysis
The numerical analysis shows that, for a fleet of three satellites or more, the state is
observable. Again, 1000 random configurations have been generated. For each case,
the system was found to be observable. The normalized PDOP (see Section 2.4) was
found lying between 1 and 2.
Configuration Advantages
In this configuration, the elevation measurements make it possible to know the ori-
entations of the satellites. Thus, the system is observable.
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Configuration Disadvantages
The measurement infrastructure is slightly more complicated.
2.5.4 Analysis when the Sensors Positions are considered
The same analysis as in the Rigid Body Model can be conducted when considering
the position of the sensors on the satellites. The system is still observable.
2.5.5 Conclusion for the Linear Time-Invariant Model
For the Linear Time-Invariant Model, the results of the Rigid Body Model still apply.
Indeed, with the configurations studied, the system is statically observable, so that the
dynamic model is not taken into account in the observability study. As a result, as for
the Rigid Body Model, the range-only configuration (Measurement Scenario 1) makes
the system observable. However, in this configuration, the satellites orientations are
not observable. Finally, the range and elevation configuration (Measurement Scenario
2) makes the system observable, included the satellites orientations. It should be
noted that the Linear Time-Invariant Model is a more accurate model than the Rigid
Body Model, but is still coarse. An accurate dynamic model would show that the
relative motion of the satellites depend on their location in absolute space. The
following section investigates such a model.
2.6 Inertial Restricted Three Body Dynamic Model
2.6.1 Introduction
In this section, the Inertial Restricted Three Body Model [22, 21] is investigated
(centered at body 1 with the mass of all p spacecrafts negligible), in the way presented
in [23]. This model considers the motion of three bodies (typically, two planets/stars
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and a satellite) when the mass of one of these bodies is assumed negligible. The
dynamic model chosen is described by the equation
x(t) = f(x(t), t) + w(t), w(t) oc N(0, Q),
where x is the state of the fleet and w is a Gaussian white noise with covariance
defined by the spectral density matrix Q. In this section, the state includes the
velocity of the satellites, so that
T
x = r Tv T ... r T vT ,T
where ri and vi are respectively the position and velocity vectors in the frame A.
Then
f = v gT ... v i g ]
gi = iis = -11r - p12 di+ rb2
Here, pj is the gravitational parameter of body j, di is the position vector from body
2 to spacecraft i (di = ri - rb2 ). The Extended Kalman Filter requires to derive f
F1  0 0 -
- 0 I
0 0 F n
where
G =_ - (3ri -ri I) + (3didi - diI)
The dynamic observability condition is given by the rank of
0= HT (HF)T (HF2)T --. (HFn-1)T T
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The state of the fleet consists of the coordinates of all the spacecrafts in Frame A
Yi  1  -... n yn Zn
when the orientations of the satellites are considered known, and
- - T
X -- X1 Y1 Z1 01 #1 $1 ... xn yn Zn n $n On
when the orientation 0, #, 0 of every satellite is considered in the state of the fleet.
2.6.2 Range and Elevation Configuration
This section investigates the observability of the system when range and elevation
measurements are available at each satellite (Measurement Scenario 2). State 5 is
used.
When the frame chosen is Frame A and every satellite receives range, absolute
attitude and elevation measurements (Measurement Scenario 2), the system is not
observable since any translation of the whole fleet would not change the measure-
ments.
The numerical analysis confirms the non-observability in this case: for a fleet of
three satellites, the number of non-zero singular values for a random configuration is
6, whereas the number of degrees of freedom is 9. Thus, the measurement matrix is
singular, and the system is not observable.
Moreover, the last three columns of V confirm the reason why the system is not
observable. For any random configuration, each of these columns is constituted of
the same vector repeated three times
- -T
u= a b c a b c a b c
Each set of three lines in this vector corresponds to the coordinates of a satellites.
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This means that every translation of the satellites all together lets the measure-
ments unchanged, confirming the intuition presented earlier in this section. The SVD
confirms that the system is not observable because any translation would leave the
measurements unchanged.
2.6.3 Range, Elevation and one Tracking Station
In this section, a tracking station is added. Measurement Scenario 3 is considered.
The equation for the range measurement is Equation 2.1. The equation for the ele-
vation measurement is Equation 2.2. Finally, the equation for the range to tracking
station is Equation 2.3. In the previous section, the system was shown to be unob-
servable because any translation would leave the measurements unchanged. Thus, the
effect of adding a tracking station on the observability is investigated. The position
of this station is assumed known in the Frame A. It provides measurements of its
distance with respect to every satellite. State 2 is considered.
The numerical analysis shows that the system becomes locally statically observ-
able. The singular values of the measurement matrix are all non-zero. Indeed, the
measurements from the tracking station remove the translation uncertainty and make
the system locally statically observable. The geometrical configurations in which this
will not hold can be predicted: when the tracking station and two satellites are
aligned.
Note that the measurements from a tracking station are not as accurate as the
crosslink range measurements. Thus, the system is observable, but the estimate
will be computed from coarse measurements. Moreover, the PDOP is high in this
configuration: as seen from the tracking station, which is far from the satellites, any
motion in a direction perpendicular to the direction tracking station-satellites has a
very small impact on the distance tracking station-satellites. Thus, there is a "blind"
direction, and the geometry is not very efficient. The PDOP is approximately 10 3 .
However, the coarse part of the estimate is the one related with the global translation
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of the fleet: the relative state of the fleet is mostly estimated based on the range and
elevation measurements, which are accurate. Thus, the relative part of the estimate
is expected to be accurate. Moreover, the PDOP is better when the tracking station
(or an additional tracking station) is closer to the fleet. For instance, when the fleet
is located around the L 2 point, and the first tracking station is on Earth, a second
one, located at L 2 makes the PDOP drop to around 2.
2.6.4 Range and three Tracking Stations
In this section, Measurement Scenario 4 is considered. The system with State 2 was
shown to be observable in this case. However, the relative state of the satellites -
including their relative orientations- is not observable without the tracking stations.
Thus, the relative orientations of the satellites is determined by use of the tracking
station measurements, which are coarser than the range and elevation measurements.
As a result, the estimation is expected to be less accurate in this configuration than
in the range, elevation, and one tracking station configuration.
2.6.5 Effect of the Positions of the Sensors on the Satellites
In this section, the effect of considering the locations of the sensors onboard the satel-
lites is analyzed, as was done for the Rigid Body Model.
Range, Elevation and one Tracking Station
The first scenario investigated was range, elevation and one tracking station (Mea-
surement Scenario 7, the sensors are not located at the satellites mass centers, but
their locations are known). State 2 is considered. The simulation shows that the
system is observable, as it was without this realistic model for the sensors locations.
Range and three Tracking Stations
The second scenario investigated was Measurement Scenario 8. State 2 is considered.
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Again, with this scenario and this state definition, the system was found observable.
2.7 Adding Time Offsets in the State
2.7.1 Frame and Measurement Description
In this section, a more realistic model including time offsets between the satellites
clock is analyzed. With Frame RI and the simplified sensor model, two different
scenarios have been investigated: one-way and two-way measurements. There is no
tracking station. The Measurement Scenario investigated are Scenarios 2 and 5, the
sensors are assumed to be located at the mass center. State 3 is considered.
2.7.2 Two-Way Measurements
In this section, the observability for two-way sensors is analyzed. Measurement Sce-
nario 2 is considered. From the two-way assumption, the measurements are not biased
by the satellites time offsets. Thus, these time offsets cannot be determined, and the
system is clearly not observable. However, one may not need to consider the time
offsets if they do not impact the measurements.
The SVD shows, as expected, two null singular values. When looking at the
columns of V corresponding to these values, the directions correspond to the time
offset coordinates: any change in the satellites time offsets do not change the mea-
surements, as expected since no measurement depends on these time offsets.
2.7.3 One-Way Measurements
In this section, the observability with one-way measurements is analyzed. Measure-
ment Scenario 5 is investigated. By subtracting r1 i and rij, one gets directly satellite
i's time offset. Although this costs extra-communication, and degrades the accuracy
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Figure 2-13: Modification of the Elevation Measurement for one-way measurements
of this estimate, the time offsets can now be determined, and the system is expected
to be observable in this case.
To understand if the elevation measurement is biased by the time offset between
two satellites, one can consider the mechanism used to determine the elevation: two
beams are sent by satellite i to satellite j, and the difference in their travel distance
gives the elevation, according to Fig. 2-13. Now, if the distance between the two
satellites is assumed to be large, the two beams arrive almost parallel at Satellite j.
As a result, 6j(i) is entirely determined by the triangle ABC. Since this triangle has
a right angle and since AB is known, the knowledge of BC is sufficient to know Oj (i).
But BC is the difference between the length traveled by the two beams. Thus
BC B=d- dA = (r - c (t - ti)) - (r A- c (tA -ti)),
where c is the speed of light. Satellite i time offset cancels out and BC is given by
BC = (rB 
- rA) 
- c (tB 
- tA)
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Thus, the elevation measurement will be biased only by the time offset between
the two sensors of the same satellite, which can reasonably be assumed to be very low,
even when multiplied by the speed of light. For this study, the elevation measurement
has been considered not to be modified by the one-way measurements assumption.
Since the difference between two crosslink range measurements provide the time
offset of a given satellite, and since the elevation measurements are not modified, the
system is expected to be observable in this case.
The numerical analysis confirms this result: there are 8 non zero singular values
for a system with three satellites, corresponding to the space coordinates and time
offset of Satellites 2 and 3. The system is observable in this case.
2.8 Conclusion
Table 2.1 summarizes the observability study. In this table, the different models
studies appear in the first column: Rigid Body Model, Linear Time-Invariant Model,
Restricted Three Body Model, and scenarios considering time offsets. The second
column defines the Frame considered, with the notation introduced in Section 2.2.1.
The third column describes the state, as defined in Section 2.2.2. The next column
shows the measurement scenario, as introduced in Section 2.2.3. The fifth column
states the number of remaining degrees of freedom, and the last column concludes on
the observability of the system thus defined.
The main conclusions from Table 2.1 are
Rigid Body and Linear Time-Invariant Models. The range only scenario (Mea-
surement Scenario 1) makes the system observable with State 5. However, in
this scenario, the orientations of the satellites cannot be determined (State 4
is not observable). In the range and elevation scenario (Measurement Scenario
2), the system is observable with State 4, and the satellite orientations can be
determined. Assuming that the sensors are not located at the satellites' mass
center (Measurement Scenario 6) does not change the result. The effect of the
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Table 2.1: Observability Study Summary for Various Scenarios
Model Frame State Measurement Scenario Remaining DOF Observability
Rigid Body R3 5 1 0 YES
Rigid Body RI 4 2 0 YES
Rigid Body RI 4 6 0 YES
LTI R3 5 1 0 YES
LTI RI 4 2 0 YES
LTI RI 4 6 0 YES
Three Body A 5 2 3 NO
Three Body A 2 3 0 YES
Three Body A 2 4 0 YES
Three Body A 2 7 0 YES
Three Body A 2 8 0 YES
Time Offset Ri 3 2 (n-i) NO
Time Offset R1 3 5 0 YES
satellites orientation was also studied, and emphasized the existence of a finite
number of "blind" configurations, in which the system is not observable.
* Restricted Three Body Model. With only range and elevation measurements
(Measurement Scenario 2, State 5), the system is not observable, since any
translation of the fleet would leave the measurements unchanged. When range,
elevation and one tracking station are used (Measurement Scenario 3, State
2), the system is observable. For the scenario using range and three tracking
stations (Measurement Scenario 4), the system is also observable for State 2.
When the sensors are not assumed to be located at the satellites mass centers
(Measurement Scenario 7 and 8), the results do not change.
* Time offsets. When the satellites clocks are assumed to have time offsets (State
3), the system was shown to be observable to one-way measurements (Measure-
ment Scenario 5), but not to two-ways measurements (Measurement Scenario
2).
Table 2.2 summarizes the three main observable systems. These systems are
e Rigid Body and Linear Time-Invariant Models with Range and Elevation mea-
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surements (State 4, Measurement Scenario 2). This configuration is simple, but
the models are very simplistic.
* Restricted Three Body Model with Range, Elevation and one Tracking Station
(State 2, Measurement Scenario 3). This configuration is more complicated but
uses accurate measurements and a more realistic model.
* Restricted Three Body Model with Range and three Tracking Stations (State
2, Measurement Scenario 4). This configuration puts more emphasis on ground
infrastructure. It is also expected to be less accurate because it relies more on
tracking station measurements, which are less accurate.
Table 2.2: Main Observable Systems
Frame State Measurements
R1 4 2
A 2 3
A 2 4
The study shows that simple models make the system observable with few mea-
surements (e.g, Rigid Body Model, range measurements only), whereas more realistic
models require more measurements to make the system observable (e.g., Restricted
Three Body Model not observable with range only measurements). The emphasis can
also be put on ground-type measurements, or on onboard sensors, depending on the
mission.
For the subsequent studies, the scenario chosen is: one Tracking Station, range
and elevation measurements for every pair of satellites, and absolute attitude mea-
surements. This choice makes the system observable, even with the Restricted Three-
Body Model and puts more emphasis on the onboard measurement infrastructure.
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Chapter 3
From a Centralized Scheme to
Decentralized Architectures
3.1 Introduction
3.1.1 Motivation
When facing the estimation problem mentioned in the previous chapter, one method
is to gather all the measurements taken by the spacecrafts at the same place, and
to process these measurements all together. This approach leads to the "Centralized
Algorithm", presented in this chapter. However, the goal in designing navigation
algorithms includes:
* Improving the scalability of the communication and computational require-
ments;
e Improving robustness and reconfigurability (for operation in agile networks);
* Tightly integrating these algorithms with the ranging hardware that will be em-
bedded in the communication network - both to obtain ranging measurements
and exchange data between the vehicles.
Thus, as will be emphasized in the following sections, the Centralized Scheme presents
a major flaw in that it requires a heavy computational burden to perform this esti-
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mation task. As a result, it is desirable to design algorithms which would efficiently
split the computational task across the fleet, by use of a Decentralized Scheme. Note
that, during the course of this research, the Decentralized Scheme was investigated
first in order to distribute the computational burden of the Centralized Algorithm.
Later, other issues (e.g. synchronization, communication) arose and were addressed.
3.1.2 The Challenges of Decentralization
This chapter develops this idea by presenting several Decentralized Algorithms. The
main technical goal here is to design an estimator architecture to incorporate the avail-
able measurement data with minimal impact on the CPU load and communication,
and in particular to design distributed estimators that are adaptable to many different
missions and control architectures (LEO, highly elliptic orbits, L 2). This filter decen-
tralization is complicated because the nonlinear inter-spacecraft range measurements
couple the estimates of the spacecraft states. As a result, every single measurement
would need information concerning the state of all the spacecrafts, and an update on
both estimates would need to be performed.
The key idea to design a Decentralized Algorithm in spite of this difficulty is
to perform a reduced-order estimator based on the Schmidt-Covariance Correction
(SCC): as a particular case of the consider analysis ([24]), this algorithm takes into
account the uncertainty on the knowledge of the state of the other satellites as if it
were an additional uncertainty on the measurement itself (see Section 3.4).
Another challenge in designing Decentralized Algorithms is the synchronization
level usually required between the satellites to ensure the convergence of the estimate.
In this chapter, alternative algorithms requiring various levels of synchronization are
presented and discussed. These algorithms are then compared in terms of the follow-
ing main criteria, defined more precisely in Section 3.10:
" Accuracy: a measure of the error in the estimate;
" Computational Burden: the complexity of the computations to be performed
by a given algorithm;
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" Synchronization: the extent to which a satellite has to hold up computing to
wait for another one to send a crucial piece of information;
" Communication Load: the amount of data transmitted between the spacecrafts.
3.2 The Extended Kalman Filter
This section presents the Extended Kalman Filter as the basis for all the algorithms
discussed in this thesis.
3.2.1 Problem Statement
A key capability for many applications is to be able to estimate the state of a system
based on measurements performed on this system. The question here is to compute an
estimate for this state, while taking into account the accuracy of all the measurements
involved. More precisely, one way of representing a dynamic system is the "State-
Space Model". It includes a state vector, x, representing the state of the system,
which varies according to a dynamic model
Xk+1 = f(Xk) + Wk, (3-1)
where Xk is the state of the system at time k, f represents the dynamic model, and Wk
is the motion noise at time k, of covariance Qk. Examples of such a dynamic model
were given in Section 2.4, 2.5 and 2.6, where various such models were investigated.
The state-space model also includes a measurement model
Yk = h(xk) + vk, (3.2)
where Yk is the measurement vector taken at time k, and Vk is the measurement
noise, of covariance Rk. Examples of such measurements were presented in Section
2.2.3. The problem under consideration is to estimate the state Xk of the system at
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time k based on the measurements up to time k.
3.2.2 The Kalman Filter: An Optimal Solution for the Linear
Case
In his seminal paper published in 1960 [25], R.E. Kalman proposed a new filter to
estimate the state of a system based on measurements. When the system is described
by a linear model -both dynamic and measurement models-, this filter provides an
optimal estimate of the state, together with a covariance matrix which evaluates the
uncertainty of this estimate. More precisely, if the system is described by the following
set of linear equations
Xk+1 AkXk + Wk, (3-3)
Yk HkXk + vk, (3.4)
Wk and Vk being white noises of respective covariances matrices E[wkwll = QAot and
E[vkvl] = Rk6, with no cross-correlation: E[vkwj] = 0. Then, the Kalman Filter is
given by the following equations, computed at each time step k
* Time Update Step
Xk+1 = Aki4k (3.5)
k+1+= AkPAA+Qk (3.6)
" Measurement Update step
KP = PkH(HkPH7 + Rk) (3.7)
ic+ = ir.- + Kky - Hak-) (3.8)k k =k (I-kK3
-k (I -KkHk) PC (3.9)
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In these equations, the sign - (x-, P 7) denotes the state and covariance after the
time update step, and + after the measurement update step. At each time step, both
of these sets of equations are computed. The time update step is a prediction of the
state from time k to time k + 1 based on the dynamic model only. The measurement
update step processes the measurements at time k to refine the state estimate at this
time. A derivation of the Kalman Filter can be found in [26].
3.2.3 The Extended Kalman Filter: Estimating the State of
a Nonlinear System
In most applications, the equation describing the system dynamics and the measure-
ments are nonlinear. The Kalman Filter described in the previous section was thus
adapted to this context, and the new filter obtained is called the Extended Kalman
Filter. This filter is based upon the idea to linearize the dynamics and measurement
equations around the estimated state of the system, and to apply the Kalman Filter
to the resulting (linear) equations. When the system is described by Equations. 3.1
and 3.2 with f and h not necessarily linear, the Extended Kalman Filter computes,
for every time step
" Time Update Step
k = f(kt) (3.10)
Ak ( dx(.1(df )~
PAk= AP-A + Q (3.12)
" Measurement Update step
dh
Hk = (3.13)(dx
Kk = PH T(Hk P HkT+ Rk)-1 (3.14)
i = ki-+ K -hk) (3.15)
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P+ = (I - KkHk)P- (3.16)
Again, this derivation can be found in [26]. All the algorithms discussed in this thesis
are based on the Extended Kalman Filter.
3.3 The Centralized Algorithm
Based on the Extended Kalman Filter, one natural idea to solve the fleet state es-
timation problem is to gather all the information (measurements) about the system
at one single location (one satellite, called the Master), and to perform the Extended
Kalman Filter on the global system. The motivation to design such an algorithm is to
reach optimality in the estimation process. Indeed, in this algorithm, all information
is available at the same location, so that the measurements can be used in the best
possible way to estimate the state of the system.
3.3.1 Description of the Algorithm
The Centralized Algorithm is as follows:
1. Each satellite performs measurements;
2. All measurements are sent to the fleet Master;
3. Upon receipt of those measurements, the Master performs the estimation of the
whole fleet state, using the Extended Kalman Filter scheme;
4. When completed, the Master sends back to each satellite the estimate of its
own position;
5. Back to step 1.
3.3.2 Challenges
The main issues of this algorithm are:
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1. Computational Burden. In this algorithm, the whole computation is performed
by only one satellite; when the fleet size increases, such a computation becomes
hardly possible to perform.
2. Synchronization. The Master has to wait for all the measurements. This in-
creases in particular the vulnerability to network failures.
3.4 Consider Analysis and the Schmidt-Kalman
Filter Algorithm
3.4.1 Motivation
As explained earlier, the Centralized Algorithm offers optimality by gathering all
information at the same place. However, the number of spacecrafts increasing, it
becomes arguably hard to perform the computations required. Moreover, since the
Master has to wait for all the fleet before starting to compute, the level of synchro-
nization could become an issue. These reasons make it desirable to decentralize the
estimation process by designing efficient distributed algorithms. These arguments are
developed in more details in Sections 4.3, 4.4 and 4.6.
Now, decentralizing a decoupled system, for instance based on GPS measurement
is a straight-forward process [27], [28]. However, GPS requires constant visibility of
the GPS constellation. In space, GPS visibility begins to breakdown at high orbital
altitudes (e.g. highly elliptic, GEO, or at L 2 ). Thus, a measurement augmentation
is desired to permit relative navigation through periods of poor visibility and also to
improve the accuracy when the GPS constellation is visible [29, 30, 8, 31, 32, 33].
However the local range measurements taken onboard the spacecraft strongly corre-
late the states of the vehicles, which destroys the block-diagonal nature of the fleet
measurement matrix [34, 35] and greatly complicates the process of decentralizing
the algorithms [41. In contrast to the GPS-only estimation scenario that easily de-
centralizes without loss of accuracy, this estimation problem does not decorrelate
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at any level. Since there are significant benefits to dividing the major computation
(e.g., estimation, coordination, or control algorithms) across the fleet of vehicles (i.e.,
robustness, flexibility, and computational speed), Ref. [4] investigated several meth-
ods to decentralize the estimation algorithms while retaining as much accuracy as
possible.
3.4.2 Consider Analysis
When decentralizing such a coupled system, one has to take into account the uncer-
tainty on the other satellite as an increased uncertainty on the cross-link measurement.
This idea is the basis of the consider analysis (CA), developed by Biermann [36]. Con-
sider Analysis typically partitions the state into x, which is to be estimated (local
state of the satellite), and y, which is to be "considered" (in our case, states of all the
other satellites). Considered in this context means that the role of uncertainty in y is
investigated through the a priori covariance Py that corrupts (increases) the covari-
ance of the measurement R. Consider Analysis also analyzes the effects of errors in
other consider parameters, such as incorrect a priori covariance for the estimated pa-
rameters, incorrect measurement noise, and errors in the transition and measurement
matrices. Biermann presents both consider analysis (impact of the un/mis-estimated
parameters on a filter's accuracy) and consider filtering (redesign of a filter to reduce
impact of unestimated parameters). These last developments are not used in the
Schmidt-Kalman Filter (SKF).
3.4.3 Reduced-Order Decentralized Filters
One of the major issues with the Centralized Algorithm is the computational burden it
must perform. The reason for this burden is the size of the state to be estimated: since
it consists of the whole fleet, the computations involved are heavy. This consideration
gave rise to the principle of the reduced-order Decentralized Filters. In such filters,
the state to be estimated is only the state of the local spacecraft. The state of the
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other satellites in the fleet are used, but not estimated: the estimate for these states
is received through inter-satellite communications channels.
As an example of such a reduced-order Decentralized Filter, Ref. [3] introduced
the Iterative Cascade Extended Kalman Filter (ICEKF). This filter is used for local
ranging augmentation for applications where GPS-only measurements are not suf-
ficient. The ICEKF filter uses an iterative technique that relies on communication
between each vehicle in the fleet and continues until a specified level of convergence
has been reached. It was shown that ICEKF can incorporate local ranging measure-
ments with GPS levels of accuracy, producing nearly optimal performance. However,
Ref. [37] demonstrated that the filter performance can deteriorate when highly accu-
rate local measurements (i.e., more accurate than GPS) were added, and that this
performance loss occurs when error/uncertainty in the relative state vectors is not
correctly accounted for in the filter. One way to account for this uncertainty in the
relative state is to include it in the measurement noise covariance R, which is the
approach taken in the Bump Up R method
Rhump =R + Jyy jT (3.17)
where J is the measurement matrix for all non-local measurements in the fleet and Pyy
is the initial covariance matrix for all non-local states in the fleet state vector. Equa-
tion 3.17 implies that the measurements now have larger noise covariance, making
the measurements less accurate than was initially assumed, which is a more accurate
description of the scenario.
3.4.4 Description of the Algorithm
Another approach examined in Ref. [37] is the Schmidt Kalman Filter (SKF). This
filter also increases the variances in the R matrix, but in contrast to Bump Up R,
this approach is dynamic and it also accounts for the off-diagonal blocks of the error
covariance. This estimator eliminates non-local state information, thereby reducing
65
the computational load on the processor. This elimination is accomplished by parti-
tioning the measurement and propagation equations
x Ax 0 x wX 3-8
Zk h +(3.19)y -k+1 - - - k - -k
k I I (3.20)
PxY Pyy k
where Xk represents the vector containing the states of interest (called the local state,
which includes the positions, velocities, and time of the vehicle relative to the fleet
origin), and Yk represents the remaining states (i.e., the positions, velocities, and time
of all other vehicles relative to the fleet origin). Using the partitions of Equations 3.18
and 3.19 applied to the general Kalman filter equations, each block of the covariance
update equations can be solved for, and the gain for the y states is then set to zero [38]
(y is not estimated locally instead its estimate is provided by the other satellites).
This gives the Schmidt-Kalman Measurement Update equations
'k= HgP~xH + H+PJyf + JAPxPH + JkPyy J + Rk (3.21)
Ik -- - Xyk J j - (3.22)
Xk + Kk zk- h (3.23)
kk
PX+Xk (I - KkHk)Pxk - KkJkPy- and P pk (3.24)
Px+y (I - KkHk)Pxy - KkJkPy- and Py+ P (3.25)
where H = Bh/ax| and J = ah/oyI~- S. The second component is the
Schmidt-Kalman Time Update
Xk+1 = Axk4 (3.26)
66
PXx = P AXk + Q.k (3.27)
Exyk Ax P+y Ay and P- = (3.28)
Ayyk = P yAT + Qyk (3.29)
For the SKF to compute an appropriate amount to increase R, each spacecraft com-
municates both its local state vector and its local error covariance matrix to the next
spacecraft in the fleet (this gives each satellite access to Qi that appears in Equa-
tion 3.23 and in the calculation of H and J). This effective change to R is called the
Schmidt Covariance Correction (SCC) [5]. The additional error covariance informa-
tion, which is not transmitted when using the Bump Up R method, allows a more
appropriate correction, but also requires additional inter-spacecraft communication.
The approach used by the SKF to share specific information between satellites
can be applied to other filters, including those using more Centralized Architectures.
This is achieved using the Schmidt covariance correction, which allows the various
estimation architectures to correctly account for errors in the range measurements
without having to estimate the states of those vehicles. This can greatly improve
the performance and adaptability of the estimation approach, which are important
properties for reconfigurable networks. For example, the SKF can also be used to de-
velop a new type of Hierarchic Architecture that is quite different than a traditional
hierarchy because the spacecrafts are allowed to communicate with vehicles in their
local cluster and with vehicles in other clusters (see Chapter 4). This is accomplished
by using the Schmidt Covariance Correction to avoid having to increase the estima-
tor size. The SCC enables each spacecraft to range off spacecraft in other clusters
(cross-team ranging) without having to estimate their relative states. The SCC es-
sentially provides each spacecraft with a way to receive and correctly implement new
information, regardless of where this information is coming from.
In the context of Decentralized Architectures, the Schmidt Kalman Filter is first
used to design the Iterative Schmidt Kalman Filter (ISKF, which combines the It-
erative Cascade Extended Kalman Filter from Park [3] with the Schmidt-Kalman
Filter [39]), depicted on Fig. 3-1. In this algorithm, the following steps are completed
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Figure 3-1: Iterative Schmidt-Kalman Filter Algorithm - Tightly Synchronized
1. All satellites take measurements at the same time. Time is then considered
"frozen" while a measurement update is done;
2. The first satellite in the fleet does a measurement update, using the global fleet
estimate from the previous time step. All other satellites wait for this result;
3. When completed, the updated estimate (state and covariance) is broadcast to
all other satellites for future use;
4. The next satellite performs a similar process: update and broadcast;
5. This process is completed around the fleet (or the measurement group), a total
of I times (usually, I = 2), see discussion in Section 4.6;
6. Each satellite performs a time update step, and the process is repeated from
step 1.
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3.4.5 Challenges
This algorithm is an approximation of the optimal Centralized Algorithm, since the
local filters are reduced order and are not necessarily updated to reflect all measure-
ments taken in the fleet. This leads to a significantly improved distribution of the
computation, fleet scalability and robustness, but does degrade performance. Also, it
adds complexity to communications and information sharing. This puts limit on the
size of the fleet running the Decentralized Filter [4, 5]. Indeed, since the algorithm
used requires multiple iterations around the fleet for each measurement update, there
is a high level of synchronization - every satellite must wait for the whole loop around
the fleet.
Previous work showed the ISKF as a means to reduce the amount of computa-
tional burden undergone by each spacecraft [4, 37], by distributing across the fleet
an approximative form of the Centralized Filter, and iterating it around the fleet so
that to restore the original accuracy of this one. However, when the size of the fleet
increases, the synchronization issues increase as well: network failure, or any delay
in computation, for instance, would impact on the whole computational process, and
possibly stop it. This situation is very problematic, so the goal of more recent work
has been to evaluate alternative algorithms that have lower synchronization require-
ments while maintaining an acceptable level of accuracy, low computational load, and
a reasonable amount of communication.
3.5 The Low-Level Synchronization Algorithm
The main concern with the ISKF is its high level of synchronization: at the end of
each measurement update, every satellite needs to wait for all others.
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3.5.1 Description of the Algorithm
To reduce this synchronization, one idea is for every satellite to perform these mea-
surement updates without sending the result and waiting for the others. At the end
of the whole loop, each spacecraft sends the estimation and waits for the others.
In other terms, all satellites process in parallel, at the same time. This defines the
Low-Level Synchronization Algorithm.
3.5.2 Challenges
This algorithm decreases the synchronization by not requiring a redistribution of the
new state and covariance estimates during the measurement update. Synchronization
is still required, but this is at a much lower level because, between two consecutive
estimation steps, each satellite only has to wait once for the other vehicles. In the
original ISKF approach each satellite must wait I (number of iteration in the ISKF)
times for each of the other satellites. This gain in synchronization impacts the accu-
racy, and this effect needs to be analyzed.
3.6 The Fully Asynchronous Algorithm
This algorithm takes a radical way of eliminating the synchronization issues of the
previous algorithms. Indeed, no satellite waits for others to computing.
3.6.1 Description of the Algorithm
The fully asynchronous scheme is depicted in Fig. 3-2. Each satellite executes the
following algorithm using the available updates from others, but without "waiting"
for the information to arrive
1. Takes the measurements;
2. Performs a measurement update - iterated SKF;
70
Fully Asynchronous Algorithm
Izave 1 Measurement Update
Gathers available M easurement
estimations from others
Prediction Step
StateBroadcasts X,P Computes H
incr ased
Computes XP Slave 2
att ers aveoa a e
incr ased/
Measurement Gathers avaiabe Cmputes X,P
~estimations from others
State time 
Broadcasts X Computes HGtesaalbeComputes X 
Figure 3-2: Fully Asynchronous Algorithm
3. Broadcasts its updated location estimate x;
4. Performs a time update to the next time step and broadcasts that estimate
xk+1;
5. Repeats from step 1.
3.6.2 Challenges
The Fully Asynchronous Algorithm discussed above fixes all of the synchronization
issues, but this success is achieved with a potentially large loss of accuracy. The
following discusses some ways that have been explored to recover this accuracy:
9 Processing sequentially: The primary reason for the loss of accuracy is that
the satellites are using information (estimates and covariances) from others at a
different time (the measurement taking and updates are not synchronized) than
when these measurements were received. The algorithm could be modified to
process this data sequentially: propagate our own estimate to the time that the
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ith satellite sent its information and include it without adding to the covariance,
and do that for all spacecrafts. However, this neglects the cross-correlations
between the various satellites, and should be done only if these cross-correlations
are low.
9 Processing at a relevant time: If now the data are not processed sequentially,
one could think about processing these data at the best time, so that to reduce
the amount by which the covariances are increased; the best time could be the
average of the times at which the data were received.
3.7 The Constant Time-Lag Algorithm
The Fully Asynchronous Algorithm solved the synchronization problem, but poten-
tially sacrifices too much performance to achieve it. An alternative is to slightly
modify the ISKF. In particular, if there is a short delay in the computation of one
of the satellites, it might be beneficial for the others to wait a bit, so that the ad-
ditional estimation information arrives. The original ISKF embedded a wait period,
but it was potentially quite long, which is problematic. To avoid these long delays,
an algorithm that waits for a constant time-lag could be used, which would give the
algorithm a better chance to get new update without the risk of waiting for too long.
The result strikes a good balance between fully synchronized and asynchronous.
3.7.1 Description of the Algorithm
This algorithm is essentially the same as the Fully Asynchronous Algorithm, but, at
the end of a cycle {Measurement Update Step + Prediction Step}, each satellite waits
a given amount of time, with the intention that this additional period of time will
enable others to finish their loops and broadcast their updates estimates. However,
there is no explicit waiting for information from other vehicles - once the time is up,
the algorithm moves on.
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3.7.2 Challenges
The main issue with this algorithm is the selection of the time-lag value. Indeed, this
value must be selected so that the current estimate is not too corrupted by waiting too
long, but each satellite still waits long enough to significantly increase the probability
that information from another satellites will arrive. Thus, this parameter is hard to
chose.
3.8 The Partially Fleet Synchronized Algorithm
A further strategy of reducing the risk of waiting for a long time for information from
the other vehicles in the fleet is to implement an algorithm where every satellite waits
for fewer spacecrafts. In particular, if it is possible to pick some of the satellites that
are predicted to have the largest impact on our estimate, then these should be waited
for, but the others can be by-passed if not received in time.
3.8.1 Description of the Algorithm
This algorithm uses the scheme of the Fully Asynchronous Algorithm, but waiting
for some specific satellites of the fleet. More precisely, each satellite
1. Takes the measurements;
2. Waits for the satellites known to have great impact on its estimation;
3. Performs a measurement update - iterated SKF;
4. Broadcasts its updated location estimate o4 and covariance P;
5. Waits again for the relevant other satellites, and does again in loop I times the
measurement update;
6. Performs a time update to the next time step and broadcasts that estimate x4
and covariance P22;
7. Repeats from step 1.
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Each satellite only has to wait for part of the fleet: the satellites whose estimation
have the greatest impact on its own estimate. To determine this part of the fleet, the
following section presents an analysis of the sensitivity of a satellite's estimate with
respect to the information (state and covariance) of a second satellite.
3.8.2 Challenges
In this algorithm, the synchronization is reduced, and the important information only
is waited for. However, this strategy raises one major challenge in that it requires the
capability to determine the important satellites for each spacecraft. The following
section addresses this issue by analyzing the impact of the knowledge about one
satellite on the estimate of another satellite. Now, again, a trade-off rises between the
accuracy obtained by waiting for many satellites, and the synchronization constraint
associated with it.
3.8.3 Sensitivity Study
A key part of the Partially Asynchronous Algorithm is to list the important satellites
whose estimations improvements will have the greatest impact on its own estimate.
This can be predicted using the sensitivity of the current state and covariance in-
formation with respect to knowledge of the other vehicles. The covariance analysis
starts with the formula
PXX = (I-KH)Px-(I--KH) +K(R+J+y;JT)KT
-KJP,- (I - KH) -(I - KH) ,, (KJ) (3.30)
which simply gives the estimate of the updated covariance as a function of the filter
gain and the prior knowledge of all vehicle locations. The Kalman gain is computed
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by optimizing tr (P-X) with respect to K, which gives
K = (PxHT -yJT) ag
where, as before,
(3.31)
a = R+HP$H + JT + H- ,J + y;H
The SKF state update is computed as (see Equation 3.23)
i4 = ik + Kk Zk - h ( kAk-)
(3.32)
(3.33)}
where Xk /+ represent the state estimates (before and after current update) of the
satellite performing the analysis, and yk the state estimate of all other satellites.
Sensitivity of P,, with respect to PY
From the expression of the covariance given in previous section, we want to esti-
mate
Otr (,)-
From Equation 3.30, one gets
&tr (#2x) Otr (KJPyy JTKT)
894Y 8ai,
tr (Pyy (KJ) T (KJ))
aPyy
and with *tr(AB) BT, one finally gets
tr (PXr)
BPyy
= (K J)T (KJ) (3.34)
Sensitivity of ik with respect to y-
In the equation of the state update, yk appears explicitly in the measurement pre-
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diction h k, but is also implicitly embedded in the computation of Kk through
that of H = ) and J = (.) Thus, the nonlinearity makes this analysis
complicated, and a precise computation must also trace the impact of Qi changes on
K as well. However, some insights can be developed from the primary effect of yk on
k by considering Kk frozen
c c + Kk {Zk - h ( X)
k yk
Given this equation, it is clear that
-9- -KkJ (3.35)
k Kk
Thus each satellite can use the computation of KJ to evaluate the impact of a better
knowledge about another satellite on its own estimation. More precisely, given the
fleet estimation at any instant, the satellite computes KJ. Then, for a small variation
in the estimation ayk of the satellite p
0
i ~KJy = KJ,--,KJ, , KJn_1 6y =KJp o
0
which shows, that by comparing the block matrices KJ, corresponding to the other
satellites of the fleet, each satellite can determine the ones that are most important
to it, and then only wait for these satellites.
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3.9 The Pairwise Algorithm
Another strategy to develop an algorithm more asynchronous than the Centralized
and Decentralized Algorithm is to process the data sequentially, so that the updates
are always done pairwise. In Ref. [40] - a study of multi-robot localization problems
- it is shown that the Centralized Extended Kalman Filter can be implemented in
a distributed fashion, while remaining optimal. To compare this algorithm with the
other algorithms presented here, a version of the fully asynchronous approach that
is adapted to their scenario was considered. The result is that their scheme requires
extra-communication to ensure that all other vehicles are informed of a measurement
update between two vehicles. For example, if robot 2 and 3 meet, exchange data, and
take ranging measurements between them, then, in their optimal approach, all other
robots in the fleet need to know the measurement and the old estimates of robots 2
and 3.
While the Schmidt Kalman Filter Algorithm is not an equivalent but distributed
version of the Centralized Algorithm, as the Pairwise Algorithm, it avoids this extra
communication and synchronization step. Note that for a large group of vehicles
(n > 1) the minimum number of direct communication links can be a source of
problem for their implementation strategy. Indeed, for each of the n(n - 1)/2 pairwise
measurements, the whole fleet has to be informed about the new piece of information
that has arrived. In contrast, in our algorithm, each satellite uses all its measurements
at the same time, and broadcasts its estimation only after the measurement update,
and without enforcing the requirement that it be used by all others.
There is a further important difference for cases when there are multiple mea-
surements at the same time. Specifically, the algorithm in Ref. [40] gives an optimal
estimation approach from one measurement between two robots, but when used se-
quentially on many measurements, the resulting estimation is not necessarily optimal
(a succession of optimal processes is not always optimal). Indeed, the Fully Asyn-
chronous Algorithm takes advantage of the cross-correlations between the different
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measurements (for instance through the off (block) diagonal terms of HP,,,HT, which
reflects the extra knowledge that x is involved in all the measurements), and this is
not the case with a sequential implementation. This algorithm will not be included
in the comparison presented thereafter.
3.10 Qualitative Comparison
3.10.1 Problem Statement
The Iterated SKF (ISKF) Algorithm presented in Section 3.4 uses a sequential update
approach which requires that each vehicle wait in turn to update its states/covariance.
This scheme requires both a large amount of communication and a tight synchroniza-
tion between the satellites. This may become a problem if any of the spacecraft is
delayed for any reason, and such a risk increases when the number of vehicles in the
fleet becomes large. Thus two kinds of synchronization are distinguished:
" Fleet Synchronization refers to the number of times (or amount of time) that
a satellite must wait for information (e.g., its estimation and covariance) from
another satellite in the fleet during a measurement update step;
" Time Synchronization refers to the number of times (or amount of time) that
a satellite must wait for other satellites to finish the time-update step.
Together, Time and Fleet Synchronizations capture the extent to which a satellite
must hold up its own calculations waiting for information from another vehicle. The
areas in which the efforts to compare the algorithms were focused are
* Accuracy. The estimation process is desired to reach the best accuracy, both
in "normal use", and in case of failure (in the network for instance);
* Computational Burden. A great accuracy would be of no use if it takes one hour
to compute it. Thus, the computational load is also a factor to be minimized;
* Synchronization. Waiting for another satellite is considered a flaw, since it could
force a satellite to wait possibly for a long time;
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* Communication Load. The amount of data exchanged through the communi-
cation channel to perform the estimation is to be reduced.
Several algorithms have been investigated, each of which one fixes some flaws in
the areas listed above. Typically, fixing one issue may impact another factor, and
there is no perfect algorithm with respect to the criteria listed. As a result, it is
desirable to know for which criteria each algorithm performs well: thus, a metric was
designed to evaluate each algorithm in the various areas listed. The following lists
the algorithms explored.
3.10.2 Evaluation Metrics
It is clear from the preceding that this study is a multiple-objective design problem:
the goal is to design an algorithm that at the same time improves accuracy, is faster,
uses less communication, and shows lower sensitivity to network failures. The goal
of this section is to present two metrics that can be used to capture the "global
efficiency" of a given algorithm
" The first metric is called "performance" and captures the accuracy of the algo-
rithm (discrepancy between computed estimation and actual state);
* The second metric, called the "penalty", is designed to capture the hidden
flaws/issues embedded in the algorithm, e.g., the synchronization constraint,
the communication burden, and the computation load.
Both metrics are designed to be lower for a better algorithm. For a given algorithm,
it will be possible to draw on a frame (penalty, performance) a cross corresponding
to each algorithm. However, note that depending on the application, the relative
importance of the various criteria may be different. For a particular application,
it may be desirable to redesign the metrics to take this into account, for instance
reducing the computation component and focusing more on the communication. The
following comparison is more a qualitative comparison. A more thorough comparison
was performed, including with the Hierarchic Scheme, in Sections 4.4 and 4.6.
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3.10.3 Performance Metric
The performance of an algorithm is computed from the steady-state accuracy reached
after computation. However, this comparison is a qualitative first comparison. The
various algorithms were implemented on a simple example, to get insights, with three
vehicles plus the Master (the number of vehicles was chosen arbitrarily). The accu-
racies obtained were between 10-3 m and 10-2 m; these values were normalized, to
get values between 0 and 1 using
Performance = log accuracy
The values for the performances ( obtained for the different algorithms were
Centralized (Section 3.3) ( log ( _10-3 0.40;
e Tightly Synchronized (Section 3.4) ( log (3 o- 0.48;
4. 100-3
* Low-Level Synchronization (Section 3.5) ( log (4-3 3 ) = 0.60;
* Fully Fleet Asynchronous (Section 3.6) ( log 10-3 1;
* Constant Time-Lag (Section 3.7) ( log (1- 3_) = 0.95;
* Partially Synchronized (Section 3.8) (Fully Fleet Asynchronized - -Tightly Synchronized;
3.10.4 Penalty Metric
The Penalty metric evaluates the draw-backs of the various approaches. More pre-
cisely, it takes into account at the same time the computational load, the commu-
nication burden, and the synchronization degree. This is an extension of the basic
decentralization penalty developed in Ref. [5].
First consider the synchronization degree, and define it by the number of times a
satellite waits for information from others during one cycle of the estimation loop (a
measurement update and time propagation). This value is normalized to the range
[0, 1], where a value of 0 is associated to an algorithm that does not require satellites
wait for others. A value within [0, 1/3] is used when some satellites wait for a constant
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time-lag (not for a given other satellite). A value between 1/3 and 2/3 is given when
the number of times a satellite waits for others is of order the size of the fleet n. A
value larger than 2/3 is used when the algorithm waits for a number of satellites that
is on the order of n2. Then
* Centralized a = 1/3;
* Tightly Synchronized a = 3/4;
* Low-Level Synchronization a = 2/3;
* Fully Fleet Asynchronous a = 0;
* Constant Time-Lag a = 0.1;
* Partially Synchronized 1/3 >- o >- 0;
To evaluate the computational load, the analysis in [10] was used, and a similar
one was performed for the Centralized Algorithm. For each algorithm, the expression
of the complexity as a function of the sizes of the different matrices implied in the
computation was derived. Then, only the order of the greatest term for n large was
considered, to get an idea of how complex the computation becomes for large fleets.
For the Schmidt-Kalman Filter, the complexity computed in [10] is a polynomial
function of the different sizes of the matrices used. The largest term in this function
is of order O(n 3 ). For the Centralized Algorithm, the highest order term comes from
the inversion of a term of same size as R in the computation of the Kalman gain. This
matrix, in this case, is of size the number of measurements across the fleet, that is
O(n 2 ); then, to make the inversion, the complexity becomes 0(n'). Finally, the other
algorithms use the same scheme as the SKF and are of same complexities. Then
" n' for the Centralized Algorithm;
" n3 for the other algorithms.
Taking the power as a way to evaluate this complexity, and normalizing by the cen-
tralized calculation yields the following computational loads
* Centralized r = 1;
" Tightly Synchronized 7r = 0.5;
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" Low-Level Synchronization 7 = 0.5;
" Fully Fleet Asynchronous 7r = 0.5;
" Constant Time-Lag 7r = 0.5;
" Partially Synchronized 7r = 0.5;
The communication burden is evaluated through the maximum size of the data
needed by the satellites to compute. In all the algorithms, each satellite needs to
know the state and covariance of the other satellites, except the Centralized one,
which needs all the observations from the spacecrafts (data size n(n - 1)/2, the total
number of measurements performed among the fleet). Also, the Tightly Synchronized
Algorithm performs I iterations. Thus, in the Centralized Algorithm, the Master
needs n(n-1)/2 measurements; in the Tightly Synchronized Algorithm, every satellite
needs I(n - 1) state estimates and related covariance; in all other algorithms, each
satellite needs (n - 1) state estimates and covariances; in order to capture an idea of
those differences (I and n can vary: a universal metric cannot be developed),the value
of 1 was attributed to the most demanding case (Centralized Algorithm), 0 for the
least demanding, and 0.25 for the Tightly Synchronized Algorithm (whose maximum
data size required -I(n - 1)- is closer from (n -1) than from n(n - 1)/2, for n large).
This leads to the following communication penalties
* Centralized y = 1;
* Tightly Synchronized y = 0.25;
* Low-Level Synchronization y = 0;
e Fully Fleet Asynchronous p = 0;
* Constant Time-Lag p = 0;
e Partially Synchronized y = 0;
Finally, to get a Penalty metric, all those values were added and normalize by 3
- + 7F + p
Penalty = p =
Combining the above results gives the following values
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Figure 3-3: Evaluation of the Algorithms
e Centralized p = 0.78;
e Tightly Synchronized p = 0.5;
" Low-Level Synchronization p = 0.39;
" Fully Fleet Asynchronous p = 0.17;
* Constant Time-Lag p = 0.2;
o Partially Synchronized PTightly Synchronized > P > PFully Fleet Asynchronized;
The performance versus penalty graph in Fig. 3-3 shows a very interesting trend. The
predictions lie on a Pareto-optimal curve: as the penalty decreases, the performance
degrades. This suggests that there is a clear trade-off to be made in the selection of
what level of accuracy is desired and the effort required to implement it.
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3.11 Conclusion for the Decentralized Scheme
In this chapter, several algorithms based on a Decentralized Scheme were qualitatively
compared. The major highlights of this comparison are
" The Centralized Algorithm, designed to provide optimality by gathering all
information at the same place, relies on a heavy computation, which becomes
unaffordable for large fleet sizes.
* The Iterative Schmidt-Kalman Filter Algorithm addresses this computational
issue, but requires a high level of synchronization, and a lots of communication
between the spacecraft.
" The Low-Level Synchronization Algorithm, the Partially Fleet Synchronized
Algorithm, and the Fully Asynchronous Algorithm present various possibility
to address the synchronization concern. The cost of this is a decreased accuracy
in these schemes.
Although these comparisons rely on rather loose metrics, these qualitative compar-
ison emphasize the possibility to address the computational issue of the Centralized
Algorithm. However, this is usually done by requiring more synchronization and/or
communication. In this context, it would be desirable to design algorithms decreasing
these requirements, while maintaining a good accuracy in the estimate.
Chapter 4 presents further detailed comparisons with the Hierarchic Scheme. In
summary, the algorithms chosen from this chapter are:
* The Centralized Algorithm;
" The Iterative Schmidt Kalman Filter;
e Another version of the Schmidt Kalman Filter, called in Chapter 4 the "Decen-
tralized Algorithm" will be compared as well;
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Chapter 4
Hierarchic Clustering and
Architectures Comparison
4.1 Introduction
In the previous chapter, various algorithms were qualitatively compared. The De-
centralized Scheme was shown to be effective in spreading the computational load of
the Centralized Algorithm. However, other concerns arose for such Decentralized Al-
gorithms, in particular the increased synchronization constraint and communication
burden. The synchronization constraint could be reduced in an asynchronous form
of the Decentralized Algorithm, but at the cost of a deteriorated accuracy.
In this context, the Hierarchic Scheme, whose performance was briefly assessed
in the previous chapter, appears to be promising. Proposed in [37], such algorithms
could indeed efficiently reduce the computational load of the Centralized Algorithm,
while maintaining a low synchronization constraint and communication burden, and
reasonable accuracy.
The goal of this chapter is to introduce more precisely the Hierarchic Architec-
tures, and to compare in a more thorough way the Centralized Algorithm with some
Decentralized and Hierarchic Algorithms. To compare the various algorithms consid-
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ered, the criteria of interest, enumerated in Chapter 3, are used to design metrics.
4.2 Hierarchic Clustering
4.2.1 Presentation
Proposed in [37] and [5] for instance, the Hierarchic Scheme is based on the idea of
dividing the fleet into several Sub-Clusters, as presented on Fig. 4-1. Each Sub-Cluster
has its own master, and the set of all the masters forms the "Super-Cluster". Each
Sub-Cluster performs an independent filter to estimate its internal state. Information
also flows between the Super-Cluster and the Sub-Clusters to ensure proper estimation
of the positions of the satellites with respect to the rest of the fleet. Finally, cross-
cluster measurements can also be allowed. These cross-cluster rangings can be used
to further improve the state estimate. If they are not allowed, each cluster must rely
on its internal measurements only. With them, the state estimate of other clusters
can be used to correct this estimate.
Various Hierarchic Algorithms are possible, depending on the algorithm (Central-
ized, Decentralized) used in the Super-Cluster and in the Sub-Clusters. The various
algorithms are named after the algorithms used for both the Super-Cluster and the
Sub-Clusters. For instance, "Centralized-Centralized" designates the Hierarchic Al-
gorithm were both the Super-Cluster and the Sub-Clusters perform the Centralized
Algorithm.
4.2.2 Definition of the Algorithms
The basic principle of a Hierarchic Algorithm is to perform the algorithms described
in Chapter 3 in the Super-Cluster and in the Sub-Clusters. Each Sub-Cluster and
the Super-Cluster thus implements either the Centralized Algorithm or one of the
Decentralized Algorithms, as described in Chapter 3. Depending on the size of the
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Figure 4-1: Hierarchic clustering scheme, including cross-cluster range measurements.
Illustration taken from [4]
Super-Cluster and Sub-Clusters, and on the accuracy, computational complexity, syn-
chronization and communication requirement, one of these options may fit better than
the others. On top of these, cross-cluster communication provides every satellite an
estimate of its state with respect to the Master. Finally, cross-cluster ranging can be
allowed as explained.
Algorithm for the Sub-Clusters
In each Sub-Cluster, the following operations take place in a loop:
" Measurements. Every satellite performs the range-to-station and range-to-
satellites measurements.
" Update.
- When the algorithm chosen for the Sub-Clusters is the Centralized Algo-
rithm, every satellite sends its measurements to the Sub-Cluster's master.
The master performs the Time Update and Measurement Update Steps,
and sends the estimates back to every satellite.
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- When the algorithm for the Sub-Cluster is one of the Decentralized Algo-
rithms, each satellite performs its parts of the computations, as described
in Chapter 3. Then, each satellite sends its estimate to the other satellites
(or to the next spacecraft for the Iterative Decentralized Algorithm).
Algorithm for the Super-Cluster
Once each Sub-Cluster has computed these operations, the Super-Cluster performs,
in a loop:
* Measurements. Every satellite performs the range-to-station and range-to-
satellites measurements.
* Update.
- When the algorithm chosen for the Super-Cluster is the Centralized Algo-
rithm, every satellite sends its measurements to the Master. The Master
performs the Time Update and Measurement Update Steps, and sends the
estimates back to every satellite.
- When the algorithm for the Super-Cluster is one of the Decentralized Algo-
rithms, each satellite performs its parts of the computations, as described
in Chapter 3. Then, each satellite sends its estimate to the other satellites
(or to the next spacecraft for the Iterative Decentralized Algorithm).
Communications from Super-Cluster to Sub-Clusters
After these loops are performed, information needs to be sent from the Super-Cluster
to the Sub-Clusters, for each satellite to know its state with respect to the Master.
Thus, each master sends to the satellites of the corresponding Sub-Cluster the esti-
mate of its position with respect to the Master. This additional step requires extra-
communication as compared with the Centralized and Decentralized Algorithms, as
will be emphasized later in this chapter.
4.2.3 Various Synchronization Scenarios
Depending on the synchronization between the Super-Cluster and the Sub-Clusters,
several different Hierarchic Schemes can be considered. Depending on the scenario
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considered, it can make a difference in terms of performances. This synchronization
depends mainly on the existence of cross-cluster measurements. When these measure-
ments are allowed or not, the synchronization requirements differ. More precisely:
" If the cross-clusters range measurements are not allowed, then each satellite is
interested in its state relative to its Sub-Cluster, and the Super-Cluster state
(in order to know its state relative to the Master).
" If the cross-clusters range measurements are allowed, then every satellite, to
range off a satellite from another Sub-Cluster, needs to know its state in its
Sub-Cluster, the state of its master in the Super-Cluster, the state of the other
Sub-Cluster's master in the Super-Cluster, and the state of the other satellite
in its Sub-Cluster, so as to be able to use the range measurement between
them. Indeed, to use such a measurement, a satellite needs to know its relative
position with respect to the other satellite. For this to work and give a sig-
nificant improvement in the accuracy, frequent updates on all these estimates
are necessary, so that estimate covariances are low. This means that the dif-
ferent algorithms (in Super-Cluster and Sub-Clusters) have to be more tightly
synchronized.
So, the main argument in an algorithm definition is the necessary tight synchro-
nization of the algorithms for Super- and Sub-Clusters when the cross-clusters rang-
ings are allowed. Now, when such rangings are not allowed, a certain degree of
synchronization would be also appreciable to have a good accuracy in the estimates
(since the position of any satellites with respect to the Master is known through the
estimate in its Sub-Cluster and the estimate in the Super-Cluster).
Algorithms Nomenclature
In the following nomenclature, an iteration represents for the algorithm considered
the set of operations to be performed before moving to the next time step. The
different algorithms will be described as follows (p is the number of Sub-Clusters):
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* The algorithm corresponding to a Sub-Cluster (either Centralized or Decen-
tralized Algorithm) will be represented by the initials of the Sub-Cluster: for
instance, SC for the Super-Cluster, and C for the ith Sub-Cluster. This rep-
resents one full loop of this algorithm given a set of measurements, including
the iterations that the algorithm may need to perform (Iterative Decentralized
Algorithm).
e The subscript 1 to this initial refers to one single iteration of the considered
algorithm. For instance: SC1 or C21.
* To distinguish between subsequent and parallel algorithms, we use comas and
"and": two algorithms with a coma between them are succeeding each other,
and two algorithms with "and" are running in parallel.
9 Finally, only one loop is described: the full algorithm is obtained by repeating
the scheme over time.
For instance, SCC 1 and C2... and C, means that the Super-Cluster runs its
algorithm fully, iterations included. Then, upon completion, all the Sub-Clusters'
algorithms run in parallel, with full iterations. And this keeps happening again.
SC1 and C1,and C 21 .. . and C.1 means that all algorithms run in parallel for one
iteration. Then, when completed, they all start over a new iteration, and so on.
Algorithms Classification
The algorithms are classified in terms of synchronization between Super-Cluster and
Sub-Clusters. Note first that, when a Sub-Cluster is computing, the other Sub-
Clusters may be computing at the same time. The only problem is between Super-
Cluster and each Sub-Cluster, since they share one spacecraft (the master of the
considered Sub-Cluster).
Then, the following Hierarchic Algorithms can be considered:
* The Super-Cluster and the Sub-Clusters compute at the same time.
The Super-Cluster has priority, Algorithm 1. Then, every time a master has to
compute something for both the Super-Cluster and its Sub-Cluster, it computes
90
for the Super-Cluster first.
The Sub-Clusters have priority, Algorithm 2.
Both algorithms are written SC and C1 ... and C,
The Super-Cluster and the Sub-Clusters compute one after each other.
They compute the same amount of time.
+ low-level imbrication, Algorithm 3. SC, C1 and C2 ... and Cp
+ high-level imbrication, Algorithm 4. SC 1 , C1, and C21 ... and Cp
The Super- and Sub-Clusters do not compute the same amount of time.
+The Super-Cluster computes for a longer time, either with a low or high-level
imbrications, Algorithm 5
SC, SC, SC, C1 and C2 ... and Cp
+The Sub-Clusters compute for a longer time, either with a low or high-level
imbrications, Algorithm 6
SCC1 and C2 ... and Cn,1 and C2 ... and Cp
Analysis
As said earlier, in terms of accuracy, it is desirable to have the Super-Cluster and in
the Sub-Clusters as tightly synchronized as possible, since the estimate of a satellite's
state with respect to the Master goes through the estimates in its Sub-Cluster and in
the Super-Cluster. It is even more important when cross-clusters measurements are
allowed, as argued. On the other hand, having the algorithms more tightly synchro-
nized is demanding, and thus not always desirable. Moreover, the cost of allowing
cross-cluster range measurements in terms of synchronization requirement should be
further studied. Note simply here that it may be too demanding for the gain in
accuracy.
Now, when the Hierarchic Architecture is such that the masters of the Sub-Clusters
compute only for the Super-Cluster or for the Sub-Cluster but not for both, it seems
easy to have Super-Cluster and Sub-Clusters compute at independent paces ("to-
gether", algorithms 1 and 2). It also seems desirable, since we always want to have
recent updates, and the only reason why it could be hard is synchronization. Thus,
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one has to decide which has priority. It seems that the Super-Cluster, because of its
central role, should have the priority, so the algorithm will be implemented with a
priority given to the Super-Cluster. If the masters of the Sub-Clusters are used in
both the Super-Cluster and in Sub-Clusters, then a synchronization issue occurs, and
it is important to distinguish between the different synchronization scenarios. For
this thesis, mostly the Hierarchic Centralized-Centralized Algorithm was studied in
detail, so that this issue was not crucial.
4.3 Evaluation Metrics
This section presents the evaluation metrics designed to evaluate the performance of
the algorithms considered with respect to each of the criteria of interest for this study
(see Chapter 3):
* Accuracy
* Computational Complexity
" Synchronization Constraints
" Communication Burden
The goal of this analysis is not to summarize the evaluation of a given algorithm with
a single value, but rather to provide a set of insightful metrics which would help the
user understanding which algorithm fits best with a given scenario.
The definitions of most metrics use the term "loop". Loop here means the set
of operations an algorithm needs to perform before moving to the next time step.
For instance, in the Iterative Decentralized Algorithm, a loop will comprise all the
iterations over the fleet.
4.3.1 Accuracy Metrics
Problem Statement: the first criterion on the list is the accuracy of the estimate
obtained by the algorithm. This accuracy varies in time by the succession of the time
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update steps (which increase the uncertainty) and the measurement update steps
(which reduce the uncertainty). In some applications, only the accuracy averaged
over time is of interest. For other applications, the limiting factor is the worst accu-
racy reached over time. Thus, two metrics are defined for this criterion.
Accuracy Metrics Definition: the accuracy metrics are based on the covariance
matrix, P, which is by definition:
P =E (ik[j
The two metrics defined to quantify the accuracy are:
"Average Accuracy" is the average of the accuracy over time when steady-state
is reached. This accuracy is computed as:
AveAcc = t E P(i, i),
ten-t1 =1
this average being computed after each time update and after each measurement
update.
* "Worst-Case Accuracy" is the average of the accuracies obtained right before
the measurement updates take place. The same formula as for the average
accuracy is used, but the average is computed only right before the measurement
update steps. This metric takes into account the time needed to compute the
measurement update step. It represents the worst error the algorithm can make
over time.
Computation of the Accuracy Metrics: to compute the accuracy of a given ar-
chitecture, we would have to solve the Riccati equations, which are very complicated,
involving huge matrices and linearizations of nonlinear functions. This is usually hard
to do. Moreover, the covariance that would result from such an analysis would be
only the predicted covariance, which may differ from the actual covariance. Thus, the
accuracies of the Centralized and Decentralized Architectures were compared through
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simulation. These simulations used the same random values, so as to be fair in the
comparisons. Several simulations were run for each value, so as to get a statistically
meaningful result.
4.3.2 Computational Complexity Metric
Computational Complexity Metric Definition: the computational complexity
metrics aims at capturing the load of computations the satellites have to perform for
each algorithm. To capture this load, the metric chosen was the average maximum
time taken by every loop of the satellites before moving to the next time step. The
maximum is taken over the fleet. For instance, for the Centralized Algorithm, the
Master has to perform all the computations, so that the metric will be equal to the
time taken by the Master to compute. This metric thus captures the maximum com-
plexity of the computations the satellites have to perform before moving to the next
time step.
Computation of the Computational Complexity Metric: for each algorithm,
the number of elementary operations to be performed can be computed, and the
computational complexity metric is proportional to this number. Such an analysis
is presented in Section 4.4. In the simulations, the time taken by each satellite to
perform one loop was directly measured. The results are presented in Section 4.6.
4.3.3 Synchronization Metric
Synchronization Metric Definition: the synchronization metric represents the
average total number of times a satellite has to wait for other spacecrafts to keep
on performing its computation task, for every loop. The synchronization criterion
aims at capturing the degree to which satellites depend on exterior events to occur
before they can start computing. This does not include the effect of a delay in some
satellite's task upon another one. The synchronization metric is thus the number of
94
time a satellite has to wait for another one, per loop.
Computation of the Synchronization Metric: the synchronization metric can
be computed through direct analysis (see Section 4.4). It was also measured in the
simulations (see Section 4.6).
4.3.4 Communication Metric
Communication Metric Definition: the communication metric captures the amount
of information exchanged between satellites. It is defined similarly to the synchroniza-
tion metrics by the average total amount of information transmitted through the fleet,
per loop. An overhead is added to the size of every information sent, corresponding
to the overhead accompanying every communication from a satellite to another.
Computation of the Communication Metric: the communication metric is com-
puted through direct analysis in Section 4.4 and by way of simulations in Section 4.6.
4.3.5 Metrics Normalization
All these metrics are normalized, in order to give more straight-forward values. The
normalization values are the following:
* Accuracy. The accuracy (both average and worst-case) is normalized by an esti-
mate of the accuracy reachable for a fleet of satellites with given measurements
and motion noise covariances.
* Computational Complexity. The computational complexity metric is normal-
ized by an estimate of the computational complexity of the Centralized Algo-
rithm for 20 satellites.
* Communication Load. The communication metric is normalized by the com-
munication needed for the Centralized Algorithm for 20 satellites.
* Synchronization metric. The synchronization metric is normalized by the syn-
chronization for the Centralized Algorithm for 20 satellites.
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4.3.6 Metrics Summary
As a summary, the following metrics were defined
" Accuracy Metrics. Two metrics were computed to evaluate the accuracy of a
given algorithm, both computed when the algorithm has reached steady-state
- Worst-Case Accuracy. The worst case accuracy metric consists of the
average of the accuracy right before every measurement update step.
- Average Accuracy. This metric consists of the average accuracy over time.
" Computational Complexity Metric. The computational complexity metrics con-
sists of the average maximum time it takes for every satellite to perform one
loop of the algorithm.
* Synchronization Metric. This metric consists in the average total number of
time a satellite waits for another to compute, per loop.
* Communication Metric. This metric is the average size of the data transmitted
over the fleet, overhead included, per loop.
For each algorithm, these metrics were computed. The set of metric values pro-
vides information to compare the algorithms with respect to the different criteria.
Then, depending on the mission of interest (computers performance, importance ded-
icated to the navigation algorithm, desired accuracy, etc), the user can decide which
algorithm is best suited to his needs.
4.4 Analytical Studies
This section presents several analytical studies. The goal is to understand how the
algorithms could compare with each other in terms of the criteria in 4.3. However,
in many cases, since such analysis is usually hard to perform analytically, simplified
models were used to obtain insights into the comparison between the algorithms.
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4.4.1 Choosing the Number of Clusters
Designing Hierarchic Architectures, as presented earlier in this chapter, one major
parameter to chose is the number p of Sub-Clusters into which the fleet is divided.
In this section, some analysis are presented to chose this parameter. The number of
Sub-Clusters is basically chosen to optimize the accuracy, computational load, syn-
chronization constraint, and communication burden of the Hierarchic Algorithm. In
these studies, the algorithms used in the Super-Cluster and in the Sub-Cluster are
assumed to be the same. Most arguments presented here are rather loose, since a
precise analysis would chose a number of Sub-Clusters for each scenario. Here, only
one number was chosen for all scenarios. N is the number of satellites in the fleet.
Optimizing the Accuracy
The accuracy metrics consists of the error between the estimate and the truth. In a
Hierarchic Architecture, to know one satellite's position with respect to the Master,
this satellite has to know its position with respect to its master, and the position of
this master in the Super-Cluster. Since the covariance of the sum of two indepen-
dent measurements is the sum of the covariances, the predicted covariance for the
Hierarchic Algorithm is
CovH(N) = Cov(p) + Cov(N/p) (4.1)
where COVH(N) is the covariance of the Hierarchic Architecture for N satellites,
and Cov(x) is the accuracy of the considered architecture for the Sub-Clusters and
for the Super-Cluster (we assume the same type of algorithms for both, here) for x
satellites. Considering p a real-valued parameter, for analysis purposes, and taking
the derivative of COvH(N), Equation 4.1 gives
aCOVH(N) _Cov(p) N &Cov )
7p p2  p
97
This expression goes to zero for p = V . To show that p = /N leads to the minimum
covariance, the second derivative is computed
82CovH(p) 
_ O2Cov(p) N 2 D2Cov (L) 2N DColv (N)
8p2  g09p2 p3  9p
Now, a larger fleet provides more information to estimate the state of the fleet. Thus,
Cov(p) decreases with p. There is also a limit accuracy one cannot go beyond, even
with a high number of satellites: thus, Cov(p) has a lower bound. As a result, Cov(p)
is a monotonically decreasing function with a lower bound, so that acov(p) < 0 and
op
_______ 0 COVH (P)
a
2 ) > 0. As a result, 2 o > 0. Finally, p = V leads to the minimum
covariance, so that it is the best choice, under the assumptions made here, in terms
of accuracy.
Optimizing the Computational Complexity
The computational complexity metric consists of the (average) maximum time it takes
for a satellite to perform its computational task. Thus, the predicted complexity of
the Hierarchic Architecture is roughly
" If the satellite computing most is computing for the Super-Cluster and for a
Sub-Cluster:
CompyH (N) = Comp(p) + Comp(N/p)
" If the satellites computing most is involved either in the Super-Cluster's algo-
rithm or in a Sub-Cluster's algorithm, but not in both of them:
CompH(N) =max [Comp(p), Comp(Np)]
" If the satellite computing most is computing for the Super-Cluster and for a
Sub-Cluster: when the number of satellites increases, the computational burden
increases as well, for all considered algorithms, so that acomp(p) > 0. Moreover,op
the computational complexity is assumed to be a polynomial function of order
greater than one, so that O2 COp(p) > 0. As a result, similar calculations as for
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the accuracy criterion lead to:
D2CompH(N) > 0
* If the satellite computing most is involved either in the Super-Cluster's algo-
rithm or in a Sub-Cluster's algorithm, but not in both of them Again, the
computational complexity is increasing with the fleet size. As a result
- if p< v/N, then max [Comp(p), Comp(Np)] Comp(N/p) > Comp ( IN).
- if p ;> vN, then max [Comp(p), Comp(Np)] Comp(p) < Comp ( N)
As a result, the optimal number of Sub-Clusters under these assumptions is
again p = vIN.
Optimizing the Synchronization Constraints
The synchronization metric consists of the number of time a satellite waits for another,
per loop. Thus, the expected synchronization metric for the Hierarchic Architecture
is
SynH(N) = Syn(p) + pSyn 
-
Taking the derivative, one gets
0SynH(N) _Syn(p) (N N BSyn
+Syn\
ap (9p p p 8p
The value of p for which oSynH(N) = 0 is not clear. One can simply note that:
ap
SynH(1) SynH(N) = Syn(N)
and:
BSynH(N) BSyn(N) _Syn(1)
ap ap Op
which is positive if one assumes Syn to be polynomial of order greater than one.
Thus, the value of p for which Syn is minimal is strictly between 1 and N. Moreover,
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metric function
Slope of the line (1,Syn(l)),
(p,Syn(p))
p Number of
satellites
Figure 4-2: Synchronization is assumed to be a polynomial function of order greater
than one
computing the derivative of SynH(p) for p = v :
OSYnH(p)
ap
FV ( &Syri(VW)V-A) OP SyrikN) - Syn(1)
(with Syn(1) = 0). Now, if Syn is polynomial of order greater than one, then (see
Fig. 4-2):
&Syn(VN) Syn(VNK) - Syn(l) 0
op VIR - 1
so that:
OSynH(P) (V/) <0
'9P 'vN- '
As a result, under these assumptions, the optimal value of p is strictly between v/K
and N.
Optimizing the Communication Burden
The communication metric consisting of the size of the data transmitted over the
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fleet, the predicted communication metric for a Hierarchic Architecture is
CommH (N) = Comm(p) + pComm(N/p)
With again the assumption that the communication metric is a polynomial function
of order greater than one, the same analysis as for the synchronization metrics holds:
the optimal number of clusters cannot be determined by this method, but it is known
to be greater than N.
Conclusion
In terms of accuracy and complexity, the optimal choice was shown to be p = N,
with the assumptions made here. In terms of synchronization and communication,
the optimal choice is not clear, but is greater than N. For the following studies, it
was chosen here to take p = N. Further study could be performed to refine this
choice for each algorithm.
4.4.2 Accuracy
Assessing with theoretical tools the accuracy of a given algorithm is particularly
challenging because of the complexity of the equations involved. Indeed, solving the
discrete steady-state Riccati equations should be needed to compare the various al-
gorithms. In this section, a simplified one-dimensional model is presented, to get
insight into the comparison in the accuracy between non-Hierarchic and Hierarchic
Algorithms. In the system presented here, the information form was found to lead to
easier computations, so that it was used to find the approximate accuracy.
Presentation of the Simplified Model
The model considered is made of a fleet of N one-dimensional non-moving vehicles,
defined by their state x (scalar). Fig. 4-3 represents this system. The estimation
consists of the state estimation Jf and the related covariance P.
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Figure 4-3: One dimensional model representation
The goal of this study is to evaluate the covariance resulting from the computation
of an estimate for the vehicles positions. The measurement update step was written
in the information form, since it was found easier to handle in this analysis. The
motion noise is modeled with a constant covariance, so that the Time Update Step is
P+ =P-+ Q
The noise covariance is modeled as Q = Q1I. The measurements available at each
time step are the linear differences between the different states
rij = xi - xj + vi
and the linear difference between each satellite and the origin:
rio = xi + vi
This latter measurement was added to make the system observable. The information
(information form of the Kalman Filter, see for instance [28]) available from these
measurements is
N/R
1,=HI-1H= 1/R
F = HTRH -1R
-11R
-1/R -11R
-1/R
-1/R N/R
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a%- 17
where R is the covariance of the crosslink range measurements.
Solution of the Model for a Centralized Architecture
Let us first show by recursion that the shape of the covariance matrix is
P1 P 2 ... P 2
P2
P 2
P 2 ... P2 P 1
(all diagonal elements are equal, and all non-diagonal elements are equal). Let us call
S the set of matrix with equal diagonal and non-diagonal elements. Assuming that
the initial covariance is diagonal P E S. Then, if at some time step P E S holds,
then at the next time step (information form of the Kalman Filter):
Y+ =y- + r
where
P 1 P 2 ... P 2
Y=P-1= P
P2
P2 --- P 2 P 1
where
P+(N - 2)P 2
P1  P +(N - 2)P1 P2 - (N - 1)P2
~ -P2
P2 P2 + (N - 2) P1P2 - (N - 1)P22
Thus, P E S implies Y E S. Since r = HTR-1H E S, one gets Y+ E S. Finally,
103
Y+ C S implies P+ E S. It was thus shown that at every step, P has the shape:
P 1 P 2 ... P 2
P- P2P2
P2 ... P 2 P1
Let us now consider the steady-state covariance matrix. The equation describing
the steady-state is given by blending the motion equation P+ = P- + Q and the
measurement update equation Y+ = Y- + I'. This gives:
P 1 + (N - 2)P 2 _ P1 + Q1 + (N - 2)P 2  N
fN (P1, P2) 9N (P1 ,P2, Q)
-P2 -P 2  1
fN (P, P2) 9N (P1, P2,
with
fN(P1 , P2) = P 1+ (N - 2)P1P2- (N - 1)P 2,
gN(pl, i2, 1= p + 1 )2 + (N - 2)(P1 + Q1)P2 - (N - 1)P22
These equations could not be solved analytically. Thus, numerical solutions were
found by implementing the simple Kalman Filter corresponding to this system. The
vehicle positions were chosen equally distributed on the segment [-5; 5]. The measure-
ment covariance R was chosen equal to 0.1 for all the simulations. The steady-state
covariance for each vehicle position, P 1 , was plotted as a function of the number N
of vehicles, for three different scenarios:
" Q = 0.01 < R
" Q=0.1=R
" Q=1>R
The resulting curves are presented on Fig. 4-4. These curves show the improve-
ment in the estimate accuracy as the number of vehicles in the fleet increases.
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Figure 4-4: Evolution of the steady-state covariance with N for Q < R
Applying the Numerical Results to Hierarchic Architectures
With these curves, the performance of the Hierarchic Architecture can be estimated.
Let us consider, for instance, a fleet of 16 vehicles, with Q being small (Q = 0.01). In
a Centralized Architecture, from Fig.4-4, the accuracy is around 5.6. 10-. In a Hier-
archic Architecture Centralized-Centralized, each Sub-Cluster contains 4 vehicles, so
that, still from Fig. 4-4, the accuracy in each Sub-Cluster is 1.4 - 102. The Super-
Cluster reaches the same accuracy. Thus, to estimate the position of the vehicles in
the Sub-Clusters as defined in the Master's frame, the covariances in the Sub-Cluster
and Super-Cluster have to be added. Thus, the covariance becomes, for each vehicle
Pi(Hierarchic) = 2.8 - 10-2
The difference between a Hierarchic and a Centralized Architecture is fairly high (the
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covariance is 5 times greater for the Hierarchic, so that the accuracy is expected to
be 2.2 times greater). Note that, as the number of satellites decreases, this difference
decreases as well. For instance, for a fleet of 4 vehicles, the covariance in the Hierarchic
case would be 2.9 times greater than in the Centralized case (accuracy 1.7 times
greater).
When the process noise covariance Q is larger, for instance when Q = 1, the
steady-state covariance of the estimate decreases much faster with the number of ve-
hicles, as seen on Fig. 4-4. For a fleet of 16 vehicles, the covariance in the Hierarchic
case is 7 times greater than in the Centralized case.
Conclusions
This analysis is by no mean a definitive comparison, since it is based on a very sim-
plified model. However, it gives insight into the extent to which accuracy is lost in
the Hierarchic Architectures, as compared with the Centralized Architecture. The
conclusions from this analysis are the following:
1. As the number of satellites increases, the cost of using a Hierarchic Architecture
versus a Centralized one is higher. Note that this is in contrast to the compu-
tational complexity: for which, as the number of satellites increases, it is better
to use a Hierarchic Architecture.
2. As the process noise decreases, the cost of using a Hierarchic Architecture in
terms of accuracy decreases. Indeed, when the process noise is low, the improve-
ment in the accuracy for the state estimate as the number of vehicle increases
is lower (compare the curves on Fig. 4-4).
The Hierarchic Architecture is less accurate than the Centralized Algorithm mainly
because some range measurements are not used in the former. Note that this analysis
was performed with 2-D vehicles. In 2-D, the fleet having fewer degrees of freedom,
the improvement in accuracy as the number of measurements increases is less pro-
nounced. Thus, this effect is excepted to be more important in 3-D.
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4.4.3 Computational Complexity
This section presents an analysis of the compared computational complexities of the
different algorithms, based on counting the elementary operations to be performed.
A more general but similar analysis for the different types of Kalman Filters can be
found at [10]. The state vector considered here is of size s = 13. It contains position
(3 states), velocities (3), quaternions for attitude (4), and angular velocities (3)
Centralized Algorithm
In the Centralized Algorithm, an Extended Kalman Filter is implemented for the
whole fleet. The complexity can be computed as follows (following the methodology
in [10]):
1. Time Update Step
" State Update
j(kk - 1) = A&(k - Ilk - 1),
where & contains the states of all the satellites in the fleet, A is the
propagation matrix. The complexity of this step is: (sN)2 to compute
As-(k - Ilk - 1).
" Covariance Update
P(klk - 1) = AP(k - Ilk - 1)AT + Q,
where P is the covariance matrix, and Q is the noise covariance. The com-
plexity of this step is: (sN)3 for AP(k-l|k-1), (sN)3 for (AP(k - Ilk - 1)) AT,
and (sN)2 to add Q.
* The total complexity for the Time Update Step is O(2(sN)3 ).
2. Measurement Update Step
e Kalman Gain
K = P(klk - 1)HT (HP(klk - 1)HT + R)
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The complexity of the computation of the Kalman gain is (sN)2N(2N+4)
to compute (P(klk - 1)H T), (sN) (N(2N + 4))2 for H (P(kik - 1)HT),
(N(2N + 4))2 to add R, (N(2N + 4))3 to inverse, (sN) (N(2N + 4))2 to
multiply by P(kjk - 1)HT.
" State Update
- (kjk) = 2 (kjk - 1) + K (zy k)
where K is the Kalman gain, Zk is the measurement vector at time k,
and zk is the predicted measurement at the same time. The complexity
of this step is N(2N + 4) to compute 4k, N(2N + 4) to perform(zk - Zk),
(sN)N(2N + 4) to multiply by K, N(2N + 4) to add (kjk - 1).
" Covariance Update
P(klk - 1) = (I - KH) P(klk - 1).
The complexity of this step is (sN) 2 N(2N + 4) to compute KH, (sN) to
subtract it to I, and (sN)3 to multiply it to P(kjk - 1).
" The total complexity for the Measurement Update Step is O(8N 6 +8sN 5 +
4s2N 4 + (sN)3).
3. The total complexity for the Centralized Algorithm is O(8N 6 + 8sN 5 +4s 2 N 4 +
3(sN)3 ).
Decentralized Algorithms
In a Decentralized Algorithm, each satellite implements a Schmidt-Kalman Filter
[37, 10].
1. Time Update Step.
* State Update (each satellite performs the time update corresponding to
the state estimates of all the satellites)
J (kjk - 1) = Ais(k - 1|k - 1) + ai(k),
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for every satellite i in the fleet. The complexity of this step is s 2 N for
Aii(k - I|k - 1) , sN to add the acceleration.
" Covariance Update
Pj(klk - 1) = AP(k - Ilk - 1)AT + Q2,
The complexity here is s3N for AP(k - Ilk - 1), s3N to multiply by AT,
s2N to add Q.
" The total complexity for the Time Update Step is O(2s 3 N).
2. Measurement Update Step
9 Kalman Gain
a = HPHT + HPyJT + JPxH yy jT + R
The complexity to compute a is s 2 (2N+4) for HP, s(2N+4)2 to multiply
by HT, s2(2N + 4)(N - 1) for HPxy, s(2N + 4) 2 (N - 1) to multiply by
jT, s2(N - 1)(2N + 4) for JPyx, s2(2N + 4)2 to multiply by HT, s2(N -
1)2 (2N + 4) for JPyy, s(N - 1)(2N + 4)2 to multiply by jT, (2N + 4)2 to
add R.
K = (PxHT + PXYjT) a-1
The complexity to compute K is (PxxHT and PpjT were already com-
puted for a) s(2N + 4) to add PxxHT and PXY JT, (2N + 4) 3 to inverse a,
s(2N + 4)2 to multiply them together.
* State Update
-- = + K (z -2)
The complexity for the state update is (2N + 4) for z - , s(2N + 4) to
multiply by K, s to add 1-.
* Covariance Update
P.x = (I - KH ) Pxx - K JPy,
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The complexity for this update is s 2 (2N +4) for KH, S2 to substract it to
I, s3 to multiply by P, s2 (2N + 4)(N - 1) for KJ, s3 (N - 1) to multiply
by Pv , s2 to add the two terms.
Pxy = (I - K H) Pxy - K JPyy
The complexity here is ((I-KH) has already been computed) s 3 (N-1) to
multiply by Pxy, s 3 (N - 1)2 for (KJ)P,,, and finally s 2 (N - 1) to subtract
the two terms. Pyx = P', which necessitates s2 (N - 1) operations.
. The total complexity for the measurement update step is O(2s 2 N 3 +s 3 N 2 )
3. The total complexity for the Decentralized Algorithms is O(2s2 N 3 + s 3N 2 )
Hierarchic Algorithm: Centralized-Centralized
In the first Hierarchic Algorithm studied, Centralized - Centralized, the Centralized
Algorithm is implemented for both the Super-Cluster and the Sub-Clusters. Let p
denote the number of Sub-Clusters.
From the previous studies, the complexity can be computed. The Super-Cluster
contains p satellites and uses the Centralized Algorithm, so the complexity here is
8p6 + 8sp5 + 4s 2P4 + 3s 3p 3 . Now, each Sub-Cluster will perform the Centralized
Algorithm. The Master of the fleet will perform both the algorithm for the Super-
Cluster and for the Sub-Cluster to which it belongs, so the complexity is 3s 3 N 2 +
4s 2N5 / 2 + 3s 3 N3 / 2 + 8sN 3 +4s 2 N 2 + 8N / 2 + 8sN5 /2, when p = VN.
Note that the cost of computing H or H and J was not directly considered here.
In the Centralized Algorithm, the measurement matrix is computed as one single
large matrix. In the Decentralized and Hierarchic Algorithms, smaller measurements
matrices are computed by various algorithms.
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4.4.4 Synchronization Constraint
This section presents the analysis corresponding to the synchronization metrics, which
consists of the number of times a satellite waits for another spacecraft to keep on per-
forming its task. By "waiting for" it is meant here that the satellite cannot keep
performing computations without receiving the desired piece of information from an-
other satellite.
Centralized Algorithm
In the Centralized Algorithm, for every loop
e The Master must wait for every satellite to send the measurements. Thus, every
loop, the Master waits for N - 1 satellites.
* Every satellite must wait for the Master to send the estimates and covariances.
So that N - 1 satellites wait.
As a result, the synchronization metric for the Centralized Algorithm (before normal-
ization) is 2(N - 1).
Synchronized Decentralized Algorithms
For the Synchronized Decentralized Algorithm, for every loop, every satellite waits
for every other to receive their estimates and covariance. Thus, every loop N(N - 1)
satellites wait.
Iterative Decentralized Algorithms
In the Iterative Decentralized Algorithm, every satellite waits for every other, at every
iteration. The total number of satellites waiting for other is thus I x N(N - 1) per
loop, I being the number of iterations.
Hierarchic Centralized-Centralized Algorithm
In the Hierarchic Centralized-Centralized Algorithm, the synchronization metric can
be computed by (for a fleet with p Sub-Clusters):
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" In each Sub-Cluster, the Master waits for all satellites to send their measure-
ments, ; - 1. Every satellite waits to receive its estimate, j 1.p 'p
" In the Super-Cluster, the Master waits to receive the measurements of the
masters, p - 1, and their estimate, p - 1. Then, each master waits to receive its
estimate, p - 1.
Thus, the total number of satellites waiting for each loop is p(2m - 2) + 3(p - 1)
2N + p - 3. In particular, this confirms the study performed in Section 4.4.1 to
optimize the number of Sub-Clusters: again, one sees that the optimal choice here is
to define p as low as possible.
4.4.5 Communication Burden
In this section, a similar study is performed to assess the communication metric for
the algorithms studied. The communication load consists of the size of the data
transmitted throughout the fleet per loop with a small overhead being added to each
communication. This overhead being dependant on the number of satellites in the
fleet, it was chosen arbitrarily equal to this number, N. The size of the state of each
satellite is again written s (s = 13).
Centralized Algorithm
In the Centralized Algorithm, the amount of data communicated is:
* At each time step, every satellite communicates the measurements available at
its place. The size of a measurement vector for one satellite is 2N + 41. Thus,
the communication load for this step is (N-1) (2N + 4 + N) = (N-1)(3N+4).
" After computing the estimate, the Master redistributes this estimate to every
satellite. So it must send over the communication channel the state estimate
2, of size s, and the related covariance P, of size s2. With the overhead, the
communication load here is (N - 1)(N + s + s2).
'Every satellite measures its range and bearing with respect to each other spacecraft (2N - 2
measurements), its absolute attitude (in quaternion, 4 measurements), and two ranges-to-beacons
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For every loop, these two sets of exchange take place, so that the total amount of
information transmitted per loop is, with the overhead (N - 1)(4N + 4 + s2 + s)
O(s 2 N + 4N 2).
Synchronized Decentralized Algorithm
In the Synchronized Decentralized Algorithm, each satellite, for every loop sends to
every other satellite its estimate and the related covariance. Thus, with the overhead,
the communication load is N(N - 1)(N + s 2 + s) = O(s 2N 2 + N 3 ).
Iterative Decentralized Algorithm
In the Iterative Decentralized Algorithm, the same data as in the Synchronized De-
centralized Algorithm is transmitted, for every iteration. Thus, the communication
load is I x N(N - 1)(N + s2 + s) = O((s 2N 2 + N 3 )).
Hierarchic Centralized-Centralized Algorithm
In a Centralized-Centralized Hierarchic Architecture, the amount of data communi-
cated is
* In each Sub-Cluster, the measurements are sent to the master (i - 1) (2P +
4+N). Then each satellite receives the estimate from the master, (j - 1) (s+
s 2 + N)
" In the Super-Cluster, each master sends its estimate to the Master, (p - 1)(s +
s2 + N), then they send their measurement vector, (p - 1)(2p + 4 + N).
" Finally, every satellite receives its estimate from the Master, (N - 1)(S2 +s+N)
As a result, the total communication load for the Centralized-Centralized Algo-
rithm is s2N + N 2 + 4N3/ 2 + 2s2 v/ + 2N.
Comparison Summary
Fig. 4-5, 4-6 and 4-7 summarize the previous analytical studies.
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Figure 4-5: Computational Complexity Comparison (logarithmic scale)
4.5 The Spheres Testbed
4.5.1 Introduction
The analysis presented so far corresponds to algorithms for satellites flying in space.
In order to test these algorithms, it was decided to prepare experiments with the
SPHERES project [41, 42, 43]. As a result, the algorithms implemented for this
thesis were inspired by the SPHERES set-up.
4.5.2 The SPHERES program
Many missions of interest for the future of space engineering involve fleets of satellites
flying in formation. For instance [44], spacecrafts used as interferometers which could
replace a telescope far bigger; Sub-Clusters of satellites performing missions in a more
redundant, and cheaper way; tethered spacecraft interferometer, etc.
In this context, MIT has developed a testbed, made of small independent satellites.
Each of them is capable of measuring its distance to each other, and to wall beacons.
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The range-to-beacons measurements provide enough information for each spacecraft
to be able to locate itself. The inter-satellite range measurements are used to improve
this estimate and for the docking phases, where two or more satellites are engaged in
very precise manoeuver next to each other.
For the purpose of this study, it was desired to put emphasis on the relative
measurement infrastructure, using as few absolute measurements as possible, so that
any single satellite cannot locate itself based on these absolute measurements only.
It was thus decided to use two range-to-beacon measurements, and the crosslink
inter-satellite range measurements. This is the set-up simulated in the simulations
described in Section 4.6.
4.6 Numerical Results
4.6.1 Simulations Framework
As explained in the previous section, the simulations performed used the SPHERES
framework. The SPHERES move in a room of size 1m 3 . No force was applied to the
satellites, so that they moved without acceleration. Each satellite uses satellite-to-
satellite range measurements and satellite-to-beacon measurements with respect to
two wall beacons of known absolute locations, located on the walls of the room. The
Decentralized Algorithms showed some instability in computing the global state of
the fleet (location of the center of gravity of the fleet). This instability was resolved
here by adding a second range-to-beacon measurement, although other methods to
address this issue could be studied.
4.6.2 Simulations Road Map
The goal of the simulations is to compare the different algorithms in terms of accu-
racy, computational load, communication burden, synchronization constraints. Vari-
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ous graphs present the performances of the architectures with respect to these criteria.
Methodology
The same code structure was used for all architectures, so as to make the comparison
relevant. Each simulation was repeated with a hundred different random seeds so
as to get statistical data for each evaluation metric. This provided reliable trends
about the algorithm performances. The simulations were performed with an "ab-
stract" version of the SPHERES testbed: N satellites were simulated in 3-D. They
could measure their distances to two beacons of known absolute locations. They had
access to their absolute attitude. Finally, they measured their distances and eleva-
tions with respect to every other satellite in the fleet. The measurement covariance
was set to 10-4 and the process noise covariance to 10-6. As explained in Section
4.6.4, the computational complexity of the different algorithms introduces different
delays in the algorithms. When the algorithm computes in a loop, this delay impacts
the real-time accuracy of the estimate. This impact depends on the process noise
covariance. Thus, further studies could analyze how the following results scale when
the process noise increases. Different fleet size were used, so as to understand how
the comparison evolve as this number changes. The fleet sizes used were: 4, 8, 16,
24. The algorithms compared were the:
" Centralized Algorithm;
" Decentralized Tightly Synchronized Algorithm;
" Decentralized Iterative Algorithm (for various number of iterations);
" Hierarchic Centralized-Centralized Algorithm.
For each fleet size, these algorithms are run for various different random seeds.
The results presented are the average of these simulations.
Two different scenarios were considered for these comparisons
e In the "varying time step" scenario, for each algorithm, the time step depends
on the speed of the algorithm. Thus, each time a loop is over, without waiting,
the computer computes the time update step. This scenario gives an advantage
for the fast algorithms.
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Figure 4-8: Comparison between the algorithms for varying time step scheme
e In the "fixed time step" scenario, the time step is fixed (one second). As a result,
even if the computer needs 0.Ols to perform the computations corresponding
to every time step, it has to wait one second before going to the following time
step. This scenario penalizes the fast algorithms, since they have to wait a
second before computing the next time step.
4.6.3 Algorithms Comparison for Varying Time Step
The algorithms comparison for this scenario is represented on Fig.4-8.
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Comparing the Accuracies
In terms of accuracy, the best algorithm appears to be the Decentralized Tightly
Synchronized Algorithm. Indeed, even for low fleet sizes, the Centralized Algorithm
has to perform heavier computations, and thus needs longer time, which penalizes its
accuracy. For a fleet of four satellites, for instance, it takes 15ms for the Decentralized
Algorithm to perform one loop, and 30ms for the Centralized Algorithm. Being only
slightly less accurate and twice faster, the Decentralized Algorithm performs better
than the Centralized Algorithm.
For large fleets, the computations to be performed in the Centralized Algorithm
gets bigger. This computation introduces delays in the algorithm, which eventually
impact the real-time accuracy of this algorithm. The Iterative Decentralized Algo-
rithm shows poor performance because of the time needed to go over the whole fleet
for each loop. The Decentralized Algorithm performs very well, thanks to the low
computational task it has to perform: being slightly suboptimal but much faster
than the Centralized, it has much better results. Finally, the Hierarchic Algorithm
performs very well too, because the computational task is efficiently spread into the
Sub-Clusters.
Comparing the Computational Complexities
For the computational complexity, the algorithm with the heaviest computations is
the Centralized Algorithm. The Iterative Decentralized Algorithm shows also a high
computational complexity metric because every satellite computes one after the other
before coming back to the first one.
Comparing the Communication Loads
The communication load of the Hierarchic Algorithm is high because of the transmis-
sions inside the Sub-Clusters and between the Sub-Clusters and Super-Cluster. The
Decentralized Algorithm, and the Iterative Decentralized Algorithm have the same
transmissions to perform in one loop so that their metrics are equal. They are high
because of the transmission of the states of all satellites to every other satellite. Fi-
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Figure 4-9: Comparison between the Iterative Decentralized Algorithms for varying
number of iteration
nally, the Centralized Algorithm shows a low metric value: only the measurements are
transmitted to the Master, and the states estimates are transmitted to the satellites.
Comparing the Synchronization Constraints
The synchronization metric results can be explained with similar reason as the com-
munication load. The only difference is for the Hierarchic Algorithm, since it does
transmit lots of measurements matrices, so that the communication load is large.
Determining the Optimal Number of Iterations for the Iterative Decen-
tralized Algorithm
Fig. 4-9 presents the evolution of the metrics with the number of iterations for the
Iterative Decentralized Algorithm. The result is clear: the gain of increasing the
number of iterations is counterbalanced by the time it takes to perform the loops.
This result justifies a posteriori to perform only 1 iteration for this algorithm.
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4.6.4 Algorithms Comparison for Fixed Time Step
As was said, in the simulations presented in this section, the time step was set to 1
second for all algorithms. The rationale for this decision is that, in real application,
it is likely that the navigation algorithm is not the only application requiring compu-
tations. Thus, if for instance a control algorithm is to be used, the computing time
has to be shared, and only a percentage of the time is dedicated to the navigation
algorithm.
In this scenario, the "pure" performances of the algorithms are compared. This
means that, contrary to the varying time step scenario, the time needed to perform
the computations is not taken into account in comparing the accuracies, here. The
algorithms take the time needed to complete the computations, and the final estimates
are compared. The results are presented on Fig. 4-10.
The Centralized Algorithm performs very well, as expected. Indeed, all infor-
mation is provided to the Master, which can use it to estimate in the best possible
way the state of the fleet. However, unexpectedly, the Hierarchic Architecture has a
very good accuracy. The Decentralized Algorithm is sub-optimal (around 30% less
accurate than the Centralized Algorithm), as expected. The Iterative Decentralized
Algorithm performs almost as well as the Decentralized Algorithm, which is expected
when the time to compute is not taken into account.
4.7 Conclusion
This study confirmed most of the expected results.
The Centralized Algorithm is optimal, but needs to perform heavy computations,
especially for large fleets. As a result, the real-time accuracy is rather poor when the
time-step is not fixed. Its synchronization and communication metrics are relatively
low.
The Decentralized Algorithm is suboptimal, but rather close to the Centralized
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Figure 4-10: Comparison between the algorithms for fixed time step scheme
Algorithm in terms of accuracy. The computational burden being much lower than
for the latter, the real-time accuracy is fairly good for the Decentralized Algorithm.
The synchronization and communication metrics are fairly high for this algorithm,
which would be its main flaws.
The Hierarchic Algorithm performs well in terms of accuracy. The synchronization
level is rather low. The communication load is high, and this is due to cross-clusters
communications, which are an essential part of the algorithm.
Finally, the Iterative Decentralized Algorithm show poor performances because of
the loop over the whole fleet it needs to perform. The communication and synchro-
nization metrics are fairly high.
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Further studies could analyze more precisely some refinements of the Hierarchic
Scheme for particular scenarios of special interest. In particular, the number of Sub-
Clusters could be chosen more carefully for each scenario of interest. Moreover, the
notion of robustness, which is particularly delicate to handle, could be analyzed to
get insight into the capability of every algorithms to resist all kinds of failures.
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Chapter 5
Comparing Three Strategies to
Process Delayed Measurements
5.1 Introduction
In the context of the Magnetospheric MultiScale (MMS) mission, four satellites flying
in formation estimate their positions based on GPS and crosslink range measurements.
Previous work [6, 9] analyzed different position estimation algorithms for this mission,
and raised a particular issue: in the actual mission, some information needed to
perform the estimation arrived with a large time delay. This section analyzes different
approaches to process this delayed information.
The problem analyzed is the following: four satellites flying in formation estimate
their position. Each satellite receives GPS updates on its position, and crosslink range
measurements with respect to every other satellite. Besides, every satellite sends its
own position estimate regularly to the others, so that they can use it together with
the crosslink range measurements to improve their position estimate. However, this
estimate arrives with a time delay, which is modeled as constant. On a fast time scale
(every Tf seconds), every satellite receives GPS and crosslink range measurement
updates. On a slow time scale (every T, > Tf seconds), every satellite receives
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updates on what the estimated positions of the other satellites were T, seconds ago.
The problem studied in this chapter is to process this delayed information efficiently,
optimizing three criteria: 1) the real-time accuracy of the estimation process; 2) the
complexity of the computations to perform; and 3) the memory required to run the
algorithm.
A straight-forward way to process delayed information that arrives at time t is
to store all the measurements between the last arrival of this update -(t - T,)- and
now, and to process them all from that time to current time. Based on this idea, one
approach would be to implement a simple algorithm on a fast time scale - strictly
a prediction algorithm, that does not process measurements-, while storing all the
GPS and crosslink range measurement. Then, upon arrival of the delayed update,
the algorithm goes back to the last update and processes all the measurements up
to current time. This is the algorithm called Approach 1 in this chapter. However,
in this approach, the real-time accuracy is very poor, since the measurement are
not processed in real-time. A second approach (Approach 2) processes the GPS and
crosslink range measurements on the fast time scale and, on a slow time scale, upon
arrival of the delayed update, re-processes them. This approach provides the best
accuracy of the three approaches, but requires heavy computations and data storage.
Finally, a third approach is proposed, aimed at reducing the complexity of Approach
2 while remaining close to its accuracy. In Approach 3, the GPS and crosslink range
measurements are processed in real-time, and they are not stored. Upon arrival of the
update on the other satellites positions, this information is propagated to current time.
Then, it is blended with the estimate from the fast time scale algorithm described in
Approach 2.
The structure of this chapter is as follows. The first part of the chapter presents the
problem and the three approaches proposed. The second part consists of an analytical
study of the three approaches in terms of accuracy, computational complexity and
memory requirements. The third part presents the results of a simulation which
supports the analytical study. A summary table and plot concludes the study.
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5.2 Problem Statement
In this section, the problem is presented in mathematical terms. The dynamic model
for the satellites is introduced, as well as the measurements available to every satellite.
The core algorithm used to process these measurements is presented. Then, the three
approaches proposed to process the delayed measurements are described.
5.2.1 Problem Description
N = 4 satellites are estimating their positions and velocities. The same absolute
frame is used for all satellites (Frame A described in Chapter 2). GPS measurements
provide each satellite with an estimate of its position in this frame. For a precise
description of the spacecraft dynamics, a nonlinear model should have been used (see
Section 2.6 for instance). However, for this analysis, a more simplified model, relying
on the Linear Time Invariant assumption (see Section 2.4) was chosen. The satellite
dynamics in continuous time are:
dx
d(t) Fx(t)+w(t) (5.1)
x 1 (t)
x 2 (t)
x(t) = X3 (t) F 03 13 (5.2)
ii(t) 03 03
2(t)
_i 3(t) .
where x(t) is the state of the considered satellite (position and velocity), w(t) is the
process noise, of spectral density:
0 0
0 Q(t)
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The structure of Q(t) means that the noise is an acceleration noise (only the velocity
of the satellites is directly affected by this noise: the first three components of w are
always zero). When written in discrete time, the equation becomes
x(t + T5) = Q(t, t + Tf)x(t) + zv(t),
where T(t) has discrete time covariance Qt
Q =eFT5 T5 -Fr T FT7_ FTf T50Qt =eF j e FQ(T)e FT 0 d f Tf Q(T) dT
4 is given by
4)(t, t + T5 ) = e FT5 -13 Tf f3
03 -13
Note: later, the transition matrix 4)(t, t + Tf) will be written @ for simplicity.
The notation x represents the local satellite state (position and velocity), while
the notation y represents the remote satellites states. Thus, the size of x is 6, and
the size of y is 6(N - 1). Every satellite receives (see Fig. 5-1)
* Every T seconds (fast period), its range with respect to every other satel-
lite, and a coarse GPS measurement on its 3-D position. In the simulations
performed, T1 = 1sec, the covariance of the GPS measurements was 100m 2
(precision of 10m), and the covariance of the crosslink range measurements was
0.01m 2 (precision of 10cm). The crosslink range measurements available at
satellite i of state
x1 (t)
x (t)
x(t) x(t)
ijt
i4 (t)
if(t)
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Figure 5-1: Sketch of the measurements available at a given satellite
are
3
ri (t ) = (4Mx~t - xM 2t)+ vij(t),I
k=1
where vij(t) is the range measurement noise. The GPS measurements available
at satellite i are
x1 (t)
zi(t) = xi(t)
x (t)
where v (t) are the GPS measurement
white
vl(t)
+ v2(t)
n is te
noises, assumed to be independent and
* Every T, seconds (slow period), an update on where the other satellites are
estimated to be T, seconds ago, together with the related covariance attributed
to their estimate. That is, at time t, every satellite i receives an update on the
states of the other satellites at time (t - T.): Dy(t - TS),Vj = i.
The problem analyzed here is: how to process these delayed updates on other satellites
states estimates ?
'GPS is considered here as a "black box" providing such a measurement.
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5.2.2 Reduced-Order Filter
This part presents the core algorithm used to process the measurements. The goal of
the algorithms is to compute the position and velocity of the local satellite only: each
satellite is not directly interested in computing the position of the other satellites (for
complexity reduction purpose). The algorithms are based on the Schmidt-Kalman
Filter (SKF). Again, in the following equations, si represents the local satellite state
estimate -position and velocity. Pr, is the related covariance of the local satellite's
state estimate. For every remote satellite i, Q, represents its state estimate, PY,,
the related covariance. Q represents the concatenation of all the remote satellites
states estimates Qj together, and Pyy of the covariances. Every satellite maintains an
estimate on its state, ± and on the others' states, Qj, together with a global covariance
matrix
P PXX PY
PYX PYY
The baseline for the three approaches is the Schmidt-Kalman Filter, which takes place
in two steps, repeated over time
" Time Update. From one short time-step to the other, every satellite propagates
its local state (position and velocity), and the state of the remote satellites,
through x(t + 1) = @x(t) and P- = @P- T' + Qt for the local satellite, and
y(t + 1) = 4yi(t) and P+ =P- r + Qt for every remote satellite.
" Measurement Update. To process the range and GPS measurements, the local
satellite's state and the covariances are modified by
a = HPH + H P-JT + JPY-H ±JYJT + R
H T
= H JIP T]+R (5.3)
K (PX H + P-jT) a1 (5.4)
x+ x-+ K(z - i) (5.5)
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P+ = (I - KH) P;, - KJPY- (5.6)
P:Y = (I - K H) Px-Y - K JPY-, (5.7)
PY, = PTi (5.8)
P+Y = P-Y (5.9)
In these equations, z is the measurement, which can be written as a function of
the states z = f(x, y). 2 is the predicted measurement 2 = fQ±, Q). H =
and J = )
The states of the remote satellites are not modified; the measurements are
used to update the local state only. Note that the knowledge of the other
satellites positions is included into 2 and the knowledge of their covariance and
of the cross-correlations between local and remote satellites is included into
K. During the covariance update, only the local covariance, and the cross-
correlations between local and remote satellites are updated. The covariance of
the other satellites is not modified during the measurement update step.
Again, the measurements available at a satellite of state estimate are used to
update this satellite's state estimate , only; they are not used to update the state of
the remote satellites, D.
The effect of the reduced-order assumption defined in the previous paragraph on
the accuracy/complexity will be studied later in this chapter.
5.2.3 Description of the Three Approaches
In this section, some general equations used in the approaches, and then the three
approaches are presented. Some equations used in the different approaches are as
follows. The prediction equations for local satellite between time t and time t + 1
P(t+1) = <b a(tat)
pxx(t + 1) = <Pxx(t)<brT + Q (5.10)
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In these equations, a(t) is the acceleration undergone by the considered satellite at
time t. For remote satellites
i(t + 1)
PYY'j(t + 1)
- <by ,(t) t),Vi
=D <pYY'i(t)<bT + Q, Vi (5.11)
Measurement Update Equations at time t (for GPS and
ments)
o= H P,-,H T+ H PYJ T
HT
= H JP ]
K = (PxH + P-yT) a
x+ - -+ K(z - 2)
Px, = (I - KH) Px;.- KJ.
P~y = (I - KH ) Px- - K J.
PYX = PXYT
P+ P
yy yy
crosslink range measure-
JPHT + jp-J + Ryr JP-H yy j
(5.12)
Update equations for remote satellites (slow measurement)
= pdated
P Y,, = P "pdatd 
v
Y Y , Vi7 (5.13)
The three approaches are as follows
1. Approach 1
* Fast Time-Scale: a simple prediction is implemented. Every satellite prop-
agates its local state and covariance according to Equations 5.10, and the
other satellites states and covariances according to Equations 5.11.
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* Slow Time-Scale: a batch processing is implemented. The algorithm comes
back to T, seconds before current time, uses the update for the other satel-
lites states and covariances (Equation 5.13), and processes all the measure-
ments from that time to current time (Equations 5.10, 5.11, 5.12). Note
that all the measurements (range and GPS) on the period [(n - 1)T,; nT,]
had to be stored. At time (n - 1)T, the update for other satellite is
performed (slow measurement) according to Equations 5.13. Then, for
every time between (n - 1)T, and nT, the prediction equations are used
to propagate the local satellite state and covariance (Equations 5.10) and
the remote satellites states and covariances (Equations 5.11), and the mea-
surement update equations (Equations 5.12) are used to process the mea-
surements. Note that the Kalman gain is computed here at each time step
according to Equation 5.4. All the measurements in [(n - 1)T,; nT,] had
to be stored.
2. Approach 2:
" Fast Time-Scale: a SKF is implemented in the way described in the pre-
vious section. The state of the remote satellite is not directly estimated,
except through simple prediction. The error on the remote satellites states
grows. Equations 5.10 and 5.11 are used to compute the prediction step,
and Equations 5.12 are used for the measurement update step.
* Slow Time-Scale: a batch processing is implemented, as for Approach
1. At time (n - 1)T, the update for other satellite is performed (slow
measurement) according to Equations 5.13. Then for every time between
(n - 1)T, and nT, the same two sets of operations are performed: 1)
prediction step, by use of Equations 5.10 and 5.11, and 2) measurement
update step, by use of Equations 5.12.
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3. Approach 3:
* Fast Time-Scale: a SKF is implemented as for Approach 2. The prediction
step uses Equations 5.10 and 5.11, and the measurement update step uses
Equations 5.12.
* Slow Time-Scale: first, the algorithm comes back to the state at time
(n - 1)T. The updates on the other satellites states and covariances
are included through Equations 5.13. Then, this estimate is propagated
all the way from (n - 1)T, to nT, without including the range and GPS
measurements taken at the faster time scale (which were not stored), by
use of Equations 5.10 and 5.11 for all time between (n - 1)T, and nT.
Contrary to the batch processing performed in Approach 1 and 2, this
approach uses a mere prediction, without measurement update. There is
no need to store the measurements between time (n - 1)T, and nT. Then,
this estimate from the long time-step filter and the estimate from the
short time-step filter (STF), ,are blended according to the following
equations (see derivation of these equations in Appendix A. 1):
[P;1P PY ;1Pyy 1P-Pyy
5.3 Analytical Study
In this section, the three approaches are analyzed. Each section presents the analysis
for one approach: first, in terms of accuracy, analyzing how it compares with other
approaches. Second, in terms of complexity. Third, in terms of memory requirements.
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Figure 5-2: Sketch for the three approaches
For each approach, a brief summary presents the main strengths and weaknesses.
5.3.1 Approach 1: Prediction / Batch Processing
In Approach 1, a simple prediction is performed on the fast time-scale, and a batch
processing on the slow time-scale.
Accuracy
The error keeps growing since a mere propagation is performed. The error at the end
of a slow period is given by the integration of the Riccati Equation over this period
of time:
p+ = <pPT + Q,
where <b is the transition matrix and Q is the process noise covariance. The filter is
optimal, since it processes all the measurements between two slow measurements.
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Aproach 1
Approach 3
To get insight into the accuracy evolution over the fast time-scale in this approach,
one would like to solve the corresponding Riccati equations. However, this equation
corresponds to the blending of T, Riccati equations for a nonlinear model. It is thus a
very hard equation. Thus, a simplified model is used. This simplified model is a linear
model -to be able to solve it- which is close to the problem discussed in this chapter.
This simplified model consists of two one-dimensional vehicles estimating their state
(1-D position and velocity). On the fast time-scale (1Hz), they get a measurement
of their position x (GPS-like) and the difference between their positions r -= 2 - Xi
(a linear measurement similar to the crosslink range measurement). On the slow
time-scale (every T, seconds), they get an estimate of what was the other's position
T, seconds ago. The propagation equation is:
1 0 1 iW
- -t+1 Kt --
where w is of covariance q. The covariance growth is given by
1+ 1 P 1 0 + 0 0
0 1 1 1 0 q
Solving this equation over the slow period leads to
b
P=,
with:
a ((2bm + q/6)T3 + (cm - q/2)T2 + (q/3)T + am),
b = ((q/2)T + (cm - q/2)Ts +b)
c = (qTs+cn),
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where
Pm am 
bm
is the covariance matrix at the beginning of the slow period. The error on the posi-
tion grows linearly with the process noise covariance q, and much faster with the slow
period (Pu= a=T,). This gives an idea of the drift of the error over the slow period
for this approach.
Complexity
Fast time-scale: the complexity of a prediction step for each satellite is derived in
Appendix A.2. This complexity is 510 operation counts per satellite. For 4 satellites,
the complexity of a prediction step is: 2040.
Slow time-scale: on the slow time-scale, the batch processing implies performing
prediction and update at each step back to the last slow measurement. The complex-
ity of an update step is derived in Appendix A.2: it is 9414 operation counts. Over
a slow period, the total complexity is then: (2040 + 9414)T, = 11454T.
Memory requirement
The batch processing needs to save all the fast measurements between two slow up-
dates. This consists of (N - 1) range data, plus 3 GPS data, T, times between two
slow measurements. This is (N + 2)T, data to save between two slow measurements.
Summary
This first approach is optimal but intensive on the slow time-scale. It is very coarse,
though very cheap in terms of computations.
Pros:
" Cheap on the fast time-scale;
* Optimal on the slow time-scale.
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Cons:
e Poor accuracy on the fast time-scale;
" Computationally hard on the slow time-scale;
" Huge memory requirement to complete the batch processing.
5.3.2 Approach 2: Filter / Batch Processing
In Approach 2, an Extended Kalman Filter is performed on the fast time-scale, and
a batch processing on the slow time-scale.
Accuracy
The accuracy is determined by the SKF. More precisely, one can compute roughly
the accuracy that is reached. Let us consider a symmetrical case, where all satellites
have the same uncertainty, say P. Now, since the GPS is coarse, when P is low, it is
determined mainly by the range measurements. With a fleet of 4 satellites, the posi-
tion of the local one can be determined by the three crosslink ranges. The resulting
covariance will be roughly the sum of the range covariance and of the other satel-
lites covariance. thus, the error on the local satellite's position, p, will be roughly:
p + = Vr 2 + (p-) 2 . Thus, each fast time step, this error will grow by Vr 2 + (p-)2 _-.
(see the simulation result section for a confirmation of this approximate law). This
growth is to be compared with the growth in the prediction-only scheme used by
Approach 1. Again, optimality is reached because of the batch processing, as for
Approach 1.
Complexity
Fast time-scale: the complexity on the fast time-scale is the complexity of a prediction
+ update step, which is for N = 4, based on the study in the previous section, 11454.
Slow time-scale: on the slow time-scale, a batch processing is performed. The analysis
is the same as for Approach 1: the complexity is 11454T,.
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Memory requirement
The memory requirement is the same as for Approach 1.
Summary
This approach is optimal from every viewpoint (except that it uses the Schmidt-
Kalman Filter, which is an approximate algorithm). It is also the most intensive in
terms of computation and memory requirement.
Pros:
* Optimal on both slow and fast time-scale.
Cons:
" Computationally very hard, both on the slow and the fast time-scale;
" Huge memory requirement to complete the batch processing.
5.3.3 Approach 3: Filter / Filter+Blending
In Approach 3, an Extended Kalman Filter is performed on the fast time-scale. On
the slow time-scale, a propagation is performed from the last slow measurement time,
and these two estimations are blended.
Accuracy: Comparing Approach 2 and 3
In this section, Approach 2 and 3 are compared in terms of their accuracies. The goal
is to build a simplified model that accounts for their differences, while being solvable
exactly. This simplified model will consist of two algorithms estimating the state of
a one-dimensional system. Algorithm A is a simplified version of Algorithm 2, and
Algorithm B is a simplified version of Algorithm 3. Let us first note the difference
between Approach 2 and 3: the only difference between them is that Approach 2
uses the update on the remote satellites at the time it was sent (through the batch
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processing, which goes back to the last slow update to process the update at the time
it was sent), whereas Approach 3 uses this update at the time it is received. The
simplified model is now built by comparing Approach 2 and 3 in two steps
1. In the first step, Approach 3 is compared with the batch processing performed in
Approach 2, as if it was performed in real-time. The first part of the simplified
model is built out of this comparison.
2. In the second step, the short time-step filter is introduced for Approach 2, and
the difference in accuracy between both approaches is studied. The second part
of the model is made out of this second step.
First Step. Note that Approach 3 and the batch processing of Approach 2
use the same measurements, the same information, apart from the estimates for the
remote satellites. Indeed, on the time-lag [nT; (n + 1)T], both algorithms update the
estimates for the remote satellites from the slow measurements, and then use all the
fast measurements until time (n + 1)T, with the same SKF. Only the accuracy of the
estimates of the remote satellites is different: Approach 3 uses outdated estimates,
while the batch processing uses updated ones. The estimates on the remote satellites
states are used only to process the range measurements. As a result, a different
accuracy for the remote satellites estimates has the same effect as a difference in the
measurement accuracy. Thus, the simplified model is built by considering Approach
3 and the batch processing as being the same algorithm applied to measurements
of different accuracies. More precisely, Approach 3 uses outdated estimates for the
remote satellites. Then, the covariances of these estimates is increased by the process
noise covariance. Since the covariance measurement is roughly R + Premote (R is
the nominal covariance of the measurement, and Premote is the covariance of the
considered remote satellite state estimate), Approach 2 and 3 use measurements whose
covariances differ by:
(R + Premote,outdated) - (R + Premote,updated) - AP Q
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Indeed, since Approach 3 uses outdated estimates for the remote satellites, their
covariances have to be increased by the process noise covariance. Thus, it is as if the
process noise covariance was added to the measurement covariance. In our simplified
model, the batch processing would be using measurements of covariance R while
Approach 3 would be using measurements of covariance R + Q. At steady-state, the
covariance P is given by the equality between the covariance before and after the
Prediction and Measurement Update steps
(PA Q)R Q (R
PA+Q+R PA 2 Q
for Algorithm A, and
(Pn__Q)(_+Q Q /4R~
PB = =PB+Q-> PB = -- 1+ 5 +
PB +Q R 2 
for Algorithm B. Then
Q 4R AR
AP =PB-~PA = - 5+ 1+Q
Second Step. Now, the difference between Approach 2 and 3 in real-time is not
AP since the batch processing is not performed in real-time, it is only performed
every T, seconds. In real-time, Approach 2 performs the short time-step filter. Note
that from nT, + 1 (right after the batch processing) and (n + 1)T, - 1 (right before
the next batch processing), Approach 2 and 3 perform exactly the same operations
-the SKF- with the same measurements, and the same estimation for the remote
satellites (they have been updated for both approaches). To analyze what happens
in the time-lag [nT + 1; (n + 1)T - 1], another time step is added to our simplified
model, when steady-state is reached. In this additional time-step, Algorithm A -
which represents Approach 2- uses measurements of same accuracy as Algorithm B
-representing Approach 3-: the covariance of these measurements is R + Q. This
additional step leads to the covariances
A (PA± Q)(R +Q)
PA+2Q+R
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+ (PB+Q)(R +Q) _ B
B PB+2Q+ R - B-
The new difference in the covariances corresponds to the difference of accuracies
between Approach 2 and 3 at time nT, - 1 (right before the batch processing). It is
+ (PB+Q)(R-+ Q) (PA+Q)(R+Q)IAP =PB - PA PB+2Q+R PA+2Q+R
(R + Q)2 Ap <AP
(PA+ 2Q + R)(PB+ 2Q + R)
Now
" If Q < R, then AP 0, and thus AP+ - 0.
" If Q > R, then AP 0.6Q, and AP+ A4 Q7_
This analysis shows that, when the process noise covariance is low as compared
with the measurement covariance, Approach 2 and 3 lead to similar results. When
the process noise covariance is higher, their difference is higher too. This result has
a straight-forward interpretation: the main difference between Approach 2 and 3 is
that Approach 3 uses the same information (the estimate on the remote satellites
states), but later (the update on the remote satellites states is used at the next slow
period for Approach 3, whereas Approach 2 comes back to the last slow period to use
the update). The value of such a delayed information depends on the process noise
covariance: when this noise is high, the covariance of the remote satellites estimates
grows very quickly, making it less useful. On the contrary, when the process noise is
low (compared to the measurement covariance), the update on the remote satellites
can be used later (at the next slow period) without much loss. As a result, when the
process noise covariance is low, using the update on the remote satellites does not
change much, and Approach 2 and 3 are equivalent. When the process noise covari-
ance is high, the difference is much more visible. With the process noise covariance
used in the simulations, both approaches showed very similar accuracies, confirming
this analysis.
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Complexity
Fast time-scale: the complexity on the fast time-scale is the same as for Approach 2:
11454.
Slow time-scale: on the slow time-scale, the prediction over the slow period is of
complexity 2040T,. The complexity of the blending phase, derived in Appendix A.2,
is 6666. Thus, the total complexity on the slow time-scale is thus: 6666 + 2040T,.
Note that the complexity of the blending phase does not depend on the slow period,
contrary to the complexity of the slow period in Approach 1 and 2. When T > 8,
the complexity of Approach 1 or 2 on the slow period is four times more than the
complexity of Approach 3.
Memory requirement
No measurement has to be saved for this approach. Each measurement -the fast mea-
surements and the slow ones- are used when they arrive, so that they do not need to
be stored.
Summary
This approach is close to be optimal. Moreover, it is much less intensive (in terms of
computation and memory) than Approach 2.
Pros:
" Close to optimality,
" Computationally less intensive than Approach 2,
" Memory requirement very low (no batch processing).
Cons:
* Sub-optimal estimate on the slow time-scale.
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5.3.4 Analytical Comparison Summary
In this section, the analytical study performed in the previous sections is summarized.
The effects of the main parameters on the conclusions are emphasized.
On the fast time scale, Approach 1 predicts the state of the satellites, while Ap-
proach 2 and 3 use the GPS and range measurements to improve this estimate. The
analytical study, based on simplified model, showed that the covariance in Approach
1 grows linearly with the noise covariance, and as the power 3 of the time elapsed.
The covariance in Approach 2 and 3 grows by the range measurement covariance at
each time step. For a large slow period (large time delay for the update of remote
satellites states), the prediction scheme of Approach 1 is drifting rapidly (as the power
3 of this period) from the truth, whereas the filter of Approaches 2 and 3 drifts much
slower (linearly with the period). For a large process noise (as compared with the
measurement covariance), this drift is even faster.
On the slow time scale, Approach 1 and 2 use the batch processing of all data from
the last update for remote satellites to current time, including all the measurements
on this time window. Approach 3 predicts the state of the remote satellites over this
time window, and merge this estimate with the estimate from the short time step
filter. The analytical study of the simplified model showed that if the noise is low, or
the slow period is short, then the difference between the two approaches is negligible.
When the process noise becomes more important, the difference becomes important
too.
5.3.5 Effect of Reduced-Order Assumption on Complexity
In this section, the effect on the complexity of implementing reduced-order algorithms
is analyzed. The full-order Extended Kalman Filter would use the following equations
* Prediction Equations (same as the reduced-order algorithm). For local satellite
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between time t and time t +1
±(t±+1)= zt
Pxx(t + 1) = Ppxx(t).CT + Q (5.15)
For remote satellites
Bi(t + 1) = Qj (t), VI
Py,(t + 1) = Pyy,i(t)JT + Q, Vi (5.16)
e Measurement Update Equations at time t
K P-H (HP-HT + R>
x x
= + K(z - 2
P+= (I - KH) P~
" Update Equations for remote satellites (same as the reduced-order algorithm)
updated
Py = P iad Vi (5.17)
The difference in complexity would then be
" For Algorithm 1. There is no difference in complexity on the fast time-scale
(prediction only - the same equations are used for reduced-order and full-order
algorithms). On the slow time-scale, the complexity of the full-order algorithm
is
- Kalman Gain computation: (6N) 2(N + 2) for PHT, (6N)(N + 2)2 to
multiply it by H, (N + 2)2 to add R, (N + 2)3 to inverse, and finally
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(6N)(N + 2)2 to multiply PHT by (HPHT + R) .
- State Update: (N + 2) for z - , (6N)(N + 2) to multiply by K, (6N) to
add x-.
- Covariance Update: (6N) 2(N + 2) for KH, (6N) to subtract to I, and
finally (6N)3 to multiply by P-.
- The total complexity for the update step is then: (6N) 3 +2(6N) 2(N+2)+
2(6N)(N+2) 2+(N+2) 3+(N+2) 2+(6N)(N+2)+(N+2)+2(6N) = 22914.
The complexity of the prediction and update is thus 22914+2040 = 24954, more than
twice the complexity for the reduced-order algorithm. As a result, the reduced-order
filter may be the only possible solution when on-board computers are limited in the
amount of *computation they can perform.
5.4 Simulation Results
In this section, the results of the simulations performed are presented. They in-
clude the effect of the update from the remote satellites on the accuracy, the effect
of the reduced-order assumption on the accuracy, and the comparison between the
approaches itself.
5.4.1 Effect of the Update
In Appendix A.4, some figures are added to emphasize the gain of adding regularly an
update on remote satellites states. Fig. A-2 shows the covariance and errors obtained
with the update from other satellites (slow measurement). Fig. A-3 shows the same
result when no update come from other satellites, while Fig. A-4 is the difference
between these two graphs. The gain in doing this update increases in time, and
stabilizes around im. Appendix A.3 explains why the effect of these updates is not
as large as one might expect.
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5.4.2 Effect of Reduced-Order Assumption on Accuracy
In this section, the comparison between the reduced-order and the full-order algo-
rithms in terms of accuracy, based on simulation results is presented. Both sets of
algorithms were implemented, with the same parameters, so as to compare the ac-
curacy of the resulting estimations. Fig. 5-3 and 5-4 present the evolution of the
covariance normalized by the covariance in the GPS only case (each satellite receives
GPS updates, and does not receive crosslink range measurements). Fig. 5-3 repre-
sents the accuracy reached by the full-order algorithms, while Fig. 5-4 represents the
accuracy reached by the reduced-order algorithms. The scales on the left and on the
right side are the same. The scale for the first approach is [0.5; 1.7], and for Approach
2 and 3 it is [0.5; 1]. As expected, using full-order algorithms improves the accuracy
of the estimates (by 0.2m roughly for all algorithms). However, this gain in accuracy
is to be balanced with the additional complexity of the full-order algorithms (see
Section 5.4.2).
5.4.3 Comparison Between the Three Approaches
Fig. 5-5 represents the covariance evolution over time (normalized by the covariance
in the GPS only scenario), and the complexity evolution over time for every approach.
Fig. 5-6 presents these plots on the same figure, so as to make the comparison simpler.
The fast frequency is 1Hz, the slow frequency is 0.1Hz, and the total duration of
the simulation is 100s. The conclusions of the analytical part are confirmed by the
simulations:
Approach 1. The error over a slow period is growing quickly (prediction only,
going from 0.85 to 1.4, see Fig.5-6). At the end of the slow period the optimality
is recovered through the batch processing (every 10s the curve corresponding
to Approach 1 takes the same value as the curves corresponding to the other
two approaches, around 0.85). The complexity is very low over the slow period
(3. 103, see Fig. 5-5, but very high after each slow measurement (12. 104).
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Figure 5-3: Covariance evolution for the three approaches with the full-order algo-
rithms
* Approach 2. The error grows slowly over a slow period (between 0.85 and 0.95),
since the algorithm processes the measurements in real-time (STF). However,
it still grows since the estimation on the remote satellites is not updated in
real-time. On the slow time-scale, because of the batch processing based on
updated estimates for remote satellites, the estimation is also optimal (error
around 0.85). The complexity of this approach is the highest on both fast (104)
and slow (12- 104) time-scales.
" Approach 3. The error grows in the same fashion as Approach 2 on the fast
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Figure 5-4: Covariance evolution for the three approaches with the reduced-order
algorithms
time-scale (going from 0.85 to 0.95). On the slow time-scale, the error is closed
to the error of Approach 2 or 3 (around 0.87, as compared with 0.85 for the
other two approaches). The complexity is high on fast time-scale (104), and low
on slow time-scale (4 - 104), as compared with Approach 1 and 2.
5.5 Conclusion
As a result, it was shown that Approach 1 is very inaccurate on the fast time-scale,
very intensive on the slow time-scale, and requires a significant amount of data to
be stored. Approach 2 is optimal, but very computationally intensive, and requires
149
2 r
21.5
1
0.5
0 L
0
I1-
0.8 V
0.6 -
0.4-
0.2-
0
0.8
0.6
Error for Approach 1
20 40 60
Time Steps
Error for Approach 2
80 100
x 10, Complexity for Approach 1
15
10-
E
0 20 40 60 80 10
Time Steps
X 104 Complexity for Approach 2
10
CL
E0()
0 20 40 60
Time Steps
Error for Approach 3
0.4-
0.2
0 20 40 60
Time Steps
80 100
.10
05
E0C)
80 100
0
0 20 40 60 80 100
Time Steps
X 104 Complexity for Approach 3
0L
0 20 40 6
Time Steps
0 80 100
Figure 5-5:
rithms (the
Comparison between the three approaches
covariances are normalized by the GPS-only
for the reduced-order algo-
estimation covariance)
Figure 5-6: Comparison between the three approaches for the reduced-order algo-
rithms (zoomed)
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a huge amount of data to be stored. Finally, Approach 3 reaches almost the same
accuracy as Approach 2, while being much less intensive in terms of computation
(4. 104 operation count as compared with 12 - 104 for Approaches 1 and 2 on the slow
time-scale). It does not need any data to be stored. These results are summarized in
Table 5.1, by representing for each approach the strengths and weaknesses in terms of
accuracy and complexity for fast and slow time-scales. Fig. 5-7, 5-8 and 5-9 represent
summary complexity/accuracy plots.
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Figure 5-7: Complexity-accuracy graph for
the three approaches on fast time-scale
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Figure 5-8: Complexity-accuracy graph for
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Figure 5-9: Summary complexity-accuracy graph for the three approaches
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Table 5.1: Comparison Summary: strengths (+) and weaknesses (-) of each approach
Fast Slow
App. Numb. Accuracy Compl. and Mem. Accuracy Compl. and Mem.
1 - + +
2 + - +
3 + - + +
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Chapter 6
Explanation of a Particular
Instability of the EKF
6.1 Introduction
When the Extended Kalman Filter is used for a system involving sensors of very
different accuracies, experience has shown that the estimation process can be unstable
[37, 6]. In fact, when this accuracy ratio is very large, the estimate computed by the
EKF almost never converges to the actual state of the system. This chapter analyzes
this phenomenon and presents an approach to fix it.
6.2 The Reason for the Instability
6.2.1 Intuitive Explanation
Consider a system with two nonlinear sensors of very different accuracies. After the
first measurement, the covariance matrix of the discrete filter is updated using [12]
P+ -(I KH) P- = (I - P-HT (HP-H T+ R H) P- (6.1)
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where P- denotes the covariance of the estimate before the measurement update,
and P+ the covariance after the update. During the first measurement update, the
covariance matrix will get a very small eigenvalue in the direction associated with
the more accurate measurement (because very accurate information is provided in
this direction), but still have a large value in the direction of the coarse measurement
(for a similar reason). Fig. 6-1 represents this first update step (large area): in one
direction, the uncertainty ellipse is shrunk, corresponding to the direction of accurate
measurement, and in the other direction, the uncertainty ellipse is wide, correspond-
ing to the direction of coarse measurement. Now, during the second measurement
update, the measurement matrix, which is the gradient of the measurement function,
will have changed from the first step, because the state estimate has been updated
during the first measurement update. More precisely, the two directions (accurate
and coarse) associated with the second measurement update are not the same than
the directions for the first update (due to a change in the estimate). The result is
that during this second measurement update the uncertainty will shrink in a direction
different from the accurate direction of the first measurement update. As a result,
after this second measurement update, both directions are much reduced, and the
uncertainty (covariance matrix) will be very small in every direction. The problem
here is that this reduction of the covariance in every direction does not correspond to
the true estimation process. It is due to errors in the linearization because the state
estimate is not perfect. This error is the reason why the linearized measurement di-
rections is moving. As a result, the filter acts as if the system was measured with an
accurate sensor in two different directions, so that the covariance becomes very small
in both directions. In reality, only one direction corresponds to accurate measure-
ments, the other corresponding to coarse measurements. This intuitive explanation
is represented on Fig. 6-1. The larger area represents the area of confidence after
the first measurement update step, and the small area after the second measurement
update step. On the left is represented the second update as it should be done, and
on the right the second update as it actually occurs, with the "spillover" of the two
directions.
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Figure 6-1: The Update Step as it should occur (left), and as it actually occurs (right).
The line is the level line of the range measurement: on this line, the range is constant.
For this reason, the filter overestimates the confidence of the updated estimate
in the direction of coarse measurement. Then, the subsequent measurements are
considered relatively less accurate, and less taken into account. This prevents the
state estimate from converging to the true state [12]. To summarize, the scenario by
which the filter does not converge is the following:
1. During the first update step, the covariance matrix is shrunk in the direction
of the accurate measurement. It is also reduced, but to a less extent, in the
direction of the coarse measurement.
2. During the second step, the direction of the accurate measurement is modified
because of the nonlinearity and the change in the state estimate. Indeed, when
the measurements are linear, the Jacobian of the measurement function, H, is by
definition constant. When the measurement function is nonlinear, this Jacobian
varies with the state estimate. Each line of H corresponding to a measurement
direction, this means that the measurement direction are changing from one
step to another, because of the change in the state estimate.
3. As a result, the second update step mixes the very low uncertainty in the
accurate direction with the high uncertainty in the coarse direction. Because of
this "spillover", the uncertainty is too much reduced in the coarse direction.
4. Finally, the filter relies too much on its current estimate, and not enough on
the new measurements. In this scenario, the filter does not converge.
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6.2.2 Walk through an Example
In this part, we consider an example, and show step by step how the instability raises
for the reasons mentioned above. The system considered is a vehicle lying in a plane
(no motion), with range and bearing sensors located at the origin of the frame. The
state consists of the abscissa and the ordinate of the vehicle position. The range
sensor (accurate sensor) has an accuracy of 5- 10- 1. The bearing sensor is coarse,
with an accuracy of - radian. The measurement uncertainty matrix is then given by
2.5- 10- 5  0
R =
0 6. 10-3
The initial covariance matrix is given by
1002 0
P =
0 1002
so that the 1 - o confidence area is a circle of radius 100. The initial position of the
vehicle is set to
100
x =I
100
while the initial estimate is set to 2
20
80
which is in the confidence area given by the covariance matrix (the distance between
the actual state x and the initial estimate c, or initial error, is 82).
Finally, the measurement matrix is given by the derivation of the range and bear-
'The accuracies are chosen not too different from each other (their ratio is 100), but still enough
to show the instability raising
2 The effect of the initial error on the final bias is represented on Fig. 6-7
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Figure 6-2: Initial Estimation
H = r r
. 2 12X2 2i
r2 r2
where
Vi7C2 + C2
is the distance from the origin of the frame to the estimated position (range measure-
ment). The initial situation is depicted on Fig. 6-2. The actual position of the vehicle
lies within the uncertainty area (the circle of radius 100 centered at the estimated
position).
We follow now the first two steps of the estimation process. In the first update
step, the measurement matrix is
0.2425
-1.2- 10-2
0.9701
2.9- 10- 3
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The covariance matrix after the update is
27.8123 -6.9531
P=_
-6.9531 1.7383
with eigenvalues A ~ 2.5- 10- 5 and A2  29.6.
As stated in the first section, P has become ill-conditioned in one step - the ratio
of its eigenvalues is huge. Moreover, these eigenvalues corresponds respectively to the
eigenvectors
0.24 -0.97
ei and e 2 =
0.97 0.24
where ei is in the radial direction and e 2 is orthogonal to ei. These results show
that the filter has a very small uncertainty in the range direction, and very large
uncertainty in the bearing direction, which is the expected result because the range
sensor is very accurate and the bearing sensor is coarse. The new position estimate
is
55.6
131.9
which has an associated range measurement of v55.62 + 131.92= 143.1. This value is
close to the actual range to the vehicle, which is -1002 + 1002 = 141. The bearing of
the estimated position, arctan(1) 1.17 is far from the actual value, arctan(j)
0.79 which is reflected in the high eigenvalue of the covariance matrix.
4
This first Update Step is represented on Fig. 6-3. This figure shows that the high
eigenvalue of the covariance in the direction of e 2 takes the large bearing uncertainty
into account. However, after the update, the state estimate has changed. Thus, the
Jacobian of the measurement function, H, will be modified. In particular, the lines of
H, which correspond to the measurements directions, will change: the directions of
the coarse and accurate measurements will rotate. Then, the "spillover" mentioned
earlier will make the uncertainty in the coarse direction too small.
Indeed, during the second update step (see Fig. 6-4), changes in the state estimate
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Figure 6-3: Estimation after First Update
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Figure 6-4: Estimation after Second Update
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change the measurement matrix3
0.3883 0.9215
H=
-6.4 - 10-3 2.7.- 10~3
The new state estimate is:
44.9
134.5
so that ||x - = 65. This large value is almost entirely due to the error in the
bearing estimation (the range of the estimated position is now 141.8, almost equal to
the one of the actual position). The updated covariance matrix is
1.9- 10-3 -6- 10-4
P~-
- 6-10-4 2. 10-4
with eigenvalues A ~ 2.1 - 10-3 and A2 ~ 1.3 - 10-5. The maximum eigenvalue of
the covariance matrix is then 30000 times smaller than the actual error in the state
estimate. On Fig. 6-4, the estimate is depicted after the second Update Step. The
area of confidence is a small zone around the estimated position.
As a result, the covariance being small in comparison with the coarse measure-
ments, the information contained in these measurements will not be included into the
update. Fig. 6-5 represents the evolution of the error in the estimate. As expected,
the error does not go to zero. Since the covariance was underestimated, the filter
is not able to use the subsequent measurements to improve the estimate: the error
remains very large until the end of the simulation.
A statistical simulation was performed. 10000 initial estimates were generated,
according to the Gaussian distribution of covariance 100, centered at the true position
3Astonishingly, it is the very slight change in the first line of H-corresponding to the accurate
range measurement-, not the large change in the second line, that is responsible for the instability,
as it was shown through simulations, and in section 6.2.3
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Figure 6-5: Evolution of the error between the actual state and the estimate for 100
steps
of the vehicle x = 100 100 .The position of the estimate after 100 steps was
plotted for these initial values. Fig. 6-6 is a scatter plot of the estimates after 100
steps. Out of 10000, only 3929 (39.29%) were inside the confidence area. Probability
theory states that 68.27% of the estimates should be inside the confidence area.
Fig. 6-7 represents the final bias in the estimate (after 100 steps) as a function of
the initial error (between 0 and 100). Each value is an average on 10 random initial
conditions with the given distance to the true vehicle position. The result is the
perfect equality between the initial error and the final bias. This can be interpreted
as the inefficiency of the EKF in this case: the EKF cannot correct the initial error
to improve the estimate along the course of the algorithm.
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Figure 6-6: Repartition of the estimates after 100 steps for
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10000 initial estimates.
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Figure 6-7: Effect of the initial error on the final bias
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6.2.3 Detailed Analysis
In this part a more general case is analyzed, to show that the phenomenon mentioned
above-the modification in the computation of H between the first and the following
steps, that results in an over-reduction of the uncertainty in the coarse direction- is
very likely to happen, and when it happens, is very likely to prevent the EKF from
converging to the actual state of the system.
As in the previous example, the state considered here has two dimensions, with
very different measurement accuracies. There is no motion. The measurement co-
variance is assumed to be
A 0
R =j
0e
where A >> c. At the beginning of the simulation the covariance matrix is given by
k 0
P = PO =
0 k
with k > A and k > e. This analysis falls into three parts:
1. Show that the transpose of the second line of the measurement matrix becomes
eigenvector of the covariance matrix after the first measurement update step.
2. Show that the covariance matrix becomes very ill-conditioned (very large ratio
of eigenvalues) after the first measurement update step.
3. Show that, after the second measurement update, the actual state can be very
far from the area of confidence (defined by the estimate and the covariance
matrix).
The transpose of the second line of Ho becomes eigenvector of PO+
To validate this conjecture, let us first show that a change of base can be performed,
so that it can be assumed that
a b
Ho =
0 1
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Ho =
an orthogonal matrix
O cos(O) sin(O)
-sin(O) cos(O)
is such that
HOOT a b (6.2)
0 C
as long as -y cos(O) +6 sin(theta) = 0. This is obtained with 0 arctan (-i) if 6 # 0,
and 0 = if J = 0. Thus, an orthogonal base change makes HO of the shape of
Equation 6.2. It remains to show that the updated covariance matrix considered in
the new base is the update of the covariance matrix in the new base. The following
equalities hold
0(1- KoHo)POOT = OO - OPoHOT(HoPoHo + R) HoPOOT
=- OpOOTOHOT (HOOTOPOOTOHoT + R) HOOTOPoOT
Po - P (f50ftPoS + R) S0r0
where H0 = HoOT is the measurement matrix H in the changed base. The identity
OTO - I was used, since 0 is an orthogonal matrix. The equality OPOOT = PO holds
when PO is assumed to be identity times a scalar. These equalities show that the
updated covariance matrix, in the new base, is the update of the initial covariance
in the new base. Finally, if Oho is an eigenvector of OPgOT, then (OP0OT) Oho -
aOho, and PO hO = aho, so that in this case ho is shown to be an eigenvector of PO.
This proves that a change of base is valid, so that H can be assumed to be of the
shape Ho = a . Now, if HO is divided by c and R by c2 , it suffices to prove the
0 C
result for c = 1 (by dividing R by c 2, the assumption A > e still holds).- Thus, H is
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assumed to be
a b
Ho =
0 1
The goal now is to prove that the transpose of the second line of Ho, which is ,
is an eigenvector of PO+. This is true if there exists a such that Pfho = aho. Now,
0 Pi+2 0
with ho = 0, the condition becomes [ =] [1 , that is to sayPi ~0.
Now
+12 -k
2abE
k2a2 + ka 2 e+ kb2 e+ Ak + Ae
Now k2 a2 + ka 2 E + kb2E + Ak + Ac > k 2 a2 implies that |P1+2| < 4. If b > a, it
means that the two lines of H are almost proportional, which means that the two
measurements are almost parallel, making the system unobservable. If a is of the
order of b or larger, then the last inequality shows that P1+2| C< 1-
Thus, it was shown that after the first update step, the transpose of the second
line of HO is eigenvector of the updated covariance matrix PO+. At the cost of a new
base change, let us assume that Pf is diagonal, and that the transpose of the first
line of HO is also eigenvector, corresponding to the large eigenvalue of Pf (which is
true, for instance, for a range and bearing system).
The covariance matrix Pf after the first update step is very ill-conditioned
Considering again that Ho = [ b, the two eigenvalues of PO+ can be computed.
0 1
With the assumptions that
AA > E, a2 +b 2 <-,
E
the two eigenvalues of PO+ are given by
Ak
A + ka2
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- 2 (ka2 + A) e
A + ka 2
Their ratio is then
A~ a 2 1
=2 -+- E<lIA+ (A k '
from the assumptions. Thus, the first update step makes the covariance matrix P+
being ill-conditioned, with a huge ratio of eigenvalues. For simplicity, PO+ = P = R
is assumed.
After the second measurement update, the actual state can be very far
from the area of confidence
In the preceding sections, it was shown that
" The transpose of the second line of HO is eigenvector of PO+ = P1. P is assumed
1 0
diagonal for simplicity. Before the first step, it is assumed that, Ho [
0 1
Then, after the first update step, because of the nonlinearity, H is changed. It
1 0
is assumed that after the update, Hi = (H has been modified because
of the change in the state estimate.
" P+ is ill-conditioned, that is: the ratio of its eigenvalues is huge. Pi = R is
assumed for simplicity.
The eigenvalues of the covariance matrix P1+ can be inferred, and it can be shown,
under the assumptions A >C and >> C 4 , that the greater eigenvalue of P1+ is
A ~ 2 . It will be shown here that the error after update, lix - can be much
larger than A. This can prevent the algorithm from finding an accurate state estimate.
4Note that this threshold is very low, from the assumption A > E, so that it is very likely that,
because of the first update and the non linearity, a larger modification occurs in H, preventing
convergence as we show here
168
The Kalman gain is computed through:
-2,E A6
K1=P1HT(H1PH+R)= [A62+ 46 A622+4]
A62+4E A62±4
If the state update equation is considered
i+ = 2- + K1 (y1 -- h(si)
Here, yi is the measurement, which is a function of the actual state x, through:
y1 = h(x). This equation can be written as an update on the error before, e- = x - -,
and after, e+ - X - +, through
+ - _2c91 - A6fi2~
e+l e A62 + 4E (6.3)
+ - 6fi1 + 26y2'
e2 e2 ~
- - A62[4e 4
where Q denotes the discrepancy between the measurement and the predicted mea-
surement
9=h(x) - h (i)
From Equation 6.3, it can be inferred that the error after update can be much larger
than the largest eigenvalue of Pi+. For instance, if e- = = 0 and el = 7 1 ~ A,
then the error after update is given by
+ A6 2 + 2e e
=ei A > 2- Amax1 A62 + 4c 62
Thus, the problem depicted on Fig. 6-4 (the error after update can be much larger
than the largest eigenvalue of P+) can happen again.
Conclusion
As shown in this section, the scenario by which the Extended Kalman Filter does not
estimate properly the state of the system is the following
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1. During the first update step, the covariance matrix is shrunk in the direction
of the accurate measurement.
2. During the second update step, the direction of the accurate measurement is
often modified because of the nonlinearity and the change in the state estimate.
3. As a result, the second update step mixes the very low uncertainty in the
accurate direction with the high uncertainty in the coarse direction, causing
an over-reduction of the uncertainty in the coarse direction.
4. Finally, the filter trusts too much its current estimate, and does not use enough
the subsequent measurements.
To fix this problem, a method based on "Bumping-Up" the measurement uncer-
tainty matrix R is proposed.
6.3 A Method to fix the Instability: Bumping-Up
the Measurement Covariance Matrix
6.3.1 Principle of the Bump-Up R Method
The reason why the EKF does not converge is the over-reduction of the covariance
matrix in a direction. The method presented here is based on increasing artificially
the covariance of the measurements. The goal of this method is that the estimate
becomes accurate before P becomes ill-conditioned. More precisely, the goal is to
reduce the two eigenvalues of P at the same speed, at least at the beginning. Then,
when the eigenvalue corresponding to the coarser sensor reaches this sensor's accuracy,
the other eigenvalue will keep on decreasing. P will then also be ill-conditioned, but
at a time when the estimation is already quite accurate, so that the error in H will
be much smaller. As a result, the undesired effect described in the previous section,
leading to an over reduction of the larger eigenvalue of P will not happen. The idea is
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to make the accuracy of the sensors high when the uncertainty of the estimate is high,
and low when the uncertainty of the estimate is low. In other words, the accuracy of
the sensors will follow the evolution of the covariance of the estimate. This is why R
is bumped-up by HPHT.
6.3.2 Bump-Up R Method: Presentation and Analytical Anal-
ysis
The method consists of replacing R by f = R + HPHT. The updated covariance
matrix becomes
~ (6E + A62) A A6
9E + 2A6 2  9 + 2A 2  (6.4)
bAS (3c + A 2 ) E
. 9e+2A6 2  9c+2A6 2
Equation 6.4 shows that:
e If 6 = 0 (no error in H), then the covariance matrix reduces to
- 2A 0
po+ 32bump-up [ 2
0 -E
3.
The covariances in the two directions are reduced less than they would with no
bump-up (2/3 instead of 1/2). Thus, the filter will be slower, but will eventually
converge.
* If A62 > 6, or equivalently > (large change in H matrix, which is the
cause of instability in the EKF with no Bump-Up), then the updated covariance
would become
Apu 0
- 0 e
171
There is no over-reduction of the coarse direction covariance, and the filter will
not experience the divergence issues.
6.3.3 Simulation Results
The Bump-Up Method was implemented for a single vehicle, moving in a plane. As
in the above example, a range and bearing sensor system is located at the origin of
the frame. An Extended Kalman Filter is implemented, and compared to its modifi-
cation through the Bump-Up R method. The parameters used in this simulation are
summarized in Table. 6.1.
Table 6.1: Parameters for the Bump-Up R Simulation
variable definition variable value
initial position uncertainty 10
initial velocity uncertainty 0.1
initial position range [50,100]
initial velocity range [-1,11
For the measurement covariance matrix
0.0012 0
R= 2,
0 -*-40)
the result is presented on Fig. 6-8 and 6-9. The estimation performed with the
standard EKF diverges (the error remains above 15 after 100 steps). With the BUP
method, the estimate converges.
Statistics on the convergence of the two filters are presented on Fig 6-10. The
bearing accuracy was set to -. The probability to converge is plotted, computed on
ten runs for each value of the range accuracy. The algorithm was said to converge
when after 100 time steps the error (distance between the true position of the vehicle
and the estimate) was less than 1. The x axis represents the range accuracy in a
logarithmic scale. The red curve represents the statistics for the Extended Kalman
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Figure 6-8: The error does not go to zero Figure 6-9: With the Bump-Up R Method,
with the Extended Kalman Filter the estimation converges
Filter, the green one, for the Bump-Up R Method. The BUP is shown to obtain much
better performances, especially when the ratio between the accuracies is very large.
When the range accuracy is 10000 times greater than the bearing accuracy, the EKF
almost never converge, whereas the EKF BUP converges in 80% of the cases.
6.4 Conclusion
The reason for the instability of the Extended Kalman Filter was identified. The
linearization of the measurement function around the estimate is responsible for a
modification of the measurement directions between the first and the second mea-
surement update steps. This modification of direction leads to "spillover" between
the large and small eigenvalues of the covariance matrix. As a result, the direction
of coarse measurement corresponds to a low eigenvalue. Because of this over reduc-
tion of the covariance in the coarse direction, the filter does not use the subsequent
measurements enough. Finally, it fails in improving the estimate over time.
The Bump-Up R method was shown to be an efficient method to fix this issue.
By increasing artificially the covariance of the measurements, the filter is forced to
decrease gradually the covariance in both directions. As a result, the spillover is
avoided at the cost of a reduction in the convergence speed of the algorithm.
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Convergence Statistics for EKF and EKF with Bump-UpR
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0.1 EKF with Bump-Up 
R
- - -- Standard EKF
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Sensors Accuracy Ratio (logarithmic scale)
Figure 6-10: Comparison between EKF and EKF BUP: the latter is much more likely
to converge, especially when the accuracies ratio is huge
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Chapter 7
Conclusion
7.1 Architectures Comparisons
This thesis analyzed and compared various algorithms. The criteria used for these
comparisons were
* The accuracy reached by the estimate;
" The computational complexity required;
" The synchronization degree required;
" The communication load necessary.
The Centralized Algorithm was shown to be optimal, but necessitating huge com-
putations to be carried out. As a result, the delay introduced in the computations
degrade the real-time performance of this algorithm, so that its performances in real-
time got worse as the number of spacecrafts in the fleet increases.
The Decentralized Scheme was shown to be very efficient. In distributing the
computation across the fleet, it allowed low computational complexity. While the
computations performed were slightly approximate with respect to the one performed
in the Centralized Algorithm, the low computational complexity allows fast estimation
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refreshment, so that the real-time performance is good and scales very well as the
number of satellites increases. The synchronization and communication requirements
were emphasized as the main flaws of the Decentralized Algorithm. Less synchronized
versions of the Decentralized Scheme were shown to address this issue, but at the cost
of a deteriorated accuracy.
The Hierarchic Scheme was found efficient in maintaining a good accuracy, while
spreading the computational task across the clusters. The synchronization require-
ment was also maintained low thanks to the various levels of hierarchy. However, the
communication requirement is the main flaw of these algorithms, for they necessitate
heavy communication between the Sub-Clusters and the Super-Cluster.
7.2 Two Particular Problems
Two particular problems were studied in the course of this research.
A particular issue raised in the Magnetospheric Multiscale Mission was raised.
Delayed measurements were received by the satellites of the fleet during the estimation
process. Including these measurements appeared a challenge because the optimal
process for doing so required large data to be saved, and huge computations to be
carried out. Three methods to include the delayed measurements were analyzed and
compared. One method was shown to be efficient in terms of accuracy, while requiring
no data storage and low computational complexity.
A particular instability of the Extended Kalman Filter was analyzed. When two
sensors of very different accuracies are used, the estimation performed by the filter
often does not converge to the actual state of the system. The reason for this in-
stability was explained. One possible method for fixing this instability was proposed
and analyzed.
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7.3 Future Work
The analysis performed throughout the course of this research were not definitive.
Some algorithms, especially within the Hierarchic Scheme, were not analyzed as pre-
cisely as others. Moreover, the analytical studies were performed mostly on simplified
models, so that they do not provide accurate information about the real systems. The
numerical studies were performed with some parameters only, and could be developed
as well for other scenarios. Such studies could be performed, and may lead to further
improvements. Moreover, the performances of the Decentralized and Hierarchic Ar-
chitectures were shown to be improvements with respect to some criteria, while they
were oftentimes a deterioration with respect to other. Further research could lead to
the design of innovative architectures able to improve or maintain the performance
with respect to all criteria.
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Appendix A
Appendix for Chapter 5
A.1 The Blending Phase of Approach 3
This appendix presents the derivation of the equations for the blending phase of Ap-
proach 3 (Equation 5.14). The first paragraphs presents a straight-forward approach
that was used first, and its drawbacks. The second and third paragraphs analyze
a the problem in general (in the 2-D in n-dimensional cases). Finally, the fourth
paragraph derives the equations for the blending phase.
A.1.1 A Straight-Forward Approach and its Drawbacks
A straight-forward approach for the blending phase of Approach 3 would be as fol-
lows. From the STF, the considered satellite has the estimate and the related
covariance P on its local state and on the remote satellites state. The estimate for
the local satellite is a result of the Schmidt-Kalman Filter, while the estimate on the
remote satellite is a mere propagation of the estimate received from them. From the
LTF, the satellite has also an estimate and its covariance P for its local state,
and the remote satellites state. These estimates were obtained by the prediction al-
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gorithm described in the last paragraph. The blending can then be performed by
considering and as measurements of the global state of the fleet, with
covariances P and P. The two estimate would then be blended according to
=(P + P Y (P + P)-1
P+ (PP)(P + )-I (A.1)
However, this approach has two drawbacks
1. This blending double counts some information. Indeed, for the local satellite,
the information included in the propagated state through the slow period is al-
ready included in the estimate from the STE. In the same fashion, the estimates
for the remote satellite from the STF -mere propagation- is included in the fast
estimate;
2. This blending is very computationally intensive because of the inversion of a
square matrix of size 6N x 6N (P + P).
Thus, this blending process was improved, by both avoiding double counting and
reducing the complexity. To derive the equations for this blending process, the fol-
lowing problem needs to be solved: given an estimate on two variables x and y, and
the related covariance, how should the cross-correlations between x and y be updated
when the estimate on y is replaced by a new one ?
A.1.2 2-D Case
Let us first consider two one-dimensional variables x and y. Let us assume that an
estimate is available for them, together with a covariance matrix
P[ PXX PXY
Pyx Pyy
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Now, let us assume that a better estimate on y is provided. Let us assume that the
information included in the current estimate is also included in this new estimate,
so that the resulting covariance for y is Pyy (since there would be double counting
in considering the former and the new estimate as independent estimates). Now, to
know how to change the other terms of the covariance matrix and how to update
±, this update will be considered as a measurement on y. The covariance R of this
measurement will then be computed so that the new covariance of y is PYY. The
updated covariance is (Kalman filter)
P+= (I-PHT(HPHT +R) H) P
P 2 RPxy
P+ X~ PIuy+R Pyy+R
RPxy RPYY
Pyy+R Pyy+R
Now, R has to be chosen so that
RP = PP
Pyy + R "" P - PY
Then the covariance becomes, in terms of Pyy instead of R
p+ PY PJY , PY , (A.2)
P P PyyXYPy Y
The state update is
PXY(P-P)( - y
X~a ,-+ p2 - (A.3)
Where the kalman filter update for y has been replaced by the simple replacement of
y- by Q.
One needs to check that the resulting matrix is a covariance matrix
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e every term is positive: this is obvious for PYY and PXY. Then
P+ p _ _y WY 9WP Py yy
- 1(PPY
__p , p
P+ > ( PY Pyy -PY X
e P+ p+ _ p+2 > 0. One can write PP+ py+Y _ (-p+ p P
which is positive since P is a covariance matrix.
A.1.3 n-Dimensional Case
Let us walk through the same process for the n-dimensional case. The update on y
is first considered as being a measurement of covariance R. The update is then
Psx - Pxy (Pyy + R) 1 Pyx
R (Pyy + R) 1 Pyx
Pxy (Pyy + R)- 1 R
R (Pyy + R)~ 1 Pyy
Then
R = - Py-Y Pyy
Thus
PXX - PXY (I -Y~ P-1) p-iFX
13YY 1 FZPYX
The state update is
[-1 +y
When applied to the scalar case, Equations A.4 and A.5 give Equations A.2 and A.3
found in Section A.1.2.
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so that
-
2 PXY Py
I
PXYYY (A.4)
X- + PXY(I - PY Pyy)PY-(9W - Y) I, (A.5)
A.1.4 Equations for the Blending Process
Based on the analysis of the previous paragraph, the new blending process performs
the following operations
1. Start from the estimate computed by the STF.
2. Then, it is desired to include the estimate for the remote satellites from the
long time-step filter (LTF), since it contains the most recent update on them.
However, since this update consists of a new information about the remote
satellites, it has an impact on the local satellite state estimate through the
cross-correlations. This appendix has derived the state and covariance update
to include the estimate of y from the long time-step filter to the estimate from
the short time-step filter. Calling j and P5y the estimate and covariance of the
remote satellites from the long time-step filter, and i, and P the estimate and
covariance from the STF, the new state estimate and related covariance matrix
are given by Equation 5.14
i+ xPXY ir YYI1 YY) PY;Y PP-
PP+-Po (I - Py-yl)5yy) PYY1PYX PXY PalYY1P
Pyy PY-j 1PyX Pyy
This way of performing blending avoids double counting, since each estimate is copied
from the filter that contains the most recent/accurate estimate on it. Moreover, the
inversion of a matrix of size 6N x 6N is replaced by the inversion of a block-diagonal
matrix of size 6(N - 1) x 6(N - 1) (Pyy).
A.2 Complexity Analysis
This appendix computes the complexity of the different algorithms implemented. The
size of the state vector is s = 6.
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A.2.1 Complexity Analysis for the Prediction Step
The complexity of the prediction step is given by
" State Time Update: s 2 to compute 4x, s to add the acceleration.
" Covariance Time Update: s3 to perform p@T, s3 to multiply by <D. Finally,
adding Q needs s2 operations.
Thus, the complexity to compute this prediction step for one satellite is 2sa + 2s2 +
s = 510. Since each satellite performs this computation for all satellites, the total
complexity for this prediction step is 51ON = 2040.
A.2.2 Complexity Analysis for the Update Step
The complexity of an update step is given by
" Computation of a. (sN)2 (N + 2) to compute I H J P, (N + 2) 2 (sN) to
multiply it by , and (N + 2)2 to add R.
JT
* Kalman gain computation. The computations of PxxHT and PrY jT were already
performed to compute a. The complexity to inverse a is (N + 2)3, and the
complexity of multiplying (PxHT + PryJT) by a-' is s(N + 2)2.
" State measurement update. (N + 2) for (z - ), s(N + 2) to multiply by K, s
to add x-.
" Covariance measurement update. s2 (N +2) for KH, s to subtract to I, s 2 (N +
2)(N - 1) for KJ; Pxx: s3 for (I - KH)Px, s 3 (N - 1) for KJPyX, s2 to add
these two; P,: s 3 (N - 1) for (I - KH)Pxy, s3(N - 1)2 for KJPyy, s2(N - 1)
to add these two; PYX: s2 (N - 1).
As a result, the total complexity for the update step is: (sN)2 (N + 2) + (sN)(N +
2)2 + (N + 2)3 + (s + 1)(N + 2)2 + s3 (N - 1)2 + 36(N + 2)(N - 1) + (2s3 + 2s 2 )(N -
1) + (s2 + s + 1)(N + 2) + s3 + s2 + 2s =9414 for N =4.
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A.2.3 Complexity Analysis for the Blending Phase
The complexity of the blending phase is
" State Update. s 3 (N-1) to compute P, 1 , s 3 (N-1) to compute P,,1 Py, s(N-1)
to subtract it to I, s 3 (N - 1) to multiply by Pg1 , s 3 (N - 1)2 to multiply by
P.., s(N - 1) for (Q - Q), and s to add it to
" Covariance Update. P2, (I - Pvylpy) P- 1 was already computed for the state
update. Then: ss(N - 1) to multiply by PyX, s2 to subtract it to P, s 3 (N - 1)2
to multiply PYYIfPYJ to PXY, s 2 (N - 1) to take the transpose of P Y.
Thus, the complexity of the blending phase is 2s 3 (N - 1)2 +4s 3 (N - 1)+s 2 (N - 1) +
2s(N - 1) + s2 + s = 6666.
A.3 Why the Gain of Using Accurate Crosslink-
Range Measurements can be Low
The gain of using the crosslink range measurements is low (as seen on Fig. 5-5 in
Chapter 5). The reason is that the accurate crosslink range measurements do not
make the system observable by themselves alone. The system is only observable
when adding the GPS measurements. To understand this, let us consider a 2-D
system with two measurements: a coarse GPS measurement, and an accurate bearing
measurement. From the GPS measurement only, the algorithm can compute a coarse
estimate of the position of the vehicle (clear area on Fig. A-1). Now, if the accurate
bearing measurement is added, the uncertainty is reduced (dark area on Fig. A-1).
However, the error in the estimation can still be large, since the bearing obser-
vation does not make by itself the system observable: there are still directions in
which the estimation is coarse. A similar phenomenon happens in the MMS mission
scenario: the reduction of uncertainty due to adding the range measurements is less
than expected at first because these measurements by themselves do not make the
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GPS and bearing estimation
New area of
confidence after
adding the
bearing
measurement
Bearing
measurement
X
Figure A-1: GPS and bearing estimation: the error in the estimate even with the
bearing measurement can still be large
system observable. This discussion is also related to the notion of Position Dilution
of Precision (PDOP), mentioned in Chapter 2 (Section 2.3.3, [20]).
A.4 Gain of the Update From Other Satellites
This section corresponds to Section 5.4.1. Fig. A-2 represents the evolution of the
covariance when an update is performed for the remote satellites. On the right side of
this figure, the complexity for every time step is represented. Fig.A-3 represents the
same evolution of the covariance when no update is performed for the remote satellites.
Finally, Fig. A-4 is the difference between these two graphs, or the gain in terms of
covariance of performing an update on the remote spacecrafts. As emphasized in
Section 5.4.1, this gain is around 1m for the three approaches.
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