Abstract. Let Λ be an elementary locally bounded linear category over a field with radical squared zero. We shall show that the bounded derived category D b (Mod b Λ) of finitely supported left Λ-modules admits a Galois covering which is the bounded derived category of almost finitely co-presented representations of a gradable quiver. Restricting to the bounded derived category D b (mod b Λ) of finite dimensional left Λ-modules, we shall be able to describe its indecomposable objects, obtain a complete description of the shapes of its Auslander-Reiten components, and classify those Λ such that D b (mod b Λ) has only finitely many Auslander-Reiten components.
Introduction
Throughout this paper, k denotes a commutative field. One of the central topics in the representation theory of a finite dimensional k-algebra A is to study its bounded derived category D b (modA) of finitely generated left modules; see, for example, [17, 18] . Indeed, the triangulated category D b (modA) captures all the homological properties of the algebra A. Since it is Hom-finite and Krull-Schmidt, we are particularly interested in classifying the indecomposable objects and studying the Auslander-Reiten theory of irreducible morphisms and almost split triangles in D b (modA). These objectives have been achieved to a certain extent in the hereditary case; see [8, 17, 18] . In case A is a gentle algebra, the indecomposable objects of D b (mod A) have been explicitly described in [11] . Speaking of the AuslanderReiten theory, it has been shown that an indecomposable complex of D b (mod A) is the ending (repsectively, starting) term of an almost split triangle if and only if it is isomorphic to a bounded complex of finitely generated projective (respectively, injective) A-modules; and consequently, the Auslander-Reiten quiver of D b (modA) is stable if and only if A is of finite global dimension; see [17, 19] . In a general setting, some particular types of stable Auslander-Reiten components of D b (modA) are investigated in [28] . In case A is self-injective with no simple block, the stable Auslander-Reiten components of D b (mod A) are of shape ZA ∞ ; see [30, (3.7) ], whereas the non-stable ones occur rarely and are explicitly described in [20, (5.7) ].
The objective of this paper is to deal with algebras with radical squared zero. Our main tool is the covering technique, which was introduced in [12, 14, 16] and further developed in [2, 3, 7] . This requires us to work in a more general setting. Indeed, let Λ be a connected locally bounded k-category with radical squared zero. We shall assume that Λ is elementary, that is, all simple left Λ-modules are one dimensional over k. By Gabriel's theorem, Λ ∼ = kQ/(kQ + ) 2 , where Q is a connected locally finite quiver called the ordinary quiver of Λ, and kQ is the path category of Q over k with an ideal kQ + generated by the arrows; see [12, (2.2) ]. Our aim is to study the bounded derived category In case Q is gradable, using of the Koszul functor considered in [9] , we shall obtain a triangle-equivalent F :
, called Koszul equivalence; see (3.9) , where Rep − (Q op ) is the hereditary abelian category of almost finitely co-presented representations of the opposite quiver Q op of Q; see [8, (1.8) ]. In the general case, we shall choose a minimal gradable covering π :Q → Q, which induces a Galois covering π Restricting to finite dimensional modules, we shall obtain a Galois covering Λ) has only finitely many Auslander-Reiten components if and only if Q is of Dynkin type or non-gradable of typeÃ n ; and in this case, its Auslander-Reiten components are explicitly described; see (5.7) . Finally, we should mention that Bekkert and Drozd have described the type, as well as the indecomposable objects, of D b (mod b Λ) by using a completely different approach, that is the representation theory of bocs; see [10] .
Preliminaries
The objective of this section is to collect some basic notion and terminology and to fix some notation which will be used throughout this paper.
1.1. Quivers. Let Q = (Q 0 , Q 1 ) be a locally finite quiver, where Q 0 is the set of vertices and Q 1 is the set of arrows. Given an arrow α : a → b, write a = s(α) and b = e(α) and introduce a formal inverse α −1 with s(α −1 ) = e(α) and e(α −1 ) = s(α). With each a ∈ Q 0 , we associate a trivial path ε a with s(ε a ) = e(ε a ) = a. For a, b ∈ Q 0 , we shall denote by Q 1 (a, b) the set of arrows from a to b, by Q ≤1 (a, b) the set of paths of length ≤ 1 from a to b, and by Q(a, b) the set of all paths from a to b. Moreover, a + denotes the set of arrows in Q starting at a, and a − is the set of arrows ending at a. Finally, one says that Q is strongly locally finite if the number of paths from any given vertex to another one is finite; see [8, Section 1] .
Given a walk w = α er r · · · α e2 2 α e1 1 in Q, where α i ∈ Q 1 and e i = ±1 such that e(α ei i ) = s(α ei+1 i+1 ), we define its degree to be e 1 + · · · + e r . By convention, a trivial path is of degree 0. We say that Q is gradable if the walks from a to b have the same degree for any vertices a, b, or equivalently, every closed walk is of degree 0; see [7, (7.1) ]. In general, one associates a gradable quiver Q Z with Q, whose vertices are the pairs (a, i) ∈ Q 0 × Z, and whose arrows are the pairs (α, i) : (a, i) → (b, i + 1), with α : a → b ∈ Q 1 and i ∈ Z; see [7, (7. 2)].
Let G be a group acting on Q. The G-action is called free if g · a = a for all a ∈ Q 0 and non-identity g ∈ G. In this case, a quiver morphism ϕ : Q → Q ′ is called a Galois G-covering; see [7, (4) If x = ϕ(a) with a ∈ Q 0 , then ϕ induces bijections a + → x + and a − → x − .
1.2. Translation quivers. Let (Γ , τ ) be a translation quiver; see, for definition, [27, Page 47] , where Γ is a quiver and τ is the translation. A vertex a of Γ is called projective (respectively, injective) if τ a (respectively, τ − a) is not defined, and left stable (respectively, right stable, stable) if τ n a is defined for all n ≥ 0 (respectively, for all n ≤ 0, for all n ∈ Z). Moreover, Γ is called left stable (respectively, right stable, stable) if every vertex of Γ is left stable (respectively, right stable, stable).
Given a quiver ∆ without oriented cycles, one can construct a stable translation quiver Z∆ in a canonical way; see, for example, [22, Section 2] . We shall denote by N − ∆ the full subquiver of Z∆ generated by the vertices (n, x) with x ∈ ∆ 0 and n ≤ 0; and by N∆ the one generated by the vertices (n, x) with x ∈ ∆ 0 and n ≥ 0. If ∆ is a tree, then Z∆ does not depend on the orientation of ∆; see [18] . For instance, if ∆ is a quiver of type A ∞ , then Z∆ will be written as ZA ∞ .
A connected subquiver ∆ of Γ is called a section if it is convex, contains no oriented cycle, and meets every τ -orbit in Γ exactly once; see [22, (2.1) ]. In this case, Γ embeds in Z∆; see [22, (2. 3)]. Moreover, a section ∆ of Γ is called left-most (respectively, right-most) if all its vertices are projective (respectively, injective); and in this case, Γ embeds in N∆ (respectively, N − ∆).
Assume that (Γ , τ ) is equipped with a free action of a group G. Let (Γ ′ , τ ′ ) be another translation quiver. A Galois G-covering ϕ : (Γ , τ ) → (Γ ′ , τ ′ ) is a Galois G-covering ϕ : Γ → ∆ such, for any a ∈ Γ 0 , that a is non-projective if and only if ϕ(a) is non-projective; and in this case, τ ′ (ϕ(a)) = ϕ(τ a); compare [7, (4.6) ]. (1) free if g ·X ∼ = X, for any indecomposable object X of A and any non-identity element g of G; (2) locally bounded if, for any objects X, Y ∈ A, Hom A (X, g · Y ) = 0 for all but finitely many g ∈ G; (3) directed if, for any indecomposable objects X, Y of A, there exists at most one element g of G such that Hom A (X, g · Y ) = 0 and Hom A (g · Y, X) = 0.
Remark. In Definition 2.1 in [7] , the local boundedness of the G-action only requires that the condition that Hom A (X, g · Y ) = 0 for all but finitely many g ∈ G be satisfied for indecomposable objects X, Y of A. In order for Theorem 2.12 in [7] to hold, however, one needs to require this condition be satisfied for all objects X, Y of A. Observe that all relevant statements in [7] , such as Lemmas 6.2 and 6.6, still hold under this new definition with the same proof.
Let E : A → B be a k-linear functor between k-categories. One says that E is G-stable if it admits a G-stabilizer δ = (δ g ) g∈G , where δ g : E • g → E are functorial isomorphisms such that δ h,X • δ g, h·X = δ gh,X , for g, h ∈ G and X ∈ A. In this case, E is called a Galois G-precovering; see [7, (2.5) ] if it induces a k-linear isomorphism
for each pair X, Y of objects of A. Recall that a G-stabilizer δ = (δ g ) g∈G is called trivial if δ g,X = 1 X for all g ∈ G and X ∈ A; see [7, (2. 3)].
We shall modify slightly the notion of a Galois covering as defined in [7, (2.8) 
].
Definition. Let A be a k-category with a free and locally bounded action of a group G. A Galois G-precovering E : A → B is called a Galois G-covering if the following conditions are satisfied.
(1) The functor E is dense.
Remark. The definition of a Galois G-covering in [7, (2.8) ] only requires E be almost dense, that is, every indecomposable object of B is isomorphic to the image under E of an object of A. However, the denseness of E will enables one to identify B with the orbit category A/G as defined in [14, (3.1) ]. Observe that Theorem 7.10 in [7] still holds under this new definition with the same proof; see also the proof of Theorem 4.10.
1.4. Auslander-Reiten Theory. Let A be a Hom-finite Krull-Schmidt additive k-category, that is, morphism spaces are finite dimensional over k and idempotent endomorphisms split; compare [24, (1.1) ]. If X, Y ∈ A are indecomposable, then a morphism f : X → Y is irreducible; see, for definition, [4, Section 2] if and only if it has a non-zero image in irr(X, Y ) = rad(X, Y )/rad 2 (X, Y ), where rad(X, Y ) denotes the k-space of morphisms in the Jacobson radical of A; see [6] . We shall say that A has symmetric irr-spaces if, for any indecomposable objects X, Y of A, the dimension d XY of irr(X, Y ) over End(X)/rad(End(X)) is equal to its dimension over End(Y )/rad(End(Y )). Assume that A has symmetric irr-spaces. The Auslander-Reiten quiver Γ A of A is a translation quiver defined as follows. The vertex set is a complete set of isomorphism class representatives of the indecomposable objects of A. Given two vertices X, Y , the number of arrows from X to Y is equal to the dimension d X,Y . The translation is the Auslander-Reiten translation τ A which is defined so that τ A Z = X if and only if A has an almost split sequence X / / Y / / Z. The connected components of Γ A are called the Auslander-Reiten components of A.
1.5. Categories of complexes. Let A be a full additive subcategory of an abelian k-category. We shall denote by C(A) the complex category of A, that is, the category of all complexes over A; and by K(A) the homotopy category of A, that is, the quotient category of C(A) modulo the null-homotopy morphisms. We shall denote by C −,b (A) and K −,b (A) the full subcategories of C(A) and K(A), respectively, of bounded-above complexes with bounded homology; and by C b (A) and K b (A) those of bounded complexes. Finally, D(A) and D b (A) denote the derived category and the bounded derived category of A respectively, which are localizations of K(A) and K b (A), respectively, with respect to the quasi-isomorphisms. The shift functor for complexes is written as [1] . As usual, we shall identify an object X of A with the stalk complex X[0] concentrated in degree 0. In this way, A becomes a full subcategory of each of
1.6. Representations of quivers. Let Q be a strongly locally finite quiver. The path category kQ of Q over k is defined as follows; see [12, (2.1) ]. The objects are the vertices of Q, and Hom kQ (a, b) with a, b ∈ Q 0 is the k-space spanned by Q(a, b).
The composition of morphisms is induced from the concatenation of paths.
A k-representation M of Q consists of a family of k-spaces M (a) with a ∈ Q 0 , and a family of k-linear maps M (α) : M (a) → M (b) with α : a → b ∈ Q 1 . One says that M is locally finite dimensional if dim k M (a) is finite for all a ∈ Q 0 ; and finite dimensional if a∈Q0 dim k M (a) is finite for all a ∈ Q 0 . The category Rep(Q) of all k-representations of Q is a hereditary abelian k-category; see [15] . We shall denote by rep b (Q) the full subcategory of Rep(Q) of finite dimensional representations.
Throughout this paper, all tensor products are over the base field k. With a vertex a of Q, one associates an indecomposable injective representation I a such that I a (x), with x ∈ Q 0 , is spanned by Q(x, a), and I a (α) : I a (x) → I a (y), with α : x → y ∈ Q 1 , sends ρα to ρ and vanishes on the paths not factoring through α. In a dual fashion, one associates with a an indecomposable projective representation P a of Q. Let Inj (Q) stand for the full additive subcategory of Rep(Q) generated by the injective representations I a ⊗V a with a ∈ Q 0 and V a some k-space; and Proj (Q) for the one generated by the projective representations P a ⊗ U a with a ∈ Q 0 and U a some k-space; see [8, (1.3) ]. Moreover, we shall denote by inj (Q) the full additive subcategory of Inj (Q) generated by the representations I a with a ∈ Q 0 , and by proj (Q) the full additive subcategory of Proj (Q) generated by the representations P a with a ∈ Q 0 .
A k-representation M of Q is called almost finitely co-presented if it admits an injective co-resolution 0
, and finitely co-presented if, in addition, I 0 , I 1 ∈ inj(Q). In the dual situations, one says that M is almost finitely presented and finitely presented, respectively. The full subcategories Rep − (Q) and Rep + (Q) of Rep(Q) generated respectively by the almost finitely co-presented representations and by the almost finitely presented representations are hereditary abelian k-categories, while the full subcategories rep − (Q) and rep + (Q) of Rep(Q) generated by the finitely co-presented representations and by the finitely presented representations, respectively, are Hom-finite Krull-Schmidt hereditary abelian k-categories, whose intersection is rep
is a Hom-finite KrullSchmidt k-category; see [5] and also [7, (1.9) ].
Complexes over a locally bounded category
Throughout this section, Λ stands for a locally bounded k-category; see, for definition, [12, (2.1) ], whose object set is written as Λ 0 and its Jacobson radical is written as radΛ. A left Λ-module is a k-linear functor M : Λ → Modk, where Modk is the category of k-spaces; see [12, (2.2) ]. The support of such a module M is the set suppM of objects x ∈ Λ 0 for which M (x) = 0. We shall say that M is finitely supported if suppM is finite, and finite dimensional if x∈Λ0 dim k M (x) is finite. Let ModΛ denote the category of all left Λ-modules. The full subcategory of ModΛ of finitely supported modules and that of finite dimensional ones will be denoted by Mod
in such a way that a Λ-linear morphism f corresponds to f (1 x ) ∈ Λ(y, x). In particular, a radical Λ-linear morphism P [x] → P [y] corresponds to an element in (radΛ)(y, x). Observe, for any k-space V , that P [x] ⊗ V is a finitely supported projective Λ-module. We shall denote by ProjΛ the full additive subcategory of Mod b Λ generated by the modules isomorphic to some P [x] ⊗ V with x ∈ Λ 0 and V ∈ Modk, and by projΛ the full additive subcategory of mod b Λ generated by the modules isomorphic to some P [x] with x ∈ Λ 0 .
Every module M in Mod b
Λ admits a minimal projective cover P → M with P ∈ Proj Λ such that P ∈ proj Λ if and only if M ∈ mod b Λ; see [7, (6.1) ]. Thus, sending a bounded complex over Mod b Λ to its projective resolution yields a triangleequivalence from
We fix a quasi-inverse
of this equivalence. We shall replace K −,b (Proj Λ) by another better behaved category. Indeed, a complex over ProjΛ is called radical if all its differentials are radical. We denote by RC(ProjΛ) and RC −,b (ProjΛ) the full subcategories of C(ProjΛ) and C −,b (ProjΛ), respectively, generated by the radical complexes. Restricting the canonical projection functor P Λ :
to the radical complexes, we obtain a projection functor P Λ :
2.1. Proposition. Let Λ be a locally bounded k-category with a nilpotent radical.
(1) The projection functor
is dense and reflects isomorphisms.
Proof. 
That is, f . g . −1 X . and g . f . −1 X . are null-homotopic, and hence, they are nilpotent. As a consequence, f . g . and g . f . are automorphisms of X . . Therefore, f . is an automorphism. This shows that P Λ reflects isomorphisms.
It remains to prove that P Λ is dense. Consider a complex (X . , d .
Λ, where the d n with n < 0 are radical. Set Z n = P n for n ≤ 0 and
. Therefore, we may assume that d n X is radical for every n < 0. Suppose that d s X is not radical for some s ≥ 0. Since X . is bounded-above, we may assume that d n X is radical for all n > s. Since X s+1 is projective, we may write
for n ∈ {s − 1, s, s + 1} and d n Y = g n if n ∈ {s − 1, s, s + 1}. This yields a complex
. Indeed, we define ψ n = ϕ n = 1 X n for n / ∈ {s, s + 1} and ψ n = (0, 1 N n ) : M ⊕ N n → N n for n ∈ {s, s + 1}. Moreover, we set 
The proof of the proposition is completed.
For the rest of this section, suppose that Λ is elementary (that is, all simple Λ-modules are one-dimensional over k) with radical squared zero. By Gabriel's Theorem, we may assume that Λ = kQ/(kQ + ) 2 , where Q is a locally finite quiver and kQ + is the ideal in kQ generated by the arrows; see [12, (2.1) ]. For u ∈ kQ, we shall writeū = u+(kQ
be the Λ-linear morphism given by the left multiplication byᾱ; and for a trivial path ε x with x ∈ Q 0 , we shall write
. We quote from [7, (7.6) ] the following description of the morphisms in ProjΛ.
where Q is a locally finite quiver. If x, y ∈ Q 0 and U, V are k-vector spaces, then every Λ-linear morphism f :
We shall give a decomposition for each complex M . ∈ RC(ProjΛ). Indeed, for each n ∈ Z, we can write
is a Λ-linear morphism. In view of Lemma 2.2, we obtain
We shall need to consider the opposite quiver Q op of Q with (
to be a subquiver of the gradable quiver (Q op ) Z , whose vertices are (x, n) ∈ Q 0 × Z with M n x = 0; and whose arrows are (α o , n) : (x, n) → (y, n + 1), where α : y → x ∈ Q 1 and n ∈ Z such that M n α = 0. Given an integer n, since M n is a finite direct sum of modules of form
a radical complex over ProjΛ defined as follows. For each integer n, we write
x , a summand of M n . Moreover, we define d n MC to be the composite of the following morphisms
where q n C is the canonical injection and p n+1 C is the canonical projection.
2 with Q a locally finite quiver, and let M .
be a non-zero complex in RC(ProjΛ). If C i with i ∈ I are the connected components of the support-quiver of M . , then M . = ⊕ i∈I M .
Ci . Proof. We shall keep the notation introduced above. Let C i with i ∈ I be the
has null composite. This shows that d
. The proof of the proposition is completed.
A radical complex over ProjΛ is said to be support-connected if its support-quiver is connected. In view of Proposition 2.3, we see that an indecomposable radical complex over ProjΛ is support-connected.
Proof. Let M . be a non-zero complex in RC −,b (ProjΛ). There exist integers s, t with s ≤ t such that M i = 0 for all i > t and H i (M . ) = 0 for all i < s. Let C i with i ∈ I be the connected components of Ω (M . ). Letting M .
i be the restriction of M . to C i , by Proposition 2.3, we obtain M . = ⊕ i∈I M .
i . For each i ∈ I, there exists a maximal integer n i ≤ t such that M ni i = 0. Thus there exists some
i is a radical complex, by the maximality of n i , we see that H ni (M .
i ) = 0, and consequently, n i ≥ s. Since each Ω n (M . ) with n ∈ Z is finite, the set {(x i , n i ) | i ∈ I} is finite. Since the C i with i ∈ I are pairwise disjoint, we see that I is finite. The proof of the corollary is completed.
Koszul equivalence in the graded case
Throughout this section, let Λ = kQ/(kQ + ) 2 , where Q is a gradable locally finite quiver. Our objective is to show that the bounded derived categories
, respectively. These equivalences are given by the Koszul duality considered in [9] . Note, however, that our results in this section cannot be derived directly from theirs.
We start with a grading Q 0 = ∪ n∈Z Q n for Q, where the Q n are pairwise disjoint such that every arrow of Q is of form x → y with x ∈ Q n and y ∈ Q n+1 for some n; see the remark following [7, (7.1) ]. In particular, if x ∈ Q m and y ∈ Q n , then every possible path from x to y is of length n − m. Being locally finite, Q is strongly locally finite, and so is Q op . More importantly, Q op is also gradable with a grading
n ∩ suppM is finite, for all n ∈ Z. We denote by Rep * (Q op ) the full subcategory of Rep(Q op ) generated by the locally support-finite representations. With each representation M ∈ Rep * (Q op ), we shall associate a radical complex over ProjΛ as follows. Indeed, for each n ∈ Z, we set
Since rad 2 Λ = 0, this yields a radical complex F (M ) . over ProjΛ. Let now
It is easy to verify that
where Q is a gradable locally finite quiver. The Koszul functor F : Rep * (Q op ) → RC(ProjΛ) is full, faithful and exact.
Proof. First of all, in view of the property of the tensor product over k, we see easily that F is exact and faithful. Consider a morphism f . :
where
is Λ-linear and can be written as
2). Since
x, y ∈ Q −n , we see that Q ≤1 (y, x) = ∅ if and only if y = x. Thus, f n (y, x) = 0 if y = x, and f n (x, x) = 1 P [x] ⊗ f εx , and consequently, we obtain
By the uniqueness stated in Lemma 2.2,
The proof of the lemma is completed.
We shall describe the image of the Koszul functor. The following statement describes the objects up to shift, which generalizes slightly Proposition 7.7 in [7] .
2 with Q a gradable locally finite quiver, and let F : Rep
Proof. Let M . be a non-zero complex in RC(ProjΛ) with a connected supportquiver
We claim that there exists some integer s such that for all n ∈ Z, we have
where M n x = 0 for all but finitely many x ∈ Q −n−s . Indeed, let M n0 be non-zero for some n 0 . Then M n0 a = 0 for some a ∈ Q 0 , that is, (a, n 0 ) ∈ Ω (M . ). Assume that a ∈ Q t for some integer t. Set s = −t − n 0 . Let n be an integer such that M n is non-zero. Then, M n x = 0 for some x ∈ Q 0 , and hence, (x, n) ∈ Ω (M . ). Being connected, Ω (M . ) contains a walk from (a, n 0 ) to (x, n), which is a walk in (Q op ) Z of degree n − n 0 . As a consequence, Q op contains a walk from a to x of degree n − n 0 ; see [7, (7.2) ], that is, Q contains a walk from a to x of degree n 0 − n. As a consequence, x ∈ Q t+n0−n = Q −n−s . The establishes our claim. As a consequence, for each n ∈ Z, we obtain d
; and for an arrow α : y → x with (y,
. For each n ∈ Z, we have
In order to describe morphisms in the image of the Koszul functor, we shall say
2 with Q a gradable locally finite quiver, and let F : Rep * (Q op ) → RC(ProjΛ) be the Koszul functor. Consider a non-zero mor-
Proof. For n ∈ Z, we write the Λ-linear morphism f n :
Suppose that f m = 0 for some integer m. Then, f m (y, x) = 0 for some pair
In case f . is non-radical, we may assume that f m (y, x) is non-radical. Then, Q ≤1 (y, x) contains a trivial path, that is, y = x. As a consequence, s = 0. If f . is radical, then f m (y, x) is radical, and thus, Q 1 (y, x) = ∅. As a consequence, s = 1. The proof of the lemma is completed. Let x ∈ Q 0 . We denote by I x o the indecomposable injective representation of Q op associated with x. Since Q op is gradable locally finite, I x o is locally supportfinite, and so is every representation in Rep
the simple Λ-module supported by x, and by P .
S[x] its deleted minimal projective resolution in modΛ, which is an object of RC −,b (ProjΛ) such that P 3.4. Lemma. Let Λ = kQ/(kQ + ) 2 with Q a gradable locally finite quiver, and let
. Proof. We shall regard Λ as a k-algebra and identify a module M ∈ Mod
Let a ∈ Q t . Write s = −t. Every path in Q op ending at a is the opposite path p o of a path p in Q starting at a, and hence,
where Q 1 (x, −) denotes the set of arrows of Q starting at x, while radF (
Fix an integer n < s. Since rad
n , where x ∈ Q −n and p ∈ Q(a, x). Since p is of length s − n > 0, we have p = γ • p * , where γ ∈ Q 1 (y, x) with y ∈ Q −n−1 and p * ∈ Q(a, y).
−n−1 is different from γ, then p does not factor through α, and hence, p o does not factor through α o . By definition, I a o (α)(p o ) = 0, and
and q ∈ Q(a, z). Then ε x ⊗ q o β o ∈ Ω n which, as we have seen, is sent by d
and H
The following statement determines those representations whose image under the Koszul functor is bounded-above with bounded homology.
Proof. Let M be a representation in Rep * (Q op ) with an injective co-presentation
. Applying the exact functor F , we obtain a short exact sequence 0
Conversely, assume that there exist s, t with s < t such that F (M ) n = 0 for all n > t, and H n (F (M ) . ) = 0 for all n < s. In particular, the full subquiver Σ (M ) of Q generated by the vertices x with M (x) = 0 is contained in ∪ n≤t (Q op ) n . As a consequence, the full subquiver (Q op ) ≤s of Q op generated by the vertices in 
, where x 1 , . . . , x t ∈ Q 0 and U 1 , . . . , U t are non-zero k-spaces. By Lemma 3.4, we have
where s 1 , . . . , s t are some integers. Since F is fully faithful, we have a decomposition
. . , t. By Lemma 3.3(1), s i = 0, and consequently,
. In view of Theorem 1.12(2) in [8] , we conclude that M is almost finitely co-presented. This establishes Statement (1).
For Statement (2) , it suffices to prove the necessity. Indeed, suppose that F (M ) .
lies in RC −,b (projΛ). By Statement (1), M is almost finitely co-presented, and hence, soc M is finitely supported and essential in M ; see [8, (1.6) ]. Moreover, by the definition of F , we see that M is locally finite dimensional, and so is soc M . Therefore, soc M is finite dimensional. As a consequence, M is finitely co-presented. This establishes Statement (2), from which Statement (3) follows easily. The proof of the proposition is completed.
We shall extend the Koszul functor to bounded complexes. Indeed, in view of Proposition 3.5, we see that F : Rep
, applying F to the components of M . , we obtain a double complex F (M . ) . over ProjΛ as follows:
) be the sum total complex of F (M . ) . , which lies in C(ProjΛ). More explicitly, for each n ∈ Z, we have F (M . )
For each pair (i, j) ∈ Z × Z, we have
. is a morphism of complexes, we obtain
This gives rise to an equation
n . Therefore, the construction yields a functor
where Q is a gradable locally finite quiver. The complex Koszul functor is a k-linear functor F :
, which sends acyclic complexes to acyclic ones and restricts to the Koszul functor
Proof. First of all, for any M ∈ Rep − (Q op ), it follows easily from the construction there exists an integer m < 0 such that H n (F (M i ) . ) = 0 for i ∈ Z and n ≤ m. We define a double complex (L .. , v .. , h .. ) as follows. The objects are given by
The vertical morphisms are given by
to its image. The horizontal morphisms are given by We shall collect more properties of the complex Koszul functor in the following statement. For this purpose, we denote by C f . the mapping cone of a morphism f .
of complexes over an additive category.
3.7. Lemma. Let Λ = kQ/(kQ + ) 2 with Q a gradable locally finite quiver, and let
Proof. Statement (1) can be shown by a routine verification. Consider a morphism
Given a pair (j, i) ∈ Z × Z, we have
. is a complex morphism, we conclude that
On the other hand, since
n . This establishes Statement (2).
In order to prove Statement (3), we write (C . , d .
C ) for the mapping cone of
Next, we shall identify their n-th differentials
It suffices to identify, for any (j, i) ∈ Z × Z and (X . , Y . ) with X . , Y . ∈ {M . , N . }, the composite
with the composite
where q 1 , q 2 are the canonical injections, and p 1 , p 2 are the canonical projections.
We start with the pair (M . , N . ). It is easy to see that both composites
are null. Next, we consider the pair (M . , M . ). Observe that the composite
is the composite of the following morphisms:
That is,
On the other hand, the composite
is the composite of the following morphisms
) is the composite of the following morphisms
) is the composite of the morphisms N . ). The proof of the lemma is completed.
In view of Lemmas 3.6 and 3.7, we deduce that the complex Koszul functor
where F , F are triangle-exact. We shall call F derived Koszul functor and show that it is actually a triangle-equivalence.
3.8. Lemma. Let Λ = kQ/(kQ + ) 2 with Q a gradable locally finite quiver, and let 
and n i ∈ Z. Since F restricts to F ; see (3.6), we obtain
To prove Statement (2), let M, N ∈ Rep − (Q op ) and s = 0, 1. By Lemma 3.3,
We are ready to obtain the main result of this section.
3.9. Theorem. Let Λ = kQ/(kQ + ) 2 with Q a gradable locally finite quiver. The
is a triangle-equivalence, which restricts to a triangle-equivalence F :
Proof. We shall make use of the commutative diagram (3.1). In view of Proposition 3.5(2), we need only to prove the first part of the theorem. By Lemma 3.8(1), F is dense. To show that F is fully faithful, by Lemma 3.8, it suffices to show that
is an isomorphism, for all M, N ∈ Rep − (Q op ) and s ∈ Z. If s = 0, 1, then 
and by Lemma 3.3(2), f . = 0. This shows that P M,N is an isomorphism. Since F restricts to F , we deduce from Lemma 3.1 that F M,N is an isomorphism. As a consequence, F M,N is an isomorphism.
It remains to consider the case where s = 1. Let θ . :
, which embeds in an exact triangle
If U ∈ Rep − (Q op ) and t ∈ Z are such that F(U )[t] is a non-zero summand of Y . , we claim that t = 0. Indeed, writing Y . = Z . ⊕ F(U )[t], we obtain an exact triangle
µ . is a pseudokernel of (ξ . , 0), there exists some u . :
. However, u . = 0 by Lemma 3.8(2), a contradiction. Thus t ≤ 0.
A dual argument shows that t ≥ 0. This establishes our claim. Now, we deduce from Lemma 3. 
, and
Since F L,V and F V,V are isomorphisms, g is a retraction, and hence, h = 0. That is, F V,N [1] is injective, and so is F M,N [1] . The proof of the theorem is completed.
In the sequel, the triangle-equivalences F :
will be called Koszul equivalences.
Galois Covering in the general case
Throughout this section, let Λ stand for a connected elementary locally bounded k-category with radical squared zero. By Gabriel's theorem, we may assume that Λ = kQ/(kQ + ) 2 , where Q is a connected locally finite quiver. The main objective of this section is to construct Galois coverings To start with, we fix a connected componentQ of the gradable quiver Q Z containing a vertex of form (a 0 , 0) with a 0 ∈ Q 0 . Observe thatQ admits a natural gradingQ 0 = ∪ n∈ZQ n , whereQ n consists of the vertices of form (a, n) with a ∈ Q 0 . We shall denote by r Q the grading period of Q, which is defined by r Q = 0 if Q is gradable; and otherwise, r Q is the minimum of the positive degrees of the closed walks in Q; see [7, (7. 3)]. The translation ρ ofQ is the automorphism sending a vertex (a, n) to (a, n + r Q ), and the translation group G ofQ is the torsion-free group generated by ρ; see [7, (7.4) ]. It is evident that ρ is trivial if and only if Q is gradable. It is known that there exists a Galois G-covering π :Q → Q, sending a vertex (a, n) to a, which we shall call a minimal gradable covering of Q. Observe that Q is gradable if and only if π is an isomorphism; see [7, (7.5) ]. For convenience, we shall also callQ a minimal gradable covering of Q.
4.1.
Lemma. Let Q be a connected locally finite quiver with a minimal gradable covering π :Q → Q.
(1) If x ∈Q m and y ∈Q n with π(x) = π(y), then n ≡ m(mod r Q ).
(2) If x, y ∈Q n for some integer n, then π(x) = π(y) if and only if x = y. Proof. Assume that π(x) = π(y), for some x ∈Q m and y ∈Q n . Since π is a Galois G-covering, y = g · x for some g ∈ G. Since g = ρ s for some integer s, we see that y ∈Q n ∩Q m+sr Q . Hence, n = m + sr Q . This establishes Statement (1), and Statement (2) follows trivially from the definition of π.
Let a, b ∈ Q 0 with (a, 0) ∈Q. Being connected, Q has a walk from a to b, say,
n , and hence, n ≡ d(mod r Q ) by Statement (1). Conversely, assume that n = d + sr Q for some s ∈ Z, then (b, n) = ρ s · (a, d) ∈Q. The proof of the lemma is the lemma is completed.
Since Q is locally finite, so isQ. In particular, we have a locally bounded kcategoryΛ = kQ/(kQ + ) 2 with radical squared zero. SinceQ is gradable, we have a Koszul functor F : Rep
In view of the commutative diagram (3.1), F induces a commutative diagram (4.1)
where F is triangle-exact and F is a triangle-equivalences; see (3.9). Now, the G-action onQ induces a G-action onQ
Moreover, the G-action onQ op induces a G-action on Rep(Q op ) as follows; see [14, (3.2) ].
We shall need another group. Indeed, regarding ρ as an automorphism of
Observe that ϑ is trivial if r Q = 0 and of infinite order otherwise. Thus, ϑ generates a torsion-free group G of automorphisms, called shifted translation group, of
4.2. Lemma. Keep the notation introduced above.
) is free, locally bounded, and directed.
Proof. (1) By hypothesis, Hom
, that is, r Q = 1 and s = −1. Then,
(2) We need only to consider the case where 
. Since r Q = 0, the number of such integers t is at most two. Thus, the G-action on
is locally bounded; and since G is torsion-free, it is also free; see [7, (2. 2)].
If both Hom
. Since r Q = 0, the number of such integers t is at most one. That is, the G-action on
On the other hand, the G-action onQ induces naturally a G-action onΛ, which in turn induces a G-action on ModΛ as follows; see [14, (3.2) ]. Fix an element g ∈ G, which will be regarded as an automorphism ofΛ.
(1) For aΛ-module M :Λ → Modk, one puts
Furthermore, the G-action on ModΛ induces a G-action on each of C(ModΛ), K(ModΛ) and D(ModΛ); see [7, (5.4) ]. Clearly, RC −,b (ProjΛ) is stable under the G-action on C(ModΛ). To study the behavior of F : Rep − (Q op ) → RC −,b (ProjΛ) with respect to these G-actions, we shall need some general considerations. Given a complex X . over an additive category A, we shall denote by t(X . ) the complex whose n-th component is X n and whose n-th differential is −d n X , for n ∈ Z; and for
). This yields an automorphism t, called twist functor, of C(A). Observe, for each p ∈ Z, that there exists a functorial isomorphism
Recall that a linear functor E : A → B induces a linear functor E C : C(A) → C(B) by component-wise action. The following statement is evident. 4.3. Lemma. Let E : A → B be a linear functor between additive categories, which induces a functor E C : C(A) → C(B). If X . ∈ C(A) and p, q ∈ Z, then (1) κ p,X .
• κ q,t p (X . ) = κ p+q,X .;
be the Koszul functor, and let
Proof. We need only to consider the case where s = 1. For simplicity, we write
where the third equation follows because ρ ·Q 1 (y
Next, we claim that
and n ∈ Z. Indeed,
Moreover, we have
On the other hand, we have
For each integer i, by Statement (1), we obtain d
, and by our claim, we have
The Galois G-covering π :Q → Q induces naturally a Galois G-covering functor π :Λ → Λ with a trivial G-stabilizer; see [7, (7.8) ]. With the covering functor π, one associates its push-down π λ : ModΛ → ModΛ; see [12, (3. 2)], with a G-stabilizer δ = (δ ρ n ) n∈Z ; see [7, (6. 3)]. Note that π λ induces a commutative diagram 
4.5.
Lemma. The Koszul push-down is a k-linear functor
for all x ∈Q 0 ; see [7, (6. 3)].
For each n ∈ Z, by the definition of π λ ; see [7, Section 6], we have
which is a radical morphism. Moreover, since π λ is exact; see [12, (3. 2)], F π (M ) . has bounded homology. Hence, F π (M ) . ∈ RC −,b (Proj Λ). This establishes the first part of the lemma. Moreover, Statements (1) and (2) follow from Lemma 4.5 and Proposition 3.5. The proof of the lemma is completed.
The following statement describes morphisms between the images (up to shift) of the Koszul push-down.
and let ϕ . :
[s] be a morphism with M, N ∈ Rep − (Q op ) and s ∈ Z.
(1) If ϕ . is non-radical, then s ≡ 0(mod r Q ). (2) If ϕ . is non-zero and radical, then s ≡ 1(mod r Q ).
and
n+s can be written as a matrix ϕ n = (ϕ n (y, x)) (y,x)∈Q −n−s ×Q −n , with Λ-linear morphisms
Suppose that ϕ m = 0 for some integer m. Then there exists a pair (y, x) iñ
is not radical, then we may assume that ϕ m (y, x) is not radical. In this case, Q ≤1 (π(y), π(x)) contains a trivial path, that is, π(y) = π(x). By Lemma 4.1(1), s ≡ 0 (mod r Q ).
Suppose that ϕ . is radical. In particular, ϕ m (y, x) is radical. By Lemma 2.2, Q has an arrow γ : π(y) → π(x). Since π :Q → Q is a covering, γ = π(β) for some arrow β : y → z inQ. In particular, z ∈Q −m−s+1 with π(z) = π(x). By Lemma 4.1(1), we obtain s ≡ 1(mod r Q ). The proof of the lemma is completed.
The preceding result allows us to determine when two objects in the images (up to shift) of the Koszul push-down are isomorphic.
. if and only if M ∼ = N, and more generally,
[s] if and only if s = nr Q and M ∼ = ρ n · N with n ∈ Z.
the isomorphism ϕ n can be written as a matrix as follows:
. If x = y, then π(x) = π(y) by Lemma 4.1(2), and hence, ϕ n (y, x) is a radical morphism. Writing ψ n in the same way and using the uniqueness stated in Lemma 2.2, we conclude that f x is an isomorphism for every x ∈Q 0 . Let β : z → x be an arrow inQ with x ∈Q −n . Using the equation
• ϕ n and the uniqueness stated in Lemma 2.2, we deduce
(2) Suppose that s = nr Q and M ∼ = ρ n · N with n ∈ Z. By Lemma 4.4(1),
[s] then, by Lemma 4.6(1), s = nr Q for some n ∈ Z. As we have shown,
The Koszul push-down
can be extended to bounded complexes over Rep − (Q op ). Indeed, since π C λ is exact and sends projective modules to projective ones, composing the commutative diagrams (4.1) and (4.2), we obtain a commutative diagram
where F π and F π are triangle-exact. In the sequel, we shall call F π the complex Koszul push-down and F π the derived Koszul push-down associated with the minimal gradable covering π :Λ → Λ. In order to collect some properties of F π , for each x ∈Q 0 , we denote by I x o the associated indecomposable injective representation ofQ op and by S[π(x)] the simple Λ-module supported by π(x).
be the derived Koszul push-down, and let M, N ∈ Rep − (Q op ) with s, t ∈ Z.
(1) If x ∈Q n for some integer n, then
if and only if s = nr Q and M ∼ = ρ n · N for some n ∈ Z.
Proof.
(1) We shall make use of the commutative diagrams (4.2) and (4.3). By Lemma 3.6, we obtain
, we see that
. By Proposition 4.7(2), this is equivalent to the existence of an integer n such that s = nr Q and
[s]) = 0; and by Lemma 4.6, s − t ≡ 0, 1 (mod r Q ).
(4) Let u . :
, for some non-zero morphisms f . :
If s ≡ t (mod r Q ) then, by Lemma 4.6(1), f . and g . are radical morphisms. Since rad 2 (Λ) = 0, we obtain g . f . = 0, and hence, v . u . = 0. The proof of the proposition is completed.
We shall need the following preparatory lemma.
Proof. We shall make use of the commutative diagrams (4.1), (4.2) and (4.3). Write r = r Q for the sake of simplicity. We first construct a G-stabiliser for the complex Koszul push-down
Λ admits a G-stabiliser δ = (δ ρ p ) p∈Z ; see [7, (6. 3)], which induces a G-stabiliser δ
) and p ∈ Z. In view of Lemma 4.4(2), we see that
the composite of the following natural isomorphisms:
This gives rise to a functorial isomorphism ζ
. Applying the equations statedabove, we deduce that
This enables us to obtain
over Rep − (Q op ) and an integer p, we set
This yields a natural isomorphism ζ
To conclude the proof, we fix two complexes M . , N . in D
In view of Lemma 4.4(2), we deduce that F(ϑ
, we obtain an isomorphism
Composing the above three isomorphisms, we obtain a desired isomorphism
p ). The proof of the lemma is completed.
In order to state the main result of this section, we denote by Ind − (Q op ) a complete set of isomorphism class representatives of the indecomposable objects of Rep − (Q op ). Given an integer r ≥ 0, moreover, we write Z r = Z if r = 0; and otherwise, Z r = {0, 1, . . . r − 1}.
4.10. Theorem. Let Λ = kQ/(kQ + ) 2 with Q a connected locally finite quiver, and let π :Q → Q be a minimal gradable covering of Q.
(1) The derived Koszul push-down
and s ∈ Z r , where r is the grading period of Q.
where the M s ∈ Rep − (Q op ), all but finitely many of them are zero.
Proof. First of all, Statement (2) will follow easily from Statements (1) [5] , it follows from Lemma 2.10 in [7] that F π satisfies
Conditions (2) and (3) of the notion of a Galois covering stated in Subsection 1.3. For the rest of proof, we shall make use of the commutative diagram (4.3). Let
). This shows that F π is dense, and hence, it is a Galois G-covering.
For proving Statement (3), we consider a complex
and t ∈ Z. Writing t = n r + s with n ∈ Z and s ∈ Z r and setting N = ρ n · M , by Proposition 4.8 (1), we obtain
. In general, since F π is dense and every complex in D
is a finite sum of stalk complexes, X . admits a desired decomposition. For proving the uniqueness, assume that there exists an isomorphism 4.11. Theorem. Let Λ = kQ/(kQ + ) 2 with Q a connected locally finite quiver, and let π :Q → Q be a minimal gradable covering of Q.
where M s ∈ rep − (Q op ), all but finitely many of them are zero.
Auslander-Reiten components
Throughout this section, let Λ stand for a connected elementary locally bounded k-category with radical squared zero. It is well known that
is a Homfinite Krull-Schmidt k-category; see [5] and [7, (1.9) ]. Our objective of this section is to study the Auslander-Reiten theory in D b (mod b Λ), and in particular, to describe the shapes of its Auslander-Reiten components.
We shall keep all the notation introduced in the previous section. As usual, we may assume that Λ = kQ/(kQ + ) 2 , where Q is a connected locally finite quiver. Fix a minimal gradable covering π :Q → Q of Q, which is a Galois covering with respect to the group G generated by the translation ρ ofQ. By Theorem 4.11, the derived Koszul push-down 
(1) Given a vertex x = (a, t) ∈Q with a ∈ Q 0 and t ∈ Z, by Lemma 4.8(1),
. By our choice ofQ, there exists some vertex x 0 = (a 0 , 0) ∈Q with a 0 ∈ Q 0 . Let a ∈ Q 0 and n ∈ Z. Being connected, Q contains a walk from a 0 to a, say of degree d. By Lemma 4.1(3), y = (a, d) ∈Q. In view of Proposition 4.8(2), we see that
. . , s, be the arrows in Q starting at a. Considering the minimal gradable covering π :Q → Q, we see that a = π(x) for some vertex x and α i = π(β i ) for some arrow β i : x → x i inQ 1 , i = 1, . . . , s. Then β 1 , . . . , β s are the arrows inQ starting at x, and consequently, β 
is minimal left almost split; see [8, (2. 3)], and in particular, it is irreducible in rep 
Λ) be the derived Koszul push-down associated with a minimal gradable covering π :Q → Q of Q. 
to be the shifts of the vertices of Γ rep − (Q) . In view of the dual of Theorem 7.5 in [8] , we see that a regular component of
. Moreover, by the dual statements of Lemmas 7.7 and 7.8 in [8] , the preinjective component of Γ rep − (Q) is glued together with the shifts by 1 of all possible preprojective components to form a connected subquiver of
, which is contained in the so-called connecting component. 
, which contains all the I x o and the finite dimensional P y o . Since
is a Galois G-covering, we may choose the vertices of Γ D b (mod b Λ) to be the objects F π (X . ) with X . ∈ Ω . By Theorem 4.7
in [7] , we have an induced Galois G-covering
generated by the F π (X . ) with X . ∈ Γ is a connected component.
5.3.
Theorem. Let Λ = kQ/(kQ + ) 2 with Q a connected locally finite quiver, and let
Λ) be the derived Koszul push-down associated with a minimal gradable covering π :Q → Q of Q.
(1) Let C be the connecting component of Γ D b (rep − (Q op )) and ρ the translation of
, where s ∈ Z r Q and Γ is either the connecting component of
, which are pairwise distinct in case Q is not of Dynkin type.
(1) For simplicity, we write r = r Q . Let n ∈ Z. Since ρ n · I x o = I (ρ n ·x) o ∈ C for all x ∈Q 0 , we see that ρ n · C = C. If n = tr for some t ∈ Z, by Proposition 4.8(2), we obtain
, where m ∈ Z and R is a regular component of Γ rep − (Q op ) ; see [8, (7.9 ),(7.10)]. The Galois G-covering , and hence, g·Γ = Γ . This establishes our claim. That is, G Γ is trivial, and consequently,
is an isomorphism; see the remark following [7, (4.6) ].
for some M ∈ Γ rep − (Q op ) and s ∈ Z r . If M lies in a regular component R, then
Otherwise, r > 0 and s = 0. By Statement (1), we obtain
, where s, t ∈ Z r and Γ , Θ are either C or some regular components of
, then we deduce from the uniqueness stated in Recall that a translation quiver is called a stable tube if it is of shape ZA ∞ /< τ n > for some positive integer n; and a wing if it is of the following shape :
. . . . . . . . . . . . . . . . . .
where the dotted arrows indicate the translation; see [27, (3. 3)].
5.5. Theorem. Let Λ = kQ/(kQ + ) 2 with Q a connected locally finite quiver, and let R be a connected component of Γ D b (mod b Λ) without simple complexes. (1) Suppose that R contains only perfect complexes. Then R contains only finite dimensional representations. Assume thatQ op is finite. By Lemma 4.1, Q is a finite gradable quiver. It is well known that R is a stable tube or of shape ZA ∞ , where the first case occurs only ifQ op is of Euclidean type; see [13] , [26] and [27, (3.6) ]. Observe thatQ op is of Euclidean type if and only if Q is gradable of Euclidean type. IfQ op is infinite, then we deduce from the dual statements of Theorems 4.14(1) and 4.14(3) in [8] that R is of shape ZA ∞ or N − A − ∞ . Statement (1) follows now from Theorem 5.3(2).
(2) Suppose that R contains some non-perfect complexes. Then, R contains some infinite dimensional representations. Applying the dual statements of Lemma 4.5(1) and Theorems 4.14(2) and 4.14(4) in [8] , we conclude that R is a wing or of shape NA + ∞ , where the left-most section is generated by the infinite dimensional representations. Statement (2) follows from Theorem 5.3 (2) . The proof of the theorem is completed.
If Q has no infinite path, such as Λ is finite dimensional of finite global dimension, then we have a nicer description of the Auslander-Reiten components of D b (mod b Λ). [8, (4.16) ], [13] , [26] and [27, (3.6) ]. The result now follows from Theorem 5.3 (2) . The proof of the theorem is completed.
To conclude the paper, we shall determine when D b (mod b Λ) has only finite many Auslander-Reiten components. For this purpose, we say that a quiver is of typeÃ n with n ≥ 1 if its underlying graph is a cycle of n edges; compare [27, Page 7] . 5.7. Theorem. Let Λ = kQ/(kQ + ) 2 , where Q is a connected locally finite quiver. Let now Q be of typeÃ n with 0 < r Q < n. In particular, Q is not an oriented cycle, and hence,Q is of type A Suppose finally that Q is neither of Dynkin type nor of typeÃ n with r Q > 0. If Q is gradable, thenQ op is finite but not of Dynkin type. Otherwise, Q is not of typeÃ n for any n ≥ 1, and consequently,Q is infinite but not of infinite Dynkin types A ∞ , A Remark. The second part of Theorem 5.7 (2) was partially obtained in [20, (5.7) ].
