I. INTRODUCTION
ORTING is one of the most used and fundamental of S all computer operations. With increasing database sizes, parallelism must be exploited to obtain acceptable sorting times. Optimal sequential sorting algorithms that use binary comparisons are known to sort n elements in O ( n 1 o g n ) time [l] . Therefore an optimal p-processor parallel sorting algorithm would sort n elements in O( ( n log n ) / p ) time.
In this paper, we present a load balanced parallel sorting algorithm, balanced-sort, that runs in O( ( n log n)/p+p log2 n ) average time for randomly distributed data on a hypercube multiprocessor.
A d-dimensional hypercube multiprocessor ( Fig. 1) is an MIMD (multiple instruction multiple data) machine with 2d processing elements (nodes) connected to form a Boolean d-cube. Each processing element has its own memory, and processing elements communicate by exchanging messages. The delay incurred by interprocessor message communication is due to two components: the message setup time T s~ and the actual transfer time N x TB, where N is the number of bytes transferred and TB is the one-byte transfer time. In most of the commercially available message passing multiprocessors Tsu >> TB.
The balanced-sort algorithm assumes that the n distinct elements to be sorted are initially distributed evenly over Manuscript received August 29, 1989; revised July 23, 1990 
2d = p nodes of a d-dimensional hypercube ( n >> p).
The n elements are considered sorted when a global order is obtained such that for p -1 2 i > j 2 0, any element in node a is greater than any element in node j , and within each node n / p elements are sorted among themselves. In the balanced-sort algorithm, each node sorts its list of n / p elements in O ( n / p l o g ( n / p ) ) expected time by performing a quicksort. Each of these sorted sublists is then partitioned into p segments so that the partitions from different nodes can be merged in parallel. By determining the exact partition keys, the algorithm ensures that nodes are left with an equal number of elements ( n / p ) at the end of the sort, regardless of the data distribution. This is important for efficient memory utilization in a distributed memory multiprocessor. Furthermore, the exact partition keys provide perfect load balance during the merge phase. The sorting algorithms given in [2]-[5] select the partition keys either randomly or by sampling the elements that may distribute data unevenly across processors. For example, in the hyperquicksort algorithm [2] almost all of the n elements may end up being merged in one node instead of n / p in each node. A parallel selection algorithm referred to as the fastpartition algorithm is presented in Section IV that determines the p -1 partition keys used in the balanced-sort algorithm in O ( p log2 n ) time. The fast-partition algorithm is designed to minimize the number of setups in hypercubes with coarsegrain communication.
A routing algorithm is presented in Section V that makes use of the Direct-Connect capability of the iPSC/2 hypercube to deliver elements to their destination node in just one communication step, thus reducing the communication overhead caused by store-and-forward schemes. In other algorithms, elements are stored and forwarded in the intermediate nodes l o g p to . We show that the resulting routing algorithm is faster than the store-and-forward scheme for large values of n. However, the balanced-sort algorithm does not rely on the existence of the Direct-Connect capability and can be implemented on any hypercube by using the store-and-forward scheme. Another feature of the balanced-sort algorithm is the overlapping of interprocessor communication and computation by using asynchronous communications. In the hypercube model assumed here, nodes communicate using the send and receive primitives. These primitives are divided into two categories as synchronous send (csend) and receive (crecv), and asynchronous send (isend) and receive (irecv). Synchronous primitives block the calling process until the message is transmittedheceived. On the other hand, asynchronous primitives allow a process to initiate the communication, and then continue with the computation, thus benefiting from the overlap of those two. We also assume that nodes can communicate to only 1 of their d neighbors at a time (1-port communication capability [4] [2] hyperquicksort algorithm is known to be one of the fastest sorting algorithms for hypercubes. In hyperquicksort, each node quicksorts its list of size n / p . Then, node 0 broadcasts its median element as the partition key. Nodes use the partition key to split their lists into two. The two subcubes separated by dimension d -1 exchange sublists so that the sublists that contain elements greater than the key are sent to the upper half of the hypercube along dimension d -1, and the sublists that contain elements less than the key are sent to the lower half of the hypercube. The sublists are then merged by each node. The procedure is recursively repeated in the subcubes of the hypercube along dimensions d -2, d -3 . . . ,O. The sorting time for a uniform data distribution is O ( n / p log n + n / p logp). However, hyperquicksort does not always perform well. Randomly chosen partition keys do not necessarily split the elements evenly among the nodes. Thus, some nodes end up merging more than n / p elements, leaving the rest of the nodes idle [2] . The samplesort algorithm given by Fox et al. [3] has the same time complexity and tries to circumvent this load balancing problem by choosing a sample of l keys from every node. This sample of total size l p , which is a representative of the distribution of n elements, is sorted and the (li)th elements ( i = 1 , 2 , . . . , p -1) in the sample are chosen as the partition keys. The probability of choosing good partition keys increases with large l . However, additional time is spent for sorting larger samples [3]. Seidel and George [4] describe several parallel binsort algorithms based on sampling of the elements. In the min-max binsort, nodes send their minimum and maximum elements to node 0, which then determines the global minimum and maximum elements in the hypercube to compute p -1 partition keys [4] . Parallel binsort algorithms of Seidel and George also assume that a hypercube node can communicate with its d neighbors simultaneously (d-port communication capability), which is reported to reduce the communication costs by a factor of at least d [4] . Won and Sahni [5] describe an improved binsorting algorithm that requires less memory than that of [4] due to the improvements in the sampling algorithm. Plaxton [7] describes sorting and selection algorithms for hypercubes which have better worst-case time complexities than previous algorithms. Plaxton's parallel quicksort runs
tion algorithm is used to determine the exact partition keys. Using the exact partition keys is an improvement over the previous sorting algorithms that choose the partition keys by sampling the elements. Theoretically, Plaxton's algorithms are more robust than the algorithms presented in this paper. Our contributions are new sorting, selection, and communication algorithms that have small constant factors associated with their time complexities and therefore are fast in practice.
OVERVIEW OF THE BALANCED-SORT ALGORITHM
An overview of the balanced-sort algorithm will be given before the steps are described in greater detail in Sections IV-V. Initially, n distinct elements are distributed over 2* = p nodes of a hypercube with each node having n / p elements. The balanced-sort algorithm rearranges the n elements to obtain an ordered list L[1 . . . n] distributed over p nodes, such that any element in node i is greater than every element in node ,j whenever i > j , within each node elements are sorted, and each node is left with exactly n / p elements at the end of the sort. The major steps of the sorting algorithm are described below:
Algorithm 1 Balanced-Sort 1. Quicksort: Each node independently quicksorts the n / p elements initially residing in its memory to form a sorted 
The end points are treated similarly: each node sends the elements smaller than or equal to L[n/p] to node 0, and the elements greater than L[(p -l)n/p] to node p -1. Running time of the global exchange algorithm is between 0 ( p log p ) and 0 ( n + p log p ) , depending on the initial global ordering of data, as will be discussed in Section V and is overlapped with the computations in the binary tree merge step.
4. Binary %e Merge: Each node k receives p -1 sorted segments from other nodes, and has its segment IC. Each node independently forms a single sorted list out of these p segments in O(n/plogp) time by a binary tree merge, which completes the sort. In step 1, the heapsort algorithm can be used to attain an O ( n / p log(n/p)) worst-case time bound [l] , however quicksort was implemented as it is faster in practice [9]. As indicated earlier, the partitioning step ensures that the nodes receive n / p elements each for the binary tree merge step. Thus, merge times will be equal in each node, and nodes will finish the sort exactly with n / p elements each. The partitioning step also guarantees that the segments to be merged on different nodes are disjoint so that no interprocessor communication is needed during binary tree merge.
I v . SELECTION OF THE PARTITION KEYS
In the selection of the partition keys, the elementary hypercube algorithms exchange-add and transpose are used. These algorithms and their variations originally appeared in several references including [lo]-[14]. We include them here for the sake of completeness.
A. Elementary Hypercube Algorithms
The exchange-add algorithm finds the global sum of 2d = p numbers distributed over the nodes of a d-cube in O(1ogp) time and leaves each node with a copy of the result. Each node z executes the following in exchange-add:
zo): This node's id
T : Initially, the partial sum residing in this node. The global sum is returned in T.
wait for irecv to complete r = r + s 
wait for irecv to complete 
B. Fast-Partition Algorithm
The fast-partition algorithm for finding the partition keys, X can be determined in log(n/p) comparisons by a binary search. Then, the p local ranks of X are summed by using the exchange-add algorithm, to find its global rank, i.e., X ' s XI is found to be smaller than n / p . The new search space is shown in Fig. 2 below the insertion point of X I . In iteration 2, each node proposes the median key in its current local search space as the new candidate. The median of these candidates, X 2 , is selected and found to have a global rank greater than n / p . The search space is further reduced as shown in Fig.  2 and iterations continue until L [ n / p ] is found. In a manner similar to the sequential binary search, the global search space is approximately cut by half in each iteration by proposing a candidate from the middle of the global search space.
Each node i executes the following steps in the fast-partition algorithm:
Algorithm 4 to eliminate the other half of the elements in the local search space. In each iteration, the size of at least one local search space will be reduced by half as described above.
Reduce the Search Space
There are p local search spaces with each having n / p elements initially, and it takes log(n/p) iterations to reduce the size of each local search space. Therefore, an upper bound for the number of iterations is p log(n/p). However, more than one local search space will be reduced at each iteration in general. On the average, Algorithm 4 will iterate log n times:
as determined in Step 3, is the median of p candidates each of which is the median of a local search space. Thus, C[k] falls approximately in the middle of the global search space for L [lcn/p] . This means that on the average, the size of the global search space for L[kn/p] will be halved in each iteration. Since the size of the global search space for L[kn/p] is initially n, the average iteration count will be log n. Each iteration takes O(p log n ) time. Therefore, Algorithm 4 finds the p -1 partition keys in O(plog2 n ) average time. Note that the communication setup cost per iteration is only (3logp)Tsu which is the sum of the setup times in steps 2, 4, and 6. Tsv is the message setup time.
Algorithm 4 has a property similar to that of the sequential binary search: the size of the search space decreases geometrically. In the first few iterations Algorithm 4 makes big jumps in the global search space and begins proposing candidates very close to the balanced partition keys. In practice, if a candidate C[k] has a global rank sufficiently close to kn/p such that the criterion E 2 Ikn/p -G[k]I is satisfied, iterations can be terminated earlier, resulting in a faster partitioning algorithm with partitions of size n / p f 2~ at worst.
As a further improvement, the upper bound for the number of iterations can be reduced to O(1ogn) iterations by using weighted medians in Step 3 of the algorithm. Thus, in each iteration at least 1/4th of the elements in the global search space are eliminated, and therefore the algorithm terminates after O(log n) iterations. Note that communicating the weights and computing m increase the time complexity of each iteration only by a small constant factor. The idea of using weighted medians for selection is due to Galil and Megiddo [15] and Frederickson and Johnson [16] . The procedure is explained in detail in Ibaraki and Katoh [17] . Our contribution here is the application of the procedure to all partition keys in parallel.
V. GLOBAL EXCHANGE
Let Ah (l = 0,1, . . . , p -1) denote the p sorted segments in node 2, induced by the p -1 balanced partition keys. In the global exchange step of the balanced-sort algorithm, segments are exchanged among the nodes such that each node i sends its segment Ai to node e. A communication scheme similar to that of the hyperquicksort algorithm could easily be used to implement the global exchange [ 2 ] : Segments that contain the elements smaller (greater) than the p/2th partition key (i.e., L[n/2]) are sent to the lower (upper) half of the hypercube along dimension d -1. The upper and lower subcubes repeat this procedure recursively along dimensions d -2, d -3,. + . , 0 using the rest of the partition keys. However, this scheme results in up to log p memory-to-memory copy operations for each element. In this section, a communication algorithm for reducing this overhead for large values of n is described. The algorithm makes use of a hardware feature of the iPSC/2 hypercube that is described below.
In the iPSCl2 hypercube, each node is equipped with a direct connect module (DCM), which allows nonneighboring nodes to communicate directly [18] . A DCM can be considered to = (01011), the message travels along dimensions 0, 1, and 3 to arrive at its destination.
By making use of the DCM's and e-cube routing, the following algorithm delivers segments directly to their destinations with segments following disjoint paths. Hypercube nodes distributively execute Algorithm 5, where @ denotes an exclusive-oa operation:
Algorithm 5 The p -1 = 7 steps of the global-exchange on a 3-cube are shown in Fig. 3 . Processors wait at the sync instruction until it is executed by all p of them to ensure that no processor gets ahead of the others and blocks the network links. In each step, each node z sends to the node numbered z @ k , which means that the routing tag is identical ( z @ ( z @ k ) = IC) for all the segments being exchanged. The nonzero bit positions in k give the dimensions traversed by the segments. For example, for IC = (101), the links along the dimensions 0 and 2 are used by the segments as seen in Fig. 3 . Since the value of IC is the same in all of the nodes, every source node sends in direction 0, and the crossbars forward messages coming from direction 0 to direction 2. This ensures that no more than one segment is routed to the same link, thus segments follow disjoint paths.
The sync instruction is executed in O(10gp) time. To synchronize, each node sends and receives a dummy token along dimensions 0, I : . . . , d -1. Thus, until sync is issued by all of the processors, none of them can proceed to the next step of the algorithm. When segment sizes are more or less equal (2 n,/p2), Algorithm 5 runs in O ( n / p + plogp) time since processors finish each step of Algorithm 5 at about the same time, and the sync operation does not delay them. However, when segment sizes are significantly different, such as in the case where each node has one segment of size n / p and p -1 segments of size 0, the exchange of segments may be serialized by the sync operation and therefore may take longer. An upper bound for the segment transfer time
is O ( n + p l o g p ) due to this serialization. However, this is a very pessimistic upper bound. Even when nodes have one segment of size N n l p , the segments are transferred in parallel in many cases. Furthermore, experimental results show that when segment sizes are significantly different, the performance is not affected significantly. This is explained by a combination of factors: Communication time is smaller than computation time, the global exchange step is overlapped with the merge step, and the binary tree merge is usually faster with such data distributions as described in Section VI. While reducing log p memory-to-memory copy operations to only 1, Algorithm 5 increases the number of communication steps from logp to p -1, since the p -1 segments in each node are individually delivered to their destinations. Thus, there is a tradeoff between the communication volume and the communication setup cost. For the case where all segment sizes are equal ( n / p 2 ) this tradeoff can be analyzed as follows: If the store-and-forward scheme is used as in hyperquicksort, each node will send half @ / 2 ) of its segments to the other subcube and keep the other half. This is performed log p times until all of the segments reach their destination node. Therefore, the overall communication cost is where Tsu is the communication setup time, TB is the one byte transfer time, and N is the amount of data being sorted in bytes ( N = 4n for 4 byte elements). If Algorithm 5 is used instead of the store-and-forward scheme, each node sends its segments to p -1 other nodes directly. Therefore, the overall communication cost is
Comparison of (2) and (3) quicksort to be sufficient to demonstrate the performance of the balanced-sort algorithm. The iPSC/2 hypercube used in evaluating the algorithms consists of 16 nodes each of which consists of a 16-MHz 386 microprocessor, a 64 KByte cache, 1 MByte of memory and a DCM. Communication bandwidth was measured as 2.73 MBytes/s. Communication setup time was measured as 536 ps for short messages ( 5 100 bytes), and 955 ps for long messages (> 100 bytes). Randomly generated 32-bit integers were sorted. The global exchange and the binary tree merge steps of the balanced-sort were implemented using asynchronous communication primitives to allow communication and computation overlap as described in Section V. However, the amount of overlap was not measured. To observe the effect of initial data distribution on the performance of the partitioning and global exchange algorithms, three different initial data distributions were used.
The UNIFORM distribution consists of randomly distributed elements over the hypercube such that the p -1 balanced partition keys L[kn/p] (k = l , . . . , p -1) partition each list AIO . . * ( n / p ) -1 1 into p segments of almost equal size (21 n / p 2 ) . Hyperquicksort achieves its best performance with the UNIFORM distribution, since it is most likely that the nodes receive n / p elements each during the merge phase and have equal loads throughout the sort. Fig. 4 shows the speedup of balanced-sort and hyperquicksort as a function of n, for 8 and 16 node hypercubes, for the UNIFORM distribution. Table I shows the sort times for hyperquicksort and balancedsort. For small n, balanced-sort performs significantly worse than hyperquicksort for all hypercube dimensions. The partitioning overhead dominates the overall time in balanced-sort. However, as n grows, the speedup of balanced-sort grows faster than hyperquicksort speedup and it is greater than hyperquicksort speedup for a few cases (indicated by * in Table I ). We attribute this result to the global exchange algorithm described in Section V which is implemented to overlap communication and computation, and avoid the storeand-forward overhead. In the SKEWED distribution, data are globally presorted in a way to increase the communication time of the global exchange step of balanced-sort; the distribution is such that in node i (i = O , l , . . . , p -l), segment Ai has a size of n / p if l = i + l(modp), and has a size of 0 if ! # i + l(modp).
Thus, all of the n / p elements in node i have to move to node i + l(modp) during the global exchange step. Fig. 5 and Table I1 show that for large n, balanced-sort is faster than hyperquicksort. For example, for n = 400 000 and p = 16, a speedup of 7.7 for hyperquicksort and 10.3 for balancedsort is obtained. The skew in the initial data distribution 
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a- causes a load imbalance in the merge step of hyperquicksort; some nodes merged much more than n / p elements, while in the balanced-sort algorithm, each node merged exactly n / p elements. The increase in the communication time due to the SKEWED distribution did not affect balanced-sort adversely. On the contrary, comparison of Tables I and I1 show that for the same values of n and p, balanced-sort is faster for the SKEWED distribution than the UNIFORM distribution for many cases. This result was partially because the interprocessor communication time is smaller than the other steps of balanced-sort, and partially because of the implementation of the two-way merge algorithm used in the binary tree merge. If one list is exhausted during the merge, the remainder of the other list is moved by a block copy operation which results in fewer comparisons. In the SKEWED distribution, since sizes of the segments being merged are significantly different, binary tree merge takes much less time than in the UNIFORM distribution. Thus, the anticipated increase in the communication time is nullified by a fast binary tree merge.
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This may be verified from the GM column of Tables I and   11. In the BEST distribution, data are globally presorted so that initially all elements in node i are greater than all elements in node j , if i > j , and within a node elements are randomly distributed. This is the ideal global data distribution for balanced-sort. Since data are globally ordered to begin with, no interprocessor communication takes place to exchange the segments during the global exchange step of balanced-sort. Fig. 6 and Table I11 show that for large n the balanced-sort algorithm performs better than hyperquicksort. For example, for n = 400 000 and p = 16, a speedup of 7.7 for hyperquicksort and 12.1 for balanced-sort is obtained. This difference is because balanced-sort did not incur a communication cost during the global exchange step, and merged fast due to unequal segment sizes, but primarily it is because hyperquicksort had a load imbalance. For example, for n = 400K and p = 16, the hyperquicksort sorts in 2413 ms with the BEST distribution, while it takes only 1823 ms with the UNIFORM distribution which is the ideal distribution for hyperquicksort. This load imbalance in hyperquicksort occurs during its merge phase. For example, for the case of p = 8 and n = 64 000 (not shown in the table), one node finished the sort with 15 000 elements and another node with 1000 elements using hyperquicksort, whereas every node finished the sort exactly with n / p = 8000 elements using balanced-sort. Note that in Tables I1 and 111 the missing timing information for hyperquicksort (indicated by **) is because some nodes did not have enough memory to complete the sort due to the uneven distribution of data among the nodes during the merge phase. the nodes which contributes to the speedup of the algorithm. Exact partitioning has the further advantage of most efficiently utilizing the distributed memory.
