We introduce the novel multivariate decomposition finite element method (MDFEM) for solving elliptic PDEs with lognormal diffusion coefficients, that is, when the diffusion coefficient a has the form a = exp(Z) where Z is a Gaussian random field defined as Z(y) = j≥1 yj φj with yj ∼ N (0, 1) and a sequence of functions {φj} j≥1 . We estimate the expected value of some linear functional of the solution as an infinite-dimensional integral over the parameter space. The proposed algorithm combines the multivariate decomposition method (MDM), to compute infinite-dimensional integrals, with the finite element method (FEM), to solve different instances of the PDE. This allows us to apply higher-order multivariate quadrature methods for integration over the Euclidean space with respect to the Gaussian distribution, and, hence, considerably improves upon existing results which only use first order cubature rules.
Introduction
In this paper we are concerned with the application of higher-order quasi-Monte Carlo (QMC) rules and multivariate decomposition methods (MDM) to elliptic PDEs with random diffusion coefficients. We focus on the lognormal diffusion coefficient, the logarithm of which is a Gaussian random field. The goal is to compute the expected value of some functional of the solution. This method was motivated by the need for new techniques for elliptic PDEs with smooth lognormal diffusion coefficients where the classical approaches fail.
A theoretical analysis of (higher-order) QMC rules and the MDM applied to this type of model problem but with uniform diffusion was recently introduced in [27] . By using suitable higher-order QMC rules and FE approximations the MDM takes less computational cost to achieve a comparable approximation than the standard QMCFEM, see, e.g., [11] . For lognormal diffusions we cope with a more challenging problem where the expectation or corresponding integration is taken with respect to the Gaussian distribution over an unbounded domain of the Euclidean space, where existing higher-order QMC algorithms are not directly applied. To solve this problem we propose to use a truncation method recently developed in [7] , see also [26] . Exploiting the fast decay of the Gaussian distribution toward infinity the Euclidean domain is truncated, the resulting integral is transformed to the unit cube using a linear transformation, and finally, suitable higher-order QMC rules are applied. The proposed algorithm allows us to achieve arbitrarily higher-order convergence for sufficiently smooth integrands.
Let D ⊂ R d be a bounded polygon domain in R d , with typically d = 1, 2 or 3, with boundary ∂D. We consider the following elliptic Dirichlet problem −∇ · (a(x, y)∇u(x, y)) = f (x), for x in D, (1) u(x, y) = 0, for x on ∂D.
Here, the gradient operator ∇ is taken with respect to x and a : D × Ω N → R with some Ω ⊆ R. We consider the case when y = {y j } j≥1 is a sequence of parameters distributed on R N according to the product Gaussian measure µ = j≥1 N (0, 1), and the diffusion coefficient takes the form a(x, y) := exp (Z(x, y)) ,
with Z(x, y) := j≥1 y j φ j (x), y j ∈ Ω = R, y j ∼ N (0, 1),
where {φ j } j≥1 is a suitable system of real-valued, bounded, and measurable functions. Let G be a linear and bounded functional of the solution u. We are interested in computing the expected value of G(u) with respect to the probability distribution µ, i.e., The weak (or variational) formulation of problem (1) is to find for a given y ∈ Ω N the solution u(·, y) ∈ V := H 
E[G(u)
Under some assumptions on the system {φ j } j≥1 we will show the existence, the uniqueness and an a priori estimation of the solution of the weak formulation. The following assumptions are standard, see, e.g., [1, 2, 16, 19] : assume that there exists a positive sequence {b j } j≥1 with 0 < b j ≤ 1 for all j such that the positive constant κ, given below, satisfies
and {b j } j≥1 ∈ ℓ p * (N) for some p * ∈ (0, ∞).
Let us define for some space X and p ∈ (0, ∞)
The following result is implied from [1, Theorem 2.1 and Remark 2.2]. (6) and (7) it holds that a Lp,ρ(R N ;L ∞ (D)) < ∞ for all p ∈ [1, ∞).
Proposition 1. Under conditions
For µ-a.s. y ∈ R N we define two random variables Under the assumption of Proposition 1 the bilinear form B(y; ·, ·) is continuous and coercive for µ-a.s. y with constants a min (y) and a max (y), respectively. Indeed, using Proposition 1 and by the definition of the parameter a we have for µ-a.s.
and
Applying Proposition 1 leads to
For any u(·, y) and v belonging to V using Hölder's inequality we have The Lax-Milgram lemma implies that there is a unique solution u of the weak form (5), moreover,
Taking the L p,ρ (R N ) norm of both sides of (11) and applying (10) we have
for any f ∈ V * and p ∈ [1, ∞). To compute (4) we cope with three computational challenges: first, the infinite number of variables of the integrand; second, the integration domain is unbounded whereas most existing quasi-Monte Carlo methods integrate only over unit cubes; and, third, the integrand involves solutions of PDEs.
Let us discuss how to solve these problems in more detail. First, to approximate an infinitedimensional integral we will exploit the multivariate decomposition method, which is developed based on the earlier changing dimension method, see, e.g., [21, 24, 30] . The goal is to decompose the infinite-dimensional problem into multiple finite-dimensional ones. By assessing the relative contribution of specific sets of variables, for a given desired error, the MDM will decide which ones to include in a so-called active set to approximate the infinite MDM sum. We argue, see Proposition 8 , that provided certain conditions on {φ j } j≥1 are satisfied, sets in the active set have relatively low cardinalities, such that only relatively low-dimensional problems remain which can be solved at small cost. This is the reason why the MDM algorithm improves the complexity of computation.
Next, to compute integrals over the Euclidean space, we exploit the fast decay of the Gaussian distribution to truncate the unbounded domain into boxes. We then use a linear transformation to map the truncated integral into the unit cube. Finally, we apply existing higher-order quasiMonte Carlo rules, see, e.g., [7, 27] . This is in contrast to existing methods which use the inverse of the Gaussian cumulative distribution function to map the integral into the unit cube and then apply particular QMC rules, see, e.g., [23, 28] . Using such nonlinear mappings might make the transformed integrand singular in the sense that their mixed derivatives might not exist or are unbounded. As a remedy, special function spaces and QMC rules were developed, however, only achieved first order convergence rates which are independent of the dimension of the integrand. The proposed QMC method in this paper by using the linear mapping avoids damaging the smoothness of the integrand. As a result, it allows to achieve arbitrarily higher-order convergence rates for sufficiently smooth integrands. Here, the constant might depend exponentially of the dimension, see Theorem 1, however, since the active set of the MDM algorithm consists of functions of few variables this exponential growth will be controlled, see Proposition 8.
Last, for each variable y sampled by the QMC method the original stochastic PDE becomes a deterministic one. To solve such problem we use the finite element method (FEM). The combination of the multivariate decomposition method with the finite element method is called the multivariate decomposition finite element method or MDFEM in short.
The structure of this paper is as follows. Section 2 presents main steps of the MDFEM algorithm. Section 3 introduces higher-order QMC rules for multivariate integrals over the Euclidean space with respect to the Gaussian distributions. A novel anchored Gaussian Sobolev function space is introduced and QMC rules are developed for that specific space. Section 4 recalls the definition of interlaced polynomial lattice rules, studies and analyzes their error. Section 5 discusses the parametric regularity of the solution of the PDE. Section 6 previews the finite element method. Under some conditions on the system {φ j } j≥1 a novel result on the spatial Hölder smoothness of the solution of the PDE is derived. Section 7 presents the main contribution of this paper where the cost model, the construction and the complexity of the MDFEM algorithm are presented. A comparison of the MDFEM and the standard QMCFEM is also given which shows the out-performance of the MDFEM.
We will use some notations. We write N := {1, 2, . . .} and N 0 := {0, 1, 2, . . .}. For any s ∈ N we denote by {1 : s} the set of indices {1, 2, . . . , s}. For any m ∈ N 0 let C m (D) denote the Hölder space of all functions that are m times continuously differentiable on D with norm
For any real r > 0 such that r / ∈ N we set r = [r] + {r} and define the following norm
where · is the Euclidean norm. Both the cardinality of a set and the ℓ 1 norm of a vector are denoted by | · | but it should be clear from the context whichever is meant.
Application of the MDM to PDEs: MDFEM
In this section we introduce the main steps of MDFEM algorithm. Let us first recall some definitions and notations from [27] . For any u ⊂ N, with |u| < ∞, we denote by y u the vector y ∈ R N such that (y) j = y j for j ∈ u and 0 otherwise, and by u(·, y u ) the u-projected solution of (1) with y = y u , that is, the solution of the problem:
where a(·, y u ) := exp j∈u y j φ j . The weak formulation of the u-projected problem involves finding u(·, y u ) ∈ V for a given y u such that the following equation holds
An exact analytical solution of this problem is typically not available so a numerical approximation will be computed using the FEM. Let us define a finite dimensional subspace V h ⊂ V , where the h > 0 is to be specified below, and such that
The finite element approximation of the weak formulation of the u-projected problem denoted by u h (·, y u ) involves finding u h (·, y u ) ∈ V h for a given y u such that the following equation holds
The MDFEM algorithm relies on the multivariate decomposition, see, e.g., [25] , of the solution
where the sum is over all finite subsets u ⊂ N, and we take the anchored decomposition with anchor at 0 to obtain the components
with u ∅ (·, y ∅ ) = u(·, 0). For any multi-index ω u ∈ N |u| let us denote ∂ 
Moreover, if the solution u has derivatives of arbitrarily high order with respect to the variable y, see Proposition 4 below, then
Since the functional G is linear we write
We remark that also because G is a linear operator the function G(u u (·, · u )) has the same properties (13) , (14) and (15) as u u (·, · u ).
Under the conditions (6) and (7) the decomposition (16) is well-defined. This is deduced using similar arguments as in [27, Remark 5] . Therefore, we can interchange integral and sum to obtain
where dµ u (y u ) := j∈u ρ(y j ) dy j . The MDFEM algorithm to approximate (17) takes the form
where Q u,nu are cubature rules with {(y
i=0 being their cubature nodes and respective weights, and
We remind that u hu is the FE approximation with mesh width h u of the solution u and emphasize here that to approximate u(·, y v ) for all v ⊆ u we use the same h u .
The computational cost of the MDFEM algorithm is given as
There are three sources of error in the approximation (18) : the error comes from truncating the infinite sum, the QMC error and the FEM error. They are gathered into two terms as follows
A sufficient condition to achieve an approximation error of ǫ > 0 is that both of these terms are less than ǫ/2. This forces us to construct the active set U such that the first term is bounded by ǫ/2. For all u ∈ U the FE space V hu and the cubature rule Q u,nu are chosen such that the second term is bounded by ǫ/2 with optimal computational cost (20) .
3 Higher-order quasi-Monte Carlo rules for finite dimensional integration with respect to the Gaussian distribution
In this section we consider quasi-Monte Carlo rules for approximating integrals over R s with respect to the Gaussian distribution. Particularly, we are interested in computing s-dimensional integrals of the form
where with an abuse of notation we omit the subscript referring to the dimension of ρ and write
We first truncate the Euclidean domain into a multidimensional box, then use a linear mapping to transform the truncated integral into one over the unit cube, which is finally approximated using suitable cubature rules. More precisely, the truncated and transformed integrals respectively have the following forms
for some T > 0 and the mapping T :
The final integral is approximated using an n-point QMC rule of the form
where {y (i) } n−1 i=0 are well chosen cubature points. In the present for simplifying the notation we will drop the index in the derivative and write
0 , the value of such derivative at y is denoted by F (τ ) (y). The function F is general and depends on s variables, however, in further applications F will be of the form F (y u ) = G(u u (·, y u )) for some u such that |u| = s. As discussed in the previous section the function F (· u ) = G(u u (·, · u )) have the same properties (13), (14) and (15) as u u (·, · u ). Currently only the properties (13) and (15) are needed, the property (14) will be used in further parts. As a result, we now only consider the integrand F such that F (y) = 0 if any component of y is equal to 0, and F (νw) (0) = 0 for any ν w ∈ {1 : α} |w| such that w being a proper subset of {1 : s}. Here, α ∈ N is the smoothness parameter.
Reproducing kernel Hilbert space
We begin with introducing the one dimensional function space. The space H α,0,ρ (R) consists of integrable functions over R with respect to the Gaussian distribution having absolutely continuous derivatives up to order α − 1 and square integrable derivative of order α over R with respect to the Gaussian distribution. The inner product is defined as
This space is called the anchored Gaussian Sobolev space with anchor at 0. The associated norm is given by · Hα,0,ρ(R) := ·, · Hα,0,ρ (R) which is actually a norm due to the fact that F (0) = 0. There exists yet another Gaussian Sobolev space whose norm as well involves derivatives, see, e.g., [7, 17, 18] . However, instead of anchoring the values of the function and its derivatives up to order α − 1 at 0 as in (23) that space takes their averages over R against the Gaussian distribution. We refer to such space as the unanchored Gaussian Sobolev space. Since functions in there can be represented using Hermite polynomials the unanchored Gaussian Sobolev space is also called the Hermite function space. For more details on this space we refer to [7, 17, 18] .
In this paper it suffices to consider the anchored Gaussian Sobolev space H α,0,ρ (R). This is also a reproducing kernel Hilbert space, the reader will find that this property is particularly useful for the error analysis of the MDFEM algorithm. The kernel is given by
where 1 X (·) is the indicator function on the set X, (|x| − t) + := max(|x| − t, 0) and (|x| − t) According to the setting of the MDM, see [27] , we need to show that the square root of K α,0,ρ is measurable. Indeed, we have for any y > 0
The same bound holds for any y < 0. Thus, using
where Γ(·) is the Gamma function. The multivariate space is defined as the tensor product of the one dimensional spaces with the kernel given by
The corresponding inner product is
where ρ(y v ) := j∈v ρ(y j ), −v := {1 : s} \ v and y := (y v , 0 −v ) is a vector of s variables such that (y) j = y j for j ∈ v and 0 otherwise. In many references, see, e.g., [4, 20] , the inner product is usually written as a double sum as follows
where
is a vector of s variables such that (ω) j = τ j for j ∈ −v and α otherwise.
The corresponding norm is given by · Hα,0,ρ,s(R s ) := ·, · Hα,0,ρ,s (R s ) . We will also need a function space over the unit cube. Let us define the unanchored Sobolev space over the unit cube
For the one dimensional case its inner product is given by
The multivariate space is the tensor product of the one dimensional space with inner product given by
s ) and in H α,0,ρ,s (R s ) which is then needed for the QMC error analysis. The proof of this result is presented in the appendix.
and I n (·) is the modified Bessel function of the first kind with I 0 (1/4) ≈ 1.015.
Higher-order quasi-Monte Carlo for integration over R s
This subsection investigates the cubature error of approximating integrals over R s with respect to the Gaussian distribution using the truncation strategy and higher-order quasi-Monte Carlo rules. The main result will be given in Theorem 1. A similar analysis, however, for the unanchored Gaussian Sobolev funtion space was given in [7, Theorem 2, Corollary 1] where infinitedimensional interlaced digital sequences with integer rates of convergence were used. Nevertheless, because the MDM algorithm needs cubature rules with possibly non-integer convergence rates, we use interlaced polynomial lattice rules. We will provide their error analysis in the next subsection. But first we state our result. Theorem 1. For any F ∈ H α,0,ρ,s (R s ) with α ∈ N such that α ≥ 2 and any m ∈ N, let P n be an interlaced polynomial lattice rule of order α with n = 2 m points achieving the convergence rate of order λ ∈ [1, α) as in Theorem 2 below. The cubature rule Q s,n defined as in (22) with T = 2 + 2 λ ln(n) and cubature point set P n has error bounded by
where C 2,α,λ,s is a constant independent of F and n defined below by (35) .
Proof. The error splits into two terms
The first term is the domain truncation error. Using the reproducing property of H α,0,ρ,s (R s ) and the Cauchy-Schwarz inequality we have
The integral of the right hand side is bounded as
We will estimate each of the above integrals. Using the same argument as in (25) we have for any
Moreover, we have for
Inserting this into (32) yields
Applying the above inequality and (25) into (31) and then (30) to get
with C 3,α,s := 2sM s−1 max 1,
2 e (2π) 1/4 . We move to the second term of the total error which is the cubature error. Using the result of Theorem 2 below and Proposition 2 we have for any λ ∈ [1, α)
where (27) and C α,λ,s in (38). Combining (29), (33) and (34) leads to
To balance the dominating terms in the right hand side we choose T = 2 + 2 λ ln(n). Hence,
where in the last inequality we use 2 + 2 λ ln(n) ≤ 2 √ ln 2 + 2 √ λ ln(n) for any n ≥ 2 and
The proof is completed.
Remark 1. A similar result as in Theorem 1 could also be shown for an anchored Gaussian Sobolev space with first order smoothness, that is, for H α,0,ρ,s (R s ) with α = 1 using randomized cubature rules. More specifically, the point set P n is now a randomly digitally shifted polynomial lattice rule which achieves the optimal convergence rate in H s ) with α = 1. Combing such randomized cubature rules with a suitable truncation of the Euclidean domain gives a similar convergence rate as in (28) , however, of order λ ∈ [ 1 2 , 1). The construction and analysis of randomly digitally shifted polynomial lattice rules can be found in [9, 10] .
Remark 2. An alternative approach is to embed the function (F ρ) • T into the anchored Sobolev space over the unit cube, then use higher-order polynomial lattice rules, see, e.g., [6, 27] . However, similar to Proposition 2 it is not trivial to obtain an explicit formula for the embedding constant, we need to carefully analyze and estimate the bound of one norm by the other. Doing so we could then exploit interlaced polynomial lattice rules instead of higher-order polynomial lattice rules because of the equivalence of the anchored and unanchored Sobolev space over the unit cube, see, e.g., [12, Example 2.1].
Interlaced polynomial lattice rules
In this section we consider interlaced polynomial lattice rules. They were first introduced in [8, 13 ] to achieve arbitrarily higher order convergence rates for integration over the unit cube within the classes of Walsh spaces and weighted unanchored Sobolev spaces. Here, we will extend the error analysis of these rules for the unweighted unanchored Sobolev space
The aim is to approximate multivariate integrals over the s-dimensional unit cube
by a quasi-Monte Carlo rule of the form
i=0 is the cubature point set. The worst-case error of the QMC rule Q Pn in the normed space
Obviously we have for any
. We need to introduce some necessary definitions. For simplicity we restrict ourselves to polynomial lattice rules over the finite field Z 2 . Let Z 2 [χ] denote the set of all polynomials over Z 2 and Z 2 [χ −1 ] denote the set of all formal Laurent series over Z 2 . For any m ∈ N let us define a mapping ϑ m :
In follows any k = 0, . . . , 2 m − 1 with the binary expansion
and vice versa. 
A polynomial lattice point set P p,m,s (q) is a set of 2 m points y (0) , . . . , y
A QMC rule using this point set is called a polynomial lattice rule with generating vector q and modulus p.
Definition 2 (interlaced polynomial lattice rule). Let us define the digit interlacing function
For any m, s ∈ N let p ∈ Z 2 [χ] be an irreducible polynomial such that deg(p) = m and let
k=0 is the polynomial lattice point set P p,m,αs (q). A QMC rule using this point set is called an interlaced polynomial lattice rule (of order α) with generating vector q and modulus p.
Definition 3 (dual net of a polynomial lattice point set). To any k ∈ N 0 with dyadic expansion k = κ 0 + κ 1 2 + · · · + κ a−1 2 a−1 we associate a unique truncated polynomial
where we set κ a = · · · = κ m−1 = 0 if a < m. For any k ∈ N s we define tr m (k) := (tr m (k 1 ), . . . , tr m (k s )). The dual net of the polynomial lattice point set P with modulus p with deg(p) = m and generating vector q ∈ G s m is given by
We also define the dual net without 0 component denoted by P ⊥ * as
Definition 4 (dual net of an interlaced polynomial lattice point set). We extend the digit interlacing function to non-negative integers by defining
The dual net of the interlaced polynomial lattice point set D α (P p,m,αs (q)) is defined as
where (P p,m,αs (q)) ⊥ is the dual net of P p,m,αs (q) as given in Definition 3. And with (D α (P p,m,αs (q))) ⊥ *
we denote the dual net without 0 component.
Lemma 2. For any α ∈ N such that α ≥ 2 we have
with
Proof. Let us denote by
For these standard definitions see [4] . It was shown in [4, Proof of Theorem 30] that
Applying [13, Lemma 1] we have
Hence,
Moreover
Therefore, we have
Applying [8, Lemma 3.8] we have
Inserting into (37) implies
which is the needed claim. 
Applying Proposition 3 and Lemma 2 we receive the following result.
s ) for some α ∈ N with α ≥ 2. For any m ∈ N there exists an interlaced polynomial lattice rule of order α denoted by P n,α with n = 2 m points and the generating vector constructed as in Proposition 3 such that
5 Parametric regularity of the PDE solution
In this section we will show bounds for mixed derivatives of the solution u(·, y) with respect to y and bounds for its Bochner norm. Since the arguments stand on the weak formulation which is satisfied when V is replaced by V h ⊂ V , these bounds apply also to the finite element approximation u h (·, y) with constants independent of h. Given α ∈ N being the order of the smoothness. Let us first define the Bochner norm
For any y u ∈ R |u| and v(·, y u ) ∈ V let us introduce the notation
It is easy to see that
The following result is modified from [19 
Then for µ-a.s. y u ∈ R |u| it holds
where C κ,α := 
Lemma 3. For any α ∈ N and f ∈ V * under the assumptions of Proposition 4 and additionally
Proof. Using the definition of the Bonchner norm (here for the sake of optimal presentation we use the norm written as a double sum as in (26)) and Proposition 4 we have
Now we estimate the sum in the last expression. Note that for any
where Φ(·) is the cumulative standard normal distribution function and Φ(x) ≤ 1/2 exp(2x/ √ 2π) for any x ≥ 0, see, e.g., [14, p. 355] . Inserting (42) into (41) we get
for p * ∈ (0, 1] the sum in the last expression is finite. Taking the square root of both sides the needed claim follows.
The following result is derived using the property (14) of the anchored decomposition. A full proof is given in [27, Lemma 4].
Lemma 4. For any u ⊂ N and α ∈ N it holds
Since G is a linear bounded functional on V for any τ u ∈ {1 : α} |u| and y u ∈ R |u| it holds
Using this and Lemma 4 we receive the following bound for the norm G(u u ) H α,0,ρ,|u| (R |u| ) .
Lemma 5. For any f, G ∈ V * , any u ⊂ N and any α ∈ N under the assumption of Lemma 3 it holds
Finite element discretization
In this section we give some results on the FE discretization. The FE method is obtained by solving the weak formulation (5) restricting to a finite-dimensional subspace of V denoted by V h . More specifically, the domain D is partitioned into elements with maximal diameter h > 0 and V h consists of all polynomials that are continuous piecewise on these elements and vanish on the boundary ∂D. The dimension of V h is denoted by M h := dim(V h ) and is of order h −d . The main tools in proving the convergence of the FEM are Cea's lemma and a best approximation property which depends on the spatial regularity of the solution u, see, e.g., [31, Chapter 3] . This spatial regularity in turn depends on the geometry of the domain D, the smoothness of the coefficient a and the function f , see [14-16, 31, 32] and references therein. As in [14, Section 2] , to simplify the presentation we restrict our analysis to the case d = 1, 2 and
and a ∈ L p,ρ R N ; C t (D) for some t ∈ (0, ∞) and any p ∈ [1, ∞),
this holds under reasonable conditions on the covariance function of Z or on the system {φ j } j≥1 , more details will be provided later. For t as in (44) we assume that
We will recall some results on the spatial regularity of u. The following result was taken from [31, Theorem 2.12] for 0 < t ≤ 1, and from [16, Proof of Proposition 15] for t > 1. Let β max be the maximal interior angle of D.
Lemma 6. Under conditions (6), (7), (43), (44) and (45), the solution u(·, y) ∈ H 1+τ0 (D) for µ-a.s. y ∈ R N and any 0 < τ 0 < min{t, π/β max } such that τ 0 = {1/2 + N 0 }. Moreover, there exists a positive random variable that satisfies
Remark 3. As indicated in [32] for the case d = 3 and D being a bounded polyhedron we expect a similar result but more elaborated because besides singularities at corners we also need to consider edge singularities.
Applying Cea's lemma, see, e.g., [31, Lemma 3.1], we have for µ-a.s. y
Following [2, Corollary 8.3] we assume that for any v(·, y) ∈ H 1+τ0 (D) ∩ V with some positive parameter τ 0 there exists a family of subspaces V h ⊂ V satisfying the following approximation property
For 0 < τ 0 ≤ min{1, π/β max } it is well-known that this best approximation will be achieved using uniform refinements. For 0 < τ 0 ≤ 1 and τ 0 > π/β max in the presence of singularities of the domain D such as corners and edges the above best approximation can not be achieved using uniform refinements. For this case, it was remarked in [15, Section 2.2] that we further need suitable local mesh refinements near the boundary.
Applying (48) into (47) we have
In order to obtain the convergence of FE approximations of functionals of the solution we use the classic Aubin-Nitsche duality argument as in [22, Theorem 7 .2] and [32, Lemma 3.1]. Under the conditions of Lemma 6 and in the presence of the approximation property (48) for µ-a.s. y and any 0 < τ 0 < min{t, π/β max } such that τ 0 = {1/2 + N 0 } it holds
where C G (y) is a positive random variable that satisfies
Taking the L p,ρ (R N ) norm, for any p ∈ [1, ∞), of both sides of the above inequality, the CauchySchwarz inequality and 1 amin Lp,ρ(R N ) < ∞ and a max (y) Lp,ρ(R N ) < ∞ as in (9) and (10) we get
where τ := 2τ 0 and the hidden constant independent of h and u.
In the remainder of this section we will discuss when condition (44) is satisfied. By the smoothness of the exponential function, the Hölder regularity of a is implied from that of the random field Z. Usually a Hölder-like condition is introduced on the covariance function of Z, see [5, 14, 32] and references therein. However, in this paper we investigate the smoothness of Z via that of the individual φ j , see, e.g., [1-3, 16, 19] .
Follow [2, Section 8] we restrict to the case when {φ j } j≥1 is a family of wavelet basis functions of L 2 (D). That is, [2] we assume that the wavelet system has at most η overlapping basis functions at each level, that is, for any x ∈ D and any ℓ ≥ 1
Similar as in
Moreover, we consider the system {φ j } j≥1 which is pointwise normalized such that for some positive constants σ andα
Assume further that the wavelets are sufficiently smooth, that is, for any
We know that for such wavelet basis we can define a system {b j } j≥1 satisfying assumption (6) such that {b j } j≥1 ∈ ℓ 
) for any t ∈ (0,α) and any p ∈ [1, ∞).
Proof. We have, see [16, Proof of Proposition 19], for any
.
Using similar arguments as in [19, Proof of Proposition 5.4] we write
, with the hidden constant might depend on p. Using the result of Proposition 1 we have
We will first show that
where B N , let t = σ +κ for someκ ∈ N such thatκ ≤ L and σ ∈ R with σ < 0 we have
, where we use ( j a
Using (6) for the last term in the sum of the above inequality, taking L p,ρ (R N ) norm on both sides of the above inequality and then using Hölder's inequality we have
Since at each level ℓ the system {φ ℓ,k } ℓ,k has a finite number of overlapping functions it is clear that the system {∂ α x φ ℓ,k } ℓ,k also has a similar property. Due to this using (53) implies
Inserting this into (55) yields
which is finite for any t <α. This implies that Z ∈ L p,ρ (R N ; B t ∞,q (D)). Together with (54) this in turn implies Z ∈ L p,ρ (R N ; C t (D)) for any t such that t <α. This is the needed claim.
Remark 4. If the system {φ j } j≥1 is obtained by scaling and translation from a mother wavelet which is sufficiently smooth then the conditions (51), (52), and (53) are satisfied. Indeed, let us consider the univariate model problem (just for simplicity) and the system {φ j } j≥1 being given in the form
where φ is a local supported and bounded function, see also [16, Section 11] . For such wavelet system obviously the conditions (51) and (52) are satisfied. Moreover, if φ is sufficiently smooth, that is, it has bounded derivatives up to some order L ≥ 1, then for any
which is exactly the condition (53).
MDFEM
In the next subsections we introduce the cost model for the MDFEM algorithm, demonstrate how to construct the active set, cubature rules and finite element approximation based on a priori error estimations. We derive the complexity of the MDFEM algorithm in Theorem 3. Finally, we compare the MDFEM with the standard QMCFEM algorithm.
Computational cost
Due to (18) the total computational cost of the MDFEM algorithm is comprised of the costs of computing Q u,nu (G(u 
For each y u the cost of evaluating the FE approximation u hu (·, y u ) equal the cost of assembling the stiffness matrix plus the cost of solving the linear system. Due to the locality of V hu the stiffness matrix is sparse and has at most O (M hu ) = O h −d u nonzero elements, to evaluate each of these elements we need O(|u|) operators. Besides that the cost for solving the linear system
for any δ > 0, see [16, Section 10] . Thus, we have
Therefore, the total computational cost of the MDFEM is
To simplify the further notation, we will denote £ u := 2 |u| |u| and write
Error analysis
In this subsection we give an a priori estimation for the total error of the MDFEM algorithm. We have the following result. 
where α 1 = α/2 + 1/4, C u,α := C 2,α,λ,|u| given by (35) , M u := M |u| with M given by (25) and
Proof. The error splits into three terms
The first term is the truncation error which incurs because we take only a finite number of decomposed elements. The second term is the spatial discretization error resulting from the FE approximation. The last term is the cubature error arising from using cubature rules to approximate the integrals. The truncation error can be easily estimated using the Cauchy-Schwarz inequality and the reproducing property. Let us denote K u (x u , y u ) := j∈u K α,0,ρ (x j , y j ) with K α,0,ρ (·, ·) given by (24) . Particularly, we have
The spatial discretization error can be bounded as
Due to the linearity of G we have for any
Thus, for each u using the FEM approximation with error bound as in (50) we have
with the hidden constant independent of h and u. Inserting this into (59) yields
again with the hidden constant independent of h and u.
For each u using the cubature rule defined in Theorem 1 leads to
where α 1 = α/2 + 1/4 and for any λ ∈ [1, α). Note that λ will be determined later . To simplify the further notation we denote C u,α := C 2,α,λ,|u| . Therefore, the cubature error is now bounded as
We remark that we pulled out |u| −1 to control the logarithm growth later. This idea was firsts used in [27] . Finally, combining (58), (60) and (61) we receive a bound for the total error
Using Lemma 5 we have
which is finite if we choose for all j
Using similar arguments we also have G(u h ) H ∞ γ,α < ∞. Applying these into (62) the needed claim follows.
Construction of the MDFEM active set
The active set of the MDFEM is defined by
with γ j = √ 2 b j for all j as in (63).
Proposition 7.
Under the conditions of Proposition 6 with p * ∈ (0, 1) if the MDFEM active set is constructed as in (64) then the MDFEM truncation error is bounded by
Proof. Using (58) we have
which is the claim.
The following results are taken from [27, Proposition 2 and 3]. It states that the cardinalities both of the active set and each set of the active set increase very slowly with decreasing ǫ. 
and as ǫ → 0
Construction of the MDFEM cubature rules and FEMs
In this subsection we will present how to choose the numbers of the cubature points and the step sizes of the FEMs. 
where α 1 = α/2 + 1/4 with computational cost
Proof. The numbers of the cubature points n u and the FEM step sizes h u are chosen to minimize the computational cost (56) subject to the sum of the spatial discretization error and the cubature error bounded by ǫ/2. Using Proposition 6 such optimization problem is given as: find n u and h u which minimize u∈U(ǫ,p * )
Put n u = ⌈k u ⌉ where k u are real numbers, the approximated optimization problem then has the form: find k u and h u which minimize u∈U(ǫ,p * )
The Lagrange multiplier is given by
where ξ is a constant whose value is determined by the constraint (65). We need to find the stationary point of the function Λ with respect to k u and h u , that is, to find h u and k u satisfying
for all u ∈ U(ǫ, p * ). Solving the resulting system of equations and the constraint (65) to obtain: for each u ∈ U(ǫ, p * ), see [27, Section 7.6 ] for more detail,
Reminding that we choose
We require the sum in (66) and (67) to be uniformly bounded for all ǫ, that is, require
Because γ u = 2 |u|/2 j∈u b j with {b j } j≥1 ∈ ℓ p * (N) for some p * ∈ (0, 1) and for all u both £ u and C u,λ are at most exponentially in |u|, applying [27, Lemma 1] the sum (69) is bounded when
or equivalently,
Note that it is required in Theorem 1 that 1 ≤ λ, together with (71) this restricts us to the case when p * is sufficiently small, that is,
Assume that ǫ is small enough such that k u ≥ 1/2 then n u ≤ 2k u . The computational cost is bounded by
Due to (69) the sum in (72) is uniformly bounded, hence, we can write
It is easy to see that bigger value of λ gives smaller bound for cost(Q ǫ ) so we choose λ as big as possible satisfying (71), i.e.,
The interlacing order is then chosen as
The condition (70) is now satisfied because
for any λ > 0. The needed statements follow.
Randomized result
For the case
3/2+d/τ first order cubature rules are used for the MDFEM algorithm. Particularly, we use transformed randomly digitally shifted polynomial lattice rules as cubature rules in the MDFEM algorithm, see also Remark 1. In this paper we will only provide some key results, a full description and analysis for using such randomized cubature rules in the context of the MDFEM algorithm was given in [27] . Using randomly digitally shifted polynomial lattice rules we need to define the total mean square error over all {δ u } u∈U(ǫ) random shifts as
Main result
We are now able to analyze the complexity of the MDFEM algorithm. The analysis is under the conditions of Proposition 9, for the convenience of the readers we collect these conditions into two groups. The first group is to guarantee the parametric regularity of the PDE solution, that is, f, G ∈ V * , and there exists a positive sequence {b j } j≥1 with 0 < b j ≤ 1 for all j such that the positive constant κ, given below, satisfies
and {b j } j≥1 ∈ ℓ p * (N) for some p * ∈ (0, 1). The second group is to guarantee the convergence of the FE approximation including the conditions (43), (44), (45) and (48). 
• If 
In both cases the computational cost is bounded as
Proof. We first show the statement for the case 0 < p * ≤ 1 2+d/τ . It follows from Proposition 6, Proposition 7 and Proposition 9 that the error of the MDFEM is bounded by
Using the same argument as in [27, Theorem 1] we have max 1, max
Hence, we can write
For the case 1 2+d/τ < p * ≤ 1 3/2+d/τ the statement follows using similar arguments, a full proof is provided in [27] .
Finally we would like to compare the complexity of the MDFEM and the standard QMCFEM algorithm. The standard QMCFEM is to truncate the parameters y to some dimension s. Because s might be arbitrarily large, the standard QMCFEM requires QMC rules with convergence independent of the dimension of the integrand. Such QMC rules over the Euclidean space R s with the Gaussian distribution were developed in [23] by mapping randomly shifted lattice rules over the unit cube to R s by the inverse of the normal cumulative distribution. However, because this mapping might damage the smoothness of the integrand, the convergence rate of these QMC rules was limited to first order (with respect to the numbers of QMC points). Particularly, under the same conditions of Theorem 3 the standard QMCFEM was shown in [16, (37) ] to achieve a "probabilistic" error
where δ is a parameter that might be chosen arbitrarily small (but then increases the hidden constant towards infinity), N is the number of cubature points, h is the finite element step size and s is the truncation dimension. The cost model in [16, Section 10] taking advantage of the wavelet decomposition to obtain a discretization of the random field is then 
Moreover, we have
Applying this into (73) the claim (15) follows.
Derivation of the anchored Gaussian Sobolev kernel
We derive the reproducing kernel of the anchored Gaussian Sobolev space H α,0,ρ (R) of functions satisfying the special properties of the anchored decomposition. 
On the other hand by the reproducing property we have
here the derivatives of K α,0,ρ are taken with respect to the first variable. By comparing the two representations of F it leads to choose the kernel K α,0,ρ such that
, for any τ = 1, . . . , α − 1 and any y ∈ R and for any t ∈ R
here again 1 X (·) is the indicator function on the set X. Inserting these into the Taylor's expansion of K α,0,ρ with respect to the first variable, noting that K α,0,ρ (0, y) = 0 for any y we have
For y > 0 we write
which can be written as
Similarly for y < 0 we have
Hence, the explicit formula for K α,0,ρ can be written as
dt.
Proof of Proposition 2
We first show some results that will be used in this section. The following result is taken from [7, Lemma 3] .
Lemma 7. For any τ ∈ {0 : α} s we have
where the sum is over ω ∈ N 
Lemma 8. For any α ∈ N such that α ≥ 2, any τ ∈ {0 : α} and η ∈ {0 : 2α − 1} we have
Proof. Using (74), the Cauchy-Schwarz inequality and R |y| p ρ(y) dy = 2 p/2 Γ(p/2 + 1/2)/ √ π for any p ∈ N 0 we have 
where C * ,α := α C ⋄,α . Inserting (78) . This is the needed claim.
To complete the proof we only need to show (78). Applying Taylor's theorem for the function F we get 
where τ −v ! := j∈−v τ j ! and then for the function F (ω) with ω ∈ {0 : α} s we obtain 
Note that because F (y) = 0 if any component of y is equal to 0, and F (νw) (0) = 0 for any ν w ∈ {1 : α} |w| such that w is a proper subset of {1 : s}, we will cancel the associated terms in the Taylor expansions. As a result, the indices ν in the representations (80) and (81) will be summed over ν ∈ {1 : α} s instead of ν ∈ {0 : α} s . In follows, for any y ∈ R we write Using the Cauchy-Schwarz inequality twice, note that for each ω the subset w = {j : ω j = α} is fixed so we omit it from the sum, we have 
where we use H τ (y) ρ(y) ≤ 1 for any τ ∈ N s 0 and any y ∈ R s , see [7, Lemma 1] . Remember that ν ∈ {1 : α} s such that ν ≥ ω, u = {j : ν j = α}, w = {j : ω j = α} and v = u \ w, therefore, for α = 1 the sets −u and v are empty. The constants can be bound by Lemma 8
Inserting (83) The proof is complete.
