Abstract-This paper proposes a novel fault detector for digital relaying based on independent component analysis (leA). The index for effective detection is derived from independent components of fault current. The proposed fault detector reduces the computational burden for real time applications and is therefore more accurate and robust as compared to other approaches. Further, a comparative assessment is carried out to establish the effectiveness of the proposed method as compared to the existing methods. This approach can be applied for fault classification and localization of a distance relay reflecting its consistency in all system changing conditions and thus validates its efficacy in the real time applications. The method is tested under a variety of fault and other disturbance conditions of typical power system.
INTRODUCTION
very power system is provided with a protective relay E WhiCh ensures better performance while maintaining minimum disturbance and damage. In last few years, digital relays have replaced their solid-state-device counterparts due to their fast, accurate and reliable operation.
The fault diagnosis unit of digital relays contains a fault detector (FD) unit in addition to fault classification and fault localization unit [1 ]- [2] .
In recent years, a number of methods are available in the literature for detection of power system faults. Fault can be detected based on the comparison of difference between the value in current samples for two consecutive cycles being greater than threshold value and phasor comparison scheme [3] - [4] . However it has the limitation due to the difficulties in modeling the fault resistance. A Kalman filter-based approach [5] - [7] has been proposed in order to detect power system faults. Wavelet based approach [8] is used to detect the abrupt change in the signal. The synchronized segmentation is applied for disturbance recognition [9] . Then, application of adaptive whitening filter and wavelet transform has been used to detect the abrupt change in the signal [10] . However, these methods are sensitive to frequency deviation, presence of noise and harmonics. literatures. The first one of these is a detector based on comparison of sample value with one cycle. The second one being a differential approach based on phasor estimation [3] while third is a moving-sum based detector where sum over one cycle of faulty current samples is chosen as index for detection [11] .
Rest of the paper is arranged as follows; section II gives a brief description of three approaches used for comparative assessment of proposed approach followed by section III, which gives a brief description of independent component analysis teclmique. Next, section IV presents the discussion on the proposed approach based on independent component analysis while section V presents the testing of the proposed approach. Finally, conclusions are given in section VI.
II. F AUL T DETECTION TECHNIQUES USED FOR POWER SYSTEM BASED ON TIME-SERIES DATA
This section gives brief description of fault detection teclmiques used for power system based on time-series data.
These three teclmiques are used to carry out the comparative assessment of proposed approach in changing conditions of the system. All these approaches are based on deterministic modeling of faulty current signal obtained from a typical power system.
A. Sample Comparison (SC)
The first approach for fault detection is the conventional.
Here, decision is taken out by computing the difference of Where, 1/11 is the peak of the signal, Q is the discrete angular frequency and ¢ is the phase angle. Then the index is derived as follows:
Where, k is the time-instant and N is the window size of one period. If
A fault is reported by FD unit.
This approach for fault detection is based on estimation of the phasor [3] . It is a relatively fast algorithm based on the derivative of the current signal. If the discrete current signal is,
Where, 1/11 is the peak of the signal, Q is the discrete angular frequency and ¢ is the phase angle. Then at any instant, k, the peak-value of the signal can be estimated as,
Where [",(k) is the peak estimate of the signal, and i ' (k)and (' (k) are the first and second derivatives of discrete current signal respectively. The peak estimate is the magnitude of fundamental phasor at k-th estimate. The magnitude of the current ph as or obtained at k-th instant is compared with that at (k-3)-th instant. If the difference is more than the threshold value for three successive samples, a fault is reported by FD. The derivation of index is as follows:
Then FD detects the fault. As the method is derivative based, it is found to be sensitive to noise and signal distortions.
This approach involves the computation of one cycle sum of current samples obtained from the power system [11] . This approach is based on the symmetrical nature of the current waveforms in power system. In absence of fault, the computed sum comes out to be zero. However, on occurrence of fault in the power system, the corresponding sum will be non-zero or equivalently greater than a chosen threshold. For on-line implementation, once a new sample is obtained, the oldest sample is discarded and the sum is recalculated for the new window. Thus, only one addition and one subtraction is required at each step of computation. For large variation in system conditions such as frequency variations, the window size needs to be made adaptive to generate the zero sums in 978-1-61284-653-8/11/$26.00 ©2011 IEEE normal condition. However, such variations are not common in large power system. Let the discrete current signal be irk) = 1m sin(kQ+¢) (10) Then, the derivation of index is as follows:
Where, N is the window size for one cycle.
A fault is reported by FD unit. Also,
(12) (13) (14) The above eqn. (14) shows that, for on-line computation, only one addition and one subtraction is required at each step.
III. INDEPENDENT COMPONENT ANALYSIS
Since ICA is based on the statistical properties of signals, it works accurately in non-deterministic modeling of the signals [12] . For ICA to be applied, following assumptions for the mixing and demixing models needs to be satisfied:
1. The source signals s (ti) is statistically independent. 2. At most one of the source signals is Gaussian distributed.
The number of observations M is greater or equal to the number of sources N (M>JV).
In addition to blind separation of sources, ICA is also used for representing data as linear combination of latent variables. There are different approaches for estimating the ICA model which are based on the statistical properties of signals. Some of the methods used for ICA estimation are:
1. by maximization of nongaussianity 2. by minimization of mutual information 3. by maximum likelihood estimation,
by tensorial methods
Blind source separation algorithm estimates the source signals from observed mixtures. The word 'blind' emphasizes that the source signals and the way the sources are mixed, i.e. the mixing model parameters, are unknown or known very imprecisely. Independent component analysis is a blind source separation (BSS) algorithm, which transforms the observed signals into mutually statistically independent signals. The ICA algorithm has many technical applications including signal processing, brain imaging, telecommunications and audio signal separation [12] - [14] .
A. ICA estimation by maximization ofnongaussianity:
A measure of nongaussianity is negentropy J(y) which is the normalized differential entropy. By maxlllllzmg the negentropy, the mutual information of the sources is minimized. Also, mutual information is a measure of the independence of random variables. Negentropy is always non negative and zero for Gaussian variables. [12] J(y)= H(YgausJ-H(y)
The differential entropy H of a random vector y with density P Y (ll) is defmed as
In equation (15) and (16), the estimation of negentropy requires the estimation of probability functions of source signals which are unknown. Instead, the following approximation of negentropy is used:
Here, E denotes the statistical expectation and G is chosen as non-quadratic. Assuming that we observe n linear mixtures XI , ... , Xn of n independent components: X j = aisl +a2s2 + .... +ansn For all} (18) We assume that each mixture x j as well as each independent component 5k is a random variable, instead of a time With this vector-matrix notation, the above mixing model becomes:
Denoting the column of matrix A by a } the model can also be written as (20) The statistical model in eqn (20) and obtain the independent component simply by:
Fast ICA is an efficient algorithm based on fixed-point iteration used for estimation of ICs in time series data [15] .
This approach for ICs estimation is 10-100 times faster than the other methods that are used to reduce data dimension.
IV. PROPOSED FAULT DETECTION METHOD
This section presents the algorithm of the proposed method for detection of abrupt changes due to occurrence of fault in the power system. An abrupt change detector based on independent components of current samples is proposed in this The proposed algorithm has been tested on simulation data and is explained below:
(i) Data has been obtained from MATLAB/Simulink model of the interconnected power system considered in this work.
Also in this study, the pre-fault signal can be taken as non faulty signal. The signal is first passed through the detection block followed by classification block and [mally through localization block for deciding logic for trip signal system. This constitutes fault diagnosis system.
(ii) The simulated signal is passed through first block where the removal of mean and de-correlation (for removal of second order dependencies) is done. This constitutes the first level of pre-processing. The output of this block is fed to the next block.
(iii) In this block, whitening of data followed by dimension reduction is performed for reducing redundancy in data.
Output of this block is fed to third block.
(iv) Now, principal components (PC) of data are determined and fed to next block.
(v) Here, independent components of data are calculated using fixed point iteration of Fast ICA algorithm [12] , [15] . to threshold value. This is misinterpreted as fault inception. : 
