Representation theorems for generators of BSDEs and the extended
  g-expectations in probability spaces with general filtration by Wu, Panyu & Zhang, Guodong
ar
X
iv
:1
91
2.
04
58
7v
1 
 [m
ath
.PR
]  
10
 D
ec
 20
19
Representation theorems for generators of BSDEs and the extended
g-expectations in probability spaces with general filtration
Panyu Wu, Guodong Zhang∗
Zhongtai Securities Institute for Financial Studies, Shandong University
Jinan 250100, China; Email: wupanyu@sdu.edu.cn; zhang gd@mail.sdu.edu.cn
∗Corresponding author
Abstract
In this paper, we establish representation theorems for generators of backward stochastic differential
equations (BSDEs in short) in probability spaces with general filtration from the perspective of trans-
position solutions of BSDEs. As applications, we give a converse comparison theorem for generators
of BSDEs and also some characterizations to positive homogeneity, independence of y, subadditivity
and convexity of generators of BSDEs. Then, we extend concepts of g-expectations and conditional
g-expectations to the probability spaces with general filtration and investigate their properties.
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1 Introduction
Let T > 0 and (Ω,F ,F, P ) be a filtered probability space with F = {Ft}t∈[0,T ] satisfied the usual
condition, on which a d-dimensional standard Brownian motion {Wt}t∈[0,T ] is defined. When F is the
natural filtration (generated by the Brownian motion {Wt}t∈[0,T ] and augmented by all the P -null sets),
Pardoux and Peng ([22]), established the well-posedness of a backward stochastic differential equation
(BSDE for short) of the type{
dYt = −g(t, Yt, Zt)dt+ ZtdWt, t ∈ [0, T ]
YT = ξ
,
provided the generator g satisfies Lipschitz and square integrable conditions and the terminal ξ is square
integrable. With the solutions of BSDEs, Peng ([23]) introduced a type of dynamically consistent nonlinear
expectations—g-expectations and conditional g-expectations. Similarly to the classical case, it is also
proved that g-expectations and conditional g-expectations preserve all properties of classical expectations
(except the linearity) in [23]. Since then, the properties and applications of BSDEs or g-expectations under
the natural filtration probability spaces have been widely studied, see for example [1, 2, 3, 6, 11, 20, 21, 24].
Since BSDE theory is under the framework of natural filtration, it has extensive applications in the
area of complete financial market, such as, the pricing of contingent claims, the theory of recursive utilities
and the risk measurement. However, when the filtration is a non-natural filtration, the financial market
is incomplete , the classical BSDE theory can not be applied. On the other hand, it’s well known that
stochastic differential equation (SDE for short) theory is built on general complete filtered probability
spaces, not only on the natural filtration space which is the BSDE theory built on. So, whether in theory
or in application, it is meaningful to study the properties of BSDEs in general filtration spaces. However,
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in the general case when the filtration F maybe larger than the natural filtration, the classical martingale
representation theorem maybe fails which plays a critical role for the well-posedness of BSDEs. As far as
we know, there are few works on BSDEs under the general filtration probability space. El Karoui, Huang
([7]) and Liang et al. ([16]) obtained the well-posedness of BSDEs with general filtration, without using
the martingale representation theorem. However, in their framework, it is hard to analyze the properties
of the solutions of BSDEs. Cohen and Elliott ([4]) gave the well-posedness and comparison theorem of the
BSDEs with general filtration, under the assumption that L2(Ω,FT , P ) is separable. In this framework,
Cohen ([5]) also investigated the g-expectations and conditional g-expectations on L2(Ω,FT ,F, P ) for
general filtration. A general type of martingale representation theorem is fundamental to the approach in
[4, 5]. Royer considered the g-expectations and conditional g-expectations when the filtration is generated
by both the Brownian motion and a Poisson random measure in [26].
In [18], Lu¨ and Zhang proved the well-posedness of some linear and semilinear BSDEs with general
filtration, without using the martingale representation theorem. The point of their approach is to intro-
duce a new notion of solution, that is, the transposition solution, which coincides with the usual strong
solution when the filtration is natural. A comparison theorem for transposition solutions is also presented.
During the numerous results on BSDEs in the natural filtration space, representation theorem for
generator of BSDE is a very important result since it represents the generator g of BSDE by the limit
of solutions of the corresponding BSDEs. It is firstly established by Briand et al. ([1]) for BSDEs whose
generators satisfy Lipshcitz condition and two additional assumptions that E[sup0≤t≤T |g(t, 0, 0)|
2 ] < ∞
and (g(t, y, z))t∈[0,T ] is continuous in t. Then it is generalized by a series of work of Jiang ([12, 13, 14, 15])
to case that g satisfies Lipschitz condition. For non-Lipschitz condition, representation theorem for
generators of BSDEs is further studied, see for example [9, 10, 17, 20, 27] and references therein.
In this paper, we will consider the properties of BSDEs on general filtration probability spaces from the
perspective of transposition solutions of BSDEs. The main results are the representation theorems for the
generators of BSDEs which extend the representation theorems of [1] to the general filtration probability
spaces. As applications, we give a converse comparison theorem for generators of BSDEs and also some
characterizations to positive homogeneity, independence of y, subadditivity and convexity of generators
of BSDEs. Then we will extend the g-expectations and conditional g-expectations to L2(Ω,FT ,F, P ) for
general filtration F, and we also establish some properties of this generalized g-expectations.
The remainder of this paper is organized as follows. In Section 2, we introduce some preliminaries of
transposition solutions of BSDEs. In Section 3, we establish the representation theorem for the generators
and the converse comparison theorem of BSDEs in general probability spaces. We also give some charac-
terizations to generators of BSDEs. In Section 4, we proceed to generalize the definition of g-expectations
and conditional g-expectations in general probability spaces. Then we establish some properties of the ex-
tended g-expectations, such as “Zero-one” law, constant preserving and time consistency. We also obtain
some necessary and sufficient conditions for positive homogeneity, translation invariance, subadditivity
and convexity of this generalized g-expectations, respectively.
2 Transposition Solution of BSDE
Firstly, we introduce some notions which will be used in this paper. For x, y ∈ Rn, |x| denotes its
Euclidian norm and xy denotes the usual scalar product in Rn. An n× d matrix will be considered as an
element z ∈ Rn×d; note that its Euclidean norm is given by |z| =
√
trace(zz∗). For any t ∈ [0, T ], define
• L2
Ft
(Ω,Rn) := {ξ : Ω→ Rn| ξ is Ft-measurable random variable and ‖ξ‖
2 = E[|ξ|2] <∞};
• L2
F
(Ω, Lp(t, T ;Rn×d)) :=
{
ϕ: [t, T ]× Ω→ Rn×d| ϕ is {Fr}r∈[t,T ]-adapted process and ‖ϕ‖
2 = E
[(∫ T
t
|ϕ(r)|pdr
) 2
p
]
<∞
}
,
where p ≥ 1;
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• L2
F
(Ω, D([t, T ];Rn)) :=
{
ϕ : [t, T ]× Ω→ Rn| ϕ is {Fr}r∈[t,T ]-adapted ca`dla`g process and ‖ϕ‖
2 = E
[
sup
r∈[t,T ]
|ϕ(r)|2
]
<∞
}
;
• L2
F
(Ω, C([t, T ];Rn)) :=
{
ϕ : [t, T ]× Ω→ Rn| ϕ ∈ L2
F
(Ω, D([t, T ];Rn) and ϕ is continuous process
}
.
Let us consider a function g, defined on Ω × [0, T ] × Rn × Rn×d, with values in Rn, such that the
process (g(t, y, z))t∈[0,T ] is progressively measurable for each (y, z) ∈ R
n×Rn×d. From this point onwards,
for notational simplicity, we shall regard ω as implicit in the function g, whenever this does not lead to
confusion. In this paper, we may use the following assumptions for the function g:
(A1). There exists a constant K ≥ 0 such that dP × dt-a.s.
|g(t, y, z) − g(t, y′, z′)| ≤ K(|y − y′|+ |z − z′|), for all (y, z), (y′, z′) ∈ Rn × Rn×d;
(A2). The process (g(t, 0, 0))t∈[0,T ] ∈ L
2
F
(Ω, L1(0, T ;Rn));
(A3). E[supt∈[0,T ] |g(t, 0, 0)|
2 ] <∞;
(A4). For all (y, z) ∈ Rn × Rn×d, t 7→ g(t, y, z) is right continuous in [0, T [ P -a.s.
(A5). For all y ∈ Rn, g(t, y, 0) = 0, dP × dt-a.s.
Under the assumptions (A1) and (A2), Lu¨ and Zhang ([18]) proved that the following BSDE has a
unique transposition solution,{
dYt = −g(t, Yt, Zt)dt+ ZtdWt, t ∈ [0, T ]
YT = Y
T
, (2.1)
where Y T ∈ L2FT (Ω,R
n).
Definition 2.1 ([18] Definition 1.1). We call (Y·, Z·) ∈ L
2
F
(Ω,D([0, T ];Rn)) × L2
F
(Ω, L2(0, T ;Rn×d)) a
transposition solution to (2.1) if for any t ∈ [0, T ], u· ∈ L
2
F
(Ω, L1(t, T ;Rn)), v· ∈ L
2
F
(Ω, L2(t, T ;Rn×d))
and η ∈ L2Ft(Ω,R
n), the following identity
E
[
Y TXT +
∫ T
t
Xrg(r, Yr , Zr)dr
]
= E
[
Ytη +
∫ T
t
urYrdr +
∫ T
t
vrZrdr
]
(2.2)
holds, where X· ∈ L
2
F
(Ω, C([t, T ];Rn)) is the unique strong solution of the following SDE{
dXr = urdr + vrdWr, r ∈ [t, T ]
Xt = η
. (2.3)
Proposition 2.1. (Y·, Z·) ∈ L
2
F
(Ω,D([0, T ];Rn)) × L2
F
(Ω, L2(0, T ;Rn×d)) is a transposition solution to
(2.1) if and only if for any 0 ≤ s ≤ t ≤ T , u· ∈ L
2
F
(Ω, L1(s, T ;Rn)), v· ∈ L
2
F
(Ω, L2(s, T ;Rn×d)) and
η ∈ L2Fs(Ω,R
n), the following identity
E
[
YtXt +
∫ t
s
Xrg(r, Yr , Zr)dr
]
= E
[
Ysη +
∫ t
s
urYrdr +
∫ t
s
vrZrdr
]
holds, where X· ∈ L
2
F
(Ω, C([s, T ];Rn)) is the unique strong solution of the following SDE{
dXr = urdr + vrdWr, r ∈ [s, t]
Xs = η
.
Proof. This result follows directly from Definition 2.1, so we omit the details.
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Theorem 2.1 ([18] Theorem 4.1). For any given Y T ∈ L2FT (Ω,R
n) and given function g satisfied assump-
tions (A1) and (A2), the BSDE (2.1) admits a unique transposition solution (Y·, Z·) ∈ L
2
F
(Ω,D([0, T ];Rn))×
L2
F
(Ω, L2(0, T ;Rn×d)). Furthermore, there is a constant CK,T > 0, depending only on K and T , such that
‖(Y., Z.)‖L2
F
(Ω,D([0,T ];Rn))×L2
F
(Ω,L2(0,T ;Rn×d)) ≤ CK,T
[
‖g(·, 0, 0)‖L2
F
(Ω,L1(0,T ;Rn)) + ‖Y
T ‖L2
FT
(Ω,Rn)
]
. (2.4)
Remark 2.1. From the proof of Theorem 4.1 in [18], we can see that CK,T can be uniformly bounded
when T is bounded. Thus, in the proof of Lemma 3.1 in this paper, we say that CK,T only depends on K,
and denoted by CK .
Remark 2.2. In [18], the dimension of the Brownian motion is considered as d = 1. All the definitions
and results in [18] can be extended to the case d > 1 (see [19]).
From now on, we consider 1-dimensional BSDEs, that is n = 1. The following theorem give a
comparison theorem by transposition solutions which is a little improved version of Theorem 5.1 in [18].
The proof makes no essential difference, so we omit it.
Theorem 2.2. Let (Y i· , Z
i
· ) ∈ L
2
F
(Ω,D([0, T ];R)) × L2
F
(Ω, L2(0, T ;Rd)), i = 1, 2 be the transposition
solutions of the following BSDEs respectively,{
dY it = −gi(t, Y
i
t , Z
i
t)dt+ Z
i
tdWt, t ∈ [0, T ],
Y iT = ξ
i
i = 1, 2,
where ξi ∈ L2FT (Ω,R) and gi satisfy assumptions (A1) and (A2). If for ξ
1 ≥ ξ2 P -a.s. and
dP × dt-a.s., g1(t, Y
1
t , Z
1
t ) ≥ g2(t, Y
1
t , Z
1
t ),
then, for any t ∈ [0, T ]
Y 1t ≥ Y
2
t , P -a.s.
Moreover, this comparison is strict, that is, Y 1t = Y
2
t P -a.s. for some t ∈ [0, T ] if and only if ξ
1 = ξ2 P -
a.s. and g1(r, Y
1
r , Z
1
r ) = g2(r, Y
1
r , Z
1
r ) P -a.s. for a.e. r ∈ [t, T ].
3 Representation Theorem for Generators of BSDEs
Based on the framework of transposition solution of BSDEs, we obtain the representation theorem for
the generator of BSDE, which extends the representation theorem (Proposition 2.3) of [1] with weaker
conditions to the general filtration spaces. From now on, with out special notification, we always denote
(Yt (g, T, ξ) , Zt (g, T, ξ))t∈[0,T ] the unique transposition solution of BSDE with generator function g and
terminal condition ξ at terminal time T .
Let b(·, ·, ·) : Ω × [0, T ] × Rm → Rm and σ(·, ·, ·) : Ω × [0, T ] × Rm → Rm×d be two functions such
that for any x ∈ Rm, b(·, ·, x) and σ(·, ·, x) are both progressively measurable; and let b and σ satisfy the
following assumptions (H1)-(H3), for notational simplicity, we also regard ω as implicit in b and σ.
(H1). Lipschitz condition: There exists a constant L1 > 0 such that P -a.s.
|b(t, x)− b(t, x′)|+ |σ(t, x)− σ(t, x′)| ≤ L1|x− x
′|, for all x, x′ ∈ Rm, t ∈ [0, T ];
(H2). Linear growth condition: There exists a constant L2 > 0 such that P -a.s.
|b(t, x)|+ |σ(t, x)| ≤ L2(1 + |x|), for all x ∈ R
m, t ∈ [0, T ];
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(H3). For any x ∈ Rm, t 7→ b(t, x) and t 7→ σ(t, x) are both right continuous in [0, T [ P -a.s.
For a fixed (t, x, y, p) ∈ [0, T [×Rm × R × Rm, let us denote by Γt,x. the solution of the following
m-dimensional SDE
Γt,xs = x+
∫ s
t
b(r,Γt,xr )dr +
∫ s
t
σ(r,Γt,xr )dWr, t ≤ s ≤ T,
with the usual convention Γt,xs = x if s < t.
For any ε > 0 small enough, without loss of generality we always suppose ε < 1 in this section, the
transposition solution of the BSDE dYs = −g(s, Ys, Zs)ds+ ZsdWs, s ∈ [0, t+ ε]Yt+ε = y + p(Γt,xt+ε − x) , (3.1)
is denoted by
(
Ys
(
g, t+ ε, y + p(Γt,xt+ε − x)
)
, Zs
(
g, t+ ε, y + p(Γt,xt+ε − x)
))
s∈[0,t+ε]
.
Theorem 3.1. Let b, σ be two functions satisfied assumptions (H1)-(H3).
(1). If g satisfies assumptions (A1) and (A3), then, for any (x, y, p) ∈ Rm × R× Rm, we have
g(t, y, σ∗(t, x)p) + pb(t, x) = lim
ε→0+
1
ε
[
Ys
(
g, t+ ε, y + p(Γt,xt+ε − x)
)
− y
]
in L2, (3.2)
holds for almost every t ∈ [0, T [.
(2). If g satisfies assumptions (A1)(A3) and (A4), then (3.2) holds for any (t, x, y, p) ∈ [0, T [×Rm ×
R× Rm.
The proof of Theorem 3.1 requires the following lemmas, which was motivated by [13].
Lemma 3.1. Suppose g, b, σ satisfy the assumptions in Theorem 3.1, let 1 ≤ q ≤ 2, then for any
(t, x, y, p) ∈ [0, T [×Rm × R× Rm, the following two statements are equivalent:
(1). g(t, y, σ∗(t, x)p) + pb(t, x) = lim
ε→0+
1
ε
[
Ys
(
g, t+ ε, y + p(Γt,xt+ε − x)
)
− y
]
in Lq;
(2). g(t, y, σ∗(t, x)p) = lim
ε→0+
E
[
1
ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr
∣∣Ft] in Lq.
Proof. We only prove “(2) ⇒ (1)”, “(1) ⇒ (2)” is similar. For notational convenience, in this proof, we
will write (Y εs , Z
ε
s )s∈[0,t+ε] instead of
(
Ys
(
g, t+ ε, y + p(Γt,xt+ε − x)
)
, Zs
(
g, t+ ε, y + p(Γt,xt+ε − x)
))
s∈[0,t+ε]
.
By the classical results on SDEs, the terminal condition of the BSDE (3.1) is square integrable and
then (Y εs , Z
ε
s )s∈[0,t+ε] ∈ L
2
F
(Ω,D([0, t+ ε];R))×L2
F
(Ω, L2(0, t+ ε;Rd)) is the unique transposition solution
of this BSDE, that is
E
[
Y εt+εXt+ε +
∫ t+ε
s
Xrg(r, Y
ε
r , Z
ε
r )dr
]
= E
[
Y εs η +
∫ t+ε
s
urY
ε
r dr +
∫ t+ε
s
vrZ
ε
rdr
]
, for all s ∈ [0, t + ε],
(3.3)
where X· ∈ L
2
F
(Ω, C([s, t + ε];R)) is the unique strong solution of the following SDE with any fixed
u· ∈ L
2
F
(Ω, L1(s, t+ ε;R)), v· ∈ L
2
F
(Ω, L2(s, t+ ε;Rd)) and η ∈ L2Fs(Ω,R),{
dXr = urdr + vrdWr, r ∈ [s, t+ ε]
Xs = η
.
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For each s ∈ [t, t+ ε], define
Y˜ εs = Y
ε
s −
(
y + p
(
Γt,xs − x
))
and Z˜εs = Z
ε
s − σ
∗(s,Γt,xs )p.
Putting them into (3.3) and noticing that Y˜ εt+ǫ = 0, we have
E
[(
y + p
(
Γt,xt+ε − x
))
Xt+ε +
∫ t+ε
s
Xrg
(
r, Y˜ εr +
(
y + p(Γt,xr − x)
)
, Z˜εr + σ
∗(r,Γt,xr )p
)
dr
]
=E
[
Y˜ εs η +
(
y + p
(
Γt,xs − x
))
η +
∫ t+ε
s
urY
ε
r dr +
∫ t+ε
s
vrZ
ε
rdr
]
, for all s ∈ [t, t+ ε]. (3.4)
Using Itoˆ’s formula, we have(
y + p
(
Γt,xt+ε − x
))
Xt+ε −
(
y + p
(
Γt,xs − x
))
η
=
∫ t+ε
s
Xrpb(r,Γ
t,x
r )dr +
∫ t+ε
s
Xrσ
∗(r,Γt,xr )pdWr +
∫ t+ε
s
(
y + p
(
Γt,xr − x
))
urdr
+
∫ t+ε
s
(
y + p
(
Γt,xr − x
))
vrdWr +
∫ t+ε
s
σ∗(r,Γt,xr )pvrdr
=
∫ t+ε
s
Xrpb(r,Γ
t,x
r )dr +
∫ t+ε
s
(
Y εr − Y˜
ε
r
)
urdr +
∫ t+ε
s
(
Zεr − Z˜
ε
r
)
vrdr
+
∫ t+ε
s
Xrσ
∗(r,Γt,xr )pdWr +
∫ t+ε
s
(
y + p
(
Γt,xr − x
))
vrdWr.
Combining with (3.4), we have
E
[∫ t+ε
s
Xr
[
g
(
r, Y˜ εr + (y + p(Γ
t,x
r − x)), Z˜
ε
r + σ
∗(r,Γt,xr )p
)
+ pb(r,Γt,xr )
]
dr
]
=E
[
Y˜ εs η +
∫ t+ε
s
urY˜
ε
r dr +
∫ t+ε
s
vrZ˜
ε
rdr
]
, for all s ∈ [t, t+ ε]. (3.5)
That is (Y˜ εs , Z˜
ε
s)s∈[t,t+ε] ∈ L
2
F
(Ω,D([t, t+ε];R))×L2
F
(Ω, L2(t, t+ε;Rd)) is the unique transposition solution
of the BSDE dY˜
ε
s = −
[
g
(
s, Y˜ εs + (y + p(Γ
t,x
s − x)), Z˜
ε
s + σ
∗(s,Γt,xs )p
)
+ pb(s,Γt,xs )
]
ds+ Z˜εsdWs, s ∈ [t, t+ ε]
Y˜ εt+ε = 0
.
Thus, by Theorem 2.1, we have the following estimate,
E
[
sup
t≤r≤t+ε
|Y˜ εr |
2 +
∫ t+ε
t
|Z˜εr |
2dr
]
≤ CKE
[(∫ t+ε
t
∣∣g (r, y + p(Γt,xr − x), σ∗(r,Γt,xr )p)+ pb(r,Γt,xr )∣∣ dr)2
]
where CK is a constant depend on K. It can be deduced from (A1) and (H2) that
E
[
sup
t≤r≤t+ε
|Y˜ εr |
2 +
∫ t+ε
t
|Z˜εr |
2dr
]
≤ Cx,y,pε
2E
[
1 + sup
t≤r≤t+ε
(
|Γt,xr |
2 + |g(r, 0, 0)|2
)]
(3.6)
where constant Cx,y,z depends on x, y, p,K,L2.
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In (3.5), let s = t, and ur = 0, vr = 0, for all r ∈ [t, t+ ε], we have
E
[
η
∫ t+ε
t
[
g
(
r, Y˜ εr + (y + p(Γ
t,x
r − x)), Z˜
ε
r + σ
∗(r,Γt,xr )p
)
+ pb(r,Γt,xr )
]
dr
]
= E
[
Y˜ εt η
]
.
Further more, we have
E
[(
1
ε
Y˜ εt − g(t, y, σ
∗(t, x)p)− pb(t, x)
)
η
]
=E
[
η
ε
∫ t+ε
t
[
g
(
r, Y˜ εr + (y + p(Γ
t,x
r − x)), Z˜
ε
r + σ
∗(r,Γt,xr )p
)
− g(t, y, σ∗(t, x)p) + pb(r,Γt,xr )− pb(t, x)
]
dr
]
=:E
[
Rεt +Q
ε
t + P
ε
t + η
(
E
[
1
ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr
∣∣Ft]− g(t, y, σ∗(t, x)p))] , (3.7)
where Rεt , Q
ε
t , P
ε
t are denoted by
Rεt :=
η
ε
∫ t+ε
t
[
g
(
r, Y˜ εr + (y + p(Γ
t,x
r − x)), Z˜
ε
r + σ
∗(r,Γt,xr )p
)
− g
(
r, (y + p(Γt,xr − x)), σ
∗(r,Γt,xr )p
)]
dr,
Qεt :=
η
ε
∫ t+ε
t
[
g
(
r, (y + p(Γt,xr − x)), σ
∗(r,Γt,xr )p
)
− g(r, y, σ∗(r, x)p) + pb(r,Γt,xr )− pb(r, x)
]
dr,
P εt :=
η
ε
∫ t+ε
t
[g(r, y, σ∗(r, x)p) − g(r, y, σ∗(t, x)p) + pb(r, x)− pb(t, x)] dr.
For a fixed 1 < q ≤ 2, now let η =
(
1
ε Y˜
ε
t − g(t, y, σ
∗(t, x)p)− pb(t, x)
)q−1
, it will be checked that
η ∈ L2Ft(Ω,R). Due to assumption (A1),(H2) and estimate (3.6), we have(
E[|η|2]
) 1
q−1 ≤E
[∣∣∣∣1ε Y˜ εt − g(t, y, σ∗(t, x)p)− pb(t, x)
∣∣∣∣2
]
≤
3
ε2
E
[
sup
t≤r≤t+ε
|Y˜ εr |
2
]
+ 6E
[
sup
0≤r≤T
|g(r, 0, 0)|2
]
+ 6K2(|y|+ |σ∗(t, x)p|)2 + 3|pb(t, x)|2
≤C ′x,y,pE
[
1 + sup
0≤r≤T
|Γt,xr |
2 + sup
0≤r≤T
|g(r, 0, 0)|2
]
.
where constant C ′x,y,z depends on x, y, p,K,L2. Combining with the assumption (A3) and the classical
result of SDEs ([25, Theorem 1.6.3])
E
[
sup
0≤r≤T
|Γt,xr |
2
]
≤ CT (1 + |x|
2), CT > 0 depend on T,
we have E[|η|2] <∞ and η ∈ L2Ft(Ω,R).
It follows from η =
(
1
ε Y˜
ε
t − g(t, y, σ
∗(t, x)p) − pb(t, x)
)q−1
and (3.7) that
E
[∣∣∣∣1ε (Y εt − y)− g(t, y, σ∗(t, x)p)− pb(t, x)
∣∣∣∣q]
=E
[∣∣∣∣(1ε Y˜ εt − g(t, y, σ∗(t, x)p)− pb(t, x)
)
η
∣∣∣∣]
≤E [|Rεt |+ |Q
ε
t |+ |P
ε
t |] +
(
E
[
|η|
q
q−1
]) q−1
q
(
E
[∣∣∣∣E [1ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr
∣∣Ft]− g(t, y, σ∗(t, x)p)∣∣∣∣q])
1
q
.
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So, in order to deduce statement (1) from statement (2), we only need to prove E[|Rεt |+ |Q
ε
t |+ |P
ε
t |]→ 0
as ε→ 0+.
Due to the assumption (A1) and the estimate (3.6), with the Ho¨lder’s inequality, we have
(E[|Rεt |])
2 ≤
K2
ε2
E
[
|η|2
]
E
[(∫ t+ε
t
(|Y˜ εr |+ |Z˜
ε
r |)dr
)2]
≤
2K2
ε
E
[
|η|2
]
E
[
ε sup
t≤r≤t+ε
|Y˜ εr |
2 +
∫ t+ε
t
|Z˜εr |
2dr
]
≤
2K2
ε
E
[
|η|2
]
E
[
sup
t≤r≤t+ε
|Y˜ εr |
2 +
∫ t+ε
t
|Z˜εr |
2dr
]
≤2K2Cx,y,pεE
[
|η|2
]
E
[
1 + sup
t≤r≤t+ε
(
|Γt,xr |
2 + |g(r, 0, 0)|2
)]
,
With the fact that E
[
|η|2
]
< ∞ and E
[
sup
0≤r≤T
(
|Γt,xr |2 + |g(r, 0, 0)|2
)]
< ∞, we have E[|Rεt |] → 0 as
ε→ 0+.
Similarly, it follows from assumptions (A1),(H1) and Ho¨lder’s inequality that
(E[|Qεt |])
2 ≤
2
ε2
E
[
|η|2
]
E
[(∫ t+ε
t
(K +KL1 + L1)
∣∣p(Γt,xr − x)∣∣ dr)2
]
≤Cp,K,L1E
[
|η|2
]
E
[
1
ε
∫ t+ε
t
|Γt,xr − x|
2dr
]
, Cp,K,L1 > 0 depends on p,K and L1.
Since the function r 7→ E[|Γt,xr − x|2] is continuous ([25, Theorem 1.6.3] ), and this function is equal to 0
at time t, we get E[|Qεt |]→ 0 as ε→ 0
+.
By Ho¨lder inequality, we also have
(E[|P εt |])
2 ≤E
[
|η|2
] 1
ε
E
[∫ t+ε
t
|g(r, y, σ(r, x)p) − g(r, y, σ∗(t, x)p) + pb(r, x) − pb(t, x)|2 dr
]
≤E
[
|η|2
] 2|p|2
ε
E
[∫ t+ε
t
K2|σ(r, x) − σ(t, x)|2 + |b(r, x) − b(t, x)|2dr
]
With the assumption (H3), 1ε
∫ t+ε
t
(
K2|σ(r, x) − σ(t, x)|2 + |b(r, x) − b(t, x)|2
)
dr → 0 as ε → 0+ P -a.s.,
further more, by assumption (H2) we have,
1
ε
∫ t+ε
t
(
K2|σ(r, x) − σ(t, x)|2 + |b(r, x) − b(t, x)|2
)
dr ≤ CK,L2
(
1 + |x|2
)
<∞,
where CK,L2 > 0 depends on K and L2. Thus E[|P
ε
t |]→ 0 as ε→ 0
+, follows from Lebesgues dominated
theorem.
For the case q = 1, we just let η = 1, the other proof is similarly as the case 1 < q ≤ 2. The proof is
completed.
Lemma 3.2 (Lebeshue Lemma, see [8] Lemma 18.4). Let f be a Lebesgue integrable function on the
interval [a, b]. Then there exists a set S ⊆]a, b[ such that µ([a, b] \ S) = 0, and for every α ∈ R, t ∈ S, we
have
lim
ε→0+
1
ε
∫ t+ε
t
|f(s)− α| = |f(t)− α|,
where µ denotes the Lebesgue measure.
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Proof of Theorem 3.1. (1). With the assumptions (A1) and (H2), for any (t, x, y, p) ∈ [0, T ] × Rm ×
R× Rm we have
|g(t, y, σ∗(t, x)p)| ≤ |g(t, 0, 0)| +K|y|+KL2(1 + |x|)|p|.
Combining with the assumption (A3), we have {|1ε
∫ t+ε
t g(r, y, σ
∗(t, x)p)dr|2; ε > 0} are uniformly inte-
grable. It also can be checked that |
∫ T
0 g(r, y, σ
∗(t, x)p)dr| < ∞, P -a.s.. Follows from Lemma 3.2, there
exists a set S ⊆ [0, T [ such that µ([0, T ] \ S) = 0, and for any t ∈ S we have
lim
ε→0+
1
ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr = g(t, y, σ∗(t, x)p), P -a.s.
Then we have, for any t ∈ S
g(t, y, σ∗(t, x)p) = lim
ε→0+
1
ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr, in L2
By Jensen’s inequality we know that
E
[∣∣∣∣E [1ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr
∣∣Ft]− g(t, y, σ∗(t, x)p)∣∣∣∣2
]
≤E
[∣∣∣∣1ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr − g(t, y, σ∗(t, x)p)
∣∣∣∣2
]
Then, by Lemma 3.1, we can finish the proof of (1) in Theorem 3.1.
(2). With the assumption (A4), for any t ∈ [0, T [, 1ε
∫ t+ε
t |g(r, y, σ
∗(t, x)p) − g(t, y, σ∗(t, x)p)|2 dr →
0 P -a.s. as ε→ 0+, further more,
1
ε
∫ t+ε
t
|g(r, y, σ∗(t, x)p)− g(t, y, σ∗(t, x)p)|2 dr ≤ 2
(
sup
0≤r≤T
|g(r, 0, 0)|2 +K2|y|2 +K2L22(1 + |x|)
2|p|2
)
<∞,
Follows from Lebesgues dominated theorem, we have
E
[∣∣∣∣E [1ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr
∣∣Ft]− g(t, y, σ∗(t, x)p)∣∣∣∣2
]
≤E
[∣∣∣∣1ε
∫ t+ε
t
g(r, y, σ∗(t, x)p)dr − g(t, y, σ∗(t, x)p)
∣∣∣∣2
]
→ 0 ε→ 0+.
Then, by Lemma 3.1, we can finish the proof of (2) in Theorem 3.1.
Corollary 3.1. If g satisfies assumptions (A1) and (A3), then, for any (y, z) ∈ R× Rd, we have
g(t, y, z) = lim
ε→0+
1
ε
[Yt (g, t+ ε, y + z(Wt+ε −Wt))− y] in L
2. (3.8)
holds for almost every t ∈ [0, T [.
If further g satisfies assumption (A4), then (3.8) holds for any (t, y, z) ∈ [0, T [×R× Rd.
Since the representation theorem holds for almost every t ∈ [0, T ], from now on, for any (y, z) ∈ R×Rd
we denote Sy,z(g) the set of t that makes the representation theorem of g hold at (y, z), that is,
Sy,z(g) :=
{
t ∈ [0, T [
∣∣∣∣ g(t, y, z) = lim
ε→0+
1
ε
[Yt (g, t+ ε, y + z(Wt+ε −Wt))− y] in L
2
}
We are now in a position to present a converse comparison theorem for transposition solutions of
BSDEs which extends the Theorem 4.1 in [1] with weaker condition to the general filtration case.
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Theorem 3.2. Let g1, g2 be two functions satisfied assumptions (A1),(A3). If for all T
′ ∈ [0, T ], ξ ∈ L2FT ′
Yt(g1, T
′, ξ) ≤ Yt(g2, T
′, ξ), t ∈ [0, T ′]
then, for all (y, z) ∈ R× Rd,
g1(t, y, z) ≤ g2(t, y, z), dP × dt-a.s.
If further, g1, g2 satisfy assumption (A4), then we have P -a.s., for all (t, y, z) ∈ [0, T ] × R × R
d,
g1(t, y, z) ≤ g2(t, y, z).
Proof. For any fixed (y, z) ∈ ×R× Rd and t ∈ Sy,z(g1) ∩ Sy,z(g2), we have
gi(t, y, z) = lim
n→∞
n
{
Yt
(
gi, t+ 1/n, y + z(Wt+1/n −Wt)
)
− y
}
in L2, i = 1, 2.
Then for any t ∈ Sy,z(g1) ∩ Sy,z(g2), there exists a subsequence {nk}
∞
k=1 of {n}
∞
n=1 such that,
gi(t, y, z) = lim
k→∞
nk
{
Yt
(
gi, t+ 1/nk, y + z(Wt+1/nk −Wt)
)
− y
}
P -a.s., i = 1, 2.
On the other hand, by the hypothesis we deduce that
nk
{
Yt
(
g1, t+ 1/nk, y + z(Wt+1/nk −Wt)
)
− y
}
≤ nk
{
Yt
(
g2, t+ 1/n, y + z(Wt+1/nk −Wt)
)
− y
}
P -a.s.
Then for any t ∈ Sy,z(g1) ∩ Sy,z(g2), we obtain, the inequality g1(t, y, z) ≤ g2(t, y, z), P -a.s.
By Corollary 3.1 we know that µ ([0, T ] \ (Sy,z(g1) ∩ Sy,z(g2))) = 0, where µ denotes the Lebesgue
measure. Then we have, for all (y, z) ∈ R× Rd, g1(t, y, z) ≤ g2(t, y, z), dP × dt-a.s.
Theorem 3.3. Let g be any given function satisfied assumptions (A1) and (A2).
(1). (Positive homogeneity) If g is positive homogeneous in (y, z), that is, for all (y, z) ∈ R×Rd and
α ≥ 0,
g(t, αy, αz) = αg(t, y, z) dP × dt-a.s.
Then for all T ′ ∈]0, T ] any ξ ∈ L2FT ′
(Ω,R),(
Yt
(
g, T ′, αξ
)
, Zt
(
g, T ′, αξ
))
t∈[0,T ′]
= (αYt
(
g, T ′, ξ
)
, αZt
(
g, T ′, ξ
)
)t∈[0,T ′]
in L2
F
(Ω,D([0, T ′];R)) × L2
F
(Ω, L2(0, T ′;Rd)).
(2). (Translation invariance) If g is independent of y, then for any T ′ ∈ [0, T ], t ∈ [0, T ′] and ξ ∈
L2FT ′
(Ω,R), β ∈ L2Ft(Ω,R),(
Ys
(
g, T ′, ξ + β
)
, Zs
(
g, T ′, ξ + β
))
s∈[t,T ′]
= (Ys
(
g, T ′, ξ
)
+ β,Zs
(
g, T ′, ξ
)
)s∈[t,T ′]
in L2
F
(Ω,D([t, T ′];R))× L2
F
(Ω, L2(t, T ′;Rd)).
(3). (Sub-additivity) If g is sub-additive in (y, z), that is, for all (y1, z1), (y2, z2) ∈ R× R
d,
g(t, y1 + y2, z1 + z2) ≤ g(t, y1, z1) + g(t, y2, z2) dP × dt-a.s.
Then for any T ′ ∈ [0, T ] and ξ1, ξ2 ∈ L
2
FT ′
(Ω,R),
Yt
(
g, T ′, ξ1 + ξ2
)
≤ Yt
(
g, T ′, ξ1
)
+ Yt
(
g, T ′, ξ2
)
∀t ∈ [0, T ′] P -a.s.
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(4). (Convexity) If g is convex in (y, z), that is, for all (y1, z1), (y2, z2) ∈ R× R
d and α ∈ [0, 1],
g(t, αy1 + (1− α)y2, αz1 + (1− α)z2) ≤ αg(t, y1, z1) + (1− α)g(t, y2, z2) dP × dt-a.s.
Then for any T ′ ∈ [0, T ] and ξ1, ξ2 ∈ L
2
FT ′
(Ω,R),
Yt
(
g, T ′, αξ1 + (1− α)ξ2
)
≤ αYt
(
g, T ′, ξ1
)
+ (1− α)Yt
(
g, T ′, ξ2
)
∀t ∈ [0, T ′] P -a.s.
Proof. We only give the proof when T ′ = T , the other situation is similar. For notational convenience,
we will write (Y g,ξt , Z
g,ξ
t )t∈[0,T ] instead of (Yt (g, T, ξ) , Zt (g, T, ξ))t∈[0,T ] to denote the transposition solutions
of BSDE with generator g and terminal condition ξ in this proof.
(1). For any α ≥ 0, t ∈ [0, T ], due to the positive homogeneity of g and identity (2.2), we have
E
[
αξXT +
∫ T
t
Xrg(r, αY
g,ξ
r , αZ
g,ξ
r )dr
]
=E
[
αξXT +
∫ T
t
αXrg(r, Y
g,ξ
r , Z
g,ξ
r )dr
]
=E
[
(αY g,ξt )η +
∫ T
t
ur(αY
g,ξ
r )dr +
∫ T
t
vr(αZ
g,ξ
r )dr
]
.
By the definition of transposition solution (Definition 2.1), we have(
Y g,αξt , Z
g,αξ
t
)
t∈[0,T ]
=
(
αY g,ξt , αZ
g,ξ
t
)
t∈[0,T ]
in L2
F
(Ω,D([0, T ];R)) × L2
F
(Ω, L2(0, T ;Rd)).
(2). For any s ∈ [t, T ], because of (2.2) and g being independent of y, we have
E
[
(ξ + β)XT +
∫ T
s
Xrg(r, Y
g,ξ
r + β,Z
g,ξ
r )dr
]
=E
[
β(η +
∫ T
s
urdr) + ξXT +
∫ T
s
Xrg(r, Y
g,ξ
r , Z
g,ξ
r )dr
]
=E
[
(Y g,ξs + β)η +
∫ T
s
ur(Y
g,ξ
r + β)ds +
∫ T
s
vrZ
g,ξ
r dr
]
.
By the definition of transposition solution (Definition 2.1), we have(
Y g,ξ+βs , Z
g,ξ+β
s
)
s∈[t,T ]
=
(
Y g,ξs + β,Z
g,ξ
s
)
s∈[t,T ]
in L2
F
(Ω,D([t, T ];R)) × L2
F
(Ω, L2(t, T ;Rd)).
(3). For any t ∈ [0, T ], owing to (2.2), we have
E
[
(ξ1 + ξ2)XT +
∫ T
t
Xr
(
g(r, Y g,ξ1r , Z
g,ξ1
r ) + g(r, Y
g,ξ2
r , Z
g,ξ2
r )
)
dr
]
=E
[
(Y g,ξ1t + Y
g,ξ2
t )η +
∫ T
t
ur(Y
g,ξ1
r + Y
g,ξ2
r )dr +
∫ T
t
vr(Z
g,ξ1
r + Z
g,ξ2
r )dr
]
.
For any (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, define
g¯(ω, t, y, z) = g
(
ω, t, y − Y g,ξ2t (ω), z − Z
g,ξ2
t (ω)
)
+ g
(
ω, t, Y g,ξ2t (ω), Z
g,ξ2
t (ω)
)
.
For any ξ1, ξ2 ∈ L
2
FT
(Ω,R), it can be easily checked that(
Y g¯,ξ1+ξ2t , Z
g¯,ξ1+ξ2
t
)
t∈[0,T ]
=
(
Y g,ξ1t + Y
g,ξ2
t , Z
g,ξ1
t + Z
g,ξ2
t
)
t∈[0,T ]
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in L2
F
(Ω,D([0, T ];R))×L2
F
(Ω, L2(0, T ;Rd)). Since g is sub-additive in (y, z), we have, g(t, y, z) ≤ g¯(t, y, z)
dP × dt-a.s. It follows from the comparison theorem (Theorem 2.2) that for all t ∈ [0, T ],
Y g,ξ1+ξ2t ≤ Y
g¯,ξ1+ξ2
t = Y
g,ξ1
t + Y
g,ξ2
t P -a.s.
(4). For any α ∈ [0, 1], t ∈ [0, T ], thanks to (2.2), we have
E
[
(αξ1 + (1− α)ξ2)XT +
∫ T
t
Xr
(
αg(r, Y g,ξ1r , Z
g,ξ1
r ) + (1− α)g(r, Y
g,ξ2
r , Z
g,ξ2
r )
)
dr
]
=E
[
(αY g,ξ1t + (1− α)Y
g,ξ2
t )η +
∫ T
t
ur(αY
g,ξ1
r + (1− α)Y
g,ξ2
r )dr +
∫ T
t
vr(αZ
g,ξ1
r + (1− α)Z
g,ξ2
r )dr
]
.
For any (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, define
g˜(ω, t, y, z) = αg
(
ω, t,
1
α
(y − (1− α)Y g,ξ2t (ω)),
1
α
(z − (1 − α)Zg,ξ2t (ω))
)
+ (1− α)g
(
ω, t, Y g,ξ2t (ω), Z
g,ξ2
t (ω)
)
.
For any ξ1, ξ2 ∈ L
2
FT
(Ω,R), it can be easily checked that(
Y
g˜,αξ1+(1−α)ξ2
t , Z
g˜,αξ1+(1−α)ξ2
t
)
t∈[0,T ]
=
(
αY g,ξ1t + (1− α)Y
g,ξ2
t , αZ
g,ξ1
t + (1− α)Z
g,ξ2
t
)
t∈[0,T ]
in L2
F
(Ω,D([0, T ];R)) × L2
F
(Ω, L2(0, T ;Rd)). It follows from the convexity of g in (y, z) that
g(t, y, z) ≤ αg
(
t,
1
α
(y − (1− α)Y g,ξ2t ),
1
α
(z − (1− α)Zg,ξ2t )
)
+ (1− α)g
(
t, Y g,ξ2t , Z
g,ξ2
t
)
= g¯(t, y, z) dP × dt-a.s.
Then, by the comparison theorem (Theorem 2.2), we have for all t ∈ [0, T ],
Y
g,αξ1+(1−α)ξ2
t ≤ Y
g˜,αξ1+(1−α)ξ2
t = αY
g,ξ1
t + (1− α)Y
g,ξ2
t P -a.s.
Remark 3.1. The positive homogeneity and subadditivity of g together are also known as sublinearity,
which implies the convexity of g. Furthermore, from a remark of Briand et al. [1], the assumption (A1)
and (A5) and the convexity of g imply that g does not depend on y.
If the assumption (A2) in Theorem 3.3 is strengthened to (A3), then the necessary conditions can also
be sufficient.
Theorem 3.4. Let g be any given function satisfied assumptions (A1) and (A3).
(1). (Positive homogeneity) If for any T ′ ∈ [0, T ], ξ ∈ L2FT ′
(Ω,R), and α ≥ 0,
Yt
(
g, T ′, αξ
)
= αYt
(
g, T ′, ξ
)
, ∀t ∈ [0, T ′] P -a.s. (3.9)
Then g is positive homogeneous in (y, z).
(2). (Translation invariance) If for any T ′ ∈ [0, T ], ξ ∈ L2FT ′
(Ω,R), and c ∈ R,
Yt
(
g, T ′, ξ + c
)
= Yt
(
g, T ′, ξ
)
+ c ∀t ∈ [0, T ′] P -a.s. (3.10)
Then g is independent of y.
12
(3). (Sub-additivity) If for any T ′ ∈ [0, T ], ξ1, ξ2 ∈ L
2
FT ′
(Ω,R),
Yt
(
g, T ′, ξ1 + ξ2
)
≤ Yt
(
g, T ′, ξ1
)
+ Yt
(
g, T ′, ξ2
)
∀t ∈ [0, T ′] P -a.s. (3.11)
Then g is sub-additive in (y, z).
(4). (Convexity) If for any T ′ ∈ [0, T ], ξ1, ξ2 ∈ L
2
FT ′
(Ω,R), and α ∈ [0, 1],
Yt
(
g, T ′, αξ1 + (1− α)ξ2
)
≤ αYt
(
g, T ′, ξ1
)
+ (1− α)Yt
(
g, T ′, ξ2
)
∀t ∈ [0, T ′] P -a.s. (3.12)
Then g is convex in (y, z).
Proof. (1). For the case α = 0, it is trivial. For the case α > 0, for any T ′ ∈ [0, T ] and (ω, t, y, z) ∈
Ω× [0, T ′]× R×Rd, define
gα(ω, t, y, z) :=
1
α
g (ω, t, αy, αz) .
It is clear that gα also satisfies assumptions (A1) and (A3). By the definition and the uniqueness of
transposition solution (Definition 2.1, Theorem 3.3), we have that, for any ξ ∈ L2FT ′
(Ω,R),(
Yt
(
gα, T ′,
ξ
α
)
, Zt
(
gα, T ′,
ξ
α
))
t∈[0,T ′]
=
(
1
α
Yt
(
g, T ′, ξ
)
,
1
α
Zt
(
g, T ′, ξ
))
t∈[0,T ′]
in L2
F
(Ω,D([0, T ′];R))× L2
F
(Ω, L2(0, T ′;Rd)).
Combining this equality with (3.9), we obtain for any t ∈ [0, T ′], ξ ∈ L2FT ′
(Ω,R),
Yt
(
gα, T ′, ξ
)
= Yt
(
g, T ′, ξ
)
P -a.s.
Then by the converse comparison theorem Theorem 3.2, we have for any α > 0,
for all (y, z) ∈ R× Rd, g(t, y, z) = gα(t, y, z) =
1
α
g (t, αy, αz) , dP × dt-a.s.
(2). Let c ∈ R, for any T ′ ∈ [0, T ] and (ω, t, y, z) ∈ Ω× [0, T ′]× R× Rd, define
gc(ω, t, y, z) := g (ω, t, y − c, z) .
It is easy to check that gc also satisfies assumptions (A1) and (A3). By the definition and the uniqueness
of transposition solution (Definition 2.1, Theorem 3.3), we have that, for any ξ ∈ L2FT ′
(Ω,R),(
Yt
(
gc, T ′, ξ + c
)
, Zt
(
gc, T ′, ξ + c
))
t∈[0,T ′]
= (Yt
(
g, T ′, ξ
)
+ c, Zt
(
g, T ′, ξ
)
)t∈[0,T ′]
in L2
F
(Ω,D([0, T ′];R))× L2
F
(Ω, L2(0, T ′;Rd)).
Combining this equality with (3.10), we obtain for any t ∈ [0, T ′], ξ ∈ L2FT ′
(Ω,R),
Yt
(
gc, T ′, ξ
)
= Yt
(
g, T ′, ξ
)
P -a.s.
Then by the converse comparison theorem Theorem 3.2, we have for any c ∈ R,
for all (y, z) ∈ R× Rd g(t, y, z) = gc(t, y, z) = g (t, y − c, z) , dP × dt-a.s.
That is, g is independent of y.
(3). For any fixed (y1, z1), (y2, z2) ∈ R× R
d, and t ∈ Sy1+y2,z1+z2(g) ∩ Sy1,z1(g) ∩ Sy2,z2(g), we have
g(t, y1 + y2, z1 + z2) = lim
n→∞
n
{
Yt
(
g, t+ 1/n, y1 + y2 + (z1 + z2)(Wt+1/n −Wt)
)
− y1 − y2
}
in L2;
g(t, y1, z1) = lim
n→∞
n
{
Yt
(
g, t+ 1/n, y1 + z1(Wt+1/n −Wt)
)
− y1
}
in L2;
g(t, y2, z2) = lim
n→∞
n
{
Yt
(
g, t+ 1/n, y2 + z2(Wt+1/n −Wt)
)
− y2
}
in L2.
Thanks to Corollary 3.1 and (3.11), we can deduce that g is sub-additive in (y, z).
(4). The proof of (4) is similar to (3), so we omit it.
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4 Extended g-expectation and Conditional g-expectation with General
Filtration
To well define g-expectation on L2FT (Ω,R), g is required to satisfy assumptions (A1) and (A5) as in
Peng [23].
Definition 4.1. For any given function g satisfied assumptions (A1) and (A5), and any Y T ∈ L2FT (Ω,R),
let (Y·, Z·) ∈ L
2
F
(Ω,D([0, T ];R))×L2
F
(Ω, L2(0, T ;Rd)) be the unique transposition solution of BSDE (2.1).
The g-expectation Eg[·] of Y
T is defined by
Eg[Y
T ] = Y0.
Remark 4.1. If F0 = F
′
0, where F
′
0 is the σ-algebra generated by all the P -null sets in F , then g-
expectation of Y T is a constant P -a.s. If F0 is larger than F
′
0, the g-expectation of Y
T may be a random
variable. So, in the sequel, Eg[ξ
1] = Eg[ξ
2] always means that Eg[ξ
1] = Eg[ξ
2] P -a.s. If we want the
g-expectation of Y T ∈ L2FT (Ω,R) to be a constant (P -a.s.) as the the classical expectation or nonlinear
expectations be, we can restrict F0 to be F
′
0.
Proposition 4.1. Suppose that g satisfies assumptions (A1) and (A5). For any Y T ∈ L2FT (Ω,R), let
(Y·, Z·) ∈ L
2
F
(Ω,D([0, T ];R)) × L2
F
(Ω, L2(0, T ;Rd)) be the unique transposition solution of BSDE (2.1).
Then for any t ∈ [0, T ]
Eg[Yt] = Eg[Y
T ].
Proof. We only need to prove that for any t ∈ [0, T ],
(
YsI{s≤t} + YtI{s>t}, ZsI{s≤t}
)
s∈[0,T ]
is the trans-
position solution of BSDE (2.1) with terminal condition Yt. In other words, we need to prove that for
any s ∈ [0, T ], u· ∈ L
2
F
(Ω, L1(s, T ;R)), v· ∈ L
2
F
(Ω, L2(s, T ;Rd)) and η ∈ L2Fs(Ω,R), the following identity
holds
E
[
YtXT +
∫ T
s
Xrg
(
r, YrI{r≤t} + YtI{r>t}, ZrI{r≤t}
)
dr
]
=E
[
(YsI{s≤t} + YtI{s>t})η +
∫ T
s
ur
(
YrI{r≤t} + YtI{r>t}
)
dr +
∫ T
s
vrZrI{r≤t}dr
]
, 0 ≤ s ≤ T, (4.1)
where X· ∈ L
2
F
(Ω, C([s, T ];R)) is the unique strong solution of SDE (2.3) starting from s.
If s > t, because of the assumption (A5), we have
E
[
YtXT +
∫ T
s
Xrg
(
r, YrI{r≤t} + YtI{r>t}, ZrI{r≤t}
)
dr
]
= E [YtXT ]
=E
[
YtE
[(
η +
∫ T
s
urdr +
∫ T
s
vrdWr
) ∣∣Ft]] = E [Ytη + ∫ T
s
Yturdr
]
=E
[
(YsI{s≤t} + YtI{s>t})η +
∫ T
s
ur
(
YrI{r≤t} + YtI{r>t}
)
dr +
∫ T
s
vrZrI{r≤t}dr
]
.
If s ≤ t, due to the assumption (A5), we have
E
[
YtXT +
∫ T
s
Xrg
(
r, YrI{r≤t} + YtI{r>t}, ZrI{r≤t}
)
dr
]
=E
[
YtXT +
∫ t
s
Xrg(r, Yr , Zr)dr
]
=E
[
Yt
(
Xt +
∫ T
t
urdr +
∫ T
t
vrdWr
)
+
∫ t
s
Xrg(r, Yr , Zr)dr
]
.
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It follows from Proposition 2.1 that
E
[
Yt
(
Xt +
∫ T
t
urdr +
∫ T
t
vrdWr
)
+
∫ t
s
Xrg(r, Yr, Zr)dr
]
=E
[
YtXt +
∫ t
s
Xrg(r, Yr , Zr)dr + Yt
∫ T
t
urdr
]
=E
[
Ysη +
∫ t
s
urYrdr + Yt
∫ T
t
urdr +
∫ t
s
vrZrdr
]
=E
[
(YsI{s≤t} + YtI{s>t})η +
∫ T
s
ur
(
YrI{r≤t} + YtI{r>t}
)
dr +
∫ T
s
vrZrI{r≤t}dr
]
which shows the identity (4.1) hold.
Further more, we could introduce the conditional g-expectation of Y T with respect to Ft, t ∈ [0, T ].
By analogy with the notion of the classical expectation and Peng’s g-expectation (see [23]), we are looking
for a random variable ζ satisfying (4.2){
(i) ζ is Ft-measurable and ζ ∈ L
2
Ft(Ω,R);
(ii) Eg[IAY
T ] = Eg[IAζ], for all A ∈ Ft.
(4.2)
Actually, we have
Theorem 4.1. Suppose that g satisfies assumptions (A1) and (A5). For any t ∈ [0, T ] and each Y T ∈
L2FT (Ω,R), there exists a P -a.s. unique random variable ζ in L
2
Ft
(Ω,R) satisfies (4.2). Furthermore, this
ζ coincides with Yt, the transposition solution of BSDE (2.1) at time t.
Definition 4.2. Suppose that g satisfies assumptions (A1) and (A5). For any t ∈ [0, T ], we define the
random variable ζ satisfying (4.2) as the conditional g-expectation of Y T under Ft, denoted by Eg[Y
T |Ft].
Remark 4.2. When F is the natural filtration generated by the Brownian motion {Wt}t∈[0,T ] , the defi-
nition of g-expectation and conditional g-expectation here are coincident with the definition introduced by
Peng [23] since the transposition solution of BSDE coincides with the usual strong solution in this case
([18]).
Proof of Theorem 4.1. Uniqueness: If both ζ1, ζ2 satisfy (4.2), then we have for all A ∈ Ft
Eg[IAζ1] = Eg[IAζ2].
In particular, setting A = {ζ1 ≥ ζ2} or A = {ζ1 ≤ ζ2}, we get
Eg[I{ζ1≥ζ2}ζ1] = Eg[I{ζ1≥ζ2}ζ2], Eg[I{ζ1≤ζ2}ζ1] = Eg[I{ζ1≤ζ2}ζ2].
However
I{ζ1≥ζ2}ζ1 ≥ I{ζ1≥ζ2}ζ2, I{ζ1≤ζ2}ζ1 ≤ I{ζ1≤ζ2}ζ2,
It follows from the comparison theorem (Theorem 2.2) that
I{ζ1≥ζ2}ζ1 = I{ζ1≥ζ2}ζ2, P -a.s., I{ζ1≤ζ2}ζ1 = I{ζ1≤ζ2}ζ2, P -a.s.
Thus ζ1 = ζ2, P -a.s.
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Existence: Let (Ys, Zs)s∈[0,T ] be the transposition solution of BSDE (2.1) with YT = Y
T , that is
E
[
Y TXT +
∫ T
s
Xrg(r, Yr , Zr)dr
]
= E
[
Ysη +
∫ T
s
urYrdr +
∫ T
s
vrZrdr
]
, for all s ∈ [0, T ], (4.3)
and let (Y ′s , Z
′
s)s∈[0,T ] be the transposition solution of BSDE (2.1) with Y
′
T = IAY
T , that is,
E
[
IAY
TXT +
∫ T
s
Xrg(r, Y
′
r , Z
′
r)dr
]
= E
[
Y ′sη +
∫ T
s
urY
′
rdr +
∫ T
s
vrZ
′
rdr
]
, for all s ∈ [0, T ], (4.4)
where A ∈ Ft, X· ∈ L
2
F
(Ω, C([s, T ];R)) is the unique strong solution of the following SDE with any fixed
u· ∈ L
2
F
(Ω, L1(s, T ;R)), v· ∈ L
2
F
(Ω, L2(s, T ;Rd)) and η ∈ L2Fs(Ω,R),{
dXr = urdr + vrdWr, r ∈ [s, T ]
Xs = η
.
For s ∈ [t, T ], we have {
dIAXr = IAurdr + IAvrdWr, r ∈ [s, T ]
IAXs = IAη
.
It follows from (4.3) that
E
[
Y T (XT IA) +
∫ T
s
(XrIA)g(r, Yr, Zr)dr
]
= E
[
Ys(IAη) +
∫ T
s
(urIA)Yrdr +
∫ T
s
(vrIA)Zrdr
]
, for all s ∈ [t, T ].
Due to assumption (A5), we obtain
E
[
(IAY
T )XT +
∫ T
s
Xrg(r, IAYr, IAZr)dr
]
= E
[
(IAYs)η +
∫ T
s
ur(IAYr)dr +
∫ T
s
vr(IAZr)dr
]
, for all s ∈ [t, T ].
(4.5)
Comparing (4.4) and (4.5), we have (Y ′· , Z
′
·) = (IAY·, IAZ·) in L
2
F
(Ω,D([t, T ];R)) × L2
F
(Ω, L2(t, T ;Rd))
Thus, by Proposition 4.1, we have Eg[IAYt] = Eg[Y
′
t ] = Eg[Y
′
T ] = Eg[IAY
T ]. The proof is completed.
Theorem 4.2. For any given function g satisfied assumptions (A1) and (A5), we have the following
properties:
(1). (Monotonicity) For any ξ1, ξ2 ∈ L
2
FT
(Ω,R), and if ξ1 ≥ ξ2 P-a.s., then for any t ∈ [0, T ] we have
Eg[ξ1|Ft] ≥ Eg[ξ2|Ft] P-a.s. Moreover, Eg[ξ1|Ft] = Eg[ξ2|Ft] P-a.s. for some t ∈ [0, T ], if and only if
ξ1 = ξ2 P-a.s.
For any t ∈ [0, T ], ξ1, ξ2 ∈ L
2
Ft
(Ω,R), ξ1 ≥ ξ2 P -a.s. if and only if for all A ∈ Ft, Eg[ξ1IA] ≥ Eg[ξ2IA].
(2). (“Zero-one” law) For all ξ ∈ L2FT (Ω,R), B ∈ Ft, we have Eg[IBξ|Ft] = IBEg[ξ|Ft].
(3). For any ξ1, ξ2 ∈ L
2
FT
(Ω,R) and t ∈ [0, T ], there exists a conxtant C > 0 such that
E
[
|Eg[ξ1|Ft]− Eg[ξ2|Ft]|
2
]
≤ CE[|ξ1 − ξ2|
2]
(4). For each t ∈ [0, T ], if ξ ∈ L2Ft(Ω,R), then Eg[ξ|Ft] = ξ.
(5). (Constant preserving) For any t ∈ [0, T ] and c ∈ R, Eg[c|Ft] = c.
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(6). (Time consistency) For all ξ ∈ L2FT (Ω,R) and t1, t2 ∈ [0, T ], Eg[Eg[ξ|Ft2 ]|Ft1 ] = Eg[ξ|Ft1∧t2 ].
Proof. (1). This can be deduced from Theorem 2.2 directly.
(2). For each A ∈ Ft, we have
Eg[IAIBξ] = Eg[IA∩Bξ] = Eg[IA∩BEg[ξ|Ft]] = Eg[IA(IBEg[ξ|Ft])].
It follows from the definition of the conditional g-expectation (Definition 4.2) that Eg[IBξ|Ft] = IBEg[ξ|Ft].
(3). For any t ∈ [0, T ], suppose (Y ir , Z
i
r)r∈[t,T ] is the unique one satisfied (2.2) with Y
T = ξi, i=1,2.
Then, we have
E
[
(ξ1 − ξ2)XT +
∫ T
t
Xr
(
g(r, Y 1r , Z
1
r )− g(r, Y
2
r , Z
2
r )
)
dr
]
=E
[
(Y 1t − Y
2
t )η +
∫ T
t
ur(Y
1
r − Y
2
r )dr +
∫ T
t
vr(Z
1
r − Z
2
r )dr
]
.
For any (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, define
g¯(ω, t, y, z) = g(ω, t, y + Y 2t (ω), z + Z
2
t (ω))− g(ω, t, Y
2
t (ω), Z
2
t (ω)).
It can be easily checked that Eg¯[ξ1 − ξ2|Ft] = Y
1
t − Y
2
t = Eg[ξ1|Ft]− Eg[ξ2|Ft]. By theorem 2.1, we have
E
[
|Eg[ξ1|Ft]− Eg[ξ2|Ft]|
2
]
= E[|Eg¯[ξ1 − ξ2|Ft]|
2] ≤ CE[|ξ1 − ξ2|
2].
(4). We only need to prove (Yr, Zr)r∈[t,T ] = (ξ, 0) satisfying the (2.2) with Y
T = ξ ∈ L2Ft(Ω,R). Due
to the assumption (A5), the left hand of (2.2) is
E
[
ξXT +
∫ T
t
Xrg(r, ξ, 0)dr
]
= E[ξXT ].
Meanwhile, the right hand of (2.2) is
E
[
ξη +
∫ T
t
ξurdr +
∫ T
t
0 · vrdr
]
= E
[
ξ(η +
∫ T
t
urdr)
]
= E
[
ξE
[
η +
∫ T
t
urdr
∣∣∣∣Ft]]
= E
[
ξE
[
η +
∫ T
t
urdr +
∫ T
t
vrdWr
∣∣∣∣Ft]]
= E[ξXT ].
Therefore, Eg[ξ|Ft] = ξ.
(5). It is a special case of (4).
(6). The method to prove (6) is similar to the method used in the proof of Proposition 4.1, so we omit
it.
Theorem 4.3. Let g1, g2 be two functions satisfied assumptions (A1) and (A5).
(1). If for all (y, z) ∈ R×Rd, g1(t, y, z) ≥ g2(t, y, z) dP × dt-a.s., then for any ξ ∈ L
2
FT
(Ω,R), t ∈ [0, T ],
we have Eg1 [ξ|Ft] ≥ Eg2 [ξ|Ft] P -a.s.
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(2). If for all ξ ∈ L2FT (Ω,R), Eg1 [ξ] = Eg2 [ξ], then for all t ∈ [0, T ], Eg1 [ξ|Ft] = Eg2 [ξ|Ft] P -a.s.
(3). If for all ξ ∈ L2FT (Ω,R), t ∈ [0, T ], Eg1 [ξ|Ft] ≥ Eg2 [ξ|Ft] P -a.s., then we have
for all (y, z) ∈ R× Rd, g1(t, y, z) ≥ g2(t, y, z), dP × dt-a.s.
In particular, for any ξ ∈ L2FT (Ω,R), Eg1 [ξ] = Eg2 [ξ] if and only if
for all (y, z) ∈ R× Rd, g1(t, y, z) = g2(t, y, z), dP × dt-a.s.
Proof. (1). The proof follows directly from Theorem 2.2.
(2). By the definition of conditional g-expectation, for any fixed ξ ∈ L2FT (Ω,R), any t ∈ [0, T ] and
A ∈ Ft, we have
Eg1 [IAEg1 [ξ|Ft]] = Eg1 [IAξ] = Eg2 [IAξ] = Eg2 [IAEg2 [ξ|Ft]] = Eg1 [IAEg2 [ξ|Ft]].
From the uniqueness in Theorem 4.1, we have
Eg1 [ξ|Ft] = Eg2 [ξ|Ft], P -a.s.
(3). The proof follows directly from Theorem 3.2
For studying dynamic risk measures, Rosazza Gianin [24] and Jiang [15] studied the positive homo-
geneity, translation invariance, sub-additivity and convexity of classical g-expectations and conditional g-
expectations. Thanks to Theorem 3.3 and 3.4, we also establish the necessary and sufficient conditions for
positive homogeneity, translation invariance, subadditivity and convexity of the extended g-expectations,
respectively, which extend the Theorem 3.1-3.4 of [15] to the general filtration probability spaces.
Corollary 4.1 (Positive homogeneity). Let g be any given function satisfied assumptions (A1) and
(A5), then the following statements are equivalent,
(1). Eg[·] is positive homogeneous;
(2). Eg[·|Ft] is positive homogeneous for any t ∈ [0, T ], that is, for any ξ ∈ L
2
FT
(Ω,R) and α ≥ 0,
Eg[αξ|Ft] = αEg[ξ|Ft] P -a.s.;
(3). g is positive homogeneous in (y, z).
Corollary 4.2 (Translation invariance). Let g be any given function satisfied assumptions (A1) and
(A5), then the following statements are equivalent,
(1). For any ξ ∈ L2FT (Ω,R), c ∈ R, we have Eg[ξ + c] = Eg[ξ] + c;
(2). For any t ∈ [0, T ], ξ ∈ L2FT (Ω,R), β ∈ L
2
Ft
(Ω,R), we have Eg[ξ + β|Ft] = Eg[ξ|Ft] + β P -a.s.;
(3). g is independent of y.
Corollary 4.3 (Sub-additivity). Let g be any given function satisfied assumptions (A1) and (A5), then
the following statements are equivalent,
(1). Eg[·] is sub-additive;
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(2). Eg[·|Ft] is sub-additive for any t ∈ [0, T ], that is, for any ξ1, ξ2 ∈ L
2
FT
(Ω,R),
Eg[ξ1 + ξ2|Ft] ≤ Eg[ξ1|Ft] + Eg[ξ2|Ft] P -a.s.;
(3). g is independent of y and g is sub-additive with respect to z.
Proof. Thanks to Theorem 3.3 (3), we only need to prove (1)⇒ (3). We first prove that (1) implies the
translation invariance property. Suppose that (1) holds for Eg[·], then for any ξ ∈ L
2
FT
(Ω,R) and c ∈ R,
we have
Eg[ξ + c] ≤ Eg[ξ] + Eg[c] = Eg[ξ] + c,
and
Eg[ξ] = Eg[ξ + c− c] ≤ Eg[ξ + c] + Eg[−c] = Eg[ξ + c]− c,
that is Eg[ξ + c] = Eg[ξ] + c. It follows from Theorem 3.4 (2) that g is independent of y.
Now we prove that (1) implies (2). For any ξ1, ξ2 ∈ L
2
FT
(Ω,R) and t ∈ [0, T ], set
At := {Eg[ξ1 + ξ2|Ft] > Eg[ξ1|Ft] + Eg[ξ2|Ft]} ,
thus At ∈ Ft. If P (At) > 0, then we have
IAtEg[ξ1 + ξ2|Ft]− IAt (Eg[ξ1|Ft] + Eg[ξ2|Ft]) ≥ 0,
and
P
(
IAtEg[ξ1 + ξ2|Ft]− IAt (Eg[ξ1|Ft] + Eg[ξ2|Ft]) > 0
)
> 0.
Since g is independent of y, it follows from Theorem 4.2 (2)(6) and Theorem 3.3 (2) that
Eg [IAt(ξ1 − Eg[ξ1|Ft]) + IAt(ξ2 − Eg[ξ2|Ft])]
=Eg
[
Eg
[
IAt(ξ1 − Eg[ξ1|Ft]) + IAt(ξ2 − Eg[ξ2|Ft])
∣∣Ft] ]
=Eg
[
Eg
[
IAt(ξ1 + ξ2)
∣∣Ft]− IAt(Eg[ξ1|Ft]+ Eg[ξ2|Ft])]
=Eg [IAtEg[ξ1 + ξ2|Ft]− IAt(Eg[ξ1|Ft] + Eg[ξ2|Ft])] > 0.
Similarly, we have
Eg [IAt(ξ1 − Eg[ξ1|Ft])] = Eg [Eg [IAt(ξ1 − Eg[ξ1|Ft])|Ft]] = Eg [Eg [IAtξ1|Ft]− IAtEg[ξ1|Ft]] = 0,
Eg [IAt(ξ2 − Eg[ξ2|Ft])] = Eg [Eg [IAt(ξ2 − Eg[ξ2|Ft])|Ft]] = Eg [Eg [IAtξ2|Ft]− IAtEg[ξ2|Ft]] = 0.
Thus
Eg [IAt(ξ1 − Eg[ξ1|Ft]) + IAt(ξ2 − Eg[ξ2|Ft])] > 0 = Eg [IAt(ξ1 − Eg[ξ1|Ft])] + Eg [IAt(ξ2 − Eg[ξ2|Ft])] ,
which is a contradiction to (1). Hence, P (At) = 0 and (2) follows. Combining with Theorem 3.4 (3), we
can get (3).
Corollary 4.4 (Convexity). Let g be any given function satisfied assumptions (A1) and (A5), then the
following statements are equivalent,
(1). Eg[·] is convex;
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(2). Eg[·|Ft] is convex for any t ∈ [0, T ], that is, for any ξ1, ξ2 ∈ L
2
FT
(Ω,R) and α ∈ [0, 1],
Eg[αξ1 + (1− α)ξ2|Ft] ≤ αEg[ξ1|Ft] + (1− α)Eg[ξ2|Ft] P -a.s.;
(3). g is independent of y and g is convex with respect to z.
Proof. Due to Theorem 3.3 (4), we only need to prove (1) ⇒ (3). We first prove that (1) implies the
translation invariance property. Suppose that (1) holds for Eg[·], then for any ξ ∈ L
2
FT
(Ω,R) , c ∈ R and
n ≥ 1, we have
Eg
[(
1−
1
n
)
ξ + c
]
= Eg
[(
1−
1
n
)
ξ +
1
n
(nc)
]
≤
(
1−
1
n
)
Eg[ξ] + c.
Then, it follows Theorem 4.2 (3) that
Eg[ξ + c] = lim
n→∞
Eg
[(
1−
1
n
)
ξ + c
]
≤ lim
n→∞
(
1−
1
n
)
Eg[ξ] + c = Eg[ξ] + c.
Meanwhile,
Eg[ξ] = Eg[ξ + c− c] ≤ Eg[ξ + c]− c,
thus, Eg[ξ + c] = Eg[ξ] + c. Then g is independent of y follows from Theorem 3.4 (2).
Then we can prove (1) ⇒ (2) similarly as the proof of Corollary 4.3. Therefore, we get (3) from (2)
and Theorem 3.4 (4).
Acknowledgements
The work is supported by the National Key R&D Program of China (Grant No. 2018YFA0703900)
and the National Natural Science Foundation of China (Grant No. 11601280) and the Natural Science
Foundation of Shandong Province of China (Grant Nos. ZR2016AQ11 and ZR2016AQ13).
References
[1] Briand, P., Coquet, F., Hu, Y., Me´min, J., & Peng, S. (2000). A converse comparison theorem
for BSDEs and related properties of g-expectation. Electronic Communications in Probability, 5,
101-117.
[2] Chen, Z. (1998). A property of backward stochastic differential equations. Academie des Sciences
Paris Comptes Rendus Serie Sciences Mathematiques, 326, 483-488.
[3] Chen, Z., & Epstein, L. (2002). Ambiguity, risk, and asset returns in continuous time. Econometrica,
70(4), 1403-1443.
[4] Cohen, S. N., & Elliott, R. J. (2012). Existence, uniqueness and comparisons for BSDEs in general
spaces. The Annals of Probability, 40(5), 2264-2297.
[5] Cohen, S. N. (2012). Representing filtration consistent nonlinear expectations as g-expectations in
general probability spaces. Stochastic Processes and their applications, 122(4), 1601-1626.
[6] Coquet, F., Hu, Y., Me´min, J., & Peng, S. (2002). Filtration-consistent nonlinear expectations and
related g-expectations. Probability Theory and Related Fields, 123(1), 1-27.
20
[7] El Karoui, N., & Huang, S. J. (1997). A general result of existence and uniqueness of backward
stochastic differential equations. Pitman Research Notes in Mathematics Series, 27-38.
[8] Hewitt, E., & Stromberg, K. (2013). Real and abstract analysis: a modern treatment of the theory
of functions of a real variable. Springer-Verlag.
[9] Fan, S., Jiang, L. (2010). A representation theorem for generators of BSDEs with continuous linear-
growth generators in the space of processes. Journal of Computational and Applied Mathematics,
235(3), 686C695.
[10] Fan, S., Jiang, L., Xu, Y. (2011). Representation theorem for generators of BSDEs with monotonic
and polynomial-growth generators in the space of processes. Electronic Journal of Probability, 16(27),
830C834.
[11] Hu, F., & Chen, Z. (2010). Generalized Peng’s g-expectations and related properties. Statistics &
probability letters, 80 (2010), no.(3-4), 191-195.
[12] Jiang, L. (2005). Representation theorems for generators of backward stochastic differential equations.
Comptes Rendus Mathematique, 340(2), 161C166.
[13] Jiang, L. (2005). Representation theorems for generators of backward stochastic differential equations
and their applications. Stochastic Processes and their Applications, 115(12), 1883-1903.
[14] Jiang, L., (2006). Limit theorem and uniqueness theorem of backward stochastic differential equa-
tions. Science in China Series A: Mathematics, 49(10), 1353C1362.
[15] Jiang, L. (2008). Convexity, translation invariance and subadditivity for g-expectations and related
risk measures. The Annals of Applied Probability, 18(1), 245-258.
[16] Liang, G., Lyons, T., & Qian, Z. (2011). Backward stochastic dynamics on a filtered probability
space. The Annals of Probability, 39(4), 1422-1448.
[17] Liu, Y., Jiang, L., Xu, Y. (2008). A local limit theorem for solutions of BSDEs with Mao’ non-
Lipschitz generator. Acta Mathematicae Applicatae Sinica, English Series, 24(2), 329C336.
[18] Lu¨, Q., & Zhang, X. (2013). Well-posedness of backward stochastic differential equations with general
filtration. Journal of Differential Equations, 254(8), 3200-3227.
[19] Lu¨, Q., & Zhang, X. (2015). Transposition method for backward stochastic evolution equations
revisited, and its application. Mathematical Control and Related Fields (MCRF), 5(3), 529-555.
[20] Ma, J., & Yao, S. (2010). On quadratic g-evaluations/expectations and related analysis. Stochastic
Analysis and Applications, 28(4), 711-734.
[21] El Karoui, N., Peng, S., & Quenez, M. C. (1997). Backward stochastic differential equations in
finance. Mathematical finance, 7(1), 1-71.
[22] Pardoux, E., & Peng, S. (1990). Adapted solution of a backward stochastic differential equation.
Systems & Control Letters, 14(1), 55-61.
[23] Peng, S. (1997). Backward SDE and related g-expectation. In: EI Karoui, N., Mazliak, L. (Eds.),
Backward Stochastic Differential Equations. In: Pitman Research Notes in Mathematics Series, vol.
364. Longman, Harlow, pp. 141-159.
21
[24] Gianin, E. R. (2006). Risk measures via g-expectations. Insurance: Mathematics and Economics,
39(1), 19-34.
[25] Yong, J., & Zhou, X. Y. (1999). Stochastic controls: Hamiltonian systems and HJB equations (Vol.
43). Springer Science & Business Media.
[26] Royer, M. (2006). Backward stochastic differential equations with jumps and related non-linear ex-
pectations. Stochastic processes and their applications, 116(10), 1358-1376.
[27] Zheng, S., Li, S. (2015). Representation theorems for generators of BSDEs with monotonic and
convex growth generators. Statistics and Probability Letters, 97, 197-205.
22
