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Практически всегда принятие глобальных решений (управленческих, транс-
портно-логистических, технических, научно-мировоззренческих, военно-политических и 
пр.) связано с поисками компромисса. Как следствие, математические модели, описы-
вающие сущностно нетривиальные явления, не имеют точных решений. Причина в том, 
что сами модели не вполне корректны, либо осознанно (из соображений простоты1), 
либо в связи с отсутствием адекватного понятийного языка и, как следствие, математи-
ческого аппарата2. Есть также неидеальные задачи, в которых ошибки априори неиз-
бежны (например, проверки статистических гипотез). В них можно лишь минимизиро-
вать издержки, связанные с отсутствием точных решений. В связи с изложенным в мате-
матике и информатике актуальна задача поиска псевдорешений, отражающих упомяну-
тый выше компромисс. Проиллюстрируем этот «инструмент» математического модели-
рования на примере систем линейных алгебраических уравнений:  
𝐴𝐴𝐴𝐴 = 𝐵𝐵 есть �1 0 0 10 1 0 10 0 1 1� × �
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
𝑥𝑥4
� = � 4−44 �. 
В связи с поставленной задачей нас не интересует совместно заданная система 
уравнений или нет, так как любую систему уравнений мы всегда можем решить прибли-
жённо, то есть найти её псевдорешения. 
Одним из способов нахождения псевдорешений системы является метод 
наименьших квадратов. Согласно этому методу находят такие псевдорешения 
𝐴𝐴 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛)𝑇𝑇 , при которых функция 
𝐹𝐹(𝐴𝐴) = |𝐴𝐴𝐴𝐴 − 𝐵𝐵|2 = �� 𝑎𝑎𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖 − 𝑏𝑏𝑖𝑖𝑛𝑛
𝑖𝑖=1
�
2𝑚𝑚
𝑖𝑖=1
 
                                                          
1 Например, приближение статистической зависимости корреляционой, а последней ее линей-
ной или нелинейной регрессией.  
2 Использование в статистической физике эргодической гипотезы для «объяснения» суще-
ственно квантовых феноменов классическими средствами. 
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имеет наименьшее значение. Построим функцию )(xF  для заданной задачи: 
𝐹𝐹(𝐴𝐴) = (𝑥𝑥1 + 𝑥𝑥4 − 4)2 + (𝑥𝑥2 + 𝑥𝑥4 + 4)2 + (𝑥𝑥3 + 𝑥𝑥4 − 4)2 = 𝑥𝑥12 + 2𝑥𝑥1𝑥𝑥4 + 3𝑥𝑥42 − 8𝑥𝑥1 +
𝑥𝑥2
2 + 2𝑥𝑥2𝑥𝑥4 + 8𝑥𝑥2 + 𝑥𝑥32 + 2𝑥𝑥3𝑥𝑥4 − 8𝑥𝑥3 − 8𝑥𝑥4 + 48. 
Найдём частные производные 𝐹𝐹(𝐴𝐴) по 𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3 и приравняем их к нулю.  
�
𝑥𝑥1 = 4 − 𝑥𝑥4,
𝑥𝑥2 = −4 − 𝑥𝑥4,
𝑥𝑥3 = 4 − 𝑥𝑥4,
𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 + 3𝑥𝑥4 − 4 = 0. 
Решив полученную систему, найдем множество псевдорешений 
𝐴𝐴 = {4 − 𝑥𝑥4,−4 − 𝑥𝑥4, 4 − 𝑥𝑥4, 𝑥𝑥4}𝑇𝑇. 
Заметим, что первые три уравнения последней системы можно трактовать как па-
раметрическое задание прямой в трехмерном пространстве, где в качестве параметра 
4x  может фигурировать время. При этом упомянутая прямая – траектория равномер-
ного движения точки со скоростью 
2 2 2 2 2 2
1 4 2 4 3 4( ) ( ) ( ) ( 1) ( 1) ( 1) 3v x x x x x x= + + = − + − + − =   . 
Отметим, что нахождение псевдорешений с помощью метода наименьших квад-
ратов сводится к матричному уравнению вида 𝐴𝐴∗𝐴𝐴𝐴𝐴 = 𝐴𝐴∗𝐵𝐵, где матрица 𝐴𝐴∗ – матрица, 
полученная из матрицы 𝐴𝐴 транспонированием и заменой элементов на комплексно-со-
пряжённые. Так как матрица 𝐴𝐴 действительная, то 𝐴𝐴∗ = 𝐴𝐴𝑇𝑇. 
Информация обо всех псевдорешениях содержится в радиус-векторе минималь-
ной длины, заканчивающемся на множестве псевдорешений. Чтобы его определить, 
найдем такое псевдорешение 𝐴𝐴0 = (𝑥𝑥10, 𝑥𝑥20, … , 𝑥𝑥𝑛𝑛0), при котором функция Ф(𝐴𝐴) = |𝐴𝐴|2 =
∑ |𝑥𝑥𝑖𝑖|2𝑛𝑛𝑖𝑖=1  имеет наименьшее значение. Такое псевдорешение называется нормальным, 
ибо кратчайшее расстояние до некривого объекта (заданного системой линейных урав-
нений) измеряется по «перпендикуляру» (в данном случае к упомянутой выше траекто-
рии). Найдём нормальное псевдорешение, составив функцию Ф(𝐴𝐴) = |𝐴𝐴|2 = (4 −
𝑥𝑥4)2 + (−4 − 𝑥𝑥4)2 + (4 − 𝑥𝑥4)2 + 𝑥𝑥42 = 4𝑥𝑥42 − 8𝑥𝑥4 + 48. 
Из условия ее минимума получаем Ф′(𝐴𝐴) = 8𝑥𝑥4 − 8, 8𝑥𝑥4 − 8 = 0,или 𝑥𝑥4 = 1.  
Значит 𝐴𝐴0 = (3,−5,3,1)𝑇𝑇 − нормальное псевдорешение. Его можно найти и из соотно-
шения 𝐴𝐴0 = 𝐴𝐴+𝐵𝐵, где 𝐴𝐴+ – псевдообратная матрица матрицы 𝐴𝐴. 
Любая модель наиболее проста в системе координат, учитывающей симметрию 
описываемого явления. Поэтому дальнейшим шагом решения задачи будет нахождение 
проекции нормального псевдорешения на подпространство правых сингулярных векто-
ров матрицы 𝐴𝐴. 
Согласно определению левые сингулярные векторы матрицы линейного преоб-
разования 𝐴𝐴 – собственные векторы матрицы 𝐴𝐴𝐴𝐴∗, а, соответственно правые сингуляр-
ные векторы – собственные векторы матрицы 𝐴𝐴∗𝐴𝐴. 
Найти собственные векторы линейного оператора – решить матричное уравнение 
вида (𝐴𝐴 − 𝜆𝜆𝜆𝜆)𝐴𝐴 = 0, где 𝜆𝜆 – соответствующее вектору 𝐴𝐴 собственное значение матрицы 𝐴𝐴.  
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Решив матричное уравнение в виде системы однородных уравнений  
�
(2 − 𝜆𝜆)𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 = 0,
𝑥𝑥1 + (2 − 𝜆𝜆)𝑥𝑥2 + 𝑥𝑥3 = 0,
𝑥𝑥1 + 𝑥𝑥2 + (2 − 𝜆𝜆)𝑥𝑥3 = 0  
получим множество собственных векторов (левых сингулярных базисов) заданной мат-
рицы 𝐴𝐴𝐴𝐴∗: 
𝑓𝑓1 = 1√3 (1,1,1)𝑇𝑇,𝑓𝑓2 = 1√2 (1,−1,0)𝑇𝑇 ,𝑓𝑓3 = 1√6 (1,1,−2)𝑇𝑇 , где 𝑓𝑓1,𝑓𝑓2,𝑓𝑓3 − левые сингулярные 
векторы этой матрицы. 
Аналогично отыщем множество правых сингулярных векторов  
𝑒𝑒1 = 12√3 (1,1,1,3)𝑇𝑇 , 𝑒𝑒2 = 1√2 (1,−1,0,0)𝑇𝑇 , 𝑒𝑒3 = 1√6 (1,1,−2,0)𝑇𝑇 , 𝑒𝑒4 = 12 (1,1,1,−1)𝑇𝑇 . 
Определим сингулярные числа как решение следующих матричных уравнений: 
𝐴𝐴𝑒𝑒𝑖𝑖 = 𝜌𝜌𝑓𝑓𝑗𝑗  и 𝐴𝐴∗𝑓𝑓𝑗𝑗 = 𝜌𝜌𝑒𝑒𝑖𝑖 ,   
где 𝑒𝑒𝑖𝑖,𝑓𝑓𝑗𝑗 − соответственно правые и левые сингулярные векторы, 𝜌𝜌 – сингулярные числа 
исходной матрицы. Для матрицы 𝐴𝐴 данной системы множество сингулярных чисел 𝜌𝜌1 =2,  𝜌𝜌2 = 𝜌𝜌3 = 1.   
Векторы 𝑒𝑒𝑖𝑖 образуют ортонормированный базис в пространстве 
)4(X . Это зна-
чит, что 𝐴𝐴0 можно представить разложением  
𝐴𝐴0 = 𝛼𝛼1𝑒𝑒1 + 𝛼𝛼2𝑒𝑒2 + 𝛼𝛼3𝑒𝑒3 + 𝛼𝛼4𝑒𝑒4. 
Обозначим через 1X = 𝛼𝛼1𝑒𝑒1 + 𝛼𝛼2𝑒𝑒2 + 𝛼𝛼3𝑒𝑒3 проекцию 𝐴𝐴0 на подпространство 
)3(X , определяемое векторами 𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3: X1. 
Умножим обе части равенства (*) скалярно на векторы 𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3. Учитывая ортонор-
мированность базиса получим ( ) ( )0 , ,i i i i iX e e e a a= = , или 1 2 3a = , 2 8 2a = − , 
3 8 6a = − .  
Заметим, что 
( ) ( ) ( ) ( )2 2 2 21 2 2 2 02 3 8 2 8 6 44 3 5 3 1X X= + − + − = = + − + + = , ибо 
( ) ( )04 4 1, 3 5 3 1 02a X e= = − + − = , то есть, в базисе правых сингулярных векторов, учи-
тывающих симметрию задачи, нормальному псевдорешению отвечает начальный мо-
мент «времени» 4 0a = , а не промежуточный 4 1 0x = ≠  как в исходном базисе.  
Таким образом, на примере систем линейных алгебраических уравнений проде-
монстрирована идеология и способы построения псевдорешений. Их описание оптими-
зировано переходом к базису правых сингулярных векторов, учитывающих симметрию 
задачи. Для четырехмерного случая найдена проекция нормального псевдорешения на 
подпростарнство трех декартовых координат. Предложены наглядные интерпретации 
полученных результатов. 
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