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a b s t r a c t
Let Ks×m be the completemultipartite graphwith s parts andm vertices in each part. Assign
to each vertex v of Ks×m a list L(v) of colors, by choosing each list uniformly at random from
all 2-subsets of a color set C of size σ(m). In this paper we determine, for all fixed s and
growing m, the asymptotic probability of the existence of a proper coloring ϕ, such that
ϕ(v) ∈ L(v) for all v ∈ V (Ks×m). We show that this property exhibits a sharp threshold at
σ(m) = 2(s− 1)m.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Given a graph G, assign to each vertex v of G a set L(v) of colors (positive integers). Such an assignment L is called a list
assignment for G and the sets L(v) are referred to as lists. We then want to find a proper vertex coloring ϕ of G, such that
ϕ(v) ∈ L(v) for all v ∈ V (G). If such a coloring ϕ exists, then G is L-colorable and ϕ is called an L-coloring. Furthermore, G is
called k-choosable if G is L-colorable for every list assignment L that satisfies |L(v)| ≥ k for all v ∈ V (G).
This particular variant of vertex coloring is known as list coloring and was introduced by Vizing [6] and independently
by Erdős et al. [2].
Consider now the following problem: Assign lists of colors to the vertices of G by choosing for each vertex v, its list L(v)
uniformly at random from all 2-subsets of a color set C = {1, 2, . . . , σ }. The question that we address in this paper is,
informally speaking, how large σ should be (as a function of parameters of the graph G) in order to guarantee that with high
probability there is a proper coloring of V (G)with colors chosen from the lists. We call the property of having such a proper
coloring the 2-choosability property of G.
This problemhas been studied by Krivelevich andNachmias [4,5] for the case of powers of cycles and the case of complete
bipartite graphs where the parts have equal size m. In the latter case they showed that for growing m, the 2-choosability
property exhibits a sharp threshold at σ = 2m.
Let Ks×m denote the complete multipartite graph with s parts andm vertices in each part. In this paper we generalize the
result in [5] and prove that for each fixed s ≥ 3 and growingm, the 2-choosability property of Ks×m has a sharp threshold at
σ = 2(s− 1)m.
Let L be a list assignment for Ks×m, where each list is chosen uniformly at random from all 2-subsets ofC. Denote by p(m)
the probability that Ks×m is L-colorable. We prove the following theorem.
Theorem 1. For any ϵ > 0,
p(m) =

o(1), σ ≤ (2− ϵ)(s− 1)m,
1− o(1), σ ≥ (2+ ϵ)(s− 1)m.
Consider now a graph G on m vertices, with fixed chromatic number χ(G) and independence number α = α(m). Let
L be a list assignment for G, where each list is chosen uniformly at random from all 2-subsets of C. G is a subgraph of a
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complete multipartite graph with χ(G) parts and α(m) vertices in each part. If we denote by pG(m) the probability that G
has an L-coloring, then we have the following corollary to Theorem 1.
Corollary 2. For any ϵ > 0, if σ ≥ (2+ ϵ)(χ(G)− 1)α(m), then pG(m) = 1− o(1).
2. Reformulation
In order to prove Theorem 1 we will use the standard probability space of random graphsG(n, p) and the uniform space
G(n,m). We will also need to consider the space G∗(n,m) consisting of all multigraphs (multiple edges allowed, but no
loops) on n labelled vertices andm edges, and where each such multigraph is equally likely.
The following reformulation of the original problem will prove useful: let L be a list assignment for Ks×m, such that all
lists have size two and each list is a subset of C = {1, 2, . . . , σ }. Define the multigraph G by letting C be its vertex set and
include the edge cjck in E(G) if and only if L(v) = {cj, ck} for some vertex v of Ks×m (multiple edges allowed). If the color
lists are chosen uniformly at random from all 2-subsets of C, then G is a union of randommultigraphs G1, . . . ,Gs, where the
edges of Gi correspond to the lists on the vertices in part i of Ks×m, i = 1, . . . , s. It is easy to see that each Gi is distributed as
G∗(σ ,m). However, for each Gi the expected number of pairs of vertices which are joined by at least two edges isσ
2
 σ
2
+m− 3
m− 2
 σ
2
+m− 1
m
−1
= O(1),
if σ = Θ(m). If we let Zi be a random variable counting the number of pairs of vertices which are joined by at least two
edges in Gi andw(m)→∞ arbitrarily slowly, then
P[Zi ≥ w(m)] → 0 asm →∞,
for each i = 1, . . . , s, by Markov’s inequality. Since we are only interested in the asymptotic behavior of each Gi, we may
simply ignore multiple edges and consider each Gi distributed as G(σ ,m).
Now, define an edge coloring f of G by setting f (e) = i if e ∈ E(Gi), i = 1, . . . , s. Wewill show that Ks×m has an L-coloring
if and only if there is an orientation D of G, such that for any two edges e1, e2 that satisfies f (e1) ≠ f (e2), the corresponding
arcs of D do not have the same head. We call such an orientation of an edge-colored multigraph a color-injective orientation.
For sufficiency, let v be a vertex in part i of Ks×m and suppose that D is a color-injective orientation of G. The list L(v)
corresponds to an edge e of G with f (e) = i. Suppose that the arc a of D corresponding to e is oriented towards a vertex
c in D. Since D is color-injective, no arc corresponding to an edge of another color is oriented towards c in D. We simply
color v with the color c and continue this process for every vertex of Ks×m. Since lists on vertices in different parts of Ks×m
correspond to edges with different colors in G, this procedure will construct an L-coloring of Ks×m. The converse is easily
seen to hold as well.
Given the above reformulation, the following theorem clearly implies Theorem 1.
Theorem 3. Let G1, . . . ,Gs be randomgraphs on the same vertex set, distributed asG(n,m) andwhere the edges of Gi are colored
i, for i = 1, . . . , s. Set G = G1 ∪ · · · ∪ Gs. For any ϵ > 0,
(i) if m ≤ (1− ϵ) n2(s−1) , then with high probability G has a color-injective orientation,
(ii) if m ≥ (1+ ϵ) n2(s−1) , then with high probability G does not have a color-injective orientation.
In the remaining part of the paper we prove this theorem.
3. Proof of Theorem 3(i)
G is the union of s random graphs G1, . . . ,Gs on the same vertex set. Each Gi is distributed as G(n,m) and its edges
are colored i. We will prove Theorem 3(i) assuming that G1, . . . ,Gs are distributed as G(n, p), where p = m( n2 ) . Since the
property of having color-injective orientations is monotone, easy routine calculations show that this implies Theorem 3(i)
(see Proposition 1.13 in [3]). Furthermore, since we will deal with random graphs distributed as G(n, p), our asymptotic
notation and expressions throughout this section (and the remaining part of the paper) is with respect to n.
Thus our task is to show that the probability that G = G1∪· · ·∪Gs has a color-injective orientation tends to 1 as n →∞,
when each Gi is distributed as G(n, p)with p = cn(s−1) , where c is any fixed constant satisfying c < 1.
A proper trail in a multigraph J with an edge coloring f is a sequence of distinct edges e1, . . . , ed of J , such that
f (ei) ≠ f (ei+1) and ei and ei+1 are adjacent, for i = 1, . . . , d − 1. The following lemma provides a sufficient condition
for an edge-colored multigraph to have a color-injective orientation.
Lemma 4. Let J be a multigraph with an edge coloring f . If J has no color-injective orientation, then J contains a submultigraph
F such that
(a) F consists either of two cycles (possibly of length 2) connected by a path (possibly of length 0) or a cycle with a diagonal path,
and
(b) there is a vertex u ∈ V (F) such that all edges of F belong to proper trails with origin u.
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Proof. If J does not admit a color-injective orientation, then it has a smallest submultigraph H that does not admit a color-
injective orientation. Let e = uw be an edge of H . Then H − e has a color-injective orientation D. A proper directed trail in D
is a sequence of distinct arcs a1, . . . , ad, such that the head of ai is the tail of ai+1 and f (ei) ≠ f (ei+1), where ei and ei+1 are
the edges of H − e corresponding to ai and ai+1, respectively, for i = 1, . . . , d− 1. Clearly, if a1, . . . , ad is a proper directed
trail in D, then the corresponding edges of H − e form a proper trail in H − e.
Obviously at least one arc a′ of D, with corresponding edge e′ in H − e satisfying f (e′) ≠ f (e), must be oriented towards
u in D (otherwise we could orient e towards u and get a color-injective orientation of H). Let Au be the set of arcs a in D for
which there is a proper directed trail T from a to u (i.e. from a to some arc a′, whose head is u). Let Eu be the set of edges in
H − e corresponding to the arcs of Au in D.
Case 1. w ∉ V (H[Eu]): H[Eu]must contain a cycle, since if it is a tree, then we can construct a color-injective orientation of
H by changing the direction of all arcs of Au and orienting e towards u.
Consider now the setAw of all arcs a inD forwhich there is a proper directed trail T ′ from a tow inD and let Ew be the set of
edges inH−e corresponding to Aw inD. If V (H[Eu])∩V (H[Ew]) ≠ ∅, thenwe are done, because thenH[Eu∪Ew]+e contains
(at least) two cycles and all edges of Eu∪Ew∪{e} lie on proper trails with origin u. So suppose that V (H[Eu])∩V (H[Ew]) = ∅.
Then, by the same argument as before, H[Ew] contains a cycle, which means that H[Eu ∪ Ew]+ e contains at least two cycles
and clearly, all edges of Eu ∪ Ew ∪ {e} lie on proper trails with origin u.
Case 2.w ∈ V (H[Eu]): By the same argument as in Case 1, H[Eu]must contain a cycle, which makes for a total of at least two
cycles in H[Eu] + e and the result follows similarly as above. 
Remark. As shown above, the problem of finding a color-injective orientation of a particular edge-colored multigraph J is
equivalent to finding a list coloring of Ks×m when the lists have size two. Note then that the technique used for proving
Lemma 4 can be used to construct a polynomial-time algorithm for finding a color-injective orientation of an edge-colored
multigraph, and hence a list coloring of Ks×m when the lists have size two. We can simply start by greedily orienting edges
in J of different colors towards different vertices. Then we might reach the following situation: suppose that we have
constructed a color-injective orientation D of some submultigraph of J . Let e1, e2, e3 = uw ∈ E(J) and a1 and a2 be the
arcs of D corresponding to e1 and e2, respectively. Suppose further that ei is colored ci, i = 1, 2, 3, with c1 ≠ c3 and c2 ≠ c3,
and u and w are the heads of a1 and a2, respectively. Then D cannot be extended to a larger color-injective orientation by
orienting e3 towards u or w. We then try to modify D by considering proper directed trails in D with terminus at u or w, as
described in the proof of Lemma 4.
By Lemma 4, it suffices to show that with high probability G does not contain a submultigraph F consisting of either two
cycles connected by a path or a cycle with a diagonal path, and such that all edges of F belong to proper trails with origin at
a vertex u ∈ V (F). Clearly, such a multigraph F consists of a Hamiltonian path with two additional edges and the number
of such multigraphs on k labelled vertices is bounded from above by k4k!. Moreover, the number of edge colorings of such
a multigraph, which uses at most s colors and such that the colors on the edges alternate along trails with the same origin,
does not exceed s4(s − 1)k−3. Let X be a random variable counting the number of such edge-colored submultigraphs of G.
Using easy first moment calculations we get
P[X > 0] ≤ E[X] ≤
n−
k=2
n
k

k4k!s4(s− 1)k−3pk+1
=
n−
k=2
(n)kk4s4(s− 1)k−3 c
k+1
nk+1(s− 1)k+1
≤ s
4
n(s− 1)4
n−
k=2
k4ck+1 = O(n−1)
∫ ∞
0
x4cxdx = o(1),
since c < 1. This completes the proof of Theorem 3(i).
4. Proof of Theorem 3(ii)
Similarly as in the preceding section we prove Theorem 3(ii) when G is the union of the random graphs G1, . . . ,Gs on
the same vertex set, each Gi is distributed asG(n, p)with p = cn(s−1) , where c is any fixed constant satisfying c > 1, and the
edges of Gi are colored i, i = 1, . . . , s.
Let wn be a function tending arbitrarily slowly to infinity and let Dk be the set of all pairs (C + e, f ), such that C + e
is a cycle with one chord (with no multiple edges) on k labelled vertices chosen from {1, 2, . . . , n} and f is a proper edge
coloring of C + e using (at most) s colors. Set
D =
√
n/wn
k=4
Dk.
Elements ofD will generally be referred to as graphs, although this is not quite correct. We will show that when c > 1 (and
s ≥ 3), then with high probability G contains an element fromD as a subgraph. It is easy to see that such a subgraph does
not have a color-injective orientation and thus with high probability G does not have one either.
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Denote by X a random variable counting the number of subgraphs of Gwhich are inD . Since on k labelled vertices there
are 12 (k−1)! cycles, once such a cycle has been fixed we have k(k−3)2 possible chords and there are at least s(s−1)k−4(s−2)4
proper edge colorings of a cycle with a chord on k labelled vertices, we have
E[X] =
√
n/wn−
k=4
|Dk|pk+1
≥
√
n/wn−
k=4
n
k
 1
2
(k− 1)!k(k− 3)
2
s(s− 1)k−4(s− 2)4pk+1
= s(s− 2)
4
(s− 1)5
√
n/wn−
k=4
(n)k
4nk+1
(k− 3)ck+1
= Ω(1)
√
n/wn−
k=4
k− 3
4n
ck+1, (1)
since k = o(n1/2).
To prove that P[X > 0] = 1 − o(1) we use the second moment method with the inequality due to Chebyshev in the
following form:
P[Y = 0] ≤ Var[Y ]
E[Y ]2 , (2)
valid for all nonnegative random variables Y . Since X is a sum of indicator random variables, we can use the following
approach from [1].
Let X = X1 + · · · + Xd, where each Xi is the indicator random variable for the event that G contains a specific element
from D . Let Ai be the event corresponding to Xi, that is, Xi = 1 if Ai occurs and Xi = 0 otherwise. For indices i, j we write
i ∼ j if i ≠ j and the events Ai, Aj are not independent. Set
∆ =
−
i∼j
P[Ai ∧ Aj].
When i ∼ j, we have
Cov[Xi, Xj] = E[XiXj] − E[Xi]E[Xj] ≤ E[XiXj] = P[Ai ∧ Aj]
and when i ≠ j and not i ∼ j then Cov[Xi, Xj] = 0. Thus
Var[X] ≤ E[X] +∆
and the following proposition follows from (2).
Proposition 5. If E[X] → ∞ and∆ = o(E[X]2), then P[X > 0] = 1− o(1).
It is clear from (1) that E[X] → ∞. To show that the second criterion of Proposition 5 is satisfied requires some delicate
counting which will take up the rest of this section.
We split the sum∆ into five different terms∆ = ∆1 +∆2+∆3 +∆4+∆5. Each∆r is a sum of probabilities P[Ai ∧ Aj],
such that Ai and Aj are dependent events; that is, the events that G contains two distinct properly edge-colored cycles with
chords C1 + e1 and C2 + e2, such that the edges of C1 + e1 and C2 + e2 intersect in various ways according to the following:
if r = 5, then C2 ⊆ C1 + e1. For r = 1, 2, 3, 4 we assume that C2 ⊈ C1 + e1 and
• if r = 1 then e1 ∉ E(C2), e2 ∉ (E(C1) ∪ {e1}),• if r = 2 then e1 ∉ E(C2), e2 ∈ (E(C1) ∪ {e1}),• if r = 3 then e1 ∈ E(C2), e2 ∉ E(C1),• if r = 4 then e1 ∈ E(C2), e2 ∈ E(C1).
It is easy to verify that ∆5 = o(E[X]2). We will show that ∆r = o(E[X]2) for each r = 1, 2, 3, 4. By Proposition 5, we
may then conclude that with high probability G contains some element fromD as a subgraph, which implies Theorem 3(ii).
From now on we assume that C1 contains k labelled vertices, C2 is a cycle on l labelled vertices,
|E(C2) ∩ (E(C1) ∪ {e1})| = t
and that these t edges are distributed among i nontrivial pairwise disjoint paths.
We first determine an upper bound on ∆1. Let g1(i, t) be the number of ways of selecting i nontrivial pairwise disjoint
paths on altogether t edges from C1. Since such a collection of paths contains t + i vertices, we must select another l− t − i
vertices for the rest of C2 + e2. Moreover, if we consider the i paths as vertices in a cycle, then it is easily seen that there are
(l− t − i+ i− 1)!
2
2i = (l− t − 1)!
2
2i
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possible cycles containing the i paths and the additional l − t − i vertices. (The factor 2i is because every path has two
endpoints.) Also note that since the colors on the edges of C2 have to alternate, we can color the edges of C2 + e2 − E(C1) in
at most (s− 1)l−t+1 ways and we thus have the inequality
∆1 ≤
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=1
k−i−
t=1
g1(i, t)
√
n/wn−
l=max{t+i,4}

n− t − i
l− t − i

(l− t − 1)!
2
2i
l(l− 3)
2
(s− 1)l−t+1pl−t+1. (3)
Denote by g2(i, t) the number of ways of selecting i nontrivial pairwise disjoint paths on altogether t edges from C1+ e1,
such that e1 belongs to one of the paths. Similarly as with∆1 it holds that
∆3 ≤
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=1
k−i−
t=1
g2(i, t)
√
n/wn−
l=max{t+i,4}

n− t − i
l− t − i

(l− t − 1)!
2
2i
l(l− 3)
2
(s− 1)l−t+1pl−t+1. (4)
Consider now∆2. We split this sum into three terms∆2 = ∆(1)2 +∆(2)2 +∆(3)2 , where
• ∆(1)2 accounts for the case that i = 1 and both ends of e2 are in the nontrivial common path of C1 and C2,
• ∆(2)2 is the sum of terms corresponding to the case that i ≥ 2 and both ends of e2 are in G[E(C1 ∩ C2)],
• ∆(3)2 is the sum of probabilities of events where at least one of the ends of e2 is not in any of the nontrivial common paths
of C1 and C2.
Suppose first that i = 1 and both ends of e2 are in the nontrivial common path P of C1 and C2. If e2 ∈ E(C1), then clearly P
has length k− 1 (i.e. t = k− 1), there are at most k choices for P and once P has been fixed we have only one candidate for
e2. If, on the other hand, e2 = e1, then we certainly have less than t + 1 choices for P . Hence,
∆
(1)
2 ≤
√
n/wn−
k=4
|Dk|pk+1k
√
n/wn−
l=k

n− k
l− k

(l− k)!
2
2(s− 1)l−k+1pl−k+1 +
√
n/wn−
k=4
|Dk|pk+1
k−1
t=1
(t + 1)
×
√
n/wn−
l=max{t+1,4}

n− t − 1
l− t − 1

(l− t − 1)!
2
2(s− 1)l−tpl−t . (5)
Suppose now that i ≥ 2 and both ends of e2 are in G[E(C1 ∩ C2)]. Then, since e2 ∈ E(C1) ∪ {e1}, there are at most i + 1
ways of choosing e2, once the nontrivial common paths of C1 and C2 have been chosen, and therefore
∆
(2)
2 ≤
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=2
k−i−
t=1
g1(i, t)
√
n/wn−
l=max{t+i,4}

n− t − i
l− t − i

(l− t − 1)!
2
2i(i+ 1)(s− 1)l−tpl−t . (6)
When one or both ends of e2 are not in any of the paths in C1 induced by E(C1 ∩ C2), then since the ends of e2 are in C2,
we have to select either another l− t − i− 1 or l− t − i− 2 vertices to construct C2, once the nontrivial common paths of
C1 and C2, and thereafter e2, have been chosen. In both cases we clearly have at most k− t + 1 candidates for e2 and thus
∆
(3)
2 ≤
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=1
k−i−
t=1
g1(i, t)(k− t + 1)
√
n/wn−
l=max{t+i+1,4}

n− t − i− 1
l− t − i− 1

(l− t − 1)!
2
2i(s− 1)l−tpl−t
+
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=1
k−i−
t=1
g1(i, t)(k− t + 1)
√
n/wn−
l=t+i+2

n− t − i− 2
l− t − i− 2

(l− t − 1)!
2
2i(s− 1)l−tpl−t . (7)
Since n > l,

n−t−i−1
l−t−i−1

>

n−t−i−2
l−t−i−2

and (7) simplifies to
∆
(3)
2 ≤
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=1
k−i−
t=1
g1(i, t)(k− t + 1)
√
n/wn−
l=max{t+i+1,4}

n− t − i− 1
l− t − i− 1

(l− t − 1)!2i(s− 1)l−tpl−t . (8)
We proceed similarly with∆4; this sum is also split into three terms∆4 = ∆(1)4 +∆(2)4 +∆(3)4 , where
• ∆(1)4 accounts for the case that i = 1 and both ends of e2 are in the nontrivial common path of C1 + e1 and C2,
• ∆(2)4 is the sum of terms corresponding to the case that i ≥ 2 and both ends of e2 are in G[E((C1 + e1) ∩ C2)],
• ∆(3)4 accounts for the case that at least one of the ends of e2 is not in any of the nontrivial common paths of C1 + e1 and
C2.
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Suppose first that i = 1 and both ends of of e2 are in the nontrivial common path P of C1 + e1 and C2. If e2 is not adjacent
to e1, then there are less than k choices for the endpoints of P (since they must be adjacent in C1 and e1 ∈ E(P)) and once P
has been fixed, there is only one possible choice for e2. Moreover, let e1 = x1y1 and let k = k1 + k2, where k1 is the length
of one of the paths from x1 to y1 in C1 and k2 is the length of the other path from x1 to y1 in C1. Then, since P contains e1, it
has length k1 or k2; that is, for each choice of C1 + e1, there are integers k1 = k1(C1 + e1) and k2 = k2(C1 + e1), such that P
has length k1 or k2 (i.e. t = k1 or t = k2). If P has length k1 then there are clearly k1 ways of choosing P and if it has length
k2, then we have k2 choices for P .
Suppose now that e2 is adjacent to e1. Then there are 4 candidates for e2 in E(C1) and it is easy to see that for each choice
of e2 and each t , there is (at most) one way to choose the nontrivial common path P of C1 + e1 and C2, such that both ends
of e2 are in V (P) and e1 ∈ E(P). We thus get
∆
(1)
4 ≤
√
n/wn−
k=4
|Dk|pk+1k1
√
n/wn−
l=max{k1+1,4}

n− k1 − 1
l− k1 − 1

(l− k1 − 1)!
2
2(s− 1)l−k1pl−k1
+
√
n/wn−
k=4
|Dk|pk+1k2
√
n/wn−
l=max{k2+1,4}

n− k2 − 1
l− k2 − 1

(l− k2 − 1)!
2
2(s− 1)l−k2pl−k2
+
√
n/wn−
k=4
|Dk|pk+14
k−1
t=1
√
n/wn−
l=max{t+1,4}

n− t − 1
l− t − 1

(l− t − 1)!
2
2(s− 1)l−tpl−t , (9)
where k1 and k2 are not fixed integers but rather depending on the choice of C1 + e1, as mentioned above.
When i ≥ 2 and both ends of e2 are in G[E((C1 + e1) ∩ C2)], then there are at most i + 1 ways to choose e2, once the
nontrivial common paths of C1 + e1 and C2 have been chosen. Hence,
∆
(2)
4 ≤
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=2
k−i−
t=1
g2(i, t)
√
n/wn−
l=max{t+i,4}

n− t − i
l− t − i

(l− t − 1)!
2
2i(i+ 1)(s− 1)l−tpl−t . (10)
Consider now the remaining terms of ∆4, that is, the terms corresponding to the case that at least one of the ends of e2
is not in any of the paths induced by E((C1 + e1) ∩ C2). Arguing similarly as for∆(3)2 above, we may conclude that
∆
(3)
4 ≤
√
n/wn−
k=4
|Dk|pk+1
k/2−
i=1
k−i−
t=1
g2(i, t)(k− t + 1)
√
n/wn−
l=max{t+i+1,4}

n− t − i− 1
l− t − i− 1

(l− t − 1)!2i(s− 1)l−tpl−t . (11)
Lemma 6. g2(i, t) ≤ 4g1(i, t).
Proof. Consider a family F of nontrivial pairwise disjoint paths in C1+e1 and suppose that e1 is in some path of F . Clearly, at
most two out of altogether four edges of C1 which are adjacent to e1, can be in some path of F . Let f1, f2, f3, f4 be the edges of
C1 which are adjacent to e1, where f1 and f2 are adjacent, f3 and f4 are adjacent and f1 and f3 are connected by a path P ⊆ C1,
such that f2, f4 ∉ E(P). We will estimate g2(i, t) and have to consider two different cases.
Let g2A(i, t) denote the number of ways of selecting i nontrivial pairwise disjoint paths on altogether t edges from
C1 + e1 − {f1, f4}, such that one of these paths contains e1. Note that C1 + e1 − {f1, f4} is a path. Let e be any edge of C1.
Obviously C1 − e is isomorphic to C1 + e1 − {f1, f4} and it follows immediately that g2A(i, t) ≤ g1(i, t). By symmetry, the
same argument applies to C1 + e1 − {f2, f3}.
Let g2B(i, t) be the number of ways of selecting i nontrivial pairwise disjoint paths on altogether t edges from C1 + e1 −
{f1, f3}, such that one path contains e1. We will show that g2B(i, t) ≤ g1(i, t).
SetH = C1+e1−{f1, f3}.H consists of a cycleQ1 and a pathQ2. Suppose that E(Q1) = {a1, . . . , ad}, with a1 = e1, E(Q2) =
{ad+1, . . . , ak−1} and that the edges lie in order a1, a2, . . . , ad along Q1 and in order ad+1, ad+2, . . . , ak−1 along Q2. Let C ′1 be
a copy of C1 with edges e′1, e
′
2, . . . , e
′
k and suppose that the edges lie in that order along C
′
1.
Now, consider a family P of i nontrivial pairwise disjoint paths in H containing altogether t edges. For such a family P ,
let E[P ] be the set of edges e in H , such that e is in some path ofP . We will show that for every such familyP in H , there is
a mapΦP : E(H)→ E(C ′1) such that
(a) ΦP (E[P ]) induces a family of i nontrivial pairwise disjoint paths on altogether t edges in C ′1, where ΦP (E[P ]) ={ΦP (e) : e ∈ E[P ]},
(b) if P and P ′ are distinct families of paths in H thenΦP (E[P ]) andΦP ′(E[P ′]) induce distinct families of paths in C ′1.
This will clearly imply the inequality.
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So consider i disjoint nontrivial paths P1, . . . , Pi in H on altogether t edges. SetP = {P1, . . . , Pi}. Suppose, for simplicity,
that a1 ∈ E(P1). Let P1 = ad−γ · · · a1 · · · aδ and define the mappingΦP : E(H)→ E(C ′1) by setting
ΦP (aj) =

e′j, j = 1, . . . , d− γ − 1
e′j−d+k, j = d− γ , . . . , d
e′j−γ−1, j = d+ 1, . . . , k− 1.
It is an easy task to verify thatΦP (E[P ]) induces a family of i nontrivial pairwise disjoint paths on altogether t edges in C ′1.
Moreover, it is not hard to see that for different families of nontrivial disjoint pathsP andP ′ inH,ΦP (E[P ]) andΦP ′(E[P ′])
induce different families of paths in C ′1. Hence, g2B(i, t) ≤ g1(i, t) and, again, the same argument applies to C1+ e1−{f2, f4}.
It follows from the considerations above that g2(i, t) ≤ 4g1(i, t). 
Lemma 7. g1(i, t) ≤

t−1
i−1

ki.
Proof. The first vertex of each path can be chosen in at most k ways. Therefore there are at most ki ways to arrange the i
paths on C1. Furthermore, there are

t−1
i−1

ways to distribute t edges among i paths (this is the number of i-compositions of
t). 
Note that Lemma6, (3) and (4) implies that∆3 ≤ 4∆1. Moreover, it follows from (6), (10) and Lemma6 that∆(2)4 ≤ 4∆(2)2 .
Similarly, from (8), (11) and Lemma 6 we conclude that ∆(3)4 ≤ 4∆(3)2 . Hence, it suffices to show that ∆r = o(E[X]2), for
r = 1, 2, and that∆(1)4 = o(E[X]2).
Claim 8. ∆1 = o(E[X]2).
Proof. Since on k labelled vertices there are 12 (k−1)! cycles, once such a cycle has been fixedwe have k(k−3)2 possible chords
and there are less than s(s− 1)k proper edge colorings of such a graph, we have
|Dk| ≤
n
k
 1
2
(k− 1)!k(k− 3)
2
s(s− 1)k. (12)
Combining this and Lemma 7 with (3) we, after some simplifications, arrive at
∆1 ≤ ss− 1
√
n/wn−
k=4
k− 3
4n
ck+1
k/2−
i=1
k−i−
t=1
(t − 1)i−1
(i− 1)! c
−tki
√
n/wn−
l=max{t+i,4}
(l− t − 1)i−1
4ni+1
2il(l− 3)c l+1. (13)
Since c > 1
∞−
t=1
(t − 1)i−1c−t = (i− 1)!

c−1
1− c−1
i
, (14)
and (13) simplifies to
∆1 ≤ ss− 1
√
n/wn−
k=4
k− 3
4n
ck+1
√
n/wn−
l=4
l− 3
4n
c l+1
√
n/wn−
i=1

2c−1
1− c−1
i
(kl)i
ni
.
Since k, l ≤
√
n
wn
, we infer from (1) that
∆1 ≤ ss− 1
√
n/wn−
k=4
k− 3
4n
ck+1
√
n/wn−
l=4
l− 3
4n
c l+1
∞−
i=1

2c−1
1− c−1
i
w−2in
= o(E[X]2). 
Claim 9. ∆(j)2 = o(E[X]2), for j = 1, 2, 3, and∆(1)4 = o(E[X]2).
Proof. Using (12) we may rewrite (5) as
∆
(1)
2 ≤
s
s− 1
√
n/wn−
k=4
(k− 3)k
4n
√
n/wn−
l=4
c l+2
n
+ s
s− 1
√
n/wn−
k=4
k− 3
4n
ck+1
k−1
t=1
(t + 1)c−t
√
n/wn−
l=4
c l
n
,
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and since
√
n/wn−
k=4
(k− 3)k
4n
= o(E[X]),
√
n/wn−
l=4
c l
n
= o(E[X]) and
∞−
t=1
(t + 1)c−t = O(1),
it follows that∆(1)2 = o(E[X]2).
Proceeding similarly for∆(2)2 , using Lemma 7, (12) and (14) and simplifying (6) yields
∆
(2)
2 ≤
s
s− 1
√
n/wn−
k=4
k− 3
4n
ck+1
√
n/wn−
l=4
l
2n
c l
√
n/wn−
i=2

2c−1
1− c−1
i
(i+ 1) l
i−2ki
ni−1
= o(E[X]2),
because k, l ≤
√
n
wn
and
∞−
i=2

2c−1
1− c−1
i
(i+ 1)w2−2in = o(1).
As regards∆(3)2 , (8) simplifies to
∆
(3)
2 ≤
s
s− 1
√
n/wn−
k=4
k− 3
4n
ck+1
√
n/wn−
l=4
l
n
c l
√
n/wn−
i=1

2c−1
1− c−1
i li−1ki+1
ni
= o(E[X]2),
similarly as before.
Consider now the sum∆(1)4 . Using (12) and rewriting (9) yields
∆
(1)
4 ≤
s
s− 1
√
n/wn−
k=4
k− 3
4n
ck+1
√
n/wn−
l=4
c l
n
k1
ck1
+ s
s− 1
√
n/wn−
k=4
k− 3
4n
ck+1
√
n/wn−
l=4
c l
n
k2
ck2
+ s
s− 1
√
n/wn−
k=4
k− 3
4n
ck+1
k−1
t=1
4c−t
√
n/wn−
l=4
c l
n
,
and since the function h(x) = xc−x (defined for every real number x) is bounded for every fixed c > 1, it follows, similarly
as above, from (1) that∆(1)4 = o(E[X]2). 
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