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ABSTRACT
We present the first galaxy counts at 18 microns using the Japanese AKARI satellite’s
survey at the North Ecliptic Pole (NEP), produced from the images from the NEP-
Deep and NEP-Wide surveys covering 0.6 and 5.8 square degrees respectively. We
describe a procedure using a point source filtering algorithm to remove background
structure and a minimum variance method for our source extraction and photometry
that delivers the optimum signal to noise for our extracted sources, confirming this by
comparison with standard photometry methods. The final source counts are complete
and reliable over three orders of magnitude in flux density, resulting in sensitivities
(80 percent completeness) of 0.15mJy and 0.3mJy for the NEP-Deep and NEP-Wide
surveys respectively, a factor of 1.3 deeper than previous catalogues constructed from
this field. The differential source counts exhibit a characteristic upturn from Euclidean
expectations at around a milliJansky and a corresponding evolutionary bump between
0.2-0.4 mJy consistent with previous mid-infrared surveys with ISO and Spitzer at 15
and 24 microns. We compare our results with galaxy evolution models confirming the
striking divergence from the non-evolving scenario. The models and observations are
in broad agreement implying that the source counts are consistent with a strongly
evolving population of luminous infrared galaxies at redshifts higher than unity. In-
tegrating our source counts down to the limit of the NEP survey at the 150 microJy
level we calculate that AKARI has resolved approximately 55 percent of the 18 micron
cosmic infrared background relative to the predictions of contemporary source count
models.
Key words: Infrared: source counts, Surveys – Cosmology: source counts – Galaxies:
evolution.
1 INTRODUCTION
At least half the radiative energy output from star formation
throughout the history of the Universe has been intercepted
and absorbed by dust, which re-radiated the energy in the
infrared (Hauser et al. (1998), Lagache & Puget (2000),
⋆ For further information please contact Chris Pearson
(chris.pearson@stfc.ac.uk)
Franceschini et al. (2001)). This emphasizes the requirement
for large galaxy surveys and galaxy source counts at infrared
to submillimetre wavelengths to determine the statistical
properties of the dominant contributing sources. The peak
in the dusty star formation emission lies in the wavelength
region between 50-200µm, however the observational con-
straints and difficulties in the far-infrared to submillimetre
due to detector array size, instrumental effects, resolution,
etc, together with the fact that a significant fraction (∼40%)
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of the luminosity in star forming galaxies is radiated in the
mid-infrared region from 5-50µm, has led to a string of suc-
cesses for mid-infrared space observatories.
The many surveys carried out at 15µm with the In-
frared Space Observatory (ISO, e.g. Elbaz et al. (1999),
(2002)) revealed a rapidly evolving population of star-
forming galaxies from redshifts ∼0.4 – 1 (e.g. Serjeant et al.
(2000)). These sources required strong evolution that was
unexpected from either optical surveys or previous surveys
in the infrared, requiring a reassessment of galaxy evolution
models (e.g. Pearson (2001)). With the launch of Spitzer
in 2003, and the superb performance of the MIPS 24µm
band, the higher redshift (z=1-3) Universe became acces-
sible, confirming the strong evolution of the mid-infrared
population (Papovich et al. (2004), Marleau et al. (2004),
Chary et al. (2004)). The first surveys at 24µm provided
stronger constraints on models that tracked the evolving
galaxy population at high redshifts. These surveys led to
a revision in galaxy evolution models which had failed to
predict such a strongly evolving population at high red-
shifts (e.g. Xu et al. (2003), Chary & Elbaz (2003), King
& Rowan-Robinson (2003), Lagache et al. (2003)). Pear-
son (2005) produced models that simultaneously fit both
the counts at 15 and 24µm commenting that the assumed
galaxy spectra and evolution mode were important factors in
modelling the mid-infrared source counts. The mid-infrared
spectra of galaxies is dominated by the emission and ab-
sorption from dust features at 3.3, 6.2, 7.7, 8.6, 9.7, 11.3
and 12.7 µm which complicate the evolutionary modelling
(Takagi et al. 2012) and small changes in the assumed mid-
infrared spectra can result in large effects on the resulting
counts (Lagache et al. 2004). Given the sensitive nature of
the mid-infrared, it is extremely important to provide sur-
veys in additional bands in order to constrain the evolution
of the dusty galaxy population to high redshift and to un-
ravel the spectral and evolutionary contributions.
The AKARI satellite (Murakami et al. 2007) was a
Japanese space mission dedicated to infrared astrophysics
and was launched on board JAXA’s M-V8 Launch Vehicle
on February 22, 2006 (Japan Standard Time). AKARI had
a 68.5 cm cooled telescope with two focal plane instruments,
the Far-Infrared Surveyor (FIS) (Kawada et al. 2007) and
the Infrared Camera (IRC). The IRC consists of three cam-
eras, the IRC-NIR, MIR-S and MIR-L covering 1.7– 26µm in
9 mid-infrared bands (seven narrow bands at 2.4, 3.2, 4.1, 7,
11, 15, 24µm and two additional wide bands at 9 and 18µm
) with fields of view (FoV) of 10′ × 10′ (Onaka et al. 2007).
Although the NIR/MIR-S cameras share the same field of
view, the MIR-L camera is separated on the sky by 20 ar-
cmins. AKARI observations are segregated into Large Sur-
veys (LS) and guaranteed time Mission Programs. Due to
the Sun-synchronous nature of AKARI’s orbit, deep or wide
surveys are naturally constrained to high ecliptic latitudes
and optimally at the opposing North and South Ecliptic
Poles. The largest guaranteed time LS programs have been
carried out at the South Ecliptic Pole (the AKARI survey
of the Large Magellanic Cloud Ita et al. (2008), (2012), and
North Ecliptic Pole (The AKARI NEP extragalactic survey,
Matsuhara et al. (2006)).
The NEP survey consists of a two tiered survey of over-
lapping but not concentric circular areas: a deep central re-
gion covering ∼ 0.6 square degrees, centred on RA=17h56m,
Dec.=66d37m, hereafter referred to as the NEP-Deep sur-
vey (Wada et al. 2008) and a shallow surrounding region
covering ∼ 5.8 square degrees centred on the NEP, here-
after referred to as the NEP-Wide survey (Lee et al. 2009).
The NEP survey has also been targeted by ESA’s Herschel
Space Observatory (Pilbratt et al. 2010) for a survey at far-
infrared to sub millimetre wavelengths (Serjeant et al. in
preparation, Pearson et al. in preparation) and is a candi-
date for the Euclid deep field (Serjeant et al. 2012)
In this paper we report on the construction of the
AKARI-IRC 18µm band (the L18W band covering the
wavelength range 13.9 – 25.6µm) photometry and source
counts for both the NEP-Deep and NEP-Wide surveys. The
width of the L18W band (encompassing both the ISO 15µm
and Spitzer 24µm bands) makes these surveys less sensitive
to the passage of individual dust features through the pass
band. In this work we concentrate on advanced image pro-
cessing, source extraction and photometry for the NEP-Deep
survey in order to obtain a robust catalogue with optimal
flux densities for sources down to faint levels. In Section 2 we
summarize the observations and data reduction. In Section 3
we discuss our re-processing of the original images, and our
source extraction method. We discuss the photometry of our
extract sources in Section 4 and compare this with standard
aperture photometry techniques. Finally, we construct the
source counts at 18µm in the AKARI L18W band for both
the NEP-Deep and NEP-Wide surveys in Section 5. The
conclusions are given in Section 6. Throughout this work we
assume a Hubble constant of H0 = 72 kms
−1Mpc−1 and
density parameters of ΩM = 0.3 and ΩΛ = 0.7 from mat-
ter and the Cosmological Constant respectively, so as to be
consistent in comparing with previous studies in the same
field.
2 THE NEP SURVEY AT 18 MICRONS
2.1 Observations
The NEP-Deep survey at 18µm in the IRC-L18W band is
constructed from a total of 87 individual pointed observa-
tions taken between May 2006 to August 2007, using the
IRC Astronomical Observing Template (AOT) designed for
deep observations (IRC05), with approximately 2500 second
exposures per IRC filter in all mid-infrared bands. The deep
imaging IRC05 AOT has no explicit dithering built into the
AOT operation, therefore dithering is achieved by layering
separate pointed observations on at least three positions on
a given piece of sky (as exemplified in the middle panel of
Figure 3, see Wada et al. (2008) for details). The NEP-Wide
survey consists of 446 pointed observations with ∼300 sec-
ond exposures for each filter. The NEP-Wide survey uses the
shallower IRC03 AOT optimized for large area multi-band
mapping with the dithering included within the AOT. Note
that for both surveys, although images are taken simulta-
neously in all three IRC channels, the target area of sky in
the MIR-L channel is offset from the corresponding area of
sky in the NIR/MIR-S channel by ∼20 arcmin. However, the
spiral tiling pattern of the NEP survey allows for a 100% fill-
ing factor for all channels as the satellite field of view rotates
about the NEP over a period of around six months creating
a circular survey area. The final L18W band images for the
c© 0000 RAS, MNRAS 000, 1–15
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Figure 1. Top-left: The original standard pipeline processed L18W image of the NEP-Deep survey adapted from Wada et al. (2008). Top-
right: The original standard pipeline processed L18W image of the NEP-Wide survey adapted from Lee et al. (2008). bottom left: Power
spectrum of the original NEP-Deep survey L18W image. The power spectrum is rather steep indicating a large amount of structure in the
background with significant features. bottom right: The Power spectrum of the original NEP-Wide survey L18W image. The background
of the NEP-Wide survey image appears much flatter without artefacts. The straight line fits represent the fit to the power spectrum of
the background over the wave number range defined by the upper horizontal bar.
NEP-Deep and NEP-Wide have been previously presented
in Wada et al. (2008) and Lee et al. (2009) respectively and
are adapted for this work in Figure 1.
2.2 Data Reduction
The data were reduced by the standard IRC imaging
pipeline, version 20071017 within the IRAF environment
(Lorente et al. 2007). The pipeline processes individual ex-
posure frames (approximately 600 secs containing ∼30
frames per pointing for AOT IRC05) correcting basic in-
strumental effects, performing dark subtraction and flat-
fielding using the AKARI standard super-dark and flat
frames respectively. It is known that AKARI observations
suffer from contamination from diffuse light due to Earth
shine in the Summer months, and although the background
of each frame is removed by subtracting the self-median im-
age, the condition still results in the rejection of frames,
especially in the MIR-L bands (15, 18, 24µm). The individ-
ual frames are co-added to make the image for an individual
pointed observation using the average pixel values rather
than the median to optimize the signal-to-noise. Cosmic ray
events, etc, are also removed at this stage using an outlier
clipping technique. The output from the standard pipeline
is thus a set of individual 10 × 10 arcmin pointing tiles
that are then mosaiced using the the publicly available soft-
ware SWarp1, after attaching the world coordinate system
(WCS) on each image. Note that the AKARI pipeline calcu-
lates astrometry by matching bright stars in the image with
corresponding sources in the 2MASS star catalogue. How-
1 http://terapix.iap.fr/rubrique.php?id rubrique=49
c© 0000 RAS, MNRAS 000, 1–15
4 C. Pearson et al.
0.0001 0.0010 0.0100 0.1000 1.0000
Wavenumber [/PIXEL]
10-10
10-8
10-6
10-4
10-2
Po
w
er
Figure 2. Top-left: The masked image of the NEP-Deep survey image, with the mask primarily covering the edges of the image and
the area around the bright Cat’s Eye Nebula. Top-right: Window-function-corrected Power Spectrum of the image plus mask region
showing a shallower power spectrum and the removal of the features at large wavenumber. The straight line fits represent the fit to the
power spectrum of the background over the wave number range defined by the upper horizontal bar. The window-function-corrected
power spectra look like a slightly non-white power spectrum, with a turn over at small scales (large wavenumbers) caused by the PSF, or
equivalently caused by the diffraction limit of the telescope. We fit to the power spectrum at a scale before the contribution from PSF.
ever for observations taken with the IRC MIR-L channel,
the number of bright stars are often insufficient to correctly
calculate the shift and rotation of the image to match the
2MASS data, therefore the data taken simultaneously in the
AKARI MIR-S/NIR channel is used to project the correct
astrometry onto the MIR-L images.
3 POST PROCESSING OF THE NEP L18W
BAND IMAGE
3.1 Image Processing
The original NEP Deep L18W image exhibits some struc-
ture where either data was lost or corrupted, and where
the mosaicing was less than perfect especially at the edges
and centre of the image. In addition the Cat’s Eye Neb-
ula (NGC 6543) at 17h58m33.4s +66◦37m59s with a 25µm
flux density of 110 Jy (Moshir et al. 1990) dominates the left
portion of the image affecting the surrounding area. After-
images from detector hysteresis are apparent in a clockwise
direction from NGC 6543. Such structure may considerably
hinder effective source extraction, therefore in order to visu-
alize the degree of structure in the NEP images we measure
the power spectrum of both the NEP-Deep and NEP-Wide
images. The original images and associated power spectra
are shown in Figure 1 for the NEP-Deep left and NEP-Wide
right images. Optimally we would prefer as flat a background
as possible over a large range in wavenumber, as can be seen
to be the case for the NEP-Wide survey. However, the power
spectrum of the NEP-Deep image shows significant structure
with a steeper spectrum.
We assume that much of the structure in the NEP-Deep
image is contributed by the influence of the Cat’s Eye Neb-
ula and the edges of the image. We therefore mask the edges
of the image and create a circular mask around the Cat’s Eye
Nebula region. In Figure 2 we show the NEP-Deep image
with mask cut out with the corresponding power spectrum.
From the Figure it can indeed be seen that most of the
structure seen originates from the suspected regions and we
therefore multiply the image by this binary mask. The re-
sulting power spectrum, although not perfect, is significantly
smoother and shallower, more closely resembling the NEP-
Wide power spectrum. Note that the drop off in the power
spectrum to higher wave numbers is not in fact caused by
additional structure in the map but rather due to the con-
volution of the map with the PSF (since the Fourier Trans-
form of a convolution is equivalent to a multiplication, we
see a drop off at larger wavenumbers). We therefore fit to
the power spectrum at a scale before the contribution from
PSF.
In order to recover the point sources from the struc-
tured background we apply a technique known as Wiener
filtering developed originally for CMB decontamination
to remove point sources (Vio et al. 2002). In the spirit of
”one persons’ signal being anothers’ noise” and vice-versa,
this technique was reversed to filter IRAS sources from
images with a structured background (Hwang et al. 2007).
Conceptually simple, the Wiener filtering presumes that for
a given point spread function F , a Gaussian background
with power spectrum Pk with wave number k, and Fourier
transforms denoted by a tildes, ∼, the Fourier transform
of the minimum-variance point source filter is simply given
by F˜Wiener ∝ F˜Pk . The Wiener filter algorithm returns
the optimal signal-to-noise point source filter from the
power spectrum and filters the background in Fourier
space producing a point source filtered image. The optimal
filter superficially resembles a Mexican Hat wavelet with
the central positive peak slightly narrower than the point
spread function. The Wiener filtering algorithm is also
performed on the NEP-Wide image producing point source
filtered images and more importantly, optimal point source
detection smoothing kernels for both the NEP-Deep and
c© 0000 RAS, MNRAS 000, 1–15
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Figure 3. Result of the convolution of the original L18W image with the optimal noise-weighted (minimum χ2) point source filter using
the PSF supplied from the Wiener filtering process. From top to bottom, the PSF convolved image, noise map and signal to noise image.
The right panels show magnified portions of the same images for detail.
NEP-Wide images. 3.2 Source Extraction
Our source extraction is carried out by convolving our im-
age+mask in Figure 2 with the optimal point source filter
produced from the Wiener filtering algorithm. We use the
c© 0000 RAS, MNRAS 000, 1–15
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method of Serjeant et al. (2003) which was originally ap-
plied to submillimetre SCUBA surveys. This method op-
erates on the premise that for a raw image I with noise
level, N and weight map W = 1/N2, the best-fit optimal
noise-weighted minimum χ2 point source flux density, S,
anywhere in the map, assuming a given point spread func-
tion F , is given by S = (I × W )⊗F )/(W ⊗F 2), where⊗
denotes a convolution. The errors on the fluxes are given
by ∆S = (W
⊗
F 2)−1/2. Bad pixels in the image can easily
be dealt with by assigning arbitrarily high noise values to
them, removing the need for a separate interpolation stage
or replacement of bad pixels with local mean values. The
rebinning in the final image mosaicing stage nevertheless
induces correlations between the pixels prior to the convolu-
tion, which results in an under-estimated noise value in the
point source filtered map. We therefore re-scaled the noise
values of the filtered map to ensure the core of the signal-
to-noise histogram had a unit variance. The results of the
convolution of the original L18W image with the optimal
point source filter are shown in Figure 3 with from top to
bottom, the PSF convolved image, noise map and signal to
noise image. These resulting maps give the best-fit flux and
best-fit errors at any given point in the maps. Also shown
in Figure 3 are magnified selections of the same sub-region
in each map for closer inspection. One can see in some in-
stances the dark rings around some sources produced by the
optimal PSF.
Sources are then extracted by a thresholding technique
performed on the signal to noise image where by sources
are selected from diminishing thresholds from a S/N of 10σ
down to 5σ by selecting a source as a number of connected
pixels above a given S/N threshold. In this technique, double
peak sources with differing S/N occupying connected pixel
positions in the image can be distinguished by successively
lower S/N thresholds allowing effective selection and extrac-
tion of individual peaks as individual sources (e.g. Mortier
et al. (2005)). The best-fit flux (in raw counts) for each
extracted source is given by the value in the convolved im-
age at the extracted source position and the corresponding
errors from the values in the noise map.
4 PHOTOMETRY
4.1 Calibration of the minimum variance method
The final products processed by the standard IRC
pipeline are produced as images calibrated in instrumen-
tal units (ADU). The AKARI IRC Instrument manual
(Lorente et al. 2007) provides conversion factors from the
raw instrument ADU units to Jy. For the L18W band the
conversion factor of ADU/s to µJy for point sources is 1ADU
= 1.148 µJy. This conversion factor is based on aperture
photometry of standard stars assuming for the L18W band
a 7.5 pixel radius for the flux measurement and a surround-
ing annulus from 7.5-12.5 pixels for the sky measurement
(Tanabe et al. 2007). Clearly, this conversion factor is not
applicable for our optimum PSF convolved minimum vari-
ance algorithm and indeed using this conversion factor yields
meaningless results for the source fluxes.
Therefore, we returned to the original calibration stars
in order to calculate the appropriate conversion factors for
our photometry method. The full list of calibration stars
used for the AKARI flux calibration is given in Tanabe et al.
(2007). Although, each calibration star was observed in ded-
icated pointing observations, we note that three of these cal-
ibration stars actually lie within the NEP-Wide field itself,
namely BD+66 1073, KF01T4 & BD+66 1060. Therefore
for comparison, we reprocessed the raw data from these in-
dividual calibration star observations using exactly the same
method previously applied to the NEP L18W images in or-
der to produce identically reduced images. We then com-
pared the results with the measured signal from the same
calibration stars within the NEP image itself.
We use the optimal PSF calculated from the Wiener Fil-
tering, from the NEP image and convolve it with the stan-
dard star image (i.e. we perform exactly the same procedure
on the standard stars as we have done on the NEP image).
The thresholding is then made for all sources on the stan-
dard star image. We use a Digital Sky Survey (DSS2) image
to locate our standard stars in the IRC image and measure
the raw counts given by the minimum variance source ex-
traction.
Comparing the raw counts with the expected calibra-
tion flux presented in Tanabe et al. (2007), using the spec-
tral models of Cohen et al. (1996), (1999), (2003a), (2003b),
should provide a new conversion factor applicable to our
minimum variance source extraction method. However, we
note that the measured signal in instrumental units varies
for each standard star depending on whether it was mea-
sured in the individual image or the NEP image itself by up
to 10%. This can be understood in part by the fact that the
optimal filter was explicitly derived for the NEP field.
In addition to our optimum filter specifically applicable
to the NEP images, we have also carried out photometry
on the three standard stars in both the individual calibra-
tion images and the NEP image with two other methods for
illustration. We have used both the SExtractor algorithm
(Bertin & Arnouts 1996) and the APER routine inside IDL3
to carry out aperture photometry utilizing the same param-
eters as those for the standard star calibration and the initial
data reduction of the NEP region carried out by Wada et
al. (2008), Takagi et al. (2012) (i.e. 7.5 pixel radius aper-
ture for the flux and a surrounding 5 pixel annulus for the
sky. Again we note, to lesser degree a discrepancy in the
signal measured for the stars depending on the field (indi-
vidual calibration field or the NEP field) of the order of 6%
and 2% for the SExtractor and APER routines respectively.
Although these discrepancies are consistent with the ±6%
absolute flux calibration quoted by Tanabe et al. (2007), we
conservatively conclude to calculate our conversion factors
using the measurements of the standard stars within the
NEP image itself, as shown in Table 1.
From Table 1 we see that in general the results for
the individual calibration stars are in reasonable agreement
within any given method to a few percent. However, the re-
sults from different methods can differ significantly. Exam-
ining the errors also show us that in general we are obtaining
a better signal to noise for any given measurement for the
2 http://archive.stsci.edu/dss/
3 Interactive data Language: http://www.exelisvis.com/ProductsServices/IDL.aspx
c© 0000 RAS, MNRAS 000, 1–15
The First Source Counts at 18 microns 7
Table 1. Raw counts to flux density conversion factors for photometry methods calculated from AKARI calibration stars. Note that
a comparison of the actual scaling factors is meaningless and it is the percentage errors that are significant. The Wiener filtered PSF
providing the lowest error margin.
Calibration Star Flux Density Wiener Filter PSF APER SExtractor
(milli-Jansky) raw counts to micro-Jansky conversion factor
BD+66 1073 13 6.329 ±0.55% 1.328 ±1.41% 1.369 ±1.12%
KF01T4 8.16 6.397 ±0.86% 1.218 ±1.61% 1.333 ±1.56%
BD+66 1060 26.4 6.427 ±0.24% 1.104 ±0.69% 1.117 ±0.38%
Table 2. Final conversion factors from raw counts to micro-
Janskys for the photometry methods tested in Table 1. Note that
a comparison of the actual scaling factors is meaningless and it
is the percentage errors that are significant. The Wiener filtered
PSF providing the lowest error margin of the three methods.
Photometry Method Counts to µJy conversion factor
Wiener PSF 6.384 ±1.06%
APER 1.217 ±2.34%
SExtractor 1.273 ±1.96%
minimum variance methods compared to the aperture pho-
tometry methods.
In Table 2 we calculate the appropriate conversion fac-
tor for each of our photometry methods by calculating the
mean of the conversion factors from each calibration star.
For our minimum variance source extraction assuming the
optimal filter we arrive at a conversion factor of 1ADU =
6.38µJy. From the Table it can be seen that the appropriate
conversion factor is sensitive to the method of photometry.
Note that the values obtained using the APER and SEx-
tractor aperture photometry methods are within 5-6% of
the value derived for the AKARI IDUM = 1.146 ±4.6%,
also derived via aperture photometry.
A closer comparison with the aperture photometry
methods again emphasizes the improvement in signal to
noise gained by using the minimum variance point source ex-
traction algorithm, with typical errors being ∼2 times better
than the aperture photometry results.
4.2 Verification of the minimum variance method
As a test of our photometry methods we have taken our cat-
alogue produced using the minimum variance source extrac-
tion method and compared it with the catalogues produced
by Wada et al. (2008). This L18W catalogue was produced
as a product of the general mass processing of the NEP-Deep
data set using SExtractor to identify the sources. Aperture
photometry was performed on the extracted sources using a
7.5 pixel (18′′) radius for the photometry and a sky annulus
of 7.5 –12.5 pixels. Wada et al. (2008) quote a 5σ sensitiv-
ity of 0.121mJy and an 80% completeness limit of 0.2mJy
in the L18W band. We cross-correlated the two catalogues
using the publicly available TOPCAT software4 assuming
a separation for matching sources of 5′′ which corresponds
to approximately 2 pixels on the image, achieving ∼4000
unique matches. In Figure 4 (top-panel) we show the result-
ing flux density comparison for the sources found in both
4 http://www.star.bris.ac.uk/ mbt/topcat/
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Figure 4. A comparison of the photometry results given by the
minimum variance source extraction method and the flux densi-
ties from the results of Wada et al. (2008) using SExtractor. All
sources are marked as being >5σ in both catalogues.
catalogues (all sources are marked as being >5σ in both
catalogues). We find a reasonable agreement between both
source extraction and photometry methods at least down
to the mJy level, although a slight underestimation of the
SExtractor fluxes in the Wada et al. (2008) estimates is vis-
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Figure 5. Results for photometry from Monte Carlo simulations
injecting artificial sources of flux density 10mJy into the original
NEP Deep image. Results are shown for photometry using the
PSF fitting from the minimum variance filter method (tall nar-
row line in red) compared to conventional aperture photometry
(lower line in blue). Although the extracted fluxes agree, note the
significant dispersion of the fluxes measured via aperture photom-
etry about the mean, compared to the minimum variance filter
method.
ible. At fainter fluxes we observe a large scatter between
the two catalogue fluxes. Note that from postage stamps
shown in Figure 7, their are examples from the catalogue of
Wada et al. (2008) where two or more entries are associated
around a single brighter source resulting in fainter flux den-
sity estimates compared to the single source extracted by
the minimum variance method.
In addition we also make the same comparison with the
NEP-Wide catalogue of Kim et al. (2012) finding a total
of 9800 matches using the same search criteria. The results
are shown in the bottom-panel of Figure 4 and confirm the
consistency of the photometry derived from the minimum
variance filter PSF.
We also investigated any effect on the photom-
etry due to the differences in the PSF derived from
the Weiner filtering on the calibration stars since
the wide AKARI filters may result in broader PSFs
for red sources than for blue sources like stars. Note
that a PSF modeller for AKARI not available, how-
ever we have used the Spitzer STINYTIM 5 soft-
ware for computing PSF models to investigate the
effects of different spectral energy distributions on
the PSF. Using STINYTIM, assuming a FWHM for
the AKARI IRC L18W band the software predicts a
negligible difference (1.2%) between the simulated
PSFs of a star sampled on the RayleighJeans tail
and a νFν = constant spectrum typical of galaxies
in the mid-infrared.
5 http://irsa.ipac.caltech.edu/data/SPITZER/docs/
dataanalysistools/tools/contributed/general/stinytim/
As a further test of our method and photometry we
carried out a series of Monte-Carlo simulations. Artificial
sources were injected into the original NEP-Deep image in
Figure 1 (top-left-panel) at regular spaced intervals at pre-
determined positions so as not to be contaminated by real
existing sources. Source extraction and aperture photometry
using the same method described in Wada et al.(2008) was
then carried out. Following this, the simulated map was con-
volved with our optimal point source PSF derived from the
match filter technique and again the sources were extracted
and photometry made on the convolved map. This process
was repeated 1000 times for any given flux density and the
flux density of the simulated sources was varied between 1
and 100mJy. In Figure 5 we show a representative exam-
ple from the simulation of artificial sources with truth flux
density of 10mJy. Both the matched filter and aperture pho-
tometry successfully recover the artificial source flux density,
however the fluxes as measured by the matched filter are
much more tightly constrained around the truth flux den-
sity of 10mJy compared to the fluxes measured by aperture
photometry which exhibit a much broader spread of values.
In order to estimate the accuracy of the errors we cre-
ated a noise histogram from our optimal PSF convolved
noise map. The noise histogram is shown in the left panel of
Figure 6. The signal to noise in the noise histogram has a
unit variance implying that the noise is reliably estimated.
Recall that in the case of our minimum variance source ex-
traction method, the noise was rescaled after convolution.
Note that the process of mosaicing the individual pointings
together also involves a degree of resampling, inducing cor-
relations between the signal in neighbouring pixels, and this
raises a concern about the accuracy of the errors in the mass
processed catalogue.
Therefore, as a test for excess noise in the method im-
plemented by Wada et al. (2008) we plot in the middle panel
of Figure 6 the quantity (SWiener−SSXT)/
√
σ2
Wiener
+ σ2
SXT
,
where the S and σ values correspond to the Wiener (mini-
mum variance) and SXT (SExtractor) methods respectively.
Two independent measurements would give σ=1 if the
noise estimates were correct or sigma>1 if the noise has
been under-estimated in the latter method. It can be seen
that although from Figure 4 our measured flux densities
reassuringly correlate strongly with the SExtractor result,
from the middle panel in Figure 6, the noise in the Wada et
al. mass processed catalogue has been underestimated (i.e.
we see a standard deviation of 2.6438 rather than
unity).
We believe that the noise in this case has been underes-
timated because the source extraction in the mass produced
catalogue assumes the pixels in the image are statistically
independent. They are not independent, because the earlier
mosaicing procedure introduces covariances between the pix-
els. We therefore renormalise the signal to noise histogram
to ensure a variance of unity to correct this underestimate of
the noise in the original image as measured by SExtractor.
Then in the Right panel of Figure 6 we plot the result-
ing signal to noise plots of our two comparative methods .
We find that the minimum variance source extraction gives
signal-to-noise (S/N) values higher by about a factor of 1.9
compared to the SExtractor catalogue. This result is also
consistent with our reanalysis of the calibration stars where
we find a similar difference in the S/N between the the flux
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Figure 6. Left: The noise histogram estimated from the convolved image noise map of the NEP-Deep image used for the minimum
variance source extraction method. Note the unit variance implying that the noise is correctly measured. Middle: A test for excess noise
in the method implemented by Wada et al. (2008). The quantity of the differences in the fluxes of the minimum variance and SExtractor
methods, divided by the square root of the sum of the squares of the noise is plotted for the two methods. Two independent measurements
would give σ=1 if the noise estimates were correct or sigma>1 if the noise has been under-estimated in the latter method. Right: The
resulting signal to noise plots of our two comparative methods after correction for the under-estimate of the noise in the SExtracted
sources.
densities measured by the minimum variance method and
aperture photometry with SExtractor of ∼1.5.
To investigate the quality of the two catalogues we have
also made postage stamp images of high signal to noise
sources. Figure 7 shows > 5σ selected sources from the cat-
alogue produced from the minimum variance source extrac-
tion catalogues with sources from our catalogue as open cir-
cles . The crosses are sources in the mass processed catalogue
of Wada et al. (2008) . It can be seen that for the brighter
sources, in most (but not all) cases the catalogues match,
however there also seem to be many cases where the mass
processed catalogue marks a source where seemingly there
is only noise.
In addition, on visual inspection there are also many
examples where the original catalogue has two (or more)
entries around a single brighter source in the image, corre-
sponding to a single source entry in our catalogue. This issue
also results in fainter spurious flux density estimates in the
original catalogue.
Our comparison of our source flux densities, confidence
in our noise estimates and visual checking of our maps there-
fore lead us to believe that our minimum variance source
extraction method is indeed a more robust estimate of both
source position and flux density.
5 SOURCE COUNTS
5.1 Raw Source Counts
To calculate the raw source counts from our catalogue we bin
the data in flux density bins of ∆ log
10
S = 0.1. The resulting
raw differential source count histogram is shown in the top
panel of Figure 8 calculated over the total areas separately
for the NEP-Deep and NEP-Wide surveys respectively. In
the NEP-Deep image, we detect a total of ∼5500 sources
down to a 5σ flux density limit of 80µJy. From the NEP-
Wide image we detect almost 12,000 sources down to 150µJy
(5σ). For the NEP-Deep image, due to nature of its deeper
layered pointing strategy, we find (by visual inspection) we
can extract sources with confidence down to the 3σ level,
however in the case of the NEP-Wide image we find that
many spurious sources are selected below the 5σ level. The
flux density distribution of our sources peak at 0.16 and 0.3
mJy for the NEP-Deep and Wide surveys respectively. The
source catalogues are available as additional online
material as part of this work. The catalogues are
provided separately for the NEP-Deep and NEP-
Wide surveys with the first 10 entries in each shown
in Tables A1 and A2 respectively.
A clearer perspective of the source counts is provided
by constructing the Euclidean normalized differential source
counts from the raw source counts. The Euclidean nor-
malized differential source counts given by (dN/dS)S2.5
(in units of mJy1.5) highlight any deviation from the flat
(Euclidean) universe expectation. The normalized differen-
tial counts are plotted in Figure 8 for the specific NEP-
Deep (middle panel) and NEP-Wide (bottom panel) areas in
square degrees. Errors are Poisson number errors. We see a
characteristic bump starting at flux densities fainter than a
milliJansky in the NEP-Deep counts and a peak in the dis-
tribution around 200-400 µJy, indicative of evolution in the
source counts. However, the NEP-Wide counts appear much
flatter. Note that in the Figure, due to the different areal
coverage, the vertical scales are different but cover similar
orders of magnitude.
5.2 Completeness, reliability, stellar fraction and
colour corrections
Given the circular mosaicing used to create the NEP im-
ages, we would expect some uneven coverage, leading to dif-
ferent flux density depths and therefore incomplete samples
to a uniform flux density level. Therefore we must make a
correction for the completeness of our survey. Moreover an
investigation for and correction of any Eddington bias is nec-
essary where, due to noise their is a scatter induced into the
flux density of extracted sources relative to their true flux
density. Fainter sources suffer larger scatter and because the
number of sources at fainter flux densities is larger, the net
effect is to effectively boost the number of brighter sources
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Figure 7. Postage stamp images of high signal to noise sources in the L18W NEP-Deep map (1×1 arcmin). The crosses are sources in
the mass processed catalogue of Wada et al. (2008). open circles are >5σ sources from the minimum variance source extraction method.
Many examples are seen where faint sources in the catalogue of Wada et al. (2008) do not appear to have any reliable counterpart in the
map. There are also cases where the minimum variance source extraction method finds reliable sources not included in the catalogue of
Wada et al..
at flux densities around or above the detection limit of the
survey.
We estimate the completeness of our source extraction
via Monte Carlo simulations by injecting artificial sources
into our original images. Our simulations were made as a
function of flux density creating simulated sources in flux
density bins of log(S)=0.1 in individual runs from flux den-
sities of 1000mJy down to 10µJy . For each simulation, we
injected 200 sources into the original image map and then
carried out the same convolution with the matched filter and
attempt to recover the sources from the final convolved map.
We avoided placing simulated sources next to bright objects
in the field. Each simulation at each flux density level con-
sisted of 100 iterations to ensure a statistical robust measure
of the completeness of the source extraction.
To evaluate our simulations and derive the complete-
ness correction, following Smail et al. (1995), Chary et al.
(2004) we create a 2D Pij matrix with component bins of
Sin(i) and Sout(i). This matrix is populated by the results of
our Monte-Carlo simulations for all i, j. A completeness cor-
rection is evident since for any given i, the normalised sum
over all j is <1. The matrix was normalised for the sum
over i for j to be equal to the number of detected sources in
that flux density bin Nj . Then the corrected number, Ni,
in each flux density bin i is then given by the sum over j of
the re-normalised Pij matrix. Compared to a more simplis-
tic approach of comparing number-in with number-out as a
function of simulated flux density, the Pij matrix method,
has the advantage that it corrects for flux density biases,
completeness and scattering due to noise. However, since our
measured flux densities are 5σ flux densities and we evaluate
our counts at the 80% completeness limit, the method only
results in differences of <few percent, even at the faintest
levels compared to a more simplistic approach.
The completeness correction as a function of flux den-
sity, normalized to the survey area is shown in the top panel
of Figure 9.
The area of a single pixel in our image is 5.645 arcsec2.
Note that although originally the pixels of the IRC-MIR-L
array are 2.51′′ × 2.39′′ , resampling carried out during the
standard pipeline processing creates square pixels. Due to
the masking of noisy regions, image edges etc, the total use-
ful area of the surveys are summed to be 0.623 and 4.967
square degrees for the NEP-Deep and Wide surveys respec-
tively.
We find that the NEP-Deep survey is around 80% com-
plete at the ∼150µJy level while the NEP-Wide survey is
complete to the same level at around 300µJy.
Note that given that the exposure times differ by a fac-
tor of 2500/300, we may expect the 80% completeness sen-
sitivity to differ by a factor of 2.9 rather than a factor of
2. This anomaly may be evidence for the noise dropping off
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Figure 8. Raw source counts for the AKARI NEP-Deep and
NEP-Wide surveys in the L18W (18µm) band. Top: Differential
histogram of the number of sources detected in a flux density bin
of size ∆ log10 S=0.1 over the areas of the NEP-Deep & NEP-
Wide surveys. Middle: Raw differential counts for the NEP-Deep
survey area in square degrees normalized to a Euclidean Universe.
Bottom: Raw differential counts for the NEP-Wide survey area
in square degrees normalized to a Euclidean Universe.
as slower than
√
texposure possibly due to instrumental or
processing issues or confusion.
In addition to the completeness correction (i.e. whether
we include all true sources in our catalogue) we can also
investigate the reliability of the catalogues (i.e. whether all
sources in the catalogue are true sources). We estimate the
reliability of our sources at the limit of the survey by car-
rying out the equivalent source extraction on the negative
image. We find the number of extracted sources from the
negative image correspond to a reliability of ∼94% at the
limit of our survey (150µJy) while for the NEP-Wide survey
the catalogue appears reliable to the 97% level at 300µJy.
It should be noted that the negative image is a true
test of reliability only if the noise is purely Gaus-
sian. Note that, Figure 6 shows that there is more
positive noise than negative noise in the pure noise
map, therefore our reliability numbers are likely
slightly overestimated. Even in the longer wavelength
mid-infrared bands, contamination by stellar sources can
affect the bright end of the source counts. To correct for
this effect, the stellar fractions as a function of flux density
were calculated using the optical data taken by the Canada
France Hawaii Telescope (CFHT) and near-infrared data
taken by the Kitt Peak National Observatory (KPNO) over
the NEP-wide region, which also encompasses the NEP Deep
region (Hwang et al. 2007). The AKARI 18µm sources were
cross matched with CFHT/KPNO data, with stellar sources
have stellarity > 0.8 and optical r′ band magnitudes < 19
identified during the source extraction. The stellar sources
can also be clearly segregated using the stellarity > 0.8
and optical r′ band magnitudes < 19 and the near-infrared
colour criteria of H-N2<-1.6 in the H-N2, g-H colour plane
(where N2 is the AKARI IRC 2.5µm band). We have also
checked our stellar criteria in the H-L18W versus H Color-
Magnitude diagram (c.f. Shupe et al. (2008), but with some-
what different filter bands). Our criteria agree well (within a
few %) and therefore is regarded as sufficient in statistically
correcting for stellar sources. In Table 3 the stellar frac-
tion as a function of flux density (bins of lg(S/mJy)=0.2)
is shown.
Strictly speaking, colour corrections are required for the
measured flux densities of galaxies in order to to account for
the different spectra across the IRC L18W band pass filter
compared to the stellar calibrators. Unfortunately, no appro-
priate official colour corrections exist for a power law spec-
trum of the form Fν ∝ να therefore in order to estimate the
colour corrections for our galaxies we simulate a flat spec-
trum νFν = constant and a star sampled on the Rayleigh-
Jeans tail across the L18W 18µm band pass. We find differ-
ences in the flux densities corresponding to a colour correc-
tion of ∼3%. We do not apply this colour correction to our
source flux densities.
5.3 Final Source Counts
Applying our completeness correction to the raw source
counts in Figure 8 we can recover the final completeness cor-
rected normalized differential source counts per steradian.
The final counts for the AKARI L18W 18µm band are
shown in the middle panel of Figure 9 for the NEP-Deep and
NEP-Wide surveys.
We see the characteristic evolutionary hump below the
mJy level common to mid-infrared source counts at other
wavelengths such as the Spitzer 24µm band (Papovich et
al. (2004), Chary et al. (2004)) and the ISO 15µm band
(Aussel et al. (1999), Altieri et al. (1999), Serjeant et al.
(2000), Gruppioni et al. (2002), Metcalfe et al. (2003), Pozzi
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Table 3. Fraction of stellar contribution to L18W band source
counts
lg(Flux Density) Stellar fraction
(mJy)
1.172 0.25
0.972 0.167
0.772 0.25
0.572 0.214
0.372 0.17
0.172 0.13
-0.028 0.047
-0.228 0.048
-0.428 0.059
-0.628 0.065
-0.828 0.043
-1.028 0.063
-1.228 0.062
et al. (2004)). The differential source counts in the AKARI
L18W band begin to rise from the Euclidean case at a flux
density of a mJy with the peak occurring around a flux
density of 0.25mJy. At fainter flux densities (< 0.15mJy)
the source counts fall away sharply. The counts from the
NEP-Deep and NEP-Wide surveys are broadly consistent
with eachother in the range 0.3–3mJy range where they can
be considered to reliably overlap.
In the bottom panel of Figure 9 we present the integral
source counts per steradian summed from the differential
source counts, for the NEP-Deep survey and NEP-Wide sur-
vey. The source counts between 1mJy and 10mJy exhibit a
slope of∼1.5, i.e. consistent with the non-evolving Euclidean
universe steeping to a super-Euclidean slope of ∼2 at fainter
flux densities before flattening again to a slope of ∼0.8 at
flux densities fainter than 0.2mJy. At flux densities brighter
than∼20mJy the NEP-Wide counts exhibit an upturn in the
counts probably due to both low-number statistics and an
additional uncertain contribution from stellar sources. For
clarity we also over-plot the 80% and 50% complete-
ness limits for the NEP-Deep survey for both the
differential and integral counts ( middle panel and bot-
tom panel of Figure 9). Note that although the counts
are plotted down to flux densities of ∼ 70 µJy, the
completeness at the level is only ∼7% at this level.
The completeness corrected normalized differential
source counts dN/dS.S2.5 from Figure 9, are tabulated in
Tables 4 and 5 for the NEP-Deep and NEP-Wide surveys
respectively.
A specific requirement of the AKARI NEP surveys was
to be wide enough to overcome any major contribution from
cosmic variance e.g., Somerville et al. (2004), contributing
as clustering effects on the counts. A thorough analysis of
clustering in the NEP field is beyond the scope of this work
however Takeuchi et al. (2001) have shown that the con-
tributed errors on the number counts depend on the angular
correlation function and the area of the survey and provide
a formulation for the signal to noise depending on the solid
angle of the survey. Drawing a parallel between the NEP
survey and the Spitzer 24µm surveys (Magliocchetti et al.
(2007), Magliocchetti et al. (2008)) we estimate errors on
the number counts due to clustering of between <5% for
redshifts, z<1.5.
For reference, in Figure 9 we plot the galaxy evolution
model from Pearson (2005), (2010) for an evolving galaxy
scenario (total and component counts) and the no evolution
case (the models have not been fitted to the data but are
independently derived following Pearson (2005)). Note that
since these are the first source counts presented at 18µm it is
difficult to compare our observations with other easily avail-
able contemporary models. Our models are composed of nor-
mal quiescent, starburst (LIR <10
11L⊙), luminous (LIRG,
LIR >10
11L⊙) and ultra-luminous (ULIRG, LIR >1012L⊙)
galaxy and AGN populations. The model assumes a strongly
evolving population of luminous infrared galaxies in both lu-
minosity and density and already provides good fits to the 15
and 24µm data from Spitzer, ISO& AKARI (Pearson 2010),
including the redshift distribution of the Spitzer 24µm pop-
ulation (Desai et al. 2008).
We see that the differential source counts in the middle
panel of Figure 9 rapidly diverge from the no evolution pre-
dictions with the observed source counts a factor of three
higher than the non-evolving predictions at ∼ 1mJy. The
evolving model and the counts agree well at flux densities of
5mJy and fainter, with the model reproducing both the up-
turn in the source counts, the peak between 0.2-0.4mJy and
the decline to fainter flux densities. At bright flux densities,
the model normalization agrees with the source counts out
to around 10mJy. At brighter flux densities (≥10mJy), er-
rors on the counts are too large to confidently constrain the
model. Two populations dominate the source counts and to-
gether compose the evolutionary hump between 0.2-0.4mJy.
We see that the upturn in the source counts at around a mJy
is caused by the emergence of a population of luminous in-
frared galaxies (LIR >10
11L⊙, e.g. Le Floch et al. (2004))
while at fainter flux density levels the counts are composed
of less luminous starburst galaxies. AGN only significantly
contribute to the source counts at flux densities brighter
than 1 mJy (consistent with the fractions observed in the
Spitzer 24µm population, Brand et al. (2006)).
6 DISCUSSION AND CONCLUSIONS
We have presented the first galaxy counts at 18µm using
the AKARI satellite’s surveys at the North Ecliptic Pole,
namely the NEP-Deep (∼0.6 square degrees) and NEP-Wide
(∼5.8 square degrees) surveys. We have described our source
extraction procedure using a Wiener Filtering algorithm to
remove background structure and a minimum variance point
source filter method for our source extraction and photom-
etry that delivers the optimum signal to noise for our ex-
tracted sources. We have constructed robust source cata-
logues down to 5σ flux density levels of 150µJy and 300µJy
for the NEP-Deep and NEP-Wide surveys respectively. The
calibration of our source flux densities is dependent on the
photometry method and care must be taken if using a differ-
ent methodology to the aperture photometry on which the
official raw count-Jansky conversion factors are based.
A comparison with previous catalogues produced from
general mass processing of the NEP-Deep data set (Wada
et al.(2008)) concludes that we are achieving significantly
reliable results to fainter flux density levels. Our 80% com-
pleteness level is a factor of 1.3 deeper compared to Wada
et al.(2008).
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Figure 9. Top: Completeness Correction for the L18W (18µm)
band AKARI NEP-Deep and NEP-Wide surveys. Middle: Com-
pleteness corrected, stellar subtracted differential source counts
per steradian normalized for a Euclidean Universe for the AKARI
NEP Deep and NEP-Wide surveys. Bottom: Corresponding inte-
gral source counts per steradian. The 80% and 50% complete-
ness limits for the NEP-Deep survey are shown as vertical-dashed
lines for both the differential and integral counts. For reference
we plot the galaxy evolution models of Pearson (2005, 2010) as
thick-dashed (no-evolution scenario) and thick-solid (evolving sce-
nario). Model components are shown as thin-dashed for normal
galaxies, thin-solid for starburst galaxies, thin-dotted for lumi-
nous/ultraluminous galaxies and thin-dot-dash for AGN. The To-
tal Counts are the sum of all these components.
The resulting differential and integral source counts
from the pair of surveys in the NEP region are self-consistent
over the range where the flux densities overlap. We repro-
duce the evolutionary bump in the source counts between
0.2-0.4mJy and the super-Euclidean slopes at flux densi-
ties fainter than a milli-Jansky seen in the previous surveys
at 15 and 24µm with ISO and Spitzer. The source counts
at flux densities fainter than 1mJy are well represented by
contemporary source count models implying that the steep
source count slopes are produced by the rapid evolution of
the luminous dusty galaxy population. The AKARI L18W
filter covers the entire wavelength range between the Spitzer
MIPS 24µm and ISO ISOCAM 15µm bands (and the 12-
22µm bands of the WISE surveys: Jarrett et al. (2011),
Kennedy & Wyatt (2012)) and may therefore be probing
a correspondingly intermediate population. The high red-
shift population revealed by Spitzer (Papovich et al. (2004),
Le Floch et al. (2004)) commonly via detection of the red-
shifted emission from the 7.7-8.6µm dust features was more
or less undetected by ISO due to the strong K-corrections at
higher redshift, however the broad L18W band should allow
detection of both the moderate redshift ISO star-forming
galaxies and the distant luminous Spitzer sources. . Due to
the large width ∆λ=11.7µm of the passband, for the L18W
channel these dust features enter the band at a redshift of
∼0.8 and leave at a redshift of ∼2. More detailed analysis of
the full multi-band catalogues from the AKARI NEP sur-
vey including re-reduction of the images from the raw data
(Murata et al. 2013) will be able to link together these pop-
ulations and strongly constrain the galaxy evolution models
from 2-24µm.
By integrating the completeness-corrected source
counts down to the limit of the NEP-Deep survey at the
∼150µJy level we calculate a lower limit for the inten-
sity of the 18µm cosmic infrared background of ∼1.4 nW
m−2sr−1 (1 σ). Extrapolating to fainter flux densities us-
ing our source count models we predict a total 18µm back-
ground intensity of ∼2.6 nW m−2sr−1 implying that the
AKARI L18W survey at the NEP has resolved approxi-
mately 54% of the cosmic infrared background at 18µm.
Note that these numbers are consistent with the results of
the deep surveys at 24µm carried out by Spitzer which de-
rived a contribution to the 24µm background intensity of
1.9±0.6 nWm−2sr−1 with sources fainter than 400µJy con-
tributing∼ 60% (Papovich et al. 2004). The total estimated
background intensity at 24µm (∼2.7 nWm−2sr−1, Dole et
al. (2006) ) is also consistent with the extrapolation to
fainter flux densities of our AKARI L18W observations.
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Table 4. AKARI band NEP-Deep survey L18W band Euclidean
normalized differential source counts.
lg(Flux Density) Counts Errors Completeness
dN/dS.S2.5 (low) (high)
(mJy) (mJy1.5sr−1) (mJy1.5sr−1)
-1.15 5.88 5.80 5.97 0.07
-1.05 5.97 5.95 5.99 0.33
-0.95 6.09 6.11 6.13 0.51
-0.85 6.18 6.13 6.19 0.77
-0.75 6.27 6.26 6.29 0.89
-0.65 6.32 6.30 6.33 0.96
-0.55 6.30 6.29 6.32 0.98
-0.45 6.32 6.29 6.33 0.99
-0.35 6.26 6.22 6.28 1.00
-0.25 6.17 6.13 6.20 1.00
-0.15 6.22 6.18 6.26 1.00
-0.05 6.07 6.01 6.12 1.00
0.05 5.89 5.80 5.96 1.00
0.15 5.96 5.86 6.03 1.00
0.25 6.01 5.91 6.10 1.00
0.35 5.84 5.68 5.96 1.00
0.45 5.86 5.67 5.98 1.00
0.55 6.12 5.96 6.23 1.00
0.65 5.83 5.53 6.00 1.00
0.75 5.98 5.68 6.15 1.00
0.85 5.81 5.27 6.04 1.00
0.95 5.66 4.66 5.96 1.00
Table 5. AKARI band NEP-Wide survey L18W band Euclidean
normalized differential source counts.
lg(Flux Density) Counts Errors Completeness
dN/dS.S2.5 (low) (high)
(mJy) (mJy1.5sr−1) (mJy1.5sr−1)
-0.55 6.25 6.24 6.26 0.77
-0.45 6.22 6.21 6.23 0.95
-0.35 6.19 6.18 6.20 1.00
-0.25 6.13 6.12 6.14 1.00
-0.15 6.08 6.06 6.09 1.00
-0.05 6.06 6.03 6.07 1.00
0.05 6.02 5.99 6.04 1.00
0.15 5.99 5.97 6.02 1.00
0.25 5.97 5.93 6.00 1.00
0.35 5.88 5.83 5.92 1.00
0.45 5.94 5.89 5.99 1.00
0.55 5.82 5.75 5.88 1.00
0.65 5.97 5.90 6.03 1.00
0.75 5.89 5.79 5.97 1.00
0.85 5.88 5.77 5.97 1.00
0.95 5.87 5.73 5.97 1.00
1.05 5.95 5.78 6.07 1.00
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University (UK), University of Groningen / SRON (The
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APPENDIX A: SOURCE CATALOGUES
The source catalogues are available as additional online ma-
terial as part of this work. The catalogues are provided sep-
arately for the NEP-Deep and NEP-Wide surveys with the
first 10 entries in each shown in Tables A1 and A2 respec-
tively.
This paper has been typeset from a TEX/ LATEX file prepared
by the author.
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Table A1. Source catalogue for NEP-Deep survey. Table columns are Right Ascension, Declination (J2000, decimal degrees), flux
density and flux density error (mJy). The complete catalogue is available online.
R.A. Dec. Flux Density Flux Density Error
(deg.) (deg.) (mJy) (mJy)
269.0355448 66.08776218 0.21411 0.06870
269.0648752 66.08969796 0.21116 0.05688
269.0779578 66.09495669 0.20007 0.05785
269.0193719 66.10164498 0.26344 0.05695
269.0324457 66.10624754 0.15348 0.05693
269.1009026 66.10745694 0.19675 0.05904
269.0471359 66.1088665 0.50443 0.05686
269.0275789 66.10889441 0.28341 0.05752
268.9086087 66.10967099 0.29854 0.05705
269.0618293 66.11148406 0.16113 0.05682
Table A2. Source catalogue for NEP-Wide survey. Table columns are Right Ascension, Declination (J2000, decimal degrees), flux
density and flux density error (mJy). The complete catalogue is available online.
R.A. Dec. Flux Density Flux Density Error
(deg.) (deg.) (mJy) (mJy)
270.074791 65.20182091 0.97093 0.07878
270.0543152 65.21106171 0.62312 0.07860
269.9818059 65.22753773 0.35827 0.07860
269.6461222 65.22760952 0.45081 0.07623
269.5625606 65.22932738 0.35855 0.07653
270.1457166 65.23151435 0.47485 0.07910
269.8635498 65.23467804 0.27454 0.05387
270.6769667 65.23429968 0.39382 0.08360
270.0732105 65.23549074 0.30702 0.05577
268.9540795 65.23129776 0.54024 0.07575
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