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Re´sume´
Dans cet article on s’inte´resse au proble`me suivant. Soient p un
nombre premier, S ⊂ Fp et P ⊂ {P ∈ Fp[X] : degP ≤ d}. Quel est le
plus grand entier k tel que pour toutes paires de sous-ensembles dis-
joints A,B de Fp ve´rifiant |A∪B| = k, il existe P ∈ P tel que P (x) ∈ S
si x ∈ A et P (x) 6∈ S si x ∈ B ? Ce proble`me correspond a` l’e´tude
de la complexite´ de certaines familles d’ensembles pseudo-ale´atoires.
Dans un premier temps nous rappelons la de´finition de cette com-
plexite´ et resituons le contexte des ensembles pseudo-ale´atoires. En-
suite nous exposons les diffe´rents re´sultats obtenus selon la nature des
ensembles S et P e´tudie´s. Certaines preuves passent par des majora-
tions de sommes d’exponentielles ou de caracte`res sur des corps finis,
d’autres combinent des arguments combinatoires avec des re´sultats de
la the´orie additive des nombres.
Abstract
In this paper we are interested in the following problem. Let p be
a prime number, S ⊂ Fp and P ⊂ {P ∈ Fp[X] : degP ≤ d}. What
Mots cle´s : sous-ensembles pseudo-ale´atoires, complexite´, sommes d’exponentielles,
sommes de caracte`res.
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is the largest integer k such that for all subsets A,B of Fp satisfying
A ∩ B = ∅ and |A ∪ B| = k, there exists P ∈ P such that P (x) ∈ S
if x ∈ A and P (x) 6∈ S if x ∈ B ? This problem corresponds to the
study of the complexity of some families of pseudo-random subsets.
First we recall this complexity definition and the context of pseudo-
random subsets. Then we state the different results we have obtained
according to the shape of the sets S and P considered. Some proofs
are based on upper bounds for exponential sums or characters sums
in finite fields, other proofs use combinatorics and additive number
theory.
1 Introduction
Dans des proble`mes de simulation ou de cryptographie, on a parfois besoin
de sous-ensembles de {1, . . . , N} ou de Zn qui ressemblent a` des ensembles
d’entiers pris au hasard. Dartyge et Sa´rko¨zy [7] et [6] ont propose´ pour cela,
des mesures de nature pseudo-ale´atoire de sous-ensembles de {1, . . . , N} et
de Zn, ou` n et N sont des entiers donne´s. Ces mesures reprennent celles de
bonne corre´lation et de bonne re´partition dans les progressions arithme´tiques
de´finies par Hubert, Mauduit et Sa´rko¨zy [18] et [15] pour les suites binaires
pseudo-ale´atoires.





si n ∈ R
− |R|
N
si n 6∈ R (n = 1, . . . , N).
La mesure de bonne re´partition dans les progressions arithme´tiques est alors






ou` le maximum porte sur les entiers a, b, t tels que 1 ≤ b ≤ b+ (t− 1)a ≤ N .
La seconde mesure est la mesure de corre´lation d’ordre k :




en+d1 · · · en+dk
∣∣∣,
ou` le maximum est sur les D = (d1, . . . , dk) et M tels que 0 ≤ d1 < · · · <
dk ≤ N −M . Dans le cas des sous-ensembles de Zn les conditions sur a, b,D
pour ces deux mesures sont le´ge`rement diffe´rentes.
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On dira alors que R posse`de de bonnes proprie´te´s pseudo-ale´atoires, si
W (R, N) = o(N) et Ck(R, N) = o(N).
Sa´rko¨zy, Szalay et les deux derniers auteurs ont donne´ dans les articles
[5], [6] et [8] plusieurs exemples de familles d’ensembles pseudo-ale´atoires.
Dans certaines applications il est important de disposer de familles d’en-
sembles ale´atoires dont la structure est riche, ou encore dont les e´le´ments ne
peuvent pas eˆtre de´termine´s a` partir d’un faible nombre de donne´es. Cela a
conduit Ahlswede, Khachatrian, Mauduit et Sa´rko¨zy [2] a` de´finir la notion
de complexite´ d’un ensemble de suites pseudo-ale´atoires.
Dans les articles [5] et [6] cette de´finition a e´te´ adapte´e dans le cadre
de familles de sous-ensembles pseudo-ale´atoires de {1, . . . , N} de la manie`re
suivante :
De´finition 1. Soit F une famille de sous-ensembles de {1, 2, . . . , N}. La
complexite´ K(F) de la famille F est le plus grand entier k ∈ N tel que pour
tout A ⊂ {1, 2, . . . , N} avec |A| = k et tout sous-ensemble B de A il existe un
e´le´ment de F tel que R∩A = B. Autrement dit, pour tout A ⊂ {1, 2, . . . , N}
tel que |A| = k et toute partition
A = B ∪ C , B ∩ C = ∅
de A il existe R ∈ F tel que
B ⊂ R, et C ⊂ {1, . . . , N} \ R .
L’objet de cet article est de continuer l’e´tude de la complexite´ de diffe´rentes
familles e´tudie´es dans [5] et [6].
Les ensembles construits dans [5] et [6] sont de la forme :
R(f, S) = {n ∈ {1, . . . , p} : ∃h ∈ S tel que f(n) ≡ h mod p},
ou` f est un polynoˆme et S est un ensemble non vide strictement contenu
dans Fp.
Les ensembles S conside´re´s e´taient des diffe´rents types suivants :
(i) S1 = {r, r + 1, . . . , r + s− 1} avec r ∈ Fp et s < p/2 ([5]) ;
(ii) S2 = {r¯, r + 1, . . . , r + s− 1} avec la notation xx ≡ 1 mod p ([5]),
en omettant 0 par convention ;
(iii) S3 est l’ensemble des puissances ℓ ie`mes modulo p ou` ℓ est un diviseur
de p− 1 ([6]) .
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Les ensembles de type R(f, S1) ont l’avantage d’eˆtre rapides a` ge´ne´rer
mais peuvent avoir des mauvaises mesures de corre´lation (cf. [17] The´ore`me
4).
Pour les ensembles de type S2 ou S3, les mesures de corre´lation sont plus
difficiles a` estimer. Dans [5] et [6] ces mesures ont e´te´ e´value´es pour des po-
lynoˆmes de la forme fA(X) =
∏
a∈A(X−a) ou` A ⊂ Fp ou plus ge´ne´ralement
pour des polynoˆmes f sans racine multiple mais avec en contrepartie des
conditions plus contraignantes sur les rapports des corre´lations.
Notons P1(d, p) l’ensemble des polynoˆmes de Fp[X ] de degre´ ≤ d, P2(d, p)
celui des polynoˆmes sans racine multiple et de degre´ ≤ d et enfin P3(d, p) =
{fA : A ⊂ Fp, |A| = d} avec la notation fA de´finie ci-dessus. On a ainsi les
inclusions P3(d, p) ⊂ P2(d, p) ⊂ P1(d, p).
On de´finit e´galement pour i=1,2,3 :
Fi(S, d) = {R(f, S) : f ∈ Pi(d, p)},
et Ki(S, d) la complexite´ correspondante.
En utilisant les polynoˆmes d’interpolation de Lagrange, on voit facile-
ment que K1(S, d) ≥ d + 1. Dans [5] nous montrons a` l’aide du the´ore`me
de Cauchy-Davenport que K1(S, d) ≥ d + 2. Ce dernier re´sultat est valable
pour tous les ensembles S tels que min(|S|, |Sc|) est assez grand ; |Sc| e´tant
le comple´mentaire de S dans Fp : S
c = Fp\S. On pourrait penser que dans le
cas ou` S est une suite d’entiers conse´cutifs l’on puisse obtenir une meilleure
minoration. Nous n’y sommes pas parvenus. Les sommes d’exponentielles
associe´es a` ces proble`mes se calculent de manie`re e´le´mentaire et sont dans
certains cas de taille tre`s importante. Ce phe´nome`ne apparaˆıt e´galement dans
l’e´tude des mesures de corre´lations des ensembles R(f, S1) (cf. [17]).
Par contre, la situation est diffe´rente lorsque S est l’ensemble des inverses
d’une suite d’entiers conse´cutifs.
The´ore`me 1. Soient d ≥ 2, k ∈ N∗, r ∈ Fp et β ∈]0, 1[ donne´s. On note
s = ⌈βp⌉. On conside`re le sous-ensemble S ⊂ Fp de´fini par
S = {r, r + 1, . . . , r + s− 1} (on omet 0).



















, on en de´duit que K3(S, d) ≥ k pour p assez grand,
p ≥ p0(β, d, k). Il de´coule de ce the´ore`me la minoration :
K3(S, d)≫d,β log p
log log p
. (2)
Rappelons que la proposition 4.3 de [5] entraˆıne que K3(S, d) ≤ (d+1) log plog 2 .
Plus d est grand plus la condition (1) est mauvaise. Cela est contraire a`
notre intuition. Ce de´faut est duˆ aux majorations de sommes d’exponentielles
que nous utilisons.
Pour y ∈ R et p premier on note ep(x) = exp(2iπx/p). L’une des e´tapes














ou` chaque aj est diffe´rent des bm. Eichenauer-Herrmann et Niederreiter [11]
ont e´tudie´ ces sommes dans le cas d = 1. En utilisant les majorations de
Bombieri et Weil ([4]) de sommes d’exponentielles d’argument une fraction
rationnelle, ils obtiennent des majorations comple`tement explicites.
On de´duit facilement du the´ore`me d’Eichenauer-Herrmann et Niederreiter
la majoration S ≪β,k,d pd−1/2, ou` la constante implicite est calculable. Cette
majoration est suffisante pour obtenir une version le´ge`rement affaiblie du
The´ore`me 1. Le deuxie`me terme du membre de gauche de (1) e´tant alors de
l’ordre de pd−1/2(log p)k.
Une question naturelle est de ve´rifier s’il n’est pas possible d’obtenir une
meilleure majoration de S en profitant du fait d’avoir une somme sur d
variables avec d ≥ 2. Lorsque t = 1, nous verrons au paragraphe 2 que la
somme S s’e´value facilement et est de l’ordre de pd−1. Nous pouvons donc
profiter de compensations seulement sur deux variables.
Le the´ore`me suivant est on l’espe`re d’un inte´reˆt intrinse`que. Il est un
re´sultat analogue au the´ore`me d’Eichenauer-Herrmann et Niederreiter pour
des sommes en deux variables.
The´ore`me 2. Soient b1, . . . , bk, c1, . . . , ck des e´le´ments de Fp tels que bi 6= bj










di(x− bi)(y − ci)).
On a alors
|S(b, c,d)| ≤ 444kp. (3)
Une application directe du the´ore`me d’Eichenauer-Herrmann et Nieder-
reiter fournit la majoration S(b, c,d) = O(p3/2). Nous verrons au paragraphe
2 que le The´ore`me 2 implique la majoration S ≪ pd−1. Il faut cependant si-
gnaler que la de´pendance en k de notre the´ore`me est de moins bonne qualite´
que celle issue de la majoration d’Eichenauer-Herrmann et Niederreiter. Au-
trement dit, lorsque k est grand comparativement a` p (en fait pour k ≫ log p)
il est plus pertinent d’utiliser le The´ore`me d’Eichenauer-Herrmann et Nie-
derreiter.
La preuve de ce re´sultat fait l’objet du premier paragraphe de cet article.
Elle utilise des re´sultats de ge´ome´trie alge´brique notamment les ce´le`bres tra-
vaux de Dwork et de Deligne. Nous avons essaye´ d’adopter une approche la
plus e´le´mentaire possible en nous inspirant des travaux de Hooley [14], Adolp-
shon et Sperber [1] ainsi que de la pre´sentation de la me´thode de Hooley faite
par Birch et Bombieri [3] dans un appendice d’un article de Friedlander et
Iwaniec [12].
Cette preuve ne´cessite l’e´tude d’extensions des sommes S(b, c,d) a` des
sommes d’exponentielles de´finies sur Fpn et fournit au passage des majora-
tions de telles sommes.
La structure de S est essentielle dans la preuve du The´ore`me 1. Pour
un ensemble S ge´ne´ral c’est plus de´licat. On ne peut meˆme pas utiliser les
polynoˆmes d’interpolation de Lagrange car rien ne dit que le polynoˆme alors
forme´ sera dans P3(d, p) (c’est-a`-dire a` racines simples dans Fp). Le re´sultat
suivant donne une minoration de K3(S, d) valable pour des ensembles S quel-
conques.
The´ore`me 3. (i) Si S et Sc sont non vides alors K3(S, d) > ⌈d/2⌉ pour p
assez grand (p > p0(d)).
(ii) si min(|S|, |Sc|)≫ p alors K3(S, d) ≥ d− 1 pour p assez grand.
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Pour de´montrer ce the´ore`me nous utilisons des majorations de sommes de
caracte`res multiplicatifs afin de profiter de la structure produit des polynoˆmes
fA.
La fin de cet article est de´volue a` la complexite´ K2(S, d). Dans [6] et
[5] on trouve deux arguments diffe´rents montrant que cette complexite´ est
K2(S, d) ≥ d + 1 si S et son comple´mentaire ont suffisamment d’e´le´ments.
Dans cet article nous ame´liorons ce re´sultat :
The´ore`me 4. Si 4d− 2 < |S| < p−d+1
2
alors K2(S, d) ≥ d+ 2.
La preuve de ce re´sultat est de nature diffe´rente de celle des pre´ce´dents
the´ore`mes. Elle est combinatoire et utilise un re´sultat re´cent de Green et
Ruzsa [13] de the´orie additive des nombres. Pour x ∈ Fp, on note x¯ l’inverse
de x dans Fp. Pour n ∈ N, (resp. n ∈ Fp), on note rp(n) le plus petit entier
positif congru a` n modulo p (resp. appartenant a` la classe de n dans Fp). En
fait dans cet article nous ferons souvent l’amalgame entre un entier n et sa
classe dans Fp.
2 Majorations de sommes d’exponentielles
Soient h ∈ (F∗p)k, b = (bm,j)1≤m≤k
1≤j≤d
∈ Bkd ou` B ⊂ Fp.














ou` pour chaque j, bm,j 6= bℓ,j si ℓ 6= m.
2.1 Sommes sur une variable
Pour q = pn, x ∈ Fq, on note encore x l’inverse de x dans Fq. Commenc¸ons
par rappeler le re´sultat d’Eichenauer-Herrmann et Niederreiter :
The´ore`me 5. (Eichenauer-Herrmann et Niederreiter [11] The´ore`me
1 p. 270.) Soient d ∈ Fsq, d 6= 0 et e = (e1, . . . , es) ∈ Fsq tels que e1, . . . , es








≤ (2s− 2)√q + 1.
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Cette version est le´ge`rement diffe´rente du the´ore`me 1 de [11] car dans cet
article la somme porte sur tous les n ∈ Fq avec la convention x = 0 pour
x = 0 ce qui cre´e un s en plus dans la majoration.
Dans le cas ou` k = 1, et b1,j = b pour 1 ≤ j ≤ d, la somme S(h,b) de´finie








Lemme 1. Soit d ≥ 2. On a l’e´galite´









ep(ax)− 1 = −1. (5)
On commence par sommer sur ad ∈ Fp \ {b, a1, . . . , ad−1}, a1, . . . , ad−1 e´tant
fixe´s. En comple´tant la somme sur ad pour utiliser (5) on obtient :















Le premier terme est de l’ordre de pd−1/(d−1)! tandis que les autres termes de
la somme en i, qui sont tous e´gaux, sont des O(pd−3/2), d’apre`s le The´ore`me
5 pour d ≥ 3 ou d’apre`s les majorations classiques de sommes de Gauss pour
d = 2. Cela termine la preuve du Lemme 1.
Remarque. Lorsque d ≥ 3, on peut ame´liorer le terme d’erreur du lemme
1 en appliquant (5) un nombre approprie´ de fois.
2.2 Premie`res e´tapes de la preuve du The´ore`me 2.
Si k = p le re´sultat est e´vident.
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Soit k < p. Quitte a` faire des changements de variables on peut supposer
k∏
i=1
bici 6= 0. (6)
En effet supposons que cette condition ne soit pas re´alise´e. Soient β ∈ Fp \









di(x′ + β − bi)(y′ + γ − ci)
)
,
ou` maintenant bi − β 6= 0, ci − γ 6= 0 pour 1 ≤ i ≤ k ; on s’est ramene´ a` une
somme ve´rifiant (6).
Posons ui = x− bi, vi = y − ci pour 1 ≤ i ≤ k. On a alors pour 1 ≤ i ≤ k :
uiu1(b1 − bi) + ui − u1 = 0 et viv1(c1 − ci) + vi − v1 = 0. (7)
Soit V ⊂ (Fp)2k la varie´te´ de´finie par les e´quations (7). E´tant donne´ que tous
les ui s’expriment en fonction de u1 et tous les vi en fonction de v1, V est
une varie´te´ de dimension 2.













La somme S(b, c,d) apparaˆıt maintenant comme une somme d’exponen-
tielles de la forme : ∑
0≤x1,...,xn<p
g1(x1,...,xn)=···=gs(x1,...,xn)=0 mod p
ep(f(x1, . . . , xn)),
avec f, g1, . . . , gs ∈ Fp[X1, . . . , Xn]. L’e´tude de ce type de sommes est une
branche de la ge´ome´trie arithme´tique qui connaˆıt un de´veloppement tre`s
important depuis le sie`cle dernier. Lorsque la somme ne porte que sur une
variable, on dispose de majorations valables dans un cadre tre`s ge´ne´ral graˆce
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aux travaux de Weil, puis de Deligne et Bombieri. Lorsque la somme porte
sur plusieurs variables la situation est moins connue. Dans le cas ou` la somme
est de la forme
∑
x1,...,xn∈Fp
ep(f(x1, . . . , xn)), ou` f est de degre´ d et a une
composante homoge`ne de degre´ d non singulie`re, Deligne [9] a montre´ que
cette somme est de module infe´rieur a` (d− 1)pn/2.
D’autres re´sultats tre`s profonds ont e´te´ obtenus ces dernie`res de´cennies.
Rojas-Leo´n [19] a par exemple re´cemment e´tabli des majorations de telles
sommes avec des hypothe`ses sur f moins fortes. On trouvera dans cet article
d’autres re´fe´rences sur cette question. Malheureusement nous n’avons pas pu
appliquer le re´sultat de Rojas-Leo´n e´voque´ ci-dessus.
Hooley [14] a repris les travaux de Dwork et de Deligne et a propose´ une
me´thode pour obtenir des majorations dans un cadre assez ge´ne´ral. Nous
nous sommes inspire´s de son approche ainsi que de la pre´sentation qui en est
faite dans l’appendice de Birch et Bombieri [3] d’un article de Friedlander et
Iwaniec [12].
Pour n ∈ N, on note Fpn une extension de Fp de dimension n. Pour tout
x ∈ Fpn on note σn(x) la trace de x sur Fp :
σn(x) = x+ x
p + · · ·+ xpn−1 .
Rappelons que σn(u) ∈ Fp si u ∈ Fpn.
Soit Vn l’ensemble des (x, y) ∈ F2kpn ve´rifiant (7). On forme ensuite les




























Si (x, y) ∈ Vn est tel que xi = 0 pour un i ∈ {1, . . . , k} donne´ alors d’apre`s
les e´quations de V , tous les xj sont nuls. De meˆme si l’un des yj est nul tous




n − 1) + 1. (9)
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On conside`re alors les se´ries de Dirichlet de´finies formellement par















Dwork [10] et Bombieri [4] ont montre´ que les se´ries L(T ) et L∗(T ) sont
des fractions rationnelles dont les nume´rateurs et les de´nominateurs appar-
tiennent a` Q(ep(1))[T ]. Cette preuve est reprise dans l’article de Hooley [14].
Il en de´duit ensuite pour chaque entier r l’e´galite´ :
Sr(V,d) = ω
r
1 + · · ·+ ωri − ωri+1 − · · · − ωrκ, (10)
ou` ω1, . . . , ωi sont les ze´ros du nume´rateur, ωi+1, . . . , ωκ ceux du de´nominateur
de L. Deligne a montre´ que pour chaque j, |ωj| = pmj/2 ou` mj ∈ N.
Ainsi, pour de´montrer le The´ore`me 2, puisque
S(b, c,d) = S∗1(V,d) ,
il suffit de prouver que κ ≤ 444k−1 et mj ≤ 2 pour tout 1 ≤ j ≤ κ, ce que
nous allons faire maintenant.
2.3 Majoration du nombre κ de la formule (10)
Notre point de de´part est le re´sultat suivant
The´ore`me 6. (Hooley[14] Theorem 4 p. 112) Soit f ∈ Fp[X1, . . . , XN ]













Les sommes d’exponentielles Sn(f) et S
∗
n(f) admettent une e´criture sous la
forme (10) et le nombre des poˆles correspondant κ ve´rifie
κ ≤ (11d+ 11)N+1.
En utilisant l’orthogonalite´ des caracte`res (comme l’a fait Hooley ([14] p.






avec pour u = (u1, . . . , uk), v = (v1, . . . , vk), g = (g2, . . . , gk), h = (h2, . . . , hk) :




D’apre`s le The´ore`me 6 (avec N = 4k − 2 et d = 3), le κ correspondant a`
Sn(V,d) est infe´rieur a` 44
4k−1.
2.4 Majorations des puissances mj de (10)
Nous allons montrer que mj ≤ 2 pour tout 1 ≤ j ≤ κ.
On proce`de comme Hooley [14] ou comme [3] avec un argument de valeur
moyenne.
Pour λ ∈ Fpn, on conside`re la varie´te´




Il sera parfois utile de noter Wλ(Fpn) cette varie´te´. On a vu que la de´finition
de Vn implique que si l’un des xi est nul alors x1 = . . . = xk = 0. Ainsi, pour
λ 6= 0,







Remarquons (via la correspondance xi = x− bi et yi = y − ci) l’e´galite´ pour
λ 6= 0 :
Wλ = {(x, y) ∈ F2pn :
k∑
i=1
di(x− bi)(y − ci) = λ,
k∏
i=1
(x− bi)(y − ci) 6= 0}.
(Pour λ = 0 il faut rajouter le point (0, 0).)
Soit Nn(λ) le nombre de points de Wλ.
On reprend maintenant pas a` pas les arguments de Hooley [14] ou de



















Tout d’abord, en regroupant les x, y tels que
∑
i=1 dixiyi = λ, on remarque






































(X − bj)(Y − cj)− λ
k∏
i=1
(X − bi)(Y − ci),
de sorte que pour λ 6= 0,
Wλ(Fpn) = {(x, y) ∈ F2pn : gλ(x, y) = 0,
k∏
i=1
(x− bi)(y − ci) 6= 0}.
Pour chaque x ∈ Fnp , y 7→ gλ(x, y), est la fonction polynomiale d’un polynoˆme
de Fpn[Y ] de degre´ k− 1 ou k suivant que x soit l’un des bi ou non. Il a donc
dans Fpn au plus k racines. On en de´duit la premie`re majoration triviale :
Nn(λ) = |Wλ(Fpn)| ≤ kpn. (12)
Nous obtenons maintenant une expression plus pre´cise pour presque tout λ :
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Proposition 2. Il existe deux constantes ν,K telles pour presque tout λ ∈
Fpn avec au plus K exceptions, on a :
|Nn(λ)− pn| ≤ ν
√
pn. (13)
De plus, les valeurs ν = 2k2 et K = 9(k−1)2+4(k−1)+2 sont admissibles.
La preuve de cette proposition n’est pas imme´diate. Avant de l’expo-
ser nous proposons de montrer que cette proposition est suffisante pour
de´montrer le The´ore`me 2. Admettons donc provisoirement la Proposition
2. Nous reprenons les ide´es de Hooley [14] pp. 115-116. Comme nous voulons
controˆler la de´pendance en k, nous les reproduisons ici dans notre contexte.
Il s’agit notamment de ne pas rater un “assez grand” qui de´pendrait de k.




(Nn(λ)− pn)2 + pn
∑
λ6∈K
(Nn(λ)− pn)2 ≤ (Kk2 + ν2)p3n. (14)
Supposons que l’un des ωi de la formule (10) soit de module p
m/2 pour
un m ≥ 3. Hooley a montre´ a` partir des travaux de Deligne que les sommes
Sc pour c ∈ F∗p sont e´galement de la forme
Sc = e1ω
n
1,c + · · ·+ eLωnL,c,
ou` e1, . . . , eL sont des entiers inde´pendants de c et n ve´rifiant |e1|+· · ·+|eL| =
κ, et les modules |ωj,c| sont des puissances entie`res de √p ; ces puissances
e´tant inde´pendantes de c.
En particulier le nombre des ωi,c de module supe´rieur a` p
3/2 est le meˆme
pour chaque c. Plus pre´cise´ment si ℓ de´signe le nombre d’indices i tels que
ωi,c soit de module supe´rieur a` p
3/2, on a pour tout c ∈ F∗p (quitte a` changer
l’ordre des ωi,c) :
Sc = e1ω
n
1,c + · · ·+ eℓωnℓ,c + Ec,
ou` Ec est un terme d’erreur de module infe´rieur a` κp
n. Soit H tel que pH =
max1≤i≤L |ωi,c|2. Posons zi,c = ωi,cpH/2 pour 1 ≤ i ≤ ℓ. Les zi,c sont ainsi des
nombres complexes deux a` deux distincts de modules infe´rieurs ou` e´gaux a`
1. On en de´duit la minoration pour tout c ∈ F∗p :
|Sc| ≥ p3n/2|e1zn1,c + · · ·+ eℓznℓ,c| − κpn.
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p3n|e1zn1,c + · · ·+ eℓznℓ,c|2 − 2κ2(p− 1)p5n/2.







|e1zn1,c + · · ·+ eℓznℓ,c|2 = |e21 + · · ·+ e2ℓ | ≥ 1,
qui se ve´rifie en de´veloppant le carre´ et en profitant du fait que les zi,c sont
des nombres complexes deux a` deux distincts de module infe´rieur a` 1. Graˆce a`
cette e´galite´, on observe que pour ε > 0 donne´, il existe une infinite´ d’entiers
n tels que
|e1zn1,c + · · ·+ eℓznℓ,c|2 ≥ 1− ε. (15)
On obtient alors pour les entiers n ve´rifiant (15) :
S ≥ (p− 1)p3n(1− ε− 2κ2
pn/2
) ≥ (p− 1)p3n(1− 2ε),
pour n assez grand. Cette minoration est incompatible avec (14) lorsque
p > Kk2 + ν2 + 1 (avec un choix de ε assez petit).
Lorsque p ≤ Kk2 + ν2 + 1, le The´ore`me 2 reste vrai mais fournit en fait
une majoration moins bonne que la majoration triviale (|S(b, c,d)| ≤ p2).
Il reste maintenant a` de´montrer la proposition 2 pour terminer la preuve
du The´ore`me 2.
Le cardinal Nn(λ) est proche du cardinal
N ′n(λ) := |{(x, y) ∈ F2pn : gλ(x, y) = 0}|.
Pour obtenir une majoration de la diffe´rence |N ′n(λ)−Nn(λ)|, il suffit d’e´tudier
la contribution des x = bi ou y = ci dans gλ. Le polynoˆme associe´ a`




(bi − bj)(y − cj)
a k−1 racines. De meˆme, pour 1 ≤ i ≤ k, |{x ∈ Fpn : gλ(x, ci) = 0}| = k−1.
Ainsi,
|N ′n(λ)−Nn(λ)| ≤ 2k. (16)
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Pour de´montrer la Proposition 2, il suffit donc d’e´tudier N ′n(λ)− pn.
Si gλ est absolument irre´ductible (c’est-a` -dire irre´ductible dans Fp), alors




savons pas dire que gλ est absolument irre´ductible pour tout λ sauf pour au
plus un nombre fini de λ.
Nous utilisons plutoˆt les travaux d’Adolphson et Sperber [1]. Pour cela
nous devons de´finir le polygone de Newton d’un polynoˆme g ∈ K[X1, . . . , Xn]
ou` K est un corps fini. E´crivons g sous la forme g =
∑
j∈J ajx
j ou` J ⊂ Zn+,
et pour chaque j = (j1, . . . , jn) ∈ J , aj 6= 0 et xj = xj11 · · ·xjnn .
Le polygone de Newton de g est alors l’enveloppe convexe dans Rn de
l’ensemble J ∪ {(0, . . . , 0)}. On le note ∆(g). La dimension de ∆(g) est celle
du plus petit sous-espace vectoriel de Rn contenant ∆(g).






De´finition 2. (i) Le polynoˆme g est non de´ge´ne´re´ (par rapport a` ∆(g))
si pour toute face σ de ∆(g) qui ne contient pas l’origine, les polynoˆmes
∂gσ/∂x1,. . . , ∂gσ/∂xn n’ont pas de racine commune dans (K∗)
n ou` K de´signe
une cloˆture alge´brique de K.
(ii) Le polynoˆme g est commode (par rapport a` ∆(g)) si pour tout i ∈
{1, . . . , n}, il existe un entier ji > 0 tel que g contienne un monoˆme de la
forme axjii .
Ces deux de´finitions sont celles de [1] page 376 adapte´es a` notre situation
Adolphson et Sperber ont obtenu le re´sultat suivant.
The´ore`me 7. (Adolphson et Sperber [1] Corollary 6.9 p. 400) Soient
K un corps fini de cardinal q et g ∈ K[x1, . . . , xℓ] non de´ge´ne´re´ et commode
par rapport a` son polygone de Newton. On suppose aussi que
g, x1∂g/∂x1, . . . , xℓ∂g/∂xℓ
n’ont pas de ze´ro commun. Soit V la varie´te´ de´finie par g = 0. Il existe ν(g)
telle que
|V (K)| − qℓ−1| ≤ ν(g)
√
qℓ−1.
Remarque : la constante ν(g) est effectivement calculable. On trouvera
une de´finition de cette constante a` la page 371 de [1], elle ne de´pend que du
polygone de Newton de g.
16
Pour terminer la preuve de la Proposition 2 il reste a` ve´rifier que l’on peut
appliquer le The´ore`me 7 au polynoˆme gλ avec K = Fpn et ℓ = 2 pour presque
tous λ avec au plus K exceptions et de´terminer les ν(gλ) correspondants.
Rappelons la forme de gλ :






(X − bj)(Y − cj)− λ
k∏
i=1
(X − bi)(Y − ci).
Lorsque λ 6= 0, le coefficient en Xk vaut −λ(−1)kc1 . . . ck 6= 0 puisque
aucun ci n’est nul.
On ve´rifie de la meˆme manie`re pour λ 6= 0 que le coefficient en Y k est
non nul.
Cela prouve que gλ est commode si λ 6= 0.
Le polygone de Newton est ∆(gλ) = [0, k]× [0, k] si λ 6= 0.
En reprenant la de´finition de ν donne´e page 371 de [1] (avec ν = νA ou`
A = {1, 2}) on obtient sans peine que
ν(gλ) = 2k
2 − 2k. (17)
Les faces de ∆(gλ) ne contenant pas (0, 0) sont les cote´s σ1 = {k}× [0, k]
et σ2 = [0, k]× {k}.
Les polynoˆmes associe´s sont gσ1(X, Y ) = −λXk
∏k
i=1(Y−ci) et gσ2(X, Y ) =
−λY k∏ki=1(X − bi).
Vu que les ci sont deux a` deux distincts, on ve´rifie facilement que ∂gσ1/∂x
et ∂gσ1/∂y n’ont pas de racine commune dans (F
∗
pn)
2. Cette proprie´te´ est
e´galement ve´rifie´e par gσ2 car les bi sont deux a` deux distincts. Donc gλ est
non de´ge´ne´re´ lorsque λ 6= 0.
La dernie`re condition du The´ore`me 7 est plus difficile a` ve´rifier.
Commenc¸ons par traiter le cas ou` x = bi pour un i ∈ {1, . . . , k}. Alors
gλ(bi, Y ) = di
∏
j 6=i
(bi − bj)(Y − cj)
s’annule pour Y = cj avec j 6= i. Mais
∂gλ
∂x
(bi, cj) = dj(cj − ci)
∏
ℓ 6=i,j
(bi − bℓ)(cj − cℓ) 6= 0.
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Donc pour tout λ, il n’existe pas de point singulier de la forme (bi, y). De
meˆme, il n’existe pas de point singulier de la forme (x, ci).





dix− biy − ci. (18)


























(x− bi)(y − ci)
k∑
i=1





(x, y) = −
k∏
i=1
(x− bi)(y − ci)
k∑
i=1
di(x− bi)2(y − ci).
Tout d’abord on conside`re le cas ou` xy = 0. Pour (x, y) = (0, 0) le syste`me
devient









bici = 0, (20)
ce qui n’arrive que pour une seule valeur de λ puisque les bi et les ci ne sont
pas nuls.




(0, y) = 0. (21)
La deuxie`me e´quation devient (rappelons que y 6∈ {c1, . . . , ck})
k∑
i=1
dibi(y − ci)2 = 0
18
ou encore en multipliant par
∏k






(y − cj)2 = 0.
Comme les cj sont deux a` deux distincts et les bi ne sont pas nuls ce polynoˆme
ne s’annule pas en y = c1. Il n’est donc pas identiquement nul, et admet au
plus 2(k− 1) racines y. On en de´duit en utilisant (18) qu’il n’y a au plus que
2(k − 1) valeurs de λ telles que le syste`me (21) ait des solutions.




(x, 0) = 0 (22)
admet des solutions pour au plus 2(k − 1) valeurs de λ.







(x, y) = 0, (23)
avec x 6∈ {b1, . . . , bk}, y 6∈ {c1, . . . , ck}.

















(x− bj)(y − cj)2 = 0
(24)










Pour montrer que les deux dernie`res lignes du syste`me n’ont qu’un nombre
fini de solutions (x, y) il suffit de ve´rifier que les polynoˆmes P1 et P2 sont
premiers entre eux. Notons T = (P1, P2) puis P1 = TR1 et P2 = TR2. Si
T n’est pas constant alors quitte a` e´changer les roˆles de x et de y, on peut
supposer que le degre´ partiel en y pour T est supe´rieur a` 1.
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Le degre´ en y de P1 est infe´rieur a` k − 1 c’est donc aussi le cas pour T
et R1. De plus, le degre´ partiel en y de R1 est au plus k − 2. Comme les cj
sont deux a` deux distincts, les polynoˆmes
∏
j 6=i(y − cj) forment une base de
l’espace vectoriel des polynoˆmes de Fpn[Y ] de degre´ au plus k − 1.
On en de´duit que T et R1 s’e´crivent sous la forme :












(Y − cj), (25)
ou` αi(X), βi(X) ∈ Fpn [X ] pour 1 ≤ i ≤ k. Comme T divise P2, pour tout
1 ≤ i ≤ k le polynoˆme T (X, ci) = αi(X)
∏
j 6=i(ci − cj) divise P2(X, ci) =
di
∏




(X − bj) avec si ∈ Fpn et Li ⊂ {1, . . . , k} \ {i}.
On a alors
P1(X, ci) = di
∏
j 6=i















Le coefficient du terme en Y k−1 dans l’e´criture de R1 dans (25) est∑k
i=1 βi(X). Ce coefficient doit eˆtre nul car R1 est de degre´ au plus k − 2 en











Cela entraˆıne que ti = 0 puisque les bj sont deux a` deux distincts. Ainsi,
chaque βi et par suite R1 et P1 sont identiquement nuls. Cela n’est pas
possible. Par conse´quent P1 et P2 sont premiers entre eux.
Les polynoˆmes homoge`nes associe´s P1(X : Y : Z) = Z
3(k−1)P1(X/Z, Y/Z),
P2(X : Y : Z) = Z
3(k−1)P2(X/Z, Y/Z) sont alors premiers entre eux. En effet
leur pgcd h est un polynoˆme homoge`ne ve´rifiant h(X : Y : 1) = 1 et est
donc de la forme h(X : Y : Z) = aZt ce qui n’est possible que pour t = 0.
On en de´duit par un re´sultat classique sur les intersections de courbes planes
(The´ore`me de Be´zout, cf [22] ou [23]) que
|{(x, y) ∈ F2pn : P1(X, Y ) = 0 = P2(X, Y )}| ≤ degP1 × degP2 ≤ 9(k − 1)2.
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Le The´ore`me 7 s’applique donc pour presque tous les λ avec au plus
K = 9(k−1)2+4(k−1)+2 exceptions. On rappelle que le terme 4(k−1)+1
correspond aux λ pour lesquels il existe un couple (x, y) tels que xy = 0 et
solutions d’un des syste`mes (20), (21) ou (22) et le +1 supple´mentaire tient
compte du cas λ = 0. En tenant compte de (16) on obtient la Proposition 2
et cela termine la preuve du The´ore`me 2.
3 La complexite´ K3 dans le cas ou` S est l’en-
semble des inverses d’une suite d’entiers
conse´cutifs
Dans ce paragraphe nous de´montrons le the´ore`me 1 relatif aux polynoˆmes
a` racines simples dans Fp. Pour A ⊂ Fp, on reprend la notation fA(X) =∏
a∈A(X − a).





. La condition p > 2/(1 − β) implique
que p ≥ 3.
Soient B et C deux sous-ensembles disjoints de Fp :
B = {b1, . . . , bℓ}, C = {bℓ+1, . . . , bk}.
Nous devons montrer qu’il existe f ∈ P3(d, p) tel que rp(f(bi)) ∈ {r, . . . , r+
s− 1} pour 1 ≤ i ≤ ℓ et rp(f(bi)) 6∈ {r, . . . , r + s− 1} pour ℓ < i ≤ k. Ici et
dans la suite nous conside´rons des polynoˆmes f = fA tels que A∩(B∪C) = ∅.
Pour β ∈]0, 1[ on de´finit la fonction hβ(x) pour x ∈ Z par
hβ(x) =
{
1 si 0 ≤ rp(x) < βp
0 sinon.











p(1− ep(−h)) pour h 6= 0.
On a ensuite remarque´ dans [5] que |αh| ≤ 1/(2h) pour h 6= 0.
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est strictement positive. On de´veloppe les produits ci-dessus en utilisant (26)
































U(h1, . . . , ht+t′),
avec





















On fixe les d− 2 premie`res variables et on somme sur les deux dernie`res :






























+ 2(k + d− 1)pd−1.
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Ce terme 2(k+d−1)pd−1 est une majoration de la contribution des (a1, . . . , ad)
tels que ad = ad−1, ou ad−1, ad ∈ B∪C ∪{a1, . . . , ad−2}. D’apre`s le The´ore`me
2 la somme inte´rieure sur ad−1, ad est majore´e par 44
4kp. On en de´duit la
majoration :
|U(h1, . . . , ht+t′)| ≤ (444k + 2k + 2d− 2)pd−1.
Cela donne pour T (la constante implicite dans la formule suivante est de

























(444k + 2k + 2d− 2)pd−1
)
.
Comme |αh| ≤ (2h)−1 lorsque h 6= 0, les sommes sur les hi sont infe´rieures a`
























log(9p)k(444k + 2k + 2d− 2)pd−1
)
,
ou` la constante implicite du O est infe´rieure a` 1 en valeur absolue. Lorsque
p ve´rifie (1) T > 0 et ainsi K3(S, d) ≥ k. Cela termine la de´monstration du
The´ore`me 1.
4 La complexite´ K3 dans le cas ge´ne´ral
Dans ce paragraphe on e´tudie K3(S, d) ou` S est maintenant un sous-
ensemble de Fp ve´rifiant les hypothe`ses du The´ore`me 3.
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Soit k ≤ d/2. Soient B, C deux sous-ensembles de Fp disjoints tels que
|B| = ℓ, |C| = k − ℓ pour un certain 0 ≤ ℓ ≤ k. Nous devons montrer qu’il
existe un sous-ensemble A ⊂ Fp de cardinal d tel que B ⊂ R(fA, S) et
C ∩ R(fA, S) = ∅.
Notons B = {b1, . . . , bℓ}, C = {bℓ+1, . . . , bk}.





avec {b′ℓ+1, . . . , b′d} ∩ (B ∪ C) = ∅, ce qui est possible lorsque k + d < p.
De meˆme pour Sc = {0}, fA(X) =
∏d−ℓ−1
i=1 (X − b′i)
∏k
i=ℓ+1(X − bi) avec
{b′1, . . . , b′d−ℓ−1} ∩ (B ∪ C) = ∅ convient.
• Nous supposons maintenant que S 6= {0},F∗p. Il existe s ∈ S \ {0} et
r ∈ Sc \ {0}.
Pour terminer la preuve du the´ore`me 3, il suffit de trouver A ⊂ Fp de
cardinal d tel que
fA(x) ∈
{
S \ {0} si x ∈ B
Sc \ {0} si x ∈ C. (27)
Soit T2(S, d) le nombre de sous-ensembles A ve´rifiant (27).
































ou` dans les diffe´rentes sommes, χ parcourt l’ensemble des caracte`res de F∗p,
et χ est le caracte`re conjugue´ de χ. A priori, la somme devrait eˆtre restreinte
aux sous-ensembles A = {a1, . . . , ad} ⊂ Fp tels que A ∩ (B ∪ C) = ∅ mais la
contribution des ai = bj e´tant nulle, nous pouvons oublier cette condition.
Soit χ0 le caracte`re principal de Fp. En de´veloppant la ligne ci-dessus et en
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et la constante implicite est de module infe´rieur a` 1. Pour majorer les sommes
V (χ1, . . . , χt+t′) nous utilisons le lemme suivant.
Lemme 3. Soient p un nombre premier, χ un caracte`re non principal d’ordre
d (avec d|(p− 1)), f(X) ∈ Fp[X ]. Notons m le nombre de racines distinctes




∣∣∣∣∣∣ ≤ (m− 1)
√
p.
Il s’agit du the´ore`me 2C’ p.43 de [21] dans le cas ou` q = p.
Avant d’utiliser ce lemme nous devons faire un travail pre´paratoire ana-
logue a` [6] dont les ide´es de base se trouvent dans [20]. La difficulte´ ici
est que nous travaillons avec plusieurs variables que nous devons rendre
inde´pendantes.
Comme F∗p est cyclique, chaque caracte`re χm peut s’e´crire sous la forme
χαm ou` χ est un caracte`re d’ordre p−1. Ainsi pour des caracte`res χ1, . . . , χt+t′
diffe´rents de χ0, il existe des entiers compris entre 1 et p − 2, α1, . . . , αt+t′
tels que
V (χ1, . . . , χt+t′) = V (χ
α1 , . . . , χαt+t′ ) = W (α1, . . . , αt+t′),
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avec











Nous appliquons maintenant le lemme 3 pour majorer les sommes sur chaque
ad. Cependant, le fait que les aj soient deux a` deux distincts rend les calculs
un peu plus difficiles.
Dans une premie`re e´tape, on e´crit





















































Dans cette deuxie`me ligne la variable ad est inde´pendante des autres. En
ite´rant ce proce´de´ au bout de d e´tapes, on obtient un nombre fini (au plus
d!) de sommes de la forme















ou` 1 ≤ h ≤ d et λ1, . . . , λh sont des entiers strictement positifs tels que
λ1 + · · ·+ λh = d.




(λm − 1). (30)
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Notons le pgcd α = (α1, . . . , αt+t′) et α
′
i = αi/α. Pour chaque m ∈






















χ(bij − am)αjλm ≤
{
(k − 1)√p si αλm 6≡ 0 mod (p− 1)
p sinon.
Comme (p− 1) 6 |α, lorsque λm = 1, la somme est de module infe´rieur a`
(k− 1)√p. Dans le cas ou` λm ≥ 2, nous majorons la somme trivialement par
p. Notons u(λ) le nombre d’indices m tels que λm ≥ 2. On a
T (α, λ) ≤ ((k − 1)√p)h−u(λ)pu(λ) ≤ (k − 1)d√p(h+u(λ)).
Mais d’apre`s (30), h + u(λ) ≤ d puisque u(λ) ≤ ∑1≤m≤h(λm − 1). Cela








|S \ {0}|ℓ|Sc \ {0}|k−ℓ
∣∣∣




























Lorsque S et Sc sont de taille suffisamment grande, on peut obtenir des ma-
jorations inte´ressantes des sommes de caracte`res sur S et Sc. On commence

















∣∣2)1/2 − |S \ {0}|. (32)
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χ(s1)χ(s2) = ϕ(p)|S \ {0}|.






pϕ(p)|S \ {0} ≤ p
√
|S \ {0}|.



















≪ d!(k − 1)dpd/2[(|S|+ p√|S|)ℓ(|Sc|+ p√|Sc|)k−ℓ
≪ d!(k − 1)d2kpk+d/2|S|ℓ/2|Sc|(k−ℓ)/2.
(33)
Remarquons que le terme principal est de l’ordre de ≈ pd|Sℓ||Sc|k−ℓ. Quitte
a` e´changer les roˆles de S et Sc, on peut supposer que |S| ≤ |Sc|.
Dans ce cas la majoration que nous venons d’obtenir est la plus mauvaise
quand ℓ = k. Notre majoration est alors pertinente si
pk ≪k,ℓ,d pd/2|S|k/2,
ou` la constante implicite de´pend de k, ℓ, d. Lorsque |S| = O(1), cela impose
k < d/2. Lorsque |S| ≫ p, cela impose k < d. Cela termine la preuve du
the´ore`me.
5 La complexite´ K2, preuve du The´ore`me 4
Pour tout sous-ensemble A ⊂ Fp et tout x ∈ Fp nous utiliserons la nota-
tion suivante :
x+A = {x+ a : a ∈ A} = A+ x xA = {xa : a ∈ A} = Ax.
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Soit A ⊂ Fp de la forme A = B ∪ C avec B = {a1, . . . , aℓ} et C =
{aℓ+1, . . . , ad+2}, ou` 0 ≤ ℓ ≤ d + 2, de sorte que |A| = d + 2. On veut
trouver g ∈ Fp[X ] de degre´ plus petit ou e´gal a` d, sans racine multiple, tel
que g(ai) ∈ S pour tout 1 ≤ i ≤ ℓ et g(ai) ∈ Sc pour tout ℓ+ 1 ≤ i ≤ d+ 2.
Nous allons conside´rer le cas ℓ = 1 puis le cas ℓ ≥ 2.
• Supposons d’abord ℓ = 1. Notons pour chaque i ∈ {2, 3, . . . , d + 2} le
polynoˆme d’interpolation fi de degre´ plus petit ou e´gal a` d tel que{
fi(a1) = 0
fi(aj) = 1 si 2 ≤ j ≤ d+ 2, j 6= i.
Si fi(ai) = 0 pour tout i ∈ {2, 3, . . . , d + 2}, on forme alors le polynoˆme
f = f2 + f3 + · · ·+ fd+2. On a{
f(a1) = 0
f(ai) = d+ 1 6= 0 si i ∈ {2, 3, . . . , d+ 2}.
On fixe alors v ∈ S \ {0} et on choisit u 6∈ R(v), ou`
R(v) = {−vf(zj), j tel quef(zj) 6= 0} ∪ {(s− v)(d+ 1) : s ∈ S},
z1, . . . , zm, m ≤ d− 1, repre´sentant les racines distinctes du polynoˆme f ′(x).
Cela est possible car |R(v)| ≤ d−1+ |S| < p. Le polynoˆme g(x) = uf(x)+ v
re´pond alors au proble`me.
Sinon fi0(ai0) 6= 0 pour un certain i0 ∈ {2, 3, . . . , d + 2} ; on choisit alors
g de la forme g(x) = ufi0(x) + v en fixant v ∈ S \ {0} et en choisissant
u 6∈ R(v),
R(v) = {−vfi0(zj), j tel quefi0(zj) 6= 0}∪{s−v : s ∈ S}∪{(s−v)fi0(ai0) : s ∈ S},
ou` z1, . . . , zm, m ≤ d − 1, repre´sentent les racines distinctes du polynoˆme
f ′(x). Cela est possible car |R(v)| ≤ d− 1 + 2|S| < p.
• Conside´rons dore´navant ℓ ≥ 2. Notons pour tout i ∈ {1, 2, . . . , ℓ} le
polynoˆme d’interpolation fi de degre´ plus petit ou e´gal a` d tel que{
fi(aj) = 0 si 1 ≤ j ≤ ℓ, j 6= i
fi(aj) = 1 si ℓ+ 1 ≤ j ≤ d+ 2.
Si fi(ai) = 1 pour tout i ∈ {1, 2, . . . , ℓ}, alors le polynoˆme f = f1 + f2 +
· · ·+ fℓ − 1 ve´rifie{
f(aj) = 0 si 1 ≤ j ≤ ℓ
f(aj) = ℓ− 1 6= 0 si ℓ+ 1 ≤ j ≤ d+ 2,
29
et l’on conclut comme dans un cas pre´ce´dent en prenant v ∈ S \ {0} et en
choisissant u 6∈ R(v), ou`
R(v) = {−vf(zj), j tel quef(zj) 6= 0} ∪ {(s− v)(ℓ− 1) : s ∈ S}.
Le polynoˆme g(x) = uf(x) + v convient alors.
Sinon, il existe i0 ∈ {1, 2, . . . , ℓ} tel que α := fi0(ai0) 6= 1. Ainsi on de´sire




αu+ v ∈ S
u+ v /∈ S .
On peut supposer α 6= 0 car autrement les deux premie`res e´quations sont
e´quivalentes et on a de´ja` vu qu’un tel polynoˆme g existait. Notons s = v et
s′ = αu+ v. Alors

v ∈ S
αu+ v ∈ S
u+ v /∈ S
⇐⇒
{
s, s′ ∈ S
(1− α)s+ αs′ /∈ S .
g sans racine multiple signifie que ufi0(zj)+v = (1−αfi0(zj))s+αfi0(zj)s′ 6= 0
pour les racines zj de f
′
i0
. Il n’est pas difficile de voir que l’e´galite´ (1 −
αfi0(zj))s + αfi0(zj)s
′ = 0 est ve´rifie´e pour au plus |S| couples (s, s′). Ainsi
une condition suffisante pour terminer la preuve du the´ore`me est :
|{(s, s′) ∈ S2 : (1− α)s+ αs′ /∈ S}| > |S|(d− 1) . (34)
Soit les ensembles S1 = (1−α)S et S2 = αS de cardinalite´ |S| (puisque α est
diffe´rent de 0 et 1). Pour n ∈ Fp notons r(n) le nombre de repre´sentations
n = s1+s2 avec s1 ∈ S1 and s2 ∈ S2. D’apre`s un re´sultat de Green and Ruzsa
([13], Proposition 6.1) qui est une ge´ne´ralisation d’un the´ore`me de Pollard,
on a, pour tout t ≤ |S|∑
n∈Fp
min(t, r(n)) ≥ tmin(p, |S1|+ |S2| − 1− t) = tmin(p, 2|S| − 1− t)
≥ t(2|S| − 1− t) car 2|S| − 1− t ≤ p.
Par ailleurs ∑
n∈S














≥ t(2|S| − 1− t)− t|S| = t(|S| − 1− t) =: φ(t) .
La minoration est optimale pour t0 =
|S|−1
2
. t0 ou t0 + 1/2 e´tant un entier,
on obtient ∑
n/∈S














> |S|(d − 1) car par hypothe`se |S| > 4d + 2. En de´finitive
on a bien l’ine´galite´ voulue (34).
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