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A k-cluster in a graph is an induced subgraph on k vertices which maximizes the number of 
edges. Both the k-cluster problem and the k-dominating set problem are NP-complete for graphs 
in general. In this paper we investigate the complexity status of these problems on various sub- 
classes of perfect graphs. In particular, we examine comparability graphs, chordal graphs, 
bipartite graphs, split graphs, cographs and k-trees. For example, it is shown that the k-cluster 
problem is NP-complete for both bipartite and chordal graphs and the independent k-dominating 
set problem is NP-complete for bipartite graphs. Furthermore, where the k-cluster problem is 
polynomial we study the weighted and connected versions as well. Similarly we also look at the 
minimum k-dominating set problem on families which have polynomial k-dominating set 
algorithms. 
1. Introduction 
In this paper we examine the complexity of two important graph theory concepts 
namely, clustering and domination. A k-cluster in a graph is a subset of k vertices 
which maximizes the number of edges in the subset (i.e. a k-cluster is a subset of 
k vertices with maximum density of edges). This notion encompasses that of 
k-clique, namely, a subset of k vertices with all (i) edges being present. A k-domi- 
nating set in a graph is a subset D of k vertices such that all vertices in the graph 
are either in D or adjacent to a vertex in D. Both the k-clique and the k-dominating 
set problems are well known members of the NP-complete class of problems. One 
immediately sees that the NP-completeness of the k-clique problem establishes the 
NP-completeness of the decision problem formulation of the k-cluster problem: 
namely, given a graph G(K E) and positive integers k and m, does there exist an 
induced subgraph on k vertices such that this subgraph has at least m edges. 
For many restricted families of graphs, the k-clique problem is known to have a 
polynomial time algorithm [9]. These families are cases where the complexity of the 
k-cluster problem is open to investigation. Similarly, the k-dominating set problem 
has been shown to have polynomial time solutions for various restricted families of 
graphs [9], [ 131. From an application point of view, perfect graphs play an impor- 
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tant role and many problems have been examined for various families of perfect 
graphs [ll]. 
We shall see that both the k-cluster problem and the k-dominating set problem 
are NP-complete for perfect graphs and demonstrate very similar behaviour for 
various families of perfect graphs. In particular, the families of comparability 
graphs and chordal graphs will be examined in some detail. Furthermore, when one 
of these problems has a polynomial time algorithm, we will examine the complexity 
of the weighted version of the problem on that family. The weighted version of the 
k-clustering problem involves searching a graph with weighted edges for the k-subset 
with maximum total weight on its edges. The weighted version of the dominating 
set problem is the standard minimum weight dominating set where the vertices of 
the graph are assigned weights. Also we are often interested in finding a connected 
cluster and an independent dominating set. 
Before discussing these results we present the relevant definitions and notation. 
The k-cluster problem is examined in Section 3; the k-dominating set problem in 
Section 4. The final section provides some concluding remarks and open problems. 
2. Notation and definitions 
A graph is perfect if for all induced subgraphs, the chromatic number equals the 
clique number. A comparability graph is one which is transitively orientable; i.e. 
there exists an orientation of G such that if a-r b and b + c, then a - c. A chordal 
graph has the property that every cycle of length greater than or equal to four has 
a chord. Both comparability graphs and chordal graphs are known to be perfect. 
See [ 1 l] for properties and algorithms for these and other perfect graphs. 
Bipartite graphs are one example of comparability graphs. Another example is 
that of cographs (or complement reducible graphs). These graphs have many 
equivalent definitions: two of which are (i) they are the graphs which have no in- 
duced P4 and (ii) the complement of any connected induced subgraph is discon- 
nected. Furthermore, cographs have the important property of having a unique tree 
representation. In this representation (called a cotree) the vertices of the graph are 
the leaves of the tree. The internal nodes of the tree are labelled (0) or (1). The root 
r of the tree is labelled (1) and on each path from the root the labels of the internal 
nodes alternate. Two vertices x and y of G are adjacent iff the unique path from 
x to r first meets the unique path from y to rat a (1) node. This unique tree represen- 
tation leads to many fast algorithms for cographs. An example of a cograph and 
its cotree is presented in Fig. 1. 
A simplicial vertex is one for which the set of neighbours forms a clique. A graph 
has a perfect elimination scheme if there exists an order of eliminating the vertices 
such that each vertex is simplicial at the time it is eliminated. A graph is chordal 
iff it has a perfect elimination scheme [111. This perfect elimination scheme indicates 
that the maximum cliques of a chordal graph interlock in a very tree-like way. This 
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tree is called the clique tree (see [lo]). 
A graph is a splir graph if there exists a partitioning of the vertex set V into sets 
V, and Vz where the induced subgraph on V, is complete and the induced subgraph 
of V, is void. Clearly split graphs are chordal. Another class of chordal graphs is 
k-trees. A k-free is defined recursively as follows. Kk is a k-tree; if G is a k-tree, 
then so is G’ the graph formed by adding a new vertex to G and making it adjacent 
to all vertices of a Kk in G. An example of a 2-tree and its clique tree is presented 
in Fig. 2. Note that k-trees are chordal and that a l-tree is a tree in the normal sense. 
Furthermore, 2-trees contain the class of maximal outerplanar graphs (MOPS). 
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Fig. 2. A 2-tree G where the vertex numbering indicates the order of the perfect elimination scheme. 
3. The k-cluster problem 
Although the k-clique problem is polynomial for perfect graphs [12], we will see 
that the k-cluster problem is NP-complete. In fact, we will see that it is NP-complete 
for families where the k-clique problem is trivial, for example, bipartite graphs. We 
first explore clustering on comparability graphs and then examine chordal graphs. 
3. I. Clustering on comparability graphs 
As mentioned above the NP-completeness of the k-clustering problem on perfect 
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graphs and comparability graphs follows from 
we now present. 
Perl 
the result on bipartite graphs which 
Theorem 3.1. The k-cluster problem on bipartite graphs is NP-complete. 
Proof. The reduction is from the k-clique problem on general graphs. Given a 
graph G(V,E) we construct its bipartite incidence graph H(KF’) where W= VU E. 
Let k’= k+ (;)=(kr’). We claim that H has a k’-cluster with at least 2(i) edges iff 
G has a k-clique. 
Clearly, if G has a k-clique C, then the ($) edges of C in G are represented by 
(i) vertices of W in Hand each of them is adjacent to two vertices in CC_ W. Thus 
there is a k’-cluster in H with 2(i) edges. 
Now suppose that H contains a k’-cluster L with at least 2(z) edges. Let A denote 
LnVandletBdenoteLnEinthevertexsetofH. If (Al=aand lBI=k’-a, then 
we note that at most (‘;) nodes in B may have degree 2 and the rest have degree at 
most 1. 
If a< k, then the number of edges in the cluster L is at most 
Z(i)+(i)+k-a-(i) = (:)+(i)+k-a<,(:) 
which contradicts the fact that L has 2(i) edges. If a> k, then B; <(:) and 
thus since all vertices in B have degree = 2, the number of edges in the cluster is 
again < 2(i). 
Hence IA / = k and the only way to obtain a k’-cluster with 2(:) edges is for each 
of the (i) vertices in B to contribute two edges to the k’-cluster; this in turn implies 
that L represents a k-clique in G. 0 
As a consequence of the above theorem we have the following: 
Corollary 3.2. The following problems are NP-complete: 
(i) The connected k-cluster problem on bipartite graphs. 
(ii) The (connected) k-cluster problem on comparability graphs. 
(iii) The (connected) k-cluster problem for triangle-free graphs. 
Remark. The proof of Theorem 3.1 constructs a bipartite graph where the degree 
of all vertices of one part is two. An interesting open problem involves the com- 
plexity of k-clustering on bipartite graphs where all vertices have a fixed degree 
bound. 
Some families of comparability graphs do have polynomial k-clustering algor- 
ithms. For example, in trees any subtree on k vertices is clearly a (connected) 
maximum k-cluster. An O(k’n) dynamic programming algorithm for the weighted 
connected k-cluster in a tree appears in [ 151. A similar algorithm solves the weighted 
k-cluster problem for a tree. 
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We now turn our attention to cographs. As mentioned in Section 2, a cograph 
may be uniquely represented by a cotree. Using this cotree representation linear 
algorithms are known for problems such as maximum clique and minimum colouring 
[4]. We now present a polynomial time algorithm for the k-cluster problem on co- 
graphs. We assume that the cograph G is presented as a cotree T. Given a graph 
G one can determine if it is a cograph and if so construct its cotree in linear time [S]. 
In this algorithm we let the density of a k-cluster indicate the number of edges 
in that cluster. Thus we are searching for a k-cluster with maximum density. The 
algorithm which we present calculates the maximum density of any i-cluster for 
i= 1,2,..., k. The i-cluster itself can easily be reconstructed by storing appropriate 
pointers while performing the algorithm. These details are left to the reader. 
For each vertex u of T we compute a vector D of k weights such that D(u, i), 
1 s is k, is the maximum density of any i-cluster in the subgraph of G represented 
by the subtree of T rooted at u. If there is no such i-cluster, then D(o, i) = A. Clearly 
D(r, i) where r is the root of T, 1 sis k is the maximum density of any i-cluster in 
G. The algorithm operates using a dynamic programming approach and processes 
the vertices of T in a bottom-up ordering computing the D vector for each vertex 
of T. 
For every leaf of T, set D(u, 0) = D(u, 1) = 0 and D(u, i) =,4 for 1 <is k. In subse- 
quent steps we assume that a sum containing a ,4 equals /1, and that in comparisons 
A<O. 
Assume an internal vertex u of T has d sons x,,x~, . . . ..Y~ for which the density 
vectors were already computed. Then taking into account all partitions of i into d 
we can find D(u,i). However, the number of such partitions is O(id-‘) and thus 
the computation is not guaranteed to be completed in polynomial time. In order to 
obtain a polynomial algorithm we perform the computation of D(u, i) by a step-by- 
step process (see e.g. [15)). Let D(u, i, j), 1 sjsd, be the maximum density of any 
i-cluster in the subtree rooted at u containing its sons x,,xz, . . . ,Xj, and all their 
descendants. Clearly D(u, i) = D(u, i, d). 
For i=l,2,...,k set 
D(u, i, 1) = D(x,, i), D(u,O) = 0 and D(u,O,m) = 0, Ismsd, 
forj=2,..., d; if label(u) = 0, then 
D(u,i,j) = ry‘4_$ [D(u,m,j-l)+D(xj,i-m)] 
< < 
and if label(u) = 1, then 
The validity of this computation follows from the validity of the principle of 
optimality in this case since all relevant partitions of i into dare considered by this 
step-by-step rocess. A 6-cluster for the example in Fig. 1 {a, b, c, g, h, i} contains 14 
edges. The complexity of computing the densities of u is O(k’d). The sum of the 
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degrees of all vertices of T is bounded by twice the number of leaves in the tree 
which is j V/ = n. Hence the algorithm computing the densities of all vertices of T 
(including the root r) requires complexity O(k’n). Note that the algorithm requires 
only O(nk) space since only one vector is required for computing the densities 
D(o,i,j) since the computation is in increasing order of i. 
The following theorem shows that the above algorithm yields a solution for the 
connected k-cluster problem as well. 
Theorem 3.3. If ks n, then any k-cluster in a connected cograph G(K E) on n 
vertices is connected. 
Proof. For any subset S of V the junction of S is the unique lowest internal vertex 
o of the cotree T for which the subtree rooted at u contains all vertices of S. Clearly 
a subset S is connected if and only if its junction is labelled (1). 
Assume now that a k-cluster C in G is disconnected. Hence the junction u of C 
is labelled (0). Since G itself is connected there exists an ancestor w of u labelled 
(1) whose degree is at least 2. Thus there must exist a vertex x in P’\C which is 
adjacent to all vertices in C. Replacing any vertex in C by x yields a k-cluster with 
more edges than C, a contradiction. Hence C is connected. 0 
Consider now the weighted k-cluster problem for cographs. We have the fol- 
lowing theorem for the binary weighted case, namely, where the edges are assigned 
either 0 or 1. 
Theorem 3.4. The binary weighted k-cluster problem on cographs is NP-complete. 
Proof. The reduction is from the k-cluster problem for arbitrary graphs. Given a 
graph G(V, E) where ) Vi = n, we form the cograph K,,. Edges in this graph which 
correspond to edges in G are given weight 1; all other edges are given weight 0. 
Clearly the weighted cograph has a k-cluster of weight m iff G has a k cluster with 
m edges. 0 
3.2. Clustering on chordal graphs 
As pointed out in Section 2, chordal graphs have a very explicit clique structure. 
It seems possible that this clique structure might lead to a polynomial algorithm for 
the k-cluster problem on chordal graphs; however, as the following theorem shows 
this is not likely. 
Theorem 3.5. The k-cluster problem on chordal graphs is NP-complete. 
Proof. The reduction is from the k-clique problem on arbitrary graphs. Given a 
graph G(V,E) where / V/ =n we construct a chordal graph H(W,F) as follows. The 
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vertices in G form a complete graph in H. For every edge e = (u,, uj) in G construct 
a complete graph of n vertices and connect all of these new vertices to both vi and 
u,. Thus each edge in G is represented by a K,,,, in H. Clearly H has a perfect 
elimination scheme and thus is chordal. 
Let k’=k+(:)n. We claim that H has a P-cluster with at least ($)(“;‘) edges iff 
G has a k-clique. (In fact H will have a K-cluster with exactly this number of edges.) 
Clearly if G has a k-clique then H has such a k’-cluster. 
The argument for the converse is very similar to that employed in the proof of 
Theorem 3.1. Suppose that H contains a k-cluster L with at least (:)(“I’) edges 
where A of cardinality a denotes L fl V and B denotes L n E in the vertex set of H. 
At most (z)n nodes in B may have ‘cross-degree’ 2 and the rest have ‘cross-degree’ 
at most 1. 
If a<k, then the number of edges in L is at most 
(;)‘(+)(;)+(;)2n+k’-a-(l)n 
=(l)+(k+(:)n-a)(i)/n+(t)2n+k+(:)n-a-(l)n 
=(;)+(k+(t)n-a)(f-$.)+(i)n+k+(:)n-a 
=(:>(n:1)+7- 2 
k(n+l)+a(a_2)(n+l) 
(k+k(k-2))(n+l) 
which contradicts the fact that L has at least (:)(“r’) edges. 
If a> k let d=a- k. Then IB 1 = (f)n - d and if all vertices in B have ‘cross 
degree’ = 2, then the number of edges in L is at most 
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=(;)((3)+2n)-(n+2)(R-k)+(~;l)-ak+(;)+(;) 
= (;)((3)+2n+l)-(n+2)(oh_)+a(a-k) 
=(i)(Y2> 
-(n+2-a)(a-k)< (9(72) 
again contradicting the fact the L has at least (:)(“s’) edges. 
Thus a = k and the only way to obtain a k’-cluster with (:)(“i’> edges is for each 
of the vertices in B to contribute two ‘cross-edges’ to the k’-cluster and for B to con- 
sist of the union of (i) K,‘s. This in turn implies that L represents a k-clique in 
G. Cl 
Corollary 3.6. The connected k-cluster problem in chordal graphs is IVP-complete. 
We now examine various subfamilies of chordal graphs and demonstrate poly- 
nomial time algorithms for clustering on these graphs. The first class is that of split 
graphs where Vcan be partitioned into a complete subgraph C and an independent 
set I. If kzzc= ICI, then a k-cluster of G is any k-subgraph of C. If k> c then the 
k-cluster contains C and the k-c vertices of I with the highest degrees. 
The weighted k-cluster problem on split graphs is NP-complete as we now demon- 
strate where the edges are assigned weights 0 or 1. 
Theorem 3.1. The binary weighted k-cluster problem on split graphs is NP-com- 
plete. 
Proof. The reduction is from the k-cluster problem for bipartite graphs. Given a 
bipartite graph G(KE) where V= SU T we form a split graph H by making all ver- 
tices in S adjacent to each other. These edges are given weight 0; all others are given 
the weight 1. The proof is immediate. 0 
We now show that h-trees also have a polynomial time k-clustering algorithm. 
This algorithm is a generalization of the clustering algorithm for trees. First we form 
a clique tree representation of the h-tree. If ks h + 1, then we immediately choose 
a Kk and are finished. Otherwise we choose a subtree in the clique tree on k - h ver- 
tices. Regardless of the subtree chosen it is clear that the corresponding subgraph 
of the h-tree has k vertices and exactly h(k- (h + 1)/2) edges. This is the maximum 
possible. 
We now look at the domination problems. 
4. The k-dominating set problems 
As with the k-clustering problem we first look at comparability graphs. 
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4. I. Domination in comparability graphs 
In Section 3.1 we saw that the NP-completeness of clustering on comparability 
graphs follows from the NP-completeness of the problem on bipartite graphs. We 
now show that a similar result holds for the k-dominating set problem. A number 
of proofs of the NP-completeness of the k-dominating set problem on bipartite 
graphs have been independently obtained. The first such proof seems to be by 
Dewdney [6]. The proof which we present is for the independent domination 
problem and was developed by Farber [7]. 
Theorem 4.1. The independent k-dominating set problem is NP-complete for bipar- 
tite graphs. 
Proof. The reduction is from the h-dominating set problem for general graphs. 
Given a graph G, form the bipartite graph G’ by replacing each edge in G by a Ps. 
We claim that G’ has an independent dominating set of size m + h iff G has a domi- 
nating set of size h where m= lEoI. 
Given D’ an independent dominating set of G’ where ID’1 = h + m, we construct 
D a dominating set of G such that / Dj = h as follows: First construct a dominating 
set D” of G’ where ID” 1 = ID’/. Initially set D” = D’. Let P, = (u, a,, b,, c,, u) corres- 
pond to the edge e = (u, IJ) E Eo. 
Let Qe=P,nD’. If IQ,1 =3, then by the independence of D’, Q,= {u,v, b,). If 
IQ,1 = 1, then by the domination Q,= (6,). If IQ,\ =2, then unless Qe= {a,,~,}, Q, 
contains exactly one of the vertices a’,, b,, c,. In the case Q, = {a,, c,} we replace c, 
by u in D”. 
It is clear that D” is a dominating set of G’ and that ID”1 = JD’l. Furthermore, 
since D’is independent and minimal, it is straightforward to show that for each path 
P, exacty one internal vertex is in D”. Now set D = (u 1 u E VG fl D”} and note that 
D is a dominating set of G and that IDI = h. 
Now assume that G has a dominating set D where 1 D ( = h. We augment D to D’ 
which is an independent dominating set of G’ of cardinality h + m by considering 
each edge of G as follows: 
(i) If U, u ED or U, u B D, add the middle vertex of P, to D’. 
(ii) If u E D, UC$ D, add c,, the vertex in P, adjacent to u to D’. 
It is straightforward to show that D’ is an independent dominating set of G’ and 
that lD’l=m+h. 0 
As a consequence of the above theorem we have the following: 
Corollary 4.2. The following problems are NP-complete: 
(i) The independent k-dominating set problem for comparability graphs. 
(ii) The independent k-dominating set problem for triangle-free graphs. 
(iii) The independent dominating set problem for bipartite graphs where all ver- 
tices in one part have degree 53 and all vertices in the other part have degree =2. 
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Point (iii) follows from the fact that the dominating set problem on cubic graphs 
is NP-complete (see [9]). Note that the problem is polynomial if all vertices in one 
cell have degree 12 and all vertices in the other cell have degree =2. 
For some families of comparability graphs we do have polynomial time domination 
algorithms. The first result of this type is the linear algorithm for the domination 
of trees [2]. Cographs also have a straightforward linear time algorithm. In fact, it 
is easy to see that any connected cograph either has a dominating set of size one (i.e. 
a universal vertex) or a dominating set of size two. In the following we illustrate how 
the cotree representation of a cograph can be used to yield a linear time algorithm 
for the minimum dominating set problem on cographs. In this description for the 
algorithm only the weight of such a set is calculated. Minor modifications are 
required to determine the elements in the set. As with the cograph clustering 
algorithm, the domination algorithm uses a dynamic programming approach and 
processes the vertices of the cotree T in a bottom-up ordering. 
Let the weight of a vertex u in G (and thus a leaf in T) be denoted by w(u). For 
every vertex x in T we calculate two quantities for G(x) the subgraph of G induced 
by the vertices in the subtree of T rooted at x. The first, a(x) denotes the weight of 
a minimum dominating set of G(x); the second, b(x) records the smallest weight of 
any vertex in G(x). Clearly a(r) is the weight of a minimum dominating set of G. 
For x an internal node of T, let x,, . . . , xk denote the sons of x. The algorithm pro- 
ceeds as follows: 
Step 1. If x is a leaf, set a(x)=b(x)= w(x). 
Step 2. If x is a (0)-node, then no vertex in G(X,) dominates any vertex in 
G(X,), j #i. Thus set 
dx) = c dx;), b(x) = MIN (@xi)}. 
Isisk Isisk 
Step 3. If x is a (I)-node, then any dominating set of G(X,) dominates G(x). An 
alternative dominating set contains a vertex of G(X,) to dominate G(x) - G(x;) and 
a vertex of G(Xj), j#i, to dominate G(Xi). Thus set 
Q(X) = MIN Ef,+$ (Q(Xi))v flff2 (b(Xi)) + ‘“;I+‘,? (b(Xj)) 9 
For example consider the cograph of Fig. 1 where the cotree and the a and b 
values are given in Fig. 3. The numbers under the leaves indicate the weight of the 
vertex (and the a and b values of the vertex). For internal nodes the a value is printed 
above the b value. Since the a value of the root is 3, there exists a dominating set 
of weight 3, namely {a, h}. 
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4.2. Domination in chordal graphs 
In a recent paper Booth and Johnson [l] present many results on the domination 
problem in chordal graphs. They show that the k-domination problem is NP-com- 
plete for undirected path graphs, a restriction of chordal graphs and present linear 
algorithms for interval graphs and directed path graphs. We continue their investi- 
gation by first studying split graphs. 
Theorem 4.3. The k-dominating set problem in NP-complete for split graphs. 
Proof. The reduction is from the h-vertex cover problem on general graphs. Given 
a graph G(KE) construct first the incidence graph I= (WF), W= VU E. Change 
I into a split graph H by transforming the subgraph induced by V into a complete 
subgraph. We shall show that G has a vertex cover of h vertices if and only if H 
has a dominating set of h vertices. Clearly, if A is a vertex cover of G then A is a 
dominating set of H. On the other hand, let B be a minimum dominating set in H. 
Any vertex e E E in B can be replaced by a neighbour of e in V. Thus we obtain a 
dominating set B’C V, 1 B’I = 1B1, such that B’ is a vertex cover in G. C 
Another chordal graph dominating set problem which has attracted considerable 
attention is the domination problem on k-trees for k> 1. In [14] there is a poly- 
nomial time algorithm for domination of series parallel graphs. Since a 2-tree is 
series parallel this settles the question for k= 2 (and thus also for MOPS, maximally 
outerplanar graphs). For k fixed it has recently been shown that the problem is poly- 
nomial, however if k is arbitrary then the problem is NP-complete [3]. Furthermore, 
the domination problem on permutation graphs is now known to have a polynomial 
time algorithm [8]. 
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5. Concluding remarks 
It is interesting to note that the k-dominating set problem and the k-cluster 
problem seem to have the same complexity status for many families of perfect 
graphs. (See Table 1.) One is tempted to conjecture that for perfect graphs the 
k-dominating set problem is more difficult than the k-cluster problem in the sense 
that if the k-cluster problem is NP-complete than so is the k-dominating set 
problem. This however is false as can be seen by considering the following family 
of chordal graphs. G belongs to this family if it has a universal vertex x and G \ {x} 
is a chordal graph. Obviously, the dominating set problem is polynomial whereas 
the k-cluster problem remains NP-complete. 
Table 1 
Summary of results 
Family k-cluster k-dominating set 
trees 
bipartite graphs 
cographs 
comparability graphs 
k-trees, k fixed 
/r-trees, k arbitrary 
split graphs 
chordal graphs 
permutation graphs 
P 
NPc 
P 
NPc 
P 
P 
P 
NPc 
9 
P 
NPc 
P 
NPc 
P 
NPc 
NPc 
NPc 
P 
We conclude this paper with a list of families of graphs where the complexity 
status of the k-cluster problem remains open. See Table 2. 
Table 2 
Open k-clustering problems 
interval graphs 
planar graphs 
fixed degree graphs 
permutation graphs 
bipartite graphs with fixed degree 
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Note added in proof 
For many recent results on the complexity of domination problems for restricted 
families of graphs see D.S. Johnson, “The NP-completeness column: An ongoing 
guide”, J. Algorithms 5 (1984) 147-160. 
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