In this study, classification-and regression-based statistical downscaling is used to project the monthly monsoon streamflow over the Wainganga basin, India, using 40 global climate model (GCM) outputs and four representative concentration pathways (RCP) scenarios. Support vector machine (SVM) and relevance vector machine (RVM) are considered to perform downscaling. The RVM outperforms SVM and is used to simulate future projections of monsoon flows for different periods. In addition, variability in water availability with uncertainty and change point (CP) detection are accomplished by flow-duration curve and Bayesian analysis, respectively. It is observed from the results that the upper extremes of monsoon flows are highly sensitive to increases in temperature and show a continuous decreasing trend. Medium and low flows are increasing in future projections for all the scenarios, and high uncertainty is noticed in the case of low flows. An early CP is detected in the case of high emissions scenarios.
Introduction
The changing global climate alters the hydrological cycle, which in response is causing variability in the frequency of the extreme events, availability of water, irrigation water use, and quality of freshwater resources (Simonovic 2017) . Thus, the varying nature of the climate, due to the perturbations induced by human activities, draws significant attention in water resources and hydrology. To assess the induced impact in the future for better risk and resources management, global climate models (GCMs) are used as the most credible tools Mujumdar 2008, Goharian et al. 2016) . GCMs simulate the present and future climate under different climate scenarios by incorporating the changes in the atmospheric forcings on the horizontal (2°-4°grid resolution) and for 10-20 layers in the vertical direction (Dibike and Coulibaly 2005) . The climate variables are well simulated at coarser resolution, i.e. at continental and hemispherical scales; however, impact analysis at finer grid size, i.e. at the regional scale, requires variables at the sub-grid scale. Hence, a method called downscaling is used to bring GCM variables down from coarser resolution to finer resolution, as hydrological importance increases at a local scale but at the same time climate model ability decreases from global to local scale (Xu 1999) . This also helps to generate variables that cannot be obtained directly or are not well predicted by the GCMs. The downscaling techniques are classified as statistical and dynamic (Chu et al. 2010) ; statistical downscaling has gained popularity in hydrological studies because of its shorter computational time (Chen et al. 2010) . The statistical downscaling technique involves processing of large-scale GCM variables (predictors), establishing a relationship between the historical predictors and hydrological variables (predictand), forecasting for future time steps, and finally evaluating the consequences relative to the present climate (Das and Umamahesh 2016) .
Generally, impact studies in hydrology involve a two-step process also known as indirect downscaling (Joshi et al. 2013 (Joshi et al. , 2016 . Initially, the meteorological variables (e.g. precipitation, temperature) are downscaled to the regional climate conditions from the large-scale GCM outputs. Next, the downscaled variables are used as inputs to the hydrological model to assess the hydrological changes over the region due to the future climate (Okkan and Fistikoglu 2014 , Zhou et al. 2015 , Kuo et al. 2017 . However, the two-step process of impact studies is usually constrained by the existing gap between a GCM's ability and spatial resolution (Joshi et al. 2016) , and also by the domain of calibration of the hydrological model (Tisseuil et al. 2010) along with the data requirements to fix the model parameters (Eckhardt et al. 2005) . Therefore, direct downscaling is carried out in the present study, as large ensembles of future projection can be obtained at low computational cost. Statistical downscaling and dynamic downscaling are used as direct downscaling methods to evaluate the possible changes in the hydrological variables incorporating future climate conditions. Dynamic downscaling uses complex algorithms to represent the atmospheric processes nested within the GCM outputs. However, statistical downscaling projects future scenarios based on the statistical relationship between large-scale atmospheric features and hydrological variables (Das and Umamahesh 2015) . Therefore, due to the simplicity in computation, statistical downscaling is used in the present study. With the assumptions that the statistical relationships hold good in the future for changed climate scenarios, the selected predictors completely represent the changing climate signal, and the spatial variability is unchanged under different forcings (Diaz-Nieto and Wilby 2005, Ghosh and , statistical downscaling is used extensively in hydrological impact analysis. In recent studies, statistical downscaling has been used to downscale precipitation (Raje and Mujumdar 2011 , Hashmi et al. 2013 , Okkan and Inan 2015a , Okkan and Kirdemir 2016 , Singh and Goyal 2016 , temperature (Goyal et al. 2012 , Duhan and Pandey 2015 , Pang et al. 2017 and evaporation (Yang et al. 2012 , Sachindra et al. 2015 , Sachindra and Perera 2016 . In addition, a few studies have investigated the variation in streamflow patterns due to climate change using direct downscaling techniques. Examples include Landman et al. (2001) , who analysed seasonal variations in the streamflow at the inlets of 12 dams in South Africa using canonical correlation analysis (CCA) and sea surface temperature fields as predictors; Cannon and Whitfield (2002) , who used an ensemble neural network model to downscale streamflow in British Columbia, Canada; Ghosh and Mujumdar (2008) used machine learning techniques to downscale monsoon streamflow over the Mahanadi basin, India, and observed a decreasing trend for monsoon streamflow. Similar to the above studies, there are many recent studies that show applications of direct downscaling to streamflow. These include, but are not limited to, Tisseuil et al. (2010) , Sachindra et al. (2013) and Okkan and Inan (2015b) .
In this sense, different statistical downscaling techniques, such as linear regression, nonlinear regression or artificial neural network (ANN), are generally used to build the predictor-predictand relationship. However, downscaling techniques based on ANN have increased acknowledgment due to their ability to model the nonlinear association between predictors and predictand (Wilby et al. 1998, Trigo and Palutikof 1999) . However, regardless of various points of interest, ANN has major limitations, for instance being confined at local minima and the subjective nature of the model architecture (Suykens 2001) . Vapnik (1995) proposed a novel machine learning algorithm known as support vector machines (SVMs) to strengthen the weakness of ANN, and this method has also been successfully applied on climate change impact analysis (Tripathi et al. 2006 , Anandhi et al. 2008 , Chen et al. 2010 . Moreover, Srivastava et al. (2013) adopted this machine learning technique to downscale soil moisture using land surface temperature for hydrological applications and Chen et al. (2012) advocated that machine learning has better efficiency than the statistical downscaling model when examining the impact on runoff due to climate change. Regardless of the prevalent adaptation of the SVMs, this methodology additionally has a few downsides: for example, monotonically increasing support vectors with the training dataset, nonprobabilistic interpretation of the output, and no direct techniques to estimate the parameters . To overcome the limitations of SVM, Tipping (2001) proposed a relevance vector machine (RVM) using a probabilistic Bayesian learning framework, which uses fewer relevance vectors as compared to the SVM and can predict accurately with fewer parameters.
In addition to the future climate projections and downscaling techniques, various physical phenomena should be taken into consideration for better understanding of hydrological processes and selection of the predictors. The variability and frequency of the extreme hydrological events are aggravated by dynamic land use, deforestation and unsustainable farming practices, and this changeability will cause modifications in the longterm average climatic conditions (Githui et al. 2009 ). Moreover, Chiew and McMahon (2002) stated that variability of precipitation would have a direct effect on runoff, whilst at the same time increasing temperature may lead to decreases in runoff and soil moisture levels. These uncertainties will increase the difficulties for water managers in proper design and management practices. In addition, Ashofteh et al. (2013) stated that there is justification to evaluate the negative consequences of climate change on runoff from the perspectives of water resource planners and hydrologists. Therefore, it is important to consider water availability with associated uncertainty and the detection of change points in the hydro-meteorological time series to determine the changes in the statistical properties of time series data (Raje 2014) .
In the present study, the primary objective is to project the monsoon streamflow over the Wainganga River basin in India using 40 GCMs and four different representative concentration pathways (RCP2.0, RCP4.5, RCP6.0 and RCP8.5) scenarios (a list of the GCMs is provided in the Appendix, Table A1 ). The specific objectives of the investigation include: (1) performance testing of the two machine learning techniques (SVM and RVM), carried out based on the observed datasets; (2) use of the better performing model to downscale the streamflow using future projections of GCM outputs under different scenarios; (3) examination of water availability under different climate change scenarios through flow-duration curves (FDC) and evaluation of the associated uncertainty using a nonparametric bootstrapping technique; and (4) to inspect the change point in the future projected mean annual monsoon series using Bayesian change point analysis. A similar kind of approach was adopted by Ghosh and Mujumdar (2008) to downscale monsoon streamflow using only one GCM and one emissions scenario. Moreover, Mujumdar and Ghosh (2008) stated that a single trajectory obtained with a single GCM and a single scenario cannot alone represent future hydrology and may lead to inappropriate planning and management. However, to the knowledge of the authors, the present study is one of the first studies in India to incorporate 40 GCMs with four different scenarios to project streamflow variations. Moreover, the present study also analyses the uncertainty in FDC with change point detection using Bayesian analysis for different scenarios. The general characteristics of the study area and the data type are introduced in Section 2. The detailed methodology is illustrated in Section 3, followed by the results and discussion under Section 4. Finally, the summary and critical findings from the study are explained in Section 5.
2 Study area and data used Wainganga River basin, with an area of about 49 695.40 km 2 situated between 19°30′-22°50′N and 78°0 ′-81°0′E, is the largest sub-basin of the River Godavari, India (Fig. 1) . The length of the river is about 635.40 km, and the annual rainfall varies from 900 to 1600 mm, with most of the precipitation occurring during the monsoon season. The study area comes under the tropical climate with minimum temperature varying between 7 and 13°C and maximum temperature fluctuating between 39 and 47°C during summer. Agricultural and forestlands are the predominant landuse classifications over the study area. The decadal landuse classifications (1985, 1995 and 2005) were studied for the Wainganga basin. It is observed that there has been no significant change in land-use pattern over the years (see Appendix, Table A2 ). Therefore, the variability in streamflow due to dynamic vegetation is assumed to remain constant in the future. Moreover, there are no major flow-regulating structures over the Wainganga basin and hence the flows are unregulated.
The Wainganga is a rain-fed river and most of the rain is received during the monsoon season (JuneOctober), therefore only the monsoon season is considered to study climate change impact. Monthly streamflow data for the Wainganga basin were collected from the Central Water Commission (CWC), Hyderabad. In the downscaling techniques, selection of predictors plays an important role. Generally, streamflow is considered as resultant from precipitation and evaporation and the previous study carried out by Das and Umamahesh (2016) to project the monsoon precipitation over the Godavari basin suggested that mean sea-level pressure, specific humidity and 500 hpa geopotential height as predictors were able to capture the monsoon precipitation over the basin. In addition, the evaporation rate is highly correlated with the temperature. Sachindra et al. (2013) performed a study to evaluate the best potential predictors to downscale the streamflow for different months. They also suggested that soil moisture content could be one of the potential predictors for June and October in addition to the geopotential height. However, the soil moisture content also depends on the texture of the soil. Larger texture soil infiltrates more and delays runoff generation. The soil classification of the present study area is dominated mainly by clay and clayey loam soil. The high clay content restricts the movement of water through the soil. Therefore, it is assumed that soil moisture has a very less significant role in runoff generation over the present study area. Moreover, the variables with hydrological importance, such as runoff, evapotranspiration and soil moisture, are not well represented by the GCMs (Loaiciga et al. 1996) . Hence, in the present analysis, mean sea-level pressure, specific humidity, 500 hpa geopotential height, and 2-m surface air temperature are considered as predictors to model the monsoon streamflow. The above-mentioned predictors for the historical period were collected from the National Center for Environmental Prediction/ National Center for Atmospheric Research (NCEP/ NCAR) re-analysis data (https://www.esrl.noaa.gov/ psd/data/gridded/data.ncep.reanalysis.html), and for different climate models and future forcing scenarios were downloaded from the Coupled Model Intercomparison Project 5 (CMIP5) data archive (http://www.ipcc-data.org/sim/gcm_monthly/AR5/ Reference-Archive.html). There are 26, 39, 18 and 36 GCM projections under the RCP2.6, RCP4.5, RCP6.0 and RCP8.5 scenarios, respectively. The extent of the NCEP data points covering the study area spanning 15°-27.5°N and 75°-85°E, with grid resolution of 2.5°× 2.5°, is presented in Figure 1 .
Methodology
An overview of the proposed methodology is framed in the form of a flow chart and presented in Figure 2 . This section illustrates the pre-processing of the predictors prior to the downscaling and training as well as testing of different machine learning techniques using various kernel functions. In addition, post-processing of future projected monsoon streamflow is accomplished by the equiprobability transformation. A nonparametric bootstrapping technique is chosen to quantify the uncertainty associated with the FDC, and change point detection in annual monsoon flow is achieved using a Bayesian approach. Figure 2 . Flowchart of the proposed framework.
Pre-processing of predictors
Due to inadequate understanding of the fundamental physics, many processes are parameterized in GCM modelling, which leads to a mismatch between the GCM-simulated and observed climate variables (Mujumdar and Nagesh Kumar 2012) . The mismatch may cause differences in magnitude of different inputs causing instability in the model. Hence, standardization is used to scale all the data to a uniform scale:
where P stn (t) refers to the standardized or bias-corrected predictor at time t, P(t) is the original predictor value, μ P (REF,PERIOD) is the mean for the particular predictor for the reference/base-line period, and σ P(REF,PERIOD) is the standard deviation calculated for the reference period. In the present study, the period 1971-2000 is considered as the base-line period. Since different GCMs have different spatial resolution and there is a disparity between the re-analysis grid points and GCM grid points, bilinear interpolation is carried out to project the GCM outputs at re-analysis grid points. Due to the effects of overfitting, more computational time, and the existing correlations between the predictors, it is not advisable to perform downscaling methods with a large number of predictors (Mujumdar and Nagesh Kumar 2012) . Therefore, to reduce the dimensionality and correlation among the predictors while retaining the variability of the original data, principal component analysis (PCA) is implemented. Principal components (PCs) are computed from the eigenvalues and eigenvectors of the covariance matrix of original data. Standardization before PCA makes all the predictors equally important by creating new variables having mean 0 and variance 1. PCA analysis is carried out for the selected potential predictors over the 30 grid points. It is noted that the first four PCs preserve 96.2% of the variability from the original dataset of the base period. The PCs obtained for the base-line period are divided into calibration and validation sets to develop SVM and RVM models. Then, the coefficient matrix (eigenvectors) obtained from the base-line period is used for deriving PCs from the predictors extracted from historical as well as future standardized GCM outputs (Sachindra et al. 2013) . It is assumed that the PCs obtained for future scenarios using the coefficient matrix derived from the historical data are uncorrelated. This approach is widely used in the literature to assess the impact of climate change (Tripathi et al. 2006, Ghosh and .
Classification of the PCs
Fuzzy c-means (FCM) clustering is used to classify the PCs into different clusters/classes. Unlike k-means clustering, c-means clustering assigns weighted membership to the data that may belong to more than one cluster. Moreover, c-means clustering provides better results for overlapped data and is comparatively better than k-means clustering. Hence, c-means clustering is used to classify the PCs in this study. In the FCM algorithm (Bezdek 1981) , the input datasets are distrib-
in which the centres of the fuzzy clusters/classes are to be estimated. This is achieved by minimizing the objective function:
where C is the cluster centre matrix, k is the number of classes or clusters, n is the number of datasets, m is fuzzification parameter, and μ ij is the degree of membership in cluster i of sample j.
The two important parameters of the FCM technique are the number of clusters and the fuzzification parameter, which controls the degree of fuzziness . The cluster validation problem was addressed by Roubens (1982) and suggested based on the fuzziness performance index (FPI) and normalized classification entropy (NCE). The FPI (Equation (3)) estimates the degree of fuzziness and NCE (Equation (4)) approximates the degree of disorganization produced by different clusters. The optimum numbers of classes and fuzzification parameters are considered based on minimizing FPI and NCE. In addition, Güler and Thyne (2004) suggested FPI ffi 0:25 for selection of cluster numbers and fuzzification parameter.
; where
Based on the cluster validation results using different indexes, the obtained optimum number of clusters and fuzzification parameter are 3 and 1.4, respectively. The results obtained from different numbers of clusters and fuzzification parameters are presented in Figure 3 . Finally, PCs with membership functions are considered as the input matrix to the SVM and RVM.
Support vector machine
The SVM is a data-driven model, generally used for classification and regression operations, developed by Vapnik (1995) . It undergoes training and testing processes to classify or predict data and the regressionbased support vector machine is generally known as support vector regression (SVR) (Aboutalebi et al. 2016) . In the training (calibration) process, after achieving the weights and bias according to the training dataset (input and output), SVR tries to approximate the output from the given testing input dataset. Basically, SVR performs two functions where in the first case (training process) it estimates the errors of prediction and secondly it computes the output values based on the weights, bias and input data. The error is estimated using an epsilon-insensitive loss function given by:
in which x is the input vector, y is the output vector, f(x) is output computed by SVR, ε is the sensitivity of prediction error, and ξ is the penalty for the values outside the range [-ε to +ε]. A schematic diagram of the epsilon-insensitive loss function is presented in Figure 4 .
After nonlinear mapping of input data onto a highdimensional feature space, the linear model is built in this feature space using the following equation:
where w i represents weights, K(x i ,x) is the kernel function and b is bias. Linear regression is not suitable in most hydrological applications and therefore nonlinearity is introduced using the kernel function onto the high-dimensional feature space . The bias and weights are computed by solving an optimization problem with minimum value of loss function given by:
subject to:
where c is the penalty coefficient. The optimization problem can be explained using Lagrange multipliers, and for the detailed methodology readers are advised to follow Ghosh and Mujumdar (2008) and Aboutalebi et al. (2016) . The computed values of bias and weights are replaced in Equation (6) to get the output from the SVR. Therefore, C and ε are the two important parameters of SVR.
Relevance vector machine
The relevance vector machine (RVM) adopts a Bayesian approach, which does not have constraints like SVM, as discussed in Section 1. The RVM implements a probabilistic background and implements priors over the model weights controlled by a set of hyperparameters, whose plausible values are estimated iteratively from the data (Tipping 2001) . The most convincing aspect of the RVM is that it predicts accurately with fewer relevance vectors and the performance can be comparable with an equivalent SVM. Posterior distributions of the majority of weights peak around zero, and the training vectors associated with the non-zero weights are the "relevance vectors". In RVM, with given input (x) to predict output (y) based on y = f(x) + ε n , in which the error term ε ≡ N(0,σ 2 ) is from a Gaussian process and weights are w = (w 1 , w 2 , . . ., w n ) T . The likelihood function of the dataset can be written as:
where Φ ¼ ϕðx 1 Þ; ϕðx 2 Þ; :::; ϕðx n Þ ½ T with ϕðx i Þ ¼ 1; Kðx i ; x 1 Þ; :::;
Furthermore, Tipping (2001) recommended some prior constraints, w, by imposing a complexity penalty on the likelihood or the error function. Tipping (2001) preferred the popular choice of a zero-mean Gaussian prior distribution over W which can be defined as:
The hyperparameter α controls the deviation of each weight from zero. Finally, Bayes' rule is used to obtain the posterior distribution of all unknowns using a non-informative prior distribution 
The predictive distribution of weight can be defined by: where the posterior mean and covariance can be represented by:
where A = diag(α 0 , α 1 , . . ., α n ). Having a uniform hyperprior over α and σ 2 , the term pð yjα; σ 2 Þ can be maximized and given by:
Tipping (2001) stated that the estimation of the hyperparameter is accomplished with an iterative formula such as a gradient ascent on the objective function. Due to the consequences of this optimization technique, many elements of α will go to infinity, so W will have a few non-zero weights which will be considered as relevant vectors. In this way, the model appreciates the properties of SVM and simultaneously provides estimation uncertainty bounds (Samui and Dixon 2012) . Both SVM and RVM are performed in the R environment using the "e1071" (https://cran.r-project.org/ package=e1071) and "kernlab" (https://cran.r-project. org/package=kernlab) packages. In the present analysis, we consider the Gaussian radial basis function (RBF) (Equation (17)) for SVM and both RBF and Laplacian RBF (Equation (18)) for RVM:
Training and testing of the models
In the present regression-based statistical downscaling, a relationship between the processed predictors (PCs with membership function) and predictand (Wainganga monsoon streamflow) is established using different kernel functions. To evaluate the training and testing performance, a K-fold cross-validation test is used, which divides the training and testing data in to K sets and the performance is evaluated based on average R (correlation coefficient) obtained from each set . In the present case, we have assigned K = 10. Deo and Samui (2017) advocated that the choice of appropriate training and testing data to construct and evaluate the performance of an appropriate model is a major task. According to the literature review, there is no basic rule for partitioning the complete dataset into training and test subsets, e.g. 70% training and 30% testing (Samui and Dixon 2012) ; 69% training (Pal 2006) ; 63% training (Kurup and Dudani 2002) . Generally, training/calibration of a nonlinear model requires a greater number of datasets. In this analysis, only the monsoon season is considered, which includes five months (i.e. June, July, August, September and October) for the period 1971-2000. Hence, the total length of the dataset consists of 150 data points. Therefore, based on the data availability and large number of datasets required to train the nonlinear model, 90% of the dataset is used as the training subset and the remaining 10% as the test subset. Due to the large numeric ranges in the predictor, it is always advisable to scale the dataset between 0 and 1 to avoid numerical problems (Hsu et al. 2003) and speed up the calculations (Deo and Samui 2017) . Hence, scaling is carried out for the predictors before regression analysis. Gaussian and Laplacian RBFs are considered as kernel functions while performing machine learning regression, as the RBF has good potential to execute nonlinear mapping in a high-dimensional feature space (Hsu et al. 2003) and has better performance than the linear kernel (Keerthi and Lin 2003) .
Performance evaluation of both SVM and RVM for different kernel functions is carried out using the Nash-Sutcliffe efficiency criterion (NSE) (Nash and Sutcliffe 1970) , percent bias (PBIAS), and root mean square error observations standard deviation ratio (RSR), as mentioned by Moriasi et al. (2007) for monthly streamflow. The NSE assesses the model's capability to mimic the output data away from the mean statistics, PBIAS measures the over-or underestimation of modelled data with respect to the observed (Gupta et al. 1999) , and the RSR evaluates the lower root mean square error (RMSE) with respect to the observational standard deviation.
Equiprobability transformation as bias correction
It is not possible to capture the entire variance of the predictand through regression-based downscaling and the resulting bias significantly affects the extreme events . In addition, it is difficult to incorporate the biases in large-scale atmospheric patterns or unrealistic inter-variable relationships in GCMs. Hence, bias correction is essential before assessing the climate change impact (Ahmed et al., 2013) , or else it will propagate in the computations of subsequent years (Das and Umamahesh 2016) . Therefore, to correct the bias, GCM-simulated monsoon streamflows are mapped onto the observed streamflows through a distribution function. Ines and Hansen (2006) used a gamma distribution to correct the bias in daily rainfall; similarly, Das and Umamahesh (2016) studied the monsoon rainfall by fitting a suitable distribution based on a chi-squared test. However, in the present analysis we use the Weibull distribution to correct the bias associated with the GCM-simulated monsoon streamflow. The detailed methodology consists of the following steps:
• Initially, cumulative distribution functions (cdfs) for the GCM downscaled and observed monsoon streamflow for 1971-2000 are computed using Weibull plotting positions.
• For a given value of monsoon streamflow simulated for 1971-2000 by the GCM, the corresponding cdf (cdf GCM ) is computed.
• For the particular cdf GCM , the equivalent observed streamflow is obtained. The GCM-simulated streamflow data are replaced with the observed streamflow data and the correction factor is computed for the particular cdf.
• The first three steps are repeated with the all GCM-simulated monsoon streamflow data, considering 1971-2000 as the base-line period. The obtained correction is applied to the future simulated monsoon streamflow data.
The correction for bias that is derived from the base-line period is used to derive a bias-free estimate of monsoon streamflow in future scenarios. This method of bias correction is applied based on percentiles. For a particular percentile of observed and simulated monsoon streamflow, the correction is computed, and for the particular percentile in the future, the computed correction is applied. It should be noted that the bias in the streamflow is corrected based on the base-line period, and it is assumed that the bias will remain the same in the future for different scenarios (stationary bias). However, due to climate change, the higher percentile values of the base-line period may be projected as lower percentile values in the future or vice versa (Das and Umamahesh 2017b). Hence, this type of bias correction and the inherent assumptions will create additional uncertainty in the streamflow values with higher percentiles in the future. Since a large number of GCM projections are considered in the present study, this type of uncertainty is neglected. Moreover, due its the popularity in application, the equiprobability transformation technique is used in the present study. The correction is computed for all the percentiles and GCMs using Weibull plotting positions. The correction is computed separately for different GCMs and applied separately for the respective GCMs. The transformation is defined as:
where S o and S m are observed and modelled streamflow, respectively; F m is the cdf of S m and F o −1 is the inverse cdf corresponding to S o .
Nonparametric bootstrapping
Bootstrap resampling is widely used to perform uncertainty analysis in various fields of research (Lall and Sharma 1996 , Mudelsee et al. 2003 , Korenaga 2013 . This resampling technique is easy to implement and it samples a sample population of fixed size with replacement and generates multiple realizations to compute the statistical properties (mean, variance, confidence interval, etc.) of interest (Schnaidt and Heinson 2015) . Let a dataset X with random samples X = (x 1 , x 2 , . . ., x n ) and empirical distributionF have a probability of 1/n on each random observation. Then, the bootstrap sample can be defined to be a random sample of size n, i.e. X* = (x* 1 , x* 2 , . . ., x* n ) drawn fromF. The bootstrap dataset (x* 1 , x* 2 , . . ., x* n ) consists of the member of the original dataset (x 1 , x 2 , . . ., x n ) with variability in the probability of occurrence of each random sample during resampling (i.e. some appearing zero times, some appearing once, some appearing twice, etc.) (Efron and Tibshirani 1993) . In brief, bootstrapping is a technique that repeatedly simulates data from a given dataset to assess the uncertainty associated with the data samples, with the fundamental assumption that each data point in the dataset has a probability of recurrence in future (Yu et al. 2002) . In the present application, bootstrapping is applied to the different monsoon streamflow percentiles (Q 0.1 , Q 10 , Q 20 , Q 30 , Q 40 , Q 50 , Q 60 , Q 70 , Q 80 , Q 90 , Q 100 ) to assess the associated uncertainty of the historical period. Here, 1000 realizations of bootstrap samples are generated using the "bootstrap" R package (https://cran.rproject.org/package=bootstrap) for each percentile and the 95% confidence interval is obtained from the resampled dataset to represent the uncertainty.
Change point detection using a Bayesian approach
In the context of climate change, identification of the time point with respect to the change in the statistical properties in hydro-meteorological time series is important (Perreault et al. 2000 , Raje 2014 ). Moreover, shifting from the traditional stationary assumptions due to the consequences of climate change as stated by the hydrologist (Milly et al. 2008) , it is essential to consider change point (CP) analysis for better planning and optimal management of water resources (Raje 2014) . In the present study, change point detection in mean annual monsoon streamflow series is executed using a Bayesian approach with the analysis proposed by Barry and Hartigan (1993) . In the series of independent observations, whose density varies from each other depending on a parameter θ i 2 Θ. In this case, the product partition model developed by Hartigan (1990) is used to partition the data into several sets/blocks. The model assumes that the observations are independent and identically distributed with normal distribution, having constant means within the blocks and constant variance throughout each sequence. The specified uniform prior distribution for the partition probability ρ is updated through a Markov chain Monte Carlo (MCMC) algorithm using a Bayesian approach to obtain the posterior distribution of the same form (Crowley 1997) , and there is an equal probability of drawing parameters from any location without affecting the likelihood function. Moreover, there are several classical methods for CP detection, such as the standard normal homogeneity (SNH) test and Wilcoxon's nonparametric rank sum test (Reeves et al. 2007 ), which provides a single year for CP location. The Bayesian approach has several advantages, such as it encompasses the uncertainty associated with parameters and data, includes the prior information, and overcomes the limitation of the frequentist approach (Raje 2014) . Hence, it is considered to perform the task of CP detection. In the present situation, this method is applied on the future simulated mean annual monsoon streamflow under different climate change scenarios. The R package "bcp" (https://cran.r-project.org/ package=bcp) is used to perform the analysis.
Results and discussion
To accomplish the objective of the present study, statistical downscaling was performed using machine learning techniques (SVM and RVM) and the most efficient technique was selected based on the performance criteria to project monsoon streamflow over the Wainganga basin. An equiprobability transformation using the Weibull distribution was introduced to correct the post-modelling bias correction. Finally, the impact assessments on water availability with uncertainty analysis and change point detection using the Bayesian approach were executed.
Performance evaluation of SVM and RVM
As discussed in Section 3.5, the ability of the SVM and RVM to capture the historical streamflow using NCEP/ NCAR data as predictors is evaluated using various statistical efficiencies, such as NSE, PBIAS and RSR. The present section compares the performance of SVM and RVM during the calibration and validation period. As discussed in Section 3.3, for the support vector regression problem the insensitive zone width is controlled by ε and the flexibility of the model is regulated by c (regularization parameter). The parameter ε is assigned a value of 0.01 and c is defined according to Cherkassky and Mulier (2007) 
Similarly, the hyperparameter in RVM is fixed by manual iteration to obtain a better performance index, and the assigned values for the hyperparameter are 2.10 and 1.85 for the Laplacian and Gaussian functions, respectively. The model efficiency obtained using SVM and RVM during the training and testing periods is presented in Table 1 . From Table 1 , it can be seen that RVM with Laplacian RBF gives comparatively better correlation coefficients (R) during training and testing periods. In addition, the overall NSE value in the case of RVM with Laplacian RBF is higher than that for the other models. Similarly, the training and testing PBIAS values are categorized as very good under performancerating criteria. Moreover, the computational time and the possibility of overtraining are minimized due to the parsimony of RVM (Okkan and Inan 2015b) .
In addition, scatter and histogram plots for the calibration and validation periods using SVM and RVM with different kernel functions, as well as the Taylor diagram, are depicted in Figure 5 . It may be seen from Figure 5 that RVM with Laplacian RBF performs better than the other models and is able to capture the low and high values of monsoon streamflow. Hence, this model is selected to project the future streamflow under different scenarios.
Future projection of monsoon streamflow and analysis
To obtain the future projection of monsoon streamflow, pre-processing of the future predicted predictors is carried out. PCA analysis and fuzzy clustering of the predictors are accomplished based on the obtained principal directions or eigenvectors and number of clusters with fuzzification coefficient during the NCEP predictors' pre-processing, respectively. Then, after selecting the downscaling model, the processed future projected predictors under different RCP scenarios from 40 different GCMs are given as input to the calibrated downscaling model. The results obtained for the future projection are divided into 30-year time slices and are presented in the Appendix (Figs A1-A4 ). It can be observed from the downscaled monsoon streamflow for different scenarios that the projections are not similar, and streamflow varies significantly from model to model. These deviations could result from the use of different parameterization schemes, dissimilar model structure, and response of the GCMs to the atmospheric forcings (Teng et al. 2012) . However, the inclusion of multi-model combinations will reduce the uncertainty associated with single model (Li and Sankarasubramanian 2012) . In addition, combined multi-model projections improve the predictability, capturing the strength of single models (Ajami et al. 2007 . Therefore, an ensemble average of all the models for different scenarios is considered to assess climate change impact on monsoon flow. The cdfs for ensemble monthly monsoon flows using Weibull plotting positions for the periods 1971-2000, 2011-2040, 2041-2070 and 2071-2100 are presented in Figure 6 . It is observed that the value of streamflow at which the cdf approaches 1 for the future time slices under different scenarios is significantly lower than that of the base-line period. This implies a reduction in the probability of occurrence of high-flow events in the future and hence there is likely to be a decreasing trend in the monthly peak flow during the monsoon season. Though there is a decreasing trend in the peak flows, the probability of occurrence of flows having cdfs of between 0.1 and 0.7 is likely to increase in future under different scenarios. In addition, the cdfs for all the time slices under RCP2.6 do not have significant variations. However, for the high emissions scenarios there is remarkable variation in the cdfs for different time slices. The probability of occurrence of a complete range of monthly monsoon flows is likely to decrease in the future period under RCP4.5, RCP6.0 and RCP8.5.
The monthly variations in streamflow are computed and presented as violin plots in Figure 7 . (A violin plot is a combination of a box plot and a density plot.) The violin plots are plotted for individual months and the white circles represent the mean values. It is observed that there is large variation in the monsoon flows during different months in the monsoon season for the base-line period. However, the variations in the future periods under different scenarios are significantly decreasing. For July, there is no significant difference in the mean flow with respect to the observed series for different scenarios. However, the mean monsoon flow for July is significantly decreasing as compared to the base-line period. In the case of October, the mean monthly streamflow for different periods under different scenarios is likely to increase. However, June and September exhibit a similar kind of pattern for different scenarios. Except for July, mean monthly flows in the monsoon season decrease gradually from the period 2011-2040 to 2071-2000. In the present study streamflow is projected based on the predictand (as discussed in Section 2), so it is difficult to attribute the change in the streamflow with respect to precipitation. However, in a recent study, Das and Umamahesh (2017a) analysed the spatio-temporal variability of water balance components using a hydrological model over the Wainganga basin. They observed that monsoon rainfall during the month of October is likely to increase more significantly than during the other monsoon months. Hence, the increase in the streamflow in October can be attributed to the change in precipitation. In addition, Hengade and Eldho (2016) studied the climate change impact on the hydrology of the Wainganga basin using a hydrological model and advocated that change in the streamflow is more sensitive to the change in precipitation over the basin.
Moreover, the annual monsoon flows are also analysed and presented in Figure 8 as box plots. It can be seen from Figure 8 that under RCP2.6 there is no significant difference in the mean annual monsoon flows for all time slices. Moreover, the mean annual monsoon flow for 2011-2040 has no substantial variation compared to the base-line period under all forcing scenarios. However, mean annual monsoon flows for the periods 2041-2070 and 2071-2000 are likely to decrease compared to the base-line period. Towards the end of the 21st century (i.e. 2071-2100), the decrease in the mean annual monsoon flow is more significant. Tang et al. (2012) analysed the sensitivity of streamflow over the Salmon River basin, Idaho, USA, and observed a 2-6% and 3-8% decline in mean annual streamflow with a temperature increase of 2 and 3°C, respectively. Hegerl et al. (2007) stated that the global climate change resulting from long-term anthropogenic perturbations is generally quantified by the change in the temperature profile. In addition, according to the Intergovernmental Panel on Climate Change (IPCC 2007) the average surface temperature over India could rise by between 2 and 5°C. Hence, an attempt was made to analyse the sensitivity of monsoon streamflow over the Wainganga basin to the increasing temperature profile, and the results are presented in Figure 9 .
It can be observed from Figure 9 that, with a continuous increasing trend in the average temperature, the range of monthly streamflow decreases significantly as compared to the base-line period. In the box plot, the upper and lower edges of the box give the 75th and 25th percentiles of the dataset, respectively. The middle line suggests the median value. The 25th percentile of the monsoon flow is likely to increase for all the time slices and scenarios. However, the 75th percentile flow is likely to decrease as compared to the base-line period. Hence, the variability or range of the monthly streamflow is expected to decrease. Although there is an increase in the median of the monsoon flow, the occurrence of peak flows will reduce significantly. A similar kind of study was carried out by Ghosh and Mujumdar (2008) over the Mahanadi basin, India, and they attributed the decrease in the peak flow to high surface warming. In addition, Ghosh and Mujumdar (2008) stated that due to the groundwater component the low flows are insensitive to the climatic variables, and as a result effects on only high/peak flows are projected in the outcomes. Studies have been carried out using indirect downscaling methods to project the streamflow. Ashofteh et al. (2013) used the IHACRES hydrological model to project changes in the average annual runoff over the Aidoghmoush River basin and observed a decreasing trend, mainly related to the high flows. Similarly, Yilmaz and Imteaz (2011) used the HEC-HMS hydrological model to evaluate possible climate change impacts on streamflow and found a substantial decrease in the runoff during summer and spring seasons over the Karasu basin, Turkey. Though peak flow is likely to decrease, the medium and low flows are likely to increase and will increase water availability. Detailed analysis is presented in the following section.
This study investigates the possible future changes in the monsoon flows using regression-based models. However, quantification of the streamflow based on the other water balance components is not carried out in the present study. According to Legesse et al. (2010) , the increase in temperature will increase the potential evapotranspiration, which will result in decreased streamflow. Moreover, the potential evapotranspiration is very much sensitive to the change in the temperature rather than other climatic variables such as relative humidity, solar radiation and wind speed (Guo et al. 2017) . In this sense, an increase in temperature over the present study area will likely increase the potential evapotranspiration, as most of the area is covered with forest and cropland, which will probably decrease the peak flows during the monsoon season.
FDC and uncertainty analysis
To understand water availability in the future, flow-duration curves (FDC) are constructed for the observed as well as for the projected monsoon flows under different scenarios. Mostly, the uncertainty analysis of FDC is carried out while performing the regionalization of the FDC at ungauged sites with observational uncertainties (Yu et al. 2002 , Westerberg et al. 2014 . However, in the present case, we analyse the uncertainty associated with the monsoon streamflow percentiles using the ensemble outputs from the GCMs under different scenarios. The uncertainty bound (95% CI) for the observed period is computed using the nonparametric bootstrapping technique. To compute the 95% confidence interval, the 2.5 and 97.5 percentiles of the bootstrap samples are considered as the lower and upper bounds, respectively. The uncertainty bound for the observed period is plotted to find out whether the future projected FDC for different scenarios and time slices are falling within the uncertainty bound or not. Moreover, the uncertainties associated with the different scenarios are also discussed. Since large numbers of future realizations are obtained from the outputs of GCMs, the bootstrapping method is not used during the future periods. Figure 10 depicts the comparison between the observed FDC with uncertainty bounds and GCM ensemble mean with uncertainty bounds for different future scenarios and time slices. The ordinate of Figure 10 is in log scale. It is observed from Figure 10 that the future projected GCM ensemble mean flows with exceedence probability higher than 0.4 are falling outside the confidence interval of the historical period.
In addition, Figure 10 depicts that the high flows from the GCM ensemble mean significantly decrease with respect to the observed period, whereas the medium and low flows are likely to increase. In the present study, the probabilities of exceedence in the ranges 0-0.4, 0.41-0.80 and 0.81-1.0 are referred as high, medium and low flows, respectively. This will also increase the water availability over the basin. The possible reason may be attributed to the significant contribution of the groundwater component to low flows, as indicated by Ghosh and Mujumdar (2008) . In addition, Pechlivanidis et al. (2016) analysed the impact of climate change on future hydrological fluxes in the Indian subcontinent using the HYPE hydrological model. Based on the outcomes from the study, they stated that the water availability of Indian basins is likely to increase, except in northwestern basins due to their significant spatial variability. Similarly, Islam et al. (2014) advocated an increase in water yield in most of the Indian river systems for the 2030s and 2050s.
It is also clear from Figure 10 that a high uncertainty bound is noticed during the high flows and the uncertainty bound is decreasing towards the medium and low flows for historical and future periods. Moreover, the uncertainty bound obtained from the ensemble of GCMs is significantly larger than from the historical period. It is observed that the upper bound of the GCM uncertainty for the high flows projects very close to the upper bound of the historical uncertainty in most cases. Therefore, except for very high flows and some cases with very low flows, the GCM uncertainty bound is significantly larger than the observed bound.
Change point analysis
With the increasing climate change variability, it has become indispensable to identify the change point in a hydrological series, as discussed previously (Section 3.7). With normally distributed annual monsoon streamflow having partition probability following a uniform distribution, 5000 realizations of parameter samples were obtained using an MCMC simulation. Before the MCMC simulation, the mean annual monsoon streamflows were checked for normal distributions using normal probability plots. The posterior density for CP location obtained from the Bayesian analysis is presented in Figure 11 .
During historical period, the probability of change point in mean annual monsoon streamflow is high in 1994. Moreover, under RCP2.6 scenario the high probability of change point is detected in 2070. However, in case of RCP4.5, 6.0, and 8.5 higher probability is observed around 2056.
Conclusions
In this study, a classification and regression-based downscaling technique was used to project the monthly monsoon streamflow over the Wainganga River basin using the outputs of 40 GCMs (predictors) and four different RCP scenarios. Initial bias correction was carried out using the standardization technique with PCA to reduce the dimensionality and fuzzy clustering to classify the PCs. A machine learning technique was used as the downscaling procedure with better model efficiencies, and the ensemble average of multiple GCMs was considered to minimize the uncertainty associated with a single model. The investigation resulted in the following critical findings:
• The RVM outperforms the SVM in capturing the observed monsoon streamflow during the calibration and validation periods based on the different model performance criteria. • With an increase in the span of the future time period, the peak monsoon flow shows a continuous decreasing trend and the highest value is observed in the case of the high emissions scenario, RCP8.5.
• An increase in the surface temperature will significantly affect high flows in the Wainganga basin, whereas medium to low flows are expected to increase considerably with respect to the historical observations. • The uncertainty associated with the FDC for the future projection reveals a high uncertainty bound for high flows, and the uncertainty bound is decreasing for the medium and low flows.
• Early detection of a CP (middle of the 21st century) is noticed in the case of the RCP4.5, RCP6.0 and RCP8.5 scenarios; however, in the case of RCP2.6, the year of the CP is detected in the latter part of the 21st century, i.e. around 2070.
In implementing the large number of GCMs and future scenarios, the outcomes should be considered as indicative of the response of the hydrological regime to climate change, rather than being conclusive. Encompassing the GCM and climate change scenario uncertainties, an attempt of this kind can result in more reliable outcomes to improve the robustness of planning and management decisions. In future, if any hydraulic structures are built over the basin to regulate the streamflow, then indirect downscaling should be performed by incorporating such human interventions for better simulation of streamflow under a changing climate. Moreover, the adopted methodology of this study could be implemented to evaluate the variability in the streamflow to the inflow of a reservoir. This would help to modify the operation rules under climate change to improve the allocation and utilization of surface water resources for irrigation and hydropower generation.
According to the IPCC, the global climate has changed significantly since pre-industrial times, due to predominant anthropogenic interventions, and is threatening the sustainability of natural resources at the regional scale. Therefore, the present methodology can be used to analyse the impact on other hydro-climatic variables (e.g. rainfall, temperature, soil moisture, groundwater fluctuation, evaporation) for proper management at the regional scale. Here, GCM uncertainty was minimized by considering an ensemble average. However, uncertainty analysis can be improved by accounting a weighted ensemble average based on the performance criteria for each GCM. Further improvement may be achieved by encompassing scenario uncertainty, which will help to improve risk minimization practices.
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