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Abstract—The rapid growth of users’ involvement in Location-Based Social Networks (LBSNs) has led to the expeditious growth of the
data on a global scale. The need of accessing and retrieving relevant information close to users’ preferences is an open problem which
continuously raises new challenges for recommendation systems. The exploitation of Points-of-Interest (POIs) recommendation by
existing models is inadequate due to the sparsity and the cold start problems. To overcome these problems many models were
proposed in the literature, but most of them ignore important factors such as: geographical proximity, social influence, or temporal and
preference dynamics, which tackle their accuracy while personalize their recommendations. In this work, we investigate these problems
and present a unified model that jointly learns users and POI dynamics. Our proposal is termed RELINE (REcommendations with
muLtIple Network Embeddings). More specifically, RELINE captures: i) the social, ii) the geographical, iii) the temporal influence, and iv)
the users’ preference dynamics, by embedding eight relational graphs into one shared latent space. We have evaluated our approach
against state-of-the-art methods with three large real-world datasets in terms of accuracy. Additionally, we have examined the
effectiveness of our approach against the cold-start problem. Performance evaluation results demonstrate that significant performance
improvement is achieved in comparison to existing state-of-the-art methods.
Index Terms—POI recommendations, location-based social networks, temporal evolution, geographical dynamics, social influence.
F
1 INTRODUCTION
R ECENTLY, Online Social Networks (OSN) incorporatedgeographical information into their content which trig-
gered new functionalities and introduced the concept of
Location-based Social Networks (LBSNs). In such networks,
such as Facebook Places1, Foursquare2, Yelp3, users may
share their interests along with spatial dimension to obtain
recommendations for possibly interesting places based on
their recent history. Learning users’ history is a crucial
task for these models, to provide meaningful suggestions
for Points-of-Interest (POIs). Unfortunately, factors like spar-
sity, heterogeneity and multidimensionality pose significant
challenges that increase the problem complexity with a large
impact on effectiveness and efficiency.
There has been extensive research on the topic, which
primarily focused on users’ relations with geographical
information over user-location bipartite networks. However,
such approaches failed to eliminate the sparsity problem
since they miss preference dynamics and auxiliary infor-
mation related to users’ interactions. Similarly, other works
enrich user-location information with social network ties
but still miss all aforementioned factors. Moreover, research
considering the temporal evolution of users’ preferences
still fail to deal with sparsity because there is additional
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contextual information related to users which changes along
with their preferences over time.
In this paper, we present a technique that considers so-
cial, geographical and temporal influence, along with users’
preference dynamics, in a unified model, embedding eight
relational graphs into a single latent space.
Spatial-based Behavior. Recent research points out that
there is a spatial pattern on users’ check-in behavior dur-
ing daily activities [2]. In particular, users who check-in a
location within a region have high probability to attend loca-
tions that are proximate. For example, a user located close to
work or home has higher probability to visit a proximate lo-
cation, rather than one in a long distance [6]. We claim what
users tend to perform a sequence of activities during the
same time period within a region which is related to a task.
For example, users who want to do shopping usually check-
in a mall, a supermarket, a grocery, or a bakery located close
to home, as shown in Figure 1(a). Also, during weekends
people perform multiple check-ins in clubs and restaurants
that are close to each other. Thus, spatial proximity should
be considered as a repeated geographical pattern. Also, the
relation of those locations can be considered as a route of
locations that are related to one activity.
Temporal-based Behavior. Usually, users maintain a fixed
daily program in their activities and the check-ins they
perform. Thus, on weekdays a user performs check-ins at
locations close to work 6 − 5, whereas from 5 p.m. until
midnight she check-ins at locations close to home, as shown
in Figure 1(b). This pattern is reversed in weekends because
users tend to check-in bars and restaurants. Several works
aim to model this behavior by focusing on temporal drifting
but they ignore explicit and implicit contextual informa-
tion [12], [17] related to users activities.
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Fig. 1: (a) Spatial distribution of one user’s check-ins close to home or work, (b) temporal distribution of check-ins where
both lines indicate the proportional probability of being in one of these two states, (c) the social behavior indicate the
influence of the social network to the target user, and (d) preference dynamics evolution between two months.
Preference Dynamics. Users tend to change behavior dur-
ing time which makes this problem even harder. For ex-
ample, a user may attend clubs every weekend of Septem-
ber and cinemas or restaurants during April weekends, as
shown in Figure 1(d). In both cases, the same user alternates
his check-in behavior, which should be taken into account.
This preference evolution according to [6], [21] may be due
to: 1) New POIs exploration: contrary to ordinary check-in
behavior, users tend to visit new locations, 2) User experience:
users will choose a location according to locations in which
he had a pleasant experience in the past, 3) Popularity: some
locations tend to be more popular during a time interval
rather than the rest of the year, 4) Social influence: friends’
opinion bias users’ decisions (as shown in Figure 1(c)).
Thus, users tend to examine their friends’ evaluations over
locations before attending and follow their lead.
Motivation and Contribution. Motivated by users’ behav-
ioral pattern in this section we summarize the limitations of
existing approaches:
• many methods consider POIs as conventional nodes
and do not capture the spatial dimension and the
proximity among them,
• other works consider geographical influence but ignore
preference dynamics tackling the over all accuracy,
• methods that capture temporal dynamics do not treat
simultaneously the spatial dimension,
• finally, models that consider both spatial and temporal
behavior ignore the preference evolution.
Thus, there is a need to consider all aforementioned factors
in a unified model which allows to further understand
users’ behavior and personalize the recommendations. The
contributions of our work are as follows:
• we present a probabilistic weighting strategy over the 8
information graphs to overcome sparsity,
• we propose two novel algorithms to extract the routes
and the stay points out of the past history check-ins,
• we introduce a novel graph-based approach that jointly
learns users’ and POI embeddings from these weighted
graphs into the same latent space and provides person-
alized POI recommendations,
• our approach extends the LINE model [16] and learn
the embeddings of large unipartite and bipartite graphs
simultaneously into a low dimensional space,
• we experimentally evaluated our model measuring the
accuracy of POI recommendations for i) all the users,
ii) the cold-start users, and iii) the cold-start locations.
Extensions beyond the Conference Version. This work is
an extended version of our work presented at the 5-th IEEE
International Conference on Data Science and Advanced
Analytics (DSAA 2018) [3]. This journal version contains
several enhancements with respect to the conference paper.
The most significant changes are summarized below:
• we introduce two novel networks: i) Stay Points, rep-
resenting locations the user stayed the most, and ii)
Routes, the path followed when visiting POIs,
• we incorporate two novel algorithms to build the afore-
mentioned information networks which we weigh ac-
cording to their importance,
• we jointly capture users’ and POIs sequential dynamics,
• the performance evaluation section has been extended
significantly by studying two important topics in the
domain related to the cold-start problem for both users
and locations, and
• we compare our approach against additional state-of-
the-art methods in terms of accuracy.
Roadmap. The rest of the paper is organized as follows.
Section 2 summarizes the related work, whereas Section 3
describes the preliminaries and the problem definition. In
Section 4, we illustrate the model structural parts in details,
while in Section 5, we present the findings of our experi-
mentation. Finally, Section 6 concludes this paper.
2 RELATED WORK
In this section, we discuss research conducted related to
POI recommendation. In particular, we analyze how the
prior work exploits n-dimensional networks to over come
sparsity and cold start problems. These networks include
social ties, geographical proximity, temporal distance, and
preference dynamics of users’ check-in past history.
POI Recommendations. The lack of direct relation between
trajectory points and users’ preferences derive from their
check-in records tackled research to that direction. Recent
years with the raise of LBSNs, users are able to check-in
locations which has resulted to an anonymous access of
their data for research purposes. To this context there has
been a lot of attention in recommendation models that use
3such information. Most of related work uses Collaborative
Filtering (CF) [24], Content-based Filtering (CB) [4], [13] or
hybrid [6], [20], [22] approaches to learn users’ preferences
over attended POIs and makes predictions for unvisited
locations. The former approaches offer recommendations
based on the assumption that users who visit the same
POIs are most likely to visit the same locations in the
future. For instance, Yuan et al. exploit the similarity among
users through the check-in history and use collaborative
filtering [24]. On the other hand, content-based approaches
use additional information related to users or POIs to tackle
sparsity problem. Similarly, Gao et al. [4] exploit the content
information of LBSNs by investigating the types of content
information related to POI attributes along with check-in
records. To overcome problems each method faces sepa-
rately, such as: i) treating POIs as nodes and ignoring the
geographical proximity, and ii) missing additional dimen-
sions such as social influence or temporal evolution, hybrid
approaches were introduced. Bellow we discuss in detail
models that use additional information networks.
Social Influence. Since check-in records cannot always
overcome the sparsity and cold-start problems, many ap-
proaches use social ties following the assumption that users
tend to follow their friends’ lead [6]. For example, Li et al. [8]
distinguish three types of friendships, that are i) linked,
ii) co-located, and iii) proximate friends and exploit their
check-in records through a unified framework. First, this
model learns the common POIs that the target user and
all three types of friends check-in the past. Then, it uses
matrix factorization to minimize two loss functions over
the learned POIs to personalize recommendations. Similarly,
Zhang et al. [25] introduced another unified model named
LORE (Location Recommendations) that combines sequen-
tial patterns with social and geographical influence. This
model exploits the sequential influence of POIs over users’
records through a dynamic graph with Additive Markov
Chain (AMC). Finally, it combines all aforementioned influ-
ences into one model with product fusion rule equation.
Geographical Influence. To further enhance the knowl-
edge about users and eliminate sparsity, many methods
use geographical information. Unfortunately, some of them
treat POIs as conventional items [11] and miss the geo-
graphical proximity between locations. On the other hand,
recent studies [18], [19], [22], [23] consider the geographical
proximity and treat them as ‘spatial items’. In particular,
Wang et al. [19] focused on the importance of sequential
influence of spatial items a user purchases, and proposed a
Sequential PersOnalized item REcommender system (SPORE)
that fuses the sequential influence of spatial items and
the preferences of a target user into the same latent space
through a probabilistic topic-region unified model. Extend-
ing previous work related to spatial item recommendation,
another probabilistic model [18] was introduced that jointly
correlates the geographical influence, item attributes, and
users’ reviews into one unified framework named LSARS.
Both models support the claim that users are willing to
interact with proximate items, thus they use geographical
influence jointly with additional factors.
Yin et al. [23] claimed that users keep the same prefer-
ences either being in their hometown or when they visit a
new region. The authors used spatial attributes of POIs to
alleviate sparsity and cold-start problems for out-of-town
users. The geographical influence, such as region attributes,
is used as auxiliary information to auto-correlate users with
new locations. That model, named SH-CDL, jointly learns
these attributes along with additive representations of users’
check-in preferences. This way they search for proximate
items close to users’ past preferences in other regions. In
the same content, Yang et al [22] developed a Preference
And Context Embedding (PACE) model that jointly learns
the embeddings of users and locations. This hybrid model
bridges Semi-Supervised Learning (SSL) with Collaborative
Filtering (CF) in a unified way.
Temporal Influence. Recent state-of-the-art studies indicate
that there is a periodicity on users’ behavior which should
also be encountered along with all aforementioned fac-
tors [6], [10], [26]. Yuan et al. [24] examined the spatiotem-
poral behavior during different hours of day claiming that
users tend to visit specific locations at different time periods.
They proposed a unified model that combines CF and Bayes
rule to provide POI recommendations considering both
proximity and periodicity. Similarly, Kefalas et al. [6] pro-
posed another hybrid model that combines the CF and CB in
a unified way exploring i) the proximate users’ preferences,
ii) the textual influence alternation within time periods, and
iii) the preference dynamics evolution. Results indicate an
evolution of users’ check-in behavior, since they are highly
influenced by all factors combined. The results pointed
an incremental robustness of the precision against models
considering each factor separately. In the same direction,
Liu et al. [10] developed another hybrid spatiotemporal-
aware model that learns the jointly representations of users,
spatiotemporal patterns and POIs.
On the other hand, following the embedding models
like word2vec [14], Zhao et al. [26] presented Geo-Temporal
sequential embedding rank (Geo-Teaser) that combines both
i) the temporal POI embeddings, and ii) the spatial hierar-
chical pairwise ranking. In particular, the first half model
learns POI representations based on a temporal POI em-
bedding model which uses users’ daily check-in history as
a sequence. The second half model ranks POIs based on
geographical information in a hierarchical pair-wise pref-
erence. Similarly, Xie et al. [20] presented a unified graph-
based model named GE that jointly learns POI embeddings
by capturing the sequential effect, the spatial influence, the
periodicity and the semantics into the same latent space.
In contrast to existing work, we propose a model that
considers all aforementioned factors into one unified model.
In particular, we apply a probabilistic strategy to weigh
the importance of edges over eight information graphs.
Then, we introduce a graph-based approach that jointly
learns users’ and POIs embeddings from these weighted
graphs into the same latent space and provides personal-
ized POI recommendations. Furthermore, we examine the
performance of our approach against cold-start users and
cold-start POIs problems in terms of accuracy. The proposed
technique shows significant performance improvement in
comparison to existing state-of-the-art methods. To the best
of our knowledge, this is the first attempt in literature to
face both problems simultaneously.
43 PRELIMINARIES AND PROBLEM DEFINITION
In this section, we present the problem definition in detail
and also discuss some fundamental concepts related to
our research. Figure 2 depicts all participating networks,
whereas Table 1 presents the most frequently used symbols
in the sequel. Some fundamental definitions follow.
Fig. 2: An example of participating graphs in an LBSN.
Definition 1. (POI): is a unique location in which users
checked-in. A POI is represented as a tuple: <lid, lon-
gitude, latitude>.
Definition 2. (Check-in): is a self-report positioning of a
user u, in a location l, at time t, represented as a tuple:
ci=<u,l,t>. One check-in can be performed only by one
user, but the same user may have multiple check-ins
recorded in the profile cui = {< li, ti >, ..., < lj , tj >}.
Definition 3. (Time Period): is defined as distinct time in-
tervals of the entire dataset, divided in equal size bins of
days, weeks or months. Each period contains the check-
ins of all users performed during that time interval ∆T .
Definition 4. (User-User graph): is a unipartite graph that
describes the social network of the users. This graph is
denoted as Guu = (U ∪ V,Wuv), where U and V are sets
of users, andWuv is the set of the weighted edges among
them. This network is an undirected graph of friendship
TABLE 1: Frequently used symbols.
Symbol Description
U,L, T,R,C set of users U = {u1, ..., un},
set of locations L = {l1, ..., lm},
set of Time intervals T = {t1, ..., tk},
set of Routes R = {r1, ..., rp},
set of Check-ins C = {c1, ..., co}
cui user’s check-in
lui,r location belong to user’s route
rnum number of POIs in routes
∆T time interval
S, N number of samples, number of negative samples
ei,j edge between two nodes
E set of edges ei,j over each graph
wi,j weighted edge ei,j
W set of weights wi,j over each graph
S an edge ei,j sampled from W
relations among users. Thus, the bidirectional connection
between the vertices is described as < u, v > = < v, u >
and the weight is defined as the fraction of 1 over the
number of users (v), who are friends with user u:
Wuv = 1n∑
i=1
|vi|
Definition 5. (User-POI graph): is a directed bipartite graph
which indicates relation between users and locations for
the entire check-in history. In particular, it defines the im-
portance of one location for a target user against all the
other locations. This graph is denoted as Gul = (U ∪ L,
Wul), where U is the set of users, L is the set of locations,
and Wul is the set of the weighted edges among them.
The weights are computed as the fraction of the number
of times a user u visited location l against all over all her
check-ins:
Wul =
∑
∀cui∈li
cui,l∑
∀cui∈L
cui,L
Definition 6. (User-Time period graph): is a directed bipar-
tite graph representing the interaction of a user at a time
period. This graph is denoted as Gut = (U ∪ T, Wut),
where U is the set of users, T is the set of time periods,
and Wut is the set of the weighted edges among them.
The weights are computed as the fraction of the number
of each user check-ins during a time period against all
the check-ins s/he has made:
Wut =
∑
∀cui∈ti
cui,t∑
∀cui∈T
cui,T
Definition 7. (Route): is the sequence of POIs each user
attended during a time period ∆T . For example {t1 :
l1 → l2 → l3} indicates that user u moved from location
l1 to location l2 and then ended his route at location l3
during time period t1. To extract the routes of each user,
we first short the check-ins according to time. Then, we
split the dataset into time periods and for each user we
construct the route sequence during that time interval.
Definition 8. (User-Route graph): is a directed bipartite
graph which emphasizes the importance of a route for
each user. First, we extract the routes from given POIs
(as described in Definition 1) with Algorithm 1.
Then, we correlate each user from U to one route from
the set R. This relation is represented as Gur = (U ∪
R, Wur). The weight of the edge between two nodes is
computed as the number of times one user followed one
particular route to the total number or routes made by
the same user during all time periods:
Wur =
∑
∀lui,r∈ti
cui,t∑
∀lui,r∈T
Rui,T
5Algorithm 1: ROUTE EXTRACTION FROM CHECK-INS
FOR EACH TIME PERIOD
Input: C : Set of users’ check-ins history,
∆T : time interval
Output: R: a list of routes of all users’
1 Sort C based on timestamp
2 Create T periods with time interval ∆T
3 Create list of Routes R
4 for (i=0, i==T, i++) do // For every route ti ∈ T
5 n← 0;
6 while (Tstart ≤ cui [n] ≤ Tend) do // While c[n]
∈ Ti
7 T[i]← cui [n];
8 n ++;
9 q← 0;
10 for (j=0, j==sizeof.T[i], j++) do // For every
route l ∈ Ti
11 if (ui[j + 1] == ui[j]) then // By the same
user u
12 R[q].add(cui [n])
13 else
14 q ++;
15 return R
Definition 9. (POI-POI graph): is a bidirectional bipartite
graph pointing the spatial proximity between two loca-
tions. In particular, two locations l and l′ are connected
with an edge, if and only if one user u check-ins both of
them during a time period t and a distance rangeRg. Ac-
cording to this assumption we build our graph denoted
as Gll′ = (L ∪ L, W ll′), where L is the set of locations,
and Wll′ is the set of the weighted edges between two
location nodes considering their geographical proximity.
This weight is computed as:
Wll′ = 1− (geodistl,l
′)
Rg
where geodistl,l′ computes the geographical distance
between two locations.
Definition 10. (POI-User graph): is also a directed bipartite
graph which points the relation between a location and a
user. The main difference in that graph is the weighting
strategy we follow, since the influence of a location to
a user differs from the previous approach. In particular,
this graph is denoted as Glu = (U ∪ L,W lu), where L is
the set of locations, and U is the set of users, andW lu is
the set of the weighted edges among them. The weight
is computed as the fraction of the number of times a
location l is visited by a user u to the number of all users
checked-in that location:
Wlu =
∑
∀cu∈li
cu∑
∀cU∈li
cU
Definition 11. (POI-Time Period graph): is a directed bi-
partite graph which indicates the importance of a lo-
cation during a time period. This graph is denoted as
Algorithm 2: STAY POINTS EXTRACTION FROM USERS’
ROUTES
Input: R: Set of users’ routes
Output: SP : a list of stay points of each route
1 for (i=0; i < p; i++;) do // For every route ri ∈
R
2 for (j=1; j < r[i]num − 1; i++;) do // For every
location lj ∈ ri
3 Duration[j]← lj .ti − lj−1.ti;
4 StayPoint← l.max(Duration); // Find lj with
maximum elapsed time in ri
5 ST[i].add(StayPoint);
6 return ST
Glt = (L ∪ T, W lt), where L is the set of locations,
T is the set of Time periods, and W lt is the set of the
weighted edges among them. The weight is computed as
the fraction of the number of the check-ins performed at
a location l by all users, during a time period ti, against
the total number of check-ins during all time periods at
the same location:
Wlt =
∑
∀cU∈ti
|nlt|∑
∀cU∈T
|nlt|
Definition 12. (POI-Stay Points graph): is a bidirectional
bipartite graph which describes the significance of some
locations for a user. In daily schedule users follow some
routes and spend some time in each location of that route
sequence. The elapsed time of each location indicates
the importance of this location to this particular user.
Thus, the more time is spent on a location, the higher
the importance of that location is. To extract these im-
portant locations, denoted as ‘stay points’ (sti), we use
Algorithm 2.
Then we construct the Glst = (L ∪ ST, W lst) graph,
where L is the set of locations, ST is the set of stay points,
and W lst is the set of the weighted edges among them.
The weight is computed as the fraction of the number
of times one location is considered as a stay point in a
route, against the total number of times this location is
considered as stay point in all routes:
Wlst =
∑
∀sti∈r
l∑
∀sti∈R
l
Problem Definition: “Given a user u, a location l and a time
instance t (expressed as Q(u, l, t)), and the check-in history,
predict the top-N unvisited proximate POIs to that target user.”
4 PROPOSED APPROACH
Next, we present RELINE, an optimized solution for jointly
learning the graph embeddings of different information
networks in the same latent space and we propose a unified
framework for POI recommendations.
64.1 Learning Embeddings in a Bipartite Graph
Nodes that are directly connected to an edge ei,j and weight
wi,j , consist the f irst-order proximity, that is the local
pairwise closeness between two nodes. On the other hand,
nodes that share many connections but they are not directly
related to an edge, they belong to the same neighborhood,
thus, there are most likely to be similar to each other.
These nodes consist the second-order proximity, that is the
similarity between two unlinked nodes according to their
network structure. To extract this kind of proximity on uni-
partite graphs, the LINE model [16] learns the embeddings
of large graphs into a low dimensional space. With this
work, we extend this model to learn the embeddings over
bipartite graph nodes. Moreover, our model can be applied
into all kind of bipartite graphs i.e., directed/undirected,
weighted/unweighted, or combinations of them.
Given two disjoin sets G = (SA ∪ SB ,W), the nodes in
SA that share many connections with SB but are not directly
connected to each other, are most likely to have the same
distributions. The conditional probability of one node vj ∈
SB is generated through node vi ∈ SA such as:
p(vj |vi) =
exp( #»v Tj · #»v i)∑
uk∈SB
exp( #»v Tk · #»v i) (1)
where the embeddings vectors of vertices vi, and vj are
represented as #»v i and #»v j , respectively. Thus, for each node
vi ∈ SA, Equation (1) defines the conditional distribution
p(·|ui) to all the corresponding nodes in the set SB . Then, for
each edge there is a weight which implies the strength of this
tie. To retain the proximity of the unlinked nodes in SA, we
let the described conditional distribution to approximate the
empirical distribution pˆ(·|vi) = wi,j∑wi,k with the following
objective function:
O =
∑
ui∈SA
λid(pˆ(·|vi), p(·|vi)) (2)
where d(·|·) denotes the Kullback-Leibler divergence of the
conditional and the empirical distributions, and λi is a
regularization parameter to tune the significance of node
vi. For simplicity, we set this parameter equal to the out-
degree of each node. Thus, Equation (2) corresponds to the
minimization of the following objective function:
O = −
∑
ei,j∈W
wi,j log p(vj |vi) (3)
The vectors { #»v i}i=1..SA and { #»v j}j=1..SB that minimize
Equation (3) are the low-rank nodes representations in Rd.
4.2 Model Optimization trough Negative Sampling
To avoid the calculation of the conditional probability p(·|vi)
which needs the summation of the entire set of nodes in
Equation (3), we apply negative sampling (NEG) [14] over
each edge. In particular, we use the noisy distribution of
each edge individually to sample N negative edges as
described in the following objective function:
log σ( #»v Tj · #»v i) +
N∑
h=1
Wun∼Pn(u)[ log σ(− #»v Tn · #»v i)] (4)
where σ(x) = 1/1 + exp(−x) is the sigmoid function
with output values [0-1], and Pn(v ∝ d3/4u ) is the noise
distribution in which the negative samples are chosen with
a unigram distribution empirically tuned in [14], such that
each node occurrence in the set is independent of all other
node occurrences. Thus, selecting a node as a negative
sample is related to the out-degree in that power. To further
improve the solution of Equation (4), we apply ‘Hogwild’
algorithm [15] based on the asynchronous stochastic gradi-
ent descent (ASGD). In particular, each time an edge ei,j
is sampled, we calculate the gradient of node vi over the
corresponding embedding vector #»v i as follows:
∂O
∂ #»v i
= wi,j · ∂ log p(vj |vi)
∂ #»v i
Notice that the gradient of node vi is multiplied with
the weight related to that edge. Thus, tuning the learning
rate of the model, may cause problems due the valiance of
the weights. On the one hand, ‘overfitting’ may occur to the
gradients with large weights, if large learning rate is chosen
according to edges multiplied with small weights values.
On the other hand, ‘underfitting’ may occur to the gradients
with small weights, if small learning rate is chosen for edges
multiplied with large weights values.
To balance the learning rate or our model, we adopt the
sampling method presented in [16]. In particular, we sample
a random edge ei,j ∈ [0 − Wsum], where Wsum denotes
the sum of all weights in the particular network, and then
we examine the interval in which the particular sampled
edge falls into, i.e.[
∑i−1
j=0 wj ,
∑i
j=0 wj ]. Finally, we draw
a sampled edge using alias table according to [7] which
eventually reduces the complexity to O(1). Table 2 presents
the over all complexity of edge sampling optimization.
TABLE 2: Complexity analysis.
Sample edge from alias table O(1)
Negative sampling optimization O(N + 1)
Overall complexity O(N · E)
4.3 Joint Learning of Graph Dynamics
Given the input bipartite graphs, the next step is to integrate
them into our model. Graphs that correspond to users’ rela-
tions are: User-User, User-POI, User-Route, and User-Time
Period. On the other hand, graphs that correspond to the lo-
cation ties with other networks are: POI-POI, POI-User, POI-
Important locations, and POI-Time period. We collectively
integrate the embeddings of these graphs corresponding to
users’ and POIs ties, by minimizing the objective function:
O = Ouu +Our +Out +Oul︸ ︷︷ ︸
user networks
+Oll +Olst +Olt +Olu︸ ︷︷ ︸
POI networks
(5)
where each of the above objective functions is computed as:
Ouu = −
∑
ei,j∈Wuu
wi,j log p(ui|vj), Oll = −
∑
ei,j∈Wll
wi,j log p(li|lj)
Our = −
∑
ei,j∈Wur
wi,j log p(ui|rj),Olst = −
∑
ei,j∈Wlst
wi,j log p(li|stj)
Out = −
∑
ei,j∈Wut
wi,j log p(ui|tj), Olt = −
∑
ei,j∈Wlt
wi,j log p(li|tj)
Oul = −
∑
ei,j∈Wul
wi,j log p(ui|lj), Olu = −
∑
ei,j∈Wlu
wi,j log p(li|uj)
7To minimize the objective function presented in Equa-
tion (5), first we merge together edges of all unipartite and
bipartite graphs, and then, in each step we update the model
by sampling a new edge. The probability of sampling an
edge corresponds to the weight related to that edge. This
way our model walks through the heterogeneous bipartite
graphs with respect to the inner and the outer vertices of the
graphs and the weight influence. The training of the model
is done jointly and dynamically as shown in Algorithm 3.
Algorithm 3: DYNAMIC JOIN TRAINING OF THE EM-
BEDDINGS
Input: Guu,Gul, Gur ,Gut, Gll, Glu, Glr, Glt, S, N
Output: #»u : User embeddings,
#»
l : POI embeddings,
#»r : Route embeddings, #»t : Time period
embeddings
#»st: Stay point embeddings
1 Initialize #»u ,
#»
l , #»r , #»t , #»st;
2 while (iteration ≤ S) do // Until the desired
number of samples reached
3 At each iteration Draw N negative edges of the
corresponding graph
4 S(wuu) ∈ Wuu, and update #»u ;
5 S(wul) ∈ Wul, and update #»u and #»l ;
6 S(wll) ∈ Wll, and update #»l ;
7 S(wlu) ∈ Wlu, and update #»l and #»u ;
8 S(wut) ∈ Wut, and update #»u and #»t ;
9 S(wlt) ∈ Wlt, and update #»l and #»t ;
10 S(wur) ∈ Wur , and update #»u and #»r ;
11 S(wlst) ∈ Wlst, and update #»l and #»st;
12 return #»u ,
#»
l , #»r , #»t , #»st
4.4 Unified Model for POI Recommendations
By the time all embeddings, presented in previous section,
have been learned, and given a prediction request Q(u, l, t),
concerning a user u in a location l at a timestamp t, we
project these values to the corresponding time period t,
route r, and stay point st, with geographical range distance
less than 10 Km. We claim that one user is willing to attend
proximate locations. Thus, given a recommendation further
than this range, the probability of attending is very small.
Then, we rank a list with the top@n unvisited candidate
POIs for that user in that distance. The prediction score for
each of the unvisited location is computed as:
Q(u, l, t) = α · ( #»uT · #»l )︸ ︷︷ ︸
Social inf.
+β · ( #»r T · #»l )︸ ︷︷ ︸
Geographical inf.
+ γ · ( #»t T · #»l )︸ ︷︷ ︸
Temporal inf.
+ δ · ( #»stT · #»l )︸ ︷︷ ︸
Preference dynamics
(6)
where #»u is the embedding of user u,
#»
l is the embedding of
location l, #»r is the embedding of the route r this check-in be-
longs to, #»t is the embeddings of the time period t in which
the particular check-in was made, and #»st is the embedding
of the stay points. Moreover, RELINE learns jointly the em-
beddings from different information networks in the same
latent space. Thus, the learned POI embeddings
#»
l capture
the information of all participated networks presented in the
previous sections, such as uu, ul, ll etc. This way, we aim to
eliminate sparsity, simply by using additional information
networks. In particular, we jointly learn the dynamics of the
social influence ( #»uT · #»l ), the the geographical influence ( #»r T · #»l ),
the the temporal influence ( #»t T · #»l ), and the user’s preference
dynamics ( #»stT · #»l ), simultaneously. Finally, α, β, γ, and δ
are regularization parameters that define the importance of
each information network separately into our model.
5 PERFORMANCE EVALUATION
In this section, we focus on the performance of the proposed
methodology. In particular, we compare our technique
against previous ones. The source code of our approach is
available at https://github.com/thedx4/RELINE.
5.1 Datasets and Techniques
We have used three real-world datasets: i) Foursquare [20]4,
ii) Weeplaces [1]5, and iii) Gowalla [1]5. Their main char-
acteristics are presented in Table 3. All datasets contain
users’ check-in history with timestamp and geographical
information. Additionally, they contain information about
the social ties of users’ friendships. The datasets span a time
period of 5, 91 and 31 months, respectively.
TABLE 3: Summary of datasets.
Foursquare Weeplaces Gowalla
Users 114,508 15,799 319,063
POIs 62,462 971,309 2,844,076
Check-ins 1,434,668 7,658,368 36,001,959
Friendships 32,511 119,930 1,900,653
Time span Sep 2010 - Jan 2011 Nov 2003 - Jun 2011 Jan 2009 - Aug 2011
In Figure 3 we present the distributions for all three
datasets. As shown, the datasets follow a power law dis-
tribution for both the number of users’ check-ins and the
number of visits to a particular location as presented in.
According to the power law distribution, there is a small
number of users with many check-ins (short head) and
many users that have a small check-in record (long tail).
Similarly, the same principle holds for locations where, on
the one hand, there are popular locations with a lot of visits,
and on the other hand, locations that are visited fewer times.
Moreover, all datasets present a good example of the cold
start problem [5], i.e., to recommend new locations to users
with small history record.
Furthermore, we present the temporal distribution of
all datasets in Figure 4. In particular, Figure 4(a) presents
the distribution of the check-ins per day of the week. It is
noticeable that users tend to be more active from Thursday
to Sunday than the rest days of the week. Due to the fact
that users check-in locations during their spare time, this
figure reflects a tendency according to which they use to
perform more check-ins during the end of the week. The
same principal stands for the distribution of the check-ins
during the day as shown in Figure 4(b). Once again, we
observe that users are more active during 13:00 p.m. to 2:00
a.m. with peak time at 18:00 p.m. and they tend to check-in
at more locations during the night than during the morning.
In the experimentation we evaluate the performance of
the following techniques:
4. https://sites.google.com/site/dbhongzhi
5. http://www.yongliu.org/datasets
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Fig. 3: Power Law distribution diagrams for Foursquare [(a) and (b)], Weeplaces [(c) and (d)], and Gowalla [(e) and (f)].
• Rank-GeoFM [9]: is a MF unified model which learns
users’ preferences and incorporates the spatial influ-
ence of proximate POIs simultaneously. The second
term of the model is regularized with a distance-based
weighting related to the target POI.
• ASMF [8]: is another MF model consisted by a two
step procedure. First, the model learns candidate POIs
which have been visited by friends (social influence),
and then a categorical-based weight is applied consid-
ering geographical influence.
• GE [20]: is a Graph Factorization (GF) approach ac-
cording to which two joint probability distributions are
computed for each pair of nodes. The first is related to
the adjacency matrix and the second is related to the
embeddings. This method embed four bipartite infor-
mation networks into the same latent space to predict
the next unvisited POI by updating dynamically the
users’ profile.
• PACE [22]: is a semi-supervised learning framework,
based on users’ Preference and Context Embeddings,
that jointly learns users’ and locations embeddings.
• Versions of RELINE: To evaluate the influence of each
network we have used three versions of our model. In
particular, we start with a simplistic version and then
we proceed with more enhanced alternatives.
– RELINEV1 : Is a simplified version of RELINE, which
contains only the social influence information, that is
( #»uT · #»l ).
– RELINEV2 : Is the previous model enriched with the
geographical influence ( #»r T · #»l ).
– RELINEV3 : Is the last version which enriches the
former model with the Temporal influence ( #»t T · #»l ).
5.2 Evaluation Methodology
We consider the partitioning of check-ins of each target user
into three sets: (i) the training set ETC , that is 80% of the
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Fig. 4: Check-in distribution per: (a) day of the week, and
(b) hour of the day.
total check-ins and is treated as known information, (ii) the
probe set EPC , that is 10% and is used for testing our model,
and (iii) the validation set EVC is the rest 10% for tuning
the hyper-parameters. It holds that, EC=ETC ∪ EPC ∪ EVC and
ETC ∩ EPC ∩ EVC =. Thus, for each target user we generate
recommendations based only on the POIs in ETC .
For the evaluation we measure the Accuracy@n as pro-
posed in [19]. In particular, for each l ∈ EPC given as a query
Q(u, l, t), we compute the prediction score for that l along
with all unvisited proximate POIs of the target user with
Equation (6). We rank the predicted scores into a list and we
select the top@n POIs. If the ground truth l ∈ EPC appears
in the top@n, then we have predicted correctly that location
(i.e. True Positive), otherwise our prediction is wrong. To
compute the overall accuracy of the top@n we average all
predictions test cases as:
Accuracy@n =
#True Positive@n
EPC
(7)
5.3 Impact of Information Networks
Next, we examine the influence of each information net-
work into the overall predictions accuracy. In particular, we
explore how beneficial the enrichment is against the top-
n predictions. The participant networks examined in this
section are i) the social influence, ii) the geographical influ-
ence, iii) the temporal influence, and iv) the users’ preference
dynamics. Thus, we compare RELINE with the three models
RELINEV1 , RELINEV2 , and RELINEV3 , which are described
in section 5.1. It is noticeable that as long as we embed
more information networks, the accuracy increases as well,
as shown in each of the columns of Tables 4(a)-4(c). Thus,
our model gradually alleviates the sparsity problem since
it explores more information about the users or the POIs.
Moreover, the accuracy of each model increases with n,
meaning that the models fit well to users’ behavior.
5.4 Comparison with Other Techniques
In this section we compare our model with other state-
of-the-art approaches in terms of accuracy for the top-
n predictions [n=1, 5, 10, 15, 20] against 3 big datasets. In
particular, we examine the performance of all models for
providing POI recommendations for i) all users, ii) cold-
start users, and iii) cold-start POIs.
5.4.1 Accuracy over all users
First, we examine how models perform while providing
recommendations to all users, without taking into account
the history size or data sparsity. It is observed that RELINE
significantly outperforms all methods as shown in Figure 5.
9TABLE 4: Impact of adding information networks to the model.
(a) Foursquare
XXXXXXXModel
Acc@n 1 5 10 15 20
RELINEV1 0.223 0.288 0.334 0.358 0.385
RELINEV2 0.257 0.291 0.342 0.377 0.407
RELINEV3 0.264 0.302 0.357 0.391 0.409
RELINE 0.286 0.341 0.410 0.435 0.462
(b) Weeplaces
XXXXXXXModel
Acc@n 1 5 10 15 20
RELINEV1 0.315 0.349 0.406 0.420 0.445
RELINEV2 0.344 0.383 0.427 0.458 0.479
RELINEV3 0.331 0.377 0.413 0.445 0.463
RELINE 0.386 0.421 0.488 0.514 0.536
(c) Gowalla
XXXXXXXModel
Acc@n 1 5 10 15 20
RELINEV1 0.363 0.405 0.505 0.518 0.526
RELINEV2 0.355 0.401 0.492 0.505 0.519
RELINEV3 0.347 0.387 0.473 0.493 0.508
RELINE 0.408 0.447 0.518 0.533 0.556
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Fig. 5: Accuracy vs the top@n recommendations for all users.
Compared to methods that either a) learn users’ preferences
and then incorporate geographical influence like Rank-
GeoFM, or b) learn social network check-ins like ASMF
and ignore i) the sequence of the POIs, ii) the temporal
influence, and iii) preference dynamics, the performance is
much higher since our method explores richer information
in the same latent space. On the other hand, methods
that learn users’ and POI embeddings into the same latent
space through multiple information networks, like GE and
PACE, miss other important factors such as i) periodicity, ii)
preference evolution, and iii) sequential importance of the
check-ins and gain lower accuracy compared to our method.
We highlight that all models show higher accuracy while the
number of POIs is small and the check-in activity denser, as
show in Figure 5(a). Moreover, when the dataset is sparse
with multiple available POIs to visit, such as the other two
datasets presented in Figures 5(b)-5(c), the accuracy is lower.
This finding supports the claim that learning both users’ and
POIs embeddings derived from as many information net-
works as possible, increases the model’s ability to correlate
a user with POIs and eventually improves the accuracy.
5.4.2 Accuracy over the cold-start Users
Next, we examine the effectiveness of our model regarding
the cold-start user and perform comparisons with other
approaches. The concept was initially introduced in [5] and
refers to users with short history. It is evident that support-
ing recommendations for such users is a difficult task due to
lack of adequate information. To this context, we performed
experiments providing recommendations only to cold-start
users and we compared the performance of the models in
terms of accuracy, as shown in Figure 6. Since only ASMF
and GE support cold-start recommendations, we compare
our model to these two methods. Moreover, we observe
that the overall accuracy compared to the experiments of
the previous section is reduced, which is normal, since we
do not have much information. Even though, ASMF learns
the POIs visited by target user’s social network and then it
refines the results with a categorical weighted strategy w.r.t.
geographical influence, its accuracy is significantly lower
compared to our method. Similarly, the performance of GE
which jointly captures the spatial influence, the sequential
effect, the periodicity, and the semantics into the same latent
space is lower since it does not consider: 1) the importance
of stay points in each sequence, 2) the preference dynamics,
3) the temporal effect, and 4) the social influence. In contrast,
we use side information related to both users and POIs
from eight weighted information networks, which has a
significant impact in effectiveness.
5.4.3 Accuracy over cold-start POIs.
Next, we examine a similar problem called cold-start POI.
The goal in this case is to recommend unvisited POIs to
users that have at least one check-in at a POI that has
less than 15 check-ins. Thus, we examine not only how
models behave on new users but also, how they behave
when a new location gets into the system. In simple terms,
we want to check if the new location is among the top-n
recommendations or not.
Once again, we evaluate our approach only with the
models that support cold-start POI problem. In Figure 7, we
present the results of all models against all three datasets.
Clearly, our model outperforms compared methods since,
among all aforementioned factors, it explores POIs as a
sequence of routes. In particular, all cold-start POIs are cor-
related with other proximate POIs when we extract users’
routes. Also, some of them are considered as ‘stay points’
based on how long a user spends on that location. Then,
we weigh the edge between the user and the cold-start POI,
as an important one, if that user spends a lot of time there.
This way, we tackle cold-start POIs by using their relational
influence with other nodes on the graph during learning
phase. It is noticeable that both comparison models gain
lower accuracy for top-1 prediction when the number of the
POIs is small as shown in Figures 7(a)-7(b) because they
either explore users’ friends check-ins who have not visited
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Fig. 6: Accuracy vs the top@n recommendations for cold-start users.
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Fig. 7: Accuracy vs the top@n recommendations for cold-start POIs.
TABLE 5: Impact of parameters S and d for top@10
(a) Foursquare
S(mil) d70 80 90 100 110 120
50 0.383 0.385 0.385 0.388 0.388 0.388
100 0.392 0.398 0.390 0.391 0.391 0.392
150 0.405 0.408 0.409 0.410 0.411 0.411
200 0.405 0.408 0.408 0.409 0.411 0.411
250 0.423 0.408 0.408 0.409 0.411 0.411
(b) Weeplaces
S(mil) d70 80 90 100 110 120
100 0.464 0.471 0.474 0.476 0.476 0.476
150 0.472 0.475 0.479 0.479 0.479 0.480
200 0.478 0.480 0.484 0.488 0.488 0.489
250 0.478 0.481 0.485 0.488 0.489 0.489
300 0.479 0.481 0.485 0.489 0.489 0.490
(c) Gowalla
S(mil) d110 120 130 140 150 160
200 0.489 0.494 0.498 0.502 0.502 0.503
250 0.498 0.502 0.507 0.510 0.510 0.511
300 0.503 0.509 0.514 0.518 0.518 0.519
350 0.503 0.510 0.515 0.518 0.519 0.519
400 0.504 0.510 0.515 0.519 0.520 0.520
cold-start POIs, or they explore POIs sequences based on the
frequency a user check-ins a cold-start POI. The POIs with
few check-ins are not connected to others in the POI-POI
graph which GE uses. Finally, both comparison models seem
to gain higher accuracy with many POIs on the system as for
example the Gowalla dataset which is pointed in Figure 7(c).
5.5 Parameter Tuning
In this section, we study the importance of parameter tun-
ing. In particular, we examine the impact of: 1) adding infor-
mation networks to the model, 2) the number of samples S,
3) the embeddings dimensionality d, and 4) the time period
size T , to the performance of our model in terms of accuracy.
5.5.1 Impact of Samples and Dimensions number
Here, we present the experiments conducted to select the
best candidate parameters for the number of samples and
dimensions. The results for each dataset are presented in
Table 5. Our findings for the top@10 indicate that our model
is not greatly affected by the dimensionality d. The accu-
racy increases with higher rate along with dimensionality
until d=100 for Foursquare and Weeplaces and d=140 for
Gowalla. Thereafter, the accuracy does not change signifi-
cantly. In contrast to dimensionality, our model is sensitive
to the number of the samples (S). Until a convergence point
is reached, our model keeps increasing its accuracy along
with the size of S and then the improvement is poor. Also,
the higher the number of connections between the network
edges, the higher the number of the sample. To gain higher
accuracy, we set the number of samples equal to 100 for
Foursquare, 200 for Weeplaces, and 300 for Gowalla along
with the dimensionalities discussed previously.
5.5.2 Impact of Time Period
Next, we examine the influence of the time interval ∆T to
the overall accuracy against varying values of the top@n
predictions. ∆T is crucial for our model since it is used
to construct multiple graphs such as User-Route, User-
Time period, POI-Time period etc. When extracting user-
route edges, if there are not enough check-in data during
small time intervals, the correlation of that user with other
candidate POIs is difficult to be achieved. To overcome
this issue, we use different size for ∆T to examine which
achieves higher accuracy. Table 6 presents the results for
each dataset separately. It is noticeable that there is a point
11
TABLE 6: Impact of time interval ∆T over accuracy for the top@n recommendations
(a) Foursquare
∆T Acc@n1 5 10 15 20
5 0.254 0.317 0.381 0.396 0.438
10 0.261 0.325 0.397 0.403 0.446
15 0.273 0.328 0.402 0.425 0.453
20 0.286 0.341 0.410 0.435 0.462
25 0.273 0.335 0.402 0.420 0.453
30 0.265 0.328 0.397 0.416 0.446
(b) Weeplaces
∆T Acc@n1 5 10 15 20
10 0.356 0.398 0.457 0.489 0.510
20 0.368 0.405 0.463 0.497 0.519
30 0.373 0.413 0.475 0.501 0.524
40 0.386 0.421 0.488 0.514 0.536
50 0.374 0.417 0.479 0.507 0.527
60 0.366 0.404 0.463 0.498 0.516
(c) Gowalla
∆T Acc@n1 5 10 15 20
1 0.381 0.421 0.490 0.509 0.528
5 0.389 0.428 0.498 0.517 0.536
10 0.397 0.436 0.507 0.524 0.545
15 0.408 0.447 0.518 0.533 0.556
20 0.391 0.433 0.504 0.526 0.542
30 0.379 0.427 0.495 0.515 0.537
(a) (b) (c)
Fig. 8: Tuning the parameters for all datasets.
in each sub-table where the accuracy reaches its maximum
value and then gradually decreases. The reason is that, when
∆T is too small, there are few data and the accuracy is
low. On the other hand, when ∆T is large, there are too
many nodes correlated to the target user which leads to
overfitting. Thus, we set the size equal to 20, 40, and 15
for Foursquare, Weeplaces, and Gowalla, respectively.
5.5.3 Tuning parameters α, β, γ, and δ
In Figure 8, we present the results of tuning the parameters
α, β, γ, and δ in terms of accuracy for all datasets. As
shown in equation (6), each parameter corresponds to the
social, geographical and temporal influences, along with
the preference dynamics, respectively. For simplicity, we set
each parameter p to a value between [0-1] and all other
parameters equal to (1 − p)/3. It is observed that there is
an intersection point in each diagram where the accuracy
meets. Also, there is a peak point where our model gets
the higher accuracy, which was used to train our model.
Moreover, the importance of each influential network is
diversified trying to adapt the model to users’ behavior.
As shown in Figure 8, the influential parameter may
be different. For example, regarding Foursquare, users are
highly influenced by their social network as shown in Fig-
ure 8(a). Thus, they tend to visit the locations their friends
visit. On the other hand, Weeplaces users tend to follow
specific routes everyday, thus their movement to a new
location is highly influenced by geographical factors, as
shown in Figure 8(b). Finally, in datasets with many check-
ins, like Gowalla, it is clear that capturing the preference
dynamics influence is more important when predicting the
next location as Figure 8(c) depicts.
6 CONCLUSIONS
The rapid growth of users’ interaction in OSN and the
huge amount of information they provide, led researchers to
models that retrieve personalized information close to their
past preferences. Unfortunately, these models are tackled by
sparsity and cold-start problems. The geographical informa-
tion related to the content posted in such networks triggered
new functionalities and directions for research to attack
both problems. There are many models that provide POI
recommendations using either the social network influence,
or the geographical proximity of user’s current location.
However, these models miss the influence of the temporal
dimension or users’ preference dynamics, which are crucial
while personalizing the retrieved information.
In this paper, we present a novel model that considers all
aforementioned factors while providing POI recommenda-
tions. In particular, our model uses a probabilistic weighting
strategy over 8 information graphs that correspond to users
and POI relations. Then it uses a graph-based approach
that jointly learns users’ and POI embeddings from these
weighted graphs into the same latent space and provides
personalized POI recommendations. We examine the in-
fluence of social, geographical, temporal, and preference
dynamics in terms of accuracy. We compare our approach
against four state-of-the-art models measuring the accuracy
of the recommendations for i) all the users, ii) the cold-
start users, and iii) the cold-start locations. Our method
significantly outperforms state-of-the-art approaches.
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