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Abstract. Despite recent impressive results on single-object and single-
domain image generation, the generation of complex scenes with multiple
objects remains challenging. In this paper, we start with the idea that a
model must be able to understand individual objects and relationships
between objects in order to generate complex scenes well. Our layout-
to-image-generation method, which we call Object-Centric Generative
Adversarial Network (or OC-GAN), relies on a novel Scene-Graph Simi-
larity Module (SGSM). The SGSM learns representations of the spatial
relationships between objects in the scene, which lead to our model’s
improved layout-fidelity. We also propose changes to the conditioning
mechanism of the generator that enhance its object instance-awareness.
Apart from improving image quality, our contributions mitigate two fail-
ure modes in previous approaches: (1) spurious objects being generated
without corresponding bounding boxes in the layout, and (2) overlapping
bounding boxes in the layout leading to merged objects in images. Exten-
sive quantitative evaluation and ablation studies demonstrate the impact
of our contributions, with our model outperforming previous state-of-the-
art approaches on both the COCO-Stuff and Visual Genome datasets.
Finally, we address an important limitation of evaluation metrics used in
previous works by introducing SceneFID – an object-centric adaptation
of the popular Fre´chet Inception Distance metric, that is better suited
for multi-object images.
Keywords: Image generation, Adversarial methods, Scene Graphs
1 Introduction
Generative Adversarial Networks (GANs) [12] have been at the helm of signif-
icant recent advances [12,45,15,38,4] in image generation. Apart from unsuper-
vised image generation, GAN-based image generation approaches have done well
at conditional image generation from labels [45,63,4], captions [46,64,60,27,62],
conversations [50,8,29], scene graphs [23,36,2], layouts [65,53], segmentation masks [41],
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Layout SPADE [41] SOARISG [2] LostGAN [53] OC-GAN (ours)
Fig. 1: Each row depicts a layout and the corresponding images generated by
various models. Along each column, the donuts converge to the centre. In addi-
tion to more clearly defined objects, our method is the only one that maintains
distinct objects for the final layout, for which bounding boxes slightly overlap.
Layout 1 SOARISG LostGAN Ours Layout 2 SOARISG LostGAN Ours
Fig. 2: Existing models introduce spurious objects not specified in the layout, a
failure mode over which our model improves significantly.
etc. While the success in single-domain or single-object focused image genera-
tion has been remarkable, generating complex scenes with multiple objects is
still challenging.
Generating realistic multi-object scenes is a difficult task owing to the large
number of components constituting a given image (the Visual Genome [26]
dataset as pre-processed by most methods can contain as many as 30 differ-
ent objects in an image). Past methods focus on different input types, including
scene graphs [23,2], pixel-level semantic segmentation [27], and bounding box-
level segmentation [65,53]. In addition, some methods also consider multi-modal
data, such as instance segmentation alongside pixel-wise semantic segmentation
masks [41,58]. Orthogonal to considerations relating to the input, methods tend
to rely on additional components to help with the complexity of scene gen-
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eration, such as attention mechanisms [60,27] and explicit disentanglement of
objects from the background [52].
Despite these advances, models still have difficulty creating realistic scenes.
As shown in Figs. 1 and 2, even simple layouts can result in merged objects,
spurious modes, and more generally images that do not match the given layout
(low layout-fidelity). To counter this, we propose OC-GAN, an architecture to
generate realistic images with high layout-fidelity and sharp objects.
Our main contributions can be summarized as follows:
– We introduce a set of novel components that are well-motivated and im-
prove performance for complex scene generation. Our proposed scene-graph-
based retrieval module, the SGSM, improves layout-fidelity. We also intro-
duce other improvements, such as conditioning on instance boundaries, that
help generating sharp objects and realistic scenes.
– Our model improves significantly on the previous state of the art in terms
of a set of classical metrics. In addition to these, we introduce SceneFID, a
novel metric that is conceptually better adapted to judge the image quality
of complex scenes with many objects, and demonstrate large improvements
vs. other models.
– Our ablation study demonstrates the usefulness of our different components
in terms of a number of standard metrics. This justifies our model choices
and provides insights for those who wish to build off our work to generate
realistic and complex scenes from layouts.
2 Related Work
Conditional scene generation For some time, the image generation commu-
nity has focused on complex scenes that contain multiple objects in the fore-
ground [46,64,23]. Several conditional image generation tasks have been for-
mulated using different subsets of annotations. Text-based image generation
using captions [46,64,60,27,62] or even multi-turn conversations [50,8,29] have
gained significant interest. However, with increasing numbers of objects and
their relationships in the image, understanding long textual captions becomes
difficult [23,50]. Text-based image generation approaches are also not immune
to small perturbations in text leading to quite different images [62].
Layout-based synthesis Generating images from a given layout makes the
analysis more interpretable by decoupling the language understanding problem
from the image generation task. Another advantage of generating from layouts
is more controllable generation: it is easy to design interfaces to manipulate
layouts. Owing to these advantages, in this work we will focus on coarse lay-
outs, where the scene to be generated is specified by bounding-box-level annota-
tions. Layout-based approaches fall into 2 broad categories. Some methods take
scene-graphs as inputs, and learn to generate layouts as intermediate represen-
tations [23,2]. In parallel, other approaches have focused on generating directly
from coarse layouts [53,65]. Models that perform well on fine-grained pixel-level
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semantic maps also can be easily applied to this setting [41,21,58]. Almost all
recent approaches have in common the use of patch and object discriminators (to
ensure whole image and object quality). In addition to this, image quality has
been improved by the addition of perceptual losses [41,2,58], multi-scale patch-
discriminators [41], which motivate some of our architecture choices. Finally,
significant gains were realized recently by modulating the parameters of batch-
or instance-normalization layers [20,57] with a function of the input condition.
This is done per-channel in [40], and more recently per pixel [41,53]. As bound-
ing box layouts are coarse for this task, it is common to introduce unsupervised
mask generators [53,35] to provide estimated shapes for this conditioning.
Finally, there is a growing body of literature involving semi-parametric [43,28]
models that use ground-truth training image to aid generation. We consider the
case of such models in the Appendix.
Scene-graphs and image matching Scene-graphs have been used tradi-
tionally as intermediate representations in image captioning [61,1], reconstruc-
tion [14] and retrieval [24], as well as in sentence to scene graph [49] and image
to scene graph [33,39] prediction.
When considering complex scenes, scene graphs are a potent object-centric
representation, potentially leading to better supervision. Firstly, by virtue of
being a simpler and more distilled abstraction of the scene than a layout, they
emphasize instance awareness more than layouts that focus on pixel-level class
labels. Secondly, for scenarios that might require generating multiple diverse
images, they provide more variability in reconstruction and matching tasks as
the mapping from a scene graph to an image is one to many usually. These
points explain their use in higher-level visual reasoning tasks such as visual
question answering [56] and zero-shot learning [54], and also motivate the use of
scene graph-based retrieval in our model. In our work, we generate scene graphs
depicting positional relationships (such as “to the left of”, “above”, “inside”,
etc.) from given spatial layouts and leverage them to learn the relationships
between objects, which would be more difficult for a model to distill from pixel-
level layouts. The higher layout-fidelity of our model can in a large part be
attributed to the SGSM module that uses the scene-graphs.
There has been strong interest in image and caption similarity modules for re-
trieval [9,18] and for text-to-image generation, most recently with the DAMSM
model proposed in [60]. Despite similar interest in scene graph to image re-
trieval [24,44], and the large improvements in text-to-image synthesis resulting
from the DAMSM [60,27], our approach is the first to use a scene graph to image
retrieval module when training a generative model.
3 Proposed Method
3.1 Scene-Graph Similarity Module
We introduce the Scene Graph Similarity Module (SGSM) as a means of increas-
ing the layout-fidelity of our generated images.
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Fig. 3: Overview of the SGSM module. The SGSM module computes similar-
ity between the scene-graph and the generated image and provides fine-grained
matching-based supervision between the positional scene-graph and the gener-
ated image.
This multi-modal module, described summarily in Fig. 3, takes as input an
image and a scene-graph (nodes corresponding to objects, and edges correspond-
ing to spatial relations). We extract local visual features vi from the mixed 6e
layer in an Inception-V3 network [55] pre-trained on the Imagenet dataset. We
extract global visual features vG from the final pooling layer. We encode the
graph using a Graph Convolutional Network (GCN) [11,13,48] to obtain local
graph features gj and apply a set of graph convolutions followed by a graph
pooling operation to obtain global graph features gG. Note that each local and
global feature is extracted and linearly projected to a common semantic space.
In what follows, cos is the cosine similarity, and the γks are normalization con-
stants. We use L/G when the local and global terms are interchangeable. We use
the modified dot-product attention mechanism of [60] to compute the visually
attended local graph embeddings g˜j :
sij = γ1
exp
(
gj
Tvi
)∑
i′ exp
(
gjTvi′
) , g˜j = ∑i exp(sij)vi∑
i exp(sij)
(1)
Then we can define a local similarity metric between the source graph embed-
ding gj and the visually aware local embedding g˜j analogously to [60]. Intuitively,
the similarity will be strong when the source graph embedding is close to the
visually aware embedding. This local similarity will encourage different patches
of the image to match the objects expected from the scene graph. The global
similarity metric is classically the cosine distance between embeddings:
SimL(S, I ′) = log
(∑
j
exp
(
γ2 · cos(g˜j , gj)
)) 1γ2
SimG(S, I ′) = cos
(
vG, gG
)
(2)
(3)
Finally we can define a global and local probability model in a similar way
to e.g. [18]:
PL/G(S, I ′) ∝ exp
(
γ3 · SimL/G(S, I ′)
)
(4)
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Normalizing over the images or scenes in the batch B (negative examples
are selected by mis-matching the image and scene-graph pairs in the batch)
leads to e.g.: PL/G(S|I) = PL/G(S,I)∑
I′∈B PL/G(S,I′)
. We define the loss terms as the log
posterior probability of matching an image I and the corresponding scene graph
(and vice-versa):
{ LL/G = − logPL/G(S|I)− logPL/G(I|S)
LSGSM = LL + LG
(5)
(6)
Empirically, the SGSM resulted in large gains in performance as shown in
Table 6. Our hypothesis is that the scene graph, in a similar way to a caption,
provides easier, simpler to distil relational information contained in the layout,
which results in stronger performance compared to generation using just the
layout.
Architectural details of the SGSM and related data processing are described
in the Appendix.
3.2 Instance-Aware Conditioning
As in [41,53], the parameters γ, β of our batch-normalization layers are condi-
tional and determined on a per-pixel level (as opposed to classical conditional
batch-normalization [6]). In our case, these parameters are determined by three
concatenated inputs: masked object embeddings, bounding-box layouts and in-
stance boundaries. Masked object embeddings [35,53] and bounding-box layouts
(using 1-hot embeddings) have been previously used in the layout to image set-
ting. A shortcoming of these conditioning inputs is that they do not provide any
way to distinguish between objects of the same class if their bounding boxes
overlap. We use the layout’s bounding-box boundaries as additional condition-
ing information. The addition of the instance boundaries helps the model in
mapping overlapping conditioning semantic masks to separate object instances,
the absence of which led previous state-of-the-art methods to generate merged
outputs as shown in the donut example in Fig. 1.
3.3 Architecture
Our OC-GAN model is based on the GAN framework. The generator module
generates the images conditioned on the ground-truth layout. The discriminator
has the task of predicting whether the input image is generated or real. The
discriminator has an additional object discriminator component which has to
discriminate objects present in the input image patches corresponding to the
ground-truth layout object bounding boxes. We present an overview of the model
in Fig. 4 and describe the components below.
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Fig. 4: Overview of our OC-GAN model. The GCN and Image Encoder modules
are trained separately and then frozen. The condition for the Generator’s normal-
ization and the Scene Graph encoding the spatial relationships between objects
are both derived from the input layout. The SGSM and the instance-aware nor-
malization lead our model to generate images with higher layout-fidelity and
sharper, distinct objects.
Generator As a means of disentangling our model’s performance from a specific
choice of generator architecture, we used a classical residual [16] architecture
consisting of 4 layers for 64 × 64 inputs, and 5 layers for 128 × 128 inputs, as
used recently in [41,53,58]. The residual decoder G takes as input image-level
noise. As described in Sec. 3.2, we further condition the generation by making
the normalization parameters of the batch-norm layers of the decoder dependent
on the layout and instance boundaries.
Discriminator We use two different types of discriminators, an object discrim-
inator, and a set of patch-wise discriminators. We discriminate objects using
an object discriminator Dobj taking as input crops of the objects (as identified
by their input bounding boxes) in real and fake images resized to size 32 × 32.
It is trained using the Auxiliary-Classifier (AC) [40] framework, resulting in a
classification and an adversarial loss. We discriminate whole images using a set
of two patch-wise discriminators Dp1 , D
p
2 . These output estimates of whether a
given patch is consistent with the input layout. We apply them to the original
image and the same image down-sampled by a factor of 2 (no weight sharing) in
a similar fashion to [41,58].
Further details of the architectures are provided in Section 4.2 and the Appendix.
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3.4 Loss Functions
In the following, x denotes a real image, l a layout, and z noise. We also denote
objects with o and their labels yo.
Perceptual loss We found that adding a perceptual loss [7,10,22] to our model
improved results slightly. We extract features using a VGG19 network [51]. The
loss has expression: LP = Ex,l,z
∑N
i=1
1
Di
||F (i)(x) − F (i)(G(l, z)||1 where F (i)
extracts the output at the i-th layer of the VGG and Di is the dimension of the
flattened output at the i-th layer.
Generator and Discriminator losses We train the generator and patch discrim-
inators using the adversarial hinge loss [30]:
LGANG = −El,z
[
Dp1(G(l, z), l) +D
p
1(G(l, z), l)
]
(7)
LDp =
2∑
i=1
−Ex,l
[
min(0,−1 +Dpi (x, l))
]
− El,z
[
min(0,−1−Dpi (G(l, z), l)
]
(8)
The object discriminator follows the AC-GAN framework [40], leading to LACG
and LACDobj . The final expression is:
LG = LGANG + λPLP + λSGSMLSGSM + λACLACG (9)
LD = LDp + λoLACDobj (10)
We fix λP = 2, λo = 1, λSGSM = 1, λAC = 1 in our experiments.
4 Experiments
4.1 Datasets
Microsoft Common Objects in Context (MS-COCO) [31] and Visual Genome
(VG) [26] datasets have been the popular choice for layout- and scene-to-image
tasks as they provide diverse and high-quality annotations. In the case of MS-
COCO, the annotation comprises image-captions, object bounding boxes, and
instance segmentation masks. In the case of VG, the annotation comprises of
object bounding boxes, object attributes, relationships, region descriptions, and
segmentation. Building upon MS-COCO, the COCO-Stuff [5] dataset augments
the MS-COCO dataset with pixel level stuff annotations. In keeping with re-
cent approaches, we ran experiments on both the COCO-Stuff [31] and Visual
Genome [26] datasets. These datasets represent complex scenes often featuring
more than 1 object. We apply the same pre-processing and use the same splits
as [23,65]. The summary statistics of the two datasets are presented in Table 1.
Our OC-GAN model takes three different inputs:
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– The spatial layout i.e. object bounding boxes and object class annotations.
– Instance boundary maps computed directly from the layout. While they
appear redundant once the bounding boxes are provided, they aid the model
in better differentiating different objects especially different instances of the
same object class.
– Scene-graphs. These are constructed from the objects and spatial relations
inferred from the bounding box positions following the setup in [23]. While
VG provides more complex scene graphs, we restricted ourselves to spatial
relations only for compatibility between the two datasets.
Table 1: Statistics of the COCO-Stuff and Visual Genome dataset.
Dataset # Train
Images
# Valid
Images
# Test
Images
# Objects # Objects in
Image
COCO-Stuff 24 972 1 024 2 048 171 3 ∼ 8
VG 62 565 5 506 5 088 178 3 ∼ 30
4.2 Implementation and Training Details
Our code is written in PyTorch [42]. We apply Spectral Normalization [37] to all
the layers in both the generator and discriminator networks. Each experiment
ran on 4 V100 GPUs in parallel, using float 16 precision (we verified empirically
that float 16 precision had no measurable impact on results compared to float
32). We use synchronized BatchNorm (all summary statistics are shared across
GPUs).
We used the Adam [25] solver, with β1 = 0.5, β2 = 0.999. The global learning
rate for both generator and discriminators is 0.0001. 128 × 128 models were
trained for up to 300 000 iterations, 64×64 models were trained for up to 200 000
iterations (early stopping on a validation set).
4.3 Baselines
We consider all recent methods that allow layout-to-image generation (Lay-
out2Im [65], LostGAN [53]) or scene-graph-to-image generation (SG2Im [23],
SOARISG [2]) as the two fields are closely related. We also consider SPADE [41]
and Pix2PixHD [58] as related baselines. While the latter two were not initially
designed for layout-based generation (they generate images based on pixel-level
semantic segmentation maps), they can be readily adapted to this new context.
SOARISG uses semantic segmentation maps during training. As a result, it
cannot be applied to the VG dataset which does not provide such maps.
In their publicly available implementation, LostGAN [53] uses data augmen-
tation during training – they add flips of the layout. We found that this increased
results by a small margin, and for a fair comparison, we provide results when
training with and without this data-augmentation for our OC-GAN method.
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4.4 Evaluation
Evaluation of GANs is a complex issue, and the subject of a vast body of lit-
erature. In this paper, we focus on three existing evaluation metrics: Inception
Score (IS) [47], Fre´chet Inception Distance (FID) [17] and Classification Accu-
racy Score (CAS). For the CAS score, a ResNet-101 [16] network is trained on
object crops obtained from the real images of the train set of the correspond-
ing dataset, as suggested by [2]. The FID metric computes the 2-Wasserstein
distance between the real and generated distributions, and therefore serves as
an efficient proxy for the diversity and visual quality of the generated samples.
While the FID metric focuses on the whole image, the CAS metric allows us to
demonstrate the ability of our model to generate realistic-looking objects within
a scene. Finally, we include the Inception Score as a legacy metric.
Our proposed metric: SceneFID We note that there exist many concerns
in the literature regarding the use of metrics that are not designed or adapted
to the task at hand. The Inception Score has been criticised [3], notably due to
issues caused by the mismatch between the domain it was trained on (the Ima-
geNet dataset comprising single objects of interest) and the domain of VG and
COCO-Stuff images (comprising multiple objects in complex scenes), making it
a potentially poor metric to evaluate generative ability of models in our setting.
While the FID metric was introduced in response to Inception Score’s criticisms,
and was shown empirically to alleviate some of the concerns with it [19,59,34],
it stills suffers from problems in the layout-to-image setting. In particular, the
single manifold assumption behind FID was found in [32] to be problematic in
a multi-class setting. This is a fortiori the case in a multi-object setting as in
VG and COCO. While [32] introduce a class-aware version of FID, this is not
applicable to our setting. We introduce the SceneFID metric, where we compute
the FID on the crops of all objects, resized to same size (224 × 224), instead
of on the whole image. Thus, the SceneFID metric measures FID in the sin-
gle manifold assumption it was designed for and extends it to the multi-object
setting.
The use of a diverse set of metrics has allowed us to evaluate in more detail
the relative advantages of the different models considered. In addition to the
above quantitative metrics, we also perform qualitative assessment of the model,
notably by considering the effect of modifying the input layout on the output
image.
4.5 Quantitative Results
We report comparisons of our model’s performance to the set of all recent state-
of-the-art methods. Where applicable and possible, we use metric values reported
by the authors of the papers. SOARISG [2] depends on semantic segmentation
maps being available, and therefore it was not feasible to include results on VG
for this method. Some papers introduced additional data-augmentation, such as
LostGAN [53] which introduced flips of the real images during training. Where
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Layout SPADE SOARISG LostGAN OC-GAN
(a)
(b)
(c)
(d)
(e)
Fig. 5: 128 × 128 COCO-Stuff test set images, taken from our method (OC-
GAN), and multiple competitive baselines. Note the overall improved visual
quality of our samples. In addition, for (d, e) many baselines introduce spurious
objects, and for (b, d, e) spatially close objects are poorly defined and sometimes
fused for the baselines.
applicable, we report results using the same experimental setup as the authors,
and highlight it in the results table. For all models that do not report CAS
scores, we evaluate them using images generated with the pre-trained models
provided by their authors.
Tables 2 and 3 show that our model consistently outperforms the baselines
in terms of IS, FID and CAS, often significantly. We note that for some models,
the CAS score is above that reported for ground-truth images. This is due to the
fact that a sufficiently capable generator will start to generate objects that are
both realistic, and of the same distribution as the training distribution, rather
than the test one.
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Table 2: Performance on 64× 64 images. All models use ground-truth layouts.
We use † to denote results taken from the original paper. ∗ denotes a model that
uses pixel-level semantic segmentation during training. N/A denotes a result that
cannot be computed (SOARISG cannot be trained on VG due to the absence of
pixel-level semantic segmentation). The best results in each category are in bold.
Our method outperforms the baselines across the evaluation metrics considered.
Inception Score ↑ FID ↓ CAS ↑
Methods COCO VG COCO VG COCO VG
Real Images 16.3 ± 0.4 13.9 ± 0.5 0 0 54.48 49.57
SG2Im [23]† 7.3 ± 0.1 6.3 ± 0.2 67.96 74.61 30.04 40.29
Pix2PixHD [58] 7.2 ± 0.2 6.6 ± 0.3 59.95 47.71 20.82 16.98
SPADE [41] 8.5 ± 0.3 7.3 ± 0.1 43.31 35.74 31.61 23.81
Layout2Im [65]† 9.1 ± 0.1 8.1 ± 0.1 38.14 31.25 50.84 48.09
SOARISG [2]∗ † 10.3 ± 0.1 N/A 48.7 N/A 46.1 N/A
OC-GAN (ours) 10.5 ± 0.3 8.9 ± 0.3 33.10 22.61 56.88 57.73
LostGAN [53] (flips) † 9.8 ± 0.2 8.7 ± 0.4 34.31 34.75 37.15 27.10
OC-GAN (ours w/ flips) 10.8± 0.5 9.3± 0.2 29.57 20.27 60.39 60.79
Table 3: Performance on 128×128 images. All models use ground-truth layouts.
We use † to denote results taken from the original paper. ∗ denotes a model that
uses pixel-level semantic segmentation during training. N/A denotes a result that
cannot be computed (SOARISG cannot be trained on VG due to the absence
of pixel-level semantic segmentation).  denotes models for which the openly
available source code was not adapted to 128 × 128 generation. We altered the
code to allow this and ran a hyperparameter search on the new models. The
best results in each category are in bold. Our method outperforms the baselines
across most evaluation metrics considered.
Inception Score ↑ FID ↓ CAS ↑
Methods COCO VG COCO VG COCO VG
Real Images 22.3 ± 0.5 20.5 ± 1.5 0 0 60.71 56.25
Pix2PixHD [58] 10.4 ± 0.3 9.8 ± 0.3 62.00 46.55 26.67 25.03
SPADE [41] 13.1 ± 0.5 11.3 ± 0.4 40.04 33.29 41.74 34.10
Layout2Im [65]  12.0 ± 0.4 10.1 ± 0.3 43.21 38.21 49.06 51.13
SOARISG [2] †∗ 12.5 ± 0.3 N/A 59.5 N/A 44.6 N/A
OC-GAN (ours) 14.0 ± 0.2 11.9 ± 0.5 36.04 28.91 60.32 58.03
LostGAN [53] † 13.8 ± 0.4 11.1 ± 0.6 29.65 29.36 41.38 28.76
OC-GAN (ours w/ flips) 14.6± 0.4 12.3± 0.4 36.31 28.26 59.44 59.40
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On the proposed SceneFID metric, Table 4 shows that our method outper-
forms the others significantly. Thus, our model is significantly better at gener-
ating realistic objects compared to the baselines.
Note that the LostGAN model obtains better FID compared to our model
exceptionally on 128×128 COCO-Stuff images but our OC-GAN model outper-
forms it on the SceneFID metric which is more appropriate in this multi-class
setting.
Table 4: SceneFID scores on object crops resized to size 224 × 224, extracted
from the 128 × 128 outputs of the different models, for both datasets. All mod-
els use ground-truth layouts. ∗ denotes a model that uses pixel-level semantic
segmentation during training. N/A denotes a result that cannot be computed
(SOARISG cannot be trained on VG due to the absence of pixel-level semantic
segmentations).  denotes models for which the openly available source code was
not adapted to 128× 128 generation. Note the large improvement in SceneFID
for our method.
SceneFID ↓
Methods COCO VG
Pix2PixHD [58] 42.92 42.98
SPADE [41] 23.44 16.72
Layout2Im [65]  22.76 12.56
SOARISG [2]∗ 33.46 N/A
LostGAN [53] (flips) 20.03 13.17
OC-GAN (ours w/ flips) 16.76 9.63
4.6 Qualitative Results
We compare and analyse image samples generated by our method and compet-
itive baselines in Fig. 5. In addition to generating higher quality images, our
OC-GAN model does not introduce spurious modes i.e. objects not specified
in the layout but present in the generated image. This can be attributed to
the SGSM module which, by virtue of the retrieval task and the scene-graph
being a higher-level abstraction than pixels, aids the model in learning a bet-
ter mapping from the spatial layout to the generated image. Our model also
keeps object instances identifiable even when bounding boxes of objects of the
same class overlap slightly or are in close proximity. This can be attributed to
the addition of instance-level information and leads to sharper, more realistic
objects.
To further validate the previous observations, in Fig. 1, we consider the effect
of generating from artificial layouts of gradually converging donuts, to tease out
the model’s ability to correctly generate separable object instances. Our model
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generates distinct donuts even when occluded, whereas the other models generate
realistic donuts when the bounding boxes are far apart, but fail to do so when
they overlap.
We also conducted a user study to evaluate the model’s layout-fidelity. The
study surveyed 10 users who were each shown 100 layouts from the COCO-
Stuff test set and corresponding 128× 128 images generated by the SOARISG,
LostGAN, and our OC-GAN models. They were also shown 100 layouts from the
VG test set and corresponding 128×128 images generated by LostGAN and our
OC-GAN models. The images were shuffled in a random order. For each layout,
the users were asked to select the model which generates the best corresponding
image. The results from the user study are presented in Table 5 and demonstrate
that our model has higher layout-fidelity than previous state-of-the-art methods.
Table 5: Results of our user study. 10 computer-science professionals were shown
100 COCO-Stuff and 100 VG test set layouts and corresponding images gener-
ated by various models, shuffled randomly. Users were asked to select the highest
layout-fidelity image for each layout at 128 × 128 resolution. SOARISG cannot
be trained on VG, so is marked N/R, non-rated. Our method is consistently
found to have the highest layout-fidelity.
Dataset SOARISG LostGAN Ours
COCO-Stuff 16.8% 36.8% 46.4%
VG N/R 31.4% 68.6%
Table 6: Quantitative comparison of different ablated versions of our model on
the COCO-Stuff dataset (64×64 images). These results highlight the importance
of the SGSM (and its positive interaction with the perceptual loss) in the bottom
row block, as well as the impact of removing some of the discriminators (middle
row block).
FID ↓ CAS ↑
Full 29.57 60.27
Single patchD 30.54 59.86
No patchD 33.85 62.48
No objectD 31.62 48.03
No SGSM 34.32 52.57
No objectD, no SGSM 33.15 41.50
No perceptual loss 31.14 57.22
No perceptual loss, no SGSM 36.54 47.94
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4.7 Ablation Study
In Table 6, we present an ablation study performed by removing certain com-
ponents of our model. The effect of adding another patch discriminator is mea-
surable, both in terms of FID and CAS. Removing the patch discriminator sig-
nificantly lowers FID (the model has no more supervision in terms of matching
the distribution of the real full images. This actually improves the CAS, as the
generator will use more capacity to focus on generating realistic objects.
We also find that removing either the object discriminator or the SGSM
results in a significant drop in performance. This does not however prevent the
model from generating realistic objects (the CAS score remains above some of
the baselines), meaning that the roles of the two components are to some extent
complementary. As soon as both are removed, the CAS score drops sharply.
Removing the perceptual loss has little effect in itself, but it greatly helps the
SGSM when present. Removing the SGSM altogether strongly impairs results,
highlighting its importance.
5 Conclusion
We observed that current state-of-the-art layout-to-image generation methods
exhibit low layout-fidelity and tend to generate low quality objects especially
in cases of occlusion. We proposed a novel Scene-Graph Similarity Module that
mitigated the layout-fidelity issues aided by an improved understanding of spa-
tial relationships derived from the layout. We also proposed to condition the
generator’s normalization layers on instance boundaries which led to sharper,
more distinct objects compared to other approaches. The addition of the pro-
posed components to the image generation pipeline led to our model outperform-
ing previous state-of-the-art approaches on a variety of quantitative metrics. A
comprehensive ablation study was performed to analyse the contribution of the
proposed and existing components of the model. Human users also rated our
approach higher on generating better-suited images for the layout over existing
methods.
Evaluation metrics for GAN popularized in the single-object-class setting
have been criticized as inappropriate in the multi-class setting in literature.
Our proposed SceneFID metric addresses those concerns and presents a useful
metric for the image generation community which will increasingly deal with
multi-class settings in the future. Our proposed OC-GAN model also showed a
large improvement over existing approaches on the SceneFID evaluation criteria
which further highlights the impact of our contributions.
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A Comparison with Semi-Parametric Methods
Recently, semi-parametric methods have been proposed in the field of layout-
to-image generation [28]. We excluded a comparison with these methods in the
main paper due to the fact that (1) they are structurally different (they incor-
porate real images when generating images) leading to difficulties in making a
fair comparison and (2) they function in diverse ways, not all of which can be
applied to our setting [43].
We include a comparison with the state-of-the art semi-parametric model,
PasteGAN [28] in Table 7. This method outperforms most of the other baselines,
but still performs worse than our method.
Table 7: Comparison of our method with the semi-parametric method Paste-
GAN [28]. We use † to denote results taken from the original paper. The best
results in each category are in bold. Our method outperforms this baseline across
the evaluation metrics considered.
Inception Score ↑ FID ↓
Methods COCO VG COCO VG
PasteGAN [28] † 10.2± 0.2 8.2± 0.2 38.29 35.25
OC-GAN (ours) 10.5± 0.3 8.9± 0.3 33.10 22.61
B Spatial Relationships used for Generating the
Scene-Graph
We used 6 spatial relationships to generate the scene-graphs from layouts. All
of the spatial relationships are derived from the bounding box coordinates spec-
ified in the layouts. If an edge in the scene-graph is represented as <subject,
relationship, object>, then the possible relationships we consider are:
– “left of”: subject’s centre is to the left of object’s centre
– “right of”: subject’s centre is to the right of object’s centre
– “above”: subject’s centre is above object’s centre
– “below”: subject’s centre is below object’s centre
– “inside”: subject contained inside object
– “surrounding”: object contained inside subject
C A Note on Evaluation
Inception Score and FID were computed using the official Tensorflow implemen-
tations 56 (the most commonly available PyTorch implementations give slightly
5 https://github.com/openai/improved-gan for Inception Score
6 https://github.com/bioinf-jku/TTUR for FID
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different but close values), to ensure compliance with the literature. In the past,
papers considering layout and scene graph to image generation have used differ-
ent values for the number of splits when computing the Inception score, ranging
usually from 3 to 5 (as shown in the different official implementations and via
contacting some of the authors). Empirically, we found that lowering the split
size results in better numerical values for the inception score, for all methods
relevant to this work. Out of fairness considerations, we opted for splits of size 5
and note that in addition to this issue, the size of the evaluation set for Inception
score computation is very low compared to recommended sizes. This impacts the
relevance of this metric.
In addition to the above concerns, some models used different network archi-
tectures to compute the inception score (e.g. [65] uses a VGG net as opposed to
the standard Inception-V3 network as noted in their paper). We used the official
Inception-V3-based evaluation on all models.
Some models introduce non-standard data-augmentation (e.g. [53] uses image
flips during training). Out of fairness considerations, we compared our approach
to the official reported values, and used the same data-augmentation as the
compared methods, when applicable.
D Implementation and Training Details
Architecture diagrams for all the modules of our model OC-GAN are presented
in Figs. 6 and 7. Some additional hyper-parameter details:
– In the SGSM module, images are resized to size 299 × 299 before being
processed by the image encoder.
– In the SGSM module, the common semantic space for graph and image
embeddings has a dimension of 256.
E Additional Qualitative Results
We present additional qualitative 128×128 samples on the COCO-Stuff dataset
in Fig. 8 and on the Visual Genome dataset in Fig. 9.
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Fig. 6: Architecture diagrams for (a) Generator (b) Generator ResBlocks (c) Im-
age Discriminator. All generator inputs are derived from the layout. The Masked
Object Embeddings are produced by the Conditioning Module. If input and out-
put dimensions match for the Generator ResBlock, then the shortcut is a skip
connection.
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Fig. 7: Architecture diagrams for (a) Scene-Graph Encoder (b) Conditioning
Module (c) Mask Net (d) Object Discriminator. The Scene-Graph Encoder takes
as input a scene-graph derived from the layout and processes it with a Graph
Convolutional Network. The Conditioning Module generates the Masked Object
Embeddings, which along with instance boundaries and 1-hot layout, are the
conditioning information for the Generator. The Mask Net is a submodule of
the Conditioning Module. The Object Discriminator operates on cropped image
boxes in an AC-GAN framework, predicting whether the crop is real or generated
as well as classifying the object inside the crop.
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Layout SPADE [41] SOARISG [2] LostGAN [53] OC-GAN (ours)
Fig. 8: 128×128 COCO-Stuff test set images, taken from our method (OC-GAN)
and multiple competitive baselines.
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Layout LostGAN OC-GAN
Fig. 9: 128× 128 Visual Genome test set images, taken from our method (OC-
GAN) and the LostGAN baseline.
