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 ABSTRACT 
The excessive and unanticipated vibrations of stay cables in cable-stayed bridges around 
the world have been often observed with the occurrence of wind and wind-rain. These 
vibrations with low frequency and high amplitude are important for the safety and 
serviceability of cable-stayed bridges. There has been extensive research involving wind 
tunnel experimentation and field observations that is devoted to investigating the main 
factors contributing to the cable vibration and that propose potential mechanisms. A 
comprehensive understanding is, however, still not available. Moreover, there have been 
few studies involving in-depth investigation of the fluid flow around a stationary cable, 
which is fundamental to understanding the aerodynamic instability associated with the 
cable vibration. 
In order to investigate the fundamental characteristics of aerodynamic forces on a 
cable oblique to wind in this work, the 3-D DES (Detached Eddy Simulation) approach 
was applied to flow around a yawed and inclined circular cylinder in this study. DES 
enables simulation of unsteady three-dimensional flow at high Reynolds number while 
maintaining reasonable computational requirements. 
First, simulations of flow normal to a circular cylinder using 2-D RANS 
(Reynolds-averaged Navier-Stokes equation) were conducted for verification of 
numerical schemes/conditions and for validation of the simulated flow. In DES, the flow 
region near a wall is treated in the RANS mode whose solution becomes converged with 
grid refinement. Therefore, 2-D RANS could be used to examine the numerical effects of 
spatial/temporal discretizations and computational schemes on the simulated flow. The 
verification associated with three-dimensional effects, such as spanwise grid sizes, 
cylinder lengths and spanwise boundary conditions, was performed in flows normal to 
and oblique to a cylinder using 3-D DES and comparison to experimental data. 
The verified and validated 3-D DES was used to investigate characteristics of the 
flow and the associated aerodynamic forces on a yawed and inclined circular cylinder. 
The study shows that the flow around the cylinder is inherently three-dimensional. 
According to the proposed mechanism to explain the flow-induced forces, an important 
factor is a swirling flow, which has an axial velocity component as well as rotational one. 
The swirling flow is developed by the rolled-up shear layer flowing past the oblique 
cylinder, generating relatively large forces on the cylinder. Multiple forces with peaks of 
finite length occur at spatial intervals along the cylinder axis, alternating on both sides of 
the cylinder while moving at a fixed speed. The speed of these force peaks is 
approximately 90% of the velocity component of the oncoming upstream flow parallel to 
the cylinder axis.  
Three-dimensional characteristics of the aerodynamic forces on the cylinder are 
discussed in local coordinates as well as in global coordinates. While a few high 
frequencies are observed in the force coefficient (Cy) of the local y axis, the force 
coefficient (Cx) in the local x axis has a significant low-frequency component. It is much 
lower than that of Karman vortex-induced vibration in the same flow environment. The 
behaviors of Cx and Cy result from the periodic moving forces due to traveling swirling 
flows in equi-spaced intervals. This regular pattern of the multiple moving loads is a 
potential source for low-frequency and high-amplitude aerodynamic instability of a long 
circular cylinder oblique to the flow.  
Since the forces move along the cylinder, they were investigated in a Lagrangian 
reference frame as well as in an Eulerian frame. The moving force coefficients (Cmx and 
Cmy) have one dominant frequency for the fluctuations in the x and y axes, respectively 
when they travel along the cylinder. The dominant frequency of Cmx is twice as high as 
for Cmy, which implies that the moving forces are related to classical Karman vortices. 
The effects of the angle of the cylinder to the flow on characteristics of the flow 
and the associated forces were also examined in this study. As yaw angle increases, the 
peak frequency of Cy deviates from the prediction by the Cosine Rule. The dominant 
frequency of Cx has a relatively low-frequency component and increases with yaw angle, 
but it cannot be predicted by the Cosine Rule. The comparison results indicate that the 
three-dimensional characteristics of the forces cannot be precisely explained by a quasi-
two-dimensional approximation, such as the Cosine Rule. 
While there have been many efforts to investigate the characteristics of cylinder 
flow and related forces, this is, to the author’s knowledge, the first numerical study to 
focus on the three-dimensional characteristics of the fully-developed flow at high 
Reynolds number and associated forces on a yawed and inclined circular cylinder. This 
study is a significant contribution for improved understanding of the complex three-
dimensional characteristics of the flow and flow-induced forces. The low frequency 
components of the forces provide insights into the fundamental mechanism of cable 
vibrations with low frequency and high amplitude. This study also can be applied not 
only to circular cylindrical structures under oblique flow such as electrical transmission 
lines under oblique wind and marine structures under inclined currents but also to any 
elongated bluff bodies under flow in three-dimensional environments. 
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1. INTRODUCTION 
 
1.1 Background 
Long or tall structures such as long-span bridges and high-rise buildings have always 
been landmarks of state-of-the-art technology not only in civil engineering but also in 
society. As the structures have become more slender, a number of factors must be 
considered along with self-weight and live load in design. Wind load is frequently the 
most important design condition of slender structures due to their flexibility, which is 
manifested through low natural frequencies. 
Wind tunnel tests and field studies have frequently been conducted to understand 
the fundamental mechanisms of the aerodynamic and aeroelastic behavior of civil 
structures and to control them effectively. These studies are usually very expensive and 
time-consuming. In addition, experiments have inherent difficulties in identifying and 
visualizing the complex, three-dimensional flow around a bluff structure in detail. 
As computational technology and numerical techniques have advanced, 
Computational Wind Engineering (CWE), as a subfield of Computational Fluid 
Dynamics (CFD), has demonstrated the potential to become an alternative tool to wind 
tunnel testing for analyzing aerodynamic and aeroelastic phenomena in wind engineering. 
CWE has been developing steadily over the last two decades, and is expected to take on 
an even more important role in wind engineering in the future. 
Recently, computational simulations with advanced numerical methods and 
sufficient computational resources make it possible to provide in-depth information of 
complex, three-dimensional flow and the related forces on a bluff structure.  
1.2 Problems of Stay Cable Vibrations 
Excessive vibrations of stay cables with high amplitude and low frequency are of 
significant importance in the safety and serviceability of cable-stayed bridges. Since the 
first observations of wind-induced cable vibrations with high amplitude with and without 
rain in a cable-stayed bridge were reported by Wianecki (1979) and Hikami and Shiraishi 
(1988), respectively, vibrations in cable-stayed bridges have been occasionally reported 
all over the world. These observed vibrations have much lower frequencies and larger 
oscillation amplitudes than the classical Karman vortex-induced vibrations in the same 
wind environment. This vibration is generally known as “rain-wind induced vibration” 
because of its frequent occurrence with rain. 
Potential factors influencing the vibration have been suggested, such as the 
relative angle of a wind direction and a cable axis, wind speed, the presence of rain, and 
axial flow, among others. Comprehensive understanding of the mechanism of the 
vibration, however, is not yet available. Effective mitigation strategies cannot be 
implemented without this fundamental understanding. 
Characteristics of the vibration have been reported based on field observations 
conducted on several bridges in the world. However, most full-scale measurements have 
Chapter  1 
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been usually conducted for several events in short term, and their observations reported in 
the literature are not always in agreement. The importance of cable orientation and wind 
direction has been observed. The observations of this vibration are limited to cables 
declining in the wind direction (Hikami and Shiraishi 1988), but cable oscillation with 
opposite inclination has also been reported (Matsumoto et al. 1990). Wind speed during 
the vibrations has also been reported. Stay cable excitations were observed at a restricted 
wind speed from 6 to 17 m/s (Matsumoto et al. 1995a), but vibrations at wind speed as 
high as 40 m/s were reported in his subsequent observations (Matsumoto et al. 1998). The 
influence of rainfall in wind-induced cable oscillation has been controversial. While 
many observations involving wind tunnel tests (Hikami and Shiraishi 1988; Verwiebe 
and Ruscheweyh 1998; Yamaguchi 1990) suggest that water rivulets on the cylinder 
create cable vibration, cable vibration without precipitation has been also observed 
(Matsumoto et al. 1998; Zuo and Jones 2006). Therefore, a systematic approach to the 
stay cable vibrations was necessary to elucidate these complex characteristics and the 
excitation instability 
Systematic long-term observations of the Fred Hartman Bridge (Texas, USA) 
were conducted from 1997 to 2004 by Jones and his colleagues (Main and Jones 1999; 
Main et al. 2001; Zuo and Jones 2006; Zuo et al. 2004). Their observations suggested that 
cable vibration with large amplitude was induced by inherently three-dimensional 
characteristics of inclined and/or yawed cables, regardless of the precipitation. They also 
proposed that it might be a type of vortex-induced vibration that is different from Karman 
vortex-induced oscillation. The inherent characteristics of cable excitation, therefore, 
could be strongly related to the three-dimensional nature of stay cables and the wind 
system. However, their field observations could not investigate the complex, three-
dimensional flow around the stay cables. 
Fundamental aerodynamic study of stay cable vibration is essential for 
understanding the complicated relationship between the flow and its flow-induced forces 
in three-dimensional context. In this study, three-dimensional characteristics of a flow 
around a stay cable oblique to wind were studied by applying a computational simulation 
to a circular cylinder oblique to the flow. The numerical simulation enables in-depth 
investigation of the three-dimensional complex flow and the associated forces on the 
cylinder, and can reveal the problematic aerodynamic instability, which cannot be 
detected by current measurement technology in the wind tunnel or field.  
1.3 Methods of Computational Simulation 
Flow at high Reynolds number past a yawed and inclined, slender circular cylinder was 
simulated in three dimensions in this study. This requires 3-D unsteady simulations in a 
large computational domain with fine spatial and temporal resolutions. Due to this high 
computational demand, this research requires highly efficient numerical methods to 
overcome the difficulties presented by the computational limitations. 
Most previous numerical simulations for the unsteady flow were based on 
Reynolds Averaged Navier-Stokes equations (RANS) methodology in order to reduce 
computational requirements. Since RANS models the effect of turbulence on the mean 
flow with a time-averaging process, it cannot accurately reproduce unsteady 
characteristics of the flow such as those associated with vortex-dominated phenomena 
behind a bluff body. 
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There are two possible numerical approaches to resolve the unsteady phenomena 
of a flow: Direct Numerical Simulation (DNS) and Large Eddy Simulation (LES). DNS 
solves the full Navier-Stokes equations without any empirical modeling, and remains the 
most accurate methodology to date. However, this method has only been applied to 
simple flow at a low Reynolds number because of the excessive requirement of very fine 
spatial and temporal discretization. 
LES is based on filtered Navier-Stokes equations (Smagorinsky 1963). It 
simulates eddies directly which are larger than the grid size, while models the turbulent 
motions below this scale by a subgrid-scale turbulence model. This method has been 
applied successfully to many flows, especially free shear flows at a relatively high 
Reynolds number (Akselvoll and Moin 1996) and to wall-bounded flows at moderate 
Reynolds number (Breuer 1998; Moin 2002). However, a wall-bounded flow at high 
Reynolds number, such as a flow past a circular cylinder, has thin boundary layers where 
dominant eddy structures are very small. High spatial and temporal resolutions are 
therefore required around the wall in LES in order to accurately capture the unsteady 
behaviors of these structures. With current computational resources, it is not practical to 
resolve these very thin layers in most engineering applications. 
To alleviate the near-wall resolution requirement in LES, hybrid approaches of 
RANS and LES methods have been developed (Arunajatesan and Sinha 2001; Batten et 
al. 2002; Davidson and Peng 2003; Speziale 1998). Detached Eddy Simulation (DES) is a 
relatively novel concept of hybrid LES-RANS methodology that aims to predict a 
massively separated flow at high Reynolds number and at a manageable computational 
cost (Spalart et al. 1997). The DES technique treats the attached portion of the boundary 
layers with a conventional RANS approach, but it employs an LES approach in the 
separated flow regions. This hybrid technique thus allows unsteady three-dimensional 
computations at much higher Reynolds numbers than other techniques, while maintaining 
reasonable computational requirements. In recent years, DES has been successfully 
applied to a wide range of separated flows in practical geometries at high Reynolds 
numbers (Morton et al. 2002; Shur et al. 1999; Squires et al. 2001). 
While there have been many efforts to investigate the characteristics of cylinder 
flow, the present work is, to the author’s knowledge, the first study to focus on the three-
dimensional characteristics of the fully-developed flow at high Reynolds number around 
a yawed and inclined circular cylinder using numerical simulation. 
The research described herein investigated the characteristics of aerodynamic 
forces induced by three-dimensionally separated flow at high Reynolds number around a 
circular cylinder. This computationally demanding simulation cannot be successfully 
performed without a reliable and efficient numerical method such as DES in this study. 
1.4 Outline of Report 
Motivated by the reliability and efficiency of the DES methodology, the goal of the 
research presented in this report is to investigate the characteristics of flow and the 
associated aerodynamic forces on a yawed and inclined circular cylinder, and to obtain 
fundamental information necessary to improve understanding of the aeroelastic behavior 
of a very slender cylinder oblique to wind, such as a cable vibration in a cable-stayed 
bridge. 
4 
To achieve this goal, the study has three objectives. The first is to simulate 
unsteady flow around a bluff body reliably and effectively using 3-D DES. The second is 
to investigate three-dimensional characteristics of the flow around a yawed and inclined 
circular cylinder, and to identify the mechanism of generation of flow-induced forces on 
the cylinder. The final objective is to analyze the three-dimensional characteristics of the 
aerodynamic forces with respect to the angles between the cylinder and the flow 
direction. 
Chapter 2 begins with a summary of the aerodynamic and aeroelastic behaviors of 
a bluff structure in wind engineering. Characteristics and environmental factors of large-
amplitude cable vibrations based on full-scale field observations are discussed, and the 
associated excitation mechanisms proposed in the literature are summarized. Existing 
studies of flows at high Reynolds number oblique to a circular cylinder are also examined 
in both experimental and computational approaches 
Chapter 3 gives a summary of fundamentals in computational wind engineering. 
Numerical methods for modeling turbulence, such as RANS, LES and DNS, are briefly 
reviewed. A hybrid method of RANS and LES, DES, and its turbulence model are also 
examined. 
Chapter 4 addresses the first objective: accurate simulation of unsteady flow 
around a bluff body. Flows normal to a circular cylinder at high Reynolds number were 
simulated for verification and validation. For efficiency and accuracy, 2-D RANS 
simulations were conducted in order to reduce numerical errors related to grid, timestep, 
and numerical schemes. Spanwise grid refinements and spanwise wall boundary 
conditions were also investigated in 3-D DES. Characteristics of the flow around the 
cylinder were identified in comparison to experimental data.  
The second objective is addressed in Chapter 5. Unsteady flow around a yawed 
and inclined circular cylinder was simulated using 3-D DES. Since a flow component 
along the cylinder axis is generated, the present study examined the effects of spanwise 
wall boundary conditions, spanwise grid sizes, and spanwise cylinder length on the flow 
field. This study also investigated three-dimensional characteristics of the flow structures 
around the cylinder and an essential factor to the complex flow. Characteristics of the 
flow-induced forces are discussed from the perspective of their spatial-temporal 
distribution, correlation, and dominant frequencies. From the observations of the flow 
and the associated forces, a mechanism of generating forces on the cylinder is proposed; 
in particular, a crucial factor associated with this phenomenon is studied in depth, and its 
effect on generating forces is further discussed. 
In Chapter 6 the final objective is addressed. Three-dimensional characteristics of 
flow and the resulting aerodynamic forces are analyzed with respect to different yaw and 
inclination angles of a cylinder. The validity of a quasi-two-dimensional approximation 
such as the Cosine Rule is examined by comparing between predictions from the rule and 
simulation results of this study. 
Chapter 7 presents conclusions of the research and recommendations for future 
efforts in this area in order to comprehensively understand the excitation mechanism of 
stay cable vibrations in cable-stayed bridges. 
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2. WIND EFFECTS ON STRUCTURES IN  
CIVIL ENGINEERING 
 
The advancement of construction technology and numerical analysis in design has 
enhanced the introduction of structures presenting new challenges in structural 
engineering; for example, a long or tall structure becomes remarkably flexible, low in 
damping and light-weight, and a low-rise structure becomes complex in geometry. 
Although these structures have significantly different aerodynamic and aeroelastic 
characteristics, they are both susceptible to wind-induced problems associated with 
structural safety and serviceability. Comprehensive understanding of wind engineering is 
essential in order to reduce these wind-induced structural problems. 
According to the definition by Cermak (1975), “Wind engineering is best 
described as the rational treatment of interaction between wind in the atmospheric 
boundary layer and man and his works on the surface of Earth.” In order to achieve 
adequate performance of structures under wind loading, wind engineering requires 
information regarding wind environment in the atmospheric boundary layer, relationship 
between the wind and the aerodynamic forces on structures, and dynamic effects on the 
structures induced by these forces (Simiu and Scanlan 1996). 
This chapter reviews the main concepts and some basic formulations related to 
bluff-body aerodynamics and structural responses to wind loads in wind engineering. 
This summary herein is based on Simiu and Scanlan (1996), Kundu and Cohen (2004), 
Blevins (1990), and Dowell et al. (1989). Wind- and wind-rain induced oscillations on 
stay cables are discussed, and a review of the mechanisms proposed in the literature for 
interpretation of the oscillation is included. In addition, existing experimental and 
numerical studies of flow oblique to a circular cylinder are briefly examined. 
2.1 Bluff-Body Aerodynamics 
The term “aerodynamics” was initially employed in aeronautics. It is a branch of fluid 
dynamics, which analyzes the motion of a fluid and the forces associated with the fluid 
flow around a structure. Aerodynamic results, such as flow and the flow-induced force, 
are strongly related to physical properties of a fluid (e.g., density and viscosity), dynamic 
properties of its motions (e.g., velocity, pressure, and turbulence), and geometry of a 
structure (e.g., shape and surface roughness). 
In comparison with the generally streamlined structures in aerospace engineering, 
those in wind engineering have inherently bluff shapes, and the applications are usually 
limited to relatively low-speed, incompressible flow phenomena. Since all structures in 
wind engineering are located in the atmospheric boundary layer, aerodynamic forces on 
the structures are significantly affected by turbulent flows in the atmospheric surface 
boundary layer of the earth. Turbulence is generated from inherent flow characteristics in 
the boundary layer and obstacles to the flow. 
Chapter 2 
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The following sections will summarize basic theoretical principles and describe 
the fluid dynamics associated with flows around a circular cylinder, which is the subject 
of this study.  
2.1.1 Pressure and Force Coefficients 
When a bluff structure is immersed in an incompressible flow of velocity ,U  the 
relationship between local pressure p  and velocity U  in the inviscid flow outside the 
boundary layer can be described by Bernoulli’s equation:  
 2
1
const
2
U p    (2.1) 
where   is the density of the fluid; the fluid is air in wind engineering. 
The pressure on the surface of the structure can be expressed by a non-
dimensional pressure coefficient 
pC : 
 0
21
2
p
p p
C
U

  (2.2) 
where the term 0p p  represents the pressure difference between local and reference 
upstream pressure ;op  the dynamic pressure is defined as 
21 2 .U  Positive values of 
pressure coefficient near unity occur on the windward face of a bluff body, such as the 
stagnation point of a circular cylinder.  
Flow-induced forces on a structure consist of two major components: pressure 
force normal to the surface of the structure and shearing force tangential to the surface 
due to surface friction. The latter component is usually negligible in flow-induced 
problems associated with civil engineering structures.  
The integration of the normal and shear stresses over the surface of a structure 
produces net flow-induced aerodynamic forces and moments, such as drag and lift forces 
in the along-flow and across-flow directions. Similarly, the lift, drag, and moment ( LF , 
DF , M ) can be described in terms of non-dimensional lift, drag, and moment 
coefficients ( LC , DC , MC ) as 
 
2 2 21 1 1
2 2 2
, ,L DL D M
F F M
C C C
U A U A U AD  
    (2.3) 
where A  and D  are a reference area and a reference length of the body, respectively. 
2.1.2 Dependence of Pressure and Force on Flow Characteristics 
The effects of viscosity of the fluid are relevant only within a thin layer near the surface 
of a structure. The flow outside the layer region is considered as inviscid. However, in 
many cases, this small viscosity-governing region plays an important role in the 
formation of boundary layers. The presence of a boundary layer is associated with 
gradually decreasing flow velocity near a surface, where the velocity vanishes. Flows in 
the boundary layer may detach from the surface and significantly affect the flow field 
around it. 
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Figure 2.1 shows the velocity profiles and pressure gradients near a curved 
surface. The freestream velocity U  is approaching to the structure, the x and y 
coordinates are tangent and normal to the surface of the structure, respectively. The flow 
increases its velocity ( )U x  out of a boundary layer along the x direction due to 
converging streamlines at upstream region, which results in the decrease of pressure with 
x. Beyond the point of maximum velocity of ( ),U x  the streamlines diverge. This finally 
causes the velocity to decrease and the pressure to increase. In the region of increasing-
velocity flow, the curvature of a velocity profile u(x, y) is given by 
 
2
2
0
at wall
u
y



 (2.4) 
where u is the velocity profile normal to the surface in the boundary layer. 
In contrast, in the region of decreasing-velocity flow, the curvature of the velocity 
profile in the boundary layer is 
 
2
2
0
at wall
u
y



 (2.5) 
Since the velocity profiles have opposite curvatures downstream, a point of inflection 
where 2 2 0u y    exists in the region of velocity-decreasing flow. The thickness of 
boundary layer increases downstream, which is caused by the effect of decreasing 
pressure gradient due to the shape of the bluff body. Under a high adverse pressure 
gradient, the flow velocity reverses direction. A region of backward flow occurs from the 
detachment of boundary layer. This is known as “separation.” This is an important 
phenomenon in bluff-body aerodynamics. 
 
 
Figure 2.1 Velocity profiles across boundary layers on smoothly curved surface 
(Kundu and Cohen 2004) 
 
Figure 2.2 illustrates an inflection and a separation of the flow. The inflection is 
indicated by I, and the separation point by S. The separation point is defined below:  
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 0.
at wall
u
y



 (2.6) 
Since the separation of a boundary layer occurs when the flow is sufficiently 
decelerated by inertial forces due to the adverse pressure gradients along the surface, the 
relationship between inertial and viscous effects is an important descriptor of flow 
characteristics. An important non-dimensional parameter, known as “Reynolds number 
(Re),” is defined as 
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where   is the viscosity of the fluid, ( )    is the kinematic viscosity, and L  is the 
reference dimension. When the Reynolds number is small, the viscous effects 
predominate; when it is large, the inertial effects govern. For example, flow around a  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 Streamlines and velocity profiles near a separation point 
(Kundu and Cohen 2004) 
 
circular cylinder follows the cylinder contours at Re = 5, but the flow separates from the 
cylinder surface and develops a fully turbulent vortex street at 300 < Re < 3 ×10
5
. 
Figure 2.3 shows the variation of mean drag coefficient and the fluctuation of lift 
coefficient of a smooth circular cylinder according to Reynolds number. It indicates that 
the forces of the circular cylinder are strongly dependent on the Reynolds number. The 
drag coefficient of a smooth cylinder suddenly drops in the range of 
5 52 10 Re 5 10 .     This is known as “drag crisis” in the critical regime. It results from 
a transition from laminar to turbulent flow in a boundary layer ahead of a separation point 
on the surface of the cylinder. This causes the separation point to move leeward. The 
delay in separation leads to narrowing of the wake, a decreased (less negative) base 
pressure in the wake; therefore, the drag coefficient decreases. Figure 2.3(a) shows that 
the time-averaged drag coefficient increases in the super-critical and the trans-critical 
regime as the Reynolds number increases. However the drag coefficient remains much 
lower in the super- or trans-critical regime than in the sub-critical regime. The fluctuation 
of lift coefficient also changes dramatically with Reynolds number as shown in Figure 
2.3(b).  
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Figure 2.3 Variation of (a) mean drag coefficient and (b) fluctuating lift coefficient with 
Reynolds number for a smooth circular cylinder  
 
 
Figure 2.4 demonstrates that pressure distribution over a circular cylinder is 
sensitive to Reynolds number. The separation point of the flow in the super-critical 
regime ( 5Re 7 10  ) is located at a large angle from the stagnation point compared to 
that in the sub-critical regime ( 5Re 2 10  ). The shifted separation angles due to the 
Reynolds number effect significantly affect the flow-induced pressure and forces on the 
circular cylinder. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4 Influence of Reynolds number on pressure distribution over a circular cylinder 
(Kundu and Cohen 2004) 
(b) Lift coefficient (Holmes 2001; 
Wootton and Scruton 1970) 
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The flow-induced pressure and forces are also influenced by the turbulence 
characteristics of approaching flow. Two basic parameters describing turbulent flows are 
“turbulence intensity” and “integral scale of turbulence” (Simiu and Scanlan 1996). 
Longitudinal turbulence intensity is defined as  
 
1 2
2
u
u
T
u

  (2.8) 
where u  is a mean velocity of the flow, and 
1 2
2u is a root-mean-square of zero-mean 
velocity fluctuation .u  Vertical and lateral turbulence intensities ( and )v wT T  can be 
similarly defined. The turbulence intensity measures the velocity fluctuations of a 
turbulent flow. 
The longitudinal integral scale of turbulence in longitudinal velocity fluctuation is 
given by  
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where 
uR   is the auto-covariance function of the longitudinal velocity fluctuation 
component u  in the longitudinal velocity u  of the flow, and is defined as 
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where   is delay time.  
Vertical and lateral integral scales of turbulence ( yuL and )
z
uL  in the longitudinal 
velocity fluctuation can be defined in a similar way. The turbulent integral scale is a 
measure of the average size of turbulent eddies of the flow corresponding to the 
characteristic length where the turbulent energy is concentrated.  
Laminar and turbulent velocity profiles in the boundary layer near a surface are 
illustrated in Figure 2.5. The characteristics of approaching turbulent flow cause a 
boundary layer flow to have a full velocity profile near the surface. It results in more 
energy of the flow in the turbulent boundary layer than in the laminar boundary layer. 
This turbulent boundary layer flow is thus characterized by a delay in the formation of an 
adverse pressure gradient above a curved body such as a circular cylinder. For example, 
in the case of a circular cylinder in a turbulent flow in the sub-critical Reynolds number 
regime, the location of separation moves leeward along the cylinder circumference due to 
the turbulent boundary layer flow like a separation position in a smooth flow in the 
critical regime. 
Figure 2.6 shows the influence of turbulence intensity on the fluctuation of lift and 
drag coefficients of a circular cylinder. It reveals that the characteristics of force 
coefficients are highly sensitive to the turbulence intensity of oncoming flow in the sub-
critical regime. 
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Figure 2.5 Laminar and turbulent velocity profiles in a boundary layer 
(Kundu and Cohen 2004) 
 
Another important influencing factor on flow-induced pressure and the associated 
forces is surface roughness. In Figure 2.7, the surface roughness of a circular cylinder is 
defined as k D , where k is the thickness of roughness elements, and D is the diameter of 
the cylinder. The rough surface on a circular cylinder causes the flow to behave as in the 
critical regime where its drag suddenly decreases (Figure 2.3(a)). This Reynolds number 
would be in the sub-critical regime in the flow on a smooth surface. As the surface 
roughness increases, the critical Reynolds number associated with drag crisis becomes 
lower; the minimum of the drag coefficient increases. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6 Root-mean-square drag and lift coefficient as a function of turbulence intensity  with 
Reynolds number ( 0.75uxL D  ) (Cheung and Melbourne 1983) 
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Figure 2.7 Effect of surface roughness on drag coefficient of a circular cylinder 
(Holmes 2001) 
 
2.2 Structural Responses to Wind Loads 
A slender structure, such as a stay cable in a cable-stayed bridge, can be vulnerable to 
vibration due to its flexibility and low structural damping. Phenomena involving 
interaction between the dynamic response of a moving structure and the wind are known 
as “aeroelastic.” In accordance to the definition by Dowell et al. (1989), “Aeroelasticity is 
concerned with those physical phenomena which involve significant mutual interaction 
among inertial, elastic, and aerodynamic forces.” 
Wind-induced excitations of a structure have sources of instability from 
aerodynamics and aeroelasticity. Aerodynamic instability is generated by a phenomenon 
involving aerodynamic forces induced by the flow and does not exhibit sufficient 
interaction between the flow and the moving structure during the excitation. In contrast, 
aeroelastic instability is caused by a phenomenon wherein aerodynamic forces and 
structural responses strongly interact. 
Comprehensive understanding of wind-induced excitations and the underlying 
instabilities is fundamental in effective control of a structure vulnerable to wind. The 
topics analyzed in this section include vortex-induced vibration, galloping, wake 
galloping, buffeting vibration, and flutter. 
2.2.1 Vortex-Induced Vibration 
When flow traverses past a stationary bluff structure, a vortex develops on one side of the 
structure. On the other side, the wind speed is increased and the pressure is reduced 
according to Bernoulli’s theory; a previously-formed vortex is shed into the wake. This 
alternate shedding of vortices occurs at regular rhythms. This phenomenon is known as 
“vortex shedding” or “Karman vortex shedding” named after the researcher who first 
investigated it. The oscillating wakes generate two staggered rows of vortices with 
opposite rotation behind the structure. This is called a Karman vortex street. Due to the 
fluctuation of the pressure on each side of the structure, the structure is subjected to 
lateral (i.e., in the across-flow direction) forces which periodically oscillate.  
A fundamental cause of the vortex-shedding phenomenon is related to the viscous 
and inertia characteristics of a flow around a bluff structure; this flow characteristic can 
be represented in terms of Reynolds number as described in Equation (2.7). Figure 2.8 
illustrates how the flow field around a circular cylinder varies with the Reynolds number.  
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The periodic formation of vortices can be described in terms of the non-
dimensional Strouhal number ( )St . This number is defined as 
 
s
D
St f
U
  (2.11) 
where D  is the diameter of the cylinder, i.e., as a characteristic dimension, U  is the 
oncoming flow velocity, and 
sf  is the frequency of vortex shedding. The Strouhal 
number varies with the Reynolds number as shown in Figure 2.9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8 Regimes of fluid flow of a circular cylinder with Reynolds number  
(Blevins 1990) 
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Figure 2.9 Effect of Reynolds number on Strouhal number of a circular cylinder 
(Blevins 1990) 
 
If a structure under vortex-shedding loading is elastically supported or deformable 
in the across-flow direction, it deflects globally or locally by the vortex-induced forces, 
and the motion can influence the flow. When the frequency of vortex shedding 
approaches the natural across-flow mechanical frequency of the structure, the forces on 
the structure begin to strongly interact with the flow, resulting in an increment of 
transverse oscillation. The mechanical frequency of the structure then controls the vortex 
shedding frequency, which remains constant even though the flow velocity increases by a 
few percent. This aeroelastic phenomenon is known as “lock-in” or “synchronization.” 
This interaction between shedding vortices and vibration of a structure is illustrated in 
Figure 2.10. 
The vortex-induced vibration at lock-in can significantly influence the vortex 
shedding phenomenon and, therefore, the transverse force on the structure. The main 
characteristics of the lock-in are summarized below (Blevins 1990): 
• The vibration increases the strength of vortices around a structure.  
• The spanwise correlation of a wake increases as its amplitude becomes large. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.10 Vortex-shedding frequency of an elastic structure with flow velocity 
(Simiu and Scanlan 1996) 
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• The time-averaged drag force on the structure increases. 
• The phase, sequence, and pattern of vortices in the wake are different when the 
vortex shedding frequency approaches the vibration frequency from higher or lower 
values (i.e., hysteretic phenomenon).  
• The amplitude of the vibration is a self-limiting; when the amplitude increases 
beyond a certain level, the vortex shedding is disrupted and the periodic alternate 
pattern begins to break up. 
Vortex-induced vibration is a frequently observed excitation phenomenon in a 
bluff structure. At lock-in, aeroelastic effects influence the vibration, but aerodynamic 
instability governs the vibration elsewhere.  
2.2.2 Galloping 
Galloping (or across-wind galloping) is a typical instability related to movement-induced 
excitation. It usually occurs in slender structures whose sections have certain cross-
sectional shapes, especially rectangular or “D” sections. A relevant example is the cross 
section of an ice-coated power line cable. It is characterized by significant oscillation at a 
low frequency in the across-flow direction. Compared to the oscillating amplitude from 
vortex-induced vibration, the amplitude due to galloping is relatively large. 
In a galloping analysis, the vibration of a structure is assumed to be slow 
compared to the fluctuations of flow-induced forces on the structure. The force and 
moment coefficients measured under stationary conditions can be used in the moving-
body problem. This is called the “quasi-steady approach.” The quasi-steady assumption is 
valid only if the natural frequency of a structure is much lower than the vortex shedding 
frequency. A necessary condition of galloping under this approach is negative aeroelastic 
damping in the system, which means that the energy of motion induced by the flow 
exceeds the energy dissipated by the system. This is the well-known “Glauert-Den 
Hartog criterion,” which can be described as 
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 (2.12) 
where   is the angle of attack. A circular cylinder cannot gallop due to its geometric 
symmetry ( 0LdC d  ) unless the cross-section is altered. 
2.2.3 Wake Galloping 
When one cylinder is located in the wake of another cylinder by a few diameters in a 
two-cylinder system, the downstream cylinder may be subject to a type of oscillation 
under certain conditions due to the turbulent wake of the upstream cylinder. This is 
known as “wake galloping.” It has frequently been observed in power transmission line 
cables grouped in bundles by spacers. 
2.2.4 Buffeting Vibration 
“Buffeting” is an unsteady aerodynamic loading on a structure produced by the velocity 
fluctuations in an approaching turbulent flow. If velocity fluctuations are created by 
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disturbances of a flow due to an upstream structure, the unsteady loading is called wake 
buffeting.  
Large integral scale of turbulence or high turbulence intensity of the oncoming 
flow can lead to significant buffeting response to a structure. The transient response of 
the structure can be related to aeroelastic interaction with the wind forces in a very 
flexible structure (e.g., a slender tower and a deck of a suspended-span bridge). In 
contrast with a self-excited vibration in the absence of flow turbulence, buffeting 
vibration is generated by turbulence over a wide range of wind speeds. 
2.2.5 Flutter 
Flutter was originally recognized as aeroelastic oscillation of an airfoil in aerospace 
engineering; but the term has been widely used to identify distinct phenomena. In wind 
engineering, the term flutter is applied to specific phenomena, especially with regard to 
aeroelastic behaviors of long-span bridges. Some of them are summarized below (Simiu 
and Scanlan 1996). 
• Classical flutter is an aeroelastic phenomenon of a structure with two degree-of-
freedom (i.e., rotation and vertical translation). The two motions are coupled 
together in a flow-driven, unstable oscillation.  
• Single-degree-of-freedom (SDOF) flutter represents a torsional or a vertical (not 
usual in civil structures) aeroelastic oscillation and is observed in a bluff structure 
under strongly separated flow. Failure of the suspension-typed, original Tacoma 
Narrows Bridge in 1940 is generally considered as a typical example due to the 
SDOF flutter. 
Flutter exhibits a characteristic of a typical self-excited oscillation. An aeroelastic 
phenomenon arises when a dynamic structural deflection induces additional forces. These 
added forces may generate additional structural movement, which can develop larger 
forces. The structural motion can diverge through the self-generating mechanism. An 
initial disturbance in a system can therefore generate flutter phenomenon. 
In most cases flutter exhibits nonlinear characteristics, but it can be successfully 
treated by linear analytic approaches; the structure is treated as elastic and linear, and so 
are the self-excited forces since an incipient oscillating condition usually provides 
sufficient information on this divergent-type phenomenon (e.g., a flutter speed). In 
addition, flutter analysis uses aeroelastic coefficients (i.e., flutter derivatives), which are 
obtained over a wide range of simulated frequencies of a structure in a wind tunnel test. 
Flutter in this approach therefore includes more extended aeroelastic phenomena than 
galloping in quasi-steady approach. 
A cable of circular section, if the section is not changed nor deformed, is not 
susceptible to flutter. However, a bridge deck linked with cables can move torsionally if 
driven by flutter; this aeroelastic behavior of the deck can generate vibrations of cables in 
the bridges. 
2.3 Wind-Induced Cable Vibrations with High-Amplitude 
The vibrating string problem has been a fundamental topic in the study of structural 
dynamics in civil engineering. Inherent characteristics of cable structures, such as 
remarkably low level of damping and light weight in combination with the lack of 
bending stiffness, make them susceptible to oscillation. For an inextensible taut string 
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under constant tension (e.g., a stay cable in a cable-stayed bridge), the structural motion 
can be analyzed in a linear model. Dynamic behaviors of the string, however, become 
more complex when the model takes wind-cable interaction as well as non-linearity 
involving geometry and material into consideration. The fundamental concepts of cable 
dynamics, which are associated with the vibration of a stay cable, are summarized in 
Appendix A. 
Stay cables of cable-stayed bridges exhibit a variety of aerodynamic and 
aeroelastic phenomena, as already mentioned in the previous sections, such as vortex-
induced vibration, galloping, and buffeting response. In addition, the dynamic behavior 
of stay cables can be associated with motions of the bridge decks. In this study, special 
attention is devoted to the problematic vibrations induced by wind and wind-rain because 
they can cause structural safety and serviceability in the bridge and have unique 
characteristics as described subsequently. 
Typical characteristics of the vibrations are large amplitude and low frequency 
(Hikami and Shiraishi 1988; Main et al. 2001). They are considerably different from the 
characteristics of Karman vortex-induced vibrations, which have low amplitude and high 
frequency in the same wind environment. Compared to across-wind galloping of a cable 
due to the changed cross-section (e.g., an ice-accreted cable in winter), the vibrations 
have been observed in rainy periods, sometimes without rain (Main and Jones 1999; Zuo 
and Jones 2006). In addition, the vibrations are strongly related to three-dimensional 
environments (Hikami and Shiraishi 1988; Zuo and Jones 2006); the relative angle 
between a wind direction and a cable axis is considered of significant importance. 
However, all wind-induced vibrations described in the previous sections are considered in 
a two-dimensional context. 
 Much research around the world has been devoted to interpreting observations 
from wind tunnel tests and field observations in order to identify the mechanism of the 
problematic vibrations and to mitigate them effectively. The fundamental mechanism of 
these vibrations, however, still remains unclear. Therefore, the study of the underlying 
mechanism in the three-dimensional environment is the most important step to 
comprehensive understanding of the vibrations. 
In the following sections, data from full-scale measurements and the 
corresponding suggested vibration mechanisms are reviewed in order to improve 
understanding the characteristics of the problematic vibrations  
2.3.1 Observed Characteristics from Full-Scale Field Measurements  
There have been many studies of the vibrations based on wind tunnel tests and full-scale 
measurements. A properly designed and implemented wind tunnel test provides 
quantitative aerodynamic and structural measurements, but tests in a laboratory have 
some limitations in modeling a cable that vibrates in a complex, three-dimensional 
environment. Measured data from field observations require considerable time and also 
have some drawbacks in generating controlled conditions under which to investigate 
influencing factors of the excitation in detail; however they represent the prototype 
phenomena associated with the cable vibrations. Observations of real cables on cable-
stayed bridges, therefore, are emphasized in this study. 
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The characteristics and environmental factors associated with high-amplitude stay 
cable vibrations at a low frequency, based on full-scale field observations, are 
summarized below. Early and short-term observations have been both reported:  
• The wind speed for the onset of the vibrations was approximately from 6 to 17 m/s 
(Matsumoto et al. 1995a).  
• Stays declining in the direction of oblique wind were vulnerable to excitation 
(Hikami and Shiraishi 1988; Phelan et al. 2006). 
• A number of high-amplitude vibrations were observed during periods of light to 
moderate rain (Main and Jones 1999; Ni et al. 2007). 
• The turbulence intensities of oncoming flows were low (Matsumoto et al. 1992). 
• Stay cables oscillated in the low modes among their natural frequencies of the 
cables, mostly with the frequency of 1~3 Hz (Hikami and Shiraishi 1988). 
• Stay cables with smooth surface conditions were susceptible to excitation (e.g., 
polyethylene (PE) tube-lapped cables) (Hikami and Shiraishi 1988; Matsumoto 
1998). 
Recent and long-term full-scale measurements have provided various and in-depth 
observations, which can conflict with the early observations: 
• Vibrations occurred at wind velocity of 40 m/s (Matsumoto et al. 1998).  
• Stay declining in the opposite direction of oblique wind were also vulnerable to 
excitation (Zuo and Jones 2006). 
• Vibrations were observed on windy day without rainfall (Matsumoto et al. 1998; 
Zuo and Jones 2006). 
• Vibrations were observed during periods of heavy rainfall (Zuo and Jones 2006). 
• Vibrations occurred in turbulent flows whose turbulence intensities were high (Ni 
et al. 2007; Zuo 2005).  
• Vibrations exhibited simultaneously multiple vibration modes of the cables 
(Matsumoto et al. 1998; Zuo et al. 2004). 
• The range of vibrating frequencies can be much broader than the extent of 1~3 Hz 
(Zuo 2005). 
• The Reynolds number of an oncoming flow ranged from 6×104 to 2×105 in the sub-
critical regime (Matsumoto 1998; Zuo 2005). 
• The reduced wind velocities ( ,U fD  f is the oscillating frequency of a cable) were 
usually 20, 40, 80, ..., which seems to be a multiple of 20 (Matsumoto et al. 1998). 
• The maximum acceleration response of stay cables reached ±4~±5g (Main et al. 
2001; Phelan et al. 2006) to ±10g (Ni et al. 2007).  
• The peak-to-peak amplitudes could be very high, up to several times a cable 
diameter (Main et al. 2001; Matsumoto et al. 1998).  
According to observations above, there are a number of inconsistencies with 
regard to the parameters related to the vibrations: wind speed, relative angle between a 
cable axis and a wind direction, necessity of precipitation, rain intensity, turbulence 
intensity of oncoming flow, and the range of vibrating frequencies. This broad spectrum 
of the parameters may not be explained by one simple mechanism.  
However, systematic, long-term field observations by Jones and his group (Main 
and Jones 1999; Main et al. 2001; Zuo and Jones 2006; Zuo et al. 2004) reported that the 
cable vibration exhibits the characteristics of a vortex-induced vibration different from 
the classical Karman one, and suggested that the inherent characteristic of the vibration 
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could be strongly related to the three-dimensional flow around a cable. However, they 
could not provide interpretation of the complex, three-dimensional flow around the stay 
cables from the field-measurements. Therefore, in-depth investigation of the complex 
flow and comprehensive interpretation of the flow-induced forces on the stay cables is an 
essential step toward this goal. 
Suggested excitation mechanisms are reviewed in the subsequent section. They 
explain potential aerodynamic or aeroelastic instability associated with stay cable 
vibrations. 
2.3.2 Review of Suggested Excitation Mechanisms in Literature 
Much of the past research on excitation mechanisms has been based on wind tunnel tests 
and field observations, and various mechanisms have been proposed on the basis of these 
results. However, they can be roughly categorized into two main approaches: “high speed 
vortex-induced vibration” and “galloping instability.” The former category is be related 
to a velocity-restricted response. The mechanism suggests that a stay cable can be excited 
by intermittent enhanced Karman vortex-shedding due to axial flows behind a cable 
(Matsumoto et al. 1990) or from low-frequency spanwise vortex shedding (Matsumoto 
1998). The latter category is associated with aeroelastic instability of water rivulet 
(Hikami and Shiraishi 1988; Verwiebe and Ruscheweyh 1998) and related to divergent 
response due to the cable inclination and the Reynolds number (Larose et al. 2003; 
Macdonald 2002). These mechanisms are summarized in the following subsections. 
 The flow around a stay cable is inherently three-dimensional. However, most 
wind tunnel tests and field observations based on the mechanisms have been limited to 
two-dimensional (or 2-D equivalent) excitation approaches, which do not consider 
completely the three-dimensionality of the excitation mechanism. A mechanism 
considering the three-dimensional characteristics of the flow can therefore clearly explain 
this complex excitation of a cable induced by the oblique flow. 
I. Effect of Axial Flow in Near-Wake of a Cable  
This suggested mechanism focuses on the inherent flow characteristic of an inclined 
cable, which is not associated with rainfall (Matsumoto et al. 1990). According to the 
mechanism shown in Figure 2.11, the three-dimensional flow caused by inclination of a 
cable leads to the generation of a secondary axial flow along the cable. Its effect was 
suggested to be aerodynamically similar to that of a splitter plate behind a cable that 
interrupts the interaction between the two separated flows in the wake region (Matsumoto 
et al. 1990).  
According to this proposed mechanism, the strong vortex, influenced by the 
Karman vortex and axial flow, sheds a wake intermittently at a lower frequency in 
comparison with Karman vortex-shedding frequency; this can be associated with the low-
frequency characteristic of the vibrations. The axial flow formed in the near wake behind 
the cable plays an important role in this suggested mechanism. 
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Figure 2.11 Visualizations of axial vortex and associated lift force at a yawed cylinder 
(Matsumoto et al. 2001) 
 
II. Low-Frequency Spanwise Vortex Shedding 
According to wind tunnel tests by Matsumoto et al. (1995b), the shedding frequencies of 
Karman vortex are not always uniform but change along the cable in a cylinder normal to 
flow (Figure 2.12(a)). This phenomenon was also observed in a yawed cylinder 
(Matsumoto 1998).  
As shown in Figure 2.12(b), two-dimensional Karman vortex sheets shed at different 
frequencies 1f  and 2f  on the yawed cylinder, and an amplified single vortex can shed at 
intermittently at the difference of their frequencies (
1 2spf f f  ). This intermittent 
shedding frequency spf  is much lower than the two-dimensional vortex shedding 
frequencies of 1f  and 2 ,f  and corresponds to a reduced velocity (U f D ) of 40 or its 
integral multiples. 
This suggested excitation mechanism is related to a velocity-restricted response, 
and does not require any axial flow along a cylinder axis nor the formation of a rivulet on 
its surface. 
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Figure 2.12 Low-frequency spanwise vortex shedding 
(Matsumoto 1998; Matsumoto et al. 1995b) 
 
III. Aerodynamic Effect of Water Rivulets 
The role of water rivulets formed on the cable surface has been studied because the large-
amplitude wind-induced vibrations often occur during rainfall. A previously proposed 
general excitation mechanism due to rivulets is summarized below (Seidel and Dinkler 
2006).  
During rainfall, water drops on the cable surface; flows downward due to gravity 
and form a rivulet on the lower surface of the cable. As the wind increases, another 
rivulet appears on the upper surface where the forces from the wind as well as gravity and 
water-surface tension of the rivulet are balanced. The rivulets oscillate around the 
positions of equilibrium when the cable oscillates. The rivulets affect separation of the 
flow around the cable. The pressure distribution on the cable, therefore, is significantly 
changed and the associated forces severely excite the cable.  
This complex phenomenon depends on various parameters such as the cable 
angles of yaw and inclination to the flow, the shape of a rivulet, and the oscillating 
position of the rivulet with time, the velocity of the oncoming flow, the surface condition 
of the cable, and the motion of the cable. 
Excitation mechanisms associated with the rivulets have been interpreted by a 
variety of approaches. Galloping analysis using a quasi-steady approach was suggested in 
a mechanism (Hikami and Shiraishi 1988; Matsumoto et al. 1992); Figure 2.13 illustrates 
that the upper rivulet plays a destabilizing role in the excitation in the galloping analysis. 
According to another approach, dynamic interaction between the oscillating rivulets and 
the cable motion changes the effective shape of the cable, and the resulting forces lead to 
the wind feeding energy into the vibration (Verwiebe and Ruscheweyh 1998; Yamaguchi 
1990).  
Observations of water on the surfaces of vibrating cables during rainfall have been 
frequently reported. However it is not yet definitively clarified whether the role of water 
is a dominating contributor or an amplifier of the vibrations.  
(a) Spatial variation of velocity fluctuations   (b) Illustration of intermittent vortex shedding 
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Figure 2.13 Variations of the angle of water rivulet and its aerodynamic forces with wind 
speed (β = 45°, θ = 45°) (Hikami and Shiraishi 1988) 
 
IV. Galloping of a dry and inclined cable 
This proposed mechanism suggests that the excitation of a stay cable results from 
galloping phenomenon excited by the inclination of a cable and Reynolds number, and 
that negative aerodynamic damping due to abrupt changes of force coefficients can excite 
the cable without regard to rainfall (Macdonald 2002; Macdonald and Larose 2006).  
This aeroelastic instability does not usually occur in a circular cylinder without a 
modified shape such as an ice-accreted cable. However, the possibility of a divergent-
typed excitation of an inclined cable was first suggested in the experimental tests by Saito 
et al. (1994). Due to a laminar bubble on one side of a cable, an asymmetric pressure 
distribution was observed in a flow around an inclined cylinder in the critical Reynolds 
number regime, and the resulting forces were changed correspondingly (Cheng et al. 
2003; Larose et al. 2003). However, the spatial deviations at measuring locations along 
the cylinder in the wind tunnel tests cannot be negligible, and further investigation would 
improve this mechanism in three-dimensional context. 
The galloping of a dry and inclined cable is suggested in a theoretical possibility. 
However, there has not been reported evidence of its occurrence in the field. 
2.4 Previous Studies of Flow Oblique to a Cylinder 
The flow around a circular cylinder has been a fundamental topic in both the engineering 
and scientific communities. It exhibits phenomena including stagnation, separation, 
transition, vortex shedding, and secondary vortices with three-dimensional structures. In 
particular, a flow past a yawed and inclined circular cylinder has complex, three-
dimensional characteristics due to not only the flow structure itself but also the 
arrangement of the cylinder relative to the flow direction. The oblique path of the flow 
around the cylinder makes the flow field complicated and strongly three-dimensional.  
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This problem can be applied to practical engineering cases such as electrical 
transmission lines under oblique wind, marine structures under sheared currents, and stay 
cables oblique to the wind in a cable-stayed bridge. Since the flow around a stay cable in 
a cable-stayed bridge, which is the main application in the present research, has a high 
Reynolds number, the literature considered herein is limited to flows oblique to a circular 
cylinder at high Reynolds number. 
2.4.1 Experimental Approaches 
Experimental research has been conducted on flow oblique to a circular cylinder for more 
than several decades, but their data have not always provided sufficient information to 
comprehensively interpret complex phenomena of the flow. Theoretical and experimental 
studies in early research attempted to show that the flow around a yawed cylinder could 
be associated with that of a non-yawed cylinder by the flow component normal to the 
cylinder axis (Zdravkovich 2003). 
Surry and Surry (1967) examined the effect of inclination on the Strouhal number 
of a circular cylinder at sub-critical Reynolds numbers. Vortex-shedding frequencies 
were analyzed under the assumption that oncoming flow could be decomposed into two 
velocity components, which are normal to and parallel to the cylinder axis. This is known 
as the “Independence Principle” or the “Cosine Rule.” The principle uncouples the 
normal and spanwise flow and focuses on the effect of normal flow to the cylinder as a 
major factor. However, this quasi-two-dimensional approximation could not clearly 
explain the complex three-dimensional flow field around the yawed cylinder.  
Several experimental investigations have assessed deviations from the predictions 
of the Cosine Rule. Tournier and Py (1978) carried out measurements of unsteady flow 
around a yawed cylinder. The investigation of instantaneous surface velocities near the 
cylinder potentially interpreted the existence of rotating flow structures with axial 
velocities near the cylinder surface. Kohama and Motegi (1994) also reported the 
detection of traveling flow structures in the three-dimensional boundary layer associated 
with a yawed circular cylinder. 
Ramberg (1983) investigated the end effects of a yawed cylinder on vortex wakes 
behind it with changing the cylinder length. He found that the effect of end conditions on 
three-dimensional flow field is significant for a finite-length yawed cylinder.  
Bursnall and Loftin (1951) experimentally investigated the pressure distribution 
on a circular cylinder at various yaw angles near and above critical Reynolds numbers. 
The investigation of pressure on the cylinder revealed that the flow component normal to 
the cylinder axis cannot explain in detail the flow and force characteristics of a yawed 
circular cylinder near or above the critical Reynolds number, and that critical Reynolds 
number decreases with increasing yaw angle. They showed that a laminar bubble on one 
side of the cylinder results in asymmetric distribution of pressure coefficients on the 
cross-section in the critical regime. This bubble occurs in transition from laminar to 
turbulent separation. As Reynolds number increases, a localized region of laminar 
separation does not exist. However, this phenomenon needs further investigation whether 
it is related to the flow characteristics or experimental imperfection. 
Shirakashi et al. (1986) conducted experiments on the flow around three different 
cylinders: a yawed circular cylinder, a cylinder with elliptic cross-section, and a circular 
cylinder behind which two vertical plates are attached in parallel. As yaw angle increased, 
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the vortex-shedding frequency decreased in the yawed cylinder but was almost constant 
in the cylinder with plates. In the case of the elliptic cylinder, the vortex-shedding 
frequency increased with an increase in the horizontal diameter. The wakes behind the 
yawed circular cylinder showed the presence of flow moving parallel to the cylinder axis. 
Matsumoto et al. (1990) confirmed the intense secondary axial flow on the 
leeward surface of a yawed circular cylinder in their flow visualization tests. They 
suggested that the axial flow prevents the interaction between the two separated flows 
from both sides similar to the role of a splitter plate. 
Larose et al. (2003; 2001) experimentally investigated the sensitivity of pressures 
and the resulting forces to Reynolds number of a flow on a yawed and inclined circular 
cylinder, especially in the critical regime. They suggested that asymmetric pressure 
distribution in a critical regime could change unsteady aerodynamic forces, which might 
initiate excitation of the cylinder. But their data showed significant spatial deviations 
among measuring points, which implies that an elaborately implemented wind tunnel test 
is necessary to detect the complex flow around the oblique cylinder. 
Through the experimental studies, it is found that flow oblique to a circular 
cylinder, particularly the flow structures behind the cylinder, has strongly complex, three-
dimensional characteristics, which are beyond predictions of the Cosine Rule. 
2.4.2 Numerical Approaches 
In comparison with experimental approaches to the flow, only a small number of 3-D 
numerical studies have been performed due to the availability of both computational 
resources and appropriate numerical methods. Applications of the numerical approach to 
the phenomenon, therefore, have been restricted to flows at low Reynolds number.  
Kawamura and Hayashi (1994) simulated the flow around a yawed circular 
cylinder at Re = 2,000 based on a 3-D finite difference method (FDM) without any 
turbulence model. Two boundary conditions (i.e., slip and periodic) were employed at 
spanwise walls in order to investigate the end effect. The flow visualizations illustrated 
three-dimensional flow field around the cylinder such as axial flow in the wake region, 
and showed a significant effect of spanwise wall boundary conditions; the flow field was 
strongly unsteady around an upstream end of the cylinder in the case of slip condition. 
Pressure distribution showed high spatial variations along the cylinder in the slip 
conditions, but negligible differences for the periodic conditions.  
The end effect of slip boundary condition was confirmed on flow field by 
Matsuzaki et al. (1994). In their 3-D FDM simulations of flow around a yawed cylinder, 
as the cylinder length decreased and the yaw angle increased, the influence on the flow 
structures in the wake became of more significance due to strong vortex flow around the 
upstream end of the cylinder. 
Lucor and Karniadakis (2003) applied 3-D direct numerical simulation (DNS) to 
study of flow past a yawed circular cylinder at Re = 1,000. In simulations using the 
periodic conditions, they presented a flow structure and force distribution that featured 
traveling inclined “braids” along the cylinder. The angle of its inclination was not 
influenced as time elapsed. They investigated a relationship between the braids and the 
flow structure, but did not provide detailed explanations. However, this simulated result 
showed an inherently three-dimensional characteristic of the flow around a yawed 
circular cylinder. 
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The numerical studies confirm that the flow around a yawed circular cylinder is 
highly unsteady and three-dimensional, and that the boundary condition is of significant 
importance for accurate simulations. For successful 3-D simulations of flow at high 
Reynolds number, appropriate numerical techniques as well as sufficient computational 
resources are also required. 
2.5 Summary 
This chapter has covered a wide range of topics in wind engineering, which is related to 
flow and its effects on civil engineering structures. 
Wind engineering has its inherent challenges due to the bluff geometry of a 
structure and turbulent flow in the atmospheric boundary layer. In the review of bluff-
body aerodynamics, flow and the associated forces on a bluff structure, such as 
separation of the flow and vortex shedding, were reported. Influencing factors on 
pressure and the resulting forces, such as Reynolds number, turbulence and surface 
roughness, were reviewed. 
Structural vibrations induced by wind loads and their fundamental instabilities 
were reviewed. Vortex-induced vibration results from aerodynamic instability of vortex-
shedding phenomenon, but it is in aeroelastic phenomenon at lock-in. Galloping and 
flutter are considered self-excited vibrations, but buffeting vibration is subjected to 
aerodynamic loadings due to turbulence. Analytical methods for predicting wind-induced 
vibrations were also summarized. 
Wind-induced cable vibrations with high amplitude in cable-stayed bridges were 
reviewed. Characteristics and environmental factors of the vibration, based on 
observations from full-scale measurements, were discussed. The typical features of the 
vibration are high amplitude and low frequency, but many other details are inconsistent 
among observations. Excitation mechanisms for the vibration proposed in the literature 
were also reviewed.  
In addition, existing experimental and numerical studies of flow oblique to a 
circular cylinder were summarized. The studies indicated that the characteristics of flow 
around the cylinder are inherently three-dimensional. In particular, the numerical studies 
have demonstrated capacity to capture in detail the complex flow around the cylinder.  
Wind-induced cable vibration is a very complicated phenomenon. Many 
observations have been reported, but the underlying instability of the phenomenon is still 
not clear. In-depth investigation of flow structures and the resulting aerodynamic forces 
are essential for comprehensive understanding. 
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3. COMPUTATIONAL WIND ENGINEERING  
 
Computational Wind Engineering (CWE), an application of CFD (Computational Fluid 
Dynamics) in wind engineering, has been rapidly evolving in recent years along with 
revolutionary development in computer technology coupled with advancement of 
numerical techniques. CWE has covered a wide range of the studies: from bluff body 
aerodynamics to fluid-structure interaction; from a human scale to an atmospheric scale; 
from one isolated structure to multi-level structures in an urban area; from structural 
problems to environmental studies. 
However, CWE still confronts many challenging issues to deal with for numerical 
flow modeling with accuracy. Some difficulties in CWE are summarized below. 
• The properties of a turbulent flow in the atmospheric surface boundary layer are 
complicated. The flow has multiple turbulence scales of both length and time. An 
appropriate turbulence model is required in order to predict accurately the complex 
turbulence in wind engineering (Murakami 1997; Stathopoulos 1997). 
• The flow has highly three-dimensional and unsteady characteristics due to the bluff 
geometry of a structure (Murakami 1997). Fine spatial resolution around a 
structural surface and corresponding temporal refinement are required in order to 
capture complex phenomena associated with the flow. Moreover, simulation for 
long time is necessary for an unsteady and complex flow in order to obtain 
statistically reliable results.  
• Wind engineering is usually related to flows at high Reynolds number, since 
dimensions of civil engineering structures are typically large. Heavy computational 
resources and efficient numerical methods are necessary for an accurate simulation 
for the flow in a large computational domain while keeping fine grid refinement. 
• Aeroelastic analysis is often necessary in a flow-induced structural problem. Fluid-
structure interaction requires a movement of mesh or an equivalent numerical 
treatment as well as structural calculation at every timestep. Thus, a reliable 
interacting simulation with a complex flow and a complicated structural behavior 
can be available only with advanced numerical techniques and sufficient computing 
power. 
In confronting these challenges, CFD has shown great potential as a research or an 
engineering tool, and it is rapidly increasing its contribution in the wind engineering 
context (Hayashi et al. 2002; Kim and Hangan 2007; Palmer et al. 2003). 
In this chapter, the basic methodology of CWE is reviewed; governing equations 
in fluid dynamics are summarized, and numerical methods of turbulence modeling are 
briefly reviewed. Among the numerical methods, DES (Detached Eddy Simulation) is 
emphasized in this study because the DES is suitable for simulations of an unsteady flow 
separated from a structure in CWE. In addition, the WIND-US code, employed in this 
research, is described.  
Chapter 3 
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3.1 Governing Equations 
Since CWE is used to “solve” governing equations of fluid dynamics in wind engineering, 
it is based on the principal equations of the dynamical behavior of a fluid, which are 
derived by the conservation laws of mass, momentum, and energy. 
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Energy Equation: 
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where iu  is the velocity component in the i-th direction,   is the density of the fluid, ij  
is the stress tensor, 
if  is the body force vector per unit mass, e  is the internal energy per 
unit mass, and the vector 
iq  denotes the conductive heat flux. 
Since these governing equations above have more unknowns than the available 
number of equations, constitutive equations in a fluid element are needed in order to fully 
close the system of equations. The equations of momentum conservation (Equation (3.2)) 
with the constitutive equation of Newtonian fluid are known as the Navier-Stokes 
equations. 
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where   and   are the coefficients of viscosity and can be determined from 
experimental data. 
It is often convenient to rearrange the governing equations by a vector form in 
order to apply numerical algorithms. The compressible Navier-Stokes equations in 
Cartesian coordinates without body force, mass diffusion, finite-rate chemical reactions 
or external heat addition, which are used in the WIND-US code (Bush 1988), can be 
represented as 
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where 
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T
 is the transpose operation, ij  is the Kronecker delta function (= 1 if i j , = 0 if 
i j ), 1
2t j j
E e u u    is the total energy unit per unit volume, ij  is the viscous stress 
tensor, and 
iq  is heat flux transfer due to temperature gradient. 
The governing equation (Equation (3.5)) in vector form consists of five rows: The 
first row corresponds to the continuity equation (Equation (3.1)); the second to the fourth 
rows are the momentum equations (Equation (3.2)); the fifth row is the energy equation 
(Equation (3.3)). 
3.2 Numerical Modeling for Turbulent Flow 
In a simulation for turbulent flow, governing equations (Equation (3.4)) are solved for a 
time-dependent velocity field to represent the turbulent flow. In most engineering 
applications, it is not feasible to resolve all the details of turbulence motions. Instead of 
simulating the flow directly for all length- and time-scales of turbulence (DNS), the 
equations are solved for suitably averaged flow quantities in a turbulence model. A brief 
overview of turbulence models is represented by following sub-sections, based on Pope 
(2003), Wilcox (2000), and Ferziger and Peric (1999).  
3.2.1 RANS Simulation 
Turbulent flows can be approximately treated by using Reynolds averaging in the 
equation of motion. They are known as “Reynolds Averaged Navier-Stokes (RANS)” 
equations. Reynolds-averaged equations produce new terms relevant to the mean flow 
variables through turbulence models. These equations are not in closed form, so 
additional assumptions about turbulence modeling are required. 
In the Reynolds decomposition, an instantaneous flow variable f  is divided into 
Reynolds-averaged component f  and fluctuating component f   about the average. 
 f f f    (3.7) 
where the average value is denoted with an overbar, and the turbulent fluctuation with a 
prime. 
Reynolds averaging has three different forms: time averaging, spatial averaging, 
and ensemble averaging. This averaging procedure is applied depending on the nature of 
the turbulence. For example, a time-averaged quantity f  is appropriate for stationary 
turbulence and can be defined as 
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where the time interval t  from a time 0t  must be large compared to the characteristic 
period of the random fluctuation associated with turbulence. For all three approaches, the 
average value of the fluctuating component is zero. 
By Reynolds-averaging the continuity equation (Equation (3.1)) and the Navier-
Stokes equations (Equation (3.4)) with the decomposed variables (Equation (3.7)), the 
Reynolds averaged Navier-Stokes equations for incompressible flow without body forces 
can be obtained: 
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where 
j iu u    represents Reynolds stress tensor, which has six unknowns and needs 
turbulence models for closure of the equations of the system, and 
ij  is the mean viscous 
stress tensor: 
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Due to the presence of the Reynolds stresses, the equations of the system are not 
closed. Therefore, closure requires some approximations regarding the relation between 
the new apparent turbulence quantities and the time-mean flow variables. The 
approximations are introduced using turbulence models. 
In Reynolds-averaged approaches to turbulence, the equations can be simplified in 
many important flows. But all the unsteadiness of turbulence is averaged out. Therefore, 
RANS equations can provide limited information about the unsteady aspects of turbulent 
flows. 
3.2.2 Large Eddy Simulation 
Another approach to turbulence modeling is known as Large Eddy Simulation (LES), 
which is based on the observation that the characteristic of the small turbulent structures 
is more homogeneous and universal than that of large eddies. So the large and energy-
carrying structure of the turbulent flow is computed directly and only the effect of small 
structures is modeled by a subgrid-scale model. 
LES decomposes any flow variable f  into a filtered component f  which is 
large-scale and resolved, and into a sub-filtered component f   which is unresolved. 
 f f f    (3.12) 
Filtering, a type of space averaging of flow variables over regions, is usually 
carried out using the box function, Gaussian function, or the Fourier cut-off function, and 
determines the structure and size of the small scales. 
For incompressible flow of a Newtonian fluid, the filtered governing equation of 
LES can be derived as 
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where 
ij  is the subgrid-scale stress tensor and describes the effects of the unresolved 
scales: 
 
ij i j i ju u u u    (3.15) 
Since the small unresolved eddies are more or less isotropic, subgrid-scale 
modeling is relatively simple as compared to RANS. In modeling of subgrid-scale 
turbulent stress, three different approaches are widely used: the eddy viscosity model 
(Smagorinsky 1963), the scale similarity model (Bardina et al. 1980), and the dynamic 
model (Germano et al. 1991). 
LES requires refined grid resolution in all directions, especially in the wall-
bounded flows at high Reynolds number, which results in not only high temporal 
resolution but also very long integration time to develop an ensemble averaged solution. 
LES is therefore more resource intensive than RANS. In order to reduce the resolution 
requirement in LES, the wall-function and hybrid two-layer approach can be used. The 
former approach is to model the wall layer by an approximate law, and the latter is to use 
RANS in the near-wall region and LES in outside near-wall region, which can reduce the 
grid in the direction parallel to the wall. One example of the hybrid two-layer approach is 
Detached Eddy Simulation, which will be described in the next section. 
3.2.3 Detached Eddy Simulation 
Detached Eddy Simulation (DES), as a relatively novel approach to turbulence modeling, 
treats the attached portion of the boundary layers with a conventional RANS approach; 
however, it employs an LES approach in the separated flow regions in the flow of three-
dimensional unsteady turbulence using a single turbulence model (Spalart et al. 1997). In 
the RANS region, where the local grid spacing   is larger than the flow turbulence 
length-scale t , small attached eddies would be modeled and the model controls the 
solution. In contrast, in the LES region where the local grid spacing   is much smaller 
than the flow turbulence length-scale t , the large detached eddies are resolved directly; 
the small eddies also are modeled but have much less influence than those in the 
boundary layers that are modeled by RANS. 
The RANS and LES regions are divided by a DES length scale which depends on 
grid spacing, and the flow field is solved by the same turbulence model equations in both 
regions. There are no explicit boundaries between the two regions. Because the DES 
length scale allows LES region to reduce the viscosity in the modified RANS turbulence 
model, DES can simulate the large-scale fluctuating flow more efficiently. 
In the estimation of the computational resources required for simulation technique 
for wall-bounded turbulence flows with viscous sub-layer resolution, the number of 
nodes needed for RANS, LES, DES, and DNS (Direct Numerical Simulation, in which 
the time-dependent, three-dimensional Navier-Stokes equations are solved without any 
turbulence models) are roughly estimated in terms of Reynolds number as 
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0.2 1.8 1.0 2.3Re : Re : Re : Re , respectively, by Loth (2000). Spalart (2000) also estimated that 
DES was currently available in flow at high Reynolds number but LES and DNS would 
be possible in several decades. This hybrid technique thus allows unsteady three-
dimensional computations at much higher Reynolds number than in the case of LES 
while maintaining reasonable computational requirements. 
3.2.4 Direct Numerical Simulation 
A direct simulation of turbulent flow can be performed by solving the unsteady, three-
dimensional Navier-Stokes equations (Equation (3.4)) without any modeling. This 
numerical method is known as “Direct Numerical Simulation (DNS).” 
Since the DNS does not employ any approximations, it provides very valuable 
information for turbulent flow structures, laminar-turbulent transition, and verifying or 
revising turbulence models. However, it is currently very expensive to conduct the DNS 
at even moderate Reynolds number. 
3.3 Previous Studies in DES 
Since Spalart et al. (1997) developed the concept of DES in a hybrid method of RANS 
and LES, many applications have been conducted, especially in highly unsteady flow at 
high Reynolds number. 
The first three-dimensional application of DES was accomplished on personal 
computers by Shur et al. (1999). An optimal constant ( DESC ) of a turbulence length scale 
in the Spalart-Allmaras DES turbulence model (defined in Equation (B.1) in Appendix B) 
was examined in the pure LES region on decaying homogeneous and isotropic 
turbulence. This study showed that the simulation results with 0.65DESC   was in good 
agreement with LES predictions and experimental results. 
Travin et al. (1999) simulated the flow past a circular cylinder with sub-critical 
laminar separation (LS) cases at 4Re 5.0 10   and 51.4 10 , and with super-critical 
turbulent separation (TS) cases at 5Re 1.4 10   and 63.0 10  in 3-D DES. Good 
agreement with experimental results was shown in drag, shedding frequency, pressure, 
and skin friction. Figure 3.1 shows the three-dimensional characteristics of the flow past 
a cylinder, and reveals not only two-dimensional Karman vortices but also three-
dimensional flow structures such as vortices along the streamwise direction. 
Constantinescu and Squires (2003) successfully applied DES to prediction and 
investigation of the flow around a sphere at a Reynolds number of 41 10  in the sub-
critical regime.  
Viswanathan et al. (2003) performed the simulation of flow around an aircraft 
forebody at 6Re 2.1 10  . He showed that the DES prediction exhibited a more chaotic 
structure compared to RANS results.  
Squires et al. (2001) extended the DES formulation to an unstructured grid in the 
simulation of the flow around a forebody, where the local grid size was determined by the 
maximum distance between the center points of two adjacent grid elements.  
Morton et al. (2003) simulated the flow around the full geometries of a fighter 
with delta wing using 3-D DES in an unstructured grid. The study applied adaptive mesh 
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refinement algorithm to the delta wing grid and improved the capture of smaller features 
of vortical flow around the wing. 
The 3-D DES research described above was based on the Spalart-Allmaras DES 
model. Other turbulence models have been employed in the DES methodology to predict 
more accurately the flow field of the highly separated flow at high Reynolds number. 
Strelets (2001) formulated the DES approach based on the Shear Stress Transport 
turbulence model of Mentor (M-SST), considered as one of the best two-equation RANS 
models, by adjusting the turbulence length scale. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 Flow visualization: iso-surface of vortices 
(Travin et al. 1999) 
 
Nichols and Nelson (2003) developed a multi-scale hybrid model using the M-
SST turbulence model for a smooth transition from RANS to LES. The implemented 
model enables the method to avoid an abrupt transition from RANS to LES; the non-
smooth transition can produce a non-physical solution. 
Spalart et al. (2006) proposed a new version of DES, Delayed Detached Eddy 
Simulation by modifying the turbulent length scale. The scale is determined from the 
eddy viscosity information as well as the wall distance and grid sizes in order to preserve 
the RANS treatment in the boundary layer flow. This modification showed improved 
predictions for thick boundary layers and in shallow separation regions. 
The use of the DES technique is extending rapidly, and there have been successful 
applications in the wide range of separated flows at high Reynolds number. Based on 
current computer development, DES has provided significant opportunities for the 
computational exploration of strongly separated flow at high Reynolds number at 
manageable computational costs. 
3.4 Overview of WIND-US Code 
In this study, the WIND-US CFD code version 1.0 (2006) was used for all simulations in 
2-D RANS and 3-D DES. The code is being developed and maintained by the NPARC 
Alliance, a partnership between the NASA Glenn Research Center (GRC), the Arnold 
Engineering Development Center (AEDC) and the Boeing Company (Bush 1988; Bush et 
al. 1998).  
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Based on a compressible flow solver with structured and unstructured grids on 
multi-zone, the WIND-US code is a cell-vertexed finite-volume approach. It solves the 
Euler and Navier-Stokes equations in turbulent flows within the range from subsonic to 
supersonic. Details in solver description of WIND-US are summarized in Appendix C. 
Turbulence in WIND-US is modeled using algebraic, one-equation, and two-
equation eddy viscosity models in RANS, and modeled using the Spalart-Allmaras (S-A) 
DES model and Shear Stress Transport (M-SST) DES model in DES.  
The WIND-US code also provides a parallel computing environment by using 
either the PVM (Parallel Virtual Machine) or MPI (Message Passing Interface) 
techniques for large computational simulations. 
3.5 Summary 
This chapter reviewed the background and basic methodology of computational wind 
engineering. A fundamental formulation of governing equations in fluid dynamics was 
summarized.  
Numerical methods for modeling turbulent flows were also reviewed involving 
DNS, LES, RANS, and DES. The RANS technique can deal with turbulent flow at lower 
computational cost, but provides limited information for unsteady flow characteristics. 
DNS and LES are not currently practical in high Reynolds number flow, which is usually 
of interest in wind engineering.  
However, DES, employed in this study, enables simulations of massively 
separated flow at manageable computational cost by using a hybrid technique of LES and 
RANS. Turbulence modeling and applications in DES were reviewed in the literature. An 
overview of WIND-US code, used in this research, was also included. 
Computational wind engineering started as simply an application of CFD, but 
there are many inherent numerical challenges to solve associated with wind engineering 
itself. With the development of computer technology and appropriate numerical 
methodology in wind engineering, computational wind engineering is steadily increasing 
its contribution to the field, and is expected to take on an even more important role in 
wind engineering in the future. 
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4. SIMULATIONS ON FLOW PERPENDICULAR TO  
A CIRCULAR CYLINDER 
 
Two- or three-dimensional simulation of the flow past a bluff body, such as a square or a 
circular cylinder, is a fundamental and essential study in wind engineering not only for 
investigation of the complex flow characteristics but also for code verification and 
validation of the numerical results.  
In comparison to flow past a streamlined body, the flow around a bluff body has 
typical complex characteristics of an unsteady, separated, and three-dimensional flow. A 
successful simulation of the complicated flow phenomena includes many numerical 
challenges, such as appropriate turbulence modeling in bluff-body aerodynamics.  
There are two main procedures which are necessary for assessing the credibility of 
computational modeling and simulation: verification and validation (AIAA 1998). In a 
verification process, the errors due to numerical modeling in a simulation are estimated 
and can be reduced. In a process of validation, the simulated results can be assessed in 
comparison to experimental data, and the flow characteristics in the simulations are able 
to be identified. 
This research began with 2-D and 3-D simulations of flows normal to a circular 
cylinder at Reynolds number of 140,000. In DES, flow region near a wall is treated in the 
RANS mode whose solution becomes converged with grid refinement. 2-D RANS, 
therefore, efficiently verified the effects of two-dimensional grid refinements, timesteps, 
and numerical schemes on the simulated results. The verification associated with three-
dimensional effects was performed in 3-D DES. The study enabled the simulations to be 
conducted reliably at relatively low computational cost. 
4.1 Geometry  
Figure 4.1 shows a schematic view of a computational domain of the flow field around a 
circular cylinder section whose diameter is D. The origin of the computational domain is 
at the center of the cylinder. The flow is from the left to the right in Figure 4.1. The 
domain has an extent of 40D in the streamwise direction (20D in the region of upstream 
and downstream flow each) and 40D in the cross-stream direction (20D from the center 
of the cylinder to the top and the bottom side each). 
The domain has multi-zones; they consist of a semi-circular shape for a region of 
upstream flow (zone 1), a circular for a region around the cylinder (zone 2), and 
deformed for regions of wake and downstream flows (zones 3, 4, and 5). The dotted line 
in Figure 4.1 represents the interface between zones. 
The computational domain was designed to have a dense grid around the cylinder 
and in the wake region with instability, and to have a coarse grid far from the cylinder 
with relatively stable flow. This strategy for grid efficiency helps obtain better quality in 
the solution with fewer nodes. 
 
Chapter 4 
35 
Zone 1
 20D
7D
14D
D
60 deg
14D
12D
Zone 2
Zone 3
Zone 5
Zone 4
 20D
X
Z
Y
Upstream
Boundary
Top Side
Boundary
Bottom Side
Boundary
Downstream
Boundary
Wall
Boundary
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Schematic of the computational domain with boundary conditions in 2-D 
simulations 
 
The block-structured grid was generated by using the meshing software, Gridgen 
version 15 (2005). An O-typed structure grid was employed around the cylinder in zone 1 
in Figure 4.1, and an H-typed grid was used in the other zones. Figure 4.2 shows the grid 
of the full computational domain and around the cylinder. 
The first grid spacing normal to the wall of the cylinder was positioned at less than 
(or equal to) y  of 1. The wall unit of y  is based on the viscosity   and wall shear 
stress w of the flow and is described as 
 w
y
y

 
   (4.1) 
where   is the density of the fluid, and y  is the distance from the wall. The wall unit is 
a non-dimensional viscous length scale and is utilized as measurement to determine the 
layer region in the boundary layer.  
The spacing ratio of adjacent grids is less than 1.2 in order to avoid a sudden 
change of grid sizes. The hyperbolic tangent distribution function with specified ends was 
applied to distributing the nodes along the grid line for smooth grid generation. 
Three cases (coarse, medium, and fine grids) were investigated to evaluate effect 
of grid refinement. The summary of grids used in simulations is shown in Table 4.1. The 
interface nodes between zones are counted in each zone, and the real total number of the 
nodes is smaller than the summation of the modes in all zones in Table 4.1. As the grid 
becomes finer by one degree, e.g., from the coarse grid to the medium, the numbers of 
nodes in the zones are approximately four times larger than those of the previous grid. 
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Figure 4.2 Computational grid for medium refinement 
 
 
Table 4.1 Summary of grids 
Grid 
No. of nodes 
Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Total 
Coarse 660 3315 759 760 760 6254 
Medium 2600 13029 3150 2320 2320 23419 
Fine 10320 51657 12371 9200 9200 92748 
 
4.2 Numerical Methods 
4.2.1 Numerical Characteristics 
All flow variables herein are normalized by a reference velocity U  and a reference 
length D, which are the velocity at the upstream boundary and the diameter of a cylinder, 
respectively. 
Non-dimensional time *t  is defined as 
 *
U
t t
D
  (4.2) 
where t  is the real time in the simulation. A non-dimensional time of unity is equivalent 
to the time for the flow to pass along the diameter of the circular cylinder in the flow 
direction. 
In the case of a Reynolds number of 140,000, D  was estimated as 6.0483 cm in 
order to fix the upstream-flow velocity to 34 m/s (i.e., Mach number = 0.1). A Mach 
number of 0.1 can avoid the effect of the compressibility in air which affects the results 
(a) Grids on the domain (b) Zoom-in grids around the cylinder 
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of the simulation, and can reduce problems with convergence and accuracy in the solver 
for compressible flow.  
One vortex shedding period in the simulation corresponded to non-dimensional 
times of approximately 3.8, and the simulation was executed in approximately 380 
timesteps per vortex shedding period in the case of non-dimensional timestep of 0.01. 
Sampling of flow variables was initiated after the upstream and downstream velocities 
are statistically stable, and the output was taken at every non-dimensional time of 0.1. 
Since the first grid normal to the wall is located within around y  of 1, a no-slip 
condition on the wall was employed without wall treatments. 
A global Newton iteration technique was used in the iteration algorithm. This 
iterative method improves the stability and the time accuracy of the solution for unsteady 
flows with a relatively large timestep; the interface boundaries between zones are treated 
implicitly as the values are updated in the new timestep with the interior flow field. The 
number of iterations per timestep was varied from 2 to 16 in order to assess the 
magnitude of the residual. 
A Roe upwind scheme was used as explicit spatial integration operator, and a 
MacCormack modified approximate factorization was chosen as implicit time-marching 
integration operator. This two-step MacCormack implicit scheme improves the stability 
of the solution at a large timestep with only modest additional computation. 
The air in the simulation was treated as ideal gas, and the gas constant R  and the 
ratio of specific heats   were set to 286.959 2 2m (s K)  and 1.4, respectively; Κ  stands 
for degrees Kelvin. Gravity was not considered in the simulation, and the Spalart-
Allmaras (S-A) turbulence model was employed in both RANS and DES. 
The simulation in this study assumed turbulent separation from the cylinder 
surface caused by the turbulent boundary layer flow on the surface before separation. 
This separation results from the inherent properties of DES; the upstream flow in DES 
has turbulent viscosity which leads to the delay of flow separation from the cylinder. The 
characteristics of flow-induced pressures and forces from the simulations will be assessed 
by comparison to experimental data in section 4.6. 
4.2.2 Boundary Conditions 
The boundaries shown in Figure 4.1 need to be specified for the numerical simulation. 
Since the WIND-US code has a compressible flow solver, the upstream velocity was set 
as Mach number 0.1 (i.e., approximately 34 m/s, which is within the range of velocity of 
incompressible air) for efficiency and robustness. At the upstream boundary, the density, 
temperature, and velocity were given. The downstream boundary was positioned by 20D 
behind from the cylinder, so the flow can reach a fully developed uni-directional state 
where the gradients except pressure in the direction normal to the outlet surface are zero. 
The static pressure staticp  was specified at the downstream boundary to keep the density 
constant within the domain. The downstream boundary condition can be described below: 
 
( )
0 static
out
and p p

 
n
 (4.3) 
where ( )  is any flow variable, and outn  is the unit normal vector to the outflow surface. 
The top and bottom side boundary employed the slip condition on velocity: 
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

n
u
n
 (4.4) 
where 
n
u  is the velocity vector with the direction of siden ; siden  is the unit normal vector 
to the side.  
The wall boundary on the surface of the cylinder employed a no-slip condition on 
velocity, a zero pressure gradient normal to the wall, and an adiabatic condition on the 
surface of the wall. The no-slip condition means that the tangential velocities are zero on 
the wall. 
In the five eigenvalues associated with the flow equations, three are related to 
convective waves, and the remaining two are associated with acoustic waves (WIND-US 
2006). A positive eigenvalue indicates that a wave enters the domain, that is, flow 
information (e.g., velocities and pressure) comes from outside the domain. A negative 
eigenvalue means that a wave exits the domain, i.e., flow information comes from inside 
the domain. In the case of the subsonic flow where the convective waves travel slower 
than acoustic waves, there are four positive eigenvalues and one negative on the upstream 
boundary, and one positive eigenvalue and four negative on the downstream boundary. 
This indicates that four specified physical boundary conditions and one numerical 
boundary condition (e.g., extrapolation) need to be employed in the upstream boundary, 
and that one specified physical boundary condition and four numerical boundary 
conditions need to be imposed in the downstream boundary. 
In this research, a zero-th order extrapolation with fixed static pressure was 
employed in the downstream boundary condition. A boundary condition with constant 
velocities was used in the upstream boundary because fixed inflow velocities help render 
the simulation efficient with negligible difference in results obtained. 
4.3 Verification Using 2-D RANS 
For the verification of the numerical solution in 2-D RANS simulations, the effects of 
grid refinement, the size of timestep, the number of iterations per timestep in the Newton 
iterative method, and the order of the numerical scheme on the solution were investigated. 
Force coefficients in a 2-D RANS simulation exhibit typical, periodic 
characteristics beyond a certain time because the vortices at one vortex-shedding 
frequency occur in the wake region. Therefore, large time integration for a statistically-
averaged solution is not required in 2-D RANS computations. In this study, simulated 
results for 10 shedding periods were used for averaging in order to obtain phase-averaged 
data. Figure 4.3 shows the lift and drag coefficients up to a non-dimensional time of 200 
in a case, using the medium grid resolution with a non-dimensional timestep of 
* 0.01t   and 4 iterations per timestep in the Newton iterative method.  
In order to evaluate numerical errors associated with modeling, two representative 
parameters were chosen first: time-averaged streamwise velocity along the centerline of y 
= 0 and pressure coefficient along the cylinder circumference.  
Numerical errors associated with grid refinement were investigated in the three 
cases of coarse, medium, and fine grids of Table 4.1. According to Figure 4.4, the 
simulation in the coarse grid gives a significantly over-predicted velocity profile, but the 
velocity profile in the medium grid is similar to that in the fine grid. The medium and fine 
grids have very similar results. The effect of grid refinement on pressure coefficients 
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shows consistency with that on the velocity profiles. The pressure coefficients of the 
leeward side are lower in the coarse grid than in the medium and fine grids; it explains 
steep recovery of velocity profile in the coarse grid. The results in the medium and fine 
grids show the independent characteristics of spatial discretization. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3 Lift and drag coefficient in 2-D medium grid (upper curve, DC ; lower, LC ) 
 
In order to investigate the errors associated with temporal discretization on the 
solution, the non-dimensional timestep was varied from 0.005 to 0.04 in simulations. As 
shown in Figure 4.5, the non-dimensional timestep of 0.04 over-estimates streamwise 
velocity profile and pressure coefficients. However, the timesteps of 0.01 and 0.005 have 
little effect on them. The simulation with 0.01 non-dimensional timestep shows reliable 
results which are not sensitive to time discretization. 
For nonlinear unsteady flow, the estimation of iterative convergence is not 
straight-forward. Four different cases were computed. The number of iterations in the 
Newton iterative method was employed from 2 to 16 in the medium grid with non-
dimensional timestep of 0.01. By changing the number of iterations, the solutions in 
Figure 4.6 become converged as the residuals decrease. It implies that 4 iterations are 
sufficient for the iterative error to be negligible.  
The effects of the order of upwind schemes were assessed by comparing the 2
nd
- 
and 5
th
- orders in the medium grids. As shown in Figure 4.7, a simulation using the 2
nd
-
order upwind scheme shows a faster recovery for the streamwise velocities and lower 
pressure coefficients than that using the 5
th
-order scheme. The results of the 2
nd
-order 
scheme have similar characteristics to those of coarse grid. Therefore, the results in the 
medium grid are more reliable with the 5
th
-order scheme than with the 2
nd
-order one. 
The series of tests for verification provided what is considered the appropriate 
combination of numerical methods and parameters: the medium grid, the non-
dimensional timestep of 0.01, 4 iterations per timestep in the Newton iterative method, 
and the 5
th
-upwind scheme for convective terms.  
To confirm the results of the verification, the sensitivities of vortex-shedding 
frequency and force coefficients were investigated according to the numerical methods 
mentioned above. The non-dimensional reduced frequency ( rf ) in Figure 4.8 is 
 r
D
f f
U
  (4.5) 
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where D  is the diameter of the cylinder, U  is the velocity of the upstream flow, and f  
is the frequency of the lift coefficients. In a case of the Karman vortex-shedding 
phenomenon, the reduced frequency is consistent with Strouhal number ( )St  defined in 
Equation (2.11).  
As shown in Figure 4.8, the reduced frequencies of vortex shedding do not 
significantly change according to the parameters of numerical methods. However, the 
characteristics of the forces show the sensitivity to the parameters. In particular, the root-
mean-squares of lift coefficients significantly vary with the parameters of numerical 
methods. They become converged when the numerical methods have appropriate 
parameters, which are consistent with those verified in Figures 4.4 to 4.7.  
From the verification in Figure 4.8, it was demonstrated that the chosen numerical 
methods and parameters above provide reliable and efficient results in simulations. The 
verified numerical methods were subsequently employed in the sequential 3-D DES 
simulations of the flow past a circular cylinder. 
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Figure 4.4 Effects of grid refinements 
(b) Pressure coefficients Cp on the cylinder circumference 
(a) Time-averaged streamwise velocity u  along the centerline y = 0 
pC  
u  
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Figure 4.5 Effects of timestep sizes 
pC  
(b) Pressure coefficients Cp on the cylinder circumference 
 u  
(a) Time-averaged streamwise velocity u  along the centerline y = 0 
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Figure 4.6 Effects of iteration numbers  
 u  
(a) Time-averaged streamwise velocity u  along the centerline y = 0 
(b) Pressure coefficients Cp on the cylinder circumference 
pC  
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Figure 4.7 Effects of scheme orders 
 u  
(a) Time-averaged streamwise velocity u  along the centerline y = 0 
(b) Pressure coefficients Cp on the cylinder circumference 
pC  
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Figure 4.8 Effects on reduced frequency and force coefficients  
(circle, reduced frequency of vortex shedding; rectangle, time-averaged CD; triangle, RMS of CL)  
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4.4 Verification Using 3-D DES 
Grid refinement in each direction affects the resolution of flow structures in a 3-D 
simulation. But, 3-D DES in this study is a non-zonal, hybrid method of LES and RANS, 
and the switching process depends on a local maximum grid size of a 3-D grid element 
and its distance from the wall. The largest grid size in this study is in the spanwise (z) 
direction. It indicates that the grid sizes in the z axis play an important role in this DES 
study. Grid refinements in the x and y directions more affect resolution of flow structures 
for LES regions than for RANS ones. Small flow structures are better resolved due to the 
refined grid resolution in the LES region. However, pressure on the cylinder, a main 
research item in this study, is not much influenced by the very fine flow structures in 
wake regions. Thus, verification of grid refinement in the z direction was focused in 3-D 
grids while the grids in x and y directions were based on the verification of in 2-D 
simulations. 
 The characteristics of flow should be also considered in the verification. The flow 
in this study (in particular, flow past a yawed and inclined circular cylinder) has inherent 
3-D characteristics associated with a spanwise flow along the cylinder axis. The study, 
therefore, also examined the effects of spanwise aspect ratios and boundary conditions at 
spanwise walls.  
3-D verification processes are discussed for flow normal to a cylinder in this 
chapter and for flow around a yawed and inclined cylinder in the next chapter, 
respectively. 
4.4.1 Sensitivity of Spanwise Grid Size 
DES with the S-A model employs a RANS approach in boundary layer regions and an 
LES in the separated flow regions using a turbulent length scale in Equation (B.1) in 
Appendix B. The turbulent length scale depends on both the distance from a wall and a 
maximum grid size. Since the DES grid refinement of the boundary layer on the cylinder 
is as fine as RANS, the spanwise grid spacing in the 3-D DES has the largest size than 
the others in the region of boundary layer flow; they play an important role in 
determining the turbulent length scale in three-dimensional simulations of a turbulent 
flow. Therefore, appropriate spanwise grid spacing must be chosen for accurate and 
efficient simulations in 3-D DES. 
Spanwise grid sensitivity was investigated in the flow normal to the cylinder with the 
axial length of four diameters ( 4 ).L D  Figure 4.9 shows three different spanwise grids 
( /3, / 6, /12)Z D D D   employed in the simulations. The grids on its normal-to-axis 
plane have the medium refinement which was used in the 2-D RANS verification. The 
boundary on the spanwise walls employed a periodic boundary condition. This condition 
makes the flow variables at each boundary equal and can reduce the effect of a finite 
spanwise aspect ratio of the cylinder on the flow field in the computational domain. 
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Figure 4.9 Spanwise grid refinements in 3-D grids (L = 4D) 
 
I. Vortex Flow Structures 
Figure 4.10 visualizes vortex flow structures around the cylinder in the cases with 
different spanwise grid resolutions using an iso-surface of the second invariant Q of 
velocity gradient tensor ,i ju  (Hunt et al. 1988): 
 
 
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2
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2
ij ij ij ij
i j j i
Q S S
u u
   
 
 (4.6) 
where  1 , ,2ij i j j iu u    and  1 , ,2ij i j j iS u u   are the rotation rate and the strain rate, 
respectively. The invariant Q  describes the balance between pure strain and fluid rotation. 
The surface of positive Q represents the region where the rotation overcomes strain in 
strength. It identifies coherent vortex structures effectively. The Q value of an iso-surface 
in Figure 4.10 is 15000 [ -2s ] and the iso-surfaces are contoured by the vorticity in the 
local spanwise direction from 300  to 300 [s-1]. 
The vortex flow structures in the coarse spanwise grid (∆Z = D/3) in Figure 
4.10(a) shows two-dimensional vortex-shedding phenomenon along the cylinder axis. 
This results from the low resolution of the spanwise grids, which suppresses three-
dimensional instability of the flow such as secondary vortices. It confirms that DES with 
a coarse spanwise grid cannot simulate three-dimensional flow structures accurately.  
The simulation of the medium spanwise grid (∆Z = D/6) shows well-resolved 
Karman vortex-shedding phenomenon and streamwise vortex flow structures as seen in 
Figure 4.10(b). The coherent vortex structures move downstream behind the cylinder 
with moderate dissipation.  
The cross-stream vortex flow structures in the fine spanwise grid (∆Z = D/12) in 
Figure 4.10(c), however, dissipate at a high rate downstream behind the cylinder while 
moving in the streamwise direction. The strength of vorticity in the streamwise direction 
dominates in a downstream region behind the cylinder. The coherent structures of vortex 
flow behind the cylinder are not developed well. This phenomenon is related to the 
calculated turbulence length scale of DES based on the fine spanwise grid spacing as 
(a) Coarse  ( 3)Z D          (b) Medium  ( 6)Z D         (c) Fine ( 12)Z D                 
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described in Equation (B.1) of Appendix B. The grid dependency of the solution in DES 
will be further discussed in the following section. 
II. Force Coefficients 
Figures 4.11 to 4.16 show the distribution of the force coefficients in space and time, and 
visualize their fluctuations with time according to spanwise grid refinements. The force 
coefficients were calculated as defined in Equation (2.3).  
The lift coefficients of the coarse spanwise grid (∆Z = D/3) in Figure 4.11 have 
two-dimensional characteristics over the full cylinder length. On the other hand, the 3-D 
DES, even in the coarse spanwise grid, shows three-dimensional characteristics such as 
the modulation of force coefficients in Figure 4.12. However, it means that the resolution 
of three-dimensional complex flow field is limited by the coarseness of the spanwise grid 
spacing. It results in a low level of modulation in force coefficients and suppression of 
second streamwise vortices.  
A simulation of the medium spanwise grid (∆Z = D/6) in Figure 4.13 detects 
three-dimensional flow structures behind the cylinder axis. The fluctuations of the force 
coefficients also increase in the medium spanwise grid of Figure 4.14, compared to that 
in the coarse grid of Figure 4.2.  
Figure 4.15 visualizes that the force coefficients along the cylinder in the fine 
spanwise grid (∆Z = D/12) have a weak correlation along the cylinder length. The low 
spatial correlation leads to small magnitudes of spaced-averaged force coefficients in 
Figure 4.16. It is strongly related to partially correlated flow structures along the cylinder 
axis due to the spanwise grid refinement. It indicates that the DES has high sensitivity to 
spanwise grid spacing and that the grid refinement in DES does not always provide an 
improved result in agreement with experimental data in literature. The comparison will 
be summarized in Section 4.6. This observation was also reported by Breuer (2000) and 
Travin et al. (1999).  
Figure 4.17 shows the results using Fast Fourier Transform (FFT) to compute the 
power spectral density (PSD) of the lift coefficients. The ordinate denotes non-
dimensional cylinder length (L/D), and the abscissa is the non-dimensional reduced 
frequency ( rf ). Dominant frequencies of lift coefficients are distributed in a narrow 
range over the cylinder length without regard to spanwise grid refinements. The lift 
coefficients in the coarse spanwise grid have one highly peaked value of its reduced 
frequency at 0.281,rf  which is consistent with the observation of virtually two-
dimensional vortex shedding of Figure 4.10(a).  
A PSD result in the medium spanwise grid has one peak frequency of 0.271 with adjacent 
minor ones. It is related to a three-dimensional phenomenon that lift forces do not always 
generate in phase along the cylinder due to intermittent dislocation of vortex shedding. It 
corresponds to the modulating pattern of space-averaged lift coefficients of Figure 4.14.  
As shown in Figure 4.17(c), the lift coefficients in the fine spanwise grid have one 
main reduced frequency of 0.301 and scattered minor ones along the cylinder length. The 
small increase of the peak reduced frequency is closely associated with the low coherence 
of the flow structures in the simulation. 
Figure 4.18 compares the vortex-shedding frequency, average drag, and root-mean 
square of lift according to the spanwise grid sizes. The reduced frequency of vortex 
shedding does not significantly change with the spanwise grid refinement. However, the  
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(a) Coarse spanwise grid ( / 3Z D  ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) Medium spanwise grid ( / 6Z D  ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Fine spanwise grid ( /12Z D  ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10 Vortex flow structures with spanwise grid refinements 
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Figure 4.11 Spatial-temporal distribution of force coefficients (∆Z = D/3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12 Space-averaged force coefficients  
(∆Z = D/3. upper curve, DC ; lower curve, LC ) 
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Figure 4.13 Spatial-temporal distribution of force coefficients (∆Z = D/6) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.14 Space-averaged force coefficients 
 (∆Z = D/6. upper curve, DC ; lower curve, LC ) 
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Figure 4.15 Spatial-temporal distribution of force coefficients (∆Z = D/12) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.16 Space-averaged force coefficients  
(∆Z = D/12. upper curve, DC ; lower curve, LC ) 
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Figure 4.17 Frequency distribution of lift coefficients with spanwise grid refinements 
(a) Coarse spanwise grid (∆Z = D/3) 
(b) Medium spanwise grid (∆Z = D/6) 
(c) Fine spanwise grid (∆Z = D/12) 
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characteristics of the forces do not converge as the spanwise grids become fine. The 
results also confirm that the DES technique has grid-dependent tendencies. The spanwise 
grid spacing plays an important role in conducting DES accurately in the present cases. 
Appropriate spanwise grid resolution is required for reliable prediction of a turbulent 
flow. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.18 Effects of spanwise grid sizes (circle, reduced frequency of vortex shedding; 
rectangle, time-averaged CD; triangle, RMS of CL) 
 
III. Pressure on Cylinder 
The distribution of pressure on the circular cylinder was further investigated according to 
the different spanwise grid spacing of the 4D cylinder.  
Figure 4.19 shows the time-averaged pressure coefficients of the cylinder 
circumference in the different spanwise grids. Since the distribution of the time-averaged 
pressure of a cylinder normal to the flow is symmetric along the angles, the angle range 
from 0° to 180° was assigned for the graph of the pressure. The angle   of the 
circumference and the time- and space-averaged pressure coefficients pC  are 
employed in the abscissa and the ordinate, respectively. Distribution of the pressure 
coefficient in the fine spanwise grid slightly deviated from those in the coarse and 
medium grids. It means that the pressure distribution also does not guarantee more 
reliable results with increasing the resolutions of spanwise grid in 3-D DES, which is 
consistent with the observations of vortex flow structures and force coefficients in the 
previous sections.  
Figure 4.20 shows the distribution of the time-averaged pressure coefficients at 
different locations in the medium spanwise grid. It demonstrates that the deviations of 
pressure coefficients are negligible with respect to spanwise locations along the cylinder.  
4.4.2 Effect of Spanwise Aspect Ratio and Boundary Condition 
Effect of spanwise aspect ratio (L/D; L is the cylinder length) on the simulated flow field 
was investigated; 4D and 10D cylinders were employed, and medium spanwise grid of 
55 
/ 6Z D   was used in the simulations. Since the three-dimensional flow field around the 
cylinder is influenced by the coupled effect of the spanwise aspect ratio and the spanwise 
wall boundary conditions, two different boundary conditions were employed at the 
spanwise wall boundaries: periodic condition and slip wall condition. Though both 
boundary conditions are widely used in flow simulations, their influences on the flow 
were investigated for accurate simulation of the three-dimensional flow in this study.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.19 Time- and space-averaged pressure coefficients  
with spanwise grid refinements ( 4 )L D  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.20 Time-averaged pressure coefficients with locations  
(L = 4D, medium spanwise size) 
  [°] 
pC  
  [°] 
pC  
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I. Vortex Flow Structures and Force Coefficients 
Figure 4.21 shows two cases with the different spanwise boundaries (periodic and slip 
wall) using the iso-surfaces of the second invariant Q of 15000 [s
-2
] defined in Equation 
(4.6). The surfaces are contoured from -300 to 300 [m
-1
] based on the vorticity in the 
cylinder axis. The coherent vortex structures including spanwise and streamwise vortices 
are clearly shown in the figures. 
Compared to the flow visualization of the 4D cylinder in Figure 4.10, that of the 
10D cylinder in Figure 4.21 exhibits the three-dimensional characteristics of vortex flow 
structures around the cylinder, which are influenced by the cylinder length and the 
spanwise wall boundary conditions; the vortex structures around the 10D cylinder are not 
always shed simultaneously along the cylinder length with space and time. This can be 
clearly seen in the spatial-temporal distribution and the time history of force coefficients 
in Figures 4.22 to 4.25.  
The lift coefficients LC  of the periodic boundary condition in Figure 4.22 are not 
in phase along the cylinder at * 110 ~ 140;t   they are delayed in time at both ends of the 
cylinder. This phenomenon is closely related to the delayed vortex-shedding which 
occurs intermittently along the cylinder as time elapses. As shown in Figure 4.23, the 
space-averaged LC  has the reduced amplitude during those times because the lift 
coefficients are not highly correlated along the cylinder length. Meanwhile, the high 
value of the space-averaged LC  at around 
* 153t   implies strong correlations along the 
cylinder; this phenomenon results from simultaneous vortex-shedding over the cylinder at 
that time, which leads to peak amplitude of the space-averaged .LC  The results reveal 
that the variation of amplitudes in the space-averaged lift forces is strongly related to the 
spatial correlation of vortex shedding. 
The lift coefficients using the slip wall conditions shown in Figure 4.24 also 
display variation of its spatial distribution along the cylinder. The peak values of lift 
coefficients are located around the middle of the cylinder. In contrast they occur at both 
ends in the case using the periodic conditions. It implies that the flow field around the 
10D cylinder is still not completely independent of the spanwise boundary conditions and 
their corresponding spanwise aspect ratio. 
Three-dimensional characteristics of the flow around the 10D cylinder flow are 
not clearly observed in the case of the 4D cylinder. Compared to the 4D cylinder, it 
means that the 10D cylinder simulates more reliably the three-dimensional flow around 
the cylinder. An observed “spot-like” vortex dislocation is one example of the difference 
between the 4D and 10D cases. The dislocation of vortex over the cylinder length is 
related to spatially low coherence of vortex flow, and develops low spatial-averaged 
forces. 
Characteristics of force coefficients were further analyzed by evaluating the PSD. 
Figure 4.26 shows the frequency distribution of the lift coefficients in both cases. 
Dominant frequencies of high PSD are located at both ends of the cylinder in the case of 
periodic condition, and at middle for slip wall condition. However, the peak reduced 
frequencies are approximately 0.271 over the cylinder length in both cases of the periodic 
and the slip boundary conditions. Although the lift coefficients show some deviation with  
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Figure 4.21 Vortex flow structures with spanwise wall boundary conditions (L = 10D) 
(b) Slip wall B.C. *( 232.2)t   
(a) Periodic wall B.C. *( 150.0)t   
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Figure 4.22 Spatial and temporal distribution of force coefficients  
(periodic B.C., L = 10D) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.23 Space-averaged force coefficients 
(periodic B.C., L = 10D. upper curve, DC ; lower curve, LC ) 
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Figure 4.24 Spatial and temporal distribution of force coefficients  
(slip wall B.C., 10L D ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.25 Space-averaged force coefficients 
(slip wall B.C., L = 10D. upper curve, DC ; lower curve, LC ) 
60 
respect to the spanwise boundary conditions, there exists one dominant frequency induced by 
vortex-shedding over the entire spanwise cylinder length. 
II. Pressure Distribution on Cylinder Surface 
The distribution of pressures on the surface of the 10D cylinder was also examined with 
two spanwise wall boundary conditions.  
Figure 4.27 depicts the pressure distributions at the times when lift coefficients are 
at maximum and minimum. A dotted line denotes time-averaged pressure coefficient 
pC , 
and a solid line represents 
pC  at an instantaneous time. A pressure line is negative 
outside a circular section and positive inside the section. When the pressure difference on 
the cylinder surface is most upward, it produces a maximum lift force in the positive Y 
axis as shown in Figure 4.27(a). The largest force in the negative Y direction is also 
generated due to the most unbalanced distribution of downward pressures, as shown in 
Figure 4.27(b).  
Figure 4.28 shows the time-averaged pressure coefficients at different spanwise locations 
on the cylinder in the case of periodic wall boundary conditions. This allows us to 
investigate their spatial variation along the cylinder. Three locations are at non-
dimensional location (Z/D) of 2.4, 5.0, and 7.6, respectively. Pressure distributions at 
2.4Z D  and 7.6Z D   show little deviation, compared to that at 5.0.Z D   Though 
the pressure distributions near the ends are close due to the periodic condition at both the 
spanwise walls, the figure implies that the three-dimensional flow clearly generates the 
variations of pressure along the cylinder length. It confirms that the simulation of the 
spanwise length of 10D can predict more reliably three-dimensional flow structures 
around the circular cylinder normal to the flow as compared to that of the 4D cylinder. 
Figure 4.29 illustrates pressure distributions of the 10D cylinders with the periodic 
and the slip conditions as well as of the 4D cylinder with the periodic condition. In the 
10D cylinder cases with both conditions, the time- and space-averaged pressures are 
distributed with negligibly small deviation along the circumference. The pressure 
associated with the 4D cylinder is to some extent lower along the circumference, as 
compared to the 10D cylinder cases. This is related to strong coherence of vortex flow 
structures over the length of the 4D cylinder. There are some wiggles in the pressure 
distribution, such as at points around 90° and 135° in the figure, which result from 
numerical artifacts occurring at the interfaces between zones around the cylinder. 
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Figure 4.26 Frequency distribution of lift coefficients (L = 10D) 
(a) Periodic B.C. 
(b) Slip wall B.C. 
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Figure 4.27 Pressure coefficients along the circumference  
(periodic B.C., L = 10D. dotted lines, averaged 
pC ; solid line, instantaneous pC ; 
negative, out of circle; positive, inside circle) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.28 Time-averaged pressure coefficients with locations 
 (periodic B.C., L = 10D) 
(a) Maximum LC  (
* 149.7t  ) (b) Minimum LC  (
* 151.2t  ) 
  [°] 
pC
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Figure 4.29 Time-averaged pressure coefficients with spanwise conditions 
 
4.5 Comparison with Experimental Data 
In order to increase the trustworthiness of simulated flow, it is important to assess the 
numerical results by comparison to experimental data. There are some variations among 
experimental results; however, they can provide fundamental information as reference. 
Figure 4.30 compares the pressure distributions of a circular cylinder in the 
smooth and the turbulent flows at sub-critical Reynolds numbers from the results: 
numerical results (Hansen and Forsythe 2003; Krishnan et al. 2006; Travin et al. 1999) 
and experimental data (Batham 1973; Kwok 1986). According to the experimental data in 
the figure, the effect of turbulent flow on the pressure on the surface in the sub-critical 
regime is significant; the peak negative pressure increases and the separation of the flow 
is delayed behind the cylinder. This phenomenon is similar to drag crisis, which was 
previously described in Section 2.1.2. Turbulent flow, therefore, exhibits different 
characteristics of pressure distribution from that of smooth flow at the same Reynolds 
number in the sub-critical regime.  
Both of the present and previous DES studies (Hansen and Forsythe 2003; 
Krishnan et al. 2006; Travin et al. 1999) show that pressure distributions from DES are 
similar to characteristics of pressure distributions in a turbulent flow in the sub-critical 
regime. It results from the inherent properties of DES; the upstream flow in DES has 
turbulent viscosity which leads to the delay of flow separation from the cylinder. The 
pressure distribution in the present study, therefore, is in good agreement with that of the 
turbulent flow at the same Reynolds number in the sub-critical regime. 
Figure 4.31 demonstrates the variation of drag coefficients in smooth and 
turbulent flows with Reynolds numbers. It shows that turbulence plays an important role 
in decreasing the drag forces in the sub-critical regime. Drag coefficient on a smooth 
pC
 
  [°] 
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surface is known as around 1.2 in a smooth flow, as already shown in Figure 2.7. 
According to experimental results (Batham 1973; Bruun and Davies 1975; Cheung and 
Melbourne 1983; Kwok 1986), however, a moderate level of turbulence intensity 
uT  and 
a small turbulence length scale uL D  significantly reduce drag force in the sub-critical 
regime. It is closely related to the effect of a turbulent boundary layer flow before 
separation. As shown in Figure 4.31, the time-averaged drag coefficient in the 3-D DES 
of this study is in good agreement with that in experimental tests: a smooth flow in the 
critical regime and a turbulent flow in the sub-critical regime with a moderate level of 
turbulence intensity and a small turbulence length scale. 
Table 4.2 summarizes the characteristics of force coefficients, peak reduced 
frequency fr, base pressure Cpb, and separation angle θspr from the results: numerical 
simulations (Hansen and Forsythe 2003; Krishnan et al. 2006; Travin et al. 1999) and 
experiments (Cheung and Melbourne 1983; Kwok 1986). It also confirms that the 
characteristics of the flow and associated forces in this study (Z=10D, periodic B.C.) are 
in good agreement with experimental data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.30 Comparison of pressure coefficients 
pC
 
  [°] 
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Figure 4.31 Drag coefficients with Reynolds numbers 
 
 
 
Table 4.2 Summary of characteristics of the flow normal to a circular cylinder 
Case Avg. CD RMS CD RMS CL fr - Cpb θspr 
Z=4D, coarse ∆Z 0.70 0.70 0.51 0.281 0.90 111.1 
Z=4D, medium ∆Z 0.69 0.69 0.42 0.275 0.88 109.1 
Z=4D, fine ∆Z 0.59 0.59 0.13 0.301 0.72 105.9 
Z=10D, periodic B.C. 0.65 0.65 0.34 0.271 0.81 109.8 
Z=10D, slip B.C. 0.63 0.63 0.32 0.267 0.80 109.8 
Travin et al. (1999) 0.57 - 0.07 0.300 0.65 106.0 
Hansen and Forsythe (2003) 0.59 - - 0.290 0.72 108.0 
Krishnan et al. (2006) 0.60 - 0.11 0.280 0.69 106.4 
Kwok (1986) 0.582 - - - - 125.0 
Cheung and Melbourne (1983) - - - 0.19~0.27 - - 
 
Re
 
DC
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4.6 Summary 
Flow characteristics around a normal cylinder were investigated using numerical 
simulations. In order to effectively explore the dependence of simulated results on the 
numerical parameters such as grid refinement, timestep, iteration number, and the order 
of numerical scheme, the study of numerical verification was performed using 2-D 
RANS simulations. Parameters that were varied include spatial discretization, temporal 
discretization, iterative convergence, and the orders of the scheme. The related numerical 
errors could be thus evaluated through the verification procedure, and good combinations 
were chosen. 
Spanwise numerical characteristics were investigated in 3-D DES. Study of 
spanwise grid refinements showed that the resolution of flow in the 3-D DES is highly 
dependent on the spanwise grid discretization along the cylinder axis. The fine spanwise 
grid however cannot guarantee converged and improved results which are in good 
agreement with the experiments. The appropriate spanwise grid should be employed for 
smooth switching-process between RANS and LES modes in 3-D DES. 
Spanwise lengths of 4D and 10D were employed in simulations. Compared with 
the flow around a 4D cylinder, those around a 10D cylinder show the three-dimensional 
characteristics of the flow structures along the cylinder length more effectively.  
Both boundary conditions (periodic and slip walls) at spanwise wall boundaries 
were employed in the 10D cylinder in order to investigate the effect of spanwise 
boundary conditions on the flow. Though there were slight deviations between them, the 
characteristics of the flow did not show major differences. Therefore, a 10D cylinder 
using either spanwise condition successfully predicts three-dimensional flow 
characteristics around the cylinder normal to the flow 
The flow-induced pressure and forces on the cylinder in this study were compared 
with experimental data. The characteristics of the flow in the 3-D DES study were in 
good agreement with those with a moderate level of turbulence intensity and a small 
turbulence length scale while it remains in the sub-critical Reynolds number regime. 
The numerical simulations in the present study predicted reliably and effectively 
the three-dimensional flow and associated forces on the circular cylinder normal to the 
flow using the 3-D DES approach. 
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5. SIMULATIONS OF FLOW AROUND 
A YAWED, INCLINED CIRCULAR CYLINDER 
 
In order to improve understanding the flow and the aerodynamic forces of stay cables 
oblique to wind in cable-stayed bridges, flow around a 30º yawed and 45º inclined 
circular cylinder was simulated in this study. 
For an accurate prediction of the complex three-dimensional flow around the 
cylinder, the effects of numerical conditions related to the spanwise direction of the 
cylinder, such as spanwise grid spacing, aspect ratio, and boundary conditions, on the 
flow field were studied. 
The study also investigated in depth the flow and the associated pressures/forces 
on the cylinder, with the aim of clarifying the relationship between flow and forces by 
identifying a mechanism of generating forces on the cylinder oblique to the flow. The 
study’s goal is to provide fundamental insights into the aerodynamic instability of a 
slender circular cylinder under oblique wind. 
5.1 Definition of Angles 
The definitions of yaw, inclination, and effective yaw angle of a cylinder in this study are 
shown in Figure 5.1. The yaw angle   is defined herein as the angle between a 
horizontally skewed cylinder (line CD) and an axis oriented normal to the oncoming flow 
(line CE), and the inclination angle   is defined as the angle between a vertically sloped 
cylinder (line AC) and its horizontal axis (line CD).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Definition of angles 
Chapter 5 
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The effective yaw angle *,  defined in Equation (5.1), is the angle between the 
axis perpendicular to the oncoming flow (line AB) and the cylinder axis (line AC) on the 
plane which contains the flow direction and the cylinder axis. The plane is known as “π-
plane” and includes points A, B and C in Figure 5.1 (Matsumoto et al. 1990).  
  * 1sin sin cos    (5.1) 
A positive *  means that a cylinder is declined in the flow direction, and a negative *  
corresponds to an inclining cylinder towards the oncoming flow. The oncoming flow can 
be divided into two components: normal-to-cylinder velocity ( *cosU  ) and parallel-to-
cylinder velocity ( *sinU  ) on the π-plane as shown in Figure 5.2(a). 
Angles and axes of the cross-section of the cylinder are defined in Figure 5.2(b). 
The vertical axis is the “in-plane” direction, which is normal to the cylinder axis and is in 
the plane of points A, D, and C in Figure 5.1. The horizontal axis is the “out-of-plane” 
direction which is normal to the cylinder axis and the in-plane direction. Point S indicates 
the stagnation point; P is the windward point in the out-of-plane direction; O is the origin 
of the section. 
In this study, a local angle between flow direction normal to the cylinder (line OS) 
and the out-of-plane direction (line OP) is defined as the “angle of attack.” This can be 
illustrated as angle between line OP and line OS in Figure 5.2(b): 
  1 *sin tan tan     (5.2) 
where *  and   are effective yaw and inclination angles of the cylinder, respectively. 
Positive angle of attack starts from line OP in the clockwise direction. The angle of attack 
in this study (Equation (5.2)) is equivalent to the angles reported by Phelan et al. (2006) 
and Matsumoto (1998). 
Local coordinates in this study are defined on the basis of the cylinder axis and the 
flow direction. The local z axis in the local coordinates is along the cylinder axis. The 
local x axis is on line OS and is perpendicular to the local y axis on the cross-section. The  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 Flow components and angles of the section 
 
(a) Velocity components (b) Angles of cross-section  
69 
(a) Grids in the domain (b) Grids near a cylinder 
major and minor axes are defined on the basis of forces on the cylinder and will be 
explained in Section 5.9.1. The angle from the stagnation point (i.e., the line OS of the 
angle of attack γ) to the major axis is denoted by ;r  the angle is positive in the 
clockwise direction.  
5.2 Geometry 
The flow around a circular cylinder of 30º yaw and 45º inclination angles was simulated 
in order to investigate the characteristics of the flow around the oblique cylinder and the 
flow-induced forces on the cylinder.  
Since the flow around a yawed and inclined cylinder has flow structures with spanwise 
velocity components along the cylinder axis, the flow field is particularly sensitive to 
spanwise parameters such as spanwise aspect ratio of the cylinder and boundary 
condition on a spanwise wall. Three different cylinder lengths of 10D, 20D, and 30D 
were employed in the study. The grids of the circular cylinder of 30D length with 30º 
yaw and 45º inclination angles are shown in Figure 5.3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 Grids of a yawed and inclined cylinder (L = 30D, β = 30°, θ = 45°) 
 
As shown in Figure 5.3(a), the two-dimensional medium grid in the global XY 
plane was employed on the basis of the verification in the previous chapter. The spanwise 
grids were located on the cylinder axis. The circumferential grids along the cylinder 
surface are on elliptical sections whose planes are parallel to the spanwise wall 
boundaries of the domain. 
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5.3 Numerical Methods 
The 3-D DES numerical details and boundary conditions of the normal cylinder in the 
previous chapter were employed in the case of a yawed and inclined cylinder. They 
included the verified numerical conditions of the normal cylinder: the medium grid, 
timestep of ∆t* = 0.01, 4 iterations per timestep, and 5th order scheme. 
Since the flow has a velocity component in the spanwise direction, the study was 
focused on investigation of the numerical conditions relevant to the spanwise direction: 
spanwise wall boundary condition, spanwise grid spacing, and aspect ratio of the cylinder. 
For verification of the numerical conditions, periodic and slip conditions were used at the 
spanwise boundaries; three spanwise grid sizes (∆z/D = D/3, D/6, D/12) were employed; 
three different aspect ratios (L/D = 10, 20, 30) were also applied to the simulations for 
verification. 
The flow has a Reynolds number of 140,000; this is determined based on the 
upstream flow velocity and the cylinder diameter, and does not change as yaw and 
inclination angles vary.  
5.4 Effect of Slip Spanwise Wall Boundary Condition 
The effect of spanwise boundary conditions was studied using the slip wall treatment. 
Since the effect of spanwise boundary condition is related to that of the aspect ratio of the 
cylinder ( / )L D , three different spanwise cylinder lengths of 10D, 20D, and 30D were 
employed in order to examine their combined effects on the flow field. 
Figures 5.4 to 5.6 show vortex flow structures around the cylinder for different 
aspect ratios. The Q value of iso-surfaces defined in Equation (4.6) is 5000 [s
-2
] and the 
contour range of its color is from -300 to 300 [s
-1
] in the vorticity of the local z axis along 
the cylinder. The vortex flow structures of the 10D cylinder in Figure 5.4 are significantly 
influenced over the whole cylinder length by the slip spanwise wall boundary condition. 
The effect is clearly observed in the vortex flow structures around an upper/upstream end 
of the cylinder compared to those around its lower/downstream end. The effect from the 
upper/upstream end on the flow field remains until far behind the cylinder.  
The spanwise boundary condition also affects force coefficients of the cylinder shown in 
Figures 5.7, 5.8 and 5.9. The force coefficients (Cx and Cy), defined in Equation (2.3), are 
based on the x and y axes in the local coordinates in Figure 5.2(b). The forces over the 
upper/upstream end (where z/D is zero) have very strong, low-frequency components. 
The spatial-temporal distributions of the force coefficients show that the strong, low-
frequency components around the upper end are generated not by three-dimensional 
characteristics of the flow itself but by the influence on the flow by the slip spanwise 
boundary condition. The flow field around the lower end of the cylinder was also 
influenced by the slip boundary conditions. However, no noticeable component of low-
frequency variation was observed around the lower end regardless of the cylinder lengths 
in contrast to the upper end. As the cylinder length increases, the relative length 
influenced by the slip boundaries decreases. The flow-induced force on the cylinder, 
however, remains under the influence of the slip spanwise wall boundary condition, even 
in the 30D cylinder. This phenomenon will be clarified when comparing to the cases of 
periodic spanwise boundary condition in the following section. 
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Figure 5.4 Vortex flow structures 
(slip wall B.C., L = 10D, β = 30°, θ = 45°, t* = 175.0) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5 Vortex flow structures 
(slip wall B.C., L = 20D, β = 30°, θ = 45°, t* = 175.0) 
72 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6 Vortex flow structures 
(slip wall B.C., L = 30D, β = 30°, θ = 45°, t* = 175.0) 
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Figure 5.7 Spatial-temporal distribution of force coefficients 
(slip wall B.C., 10 ,L D  30 ,    45   ) 
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Figure 5.8 Spatial-temporal distribution of force coefficients 
(slip wall B.C., 20 ,L D  30 ,    45   ) 
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Figure 5.9 Spatial-temporal distribution of force coefficients 
(slip wall B.C., 30 ,L D  30 ,    45   ) 
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5.5 Effect of Periodic Spanwise Wall Boundary Condition 
Periodic conditions were also used at the spanwise wall boundaries. This numerical 
condition employs the same values on the boundaries where they are imposed; therefore, 
it can mitigate problems caused by a finite cylinder length between both the spanwise 
boundaries in a domain. Effects of spanwise grid size and aspect ratio on the flow were 
investigated with the periodic condition in simulations. 
5.5.1 Effect of Spanwise Grid Size 
In the cases of a cylinder normal to the flow, the effect of spanwise grid refinement on 
the flow around the cylinder was already investigated in the previous chapter. The 
spanwise grids of 6Z D   provided the most reliable simulation results in the flow 
normal to a cylinder among the three different spanwise grids ( 3, 6, 12Z D D D  ) in 
this study. In order to further examine the role of spanwise grid sizes (i.e., the largest grid 
size in three directions) in DES, the three different spanwise grid sizes 
( 3, 6, 12z D D D  ) were also used with the yawed and inclined cylinder of length 
10D. 
Figure 5.10 shows the vortex flow structures at the iso-surfaces of Q = 5000 [s
-2
] 
in the simulations with different spanwise grid sizes and periodic spanwise wall boundary 
conditions. The iso-surfaces are contoured by the spanwise vorticity along the local z axis 
from -300 to 300 [s
-1
]. 
As shown in Figure 5.10, the simulation in the coarse spanwise grid of 3z D   
suppresses any instability on the flow, such as a streamwise vortex. The result shows that 
the flow structures are strongly coherent. The well-resolved vortex flow structures in the 
medium spanwise grid of 6z D   are observed from small streamwise to large 
spanwise structures. In contrast, the simulation in the fine spanwise grid of 12z D   
overestimates the flow instability; in addition, it also fails to develop successfully 
dominant spanwise vortex structures behind the cylinder. This observation is consistent 
with that of the normal cylinder in Figure 4.10. It confirms that appropriate grids are 
significantly important in 3-D DES; the maximum grid size in three dimensions, such as 
spanwise grids in this study, plays a crucial role in controlling the switching process 
between RANS and LES. 
The spatial-temporal distributions of force coefficients (Cx and Cy) are 
demonstrated in Figures 5.11 to 5.13. The force coefficients of the coarse spanwise grids 
in Figure 5.11 show large fluctuations due to the strongly coherent flow structures. The 
results of medium spanwise grids in Figure 5.12 show well-developed distribution of 
force coefficients. However, the force coefficients of the fine spanwise grids in Figure 
5.13 demonstrate a dispersed distribution which is caused by excessively high instability. 
The tendency of force coefficients with spanwise grid refinements is in good agreement 
with that of vortex flow structures in Figure 5.10.  
Therefore, these observations in the case of a yawed and inclined cylinder support 
the assertion that the DES might not guarantee a grid-independent result with grid 
refinement in the case of a cylinder normal to the flow. A DES turbulent length scale 
(Equation B.1) is governed by the largest grid size in a region near the cylinder, which is 
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the spanwise grid size in this study. The length scale controls the transition between 
RANS and LES. In order to achieve a reasonable prediction in the DES technique, a fine-
tuned RANS model is used for attached boundary layer, and an LES model is employed 
for separated flow region (Davidson and Peng 2003). Therefore, the local grid sizes play 
an important role in DES. According to investigation of the numerical results in this 
study, an appropriate spanwise grid spacing of 6z D   was selected among the three 
different grids for reliable simulation of the flow around the cylinder. 
5.5.2 Effect of Spanwise Aspect Ratio 
Three different spanwise domain lengths of 10D, 20D, and 30D were employed for the 
examination of influence on the three-dimensional characteristics of the flow according 
to the spanwise aspect ratio. The spanwise grid of / 6z D   on the cylinder axis was 
chosen from the comparison of the results in the previous section. 
Vortex flow structures using the iso-surface of Q = 5000 [s
-2
], defined in Equation 
(4.6), are shown for spanwise cylinder length of 10D, 20D and 30D in Figure 5.10(b), 
5.14 and 5.15, respectively. The contour range on the iso-surfaces of Q is from -300 to 
300 [s
-1
] of the vorticity in the local z axis. All simulations using periodic spanwise 
boundary conditions show well-resolved flow structures, regardless of spanwise domain 
lengths. In addition, flow structures with strong vorticity close to the cylinder are 
observed in the cases of periodic conditions of Figures 5.10(b), 5.14, and 5.15. But they 
are not observed in the cases of slip wall conditions of Figures 5.4 to 5.6.  
Spatial-temporal distributions of the force coefficients (Cx and Cy) give further 
information on the flow structures. While the effect of the spanwise aspect ratio on the 
flow is not perceptible in the vortex flow visualizations (Figures 5.10(b), 5.14, and 5.15), 
it is noticeably different in spatial-temporal distribution of force coefficients (Figures 
5.12, 5.16, and 5.17). The 10D and 20D cylinders have regular patterns; one local peak of 
a finite length in xC  and yC  is developed and moves along the cylinder length of 10D 
with time in Figure 5.12, and two along the cylinder length of 20D in Figure 5.16.  
The 30D cylinder in Figure 5.17 shows less periodicity. The number of force 
peaks varies from three to five over the cylinder with time; one can be divided into two, 
and two merge into one on occasion. They interact as time elapses. Their moving speeds 
also vary slightly, but their average speeds are almost constant over time.  
Since the flow around a yawed and inclined cylinder has a velocity component in 
the spanwise direction, the flow around a cylinder of infinite extent cannot be predicted 
perfectly using the periodic boundary condition with a relatively short spanwise aspect 
ratio. A very long spanwise cylinder length can reduce the effect but requires excessive 
computational resources. An appropriate spanwise cylinder length, therefore, is necessary 
for accurate but affordable prediction of the flow. 
All three cases of different spanwise aspect ratios with the periodic condition simulated 
the highly three-dimensional flow around the yawed and inclined cylinder. In particular, 
compared to the simulations of the spanwise lengths of 10D and 20D, that of 30D length 
shows that the flow field is less affected by the periodic spanwise wall boundary 
condition. Therefore, it is found that the cylinder length of 30D can further reduce the 
influence on three-dimensional flow structures caused by the periodic boundary condition, 
and confirmed that the observed flow structures around a yawed and inclined cylinder are  
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(a) / 3z D   ( * 286.3t  ) 
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(b) / 6z D   ( * 200.0t  ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) /12z D   ( * 211.2t  ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10 Vortex flow structures with spanwise grid refinement 
(periodic B.C., 10 ,L D  30 ,    45   ) 
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Figure 5.11 Spatial-temporal distribution of force coefficients 
(periodic B.C., /3,z D   10 ,L D  30 ,    45   ) 
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Figure 5.12 Spatial-temporal distribution of force coefficients 
(periodic B.C., / 6,z D   10 ,L D  30 ,    45   ) 
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Figure 5.13 Spatial-temporal distribution of force coefficients 
(periodic B.C., /12,z D   10 ,L D  30 ,    45   ) 
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Figure 5.14 Vortex flow structures 
(periodic B.C., 20 ,L D  30 ,    45 ,    * 170.0t  ) 
83 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.15 Vortex flow structures 
(periodic B.C., 30 ,L D  30 ,    45 ,    * 200.0t  ) 
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Figure 5.16 Spatial-temporal distribution of force coefficients 
(periodic B.C., 20 ,L D  / 6,z D   30 ,    45   ) 
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Figure 5.17 Spatial-temporal distribution of force coefficients 
(periodic B.C., 30 ,L D  / 6,z D   30 ,    45   ) 
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significantly affected by the effects of the spanwise conditions at sufficiently high aspect 
ratios. 
5.6 Vortex Structures in Time Sequence 
Figure 5.18 visualizes time-sequential coherent vortex structures of the flow around the 
30º yawed and 45º inclined circular cylinder. It shows two cases at different times, in 
which temporal changes of the vortex structures are illustrated using the iso-surfaces of Q 
= 20,000 [s
-2
]. The flow direction is from left to right. Figure 5.18 indicates that flow 
structures with strong vorticity are generated (locations are indicated by the arrow), and 
that the low pressure there, induced by the high vorticity around the cylinder, locally 
delays the detachment of the vortex structures. The vortex lines, therefore, are not parallel 
to the cylinder axis, nor linearly oblique to it. The flow field behind the cylinder is 
significantly influenced by these flow structures.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.18 Vortex structures at iso-surfaces of Q = 20,000 [s
-2
]  
( 20 ,L D  30 ,    45   ) 
 
They also move along the cylinder axis at an approximately constant velocity. The 
figure also shows that the location of a flow structure, indicated by the arrow in (a), shifts 
downward along the cylinder axis to the position of the arrow in (b) as time elapses. This 
observation supports the view that their movement is related to the spanwise velocity 
component of the upstream oncoming flow, which is a three-dimensional characteristic. 
5.7 Existence of Swirling Flows 
In-depth investigation of the flow field was conducted for the case of a cylinder with 20D 
length. Figure 5.19 shows pressure coefficients contoured on the cylinder surface and 
streamlines past the cylinder in the flow field. Figures 5.19(a) and (b) are a top view, and 
Figures 5.19(c) and 5.19(d) are a bottom view. Two rows of streamlines at equal intervals 
along the cylinder release from both sides of upper and lower surfaces of the cylinder. 
The pressure coefficients are contoured from -1.3 to -1.0 on the cylinder surface.  
(a) * 140.0t   
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Two cases with different view angles illustrate that flow structures with high 
vorticity exist near the cylinder. Two strong vortex flow structures along the cylinder 
length of 20D are identified by intense low pressure coefficients on the surface of 
cylinder.  
In addition, the spiral streamlines in dotted circles of (b) and (d) in Figure 5.19 
visualize the characteristics of those flow structures, which have both components of 
rotation and axial velocity. According to the time-sequential observation of the flow 
structures, they develop alternately from the upper and the lower surfaces of the cylinder 
while moving downward along the cylinder.  
The flow with vortex and axial velocity is known as “swirling flow.” The 
definitions of swirl S  and its magnitude S  in the study are 
 
x x x
y y y
x z z
S u
S u
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S  (5.3) 
  
1
22 2 2
x y zS S S  S  (5.4) 
where swirl iS  in the i-th local axis is calculated from vorticity i  and velocity iu  in the 
axis.  
Figure 5.20 demonstrates the existence of the swirling flow by using swirl in the 
same cases as Figure 5.19. The iso-surfaces of magnitude of swirl are plotted at 
220,000[m/s ]S , and the swirl of the local z axis zS  is contoured on the iso-surfaces 
from 210,000[m/s ]  to 210,000[m/s ] . Figure 5.20(a) shows that strong negative swirl in 
the local z axis exists near the surface of the cylinder, which indicates that the flow has a 
positive velocity component but a negative vorticity in the local z axis. Figure 5.20(b) 
also demonstrates the strong positive swirl in the local z axis which has positive 
component in both velocity and vorticity in the axis.  
The swirling flow structures, indicated by arrows in Figure 5.20, are identical to 
those in the dotted circles in Figure 5.19. The swirling flow has lower pressure than the 
flow with the same rotation because of its axial velocity component. The low pressure in 
the swirling flows entrains the vortex flow structures and delays their shedding. During 
the process, the vorticity in the flow becomes strong near the cylinder surface.  
According to time-sequential observation of the flow structures, a swirling flow 
structure generates from one side of the cylinder, moves downward along the cylinder 
and sheds. Another in turn builds up from the other side by a certain distance downward, 
travels along the cylinder axis, and fades away. Therefore, these swirling flows generate 
alternately from both sides of a cylinder and move along the cylinder axis. 
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Figure 5.19 Streamlines and pressure coefficients on cylinder surface 
( 20 ,L D 30 ,   45  ) 
(a) View from top at * 124.5t   (b) Zoom-in of dotted circle of (a) 
 
 
 
(c) View from bottom at * 161.4t   
 
 
 
 
 
 
 
 
 
 
 
 
(d) Zoom-in of dotted circle of (c) 
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Figure 5.20 Swirling flow structures at iso-surfaces with magnitude of swirl 
220,000[m/s ]S  ( 20 ,L D 30 ,   45  ) 
 
(a) View from top at * 124.5t   
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(b) View from bottom at * 161.4t   
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5.8 Pressure Distributions on Cylinder Surface 
Pressure on a yawed and inclined circular cylinder surface gives further information 
about the flow characteristics around the cylinder. While the location of stagnation in a 
normal cylinder case is on the most upstream line to the approaching flow, a yawed and 
inclined cylinder case does not automatically provide an intuitive stagnation line. As 
shown in Figure 5.2, however, the location of a stagnation line of the yawed and inclined 
circular cylinder can be calculated from the angles of the cylinder (Equation (5.2)). 
In the case of 30° yaw and 45° inclination angles, the predicted and calculated 
angles of attack, based on the equation and the simulations, were examined, and are 
summarized in Table 5.1. The predicted angle from Equation (5.2) is γ = -22.2° from the 
reference line OP in Figure 5.2(b) where positive angle is in the clockwise direction. The 
stagnation of the cylinder was calculated from the time- and space-averaged pressure 
coefficients over the cylinder length. The angles with the highest pressure coefficient 
were chosen as the locations of stagnation and are -23.2°, -21.4°, and -22.4° according to 
the cylinder lengths of 10D to 30D. The differences between the predictions and the 
calculations are negligible. There is very good agreement between the angles of attack of 
the formula and from the simulations. 
 
Table 5.1 Angles of attack of a cylinder ( β = 30°, θ = 45°) 
 L=10D L=20D L=30D 
Predicted γ [º] (Equation (5.2)) , (1) -22.2 -22.2 -22.2 
Calculated γ [º] (simulation), (2) -23.2 -21.4 -22.4 
Difference of (1) and (2) [º], (2) – (1) -1.0 0.8 -0.2 
  
Figure 5.21 shows the time- and space-averaged pressure coefficients pC  of the 
30D cylinder. The angle r  in abscissa starts from the stagnation of the line OS in Figure 
5.2(b). Compared to the pressure distribution of the normal cylinder in Figure 4.30, the 
yawed and inclined cylinder of Figure 5.21 has a stagnation whose pressure is slightly 
less than unity. It results from the reference velocity of Equation (2.2); the figure uses 
oncoming velocity U instead of the velocity normal to the cylinder, Ucosβ*. The 
distribution of pressure is also not perfectly symmetric along the circumference in the 
figure; the lowest value of pressure coefficient is located in the bottom part of the 
cylinder. This phenomenon has been observed in experiments (Boujard and Grillaud 
2007; Bursnall and Loftin 1951; Larose et al. 2003), but this small difference might result 
from numerical artifacts at interface between zones. This seems to affect mostly the static 
pressure, which is not a main concern in this study. Thus further investigation is not 
considered. 
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Figure 5.21 Time- and space-averaged pressure coefficients ( 30 ,L D 30 ,   45  ) 
 
 
Figure 5.22 shows the instantaneous and time-averaged pressure coefficients on 
the cross-section of the cylinder. The direction of normal velocity component *cosU   is 
from the left-bottom to the right-top as shown in the figure. The parallel-to-cylinder 
velocity component *sinU   of the flow, which is not shown in the figure, is out of the 
paper toward the reader. Therefore, the flow approaches the cylinder with a combination 
of the two velocity components of *cosU   and *sin .U    
Three plots in Figure 5.22 represent the cases of minimum of Cy, maximum of Cx, 
and maximum of Cy. As compared to the pressure distribution of the normal cylinder in 
Figure 4.26, the time-averaged pressure contribution of the yawed and inclined cylinder 
is symmetric about the rotated axis by the angle of attack, and a local region with intense 
low pressure exists on the cylinder circumference.  
The notable characteristic of the instantaneous pressure distribution is that the 
fluctuation of forces on the cylinder is highly related to local peak negative pressure. It is 
caused by the swirling flow mentioned in the previous section. These intense negative 
pressures result in the generation of local force peaks on the cylinder. Since the swirling 
flows generate alternately from top and bottom of the cylinder at a certain speed 
downward along the cylinder, swirl-induced pressures develop in the same manner. 
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Figure 5.22 Pressure coefficients along the circumference  
( 30 , 30 , 45L D       . dotted lines, averaged Cp; solid line, instantaneous Cp; negative, 
outside circle; positive, inside circle) 
 
(c) Max. Cy 
(z/D = 20.7, t
*
 = 299.7) 
 
  
(a) Min. Cy 
(Z/D = 19.9, t
*
 = 297.4) 
(b) Max. Cx 
(z/D = 20.3, t
*
 = 298.6) 
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5.9 Characteristics of Flow-Induced Forces 
Since the flow around a yawed and inclined circular cylinder is very complex and three-
dimensional, the flow-induced forces on the cylinder have corresponding characteristics. 
This study examined fluctuations of the forces with respect to the angle along the 
cylinder axis for their major and minor directions. Characteristics of the forces were 
investigated from the perspective of their spatial-temporal distribution, correlation, and 
dominant frequencies. This study also considered characteristics of the forces as they 
move in the same manner. 
5.9.1 Major and Minor Axes in Forces 
Drag and lift forces influence vibration of the cylinder if it is free to oscillate. The major 
axis of the vibration is in the direction normal to the flow where the lift forces of a 
cylinder generate. However, the direction of approaching flow to a yawed and inclined 
cylinder is not perpendicular to the spanwise axis of the cylinder. The drag and lift forces 
relevant to the original flow direction do not accurately represent the characteristics of 
forces, which are related to the orientation of the cylinder oblique to the flow. A major 
force would be generated not in the direction normal to the flow but in the direction of a 
local axis where maximum fluctuation of the flow-generated forces occurs with time; this 
direction is assigned as a major axis. A local axis involving minimum fluctuation of 
forces corresponds to a minor axis. In the case of the 30° yawed and 45° inclined cylinder  
(L = 30D) of Figure 5.23, the fluctuation of forces is characterized along angle θr using 
the variance and covariance of force coefficients: 
 
 
 
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1 1
2
1 1
1 1 1 1
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( , )
x x
y y
x y x y
VAR C C
VAR C C
COV C C C C


 
 (5.5) 
 
 
where 1xC  and 1yC  are correspondingly denoted as the fluctuation components of force 
coefficients ( 1xC  and 1yC ) in the arbitrary 1x  and 1y  directions, which are perpendicular. 
The figure shows that the angle of 88.8r    from stagnation (θr = 0º) has 
maximum variance of 1yC , minimum variance of 1xC , and zero covariance of 1xC  and 
1yC ; the 1y  axis is estimated to be a major one, and the 1x  to be a minor. The difference 
is only 1.2º between the major and the local y axes, which is negligible. The major axis 
thus can be considered as being the same as the local y axis. The minor axis of the 
cylinder is perpendicular to the major axis and is parallel to the local x axis; hereinafter, 
the major and minor axes are considered consistent with the local y and x axes, 
respectively. 
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Figure 5.23 Fluctuation of force coefficients along the circumference 
( 30 ,L D 30 ,   45   ) 
 
5.9.2 Spatial and Temporal Distribution of Forces 
Based on the minor and major axes, the force coefficients of xC  and yC  in the yawed and 
inclined cylinder were calculated using upstream velocity U  and the diameter of a 
cylinder D  according to Equation (2.3).  
In contrast to the spatial and temporal characteristics of force coefficients of DC  
and LC  in the normal cylinder (Figure 4.22), those of the force coefficients of xC  and yC  
in the yawed and inclined cylinder (Figure 5.17) demonstrate inherently three-
dimensional features which are induced by the flow oblique to the cylinder. As shown in 
Figure 5.17, the fluctuations of the force coefficients of the cylinder are correlated not 
over the entire cylinder length but within a finite length, and they also demonstrate a 
series of oblique strips which have high values of the force coefficients. Their slopes 
indicate the speed of force peaks traversing the cylinder, which will be discussed in the 
following section. 
Statistical analysis of the force coefficients were conducted for non-dimensional 
time from 175.0 to 424.4. Time-averaged xC  and yC  are 0.56 and -0.10. The values of 
standard deviation are 0.08 for xC  and 0.29 for .yC  These values do not change 
significantly along the cylinder length, which means that the time duration for calculation 
is long enough to conduct a reliable statistical analysis.  
The effect of viscous stresses on total force coefficients was also examined in this 
study. The force coefficients induced by viscous stresses depend on the velocity gradient 
on the cylinder surface and the viscosity of the fluid. For a cylinder with high aspect ratio 
( )L D  normal to approaching flow, the force generated by viscous stress due to skin 
friction is mostly negligible compared to that by pressure. However, the effect of viscous 
stresses might not be ignored in the case of an oblique cylinder of high aspect ratio to the 
flow.  
Figures 5.24 and 5.25 visualize the distributions of the force coefficients induced 
by pressures and viscous stresses in the case of the cylinder of 30° yaw and 45° 
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inclination angle, respectively. The time-averaged magnitude of the force coefficient due 
to viscous stress is 0.0216 in the local x direction. The value is larger than those in the 
local y and z direction, which are 0.0001 and 0.0085, respectively. However, the ratio of 
xC  is approximately 4% of the total force coefficient, which is still negligible compared 
to the force coefficient associated with pressure. The values of force coefficients from 
pressure, viscous stress, and their combination are summarized in Table 5.2. 
 
 
Table 5.2 Comparison of force coefficients (L = 30D, β = 30°, θ = 45°) 
 
(1) pressure (2) viscous stress 
(3) total 
(=(1)+(2)) 
 ratio[%]  ratio[%]  
Cx Avg. 0.542 96.2 0.0216 3.8 0.564 
(x dir.) Std. dev. 0.075 98.3 0.0014 1.9 0.076 
       
Cy Avg. -0.096 100.0 0.0001 0.1 -0.096 
(y dir.) Std. dev. 0.291 99.7 0.0011 0.4 0.292 
       
Cz Avg. - - 0.0085 100 0.009 
(z dir.) Std. dev. - - 0.0013 100 0.001 
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Figure 5.24 Spatial-temporal distribution of force coefficients from pressures 
( 30 ,L D 30 ,   45   ) 
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Figure 5.25 Spatial-temporal distribution of force coefficients from viscous stresses 
( 30 ,L D 30 ,   45   ) 
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5.9.3 Spatial and Temporal Distribution of Moving Forces 
In a normal cylinder case, forces are investigated at position fixed with time in a Eulerian 
reference frame. However, in order to improve understanding of the characteristics of the 
flow-induced forces on a yawed and inclined cylinder, this study also investigated forces 
in a Lagrangian reference frame. An observing window tracks the movements of flow-
induced forces as the force peaks move along the cylinder.  
The moving forces are one of the remarkable characteristics of flow-induced 
forces in a yawed and inclined circular cylinder, and this phenomenon is strongly related 
to three-dimensional flows around the cylinder. The alternately-developing swirling flow 
from both sides of the cylinder generates intense low pressure on the local surface of the 
cylinder. This low local pressure produces peak force over a finite length of the cylinder.  
Since the swirling flows have axial velocity components parallel to the cylinder 
axis, the peak forces generated by the swirling flows also move downward along the 
cylinder axis. Based on the approaching flow velocity and the obliqueness of cylinder 
orientation ( 34 m/s,U   30 ,    and 45   ), the velocity component parallel to the 
cylinder axis *sinU   is around 12.0 m/s. It is found in Figure 5.26 that the velocity of 
moving forces along the cylinder axis is 11.2m/s. The velocity ratio of the moving forces 
to the axial velocity component of approaching flow is 93%.  
The speed of moving forces in this study represents spatial movement of a series 
of force peaks along the yawed and inclined circular cylinder with time. Coherent flow 
structures past the cylinder develop swirling flow. This local flow generates intensive 
pressure on the local surface of the cylinder, and the pressure produces force peak on the 
cylinder. Thus, the movement of the coherent flow structures is related to the speed of the 
moving forces.  
 In zero-pressure-gradient flow such as flow over a flat plate, coherent flow 
structures in a turbulent boundary layer move at a speed that is approximately 80% of 
convective velocity of oncoming flow (Kline et al. 1967). But, adverse-pressure-gradient 
flow around a bluff body (e.g., flow around a circular cylinder) shows high variation of 
streamwise velocity past along the body, which affects the movement of coherent flow 
structures. 
 In particular, flow around a yawed and inclined cylinder is three-dimensional and 
complex. The normal-to-cylinder velocity of the flow around the cylinder reaches a 
maximum at around 90º and 270º from a stagnation line and exceeds the velocity (U) of 
the oncoming flow. The velocity is zero at the stagnation line (i.e., the angle is 0º). The 
parallel-to-cylinder velocity in the windward is approximately Usinβ* before separation 
of the flow. However, the velocity field of the flow in the leeward region is unsteady and 
complex after the separation. The velocity fluctuates at a lower speed than Usinβ* due to 
the adverse gradient of pressure. Swirling flow also moves along the cylinder axis at a 
speed that is not constant. 
 The movement of the coherent flow structures in this study cannot fully interpret 
the speed of a series of the force peaks because the flow is three-dimensional and shows a 
type of vortex-shedding phenomenon. The coherent flow structures (i.e., swirling flow) 
develop and shed in turn from both top and bottom sides of the cylinder section while 
their initial positions to develop them move downward at intervals along the cylinder axis 
due to the flow of Usinβ*. These coherent flow structures induce forces on the cylinder 
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whose peaks move at the speed of 93% of Usinβ*. Spatial positions of alternately 
generating vortex structures play a crucial role in determining the speed of a series of the 
force peaks. Therefore, the speed of a series of the force peaks is associated not only with 
the movement of coherent flow structures along the cylinder but also with their alternate 
shedding under oblique oncoming flow. 
An investigation of the moving force coefficients ( mxC  and myC ) in the local x and 
y axes was performed in the narrow band of their peak values. The upper figures of (a) 
and (b) in Figure 5.26 illustrate that a band of moving peak force coefficients is selected 
from the spatial-temporal distribution of xC  and yC  of Figure 5.17. The slope of the band 
is directly related to the speed of peak force coefficients at which they move along the 
cylinder axis. The figure implies that a series of forces move downward from the upper 
end (z/D = 0) to the lower end (z/D = 30) of the yawed and inclined cylinder with time. 
The lower figures of (a) and (b) reconstruct the arrangement from a diagonal to a 
horizontally straight configuration. The horizontal axis is non-dimensional time t
*
. The 
vertical axis of dz D  is the coordinate along the relative length of the cylinder in the 
chosen band. The origin of the coordinate ( 0)dz D   is centered in the band where 
maximum peak forces are developed and move with time. 
These demonstrations show that force peaks with finite correlation length generate 
and travel along the cylinder at a fixed speed downward that scales with the axial velocity 
component of the approaching flow. 
5.9.4 Frequencies of Forces 
The frequency spectra of the flow-induced forces were also investigated. For better 
understanding of the characteristics of the forces, two methods were used in measuring 
their characteristic frequencies; one was to calculate the PSD and dominant frequencies 
of force coefficients in the local x and y coordinates at a fixed position on the cylinder, 
and the other was to analyze the PSD and dominant frequencies of force coefficients 
which move along the cylinder in the spanwise direction of the local z axis. Both 20D and 
30D cylinders were used in this analysis of the forces.  
Figures 5.27 and 5.28 show the time histories and the PSD results of xC  and ,yC  
respectively. The spanwise locations for the analysis are z/D = 10 and 15 for the 20D and 
30D cylinders, respectively.  
The time history of xC  shows strong peaks as time elapses. They occur 
simultaneously when the amplitude of yC  reaches a maximum with a time interval of 
approximately * 30t   in the 20D cylinder. This phenomenon is observed when 
swirling flows pass the measuring points on the cylinder where the analysis is conducted. 
In the case of the 20D cylinder, the dominant reduced frequency of xC  is 0.033.  
Two peak reduced frequencies of 
yC  are 0.165 and 0.198, which are 5 and 6 times 
as high as those associated with .xC  The difference between two peak reduced 
frequencies in yC  is consistent with the peak reduced frequency in .xC  yC  behaves as if 
it is generated by beat phenomenon where amplitude reaches a maximum at a low 
frequency generated from the difference between two close, high frequencies. However,  
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Figure 5.26 Moving force coefficients ( 30 , 30 , 45L D       ) 
(a) Band of Cmx 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) Band of Cmy 
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this modulating amplitude of 
yC  results from multiple moving forces, which is induced 
by swirling flows. 
As compared to the 20D cylinder case, the range of the frequency components is 
relatively broad in the 30D cylinder because the frequencies vary due to less regular 
pattern of the forces over the cylinder with time. 
As shown in Figure 5.28(c), 
yC  has relatively low-frequency components in its 
increasing regions (i.e., the period of 
yC is relative long), but has high-frequency 
components in its decreasing regions after the maximum amplitudes (i.e., the period of 
yC is relative short). These maximum amplitudes of force coefficients occur when the 
swirling flows pass over the locations of the analysis (i.e., z/D = 10 for L = 20D and z/D 
= 15 for L = 30D in Figures 5.27 and 5.28). 
Figures 5.29 and 5.30 show the time history and PSD results of the space-
averaged force coefficient of 
xC  and ,yC  by averaging them over the whole cylinder 
length. Because the force coefficients of the yawed and inclined cylinder have fluctuating 
components with a finite correlation length (local peak pressures) and they move along 
the cylinder, spatial averaging of the force coefficients over the entire cylinder gives an 
erroneously low level of the fluctuations. This results from cancellations of the 
fluctuating values of force coefficients which are not in phase at different locations. 
xC  
and yC  vary their magnitude without noticeable change of its frequency as time elapses. 
While yC  has narrow range in the frequency domain, xC  shows a relatively scattered 
frequency spectrum.  
The spatial distributions of frequency components of xC  and yC  over the cylinder 
length are shown in Figure 5.31. Frequency spectra of Cx and Cy in the 20D cylinder are 
consistent over the full cylinder length. However, the 30D cylinder has comparatively a 
wide range of frequency distribution and local deviations of dominant frequencies over 
the cylinder length. They result from the variation of the peak reduced frequencies due to 
the swirling flows and their irregular merging and dividing phenomena along the 30D 
cylinder length with time.  
5.9.5 Frequencies of Moving Forces 
The frequencies of moving forces were also investigated in the 30D cylinder; the analysis 
of the 20D cylinder is not shown because the difference between both results is not 
noticeable. PSD analysis was performed in the selected band of the cylinder in Figure 
5.26.  
Figure 5.32 shows the moving force coefficients of mxC  and myC  with time and 
their frequency distribution over a selected band. The band width is approximately 5D. 
Figures 5.32(a) and (c) illustrate that the local, peak forces move along the cylinder with 
time at the middle of the band ( 0).dz D    
Compared to the relatively broad range of the frequency spectra of force coefficients ( xC  
and )yC  in Figures 5.27 and 5.28, the frequencies of moving force coefficients ( mxC  and 
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)myC  of Figure 5.32 exhibit a distinct characteristic. They have one dominant reduced 
frequency of 0.460 and 0.231 over the band in x and y axes, respectively when they travel 
along the cylinder. The dominant frequency in mxC  is twice as high as for .myC  This 
result implies that the moving forces are related to classical Karman vortices which shed 
alternately from both sides of the cylinder. 
As shown in Figures 5.32(b) and (d), the characteristic length of 
mxC  is less than 
2D along the cylinder as it moves, but an approximate length of 4D is subjected to 
myC  as 
it travels along the cylinder. The characteristic length of the moving forces is 
approximately two times larger for Cmy than for Cmx. 
The characteristics of the frequencies and the speed of the moving force peaks 
demonstrate that the phenomenon of moving forces is related to the coupled interaction 
of vortex shedding and an axial velocity component parallel to the cylinder. 
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Figure 5.27 Force coefficients Cx (β = 30º, θ = 45º) 
  (b) Reduced frequencies 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(L = 30D, z/D = 15) 
 
 
 
(a) Time history 
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(L = 30D, z/D = 15) 
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(L = 20D, z/D = 10) 
 
 
 
 
 
 
 
(c) Time history 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(L = 20D, z/D = 10) 
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Figure 5.28 Force coefficients Cy (β = 30º, θ = 45º) 
  (b) Reduced frequencies 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(L = 30D, z/D = 15) 
 
 
 
 
 
 
 
 
 
(a) Time history 
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  (d) Reduced frequencies 
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(c) Time history 
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Figure 5.29 Space-averaged force coefficients 
xC  (β = 30º, θ = 45º) 
  (b) Reduced frequencies 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(L = 30D, z/D = 15) 
 
 
 
 
 
 
 
 
 
(a) Time history 
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(L = 30D, z/D = 15) 
 
 
 
 
 
 
 
 
  (d) Reduced frequencies 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(L = 20D, z/D = 10) 
 
 
 
 
 
 
 
 
 
 
 
(c) Time history 
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Figure 5.30 Space-averaged force coefficients yC  (β = 30º, θ = 45º) 
  (b) Reduced frequencies 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(L = 30D, z/D = 15) 
 
 
 
 
 
 
 
 
 
(a) Time history 
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  (d) Reduced frequencies 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(L = 20D, z/D = 10) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Time history 
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Figure 5.31 Spatial distribution of frequency of force coefficients (β = 30º, θ = 45º) 
(a) Cx 
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Figure 5.32 Time history and frequency distribution of moving force coefficients 
( 30 , 30 , 45L D       ) 
(a) Time history of mxC  at 0dz D   
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(c) Time history of 
myC at 0dz D   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(d) Frequency distribution of 
myC  
 
 
 
 
 
 
 
 
 
(b) Frequency distribution of mxC  
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5.9.6 Correlation of Forces 
The spatial characteristics of forces on the cylinder length were investigated by the 
analysis of the spatial correlation of forces between locations. The procedure for 
calculation is summarized in Appendix D.  
Figure 5.33(a) demonstrates the spatial correlation of force coefficients xC  and yC  at z/D 
= 15 along the cylinder length. The abscissa denotes the non-dimensional cylinder length 
.z D  The ordinate represents a spatial correlation coefficient. The spatial correlation 
coefficient 
c ij  of two points at i and j, defined in Equation (D.3), is the time-average of 
the product of two fluctuation components of force coefficients at i and j divided by the 
standard deviations at i and j. Figure 5.33(a) shows that the positive correlation of 
yC  has 
wider distribution than that of xC . The fluctuation of correlation of xC  is higher along the 
cylinder, and the force coefficient xC  has strong negative correlation close to the based 
point of z/D = 15 in both upward and downward directions. 
Figure 5.33(b) shows the spatial correlation of moving force coefficients mxC  and 
myC  over a non-dimensional length dz D  (Figure 5.26). The reference point of the 
spatial correlation coefficient is located at 0dz D  . The negative value of dz D  in the 
figure indicates the location behind the moving peak force at 0,dz D   and its positive 
value specifies the location ahead of it in the direction of moving force. The strong 
correlation along the cylinder is distributed more widely in 
myC  than in mxC . The moving 
force coefficient mxC  also reveals asymmetric distribution of spatial correlation; positive 
and negative correlations are obtained in the ranges of dz D  from -1 to 0.7 and from 0.7 
to 1.5, respectively.  
5.9.7 Summary of Results 
The characteristics of the flow-induced forces are summarized in Table 5.3 in the 
case of a 30º yawed and 45º inclined 30D circular cylinder using the periodic conditions. 
The effective yaw angle (β* = 20.7º) and the stagnation point of the flow (γ = -22.2º) can 
be estimated by using the yaw and inclination angles of the cylinder under the flow. The 
major and minor axes of the flow-induced forces are consistent with the local y and x 
axes, respectively. 
The forces have one dominant low-frequency component (fr = 0.057) in the local x 
axis, and have relatively high-frequency components in the local y axis; the frequencies 
of Cy are several times as high as that of Cx. 
The moving forces, one of the remarkable features of this flow, have the speed of 
0.33U, which is 93% of the velocity components parallel to the cylinder axis (0.35U) of 
the oncoming flow. Moving forces show characteristics similar to that of Karman vortex 
shedding, The Cmx and Cmy have a dominant reduced frequency of 0.460 and 0.231 over 
the band in x and y axes, respectively. The dominant frequency in Cmx is twice as high as 
for Cmy. 
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Figure 5.33 Correlation of force coefficients ( 30 ,L D 30 ,   45  ) 
 
 
Table 5.3 Simulation results of a yawed and inclined cylinder (L = 30D, β = 30°, θ = 45°) 
Effective yaw angle, β* [°] 20.7 Axial speed of moving forces, (1) 0.33U 
Angle of attack, γ [°] -22.2 Axial velocity component of U, (2) 0.35U 
Angle of local y axis, θr [°] 88.8 Relative speed ratio, (1)/(2) [%] 93 
Avg. Cx 0.56 Avg. Cmx 0.64 
Avg. Cy -0.10 Avg. Cmy -0.09 
Std. dev. Cx 0.08 Std. dev. Cmx 0.07 
Std. dev. Cy 0.29 Std. dev. Cmy 0.40 
Reduced frequency of Cx 0.057 Reduced frequency of Cmx 0.460 
Reduced frequency of Cy 0.210 Reduced frequency of Cmy 0.231 
(a) Force coefficients 
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(b) Moving force coefficients 
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5.10 Mechanism of Generation of Flow-Induced Forces 
Based on the simulation results of the yawed and inclined cylinder, the mechanism of 
generating flow-induced forces was studied, and is illustrated in Figure 5.34. It illustrates 
that the flow structures of the peak forces locally generate and move around the yawed 
and inclined cylinder. The flow direction is out of the page with the downward velocity 
parallel to the cylinder axis. The direction of view in the figure is in the direction of 
negative local x axis from behind the cylinder (Figure 5.2(b)). Four figures are described 
at sequential times. 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Time 1                  (b) Time 2                  (c) Time 3                  (d) Time 4   
 
Figure 5.34 Illustration of generation of flow structures 
 
The mechanism on generating forces on the cylinder is described in the following. 
Oncoming flow beyond the separation line of the cylinder surface develops a rolled-up 
shear layer with a large spanwise velocity component. This swirling eddy grows and 
becomes a coherent flow structure of a finite length which has both vorticity and an axial 
velocity component parallel to the cylinder axis. This swirling flow develops from one 
side of the cylinder along its surface, moves obliquely to the center line, and eventually 
sheds. Immediately thereafter, a swirling flow structure in turn generates on the other 
side, moves to the cylinder axis, and sheds. They alternate in order such that the flow 
structure of “swirl 1” in Figure 5.34(a) develops from the lower surface of the cylinder, 
moves obliquely to the centerline, and sheds. That of “swirl 2” in Figure 5.34(b) comes 
from the upper surface, goes obliquely to the centerline, and sheds, and so on. The path of 
the alternate shedding swirling flow, therefore, has a “zigzagged” pattern along the 
cylinder axis with time; it was also illustrated in Figure 5.19. During this alternate 
shedding of the traveling swirling flows along the cylinder, intense low pressure in the 
swirling flows pulls in the vortex structures near the cylinder, delays their detachment, 
and generates growth in vorticity. This eventually induces moderately large localized 
forces on the surface of the cylinder.  
Since more than one traveling swirling flow develops in phase at spatial intervals 
along the cylinder, they generate periodic moving forces at a specific velocity. This 
regular pattern of multiple loadings is a potential source for low-frequency and high-
amplitude aerodynamic instability of a long cylinder oblique to the flow. 
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The existence of swirling flow plays an important role in generating forces on a 
yawed and inclined circular cylinder in the proposed mechanism. This is a typical three-
dimensional characteristic of the flow around the cylinder, which cannot be completely 
explained by the Cosine Rule because the rule is based on normal flow components to the 
cylinder. The details of the Cosine Rule are summarized in Appendix E. 
5.11 Summary 
Flows around a 30° yawed and 45° inclined circular cylinder were simulated using 3-D 
DES in order to investigate the characteristics of flow and the forces on the cylinder 
induced by the flow. 
For reliable numerical results, the effects of spanwise grid discretization, aspect 
ratio of a cylinder, and spanwise wall boundary condition were examined. The simulated 
flow field around the cylinder showed high sensitivity to spanwise grid sizes. The 
simulations did not give converged and grid-independent results with grid refinement 
because of the inherent 3-D DES characteristics. The local spanwise grid size of 
6z D   was employed in simulations. Two boundary condition of periodic and slip 
wall at spanwise walls were examined as well as spanwise cylinder length of 10D, 20D, 
and 30D. In the case of slip wall conditions, even the 30D cylinder showed that the flow 
field was significantly affected by the boundary conditions. In particular, the flow field 
behind the upper end of the cylinder was influenced most significantly. All cylinders with 
the periodic condition show reliable simulations without any significant influences of the 
flow by the boundaries, regardless of the aspect ratio. However, the flow field around the 
30D cylinder demonstrated less boundary-affected flow around the cylinder with time. 
The 30D cylinder with the periodic boundary conditions, therefore, enables simulations 
to reliably and efficiently predict the three-dimensional flow around a yawed and inclined 
circular cylinder of infinite extent. 
The 3-D DES simulations in this study showed the inherently three-dimensional 
flow around the yawed and inclined circular cylinder. Alternate shedding vortex, coupled 
with axial flow behind the cylinder, develops swirling flow with both rotation and axial 
velocity components. The swirling flow plays an important role in generating the three-
dimensional forces on the cylinder. This phenomenon results from the three-dimensional 
characteristics of the flow around a yawed and inclined circular cylinder and is not shown 
in the case of the flow normal to a cylinder. 
This study identified the mechanism of generating flow-induced forces on the 
circular cylinder oblique to the flow. The simulated results indicated swirling eddies 
grow from rolled-up shear layer flow and develop a coherent flow structure with vorticity 
and an axial velocity component. This swirling flow with a finite length moves obliquely 
to the centerline from the top and bottom of the cylinder in turn. While they move 
alternately along the cylinder at a specific velocity, the low pressure of the flow 
structures behind the cylinder delays the detachment of vortex structures and makes them 
stronger. A number of these traveling swirling flows at spatial intervals occur 
simultaneously along the cylinder, and generate moving force peaks in equi-spaced 
intervals on the cylinder. Therefore, the cylinder is subjected to multiple moving forces at 
spatial intervals, which can be the potential source of energy to begin to oscillate the 
cylinder at low frequency. The mechanism in this study demonstrates three-dimensional 
characteristics of the flow past the cylinder. It provides insight into understanding not 
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only the characteristics of flow-induced forces on a yawed and inclined circular cylinder 
but also fundamental information necessary to begin to understand flow-induced 
oscillations of that cylinder. 
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6. SIMULATIONS WITH 
DIFFERENT YAW AND INCLINATION ANGLES 
 
In this chapter three different yaw and inclination angles ( 15 , 30 , 45 ;      45 )    
and a normal angle ( 0   ; 0 )   of cylinders are used in the 3-D DES simulations of 
the flow around a cylinder. 
Based on the verified numerical conditions in the case of 30º yawed and 45º 
inclined circular cylinder of the previous chapter, the simulations employ spanwise 
spacing of / 6,z D   spanwise periodic boundary conditions and 30D cylinder length. 
The effect of the angle of the cylinder on the flow and the resulting forces are studied in 
the simulations. This study also examines the validity of a quasi-two-dimensional 
approximation, such as the Cosine Rule, to the three-dimensional flow around the 
cylinder. In addition, the numerical results is discussed with experimental data from 
Zurell (2004). 
 The study of simulation results from different angles provides more 
comprehensive understanding of the complex three-dimensional characteristics of the 
flow and the forces induced by the flow. 
6.1 Vortex Flow Structures around Cylinder 
The vortex flow structures around the cylinder (10D of cylinder length) normal to the 
flow and those around the yawed and inclined circular cylinders (30D of cylinder length) 
were investigated for comparison.  
Figure 6.1 shows vortex flow structures around the 30D cylinder with two 
different yaw and inclination angles ( 15   , 45   ; 45   , 45   ). Those of the 
normal cylinder and the 30° yawed and 45° inclined cylinder ( 30   , 45   ) are 
illustrated in Figures 4.20 and 5.15, respectively. 
In Figure 6.1, well-developed coherent vortex structures are visualized using the 
iso-surfaces of Q = 10,000 [s
-2
] of Equation (4.6). The flow direction is from left to right. 
The contour range for the iso-surfaces is from -300 to 300 [s
-1
] in the spanwise vorticity 
along the local z axis. The cases of yaw angles of 15º and 45º also showed the same 
phenomenon of vortex flow structures around the cylinder observed in the case of 30º 
yaw angle in the previous chapter.  
As compared to the simultaneous vortex-shedding along the cylinder normal to the 
flow (Figure 4.21), the vortex structures around the yawed and inclined cylinder (Figures 
5.15 and 6.1) shed not parallel to the cylinder axis, nor linearly oblique to it along the 
cylinder in all the cases of this study. The shedding of vortex flow structures is delayed at 
some locations over the oblique cylinder length, regardless of the angles of yaw and 
inclination of the cylinder. The shedding-delayed vortex structures are developed by 
intense low-pressure on the local surface of the cylinder. This low pressure is generated 
by swirling flows that have strong vorticity with axial velocity near the cylinder. 
Chapter 6 
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Therefore the swirling flows, induced by the flow oblique to a cylinder, play an important 
role in developing the three-dimensional and complex flow around the cylinder in the 
range of yaw and inclination angles used in this study. This inherent three-dimensional 
characteristic of the flow around a yawed and inclined circular cylinder is clearly 
exhibited in all angle cases of this study, and their comparison with angle is discussed in 
the following sections. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1 Vortex flow structures with angles ( 30L D ) 
(a) β = 15°, θ = 45° (t* = 412.5) 
 (b) β = 45°, θ = 45° (t* = 369.1) 
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6.2 Pressure Distribution on Cylinder Surface 
Pressures on the cylinder surface were examined according to different yaw and 
inclination angles. Figure 6.2 shows pressure coefficients on a cross-section of the 
cylinders for different yaw and inclination angles. In the case of the normal cylinder to 
the flow (Figure 6.2(a)), the flow goes from right to left. In the case of the yaw and 
inclined cylinder (Figures 6.2(b) to (d)), the direction of normal-to-cylinder velocity 
component Ucosβ* is from the left-bottom to the right-top. The parallel-to-cylinder 
velocity component Usinβ* is out of the page; it is not shown in the figures. The flow 
approaches the cylinder in a combined direction of both velocity components.  
The stagnation of the normal circular cylinder is located in the most upstream 
points (i.e., θr = 0º), and the major axis of maximum fluctuation of LC  is perpendicular to 
the stagnation line (i.e., θr = 90º). For the yawed and inclined circular cylinders, the 
locations of stagnation were calculated in the simulations as r  = 0.7°, -0.2° and 0.8° in 
the local coordinates according to the yaw angles of 15°, 30° and 45°, respectively; the 
inclination angle of 45º is fixed. From the estimation of stagnation based on the yaw and 
the inclination angles of the cylinder, the values of θr are zero in all cases. The location of 
θr = 0º is the position where the normal velocity component Ucosβ
*
 of the upstream flow 
faces the cross-section of the cylinder, as shown in Figure 5.2(b). The differences 
between numerical results and the calculations from the angles are, therefore, negligible.  
It implies that the location of stagnation of the flow can be predicted by the yaw and 
inclination angles of the cylinder under the flow.  
The major axes of the yawed and inclined cylinders from stagnation were located 
at 89.3°, 88.8°, and 88.0° with the yaw angles of 15°, 30°, and 45°. For all the cases with 
the angles in this study, it is observed that the stagnation and the major axis are 
perpendicular, regardless of the yaw and inclination angles. And the simulations also 
strongly suggest that the major axis of forces is consistent with the local y axis. The 
stagnation location and the major axis orientation of the cylinders with angles are 
summarized in Table 6.1. 
In comparison to the normal cylinder, the yawed and inclined cylinder has local 
intense pressure on the cylinder surface. The swirling flow with low pressure generates 
alternately from both sides of cylinder and moves to the leeward (i.e., θr ≈ 180º). It also 
has a finite spanwise length, and the alternately-generating pressure on the cylinder 
surface also move along the cylinder. This phenomenon is similar to that of alternately-
generating swirling flows along the cylinder. Both swirling flow and low pressure are not 
independent phenomena. Low pressure is generated on the surface of a cylinder where 
swirling flow develops. This indicates that the swirling flow is highly related to local 
minimum (negative peak) pressure, which can generate a local peak force. This 
phenomenon is shown in all cylinders in this study, regardless of the angles. 
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Figure 6.2 Pressure coefficients at maximum LC  in (a) and yC  in (b), (c), and (d)  
(dotted lines, averaged 
pC ; solid line, instantaneous pC ; negative, out of circle; positive, 
inside circle) 
 
 
 
 
(c) β = 30°, θ = 45° 
(z/D = 20.7, t
*
 = 299.7) 
(d) β = 45°, θ = 45° 
(z/D = 17.3, t
*
 = 281.4) 
(b) β = 15°, θ = 45° 
(z/D = 18.1, t
*
 = 358.7) 
(a) β = 0°, θ = 0° 
(Z/D = 4.9, t
*
= 149.7) 
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Table 6.1 Angles of different yaw and inclined cylinders  
Cases 
β = 0° 
θ = 0° 
β = 15° 
θ = 45° 
β = 30° 
θ = 45° 
β = 45° 
θ = 45° 
Effective yaw angle, β* [°] 0.0 10.5 20.7 30.0 
Angle of attack, γ [°] (Equation (5.2)), (1) 0.0 -10.7 -22.2 -35.3 
Angle of attack, γ [°] (simulation), (2) 0.0 -10.0 -22.4 -34.5 
Difference of (1) and (2) [º], (2) – (1) 0.0 0.7 -0.2 0.8 
Angle of major axis, θr [°], (3) 90.0 89.3 88.8 88.8 
Difference of major and y axes [°], 90º – (3) 0.0 0.7 1.2 1.2 
 
6.3 Characteristics of Flow-Induced Forces 
6.3.1 Spatial and Temporal Distribution 
The distributions of force coefficients of the cylinders with different yaw and inclination 
angles were studied in time and space. Figure 4.22 shows the spatial-temporal 
distribution of the flow-induced force coefficients DC  and LC  for the normal cylinder 
( 0 ,   0   ) in the streamwise and the cross-stream direction. In the case of the 30° 
yawed and 45° inclined cylinder ( 30 ,    45   ), the spatial-temporal distributions of 
xC  and yC  are shown in Figure 5.17 which are based on the local coordinates of Figure 
5.2. For two cases of different yaw and inclination angles ( 15 ,    45   ; 45 ,    
45   ), the visualizations of their force coefficients are in Figures 6.3 and 6.4. 
The vertical and horizontal axes in all figures are non-dimensional cylinder length 
and time, respectively. All force coefficients along the cylinder circumference were 
calculated based on the cylinder diameter D and the upstream flow velocity U. The result 
for the normal cylinder shows strong spatial correlation of force coefficients over the 
cylinder length with small deviations. Meanwhile, those of the yawed and inclined 
cylinders indicate that peak forces on the cylinder have a finite length and move 
downward along the cylinder as time elapses. In all cases of the different yaw and 
inclination angles, a number of the moving flow structures along the 30D cylinder length 
changes with time when they travel along the cylinder. The slope of the peak force 
coefficients (i.e., the speed of the forces moving along the cylinder) in the figures shows 
a consistent value with some deviations when the peak forces move with time. The 
effects of the angles on the slopes of the peak forces are highly dependent on the yaw and 
inclination angles of the cylinder. This will be investigated in Section 6.3.3. 
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Figure 6.3 Spatial-temporal distributions of force coefficients 
(L = 30D, β = 15°, θ = 45°) 
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Figure 6.4 Spatial-temporal distributions of force coefficients 
(L = 30D, β = 45°, θ = 45°) 
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6.3.2 Forces 
Statistical and FFT analyses were conducted on the force coefficients which were 
calculated at fixed positions on the cylinders with the different yaw and inclination angles. 
The statistical results of “position-fixed” force coefficients with the angles are 
tabulated and visualized in Table 6.2 and Figure 6.5, respectively. Since the simulations 
employed periodic conditions at the spanwise walls and statistical analysis used the 
results of fully-developed flow for more than 200 non-dimensional time (t
*
), the time-
averaged force coefficients have negligible spatial deviations along the cylinder length. 
As shown in Table 6.2 and Figure 6.5, the time-averaged force coefficient of xC  
decreases when the yaw angle increases. The negative magnitude of time-averaged 
yC  
slightly increases with increasing the yaw angles. The standard deviations of fluctuating 
components of the force coefficients are also shown in the table and the figures; the 
fluctuation of 
yC  decreases as the yaw angle increases but the deviations of fluctuating 
xC  are negligible with angles. 
 
 
Table 6.2 Characteristics of force coefficients with angles 
Case 
β = 0° 
θ = 0° 
β = 15° 
θ = 45° 
β = 30° 
θ = 45° 
β = 45° 
θ = 45° 
       Avg. Cx, (1)  0.65 0.63 0.56 0.51 
Avg. Cy 0.00 -0.06 -0.10 -0.16 
Std. dev. Cx 0.06 0.09 0.08 0.07 
Std. dev. Cy 0.34 0.30 0.29 0.26 
Avg. Cx from Cosine Rule, (2) 0.65 0.63 0.57 0.49 
Avg. Cx / Avg. Cx from Cosine Rule [%], (1)/(2) 100 100 99 105 
Peak reduced frequency of Cx, (3) 0.540 0.022 0.057 0.061 
Reduced frequency of Cx from Cosine Rule, (4) 0.540 0.531 0.505 0.468 
(3)/(4) [%] 100 4 11 13 
Peak reduced frequency of Cy, (5) 0.270 0.261 0.210 0.162 
Reduced frequency from Cosine Rule, (6) 0.270 0.265 0.253 0.234 
(5)/(6) [%] 100 98 83 69 
 
 
In order to investigate the validation of the Cosine Rule in the study, the 
predictions were performed by using the characteristics of the normal cylinder and the 
effective yaw angle *  of the oblique cylinder. The details of the procedures are 
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summarized in Appendix E. From Equation (E.7) in the Cosine Rule, the predicted force 
coefficient CR
xC  on the basis of upstream velocity U and the diameter D can be predicted 
as 
 *
2 *
0,
cosCRx x UC C    (6.1) 
where * 0,x UC    is the force coefficient in the local x  coordinate of a normal cylinder 
*( 0 )    under the flow with upstream velocity .U  Figure 6.5 shows the statistics of the 
flow-induced force coefficients and its prediction from the Cosine Rule of Equation (6.1) 
with regard to the different effective yaw angles. The figure indicates that the time-
averaged xC  is in good agreement with the predicted time-averaged xC  from the Cosine 
Rule along the effective yaw angles. 
The frequency distribution of xC  and yC  was investigated according to the 
different yaw and inclination angles. Predictions of reduced frequency of 
yC  from the 
Cosine Rule were also calculated by using effective yaw angles. The predicted reduced 
frequency CR
rf  on the basis of upstream velocity U and the diameter D can be derived 
from Equation (E.8) as follows: 
 *
*
0,
cosCRr r Uf f    (6.2) 
where * 0,r Uf    is the reduced frequency of force coefficient in a normal cylinder to the 
flow with velocity U .  
The spatial distributions in the frequencies of the force coefficient xC  and yC  
over the cylinder length are demonstrated for the cases of three different yaw and 
inclination angles in Figures 6.6, 6.7, and 5.31. As shown in Figure 4.26, the normal 
cylinder has one predominant frequency component over the cylinder length, but the 
yawed and inclined circular cylinder has a relatively broad range of frequency 
components over the length. The case of a small effective  yaw angle ( 15 , 45 )      
shows wide spectrum of frequency compared to the cases of high effective yaw angles.  
The PSD results in Table 6.2 reveal that the peak frequency of xC  of the yawed 
and inclined cylinder increases as the yaw angle increases. The value of peak frequency 
is much lower in xC  than in .yC  For the normal cylinder, however, the peak frequency of 
xC  is two times as high as that of .yC  Figure 6.8(a) clearly shows the tendency of xC  
with the effective angles in comparison to the prediction of the Cosine Rule. Therefore, 
the trend of xC  cannot be predicted by the rule in which the force coefficients are derived 
from those of the normal cylinder and the yaw angle. This discrepancy between them 
results from the fact that the flow around the cylinder is inherently three-dimensional. 
The peak frequencies of yC  of the yawed and inclined cylinder decrease with an 
increase of yaw angles. As shown in Figure 6.8(b), the trends for the peak frequencies 
along the angles are captured by the Cosine Rule, but the quantitative differences become 
larger with the yaw angle increasing. Specifically, deviations from the rule exceed 30% 
in the case of 45    and 45 .    
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Figure 6.5 Characteristics of force coefficients with angles 
 
Avg. Cx 
Avg. Cy 
Std dev. Cx 
Std dev. Cy 
 Cx from Cosine Rule 
*  [°] 
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Figure 6.6 Frequency distribution of force coefficient xC  with angles 
 
 
(a) β = 15°, θ = 45° 
(b) β = 45°, θ = 45° 
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Figure 6.7 Frequency distribution of force coefficient yC  with angles 
(a) β = 15°, θ = 45° 
(b) β = 45°, θ = 45° 
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Figure 6.8 Frequencies of force coefficients with angles 
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The correlation coefficients of xC  and yC  at 15z D   in the different yaw angle 
cases are compared in Figure 6.9. The widths of correlation coefficients of xC  show 
some deviation with angle, but those of 
yC  have small variations around the peak 
correlation coefficients. The results indicate that the correlation coefficients of xC  and 
yC  are not sensitive to the range of yaw angles employed in this study. 
6.3.3 Moving Forces 
Analysis of moving forces with local peaks was performed in order to characterize the 
flow-induced moving forces of the yawed and inclined cylinder with different angles. 
 The peak force coefficients were chosen over a range of approximately 5D on the 
cylinder length, and the width has a slope which corresponds to the velocity of the peak 
forces in the spatial-temporal distributions of force coefficients (Figures 5.26, 6.10, and 
6.11). The horizontal axis of the figures denotes the non-dimensional time *,t  and the 
vertical axis represents the non-dimensional length z D  and dz D  in the upper and the 
lower scale, respectively. 
The slopes of the moving force coefficients were estimated in the “ *t Z D ” plots of 
Figures 5.26, 6.10, and 6.11. Their slopes indicate the speeds of the moving forces in the 
parallel direction to the cylinder axis. In the study, the non-dimensional axial velocity 
*
axialU  from the upstream flow and the non-dimensional speed 
*
movingu  of the moving forces, 
summarized based on the effective yaw angles in Table 6.3, are defined, respectively: 
 *axial axialU U U  (6.3) 
 *
moving movingu u U  (6.4) 
where axialU  denotes the parallel-to-cylinder velocity component of the upstream flow 
with velocity ,U  and 
movingu  is the speed of moving forces. Figure 6.12 shows the trend 
of the non-dimensional velocities * *( , )axial movingU u  according to the effective yaw angles of 
the yawed and inclined cylinders. The speeds of moving forces along the cylinder axis 
( )movingu  become higher with an increase of yaw angles, and are approximately 90% of 
the axial velocity components of the upstream flow, as shown in Table 6.3. Their 
relationship supports the contention that the speed of moving forces scales with the 
velocity component parallel to the cylinder axis of upstream flow. 
The statistical characteristics of the moving force coefficients of mxC  and myC  
were also examined. Since there are no moving forces in the case of the normal cylinder, 
analysis for the three different angle cases was performed and the results are tabulated in 
Table 6.3. In comparison to the time-averaged moving force coefficients, the predictions 
from the Cosine Rule defined in Equation (6.1) are based on the time-averaged force 
coefficient of the normal cylinder and the effective yaw angle of the oblique cylinder. 
The time-averaged mxC  decreases as the yaw angle increases with the fixed inclination 
angle, and is in good agreement in the prediction from the Cosine Rule. The time-
averaged myC  increases in the negative direction with increasing yaw angle. The  
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Figure 6.9 Correlations of force coefficients with angles ( 15z D  ) 
(a) xC  
(b) 
yC  
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characteristics of the fluctuating components of the moving force coefficients are not sensitive to 
the angles in either the local x or y axis. The trends of the flow-induced moving forces with the 
yaw and inclination angles with regard to the effective yaw angles are demonstrated in  
Figure 6.13. 
 
In addition, the analysis of the flow-induced moving forces in frequency domain 
was conducted in the cases of the different angles. The time history and the results of 
PSD analysis of 
mxC  and myC  in the case of 30    and 45    are shown in Figure 
5.32, and for the other cases in Figures 6.14 and 6.15. 
The dominant reduced frequencies of mxC  and myC  from the simulations were 
compared to the estimated frequencies by the Cosine Rule of Equation (6.2). Because the 
prediction from the Cosine Rule is based on the position-fixed force coefficients of the 
normal cylinder, the rule cannot predict the oscillating forces which move along the 
cylinder axis. As shown in Figure 6.16, however, the tendencies of reduced frequencies 
of Cmx and Cmy along the angles are captured by the Cosine Rule with some deviations, 
which means that the frequency characteristics of Cmx and Cmy are similar to those of 
Karman vortex shedding. This result is also consistent with the characteristics of swirling 
flows, which develop with the combination of Karman vortex shedding and axial flows 
along the cylinder. 
The spatial correlations of the moving force coefficients with regard to angles are 
illustrated in Figure 6.17. The horizontal axis denotes the selected non-dimensional 
length zd/D on the cylinder where the moving forces are loaded. The ordinate represents 
correlation coefficients. 
The correlations of moving force coefficients, defined in Equation (D.3), show 
their dependencies between two positions of zd/D = 0 and an arbitrary point along the 
cylinder axis. As shown in Figure 6.17, the correlation coefficients of Cmx shows small 
deviation around at zd/D = 0 with angle. But their negative correlation increases as the 
yaw angles increase at the locations of positive zd/D where they are located ahead of peak 
forces. However, the correlation coefficients of Cmy are not noticeably sensitive to the 
angles of the yawed and inclined cylinders. 
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Table 6.3 Characteristics of moving force coefficients with angles 
Case 
β = 0° 
θ = 0° 
β = 15° 
θ = 45° 
β = 30° 
θ = 45° 
β = 45° 
θ = 45° 
Axial speed of moving forces, *
movingu  - 0.17U 0.33U 0.46U 
Axial velocity component of upstream flow, *axialU  - 0.18U 0.35U 0.50U 
Relative speed ratio, * */moving axialu U  [%] - 92 93 91 
Avg. Cmx, (1) - 0.76 0.64 0.60 
Avg. Cmy, (2) - -0.07 -0.09 -0.12 
Std. dev. Cmx - 0.07 0.07 0.07 
Std. dev. Cmy - 0.46 0.40 0.40 
Avg. Cx from Cosine Rule, (3) 0.79 0.77 0.69 0.59 
Avg. Cmx / avg. Cx from Cosine Rule [%], (1)/(3) - 100 93 102 
Reduced frequency of Cmx, (4) - 0.494 0.460 0.414 
Reduced frequency of Cx from Cosine Rule, (5) 0.540 0.531 0.505 0.468 
(4) / (5) [%] - 93 91 89 
Reduced frequency of Cmy, (6) - 0.251 0.231 0.207 
Reduced frequency of Cy from Cosine Rule, (7) 0.270 0.265 0.253 0.234 
(6) / (7) [%] - 95 91 89 
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Figure 6.10 Moving force coefficients (β = 15°, θ = 45°) 
(a) mxC  
 
 
 
(b) myC  
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Figure 6.11 Moving force coefficients (β = 45°, θ = 45°) 
(a) 
mxC  
 
 
 
 
 
 
(b) 
myC  
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Figure 6.12 Speed of moving forces with angles 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.13 Characteristics of moving force coefficients with angles 
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Figure 6.14 Time history and frequency distribution of Cmx with angles 
(b) β = 45°, θ = 45° 
 
 
(a) β = 15°, θ = 45° 
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Figure 6.15 Time history and frequency distribution of Cmy with angles 
(a) β = 15°, θ = 45° 
(b) β = 45°, θ = 45° 
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Figure 6.16 Frequencies of moving force coefficients with angles 
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Figure 6.17 Correlations of moving force coefficients with angles (zd/D = 0) 
(a) Cmx 
  (b) Cmy 
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6.4 Comparison with Experimental Data 
The results from the numerical simulations were compared to data from experiments. 
Because some experimental challenges should be appropriately treated in a laboratory for 
capturing the complex flow field around a yawed and inclined cylinder, such as current 
measurement limitation of unsteady three-dimensional flow and scale restriction for a 
highly slender cylinder in wind tunnels, there are very limited experimental data on fully-
developed flow and the relevant forces on the yawed and inclined circular cylinder. 
Figure 6.18 shows the time-averaged xC  of the present study and the experimental 
results from Zurell (2004). The effective yaw angles in the experiment were calculated 
from a variety of yaw angles with the fixed inclination angle of 54.7°. The force 
coefficients of the experiment were obtained by averaging them at the two points (from 
ring 2 and ring 4) of the cylinder because the force coefficients have their strong 
variations along the spanwise location in the axis of the cylinder (i.e., the local z axis) in 
smooth upstream flow. This phenomenon can be related to disturbed flow influenced by 
flow obstacles, such as the spanwise walls in a wind tunnel, or can results from relatively 
low spanwise aspect ratio of a cylinder compared with the velocity parallel to cylinder 
axis of upstream flow. 
As shown in Figure 6.18, the results in this study are located between those of Re 
= 264,000 and Re = 353,000; this is consistent with that in the normal cylinder case of 
Figure 4.31. This implies that the characteristics of the flow, simulated in DES in this 
study, are similar to those of turbulent flow in boundary layers. The turbulent boundary 
layer flow can be caused by smooth oncoming flow in the critical Reynolds number 
regime or by turbulent flow in the sub-critical regime. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.18 Comparison with experimental data with angles 
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6.5 Summary 
The characteristics of flow-induced forces for different yaw angles with the fixed 
inclination of the cylinder were investigated in comparison to those of the normal 
cylinder to flow. 
The stagnation line of the cylinder was weakly dependent on its yaw and 
inclination angles, and could be predicted by the angles of the flow direction and the 
cylinder axis. The major axis, related to maximum fluctuation of force, was located to the 
direction normal to the stagnation line, regardless of the angles. 
The position-fixed and the moving forces were examined in order to characterize 
their angle dependencies with respect to the forces on the cylinder. The speeds of moving 
forces were approximately 90% of the oncoming flow velocity component parallel to the 
cylinder axis. This parameter was not sensitive to the yaw and inclination angles. The 
time-averaged force coefficients of both xC  and mxC  decreased with the increase of the 
yaw angles, and could be captured by the Cosine Rule. The time-averaged force 
coefficients of 
yC and myC  increased the magnitude in the negative directions as the yaw 
angle increased. The fluctuations of both force coefficients were almost constant for xC  
and decreased for ,yC  respectively. 
The dominant frequency of 
yC  in its relatively broad range decreased with 
increasing angle, but the deviations from the Cosine Rule were shown significantly as the 
yaw angle became high. The dominant frequency of xC  was very low in comparison to 
that of 
yC  and increased with an increase of the yaw angle. In contrast, the predicted 
dominant frequency of xC  from the rule decreased with increasing yaw angle. But the 
predicted frequency of xC  remained twice as high as that for ,yC  irrespective of the 
angle. The significant difference clearly indicated that the Cosine Rule cannot accurately 
explain the three-dimensional flow around the yawed and inclined circular cylinder.  
Moving forces, developed by the three-dimensional flow, exhibited dominant 
frequencies when they traveled along the cylinder. The decreasing trend of the dominant 
frequency with the angles was in good agreement with the prediction from the Cosine 
Rule. This indicates that the frequencies of the moving forces are strongly related to 
Karman vortex shedding. 
The correlations of force coefficients showed small deviations with the increase of 
the yaw angles, and the range of correlation were broader in yC  than in .xC  xC  had 
negative-correlated forces at both sides of a positive-correlated part. In terms of the 
correlation of moving forces, the sensitivity to yaw angle was negligible for .myC  But 
small deviations in the correlation of mxC  were shown with yaw angle, especially in the 
location ahead of the moving forces on the cylinder. The length of strong correlation on 
the cylinder was longer in Cmy than in Cmx, regardless of the angle. 
From the results of the simulations with the different yaw and inclination angles, it 
was found that the flow-induced forces on the yawed and inclined circular cylinder have 
consistent three-dimensional characteristics in the range of all angles used in this study. A 
quasi-two-dimensional approximation such as the Cosine Rule cannot provide the 
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inherently three-dimensional characteristics of the aerodynamic forces on a yawed and 
inclined circular cylinder generated by highly complex flow around the cylinder. 
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7. SUMMARY, RECOMMENDATIONS, AND CONCLUSION 
 
7.1 Summary 
In this report, investigation of the characteristics of flow and the resulting forces on a 
yawed and inclined circular cylinder has been presented. This study was motivated by 
insufficiently well understood stay-cable vibrations with low frequency and high 
amplitude, which are significant in relation to structural safety and serviceability 
problems in cable-stayed bridges. Experimental and analytical studies around the world 
have been conducted to mitigate the problem, but optimal solutions have not been 
developed to date due to the lack of fundamental understanding of the aerodynamic and 
aeroelastic excitation mechanism of cable stays. In order to investigate the aerodynamic 
characteristics of the stay-cables under wind, this study applied a numerical approach to 
characterizing the flow and the associated forces on a yawed and inclined circular 
cylinder. This computational study employed 3-D Detached Eddy Simulation to simulate 
the flow reliably and efficiently. 
Aerodynamic and aeroelastic phenomena in wind engineering were summarized in 
Chapter 2 to provide fundamental background for the present research. Previous studies 
of cable vibrations and their corresponding excitation mechanisms in the literature were 
also reviewed. 
Chapter 3 summarized fundamentals of computational wind engineering. The 
governing equations in fluid dynamics and turbulence models were reviewed. It is 
important to understand the characteristics of flow and performance of numerical 
schemes in order to realistically simulate the flow. The balance of accuracy and 
efficiency in computational simulations, which is dependent on computational resources 
and expected resolution level of the simulated flow, is also a significant issue. A real stay 
cable in a cable-stayed bridge is very long (i.e., very high aspect ratio of length to 
diameter), and flow for the onset of the vibrations has been reported to be in high but at 
sub-critical Reynolds number. The flow around the cable surface plays an important role 
in developing forces on the cable. Therefore, simulation of the flow around a yawed and 
inclined circular cylinder required fine spatial and temporal discretizations corresponding 
to the high velocity gradient near the surface, and also needed a large computational 
domain for the high spanwise aspect ratio. A hybrid turbulence model, Detached Eddy 
Simulation, used in this study made it possible to simulate the flow reliably at a 
manageable computational cost. 
A verification of numerical conditions using 2-D RANS and 3-D DES was 
described in Chapter 4 for flow normal to a circular cylinder. In DES, the flow region 
near a wall is treated in the RANS mode, whose solution becomes converged with grid 
refinement. 2-D RANS efficiently verified the effects of two-dimensional grid 
refinements, timesteps, and numerical schemes on the simulated results through 
investigation of the characteristic variables of the flow and the resulting forces, such as 
the Strouhal number, pressure distribution, and streamwise velocity behind the cylinder.  
Chapter 7 
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The three-dimensional effects of spanwise grid sizes were also examined using the 
3-D DES results. Due to a grid-dependent DES characteristic, grids at appropriate scales 
are known to be necessary to predict accurately the three-dimensional flow in the 3D-
DES. This grid-dependency was also observed in the results of 3-D DES in this study. 
While the simulations with the coarse spanwise grids exhibited characteristics of two-
dimensional flow, the fine spanwise grids overestimated the instability in the flow. 
Therefore, appropriate grid spacing in the spanwise direction (i.e., the medium spanwise 
grids in this study) was employed in order to predict the characteristics of flow more 
reliably.  
Two spanwise aspect ratios of the cylinder (4D and 10D) were employed with 
periodic spanwise wall boundary conditions in this study. The simulation of the 10D 
cylinder better exhibited three-dimensional characteristics, such as vortex dislocation, 
than that of the cylinder of length 4D. 
Since the three-dimensional flow field around a cylinder is affected by the coupled 
effect of the spanwise boundary condition and the aspect ratio of the cylinder, the effect 
of slip wall spanwise boundary condition was also studied in the 10D cylinder. The 
characteristics of the flow did not show significant differences between periodic and slip 
spanwise boundary condition cases. 
Verification of the simulated results in this study was used to minimize numerical 
errors associated with spatial/temporal discretization, dependence on computational 
schemes, and effects of numerical conditions associated the spanwise direction while 
minimizing computational cost. Therefore, a reliable and affordable DES with 
appropriate numerical details was thus developed for simulation of flow around a circular 
cylinder. 
The numerical results of the normal cylinder flow in the 3-D DES were compared 
to previous experimental and numerical results reported in the literature. The validation 
showed that the characteristics of the flow at 5Re 1.4 10   in the simulations were in 
good agreement with those of a real incoming turbulent flow at the same Reynolds 
number in the sub-critical regime and with those of an oncoming laminar smooth flow in 
the critical regime. This characteristic resulted from the inherent properties of DES; the 
upstream flow in DES has turbulent viscosity, which leads to a turbulent boundary layer 
flow near the cylinder before flow separation from the cylinder. The turbulent boundary 
layer flow results in the transition from laminar to turbulent separation of boundary layer 
flow on the cylinder. 
Flow around a 30º yawed and 45º inclined circular cylinder was described in 
Chapter 5. The flow simulations around the cylinder employed the same numerical 
conditions that had been obtained from the verification of the normal cylinder in the 
previous chapter (i.e., spatial/temporal refinements and numerical schemes). The 
characteristics of the flow oblique to a cylinder, however, are complicated, and are 
significantly different from those of a normal cylinder flow. They were strongly related to 
swirling flows with rotating and axial velocity components. 
In order to examine the complex, three-dimensional flow around the cylinder, the 
simulations employed three spanwise cylinder lengths (10D, 20D, and 30D) in 
combination with different spanwise boundary conditions and spanwise grid sizes. In the 
case of the slip condition on spanwise wall boundaries, flow around the cylinder was 
significantly influenced by the boundary condition, independent of the cylinder lengths. 
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In particular, disturbed flow structures were observed behind the upper/upstream end of 
the cylinder. The simulations using the periodic boundary conditions resulted in well-
developed flow structures around the cylinder in all the cylinder lengths. However, the 
flow field around the 30D cylinder was less influenced by the periodic boundary 
conditions than those of the 10D and 20D cylinders. The effect of spanwise grid spacing 
on the flow around the 10D cylinder was also investigated. Similar to the results of the 
normal cylinder in the previous chapter, the investigation also confirmed that an 
appropriate grid size is necessary in 3-D DES. 
In-depth investigation of the flow showed that flow around a yawed and inclined 
circular cylinder is highly three-dimensional. The vortex lines were not straight, nor 
linearly oblique to the cylinder axis. Vortex shedding of the flow was intermittently 
delayed along the cylinder where intense low pressure is generated near the cylinder 
surface. This phenomenon could be explained by the existence of swirling flows, which 
play an important role in developing intense low pressure on the local surface of the 
cylinder. They were clearly observed through the flow visualizations using vortex 
structures, streamlines, pressure on the surface, and swirl. 
The pressure distribution on the cylinder was studied as well. From the 
observation of instantaneous pressures on the surface at sequential times, it was found 
that much lower pressures on the local surface generated alternately from both sides of 
the cylinder while moving along it. This observation also supports the existence of 
swirling flows. 
In the analysis of forces on the cylinder oblique to the flow direction, local 
coordinates (x, y, z) were employed as well as global coordinates (X, Y, Z). The flow-
induced forces had peaks of finite length, occurring in spatial intervals along the length of 
the cylinder and moving at a fixed speed. While a few peak frequencies were observed in 
the force coefficient (Cy) of the local y axis, the force coefficient (Cx) in the local x axis 
had a significant low-frequency component, which was consistent with the difference of 
two peak frequencies of Cy. The behaviors of Cx and Cy resulted from multiple alternate 
swirling flows, which moved in equi-spaced intervals along the cylinder. This result 
supports the assertion that the peak forces on the cylinder are strongly related to the 
swirling flows. 
Investigation of “moving forces” provided better understanding of the 
aerodynamic characteristics of the forces generated by the three-dimensional flow. The 
speeds of the moving peak forces were approximately 90% of the velocity component 
parallel to the cylinder axis of the oncoming upstream flow. The moving force 
coefficients (Cmx and Cmy) had one dominant frequency for the fluctuations in the x and y 
axes, respectively when they traveled along the cylinder. The dominant frequency of Cmx 
was twice as high as for Cmy. This result implies that the moving forces are related to 
classical Karman vortices, which shed alternately from both sides of the cylinder. This is 
an inherently three-dimensional characteristic in the flow around a yawed and inclined 
circular cylinder. 
According to the proposed mechanism for generating flow-induced forces on the 
cylinder in this study, swirling flow induces moderately large localized forces on the 
surface of the cylinder. Because more than one traveling swirling flow develops in phase 
at spatial intervals along the cylinder, it generates periodic moving forces at a specific 
velocity. This regular pattern of multiple loadings is a potential source for low-frequency 
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and high-amplitude aerodynamic instability of a long cylinder oblique to the flow (e.g., a 
stay cable in a cable-stayed bridge). 
In Chapter 6, three-dimensional characteristics of the flow were investigated with 
respect to different yaw angles with a fixed inclination angle of a cylinder. The angle 
effects of the cylinder on the forces were also examined in the time and space domains. 
As yaw angle increased, the peak frequency of Cy deviated from the prediction by the 
Cosine Rule. The dominant frequency of Cx had a relatively low-frequency component 
and increased with yaw angle, which could not be predicted by the rule. The comparison 
results between the simulations in this study and the rule indicated that the three-
dimensional characteristics of the aerodynamic forces cannot be explained by a quasi-
two-dimensional approximation, such as the Cosine Rule. 
The investigation of the moving local force peaks was performed with different 
yaw angles. The speeds of moving force peaks became higher with increasing yaw angles, 
but were always approximately 90% of the cylinder-spanwise velocity components of 
upstream flow, regardless of the yaw angles used in this study. All cases considered 
herein showed that the moving forces have one dominant frequency in the x and y axes, 
and that the frequency of Cmx is twice as high as for Cmy. The frequencies of moving 
forces were in good agreement with those predicted from the Cosine Rule. 
7.2 Recommendations for Future Work 
The numerical simulations of the flow around a yawed and inclined stationary circular 
cylinder presented herein have provided significant new insights on aerodynamic 
characteristics of flow and the resulting forces. However, extensive work still remains to 
be done for a more comprehensive understanding of the excitation mechanism of stay-
cable vibrations in cable-stayed bridges. The following issues have not yet been 
investigated, but are related to the mechanism of a stay-cable vibration: 
• Aeroelastic behaviors of a stay cable under wind should be investigated. 
Aerodynamic forces were considered in the cases of a stationary cylinder in this 
report. The characteristics of flow-induced forces on a fixed cylinder can identify 
the aerodynamic instability associated with the oscillation, but are not able to 
predict the aeroelastic phenomenon if the cylinder is free to move and if this 
movement strongly interacts with wind. Numerical aeroelastic investigation needs a 
simulation technique which enables the cylinder to move in a computational 
domain. 
• The influence of Reynolds number on the flow-induced forces should be 
considered; in the numerical simulations herein the turbulent separation of the flow 
was erratically fixed. However, the forces on a yawed and inclined cylinder are 
likely very sensitive to the separation, which can be significantly influenced by 
Reynolds number as well as many other parameters: the angle between the cylinder 
axis and the flow direction, the turbulence intensity of oncoming flow, the surface 
roughness on the cylinder, the wet condition on the cylinder surface and its 
corresponding separation angle. Though swirling flows can still play an important 
role in generating the forces in all cases, the effect of Reynolds number could 
notably affect the characteristics of the forces, such as the main direction of forces 
and their relative magnitudes. 
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• The role of rain in the excitation mechanism should be investigated; only a dry-
surfaced cylinder was considered in this study. The effect of rain on a stay-cable 
vibration has been a controversial subject. The flow and its aerodynamic and 
aeroelastic forces could be influenced by rain-related parameters, such as the 
wetness of the cylinder surface, water rivulets on the surface, and the rain intensity. 
It would be a challenge to develop a computational model that is able to predict the 
formulation of rain rivulets and their movements under wind as multi-phase flow.  
• The real profile of wind velocity toward a stay cable should be considered. A 
uniform velocity was assigned in the simulations of this study. But since a real stay 
cable is installed between a deck and a pylon in the atmospheric surface boundary 
layer flow, the wind velocity is not uniform but increases along the height with 
turbulent fluctuations. The interaction of the forces on the stay cable, which are 
induced by wind speeds changing with height and turbulence, can improve 
explaining in detail the phenomena of cable oscillations. The periodic boundary 
condition at the spanwise walls does not work in a non-uniform wind velocity 
profile. A much higher aspect ratio of the cylinder should be employed in this 
simulation. 
7.3 Concluding Remarks 
The goal of this report was to investigate the characteristics of flow and associated forces 
on a yawed and inclined circular cylinder, and finally to improve the understanding of 
aerodynamic phenomena of a very slender cylinder, such as a stay cable in a cable-stayed 
bridge. 
 The first objective in achieving this goal was to simulate reliably the flow around 
a circular cylinder at high Reynolds number with a manageable computational cost. 
Through the process of verification and validation in the flow around a normal and an 
oblique cylinder using the 2-D RANS and 3-D DES techniques, the well-developed flow 
around the cylinder was successfully simulated.  
The second goal was to understand the aerodynamic characteristics of the flow 
and associated forces on a yawed and inclined circular cylinder, and to identify the 
mechanism for generating the forces on the cylinder. In-depth investigation of the flow 
around the cylinder showed that swirling flows play an important role to generating 
forces developed by the three-dimensional flow around the oblique cylinder. The multiple 
traveling swirling flows develop in phase at spatial intervals along the cylinder, they 
generate periodic moving forces at a specific velocity. Therefore, the cylinder is 
subjected to multiple moving loads, which can be a potential source of energy to begin to 
oscillate a long cylinder oblique to the flow at a low frequency. 
The final objective was to investigate the flow and the associated forces of the 
cylinder with its different yaw and inclination angles. It was found that the aerodynamic 
characteristics result from inherently three-dimensional flow around the cylinder, and that 
they cannot be precisely explained by a quasi-two-dimensional approximation such as the 
Cosine Rule. The successful achievement of the goals in the study made it possible to 
better understand the complex, inherently three-dimensional flow, and the resulting 
aerodynamic forces on a circular cylinder oblique to the flow. 
While there have been many efforts to investigate the aerodynamic characteristics 
of flow around a cylinder, this body of work is, to the author’s knowledge, the first 
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numerical study to focus on the three-dimensional characteristics of the fully-developed 
flow at high Reynolds number around a yawed and inclined circular cylinder, and on the 
generation mechanism of the flow-induced forces on the cylinder. This study 
demonstrates a great contribution for improved understanding of the complex, three-
dimensional aerodynamic characteristics of the flow and the flow-induced forces, and 
provides insight into the fundamental instability of wind-induced cable excitation. It can 
be directly applied to circular cylindrical structures under oblique flow such as electrical 
transmission lines under oblique wind and marine structures under inclined currents. 
Furthermore, this fundamental study can also expand application to any elongated bluff 
bodies under flow in three-dimensional environments. 
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APPENDIX A: CABLE DYNAMICS 
A classical vibrating string problem has been a fundamental topic in the structural 
dynamics of a continuous elastic system. A cable can be simply modeled as a linear 
system which is described by a second-order partial differential equation. However, the 
behavior of a cable can be more complex due to the flow-cable interaction as well as the 
non-linearity of the geometry and the materials of a cable. 
The fundamental concepts of cable dynamics, which are associated with the 
vibration of a cable, are summarized; this review is based on Hodges and Pierce (2002). 
A uniform string of initial length 
0l  is stretched in the x direction between the 
walls by the distance 
0( )l l  in Figure A.1. The transverse displacement ( , )v x t  is 
considered small under high string tension T .  
Figure A.1 shows a string of a differential length to describe the dynamic behavior of the 
system subject to forces. The equation of motion in the transverse direction can be 
derived from Newton’s second law that the resultant force on the differential element is 
equal to its mass times the acceleration of its mass center. Thus the equation is 
  
2
2
sin
v
T m
x t

 

 
 (A.1) 
where m  is the mass per unit length. The term of sin  can be estimated as: 
 
1
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1
v
e x



 
 (A.2) 
From (1 )ds e dx  , the elongation e  is 
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 (A.3) 
Since the tension T is considered constant over the length and e << 1, the 
governing equation for string vibration is 
 
2 2
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v v
T m
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 (A.4) 
 
 
 
 
 
 
 
 
Figure A.1 Schematic of a vibrating string 
156 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A.2 Element of a free vibrating string 
 
This is the wave equation and it describes the structural dynamic behavior of the string in 
conjunction with the boundary conditions below. 
 (0, ) ( , ) 0v t v l t   (A.5) 
Since the equation of the motion is of second order in time and space, two initial 
conditions as well as two boundary conditions of Equation (A.5) need to be specified. 
 By using separation of variables, the governing equation of a string can be 
transformed from a partial differential equation with two independent variables to two 
ordinary differential equations. Finally the total displacement of the string is represented 
as the summation of its modal contributions; it consists of mode shape ( )x  and 
generalized coordinate ( ).t  
 
1
( , ) ( ) ( )n n
n
v x t x t 


  (A.6) 
where the n-th mode shape ( )n x and generalized coordinate ( )n t are defined below. 
 ( ) sinn
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 (A.8) 
The n-th mode generalized coordinate of Equation (A.8) has two constants nA  and nB  
which are determined by initial conditions. 
Each mode of a string without external forces has its own unique frequency n  
which is known as “natural frequency” and the n-th natural frequency can be represented 
below. 
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n
n T
l m

   (A.9) 
The equation of motion for a damped system subject to external excitation is given 
by 
 ( ) ( ) ( ) ( ) ( ) ( ) ( , )m x v t c x v t k x v t p x t    (A.10) 
where ( )m x , ( )c x , ( )k x  and ( , )p x t  represent the mass, the damping, the stiffness, and 
the external loading of the system, respectively. 
By multiplying the m-th mode shape of ( )m x in both hands of Equation (A.10), 
the orthogonality of the mode shapes leads to a generalized equation of motion of a string 
under external forces in terms of time t . The n-th mode generalized equation is 
 * * * *( ) ( ) ( )n n n nm t c t k t p      (A.11) 
where the n-th mode generalized mass *
nm , damping 
*
nc , stiffness 
*
nk , and force 
*
np  are 
defined, respectively, below. 
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 (A.12) 
Solution to the generalized coordinate of the n-th mode ( )n t  can be conducted 
using the initial conditions. The total displacement ( )v t  is determined by adding the 
contributions of all the modes of Equation (A.6). 
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APPENDIX B: SPALART-ALLMARAS DES TURBULENCE MODEL 
The Spalart-Allmaras (S-A) one-equation model (Spalart and Allmaras 1992), which is 
considered one of the most accurate one-equation models for turbulence, solves a single 
model transport equation for a new variable   related to the turbulent viscosity T .   
The S-A model in the DES approach provides the conventional RANS-based eddy 
viscosity in the boundary layer and the modified LES-based one outside the boundary 
layer. Spalart et al. (1997) suggested DES length scale d  instead of distance to the 
closest wall d  from the standard S-A model. The new length scale is defined as: 
 
DESmin( , )d d C   (B.1) 
where  , defined by max( , , )x y z     , is the maximum grid spacing in the three-
dimensional structured grid cell, and the adjustable constant DESC  is recommended as 
0.65 for homogeneous turbulence by Shur et al. (1999). The model functions as a RANS 
model where d d , and works as a subgrid-scale model where DES .d C   Therefore, 
the behavior of the model is controlled by grid spacing. 
 The turbulent viscosity equation of the S-A model is 
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From the above equation the turbulent kinematic viscosity is determined by 
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where   is the molecular viscosity. The modified vorticity S , related to the magnitude of 
vorticity S , is defined as 
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 (B.4) 
The wall destruction function wf  is 
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The closure coefficients are given by 
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 (B.6) 
The first term and the last term in the right-hand side of Equation (B.2) are related to 
production and destruction of turbulent viscosity. When the production and destruction 
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terms of the model are balanced, the length scale d  yields a Smagorinsky eddy viscosity 
and DES acts similarly to LES. 
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APPENDIX C: SOLVER DESCRIPTION OF WIND-US CODE 
The WIND-US code (Bush 1988) uses the Navier-Stokes equations in a computational 
generalized coordinate domain ( , , )   which are transformed from those (Equation 
(3.5)) in a physical Cartesian coordinate domain ( , , ),x y z  and the forms are given by  
 
t      
      
     
      
Q E F G R S T
 (C.1) 
where the vector Q  is related to conservative terms, the vectors E , F , G  contain the 
terms associated with the transformed convection, and the vectors R , S , T  have the 
transformed viscous and heat flux terms. 
The finite-volume based WIND-US code uses the integral equation for the 
conservation statement from the governing equation (Equation (C.1)): 
  
V S V
d
dV dS dV
dt
         Q u g Q D n P  (C.2) 
where u  is the velocity vector, g  is a known velocity vector for the cell face, n  is the 
surface normal vector with positive direction out of the volume, V  is the control volume, 
S  is the control surface, and P  is the external force vector. D  is the vector of non-
convective terms which consist of inviscid D
I
 and viscous components D
V
: 
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I V
D D D I τ
u I u τ q
 (C.3) 
where I  is the identity matrix whose components are Kronecker delta function 
ij , τ  is 
the viscous shear stress matrix, and q  is the heat flux vector.  
The integral equation (Equation (C.2)) can be transformed from a strong to a weak 
form by approximating the integral of the surface and the volume below: 
 ˆ
V
dV V Q Q Q  (C.4) 
 ˆ
V
dV V P P P  (C.5) 
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f
fS
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where nf  represents the number of faces in a control volume. 
Substituting the above approximations into the integral equation (Equation (C.2)), 
the finite-volume formulation yields a first-order, nonlinear, ordinary differential 
equation for which various numerical methods exist for solution. 
  
ˆ
ˆ ˆ ˆd
dt
  
Q
R P F  (C.7) 
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For the left-hand side of Equation (C.7), an implicit time-marching operator can 
be specified e.g., point Jacobi, Gauss-Seidel, and MacCormack modified approximate 
factorization. As time-marching scheme, the Euler method and multi-stage Runge-Kutta 
method are available. The Newton iterative method can also be used for performing sub-
iterations in a timestep. 
Central and upwind schemes with accuracy from first to fifth order are available 
for the convective terms on the right-hand side of Equation (C.7), and the second-order 
central scheme is used for the viscous terms. 
162 
APPENDIX D: CORRELATION OF FORCE ON  
SLENDER STRUCTURES 
 A long and slender structure with a constant cross-section can be subjected to fluctuating 
forces induced by flow along its spanwise length. The forces from different positions 
might work in phase, out of phase, or between. Therefore, the spatial correlation of forces 
on a structure plays an important role in structural engineering.  
The procedure of calculating correlation of forces is herein summarized based on Holmes 
(2001). Consider a slender and prismatic structure with length L which has N  segments 
with its width ,y  as shown in Figure D.1. Under the assumption that the deviation of a 
fluctuating force is the same all the segments, the forces can be separated into a time-
averaged and a fluctuating component with a zero mean. The total force ( )if t  acting on 
segment i  can be described in the following: 
 ( ) ( )i i if t f f t
   (D.1) 
where f  and xf   are denoted to a time-averaged and fluctuating component of total force 
on the i-th segment, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure D.1 Sectional force fluctuations on a slender structure (Holmes 2001) 
 
The total time-averaged force F acting on the whole body is obtained from the 
summations of segmental time-averaged forces along the length: 
 
0
L
i i i iF f dy f y   (D.2) 
From the fluctuating forces on a structure, the spatial correlation coefficient for 
fluctuating forces at two points along a cross-section can be obtained. 
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where ( ) ( )i jf t f t   is the time-averaging of product of fluctuating forces at position i and j, 
which is also known as covariance between two forces, and 
if
  is the standard deviation 
of fluctuating forces at position i. The calculations of both terms are explained in the 
following: 
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APPENDIX E: NON-DIMENSIONAL COEFFICIENTS AND  
COSINE RULE 
 Typical methods are introduced herein in determining the non-dimensional coefficients 
of a cylinder oblique to flow. The non-dimensional parameters include force coefficients 
and the reduced frequency which are defined in Equations (2.3) and (4.5). These 
parameters can be changed according to the reference variables such as reference length 
and reference velocity. Figure E.1 shows the sketch of a circular cylinder with an 
effective yaw angle of *  under flow. The cylinder has a length of L  and a diameter of 
D . The velocity of upstream flow is U, and the normal velocity component of the 
upstream flow is *cos .U   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure E.1 Sketch of a cylinder with an effective yaw angle of *  under flow of velocity 
U  
 
Two coefficients (force coefficient xC  and its reduced frequency rf ) of 
the * yawed cylinder are summarized from the following approaches (where x is the 
arbitrary axis): 
 
1) Non-dimensionalization based on approaching velocity U  and the diameter of a 
cylinder D : 
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2) Non-dimensionalization based on approaching normal velocity *cosU   and the 
diameter of a cylinder D : 
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where * *, cosx UF    denotes the force in the x  coordinate of a 
* yawed cylinder under a 
normal velocity component *cosU  , and * 0,x UF    is the force in the x coordinate of a 
normal cylinder *( 0)   to the flow whose approaching velocity is U . The frequency of 
a force coefficient is denoted to * *, cosUf    for the cylinder with a yaw angle of 
*  under 
its normal velocity component of *cos .U   
The Cosine Rule can predict the characteristics of a yawed circular cylinder from 
those of a normal cylinder. It is valid until the assumptions of Cosine Rule are 
appropriate. Two assumptions of the Cosine Rule are defined as: 
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The first assumption of Equation (E.5) is that the force coefficient of a * yawed 
cylinder based on the normal velocity *cosU   and the diameter D  is consistent with 
that of a normal cylinder from the velocity U  and the diameter .D  The second of 
Equation (E.6) is that the reduced frequency of a * yawed cylinder from the normal 
velocity *cosU   and the diameter D  is the same as that of a normal cylinder from the 
velocity U  and the diameter .D  
Under these assumptions, the Cosine Rule can predict the force coefficient and its 
reduced frequency of a * yawed cylinder on the basis of those of a normal cylinder. 
3) Predictions from the Cosine Rule based on U  and D : 
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4) Predictions from the Cosine Rule based on *cosU   and D : 
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where the frequency of * 0,Uf    is for a normal cylinder 
*( 0)   with the flow of 
upstream velocity U . 
According to the reference velocity and the reference length, the two predictions 
from the Cosine Rule are related by: 
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