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ABSTRACT
A general class of regression models for ordinal and ordered 
categorical response variables was developed by McCullagh (1980). These 
regression models are known as threshold models. The models supply the 
most appropriate technique to analyse ordinal or ordered categorical response 
variables as documented by a growing number of recently published papers 
on this topic.
However, in practice, observations are often obtained on the same 
subject or within a cluster. Therefore, the threshold models for such ordered 
or discrete data involve subject or cluster components considered to be 
randomly selected from some distribution.
The aim of this thesis is to develop variance component models for 
ordered and discrete response data based on the generalized linear mixed 
model (GLMM).
The GLMM approach is further extended for correlated random 
components. Simple expressions for the ML and REML estimators of the 
parameters, variance components and their information matrix are obtained. 
These expressions are then used in application of the GLMM to the random
component models for ordered and discrete data. In addition, the GLMM 
approach provides the prediction of random components that is of the 
particular interest in some applications.
Various random component models involving different structures of 
variance-covariance matrices are introduced for the ordered and discrete 
response data. These random component threshold models are applied to 
dairy produce data, arthritis clinical data, methadone program data, skin 
condition data, skin disorder data, respiratory disorder data, map data and to 
frequency data for a medical procedure data. It is shown that the GLMM 
approach demonstrates a great potential to analyse different ordered and 
discrete response data.
Moreover, it is found that threshold models are useful techniques to 
analyse problems where the response variable is often zero and count 
response data, when the number of different non-zero observations is not 
large, or they can be grouped into classes 0, 1, ...,M.
The performance of the GLMM approach is also studied through 
simulation technique for the different random component threshold models.
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CHAPTER ONE
INTRODUCTION
Investigation of variability in data, and relating the variability to 
explanatory or regression variables, has been a longstanding problem. There 
are two important types of modelling used to study this phenomenon. A 
traditional, useful and more applied type of modelling uses fixed effect 
models which have been extensively investigated since 1806. These models 
relate a response variable to explanatory or regression variables with 
coefficients the same (fixed) for all responses. Sometimes, however, the 
model also contains components considered to be randomly selected from 
some distribution and these are called random components. Interest is in 
predicting random components, or estimating the variance of the those 
random components in addition to the fixed regression parameters. This 
family of models is called mixed models. They also have a long history, but 
have only received special attention in the last few decades. Applications of 
these models vary with the types of the response variables.
Estimation and inference techniques have been developed for 
normally distributed response variables but are less easy to apply to discrete 
response variables. This thesis is concerned specifically with the fitting of 
mixed models when the response variable is discrete. Possible values of the 
response fall into an ordinal scale which may be coded into a discrete 
variable with values representing the ordinal outcomes.
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A particular discrete response variable is the polytomous random 
variable. McCullagh and Neider (1989) have summarised different 
situations which result in such polytomous responses. This family of discrete 
random variables includes the binary response variable as a special case 
where the responses have two categories, yes/no or 0/1. One specific 
polytomous random variable is called the ordinal or ordered categorical 
response. Some ordinal responses arise from grouping an underlying 
continuous random variable.
1.1 THRESHOLD MODELS
McCullagh (1980) developed a general class of regression models for 
ordinal and ordered categorical response variables. These regression models 
are known as threshold models. The models supply the most appropriate 
technique to analyse ordinal or ordered categorical response variables as 
documented by a growing number of recently published papers on this topic.
The threshold model may be based on an unobservable underlying 
continuous response variable of a specified distribution type, the observed 
ordinal response variable being formed by taking contiguous intervals of the 
continuous scale, with cut-points (threshold parameters) unknown. The 
response variable changes as it moves from one interval to another. 
Although, for the threshold models it is not necessary to postulate the 
existence of an unobservable underlying continuous response variable, 
never-the-less, the threshold models are best interpreted in that way.
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In practice, ordinal data are presented in two forms; ordinal where 
observations are ordinal values; frequency data where observations are the 
frequency of categories levels. Two examples of the first type are now 
described briefly. In a dairy produce example, the response variable is the 
coded time it takes until gas production occurs in the sample, with 
observation 0,1,2 indicating that gas production occurs >48hr, >24hr and 
<48hr, <24hr respectively. In the another example, the status of each 
patient is recorded according to a five point ordinal response scale 
(0=terrible, l=poor, 2=fair, 3=good, 4=excellent) at each of four visits during 
the time period of observation. This illustrates repeated measures data with 
each observation being an ordered response.
An example for frequency data is the annual frequency of use of 
different medical procedures recorded for each county in Washington State 
(Table 8 in appendix B). Although number of uses made of the medical 
procedure is recorded for each person in the county, it is more appropriate to 
simply count the number of people who make zero use, number who use 
once and so on. Hence the data is recorded as frequency data. It is different 
in that the total number of people in each county is taken to be known.
In the threshold models of McCullagh (1980), the observations were taken 
to be independent. However, in the above examples, the observations may 
be correlated and there may be considerable variation between subjects or 
counties. Moreover, the prediction of random components for the threshold 
models has also its own special interest. Consequently, the extension of the
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threshold models (McCullagh 1980) to include random components is of 
considerable interest.
1.2 THE RESEARCH
The aim of this thesis is to develop variance component models for 
ordered and discrete response data. This involves the extension of 
McCullagh's (1980) work to include random components with associated 
variance components for ordinal and ordered categorical response variables. 
Various models involving different structures of variance-covariance 
matrices are introduced for ordinal and ordered categorical response 
variables. The extension is given in general and then it is simplified for four 
common threshold models in applications.
The approach to estimation is the generalized linear mixed model 
(GLMM) of McGilchrist (1994). The GLMM tries to unify the relationship 
between best linear unbiased predictor (BLUP) or penalized likelihood (PL) 
Henderson (1959, 1963, 1973, 1975) with maximum likelihood (ML) and 
residual maximum likelihood (REML) for discrete and continuous response 
variables. For normal error models, the interrelationship between BLUP 
(PL) with ML and REML was developed in Harville (1977) and investigated 
further in Thompson (1980), Kackar and Harville (1984), Fellner (1986, 
1987) and Speed (1991).
McGilchrist (1994) has described the variance component threshold 
models as an application of the GLMM. The thesis uses the GLMM to
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develop ML and REML estimation equations of the parameters and variance 
components for the various threshold models on ordered and discrete 
response data. The inferences are based on the asymptotic distributions of 
the estimators.
1.3 OVERVIEW
Chapters 2 and 3 review different approaches to the variance 
components models for continuous and discrete response variables 
respectively. The general approach GLMM is further extended by 
introducing a correlation parameter into the variance-covariance matrix in 
chapter 4. It is shown how the BLUP or PL estimation equations can be used 
to obtain approximate maximum likelihood (ML) and residual maximum 
likelihood (REML) estimates of variance components including the 
correlation parameter. Those BLUP or PL estimation equations are also used 
to derive information matrices for the ML and REML estimators.
An extension of McCullagh's (1980) approach is provided in chapter 
5. Four threshold models, in which the response variable is related to 
regression variables with fixed coefficients as well as random components, 
are fitted to ordinal response variables. Estimates of the parameters, variance 
components and their approximate variance-covariances are given by three 
methods, BLUP, ML and REML. The procedures are applied to a problem 
arising in the testing of dairy produce in New Zealand, and to arthritis 
clinical data.
5
In chapter 6, random component threshold models are used to analyse 
data from a methadone program, shown in Table 3 in appendix B. The data 
set are provided by the Kirke ton Road Centre (KRC), a primary health care 
centre in Sydney, Australia. For the methadone program, the response 
variables are related to subject characteristics and treatment program. 
However, in some cases subjects cohabit so that a further factor is a 
household effect which is included in the model as a random effect.
For each of threshold models given in chapter 5, chapter 7 defines two 
longitudinal threshold models. Three different structures of modelling linear 
predictors are given for those longitudinal threshold models. The estimates 
of the parameters are used to predict a profile over time by extending 
Anderson and Philips (1981) and Albert and Anderson (1981) to include 
random components in the linear predictor. Both ML and REML estimates 
are derived and applied to skin condition data (Table 4 in appendix B), skin 
disorder data (Table 5 in appendix B) and respiratory disorder data (Table 6 
in appendix B).
Chapter 8 generalises the models in chapter 7 by allowing the random 
components for the same subject to be correlated. The ML and REML 
estimation equations of the correlation parameter are developed for constant 
correlation and AR(1), two correlation structures for random components. 
Both exchangeable (constant correlation) and AR(1) are used in analysing 
the respiratory disorder data (Table 6 in appendix B) and map data (Table 7 
in appendix B).
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In the chapters 5-8, the approaches are based on the ordinal response 
variables. Chapter 9 presents an approach to the analysis of data recorded in 
a frequency table. For example, frequency of use different medical 
procedures are recorded for each adult person in Washington State. Results 
are given county by county and the county effect is taken to be random. For 
this data there is a high probability of a zero response which becomes a 
modelling problem. Estimation procedures are set out in terms of composite 
link functions. The ML and REML estimation equations are developed for a 
general structure of variance-covariance matrix of the random components. 
Three possible forms of the variance-covariance matrix for the county 
random effect are presented.
Chapter 10 demonstrates a simulation study. For each of the threshold 
models given in chapter 5, observations are generated under the three 
different random component structures; one component, two components and 
AR(1). In the one component structure, the random components are 
distributed as normal with zero mean and constant variance. Two random 
components vectors are assumed to be independent in the two components 
structure. The random components are given a first order autoregressive 
process in the AR(1) structure. In this chapter, the simulation results are 
provided for both ML and REML methods for all combinations of the 
parameters.
Chapter 11 discusses the results for the threshold models. Some 
results in matrix algebra are provided in appendix A. Appendix B gives 
the data sets that are used in applications of the different random components
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threshold models in different chapters. Appendix C gives some the programs 
that have been written in DYALOG APL version 7.1 to carry out the 
computations of the thesis.
1.4 COMMENTS
1 In chapter 5-9, some of the ordinal data sets are commenced at zero 
and some at one. Without loss of generality, the threshold models and 
estimation results are given for ordinal data sets that coding begins at zero.
2 During preparation of this thesis four papers have been submitted for 
different journals. Two of them have been accepted for publication and 
other two are in process. Chapters 5 and 6 are an extension of the accepted 
papers.
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CHAPTER TWO
LITERATURE REVIEW OF COMPONENTS OF 
VARIANCE IN CONTINUOUS MODELS
2.1 INTRODUCTION
Statisticians have introduced two important types of models to study the 
dependence of a response variable upon explanatory or regression variables. 
A traditional, useful and more applied type of modelling is called a fixed 
effect model, which focuses on the variation that is caused by factors that are 
in the sample. This model has been extensively investigated since Legendre 
(1806). The other type of modelling is known as a mixed model. It also has 
a long history, but has received special interest only in the last few decades. 
The neglect was partly due to the heavy computational burden in the 
estimation methods. Developments in computing hardware, software and 
estimation methods have brought much attention to the mixed model.
The aim of this chapter is to give a brief discussion of the 
development of variance components, for detailed review of this issue please 
see Searle, Casella and McCullagh (1992). The following sections attempt to 
outline some of the basic work on the variance component theory that is 
fundamental to the development of Generalized Linear Mixed Model 
(GLMM) approaches. The relevant works are; best linear unbiased predictor 
(BLUP), maximum likelihood and residual maximum likelihood methods.
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2.2 MIXED MODELS
Most of the Statistical models that are applied to data sets can be 
considered as special cases of a general mixed model
2.2.1 y=Xß+Zu+e
where y is a nxl vector of observations, ß is a pxl vector of unknown 
regression parameters with known nxp design matrix X, incidence matrix Z 
corresponding to random component u . Moreover, u can be partitioned 
into q subvectors
2.2.2 u = [u;,u;,...,u;r
where iij is a VjXl vector of random components with incidence matrix 
Zj . The matrix Z is partitioned conformably to the partition of u as 
Z = [Z1,Z 2,.. .Z J . Furthermore, it is assumed that
2.2.3 = 0, for j=l,2,...q, and E(e) = 0
E(y) = Xß, and E(ylu) = Zß + Zu = Xß + £ Z u
j - i  J J
VartUj) = a] A /p ), for j=l,2,3...q, C o v ^ u ,)  = a ] Z iX i 
Cov(uj,u j,) = 0 , for j * j '  = l,2,3...q, Cov(uj,e) = 0,
Var(e) = o 2D, Var(y) = V = a 2D + Z(var(u))Z' = V ,
where p = (p1,p2,...ps)', and var(u) is a block diagonal matrix, with the 
blocks being matrices g ] A ^p ), for j=l,2,3...,q.
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Sometimes, matrix var(u) is given in terms of ratio of a; to a \  i.e., if 
a] / a  = cp, and var(u)=a2A , then matrix A is given as
2.2.4 A =
<P,A,(P)
<PA(P)
<P,A,(p)
From 2.2.3 and 2.2.4, we have
2.2.5 Var(y) = g 2 (D + ZAZ) = g 2 I , D + ZAZ = Z .
The g2 and elements in the vectors p and cp are called variance 
components. The resulting models are known as variance component 
models.
The appearance of such models has a similar history to the fixed 
effect model that Legendre (1806) and Gauss (1809) discussed for the first 
time in books on astronomical problems. Airy (1861) wrote down the model 
of 2.2.1 as
a
2.2.5 y  ^ = |i + uk +e , for i=l,2,3,...a and k=l,2,3...n , n = £ n, with
‘ i=l '
2.2.6 Var(uJ = Gu, Var(eJ = G 2, Var(y J  = Gu + g 2 .
Chauvenet (1863) applied model 2.2.1 without writing down model 
equations. It is not well known that astronomers, long before statisticians, 
also formulated variance components models (Scheffe 1956).
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2.3 ANOVA
Sir Ronald Fisher (1918) introduced the terms "Variance" and "Analysis of 
Variance" (ANOVA). He also (1925) proposed equations that later became 
the central idea for estimating variance components.
Tippett (1931) proposed ANOVA methods for one-way and two-way 
classification. Sampling design was introduced by Yates and Zacopanay 
(1935). Other important works are Daniels (1939), Winsor and Clark (1940) 
on the ANOVA methods. Ganguli (1941) extended Winsor and Clark's 
discussion to the multi-way and nested classification. Crump (1946, 1947) 
used ANOVA methods to estimate variance components in random effect 
models for balanced data. He derived the distributional properties of 
estimated variance components by applying the following criteria for 
balanced data.
If components in the random effect models follow the normal 
distribution, then any mean square in an ANOVA table, say ms, with f 
degree of freedom are distributed as
2.3.1 E(ms)f1 x].
In addition, for any estimated variance components, say
2.3.2 G2 = am s,+...+am st,1 1  k k 7
where ms. (j=l,2,...k) is a mean square based on f  degree of freedom, has 
sampling variance,
2.3.3 Var(a2) = 2a;[E(ms1)]2 E'+...+2a;[E(msk)]2 f;1.
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Daniels (1939) suggested to replace f by f +2 in 2.3.3.
Eisenhart (1947) gave a comprehensive description of two types of 
models, the fixed effect models (type I) and random effect models (type II), 
see Scheffe (1956), Anderson (1978), Searle (1988) and Searle, McCullagh 
and Casella (1992). Crump (1951) gave maximum likelihood estimators of 
variance components by replacing negative values with zero in the ANOVA 
methods for the type II models of Eisenhart.
The major work for the unbalanced models was done by Henderson 
(1953). He introduced three types of methods for estimating variance 
components. In method I, he applied ANOVA methods to estimate variance 
components. He adjusted for fixed effects in a mixed model, then he 
employed ANOVA methods for the adjusted model, in the method II. 
Method III uses reduction in sum of squares. This method is called the 
fitting constants method. Herbach (1959) used the maximum likelihood 
principle to estimate variance components. Thompson (1962) proposed the 
restricted (residual) maximum likelihood method. Searle (1956) introduced 
variance components in terms of matrix format. Mahamumula (1963) 
extended Searle's (1956) work to the unbalanced three-way classification.
There are also some other methods of dealing with variance 
components. For example, the Bayesian method, was introduced by Hill 
(1965, 1967) for balanced models. The most important work using Bayesian 
methods is Gnot and Kleffe (1983) for unbalanced models. Rao (1971a, 
1971b, 1979) introduced a general method called MINQUE (minimum norm
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quadratic unbiased estimation) method into the variance components 
literature.
Maximum likelihood (ML) and residual maximum likelihood 
(REML) are two frequently used methods with variance components.
We will go through the development of one of the important 
approaches that is very useful for deriving ML and REML estimates of 
variance components. The approach is Best Linear Unbiased Predictor 
(BLUP). It might have been mentioned that the ML and REML approaches to 
variance components would be taken in sections 2.5- 2 1 .
2.4 BEST LINEAR UNBIASED PREDICTION
(BLUP)
In a series papers Henderson (1948, 1949, 1959, 1963, 1973, 1975) 
developed the BLUP method. It became a powerful and widely used 
procedure in animal breeding to evaluate genetic trends of animals for traits 
measured not only on the continuous scale, but also on a categorical scale. 
Robinson (1990) argued that the term BLUP was applied by Goldberger 
(1962) for first time and Henderson started using the acronym BLUP in 
(1973). However, it was Henderson in (1948, 1949) who discussed the 
deficiency of classical least square methods. Henderson et al (1959) 
proposed a solution to this problem by using a discussion given in Henderson 
(1950). Henderson introduced a predicted value of u as a linear function of 
y. He continued discussion on the prediction by including predicting or 
estimating a linear function of fixed effects and random effects in 1973. He 
proposed the BLUP method to predict and estimate random effects and fixed 
effects in cases where the assumption of random sampling is seldom valid.
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Suppose that we have a set of observations say y, where y is defined 
in the model 2.2. The matrix Z is known and random effect u has the 
same distribution structure as the model 2.2. Then the BLUP method is 
designed to handle the prediction of uj when second moments of the joint
distribution of y and uj are known. Henderson (1963) in an attempt to 
predict u i , used a prediction of a linear combination of random effect uj 
and fixed effect ß. Let us define an unobservable random vector £ , which 
is jointly distributed with y as
2.4.1 C)i = Bjß + Uj, forj=l,2,...q.
Both means of ^  and y are given in terms of the unknown parameter 
vector ß.
Theorem 2.4.1:
1 E (^ )  = a jS forj=l,2,...,q where a ^ B J J
2 Var(CJ) = a 1 29 JAj
3 CovC^C;,) = 0 ,fo rj* j'= l,2 ,...,q
4 C o v (^ ,e ')= 0  forj=l,2,...,q
5 Cov(y,£') = a 2 (pjA JZ ' = Cr for j= l,2,...,q.
Proof:
1 E(^j) = E(Bjß + u j)=Bjß + E(uj)=Bjß= a j? using E(uJ) = 0 .
2 Since is a fixed value, we have V ar(B ^) = 0 and 
Cov(Bjß, Uj) = 0. Therefore,
Var(CJ) = Var(BJ3 + u J) = Var( u J) = a 29 JA j.
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3 C o v ^ .C ,) = Cov(Biß,(B,ß)/) + Cov(BJß ,u ;) + Cov(uj,(B j ß)') + 
Cov(ur u 'y) = 0 + 0 + 0 + Cov(Uj, u ' ) = CovCUj, u ' ),
since u i and u ' are independent, therefore 
Cov(£Jt£ ') = Cov(uJ,u ') = 0.
4 Cov(£.,e') = Cov(Bjß,e/) + Cov(uj,e') = CovCu^e') 
the Uj and e are independent, thus
Cov(£.,e') = Cov(uj,e/) = 0.
5 Cov(y,£') = Cov(Xß, (B J(ß)') + Cov(Xß, u ') + Cov(Zu, (Bß)') + 
Cov(Zu, u ') + Cov(e, (Bß)') + Cov(e, u ')
= 0 + G + 0 + 0 + 0 + Cov(Zu,u') = CovftX^ZjUj),!!') 
from independence of u } and uy for j^j'=l,2,...,q wehave 
Cov(y,^') = CovC Z^u;) = c rc p ^ Z ;,
by this the proof of the theorem 2.4.1 is completed.
Following Henderson (1963), if £jh is the h* element of the vector 
then £jh, the predicted value of ^Jh, should be linear function of y, i.e.,
2.4.2 £jh = A'hy + Vjh, where A» and Vjh are vector and scalar respectively.
The unbiasedness and minimum mean square in the class of linear prediction 
are two otiacx properties of the BLUP method. So
2.4.3 E( ^Jh) =E(£jh) i.e, £jh is an unbiased predictor for ^Jh and
2.4.4 E( £Jh -£jh )2 should be mininimized.
From theorem 2.4.1 and 2.4.3, 2.4.4, we have,
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2.4.5 E(£jh)=A'hE(y) + V jh _ A 'X ß + Vjfc=E(^jh)= B;ß
where the B'h is the h* row of the matrix B .
For Vjh not dependent on the ß, the relation 2.4.5 holds if
2.4.6 A 'X ß = B'hß, which implies V h=0.
For Cjh = Cov(y,£jh), the problem of predicting £jh reduces to a 
minimization of a function say F(Ajh) with respect to the Ajh with a 
constraint G(Ajh)=0 given in 2.4.6. Therefore, the problem is
2.4.7 Minimise F(Ajh)= [A ;iA jh + var(^h) - 2 A ; C J  
subject to: A'hX = B'h
The problem 2.4.7 can be solved by introducing a vector 2 \  of Lagrange 
multipliers. So we find the derivatives of
2.4.8 F0( A ^ M A ;Z A ,+ v a r ( O - 2 A ; C >+2 ( A ; x - B ; ) H  
Differentiating 2.4.8 with respect to Ajh and X yields
2.4.9 XAjh- C Jh+X *=0
2.4.10 X'Ajh = Bjh or in the matrix format these two equations is given by
2.4.11
"X X"r \ i r c j
1 >
< o
I
>>
 
i __
_ w
i
A generalized inverse of the matrix of coefficients 2.4.11 is given by using 
Searle (1982) (p-261-262) as
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2.4.12
z _l
0
0
0
+ ( -X '
Therefore, using 2.4.9 , the Ajh is given by,
2.4.13 Ajh=Z~‘ Cjh + Z" X(X' Z" X)(Bjh -  X' Z" Cjh).
Replacing 2.4.13 into the equation 2.4.2 yields,
2.4.14 ^ = [ r c jh+ r x ( X ' r x ) ( B jh- x ' r c Jh)]'y
=B»(X'Z" X)X' r y + c ;  r [y -  X(X' I" X)- X' X" y].
We may replace Xß = X (X 'Z 1 X)X'Z'1 y in the equation 2.4.14 and obtain,
2.4.15 ; ll = B'Jlß + c ; z - ,(y -x ß )  = d >.
A
where ß is the Aitken's generalized least square (GLS) estimator of the ß . 
Then the BLUP of ujh is obtained by taking Bjh equal to zero in 2.4.15
2.4.16 üjh= c ; z " ( y - x ß ) .
Equation 2.4.16 gives
2.4.17 üJ = Cjr ( y - x ß ) ,  giving ü = C r ( y - X ß ) ,
2.4.18 £  = B ß  + C,Z"(y-Xß),  giving, \  =  Bß + C Z "(y-X ß) .
Henderson (1963) developed equation 2.4.17, and he also (1973) introduced 
equation 2.4.18 to predict a linear combination of fixed effect, say ß, and 
random effect u.
18
2.4.1 SOME CHARACTERISTICS OF THE BLUP
The BLUP method also carries some other properties as follows.
1 Henderson (1963) showed that under certain assumptions (including 
normality) the BLUP estimators of u maximise the probability of correct 
ranking of u. An extension of this is given by Portnoy (1982).
2 The conditional expected value of u for given y is the BLUP 
estimate of u under the normality assumptions. See Henderson (1963).
3 In the class of linear predictors, BLUP estimators maximise the 
correlation between the predictor Ü, and predictant u.
4 Henderson (1973) extended the BLUP to predict k'ß + m'ii by 
k'ß + m'ü, where ß and ü are BLUP estimators of ß and u.
2.4.2 HENDERSON MIXED MODELS
EQUATIONS (MME)
It is clear that the BLUP method can hold if the covariance between 
observable random variable y with non observable random variable u is 
known, but equation 2.4.17 involves the inverse of the variance-covariance 
matrix of y which is potentially large in many applications.
An alternative way to get BLUP estimators was introduced by 
Henderson (1950). The approach estimates ß and predicts u simultaneously. 
These are values of ß and u that maximise the logarithm of the joint 
density function of y and u , denoted by 1. The function 1 can be written as
2.4.2.1 1 = 1, 12 where
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2.4.2.2 1, = -(1 / 2)[const.+nlnö2 + |D| + a~2(y -X ß -Z u ) 'D 'l(y -X ß -Z u )]
2.4.2.3 1, = -(1 / 2)[const.+vlna'2 + ln|A| + g 2uA u] ,
where v = Y?.v. and v is the dimension of random vector u, for
j=l,2,...q. Equating to zero the derivatives of 2.4.2.1 with respect to the ß 
and u yields equations
X ' D y  
Z'D y
These are called the Mixed Models Equations (MME). Let V be the matrix 
coefficient in 2.4.2.4 and non-singular. Then using lemma 1 in appendix A, 
it can be easily proved that
2.4.2.4
X'D X X'D Z ß
Z'D X Z'D Z + A Ü
r v  v  1
-1 oo I
2 .4 .2 .5  V 1 = 11 12 = B = +
V ' V
L  12 22 _ _° v i . _y-> V 'L  Y  22 T 12 J
where
2.4.2.6 G = [Vu -  V12 V i V 'y  , and B =
g[i -w.:]
. T
The submatrices in the matrix V are
2.4.2.7 Vu = X'D ‘X, V12 = X'D Z, and V22 = Z'D Z + A ".
The corresponding submatrices in the matrix B are,
2.4.2.8 Bu = [XTTX -  XTTZT’Z'D-'Xr1 =(X'Z-‘X)-1,
2.4.2 9 B 2 = T* + T Z'D XB X'D ZT , and B 2 = -B  X'D ZT . 
where T* = (A 1+Z'D Z)".
From the above, ß and ü are 
2.4.2.10 ß = [B ,X' + Bl2Z ']D ‘y
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= B X'[D 1 -  D ‘T Z'D ]y , by using equations in 2.4.2.9 
=BllX'Z y = (X 'X -'X jX T-y and
2.4.2.11 ü = [B',X' + B;;Z']D y
= B:1X '( [ I - D  Z T Z ']  + T Z ')D  y , by using equation in 2.4.2.9 
= B X X y + T Z D y = -T  Z D X(X'D XjX'X y + T Z D y 
= T Z 'D ‘ [y -  Xß] = AZ'X '1 [y -  X ß].
«V / s
Henderson (1959) proved that ß in the 2.4.2.10 is identical to the GLS ß. 
He (1963) also proved that predicted value given in 2.4.2.11 is identical to 
those in 2.4.17.
2.4.3 DISTRIBUTIONAL PROPERTIES OF ü
AND ß
The proceeding developments are based on the theorem 2 of appendix A.
Theorem 2.4.3.1 :
1 V ar(k'ß) = o 2k 'B nk ,
2 C ov(k 'ß ,ü ') = 0,
3 C ov(k 'ß ,u ') = -cT k 'B l2,
4 C o v (k 'ß ,ü '-u ')  = a :k 'B l2,
5 Var(ü) = G2( A - B J ,
6 Cov(u,u ') = Var(u),
7 V a r(u -u )  = g 'B^,
8 V ar(k'ß + m 'ü - k 'ß  + m 'u) = G2[k', m']
rB„ B l k"
n
B:l
12
B ,. m
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9 Var((G/,u ,))/ = g 2
A -B ;2 A -B 22‘
A -  B:, A
Proof:
1 Var(ß) = [B„X' + B Z ]D G [D + Z'AZ]D [BnX' + B Z']'
= B X'[I -  D ZT Z']D G [D + Z AZ]D [I -  ZT Z D 1 ]XB
= B X'[D -D  ZT Z D ]g [D + Z AZ][D 1 -D  ZT Z'D ]XB„
= G B ,X 'I I I  XB ,= o Bu.
Thus, Var(k'ß) = G2k'Bnk.
2 Cov(ß,ü') =
= B X [I -  D ZT Z']D G [D + Z'AZ]D 1 ([I -  ZT Z D ]XBi: + ZT ) 
= G BnX'([D -D  ZT Z D ]XB +ZT )
= g 2(BuX 'I  XBi; +B X'D ZT ) = G (-B X D ZT +B „X D ZT )
=0.
Therefore, CovCk'j^u'm) =0.
3 Cov(ß,u') = BnX '[D 1- D  'ZT’Z'D 'JcovCy,^)
= B X [D 1 - D 'Z T ’Z 'D ' ]cov(Xß + Zu + e,u')
= G B X [D - D  ZT Z D ]ZA
= G2 B .X 'I 'ZA, and using X T Z  = X D ZT A , gives 
= G2 B. X'D ZT A A=- g 2B 2, so Cov(k'ß,u') = -G 2k'Bl2.
4 Cov(ß,ü, - u ')  = Qcov(ß,ü,)P/ - B llX'[D-1-D -ZT 'Z 'D 'JcovC y^') 
=0-- G 2 B12= o B12, giving C ov(k 'ß ,ü '-u ') = crk 'B l2
where Q and P are known matrices.
5 Var(ü) = [B 'X ' + BrZ']D G 2 [D + Z'AZ]D [B 'X ' + B22Z']'
22
= G (B; X [D 1 -  D ZT Z'D ' ] + T Z D  1 )Z([D 1 -  D ZT Z D ]XB + D ZT )
= g : (b ;:x 'z -‘ + t  z 'd  ) i ( i  x b  + d  z t  )
= G (B; X I  XB + T Z'D XB : + B 'X  D 'Z T ‘ + T Z D ZD ZT )
= a  (-B ;X 'D  ZT +T  Z'D XB ; +B ; X'D ZT + T Z'D ZD ZT )
= g (T Z'D X B ; + T Z'D ZD ZT ) = g (T - B r + A - T  )
= a :(A -B „ )
Thus, Var(u) = G2( A - B J .
6 Cov(ü, u')=[B;2X ' + B;:Z']D 1 cov(y, u ')
= a 2 (B 'X '[D  - D  ZT Z D ] + T Z 'D  )ZA 
= g 2(b ; x 'z -'z a + t ‘Z 'd -'z a )
= g 2(b ;;x ,z "z a + a - t ‘)
= g (B;;X D ZT + A - T  )
= g 2(T ‘ — B;, + A - T ‘) = g :( A - B ;:) = Var(u) 
therefore, Cov(u, u ') = Var(u).
7 Var(ü -  u) = Var([B;:X' + B^Z']D y -  u)=
[B;2X ' + B:;Z'][D + Z A Z '][B 'X ' + B::Z '] ' + Var(u) -  2[B;:X ' + B=Z']Cov(y, u ') 
= g (A -  B^ + A - 2 ( A - B 22)) = g 2B22 
therefore, V a r(ü -u )  = o  B,,.
8 Var(k'ß + m 'ü  -  k 'ß  + m 'u)
=k'Var(ß)k + m 'Var(ü)m + k'V ar(ß)k + m'Var(u)m + 
2k'Cov(ß, ü ')m  -  2k'Cov(ß, ß ')k  + 2k'Cov(ß, u ')m  -  
2m'Cov(ü, ß ')k  -  2m'Cov(ü, u ')m  + 2k'Cov(ß, u')m  
= G (k 'B uk + 2k 'B l2m + in 'B 22m)
= G2 [k', m']
I X B 1~k~11
A
12
B , . m
which is the left handside of 8.
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Result 9 follows from 5 and 6.
2.4.4 NORMALITY
Application of the BLUP method with all the properties given in the 
previous section can hold without assuming normality for the joint 
distribution of the u and y. Nevertheless, that assumption contains certain 
properties that are based on properties of the normal distribution given in 
theorem 2 of appendix A.
Theorem 2.4.4.1:
1 The ß and G are identical to the corresponding maximum 
likelihood estimators derived under normal theory assumptions and given
variance-covariance matrix of y denoted by GJ Z .
2 E(u|u) =G
3 Var(u|G) =Var(u)-Var(G).
The proof is given in Searle et al (1992) (page 273).
Thompson (1979) argued that the Henderson (1975) is hard to 
understand and made some modification to the Henderson approach. A 
generalization of the Henderson BLUP approach is Harville (1976). 
Goldberger (1962), in an attempt to predict a single drawing of the 
regressand given the vector of regressors noted that the prediction 
disturbance is correlated with the sample disturbance. He used the BLUP
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method to give a prediction. Bulmer (1980) proposed a two stage BLUP 
method. Gianola and Goffinet (1982) showed that the two stage method of 
Bulmer is equivalent to Henderson's BLUP. Robinson (1990) has reviewed 
BLUP. Searle, Casella and McCullagh (1992) have discussed BLUP 
methods in more detail.
The developments in these sections is concerned with estimation and 
prediction assuming that the variance components are known. Perhaps, in 
practice, we may encounter a problem in which neither first nor second 
moments are known. Of course we never really know parameter values, but 
we may have good prior estimates of them.
There are three methods under Henderson's name to estimate variance 
components. These were the most frequently used methods up to 1970. 
Subsequently the estimation of components of variance relied more heavily 
on the maximum likelihood and residual maximum likelihood methods.
Henderson (1975) showed that estimates and predictions are biased by 
substituting estimated values of variance covariances into selection models. 
Kackar and Harville (1981) proved that two-stage method (first estimate 
variance components, then use these to estimate and predict fixed parameters 
and random components) gives unbiased estimators and predictors provided 
the distribution of the data vector is symmetric about its expected value and 
provided the variance component estimators are translation invariant and are 
even functions of the data vector. They showed that the ML, REML and 
ANOVA estimators involve those properties. They also (1984) argued that 
by replacing true values of variance components with estimates, the 
estimators are BLUP but the mean squared errors increase in size. They
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proposed a general approximation to the mean squared errors. Harville 
(1985) extended this approximation generally.
2.5 MAXIMUM LIKELIHOOD (ML)
The difficulty with the establishedTnethods discussed in the previous 
section was partly the impetus for a continued search into other methods. 
The most frequently applied method to estimate the variance components is 
maximum likelihood (ML). This is partly because the ML method has a 
number of well-known features, some of which are mentioned by Harville 
(1977). The ML method requires that a distribution be attributed to the 
random component in a mixed model. It is often confined to the normal 
distribution on continuous data. The general mixed model we consider is the 
same as that given in the section 2.2 with the following additional properties.
For observation vector y from a mixed model given in the section 
2.2, the log-likelihood function is given by,
2.5.1 1 = -1 / 2[cont.+ ln|V| + (y -  X ß /V 1 (y -  Xß)].
Maximum likelihood estimates for the ß, cf, p, and a] are those that
maximise the log-likelihood 1. Differentiation of the 1 with respect to 
ß, a 2, o '  and p t gives
2.5.2 a i/3 ß  = a-2[X'V-1(y-X ß)],
2.5.3 01/aa2 =-(l/2)[tr(V-ia v / a a 2) - (y -X ß ) 'y  ,a v / a a 2V'1(y-Xß)],
2.5.4 d \ / d a ]  = -(1 / 2)[tr(V"ZjAjZ;) -  (y -  Xß) 'VlZJA Z ' V ( y  -  Xß)],
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2.5.5
öl / öp, = -(1 / 2)[tr(V,ZÖA / öp Z ')- (y-  Zß/V'ZÖA / öp Z 'V 1 (y -  Xß)].
Equating 2.5.2, 2.5.3, 2.5.4, and 2.5.5 to zero yields the ML estimators. 
However, the resulting equations for 2.5.3, 2.5.4, and 2.5.5 are nonlinear and 
have to be solved numerically for a general variance-covariance matrix V.
Fisher (1925) introduced the ML method. Crump (1949, 1951) and 
Herbach (1959) give an important discussion of this method. The 
computational and some other problems were the reasons for this neglect of 
the ML method until 1967. Hartley and Rao (1967) proposed a solution to 
some of those problems and brought greater attention to this important 
method.
Hartley and Rao (1967) introduced simultaneous estimation equations 
for variance components and obtained ML estimates by some numerical 
techniques. They formulated variance-covariance matrix of y in terms cpjS
the ratios of a] s to the a  . Their likelihood or log of likelihood function is 
based on the matrix H given by
2.5.6 V = a 2H = a 2 [I + ZAZ']
where the A is a block diagonal matrix of blocks as the jth diagonal
block and I is an identity matrix of the corresponding dimension. Using
2.5.6 in the derivatives 2.5.2, 2.5.3 and 2.5.4 gives
2.5.7 X'H"‘y = X'H~‘Xß,
2.5.8 a 2n=(y -  Xß)'H"‘(y -  Xß)
2.5.9 = a  2(y "  Xß)'H"1ZJZ'H"1(y -  X ß).
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The derivative with respect to p is zero since 2.5.6 does not depend on the 
parameter p. The ML estimators of ß and a 2 can be easily derived from 
2.5.7 and 2.5.8. The ML estimation equation of cpj is given by
2.5.10 «9^=0.
It can be solved by
2.5.11 = (pjo- f(<p„,)f'«p,.)>forj=l,2,3,...q.
Hartley and Rao (1967) also introduced an alternative estimation equation by 
applying the joint likelihood of y and for some j and then obtaining
likelihood L as the marginal of y by integrating over ui.
The implementation of the Hartley and Rao (1967) approach involves 
taking the inverse of the H matrix that has a dimension as large as the 
number of observations. Hemmerle and Hartley (1973) introduced a W 
transformation to reduce the computational problem in yielding ML
estimates for mixed ANOVA models. They obtained estimates of ß and cr 
for given cp^  and then used those to perform a numerical solution for cpr
Jennrich and Sampson (1976) applied Newton-Raphson and score numerical 
methods to obtain simultaneous estimates of fixed effects and variance 
components in the mixed ANOVA models. An efficient Cholesky type 
algorithm to perform transformation W was developed in Hemmerle and 
Lorens (1976).
2.5.1 ASYMPTOTIC VARIANCE-COVARIANCE
One of the advantages that the ML method carries is the ability to obtain 
large-sample asymptotic variance-covariance of the ML estimators. The
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asymptotic variance-covariance matrix for the ML estimators is the inverse 
of the information matrix. The information matrix is given by
ppr L K
L > . v o'V K
C K
K K K
where the elements are second order derivatives of 1 with respect to 
appropriate parameters.
Hartley and Rao (1967) derived the limiting properties of the ML 
estimators of ß and ratio's cpj s as both number of individuals (n) and 
number of random effects (v.) become infinitely large (j=l,2,...q)
simultaneously in such a way that the number of observations falling into any 
particular level of any random effect stays below some universal constant. 
Searle (1970) extended Hartley and Rao (1967) by including more variance 
component parameters. Miller (1973) argued that the latter restriction greatly 
limits the applicability of the Hartley and Rao results. He (1977) generalised 
Hartley and Rao (1967) further.
2.6 RESIDUAL MAXIMUM LIKELIHOOD
(REML)
One criticism to the ML method of estimating variance components is 
that it does not take account of the reduction in degrees of freedom due to 
estimation of fixed effects in estimating variance components. Residual 
maximum likelihood (REML) method was established to cover this 
weakness of the ML method. In some balanced models, REML estimators
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are identical to those given by the ANOVA with well known properties of 
unbiasedness and minimum variances. As it is often defined, the REML 
method derives estimated variance components from the following log- 
likelihood function, 1',
2.6.1 1' = -1 / 2[cont.+(n -  p) In a 2 + ln|KZK| + c r y  K(KZK)Ky].
where K = D l -D  X(X'D X) X'D 1 is a symmetric matrix and 
X'KX = 0 implies KX = 0.
Differentiating 2.6.1 with respect to a 2, qv, ps yields
2.6.2 d V/ d a 2 = - l /2 [a -2(n-p)-aV K (K 5;K )-K y],
2.6.3 31'/3(pj =
-1 / 2[tr((KIK)- K(0Z / dq> J )K) - a " 2y'K(K£K)~ K (01 / 3cp J )K(KIK)- Ky]
2.6.4 3 1 '/3p, =
= -1 / 2[tr((KZK)- K(3Z / 3p, )K) -  cryK(KXK)- K(dZ / 0p, )K(K2K)' Ky]
Equating 2.6.2-2.6.4 to zero yields REML estimation equations of a 2, cpj9 ps
which have to be solved by some numerical techniques. The asymptotic 
variance-covariance of the REML estimators of g 2, (pj? ps is inverse of the
information matrix I DCMI, viz.,
REML 7 7
' V "
o 'ip  o*p
l' 1'
W  W>
• C -
where elements inside the information matrix are second derivatives of 1' 
with respect to component parameters.
2.6.5 I  REML ~  E
1'oV
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The REML method dated back to Anderson and Bancroft (1952). In 
an attempt to derive a non-negative value of variance components, 
Thompson (1962) used the REML method. Patterson and Thompson (1971) 
described this method in the Hartley and Rao's (1967) way for simple mixed
models, a  generalization of Patterson and Thompson’s (1971) was 
derived by Corbiel and Searle (1976).
2.7 FROM BLUP TO ML AND REML
Implementation of the ML and REML methods in previous sections 
involve evaluating first and second order derivatives of the corresponding log- 
likelihood functions to obtain ML and REML estimators and their approximate 
variance-covariance matrices. However, except for some special mixed models, 
computational problems arise in application of the ML and REML methods. 
Harville (1977) gave some solution to the computational problems of the ML and 
REML methods by introducing a link between section 2.4 (BLUP) and sections 
2.5, 2.6. He used BLUP equations to set up iterative procedures in calculating 
ML and REML estimators of variance components and their asymptotic 
variance-covariance matrices for ANOVA mixed model. He stated that the 
establishment of the numerical methods might be improved by making the 
log-likelihood function more quadratic. Harville (1977) also argued that the 
REML method is a method that is marginally sufficient for variance 
components in the sense given by Sprott (1975). Fellner (1986, 1987) 
discussed Harville's (1977) method for some special models. The method 
was reviewed in more detail by Thompson (1981). The derivation of the link 
between BLUP, ML and REML will be discussed further in chapter 4.
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2.8 NONLINEAR MODELS
There are also some problems concerned with a continuous random 
variable y related to fixed and random effects by a respecified nonlinear 
function f. Sheiner and Beal (1985) discussed a least square approach to the 
non linear random effect models. They have taken a linearization of the 
nonlinear function f(.) about 0. A Bayesian approach was proposed on 
random models by Racine-Poon (1985). Lindstrom and Bates (1990) have 
derived ML and REML estimates of variance components by linearizing f(.) 
about the current estimated values of random effects. Vonesh and Carter 
(1992) have also linearized about current estimated values of random effects, 
and used a four stage generalized least square. Gumpertz and Pantula (1992) 
have employed the linearization and discussed ML and REML methods. An 
extension of Sheiner and Beal (1985) is given in Solomon and Cox (1992). 
Wolfinger (1993) has discussed Laplace's approximation technique.
CHAPTER THREE
LITERATURE REVIEW OF COMPONENT 
VARIANCE IN DISCRETE RESPONSE 
VARIABLES
3.1 INTRODUCTION
The preceding chapter has addressed various forms of variance 
component estimation in continuous random variables, topics that have been 
extensively investigated. Success in developing estimation and inference 
techniques is partly due to the existence of a well known normal distribution 
for these families of random variables. Roughly speaking, in the most cases, 
continuous response data is analysed by relating the means of various normal 
distributions to underlying factors, and an idea behind the estimating of 
variance components is to obtain more reliable inferences about means.
Although estimation and inference techniques in discrete response 
variables are not comparable with continuous cases, the analysis of discrete 
data has a long history dating back to 1662. In 1662, John Graunt collected 
the frequencies of death from several causes, as well as frequencies of birth 
and he concluded that more male than female children were bom.
Estimation and inference techniques are not easy to apply to 
regression problems with discrete response variables. Also the range of 
analysis associated with discrete data is very wide. For example, in a cross­
classification table, one may focus on the estimation and inferences
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techniques about association between row and columns, whereas others may 
wish to estimate and make inference about odds ratios or relative risk.
For the many problems, the focus is on the probability of a certain 
event (P). The estimation and inference of P becomes more difficult when it 
is modelled in terms of some covariates. Yet more problems arise when 
models on the P involve not only covariates but also terms corresponding to 
random components.
In this chapter, we review the estimation and inferences techniques in 
discrete response variables.
3.2 WEIGHTED LEAST SQUARE (WLS)
While log-linear models were used for estimation and inferences in 
cross-classifications, several alternative approaches were also applied to this 
class of response variable. Kullback and Ku (1968) and Ireland et al (1969) 
investigated the procedure for minimum discrimination information 
estimation to estimate and make inference about multinomial probabilities. 
Neyman (1949) derived best asymptotic normal (BAN) estimates of cell 
probabilities by minimising the usual Pearson chi-square statistic (X’). He
introduced a modified chi-square by replacing the expected value in the 
dominator of the usual chi-square with the observed value. He also 
described an alternative way to minimise the modified chi-square (X*) by
imposing constraint functions on cell probabilities. He used first order 
approximation for constraint functions and proved that the resultant estimates 
are BAN. This last approach of the problem of minimising X2N has potential
as a theoretical base for some later approaches.
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Berkson (1968) applied constraints to minimise logit X2 to the
problem of Grizzle (1961). Yet another important application of constraints 
on cell probabilities is Grizzle et al (1969). They introduced a general class 
of weighted least squares (WLS) estimate and inference approach to analyse 
categorical response variables. The approach has the advantage that one can 
utilise the same algorithm as that used for the analysis of the linear models 
with normally distributed errors, and it permits great latitude in choosing 
models. It also unifies some previous approaches into one framework.
Briefly, let i(i=l,2,3,...I) refer to factors and j(j=l,2,3,...r) indicates the jth 
category, then n.. denotes frequency of the ith factor and jth category in
cross-classification of factors with categories. Assume that the vector
n' = (niI,n i2,n i3,...,nir) follows the multinomial distribution with components
of n. =X Jr=1n.. and n' = (nil,ni2,ni3,...,njr). Let P, be the observed value for 
, , / estimatedthe n. and P = [P,P2,P3,...,P j . Thej(vanance-covariance matrix of P is a 
block diagonal matrix with blocks
3.2.1 V(P() = m‘[Dp( -P.P.'J
where Dp is a diagonal matrix of elements vector P(. For any function
F=Xß of the P that has partial derivatives up to second degree with respect 
to p, the sample variance-covariance matrix of F, by applying 5 method, is
r)F
3.2.2 S=HV(P)H’ where H = — .
8P
/V
The WLS method tries to find an estimator for ß say ß that minimises the 
quadratic form
3.2.4 (F -ß ) 'S - '(F -ß ) .
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Koch and Reinfurt (1971) extended WLS to split-plot experiments 
and Koch et al (1972) applied the WLS to incomplete response data. Two 
approaches to estimation and inference for ordered categorical response by 
using WLS were given by Williams and Grizzle (1972). Koch et al (1977) 
generalised the paper by Koch and Reinfurt (1971) to repeated measurement. 
In studying longitudinal clinical trials with missing responses, Standish et al 
(1978) gave some discussion on the WLS approach. Stanek III and Diehl 
(1988) applied the WLS method to develop a growth curve model for binary 
response. In developing estimation and inference for longitudinal 
polytomous response, Miller et al (1993) have discussed the connection 
between WLS and GEE and have suggested the need for further study. 
Application of the WLS approach to repeated categorical measurements with 
outcomes subject to non-response is in Lipsitz et al (1994).
3.3 ASSOCIATION MODELS
As soon as the data is arranged in a table, the measure of association 
is one of the important questions that have been addressed in the statistical 
literature. Kendall et al (1961) and Edwards (1963) defined various 
functions for the measure of association. While the association is between 
two or more variables, it is required to integrate a bivariate distribution in 
simple cases or multivariate in some applications.
Plackett (1965) and Gumbel (1960, 1961) introduced Plackett and 
exponential bivariate distributions respectively. These families of 
distributions have been used occasionally when the approach needs to 
calculate integrals of bivariate distributions.
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Bhapker and Koch (1968) investigated interaction in 
multidimensional cross-classifications for various possible combination 
structures. Symmetry and marginal symmetry in a multidimensional table 
were studied by minimum discrimination estimation procedure in Ireland et 
al (1969). Ashford and Sowden (1970) presented an extension of the probit 
model and used correlation in bivariate normal underlying distribution as an 
association between bivariate discrete responses. A logistic model that 
allows for the inclusion of an associated occurrence between two responses 
is in Mantel and Brown (1973).
Goodman (1979) introduced different association models for 
contingency tables with ordered categories. He modelled association in 
terms of the odds-ratios in 2x2 subtables built from adjacent rows and 
adjacent columns. Plackett's class of bivariate distributions was used for 
analysing the pattern of association in cross-classifications with ordered 
categories in Wahrendorf (1980). Goodman (1981) generalised the 
association models in Goodman (1979). He compared the association model 
approach with the canonical correlation method for estimating and testing in 
cross-classification with ordered categories. Association models were used 
to derive an estimate for the correlation parameter in the underlying bivariate 
normal distribution in Goodman (1981). He showed the association models 
approach more closely the bivariate normal than Plackett's does.
A test was proposed for dependence in multivariate probit models by 
Kiefer (1982). Dale (1984) compared local and global association in cross­
classification with ordered categories. The relationship between the latent 
class and canonical models as two approaches for cross-classification with 
ordered categories, was studied by Gilula (1984).
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Anderson and Pemberton (1985) extended Pearson (1904) and Tallis 
(1962) to multivariate responses and derived estimates of the cut-points from 
the one-way marginal distribution. They obtained an estimate of the 
correlation matrix by polychoric correlation coefficients from cross­
classification. In 1985 and 1991, Goodman gave two comprehensive lectures 
for analysing cross-classification with and without ordered categories. 
Lesaffre and Molenberghs (1991) have described another application of 
multivariate probit models. Best et al (1994) have compared two approaches 
for the estimation of the correlation parameter in an underlying bivariate 
normal distribution. The cut-points (threshold parameters) have been 
estimated by fitting marginal distributions and then maximisation of the log- 
likelihood function with respect to the correlation parameter. In the second 
approach, they have used the polychoric correlation method to obtain an 
estimate of correlation.
Dale (1986) proposed a family of bivariate distributions for cross- 
classified with ordered categories responses. Both association and threshold 
parameters were modelled in terms of covariates. Estimates of parameters 
were obtained by the maximum likelihood procedure. Dale models have 
been extended to multivariate data by Molenberghs and Lesaffre (1994). 
Kenward et al (1994) have also discussed a generalisation of Dale's models. 
They have applied two approaches to estimation, the GEE and ML.
Carey and Diggle (1993) have proposed alternating logistic 
regressions to overcome computational problems that proved difficult in the 
application of GEE approach to estimation of parameters in both mean and
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association coefficients simultaneously. The approach has been used in 
modelling binary time series response with serial odds ratios in Fitzmaurice 
and Lipsitz (1995).
3.4 RESAMPLING AND BOOTSTRAP
APPROACHES
Geman and Geman (1984) described a general algorithm for computing 
the marginal distributions from full conditional distributions of components 
in joint distributions. This general algorithm is called the Gibbs sampler 
technique. In 1990, Gelfand and Smith gave a comparison between the 
Gibbs sampler and two other sampling-based approaches for computing 
marginal distributions. They have applied Gibbs sampler and the other two 
sampling-based approaches to linear variance components models.
Zeger and Karim (1991) have introduced a cluster random effect to 
the GLM and used the Gibbs sampling approach to calculate the marginal 
distribution. The Gibbs sampling technique have been applied to the analysis 
of binary and polychomous response variables by Albert and Chib (1993).
Bootstrap: The other inference technique for ordinal or more general 
discrete response variables is the bootstrap approach. The bootstrap 
technique was introduced by Efron (1979). It has enjoyed wide application. 
Efron (1979) also discussed an application of boostrap in regression models. 
It was followed by Freedman (1981), Weber (1984) and Shao (1988).
Moulton and Zeger (1989) described bootstrap to analysing repeated 
measures on GML’s.
3.5 GENERALISED LINEAR MIXED MODELS
(GLMM)
In chapter 2, we reviewed variance component models for continuous 
response variables. The linear models (LM) have a major part in modelling 
variance component for continuous random variables. In LM, a vector of n 
observations, y is modelled by
3.5.1 y = (I +e =Xß +e,
where e is a vector of random errors with zero expectation and covariance 
matrix R. The matrix X comprises all regression variables and the design 
matrix corresponding to the fixed effects, ß is a vector including regression 
coefficients and fixed effects.
Two popular estimation and inference methods are least squares (LS) 
and maximum likelihood (ML). The LS is based on certain assumptions, eg 
equal variances, independence; the ML assumes that e in 3.5.1 follows a 
normal distribution.
Certain attempts have been made to extend the domain of application 
of the methods LS and ML to discrete random variables by relaxing some 
those assumptions. The Probit model was introduced by Bliss and Fisher 
(1935) and discussed extensively in Finney (1947, 1952). Berkson (1955) 
estimated parameters by ML methods. The pioneer of logistic regression
was D. R. Cox. He introduced logistic regression with wide applications. 
Cox (1966) described the link between logistic regression and discriminant 
analysis. Later in 1970, he discussed the analysis of binary data in general in 
a book (The Analysis of Binary Data). Cox and Snell (1972) investigated 
models on binary response variables in more detail. Cox (1972) introduced a 
general method that became basic for developing regression in survival 
analysis.
In 1972, Neider and Wedderbum extend the LM and gave a unified 
method for fitting models to continuous and discrete random variables. The 
approach was called Generalised Linear Models (GLM). Estimation and 
inference in the GLM are based on the likelihood approach. GLM assumes 
that the dependent random variable belongs to the exponential family 
distribution and the linear predictor is related to the mean of the dependent 
variable by a known link function g(.). In terms of model equations, the 
GML can be written as
3.5.2 T) = g(ji) = Xß, E(y) = |i, h(.) = g ’(.)
where y is an observation vector such that the components of y have 
independent exponentional distributions.
Wedderbum (1974) generalised the GLM to problems where there 
was insufficient information to build up a likelihood function. He introduced 
estimation equations that satisfied the properties in common with a log- 
likelihood function. The proposed estimation approach was called quasi-
likelihood. This approach is described in more detail in Chapter 9 of 
McCullagh and Nelder(1989).
The likelihood function sometimes involves additional parameters that 
are not of interest and are termed nuisance parameters. One way to estimate 
such nuisance parameters is to use the partial likelihood method in Cox 
(1975) which defines a likelihood function based on the important 
parameters.
Prentice (1976) defined a class of models that he called a generalisation of 
probit and logit models. The proposed model is:
3.5.3 f(co) = exp(com, )(1 -  exp(co))Hm,+"2)i(ß(mi ,mj ))->
where ß represents the beta function. The function yields four density 
functions, normal, logistic, extreme minimal and extreme maximal by 
varying parameters m, and m: respectively.
Wedderbum (1976) discussed the existence and uniqueness of the 
maximum likelihood estimates of the GLM based on the normal, Poisson, 
binomial and gamma distributions. Modelling of repeated binary data 
appeared in Korn and Whittemore (1979). Pregibon (1980) proposed an 
approach to test the adequancy of link functions in the GLM.
McCullagh (1980) developed a general class of regression models for 
ordinal data by introducing an unobservable continuous random variable of 
a specified distribution type. Observations in the ordinal categories occur as 
the unobservable variable takes values in different intervals separated by cut-
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points. Cut-points were assumed as nuisance parameters by McCullagh 
(1984). Snapinn and Small (1986) proposed a modified test procedure 
different from the usual likelihood-ratio test in ordinal regression models. 
Anderson (1984) responded to McCullagh (1980) and introduced a 
stereotype ordered regression model. Anderson and Philips (1981) applied 
McCullagh (1980) and showed how it could be used in discrimination.
The performance of the GLM is based on a one-to-one relationship 
between observation and link function. The introduction of the composite 
link function by Thompson and Baker (1981) allows an association of more 
than one link function with each observation. This greatly extends the scope 
of the GLM.
A parameterization of log-likelihood was suggested by Burridge (1981) 
to obtain a concave log-likelihood for regression models in grouped data. 
Silvapulle (1981) gave necessary and sufficient conditions for the existence 
of maximum likelihood estimators of the linear regression parameter in 
binomial response models. Albert and Anderson (1984) also investigated the 
same topic as Silvapulle (1981). The GLM was extended to nonlinear 
regression by Jorgensen (1983).
A further generalisation of the GLM needs to incorporate terms 
corresponding to random components into the linear predictor r\. By 
introducing u as the vector of random components with zero as mean and 
A as variance-covariance matrix, a generalisation of the GLM can be 
formulated as
3.5.4 1 = h(r|) + e,
3.5.5 T| = g(n) = Xß + Zu, E(y) = ^ , h(.) = g '(.)
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where Z is incidence matrix for u.
Let f(u;A) be the density function of u for given components in matrix A 
and f(y;ßlu) be the probability function of y condition on fixed u. The 
marginal likelihood of the observation vector y has an important role in 
estimating u and ß. The likelihood is given by
3.5.6 L(.) = Jf(y;ßlu)f(u;A)du.
To obtain 3.5.6, we need to integrate out the random effect u, but 
except for a few special cases, that cannot be achieved analytically. 
Different techniques, some of them analytic and some numerical have been 
given to solve 3.5.6 .
Williams (1982) and Breslow (1984) discussed this issue in the 
context of extra-binomial and extra-Poisson variation respectively. Harville 
and Mee (1984) assumed a standard normal distribution for u and 
developed a model like 3.5.6 for ordered categorical response. The approach 
has elements in common with the BLUP of Henderson (1975). They 
simultaneously estimated threshold parameters 0, fixed effect ß and 
predicted u by the mixed model equation (MME) of Henderson (1975). 
They also derived estimation equations for variance components similar to 
REML by using a Bayes-like approach. Gianola and Foulley (1983) 
estimated threshold parameters 0, fixed effect ß and predicted u in a 
similar way to Harville and Mee for known variance components. The 
Stiratelli et al (1984) approach to the serial binary response is analogous to 
the mixed model of Laird and Ware (1982). They applied the maximum 
likelihood method and approximated the posterior variances by asymptotic
variances, implemented by means of the EM algorithm. A numerical 
integration technique along with the application of EM algorithm was 
applied by Anderson and Aitkin (1985). Zeger et al (1985) discussed a 
marginal logistic model for binary serial response. They assumed in the 
working model that each series was a stationary Markov chain of order one. 
The Markov model was also discussed by Muenz et al (1985).
An alternative to Harville and Mee (1984) was proposed by Gilmour 
et al (1985) for analysis of binary response. They maximised the likelihood 
function with respect to fixed effects, took expectation over random 
components and predicted values for random components obtained from the 
equations that were solved. From those equations, they derived an estimation 
equation for variance components. They called Harville and Mee (1984) the 
'joint maximisation' methods, and the new approach 'expectation' methods.
Liang and Zeger (1986) prescribed a general technique to estimate and 
make inferences about longitudinal continuous or discrete response models 
for data in the GLM framework. In 1986, Zeger and Liang generalised Liang 
and Zeger (1986) by relaxing dependence of the marginal distribution on the 
exponential family. The approach was called generalised estimation 
equations (GEE). An extension of the GEE approach to estimate parameters, 
additional to the mean parameters in the variance-covariance matrix for 
correlated binary response was given by Prentice (1988). Subsequently, 
Zhao and Prentice (1990) defined a class of quadratic exponential models for 
correlated binary response. Lipsitz et al (1991) modified Prentice (1988) and 
applied odds ratios to model association between repeated measures for the 
binary response. Prentice and Zhao (1991) derived a second set of
estimating equations to obtain estimates of the components in the correlation 
matrix for a general multivariate response including continuous and discrete 
responses. Liang et al (1992) developed the GEE approach for mutltivariate 
categorical responses and they called the GEE of Liang et al (1986) and Zhao 
et al (1990) GEE1 and GEE2 respectively. Fitzmaurice and Laird (1993) 
reformulated Zhao and Prentice (1990) to incorporate higher-order 
associations for binary response.
Stram et al (1988) developed a method similar to the GEE but did not 
assume a parametric model for the dependence among repeated 
measurements. The idea was extended by applying quasi-likelihod in Wei 
and Stram (1988). Ware et al (1988) investigated two general types of 
statistical methods (marginal and transitional) for the analysis of repeated 
observations of categorical variables. Zeger et al (1988) discussed the 
subject-specific and population-averaged models. They approximated first 
and second marginal moments and then applied GEE approach to get 
consistent estimates. A quasi-likelihood approach to regression with time 
series data was developed in Zeger and Qaqish (1988). Solomon (1989) 
proposed models for repeated measurements of blood pressure. Jansen has 
applied the composite link function of Thompson and Baker (1981) to extra 
variation in ordinal models (1990), nested models (1992) and proportions 
(1993).
A class of random effect models for binary data has been introduced 
by treating the random effect (u in 3.5.6) as having a log-gamma distribution 
and using log-log as link function in Conaway (1990). Goldstein (1991) 
generalised multilevel models of Goldstein (1986, 1989) to the discrete 
response variables.
McGilchrist and his colleagues in a series of attempts (McGilchrist 
and Aisbett 1991a,b, McGilchrist and Zhaorong 1990, 1992 and Zhaorong et 
al 1992) have proposed a method of estimation that resembles best linear 
unbiased prediction (BLUP). The approach avoids numerical integration, 
however, the BLUP estimates are asymptotically biased.
A generalisation of the Rasch 1961 model has been developed for repeated 
ordered categorical data by Agresti and Lang (1993).
In the above approaches, the three components (ß, u, A) have not 
been of main interest simultaneously in the mixed model 3.5.5 and 3.5.6 or 
they have been investigated in special applications. For example, the GEE 
approach does not need to estimate the random effect u.
Recently several attempts have been made to estimate ß, A and 
predict the value for u. The generalised linear mixed model (GLMM) 
covers those above approaches that aim to estimate and make inference about 
three components ß, u and A at same time.
The introduction of mixed model equations (MME) by Henderson (1959) 
gives a flexible way to set up an iterative procedure for evaluating maximum 
likelihood (ML) and residual maximum likelihood (REML) estimates of 
variance components and their information matrices. Harville (1976) 
extended the MME approach and he (1977) applied the MME to estimate 
variance components in ANOVA mixed models. It was extended to 
nonlinear mixed models by Lindstrom and Bates (1990).
This interrelationship between MME and ML and REML has also played 
an important role in developing some of the approaches for non-Gaussian 
response variables.
For a mixed model that is defined by 3.5.4, 3.5.5 and 3.5.6, Schall (1991) 
has linearised the link function for response variables that belong to the 
exponential family distribution. Wolfinger (1993) has developed an 
alternative approach to Linstrom and Bates (1990) by applying Laplace's 
approximation. He has sketched how the approach can be modified to a non- 
Gaussian response variable. A pseudo-likelihood approach is given by 
Wolfinger and O'Connell (1993). Breslow and Clayton (1993) have 
developed two estimation methods, penalised quasi-likelihood (PQL) and 
marginal quasi-likelihood (MQL) for GMMLS. In the PQL, they have 
applied Laplace's method for approximate integrals and replaced the 
deviance by the Pearson residuals. In the MQL, they have followed 
Goldstein (1991) and Zeger et al (1988). McGilchrist (1994) has presented a 
general estimation procedure by making a quadratic approximation to the 
likelihood in the region of the maximum. Solomon and Cox (1992) have 
approximated the likelihood function by Laplace's method using an 
expansion about vanishing random effects.
Waclawiw and Liang (1993) have extended the Stein-type estimating 
equations of Liang and Waclawiw (1990) to the GLMMs. The four stage 
estimation procedure of Vonesh and Carter (1992) has been generalised by 
Davidian and Giltinan (1993).
Ten Have and Uttal (1994) have investigated subject-specific and 
population-averaged continuation ratio logit models for multiple discrete 
time survival profiles. Estimation equations are obtained by numerical 
quadrature techniques for mixed multi level models on ordinal data in 
Hedeker and Gibbons (1994). Crouchley (1995) has discussed mixed models
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for ordered categorical data, and assumed that the random component 
follows a Hougaard (1986) family distribution.
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CHAPTER FOUR
GENERALIZED LINEAR MIXED MODELS 
4.1 INTRODUCTION
Chapter 2 has summarised some of the contributions to the field of 
variance component models for normal error models. Material reviewed in 
that chapter suggests that the maximum likelihood (ML) method is one 
important estimation method used to derive an estimate for the random 
component. However, ML estimates of variance components are negatively 
biased. The residual maximum likelihood (REML) was developed to reduce 
bias of ML estimators for random component (Patterson and Thompson 
1971). Harville (1977) introduced some solutions to the computational 
problems in calculating ML and REML estimators. He used BLUP 
estimation and prediction equations to derive ML and REML estimators and 
their information matrices. This approach was also followed in Fellner 
(1986, 1987) Thompson (1980), Kackar et al (1984) and Speed (1991).
Chapter 3 has discussed the generalized linear model (GLM) of Neider 
and Wedderbum (1972) as one of the important techniques in analysing data. 
In that chapter the GLM models that include random components in addition 
to regression parameters have been called a generalization of the GLM. This 
family of models is called the generalised linear mixed model (GLMM). In a 
particular GLMM the random component is taken to be normally distributed 
with zero mean. This class of GLMM (from now on just GLMM) uses the
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penalised likelihood (PL) (or BLUP) estimation equations to obtain ML and 
REML estimators. Some notable contributors to the GLMM are McGilchrist 
and Aisbett (1991), Schall (1991), Solomon and Cox (1992), Wolfinger 
(1993), Wolfinger and O’Connell (1993), Breslow and Clayton (1993), 
McGilchrist (1994) and Engel and Keen (1994).
Some of the applications of McGilchrist (1994) are McGilchrist and 
Zhaorong (1990) to multicentre clinical trials, Zhaorong, Matawie and 
McGilchrist (1992) to discordance data, McGilchrist and Aisbett (1991), 
McGilchrist (1993) to survival analysis and Zhaorong et al (1992), Saei and 
McGilchrist (1995, 1996a,b) and Saei, Ward and McGilchrist (1996) to 
ordinal response data (threshold models).
This chapter gives more detail of the derivations of the GLMM by 
introducing more variance component parameters into the variance- 
covariance matrix of random components A in McGilchrist (1994). 
Subsequent sections derive estimators and their approximate variance- 
covariance matrix for new variance components (p) and other parameters in 
general. The last section describes the GLMM for ordinal response data, in 
particular, it extends the flexible ordinal regression model of McCullagh 
(1980).
The estimation approach uses best linear unbiased estimation 
equations to obtain maximum likelihood (ML) and residual maximum 
likelihood estimators and their asymptotic variance.
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4.2 BEST LINEAR UNBIASED PREDICTION
(BLUP)
For an observed vector y from a normal distribution, the mixed 
linear model is
4.2.1 y = T| + e ,  T| = Xß + Zu ,
where e is a random error vector distributed as N(0, g :D ) and D is a 
known matrix. The X is a nxp matrix of regression variables with 
regression parameters ß and Z is an incidence matrix corresponding to 
random component u . The random component u and incidence matrix Z 
may be partitioned conformally
4.2.2 u = [u;, u']' , Z = [Z,, Z 2,.. . ,Z J
where u ; are independent random components and distributed as
N(0. a; A (p)). TJie P *s a vector of dimension S and it does not depend
on j in thesis.
The logarithm of the joint density function of y and u is me sum of
two components 1, and 12. The 1, and 12 are log-likelihood function of y 
for fixed value of u and logarithm of the probability density function of u 
respectively. They are given by equations 4.2.3 and 4.2.4.
4.2.3 1, = -(1 / 2)[nln27to2 + |D| + e r2 (y -  Xß -  Zu)'D 1 (y -  Xß -  Zu)]
4.2.4 1, = -(1 / 2 ) I ,h[v| Intca; + ln|Aj + cr;1 u A;1 u ]
where v; is the dimension of u . The values of the parameter ß and 
random components u that maximise 1, -h 12 are best linear unbiased
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estimate of ß and best linear unbiased predictor of u for given values of 
variance components cp and p. Differentiating 1, + f  with respect to ß 
and u and equating to zero yields mixed models equations (Henderson 
1959), viz.
X 'D V  
Z D y
4.2.5
X'D_1X XD 'Z ß
Z'D 'X Z D ‘Z + A-1 Ü
For given variance components o ] , o  and p, best linear unbiased estimator 
ß and BLUP ü are
4.2.6 ß = BUX'[D 1 -  D T Z'D ‘]y, by using equations 2.4.2.9 in chapter 2
=(X'[D 1 - D  T Z'D jX) X'[D ‘ - D T Z 'D  jy 
= (X,I"X )-X ' I - ‘y 
and
4.2.7 u = [B;;X' + B Z']D y
=B:iX'([I -  D ZTZ'] + T Z')D y , by using equation 2.4.2.9 in chapter 2 
= B :1X E  y + T Z'D y = -T  Z'D X(XD X) X I  y + T Z'D y
=T 'Z 'D 1[y-X ß] = AZ,I ‘[y-X ß] or 
= (Z/KZ + A")-Z'Ky
where T‘ = (A ‘‘ + Z ' D , matrices Bu, B12, Br are given by 2.4.2.8, 
2.4.2.9 in chapter 2 and matrices K and E are defined as
4.2.8 Z = D + ZAZ'
4 2 9 K = D 1 -  D X(XD X) X'D 1.
where K = K ', and X'KX = 0 implies KX=0.
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If the variance components g;, o  and p are unknown, the method needs to 
estimate variance components and then iterate between tw'o steps of 
estimation, viz. prediction of ß, u and estimation of variance components 
until the whole process converges. The derivatives of 1=1, +1, with respect 
to variance components a ;, cT and p are
4.2.10 31 / 3g2 = -(1 / 2 )[na2 -  o"(y  -  Xß -  Zu)'D  (y -  Xß -  Zu)],
4.2.11 3 1 /3 g ; = - ( l /2 ) [v ja J2- a r u 'A j1u ] and
4.2.12 31/9p, =-(l/2)i;,[trA r(3A ,/9p.)-<T;iu'A;,OAJ/8p.)A;,S]
s -
Equating the above derivatives to zero and solving gives estimation 
equations for variance components a ;, cT and p as
4.2.13 a 2 = n"[(y -  Xß -  Zü)'D (y -  Xß -  Zü)],
4.2.14 ö; = vi'ü 'A j'ü. and
4.2.15 i;„ [tr Ar OAJ / dp.) -  c ’ü'a ;1 Oa , / aP.) a ;‘ ü] = o .
The estimation equation 4.2.15 clearly has no analytic solution and has to be 
solved numerically.
4.2.1: SOME ALGEBRA
1 X 1 = D 1 -  D ZT Z D 1, where T = (A 1 + Z D Z ) 1
2 B- = (Z 'KZ + A ’) =T
3 T Z  D XD ZT = A - T
4 Z X 1 = A T Z'D
5 Z'XZ = A -'-A -T 'A -1
6 T Z D = AZ X ‘
7 T ‘ exists, ie, I A '1 +Z'D''ZI;* 0
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Proof:
1 I(D  1 -  D ZT Z'D ) = (D + ZAZ')(D -  D ZT Z'D )
=1 + ZAZ'D -Z T  Z'D ' -  ZAZ'D ZT Z'D 1
by substituting T*1 -  A"1 = Z'D Z in the above expression, we have 
=1 + ZAZ'D -  ZT Z'D 1 -  ZA(T 1 -  A )T Z'D 1 
=1 + ZAZ'D 1 -  Z T Z D  -ZAZ'D +ZT Z'D =1.
2 From 2.4.2.8 and 2.4.2.9 in chapter 2 we have
B = T* + T Z'D XB X'D ZT , and B = [X'D X -  X'D ZT Z'D X] . 
Replacing Bu in the right handside B;;, gives 
B = T  + T Z  D X[X'D X -X 'D  ZTZ'D X] X'D ZT ,
= [T*-1 -  Z'D X(XT) X) X'D Z ]1,
= [Z'D Z + A -Z 'D  X(XT) X) X'D Z] ,using T =Z 'D  Z + A 
= [Z'(D" -  D X(X'D X) X'D")Z + A "]" = [Z'KZ + A "]" = T .
3 T Z'D TD ZT = T Z'D ZT + T Z'D ZAZ'D ZT
=T (T 1 -  A )T* + T ‘(T‘" -  A'')AT'(T‘" -  A")T‘ 
= (A -T ')(I-A "T ‘) = A-T*.
4 From 1 we have,
Z I 1 = Z'D 1 -  Z'D ZT Z'D 1
= Z'D -  (T 1 -  A )T Z'D = A T Z'D 1, using T -  A = Z'D Z .
5 Using 4 and T '1-A " = Z 'D ’Z, we have
Z'1-’Z = A T Z'D Z = A-T'CT- -  A") = A" -  A"T‘A".
The expression 6 follows from 2, and the proof of 7 is given in theorem 1 
of appendix A.
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4.3 MAXIMUM LIKELIHOOD (ML)
The log-likelihood function for a normally distributed observation 
vector y with Xß mean and variance-covariance matrix cTI is given by
4.3.1 1 = -(1 / 2)[nln27io: + ln lll+ o  2(y -  Xß)'L '(y -  Xß)].
From now on, the variance of random components u is taken as 
a 2<p A where ai = (J2<p . Therefore, matrix A is a block diagonal matrix with 
blocks cp A . Differentiation of 4.3.1 with respect to the parameters 
ß, <r, <pi and p, gives
4.3.2 3 l/3 ß  = a :X 'Z ‘(y -X ß ) ,
4.3.3 3 1 /3 o ! = - ( l / 2 ) [ n 0 ! - a " ( y - X ß ) ,I l(y -X ß )] ,
4.3.4 31 / 3<p. = -(1 / 2)[tr(Z“ZiA1Z ') -  <TJ(y -  X ß)'Z _,Z lA1Z 'Z‘l(y -  Xß)],
4.3.5 3l/3p.=
= -(1 / 2)[tr(Z [Z(3A / 3p,)Z ') -  o-’(y -  Xß)'Z-'Z(3A / 3p, )Z 'I  '(y -  X ß)]. 
Equating the above derivatives to zero yields ML estimation equations for 
corresponding parameters. For given variance components, the ML 
estimator of parameter ß coincides with the best linear unbiased estimator
p .
4.3.6 ß= ß^ =(X/Z-‘X)-X,S'y-
However, the estimation equations for the variance components clearly have 
no analytic solution and have to be solved numerically. The asymptotic 
variance-covariance matrix for the ML estimators of the parameters
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ß, o , cp and p is the inverse of the information matrix I M which is given 
by
~2a"2(X'Z"'X) 0 0 0
I = 0.5 x
na" a~2[trX ] cr2[trX ]
1 ML . [ t r l .Z ,]  [ t r l . I  ]
[ t r S Z J
where I  = I"'3X / 3cp and X = Z"'dl / 3p . The variance-covariance
f  j T  J Ps r  s
matrix for ML estimators of the variance components (g?, G:,...,aD' is 
given by
4.3.9 var(a;, a\,...,dlY) = Bvar((pML)B/
where varicp^) is calculated from information matrix IML and
B = [3 o; / <p ] is the jacobian matrix.
Using 4.3.6 and algebra in 4.2.1, it can be easily proved that
4.3.10 I 1(y-Xß) = D-,(y-Xß-ZÜ),
4.3.11 Z'Z~'(y-Xß) = A 'ü
4.3.12 (y - Xß)'ai-' / 3p.(y - Xß) = -Ü'A"3A / 9p A u = Itfü'dA]' / 3p GJ
j= i
4.3.13 (y - Xß)'ffl- / 3cp, (y - Xß) = -<p,! ü' a ? ü, .
Note that in the above expressions, we have used the following relations.
4.3.14 I  = D + ZAZ, = D + r H9 jZ A Z ', 3Aj / 3(pj = -A j(3A;1 / 3cpj)Aj ,
4.3.15 3Z/3cp. = Z.A.Z' , and 3 S /3 p s = i ; .1cpjZ.(3Aj /3 p ,)Z ;.
Now using the above expressions, an iterative method to obtain ML 
estimators is as follows.
(1) Assign initial values to variance components.
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(2) Solve 4.2.5.
(3) Use ß and ü to obtain a new value for variance component a  for 
given (pj and p by
4.3.16 g(ML) -  n 'y'I-‘(y -  Xß) = n y'D (y -  Xß -  Z u ).
(4) Use ß, ü, g?ml, and given values of ps and <p to set up ML 
estimation equation for cp as
4.3.17 cp^ = (v j - tr c p > ; ,T;or, a L u 'A - ,u'
where T® is value of Tu corresponding to the initial value of cp^ .
(5) Use ß, u, G^ fl.,» 9 j(ML, and given values of ps to calculate new ps
values
that make 4.3.5 closer to zero,
4.3.18 f(ps) = i;.,[-vr  + r?“ + u;o a ;' / 3p,)u ] =0.
where v](,> and rT  are given in the below by 6 in 4.3.1. The equation
4.3.18 is a nonlinear function of ps and the equation for psMLi can be
solved by appropriate convergence methods such as Newton-Raphson. For 
new values of p-ML) , whole processes among (2)-(5) continues until the
processes converge.
4.3.1 SIMPLIFICATIONS AND NOTIONS
1 trXti =trZ"3X/3(pi = trZ'22'Z Ai = <p;'[v,-q>"tr A7' TU = q>;‘[v. - rj]
2 trXp_ =trX-iaX/ap, = m tr(p;,O A;'/ap,)T1-trO A -7ap ,)A J]
3
tr£, £ , = trX 'az / a<p X 'ai / 39, = fa.’O, - 9 ,"tr A;'T»)8( + 9 ’1<p;' tr A;"T, A,"T»] 
= [‘p;I{ (v ,-2r:)6<+ 9 ;!q>;!r:,n
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where 5 (J =Kronecker delta,
Using the above simplifications, the I .n (information) multiply by 2, is
4.4 RESIDUAL MAXIMUM LIKELIHOOD
(REML)
The log-likelihood function of the Ky is given by 
1 ^  = -(1 / 2)[(n -  p)bi27ta2+IK £K I+o2y'K(KXK)Ky].
where IKXKI must be interpreted as the determinant of linearly independent 
rows and columns. Following Patterson and Thompson (1971), the residual 
maximum likelihood estimates of variance components a 2, (pandp are,
2o 2H 0 0 0
n o 4 a  7 [cp;1 (v . -r l)]
. [cp-2{(v, -2r;)ö( +cp;2cp;2r;}]
where H = X'LX.
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those values of the variance components G :, cp and p that maximise 1REML. 
Differentiation of 1REML with respect variance components cr, cpandp,
yields REML estimation equations as
4.4.1 3 1 ^  / d a 2 = -(1 / 2)[(n -  p)cT2 -  a “*y'K(KXK)Ky]
4.4.2
31 REML 1 9<P, = -(• / 2)[{tr(KXK)K3I / öcPjK} -  0-2y'K(Ki:K)K3X / 3cpjK(KZK)Ky] 
= -(l/2)[trKip - a - 2y'K, K(KXK)y]
4.4.3
öIreml / öps = -(1 / 2)[{tr(KXK)K3X / 3psK} -  a '2y'K(KEK)K3I / 3p,K(KXK)Ky] 
= -(l/2)[trKp> - a - 2y'Kp K(KXK)Ky]
where K, = K( KXK)KdX / 3<p and Kc = K(KXK)KdZ/dp,. The REML 
information matrix is given by
4.4.4
(n-p)G^
= 0.5 x
G'2trK 
trK K
G~2trK p.
trK K
p t
trK K
p t  p t
The approximate variance-covariance matrix for the REML estimators of the 
variance components (g?, g! , . . ,g5)' can be obtained from <4.3.9. by 
replacing the ML estimators (p  ^ by REML estimators c p ^ .
4.4.1 ALGEBRA
1 KDK = K,
2 (KZK) = K -  K KZTZ'KK ,
3 K(KXK) K = K -  KZ(A + Z'KZ) Z'K = K -  KZTZ K ,
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4 Z'K(KXK)'K = A"(A-' + Z'KZ) Z'K = A TZ'K
5 Z'K(KXK)'KZ = A ’ -  A"1 (A'1 + Z KZ) A" = A '1 -  A^TA'1.
Proof
1 From 4.2.7, K = D 1 -  D X(XD X) XT) ’
DK = DD 1 -  DD X(XD X) XT)
DK = I -  X(XT) X) XT) 1, so
KDK = K -  KX(X'D X) X'D 1, and KX=0
KDK = K -0(X T) X) XT) = K, which is 1.
2 We have to show that
(KIK)(K -  K KZTZ'KK )KXK = KXK 
(KXK)(K - K  KZTZ'KK )KXK =
= KXKK KXK-KXKK KZTZ'KK KXK, using KK K = K 
= KXKXK -  KXKZTZ'KZK, using 1 and I  = D + ZAZ'
= KXK + KZKZAZ'K -  KXKZTZ'K -  KXKZTZ'KZAZ'K 
replacing Z'KZ = T 1 -  A'1 gives
= KXK + KZKZAZ'K -  KXKZTZ'K -  KZKZAZ'K + KXKZTZ'K
= KXK, which is 2.
The expression 3 follows from 2 and using KK K = K .
4 From 3 we have
Z'K(KXK)- K = Z 'K -  Z'KZTZ'K, and using Z'KZ = T -  A" results 
Z'K(KXK)- K = Z'K -  (T- -  A '1 )TZ'K 
Z'K(KXK)' K = Z'K -  Z'K + A TZ'K 
Z'K(KXK)- K = A ‘TZ 'K , which is 4.
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5 From 4 we have
Z'KCKEK)- KZ = A TZ K Z , and using ZKZ = T -A "1 yields 
Z'K(KXK)' KZ = A T(T ' -  A ")
Z'K(KZK)" KZ -  A -  A TA , which is 5.
Theorem 4.4.1: The K - K  KZTZ'KK is the Moore-Penrose inverse of 
the KXK if K is Moore-Penrose inverse K.
Proof:
Following the definition of the Moore-Pensrose inverse of a matrix which is 
given in appendix A, we have to show
1 (KXK)(K -  K KZTZ'KK )K2K = KXK
2 (K -  K KZTZ'KK )KIK(K- -  K KZTZ'KK ) = K“ -  K KZTZ'KK
3 [(KXK)(K -  K KZTZ'KK )]' = KXK(K -  K KZTZ'KK )
4 [(K -  K KZTZ'KK )KXK]' = (K -  K KZTZ'KK )KXK
Proof:
The proof of 1 is given by 2 of algebra 4.4.1.
2 (K -  K KZTZ'KK )KXK(K -  K KZTZ'KK ) =
K KXKK - K  KZTZ'KXKK - K  KXKZTZ'KK +
K KZTZ'KXKZTZ'KK
using KXK = K + KZAZ'K, the expression 2 becomes
= K - K  KZAZ'KK - K  KZTZ'KK -  
K KZTZ'KZAZ'KK - K  KZTZ'KK -  
K KZAZ'KZTZ'KK +K  KZTZ'KZTZ'KK +
K KZTZ'KZAZ'KZTZ'KK
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replacing Z'KZ = T 1 -  A“1 in the above equation gives
= K + K KZAZ'KK -  K KZTZ'KK -  
K KZAZ'K + K KZTZ'KK -  K KZTZ'KK -  
K KZTZ'KK -  K KZAZ'KK +
K KZTZ'K + K KZTZ'KZTZ'KK -  
K KZTZ'KZTZ'KK + K KZAZ'KK -K  KZTZ'KK 
= K -  K KZTZ'KK which is right handside of 2. Thus 
(K -  K KZTZ'KK )KZK(K -  K KZTZ'KK ) = K -  K KZTZ'KK .
Similarly it can be proved that
3 [(KXK)(K‘ -  K'KZTZ'KK')]' = [KK‘]' and
4 [(K -  K KZTZ'KK- )KXK]' = [K K]'.
Since K' is taken to be Moore-Penrose inverse of the matrix K then 
K~ -K  KZTZ'KK satisfies the four Penrose conditions.
Theorem 4.4.2: Q = I" -  r ' X ( X ' l  ' X y X /yL-' = K(KXK) K
Proof: For symmetric idempotent matrix X(X'X)X', the matrix 
W=I-X(X'X)X' is also a symmetric idempotent. The symmetric 
idempotent matrix W has n-p (=rank of the matrix W) non-zero 
characteristic roots and they are each equal to +1. Thus, we have 
W = PP' suchthat P'P = I, WP = P, P'W = P' 
and P(P'ZP) P' is the Moore - Penrose inverse of WXW. The matrix Q
is also the Moore-Penrose inverse of WEW. Since the Moore-Penrose 
inverse is unique then Q = P(P'XP)" P ' . Since KX=0 it follows that 
Q = K(KXK)'K.
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The following expressions are results of using the above theory, as well as
the algebra and BLUP estimation equations from the previous section.
4.4.5 K(KXK) Ky = K(y -  ZB) =
D ' (I -  X(X D X) X D  ' )(y -  Zu) = D (y -  Xß -  ZB)
4.4.6 Z'K(KXK)- Ky = Z 'K(y -  ZB) = Z'D (y -  Xß -  ZB) = A B , so
4.4.7 Z;K(KXK)- Ky = Z;K(y -  ZB) = Zp (y -  Xß -  ZB) = <p/ Ai B,,
4.4.8 y 'K (K ZK )' K(3X / dtp, )K(KXK)' Ky = <p‘! fi'A’1 B,, and
4.4.9 y,K (K 2K )-K O X /9p,)K (K 2K )-K y = -5;;„<p;ü;OA;, /a p .)ü J .
Using these expressions, the REML estimation equations for the variance 
components are given by
4.4.10 ä„ML = ( n - p ) 'iy 'D ‘l(y -X ß -Z B )
4-4.11 =(v, - r )" a«m ,B 'A i'B '
where T„o is value of T, corresponding to the initial value of cp^  and po,
4.4.12 f(p .) = I [-vT + r'j" + B'Oa ;' / 9p. )B, ] =0.
The information matrix I ilumi for REML estimators of the variance
components is
0.5 x
(n -p )a c r  [<p;(v-r,)] o '! [ ! : . , «  + rT)]
[<p;! {(■V, - 2r. )8, + <p;: <p;! r,} ] q>;‘ [2 r” -  vT -  <  r“]
i;.1[(i:.,<p:<p;r:'}+vr-2rr]
where r ,  rl", r“ ’, ri” and r)“1 are obtained by 6 of 4.3.1 simply by 
deleting * in the corresponding terms.
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4.5 GENERALIZED LINEAR MIXED MODELS
(GLMMs)
In the generalized linear mixed model (GLMM), the distribution of 
the response vector y depends on a vector quantity r\ which is related to 
vector regression variables and random components through the equation
4.5.1 r| = Xß + Zu.
Let f(y;ßlu) to be the probability density function of y conditional on fixed 
u. The log-likelihood of the observation vector y conditional on fixed u is
4.5.2 1, = lnf(y ;ß lu).
As in the previous section, for a normal random component u with zero
mean and matrix o  A as variance-covariance, the log of the probability 
density function of u is denoted by 1, and it is
4.5.3 12 = -(1 / 2)[vln27ta: + lnl A h -a V A 'ii]
where v = Xj.,vj . The function 12 may be considered to be a penalty 
function so that the parameters that maximise 1 = 1, + 12 are also called
penalised likelihood (PL) estimators (BLUP estimators in the previous 
sections). Differentiating 1 with respect to ß and u gives
4.5.4 dl / dß = X'dl, / d*n,
4.5.5 d\/du = Z'dl, / drj -  a  2 A u .
Apart from the second derivative of 1 with respect to random component u 
the second derivatives of 1 are the same as the second derivatives of 1,. The
second order derivative of 1 with respect to the random component u is
4.4.6 dV / dudu ' = -Z B Z  -  G 2A 1
where B = -dT , / d r |d r |'.
For given values of variance components p s and cpj , the Newton-Raphson 
iterative procedure for estimating ß, u is
4.5.7
1
rpol 0 Xzz -V "
Go AoU0_
+ V"
U _Uo_ Z '
dl, / dr|
where ß 0, u0 are initial values for ß, u and A0 is the value of matrix A 
corresponding to the initial values (p0 and p o. The matrix V is
X' '0 0
4.5.8 V =
Z '
B[X Z] +
_0 g '2A"‘
If second derivative matrix V replaced by E(V) then the iterative procedure 
becomes the method of scoring.
The general estimating approach in McGilchrist (1994) approximates 
the log-likelihood (1) by a quadratic approximation in the region of its 
maximum (ß ',u ') / , i.e,
/
4.5.9 1 = constant + (1/2) 'ß - ß ‘ V "ß-ß"
U-Ü u- u
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In that case ß, G have approximately a joint normal distribution with means 
ß, u and variance-covariance matrix V .
An alternative formulation of the problem is given in McGilchrist and 
Aisbett (1991) in which the component 1, of the PL procedure is replaced
A
by the log-likelihood of ß, ü as given by its approximate asymptotic
distribution, viz. normal with means ß, u and variance-covariance matrix 
inverse given by the information matrix for ß, ü . The resulting PL log-
likelihood obtained using the approximation is identical to the quadratic 
expression given above. The estimating equations for ß, u are exactly 
those given by the method of scoring. Therefore, we may consider the PL 
(or BLUP) estimation as having been derived from the very approximate
A
asymptotic distribution of ß, ü .
If I(ß,u) is the information matrix for ß, u derived from 1, then
4.5.10 I(ß, u)
X '
Z '
B[X Z].
Replacing 1, by 1! , the log-likelihood based on the asymptotic distribution
■A.
of ß, ü gives
4.5.11 K = constant- (1 /2 )
“ A “
ß -ß X '
r~w / B[X
Ü - U z [ Ü - U
= constant - (1 / 2)(y * - Xß - Zu)'B(y ‘ - Xß - Zu) 
where y ’ = X ß  + Zü.
The formulation of the problem is now exactly as described for 
normal theory models with y ‘ replacing y , B in place of D 1 and a 2 = 1
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implying cp -  a] . It follows that PL (or BLUP) estimators ß, u may be
used to find ML and REML estimates for the parameter ß and variance 
components cp, p.
Thus, following the general estimation approach for normal theory, the 
steps of obtaining the approximate maximum likelihood (ML) and residual 
maximum likelihood (REML) estimates of parameters and variance 
components cp and p are as follows.
(1) Set up the log-likelihood 1, conditional on the fixed random
component u as a function of r\ = Xß + Z u .
(2) Given initial values ß 0, uo , cp0 and p 0 for ß, u, cp and p , solve
4.5.7-
(3) Use values of ß and u at convergence to obtain new values for 
variance components cpj forgiven cp} and p by
4-5-12 <p„ml, = 6;,Mu = (v ,-r;)"ö ;A ;1s; or 
4.5.13 «Pkmml, = d;,«ML,=(v,-r1)"fi;A;,s ;.
(4)
4.5.14
After convergence of the first two steps, the new estimation equations 
for the approximate ML and REML estimators of p are
X M - v r + r r + t f u j o A r / a p . i s , ] , = o , f 0r s=i,2,...,s,
1 J * J ~ f J(ML)
and
4.5.15 S;,[-vr + rr-Mp;'5;OAr/9p.)S,], =0 for s=l,2,...,S.
Once convergences are obtained in the all three steps, approximate variance- 
covariance matrices of the ML and REML estimators can be obtained from 
previous sections.
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4.6 APPLICATION TO ORDINAL AND 
DISCRETE RESPONSE DATA
A particular polytomous data that occur more frequently in applications are 
ordinal responses variables. The most widely used model in analysing 
ordinal responses data is the threshold model (ordinal regression model, 
McCullagh 1980). Chapter 1 has described two possible types of data for 
ordinal responses variables. That chapter has also mentioned some of the 
reasons to extend McCullagh (1980) by introducing terms corresponding to 
the random components into the linear predictor. A flexible estimation 
approach to derive approximate maximum likelihood (ML) and residual 
maximum likelihood (REML) estimates of parameters and variance 
components is the GLMM of McGilchrist (1994).
4.6.1 ORDINAL RESPONSE DATA
Let Y. be observation for subject i at time t taking on possible values 
0,1,2,...,M. It is assumed that the observable variable Yu is a categorised value of 
an unobservable continuous variable IT with G(.) as cumulative
distribution function, viz.
4.6.1.1 Y = y  <=> 0 , < U  < 0  or
«  J * y u - i  ii  y „
4.6.1.2 Y = y  <=> 0 ,-T | < U  - r i  < 0  - tv
u J a * a ~ l 1 ** “  1,1 T *  1,1
where y. = 0 , 1,...,M and 0 =-oo<0 <0 <0 <oo. The Ti is
• ' l l  - l  0 1  M- l  ■ K
4.6.1.3 T j^ x ^ ß  + z^u
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where x K is a vector of p known regression variables with fixed regression 
coefficient ß and is an incidence vector for the normal random
component u with zero mean and A as variance-covariance matrix. An 
extension of McCullagh (1980) is given by
4.6.1.4 P(Yit< y it) = G(0y t-TiJ.
The probability of the observation from subject i at time t being yu is
4.6.1.5 P (Y „= y ,) = G(0,_-i1>) -G (e , | . , - 11,).
Therefore, the log-likelihood function of the observation vector Y 
conditional on fixed u is
4.6.1.6 l1= r , i ; j 1ln[G(0y - T i j - G ( 0 y -T lJ ] .
7 it 7 it
Here threshold parameters 0 y are fixed and are very similar in nature to the ß .
Given first and second order derivatives of 1, with respect to the 
parameters, the approximate ML and REML estimators are obtained from 
4.5.7, 4.5.12-4.5.15. Their asymptotic variance-covariance can be obtained 
from corresponding ML and REML expressions in normal theory 
development as given in section 4.3 and 4.4 of this chapter.
4.6.2 FREQUENCY OR DISCRETE DATA
In some problems there are categories of data for each subject (i) and 
within each category x, and z, are fixed and the total number of
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observations in the category are known. In that case the frequency of y=k is 
denoted by ffc and the distribution of f4 for given f (sum of f4 over k) is
multinomial with probabilities dependent on fixed unknown parameters and 
random components corresponding to x ( and z ,.
Although frequency data is a special case of ordinal data, there are 
some differences in terms of model fitting and inferences. Because the
probability distribution is multinomial, we introduce another form for log- 
likelihood function 1, conditional on the fixed random component u. For
the observed frequencies vector f = [ f f f ' ] ' , it is
4.6.2.1 1,= X i.S jo f.lnP .
where f = [f^, f f M ]'  . The probabilities PA are given by 
G d ^ ) for k = 0
G d J - G d ^ , , )  for 0 < k < M -1 
1 -G (t „) for k = M
4.6.2.2 P. =
where 
4.6.2.3
for 0 < k < M -1 
1 ö k_, — T|, for k = M
Tl. = X P  + Z>.
The x, and z, are risk variables and incidence vector for the random
component u respectively. In matrix notation, we have
4.6.2.4 ji, = ECYJu) = ftP, = C.GCx.)
4.6.2.5 T, = S,tt
4.6.2.6 a  = [0 ',ß ',u T
where threshold parameters are collected in 0.  Let J M = [0^_,,1]' and 
U = [IM, J J '  then S( = [ U - l M+10 (x ;,z ;)] . The C, is a (M +l)x(M +l)
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matrix with principal diagonal elements equal to 1, diagonal below the principal 
of the elements (-1,-1, ...,-1,0) and all other elements zero.
From the above expressions it follows that the conditional log- 
likelihood 1, is a function of . As in ordinal data, for given first and
second order derivatives, the approximate ML and REML estimators can be 
obtained from 4.5.7, 4.5.12-4.5.15. The approximated variance-covariance 
of ML and REML estimators are obtained from sections 4.3 and 4.4.
In both ordinal and frequency data different choices of the distribution 
function G(.) result in different threshold models. In the following chapters, 
we will use four threshold models. These are models corresponding to the 
four common distributions; standard normal, logistic, extreme minimal and 
extreme maximal value for G.
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CHAPTER FIVE
RANDOM COMPONENT THRESHOLD
MODELS
5.1 INTRODUCTION
The preceding chapter has described the general structure of GLMM 
approaches for ordinal response variables. This and the following chapters 
are going to exhibit GLMM approaches to ordinal response variables in 
specific problems. This usually involves representing various forms of the 
matrix A (variance-covariance matrix of random components) in chapter 4.
This chapter extends the ordinal regression models of McCullagh 
(1980). Four threshold models, in which the response variable is related to 
regression variables with fixed coefficients as well as random components, 
are fitted to ordinal response variables.
Ordinal or ordered categorical data often occur as response variables 
in statistical applications, although some arise from grouping an underlying 
continuous random variable. McCullagh and Neider (1989) have 
summarised different situations which result in such polytomous data and a 
sequence of models for ordinal data have been described in McCullagh
(1980). The essence of such modelling is conveyed by introducing a 
continuous variable U and if U lies in the interval (0y l,9y ] then response
variable Y=y is recorded. The underlying variable U is not observed. 
Regression is introduced into the model by replacing 0y with 0y -T| ,
where r| is the appropriate combination of regression variables involving
unknown regression parameters and random components. Equivalently the 
underlying response variable U could be considered as being replaced by 
U-r|. The resulting cumulative distribution function for Y is G(y-rj) where 
G(.) is the cumulative distribution function for U.
When T| contains not only fixed effects but also random components 
then a mixed threshold model results. Section 5.2 provides more detail on 
the data being considered, models for that data, with estimation techniques 
provided in section 5.3.
Sections 5.4 and 5.5 provide applications to dairy produce testing and an 
arthritis clinical trial. The dairy produce testing data were analysed in 
Zhaorong et al (1992) by using best linear unbiased prediction or penalised 
likelihood method that has negatively biased estimates of variance 
components. The arthritis clinical data have been analysed in Fitzmaurice 
(1995) by the GEE approach. Besides the ML and REML estimates, we also 
reproduce penalised likelihood (PL) estimates.
5.2 THRESHOLD MODELS
Since the discrete values of Y are usually denoted by 0,1,  ..., M , 
and U has a distribution over (-00,00) for most models, we take 0 = -<», 
0 M = 0 0 . The threshold model for Y is
5.2.1 P(Y < y) = G(0y -T|)
It is clear that, if rj contains a constant term, there is a lack of identifiability 
which may be overcome by setting 0 O = 0 leaving 0,, 0 ,, 0 M_, and the
parameters in rj to be estimated. The observations Y, i= 1, 2, N have 
associated vectors of regression variables x, with fixed regression 
coefficient ß , together with incidence vectors for vectors of random 
components , j= l, 2 , q. The vector has vj components. Thus
5.2.2 T|, =x;ß + Iz;u ,
gives the structure of the regression relationship. Expressed in matrix 
format, let r\ be the vector of r\t and X and be the matrices
constructed from rows given by x', z' respectively, and
5.2.3 Z = [Z„ Z2, ..., ZJ, u' = [u;, < ,  ..., < ]  
so that
5.2.4 Ti=Xß+Zu.
In what follows we take the ui to be independent N(0, q>jAJ) and the
variance matrix of u is denoted by A. Thus A has block diagonal form 
with cp j A j forming the blocks on the diagonal.
Four threshold models result from giving four different structures to 
the G function. They are set out below.
Model 1: If G(.) = 0(.) , where O denotes the cumulative distribution 
function for a standard normal distribution, the standard threshold model is 
obtained.
Model 2: if G(.) = e° /[ l + eu] (logistic), the proportional odds model is 
obtained.
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Model 3: if G(.) = l-ex p [-e ()] (extreme minimal value) , the proportional 
hazards model is obtained.
Model 4: G(.) = exp[-e'°] (extreme maximal value), gives another model.
In the application to dairy produce data and arthritis clinical trial considered 
in sections 5.4 and 5.5, these are the four threshold models fitted.
5.3 METHOD OF ESTIMATION
Estimation in random component threshold models is described in 
general in chapter 4. The method requires a definition two components of 
the best linear unbiased prediction or penalised likelihood (PL) function. 
The
5.3.1 1, = log-likelihood of observation vector y conditional on fixed u 
and
5.3.2 12 = logarithm of the probability density function of u
= - d  / 2)Zw fv, ln2iwp J + lnl A J1+ cp/ u'A i'uJ.
The function 12 may be considered to be a penalty function so that the 
method of maximising the sum of 1,+12, is called a PL method. It has
obvious links to shrinkage estimation and ridge regression. To allow for 
possible missing observations, we define d =1 if observation for i present 
and d. =0 if missing. For the current problem, the log of conditional 
likelihood of the observations given the random components is
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5.3.3 l1= i : =d,ln[G(0y - r j 1)-G (0 y _, — T|,)]
where the model for Y given in section 5.2 has been applied.
The steps of computing approximate maximum likelihood (ML) and residual
maximum likelihood (REML) estimators are as follows. Letting 0 be the 
vector of [0,, 02, ..., 0M_,], the penalised likelihood estimators of 0, ß, u
are found using a Newton-Raphson iterative scheme beginning with initial 
values 0O, ß0, u0, T|0 = Xß0 +Zu0 and solving the following equations for
changes A0, Aß, Au to be made to the initial values for the next iteration.
5.3.5
where
5.3.6 V =
V„
V
A0 "I 0" r 3i, / de.] 0
Aß
Au
0 X' 
_° z '_
31, / 3r|0
0
_Aö‘u0_
0
X
z
V,
V,
3 /
3=1.
30o30'
31
321.
ae03n:
^ l o ^ l o
o
X
o'
z +
0
0
0
0
0
Aö
and
A0, 31, / 30o, 31, / 3rj0, 3T, / 30o3 0 ', 3T, / 30o3r|' and 3T, / 3r|03r|' are the 
values of A, 31, / 30, 31, / 3r|, 3T, / 3030', 3T, / 303r|' and 3T, / 3rj3ri'
corresponding to initial estimates of their components. At convergence, the 
values 0, ß, u obtained are the penalised likelihood (PL) estimates of 0, ß 
and u corresponding to the initial estimates of cp2 used in A0. At the end 
of each converged sequence of iterations, new estimates of cpJ are obtained 
but the method of obtaining new estimates of cp t depends on which of PL,
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ML or REML is being used. Recalling expressions from section 4, the three 
methods are
5.3.6 $ J(pL)= u ;A i,u J/ v j or cpj(ML) = [ü ;A r u J+ trA i1TL]/v. or
9 J(REML)=[u;Aruj+trArTJ/vj
If y -1 =
. . T
T = V-133
and T = [T J , T ’ = [T«] are partitions o f T, T  conformably to the 
partition o f u into u ,, u 3, u q , then the asymptotic variance matrix for
the maximum likelihood estimators o f the cp parameters is 
5.3.7 2[cp;2(v, -2cp;‘trAr,T*«)5u + 9 . > >  A iT u A iX r
L T I X |  T l  « T 1 T ‘  < P l= * i rM L ) -9 l= 9 l (M L >
The asymptotic variance matrix for the maximum likelihood estimators o f  
the 0 and ß is given by the corresponding row and column of the matrix 
V '1 . If all asterisks are deleted, the REML results are obtained.
Finally ML (REML) estimates o f ß, 0 are equal to the converged ß , 
0 when corresponding ML (REML) estimates o f cp j are used. Thus the
only changes to the penalised likelihood approach made in obtaining ML and
REML estimators, is the way in which ü is used to compute new estimates 
of the cpj parameters. The above process is iterated until the estimates of
the (Pj parameters converge. The three methods give different converged
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values of the cp j and hence the corresponding estimates of ß, 0 will also be 
different for the three methods.
The estimation equations for ß, 0, u and calculation of asymptotic 
variance-covariance matrices requires the evaluation of first and second 
derivatives of 1,. Letting
where g(.) = G '(.) and 5 be the usual Kronecker delta, the first derivatives 
are
5.3.9 31, / 3r|, = - d ip i / Pt and
The second order derivatives are given by
5.3.11
i:..d,p;{51,[g '(0 -T i,)-p ;1g 2(0.1-T i,)]-  
5,„-i>k[g'(0,,. -  Tl,) -  p-‘g2(0„-i -  Tl,)]},
k = h
3 1 ,/3 0 k3 0 h-
k = h-1
k = h + 1
5.3.12
3T I/3 0 k3Tl, = {dip-,5 yik[-g '(0 y-T l1) + plP:,g(0yt-T ll)] + 
§ „ ,k [g'(0n “  Tl.) "  P, P '1 g(0y,“ rl1)]}
and
5.3.13 32l, / 3r|,3r|j =
0 , otherwise
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Armed with these derivatives the method may be applied to find PL , ML 
and REML estimates. Replacing second order derivatives in 5.3.6 yields 
information matrix V and this matrix is potentially large. However, some 
of the components of the partitioned matrix V are structured and easy to 
invert so that repeated use of the result formula of the lemma 1 in appendix 
A for inversion of partitioned matrices, often simplifies the problem. The 
formula for inversion of partitioned matrices is given in Searle (1982, p260, 
equation 14).
5.4 APPLICATION TO DAIRY PRODUCE
DATA
The methods are applied to data arising in the investigation of twenty 
different techniques of using a presumptive coliform test for evaluation of 
dairy product. In New Zealand, the dairy industry used the presumptive 
coliform test as an important manufacturing hygiene indicator. It is required, 
in detection techniques, to be practical and very efficient. In this regard, 
some discussion queried the influence of media-type on coliform recovery. 
In devising an experiment to investigate this effect, it was decided to also 
look at the effect of innoculum size. Four medium types such as lactose 
broth and five product sizes, 0.01 g, 0.1 g, 1 g, 2.5 g, 5 g, were used, in a 4x5 
factorial design, for testing each sample.
From dairy food plants throughout New Zealand, 1192 milk product 
samples were obtained. The response variable is the coded time it takes until 
gas production occurs in the sample added to one of four media, with Y = 0,1,2
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indicating that gas production occurs >48hr, >24hr and <48hr, <24hr 
respectively. The samples that responded uniformly to the 4x5 factorial 
treatment design, by showing the same extent of gas production of all 
combinations of design levels, were discounted because of their lack of 
information in distinguishing between levels. A total of 125 samples 
remained for the statistical analysis. Details of the experiments are available 
in Cooke, et al (1985), and results for 125 samples are given in Table 1 in 
appendix B.
The aim of the study is to see if product size and medium type has any 
influence on the presumptive coliform test and if there is any interaction 
between these factors. A standardised presumptive coliform test may 
standardise for any factors influencing the result. Accordingly a selection of 
models with different dependencies on the factors of interest, are fitted to the 
data. Detail of these models follows.
Let be the response variable for sample r added to medium-type
s and having product size t (r = 1, 2,..., 125; s = 1, 2, 3, 4; t = 1, 2, ..., 4).
Possible models for the distribution of Y are given in section 5.2 , with the 
corresponding linear predictor r\nt given by
5.4.1 ri^ = Trt + ur , all twenty methods different,
5.4.2 r|m= a s+ ß t + u r , additive medium and size effects,
5.4.3 T|rat= ß t + u r , size effects only
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where ur is the sample effect taken to be random and distributed as 
independent N(0,cp). The above models each have implied X matrices for 
the fixed effects, while the Z matrix is the same for the three models. 
Zhaorong, McGilchrist and Jorgensen (1992) fitted these three models (5.4.1, 
5.4.2, 5.4.3) with the first three of the models in section 5.2 , using the 
penalised likelihood estimation procedure only. They concluded that the 
model 5.4.3 seemed adequate to describe the data.
To support this conclusion the ML and REML estimates and standard 
errors of the parameters of the three q structures (5.4.1, 5.4.2 and 5.4.3) are 
given in Tables 5.4a and 5.4b , and 5.4c and 5.4d . The Tables 5.4a and 5.4b 
refer to the most general T| structure by applying standard normal, logistic,
extreme minimal and maximal distributions for the G function. It is clear 
that the pattern of Tst , t= 1,2,3,4,5 is the same for all s by using any of
four distributions for the G. Hence it is to be expected that, in fitting additive 
medium and size effects model 5.4.2, the results are shown in Table 5.4c, the 
estimate of the medium effects a s are all close to zero, i.e corresponding z-
values are smaller than the 1.96 critical value. However, the z-value for the 
d, is bigger than 1.96 corresponding to the threshold model 4 of section 5.2.
Nevertheless, since z-value for d, is about 2, close to 1.96, and on the other 
hand, z-values for d  2 and d 3 are smaller than 1.96, the preferred model is
therefore 5.4.3 . Note that estimates of threshold parameter 0 and (p are 
consistent for all models 5.4.1 , 5.4.2 and 5.4.3.
Thus the general conclusion is that size of sample is an important 
effect but medium type is not and there is no significant interaction. The
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estimates of ß indicate that increasing the sample size substantially 
decreases the time to gas production.
The estimates and standard errors of the parameters are provided in 
tables 5.4d by using three methods PL, ML and REML. It can be seen that 
the estimates of regression parameters are obtained by PL, ML and REML 
methods being in close agreement with standard errors of the PL, although 
estimates somewhat smaller than those of ML and REML.
The estimated values of the conditional loglikelihood (1,) for the 
models 5.4.1, 5.4.2 and 5.4.3 for all four threshold models of section 5.2 by 
PL, ML and REML methods is given in Table 5.4e.
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Table 5.4a PL, ML and REML estimates of parameters in the threshold models
for the model 5.4.1 . Est =Estimate, SE=Standard Error, Z-v = Est/SE .
PL ML REML
Standard
Normal
Est SE Z-v Est SE Z-v Est SE Z-v
9 1.41 1.54 0.07 23.1 1.56 0.05 34.2
o , 0.87 0.04 22.5 0.87 0.04 22.5 0.87 0.04 22.5
x„ -1.56 0.19 -8.08 -1.57 0.20 -8.00 -1.57 0.20 -8.00
Xp -0.38 0.17 -2.30 -0.38 0.17 -2.27 -0.39 0.17 -2.27
x„ 0.39 0.16 2.39 0.39 0.17 2.35 0.39 0.17 2.34
t14 1.06 0.17 6.45 1.07 0.17 6.35 1.07 0.17 6.34
x„ 1.64 0.17 9.62 1.64 0.17 9.49 1.65 0.17 9.47
x„ -1.51 0.19 -7.91 -1.52 0.19 -7.83 -1.52 0.20 -7.83
X„ -0.37 0.17 -2.23 -0.38 0.17 -2.20 -0.38 0.17 -2.20
X„ 0.53 0.16 3.29 0.53 0.17 3.24 0.53 0.17 3.23
\ 1.11 0.17 6.70 1.11 0.17 6.60 1.11 0.17 6.58
x„ 1.34 0.17 8.00 1.34 0.17 7.89 1.35 0.17 7.87
x„ -2.00 0.22 -9.13 -2.01 0.22 -9.07 -2.01 0.22 -9.06
% -0.73 0.17 -4.29 -0.74 0.17 -4.23 -0.74 0.18 -4.23
X„ 0.32 0.16 2.00 0.32 0.16 1.97 0.32 0.16 1.97
% 1.00 0.16 6.16 1.00 0.17 6.06 1.01 0.17 6.05
% 1.35 0.17 8.13 1.36 0.17 8.01 1.36 0.17 8.00
X 41 -1.71 0.20 -8.63 -1.72 0.20 -8.55 -1.72 0.20 -8.54
-0.55 0.17 -3.27 -0.56 0.17 -3.23 -0.56 0.17 -3.22
x 4, 0.30 0.16 1.84 0.30 0.16 1.81 0.30 0.17 1.81
1.01 0.16 6.22 1.02 0.17 6.12 1.02 0.17 6.11
X 4, 1.34 0.17 8.01 1.35 0.17 7.89 1.35 0.17 7.88
Logistic
9 4.26 4.69 0.07 70.36 4.74 0.42 11.24
ö, 1.50 0.07 21.97 1.51 0.07 21.96 1.51 0.07 21.96
x„ -2.68 0.34 -7.93 -2.71 0.34 -7.85 -2.71 0.35 -7.85
X p -0.65 0.29 -2.27 -0.66 0.29 -2.25 -0.66 0.29 -2.24
x„ 0.71 0.28 2.57 0.72 0.28 2.53 0.72 0.28 2.53
x 14 1.85 0.28 6.53 1.86 0.29 6.43 1.86 0.29 6.42
x„ 2.82 0.29 9.64 2.85 0.30 9.50 2.85 0.30 9.49
x„ -2.56 0.33 -7.69 -2.59 0.34 -7.61 -2.59 0.34 -7.61
T,, -0.64 0.29 -2.21 -0.65 0.30 -2.19 -0.65 0.30 -2.19
x„ 0.96 0.28 3.48 0.97 0.28 3.42 0.97 0.28 3.42
x ,4 1.94 0.29 6.81 1.96 0.29 6.71 1.96 0.29 6.70
x„ 2.34 0.29 8.19 2.36 0.29 8.07 2.36 0.29 8.05
X „ -3.48 0.40 -8.75 -3.51 0.40 -8.70 -3.51 0.40 -8.69
X p -1.36 0.31 -4.44 -1.38 0.31 -4.39 -1.38 0.31 -4.38
x„ 0.59 0.28 2.14 0.60 0.28 2.10 0.60 0.28 2.10
X* 1.82 0.28 6.50 1.83 0.29 6.40 1.83 0.29 6.39
X „ 2.33 0.29 8.20 2.35 0.29 8.07 2.35 0.29 8.06
-2.99 0.36 -8.32 -3.01 0.37 -8.26 -3.02 0.37 -8.25
X 4, -0.92 0.29 -3.14 -0.93 0.30 -3.10 -0.93 0.30 -3.09
X 4, 0.52 0.28 1.89 0.52 0.28 1.86 0.52 0.28 1.86
X« 1.79 0.28 6.41 1.80 0.29 6.31 1.80 0.29 6.29
X « 2.34 0.29 8.10 2.36 0.30 7.98 2.36 0.30 7.97
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Table 5.4b PL, ML and REML estimates of parameters in the threshold models 
for the model 5.4.1 . Est =Estimate, SE=Standard Error, Z-v = Est/SE ._______
PL ML RIÜML
Extreme
Minimal
Est SE Z-v Est SE Z-v Est SE Z-v
9 1.87 2.03 0.07 30.89 2.06 0.08 26.25
Ö, 0.99 0.04 22.16 0.99 0.05 22.15 0.99 0.05 22.15
T„ -1.23 0.20 -6.18 -1.24 0.20 -6.11 -1.24 0.20 -6.10
Tn 0.04 0.18 0.20 0.04 0.19 0.20 0.04 0.19 0.20
x„ 0.85 0.18 4.66 0.86 0.19 4.60 0.86 0.19 4.59
1.63 0.19 8.49 1.64 0.20 8.38 1.64 0.20 8.37
2.28 0.21 11.13 2.29 0.21 11.01 2.30 0.21 11.00
-1.25 0.20 -6.25 -1.26 0.20 -6.18 -1.26 0.20 -6.17
x„ 0.08 0.18 0.43 0.08 0.19 0.42 0.08 0.19 0.42
1.03 0.18 5.66 1.04 0.19 5.58 1.04 0.19 5.57
X* 1.74 0.19 8.94 1.75 0.20 8.84 1.75 0.20 8.82
x„ 1.95 0.20 9.89 1.97 0.20 9.78 1.97 0.20 9.76
T„ -1.70 0.22 -7.85 -1.72 0.22 -7.78 -1.72 0.22 -7.77
T„ -0.14 0.19 -0.76 -0.14 0.19 -0.74 -0.14 0.19 -0.74
T„ 0.82 0.18 4.58 0.83 0.18 4.52 0.83 0.19 4.51
XM 1.60 0.19 8.48 1.61 0.19 8.38 1.61 0.19 8.36
X„ 1.97 0.20 10.00 1.98 0.20 9.89 1.98 0.20 9.88
T„ -1.39 0.20 -6.82 -1.40 0.21 -6.75 -1.40 0.21 -6.74
X n -0.13 0.19 -0.70 -0.13 0.19 -0.69 -0.13 0.19 -0.69
x„ 0.78 0.18 4.32 0.78 0.18 4.26 0.79 0.19 4.25
T„ 1.57 0.19 8.35 1.58 0.19 8.24 1.58 0.19 8.23
T„ 2.00 0.20 10.02 2.02 0.20 9.92 2.02 0.20 9.90
Extreme
Maximal
9 1.69 1.88 0.07 27.76 1.90 0.07 27.58
e, 1.01 0.05 21.98 1.02 0.05 21.97 1.02 0.05 21.97
X„ -2.32 0.26 -9.00 -2.33 0.26 -8.95 -2.34 0.26 -8.94
Tn -0.85 0.19 -4.49 -0.86 0.20 -4.43 -0.86 0.20 -4.43
X„ 0.04 0.18 0.23 0.04 0.18 0.21 0.04 0.18 0.21
X„ 0.79 0.18 4.48 0.79 0.18 4.39 0.79 0.18 4.38
T„ 1.37 0.18 7.74 1.38 0.18 7.59 1.38 0.18 7.57
X„ -2.21 0.25 -8.88 -2.23 0.25 -8.83 -2.23 0.25 -8.83
-0.87 0.19 -4.48 -0.88 0.20 -4.43 -0.88 0.20 -4.43
x* 0.19 0.18 1.06 0.18 0.18 1.03 0.18 0.18 1.02
X* 0.80 0.18 4.52 0.80 0.18 4.43 0.80 0.18 4.42
X„ 1.10 0.18 6.21 1.10 0.18 6.09 1.10 0.18 6.08
T„ -2.99 0.33 -9.13 -3.01 0.33 -9.11 -3.01 0.33 -9.11
T„ -1.49 0.21 -7.06 -1.50 0.22 -7.00 -1.50 0.22 -6.99
T„ -0.06 0.18 -0.32 -0.06 0.18 -0.33 -0.06 0.18 -0.33
X14 0.68 0.17 3.88 0.68 0.18 3.78 0.68 0.18 3.77
T„ 1.10 0.18 6.29 1.11 0.18 6.16 1.11 0.18 6.15
x41 -2.58 0.27 -9.40 -2.60 0.28 -9.37 -2.60 0.28 -9.36
x„ -1.14 0.20 -5.69 -1.15 0.20 -5.63 -1.15 0.20 -5.63
X« -0.04 0.18 -0.22 -0.04 0.18 -0.23 -0.04 0.18 -0.23
0.73 0.17 4.22 0.74 0.18 4.13 0.74 0.18 4.12
X41 1.05 0.18 5.94 1.05 0.18 5.82 1.05 0.18 5.80
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Table 5.4c PL, ML and REML estimates of parameters in the threshold models 
for model 5.4.2 . Est =Estimate, SE=Standard Error, Z-v = Est/SE .
PL ML REML
Standard
Normal
Est SE Z-v Est SE Z-v Est SE Z-v
9 1.40 1.54 0.07 23.19 1.55 0.05 34.28
Ö, 0.86 0.04 22.49 0.87 0.04 22.49 0.87 0.04 22.49
a, 0.15 0.08 1.84 0.15 0.08 1.85 0.15 0.08 1.85
a7 0.14 0.08 1.68 0.14 0.08 1.69 0.14 0.08 1.69
a, -0.06 0.08 -0.72 -0.06 0.08 -0.72 -0.06 0.08 -0.72
p, -1.74 0.15 -11.8 -1.75 0.15 -11.6 -1.75 0.15 -11.6
P, -0.57 0.14 -4.19 -0.57 0.14 -4.09 -0.57 0.14 -4.08
p, 0.33 0.13 2.45 0.33 0.14 2.38 0.33 0.14 2.38
p, 0.99 0.14 7.33 0.99 0.14 7.15 0.99 0.14 7.13
P, 1.35 0.14 9.91 1.36 0.14 9.68 1.36 0.14 9.65
Logistic
9 4.22 4.65 0.07 70.29 4.70 0.42 11.33
e, 1.49 0.07 21.98 1.50 0.07 21.96 1.50 0.07 21.96
a, 0.26 0.14 1.83 0.26 0.14 1.84 0.26 0.14 1.84
a, 0.25 0.14 1.78 0.25 0.14 1.79 0.25 0.14 1.79
a1 -0.10 0.14 -0.72 -0.10 0.14 -0.73 -0.10 0.14 -0.73
p, -3.00 0.26 -11.6 -3.02 0.27 -11.3 -3.02 0.27 -11.3
p, -0.99 0.24 -4.19 -0.99 0.24 -4.10 -1.00 0.24 -4.09
P, 0.59 0.23 2.57 0.59 0.24 2.51 0.60 0.24 2.50
P, 1.74 0.23 7.48 1.76 0.24 7.30 1.76 0.24 7.28
p, 2.35 0.24 9.89 2.37 0.25 9.66 2.37 0.25 9.64
Extreme
Minimal
9 1.85 2.02 0.07 30.84 2.04 0.08 26.48
e, 0.98 0.04 22.16 0.99 0.05 22.15 0.99 0.05 22.15
a, 0.14 0.09 1.60 0.15 0.09 1.60 0.15 0.09 1.60
a1 0.15 0.09 1.70 0.16 0.09 1.70 0.16 0.09 1.70
a, -0.03 0.09 -0.38 -0.03 0.09 -0.38 -0.03 0.09 -0.38
p, -1.44 0.16 -9.02 -1.45 0.16 -8.85 -1.45 0.17 -8.83
P, -0.11 0.15 -0.71 -0.11 0.16 -0.69 -0.11 0.16 -0.68
P, 0.80 0.15 5.29 0.81 0.16 5.18 0.81 0.16 5.17
p 4 1.57 0.16 10.00 1.58 0.16 9.80 1.58 0.16 9.77
p, 1.98 0.16 12.30 1.99 0.17 12.06 1.99 0.17 12.03
Extreme
Maximal
9 1.69 1.87 0.07 27.87 1.89 0.07 27.70
e, 1.00 0.05 22.00 1.01 0.05 21.99 1.01 0.05 21.99
a, 0.18 0.09 2.00 0.19 0.09 2.02 0.19 0.09 2.02
a1 0.16 0.09 1.70 0.16 0.09 1.71 0.16 0.09 1.71
a, -0.08 0.09 -0.91 -0.09 0.09 -0.92 -0.09 0.09 -0.92
p, -2.55 0.18 -14.0 -2.57 0.19 -13.8 -2.57 0.19 -13.7
P, -1.15 0.15 -7.43 -1.16 0.16 -7.27 -1.16 0.16 -7.25
P, -0.04 0.15 -0.24 -0.04 0.15 -0.25 -0.04 0.15 -0.26
p 4 0.68 0.15 4.64 0.68 0.15 4.49 0.68 0.15 4.48
P, 1.08 0.15 7.33 1.09 0.15 7.11 1.09 0.15 7.09
* 0C4 is fixed at zero to achieve identifiability.
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Table 5.4d PL, ML and REML estimates of parameters in the threshold models 
for the model 5.4.3 . Est =Estimate, SE=Standard Error, Z-v = Est/SE .
PL ML REML
Standard
Normal
Est SE Z-v Est SE Z-v Est SE Z-v
9 1.39 1.52 0.04 35.50 1.54 0.05 34.56
o, 0.86 0.04 22.49 0.86 0.04 22.49 0.86 0.04 22.49
p, -1.67 0.14 -12.2 -1.68 0.14 -11.9 -1.68 0.14 -11.9
p . -0.51 0.13 -4.06 -0.51 0.13 -3.95 -0.51 0.13 -3.94
p , 0.38 0.12 3.09 0.38 0.13 3.00 0.38 0.13 2.99
ß . 1.04 0.13 8.32 1.04 0.13 8.08 1.04 0.13 8.05
p , 1.41 0.13 11.09 1.41 0.13 10.78 1.42 0.13 10.75
Logistic
9 4.18 4.60 0.39 11.75 4.65 0.41 11.42
Ö, 1.49 0.07 21.97 1.50 0.07 21.96 1.50 0.07 21.96
p , -2.88 0.24 -11.9 -2.91 0.25 -11.6 -2.91 0.25 -11.6
p , -0.88 0.22 -4.02 -0.88 0.23 -3.91 -0.88 0.23 -3.90
p , 0.69 0.21 3.24 0.69 0.22 3.14 0.69 0.22 3.13
p . 1.83 0.22 8.45 1.85 0.23 8.21 1.85 0.23 8.18
p, 2.44 0.22 11.04 2.46 0.23 10.74 2.46 0.23 10.70
Extreme
Minimal
9 1.85 2.01 0.07 27.30 2.03 0.08 26.55
o, 0.98 0.04 22.16 0.98 0.04 22.14 0.98 0.04 22.14
p. -1.37 0.15 -9.15 -1.38 0.15 -8.94 -1.38 0.16 -8.92
p , -0.04 0.14 -0.28 -0.04 0.15 -0.27 -0.04 0.15 -0.27
ß. 0.87 0.14 6.13 0.87 0.15 5.98 0.88 0.15 5.96
ß . 1.63 0.15 11.07 1.64 0.15 10.81 1.64 0.15 10.77
ß , 2.04 0.15 13.51 2.06 0.16 13.20 2.06 0.16 13.17
Extreme
Maximal
9 1.65 1.84 0.06 28.96 1.86 0.07 28.17
ö, 1.00 0.05 22.00 1.00 0.05 21.99 1.00 0.05 21.99
ß, -2.48 0.17 -14.4 -2.49 0.18 -14.1 -2.50 0.18 -14.1
ß= -1.08 0.14 -7.64 -1.09 0.15 -7.43 -1.09 0.15 -7.41
ß, 0.03 0.13 0.20 0.02 0.14 0.18 0.02 0.14 0.17
ß . 0.74 0.13 5.49 0.74 0.14 5.29 0.74 0.14 5.27
P, 1.14 0.14 8.39 1.14 0.14 8.10 1.14 0.14 8.07
87
Table 5.4e: Estimated value of conditional log-likelihood (1,) for the 
threshold models.
Model Method Standard
normal
Logistic Extreme
minimal
Extreme
maximal
5.4.1
REML -1414.94 -1409.84 -1414.15 -1437.96
ML -1415.08 -1410.01 -1414.32 -1438.12
PL -1416.44 -1411.63 -1415.66 -1439.88
5.4.2
REML -1418.77 -1414.74 -1417.91 -1443.5
ML -1418.91 -1414.91 -1418.07 -1443.66
PL -1420.27 -1416.54 -1419.42 -1445.41
5.4.3
REML -1424.1 -1420.29 -1421.53 -1450.51
ML -1424.24 -1420.46 -1421.68 -1450.67
PL -1425.61 -1422.09 -1423.03 -1452.45
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5.5 APPLICATION TO ARTHRITIS CLINICAL
TRIAL DATA
A second application of the models in section 5.2 is to binary response 
variables. We introduce models in section 5.2 for binary data by assuming 
that there is only one cut-point (threshold parameter, 0O). It is, without loss 
of generality, taken that 90=O.
The motivating example is reported in Fitzmaurice and Lipsitz (1995) 
and represented in table 2 of appendix B. It is a subset of data on 51 subjects 
from an arthritis clinical trial (Bombardier et al , 1986). In this study, 
patients have at most five unequally spaced binary self-assessment 
measurements of arthritis, where self-assessment equals 0 if 'poor' and 1 if 
'good'. Patients had a base-line self-assessment measurement (week 0) and 
follow-up self-assessment measurements at weeks 1, 5, 9 and 13. 
Randomization to one of the two treatments, placebo or auranofin, occurred 
following the second self-assessment. After randomization, patients 
remained on the assigned treatment for the entire study period. In addition to 
treatments and time, age and gender of patients were recorded. Note that the 
treatment remains the same at all times for patients randomized to have the 
placebo but changes for the patients randomized to have auronofin after the 
second self-assessment measurement.
The main interest of the study is to investigate the difference in 
response to two treatment groups and whether age and gender of patients 
have any influence on the responses.
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Fitzmaurice and Lipsitz (1995) have fitted two different models; the 
marginal and conditional, by using GEEs methods. They have concluded 
that the patients on auranofin are more likely to give positive self-assessment 
and that there are not statistically significant influences due to age, time or 
gender.
We develop the following model with all four threshold models in 
section 5.2 viz PL, ML and REML methods.
5.5.1 T|„ =ß„+a(genderi) + 7(age,) + ß,(treat,) + u1 ,
where risk variables are age in years at the base-line, gender 
(gender., l=male, 0=female), treatment (treat, 1 = auranofin, 0 = placebo).
The significant changes in ß t (t=l, 2, 3, 4) indicates influences of time on 
the treatment auranofin. The u, is the patient effect taken to be random and 
distributed as independent N(0,cp). The relationship between Y response 
(1,0) for patient i at time t is equation 5.2.1 altered by inserting suffix i,t 
in y , Y and T|.
Table 5.5a provides estimates and standard errors of the parameters for the 
model 5.5.1 for three methods (PL, ML and REML). The PL, ML and 
REML estimates are obtained for all four threshold models of section 5.2.
The PL method shows that the variability between patients is always 
close to zero. However, both ML and REML methods give a significant 
variance of patients random effects for each of four threshold models. The
90
factors of age and gender do not have a statistically significant influence on 
self-assessment.
The test of overall treatment effect is obtained by using the asymptotic
A
joint distribution of the ß t (t= 1,2,3,4). Table 5.5b gives estimate and
standard errors of the treatment effects and corresponding asymptotic z- 
values which are shown with the z-v column. In this table, the z-value is 
greater than the 1.96 critical value by each method (PL, ML and REML) for 
all four threshold models. Note, the estimated treatment effect is positive. It 
indicates that the rj increases and 0-T| decreases, so that observations of 
the patients on the treatment auranofin are more likely in the highest category 
(1) viz. good.
Thus fitting model 5.5.1 by ML or REML methods provides 
conclusions that are the same as those in the Fitzmaurice et al (1995) i.e, 
significant treatment auranofin effect, with age and gender not significant 
risk variables. Nevertheless ML and REML methods give prediction of 
random components and estimate of variance of random component which 
the GEEs methods do not. Additionally model 5.5.1 provides estimates of 
the treatment effect at each time. Looking through z-v column in the Table 
5.2a, we see that the PL method provides significant treatment effect at times 
2, 3 and 4 by giving z-values greater than the 1.96 critical value for all four 
threshold models. However the ML and REML methods show a significant 
treatment effect at times 2, 4 for threshold models 1 and 4 of section 5.2 and 
the significance has disappeared at time 4 for threshold models 2 and 3 from 
section 5.2.
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Given that the treatment effect has influence through time, we use asymptotic
A.
joint distribution of ß( for further investigating changes in the treatment 
effects over time.
For the threshold model 1 of section 5.2, the asymptotic variance 
covariance matrix is
'0.146 0.066 0.066 0.066'
0.066 0.328 0.063 0.065 
5.5.2 ,  .
0.066 0.063 0.189 0.069
0.066 0.065 0.069 0.225_
The pairwise contrast between ß t , their standard errors and the ratio of 
estimate to the standard errors (z-v) are given in Table 5.5c. The results 
show a significant increase in the treatment effect from time 1 to 2.
This conclusion is consistent with the results obtained using the other three 
threshold models (2, 3, 4) of section 5.2.
In short, the treatment auranofin has a statistically significant effect. 
Since the estimated value is positive, it decreases the 0- r\ and causes the 
highest response (1) for the patients on the treatment auranofin. On the 
treatment auranofin, the possibility of giving a 1 result increases as the 
patients move from time 1 to 2. This possibility becomes constant from time 
2 up to 4. There are no statistically significant age and gender effects.
The estimates and standard errors of the parameters are provided in 
tables 5.5a and 5.5b by using three methods PL, ML and REML. In the 
previous section, the general conclusion was the same for any of three
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methods (PL, ML, REML) applied to dairy produce data. For the arthritis 
data, the results in the Table 5.5a and 5.5b indicate a clear variation among 
those three methods. In the table 5.5a, the PL estimates of cp is always zero 
for all four threshold mixed models of section 5.2. This is in agreement with 
general simulation results, these being that the PL estimates of standard 
errors often under-report the true standard errors while those of REML, in 
particular, are usually quite close to those obtained through simulation 
(McGilchrist 1993, 1994) and (Saei and McGilchrist 1996).
Table 5.5d gives estimates of conditional loglikelihood (1,) for the models 
5.5.1 for all four threshold mixed models by using PL, ML and REML methods.
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Table 5.5a Estimates of parameters, standard errors and z-values for the 
model 5.5.1. Est =Estimate, SE=Standard Error, Z-v = Est/SE .
PL M L REML
Est SE z-v Est SE z-v Est SE z-v
Standard
Normal
9 0.00 0.43 0.21 2.04 0.55 0.25 2.20
p . 0.05 0.56 0.09 0.10 0.79 0.13 0.11 0.84 0.13
a 0.36 0.23 1.52 0.38 0.33 1.14 0.38 0.36 1.08
7 0.00 0.01 -0.20 0.00 0.01 -0.19 0.00 0.02 -0.19
p, 0.44 0.29 1.49 0.48 0.37 1.32 0.49 0.38 1.29
p, 1.53 0.47 3.25 1.64 0.55 2.97 1.68 0.57 2.93
p, 0.69 0.34 2.04 0.72 0.42 1.71 0.72 0.44 1.66
ß. 0.87 0.38 2.31 0.92 0.46 2.01 0.93 0.47 1.96
Logistic
9 0.00 1.05 0.54 1.94 1.36 0.65 2.10
ß« 0.12 0.96 0.13 0.23 1.29 0.18 0.26 1.37 0.19
a 0.60 0.39 1.54 0.62 0.53 1.16 0.63 0.57 1.10
7 0.00 0.02 -0.26 -0.01 0.02 -0.27 -0.01 0.02 -0.26
ß, 0.73 0.49 1.47 0.75 0.59 1.28 0.77 0.62 1.25
ß, 2.86 1.05 2.73 2.95 1.10 2.68 3.00 1.12 2.68
ß, 1.17 0.60 1.96 1.14 0.69 1.66 1.15 0.72 1.61
ß. 1.45 0.67 2.17 1.46 0.76 1.93 1.48 0.79 1.89
Extreme
M inimal
9 0.00 0.76 0.36 2.08 0.96 0.44 2.20
ßo 0.43 0.82 0.53 0.53 1.06 0.50 0.57 1.13 0.50
a 0.48 0.31 1.57 0.50 0.43 1.15 0.51 0.46 1.09
7 0.00 0.01 -0.22 -0.01 0.02 -0.30 -0.01 0.02 -0.30
ß, 0.60 0.41 1.44 0.59 0.49 1.21 0.60 0.51 1.17
ß, 2.59 1.01 2.55 2.71 1.05 2.58 2.75 1.06 2.59
ß, 0.99 0.53 1.87 0.95 0.60 1.60 0.95 0.62 1.54
ß. 1.22 0.60 2.03 1.21 0.66 1.83 1.22 0.68 1.79
Extreme
M aximal
9 0.00 0.37 0.19 1.99 0.49 0.23 2.16
ß. -0.32 0.52 -0.62 -0.23 0.74 -0.31 -0.23 0.79 -0.29
a 0.33 0.23 1.43 0.36 0.32 1.13 0.37 0.34 1.07
7 0.00 0.01 -0.12 0.00 0.01 -0.13 0.00 0.01 -0.13
ß, 0.43 0.28 1.52 0.47 0.35 1.36 0.49 0.36 1.33
ß, 1.27 0.34 3.79 1.39 0.46 3.06 1.44 0.49 2.96
ß, 0.65 0.30 2.15 0.69 0.38 1.81 0.69 0.40 1.75
ß. 0.82 0.32 2.55 0.87 0.41 2.14 0.89 0.43 2.08
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Table 5.5b: Estimate of the treatment effect, standard errors and z-value
A A,
for model 5.5.1. ß = average of ß, (t= 1,2,3,4), SE=Standard Error, Z-v = 
Est/SE.
PL M L R E M L
A
P SE z-v
A
ß SE z-v
A
P SE z-v
ST N orm al 0.881 0.22 4.004 0.939 0.304 3.086 0.956 0.324 2.952
Logistic 1.549 0.411 3.774 1.576 0.52 3.045 1.599 0.55 2.926
Ex M inim al 1.347 0.37 3.661 1.368 0.452 3.032 1.376 0.473 2.913
E x m axim al 0.792 0.197 4.022 0.855 0.28 3.06 0.877 0.3 2.925
* ST = Standard and Ex = Extreme.
Table 5.5c: Estimate of the contrast between treatment effect, standard 
errors (SE) and the ratio of estimate to their standard errors (z-v) for model 
5.5.1.
R E M L
D istribu tion C ontrast Est SE z-v
S tandard
N orm al
p.  - p , -1.188 0.556 -2.135
p , - p , -0.229 0.447 -0.513
p . - p . -0.437 0.407 -1.073
p , - p . 0.959 0.593 1.617
p , - p . 0.751 0.614 1.224
p , - p . -0.208 0.505 -0.412
Table 5.5d: Estimated value of conditional log-likelihood (1,) for the 
threshold models.
M odel M ethod S tandard
norm al
Logistic Extrem e
m inim al
E x trem e
m axim al
5.5.1
R E M L -60.73 -62.49 -66.08 -68.75
M L -62.67 -64.42 -69.09 -70.21
PL -74.09 -73.43 -76.81 -114.96
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CHAPTER SIX
THRESHOLD MODELS IN A METHADONE 
PROGRAM EVALUATION
6.1 INTRODUCTION
In chapter 5, the ordinal regression models of McCullagh (1980) are 
extended to ordinal mixed models by introducing random components into 
the linear predictor. Estimation equations of variance components are given 
for four threshold models using both ML and REML methods. The 
developed approach is applied to two real data sets.
Basically the theory underlying this chapter is the same as that of 
chapter 5, indeed it is an application of the theory developed in that chapter. 
The application is of sufficient interest to justify a separate chapter.
The response variable in evaluating a methadone program usually 
measures the extent of noncompliance with the aims of the program and, for 
those who are successful in these aims, the response is zero. It is not 
unusual, therefore, to attempt to model response data with a large zero 
frequency and with remaining values either distributed continuously over the 
positive range or perhaps grouped into intervals. The aim is to relate the 
response variable to the treatment variable acting in the presence of the other 
covariables.
One approach to this problem has been to model the zero occurrences 
separately from the positive occurrences and to attempt a marrying of the two
separate inferences at a later stage. Another approach has been to use zero- 
inflated or zero added distributions. For each of these approaches, the 
eventual inference procedures are not simple, particularly when the 
regression model includes both fixed and random components.
We advance here a very versatile approach to these problems by using 
threshold models (models developed in chapter 5) in which there is 
considered to be an underlying unobservable variable U such that if U lies in 
the interval from 0y, -  r\ to 0y -  r| then response Y=y is observed,
where 0k , k = -1, 0, ,1, ...,M are threshold parameters (0_t = -°°, 0M = °°) 
and r\ is linear combination of fixed regression and random components 
describing the characteristics of the subject being observed. The 
combination of risk variable values r| , moves all thresholds 0 -  rj up or 
down by the same amount. When the positive response is continuous, 
responses are grouped into intervals. Green (1984) showed that, even with 
very coarse grouping, the parameter estimates and their standard errors are 
close to those for ungrouped data. Note that if r\ includes a constant term, 
there is lack of identifiability of the 0 parameters which may be solved by 
setting 0O = 0.
If G(.) is the cumulative distribution function for the underlying 
unobservable variable U , then P(Y < ylr|) = G(0y - r i)  and examples of
G(.) are given in chapter 5. Here, we use all four models of chapter 5 in 
which G(.) is taken to be standard normal, logistic, extreme minimal and 
extreme maximal distributions respectively. The estimation and inference by 
ML and REML methods are consistent within each of the four threshold 
models when applied to the study data.
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For the methadone program, the regression variables consist of 
subject characteristics and the treatment program. However, in some cases 
subjects cohabit so that a further factor is a household effect which is 
included in the model as a random effect. Details of the program are given 
in section 6.2, while later sections are concerned with the method of 
analysis.
6.2 METHADONE PROGRAM
The Kirketon Road Centre (KRC) is a primary health care in Sydney, 
Australia. It was set up to service sex workers, drug users and at risk youth 
as part of a nationwide strategy to prevent the spread of human 
immunodeficiency virus (HIV). This methadone program is the first in 
Australia to be set up within a primary health program rather than as a 
separate clinic. A randomised control trial was carried out to evaluate the 
methadone maintainance program of the centre. In the trial 70 subjects 
were assigned randomly to one of two treatments, methadone and control. 
Subjects are interviewed at baseline and at three months, with a urine sample 
for drug toxicology collected at the same times. The interview collected 
information on demographic data, drug use, previous treatment experiences, 
use of KRC services and a number of structured questionnaires including the 
Opiate Treatment Index (Dark et al, 1992). Opiate Treatment Index (OTI) is 
a multi-dimensional instrument designed to assess outcome from treatments 
for opioid dependence. It measures drug use, HIV risk-taking behaviour, 
crime, drug related health problems, psychological functioning for the month 
prior to interview, and social functioning for the previous six months.
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Included in the OTI is the 28 item version of the general health questionaire 
(GHQ). Life events were measured by the Life Experiences Survey 
(Goldberg et al, 1979).
Patients were questioned about their use of heroin, opioids other than 
heroin, alcohol, cocaine and benzodiazepines. Sixteen patients did not 
complete the study for various reasons and the data for the remainder are 
shown in Table 3 of appendix B. Of the sixteen drop-outs, four were from 
the methadone treatment group: one did not return for treatment after the 
initial interview, one was in prison and the fate of two remained unknown. 
Of twelve drop-outs from the control group, one died, three were in prison 
and the fate of eight remained unknown. Every attempt was made to locate 
each of the drop-outs. Since the response data were obtained at the follow­
up interview, the drop-outs could not be included in the analysis. Originally 
72 subjects were randomised with 89% of the treatment group and 66% of 
the control group completing valid follow-up interviews. However, two 
members of the study control group were excluded because they had been in 
prison for the whole of the follow-up period. The analysis is based on the 
original randomisation, the intention to treat, although 76% of the control 
group attended other methadone clinics during the study period. Covariables 
2,3,4 in the list given below record methadone use from any clinic and hence 
the leakage of control to treatment is partially recorded in the covariables.
From the collected data, four response variables have been selected 
for separate analysis. Three of the variables are the average number of drug 
usages per day (injection or pill) for the three drugs heroin (H), cocaine (Co)
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and benzodiazepine (B) with the average taken over the month prior to 
interview. The average is denoted by S. For these three variables, the 
response is categorised with
The fourth response variable is the number of crimes committed during the 
previous three months (Cr). This is a discrete response variable and is 
modelled directly, but with all values >5 grouped together in one category
The treatment and covariables fitted in the model are described in 
semitabular form below.
1 Treatment group , 1 =treatment, 0=control
2 Number of weeks received methadone in follow-up period
3 Receiving methadone at time of follow-up interview, 0=no, l=yes
4 Methadone dose at time of follow-up interview
5 Number of negative life events reported at follow-up interview
6 Number of positive life events reported at follow-up interview
7 GHQ total score at follow-up interview
8 OTI social score at follow-up interview
9 Age in years
0 if S = 0
1 if 0 < S <
6 . 2.1
3 if S > 1
at Y = 5.
Covariable Description
too
10 Gender, 0=male, l=female
11 Years of education
12 Number of years since first addicted to heroin
13 Age when first charged
14 Total months in prison before enrolled for study
The last two covariables (13 and 14) are used only when the response 
variable is the number of crimes committed (Cr). In this case, the three first 
response variables, self reported use of heroin (H), cocaine (Co), 
benzodiazepine (B) at the follow-up interview are also used as covariables. 
Note, the three covariables H, Co and B are used as they are observed not in 
the categorised form. They are coded in the Table 3 of appendix B as the 
first three variables. For all models there is a random household effect which 
is distributed independently for different households as N(0,cp).
6.3 MODELS AND ESTIMATION
The response variable Y is now considered to be a discrete random 
variable, perhaps as a result of values being grouped into intervals as 
described in section 6.2, and is distributed according to the threshold mixed 
model
6.3.1 P(Y < y) = G(0y -r\) , y = 0,l,...,M
where r| is a linear combination of risk variables and the random household 
component. Letting X be the matrix of risk variables and u the vector of 
household variables, then
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6.3.2 T| = Xß + Zu ,
where ß and Z are vector of regression coefficients and incidence matrix 
for vector of household variables respectively. Let 0 be the vector of 
threshold parameters. The best linear unbiased predictor (BLUP) or 
penalised likelihood (PL) estimators of 0, ß and u are obtained by 
maximising the sum of the log-likelihood of y conditional on given u , 
denoted by 1, , and the logarithm of the probability density function of u , 
denoted by 12 , where
6.3.3 1. = i ; : iln[G(0,i - r | t) -G (0 y - ti,)] , and
6.3.4 12 = -(1 / 2)[qln2mp + cp u'u ].
where 52 is the number of patients and q is the number of households (the 
dimension of random component vector u). The resulting equations are 
iterative beginning with initial estimates 0O, ß0 and u0 as well as cpo .
Changes in estimates from one iteration to the next are A0, Aß and Au are 
given by
6.3.5
A0 "I O ' rai, /3e„i 0
Aß
Au
0 X' 
_0 Z'_
0
where
6.3.6
V„
V*
v„
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"I o '  
0 X
- 9 :i , /a 9 0ae'
00hH '0 0 o '  
0 0 0
_° z
-9M, / arioae; - a 2i, / ari0aTi' _0 X Z . _0 0 9o"I_
and cp0, 31, / 30o, 31, / 3r|0, 3 1, / 30o30' , 321, / 3003r|' and 321, / 3r|03r|' are 
the values of 9, 31, / 30, 31, / 3t|, 321, / 3030', 321, / 303rj' and 321, / 3r|3r|'
corresponding to initial estimates of their components. Upon convergence, 
an approximation to the maximum likelihood (ML) estimate of 9 is given 
by
6-3.7 9 <ml) =[ü 'ü + tr V 3 3 1] /  q .
A second tier of iterations on 9 take the ML estimate as the new initial 
value for 9 . At the converged value of 9 say 9 , the asymptotic variance 
of the 9 is
6.3.8 292[ ( q- 29‘t r V i O + c p ' t r w  .
If
6.3.9 y -1
Tu T,2 T31 
X, T, T:! ,
T„ Tm T„_
then replacement of V331 by T33 in the equation 6.3.7 yields the REML 
estimate of the variance component in each iteration and using this value in 
the equation 6.3.5 yields REML estimates for threshold and fixed 
parameters (0 and ß). The asymptotic variance of the REML estimate of 
the variance component 9 is given by replacing V;3l by T33 in the equation
6.3.8 .
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The necessary derivatives calculations for the estimation equations 
6.3.5 are obtained by slightly modifications to the derivatives given in 
section 5.3 of chapter 5.
6.4 RESULTS
The results of fitting all regression variables to heroin, cocaine and 
benzodiazepine, are given in Tables 6.4a and 6.4b which give REML 
estimates of all parameters. Tables 6.4c and 6.4d provide corresponding ML 
estimates of parameters. The ML and REML estimates of the parameters are 
given in Tables 6.4e and 6.4f for number of crimes committed. Significance 
of the regression coefficients can be judged by using the asymptotic 
distribution of the estimators of regression coefficients. In each table, we 
provide z-value (ratio of estimate to its standard error) shown by z-v column. 
A z-v greater than 1.96 in absolute value, indicates that the corresponding 
regression coefficient contributes a significant variation to the data. It is 
important to realise that a positive coefficient for a regression variable in 
r| = Xß + u means that r| is increased for an increase in X component values, 
so that 0-T| values are decreased and higher Y observations are likely. The 
results of the separate analyses of the four response variables (H, Co, B and 
Cr) can be summarised in the following discussion, where a significant result 
is declared if a two-tailed test would reject a null hypothesis of no effect at 
the 5% significance level. Roughly speaking, in terms of looking for 
significant regression coefficients, the same conclusion is obtained using any 
of four distributions (standard normal, logistic, extreme minimal and 
maximal) for G(.) function. To save repetition, we continue our discussion
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by using the REML result only applied to the standard normal distribution 
for the G(.) function (threshold model 1 of chapter 5).
Heroin (H) Use:
The treatment (methadone) is not a significant factor after allowing 
for all covariables. Significant covariables are gender (estimated.4, 95%CI 
0.09,2.71) and years of education (estimate=0.53, 95%CI 0.20,0.86) with 
being female and longer education providing greater risk of noncompliance. 
More positive life events (estimate=-0.30, 95%CI -0.46,-0.14) also
significantly support compliance with the program. Although the traditional 
relationships between heroin use and time spent on methadone treatment and 
on methadone dose are not statistically significant here, they are in the 
expected direction. Additionally there is a significant variance of the random 
household effect (estimate=2.12, 95%CI 0.20,4.40) indicating that the type 
of household is an important factor in compliance with the program. There 
is a possibility in future studies that these random household effects, which 
can be estimated, may be matched to household descriptors in an effort to 
delineate what is important in households occupied by cohabiting drug users.
Cocaine Use:
The treatment is again not a significant effect after allowing for 
covariables. The only significant covariable is OTI social score 
(estimate=0.09, 95%CI 0.01,0.17) at the follow-up interview. The positive
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coefficient indicates higher levels of social dysfunction associated with 
cocaine use. Again, as with heroin (H), the random household effect is a 
significant factor with variance estimated at 1.83 (95%CI 0.52,3.14).
Benzodiazepine Use:
In this case the only reported significant variable is the number of 
weeks receiving methadone in the follow-up period (estimate=-0.05, 95%CI 
-.09,-0.01). The coefficient is negative indicating less risk of benzodiazepine 
use for the more frequent methadone program participants.
The results also show that the difference between threshold parameters 
0, and 0O = 0 is not significant. Thus it might be an idea to combine
categories 1 and 2 for this data.
Crime:
Again the treatment effect is not significant and the only significant 
covariable is the age at first charge (estimate=-0.06, 95%CI -0.10,-0.02). 
The older the person when first charged, the fewer the crimes likely to have 
been committed in the study period. Note that number of crimes does not 
have a significant relationship to drug use in this analysis. The variance of 
the random household effect (estimate=8.00, 95%CI 1.82,12.18) is quite 
significant indicating that the household formed by people (drug users) 
cohabiting is an important factor in committing crime.
An examination of the threshold parameters indicates that categories 2 
and 3 can be combined to reduce number of category from 6 to 5.
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Some other effects come close to 5% significance level but have not 
been commented on specially. In Tables 6.4a, 6.4b, 6.4c, 6.4d, 6.4e and 6.4f, 
estimates and standard errors with their ratio (z-v), give an effective idea of 
these factors.
In terms of comparing the performance of the four threshold models 
given in section 5.2 of chapter 5, we have obtained the value for the log 
conditional likelihood (1,) at REML estimate points. These values are; -18.9,
-19.7, -19.3, -20.1 for the H, -29.4, -30.9, -31.3, -27.7 for the Co, -23.7, - 
24.5, -26.1, -21.3 for the B, and -14.1, -14.9, -16.7, -13.6 for the Cr data with 
threshold models 1, 2, 3 and 4 in section 5.2 of chapter 5 respectively. The 
general indication is that the threshold model 4 in section 5.2 of chapter 5 
(extreme maximal value distribution for the G(.)) may be the best of the four 
models apart possibly for heroin (h) use.
In conclusion a characteristic of the response variables for this study 
is the high proportion of zero responses. When the response is non-zero, 
observations of heroin (H), cocaine (Co) and benzodiazepine (B) use are 
distributed over a positive continuum of values while crime (Cr) takes only 
positive integer values. The high frequency of zeros makes standard 
modelling procedures difficult and often the model is separated into two 
parts - first a zero-nonzero record for which a logit model is often used and 
secondly a model for the remaining variation conditional on it being nonzero 
Manning et al (1987). The regression on underlying risk or explanatory 
variables is fitted separately in these two models and, if appropriate, 
significance levels combined subsequently.
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The approach advocated in this chapter fits a unified regression model 
which has the additional feature that it can handle mixed models for 
clustered data in which these is dependence among observations within each 
cluster. Threshold models are surprisingly versatile in handling quite 
difficult data distributions. There is no inherent difficulty in handling 
missing data but observations in which the response variable is missing, as is 
the case here, can’t contribute to the analysis.
Finally we have provided estimates of parameters, prediction of 
random components and their corresponding asymptotic variances by both 
ML and REML methods. Our conclusions are based on the results of the 
REML method that provides smaller bias than the ML method for estimating 
the parameters and variance components.
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Table 6.4a: REML estimates of parameters in the threshold models fitted to 
heroin, cocaine and benzodiazepine use.
Est = Estimate, SE =Standard error and z-v = Est/SE.
Dis R e sp o n se  V a r ia b le H E R O IN C O C A IN E B E N Z O D IA Z E P IN E
P a r a m e te r E st SE z-v E st SE z-v E s t SE z-v
V ariance C om ponent 2.12 0.99 2.14 1.82 0.82 2.24 1.77 0 .99 1.78
ST
T hreshold
0 , 2.34 0.56 4.2 1.46 0.34 4.33 0.37 0.2 1.82
6 , 4.15 0.71 5.84 2.67 0.46 5.84 1.03 0.32 3.21
T reatm ent group 0.41 0 .74 0.55 1.18 0.68 1.74 -0.55 0.79 -0.7
No. o f  w eeks received m ethadone -0.15 0.11 -1.33 0 .04 0.1 0.41 -0.33 0 .14 -2.48
R ecieving  m ethadone a t 3 m onths 0.15 1.39 0.1 -1 .24 1.13 -1.09 0.93 1.41 0.66
M ethadone dose a t 3 m onths -0.02 0.01 -1 .64 0 .02 0.01 1.78 0.02 0.01 1.1
N egative life events 0.15 0.08 1.92 -0.15 0.07 -1 .94 0.12 0.08 1.48
Positive life events -0.3 0.08 -3.65 -0.1 0 .07 -1.39 0.01 0.08 0.18
G H Q  total -0.06 0.05 -1.17 0.07 0.05 1.35 0.01 0.05 0.13
O TI social 0.03 0.05 0.64 0.09 0 .04 2.02 -0 .06 0.06 -0.98
Age -0 .04 0.06 -0.66 0.02 0 .06 0.32 -0.03 0.09 -0 .32
G ender 1.4 0.67 2.09 -0 .04 0.58 -0.06 0.34 0.65 0.52
Y ears o f  E ducation 0.53 0.17 3.19 -0.17 0 .14 -1.17 0.12 0.2 0.57
Y ears o f  addiction 0.09 0 .09 1.02 -0 .06 0.09 -0.73 0.08 0.11 0.7
Lo
V ariance C om ponent 5.39 2.53 2.14 4.37 1.98 2.21 4.41 2.48 1.78
Threshold
0 , 3.78 0.92 4.11 2.26 0.53 4.29 0 .59 0.32 1.82
0 , 6.66 1.18 5.65 4.18 0.73 5.72 1.63 0.51 3.2
T reatm ent group 0.65 1.18 0 .56 1.84 1.08 1.71 -0.88 1.26 -0.7
No. o f  w eeks received  m ethadone -0.23 0.18 -1.33 0.06 0.16 0.4 -0.54 0.22 -2 .46
R eciev ing  m ethadone a t 3 m onths 0 .22 2.21 0.1 -1.91 1.76 -1.08 1.52 2.26 0.68
M ethadone dose at 3 m onths -0.03 0 .02 -1.62 0.03 0.02 1.75 0.02 0.02 1.1
N egative life events 0.25 0.13 1.92 -0.23 0.12 -1.95 0 .19 0.13 1.46
Positive life events -0.47 0.13 -3 .56 -0.16 0 .12 -1.38 0 .02 0.12 0 .14
G H Q  total -0 .09 0.08 -1 .16 0.11 0.08 1.33 0.01 0.09 0.14
O TI social 0.05 0.07 0 .64 0 .14 0.07 1.98 -0.09 0.09 -0.98
Age -0.07 0.1 -0 .66 0.03 0.1 0 .36 -0.05 0 .14 -0 .34
G ender 2.23 1.07 2.07 0.03 0.91 0.03 0.56 1.03 0 .54
Y ears o f  E ducation 0.85 0.27 3.14 -0 .26 0 .22 -1.18 0 .19 0 .32 0.59
Y ears o f  addiction 0.15 0.14 1.03 -0.1 0 .13 -0.75 0.13 0.18 0 .74
* Dis=Distribution, ST= Standard Normal, Lo=Logistic, E= Extreme, 
Mi= Minimal and Ma=Maxi mal.
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Table 6.4b: REML estimates of parameters in the threshold models fitted 
to heroin, cocaine and benzodiazepine use .
Est = Estimate, SE =Standard error and z-v = Est/SE.
D is R e sp o n se  V a r ia b le H E R O IN C O C A IN E B E N Z O D IA Z E P IN E
P a ra m e te r E st SE z-v E st SE z-v E st SE z-v
V ariance C om ponent 2.75 1.28 2.15 1.69 0.79 2.15 1.4 0 .84 1.66
e, 2.77 0.7 3.98 1.47 0 .34 4.35 0 .34 0.19 1.82
T hreshold e, 4.74 0.86 5.54 2.65 0.45 5.84 0 .94 0.29 3.22
T reatm ent group 0.43 0.83 0.51 1.19 0.68 1.76 -0.41 0.72 -0.57
No. o f  w eeks received  m ethadone -0.17 0.13 -1.36 0.05 0.1 0 .53 -0.29 0.13 -2.3
E R ecieving  m ethadone at 3 m onths 0 .19 1.56 0.12 -1.27 1.11 -1.15 0.71 1.31 0.54
M i M ethadone dose a t 3 m onths -0.02 0.01 -1.66 0 .02 0.01 1.67 0.01 0.01 1.1
N egative life events 0.18 0 .09 1.96 -0.15 0.08 -1.93 0.1 0 .08 1.33
Positive life events -0.33 0.09 -3.46 -0.1 0.07 -1.4 0.01 0.07 0.21
G H Q  total -0.06 0.06 -1.11 0.07 0.05 1.29 0.01 0.05 0 .26
O T I social 0 .04 0.05 0.77 0.1 0 .04 2.16 -0.05 0.05 -0.94
Age -0.04 0.08 -0.59 0.02 0.06 0.29 -0 .02 0.08 -0.21
G ender 1.55 0.77 2.01 0.08 0.6 0.13 0.3 0.61 0.49
Y ears o f  E ducation 0.61 0.2 3.09 -0.15 0 .14 -1.09 0.1 0 .19 0.55
Y ears o f  addiction 0.1 0.1 1 -0.06 0 .08 -0.69 0.06 0.1 0 .57
V ariance C om ponent 2.32 1.09 2.12 3 1.27 2.37 3.53 1.81 1.95
0 ,
2.34 0.57 4.14 1.74 0.41 4.26 0 .49 0.27 1.82
T hreshold 0 =
4.27 0.74 5.75 3.29 0.59 5.61 1.39 0.43 3.19
T reatm ent group 0.43 0.78 0.55 1.4 0 .86 1.64 -0.88 1.09 -0.81
No. o f  w eeks received  m ethadone -0.15 0.12 -1.27 0.04 0 .12 0.33 -0 .46 0.19 -2 .44
R ecieving  m ethadone at 3 m onths 0.13 1.48 0.09 -1.45 1.41 -1.02 1.37 1.95 0.7
M ethadone dose at 3 m onths -0.02 0.01 -1.59 0.03 0.01 1.79 0 .02 0.02 1.08
E N egative life events 0.16 0.09 1.79 -0.18 0 .09 -1 .94 0.17 0.11 1.53
M a Positive life events -0.31 0.09 -3.49 -0.13 0.09 -1 .36 0.01 0.11 0.11
G H Q  total -0.06 0.05 -1.18 0 .09 0.07 1.32 0 0.08 0
O T I social 0 .02 0.05 0.51 0.1 0 .05 1.8 -0.07 0.08 -0 .94
Age -0.05 0.07 -0.71 0.03 0.08 0.43 -0.05 0.12 -0.4
G ender 1.46 0.73 2.01 0.01 0 .72 0.02 0 .44 0.87 0.5
Y ears o f  E ducation 0.54 0.18 3.07 -0.22 0.18 -1.25 0 .16 0.28 0.58
Y ears o f  addiction 0.1 0 .09 1.03 -0.09 0.11 -0.83 0.12 0.15 0.81
* Dis=Distribution, ST= Standard Normal, Lo=Logistic, E= Extreme, 
Mi= Minimal and Ma=Maximal.
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Table 6.4c: ML estimates of parameters in the threshold models fitted to 
heroin, cocaine, benzodiazepine use and number of crimes commited.
Est = Estimate, SE ^Standard Error and z-v = Est/SE.
D is R e sp o n se  V a r ia b le H E R O IN C O C A IN E B E N Z O D IA Z E P IN E
P a r a m e te r E st SE z-v E s t SE z-v E s t SE z-v
V ariance C om ponent 0 .24 0.31 0.76 0 0 1.57 0.05 0 .14 0 .34
ST
T hreshold
e ,
1.65 0 .39 4.25 0.91 0.22 4 .24 0.21 0.12 1.8
0 =
2.87 0.49 5.89 1.7 0.3 5.72 0.6 0 .19 3.11
T reatm ent group 0.41 0.46 0.87 0.87 0.41 2.14 -0.35 0.49 -0.7
No. o f  w eeks received  m ethadone -0.1 0 .07 -1 .39 0.05 0 .06 0 .76 -0.25 0.09 -2.89
R ecieving  m ethadone at 3 m onths -0.08 0 .89 -0.09 -0.99 0.7 -1.4 0.7 0 .9 0.78
M ethadone dose a t 3 m onths -0.01 0.01 -1.62 0.01 0.01 1.94 0.01 0.01 1.36
N egative life events 0.08 0.05 1.52 -0 .12 0.05 -2.56 0 .06 0.05 1.12
Positive life events -0.23 0.05 -4.31 -0 .09 0.05 -2.02 0 0.05 -0.03
G H Q  total -0.03 0.04 -0.85 0 .04 0.03 1.25 0.01 0.04 0.32
O T I social 0.03 0.03 1.05 0.07 0.03 2.57 -0 .04 0 .04 -1 .06
Age -0.05 0.04 -1.06 0.01 0 .04 0.21 -0.03 0 .06 -0 .54
G ender 1 0.47 2.15 0 .16 0.37 0.44 0 .44 0.43 1.02
Y ears o f  E ducation 0.41 0.11 3.63 -0.11 0.09 -1 .26 0.1 0.13 0.77
Y ears o f  add iction 0.07 0.06 1.13 -0 .04 0.05 -0.78 0 .06 0.07 0 .76
Lo
V ariance C om ponent 0.94 0.95 0.99 0 0 1.31 0 .02 0 .04 0.47
Threshold
e ,
2.85 0.69 4.11 1.54 0.38 4.08 0 .35 0.2 1.78
0 =
4.91 0.88 5.57 2.88 0 .54 5.37 1.01 0.33 3.02
T reatm ent g roup 0.6 0.8 0.75 1.5 0 .74 2.02 -0.59 0 .84 -0.7
No. o f  w eeks received  m ethadone -0.17 0.12 -1 .42 0.08 0.11 0.74 -0 .4 0 .14 -2.83
R eciev ing  m ethadone a t 3 m onths - 0.11 1.5 -0.07 -1 .69 1.18 -1.42 1.18 1.46 0.81
M ethadone dose a t 3 m onths -0.02 0.01 -1.65 0.02 0.01 1.85 0 .02 0.01 1.33
N egative life events 0.15 0 .09 1.59 -0.2 0 .08 -2.45 0.1 0 .09 1.05
Positive life events -0.38 0.1 -3.9 -0.15 0.08 -1 .96 -0.02 0.08 -0.28
G H Q  total -0.06 0.06 -0.91 0.07 0 .06 1.28 0 .02 0.06 0.24
O T I social 0.05 0.05 1.02 0.11 0.05 2.31 -0 .06 0 .06 -0.92
Age -0.08 0.08 -1 0.03 0 .06 0.48 -0 .06 0.1 -0.6
G ender 1.66 0.81 2.05 0.34 0.62 0.55 0.81 0.72 1.13
Y ears o f  E ducation 0.7 0 .2 3.41 -0.21 0.15 -1.45 0.17 0.22 0 .79
Y ears o f  add iction 0.12 0.1 1.15 -0.1 0 .09 -1 .06 0.1 0.13 0.75
* Dis=Distribution, ST= Standard Normal, Lo=Logistic, E= Extreme, 
Mi= Minimal and Ma=Maximal.
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Table 6.4d: ML estimates of parameters in the threshold models fitted to 
heroin, cocaine, benzodiazepine use and number of crimes commited.
Est = Estimate, SE =Standard Error and z-v = Est/SE.
D is R esp onse V ariab le H E R O IN C O C A IN E B E N Z O D IA Z E P IN E
P aram eter Est SE z-v Est SE z-v Est SE z-v
V ariance C om ponent 0 0 1.05 0 0 0.98 0.01 0.01 0.71
0 ,
1.97 0.5 3.97 0.95 0.23 4.22 0.2 0.11 1.8
T hreshold 9 =
3.25 0.61 5.36 1.71 0.3 5.6 0.55 0.18 3.11
T reatm ent group 0.31 0.53 0.6 0.81 0.41 1.97 -0 .24 0.48 -0.51
No. o f  w eeks received  m ethadone -0.12 0.08 -1 .62 0.07 0.06 1.08 -0.23 0 .09 -2.6
E R eciev ing  m ethadone a t 3 m onths -0.08 0.99 -0.08 -0.98 0.7 -1.4 0.5 0.91 0.55
M i M ethadone dose at 3 m onths -0.01 0.01 -1.45 0.01 0.01 1.68 0.01 0.01 1.36
N egative life events 0 .09 0.06 1.44 -0.13 0.05 -2.54 0.05 0.05 0.93
Positive life events -0.24 0.06 -4 .04 -0.11 0.05 -2.09 0.01 0.04 0.28
G H Q  total -0.02 0.04 -0.6 0.05 0.03 1.47 0 .02 0.04 0.55
O TI social 0 .06 0 .04 1.6 0 .08 0.03 2.83 -0.03 0.03 -0.98
Age -0.05 0 .06 -0 .94 0 0 .04 -0 .06 -0 .02 0.05 -0.3
G ender 0.85 0.51 1.67 0.24 0.41 0 .59 0.35 0.43 0.8
Y ears o f  E ducation 0.48 0.14 3.34 -0.08 0.09 -0.89 0.09 0.13 0.71
Y ears o f  add iction 0.08 0.07 1.13 -0.01 0.05 -0.28 0.05 0.07 0 .68
V ariance C om ponent 0.31 0.34 0.9 0 0 1.62 0 0 2.7
9 ,
1.72 0.42 4 .13 1.11 0.27 4.1 0 .29 0 .16 1.78
T hreshold 0 ,
3.09 0.55 5.62 2.22 0.43 5.16 0.86 0.29 2.97
T rea tm en t group 0.57 0.52 1.09 1.08 0.5 2.15 -0.67 0 .72 -0 .94
No. o f  w eeks received  m ethadone -0.09 0.08 -1.13 0 .02 0.08 0.27 -0.35 0.11 -3.18
R eciev ing  m ethadone at 3 m onths -0.13 1.02 -0 .12 -1.18 0.92 -1 .28 1.14 1.16 0.98
M ethadone  dose a t 3 m onths -0.02 0.01 -1.7 0 .02 0.01 2.28 0.02 0.01 1.44
E N egative life events 0 .08 0.06 1.33 -0.14 0.06 -2.18 0.1 0 .08 1.29
M a P ositive  life events -0.27 0.07 -4.13 -0.11 0.06 -1 .92 -0.02 0.07 -0.37
G H Q  total -0 .04 0.04 -0 .94 0 .04 0.05 0.92 0 0.05 0.01
O TI social 0 .02 0.03 0.75 0.07 0.03 2.18 -0.05 0.05 -1.05
Age -0.06 0.05 -1.23 0.03 0.05 0.49 -0 .06 0.08 -0 .76
G ender 1.26 0.52 2.4 0 .02 0.45 0.05 0.77 0.57 1.36
Y ears o f  E ducation 0.44 0.12 3.57 -0.16 0.12 -1.37 0 .14 0.17 0.8
Y ears o f  add iction 0.07 0.06 1.14 -0.08 0.07 -1.11 0.09 0.11 0.83
* Dis=Distribution, ST= Standard Normal, Lo=Logistic, E= Extreme, 
Mi= Minimal and Ma=Maximal.
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Table 6.4e: ML and REML estimates of parameters in the threshold models 
fitted to number of crimes commited. Est = Estimate, SE =Standard error 
and z-v= Est/SE, Dist ^distribution,____________________________
D ist R e sp o n se  V a r ia b le M L R E M L
P a r a m e te r E st SE z-v E st SE z-v
V ariance C om ponent 0 0 1.28 3.15 2.54 2.54
_ e ^ 1.19 0.29 4.08 2.58 0.63 4.11
T hreshold 0 , 1.36 0.3 4.47 3.13 0.7 4 .47
e . 1.78 0 .34 5.21 4.36 0.84 5.11
e . 2.71 0.48 5.59 6 .56 1.15 5.7
T reatm ent group -0.87 0.47 -1.83 -1.03 1.29 -0.8
No. o f  w eeks received m ethadone -0.2 0 .09 -2.32 -0.42 0.25 -1.68
S tandard R eciev ing  m ethadone a t 3 m onths -1 0 .89 -1.13 -1 .52 2.46 -0.62
N orm al M ethadone dose at 3 m onths 0.03 0.01 2.23 0 .04 0.03 1.48
N egative life events 0 .15 0.05 2.76 0.18 0.13 1.37
Positive life events -0.05 0.05 -0.87 -0.13 0.15 -0 .92
G H Q  total 0.01 0 .04 0.3 0 .14 0.1 1.33
O TI social -0.07 0 .04 -1.69 -0.09 0.11 -0.83
Age -0.02 0.06 -0.36 0.03 0.16 0.21
G ender 0.55 0.48 1.16 1.93 1.11 1.74
Y ears o f  Education 0.28 0 .14 1.98 0.39 0 .36 1.1
Y ears o f  addiction 0 0.01 -0.29 -0.11 0.23 -0.5
A ge at the first charge -0.03 0.01 -2 .94 -0 .06 0.02 -2.7
T ota l m onths in prison 0.01 0 .08 0.12 0 0.02 0.17
H ero in  at 3 m onths 0 .34 0 .17 2.08 0.57 0.47 1.21
C ocaine a t 3 m onths 0 .49 0 .24 2.04 1.12 0.66 1.68
B ezodiazep ine at 3 m onths -0.16 0 .09 -1.82 -0.38 0.26 -1.47
V ariance C om ponent 0.67 0.91 0.74 20.9 8.36 2.5
9, 2 . \4 0 .54 3.96 4.13 1.05 3 .92
T hresho ld 9, 2.46 0 .57 4.32 5 1.16 4.31
9. 3.23 0.65 4.96 6.98 1.39 5.04
9, 4.96 0.95 5.22 10.5 1.91 5.49
T rea tm en t group -1.35 0.93 -1.46 -1.68 2.12 -0 .79
No. o f  w eeks received  m ethadone -0.36 0.17 -2.15 -0.68 0.4 -1 .68
R eciev ing  m ethadone at 3 m onths -1.55 1.66 -0.94 -2.53 4 .02 -0.63
M ethadone dose at 3 m onths 0 .04 0 .02 2.04 0.07 0.05 1.5
L ogistic N egative life events 0 .26 0.1 2.51 0 .28 0.21 1.35
P ositive life events -0.1 0.11 -0.91 -0.22 0 .24 -0.94
G H Q  total 0 .02 0.08 0.31 0.22 0.17 1.31
O T I social -0.11 0.07 -1.46 -0.15 0.18 -0.83
Age -0.04 0.12 -0 .32 0.05 0 .26 0.18
G ender 0.97 0 .89 1.08 3.12 1.8 1.74
Y ears o f  E ducation 0.47 0.27 1.71 0 .66 0.59 1.12
Y ears o f  addiction 0 0 .02 -0.27 0.01 0 .04 0 .14
A ge at the first charge -0.05 0 .02 -2.8 -0.1 0 .04 -2.68
T o ta l m onths in prison 0.02 0 .18 0.14 -0 .18 0.37 -0.49
H ero in  a t 3 m onths 0.62 0.3 2.05 0.93 0.77 1.21
C ocaine a t 3 m onths 0.87 0.45 1.92 1.78 1.08 1.65
B ezodiazep ine at 3 m onths -0.28 0 .16 -1.72 -0.61 0 .42 -1 .46
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Table 6.4f: ML and REML estimates of parameters in the threshold models 
fitted to number of crimes commited. Est = Estimate, SE =Standard error 
and z-v = Est/SE, Dist =distribution.___________________ _____
D ist R esp o n se  V a r ia b le M L R E M L
P a ra m e te r E st SE z-v E st SE z-v
V ariance C om ponent 0 0 4.23 6.92 .65 2 .54
_ e^ 1.31 0.33 3.97 2.64 0.65 4.08
T hreshold e, 1.5 0 .34 4.34 3.16 0.71 4 .46
9 . 1.97 0.4 4 .96 4.29 0.82 5.21
8 . 2.96 0.56 5.31 6.26 1.06 5.89
T reatm ent group -1.27 0.55 -2.32 -0.93 1.19 -0 .79
No. o f  w eeks received  m ethadone -0.21 0.09 -2.22 -0.4 0 .23 -1.71
E xtrem e
M inim al
R ecieving m ethadone at 3 m onths -1 .29 0.83 -1.55 -1.46 2.3 -0.63
M ethadone dose at 3 m onths 0.03 0.01 2.4 0 .04 0.03 1.5
N egative life events 0.18 0.07 2.59 0.17 0 .12 1.38
Positive life events -0.03 0.06 -0.51 -0.12 0.14 -0.88
G H Q  total -0.01 0.05 -0.13 0.13 0.1 1.37
OTI social -0.08 0.05 -1.46 -0 .09 0.1 -0.83
Age 0 0.06 0.03 0.05 0.15 0.32
G ender 0.65 0.54 1.22 1.78 1.06 1.68
Y ears o f  Education 0.36 0.16 2.25 0.36 0.33 1.09
Y ears o f  addiction -0.01 0.01 -0.67 -0.12 0.21 -0.56
Age at the first charge -0 .04 0.01 -3.12 -0 .06 0 .02 -2 .69
Total m onths in prison -0 .02 0.08 -0.23 0 0 .02 0.17
H eroin at 3 m onths 0.35 0.18 1.95 0 .56 0.45 1.24
C ocaine at 3 m onths 0.49 0.24 2.01 1.06 0 .64 1.68
B ezodiazepine at 3 m onths -0.15 0.09 -1 .64 -0.36 0 .24 -1 .48
E xtrem e
M axim al
V ariance C om ponent 0 0 4.11 11.7 4 .72 2.53
e. 1.57 0.41 3.85 2.82 0.71 3.95
Threshold 9, 1.82 0.44 4.16 3.47 0.8 4 .32
8 . 2.42 0.52 4.7 4 .98 1 5
8 , 3.83 0.79 4.85 7.75 1.46 5.32
T reatm ent group -0.83 0.63 -1.32 -1.3 1.6 -0.81
No. o f  w eeks received  m ethadone -0.31 0.13 -2.39 -0.5 0.3 -1.67
R ecieving  m ethadone at 3 m onths -0.59 1.27 -0.46 -1.9 3.01 -0.63
M ethadone dose a t 3 m onths 0.03 0.01 2.06 0.05 0.04 1.51
N egative life events 0 .2 0.07 2.89 0 .22 0 .16 1.38
Positive life events -0.08 0.08 -1.02 -0.17 0.18 -0.94
G H Q  total 0 .02 0.05 0.39 0.15 0.13 1.2
O T I social -0 .09 0.04 -2.07 -0 .12 0 .14 -0 .86
Age -0.08 0.09 -0 .94 0 .02 0.2 0 .09
G ender 0 .48 0.58 0.83 2.32 1.33 1.74
Y ears o f  E ducation 0 .36 0.2 1.78 0.5 0.45 1.12
Y ears o f  addiction 0 0.01 -0.16 -0 .12 0.28 -0.43
A ge at the first charge -0.03 0.01 -2 .54 -0.08 0.03 -2 .76
T otal m onths in prison 0.08 0 .14 0.61 0 0.03 0.13
H eroin  at 3 m onths 0.61 0.22 2.81 0.68 0.57 1.2
C ocaine at 3 m onths 0 .77 0.36 2.12 1.31 0 .79 1.66
B ezodiazep ine at 3 m onths -0.24 0.12 -2 .02 -0.45 0.31 -1.45
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CHAPTER SEVEN
LONGITUDINAL THRESHOLD MODELS WITH 
RANDOM COMPONENTS
7.1 INTRODUCTION
Chapter 5 has introduced four threshold mixed models. It also provided 
estimation equations for the parameters, standard errors and an estimate of 
the variance component. Chapter 6 has demonstrated the capacity of 
threshold mixed models to deal with very interesting data types, including 
data for which the frequency of a zero response is large and also data for 
which the distribution of the discrete response is not well known. In this 
chapter we develop threshold mixed models for longitudinal ordinal data.
In longitudinal studies the same variables are observed at several time 
points for each subject of the study. The object of such studies is to relate a 
response variable to a vector of regression or explanatory variables and 
observe how that relationship changes over time. When the response 
variables are Gaussian, there are existing methods of analysis which may be 
applied, but fewer methods have been developed for categorical or ordinal 
discrete responses. The purpose of this chapter is to propose a general 
method of analysis for longitudinal ordered response variables with 
correlations between observations on the same subject. The next two 
sections outline the models considered and the estimation procedure. In the 
following section, we introduce different structures for the linear predictor T|. In a 
later section after, a goodness of fit for the threshold model is given by using
discriminant analysis. The last sections apply the method to a skin treatment 
study of Standish, Gillings and Koch (1978), to data reported in Koch et al 
(1990 and 1992).
7.2 MODELS AND NOTATION
Typically in a longitudinal study, the data set consists of an outcome 
variable measured at different time points for each individual. This chapter 
is concerned specially with ordinal outcomes in which the observation Y
for subject i at time t is an ordinal variable and can take on values denoted 
by 0,1, ....,M . The distribution of Y depends on linear predictor
7.2.1 n. = x ;p  + z> ,
where xit is a vector of p known regression variables with fixed regression 
coefficient ß and zH is an incidence vector for the random component 
vector u, . The cumulative distribution function for Y conditional on u , 
for a time independent longitudinal threshold model, may be modelled by
7.2.2 P(Y„<y,) = G(0>i -Tl„)
where G(.) is a cumulative distribution function, yu is the observed value 
for Y and 0 are break point parameters which are increased or
decreased by r\i{ depending on the values of regression variables and the
random components. Four different cumulative distributions for the G(.)
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are given in section 5.2 of chapter 5 . We use all four distributions for G(.) 
in this chapter again.
A time independent longitudinal threshold model is defined above in 
which the break points 0 remain constant over time. This model
contrasts with a time dependent longitudinal threshold model,
7.2.3 P(Y1< y ,) = G(0i i (t)-Tl,)
where the break points 0(t)y depend on the time at which the response is 
observed. The parameter 0 , is always taken as -«> so that G ^ -T } .,)  
is always zero while 0M is taken to be +<*> indicating that G(0M - r | H) is
always 1. Additionally r\ usually contains a constant term so that there is a 
lack of identifiability arising from the notion that any quantity added to all 0
values can be subtracted by similarly adding it to the constant term of the r| 
values. This lack of identifiability is removed by setting 0o=O. Thus for the
time independent model there are M-2 unknown 0 parameters, while for 
the time dependent model with n times, there are n(M-2) different 0 
parameters. These parameters are collected into a vector 0 .
When the observations Y are collected into a vector y and the r\ lt 
into a vector r| where y = [Y, i = 1, 2, ...,N, t = l, 2, ...,n,]' , 
rj = [r^, i = 1, 2, ...,N, t = 1, 2, ...,n,]' then r| = Xß + Zu where 
matrices X, Z have rows made up of x ', z' respectively. The vector u 
may be partitioned into u' = [u', u', ...,u'] such that the Uj are mutually 
independent. Let Z = [Z,, Z2, ...,Zq] be a conformal partition of the Z
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matrix. The random components vectors are taken to be distributed as 
NCChcPjI). By letting A(cp) = diag[cp l, cp,I, ...,<pqI] we have u distributed
as N[0,A(cp)].
7.3 ESTIMATION
The maximum likelihood (ML) and residual maximum likelihood 
(REML) estimation equations for the parameters in threshold mixed models 
are given in previous sections. The method essentially uses BLUP (or PL) 
estimators of the fixed parameters 0, ß and the realisations of the random 
components u as an initial step in the computation of approximate ML and 
REML estimators. Specially, if 1, is the log-likelihood of y conditional on 
fixed u and 12 is the logarithm of the probability density function of u , 
then BLUP (or PL) estimators 0, ß , ü maximise 1, + 12. This is achieved
using a Newton-Raphson iterative technique starting with the initial values 
0O, ß0, u0 and A0 = A(tpo) with <po being initial value of the vector
parameter cp . Successive iterations are obtained by finding changes A0, 
Aß, Aü to the current estimates from the equations,
7.3.1
where
7.3.2 V =
V V V.  31 32 33 J
~ag"
1---0M1 _ r a i . / a e . l 0Aß
Aü '©
 o
 
N 
><
i __
_ öl, / 9tj0 0
Aö'u0_
"I O '  
0 X ' - 3 % / a e .3 0 '  - d v a e . d n r
/d n .a e ;  - 3 !i , / d n 03n'_
"I 0 O' 
_0 X z
+
"0 0 0 '  
0 0 0
_o z
—
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and A 0, 31, /3 0 o, 31, /3 r j0, 3 21, / 30o30 ' , 31, /3 0 o3rjo and3T, /3 r |03r|' are 
values of the A, 31, / 30, 31, / 3r|, 3 21, / 3030 ', 3T, / 303rj and 3 21, / 3ri3r\'
corresponding to initial estimates of their components.
After convergence
7.3.3 cpj(^ ) = [ u ' u j + trTL]/vj
where T* = [T‘J  = V i and TÜ is the i,j block in the partition of the 
T  conformally to the partition of u into u,, u 2,...,uq. After replacing 
cpo with cp (ML) as the new initial value for cp , the whole process is iterated
again from this new initial value. Eventually convergence is obtained for 
cp ML) and the BLUP (or PL) estimates of 0, ß are then the ML estimates
A A
0 (ML), ß Mu which have an approximate variance matrix given by
7.3.4
7.3.5
= Q where
The approximate variance matrix for cp(ML) is
7.3.5 2[(p:!(v, - 2 « p > r . ) 8 ,+ ( p » r uT;]-
9 i= 9 l( M L) ’ 9J=VJ(ML)
where the term in square brackets is the i,j term corresponding to cp,, cpj .
The REML estimators of cp are obtained by replacing all T ’ terms with T 
terms. Corresponding estimators of 0, ß which are obtained are then REML
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estimators and all approximate variance matrices are similarly obtained by 
replacing T  terms with T terms.
Implementation of the above procedure depends on an expression for 
1, in terms of r| and its first and second derivatives with respect to r| and 0.
Let g(.) = G'(.). For the time independent longitudinal model, we define
7.3.6 A, =G(9>n
7.3.7 V, =g(0;< - T l , ) - g ( e , >. , - r i >)
and for the time dependent model, 0 , 0  are replaced by 9Vit(I)> 
0y ,(t) in the expressions 7.3.6 and 7.3.7 . To allow for possible missing
observations, we define du =1 if observation at t for subject i is present 
and dit = 0 if missing. With this notation, the conditional log-likelihood of 
the observations given the random components u is
7.3.8 l . ^ X ^ l n A .  .
First and second order derivatives of 1, with respect to the parameters may
be written using the notation
7-3.9 w „ = 8 M>g(e,>- i 1. ) - 6 , , >.1g(e,B_,-TU,
7.310 w-. = 5l>Bg'(e,N -T U -8 ,,N.,g'(eT„.1-TU
where g' denotes differentiation with respect to the argument and 8 is the
usual Kronecker delta. For the time dependent longitudinal model, 0 terms 
are replaced by 0(t) terms as indicated above. Thus 
7.3.11 a i . / d n .— d.Al'V.
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7.312 a i , /a e l = s i . z i d .A ? w 1, 
7.3.13 3 l ,/3 e i(t) = L -  d.A?wB
7.3.14
(_ 0 i 5t i , t * t
7.3.15 3 !i, / d n .a e . = d . [ - a .1 wl,+v „ a ;! w j = 3 Ji, / d n .a e .w
7.3.16 9 1, / 30,30,. =
'32.32. d,[A;‘w > A?(8u>g '(e „  - i l . ) - 8 „ >.1g, (e ,ii. , - i l u))] for k = k '
32.32. d„8u Ai-gfe, -Ti„)g(e, -Tl„)] for k = k ' + l
21.32. d ,8 t> , A.-gie^ -T l.)g (e „ .,- 'n .) ]  fork  = k '- l
0 else
7.3.17 d V  30,(036,(1) =
'21, d,[A;'wi- A?(8j g!(0u> - t l . ) - 8 M>„g,(0Jii.1-Ti>))]
_ 2., d„8>,>Afg(e>>-TUg(e;>.,-Ti„)]
si. d„8t>_, A.-g(e,( -rUgce,, . ,-ri ,)]  
o
for k = k ' 
for k = k ' +1 
for k = k ' -1 ‘ 
else
7.4 DIFFERENT MODELS FOR Tl
The longitudinal response models for Y are given in section 7.2 with
expressions 7.2.2 and 7.2.3 for the time independent and time dependent 
longitudinal models respectively. The term r\ H depends on the risk variables
and on random components which describe the dependence of observations on 
the same patient. In the applications which follow the main focus is on treatment 
as the risk variable and develop 6 different models for r\.
Model 1: rjlt = ß 0 + ß t(treat,) + u. , t=l,2,...,n
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where risk variable is treatment (treat,, 1 = active, 0 = placebo). The u, are 
independent subject effects distributed as N(0, cp,).
Model 2: T),, = ß„ + ß, (treat, ) + u„ +z,ua
where u H,u 2i are independent normal variables with zero mean and variances 
(p,,(p2 respectively and zt =0, t=l ; zt= l, t=2,3,...n. The term u 2, allows a
possible increase in variance and pattern of association in the second and 
following times periods consistent with the idea that any individual departures 
from the model in the first time period are likely to be carried over into 
subsequent time periods and be augmented by further errors.
These first two models do not contain any risk variables except the 
treatment effect. The next model does include further individual characteristic
(risk variables) into model 2 as fixed effects. This involves modelling random 
variables u lt and u 2, in terms of individual characteristics, eg, age, gender. Let 
x 2t be a vector of risk variables for individual characteristics and vectors a , 
and a  2 consist of the parameters corresponding to x 2( at baseline and follow­
up time. Then the regression models for the two component u h and u 2, are 
given by
7-4-! u„ = x ' , « , + b„
7.4.2 u„ = x ; ,a ! + b :i
where bu,b 2. are independent normal variables with mean zero and variances 
cp,, cp2 respectively. Replacing expressions 7.4.1 and 7.4.2 in the model 2
induces model 3 as
Model 3: T|„ = ß0 +ß,(treati) + x ;,a l + ztx;,a, +b„ + z,b2, .
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Models 4, 5 and 6 are the corresponding models to 1,2, and 3 but replace the 
fixed break point by time varying break point (threshold parameter).
7.5 GOODNESS OF FITS
The models may also be used to predict ordinal response observations by 
using estimates of the parameters and random components, thereby extending the 
work of Anderson and Philips (1981) and Albert and Anderson (1981) to include 
random effects in the linear predictor rj. The estimators of fixed parameters and 
the predictors of the random components in each model, allow a predicted value 
for the linear predictor T|it say fjit for subject i at time t and a predicted 
profile over time, denoted by Y . For time independent and dependent 
longitudinal threshold models, we have
7.5.1 0 , < f| < 0 «  Y = y
yi t - l  In  yu it J  it
7.5.2 ef>, ( t ) < ^ < 6 , ( 1) « Y . = y .
respectively. Such predicted values may be compared to the actual observed 
values and give some idea of the performance of different threshold models of 
section 5.2 in chapter 5 for the different structures of the linear predictor r|. A 
comparison of the frequency distributions of observed and predicted values in 
active treatment and placebo groups at each of the follow-up observation times is 
also provided. In this and following chapters, we use this technique to give some 
idea of the application of different threshold models for different structures of 
the rj. Note that the results are only given for the final (preferred) models.
7.6 APPLICATION TO STUDY OF SKIN
CONDITION DATA
The preceding theory and models are applied to the results of a 
multicentre clinical trial which test the efficacy and safety of a new treatment of 
a skin condition. Details of the trial are given in Standish et al (1978). In all 172 
subjects were randomly allocated to either a treatment or a placebo. Initially 
each patient was examined to determine severity of skin condition and then, at 
each of three follow-up visits, patients were evaluated as
1 = rapidly improving; 2 = slowly improving; 3 = stable 
4 = slowly worsening; 5 = rapidly worsening.
These are ordinal responses and Y is the response for patient i at time t. The
results are reprinted in Table 4 in appendix B.
Patient and treatment effects are used in model 1. A second component is 
added to account for changes of patient effect over time in the model 2. Model 3 
is created by including initial stages of disease and clinic effect. Thus all 6 
models of section 7.4 are applicable for this data.
Tables 7.6.i and 7.6.ij provide ML and REML estimates of the 
parameters, standard errors and the ratio of estimates to their standard errors (z- 
value) for the models 1, 2, 3, 4, 5 and 6. In tabling, the i represents model and 
the j shows further results for the model i. For example, Table 7.6.1 provides 
results for the model 1 , Table 7.6.6j (j=a, b, c, d) give results for the model 6. 
The estimate of treatment effect is obtained by using the asymptotic distribution 
of ß t (t= l,2,3). Table 7.6 gives the results for all 6 models.
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Model 1:
From Table 7.6a, the estimate of treatment effect is negative and highly 
significant. It is indicating that the treatment improves the skin condition. In 
addition, this improvement appears more clearly across time. We also use the 
asymptotic distribution of ßt (t=l,2,3) to build pairwise contrasts. The results
show that there are significant differences between treatment at time 1-2 and 1-3. 
The difference between treatment at times 2 and 3 appears significant for 
threshold models 2 and 4 of chapter 5, whereas it does not significant for the 
threshold models i and 3 of chapter 5.
Model 2:
Firstly we note that the estimate of cp, is always close to zero, whereas 
the estimate of cpi is large compared to its standard error. Thus there is a 
substantial patient effect but there is no evidence that this patient effect changes 
over time. The results for the treatment effect are the same as in the model 1.
Model 3:
The initial skin condition (y) has not a statistically significant effects. The 
clinic effects a, also are not statistically significant. The clinic effects a 2 are
found to be barely ever significant indicating that there is initially only limited 
variation among clinics.
Models 4:
Although the break points (threshold parameters) are lower for the third 
time period, an examination of the estimates of the breakpoints 0y(t) indicates
that the break points (threshold parameters) do not seem to vary over time. The
results support the conclusion in the previous models for the treatment effect. 
Moreover, the pairwise contrasts show that there are significant changes between 
treatment effect at times 1-2, 1-3 and 2-3 for all four threshold models of chapter 
5.
Models 5 and 6:
In terms of treatment effect and threshold parameters, the results support 
the conclusions in the model 4 for both models 5 and 6. As in model 2, the 
results of model 5 indicate a significant variation among patients with no 
significant changes of patient effect over time.
The results of the model 6 do not indicate significant changes from the 
model 3 for the clinic effect ( a ) and initial skin condition (y ).
From the above results, model 1, which includes patients random effect 
in addition to the fixed treatment effect, is an appropriate model for summarising 
the results of the experiment. Using the developed technique in section 7.5, 
application of this model 1 provides a predicted value the same as observed in 
84%, 84.65%, 83.73%, 83.73% by ML and 84.16%, 84.65%, 83.73%, 83.73% 
by REML methods for the threshold models of chapter 5 (using standard 
normal, logistic, extreme minimal and maximal value distributions for the G 
function) respectively.
Table 7.6b provides frequency distributions of observed and predicted 
values in active treatment and placebo groups at each observations times for the 
threshold models listed in chapter 5.
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Table 7.6.1: ML and REML estimates of parameters, standard errors and 
their ratio for the model 1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 3.358 0.434 7.742 3.473 0.45 7.714
0, 1.95 0.157 12.424 1.965 0.158 12.415
03 3.889 0.217 17.912 3.921 0.219 17.879
0, 6.38 0.308 20.738 6.427 0.31 20.701
p. 3.573 0.277 12.878 3.602 0.281 12.815
p. -2.308 0.336 -6.872 -2.326 0.34 -6.835
ß: -3.172 0.355 -8.946 -3.196 0.359 -8.899
ß S -3.616 0.364 -9.94 -3.644 0.368 -9.891
Logistic
9 9.065 1.173 7.73 9.407 1.221 7.703
0, 3.181 0.264 12.061 3.21 0.266 12.045
e ; 6.37 0.368 17.331 6.432 0.372 17.289
e, 10.554 0.537 19.639 10.645 0.543 19.599
P. 5.864 0.463 12.656 5.92 0.47 12.592
P, -3.787 0.555 -6.829 -3.822 0.563 -6.791
P, -5.173 0.586 -8.826 -5.221 0.595 -8.781
P, -5.948 0.607 -9.799 -6.004 0.616 -9.753
Extreme
Minimal
9 3.899 0.498 7.821 4.055 0.521 7.79
0 , 2.075 0.171 12.151 2.094 0.173 12.131
03 4.202 0.243 17.258 4.246 0.247 17.207
0 , 6.759 0.339 19.922 6.827 0.344 19.858
p . 4.156 0.312 13.32 4.199 0.317 13.251
p, -2.501 0.365 -6.847 -2.527 0.371 -6.809
ß, -3.405 0.383 -8.882 -3.439 0.389 -8.829
ß, -3.822 0.396 -9.657 -3.862 0.402 -9.604
Extreme
Maximal
9 4.192 0.549 7.639 4.353 0.572 7.615
e, 2.216 0.185 11.986 2.237 0.187 11.967
0= 4.342 0.249 17.43 4.384 0.252 17.385
0, 7.521 0.398 18.906 7.577 0.401 18.893
ß . 3.673 0.307 11.975 3.709 0.311 11.909
ß, -2.56 0.379 -6.761 -2.583 0.384 -6.722
ß, -3.48 0.4 -8.699 -3.511 0.406 -8.651
ß, -4.106 0.418 -9.814 -4.141 0.424 -9.765
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Table 7.6.2: ML and REML estimates of parameters, standard errors and 
their ratio for the model 2.
ML REML
Est SE Z-v Est SE Z-v
3.345 0.439 7.626 3.457 0.457 7.558
9 , 0.08 0.142 0.563 0.108 0.183 1
Standard e, 1.96 0.158 12.428 1.979 0.159 12.421
Normal e r 3.907 0.218 17.946 3.946 0.22 17.924
e, 6.415 0.309 20.749 6.474 0.313 20.715
ß, 3.596 0.278 12.922 3.633 0.282 12.873
P, -2.323 0.336 -6.91 -2.347 0.341 -6.885
(3, -3.193 0.357 -8.956 -3.224 0.362 -8.912
p , -3.642 0.366 -9.953 -3.678 0.371 -9.907
9, 9.034 1.172 7.705 9.341 1.226 7.617
9 7 0.06 0.111 0.539 0.132 0.366 1
e, 3.183 0.264 12.064 3.215 0.267 12.052
Logistic e, 6.372 0.367 17.343 6.437 0.372 17.316
e, 10.558 0.537 19.651 10.656 0.543 19.623
ß„ 5.868 0.463 12.67 5.931 0.47 12.623
P, -3.791 0.554 -6.84 -3.83 0.562 -6.816
ß. -5.178 0.586 -8.831 -5.233 0.595 -8.789
ß, -5.955 0.607 -9.805 -6.018 0.616 -9.764
9, 3.892 0.498 7.812 4.039 0.52 7.768
9 ? 0.01 0.008 1.309 0.024 0.028 1
0, 2.075 0.171 12.153 2.095 0.173 12.136
Extreme 0 , 4.202 0.243 17.264 4.247 0.247 17.222
Minimal 0 , 6.76 0.339 19.928 6.828 0.344 19.871
ßn 4.157 0.312 13.325 4.199 0.317 13.263
ß, -2.502 0.365 -6.853 -2.529 0.371 -6.823
ß, -3.406 0.383 -8.884 -3.44 0.389 -8.833
ß, -3.823 0.396 -9.66 -3.865 0.402 -9.61
9, 4.192 0.549 7.638 4.352 0.572 7.613
9 2 0.002 0.001 2.914 0.003 0.001 1
Extreme 0, 2.216 0.185 11.986 2.237 0.187 11.967
Maximal 0, 4.343 0.249 17.431 4.384 0.252 17.386
e, 7.521 0.398 18.907 7.578 0.401 18.894
ß. 3.673 0.307 11.976 3.71 0.311 11.911
ß, -2.56 0.379 -6.762 -2.584 0.384 -6.723
ß, -3.48 0.4 -8.699 -3.511 0.406 -8.652
ß, -4.107 0.418 -9.815 -4.142 0.424 -9.766
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Table 7.6.3a: ML and REML estimates of parameters, standard errors and 
their ratio for the model 3.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9, 3.258 0.432 7.549 3.73 0.508 7.34
9: 0.089 0.158 0.563 0.184 0.285 0.645
e. 2.001 0.161 12.432 2.078 0.168 12.4
e, 4.021 0.225 17.894 4.18 0.235 17.786
e, 6.648 0.326 20.407 6.888 0.34 20.246
P. 4.111 0.633 6.498 4.298 0.672 6.393
P. -2.356 0.34 -6.935 -2.448 0.359 -6.824
P, -3.243 0.361 -8.99 -3.369 0.382 -8.819
P. -3.933 0.399 -9.865 -4.094 0.421 -9.725
Y.. -0.576 0.61 -0.944 -0.614 0.647 -0.948
7 , 2 -0.331 0.572 -0.579 -0.357 0.607 -0.588
7  21 -0.324 0.377 -0.858 -0.332 0.385 -0.861
Y 22 -0.454 0.316 -1.435 -0.461 0322 -1.43
a.. 0.659 0.497 1.325 0.673 0.528 1.276
«12 0.307 0.503 0.611 0.304 0.533 0.57
« 1 3 -0.589 0.516 -1.143 -0.622 0.547 -1.137
« 1 4
-0.469 1.08 -0.434 -0.501 1.147 -0.437
« 1 5 -0.552 0.555 -0.995 -0.581 0.589 -0.986
«21 0.987 0.448 2.205 1.022 0.458 2.233
«22 0.558 0.413 1.351 0.59 0.422 1.4
« 2 3 1.07 0.406 2.636 1.104 0.414 2.665
« 2 4
-0.321 0.772 -0.415 -0.325 0.785 -0.414
« 2 5 0.399 0.472 0.846 0.413 0.481 0.859
* y i3, y 23, a i6 and a 26 are fixed to achieve identifiability.
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Table 7.6.3b: ML and REML estimates of parameters, standard errors and 
their ratio for the model 3.
Logistic
9, 8.751 1.153 7.591 10.034 1.365 7.349
9, 0.133 0.325 0.411 0.415 0.736 0.564
e, 3.245 0.269 12.077 3.377 0.281 12.027
0 , 6.555 0.379 17.304 6.829 0.398 17.177
0 , 10.909 0.56 19.467 11.318 0.586 19.328
P . 6.686 1.038 6.44 7.012 1.104 6.349
P , -3.846 0.559 -6.874 -4.006 0.591 -6.773
P , -5.26 0.593 -8.871 -5.483 0.629 -8.712
ß, -6.385 0.658 -9.709 -6.671 0.696 -9.587
Y n -0.909 1 -0.909 -0.979 1.061 -0.923
Y 12 -0.544 0.936 -0.581 -0.591 0.995 -0.595
Y  2. -0.563 0.621 -0.907 -0.569 0.635 -0.896
Y 2 2 -0.742 0.516 -1.437 -0.755 0.528 -1.431
« „ 1.078 0.814 1.324 1.105 0.865 1.278
OC12 0.541 0.822 0.658 0.534 0.874 0.612
CX13 -0.937 0.844 -1.11 -0.993 0.897 -1.107
« 1 4 -0.76 1.762 -0.431 -0.814 1.876 -0.434
« 1 5 -0.92 0.907 -1.014 -0.967 0.964 -1.003
« 2 1
1.591 0.742 2.146 1.64 0.76 2.157
« 2 2
0.872 0.675 1.292 0.929 0.69 1.345
« 2 3 1.7 0.673 2.524 1.764 0.687 2.567
« 2 4
-0.506 1.23 -0.411 -0.518 1.257 -0.413
« 2 5 0.696 0.772 0.902 0.712 0.789 0.903
* Y13, oc16 and a 26 are fixed to achieve identifiability.
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Table 7.6.3c: ML and REML estimates of parameters, standard errors and 
their ratio for the model 3.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9, 3.791 0.489 7.753 4.387 0.579 7.578
9: 0.007 0.004 1.601 0.072 0.135 0.537
e, 2.119 0.175 12.104 2.2 0.183 12.033
0= 4.321 0.251 17.182 4.506 0.265 17.007
0, 6.997 0.357 19.622 7.279 0.375 19.403
p. 4.66 0.683 6.825 4.869 0.729 6.682
p, -2.537 0.37 -6.863 -2.647 0.392 -6.753
ß, -3.461 0.389 -8.894 -3.603 0.414 -8.705
p, -4.106 0.431 -9.525 -4.288 0.457 -9.389
Yn -0.567 0.653 -0.868 -0.6 0.696 -0.862
Y12 -0.37 0.611 -0.605 -0.392 0.652 -0.601
Y il -0.462 0.412 -1.122 -0.48 0.422 -1.137
Y22 -0.449 0.346 -1.296 -0.463 0.354 -1.31
a „ 0.736 0.534 1.379 0.756 0.569 1.33
« 1 2
0.412 0.54 0.763 0.411 0.576 0.714
« 1 3 -0.554 0.553 -1.002 -0.589 0.589 -0.999
« 1 4
-0.522 1.156 -0.452 -0.554 1.233 -0.449
a 15 -0.603 0.594 -1.014 -0.636 0.633 -1.004
« 2 1
1.05 0.479 2.193 1.09 0.492 2.214
« 2 2
0.502 0.45 1.115 0.533 0.461 1.157
« 2 3 1.181 0.447 2.642 1.228 0.458 2.684
« 2 4
-0.384 0.811 -0.473 -0.392 0.827 -0.474
« 2 5 0.541 0.507 1.067 0.561 0.519 1.081
* y i3, y23, a i6 and a 26 are fixed to achieve identifiability.
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Table 7.6.3d: ML and REML estimates of parameters, standard errors and 
their ratio for the model 3.
Extreme
Maximal
9 , 4.098 0.54 7.588 4.767 0.637 7.482
9 : 0.002 0.001 2.685 0.033 0.045 0.724
9 , 2.257 0.188 12.012 2.348 0.197 11.935
6 , 4.472 0.258 17.337 4.652 0.271 17.153
0, 7.755 0.414 18.748 8.004 0.429 18.669
P . 4.253 0.714 5.953 4.453 0.761 5.848
P, -2.609 0.383 -6.805 -2.708 0.407 -6.66
P , -3.544 0.405 -8.742 -3.68 0.43 -8.562
P, -4.388 0.455 -9.646 -4.559 0.48 -9.507
Y „ -0.62 0.697 -0.889 -0.678 0.741 -0.914
7 , 2 -0.313 0.654 -0.479 -0.353 0.695 -0.507
7 2 , -0.382 0.437 -0.874 -0.384 0.445 -0.863
7 2 2 -0.567 0.348 -1.629 -0.582 0.354 -1.644
« „ 0.713 0.56 1.273 0.744 0.597 1.248
OC12 0.275 0.564 0.487 0.289 0.602 0.48
0ti3 -0.721 0.579 -1.244 -0.745 0.618 -1.206
0C14 -0.522 1.202 -0.434 -0.559 1.286 -0.435
a 15 -0.631 0.624 -1.01 -0.647 0.666 -0.972
^ 2 1 1.108 0.53 2.091 1.137 0.54 2.104
OC22 0.657 0.469 1.401 0.7 0.477 1.467
^ 23 1.119 0.471 2.377 1.162 0.478 2.432
0C24 -0.227 0.842 -0.27 -0.23 0.856 -0.269
^25 0.446 0.548 0.814 0.455 0.557 0.816
* y i3, y 23, a i6 and a ,6 are fixed to achieve identifiability.
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Table 7.6.4a: ML and REML estimates of parameters, standard errors and 
their ratio for the model 4.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9, 3.544 0.456 7.776 3.676 0.475 7.745
e„ 2.019 0.209 9.671 2.036 0.211 9.671
9„ 2.168 0.226 9.59 2.187 0.228 9.59
9,i 1.655 0.233 7.096 1.668 0.235 7.096
9„ 3.79 0.25 15.132 3.825 0.253 15.124
9j! 4.214 0.272 15.47 4.252 0.275 15.465
9=, 3.884 0.276 14.094 3.918 0.278 14.099
e„ 6.832 0.446 15.312 6.895 0.452 15.269
On 6.499 0.401 16.216 6.549 0.404 16.231
e„ 6.06 0.408 14.854 6.106 0.411 14.872
ß. 3.643 0.284 12.815 3.675 0.288 12.746
ß, -2.357 0.35 -6.729 -2.377 0.355 -6.691
ß, -3.15 0.364 -8.648 -3.177 0.369 -8.599
ß, -3.775 0.378 -9.995 -3.808 0.383 -9.943
Logistic
9, 9.582 1.233 7.768 9.977 1.289 7.737
e„ 3.294 0.346 9.518 3.327 0.35 9.514
e„ 3.532 0.378 9.349 3.567 0.382 9.341
e„ 2.7 0.39 6.93 2.726 0.393 6.928
0i, 6.185 0.419 14.764 6.252 0.424 14.749
9,i 6.908 0.456 15.155 6.982 0.461 15.141
0„ 6.406 0.463 13.825 6.473 0.468 13.824
e„ 11.297 0.77 14.675 11.418 0.78 14.644
e,i 10.722 0.708 15.141 10.821 0.714 15.163
e„ 10.061 0.719 13.995 10.152 0.724 14.019
ß, 5.986 0.475 12.605 6.05 0.483 12.537
ß, -3.876 0.579 -6.695 -3.915 0.588 -6.656
ßi -5.154 0.603 -8.543 -5.207 0.613 -8.496
ß, -6.207 0.629 -9.873 -6.272 0.638 -9.824
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Table 7.6.4b: ML and REML estimates of parameters, standard errors and 
their ratio for the model 4.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9, 4.191 0.533 7.859 4.375 0.559 7.822
e„ 2.157 0.229 9.438 2.179 0.231 9.435
e„ 2.326 0.25 9.297 2.35 0.253 9.287
e„ 1.76 0.254 6.926 1.776 0.257 6.921
0 , 4.043 0.279 14.505 4.089 0.282 14.486
0- 4.659 0.305 15.265 4.713 0.309 15.239
e„ 4.258 0.31 13.746 4.307 0.314 13.737
0,, 7.221 0.461 15.672 7.308 0.468 15.602
e . 6.941 0.408 16.997 7.016 0.413 16.98
0» 6.584 0.442 14.902 6.656 0.447 14.891
ß. 4.257 0.321 13.243 4.305 0.327 13.169
P, -2.574 0.384 -6.709 -2.603 0.39 -6.671
ß2 -3.379 0.398 -8.483 -3.416 0.405 -8.43
ß> -4.05 0.419 -9.671 -4.098 0.426 -9.62
Extreme
Maximal
9, 4.379 0.572 7.661 4.565 0.598 7.635
0» 2.284 0.239 9.56 2.308 0.242 9.551
0,. 2.429 0.254 9.559 2.456 0.257 9.553
e„ 1.912 0.271 7.055 1.932 0.274 7.046
0=, 4.231 0.288 14.676 4.278 0.292 14.656
0, 4.645 0.312 14.863 4.693 0.316 14.852
0., 4.369 0.323 13.532 4.413 0.326 13.533
9., 8.007 0.595 13.449 8.084 0.6 13.467
0- 7.59 0.577 13.148 7.652 0.58 13.193
0 , 7.104 0.577 12.316 7.159 0.579 12.358
P. 3.742 0.315 11.896 3.784 0.32 11.825
P. -2.618 0.393 -6.655 -2.645 0.4 -6.614
P. -3.482 0.41 -8.502 -3.517 0.416 -8.452
ß, -4.242 0.43 -9.86 -4.285 0.437 -9.807
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Table 7.6.5a: ML and REML estimates of parameters, standard errors and 
their ratio for the model 5.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9, 3.525 0.458 7.692 3.644 0.481 7.58
9: 0.063 0.11 0.573 0.113 0.191 0.59
e„ 2.028 0.21 9.676 2.051 0.212 9.679
e , 2.175 0.227 9.583 2.2 0.23 9.577
0» 1.662 0.234 7.098 1.681 0.237 7.1
e„ 3.799 0.251 15.13 3.841 0.254 15.121
0= 4.231 0.274 15.47 4.282 0.277 15.465
e . 3.899 0.277 14.093 3.944 0.28 14.097
0» 6.832 0.445 15.344 6.895 0.45 15.325
0 . 6.532 0.403 16.197 6.608 0.408 16.197
e„ 6.095 0.411 14.828 6.167 0.416 14.828
P . 3.657 0.285 12.85 3.701 0.289 12.806
P, -2.367 0.35 -6.764 -2.395 0.355 -6.751
P, -3.163 0.366 -8.651 -3.199 0.372 -8.605
P, -3.792 0.379 -10 -3.837 0.386 -9.951
Logistic
9, 9.574 1.233 7.764 9.908 1.289 7.686
9: 0.011 0.009 1.223 0.102 0.236 0.433
0.. 3.294 0.346 9.519 3.33 0.35 9.518
8„ 3.532 0.378 9.349 3.57 0.382 9.338
9,3 2.7 0.39 6.93 2.729 0.394 6.928
03, 6.185 0.419 14.765 6.253 0.424 14.756
6,3 6.908 0.456 15.155 6.985 0.461 15.143
03, 6.406 0.463 13.825 6.474 0.468 13.826
0„ 11.294 0.77 14.676 11.399 0.778 14.654
9,3 10.723 0.708 15.14 10.834 0.715 15.158
0 » 10.062 0.719 13.995 10.164 0.725 14.018
P . 5.986 0.475 12.608 6.053 0.482 12.56
P, -3.876 0.579 -6.698 -3.918 0.587 -6.677
ß , -5.154 0.603 -8.544 -5.21 0.613 -8.499
ß, -6.208 0.629 -9.874 -6.278 0.639 -9.829
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Table 7.6.5b: ML and REML estimates of parameters, standard errors and 
their ratio for the model 5.
ML REML
Est SE Z-v Est SE Z-v
9, 4.19 0.533 7.857 4.372 0.559 7.819
9: 0.002 0.001 2.98 0.003 0.001 2.296
e„ 2.157 0.229 9.438 2.179 0.231 9.436
e„ 2.326 0.25 9.296 2.35 0.253 9.287
e„ 1.76 0.254 6.927 1.776 0.257 6.921
Extreme 0 , 4.043 0.279 14.506 4.089 0.282 14.487
Minimal 0 , 4.659 0.305 15.265 4.713 0.309 15.24
0 , 4.258 0.31 13.747 4.307 0.314 13.737
e„ 7.22 0.461 15.674 7.307 0.468 15.605
e J: 6.941 0.408 16.996 7.016 0.413 16.979
e„ 6.584 0.442 14.902 6.656 0.447 14.89
ß» 4.257 0.321 13.244 4.305 0.327 13.17
ß, -2.574 0.384 -6.711 -2.603 0.39 -6.673
ß= -3.379 0.398 -8.484 -3.416 0.405 -8.431
ß, -4.05 0.419 -9.672 -4.098 0.426 -9.621
9, 4.378 0.572 7.659 4.562 0.598 7.631
9 2 0.003 0.001 2.511 0.006 0.004 1.681
0„ 2.284 0.239 9.56 2.308 0.242 9.551
e , 2.429 0.254 9.559 2.456 0.257 9.553
Qu 1.913 0.271 7.055 1.932 0.274 7.047
0=, 4.231 0.288 14.677 4.278 0.292 14.657
9, 4.645 0.313 14.863 4.694 0.316 14.853
Extreme 9, 4.369 0.323 13.532 4.414 0.326 13.533
Maximal e„ 8.007 0.595 13.449 8.083 0.6 13.467
0 , 7.591 0.577 13.149 7.653 0.58 13.194
©33 7.105 0.577 12.317 7.16 0.579 12.359
ß. 3.742 0.315 11.897 3.784 0.32 11.828
ß, -2.618 0.393 -6.656 -2.646 0.4 -6.616
ß, -3.482 0.41 -8.502 -3.517 0.416 -8.453
ß, -4.243 0.43 -9.861 -4.285 0.437 -9.807
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Table 7.6.6a: ML and REML estimates of parameters, standard errors and 
their ratio for the model 6.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9, 3.426 0.445 7.703 3.895 0.531 7.339
9: 0.014 0.013 1.09 0.204 0.295 0.69
e„ 2.078 0.234 8.88 2.152 0.243 8.867
e„ 2.178 0.238 9.17 2.286 0.25 9.156
e„ 1.66 0.241 6.897 1.743 0.252 6.913
e„ 3.916 0.289 13.561 4.061 0.301 13.501
e„ 4.281 0.293 14.599 4.495 0.309 14.569
e , 3.936 0.294 13.389 4.128 0.308 13.399
e„ 7.067 0.486 14.541 7.293 0.506 14.427
e. 6.671 0.434 15.388 6.984 0.454 15.377
e„ 6.198 0.434 14.278 6.497 0.456 14.256
P o 4.19 0.646 6.483 4.412 0.688 6.41
p , -2.446 0.365 -6.697 -2.537 0.384 -6.61
p , -3.222 0.374 -8.615 -3.377 0.4 -8.446
p , -3.857 0.388 -9.946 -4.049 0.415 -9.764
Y n -0.422 0.649 -0.649 -0.487 0.685 -0.711
Y 12 -0.076 0.608 -0.125 -0.133 0.642 -0.208
7 2 , -0.514 0.391 -1.315 -0.503 0.412 -1.221
Y 22 -0.725 0.351 -2.065 -0.716 0.37 -1.932
0.543 0.555 0.979 0.539 0.583 0.924
« 1 2 0.08 0.553 0.145 0.063 0.582 0.108
CX,3 -0.815 0.565 -1.443 -0.866 0.594 -1.457
a 14 -0.543 1.182 -0.459 -0.602 1.244 -0.484
a ,3 -0.729 0.612 -1.19 -0.769 0.643 -1.196
« 2 , 0.61 0.421 1.45 0.667 0.444 1.502
« 2 2 0.65 0.395 1.647 0.7 0.417 1.68
« 2 3 0.859 0.395 2.177 0.911 0.417 2.184
« 2 4 -0.116 0.768 -0.151 -0.096 0.811 -0.118
« 2 5 0.494 0.441 1.121 0.523 0.466 1.124
* Y13, Y23, a i6 and a ,6 are fixed to achieve identifiability.
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Table 7.6.6b: ML and REML estimates of parameters, standard errors and 
their ratio for the model 6.
ML REML
Logistic
Est SE Z-v Est SE Z-v
9, 9.286 1.205 7.707 10.576 1.438 7.356
<P2 0.004 0.002 2.17 0.424 0.773 0.549
e„ 3.391 0.387 8.763 3.51 0.402 8.735
e„ 3.546 0.396 8.95 3.715 0.417 8.919
e„ 2.712 0.402 6.749 2.841 0.421 6.746
e„ 6.402 0.481 13.317 6.643 0.501 13.264
e !2 7.019 0.492 14.264 7.351 0.517 14.221
0 B 6.491 0.496 13.087 6.784 0.518 13.089
e„ 11.663 0.828 14.09 12.045 0.862 13.967
0- 10.992 0.76 14.468 11.465 0.79 14.511
e - 10.248 0.755 13.58 10.687 0.783 13.64
P. 6.872 1.066 6.447 7.218 1.134 6.365
P, -4.014 0.604 -6.65 -4.158 0.634 -6.555
ß2 -5.263 0.619 -8.501 -5.509 0.66 -8.342
ß, -6.333 0.645 -9.816 -6.637 0.688 -9.652
Y„ -0.669 1.071 -0.624 -0.781 1.129 -0.692
Y 12 -0.141 1.003 -0.141 -0.226 1.057 -0.214
Ya -0.843 0.642 -1.312 -0.816 0.673 -1.212
Y 2 2 -1.166 0.575 -2.027 -1.161 0.602 -1.927
0.882 0.914 0.965 0.895 0.96 0.932
« 1 2
0.135 0.91 0.148 0.115 0.957 0.12
« 1 3 -1.286 0.932 -1.38 -1.364 0.98 -1.392
a l4 -0.919 1.934 -0.475 -0.998 2.036 -0.49
a , 5 -1.237 1.007 -1.228 -1.279 1.058 -1.208
« 2 1
0.991 0.694 1.427 1.056 0.729 1.449
« 2 2
1.098 0.646 1.7 1.176 0.678 1.735
« 2 3 1.311 0.655 2.003 1.399 0.685 2.043
« 2 4
-0.161 1.232 -0.131 -0.143 1.295 -0.11
« 2 5 0.847 0.721 1.175 0.867 0.757 1.145
* y i3, y 23, a i6 and a ,6 are fixed to achieve identifiability.
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Table 7.6.6c: ML and REML estimates of parameters, standard errors and 
their ratio for the model 6.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9, 3.994 0.513 7.784 4.66 0.611 7.625
9: 0.001 0 3.279 0.051 0.087 0.592
e„ 2.202 0.253 8.703 2.287 0.263 8.699
e„ 2.317 0.261 8.895 2.411 0.272 8.854
e„ 1.769 0.262 6.755 1.836 0.272 6.74
0» 4.148 0.319 12.99 4.327 0.334 12.972
0» 4.693 0.329 14.247 4.906 0.346 14.187
e„ 4.282 0.33 12.992 4.475 0.345 12.971
e„ 7.403 0.503 14.707 7.716 0.529 14.578
0 . 7.089 0.449 15.774 7.386 0.469 15.735
9„ 6.681 0.466 14.33 6.966 0.487 14.296
P . 4.76 0.701 6.792 4.977 0.751 6.631
P. -2.629 0.399 -6.583 -2.741 0.423 -6.479
P, -3.451 0.408 -8.467 -3.6 0.434 -8.293
P, -4.124 0.428 -9.642 -4.314 0.455 -9.472
Y u -0.414 0.699 -0.593 -0.445 0.744 -0.597
Y u -0.109 0.654 -0.167 -0.129 0.697 -0.186
Y u -0.56 0.433 -1.295 -0.582 0.444 -1.309
Y u -0.701 0.391 -1.794 -0.723 0.401 -1.804
« „ 0.585 0.6 0.975 0.601 0.636 0.945
0 ^ 1 2
0.132 0.599 0.22 0.126 0.636 0.198
« 1 3 -0.725 0.61 -1.189 -0.767 0.648 -1.184
« 1 4
-0.646 1.274 -0.507 -0.689 1.352 -0.51
« 1 5
-0.808 0.659 -1.226 -0.85 0.699 -1.216
« 2 1
0.702 0.457 1.537 0.735 0.471 1.562
« 2 2
0.687 0.435 1.58 0.728 0.446 1.631
« 2 3 0.829 0.433 1.917 0.869 0.444 1.958
« 2 4
-0.056 0.829 -0.068 -0.049 0.847 -0.057
« 2 5 0.599 0.477 1.256 0.632 0.491 1.286
* y i3, y 23, a i6 and a 26 are fixed to achieve identifiability.
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Table 7.6.6d: ML and REML estimates of parameters, standard errors and 
their ratio for the model 6.
ML REML
Extreme
Maximal
Est SE Z-v Est SE Z-v
9, 4.312 0.566 7.616 5.048 0.676 7.474
9, 0.001 0 3.656 0.062 0.114 0.545
0„ 2.37 0.272 8.729 2.467 0.284 8.694
e„ 2.454 0.27 9.099 2.568 0.283 9.081
e„ 1.913 0.28 6.829 1.997 0.293 6.814
0 , 4.417 0.334 13.212 4.604 0.35 13.165
0» 4.742 0.338 14.043 4.95 0.354 13.998
0» 4.437 0.345 12.862 4.625 0.36 12.857
0» 8.311 0.631 13.167 8.616 0.652 13.217
0» 7.783 0.605 12.869 8.056 0.62 12.993
e . 7.243 0.599 12.096 7.484 0.612 12.234
P . 4.398 0.734 5.99 4.63 0.786 5.892
P, -2.741 0.412 -6.646 -2.853 0.438 -6.521
P, -3.561 0.423 -8.422 -3.713 0.45 -8.245
P, -4.334 0.444 -9.766 -4.519 0.472 -9.574
Y „ -0.376 0.753 -0.5 -0.447 0.799 -0.559
Y12 -0.013 0.705 -0.019 -0.058 0.748 -0.078
Y u -0.693 0.453 -1.532 -0.707 0.466 -1.517
Y  22 -0.856 0.396 -2.159 -0.884 0.409 -2.161
0.521 0.629 0.829 0.553 0.668 0.829
^ 1 2
-0.014 0.626 -0.023 -0.011 0.664 -0.017
0Ci3 -1.035 0.646 -1.601 -1.071 0.686 -1.562
«14 -0.661 1.323 -0.5 -0.709 1.41 -0.503
a , 5 -0.951 0.696 -1.368 -0.972 0.738 -1.316
(X21 0.737 0.482 1.531 0.76 0.498 1.527
OC22 0.778 0.449 1.733 0.827 0.462 1.79
OC23 0.955 0.474 2.015 0.998 0.488 2.047
a 24 -0.029 0.851 -0.034 -0.03 0.876 -0.034
^ 2 5 0.701 0.506 1.386 0.718 0.52 1.379
* y i3, y 23, a i6 and a ,6 are fixed to achieve identifiability.
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Table 7.6a: ML and REML estimates of treatment effect, standard errors 
and their z-v for the model 1, 2, 3, 4, 5, 6 by using four threshold models.
ML REML
Model Est SE z-v Est SE z-v
1
Standard Nor -3.03 0.328 -9.23 -3.06 0.334 -9.17
Logistic -4.97 0.546 -9.1 -5.02 0.555 -9.05
Extreme Min -3.243 0.358 -9.07 -3.28 0.365 -9
Extreme Max -3.38 0.371 -9.12 -3.42 0.378 -9.06
2
Standard Nor -3.053 0.3 -9.262 -3.083 0.34 -9.211
Logistic -4.975 0.546 -9.121 -5.027 0.554 -9.075
Extreme Min -3.243 0.358 -9.073 -3.278 0.364 -9.016
Extreme Max -3.382 0.371 -9.123 -3.412 0.38 -9.059
3
Standard Nor -3.117 0.329 -9.483 -3.251 0.351 -9.272
Logistic -5.091 0.545 -9.337 -5.313 0.581 -9.144
Extreme Min -3.321 0.357 -9.295 -3.463 0.381 -9.078
Extreme Max -3.472 0.372 -9.329 -3.604 0.397 -9.074
4
Standard Nor -3.094 0.337 -9.183 -3.121 0.342 -9.118
Logistic -5.079 0.56 -9.074 -5.131 0.569 -9.011
Extreme Min -3.334 0.37 -9.016 -3.372 0.377 -8.949
Extreme Max -3.448 0.38 -9.083 -3.482 0.386 -9.014
5
Standard Nor -3.107 0.337 -9.21 -3.144 0.343 -9.164
Logistic -5.079 0.56 -9.076 -5.135 0.569 -9.028
Extreme Min -3.334 0.37 -9.017 -3.372 0.377 -8.951
Extreme Max -3.448 0.38 -9.084 -3.483 0.386 -9.016
6
Standard Nor -3.175 0.338 -9.401 -3.321 0.361 -9.211
Logistic -5.203 0.561 -9.275 -5.435 0.598 -9.088
Extreme Min -3.401 0.368 -9.23 -3.552 0.395 -8.995
Extreme Max -3.545 0.383 -9.251 -3.695 0.411 -8.997
* Nor = Normal, Min =Minimal, Max =Maximal.
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Table 7.6b: Observed and predicted frequencies for subjects undergoing 
active treatment or placebo using model 1 for skin condition data of section 
7.4.
T i m e 1 2
M [L R E M L M [ L R E ] M L
Y 0 1 2 3 4 l 2 3 4 0 1 2 3 4 l 2 3 4
T
1 22 23 23 23 23 22 22 22 22 37 35 35 35 38 33 33 33 36
2 34 41 41 37 41 4 0 4 0 36 4 0 30 4 0 39 38 37 36 35 34 33
3 2 4 16 16 19 20 15 16 19 20 8 9 10 9 10 8 9 8 8
4 4 8 8 9 4 8 7 8 3 5 4 4 6 3 3 3 5 3
5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
P
1 5 3 3 3 5 3 3 3 5 4 3 3 3 5 2 2 2 4
2 14 14 14 12 12 14 14 12 12 13 18 18 15 16 14 14 12 12
3 16 29 29 30 35 29 29 3 0 35 30 32 32 34 37 29 29 30 34
4 4 6 38 38 35 32 38 38 35 32 25 31 31 31 2 6 31 31 31 26
5 3 0 0 4 0 0 0 4 0 4 0 0 1 0 0 0 1 0
T i m e 3
M1L R E M L
Y 0 l 2 3 4 l 2 3 4
T
1 48 4 9 4 9 35 53 45 45 31 49
2 18 26 26 39 27 23 23 36 23
3 7 9 9 10 8 8 8 9 7
4 6 4 4 4 0 3 3 3 0
5 0 0 0 0 0 0 0 0 0
P
1 5 6 6 6 8 2 2 2 4
2 7 24 24 22 22 12 12 10 10
3 2 0 33 33 34 39 28 28 29 34
4 19 21 21 21 15 21 21 21 15
5 4 0 0 1 0 0 0 1 0
* T = Treatment, P= Placebo, O = Observed, 1 = Standard Normal,
2 = Logistic, 3 = Extreme Minimal value and 4 = Extreme Maximal value.
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7.7 APPLICATION TO SKIN DISORDER DATA
A second longitudinal study of skin disorder was reported in Koch et al 
(1992) with data for 36 subjects receiving active treatment and 36 receiving a 
placebo. Subjects were observed 3, 7, 10 and 14 days after entry to the study. 
Data are reprinted in Table 5 in appendix B. The response variable Y for
subject i at time t (i=l,2,...,72; t=l,2,3,4) is coded as 0 = excellent, l=good, 
2=fair, 3 =poor.
Note that there are only two observations for category 4 (poor) in the placebo 
group. Because of the small number of observation in category 4, categories 4 
(poor) and 3 (fair) are combined, reducing the number of categories under 
consideration to 3. Thus the observation for subject i at time t (i=l,2,...,72; 
t=l,2,3,4) is coded as 0 = excellent, l=good, 2=fair. We use models 1, 2, 4 
and 5 of section 7.4 since the only risk variable for this data is the treatment 
variable.
The results of fitting models are given in Tables 7.7.1, 7.7.2, 7.7.4 and 
7.7.5 for the models 1, 2, 4 and 5 respectively. Table 7.7a provides ML and 
REML estimates of treatment effect for the models 1, 2,4, and 5.
Model 1:
Estimates of average treatment effect for the model 1, 2, 4, 5 are obtained 
by using the asymptotic distribution of ß t (t=l,2,3,4). If ß = 4"1£j=,ßJ then
estimate of ß are given in Table 7.7a, we see that the z-values are greater than 
the 1.96 critical value for all four threshold models of chapter 5. Since the 
estimate of treatment effect is negative, patients on active treatment are more
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likely to give responses in the lowest category (excellent). Moreover, from 
Table 7.7.1, it can be seen that the z-value is negatively increasing as patients 
move from day 3 to day 14. Thus patients on active treatment improve more the 
longer they stay. However, the pairwise comparisons show that except for the 
threshold model 2 of chapter 5, there is not significant changes for the treatment 
effect from day 7 and after.
Model 2:
In spite of increase in the estimates of the second variance component 
(cp2) for the threshold model 3 of chapter 5, it does not seem that statistically
significant patient effects change over time. The highest z-value (ratio estimate 
to standard error) is 1.347, it belongs to model 4 of section 5.2 in chapter 5 (G(.) 
= extreme maximal). The z-value for the ML and REML estimates of (p, is
greater than 1.96 critical value. Thus there is a substantial patient effect.
Models 4 and 5:
The results in the Table 7.7.4 indicate that the estimate of the threshold 
parameter increases over time. However, the difference between the threshold 
parameters at day 7 and day 10 is not significant. In terms of the treatment 
effect, as in the models 1 and 2, the results show that the treatment has a highly
significant effect. Nevertheless, the results of pairwise comparisons show that 
except between ß, and ß 4, there are not significant changes for the treatment
effect over time. The results of model 5 (Table 7.7.5) indicate that the cp2 is 
always close to zero and the conclusion about the treatment effect and threshold 
parameter follows from model 4.
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Therefore, model 4 is a suitable model for this data. For this model, the 
predicted values are the same as observed in 72.92% , 73.61%, 73.61%, 70.83% 
by ML and 72.92% , 73.96%, 73.61%, 70.83% REML methods for threshold 
models of section 5.2 respectively.
A comparison of the frequency distributions of observed and predicted 
values in active treatment and placebo groups at each observations times are 
given in Table 7.7b.
In conclusion, for this data, it is not necessary to include a second 
variance component in the model. The treatment has a statistically significant 
effect. While the estimate of treatment effect is negative, thereby increasing the 
probability of observing the lowest (excellent) category of result for patients in 
the active treatment group. The treatment shows more improvement as patients 
move from day 3 to day 14. Furthermore, the threshold parameter is also 
affected by time.
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Table 7.7.1: ML and REML estimates of parameters, standard errors and 
ratio for the model 1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 0.46 0.135 3.399 0.494 0.143 3.443
0 , 1.823 0.125 14.552 1.835 0.126 14.533
P . 1.212 0.167 7.253 1.22 0.17 7.165
P, -0.023 0.271 -0.086 -0.023 0.275 -0.084
ß , -0.812 0.275 -2.95 -0.817 0.279 -2.929
P, -0.81 0.275 -2.944 -0.816 0.279 -2.923
P. -1.356 0.286 -4.741 -1.366 0.29 -4.71
Logistic
9 1.246 0.37 3.366 1.341 0.393 3.412
0, 3.001 0.217 13.82 3.024 0.219 13.797
P . 2.024 0.285 7.092 2.039 0.291 7.015
P. -0.064 0.447 -0.144 -0.065 0.454 -0.142
P, -1.367 0.457 -2.988 -1.377 0.464 -2.967
P, -1.361 0.457 -2.978 -1.371 0.464 -2.957
P. -2.268 0.477 -4.75 -2.288 0.484 -4.722
Extreme
Minimal
9 0.592 0.168 3.523 0.641 0.18 3.565
0, 2.08 0.151 13.788 2.097 0.152 13.764
ßo 1.802 0.209 8.639 1.815 0.213 8.542
p, -0.094 0.304 -0.308 -0.094 0.31 -0.304
ß 2 -0.97 0.302 -3.213 -0.98 0.307 -3.193
ß, -0.947 0.303 -3.121 -0.957 0.309 -3.1
p; -1.562 0.315 -4.96 -1.576 0.32 -4.921
Extreme
Maximal
9 0.531 0.158 3.355 0.576 0.169 3.407
0 , 2.034 0.146 13.93 2.05 0.147 13.905
ßo 0.887 0.169 5.266 0.897 0.173 5.194
ß, 0.081 0.292 0.277 0.083 0.297 0.278
ßo -0.769 0.303 -2.535 -0.776 0.308 -2.519
ß, -0.749 0.303 -2.477 -0.756 0.307 -2.458
ßo -1.38 0.326 -4.232 -1.394 0.331 -4.217
146
Table 7.7.2: ML and REML estimates of parameters, standard errors and 
their ratio for the model 2.
ML REML
Est SE Z-v Est SE Z-v
9, 0.44 0.146 3.011 0.465 0.162 2.874
9 2 0.045 0.098 0.461 0.067 0.139 0.48
Standard 0 , 1.83 0.126 14.56 1.845 0.127 14.544
Normal P . 1.238 0.168 7.372 1.258 0.172 7.334
P , -0.046 0.27 -0.172 -0.057 0.274 -0.207
P , -0.838 0.277 -3.022 -0.855 0.282 -3.032
P , -0.836 0.277 -3.016 -0.853 0.282 -3.026
P . -1.386 0.288 -4.807 -1.408 0.293 -4.804
9, 1.21 0.393 3.082 1.281 0.446 2.874
9, 0.079 0.233 0.337 0.136 0.386 0.353
0 , 3.005 0.217 13.831 3.032 0.219 13.816
Logistic Po 2.049 0.286 7.168 2.083 0.292 7.143
p, -0.088 0.447 -0.197 -0.105 0.452 -0.233
Po -1.391 0.459 -3.031 -1.419 0.467 -3.039
p, -1.386 0.459 -3.02 -1.414 0.467 -3.029
p. -2.297 0.479 -4.79 -2.337 0.488 -4.79
9, 0.492 0.192 2.566 0.529 0.203 2.605
9, 0.218 0.223 0.979 0.245 0.235 1.044
extreme 0 , 2.11 0.153 13.777 2.13 0.155 13.755
Minimal P . 1.897 0.209 9.059 1.921 0.213 9
P , -0.175 0.298 -0.589 -0.187 0.302 -0.617
P , -1.078 0.308 -3.495 -1.099 0.314 -3.497
P , -1.042 0.31 -3.362 -1.062 0.316 -3.361
P . -1.677 0.322 -5.206 -1.703 0.328 -5.186
9, 0.526 0.159 3.309 0.562 0.174 3.227
9 2 0.011 0.013 0.814 0.029 0.059 0.497
Extreme 0, 2.035 0.146 13.933 2.052 0.148 13.91
Maximal P o 0.893 0.169 5.293 0.913 0.174 5.263
p, 0.075 0.292 0.257 0.066 0.296 0.224
Po -0.774 0.304 -2.547 -0.79 0.309 -2.552
p, -0.755 0.303 -2.492 -0.772 0.309 -2.5
p. -1.386 0.326 -4.245 -1.411 0.332 -4.252
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Table 7.7.4: ML and REML estimates of parameters, standard errors and 
their ratio for the model.
ML REML
Est SE Z-v Est SE Z-v
<P. 0.562 0.156 3.597 0.603 0.166 3.631
e„ 1.362 0.176 7.723 1.371 0.177 7.726
e„ 2.069 0.223 9.264 2.085 0.225 9.268
Standard
e„ 1.77 0.211 8.381 1.784 0.213 8.394
e , 2.988 0.358 8.336 3.01 0.36 8.361
ß. 1.269 0.179 7.089 1.279 0.183 7.002
ß, -0.347 0.292 -1.189 -0.35 0.296 -1.184
ß, -0.788 0.296 -2.666 -0.794 0.3 -2.647
ß, -0.891 0.293 -3.04 -0.897 0.297 -3.017
ß. -1.257 0.309 -4.061 -1.266 0.314 -4.033
Logistic
9, 1.563 0.435 3.595 1.681 0.463 3.63
e„ 2.255 0.294 7.678 2.272 0.296 7.677
e„ 3.431 0.38 9.034 3.462 0.383 9.042
0,3 2.958 0.356 8.307 2.987 0.359 8.32
e„ 5.428 0.776 6.998 5.473 0.778 7.03
ß. 2.163 0.308 7.018 2.183 0.315 6.941
ß, -0.647 0.478 -1.353 -0.654 0.486 -1.346
ß, -1.385 0.495 -2.8 -1.396 0.502 -2.78
ß, -1.517 0.486 -3.124 -1.529 0.493 -3.1
ß. -2.249 0.523 -4.298 -2.269 0.531 -4.27
Extreme
Minimal
9, 0.758 0.202 3.751 0.822 0.218 3.776
e„ 1.619 0.205 7.878 1.631 0.207 7.879
0„ 2.334 0.24 9.736 2.357 0.242 9.719
0,3 2.045 0.235 8.714 2.068 0.237 8.722
0,. 3.099 0.334 9.274 3.136 0.339 9.254
ß. 1.838 0.223 8.251 1.854 0.228 8.15
ß, -0.459 0.336 -1.365 -0.462 0.342 -1.351
ß, -0.891 0.338 -2.632 -0.902 0.345 -2.617
ß, -1.013 0.334 -3.028 -1.021 0.34 -3
ß. -1.374 0.36 -3.822 -1.388 0.366 -3.796
Extreme
Maximal
9, 0.687 0.188 3.646 0.746 0.202 3.687
0„ 1.451 0.199 7.279 1.465 0.201 7.287
6,3 2.365 0.295 8.025 2.385 0.296 8.053
0,3 1.971 0.262 7.515 1.991 0.264 7.541
6,4 4.215 0.719 5.859 4.248 0.721 5.896
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Table 7.7.4: (continued).
Extreme
Maximal
p . 1.003 0.187 5.369 1.017 0.192 5.301
p , -0.265 0.31 -0.856 -0.273 0.316 -0.862
p , -0.829 0.326 -2.546 -0.84 0.332 -2.533
ß , -0.874 0.322 -2.717 -0.885 0.328 -2.701
ß . -1.41 0.349 -4.04 -1.428 0.355 -4.023
Table 7.7.5: ML and REML estimates of parameters, standard errors and 
their ratio for the model 5.
________ ML______ RF.ML
Standard
Normal
Est SE Z-v Est SE Z-v
<P, 0.488 0.178 2.751 0.516 0.188 2.754
% 0.125 0.184 0.679 0.149 0.197 0.756
e„ 1.372 0.178 7.723 1.383 0.179 7.726
eB 2.088 0.226 9.241 2.107 0.228 9.24
e„ 1.779 0.213 8.36 1.795 0.215 8.369
6 ,4 3.014 0.361 8.342 3.04 0.363 8.367
ß , 1.309 0.179 7.309 1.326 0.183 7.256
p, -0.384 0.286 -1.344 -0.394 0.289 -1.362
p, -0.826 0.299 -2.759 -0.839 0.305 -2.755
p, -0.931 0.296 -3.142 -0.946 0.302 -3.136
p, -1.299 0.313 -4.146 -1.316 0.318 -4.132
Logistic
(p. 1.295 0.478 2.708 1.376 0.504 2.729
% 0.441 0.536 0.822 0.505 0.565 0.894
e„ 2.261 0.294 7.698 2.281 0.296 7.702
eB 3.458 0.384 9.008 3.493 0.388 9.011
6,5 2.973 0.359 8.27 3.004 0.363 8.276
61, 5.472 0.78 7.016 5.523 0.783 7.049
ßn 2.228 0.306 7.292 2.257 0.312 7.245
P, -0.718 0.463 -1.552 -0.734 0.469 -1.566
P, -1.439 0.499 -2.881 -1.458 0.508 -2.871
P, -1.58 0.491 -3.215 -1.602 0.5 -3.203
P4 -2.315 0.529 -4.373 -2.345 0.539 -4.354
Extreme
Minimal
9, 0.628 0.228 2.757 0.668 0.242 2.763
<P; 0.223 0.25 0.893 0.264 0.267 0.989
e„ 1.643 0.209 7.848 1.661 0.212 7.847
0„ 2.358 0.244 9.676 2.385 0.247 9.646
0„ 2.062 0.238 8.674 2.088 0.241 8.673
e„ 3.149 0.344 9.164 3.193 0.35 9.128
ß. 1.888 0.222 8.491 1.913 0.227 8.425
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Table 7.7.5: (continued).
Extreme
Minimal
p, -0.523 0.328 -1.598 -0.537 0.332 -1.618
p. -0.957 0.344 -2.781 -0.977 0.351 -2.784
P, -1.065 0.34 -3.136 -1.082 0.346 -3.122
p 4 -1.441 0.365 -3.95 -1.465 0.372 -3.939
Extreme
Maximal
9, 0.51 0.212 2.406 0.548 0.225 2.442
9: 0.322 0.254 1.27 0.363 0.27 1.347
e„ 1.453 0.198 7.328 1.468 0.2 7.344
e„ 2.411 0.299 8.064 2.437 0.301 8.092
e,3 2.008 0.267 7.525 2.033 0.269 7.549
0,. 4.294 0.723 5.939 4.337 0.725 5.985
P. 1.118 0.189 5.921 1.146 0.194 5.902
P, -0.376 0.297 -1.266 -0.393 0.302 -1.299
P, -0.913 0.335 -2.724 -0.934 0.342 -2.729
P, -0.992 0.332 -2.993 -1.017 0.339 -3.003
P. -1.526 0.359 -4.252 -1.558 0.366 -4.256
Table 7.7a: ML and REML estimates of treatment effect, standard errors 
and their ratio for the model 1, 2, 4, 5 by using four threshold models.
ML REML
Model Est SE z-v Est SE z-v
1
Standard Nor -0.75 0.215 -3.497 -0.756 0.219 -3.447
Logistic -1.265 0.358 -3.532 -1.275 0.366 -3.484
Extreme Min -0.893 0.241 -3.705 -0.902 0.247 -3.651
Extreme Max -0.704 0.232 -3.035 -0.711 0.238 -2.991
2
Standard Nor -0.821 0.231 -3.547 -0.827 0.237 -3.497
Logistic -1.449 0.39 -3.712 -1.462 0.399 -3.661
Extreme Min -0.934 0.265 -3.529 -0.944 0.272 -3.472
Extreme Max -0.845 0.254 -3.319 -0.856 0.261 -3.276
4
Standard Nor -0.776 0.216 -3.602 -0.793 0.221 -3.595
Logistic -1.291 0.359 -3.595 -1.319 0.367 -3.59
Extreme Min -0.993 0.242 -4.099 -1.013 0.249 -4.074
Extreme Max -0.71 0.232 -3.057 -0.726 0.238 -3.047
5
Standard Nor -0.86 0.231 -3.724 -0.874 0.236 -3.699
Logistic -1.513 0.387 -3.909 -1.535 0.396 -3.878
Extreme Min -0.997 0.264 -3.774 -1.015 0.271 -3.746
Extreme Max -0.952 0.256 -3.722 -0.975 0.263 -3.711
* Nor = Normal, Min =Minimal, Max =Maximal.
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Table 7.7b: Observed and predicted frequencies for subjects undergoing 
active treatment or placebo using model 4 for skin disorder data of section 
7.4.
Time 1 2
M[L REML M[L RE]ML
Y 0 l 2 3 4 l 2 3 4 0 l 2 3 4 l 2 3 4
T
0 5 3 3 0 3 3 3 0 3 13 8 8 3 13 8 8 3 13
1 21 23 24 22 27 23 24 22 27 19 28 28 32 23 28 28 32 23
2 10 10 9 14 6 10 9 14 6 4 0 0 1 0 0 0 1 0
P
0 1 0 0 0 1 0 0 0 1 4 0 0 0 1 0 0 0 1
1 12 16 15 14 24 16 15 14 24 23 30 30 26 35 30 30 26 35
2 23 20 21 22 11 20 21 22 11 9 6 6 10 0 6 6 10 0
Time 3 4
M1L REML M[L RE]ML
Y 0 1 2 3 4 l 2 3 4 0 l 2 3 4 l 2 3 4
T
0 13 8 8 8 14 li 8 8 14 19 20 20 11 27 20 20 11 27
1 19 28 28 26 22 25 28 26 22 16 16 16 25 9 16 16 25 9
2 4 0 0 2 0 0 0 2 0 1 0 0 0 0 0 0 0 0
P
0 8 0 0 0 1 0 0 0 1 11 0 0 0 1 0 0 0 1
1 15 30 30 36 35 30 29 22 29 24 36 36 36 35 36 36 36 35
2 13 6 6 0 0 6 7 14 6 1 0 0 0 0 0 0 0 0
* T = Treatment, P= Placebo, O = Observed, 1 = Standard Normal,
2= Logistic, 3 = Extreme Minimal value and 4 = Extreme Maximal value.
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7.8 APPLICATION TO RESPIRATORY 
DISORDER DATA
The third application is to respiratory disorder data reported by Koch et al 
(1990). A total of 111 patients within two centres were randomly assigned to 
two treatments (active , placebo). At the baseline, status of each patient 
was recorded according to a five ordinal response scale (0 = terrible, 1 = 
poor, 2= fair, 3 = good, 4 = excellent), and also at each of four visits ( visit 1, 
visit 2, visit 3, visit 4) during the time period over which the treatments were 
administered. Individual characteristics like age and gender of patients were 
also recorded at the time of entry to the study. The data are shown in Table 6 
in appendix B.
We developed all 6 models of section 7.4 for the threshold models given 
in section 5.2. The treatment and patient effects are included in the model 1. 
The model 2 includes a second component of variance to take account of 
possible increase in the variance. The center, age and gender risk variables 
(individual characteristics) are included in the model 3.
The results of fitting models are tabled by 7.8.i and 7.8.ij. The i refers 
to the model and j indicates more results about model i. For example Table 
7.8.1 gives results for the model 1, tables 7.8.5j (j =a, b, c, d) provide results 
for the model 5. The estimate of overall treatment effect is obtained by 
assuming treatment effect is constant over time and by using asymptotic 
distribution of ßt (t=l,2,3,4). The results are shown in the Table 7.8a.
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Model 1:
The results indicate that treatment has a statistical significance effect. 
Moreover the estimate is positive, in that it increases r\ , so that observations 
are more expected in the highest category (excellent) from patients in the active 
treatment group.
From the tables 7.8.1 , we can see that the treatment effects ßt 
(t=l,2,3,4) are significant by comparing their corresponding z-values to the 1.96 
critical value. Nevertheless, in spite of the treatment effect decreasing in 
magnitude for visits 2-4, the results of pair comparison between ßt (t=l,2,3,4),
show that the treatment effect stays steady over time.
Model 2:
The results show that both variance components cp, and (p2 are highly 
significant. Thus, there is significant variation between patients, and the patient 
effect does significantly change over time. The predicted values of the second 
random component may be used to show the direction of patient effect change 
(increase or decrease over time) and identify patients who show the greatest 
changes over time.
Model 3:
The center a. and gender A,. effects (i= 1,2) do not appear significant. 
The risk variable age y, does not contribute a significant variation on the first 
random component, however, the age effect y2 involves a significant reduction
for the second random component. Also the results address the initial status of 
the disease effects or (i=l,2; j=l,2,3,4), another important significant risk
variable.
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Models 4 ,5  and 6:
In these models, the equality of break points 0 (t) are tested across visits.
The results support the null hypothesis, ie, the threshold parameters have no 
significant changes over time. The results for the models 4, 5 and 6 are the same 
as models 1, 2 and 3 respectively.
Consequently, model 3 of section 7.4 that includes second variance 
components along with risk variable corresponding to initial status of disease, 
adequately summarises this data. In this model, the observed and predicted Y 
values agree in 67.12%, 68.0%, 67.8%, 66%, by ML and 67.57%, 70.1%, 
69.82%, 67.57% by REML methods for the model 3 by using the threshold 
models of section 5.2 respectively.
A comparison of the frequency distributions of observed and predicted 
values in active treatment and placebo groups at each observations times are 
given in Table 7.8b.
The data also have been analysed by Miller , Davis and Landis (1993) 
using GEEs and WLS methods. Our results are consistent with their results. 
Nevertheless they concluded that the treatment effect does not appear significant 
at first visit, whereas application of models in section 7.2 give a highly 
significant effect at every visit including the first visit.
154
Table 7.8.1: ML and REML estimates of parameters, standard errors and z- 
v of estimates to their standard errors for the model 1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
(p 1.859 0.299 6.218 1.923 0.311 6.183
e, 0.828 0.121 6.829 0.832 0.122 6.829
e, 2.18 0.152 14.306 2.19 0.153 14.304
0, 3.2 0.169 18.89 3.214 0.17 18.883
ß„ 1.934 0.227 8.527 1.943 0.23 8.463
ß, 0.822 0.315 2.61 0.825 0.319 2.59
ß, 1.217 0.323 3.772 1.222 0.326 3.745
ß, 1.063 0.319 3.328 1.067 0.323 3.304
0.784 0.316 2.482 0.787 0.32 2.462
Logistic
<P 5.278 0.846 6.24 5.476 0.883 6.203
0, 1.452 0.218 6.664 1.462 0.22 6.661
0, 3.728 0.278 13.429 3.751 0.28 13.414
0, 5.449 0.31 17.561 5.482 0.313 17.535
ß„ 3.266 0.391 8.359 3.286 0.396 8.296
ß, 1.419 0.529 2.682 1.428 0.536 2.663
ß, 2.053 0.54 3.804 2.065 0.547 3.777
ß, 1.81 0.537 3.368 1.821 0.545 3.344
ß, 1.338 0.533 2.512 1.346 0.54 2.493
Extreme
Minimal
Q 2.562 0.411 6.231 2.655 0.429 6.191
0, 1.076 0.163 6.586 1.082 0.164 6.585
0, 2.716 0.207 13.144 2.729 0.208 13.133
0, 3.885 0.227 17.136 3.905 0.228 17.119
ß n 2.793 0.289 9.66 2.808 0.293 9.597
ß, 0.904 0.369 2.45 0.909 0.374 2.433
ß. 1.313 0.382 3.435 1.319 0.387 3.409
ß, 1.193 0.379 3.151 1.199 0.383 3.127
ß, 0.913 0.375 2.432 0.917 0.38 2.411
Extreme
Maximal
CP 2.189 0.344 6.368 2.275 0.36 6.326
0, 0.872 0.128 6.818 0.879 0.129 6.814
0, 2.317 0.166 13.958 2.334 0.167 13.936
0, 3.461 0.189 18.283 3.485 0.191 18.248
ßn 1.719 0.238 7.211 1.73 0.242 7.148
ß, 0.862 0.337 2.554 0.867 0.342 2.532
ßn 1.367 0.343 3.99 1.376 0.348 3.961
ß, 1.103 0.34 3.245 1.11 0.345 3.22
ß, 0.789 0.337 2.342 0.795 0.342 2.324
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Table 7.8.2: ML and REML estimates of parameters, standard errors and z- 
v of estimates to their standard errors for the model 2.
ML REML
Est SE Z-v Est SE Z-v
9, 1.588 0.312 5.087 1.65 0.325 5.078
Standard
Normal
9: 0.857 0.287 2.988 0.892 0.296 3.015
0, 0.931 0.136 6.858 0.939 0.137 6.859
0 , 2.382 0.168 14.217 2.399 0.169 14.21
6, 3.481 0.186 18.744 3.505 0.187 18.731
P . 2.209 0.237 9.318 2.227 0.24 9.267
P, 0.749 0.308 2.434 0.751 0.312 2.409
P, 1.224 0.343 3.566 1.23 0.348 3.533
P, 1.061 0.34 3.122 1.066 0.345 3.093
P. 0.753 0.336 2.243 0.755 0.341 2.218
Logistic
9, 4.26 0.824 5.168 4.43 0.86 5.154
9: 2.047 0.729 2.81 2.147 0.753 2.85
0 , 1.56 0.232 6.709 1.574 0.235 6.707
9= 3.917 0.29 13.501 3.949 0.293 13.486
0 , 5.711 0.323 17.698 5.758 0.326 17.675
P . 3.59 0.393 9.132 3.625 0.399 9.087
P. 1.246 0.5 2.492 1.25 0.507 2.466
P. 2.012 0.557 3.61 2.023 0.566 3.576
P, 1.751 0.554 3.159 1.76 0.563 3.129
ß, 1.25 0.548 2.28 1.254 0.556 2.254
Extreme
Minimal
9, 2.258 0.437 5.166 2.356 0.457 5.157
9: 1.397 0.417 3.346 1.451 0.431 3.366
0, 1.22 0.183 6.656 1.231 0.185 6.655
0 2 2.982 0.225 13.266 3.005 0.227 13.252
0 , 4.253 0.245 17.333 4.287 0.248 17.312
P . 3.066 0.303 10.116 3.091 0.307 10.055
P. 0.779 0.362 2.15 0.782 0.368 2.126
P, 1.454 0.417 3.486 1.466 0.423 3.462
P, 1.304 0.413 3.154 1.314 0.42 3.132
P. 0.971 0.409 2.37 0.978 0.416 2.352
Extreme
Maximal
9, 1.774 0.343 5.164 1.844 0.359 5.143
9: 0.75 0.289 2.592 0.792 0.3 2.64
0 , 0.924 0.134 6.882 0.933 0.136 6.881
9= 2.419 0.172 14.03 2.442 0.174 14.01
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Table 7.8.2: (continued).
Extreme
Maximal
e, 3.613 0.196 18.427 3.645 0.198 18.396
P . 1.924 0.24 8.026 1.946 0.244 7.989
P, 0.855 0.323 2.647 0.861 0.328 2.627
P, 1.313 0.352 3.728 1.319 0.358 3.686
ß, 1.066 0.349 3.054 1.07 0.355 3.018
P. 0.745 0.346 2.156 0.747 0.351 2.127
Table 7.8.3a: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 3.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9, 0.85 0.22 3.862 1.022 0.261 3.921
9: 0.974 0.283 3.44 1.177 0.334 3.527
9 , 0.953 0.138 6.888 0.991 0.144 6.89
0 = 2.476 0.173 14.285 2.557 0.18 14.239
0 , 3.622 0.193 18.757 3.739 0.2 18.673
P . 4.325 0.603 7.175 4.475 0.644 6.953
P, 0.697 0.298 2.34 0.716 0.311 2.303
P, 1.576 0.344 4.584 1.624 0.367 4.428
ß, 1.411 0.34 4.15 1.455 0.363 4.008
ß. 1.083 0.335 3.236 1.116 0.358 3.119
a , -0.463 0.307 -1.505 -0.478 0.321 -1.488
0.113 0.348 0.324 0.112 0.363 0.309
y , -0.001 0.011 -0.092 -0.001 0.011 -0.107
y 2 -0.022 0.01 -2.316 -0.023 0.01 -2.296
K -0.188 0.371 -0.506 -0.198 0.39 -0.509
K -0.256 0.373 -0.686 -0.264 0.389 -0.678
©., -3.526 0.975 -3.615 -3.631 1.018 -3.567
©« -2.575 0.527 -4.884 -2.655 0.552 -4.808
© . 3 -1.935 0.468 -4.133 -1.995 0.49 -4.07
®u -0.777 0.47 -1.653 -0.804 0.492 -1.634
© 3, 1.099 1.059 1.037 1.133 1.103 1.027
0.375 0.542 0.692 0.388 0.565 0.686
© 23 0.614 0.484 1.27 0.634 0.504 1.258
© 24 0.529 0.48 1.102 0.547 0.5 1.095
* coi5 and co25 are fixed at zero to achieve identifiability.
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Table 7.8.3b: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 3.
ML REML
Est SE Z-v Est SE Z-v
Logistic
9, 2.291 0.585 3.913 2.786 0.7 3.979
9: 2.59 0.757 3.423 3.193 0.904 3.532
0, 1.591 0.235 6.76 1.668 0.247 6.749
0: 4.085 0.3 13.614 4.244 0.314 13.522
0, 5.968 0.336 17.77 6.195 0.351 17.638
P . 7.084 0.994 7.129 7.364 1.066 6.907
P. 1.141 0.484 2.359 1.177 0.506 2.326
P , 2.562 0.565 4.539 2.658 0.607 4.381
P, 2.289 0.561 4.081 2.375 0.603 3.939
ß, 1.778 0.554 3.208 1.84 0.596 3.088
a, -0.748 0.499 -1.498 -0.776 0.522 -1.488
a , 0.178 0.566 0.315 0.178 0.592 0.3
Y, -0.003 0.017 -0.174 -0.003 0.018 -0.173
y 2 -0.035 0.016 -2.205 -0.037 0.017 -2.196
K -0.298 0.602 -0.495 -0.318 0.634 -0.501
K -0.426 0.611 -0.696 -0.434 0.639 -0.678
©,. -5.69 1.574 -3.615 -5.893 1.649 -3.574
© n -4.201 0.866 -4.852 -4.348 0.909 -4.782
CO
13 -3.118 0.773 -4.032 -3.23 0.811 -3.982
© u -1.249 0.771 -1.62 -1.301 0.81 -1.606
© 2 1 1.736 1.703 1.019 1.796 1.783 1.008
0.599 0.884 0.678 0.613 0.926 0.662
0.989 0.796 1.242 1.022 0.832 1.228
© 3 4 0.847 0.787 1.076 0.876 0.823 1.064
* coi5 and co25 are fixed at zero to achieve identifiability.
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Table 7.8.3c: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 3.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
<P, 1.342 0.322 4.168 1.619 0.387 4.184
9: 1.316 0.389 3.383 1.633 0.467 3.5
0, 1.244 0.186 6.68 1.301 0.195 6.673
0, 3.075 0.231 13.331 3.189 0.241 13.239
6, 4.414 0.255 17.344 4.578 0.266 17.211
ßo 5.745 0.763 7.53 5.962 0.819 7.282
ß, 0.769 0.36 2.136 0.803 0.377 2.128
ß, 1.866 0.418 4.465 1.934 0.448 4.313
ß, 1.707 0.411 4.149 1.77 0.442 4.001
ß. 1.391 0.408 3.405 1.437 0.439 3.272
a, -0.621 0.374 -1.662 -0.636 0.391 -1.626
0.267 0.411 0.651 0.265 0.431 0.615
Y, -0.004 0.013 -0.306 -0.004 0.014 -0.311
Y, -0.025 0.012 -2.15 -0.026 0.012 -2.13
K -0.197 0.455 -0.434 -0.222 0.478 -0.465
K -0.444 0.447 -0.993 -0.448 0.468 -0.958
-4.233 1.158 -3.656 -4.396 1.218 -3.609
-3.165 0.647 -4.891 -3.292 0.682 -4.824
«>3 -2.375 0.59 -4.028 -2.474 0.62 -3.989
(0
14 -1.045 0.595 -1.755 -1.098 0.626 -1.755
Ö>21 1.153 1.208 0.955 1.216 1.269 0.958
« 2 2 0.46 0.64 0.719 0.504 0.672 0.75
CO
23 0.741 0.591 1.253 0.789 0.618 1.277
CO
W 24 0.713 0.591 1.205 0.758 0.617 1.228
* coi5 and co25 are fixed at zero to achieve identifiability.
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Table 7.8.3d: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 3.
ML REML
Est SE Z-v Est SE Z-v
Extreme
Maximal
9, 0.8 0.223 3.587 1.006 0.271 3.709
9. 1.199 0.318 3.774 1.438 0.379 3.795
0 , 0.956 0.138 6.929 1.003 0.145 6.92
e = 2.548 0.181 14.042 2.656 0.191 13.933
e , 3.797 0.207 18.343 3.95 0.217 18.188
P . 4.084 0.597 6.843 4.269 0.644 6.633
P, 0.789 0.301 2.62 0.807 0.317 2.545
ß = 1.639 0.356 4.598 1.699 0.383 4.431
P, 1.403 0.354 3.966 1.453 0.38 3.821
P . 1.026 0.349 2.942 1.067 0.375 2.845
a, -0.408 0.313 -1.302 -0.433 0.329 -1.314
a 2 0.002 0.371 0.005 0.003 0.387 0.009
Yi 0.001 0.011 0.083 0 0.011 0.038
y 2 -0.025 0.01 -2.457 -0.026 0.011 -2.429
K -0.259 0.37 -0.7 -0.259 0.392 -0.662
K -0.121 0.39 -0.311 -0.141 0.408 -0.346
® „ -3.617 1.016 -3.561 -3.733 1.063 -3.511
-2.651 0.537 -4.937 -2.734 0.566 -4.831
-2.018 0.465 -4.336 -2.074 0.493 -4.212
©H -0.733 0.46 -1.593 -0.751 0.488 -1.539
1.3 1.146 1.134 1.324 1.193 1.11
“>22 0.455 0.576 0.789 0.447 0.602 0.742
" , 0.693 0.501 1.385 0.698 0.525 1.331
W24 0.499 0.492 1.015 0.504 0.515 0.977
* coi5 and co25 are fixed at zero to achieve identifiability.
160
Table 7.8.4a: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 4.
ML 1 REML
Est SE Z-v Est SE Z-v
9, 1.901 0.305 6.233 1.967 0.317 6.196
e„ 0.635 0.17 3.735 0.638 0.171 3.737
e B 1.043 0.215 4.842 1.048 0.216 4.849
9,3 0.841 0.205 4.105 0.846 0.206 4.11
0,. 0.886 0.199 4.447 0.891 0.2 4.451
Standard 03, 2.019 0.207 9.736 2.027 0.208 9.744
Normal 0 3 3 2.501 0.23 10.89 2.513 0.23 10.903
03, 2.086 0.226 9.241 2.096 0.227 9.252
03. 2.239 0.221 10.131 2.25 0.222 10.141
e„ 3.204 0.232 13.798 3.218 0.233 13.806
6,3 3.528 0.259 13.639 3.545 0.26 13.649
0„ 3.197 0.246 12.982 3.212 0.247 12.994
0,. 3.028 0.236 12.836 3.043 0.237 12.848
p . 1.959 0.229 8.542 1.969 0.232 8.476
P, 0.714 0.338 2.11 0.716 0.342 2.094
ß, 1.489 0.353 4.221 1.496 0.356 4.196
P, 1.012 0.347 2.914 1.017 0.351 2.898
P. 0.714 0.342 2.089 0.717 0.346 2.076
9, 5.408 0.864 6.257 5.613 0.903 6.217
e„ 1.142 0.303 3.769 1.149 0.305 3.771
9 , 3 1.804 0.368 4.897 1.816 0.37 4.905
9,3 1.485 0.355 4.183 1.496 0.357 4.189
0,. 1.533 0.34 4.508 1.543 0.342 4.513
03, 3.542 0.372 9.533 3.563 0.374 9.535
Logistic 9 , 4.273 0.403 10.598 4.3 0.406 10.603
9,3 3.554 0.387 9.174 3.576 0.39 9.181
9,1 3.782 0.378 9.992 3.805 0.381 9.997
e„ 5.602 0.421 13.299 5.636 0.424 13.3
0„ 5.981 0.452 13.231 6.019 0.455 13.233
e„ 5.415 0.427 12.685 5.449 0.429 12.69
0» 5.101 0.406 12.549 5.132 0.409 12.553
p„ 3.315 0.396 8.377 3.336 0.401 8.313
P, 1.332 0.574 2.321 1.34 0.581 2.306
p. 2.507 0.594 4.221 2.523 0.601 4.197
P, 1.699 0.584 2.907 1.709 0.591 2.89
ß, 1.167 0.574 2.031 1.173 0.581 2.018
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Table 7.8.4b: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 4.
ML REML
Est SE Z-v Est SE Z-v
<p, 2.652 0.424 6.256 2.752 0.443 6.21
e„ 0.806 0.219 3.687 0.809 0.219 3.688
e„ 1.34 0.277 4.835 1.348 0.278 4.842
e„ 1.137 0.274 4.153 1.144 0.275 4.159
6 , 4 1.185 0.261 4.532 1.192 0.263 4.537
Extreme 6,1 2.503 0.263 9.509 2.515 0.265 9.507
Minimal 6 , 3.111 0.283 10.991 3.127 0.284 10.993
9„ 2.667 0.283 9.433 2.682 0.284 9.439
2.806 0.275 10.221 2.821 0.276 10.224
6„ 3.863 0.289 13.348 3.883 0.291 13.34
9 ,! 4.28 0.314 13.65 4.304 0.315 13.643
e„ 3.964 0.305 12.976 3.986 0.307 12.976
OM 3.712 0.291 12.744 3.732 0.293 12.745
ß„ 2.836 0.294 9.655 2.852 0.297 9.589
ß, 0.748 0.399 1.876 0.752 0.404 1.861
ß, 1.65 0.418 3.952 1.659 0.422 3.928
ß, 1.192 0.416 2.866 1.199 0.421 2.849
ß, 0.82 0.409 2.005 0.824 0.414 1.99
9, 2.231 0.35 6.374 2.323 0.367 6.328
e„ 0.725 0.189 3.841 0.731 0.19 3.845
e„ 1.102 0.227 4.855 1.111 0.228 4.864
0„ 0.856 0.206 4.148 0.864 0.208 4.155
0 , . 0.884 0.201 4.399 0.891 0.202 4.404
0 „ 2.258 0.238 9.474 2.275 0.24 9.483
Extreme 9,2 2.642 0.258 10.243 2.661 0.259 10.258
Maximal 9 . 2.157 0.24 8.971 2.173 0.242 8.983
02. 2.326 0.239 9.75 2.344 0.24 9.758
9„ 3.635 0.278 13.062 3.66 0.28 13.075
0 „ 3.772 0.294 12.828 3.798 0.296 12.844
9„ 3.374 0.271 12.445 3.398 0.273 12.459
0 » 3.21 0.261 12.305 3.232 0.262 12.316
ßn 1.743 0.241 7.238 1.755 0.245 7.173
ß, 0.852 0.366 2.329 0.857 0.371 2.311
ß, 1.627 0.378 4.31 1.639 0.382 4.286
ß, 0.992 0.366 2.71 0.998 0.371 2.692
ß( 0.69 0.362 1.907 0.694 0.367 1.892
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Table 7.8.5a: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 5.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9, 1.63 0.317 5.136 1.692 0.331 5.111
<P, 0.827 0.284 2.909 0.881 0.297 2.965
e„ 0.753 0.198 3.806 0.762 0.2 3.808
0» 1.134 0.232 4.891 1.145 0.234 4.901
e„ 0.929 0.223 4.171 0.938 0.224 4.18
e„ 0.971 0.216 4.493 0.98 0.218 4.5
0» 2.183 0.23 9.492 2.203 0.232 9.485
0» 2.701 0.246 10.976 2.723 0.248 10.991
e„ 2.293 0.245 9.372 2.313 0.246 9.388
9 U 2.446 0.239 10.229 2.467 0.241 10.241
e„ 3.375 0.253 13.347 3.404 0.255 13.336
0» 3.841 0.281 13.685 3.874 0.283 13.692
e . 3.51 0.266 13.187 3.541 0.268 13.203
0» 3.319 0.256 12.975 3.348 0.258 12.988
p„ 2.171 0.241 9.024 2.192 0.244 8.968
P, 0.645 0.325 1.981 0.647 0.329 1.966
1.566 0.382 4.096 1.576 0.388 4.063
ß, 1.084 0.376 2.883 1.092 0.382 2.86
P. 0.747 0.37 2.02 0.751 0.376 1.999
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Table 7.8.5b: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 2.
ML REML
Logistic
Est SE Z-v Est SE Z-v
9, 4.402 0.844 5.216 4.564 0.881 5.182
9, 2.02 0.73 2.767 2.19 0.768 2.85
e„ 1.282 0.333 3.843 1.298 0.338 3.847
0, 1.904 0.389 4.899 1.927 0.393 4.908
e„ 1.583 0.375 4.219 1.603 0.379 4.229
0„ 1.626 0.36 4.518 1.644 0.363 4.524
0=, 3.624 0.385 9.41 3.658 0.389 9.401
0» 4.51 0.425 10.6 4.557 0.43 10.603
0„ 3.79 0.41 9.251 3.831 0.414 9.26
0» 4.016 0.4 10.035 4.058 0.404 10.039
e„ 5.582 0.429 13.026 5.63 0.433 13.013
6,2 6.358 0.479 13.277 6.426 0.484 13.276
0„ 5.786 0.45 12.847 5.848 0.455 12.855
0M 5.438 0.43 12.644 5.496 0.435 12.648
ßo 3.553 0.4 8.873 3.592 0.407 8.823
ß, 1.083 0.532 2.035 1.082 0.538 2.012
ß, 2.616 0.629 4.16 2.641 0.639 4.131
ß, 1.79 0.616 2.905 1.808 0.627 2.885
ß. 1.21 0.605 2.001 1.221 0.615 1.983
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Table 7.8.5c: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 5.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9, 2.324 0.448 5.186 2.426 0.47 5.162
<P, 1.333 0.413 3.223 1.423 0.435 3.271
e„ 1.016 0.264 3.845 1.031 0.268 3.851
0» 1.411 0.294 4.792 1.425 0.297 4.798
e„ 1.245 0.295 4.22 1.259 0.298 4.23e„ 1.279 0.281 4.554 1.292 0.283 4.561
0 . 2.781 0.289 9.613 2.812 0.293 9.607
e . 3.327 0.307 10.838 3.357 0.31 10.83
0» 2.904 0.305 9.514 2.932 0.308 9.52
0» 3.039 0.297 10.226 3.067 0.3 10.225
»„ 4.122 0.309 13.33 4.167 0.313 13.315
0- 4.654 0.345 13.481 4.7 0.349 13.461
0» 4.333 0.331 13.092 4.376 0.334 13.087e, 4.057 0.317 12.797 4.096 0.32 12.792
P. 3.015 0.309 9.755 3.045 0.314 9.686
P, 0.676 0.383 1.764 0.68 0.388 1.752
P, 1.849 0.466 3.971 1.867 0.474 3.941
ß, 1.372 0.461 2.975 1.386 0.469 2.954
ß. 0.948 0.454 2.089 0.957 0.462 2.072
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Table 7.8.5d: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 5.
ML REML
Extreme
Maximal
Est SE Z-v Est SE Z-v
9, 1.815 0.348 5.214 1.879 0.364 5.167
<P, 0.772 0.292 2.645 0.849 0.309 2.748
e„ 0.765 0.199 3.856 0.775 0.201 3.858
e„ 1.179 0.241 4.895 1.195 0.244 4.906
6,3 0.913 0.219 4.177 0.926 0.221 4.187
6,3 0.949 0.214 4.433 0.961 0.217 4.439
e=, 2.236 0.243 9.216 2.255 0.245 9.204
0» 2.817 0.272 10.348 2.853 0.275 10.368
6=3 2.311 0.255 9.076 2.341 0.257 9.092
03. 2.485 0.253 9.83 2.516 0.256 9.842
03, 3.566 0.281 12.691 3.593 0.283 12.682
6,3 4.027 0.31 13.01 4.077 0.313 13.032
0,3 3.622 0.286 12.666 3.667 0.289 12.689
6* 3.433 0.275 12.472 3.475 0.278 12.488
ß. 1.92 0.243 7.889 1.947 0.248 7.856
ß, 0.744 0.344 2.162 0.744 0.348 2.14
ß, 1.671 0.396 4.217 1.687 0.403 4.183
ß, 1.04 0.383 2.713 1.05 0.39 2.691
ß. 0.712 0.379 1.88 0.717 0.386 1.86
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Table 7.8.6a: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 6.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9, 0.99 0.237 4.184 1.191 0.284 4.197
9, 0.831 0.271 3.067 1.05 0.325 3.23
e„ 1.013 0.291 3.479 1.058 0.303 3.488
e„ 1.063 0.228 4.654 1.109 0.236 4.697
6,3 0.861 0.216 3.978 0.902 0.224 4.019
0„ 0.908 0.211 4.305 0.946 0.218 4.334
e„ 2.711 0.343 7.901 2.808 0.356 7.882
e !S 2.641 0.252 10.502 2.73 0.259 10.556
0» 2.228 0.249 8.961 2.311 0.256 9.019
e M 2.393 0.244 9.816 2.478 0.251 9.86
0» 4.047 0.368 10.989 4.19 0.382 10.955
0» 3.8 0.288 13.175 3.932 0.298 13.189
0,3 3.467 0.272 12.726 3.591 0.281 12.775
0,. 3.276 0.261 12.55 3.391 0.269 12.588
ßo 4.464 0.63 7.085 4.65 0.678 6.859
ß, 0.774 0.313 2.473 0.795 0.327 2.43
ß, 1.754 0.369 4.756 1.809 0.393 4.597
ß, 1.273 0.362 3.515 1.318 0.387 3.404
ß. 0.931 0.356 2.615 0.961 0.381 2.52
a i -0.495 0.319 -1.551 -0.513 0.334 -1.536
<*2 0.148 0.341 0.433 0.148 0.358 0.412
Y, 0.002 0.011 0.157 0.001 0.012 0.118
Y2 -0.028 0.01 -2.676 -0.028 0.011 -2.648
-0.123 0.388 -0.316 -0.138 0.408 -0.338
K -0.39 0.378 -1.03 -0.402 0.396 -1.015
-3.759 1.021 -3.684 -3.886 1.069 -3.636
® I2 -2.71 0.549 -4.935 -2.806 0.577 -4.863
-2.015 0.486 -4.149 -2.086 0.51 -4.09
-0.732 0.488 -1.501 -0.766 0.512 -1.495
W2l 1.313 1.048 1.253 1.357 1.096 1.237
W 22 0.481 0.542 0.887 0.497 0.568 0.876
W 23 0.648 0.483 1.341 0.67 0.506 1.323
" 24 0.423 0.489 0.867 0.44 0.511 0.861
* coi5 and co15 are fixed at zero to achieve identifiability.
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Table 7.8.6b: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 6.
ML REML
Est SE Z-v Est SE Z-v
Logistic
9, 2.665 0.635 4.194 3.226 0.766 4.21
9, 2.248 0.731 3.075 2.914 0.891 3.269
e„ 1.654 0.478 3.462 1.737 0.5 3.473
e„ 1.788 0.384 4.656 1.883 0.401 4.696
e„ 1.472 0.366 4.018 1.556 0.383 4.059
e„ 1.522 0.352 4.321 1.599 0.368 4.346
e„ 4.402 0.568 7.748 4.572 0.592 7.728
e a 4.434 0.438 10.126 4.624 0.456 10.13
e a 3.711 0.421 8.823 3.877 0.438 8.853
e . 3.958 0.412 9.607 4.127 0.429 9.617
9)i 6.593 0.616 10.697 6.838 0.641 10.665
9 J: 6.332 0.497 12.735 6.603 0.519 12.716
e„ 5.76 0.465 12.376 6.006 0.485 12.382
9» 5.411 0.443 12.204 5.638 0.462 12.2
P. 7.306 1.04 7.023 7.637 1.124 6.795
P. 1.266 0.513 2.467 1.301 0.537 2.424
P, 2.904 0.613 4.74 3.024 0.658 4.595
ß) 2.076 0.599 3.465 2.165 0.644 3.359
P. 1.506 0.589 2.557 1.563 0.634 2.463
a, -0.8 0.521 -1.536 -0.833 0.545 -1.526
a, 0.234 0.559 0.419 0.232 0.588 0.395
Y , 0 0.019 0.023 0 0.02 -0.002
Y2 -0.042 0.017 -2.473 -0.044 0.018 -2.447
K -0.205 0.632 -0.325 -0.236 0.666 -0.354
K -0.614 0.624 -0.985 -0.622 0.656 -0.948
CO
u -6.071 1.655 -3.667 -6.297 1.737 -3.624
CO
12 -4.428 0.909 -4.873 -4.595 0.956 -4.808
^ , 3 -3.251 0.807 -4.031 -3.381 0.847 -3.99
G>,4 -1.183 0.804 -1.472 -1.251 0.845 -1.48
« 2 , 2.09 1.694 1.234 2.157 1.784 1.209
« 2 2 0.787 0.895 0.879 0.803 0.942 0.853
CO
2 3 1.054 0.805 1.31 1.09 0.845 1.291
CO
2 4 0.69 0.809 0.852 0.727 0.85 0.856
* coi5 and co,5 are fixed at zero to achieve identifiability.
168
Table 7.8.6c: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 6.
ML REML
Est SE Z-v Est SE Z-v
9, 1.522 0.345 4.405 1.842 0.42 4.386
9, 1.16 0.377 3.075 1.505 0.462 3.261
e„ 1.271 0.374 3.402 1.334 0.39 3.42
e,2 1.351 0.293 4.616 1.415 0.305 4.642
0„ 1.169 0.289 4.041 1.236 0.303 4.085
1.214 0.277 4.384 1.275 0.289 4.412
e=, 3.294 0.434 7.596 3.423 0.45 7.603
e== 3.276 0.319 10.275 3.403 0.332 10.24
0 , 2.823 0.312 9.039 2.944 0.325 9.057
e== 2.989 0.306 9.755 3.108 0.319 9.743
e„ 4.828 0.458 10.532 5.019 0.477 10.523
Extreme e.= 4.625 0.359 12.893 4.811 0.376 12.804
Minimal 0=, 4.287 0.342 12.543 4.463 0.357 12.512
0„ 4.025 0.327 12.308 4.184 0.341 12.273
ß. 5.873 0.789 7.442 6.134 0.854 7.186
ß, 0.843 0.376 2.243 0.881 0.395 2.231
ß= 2.078 0.448 4.642 2.157 0.481 4.484
ß, 1.573 0.44 3.578 1.638 0.473 3.465
ß. 1.196 0.435 2.749 1.238 0.468 2.642
a , -0.662 0.388 -1.709 -0.68 0.407 -1.671
a 2 0.32 0.408 0.785 0.318 0.429 0.74
Y , -0.001 0.014 -0.076 -0.002 0.015 -0.11
Y2 -0.03 0.012 -2.445 -0.031 0.013 -2.417
K -0.122 0.473 -0.258 -0.155 0.499 -0.311
K -0.588 0.455 -1.293 -0.596 0.478 -1.246
©„ -4.456 1.214 -3.672 -4.644 1.281 -3.626
-3.282 0.666 -4.927 -3.429 0.705 -4.864
-2.432 0.605 -4.022 -2.545 0.638 -3.99
© u -0.982 0.613 -1.602 -1.044 0.646 -1.617
1.36 1.21 1.124 1.437 1.278 1.124
(0
2 2 0.555 0.646 0.859 0.608 0.681 0.893
CO
2 3 0.761 0.6 1.269 0.815 0.629 1.296
CO
2 4 0.602 0.612 0.984 0.651 0.641 1.015
* coi5 and co,5 are fixed at zero to achieve identifiability.
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Table 7.8.6d: ML and REML estimates of parameters, standard errors and 
z-v of estimates to their standard errors for the model 6.
ML REML
Est SE Z-v Est SE Z-v
9, 0.953 0.244 3.907 1.176 0.297 3.954
9, 1.025 0.305 3.364 1.297 0.372 3.491
e„ 1.004 0.284 3.534 1.054 0.297 3.545
e„ 1.117 0.241 4.646 1.18 0.252 4.688
e„ 0.864 0.217 3.99 0.915 0.227 4.03
0» 0.9 0.212 4.238 0.947 0.222 4.264
0:, 2.762 0.351 7.866 2.867 0.365 7.846
9 , 2.788 0.28 9.954 2.922 0.292 10.004
0» 2.287 0.263 8.707 2.401 0.274 8.757
0„ 2.464 0.261 9.435 2.583 0.273 9.465
e„ 4.23 0.395 10.708 4.379 0.409 10.707
Extreme 0- 4.029 0.32 12.584 4.213 0.334 12.63
Maximal 0» 3.638 0.297 12.233 3.806 0.31 12.277
9» 3.428 0.284 12.054 3.585 0.297 12.082
P. 4.246 0.631 6.729 4.455 0.683 6.521
P, 0.87 0.323 2.692 0.885 0.339 2.612
P, 1.846 0.386 4.781 1.924 0.415 4.634
P, 1.243 0.375 3.316 1.294 0.404 3.204
P. 0.86 0.37 2.328 0.896 0.399 2.248
-0.437 0.33 -1.324 -0.462 0.346 -1.333
0.037 0.367 0.099 0.037 0.385 0.096
Y. 0.003 0.011 0.267 0.002 0.012 0.188
Y2 -0.029 0.011 -2.687 -0.03 0.011 -2.624
K -0.215 0.39 -0.55 -0.223 0.413 -0.539
K -0.232 0.397 -0.584 -0.247 0.418 -0.592
-3.864 1.069 -3.615 -3.986 1.118 -3.565
-2.828 0.578 -4.895 -2.918 0.607 -4.806
®I3 -2.145 0.498 -4.305 -2.206 0.525 -4.201
CO 14 -0.712 0.488 -1.459 -0.736 0.515 -1.43
1.517 1.137 1.335 1.539 1.19 1.293
0.591 0.587 1.007 0.578 0.615 0.94
0.77 0.508 1.517 0.772 0.534 1.446
0.407 0.503 0.808 0.418 0.53 0.789
* coi5 and coi5 are fixed at zero to achieve identifiability.
170
Table 7.8a: ML and REML estimates of treatment effect, standard errors 
and their z-v for the model 1, 2, 3, 4, 5, 6 by using four threshold models.
ML REML
Model Est SE z-v Est SE z-v
1
Standard Nor 0.971 0.285 3.403 0.975 0.29 3.369
Logistic 1.655 0.481 3.438 1.665 0.489 3.404
Extreme Min 1.081 0.335 3.226 1.086 0.34 3.192
Extreme Max 1.03 0.306 3.363 1.037 0.311 3.329
2
Standard Nor 1.192 0.27 4.409 1.228 0.292 4.207
Logistic 1.943 0.444 4.371 2.013 0.483 4.168
Extreme Min 1.433 0.329 4.36 1.486 0.357 4.16
Extreme Max 1.214 0.277 4.382 1.257 0.302 4.163
3
Standard Nor 1.192 0.27 4.409 1.228 0.292 4.207
Logistic 1.943 0.444 4.371 2.013 0.483 4.168
Extreme Min 1.433 0.329 4.36 1.486 0.357 4.16
Extreme Max 1.214 0.277 4.382 1.257 0.302 4.163
4
Standard Nor 0.982 0.288 3.407 0.987 0.293 3.372
Logistic 1.676 0.487 3.443 1.686 0.495 3.408
Extreme Min 1.103 0.34 3.24 1.108 0.346 3.204
Extreme Max 1.04 0.309 3.364 1.047 0.315 3.328
5
Standard Nor 1.01 0.3 3.366 1.017 0.306 3.325
Logistic 1.675 0.491 3.414 1.688 0.5 3.374
Extreme Min 1.211 0.363 3.335 1.223 0.371 3.297
Extreme Max 1.042 0.31 3.357 1.05 0.317 3.316
6
Standard Nor 1.183 0.275 4.299 1.221 0.299 4.082
Logistic 1.938 0.454 4.271 2.013 0.496 4.059
Extreme Min 1.423 0.335 4.242 1.479 0.367 4.031
Extreme Max 1.205 0.282 4.278 1.25 0.308 4.051
* Nor = Normal, Min =Minimal, Max =Maximal.
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Table 7.8b: Observed and predicted frequencies for subjects undergoing 
active treatment or placebo using model 3 for skin treatment data of section 
7.8.
T i m e 1 2
M L R E I VIL M L R E M L
Y 0 l 2 3 4 l 2 3 4 0 l 2 3 4 l 2 3 4
T
1 1 0 0 0 1 l 1 0 1 0 0 0 0 0 0 0 0 0
2 3 l 1 1 1 0 0 1 3 4 l 1 1 1 l 1 1 2
3 13 17 16 13 19 16 16 13 17 12 14 14 10 17 14 14 10 17
4 19 19 19 17 20 18 18 18 19 11 9 9 10 13 9 9 11 12
5 18 17 18 23 13 19 19 22 14 27 30 30 33 23 30 30 32 23
P
1 4 3 3 0 4 3 3 0 4 9 9 8 7 9 9 9 8 10
2 6 2 2 4 6 2 3 5 6 7 5 6 3 7 6 5 3 6
3 19 21 22 19 22 21 20 17 22 19 18 17 20 21 16 17 19 21
4 12 20 19 18 18 19 19 19 17 11 16 15 13 12 16 14 13 11
5 16 11 11 16 7 12 12 16 8 11 9 11 14 8 10 12 14 9
T i m e 3 4
M L R E M L M L R E M L
Y 0 l 2 3 4 l 2 3 4 0 l 2 3 4 l 2 3 4
T
1 2 0 0 0 1 0 0 0 1 1 l 1 0 1 l 1 0 1
2 3 l 2 1 3 2 3 1 3 8 2 2 3 6 3 2 3 6
3 10 14 13 11 15 13 12 11 15 12 15 15 12 15 15 15 12 15
4 14 9 9 12 16 9 9 12 16 9 15 16 9 16 14 16 9 16
5 25 30 30 30 19 30 30 30 19 24 21 20 30 16 21 20 30 16
P
1 11 9 8 7 9 9 9 8 10 12 9 8 7 9 9 9 8 10
2 6 5 6 3 7 6 5 3 6 3 5 6 3 7 6 5 3 6
3 14 18 17 20 21 16 17 19 21 17 18 17 20 21 16 17 19 21
4 11 16 15 13 12 16 14 13 11 9 16 15 13 12 16 14 13 11
5 15 9 11 14 8 10 12 14 9 16 9 11 14 8 10 12 14 9
* T = Treatment, P= Placebo, O = Observed, 1 = Standard Normal,
2= Logistic, 3 = Extreme Minimal value and 4 = Extreme Maximal value.
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CHAPTER EIGHT
STATIONARY THRESHOLD MODELS 
8.1 INTRODUCTION
Chapter 7 has described two types of longitudinal threshold models; 
time dependent and time independent threshold models, for ordinal response 
variables. Three different models of linear predictor r| have been discussed for 
both longitudinal threshold models. In that chapter, model 2 for the linear 
predictor T| involved a second random component that allowed possible increase 
in variance and pattern association in the second and following time periods. 
Although, an extension of the model 2 is possible by introducing a further n-1 
random components, the assumptions of those models may not valid for some 
applications. In particular, random components may be correlated and if so the 
method needs to give estimation equations for hyperparameters describing 
covariances between those random components in addition to the variance 
parameters. In this chapter we develop models for the time series ordinal 
response variables.
Time series models need to account for the correlation between 
observations within each subject. A correlation parameter (p) is introduced into 
the variance-covariance matrix of the random components. Two threshold 
models are defined analogously to the two longitudinal threshold models in 
previous chapter. Two variance-covariance structures, viz. constant correlation 
(exchangeable) and AR(1) are taken for random components within a subject. 
The AR(1) assumes that two observations for one subject will be approximately
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independent if they are far removed from one another in time. The exchangeable 
correlation form assumes a constant correlation on every pair of observations for 
the same subject. Sections 8.2 and 8.3 give models and estimation procedures. 
In sections 8.4 and 8.5 estimation equations are simplified for two particular 
variance-covariance matrices. The last two sections give applications of the 
methods to the analysis of respiratory disorder data of Koch et al (1990) and to 
map data of Ten Have and Uttal (1994).
8.2 MODELS
Suppose that repeated observations are obtained (Y ) at times 
t=l,2,...,n_ from subject i, i= l, 2,...N. The observation Y is an ordinal
variable, and can take on values denoted by 0 ,1 , ...,M. The distribution of 
Y depends on the linear predictor
8-2.1 Tl. =x;p + u.
where xK is a vector of p known regression variables with fixed regression 
coefficient ß. The u. is a random variable, and it accounts for variations in 
the r|u that are not explained by the known regression variables xtt. The 
random variables u. and m , for a subject are correlated; those from distinct
subjects are independent. The variance-covariance matrix is characterised by two 
parameters cp and p for the random vector u, = [uil,u i2,.. .u ini ] '.
The two possible cumulative distribution functions for Y 
conditional on u , are
it 7
8.2.2 P(Y.t < k) = G(0k - tih) and
8.2.3 P(Ytt<k) = G(0k(t)-T lJ
where k=l, 2,...M and G(.) is a cumulative distribution function for 
unobservable continuous random variable with conditional mean T|u . The 
0k are break point parameters and 0k(t) are break points parameters at 
time t. Four different structures for the G(.) are given in section 5.2 of
chapter 5. These are used for both models 8.2.2 and 8.2.3 in this chapter.
The parameter 0 , is always taken as -<» so that G(0_, - T j J  is
always zero while 0M is taken to be + ° o  indicating that G(0M- r | lt) is 
always 1. Additionally r\ usually contains a constant term so that there is a 
lack of identifiability arising from the notion that any quantity added to all 0 
values can be subtracted by similarly adding it to the constant term of the rj 
values. This lack of identifiability is removed by setting 0o=O. Thus for
8.2.2 there are M-2 unknown 0 parameters, while for 8.2.3 there are n(M- 
2) different 0 parameters where n is the maximum of the n.. These
parameters are collected into a vector 0 .
The random component vector u = [u', u', ...,u']', follows a normal 
distribution with a zero mean and (pA = (p diag[A,, A2,...,A J as the 
variance-covariance matrix. The A, are n x n matrices of the elements
I i i
which are functions of the correlation parameter p.
8.3 ESTIMATION
What follows is an iterative method to obtain approximate ML estimators 
of the parameters and variance components that are obtained from the
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general estim ation approach described in chapter 4. In the first step, 
penalised likelihood (PL) estimates 0 , ß , ü are obtained by m axim ising the 
1, + 12 for the given initial values of the (p and p. The log of the 
conditional likelihood of the observations given random  com ponents (1,), for 
the m odel 8.2.2, is
8.3.2 l ^ Z ^ Z l l n A .
where A lt = G ( 0 yM - i l J - G C O  - r i j  is identical to the expression 7.3.6 
in chapter 7. For the model 8.2.3, 0 , 0 ,  is replaced by 0 ( t) ,  0 ,(t)
in the expressions 7.3.6 and 7.3.7 of chapter 7. The logarithm  of the 
probability density function (12) for random  com ponents u is given by
8.3.3 12 = -(1  / 2 )[const.+N 0lncp +  lnl Ah-<p"1u 'A "‘u] 
where N 0 = X I ,n , •
For given initial values 0 o,ß o,u o,(po,p o, estim ation equations are derived 
using the N ewton-Raphson iterative method,
8.3.4 ß
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where
A (p 0), 31, /3 0 o, 31, / 3r|0, 3 :1, /3 0 o30' , 3 21, / 30o3r|' and3T, /3 r |03r|' are 
values o f the A(p), 31, / 30, 31, / 3rj, 3 21, / 3030', 3 21, / 303r|' and 321, / 3t|3t|'
corresponding to initial estimates o f their components. The necessary 
derivatives for the above equations are given by equations 7.3.11-7.3.17 in 
chapter 7.
Once the equation 8.3.4 has converged, the M L  estimate o f the variance 
component parameter cp is obtained from equation 8.3.5.
8-3-5 = ( L N.,ni ) ',[ t r A '( p o)T ' + ü 'A ',(po)ü]
where T  =[cpj,A "'(p I,) + Z ,BZ]"‘ , B = - 3 !l, /a f jd f j ' and rj = Xß + Z Ü . 
After replacing cpo w ith cp(ML) as the new in itia l value for cp , the process
between steps 1 and 2 is iterated from this in itia l value . The third step starts 
after the converging at steps 1 and 2. The estimation equation for the M L 
estimate o f the variance component parameter p is given by
8.3.6 tr(3A~‘ / 3p)A (p0) = c p ^ J tr^ A “1 / 3 p )T  + ü '(3 A “‘ / 3p)ü].
The new values p(ML), and cp ML) are substituted for the p and cp
respectively in the step 1, and then the whole process is iterated again. The 
PL estimators o f 0 and ß corresponding to the final values o f the p(ML), and
A A *
cp(ML), are the M L  estimators 0(ML| and ß(ML). Their asymptotic variance-
covariance then is given by
8.3.6 Var = Q. where0
ß
8.3.7
The asymptotic variance-covariance matrix for the maximum likelihood 
estimators (p(ML) and p(ML), is
8.3.8
Var 9 (ML)/V = 2
_ P (ML)
trZ (3E/8cp)Z 3Z/3(p tr£ (3X/3(p)Z 3Z/3p
trX"(3X/3p)X 3Z/3p
- ’ " ’ (ML)
where S = B 1 + cpZAZ'. The REML estimators of the parameters are
obtained by replacing T‘ with T in all of the above three steps. The
approximate variance-covariance matrix for the residual maximum 
likelihood estimators <p(REML) and p<REML) is given by
8.3.9
Var 9
Lp .
=  2
trQ(3S/3(p)Q3Z/3(p trQ(3Z/3cp)Q3X/3p
trQ(3Z / 3p )Q3Z / 3p
^ “ ^ (R E M L ) P"P( RE ML )
where Q = Z '1- X '1(X'X"1X)'X'2"1. The expressions 8.3.8 and 8.3.9 are 
analogous to the corresponding expressions for the normal response variables 
given in sections 4.3 and 4.4 of chapter 4.
The next section simplifies the above expressions for the two particular 
variance-covariance matrix structures. Structure 1 ignores distance and 
assumes a constant correlation between pairs of random components for the 
same subject. In the second structure, two random components for one
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subject are approximately independent if they are far from one another in 
time.
8.4 EXCHANGEABLE
Since observations are obtained for the same subject across time, the 
assumption of independence for the random components may not be valid for 
some applications. A very simple form of dependence is achieved by 
assuming that the random components for the subject are dependent with a 
constant correlation p. The variance-covariance matrix for the random
components is a block diagonal matrix 9 A with blocks 
cpA =q>[(l -  p)I, + pJj]. The inverse of the matrix A then is a block diagonal
with blocks
8.4.1 A." = (1 -  p)-1 [I, -  p(l + (n, -  l)p)J,]
where i=l,2,...N; I. is an a x n .  identity matrix and J ( is a n.xn.  
matrix with all elements 1. The first order derivative of the matrix A 1 with 
respect to p , is a block diagonal matrix of the blocks given by
8.4.2 3A", / 3p = (1 -  p)-21. -  (1 + (n, -  l)p2 )[(1 -  p)(l + (n, -  Dp)]'2 J , .
The three components in 8.3.6, the ML estimation equation for the 
parameter p are simplified as follows:
8.4.3 tr@A" / 0p)A = 1 1  n,(n, -  l)p[(l -  p)(l + (n, -  Dp)]",
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8.4.4 ü'(3A / 3p)ü =
= (1 -  p ) :ü'ü -  i:„(l + (n, -  l)p: )[(1 -  p)(l + (n. -  l)p)]2ü;j ü,
8.4.5 tr(3A 1 / 3p)T =
= (1 -  p) 2 trT* -  r , d  + (n. -  l)p: )[(1 -  p)(l + (n, -  Dp) ] 2 trj, T  . 
Using equations 8.4.3, 8.4.4 and 8.4.5, the ML estimation equation for the 
parameter p is simplified to
8.4.6 f(p)=ap’ + bp2 +cp + d=0
where f is a function of the parameter p of degree 3 or more. The 
nonlinear equation 8.4.6 can be solved by
8-4.7 p(ML)= P0- f ( p 0)f",(p0) .
Let bu = ü 'ü  b, = trT, b5 = ü 'J tü4, b4 = trJ(T[, then a, b, c in and d in
8.4.6 are given by
8.4.8 a=Xu.n,(ni - 1)2,
8.4.9 b= r,[cp l((n , - 1)2(b„ + b21) - (n, -  l)(b31 + b41)) + n,(n, - 1)(2 -  n,)]
8.4.10 c = 2i:,[(p(l )(bu + b ,) -n .(n l -1)], d = r . 9 ^ [b . + b , ) - ( b 1 + b j ] .
Similarly, the ML estimation equation for the (p (8.3.5) and the approximate 
variance-covariance matrix for the ML estimators 9 ^ ,  and pML (8.3.8) ,
are simplified for the exchangeable correlation structure. The REML 
estimates and their approximate variances are obtained by replacing T with 
T  in the above expressions.
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8.5 AR(1)
In section 8.4, the random components are dependent with a constant 
correlation for the same subject. However, this ignores the influence of the 
distance between two observation. In this section, the random components 
are modelled as first order autoregressive, AR(1). The variance-covariance 
matrix cpA , is a block diagonal matrix of the diagonal elements given by
8.5.1 <PA,
1
P
<P
P
n, -1
P • •
1 . .
. . p
P
1
Matrix A, has a closed form inverse like
8.5.2 A," =(1 -  p2 r  [K, + (1 + p2 )A, + prj
where K, and A. are n.xn.  diagonal matrices with diagonal elements of 
(1,0,0 ,0 , . . .0,1) and (0,1,1,1,...,1,0) and the matrix T, has minus one above 
and one below principal diagonal, zero all other elements. Differentiating of 
Ar1 with respect to p , yields equation 8.5.3,
8.5.3 aA i7ap  = ( l-p T [2 p (K t+2A1) + (l + p2)r,].
The product of the matrix 3A'1 / 3p with the matrix A is a block diagonal 
matrix with the blocks of
8.5.4 OA,-'/ap)A, = [ ( l -p !rp(K, + 2A1) ] + ( l - p !r H 1
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where matrix H( has principal diagonal zero and all other elements are 
functions of the parameter p. From 8.5.3 and 8.5.4, the three components 
in 8.3.6, and the ML estimation equation for the parameter p, are simplified 
as follows.
8.5.5 trOA" / 3p)A = 21,trOA;1 / 3p)A, = 2p(l -  p2)"2^(n, -1),
8.5.6 tr(3A-‘ / 3p)T* = I^trO A " / 3p)T =
= (i -  p2 )-2 [2Pi:„ (K ,+ 2 a , ) t ;+ a + p2 ) i l  r, T],
8.5.7 ü \d A '1 / 3p)ü = lH.ü^OAi1 / 3p)ü,= 
= ( i - p 2r [ 2 p i : 1ü;(Kl+2Al)ül + ( i+ p 2) i:=1ü ^ lü l],
where T* = [cp^ A~‘(p0) + Z 'B Z]1 is a block diagonal matrix with diagonal 
elements of Ti = ((p"^ , Ai1 + Z'BtZj )'* that is corresponding to the vector u(
component of u. From 8.3.6, 8.5.5, 8.5.6 and 8.5.7, the ML estimation 
equation for p is given by
8.5.8 f(p)=ap3 + bp2 + cp + d=0, 
where
a = 2X1,(n, -1 ), b = (fCjXI.UiT T  + ü T ü  )] 
c = I,1,{<P^,[tr(K1+2A ,)T  + ü;(K1+2Al)ü ,]-(n 1- l) )  and d=b.
The equation 8.5.8 is a nonlinear function of p of degree 3 or more and it 
can be solved by using 8.4.7. The ML estimation equation (8.3.5) and 
approximate variance-covariance matrix (8.3.8), are also simplified for the 
AR(1). The REML estimation equations are simply obtained from the ML 
equations replacing T* with T and T  with T(.
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8.6 APPLICATION TO RESPIRATORY 
DISORDER DATA
The study has been explained and data analysed by fitting longitudinal 
threshold models in the previous chapter. The data is reanalysed by assuming 
that the patient random effect follows a normal distribution with zero mean and 
variance-covariance corresponding to the exchangeable and AR(1) structures. 
The model is
8.6.1 T), = ß 0 + <x(c,) + Y(age,) + A.(gen, ) + co^stut,) + ß ,(treat.) + u,
where risk variables are centre (c , 1 = centre 1 ,0  = centre 2), age in years at 
base-line (age,), gender (gender, 1 = male, 0 = female), status at base-line 
(stuf, j = 1, 2, 3, 4, 5) treatment (treaty 1 = active, 0 = placebo) and u,t 
is i* patient random effect. The results of fitting model 8.6.1 by ML and 
REML methods, are tabled as 8.6.1.2A.j , 8.6.1.2C.j for the model 8.2.2. 
Tables 8.6.1.3A.j, 8.6.1.3C.j give results for the model 8.2.3. The letters A, 
C refer to the AR(1), constant correlation respectively and j=a,b,c,d give 
more results for the same model.
Model 8.3.2:
The results show that the random components are highly correlated 
for a patient. The centre, gender effects a, X  and age regression coefficient 
7 are not significant. The initial status of patients has a statistically 
significant effect. It indicates that patient with status in lower category
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(terrible) at base-line pertains to give response in lower category in the end 
of study.
Although the treatment effects ßt increases from first visit to second 
visit and then decreases, the pair comparisons show that the changes are not 
statistically significant. Tables have not been reported in the thesis for these 
comparisons.
The results in the Table 8.6.1.4 are obtained by using the asymptotic 
distribution of the estimators ßt (t=l,2,3,4), and assuming that the ßt's are
constant over time. It can be seen that the treatment is highly a statistically 
significant. The estimate of treatment effect ß is positive; indicating that 
patients in the treatment active group are more likely to respond in the higher 
categories.
Model 8.3.3:
The results in Tables 8.6.1.3A.j and 8.6.1.3C.j (j=a,b, c, d) show that 
the changes of the threshold parameter 0 over time are not statistically 
significant.
Thus, model 8.3.2 is a suitable model for this data. Using the discussion in 
section 7.5 of chapter 7, the predicted values are the same as observed in 
71.4%, 72.3%, 73%, 73% for AR(1) and 67.8%, 68.92%, 69.14%, 67.6% for 
the constant correlation for the four threshold models described in section 5.2 
of chapter 5.
184
Table 8.6.1.2A.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 1.551 0.251 6.192 1.89 0.316 5.987
p 0.901 0.046 19.556 0.9 0.042 21.462
0, 0.902 0.131 6.886 0.946 0.137 6.896
e, 2.397 0.166 14.414 2.494 0.173 14.38
0, 3.537 0.186 19.03 3.68 0.194 18.969
PB 4.178 0.626 6.672 4.348 0.678 6.417
a -0.379 0.276 -1.376 -0.398 0.299 -1.332
7 -0.015 0.01 -1.545 -0.016 0.011 -1.474
X -0.323 0.344 -0.939 -0.335 0.373 -0.898
-2.69 0.848 -3.172 -2.793 0.921 -3.033
<*>2 -2.275 0.465 -4.888 -2.361 0.504 -4.682
-1.49 0.407 -3.663 -1.548 0.441 -3.514
-0.417 0.411 -1.014 -0.439 0.445 -0.986
ß, 0.979 0.305 3.206 1.012 0.327 3.095
ß, 1.401 0.315 4.449 1.445 0.336 4.297
ß, 1.238 0.311 3.982 1.278 0.332 3.847
ß. 0.93 0.306 3.033 0.959 0.328 2.923
Logistic
9 3.998 0.651 6.141 4.869 0.819 5.945
p 0.904 0.046 19.767 0.901 0.042 21.481
0, 1.486 0.219 6.789 1.559 0.229 6.798
0, 3.908 0.283 13.826 4.068 0.295 13.797
e , 5.763 0.319 18.085 6 0.333 18.037
(3n 6.755 1.017 6.642 7.029 1.098 6.402
a -0.598 0.444 -1.346 -0.627 0.481 -1.304
7 -0.026 0.016 -1.604 -0.027 0.018 -1.528
X -0.535 0.555 -0.963 -0.554 0.601 -0.922
ö), -4.314 1.364 -3.162 -4.486 1.479 -3.034
-3.655 0.757 -4.828 -3.793 0.818 -4.637
»3 -2.335 0.663 -3.522 -2.428 0.716 -3.392
-0.635 0.67 -0.947 -0.671 0.724 -0.927
ß, 1.589 0.492 3.23 1.646 0.526 3.127
ß: 2.283 0.509 4.48 2.362 0.544 4.344
ß, 2.012 0.506 3.978 2.083 0.54 3.858
ß. 1.523 0.498 3.059 1.57 0.531 2.954
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.2A.b: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9 2.103 0.338 6.219 2.607 0.434 6.003
p 0.9 0.045 20.067 0.9 0.041 22.078
0, 1.143 0.171 6.693 1.194 0.178 6.709
e, 2.921 0.216 13.516 3.033 0.225 13.506
e, 4.229 0.24 17.636 4.398 0.25 17.614
ßn 5.466 0.752 7.266 5.671 0.818 6.936
a -0.478 0.323 -1.479 -0.497 0.353 -1.409
7 -0.017 0.012 -1.473 -0.018 0.013 -1.406
X -0.382 0.402 -0.949 -0.399 0.44 -0.908
-3.387 0.991 -3.416 -3.523 1.085 -3.247
GL -2.859 0.556 -5.144 -2.962 0.605 -4.892
-1.928 0.491 -3.928 -2.001 0.534 -3.748
-0.665 0.497 -1.338 -0.694 0.54 -1.283
P, 1.06 0.355 2.985 1.107 0.383 2.891
ß, 1.605 0.373 4.305 1.668 0.4 4.171
P, 1.467 0.368 3.983 1.524 0.396 3.853
ß. 1.099 0.364 3.022 1.131 0.391 2.893
Extreme
Maximal
9 1.699 0.27 6.289 2.055 0.34 6.042
P 0.909 0.044 20.585 0.907 0.041 22.276
e, 0.912 0.132 6.922 0.961 0.139 6.929
02 2.464 0.174 14.186 2.573 0.182 14.122
e, 3.7 0.199 18.61 3.856 0.208 18.515
3.929 0.647 6.071 4.103 0.698 5.878
a -0.374 0.288 -1.3 -0.395 0.311 -1.272
7 -0.016 0.01 -1.576 -0.017 0.011 -1.517
X -0.323 0.36 -0.897 -0.336 0.389 -0.864
<0, -2.584 0.885 -2.92 -2.686 0.957 -2.806
-2.227 0.483 -4.609 -2.313 0.522 -4.434
«3 -1.449 0.419 -3.456 -1.498 0.453 -3.307
-0.338 0.421 -0.801 -0.348 0.455 -0.765
ß, 1.04 0.319 3.264 1.075 0.341 3.156
ß, 1.486 0.326 4.56 1.536 0.348 4.414
ß, 1.235 0.324 3.816 1.278 0.346 3.697
ß. 0.926 0.32 2.897 0.968 0.342 2.836
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.3A.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 1.57 0.253 6.2 1.941 0.323 6.003
p 0.901 0.046 19.625 0.9 0.042 21.44
e„ 0.704 0.188 3.743 0.74 0.197 3.763
e„ 1.137 0.233 4.886 1.198 0.242 4.947
e„ 0.904 0.22 4.108 0.956 0.23 4.158
e„ 0.951 0.216 4.399 1.002 0.226 4.43
e„ 2.249 0.231 9.754 2.345 0.24 9.777
e„ 2.73 0.249 10.978 2.846 0.258 11.051
0» 2.28 0.245 9.298 2.386 0.255 9.372
e , 2.444 0.244 10.006 2.556 0.255 10.039
0.1 3.58 0.258 13.879 3.73 0.268 13.897
e . 3.859 0.28 13.758 4.024 0.291 13.813
033 3.513 0.267 13.148 3.669 0.277 13.224
e M 3.34 0.261 12.781 3.495 0.273 12.82
ßn 4.191 0.63 6.652 4.375 0.686 6.378
a -0.367 0.277 -1.325 -0.387 0.303 -1.279
7 -0.015 0.01 -1.535 -0.016 0.011 -1.461 -0.323 0.346 -0.933 -0.336 0.378 -0.888
o>. -2.709 0.853 -3.177 -2.821 0.932 -3.028
-2.289 0.468 -4.889 -2.382 0.51 -4.668
«3 -1.502 0.409 -3.671 -1.565 0.446 -3.51
©4 -0.407 0.413 -0.984 -0.43 0.451 -0.955
P, 0.902 0.333 2.712 0.93 0.356 2.615
P, 1.688 0.351 4.814 1.747 0.374 4.675
P, 1.176 0.343 3.428 1.222 0.366 3.336
ß. 0.852 0.337 2.532 0.887 0.36 2.463
* co 5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.3A.b: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Logistic
Est SE Z-v Est SE Z-v
9 4.057 0.66 6.144 5.012 0.84 5.964
p 0.907 0.045 20.06 0.901 0.042 21.482
e„ 1.175 0.312 3.765 1.236 0.327 3.783
0„ 1.849 0.378 4.887 1.949 0.395 4.94
e„ 1.498 0.362 4.141 1.586 0.379 4.189
e„ 1.563 0.352 4.436 1.648 0.369 4.461
e„ 3.7 0.386 9.595 3.859 0.402 9.608
e K 4.457 0.416 10.718 4.655 0.432 10.77
e„ 3.713 0.403 9.208 3.89 0.42 9.267
0 , 3.963 0.4 9.92 4.149 0.418 9.935
0„ 5.896 0.439 13.417 6.148 0.458 13.431
0« 6.286 0.47 13.375 6.566 0.489 13.42
9 , 3 5.717 0.444 12.881 5.981 0.462 12.944
0* 5.407 0.429 12.598 5.663 0.449 12.621
ß n 6.776 1.025 6.609 7.073 1.112 6.36
a -0.584 0.448 -1.305 -0.615 0.487 -1.263
7 -0.026 0.016 -1.59 -0.027 0.018 -1.51
X -0.53 0.56 -0.947 -0.551 0.609 -0.904
-4.337 1.375 -3.155 -4.528 1.497 -3.024
-3.671 0.763 -4.813 -3.823 0.828 -4.616
-2.351 0.668 -3.52 -2.454 0.725 -3.387
C O 4 -0.615 0.675 -0.911 -0.655 0.733 -0.893
ß, 1.506 0.541 2.782 1.556 0.578 2.692
ß, 2.758 0.572 4.821 2.866 0.609 4.705
ß= 1.906 0.559 3.409 1.987 0.596 3.334
ß. 1.367 0.545 2.51 1.422 0.581 2.446
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.3A.c: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9 2.14 0.343 6.231 2.701 0.449 6.021
p 0.901 0.045 20.108 0.9 0.041 21.986
e„ 0.888 0.238 3.738 0.928 0.247 3.754
9,2 1.4 0.289 4.849 1.467 0.3 4.892
e„ 1.167 0.282 4.133 1.23 0.294 4.177
e„ 1.237 0.276 4.481 1.3 0.289 4.506
0 . , 2.74 0.283 9.678 2.851 0.294 9.684
e„ 3.303 0.301 10.986 3.438 0.312 11.003
02, 2.805 0.297 9.435 2.929 0.309 9.477
0=4 3.005 0.296 10.134 3.137 0.309 10.14
0„ 4.255 0.31 13.719 4.439 0.324 13.69
9,2 4.583 0.335 13.69 4.779 0.35 13.661
0„ 4.235 0.324 13.084 4.423 0.338 13.102
0» 4.042 0.317 12.756 4.227 0.331 12.757
ß n 5.485 0.758 7.232 5.711 0.831 6.876
a -0.464 0.326 -1.424 -0.486 0.359 -1.353
7 -0.018 0.012 -1.483 -0.018 0.013 -1.41
X -0.383 0.405 -0.946 -0.402 0.447 -0.9
-3.4 0.998 -3.408 -3.548 1.101 -3.224
-2.869 0.56 -5.124 -2.982 0.615 -4.851
-1.928 0.495 -3.898 -2.009 0.542 -3.705
-0.637 0.501 -1.273 -0.668 0.549 -1.218
ß, 0.957 0.387 2.475 1.002 0.417 2.401
ß= 1.937 0.414 4.678 2.016 0.444 4.542
ß, 1.417 0.409 3.463 1.482 0.439 3.375
ß. 1.02 0.402 2.539 1.061 0.431 2.459
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.3A.d: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Est SE Z-v Est SE Z-v
9 1.714 0.273 6.284 2.1 0.347 6.057
p 0.911 0.044 20.821 0.904 0.041 22.068
0» 0.747 0.197 3.8 0.789 0.206 3.823e„ 1.161 0.238 4.878 1.23 0.249 4.94e„ 0.902 0.218 4.138 0.958 0.229 4.188
0|4 0.922 0.212 4.35 0.975 0.222 4.385
0., 2.378 0.251 9.462 2.486 0.262 9.484
0 , 2.815 0.271 10.39 2.952 0.282 10.475
2.312 0.255 9.05 2.433 0.267 9.129
0» 2.457 0.254 9.663 2.579 0.266 9.699
0ji 3.859 0.295 13.095 4.025 0.306 13.152
0,= 4.031 0.309 13.032 4.222 0.321 13.142
0» 3.628 0.287 12.644 3.805 0.298 12.754
»H 3.414 0.277 12.341 3.584 0.289 12.412
ß 3.947 0.651 6.063 4.141 0.705 5.873
Extreme a -0.362 0.289 -1.252 -0.385 0.314 -1.226
Maximal 7 -0.016 0.01 -1.549 -0.017 0.011 -1.49
X -0.324 0.362 -0.894 -0.338 0.392 -0.862
0 3, -2.619 0.891 -2.941 -2.732 0.967 -2.827
-2.251 0.486 -4.63 -2.345 0.527 -4.454
« 3 -1.473 0.422 -3.492 -1.527 0.457 -3.339
03 4 -0.338 0.424 -0.798 -0.349 0.46 -0.76P. 1.021 0.351 2.91 1.052 0.374 2.812ß. 1.776 0.366 4.85 1.848 0.39 4.739P, 1.14 0.354 3.219 1.189 0.378 3.148P. 0.809 0.347 2.33 0.852 0.371 2.298
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.2C.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 1.306 0.229 5.693 1.567 0.282 5.546
p 0.908 0.082 11.014 0.902 0.072 12.5
e, 0.837 0.122 6.861 0.868 0.126 6.868
9a 2.257 0.156 14.444 2.329 0.161 14.424
e, 3.336 0.175 19.077 3.443 0.181 19.037
0 n 3.958 0.597 6.634 4.087 0.639 6.395
a -0.35 0.263 -1.333 -0.364 0.282 -1.288
7 -0.015 0.01 -1.604 -0.016 0.01 -1.545
X -0.314 0.328 -0.956 -0.324 0.352 -0.919
G>, -2.53 0.808 -3.131 -2.603 0.868 -2.997
G>, -2.164 0.444 -4.874 -2.23 0.476 -4.683
« 3 -1.414 0.388 -3.644 -1.458 0.416 -3.504
-0.379 0.392 -0.967 -0.394 0.421 -0.936
p . 0.941 0.291 3.239 0.968 0.308 3.14
ß a 1.353 0.3 4.503 1.39 0.318 4.371
P, 1.189 0.296 4.016 1.222 0.314 3.897
ß. 0.896 0.292 3.073 0.92 0.309 2.975
Logistic
9 3.517 0.619 5.678 4.237 0.768 5.517
p 0.917 0.081 11.355 0.912 0.071 12.907
e, 1.414 0.21 6.74 1.469 0.218 6.741
0 a 3.754 0.274 13.721 3.878 0.283 13.681
e , 5.539 0.309 17.929 5.722 0.32 17.866
6.515 0.99 6.582 6.728 1.062 6.332
a -0.56 0.432 -1.294 -0.579 0.466 -1.243
7 -0.027 0.016 -1.687 -0.028 0.017 -1.622
X -0.536 0.541 -0.992 -0.556 0.582 -0.955
G>, -4.095 1.327 -3.087 -4.217 1.43 -2.949
-3.521 0.737 -4.778 -3.627 0.792 -4.58
G > 3 -2.225 0.645 -3.447 -2.291 0.693 -3.307
CO4 -0.563 0.653 -0.862 -0.581 0.701 -0.829
p, 1.566 0.478 3.279 1.619 0.508 3.187
ß a 2.226 0.493 4.514 2.295 0.523 4.386
ß, 1.962 0.489 4.009 2.024 0.519 3.898
ß. 1.504 0.484 3.107 1.547 0.514 3.013
* co 5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.2C.b: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Est SE Z-v Est SE Z-v
<p 1.732 0.302 5.74 2.096 0.378 5.546
p 0.902 0.08 11.337 0.901 0.07 12.895
0, 1.085 0.163 6.646 1.12 0.168 6.651
0. 2.792 0.208 13.405 2.872 0.215 13.376
e, 4.034 0.231 17.471 4.155 0.238 17.423
ß 5.306 0.714 7.431 5.467 0.767 7.127
Extreme a -0.456 0.305 -1.496 -0.47 0.329 -1.428
Minimal 7 -0.017 0.011 -1.538 -0.018 0.012 -1.483
X -0.373 0.379 -0.983 -0.388 0.41 -0.946
-3.209 0.932 -3.445 -3.304 1.008 -3.28
-2.768 0.527 -5.255 -2.851 0.567 -5.026
«3 -1.866 0.466 -4.006 -1.925 0.501 -3.843
ö>4 -0.644 0.471 -1.366 -0.668 0.507 -1.318
P, 1.021 0.336 3.041 1.059 0.358 2.961
P, 1.505 0.354 4.255 1.547 0.375 4.127
P, 1.371 0.348 3.937 1.407 0.37 3.807
P. 1.07 0.344 3.107 1.093 0.366 2.99
<p 1.548 0.259 5.98 1.869 0.325 5.754
p 0.915 0.073 12.55 0.91 0.065 14.071
0 , 0.872 0.127 6.882 0.913 0.133 6.883
- 0 = 2.377 0.168 14.144 2.471 0.176 14.07
0, 3.569 0.193 18.531 3.704 0.201 18.421
ß 3.744 0.633 5.912 3.891 0.682 5.702
Extreme a -0.347 0.282 -1.229 -0.364 0.305 -1.194
Maximal 7 -0.016 0.01 -1.572 -0.017 0.011 -1.517
X -0.302 0.353 -0.855 -0.312 0.381 -0.82
©, -2.475 0.87 -2.844 -2.556 0.94 -2.718
-2.155 0.474 -4.551 -2.23 0.511 -4.367
-1.411 0.411 -3.434 -1.453 0.443 -3.278
-0.318 0.413 -0.771 -0.324 0.446 -0.728
p , 1.004 0.311 3.226 1.033 0.332 3.113
p , 1.477 0.318 4.643 1.527 0.339 4.505
p , 1.222 0.316 3.872 1.265 0.336 3.762
ß, 0.878 0.312 2.818 0.915 0.332 2.753
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.3C.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 1.331 0.233 5.712 1.613 0.289 5.572
p 0.909 0.082 11.154 0.901 0.072 12.575
e„ 0.649 0.174 3.721 0.674 0.18 3.737
e„ 1.055 0.22 4.787 1.099 0.228 4.825
e,= 0.838 0.208 4.038 0.875 0.215 4.071
0 , 0.89 0.203 4.393 0.927 0.21 4.421
0„ 2.108 0.216 9.77 2.176 0.222 9.799
0 , 2.583 0.238 10.846 2.672 0.245 10.895
0 , 2.142 0.234 9.172 2.221 0.241 9.224
0» 2.308 0.229 10.069 2.391 0.236 10.111
e„ 3.365 0.242 13.9 3.474 0.249 13.927
0« 3.663 0.269 13.63 3.793 0.277 13.671
03= 3.316 0.255 12.989 3.436 0.263 13.044
0=. 3.146 0.245 12.848 3.26 0.253 12.898
ß. 3.982 0.602 6.614 4.122 0.647 6.37
a -0.339 0.265 -1.28 -0.353 0.286 -1.236
y -0.015 0.01 -1.594 -0.016 0.01 -1.534
-0.314 0.331 -0.95 -0.326 0.357 -0.913
-2.55 0.815 -3.13 -2.629 0.879 -2.991
CO
2 -2.18 0.448 -4.869 -2.251 0.482 -4.671
CO 3 -1.426 0.391 -3.645 -1.474 0.421 -3.499
CO 4 -0.369 0.396 -0.934 -0.384 0.426 -0.901
ß, 0.852 0.317 2.687 0.871 0.335 2.597
ß, 1.629 0.335 4.866 1.679 0.353 4.755
ß, 1.126 0.327 3.44 1.163 0.346 3.364
ß. 0.819 0.321 2.552 0.844 0.339 2.487
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.3C.b: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Logistic
Est SE Z-v Est SE Z-v
9 3.59 0.63 5.698 4.369 0.788 5.544
p 0.919 0.08 11.535 0.91 0.07 12.962
e„ 1.118 0.298 3.751 1.162 0.309 3.765
e„ 1.762 0.366 4.821 1.836 0.378 4.855
e„ 1.422 0.348 4.088 1.487 0.361 4.12
0« 1.491 0.336 4.441 1.554 0.348 4.467
0 , 3.565 0.372 9.573 3.684 0.384 9.584
e„ 4.29 0.404 10.609 4.442 0.418 10.64
0 B 3.555 0.39 9.106 3.688 0.403 9.144
0„ 3.811 0.383 9.963 3.949 0.395 9.99
03, 5.691 0.425 13.387 5.882 0.439 13.396
0» 6.059 0.457 13.257 6.28 0.473 13.285
0» 5.485 0.431 12.73 5.687 0.445 12.769
0« 5.187 0.411 12.623 5.377 0.425 12.656
P. 6.554 0.999 6.561 6.785 1.076 6.306
a -0.549 0.437 -1.257 -0.569 0.472 -1.205
7 -0.027 0.016 -1.671 -0.028 0.017 -1.605
X -0.532 0.546 -0.975 -0.552 0.59 -0.936
Ö , -4.125 1.339 -3.081 -4.257 1.449 -2.939
CO
2 -3.542 0.743 -4.766 -3.656 0.801 -4.562
-2.243 0.651 -3.446 -2.316 0.701 -3.302
-0.545 0.658 -0.829 -0.565 0.71 -0.796
P. 1.486 0.527 2.822 1.53 0.558 2.741
P, 2.677 0.553 4.841 2.768 0.584 4.737
P, 1.839 0.541 3.401 1.906 0.572 3.333
ß, 1.338 0.529 2.53 1.382 0.56 2.467
* c o 5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.2C.c: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9 1.793 0.31 5.778 2.201 0.394 5.585
p 0.904 0.078 11.633 0.901 0.069 13.095
e„ 0.833 0.224 3.712 0.857 0.23 3.719
e„ 1.354 0.281 4.817 1.404 0.29 4.848
e„ 1.117 0.273 4.093 1.162 0.282 4.121
0 » 1.175 0.262 4.485 1.219 0.271 4.507
e„ 2.605 0.27 9.638 2.68 0.278 9.63
0 » 3.194 0.292 10.952 3.298 0.301 10.957
0 » 2.696 0.288 9.361 2.788 0.297 9.383
0 » 2.869 0.282 10.175 2.962 0.291 10.185
e„ 4.045 0.296 13.648 4.172 0.307 13.596
0,= 4.42 0.323 13.673 4.574 0.335 13.64
e„ 4.062 0.313 12.988 4.204 0.324 12.988
e„ 3.849 0.301 12.789 3.978 0.311 12.792
P. 5.344 0.724 7.381 5.521 0.782 7.06
a -0.442 0.31 -1.428 -0.457 0.336 -1.359
7 -0.017 0.011 -1.547 -0.018 0.012 -1.489
X -0.376 0.385 -0.976 -0.392 0.419 -0.936
Ö, -3.225 0.945 -3.415 -3.328 1.028 -3.239
-2.781 0.534 -5.208 -2.871 0.578 -4.965
-1.866 0.472 -3.952 -1.929 0.511 -3.778
« 4 -0.614 0.478 -1.284 -0.637 0.517 -1.233
P, 0.895 0.368 2.434 0.925 0.392 2.362
P, 1.847 0.394 4.683 1.909 0.418 4.571
P, 1.331 0.389 3.419 1.375 0.412 3.334
P. 0.975 0.382 2.551 1.001 0.405 2.469
* co5 is fixed at zero to achieve identifialbility.
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Table 8.6.1.3C.d: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.6.1.
ML REML
Extreme
Maximal
Est SE Z-v Est SE Z-v
9 1.567 0.262 5.978 1.912 0.332 5.76
p 0.916 0.073 12.615 0.909 0.065 13.993
e„ 0.72 0.19 3.798 0.756 0.198 3.822
0,= 1.102 0.23 4.796 1.157 0.239 4.841
e,, 0.852 0.209 4.076 0.897 0.218 4.113
0,. 0.887 0.204 4.345 0.931 0.213 4.379
e„ 2.314 0.243 9.505 2.409 0.252 9.541
e„ 2.703 0.263 10.262 2.816 0.273 10.328
e . 2.208 0.247 8.925 2.307 0.257 8.983
0» 2.381 0.245 9.717 2.485 0.254 9.769
e„ 3.747 0.286 13.107 3.888 0.295 13.177
0,3 3.882 0.302 12.873 4.043 0.312 12.963
0„ 3.482 0.279 12.463 3.628 0.289 12.545
0„ 3.297 0.267 12.345 3.437 0.277 12.422
P. 3.773 0.638 5.911 3.933 0.69 5.698
a -0.338 0.284 -1.189 -0.356 0.308 -1.154
7 -0.016 0.01 -1.548 -0.017 0.011 -1.494
X -0.303 0.355 -0.854 -0.316 0.385 -0.82
-2.516 0.877 -2.87 -2.603 0.951 -2.738
ö)2 -2.182 0.477 -4.574 -2.262 0.516 -4.383
-1.435 0.414 -3.469 -1.48 0.448 -3.304
-0.321 0.416 -0.772 -0.326 0.451 -0.724
P, 0.998 0.343 2.913 1.025 0.364 2.813
P, 1.741 0.357 4.883 1.807 0.378 4.775
P, 1.11 0.345 3.219 1.155 0.367 3.15
P. 0.772 0.339 2.279 0.807 0.361 2.239
* co5 is fixed at zero to achieve identifialbility.
196
Table 8.6.1.4: ML and REML estimates of treatment effect, standard 
errors and their z-v for the model 8.6.1 by AR(1) and constant correlation.
ML REML
Model Est SE z-v Est SE z-v
AR(1)
8.3.2
Standard Nor 1.137 0.267 4.259 1.173 0.289 4.054
Logistic 1.852 0.433 4.28 1.915 0.468 4.093
Extreme Min 1.308 0.312 4.187 1.357 0.341 3.978
Extreme Max 1.172 0.28 4.192 1.214 0.302 4.019
AR(1)
8.3.3
Standard Nor 1.155 0.269 4.297 1.196 0.293 4.08
Logistic 1.884 0.436 4.317 1.958 0.475 4.126
Extreme Min 1.333 0.315 4.226 1.39 0.347 4.003
Extreme Max 1.187 0.281 4.22 1.235 0.305 4.05
Const.
8.3.2
Standard Nor 1.095 0.254 4.304 1.125 0.273 4.12
Logistic 1.815 0.421 4.311 1.871 0.453 4.132
Extreme Min 1.242 0.295 4.216 1.277 0.318 4.017
Extreme Max 1.145 0.274 4.18 1.185 0.296 4.007
Const.
8.3.3
Standard Nor 1.106 0.257 4.311 1.139 0.276 4.121
Logistic 1.835 0.425 4.317 1.897 0.459 4.133
Extreme Min 1.262 0.299 4.218 1.303 0.325 4.011
Extreme Max 1.155 0.276 4.189 1.199 0.299 4.011
* Nor = Normal, Min =Minimal, Max =Maximal, Const.= Constant 
correlation.
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8.7 APPLICATION TO MAP DATA
A second application is to map rotation data given by Ten Have and Uttal 
(1994). In this study, there are 89 children, of ages 35-67 months, each of whom 
attempted to find a toy hidden under one of 20 buckets scattered throughout a 
room. The toy was hidden at 10 different locations, the order of which was the 
same for each child. For each of these 10 trials, each subject was allowed three 
attempts to find the toy after seeing a map indicating the location of the toy. 
Each subject was randomly assigned to one of two groups. In group 1 in the 
map was rotated when presented by an investigator while in group 2 the map 
was presented correctly.
The observation Y for the subject i at location t is an ordinal response 
coded by 1, 2, 3, 4. The results for the 89 children are given in Table 7 in 
appendix B. The main study interest was to investigate the ability of children in 
the two study groups; rotated and nonrotated. Here t=l,2,...,10 refers to the trial 
number and the model fitted has
8.7.1 T|, = ß „ + ß ,  (treat, ) + u,
where risk variable is treatment (treat., 1 = rotated, 0 = nonrotated). The 
random components u, = [uil,u i2,...,u jl0]' are distributed as a multivariate
normal with zero mean and variance-covariance corresponding to an AR(1) 
process or to a constant correlation matrix. The ML and REML estimates of 
parameters, standard errors and the ratio of estimates to their standard errors (z- 
v) are given in tables 8.7.2.2C.j , 8.7.2.2A.j and 8.7.2.3CJ , 8.7.2.3AJ for the 
models 8.2.2. and 8.2.3 by applying four threshold models in section 5.2 of
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chapter 5. Tables with the letter C present results for constant correlation, those 
with the letter A show results for the AR(1) process.
Model 8.3.2:
The rotated effects ß t (t=l,2,...10) are shown to be significant by 
comparing their z-v to the 1.96 critical value. It is shown that ß t significantly
A.
varies over time. The estimates of ß t , ß t decrease for t=l up to t=7 an then 
increase. This trend indicates that the chance of finding toys at first attempts 
increases across time (location) t=l,2,...7 for the children in the rotated group.
The average effect of rotation is obtained by assuming that the ß t are
A
constant and using the asymptotic distribution of the ß t. The results are shown 
in the Table 8.7.2.4. It shows that the rotation has a statistically highly 
significant effect. The results also show that random components for a child are 
highly correlated.
Model 8 3 3 :
The results in Tables 8.7.2.3CJ , 8.7.2.3AJ indicate that the threshold
A
parameters 0 involve some changes over time. The changes of ß are slightly
A
different for the models 8.3.2 and 8.3.3. Figure 8.7.1 shows the changes of ß 
and 0 over time for the models 8.3.2 and 8.3.3.
The results also show that the random component are highly correlated for 
a child.
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Consequently, model 8.7.1 with 8.3.3 is a suitable model for this data. 
Figure 8.7.2 shows the predicted and observed frequencies at four attempts for 
both rotated and nonrotated groups for four threshold models, as described in 
section 5.2 of chapter 5.
Finally, estimates of the parameters, variance components and their 
standard errors are very close by ML and REML methods in both applications.
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Table 8.7.2.2A.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 0.55 0.101 5.426 0.578 0.107 5.422
p 0.911 0.037 24.37 0.91 0.037 24.485
9, 0.658 0.048 13.856 0.662 0.048 13.86
9. 0.985 0.056 17.465 0.991 0.057 17.471
P . -0.041 0.112 -0.362 -0.039 0.114 -0.346
P. 1.742 0.264 6.606 1.75 0.266 6.574
ß, 1.732 0.271 6.388 1.74 0.274 6.358
P, 1.339 0.252 5.314 1.344 0.254 5.286
P. 1.2 0.244 4.915 1.204 0.246 4.886
P, 0.849 0.241 3.529 0.852 0.243 3.505
ß. 1.04 0.247 4.205 1.044 0.25 4.18
ß, -0.305 0.254 -1.203 -0.308 0.256 -1.201
ß, 0.308 0.238 1.295 0.309 0.241 1.285
ß. 0.852 0.241 3.534 0.855 0.244 3.513
ß , 1.017 0.246 4.134 1.022 0.248 4.112
Logistic
9 1.297 0.249 5.201 1.362 0.262 5.199
p 0.918 0.038 24.074 0.916 0.038 24.179
9, 1.06 0.077 13.693 1.066 0.078 13.696
6 , 1.591 0.093 17.109 1.6 0.093 17.115
ßo -0.054 0.176 -0.308 -0.052 0.179 -0.291
ß, 2.741 0.425 6.45 2.752 0.429 6.423
ß, 2.742 0.44 6.237 2.752 0.443 6.211
ß, 2.124 0.403 5.267 2.132 0.407 5.239
ß. 1.897 0.389 4.88 1.904 0.392 4.852
ß, 1.316 0.374 3.519 1.32 0.378 3.495
ß. 1.657 0.398 4.166 1.663 0.401 4.143
ß, -0.463 0.407 -1.137 -0.466 0.41 -1.137
ß, 0.511 0.382 1.337 0.512 0.386 1.327
ß, 1.332 0.374 3.558 1.337 0.378 3.536
ß , 1.622 0.387 4.185 1.628 0.391 4.163
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Table 8.7.2.2A.b: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
AR(1) ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9 0.709 0.123 5.762 0.746 0.13 5.749
p 0.902 0.036 24.942 0.901 0.036 25.11
e, 0.736 0.053 13.761 0.741 0.054 13.768
e , 1.083 0.063 17.302 1.09 0.063 17.311
ßo 0.315 0.124 2.529 0.315 0.127 2.491
ß, 1.917 0.335 5.726 1.927 0.337 5.712
ß, 1.954 0.354 5.522 1.962 0.356 5.509
ß, 1.466 0.307 4.772 1.475 0.31 4.757
ß . 1.292 0.291 4.444 1.3 0.294 4.429
ß, 0.811 0.273 2.972 0.815 0.276 2.956
ß . 1.188 0.296 4.013 1.194 0.299 3.998
ß, -0.335 0.265 -1.263 -0.339 0.269 -1.261
ß. 0.364 0.261 1.394 0.367 0.264 1.39
ß , 0.81 0.273 2.973 0.816 0.275 2.961
ß,. 1.057 0.287 3.685 1.062 0.29 3.667
Extreme
Maximal
9 0.706 0.127 5.541 0.747 0.135 5.532
P 0.908 0.037 24.646 0.905 0.037 24.511
9, 0.754 0.055 13.642 0.76 0.056 13.645
9j 1.152 0.068 17.016 1.16 0.068 17.021
ß . -0.39 0.129 -3.028 -0.388 0.131 -2.957
ß, 1.973 0.269 7.347 1.985 0.272 7.292
ß , 1.933 0.273 7.076 1.944 0.277 7.023
P, 1.502 0.264 5.697 1.51 0.267 5.654
ß . 1.331 0.259 5.142 1.337 0.262 5.095
ß, 1.068 0.26 4.104 1.071 0.263 4.065
ß . 1.121 0.267 4.2 1.126 0.27 4.167
ß , -0.381 0.319 -1.192 -0.383 0.322 -1.189
ß, 0.305 0.276 1.104 0.304 0.279 1.09
ß . 1.069 0.262 4.081 1.073 0.265 4.046
ß» 1.193 0.266 4.476 1.201 0.27 4.453
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Table 8.7.2.3A.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 0.561 0.103 5.461 0.594 0.109 5.468
p 0.91 0.037 24.399 0.908 0.037 24.35
e„ 0.85 0.158 5.373 0.857 0.159 5.378
e„ 0.622 0.148 4.197 0.628 0.149 4.201
e„ 0.439 0.119 3.705 0.443 0.119 3.707
e„ 0.817 0.143 5.729 0.822 0.143 5.732
e„ 0.835 0.182 4.588 0.842 0.183 4.591
9,. 0.421 0.11 3.846 0.424 0.11 3.847
e„ 0.711 0.163 4.361 0.716 0.164 4.363
9„ 0.789 0.15 5.24 0.792 0.151 5.24
0,. 0.787 0.161 4.878 0.793 0.162 4.881
e„o 0.469 0.117 4.013 0.473 0.118 4.014
0=, 1.386 0.193 7.191 1.398 0.194 7.198
0 , 0.819 0.164 4.981 0.827 0.166 4.987
0 , 0.755 0.145 5.192 0.761 0.146 5.197
0» 1.192 0.165 7.237 1.2 0.166 7.242
0. 1.158 0.203 5.714 1.167 0.204 5.719
0» 0.633 0.129 4.918 0.637 0.129 4.919
0„ 0.907 0.184 4.926 0.913 0.185 4.929
0 , 1.243 0.19 6.556 1.249 0.191 6.555
0» 1.177 0.188 6.263 1.186 0.189 6.268
9=,» 0.777 0.144 5.397 0.783 0.145 5.4
ß . -0.04 0.113 -0.354 -0.038 0.115 -0.332
ß, 2.034 0.295 6.902 2.047 0.298 6.876
ß, 1.631 0.295 5.524 1.641 0.298 5.499
ß, 1.173 0.27 4.345 1.18 0.273 4.321
ß. 1.339 0.265 5.057 1.345 0.268 5.024
ß, 0.966 0.27 3.575 0.97 0.273 3.552
ß. 0.822 0.262 3.135 0.825 0.265 3.109
ß, -0.322 0.263 -1.223 -0.325 0.266 -1.223
ß. 0.415 0.252 1.649 0.415 0.254 1.632
ß. 0.963 0.263 3.657 0.968 0.266 3.635
ß,o 0.879 0.262 3.362 0.884 0.264 3.343
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Table 8.7.2.3A.b: ML and REM L estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
M L REM L
Logistic
Est SE Z-v Est SE Z-v
9 1.326 0.253 5.233 1.401 0.268 5.234
p 0.917 0.038 24.278 0.916 0.038 24.352
e„ 1.398 0.267 5.239 1.407 0.268 5.245
e„ 1 0.241 4.157 1.008 0.242 4.161
e , 0.707 0.192 3.683 0.712 0.193 3.686
e„ 1.318 0.235 5.598 1.325 0.236 5.602
e„ 1.337 0.296 4.521 1.346 0.297 4.526
e , 0.686 0.18 3.817 0.689 0.18 3.818
0 , 1.132 0.263 4.31 1.138 0.264 4.313
e„ 1.266 0.246 5.152 1.271 0.247 5.151
0,. 1.26 0.262 4.815 1.268 0.263 4.819
0,,« 0.747 0.187 3.986 0.751 0.188 3.988
0 . 2.303 0.338 6.813 2.318 0.34 6.823
e . 1.319 0.269 4.903 1.329 0.271 4.91
0J3 1.217 0.238 5.123 1.226 0.239 5.129
e u 1.929 0.276 6.986 1.94 0.277 6.994
0 , 1.852 0.331 5.59 1.865 0.333 5.596
0» 1.03 0.212 4.854 1.035 0.213 4.856
0;, 1.45 0.3 4.834 1.459 0.301 4.839
9» 2.011 0.317 6.339 2.019 0.319 6.339
0» 1.888 0.309 6.114 1.901 0.311 6.121
0!,. 1.241 0.233 5.327 1.249 0.234 5.331
ß . -0.052 0.177 -0.294 -0.05 0.181 -0.274
ß, 3.286 0.496 6.619 3.301 0.5 6.601
ß = 2.563 0.481 5.334 2.576 0.484 5.316
ß, 1.841 0.433 4.25 1.849 0.437 4.228
ß. 2.135 0.431 4.956 2.143 0.435 4.929
ß 5 1.5 0.429 3.496 1.507 0.433 3.476
ß. 1.291 0.42 3.074 1.294 0.424 3.052
ß, -0.49 0.418 -1.172 -0.495 0.422 -1.172
ß. 0.674 0.408 1.651 0.675 0.412 1.636
ß, 1.511 0.418 3.611 1.518 0.422 3.592
ß,„ 1.376 0.413 3.333 1.382 0.417 3.316
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Table 8.7.2.3A.c: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
<P 0.73 0.126 5.814 0.78 0.134 5.805
P 0.902 0.036 25.317 0.901 0.035 25.463
e„ 0.919 0.162 5.667 0.929 0.164 5.669
e„ 0.711 0.163 4.365 0.717 0.164 4.366
e„ 0.502 0.132 3.809 0.506 0.133 3.812
e„ 0.908 0.149 6.088 0.915 0.15 6.088
e„ 0.932 0.197 4.725 0.94 0.199 4.728
0» 0.463 0.118 3.928 0.466 0.119 3.928
e„ 0.785 0.172 4.562 0.792 0.174 4.563
e,. 0.884 0.162 5.458 0.888 0.163 5.454
0„ 0.893 0.176 5.073 0.901 0.178 5.075
e„. 0.539 0.131 4.128 0.544 0.132 4.128
e„ 1.47 0.192 7.643 1.486 0.195 7.641
0 , 0.927 0.178 5.203 0.936 0.18 5.205
0 , 0.846 0.157 5.404 0.854 0.158 5.409
0M 1.309 0.168 7.769 1.319 0.17 7.768
0a 1.27 0.215 5.91 1.281 0.217 5.914
0* 0.691 0.136 5.062 0.695 0.137 5.062
9:, 0.994 0.191 5.194 1.004 0.193 5.195
9» 1.36 0.197 6.895 1.369 0.199 6.887
0» 1.298 0.198 6.559 1.31 0.2 6.561
0 !M 0.873 0.156 5.597 0.881 0.158 5.597
ß. 0.315 0.126 2.501 0.317 0.129 2.455
ß, 2.235 0.366 6.101 2.252 0.37 6.089
ß, 1.839 0.38 4.837 1.85 0.383 4.825
ß, 1.271 0.329 3.868 1.281 0.332 3.856
ß. 1.467 0.315 4.654 1.477 0.319 4.632
ß, 0.959 0.314 3.052 0.965 0.318 3.036
ß. 0.891 0.314 2.842 0.896 0.317 2.824
ß, -0.36 0.281 -1.282 -0.365 0.285 -1.279
ß. 0.524 0.288 1.822 0.527 0.292 1.806
ß» 0.965 0.305 3.161 0.973 0.309 3.148
ß,o 0.891 0.307 2.904 0.897 0.31 2.889
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Table 8.7.2.3A.d: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1._____
ML REML
Est SE Z-v Est SE Z-v
9 0.713 0.129 5.542 0.761 0.137 5.544
p 0.909 0.037 24.875 0.905 0.037 24.584
e„ 1.01 0.199 5.07 1.02 0.201 5.077
e„ 0.702 0.172 4.072 0.711 0.174 4.078
e„ 0.494 0.137 3.622 0.499 0.138 3.625
e„ 0.934 0.173 5.391 0.941 0.174 5.396
Extreme e„ 0.942 0.21 4.484 0.95 0.212 4.489
Maximal 9.« 0.491 0.13 3.773 0.495 0.131 3.774
e„ 0.856 0.209 4.101 0.86 0.21 4.105
e„ 0.928 0.187 4.959 0.932 0.188 4.961
e„ 0.869 0.185 4.693 0.876 0.187 4.697
9„0 0.521 0.134 3.902 0.526 0.135 3.904
e„ 1.678 0.249 6.749 1.695 0.251 6.758
0« 0.935 0.194 4.817 0.946 0.196 4.827
0,, 0.863 0.172 5.006 0.872 0.174 5.014
0» 1.381 0.206 6.709 1.391 0.207 6.717
e . 1.332 0.241 5.517 1.343 0.243 5.525
e . 0.746 0.157 4.766 0.752 0.158 4.769
0 , 1.108 0.244 4.549 1.114 0.245 4.556
0» 1.521 0.255 5.975 1.528 0.255 5.983
e=, 1.343 0.226 5.932 1.354 0.228 5.94
0„ 0.884 0.171 5.172 0.892 0.172 5.177
ß. -0.389 0.13 -3.001 -0.386 0.132 -2.918
ß, 2.328 0.315 7.397 2.348 0.319 7.358
ß: 1.82 0.301 6.048 1.832 0.305 6.002
ß, 1.319 0.282 4.684 1.326 0.286 4.643
ß. 1.467 0.283 5.188 1.474 0.287 5.139
ß, 1.168 0.286 4.083 1.173 0.29 4.043
ß. 0.925 0.279 3.312 0.928 0.283 3.274
ß, -0.381 0.323 -1.181 -0.384 0.326 -1.18
ß. 0.384 0.283 1.354 0.384 0.287 1.337
ß, 1.149 0.281 4.092 1.155 0.285 4.057
ß,0 1.046 0.28 3.739 1.054 0.284 3.715
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Table 8.7.2.2C.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REML
Standard
Normal
Est SE Z-v Est SE Z-v
9 0.522 0.117 4.459 0.547 0.122 4.472
p 0.9 0.137 6.558 0.9 0.133 6.773
0, 0.641 0.046 13.841 0.643 0.046 13.843
e, 0.957 0.055 17.445 0.96 0.055 17.449
P. -0.058 0.118 -0.486 -0.057 0.12 -0.475
P, 1.714 0.262 6.546 1.719 0.264 6.51
P, 1.733 0.272 6.38 1.739 0.274 6.347
ß, 1.329 0.252 5.264 1.333 0.255 5.233
ß. 1.196 0.245 4.881 1.2 0.247 4.85
ß, 0.85 0.242 3.518 0.853 0.244 3.493
ß. 1.034 0.248 4.165 1.037 0.251 4.138
ß, -0.293 0.255 -1.15 -0.294 0.257 -1.146
ß, 0.303 0.239 1.269 0.303 0.241 1.258
ß. 0.843 0.242 3.479 0.846 0.245 3.455
ß . 1 0.247 4.054 1.003 0.249 4.028
Logistic
9 1.255 0.287 4.377 1.318 0.301 4.384
p 0.9 0.138 6.502 0.9 0.135 6.687
0 , 1.045 0.077 13.654 1.049 0.077 13.654
0 = 1.566 0.092 17.041 1.572 0.092 17.042
ßo -0.083 0.185 -0.449 -0.083 0.189 -0.438
ß, 2.789 0.432 6.459 2.801 0.436 6.428
ß, 2.799 0.446 6.282 2.81 0.449 6.255
ß, 2.145 0.408 5.258 2.153 0.412 5.228
ß. 1.925 0.392 4.908 1.933 0.396 4.879
ß, 1.333 0.377 3.535 1.338 0.381 3.51
ß. 1.66 0.401 4.144 1.665 0.404 4.117
ß, -0.441 0.41 -1.076 -0.443 0.413 -1.072
ß, 0.5 0.386 1.296 0.501 0.39 1.285
ß. 1.331 0.378 3.521 1.335 0.382 3.496
ß , 1.625 0.393 4.13 1.63 0.397 4.103
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Table 8.7.2.2C.b: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REM L
Extrem e
M inimal
Est SE Z-v Est SE Z-v
9 0.667 0.135 4.943 0.703 0.142 4.932
p 0.9 0.107 8.423 0.9 0.103 8.728
e, 0.711 0.052 13.736 0.714 0.052 13.738
e , 1.042 0.06 17.281 1.047 0.061 17.285
ß . 0.327 0.132 2.467 0.328 0.135 2.423
ß, 1.948 0.336 5.797 1.958 0.339 5.781
ß, 1.961 0.355 5.524 1.969 0.357 5.508
ß, 1.457 0.308 4.731 1.464 0.311 4.711
ß. 1.273 0.292 4.365 1.28 0.295 4.345
ß, 0.79 0.274 2.88 0.793 0.277 2.86
ß. 1.15 0.297 3.869 1.154 0.3 3.846
ß, -0.348 0.266 -1.309 -0.352 0.269 -1.307
ß, 0.347 0.262 1.323 0.35 0.266 1.316
ß, 0.766 0.274 2.791 0.769 0.277 2.772
ß,o 1.04 0.288 3.611 1.045 0.291 3.589
Extrem e
M axim al
9 0.652 0.139 4.698 0.689 0.147 4.678
P 0.9 0.12 7.524 0.9 0.117 7.684
9, 0.731 0.054 13.613 0.734 0.054 13.614
6 , 1.114 0.066 16.968 1.119 0.066 16.97
ß . -0.436 0.135 -3.234 -0.437 0.138 -3.173
ß, 1.884 0.266 7.091 1.891 0.269 7.025
ß, 1.917 0.272 7.041 1.927 0.276 6.986
ß, 1.482 0.263 5.634 1.488 0.266 5.586
ß. 1.331 0.258 5.154 1.336 0.262 5.104
ß, 1.09 0.26 4.194 1.094 0.263 4.157
ß # 1.121 0.265 4.224 1.126 0.269 4.189
ß, -0.355 0.319 -1.112 -0.355 0.322 -1.102
ß, 0.29 0.275 1.056 0.29 0.278 1.042
ß. 1.062 0.261 4.065 1.067 0.265 4.031
ß . 1.111 0.265 4.191 1.116 0.268 4.158
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Table 8.7.2.3C.a: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
Exch ML REM L
Standard
Norm al
Est SE Z-v Est SE Z-v
9 0.525 0.118 4.461 0.552 0.123 4.472
p 0.9 0.137 6.561 0.9 0.133 6.77
9,i 0.797 0.149 5.338 0.8 0.15 5.34
8 . 0.591 0.141 4.181 0.593 0.142 4.183
e„ 0.417 0.113 3.688 0.419 0.114 3.689
0» 0.793 0.139 5.714 0.796 0.139 5.716
9„ 0.811 0.177 4.574 0.815 0.178 4.577
e . 0.417 0.108 3.853 0.418 0.109 3.854
e„ 0.699 0.16 4.362 0.702 0.161 4.364
0,. 0.788 0.149 5.282 0.79 0.15 5.284
e„ 0.777 0.159 4.896 0.78 0.159 4.899
e„„ 0.457 0.114 4.021 0.459 0.114 4.022
0„ 1.299 0.182 7.145 1.304 0.182 7.148
0 B 0.778 0.157 4.954 0.781 0.158 4.957
0» 0.718 0.139 5.157 0.721 0.14 5.16
9j. 1.158 0.16 7.216 1.162 0.161 7.22
e„ 1.126 0.198 5.699 1.132 0.198 5.703
0» 0.624 0.127 4.926 0.626 0.127 4.927
e„ 0.889 0.18 4.926 0.893 0.181 4.929
0=. 1.223 0.185 6.608 1.227 0.186 6.61
0» 1.155 0.184 6.28 1.16 0.185 6.285
0=,. 0.757 0.14 5.415 0.76 0.14 5.418
ß. -0.061 0.119 -0.514 -0.061 0.121 -0.501
ß, 1.965 0.29 6.77 1.971 0.293 6.735
ß, 1.624 0.293 5.544 1.631 0.296 5.518
ß, 1.159 0.268 4.321 1.164 0.271 4.295
ß. 1.334 0.264 5.063 1.339 0.266 5.032
ß, 0.967 0.269 3.6 0.97 0.271 3.579
ß. 0.832 0.262 3.178 0.834 0.264 3.156
ß, -0.301 0.262 -1.148 -0.303 0.265 -1.142
ß, 0.422 0.252 1.677 0.422 0.254 1.662
ß. 0.963 0.264 3.652 0.966 0.266 3.63
ß , 0.867 0.261 3.321 0.87 0.264 3.299
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Table 8.7.2.3C.b: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REM L
Est SE Z-v Est SE Z-v
Logistic
9 1.273 0.29 4.391 1.342 0.305 4.397
P 0.9 0.138 6.539 0.9 0.134 6.719
e„ 1.353 0.261 5.191 1.358 0.261 5.194
e B 0.969 0.234 4.135 0.973 0.235 4.137
6 , 3 0.679 0.186 3.662 0.682 0.186 3.664
e,. 1.294 0.232 5.576 1.299 0.233 5.58
e„ 1.309 0.291 4.499 1.315 0.292 4.502
e,. 0.683 0.179 3.822 0.686 0.18 3.823
e„ 1.123 0.261 4.308 1.129 0.262 4.311
e„ 1.278 0.246 5.198 1.282 0.247 5.2
0» 1.261 0.261 4.825 1.267 0.262 4.829
e,,« 0.738 0.185 3.986 0.741 0.186 3.987
e , 2.237 0.332 6.736 2.245 0.333 6.741
6,2 1.278 0.263 4.864 1.284 0.264 4.868
0„ 1.172 0.231 5.078 1-177 0.232 5.081
0 , 1.896 0.273 6.952 1.903 0.274 6.957
6,5 1.819 0.327 5.561 1.828 0.328 5.566
6» 1.023 0.211 4.858 1.027 0.211 4.86
9» 1.435 0.297 4.83 1.443 0.298 4.834
6» 2.002 0.313 6.386 2.009 0.314 6.388
0 , 1.878 0.307 6.116 1.887 0.308 6.121
8 » 1.227 0.23 5.334 1.232 0.231 5.336
ß . -0.086 0.187 -0.46 -0.085 0.19 -0.449
ß, 3.312 0.502 6.6 3.326 0.506 6.578
ß, 2.609 0.484 5.389 2.621 0.488 5.371
ß, 1.849 0.435 4.251 1.857 0.439 4.228
ß, 2.163 0.432 5.003 2.171 0.436 4.977
ß, 1.515 0.43 3.525 1.521 0.434 3.506
ß, 1.309 0.421 3.107 1.313 0.425 3.086
ß, -0.46 0.42 -1.097 -0.463 0.424 -1.092
ß. 0.678 0.412 1.647 0.679 0.416 1.633
ß. 1.525 0.422 3.615 1.532 0.426 3.595
ß.„ 1.383 0.419 3.302 1.388 0.423 3.281
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Table 8.7.2.3C.c: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REML
Extreme
Minimal
Est SE Z-v Est SE Z-v
9 0.678 0.136 4.968 0.722 0.146 4.948
p 0.9 0.106 8.518 0.9 0.103 8.765
e „ 0.818 0.145 5.649 0.821 0.145 5.647
0 , 0.675 0.154 4.391 0.678 0.154 4.392
e „ 0.47 0.124 3.805 0.473 0.124 3.805
e , . 0.88 0.144 6.118 0.885 0.145 6.118
0,5 0.897 0.189 4.74 0.902 0.19 4.743
6,5 0.46 0.116 3.952 0.462 0.117 3.952
0„ 0.768 0.168 4.571 0.774 0.169 4.573
0 ,. 0.896 0.161 5.551 0.901 0.162 5.551
e „ 0.87 0.169 5.141 0.875 0.17 5.143
0 „ . 0.525 0.126 4.18 0.528 0.126 4.181
05, 1.313 0.17 7.706 1.319 0.171 7.702
0 5 5 0.876 0.167 5.241 0.881 0.168 5.242
05, 0.793 0.147 5.397 0.797 0.148 5.398
0 ,. 1.268 0.162 7.837 1.274 0.163 7.838
05, 1.223 0.206 5.94 1.231 0.207 5.944
0 5 . 0.682 0.134 5.104 0.685 0.134 5.104
6,5 0.969 0.186 5.218 0.977 0.187 5.22
0 , . 1.354 0.193 7.025 1.36 0.194 7.023
05, 1.253 0.188 6.669 1.261 0.189 6.673
0 „ o 0.853 0.15 5.699 0.858 0.15 5.701
ß o 0.32 0.133 2.399 0.321 0.137 2.348
ß , 2.178 0.361 6.031 2.189 0.364 6.011
ß , 1.844 0.378 4.874 1.853 0.381 4.86
ß , 1.255 0.327 3.843 1.263 0.33 3.828
ß . 1.456 0.313 4.65 1.465 0.317 4.628
ß , 0.94 0.311 3.021 0.946 0.315 3.004
ß . 0.881 0.313 2.813 0.885 0.317 2.796
ß , -0.359 0.28 -1.281 -0.363 0.284 -1.276
ß , 0.548 0.289 1.896 0.552 0.293 1.884
ß , 0.926 0.304 3.048 0.931 0.307 3.03
ß , o 0.893 0.307 2.905 0.898 0.311 2.889
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Table 8.7.2.3C.d: ML and REML estimates of parameters (Est), standard errors 
(SE), the ratio of estimates to their standard errors (z-v) for the model 8.7.1.
ML REML
Extreme
Maximal
Est SE Z-v Est SE Z-v
9 0.655 0.14 4.688 0.695 0.149 4.668
p 0.9 0.12 7.487 0.9 0.118 7.638
e„ 0.969 0.193 5.021 0.974 0.194 5.023
e B 0.659 0.164 4.032 0.663 0.164 4.034
e„ 0.473 0.131 3.6 0.475 0.132 3.601
e„ 0.905 0.169 5.361 0.909 0.17 5.362
0„ 0.919 0.206 4.464 0.924 0.207 4.467
e,. 0.483 0.128 3.78 0.485 0.128 3.782
e„ 0.846 0.207 4.093 0.85 0.207 4.096
e„ 0.92 0.185 4.979 0.923 0.185 4.983
e„ 0.849 0.181 4.698 0.854 0.182 4.701
e„. 0.499 0.128 3.899 0.501 0.128 3.9
e„ 1.594 0.238 6.684 1.602 0.24 6.687
e„ 0.88 0.185 4.759 0.885 0.186 4.762
0!5 0.827 0.167 4.959 0.831 0.167 4.962
0» 1.338 0.201 6.66 1.344 0.202 6.664
9 a 1.302 0.237 5.49 1.309 0.238 5.496
0» 0.731 0.153 4.77 0.735 0.154 4.773
0» 1.094 0.241 4.534 1.098 0.242 4.539
e . 1.497 0.251 5.967 1.501 0.251 5.972
1.306 0.22 5.925 1.313 0.221 5.931
0 J . O 0.844 0.164 5.164 0.848 0.164 5.166
p. -0.436 0.135 -3.226 -0.437 0.138 -3.162
p, 2.203 0.309 7.133 2.213 0.313 7.081
p, 1.798 0.295 6.087 1.808 0.299 6.043
p, 1.306 0.279 4.688 1.312 0.282 4.647
p. 1.463 0.28 5.23 1.468 0.283 5.182
p, 1.193 0.284 4.207 1.199 0.287 4.175
p. 0.946 0.276 3.427 0.949 0.28 3.395
p, -0.351 0.322 -1.092 -0.351 0.325 -1.083
p. 0.365 0.281 1.3 0.365 0.284 1.283
p. 1.139 0.278 4.097 1.145 0.282 4.064
p . 0.971 0.276 3.52 0.974 0.279 3.488
212
Table 8.7.2.4: ML and REML estimates of treatment effect, standard 
errors and their z-v for the model 8.7.1 by AR(1) and constant correlation.
ML REML
Model Est SE z-v Est SE z-v
AR(1)
8.3.2
Standard Nor 0.977 0.16 6.089 0.981 0.163 6.011
Logistic 1.548 0.253 6.121 1.553 0.257 6.045
Extreme Min 1.052 0.18 5.859 1.058 0.183 5.784
Extreme Max 1.111 0.182 6.115 1.117 0.185 6.033
AR(1)
8.3.3
Standard Nor 0.99 0.162 6.12 0.995 0.165 6.034
Logistic 1.569 0.256 6.137 1.575 0.26 6.052
Extreme Min 1.068 0.182 5.87 1.075 0.186 5.769
Extreme Max 1.123 0.183 6.127 1.129 0.187 6.04
Const.
8.3.2
Standard Nor 0.971 0.169 5.742 0.974 0.172 5.657
Logistic 1.567 0.267 5.876 1.572 0.272 5.789
Extreme Min 1.038 0.191 5.443 1.043 0.195 5.356
Extreme Max 1.093 0.19 5.752 1.098 0.194 5.655
Const.
8.3.3
Standard Nor 0.983 0.17 5.794 0.986 0.173 5.701
Logistic 1.588 0.269 5.91 1.594 0.274 5.817
Extreme Min 1.056 0.192 5.491 1.062 0.197 5.387
Extreme Max 1.103 0.191 5.781 1.108 0.195 5.678
* Nor = Normal, Min =Minimal, Max =Maximal, Const.= Constant 
correlation.
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Figure 8.7.1: REML estimates for rotate effect and threshold parameters at 
different locations. Vertical axis shows estimate, horizontal axis gives location.
Estimated rotate effect at 10 locations 
by using model 8.3.2 with AR(1).
Estimated T1 at 10 locations by using AR(1).
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Estimated rotated effect at 10 locations 
by using model 8.3.3 with AR(1).
Estimated T2 at 10 locations by using AR(1).
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* ST= Standard, Nor=Normal, Ex=Extreme, Min=Minimal and Max=Maximal, 
T1=0, and T2=0: .
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Figure 8.7.2: REML predicted and observed frequecies for map data for the 
model 8.3.3 by AR(1). Vertical axis represents frequency, horizontal shows 10 
locations.
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CHAPTER NINE
RANDOM THRESHOLD MODELS FOR 
INFLATED ZERO CLASS DATA
9.1 INTRODUCTION
In the chapters 5-8, various mixed threshold models involving different 
structures of variance component matrices have been introduced for ordinal 
response variables. Estimation equations of parameters and variance 
components and their asymptotic variance-covariance matrices have been 
developed by both ML and REML methods and applied to the various ordinal 
data. The approach demonstrates a great potential to analyse ordinal response 
data. However, in some applications, the data are presented in the form of 
frequencies, ie., the variation in some levels is taken to be zero. This chapter 
summarises all different structures of variance-covariance matrices in the 
previous chapters for the data that are recorded in the frequency form. 
Estimation procedures are set out in terms of composite link functions 
(Thompson and Baker 1981).
The motivating example is discrete data for which there is high probability 
of observing a zero response. These data are often modelled by zero inflated or 
zero added Poisson models (Heilbom, 1989 and Lambert 1992). However, these 
models presuppose that the nonzero part of the data can be adequately modelled 
by a Poisson distribution. Of course, the Poisson model for nonzero 
observations can be replaced by a more versatile distribution such as the negative 
binomial, but the inference problems associated with such distributions are more
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difficult and become especially so when the parameters of the distribution are 
required to incorporate a random component. The purpose of this chapter is to 
show that, when the number of different nonzero observations is not large or 
they can be grouped into classes, a random component threshold model can 
provide very good fits to the data.
The method is appropriate for modelling the annual frequency of use of 
different medical procedures recorded for each county in Washington State. The 
data for chemotherapy use, during 1987-1992, is given in Table 8 in appendix B 
and shows that, for each of the 39 counties of Washington State, the frequency of 
zero use is high. However, the remainder of the distribution is not close to 
having a Poisson distribution in that it has a fa t middle. We show how a 
relatively simple threshold model incorporating a random county term, is very 
effective in modelling such data. Sections 9.2 and 9.3 develop the general 
estimation procedure. This is then applied to modelling the medical procedure 
use data. Section 9.4 extends the method to model such frequency data collected 
over successive years and allowing for possible dependence of the random 
county effects in different years. In the section 9.5, the county random effects 
are modelled as a time series process and ML and REML estimators are given 
for autoregressive AR(1) models.
9.2 THRESHOLD MODELS AND ESTIMATION
The random component threshold models have been given in the 
previous section. For the data under consideration, the observations y k
(k=0,l,...,M) are frequencies of the categories 0, 1, ...,M where the last category
217
M may be the accumulation of all observations >M . The vector 
y = [yo»y,»” -5yM]/ follows a multinomial distribution with corresponding 
probability P = [P0, P2,..., PM ] '. A threshold model is defined as
9.2.1 Pk = G(0k) - G ( 0 kl)
where k=0, 1, and four different forms of G(.) have been given in
section 5.2 of chapter 5.
This model is generalised to incorporate fixed and random regression 
components by altering it to
9.2.3 Pk = G ( e k-Ti)-G(6k_1-Ti) ,
where T| is a linear combination of fixed and random effects. In general rj the
can be expressed as
9.2.1 rj = Xß + Zu
where X is known matrix of regression variables, Z is incidence matrix, ß is 
a vector of unknown fixed regression parameters and u is a vector of random 
effects taken here to be normally distributed with zero mean and A((p,p) as 
variance-covariace matrix, where cp and p are vectors parameterising the
variance matrix A. In general u may be partitioned into independent vectors 
u = [u',u',...,u']' and u i is taken to be distributed N(0, cp A^p)) .
Following discussion in the previous chapters, 0 O is set to zero, 
0 ,, 0 M taken to be at the lower/upper bounds of the distribution G and the 
remaining [0t,0 2,. . . ,0M1] are collected into a parameter vector 0 .
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Estimation and inference techniques are the same as previous chapters 
although a new form is presented for the log-likelihood function of the 
observations conditional on fixed random component. Let 1, be the log-
likelihood of the observations conditional on the random component vector u 
taken to be fixed and 12 be the logarithm of the probability density function of
u. In what follows, the conditional log-likelihood 1, is expressed in terms of t 
which is related to the parameter a  = [0',ß',u']' by the Unear equation 
x = S a  = [X‘,Z ‘] a , where S is a known matrix and matrices X ‘ and Z ’
are a partition of the matrix S corresponding to the fixed parameters 
(0 and ß) and random component u.
As in previous chapters, for given initial value a o = [0 ',ß ',u ']' let 
xo = S a o and Aa be changes given by a Newton-Raphson iteration from 
a o to a value closer to the penalised likelihood (or BLUP) estimator a  . 
The quantity a o + Aa is used as the initial value for the next iteration. The 
equation for Aa is
0
i—oo01 _
9.2.5 VAa = S'31,/3't0- 0
AöX_
, \ = s \ - d i\ , / d x 0d%:)s
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where A 0 is an initial value of
9.2.6
<PA(P)
A =
<pA ( p)
<pA ( p)
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corresponding to initial values cpjo for cp and p0 for p. Corresponding 
to the partition of a  into 0, ß, u we let
and further T = [Tü.], T* = [TL ] are partitions of T and T  confomally to 
the partition of u into its q components.
Once convergence is obtained for dc , approximate ML estimates 
of cpj for any initial po , are obtained from
9.2.8 cp,,«,., =v;,[ü'A;l(p(,)BJ + trT ‘. Ai‘(P„)]. vj = dimension of u, .
A third cycle of iteration is used for estimating p. After convergence 
of the first two cycles, the estimating equation for the ML estimator of p
9.2.9 tr(3A~‘ / 3p)A(po) = [tr (3A" / 3p)T’ + u'(dA" / 3p)u].
These estimates of cp and p may be used as initial values of cp and p in 
further iterations and whole process repeated from 9.2.3 until convergence in 
all estimates is obtained.
Once convergence is obtained in the whole process, the asymptotic variance- 
covariance matrix of the approximate maximum likelihood estimators cp MU
and P,»a,> is given by
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9.2.10  
Var 9 , ML) — ?
trZ' U TL!9(p)£ 3£/3<p trZ1 (d£/3<p)S 9Z /3p
_ P (M L) _ trS (3Z /9p )Z  3 S / 3 p_
ML) 'P 'P ( M L )
/
where Z = B ‘ + Z ’A Z ‘ and B = —3 21, / 3x0t ' .
The penalised likelihood (or BLUP) estimators of 0, ß corresponding to 
(p = cpNIL and p = are also approximate maximum likelihood estimators
with approximate variance-covariance given by
" A
0 ,
9.2.11 Var
P ,
where £2 is given by 9.2.5.
The REML estimates of the parameters are obtained by replacing T ‘ with
T in the all above three steps. The approximate variance-covariance matrix 
for the approximate residual maximum likelihood estimators (p(R£ML) and
P.BML, is given by 
9.2.12
Var
"  A "
9 ~  9 trQ(3E/0cp)Q0E/3cp trQ (3E/0(p)Q 3E/0p
L p J
ZZ L .
(REML)
trQ (3E/0p)Q 3E/O p
- ^ =*<REM L) • <>=P(REM L)
where Q = E ' 1 - £ ~ 1( X , Z' 1X*)'X*'£~1. The 9.2.10 and 9.2.12 are 
analogous to the corresponding expressions for the normal response variables 
given in chapter 4. In the applications o f section 9.3, 9.4 there is no 
parameter p in the model so that, in the above estimating equation, the third
cycle o f iteration is not required. In those sections, the approximate 
variance-covariance o f ML and REML estimators <i> and areT  ML T  REML
inverses o f north-west o f 9.2.10 and 9.2.12 respectively.
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It is in section 9.5, where autoregressive dependence between 
variance component terms is included in the model, that estimation of p is 
considered. In that section the above estimating equations are further 
simplified.
9.3 APPLICATION TO FREQUENCY OF USE 
OF MEDICAL PROCEDURES
The observed data consist of numbers of different occasions injection 
of chemotherapy for cancer (ICD-9-CM code 99.25) is used during a given 
year for each person aged 20 or over in Washington State. The observed 
frequencies for usage during 1987-1992 are reported in table 8 in appendix 
B. Frequencies for four or more usages are grouped, but this is largely to 
minimise tabulation rather than a restriction of the model and its fitting 
procedure.
The analysis of such data has been considered in health services research, 
where it is typically called small area analysis. Many studies focus on 
calculation of the utilisation rate for a particular diagnosis (or procedure) in 
each of several geographic areas or counties and compute a statistic such as 
coefficient of variation to show how much rates vary over regions. Glover 
(1938) showed considerable variation for a particular procedure over regions 
in England; Lewis (1969) and Wennberg and Gettelson (1973, 1975) showed 
significant variation in surgical rates for all common procedures between 
small areas in the United States. McPherson et al (1981, 1982) introduced a 
term corresponding to an area effect into the expected values. Diehr and
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Grembowski (1990) described a simulation of the distributions of various 
test statistics under the null hypothesis of no area variation as a means of 
computing appropriate percentage points. The distribution of test statistics 
was also examined in Cain and Diehr (1992) when the number of admissions 
per individual were taken to have one of four theoretical distributions, viz. 
Bernoulli (binomial), Poisson, Poisson-Bemoulli and negative binomial. In 
the cases of multiple admissions per individual, they showed that the 
variance of observations in counties is probably larger than would occur 
under a Poisson model. Diehr et al (1992) showed that, for back surgery 
admissions in 1989 for Washington State, hypothesis tests for variation 
among counties, based on different statistics, gave different results. They 
investigated the power of several tests to detect excess variation.
Our aim here is somewhat different in that we are attempting to find a 
model which incorporates a random county (small area) effect and is capable 
of reproducing the general shape of the distribution of multiple admissions 
per patient. It is shown that comparatively simple threshold models fit 
surprisingly well.
We now use the estimation method given in section 9.2 to develop 
ML and REML estimates of parameters for application to the type of 
frequency data recorded in Table 8 at each year. For each data set (data set at 
different years), apart from threshold parameters 0 and fixed parameters ß 
the random components u are included in the model through q = x'ß + z'u 
for known x, z. We assume that x = x,, z = z, for all the observations in 
county i and let q,=x'ß  + z'u.
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The observation vector in the county i, y, = [yl0,yll,...,ylk,...,ylM]/ 
follows a multinomial distribution. For observation vector y = [ y ' , y y ' ] ,
the log-likelihood function conditional on the given random component u , is 
given by
9.3.1 1, = constant + lnP*
9.3.2 T =<
with probabilities related to 0 k, 11, . Letting 0 o=O,
-11, . k = 0
0 k- r | t , 1 < k < M,
0^,-Tl ,  , k = M
then
G (x .) , k = 0
G(t . ) - G ( x,1J  . 1 < k < M .
1 - G ( x . )  , k = M
Further if
G ,=[G (xl0),G(T„),...G(T1(M.„))l-G (T 1IM.„)r. G = [G;,G1,...G ']', 
P ,= [ P „ ,P „ . . .P J \  P = [P,', P ' P '. . . ,p ; r  then
9.3.3 P =
H, = E (y 1lu1) = y,P, =C ,G , where (X, = [|J.10, ]' ,  y t = l'y , and for 
M=4 the matrix C, is given by
9.3.4 C , = y ,
1 0 0 0 0
-1 1 0 0 0
0 -1 1 0 0
0 0 -1 1 0
0 0 0 0 1
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The |i = [ jll ' ,  = CG , where C is block diagonal matrix with blocks
(C ,,C 2,...,C N). The matrix C gives a composite link function described
generally in Thompson and Baker (1981) and further developed in Jansen 
(1990, 1992, 1993).
First and second order derivatives of 9.2.3 (1,) with respect to x, for use
in the general estimation procedure, are easily derivable from the above 
expression.
If , u = [0M.1,iM.„jM_2r , s ,= [ u , - i M+1(x>(x;,z;)] ,
s = [s;,s;,...,s']' , a  = [0',p ',uT  then x = Soc = [X*,Z*]a and 
S = [1N ®  U ,-(X ,Z )® 1M J . Here the random component vector u ,
corresponding to the county effects, consists of only one subvector of 
random components and is distributed as N(0,A).
A simple additive model for the i* county at each year is 
9.3.5 r | i = ß + m
where ß is an overall mean effect and u. is a random effect which is taken
to be an independent selection, for each county, from an N(0, (p) 
distribution. Thus for the model 9.3.5 x, = 1 and z, is a vector with a 1 at
position i(i=l,2,...39) and remaining elements zero. All the four threshold 
models of chapter 5 are fitted. Both fixed effect ß and the random county 
effects u_ can be estimated with a view to predicting the probability
distribution of procedure use in subsequent years.
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The estimates of parameters, standard errors and the ratio of estimates 
to the standard errors with both ML and REML methods for all four 
threshold models listed in section 5.2 of chapter 5 are given in Tables 9.3.1a, 
9.3b, 9.3c and 9.3d. These tables give only the estimates of the fixed effects 
0, ß and variance component cp. All are significantly different from zero.
A glance at the cut-points (threshold) parameter estimates indicates no clear 
pattern of variation over years and the same can be said for the mean 
parameter ß . There may be a drift down in the threshold parameter. This
variation over years is re-examined when a simultaneous model is fitted to 
all years of data. From the fitted model expected frequencies may be 
generated and these are given in fitted frequency columns of Table 8 in 
appendix B. Figure 9.3 shows REML predicted values of the unknown 
county random effects at different years. Bearing in mind the simplicity of
the model, which contains only the parameters: ß = overall mean, with 
0O = 0 and 0(, 0:, 0,=cut-point parameters, cp =var(random county effects)
, the agreement between the observed and expected frequencies is 
remarkable.
Note that predicted values of county random effects indicate differences 
between counties in relative use of this chemotherapy procedure. There 
appears to be possible shifts of the random county effects over the years and 
the next section is concerned with modelling those shifts.
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Table 9.3a: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 9.3.1 to 
chemotherapy data from Washington State over several years.
ML REML
Standard
Normal
1987
Est SE z-v Est SE z-v
<P 0.059 0.014 4.21 0.061 0.014 4.36
e, 0.758 0.004 189.50 0.758 0.004 189.50
öl 1.169 0.007 167.00 1.169 0.007 167.00
6, 1.422 0.01 142.20 1.422 0.01 142.20
ß -2.224 0.039 -57.03 -2.224 0.04 -55.60
1988
CP 0.03 0.007 4.29 0.031 0.007 4.43
0, 0.751 0.004 187.75 0.751 0.004 187.75
0, 1.173 0.007 167.57 1.173 0.007 167.57
9, 1.419 0.01 141.90 1.419 0.01 141.90
ß -2.164 0.028 -77.29 -2.164 0.029 -74.62
1989
<P 0.032 0.007 4.57 0.031 0.007 4.43
0 , 0.745 0.004 186.25 0.745 0.004 186.25
0: 1.17 0.007 167.14 1.17 0.007 167.14
9, 1.433 0.01 143.30 1.433 0.01 143.30
ß -2.156 0.028 -77.00 -2.156 0.029 -74.34
1990
<P 0.032 0.008 4.00 0.033 0.008 4.13
0, 0.719 0.003 239.67 0.719 0.003 239.67
02 1.149 0.006 191.50 1.149 0.006 191.50
0 , 1.426 0.01 142.60 1.426 0.01 142.60
ß -2.183 0.029 -75.28 -2.183 0.03 -72.77
1991
<P 0.038 0.009 4.22 0.033 0.008 4.13
0 , 0.7 0.003 233.33 0.7 0.003 233.33
02 1.122 0.006 187.00 1.122 0.006 187.00
9, 1.39 0.009 154.44 1.39 0.009 154.44
ß -2.148 0.029 -74.07 -2.149 0.03 -71.63
1992
CP 0.059 0.014 4.21 0.039 0.009 4.33
0 , 0.697 0.003 232.33 0.697 0.003 232.33
02 1.103 0.006 183.83 1.103 0.006 183.83
0 , 1.346 0.009 149.56 1.346 0.009 149.56
ß -2.171 0.031 -70.03 -2.171 0.032 -67.84
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Table 9.3b: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 9.3.1 to 
chemotherapy data from Washington State over several years.
ML REML
Logistic
1987
Est SE z-v Est SE z-v
<P 0.42 0.1 4.20 0.431 0.101 4.27
e , 2.147 0.012 178.92 2.147 0.012 178.92
0: 3.521 0.025 140.84 3.521 0.025 140.84
03 4.446 0.039 114.00 4.446 0.039 114.00
ß -4.348 0.105 -41.41 -4.348 0.106 -41.02
1988
(P 0.199 0.046 4.33 0.204 0.048 4.25
9, 2.11 0.011 191.82 2.11 0.011 191.82
6 = 3.512 0.024 146.33 3.512 0.024 146.33
0, 4.405 0.037 119.05 4.405 0.037 119.05
ß -4.182 0.073 -57.29 -4.182 0.074 -56.51
1989
<p 0.196 0.046 4.26 0.202 0.048 4.21
0, 2.093 0.011 190.27 2.093 0.011 190.27
03 3.503 0.023 152.30 3.503 0.023 152.30
9, 4.461 0.038 117.39 4.461 0.038 117.39
P -4.159 0.072 -57.76 -4.159 0.073 -56.97
1990
CP 0.213 0.05 4.26 0.218 0.052 4.19
0, 2.017 0.011 183.36 2.017 0.011 183.36
03 3.445 0.023 149.78 3.445 0.023 149.78
9, 4.458 0.038 117.32 4.458 0.038 117.32
P -4.228 0.075 -56.37 -4.228 0.076 -55.63
1991
<P 0.214 0.05 4.28 0.22 0.052 4.23
9, 1.959 0.01 195.90 1.959 0.01 195.90
03 3.347 0.021 159.38 3.347 0.021 159.38
e , 4.317 0.035 123.34 4.317 0.035 123.34
ß -4.14 0.075 -55.20 -4.141 0.076 -54.49
1992
<P 0.251 0.058 4.33 0.258 0.061 4.23
e , 1.958 0.01 195.80 1.958 0.01 195.80
S3 3.3 0.021 157.14 3.3 0.021 157.14
03 4.176 0.033 126.55 4.176 0.033 126.55
ß -4.197 0.081 -51.81 -4.198 0.082 -51.20
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Table 9.3c: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 9.3.1 to 
chemotherapy data from Washington State over several years.
ML REML
Extreme
Minimal
1987
<P 0.02 0.005 4.00 0.02 0.005 4.00
e, 0.423 0.002 211.50 0.423 0.002 211.50
6, 0.624 0.003 208.00 0.624 0.003 208.00
9, 0.739 0.005 147.80 0.739 0.005 147.80
ß -1.462 0.023 -63.57 -1.462 0.023 -63.57
1988
<P 0.01 0.002 5.00 0.011 0.003 3.67
9, 0.422 0.002 211.00 0.422 0.002 211.00
e : 0.63 0.003 210.00 0.63 0.003 210.00
e, 0.743 0.004 185.75 0.743 0.004 185.75
p -1.428 0.017 -84.00 -1.428 0.017 -84.00
1989
<P 0.011 0.002 5.50 0.011 0.003 3.67
9, 0.419 0.002 209.50 0.419 0.002 209.50
9: 0.628 0.003 209.33 0.628 0.003 209.33
0, 0.749 0.005 149.80 0.749 0.005 149.80
ß -1.425 0.017 -83.82 -1.425 0.018 -79.17
1990
CP 0.011 0.003 3.67 0.011 0.003 3.67
0 , 0.404 0.002 202.00 0.404 0.002 202.00
e, 0.616 0.003 205.33 0.616 0.003 205.33
0, 0.742 0.004 185.50 0.742 0.004 185.50
p -1.44 0.018 -80.00 -1.44 0.018 -80.00
1991
<P 0.011 0.003 3.67 0.012 0.003 4.00
0, 0.394 0.002 197.00 0.394 0.002 197.00
e, 0.604 0.003 201.33 0.604 0.003 201.33
9, 0.727 0.004 181.75 0.727 0.004 181.75
p -1.42 0.018 -78.89 -1.42 0.018 -78.89
1992
<P 0.013 0.003 4.33 0.013 0.003 4.33
0, 0.391 0.002 195.50 0.391 0.002 195.50
e, 0.592 0.003 197.33 0.592 0.003 197.33
0 , 0.704 0.004 176.00 0.704 0.004 176.00
ß -1.433 0.019 -75.42 -1.433 0.019 -75.42
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Table 9.3d: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 9.3.1 to 
chemotherapy data from Washington State over several years.
ML REML
Extreme
Maximal
1987
<P 0.414 0.096 4.31 0.425 0.099 4.29
e, 2.138 0.012 178.17 2.138 0.012 178.17
e, 3.511 0.025 140.44 3.511 0.025 140.44
0, 4.436 0.039 113.74 4.436 0.039 113.74
ß -4.355 0.104 -41.88 -4.355 0.105 -41.48
1988
<P 0.195 0.046 4.24 0.201 0.047 4.28
0 , 2.101 0.011 191.00 2.101 0.011 191.00
0 , 3.503 0.024 145.96 3.503 0.024 145.96
e, 4.396 0.037 118.81 4.396 0.037 118.81
ß -4.19 0.072 -58.19 -4.191 0.073 -57.41
1989
<P 0.193 0.045 4.29 0.198 0.047 4.21
0, 2.085 0.011 189.55 2.085 0.011 189.55
0 , 3.494 0.023 151.91 3.494 0.023 151.91
0 , 4.451 0.038 117.13 4.451 0.038 117.13
ß -4.167 0.071 -58.69 -4.168 0.073 -57.10
1990
<P 0.209 0.049 4.27 0.215 0.051 4.22
0 , 2.009 0.011 182.64 2.009 0.011 182.64
0 = 3.436 0.023 149.39 3.436 0.023 149.39
0 , 4.448 0.038 117.05 4.448 0.038 117.05
p -4.236 0.074 -57.24 -4.236 0.075 -56.48
1991
<P 0.211 0.049 4.31 0.217 0.051 4.25
0 , 1.951 0.01 195.10 1.951 0.01 195.10
0, 3.337 0.021 158.90 3.337 0.021 158.90
0, 4.307 0.035 123.06 4.307 0.035 123.06
ß -4.149 0.075 -55.32 -4.149 0.076 -54.59
1992
<P 0.247 0.057 4.33 0.254 0.06 4.23
e, 1.951 0.01 195.10 1.951 0.01 195.10
0! 3.291 0.021 156.71 3.291 0.021 156.71
e, 4.167 0.033 126.27 4.167 0.033 126.27
ß -4.206 0.081 -51.93 -4.206 0.082 -51.29
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Figure 9.3: REML predicted value of county random effects for six years 
1987-1992. Vertical axis is the county effect, horizontal shows year of 
record.
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9.4 RANDOM COMPONENT THRESHOLD 
MODELS VARYING OVER TIME
We now combine all six data sets at different years and develop various 
models to such data to evaluate changes over time.
From tables 9.3a-9.3d we see that there is a possible small drift 
downwards in the estimates of the threshold (cut-point) parameters, but no 
dramatic changes, while the ß estimates do not change significantly over 
years.
The estimate of variance of the random county effects is larger in
1987 than in subsequent years. From Figure 9.3 it is readily apparent that 
there are some relatively large shifts in these county estimates from 1987 to
1988 but the picture is comparatively stable from 1988 onwards. On the 
basis of these predictions a sequence of models for the combined data is 
proposed.
The observations in county i at year t are denoted by yit0,y itl,---,yilM,
the frequencies of usages in categories 0,1,...,M for i=l,2...,N and t=l,2,...n. 
For
following a multinomial distribution, the log-
likelihood function conditional on the given random component u , is given by
9.4.1 1, = constant + 1" EL y„ lnp„
where, if
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9.4.2 T =<
-T|„ II o
e.-n. , 1 < k < M ,ll s
then
9.4.3 P.
G ( t J
< G (T j-G (T tt.kJ
k = 0
1 < k < M . 
k = M
For each threshold model of chapter 5, different models for the observed 
values are specified through different expressions for Tjtt = x 'ß  + z 'u  . The
set of equations given above can be expressed in terms of composite link 
functions in much the same way as the single time period problem (section 
9.3) by putting together the results for each time period. As in the previous
section, if sH =[u,-iM+l ® (x;,z ;)i s. = [s;„s' s = [s;,s;,...,s;r
and a  = [0 ',ß ',u ']' then x = Sa and S = [lNn ® U ,-(X ,Z)® lM+1] . 
Matrices X and Z are constructed from the x. and z_ vectors. Here the
random component vector u may have several component subvectors, 
depending on the model chosen for T|.
The following models are considered. In models 1 and 2, the random
county effects are taken to be constant over time.
Model 1: n it=ß  + ui > i=l,2,...,39 and t=l,2,...6.
For this model the mean parameter ß as well as all the random county 
effects are considered to be constant over time. The ML and REML 
estimates of parameters, standard errors and the ratio of estimates to their 
standard errors are given in Table 9.4.1.
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Model 2: = ßt +u
In this case the mean parameter ß is allowed to vary over years. Table 
9.4.2a and 9.4.2b provide the ML and REML estimates of parameters, 
standard errors and the ratio of estimates to their standard errors. The results 
show that estimates ß t differ little from one another in model 2 and the
estimates of the other parameters are identical (to two decimal places) to 
those obtained for model 1.
Table 9.4.1: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 1 to 
chemotherapy data from Washington State over several years.
ML REML
Logistic
<P 0.202 0.046 4.39 0.21 0.048 4.38
0, 2.042 0.004 510.50 2.042 0.004 510.50
02 3.432 0.009 381.33 3.432 0.009 381.33
e, 4.37 0.015 291.33 4.37 0.015 291.33
p -4.205 0.072 -58.40 -4.205 0.073 -57.60
Standard
Normal
<P 0.0304 0.0069 4.41 0.0312 0.0072 4.33
0, 0.724 0.001 724.00 0.724 0.001 724.00
e, 1.142 0.003 380.67 1.142 0.003 380.67
0, 1.399 0.004 349.75 1.399 0.004 349.75
ß -2.174 0.028 -77.64 -2.174 0.029 -74.97
Extreme
Minimal
<P 0.011 0.002 5.50 0.0108 0.0025 4.32
0, 0.405 0.001 405.00 0.405 0.001 405.00
0= 0.611 0.001 611.00 0.611 0.001 611.00
9, 0.729 0.002 364.50 0.729 0.002 364.50
p -1.435 0.017 -84.41 -1.435 0.017 -84.41
Extreme
Maximal
9 0.195 0.046 4.24 0.2037 0.047 4.33
e, 2.101 0.011 191.00 2.034 0.004 508.50
e= 3.503 0.024 145.96 3.423 0.009 380.33
0, 4.396 0.037 118.81 4.361 0.015 290.73
P -4.19 0.072 -58.19 -4.214 0.073 -57.73
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Table 9.4.2a: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 2 to 
chemotherapy data from Washington State over several years.
ML REML
Est SE z-v Est SE z-v
Standard
Normal
9 0.0301 0.0068 4.43 0.0309 0.0071 4.35
0, 0.724 0.001 724.00 0.724 0.001 724.00
0, 1.142 0.003 380.67 1.142 0.003 380.67
e, 1.4 0.004 350.00 1.4 0.004 350.00
f t , -2.236 0.028 -79.86 -2.236 0.029 -77.10
P„ -2.148 0.028 -76.71 -2.148 0.029 -74.07
P„ -2.151 0.028 -76.82 -2.151 0.029 -74.17
P„ -2.164 0.028 -77.29 -2.164 0.029 -74.62
P„ -2.159 0.028 -77.11 -2.159 0.029 -74.45
P„ -2.186 0.028 -78.07 -2.186 0.029 -75.38
Logistic
9 0.2 0.05 4.00 0.21 0.05 4.20
0, 2.042 0.004 510.50 2.042 0.004 510.50
0, 3.432 0.009 381.33 3.432 0.009 381.33
e, 4.37 0.015 291.33 4.37 0.015 291.33
ft. -4.347 0.072 -60.38 -4.347 0.073 -59.55
ft, -4.141 0.072 -57.51 -4.141 0.073 -56.73
P„ -4.149 0.072 -57.63 -4.149 0.073 -56.84
P m -4.183 0.072 -58.10 -4.183 0.073 -57.30
P„ -4.173 0.072 -57.96 -4.173 0.073 -57.16
P . -4.243 0.072 -58.93 -4.243 0.073 -58.12
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Table 9.4.2b: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 2 to 
chemotherapy data from Washington State over several years.
Extreme
Minimal
9 0.0104 0.0024 4.33 0.0107 0.0025 4.28
e. 0.405 0.001 405.00 0.405 0.001 405.00
e , 0.611 0.001 611.00 0.611 0.001 611.00
0, 0.729 0.002 364.50 0.729 0.002 364.50
P„ -1.475 0.017 -86.76 -1.475 0.017 -86.76
ß , -1.419 0.017 -83.47 -1.419 0.017 -83.47
ß„ -1.421 0.017 -83.59 -1.421 0.017 -83.59
Pu -1.428 0.017 -84.00 -1.428 0.017 -84.00
p„ -1.425 0.017 -83.82 -1.425 0.017 -83.82
p» -1.441 0.017 -84.76 -1.441 0.017 -84.76
Extreme
Maximal
9 0.196 0.045 4.36 0.2011 0.0464 4.33
0, 2.034 0.004 508.50 2.034 0.004 508.50
0, 3.423 0.009 380.33 3.423 0.009 380.33
0, 4.361 0.015 290.73 4.361 0.015 290.73
ß„ -4.353 0.071 -61.31 -4.353 0.072 -60.46
ß . -4.15 0.071 -58.45 -4.15 0.072 -57.64
ß„ -4.158 0.071 -58.56 -4.158 0.072 -57.75
ßu -4.191 0.071 -59.03 -4.191 0.072 -58.21
Pu -4.182 0.071 -58.90 -4.182 0.072 -58.08
ß - -4.251 0.071 -59.87 -4.251 0.072 -59.04
For models 3 and 4 , the county effects are allowed to vary over time. 
The notion, inspired by Figure 9.3, is that the county effect is often fairly
constant over time, but that changes do occur from year to year. For county 
i , the initial county effect (1987) is uu and subsequent changes to that
initial county effect are given by adding to it successively 
uQ, u0, urt, uB, ui6 according to the following models.
Model 3: rjit = ß + Xl-.m , where u.. are independent N(0,cp.).
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Model 4: riit = ßt + X!-.11, » where u are independent N(0,9 ).
The difference between models 3, 4 is whether or not ß is taken to be the 
same or different for the six years of record. The results of fitting models 3 
and 4 are given in Table 9.4.3 and 9.4.4a, 9.4.4b respectively where the data 
has been grouped into categories 0, 1, >2 so that only one threshold 
parameter is estimated. The results in Table 9.4.4a and 9.4.4b indicate that 
the estimates of the ß parameters are little different and again all other 
estimates of corresponding parameters in the two models are essentially the 
same.
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Table 9.4.3: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 3 to 
chemotherapy data from Washington State over several years.
ML REML
Est SE z-v Est SE z-v
Standard
Normal
<P, 0.0577 0.0133^ 4.34 0.0593^ 0.0138 4.30
9, 0.0293 0.007 4.19 0.0294 0.007 4.20
9, 0.0025 0.0008 3.13 0.0025 0.0008 3.13
9 4 0.0087 0.0022 3.95 0.0087 0.0022 3.95
9s 0.007 0.0018 3.89 0.007 0.0018 3.89
96 0.0043 0.0012 3.58 0.0043 0.0012 3.58
0, 0.727 0.001 727.00 0.727 0.001 727.00
p -2.223 0.039 -57.00 -2.223 0.04 -55.58
Logistic
9, 0.409 0.094 4.35 0.4204 0.098 4.29
9 2 0.231 0.055 4.20 0.2314 0.0547 4.23
9? 0.014 0.0044 3.18 0.014 0.0043 3.26
9 4 0.06 0.015 4.00 0.0599 0.0152 3.94
9s 0.045 0.012 3.75 0.0447 0.0117 3.82
9 6 0.03 0.01 3.00 0.0265 0.0074 3.58
e , 2.043 0.004 510.75 2.043 0.004 510.75
p -4.343 0.103 -42.17 -4.343 0.105 -41.36
Extreme
Minimal
9, 0.0194 0.0045 4.31 0.02 0.0046 4.35
9 2 0.0091 0.0022 4.14 0.0092 0.0022 4.18
9 3 0.0009 0.0003 3.00 0.0009 0.0003 3.00
9 4 0.0029 0.0007 4.14 0.0029 0.0007 4.14
9s 0.0025 0.0007 3.57 0.0025 0.0007 3.57
9 6 0.0015 0.0004 3.75 0.0015 0.0004 3.75
0, 0.408 0.001 408.00 0.408 0.001 408.00
p -1.463 0.023 -63.61 -1.463 0.023 -63.61
Extreme
Maximal
9, 0.404 0.093 4.34 0.4149 0.0968 4.29
9 2 0.2293 0.0542 4.23 0.2294 0.0543 4.22
9, 0.0137 0.0043 3.19 0.0137 0.0043 3.19
9 4 0.0591 0.015 3.94 0.0591 0.015 3.94
9s 0.0439 0.0115 3.82 0.0439 0.0115 3.82
9 6 0.0261 0.0073 3.58 0.0261 0.0073 3.58
0, 2.034 0.004 508.50 2.034 0.004 508.50
P -4.35 0.103 -42.23 -4.35 0.104 -41.83
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Table 9.4.4a: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 4 to 
chemotherapy data from Washington State over several years.
ML REML
Est SE z-v Est SE z-v
Standard
Normal
<P, 0.0581 0.0134 4.34 0.0597 0.0139 4.29
0.0262 0.0063 4.16 0.0269 0.0065 4.14
<P3 0.0024 0.0007 3.43 0.0023 0.0007 3.29
<P4 0.008 0.0021 3.81 0.0082 0.0021 3.90
9 5 0.0062 0.0016 3.88 0.0064 0.0017 3.76
9, 0.0041 0.0011 3.73 0.0042 0.0012 3.50
e, 0.727 0.001 727.00 0.727 0.001 727.00
ft. -2.225 0.039 -57.05 -2.225 0.039 -57.05
ft,, -2.169 0.047 -46.15 -2.169 0.047 -46.15
ft. -2.157 0.048 -44.94 -2.157 0.048 -44.94
Pm -2.185 0.05 -43.70 -2.185 0.05 -43.70
P . -2.152 0.051 -42.20 -2.152 0.052 -41.38
P . -2.169 0.053 -40.92 -2.169 0.053 -40.92
Logistic
9, 0.4123 0.0949 4.34 0.424 0.099 4.28
9 2 0.2073 0.0492 4.21 0.213 0.051 4.18
9 3 0.0128 0.0041 3.12 0.014 0.004 3.50
94 0.0544 0.0139 3.91 0.056 0.014 4.00
9 5 0.0401 0.0106 3.78 0.041 0.011 3.73
9 6 0.0255 0.0071 3.59 0.026 0.007 3.71
9, 2.043 0.004 510.75 2.043 0.004 510.75
ft, -4.347 0.104 -41.80 -4.347 0.105 -41.40
ft,, -4.192 0.127 -33.01 -4.192 0.128 -32.75
P . -4.16 0.128 -32.50 -4.16 0.13 -32.00
Pm -4.237 0.133 -31.86 -4.237 0.135 -31.39
Pm -4.154 0.137 -30.32 -4.154 0.139 -29.88
ft,. -4.198 0.139 -30.20 -4.198 0.141 -29.77
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Table 9.4.4b: Estimates of parameters (Est), standard errors (SE) and the 
ratio of Est to SE (z-v) by ML and REML methods in fitting model 4 to 
chemotherapy data from Washington State over several years.
ML REML
Est SE z-v Est SE z-v
Extreme
Minimal
<P, 0.0195 0.0045 4.33 0.0201 0.0047 4.28
<P2 0.0081 0.002 4.05 0.0084 0.002 4.20
<P3 0.0008 0.0003 2.67 0.001 0.0003 3.33
0.0027 0.0007 3.86 0.0029 0.0008 3.63
<P5 0.0022 0.0006 3.67 0.0023 0.0006 3.83
<P6 0.0015 0.0004 3.75 0.0016 0.0005 3.20
e, 0.408 0.001 408.00 0.408 0.001 408.00
ft, -1.464 0.023 -63.65 -1.464 0.023 -63.65
P o -1.432 0.027 -53.04 -1.432 0.028 -51.14
ß„ -1.425 0.027 -52.78 -1.425 0.028 -50.89
ß„ -1.441 0.029 -49.69 -1.441 0.03 -48.03
ft, -1.421 0.03 -47.37 -1.421 0.031 -45.84
ß„ -1.431 0.03 -47.70 -1.431 0.032 -44.72
Extreme
Maximal
<P, 0.4069 0.0937 4.34 0.418 0.097 4.31
<P: 0.2056 0.0488 4.21 0.211 0.051 4.14
<P3 0.0126 0.004 3.15 0.013 0.004 3.25
<P4 0.0537 0.0137 3.92 0.055 0.014 3.93
<P5 0.0393 0.0104 3.78 0.04 0.011 3.64
<P6 0.025 0.007 3.57 0.026 0.007 3.71
e, 2.034 0.004 508.50 2.034 0.004 508.50
ft. -4.355 0.103 -42.28 -4.355 0.104 -41.88
ß„ -4.2 0.126 -33.33 -4.2 0.127 -33.07
ß„ -4.168 0.127 -32.82 -4.169 0.129 -32.32
ß , -4.245 0.132 -32.16 -4.245 0.134 -31.68
ß„ -4.163 0.136 -30.61 -4.163 0.138 -30.17
ß . -4.207 0.139 -30.27 -4.207 0.141 -29.84
Note that the change in the county effects from 1987 to 1988 , viz. 
uü for county i , has the highest variance of any yearly change and that
subsequent yearly changes have quite small variances estimated as 0.01,
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0.06, 0.04, 0.03 . This leads us to consider also models in which say all u 6
are taken to be zero, indicating that county effects remained the same in 1992 
as they were in 1991. Extending this notion backwards in time leads to the 
consideration of the models
Model 3a 3b 3c 3d 3e
Ti.= ß , + x > , y4 ,u y5 ,u^ 1-1 “ g y6 , U ij
in which successive yearly changes are considered to be zero. A 
disadvantage of such models is that variance is additive over time, whereas 
from 1987 to 1988 the estimate of variance decreased. Subsequent changes 
to the estimates were increases.
Instead of reproducing the estimates for all of the above models, we 
take a measure of the goodness of fit of the data to be
9.4.2 Q ' = I ( y  . - e . ) ! / e ,
where eitk is the expected frequency for cell i,t,k predicted by the model. 
Values of Q* for the models are given in Table 9.4. The substantial 
reduction in the value of Q’ in going from model 1 to the simplest model 
3(a) is partly illusory because the data is grouped differently for fitting 
models 3. Further reductions occur as more random components are added 
in going from model 3(a) to 3(e). When models 3 are fitted there are 3x6x39 
cells in the frequency table so that there is a noticeable gain in the precision 
obtained by adding the extra components of variation.
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9.5 AUTOREGRESSIVE MODEL
Although the addition of a yearly random component is shown in section 
9.4 to reduce the goodness of fit statistic Q ', a disadvantage is that the
variance components are assumed independent whereas they may be 
correlated over time. In this section the random components for any one 
county are modelled by an autoregressive process o f order one, AR(1). The 
model is denoted by:
M odel5: r|K= ß  + u. , u u is AR(1) for t = 1,2,...,6
or a time varying mean model 
Model 6: = ß t + u it , u it as above.
For the AR(1) model the county effects are independent for different 
counties but the variance matrix for the random components within each 
county is of the form
9.5.1 cpA =  cp
"1 p • P>1
p 1 • p 4
p 4 • . p
Lp ! • p 1 .
The estimating equation for the maximum likelihood estimator of p has 
been given in section 8.5 of chapter by
9.5.2 f(p)=ap3 + b p 2 + cp + d=0 ,
where, for general N=number of counties (39 here) and n, =number of 
years o f record for county i ( n. =n=6 here for all i),
a =  2X:,(n, - 1), b = C J X ^ t r r , T  +  ü ^ ü .) ]
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c = i:,{cp^l[tr(K1+2A1)T  + ü;(Kl+2Al)ül] - ( n l -l)} and d=b.
The matrices K, , A, and F  have been given in section 8.5 of chapter 8. 
The equation for p M1 can be solved by appropriate convergence techniques 
such as Newton-Raphson. Replacing T' by T gives approximate REML 
estimates. The approximate variance for ML and REML estimators are 
given in section 9.2.
Estimates of parameters, standard errors and the ratio of estimates to 
their standard errors with ML and REML methods for the autoregressive 
models 5 and 6 are shown in Tables 9.5 and 9.6 . It can be seen that the time 
varying parameter estimates of model 6 are little different to those of the 
time invariant model 5 and the fit, as judged by the Q* values in table
9.4.3a are practically the same. Note that the autoregressive parameter p is 
significantly high at p ^  =0.87,0.88 , 0.89 , 0.87 corresponding to the
four threshold models in section 5.2 of chapter 5 for the model 5 is almost 
identical in model 6. Because model 5 contains far fewer parameters, it must 
be considered to provide the more parsimonious fit. Apart from threshold 
parameters, only ß, cp, p are required.
It is also notable that the goodness of fit statistic Q‘ is larger for the
all fitted models with threshold model 3 than 3 others in section 5.2 of 
chapter 5. Based on the goodness of fit statistic Q‘, model 5 is a suitable
model with the threshold model 1 in section 5.2 of chapter 5.
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Of course Q‘ = 1191 is a high value for a goodness of fit statistic of 
th-is type but, given the size of the data and simplicity of the model, the fit 
must be regarded as quite remarkable.
Table 9.4: Goodness of fit statistic Q‘ for different models fitted to 19ST- 
1992 data.
MOE>EL
Distribution 1 3a 3b 3c 3d 3e 5 6
ST Normal 25478 6955 5692 3113 1862 1201 1191 1191
Logistic 25339 6928 5616 3149 1887 1236 1222 1222
Ex. Minimal 26584 8129 6950 3993 2672 2004 1992 1992
Ex. Maximal 25352 6944 5632 3164 1902 1253 1237 1237
* ST= Standard, Ex. Minimal= Extreme minimal value and Ex. Maximal^ 
Extreme maximal value.
Table 9.5 : Estimates of parameters (Est), standard errors (SE) and the ratio 
of Est to SE (z-v) by ML and REML methods in fitting model 5 to 
chemotherapy data from Washington State over several years.
AR(1) ML REML
Dist. Est. SE Ratio Est. SE
Standard
Normal
<P, 0.044 0.008 5.649 0.044 0.080 0.555
P 0.876 0.025 35.614 0.880 0.024 36.066
0 , 0.727 0.001 727.00 0.727 0.001 727.00
ß -2.189 0.029 -75.48 -2.189 0.029 -75.483
Logistic
<P, 0.295 0.052 5.725 0.302 0.054 5.593
P 0.865 0.026 33.031 0.870 0.0260 33.46
0 , 2.043 0.004 510.75 2.043 0.004 510.75
P -4.25 0.075 -56.67 -4.251 0.076 -55.934
Extreme
Minimal
<P, 0.015 0.003 5.000 0.015 0.003 5.276
P 0.883 0.024 36.792 0.885 0.023 37.983
0, 0.408 0.001 408.00 0.408 0.001 408.00
p -1.443 0.017 -84.88 -1.443 0.017 -84.882
Extreme
Maximal
<P, 0.291 0.051 5.740 0.296 0.052 5.649
P 0.865 0.026 33.011 0.867 0.026 33.354
0, 2.034 0.004 508.50 2.034 0.004 508.50
P -4.258 0.074 -57.54 -4.259 0.075 -56.787
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Table 9.6 : Estimates of parameters (Est), standard errors (SE) and the ratio 
of Est to SE (z-v) by ML and REML methods in fitting model 6 to 
chemotherapy data from Washington State over several years.__________
AR(1) ML REML
Dist Est. SE Ratio Est. SE Ratio
<P, 0.043 0.008 5.522 0.044 0.008 5.453
P 0.887 0.023 39.004 0.887 0.023 38.464
9 , 0.727 0.001 515.26 0.727 0.001 515.26
Standard
Normal
P„ -2.225 0.033 -66.68 -2.226 0.034 -65.88
P „ -2.168 0.033 -65.06 -2.168 0.034 -64.28
P „ -2.158 0.033 -64.77 -2.158 0.034 -63.99
Pm -2.185 0.033 -65.59 -2.185 0.034 -64.80
Pn -2.151 0.033 -64.61 -2.151 0.034 -63.83
P „ -2.169 0.033 -65.08 -2.169 0.034 -64.30
Logistic
(P, 0.292 0.052 5.612 0.302 0.054 5.543
P 0.877 0.024 36.12 0.878 0.025 35.63
9, 2.043 0.004 465.97 2.043 0.004 465.97
Pm -4.349 0.088 -49.7 -4.349 0.089 -48.91
P „ -4.19 0.087 -47.99 -4.191 0.089 -47.23
Pn -4.162 0.087 -47.68 -4.163 0.089 -46.92
P m -4.237 0.087 -48.52 -4.237 0.089 -47.75
P m -4.151 0.087 -47.58 -4.151 0.089 -46.82
P m -4.198 0.087 -48.06 -4.198 0.089 -47.3
Extreme
Minimal
<P, 0.015 0.003 5.465 0.015 0.003 5.397
P 0.893 0.022 41.02 0.893 0.022 40.45
9, 0.408 0.001 551.83 0.408 0.001 551.83
Pn -1.464 0.02 -74.98 -1.464 0.02 -74.08
Pm -1.431 0.019 -73.41 -1.431 0.02 -72.52
P „ -1.426 0.019 -73.13 -1.426 0.02 -72.24
P m -1.441 0.019 -73.92 -1.441 0.02 -73.03
Pn -1.421 0.019 -72.91 -1.421 0.02 -72.03
Pm -1.431 0.02 -73.38 -1.431 0.02 -72.5
Extreme
Maximal
<P, 0.288 0.051 5.616 0.297 0.054 5.547
P 0.877 0.024 35.999 0.877 0.025 35.51
9, 2.034 0.004 508.5 2.034 0.004 508.5
P„ -4.356 0.087 -50.07 -4.356 0.088 -49.5
P m -4.199 0.087 -48.26 -4.199 0.088 -47.72
P „ -4.171 0.087 -47.94 -4.171 0.088 -47.4
P m -4.245 0.087 -48.79 -4.245 0.088 -48.24
P m -4.16 0.087 -47.82 -4.16 0.088 -47.27
Pm -4.206 0.087 -48.35 -4.206 0.088 -47.8
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CHAPTER 10
SIMULATION
10.1 INTRODUCTION
The previous chapters have demonstrated various threshold models 
involving different structures of variance-covariance matrices. The 
maximum likelihood (ML) and residual maximum likelihood (REML) 
estimators have been developed. It has been shown that the inferences by 
ML and REML are in agreement for most applications. Nevertheless, there 
are also some applications for which the two methods give different results, 
eg see chapter 6.
Furthermore, for normal response variables, there are some cases in 
which the REML estimators for the components variance coincide with the 
ANOVA methods with well known properties. Also some simulation studies 
proved that the ML estimators are negatively biased for variance 
components. The bias increases by increasing the number of fixed 
parameters fitted. The REML method was introduced to reduce such a bias 
(Swallow, 1984) and (McGilchrist 1989). In this chapter, the performance of 
the approximate ML and REML methods for the threshold models are 
investigated through simulations for threshold models.
The simulation is carried out under three different variance-covariance 
structures of the random components; one component, two components, and 
AR(1). In the one component and two components models, 200 data set are 
generated, while in the AR(1) there are 100 sets generated using the same
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true parameters. Averages of the estimates give an indication of the bias of 
the estimates and the standard error of the 200 or 100 estimates for each 
parameter gives an indication of the spread of the estimated values. These 
standard errors denoted in the results given in the tables by SEOS. They may 
be compared to the average of the asymptotic standard errors produced one 
for each data set fitted; the average asymptotic standard error is denoted in 
corresponding tables by ASE. In the tables, M refers to the threshold 
model, l=standard normal, 2=logistic, 3=extreme minimal, 4= extreme 
maximal as described in section 5.2 of chapter 5, TU=true value, AB= 
average bias over simulations and SE=standard error is the standard error of 
that average bias computed as SEOS/(square root of number simulations). 
ASE and SEOS are as described above.
10.2 THE ONE COMPONENT
The data are generated from the model p(Y < y) = G(0y- r j . ),
where four different forms for the G(.) are given in section 5.2 of chapter 5. 
The model for the r| t is given by
10.2.1 T|, = ß m,+ u ,
where the ut are independent N(0, cp), ß jt is j* (j=l,2) treatment effect at
time t (t=l,2...n) and j(i)=treatment received by subject i. For each of the 
threshold models given in section 5.2 of chapter 5, three different data sets 
are generated. In the first data set, it is assumed that the observations are 0,1, 
2 (y=0,l,2). For fixed values of threshold parameters and (p , the
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observations at time t are obtained for i=l,2,...30 subjects allocated 
randomly to either the treatment active (j=l) or to the treatment placebo 
0= 2).
Following discussion in the previous chapters, 0 = -°o , 0o =0 and 
0 2 = ° o .  Estimates of 0( and other parameters are obtained by both ML
and REML methods and the process replicated 200 times. The process is 
carried out for n=l, n=3 and n=5, and then for a new value of (p , the whole 
process is repeated. Tables 10.2.1.1.ij show the results and true values of 
the parameters for <p=0.3 and (p=0.5, where first 1 refers to one component 
variance, next 1 indicates one threshold parameter, i shows time (number of 
observation for each subject) and j gives more results for those 
combinations.
n=l (Table lO.l.l.a):
The results show that ML estimators of parameters are very negatively 
biased with REML having much improved bias properties for all four 
threshold models in section 5.2 of chapter 5. Such bias increases for large 
values of the variance component parameter cp. Similar biases occur in the 
ML estimators of (p. The biases of ML and REML estimators of (p are 
smaller for threshold model 3 (G is taken to be extreme minimal value) in 
section 5.2 of chapter 5. The results also indicate a very good agreement 
between the average asymptotic standard errors (ASE) of estimators of 
parameters and the standard errors over simulations (SEOS) in both ML and 
REML methods. However, both ML and REML methods yield ASE larger 
than SEOS of estimators cp for threshold models 1, 2 of section 5.2 of
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chapter 5, and a very good agreement between ASE and SEOS for the 
threshold models 3, 4 of section 5.2 of chapter 5.
n=3 (Table 10.2.1.1.3a,b):
The biases of ML and REML estimators of parameters and variance 
component cp significantly decrease when increasing the number of 
observations for each subject for all four threshold models in section 5.2 of 
chapter 5. Moreover, the REML estimators of the variance component cp 
are positively biased and the bias is not significant for threshold models 2,3 
and 1 respectively. The ASE and SEOS are very close for the all four 
threshold models in section 5.2 of chapter 5. 
n=5 (Table 10.2.1.15a,b,c):
A further improvement of the estimation approach is obtained by 
increasing the number of observations from 3 to 5 for both ML and REML 
methods. The average asymptotic standard error (ASE) and the standard 
error over simulations (SEOS) of estimators are almost the same for both ML 
and REML methods.
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Table 10.2.1.1.1a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML 9=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
1 9 -0 .2804 0.0001 0 .0503 0 .0014 -0 .4802 0.0001 0 .0514 0 .0014
0, 1.5 -0 .1376 0 .0242 0 .3569 0 .3376 -0 .2452 0 .0222 0 .3352 0 .3136
ß , 2 -0 .2172 0.0325 0 .4532 0 .4526 -0 .4073 0.028 0.4231
0 .3966
ß= 0.5 -0.101 0.0275 0.3373 0 .3834 -0 .2335 0 .0229
0 .3346 0 .3244
2
9 -0 .2324 0.0067 0 .2562 0 .0954 -0 .4544 0 .0049 0 .1754 0 .069
e, 1.5 -0 .0907 0.0378 0 .4532 0.5341 -0 .0676 0 .0366 0 .4529 0 .5177
ß ,
2 -0.135 0.0599 0.6568 0.847 -0.1181 0.055 0.6618 0 .7776
ß ,
0.5 -0 .1398 0.0395 0.5491 0.5585 -0 .1528 0.0365 0 .5376 0 .5166
3 9 -0 .1995 0.0101 0.1781 0 .1422 -0 .3767 0 .0112 0 .2203 0 .1584
e, 1.5 -0 .1198 0.0283 0.3905 0 .3997 -0 .2009 0 .0284 0 .3699 0.401
ß , 2 -0 .2346 0.0425 0 .5302 0.5993 -0 .3668 0 .0389 0.5125
0 .5504
ß= 0.5 -0 .1289 0 .0306 0 .3807 0 .4312 -0 .166 0 .0259 0.3771 0 .3663
4 9 0.3 -0 .2582 0.0067 0 .0714 0 .0928 -0 .4593 0 .0063 0 .0732 0 .0886
0 , 1.5 -0 .0352 0 .0326 0 .4437 0 .4527 -0 .1083 0 .0302 0 .4266 0 .4233
ß , 2 -0 .239 0.0361 0.5075 0 .5016 -0 .2574 0 .0397 0.495 0 .5557
ß , 0.5 -0 .0987 0.0257 0 .3516 0.3567 -0 .1502 0 .0248 0 .3482 0.3471
REML (0=0.3 REML (p=0.5
1
9 0.0515 0 .0019 0 .4877 0 .0269 -0 .1524 0.003 0 .4907 0 .0416
0, 1.5 -0 .1614 0.0237 0.3583 0 .3337 -0 .0876 0 .0258 0 .3739 0 .3574
ß , 2 -0 .3492 0.0249 0.4461 0 .3509 -0 .2285 0 .0327 0.4831 0 .4537
ß , 0.5 -0 .2535 0.0259 0 .3966 0 .3646 -0 .0978 0 .0276 0 .3797 0 .3829
2
9 0 .3047 0.0101 1.1291 0.1431 0 .1145 0 .012 1.1085 0 .1698
0, 1.5 -0 .0926 0.0328 0 .4492 0.4645 -0.0451 0 .0297 0 .454 0 .4198
ß , 2 -0.2031 0 .0416 0 .6608 0 .5888 -0 .1954 0 .0479 0.6665 0 .6775
ß . 0.5 -0 .1225 0 .0442 0 .5828 0 .6247 -0 .0012 0.0411 0 .5803 0 .5815
3 9 0 .104 0.0185 0 .4828 0 .2598 -0.0861 0 .0175 0 .496 0 .2466
9 , 1.5 0 .0179 0 .0292 0 .4194 0 .4105 -0 .0867 0 .0294 0 .3996 0 .4142
ß , 2 -0 .1332 0.0441 0 .5704 0 .6204 -0 .2873 0 .0394 0.5501 0 .5556
ß , 0.5 -0 .1365 0.0305 0 .4182 0 .4294 -0 .2286 0 .0268 0 .4086 0 .3779
4 9 -0 .0781 0 .0112 0 .3968 0 .1569 -0 .2973 0 .0086 0 .3934 0 .1216
e, 1.5 -0 .038 0 .0306 0.4445 0 .4283 -0 .0408 0 .0289 0 .4576 0 .4084
ß ,
2 -0 .1027 0.0355 0 .5332 0 .4972 -0 .0107 0 .0347 0 .5549 0.4911
ß , 0.5 -0 .0362 0 .0286 0 .3798 0.4001 -0 .018 0.027 0 .3778 0 .3825
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Table 10.2.1.1.3a: Estimated average biases and average standard error over
200 simulations for the mixed threshold models.
ML cp =0.3 ML cp=0.5
M T U AB SE A SE SEO S AB SE A SE SE O S
1
9 -0 .0769 0.0149 0.1725 0 .2016 -0 .1486 0 .0179 0 .2203 0 .2457
e, 1.5 -0 .0352 0 .0186 0.2435 0.2515 -0 .0114 0 .0186 0 .2506 0 .2552
P„ 2 -0 .1179 0.0311 0 .4144 0 .4202 -0 .0696 0.0341 0 .4422 0 .4669
ß„ 0.7 0 .0536 0.0264 0 .3462 0 .3568 0.0743 0 .026 0 .3684 0 .3567
P„ 0.05 0.0229 0.0287 0.3425 0.3888 0 .0369 0 .0254 0.3624 0.3481
ß . 2 -0 .1372 0 .0316 0.4177 0 .4274 -0.1661 0 .0309 0.4227 0 .424
ß» 2.5 -0 .0973 0.0354 0 .4822 0.4791 -0.0251 0 .0329 0 .496 0 .4507
ß» 2.2 -0.1441 0.03 0 .4372 0 .4064 -0 .0759 0 .0322 0 .4517 0 .4409
2
9 0.0051 0.0238 0 .3184 0 .3354 -0 .1252 0 .0268 0 .3564 0 .3765
e , 1.5 0 .0056 0 .0224 0 .2866 0 .3154 -0 .0279 0 .0199
0 .2823 0 .2799
ß„ 2 -0.0953 0.0402 0.602 0.565 -0 .1907 0 .0374 0 .602 0 .5249
ß . 0.7 0 .1172 0.0342 0 .5283 0 .4819 0.1753 0 .0377 0 .5417 0 .5291
ß„ 0.05 0 .0217 0 .0392 0 .5329 0.5521 -0 .0203 0 .0409 0.547 0 .5735
ß„ 2 -0 .1012 0.0371 0.5998 0.5221 -0.153 0 .0386 0 .6012 0.5421
ß„ 2.5 0 .2087 0 .0504 0 .7143 0.709 -0.033 0.047 0 .6744 0 .6598
ß„ 2.2 0.0075 0 .0506 0 .6373 0 .7114 0.054 0 .0543 0.6501 0 .7622
REML (p=0.3 REML cp =0.5
1
9 0 .0072 0 .0166 0 .2188 0 .2282 -0 .0269 0 .0229 0 .2775 0 .3 1 5 6
0, 1.5 0 .022 0 .0184 0 .2553 0.2531 0 .0049 0 .0209 0.253 0 .2883
ß„ 2 -0.0464 0 .0302 0.4341 0 .4168 -0 .0795 0 .0314 0 .4448 0 .433
ß n
0.7 0 .1332 0 .0262 0 .3634 0 .3614 0 .1086 0 .0256 0.3783 0 .3525
ß„ 0.05 0.0505 0.0255 0 .3542 0.3515 0 .0497 0 .0246 0 .3723 0 .3397
ß„ 2 -0 .0747 0.0315 0.428 0 .4342 -0 .1127 0 .0332 0 .4397 0 .4581
ß„ 2.5 0 .0404 0 .0328 0.5011 0.4521 -0 .0403 0.0371 0 .5054 0 .5118
ß„ 2.2 -0 .0169 0.0318 0.4558 0 .4378 0 .0089 0 .0375 0 .4723 0 .5171
2
9 0 .1978 0 .0378 0 .4174 0.5275 0 .1252 0 .0426 0 .4852 0 .6 0 1 6
0, 1.5 0 .0312 0.0224 0 .2936 0 .3129 -0.025 0 .024 0 .2852 0 .3382
ß„ 2 -0 .0323 0.046 0 .6226 0 .6426 -0 .0744 0 .0379 0.638 0 .534
ß n
0.7 0.157 0 .0404 0 .5489 0 .5635 0 .1673 0 .0374 0 .5699 0 .528
ß n
0.05 -0 .0901 0 .0394 0.552 0.5497 0.0061 0 .0434 0 .5739 0 .6118
ß n
2 -0.0993 0.0451 0.6125 0 .6293 -0 .0999 0.0425 0 .6178 0 .5991
ß n
2.5 0.2915 0.0535 0.738 0 .7474 -0 .0394 0 .058 0 .6824 0 .8178
ß n
2.2 0 .0507 0.0471 0 .6479 0.6581 -0.0981 0 .0495 0 .6356 0 .6 9 7 9
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Table 10.2.1.1.3b: Estimated average biases and average standard error over
200 simulations for the mixed threshold models.
ML (p=0.3 ML 9=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
3 9 -0 .0319 0.019 0 .1924 0 .2694 -0 .0943 0 .0216 0.2621 0 .3043
9 , 1.5 -0 .0367 0.0214 0 .2526 0 .3023 0.024 0.0193 0 .2572 0.2721
f t ,
2 -0.0651 0.0311 0.486 0 .4394 -0 .0826 0 .0357 0 .4915 0 .5034
ß„ 0.7 0 .0082 0.0265 0.378 0 .3746 0 .0107 0 .029 0 .3956 0 .4089
ß„ 0.05 0 .0094 0.0229 0.3565 0 .3238 0.048 0 .0273 0 .3775 0.3857
ß„ 2 -0 .184 0.0301 0 .4696 0.4253 -0 .2224 0 .0356 0 .4732 0 .5029
ß„ 2.5 0.03 0 .0452 0.5871 0 .6395 0 .0674 0 .0459 0 .589 0.6477
ß„ 2.2 0.0671 0.0365 0 .5377 0 .516 -0 .0152 0 .0383 0 .5287 0 .5403
4 9 -0 .1191 0 .0172 0 .1486 0 .1927 -0 .2696 0.015 0 .1702 0 .1846
9 , 1.5 -0 .0185 0.0246 0 .3004 0.2757 -0 .1066 0 .0246 0 .2748 0 .3029
ß„ 2 -0 .0132 0 .0354 0 .4526 0.3975 -0 .1825 0 .0356 0 .4326
0 .4377
ß„ 0.7 0 .137 0.0358 0.3628 0.402 0 .0623 0 .0324 0 .3684 0.398
ß„ 0.05 0 .0849 0 .0303 0 .3645 0 .3398 0.087 0 .0258 0 .3717 0 .3174
ß» 2 -0.171 0 .0384 0.434 0 .4313 -0 .2395 0 .0365 0 .4226 0 .4484
ß , 2.5 -0 .1724 0 .0404 0 .4842 0 .4535 -0 .2458 0 .0337 0 .4736 0 .4137
ß„ 2.2 -0 .0789 0.0352 0 .4618 0 .3956 -0 .2463 0.0311 0 .4382 0 .3816
REML 9=0.3 REML <p=0.5
3 9 0 .0648 0.0251 0 .2474 0 .3555 -0 .0059 0 .0224 0.31 0.3161
9 , 1.5 0 .0127 0 .0202 0 .2589 0 .2854 -0 .0039 0 .019 0 .2568 0 .2686
ß„ 2 -0 .1085 0 .0359 0.4878 0.5071 -0 .1366 0 .0323 0.4945 0 .4566
ß„ 0.7 -0 .0123 0 .0262 0.389 0.3711 -0 .0092 0 .0279 0 .4012 0.3951
ßn 0.05 -0 .0561 0 .0272 0 .3719 0 .3843 -0 .1115 0 .0283 0 .3866 0 .4002
ß„ 2 -0 .1585 0 .0312 0 .4829 0 .4408 -0 .2206 0 .0329 0.4851 0 .4653
ß„ 2.5 0 .0893 0 .0456 0.5935 0 .6452 0.0381 0 .0434 0 .5937 0.6141
ß„ 2.2 -0 .0026 0.038 0 .5245 0 .5373 -0 .0664 0 .0387 0 .5296 0 .5474
4 9 -0 .034 0.022 0 .1989 0 .2548 -0 .1668 0 .0169 0 .2323 0 .2079
9 , 1.5 0 .0498 0.0255 0 .3146 0 .2948 -0 .0346 0 .0252 0 .2937 0 .3113
ß„ 2 -0 .0003 0.0383 0 .4679 0.4431 -0 .0739 0 .036 0 .4642 0 .4444
ß n 0.7 0 .2368 0 .0342 0 .3804 0 .3957 0 .1385 0 .0295 0 .3847 0 .3639
ßn 0.05 0 .0 7 6 6 0 .0404 0 .3847 0.4681 0 .0552 0 .0349 0 .3984 0 .4307
ß„ 2 -0 .054 0.0418 0.4585 0 .4843 -0 .1067 0 .0346 0.4491 0 .4265
ßn 2.5 -0 .1038 0 .0344 0 .5025 0.3981 -0 .1574 0 .0383 0 .5002 0 .4717
ßn 2.2 -0 .0715 0 .0372 0 .4743 0.4301 -0 .1318 0 .0366 0 .4656 0 .4507
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Table 10.2.1.1.5a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML q
öII ML q) = 0 .5
M TU AB SE ASE SEOS AB SE ASE SEOS
1
q > - 0.0215 0.0118 0.1534 0.1545 - 0.0282 0.0185 0.211 0.2389
0 1.5 0.04 0.0171 0.1946 0.2235 0.0476 0.0167 0.1953 0.2154
P„ 2 - 0.0863 0.0333 0.4022 0.4353 - 0.0678 0.0366 0.4232 0.4717
P„ 1.5 0.1131 0.0277 0.3789 0.3627 0.0015 0.0305 0.3933 0.3932
P„ 1.2 0.0003 0.0314 0.3597 0.4111 0.0426 0.0305 0.3814 0.3929
P„ 0.5 0.0445 0.0292 0.3437 0.3813 0.0751 0.0326 0.367 0.4196
P„ 0.04 - 0.0128 0.0268 0.3483 0.3509 0.0532 0.0308 0.3709 0.3972
P„ 2 - 0.0529 0.0282 0.4027 0.3693 - 0.0656 0.0371 0.4247 0.4779P„ 2.5 - 0.0477 0.0313 0.4568 0.4095 0.0453 0.0356 0.4924 0.4581
P„ 2.2 0.0377 0.0317 0.4319 0.4147 - 0.0246 0.0322 0.4458 0.4149
P„ 2.8 - 0.0356 0.0334 0.5085 0.4363 - 0.0494 0.0367 0.5251 0.4725
P , 1.5 0.0374 0.0338 0.3765 0.442 - 0.0007 0.0301 0.3948 0.3879
2 9 - 0.0526 0.0171 0.2195 0.2374 - 0.1181 0.0212 0.2889 0.2914
o, 1.5 0.0191 0.0171 0.2205 0.2373 - 0.0303 0.0151 0.2173 0.2081
p „ 2 - 0.0988 0.0446 0.5846 0.6192 - 0.0283 0.0393 0.5954 0.5404
Pu 1.5 0.0867 0.041 0.5542 0.569 0.0426 0.0448 0.5632 0.6153
p„ 1.2 - 0.0129 0.0424 0.536 0.5886 - 0.0827 0.0373 0.54 0.5125
p , 0.5 0.0861 0.0396 0.5192 0.5507 0.1185 0.04 0.5327 0.5497
p„ 0.04 0.0613 0.0391 0.5281 0.5426 0.0291 0.0413 0.5397 0.5671
p„ 2 - 0.0529 0.0516 0.5965 0.7175 - 0.1284 0.0465 0.596 0.6392
Pn 2.5 0.0703 0.046 0.665 0.6393 0.0008 0.047 0.6688 0.6463
P» 2.2 - 0.0636 0.0425 0.6019 0.5902 - 0.004 0.0443 0.6236 0.6092
P , 2.8 0.0607 0.0493 0.7215 0.6847 0.0359 0.0468 0.7237 0.6429
P a 1.5 0.0942 0.0452 0.5571 0.6283 0.0306 0.0484 0.5639 0.666
REML 0=0.3 REML (p=0.5
1
9 0.0494 0.0164 0.1813 0.1952 0.0353 0.0177 0.2384 0.233u, 1.5 0.0004 0.0159 0.1909 0.1895 0.0273 0.014 0.1952 0.185
p„ 2 - 0.1108 0.0314 0.4052 0.374 - 0.0897 0.0328 0.4331 0.4324
P„ 1.5 0.0295 0.0288 0.3813 0.3432 0.0781 0.0276 0.4086 0.3644ß„ 1.2 - 0.0066 0.0305 0.3653 0.3638 - 0.0435 0.0278 0.3893 0.3672
ß„ 0.5 0.0327 0.0281 0.3504 0.3348 0.0909 0.0283 0.379 0.3736
ß„ 0.04 0.0188 0.0269 0.3535 0.3201 0.0281 0.033 0.3856 0.4351
ß , 2 - 0.1244 0.0329 0.4038 0.3921 - 0.0784 0.0294 0.4221 0.3875
2.5 0.064 0.0347 0.4835 0.4133 0.1011 0.0345 0.5026 0.4556
ß„ 2.2 0.0031 0.0349 0.4358 0.4158 0.0263 0.0351 0.4535 0.4635
P„ 2.8 - 0.087 0.0366 0.5091 0.4363 - 0.0487 0.033 0.5243 0.4358
P„ 1.5 0.0415 0.0351 0.3814 0.4185 0.0074 0.0309 0.3961 0.4073
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Table 10.2.1.1.5b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (f>=0.3 ML (f>=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
3
<P -0.0071 0.0118 0 .1742 0 .1646 -0 .0744 0 .0164 0 .2124 0 .2287
e , 1.5 0 .0159 0.0155 0.1961 0 .2159 -0.0191 0 .0139 0 .1937 0.1945
f t , 2 -0 .0944 0.0333 0.4547 0 .4636 -0 .1452 0 .0366 0 .4694 0 .5104
f t , 1.5 0 .0187 0.029 0 .4134 0.404 -0 .1167 0 .0307 0 .4218 0 .4285
f t , 1.2
-0 .0114 0.0291 0.3905 0 .4059 -0 .0688 0 .0282 0.4041 0 .3936
f t .
0.5 0 .0104 0.0258 0.36 0 .3596 -0 .0624 0 .0252 0 .3774 0 .3516
f t ,
0 .04 -0.0551 0 .0259 0 .3566 0 .3614 -0 .1043 0 .029 0 .3772 0 .4053
f t ,
2 -0 .0972 0.0339 0.4583 0 .4718 -0 .1243 0 .0322 0 .4708 0.4501
f t ,
2.5 0.0201 0 .0366 0.5513 0 .5096 0 .0435 0 .0383 0.5661 0.535
f t ,
2.2 -0 .0812 0 .0369 0.4865 0 .5134 -0 .1479 0 .0349 0 .4897 0 .4879
f t ,
2.8 0 .0493 0.0455 0.6205 0 .6343 0.0065 0 .0398 0 .6155 0 .5562
P * 1.5 -0 .0294 0 .0314 0.4143 0 .4368 -0 .1094 0 .0323 0 .424 0 .4516
REML 9=0.3 REML (p=0.5
2
<P 0.0371 0.0215 0 .2707 0 .2953 0 .0158 0 .0222 0 .3492 0 .3046
0 , 1.5 0.0098 0.0171 0 .2194 0 .2345 0 .0193 0 .0185 0.2221 0 .2538
f t ,
2 -0 .0625 0 .0422 0 .6009 0 .5805 -0 .1193 0.05 0 .6062 0 .6879
f t , 1.5 0 .044 0 .0394 0 .5653 0 .5419 0.02 0.0425 0 .5692 0 .5848
f t , 1.2 -0.0371 0 .0439 0 .5499 0 .6032 -0.0541 0 .0444 0 .5549 0 .6098
f t ,
0.5 0 .059 0.0423 0 .5379 0 .5812 -0 .0106 0 .0456 0 .5484 0 .6264
P „ 0.04 0.0117 0 .0404 0.5481 0 .5547 0.0515 0 .0459 0 .5585 0 .6314
f t , 2 -0.1481 0.0481 0 .5818 0 .6616 -0 .092 0 .0459 0 .6057 0 .6306
p „ 2.5 0.021 0.0445 0.6541 0 .6114 0 .0859 0 .0492 0 .6875 0 .6764
f t , 2.2 -0 .0932 0.0435 0 .6002 0 .5986 -0 .0652 0 .0472 0 .6287 0 .649
f t , 2.8 0 .0092 0 .0479 0 .7078 0 .659 0 .0873 0 .0515 0 .7403 0 .7074
f t , 1.5 0 .0389 0 .0456 0 .5559 0 .6272 0 .0356 0 .0403 0 .5762 0 .5534
3
9 0.053 0.014 0.2023 0.1935 0 .0723 0 .0195 0 .2668 0 .2694
e, 1.5 0 .0312 0 .0138 0.1985 0 .1908 0 .0343 0 .0153 0 .2006 0 .2113
f t ,
2 -0.0511 0.0331 0 .4664 0.4591 -0 .0609 0 .0326 0.473 0 .4502
f t , 1.5 -0 .0165 0.0315
0 .4194 0.437 0 .0256 0 .0325 0 .4334 0 .4488
p „ 1.2 -0.0431 0 .0296 0.397 0 .4096 -0 .0613 0.0341 0.4095 0 .4719
p„ 0.5 -0 .0186 0 .0276 0 .369 0 .3823 -0.0111 0 .0286 0 .3843 0 .3954
p„ 0.04 -0 .0913 0 .0262 0 .3673 0 .3627 -0 .1302 0 .0319 0 .3884 0 .4406
p n 2 -0.0715 0.0347 0 .4636 0 .4814 -0 .0524 0 .0354 0 .4986 0 .4888
p7 2.5 0 .0762 0 .0396 0.565 0.5491 0 .0707 0.0421 0.5901 0 .5813
p „ 2.2 -0 .0417 0.0378 0 .4937 0 .5238 0 .0113 0 .0436 0 .532 0 .6025
p , 2.8 0 .0656 0.0423 0 .6194 0 .586 0.1305 0 .042 0 .6507 0 .5807
1.5 -0 .0187 0.0308 0.4193 0 .4272 -0 .0119 0 .0329 0 .452 0 .4543
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Table 10.2.1.1.5c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models with true value cp =0.3 .
ML (p=0.3 ML 9=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
4
9 -0 .0745 0.0158 0.1403 0 .1433 -0 .0878 0.0205 0.195 0.213
0 , 1.5 -0 .0505 0.0228 0.2169 0.2067 -0.0421 0 .0206 0 .2136 0.2145
f t , 2 -0 .219 0 .0456
0.4078 0.4125 -0 .0497 0 .0402 0 .4348 0 .4174
f t ,
1.5 0 .0623 0.052 0.394 0.4705 0 .0902 0.037 0.4071 0 .3848
P„ 1.2 -0 .0777 0.0485 0.3733 0 .4389 0.0551 0.0418 0 .3916 0 .4344
Pu 0.5 0 .0016 0.0473 0.3681 0.428 0 .1736 0 .0429 0 .3834 0 .4458
f t , 0 .04 -0 .0315
0.0451 0.3891 0.408 0.081 0 .0396 0 .3963 0 .4119
ß , 2
-0 .0514 0.0421 0.4024 0 .3812 -0.1611 0 .0304 0.4111 0.3161
P» 2.5 -0 .0943 0.0385 0.4534 0 .3486 -0 .1716 0 .0342 0 .4699 0.355
P» 2.2 -0 .1453 0 .0396 0.411 0.3585 -0 .1389 0 .0394 0 .4366 0 .4097
ß * 2.8 -0.301 0.035 0 .4672 0.3167
-0 .344 0 .0352 0 .4869 0 .3653
ß -
1.5 -0 .0599 0.0417 0.3665 0 .3774 0 .014 0 .0386 0 .3912 0 .4014
REML 9=0.3 REML 9=0.5
4
9 0.0671 0 .0232 0.1945 0 .2052 0.0051 0 .0254 0 .2342 0 .276
0 , 1.5 0 .0767 0 .0279 0.2346 0 .246 -0 .0222 0 .0213 0 .2145 0.2311
f t .
2 -0 .0395 0.054 0.4428 0.4765 -0 .0114 0 .0468 0.45 0 .5087
ß , 1.5 0 .0727 0 .0482 0.4165 0 .4258 0 .0543 0 .0392 0.4141 0 .4258
ß u
1.2 0.1357 0 .0476 0.4037 0 .4206 0 .008 0 .0406 0 .3984 0 .4412
ß „ 0.5 0 .1328 0.0413 0.3862 0 .3649
0 .1706 0 .0359 0 .3916 0 .3905
ß „ 0.04 0 .1167 0.0417 0.3998 0.368 0 .1193 0 .0376 0 .4049
0 .4084
ß „
2 0.1178 0 .0578 0 .4416 0.51 -0 .1606 0.0311 0.4231 0.3381
ß n
2.5 0.0495 0 .0466 0 .4888 0 .412 -0 .058 0 .0376 0 .499 0 .4087
ß „ 2.2 -0 .0412 0 .0402 0 .4382 0.3551 -0 .0727 0 .0383
0 .4552 0.4161
ß» 2.8 -0 .2306 0 .0362 0 .4889 0.3201 -0 .2578 0 .0346 0.5155 0 .3759
ß * 1.5 0 .1116 0.0465 0.4011 0.4103
-0 .0876 0 .0314 0 .3972 0.3411
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In the second data set, y can be taken as values 0, 1, 2, 3. All steps of 
the process are the same as those for the first data set except that 
0 , = -oo , 0  =0  and 03 = oo , 0 and 0 , are threshold parameters which
need to be estimated in addition to the fixed and variance components 
parameters. The results are given in the Tables 10.2.1.2.ij.
n=l (Table 10.2.1.2a,b):
The ML estimators of parameters and variance component cp are 
seriously biased whereas the biases of REML estimators of parameters are 
rarely significant and REML estimators of 9  are positively biased for all 
four threshold models in section 5.2 of chapter 5. As in the previous section, 
the biases are increased by increasing 9 . Although both ML and REML 
methods yield a very good agreement between the ASE and SEOS for 
parameters for all four threshold models in section 5.2 of chapter 5, the ASE 
and SEOS of estimators 9 are quite different for threshold models 1, 2, 
especially the REML method.
The biases of ML and REML estimators of variance component 9 are 
smaller than previous data set (y=0,l,2).
n=3 and n=5 (Tables 10.2.1.2.3a,b and 10.2.1.2.5a,b,c,d):
A considerable bias reduction and very good agreement between ASE 
and SEOS of ML and REML estimators of parameters and variance 
component 9  are obtained by increasing the number of observations for each 
subject.
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Table 10.2.1.2.1a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML Cf>=0.3 ML cp =0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
1
9 -0 .2766 0.0001 0.0653 0.0021 -0.4761 0.0001 0 .0673 0.002
e ,
1.5 -0 .1719 0 .0264 0.3455 0 .3686 -0.298 0 .0217 0 .3238 0.3041
e ,
2.2 -0 .2373 0.0339 0 .4064 0 .4738 -0 .4077 0 .0269 0 .3792 0 .3778
ß, 2 -0.2617 0 .0392 0 .4316 0 .5468 -0 .4362 0.0305 0 .4099 0 .4275
ß, 0.5 -0 .1219 0.0267 0.3358 0 .3726 -0 .1824 0 .0232 0.3321 0 .3253
2
9 -0 .2235 0 .0076 0 .2718 0.1075 -0 .4147 0.008 0 .3013 0 .1124
0, 1.5 -0 .1438 0.0357 0.438 0 .5034 -0 .0986 0 .0355 0.4451 0 .5013
0, 2.2 -0 .1257 0.0411 0.5305 0 .5795 -0 .0715 0 .0415 0.5383 0 .5856
ß, 2 -0.1737 0.0481 0 .6368 0.6783 -0 .1297 0 .0529 0.6411 0 .7464
ß, 0.5 -0 .1406 0.039 0 .5372 0 .5503 -0 .1472 0 .0382 0 .5408
0 .5395
REML REML
1
9 0 .2374 0.0068 0 .5057 0.095 0 .0388 0 ,0069 0 .5059 0 .0968
0, 1.5 0.047 0.0258 0 .4036 0 .3598 -0 .0078 0 .0234 0 .3973 0.328
0= 2.2 0.1107 0.03 0.4763 0 .4182 0.004 0.0285 0 .4626 0 .4003
ß, 2 0 .0006 0.0354 0 .512 0.493 -0 .0539 0 .0273 0 .5017 0 .3828
ß, 0.5 -0 .0308 0.0257 0 .4037 0 .3579 -0 .0374 0.0265 0.408 0 .3723
2
9 0 .5909 0 .0164 1.1028 0 .2326 0 .3906 0 .0177 1.1308 0 .2509
0, 1.5 0 .0676 0.0349 0 .4718 0 .4936 -0 .0342 0 .0335 0 .4698 0 .4733
9, 2.2 0.0811 0.0417 0 .56 0.5901 0.0821 0 .0443 0 .5703 0 .6262
ß, 2 -0.1541 0.0521 0.6781 0 .7363 -0 .0142 0.055 0 .6834 0 .7779
ß, 0.5 -0 .012 0 .0412 0 .5823 0 .582 -0 .0642 0 .0422 0 .5943
0 .5973
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Table 10.2.1.2.1b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp =0.3 ML 9=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
3
9 -0 .1805 0 .0132 0.1541 0.1848 -0 .3826 0.011 0.1675 0 .1539
0 , 1.5 -0.0811 0.0299
0 .3989 0.419 -0 .2288 0.0245 0.3533 0 .3438
0= 2.2 -0 .0998 0.0358 0 .4826 0 .5026 -0 .3103 0.033 0 .4317 0 .4638
ß ,
2 -0 .1646 0.0418 0.5315 0.5871 -0 .3248 0 .0369 0.4951 0 .518
ß .
0.5 -0 .1198 0 .0289 0 .3784 0 .4052 -0 .1263 0 .0258 0 .3729 0 .3623
4
9 -0 .2177 0.01 0 .1254 0 .1402 -0 .4159 0 .0103 0.1241 0 .1462
e , 1.5 -0 .0617
0.033 0.4438 0.464 -0 .1555 0 .0294 0 .4147 0 .4162
e , 2.2 -0 .0832 0.0367
0 .5109 0.517 -0 .2485 0.0361 0 .4794 0 .5109
P, 2 -0 .1348 0.0424 0.5202 0.597 -0 .2758 0 .0414 0 .4884 0.5851
P. 0.5 -0 .1228 0.0243 0.3531 0.3421 -0 .1907 0 .024 0.3535 0 .3399
REML REML
3
9 0 .119 0 .0214 0 .416 0.303 -0 .0538 0 .019 0 .4438 0 .2662
0, 1.5 0.0293 0.0285 0 .4204 0.4031 -0 .0602 0.028 0 .3949 0 .3916
0= 2.2 0 .0948 0.0357 0 .5169 0 .5047 -0 .036 0 .0377 0 .4837 0 .5274
P, 2 -0 .0839 0 .0426 0.5611 0 .6019 -0 .2509 0.0411 0 .5362 0 .5758
ß ,
0.5 -0 .1824 0.0288 0 .4104 0 .4068 -0.1631 0.0331 0.4161 0.4641
4
9 0.0751 0.0178 0 .4169 0 .2506 -0.0411 0 .0176 0 .4682 0 .2489
0, 1.5 0 .0546 0 .0316 0.4771 0 .4447 -0 .0666 0 .0276 0 .4297 0 .3903
0 2
2.2 0 .1129 0 .0408 0 .5473 0.5741 -0 .0529 0 .0316 0 .5004 0 .4473
ß ,
2 0 .1547 0.0431 0 .5767 0 .6069 0 .0046 0 .0357 0 .5367 0 .5048
ß ,
0.5 0 .0504 0 .0286 0 .4004 0.403 0 .0209 0.027 0 .4108 0 .3816
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Table 10.2.1.2.3a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML (p
ÖII
M TU AB SE ASE SEOS AB SE A SE SEOS
<P 0.0123 0.0158 0 .1883 0 .2222 -0.0598 0 .0219 0 .2317 0.3101
1 e , 1.5 -0.0151 0.0188 0.2503 0.2657 -0 .0002 0 .0188 0 .2558 0 .2657
e , 2.2 0.0458 0.0238 0.2831 0 .3364 0.003 0.0237 0 .2868 0 .3348
ft, 2 -0.1116 0 .0312 0 .4024 0 .4394 -0 .1142 0 .0313 0 .4153 0 .4425
f t , 0.7 0.0993 0 .0266 0 .3587 0.375 0 .0556 0.025 0 .3715 0 .3539
ft, 0.05 -0.0374 0 .0224 0.358 0 .3163 -0 .0279 0 .0267 0.373 0 .3779
f t , 2 -0.1244 0.0295 0 .3944 0 .4163 -0.0448 0.0325 0 .4129 0 .4592
ft. 2.5 0.1148 0.0319 0.439 0.4505 0.0928 0.0368 0 .4563 0 .5206
ft, 2.2 0.0103 0.0318 0 .4126 0 .4489 0 .0484 0 .0328 0 .4313 0 .4645
<P 0.0369 0 .0237 0.2951 0.335 -0.0621 0.0288 0 .3507 0 .4063
2 e , 1.5 0.0323 0.0221 0.2905 0 .3122 -0.0223 0.0215 0 .2853 0 .3027
e , 2.2 0.0479 0 .0256 0 .3339 0 .3625 -0.0147 0 .0266 0 .3299 0 .3745
ft, 2 -0.1082 0.0421 0 .5798 0 .5958 -0 .2656 0.039 0 .576 0 .5508
ft. 0.7 0.1425 0.0355 0 .5402 0 .5019 0 .0297 0 .0366 0 .543 0 .5166
ft, 0.05 -0.0196 0.0403 0 .5462 0 .5694 -0.1835 0 .0412 0.5601 0 .5806
ft, 2 -0.0511 0 .0432 0.5677 0.6115 -0.1413 0 .0399 0 .5678 0 .5628
ft. 2.5 0.1097 0.0495 0 .6144 0 .6999 0 .1403 0 .0469 0.63 0 .6618
ft, 2.2 0.0197 0 .0436 0 .5795 0 .6168 0.0331 0 .0434 0.5881 0 .6126
REML REML
<P 0.0647 0 .0159 0.2168 0.2248 0 .0678 0 .0224 0 .2786 0 .3165
1 0, 1.5 0.0071 0 .0177 0 .2534 0.25 0 .0339 0 .0226 0 .2618 0 .3189
9, 2.2 0.0231 0 .0232 0 .2844 0 .3273 0 .066 0 .0273 0 .2938 0 .3855
ft, 2 -0.1273 0.0281 0 .4052 0 .3966 -0.0761 0.0341 0.435 0 .4819
ft. 0.7 0 .0699 0 .0256 0 .3618 0 .3617 0.0497 0 .0295 0.39 0 .4173
f t , 0.05 -0 .0456 0.0255 0 .3624 0.3601 -0.0622 0 .0299 0 .394 0 .423
ft, 2 -0 .0359 0.028 0.4065 0 .3948 -0 .0034 0 .0336 0.4231 0 .4757
ft. 2.5 0.111 0 .0352 0 .4498 0 .496 0 .0972 0.037 0 .4616 0 .5234
ft, 2.2 0 .0268 0.0327 0 .4216 0 .4618 -0.0008 0 .0339 0.435 0 .4788
<P 0.2067 0 .0318 0 .3992 0 .4493 0 .1272 0 .042 0 .4384 0 .5912
2 0, 1.5 0.0483 0.0238 0 .2964 0 .3367 0 .032 0 .0207 0 .2948 0.2911
9, 2.2 0 .0754 0 .0276 0 .3406 0.39 0.0631 0 .0232 0.3405 0.327
ft, 2 -0.0599 0 .0439 0 .5947 0 .6203 -0 .0409 0 .0442 0 .5994 0.6225
ft, 0.7 0 .1777 0.0393 0.555 0 .5564 0.2081 0 .0373 0.5571 0 .5242
ft, 0.05 -0 .0142 0.044 0 .5577 0 .6218 -0 .1007 0 .0419 0 .5684 0 .5894
ft, 2 0 .0492 0 .0384 0 .5794 0 .5424 -0.0344 0 .0439 0 .5874 0 .6177
ft. 2.5 0.201 0.0493 0.6375 0 .6977 0 .2638 0 .0548 0.657 0 .7712
P„ 2.2 0 .1169 0.0443 0 .5994 0.627 0 .0543 0 .0486 0.6051 0 .684
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Table 10.2.1.2.3b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML cp=0.5
M TU AB SE ASE SEOS AB SE ASE SEOS
3
<P - 0 .0586 0.0143 0.168 0.2013 - 0.1278 0.0178 0 .2192 0 .2522
e , 1.5 - 0 .0104 0.0211 0 .256 0 .2968 - 0.0303 0 .0192 0.2534 0.271
0 , 2.2 0 .0066 0.0235 0.2961 0.3307 - 0 .0376 0 .0218 0.2923 0 .3082
P„ 2 - 0.1713 0.0337 0 .4326 0.4748 - 0.2087 0 .0282 0 .446 0 .3992
PP 0.7 - 0 .0452 0.0264 0 .3692 0.3711 - 0.0235 0.027 0 .3859 0 .3819
P„ 0.05 - 0.1135 0.0243 0 .3562 0.3421 - 0 .1269 0 .0266 0 .3774 0.3765
P„ 2 - 0.1465 0.0348 0 .4284 0.4895 - 0 .1312 0 .0335 0 .4384 0.4741
pr 2.5 0 .0097 0.0345 0.4825 0.4853 - 0.0715 0 .0394 0 .4862 0 .5565
P„ 2.2 - 0.0731 0.0369 0 .4459 0 .5187 - 0.1287 0.035 0 .4524 0.4955
4
<P - 0 .0536 0 .0162 0 .162 0 .2263 - 0.1167 0 .0157 0 .2189 0 .2195
0 , 1.5 - 0.0015 0.0243 0.3045 0 .3394 - 0 .0002 0.023 0.2998 0.3221
02 2.2 0 .004 0.0283 0.3351 0.3948 - 0.0307 0 .0254 0 .3297 0 .3557
pH 2 - 0.0355 0.0308 0.442 0 .4299 - 0 .0464 0 .0277 0 .4482 0.3871
p lf 0.7 0.1701 0.0277 0 .3768 0 .3869 0.1571 0.0281 0 .3939 0.3941
P„ 0.05 0 .0612 0.028 0 .3834 0 .3912 0 .0398 0 .026 0.397 0 .3645
P„ 2 - 0.005 0.035 0.4311 0 .4892 0 .0067 0 .0348 0 .4405 0 .4875
Pp 2.5 0.1261 0 .0379 0 .4664 0 .5286 0 .0572 0 .0373 0 .4743 0.5215
Pp 2.2 0 .047 0.0346 0.4438 0 .4833 0.053 0 .0355 0 .4529 0.4971
REML REML
3
0 .0584 0.0204 0.2221 0 .2883 0 .0423 0 .026 0.2851 0 .3655
e, 1.5 0 .0154 0.0205 0 .2599 0 .2886 0 .0075 0 .0202 0.2601 0 .2837
0 7 2.2 0 .0488 0 .0242 0 .3009 0 .3409 0 .0649 0 .024 0 .304 0.337
p„ 2 - 0.1521 0.0315 0 .4472 0 .4439 - 0.1547 0 .0326 0 .4573 0 .4583
p„ 0.7 0 .0473 0 .0256 0 .3858 0 .3615 0 .0365 0 .0293 0 .3989 0 .4127
p„ 0.05 - 0 .1245 0.0265 0.3741 0 .3736 - 0.1747 0 .0279 0 .3923 0 .3925
Pp 2 - 0 .0816 0 .0379 0.4441 0 .5344 - 0.1027 0 .0342 0.4611 0.4815
p77 2.5 0 .0498 0 .0392 0 .4926 0 .5536 0 .0279 0 .0384 0.5105 0.54
pp 2.2 - 0.0651 0 .0356 0 .4573 0 .5024 - 0 .0559 0 .0366 0 .4764 0 .5156
4
Cp 0 .0878 0 .0234 0 .2299 0 .3263 - 0.0121 0 .0226 0 .2623 0 .3118
0 , 1.5 0 .048 0 .0236 0 .3244 0 .3297 - 0 .0024 0 .0229 0 .3058 0 .3167
0 7 2.2 0 .0845 0.0287 0 .3564 0 .4005 0 .0284 0 .0275 0 .3386 0 .3803
p„ 2 0 .0192 0.0318 0.4691 0 .4446 - 0 .0398 0.0301 0 .4666 0 .4165
p l7 0.7 0 .143 0 .0274 0.3971 0 .3833 0 .2063 0 .0318 0 .4135 0 .439
p„ 0.05 0 .0369 0.0325 0.4073 0.4541 0 .064 0 .0336 0 .4222 0 .4649
pp 2 0 .1758 0.0355 0 .4608 0 .4959 0.0631 0.0381 0 .4496 0 .5264
p , 2.5 0 .2874 0 .0406 0 .4995 0 .5675 0 .1454 0 .0424 0 .4907 0 .5854
p„ 2.2 0 .1487 0.0357 0 .4706 0.498 0 .0808 0.0351 0.4631 0 .4853
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Table 10.2.1.2.5a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML cp =0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
1
<P -0 .0279 0.0113 0.138 0.1593 -0 .0474 0.0168 0 .1887 0 .2365
e, 1.5 0 .0324 0.0142 0.1944 0.2 0.0483 0 .0142 0 .1956 0 .2003
0= 2.2 0 .0634 0.0161 0.2167 0.2267 0 .0814 0.017 0 .2198 0 .2394
f t ,
2 -0 .0377 0.0251 0.3728 0.3538 -0.0601 0 .0312 0 .3907 0 .4389
f t , 1.5 0 .076
0.026 0.3587 0.3657 0 .0159 0 .0254 0 .3754 0.3578
f t ,
1.2 0 .0502 0.0265 0.35 0.3735 -0.0521 0.0271 0 .3665 0.381
ß„ 0.5 0 .0454 0.0241 0 .3404 0.3398 0 .0089 0 .0232 0 .3606 0 .3269
f t , 0 .04
0 .0284 0.0245 0.3466 0.3443 -0 .0333 0.0265 0.3701 0 .3734
f t , 2 -0.041 0.0284 0 .3682 0 .3995 -0 .0382
0 .0287 0 .3914 0 .4033
ß» 2.5 0 .0606 0.0277 0.4008 0 .3894 0 .0992 0.0301 0 .4252 0 .4234
ß„ 2.2 0 .0332 0.028 0.3813 0.3941 0.0455 0.0311 0 .4038 0 .4376
ß» 2.8 0 .0646 0 .0292 0.4257 0 .4102 0 .0845 0 .034 0 .4507 0 .479
ß„ 1.5 0 .0356 0.028 0 .3532 0 .3934 0 .0344 0 .0277 0 .3753 0 .3893
REML REML
1
9 0 .0382 0 .0139 0.1631 0 .1964 0 .0384 0 .016 0.2197 0 .2233
e, 1.5 0.0291 0.0163 0 .1959 0 .2306 0 .0325 0 .0144 0 .1973 0 .2016
e. 2.2 0 .0456 0 .0182 0.2183 0 .2574 0 .074 0 .0163 0 .2214 0 .2274
ß„ 2 -0 .0304 0.0281 0.379 0 .3969 -0 .0203 0 .0298 0.4003 0 .4156
ß„ 1.5 0.084 0.0251 0 .3644 0.354 0 .0702 0 .0279 0.385 0 .39
f t ,
1.2 0 .0113 0 .0264 0.3545 0 .3729 0.0433 0 .0276 0 .3769 0 .3859
ß„ 0.5 0 .0766 0.0255 0.3458 0 .3592 0.0441 0 .0262 0 .3694 0.3661
ß„ 0.04 -0 .0559 0 .0269 0 .3556 0 .3796 -0 .0217 0 .0265 0 .3788 0 .3707
ß„ 2 -0 .0192 0.0291 0 .3804 0 .4104 -0 .0424 0.0271 0 .3967 0 .3786
ß„ 2.5 0.0985 0 .0299 0.415 0 .422 0 .0782 0 .0298 0.43 0 .4158
ß , 2.2 0 .0255 0 .0294 0.3918 0 .4154 0.0241 0.0275 0 .4093 0 .3836
ß , 2.8 0.1511 0.0335 0 .4486 0.4723 0.0965 0 .0344 0 .4592 0 .4804
ß„ 1.5 0.0711 0.0298 0 .3647 0 .4205 0 .0916 0 .0283 0 .3839 0 .3957
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Table 10.2.1.2.5a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML cp=0.5
M TU AB SE ASE SEOS AB SE ASE SEOS
9 -0 .0487 0.0168 0 .2022 0 .2369 -0 .0559 0 .0198 0.285 0 .2796
2 e, 1.5 0.0061 0.0163 0.2208 0.23 -0.0151 0 .0152 0 .2186 0 .2156
0 .
2.2 0 .0486 0.0181 0.2554 0 .2554 0.0265 0 .0179 0 .2537 0 .2525
f t ,
2 -0 .1387 0.0413 0.5435 0.5831 -0 .0723 0 .0418 0 .5534 0 .5905
f t ,
1.5 0 .1071 0 .0369 0.5283 0.521 -0 .0108 0 .0379 0 .5317 0 .5363
Pn 1.2 -0 .0385 0 .0417 0.5191 0.5885 -0 .0002 0.0411 0.5251 0.5811
P , 0.5 0 .0579 0 .0359 0 .5199 0 .5068 0 .0696 0.0381 0 .5225 0 .5386
f t ,
0 .04 -0 .0204 0.0421 0 .5384 0 .594 0 .0197 0 .0387 0.5338 0 .5476
P„ 2 -0 .0316 0.0395 0 .5456 0 .5568 -0 .0914 0 .0372 0.5631 0 .5257
P„ 2.5 0 .0894 0 .0444 0.5825 0 .626 0 .0284 0.038 0 .5959 0 .5374
P„ 2.2 0 .1023 0.0463 0.5671 0 .6536 -0 .0428 0 .0455 0.5741 0 .6437
P„ 2.8 0 .1467 0 ,0458 0 .6248 0 .6456 0 .1274 0.0437 0 .6379 0 .6183
Pa 1.5 0 .0343 0.0401 0.5265 0.5651 -0 .0283 0 .0359 0 .5404 0.508
REML REML
9 0 .0756 0 .0204 0.2635 0 .2882 0 .0264 0 .0227 0.3191 0 .3195
e, 1.5 0 .0327 0.0121 0.224 0 .1709 0 .0164 0 .0175 0 .222 0.2465
2 0= 2.2 0 .0534 0 .0156 0 .2575 0 .2205 0 .0539 0 .0186 0.257 0 .2622
f t ,
2 0 .0627 0.0417 0 .5616 0.59 -0 .006 0 .0417 0 .5643 0.587
P„ 1.5 0 .0973 0.0328 0.5339 0 .4645 0 .0505 0.0357 0 .5418 0 .5025
P„ 1.2 -0 .116 0 .0446 0.5227 0 .6313 -0 .0232 0 .036 0 .5314 0.507
P„ 0.5 0 .0279 0.0443 0 .5229 0 .6266 0 .0725 0 .0377 0 .5308 0 .5306
P„ 0.04 -0 .0499 0 .0458 0.5417 0 .6482 -0 .0603 0.045 0.553 0 .6329
P* 2 -0 .0672 0 .0374 0.5573 0 .5294 -0 .0949 0.0408 0 .5682 0 .5739
P - 2.5 0 .0999 0.0413 0.5981 0 .5845 0 .0288 0 .0429 0 .6049 0 .6036
P„ 2.2 0 .1337 0 .0483 0 .5852 0 .6834 0 .0249 0 .0462 0 .579 0 .6495
P , 2.8 0 .1 1 9 6 0.0423 0 .632 0 .5983 0 .1489 0 .0449 0.647 0 .6314
P» 1.5 0 .0851 0.0401 0 .5349 0 .5676 0 .0885 0 .0414 0.55 0 .5822
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Table 10.2.1.2.5b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML 9=0.5
M TU AB SE ASE SEOS AB SE ASE SEOS
3
9 - 0.0094 0.0116 0.1478 0.1635 - 0.0518 0 .0159 0.1941 0 .2243
e, 1.5 0 .0314 0.0128 0.1968 0.1808 - 0 .0004 0 .0143 0 .1948 0 .2017
e, 2.2 0 .0669 0.0167 0 .2267 0 .2362 0.0225 0 .0183 0 .2254 0 .2587
f t ,
2 - 0 .0206 0 .0282 0.4115 0 .3984 - 0.0888 0 .0309 0 .4229 0.4371
P„ 1.5 0.0573 0.0258 0.3858 0 .3654 - 0.0565 0 .029 0 .3958 0 .4107
f t ,
1.2 - 0 .0199 0.0283 0 .3716 0 .4009 - 0.0827 0 .0269 0 .3837 0.3801
ß„ 0.5 - 0 .0589 0.0253 0.355 0 .3579 - 0.0405 0.0261 0 .3697 0 .3687
f t ,
0.04 - 0.0438 0.0222 0.3568 0 .3138 - 0.1101 0 .0267 0 .3767 0 .3775
f t ,
2 - 0.0991 0.0275 0.4015 0.3895 - 0 .1054 0 .0289 0 .4222 0 .4092
ß» 2.5 - 0 .0434 0 .0284 0.444 0.4011 - 0.0403 0.0281 0 .462 0 .3969
ß , 2.2 - 0.0763 0.0318 0 .4162 0.4495 - 0 .0692 0.0323 0 .4359 0 .4567
ß , 2.8 0.0687 0 .0372 0 .4948 0 .5254 - 0.0686 0.0341 0 .4934 0 .4828
ß . 1.5 - 0.0437 0 .0279 0 .3777 0 .3939 - 0.0915 0.0291 0 .3948 0 .4115
REML REML
3
9 0.0422 0 .0127 0.1721 0 .1792 0 .0579 0.0185 0 .2357 0 .2608
e, 1.5 0.032 0.013 0.1981 0 .184 0.0495 0 .0132 0.2011 0 .1859
e : 2.2 0 .0519 0 .0162 0.2281 0 .2292 0 .0968 0 .0168 0.2325 0 .2358
f t .
2 - 0 .0418 0.028 0.412 0 .3966 - 0.1367 0.0305 0 .4288 0 .4285
ßn 1.5 0 .0057 0 .0262 0.387 0.3703 - 0 .0433 0 .0257 0.4091 0 .3616
ß.3 1.2 - 0 .0543 0.0283 0 .3723 0 .4006 - 0 .009 0 .0332 0 .4013 0.4671
ß , 0.5 0 .0107 0.0248 0 .3579 0.351 - 0 .0152 0 .0279 0 .3865 0 .3928
ß . 0.04 - 0.1035 0.0241 0 .3603 0.341 - 0.0953 0 .0288 0 .3932 0 .4055
ß , 2 - 0 .0162 0.0295 0 .416 0 .4178 - 0.0067 0.0281 0 .4333 0 .3953
ß , 2.5 - 0 .0289 0 .0314 0 .4537 0 .4434 0.0431 0 .0318 0 .4757 0 .4476
ß„ 2.2 - 0.005 0 .0317 0 .4292 0 .4489 - 0 .0319 0 .0307 0.443 0 .4319
ß . 2.8 0 .1152 0 .0393 0 .509 0 .5555 0 .0383 0 .0314 0 .5047 0 .4415
ß , 1.5 - 0.0063 0 .0302 0 .3884 0 .4273 0.0011 0 .0279 0.408 0 .392
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Table 10.2.1.2.5d: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p
m$
ML (p=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
9 -0.0285 0.0117 0.1411 0.159 -0 .0752 0.017 0 .1833 0 .2296
4 0, 1.5 0 .0376 0.019 0 .2339 0 .2583 -0.0461 0 .0176 0.2181 0.2375
e= 2.2 0.0482 0 .0196 0.2577 0 .2665 -0 .0417 0.021 0 .2432 0 .2839
ß„ 2 0.0138 0.0329 0 .406 0 .4458 -0 .0085 0 .0296 0.4088 0 .3989
ß„ 1.5 0.103 0.031 0 .3906 0.42 0 .1209 0 .0323 0.3955 0.4361
ß„ 1.2 0.032 0 .0286 0.3755 0.388 0.0761 0.0261 0 .3828 0 .3527
ß„ 0.5 0.0983 0 .0279 0.3665 0.3781 0.1005 0 .0314 0 .3802 0 .4233
ß„ 0.04 0.0751 0 .0294 0.3818 0 .399 0.1345 0 .0274 0 .3914 0.3693
ß„ 2 0.0048 0 .0322 0 .3982 0 .4368 -0 .089 0.0261 0 .3985 0 .3525
ß» 2.5 0.0752 0.0318 0 .4228 0 .4319 0 .0097 0.033 0.4291 0 .4445
ß» 2.2 0.083 0 .0332 0.4081 0 .4499 0 .0408 0 .0323 0 .4138 0 .4355
ß,. 2.8 0.0771 0 .0322 0 .4442 0 .4362 0.0373 0 .0362 0 .4585 0 .4882
ß* 1.5 0 .1048 0 .0286 0.3831 0 .3875 -0 .0034 0.0315 0 .3843 0 .4246
REML REML
9 0 .0526 0 .0156 0 .1728 0 .2114 0 .0476 0.0191 0 .229 0 .2619
9, 1.5 0 .0368 0 .0192 0 .2363 0 .2606 0 .0155 0 .0156 0 .2252 0 .2127
4 0= 2.2 0.0837 0 .0214 0 .2618 0 .2907 0 .0304 0.0181 0 .2509 0.2481
ß„ 2 0 .0696 0 .0316 0 .4133 0 .4283 0 .032 0 .0259 0.421 0 .3545
ß„ 1.5 0 .0947 0.0295 0 .3936 0.4001 0 .1429 0 .0254 0 .4054 0 .3468
ßo 1.2 0.0845 0.0285 0 .3834 0.3861 0.0995 0 .0323 0 .3973 0 .4413
ß„ 0.5 0 .1702 0 .0276 0 .3713 0 .3743 0 .1184 0 .0256 0 .3893 0 .3495
ß„ 0.04 0.037 0 .0286 0 .3906 0 .3879 0 .1037 0 .0323 0 .4068 0 .4412
ß„ 2 0.0735 0.0325 0 .4107 0 .4412 -0 .0679 0 .0303 0 .4172 0 .4142
ß - 2.5 0 .1839 0.0301 0 .4385 0 .4079 0 .0603 0 .0292 0 .4479 0.3991
ß„ 2.2 0 .1652 0.0348 0.421 0 .4717 0 .1232 0 .0287 0 .4343 0.3931
ß„ 2.8 0 .2039 0 .0354 0 .4659 0 .4798 0 .0915 0 .0336 0 .4759 0 .4592
ß . 1.5 0 .1693 0.0331 0 .3936 0 .4492 0 .1624 0 .0287 0 .4059 0.3921
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In the third data set, observations are values of 0, 1, 2, 3 and 4. Again 
all steps of the process are exactly the same as those for the first data set 
except that 0 , = -«>, 0O = 0 and 04 = °° , leaving 0,, 02 and 03 threshold
parameters which need to be estimated. The results are provided in the 
Tables 10.2.1.3.ij.
n=l, n=3 and n=5 (Tables 10.2.13.1a,b, 10.2.133a,b,c and 10.2.133a,b,c,d):
The conclusion is more or less the same as in the previous data set 
(y=0,1,2,3). Moreover, both ML and REML estimators of variance 
component cp are improved for all four threshold models in section 5.2 of 
chapter 5.
265
Table 10.2.1.3.1a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML (p=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
1
9 -0 .2732 0 .0002 0 .0794 0.0025 -0 .2732 0.0002 0.0795 0 .0028
e, 1.5 -0.242 0.0235 0.3395 0.3258 -0 .2186 0 .0242 0.3531 0 .3259
e, 2.2 -0.3201 0 .0249 0 .3969 0 .3462 -0 .2979 0.0273 0 .4076 0 .3677
9, 3.8 -0.6541 0 .0282 0 .5729 0.3923 -0 .5996 0.0315 0 .5839 0 .4238
P, 2 -0.323 0.0273 0.42 0 .3792 -0 .2787 0 .0314 0 .429 0.4221
P, 0.5 -0 .1725 0.0225 0.3375 0 .3124 -0 .2154 0 .0239 0 .3418 0.3221
2
9 -0 .1293 0.0151 0 .4418 0 .2019 -0 .0997 0 .0179 0 .4722 0 .2273
0 , 1.5 -0 .1074 0.0339 0.4458 0.4521 -0 .006 0 .0366 0 .4643 0 .4664
9; 2.2 -0 .1306 0 .0406 0.5297 0.542 -0 .04 0 .0464 0.5465 0 .5903
9, 3.8 0.0928 0 .0556 0.8415 0 .7416 0 .1454 0.0581 0 .8529 0 .7398
P, 2 -0.1327 0.0495 0 .6379 0 .6602 -0 .1087 0 .0617 0 .6434 0.7851
P, 0.5 -0.081 0 .0436 0 .5477 0.5813 -0 .116 0 .0428 0 .5509 0 .5446
REML REML
1
9 0.3 0 .4914 0 .0114 0 .5578 0 .1566 0.3991 0 .0098 0 .542 0.1281
9, 1.5 0 .0336 0.0195 0 .4044 0 .2679 0 .1163 0 .0286 0.4331 0 .3742
9, 2.2 0.1168 0 .0253 0.4807 0 .3473 0 .2037 0 .0357 0 .5084 0 .4669
9, 3.8 0.0455 0.0271 0.6935 0 .3732 0 .2289 0.033 0.7281 0.431
P, 2 -0 .0502 0 .0352 0 .5162 0 .4844 0 .2153 0.0351 0.5451 0 .4585
P, 0.5 -0 .0095 0 .0216 0 .4289 0 .2972 -0 .092 0 .0335 0.4305 0 .4376
2
9 0.3 1.1881 0 .0368 1.2259 0.4855 1.1728 0 .0362 1.2398 0 .4835
0, 1.5 0.1475 0 .0399 0 .5053 0 .5263 0 .1534 0 .0368 0.507 0 .4914
e, 2.2 0 .2334 0 .0502 0.599 0.6621 0 .2426 0 .0459 0 .6018 0 .6121
e, 3.8 0 .6307 0 .0639 0.9058 0 .8432 0.6145 0 .059 0.9071 0 .7873
p , 2 0.1887 0.0591 0 .7254 0 .7794 0 .1158 0 .0635 0 .7193 0 .8466
p , 0.5 0.003 0.0463 0.6291 0 .6114 0.0641 0 .0479 0 .6299 0 .6 3 8 6
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Table 10.2.1.3.1b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML cp=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
3
9 -0 .2272 0.0093 0.0877 0 .1305 -0.2231 0.0115 0 .0907 0 .1627
e , 1.5 0.0014 0.041 0 .4242 0 .5748 0.1025 0.0285 0 .454 0 .4028
0= 2.2 -0.0592 0 .0454 0 .4969 0 .6368 -0 .0899 0.0365 0.5081
0 .5158
e , 3.8 -0.8317 0.048 0.6041 0 .674 -0 .8219 0.043
0.6151 0 .6083
P. 2 -0.088 0 .0492 0.548 0 .6903 -0 .0638 0 .0434 0 .5633 0 .6136
P, 0.5 -0.1108 0 .0328 0 .3859 0.461 -0 .114 0 .0332 0.3758 0.47
4
9 -0 .1714 0.0163 0 .1473 0.2215 -0 .2025 0 .0136 0 .1316 0 .1783
0 , 1.5 -0 .0889 0 .0272 0 .4332 0.37 -0 .0607 0.035 0.4451
0 .4587
e , 2.2 -0 .1279 0.0321 0 .4973 0 .4369 -0 .0898 0 .0414 0 .5104
0 .5426
e , 3.8 -0.037 0 .0462 0 .7612 0 .6279 0.082 0.053
0.7911 0.695
P. 2 -0.0816 0.038 0 .5156 0 .5166 -0 .0499 0 .0509 0.5235 0 .6669
P= 0.5 -0 .0862 0 .0259 0 .3577 0 .3517 -0 .0905 0.0291 0 .3623 0 .3813
REML REML
3
9 0.1045 0.0245 0 .4006 0 .3384 0 .0618 0 .0179 0 .3989 0 .2528
0 , 1.5 0.1271 0 .0329 0 .4652 0.455 0 .1632 0 .0379 0 .4907
0 .5359
0: 2.2 0.129 0 .0403 0.5483 0 .5572 0.1787 0 .0398 0 .5712 0.5631
9 , 3.8 -0 .4126 0.0453 0 .6837 0 .6264 -0 .4256 0 .0445 0 .6932 0.63
P, 2 0.078 0.0468 0 .5983 0 .6472 0.0231 0 .0439 0 .6063 0 .6202
P , 0.5 -0 .2122 0.0311 0 .4099 0 .4299 -0 .2128 0 .0307 0 .4273 0.4345
4
9 0.3 0.301 0.0298 0 .4924 0.397 0 .2057 0.0291 0 .4492 0.3931
e , 1.5 0.1361 0 .0338 0.4955 0.45 0 .0826 0 .0343
0 .4787 0 .4637
0 ; 2 .2 0.1977 0 .0412 0.5665 0 .5484 0.137 0 .0426 0 .5513
0 .5759
e , 3.8 0 .3709 0.0521 0 .8162 0 .6928 0 .3938 0 .0539
0 .8262 0 .7287
P. 2 0.2957 0.0473 0 .6037 0 .6289 0 .2652 0 .0449 0 .5937 0 .6077
P . 0.5 0 .1029 0.0307 0 .4308 0 .4089 0 .0915 0.033 0 .4125 0 .446
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Table 10.2.1.3.3a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML 9=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
1
<p 0.0015 0.0151 0 .1762 0.2135 -0 .0205 0 .0166 0 .1657 0 .2349
e, 1.5 0.0271 0.0202 0.2593 0.2863 0.0004 0.0211 0 .2539 0 .2984
e ; 2.2 0 .0576 0.0249 0 .2896 0 .3524 0.0341 0.0261 0 .2842 0 .3688
e, 3.8 0 .0918 0.0351 0.398 0 .4959 0.0397 0 .0376 0 .3942 0 .5322
ß„ 2 -0 .0816 0 .0306 0 .3994 0 .4322 -0 .076 0 .0294 0 .3914 0 .4158
ß„ 0.7 0 .0216 0 .0252 0.3593 0.3557 0 .0796 0 .0249 0 .352 0 .3522
ß„ 0.05 -0 .0099 0.0275 0.36 0.389 -0 .0052 0 .026 0.35 0 .3682
ß„ 2 -0 .0396 0 .0302 0.3921 0 .4267 -0 .0206 0.0311 0 .3939 0 .4392
ß» 2.5 0.1257 0.0357 0 .4193 0 .5054 0 .054 0 .0372 0 .416 0 .5258
ß» 2.2 0 .069 0.0333 0 .4044 0 .4708 -0 .0788 0.0331 0 .3995 0 .4677
2
9 0.0173 0.0251 0.276 0 .3478 -0 .0105 0 .024 0 .2572 0 .3295
e, 1.5 -0 .0166 0 .0236 0.2855 0 .3272 0 .0039 0 .0193 0 .2846 0 .2647
e, 2.2 -0.0301 0.0293 0.328 0.4061 -0 .0205 0.023 0 .3265 0 .3155
0, 3.8 0.0431 0 .0396 0.4427 0 .5486 0.0485 0 .0317 0 .444 0.435
ß„ 2 -0 .0959 0.0427 0.5638 0.5923 -0 .1678 0.0401 0 .5526 0 .5494
ß„ 0.7 0 .066 0 .0399 0 .5319 0 .5526 0 .1452 0.0401 0.525 0 .5503
ß» 0.05 -0 .0199 0.0404 0 .5413 0 .5592 -0.0491 0 .0373 0 .5327 0 .5112
ß» 2 -0.0221 0.045 0 .5562 0 .6233 -0 .1767 0 .0398 0 .5489 0 .546
ß» 2.5 0 .1613 0 .0484 0 .5854 0.6707 0.1498 0.0425 0.583 0.583
ß . 2.2 0 .0263 0.0481 0 .5638 0 .6659 0 .0284 0 .0436 0 .5628 0 .5979
REML REML
1
9 0.3 0 .0918 0.018 0 .2124 0 .2546 0 .0229 0 .0156 0 .1883 0 .2212
0, 1.5 0 .0015 0 .0194 0 .2592 0 .2747 -0 .0138 0 .0199 0 .2558 0 .282
0= 2.2 0.0415 0.0242 0 .2904 0 .3428 0 .0143 0 .0232 0 .2855 0 .3277
03 3.8 0 .1197 0.0331 0 .3959 0 .4686 0 .0708 0 .032 0 .3908 0.4521
ß„ 2 -0.082 0 .0316 0 .4134 0 .4476 -0 .0137 0 .0297 0.4 0 .4205
ß„ 0.7 0 .0376 0.0265 0 .3756 0.3745 0 .1572 0 .0266 0 .3614 0 .3757
ß„ 0.05 -0 .0743 0 .0302 0 .3813 0 .4265 0 .0336 0 .0243 0 .3562 0 .3432
ß» 2 0 .0042 0 .0299 0 .3979 0 .4224 0 .0067 0 .0336 0 .3977 0 .4749
ß» 2.5 0 .1456 0 .0339 0 .4246 0.4795 0 .1166 0 .0349 0 .4223 0 .494
ß , 2.2 0 .0784 0.0307 0 .4088 0 .4337 -0 .0004 0 .0326 0 .4056 0 .4604
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Table 10.2.1.3.3b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML <p=0.3 ML (p=0.5
M TU AB SE ASE SEOS AB SE ASE SEOS
9 - 0.0353 0 .0154 0.1637 0 .2179 0 .0056 0 .0193 0 .1752 0 .2736
3 e, 1.5 0.0014 0 .0199 0.2615 0.2815 0.0304 0 .0204 0 .2609 0 .289
e. 2.2 0.025 0.0237 0 .3018 0 .3349 0 .0852 0 .0268 0 .3028 0.3791
e, 3.8 - 0.0259 0 .0329 0 .4323 0 .4658 0 .0242 0 .036 0 .4423 0.5091
f t ,
2 - 0.121 0.0314 0.4318 0 .4437 - 0.1463 0 .0297 0 .4224 0 .4196
P„ 0.7 - 0.0303 0 .0286 0 .3769 0.4045 0.002 0 .0262 0.3717 0 .3706
P„ 0.05 - 0.0675 0.0281 0 .3649 0 .3968 - 0.0772 0 .0248 0.3585 0 .3508
P„ 2 - 0.0472 0.032 0 .4214 0 .4524 - 0.0861 0 .0299 0 .426 0 .4234
P= 2.5 0.1124 0.0349 0 .4578 0 .4938 0.0585 0 .0332 0 .4593 0 .4695
P> 2.2 - 0.0104 0.0347 0 .432 0.4911 0.0291 0 .0343 0 .4427 0 .4855
REML REML
9 0.1028 0.0295 0 .3257 0 .4087 0 .1339 0 .0292 0 .3497 0 .3985
2 e , 1.5 - 0.033 0 .0207 0.2855 0 .2873 0.0001 0 .022 0 .2869 0 .3003
0, 2.2 - 0.0166 0 .0272 0 .3302 0 .3774 - 0 .0054 0 .0266 0 .3299 0 .3623
e, 3.8 0.0561 0 .0349 0 .4432 0 .4832 0.0751 0 .0337 0.4447 0 .459
f t , 2 - 0.1317 0 .0379 0.573 0 .5248 - 0.0775 0 .0417 0 .5597 0 .5686
P„ 0.7 - 0.0201 0 .0399 0.5515 0 .5532 0 .156 0.04 0.532 0 .5455
P„ 0.05 - 0.0112 0 .0419 0.5553 0.5803 - 0.0061 0 .046 0.543 0 .6279
f t , 2 - 0 .0716 0.0421 0.551 0.583 - 0.0638 0 .0417 0 .5702
0 .5682
* P» 2.5 0 .1102 0 .0429 0.5791 0 .5949 0 .1467 0 .0496 0 .5965 0 .6765
P . 2.2 0.0798 0 .0463 0 .5616 0 .6418 0 .0196 0.0421 0 .5746 0 .5746
9 0.3 0.0325 0 .0194 0.205 0 .2734 0 .0569 0 .019 0 .2109 0 .2694
3 9 , 1.5 - 0.0388 0 .0196 0 .2596 0.2771 - 0 .0323 0 .0209 0 .2542 0 .295
e. 2.2 - 0.0039 0 .0222 0.3015 0 .3136 - 0 .0116 0 .0222 0.2943 0 .3133
e ,
3.8 0 .0162 0 .0356 0 .4413 0 .5027 0.033 0 .0325 0.448 0 .4599
f t , 2 - 0 .1754 0.031 0 .439 0 .4378 - 0 .126
0 .0303 0 .4375 0.4291
P„ 0.7 - 0.1109 0 .0279 0.3847 0 .3932 0 .0572 0 .0264 0 .3867 0 .3734
P» 0.05 - 0.1383 0.027 0.3775 0 .3807 - 0.0624 0.0261 0.3741 0 .3688
P , 2 - 0.102 0 .0339 0.4248 0 .4788 - 0.1721 0 .0273 0.4191 0 .3858
ß B
2.5 0 .0828 0.0351 0 .4618 0 .4956 0 .0595 0 .0346 0 .4606 0 .4888
P» 2.2 0 .016 0.0361 0 .4397 0 .5094 - 0 . 1 1 1 0 .0332 0 .4317 0 .4701
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Table 10.2.1.3.3c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p=0.3 ML <p=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
4
9 -0 .0453 0.0161 0 .1606 0 .2232 -0 .0787 0 .0157 0.146 0 .2174
e , 1.5 -0.0301 0 .0252 0 .3054 0.3495 0 .0214 0 .0247 0.3163 0.3421
e , 2.2 -0 .0275 0.0269 0.336 0 .3729 -0.0001 0.0285 0.345 0 .3953
e, 3.8 0.007 0 .0349 0.4293 0 .4837 0 .0462 0.0361 0 .4407 0 .4995
f t ,
2 -0 .0524 0.0344 0 .4394 0 .4766 0 .0433 0 .0343 0 .4474 0 .4759
f t , 0.7 0 .057 0.0293 0.3775
0 .4053 0.1485 0 .0318 0.3761 0 .4403
f t , 0 .05 -0 .0398 0 .0343
0 .3952 0 .4755 0 .0874 0 .0346 0 .3797 0 .4794
f t , 2 -0 .0385 0.0318 0 .4284 0.4407 -0 .0493
0.0375 0.4391 0 .5194
ß„ 2.5 0 .1273 0.0404 0.4557 0 .5602 0.0871 0 .0437 0 .4615 0 .6058
P - 2.2 0 .0432 0 .0359 0 .4412 0.4971 0 .0402 0 .0419 0 .4512 0 .5804
REML REML
4
9 0 .0526 0 .0176 0 .2096 0 .2469 0 .0516 0 .0177 0 .204 0.2481
9, 1.5 0 .0553 0 .0246 0 .3243 0 .3457 -0 .0348 0 .0217 0 .3016 0 .304
0 , 2.2 0 .0832 0 .0286 0 .3562 0.4017 -0 .0322 0 .0269 0 .3338 0 .3768
e, 3.8 0 .1352 0.0348 0.4471 0 .4879 0 .0597 0 .0357 0 .434 0.5001
f t , 2 0.0371 0.0343 0 .4618 0 .4815
0 .0094 0 .0355 0 .4432 0.4965
Po 0.7 0 .1302 0.0298 0 .3918 0 .4188 0 .1527 0 .0259 0 .384 0 .3623
Po 0.05 0 .0209 0 .0282 0 .3982 0 .3959 0 .059 0 .0282 0 .3904 0 .3943
f t , 2 0 .12 0 .0334 0 .456 0 .4686 -0 .0498
0 .0349 0 .4417 0.488
ß„ 2.5 0 .3352 0.0398 0.4841 0 .5583 0 .1469 0 .0423 0.468 0 .5926
ß„ 2.2 0 .2023 0.0355 0.4681 0 .4988 0 .0999 0 .0378 0.455 0 .5287
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Table 10.2.1.3.5a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp=0.3 ML cp=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
9 -0 .024 0.0105 0.1331 0 .1479 0.0023 0 .0098 0 .1407 0.138
1 e, 1.5 0 .0167 0 .0146 0.1928 0 .2059 0 .0264 0 .0145 0 .1956 0 .2054
0= 2.2 0 .0383 0.015 0.2148 0 .2124 0.041 0 .0172 0.2175 0.2438
e, 3.8 0 .0285 0.0217 0.295 0.3065 0.079 0.0235 0 .3015 0.3323
ß„ 2 -0 .0404 0.0263 0 .3644 0.3725 -0 .0247 0 .0286 0.3687 0 .4047
PB 1.5 0 .0435 0.0263 0 .3557 0.3717 0 .0886 0 .029 0 .3599 0 .4102
ßo 1.2 -0 .0083 0.0251 0 .3486 0 .3552 0 .0429 0 .0288 0 .3532 0.407
P« 0.5 0 .0524 0 .0247 0.3425 0 .3496 0 .0563 0 .0243 0 .3457 0 .3436
ß„ 0.04 -0 .0052 0 .0256 0 .3514 0.3627 -0 .0092 0 .0266 0 .3553 0.3761
p„ 2 -0 .0507 0 .0242 0.3571 0.3421 0 .0059 0 .0288 0.3631 0 .4073
P» 2.5 0 .0153 0 .0228 0 .3727 0.323 0.0893 0.0271 0 .379 0 .3837
P» 2.2 0 .0319 0.0281 0 .3653 0 .3968 0 .0374 0 .0297 0 .3695 0 .4197
ß* 2.8 0 .0755 0 .0282 0 .3854 0 .3992 0.0893 0.0295 0 .3893 0.417
ß:s 1.5 0 .052 0.0257 0 .3488 0.3635 0 .0174 0 .0274 0 .352 0 .3873
REML REML
9 0 .0467 0 .0144 0 .1579 0.203 0 .064 0 .0116 0.163 0 .1636
1 0 , 1.5 0 .0219 0 .0149 0 .1942 0 .2114 0 .0319 0 .0148 0 .1942 0 .2079
0 2 2.2 0 .0525 0 .0175 0 .2168 0 .2474 0 .0517 0 .0167 0.2165 0.235
e, 3.8 0 .078 0.0245 0.3011 0.3461 0 .0784 0 .0254 0 .3028 0 .3573
ß„ 2 -0 .0263 0.0295 0 .3706 0 .4175 0 .0144 0 .0286 0.3695 0 .4018
ß„ 1.5 0 .053 0.0253 0.3611 0 .3576 0 .0906 0.023 0 .3598 0.3241
ß„ 1.2 0 .0 4 2 2 0 .0287 0.3555 0 .4058 0 .0253 0.0271 0 .3533 0 .3807
ß , 0.5 0 .0155 0.0255 0 .3488 0 .3606 0 .0613 0 .0253 0 .3468 0 .3566
ß„ 0.04 0 .0089 0 .0242 0 .3569 0 .3422 -0 .0063 0 .0255 0.3551 0 .3583
ß„ 2 -0.0041 0.0261 0.367 0 .3697 -0 .0053 0 .0288 0 .3732 0 .4048
ß a 2.5 0 .0515 0 .0256 0 .3823 0 .3619 0 .0947 0 .0288 0 .3897 0.4055
ß» 2.2 0 .0153 0.029 0.3731 0 .4108 0.0081 0 .0302 0.3791 0 .4254
ß . 2.8 0 .0949 0.0301 0 .394 0.4261 0 .0604 0 .0313 0 .3989 0 .4399
ß . 1.5 0 .0199 0.0257 0.3565 0 .3629 0 .0008 0 .0273 0 .3627 0.3841
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Table 10.2.1.3.5b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp=0.3 ML (p
•odII
M TU AB SE ASE SEOS AB SE ASE SEOS
9 0.0034 0.0185 0 .2147 0.2607 0.0452 0 .0198 0.2363 0 .2799
2 e, 1.5 0.0294 0 .0159 0 .2216 0 .2236 0.028 0 .0184 0.221 0 .2602
0, 2.2 0.0506 0.0188 0 .2549 0 .264 0 .0514 0 .0217 0 .2542 0 .3064
e, 3.8 0.0423 0.0254 0.3397 0 .3579 0 .0767 0.029 0 .3412 0 .4085
P„ 2 - 0.1052 0.0419 0 .5366 0 .5893 - 0.0645 0 .0434 0.5373 0 .6126
P„ 1.5 0.0373 0.0333 0.5241 0 .4684 0.1381 0 .0362 0 .5277 0.5111
P„ 1.2 - 0.0223 0.0439 0.5237 0 .6173 - 0 .0529 0.0385 0 .5196 0 .5424
P h 0.5 0.0201 0.0364 0 .5194 0 .5123 0 .0926 0 .0354 0 .5173 0 .4998
P„ 0.04 - 0.034 0.0402 0.5357 0 .5656 - 0.0021 0 .0377 0 .5368 0 .5313
ß„ 2 - 0.0268 0.0432 0.5301 0 .6083 - 0.078 0 .0374 0 .5289 0 .5276
Pn 2.5 0.1278 0.0371 0 .5448 0 .5222 0 .0848 0 .0369 0.548 0 .5204
P , 2.2 0.0363 0 .0396 0 .5334 0 .5578 - 0.0277 0 .0393 0 .5397 0 .5549
P » 2.8 0 .1202 0 .0402 0 .5576 0 .5656 0 .0748 0 .0443 0 .5609 0 .6248
P - 1.5 - 0.048 0.0352 0 .5143 0.495 0.0891 0 .0414 0 .5217 0 .5843
REML REML
9 0.0753 0.0217 0.2538 0.3045 0 .086 0 .0198 0 .264 0 .2778
9, 1.5 0 .0092 0.0165 0 .2202 0 .2318 0.0088 0 .0146 0 .2202 0 .2044
2 6= 2.2 0.0185 0 .0186 0 .2533 0 .2606 0 .0473 0.0187 0 .2544 0 .2615
e. 3.8 0.0857 0.027 0.3423 0.3788 0 .0648 0.0263 0 .3398 0 .3683
P„ 2 - 0.1292 0 .0433 0 .5397 0.6081 - 0.0455 0 .0398 0 .5423 0 .5567
P» 1.5 0.0891 0.038 0 .5298 0 .5333 0 .0758 0 .0417 0 .5273 0 .5842
P . 1.2 - 0.0323 0.0393 0 .5239 0.551 - 0.0638 0 .039 0 .5285 0 .5466
ß , 0.5 0 .1086 0.0411 0.5241 0 .5772 0 .096 0 .0363 0 .5224 0 .5089
ß„ 0.04 - 0.001 0 .0392 0.5377 0 .5497 0 .0446 0 .0394 0 .5352 0 .5522
ß , 2 - 0.0323 0 .0389 0.5301 0 .5466 - 0.0508 0.041 0 .5382 0 .5737
ß* 2.5 - 0.0115 0.0374 0 .5425 0 .5245 0 .0582 0.037 0.5485 0 .5176
ß:! 2.2 0 .0132 0.0397 0 .5348 0 .5578 0 .0114 0 .0389 0 .5386 0 .5444
K 2.8 0 .1502 0 .0393 0 .5596 0 .552 0 .1076 0 .0406 0 .5603 0 .568
h 1.5 0 .0023 0 .0369 0 .5162 0 .5185 0 .0694 0 .0388 0 .5238 0 .5426
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Table 10.2.1.3.5c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp=0.3 ML 9=0.5
TU AB SE ASE SEOS AB SE ASE SEOS
3
<P - 0.0077 0 .0136 0.141 0.1923 - 0.0285 0.0113 0 .1363 0.1601
e, 1.5 - 0.0008 0.0138 0 .1952 0.1947 0 .0082 0 .0136 0.195 0 .192
e, 2.2 0.0225 0 .0172 0.2248 0.2425 0 .0254 0 .0168 0.2241 0 .2378
0 , 3.8 0 .0416 0.03 0 .3554 0.4235 0.0571 0 .0274 0 .3542 0 .3868
f t , 2 - 0.0958 0.0281 0 .3903 0.3959
- 0.0709 0 .0297 0 .3919 0 .4206
P . 1.5 - 0.0195 0 .0266 0.374 0 .3749 - 0.0313 0 .0254 0 .3728 0 .3596
P„ 1.2 - 0.0831 0.0254 0 .3654 0 .3579 - 0.0785 0 .029 0 .3644 0 .4103
P - 0.5 -0 .0672 0.0268 0 .3532 0.3777 - 0 .0322 0 .0243 0 .3518 0.3441
P» 0.04 - 0.1555 0.0243 0.3578 0 .3432 -0.067 0 .0237 0 .3533 0 .3357
P» 2 - 0 .0439 0.0281 0.3913 0.3958 - 0.0824 0 .0316 0 .3886 0 .4476
Pn 2.5 - 0.0518 0.0267 0 .4109 0.377 0.0231 0 .0239 0 .4134 0 .3387
P» 2.2 - 0 .0382 0.0305 0 .3989 0.4307 - 0 .0294 0.0293 0.398 0 .4147
ß » 2.8 - 0.0107 0 .0318 0 .4303 0.4485 0.0461 0.0301 0 .4288 0 .4257
P - 1.5 - 0.0455 0.0277 0 .3749 0.3911 - 0.0033 0 .0242 0 .3726 0 .3427
REML REML
3
9 0.0515 0 .0143 0.1678 0 .2022 0 .0729 0 .0129 0 .1744 0 .1816
0, 1.5 0 .0366 0 .0142 0.1981 0 .2007 0 .0268 0 .0149 0.1991 0 .2106
0 , 2.2 0 .0682 0.017 0 .2286 0.2397 0 .0577 0 .018 0 .2294 0 .2533
0 , 3.8 0 .146 0 .0269 0.3715 0 .3799 0 .1236 0.0281 0.3611 0 .3967
f t , 2 -0 .1076 0 .0306 0.398 0.4315 - 0 .0044 0.0301
0 .4022 0 .4247
P„ 1.5 -0.0061 0.0255 0 .3827 0.3597 0.0273 0 .0247 0 .3854 0 .3478
P» 1.2 - 0 .0669 0 .0266 0 .3733 0 .3746 - 0 .0544 0 .0297 0 .3748 0 .4196
ß„ 0.5 - 0.0535 0 .026 0 .3605 0 .3672 - 0.0401 0 .0244 0.3611 0 .3447
f t , 0.04 - 0 .0922 0 .0262 0 .3649 0 .3699
-0.0984 0 .0256 0 .3656 0 .3607
f t , 2 - 0.0601 0.0285 0.399 0 .4016 0.0011 0 .0297
0 .4059 0 .4192
ß » 2.5 0 .0657 0.0271 0 .424 0 .3824 0 .0378 0 .0292 0.4251 0 .4116
ß . 2.2 -0.0171 0 .0289 0 .4065 0 .4082 0 .0183 0 .0327 0 .4119 0 .4616
ß , 2.8 0 .0673 0.0283 0.4395 0 .3993 0 .1126 0.0331 0 .4452 0 .4663
ß B 1.5 - 0 .0469 0 .0273 0.3811 0.3847 - 0.0173 0 .0252 0 .3862 0 .3554
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Table 10.2.1.3.5d: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp=0.3 ML 9=0.5
M T U AB SE A SE SEO S AB SE A SE SEO S
4
9 -0 .008 0.0129 0.1411 0.1821 -0.0051 0.011 0 .1432 0 .154
0, 1.5 0.008 0.0171 0.2315 0 .2408 0.023 0 .0197 0 .2296 0.2745
9= 2.2 0.0208 0 .0194 0 .2555 0 .2739 0 .0774 0 .0228 0 .2557 0 .3177
9, 3.8 0 .0336 0.0229 0 .3266 0 .3229 0 .0754 0 .0282 0 .3286 0 .3936
ß.. 2 -0.0095 0 .0314 0 .3997 0 .4429 0 .0697 0 .0385 0.399 0 .5379
ß n
1.5 0.1301 0 .0299 0 .3882 0 .4217 0 .0742 0 .0312 0.385 0 .4356
ßn 1.2 0.0383 0 .0292 0 .3759 0.4121 -0 .0019 0 .0319 0 .3747 0 .4458
ß,. 0.5 0 .1244 0 .0259 0.3655 0 .3659 0 .1003 0 .0318 0 .3654 0 .444
ß„ 0.04 0 .0626 0.0298 0 .3856 0.4205 0 .0666 0 .0302 0.3831 0 .4224
ß „ 2 0 .0394 0.029 0 .3962 0 .4092 0 .0037 0 .0353 0 .3963 0 .4934
ß * 2.5 0 .1469 0 .0284 0 .4114 0 .4013 0 .2056
0 .0357 0 .4133 0 .4988
ßa 2.2 0.0945 0.0295 0 .4016 0 .4158 0.1335 0 .0332 0 .4042 0.4631
ß» 2.8 0 .1667 0.0321 0 .4204 0 .4522 0 .1915 0 .0344 0 .4214 0 .4806
ß » 1.5 0.1181 0 .0268 0 .3813 0 .3783 0.0721 0.03 0 .3826 0 .4183
REML REML
4
9 0.3 0 .0546 0 .0153 0 .1684 0 .2154 0 .0662 0.0131 0 .1723 0.1845
e, 1.5 0 .0234 0 .0162 0 .2318 0 .2283 0 .0632 0 .018 0 .244 0 .2537
9« 2.2 0 .0697 0.019 0.2571 0 .2686 0 .1047 0 .0199 0 .2689 0 .2808
9, 3.8 0 .0775 0 .0229 0 .3289 0 .3236 0.1571 0 .0248 0 .3417 0.3491
ß „ 2 0.037 0 .0284 0.403 0 .4008 0 .1032 0 .0356
0 .4134 0 .5022
ß B
1.5 0 .1804 0.0291 0 .392 0 .4109 0 .1937 0 .029 0 .4008 0 .4093
ß „ 1.2 0 .0828 0.0288 0 .3789 0 .4056 0 .1889 0 .0335 0.391 0 .4719
ß , 0.5 0 .1216 0 .0274 0.3685 0 .3863 0 .1086 0 .0279 0.3761 0 .3939
ß „ 0.04 0 .0977 0.0281 0 .3842 0 .3959 0 .0596
0 .0276 0 .3883 0 .3889
f t , 2 0 .0659 0.0307 0 .4027 0 .4333 0 .1168 0 .032 0 .4153
0 .4517
ß .
2.5 0 .1548 0.0301 0 .417 0 .4248 0 .2159 0 .0324 0.4295 0 .4565
ß„ 2.2 0 .1294 0.03 0 .4096 0.423 0 .1819 0 .0327 0 .4212 0 .4618
ß »
2.8 0 .1622 0.0327 0 .4254 0 .4607 0 .1693 0 .0313 0.4371 0.4415
ß :5 1.5 0 .0973 0 .0287 0 .3874 0 .4043 0 .1578 0 .0282 0.4 0 .3975
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10.3 THE TWO COMPONENTS
For longitudinal models in section 7, a second random component is 
introduced to allow for a possible increase in variance. Now, this model is 
investigated in detail through simulation results. The model for the rj. is
given by
10.3.1 T) = Br> + u  + z  u,
where u u, u 2. are independent normal variables with zero means and variances 
cp,, cp2 respectively and zt =0, t=l ; z = l, t=2,3,...,n. For n=3, n=5, and for 
each of the threshold models given in section 5.2 of chapter 5, again three 
different data sets are generated. The simulation results are presented in the 
tables 10.3.2.1.ij for cp, = 0 .5 , cp2 = 0.3 and cp, = 1 ,  cp: =0.3 .
n=3 andn=5 for y=0,1,2 (Tables 10.3.2.1.3a,b and 10.3.2.1.5a,b,c,d):
The results of the simulations show that the ML estimators of 
parameters and variance components cp,, cp2 are negatively biased. The
REML method reduces such biases and the biases of REML estimators are often
individually not significant and the relative magnitudes of the parameters are 
preserved in the estimates. As the variances, cp, and cp2 , of variance
components increases, the biases of estimators of parameters and variance 
components cp,, cp2 tends to increase in both ML and REML methods. The
average of asymptotic standard error of estimators (ASE) agree quite closely 
with the standard error over simulations in both ML and REML methods for all 
four threshold models in section 5.2 of chapter 5. The biases of ML and REML
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estimators of variance components 9, and 9 , are reduced by increasing the
number of observations for each subject. Indeed the biases of estimators 
9 t and 9 , are not significant for some threshold models.
276
Table 10.3.2.1.3a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML CD. =  O . f )  , ( 0 .  = 0.3 ML CO. =  1 ,  CD, =  0 .3
M TU AB SE ASE SEOS AB SE ASE SEOS
<P, - 0.152 0.018 0.245 0 .252 - 0.386 0.028 0.339 0.394
1 9, - 0.115 0.018 0.201 0.255 - 0.103 0.02 0.228 0.284
0 , 1.5 - 0.051 0.018 0.242 0.253 - 0.07 0.017 0.243 0 .236
P„ 2 - 0.215 0.027 0.42 0.373 - 0.268 0.029 0.445 0 .406
p „ .7 0.055 0.027 0.383 0.369 0.015 0.027 0.414 0.38
P„ 0.05 0.025 0.023 0.38 0 .326 0 .032 0.028 0.413 0.391
P„ 2 - 0.17 0.027 0.423 0.379 - 0.24 0 .032 0 .444 0.443
P„ 2.5 - 0.163 0.035 0.497 0.493 - 0.217 0.033 0 .514 0.453
P„ 2.2 - 0.187 0.034 0.459 0.467 - 0.212 0 .039 0 .486 0.537
2 9, - 0.116 0.031 0.377 0 .424 - 0.324 0.038 0.537 0.53
9, 0.05 0.037 0.418 0.51 0 .016 0.037 0 .384 0.511
e, 1.5 - 0.074 0.021 0.278 0.29 - 0.079 0.02 0 .279 0.274
p„ 2 - 0.209 0.044 0.609 0.608 - 0.275 0.038 0 .606 0 .534
p„ .7 0.09 0.041 0.57 0.558 0 .066 0.038 0.575 0.533
P„ 0.05 - 0.035 0.05 0.58 0.685 0.009 0.041 0.577 0.568
p„ 2 - 0.185 0.047 0 .602 0.64 - 0.204 0.048 0 .629 0.671
p„ 2.5 - 0.131 0.048 0 .679 0.658 - 0 .082 0 .046 0.708 0.637
p . 2.2 - 0.138 0.048 0 .642 0.663 - 0.201 0.047 0 .659 0 .649
REML REML
9, - 0.098 0.023 0.288 0.31 - 0.222 0.03 0.41 0 .419
1 9 ? 0.029 0 .026 0.325 0.353 - 0.041 0 .024 0 .284 0.339
0, 1.5 0.004 0.021 0.255 0 .282 - 0.033 0.018 0.251 0.254
P„ 2 - 0.055 0.031 0.44 0.428 - 0.159 0 .032 0.47 0.447
Pp .7 0 .106 0 .026 0 .404 0 .362 0 .014 0 .029 0.437 0.408
P„ 0.05 0 .022 0.027 0.4 0 .366 0.017 0.031 0 .439 0.438
p„ 2 - 0.1 0 .034 0 .439 0.461 - 0.197 0.031 0 .464 0.428
p„ 2.5 - 0.033 0.037 0.531 0.508 - 0.135 0 .036 0.545 0.503
P„ 2.2 - 0.077 0.035 0 .489 0 .482 - 0.192 0.038 0 .506 0.531
9, 0.005 0.037 0.463 0.511 - 0.09 0.05 0.665 0 .706
2 9 ? 0.125 0.043 0.527 0 .594 0.18 0.047 0 .596 0.663
0, 1.5 0.031 0.023 0.291 0.31 0 .009 0.021 0 .293 0.295
P„ 2 - 0.135 0.044 0 .604 0.603 - 0.159 0 .049 0.643 0 .692
Pp .7 0.197 0.038 0.571 0 .519 0.163 0 .042 0.615 0.587
P„ 0.05 - 0.05 0 .039 0.573 0.535 - 0.027 0.047 0.621 0 .668
P„ 2 - 0.083 0 .046 0.625 0.63 - 0.155 0 .042 0 .628 0 .584
P„ 2.5 0.033 0.05 0 .719 0 .686 0.043 0.051 0 .729 0 .719
P„ 2.2 - 0.029 0 .054 0 .676 0 .739 - 0 .136 0.045 0.673 0.628
277
Table 10.3.2.1.3b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p, = 0.5 , (p, = 0.3 ML (p, = 1 , <p, = 0.3
M TU AB SE ASE SEOS AB SE ASE SEOS
3
<P, - 0.119 0.023 0.277 0.323 - 0.332 0.029 0.377 0 .416
<P? - 0.089 0.023 0.224 0.325 - 0.104 0.021 0.238 0.291
0, 1.5 - 0.061 0.019 0.248 0.262 - 0.095 0.019 0.245 0 .262
f t , 2 - 0.187 0.037 0.484 0.517 - 0.32 0.033 0 .494 0 .469
P„ .7 0 0 .029 0.411 0.405 - 0.115 0 .029 0.433 0.415
p„ 0.05 - 0.103 0.03 0.398 0.416 - 0.066 0.034 0.431 0 .474
p„ 2 - 0.241 0 .036 0.479 0.502 - 0.347 0.037 0.493 0.528
p„ 2.5 - 0.178 0.038 0.567 0.525 - 0.21 0 .046 0 .592 0 .649
P„ 2.2 - 0.196 0.041 0.525 0.571 - 0.329 0.04 0 .532 0 .572
4
<P, - 0.247 0.017 0.194 0.218 - 0.521 0 .019 0.28 0.263
9, - 0.149 0.017 0 .176 0.219 - 0.222 0.011 0.118 0.151
0, 1.5 - 0.147 0.018 0 .264 0.238 - 0.22 0.018 0.24 0 .249
P„ 2 - 0.197 0.028 0.43 0.369 - 0.282 0.031 0.433 0.417
p P .7 0 .064 0.03 0 .386 0.387 0.043 0.027 0 .396 0.367
p„ 0.05 0.082 0.031 0.398 0.403 0.112 0.03 0 .406 0 .399
P„ 2 - 0 .236 0.032 0.42 0.423 - 0.416 0.031 0 .42 0 .412
P„ 2.5 - 0.34 0.028 0 .476 0.37 - 0.438 0.03 0.485 0.405
P„ 2.2 - 0.29 0.03 0.445 0.395 - 0.405 0 .032 0.448 0.43
REM L R EM L
3
<P, 0.1 0 .036 0 .374 0.507 - 0.153 0 .039 0.477 0 .554
<P7 - 0.003 0 .029 0.302 0.407 0 .032 0 .029 0.384 0.415
0, 1.5 0.023 0 .019 0.259 0.267 - 0.008 0.021 0.258 0.291
P„ 2 - 0.185 0.034 0.491 0.474 - 0 .212 0 .034 0.518 0 .479
P„ .7 - 0.021 0 .032 0 .436 0.445 - 0.013 0 .034 0 .469 0.48
Pn 0.05 - 0.045 0.028 0 .426 0.39 - 0.073 0.03 0.463 0 .422
P„ 2 - 0 .182 0.035 0.5 0.497 - 0.271 0 .037 0.507 0 .519
P„ 2.5 - 0.085 0.043 0.591 0.601 - 0.123 0.048 0.613 0.67
P„ 2.2 - 0.213 0.037 0.538 0.525 - 0.271 0.043 0 .556 0.603
4
<P, - 0.145 0 .019 0 .262 0.248 - 0.437 0 .029 0.341 0 .376
9 ? - 0.095 0 .022 0 .232 0 .276 - 0.069 0 .026 0.27 0.343
e, 1.5 - 0.054 0.021 0.278 0.263 - 0.121 0 .022 0 .262 0 .287
P„ 2 - 0.101 0 .032 0.451 0.415 - 0.19 0 .036 0.461 0.471
Pp .7 0 .112 0.031 0.403 0.4 0.094 0 .029 0 .429 0.383
Pn 0.05 0 .102 0 .032 0.411 0.413 0.098 0 .032 0.438 0.417
P„ 2 - 0.153 0.031 0 .442 0.395 - 0 .262 0 .032 0 .444 0.41
P„ 2.5 - 0 .184 0.035 0.518 0 .444 - 0.323 0 .032 0.519 0 .412
, A _ 2.2 - 0.151 0.035 0.481 0 .448 - 0.282 0.033 0.483 0 .434
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Table 10.3.2.1.5a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML CP, =  0 ..5 ,  cp,  = 0.3 ML cp, =  1 . q>, = o.3
M TU AB SE ASE SEOS AB SE ASE SEOS
9, - 0.094 0.023 0.25 0.307 - 0.209 0.031 0.368 0.421
1 9: 0.049 0.025 0.275 0.327 0.024 0 .026 0.278 0.343
9 , 1.5 - 0.003 0.015 0.194 0.194 0.01 0.015 0.201 0 .206
f t .
2 - 0.145 0.032 0 .416 0.432 - 0.135 0.037 0.461 0 .494
ß„ 1.5 - 0.011 0.029 0.429 0.384 0.025 0.038 0.471 0.505
P» 1.2 - 0.039 0.03 0.416 0.4 - 0.028 0.035 0 .456 0.473
P- 0.5 0.052 0.029 0.404 0.389 0 .049 0 .036 0.445 0.477
f t .
0.04 0.061 0.029 0.408 0.389 - 0.001 0.035 0.451 0.468
ß . 2 - 0.13 0.029 0.408 0 .394 - 0.145 0.035 0.447 0.465
ß„ 2.5 - 0.045 0.033 0.504 0 .434 - 0.122 0 .039 0.528 0 .526
ß2, 2.2 - 0.102 0.034 0.463 0.455 - 0.144 0.041 0.495 0.547
ß» 2.8 - 0.111 0.035 0.541 0 .466 - 0.139 0 .04 0.565 0 .536
ß . 1.5 - 0.035 0.03 0 .416 0 .406 - 0.073 0 .034 0.451 0.46
REML REML
9, - 0.012 0.024 0 .299 0.322 - 0.104 0.037 0 .422 0 .504
1 9 2 0 .026 0 .022 0.288 0.294 0.067 0.028 0 .326 0 .379
0 , 1.5 0.013 0.015 0.197 0 .196 0.011 0 .014 0 .202 0.193
f t . 2 - 0.067
0 .032 0.43 0.418 - 0.08 0.031 0.474 0 .419
ß , 1.5 0.068 0.033 0.438 0.437 0.053 0.033 0 .486 0 .444
ß» 1.2 - 0.034 0 .032 0.421 0.418 - 0.03 0.03 0 .469 0.403
Ph 0.5 0.035 0.03 0.41 0.4 0.041 0.033 0 .459 0 .456
ß„ 0.04 0 .012 0 .034 0 .416 0.445 0.028 0.031 0.463 0.425
ß . 2 - 0.049 0 .036 0.427 0 .476 - 0.161 0.033 0 .452 0.448
ß , 2.5 - 0 .006 0.037 0 .514 0 .489 - 0.04 0 .036 0.545 0 .492
ß2, 2.2 - 0.04 0.035 0.473 0.457 - 0.085 0 .039 0 .507 0 .529
ß . 2.8 - 0.026 0.035 0 .554 0.465 - 0.133 0.035 0 .569 0.48
ß , 1.5 - 0.01 0.032 0.423 0 .422 - 0 .022 0 .032 0 .462 0.443
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Table 10.3.2.1.5b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
M L CP, =  0..5 , (P , = 0 .3 M L  (p , =  1 , (p , = o .3
M TU AB SE ASE SEOS AB SE ASE SEOS
9 , -0.139 0.026 0.317 0.359 -0.262 0.038 0.495 0.524
2 9 : 0.04 0.027 0.348 0.385 0.105 0.038 0.401 0.523
6 , 1.5 0.013 0.015 0.223 0.215 -0.019 0.016 0.224 0.223
f t . 2 -0.102 0.042 0.598 0.588
-0.161 0.047 0.62 0.649
f t , 1.5 -0.045 0.04 0.583 0.568 0.031 0.039 0.615
0.533
f t , 1.2 -0.062 0.043 0.571 0.608 -0.017
0.041 0.603 0.565
ß „ 0.5 0.027 0.043 0.566 0.603 0.121 0.043 0.592
0.592
ß „ 0.04 -0.058 0.044 0.574 0.616 0.04 0.046 0.601
0.634
ß „ 2 -0.09 0.041 0.582 0.582 -0.144 0.046 0.615
0.635
ß » 2.5 0.022 0.049 0.679 0.691
-0.036 0.057 0.705 0.788
ß „ 2.2 0.019 0.047 0.639 0.659 -0.106
0.048 0.659 0.658
ß . 2.8 -0.006 0.045 0.715 0.635 -0.063 0.055 0.741 0.754
ß a 1.5 -0.001 0.043 0.572 0.598 -0.018 0.048 0.613
0.67
REML REML
9 , -0.03 0.032 0.371 0.451 -0.186 0.039 0.556 0.546
9  2 0.046 0.03 0.361 0.41 0.165 0.037 0.48 0.513
2 e, 1.5 0.054 0.015 0.228 0.205 0.02 0.016 0.229 0.228
f t , 2 -0.061 0.049 0.613 0.674 -0.096 0.047 0.629 0.649
ß „ 1.5 0.162 0.041 0.603 0.573 0.089 0.042 0.632 0.585
f t , 1.2 -0.047 0.039 0.579 0.546 -0.033 0.045 0.613 0.631
ß „ 0.5 0.143 0.038 0.569 0.525 0.117 0.042 0.602 0.589
ß „ 0.04 0.099 0.042 0.578 0.584 0.028 0.043 0.61 0.6
f t , 2 -0.029 0.045 0.597 0.631 -0.115 0.047 0.621 0.651
ß „ 2.5 0.114 0.048 0.696 0.665 -0.002 0.047 0.706 0.658
ß „ 2.2 -0.005 0.049 0.638 0.678 -0.017 0.05 0.674 0.699
ß , 2.8 0.095 0.047 0.733 0.657 0.147
0.06 0.786 0.834
ß - 1.5 0.037 0.044 0.583 0.616
0.036 0.041 0.618 0.573
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Table 10.3.2.1.5c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp, =  0 .5  ,  cp, = 0 .3 ML cp, = 1 ■ <p, = o.3
M TU AB SE ASE SEOS AB SE ASE SEOS
<P, - 0.068 0 .024 0.28 0.334 - 0.211 0.032 0 .392 0.448
3 0 .016 0 .022 0.274 0.312 0 0.024 0 .294 0.337
e, 1.5 - 0.003 0.014 0.197 0.199 - 0.024 0.015 0.2 0.208
f t ,
2 - 0.212 0.034 0.458 0.47 - 0.198 0.039 0.499 0 .542
ß„ 1.5 - 0.065 0.029 0.454 0.403 - 0.071 0.038 0 .489 0.527
P» 1.2 - 0.117 0.031 0.434 0.438 - 0.121 0.038 0.47 0.534
ß„ 0.5 0.007 0.028 0.412 0.397 - 0.013 0.034 0 .454 0.47
ß„ 0.04 - 0.083 0 .032 0.417 0.454 - 0.072 0 .036 0.461 0.504
ß» 2 - 0.156 0.035 0.466 0.491 - 0.24 0.035 0.49
0 .492
ß» 2.5 - 0.09 0.04 0.563 0.553 - 0.141 0.041 0.577
0.568
ß» 2.2 - 0.14 0.04 0.517 0.557 - 0.248 0 .042 0.531
0.581
ß„ 2.8 - 0.063 0 .046 0.62 0.639 - 0.122 0 .042 0.625 0.59
ß- 1.5 - 0.139 0 .029 0.451 0.403 - 0.159 0.035 0 .482 0 .488
REML REML
9, - 0.052 0.023 0.318 0.325 - 0.112 0.035 0.457 0.481
3 9 2 0.128 0.027 0 .354 0.384 0 .089 0.028 0.37 0.394
e, 1.5 0.008 0.015 0.2 0.208 - 0.022 0.014 0.203 0.188
f t . 2 - 0.163 0.033
0.469 0.467 - 0 .226 0 .038 0.505 0 .52
ßn 1.5 - 0.015 0.03 0.471 0 .416 - 0.102 0.035 0 .504 0.491
f t , 1.2
- 0.105 0.031 0 .449 0.438 - 0.137 0.035 0.485 0.483
ßu 0.5 - 0.03 0.03 0 .429 0 .416 - 0.053 0 .032 0.47 0 .436
ß„ 0.04 - 0.055 0.035 0.433 0.485 - 0 .134 0 .034 0.477 0 .469
f t , 2 - 0 .056 0.033 0 .479 0.467 - 0.173
0.041 0 .506 0.563
ßn 2.5 - 0.004 0 .044 0.585 0.621 - 0.061 0.043 0 .604
0.6
ß» 2.2 - 0.11 0 .042 0.53 0.588 - 0.213 0.04 0 .544 0.558
ß» 2.8 0.077 0.045 0 .649 0.631 - 0.068 0 .042 0.641 0.58
ßn 1.5 - 0.131 0.037 0.465 0 .522 - 0.069 0 .032 0 .499 0.447
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Table 10.3.2.1.5d: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML
" : 
OII9^ 5 , cp, = 0.3 ML (p, = 1 , cp, =0 .3
M TU AB SE ASE SEOS AB SE ASE SEOS
9, - 0.183 0.021 0.215 0.245 - 0.409 0.028 0 .296 0.34
4 9: - 0.043 0 .022 0.22 0.257 - 0.067 0.023 0 .214 0 .282
e , 1.5 - 0.068 0.021 0.215 0.247 - 0.088 0.018 0 .206 0 .216
f t . 2
- 0.122 0.032 0 .426 0.369 - 0.18 0.034 0.441 0.414
p„ 1.5 0.044 0.038 0.431 0.438 0 .012 0.032 0 .446 0.393
Pu 1.2 0.051 0.044 0.421 0 .512 0.023 0 .034 0.433 0.414
P h 0.5 0.133 0.039 0.408 0.45 0.073 0.034 0.428 0.415
ß„ 0.04 0.123 0.038 0.423 0 .439 0.178 0.038 0.435 0.458
ß„ 2 - 0.152 0.038 0.405 0.437 - 0.188 0.04 0.441 0.481
p - 2.5 - 0.202 0.034 0.485 0 .389 - 0 .256 0 .032 0 .512 0 .392
ß . 2.2 - 0.158 0.037 0.449 0 .426 - 0.284 0.033 0.468 0.403
ßM 2.8 - 0.237 0.032 0.527 0.372 - 0.413 0 .036 0 .536 0.437
p , 1.5 - 0.056 0.031 0.402 0 .362 - 0.111 0.033 0 .432 0.407
REML REML
9, - 0.144 0.028 0.245 0 .322 - 0.232 0.033 0 .386 0 .406
4 9 2 0.065 0.028 0 .284 0.313 0.013 0 .029 0.293 0.354
0, 1.5 0.041 0.022 0.228 0.247 - 0.042 0 .019 0.217 0.234
p.. 2 - 0.067 0.037 0 .434 0.415 - 0.094 0 .036 0 .474 0.441
p B 1.5 0.175 0 .036 0 .454 0 .406 0.088 0 .042 0.487 0 .504
p„ 1.2 0.081 0.038 0 .436 0 .432 0 .044 0.037 0.468 0 .446
ß„ 0.5 0.185 0 .042 0.425 0 .472 0 .149 0 .039 0.458 0.473
ß» 0.04 0.139 0.038 0.435 0.433 0 .096 0.043 0.471 0.52
ß„ 2 - 0.061 0.041 0 .416 0 .464 - 0 .114 0.038 0.458 0.465
ß» 2.5 - 0.046 0.038 0 .516 0.427 - 0.168 0.043 0.547 0.527
ß . 2.2 - 0.089 0.038 0.467 0.428 - 0 .172 0.043 0 .509 0.517
ß» 2.8 - 0.183 0.036 0 .542 0 .404 - 0 .276 0 .044 0.577 0.53
ß . 1.5 - 0.004 0.037 0 .422 0 .424 - 0.069 0 .036 0 .454 0.435
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11=3 and n=5 for y=0,1,2,3 (Tables 10.3.2.2.3a,b,c) and 
y=0,l,2,3,4 (Tables 10.3.2.3.3a,b,c, and 10.3.2.3.5a,b,c,d):
The results of simulations support the conclusions in the previous section 
(y=0,l,2). Furthermore, the estimation of variance components cp, and (p2
are improved in both ML and REML methods for all four threshold models in
section 5.2 of chapter 5. The biases of ML and REML estimatores of <p,, <p, 
are smaller than previous section.
We also developed simulation for model 10.3.1 for all four threshold 
models of section 5.2 of chapter 5 for cp, =1 and cp2 = 0.5 . The results of
simulations for cp, and cp2 are summarised in Figures 10.3a, 10.3b, 10.3c and 
10.3d, 10.3e, 10.3f for ML and REML respectively.
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Table 10.3.2.2.3a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
M L (p. = o..5 , cp, = 0.3 M L  (p , =  1 -G II o .3
M TU AB SE A SE SEOS AB SE ASE SEOS
<p, - 0.089 0.021 0.251 0.288 - 0.277 0.03 0.344 0 .416
1 9 , - 0.061 0.021 0.228 0.293 - 0.074 0.022 0.228 0 .309
0, 1.5 - 0.038 0.02 0.243 0.283 - 0.085 0.017 0.241 0 .235
e , 2.2 - 0.028 0.023 0.277 0.325 - 0.097 0.019 0 .276 0.261
f t ,
2 - 0.092 0.033 0.405 0.463 - 0.197 0.031 0.431 0.441
PB .7 0 .052 0.027 0.386 0.38 0.024 0.028 0.418 0 .393
ß„ 0.05 0.025 0.026 0.387 0.361 - 0.031 0.029 0.424 0.41
P» 2 - 0.12 0.03 0.418 0.422 - 0.23 0.028 0 .436 0 .397
ß„ 2.5 - 0.059 0.038 0.489 0.531 - 0.144 0.037 0 .506 0.515
ß„ 2.2 - 0.061 0.029 0.408 0.412 - 0 .136 0.029 0.428 0 .408
9 , - 0.039 0.034 0 .384 0.465 - 0.331 0 .039 0.467 0.551
2 9. 0 .042 0.039 0.363 0.535 0 .046 0.04 0 .386 0 .562
0, 1.5 - 0 .026 0.021 0.282 0.284 - 0.069 0.021 0.278 0 .288
9, 2.2 - 0 .036 0.025 0.327 0.347 - 0.079 0 .026 0.323 0 .359
f t , 2 - 0.082 0 .046 0.582 0.624 - 0 .216 0.04 0 .576
0.555
ß» .7 0.13 0.046 0 .56 0.623 0.118 0.038 0.563 0 .532
ß„ 0.05 - 0.058 0.042 0.567 0.574 0 .014 0.038 0.57 0 .533
P„ 2 - 0.214 0.041 0.583 0.563 - 0 .234 0 .042 0.599 0 .584
( ß» 2.5 0.01 0.051 0 .672 0.704 - 0.06 0.053 0.681 0 .736
ß» 2.2 - 0 .082 0.043 0.574 0 .592 - 0.098 0 .042 0 .589 0 .583
REML REML
9, - 0.015 0.022 0.297 0.307 - 0.059 0 .036 0 .429 0 .515
1 9: 0 .066 0.03 0.315 0.418 0.015 0 .026 0 .306 0 .369
0, 1.5 - 0 .002 0.019 0.251 0.261 - 0.004 0.02 0.255 0 .29
0, 2.2 0.018 0.023 0.285 0.327 0 .014 0.025 0.291 0 .358
f t , 2 - 0.107 0.032 0.414 0 .452 - 0.095 0 .032 0 .462
0 .456
ß„ .7 0.07 0.028 0 .406 0.391 0.107 0 .028 0.45 0.391
ß„ 0.05 - 0.083 0.028 0 .412 0.395 0.02 0 .029 0.455 0 .407
f t , 2 - 0.12 0.032 0 .426 0.45 - 0 .122 0.035 0.463 0.493
ß» 2.5 0.038 0.039 0 .514 0.557 - 0.005 0 .042 0.541 0.591
ß„ 2.2 - 0.024 0.032 0.428 0 .446 0.01 0 .032 0.461 0.45
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Table 10.3.2.2.3b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp, = 0.5 , cp, = 0.3 ML cp, = 1 , cp, = 0.3
M T U AB SE A SE SEO S AB SE A SE SEO S
3
9, - 0.056 0.025 0.266 0.354 - 0.299 0.029 0.348 0.405
9: - 0.106 0.019 0.213 0.268 - 0 .106 0.019 0.215 0.275
0, 1.5 - 0.031 0.019 0.248 0.262 - 0.086 0.018 0.243 0.249
0, 2.2 - 0.032 0.023 0.289 0.317 - 0.114 0.022 0.285 0 .309
P„ 2 - 0.171 0.037 0 .446 0.522
- 0.294 0.034 0.463 0.481
P „ .7
- 0.024 0.03 0.404 0.423 - 0.103 0.029 0.427 0.415
P „ 0.05 - 0.046 0.028 0.397 0.395 - 0.107 0.028 0.429 0.391
P „ 2 - 0.256 0.033 0.455 0.468 - 0.372 0 .032 0.468 0.45
Pn 2.5
- 0.109 0.038 0.539 0.527 - 0.308 0 .042 0 .536 0.588
Pn 2.2 - 0.122 0.033 0.436 0.461 - 0.294 0 .032 0.447 0 .456
4
9, - 0.197 0.017 0.214 0 .234 - 0.451 0.025 0 .294 0.347
9: - 0.076 0.02 0 .216 0.285 - 0.082 0.023 0.213 0 .322
0, 1.5 - 0.137 0.021 0.262 0.288 - 0.162 0.018 0.251 0.251
e : 2.2 - 0.177 0 .024 0.294 0.338 - 0.214 0 .022 0 .286 0.315
Pn 2 - 0.137 0.031 0.415 0.431 - 0.171
0 .032 0 .429 0.449
Pn .7 0 .108 0.028 0.396 0.397 0.094 0 .032 0.417 0.445
Pn 0.05 0 .089
0.031 0.41 0 .434 0 .126 0.031 0.43 0 .442
Pn 2 - 0.217 0.033 0.415 0.465 - 0.232 0.03
0 .436 0.415
Pn 2.5 - 0.158
0 .036 0.486 0.507 - 0.264 0.037 0.505 0.52
Pn 2.2 - 0.031 0 .032 0.408 0 .446 - 0.107 0.027 0.427 0.385
REML
2
9, - 0.01 0 .034 0.422 0 .478 - 0 .132 0 .042 0.613 0 .584
9 2 0.375 0.061 0.587 0 .849 0.229 0.047 0 .626 0 .656
0, 1.5 0 .036 0.023 0.293 0 .317 - 0.043 0.02 0.285 0.287
0 2 2.2 0 .064 0.028 0 .339 0 .384 - 0.01 0.025 0 .334 0 .353
Pn 2 - 0.003 0.045 0.59 0.63
- 0 .192 0.041 0 .596 0.575
Pn .7 0.15 0.038 0 .584 0 .526
0.119 0 .042 0 .594 0 .588
Pn 0.05 - 0 .052
0 .044 0.595 0 .612 - 0.03 0.04 0 .604 0.565
Pn 2 - 0.17 0 .042 0.583 0 .583
- 0 .206 0 .042 0.61 0 .586
P22 2.5 0 .16 0.06 0.699 0 .836 - 0.004 0 .052 0.698 0 .726
P ’j 2.2 - 0 .022 0.045 0.589 0 .619 0 .002 0 .048 0.613
0 .674
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Table 10.3.2.2.3c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
REML (p, = 0.5 , (p, = 0.3 REML cp, =  0.5 , q>, = 0.3
M TU AB SE ASE SEOS AB SE ASE SEOS
3
9, - 0.035 0.025 0.304 0.357 - 0.045 0.038 0.461 0.543
9: 0.051 0.028 0.325 0.395 0.063 0.033 0 .352 0.467
9, 1.5 - 0.018 0.018 0.252 0.258 -0.019 0.018 0.257 0.26
6 . 2.2 - 0.007 0.023 0.294 0.324 0.01 0.025 0.303 0.357
f t , 2
- 0.141 0.032 0.447 0.45 - 0.24 0.032 0 .484 0.46
P„ .7 - 0.011 0.024 0.418 0.34 - 0.025 0.03 0 .464 0 .429
P„ 0.05 - 0.135 0.026 0.415 0.364 - 0.036 0 .032 0.468 0 .446
P» 2 - 0.167 0.033 0 .466 0.47 - 0.211 0.037 0 .502 0 .524
P» 2.5 - 0.105 0.042 0.554 0.588 - 0.107 0.038 0.585 0 .542
P . 2.2 - 0.199 0.032 0.449 0.451 - 0.212 0.035 0.488 0 .494
4
9, - 0.092 0.022 0.283 0.31 - 0.19 0.035 0.4 0.488
9, 0.078 0.029 0.348 0 .402 - 0.016 0 .026 0 .289 0.371
0 , 1.5 - 0.016 0.023 0.288 0.328 - 0.07 0.02 0.271 0 .276
0 , 2.2 - 0 .016 0.028 0.321 0.387 - 0.061 0.025 0.308 0 .352
f t , 2 - 0.012 0.034 0.441 0.472 - 0.03 0.031 0 .459
0.443
P„ .7 0.225 0.035 0.43 0.491 0.197 0.03 0.447 0.425
Pu 0.05 0.097 0.033 0 .436 0.46 0.168 0 .032 0 .456 0.45
f t , 2 -0 .02 0.033 0.45 0 .456 -0.094 0.031
0.471 0 .436
P» 2.5 0.091 0.039 0 .544 0.541 - 0 .046 0.04 0.555 0.57
f t , 2.2 0 .109 0.035 0.448 0.49 0 .034
0 .034 0.467 0 .474
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Table 10.3.2.2.5a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
M L (p , =  0 ..5 , Cp, = 0.3 M L (p , =  1 , <P, = 0 .3
M TU AB SE ASE SEOS AB SE ASE SEOS
9, -0.091 0.016 0.235 0.228 -0.172 0.028 0.351 0.398
1 9: 0.024 0.021 0.238 0.301 0.018 0.025 0.263 0.347
e, 1.5 -0.014 0.014 0.195 0.192 -0.011 0.015 0.198 0.214
e, 2.2 -0.005 0.015 0.219 0 .206 0.005 0 .019 0 .224 0 .266
f t , 2 -0.07 0.027 0.39 0.384 -0.091
0 .032 0.427 0.455
f t , 1.5
0.036 0.027 0 .406 0.379 0.039 0.032 0.443 0.444
f t , 1.2 -0.017 0.027 0.398 0.377 -0.038
0.03 0.434 0.423
K 0.5 0 .066 0.027 0.393 0.381 0.051 0.037 0 .432 0.514
ß„ 0.04 0.018 0.03 0.402 0 .424 0.007 0 .029 0.439 0.405
ß . 2 -0.08 0.027 0.382 0.381
-0.102 0 .029 0 .426 0.411
ß» 2.5 0.022 0.034 0.45 0 .474 -0.075 0 .034 0 .484 0.482
ß„ 2.2 -0.015 0.032 0.428 0 .456 -0.057 0 .034 0 .466 0.473
ß , 2.8 0 .102 0.035 0.484 0 .499 -0.012 0 .039 0.513 0.541
ß* 1.5 0.047 0.031 0.4 0 .432 -0.027 0.031 0.441 0.437
REML REML
9, 0 .024 0.023 0 .289 0 .314 -0.03 0.031 0 .414 0.443
9 . 0.115 0.025 0.304 0.353 0 .099 0.028 0 .324 0 .396
1 9, 1.5 0 .032 0.014 0 .199 0 .198 0.025 0.015 0.205 0 .212
e, 2.2 0.045 0.017 0.224 0 .242 0.068 0.018 0.233 0 .254
ßu 2 -0.009 0.032 0 .406 0 .446 -0 .106 0.031 0 .442 0 .436
ß , 1.5 0.068 0.028 0 .429 0.397 0 .054 0.037 0.465 0 .526
ß,3 1.2 0.005 0.029 0.42 0 .402 -0.001 0 .036 0.458 0.513
ß„ 0.5 0.054 0.029 0.415 0 .406 -0.023 0.035 0.455 0.495
ß„ 0.04 -0.009 0.027 0.425 0 .382 -0.051 0 .036 0 .466 0 .506
ß. 2 0.004 0.033 0.395 0 .456 0 .014 0 .032 0.438 0.453
ß* 2.5 0 .079 0.03 0.463 0.425 0 .054 0 .032 0 .502 0.451
ß , 2.2 -0.024 0.03 0.44 0.418 0 .064 0.037 0 .486 0 .519
ß» 2.8 0.063 0.034 0 .489 0 .476 0 .126 0 .039 0.533 0.553
ß . 1.5 0.005 0.027 0 .414 0 .382 0.031 0 .029 0 .454 0.408
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Table 10.3.2.2.5b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
M L <p. = 0 . 5 , <p,  = 0.3 M L  (p, =  1 ,  <p, = 0 .3
M TU A B SE A S E SE O S A B SE A S E SE O S
<P, - 0.118 0.026 0.327 0.361 - 0.224 0.042 0.452 0.588
2 9 . 0.047 0.027 0.341 0.382 0.052 0.03 0.352 0.426
0, 1.5 - 0.017 0.017 0.22 0.234 - 0.053 0.015 0.221 0.207
0 2 2.2 - 0.009 0.019 0.254 0.27 - 0.046 0.018 0.256 0.256
P„ 2 - 0.083 0.038 0.55 0.541 - 0.19 0.045 0.586 0.625
P „ 1.5 0.077 0.037 0.557 0.518 0.026 0.038 0.592 0.538
P „ 1.2 - 0.042 0.038 0.547 0.534 - 0.027 0.042 0.583 0.589
P „ 0.5 0.028 0.038 0.545 0.536 0.005 0.04 0.585 0.566
P „ 0.04 - 0.026 0.041 0.561 0.572 - 0.032 0.044 0.605 0.618
f t , 2 - 0.039 0.043 0.561 0.608 - 0.219 0.039 0.569
0.546
P  22 2.5 - 0.02 0.041 0.608 0.579 0.009 0.043 0.636 0.604
P22 2.2 - 0.071 0.043 0.583 0.604 - 0.096 0.046 0.61 0.644
P » 2.8 0 0.046 0.639 0.648 - 0.053 0.048 0.66 0.668
P22 1.5 0.031 0.041 0.559 0.581 0.018 0.042 0.583 0.594
REML REML
9 , 0.045 0.035 0.395 0.489 - 0.094 0.041 0.576 0.583
2 9  2 0.154 0.033 0.42 0.462 0.236 0.039 0.52 0.552
0 , 1.5 0.011 0.017 0.224 0.24 0.012 0.016 0.228 0.224
0 = 2.2 0.052 0.02 0.259 0.286 0.031 0.02 0.264 0.285
P„ 2 -0.111 0.038 0.564 0.539 - 0.168 0.043 0.59 0.608
P,2 1.5 0.082 0.038 0.576 0.531 0.082 0.04 0.611 0.567
P » 1.2 - 0.062 0.04 0.566 0.568 - 0.033 0.042 0.601 0.587
P , 0.5 0.145 0.042 0.566 0.585 0.038 0.042 0.602 0.591
P „ 0.04 - 0.021 0.04 0.58 0.557 - 0.043 0.05 0.622 0.713
P , 2 - 0.084 0.042 0.562 0.596 - 0.121 0.047 0.586 0.667
P 22 2.5 0.01 0.044 0.622 0.62 0.011 0.047 0.656 0.665
P , 2.2 - 0.057 0.043 0.599 0.601 - 0.038 0.051 0.634 0.721
P M 2.8 0.093 0.052 0.666 0.738 0.089 0.048 0.692 0.683
P , 1.5 0.021 0.04 0.571 0.56 - 0.03 0.045 0.603 0.63
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Table 10.3.2.2.5c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p, = 0.5 , cp, = 0.3 ML cp, = 1 , cp, = 0.3
M TU AB SE ASE SEOS AB SE ASE SEOS
3
- 0.033 0.018 0.263 0.257 -0.166 0.029 0.373 0.417
9  2 0.004 0.022 0.247 0.307 0.054 0.027 0.291 0.385
e, 1.5 -0.002 0.015 0.197 0.206 -0.029 0.015 0.202 0.216
6, 2.2 0.015 0.017 0.229 0.246 0.005 0.017 0.236 0.247
ß„ 2 - 0.159 0.03 0.425 0.42 -0.218 0.029 0.46 0.412
ß„ 1.5 -0.004 0.03 0.434 0.418 -0.067 0.032 0.472 0.446
ß„ 1.2 -0.096 0.03 0.419 0.426 -0.137 0.035 0.461 0.501
ß , 0.5 -0.023 0.029 0.408 0.404 -0.034 0.03 0.453 0.425
f t ,
0.04 -0.064 0.027 0.415 0.386 -0.117 0.032 0.464 0.449
ß„ 2 - 0.132 0.032 0.421 0.458 -0.155 0.033 0.454 0.473
ß„ 2.5 - 0.011 0.035 0.495 0.497 -0.039 0.039 0.527 0.553
ß* 2.2 -0.118 0.035 0.462 0.493 -0.083 0.035 0.497 0.501
ß u 2.8 -0.056 0.04 0.522 0.57 -0.07 0.043 0.55 0.611
ß» 1.5 - 0.061 0.031 0.427 0.435 -0.017 0.036 0.464 0.514
REM L REM L
3
9, 0.016 0.023 0.302 0.327 -0.014 0.032 0.438 0.456
9 2 0.079 0.026 0.304 0.373 0.085 0.031 0.335 0.437
e, 1.5 -0.018 0.014 0.198 0.2 0.044 0.014 0.208 0.201
e, 2.2 0.012 0.018 0.23 0.253 0.079 0.016 0.242 0.233
ß„ 2 -0.139 0.03 0.434 0.429 -0.133 0.033 0.479 0.473
f t , 1.5 -0.044 0.032 0.446 0.447 -0.002 0.03 0.489 0.423
f t , 1.2 - 0.064 0.033 0.435 0.468 -0.073 0.037
0.479 0.527
ß , 0.5 - 0.081 0.028 0.422 0.39 -0.013 0.034 0.471 0.481
f t , 0.04 -0.079 0.032 0.432 0.455 -0.08 0.036
0.483 0.507
f t , 2 - 0.106 0.032 0.427 0.451 -0.071 0.037 0.472 0.517
ß . 2.5 -0.016 0.038 0.503 0.529 0.031 0.039 0.541 0.554
f t , 2.2 - 0.129 0.035 0.471
0.489 -0.09 0.041 0.509 0.577
ß» 2.8 -0.009 0.042 0.536 0.591 0.041 0.039 0.568 0.553
ß . 1.5 -0.07 0.032 0.436 0.449 -0.032 0.037 0.48 0.517
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Table 10.3.2.2.5d: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp, = 0.5 , cp, = 0.3 ML cp, = 1 , cp, = 0.3
M TU AB SE ASE SEOS AB SE ASE SEOS
4
9, -0.089 0.022 0.223 0.299 - 0.225 0.028 0.333 0.384
9: -0.042 0.021 0.199 0.284 - 0.02 0.026 0.229 0.36
0. 1.5 -0.089 0.017 0.215 0.229 -0.073 0.016 0.216 0.219
0, 2.2 - 0.091 0.02 0.241 0.27 -0.063 0.019 0.244 0.266
f t , 2 -0.05 0.032 0.414 0.445 -0.031 0.032
0.446 0.447
ß„ 1.5 0.103 0.031 0.424 0.433 0.113 0.034 0.46 0.468
P„ 1.2 0.017 0.032 0.415 0.444 0.069 0.035 0.451 0.482
P« 0.5 0.094 0.031 0.417 0.429 0.103 0.033 0.451 0.464
ß„ 0.04 0.04 0.034 0.435 0.47 0.087 0.036 0.467 0.498
ß„ 2 -0.12 0.035 0.391 0.487 -0.063 0.029 0.43 0.406
ß» 2.5 - 0.018 0.034 0.447 0.467 0.034 0.037 0.498 0.512
ß - 2.2 -0.046 0.032 0.426 0.441 -0.034 0.034 0.469 0.472
ß» 2.8 0.008 0.034 0.48 0.466 -0.018 0.04 0.522 0.554
ß„ 1.5 -0.013 0.028 0.398 0.386 -0.021 0.03 0.438 0.421
REML REML
4
9, -0.051 0.021 0.268 0.293 -0.134 0.035 0.39 0.488
9, 0.073 0.024 0.289 0.332 0.066 0.026 0.302 0.369
e , 1.5 0.003 0.016 0.226 0.222 -0.029 0.017 0.223 0.237
e , 2.2 0.013 0.019 0.252 0.265 0.002 0.021 0.253 0.291
f t , 2 0.017 0.03 0.418 0.413
0.034 0.035 0.456 0.481
ß„ 1.5 0.097 0.032 0.437 0.44 0.124 0.034 0.476 0.468
ß„ 1.2 0.101 0.036 0.432 0.495 0.089 0.031 0.465 0.435
ß„ 0.5 0.149 0.032 0.426 0.442 0.169 0.034 0.466 0.467
f t ,
0.04 0.123 0.035 0.444 0.481 0.115 0.034 0.477 0.467
f t , 2 0.034 0.03 0.408 0.42 -0.025 0.032 0.444 0.449
ß» 2.5 0.101 0.036 0.477 0.499 0.075 0.036 0.514 0.495
ß„ 2.2 0.007 0.031 0.449 0.427 0.037 0.04 0.489 0.561
P„ 2.8 0.113 0.034 0.506 0.471 0.08 0.04 0.547 0.56
ß !5 1.5 0.118 0.029 0.425 0.398 0.066 0.032 0.459 0.453
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Table 10.3.2.3.3a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
M L cp, =  0.!5 , <P, = 0 .3 M L <p, = ' , <P, =  0 .3
M TU AB SE ASE SEOS AB SE ASE SEOS
9 , -0.066 0.021 0 .246 0 .304 -0.129 0.033 0 .366 0.468
1 9 : -0.025 0.023 0.24 0.327 - 0.054 0.023 0.234 0.319
e , 1.5 -0.037 0.019 0.247 0.263 -0.04 0.02 0 .254 0.288
e, 2.2 -0.032 0.022 0.278 0 .306 -0.043 0 .024 0.288 0.337
0 , 3.8 - 0.075 0.03 0.377 0 .422 -0.03 0.033 0 .389
0.465
ft , 2 -0.091 0.03 0.396 0 .42 -0.132 0 .036 0.437 0.505
ft, .7 0 .049 0.026 0.387 0.363 0.06 0 .032 0.433 0.451
f t . 0.05 0.044 0.026 0.39 0 .366 0.011 0 .032 0.439
0.459
ß„ 2 -0.102 0.029 0.403 0 .416 -0.064 0.03 0.438 0.42
ß . 2.5 0 0.032 0.447 0.45 0.05 0.035 0.479 0.49
ß„ 2.2 -0.077 0.03 0.433 0 .422 -0.036 0 .036 0 .464 0.503
9 , -0.085 0.032 0.348 0.44 -0.203 0 .046 0 .502 0.647
2 9 2 0 .119 0.04 0 .436 0.548 0.117 0 .044 0 .419 0.621
e , 1.5 -0.038 0.018 0.283 0.251 -0.033 0.023 0 .286 0.323
0, 2.2 -0.014 0.022 0.329 0 .309 -0.034 0.027 0.331 0.378
e , 3.8 -0.003 0.031 0.438 0 .429 -0.066 0 .036 0 .434 0.513
ft, 2 -0 .012 0.038 0.555 0 .524 -0.088 0.041 0.58 0.571
ßo .7 0.181 0.036 0.546 0 .498 0.18 0.04 0.581 0 .566
ß„ 0.05 -0.001 0.044 0.56 0.611 0.083 0 .04 0.588 0 .556
ft , 2 -0 .146 0.041 0.562 0 .563 -0.122 0.04 0.577 0 .556
ß» 2.5 0.095 0.047 0 .609 0.643 0.087 0 .044 0.625 0 .614
ß» 2.2 -0.02 0.045 0.592 0 .626 -0.095 0.047 0 .604 0.663
REML REML
9, 0.068 0.026 0.311 0.361 -0.033 0 .034 0.423 0 .482
1 9 2 0.14 0.03 0.347 0 .427 0.131 0.031 0 .366 0.441
0, 1.5 0 .027 0.02 0.261 0 .288 0.01 0.019 0.261 0 .262
0, 2.2 0.061 0.025 0.294 0 .355 0.035 0 .024 0.295 0 .334
e , 3.8 0.11 0.032 0 .399 0.45 0.03 0 .032 0.395 0 .458
ft , 2 -0 .006 0.029 0.421 0 .413 -0.038 0 .032 0.447 0 .454
ß„ .7 0 .127 0.027 0.423 0.381 0.083 0 .032 0.455 0.451
ß„ 0.05 -0.055 0.028 0 .429 0.391 0 0.031 0 .462 0.445
ß„ 2 -0.025 0.032 0.417 0 .448 -0.065 0 .032 0 .447 0 .446
ß„ 2.5 0.155 0.034 0.475 0.485 0.087 0.031 0 .502 0 .444
ß„ 2.2 0 .032 0.033 0.458 0 .468 0 .006 0.03 0 .487 0 .422
291
Table 10.3.2.3.3b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models. ______
M L <p. =  o.: , <P, =  <0.3 M L cp, =  1 , <P , = o .3
M TU AB SE ASE SEOS AB SE A SE SEOS
9, - 0.101 0.025 0.228 0.348 - 0.231 0.035 0 .344 0.493
3 9 : - 0.061 0.022 0.221 0 .306 -0.101 0.02 0.203 0.277
e . 1.5 - 0.069 0.02 0.249 0.279 - 0.073
0.019 0.247 0.271
e , 2.2 - 0.076 0.025 0.289 0.344 - 0.11
0 .022 0.287 0.313
0 , 3.8 - 0.159 0.036 0.419 0.509 -0 .246 0 .032 0.405 0.455
f t , 2
- 0.174 0.032 0.43 0.453 - 0.275 0.033 0.447 0.463
P„ 0.7 - 0.082 0.032 0.404 0.442 - 0.058 0.027 0.428 0 .382
P„ 0.05 - 0.13 0.027 0.4 0.38 -0.071 0.031 0 .432 0 .442
f t ,
2 - 0.185 0.033 0.424 0.46 - 0.281 0.03 0.451 0.43
Pn 2.5 - 0.113 0.035 0.472 0.485 - 0.212 0.035 0.49 0.497
ß!5 2.2 - 0.18 0.032 0.452 0 .449 - 0.289 0 .034 0.473 0 .486
9, -0.111 0.023 0.234 0 .324 - 0.273 0 .032 0.338 0.445
4 9, 0.025 0.028 0 .256 0.399 - 0.02 0 .029 0 .244 0 .412
0, 1.5 - 0.065 0.021 0.286 0.298 - 0.135 0.021 0.268 0 .289
0= 2.2 - 0.058 0.025 0.319 0 .352 - 0.173 0.025 0.301 0.345
e , 3.8 -0.111 0.034 0.407 0 .476 - 0.218 0.031
0.391 0 .432
f t ,
2 - 0.055 0.034 0.428 0.487 - 0.101 0 .034 0.45 0 .482
P„ .7 0 .199 0.028 0.413 0 .402 0 .214 0.033 0.447 0.467
f t , 0.05 0 .086 0.032 0.424 0 .446 0 .202
0.035 0 .458 0.488
P„ 2 - 0.022 0.035 0.431 0.491 -0.12 0.03 0.443 0.428
P» 2.5 0 .109 0.038 0 .479 0 .532 - 0.018 0.035 0 .486 0.495
P . 2.2 0 .073 0.037 0.465 0.521 - 0.027 0.033 0 .474 0 .464
REML REML
9 i 0 .123 0.039 0.471 0 .547 0.02 0 .057 0 .624 0 .799
2 9 2 0 .316 0.059 0.533 0.82 0.238 0.05 0.56 0 .702
0, 1.5 0 .032 0.021 0.297 0.297 -0.01 0 .022 0 .292 0.311
e . 2.2 0 .048 0.025 0.342 0.348 -0.01 0.027 0.337 0 .379
e , 3.8 0.131 0.035 0.454 0 .486 0.003 0 .036 0.445
0 .504
f t , 2 - 0.039 0.044 0 .576
0.61 - 0.161 0.045 0 .6 0.641
P„ .7 0.091 0.035 0.579 0 .482 0.143 0.043 0 .609 0.603
P - 0.05 - 0.092 0.046 0.6 0.638 0.038 0.041 0 .62 0 .576
P„ 2 - 0.058 0.049 0.577 0 .672 - 0.088 0.041 0.591 0 .582
P» 2.5 0 .236 0.045 0.635 0.628 0 .104 0 .044 0.638 0.615
P . 2.2 0 .034 0.041 0 .612 0 .562 - 0.013 0.047 0.625 0.661
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Table 10.3.2.3.3c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
RE ML (p, = 0.5 , cp, = 0.3 REML cp, = 0.5 , (p, = 0.3
M TU AB SE ASE SEOS AB SE ASE SEOS
3
<p , 0.002 0.029 0.293 0.403 - 0.106 0.033 0 .414 0.465
9: - 0.002 0.024 0.266 0.34 0.052 0.028 0.313 0.402
0, 1.5 - 0.005 0.019 0.257 0.268 - 0.064 0.016 0 .252 0.233
0; 2.2 0.001 0.024 0.298 0.34 - 0.057 0.02 0.295 0.289
6, 3.8 - 0.017 0.038 0.444 0 .534 - 0.156 0.032 0 .422 0.45
P„ 2 - 0.189 0.031 0.434 0 .434 - 0.279 0.032 0 .459 0.45
P„ .7 - 0.062 0.027 0.412 0.385 - 0.105 0 .029 0.45 0.412
P„ 0.05 - 0.15 0.028 0.412 0.39 - 0.119 0 .029 0.457 0.408
P» 2 - 0.149 0.032 0.441 0.451 - 0.292 0 .032 0.464 0.46
ß a 2.5 - 0.015 0.035 0.495 0 .496 - 0.111
0.034 0.518 0 .482
P» 2.2 - 0.155 0.038 0.472 0 .529 - 0 .256 0.033 0.497 0 .464
4
9, 0.015 0.025 0 .296 0.35 - 0.035 0.038 0 .444 0.535
9 2 0.082 0.031 0 .326 0 .438 0.172 0.039 0.401 0.547
9 , 1.5 - 0.01 0.021 0.293 0.3 - 0.023 0.02 0 .286 0.288
0, 2.2 0.003 0.026 0 .326 0 .369 0 .022 0.027 0 .324 0 .384
0, 3.8 0.021 0.032 0.419 0.45 0.001 0.037 0 .416 0.518
P„ 2 0.021 0.034 0 .446 0.483 0.072 0.033 0.478 0.472
P» .7 0 .266 0.031 0.437 0 .437 0.265 0.033 0 .486 0.463
P» 0.05 0.208 0.032 0.44 0 .448 0 .152 0.033 0 .494 0.465
P» 2 0.017 0.034 0.448 0.485 - 0.02 0.037 0.469 0.521
P» 2.5 0.216 0.037 0.503 0 .524 0.197 0.043 0 .529 0.614
ß D 2.2 0.112 0.035 0 .486 0 .498 0.107 0 .039
0.513 0 .556
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Table 10.3.2.3.5a: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML (p, =  0 .5  , cp, =  0 .3 ML cp, =  1 , cp, =  0 .3
M T U AB SE ASE SEOS AB SE ASE SEOS
1
9 , -0.015 0.022 0.245 0.308 -0.114 0.027 0.35 0 .376
9 : 0.045 0.021 0.241 0.301 0.025 0 .022 0.253 0.318
e, 1.5 0.024 0.014 0.198 0 .202 -0.002 0 .016 0 .202 0.221
es 2.2 0.032 0.018 0.222 0.249 0.025 0 .019 0 .229 0.267
0 , 3.8 0.042 0.025 0 .302 0.358 0.033 0.024 0 .306 0.342
f t ,
2 -0.031 0.028 0.389 0 .402 -0.079 0.031 0.418 0.435
P o 1.5 0.019 0.029 0.412 0.415 0.002 0.033 0.437 0.467
ß„ 1.2 -0.034 0.031 0.407 0.434 -0.016 0.034 0 .434 0 .479
ß,. 0.5 -0.002 0.029 0.408 0.417 0.028 0 .032 0.435 0 .452
f t , 0 .04 -0.008 0.029
0.418 0 .404 -0.012 0.032 0.445 0 .446
f t , 2 -0.073 0.024 0.374 0.335 0.023 0.03 0 .419 0.428
ß„ 2.5 0.056 0.028 0.419 0.398 0.097 0.033 0 .46 0 .466
ß» 2.2 0.008 0.028 0.41 0 .402 0 .072 0.035 0.451 0 .494
ß» 2.8 0.071 0.031 0.43 0.435 0.115 0 .036 0.471 0.503
ß„ 1.5 0.014 0.03 0.395 0.421 0.078 0.035 0.437 0.49
REML
1
9, 0.061 0.022 0.283 0.318 0.024 0 .034 0 .414 0.48
9 2 0.098 0 .024 0 .282 0 .34 0.139 0.027 0.321 0.387
9 , 1.5 0.041 0.015 0.2 0.208 0.03 0.015 0 .206 0 .206
9, 2.2 0.074 0.017 0.225 0.243 0 .076 0.017 0 .234 0.24
9 , 3.8 0 .146 0.027 0.313 0.381 0.111 0.025 0 .314 0.36
f t , 2 0.023 0.028 0.39
0 .394 0.018 0.031 0 .436 0 .432
ß„ 1.5 0 .126 0.028 0.415 0.4 0.04 0 .032 0 .462 0 .447
ßo 1.2 0.037 0.028 0 .409 0.4 -0.035 0 .034 0 .458 0 .474
ß« 0.5 0.037 0.026 0 .406 0 .364 0 .034 0 .036 0.461 0.503
f t , 0 .04 0.004 0.031 0.418 0.443 -0.015 0.033
0 .472 0.473
f t , 2 -0 .032 0.03 0.388 0 .422 0.053 0.035 0.428 0 .488
ß» 2.5 0.114 0.03 0 .439 0 .419 0 .102 0 .034 0 .476 0 .474
ßB 2.2 0.023 0.03 0.428 0 .424 0 .102 0 .034 0.467 0 .484
ß , 2.8 0.171 0.034 0.451 0.481 0.147 0 .036 0.487 0.515
ß , 1.5 0.05 0.03 0 .414 0 .422 0.09 0.033 0.453 0.467
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Table 10.3.2.3.5b: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
M L CP, = 0..5 , cp, = 0.3 M L  cp, =  1 , ( p , = 0 .3
M TU AB SE A SE SEOS AB SE ASE SEOS
9, -0.08 0.027 0.326 0.383 - 0.166 0.036 0.476 0.505
2 9: 0.128 0.027 0.388 0.386 0.107 0.031 0.389 0.437
0, 1.5 -0.017 0.016 0.221 0.223 -0.019 0.015 0.225 0.212
6; 2.2 -0.002 0.019 0.255 0.265 0.002 0.017 0.261 0.247
e, 3.8 0.025 0.026 0.34 0.365 0.007 0.023 0.343 0.332
f t ,
2 - 0.055 0.037 0.544 0.522 -0.135 0.043 0.57 0.603
ß„ 1.5 0.047 0.036 0.561 0.514 0.039 0.041 0.583 0.579
f t ,
1.2 -0.065 0.043 0.556 0.606 -0.003 0.042 0.582 0.592
P- 0.5 0.007 0.041 0.562 0.581 0.035 0.041 0.589 0.583
P„ 0.04 0.07 0.041 0.575 0.582 -0.007 0.043 0.601 0.603
ß„ 2 -0.098 0.039 0.531 0.545 -0.031 0.038 0.557 0.541
ß„ 2.5 0.082 0.035 0.57 0.501 0.065 0.039 0.596 0.549
ß„ 2.2 0.002 0.037 0.56 0.518 -0.013 0.042 0.586 0.598
ß„ 2.8 0.056 0.039 0.58 0.558 0.056 0.045 0.608 0.632
ß„ 1.5 -0.002 0.039 0.543 0.558 0.033 0.043 0.575 0.61
REML REML
9, 0.065 0.033 0.386 0.46 -0.054 0.041 0.549 0.585
2 9 2 0.164 0.035 0.378 0.496 0.282 0.04 0.519 0.566
0, 1.5 0.03 0.016 0.226 0.228 -0.026 0.017 0.224 0.247
0, 2.2 0.065 0.02 0.261 0.283 -0.004 0.019 0.261 0.27
0, 3.8 0.106 0.028 0.347 0.394 0.034 0.028 0.348 0.399
f t , 2 - 0.024 0.042 0.549 0.588 -0.071 0.038 0.567
0.543
ß„ 1.5 0.101 0.039 0.567 0.553 0.071 0.04 0.593 0.568
f t ,
1.2 -0.03 0.042 0.562 0.592 -0.055 0.045 0.595 0.639
ß,. 0.5 0.178 0.046 0.57 0.651 0.088 0.044 0.596 0.621
f t , 0.04 0.018 0.039 0.579 0.554 -0.05 0.049 0.617
0.699
ß„ 2 -0.094 0.043 0.549 0.601 -0.135 0.042 0.573 0.595
ß» 2.5 0.07 0.043 0.589 0.606 -0.037 0.04 0.616 0.564
ß„ 2.2 0.024 0.04 0.578 0.564 -0.122 0.045 0.61 0.634
ß , 2.8 0.172 0.045 0.604 0.642 0.062 0.051 0.632 0.715
ß* 1.5 0.057 0.037 0.566 0.523 -0.008 0.041 0.598 0.586
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Table 10.3.2.3.5c: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp, =  0 .5  , cp, =  0 .3 ML cp, =  1 , cp, =  0 .3
M T U AB SE ASE SEOS AB SE ASE SEOS
3
9 , -0.028 0.021 0.243 0.292 -0.105 0.03 0.361 0.428
<P2 0.008 0.022 0.231 0.306 0.001 0.024 0.249 0.341
0 , 1.5 -0.001 0.015 0.197 0.208 -0.025 0.014 0.199 0.2
0 , 2.2 0.024 0.016 0.228 0.233 -0.026 0.018 0.232 0.256
0= 3.8 0.015 0.026 0.346 0.363 -0.073 0.028 0.336 0.399
f t , 2 -0.135 0.03 0.405 0.422 -0.224 0.029 0.442 0.412
f t . 1.5 -0.021 0.027 0.417 0.384 -0.088 0.031 0.453 0.442
f t , 1.2 -0.088 0.033 0.409 0.461 -0.156 0.033 0.448 0.46
f t . 0.5 -0.007 0.027 0.401 0.377 -0.06 0.029 0.445 0.415
f t , 0.04 -0.099 0.031 0.411 0.435 -0.036 0.03 0.456 0.426
f t , 2 -0.112 0.031 0.407 0.432 -0.193 0.032 0.44 0.46
f t , 2.5 -0.039 0.034 0.452 0.485 -0.104 0.033 0.481 0.468
ß» 2.2 -0.099 0.038 0.44 0.54 -0.177 0.036 0.469 0.508
ß=. 2.8 -0.051 0.035 0.464 0.495 -0.097 0.034 0.493 0.486
ß„ 1.5 -0.089 0.031 0.419 0.442 -0.089 0.032 0.452 0.452
REML REML
3
9 , 0.058 0.023 0.302 0.324 -0.014 0.031 0.425 0.436
9 i 0.108 0.021 0.309 0.3 0.141 0.027 0.351 0.377
e, 1.5 0.033 0.014 0.202 0.192 0.035 0.017 0.207 0.236
0 , 2.2 0.068 0.018 0.234 0.249 0.066 0.019 0.241 0.274
0 , 3.8 0.085 0.026 0.349 0.368 0.082 0.03 0.352 0.419
f t , 2 -0.082 0.032 0.421 0.452 -0.136 0.032 0.452 0.451
ß„ 1.5 -0.026 0.031 0.439 0.434 0.009 0.031 0.472 0.439
ß„ 1.2 -0.067 0.032 0.432 0.46 -0.043 0.033 0.467 0.464
ß„ 0.5 -0.001 0.029 0.426 0.414 -0.014 0.032 0.464 0.453
ß„ 0.04 -0.07 0.032 0.437 0.455 -0.068 0.034 0.477 0.475
ß„ 2 -0.042 0.033 0.418 0.472 -0.074 0.035 0.454 0.491
ß» 2.5 0.033 0.032 0.469 0.446 0.006 0.036 0.504 0.508
ß„ 2.2 -0.007 0.031 0.456 0.445 -0.035 0.041 0.493 0.577
ß a 2.8 0.036 0.032 0.481 0.454 -0.01 0.036 0.516 0.511
ß„ 1.5 -0.011 0.03 0.434 0.425 -0.03 0.034 0.474 0.48
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Table 10.3.2.3.5d: Estimated average biases and average standard error over 
200 simulations for the mixed threshold models.
ML cp, = 0.5 , cp, = 0.3 PS ■€ II II o ÜJ
M TU AB SE ASE SEOS AB SE ASE SEOS
4
9, - 0.065 0.021 0.232 0.297 - 0 .166 0 .029 0.347 0.407
<P2 0.035 0.025 0.234 0.349 - 0.002 0.021 0.251 0.297
0, 1.5 - 0.015 0.016 0.223 0.231 - 0 .056 0 .016 0 .219 0 .224
e, 2.2 - 0.011 0.019 0.248 0.27 - 0.064 0 .019 0.247 0 .274
0, 3.8 - 0.015 0.026 0.321 0.368 - 0.05 0 .026 0 .322 0.365
P„ 2 - 0.031 0.031 0.407 0.438 - 0.019 0 .032 0.437 0.447
Pu 1.5 0.121 0.028 0.427 0 .396 0.141 0 .034 0.453 0 .482
P» 1.2 0.033 0.033 0.42 0.467 0.043 0.033 0 .449 0.461
p„ 0.5 0.154 0.031 0.42 0.445 0.145 0 .032 0.453 0.45
P« 0.04 0.069 0.033 0.439 0.472 0.05 0 .036 0 .472 0 .506
p„ 2 0.004 0.033 0.399 0.461 0.011 0 .032 0.433 0.459
p- 2.5 0.083 0.031 0.441 0.444 0 .066 0.041 0.47 0 .578
p- 2.2 0.006 0.03 0.43 0.429 0.053 0.038 0 .462 0.541
ß» 2.8 0.139 0.034 0.452 0 .474 0.109 0.04 0.483 0.565
ß» 1.5 0.089 0.029 0.413 0.408 0.103 0 .036 0.448 0 .502
REML REML
4
9, 0.054 0.022 0.299 0.317 - 0.008 0.03 0.428 0.428
9i 0.14 0.029 0.311 0.405 0 .182 0.031 0 .362 0.435
0, 1.5 0.054 0.018 0 .236 0 .252 0 .016 0.017 0.23 0.235
0. 2.2 0.084 0.021 0.263 0 .299 0 .036 0 .019 0 .259 0.27
e , 3.8 0.121 0.028 0 .336 0.391 0.038 0 .026 0.331 0.361
ß„ 2 0.109 0.035 0.427 0.491 0 .082 0 .034 0.461 0 .476
ß . 1.5 0.192 0.037 0.45 0 .526 0.211 0.033 0.49 0 .472
ß„ 1.2 0.147 0.031 0.443 0 .436 0 .139 0.031 0 .486 0 .444
ß„ 0.5 0.174 0.029 0.44 0.413 0.135 0.031 0 .487 0.44
P„ 0.04 0.064 0.032 0 .456 0 .449 0 .076 0 .034 0 .502 0 .482
ß» 2 0.157 0.033 0.423 0 .468 0 .109 0 .036 0 .446 0.515
ß» 2.5 0.228 0.035 0 .472 0.497 0 .174 0.035 0 .496 0.491
ß . 2.2 0.175 0.037 0.461 0 .516 0.115 0 .038 0 .486 0.533
ß . 2.8 0.238 0.033 0 .482 0 .469 0.173 0.04 0.507 0.565
ß - 1.5 0 .164 0.033 0.443 0 .474 0 .159 0.035 0.471 0.493
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Figure 103a: Distributions of ML estimates of (p,, 9 2 obtained from 200
simulations for the threshold models 1,2,3 and 4 of chapter 5 with true of 
cp, = 1 and (p2=0.5. Vertical axis is the cp2 and horizontal gives <pr
n=Number of observations for each subject; NT= Number of estimated
threshold parameters.
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Figure 103b: Distributions of ML estimates of 9 ,, cp 2 obtained from 200 
simulations for the threshold models 1,2,3 and 4 of chapter 5 with true of 
cp, = 1 and cp2=0.5. Vertical axis is the cp2 and horizontal gives cpr
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Figure 103c: Distributions of ML estimates of cp,, cp2 obtained from 200
simulations for the threshold models 1,2,3 and 4 of chapter 5 with true of 
cp, = 1 and cp2 = 0.5. Vertical axis is the cp2 and horizontal gives cp,.
n=Number of observations for each subject; NT= Number of estimated 
threshold parameters.
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Figure 103d: Distributions of REML estimates of cp,, cp 2 obtained from 200
simulations for the threshold models 1,2,3 and 4 of chapter 5 with true of 
cp,=l  and cp2=0.5. Vertical axis is the cp2 and horizontal gives cpr
n=3, NT=1 and Model=1
2.5 t ♦
2 4-
15 f ♦!
0.5
0
n=3, NT=1 and Model=3
2.5 -r 
2 -
. .  ♦ «► ♦ 
♦  ♦
life;
n=3, NT=1 and Model=2
n=3, NT=1 and Model=4
n=5, NT=1 and Model=1
n=5, NT=1 and Model=3
2.5 t
n=5, NT=1 and Model=2
5 T
4 f
3 
2 
1 
0
f  « / < ;
n=5, NT=1 and Model=4
2.5 -r
2 I  ♦
♦
1.5 4
1w-HeL
n=Number of observations for each subject; NT= Number of estimated 
threshold parameters.
301
Figure 103e: Distributions of REML estimates of cp, ,(p, obtained from 200
simulations for the threshold models 1,2,3 and 4 of chapter 5 with true of 
cp, — 1 and cp.=0.5. Vertical axis is the (p, and horizontal gives (p,.
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Figure 103f: Distributions of REML estimates of cpl, cp, obtained from 200 
simulations for the threshold models 1,2,3 and 4 of chapter 5 with true of 
cpt = 1 and cp2 = 0.5. Vertical axis is the 9 , and horizontal gives 9 ,.
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10.4 AR(1)
In the models, for each subject, the random components are 
distributed as normal with variance covariance correponding to that of a first 
order autoregressive process, AR(1). For each of the threshold models in 
section 5.2 of chapter 5, response variables Y taking on values 0, 1, 2, 3 
are generated according to the model P(Y < y) = G (0v -  r\ J ,
10.4.1 n. = ß J(„+u..
where u it is a normal random variable with zero mean and cpp " * is the 
covariance between u it andu^ (t,s=l,2,...5), ßj is the j* treatment effect
(active, j= l and placebo, j=0) and j(i)= treatment received by subject i. We take 
0 = - o o  , 0 O = 0 and 0, = © o. For 0, = 1.5, 0 ; = 2.2, ß, = 2 and ß : = 0.5
, 30 subjects are randomly assigned to either a treatment active (j= l) or a
treatment placebo (j=2). The observations are obtained at time t=l,2,...5 for 
subjects i=l,2,...30. Estimates of parameters 0,, 0, ß,, ß 2, cp and p are
obtained and process replicated 100 times. Tables 10.4.2.5j show the results 
by ML and REML methods for the different combinations of the parameters 
in the variances in which the cp and p are allowed to change. The threshold 
and fixed parameters are kept at the same values.
As in the one and two component models, results indicate that the ML 
estimators of parameters and variance components cp and p are negatively 
biased. The REML method reduces the biases of the estimators. The biases 
are increased by increasing the variance components cp and p for all four 
threshold models in section 5.2 of chapter 5. The average asymptotic
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Standard error (ASE) of the parameter estimators are in agreement with the 
standard error over simulations (SEOS) in both ML and REML methods. 
However, the ASE of the ML and REML estimators of the variance 
components cp and p are greater than SEOS for all four threshold models in 
section 5.2 of chapter 5.
Table 10.4.2.5a: Estimated average biases and average standard error over 
100 simulations for the mixed threshold models with random components 
following a AR(1) process.
ML
cp = 0.51 a n d  p =  0.1
REML
cp = 0.51 a n d  p =  0.1
M TU AB SE ASE SEOS AB SE A SE SEOS
1
<P 0.51 - 0.32 0.004 0.16 0.04 - 0.27 0.01 0.17 0.05
D 0.1 - 0.17 0.04 0.65 0.42 - 0.08 0.04 0 .56 0 .39
0 , 1.5 - 0.2 0.01 0.15 0.14 - 0.17 0.02 0 .16 0.15
0 , 2.2 - 0.26 0.02 0.18 0.16 - 0.24 0.02 0.18 0.18
P, 2 - 0.26 0.02 0.2 0.18 - 0.22 0.02 0 .2 0.19
p ? .5 - 0.04 0.01 0 .16 0.15 - 0.05 0.02 0 .16 0 .16
2
(P 0.51 - 0.15 0.01 0.4 0.14 - 0.07 0.01 0 .42 0.14
p 0.1 - 0.12 0.05 0.9 0.47 - 0.07 0.04 0 .76 0 .44
0, 1.5 - 0.07 0.02 0.2 0.21 - 0.07 0.02 0 .2 0.2
0; 2.2 - 0.11 0.02 0.23 0.22 - 0.09 0.02 0.23 0.23
P, 2 - 0.16 0.03 0.28 0.26 - 0.12 0.02 0 .29 0.25
P, .5 0.01 0.02 0.25 0.21 - 0.01 0.02 0.25 0.21
3
cp 0.51 - 0.263 0.011 0 .169 0.105 - 0.239 0.01 0.177 0 .102
D 0.1 - 0.061 0.039 0 .659 0.391 0 .002 0.042 0 .607 0.423
e ,
1.5 - 0 .154 0.015 0 .164 0 .154 - 0.154 0.017 0 .162 0.173
0 ; 2.2 - 0 .194 0.019 0.195 0 .189 - 0.233 0.02 0.193 0 .202
P, 2 - 0.26 0.021 0.223 0.208 - 0 .276 0.023 0.227 0.23
P, .5 - 0 .084 0.017 0.18 0.173 - 0.082 0.017 0 .178 0.17
4
(P 0.51 - 0 .279 0.009 0 .164 0.09 - 0.253 0 .009 0 .172 0.093
P 0.1 - 0.195 0.043 0.651 0.425 0 .032 0.045 0.607 0.448
0 , 1.5 - 0.191 0.019 0.173 0.187 - 0 .214 0.015 0.171 0.153
0 , 2.2 - 0.268 0 .022 0 .199 0.224 - 0 .279 0 .019 0.197 0 .19
P, 2 - 0.175 0.024 0.211 0.237 - 0.208 0.02 0.215 0.205
p , .5 - 0.033 0.017 0.165 0.165 - 0 .016 0.015 0 .172 0 .154
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Table 10.4.2.5b: Estimated average biases and average standard error over 
100 simulations for the mixed threshold models with random components 
following a AR(1) process.
ML
cp = 0.55 and p = 0.3
REML
cp = 0.55 and p = 0.3
M TU AB SE ASE SEOS AB SE ASE SEOS
1
<p 0.55 - 0.35 0.01 0.17 0.07 - 0.29 0.01 0.18 0.1
p 0.3 - 0.08 0.04 0.65 0.41 - 0.01 0.04 0.51 0.39
9, 1.5 - 0.2 0.02 0.15 0.15 - 0.15 0.02 0.16 0.17
0, 2.2 - 0.28 0.02 0.18 0.18 - 0.19 0.02 0.18 0.19
P. 2 - 0.25 0.02 0.2 0.19 - 0.19 0.02 0.21 0.22
ß, .5 - 0.04 0.02 0.16 0.16 - 0.01 0.02 0.17 0.19
2
9 0.55 - 0.19 0.01 0.4 0.15 - 0.09 0.02 0.42 0.22
P 0.3 - 0.13 0.05 0.95 0.45 - 0.18 0.05 0.77 0.48
e, 1.5 - 0.09 0.02 0.2 0.21 - 0.05 0.02 0.2 0.17
0= 2.2 - 0.12 0.03 0.23 0.26 - 0.07 0.02 0.23 0.23
P. 2 - 0.15 0.03 0.29 0.29 - 0.1 0.03 0.29 0.28
ß, .5 0 0.02 0.25 0.25 0.05 0.03 0.26 0.27
3
9 0.55 - 0.098 0.008 0.161 0.083 - 0.054 0.011 0.174 0.113
p 0.3 - 0.07 0.04 0.751 0.395 0.092 0.042 0.639 0.415
e, 1.5 - 0.092 0.016 0.166 0.158 - 0.058 0.018 0.169 0.179
0, 2.2 - 0.14 0.019 0.198 0.195 - 0.067 0.021 0.205 0.207
ß, 2 - 0.192 0.021 0.23 0.213 - 0.147 0.022 0.238 0.223
ß, .5 - 0.056 0.017 0.173 0.169 - 0.065 0.016 0.178 0.165
4
9 0.55 - 0.118 0.008 0.158 0.077 - 0.08 0.008 0.168 0.08
p 0.3 - 0.066 0.041 0.814 0.411 0.033 0.042 0.664 0.415
e, 1.5 - 0.119 0.019 0.183 0.186 - 0.061 0.017 0.189 0.166
e, 2.2 - 0.149 0.023 0.21 0.231 - 0.073 0.02 0.216 0.198
ß, 2 - 0.085 0.024 0.225 0.241 - 0.02 0.022 0.232 0.224
ß : .5 0.005 0.017 0.163 0.167 0.097 0.016 0.17 0.164
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Table 10.4.2.5c: Estimated average biases and average standard error over 
100 simulations for the mixed threshold models with random components 
following a AR(1) process.
ML
cp = 1.1 and p = 0.3
REML
(p = 1.1 and p = 0.3
M TU AB SE ASE SEOS AB SE ASE SEOS
(p 1.1 - 0.81 0.02 0.25 0.17 - 0.71 0.02 0.28 0.2
1 p 0.3 - 0.02 0.05 0.72 0.47 0.02 0.03 0.59 0.33
e , 1.5 - 0.33 0.02 0.2 0.2 - 0.29 0.02 0.2 0.21
f t 2.2 - 0.45 0.02 0.23 0.25 - 0.39 0.03 0.24 0.27
f t 2 - 0.43 0.03 0.28 0.27 - 0.35 0.03 0.3
0.3
f t 1 - 0.13 0.02 0.24 0.24 - 0.1 0.03 0.25 0.27
2
<P 1.1 - 0.71 0.02 0.41 0.17 - 0.62 0.02 0.43 0.2
P 0.3 - 0.13 0.05 0.88 0.48 - 0.04 0.04 0.72 0.44
f t 1.5 - 0.18 0.02 0.19 0.17 - 0.22 0.02 0.19 0 .19
f t 2.2 - 0.26 0.02 0.22 0.21 - 0.3 0.02 0.22 0.22
ft 2 - 0.23 0.03 0.29 0.26 - 0.3 0.03 0.29 0.29
f t .5 - 0.05 0.03 0.25 0.26 - 0.1 0.03 0.26
0.28
3
<P 1.1 - 0.849 0 .009 0.165 0.092 - 0.787 0 .012 0.183 0 .120
P 0.3 0 .072 0.034 0 .560 0.343 0.065 0.031 0.508 0.308
0, 1.5 - 0.398 0 .016 0.148 0.163 - 0 .350 0.015 0.154 0 .154
0. 2.2 - 0.531 0 .020 0.173 0.202 - 0.495 0.018 0 .179 0.177
f t 2 - 0.498 0.022 0.195 0 .222 - 0 .420 0 .020 0.205 0.197
f t .5 - 0.053 0.018 0 .176 0 .182 - 0.063 0.018 0.181
0.178
4
<P 1.1 - 0.84 0.01 0.17 0.11 - 0.77 0.01 0.19 0.1
P 0.3 0.04 0.04 0.57 0.37 0.07 0.04 0.44 0.37
0, 1.5 - 0.39 0.01 0.15 0.15 - 0.37 0.02 0.15 0 .16
9 : 2.2 - 0.54 0.02 0.17 0.18 - 0.48 0.02 0.18 0.18
f t 2 - 0.51 0.02 0.2 0.19 - 0.41 0 .02
0.21 0.19
f t .5 - 0.08 0.02 0.18 0.18 - 0.07 0 .02 0.18
0 .19
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Table 10.4.2.5d: Estimated average biases and average standard error over 
100 simulations for the mixed threshold models with random components 
following a AR(1) process.
9  =
ML
= 0.84 and p =  0.8 9 =
REML
= 0.84 and p =  0.8
M TU AB SE ASE SEOS AB SE ASE SEOS
9 0.84 - 0.51 0.02 0.18 0.16 - 0.4 0.02 0.21 0.18
1 P 0.8 - 0.03 0.01 0.36 0.08 - 0.03 0.01 0.27 0.1
e , 1.5 - 0.12 0.02 0.16 0.16 - 0.09 0.02 0.16 0.16
6 = 2.2 - 0.16 0.02 0.19 0.2 - 0.11 0.02 0.19 0.2
P. 2 - 0.18 0.03 0.23 0.26 - 0.1 0.03 0.25 0.25
f t .5 0.01 0.02 0.19 0.2 0.04 0.02 0.21
0.2
9 0.84 - 0.474 0.022 0.396 0.217 - 0.391 0.025 0 .416 0.251
2 p 0.8 - 0.103 0.023 1.059 0.228 - 0 .080 0 .020 0.778 0.199
9 , 1.5 - 0.077 0.022 0.196 0 .222 - 0.062 0.018 0 .199 0 .182
0 , 2.2 - 0.126 0.024 0 .230 0.238 - 0.074 0 .022 0.235 0.223
ft 2 - 0.141 0.031 0.305 0.315 - 0.123 0 .030 0.311 0 .304
ft .5 - 0.027 0.024 0.264 0 .236 - 0.008 0.027 0 .276 0.275
9 0.84 - 0.517 0.015 0.18 0 .152 - 0.441 0 .019 0 .204 0 .187
3 p 0.8 - 0.048 0.015 0.37 0.153 - 0.073 0.023 0.341 0 .234
0, 1.5 - 0.109 0.016 0.168 0.163 - 0.109 0.015 0.168 0 .146
e . 2.2 - 0.138 0.02 0.2 0.197 - 0.197 0 .019 0.198 0.188
f t 2 - 0 .196 0.027 0 .252 0.267 - 0 .268 0 .023 0 .256 0 .235
ft .5 - 0.014 0.022 0.205 0 .216 - 0.075 0.021 0 .212 0 .214
9 0.84 - 0.51 0.016 0.18 0.157 - 0.477 0 .016 0.195 0.163
p 0.8 - 0.048 0.012 0.372 0.123 - 0.049 0 .016 0.343 0 .156
4 e , 1.5 - 0.167 0.018 0.175 0.181 - 0.144 0.019 0.178 0 .187
e, 2.2 - 0.227 0.021 0.202 0 .206 - 0 .176 0.02 0 .206 0 .199
f t 2 - 0.129 0.026 0.243 0.258 - 0.098 0.025 0.25
0 .252
ß, .5 0 .057 0.015 0.195 0.153 0.04 0 .019 0.198 0.188
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Table 10.4.2.5e: Estimated average biases and average standard error over 
100 simulations for the mixed threshold models with random components 
following a AR(1) process.
(P =
ML
0.303 and p =  0.1 (P =
REML
0.303 and p =  0.1
M TU AB SE ASE SEOS AB SE ASE SEOS
cp .303 - 0.111 0.005 0.165 0.051 - 0.063 0.005 0.175 0 .052
1 p 0.1 - 0.115 0.043 0.643 0.431 - 0.073 0.043 0 .536 0 .429
e , 1.5 - 0.099 0.014 0.16 0 .139 - 0.062 0 .016 0.164 0.165
e , 2.2 - 0.124 0.017 0 .186 0.17 - 0.065 0.018 0.191 0.181
ß, 2 - 0.137 0.018 0 .206 0.183 - 0.099 0.018 0.211 0 .182
ß , .5 - 0.011 0.015 0.158 0.145 - 0.007 0 .016 0 .162 0 .156
<P .303 0.02 0.011 0 .396 0.115 0.054 0 .012 0.41 0.118
2 P 0.1 - 0.167 0.046 0.965 0.463 0.034 0 .039 0.923 0 .394
e, 1.5 - 0.043 0.019 0.2 0.193 - 0.028 0.02 0.201 0.204
0 . 2.2 - 0.044 0.023 0.235 0.231 - 0.016 0 .024 0.237 0.243
ß, 2 - 0.075 0.028 0.284 0.281 - 0.025 0 .029 0.293 0 .294
ß, .5 0.013 0.024 0 .246 0.243 0.031 0.023 0 .246 0 .234
cp .303 - 0.105 0.008 0.161 0 .076 - 0 .056 0 .009 0 .174 0.09
3 P 0.1 - 0.144 0.039 0.758 0.388 0 .016 0.041 0.64 0.415
e, 1.5 - 0.109 0 .016 0.165 0.163 - 0.086 0 .016 0 .169 0.155
0= 2.2 - 0.159 0.02 0.198 0 .196 - 0.105 0 .019 0.203 0.185
ß, 2 - 0.185 0.022 0.228 0.218 - 0.161 0 .024 0.233 0.241
■ ß, .5 - 0.079 0 .016 0 .172 0.161 - 0.1 0.017 0.181 0.175
cp .303 - 0.114 0.008 0.158 0.085 - 0.085 0.007 0.168 0.075
4 p 0.1 - 0 .116 0.04 0.801 0.403 - 0.008 0 .042 0.687 0.418
0 , 1.5 - 0.136 0.017 0.181 0 .174 - 0.084 0.018 0.185 0 .182
0 = 2.2 - 0 .176 0.021 0.208 0.213 - 0.093 0.021 0.213 0.205
ß, 2 - 0.108 0.019 0 .22 0.191 - 0.035 0.023 0 .232 0 .226
ß, .5 0.008 0.014 0 .164 0.145 0 .072 0.014 0.165 0.141
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CHAPTER ELEVEN
DISCUSSION
The GLMM is applied to various discrete response data through 
chapters 5-9. Essentially, the threshold models of McCullagh (1980) are 
generalised by including random components in the linear predictor and the 
GLMM allows general specification of the random components variance- 
covariance matrices. Both approximate ML and REML estimates of 
parameters and variance components are developed by assuming normality 
for random components.
It is shown that the GLMM has great potential to analyse discrete 
response data. The estimates of regression coefficients are shown to be 
consistent, though the method is an approximate approach. The results in ML 
and REML are closely in agreement in most applications. Moreover, the 
results of the applications also indicate that the choice of the threshold 
models listed in chapter 5 appear not to be very critical.
In terms of random components, the results of the applications shown 
that the variances of the random components are significant for most cases.
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Furthermore, the GLMM approach gives the prediction of the random 
components. These estimates of random components (prediction) are very 
important, eg, in chapter 6, the estimated household random effects may be 
matched to household descriptors in an effort to delineate what is important in a 
household occupied by cohabiting drug users, or in section 7.8 of chapter 7, the 
predicted values of the second random component may be used to show the 
direction of patient effect change (increase or decrease over time) and identifying 
patients who show greatest changes over time. Consequently, it is important to 
include random components in the linear predictor of the threshold models.
In addition, chapters 6 and 9 introduce threshold models to analyse 
two important types of data that occur more frequently in practice. The 
GLMM approach allows the modelling of these data in addition to fixed 
regression parameters in terms of random components with more 
complicated variance-covariance structures.
For any particular threshold model (1, 2, 3 or 4 of chapter 5), the 
simulation studies show that the REML method reduces the biases of 
parameters and variance components estimators. The estimation approach is 
improved for increasing number of observations for each subject. It also 
minimises the difference between the two estimation approaches ML and
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REML. Moreover, the simulation results also indicate that in both ML and
REML methods the estimates of variance components are less biased for 
more categories of response data.
As in LMM (McGilchrist 1989), although the REML method reduces 
the bias, the variance component estimates are negatively biased in both ML 
and REML for correlated random component models.
11.1 GENERALIZATION
In the chapters 5-10, the threshold models are based on the 
assumption that the cut-points (threshold parameters) do not depend on the 
any regression variable. A generalization of those models is to model 
threshold parameters in terms of some regression variables as 
1 1 . 1 . 1  0 J = x ’a j
where x ‘ is a vector of regression variables and = [ a jl, a j2, . . . , a jp,]' is
called a category-specific parameters vector (Terza, 1985).
A special case of the model 11.1.1 is to model threshold parameters as a 
function of time in chapters 7 and 8.
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The threshold models in this thesis can be modified to analyse bivariate 
or multivariate ordinal response data. For bivariate ordinal response 
data, the threshold model is given by 
11.1.2 p(Y, <y , , Y, < y2) = G (0yi - r | ,  , 0 >; - % )
where G(.v) is some bivariate distribution, ri^x'ß.+u and Th=x'ß2+u .
Application of the GLMM to continuous-ratio model; and the so called 
stereotype regression model (Anderson 1984) follows a similar direction to the 
threshold model in this thesis.
11.2 FURTHER RESEARCH DIRECTIONS
The parameters and variance components are tested by using their 
corresponding estimated standard errors. Moreover, in this thesis three types 
of selection of the best model among four threshold models listed in chapter 
5 are given. In chapter 5, 6 and 7, 8 selections are based on the estimated 
values of conditional log-likelihood (1,) and discriminate approach
respectively. While in chapter 9, the selection of the best threshold model is 
based on the goodness of fit statistic Q. Hence, asymptotic theory that is 
needed to be able to test and select a more appropriate model.
In chapters 7 and 9, for multiple observation of the same subject, models 
involving further random components corresponding to changes of subject 
effects over time are used. These models will be more general if the 
estimation approach gives estimation equations for hyperparameters 
describing covariance between those random components.
For correlated models, eg, AR(1), simulation results indicate that both 
ML and REML estimators of variance components are negatively biased 
with REML having smaller bias. Further investigation to reduce the biases 
are of considerable interest.
Chapters 7, 8, 9 and 10 give models for the correlated random 
components. These models can be generalised to MA(p,q) and
ARMA(p,d,q).
The incidence matrices Z associated with random components u are 
assumed to be known in this thesis. However, as Harville (1977) mentioned, 
these matrices in some applications are a function of unknown parameters. 
The motivating example is the kind of data set that have been discussed in 
chapter 9. We have applied the random component threshold models to
314
analyse 45 diagnostics test in 39 counties in Washington State. The results 
and data sets are not reported in this thesis. The estimated variance for 
county random effects for threshold model 2 of chapter 5, are 1.24, 0.86, 
3.11, 2.98, 1.8, 1.1, 1.3, 2.9, 1.43, 1.4, 2.64, 2.7, 1.41, 2.11, 2.5, 2.75, 5.32, 
5.8, 2.9, 1.8, 1.41, 1.1, 3.5, 1.6, 1.42, 1.82, 4.03, 2.61, 2.41, 1.32, 3.8, 3.18, 
3.2, 3.36, 1.62, 1.4, 2.11, 2.9, 3.25, 0.53, 1.4, 0.9, 0.84, 1.7 and 0.52 in the 
REML method. Then, attempts are made to combine all 45 data sets and 
analyse by fitting model
11.2.1 r| = Xß + Z(Y)u
where u is N(0, A(cp)) and y is an unknown parameters vector. However, 
these attempts have not been completed.
Furthermore, a limited simulation (not reported in thesis) for simple 
mixed normal error model is shown to have very good accuracy in estimating 
y. This topic requires further efforts to be completed.
In chapter 9 a simple identity composite link function is used. This 
approach can be generalised for a more general composite link function.
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APPENDIX A
SOME USEFUL THEOREMS AND LEMMAS
Theorem 1: For given nonsingular matrices D and A , the positive
symmetric matrix Z = D + ZAZ' has the following properties
A.l Z =D -D  Z T ' Z ' D T  =(A +Z D Z) %
A.2 |Z| = |T"‘ ||D||A|,
A.3 I A '1 + Z ,D~‘ZI* 0 , ie the T* does exist.
Proof:
The proof of the A.l has been given in chapter 4 provided A.3. 
A.2 Using Searle (1982) page 258, we have
( 1 )
(2)
T 1 Z' 
Z D 
T 1 Z' 
Z D
= |T"‘||D -  ZTZ'I = |T_1 ||Z_1 ||D|2 , D -Z T Z ' = DZ 'D 
= IDIIT" -  Z'D"Z| = iDllA"11 , T 1 -  Z'D^Z = A ".
Equating (1) to (2) gives
(3) IT’-IIZ'MIDf^A-'IIDI1 which yields IZI I^T*"1 IIAUDI.
Result A.3 follows from A.2.
Definition: For a mxn matrix A , any matrix A" that satisfies (4) is called 
a generalized inverse of the matrix A ,
(4) AA A = A .
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Definition: The Moore-Penrose inverse (A+) of the matrix A is a
particular generalized inverse of the matrix A which satisfies the four 
following conditions,
(a) AA+A = A , (b) A+AA*=A+
(c) (A+A)' = A+A , (d) (AA+)' = AA+.
Corollary 1: (Searle 1982)
Let A' be any particular generalized inverse of matrix A. Marsaglia 
and Styan (1974) showed that with
(7)
( 8)
S=D-CA B, the matrix Q =
A B 
C D
has,
A
0
+
- A B
I
S'[-CA' I]
as a generalized inverse if and only if rQ = rA + rs, where A' is a particular 
g-inverse and S' is a g-inverse.
The proof is given in Marsaglia and Styan (1974) and a discussion is 
provided by Searle (1982) page 261.
Lemma 1: (Rao 1952)
For any positive definite matrix A = A n  A 12
A' AL ^ 1 2  22 .
, there is a upper 
triangular matrix B that satisfies the following relationship
(9) BAB' = D ,
where D is a diagonal matrix , B =
I -A , A
and
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_ A,, A ,2 ^ 2 2  A21
L • a 22_‘
Thus, we have
(10) A"1 = B/_1D_1B~l .
Replacing components in the right hand side of (10) gives following 
expression for the inverse of nonsingular matrix A .
(ID A"1 =
0  0  ' 
0 A*
+
I
“ AaA,
[A -A ,‘1 -uArAjJ [I -A  A-J
This is the equation 14 in Searle (1982), page 260.
Theorem 2:
Let y be a multivariate normally distributed vector of dimension n 
with \i as mean and E as variance-covariance matrix. Then
3.1 E(y'Ay) = tr(AZ) + jj/Ap,, true also if y is not normal,
3.2 Var(y'Ay) = 2tr(AX)2 + 4^'AZAji ,
3.3 Cov(y'Ay,y'By) = 2tr(AZBZ) + 4p/AZB^, for A' = A, and B = B ',
3.4 k (y'Ay) = 2"' (r -1 )![tr(AI)r + 41'(AZ)r" p ,
3.5 Var(Qy) = Qvar(y)Q' = QEQ'
3.6 Cov(Qy, y'P ') = QVar(y)P' = Q IP '
where tr(A) indicates trace of matrix A, and kr(.) represents r^1 cumulant of 
the (.), Q and P are known matrices.
Proof is given in Searle (1971).
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APPENDIX B
DATA SETS
This appendix represents the data sets that have been used in chapters 
5-9. These data sets are dairy produce data, arthritis data, methadone 
program data, skin condition data, skin disorder data, respiratory disorder 
data, map data and chemotherapy data. These data sets are copied from 
journal and books except for methadone and chemotherapy data. Thus, the 
data sets are explained in detail in those journal and books in addition to the 
information that have been given in the corresponding chapters in this thesis.
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Table 1: Dairy produce data.
S BGBB MB MMGB LSB
0.01 .1 1 2.5 5 0.01 .1 1 2.5 5 0.01 .1 1 2.5 5 0.01 .1 1 2.5 5
1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1
2 0 0 0 0 1 0 0 0 0 1 0 0 1 1 1 0 0 0 0 1
3 0 0 0 2 1 0 0 0 0 0 0 0 0 2 2 0 0 0 0 0
4 0 0 0 1 1 0 0 0 0 1 0 0 0 1 1 0 0 0 1 1
5 1 1 2 2 2 1 1 1 2 2 1 1 1 2 2 1 1 2 2 2
6 0 0 0 0 2 0 0 1 0 0 0 0 0 1  1 0 0 0 2 2
7 0 0 0 0 1 0 0 0 2 2 0 0 0 1 1 0 0 1 1 2
8 0 0 1 2 2 0 1 1 2 2 0 0 1 1 1 0 0 0 1 1
9 1 2 2 2 2 1 2 2 2 2 0 2 2 2 2 0 2 2 2 2
10 0 0 1 2 1 0 0 1 2 2 0 0 2 2 2 0 0 1 1 1
11 2 2 2 2 2 2 2 1 2 2 0 0 1  1 2 2 2 1  1 2
12 0 0 1 1 1 0 0 1 1 1 0 0 0 1 1 0 0 0 1 1
13 0 0 1  1 1 0 0 1 2 2 0 0 0 1  1 0 0 0 0 0
14 1 1 2 1 1 1 2 2 2 2 0 2 2 1 1 1 2 1 1 1
15 0 0 2 2 2 0 2 2 2 2 0 1  1 2 2 0 0 1 2 2
16 0 0 1 2 2 0 0 0 2 2 0 0 0 2 1 0 0 1 2 2
17 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0
18 0 0 0 2 2 0 0 0 1  1 0 0 0 0 0 0 0 0 0 0
19 0 2 2 2 2 0 0 2 2 2 0 2 2 2 2 1 0 1 2 2
20 0 1 2 1 2 1 1 2 1 1 1 2 2 2 2 1 1 2 2 2
21 0 0 0 0 1 0 0 0 1 2 0 0 0 1 2 0 0 1 1 1
22 2 2 2 2 2 2 2 2 2 2 2 2 2 1 2 2 2 2 2 2
23 0 1 1 1 1 0 1 1 1 1 0 0 1 1 1 0 0 1 1 2
24 0 0 0 1  1 0 0 1 1 1 0 0 1 2  1 0 0 0 1 1
25 0 0 1 2 2 0 2 1 2 1 0 1 2 2 1 0 0 0 2 2
26 2 2 2 1 1 2 2 2 2 2 2 2 2 2 2 1 2 2 1 1
27 0 0 0 2 2 0 0 0 2 1 0 0 0 2 0 0 0 0 2 2
28 0 0 1 0 2 0 0 0 0 1 0 0 0 0 2 0 0 0 2 2
29 0 2 2 2 2 2 1 2 2 2 0 0 2 2 2 0 2 2 2 2
30 0 0 0 0 1 0 1 1 1 1 0 0 0 1  1 0 0 0 0 0
31 1 2 2 2 2 0 2 2 2 2 0 0 2 2 2 0 1 2 2 2
32 0 1  1 0 2 0 0 0 0 0 0 0 0 1 2 0 0 0 1 2
33 0 0 0 0 1 0 0 0 2 2 0 0 0 1  1 0 0 0 1  1
34 2 2 2 2 2 2 2 2 2 2 2 2 2 1 2 0 2 2 2 2
35 0 1 2 0 1 0 0 2 1 0 0 2 2 0 2 0 2 2 2 2
36 1 1 1 2 2 0 0 2 2 2 0 0 1 1 2 0 1 1 2 2
37 0 0 0 1 2 0 0 0 0 0 0 0 0 1  1 0 0 0 1 0
38 0 1 1 1 1 0 0 0 0 1 0 0 1 1 1 0 0 1 1 2
39 0 0 0 2 2 0 0 0 2 2 0 0 1  1 2 0 0 1 2 2
40 0 0 0 1  1 0 0 0 1  1 0 0 0 1  1 0 0 0 0 0
41 0 0 0 0 1 0 0 1 1 1 0 0 0 1 1 0 0 0 0 0
42 0 0 0 1  1 0 0 1 0 1 0 0 0 1 1 0 0 0 0 1
43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
44 0 0 0 0 2 0 0 0 2 0 0 0 0 0 2 0 0 0 0 0
45 2 2 2 2 2 0 2 2 2 2 2 2 2 2 2 0 0 2 2 2
46 0 0 0 0 2 0 0 0 2 1 0 0 0 2 2 0 0 0 1 2
47 0 0 0 2 0 0 0 2 2 0 0 0 0 2 2 0 0 0 0 0
48 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1  1 0
49 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 2
50 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
53 0 0 1  1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
55 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
56 0 0 2 2 2 0 2 2 2 2 0 2 2 2 2 0 0 2 2 2
57 0 2 2 2 2 0 2 2 2 2 0 0 2 2 2 0 2 1 2 2
58 0 2 2 2 2 0 2 2 2 2 0 1 2 2 2 0 0 2 2 2
59 0 2 2 2 2 1 2 2 2 2 0 2 2 2 2 0 2 2 2 2
60 0 2 2 2 2 0 0 0 2 2 0 0 0 2 2 0 1 2 2 2
61 0 0 0 2 2 0 1  1 2 2 0 0 0 2 2 0 0 0 2 2
62 0 0 2 2 2 0 0 2 2 2 0 0 2 2 2 0 2 0 2 2
63 0 0 0 0 0 0 0 0 1 2 0 0 1 0 0 0 0 0 0 0
64 0 0 0 2 2 0 0 2 2 2 0 2 2 2 2 0 2 0 1  1
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Table 1: (continued).
65 0 0 0 0 2 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1
66 0 0 0 2 2 0 0 0 1 2 1 1 1 2 2 0 0 0 1 1
67 0 0 0 1 2 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0
68 1 1 2 2 2 1 1 2 2 2 0 1 2 2 2 1 1 2 1 2
69 0 2 2 2 2 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0
70 0 0 2 2 2 0 0 1 1 2 0 0 0 1 1 0 0 2 1 2
71 1 1 1 1 2 1 2 2 1 2 0 0 1 1 1 0 1 1 2 2
72 2 2 2 2 2 0 2 2 2 2 2 2 2 2 2 0 2 2 2 2
73 0 2 2 2 2 2 2 2 2 2 0 0 2 2 2 0 0 1 2 2
74 1 1 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
75 0 0 1 1 1 0 0 1 1 1 0 0 1 1 1 0 0 1 1 1
76 0 0 0 0 2 0 0 0 1 1 0 0 0 0 0 0 0 0 2 2
77 0 1  1 2 1 0 0 1 2 2 0 0 1 2 2 0 1  1 2 2
78 0 2 2 2 2 0 0 2 2 2 0 0 2 2 2 0 0 0 2 2
79 0 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 1 2
80 0 0 2 2 1 0 0 2 2 2 0 2 0 2 2 0 0 0 2 2
81 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
82 0 1 2 1 2 0 2 2 2 2 0 1 1 1 1 0 0 1 1 2
83 0 0 0 1 2 0 0 1 2 2 0 0 1  1 2 0 1  1 2 2
84 0 0 1 1 1 0 0 0 2 2 0 0 1 2 2 0 0 0 0 2
85 0 0 1 2 2 0 0 1 2 2 0 0 1 2 2 0 0 1 2 2
86 0 0 2 2 2 0 0 2 2 2 0 0 2 2 2 0 0 1 2 2
87 0 0 0 2 2 0 0 2 2 2 0 0 1 2 2 0 0 1 2 2
88 0 0  1 0 2 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0
89 0 2 2 2 2 0 2 2 1 2 0 2 2 2 2 0 2 2 2 2
90 0 2 2 2 2 1 2 2 2 2 0 1 2 2 2 1 2 2 2 2
91 2 2 2 2  2 0 2 2 2 2 2  2 2 2 2 0 2 2 2 2
92 0 1  1 2 2 0 0 1 1 2 0 0 1 2 2 1 1 2 2 2
93 0 2 2 2 2 2 2 2 2 2 0 0 2 2 2 0 2 2 2 2
94 0 0 2 2 2 0 0 2 2 2 0 0 2 2 2 0 0 2 2 2
95 2 2 2 2 2 0 2 2 2 2 1 0 2 2 2 1 2 2 1  1
96 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1  1 1 1  
97 0 0 0 0 1 0 0 2 2 2 0 0 2 2 2 0 0 0 0 1
98 0 0 0 2 2 0 2 2 2 2 2 2 2 2 2 2 2 2 2 2
99 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
100 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 2 2 2  
101 0 0 0 2 2 0 0 0 2 2 0 0 0 2 2 0 0 1  1 1 
102 0 0 0 2 2 0 0 0 2 2 0 2 0 2 2 2 2 2 2 2
103 0 0 0 2 2 0 0 0 2 0 0 0 0 2 2 0 0 0 1 0
104 0 0 2 2 2 0 0 0 2 2 0 2 0 2 2 1 2 2 2 2
105 0 2 0 2 2 0 2 0 2 2 0 0 0 2 2 0 0 1 2 2
106 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1  1 1
107 0 2 2 2 2 0 0 0 0 2 0 0 0 1  1 0 2 2 2 2
108 0 0 0 2 2 0 0 1 0 0 0 0 0 0 0 0 0 1 2 2
109 0 2 2 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 2 2
110 0 0 0 1 2 0 0 0 0 1 0 2 1 0 0 0 0 0 0 1  
111 0 2 2 2 2 2 2 2 0 0 0 2 2 0 0 2 2 2 2 2  
112 0 0 2 2 2 1 2 2 2 2 0 0 1 2 2 0 0 2 2 2
113 0 0 1  1 1 0 0 2 2 2 0 2 2 2 2 0 1 2 2 2
114 1 1 2 2 2 1 2 2 2 2 0 0 1 2 2 0 2 2 2 2
115 0 0 2 2 2 0 1 2 2 2 0 0 2 2 2 0 2 2 2 2  
116 1 2 2 2 2 1  1 2 2 2 0 0 2 2 2 0 0 2 2 2
117 0 0  1 2 2 0 2 2 2 2 0 2 2 2 2 0 0 2 2 2
118 0 1  2 2 2 0 2 2 2 2 0 0 2 2 2 0 0 0 0 0
119 1 1 2 2 2 1 2 2 2 2 0 2 2 2 2 0 0 2 2 2
120 0 0 0 1 2 0 0 2 1  1 0 0 2 2 2 0 0 2 2 2  
121 0 2 2 2 2 1 2 2 2 2 0 0 2 2 2 0 2 2 2 2  
122 0 2 2 2 2 0 2 2 2 2 0 0 0 2 2 0 2 2 2 2
123 0 1 2 2 2 0 1  1 2 2 0 0 2 2 2 0 1 2 2 2
124 1 1 2 2 2 0 0 2 2 2 0 0 2 2 2 2 2 2 2 2
125 0 2 2 2 2 0 0 2 2 2 0 0 2 2 2 0 0 2 2 2
* S = Sample, Media type ( BGBB, MB, MMGM, LSB),
Product incoulum sizes ( 0.01, .1, 2.5, 5)g
Response ( 0 = no gas production, 1 = gas production within 48h,
2 = gas production within 24h).
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Table 2: Data from the arthritis trial.
P a tie n t Gen Age Tr Self-assessment
w-0 w-1 w-5 w-9 w-13
l l 48 l l l 1 1 l
2 l 29 l l l 1 1 l
3 l 59 2 l l 1 1 i
4 2 56 2 l l 1 1 l
5 1 33 2 l l 1 1 l
6 1 61 2 l l 0 1 l
7 1 63 1 0 0 1 9 9
8 1 57 2 1 0 1 1 1
9 1 47 2 1 1 1 0 1
10 2 42 1 0 0 1 9 0
11 1 62 1 1 1 1 1 1
12 1 42 2 1 1 1 1 1
13 1 50 1 1 1 1 1 1
14 2 47 1 1 1 9 9 9
15 1 45 2 0 0 0 1 1
16 1 55 1 1 1 1 1 1
17 1 56 1 1 1 1 1 1
18 1 57 2 1 1 1 1 1
19 2 57 2 1 1 1 0 9
20 1 45 1 1 0 1 0 1
21 1 29 1 1 1 0 9 9
22 2 51 1 0 0 1 1 0
23 2 65 2 1 1 0 1 0
24 2 50 1 1 1 1 0 1
25 1 65 1 1 1 1 1 1
26 2 58 2 1 1 0 0 0
27 2 62 1 0 1 1 1 1
28 2 35 1 1 1 1 1 1
29 1 28 1 1 1 1 1 1
30 1 41 1 1 1 1 9 9
31 1 40 2 1 0 1 0 1
32 1 33 2 0 0 0 0 0
33 2 60 2 0 0 0 0 0
, 34 1 62 1 1 0 1 1 1
35 1 45 2 1 1 0 1 1
36 1 64 2 0 0 0 0 0
37 1 55 2 0 0 0 1 1
38 1 57 1 1 1 1 1 9
39 1 51 2 1 1 0 1 1
40 2 57 1 1 1 1 1 1
41 1 37 2 1 0 1 9 1
42 1 52 1 0 1 1 1 9
43 1 52 2 1 1 9 1 1
44 1 46 1 1 1 1 1 1
45 1 63 1 0 0 1 0 9
46 1 60 2 1 1 0 0 0
47 1 63 1 0 1 9 0 0
48 2 33 2 1 0 0 1 9
49 1 60 1 0 0 1 1 1
50 1 58 1 1 1 1 1 1
51 1 37 2 0 0 0 1 0
* Gen = Gender, Tr =Treatment (1 = Auranofin, 2= Placebo), 
W = Week, 0 =poor, 1= good and 9 = missing.
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Table 3. Observation values of drug use and crime, values of covariates.
Pep. Variables____________________________Covariates
p H Co B Cr 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 2 0 15 1 1 1 1 40 11 2 19 10 22 0 9 16 7 26
2 5 0 0 6 1 4.29 0 0 23 1 21 31 20 0 10 12 0 7
3 7.5 0 4 4 0 0 0 0 6 0 4 21 21 0 4 14 6 9
4 0 .04 0 0 1 8.71 1 100 7 9 4 21 23 0 8 11 6 36
5 1 5 1.6 5 1 8.29 1 80 10 5 1 28 29 1 9 21 11 15
6 1 0 0 0 0 11 1 50 14 5 3 22 21 0 10 16 0 0
7 1.5 0 1 4 0 0 0 0 4 2 6 23 29 0 9 10 10 18
8 .04 0 1.3 0 1 11.6 1 90 14 17 6 16 20 0 10 16 4 3
9 .04 0 0 3 1 12.6 1 90 8 9 15 19 17 1 10 17 0 0
10 .39 .25 .11 4 0 8 1 100 8 4 16 22 20 0 8 18 4 0
11 .04 .18 0 1 1 12.6 1 100 7 1 1 16 28 0 9 15 6 70
12 0 0 0 0 0 12 1 60 9 15 17 28 22 1 6 13 9 0
13 4 .07 0 1 0 4 0 0 2 3 13 20 20 1 12 99 1 0
14 0.8 0.5 0 1 0 0 0 0 1 0 3 9 25 0 9 9 5 12
15 .18 0 2 4 0 2 0 0 2 8 3 13 29 2 11 17 1 48
16 0 0 .04 7 0 0 0 0 9 13 8 21 16 0 10 16 1 1
17 0 .07 0 0 1 12.3 1 150 2 3 0 10 43 0 7 15 28 168
18 0 .07 0 0 1 10.7 1 55 0 8 0 22 20 0 9 16 4 0
19 .75 0 0 1 0 0 0 0 13 1 13 34 20 0 9 15 2 0
20 .04 3 0 0 0 12 1 40 3 4 2 27 17 0 8 14 2 0
21 .04 .33 0 0 1 12.6 1 90 0 2 0 23 34 0 10 22 17 96
22 .13 .57 0 0 1 12.6 1 90 3 10 1 19 34 1 7 23 17 0
23 0 0 2.5 3 0 12 1 110 2 3 7 14 31 1 8 22 13 0
24 2 .07 0 3 1 7.71 0 0 11 7 8 22 20 0 10 12 3 0
25 .07 0 0 0 1 0.57 0 0 0 13 0 16 30 1 10 24 13 0
26 .04 0 0 0 1 0.43 0 0 3 5 3 12 41 0 7 22 16 0
27 3 .04 0 0 1 2.71 0 0 0 3 0 23 16 1 8 12 1 0
28 1.5 2 6.5 1 1 2 0 0 14 2 20 27 17 0 8 12 2 0
29 3 .07 .07 1 0 0 0 0 7 2 2 21 25 1 7 23 2 4
30 .71 .04 0 0 1 9 1 100 6 6 9 20 30 1 8 16 14 0
31 .07 0 0 0 0 12 1 35 15 2 7 17 17 0 8 6 2 0
32 0.1 0 0 1 0 12 1 40 15 0 26 10 24 0 10 18 7 0
33 2 1.2 3.5 1 0 0 0 0 0 0 16 24 21 0 10 13 l 1.5
34 .04 4 17 3 1 10 1 140 18 8 22 23 19 1 9 5 1 6 60
35 .04 0 0 0 0 8 1 90 0 12 0 15 28 2 12 20 4 8
36 .11 .04 0 0 1 11.7 1 100 2 3 0 13 20 0 12 99 2 0
37 1.5 0 0 0 1 9.29 1 55 13 8 12 23 22 1 11 6 1 0
38 .14 1.5 0 1 1 11.4 1 90 3 0 0 14 37 0 8 16 16 6
39 3 0 0 0 1 12.9 1 20 0 0 1 17 28 0 9 17 9 0
40 2 0 0 2 0 4 0 0 17 4 22 29 24 0 7 13 7 48
41 3 .04 0 1 0 0 0 0 13 1 24 31 24 2 10 99 1 0
42 2.5 .14 .14 1 1 9 .86 1 85 4 0 1 21 23 1 10 18 5 2
43 1 .25 0 0 1 3.57 1 40 0 2 0 19 25 0 9 19 5 14
44 0 .04 0 0 1 10.7 1 5 7 4 9 15 35 0 8 14 2 0
45 1 .07 0 0 0 8 0 0 1 10 0 15 23 1 10 99 4 0
46 2.5 0 .25 2 1 5.14 1 10 11 0 9 21 27 0 11 25 7 0
47 1.5 .04 5 1 0 2 0 0 15 2 19 21 26 1 10 99 3 0
48 0 .21 0 0 1 7 0 0 4 10 16 11 23 0 6 12 8 30
49 1.3 0 0 0 1 14.6 1 50 3 2 6 3 32 0 16 31 4 0
50 1.5 .04 .33 4 1 4.43 1 40 14 4 5 25 17 1 10 15 1 0
51 .07 .14 .67 0 1 12.7 1 50 1 9 4 12 37 0 11 18 21 0
52 .18 0 0 0 1 12.3 1 80 2 9 2 16 46 0 12 26 28 132
P=Patient, H =Heroin, Co = Cocaine, B = Benzodiazepine, Cr = Crime.
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Table 4: Data from Clinical Trial.
p Cl T I T im e P Cl T I T im e P Cl T I T im e
1 2 3 1 2 3 1 2 3
1 5 1 3 3 9 3 59 6 2 4 2 2 2 117 10 1 3 1 1 1
2 5 1 3 3 2 2 60 6 2 3 3 3 9 118 10 1 3 1 1 1
3 5 1 4 3 2 2 61 6 2 4 4 4 9 119 10 1 3 3 3 3
4 5 1 3 2 2 1 62 6 2 4 4 3 3 120 10 1 3 1 1 1
5 5 1 3 3 2 2 63 6 2 4 5 9 9 121 10 1 3 2 2 2
6 5 1 4 2 1 3 64 6 2 3 1 9 1 122 10 1 3 2 2 1
7 5 1 4 1 1 1 65 6 2 3 4 2 4 123 10 2 3 3 3 3
8 5 1 4 1 1 1 66 6 2 4 5 9 9 124 10 2 3 4 4 4
9 5 1 5 5 9 9 67 6 2 5 4 5 9 125 10 2 3 1 1 1
10 5 1 3 1 1 1 68 6 2 4 4 4 3 126 10 2 3 2 2 9
11 5 1 4 4 4 4 69 6 2 5 3 4 4 127 10 2 3 2 2 2
12 5 1 4 3 1 1 70 6 2 4 4 3 3 128 10 2 3 4 4 9
13 5 1 4 1 1 1 71 8 1 4 9 4 4 129 10 2 3 1 1 2
14 5 1 4 3 3 3 72 8 1 4 3 2 1 130 10 2 3 2 3 3
15 5 1 4 1 1 1 73 8 1 5 1 9 1 131 10 2 3 4 3 3
16 5 1 3 1 1 9 74 8 1 4 1 1 1 132 10 2 3 3 3 3
17 5 1 3 4 4 4 75 8 1 3 2 1 9 133 10 2 4 3 3 4
18 5 1 2 3 9 9 76 8 1 4 2 1 1 134 10 2 3 3 3 4
19 5 1 4 9 1 9 77 8 1 3 1 1 1 135 10 2 3 3 3 3
20 5 2 3 4 3 3 78 8 1 4 2 2 2 136 10 2 3 5 9 9
21 5 2 3 4 4 4 79 8 1 3 1 1 1 137 10 2 3 2 2 1
22 5 2 4 4 5 4 80 8 1 4 3 3 4 138 10 2 3 4 4 4
23 5 2 3 4 4 5 81 8 1 3 2 2 1 139 10 2 3 4 3 3
24 5 2 3 4 4 4 82 8 1 3 2 1 1 140 11 1 4 2 1 1
25 5 2 4 4 4 4 83 8 1 4 2 1 1 141 11 1 3 4 T, 3
26 5 2 4 4 9 9 84 8 1 4 2 2 2 142 11 1 5 3 9 9
27 5 2 3 4 4 9 85 8 1 4 3 2 1 143 11 1 3 2 1 1
28 5 2 3 2 2 9 86 8 1 4 2 1 1 144 11 1 4 9 3 2
29 5 2 5 3 3 4 87 8 1 4 2 2 1 145 11 1 4 3 9 9
30 5 2 3 4 4 4 88 8 2 3 1 1 2 146 11 1 4 2 2 2
31 5 2 3 4 4 9 89 8 2 4 2 2 3 147 11 1 4 2 2 2
32 5 2 4 4 4 9 90 8 2 3 2 2 3 148 11 1 4 2 2 1
33 5 2 4 4 5 9 91 8 2 3 3 5 5 149 11 1 5 2 1 1
34 5 2 4 4 4 9 92 8 2 3 2 2 2 150 11 1 3 1 1 9
35 5 2 3 4 9 9 93 8 2 4 3 3 3 151 11 1 3 2 1 1
36 5 2 4 1 1 9 94 8 2 3 3 3 3 152 11 1 3 3 2 2
37 5 2 3 4 4 4 95 8 2 5 4 3 3 153 11 1 5 2 2 1
38 6 1 3 3 3 3 96 8 2 4 4 4 5 154 11 1 5 1 1 1
39 6 1 4 2 2 2 97 8 2 5 4 9 9 155 11 1 4 2 1 1
40 6 1 4 3 2 2 98 8 2 3 3 9 5 156 11 2 4 2 2 1
41 6 1 4 4 9 9 99 8 2 5 4 3 4 157 11 2 4 4 4 4
42 6 1 4 2 2 2 100 8 2 3 2 3 3 158 11 2 4 4 4 4
43 6 1 4 2 2 1 101 9 1 5 2 2 1 159 11 2 4 4 3 4
44 6 1 4 3 3 3 102 9 2 4 3 3 3 160 11 2 3 4 4 9
45 6 1 3 1 1 1 103 9 2 4 3 3 3 161 11 2 4 4 3 3
46 6 1 4 3 1 1 104 9 2 5 4 3 3 162 11 2 4 2 2 2
47 6 1 4 2 2 1 105 10 1 3 1 1 1 163 11 2 3 4 4 9
48 6 1 3 2 9 1 106 10 1 3 1 1 1 164 11 2 5 4 3 3
49 6 1 3 3 4 4 107 10 1 3 2 2 1 165 11 2 4 4 3 3
50 6 1 5 2 2 2 108 10 1 3 2 2 1 166 11 2 4 3 3 3
51 6 1 4 2 1 1 109 10 1 3 1 1 1 167 11 2 4 2 2 1
52 6 1 4 3 4 4 110 10 1 3 3 2 1 168 11 2 3 4 3 3
53 6 1 4 1 1 1 111 10 1 3 2 2 2 169 11 2 4 4 4 4
54 6 1 4 1 1 1 112 10 1 3 1 1 1 170 11 2 3 4 4 3
55 6 2 4 3 3 3 113 10 1 3 3 1 1 171 11 2 4 4 3 3
56 6 2 4 4 4 4 114 10 1 3 2 2 2 172 11 2 3 4 3 3
57 6 2 4 2 2 2 115 10 1 3 3 2 2
58 6 2 4 4 4 9 116 10 1 3 3 3 2
* p= Patient,
Cl = Clinic, T = Treatment (1 = Test Drug, 2 = Placebo),
I = Initial Stage of Disease (3 = Fair, 4= =Poor, 5=Exacerbation),
Response ( 1 = Rapidly Improving, 2 = Slowly Improving, 3 = Stable, 4 = Slowly 
Worsening, 5= Rapidly Worsening and 9 = Missing).
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Table 5: Data from clinical trial to compare active and placebo treatments 
for skin disorder.
Subject Tr Day Subject Tr Day
3 7 10 14 3 7 10 14
1 1 2 1 1 1 41 2 2 1 1 0
2 1 1 1 1 0 42 2 1 1 1 0
3 1 1 1 1 1 43 2 1 1 1 1
4 1 0 1 0 1 44 2 2 2 2 1
5 1 2 1 1 0 45 2 3 1 2 1
6 1 1 1 0 2 46 2 1 1 0 1
7 1 2 1 1 0 47 2 0 1 0 1
8 1 1 0 1 0 48 2 2 1 1 1
9 1 1 1 1 0 49 2 1 0 0 0
10 1 1 0 1 0 50 2 1 1 2 1
11 1 1 0 1 1 51 2 2 1 1 1
12 1 1 1 0 1 52 2 1 0 1 1
13 1 2 1 1 1 53 2 2 2 2 1
14 1 1 0 0 0 54 2 1 1 1 0
15 1 2 1 2 1 55 2 2 1 2 1
16 1 2 1 0 0 56 2 2 2 2 1
17 1 1 2 1 1 57 2 3 1 2 1
18 1 2 2 2 1 58 2 1 1 0 0
19 1 0 0 0 0 59 2 2 2 2 0
20 1 1 1 1 0 60 2 1 1 0 0
21 1 2 0 1 1 61 2 2 2 1 1
22 1 1 1 2 0 62 2 2 1 2 0
23 1 1 0 0 0 63 2 2 2 2 1
24 1 1 0 0 0 64 2 2 0 1 2
25 1 1 0 1 0 65 2 2 1 1 1
26 1 1 1 1 1 66 2 2 0 2 0
27 1 2 1 2 1 67 2 2 1 1 0
28 1 2 1 1 1 68 2 1 1 0 1
29 1 1 2 1 1 69 2 2 1 1 1
30 1 0 0 0 0 70 2 2 2 2 1
31 1 0 1 0 1 71 2 2 2 1 1
32 1 1 1 1 0 72 2 2 1 1 1
33 1 1 0 0 0
34 1 0 0 0 0
35 1 1 0 0 0
36 1 1 2 1 1
37 2 2 1 1 1
38 2 1 1 0 0
39 2 2 2 2 1
40 2 1 1 0 1
* Tr = Treatment ( 1 = Active treatment, 2 =Placebo treatment), 
Response ( 0 = Excellent, 1 = Good, 2 = Fair, 3 = Poor).
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Table 6: Data from Multicentre, Multivisit Clinical Trial to Compare Two 
Treatments for Patients with a Respiratory Disorder.
p C T S A V is it P C T S A V is it
B 1 2 3 4 B 1 2 3 4
1 1 1 1 32 1 2 2 4 2 57 2 1 1 37 1 3 4 4 4
2 1 1 1 47 2 2 3 4 4 58 2 1 1 39 2 3 4 4 4
3 1 1 2 11 4 4 4 4 2 59 2 1 1 6 0 4 4 3 3 4
4 1 1 2 14 2 3 3 3 2 6 0 2 1 1 63 4 4 4 4 4
5 1 1 2 15 0 2 3 3 3 61 2 1 2 13 4 4 4 4 4
6 1 1 2 2 0 3 3 2 3 1 62 2 1 2 14 1 4 4 4 4
7 1 1 2 22 1 2 2 2 3 63 2 1 2 19 3 3 2 3 3
8 1 1 2 22 2 1 3 4 4 64 2 1 2 20 2 4 4 4 3
9 1 1 2 23 3 3 4 4 3 65 2 1 2 2 0 2 1 1 0 0
10 1 1 2 23 2 3 4 4 4 66 2 1 2 21 3 3 4 4 4
11 1 1 2 25 2 3 3 2 3 67 2 1 2 24 4 4 4 4 4
12 1 1 2 26 1 2 2 3 2 68 2 1 2 25 3 4 3 3 1
13 1 1 2 26 2 2 2 2 2 69 2 1 2 25 3 4 4 3 3
14 1 1 2 26 2 4 1 4 2 7 0 2 1 2 25 2 2 4 4 4
15 1 1 2 28 1 2 2 1 2 71 2 1 2 2 6 2 3 4 4 4
16 1 1 2 28 0 0 1 2 1 7 2 2 1 2 28 2 3 2 2 1
17 1 1 2 30 3 3 4 4 2 73 ? 1 2 31 4 4 4 4 4
18 1 1 2 30 3 4 4 4 3 74 2 1 2 34 2 4 4 2 4
19 1 1 2 31 1 2 3 1 1 75 2 1 2 35 4 4 4 4 4
2 0 1 1 2 31 3 3 4 4 4 76 2 1 2 37 4 3 2 2 4
21 1 1 2 31 0 2 3 2 1 77 2 1 2 41 3 4 4 3 4
22 1 1 2 32 3 4 4 3 3 78 2 1 2 43 3 3 4 4 2
23 1 1 2 34 1 1 2 1 1 79 2 1 2 52 1 2 1 2 2
24 i 1 2 4 6 4 3 4 3 4 80 2 1 2 55 4 4 4 4 4
25 1 1 2 48 2 3 2 0 2 81 2 1 2 55 2 2 3 3 1
26 1 1 2 5 0 2 2 2 2 2 82 2 1 2 58 4 4 4 4 4
27 1 1 2 57 3 3 4 3 4 83 2 1 2 68 2 3 3 3 4
28 1 2 1 13 4 4 4 4 4 84 2 2 1 31 3 4 4 4 4
29 1 2 1 31 2 1 0 2 2 85 2 2 1 32 3 2 2 3 4
3 0 l 2 1 35 1 0 0 0 0 86 2 2 1 36 3 3 2 1 3
31 l 2 1 36 2 3 3 2 2 87 2 2 1 38 1 2 0 0 0
32 l 2 1 45 2 2 2 2 1 88 2 2 1 39 1 2 1 1 2
33 l 2 2 13 3 4 4 4 4 89 2 2 1 39 3 2 3 0 0
3 4 l 2 2 14 2 2 1 2 3 9 0 2 2 1 4 4 3 4 4 4 4
35 1 2 2 15 2 2 3 3 2 91 2 2 1 47 2 3 3 2 3
36 1 2 2 19 2 3 3 0 0 92 2 2 1 48 2 2 1 0 0
37 1 2 2 2 0 4 4 4 4 4 93 2 2 1 4 8 2 2 2 2 2
38 1 2 2 23 3 3 1 1 1 94 2 2 1 51 3 4 2 4 4
39 1 2 2 23 4 4 2 4 4 95 2 2 1 58 1 4 2 2 0
4 0 1 2 2 24 3 4 4 4 3 96 2 2 2 11 3 4 4 4 4
41 1 2 2 25 1 1 2 2 2 97 2 2 2 14 2 1 2 3 2
4 2 1 2 2 26 2 4 2 4 3 98 2 2 2 15 3 2 2 3 3
43 1 2 2 2 6 1 2 1 2 2 99 2 2 2 15 4 3 3 3 4
4 4 1 2 2 27 1 2 2 1 2 100 2 2 2 19 4 2 2 3 3
45 1 2 2 27 3 3 4 3 3 101 2 2 2 2 0 3 2 4 4 4
4 6 1 2 2 28 2 1 1 1 1 102 2 2 2 2 0 1 4 4 4 4
4 7 1 2 2 28 2 0 0 0 0 103 2 2 2 33 3 3 3 2 3
4 8 1 2 2 30 1 0 0 0 0 104 2 2 2 36 2 4 3 3 4
4 9 1 2 2 37 1 0 0 0 0 105 2 2 2 38 4 3 0 0 0
5 0 1 2 2 37 3 2 3 3 2 106 2 2 2 4 2 3 2 2 2 2
51 1 2 2 43 2 3 2 4 4 107 2 2 2 43 2 1 0 0 0
5 2 1 2 2 43 1 1 1 3 2 108 2 2 2 45 3 4 2 1 2
53 1 2 2 44 3 4 3 4 2 109 2 2 2 48 4 4 0 0 0
54 1 2 2 4 6 2 2 2 2 2 110 2 2 2 52 2 3 4 3 4
55 l 2 2 4 9 2 2 2 2 2 111 2 2 2 6 6 3 3 3 4 4
5 6 1 2 2 63 2 2 2 2 2
* P = Patient, C = Centre, T = Treatment (1= Active, 2 = Placebo), 
S = Sex and B = Base.
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Table 7: Map Data.
S  T L o c a t io n S T L o c a t i o n
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
l l 4 4 4 4 4 4 4 2 4 4 46 2 1 4 4 2 4 2 3 1 1
2 1 2 4 4 4 2 1 2 4 3 4 47 2 4 4 4 2 1 1 2 2 2 4
3 1 4 4 4 2 4 4 3 2 4 4 48 2 3 1 4 4 1 1 4 4 1 1
4 1 3 4 4 4 4 4 4 1 4 4 49 2 3 4 4 4 4 3 2 2 4 4
5 1 4 4 4 4 4 4 4 4 4 4 50 2 4 1 2 2 1 4 1 1 2 1
6 1 4 4 4 3 1 1 2 2 2 1 51 2 2 1 4 3 3 1 1 2 1 1
7 1 4 4 4 3 3 3 1 2 2 4 52 2 1 1 4 1 4 4 3 1 2 1
8 1 4 4 4 2 4 1 1 1 2 3 53 2 2 4 1 1 4 1 1 2 1 2
9 1 4 4 4 4 2 4 1 1 4 4 54 2 1 2 1 1 1 4 1 1 2 2
10 1 1 1 4 4 1 4 1 4 3 4 55 2 2 2 2 3 1 2 1 1 4 2
11 1 4 4 4 2 4 4 1 3 3 4 56 2 4 1 1 3 1 2 1 1 1 2
12 1 4 4 4 3 4 4 1 2 2 1 57 2 2 1 4 2 1 4 2 1 1 4
13 1 4 4 4 2 4 4 1 1 4 4 58 2 2 3 3 4 1 1 2 3 1 1
14 1 4 4 4 4 4 4 1 1 4 4 59 2 1 4 4 2 4 4 1 1 1 4
15 1 4 3 1 2 1 1 1 1 1 2 60 2 1 4 4 3 1 1 1 4 1 4
16 1 4 4 4 3 4 2 4 1 4 3 61 2 3 1 3 2 1 1 2 2 1 4
17 1 2 2 2 2 4 1 2 3 1 3 62 2 3 1 1 2 1 4 1 1 1 1
18 1 2 1 2 1 2 4 1 1 2 1 63 2 1 2 1 4 1 4 1 4 4 1
19 11 2 2 3 1 1 1 1 3 1 1 64 2 2 4 4 4 1 3 4 2 4 4
20 1l 3 4 4 4 4 4 4 4 4 4 65 2 4 1 1 2 1 1 4 1 3 4
21 1 4 4 4 4 2 2 1 2 1 3 66 2 1 1 1 2 1 1 1 1 1 1
22 1 4 2 4 4 4 4 1 3 2 2 67 2 1 2 1 1 1 1 1 1 1 3
23 1 4 4 4 4 2 2 1 2 4 1 68 2 4 4 4 4 4 4 4 4 4 4
24 1l 4 4 4 4 4 2 3 2 3 1 69 2 2 1 1 1 1 1 1 1 1 1
25 1l 3 4 2 4 2 4 1 1 4 1 70 2 2 1 3 1 1 1 1 1 1 2
26 1 3 2 1 2 1 1 1 1 1 1 71 2 2 4 1 1 1 1 1 1 1 1
27 1l 3 1 1 4 2 4 1 1 2 4 72 2 2 1 1 1 1 3 1 1 1 1
28 1l 2 1 1 1 1 1 1 1 1 1 73 2 4 1 1 1 1 2 1 1 1 1
29 !1 4 2 1 4 1 4 1 4 1 4 74 2 3 3 1 2 1 1 1 2 1 4
30 l 4 4 3 4 4 3 4 4 4 4 75 2 1 1 1 1 1 2 1 1 1 1
31 1 4 4 4 4 2 4 2 1 4 4 76 2 1 1 1 1 1 2 2 1 1 1
32 l 4 4 2 2 2 3 2 2 1 1 77 2 1 1 1 1 1 1 1 1 1 1
33 1 4 4 3 2 3 4 \ 4 4 4 78 2 2 2 4 4 l 2 l l 2 4
34 1 4 4 2 2 3 4 1 4 4 4 79 2 1 1 4 2 1 1 1 1 1 1
35 1 4 4 4 4 4 4 4 2 4 4 80 2 1 1 1 1 2 1 2 1 4 2
36 1 4 4 4 4 3 4 1 4 2 2 81 2 2 2 1 3 1 4 4 1 2 4
37 1 4 4 1 4 2 4 1 4 3 3 82 2 1 4 2 1 1 4 1 1 3 4
38 1 4 4 3 4 3 4 1 1 3 2 83 2 1 1 4 1 2 1 2 1 2 1
39 1 4 4 4 4 4 1 1 1 2 3 84 2 2 3 4 4 4 4 1 1 2 4
40 1 4 4 1 1 1 2 1 1 4 4 85 2 i 4 1 4 1 1 1 2 1 1
41 1 1 1 3 2 1 1 1 1 1 1 86 2 i 1 1 1 1 4 1 3 1 2
42 1 2 4 4 1 4 4 4 4 4 4 87 2 i 1 1 3 1 4 4 1 1 2
43 1 4 4 4 4 2 1 1 3 1 4 88 2 4 1 2 1 1 1 1 1 1 1
44 2 3 4 2 2 2 4 1 3 1 1 89 2 1 2 1 1 1 1 1 2 1 2
45 2 3 2 2 2 1 2 1 2 4 3
* S = Subject and T = Treatment ( 1 = Rotated, 2 = Nonrotated).
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Table 8: Fitted and observed frequency for use of chemotherapy (ICD-9- 
CM code 99.25) for those age 20 and over during 1987-1992, in each 
counties of Washington State, using model 2 of section 5.2 of chapter 5.
1987
c Fitted frequency O bserved frequency
0 1 1 3 >4 0 1 1 3 >4
1 8786 227 23 5 3 8784 231 21 6 2
2 11999 85 8 2 1 12000 86 7 2 0
3 69937 601 60 12 8 69938 609 57 8 7
4 34866 802 81 17 11 34864 834 56 10 13
5 37996 365 36 7 5 37996 365 35 5 8
6 140285 1906 191 39 26 140285 1847 233 53 29
7 2981 34 3 1 0 2981 37 1 0 0
8 54184 412 41 8 6 54185 413 39 7 7
9 16242 74 7 2 1 16244 71 9 1 1
10 3776 112 11 2 2 3774 112 11 5 2
11 22762 261 26 5 4 22762 266 24 4 2
12 1726 14 1 0 0 1727 15 0 0 0
13 33771 682 69 14 9 33770 681 73 11 11
14 43432 886 90 18 12 43431 848 118 31 10
15 36410 334 33 7 4 36411 327 33 12 6
16 13450 124 12 3 2 13450 124 13 1 2
17 1011225 15419 1550 318 209 1011220 15686 1396 251 167
18 1182503 1732 172 35 23 1182508 1717 177 35 28
19 17919 124 12 3 2 17920 123 15 1 0
20 11311 63 6 1 1 11313 63 7 0 0
21 39015 516 52 11 7 39014 531 45 8 2
22 6899 129 13 3 2 6898 136 9 2 1
23 25543 362 36 7 5 25542 362 38 8 3
24 21655 340 34 7 5 21654 349 28 4 6
25 12624 173 17 4 2 12624 172 18 4 3
26 5773 224 23 5 3 5771 200 36 12 9
27 372120 2280 227 46 31 372121 2341 169 45 28
28 7126 77 8 2 1 7126 71 10 2 4
29 49034 848 85 18 12 49033 827 101 20 15
30 5317 22 2 0 0 5319 20 3 0 0
31 268034 5476 554 114 75 268034 5413 598 117 90
32 242679 6961 710 146 96 242682 6799 797 214 100
33 19571 305 31 6 4 19570 296 40 7 4
34 100022 1245 125 26 17 100021 1292 99 15 7
35 2473 12 1 0 0 2475 10 1 0 0
36 34727 204 20 4 3 34729 198 22 5 5
37 82625 663 66 14 9 82626 683 46 6 16
38 27494 389 39 8 5 27494 374 51 12 5
39 122843 2696 273 56 37 122843 2649 316 50 47
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Table 8 (Continued)
1988
1 8826 220 24 5
2 12172 87 9 2
3 70077 621 65 13
4 35827 657 70 13
5 38777 362 38 7
6 143278 2294 243 47
7 2990 33 3 1
8 55178 429 45 9
9 16526 234 25 5
10 3841 119 13 2
11 22810 254 27 5
12 1732 16 2 0
13 34344 537 57 11
14 43664 1009 108 21
15 37357 354 37 7
16 13815 153 16 3
17 1034753 15538 1644 317
18 122501 2032 215 42
19 17792 204 22 4
20 11413 62 6 1
21 39377 457 48 9
22 6916 134 14 3
23 26035 476 51 10
24 21783 334 35 7
25 12828 199 21 4
26 5736 216 23 5
27 377077 4546 479 92
28 7468 63 7 1
29 50113 803 85 16
30 5438 46 5 1
31 280104 5145 546 105
32 242089 6756 725 140
33 19562 352 37 7
34 102798 1335 141 27
35 2407 14 1 0
36 34693 292 31 6
37 83917 829 87 17
38 27367 410 43 8
39 124713 2450 261 50
8823 217 27 7 3
12175 84 7 3 2
70079 630 53 11 12
35825 666 60 13 12
38779 348 44 9 10
143278 2245 285 52 35
2991 30 6 0 0
55181 420 47 10 9
16526 231 31 3 2
3837 129 9 0 2
22811 249 32 3 5
1734 13 3 1 0
34343 523 70 8 12
43661 1002 120 27 6
37359 346 36 10 9
13816 150 16 4 3
1034748 15780 1504 252 188
122500 2008 208 57 45
17793 206 22 2 2
11418 60 5 1 0
39378 469 41 5 5
6914 135 15 4 1
26034 458 67 16 3
21782 335 38 8 1
12827 208 15 2 3
5731 215 30 1 6
377076 4647 433 72 31
7470 60 8 1 1
50112 781 100 21 14
5440 47 2 1 0
280104 5054 587 133 96
242090 6619 808 182 109
19560 358 32 8 5
102798 1373 124 14 11
2411 9 1 1 1
34695 293 26 5 6
83918 863 56 10 15
27367 395 54 12 7
124712 2414 288 56 39
3
1
9
9
5
33
0
6
3
2
4
0
8
14
5
2
220
29
3
1
6
2
7
5
3
3
64
1
11
1
73
97
5
19
0
4
12
6
35
358
Table 8 (Continued)
1989
1 8477 204 22 4
2 12320 99 11 2
3 70306 586 63 13
4 35042 723 79 16
5 39389 401 43 9
6 147775 2189 237 47
7 3007 23 2 0
8 56320 522 56 11
9 17389 304 33 7
10 3870 103 11 2
11 22079 191 21 4
12 1667 15 2 0
13 33989 531 57 11
14 43746 1152 126 25
15 38719 394 42 8
16 14232 202 22 4
17 1061925 14829 1601 319
18 125457 2287 248 49
19 18078 247 27 5
20 11496 68 7 1
21 39912 453 49 10
22 6274 132 14 3
23 26551 517 56 11
24 21784 380 41 8
25 12926 207 22 4
26 5863 178 20 4
27 391511 4636 499 100
28 7525 85 9 2
29 51212 962 104 21
30 5534 34 4 1
31 295645 4992 541 108
32 245297 6904 757 151
33 19831 332 36 7
34 106909 1521 164 33
35 2411 18 2 0
36 35229 223 24 5
37 85994 1111 120 24
38 26493 372 40 8
39 125925 2595 282 56
8474 193 30 7 6
12323 99 8 3 0
70308 596 50 13 8
35040 739 67 17 7
39391 397 47 5 8
147776 2121 297 60 23
3010 23 0 0 0
56322 506 67 12 9
17388 309 35 2 3
3867 102 19 0 0
22081 193 18 2 3
1669 14 1 0 0
33988 531 51 14 12
43743 1135 150 27 10
38721 386 41 14 8
14232 203 21 5 2
1061923 14968 1518 281 183
125456 2258 240 69 49
18078 264 15 3 1
11500 71 2 1 0
39913 471 34 7 5
6272 138 13 1 1
26549 519 57 10 7
21783 386 33 8 9
12925 207 25 4 2
5859 172 29 3 4
391510 4733 431 90 43
7526 88 5 1 2
51211 940 111 29 21
5538 31 2 1 1
295645 4919 583 114 91
245296 6801 842 162 102
19830 328 40 7 5
106908 1554 136 38 11
2414 15 2 1 0
35233 228 16 5 2
85994 1129 106 18 16
26493 375 42 5 3
125923 2577 310 57 26
3
1
8
10
5
29
0
7
4
1
3
0
7
16
5
3
199
31
3
1
6
2
7
5
3
2
62
1
13
0
67
94
4
20
0
3
15
5
35
359
Table 8 (Continued)
1990
1 8338 217 26 5
2 12202 89 10 2
3 74975 620 73 15
4 36595 262 31 6
5 41040 397 47 9
6 160815 2393 284 57
7 2901 28 3 1
8 56759 425 50 10
9 17747 115 14 3
10 3984 89 11 2
11 23052 185 22 4
12 1622 18 2 0
13 35289 531 63 13
14 43983 1056 127 26
15 42729 374 44 9
16 15018 190 23 5
17 1108726 15112 1790 360
18 128306 2200 262 53
19 18805 309 37 7
20 11283 74 9 2
21 40279 457 54 11
22 6232 118 14 3
23 27182 521 62 13
24 22611 293 35 7
25 13684 208 25 5
26 5857 199 24 5
27 402522 4342 513 103
28 7749 87 10 2
29 55236 1109 132 27
30 5565 40 5 1
31 318466 5056 601 121
32 246293 6763 813 164
33 20103 311 37 7
34 111182 1617 192 39
35 2398 17 2 0
36 34073 184 22 4
37 89717 1091 129 26
38 27415 304 36 7
39 122211 2840 340 69
8335 222 29 2 2
12205 92 8 0 0
74977 622 68 13 11
36598 255 30 8 7
41041 394 48 9 6
160815 2333 326 70 37
2902 31 0 0 0
56761 443 30 9 7
17750 112 10 3 5
3981 93 11 1 1
23054 191 16 1 4
1623 19 1 0 0
35288 531 59 14 11
43981 1032 158 27 8
42731 347 61 12 10
15018 180 32 6 2
1108724 15228 1699 342 201
128305 2197 266 53 30
18804 316 37 3 3
11286 77 5 1 0
40279 456 58 10 3
6230 126 12 0 0
27180 513 79 6 7
22611 299 29 5 6
13683 220 19 2 1
5852 200 28 5 2
402522 4373 491 102 50
7750 90 6 3 1
55235 1069 140 37 38
5568 36 7 1 0
318467 4951 656 152 87
246289 6765 850 160 63
20102 316 33 7 5
111180 1677 160 17 17
2401 15 2 0 0
34077 175 18 11 4
89717 1081 124 31 24
27416 309 29 8 5
122208 2856 336 71 28
3
1
8
4
5
33
0
6
2
1
3
0
7
15
5
3
206
30
4
1
6
2
7
4
3
3
59
1
15
1
69
94
4
22
0
2
15
4
39
360
Table 8 (Continued)
1991
1 8421 254 32 7
2 12336 98 12 3
3 76504 647 80 17
4 37294 259 32 7
5 41791 1046 132 27
6 169012 2715 341 71
7 2877 35 4 1
8 57700 487 61 13
9 18614 142 18 4
10 4109 103 13 3
11 23692 246 31 6
12 1661 17 2 0
13 36375 536 67 14
14 44583 1116 141 29
15 44457 427 53 11
16 16069 239 30 6
17 1135399 15289 1912 396
18 133047 2230 280 58
19 19185 442 56 12
20 11417 75 9 2
21 40927 603 76 16
22 6240 134 17 4
23 28293 542 68 14
24 23055 309 39 8
25 13829 289 36 8
26 6089 168 21 4
27 415566 3844 479 99
28 8251 107 13 3
29 57567 1120 141 29
30 5714 40 5 1
31 331123 5309 666 138
32 250362 6231 789 164
33 20537 271 34 7
34 115974 1680 210 44
35 2374 24 3 1
36 34737 176 22 5
37 92637 1378 173 36
38 27396 239 30 6
39 123505 2746 347 72
8417 266 25 9 1
12338 99 10 3 0
76506 652 76 13 11
37297 260 27 4 8
41789 1036 138 28 23
169012 2680 347 85 57
2878 33 5 2 0
57702 522 28 9 7
18617 143 17 3 0
4106 112 6 5 0
23693 256 20 3 7
1662 16 2 0 l
36375 542 60 13 11
44581 1098 170 29 10
44459 399 68 19 10
16069 238 27 6 8
1135398 15356 1846 403 234
133046 2237 282 51 34
19182 447 53 12 7
11420 80 4 0 0
40926 633 60 4 8
6238 138 17 3 1
28292 535 80 15 4
23055 317 29 7 8
13827 295 38 4 3
6086 163 24 11 1
415567 3882 484 67 48
8251 105 15 2 2
57566 1090 160 38 21
5717 39 4 0 0
331125 5157 751 175 112
250360 6189 843 164 89
20537 264 38 7 7
115972 1774 155 21 12
2375 25 0 0 1
34742 164 23 3 10
92637 1362 176 47 23
27398 240 26 6 5
123502 2765 341 70 35
4
2
10
4
17
43
1
8
2
2
4
0
8
18
7
4
242
35
7
1
10
2
9
5
5
3
60
2
18
1
84
100
4
27
0
3
22
4
44
361
Table 8 (Continued)
1992
1 8670 192 24 5
2 12470 89 11 2
3 78763 748 92 19
4 38277 224 27 6
5 42533 1309 164 34
6 173536 2903 359 74
7 2885 27 3 1
8 57979 532 65 13
9 18890 121 15 3
10 4236 101 13 3
11 23836 393 49 10
12 1660 16 2 0
13 37477 546 67 14
14 44956 930 115 24
15 45890 402 49 10
16 16718 254 31 6
17 1151488 14461 1779 368
18 139412 1978 244 50
19 19294 573 72 15
20 11597 86 11 2
21 41617 561 69 14
22 6313 131 16 3
23 29201 537 66 14
24 23324 295 36 8
25 13910 332 41 9
26 6265 130 16 3
27 430220 2669 326 67
28 8736 88 11 2
29 59552 1003 124 26
30 5847 37 4 1
31 337892 5215 644 133
32 256834 5554 690 143
33 20958 297 37 8
34 120462 1512 186 39
35 2452 17 2 0
36 35575 145 18 4
37 95792 1548 191 40
38 27527 265 32 7
39 125325 2949 367 76
* C = County.
4 8668 191 26 5 4
2 12472 90 8 3 1
14 78764 755 72 27 17
4 38280 222 24 8 4
24 42531 1273 189 42 30
53 173535 2882 374 91 43
0 2886 28 2 0 0
10 57980 564 39 7 9
2 18893 126 8 3 1
2 4234 104 14 0 3
7 23835 406 43 7 4
0 1661 18 0 0 0
10 37476 553 65 10 10
17 44955 902 152 22 12
7 45892 392 53 12 10
5 16717 255 37 2 3
263 1151488 14472 1771 380 248
36 139412 1978 258 46 27
11 19291 567 81 16 9
2 11599 87 10 1 0
10 41617 567 65 15 8
2 6311 138 13 2 2
10 29200 525 79 12 12
5 23324 303 28 8 5
6 13908 324 48 9 9
2 6263 132 20 2 0
48 430222 2753 252 46 57
2 8737 88 11 2 1
18 59551 974 144 26 27
1 5850 38 1 1 0
95 337894 5058 722 170 135
102 256831 5587 679 129 97
5 20957 310 26 7 4
27 120461 1589 132 25 19
0 2455 14 2 0 1
3 35580 142 13 7 2
28 95791 1545 192 42 29
5 27528 273 27 1 7
54 125323 2942 389 71 47
362
APPENDIX C
DYALOG APL PROGRAMS
In chapters 5-9 various DYALOG APL programs have been written to 
analyse different ordinal data sets. However, the size of the programs is 
large and printing all of them will take considerable amount of space. 
Moreover, fitted models in some chapters are special cases of those in the 
others. Thus, instead of producing all programs in different chapters for 
different data sets, we provide the programs that are more general. The 
programs for the other data sets can be obtained easily from those given. 
This appendix represents a selection of DYALOG APL programs that have 
been used in this thesis. The programs given are the ones that have been 
used to analyse the respiratory data set by different models in chapter 7 and 
the AR(1) model in chapter 8.
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RESPK1 fits model 1 in section 7.4 of chapter 7 to respiratory data.
RES P K1 ; Tl ; M P H I ; MPHI2 ; X 1 2 ; A 2 ; DL 8 ;FC;I2;I3; 14 ; WO; PHI 2 ;RI 1 ;RI2 ;T E 7 ;T S ; 
X 2 ; X3 ; X^ - ; X5 ; GI ; A l ;B O ;B l ;B l l ;B 1 2;Bl3 ;C 1 ;C 11;C 12 \D\MPHI ;N;NB; PHI ;RA0 ; 
RAI ; RC ; TR i TRJ ; 71; 7IPF; VMPFI; TE2 1 ; IF 3 2 ; IF4 3 ; IF 5 4 ; TE 6 5 ; A ; B ; CDF4 ; CDF5 ; 
C D F6 ; CDF7 ; DL 4 ; DL 5 ; DL 6 ; DL 1 ;FIIF 31;FITF4;FITF41;F2TF5 ; FZTF5 1 ;ETTES \ ET 
TE 6 1 ;ETTE7 ;J ;MEET^;MEET5 ; MEETS ;MEET 7 ;MET^;MET5 ;METS ;MET7 ;PDF4;PDF5 ; 
PD FS;PDF7;PPDF4;PPDF5;PPDFS;PPDF7;T3;T4;T5;T6;TE4;TE5;IF6;IFI211;TE 
123 ; IFI312;IFI32;IFI34;IFI4;IFI423 ;IFI4 3;FFI4 5;IFI534 ;IFI54;IFI56;I 
FI6;IF1645;IF165;IF17 ;G ;E 1;BLM;DL^;ETTE 21;ETTE 3;I ;L ;LSE F ;MEE T 3;MET3 
;T2;TEll;TET3;TEl2;TE2;TE3;TETl;TETll;TET21; TET12;P O ;PDF3 ; PI; RII;T; 
TET2 ;V ;V1 ; VBET;VCOM; VFIX;INFO0;ALFl;ALF2;BETO;INF01;INFll;INF12;INF 
13;INF21;IPF2 2;IPF2 3;IN;V O ;DEL 0;DEL;BLUP;E;NUP;DL 1;DL2 ;DL3;CDFl;CDF 
2;PPDFl;PPDF2;CDF 3;PPDF3;PDFl;PDF2;E E ;MET 0 ;MFFIO;METl;MEETl;MET2;ME 
E T 2;ETTE1 ;ETTE2;TEl;T 
COUNTED 
ML*-1 
NT+3
E+-0 5 4 RESPK 
U TRAP+11 ' E ' '->111'
N*-~ 1 pE 
NB-*1 pE 
RP+N 
M*NB*N 
FNUM+-1 
RESKD1 
RA-*~1 pXl 
R B*~1 pi 
MPH+1 OpO 
RPH*-1 OpO 
TREAT-0 3 p0 
VTREAT-(0,N)pO 
MTREAT-0 3 p0 
M V TREAT-{0,N)pO 
VAC-{0,R A + N T)pO 
MLEF-{ {RA+NT) , 0 ) pO 
RL E F - ((R A + N T),0)p0 
MPRD-{NB,0)p0 
RPROP-10 OpO 
RPRD- {NB, 0 ) pO 
MPROP-10 OpO 
AG:E- 0 5 i RESPK 
UTRAP-11 ' E ' '-►III'
P*-~l pF 
JYB«-1 pF 
RP-N 
M-NB*N 
R A-~1 pXl 
RB-~1 pi 
MPHI-*-!
NO*-1 pi 
E— {M, 1 )p ,F 
RC*-RB
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RESPK1 (continued)
FC+RA
I«-0
PHI+-MPHI  
BETO+RBpO 
ALF1<-RA p 0
n « - 0 .2
T2+-0 . 4 
T 3«- l  
T4« - l  . 5 
T5*-2 
TS-*-2 . 4
(1  , T l ) , ( 1  , T 2 ) , 1 , T3
-►(tfivn/Di
D l l  DL 2 D L 3 + - E ° = " l  2 3 
-+LP
D l :  + ( N T * 2 ) I D 2
DL1 DL 2 DL 3 DLQ+-E°="0  1 2  3 
-+LP
D 2 : D L 1  DL 2 DL 3 DL 4 D L 8 < - £ ° = ” 0 1 2  3 4
L P :  M (  ( ( NT,  NT)  p i  , NT pO ) , ( NT . RA+RB)  pO ) , [ 1 ] ( ( M , NT ) p 0 ) , / I  , Z 
LOOP:L+- (Z + . * { { R B )  , 1 )  pBETO ) +X1+  . x ( £4  , l  ) p A L F l  
-+(FNUM* 1 ) / E l  
PRHAZAD4 
-*E 4
D l : + ( F N U M * 2 ) I E 2  
PRODDS 
-*-E 4
E 2 : + ( F N U M * 3 ) I E  3 
PRHDS 
■*E 4
E 3 : PRXHDS 
E ± :  +  ( N T * 1 ) I F  1 
D E R I V l  
- F 3
F l  :-*■ (NT*  2 ) I F 2 
D E R I V 31 
- F 3
F2 : DERIV^-3 
F 3 :
M E E T 2 + { R B , 1 ) p * ( ( + / ( N B , N ) p , MEETO) + + M P H I )
* M E E T 3 + ( ( N B , N ) p + l { ( ( M . N )  X I ) x ( , MEETO) * . * N p i l ) ) , ( N B , N ) p + / { ( ( M , N )  ( 0 , 
) +JT1 ) x ( .MEET 0 ) o . xt fp i i  )
MEET3* - (§Z)  + . x j f l x  ( .MEETO ) ° . x^v lp i l  
+ { N T * 1 ) / N 1
ETTE2+- ( , NB, l ) p  + / { N B , N ) p ( M , l  ) E TTE l
MEET3+-ETTE2 .MEET3
-+N3
N 1 :  + { N T * 2 ) I N  2
E T T E 2 + ( N B , l ) p + / ( N B , N ) p ( M , 1 )  E T T E l  
ETT E 2 + E T T E2 , ( N B , 1 ) p + / ( N B , N ) p ( M , 1 )  0 1 4 F 2 T F 1  
ETTE3*-[ .  NB , 1 )  p + /  0 1 4 ( JVB , JV ) p ( M , 1 )  E TTE l
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E T T E 3 + E T T E 3  , { N B .  1 )p + /0  1 + ( NB , N ) p ( M , 1 ) 0 l i E T T E l  
M E E T 3 + { E T T E 2 , [ 1 ] E T T E 3  ) . M E E T 3 
■+N 3
N 2  : E T T E 2 + { N B  , 1 ) p + /  { N B , N ) p { M . 1 ) E T T E l  
E T T E 2 + E T T E 2 , { NB , 1 )  p + /  { NB , N ) p { M . 1 ) 0 l i E T T E l  
E T T E 2 + E T T E 2  . { N B .  1 ) p + /  (JVB , N )  p (Ä, 1 ) 0 2 + £ r T £ l  
M E E T 3 + E T T E 2 . M E E T  3 
JV3 : DEL* - T + . x T E l , [ 1 ]M£TO
E T T E 7 + $ { T E T 1  , { ^ E T T E l ) + .  * X 1  ) , [ 1 ] ( ( ) + . x E T T E l  ) , ( ) + . * ( (  . M E E T  0 ) « . x
i?j4 p 11 ) xjfi
B r r £ 7 « - 0 £ r r £ 7 -  {*>m e e t 3 ) + . * ( (  , m e e t 2 ) ° . x ( r a +n t ) p i 1 ) * m e e t  3
M E T 3 + { N B , l ) p { + M P H I ) * B E T O
M E E T 7  + {>S)MEET3 ) + . * M E E T 2 * {  ( - N B )  , 1 ) DEL
M E E T O + { S M E E T 3 ) + . * M E E T 2 * M E T 3
V + {  ( ( R A + N T ) , l ) p T S , A L F l ) + E T T E 7 + .  x( ( (PA+tf r)  , 1 )  DE L  ) +MEETO - M E E T 7  
D E L 0 + M E E T 3 + . * E T T E 7 + . * M E E T 7 - { { { R A + N T ) . 1) D E L ) +MEETO  
D E L 0  + { { R B , 1 )pB£TO ) + M E E T 2 * ( ( ( - P B ) , 1 )  D E L ) + D E L O - M E T 3  
B L U P + V , [ 1 ]Z)ELO
B £ J M  (ÄB + Ä J l + m  . 1 )  p T S  . A L F l  , B E T O  
I + I  + l  
DE L+- 0 
D E L  0 + 0
A L F l + R A  N T i . B L U P  
T  1«-1 , B L U P  
T  2 + 1 1 i . B L U P  
T 3 + 1  2 + , B L U P  
T S + N T  , B L U P  
B E T O + { - R B )  , B L U P  
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A l + { + / + / { . M E E T 2 ) x . M E E T 2 )
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366
R M A X L  1 : A 1 —X 1-5-2 * M P H I  * 4 
J l l - ( + j l l  + ( ( t M P H I *  2 )  x ( R B - 2 * R I )  ) t 2 ) *0 . 5
— ( WZ * 1 ) / P R E M
MLEF+- MLEF , 3  RND ( ( ( N T + R A  ) , 1 )  p T S  , A L F l ) , ( ( (  R A + N T ) , 1 )  p ( N T + R A  ) ( D I A G  
E T T E 7 ) * 0 . 5  ) , ( ( N T + R A ) , 1 ) p ( T S , A L F l ) * ( N T + R A ) ( D I 4 G  E T T E 7 ) * 0 . S  
M P H + M P H , 1 3 p M P H I , A 1 . M P H I t A I  
E T A + L  
NT+- 3+RA- H-  
7 - ( " 4  " 4  E T T E 7 )
V + ( + / D I A G
7 )  + 2 x (  + / l ( ( ^ ) o . = H l W) x 7 )  + ( + / , ( ( i J y ) o . = 2 + t J V ) x 7 )  + ( + / , ( ( l j y ) o . = 3 + l W) xK)
w r p F v i r - w r F F / i r ,  [ i ] i
3 P ( ( + /  ~ 4 , XI  F l  ) -f 4 ) , ( ( 7 * 0 . 5 ) 4 4 )  , ( + / " 4  , 4 I F 1 ) t 7 * 0 . 5
7 1 -  ( F l M s O )
7 2 -  ( ( E T A > 0 ) * E T A s T l )
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DL  1 D I 2  I>Z3 DL 4 D Z 8 - F ° = " 0  1 2  3 4 
D Z 5 - ( , l ° = ( t f ß , 1 )  0 U R E S P K ) ° . x PPp  11 
WP O- (  ( 1  , P P ) p + / [ 1  ]DZ 5 * D L l )  , [ l ] (  ( l , F P ) p + / [ l ]  DL 5 x]) I  2 ) , [ l ] ( ( l , P P ) p + / [ l ]  
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— ( FNUM=  4 ) /  P R E  
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-+AG 
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P R E : WZ - 2 
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E T A + L  
N T + - 3 + R A - 8  
7 - ( ~ 4  " 4  E T T E 7 )
7 — ( + / D I A G
V ) + 2 * ( + / , ( ( \ N ) ° . = l + \ N ) x V ) + ( + / , ( ( i N ) ° . = 2 + \ N ) x V ) + ( + / , ( ( \ N ) o . = 3 + \ N ) x V )  
T R E A T Y - T R E A T  , [ 1 ] 1 3 p ( ( + / ” 4 , AL  F l  ) f  4 ) , ( ( 7* 0 . 5  ) f  4 ) , ( + /  " 4 , A L F  l ) + 7 * 0 . 5  
V T R E A T y- V T R E A T  , [ l ] " 4  " 4  E T T E 7  
7 l - ( F Z M s O )
7 2  — ( ( E T A >  0 ) * E T A z T l )
7 3 —( ( E T A > T 1 ) * E T A s T 2 )
7 4 —( ( E T A > T 2 ) * E T A i T 3 )
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Y 5 + ( E T A > T 3)
E + (NB,RP)p{0*Yl)+(1x72)+(2*73)+(3x74)+4*75 
DL 1 DL 2 DL 3 DL 4 DI8<-F°="0 1 2  3 4 
DL5*-{ ,1»=(NB,1) 0 1 4 RESPK )° .*RPp il
PPO«-( (-1 , PP) p + /[l ]DI5xDIl ) , [ 1 ] ( ( 1 ,RP) p + /[ 1]DI5xDI2 ) , [ 1 ] ( ( 1 ,RP) p + /[ 1 ] 
DL5 *DL 3) ,[l]((l,PP)p + /[l]D L 5 *DL4),[l]((l,PP)p+/[l]DZ5 * DL8)
DL 5«-( ,2»-( NB , 1) 0 liRESPK) ° . *RPp il
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RPRD+-RPRD , ( 0 5 4 RESPK )=(tfB,FP)p(0x7l)+(lx72)+(2x73)+(3x74)+4x75
-»■ ( FNUM=^ ) /LL2
F N U M + F N U M+1
NT*-3
-+AG
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III: COUNT-*-!
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RESPK2 fits models 2 and 3 in section 7.4 of chapter 7 to respiratory data.
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PDF7  ; PPDF4 ; PPDF5 -,PPDF 6 \PPDF7  ; 73 ; 74 ; 75 ; 76 ; 7F4 ; 7F5 ; 7F6 ; 7F7211 ; 7F723 ; 7 
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RESPK2 (continued)
E l : + { F H U M * 2 )  I E 2 
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RESPK2 (continued)
A3+- {ETTE2± {NB , 1 ) ME E T2 ) * ( ( -NB ) , 1 ) MEET 2 
A2 + { + / , A 3 * A 3 ) + 2 *  + / , A 3 * { N B , l ) p D I A G { { - N B ) , { -  
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N B ) )  { § T E 2 ) + . * ETT E7 +. * T E2  
A 3 +ET T E2 * ET T E3  
A l 2 * - { + / , A 3 * A 3 ) -
2* + / , A3  * { N B , 1 ) p DI  AG { N B , N B ) { 0 , N B ) 4 ( § T E 2 ) + . *ETTE7+.  * T E2
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Yl <- { ETAs O)
y 2-*-( ( e :z m> o ) a b i ^ t i )
Y3+-( ( £ T > l > r i  ) * ET A* T2  )
Y4«-( { ETA>T2 ) * ETA* T3  )
Y5+- { ETA>T3)
E * - { N B , R P ) p { 0 * Y l ) + { l * Y 2 ) + { 2 * Y 3 ) + { 3 * Y k ) + ^ * Y 5  
DL 1 DL 2 D L 3 DL4 DL3+E° =” 0 1 2  3 4 
DL5«- (  , l o  = ( J VB, i )  0 14B B S P B ) o . xJ?Pp t i  
BC0M «-B0,B1
AfP0«-(( 1 , R P ) p + / [ l ] D L 3 * D L l ) , [ 1 ] ( ( 1 , B P ) p + / [ l ] D L 5 * D L 2 ) , [ l ] ( ( 1 , R P ) p + / [ l ] 
D L 5 *DL3 )  , [ l ] ( ( l , B P ) p + / [ l ] DL5 *DL4 ) , [ l ] ( ( l , B P ) p + / [ l ] DL5 *DL8)
DLS<-{ , 2 °  = {NB,  1 ) 0 1 4 RES PK) ° . * RP p \ 1
RESPK2 (continued)
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MPO+- MPO, [ 1 ] ( ( 1  , R P )  p + / [  1 ] D L 5  * D L l  ) , [ l  ] ( ( 1  , R P )  p + / [ l  ] D L 5 * D L 2  ) , [ 1 ] ( ( 1  , RP  
) p + / [ 1 ] D I 5 xD L 3 ) , [ 1 ] ( ( 1 , R P ) p + / [ l ] D I 5  x £ X 4 ) , [ l ] ( ( 1 , R P ) p + / [ l ] D X 5 * D L 8 ) 
MP R O P +- MP R O P , MPO
M P R D + M P R D , ( 0  5 ± R E S P K ) = ( N B , R P ) p ( 0 * 7 1 ) + ( l x 7 2 ) + ( 2 * 7 3 ) + ( 3 * 7 4 ) + 4 x 7 5
- * { F N U M = k ) / P R E
F N U M+ F N U M+ 1
N T + 3
-+A G
PRE- . ML  + 2 
FNUM+-1 
N T + 3  
-+AG
P R E M - . R L E F + R L E F  , 3
R N D ( { ( N T + R A ) , 1 ) p T S , A L F l ) , ( ( ( R A + N T ) , 1 ) p ( N T + R A ) ( D I A G  
E T T E 7  ) * 0 . 5  ) , ( ( N T + R A )  , 1 ) p ( T S  , A L F l )  H N T + R A )  ( D I A G  £ 2 T £ 7 ) * 0 . 5  
RPH<- RPH,  2
3 p M P H I 1 , ( 1  , X1 ) , ( M P H I l H 1 , A 1 ) ) , M P H I 2 , ( ' 1  A l ) , M P H I 2 t ~ 1 A l  
ETA*- L
M V T R E A T + M V T R E A T , B 0 , B 1  
-*■1X2
N T + 3 + R A - 8
7-*- ( ~ 4 " 4  8 8 E T T E 7 )
7«- ( 4 /  D I A G
7 )  4- 2 x ( 4 /  , ( ( i J V) ° . = l 4 - i J V)  * 7 ) 4 ( 4 / ,  ( ( liV) o . = 2 + 1 ^ )  * V) + ( + /  , ( (  \ N ) ° . = 3 + \ N ) * V )  
T R E A T + - T R E A T , [ 1  ] l
3 p ( ( + /  4 14 , j4 X F 1 ) t 4 )  , ( ( 7 * 0 . 5 ) v 4 )  , ( + /  4 1 4 , AL  F l  ) i  7 * 0 . 5  
V T R E A T + V T R E A T  , [ 1 ] ( " 4  " 4  8 8 £ 2 T £ 7 ) , 4  l p 4  1 4 . 4 X P 1  
7 l « - ( £T>l s O )
72«-(  ( E T A > 0  ) * E T A s T l  )
73«-( ( E T A >  T l  ) * E T A & T 2  )
74« - ( ( E T A > T 2 ) * E T A ± T 3  )
75« - (£ IM>  T 3 )
£ « - ( t f B , B P ) p ( 0 x 7 l ) 4 ( l x 7 2 ) + ( 2 x 7 3 ) + ( 3 x 7 4 ) 4 4 x 7 5  
DL 1 DL 2 D L 3  DL 4 Z ) X 8 - £ ° = ” 0 1 2  3 4 
0X5«-(  , l o  = ( J Vf l , i )  0 1 4 R E S P K  ) ° . * RP  p \ 1
RP0-*-[  ( 1  , £ P ) p 4 / [ l ] X > X 5 x X > X l  ) , [ l ]  ( ( l , £ P ) p + / [ l ] D X 5  *DL  2 )  , [ l ] (  ( l , £ P ) p + / [ l ]  
£X 5 xX)£ 3 )  , [ l ] (  ( l , P P ) p 4 / [ l  ]X>X 5 xDX 4 ) , [ 1 ] ( ( 1  , BP ) p + /  [ 1 ]0X 5 *DL  8 )
0 1  5«-( , 2 °  = ( BB,  1 ) 0 1 + R E S P K  ) ° . * R P p i l
R P 0 + - R P 0  , [ 1 ] ( ( 1 ,  BP ) p 4 /  [ 1 ]DX 5 * 0 X 1 ) , [ l ] ( ( l ,  RP  ) p 4 / [ l ] D X 5  *DL  2 ) , [ l ] ( ( l ,  RP  
) p + / [ l ] D X 5 x 0 X 3 ) , [ 1 ] ( ( 1 , B P ) p + / [ l ] D X 5 * 0 X 4 ) , [ l ] ( ( 1 , B P ) p + / [ l ] 0 X 5 x 0 X 8 )  
R P R O P + R P R O P , R P 0
R P R D + R P R D , ( 0 5 4 R E S P K ) = ( B B , B P ) p ( 0 * 7 l ) + ( l * 7 2 ) + ( 2 x 7 3 ) + ( 3 x 7 4 ) 4 4 * 7 5
-*■ ( FNUM= 4 ) /XX 2
£BBM^£B£/ t f4l
NT<-3
-+AG
-+LL2
XXI  : C0 U NT * - 1  
XX 2 : M L E F + M P H , [ l ] M X £ F  
R L E F + - R P H , [ 1  ] B X £ £
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RESPK2 (continued)
R E S K 2 ; X 2 ; X 4 ; I 2 ; 1 3 ; 1 4 ; X5 
X 3  + l o  = ( N B  , 1 )  F F S P X 
X3^X3 , ( JVS , 1 ) 0 3 + R E S P K  
X 3 + X 3 , 2 ° = { N B , 1 )  0 2 I R E S P K  
X 3 + X 3 , 0 o = ( N B , 1 )  0 4 I R E S P K  
X 3 * - X 3 , 1 ö = ( JVS , 1 ) 0 4 4- R E S P K  
X3- *- X3  , 2 ° = ( WB , 1 ) 0 4 4 P F S P X  
X  3 -*-X 3 , 3  ° = ( N B , 1 )  0 4 4P F S P X
j r i ^ ( ( w , i ) p i ) , ( ( w , Ä P ) p , ( Ä P , j ? P ) p i , i ? p p o ) x ( , ( , i «  = ( j v B , i )  o 
1 4 P F S P X ) ° . x P P p i 1 ) o . x p p p i 1 
Z + $ ( N B , M ) p ( P P p l ) , Mp 0 
Z + Z , * t ( N B  , M )  p ( 0 ,  ( P P - l ) p l )  ,MpO 
fi -*FJVD 
I«-0
o X4-<- ( 4  2 p 1 0 1 1 1 1 1  l )  + . x $ i 4  2 p 4 2 3 1 $ ( 1 7 I  0 4 X 3 ) ° .  *2 2 p l , 2 p 0
i > l
o I P  : X4«-X4 , [ 1 ] ( 4 2 p l  0 1 1 1 1 1  l ) + . x $ i 4  2 p 4  2 3 1 $ ( 1  7 I  0 4 X 3 ) ° .  x2
2 p 1 , 2 p 0
o -*■( I  = N B -  1 ) / E D  
I « - I  + 1 
r -+LP
oFD : X1+-X1 , X4
PRHAZAD4
CDFl-*-4) ( ( " 1 P F )  , ( 1
C D F 2  + S>( ( ' 1 p £ ) , ( 1
C DF 3 + - §  ( C l P F )  , ( 1
CDF4«-$(  ( ~ 1 P F )  , ( 1
CDF5«-$(  C l P F )  , ( 1
CDF6«-$(  ( " I P F )  , ( 1
PDFl«-($ ( C l P F )  , ( 1
P D F 2 * - §  ( C l P F )  , ( 1
PDF3«-$(  C l P F )  , ( 1
PDF 4^ <S? ( ( " 1 P F )  , ( 1
P D F 5 * - §  ( C l P F )  , ( 1
PDF6«-<S)( C l P F )  , ( 1
PPDFl-*-^ ( ( " 1 P F ) , ( 1
PPDF2«-<5>( C 1 P F ) . ( 1
P P D F 3 + - §  ( C 1 P F ) , ( 1
PPDF4«- $(  C 1 P F ) , ( 1
PPDF5+-(? ( C 1 P F ) , ( 1
PPDF6-*-fc) ( C 1 P F ) , ( 1
pF ) ) p ( - £ )  N 0 R M A L C U M X  0 1 
p F ) ) p ( T l - L ) N O R M A L C U M X  0 1 
p£  ) ) p ( T 2 - I  ) N O R M A L C U M X  0 1 
p £ ) ) p ( T 3 - L ) N O R M A L C U M X  0 1 
p £ ) ) p ( P 4 - £ ) N O R M A L C U M X  0 1 
p F ) ) p ( T 5 - £ ) N O R M A L C U M X  0 1 
p £ ) ) p ( - L ) N O R M A L  0 1 
p £ ) ) p ( T l - L ) N O R M A L  0 1 
p £ )  ) p ( T 2 - L ) N O R M A L  0 1 
p £ )  ) p { T 3 - L ) N O R M A L  0 1 
p £ )  ) p ( T 4 - I ) t f O P M X £  0 1 
p £ ) ) p ( T 5 - L ) N OR MA L  0 1 
p £ ) ) p ( £ ) x ( - £ ) t f O P M 4 I  0 1 
p E ) ) p ( L - T l ) * ( T l - L ) N O R M A L  0 
p E ) ) p ( L - T 2 ) * ( T 2 - L ) N O R M A L  0 
p £ ) ) p ( L - T 3 ) * ( T 3 - L ) N O R M A L  0 
p £ )  ) p ( I - ! T 4 ) x ( 2 ,4 - I ) N O R M A L  0 
p E ) ) p ( L - T 5 ) * ( T 5 - L ) N O R M A L  0
1
1
1
1
1
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PRODDS
CDF l^(('l pE),(l pE ) ) p ( *-I )*1 + * -I
CDF2+-§ (C l  pE ) , (1 pE) ) p ( *n-E )fl + *Tl-E
CDF 3 «-$ ( ( - 1 pE ) , (1 pE) ) p ( * T 2 - L ) t 1 + * T 2 - L
CDF4«-$(Cl pE),(1 pE)) p ( * T 3 - L ) t 1 + * T 3 - L
PDF 1«-$((_1 pE ) , (1 pE))p(*-I) + (l + *-I)*2
PDF 2«-*(("l pE ) , (1 pE) )p(*ri-I)r(l + *ri-I)*2
PDF3-*-§ ( ( - 1 pE ) , (1 pE) )p(*r2-E)f(l + *T2-I)*2
PDF4+-$ ( Cl pE ) , ( 1 pE) )p(*r3-E)-r(l + *r3-E)*2
PPDF m ( ( " l  pE ) , (1 pE) )p( (*-X)-(*-2*I) )f(l + *- I)*3
PPDF 2«-$(Ci pE ) , (1 pE) )p ( ( *n-I ) - ( * 2* T1- L ) )*( l + * T l - L ) *3
PPDF 3 ^ ( ( ‘l pE ) , (1 pE) )p ( ( *T2-I )-( * 2 * T 2 - L ) )-r ( 14*12-1 ) *3
PPDF4*-$ ( ( -1 pE ) , (1 pE) )p( { * T 3 - L  ) - ( * 2 * T 3 - L )  ) t ( 1  + * T 3 - L )* 3
PRHDS
CDFl*-4)(Cl p E ) , ( l  p E ) ) p l - * - * - X
CDF2<-§ ( ( “ 1 p E ) , ( l  pE ) ) p 1 - * - * r i-X
CDF3+-Ä} ( C l  pE ) , (1 pE) ) pi - * - *T2-L
CDF4*-$((~ 1 pE ) , (1 pE) ) p i - * - * T 3 - X
P D F l « - $ ( C l  p E ) , ( l  p E ) ) p * - X 4 * - X
PDF2«-*(("1 pE ) , (1 pE) ) p* (Tl-L) - * T1 -L
P D F  3 ^ ( ( ‘ l p E ) , ( l  pE) )p * ( T2- X ) - * T2-L
P D F  M ( ( ‘ l pE ) , (1 pE) ) p * ( T 3 - X ) - * T 3 - X
P P D F  H ( ( ' l  pE ) , (1 pE) ) p ( l - * - X  ) x ( * - X 4 * - X  )
p p d f 2*-§( ( ~i p E ), ( i p E ) ) p ( i - * r i - i ) x * ( r i - L ) - * r i - i
P P D F  3 ^ ( ( ‘ l pE ) , (1 pE) ) p ( l - * T 2 - X  ) ** (T2-L ) -*T2-L
PPDFk+-§ ( C l  pE ) , (1 pE) )p(l — * T 3 —X )* * ( T 3 - X  ) - *T3 - L
PRXHDS
CDFl«-$ ( ("1 
CDF2«-$( ("1 
CDF3+-§ ( ( “1 
CDF4^$(('1 
PDFl + ti) (("1 
PDF2«-$( ( "1 
PDF3*-$ ( ('1 
PDF4^$( C l  
PPDFl-*-^  ( (“1 
PPDF2-*-§ ( ("1 
PPDF3-$( C l  
PPDF4*-$ ( C l
p E ) ,(1 P E ) ) p * - * X  
pE ) ,(1 pE) )p * - * - T l-X  
p E ) , ( l  pE ) )p * - * - T 2-X  
p E ),(1 p E ) )p * - * -T3-L 
p E ),(1 p E ) ) p * X - *X 
pE ) ,(1 p E ) ) p * - ( T l - X ) + * -Tl-L 
p E ),(1 p E ) ) p * - ( r 2 - E ) + * -T2-L 
p E ) , ( l  p E ) ) p * - ( T 3 - X ) + * - T 3 - X  
p E ) , ( l  p E ) ) p - ( 1 - * X ) x ( * X - *X ) 
p E ) , (i pE) ) p - ( i - * - r i - i  ) x * - ( n - x  ) + * — n - i  
pE) ,(1 p E ) ) p - ( l - * - T 2 - X ) * * - ( T 2 - X ) + * - T 2 - X  
pE) ,(1 p E ) ) p - ( l - * - T 3 - X ) x * - ( T 3 - X ) + * - T 3 - X
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DERIV43
C 0 U N T + - 0
fl Q T R A P + 1 1  ' E '  ' -»-Dl1 '
ME T O* - DL  1 x -  P D F  1 -j-CDFl
M E E T 0 + - D L 1 x ( - ( P D F I t CDFI ) * 2 ) + P P D F 1 + C D F 1 
ME T 1 + - DL  2 x ( P D F 1 - P D F 2  ) -i-CDF2 - CDFl
M E E T l + D L 2 x ( - ( ( P D F 1 - P D F 2 ) f ( C D F 2 - C D F 1 ) ) * 2 ) + ( P P D F 2 - P P D F 1 ) t CDF2-CDF1  
E T T E 1 + D L 2 * - ( { P D F 2 t C D F 2 - C D F 1 ) x ( ( P D F l - P D F 2 ) r ( C D F  2 -  
C D F 1 ) ) ) + P P D F 2 t CDF2 - C D F l  
T E 1 + - DL  2 * P D F 2 t C D F 2 - C D F l
T E T 1 * - D L  2 x ( - ( P D F 2  + C D F 2 - C D F 1  )* 2  ) +PPDF2-5-CDF2-CDFl 
M E T 2 * - D L  3 x ( P D F 2 - P D F 3  ) t CDF3 -C DF 2
M E E T 2 * - D L 3 x ( - ( ( P D F 2 - P D F 3 ) f ( CDF3 - C D F 2 ) ) *  2 )  + ( P P D F 3 - P P D F 2 ) + C D F 3 - C D F 2  
E T T E 2 1 + - D L 3 *  ( ( P D F 2 ± C D F 3 - C D F 2 ) x ( ( P D F 2 -  P D F 3  ) t ( C D F 3 -  
C D F 2 ) ) ) + P P D F 2 t C D F 3 - C D F 2
E T T E  2+-DL 3 x -  ( ( PDF3 t CDF3 - C D F 2  ) x ( { P D F  2 - P D F  3 ) t ( C D F 3  -  
C D F 2 ) ) ) + P PD F 3 t CDF3 - C D F 2  
T E 2 +- DL  3 xPDF3 t CDF3 - C D F 2  
T E  2 1«-Di 3 xPDF2 f CD F 3 -  C D F 2 
T E T 1 2 - D L 3 x ( PDF3 x P £ F 2 ) t ( C D F 3 - C D F 2 )* 2 
T E  T  2 *- DL 3 * ( - (PDF 3 t CDF 3 -  C D F  2 ) * 2  ) + P P D F 3  t CDF3 -  C D F  2 
T E T 2 1 1 + - D L 3  x -  ( ( PDF 2 t CDF 3 -  C D F  2 ) *2 ) + P P D F 2  + C D F 3 - C D F 2  
T E T 2  1«-DI 3 x ( P D F  3 * P D F 2  ) t ( C D F  3 -  C D F  2 ) *2 
MFP3«-Di4x ( P D F3 - P D F 4 ) iCD F4-CDF 3
M E E T  3*- DL  4- x ( - ( (PD F3 -P DF 4 ) + (CDF4-CDF3 ) ) *2 ) + ( P P D F ^ - P P D F 3  )*CDF4-CDF3 
F 2T F3 1«- Di 4x  ( ( PDF3 TCDF4 - C D F 3 ) x ( ( P D F 3 - P D F 4 ) t (CDF4 -  
C D F 3  ) ) ) + P P D F 3 t CDF4-CDF3
ETTE3^DL4*  - ( (PDF4-S-CDF4-CDF3 ) x ( (P D F 3 - P D F 4  ) t (C DF4 -  
C D F 3 ) ) ) + P P D F 4 t CDF4 -C DF 3 
FF 3 «-Di 4 *Pi)F4 fCDF4 -CDF3 
rF32^DD4 xP DF3 TC DF4 -CD F3 
T E T 2 3 * - D L k *  (PDF3xPDF4 ) i ( C D F 4 - C D F 3  ) *2 
T E T 3 + D L k * ( - ( P D F 4 i C D F 4 - C D F 3 ) * 2 ) +P P D F4 t CDF4-CDF3 
P F P 3 1 2 « - D i 4 x -  ( ( PDF3 fC D F 4 -CDF3 ) * 2 ) + P PD F3 f C D F 4 - CDF3 
T E T 3  2 «-Di 4 x ( PDF 4 * P D F 3  ) t (CDF4-CDF3 ) *2 
p M F T 4 ^ D I 5 x ( P D F 4 - P D F 5 ) t CDF5-CDF4
fl MFFP4«-Di 5 x ( -  ( ( PDF4-PDF5 ) t ( CDF5-CDF4 ) )*  2 )  + ( P P D F 5 - P P D F 4 ) iC DF 5- CD F4 
fl E T T E 4 1«-Di 5 x ( ( PDF 4 t CDF5 -CDF4 ) x ( ( PD F 4-P D F5  ) f  ( CDF5- 
C D F 4 ) ) ) + P P D F 4 t CDF5 -CD F4
fl F 2 T F 4 « - D i 5 x - ( ( PDF5 t CDF5 - C D F 4 ) x ( ( P D F 4 - P D F 5 ) t ( C D F 5 -  
C D F 4 ) ) ) + P P D F 5 t CDF5-CDF4 
fl r F 4 - D D 5 x P D F 5 f C D F 5 - C D F 4  
fl PF 4 3 «-Di 5 x PDF4 t CDF5 - CDF4 
fl PFP3 4«-Di5x (PDF4xPZ)F5 )* (CDF5-CDF4 ) *2 
fl PF P4«-Di 5 x ( - (P D F 5 t CDF5-CDF4 ) * 2 ) + PPD F5 t CDF5 -CDF4 
fl PFP4 2 3«-Di5 x -  ( ( PDF 4 t CDF5 -CDF4 ) * 2 ) +PPDF4fCDF5 -CDF4 
fl PFP4 3«-D£5x (PDF5xPDF4 )*  (CDF5-CDF4 ) *2 
M E T 7 * - D L 8 x P D F ^ t  1-CDF4
M E E T 7  *-DL 8 x -  ( (PDF4-M-CDF4 ) *2 ) +PP DF4 t 1 -CDF4  
E T T E 7 *-DL 8 x ( ( P D F 4 Ü - C D F 4  ) *2 ) + P P D F 4 f 1 -CDF4 
T E T 7 * - D L  8 x -  ( ( P D F 4 f l - C D F 4  ) * 2 ) + P P D F 4 f 1 - CDF4
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DERIV43 (continued)
TE7-*-DL 8 *P D F 4r l  -CDF 4
E T T E l ^ - - ( E T T E l + E T T E 2 1  ) , { E T T E 2 + E T T E  3 1 ) , E T T E 3 + E T T E 7  
T E l + ( + / + / T E l ) - + / + / T E 2 1  
T E 2 ^ ( + / + / T E 2 ) - + / + / T E 3 2  
T E 3 * - ( + /  + / T E 3  ) -  + /  + / T E  7 
f i r £ 6 ^ ( + /  + / r £ 4 ) -  + /  + / r f ; 7  
ME T 0 * - ME T 0  + M E T 1 + M E T 2  + M E T 3 + M E T 7  
ME E T 0 +- -  ME E T 0  + ME E T 1  + ME E T 2 +  ME E T 3  + ME E T 7  
T E T 1  + - U 1  l p + / + / T E T l + T E T 2 1 1  ) , ( 1  1 p + /  , T E T l  2 ) ) , 1 l p O 
T E T 2 * - - { 1  l p  + /  , T E T 2 1  ) , ( ( 1  1 p + /  + /  T E T 2  + T E  T 3  1 2 ) , ( 1  1 p + /  , F F r 2  3 ) ) 
T E T 3 - - ( 1  1 p 0 ) , ( 1  1 p + / , FFF3  2 )  , ( 1  1 p + /  + /  FF F3 + T £T7 )
o t e t s ^ - u  2 p o ) ,  ( i  i p  + / , f f f 4 3 ) ,  ( 1  ip-t-/  + / r F F 4 + r F : r 7 ) 
f f t i -^f f f i , [ i ] r F T 2 ,  [ i ] t e t 3
T E l«-3 l p T E l , T E 2 , T E 3  
o -+D1 2
n D l l  -.COUNT+1 
aD 12 :
RESPVTK1 fits model 4 in section 7.4 of chapter 7 to respiratory data.
R E S P V T K l  ; F l ; F P ; 7 2 ; 7 3 ; 7 4 ; 7 5 ; Z ; F F F 4 5 ; F F F 5 ; 7 1 1 ; 7 2 ;  V A C - , V I N - , X  1 ; Y l  - , R P O ; S Z  
; N B - , N T ;  P H I  1 ; R A ; R B ; D L 5 i D L 8 ; E ; E T A ; F N U M ; M ; ML ; MPO ; A ; B2  ; C OUNT  ; DL 1 ; DL 2 ; DL  
3 ; DL 4 ; M P H I ; M P H I 2 ; j4 1 2 ; .A 2 ; DL  8 ; FC ; 1 2  ; 1 3  ; 1 4  ; NO;  P H I  2 •, R I  1 R I 2 ; T E  7 •, T S  ; X 2  ; X  
3 j ^ 4 ; / 5 ; C I ; i 4 l ; f l 0 ; f l l ; ß l l ; ß l 2 ; ß l 3 j C l ; C l l  ; C l  2 ; D ; M P H I  - , N; NB  ; P H I  ; R A 0  - , RA1  ; 
RC i T R ; T R J  - , VI  ; V I N R - , V M P H I  - ,TE 21 ; F F 3 2 ; F F 4 3 ; F F 5 4 ;  T E 6 5 ; A ; B ; CDF4 ; CDF5 ; CDF 6 
; CDF7 ; DL 4 ; DL 5 ; DL 6 ; DL 7 \ E T T E  3 1 ; F 2 T F 4  ; F 2 T F 4 1  ; E T T E 5  ; F 2 T F 5  1 \ E T T E S  ; F 2 T F 6  1 
\ E T T E 7  ; J  \ M E E T ^ \ M E E T  5 ; M E E T S  •, M E E T 7  ; METU- ; M E T 5 - , METS ; MET 7  ; PD F4 ; P D F S  ; P D F S  
; PDF7 ; P P D F ^ - , P P D F 5  ; P P D F S  ; P P D F 7  ; T 3 ; F4  ; F5 ; T 6 ; TE  4 ; FF 5 ; FF 6 ; TE T 2 1 1  ; FF F2 3 ; 
T E T 3 1 2 ; T E T 3 2 ; F FF3  4 ; F F F 4 ; T E T * 2 3 ; F F F 4  3 ; P F F 4  5 ; F F F 5 3 4 ; FFF5  4 ; F F r 5 6 ; F F F 6 ; 
T E T 6 ^ 5 ; T E T 6 5 ; T E T 7 ; G ; E l ; B L M ; D L ' + i E T T E 2 1  \ E T T E  3 ; I ; L \ L S E F  \ M E E T  3 \ M E T 3 \ T 2 \  
T E l l i  T E T 3 ; T E 1 2 ; T E 2 ; T E 3 ’, T E T 1 ; T E T 1 1 ; T E T 2 1 ;  F F F l 2 ; P O ; PDF3 ; R I - . R I I  ; F ; F F F 2  
; 7 ; 7 1 ; 7 B F F ; V C O M \ V F I X ; I N F O O ; A
L F l i A L F 2 ; BE TO; INFO 1 ; I N F l l ; I N F l 2 ; I N F l 3 ; I N F 2 1 \ I N F  2 2 ; I N F 2 3 ; I N ; VO; DELO\  
D EL iB L  UP; E ; NUP; DL 1 ; DL 2 ; DL 3 ; CDF 1 ; C D F 2 ; P P D F l ; PPDF2 ; CDF3; PPD F3 ; P D F l ; PD 
F2 ;FF ; ME TO •, MEET 0 •, MET 1 ; MEETl  ; MET2 ; MEET 2 ; E T T E l ; E T T E 2 ; T E l  ; T 
COUNT+-0 
ML ■*-1 
NT+12
E+-0 SiRESPK
U T R A P + l l  1E ' ' - L L 1 '
fl«-"l pF
NB+-1 pE
RP+-N
M+-NB*N
FNUM+-1
RESKD1
RA-*-~ 1 pjfl
RB*-~ 1 pZ
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RESPVTK1 (continued)
MPH+-1 OpO 
R P H +-1 OpO 
T R E A T + 0  3 p 0 
V T R E A T + ( 0  , N + 1 )  pO 
M T R E A T + 0 3 p 0
o , j\o  po 
v x c x  o./m +jvdpo
M L E F + (  ( R A + N T )  , 0 ) pO 
R L E F + ( ( RA + N T ) , 0 ) p 0 
MP R D * - ( NB  , 0 ) pO 
R P R O P + 10 OpO 
R P R D + ( N B  , 0 ) pO 
M P R O P + 10 OpO
4G:E «-0  5+ E E S P E  
□ r J M P « - l l  1 E ' ' + 1 1 1 '
t f «- " l  pE 
t f f l - l  pE 
RP+-N 
M + N B * N  
R A + ~ 1  p X l  
R B + ~ 1 pZ 
M P H I + 1 
JV0«-1 pZ 
E - * - ( M , 1 )  p , E  
R C + R B  
F C+ R A  
1 +0
P H I + M P H I  
B E T O + R B p O  
A L F l + R A p O  
T l « - 0 . 2  
T 2 + - 0 . 4 
T3-*-l 
P4+-1 . 5 
T  5 - 2  
T S  + 2 . 4
T5-h ( 4 p T l  ) , ( 4 p T 2  ) , 4p T 3
DE 1 DL  2 DE 3 DE 4 DE8< -E°="0  1 2  3 4
2V(sK ( ( N T , N T ) p l , N T p O )  , ( N T  , RA + R B )  pO ) , [ l ] ( ( M , N T ) p O ) , X l , Z
L O O P  : L + ( Z + . x ( (ÄB) , 1 ) p B E T0  )+J f l  + . x (Ä>t , 1 ) p X E F l  
+ ( F N U M * 1 ) / E l  
PEE>lZylD4 
->E4
E l : + ( F N U M * 2 ) / E 2  
P R O D D S  
+E  4
E 2 : + ( F N U M * 3 ) / E 3  
P R H D S  
+E  4
E 3 : P R X H D S
E  4 :
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RESPVTK1 (continued)
D E R M V T
M E E T 2 + { R B ,1 ) p i ( ( + / ( N B ,N ) p . M E E T 0 ) + i M P H I )
M E E T 3 < - + / 1 2 ~ \  ( N B , N  , R A )  p , J t l  x(  , M E E T 0 ) °  
E T T E 2 + ( N B , l ) p  + / ( B B t t f ) p ( J f , l )  E T T E l  
E T T E 2 + E T T E 2  , ( t f B , l ) p  + / ( t f B t f l ) p ( # f , l )  
E T T E 2 + E T T E 2 , ( B B , l ) p + / ( B B , B ) p ( W , l )  
E T T E 2 - E T T E 2  , ( N B , 1 ) p + / ( N B , N ) p ( M , 1 )  
E T T E 2 + E T T E 2 , ( N B , 1 ) p + / ( B B , B ) p ( B , 1 )  
E T T E 2 + - E T T E 2  , ( N B  , l ) p + / ( N B , N ) p { M , l )  
E T T E 2 + E T T E 2 , ( N B , 1 ) p + / ( N B , N ) p [ M , 1 )  
E T T E 2 + - E T T E 2  , ( N B  , 1 )  p + /  ( N B  , N ) p { M , 1 )  
E T T E 2 - * - E T T E 2  , ( B , 1 ) p + / ( N B , N ) p ( M , 1)  
E T T E 2 + - E T T E 2  f ( t f B , l ) p  + / ( B B , t f ) p ( J f , l )  
E T T E 2 + - E T T E 2  , ( B B , l ) p  + / ( B B , B ) p ( M , l )  
E T T E 2 + E T T E 2 , ( B B . l ) p + / ( t f B , t f ) p ( t f , l )  
M E E T 3 + E T T E 2  , M E E T 3  
D E L + T + . x T E 1 , [ 1 ] M£T 0
. * p 11
0 H E T T E l  
0 2 \ E T T E 1 
0 3 i E T T E l  
0 4 + £ 2 T £ 1 
0 5+ETTEl  
0 S i E T T E l  
0 7 i E T T E l  
0 8 + £ r r £ l  
0 9+ETTE1 
0 l O + B T T B l  
0 11+BTTB1
E T T E 7 + - §  ( T E T l  , ( § E T T E 1  ) + . x Z l  ) , [ 1 ] ( ( ) + . x E T T E l  ) , ( ^ AT 1 ) + . x ( ( , MEE TO ) * . x
Bi4 p 11 )  x XI
£ r r £ 7 - * - @ £ r T £ 7  - ( § M E E T 3 ) + .  x ( ( , M E E T 2 ) ° . x ( R A + N T ) p  H  ) x M E E T 3
M E T 3-*- ( WB , 1 ) p ( + M P H I ) xf l £T0
M E E T 7  + ( S>MEET3  ) + . x M E E T 2 x { ( - tffl) , l  ) DEL
M E E T 0  + ( S ) ME E T 3  ) + . x M E E T 2 x M E T 3
V+-{ ( ( R A  + N T )  , 1 ) p T S . ^ I F l  ) + E T T E 7 +  . x ( ( (B X + t f r )  , 1 ) DEL ) + M E E T 0  - M E E T 7  
DE L  0-*-MEET3 + . x E T T E 7 +  . x M E E T 7 - {  ( ( R A + N T )  , 1 ) D £ I  ) + M E E T 0 
D £ L 0 « - ( ( B B , 1 ) p B E T 0 ) + M E E T 2 x ( ( ( - B B ) , 1 )  D E L ) + D E L 0 - M E T 3  
B L U P + V ,  \ _ 1 ] D E L 0
BLM-*- ( ( £ B  + £ 4 + W r )  , 1 ) p T S  , A L F 1  , B E T 0  
I-I  + l 
DEL-*- 0 
DE L  0 + 0
A L F l + R A  N T i . B L U P  
T l + ( M , l ) p R P  , B L U P  
T 2  + ( M , 1 )  p R P  R P  4- , B L U P  
T 3 + ( M , l ) p R P  ( 2 x R P ) i , B L U P  
TS+-NT , B L U P  
BET0-*-{ -  R B  ) , B L U P  
B0-*-( ( -  R B  ) , 1 ) B L U P  
- ( 0 . 0 1 >  T/ ,  \ B L U P - B L M ) / L I  
V - 0  
- L O O P  
L I :
I+-0
-*■ ( ML = 1 ) /M 4X I  
R I  ■*-(+/ , M E E T  2 ) + M P H I
ME £  T 3 •*- ( ( , M E E T 2  ) ° . x { R A + N T )  p 1 1 ) x M E E T  3
R I -* -R I  + { + / D I A G  M E E T 3 + .  x E T T E 7 + .  x § M E E T 3  ) i M P H I
-+RMAXL
MA X L  :/?!•*-( + /  , M E E T 2 ) + M P H I
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RESPVTK1 (continued)
RMA X L  : MP H I +- , ( ( $B0 ) + . xß o  ) t R B - R I  
-+( 0 . 0 0 0 1 *  \ M P H I - P H I ) / L 2  
P H I + M P H I  
-+LOOP 
L 2 :
-+ ( Afl = 1 ) / M A X L l  
A 1 « - ( + /  + / (  . M E E T 2 ) x , M E E T 2  )
Al«->l l  + 2x + / D I 4 G ( M £ E r 3 + .  * E T T E 7  + . x § M E E T 3  ) x ( { N B , N B ) p O  ) M A T D I  AG , M E E T  2 
A 1 * - A 1  + + / D I A G { M E E T 3  + . * E T T E 7 + . * § M E E T 3 ) + . * M E E T 3 + . * E T T E 7 + . * § M E E T 3  
-+RMAXL 1
M A X L l : A l * - {  + /  + /  ( , M E E T  2 ) x . M E E T  2 )
R MA X L  1 :  X1 -«-4 I f  2 * M P H I * 4 
i41-^ ( t X 1 -t- ( ( t M P H I * 2 )  x ( PB - 2 * R I ) ) f  2 ) * 0 . 5  
- + { M L * 1 ) / P R E M
M L E F + M L E F , 3  R N D ( ( { N T + R A ) , 1 ) p T S , A L F l ) , ( ( { R A + N T ) , l ) p ( N T + R A ) ( DI AG 
E T T E 7 ) * 0 . 5 ) , { { N T + R A ) , 1 ) p { T S , A L F l ) * { N T + R A )  { D I A G  E T T E 7 ) * 0 . S  
M P H + MP H , 1 3 p M P H I , A 1 . M P H I + A l  
E T A + L
7**-( ' 4 ' 4  E T T E 7 )
7«-( + /  D I A G
7 )  + 2 x ( + /  , ( (  i / / ) ° . = l + i t f ) x 7 )  + ( +  / ,  ( (  i J V ) o . = 2 + i J V ) x 7 )  + ( +  / t ( (  i / l f ) o , = 3 - n J V ) x 7 )  
M T R E A T + M T R E A T , [ 1  ] 1
3 p ( ( + / " 4  , A L F l  ) t 4 ) , ( ( 7 * 0  . 5 ) 1 4  ) , ( + / " 4  , A I F l  ) t 7 * 0 . 5  
n « - ( E 2 M s O  )
7 2 ^ (  { E T A > 0 )  aE TA s T l  ) 
y 3- ^ ( ( e i m > t i ) A f 2 M s r 2 )
74«-(  { E T A > T 2  ) * E T A z T 3  )
Y S * - { E T A > T 3  )
E + { N B , R P ) p { 0 * Y l )  + { l x Y 2 )  + { 2 x Y 3 )  + { 3 x Y U - ) + ^ x Y S  
D l l  DL 2 D L 3  DL  4 D I 8 + - £ ° = ” 0 1 2  3 4 
DL  5 + ( , l °  = ( PB , 1 ) 0 l i R E S P K )  ° . x £ P p  11
WPO+-C (1  , P P )  p + / [  1 ]DL 5 xDI  1 )  , [ l ]  ( ( l , P P ) p - t - / [ l  ] DI  5 *DL 2 )  , [ l ] (  ( l , B P ) p  + / [ l ]  
D L 5 xDX 3 ) , [ l ] ( ( l , P P ) p  + / [ l ] D L 5 * D L 4 ) , [ l ] ( ( l , P P ) p + / [ l ] D I 5 * D L 8)
Dl 5«- (  , 2o = (EB , 1 ) 0 1 \ R E  S P K )  ° . * R P p  \ 1
M P O + M P O , [ 1 ] ( ( 1 , R P ) p + / l l ] D L 5 x D L l ) , [ 1 ] ( ( 1 , R P ) p + / [ 1 ] D L 5 x D I 2 ) , [ 1 ] ( ( 1 , RP  
) p + /  [ 1 ~\DL 5 xDI  3 )  , C 1 ] ( ( l , P P ) p + / [ l  ]DL 5 *DL  4 )  , [ l ] ( ( l , P P ) p  + / [ l  ~]DL 5 x DL  8 ) 
MPROP+- MPROP, MPO
MPRD+- MPRD , ( 0  5 + R E S P K )  = { N B , R P ) p { 0 x Y l )  + { l x Y 2 )  + { 2 x Y 3 )  + { 3 x Y U - ) + k x Y 5
■+• ( FNUM= 4 ) / P R E
FNUM*- FNUM+ 1
NT * - 12
■+AG
P R E  : ML*-2 
FNUM+ 1 
NT*- 1  2 
-+AG
P R E M : R L E F * - R L E F  , 3
RND  ( ( ( t f l + P A ) , 1 ) p T S . A L F l  ) , ( ( ( R A + N T ) , 1 ) p  { N T + R A  ) { D I A G  
E T T E 7  ) * 0 . 5  ) , ( { N T + R A  ) , 1 ) p  ( T S . A I F l  ) + { N T + R A  ) { D I A G  E T T E 7 ) * 0 . 5
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RESPVTK1 (continued)
R P H + R P H , 1 3 p M P H I , A 1 . M P H I t A I  
E T A * - L
V+-(~4 " 4  E T T E 7 )
V* - { + /  D I A G
7 )  + 2 * ( + / ,  ( ( t P ) ° . = l + t P ) x V ) + ( + / ,  ( ( i P ) ° . = 2+ i iV)xVr ) + ( + / ,  ( ( i P ) ° . = 3 + i P ) x V ) 
T R E A T + T R E A T , [ 1 ] 1  3 p ( ( + / ~ 4  , X I F l ) * 4 ) , ( ( 7 * 0 . 5 ) * 4 ) , ( + / ' 4  , A L F l ) v V * 0 . 5  
V T R E A T + V T R E A T , [ 1 ] ( " 4  " 4  E T T E 7 ) , 4  l p ~ 4  4 I F 1  
7 l «- ( Fl M<; 0 )
r 2 ^ ( ( £ r > i > o ) a e t a s T i  )
7 3 « - ( ( E T A > T l ) * E T A s T 2 )
7 4 «-( ( E T A > T 2  ) * E T A z T 3  )
Y 5 - * - ( E T A > T 3  )
( ^V£, £ P )  p ( 0 x 7 1  ) + ( 1 x 7 2  ) + ( 2 x ^ 3  ) + ( 3 x 7 4 ) + 4 x 7 5  
D l l  DL  2 D I 3  DF4 D L B * - E ° = ' ‘ 0 1 2  3 4 
DD5<-( , i °  = { N B , l )  0 1 4 P F S P F )  o . x R P p  11
PP0«- (  ( 1  , R P )  p + / [ l  ] D£5x , DXi  ) , [ 1 ] ( ( 1  , PP  ) p + /  [ 1 ] D£ 5 x£)£ 2 ) , [ 1 ] ( ( 1  , PP  ) p + /  [ 1 ] 
DL  5 * DL  3 ) , [ l ] ( ( l , P P ) p  + / [ l  ] DI  5 x£)i  4.) f [ 1 ] ( ( l , P P ) p  + / [ l ] D l 5  * DL  8 )
D L 5 * - {  , 2 0 = ( N B  , 1 ) 0 l i R E S P K )  ° . * R P p \ 1
R P 0 + - R P 0 , [ 1  ] ( ( 1 , F P ) p  + / [ l  ] Z ) I 5 xD I 1  ) , 1 1 ] ( ( 1 , P P )  p + / [ l ] D £ 5 x D L 2  ) , [ 1 ] ( ( 1 , PP 
) P + / [ 1 ] D I 5 xD I 3 ) , [ 1 ] ( ( 1 , P P ) p  + / [ l ] D I 5  xD I 4 ) , [ 1 ] ( ( 1 , P P ) p  + / [ 1 ] D I 5 xZ ) I 8 ) 
R P R 0 P + - R P R 0 P , R P O
R P R D + - R P R D A  0 5 4 R E S P K ) = ( P B , P P ) p ( 0 x 7 l ) + ( l x 7 2 ) + ( 2 x 7 3 ) + ( 3 x 7 4 ) + 4 x 7 5  
■* ( FNUM =4 ) / L L 2  
F N U M + F N U M + 1 
NT* - 1  2 
-+AG 
- 1 1 2
L L l  : COUNT- *- !
L L 2  : MLEF+- MPH , [ 1 ] MLFF 
R L E F + R P H , [ 1 ] P F F F
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RESPVTK2 fits models 5 and 6 in section 7.4 of chapter 7 to respiratory 
data.
RESPVTK 2 -, T 1 ; RP ; Y 2 ; Y 3 ; Y + -, Y 5 -, Z -, TE T + 5 ; TE T 5 ; V1 1 ; V2 -, VAC -, VIN-.X  1 ; Yl ; RPO-.SZ 
-, NB -, NT -, PHI 1 -, RA -, RB -, DL5 -, DL8 -,E -.ETA-, FNUM-. M-, ML -, MPO-. A -, B2-.COUNT-, D L l  -.DL2-.DL 
3 ; D I 4  ; MPHI1 -. MPHI2 A12 A2 DL 8 -, FC -. 12 -, 13 -, I^ NO ; PHI2 RI 1 RI2 TE7 T S X2 
X3 -, X^ X5 GI -. A1-, BO Bl -, Bll -, B12 -, B13 -. C 1 Cll - ,C12-, D -, MPHI -, N -, N B-, P H I  -.RAO-.RAl  
RC ; TR ; TFJ j 71 ; VIJVÄ ; VMPHI; TE21 ; TE3 2 ; TEH- 3 ; 2T5 4 ; TES 5 ; y l ; B ; CDF4 ; CZ5F5 ; CZ)F 
6 ; CDF7 -, DL 4 ; DL 5 ; DL 6 ; DL 7 ; F IT F 3  1 ; F2TF4 ; F2TF41 ; F2TF5 -, ETTE 51 -.ETTES ; ETTE 6
1 -.ETTE7 ; J-.MEETH--, MEETS MEETS -.MEET 7 -,METk-,MET5 -.MET 6 ; MET7 -. PDFk -, PDF5 -.PDF 
6 ; PDF7 ; PPDF4 ; PPDF5 -, PPDF6 ; PPDF7 -, T 3 ; T4 ; P5 ; T 6 ; TE 4 ; TE 5 ; TE 6 ; TE T211 -, TE T2 3 
- ,TET312- ,TET32- ,TET3^- ,TET^- .TET^23- ,TET^3-,RET^5- ,TET5 3^ ;TET5k- ,TE T5S- ,TE TS  
; TETSkS -, TETS5 -. TET7 -. G -, E 1 ; BL M ; DL 4 ; E TTE 21 ; E TTE 3 ; I  -, L -. LSE F -, MEET3 -, ME T 3 -. T 2 
-,TE 11 ; TET3 -, TE12-.TE2-, TE3-, T E T l ;  TET11- .TET21;  TET12-, PO; PDF3 -, R I  - , R I I ; T-.TET
2 ; V ; V1 ; VBET-.VC0M-, VFI X  -, INFO 0 ; AL F l  -, AL F2 -, BE TO -. INFO 1 ; I N F I  1 ; I N F l  2 -, I N F l  3 -. 
I N F  2 1 ; IN F  22 -, IN F  2 3 -.IN-.V0-, DEL 0 -, DEL -, BL UP -, E -, NUP -. DL 1 ; DL 2 ; DL 3 ; CDFl  -, CDF 2 -, P 
PDF 1 ; PPDF2 -, CDF3 -, PPDF3 -, PDF 1 ; PDF2 ; EE -, MET0 ; MEET0 ; METl  -, MEET 1 -.MET2-, MEET2 
-.ETTE 1 -.ETTE2-, TE 1 ; T
COUNT+-0 
ML*- 2 
NT->-12
E+-0 5 + RESPK 
o D r ^ P ^ l l  ' E ' ' - i l l '  
p E
NB-1  pE 
RP+N 
M*-NB*N 
FNUM+1 
RESK2 
RA+-~1 p X l  
RB*-~ 1 pZ 
MPH-2 OpO 
RPH+- 2 OpO 
TREAT-0  3 p0 
V T R E A T - { 0 , N + l ) p O  
MTREAT-0  3 p0 
MVTREAT-111  OpO 
VXC«-( 0 , RA + NT) pO 
M L E F - { ( R A + N T ) , 0 ) p 0  
R L E F - ( ( R A + N T ) . 0 ) p 0 
MPR D- (N B , 0 ) p 0 
RPROP- 10 OpO 
R P R D - ( N B , 0 )p0 
MPROP- 10 OpO 
AG-.E- 0 5 iRESPK  
a UTRAP-11  ' E ' ' + L L 1'
N - ~ 1 pE 
NB-1  pE 
RP-N  
M-NB*N  
RA—~ 1 p X l  
RB— 1 p Z
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RESPVTK2 (continued)
M P H I  1«-1 
M P H I  2 -*-0 . 5 
N O + 1  pZ 
E + ( M ,  1 ) p , E  
RC+- RB 
FC+- RA 
I *-  0
P H I l + M P H I l  
P H I 2 + M P H I 2  
B E T O + R B p O  
A L F 1 +- R A  p 0 
T l « - 0 .2  
P2«-0 . 8 
T3+- 1  . 5 
T4«-2 
T 5 - 2 . 3
r6«-2 . 6
T  4 «-2
TS-*-( 4 p T l  ) , ( 4 p T 2 ) , 4 p T 3
DL  1 DL 2 DL 3 DL  4 D L 8 * - E ° = " 0  1 2  3 4
( ( N T , N T ) p l , N T p O  ) , ( N T , R A  + R B )  pO ) , [ 1 ] ( ( M,  N T  ) p 0  ) , Xl  , Z 
L O O P  : L*- (  Z + . * ( ( R B )  , 1 ) p B E T O  ) + X 1 +  . * ( R A ,  1 ) p 4 F F l  
- + ( F N U M * 1 ) / F l  
P P F 4 Z X F 4  
-►F 4
F I  \ - + ( F N U M * 2 ) / E 2  
P R O D D S  
-+F 4
F2  : - * - ( FNUM*3  ) / F 3  
P R H D S  
-+E 4
F 3 : P R X H D S
E 4 :
D E R M V T
M E T 2 + ( ( M , 1 ) p 0 , ( P P - 1 ) p i ) x ME E T O
M E E T  2-*- ( FB , 1)  p f  ( ( + /  ( tfß , W ) p , MFFIFO ) + * AfPt f l l  ) , ( + / 0  
14- ( N B , N ) p  . ME E T O ) + + M P H I 2  
M E E T 3  + + / 1 2 ]  ( N B , N , R A ) p  , n * (  , ME E T O ) o  . x R A p x l  
ME E T 3 +- ME E T 3  , [ l ]  + / [ 2 ]  ( N B  , N , R A )  p , X I *  ( , M E T 2 ) °  . * R A p  11 
E T T E 2 - * - ( N B , l ) p  + / ( N B , N ) p ( M ,  1 ) E T T E l  
E T T E 2 + E T T E 2 , ( N B , 1 ) p + / ( N B , N ) p ( M . 1 )  0 1 4 F 2 T F 1  
E T T E 2 + - E T T E 2  , ( N B  , 1 )  p + /  ( N B  , N ) p ( M , 1 )  0 2 4 - F I T F l  
E T T E 2 + E T T E 2 , ( N B , 1 ) p + / ( N B . N ) p ( M , 1 )  0 3 + F 2 T F 1  
E T T E 2 + E T T E 2 , ( N B . 1 ) p + / ( N B , N ) p ( M  . 1 ) 0 4 4 F r r F l  
E T T E 2 + E T T E 2 , ( N B , 1 ) p + / ( N B , N ) p ( M , 1 )  0 5 + E T T E 1  
E T T E  2 + E T T E 2 , ( N B , 1 ) p + / ( N B , N ) p ( M , 1 )  0 6 4 F 2 T F 1  
E T T E  2 + E T T E 2 , ( N B , 1 ) p + / ( N B , N ) p ( M , 1 )  0 7 4 F 2 T F 1  
E T T E  2 +- ET T E2  , ( N B , 1 ) p + /  ( N B  , N )  p ( M , 1 )  0 8 4 F 2 T F 1  
E T T E 2 + E T T E 2 , ( N B , 1 ) p + / ( N B , N ) p ( M , 1 )  0 9 + E T T E l  
E T T E 2 + - E T T E 2 , ( N B , l ) p  + / ( N B , N ) p ( M , l )  0 l O + F Z T F l  
E T T E 2 + E T T E 2 , ( N B , 1 ) p + / ( N B , N ) p ( M , 1 )  0 1 1 4 F 2 T F 1
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RESPVTK2 (continued)
ETTE3+{ NB , l ) p + / 0  1 + ( NB , N ) p ( M , 1 ) ETTE1 
ETTE3+ETTE3 , { N B , l ) p + / 0  1 ± { N B , N ) p { M , 1 ) 
ETTE3+ETTE3 , (JVB, l ) p  + / 0  l + U B , t f ) p ( M , l )  
ETTE3+ETTE3 , { N B ,  1 ) p + / 0  l  + ( ^ B , i V ) p ( W , l )  
ETTE 3+ETTE 3 , { N B , l ) p + / 0  1 + { N B , N ) p { M , 1 )  
E TT E 3 + E T T E3 , {NB,  l ) p + / 0  l + ( J V B , f f ) p ( J f , l )  
E TT E 3 + E T T E3 , { N B , l ) p + / 0  l + U B , t f ) p ( M , l )  
ETTE3+ETTE3 , {NB , l ) p  + / 0  1 \ { N B , N ) p { M , 1 )  
ETTE3+ETTE3 , {NB,  l ) p + / 0  1 + {NB , N)  p { M , 1)  
ETTE3+ETTE3 , { N B ,  1 ) p + / 0  l + ( J \ r B , t f ) p ( J f , l )  
E TT E 3 + E T T E3 , {NB,  l ) p  + / 0  1 * { N B , N ) p ( M , 1 )  
E TTE3+ETTE3 , {NB , l ) p  + / 0  l + ( B B , J V ) p ( W , l )  
ME E T 3 + { E T T E 2 , [ l ] E T T E 3 ) .MEET 3 
D E L + T + . * T E 1 , [ 1 ] M £ T 0
0 1\ ETTE1 
0 2+E2TE1 
0 3+E2TE1
o 4+eztei
0 5+E2TE1 
0 6 \ E T T E 1 
0 7 + E2TE1 
0 8 + EZTE1 
0 9 + E T T E l  
0 10 i E T T E 1 
0 114EZTE1
E T T E 7 + * { T E T l , { SETTE 1 ) + . x j f i  ) , C l ]  ( ( $ A ' l ) + . *ETTE  1 ) , ( ^ J f l  ) + . x ( ( , MEE TO ) • . x
p 11 ) x ^ i
ETTE3+{  { { - N B )  , 1 ) M E E T 2 ) * { + {  { - N B )  , 1 )  MEET2 ) - + M P H I 2 
ETTE2++ { {NB , 1)  MEE T2 ) * { { -  NB ) , 1 ) MEET 2 
ETTE2+ETTE2-  { ( * (  ( -  iVB ) , 1 )  MEET 2)  - + MPHI 2)  *2  
E T T E 2 + { t { { - N B ) , 1 )  MEET2) +ETTE2
M E E T l + { {  , E T T E 2 ) °  . * { R A + N T ) p \ 1 ) * { N B , NT+RA)  MEET 3 
ME T 3 + { {  , ETTE2* ETTE3  ) ° . * ( R A + N T ) q \ 1 ) * { N B , 0 )  i ME E T 3 
T E 2 + { { , { { { - N B ) , 1 )  MEET2 ) * E T T E 2 + { N B , 1 ) MEET 2 ) °  . x ( .R^+JVr) p 1 1)  x ( ( -  
N B ) , R A + N T ) MEET 3
T E 3 + { { , E T T E 2 * E T T E 3  ) ° . x { R A + N T ) p i l ) * { N B , RA+NT)  MEET3 
ETTE7+&ETTE7-  { {S {NB , RA+NT ) MEET 3 ) + . *MEET1 -MET3 ) + { * ) { { -  
N B ) , R A  + NT)  MEET 3 ) + . * T E 2 - T E3  
T E2 + S { ME E T1 - ME T3 ) , [ l ] T E 2 - TE3
TE3 + { RB ,  1 ) p (  { +MPHI 1 ) *NB BE TO) , { +MPHI 2 ) * { - N B ) BET 0 
M E E T 7 - * - T E 2 + . * { { - R B ) , l )  DEL 
MEETO + TE 2 + . *TE3
2 RND , V«-( ( {RA + NT)  , 1)  pTS , A L F l  ) +ETTE7 +.  x ( ( {RA+NT)  , 1 )  DE D + ME E T  0 -  
MEET7
DEL0+-MEET3+ . *ETTE7+ . * MEE T7 - {  { {RA + NT)  , 1 ) DEL ) +MEET0 
DEL0+{  { { - RB)  , 1 ) DEL ) +DEL0 -TE3
DEL 0«-( (BB ,  1 ) pBET0  ) + ( {ETTE2 * {NB ,1 ) DEL 0 ) -ETTE 2 *ETTE3  x ( ( -  
BB)  , 1 )  DELO) , [ 1 ] ( -
E T T E 2 * E T T E 3 * { N B , 1 )  DELO) + { { E T T E 2 + { N B , 1 )  MEET2) x { { - N B ) , 1 )  M E E T 2 ) * { { -  
N B ) , 1)  E E I 0  
BL UP+-V, [ 1 ] D E L 0
BLM+- { {NT + RA + RB) , 1 )  pTS , A L F l  , BETO 
1 +1  +1
4ZE1^BX N T i . B L U P  
T l + { M , l ) p R P  , BLUP 
T2 + {M,  1 ) pBP BP + , BLUP 
T 3 + { M , l ) p R P  { 2 * R P ) + , BLUP 
TS+NT , BLUP 
B E T 0 + { - R B )  , BLUP 
+ { 0 .0 1>  I" /  , I B L U P - B L M ) / L I  
V+0
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RESPVTK2 (continued)
- LOOP  
L 1 :
B0 — ( NB , 1 ) ( ( RA+NT)  , 0 )  +BLUP
B l - ( N B , 1 )  ( ( RA+NT+NB)  , 0 ) i  BLUP 
- ( M L = 1 ) / M A X L l
R I l  — ( + / DI AG( NB , NB ) (*>TE2) + . *ETTE7+.  * T E2 ) +MP HU  
R I l - R I l + ( + /  , E T T E 2 ) t MPHI1
R I 2-»- ( + / DI AG ( ( - N B ) , ( - N B ) ) ( $ 2 T2  ) + . *ETTE7+.  * T E2 ) ±MPHI 2  
R I  2—R I 2 + ( + / ,  ( E T T E 2 i ( N B , 1 ) MEET 2 ) x ( , 0 ) \ MEET2 ) ±MPHI2
- RMAXL  1 
MX * 1 1 :
R U  — ( + /  , ET T E2  ) t MPHI  1
J?I2«-( + / ,  ( ETTE 2 t ( N B , 1 )  M E E T 2 ) * ( N B , 0 ) + M E E T 2 ) t MPHI2  
RMAXL1:
M P H I 1 - ,  ( (4?B0 ) + . xßo ) t N B - R I 1  
MPHI 2 - , ( ( $ B 1 ) + . xB 1 ) * N B - R I 2
- (  ( 0 . 0 0 0 1 *  I MPHI 1 - PHI  1 ) a 0 . 0 0 0 1 *  I MPHI 2 - PHI  2)  /  L2 
PHI  1 —MPHI  1 
P HI 2 - MP H I 2  
- LOOP  
L 2:
- ( ML  =1 ) / MAXL2 
A l - + / + / E T T E 2 * E T T E 2
A l —A l + 2 * + / , E T T E 2 * { N B , 1 ) p , D I A G ( N B , N B ) ( 2 ) + . *ETTE7+.  * T E 2
A l - A l + + / D I A G ( ( N B , NB)  ( $ T E 2 ) + . * E T T E 7 + . * TE 2 ) + . * ( NB , NB ) ( § T E 2 ) + . » ETTE7 
+ . *TE 2
A 3 - ( E T T E 2 * ( N B , 1 )  MEE T 2 ) * ( ( - N B ) , 1 )  MEET2 
A 2 - ( + / , A3  * A 3 ) + 2 *  + / , A 3 * ( N B , 1 ) p D I A G ( ( - N B ) , ( -  
N B ) )  (*>TE2) + . * E T T E 7 + . * T E 2
A 2 - A 2 + + / D I A G ( ( ( - N B ) , ( - N B ) )  ( $ T E 2)  + . * E T T E 7 + . * T E 2)  + . * ( ( - NB ) , ( -  
N B ) )  ( W 2 )  + . *ETTE7+.  *TE2  
A 3 - E T T E 2 * E T T E 3  
A 1 2 - ( + / , A 3 * A 3 ) -
2 * + / , A 3 * ( N B , 1 ) pD I A G ( N B , N B ) ( 0 , BB ) + ( § T E 2 ) + . x £ r r £ 7 + . xT£2
X1 2 «-X 12 + + /  DI  AG( (NB , NB)  ( NB , 0 ) + ( 4) TE 2 ) + . *ETTE7 + . x T £ 2 ) + . * ( N B , N B )  (0 ,NB 
) + ( $ 2 T 2 ) + . *ETTE7  + . *TE 2 
- R MA X L 2 
MAXL2:
A1 — + /  + / E TTE 2 *ETTE 2
A 2 - ( E T T E 2 t ( N B , 1)  M E E T 2 ) * ( ( - N B ) , 1 )  MEET2 
A 2« - ( + /  , A 2 * A 2  )
A 1 2—ET T E2 * ET T E 3 
A 1 2 - + / , X 12 xX12 
RMAXL2:
A 1«-X 1-5-2 *MPHI  1*4
Xl«-Xl  + ( ( ±MPHI  1 * 2 )  x ( N B - 2 * R I l  ) ) *2  
A 2—A 2 f  2 x MPHI 2*4-
X2 ^ X2 +(  U MP H I  2 * 2 )  * (N B - 2 * R I  2 ) )+ 2 
X 1 2 «-X 1 2 t 2 x ( MPHI  1 * 2 )  * MPHI 2 *2
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RESPVTK2 (continued)
A 1 * - ( D I A G ® ( 2  2 p A l , A 1 2 , A 1 2 , A 2 )  ) * 0 . 5  
■+( ML*  1 ) /  P R E M
M L E F + - M L E F  , 3  R N D  ( ( ( N T + R A )  , 1 )  p T S  , A L F l  ) , ( ( ( R A  + N T  ) , 1 )  p ( N T + R A )  ( D I A G  
E T T E 7  ) * 0 . 5  ) , ( ( N T + R A  ) , 1 ) p ( T S , A L F l  ) * ( N T + R A  ) ( DTAG E T T E 7 ) * 0 . S  
M P H + M P H , 2
3 p M P H I 1 , ( 1  , X1 ) , ( M P H I 1 + ( 1  , X 1 ) ) , M P H I 2 , ( ' 1  A l ) , M P H I 2 + ~ 1  A 1  
ET A+- L
V«-(” 4 *4  17 17 E T T E 7 )
7«- ( + / D I A G
V ) + 2 x ( + /  , ( ( i J f ) « , = l + l J V) x7)  + ( + / 1 ( (  tAf) o . = 2+i JV)  xV ) + (■!•/ , ( (  i J V) o , = 3 + i i l f ) x 7 )  
M T R E A T + M T R E A T , [ 1 ] 1
3 p ( ( + /  4 14 , j4 X F 1 ) t 4 )  , ( ( V * 0 . 5 ) f 4 )  , ( 4 - / 4  1 4 , j4 £ F 1 ) t 7 * 0 . 5  
Y H r ( E T A * 0  ) 
y 2•*-( ( E2 M> 0  ) * E T A * T 1 )
r 3 - (  ( e t a > t i ) * e t a * T 2 )
r 4«- (  ( E T A >  T 2  ) * E T A z T 3  )
Y 5 < - ( E T A > T 3  )
E + - ( N B , R P ) p ( 0 * Y l ) + ( l x Y 2 ) + ( 2 * Y 3 ) + ( 3 x Y k ) + ^ x Y 5  
D l l  D I 2  DX3 DX4 D£ 8 « - E ° = " 0  1 2  3 4 
D L  5«- ( , 1 o = ( NB  , 1 ) 0 14 R E S P K )  ° . * R P p  i l
A fP 0-(  ( 1 , R P )  p + / [  1 ] D l 5 x D I i  ) , [ l ]  ( ( i  , P P ) p + / [ l  ] D I 5 xD I 2 ) , [ l ]  ( ( 1  , J?P)p + / [ l ]  
D L  5 x D L  3 ) , [ l ] ( ( l , / ? P ) p  + / [ l  ]DX 5 * D L  4 )  , [ l ] (  ( 1 , £ P  ) p 4-/ [ 1 ] DI  5 * DL  8 )
DL  5-*- ( , 2 ° = ( NB , 1 ) 0 1 +R E S P K )  ° * R P  p \ 1
M P 0 + - M P 0 , [ 1 ] ( ( 1 , R P ) p + / [ l l D I S x D I l ) , [ 1 ] ( ( 1 , R P ) p  + / [ 1 ] D L 5 * D L 2 ) , [ l ] ( ( 1  , R P  
)p+/[l]DI5xDL3 ),[1]((1,PP)p+/[l]DP5xDL4),[1]((1,PP)p+/[l]DI5xDL8)
M P R 0 P + - M P R O P  , MPO
M P R D + M P R D  , ( 0 5 4 R E S P K  ) = ( N B , R P ) p ( 0 x Y l ) + ( l x Y 2 ) + ( 2 x Y 3 ) + ( 3 x Y ± ) + ^ x Y 5
-+ ( F N U M =  4 ) / P R E
F N UM+ - F N UM+ 1
N T + - 1 2
-+AG
P R E  : ML+-2  
F N U M +-1 
N T + 1 2  
-+AG
P R E M x R L E F + R L E F , 3
P £ D (  ( ( £ T  + Pi4) . D p r S . X X F l )  , ( ( ( R A + N T )  , l ) p  ( N T  + R A )  ( D I A G  
E T T E 7 ) * 0  . 5 ) , ( ( N T + R A ) , 1 ) p ( T S . A L F l ) + ( N T + R A ) ( D I A G  E T T E 7 ) * 0 . 5  
R P H + R P H , 2
3 p M P H I  1 , ( 1  , A 1  ) , ( M P H I 1 H 1  , A 1  ) ) , M P H I 2  , ( " 1  A 1 ) , M P H I 2  + ~ 1 >11 
E T A + -L
n M V T R E A T + M V T R E A T , B 0 , B1  
7+- ( -  4 " 4  17 17 E T T E 7 )
V-*- ( + / D I A G
V ) + 2 * ( + / ,  ( (  i JV) ° . = l + i £ ) x 7 )  + ( +  / ,  ( (  i J l f ) o . = 2 4 i i l f ) x 7 )  + ( + / f ( (  i £ ) o . = 3 + l J V ) x 7 )  
T R E A T + - T R E A T ,  [ 1 ] 1
3 p ( ( + /  4 1 4 , i 4 I P l ) f 4 )  , ( ( 7 * 0 . 5 ) 4 4 )  , ( 4 - / 4  1 4 , 4 P  F l  ) 4 V * 0 . 5 
V T R E A T + V T R E A T , [ 1 ] ( " 4  ” 4 17 17 £ 2 T £ 7 ) , 4  l p 4  1 + A L F l  
Y 1 < - ( E T A ± 0 )
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RESPVTK2 (continued)
Y 2*-( {ETA>0)  *ETAz Tl  )
Y3*- { ( ETA>T1 ) aETAs T 2 )
74«-( (ETA>T2 ) *E TA < T3 )
Y5*-(ETA>T3 )
E * - ( N B , R P ) p ( 0 x Y l ) + ( l * Y 2 ) + ( 2 * Y 3 ) + { 3 x Y k ) + k x Y 5  
DL 1 DI 2 DL3 £14 £I 8<- £°="0 1 2  3 4 
£L5<-( , 1 °  = (WB, 1)  0 HRESPK)  ° * RP p \ 1
RPO*- ( ( 1 , £ P )  p + /C 1 ]D!5xDXl  ) , [ 1 ] ( ( 1 , £ P )  p + / [ l ] D l 5 x D I 2  ) , [ l ]  ( ( 1 , ÄP)  p + / [  1 ] 
DL 5 *DL 3 ) , [ l ] ( ( l , £ P ) p + / [ l  ]DL 5 *DL 4)  , [ l ] ( ( l , £ P ) p + / [ l  ]DL 5 *DL 8 )
DL5*-{ , 2 °  = ( N B , 1 )  0 HRESPK ) ° * RP p \ 1
RPO*-RPO, [ 1 ] ( ( 1 , R P ) p + / l l ] D L 5 x D L l ) , [ 1 ] ( ( 1 , ÄP) p + / [ 1 ] D I 5 x ß l 2 ) , [ 1 ] ( ( 1 , RP 
) p + / [ l ] D £ 5 x i ? I 3  ) , [ 1 ]  ( (1 ,RP)  p + / [ l  ]DI 5 x£P4 ) , [ l ]  ( (1 , £ P ) p + / [ l  ]DL5*DL8 ) 
RPROP+RPROP,RP0
RPRD+-RPRD , ( 0 5 4 RESPK ) = ( NB , RP) p ( 0 *Y1 ) + ( l x Y 2 ) +{ 2 * Y 3 ) + ( 3 * Y k ) +k*Y5
+(FNUM=4 ) ILL 2
FNUM+FNUM-f 1
NT*-12
-*■>1(7
-*■112
LL1:C0UNT*-1 
LL2 : MLEF*-MPH , [ l ] WI BF 
RLEF*-RPH , [ 1 ] PIET
RESPKAR1 fits AR(1) model to respiratory data.
RESPKARl  ; T l  RP ; Y2 Y3 Yk Y5 ; Z ; TETk5 TET5 V l l  V2 ; VAC ; VIN ; XI  ; Yl \RPO- ,SZ  
-.NB-.NT-, PHI  1 ; RA ; RB DL 5 DL 6 E E TA ; FNUM; M; ML ; MPO \A-,B2\  COUNT ; DL 1 ; DL 2 ; DL 
3 ; DLk ; MPHIl  -,MPHI2 A12 ;A2 ;DL8 ; FC ; 12 ; 13 ; I k  ; NO PHI2 ; R I l ; R I 2  TE7 ; TS ; X2 ; 
X3 ; X k ; X 5  ; GI  ;A1;  BO ; B 1 ‘, B l l ;  B12- .B13  ; C 1 ; C 1 1 ; C 1 2 ; £ ;  MPHI ;N ; NB ; P H I ; RAO RA1 
; RC ; TR TRJ ; V I ; VINR VMPHI; TE 21 ; TE 3 2 TE k 3 TE 5 k ; TE 6 5 A B  ; CDFk ; CDF5 CDF 
6 ; C D F l ; DL4 ; DL5 ; DL6 ; DL7; ETTE3 1 ; E T T E k ; E T T E k l ; E T T E 5 -,ETTE 5 1 ;ETTE6 \ ETTE6
1 \ETTE7 ; J ;  MEETk;MEET5 ; MEET6 -,MEET7 ;METk ;MET5 -,MET6 -,MET7 ;PDFk;  PDF5 ;PDF 
6 ; PDF7 ; PPDFk ; PPDF5; PPDF6; PPDF7; T 3 ; Tk ; T5 ; T6 TEk ; TE5 TE6 TET211 ; TET2 3 
-.TET312-,  TET32-,  TET3k-,  TETk-, TETk23;TETk3- ,  RETk5-,  TET53k;TET5k- ,  TET56- .TET6  
; T E T 6 k 5 ; T E T 6 5 ; T E T 7 ; G- , E l  B L MDL k  ; ETTE 21 ETTE 3 ; I ; L ; LSE F ; MEE T 3 ; MET 3 -,T2 
; T E l l ; TET3 ;TE 12 i TE2 ;TE3 ;TET 1 •, TET11;  TET 21 ;TET12 ; PO •, PDF 3 ; J ? I ; £11  ; T ; TET
2 ; V i V1 ; VBE T VC OM; VF I X  I  NFO 0 ; A L F l ; ALF2 ; BETO I  NFO 1 I  N F l l  I N F l  2 ; INF13 ; 
INF  21 ; INF2 2 ; IJVF2 3-, IN-, VO; DEL 0 ; DEL BL UP E NUP ; DL 1 DL2 DL 3 CDF 1 ; CDF2 ; P 
PDFl  ; PPDF2 -,CDF 3 ;PPDF 3 P D F l P D F 2 E E  ME TO MEE TO ME Tl  ; MEE T1 ; ME T2 MEET2  
; E T T E l ; ETTE2 ; 2 T 1 ; T
COUNT*-0 
ML*-1 
NT*-3
E*-0 5 iRESPK  
UTRAP+11 1 E ' ' -*LL1 '
N*-~l pF
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RESPKAR1 (continued)
N B - 1 pE 
R P - N  
M - N B * N  
FNUM- 1 
S T D R E S K  
R A - ~  1 p Jt l  
R B - ~  1 pZ 
MPH- 2 OpO 
PPH<-2 OpO 
T R E A T - 0  3 p 0 
V T R E A T - { 0 , N  + 1 ) pO 
M T R E A T - 0  3 p 0 
M V T R E A T - { 0 , N ) pO 
J M O ( 0 , R A + 1 ) pO 
M L E F - { { R A + N T ) , 0 ) p 0  
R L E F - { ( R A + N T ) , 0 ) pO 
M P R D - { N B , 0 )pO 
PPPOP«-10 OpO 
R P R D - { N B , 0 ) p 0  
MP R O P - 10 OpO 
4G:P« -0  5 I R E S P K  
U T R A P - 11 1E ' ' - L L 1 '
P « - ' l  pP 
N B - 1  pE  
R P - N  
M - N B * N  
R A - ~ 1  p X l  
R B —~ 1 pZ 
M P H I —1 
R A O - O . 9
pz
E - ( M , l ) p , E  
R C - R B  
F C - R A  
I - 0
P H I —M P H I  
B E T O - R B p O  
A L F l —R A p 0 
T 1 - 0 . 2  
T 2 - 0 . 4  
T 3 - 1  
T 4«-l  . 5 
T 5 - 2  
T 6 - 2  . 5
(1  , r i ) , ( l  , T 2 ) , 1  , T 3  
DL 1 D L 2 D L 3  P I  4 D L 8 - E ° = " 0  1 2  3 4
IV *  ( ( { N T ,  N T )  p i  , N T  pO ) , ( P P  , RA + R B  ) pO ) . [ 1 ] ( ( M , N T  ) p 0 ) , Jf l  , Z 
L O O P  : L — { Z+ . x ( ( P B )  , i  ) pBPPO ) + * l +  . x ( PX , l ) p X I F l  
- { F N U M * 1 ) / P I  
P R H A Z A D k  
—E 4
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RESPKAR1 (continued)
E l : + ( F N U M * 2 ) I E  2 
P R O D D S  
-+E 4
E 2 : - +( FNUM*  3 ) / F 3  
P R H D S  
-+E 4
E 3 : P R X H D S  
E ^ : + ( N T * 1 ) / F I  
D E R I V 1 
-►F 3
F l : + ( N T * 2 ) I F  2 
D E R I V 3 1  
-*-F3
F 2 - . D E R I V K 3
F 3  : V I N R + - R A 0 * {  i R P ) ° . = ( 1 + i R P )
V I N R + V I N R + b V I N R
V I N R + - V I N R + ( R A  0 * 2 )  x ( ( R P , R P ) p 0 ) M A T D I A G  0 , ( ( Ä P - 2 ) p 1) , 0 
V I NR * -  ( ( R P , R P ) p l , R P p O ) + V I N R  
V I NR * -  ( M , R P  ) p , KItf Ft 1 - F4 0 * 2
M E E T  2«-( ( , MEETO ) ° . * R P p \ l ) * ( M , R P ) p ,  ( R P  , R P  ) p 1 , R P  p 0 
M E E T 2 + M E E T 2 + V I N R + M P H I  
( R P . R P )  ME E T 2
J  4-RP
L P  : V0-*-V0 , [ 1 ]@( F P , F P ) ( J , 0 ) i M E E T 2  
->( ( M - R P ) = J ) / E D  
J + J + R P  
-+LP
E D : M E E T 2 + V 0  
V0-*-0
M E E T  3+-X1 x ( , MEETO ) °  . * R A  p i l  
M E E T 3 + E T T E 1 , ME E T  3 
D E L + T + . * T E 1 , CllWETO
E T T E 7 + - §  ( T E T l  , ( J E T T E D + . x X l )  , [ 1 ]  ( ($Jf l  ) + . * E T T E  1 ) , ( ) + . x ( ( , ME E T O  ) • . x
FXp 11 )  xj f i
V0«- ( ( FP , FP)  ME E T 2  ) + . * ( R P  , ( R A + N T )  ) M E E T  3 
J  -*-RP
L P 1 : V O + V O , [ 1 ] ( ( F P . F P )  ( J , 0 ) i M E E T 2 ) + . x ( R P , ( R A + N T ) )  ( J , 0 ) l M E E T 3  
■*■(( M - R P ) = J ) / E D  1 
J + -J  + R P  
■+LP1 
E D I  :
E T T E 7 + ® E T T E 7 - ( S ) M E E T 3  ) + . x 70
7 l l « - (  ( F P . F P )  K I F F ) + . x ( p p , i ) pFP BFPO
J o -R P
L P 3 1  : VI l-^Vl 1 , [ 1 ] ( ( R P  , R P )  ( J , 0 ) ±  V I  N R  ) + . x ( ( F P , 1 ) pFP J  + B E T O )
- (  ( M - R P ) = J ) / E D 31 
J + -J + R P  
-+LP 31 
FD31 :
M E T 3 + V 1 1 + M P H I
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RESPKAR1 (continued)
MEET7*( >S) V0  ) + . x ( ( - M )  , 1 ) DEL  
M E E T 0 * ( $ V 0 ) + . * ME T 3
2 R N D ,  / « - ( ( (  ( R A + N T ) ) , 1 ) p T S , A L F l ) + E T T E 7 +.  * ( ( ( ( RA + N T )  ) , 1 ) DE L  ) + ME E T 0  -  
M E E T 7
D E L 0 + M E E T 3 + . * E T T E  7+.  * M E E T 7 - {  ( ( ( R A + N T )  ) , 1 )  D E D + M E E T  0 
MET O+VO
VO < - ( ( R P , R P )  M E E T !  ) + . x ( R P ,  l  ) ( ( ( - Af) , 1) DEL ) + D E L 0  - M E T 3  
J  *-RP
L P 2 : V 0 * V 0 , [ l ] ( ( R P , R P )  ( J  , 0 ) i M E E T 2 )  + . * ( R P  , 1 )  ( J  , 0 ) + ( ( ( -  
M) , 1 ) D E D + D E L 0 - M E T 3  
+ ( J = M - R P ) / E D 2  
J  -*-J + RP  
-+LP2  
E D 2 :
D E L  0*- (  (W, 1 ) p B E T 0  )+70 
B L U P * V , [ 1 ~\DEL0
BLM+-  ( ) , 1 ) p r S , y l L F l  f BET0
I«-I  + l  
DEL*-  0 
D E L  0«-0
N T i . B L U P  
T 1 + 1  , B L U P  
T 2*-l 1 \  , B L U P  
T3-*- l  2 + , BL UP 
T 4+-1 34,  B L U P  
T S + N T  , B L U P  
B E T 0 * - ( - R B )  , B L U P
B O + - U - R B ) , l )  B L U P  
-*( 0 . 01 > 17 , I B L U P - B L M )  / XI 
V«-0 
-+LOOP 
L I :
- * ( ML = 1 ) / M A X L
M E E T 7 * - ( ( R P  A R A + N T ) )  METO ) + . * E T T E 7  + . * § ( R P , ( R A + N T ) ) MBTO 
J + R P
F D : M E E T 7 + M E E T 7  , [ 1 ] ( ( ÄP , ( R A + N T )  ) ( J , 0 ) + M E T 0 ) + .  * E T T E  7+ . * * t ( R P ,  ( R A + N T  ) ) 
( J , 0 )4M£T0 
-*■ ( J  = M-  RP  ) /  E FD  
J + J + R P  
-+FD
E F D : M E E T 2 * M E E T 2 + M E E T 7
M A X L : V 1 + ( ( R P , R P )  V I N R ) +.  * ( R P  , RP  ) M E E T 2  
J  +-RP
L P ^ : V l * V l , [ l ] ( ( R P , R P )  ( J , 0 )  + V I N R )  + . * { RP  , R P  ) ( J , 0 ) + M E E T 2  
-+( ( M - R P ) = J ) /£Z?4 
J  -*-J + RP  
+ L P  4 
ED4 :
R I * - ( + /  + / V l * ( M , R P ) p  , ( R P , R P ) p l , R P p O )
7 l l « - ( ( R P . R P )  71)  + .* ( R P , R P ) M E E T 2  
J + R P
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RESPKAR1 (continued)
I P u 4 : 7 l l « - 7 l l , [ l ] ( ( P P , P P )  ( J  , 0 ) 4 71 ) + . * { R P , R P ) ( J , 0 ) i M E E T 2  
- (  ( M - R P ) = J ) / E D 44  
J - J + P P  
- I P  44 
£ £ 4 4  :
7 0 - ( ( P P . P P )  V I N R ) + . * ( R P , 1 )  BO 
J  +-RP
I P 5  : 7 0 - 7 0  , [ 1  ] ( ( P P . P P )  ( J  , 0 ) 4 V I N R  ) + . x ( R P  , 1 ) ( J , 0 ) + B 0
- ( ( M - R P ) = J ) / E D  5 
J - J + P P  
- I P  5 
£ £ 5  :
M P H I * - , ( ( ( $ B 0 ) + .  * V 0 ) + R I )  + RB  
- ( 0 . 0 0 1 *  I M P H I - P H I ) /  L 2  
P H I + M P H I  
- + L 0 0 P  
L 2 :
R C + R B
F C + R A
B l l - ( ( B , B ) p O  )MA:rZ>I4G 1 , ( ( B P - 2  ) p2 ) , 1 
B l 2 - - (  i P P ) ° . = ( 1 + i P P )
B l  2 —B l  2 + iS)Bl 2
7 0 - B 1 1 + . * ( R P , R P )  M E E T 2
J - P P
L P T 1 :  7 0 - 7 0 ,  [ 1  ] B 1 1+ . x ( P P , P P ) ( J , 0 ) i M E E T  2 
- (  ( M - R P ) = J )  / E D  71 
J - J + P P  
—LP7 1 
E D 7  1 :
7 « - B l 2 + . x ( P P , P P )  M E E T 2  
J  +-RP
L P 7  : 7 - 7 ,  [ 1 ] B 1 2  + . * ( B P ,  BP)  ( J ,  0 ) \  M E E T  2 
- (  ( M - R P ) = J ) / E D 7 
J+ - J  + PP 
- I P 7  
E D  7 :
B l 1 - B l 1 ° . x (  i BB ) ° . = iBB 
B l  1 —( M , M )  p k  2 3 1 $ B 1 1  
B l 2 - B l 2 ° . x (  i B B ) ° . = iBB 
B l 2 - ( M , M ) p 4  2 3 1 $ B 1 2
C l  1-«- ( ( ISjBO ) + . * B 1 1+ . xfio ) + + /  + /  70  x ( W, BP ) p , ( BP , BP ) p 1 ,  BPp 0 
A 1 + - 2 *  ( R P - 1 )  * N B
B l 3 « - ( ( $ B 0 )  + . x B i 2 + . x B 0 ) +  + /  + / 7 x ( / f , B P ) p , ( B P , B P ) p l , B P p 0  
C l - C l l * J f P t f I  
B 1 —B l  3 - r M P H I  
C l - 2  x C l - N B x R P -  1 
£ - B l
P 4 1 - P X 0 -
, ( ( j4 1 x P>10*3)  + ( B l x  Pyl 0 * 2 ) + ( C l  x BjI 0 ) + D ) t ( 3 x ^ l x  0 * 2  ) + ( 2  x B l x  0 ) + C1 
- ( I s  I P A D / I I I  
- (  0 . 0 0 1 >  I Pi41 -  P j4 0 ) / I I
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RESPKAR1 (continued)
PHI+-MPHI 
RA0+-RA1 
-*-L OOP 
LL :
B 12<-((N,N )pO)MATDIAG l,((PP-2)p2),l 
B12+-2xRA1*B12t (1-RA1*2 ) * 2 
B11«-(1 + Bj41*2)x-( \RP) ° . = (1+1 RP )
B11«-B11 + $B11 
Bll«-Bll* ( 1-RA1*2 ) * 2 
VIN+®(RP,RP) VINR 
J -*-RP
L P91:VIN+VIN,[l]@(BP,BP) {J,0 )\VINR 
-(J=M-RP)/ED91 
J +-J + RP 
-+LP 91 
£D91 :
V2+((RP,RP) VI)+.*(RP,RP) VI 
J+RP
L P 9 :V2-V2, [l] ((RP,RP) (J,0)±Vl) + .*(RP,RP) (J,0)171 
-*• ( J = M-RP ) / ED9 
J+-J + RP 
-+LP9 
ED 9 :
Al<-( ( + / + /72X (M,RP)p , (BP,BP) pi , RP pO )* 2 *MPHI* 4 )
A1+-A l+( ( t MPHI * 2 ) x ( W- 2 x RIt MPHI ) )t 2 
V-«-(Bll+Bl2) + . x( {RP , RP) VIN)+. xßll+Bl2 
J-RP
L P 1 0 :7«-7,Cl](Bll+Bl2)+.x((BP,BP) (J ,0)+7IB) +.«B11+B12 
-►( J=M-RP) /ED10 
J +-J + RP 
-+LP10 
E D 1 0  :
B2*-(B11+B12) + .x((RP,RP) M E E T 2) + .x(B11+B12) + .x(BP,BP) MEET 2 
J 4-RP
LP 21 : B2+-B2 , [1](B11 + B12) + .x((BP,BP) ( J, 0 ) + MEET 2 ) + . x(ßll+Bl2) + . *(KP,Ä 
P) («7,0)±MEET2 
-+{J = M-RP) /ED 21 
J+J+RP 
-►IP 21
£D21:B2^(+/ + /B2x(M,RP)p,{ RP , RP ) p 1 , RP p 0 )+MPHI* 2 
70«-((BP,BP) 7)+.x((BP,BP) VIN)
J +-RP
LP22 : 70«-70,[l]((BP,BP) (J,0)iV)+.*{(RP,RP) («7,0 ) + 7IB )
-+( J -M-RP) /ED2 2 
J +-J + RP 
-+LP2 2
ED 2 2 : 70«-+ / + / 70 x (M ,BP ) p , (BP,BP)p1,BPp 0 
Bl«- ( (RP , RP ) 7)+.x((BP.BP) MEET 2)
J +-RP
LP13 :B1«-Bl , [1] ( (BP.BP) { J , 0 ) i V ) + .*(( RP , RP ) ( J , 0 ) \MEET2 )
+ (J = M-RP)/ED 13
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RESPKAR1 (continued)
J ■*- J + RP 
-+LP13
EDI 3 :Bl*-( + / + /Blx (M,RP)p , (RP , RP) pi , RP pO ) x2f MPHI 
B l«-( 70+52-51 ) + 2 
7^(511+512)+. x( (55,55) 7IP )
J 4-RP
I PI 4 : 7-7, [l] (511+512) + . x ( {RP , RP ) ( J, 0 ) + 7IP)
->( J = M - R P)/£514
J-J+PP
-+LP14
551 4 :B2-(+/+/7x (M,RP) p, ( PP , PP ) p 1, PPp 0 ) tMPPI 
7^(511+512) +.x((PP,PP) MEET2)+.*{{RP,RP) VINR) + .*(R P ,R P ) MEET2 
J-PP
L P15:7-7,[l](511+512 ) + .*((RP,RP) (J,0)iMEET2)+.*((PP,PP) (J ,0)4 7 1 0  
)+.*{RP,RP) (J,0)iMEET2 
->(J = M-RP)/ED 15 
J-J+PP 
-+LP15
£515:52-52+(+/+/7*(W,PP)p,(PP,PP)p1,PPp0 )±MPHI*3 
7— (511+512 ) + . x( (PP,PP) MEET2)
J *-RP
LP 16 : 7—7, [ 1 ] (511+512 ) + . x ( (PP.PP) ( J, 0 ) iMEET 2 )
-►(J=M-RP)/£516
J-J+PP
-►IP 16
£516 :B2«-(((2x + / + /7x(tf,PP)p, ( PP , PP ) p 1 , PPp 0 ) +MPHI* 2 )-5 2 ) + 2 
.41-*-(51X502 2pXl,52,52,51 )*0.5 
-►(Mix 1 ) /PREM
MLEF+-MLEF , 3 PP5 ( ( ( PT + PX ) , 1) pI\S , XIFl ) , ( ( ( PX + PT ) , 1 ) p (PP + PX ) (51X5 
F2TF7)*0.5),((PP+PX),1 ) p(PS,XI£l) + (PP + PX) (51X5 £PP£7)*0.5
MPH+MPH.2 3 pMP H I,(1 ,X1),(MPHIi(1 ,X1)),PX1,("1 Xl),PXl*'l XI 
£ PX-1
7-(~4 "4 8 8 E T T E 7 )
7-(+/5IX5
7) + 2 x ( + / , (( i(lf)o.=i+lJ|f)x7) + (+/l (( iP)o.=2+iP)x7) + ( + /, ( ( \N ) ° . =3 + \ N ) *V) 
MTREA T+-MTREAT , [ 1 ] 1
3 p ( ( + / 4 14,XIF1)t 4),((7*0.5)t 4),( + /4 14- , XI £l ) -r 7* 0.5 
pi-urxso)
72- ( (FPX > 0 )a£ PX s Pi )
73- ((£rx>ri)A£rxsT2)
74- ( (ETA>T2)a E T A s T3 )
75- (£PX>P3)
£-(PB,PP)p(0x7l)+(lx72)+(2x73)+(3x74)+4x75 
511 512 513 514 5I8-£°="0 1 2 3 4  
51 5-*- ( , 1 ° = (PS , 1 ) 0 1 + RESPK ) ° . xPPp 11
MPO-((1,PP)p+/[1]515x511),[1]((1,PP)p+/[1]515x512),[l]((1,PP)p+/[l] 
515x513),[1]((1,PP)p+/C1]5I5x5I4),[1]((1,PP)p+/[l]5I5x5l8)
51 5«-( , 2 ° = ( PB , 1 ) 0 1 + P£SP£) ° . xPPp 11 
MPO+MPO,[l]((l,PP)p+/[l]5l5x5Il),[l]((l,PP)p+/[l]5I5x5I2),[l]((l,PP 
)p + /[l]5I5x5l3 ) ,[1]((1,PP)p + /[l]5I5x5l4),[1]((1,PP)p + /[l]5!5x5l8)
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RESPKAR1 (continued)
MP R O P - M P  ROP , MPO
M P R D - M P R D ,  ( 0  5 4 R E S P K ) = ( N B , R P ) p ( 0 * 7 1  ) + ( 1 * 7 2  ) + ( 2 * 7 3  ) + ( 3 * y 4 ) + 4 * Y 5
-*•( FNUM-  4 ) /  PR E
F N U M- F N U M+ 1
N T - 3
- A  G
P R E - . M L - 2  
FNUM- 1 
N T - 3  
- A G
P R E M : R L E F - R L E F , 3
R N D ( ( ( N T + R A ) , 1 ) p T S , A L F l ) , ( ( ( R A + N T ) , 1 ) p ( N T + R A ) ( DI AG 
E T T E 7 ) * 0 . 5 ) , ( ( N T + R A ) , 1 ) p ( T S , A L F l ) ± ( N T + R A ) ( D I A G  E T T E 7 ) * 0 . 5  
R P H - R P H ,  2 3 p M P H I , ( 1  , A 1 )  A M P H I i ( l  , A 1 ) ) , FA 1 , ( " 1 Al  ) , J?A 1 * ~  1 A1 
E T A - L
7«- ( “ 4 " 4  8 8 E T T E 7 )
V—( + / D I A G
V ) + 2 x (  + / i ( ( i J V ) o . = i + l ^ ) x y )  + ( +  / f ( ( i J V ) - . = 2 + i J l t ) x V )  + ( + / f ( ( i i n o . = 3 + l J i r ) x7)  
T R E A T - T R E A T , C1 ] 1
3 p ( ( + / 4  1 4 , A I F 1 ) t 4 )  , ( ( V * 0 . 5 ) f 4 )  , ( 4 - / 4  1 4 , A I F l ) t 7* 0 . 5  
V T R E A T - V T R E A T  , [ 1 ] ( " 4  " 4  8 6 E T T E 7  ) , 4 l p 4  1 4 . A I F 1
i i - ( f :t a s o )
I2«- (  ( E T A >  0 ) * E  T A z T 1 )
I 3 « - ( ( E T A > T 1 ) * E T A s T 2 )
74<-( ( E T A > T 2  ) * E T A s T 3  )
Y 5 - { E T A > T 3 )
F ^ ( J V B , F P ) p ( 0 x 7 i ) + ( i x y 2 ) + ( 2 x y 3 ) + ( 3 x y 4 ) + 4 x r 5  
D l l  D I 2  D I 3  D L 4 D L Q - E ° = " 0  1 2 3 4  
D l5<-(  , 1 ° = ( N B ,  1 ) 0 ± + R E S P K ) °  . x F P p i 1
F P 0 - (  ( 1 ,  F P ) p  + / [ l ] D I 5 x D I l ) . [ 1 ] ( ( 1 ,  F P ) p  + / [ 1 ] D I 5 xDL 2 ) , [ l ] ( ( 1 , P P ) p + / [ l  ] 
D L 5 xDX 3 ) , [ 1 ] ( ( 1 , P P ) p + / [ 1 ] D L 5 x D I 4 ) , [ l ] ( ( l , F P ) p + / [ l ] D I 5 * D L 8)
DL 5-*- ( , 2 ° = ( NB , 1 ) 0 1 4 F F S P F  ) » . *i?Pp i l
R P O - R P O , [ l ] ( ( l , P P ) p + / [ l ] D i 5 x D H ) , [ i ] ( ( i , P P ) p + / [ i ] D I 5 x D I 2 ) , [ l ] ( ( l , P P  
) p + / [ l ] D X 5 x D I 3 ) , [ 1 ] ( ( 1 , P P ) p  + / [ l ] D ! 5  xD I 4 ) , [ 1 ] ( ( 1 , P P ) p  + / [ l ] D i 5 x D X 8 ) 
R P R O P - R P R O P , RPO
R P R D - R P R D , ( 0  5 4 R E S P K ) = ( F ß , F P ) p ( 0 x y i ) 4 - ( l x y 2 ) 4 - ( 2 x J 3 ) - l - ( 3 x r 4 ) 4 - 4 x r 5
- ( F N U M = k ) / L L 2
F N U M - F N U M + 1
N T - 3
- A G
- L L 2
L L 1 : C O U N T —1 
L L 2  : M L E F - M P H , [ 1 ]M IF F  
R L E F - R P H , [ 1 ] F I F F
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DERMVT
ME T 0+-DL 1 *  -  P D F I t C D F I
MEETO+- DL  1 * ( - { P D E l ^ C D F l  ) * 2 ) + P P D F 1 t CDF1  
MET1+- DL  2 x ( P D F l -  P D F 2  ) t C D F 2 - C D F 1
M E E T 1 + D L 2 * ( - ( { P D F 1 - P D F 2 ) f ( C D F 2 - C D F 1 ) ) * 2 ) + ( P P D F 2 - P P D F l ) t C D F 2 - C D F 1  
E T T E 1 + D L 2 * -  ( ( P D F 2  + C D F 2 - C D F 1  ) x ( ( P D F 1 - P D F 2  ) 4- ( C D F 2 -  
C D F 1 ) ) ) + P P D F 2 t C D F 2 - C D F l  
T E 1+-DL 2 * P D F 2 t C D F 2 - C D F l
T E T l + D L 2 * ( - ( P D F 2 t C D F 2 - C D F 1 )* 2 ) + P P D F 2 4-CDF2- C D F l  
MET2+- DL  3 x ( P D F 2 - P D F 3  ) t C D F 3 - C D F 2
M E E T 2 + D L  3 « ( - ( (  P D F  2 - P D F  3 ) 4- ( CDF3  - C D F 2  ) ) * 2 ) + ( P P D F 3 - P P D F 2  ) r C D F 3  - C D F 2  
E T T E 2 1 - - D L 3 *  ( ( PDF2 4-C DF 3 - C D F 2  ) x ( ( P D F 2 - P D F 3  ) 4- ( C D F 3  -  
C D F 2 ) ) ) + P P D F 2 t C D F 3 - C D F 2
E T T E 2 + D L 3 * - { ( P D F 3 + C D F 3 - C D F 2 ) x ( ( P D F 2 - P D F 3 ) * { C D F 3-  
C D F 2 ) ) ) +PPDF3 t CDF3 - C D F 2 
TE2+- DL  3 x PDF3 f  CDF3 -  C D F 2 
T E  2 1+-DL 3 x P D F 2 \ C D F  3 -  CDF  2 
T E T 1 2 + D L 3 *  ( P D F  3 *  P D F  2 ) H C D F 3 - C D F 2  ) *2 
T E T 2 < - D L 3 *  ( - ( PDF 3 4-CDF 3 -  C D F 2 ) * 2 ) + P P D F 3  + C D F 3  -  C D F 2 
T E T 2 1 1 + D L 3  x-  ( ( PDF 2 4-CDF 3 -  CDF 2 ) *2 ) + PPDF2 4-CDF3 -CDF2 
T E T 2  1+-DL 3 x ( PDF 3 xPDF2 ) 4- ( C D F 3 - C D F 2  ) *2 
MET3+- DL  4 x { P D F 3 -  P D F h  ) + C D F ^  -  CDF3
M E E T 3 - - D L 4 x ( - ( (  PDF3 -PD F4 ) 4- ( CD F 4 -C DF 3 ) ) *  2 )  + ( P P D F ^ - P P D F 3 )4-CDF4-CDF3 
E T T E 3 l + - D L ^ *  ( ( PDF 3 4-CDF 4 -  CDF 3 ) x ( (P D F3 -P D F 4  ) 4- ( CDF4-  
C D F 3 ) ) ) + P P D F 3 - r C D F ^  -  C D F 3
F 2T F 3 « - D l 4 x -  ( ( PDF4t CDF4 -CDF3 ) x ( (P D F3 -P D F 4  ) 4- ( CDF4 - 
C D F 3  ) ) ) +PPDF4fCDF4 -CP>F3 
T E 3+-DL 4 x PDF 4 4-CDF 4 -  C D F  3 
T E 3  2-*-DL 4 x PDF 3 4-CDF 4 -  CDF 3 
T E T 2  3-*-DL 4 x ( P D F  3 *PDF4 ) 4 (C DF4 -CD F3 )*2  
T E  T 3-*-DL 4 x ( - ( PDF4 4-CDF4 -CDF3 ) *2 ) +PPDF44CDF4-CDF3 
T E T 3  1 2-*-DL 4 * - ( ( PDF3 4-CDF4-CDF3 ) * 2 ) + P P D F 3 - r C D F ^ - C D F 3  
T E T 3  2<-DL 4 x ( PDF 4 x P D F  3 ) f  ( CDFU- - CDF3  ) * 2  
a MET^-*-DL 5 x ( PDF4 - PDF5 ) 4 CDF 5 -  C D F 1*-
n M E E T ^ + D L  5 x ( - ( ( PD F4- PD F5  ) 4- ( CDF5 -CDF4 ) ) ★  2 ) + ( P P D F S  - P P D F k  ) 4 CDF 5 -  CDF4 
R F2TF41*-DL5x ( ( P D F 4 4 C D F 5 - C D F 4 ) x ( ( P D F ^ - P D F b ) 4 ( C D F 5-  
C D F 4 ) ) ) + PPDF4 4-CDF5- C D F k
fl E T T E k * - D L S * ~ ( ( P D F 5 4 C D F 5 - C D F 4 ) x ( ( P D F 4 - P D F 5 ) f ( C D F 5 -  
CDF4 ) ) ) + PPDF5 4-CDF5 - CDF 4 
fl T E k-*-DL 5 * P D F 5 t CD F 5  -  CDF 4 
fl TF4 3+-DI 5 xPDF4rCDF5 - CDF4 
fl T E T 3  4 «-Di 5 x ( PDF4 x P D F 5 ) 4- ( CDF5 -CDF4 ) * 2 
fl T E T ^ * - D L  5 x ( - ( PDF5 4-CDF5 -CDF4 ) * 2 ) + PPDF5 4CDF5 - CDF4 
fl T ET ^ 2 3 - * - DL  5 x -  ( ( PDF4 4-CDF5 -CDF4 ) * 2 ) +PPDF44CDF5 - CDF4 
fl TETk 3- *- DL  5 x ( P D F S  * P D F ^  ) 4 ( CDF  5 - CDF 4 ) *2 
M E T 7«-DI 8 xPDF4 I I - C D F 4
M E E T 7 + D L 8 x - ( (  PDF4 4-1 - CD F4 )* 2 ) + PPDF4 4-1 -CDF4 
E T T E 7  +-DL 8 x ( ( PDF44-1 -CDF4 ) *2 ) +PPDF44 1 -CDF4 
T E  T 7  -*-DL 8 x -  ( ( P D F 4 4 1 -CDF4 ) *2 ) +PPDF44 1 -CDF4 
r£ 7< -D l8 x P D F 4 4 1 - C D F 4  
T E &•*-( RP  , R P  ) p 0
E T T E 1  + - ( E T T E 1 + E T T E 2 1 ) , ( E T T E 2 + E T T E 3 1 ) , E T T E  3 + E T T E 7
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DERMVT (continued)
JVC
E T T E 2 ^ T E 6  MA T DI A G RP J i , ( M , l )  E T T E l  
J+-RP
E l  - . E T T E2 +E T T E2  , [ 1 ]TE6 MA T DI A G RP J + , ( M , 1 )  E T T E l  
- ( J = M - R P ) / E E 1  
J  -*-J + RP  
-+E1
E E l  : J V 0
E T T E 3 - T E 6  MA T DI A G RP J + , ( M , 1 )  0 l i E T T E l  
J + R P
E 2 : E T T E 3 + E T T E 3  , [ 1 ]  TE6 MA T DI A G RP J \ , ( M , 1 )  0 l i E T T E l  
-*•( J  = M - R P ) / E E 2  
J  -*-J + RP  
+E2
E E 2 : J - 0
T E k  + TEb  MA T DI A G RP J i ,  0 2+E2TE1 
J  <-RP
E 3 : TE 4«-TE 4-, [ 1 ] T £7 6 MXPEIXG PP J 4 , 0  2 4 E I T E 1  
■*( J  = M - R P ) / E E 3  
J - J + R P  
-+E 3
E E 3  - . E T T E1 +E T T E2  , E T T E  3 , TE 4 
JV 0
PE 1 -  ( PP , 1)  p ( + /  [ 1 ] ( NB , RP ) p TE 1 ) - + /  [ 1 ] ( NB , RP  ) p TE 21  
r E 2 « - ( P P , l ) p ( + / [ l ] ( P B , P P ) p P E 2 ) -  + / [ l ]  ( N B , R P ) p T E 3 2  
T E 3 ^ ( R P , l ) p (  + / [ l ’] ( N B , R P ) p T E 3 ) -  + / l l ] ( N B , R P ) p T E 7  
MET0*-MET0 + ME T 1 +ME T 2 +ME T 3 +ME T 7  
MEET0-*--MEET0 + MEETl  + MEET2 + MEET3+MEET7 
T E T l * - -  ( TE6 M X r D I X G + / [ l ]  ( t f ß , B P ) p P E P l + P E T 2 11 ) , ( TE 6 
MXPZ)IXG + / [ l ]  ( NB , R P )  p T E T l 2  ) , TE6 
TET2-*-- ( PE6 MAT DI AG+ /  [ 1 ] ( NB , R P )  p T E T 2 1 )  , ( T E S  
M A T D I A G + / [ 1 ] ( P B , P P ) p T E T 2 + T E T 3 1 2 ) , T E 6 M A T D I A G + / [ 1 ] ( N B , R P ) p T E T 2 3 
T E T 3  + - T E 6 ,  ( T E  6 MATDI AG+ /  l l ~ ) ( N B , R P ) p T E T 3 2 )  , T E  6 
MXPEIX GV / [ l ] ( N B , R P ) p T E T 3 + T E T 7  
TETl-*-TETl , [ l ] T E T 2 ,  [ l ] r E T 3  
T EI LTE 1 , [ l ] T E 2 , [ l ] r E 3
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