We study convergence of approximate identities on some complete seminormed or normed spaces of locally L p functions where translations are isometries, namely Marcinkiewicz spaces M p and Stepanoff spaces S p , 1 p < ∞, as well as others where translations are not isometric but bounded (the bounded p-mean spaces M p ) or even unbounded (M p 0 ). We construct a function f that belongs to these spaces and has the property that all approximate identities φ ε * f converge to f pointwise but they never converge in norm.
Introduction: some classical spaces of bounded L p -means
Convolution operators are usually considered on subspaces of L p spaces, but they have also been studied on spaces of locally summable functions, or more generally functions that belong to L p on all compact subsets of R. Of course, the lack of summability on the whole of R makes this task considerably more delicate. Here we consider several locally L p normed (or semi-normed) spaces on R, each defined by the condition that the L p -averages on compact sets be bounded, in an appropriate sense.
An approximate identity is a one-parameter family of convolution operators with kernel φ ε (x) = 1 ε φ( x ε ), where ε > 0, φ 0 and φ ∈ L 1 (R) or L 1 w (R) (respectively) with norm 1.
On every L p space, approximate identities are well known to converge in norm and pointwise almost everywhere. The aim of this paper is to show that this behaviour of approximate identities depends not only on L p finiteness on compact sets, but also on the decay at infinity, even when the approximate identities are compactly supported.
In this section, we introduce several well known spaces of functions with bounded L p averages but only locally L p : the (semi-normed ) Marcinkiewicz spaces M p , its Banach quotients M p , the Stepanoff spaces S p , the bounded p-mean spaces M p with positive lower bound on the mean width, and the corresponding spaces M p 0 defined by means over intervals whose width may tend to zero.
In the next section we collect various results on (lack of) continuity of translations and norm convergence of approximate identities in these spaces. It then follows from Propositions 2.5 and 2.6 below that approximate identities do not converge in the norm of M p , M p , S p and M p . Remark 2.4 suggests that the same should be true for M p 0 . General sufficient conditions for pointwise convergence of approximate identities have been obtained in [9] for a class of spaces equivalent to Stepanoff spaces (namely, Wiener amalgams); moreover, the spaces M p and M p 0 are equivalent to certain Herz spaces (respectively, inhomogeneous and homogeneous), where pointwise convergence of approximate identities holds by the results of [9] and [10] . For the Marcinkiewicz spaces, instead, only a weak sufficient condition for pointwise convergence of approximate identities is known [2] , based on a rather strong decay condition: counterexamples are available when this condition fails.
In Sect. 3 we show that on all these spaces the approximate identities behave quite differently than on L p in a very strong sense: there exist functions f in all these spaces such that all approximate identities φ ε * f converge to f pointwise almost everywhere as ε → 0, but φ ε * f does not converge to f in norm (or semi-norm). By the results of Sect. 2 we know that, in these spaces, for every approximate identity there is some function f such that φ ε * f does not converge to f in norm (or semi-norm): but we construct an f such that norm convergence at f fails for all approximate identities, and nevertheless pointwise convergence almost everywhere holds.
Because of the recent results on pointwise convergence quoted above (some of which obtained at the same time as ours, but independently) pointwise convergence is known for all these bounded mean spaces except M p and M p . So the most interesting space in what follows is the Marcinkiewicz space, where pointwise convergence does not always hold, and its Banach quotient M p . Here is their definition.
Marcinkiewicz spaces M p (R) were introduced in [4] and studied in [3, 5, [12] [13] [14] and [2] . M p (R) is defined as the space of functions f ∈ L p on all compact sets in R, 1 p < ∞, such that lim sup
We equip M p (R), 1 p < +∞, with the following seminorm:
is complete with respect to this seminorm for 1 p < +∞ [14] . The quotient of M p with respect to the null space I p of the seminorm is therefore a Banach space, which we denote by M p . It is obvious that translations are isometries in M p . It has been observed in [3] that all regular bounded Borel measures give rise to bounded convolution operators on
Another interesting family of locally summable function spaces is given by the Stepanoff spaces, also introduced in [4] and studied in [1, 3, 5] 
For the details, see [6, 11] (in the latter reference, the Stepanoff spaces are a particular case of weighted Wiener amalgams, namely W (L p , ∞ )).
A family of spaces with norms related to the Marcinkiewicz and Stepanoff norms are the bounded p-mean spaces M p , introduced again in [4] and studied in [12] and [8] . Their norm is defined as
Obviously, for every K > 0 this norm is equivalent to the norm of the dilated space
Instead, as we shall see, this norm is inequivalent to the corresponding norm for K = 0:
f M p , the space M p embeds continuously in M p , but the embedding is not an isomorphism.
Translations and approximate identities
As for the spaces introduced before, also M p is complete. However, translations are not isometries here (see also [6] ):
Proof Without loss of generality, let x > 0. Choose 0 < η < x and let χ be the characteristic function of the interval
On the other hand, the translate λ x χ is a characteristic function centered at 0, and its norm in
The constant in this inequality is largest for η = K and its largest value is 1 + 
This fact is well known (see, for instance, [8, inequality (30)]). Since its proof is very short, we rewrite it here for the sake of completeness:
A similar weight function does not exist for M p 0 : it is infinite. Therefore we expect that this space is not a module over a weighted L 1 space. More than that is true: 
Proposition 2.6 Translation is not strongly continuous in
here χ denotes the characteristic function). It is easy to verify that f M p = 1 and f < 2 in the other three spaces. For 0 < x < 1, the right translation λ x f has support disjoint from f when restricted to the positive half-line L + = {t n where n is the smallest integer such that 2 −n x}, that is, L + = {t : 2 −t x}; the same happens to left translations on a negative half-line L − . Denote by f ± the restrictions of f to L ± , respectively. Now, if x > 0, and B denotes any of the spaces in the statement,
If f belongs to M p , since the supports of f + and λ x f + are disjoint, the right hand side is
and f ∈ B, the same argument yields
Finally, if f ∈ S p , then for x > 0 one has
again by disjointness of the supports. The same inequalities hold for x < 0 by restricting to L − . In all cases, λ x f f as x → 0.
By Propositions 2.5 and 2.6 we know that approximate identities do not converge in the norm of M p , M p , S p and M p . Remark 2.4 suggests that the same should be true for M p 0 . In Sect. 3 we prove a more surprising fact: in each of these spaces there is a function f such that no approximate identities φ ε * f converge to f in the seminorm of M p or in the norm of the other spaces (Theorem 3.1 and Proposition 3.5), but all converge pointwise. For this we need a bounded function f : therefore the function used in Proposition 2.6 to show that translation is not strongly continuous is not enough.
General sufficient conditions for pointwise convergence of approximate identities have been obtained in [9] for a class of spaces equivalent to Stepanoff spaces (namely, Wiener amalgams); moreover, the spaces M p and M p 0 are equivalent to certain Herz spaces (respectively, inhomogeneous and homogeneous), where pointwise convergence of approximate identities holds by the results of [9] and [10] . 
x < 1, and then we double the oscillation frequency in each subsequent interval [n, n + 1), that is, define f as follows. Let ζ(x) = x − [x] and f 0 (x) = f (ζ (x)), and for n x < n + 1 let f (x) = f 0 (2 n x). Observe that in the interval [n, n + 1) the functions f swaps 2 n+1 times between the values ±1, and so it is constant on adjacent subintervals of length δ = 2 −n−1 . Since | f | ≡ 1, it is clear that f M p = 1.
Let us now choose ε = 2 −k and n > k, and let us compute the convolution of φ ε with the restriction of f to [n, n + 1). To this goal, we first compute the convolution of φ ε with the characteristic function χ of [n, n + δ), where δ is as above. The following facts are geometrically obvious, and elementary to verify: φ ε * χ vanishes if x n − ε or x n + δ (by disjointness of supports); moreover, φ ε * χ has value δ ε in n − ε + δ x n (because φ ε has constant value 1/ε on its support, and for these values of x, the support of χ , of length δ, is contained in the support of the translate λ x φ ε ); finally, φ ε * χ(x) is the linear interpolation between the extreme values 0 and
Now it is easy to compute the convolution of φ ε with the one-cycle zero-average square wave θ whose nonzero values are 1 on [n, n + δ) and −1 on [n + δ, n + 2δ): that is, θ(x) = f 0 (x/2δ) for n x < n + δ and 0 otherwise. Indeed, φ ε * θ is the function whose graph consists only of the following two triangles of basewidth 2δ and height 
Finally, we make use of this observation to compute φ ε * f n , where f n = f χ [n,n+1] is the sum of translates of step 2δ of the square wave θ . Since ε is a multiple of 2δ, the triangular spikes of each of these translates cancel out except on the initial segment [n − ε, n] and the final segment [n + 1, n
It is important to observe that this fact does not depend on the choice of φ, but only on the fact that φ is supported in an interval of length ε and f n is the sum of consecutive translates of step δ of a function of average zero: since ε is a multiple of δ, then f n is a function of average zero on each interval of length ε contained in [n, n + 1), that is on the corresponding translates of the support of φ ε . Now we return to our function f = n f n . The supports of the sequence of functions φ ε * f n are not disjoint, but each of them overlaps only the support of the previous and of the next function of the sequence (because ε < 1). So, by the previous observation, as ε = 2 −k , in the half-line
one has φ ε * f = 0 everywhere except in the intervals of radius ε centered at the non-negative integers. Denote by g the function supported on J that vanishes in these intervals and coincides with f outside. Since | f | ≡ 1, it is obvious that the L p averages
as ε → 0 + . Therefore φ ε * f does not converge to f in seminorm. We now extend these results to approximate identities generated by step functions. Observe that the argument outlined above also holds for every translate λ y φ(x) = φ(x − y): in this case, φ ε * f = 0 in a translate of [n +ε, n +1−ε] for every sufficiently large n, namely in [n +ε +εy, n +1−ε +εy]. But then, let E = [−ε(1− y), ε(1+ y)] and note that the measure of E is ρ = 2ε. If, as before, g is supported in J , vanishes in the intervals n + E with n ∈ N and coincides with f outside of these intervals, then every convex combination ψ = αφ + (1 − α)λ y φ also satisfies
Again, as ρ = 2ε, the right hand side tends to 1 as ε → 0 + , hence the norm at the left hand side does not converge to zero. (The reader should observe that this inequality holds because ψ ε * f = f in appropriate intervals, and has nothing to do with the fact that translations be isometries.) (1), the half-line J begins at the point n 0 = − log 2 (ε) that depends only on ξ and T , hence on η. Since the increasing frequency square wave f has absolute value 1, every h ∈ L 1 (R) satisfies h * f ∞ h 1 . But then, for x > n 0 ,
in all the intervals I n , n > n 0 . As
and
. Therefore the argument holds for all non-negative functions ξ with integral 1.
We now consider pointwise convergence, that is easily proved as follows. Let ξ ∈ L 1 . If we fix n and let ε tend to zero (that is, k → +∞), then ξ ε * f converges pointwise to f . Indeed, this is true for ξ ε * f j for every j, where f j = f χ [ j, j+1] , because f j ∈ L ∞ . Now, f = j f j , and if n x n + 1, only φ ε * f n and φ ε * f n±1 do not vanish at x. Therefore φ ε * f converges pointwise to f .
We have shown in (4) that, for every approximate identity ξ ε and for every 0 < η < 1, there is ε η > 0 such that, for 0 < ε < ε η , one has |ξ ε * f | < η in [n + ε, n+1−ε] if 2 −n < ε. Since | f | ≡ 1, for every η the measure of the set {x : (ξ ε * f − f ) (x) > 1 − η} is infinite, and ξ ε * f does not converge to f in measure (and no subsequence does, so ξ ε * f does not converge in measure to any limit).
Remark 3.2 For every t ∈ R, the translation operator λ t is clearly isometric on M p . Therefore the map t → λ t , from R to the space of bounded operators on M p , cannot be strongly continuous, otherwise approximate identities would converge in seminorm. The increasing frequency square wave function f of the proof of Theorem 3.1 provides an example where λ t f does not converge to f as t → 0. Indeed, choose t = 2 −k . It is easy to verify that λ x f = − f in the intervals [n + t, n
Pointwise convergence almost everywhere of approximate identities in M p has been proved in [2] when φ belongs to an appropriate subspace of L 1 . Indeed, for φ ∈ L 1 (R), consider the following least monotone majorant function:
Usually ψ φ does not belong to L 1 even though φ does: see [2] for an interesting example of a φ ∈ L 1 with compact support such that ψ φ / ∈ L 1 . On the other hand, it has been proved in [2] that, if φ 0, φ = 1 and ψ φ ∈ L 1 then φ ε * f (x) → f (x) at each point of continuity of f as ε → 0 + . Pointwise convergence almost everywhere of approximate identities on M p in general fails without the condition ψ φ ∈ L 1 : an example given in [2] . Instead, our result holds for all normalized non-negative approximate identities φ ∈ L 1 .
The Marcinkiewicz space M p is a seminormed space rather than a Banach space. This gives rise to a further ground of investigation: convergence of approximate identities is affected if one changes a Marcinkiewicz function by a null function modulo the null space I p of the seminorm? Clearly, norm convergence cannot be affected. What about pointwise convergence? This is an important issue, necessary to transport pointwise convergence of approximate identities from M p to its Banach quotient
In general, pointwise convergence of an approximate identity (that is, the fact that at a continuity point x 0 of f the limit as ε → 0 of φ ε * f (x 0 ) − f (x 0 ) is 0) is not invariant modulo the null space I p , as the next lemma shows. However, if φ(x) decays monotonically as |x| grows, then its least monotone majorant ψ belongs to L 1 (R), and so the approximate identity converges at every continuity point by the above mentioned result of [2] . This fact shows that the statement of Theorem 3.1 does not make sense for the quotient space M p .
We follow an idea of [2] . Without loss of generality, we may assume that x 0 = 0 is a Lebesgue point: from now on we shall restrict attention to convergence at the point 0. Let χ n be the characteristic function of the interval 2 n , 2 n + 1 , and let α n > 0 be such that
Consider now the following function f ∈ M 1 : The fact that approximate identities are pointwise convergent but not norm convergent is not a peculiarity of M p only: the next statement extends this fact to the other spaces of bounded L p averages considered in this paper. Proof Let B be one of the spaces in the statement. We extend the proof already given for B = M p . The argument for pointwise convergence of course has nothing to do with the choice of norm, hence of B. The lack of convergence in norm holds for all these spaces B for the same reason as for M p . Indeed, the function f introduced in the proof of Theorem 3.1 has modulus 1, hence it belongs to all these spaces. We have shown in that proof that, for n appropriately large (depending on ε), one has φ ε * f = 0 in J n,ε = [n + ε, n + 1 − ε] (here φ = χ [0, 1] , as at the beginning of the proof of Theorem 3.1). Since J n,ε exhausts [n, n + 1] as ε tends to 0 + , this implies that φ ε * f f in any of the norms. The extension to all approximate identities and the lack of convergence in measure are proved as in Theorem 3.1.
