We propose a novel diminishing learning rate scheme, coined Decreasing-Trend-Nature (DTN), which allows us to prove fast convergence of the Stochastic Gradient Descent (SGD) algorithm to a first-order stationary point for smooth general convex and some class of nonconvex including neural network applications for classification problems. We are the first to prove that SGD with diminishing learning rate achieves a convergence rate of O(1/t) for these problems. Our theory applies to neural network applications for classification problems in a straightforward way.
Introduction
Machine learning (ML) has become a very popular, fast developing and powerful tool for data analytics, partly due to breakthroughs achieved by applying deep learning to several big-data applications over the last years. One of the most active areas of research related to machine learning is the development of optimization algorithms to train deep neural networks (DNNs) as well as minimize empirical risk losses. The optimization problem for training many ML models, including DNNs, using a training set {(x i , y i )} m i=1 of m samples can be formulated as a finite-sum minimization problem as follows
The objective is to minimize a loss function with respect to model parameters w, such as, for example, weights of all layers of a deep neural network. This problem is known as empirical risk minimization and it covers a wide range of convex and nonconvex problems from the ML domain, including, but not limited to, logistic regression, multi-kernel learning, conditional random fields and neural networks.
In this paper we are interested in deriving a new diminishing learning rate scheme for the stochastic gradient descent (SGD) algorithm for solving the following more general problem. We consider the stochastic optimization problem with respect to some distribution D:
where F has a Lipschitz continuous gradient and f has a finite lower bound for every (x, y).
At each iteration, SGD randomly updates iterates as w t+1 = w t − η t ∇f (w t ; x t , y t ), t ≥ 0, for a realization of a random variable (x t , y t ), where η t is the learning rate. Thanks to its simplicity in implementation and efficiency in dealing with large scale datasets, stochastic gradient descent, originally introduced in (Robbins & Monro, 1951) , has become the method of choice for solving not only (1) but also (2) when m is large. With a fixed learning rate η t = η, the method may provide fast initial improvement, after which it oscillates within a region containing a solution (Bottou et al., 2018; Chee & Toulis, 2018) . The algorithm is only guaranteed to converge to within some range of the optimal value, i.e., we have
where F * is the optimal value of the problem and δ = O(η) even for strongly convex cases. Hence, SGD can fail to converge to a solution. It is known that behavior of SGD is strongly dependent on the chosen learning rate and on the variance of the stochastic gradients. To overcome this issue, there are two main lines of research that have been proposed in literature: variance reduction methods and diminishing learning rate schemes. These algorithms guarantee to converge to the optimal value, see related work at the end of this section.
SGD and its variants such as AdaGrad (Duchi et al., 2011) , RMSProp (Tieleman & Hinton, 2012) , Adam (Kingma & Ba, 2014) , ADADELTA (Zeiler, 2012) , etc., are widely used in dealing with large scale datasets. Recently, many works have tried to provide convergence theory for deep neural networks (see e.g. (Li & Yuan, 2017; Boob & Lan, 2017; Zou et al., 2018) , etc). Nevertheless, there are only a very limited number of theoretical works in deep learning that explain why the above methods are efficient for training neural networks. These studies teach us that SGD and its variants have weaker theoretical convergence rates compared to variance reduction methods. Still, due to their efficiency, SGD and its variants are a competitive choice when considering training large-scale and online problems, especially in neural network applications. Motivated by the work of (Nguyen et al., 2018a) and due to the efficiency of SGD-like algorithms for training neural networks, especially for classification problems, we realize that it may be true deep neural networks have some special properties that SGD (and its variants) can take advantage of.
We introduce a new notion, the so-called D-slow condition (see (7)), quantifying the growth rate of the gradient in relation to the function value. We show that D-slow is a special property that is satisfied by a feed forward neural network with softmax cross entropy loss functions. Besides assuming the D-slow condition, our analysis relies on the assumption of the existence of a lower boundf for f , which widely holds true in practice. For example, in supervised learning such as least squares regression, logistic regression, and deep learning the loss functions are usually non-negative, thus we can takef = 0. The assumption is also valid in other domains such as the source localization and tracking problem in wireless sensor networks (Blatt et al., 2007) .
Given the above assumptions, we introduce a novel diminishing learning rate scheme called Decreasing-TrendNature (DTN) update defined by
with initial learning rate 0 < η 0 ≤ 1 √ α , for some α > 0, where α is called the DTN parameter. The DTN update scheme for the learning rate allows us to prove O(1/t) convergence rate.
Contributions. We summarize our key contributions as follows.
• We propose a novel diminishing learning rate scheme called Decreasing-Trend-Nature update given by (3). Given the D-slow condition in (7), we show a O(1/t) convergence rate of SGD with DTN updates to a firstorder stationary point for smooth nonconvex problems (Theorem 1). We show the D-slow condition holds for feed forward neural network with softmax cross entropy loss functions (Section 3). We notice that O(1/t) convergence rate matches the convergence rate of Gradient Descent for these problems.
• We show that the D-slow condition always holds for smooth general convex problems. As a consequence we inherit the O(1/t) convergence rate to a first-order stationary point for the general convex case (Theorem 2).
• We present an asymptotic analysis of η t for the proposed DTN scheme and show that η t = Θ(1/ √ t) (Corollary 3). Up to the best of our knowledge, this is the first work able to provide a convergence guarantee for this order of learning rate without needing to satisfy the standard condition ∞ t=0 η 2 t < ∞ in the general convex and nonconvex cases.
Related Work. In recent years, there is an abundance of attempts dedicated to designing efficient variance reduction algorithms: SAG/SAGA (Schmidt et al., 2016; Defazio et al., 2014) , SDCA (Shalev-Shwartz & Zhang, 2013) , MISO (Mairal, 2013) , SVRG/S2GD (Johnson & Zhang, 2013; Konečný & Richtárik, 2013) , SARAH (Nguyen et al., 2017a) , etc. Variance reduction methods were first analyzed for strongly convex problems of form (1) for asymptotic convergence to an optimal solution. Due to recent interest in deep neural networks, nonconvex problems of form (1) have been studied and analyzed by considering a number of different approaches including many variants of variance reduction techniques and show improved convergence results over SGD (see e.g. (Reddi et al., 2016; Lei et al., 2017; Nguyen et al., 2017b; Allen-Zhu, 2017; Fang et al., 2018) , etc.) Theoretically, they are among the best in terms of algorithmic complexity and improve over regular SGDs. However, these methods reduce the variance of the stochastic gradient estimates by either computing a full gradient after a certain number of iterations or by storing the past gradients, both of which can be expensive. Therefore, in many cases such as training DNNs with huge datasets they are often not preferred over the standard or momentum SGDs.
Diminishing learning rate methods have good theoretical convergence properties. They can avoid oscillatory behavior provided that the learning rate diminishes sufficiently fast but still maintains substantial progress. A general requirement is that
There are limited explicit rules in the literature, one typical example is η t = a/(b + t), where a > 0 and b ≥ 0. Some results show a convergence rate of O (1/t) for SGD in the strongly convex case (see e.g. (Moulines & Bach, 2011; Bottou et al., 2018; Nguyen et al., 2018c) ). In terms of convergence rate, the standard result for SGD is O 1/ √ t for general convex (see e.g. (Nemirovsky & Yudin, 1983; Nemirovski et al., 2009) ) and nonconvex under bounded variance assumption (see e.g. (Ghadimi & Lan, 2013) ) with fixed learning rate. In this paper, we propose a recursive diminishing learning rate rule η t = φ(η t−1 ) (DTN) which achieves the convergence rate of O (1/t) for general convex cases and a class of nonconvex problems arising from a popular deep neural network architecture. We are the first to prove/achieve a convergence rate of O (1/t) for SGD in general convex and nonconvex practical/realistic cases with diminishing learning rate.
Here we note that very recently, a convergence rate O (1/t) for SGD with fixed learning rate is obtained in (Vaswani et al., 2018) under two strong assumptions: strong growth condition (SGC) (Schmidt & Roux, 2013) and weak growth condition (WGC). A necessary condition for satisfying these conditions is that any stationary point of F (w) is also a stationary point of f (w; x, y) for every (x, y). It follows that minimizing F (w) can be reduced to the problem of minimizing a component f (w; x, y) for any (x, y). This assumption is not satisfied by most realistic machine learning problems.
General Framework for Fast Convergence of SGD
We show that the D-slow condition (see (7)) and the DTN diminishing learning rate scheme (see (3)) constitute a general framework for proving the convergence of O(1/t) for SGD in the non-convex (see Section 2.2) and general convex (see Section 2.3) cases.
Specifically, we are interested in finding a stationary point of problem (2), where F has a Lipschitz continuous gradient with constant L > 0 (L-smooth) and f has a finite lower boundf for every (x, y). We aim to find an -accurate solution w T with satisfying criterion
Algorithm 1 describes the SGD algorithm for solving (2). For applying SGD in the general form (2), the assumption of unbiased gradient estimators, i.e.,
is requested. For simplicity, we will drop the notation E (x,y)∼D and keep using only notation E to represent the expectation from now.
Algorithm 1 Stochastic Gradient Descent (SGD) Method
Initialize: w 0 Iterate: for t = 0, 1, . . . do Choose a step size (i.e., learning rate) η t > 0. Generate a realization of a random variable (x t , y t ).
Compute a stochastic gradient ∇f (w t ; x t , y t ). Update the new iterate w t+1 = w t −η t ∇f (w t ; x t , y t ). end for
We use the following definitions in this paper.
If φ is L-smooth, then by (Nesterov, 2004) , for any w,
In this paper, we consider a function φ for which φ(w) ≥f , for ∀w ∈ R d . Hence, by understanding c =f , we will simply say that function φ is D-slow. We also say that a function φ is D-slow for a set W if (6) holds for every w ∈ W.
We notice that if the value c is the optimal function value for φ(w), then this implies ∇φ(w) = 0. The D-slow property gives rise to the first-order optimality condition for the global minimum. In this paper, we are considering a particular class of nonconvex functions which satisfy the D-slow property of Definition 2. Later, in Section 3, we will show that for classification problems in deep learning applications for feed-forward neural networks, the softmax cross entropy loss functions are D-slow functions.
D-slow Condition
We recall thatf is a lower bound of f . Clearly, if f is Dslow overf for every realization of (x, y), then F in (2) is also D-slow overf . Moreover, it has the following property by taking the expectation.
We call the condition in (7) as D-slow condition.
We first prove that the D-slow condition is more acceptable than the strong growth condition (SGC) and weak growth condition (WGC). After this, we show it is more reasonable than the bounded gradient assumption. We observe that the bounded gradient assumption is intensively used to prove the convergence of SGD in many scenarios. Hence, the D-slow condition significantly improves the quality of the presented SGD analysis.
We recall that F (w) ≥f , for ∀w ∈ R d . Hence, if F (w) =f , then this implies f (w; x, y) =f and therefore ∇f (w; x, y) 2 = 0 for every (x, y) since the losses are attaining the global minimum value. We notice that f is not necessarily an optimal minimum value of F . It is clear that ∇F (w) 2 = 0 does not necessarily imply E[ ∇f (w; x, y) 2 ] = 0. Hence, our condition does not violate the critical issue of SGC and WGC as explained in the previous section.
Note that the bounded gradient assumption, i.e. there exists
, is a very common assumption for nonconvex problems. Given this assumption we have
We notice thatf is a lower bound of f , sof new is also a (new) lower bound of f sincef new =f − G 4D ≤f . We observe that the bounded gradient assumption implies the D-slow condition in (8) but not vice versa since F can be unbounded from above. Therefore, the D-slow condition is weaker than the bounded gradient assumption.
Non-convex Convergence Analysis
We explain our fundamental results for the non-convex case based on the D-slow condition and diminishing learning rate scheme. Lemma 1 (Non-convex). Suppose that F is L-smooth and the D-slow condition in (7) holds. Consider SGD (Algorithm 1) with initial learning rate 0 < η 0 ≤ 1 √ αLD for some α > 0, and diminishing learning rate
for t ≥ 0 (note that η t+1 < η t ). Then, the average
is dominated by
The convergence rate can now be described in the following theorem. Theorem 1 (Non-convex). Suppose that F is L-smooth and the D-slow condition in (7) holds. Consider SGD (Algorithm 1) with initial learning rate 0 < η 0 ≤ 1 √ α for some α > (1 + √ 5)LD, and diminishing learning rate given by (9), where α = αLD. Then, there exists a number N > 0 such that the average
The standard convergence result of SGD in the non-convex case with fixed learning rate is O 1/ √ t and requires a bounded variance (or bounded gradient) assumption, that is, there exists a
We are able to achieve the convergence rate of O (1/t) for SGD with the D-slow condition in (7) for our novel diminishing learning rate scheme. In Section 3 we will show that this condition holds for feed-forward neural networks applications.
We notice that the learning rates and the constant N depend on α and η 0 . It is nontrivial to find the values of α and η 0 that minimize the bound in Theorem 1. Therefore, tuning α and η 0 in order to get a better bound will be necessary in practice.
We now have the following complexity result. Corollary 1 (Non-convex). Consider the same conditions in Theorem 1. Then, in order to achieve an -accurate solution
we need O (1/ ) iterations.
General Convex Convergence Analysis
As shown in the previous section, the D-slow condition together with the diminishing learning rate scheme in (9) help SGD achieve an O(1/t) convergence rate. We now show that the D-slow property is implied by convexity. We start by defining convex functions.
If f is L-smooth and convex for every realization of (x, y), then by (Nesterov, 2004) , we have for
since f has lower boundf for every (x, y); where f (w * ; x, y) is the optimal value of f (w; x, y). This simply implies that f is D-slow overf for every (x, y) with D = L 2 . Hence, the D-slow condition in (7) is satisfied as well.
We note that smoothness and convexity of non-negative f (i.e.f = 0) for every realization of (x, y) is satisfied in many ML applications such as (but not limited to) logistic regression, least squares regression, etc.
All results from the previous section easily follow by substituting D = L 2 in Lemma 1 and Theorem 1: Theorem 2 (General Convex). Suppose that f is L-smooth, convex and has lower boundf for every realization of (x, y). Consider SGD (Algorithm 1) with initial learning rate 0
, and diminishing learning rate given by (9), where α = αLD = αL 2 /2. Then, exactly as in Theorem 1 the average
From this we obtain the complexity of SGD. Corollary 2 (General Convex). Consider the same conditions in Theorem 2. Then, in order to achieve an -accurate solution
Asymptotic Behavior of the DTN Scheme
Notice that the DTN recurrence
with α > 0, after rescaling withη t = √ α η t gives
For this reason, without loss of generality, we only need to analyze the recursion for η t with α = 1. Its asymptotic behavior is given by the following lemma. Lemma 2. Let
where η t is defined in (11) with α = 1. For
we have for all t ≥ 0,
where c(t) is an increasing function with c t = c(t). We notice that the right hand side in (13) is ≤ 2 for all c 0 > 0.
We numerically verify the result by considering a simple simulation with η 0 = 1 and η t updated by (11) with α = 1. Figure 1 shows the behavior of η t and its bounds (i.e. the inverse of the bounds in (14)) with a chosen as in (13). We notice that c 0 = 1/η 0 . The bounds clearly match our analysis. We observe that for sufficiently large c 0 , we can choose a ≈ 2 in (13). This is shown in Figure 2 (with the upper bound of a defined in (13) for the y-axis, and the values of c 0 for the x-axis). We conclude the following result. Corollary 3. For DTN recurrence (11),
which is well approximated by 1/ 2t + c 2 0 for large c 0 , i.e., small η 0 .
Notice that the derivation holds for any starting point c 0 and since c T is increasing, c T is large for large T and we may conclude that for t ≥ T ,
Deep Learning Theory
In this section we provide theory for deep learning applications. We show that the softmax cross entropy loss function for classification problems is D-slow. The D-slow condition (equation (7)) leads to a proof of the fast convergence of SGD as shown in Section 2.2.
Feed Forward Neural Network
A Feed Forward Network (FFN) having n layers uses n linear transformations, for i ∈ {0, 1, . . . , n − 1},
together with n nonlinear functions
This notation provides a general description. In practical examples the nonlinear functions σ i (z) calculate (σ(z 1 ), . . . , σ(z di+1 )) where σ(.) is called an activation function over the real numbers; the only exception may be for the "last layer" where σ n−1 (z) can be the softmax function which outputs a vector that represents a probability vector 1 .
We introduce an operator [a, e] as follows:
i.e., [a, a] is the identity operator which maps a vector x to itself. By using induction in e we define
.
Operator [a, e] describes the transformation by the layers in the FFN that are responsible for transformations σ i • L i for i ∈ {a, . . . , e − 1}. We define
The goal of training the FFN with respect to training data
is to find a vector w
which minimizes the objective function
where x [0,n] is defined with respect to w [0,n] , (x, y) is training data chosen from some distribution D, and L(., .) is a loss function. By realizing that x [0,n] is uniquely defined by x together with w [0,n] , we express the dependence of In practice we have
where σ(.) is an (activation) function over the real numbers. The only exception is for the "last layer" where
is given by the softmax function which outputs a vector that represents a probability vector. Loss function L will represent the cross entropy between the estimated probability vector x [0,n] (after applying softmax) and the "true" probability vector y defined as y j = δ j,y , which says that with probability 1 data x is labelled with y:
We remind the reader that f (w [0,n] 
We have the following result.
is an activation function over the real numbers. Assume σ n−1 (z) is the softmax function and assume loss function L measures cross entropy. Then, we have
where · F denotes the Frobenius norm.
Remark 1 (Bounded derivative for activation functions).
The condition |σ (z)| ≤ ρ = 1, for all z, holds for wellknown activation functions that appear frequently in deep learning practice including but not limited to ReLU, sigmoid, tanh, etc. Softmax cross entropy is also well-known for measuring the loss for classification problems with neural networks.
Remark 2 (Bounded inputs). The inputs are always assumed to be bounded. In practice, people usually preprocess the inputs into the range of [0, 1] or x = 1, etc.
We define W = {w : w ≤ B} for some B > 0.
Remark 3 (Bounded weights). Bounded weights w t ∈ W can easily be guaranteed in SGD by neglecting updated iterations that violate this condition. In other words, if w t+1 ∈ W then proceed as usual and if the computed w t+1 ∈ W, then neglect this update and try again (by randomly choosing a different training data (x, y)).
We know that if the input x is bounded and the weights w [0,n] are bounded to W, then we can also bound
by using induction in a. Therefore, there must exist a constant D > 0, such that
which implies the D-slow property for W. We conclude the following remark.
Remark 4. For classification problems with feed-forward neural network using the softmax cross-entropy loss function, function f , for every (x, y), is D-slow (Definition 2) over the lower boundf = 0 (non-negativity property of cross entropy loss functions) for any set W = {w : w ≤ B} with fixed B > 0 (where B = ∞).
Hence, the result on the iteration complexity of Corollary 1 applies. For the total complexity measured by the number of gradient evaluations, we need to know how often SGD needs to neglect an update. This is an open problem, but intuitively it makes sense that neglecting updates will not happen much once convergence kicks in -also, in practice one usually normalizes data into a small range and chooses small weights as a starting point. In practice, we fine tune the initial learning rate η 0 and the DTN parameter α with respect to the original SGD without neglecting updates -in simulations the effect of a large B is not noticed. This is because the bound in (16) only represents a theoretical bound. In practice D can be small. This is shown in Section 4.3 for an example of bound D with respect to actual SGD updates.
Numerical Experiments
We notice that in the proofs of our theoretical framework we need α > (1 + √ 5)LD. In practice, however, we tune α and it can be chosen rather small as shown in this section. For our numerical experiments, we consider the finite sum minimization problem (as a special case of the problem (2)) with m samples. We have conducted experiments for SGD (Algorithm 1) with the DTN learning rate scheme. In order to achieve good performance, one has to properly tune DTN parameter α and initial learning rate η 0 . Figure 4 (convex) and Figure 5 (nonconvex) show a sensitivity study of α , explained below. We experimented with 10 runs and reported the average results.
Convex -Logistic Regression
We consider logistic regression problems with
where
is the training data. We conducted experiments to demonstrate the advantage in performance of the SGD algorithm with the DTN scheme for convex problems on popular datasets including covtype (m = 406, 708 training data) and ijcnn1 (m = 91, 701 training data) from LIBSVM (Chang & Lin, 2011) . We depicted the value of F (w) for the y-axis and "number of effective passes" (or number of epochs, where an epoch is the equivalent of m gradient evaluations) for the x-axis.
Non-convex -Neural Networks
We performed numerical experiments with neural networks with two fully connected hidden layers of 300 and 100 nodes, followed by a fully connected output layer which feeds into the softmax cross entropy loss. We use Tensorflow (Abadi et al., 2015) to train deep learning model with batch size 32 on MNIST (m = 60, 000 training data) (LeCun et al., 1998) and CIFAR-10 (m = 50, 000 training data) (Krizhevsky & Hinton, 2009) , which are standard datasets for neural networks. Both datasets have 10 classes, that is, 10 softmax output nodes in the network, and are normalized to interval [0, 1] as a simple data pre-processing. We observe that the values of α need to be chosen properly. We provide additional experiments for comparisons with other algorithms in supplementary material.
Discussion on the constant D
The D-slow condition (7) is used in our general analysis for nonconvex problems. However, it is sufficient to assume that (7) only holds for the iterations generated by Algorithm 1 rather than for ∀w ∈ R d . We also note that the bound on D in Section 3 is quite loose and is only a theoretical demonstration in order to show that the D-slow property is satisfied for some D. In practice, with properly choosing α and the initial learning rate η 0 , we can achieve a small value of D. We remind the reader that the lower boundf for neural network nonconvex problems is 0. Figure 6 measures the value of
2 /(4F (w t )) for the y-axis where {w t } are generated by the SGD algorithm with DTN on the MNIST dataset. 
Conclusion and Future Work
For general convex problems and for a class of nonconvex problems which includes neural networks for classification problems we have proved
convergence rate for SGD with η t = Θ(1/ √ t) defined by the DTN learning rate scheme. In our analysis we assume the existence of a lower bound for f , which widely holds true in practice (in particular, for non-negative loss functions).
We notice that ∇F (w k ) 2 ≤ 2L[F (w k ) − F (w * )] but not vice versa for general convex. Hence, the criteria ∇F (w k ) 2 ≤ is weaker than F (w k ) − F (w * ) ≤ in this case. We leave it as an open problem to analyze F (w k ) − F (w * ) ≤ under reasonable assumptions.
Our convergence analysis is based on the D-slow property. We have shown that this holds for smooth general convex and nonconvex neural networks with softmax cross entropy losses. It is worthwhile to investigate the D-slow property for general nonconvex problems.
Also for future work, we believe that it should be possible to extend our theory to Convolutional Neural Network or Recurrent Neural Network architectures; these are frequently used in deep learning applications. Applying the DTN learning rate scheme to other algorithms may also be useful. In the supplementary material we show numerically (without theoretical convergence analysis) the advantage of SGD with Momentum using DTN for training neural networks.
The convergence rate depends on the DTN parameter α and the initial learning rate η 0 . Therefore, the choice of α and η 0 in order to achieve best performance is also an interesting question for future work.
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Proof. Let F t = σ(w 0 , w 1 , . . . , w t ) be the σ-algebra generated by w 0 , w 1 , . . . , w t . From L-smooth property of F and w t+1 = w t − η t ∇f (w t ; x t , y t ), we have
Taking the expectations, we have
Hence, adding −f to both sides, we have
for any α > 0. Hence,
We would like to have
which is equivalent to
Let us solve the above quadratic equation for η t+1 in term of η t . We have
We want to have η t+1 > 0. Hence,
Applying (20) and summing j = 0, . . . , t and taking the average to (19), we have
where the last inequality follows since η t+1 < η 0 ≤ 1 √ αLD with decreasing η t , for t ≥ 0, and E[F (w t+1 )] ≥f . For any given w 0 , we achieve the desired result.
A.2. Proof of Theorem 1
Lemma 4. Suppose that F is L-smooth and the D-slow condition in (7) holds. Consider SGD (Algorithm 1) with the initial learning rate 0 < η 0 ≤ 1 √ αLD , for any α > 1 + √ 5, and diminishing learning rate for t ≥ 0,
(Note that η t+1 < η t .) Then, we have
Proof. From (18) in the proof of Lemma 1, we have
and
We want to show that
which is equivalent to (note that η t > 0) 2 + 4η
Hence, if α > 1 + √ 5, we have
which implies (24), that is
Applying to (22), we have
This completes the proof.
Lemma 5. Suppose that F is L-smooth and the D-slow condition in (7) holds. Consider SGD (Algorithm 1) with the initial learning rate 0
, for any α > 1 + √ 5, and diminishing learning rate for t ≥ 0,
(Note that η t+1 < η t .) Then, there must exist N > 0 such that
Furthermore,
Proof. From Lemma 1, we have
We need to show that there exists N > 0 such that
in order to achieve
In order to prove (25), using the ratio test for a series (Rudin, 1976) , we need to show that
It follows by Lemma 4. Therefore, we have
For simplifying the notations in Lemma 5, we can replace by α = αLD. Hence, with α > (1 + √ 5)LD, we could prove Theorem 1. We recall Theorem 1 as follows. Theorem 1. Suppose that F is L-smooth and the D-slow condition in (7) holds. Consider SGD (Algorithm 1) with initial learning rate 0 < η 0 ≤ 1 √ α for some α > (1 + √ 5)LD, and diminishing learning rate given by (9), where α = αLD. Then, there exists a number N > 0 such that the average
A.3. Proof of Lemma 2
Lemma 2. Let
where η t defined in (11) with α = 1. For
where c(t) is an increasing function with c t = c(t). We notice that the right hand side in (26) is ≤ 2 for all c 0 > 0.
Proof. Notice that
The Taylor series expansion of √ x around c 2 t shows that
1 is the Lagrange remainder for some
Substituting this into our recursive formula for c t+1 yields
By using induction in t we solve
This proves that c t is increasing in t. Now we are ready to provide lower and upper bounds by using (27):
, and
Let us extend c t to an increasing function c(t) with c t = c(t).
We use c(t) to bound the sums in the lower and upper bounds of c t : We conclude
Assume as induction hypothesis that 
We notice that c 0 + 1
implies c(t) ≥ at + c 2 0 . We notice that
0 ) 2 . If these inequalities hold, then we have proven the induction hypothesis for t + 1 and by induction in t we know that
Then these two conditions become
The derivatives with respect to t on the left hand and right hand sides are equal for both inequalities. So, the two conditions are true if they hold for t = 1. For t = 1, the inequalities become
The second inequality trivially holds. The first inequality is true if
Notice (by using straightforward calculus) that the right side is equal to
For large c 0 , we can choose a ≈ 2. Now we use induction in t and conclude that
holds for all t if a is chosen according to (28). This completes the proof.
B. Deep Learning Theory and Proof of Lemma 3 B.1. Feed Forward Neural Network
We recall the notations that a Feed Forward Network (FFN) having n layers uses n linear transformations, for i ∈ {0, 1, . . . , n − 1},
This notation will provide a general description. In practical examples the nonlinear functions σ i (z) calculate (σ(z 1 ), . . . , σ(z di+1 )) where σ(.) is called an activation function over the real numbers; the only exception may be for the "last layer" where σ n−1 (z) may be chosen as the softmax function which outputs a vector that represents a probability vector 3 .
We introduce an operator [a, e] as follows: For x ∈ R da ,
Operator [a, e] describes the transformation by the layers in the FFN that are responsible for transformations
where x [0,n] is defined with respect to w [0,n] , (x, y) is training data chosen from some distribution D, and L(., .) is a loss function. By realizing that x [0,n] is uniquely defined by x together with w [0,n] , we express the dependence of L(x [0,n] , y) on w [0,n] explicitly by the (component) function
We generalize the definition of the component function for all [a, n]:
By using induction in e ≥ a, we have
y).
In particular,
B.2. Component Gradients
We want to compute bounds on the gradient of component function f (w [a,n] ; x, y). Our goal is to understand under which circumstances, i.e., for which inputs, this gradient is small implying that the value of the component function is close to a minimum. This will allow us to understand the shape the minimum of objective function F achieved by w * [0,n] .
For 0 ≤ a ≤ n − 1, we study the partial derivative, see (29),
In the calculation below we use the following notation for functions defined by taking partial derivatives:
, where δ k,s is the Kronecker delta function with value 1 if indices s and k are equal and with value 0 if s = k.
Proof. Let 0 ≤ a ≤ n − 1. By using the chain rule we infer
In a similar way we can derive
The above derivation proves
Then, γ n−1 (x, y) is equal to
and, for 0 ≤ a ≤ n − 2,
Proof. In order to find lower and upper bounds for (30) we analyze S
where the last equality follows from the chain rule. From the chain rule we also infer
Substituting this into the previous equation yields
We substitute
For this z we have σ a (z) = x [0,a+1] .
By realizing that the sum over k expresses an inner product, we can apply Cauchy-Schwartz and obtain inequality
Squaring and summing over s proves the lemma. with equalities for a = n − 1.
B.4. Activation Function
In practice we have
We obtain the following lemma. Lemma 8. Let σ a (z) = (σ(z 1 ), . . . , σ(z di+1 )) for 0 ≤ a ≤ n − 2 with |σ (z)| ≤ ρ for all z where σ(.) is an activation function over the real numbers. Assume σ n−1 (z) is the softmax function and assume loss function L measures cross entropy. Then, for 0 ≤ a ≤ n − 1,
with equality for a = n − 1.
we have
we can also simplify
If we assume σ (z) ≤ ρ for all z, then the above sum is at most ρ
where . F is the Frobenius norm.
By combining Lemmas 6, 7, and 8, we get a lower and upper bound on the gradient of the component function with respect to w [0,n] :
B.5. On the Equivalence of Curve Fitting and Learning
For the loss function we may derive an upper bound and lower bound in terms of x [0,n] − y :
Proof. We know x [0,n] represents a probability distribution (after the softmax layer) and therefore if c = 1 − x , i = y, is equal to c). This implies
This allows us to derive the lower bound
Since x [0,n] and y are probability distributions
The lemma shows that minimizing the loss function is equivalent to minimizing x [0,n] − y , i.e., learning from training data is equivalent to curve fitting the true distribution y for training data x.
Notice that x [0,n] and y represent probability vectors, therefore,
Hence, together with Lemma 9 we have
We remind the reader that f (w [0,n] ; x, y) = L(x [0,n] , y). Hence, applying (32) to (31), we have
Therefore, we have proved Lemma 3 in Section 3.
Lemma 3. Let σ a (z) = (σ(z 1 ), . . . , σ(z di+1 )) for 0 ≤ a ≤ n − 2 with |σ (z)| ≤ ρ for all z where σ(.) is an activation function over the real numbers. Assume σ n−1 (z) is the softmax function and assume loss function L measures cross entropy. Then, we have
C. Additional Result -Convergence With Probability 1
We have discussed that existing results used bounded variance assumption, i.e, there exists
in order to achieve convergence rate of O 1 √ t for nonconvex while we are using the condition in (7) in order to achieve convergence rate of O 1 t for nonconvex. Adding − ∇F (w) 2 to both sides of (7) is equivalent to
We notice that (34) together with the assumption that for ∀w ∈ R d , (33) . However, it is hard to say which assumption is stronger or weaker than the other one. Using bounded variance assumption in (33), we achieve the following convergence w.p. 
Consider SGD (Algorithm 1) with a stepsize sequence such that 0 < η t < 2 L and
Then, the following holds w.p.1 (almost surely)
We note that the theorem above does not tell us the convergence rate.
5 with probability 1
C.1. Proof of Theorem 3
Lemma 10 ( (Bertsekas, 2015) ). Let Y k , Z k , and W k , k = 0, 1, . . . , be three sequences of random variables and let {F k } k≥0 be a filtration, that is, σ-algebras such that F k ⊂ F k+1 for all k. Suppose that:
• The random variables Y k , Z k , and W k are nonnegative, and F k -measurable.
• For each k, we have
• There holds, w.p.1,
Then, we have, w.p.1,
Theorem 3. Suppose that F is L-smooth and has bounded variance, that is, there exists G > 0 such that
Consider SGD (Algorithm 1) with a stepsize sequence such that 0 < η t < Then, the following holds w.p.1 (almost surely) ∇F (w t ) 2 → 0.
Proof. Let F t = σ(w 0 , w 1 , . . . , w t ) be the σ-algebra generated by w 0 , w 1 , . . . , w t . From L-smooth property of F , we have
where the first inequality follows since E[ ∇f (w t ; x t , y t ) − ∇F (w t ) 2 |F t ] = E[ ∇f (w t ; x t , y t ) 2 |F t ] − ∇F (w t ) 2 ;
and the last inequality follows since F has bounded variance. Note that 1 − ηtL 2 > 0 since 0 < η t < 2 L .
Adding −f to both sides, we have
Since
LG 2 ∞ t=0 η 2 t < ∞ w.p.1 and F (w t ) −f ≥ 0, by Lemma 10, we have w.p.1
We want to show that ∇F (w t ) 2 → 0 w.p.1. Proving by contradiction, we assume that there exists > 0 and t 0 , s.t., ∇F (w t ) 2 ≥ for ∀t ≥ t 0 . Hence,
This is a contradiction. Therefore, ∇F (w t ) 2 → 0 w.p.1.
D. Additional Experiments
In this section, we provide the comparisons of the SGD algorithm with the DTN learning rate scheme with other algorithms.
D.1. Convex -Logistic Regression
We first conduct experiments on logistic regression problems in Section 4.1. Figure 7 shows comparisons among SGD with our DTN scheme, SGD with Momentum (Qian, 1999), Adagrad (Duchi et al., 2011) , Adam (Kingma & Ba, 2014) . We depicted the value of train loss as F (w) defined in (1) for the y-axis and "number of effective passes" (or number of epochs, where an epoch is the equivalent of m gradient evaluations for the x-axis. We ran SGD Momentum with different learning rate {0.1, 0.01, 0.001, 0.0001} with momentum parameter {0.5, 0.6, 0.7, 0.8, 0.9}; Adagrad with different learning rate {0.1, 0.01, 0.001, 0.0001}; Adam with default setting as in (Kingma & Ba, 2014) , i.e. learning rate 0.001, and choose the best run for each of them. Finally, we ran our learning scheme with different values of DTN parameter α = {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10} the initial learning rate η 0 = {0.01, 0.1, 1} and choose the best run. We experimented with 10 runs and reported the average results. We observe that, SGD with the DTN scheme achieves improved overall performance compared to other algorithms in logistic regression problems in Figure 7 .
D.2. Non-convex -Neural Networks
We then conduct experiments on neural network architectures in Section 4.2.
We introduce SGD with Momentum (SGD-M) (Qian, 1999) We compare the performance of both SGD and SGD-M with the DTN scheme with some well-known algorithm for neural networks including Adagrad (Duchi et al., 2011) , Adam (Kingma & Ba, 2014) , RMSProp (Tieleman & Hinton, 2012) , and ADADELTA (Zeiler, 2012) with default setting parameters in Tensorflow. We ran our learning scheme with different values of DTN parameter α = {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10} and the initial learning rate η 0 = {0.01, 0.1, 1} and choose the best run. Figures 8 and 9 show comparisons of train loss and test accuracy, respectively.
Algorithm 2 SGD with Momentum (SGD-M)
Initialize: w 0 , momentum parameter 0 < µ < 1, v 0 = 0 Iterate: for t = 0, 1, . . . do Choose a step size (i.e., learning rate) η t > 0. Generate a realization of a random variable (x t , y t ).
Compute a stochastic gradient ∇f (w t ; x t , y t ).
Compute v t = µv t−1 + (1 − µ)∇f (w t ; x t , y t ).
Update the new iterate w t+1 = w t − η t v t end for 
