This paper presents an investigation into the effects, on the accuracy of multimodal biometrics, of introducing unconstrained cohort normalisation (UCN) into the score-level fusion process. Whilst score normalisation has been widely used in voice biometrics, its effectiveness in other biometrics has not been previously investigated. This study aims to explore the potential usefulness of the said score normalisation technique in face biometrics and to investigate its effectiveness for enhancing the accuracy of multimodal biometrics. The experimental investigations involve the two recognition modes of verification and open-set identification, in clean mixed-quality and degraded data conditions. Based on the experimental results, it is demonstrated that the capabilities provided by UCN can significantly improve the accuracy of fused biometrics. The paper presents the motivation for, and the potential advantages of, the proposed approach and details the experimental study.
Introduction
The automatic recognition of the identities of individuals is becoming an increasingly important requirement in a variety of applications. Examples are teleshopping, telebanking, and physical access control. Certain obvious attractions of biometrics over the conventional means of identification have made it a superior choice in a growing range of scenarios. In recent years, an area of considerable interest in biometric recognition has been the use of multiple modalities. This is partly in view of the possibility of such limitations as non-universality and impersonation with the unimodal biometric techniques. However, a main attraction of multimodal biometrics, which is the subject of this paper, is that it provides the opportunity for enhancing the recognition accuracy beyond that achievable with unimodal biometrics.
In general, multimodal biometrics is based on the notion that the sets of data obtained from different modalities are complementary to each other [1] . Consequently, an appropriate combination of such data sets can be more useful than using the data from any single modality. For this purpose, there are various data combination levels that can be considered. Examples are the feature level, score level and decision level [1] . It has, however, been reported that the most appropriate and effective approach to multimodal biometrics is through the fusion of data at the score level [2] .
In general, one of the important problems associated with any multimodal as well as unimodal technique is the undesired variations in the biometric data. Such variations are reflected in the corresponding biometric scores, and thereby can adversely influence the overall effectiveness of biometric recognition. The said variations can arise due to the effects of data capturing apparatus and various non-ideal operating conditions such as background noise and ambient lighting effects. This paper presents investigations for enhancing the accuracy of multimodal biometrics, through the introduction of appropriate score normalisation into the field. The focus of the study is on the score-level fusion of face and voice biometrics
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using SVM (support vector machine). The use of SVM in this work is based on earlier studies reporting it as one of the most effective methods for multimodal biometric fusion [1, 3] . However, because of the generality of the approach proposed in this paper, the outcomes should be applicable to other fusion methods as well. The rest of the paper is organised as follows. Section 2 introduces the proposed approach and discusses the motivation behind its use. The experimental investigations and an analysis of the results are presented in Section 3, and the overall conclusions are given in Section 4.
Motivation and proposed approach
An important requirement for the effective operation of a multimodal biometric system in practice is the existence of capability for minimising the effects of variations in the data from the individual modalities deployed. This would then lead to maximising the recognition accuracy in the presence of variation (e.g. due to contamination) in some or all types of biometric data involved. In reality, however, this is a challenging requirement as the data variation can be due to a variety of reasons, and can have different characteristics. Another aspect of difficulty in multimodal biometrics is the lack of information about the relative variation in the different types of biometric data.
In recent years, there has been considerable research into methods for dealing with data quality in fusion-based biometrics [4] [5] [6] [7] . However, the work carried out to date has, in general, been concerned with adjusting the balance of weighting in fusion in favour the modalities of better quality. In other words, emphasising or deemphasising the scores for the individual biometric modalities in the fusion process, based on an estimate of their relative degradation. The results of these studies have all verified that the introduction of an appropriate weighting scheme can be beneficial in multimodal fusion. However, it is believed that the effectiveness of multimodal biometrics can be further improved if, through some means, the scores from the degraded modalities can be corrected appropriately. According to the literature, an approach with the potential for offering the above desired capability is that of score normalisation. To date, this method has been used only in the context of speaker recognition [8, 9] . The approach is based on the concept that if anomalous events in the test utterance cause a speaker's score against his (her) own model to degrade, then the scores obtained for the same speaker against certain other background models are also affected in the same way. As a result, the ratio of the score for the target model to a statistic of scores for the considered background models remains relatively unchanged. The use of this ratio instead of the absolute score for the target model has been shown to improve the verification performance.
The development of the concept of score normalisation in speaker recognition has been based on the fact that the statistical speaker classifiers provide the verification score as the probability of the observed test utterance x, given the target model . In other words, they compute the probability for the target model producing the observed utterance. However, since the observed test material is in fact the test utterance, what is required to be computed is the probability of the target model, given the test utterance. These two properties are related through the Bayes' theorem as [9, 10] 
where p(.) is the probability function. In this equation, the speaker model probability, p( ), can be assumed equal for all speakers, and therefore ignored. p(x), on the other hand, will need to be approximated. To date, there have been different approximation approaches introduced for this purpose, leading to different score normalisation methods [9] [10] [11] . A slightly different approach to score normalisation in speaker recognition is that based on the standardisation of score distributions, with the aim to facilitate the use of a single threshold for all registered speakers [8] . A major difficulty in setting a global threshold in speaker verification (SV) is that both impostor score distribution and true speaker score distribution have different characteristics for different registered speakers. An approach to tackling this issue is that of fixing the characteristics of one of the score distribution types for all registered speakers. Currently, the common practice is to focus on standardising the impostor score distributions. The main reason for operating on the impostor score distributions, rather than on the true speaker score distributions, is the unavailability of sufficient data (in the existing databases) for a reliable estimation of the standardisation parameters in the latter approach. The different methods in this two category of score normalisation (i.e. Bayesian and standardisation) have already been subjected to thorough comparative evaluations in the context of speaker recognition [10, 12] . The normalisation methods considered for this purpose are cohort normalisation (CN), unconstrained cohort normalisation (UCN), universal background model (UBM) normalisation, T-norm and Z-norm. The outcomes, which have been based on the use of decoupled reference modelling, have indicated UCN as the best performing normalisation technique. The study has also shown that whilst T-norm is amongst the best performers in speaker verification, it provides one of the worst results in the verification stage of open-set identification (OSI), even when combined with Z-norm.
The current state-of-the-art in speaker recognition, involve the use of GMM-UBM [13] . The advantage of this approach is twofold. First, it helps alleviate the adverse effects of unseen data. Second, it provides a useful means for score normalisation. However, the method requires the use of UBM-based adapted modelling which is developed specifically for speaker recognition, and is not applicable to other biometric modalities. According to the study in Ref. [14] , T-norm is extremely effective for open-set speaker identification as well as speaker verification, only when speaker models are obtained by appropriately adapting a UBM. Since such adapted modelling is only feasible in the context of speaker recognition, for the purpose of consistency, both biometric modalities considered in this study are based on decoupled reference material. In this case, UCN appears as the best choice for the purpose of score
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Scores for the best N face models normalisation, and therefore deployed in this study. It should be pointed out that, in general, such consistency across different modalities involved is not essential. In other words, in multimodal biometrics involving voice, the speaker representation can be based on adapted models whilst, the decoupled representation approach is used for other modalities. In such a scenario, certain other established methods may also be considered for the normalisation of speaker recognition scores, but UCN is still the most appropriate choice for modalities involving decoupled reference material.
In UCN, p(x) in Eq. (1) is approximated as
where p(x| k ), k = 1, . . . , K, are the top K probabilities obtained for the observation, using a set of M background speaker models (M > K). These top scoring models are called competing models and their selection is carried out dynamically based on their closeness to the observed utterance in the test phase. Based on the above, the normalised score can be expressed in the log domain as
where L(.) = log p(.). This equation suggests that the effects of data degradation can be significantly reduced if these are reflected similarly in L(x) and the target model score. As already shown in Ref. [15] , this approach works effectively regardless of whether the operating framework is probabilistic or non-probabilistic. Therefore, provided UCN exhibits similar characteristics with other types of biometrics, its application to multimodal biometric fusion can be of considerable value for enhancing the reliability of the process in uncontrolled/varied operational conditions. This is because the approach provides a useful means for appropriately adjusting the individual biometric scores for a client, without any prior knowledge of the level of degradation of each biometric data type involved. However, to date, there have been no reported investigations into the use of UCN with any biometrics other than voice. The aim of this paper is therefore to explore the potential usefulness of score normalisation in an additional modality (i.e. face biometrics) and to investigate its effectiveness for enhancing the accuracy of multimodal biometrics. Fig. 1 illustrates the concept of deploying UCN in a multimodal biometric recognition scenario.
Another interesting and beneficial aspect of using UCN in multimodal biometrics is that it can potentially facilitate the separation of the scores for a given client from those for impostors targeting that client. This is based on the suppression of all the individual biometric scores for the latter in relation to those for the former. The reason is that, for a given type of biometrics and an adequately large set of background models, an impostor targeting a particular client model is likely to match one or few of the background models more closely. As a result, the application of UCN can result in reducing the impostor biometric scores relative to those of the client. The combina- 
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tion of the above two characteristics of UCN suggests that the technique can help enhance the biometrics reliability in both clean and adverse conditions. It is also thought that these capabilities should significantly increase the multimodal biometric accuracy. This is because the technique operates on the individual biometric scores involved independently, and the accuracy of the final fused score in multimodal recognition can benefit from the enhancement achieved in all these individual scores.
Experimental investigations and results
The experimental studies are concerned with the score-level fusion of face and voice biometrics in the two recognition modes of verification and OSI. The modelling and pattern matching approaches used with each modality is not discussed here, as these are outside the scope of this study. The investigations in each recognition mode involve three different data conditions. The first two are formed by using scores for clean face images together with scores for either clean or degraded utterances. The third one is based on the use of scores for degraded face images and degraded utterances.
In each experiment, the individual biometric score types involved are subjected to the range equalisation process using the Z-score normalisation [2] . In this work, the process of scorelevel fusion is based on the use of linear SVM [16] . The fusion process is applied to the biometric scores with and without subjecting them to the UCN process. This is to determine the level of effectiveness enhancement offered by UCN. The competing models required for UCN are selected from within the set of registered users during the test phase. The cohort size of the competing models is set to 1 and 3 in the cases of clean and degraded data, respectively. This is in agreement with the findings in some earlier studies [9, 10] . The procedures for speech feature extraction and speaker classification are as detailed in Refs. [10, 12] . The face recognition scores are based on the approaches detailed in Refs. [17, 18] .
Fusion under clean data conditions
The aim of the experiments in this part of the study is to investigate the effectiveness of UCN in enhancing the reliability of multimodal fusion when the biometric data sets are free from degradation. The data sets considered for the face and voice modalities in this investigation are extracted from the XM2VTS and TIMIT databases, respectively [17, 19] . Using these biometric data sets, a total of 235 chimerical identities are The results for the verification experiments in this part of the study are presented as equal error rates (EERs) in Table 1 . As observed, the use of UCN has resulted in reducing the verification EERs for the individual modalities and for the fused biometrics. These outcomes, confirm the earlier suggestion (Section 2) that the use of UCN in clean data conditions is still beneficial. The effectiveness of UCN under such operating condition is due to its ability to suppress the scores for impostors in relation to those for true users. It is noted that the usefulness of UCN in fused biometrics is mostly due to its performance with the voice modality. However, the corrective effect that UCN has on the face modality is seen to be also considerable. This in turn has helped further enhance the accuracy of classification based on the fused data. It should be emphasised that this is the first time that the use of UCN with face biometrics has been investigated and its effectiveness demonstrated. Table 2 presents the results of OSI experiments with clean data. These are expressed in terms of IER (identification error rate) and OSI-EER that occur in the first and second stages of the process, respectively. An interesting aspect of these results is that the use of UCN does not change the IER for any of the single modalities whilst, it successfully reduces IER (to zero in this case) for the fused biometrics. The reason for this phenomenon can be described as follows. Firstly, like any other score normalisation method, UCN cannot be expected to correct any misidentification occurring in the first stage of unimodal OSI [12] . However, what is achieved through UCN is the suppression of the scores which lead to the misidentification in the individual modalities, in relation to the scores for the correct identities. Although this does not lead to the re-ranking of the unimodal identity scores, it facilitates the reduction of misidentification in the fusion stage. It is also interesting to note that, in this case, the use of UCN appears to ensure that the lowest error rates are obtained through the fused biometrics.
The results in Tables 1 and 2 indicate that the OSI-EERs in unimodal biometrics are considerably larger than the EERs for the verification experiments. This is due to the fact that the verification stage in OSI is more challenging than the standard biometric verification [10] . The reason is that in the former process, each unknown (unregistered) user will need to be discriminated from his/her best matched registered user. In other words, the verification stage in OSI can be considered as a specific (but unlikely) scenario in the standard verification process in which each impostor targets only his or her closest model in the registered set.
In multimodal biometrics, however, it is very unlikely that different biometric modalities of an impostor are best matched to the corresponding modalities of an individual registered user. Consequently (as the experimental results show), fusing the biometric scores leads to a significant improvement in the verification accuracy. The use of UCN in this case is observed to maximise the fused biometrics accuracy as well as considerably reducing the OSI-EER for each of the modalities involved. As indicated earlier, this is achieved through UCN suppressing the scores for unknown users in relation to those of registered users.
Fusion under varied data quality conditions
The purpose of the experiments presented in this section is to investigate the usefulness of UCN in multimodal fusion when the qualities of the biometric data types are considerably different. The data sets considered for the face and voice modalities in this case are extracted from the XM2VTS (clean images) [17] and from the 1-speaker detection task of the NIST Speaker Recognition Evaluation 2003 (degraded speech) databases, respectively [12] . Using these data sets, again a total of 235 chimerical identities are formed. These consist of the same number of clients, development impostors and test impostors as in the previous experiments (Section 3.1). The development and test data sets also consist of the same number of score tokens from the same-users and impostors as those considered in the previous section.
The results of verification and OSI in this case are presented in Tables 3 and 4 , respectively. It is noted that whilst the error rates for the face modality are exactly the same as those in the previous investigation, due to the use of a degraded speech database, the accuracy rates for the voice modality in this case are lower than the corresponding ones in Section 3.1. The results in Table 3 demonstrate the capability of UCN in reducing the verification error rate, particularly, in fused biometrics. UCN achieves this by a combination of enhancing the client scores when these are affected by data degradation, and suppressing the impostor scores in relation to the client ones. It is noted that without UCN, the fusion process results in improving the EER associated with the better modality by about 20%. According to the results, this reduced EER (2.86%) is further decreased by about 73% through the use of UCN. It is observed from the results in Table 4 that the use of fusion process, in this case, leads to reducing the lowest IER offered by unimodal biometrics. However, it is also seen that this capability of fused biometrics is considerably improved through UCN. On the other hand, it is observed that, in this case, the fusion process can reduce the OSI-EER% only when used together with UCN. The reduction in OSI-EER achieved with such a combination is in excess of 55%.
Another important outcome of the experimental investigations can be observed by considering the results in Table 4 together with those in Table 2 . Based on these results, it is clearly seen that the fusion process on its own may not necessarily lead to the reduction of IER or OSI-EER offered by the best single biometric modality involved. The results in these two tables indicate that it is through the deployment of UCN that the fused biometrics can consistently outperform unimodal biometrics.
Fusion under degraded data conditions
The experiments in this section investigate the effectiveness of UCN in enhancing the reliability of multimodal fusion when the two biometric data types adopted are both degraded. The data set for the face modality in this investigation is extracted from the BANCA (degraded images) database [18] whilst the data for the speech modality is extracted from the 1-speaker detection task of the NIST Speaker Recognition Evaluation 2003 (degraded speech) database [12] . Using these biometric data sets, a total of 52 chimerical identities consisting of 26 clients and 26 impostors are formed. The face recognition scores are obtained based on images captured in four sessions, and affected by two different forms of distortions [18] . Based on these and the corresponding score data for NIST, a development score data set is formed for the experiments. This consists of 104 and 5304 score tokens from the same-users and impostors (including cross-users), respectively. The corresponding score tokens used in the testing phase are also 104 and 5304, respectively. Tables 5 and 6 present the results obtained in this case for verification and OSI, respectively.
It can be seen from the experimental results in Table 5 that the use of UCN has again resulted in the reduction of the verification EERs for the individual modalities as well as for the fused biometrics. It can also be observed that the fusion process on its own outperforms the best individual modality involved.
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On the other hand, it is seen that the verification accuracy offered by fused biometrics is increased significantly (by about 61%) through the use of UCN prior to fusion. It is worth noting that the accuracy of fused biometrics without UCN (Table 5) is below the accuracy obtained by using UCN with any of the two single modalities involved. These results are in agreement with the earlier suggestions (Section 2) that the use of UCN in degraded data conditions is beneficial. The effectiveness of UCN under such operating conditions is due to the twofold characteristic of UCN. Firstly, it provides a means for enhancing the scores when the test data is degraded, and secondly, it aims to suppress the scores from impostors in relation to those for clients. In Table 6 , it is observed that the fusion process results in an IER which is slightly better than the IER offered by the best unimodal biometrics. However, using UCN together with the fusion process leads to a considerably lower IER. It is also observed that, in this scenario, the fusion process reduces the OSI-EER only when used in conjunction with UCN. In fact, without UCN, the OSI-EER obtained with fused biometrics is worse than that for the better of the two modalities. The use of UCN is seen to reduce the OSI-EER for the fused biometrics by about 70%. Again it is noted that, in terms of OSI-EER, the performance of fused biometrics without UCN is well below that of either of the modalities with UCN. In brief, the results in this study indicate that it is only through the deployment of an appropriate score normalisation technique, in this case UCN, that the fused biometrics can consistently outperform the unimodal biometrics involved.
Figs. 2 and 3 further illustrate the results obtained for the verification and the second stage of OSI experiments in this part of the study, respectively. Fig. 2 clearly shows the significant increase in the reliability of fused biometrics obtained through the use of UCN. The plots in this figure also illustrate the considerable performance improvements achieved through the use of UCN with the individual modalities, which is the cause of the above mentioned enhancement in the accuracy of fused biometrics.
The DET plots in Fig. 3 further emphasise the role of UCN in enhancing the reliability of fused biometrics. In fact, it is observed that, without UCN, the fused biometrics accuracy is highly influenced by the worse of the two modalities involved and does not even match the performance of the better of the two individual modalities. On the other hand, by applying UCN to the individual modalities, the fusion process is observed to provide the highest reliability in the experiments. 
Conclusion
This paper has presented an investigation into the use of unconstrained cohort normalisation (UCN) with score-level fusion for multimodal biometrics. Based on the experimental investigations, it has been shown that UCN offers considerable improvements to the accuracy of multimodal biometrics in both degraded and clean data conditions. This is shown to be due to the twofold characteristic of this score normalisation method. Firstly, it provides a means for enhancing the scores when the test data is degraded, and secondly, it aims to suppress the scores from impostors in relation to those for clients. The investigations have also confirmed the usefulness of UCN in face recognition as well as in speaker recognition for which the technique had originally been developed. Additionally, through a set of open-set identification experiments, it has been shown that multimodal fusion can consistently outperform the accuracy offered by the best single modality performer, when it is combined with UCN. Whilst this study has confirmed the effectiveness of UCN for face modality as well as fused voice and face biometrics, further investigations are required to determine what other types of biometrics can benefit from such forms of score normalisation.
