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Classification of isometries of spaces of constant curvature
and invariant subspaces
Joana Cirici
Abstract. We study the varieties of invariant totally geodesic submanifolds of isometries of
the spherical, Euclidean and hyperbolic spaces in each finite dimension. We show that the
dimensions of the connected components of these varieties determine the orbit type (or the
z-class) of the isometry. For this purpose, we introduce the Segre symbol of an isometry, a
discrete invariant encoding the structure of its normal form, which parametrizes z-classes. We
then provide a description of the isomorphism type of the varieties of invariant subspaces in
terms of the Segre symbol.
1. Introduction
Our objective is to study the isometries of spaces of constant curvature. We will denote by
I(Mn) the isometry group of Mn, where Mn denotes one of the simply connected space forms of
finite dimension n: the sphere Sn, the Euclidean space En or the hyperbolic space Hn.
A very first and well known classification of elements of I(Mn) is based on their fixed point
behavior. The translation length of an isometry f is the infimum of the distances that points
are moved. If f has a fixed point it is called elliptic. If the translation length is positive then f
is called hyperbolic. If f does not fix a point but its translation length is zero, then it is called
parabolic. We remark that the latter case can only occur in hyperbolic spaces (see for example
[Gre62]). This is a very coarse classification, only useful up to a certain extent, and in some
sense analogous to the distinction between direct and indirect isometries.
At the other extreme, we can consider the classification of isometries by conjugacy classes.
This gives infinitely many classes, each one represented by a normal form. A natural step is
to identify those classes differing in the sets of eigenvalues but having the same normal form
structure. This leads to what we call the Segre decomposition: a decomposition of I(Mn) into
finitely many classes, each an uncountable union of conjugacy classes, parametrized by a discrete
invariant.
The Segre symbol of a linear endomorphism of a finite dimensional complex vector space is
a sequence of positive integers encoding the number of distinct eigenvalues, together with the
sizes of the Jordan blocks corresponding to each eigenvalue of a Jordan normal form of the
endomorphism. This invariant has been studied by many authors for classification purposes,
such as the treatment of collineations and pencils of quadrics developed in §.VIII of [HP94]
or Petrov’s classification of gravitational fields appearing in §.3 of [Pet69], in which the Segre
symbol of the curvature tensor allows to stratify Einstein spaces.
Arnold [Arn71] studied the conjugation action of GL(n,C) on the space Mn(C) of complex
square matrices of size n and suggested that the partition into Segre classes (defined by those
matrices with a given Segre symbol) makesMn(C) into a stratified space. Gibson [Gib76] proved
this statement and showed that the stratification is Whitney-regular. Furthermore, in this case
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the partition according to the Segre symbol coincides with the stratification by orbit types (see
[Bro98]).
Consider a Lie group G acting on a manifold M . Then two elements of M are said to
have the same orbit type if their orbits are G-equivariantly isomorphic. This is equivalent to the
condition that their isotropy subgroups are conjugate. In the case in which a group acts on itself
by conjugation, then the orbit types are also called centralizer classes or z-classes. This notion
was introduced by Kulkarni in [Kul07] in his study of “dynamical types”. The classification by
z-classes using characteristic and minimal polynomials has been developed in many particular
cases, such as for the general linear and affine groups [Kul08], the anisotropic groups of type G2
defined over a field [Sin08], or the groups of isometries of the real, quaternionic and complex
hyperbolic spaces [GK09], [Gon13], [GP13].
In the present paper we define the Segre symbol of isometries of Mn using normal forms. Our
definition is a natural adaptation from the original Segre symbol of a linear endomorphism, to
isometries of spaces of constant curvature, and involves the distinction between elliptic, hyper-
bolic and parabolic isometries. We then study the z-classes of I(Mn) and show that the Segre
decomposition coincides with the decomposition by z-classes. In particular, the number of z-
classes is finite, and we can count them by simple combinatoric arguments. Each z-class defines
a stratum of I(Mn). We compute its dimension in terms of its Segre symbol. Our approach
differs from that of [Kul08] and [GK09], in that we strongly use the existence of normal forms.
In particular, to study the z-classes of isometries we just describe the centralizer group for each
type of normal form.
The Segre decomposition (or equivalently, the decomposition by z-classes) provides a satis-
factory classification of isometries: the number of classes is finite and their dynamical behavior
is encoded in the shape of each normal form. Each Segre symbol defines a stratum of a given
dimension.
The motivation of this paper is to relate the Segre decomposition of isometries with the ad
hoc classifications that exist in the literature for isometries of lower dimensional spaces, allowing
to generalize those geometric treatments to arbitrary dimensions.
Isometries of the two- and three-dimensional Euclidean spaces are usually classified according
to the sets of fixed points and invariant lines (see for example [Cox89], [Mar82] or [RT11]).
For the Euclidean plane, this classification coincides with the Segre decomposition, but for the
three-dimensional Euclidean space, we find that there are two Segre symbols that are merged
into the same class. Indeed, the sets of fixed points and invariant lines allow to distinguish a
rotation from an axial symmetry (a rotation of angle pi) in E3. However, when composed with a
translation along the rotation axis, both isometries have no fixed points and a single fixed line.
As a consequence, in the above references, the two isometries are considered in a single class,
while their z-classes differ. In order to solve this discordance, we observe that it suffices to also
consider the sets of invariant planes.
The above example motivates the study of higher dimensional invariant subspaces of En, in
order to classify its isometries. A generalization of this study to isometries of the curved spaces
Sn and Hn leads to the study of totally geodesic invariant subspaces.
We recall that a Riemannian submanifold N of a Riemannian manifold M is called totally
geodesic if all geodesics in N are also geodesics in M . For example, each closed geodesic in
a Riemannian manifold defines a 1-dimensional compact totally geodesic submanifold. The
generalized Grassmannian G(k,Mn) is defined as the set of closed totally geodesic submanifolds
of Mn isometric to Mk, where 0 ≤ k ≤ n. It is a homogeneous space of dimension (k+1)(n−k).
Given an isometry f ∈ I(Mn) we denote by Γf (k) the closed subset of G(k,M
n) defined by those
submanifolds that are f -invariant.
In this paper we describe the sets Γf (k) and relate them to the Segre symbol: we show that
for all 0 ≤ k ≤ n, the set Γf (k) is a closed smooth submanifold of G(k,M
n), and that given
isometries f, g ∈ I(Mn), then we have that Γf (k) ∼= Γg(k) for all 0 ≤ k ≤ n if and only if f
and g have the same Segre symbol (and hence they are in the same z-class). In fact, we prove a
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stronger result: the dimensions of the connected components of Γf (k), for 0 ≤ k ≤ 4, determine
the Segre symbol (and thus the z-class) of the isometry f .
The fact that the varieties of invariant subspaces determine the Segre symbol of isometries
holds in other contexts of similar nature. For instance, we have been able to prove similar re-
sults for linear and affine endomorphisms of complex vector spaces. In this case the varieties of
invariant subspaces are not smooth, but admit a stratification into smooth varieties according
to restricted Segre symbols (see [Sha82]). This theory involves a further study of partitions and
Young diagrams, and will be developed elsewhere.
We next explain the contents of each section. Although normal forms of isometries are known,
precise statements and proofs for Euclidean and hyperbolic isometries are difficult to find in the
literature. Normal forms of Euc(n) can be found in [RT11] with a slight different notion of
normal form than the one presented here. Isometries of the hyperbolic space are often studied
by means of the Mo¨bius group, by considering the upper-half plane model of the hyperbolic
space (see for example [Ahl85a], [Ahl85b], [Gon11], [Rat06]). This may possibly be a cause for
the lack of references concerning normal forms of the Lorentz group O(1, n). In the classical
papers [Abr48] and [Gre62] such normal forms are listed, but apparently these are not well
enough known. For instance, in Theorem 6.9 of [Bak02], the list of normal forms is incomplete
since parabolic isometries are missing. Since we use normal forms as a key step in the study
of orbit types and invariant subspaces, we present a survey of these forms in Section 2 with
elementary proofs purely based on linear algebra arguments.
Section 3 is devoted to the study of z-classes of isometries. We compute the centralizers
of normal forms via a product formula accounting for the decomposition of normal forms into
primary components. The main results of this section are Theorems 3.6, 3.10 and 3.14, where we
relate the z-classes with the Segre symbol of isometries of spherical, Euclidean and hyperbolic
spaces respectively. As a direct application, we compute the dimensions of centralizer groups
and of each Segre stratum, in terms of the Segre symbol.
In Section 4 we study the varieties of invariant totally geodesic subspaces of an isometry.
We provide a description of these varieties in terms of the Segre symbol, and show that their
connected components are products of generalized Grassmannians. We then prove the main
result of this paper in each case (see Theorems 4.6, 4.10 and 4.14), relating the Segre symbol of
isometries with the varieties of invariant subspaces. We detail the classification of isometries for
spaces in 1, 2 and 3 dimensions (see Tables (1)− (9)), which we believe, should be the standard
classification presented in basic linear geometry courses. The tables show a normal form type
for each Segre symbol, the dimensions of the strata and the varieties of invariant subspaces in
each case.
2. Normal forms and Segre symbol
In this expository section we review the normal forms of isometries of simply connected space
forms Mn in each finite dimension. We then define the Segre symbol of an isometry of Mn. A
Segre stratum in I(Mn) consists of all isometries having a given Segre symbol. We define the
Segre decomposition to be the partition of I(Mn) into Segre strata. There are finitely many
strata, each a collection of conjugacy classes having the same discrete invariants but different
eigenvalues. We compute the number of Segre strata in I(Mn) using combinatoric arguments.
2.1. Spherical isometries
Consider the standard model of the n-dimensional spherical space Sn = {x ∈ Rn+1; |x| = 1}.
The group I(Sn) of isometries of Sn is isomorphic to the real orthogonal group O(n+ 1).
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Definition 2.1. An orthogonal normal form is a block diagonal matrix whose blocks are ±Ik
or Rθ, where Ik denotes the identity matrix of size k × k and
Rθ =
(
cos θ - sin θ
sin θ cos θ
)
; 0 < θ < pi.
Denote by A⊕B the block diagonal matrix whose blocks are the direct summands A and B.
Likewise, denote by A⊕n the block diagonal matrix consisting of n blocks equal to A.
Theorem 2.2. Every element of O(n) is conjugate to an orthogonal normal form, unique up to
block permutation.
Proof. Let A be a real square matrix and consider it as a matrix with values in C. Let z = x+ iy
be an eigenvector corresponding to some eigenvalue λ = a + ib. Then Ax = ax − by and
Ay = ay + bx. Hence the subspace W = Sp{x, y} ⊂ R2 is A-invariant.
Assume that A ∈ O(n) is an orthogonal matrix. The above argument implies that there exists
an A-invariant subspaceW ⊂ Rn of dimension 1 or 2. Since its orthogonal complementW⊥ ⊂ Rn
is also A-invariant and of dimension < n we may apply induction to see that Rn =W1⊕· · ·⊕Wk
decomposes into a direct sum of A-invariant subspaces with dimWi ∈ {1, 2}. Therefore A is
conjugate to a block diagonal matrix B = B1 ⊕ · · · ⊕ Bk where Bi is defined by restriction of
B to Wi. To conclude the proof it suffices to note that O(1) = {±1} and that every element of
O(2) with no real eigenvalues is of the form Rθ for some 0 < θ < pi. 
Definition 2.3. Let f ∈ I(Sn). By Theorem 2.2, f has an orthogonal normal form
R⊕n1θ1 ⊕ · · · ⊕R
⊕ns
θs
⊕±(Im1 ⊕ -Im2)
where θi 6= θj for i 6= j, n1 ≥ · · · ≥ ns ≥ 0 and m1 ≥ m2 ≥ 0. The Segre symbol of f is
σ˜f = [(n1n¯1), · · · , (nsn¯s),m1,m2]
where entries that are zero are omitted from the notation.
For example, if Rθ ⊕ I2 is a normal form of f ∈ I(S
3), then σ˜f = [(11¯), 2]. The notation (nn¯)
indicates that over C, there is a pair of conjugate complex eigenvalues of multiplicity n.
Proposition 2.4. The number of Segre classes s(n) of I(Sn) is given by
s(n) =
[n+1
2
]∑
j=0
p(j)
([
n+ 1
2
]
− j + 1
)
,
where p(k) denotes the number of partitions of k and [k] denotes the integer part of k.
Proof. The sum is taken over the number j of blocks of type Rθ. Hence the partition number
p(j) accounts for the combinations n1 ≥ · · · ≥ ns with n1 + · · · + ns = j. The number of
partitions of an integer k into one or two parts is equal to [k2 ] + 1. Taking k = (n + 1) − 2j we
get the formula between brackets, which accounts for the pairs m1 ≥ m2 with m1+m2 = k. 
2.2. Euclidean isometries
Consider the standard affine space En as the subspace of V = Rn+1 given by En = {xn+1 = 1}.
The subspace of V given by V0 = {xn+1 = 0} is called the vector space associated to E
n. We
will assume that V0 comes with the standard Euclidean metric.
Definition 2.5. A map f : En → En is an isometry if it is induced by a linear map ϕ : V → V
satisfying ϕ(En) ⊂ En and for which the restriction ϕ|V0 : V0 → V0 is an orthogonal map with
respect to the metric of V0.
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The group I(En) of isometries of En is isomorphic to the Euclidean group Euc(n) = O(n)⋉Rn.
Recall that an Euclidean reference ({ei}ni=1; p) of E
n is an orthonormal basis {ei}ni=1 of V0
and a point p ∈ En. It induces a basis {ei}n+1i=1 of V , with e
n+1 = p.
Let f ∈ I(En). The matrix of f in an Euclidean reference ({ei}ni=1; p) is the matrix of ϕ in
the induced basis of V . Since ϕ(V0) ⊂ V0, the last row of such a matrix is (0, · · · , 0, 1).
Definition 2.6. An Euclidean normal form is a matrix of one of the following types:
1) Elliptic: A⊕ 1, where A ∈ O(n) is an orthogonal normal form.
2) Hyperbolic: A ⊕ ( 1 a0 1 ), where A ∈ O(n − 1) is an orthogonal normal form and a ∈ R is a
positive number.
Theorem 2.7. Let f ∈ I(En). There exists an Euclidean reference of En such that the matrix
of f in this reference is an Euclidean normal form.
Proof. Define a linear form w : V → R by the projection to the last component. Then V0 =
Ker(w). An isometry f is determined by a linear map ϕ : V → V such that w ◦ ϕ = w and
ϕ0 = ϕ|V0 is orthogonal. Therefore it suffices to show that there exists a Jordan basis {u
i}n+1i=1
of V with respect to ϕ, satisfying w(un+1) = 1 and w(ui) = 0 for all i ≤ n, and such that
{u1, · · · , un} is a Jordan orthonormal basis of V0 with respect to ϕ0. Let V = VR ⊕ V1 be the
decomposition of V into ϕ-invariant subspaces, where V1 denotes the generalized eigenspace of V
corresponding to the eigenvalue 1. Then VR = Im(ϕ− I)
s for some s ≥ 0. Since w ◦ (ϕ− I) = 0,
we have VR ⊂ V0. Consequently, there is a Jordan orthonormal basis of VR with respect to
ϕ0|VR . Moreover, there is an orthogonal decomposition V0 = VR ⊕ (V1 ∩ V0). Therefore we can
assume that V = V1, so that ϕ is a unipotent linear map. Since ϕ0 is orthogonal, it is the
identity matrix. Then f is either the identity or a translation. In the first case the proof is
complete. Assume that f is a translation and let p = (0, · · · , 0, 1). Then p − f(p) 6= 0 and
we define un = (f(p) − p)/||f(p) − p||. We complete un to an orthonormal basis of V0. Then
{u1, · · · , un, p} is a basis of V satisfying the desired conditions. The matrix of f in the reference
(u1, · · · , un; p) is In−1 ⊕ ( 1 a0 1 ), where a = ||f(p)− p|| is a positive real number. 
We next define the Segre symbol of an Euclidean isometry. The main difference with respect
to the orthogonal case is that now we distinguish the elliptic and hyperbolic cases, as well as the
blocks of eigenvalue 1 from the remaining blocks. This distinction will be justified in Section 3.
Definition 2.8. Let f ∈ I(En). By Theorem 2.7, f has a normal form A = AR ⊕ A1 where
AR ∈ O(n− r) is an orthogonal normal form with no eigenvalues equal to 1 and A1 ∈ Euc(r) is
a unipotent Euclidean normal form satisfying one of the following:
1) Elliptic: A1 = Ir+1.
2) Hyperbolic: A1 = Ir−1 ⊕ ( 1 a0 1 ), where a > 0.
The Segre symbol of f is defined by σf = [σ˜; r; t], where t ∈ {e, h} denotes the type of isometry
(elliptic or hyperbolic) and σ˜ is the Segre symbol of AR.
Proposition 2.9. The number of Segre classes e(n) of I(En) is given by
e(n) =
n∑
i=n−1
[i/2]∑
j=0
p(j)(i − 2j + 1)
 ,
where p(k) is the number of partitions of k, and [k] denotes the integer part of k.
Proof. Let ee(n), eh(n) denote the number of Segre classes of elliptic and hyperbolic Euclidean
isometries respectively. By definition of Euclidean normal forms eh(n) = ee(n − 1). Therefore
we have e(n) = ee(n) + eh(n) = ee(n) + ee(n− 1). It remains to show that
ee(n) =
[n/2]∑
j=0
p(j)(n − 2j + 1).
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Indeed, the sum is taken over the number j of blocks of type Rθ. The partition number p(j)
accounts for the combinations of blocks of such type, while (n−2j+1) accounts for the possible
combinations −Ik ⊕ Ir, with k + r = n− 2j. 
2.3. Preliminaries on Lorentz spaces and Lorentz groups
For the rest of this section we fix a real vector space V of dimension n + 1 together with a
non-degenerate symmetric bilinear form Q over V of signature (1, n). The pair (V,Q) is called
a Lorentz space. We will denote by Q(x) := Q(x, x) the associated quadratic form.
Definition 2.10. A vector v ∈ V is called space-like if Q(v) > 0, it is called time-like if
Q(v) < 0, and it is called light-like if Q(v) = 0.
A linear subspace U ⊂ V is said to be time-like if it has a time-like vector, space-like if every
nonzero vector in U is space-like, and light-like otherwise.
Lemma 2.11 ([Bak02], Prop. 6.2). If two linearly independent vectors of V are orthogonal then
at least one of them is space-like.
Proof. Assume that Q(u) ≤ 0. We can write Q(u, v) = −u0v0 +
∑
uivi = 0. Since u0 6= 0 we
have v0 =
∑
uivi/u0. Then Q(v) ≥ 0, with equality only if Q(u) = 0. If u and v are linearly
independent then v is space-like. 
Definition 2.12. An isometry of (V,Q) is a linear endomorphism T ∈ End(V ) such that
Q(Tu, Tv) = Q(u, v) for all u, v ∈ V .
Denote by O(Q) the group of isometries of (V,Q).
Lemma 2.13. Let T ∈ O(Q). If W is a space-like T -invariant subspace of V then W⊥ is a
T -invariant Lorentz space and V =W ⊕W⊥.
Proof. Since W is space-like we have W ∩W⊥ = 0 and W ⊕W⊥ = V . Since T is an isometry,
W⊥ is T -invariant. Indeed, if u ∈ W⊥ and v ∈ W , then Q(Tu, v) = Q(u, T−1v) = 0. Therefore
Tu ∈W⊥. Since V is time-like and W is space-like, W⊥ must be time-like, and hence a Lorentz
space. 
Denote by (−)c the scalar-extension functor from R to C. If T is an isometry of (V,Q) then
T c is an isometry of (V c, Qc). Moreover, conjugacy in C induces an R-automorphism of V c,
which we denote by v 7→ v¯, as it is customary. We have R-linear maps R,I : V c → V ⊗ R ∼= V,
defined by
R(v) =
1
2
(v + v¯) and I(v) =
1
2
(v − v¯).
We next study the orthogonality of the generalized eigenspaces of T c. The following result is
possibly well known. We give an elementary proof.
Lemma 2.14. Let T ∈ O(Q) and let λ, µ ∈ C such that λµ 6= 1. The generalized eigenspaces
V cλ and V
c
µ of V
c with respect to T c, corresponding to the eigenvalues λ and µ respectively, are
orthogonal: Qc(V cλ , V
c
µ ) = 0.
Proof. Throughout this proof we will omit the superscript c. Let F iλ = Ker(T − λ)
i, and
F jµ = Ker(T − µ)j. We want to show that Q(u, v) = 0 for all u ∈ F iλ and v ∈ F
j
µ. We will prove
it by induction over i+j. If i+j ≤ 1 it is trivial. The first non-trivial case is i = j = 1. Let u ∈ F 1λ
and v ∈ F 1µ . Then Tu = λu, and Tv = µv. Therefore Q(u, v) = Q(Tu, Tv) = λµQ(u, v) = 0.
Assume that i+ j ≥ 2. Let u1 ∈ F
i
λ and u2 ∈ F
j
µ , and let w1 = (T −λ)u1, w2 = (T −µ)u2. Since
w1 ∈ F
i−1
λ and w2 ∈ F
j−1
µ , by the induction hypothesis, Q(w1, w2) = Q(w1, u2) = Q(u1, w2) = 0.
Therefore Q(u1, u2) = Q(Tu1, Tu2) = Q(w1 + λu1, w2 + µu2) = λµQ(u1, u2). Since λµ 6= 1 we
have Q(u1, u2) = 0. 
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Definition 2.15. The space-time decomposition of V with respect to an isometry T ∈ O(Q) is
the decomposition V = Vt⊕Vs, where Vs is the direct sum of all space-like generalized eigenspaces
of V with respect to T and Vt is the direct sum of the remaining generalized eigenspaces. We
will call Ts = T |Vs the spatial component of T and Tt = T |Vt , the temporal component of T .
The following properties are a consequence of Lemmas 2.13 and 2.14.
Proposition 2.16. Let T ∈ O(Q) and let V = Vt ⊕ Vs be the space-time decomposition of V
with respect to T .
i) The spaces Vt and Vs are T -invariant coprime orthogonal subspaces.
ii) The space Vs is Euclidean and the space Vt is Lorentzian.
iii) The map Ts is an orthogonal isometry, while Tt is a Lorentz isometry.
We next study the eigenvalues of a Lorentz isometry. Since Ts is orthogonal, we will only deal
with the temporal component Tt.
Lemma 2.17. Let T ∈ O(Q) be a temporal isometry. Let λ ∈ C be an eigenvalue of T c. Then
λ is real, and λ−1 is also an eigenvalue of T .
Proof. Assume that λ ∈ C\R is an eigenvalue of T c and denote by V cλ the generalized eigenspace
of V c of eigenvalue λ. Then V
c
λ = V
c
λ¯
is the generalized eigenspace of λ¯. Since λ2, λ¯2 6= 1, by
Lemma 2.14 we have Q|V c
λ
= Q|V¯ c
λ
= 0. Denote by Vλλ¯ = R(V
c
λ ) the generalized eigenspace of
V corresponding to p(x) = x2 − 2R(λ)x + |λ|2. We next show that Vλλ¯ is space-like. Indeed, if
v1 ∈ Vλλ¯, there exists w ∈ V
c
λ such that v1 = R(w). Let v2 = I(w). Then v2 ∈ Vλλ¯ and
Q(v1) = Q(v2) =
1
2
Q(w, w¯) and Q(v1, v2) = Q(R(w),I(w)) = 0.
Since v1, v2 are linearly independent, by Lemma 2.11, Q(v1), Q(v2) > 0. Therefore Vλλ¯ is space-
like. This is a contradiction, since V = Vt is the direct sum of all non space-like generalized
eigenspaces. Hence λ must be real.
Let λ be a real eigenvalue of T and let A be the matrix of T in an orthonormal basis. If
AtJA = J then J−1AtJ = A−1. Hence λ−1 is an eigenvalue of T . 
Corollary 2.18. Let T ∈ O(Q). Then either Vt = V±1 or Vt = Vλ⊕Vλ−1 , where λ 6= ±1 is real.
Proof. By Lemma 2.17 we have Vt decomposes into a direct sum of generalized eigenspaces of the
type V±1 and Vλ⊕Vλ−1 , where λ 6= ±1 is a real eigenvalue. By Lemma 2.14, these subspaces are
pairwise orthogonal. Therefore by Lemma 2.11, all except one are space-like. Since Vt contains
no space-like generalized eigenspaces, it follows that Vt = V±1 or Vt = Vλ ⊕ Vλ−1 . 
We next study the minimal T -invariant time-like subspaces of Vt. These subspaces consist of
a variation of the orthogonal indecomposable subspaces introduced in Lemma 2.1 of [GK09].
Theorem 2.19. Let T ∈ O(Q) be an isometry. Let W ⊂ Vt be a minimal T -invariant time-like
subspace of Vt. Then one of the following conditions is satisfied.
1) Vt = V±1, dimW = 1 and W is generated by a time-like vector of eigenvalue ±1.
2) Vt = V±1, dimW ≥ 2 and Ker(T |W −±I) is generated by a light-like eigenvector.
3) Vt = Vλ ⊕ Vλ−1 , where λ 6= ±1 is real, dimW = 2 and W is generated by two light-like
eigenvectors corresponding to the eigenvalues λ and λ−1.
Proof. We consider the two cases of Corollary 2.18.
Assume first that Vt = V1, and let U = Ker(T |W − I). We first show that U has no space-like
vectors. Let u ∈ U . If Q(u) > 0 then Sp{u}⊥ ∩W is a time-like T -invariant proper subspace
of W . This contradicts the minimality of W . Hence Q(u) ≤ 0. Assume there exists u ∈ U
such that Q(u) < 0. Then Sp{u} is time-like and T -invariant, and by the minimality of W ,
Sp{u} = W . Therefore (1) is satisfied. Assume that every vector in U = Ker(T |W − I) is
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light-like. Then Q|U = 0 and by Lemma 2.11, dimU = 1. Since U is light-like, U ( W , and
dimW ≥ 2. Therefore (2) is satisfied. If Vt = −1 we proceed analogously.
Assume now that Vt = Vλ ⊕ Vλ−1 , where λ 6= ±1 is a real eigenvalue. Let Uλ = Ker(T − λ).
Then dimUλ = dimUλ−1 = 1. Indeed, by Lemma 2.14, Q|Uλ = Q|Uλ−1 = 0, and by Lemma
2.11 their dimension is ≤ 1. Since both Uλ and Uλ−1 are not zero, the subspace Uλ ⊕ Uλ−1 has
dimension 2, and it is time-like and T -invariant. By the minimality ofW we haveW = Uλ⊕Uλ−1 ,
and (3) is satisfied. 
2.4. Isometries of the hyperbolic space
Let V = Rn+1 and Q(x, y) = −x0y0 +
∑n
i=1 xiyi. Then Q has signature (1, n) and we denote
O(1, n) := O(Q). The pair (Rn+1, Q) is the standard Lorentz space and is denoted by R1,n. In
the canonical basis of Rn+1 the matrix of Q is J = −I1 ⊕ In and O(1, n) is identified with the
group of real square matrices A of size n+ 1 such that AtJA = J.
The hyperboloid model of the n-hyperbolic space is
Hn = {x ∈ R1,n;Q(x) = −1, x0 > 0}.
The metric of R1,n induces a Riemannian metric on Hn.
The isometry group I(Hn) is isomorphic to the positive Lorentz group O+(1, n). These are
the matrices of O(1, n) having a positive entry in the upper left corner.
Definition 2.20. A Lorentzian normal form is a matrix of one of the following types:
1) Elliptic: 1⊕A, where A ∈ O(n) is an orthogonal normal form.
2) Parabolic: Θ⊕A, where A ∈ O(n− 2) is an orthogonal normal form and Θ =
(
3/2 1 -1/2
1 1 -1
1/2 1 1/2
)
.
3) Hyperbolic: Ωt ⊕ A, where Ωt =
(
cosh t sinh t
sinh t cosh t
)
, t 6= 0 and A ∈ O(n− 1) is an orthogonal
normal form.
Note that besides the normal forms expected by analogy with the orthogonal group, which can
be reduced to the diagonal form in the field of complex numbers, there is a normal form, corre-
sponding to the parabolic case, whose first block is a 3× 3 matrix which cannot be diagonalized
even in the field of complex numbers.
Theorem 2.21. Every element of O+(1, n) is conjugate to a Lorentzian normal form, unique
up to block permutation.
Proof. Let V = Vt⊕Vs be the space-time decomposition of V with respect to T . SinceQ(Vt, Vs) =
0 we can find an orthogonal basis of Vs and Vt separately. Since Ts is orthogonal, it has an
orthogonal normal form. We can assume that V = Vt and T = Tt. We proceed by induction
over n. For n = 0 it is trivial. Assume that n > 0. Let W be a minimal time-like T -invariant
subspace of V . If dimW < dimV then W⊥ is space-like, and the theorem is true for both T |W
and T |W⊥. We can assume that W = V . We consider the cases of Theorem 2.19 with positive
eigenvalues.
Case 1. If W is generated by a time-like eigenvector of eigenvalue 1, then T is the identity.
Case 2. Assume that Ker(T − I) is generated by a light-like vector, and that dimW ≥ 2.
Let N = T − I. Since T is an isometry we have Q(Nx,Ny) = −Q(Nx, y) − Q(x,Ny). Let
Fk = KerN
k. Note that F1 = Ker(T − I) has dimension 1 and it is generated by a light-
like vector. Therefore the Jordan normal form of T consists of a single Jordan block, and the
T -invariant subspaces are of the form Fk for some k. Let us show that W = F3.
If F1 = F2 then F1 = W . Since dimW ≥ 2 we get a contradiction. Therefore F1 ( F2 and
there exists v ∈ F2 \ F1. Let u = N(v). Then 0 = Q(u) = Q(Nv) = −2Q(v,Nv) = −2Q(v, u).
Consequently Q(u, v) = 0 and by Lemma 2.11, Q(v) > 0. We can assume that Q(v) = 1. Then
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W 6= F2 and F2 ( F3, since if F2 = F3 we would have F2 = W , but F2 is not time-like. Let
w ∈ F3 \ F2. We can assume that v = N(w). Then
0 = Q(u, v) = Q(N2w,Nw) = −Q(w,N2w)−Q(Nw,Nw) = −Q(u,w)− 1.
Therefore Q(w, u) = −1 6= 0. By adding to w a multiple of u we can assume that Q(w) = 0.
Then Q(v) = Q(Nw) = −2Q(w,Nw) = −2Q(w, v), and hence Q(v,w) = −12 . The subspace
F3 = Sp{u, v, w} is time-like and T -invariant. By the minimality of W we get F3 =W .
The matrix of T in the basis {u, v, w} is a Jordan block of size 3 and eigenvalue 1. Let
G :=
( 0 0 -1
0 1 - 1
2
-1 - 1
2
0
)
and P :=
( 3
8
0 5
8
1
2
1 - 1
2
1 0 -1
)
.
The matrix of Q in the basis {u, v, w} is G. Let J = −I1 ⊕ I2. Since P
tGP = J , the basis
{e0, e1, e2} of W defined by (e0 e1 e2) = (u v w)P is a Lorentz orthonormal basis of W . The
matrix of T in this basis is
Θ := P−1
(
1 1 0
0 1 1
0 0 1
)
P =
( 3
2
1 - 1
2
1 1 -1
1
2
1 1
2
)
.
Case 3. Assume W = Sp{u, v}, where u, v are light-like eigenvectors of eigenvalues λ and λ−1
respectively, where λ 6= 1 is real positive. By Lemma 2.11, Q(u, v) 6= 0, and we can choose
u, v such that Q(u, v) = −1. Then the basis of W given by { 1√
2
(u + v), 1√
2
(u − v)} is Lorentz-
orthonormal and the matrix of T in this basis is
Ωt :=
(
cosh t sinh t
sinh t cosh t
)
, where t = log λ.
By considering negative eigenvalues in the above three cases, we obtain the same normal forms
with a change of sign, thus giving non-positive isometries. 
Definition 2.22. Let f ∈ I(Hn). By Theorem 2.21, f has a normal form T = Tt ⊕ Ts where
Ts ∈ O(n + 1 − r) is an orthogonal normal form and Tt ∈ O
+(1, r − 1) satisfies one of the
following:
1) Elliptic: Tt = Ir with 1 ≤ r ≤ n+ 1.
2) Parabolic: Tt = Θ⊕ Ir−3 with 3 ≤ r ≤ n+ 1.
3) Hyperbolic: Tt = Ωt and r = 2.
The Segre symbol of f is defined by σf = [r; σ˜; t], where σ˜ is the Segre symbol of Ts and
t ∈ {e, p, h} denotes the type of isometry (elliptic, parabolic or hyperbolic).
The following result is obtained in [GK09] by other methods, in the context of z-classes.
Proposition 2.23. The number of Segre classes h(n) of I(Hn) is given by h(n) = he(n) +
hp(n) + hh(n), where he(n), hp(n) and hh(n) denote the number of Segre classes of elliptic,
parabolic and hyperbolic isometries respectively and
he(n) =
[n/2]∑
j=0
p(j)(n − 2j + 1); hp(n) = he(n − 2); hh(n) = s(n− 2).
Here p(k) is the partition number of k and s(k) is the number of Segre classes of I(Sk).
Proof. The computation of he(n) is analogous to the computation ee(n) of elliptic isometries of
the Euclidean space of Proposition 2.9. The remaining identities are trivial. 
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3. z-classes of isometries
Let G be a Lie group acting on itself by conjugation. The orbit classes in this action are
called centralizer classes or z-classes. Given x ∈ G we will denote by Z(x) = {y ∈ G;xy = yx}
the centralizer of x in G. Then two elements x, y ∈ G are in the same z-class if and only if
Z(x) is conjugate to Z(y). In this section we study the z-classes of the isometry groups by
computing the centralizers of normal forms and their dimensions. The main result is that the
decomposition of isometries by z-classes coincides with the Segre decomposition. In particular,
the z-classes are parameterized by the Segre symbol. This allows to compute the dimensions of
the strata in terms of the Segre symbol.
3.1. z-classes of I(Sn)
Let us first recall some well known results on primary decompositions. This will allow to
reduce our computations to normal forms having a single primary component.
Proposition 3.1. Let V be a finite dimensional vector space over a field k and let A ∈ End(V )
be a linear map. Let V = V1 ⊕ · · · ⊕ Vt be a primary decomposition of V with respect to A. If
B ∈ End(V ) is a linear map which commutes with A, then Vi is B-invariant for 1 ≤ i ≤ t.
Proof. Denote by µi the minimal polynomial of Vi with respect to A. For x ∈ V we have that
µi(A)x = 0 if and only if x ∈ Vi. Since AB = BA we have µi(A)B = Bµi(A). Let x ∈ Vi. Then
µi(A)Bx = Bµi(A)x = 0. Hence Bx ∈ Vi, and Vi is B-invariant. 
Definition 3.2. We say that a matrix A ∈ GL(n,k) is eigenordered if A = A1 ⊕ · · · ⊕ At and
the minimal polynomials of Ai are coprime by pairs. We call this an eigendecomposition of A.
Corollary 3.3. Let A be an eigenordered matrix and let A =
⊕t
i=1Ai ∈ GL(n,k) be an eigen-
decomposition of A. Let B be a square (n×n) matrix such that [A,B] = 0. Then B =
⊕t
i=1Bi,
and [Ai, Bi] = 0 for all i = 1, · · · , t.
We denote by U(n) the subgroup of GL(n,C) of complex unitary square matrices of size n.
Define an inclusion j : GL(n,C) → GL(n, 2R) as follows: given M = (mkl) ∈ GL(n,C) let
mkl = akl + ibkl, where akl, bkl ∈ R. Then j(M) is the block matrix j(M) =
(
akl -bkl
bkl akl
)
.
We obtain the following characterization of centralizers of orthogonal normal forms.
Proposition 3.4. Let A ∈ O(n) be a normal form and let σ˜A = [(n1n¯1), · · · , (nsn¯s),m1,m2] be
its Segre symbol. Then Z(A) =
∏s
i=1 j(U(ni))×O(m1)×O(m2) and
dimZ(A) =
s∑
i=1
n2i +
1
2
2∑
i=1
mi(mi − 1).
Proof. Let A =
⊕k
i=1Ai be an eigendecomposition of A, where Ai ∈ O(ki). By Corollary 3.3,
the matrices commuting with A are block diagonal matrices B =
⊕s
i=1Bi such that [Ai, Bi] = 0
for all i. Therefore Z(A) =
∏k
i=1 Z(Ai) and dimZ(A) =
∑k
i=1 dimZ(Ai). We can reduce
to the case when A has a single primary component. If A = ±In the result is trivial. Let
n = 2k and assume that A = R⊕kθ . Computing the matrices that commute with A we find that
Z(A) = j(U(k)). Hence dimZ(A) = dimU(k) = k2. 
We next use the above result to prove that the decomposition by z-classes coincides with
the Segre decomposition. We first study the case of an orthogonal normal form having a single
primary component.
Lemma 3.5. Let A ∈ O(n) be a normal form with a single primary component, and let B ∈ O(n)
such that Z(A) = Z(B). Then B is a normal form with one primary component and σ˜A = σ˜B.
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Proof. If A = ±In then Z(A) = O(n). Since the center of O(n) is ±In it follows that B = ±In.
Therefore σ˜A = σ˜B = [n].
Let n = 2k and assume that A = R⊕kθ . By Proposition 3.4 we have Z(A) = j(U(k)). Since
B ∈ Z(A), there exists C ∈ U(k) such that B = j(C). Since Z(B) = j(U(k)) the centralizer of
C in U(k) is the whole group U(k). Therefore C = eiαIn for some α ∈ R. Since B 6= ±In we
have α ∈ R \ {kpi} and B = R⊕kα . In particular, σ˜A = σ˜B = [(kk¯)]. 
Theorem 3.6. Let f, g ∈ I(Sn). Then σ˜f = σ˜g if and only if f and g are in the same z-class.
Proof. Assume that σ˜f = σ˜g. By Proposition 3.4 we can find normal forms A and B of f and
g respectively such that Z(A) = Z(B). Since conjugate matrices have conjugate centralizers it
follows that Z(f) and Z(g) are conjugate.
Conversely, assume that Z(f) and Z(g) are conjugate. Let A be a normal form of f such
that Z(A) = Z(B), where B is the matrix of g in some basis. Take an eigendecomposition
A =
⊕k
i=1Ai. By Proposition 3.3, B admits a block diagonal decomposition B =
⊕k
i=1Bi
such that Z(Ai) = Z(Bi). By Lemma 3.5 the matrices Bi are normal forms and σ˜Ai = σ˜Bi .
Therefore if A = Rn1θ1 ⊕ · · · ⊕ R
ns
θs
⊕ ±(Im1 ⊕ −Im2) then B = R
n1
α1 ⊕ · · · ⊕ R
ns
αs ⊕ µIm1 ⊕ νIm2 .
In order to show that σ˜A = σ˜B we need to see that αi 6= αj for all i 6= j, and that µ 6= ν.
This follows from the description of the centralizers of normal forms of Proposition 3.4, since
j(U(ni))× j(U(nj))  j(U(ni + nj)) and O(m1)×O(m2)  O(m1 +m2). 
Since the group of isometries I(Sn) is compact, its decomposition by z-classes is a Whitney-
regular stratification (see for example [Pfl01]). In particular, each stratum is a manifold. We
give their dimensions.
Proposition 3.7. Let Σ be a Segre stratum of I(Sn) with σ˜ = [(n1n¯1), · · · , (nsn¯s),m1,m2].
Then
dimΣ =
1
2
n(n+ 1)−
s∑
i=1
n2i −
1
2
2∑
i=1
mi(mi − 1) + s.
Proof. Let f be an element of Σ and [f ] its orbit. The number of parameters of a normal from
of f is s. Therefore dimΣ = dim[f ] + s. Since dim[f ] = dimO(n+1)−Z(f), the result follows
from Proposition 3.4. 
Each connected component of I(Sn) has a stratum of maximal dimension Σ∗ which is dense
in I(Sn). In view of the above formula, the maximal strata are those with Segre symbol σ˜∗ =
[(11¯), · · · , (11¯)] and σ˜∗ = [(11¯), · · · , (11¯), 1, 1] if n is even and σ˜∗ = [(11¯), · · · , (11¯), 1] if n is odd.
3.2. z-classes of I(En)
Consider the decomposition of a normal form A ∈ Euc(n) into its orthogonal and unipotent
parts A = AR ⊕A1, where AR ∈ O(k) is an orthogonal normal form with no eigenvalues equal
to 1 and A1 ∈ Euc(n − k) is a unipotent Euclidean normal form. Then the centralizer of A in
Euc(n) decomposes as Z(A) = Z(AR)× Z(A1), where Z(AR) ∈ O(k) and Z(A1) ∈ Euc(n − k)
denote the centralizers of AR and A1 in O(k) and Euc(n − k) respectively. Therefore to study
the centralizer of A it suffices to consider the case for which A = A1 is unipotent.
Proposition 3.8. Let A ∈ Euc(n) be a unipotent Euclidean normal form.
1) If A = In+1 is elliptic then Z(A) = Euc(n) and dimZ(A) =
1
2n(n+ 1).
2) If A = In−1 ⊕ ( 1 a0 1 ) is hyperbolic then
Z(A) =
{(
B 0 b
0 1 c
0 0 1
)
; B ∈ O(n− 1),
b ∈ Rn−1
c ∈ R
}
and dimZ(A) =
1
2
n(n− 1) + 1.
Proof. It follows by a simple computation of the matrices commuting with A in each case. 
Lemma 3.9. Let A ∈ Euc(n) be a unipotent normal form and let B ∈ Euc(n) such that
Z(A) = Z(B). Then B is unipotent and σA = σB.
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Proof. If A = In+1 it is trivial. Assume that A = In−1 ⊕ ( 1 a0 1 ). If n = 1 then B =
(
1 b
0 1
)
for
some b ∈ R. Since B cannot be the identity, we have b 6= 0 and σA = σB .
Assume that n > 1, and let C = C1 ⊕
(
1 b
0 1
)
∈ Euc(n), where C1 ∈ O(n − 1) and b ∈ R
are arbitrary. By Proposition 3.8, C ∈ Z(A) and by hypothesis C ∈ Z(B). Hence [C,B] = 0.
Therefore B is a block diagonal matrix B = BR ⊕ B1, where BR ∈ O(n − 1) and B1 ∈ Euc(1)
are such that Z(BR) = O(n) and [B1,
(
1 b
0 1
)
] = 0. Hence BR = In−1 and by the case n = 1,
B1 = ( 1 c0 1 ), for some c ∈ R. Since B 6= I2 we have c 6= 0. Hence σA = σB. 
Theorem 3.10. Let f, g ∈ I(En). Then σf = σg if and only if f and g are in the same z-class.
Proof. Assume that σf = σg. By Proposition 3.8 there exist normal forms A and B of f and g
respectively, such that Z(A) = Z(B). Since conjugate matrices have conjugate isotropy groups
it follows that Z(f) is conjugate to Z(g).
Conversely, assume that Z(f) is conjugate to Z(g). There exists a normal form A ∈ Euc(n)
of f and a matrix B of g such that Z(A) = Z(B). Let A = AR ⊕A1 be the decomposition of A
into its orthogonal and unipotent components. Then B is a block diagonal matrix B = BR⊕B1,
where BR ∈ O(k) and B1 ∈ Euc(n − k) are such that Z(BR) = Z(AR) and Z(B1) = Z(A1).
By Theorem 3.6 we have σ˜AR = σ˜BR . By Lemma 3.9 we have σA1 = σB1 . In particular B1 is
unipotent. To prove that σA = σB it remains to show that 1 is not an eigenvalue of BR.
Assume that AR = R ⊕ -Im, where R ∈ O(k − m) is a rotation matrix of the form R =
Rn1θ1 ⊕ · · · ⊕ R
ns
θs
. Since σ˜AR = σ˜BR , BR has the form R
′ ⊕ εIm, where ε = ±1 and σ˜R = σ˜R′ .
Assume that ε = 1. Then dB := dimZ(B) = dimZ(R)+dimZ(Im ⊕A1) and dA := dimZ(A) =
dimZ(R) + dimO(m) + dimZ(A1). By Proposition 3.8 we have dB − dA > 0, which is a
contradiction. Therefore ε = −1 and σB = σA. Since A and B are matrices of f and g, we have
σf = σg. 
Proposition 3.11. Let Σ be the z-stratum of I(En) with Segre symbol σ = [σ˜; r; t]. Denote by
Σ˜ the stratum of I(Sn−r−1) with Segre symbol σ˜.
1) If Σ has elliptic type then dimΣ = dim Σ˜ + (n− r)(r + 1).
2) If Σ has hyperbolic type dimΣ = dim Σ˜ + n(r + 1)− r2.
Proof. Let f be an element of Σ and [f ] its orbit. Then dimΣ = dim[f ] + ∆(f), where ∆(f) is
the number of parameters of a normal form of f . If f is elliptic then ∆(f) = ∆(f˜), while if f is
hyperbolic ∆(f) = ∆(f˜) + 1, since the translation involves one parameter. Here f˜ denotes an
element of Σ˜. Since dim[f ] = dimEuc(n) − Z(f), the result follows from Propositions 3.7 and
3.8. 
3.3. z-classes of I(Hn)
Consider the space-time decomposition T = Tt ⊕ Ts ∈ O
+(1, n) of a Lorentzian normal form.
Let Z(Tt) and Z(Ts) denote the centralizers of Tt and Ts in O
+(1, nt) and O(ns) respectively.
Then by Corollary 3.3 we have Z(T ) = Z(Tt) × Z(Ts) ∈ O
+(1, n). The centralizers of spatial
components were studied previously. We next study the temporal component.
Proposition 3.12. Let T ∈ O+(1, n) be a Lorentzian normal form with no spatial component.
1) If T = In+1 is elliptic then Z(T ) = O
+(1, n) and dimZ(T ) = n(n+ 1)/2.
2) If T = Θ⊕ In−2 is parabolic then
Z(T ) =

(
1+d c -d a
c 1 -c 0
d c 1-d a
b 0 -b D
)
;
D ∈ O(n− 2)
a ∈ Rn−2
c ∈ R
,
d = 12 (c
2 + ||b||2)
a = bD

and dimZ(T ) = 1 + 12(n− 2)(n − 1).
3) If T = Ωt is hyperbolic then Z(T ) is the component of I2 in O
+(1, 1) and dimZ(T ) = 1.
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Proof. The only non-trivial case is the second. Let M ∈ Z(T ). We write M as a block matrix
M =
(
C A
B D
)
. The condition [M,T ] = 0 implies [Θ, C] = 0, (Θ − I3)A = 0 and B(Θ − I3) = 0.
An easy computation shows that
A =
( a1 ··· an−2
0 ··· 0
a1 ··· an−2
)
and B =
(
b1 0 -b1
...
...
...
bn−2 0 -bn−2
)
.
Recall from Section 2.4 that Θ is conjugate to a unipotent Jordan block of size 3. The matrices
commuting with a Jordan block are regular upper triangular matrices (see [Gan98]). This implies
that C is a matrix of the form
C =
(
e+d c -d
c e -c
d c e-d
)
.
The conditionM tQM = Q implies: CtQC+BtB = Q, AtQA+DtD = In−2 and CtQA+BtD =
0. From the first of these identities we deduce that e = ±1, and that d = 12e(c
2 +
∑n−2
i=1 b
2
i ).
Furthermore, for M to be positive, the upper left entry of C must be positive. Hence e = 1.
Since AtQA = 0, from the second identity we obtain DtD = In−2, therefore D ∈ O(n− 2). The
third identity implies that aj =
∑n−2
i=1 bidij , where dij are the coefficients of D. 
Lemma 3.13. Let T ∈ O+(1, n) be a Lorentzian normal form with no spatial component and
let A ∈ O+(1, n) such that Z(T ) = Z(A). Then σT = σA.
Proof. The only non-trivial case is T = Θ⊕ In−2. Let B = I3 ⊕ C, where C ∈ O(n− 2). Then
B ∈ Z(T ) and [B,A] = 0. By Corollary 3.3, A is a block diagonal matrix A = A1 ⊕ A2, where
[A1,Θ] = 0 and [A2, C] = 0 for all C ∈ O(n− 2). Therefore A2 = ±In−2 and
A1 =
(
a+d b -d
b a -b
d b a-d
)
.
The condition A ∈ O+(1, n) implies a = 1 and d = b2/2. If b = 0 then A1 is the identity matrix
and by Proposition 3.12, Z(A) 6= Z(T ). Therefore b 6= 0. In such case, A1 is conjugate to Θ,
and A has a normal form Θ ⊕ εIn−2, where ε = ±1. To see that σA = σT it remains to show
that for all n > 2 we have ε = 1.
Assume that n > 2 and ε = −1. Then by Proposition 3.12, Z(A) ∼= Z(Θ) × O(n − 2). In
particular we have dimZ(T ) − dimZ(A) = n − 2 > 0, which is a contradiction. Hence ε = 1
and σA = σT . 
Theorem 3.14. Let f, g ∈ I(Hn). Then σf = σg if and only if f and g are in the same z-class.
Proof. Assume that σf = σg. By Proposition 3.12, there exist normal forms A and B of f and
g respectively such that Z(A) = Z(B). Therefore the isotropy groups of f and g are conjugate
to each other.
Conversely, assume that Z(f) is conjugate to Z(g). Then there exists a normal form T of f
such that Z(T ) = Z(B), where B is the matrix of g in some Lorentz basis. Let T = Tt ⊕ Ts
be the space-time decomposition of T . Then B is a block diagonal matrix B = B1 ⊕Bs, where
Z(Tt) = Z(B1) and Z(Ts) = Z(B2). By Theorem 3.6 we have σ˜Ts = σ˜B2 . By Lemma 3.13 we
have σTt = σB1 . To prove that σB = σT it remains to show that if T is elliptic or parabolic,
then 1 is not an eigenvalue of B2.
Let Ts = R ⊕ -Ik, where R is a composition of rotations. Since σ˜Ts = σ˜B2 , B2 has a normal
form R′ ⊕ εIk, where σ˜R = σ˜R′ . Assume that ε = 1. Then
dB = dimZ(B) = dimZ(Tt ⊕ Ik) + dimZ(R),
dT = dimZ(T ) = dimZ(Tt) + dimZ(R) + dimO(k).
By Proposition 3.12, in the elliptic and parabolic cases, we find that dB − dT > 0, which is a
contradiction. Therefore ε = −1, and 1 is not an eigenvalue of B2. Since T and A are matrices
of f and g respectively, we have σf = σg. 
Proposition 3.15. Let Σ be a z-stratum of I(Hn) with Segre symbol σ = [r; σ˜; t]. Denote by Σ˜
the stratum of I(Sn−r−1) with Segre symbol σ˜.
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1) If Σ has elliptic type then dimΣ = dim Σ˜ + nr − r2 + r.
2) If Σ has parabolic type then dimΣ = dim Σ˜ + nr − r2 + 3r − 4.
3) If Σ has hyperbolic type dimΣ = dim Σ˜ + 2n− 1.
Proof. Let f be an element of Σ and [f ] its orbit. Then dimΣ = dim[f ] + ∆(f), where ∆(f) is
the number of parameters of a normal form of f . If f is elliptic or parabolic then ∆(f) = ∆(f˜),
while if f is hyperbolic then ∆(f) = ∆(f˜) + 1, since the hyperbolic rotations depend on a
parameter. Here f˜ denotes an element of Σ˜. Since dim[f ] = dimEuc(n) − Z(f), the result
follows from Propositions 3.4 and 3.12. 
4. Invariant subspaces
Let Mn denote one of the Riemannian manifolds Sn, En or Hn. Recall that the generalized
Grassmannian G(k,Mn) is the set of closed totally geodesic submanifolds of Mn isometric to
Mk. It is a homogeneous space of dimension (k + 1)(n − k) (see [Oba68]).
Given f ∈ I(Mn) we will denote by Γf (k) the set of f -invariant closed totally geodesic
submanifolds of Mn isometric to Mk. Then Γf (k) is a closed subset of G(k,M
n). We also let
Γf =
⊔n
k=0 Γf (k).
In this section, we describe the sets Γ(k) and relate them to the Segre symbol: We will show
that Γf (k) is a closed smooth submanifold of G(k,M
n) and that given isometries f, g ∈ I(Mn),
then Γf (k) ∼= Γg(k) for all 0 ≤ k ≤ n if and only if f and g are in the same Segre class. In
fact, we prove a stronger result: that the dimensions of the connected components of Γf (k), for
0 ≤ k ≤ 4, determine the Segre symbol (and thus the z-class) of f .
4.1. Invariant subspaces of a linear endomorphism
We begin by recalling some basic properties of invariant subspaces for a linear endomorphism
of a finite dimensional vector space, which will be needed in the later parts of the section. These
have been studied by Shayman in [Sha82]. In what follows we adopt his notation.
Given an n-dimensional vector space V defined over R or C, denote by G(k, V ) the Grass-
mannian of k-dimensional linear subspaces of V , where k ≤ n.
Given an endomorphism A ∈ End(V ), denote by SA(k) the set of all A-invariant subspaces
of V of dimension k, which is a closed algebraic subvariety of G(k, V ).
Lemma 4.1. If A,B ∈ End(V ) are conjugate endomorphisms, there is an isomorphism of
algebraic varieties SA(k) ∼= SB(k).
Proof. Let B = αAα−1 for some α ∈ GL(n), and let U ∈ SA(k). Then αU ∈ SB(k). The map
U 7→ αU defines an isomorphism SA(k)→ SB(k). 
Lemma 4.2. Let A ∈ End(V ) and let V = V1 ⊕ · · · ⊕ Vs be a primary decomposition of V
with respect to A. Then every A-invariant subspace U ⊂ V admits a primary decomposition
U = U1 ⊕ · · · ⊕ Us with respect to A|U , such that Ui = U ∩ Vi.
Proof. Let Vi = Ker pi(A)
ni , where pi(t)
ni is an elementary divisor. Then Ui = Ker pi(A)
mi ,
with mi ≤ ni. Therefore Vi ∩ U = Ker pi(A|U )
ni = Ker pi(A|U )
mi = Ui. 
The following is a consequence of the previous lemma.
Proposition 4.3 ([Sha82], Theorem 2). Let A ∈ End(V ) and V = V1 ⊕ · · · ⊕ Vs be a primary
decomposition of V with respect to A. For all i = 1, · · · , s denote by pii : V → Vi the natural
projection, and by Ai the restriction of A to Vi. The map SA → SA1 × · · · × SAs defined by
U 7→ (pi1(U), · · · , pis(U)) is an isomorphism of algebraic varieties. In particular
SA(k) ∼=
⊔
k1+···+ks=k
SA1(k1)× · · · × SAs(ks).
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In view of the above result, to study the varieties of invariant subspaces of a linear endomor-
phism one can restrict to the case when the endomorphism has a single primary component.
We remark that the varieties SA(k) are singular in general (see [Sha82]). For orthogonal maps
the situation is much more simple, since the normal forms of such transformations are diagonal
over C. We will see that in this case the varieties SA(k) are smooth.
4.2. Invariant totally geodesic subspheres of Sn
The spherical Grassmannian G(k,Sn) is the set of k-dimensional totally geodesic subspheres
of Sn. Such subspheres are precisely the intersections of Sn with the linear subspaces of Rn+1.
This follows directly from the description of the geodesics in Sn. There is an identification
G(k,Sn) = G(k + 1,Rn+1). Therefore G(k,Sn) is a smooth projective variety of dimension
(k + 1)(n − k).
Let f ∈ I(Sn). By the above identification we have that Sk ∈ Γf (k) if and only if there exists
U ∈ Sf (k) such that S
k = Sn ∩ U . This gives an isomorphism Γf (k) ∼= Sf (k + 1). Therefore
the study of Γf (k) reduces to the study of the varieties of invariant linear subspaces of a real
orthogonal linear map.
Proposition 4.4. Let A ∈ O(n) be an orthogonal map having a single primary component.
i) If A = ±In then SA(k) ∼= G(k,R
n).
ii) If A = R⊕pθ , with 2p = n then SA(k) = ∅ if k is odd and SA(k) ∼= G(
k
2 ,C
p) if k is even.
Proof. The first case is trivial. Assume that A = R⊕pθ . Let V = R
n and denote by V c the
complexification of V . Let Ac : V c → V c denote the complexification of A. Then Ac has
a pair of conjugate eigenvalues λ and λ. There is a primary decomposition V c = V cλ ⊕ V
c
λ,
where V cλ is the eigenspace of eigenvalue λ and V
c
λ = V
c
λ
is the eigenspace of eigenvalue λ. Let
Aλ = A
c|V c
λ
denote the restriction of Ac to V cλ , and let piλ : V
c → V cλ be the projection of V
c
along V
c
λ. By Lemma 4.2, there is an isomorphism SA −→ SAλ of real algebraic varieties given
by W 7→ piλ(W
c), where W c denotes the complexification of the subspace W . Note that the
normal form of Aλ is λIp, where λ ∈ C. Therefore SAλ(k)
∼= G(k,Cp). By the above isomorphism
we get SA(k) ∼= SAλ(
k
2 )
∼= G(k2 ,C
p). 
Proposition 4.5. Let A ∈ O(n) be an orthogonal map.
i) If σ˜A = [(n1n1), · · · , (nsns),m1,m2] is the Segre symbol of A then
SA(k) ∼=
⊔∑s
i=1 2ki + r1 + r2 = k
ki ≤ ni, ri ≤ mi
G(k1,C
n1)× · · · ×G(ks,C
ns)×G(r1,R
m1)×G(r2,R
m2).
ii) The dimensions of the connected components of SA(1) and SA(2) determine σ˜A.
Proof. The first statement is a consequence of Propositions 4.3 and 4.4. Let us prove the second.
The variety of invariant lines of A is given by
SA(1) ∼= G(1,R
m1) ⊔G(1,Rm2) ∼= Pm1−1R ⊔ P
m2−1
R
for certain m1 ≥ m2 ≥ 0, with the convention that G(1,R
0) = P−1R = ∅. Likewise, the variety of
invariant planes of A is given by
SA(2) ∼=
(
s⊔
i=1
Pni−1C
)
⊔G(2,Rm1) ⊔G(2,Rm2) ⊔
(
Pm1−1R × P
m2−1
R
)
where s ≥ 0, n1 ≥ · · · ≥ ns ≥ 0, and again G(1,C
0) = P−1C = ∅ and G(2,R
m) = ∅ for m < 2.
Let d = (d1, d2) denote the vector formed by the dimensions of the connected components of
SA(1), where we set d1 ≥ d2 and dim(∅) = −1. We then let m1 := d1+1 andm2 := d2+1. Let E
denote the set of dimensions of the connected components of SA(2). By the above formula, this
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set contains the elements e1 := m1(2−m1), e2 := m2(2−m2) (corresponding to the dimensions of
the real Grassmannians of planes) and e3 := m1+m2−2 (corresponding to the product of two real
projective spaces) whenever they are non-negative. Let E′ = E−E∩{e1, e2, e3} and s := #(E′).
We can write the elements of E′ as a vector e = (e1, · · · , es) where e1 ≥ e2 ≥ · · · ≥ es > 0. Note
that the elements of E′ must be even by construction (since they correspond to real dimensions
of complex projective spaces). For 1 ≤ i ≤ s, let ni := ei/2 + 1. Then the Segre symbol of A is
σ˜A = [(n1, n1), · · · , (ns, ns),m1,m2], where entries that are 0 are omitted from the notation. 
Theorem 4.6. Let f ∈ I(Sn). The dimensions of the connected components of Γf (0) and Γf (1)
determine the Segre symbol of f .
Proof. It follows from Proposition 4.5 and the fact that Γf (k) ∼= Sf (k + 1). 
Tables 1, 2 and 3 show a normal form representative of each Segre class, of isometries of S1,
S2 and S3, together with the varieties of invariant subspheres of each dimension.
Note that the elements of Γf (0) are 0-dimensional subspheres of S
n, that is, pairs of antipodal
points of Sn which are f -invariant, but each point of the pair need not be fixed. One could also
consider a finer classification taking into account the sets of fixed points. Then every z-class
of isometries having a real eigenvalue ±1 would split into two subclasses corresponding to the
connected components of the strata. Although S1 is not a space of constant curvature we include
the table of I(S1) for completeness.
Table 1. Isometries of S1
σ˜ normal form dimΣ Γ(0)
[2] ±I2 0 P
1
R
[1, 1] -I1 ⊕ I1 1 {∗ ∗}
[(11¯)] Rθ 1 ∅
Table 2. Isometries of S2
σ˜ normal form dimΣ Γ(0) Γ(1)
[3] ±I3 0 P
2
R P
2
R
[2, 1] ±(-I2 ⊕ I1) 2 P
1
R ⊔ {∗} P
1
R ⊔ {∗}
[(11¯), 1] Rθ ⊕±I1 3 {∗} {∗}
4.3. Invariant affine subspaces of En
Recall that the standard Euclidean affine space is given by En = {xn+1 = 1} ⊂ V = R
n+1,
and that V0 = {xn+1 = 0} ⊂ V is its associated vector space. The canonical inclusion V0 → V
induces an inclusion of Grassmannian varieties G(k, V0) → G(k, V ). The bijection between k-
dimensional affine subspaces of En and (k+1)-dimensional linear subspaces of V not contained
in V0 induces an isomorphism of algebraic varieties G(k,E
n) ∼= G(k +1, V ) \G(k+1, V0). Since
G(k,En) is an open Zariski connected subset of G(k + 1, V ), it is a quasi-projective algebraic
Classification of isometries and invariant subspaces 17
Table 3. Isometries of S3
σ˜ normal form dimΣ Γ(0) Γ(1) Γ(2)
[4] ±I4 0 P
3
R G(2,R
4) P3R
[(22¯)] Rθ ⊕Rθ 3 ∅ P
1
C ∅
[3, 1] ±(-I3 ⊕ I1) 3 P
2
R ⊔ {∗} P
2
R ⊔ P
2
R P
2
R ⊔ {∗}
[2, 2] -I2 ⊕ I2 4 P
1
R ⊔ P
1
R (P
1
R × P
1
R) ⊔ {∗ ∗} P
1
R ⊔ P
1
R
[(11¯), 2] Rθ ⊕±I2 5 P
1
R {∗ ∗} P
1
R
[(11¯), (11¯)] Rθ1 ⊕Rθ2 6 ∅ {∗ ∗} ∅
[(11¯), 1, 1] Rθ ⊕ -I1 ⊕ I1 6 {∗ ∗} {∗ ∗} {∗ ∗}
variety of dimension (k + 1)(n − k). We will denote by pi : G(k,En) → G(k, V0) the natural
projection sending each affine subspace to its associated vector space.
Let f ∈ I(En) be an isometry, and let ϕ0 : V0 → V0 be its associated linear map. Recall
that an affine subspace p + V ⊂ En is f -invariant if and only if ϕ0(V ) ⊂ V and f(p) − p ∈ V .
Therefore we have pi(Γf (k)) ⊂ Sϕ0(k).
Lemma 4.7. If f and g are conjugate Euclidean isometries, the varieties Γf (k) and Γg(k) are
isomorphic for all k.
Proof. Let α ∈ Euc(n) such that g = αfα−1. Then p+ V 7→ α(p + V ) is an isomorphism. 
Let f ∈ I(En) be an isometry induced by ϕ : V → V , and let ϕ0 : V0 → V0 be its associated
linear map. Let V = VR ⊕ V1 be the decomposition of V into ϕ-invariant subspaces, where V1
denotes the generalized eigenspace of eigenvalue 1 and VR is the direct sum of the remaining
generalized eigenspaces. Denote by ϕR = ϕ|VR and ϕ1 = ϕ|V1 the restrictions of ϕ to VR and V1
respectively.
Let B = En/VR be the quotient affine space with associated vector space V01 := V0/VR ∼=
V0 ∩ V1. Note that B is the affine space defined by B = {x ∈ V1;xn+1 = 1} and the restriction
of ϕ0 to V01 is the identity transformation. Since the map ϕ1 : V1 → V1 is unipotent, it induces
an isometry f1 : B→ B, which is either the identity or a translation.
Proposition 4.8. Let f ∈ I(En). With the previous notation, Γf ∼= SϕR × Γf1 . In particular,
Γf (k) ∼=
⊔
k1+k2=k
SϕR(k1)× Γf1(k2).
Proof. We have an isomorphism Γf ∼= Sϕ \ Sϕ0 . By Proposition 4.3, there is an isomorphism
Sϕ ∼= SϕR × Sϕ1 . Since VR ⊂ V0 we have Sϕ0
∼= SϕR × Sϕ01 . Therefore
Γf ∼= (SϕR × Sϕ1) \ (SϕR × Sϕ01)
∼= SϕR × (Sϕ1 \ Sϕ01)
∼= SϕR × Γf1 .

Proposition 4.9. Let f ∈ I(En) be a unipotent isometry.
i) If f is elliptic then Γf (k) ∼= G(k,E
n) for all k ≥ 0.
ii) If f is hyperbolic then Γf (0) = ∅, and Γf (k) ∼= G(k − 1,E
n−1), for all k ≥ 1.
Proof. If f is elliptic it is the identity transformation and every subspace is f -invariant.
Assume that f is hyperbolic. Let ({ei}ni=1; p) be an Euclidean reference of E
n such that the
matrix of f in this reference is a normal form In−1⊕( 1 a0 1 ). For all p ∈ E
n we have f(p)−p = aen.
Let p + V be an f -invariant subspace of dimension k and define L := Sp{en}. Then L ⊂ V ,
since the invariance of p+ V implies f(p)− p = aen ⊂ V .
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Consider the orthogonal complement L⊥ of L in V0 ∩ V1. Then B = p + L⊥ is an Euclidean
affine space of dimension n − 1. Denote by pi : En → B the orthogonal projection of En along
L, and by i : B→ En the canonical inclusion. Let g = pi ◦ f ◦ i : B→ B. Then g is the identity
transformation. There is a commutative diagram
En
f
−−−−→ Enxi ypi
B
g
−−−−→ B
Since L ⊆ V , pi(p + V ) is g-invariant of dimension k − 1. Then (p + V ) → pi(p + V ) defines an
isomorphism Γf (k)→ Γg(k − 1). Hence if k ≥ 1, Γf (k) ∼= Γg(k − 1) = G(k − 1,E
n−1). 
Theorem 4.10. Let f ∈ I(En) be an Euclidean isometry.
i) Let σf = [σ˜; r; t] be the Segre symbol of f . Let ϕR ∈ O(n − r) be an orthogonal map with
Segre symbol σ˜. Then
Γf (k) ∼=
⊔
k1+k2=k
SϕR(k1)×G(k2 − d,E
r−d), where
{
d = 0 if t = e (elliptic)
d = 1 if t = h (hyperbolic)
.
ii) The dimensions of the connected components of Γf (k), for k ≤ 3 determine the Segre symbol
of f .
Proof. i). We can assume that f is a normal form. Let f = ϕR ⊕ f1 be the decomposition of f
into its orthogonal and unipotent components. Then Γf ∼= SϕR × Γf1 by Proposition 4.8. The
result follows from Proposition 4.9.
ii). If Γf (0) 6= ∅ then f is elliptic, while if Γf (0) = ∅ then f is hyperbolic. We study each
case separately.
Assume that f is elliptic. Then Γf (0) ∼= E
r for some r ≥ 0 and by i), σf = [σ˜; r; e]. Let us
see that the dimensions of the connected components of Γf (1) and Γf (2) determine σ˜. Indeed,
since r is known, they determine the dimensions of SϕR(k), for k = 1, 2. By Proposition 4.5,
these determine σ˜.
Assume that f is hyperbolic. Then for k ≥ 1, Γf (k) ∼= Γg(k − 1), where σg = [σ˜; r; e]. By
the previous case, σg is determined by the dimensions of Γg(k), for k ≤ 2. Therefore σf is
determined by the dimensions of Γf (k), for k ≤ 3. 
Tables 4 to 6 show a normal form representative of each Segre class for isometries of E1, E2
and E3, together with the varieties of invariant affine subspaces of each dimension.
Table 4. Isometries of E1
σ normal form dimΣ Γ(0)
[0; 1; e]
(
1
1
)
0 E1
[1; 0; e]
(
-1
1
)
1 {∗}
[0; 1;h]
(
1 a
1
)
1 ∅
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Table 5. Isometries of E2
σ normal form dimΣ Γ(0) Γ(1)
[0; 2; e]
(
1
1
1
)
0 E2 G(1,E2)
[1; 1; e]
(
-1
1
1
)
2 E1 E1 ⊔ {∗}
[2; 0; e]
(
-1
-1
1
)
2 {∗} P1R
[0; 2;h]
(
1
1 a
1
)
2 ∅ E1
[(11¯); 0; e]
(
c s
-s c
1
)
3 {∗} ∅
[1; 1;h]
(
-1
1 a
1
)
3 ∅ {∗}
Table 6. Isometries of E3
σ normal form dimΣ Γ(0) Γ(1) Γ(2)
[0; 3; e] I4 0 E
3 G(1,E3) G(2,E3)
[1; 2; e] -I1 ⊕ I3 3 E
2 G(1,E2) ⊔ E2 G(1,E2) ⊔ {∗}
[3; 0; e] -I3 ⊕ I1 3 {∗} P
2
R P
2
R
[0; 3;h] I2 ⊕ ( 1 a0 1 ) 3 ∅ E
2 G(1,E2)
[2; 1; e] -I2 ⊕ I2 4 E
1 (P1R × E
1) ⊔ {∗} P1R ⊔ E
1
[(11¯); 1; e] Rθ ⊕ I2 5 E
1 {∗} E1
[1; 2;h] -I1 ⊕ I1 ⊕ ( 1 a0 1 ) 5 ∅ E
1 E1 ⊔ {∗}
[2; 1;h] -I2 ⊕ ( 1 a0 1 ) 5 ∅ {∗} P
1
R
[(11¯), 1; 0; 3] Rθ ⊕ -I1 ⊕ I1 6 {∗} {∗} {∗}
[(11¯); 1;h] Rθ ⊕ ( 1 a0 1 ) 6 ∅ {∗} ∅
4.4. Invariant totally geodesic hyperbolic subspaces of Hn
The hyperbolic Grassmannian G(k,Hn) is the set of all k-dimensional totally geodesic hyper-
bolic subspaces Hk of Hn. These are precisely the intersections of Hn with (k + 1)-dimensional
time-like subspaces of Rn+1. Therefore G(k,Hn) is an open connected subset of G(k+1,Rn+1),
but not a Zariski open set. Hence it is a semi-algebraic manifold of dimension (k + 1)(n − k).
If f ∈ I(Hn) is an isometry, the elements of Γf (k) are in bijection with the (k+1)-dimensional
f -invariant time-like subspaces of Rn,1.
Lemma 4.11. If f and g are conjugate isometries of the hyperbolic space, the varieties Γf (k)
and Γg(k) are isomorphic for all k.
Proof. It follows from the fact that Lorentz isometries preserve time-like subspaces. 
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Proposition 4.12. Let T = Tt ⊕ Ts ∈ O
+(1, n) be a space-time decomposition. Then
ΓT (k) ∼=
⊔
k1+k2=k
ΓTt(k1)× STs(k2).
Proof. Let U ⊂ Rn+1 be a time-like T -invariant subspace of dimension k > 0. By Lemma 4.2
we have U = Ut ⊕ Us, where Ut ⊂ Vt is Tt-invariant and Us ⊂ Vs is Ts-invariant. Moreover Us
is space-like, so for U to be time-like, Ut must be time-like. Therefore Ut ∈ ΓTt(k1), for some
k1 ≥ 0, and Us ∈ STs(k2), such that k1 + k2 = k. 
Proposition 4.13. Let T ∈ O+(1, n) and let r = dimVt.
1) If T is elliptic then ΓTt(k)
∼= G(k,Hr−1) for all 0 ≤ k ≤ r − 1.
2) If T is parabolic then ΓTt(k) = ∅ for k = 0, 1 and ΓTt(k)
∼= G(k − 2,Er−3) for k ≥ 2.
3) If T is hyperbolic then ΓTt(0) = ∅ and ΓTt(1) = {Vt}.
Proof. Case 1. If T is elliptic then Tt is the identity transformation. Therefore every subspace
is Tt-invariant and the result follows.
Case 2. Assume that T is parabolic, and let {ei}
r−1
i=0 be a Lorentz basis of Vt such that
the matrix of Tt is Θ ⊕ Ir−3. To compute ΓTt(k) we study the Tt-invariant time-like linear
subspaces of Vt. We first show that if U ⊂ Vt is a time-like Tt-invariant linear subspace of Vt
then Sp{e1, e0 + e2} ⊂ U .
Let {vi}
r−1
i=0 be the basis of Vt defined by v2 =
1
2(e0 + e2) and vi = ei for all i 6= 2. Then
Ttv0 = v0 + v1 + v2, Ttv1 = v1 + 2v2 and Ttvi = vi ,∀ i > 1.
Let U ⊂ Vt be a time-like Tt-invariant linear subspace of Vt, and let u =
∑r−1
i=0 aivi ∈ U be
a time-like vector of U . Then (T − I)u = a0v1 + (a0 + 2a1)v2 and (T − I)
2u = 2a0v2. Since
Q(u) < 0, we have a0 6= 0, and since (T − I)
2u ∈ U it follows that v2 ∈ U . Therefore since
(T − I)u ∈ U we have v1 ∈ U . Hence Sp{v1, v2} ⊂ U as claimed.
Note that since Sp{v1, v2} is not time-like, every time-like Tt-invariant subspace of Vt has
dimension of at least 3. Hence ΓTt(k) = ∅, for k ≤ 1.
For k ≥ 2, the set of k-dimensional subspaces U ⊆ Vt such that Sp{v1, v2} ⊆ U is isomorphic
to G(k − 2, Vt/Sp{v1, v2}) ∼= G(k − 2,R
r−2). Furthermore, every such subspace is Tt-invariant.
We next show that the set of those Tt-invariant subspaces that contain Sp{v1, v2} and are not
time-like, is isomorphic to G(k − 2,Rr−3).
Let V0 = {x0 = 0} ∩ Vt ⊂ Vt and let U ⊂ Vt such that Sp{v1, v2} ⊂ U . Then Q|U ≥ 0
if and only if U ⊂ V0. Indeed, assume that Q|U ≥ 0 and let u =
∑r−1
i=0 aivi ∈ U . Then
Q(u) = −a0(a0 + 2a2) +
∑
i 6=2 a
2
i . Therefore if a0 6= 0, and since v2 ∈ U , we can choose a2 such
that Q(u) < 0, which is a contradiction. Hence a0 = 0 and U ⊂ V0. Conversely since V0 is
space-like, if U ⊂ V0 then Q|U ≥ 0.
Therefore the set of Tt-invariant k-dimensional time-like subspaces of Vt is isomorphic to
G(k − 2,Rr−2) \G(k − 2,Rr−3), and we have
ΓTt(k)
∼= G(k − 1,Rr−2) \G(k − 1,Rr−3) ∼= G(k − 2,Er−3).
Case 3. If T is hyperbolic then r = 2 and Tt has a normal form Ω =
(
c d
d c
)
, where c, d ∈ R
are such that c2− d2 = 1, d 6= 0. It follows from an easy computation that the only Tt-invariant
proper subspaces of Vt are light-like lines. Therefore ΓTt(0) = ∅ and ΓTt(1) = {Vt}. 
Theorem 4.14. Let T ∈ O+(1, n), and let r = dimVt.
i) If T is elliptic then
ΓT (k) ∼=
⊔
k1+k2=k
G(k1,H
r−1)× STs(k2).
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If T is parabolic then ΓT (k) = ∅ for k = 0, 1 and
ΓT (k) ∼=
⊔
k1+k2=k−2
G(k1,E
r−3)× STs(k2).
If T is hyperbolic then ΓT (0) = ∅ and ΓT (k) ∼= STs(k − 1) for k ≥ 1.
ii) The dimensions of the connected components of ΓT (k), for k ≤ 4 determine the Segre symbol
of T .
Proof. The first statement follows from Propositions 4.12 and 4.13. Let us prove the second.
Let ci denote the number of connected components of ΓT (i). By the above proposition
applied to the case k = 0 we know that if c0 > 0 then T is elliptic, if c0 = 0 and c1 > 0 then
T is hyperbolic, and if c0 = c1 = 0 then T is parabolic. Therefore we can study each type of
isometry separately. Let r = dimVt.
i) If T is elliptic then ΓT (0) ∼= G(0,H
r−1) ∼= Hr−1. Therefore the dimension of ΓT (0) deter-
mines r. Moreover, ΓT (1) ∼= G(1,H
r−1)⊔
(
Hr−1 × STs(1)
)
. Since r is known, the dimensions
of ΓT (1) determine the dimensions of STs(1). Therefore
ΓT (2) ∼= G(2,H
r−1) ⊔
(
G(1,Hr−1)× STs(1)
)
⊔
(
Hr−1 × STs(2)
)
,
and the dimensions of ΓT (2) determine those of STs(2). By Proposition 4.5 the Segre symbol
of Ts is determined, so the Segre symbol of T is determined as well.
ii) If T is hyperbolic then ΓT (k) ∼= STs(k − 1) and the result follows from Proposition 4.5.
iii) If T is parabolic then ΓT (2) ∼= H
r−2, so its dimension determines r. Moreover,
ΓT (3) ∼= G(1,H
r−2) ⊔
(
Hr−2 × STs(1)
)
,
so the dimensions of ΓT (3) determine the dimensions of STs(1). Therefore
ΓT (4) ∼= G(2,H
r−2) ⊔
(
G(1,Hr−2)× STs(1)
)
⊔
(
Hr−2 × STs(2)
)
,
so the dimensions of ΓT (4) determine the ones of STs(2). By Proposition 4.5 we get the
result.

Tables 7 to 9 show a normal form representative of each Segre class, for isometries of H1, H2
and H3, together with the varieties of invariant hyperbolic subspaces of each dimension.
Table 7. Isometries of H1
σ normal form dimΣ Γ(0)
[2; 0; e] ( 1
1
) 0 H1
[1; 1; e] ( 1
-1
) 1 {∗}
[2; 0;h] ( c d
d c
) 1 ∅
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Table 8. Isometries of H2
σ normal form dimΣ Γ(0) Γ(1)
[3; 0; e]
(
1
1
1
)
0 H2 G(1,H2)
[2; 1; e]
(
1
1
-1
)
2 H1 H1 ⊔ {∗}
[1; 2; e]
(
1
-1
-1
)
2 {∗} P1R
[3; 0; p]
(
3
2
1 -
1
2
1 1 -1
1
2
1
1
2
)
2 ∅ ∅
[1; (11¯); e]
(
1
a b
-b a
)
3 {∗} ∅
[2; 1;h]
(
c d
d c
±1
)
3 ∅ {∗}
Table 9. Isometries of H3
σ normal form dimΣ Γ(0) Γ(1) Γ(2)
[4; 0; e] I4 0 H
3 G(1,H3) G(2,H3)
[3; 1; e] I3 ⊕ -I1 3 H
2 G(1,H2) ⊔H2 G(1,H2) ⊔ {∗}
[1; 3; e] I1 ⊕ -I3 3 {∗} P
2
R P
2
R
[2; 2; e] I2 ⊕ -I2 4 H
1 (P1R ×H
1) ⊔ {∗} H1 ⊔ P1R
[4; 0; p] Θ⊕ I1 4 ∅ ∅ E
1
[2; (11¯); e] I2 ⊕Rθ 5 H
1 {∗} H1
[3; 1; p] Θ⊕ -I1 5 ∅ ∅ {∗}
[2; 2;h] Ωt ⊕±I2 5 ∅ {∗} P
1
R
[1; (11¯), 1; e] I1 ⊕Rθ ⊕ -I1 6 {∗} {∗} {∗}
[2; 1, 1;h] Ωt ⊕ I1 ⊕ -I1 6 ∅ {∗} {∗ ∗}
[2; (11¯);h] Ωt ⊕Rθ 6 ∅ {∗} ∅
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