We prove that all reversible rings are McCoy, generalizing the fact that both commutative and reduced rings are McCoy. We then give an example of a semi-commutative ring that is not right McCoy. At the same time, we also show that semi-commutative rings do have a property close to the McCoy condition.  2005 Elsevier Inc. All rights reserved.
Introduction
It is often taught in an elementary algebra course that if R is a commutative ring, and f (x) is a zero-divisor in R [x] , then there is a nonzero element r ∈ R with f (x)r = 0. This was first proved by McCoy [6, Theorem 2] . One can then make the following definition:
Definition. Let R be an associative ring with 1. We say that R is right McCoy when the equation f (x)g(x) = 0 over R [x] , where f (x), g(x) = 0, implies there exists a nonzero r ∈ R with f (x)r = 0. We define left McCoy rings similarly. If a ring is both left and right McCoy we say that the ring is a McCoy ring. 
The following implications hold:
In general, each of these implications is irreversible (see [5] 
A large class of McCoy rings
We will shortly prove that all reversible rings are McCoy. To do so, we need to investigate what relations one can derive from f (x)g(x) = 0 when R is reversible, or more generally when R is semi-commutative. This finishes our inductive step, and the proof. 
, and suppose f (x)g(x) = 0. Clearly it suffices to just prove that R is left McCoy. In fact, we will show something slightly stronger. For any polynomial a(x) ∈ R[x] set C a equal to the left ideal generated by the coefficients of a(x). We will show, by induction, that there exists some c ∈ C f \ {0} with c · g(x) = 0, and this will imply R is left McCoy.
First, note that we may assume that a 0 , b 0 = 0, after dividing f (x) and g(x) by powers of x if necessary. Also, we may assume that m and n are the actual degrees of f (x) and g(x), respectively. If n = 0 set c = a 0 and then cg(x) = a 0 b 0 = 0 and we are done. So we may assume n 1. We also may suppose, by induction on the degree of g (x) , that for all While we will show that semi-commutative rings are not McCoy in general, there is another nice condition that they do satisfy. The basic idea is to generalize Lemma 1 to construct a zero-divisor out of all the coefficients of g(x). 
Proof
. . . 
Semi-commutative but not McCoy
Let k = F 2 a 0 , a 1 , a 2 , a 3 , b 0 , b 1 be the free associative algebra (with 1) over F 2 generated by six indeterminates (as labeled above). Let I be the ideal generated by the following relations: 0 , a 0 b 1 + a 1 b 0 , a 1 b 1 + a 2 b 0 , a 2 b 1 + a 3 b 0 , a 3 b 1 ,   a 0 a j (0 j 3), a 3 a j (0 j 3), a 1 a j + a 2 a j (0 j 3) ,
We let R = k/I . Think of {a 0 , a 1 , a 2 , a 3 , b 0 , b 1 } as elements (sometimes called letters) of R satisfying the relations in I , suppressing the bar notation.
Put
Further, we will demonstrate that R is semi-commutative. Finally, we will prove that R is left McCoy but not right McCoy.
Notice I is a homogeneous ideal. Therefore, there is a notion of degree on the (nonzero) monomials of R. We will describe how each element of R can be written in a unique reduced form.
Claim 5. Any element γ ∈ R can be written uniquely in the form
Proof. This is just a direct use of the diamond lemma, where one reduces any given monomial using the relations specified in the definition of I (see [1] ). We describe how to make a reduction, and leave it to the reader to show that the hypotheses of the diamond lemma hold.
First, check whether the monomial we are reducing has any occurrence of Proof. Let γ, γ ∈ R with γ γ = 0. Write γ in the unique form of Claim 5. For ease of notation, we will write f 1 for f 1 (a 2 ), and will do the same for all other polynomials in the variable a 2 . We also write γ in the unique form of Claim 5, so γ = f 0 + f 1 a 1 + · · · + s 0 b 1 . Also, put f = f 0 + f 1 a 1 + f 2 a 2 , and define f similarly. Throughout we use the fact that I is a homogeneous ideal, so it follows that all the monomials of any given degree in γ γ must add to zero.
To prove that γ rγ = 0 for all r ∈ R, we first show that this is true for the letters (i.e. monomials of degree 1). If γ or γ is zero, then this is trivial. So, we may assume that γ, γ = 0. Now γ γ = 0 implies f 0 f 0 = 0. Thus, f 0 = 0 or f 0 = 0. First suppose that f 0 = 0. Let δ = 0 be the sum of the (nonzero) terms of γ with lowest degree. Since I is homogeneous, δf 0 = 0. Therefore f 0 = 0. Similarly, if we assume f 0 = 0 we obtain f 0 = 0. So in all cases f 0 = f 0 = 0.
Notice that b i γ = 0 for i = 0, 1, since f 0 = 0. Therefore, γ b i γ = 0. So we only need to check whether γ a j γ = 0 for 0 j
3. An easy computation shows that γ a j = (f 1 + f 2 )a 2 a j , so if f 1 = f 2 then γ a j γ = 0. Therefore, we may also assume that f 1 = f 2 . We will show below that this contradicts γ = 0.
Calculating the reduced form for γ γ yields
Since f 1 + f 2 = 0 we must have f 1 = f 2 = g = h = 0. Also, from the last three lines we obtain
, which is impossible since f 1 = f 2 . So r 0 = 0. But then adding Eqs. (1) and (2) gives the same contradiction.
So we must have s 0 = 0. If r 0 = 1, then adding Eqs. (2) and (3) we reach the same contradiction as before. Therefore r 0 = 0 also. But then since f 1 = f 2 we have r 1 = r 2 = r 3 = 0, and hence γ = 0, contradicting our previous assumption that γ = 0.
This shows that in all cases γ rγ = 0 if r is a letter. Repeating the above argument, replacing γ by γ r, the same is true if r is a monomial of any positive degree. But γ γ = 0, so it also holds if r = 1. Since any element of R is just a sum of monomials, putting this all together yields γ rγ = 0 for all r ∈ R. Therefore R is semi-commutative. 
Hence, I being an homogeneous ideal implies that the terms of any fixed degree in Eq. (4) must add to 0. But from our choice of j and k there is only one term in Eq. (4) of smallest degree, namely p j · 1 = 0 coming from p j q k . Therefore this gives a contradiction, and we are done. 2
Final remarks
We note that there is a simpler ring that is left McCoy but not right McCoy. Set k = 
