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We study the critical breakdown of two-dimensional quantum magnets in the presence of alge-
braically decaying long-range interactions by investigating the transverse-field Ising model on the
square and triangular lattice. This is achieved technically by combining perturbative continuous
unitary transformations with classical Monte Carlo simulations to extract high-order series for the
one-particle excitations in the high-field quantum paramagnet. We find that the unfrustrated sys-
tems change from mean-field to nearest-neighbor universality with continuously varying critical
exponents, while the system remains in the universality class of the nearest-neighbor model in the
frustrated cases independent of the long-range nature of the interaction.
The understanding of quantum phase transitions at
zero temperature has been an active research field over
many decades, since the diverging quantum fluctuations
of quantum many-body systems at a quantum critical
point lead to intriguing universal behavior giving rise
to many fascinating quantum materials with novel col-
lective effects. The physical properties close to a zero-
temperature quantum critical point can be classified for
most systems by universality classes, which only depend
on the dimension and the symmetry of the underlying
system. As a consequence, the critical behavior of many
physical systems can be described by paradigmatic mod-
els for each universality class, which in many cases cor-
respond to interacting spin systems.
One of the most important microscopic models is the
ferromagnetic transverse-field Ising model (TFIM). This
unfrustrated system realizes a quantum phase transition
between a quantum paramagnet and a Z2-symmetry-
broken phase for any lattice in any dimension d. The
corresponding universality class is the one of the classical
Ising model in dimension d+1. In general, the quantum-
critical properties of unfrustrated models with short-
range interactions are well understood. The situation
becomes more interesting in the presence of frustration
where different types of quantum-critical behavior as well
as exotic states of quantum matter are known to occur.
Important examples in the framework of fully-frustrated
TFIMs are the antiferromagnetic TFIM on the triangu-
lar and pyrochlore lattice. For the triangular TFIM an
order by disorder mechanism gives rise to a ground state
where translational symmetry is broken and the univer-
sality class of the quantum phase transition is 3D-XY
[1–4]. In contrast, on the pyrochlore lattice, disorder by
disorder leads to a quantum-disordered Coulomb phase
in the antiferromagnetic TFIM [5–7] displaying emergent
quantum electrodynamics and the quantum phase tran-
sition to the high-field quantum paramagnet is first order
[8].
All of the above systems are restricted to short-range
interactions. However, there are many important phys-
ical systems where long-range interactions are relevant
[9–21]. Important examples are dipolar interactions be-
tween spins in spin-ice materials giving rise to emergent
magnetic monopoles [12], effective long-range magnetic
interactions between zig-zag edges in graphene [22], as
well as trapped cold-ion systems in quantum optics for
which the nature of interactions can be varied flexibly
and which have realized the long-range TFIM (lrTFIM)
on the triangular lattice [16, 17, 21].
The critical behavior of quantum systems with long-
range interactions is much less understood. Several stud-
ies have focused on the TFIM chain with long-range in-
teractions [23–27]. For a ferromagnetic Ising exchange
there are three different regimes. Besides 2D-Ising criti-
cality as for the nearest-neighbor TFIM chain and mean-
field (MF) behavior, for intermediate long-range interac-
tions, there is a window with continuously varying criti-
cal exponents. In contrast, a recent investigation of the
frustrated antiferromagnetic TFIM chain with long-range
interactions indicates that the critical behavior is always
2D-Ising independent of the nature of the long-range in-
teraction [26]. Much less is known in (2 + 1)-dimensions
[28], since numerical investigations are much harder to
perform. This is especially true when it comes to the
interplay of long-range interactions and frustration. In
this letter, we combine high-order series expansions with
classical Monte Carlo simulations to investigate such in-
teresting and challenging quantum systems.
Model: We study the lrTFIM given by
H = −1
2
∑
j
σzj − λ
∑
i6=j
1
|i− j|ασ
x
i σ
x
j , (1)
with Pauli matrices σ
x/z
i describing spins-1/2 located on
lattice sites i. Positive (negative) λ correspond to (anti)-
ferromagnetic interactions. Tuning the positive parame-
ter α changes the long-range behavior of the interaction,
where α = ∞ recovers the nearest-neighbor TFIM. In
this work we focus on the square and triangular lattice
illustrated in Fig. 1.
Approach: We perform high-order series expansions in
λ about the high-field limit with the long-range Ising in-
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2teractions acting as a perturbation to
H0 = −1
2
∑
j
σzj . (2)
The ground state of H0 is given by |↑↑ · · · ↑〉 while the
lowest excitations are single local spin flips. To obtain a
quasi-particle (qp) description we perform a Matsubara-
Matsuda transformation σxj = bˆ
†
j + bˆj and σ
z
j = 1− 2nˆj
[29]. Here bˆ
(†)
j are hardcore-boson annihilation (creation)
operators and nˆj ≡ bˆ†j bˆj counts the number of particles on
site j. This gives (1) in a qp language
H =
∑
j
nˆj − λ
∑
i6=j
1
|i− j|α
(
bˆ†i bˆ
†
j + bˆ
†
i bˆj + H.c.
)
, (3)
up to a constant of −N/2.
Next we apply perturbative continuous unitary trans-
formations (pCUTs) [30] using white graphs [31] to
transform Eq. (1), order by order in λ, to an effec-
tive qp-conserving Hamiltonian Heff as it has been done
successfully for the one-dimensional lrTFIM [25]. As
a consequence, Heff is block-diagonal in the qp num-
ber Qˆ ≡∑i nˆi and the quantum many-body system is
mapped to an effective few-body problem. Here we con-
sider the one-qp block which can be expressed as
H1qpeff = E0 +
∑
i,δ
aδ
(
bˆ†i bˆi+δ + H.c.
)
, (4)
with the ground-state energy E0 and the hop-
ping amplitudes aδ. The one-qp Hamiltonian (4)
is diagonalized by Fourier transformation yielding
H1qpeff = E0 +
∑
k ω(k) bˆ
†
kbˆk. In the following, we focus
on the one-qp gap ∆ which is the minimum of the one-
qp dispersion ω(k) = a0 +
∑
δ 6=0 aδ cos (k · δ). The gap
is located at k = 0 in the ferromagnetic cases and at
k = (pi, pi) [k = ±(2pi/3,−2pi/3)] for the antiferromag-
netic lrTFIM on the square [triangular] lattice in the α-
ranges we have studied (see Fig. 1 for the definition of
basis vectors).
The pCUT determines the hopping amplitudes aδ and
therefore the one-qp dispersion ω(k) as a high-order se-
ries expansion in λ in the thermodynamic limit. This can
be done most efficiently via a full graph decomposition
in linked graphs G exploiting the linked-cluster theorem
[31]. While for Hamiltonians with short-range interac-
tions the main challenge lies in the generation of and
calculation on linked graphs contributing in a given or-
der, for long-range interactions the difficulty is shifted to
the final embedding [25]. In order k perturbation theory
all linked graphs with up to k links may contribute in the
calculation. The embedding of the graph-specific contri-
bution aGδ to the hopping amplitudes aδ in Eq. (4) in the
infinite lattice requires the embedding of every single link
infinitely many times due to the long-range character of
FIG. 1. Illustration of the square (left) and triangular (right)
lattice with basis vectors e1 and e2. Various embedding ex-
amples of the three-site chain graph for a fixed δ are shown.
the interaction. As a result of the infinite number of pos-
sible embeddings on the lattice for each graph, a conven-
tional linked-cluster expansion becomes problematic. At
this point white graphs are essential [31], since they allow
to extract the generic linked contributions from graphs
in a first step while the embedding on a specific lattice
is done only at the end of the calculation. Here we per-
form the pCUT on each graph by introducing different
couplings λGj with j ∈ {1, . . . , n} on the n links of G. The
resulting linked contributions in terms of the λGj are then
embedded in the infinite system by identifying the sites
of graph G with the sites of the lattice and therefore re-
placing λGj with the true interactions λ |i− j|−α for each
pair of sites i and j on the lattice.
Let us illustrate the white graph expansion by con-
sidering the hopping amplitude aGδ with δ = i2 − i0 in
second-order perturbation theory on a linked three-site
chain graph with sites i0, i1, and i2 (see Fig. 1). We intro-
duce the two coupling constants λG1 and λ
G
2 on this graph
and obtain the generic pCUT contribution − 12λG0λG1 to
the hopping amplitude aGδ . Embedding this term on the
lattice in the thermodynamic limit, every hopping ampli-
tude aδ gets infinitely many contributions: the δ is set by
fixing the two sites i0 and i2, but the remaining site i1 can
be placed on any other site of the lattice as illustrated in
Fig. 1. After Fourier transformation we get the following
contribution of this graph to the one-qp dispersion ω(k)
− λ
2
2
∑
i1 6=0
∑
δ 6=0
δ 6=i1
1
|i1|α
1
|i1 − δ|α cos(k · δ) . (5)
In general, the embedding procedure leads to the occur-
rence of nested infinite sums like (5). In the most com-
plex nested sum in order k there are d k infinite sums,
where d is the dimension of the lattice. Here we calcu-
lated series expansions of order 9 for ∆, which results in
18 nested sums for the most difficult terms. In total, a
number of 1068 different graphs have to be treated for
each k and α. Let us stress that these calculations are
tremendously more demanding compared to those in the
one-dimensional lrTFIM where a brute-force evaluation
of the nested sums up to order 8 is still feasible [25].
In two dimensions, an analogue calculation would only
reach order 4, which is certainly not sufficient to extract
3quantum-critical properties of the lrTFIM. Substantial
progress is therefore needed to reach order 9 which we
achieved by implementing classical Markov-Chain Monte
Carlo (MCMC) integration techniques. The infinitely-
large configuration space of embeddings is sampled in
order to calculate the coefficients ck of the gap series
∆ =
∑9
k=1 ck λ
k. Details on the implementation and the
performance of the MCMC are given in the Supplemen-
tary Materials [32]. For a given lattice, exponent α, and
momentum k, we sort the resulting nested sums of all
graphs in a given perturbative order by the number of
sites NG of the graphs. Then a separate MCMC calcu-
lation is performed for each NG in every order from 1 to
9. Effectively, the problem is reduced to the computa-
tion of the classical partition function of an NG-mer with
many-body interactions with respect to a linear molecule.
Joining all contributions from the various MCMC calcu-
lations, we obtain numerical estimates for the coefficients
ck which are given in [32]. Most importantly, the numer-
ical uncertainty is small enough in the ck so that any
conclusion drawn below is not affected.
The final series of the gap have to be extrapolated
in order to extract quantum-critical properties of the
lrTFIM. As for the one-dimensional lrTFIM [25], we ex-
pect second-order quantum phase transitions out of the
high-field quantum paramagnet so that the one-particle
gap ∆ closes as (λ−λc)zν near the quantum critical point
λc. Here z is the dynamical and ν the correlation-length
critical exponent. The quantities λc and zν are then es-
timated by DlogPade´ extrapolation of the gap series. As
error bars for these quantities we use the standard de-
viation of non-defective DlogPade´ extrapolants. Further
details of the extrapolation and our error estimates are
given in [32].
Results: We apply our approach to the lrTFIM on the
square and triangular lattice, both for a ferromagnetic
and an antiferromagnetic Ising exchange. The main goal
is to determine the quantum phase diagram and to ana-
lyze the universality classes as a function of α.
Ferromagnetic interaction: In this case the lrTFIM is
in the 3D-Ising universality class for α→∞ on both lat-
tices with a critical exponent zν ≈ 0.63 [35]. As a func-
tion of α, a similar behavior as for the 1D lrTFIM is
expected [25, 36], where the critical exponent zν varies
continuously in a certain range of α from 2D-Ising to the
MF value zν = 0.5. However, the boundaries in α of
continuously varying exponents are shifted to α = 10/3
and α = 6 [36]. In Fig. 2 we show our results for λc and
zν for both lattices (green and blue squares and trian-
gles). We also display MF results as in Ref. [28] (dot-
dashed lines) and the quantum Monte Carlo data point
for α = 3 on the triangular lattice (red triangles) [28],
which agrees well with our data. For a large α = 10
the critical value λc is already very close to its nearest-
neighbor correspondent. Strengthening the longer-range
couplings by reducing α stabilizes the Z2-broken phase
FIG. 2. Critical point λc (upper panel) and exponent zν
(lower panel) are shown as squares (triangles) for the fer-
romagnetic lrTFIM on the square (triangular) lattice. Er-
ror bars represent the standard deviation of non-defective
DlogPade´ extrapolants. Shaded areas correspond to MF
(left) and nearest-neighbor (NN) (right) universality. (Up-
per panel) Dashed lines indicate the quantum critical points
λc = 0.16421 [33] (square lattice) and λc = 0.105 [34] (trian-
gular lattice) for the nearest-neighbor TFIM. MF results are
given as dot-dashed lines and the quantum Monte Carlo data
as red triangles (see [28]). (Lower panel) The upper (lower)
dashed line refers to zν ≈ 0.63 [35] (zν = 0.5) of the nearest-
neighbor TFIM (in MF).
and λc decreases. In the limit α → 2 the phase transi-
tion happens at λc → 0, while for exactly α = 2 the sums
diverge and (1) becomes ill-defined. However, we stress
that our results agree with MF calculations (dot-dashed
lines in Fig. 2) even in the regime α ≤ 2.5, where the MF
ansatz is expected to be quantitatively correct.
Next we discuss the behavior of zν. It is known that
the DlogPade´ extrapolation slightly overestimates criti-
cal exponents, since it ignores subleading corrections to
the critical behavior. As a consequence, for both lat-
tices, the estimate zν ≈ 0.65 for large α is about 3%
too large compared to the known value zν ≈ 0.63 [35]
of the nearest-neighbor TFIM [35, 37]. In the opposite
4limit of small α the critical exponent zν approaches the
MF value 0.5 confirming the expected MF limit. In be-
tween we find an interesting continuous variation of zν
from the MF value to that of the 3D-Ising universality
class. Note that we attribute the deviations from 0.5
for α ≤ 10/3 to limitations of the extrapolation which
neglects the subleading multiplicative logarithmic cor-
rection p at α = 10/3 (for a definition of p see [32]).
Indeed, when extracting p for α = 10/3 from the Dlog-
Pade´ extrapolation by fixing λc and zν = 1/2 as for
the one-dimensional lrTFIM [25], we find p = −0.17(4)
(p = −0.143(7)) for the square (triangular) lattice. These
values are remarkably close to p = −1/6 which is the pre-
diction for the 3d TFIM from perturbative RG and se-
ries expansions [38–42]. The quantum-critical behavior
induced by the long-range Ising interaction can therefore
effectively be understood in terms of the nearest-neighbor
TFIM in an effective spatial dimension deff . Furthermore,
we stress that the estimated critical exponents agree ex-
tremely well on both lattices. This property can be seen
as a kind of meta-universality because the universality
class of both models changes identically with the param-
eter α.
Antiferromagnetic interaction: Here we expect an in-
herently different behavior not only with respect to the
ferromagnetic case but also when comparing both lat-
tices. Already in the nearest-neighbor limit α → ∞ one
finds two different universality classes, since the TFIM on
the triangular lattice displays 3D-XY universality due to
the strong geometric frustration. On the square lattice,
the long-range Ising interaction introduces also frustra-
tion which is, however, expected to be weaker. For both
lattices there is no MF limit for small values of α and it
is therefore not at all obvious how the quantum critical
behavior changes as a function of α in these frustrated
systems.
Our results for λc and zν are shown for both lattices
in Fig. 3. As expected, stronger competing interactions
introduced by decreasing α stabilize the quantum param-
agnet. We observe that the MCMC becomes less reliable
for α close to 2. Furthermore, small α values lead to
alternating series in |λ| with extremely large coefficients
ck which are hard to extrapolate (see also [32]). This
results in rather large error bars for α ≤ 3 as can be seen
in Fig. 3. Consequently we only show results for α ≥ 2.5.
[44]
As outlined above, limitations in the extrapolation lead
to a slightly overestimated zν for large α [4, 37]. Decreas-
ing α, zν stays almost constant and close to the value of
the nearest-neighbor TFIM which is different for the two
lattices. On the square lattice, only for α = 2.5 it is
below the α → ∞ limit but with a significantly larger
uncertainty in the extrapolation. On the triangular lat-
tice, we have larger uncertainties in the estimates of λc
and zν, which is likely a consequence of the stronger frus-
tration. We find a modest increase in zν for decreasing
FIG. 3. Critical point λc (upper panel) and exponent zν
(lower panel) are shown as squares (triangles) for the antifer-
romagnetic lrTFIM on the square (triangular) lattice. Error
bars indicate the standard deviation of non-defective Dlog-
Pade´ extrapolants. (Upper panel) Dashed lines correspond to
λc = −0.16421(1) [33] (λc = −0.305[3, 4]) for the TFIM on
the square (triangular) lattice. (Lower panel) Dashed lines re-
fer to 3D-Ising exponent zν ≈ 0.63 [35] and 3D-XY exponent
zν ≈ 0.67 [43].
α, but it is still within the error bars of our data that
it stays constant in the full range of displayed α. Our
results are therefore compatible with the scenario that
both frustrated systems remain in the universality class
of the nearest-neighbor TFIM independent of α in a sim-
ilar fashion as deduced for the one-dimensional lrTFIM
[26].
Conclusions: We investigated the largely unexplored
interplay of long-range interactions, quantum fluctua-
tions, and frustration in 2d quantum magnets directly in
the thermodynamic limit. This was achieved by a techni-
cal breakthrough combining high-order series expansions
with classical Monte Carlo simulations.
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This Supplementary Material contains a detailed description of the Monte Carlo integration used to evaluate the
nested infinite sums, tables of the series coefficients of all gap series, and a description of the extrapolation scheme
applied to the gap series.
EVALUATION OF NESTED INFINITE SUMS USING MONTE CARLO INTEGRATION
For a calculation of critical parameters the series coefficients, which are given as high-dimensional infinite sums,
must be evaluated numerically. The number of summations within a nested sum grows as D = d k with the expansion
order k and the lattice dimension d. With a maximum order of the series expansion of kmax = 9 on two-dimensional
lattices we end up with Dmax = 18 for the two-dimensional square and triangular lattice treated in the present
paper. It is well-known that Monte Carlo integration is well-suited to the evaluation of high-dimensional sums as the
asymptotic error only grows as C ′/
√Nsteps, with the total number of Monte-Carlo steps Nsteps [S46]. There remains,
however, an indirect dependency on the dimensionality, as the constant C ′ depends on the nature of the problem.
The final goal of the MC integration is the computation of the nested sum
I[f ] :=
∑
a
f(a) (S1)
where a configuration a ≡ {iν} comprises concrete integral coordinates for all positions of the sites iν , i. e., a geometric
embedding of all graphs with NG sites into the physical lattice, and f(a) is the target integrand,
f(a) :=
∑
G¯
NG∑
µ=1
µ∑
ν=1
C G¯µ,ν
(∏
`
gn`(`)
)
cos[k · (iµ − iν)] , (S2)
where the first sum runs over all graphs G¯ with NG sites and C G¯µ,ν represents the graph-specific pCUT contribution
for a hopping between sites iν and iµ. The product
∏
` is taken over all links ` ≡ iτ − iξ with pairs of sites iτ and iξ of
graph G¯ and gn`(`) ≡ 1/|iτ − iξ|n`α with n` ∈ N. Note that we set f(a) ≡ 0 whenever two graph sites are embedded
on the same lattice site.
To evaluate the infinite sums, we use importance sampling with respect to some probability weight pi(a),
I[f ] =
∑
a
pi(a)
Z
Z
pi(a)
f(a) = Z
〈
f(a)
pi(a)
〉
pi
, (S3)
where the angular brackets 〈·〉pi denote the average with respect to the probabilities pi(a)/Z, and Z =
∑
a pi(a) is the
associated partition function. The partition function Z cannot be computed directly in MC, but may be eliminated
by evaluating an analytically tractable reference integrand f0 along with the target integrand
I[f ] = I[f0]×
〈
f(a)
pi(a)
〉
pi
/〈
f0(a)
pi(a)
〉
pi
(S4)
for which we use
f0(a) =
NG−1∏
ν=1
1
(1 + ∆iν,1)ρ
1
(1 + ∆iν,2)ρ
, (S5)
with ∆iν,κ = |iν+1,κ− iν,κ|, κ ∈ {1, 2} and the number of graph sites NG . Note that this sum contains assignments of
the site coordinates that which violate the hard-core constraint in f . While the exponent ρ is an arbitrary parameter
(it has to be larger than one for the sum to converge), it is useful to choose ρ = α/2 to obtain the same asymptotics
as for the target integrand. For large values of α a better convergence is obtained for ρ < α/2, so we choose ρ = 3 for
7 ≤ α < 9 and ρ = 3.5 for 9 ≤ α. The value of the reference sum is easily calculated
I[f0] =
∞∑
∆i1,1=−∞
∆i1,2=−∞
· · ·
∞∑
∆iNG−1,1=−∞
∆iNG−1,2=−∞
1
(1 + ∆i1,1)ρ
1
(1 + ∆i1,2)ρ
. . .
1
(1 + ∆iNG−1,1)ρ
1
(1 + ∆iNG−1,2)ρ
= (2ζ(ρ)− 1)2(NG−1) . (S6)
2(a) (b)
FIG. S1. Two states with a low weight and therefore a low contribution to the integral. If the system is in one of these states,
moves of type 2 for (a) and type 3 for (b) are required for the system to relax quickly to a configuration with a larger weight
while still respecting the detailed balance condition.
For optimal convergence, we use the probability weights as
pi(a) =
√
C2f0
2(a) + f2(a) , (S7)
with a constant C that is numerically determined such that both summands have an equal magnitude. This constant
is found automatically in a brief in-advance calibration run of the Monte Carlo integration by comparing the values
of f(a) and f0(a). (We use a fixed seed for the random number generator in all calibrations.) After the determination
of C the actual calculation can be done, with independent random number streams for each process.
To sample the probability distribution Eq. (S7), we employ Markov-chain Monte Carlo (MCMC), more specifically
the Metropolis-Hastings algorithm [S47]. In each step, a new configuration based on the current state is proposed
according to the following scheme:
1. With probability 0.7, a randomly-chosen site iν is shifted by a random vector ∆ = (∆1,∆2), with ∆κ, κ ∈ {1, 2},
and ∆κ uniformly chosen in the range {−NG ,−NG + 1, . . . , NG}.
2. With probability 0.2, two sites iν and iν+1 are randomly selected and a new distance is randomly chosen. Both
values ∆α for the new distance ∆ are drawn from a ζ-distribution with exponent ρ. Then, all sites with index
≥ ν + 1 are shifted by ∆− (iν+1 − iν).
3. With probability 0.1 the same steps as before are taken. But here, not the whole chain with index ≥ ν + 1 is
moved. Instead only the single site with index ν is moved to the new position.
The above steps ensure that the system can recover from configurations that have a very low probability of occurrence
such as those shown in Fig. S1.
The proposed moves are accepted with the Metropolis-Hastings probability
pacc(a→ b) = min
(
1,
pi({ibν})A(b→ a)
pi({iaν})A(a→ b)
)
, (S8)
where for the cases 2 and 3
A(a→ b) = (1 + |∆a→b,1)|)
−ρ(1 + |∆a→b,2)|)−ρ
(2ζ(ρ)− 1)2 (S9)
is the probability to propose configuration b ≡ {ibν} when the system is currently in configuration a ≡ {iaν}. ∆a→b,κ
with κ ∈ 1, 2 is the value of the κ-coordinate of the newly chosen distance between the selected sites. For step 1 the
new random positions are uniformly distributed such that in this case A is always 1/(2NG + 1).
As one representative example, the convergence for a calculation for all five-vertex graphs in order 8 is shown in
Fig. S2 for α = 4. It can be clearly seen that the error of the calculation as asymptotically given as an inverse square
root of the total number of steps Nsteps.
Convergence of the MC integration is poor when the integral is much smaller than the absolute integral, i. e.,
I[f ]  I[|f |]. In the present case this is a problem especially for the antiferromagnetic interaction on both lattices.
This can be seen most clearly for the square lattice where a hopping between two sites with distance ∆iν contributes
terms proportional to cos[(pi, pi)T · ∆iν ] to the one-particle gap at k = (pi, pi). However, we find that the sign
3FIG. S2. The deviation of the running mean In[f ] in the Monte-Carlo integration for 50 different seeds n from the mean value
of all 50 seeds combined I¯[f ]. The chosen parameters are α = 4 in order 8 for the sum of all possible five-vertex graphs. The
Monte Carlo error displays the typical behavior of 1/
√Nsteps where Nsteps is the total number of MCMC steps.
3 4 5 6 7 8 9 10
# vertices
10−2
10−1
100
|<
f
(x
)>
|
<
|f(
x
)|>
~k = (pi, pi), α = 4, order 9
Sign fluctuations
FIG. S3. The dependence of the integrand sign on the graph size for an antiferromagnetic interaction with α = 4 in order 9 on
the square lattice (for the gap momentum k = (pi, pi)).
fluctuations are sufficiently small for all treated α on both lattices to obtain reliable results, see the tables given in
the next section. As a representative example, we illustrate these sign fluctuations for the highest calculated order 9
and α = 4 for the square lattice in Fig. S3. One observes that even for the largest possible graphs in this order (10
sites) the sign fluctuation is small enough for the calculations to converge in a reasonable amount of time.
LIST OF COEFFICIENTS
We show all series’ coefficients of the gap for both lattices as well as ferro- and antiferromagnetic Ising interactions
in tables I-IV. They are sorted by their momentum (for the ferro- and antiferromagnetic gap) and the respective
lattice.
For each of the parameter sets with momentum k, parameter α, and order k MCMC calculations as described above
are performed for the different possible graph sizes in order k. To obtain reasonable error estimates of the coefficients
we seed our programs with up to 50 different numbers for the most difficult calculations (small α). The mean is
obtained by averaging over all seeds; the standard deviation defines the error given in round brackets in below tables.
4TABLE I. Coefficients ck of the gap ∆ for each order k in the ferromagnetic lrTFIM on the square lattice (k = (0, 0)
T ).
k
α
2.25 73 2.5 2.75 3
2 −3.7995(4) × 102 −2.256 66(20)× 102 −1.110 13(7) × 102 −5.665 21(27)× 101 −3.614 42(18)× 101
3 −1.043 48(12)× 104 −4.7596(4) × 103 −1.625 66(12)× 103 −5.8076(4) × 102 −2.891 81(18)× 102
4 −3.6061(7) × 105 −1.268 38(22)× 105 −3.0358(4) × 104 −7.7049(8) × 103 −3.039 41(28)× 103
5 −1.3956(5) × 107 −3.7863(10) × 106 −6.3570(11) × 105 −1.148 01(14)× 105 −3.5900(5) × 104
6 −5.786(4) × 108 −1.2109(5) × 108 −1.4272(4) × 107 −1.8363(5) × 106 −4.5598(9) × 105
7 −2.512(4) × 1010 −4.0559(26) × 109 −3.3558(14) × 108 −3.0791(10) × 107 −6.0755(15) × 106
8 −1.128(4) × 1012 −1.4049(19) × 1011 −8.161(5) × 109 −5.3411(22) × 108 −8.378(4) × 107
9 −5.19(4) × 1013 −4.988(14) × 1012 −2.0349(20) × 1011 −9.503(7) × 109 −1.1856(9) × 109
3.25 103 3.5 4 4.5
2 −2.599 86(9) × 101 −2.371 80(12)× 101 −2.014 72(9) × 101 −1.387 99(6) × 101 −1.069 52(4) × 101
3 −1.723 29(13)× 102 −1.490 30(27)× 102 −1.150 01(7) × 102 −6.3440(4) × 101 −4.196 16(30)× 101
4 −1.522 63(15)× 103 −1.2542(5) × 103 −8.8709(8) × 102 −4.0104(4) × 102 −2.310 58(28)× 102
5 −1.511 53(17)× 104 −1.1856(8) × 104 −7.6827(12) × 103 −2.8427(4) × 103 −1.428 88(26)× 103
6 −1.6165(4) × 105 −1.2080(13) × 105 −7.1812(14) × 104 −2.1819(4) × 104 −9.5833(30) × 103
7 −1.8143(5) × 106 −1.2916(25) × 106 −7.0459(20) × 105 −1.7579(5) × 105 −6.7474(29) × 104
8 −2.1087(8) × 107 −1.432(4) × 107 −7.1632(26) × 106 −1.4691(8) × 106 −4.932(4) × 105
9 −2.5158(17) × 108 −1.628(8) × 108 −7.477(5) × 107 −1.2613(13) × 107 −3.705(5) × 106
5 6 8 10
2 −8.8236(4) −6.7887(4) −5.1497(5) −4.5319(9)
3 −3.116 38(24)× 101 −2.129 38(21)× 101 −1.512 39(27)× 101 −1.3308(5) × 101
4 −1.551 06(23)× 102 −9.2128(18) × 101 −5.5384(24) × 101 −4.441(4) × 101
5 −8.7312(20) × 102 −4.6560(17) × 102 −2.6300(21) × 102 −2.114(4) × 102
6 −5.3181(17) × 103 −2.4950(14) × 103 −1.2107(22) × 103 −8.86(5) × 102
7 −3.4081(20) × 104 −1.4285(15) × 104 −6.464(18) × 103 −4.77(6) × 103
8 −2.2651(19) × 105 −8.380(12) × 104 −3.267(19) × 104 −2.19(5) × 104
9 −1.550(4) × 106 −5.115(19) × 105 −1.86(8) × 105 −1.24(9) × 105
For the first order coefficients an analytic expression can be found. The ferromagnetic first order term on the square
and triangular lattice with momentum k = (0, 0)
T
are respectively given as
c,F1 (α) = −4ζ
(α
2
)
L−4
(α
2
)
(S10)
c4,F1 (α) = −6ζ
(α
2
)
L−3
(α
2
)
. (S11)
For the antiferromagnetic cases we obtain the first-order coefficients
c,AF1 (α) = 4
(
1− 21−α2 )L−4 (α
2
)
ζ
(α
2
)
for k = (pi, pi)
T
(S12)
c4,AF1 (α) = 3
(
1− 31−α2 )L−3 (α
2
)
ζ
(α
2
)
for k =
(
2
3
pi,−2
3
pi
)T
. (S13)
Here ζ(s) is the Riemann ζ-function and Lm(s) are Dirichlet L-series.
EXTRAPOLATION
Once the energy gap is given as a power series (see last section), we perform standard DlogPade´ extrapolations.
We refer to the literature for a general review of this topic, as for example given in Ref. S48. Here we give specific
information which is relevant for the particular extrapolation we performed in the main body of the manuscript.
Our series are all of the form
F (λ) =
kmax∑
k≥0
ckλ
k = c0 + c1λ+ c2λ
2 + . . . ckmaxλ
kmax , (S14)
with λ ∈ R and ck ∈ R. If one has power-law behavior near a critical value λc, the true physical function F˜ (λ) close
to λc is given by
F˜ (λ) ≈
(
1− λ
λc
)−θ
A(λ), (S15)
5TABLE II. Coefficients ck of the gap ∆ for each order k in the ferromagnetic lrTFIM on the triangular lattice (k = (0, 0)
T ).
k
α
2.25 2.33333 2.5 3 3.33333
2 −5.2241(4) × 102 −3.134 85(22)× 102 −1.574 09(12)× 102 −5.4501(5) × 101 −3.725 41(19)× 101
3 −1.682 33(19)× 104 −7.7922(9) × 103 −2.744 02(29)× 103 −5.340(6) × 102 −2.912 60(20)× 102
4 −6.8157(12) × 105 −2.4464(5) × 105 −6.0962(10) × 104 −6.867(20) × 103 −3.0556(4) × 103
5 −3.0924(7) × 107 −8.6051(21) × 106 −1.5193(5) × 106 −9.94(4) × 104 −3.6053(6) × 104
6 −1.5029(8) × 109 −3.2427(16) × 108 −4.0588(20) × 107 −1.547(5) × 106 −4.5835(9) × 105
7 −7.650(6) × 1010 −1.2799(9) × 1010 −1.1360(7) × 109 −2.525(9) × 107 −6.1169(20) × 106
8 −4.027(8) × 1012 −5.223(6) × 1011 −3.2872(27) × 1010 −4.269(20) × 108 −8.455(4) × 107
9 −2.174(12) × 1014 −2.185(6) × 1013 −9.753(18) × 1011 −7.40(8) × 109 −1.1998(10) × 109
3.5 4 5 6 8
2 −3.229 39(21)× 101 −2.362 63(14)× 101 −1.6830(4) × 101 −1.431 61(8) × 101 −1.263 12(12)× 101
3 −2.309 87(23)× 102 −1.376 16(14)× 102 −7.6763(21) × 101 −5.7613(8) × 101 −4.6010(11) × 101
4 −2.2420(4) × 103 −1.125 91(22)× 103 −5.2550(29) × 102 −3.6656(9) × 102 −2.7981(14) × 102
5 −2.4454(6) × 104 −1.030 22(25)× 104 −3.965(4) × 103 −2.5227(10) × 103 −1.7989(15) × 103
6 −2.8767(11) × 105 −1.0206(4) × 105 −3.264(6) × 104 −1.9154(16) × 104 −1.2913(22) × 104
7 −3.5538(17) × 106 −1.0617(6) × 106 −2.815(6) × 105 −1.5170(16) × 105 −9.592(26) × 104
8 −4.5484(28) × 107 −1.1458(10) × 107 −2.529(12) × 106 −1.2546(28) × 106 −7.49(4) × 105
9 −5.978(7) × 108 −1.2697(21) × 108 −2.336(19) × 107 −1.066(11) × 107 −6.0(4) × 106
10
2 −1.218 53(27)× 101
3 −4.318(5) × 101
4 −2.6012(16) × 102
5 −1.646(8) × 103
6 −1.164(5) × 104
7 −8.46(10) × 104
8 −6.3(13) × 105
9 −4.0(25) × 106
TABLE III. Coefficients ck of the gap ∆ for each order k in the antiferromagnetic lrTFIM on the square lattice (k = (pi, pi)
T ).
k
α
2.5 3 3.5 4 5
2 2.1515(10) 1.1586(6) 3.851(5) × 10−1 −2.589(4) × 10−1 −1.2822(4)
3 2.3853(16) × 101 1.5072(5) × 101 1.135 46(22)× 101 9.6405(15) 8.6559(13)
4 2.495(5) × 102 1.0271(6) × 102 5.1616(22) × 101 2.7367(13) × 101 4.035(9)
5 3.433(10) × 103 1.0238(7) × 103 4.5085(26) × 102 2.5320(11) × 102 1.3571(7) × 102
6 5.338(27) × 104 1.0776(13) × 104 3.6259(27) × 103 1.5870(13) × 103 4.094(6) × 102
7 9.14(10) × 105 1.2364(20) × 105 3.292(4) × 104 1.2761(14) × 104 3.979(6) × 103
8 1.668(24) × 107 1.492(4) × 106 3.072(6) × 105 9.846(18) × 104 2.028(7) × 104
9 3.24(13) × 108 1.878(9) × 107 2.993(11) × 106 8.136(30) × 105 1.552(10) × 105
6 8 10
2 −2.0407(4) −3.0015(6) −3.4982(6)
3 8.8971(16) 1.004 99(27)× 101 1.093 94(27)× 101
4 −8.110(12) −2.1665(20) × 101 −2.8654(24) × 101
5 1.1595(6) × 102 1.3041(14) × 102 1.4982(20) × 102
6 3.64(6) × 101 −2.974(11) × 102 −4.676(21) × 102
7 2.509(5) × 103 2.513(8) × 103 2.973(17) × 103
8 5.22(6) × 103 −4.57(10) × 103 −9.27(19) × 103
9 6.97(7) × 104 5.66(9) × 104 7.0(13) × 104
where θ is the associated critical exponent. If A(λ) is analytic at λ = λc, we can write
F˜ (λ) ≈
(
1− λ
λc
)−θ
A
∣∣∣
λ=λc
(
1 +O
(
1− λ
λc
))
. (S16)
Near the critical value λc, the logarithmic derivative is then given by
D˜(λ) :=
d
dλ
ln F˜ (λ) (S17)
≈ θ
λc − λ {1 +O(λ− λc)} .
6TABLE IV. Coefficients ck of ∆ for each order k in the antiferromagnetic lrTFIM on the triangular lattice (k =
(
2
3
pi,− 2
3
pi
)T
).
k
α
2.25 2.5 3 3.5 4 5
2 4.942(5) 4.3943(16) 3.6574(9) 3.1636(4) 2.8010(4) 2.3043(5)
3 5.286(13) × 101 3.9088(27) × 101 2.5376(10) × 101 1.8759(4) × 101 1.499 14(26)× 101 1.110 57(29)× 101
4 8.76(6) × 102 5.148(7) × 102 2.4772(15) × 102 1.5071(5) × 102 1.046 11(30)× 102 6.3726(25) × 101
5 1.85(4) × 104 8.358(18) × 103 2.9021(26) × 103 1.4511(6) × 103 8.870(4) × 102 4.7002(29) × 102
6 4.55(22) × 105 1.547(6) × 105 3.778(6) × 104 1.5324(10) × 104 8.172(5) × 103 3.701(4) × 103
7 1.26(22) × 107 3.143(19) × 106 5.295(11) × 105 1.7256(17) × 105 7.990(7) × 104 3.092(5) × 104
8 3.7(20) × 108 6.83(6) × 107 7.830(21) × 106 2.036(4) × 106 8.154(13) × 105 2.680(9) × 105
9 1(7) × 1010 1.574(27) × 109 1.207(7) × 108 2.492(7) × 107 8.606(28) × 106 2.393(17) × 106
6 8 10
2 1.9948(4) 1.6816(5) 1.5645(6)
3 9.3368(21) 8.0165(27) 7.654(4)
4 4.7125(16) × 101 3.5224(20) × 101 3.1888(23) × 101
5 3.2851(20) × 102 2.4022(22) × 102 2.1819(27) × 102
6 2.3943(22) × 103 1.646(4) × 103 1.467(5) × 103
7 1.862(4) × 104 1.219(4) × 104 1.078(6) × 104
8 1.496(5) × 105 9.27(7) × 104 8.03(20) × 104
9 1.239(19) × 106 7.2(4) × 105 6.3(12) × 105
In the case of power-law behavior, the logarithmic derivative D˜(λ) is therefore expected to exhibit a single pole at
λ ≡ λc.
The latter is the reason why so-called DlogPade´ extrapolation is often used to extract critical points and critical
exponents from high-order series expansions. DlogPade´ extrapolants of F (λ) are defined by
dP [L/M ]F (λ) = exp
(∫ λ
0
P [L/M ]D dλ
′
)
(S18)
and represent physically grounded extrapolants in the case of a second-order phase transition. Here P [L/M ]D denotes
a standard Pade´ extrapolation of the logarithmic derivative
P [L/M ]D :=
PL(λ)
QM (λ)
=
p0 + p1λ+ · · ·+ pLλL
q0 + q1λ+ . . . qMλM
, (S19)
with pi ∈ R, qi ∈ R, and q0 = 1. Additionally, L and M have to be chosen so that L + M ≤ kmax − 1. Physical
poles of P [L/M ]D(λ) then indicate critical values λc while the corresponding critical exponent of the pole λc can be
deduced by
θ ≡ PL(λ)
d
dλQM (λ)
∣∣∣∣∣
λ=λc
. (S20)
If the exact value (or a quantitative estimate from other approaches) of λc is known, one can obtain better estimates
of the critical exponent by defining
θ∗(λ) ≡ (λc − λ)D(λ)
≈ θ +O(λ− λc),
where D(λ) is given by Eq. (S17). Then
P [L/M ]θ∗
∣∣
λ=λc
= θ (S21)
yields a (biased) estimate of the critical exponent.
In the ferromagnetic case at the upper critical α = 10/3 for two dimensions, the lrTFIM displays multiplicative
corrections close to the quantum critical point so that one expects the following critical behavior
F¯ (λ) ≈
(
1− λ
λc
)−θ (
ln
(
1− λ
λc
))p
A¯(λ), (S22)
7where λc (θ) is the associated critical point (exponent) as before while p yields the exponent of multiplicative log-
arithmic corrections. Clearly, the extraction of p from a high-order series expansion is very demanding. The only
reasonable approach is to bias the extrapolation by fixing θ. In our case the critical exponent θ at α = 10/3 is given
by the well-known mean-field value 1/2.
Assuming again that the function A¯(λ) is analytic close to λc, Eq. (S16) transforms into
F¯ (λ) ≈
(
1− λ
λc
)−θ (
ln
(
1− λ
λc
))p
A¯|λ=λc
(
1 +O
(
1− λ
λc
))
.
and the logarithmic derivative Eq. (S17) becomes
D¯(λ) ≈ θ
λc − λ +
−p
ln (1− λ/λc) (λc − λ) +O (λ− λc) .
One can then estimate the multiplicative logarithmic correction p by defining
p∗(λ) ≡ − ln (1− λ/λc) [(λc − λ)D(λ)− θ]
≈ p+O(λ− λc),
and by performing Pade´ extrapolants of this function
P [L/M ]p∗
∣∣
λ=λc
= p . (S23)
For our results we study the possible combinations of the order of the numerator and denominator polynomial L
and M . We sort them into the families [M,M − 2], [M,M + 2], [M,M − 1], [M,M + 1], and [M,M ] and analyze
their convergence. We then take the highest order Pade´ extrapolants of converging families and calculate the mean
value and the standard deviation of the critical λc and the exponents zν. These values are shown in the main paper’s
results.
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