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ABSTRACT
Improving Artistic Workflows For Fluid Simulation Through Adaptive
and Editable Fluid Simulation Techniques
Sean A. Flynn
Department of Computer Science, BYU
Doctor of Philosophy
As the fidelity of computer generated imagery has increased, the need to digitally
create convincing natural phenomena like fluids has become fundamental to the entertainment production industry. Because fluids are complex, the underlying physics must be
computationally simulated. However, because a strictly physics-based approach is both
computationally expensive and difficult to control, it does not lend itself well to the way
artists and directors like to work. Directors require control to achieve their specific artistic
vision. Furthermore, artistic workflows rely on quick iteration and the ability to apply changes
late in the production process. In this dissertation we present novel techniques in adaptive
simulation and fluid post-processing to improve artistic workflows for fluid simulation.
Our methods reduce fluid simulation iteration time and provide a new way for artists
to intelligently resize a wide range of volumetric data including fluid simulations. To reduce
iteration time, we present a more cache-friendly linear octree structure for adaptive fluid
simulation that reduces the overhead of previous octree-based methods. To increase the
viability of reusable effects libraries, and to give artists intuitive control over simulations
late in the production process we present a “fluid carving” technique. Fluid carving uses
seam carving methods to allow intelligent resizing on a variety of fluid phenomena without
the need for costly re-simulation. We present methods that improve upon traditional seam
carving approaches to address issues with scalability, non-rectangular boundaries, and that
generalize to a variety of different visual effects data like particles, polygonal meshes, liquids,
smoke, and fire. We achieve these improvements by guiding seams along user-defined lattices
that can enclose regions of interest defined as OpenVDB grids with a wide range of shapes.
These techniques significantly improve artist workflows for fluid simulation and allow visual
entertainment to be produced in a more intuitive, cost-effective manner.

Keywords: fluid simulation, physics-based animation, adaptive discretization, linear octree,
volume retargeting, simulation control, post-processing, seam carving, content-aware scaling
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Chapter 1
Introduction

As the fidelity of computer generated imagery has increased, the need to model and
render increasingly complex natural phenomena is at an all time high. Central among these
phenomena are fluids. Modelling convincing visual fluid flow so that it is both based on
the underlying physics and efficient enough for entertainment production is a challenging
problem. Advances over the past few decades have been very successful in enabling realistic
fluid simulations such as oceans, rivers, splashes, smoke, fire, sand, mud, and snow.

1.1

Motivation

While recent fluid simulation results are impressive, the process of creating, controlling, and
manipulating them has been very difficult, often resulting in inefficient workflows that are
expensive and time-consuming. Large simulations can take hours or even days to simulate.
Because the budgets and time-lines for entertainment productions like movies and video
games are usually extremely restricted, this cost is unacceptable, often resulting in cut content,
reduced ambition, exceeded budgets, and delayed releases.
Effective entertainment production requires tight synergy between art and engineering,
two disciplines which, for much of their history, have been separate and distinct. This is
reflected especially well in physically-based fluid simulation. Fluid behavior is so complex that
a pure artistic approach to recreating it is nearly impossible. For an artist to hand animate
the water and debris flowing down a turbulent river with physically accurate motion is beyond
the expertise of most artists. Even if it were possible, the time commitment for an artist to
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do so would be unreasonable. On the other hand, using numerical methods to compute the
equations behind fluid flow can correctly capture the behavior of fluids with little to no input
from the user. However, depending on the size and complexity of these simulations, these
computational approaches can be very slow. Even more importantly, the job of artists and
directors is to control and manipulate their art to craft stories and experiences, a process that
computational approaches traditionally avoid. The work of this dissertation provides another
significant step in bridging the gap between art and engineering by providing more efficient
and intuitive techniques, especially in the area of post-processing, for fluid simulation in the
entertainment production environment.
To illustrate the motivation for this dissertation, consider a hypothetical month in the
life of a visual effects artist tasked with creating a river simulation for an important shot
in a movie. The artist is given the scene geometry, including the river bed and surrounding
collision geometry. For the first couple of days, the artist spends time creating a low-resolution
version of the river to get the general motion correct. Each iteration of this initial work takes
several hours because the river needs several hundred frames of pre-roll simulation to fully
develop its regular motion. The high-resolution work then begins using the velocity field of
the low-resolution simulation to provide a foundation. However, in the middle of this work,
the artist is notified that there has been an unexpected model change to one of the river’s
shorelines. Because fluids are highly interdependent, the artist’s previous work has been
invalidated by this change. The artist begins again with the knowledge acquired from the
previous work, so it only takes half as much time, but several days have been lost regardless.
With constant feedback and iteration with peers, engineers, and the director, the look and
motion of the river is finally achieved after several more days. However, the director is feeling
a bit fickle in approving the final shot, and decides he wants to see what the shot would look
like with a 30% wider river. Not only that, but he wants the wider river to have the same
motion and splash shapes as the original. The artist’s only option at this point is to start

2

over and try as best as possible to match the look of the original river. This would likely
take several more days, and matching the original river exactly would be nearly impossible.
The hypothetical situation described above, while on the extreme side, illustrates
the nature of the interaction, iteration, and problems common in visual effects production.
This dissertation addresses two of the primary problems exhibited in this example. First,
the artist effectively had to create the river simulation twice: first a low-resolution version,
and then a high-resolution version with the low-resolution version as a guide. Because each
simulation takes a significant amount of time, it would be better if the fluid simulator could
simultaneously handle both high and low resolution to reduce work duplication. The second
problem, which motivates the majority of the work in this dissertation, is that there was no
effective way for the artist to adjust the overall size and shape of the river without costly
re-simulation. Current alternatives to this problem like scaling or cropping would distort or
insert unwanted artifacts.
Post-processing workflows are vital in the entertainment production industry. This
is obvious in the case of image processing. Image-editing and compositing tools like Adobe
Photoshop and The Foundry’s Nuke are a key component of the production pipeline. These
tools give artists and directors flexibility and control over their content late in production. Large amounts of work is salvaged, re-purposed, and reused using these and other
post-processing techniques. However, while these primarily image-based techniques have
revolutionized certain aspects of production, other areas and workflows remain cumbersome
and expensive. Similar to the way it is not cheap or easy to reshoot a key sequence in a
movie, it is expensive and difficult to resimulate important large-scale fluid effects shots. In
both cases, post-processing provides an effective way to avoid these difficult scenarios.
Related to post-processing, studios are increasingly interested in using libraries of
effects assets in production. Instead of having to create a new candle flame simulation for
each shot with candles, studios would rather have a small library of editable candle flames
that can be reused. These efforts have been limited because there are so few tools for editing
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fluids. In this dissertation we provide new ways for artists to effectively use editable effects
libraries in production. This could also lead to fluid effects assets being shared and reused on
the internet, similar to how models and textures are reused today.
The results of this dissertation demonstrate methods that provide a more artist-friendly,
cost-effective fluid production workflow. Specifically, we address the first problem of having
to deal with low and high resolutions separately with a linear octree approach that can
efficiently simulate fluids with widely varying levels of detail. For the fluid post-processing
problem, we present a “fluid carving” approach to edit large volumetric data including fluids.

1.1.1

Thesis Statement

We can summarize the aim of this dissertation with this thesis statement: By developing a
comprehensive system for intelligently resizing volumetric visual effects data, in addition to a
more cache-friendly adaptive simulation technique, we can improve the iteration time and
post-processing flexibility of artistic workflows for fluid simulation.

1.2

Background

To provide context for this dissertation, we provide a brief overview of fluid simulation and
seam carving, the two areas we primarily build upon.

1.2.1

Fluid Simulation

Fluid simulation for computer graphics relies on the incompressible Navier Stokes equations,
a set of non-linear partial differential equations (PDE):
∂u
1
= −(∇ · u)u − ∇p + v∇2 u + F
∂t
ρ

(1.1)

∇·u=0

(1.2)

4

where u is velocity, t is time, ρ is density, p is pressure, v is a viscosity constant, and F
represents any external forces. Equation 1.1 states that the change in velocity over time is
equal to the convection term subtracted by the pressure gradient with extra terms added in
for viscosity and external forces. Equation 1.2 enforces non-divergence, which means that the
amount of fluid flowing into and out of a position in the volume sums to zero. The convection
term moves the velocity field due to the conservation of momentum. The pressure gradient is
responsible for the behavior of fluid moving from regions of high pressure to low pressure,
ensuring non-divergence. Viscosity is the internal friction exhibited in fluids like honey and
lava.
To solve the Navier Stokes equations computationally, they must be efficiently discretized. In computer graphics there are two primary paradigms for fluid simulation discretization: a Lagrangian or an Eulerian approach.
A Lagrangian approach discretizes the fluid as a set of particles. The properties
of the fluid are stored and tracked at each particle location as they move. The primary
benefit of a particle-based approach is that there is less numerical dissipation. Because the
data is stored at the exact location where the computations take place, there is no need
to frequently interpolate values for properties like velocity. The drawback to this approach
is that simulation time steps need to be very small to maintain stability depending on the
specific simulation. A small time step is problematic because it can drastically increase
simulation runtime. Smoothed Particle Hydrodynamics (SPH) [18, 53] is the most popular
among pure-Lagrangian approaches to computer graphics fluid simulation.
Alternatively, an Eulerian approach stores the fluid properties on a fixed grid of cells.
The properties of the fluid with this approach are updated at fixed locations on the grid.
The primary benefit to an Eulerian approach is that the time step can remain large while
maintaining stability. The computations like the pressure solve are also more straightforward
on a uniform grid structure. However, Eulerian approaches suffer from numerical dissipation
due to the need to frequently interpolate grid values.
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The seminal literature for computer graphics fluid simulation began in 1996 when
Foster and Metaxas presented a comprehensive Eulerian fluid simulator [30]. Jos Stam
improved upon this work with a semi-Lagrangian integration scheme that yielded a fast,
unconditionally stable simulation framework [83]. Stam’s work remains the foundation for
Eulerian fluid simulators in computer graphics today.
Hybrid Eulerian-Lagrangian fluid simulation approaches have recently become popular
in computer graphics. The Fluid Implicit Particle (FLIP) [99] method uses both a set of
particles and a grid to provide the best of both paradigms. The properties of the fluid are
stored on the particles, and then they are transferred to the grid for any computations that
are better-suited for a grid. In this manner, numerical dissipation is reduced and stability is
achieved with large time steps. FLIP-based approaches are the standard for liquid simulation
today, including this work. For more information on fluid simulation, Robert Bridson’s fluid
simulation book is a great resource [10].

1.2.2

Seam Carving

A common problem in viewing images and videos is that the size and aspect ratio of the
viewing window or device varies widely. The desired viewing experience in a movie theater
is very different from that of a smart phone, web browser, or a framed family photo. This
problem is addressed with a process called retargeting. Image processing research has provided
many tools and techniques for retargeting images from a source format to a target format.
One such method for retargeting is called seam carving.
Seam carving for image retargeting was introduced in 2007 [4]. The idea behind
seam carving is to enlarge or shrink an image in one dimension without distorting any of
the important features in the image. The importance of the features is defined by some
energy function. In the case of images, the gradient magnitude of the pixel values is a good
starting point for the energy function. Functionally, seam carving behaves like a traditional
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non-uniform scaling on an image where you grab one of the edges and drag it to the desired
length. It differs in that it will not distort the image by stretching it or shrinking it.
A seam in an image is a sequence of pixels that run from one end of the image to the
other along some dimension. In traditional seam carving there are two constraints that must
be enforced for seams: monotonicity and connectivity. Monotonicity constrains the seam to
contain exactly one pixel in each row if carving in the y-dimension, or in each column for the
x-dimension. The connectivity constraint forces the seam to be continuous in the sense that
each pixel along the seam must be a neighbor (including diagonals) to the next pixel in the
sequence.
Computing seams is done using a dynamic programming approach in 2D, but when
it was extended to 3D for use in videos represented as stacks of images [67], a graph-cut
technique was adopted. Graph cut [8] is commonly used in computer vision for image
segmentation. In this method, a graph is set up so that each node represents a pixel or
element in the image or volume. There are two special source and sink nodes, called the
S and T nodes, respectively. The nodes in the image or volume on the minimal border
of the axis being resized are assigned unbreakable edges to the S node and similarly, the
nodes on the maximal border are assigned to the T node. Edges are also created between all
non-source/sink nodes in the graph and are assigned weights by an energy function. Using
the min-cut/max-flow graph cut algorithm [7], the set of edges with the least energy that
would divide the graph into two subgraphs is computed. Graph cut can be extended to any
number of dimensions, so we also adopt this method for computing seams on animated fluid
volumes, which are 4D.

1.3

Dissertation Overview

This dissertation is presented as a collection of papers focused on two primary areas: a
linear octree-based adaptive fluid simulation technique to improve simulation run-times on
fluids that exhibit both high and low levels of detail, and a set of methods for intelligent
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fluid post-processing called fluid carving to allow artists control over their simulations and
volumetric data after they are cached to disk. We will now provide a brief overview of each
of these papers to succinctly outline how we achieved the aim of our thesis statement.
Adaptive Fluid Simulation Using a Linear Octree Structure. Numerical
computations for fluid simulation in entertainment production are traditionally performed on
a fixed, uniform simulation grid. This approach, while straightforward, is inefficient because
most simulations have regions of both high and low resolution. This is problematic because
it slows down the iterative process that is crucial for artistic workflows.
We have built upon previous octree-based methods to provide adaptivity for fluid
simulation grids. An octree is a tree-based data structure where each node can be recursively
subdivided into 8 child nodes. This allows some regions of the simulation grid to be coarse,
while others are very fine. The problem with these approaches is that a recursive set of pointers
yields a very fragmented memory layout. This is inefficient for fluid simulation because they
constantly access large amounts of memory. This high cache inefficiency overhead limits
computation-time savings when compared to a traditional uniform approach.
In Chapter 2 we present our linear octree method for efficiently simulating liquids
which was published in the proceedings of Computer Graphics International 2018 [26]. Rather
than store the octree simulation grid as a recursive set of pointers, we instead opt to store it
as a contiguous array with flags indicating the effective size of each cell. In this manner we
provide the adaptivity benefits of an octree without the high overhead.
Fluid Carving: Intelligent Resizing for Fluid Simulation Data. Once a fluid
simulation has been written out to disk, it is very difficult to change or manipulate. There
are simple options like smoothing, eroding, or dilating the surface, but making changes to
the actual shape and motion of the simulation are difficult without re-simulating. Because of
the time constraints typical of modern entertainment production, re-simulating is often not
an option.
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Techniques in image processing have been widely adopted and are very effective at
manipulating images without knowledge of how the images were created. Tools like Photoshop
have revolutionized digital content creation. However, these post-processing techniques have
largely remained confined to image processing. Because fluid simulation data is similar to
image and video data in that it is stored on a grid, we utilize image processing techniques to
allow fluid post-processing. Specifically, we have adapted seam carving techniques to allow
intelligent, content-aware resizing operations to be applied to baked-out fluid simulation data.
The first of these two methods, described in Chapter 3, provides the foundation for
fluid carving. This paper was published in the proceedings of SIGGRAPH Asia 2019 and
simultaneously in ACM Transactions on Graphics Volume 38, Issue 6 [27]. In this paper we
overcome the challenges of developing graph cut energy functions that make sense for liquids,
and the increased complexity and computational cost associated with extending seam carving
to four dimensions. Specifically we allow particle-based Fluid Implicit Particle (FLIP) liquids
to be intelligently resized. This provides a new way for large, 4D data to be intelligently
post-processed.
Generalized Fluid Carving With Fast Lattice-Guided Seam Computation.
The final paper in this dissertation, which is presented in Chapter 4 and is currently under
review, builds upon the fluid carving method by addressing several limitations. First, because
fluid carving builds upon seam carving, an image-based technique, it inherited the assumption
of rectangular boundaries. While images always have rectangular boundaries, fluids are much
more dynamic with many different boundary conditions and characteristics of motion. We
address this limitation by allowing the user to enclose a region of interest in a non-uniform
lattice structure which can then apply fluid carving to a much wider range of shapes and
motion.
We also generalize fluid carving in this paper. Rather than only supporting FLIP
liquids, our new method can resize any data that can be represented as a VDB grid, an
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industry standard volume data structure. This includes images, videos, particles, smoke, fire,
and liquids.
The original graph-cut based fluid carving method was slow when resizing production
level data. We present a multi-greedy seam computation method that is orders of magnitude
faster than the previous approach while maintaining the same level of quality.
With these improvements we provide a flexible, directable, and overall comprehensive
system for intelligent volumetric post-processing that we have shown to increase the viability
of production workflows like post-process resizing and FX asset reuse.
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Chapter 2
Adaptive Fluid Simulation Using a Linear Octree Structure

This chapter is based on our paper entitled Adaptive Fluid Simulating Using a Linear
Octree Structure which was published in the proceedings of Computer Graphics International
2018 [26]. It has been slightly modified here to include a few additional details.

Abstract

An Eulerian approach to fluid flow provides an efficient, stable paradigm for realistic
fluid simulation. However, its traditional reliance on a fixed-resolution grid is not ideal for
simulations that simultaneously exhibit both large and small-scale fluid phenomena. Octreebased fluid simulation approaches have provided the needed adaptivity, but the inherent
weakness of a pointer-based tree structure has limited their effectiveness. We present a
linear octree structure that provides a significant runtime speedup using these octree-based
simulation algorithms. As memory prices continue to decline, we leverage additional memory
when compared to traditional octree structures to provide this improvement. In addition to
reducing the level of indirection in the data, because our linear octree is stored contiguously
in memory as a simple C array rather than a recursive set of pointers, we provide a more
cache-friendly data layout than a traditional octree. In our testing, our approach yielded
run-times that were 1.5 to nearly 5 times faster than the same simulations running on a
traditional octree implementation.
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2.1

Introduction

Realistic visual fluid simulation research is increasingly important as high-performance physical
simulation work becomes more prevalent in a variety of fields including animation, visual
effects, and video games. Over the past few decades, there has been great success in creating
convincing fluid phenomena including ocean waves, smoke plumes, water splashing into
containers, and others. By taking a physically-based approach, the burden on artists needing
to hand-animate complex fluid behavior has been alleviated. Additionally, by providing
controllable parameters, modern fluid simulation techniques provide artists some control over
simulations. However, because physically-based fluid simulation is computationally intensive,
efficient algorithms and data structures are crucial to support the ever-increasing demand for
new types of simulation.
Depending on the art direction of a simulation, the simulator’s configuration details
can vary widely. For example, simulating large-scale ocean waves at the resolution needed to
accurately resolve tiny droplets would be very inefficient, and attempting to simulate droplets
with a very coarse resolution would not have the necessary accuracy. This is a problem when
a fluid simulation must simultaneously capture large and small-scale phenomena.
With a traditional fixed, uniform Eulerian simulation grid the user must specify the
resolution of the grid before simulating. Visual detail is tied to the resolution of the grid.
Liquid phenomena such as droplets and thin sheets require a very high resolution. Because
increasing resolution has a large impact on simulation time, the lowest possible resolution
that still achieves the desired effect will ideally be specified. As previously mentioned, if
the simulation requires both large and small details, a grid with fixed resolution will either
be computationally inefficient or lack the necessary accuracy for the desired visual details.
Despite this inefficiency, the uniform simulation grid has remained the preferred data structure
for fluid simulation because it is straightforward to implement and is cache-friendly.
To illustrate the need for locally adaptive fluid simulation, a wave exhibiting both
large and small-scale phenomena is shown in Figure 2.1. While the upper region of the image
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Figure 2.1: An ocean wave with regions of both high and low detail is shown above. A locally
adaptive fluid simulation grid is necessary to capture the fine details at the top of image
while remaining efficient in the low-detail region at the bottom.
has fine details like droplets and spray, the lower region is smooth without much going on.
Simulating this type of phenomena on a low resolution grid would be fast and efficient for
the lower region, but the complex interactions occurring in the highly detailed regions would
be lost. A low resolution grid is insufficient for these details because it does contain the
necessary density of signed distance and velocity samples. Signed distance and velocity are
stored at fixed locations at each cell. Signed distance indicates the distance from the grid
location to the fluid surface and is necessary for rendering and to compute effects like surface
tension. The velocity field governs the motion of the fluid. To resolve the curling motion
at the top of an ocean wave requires many more velocity samples than the smooth surface
below the crest of the wave.
Previous approaches to solving the adaptivity problem include the use of octrees,
far-field grids, multiple grids of varying resolutions, adaptive particle-based approaches, and
a variety of others. While each technique has alleviated some aspect of the need for adaptive
simulation, each also has its respective drawbacks. These issues include inefficient use of
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memory, high computational overhead, difficulty of implementation, or data structures that
are overly complex. Our approach seeks to minimize these drawbacks while achieving their
strengths.
We present a linear octree-based method that allows for regions of both high and low
resolution in a single grid (Figure 2.2). We differ from existing octree-based approaches in
that we store our octree contiguously in memory as a simple C array. By avoiding the use of
a recursive set of pointers that is fundamental to tree data structures, we reduce the level of
indirection in the data, and significantly speed up the computation time. With the familiar
interface of a traditional octree, our linear octree grid structure can leverage the algorithms
and literature that already exist for octrees.

2.2

Related Work

Modern fluid dynamics from a computer graphics perspective began in 1996 when Foster and
Metaxas presented a comprehensive Eulerian fluid simulator [30]. Their work was mainly
based on an earlier computational physics paper [37]. Jos Stam improved upon this work
while attempting to create a production fluid simulator [83]. Rather than relying on explicit
Eulerian schemes which required small timesteps and suffered from instability, Stam developed
a method that made the simulation unconditionally stable for the first time. This was done
by adding a Lagrangian technique now commonly known as the backward particle trace.
These seminal papers revolutionized visual fluid simulation by efficiently approximating the
Naviér Stokes equations and allowed for a wide range of fluid effects without the need for
specific logic. Stam’s work remains the foundation for Eulerian fluid simulators in computer
graphics today.
Previous approaches to free-surface tracking were mostly done with either marker
particles or with height-field techniques. While these approaches provided a general approximation of liquid surfaces, they suffered from mass dissipation. Foster and Fedkiw presented
a method that used level sets to accurately track the fluid surface while avoiding mass
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dissipation [29]. This level set method approach was improved by Enright, Marschner, and
Fedkiw by using particles on both sides of the free surface to perform a thickening step [21].
This improvement shifted the liquid rendering paradigm from a volumetric approach to a
surface based approach which allowed for more convincing ray tracing techniques to be used.
Lagrangian particle-based approaches are also commonly used today. Foundational
among these is Smoothed-particle Hydrodynamics (SPH), which was initially introduced by
Desbrun and Gascuel [18] and then adapted for efficient computer graphics simulations by
Muller, Charypar, and Gross [53]. SPH tracks the fluid as a set of discrete particles without
the use of a grid as in the Eulerian approach. The properties of the fluid are computed using
weighted contributions from nearby particles. Lagrangian approaches benefit from reduced
numerical dissipation, but suffer from stability issues.
The simulation technique we use in this paper is a semi-Lagrangian technique called
the Fluid-implicit Particle (FLIP) method, which was originally developed by Brackbill [9]
and adapted for computer graphics by Zhu and Bridson [99]. FLIP uses particles to store and
advect the fluid velocity, but uses an Eulerian grid for the other fluid simulation steps like the
pressure projection. This method maintains stability and reduces numerical averaging. FLIP
fluid simulations allow a more free-flowing fluid behavior which is crucial for low-viscosity
fluids like water.
Any fluid simulation technique that uses a grid has the potential to benefit from
improvements to the design of the grid. This is obvious in pure Eulerian approaches, but
also applies to a variety of hybrid techniques including FLIP. Additionally, many modern
fluid simulators use multiple grids for ancillary computations like fluid surface re-meshing
[93], or surface tension computation [87].
Losasso, Gibou, and Fedkiw presented an alternative to uniform grids by performing
fluid simulation on an adaptive octree grid [49]. With the use of octrees, the simulation space
is discretized non-uniformly which allows for regions of both high and low resolution in a
single grid. Losasso’s approach built upon a previous octree method [64] by extending it to
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use unrestricted octrees and adding support for free-surface computation. Despite the grid
being non-uniform, they were able to reformulate the pressure solve and maintain a symmetric
positive definite discretization. However, this approach is known to suffer from instability due
to oscillatory spurious velocities at coarse-to-fine interfaces within the octree. This instability
was improved by Olshanskii, Terekhov, and Vassilevski with the use of a low-pass filter
[62]. Our approach to the pressure projection is based on an earlier octree-based approach
which used a hierarchical pressure solve [77]. The FLIP fluid method was also adapted to
these octree-based approaches [39]. Octrees are a well-studied data structure that provide
improved efficiency for large-scale simulations with varying levels of detail. However, due to
the fragmented memory layout of a tree structure and the multiple levels of indirection in
the data, these structures can suffer significant memory fetch slow downs when compared to
uniform grids.
Recently there have been various approaches to adaptive fluid simulation that maintain
a more cache-friendly data layout. Far-field grids were presented as a way of preserving
uniform grid performance while allowing adaptivity [98]. A far-field grid is similar to a
uniform grid except it allows a single rectangular region of the grid to have higher resolution.
Our approach seeks these same uniform-like performance benefits, but with an arbitrary
number of locally refined regions.
SP Grid [1, 75] allows adaptivity similar to an octree, but uses a custom data structure
consisting of a pyramid of paged sparse uniform grids. Similar to this approach, we store
our data linearly in memory, but rather than using multiple grids, we store ours in a single
non-uniform grid to avoid the need to keep track of the data in multiple locations.
Chimera grids [20] use multiple overlapping Cartesian grids to provide adaptivity
and structure with an emphasis on allowing parallelization. However this approach requires
specifying the regions of high resolution upfront without allowing dynamic local adaptivity
during simulation time.
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Adaptive hexahedral grids and tetrahedral meshes have also been used for adaptive
fluid simulation [3, 24]. These approaches have provided improved efficiency for adaptive fluid
simulation but rely on non-traditional data structures that have not caught on in industry.
Because we are maintaining an octree interface, we hope to avoid this problem.
In another recent approach, FLIP fluid simulations were performed on a uniform grid
data structure, but with an increased number of particles near the surface [25]. This approach
only treats particles near the surface as FLIP particles. Particles further from the surface are
used simply to indicate the presence of the fluid rather than to store and advect velocity as
in FLIP. Similar to our approach, this method focuses computation time near the surface,
but rather than adapting the size of the cells in the grid, they adapt the way particles are
treated.
Finally, Nielsen and Bridson presented a linear adaptive tile tree to provide efficient
adaptive FLIP simulations [60]. This approach is the most similar to ours in that it stores an
octree-like structure linearly in memory in a single grid. However, it does not adhere strictly
to the octree interface in that each cell is not subdivided into 8 children. This removes the
ability to use the existing algorithms and literature for octrees that our approach benefits
from.

2.2.1

Contribution

Our technique is an extension of the octree-based approaches. Rather than using a recursive
set of pointers, our linear octree structure is stored contiguously in memory. Our grid
structure provides all of the adaptivity benefits of the octree approaches, but avoids the cache
and data access inefficiency inherent in these methods. Unlike the mentioned recent custom
adaptive data structures, we maintain the familiar octree interface so that the wide array of
octree algorithms that already exist can easily be ported to our structure. Our technique
provides the following contributions:
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• An alternative way to represent a fluid simulation octree in memory that provides a
significant computational speedup
• A novel combination of previous octree techniques [39, 49, 77]
With our linear octree we observed simulation run-times that were at least 1.5 times
as fast and in some cases nearly 5 times as fast as a traditional octree implementation.
Our approach achieves this speedup at the cost of additional memory when compared to
the traditional octree. However, our approach uses no more memory than a uniform grid,
and modern machines are no longer heavily constrained by memory. Because the runtime
improvement is so significant, we believe that the memory cost is well worth the speedup.

2.3
2.3.1

Linear Octree Structure
Overview

Fluid simulations that require both large and small-scale details are inefficient on traditional
fixed, uniform grid structures. This problem necessitates the use of a data structure that will
allow detail where it is needed while being efficient in regions where very little is occurring.
Existing octree-based approaches provide the needed adaptivity, but suffer from inefficiency
due to the limitations of a recursive pointer-based tree structure.

2.4

Data Layout

Our approach uses a linear octree structure without the use of a recursive set of pointers. We
store our “tree” in a contiguous, linear chunk of memory and set parameters on each cell to
determine the effective size. Our structure provides the same interface as a traditional octree
but is more efficient. Fundamental to this improvement, we reduce the number of levels of
indirection to the simulation data and avoid needing to repeatedly traverse a tree to iterate
over the cells and find neighbors. A diagram showing the differences between a traditional
and linear octree is shown in Figure 3.2.
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Figure 2.2: Shown in 2D for clarity, a droplet is shown falling into a body of resting water.
Our linear octree structure allows multiple levels of refinement. In this example, the surface
of the water and the droplet will need more resolution than the regions of fluid beneath the
surface.

Figure 2.3: Shown in 2D for clarity, a simple adaptive fluid simulation grid is shown on the
left. The top right portion of the figure shows the manner in which the data is stored in a
traditional octree data structure. Note that the links between nodes are pointers that must
be traversed for each data access. The bottom right portion of the image shows our storage
of the data. The octree is stored at the highest resolution with indices indicating the current
width of each cell. This approach greatly reduces the time required to access data over the
traditional octree structure.
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To allow grids of arbitrary rectangular dimensions rather than the cube shape of a
single octree, we use an array of linear octrees, technically making it a “forest” of octrees.
The memory for our grid is allocated as a simple C array of node objects. Note that allocating
this memory contiguously requires that we specify the minimum and maximum cell sizes
upfront. As a result, individual cells sizes can change at runtime, but the global resolution of
the grid cannot. This also maximizes memory utilization because the grid is effectively being
stored as if it were a uniform grid of the maximum resolution. While our grid does use more
memory than a traditional octree, the speed improvement using our method is significant.
Each cell in our linear octree grid stores parameters that allow us to effectively treat
it as if it were of different sizes at runtime depending on the simulation requirements. The
width parameter specifies how large a cell is. For example, if a cell has a width of 8, the next
83 − 1 cells will be ignored while iterating over the grid during simulation, and the cell will
effectively represent a cell with volume 83 . Only powers of two are allowed as width values to
maintain the strict traditional octree interface. The other parameters on our nodes are stored
similarly to the method used by Losasso et al. [49]. We store each component of velocity
ux , uy , and uz at the minimal cell face centers as with the standard MAC grid approach
[36]. Pressure p is stored in the center of the cell. Signed distance φ is stored at the minimal
corner of the cell rather than at the center to simplify interpolation. A diagram of a node in
our grid is shown in Figure 3.3.

2.4.1

Local Grid Refinement

To refine the grid locally in regions where detail is needed, we simply change the width
value of the cells being refined rather than deleting or allocating memory as is required with
a traditional octree. For example, when a cell of width 2 is subdivided, the cell and the
following 7 “child” nodes’ width parameters are set to half of this cell’s width. Velocity and
other parameters of the “child” nodes are set to the values of the “parent” cell. When a set
of eight cells is combined into a single “parent” cell, the first cell’s width is doubled and the
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Figure 2.4: A node in our linear octree grid is shown above. The components of velocity ux ,
uy , and uz , are stored on the minimal cell face centers as with the standard Marker and Cell
(MAC) grid. Signed distance φ is stored at the corner of each cell to simplify interpolations.
Pressure p is stored at the center of the cell.
subsequent 7 cells’ width values are set to 0. The other parameters of the “parent” cell are
set to the average of the children.
Because the surface is the most important visual feature of simulating a liquid like
water, our criteria for grid refinement is based on the signed distance field. If the zero level
set is contained in a cell, it will be fully subdivided, and the further away from the surface
the fluid is, the less refined the grid will become. Additionally, restricting the surface to lie
within a buffer of cells of the same size eliminates the issues that arise when dealing with
coarse-to-fine boundaries at the fluid-air interface.

2.5

Traditional Octree Implementation

For comparison, we also implemented a traditional octree data structure. The simulation
logic for both data structures is shared in our implementation. The differences are in the
data layout in memory, the grid iteration scheme, the way we subdivide and combine nodes,
and in how we get the neighbors of each cell. As with the linear structure, our traditional
octree is really a forest of octrees to allow non-cube shaped grids. Each node, starting with
the root nodes, has either 0 or 8 pointers to child nodes. Iteration is done depth first in
the same effective order as the linear structure. When subdividing a node, 8 new nodes are
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allocated, and when combining a node, the 8 children are deleted. The parameters on the
nodes affected by refinement are set in the same way as previously described for the linear
structure. For neighbor lookups, rather than constant time index arithmetic with the linear
octree, the traditional octree must be traversed up to a common parent and then down to
each neighbor node.

2.6

Simulation

Our intention in creating this simulator is to showcase the need for high resolution in certain
areas while allowing low resolution in others. Low-viscosity water-like fluid phenomena,
especially with highly detailed splashes and thin sheets at the surface are a good test case.
Therefore our simulator must support these features.
Our fluid simulation algorithm is based on the semi-Lagrangian FLIP method [99].
With FLIP, the use of particles greatly alleviates numerical averaging, allowing fast flowing
fluid like water to be simulated. Our fluid surface representation is done using the level
set method [29] with the modifications mentioned in the referenced FLIP paper. We use
the fast sweeping method [97] to initialize our signed distance field at each timestep using
the particle locations. For surface tension effects we use the ghost fluid method [33, 41]
with mean curvature computed using the Laplacian of our signed distance field. Level set
methods for the fluid-air interface are known to have trouble resolving fine details at the
surface without a very high resolution grid. This difficult case provides a good test scenario
for our linear octree grid structure.

2.6.1

Hierarchical Pressure Projection

The pressure projection is the process by which we enforce non-divergence in our fluid. That
is, our fluid must be incompressible, and we can enforce that by setting up a linear system of
equations for the pressure at each cell. This system of equations is then solved iteratively
as a sparse, diagonal matrix. For large simulations, this is the speed bottleneck. Each fluid
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cell in the simulation gets a row in the pressure solve matrix. The primary benefit of using
an adaptive approach like ours is that the total number of fluid cells in the simulation is
reduced, and thus the most computationally-intensive step of the simulation takes less time.
Our pressure projection is based on a previous octree-based fluid simulation method
[77] except we adapt it to liquids rather than smoke. Rather than attempt to solve for
the pressure non-uniformly in one step as in some recent techniques [49], we found it more
straightforward to perform the pressure projection as a series of uniform solves starting with
the largest size in the grid then progressing down to the smallest. The psuedo-code at each
timestep t is shown in Algorithm 1.
Algorithm 1 Hierarchical Pressure Projection
1: Find the list of sizes in the grid
2: Determine the largest size smax in sizes
3: Compute pressure at smax for the entire grid (section 2.6.2)
4: for each size si in sizes < smax do
5:
Compute the pressure at si (section 2.6.2)
6:
Store the pressure at each cell in the grid at size si
7: end for
8: Subtract the pressure gradient (section 2.6.3)

2.6.2

Pressure Boundary Conditions

At the largest size smax , pressure is computed with boundary conditions at the solid and air
interfaces identically to the traditional uniform ghost fluid approach with surface tension.
That is, the pressure p at the fluid-air interface is equal to the mean curvature κ multiplied
by a surface tension constant γ (Equation 3.1).

p = γκ

(2.1)

The mean curvature κ is computed using a 3D Laplacian kernel on interpolated values
of the signed distance field at the fluid-air interface, where φ = 0 (Equation 2.2). The location
where φ = 0 is at a distance θ from the center of the cell being considered (Equation 3.2).
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Figure 2.5: Shown in 2D for clarity, an example of solving for pressure is shown in this
diagram. In this example, we are currently solving for the pressure at size s. The pressure for
size s + 1 has been computed in the previous iteration of the hierarchy and is shown stored at
the locations p0s+1 , p1s+1 , p2s+1 , and p3s+1 . When setting the row in our pressure projection
matrix to solve for ps , we interpolate the value of p∗s+1 using p0s+1 , p1s+1 , p2s+1 , and p3s+1 ,
and explicitly set it as the pressure below ps .
Note that because we store signed distance values at the corners of cells, the signed distance
at the cell centers in the computation for θ must also be interpolated.

κ = ∇ · ∇φ

θ=

φi,j,k
φi,j,k − φi+s,j,k

(2.2)

(2.3)

For the subsequent smaller sizes si , solving for pressure requires special consideration
at the t-junctions between cells of size si and si−1 . At these boundaries, the pressure is
explicitly set to the interpolated value of pressure from the previous solve at size si−1 . An
example of this is shown in Figure 2.5
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2.6.3

Pressure Gradient

The fundamental behavior that drives fluid motion is that fluid tends to move from regions of
high pressure to low pressure. To model this behavior algorithmically, we must compute the
gradient of the pressure field and subtract it from the velocity field. While we computed the
pressure hierarchically with several independent matrix solves, we do not use a hierarchical
approach when computing pressure gradients. Because velocity is stored at one size for each
cell individually, we must compute the gradient of the pressure field non-uniformly in one
pass. We will now show how the non-uniform pressure gradient is computed.
To compute the pressure gradient there are 7 cases that must be considered. The
cases which require special consideration are shown in Figure 3.4 and each case is described
in Equations 2.4-3.5. These cases are listed below:
1. Neighboring cells of the same size.
2. A smaller fluid cell bordering a larger fluid cell.
3. A larger fluid cell bordering smaller fluid cells.
4. A smaller fluid cell bordering a larger air cell.
5. A larger fluid cell bordering smaller air cells.
6. A smaller air cell bordering a larger fluid cell.
7. A larger air cell bordering smaller fluid cells.
For boundaries between cells of the same size, the gradient is computed normally with
the stored values for pressure and subtracted from each component of velocity (Equation
2.4).

u(x, y, z) = u(x, y, z) −

∆t
∇p(x, y, z)
si

(2.4)

At t-junction boundaries, special consideration is necessary. When a smaller fluid cell
borders a larger fluid cell, the neighboring pressure is interpolated from the values stored
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at the next highest size in the grid. This interpolated pressure is then subtracted from the
pressure at the smaller cell to compute the gradient (Case 1, Equation 2.5).

∇p1 = ps − p∗s+1

(2.5)

When a larger fluid cell neighbors smaller fluid cells, the pressure gradient is computed
by subtracting the average pressure of the neighboring cells from the cell’s pressure (Case 2,
Equations 2.6 and 2.7).

∇p2 = ps − pa s−1

pa s−1 =

p0s−1 + p1s−1 + p2s−1 + p3s−1
4

(2.6)

(2.7)

When a smaller fluid cell borders a larger air cell, the pressure gradient is computed
by subtracting the ghost pressure at the fluid-air interface. This is computed using the signed
distance value of the fluid cell and the interpolated signed distance at the location below the
fluid cell center (Case 3, Equation 2.8).

∇p3 = ps −

γκ φ∗s+1
+
ps
θ
φs

(2.8)

When a larger fluid cell neighbors smaller air cells, the signed distance field is used to
compute the ghost pressure at the center of the smaller cells. This ghost pressure is then
used to compute the pressure gradient (Case 4, Equation 3.3).

∇p4 = ps −

γκ φ∗s−1
+
ps
θ
φs

(2.9)

In the case where a smaller air cell borders a larger fluid cell, we use the signed
distance at the center of the cells that the air cell is a part of to compute the ghost pressure
at the fluid-air interface (Case 5, Equation 3.4).
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Figure 2.6: Shown in 2D for clarity, the six t-junction cases for computing the non-uniform
pressure gradient are shown. The filled cells shown in blue are fluid cells and the white cells
are air cells. The equations for computing ∇pi are shown in Equations 2.4-3.5.
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∇p5 =

γκ
φ∗
+ s ps+1 − ps+1
θ
φs+1

(2.10)

Finally, when a larger air cell borders smaller fluid cells, the signed distance of the air
cell and the signed distance at the center of the bordering fluid cells are used to determine
the ghost pressure. The gradient is then computed using the ghost pressure and the average
of the pressures of the fluid cells, pa s−1 (Case 6, Equations 3.5 and 2.7).

∇p6 =

γκ
φs
+ ∗ pa s−1 − pa s−1
θ
φs−1

(2.11)

We have now shown each case for how the pressure gradient is computed on a nonuniform octree grid. We then subtract the pressure gradient from each component of velocity
at each cell in the grid as was previously shown in Equation 2.4. This ensures that our fluid
is now divergence free.
When simulating fluids on our linear octree structure, we observe a significant runtime
improvement when compared to a traditional octree. We provide the benefit of local grid
refinement, but we don’t rely on a recursive set of pointers to do so. Instead, our linear
octree structure is allocated contiguously in memory and we use fast index arithmetic and
set parameters on each cell to provide adaptivity. The result is a more time efficient method
for adaptive fluid simulation while maintaining a familiar data structure interface.

2.7

Results

For our results, we implemented both the traditional and the linear octree structures and
shared the simulation code between the two while customizing the data structures as previously
described. There was little time spent optimizing our code. With additional work, especially
on the simulation code, both the traditional and the linear implementations would likely see
a decent speedup. We used Eigen [35] for our vectors and matrices, including their conjugate
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gradient sparse matrix solver. SideFX Houdini was used to generate the final fluid surface
and the grid representations. We used Houdini’s Mantra renderer to produce our final images.
To verify the difference in speed between the traditional octree and our linear octree
we used three simulation setups: resting water, crown splashes, and a container filling up
with water. Table 3.2 shows the average timestep runtime and the memory utilization. As
expected there is a significant speedup when using a linear octree versus using a traditional
octree. The resulting simulation meshes and particles were identical when comparing the
linear to the traditional octree structure.
Simulation Setup

Traditional
Avg. Seconds
Per Timestep
Resting
water 6.57s
(64x64x64) auto-refined
Crown splash (64x64x64) 15.27s
no refinement
Crown splash (64x64x64) 8.69s
auto-refined
Crown
splash 249.14s
(128x128x128)
no
refinement
Crown
splash 144.87s
(128x128x128)
autorefined
Container filling up 11.69s
(48x80x48) auto-refined

Traditional
Memory
Utilization
15.52MB

Linear
Avg. Linear
Seconds
Per Memory
Timestep
Utilization
3.66s
97.52MB

97.52MB

9.24s

97.52MB

27.24MB

4.39s

97.52MB

780.14MB

180.44s

780.14MB

230.72MB

89.36s

780.14MB

58.30MB

2.47s

68.57MB

Table 2.1: This table shows the results for our test simulations. In the left column is the
simulation setup with the effective dimensions of the grids. We performed each simulation
on our linear and traditional octree implementations. The resulting fluid simulations were
identical. The average elapsed time per timestep is shown in addition to the memory
utilization. In all cases the linear octree was significantly faster than the traditional octree.
Our first test case, shown in Figure 4.7, is a simulation of resting water. This allowed
us to verify that the fluid remained stable. For various configurations of auto-subdivision,
with the restriction that the fluid surface always lie within a buffer of uniform cells, we
observed that the fluid remained at rest.
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Figure 2.7: A locally refined resting water simulation is shown above. Using both the linear
and traditional octree structures, the water remains at rest. The top shows the first frame of
simulation and the bottom shows the last frame.
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Next, we tested several different simulation configurations for crown splashes, as
shown in Figures 2.8, 3.5, and 3.6. Crown splashes are an ideal candidate for benefiting
from adaptive fluid simulation because they require a high amount of resolution in order to
form the crown shape, but don’t require much resolution elsewhere. For each crown splash
simulation, we simulated on both the traditional and the linear octree grids. We ran the
simulations both with auto-refinement turned on and without auto-refinement, making the
simulation behave as if they were uniform simulations. The first thing to note in general
about our results is that the auto-refined simulations are nearly identical to the uniform
simulations. This means that for these cases, auto-refinement does not cause any noticeable
artifacts, and that the areas of low resolution are in fact having very little effect on the
surface. For crown splashes, the speedup seems to scale linearly with the size of the grid and
number of particles, with the linear octree simulations running in about 50-70% of the time
that the traditional octree takes.
Finally, shown in Figure 3.7, we compared the results of simulating a container filling
up with liquid between the traditional and linear octree grid structures. We used a lower
FLIP to PIC ratio in this case, so the fluid is more viscous. This is another good candidate
for local adaptive grid refinement. At the beginning of the simulation the whole grid needs
high detail, but as the container fills, the regions at the bottom are having less of an impact,
and so they do not need as much resolution. The speedup with the linear octree structure was
even better with this type of simulation than with crown splashes. The linear octree structure
was nearly 5 times as fast as the traditional in this case. This difference in performance
is likely due to the number of fluid cells in the grid constantly increasing, which requires
processing larger portions of the grid as the simulation progresses.
We did experience some issues with simulations of containers filling up. Because the
fluid is flowing so quickly from the top of the fluid to the bottom, the liquid below the surface
is having some degree of impact on the surface. A better criteria for where the grid should
be locally refined could alleviate this. Perhaps rather than only refining at the surface, the
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Figure 2.8: An example of a crown splash simulated using our linear octree structure. Notice
that the fine details occur at the fluid surface while there is very little going on below the
surface.
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Figure 2.9: A crown splash with a low effective resolution (64x64x64) is shown above. The
top row shows the splash with local auto-refinement turned on, and the bottom row shows
the same simulation configuration, but with the grid always fully refined, making it behave
as a uniform grid.
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Figure 2.10: A crown splash with enough effective resolution (128x128x128) to begin to see
the defining details appear. Like Figure 3.5, the top row shows the linear octree simulator
running with local auto-refinement, and the bottom is shown uniformly refined. Notice that
while the simulations differ slightly, both were able to capture the crown shape despite the
simulation on top taking less than half of the runtime as the simulation shown on the bottom.
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high velocity in cells should be considered as an event when refinement should occur as well.
There were also issues with the fluid-solid boundaries in coarse regions of the grid having
gaps between the fluid and solid. This is partially an artifact of simulating on a very low
resolution grid. It is also a result of the technique we are using for these boundary types.
With further consideration, this could be improved.

2.8

Conclusion and Future Work

We have presented a method for adaptive fluid simulation that uses an efficient linear octree
grid structure. The current preferred data structure for performing fluid simulation is a
uniform grid because of its cache-friendly data layout and its simplicity. However, fluid
simulations frequently require simultaneously capturing both large and small-scale details
making the uniform grid inaccurate at low resolutions or inefficient at high resolutions.
Existing methods for providing adaptivity include octrees, far-field grids, narrow band
techniques, and a variety of custom grid data structures. These methods often suffer from
high computational or implementation overhead and complexity. Our method provides the
common interface of an octree with its adaptivity, but avoids the data indirection inherent in
a recursive pointer-based tree structure. While our approach uses more memory, we observed
a significant runtime speedup when compared to a traditional octree implementation. The
run-times on our structure were around 1.5 to 5 times faster than the run-times on the
traditional octree grid depending on the simulation configurations.
Intuitively, this speedup can be primarily attributed to our data structure having faster
data access than the traditional octree structure. Rather than needing to use a depth-first
search to find a cell in our grid and then access its data, we use simple index arithmetic to
lookup a cell based on the position. At each time step in the simulation, we iterate over the
grid several times and for many of the iterations we must look up the neighbors for each cell.
Getting the neighbors in our approach is a constant-time index arithmetic operation, whereas
on the traditional octree, the tree must be traversed up to a common parent and down to
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Figure 2.11: An example of a container filling with liquid using our linear octree structure.
As the container fills up, the resolution of the grid at the bottom is reduced.

36

each neighbor. Additionally, while iterating over our grid at the finest resolution, because of
the contiguous linear locality of the data, we observe improved cache-performance over the
fragmented memory layout of the traditional octree.
We plan to explore a few areas of improvement for our linear octree method. Because
we store the entire grid as if it were of the highest resolution throughout the simulation,
there may be ways to better utilize it. To simplify or even speedup velocity interpolations,
we could potentially cache the results of interpolations as they occur on the grid, and then
when interpolating points near those that are cached, use simple trilinear interpolation at
the highest resolution to get the velocity without the need for special cases at coarse-to-fine
boundaries. It may also be worth exploring using our structure as it if it were a uniform grid
of the highest resolution for all steps of the simulation except the pressure projection. We
are also interested in exploring better criteria for local refinement beyond always refining
only at the fluid-air interface as described in Section 2.4.1.
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Chapter 3
Fluid Carving: Intelligent Resizing for Fluid Simulation Data

This chapter is our paper entitled Fluid Carving: Intelligent Resizing for Fluid
Simulation Data which was published in the proceedings of SIGGRAPH Asia 2019 and
simultaneously in ACM Transactions on Graphics Volume 38, Issue 6 [27].

Abstract
We present a method for intelligently resizing fluid simulation data using seam carving
methods. While advances in post-processing techniques have allowed artists greater control
over content late in the production process, this technology has largely remained confined
to image processing. Our fluid carving system allows fluid simulation post-processing by
performing content-aware non-uniform scaling on baked-out fluid simulation data. Specifically,
we extend video seam carving techniques to 4-dimensional animated fluid volume data with
a graph cut energy function based on mean curvature and kinetic energy. To reduce the
complexity of performing graph cuts on 4D data, we provide a new graph construction
formulation that greatly reduces the run-time and memory consumption, which are otherwise
prohibitively expensive. We demonstrate that our system is useful for post-production fluid
simulation changes and editable fluid FX libraries.
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Figure 3.1: Fluid carving allows fluid simulations to be intelligently resized using seam carving
methods. A rain simulation is shown above with a computed seam (middle). On the left is
the simulation after several seams have been removed. On the right is the same simulation
after several seams have been added.
3.1

Introduction

As the realism of visual entertainment continues to increase, natural phenomena such as smoke,
water, and fire must be computationally modeled. Modern physics-based fluid simulators have
allowed such effects to be created digitally at an unprecedented level of fidelity. In addition
to modeling the physical properties of fluids, modern production simulators provide artists
some level of control over the fluid behavior. Because fluid simulation is both financially
and computationally expensive, providing new ways for artists to efficiently control fluids is
crucial to the future of high-fidelity visual entertainment.
Large fluid simulations can take several hours or even days to simulate. Once the
simulation data is written out to disk, the options for changing the simulation are limited.
Simple filtering options like smoothing, eroding, dilating, and others are possible, but changes
to the actual shape and motion of the simulation are difficult without re-simulating. Because
of the time constraints typical of modern entertainment production, re-simulating is often
not an option.
We present a method for applying non-uniform scaling on fluid simulation data that
intelligently preserves important visual information (Figure 3.1). Our technique builds
upon seam carving techniques [4, 67] and applies them to 4-dimensional data, where three
dimensions are spatial and the fourth is temporal. Specifically, we leverage the graph cut

39

min-cut/max-flow algorithm to compute and either remove or add seams from baked-out
Fluid Implicit Particle (FLIP) simulations. Our graph cut energy function primarily uses
curvature and kinetic energy to preserve important regions of the simulation. We present a
new graph construction formulation that takes advantage of the structure of fluid simulation
data to greatly reduce the high computational and memory costs of computing seams on
4D volumes. We also present a method for breaking our large 4D graphs into a sequence of
smaller graphs to allow efficient seam computation on simulations with large frame ranges.
Entertainment production relies on a variety of post-processing tools to give content
creators control over their work late in the production process. This technology has largely
been confined to image processing. Recently, studios have increasingly adopted the use
of libraries of visual effects assets. However, the viability of these FX libraries has been
limited due to the lack of tools and technology to edit them for use in specific shots. Our
technique provides the ability to perform intelligent non-uniform scaling on animated volume
data, which allows users to easily edit these types of FX libraries. While the specifics of our
technique have been optimized for FLIP fluid simulations, this technology could easily be
adapted to any 3D-animated particle or volume data. Because fluid simulation is often one
of the most technically intensive challenges facing production, our technique could have a
significant impact in reducing this challenge.

3.1.1

Contributions

Our fluid carving technique makes the following contributions:
• We adapt seam carving techniques [67] to 4D animated volume data with an energy
function based on mean curvature and kinetic energy.
• We provide a new graph construction formulation that is optimized for FLIP fluid
simulation data to greatly reduce the run-time and memory consumption of performing
graph cuts on 4D volumes, which would otherwise be prohibitively expensive.
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• We present a keyframe interval seam computation technique that breaks our large 4D
graphs into a sequence of smaller graphs to allow fluid carving to scale to simulations
with large frame ranges.

3.1.2

Applications

Fluid carving provides a useful tool for entertainment content-creators. We have identified
the following applications where our technique could be useful:
• Post-production fluid simulation changes. Normally, when fluid simulation data has
been written to disk, its shape and motion are considered complete and unchangeable
without re-simulation. Because we cache out our seams, our technique can be used to
interactively adjust the fluid based on model shape changes or director feedback.
• Editable FX libraries for improved fluid simulation asset re-usability. With FX libraries
becoming more commonplace in studios, our technique allows the flexibility to adjust
simulations to make them more broadly useful.
Even though computing seams using our technique is not real-time, because we cache
out all of the data as a pre-processing step, we allow the flexibility to interactively edit fluid
simulations once the pre-processing is complete.

3.2
3.2.1

Related Work
Fluid Simulation

Fluid carving is designed to edit simulations generated by modern fluid simulators. Specifically,
we focus on liquid simulations using the hybrid Fluid Implicit Particle (FLIP) method [99].
FLIP builds upon previous foundational Eulerian-based fluid simulation techniques [83] by
utilizing particles to store and advect velocity, resulting in improved low-viscosity flows
like water. We leverage the industry-standard implementation of FLIP in Houdini which is
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reviewed in detail in Bridson’s book [10]. FLIP is a natural choice for our method because
we make use of both grids and particles.
We briefly examine methods that improve the efficiency of fluid simulation as our
approach is motivated by the high computational and financial cost of current fluid simulation
workflows. Octrees [49] and tetrahedral meshes [3, 13] have been used as alternatives to
uniform Eulerian grids to provide runtime and memory utilization improvements. Multigrid
methods [11, 50] and domain decomposition [56, 81, 92] are popular approaches for fluid
optimization. GPU approaches have also been used [38]. Despite these techniques and other
recent efficiency improvements, fluid simulation remains computationally expensive, and
techniques in controlling and editing fluids are needed.
Fluid control for art-directing fluids at simulation time has been explored. Guide force
[22, 88], optimal control theory [51, 78], and reverse simulation [61] methods have been used
to control fluid simulations to hit target shapes. Other methods have used control particles
to introduce body forces to guide fluid simulations [29, 65, 86]. Guide shapes generated
from coarse liquid simulations have been used to control high resolution simulations [59]. An
interactive system was presented that allowed users to edit FLIP simulations at keyframes
during simulation to guide them toward desired shapes [63]. Each of these fluid control
methods focuses on guiding the simulation during the simulation itself, whereas our approach
focuses instead on modifying fluids post-simulation.
Similar in motivation to our method, there have been a few related works on creating
and editing fluids using pre-existing fluid simulations. A deep learning approach was able to
synthesize smoke simulations by training on existing smoke simulations [42]. A technique
for blending multiple liquid simulations was used to quickly generate many new similar
simulations [66]. This technique was extended and improved using a grid-based registration
method [85]. A method for modifying the dynamics of existing smoke simulations by resimulating on a subspace of the fluid has been presented [47]. Integrating liquid simulations
into existing fluid environments with non-reflecting boundaries was also explored [6].
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Perhaps most similar to our work, a method was presented for editing existing smoke
simulations [70]. This method builds upon Poisson image editing, a popular technique
in image processing. This technique allows users to copy regions of smoke from one or
more simulations to another, while smoothing and blending the resulting discontinuities.
From an image processing perspective, this approach is analogous to copying, cutting, and
pasting images, and our approach is analogous to non-uniform scaling. While this approach
demonstrated retargeting results for fluids, the process requires carefully selecting several
interpolation regions and then applying the technique to each of them. Our approach provides
a more intuitive method to retarget fluids by intelligently scaling. Another key difference is
that we focus on liquids rather than smoke.

3.2.2

Seam Carving

Image and Video Seam Carving
Seam carving for image retargeting was introduced in 2007 [4]. A seam in an image is a
sequence of consecutive pixels that runs from one side of the image to the other along one
dimension. Seams are constrained to have exactly one pixel in each row or column. Seams
must also be continuous in that each pixel is a neighbor (including diagonals) to the next
pixel in the sequence.
Seam carving was extended to videos in 2008 [67]. Rather than isolate each frame to
seam carve videos, their approach stacks each image in the video to form a 3D volume. A
low-energy seam is then carved through the video volume. Graph cuts were used to extend
the previous approach to 3D. This graph cut approach provides the foundation for our new
technique. Specifically, our method uses Maxflow version 3.04 [7].
Image-based seam carving techniques have been expanded and improved in subsequent
years. A “video carving” technique used seam carving to remove temporal seams to provide
succinct video summaries [12]. Video seam carving was combined with other warping
techniques to retarget images and videos in a multi-operator approach [68].
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A discontinuous seam carving method proposed by Grundmann et al. is of particular
interest to this work [34]. Rather than strictly enforce that seams be continuous and connected
as in traditional seam carving, this approach relaxes this constraint to allow both spatial
and temporal discontinuities. We also relax the connectivity constraint based on the unique
characteristics of liquid data. However, we employ this method primarily to improve the
run-time and memory utilization of graph cuts on 4D volumes, which would otherwise be
prohibitively large and slow.

Seam Carving for Spatial Volumes
While video seam carving involves a 3rd dimension that is temporal, seam carving techniques
have also been applied to 3D spatial data. Seam carving has been applied to the vertices of
triangle meshes to dynamically remove low-energy faces [17]. A “surface carving” approach
has been used to efficiently reduce medical volume data while preserving important features
with the use of a multilevel banded method [91]. Voxelized representations of 3D objects
have been intelligently resized using an approach similar to surface carving [84].
The related works we have discussed here are insufficient for intelligent fluid resizing.
The fluid-based techniques provide the ability to control fluids as they simulate, or to perform
some post-processing operations, but they do not currently provide an intuitive, efficient
system for fluid resizing. Our fluid carving approach builds upon these works, especially the
image-based seam carving methods, and allows content-aware fluid post-processing scaling
operations to be performed efficiently.

3.3

Graph Cuts For Animated Fluid Volumes

Seam carving uses graph cuts to compute an optimal set of pixels, or in our case, voxels,
through a discretized space in order to divide the image or volume into two disjoint subsets.
Graph cut algorithms are commonly used in computer vision for image segmentation. In
these methods, the graph is set up so that each node represents an element in the image or
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Table 3.1: Table of parameters.
Parameter
Description
s
FLIP grid voxel size
r
FLIP particle radius
d
Signed distance value
u
Staggered grid velocity
p
FLIP particle position
v
FLIP particle velocity
S
Source node for graph cut
T
Sink node for graph cut
E
Graph cut energy function
EH
Curvature energy function
EK
Kinetic energy function
EU
User-defined energy function
φ
Signed distance field
H
Mean curvature
ew
Whitewater energy constant
et
Targeting particle energy constant
cH
Curvature energy threshold
cK
Kinetic energy threshold
sw
Sub-volume window size in voxels
ki
Keyframe interval length in frames
volume. Edges between the nodes in the graph are assigned weights by an energy function.
Using the min-cut/max-flow graph cut algorithm, the set of edges with the least energy that
would divide the graph into two subgraphs is computed. Thus, in order to perform a graph
cut on fluid data, we must define our energy function and graph construction formulation
with fluids in mind. Because graph cut algorithms have high complexity and do not scale well
for large graphs, like those required for our 4D volumes, we must give special consideration
to the structure of our graph to avoid prohibitively high computation times and memory
utilization.
For convenience, Table 3.1 provides a quick reference of all of the important parameters
described below.

3.3.1

Data Representation

There are three primary data structures in our fluid carving system: FLIP fluid simulations,
graphs, and seams.
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Figure 3.2: The structure of FLIP fluid simulation data. A simple 2D FLIP simulation (left),
a voxel (top right), and a particle (bottom right) are shown.
FLIP Fluid Simulations
Our FLIP fluid simulation data consists of a set of global parameters, and for every frame
in the simulation, a uniform voxel grid and a set of particles. The global parameters that
are important to our method are the voxel size s and particle radius r. Each voxel contains
a signed distance value d stored at the center, and components of velocity, ux , uy , and uz
defined at each respective minimal cell face center. Each particle contains a 3D position p
and a 3D velocity vector v. An example diagram of our fluid simulation data is shown in
Figure 3.2.
When preparing our fluid simulation data for seam carving, we create a separate 4D
“fluid carving grid” that consists of each of the grids in our simulation with time as the fourth
dimension. We use the particles to compute the information for our energy function after
each seam carving operation. This information is then stored in the fluid carving grid where
the actual seam carving takes place. This process is discussed in Section 3.4.

Graphs
The graph representation we use to compute our seams consists of a set of nodes and edges.
There are two special nodes called the S and T nodes that are separate from the nodes that
will represent discrete pieces of our volume. These two source and sink nodes determine
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Figure 3.3: The structure of graphs and seams. The 1D, 2D, and 3D seams shown (right) are
computed using graph cuts on the corresponding graphs (left).
which nodes of the volume belong to each side of the graph after the cut is made. Each node
can have edges in both directions connecting to other nodes. The edges are assigned weights
by an energy function. All of the nodes that lie on the minimum and maximum boundaries of
the corresponding dimension are connected to the S and T nodes, respectively, with infinite
weight. We call these nodes minimal and maximal nodes. The graph cut algorithm determines
the set of edges that should be removed so that each node has a path to either S or T .
Graphs cuts are performed on 2D and 3D graphs for images and videos, respectively.
We have an analogous setup but with 4 dimensions for animated fluid volumes. Examples of
graphs are shown in Figure 3.3.

Seams
A seam in an image is a sequence of pixels that runs from one end of the image to the other
along some dimension. In traditional seam carving there are two constraints that must be
enforced for seams: monotonicity and connectivity. Monotonicity constrains the seam to
contain exactly one pixel in each row if carving in the y-dimension, or in each column for the
x-dimension. The connectivity constraint forces the seam to be continuous so that each pixel
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along the seam is a neighbor (including diagonals) of the next pixel in the sequence. In a
higher dimensional space, these constraints are enforced in each dimension. Thus to carve
a 2D space, the seam will be 1D. For 3D, the seam will be 2D, and so forth. An example
diagram of seams is shown in Figure 3.3.

3.3.2

Energy Function

To define an energy function for the graph cuts we must determine which features of our
fluid are most important to preserve when carving. In the case of image seam carving,
large differences in pixel values are often characteristic of object edges or other important
visual information, thus the gradient of the pixel values is most often used. In videos, this
technique is augmented with the temporal gradient of the pixel values from frame to frame
to maintain better temporal coherence when computing seams. In the case of animated
fluid volumes we use three criteria for our energy function: curvature, kinetic energy, and
additional user-defined energy. That is, the energy function E at voxel i, j, k, f in our 4D
fluid carving grid is the sum of the curvature energy EH , the kinetic energy EK , and any
user-defined energy EU :

E(i, j, k, f ) = EH (i, j, k, f ) + EK (i, j, k, f ) + EU (i, j, k, f )

(3.1)

Curvature Energy
The most important visual characteristic of most liquid phenomena occurs at the surface.
While for certain cases there are important features below the fluid-air interface, like foam,
debris, or multiple interacting liquids, the primary visual features of a liquid are on the
surface. Furthermore, objects suspended in the liquid form a surface between the object and
surface, so features like debris are accounted for in the surface. Therefore, we incorporate the
curvature of the surface into our energy function to avoid jarring visual changes to the fluid
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Figure 3.4: 2D examples of mean curvature and kinetic energy. Red cells indicate high mean
curvature. Yellow cells indicate high kinetic energy. A more saturated cell indicates more
energy.
when adding or removing seams. A diagram showing regions of high curvature in a fluid is
shown in Figure 3.4.
The surface of our Eulerian fluid simulation is defined as the zero level set of the
signed distance field φ of the volume. We define φ by computing the signed distance from
each voxel center to the nearest particle. We then propagate these distance values throughout
the volume using the fast sweeping method [97].
To measure the curvature H of the surface at each voxel center we use mean curvature.
Mean curvature is a natural choice because our fluid simulator also uses mean curvature when
computing surface tension which influences small-scale visual phenomena like the formulation
of droplets and thin sheets. Therefore using mean curvature will effectively account for areas
where the surface is changing. The mean curvature of the fluid surface is computed using a
4D Laplacian kernel over φ along the zero level set:

H = ∇ · ∇φ

(3.2)

To compute the curvature energy EH of a voxel, we first obtain the mean curvature
gradient by computing the finite difference along each dimension. Then, similar to video
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seam carving [67], we sum up the absolute value of each component of the gradient:
x,y,z,t

EH (i, j, k, f ) =

X ∂Hdim (i, j, k, f )
∂dim
dim

(3.3)

Because EH is called frequently, we avoid a square root with the absolute value rather
than a 2-norm. We define the distance from one frame to the next to be one voxel to ensure
that the gradient is consistent between the temporal and spatial dimensions.

Kinetic Energy
The kinetic energy of the fluid is another important visual characteristic we consider. While
the temporal derivative of the mean curvature,

∂Ht
,
∂t

does give some measure of energy due

to velocity within neighboring frames, EH is primarily important for preserving spatial
information. Curvature energy is sufficient for fluids that are not changing quickly over time.
However, consider a splash where there are droplets flying through the air at a rate of several
voxels per frame. Because the droplets would not exist in the immediately neighboring frames,
EH would not measure this change. As a result, seams could be added or removed that would
cause a visual slowdown or speed up in regions of the fluid with high velocity. An example of
this issue is shown in Figure 3.14.
To account for kinetic energy, we write out the velocity v of each particle during
simulation. As a pre-computation step, we trace each particle backwards through time with
its stored velocity. To compute the kinetic energy EK at each voxel in our grid, we iterate
over each particle p in the set of particles P that pass through the voxel and sum up the
squared velocities vp .:
EK (i, j, k, f ) =

X

vp2

p∈P

A diagram showing kinetic energy is shown in Figure 3.4.
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(3.4)

User-Defined Energy
The third component of our energy function, EU , allows the flexibility to add additional userdefined energy at specified voxels. We use this in two primary ways: to account for whitewater
effects in simulations, and to avoid or force carving specific regions of the simulation.
Many fluid phenomena like river rapids and ocean waves have regions of turbulence
where spray, bubbles, or foam occur. These whitewater features are crucial to the look of
these types of fluids. However, these features often do not occur near the fluid surface, and
they do not necessarily have high velocity. Therefore they are not represented in either EH
or EK . To account for these effects, the user can specify a set of whitewater particles in
the simulation. Before computing seams, for each voxel, we iterate over the contained set
of particles Pw and add a constant amount of energy, ew , which is set experimentally by
the user. We used a value of 0.1 for ew in our results. A higher value could be set for ew
depending on how important the whitewater features are for the specific simulation.
Finally, the user can provide a static or animated mesh that overlaps with the fluid
simulation to force the seams to either be computed or avoid being computed through the
containing voxels. If the user would like to remove a certain region of the fluid simulation,
they can provide a “targeting” mesh that surrounds the region. If the user would like to
preserve a certain region of a fluid simulation that would otherwise be low energy, they can
provide an “avoidance” mesh to avoid computing seams within this region. Avoidance meshes
can also be used to channel or guide seams along a certain region as was done in our boat
wake results (Figure 3.15).
Targeting or avoidance energy is added by converting the mesh into a set of particles
and then iterating over the particles. If the particle is an avoidance particle, infinite energy
is specified at the containing voxel. If the particle is a targeting particle, the energy at the
containing voxel is set to 0, and a constant amount of energy, et , is added to all other surface
voxels. et is set experimentally by the user. We used a value of 100 in our results. Our
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user-defined energy function EU is defined as follows:

EU (i, j, k, f ) =





∞





if contains avoidance particle,

0





P

 p

w ∈Pw

3.3.3

if contains targeting particle,
ew

(3.5)

otherwise

Graph Construction

With our energy function defined, we will now describe how the graph is constructed. In
previous 2D and 3D seam carving approaches a node is created for every pixel in the image
or video, creating a one-to-one mapping between the pixels and nodes in the graph. This
one-to-one mapping is important for enforcing the monotonicity and connectivity constraints
which we would also like to enforce as much as possible. While creating a node for every voxel
works for 4D volume data, it is prohibitively expensive (Table 3.2). Therefore, we provide an
alternative graph construction method that reduces the number of nodes in the graph by
loosening the above mentioned constraints with minimal visual impact on the results.
To prune nodes in our graphs, the user provides two threshold constants, cH and
cK , which correspond to EH and EK , respectively. If the evaluation of these functions at
a voxel is below the corresponding threshold, the node is pruned from the graph. These
constants are set experimentally by the user. Unless there is whitewater or user-defined
energy present, nodes more than 3 voxels away from the surface are also pruned. The fewer
nodes we include in our graph, the less memory we will use and the less computation the
graph cut algorithm will require. However, the more aggressively we prune nodes, the more
relaxed the connectivity constraint becomes. These parameters allow the user to tune our
system to balance between efficiency and quality.

52

Monotonicity
The monotonicity constraint ensures a seam includes exactly one voxel in each row/column
per dimension. This constraint is important to ensure that a seam carving operation behaves
like a traditional scaling operation in one dimension. More specifically, when a seam is
removed or added, the boundaries of the volume should remain rectangular in each dimension
by affecting each row/column uniformly, one voxel at a time.
We preserve monotonicity using the video seam carving approach, which was shown
to ensure monotonicity [67]. This is done by creating a node for every minimal and maximal
voxel regardless of whether these voxels contain important information. These nodes are then
connected to the S and T nodes, respectively.

Connectivity
The connectivity constraint ensures that seams are continuous, with each voxel in the seam
being a neighbor (including diagonals) of each consecutive voxel in each dimension. This is
important to avoid seams that exhibit jittery, discontinuous behavior.
Because the nodes in our graph do not necessarily map one-to-one to voxels in our
volume, our graph construction does not strictly enforce connectivity. If two high-energy
voxels in our volume are separated by several zero-energy voxels, there will be a “skip
connection edge” that connects the two nodes representing the high-energy voxels while
ignoring the zero-energy voxels. This means that when carving in this situation, the seam
would have a discontinuity at this skip connection edge. However, in practice this does not
cause significant visual artifacts. This is because discontinuities will always occur where
there is very little going on in the fluid simulation, based on the choice of cH and cK . The
connectivity constraint does hold in regions of many contiguous high-energy voxels.

Graph Definition
A more formal definition of our graph construction formulation will now be described.
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Figure 3.5: How minimal and maximal nodes are defined in our graph. While we show the x
dimension here, our system would apply this to the corresponding dimension of the seams to
be computed.
If a voxel lies on the boundary of the volume (based on the dimension being carved),
a node will be created and an edge with infinite weight connecting it to the S or T node will
be added. This is shown in Figure 3.5.
If evaluating the energy functions at a voxel results in a value higher than both of
our threshold constants cH and cK , a node is created. An additional node is then created
(if it doesn’t already exist) for each neighbor in each dimension of this voxel in the positive
direction regardless of energy. This node is then connected to each neighbor node with a
forward edge weighted by the energy function evaluated at this voxel. To enforce monotonicity,
a backward edge with infinite weight is then created from each neighbor previously created.
To locally enforce connectivity, diagonal backward edges with infinite weight are also added.
If these diagonal nodes do not yet exist, they are also added to the graph. This is shown in
Figure 3.6.
Skip connection edges are added to all of the neighbor nodes that were created in
the previous step that have energy below one of our thresholds cH or cK . This is done by
adding a zero-energy forward edge connecting to the next node that exists in the graph in
each dimension. Backward energy edges are then added with infinite weight. This is shown
in Figure 3.7.
To illustrate how a graph is constructed, a diagram that shows a single slice in time of
a simplified fluid simulation with its associated graph is shown in Figure 3.8. In Figure 3.9 we
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Figure 3.6: How high-energy nodes are defined in our graph. The high-energy node is colored
gray. While we show the x dimension here, our system would apply this to the corresponding
dimension of the seams to be computed.

Figure 3.7: How skip connection edges are defined in our graph. n is the number of node
indices to the next existing node in the graph along the x dimension. While we show the x
dimension here, our system would apply this to the corresponding dimension of the seams to
be computed.
show the carved results of a static 2D frame of a rain simulation to illustrate the differences
that can arise from using our optimized graphs.
Our graph construction formulation as described above provides a significant improvement in terms of both memory consumption and computation time. However, for larger,
high-resolution fluid simulations, especially with large frame ranges, computing seams can
still be slow. We will now discuss two additional optimizations that vastly improve scalability.

Volume Window Optimization
When using our method to resize a fluid volume, in most cases it is visually apparent where
the seams will be added or removed. Therefore it is often a waste of computation time for
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Figure 3.8: A simple 2D fluid simulation and its associated graph. The cells on the left that
have high energy are colored gray. Corresponding gray nodes can be found in the graph on
the right.
the min-cut/max-flow algorithm to consider the entire simulation space to compute seams. If
the user knows before-hand the general region where the volume will be carved, we allow a
window within the volume to be specified. We also provide an automatic computation of the
least energy window within the volume. This window, or sub-volume through the simulation
space is then used to construct a smaller graph. This differs from a targeting mesh because
it actually shrinks the size of the graph to the size of the window, whereas a targeting mesh
only specifies a region of the fluid for seams to target.
To use a sub-volume when computing seams, a window size sw is first specified. The
user may then choose where the window will begin in the corresponding dimension. If the
user does not specify the start position, it is computed by summing up the energies in each
window of size sw and then choosing the window with the least total energy. The graph is
then constructed as previously described with the sub-volume that lies within the window.

Keyframe Interval Seam Computation
Each of the previously mentioned optimizations allows seam carving to be performed on
non-trivial fluid simulations. However, as shown in Section 3.5.1, these improvements only
have the effect of flattening the super-linear computation curve. As we increase the frame
range of a fluid to be carved, the computation time becomes unreasonably high. To solve
this scalability issue we break the graph into a sequence of smaller graphs, and then compute
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Figure 3.9: The curvature energy of the surface of a rain simulation with and without our
graph reduction optimizations. Red regions indicate high mean curvature. Seams are shown
in green. The results of removing unoptimized seams (top), optimized seams with cH = 0.05
(middle), and cH = 0.5 (bottom) are shown. Notice that differences between removing
unoptimized seams and seams with cH = 0.05 are negligible, while a very aggressive cH of 0.5
does begin to show larger changes.
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seams on these graphs. This allows fluid carving to scale linearly as a function of the frame
range, allowing much longer simulations to be carved.
The user provides either a set of keyframes, or a keyframe interval ki , to chop the
4D graph into a sequence of smaller 4D graphs. If ki is provided, the keyframes will be
computed with spacing equal to ki , with 0 being the first keyframe and the end of the frame
range being the last keyframe. A graph is then constructed as previously described for each
keyframe interval in sequential order. When a graph is constructed, a seam is computed
using the graph, and the next graph is constrained by the resulting seam of the previous
graph. This is done by setting each voxel along the last frame of the seam to have 0 energy,
and then setting all other voxels to have high energy, in the same way that the energy is
set for a targeting mesh. The resulting sequence of sub-seams can then be connected into
one continuous, monotonic seam that can be added or removed from the fluid in the usual
manner.
Keyframe interval fluid carving works especially well for fluids that have repetitive
motion, like a river. Because we are not considering the entire fluid simulation space over
time using this technique, if a sudden change in the fluid occurs, the seam may not be able to
avoid some regions of high energy. To avoid issues, the keyframes should be chosen at frames
of significant change in the simulation, like when rain drops hit the fluid surface. Similarly,
the larger the value of ki , the less these issues occur. In our testing, we found that this
technique greatly alleviates our scalability issues while maintaining a near identical level of
quality as shown in Section 4.6 and the accompanying video.

3.4

Fluid Carving System

We will now describe how our fluid carving system works as a whole. We must first create
our 4D fluid carving volume based on an input FLIP fluid simulation. Next, with a set of
user-defined parameters a set of seams are computed. Finally, the user may interactively add
or remove the computed seams.
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3.4.1

Pre-computation

The first step is to set up the 4D fluid carving volume. This step is a pre-processing step that
is only performed once. We import FLIP fluid simulations either from disk or from a scene
within a visual effects software package such as SideFX Houdini. We set our fluid carving
grid voxel size to match the FLIP grid voxel size. The particle radius is set to match that of
the FLIP particles.
The initial data for fluid carving is then computed on the fluid carving grid. The
kinetic energy is assigned to each voxel using the process described in Section 3.3.2. The
signed distance field and mean curvature are computed by iterating over the particles using
the process described in Section 3.3.2. The particles contained in voxels on the interior of
the fluid surface, where φ < −1, are culled with only one particle left in each interior voxel
to reduce computation cost and simplify any subsequent operations that iterate over the
particles.

3.4.2

Fluid Seam Computation

With the initial fluid carving volume computed, the user may then proceed to resize the
simulation by computing and adding or removing seams. There are several user-defined
parameters that can be provided. Velocity or curvature energy can be selectively enabled
or disabled. The thresholds for how aggressively to prune nodes can be set to speed up the
computation or improve quality. The signed distance field can be enabled to re-compute after
every carve or simply be shifted as a seam is removed or added. Finally, the user can specify
how many seams to compute and then either add or remove them. While the user has the
option to experimentally tune the parameters, a default configuration of ki = 24, sw = 60,
cH = .01, and cκ = .02 is effective in most scenarios. As seams are computed, they are cached
into an array. A pointer to this array is maintained so that as the user interactively resizes
the simulation, seams are not unnecessarily re-computed. The algorithm for computing and
adding or removing seams is shown in Algorithm 2.
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Algorithm 2 Fluid Seam Carving Operation
if seam already exists in cache then
if remove then
Remove the seam (Section 3.4.2).
else if add then
Add the seam (Section 3.4.2).
end if
Return.
end if
if recompute sdf then
Compute the signed distance field (Section 3.3.2).
end if
Compute the mean curvature (Section 3.3.2).
Add any user-defined energy (Section 3.3.2).
Create the graph (Section 3.3.3).
Run the min-cut/max-flow algorithm to compute a seam.
Cache the seam.
if remove then
Remove the seam (Section 3.4.2).
else if add then
Add the seam (Section 3.4.2).
end if
The seam that is computed in this process is the set of voxels in the positive direction
of the edges that were removed during the graph cut. In other words, the first nodes that
have paths to the T node when moving from negative to positive along the voxel grid in the
dimension that is being scaled are the voxels that make up the seam.

Removing a Seam
To remove a seam, we first delete all particles that are contained in the seam voxels. The
remaining particles and the values in the voxels are shifted accordingly. After a seam removal,
the grid is reduced in the corresponding dimension by one. When reducing the volume
diagonally by more than one dimension at a time, we perform multiple seam removals, one
dimension at a time. The same applies to adding seams diagonally to multiple dimensions.
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Adding a Seam
To add a seam, we first expand our fluid carving grid in the corresponding dimension by one.
The values and particles stored at the affected voxels are shifted accordingly. The new voxels
values are an average of the neighboring values, and new particles are added along the seam.
To avoid repeatedly computing the same seam when adding seams, we add a user-adjustable
energy to all voxels along the seam. We used .25 for this value in our results.

3.5

Results

We demonstrate our fluid carving system on a number of FLIP fluid simulations in the
accompanying video which are shown here as still images. When showing a seam, for clarity
we only display those seam voxels that lie on the fluid surface. Our simulations were all
generated using the FLIP fluid solver in SideFX Houdini. Houdini’s Mantra renderer was
used to generate the final videos and images. We used a single-threaded, off-the-shelf graph
cut library to perform our graph cuts [7]. In some cases, the results of our system may be
best suited for pre-visualization or as a quick iteration method to test out shape and motion
changes. In other cases, our system may be used to modify and generate final simulations.
We do not show any results for seams computed in the XZ plane. Our system can reduce the
depth of the rain, river, boat wake, etc., but we do not find it useful to do so.
Our first result is a simulation of small splashes and ripples forming from falling rain
(Figures 3.10 and 3.11). As seams are removed from the fluid, the density of the splashes
and ripples is increased. Conversely, as seams are added, the density of the rain decreases.
This illustrates that our system can be used not only for simple resizing operations, but to
change the nature of a simulation’s motion which can allow for improved FX asset variety
and re-usability.
Next, we show the results of fluid carving a river simulation (Figure 3.12). This
example shows the flexibility of our system to modify a simulation that is highly dependent
on its collision geometry. We are able to decrease or increase the width of the river while
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Figure 3.10: A rain simulation resized in the z-dimension using our method. Notice that
as we resize the simulation, the density of the rain is increased as seams are removed and
decreased as seams are added.
preserving the tight coupling between the water and the rocks. This result also makes use of
whitewater particles in the energy function to preserve the whitewater features that form
around the rocks.
A simulation of a simple water droplet splashing into a filled sink is shown in Figure 3.13.
Our system can also be used for small-scale fluid phenomena. Artists carefully craft the
shape and motion of fluids. These important shapes, like the splash shape shown in this
result, are preserved using fluid carving.
To illustrate the need for kinetic energy in our graph cuts, we provide a simple result
of a high speed droplet splash in Figure 3.14. Notice that without kinetic energy, the droplet
does not align horizontally with the original. This is very distracting in motion, as the
droplet suddenly slows down and speeds back up. Adding energy where fast motion is present
prevents seams from being chosen between regions of high curvature.
Next we show that our system can be used to change the size of a boat wake for
different boat sizes (Figure 3.15). We use avoidance meshes to channel the computed seams
along the interior of the boat wake. This example shows that fluid carving is useful for
editing FX libraries. One boat wake simulation can be re-used for a variety of boat sizes while
adjusting the shape to match the profile of each boat. We also show two camera views of
this simulation to highlight that our method is view-independent, as it modifies the geometry
itself rather than the images.
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Finally, we show a simple dam break simulation being resized using fluid carving in
Figure 3.16. We tested our method on both a dam break with a dominant horizontal motion,
as well as with a diagonal, corner-to-corner motion configuration. These simulations allowed
us to test all of our optimizations on much longer simulations. It also shows that because
fluid carving is performed in 4D, it can handle simulations that fold and splash vertically onto
themselves through time. The diagonal dam break simulation, which is shown in the video,
demonstrates that our method can handle simulations with motions that are not strictly axis
aligned.

3.5.1

Performance Evaluation

To evaluate the effectiveness of the optimizations outlined in this paper, we have performed a
number of comparisons at each stage of optimization. We also show a visual comparison in
the accompanying video. We do not show the computation time for adding kinetic energy
to the grid because it does not need to be performed for each seam computation, and the
computation time was under 1 second for smaller simulations and under 5 seconds for all
simulations in our results. Adding or removing a seam once it has been computed and cached
takes as long as Houdini’s built-in particle-loading function which was well under 1 second
for most of our results.
We first show performance results for seams computed on the dam break example
without optimization. This is shown in Table 3.2 and Figure 3.17. This shows that a naive
extension of 3D seam carving to 4D is very inefficient and does not scale well.
Next we show performance results for the dam break simulation using energy threshold
culling and volume window optimization. This is shown in Table 3.3 and Figure 3.18.
This shows that our graph construction optimizations improve the seam computation times
considerably and make non-trivial fluid carving results possible. We did not compare different
values for kinetic energy culling because we found that this parameter had little impact on
most of our results.
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Finally, we show the performance results for the rest of our simulations. These
results have various configurations of all of our optimizations, including keyframe interval
seam computation. This is shown in Table 3.4. Figure 3.20 shows that using keyframe
intervals greatly improves the computation curve complexity. In Figure 3.21 we show a
comparison graph of each level of optimization to emphasize the performance improvement.
This approach scales linearly for any number of frames, allowing fluid carving to handle much
larger simulations.
With the adjustable parameters we provide, our system allows the flexibility to
compute seams very quickly if resizing is needed in the pre-visualization or design stages
of production, and with more computation time, high quality results can be achieved for
final renders. The bottleneck in our system is the single-threaded graph cut library which
can be improved with future work. We re-iterate that our system allows the computations
to be cached. Fluid carving can be done interactively after the pre-computation steps are
complete. A potential way to adopt this into a production environment would be to include
seam computation as part of a standard overnight simulation process. The artist could then
adjust their simulation later as needed. In contrast, re-simulating a fluid to test different
sizes could take hours to days per re-simulation depending on the size and complexity.

3.5.2

Limitations Discussion

Fluid carving works best when seams are computed parallel to the direction of greatest
motion. If seams are computed perpendicular to significant motion, artifacts will begin to
appear based on how strong the motion is, the extent to which the fluid is resized, and how
long the frame range is. In our river, dam break, and boat wake results we chose to compute
seams with this in mind. As an example of this limitation, when removing YZT seams rather
than XYT seams from the dam break simulation, significant artifacts appear (Figure 3.19).
This does not mean, however, that this type of resizing cannot be done. Fluid carving still
works well when the motion is not too high or the frame range is short, as seen in the rain,
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sink splash, and diagonal dam break examples. The sink splash result would begin to exhibit
artifacts if we let the simulation run past the point of the wave rebounding against the edge.
Because short frame ranges are common in FX production, there is still value in resizing
fluids for short frame ranges.
Table 3.2: Unoptimized seam computation results for the dam break simulation. The
computation times for the signed distance field (φ), curvature (H), and seams are are shown.
Each result is the average of 5 seam computations. See Figure 3.17 for a plot of this data.
Frame count

Graph nodes φ computation H computation

Seam computation

2

2,326,460

.42s

.03s

20.3s

4

4,644,340

.97s

.09s

166.6s

6

6,962,200

2.0s

.18s

585.1s

8

9,279,850

2.7s

.32s

1449.1s

10

11,597,100

4.6s

.40s

2711.1s

12

14,368,000

5.4s

.49s

5810.9s

14

16,761,400

7.1s

.57s

8486.2s
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Figure 3.17: Unoptimized fluid carving on the dam break simulation. Notice how quickly the
computation time grows with small increments to the frame count. Naively extending 3D
seam carving to 4D is very inefficient.
Our fluid carving system is not currently well suited for fluid simulations that change
volume significantly. Imagine a spout filling a large container with water. If seams are added
or removed in low-energy regions, the amount of fluid flowing into the container would not
be consistent with the amount of fluid in the container after fluid carving. To support this,
our system would need to proportionally resize the incoming water.
Like many other post-processing techniques in computer graphics and image processing,
the results of fluid carving are not strictly physically correct. This is especially true when
aggressively resizing, as with all seam carving methods. As more seams are removed, regions
of high curvature become increasingly compressed together. When carving against the
dominant motion, incorrect velocities result. Because our seams are 4D, our results can
exhibit small regions of fluid that are removed or added from a voxel in one frame, and then
disappear or reappear in a subsequent frame. This behavior shows up as a slight jitter in the
results, but is not usually distracting. Additional exploration of the energy functions may
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be able to improve these issues. Entertainment production is often not focused on what is
physically-correct, but on what can look good and be efficient. We believe fluid carving is a
valuable tool artists can use to improve their fluid production workflows.
Table 3.3: Seam computation results for the dam break with various values of cH in addition
to volume window optimization. Each result is the average of 5 seam computations. For
these results sw = 53 and cK = .02. See Figure 3.18 for a plot of this data.
Frame count

cH

Graph nodes

φ computation H computation

12

1.0

2,650,100

5.4s

.49s

31.7s

24

1.0

3,725,290

13.9s

.99s

211.1s

36

1.0

4,587,050

20.9s

1.5s

2911.0s

48

1.0

5,683,970

28.0s

2.2s

4744.2s

60

1.0

6,598,790

34.4s

2.5s

7606.8s

12

0.1

2,816,200

5.4s

.49s

197.4s

24

0.1

3,860,750

13.9s

.99s

928.3s

36

0.1

4,797,670

20.9s

1.5s

6551.1s

48

0.1

5,971,140

28.0s

2.2s

10536.2s

60

0.1

6,948,580

34.4s

2.5s

18796.1s

12

.01

2,741,310

5.4s

.49s

286.7s

24

.01

3,955,710

13.9s

.99s

1459.3s

36

.01

5,081,970

20.9s

1.5s

7558.7s

48

.01

6,380,020

28.0s

2.2s

13530.1s

60

.01

7,423,720

34.4s

2.5s

28581.7s
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Seam computation

Figure 3.18: Energy threshold culling on the dam break simulation. These optimizations
allow computing seams on much larger frame ranges. However, the complexity remains high
for long simulations.

3.6

Future Work

While the optimizations we have presented in this paper make fluid carving efficient and
scalable to large frame ranges, there is still room for improvement to make the precomputation
steps interactive. A GPU-based seam carving technique might help with this [89]. Because
our graphs have a dynamic structure based on the fluid data, special consideration is needed to
adapt GPU approaches to our graphs. A multi-pass dynamic programming approach may also
provide an computation time improvement [31]. Because we can generate ground truth data
using our method, a deep learning approach may provide interactive seam approximations.
Improving the physical-correctness and visual quality of our results is also an area
we plan to explore. The forward energy formulation in the video seam carving paper could
improve our results [67]. An exploration of additional energy functions that preserve desired
quantities like divergence may be helpful. Using Houdini’s surface generation function for
rendering occasionally resulted in a slight jitter at the surface around seams because our
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Table 3.4: Seam computation results using all of our optimization techniques including
keyframe interval seam computation. Notice that a low keyframe interval (ki ) greatly reduces
the computation time. Figure 3.20 shows a plot of the dam break data from this table.
Simulation
Frames ki
sw
cH
cK Graph
φ
H
Seam
(dimensions)
nodes
comp. comp. comp.
Boat wake 58
58 46
.05
.02 4,026,364
32.5s
2.9s 483.5s
(272x27x200)
Dam break 192
5
53
.01
.02 2,266,589
121.6s 8.0s 89.3s
(168x108x83)
192
10 53
.01
.02 2,643,257
121.6s 8.0s 308.2s
192
15 53
.01
.02 3,104,799
121.6s 8.0s 801.3s
Diag. dam 156
26 50
.01
.02 4,120,295
101.6s 7.1s
906.6s
break
(168x108x83)
Fast splash 48
8
121 .01
.02 1,878,090
47.5s
4.0s
20.5s
(454x99x60)
Rain
168
24 60
.02
.02 2,273,570
133.1s 7.0s 400.9s
(190x38x190)
96
24 57
.01
.02 2,266,465
61.1s
4.3s
528.2s
42
42 57
.01
.02 3,164,570
16.2s
1.4s 1610.0s
River
96
12 59
.03
.04 2,337,360
63.4s
3.7s 315.8s
(257x28x171)
36
36 59
.03
.04 4,467,560
21.6s
1.3s
2742.9s
Sink splash 85
85 38
.0075 .01 4,341,041
35.6s
1.8s 1717.6s
(83x66x133)
particle data changes from frame to frame. A different surface generation algorithm built
with our system in mind might improve this phenomena.

3.7

Conclusion

Fluid simulation remains one of the most computationally expensive aspects of modern, highfidelity entertainment production. While advances in image processing have revolutionized the
post-processing capabilities of image-based workflows, fluids remain difficult to edit once they
are cached to disk. Fluid carving provides the ability to resize completed fluid simulations.
This allows for post-processing fluid changes and the ability to edit fluid FX libraries.
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Figure 3.11: A rain simulation resized in the x-dimension using our method.

Figure 3.12: A river simulation resized using our method. Fluid carving is effective even
when the simulation is highly dependent on the collision geometry.
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Figure 3.13: A simulation of a water droplet splashing into a filled sink resized using our
method. Our technique preserves the important simulation shapes while conforming to
boundaries of various sizes.
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Figure 3.14: A droplet moving horizontally at a high speed is shown. With kinetic energy the
droplet maintains a consistent velocity, and without it, the droplet suddenly changes speed.
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Figure 3.15: A boat wake simulation resized for different boat sizes. This result illustrates
the effectiveness of our method for reusing fluid assets.
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Figure 3.16: A simple dam break simulation being resized using our system.

Figure 3.19: Dam break simulation with 30 YZT seams removed. Carving perpendicular to
the dominant motion can cause artifacts.
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Figure 3.20: Keyframe interval seam computation on the dam break simulation. This plot
shows that when including keyframe intervals with all of our other optimization techniques,
we greatly improve the scalability of our method for long frame ranges.

Figure 3.21: Comparison of each of our optimization techniques. This plot shows a composite
of the data for the dam break simulation found in Tables 3.2-3.4 to emphasize the improvement
of our optimizations.
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Chapter 4
Generalized Fluid Carving With Fast Lattice-Guided Seam Computation

This chapter is our paper entitled Generalized Fluid Carving With Fast Lattice-Guided
Seam Computation and it is currently under review for publication.

Abstract

In this paper, we introduce a novel method for intelligently resizing a wide range of
volumetric data including fluids. Fluid carving, the technique we build upon, only supported
particle-based liquid data, and because it was built upon on image-based techniques, it was
constrained to rectangular boundaries. We address these limitations to allow a much more
versatile method for volumetric post-processing. By enclosing a region of interest in our
lattice structure, users can retarget regions of a volume with non-rectangular boundaries
and non-axis-aligned motion. Our approach generalizes to images, videos, liquids, meshes,
and even previously unexplored domains such as fire and smoke. We also present a seam
computation method that is significantly faster than the previous approach while maintaining
the same level of quality, thus making our method more viable for production settings where
post-processing workflows are vital.
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Figure 4.1: We present a novel method for intelligently resizing a variety of volumetric data
including this meandering river (top row) and bonfire (bottom row). In contrast to previous
methods, our approach supports retargeting volumes with non-rectangular boundaries and
motion. These simulations (middle column) are shown with a reduced size (left column) and
an increased size (right column).
4.1

Introduction

Visual effects enable story tellers, artists, designers, and content creators to produce compelling
entertainment that would not be possible otherwise. Recent research and development efforts
have brought the ability to create these effects to the masses, both professional and amateur.
However, post-production processes for controlling and editing large animated 4D volumetric
data, like smoke, fire, and water, remain limited. Because this aspect of visual effects
production is difficult and costly, research in this area remains highly influential and relevant.
Fluid carving [27] was presented as a method for intelligently resizing particle-based
liquid simulation data. This method was based on seam carving [4] and used a graph-cut
technique [67] to compute and add or remove volumetric seams based on an energy function.
Fluid carving provided a new way for users to control, reuse, and modify fluid simulations as
a post-process without needing access to the simulation setup or initial conditions. However,
that system was quite limited. For example, it only supported particle-based liquids, it
only worked well for fluids with rectangular, axis-aligned boundaries and motion, and the
graph-cut-based seam computation method was too slow for production use.
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Our method overcomes these limitations. Rather than allowing liquids only, we provide
support for a much wider range of volumetric data. We introduce a non-uniform lattice
structure to guide the fluid carving process, thus allowing artists to retarget the dynamic
shapes and motion that are characteristic of fluids. Using a greedy approach, we compute
seams significantly faster than the previous method without reducing visual quality. These
improvements make our system far more impactful in production scenarios, giving artists an
unprecendented level of post-processing control over a wide range of large, complex FX data.
Our technique uses sequences of voxel grids represented as VDBs, an industry-standard
volume format [54], to provide a more general approach that can retarget any data that can
be represented as a VDB. We demonstrate our method on images, particle-based liquids,
smoke, fire, and even polygonal meshes. We leverage the energy functions from previous
methods and also provide new energy functions for volumetric simulations like smoke and
fire. Because we represent energy as VDBs, users have the flexibility to craft and manipulate
them for their specific scenarios using the versatility of the OpenVDB API.
Seam carving was originally intended for retargeting images from one rectangular
aspect ratio to another. Because there is no one-size-fits-all image resolution for the diversity
of modern display formats, seam carving provided a useful new way to retarget images
without losing important visual data. However, unlike images, fluids and other volumetric
FX data rarely conform to rectangular boundaries. The diversity of boundary conditions for
fluids is therefore much larger than that of images, and a more flexible, directable method
that covers a wider range of shapes and motion is needed. Imagine a meandering river with
its curved boundaries, or a flame that dynamically flickers and changes over time (Fig. 4.1).
Resizing scenarios like these is ineffective if not impossible using the previous fluid carving
approach because it assumes rectangular boundaries.
We introduce the use of non-uniform lattices to guide seam computations along
non-rectangular boundaries. A lattice provides a mapping between a region of interest in
world space and a uniform, rectangular space we call lattice index space. Fluid carving is
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performed in the usual manner on the lattice index space and then the region of interest can
be remapped to update its shape and motion. Our method gives users a level of control that
is not possible with previous methods, allowing them to resize volumes with a much wider
range of motion, shapes, and boundaries.
To retarget isolated volume regions without resizing the global boundaries, we present
a method for carvings seams in pairs. Normally when a seam is removed, the voxels along the
seam are removed, and then all of the voxels on the positive side of the seam are shifted back
toward the seam. This reduces the total size of the volume in the respective dimension by
one voxel. With seam pairs, we remove one seam and add the other seam to account for the
volume lost during the removal, or vice-versa. This process effectively retargets the region
between the two seams without modifying the global volume boundaries.
A fundamental limitation of the original fluid carving system is that the graph-cutbased seam computation method is too slow for production use. While the work of Flynn
et al. made computing seams on large 4D volumes feasible, seam computation was still
the bottleneck, with computation times as high as 900 seconds per seam with all of the
optimizations enabled. We present a greedy seam computation method that is orders of
magnitude faster than the previous method. In our testing, the runtime of our greedy
approach was up to 500 times faster while maintaining the same level of visual quality. With
this approach, we can retarget volumes with a higher resolution in significantly less time than
their approach. This opens up a wide range of new FX editing capabilities that were not
possible with previous approaches.
Contribution Summary. In summary we make the following contributions:
• We introduce a novel fluid simulation retargeting method that allows artists to edit
simulations containing a variety of different data including images, smoke, fire, particles,
liquids, and meshes.
• We present energy functions for volumetric simulation data like smoke and fire.
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• We introduce the use of lattice-guided seam computation to give users the control
to more effectively resize volumes with non-axis-aligned motion and non-rectangular
boundaries.
• We provide a method for adaptive resizing of isolated volume regions while maintaining
global boundaries.
• We greatly reduce the runtime of seam computations on 4D volumes with a greedy
approach while maintaining a similar level of quality.
Our technique is more versatile, supports higher fidelity data, and is significantly
faster than the approach given in [27]. The result is a tool that will allow VFX artists and
content creators to more effectively post-process and reuse FX data which can cut costs and
enable new and more efficient workflows.

4.2
4.2.1

Related Work
Seam Carving

In 2007, seam carving was introduced as a method for image retargeting [4]. For an
image, a seam is a sequence of pixels that runs from one side of the image to the other
through consecutive, neighboring pixels. Since its introduction, many additional works have
improved on the original image seam carving method and we direct the interested reader to a
comprehensive survey of this line of work [73].
Image seam carving was quickly extended to be able to retarget videos [67]. A video
can be treated as a 3D volume, where each frame is a 2D slice of the volume. A low-energy
surface found in the volume using a method such as graph cut becomes the seam that is
added or removed. Additional improvements and applications of video carving include video
summarizations [12], a multi-operator approach [68], shape preserving methods [90], and the
use of discontinuous seams [34].
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In 2019, seam carving was again extended to 4D fluid simulation data [27]. Similar to
the original video carving work, Flynn et al. used graph cut to find the optimal seam through
the 4D data. Like them, we use Maxflow version 3.04 [7] when computing graph-based seams.
Other retargeting approaches have been explored for images, such as patch-based
methods [5, 80]. Recently, deep learning approaches have been used to retarget images in
a self-supervised manner [15] or even by overtraining on a single image [76, 79]. Although
these methods have been used in the image domain, they do not extend to 3D and 4D data
easily whereas the graph-cut method of seam carving has already been shown to effectively
retarget higher dimensional data.
Many improvements have been made on the speed and efficiency of seam carving
methods. In the image domain, a wavelet tree can be used for computational effeciency [40]
or enhanced with GPU computation [46]. For 3D data, a multiple-seam graph cut approach
has been used to decrease computation time [19]. A GPU method has also been constructed
for 3D seam carving [14]. Additionally, a multipass dynamic programming approach has
been proposed that is faster than the original graph cut method [32]. These works do not
trivially generalize to 4D data and, to our knowledge, no work has been done to increase the
efficiency for higher dimensional carving.
A structure-aware seam carving method has also been explored [95]. Similar to our
method, this approach remaps the energy function to acquire gradients along some flow
field. This method improved the preservation of the overall structure of image regions with
well-defined edges.
To the best of our knowledge, this paper presents the first seam carving technique
that allows the user to resize a region within an image by creating a lattice and using pairs of
seams. This approach gives greater flexibility and control to seam carving-based retargeting
when compared to the related work.
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4.2.2

Guided Shape Editing

The use of non-uniform lattices to guide shape manipulations began with free-form deformation
[72]. This work has had a large impact on modeling and animation workflows and remains a
common approach in production.
This line of work has continued with an extended sculpturing-tool approach [16], an
approach that used a Laplacian encoding of the surface [82], a technique that implicity edits
meshes based on the Poisson equation [96], and an approach that allows users to sketch
curves to define a 3D model in a free-form manner [57].
Our approach allows users to define curves and shapes that generate lattices which
are then used to manipulate volumetric data. In contrast to the previous methods, we focus
on content-aware data augmentation or reduction. Instead of shrinking or stretching the
data, we remove unimportant data, or add data that maintains the characteristics of the
unmodified data.

4.2.3

Volumetric Simulation

Fluid Simulation. The original fluid carving method [27] is designed to work with liquid
simulations that utilize the Fluid Implicit Particle (FLIP) method [99]. FLIP itself builds
upon previous Eulerian simulation methods [83]. This seminal work was later extended to
smoke [23] and fire [58].
Like Flynn et al., we use the Houdini implementation of FLIP for liquids. We
additionally use built-in Houdini methods for smoke and fire simulation. All these methods
have been reviewed in detail [10]. Regardless of the data type, the result is converted to a
VDB representation for use in our method [54].
Simulation Efficieny Improvements. Many lines of research have focused on
improving the computational efficiency of simulation methods. Grid representations such as
octrees [2, 49], tetrahedral meshes [3, 13], SPGrid [74], and an adpative staggered-tilted grid
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[94] have been used as an alternative to uniform grids. Multigrid methods [11, 50], domain
decompositions [56, 81, 92], and GPU approaches [38] have also been used.
Though these and other improvements continue to make simulation workflows more
efficient, physical simulation continues to be computationally expensive and time consuming.
Fluid Post-Processing. Post-processing tools have been prevalent in the image
and video domains for decades. In a similar fashion, some works have focused on editing
previously made simulations. A set of level-set operators was presented to edit signed-distance
representations of liquids and meshes [55]. Multiple liquid simulations can be blended together
to make new simulations [66, 85]. Liquid simulations can also be integrated into existing fluid
environments [6]. Smoke simulations can be modified by re-simulating a subspace of the fluid
[47]. Sato et al. presented a technique for copying regions from one smoke simulation over to
another smoke simulation [70]. Deep learning approaches have also been used to synthesize
new smoke simulations by training on existing simulations [44] or even transferring style
features between simulations [43, 45, 69]. A system for composing liquids using animation
templates was also recently proposed [71].
Directability and Control. In addition to editing previously made simulations,
many works have focused on directing physical simulations towards a specific target to give
more artistic control. Guide forces [22, 88], guide shapes [59], control particles [29, 65, 86],
and optimal control theory [51, 78]. An interactive system has even been proposed to edit
FLIP fluids during simulation keyframes [63]. A frequency-domain guiding approach that
allowed high-resolution simulations to better match low-resolution scenarios with the same
initial conditions was also recently presented [28].
As mentioned, we build upon the technique presented in [27]. Our approach is more
versatile because we support a larger range of volumetric data. We address the limitation
of rectangular boundaries by providing an intuitive technique for guiding seams along nonuniform lattice structures. Finally, we significantly increase the production viability of
retargeting fluids by computing seams significantly faster than the previous approach.
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Figure 4.2: An overview of our generalized, lattice-guided fluid carving method is shown.
With our technique users can retarget a variety of different data types. We provide the user
the flexiblity to provide custom energy and masks to manipulate the energy functions that
are initially computed on the input data. The user can then enclose a region of interest in a
non-uniform lattice structure to retarget volume regions without the restriction of rectangular
boundaries.
4.3

Lattice-Guided Seam Computation

We begin with a brief review of the original fluid carving method to provide context for our
method and to show why a lattice-guided approach fundamentally changes the possibilities
for retargeting fluids and other types of VDB data.
The original fluid carving system given by Flynn et al. accepts as input a set of
particles defined at each frame of a simulation. A signed distance field (SDF) is computed
using the particles on a 4-dimensional uniform rectangular grid. At each 4D voxel in the
grid, an energy function is computed and stored. A 4D graph is then constructed where each
node represents a voxel. The fourth dimension, which represents time, is important because
it enforces temporal coherency when retargeting. Graph cut is then used to compute a seam
that separates the volume into two sides. Particles are then added or removed and shifted,
thus resizing the rectangular volume boundaries one voxel at a time.
While the approach of Flynn et al. provides a foundation for retargeting volumetric
data, the nature of fluid data is inherently different than that of images, and simply extending
image-based techniques to this more dynamic data is insufficient. For example, what if
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a user would like to retarget a wavy or circular region of volume using a seam-carving
approach? Because seams must flow monotonically from one rectangular boundary to the
other, these scenarios would be impossible. Our lattice-guided approach addresses this
problem by supporting the dynamic nature of animated volumetric data. Our method can
effectively carve complex and changing fluid data and even provides new and versatile ways
to retarget image data. This gives content creators a whole new way to post-process their
data. An overview of our method is shown in Fig. 4.2.

4.3.1

Lattice Structure

We introduce the use of non-uniform lattices for fluid carving, which provides a mapping
between a region of interest in world space and a uniform, rectangular space we call lattice
index space. With this mapping, a user can use seam carving on non-rectangular regions,
thus allowing a much wider range of retargeting applications.
We define our lattice structure as an ordered sequence of planes that each have an
origin on , a set of unit-length basis vectors un , vn , and wn , and a set of vertices that are
equally spaced one voxel length ∆x apart. We call the sequence of plane origins the rig R of
the lattice.
The distance between each plane origin on and the subsequent origin on+1 is always
∆x, i.e., ||on+1 − on || = ∆x. Each vertex of plane n is connected to its four neighboring
vertices in plane n and also to the corresponding vertex in plane n + 1, thus forming a lattice
structure. The length of each lattice cell is guaranteed to be ∆x in the un and vn directions,
but not in the wn direction, except along the lattice rig. The length along wn depends on the
relative angle between planes n and n + 1.
The lattice vertices store both a world space position and an (i, j, k) coordinate that
provides a mapping to the rectangular lattice index space where cells are cubes with length
∆x. The structure of our lattices is shown in Fig. 4.3.
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Figure 4.3: A 2D slice of our lattice structure is shown with the mapping between lattice
index space (top) and world space where the lattice is positioned (bottom).
4.3.2

Lattice Mapping Function

A lattice provides a mapping function f between a world space volume V and the rectangular
lattice index space L:
f :V →L

(4.1)

Similarly, we define g to be the inverse mapping function:

g:L→V

(4.2)

A world space point pw can be mapped forward to a lattice index space point pl with
f (pw ) = pl and back to world space with g(pl ) = pw .
Forward Mapping. To map a world space point pw that lies between lattice planes
n and n + 1 to a lattice index space point pl , we first compute pc , the closest point to pw that
lies on plane n + 1. We then compute a = pw − on and b = pc − on . We can then compute pl
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Figure 4.4: A 2D slice of a world space point pw is shown in relation to its enclosing lattice
cell. Using the lattice origins, basis vectors, closest point pc on plane n + 1 to pw , and the a
and b vectors, pw can be mapped to a lattice index space point pl using Equation 4.3.
as follows:
f (pw ) = pl = (a · un , a · vn , ((a · wn )/(b · wn ) + n)∆x))

(4.3)

A visual reference for this computation is shown in Fig. 4.4.
Inverse Mapping. A lattice index space point pl can be mapped with g to a world
space point pw using the eight vertices of the enclosing lattice index space cell. These vertices
store corresponding world space positions which can be trilinearly interpolated to determine
pw .
4.3.3

Carving the Mapping

With the mapping functions f and g described, we can now describe how we perform carving
operations with our lattices.
The most straightforward but naive approach would be to simply map data values in
V to L, compute and carve seams from these values in L, and then remap them back to V .
However, due to the non-uniformity of the mapping, the values do not map perfectly between
V and L, and this approach results in significant artifacts in regions where the cells shapes
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f

Figure 4.5: A 2D slice of a lattice (shown in white) mapping energy (shown in red) from a
world space volume V (left) to lattice index space L (right) where seams can be computed
using traditional methods.
differ widely between V and L. Performing multiple carving operations compounds these
artifacts. Instead, we use a more sophisticated method where the values in V are updated
using a carved mapping into a copy of V . This approach removes these issues, leaving only a
slight blurring due to interpolation.
We begin with the user defining a lattice around a world space region of interest. The
processes for creating lattices will be described in Sec. 4.3.4. Using the lattice, the energy
function which is defined on V is mapped to L with f as shown in Fig. 4.5.
A seam can then be computed with graph cut or our greedy approach (described in
Sec. 4.4) using the energy function defined on L. Temporary copies Lc and Vc are created
from L and V , respectively, and the seam is carved from L in the traditional manner. The
carved lattice index space L∗ provides a modified mapping function g ∗ which can be used to
map each point pl = f (pw ) in L∗ to a new point p∗w :
p∗w = g ∗ (f (pw ))
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(4.4)

With the carved mapping, V is then retargeted to volume V ∗ by assigning the value
at each point pw in V to the value at each point p∗w in Vc :
∀pw ∈ V : V ∗ (pw ) ← Vc (p∗w )

(4.5)

With the carving operation complete, the original mapping L can be restored from Lc ,
Vc can be deleted, and V ∗ becomes V for the next carving operation. This process is shown
in Fig. 4.6.

4.3.4

Lattice Creation

We provide two methods for creating lattices that can be used together to intuitively enclose
and retarget a region of interest. As Flynn et al. noted, fluid carving works best when seams
are carved parallel to the direction of greatest motion. Therefore, we provide a method
for automatically computing the lattice so that it follows the direction of greatest motion.
Alternatively, the user can define a static or animated sequence of points that form the lattice
rig R, mentioned in Sec. 4.3.1. Using these two methods in conjunction, by first computing
a rough lattice rig automatically, and then modifying it to the desired final configuration,
provides a good balance between automation and user control.
Automatic Lattice Generation. When the simulation data contains a velocity
field u, a lattice rig can be generated automatically that follows the motion of the simulation.
We compute the lattice rig R by emitting and advecting a set of points starting from a
user-defined location. At each frame, the points are advected, and a new set of points is added
and advected. For each set of points, the centroid is computed, thus forming a sequence
of points R that are centered about the simulation and follow its motion. R is then either
modified as discussed in the next section, or is used to generate the final lattice structure.
This method works best when the simulation region of interest follows some overall path,
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Figure 4.6: The process for retargeting the world space volume V (left) to V ∗ (right) is shown
in 2D for clarity. First, energy is mapped to lattice index space L (second from left) where a
seam is computed and then carved yielding a modified mapping L∗ (middle). The value at
each point pw in V can then be assigned to the value at the remapped point p∗w in a copy of
the volume Vc (second from right), thus yielding the retargeted volume V ∗ .
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Sequence of Points

Initial Lattice Output

Resampled Path

Smoothed Lattice

Figure 4.7: A 2D slice of our method for lattice construction is shown. The user provides
a path of manually or automatically defined points R (left), which is then resampled to
voxel-length segments (second from left). A lattice is then generated using the resampled
path (second from right). The lattice can then be smoothed to improve the mapping (right).
curved or otherwise. The initial location for particle emission need not be static, as we
support animated lattices that track with the simulation.
With the set of points R, we can generate the final lattice. First we resample the path
formed by R, to ensure that all edges are of length ∆x. Next we compute basis vectors such
that for each point on , wn points in the direction of the next point on+1 , and un and vn are
orthogonal to wn . The user may then optionally smooth the points by applying a mean filter
in the un and vn directions, thus aligning points with their subsequent points. The lattice
vertices are then computed using the basis vectors and plane origins within a user-defined
min and max boundary. An example of lattice construction is shown in Fig. 4.7.
User-Defined Lattice Rigs. It is often clear to the user how the lattice should
be defined. This is the case when the image, volume, or simulation region follows some
predictable path, like a circle, or a curve. For example, a bagel in an image, or a flame that
is confined to a round fire pit, clearly have circular shapes. In these cases, the user can either
manually create a curve that follows the shape, or use a predefined shape like a circle or oval.
The user can also animate these points based on the simulation scenario. This process is
relatively straightforward using an application like Houdini. The set of points then forms R
which can be used to generate the final lattice as previously described.
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4.3.5

Cyclic Lattices

A common case for lattice-guided seam carving occurs when a region of simulation starts and
ends in the same location, like our smoke vortex result shown in Fig. 4.14. Handling these
cases requires special attention.
We provide an option to enable the construction of a cyclic lattice. This is done by
connecting the last plane in the lattice to the first plane in the same manner that other lattice
planes are connected. This ensures continuity between the regions at the end and beginning
of the lattice when retargeting a volume.
Cyclic Graph-Cut Seams. To ensure that seams computed with graph cut are
cyclic, we must connect the nodes at the end of the graph to the nodes at the beginning in
the same way that neighboring rows/columns are connected to each other [67]. Thus, when
computing a cyclic graph cut, rather than separating the volume into two sides, e.g. the left
side from the right, we are separating the outside from the inside of the cyclic region.

4.3.6

Seam Pairs

To resize a region of a volume without modifying the global boundaries, we present a method
for computing and carving seams in pairs. When removing a seam, another seam is added to
account for the region lost during the removal, and vice-versa. In this manner, the region
between the two seams is retargeted while leaving the global boundaries unmodified.
Seam pairs are computed with two user-defined windows into the space being carved.
One seam is computed with only the region inside the first window considered, and then a
seam pair is computed in the second window. The windows must not be overlapping, and
the pair window must be in the positive direction of the initial window. The first window
is considered the region being retargeted, and the pair window will normally be positioned
in an unimportant region. To decrease the size of the region of interest, the first seam will
be removed in the traditional way, and the seam pair will be added, but in the opposite
direction, with pixels being shifted in the negative direction into the region that was removed.
93

Original

um

Seam Pair

Seam Pair Removed

um

um

Seam Pair Added

um

Figure 4.8: A simple image of red values (left) is shown with a seam pair (second from left)
being removed (second from right) and added (right).
To increase the size of the region of interest, this process is done in reverse. This is shown in
Fig. 4.8. We also discuss and give examples of seam pairs in Sec. 4.6 in our meandering river
and image results.

4.4

Greedy Seam Computation

In the original fluid carving work, seams were computed using a graph-based approach that
guaranteed the optimal seam, but was too slow for production use, especially as simulations
grew in resolution. Even when considering the graph in intervals, the computation was slow
and sacrificed seam quality over the full frame range. In comparison, our method computes
high quality seams over the entire frame range in a matter of seconds, making it a viable
option for production workflows.
To increase the speed of the seam computation step, our method uses a greedy
approach. When carving volumetric data, first, a 2D slice of the data is taken, and multiple
starting points are selected at random along the edge of the slice. Then, for each starting
point, the lowest energy neighbor is selected in the next row. This process is repeated until
the seam crosses the entire 2D slice. The next 2D slice is selected and this process is repeated
while enforcing that the seam be reachable by the previously selected seam. Repeating this
process for all 2D slices makes a complete seam through the 3D data, as shown in Fig. 4.9.
If the data is 4D, the entire previous process would be repeated for each 3D slice, while
enforcing reachability between slices. After all seams are generated from the multiple starting
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Figure 4.9: When greedily carving 3D data, a seam is selected for the first 2D slice (left),
then a seam is selected for the next 2D slice while enforcing adjacency to the previous 2D
slice (middle). This process is repeated until the full seam is formed (right).
points, the one with the lowest energy through the volume is selected to be added or removed
from the data.
Cyclic Greedy Seams. The greedy approach automatically works with the latticeguided techniques described in Sec. 4.3. If the lattice is cyclic, however, the selected seam in
each slice needs to be guided so that the final seam is reachable by the initial seam. This is
done by adding an inverted multidimensional Gaussian to the energy function. The Gaussian
is centered about the initial seam selection. The width of the Gaussian decreases as it steps
towards the final seam. If the final width is small enough and the guide is scaled appropriately
when added to the energy function, it guarantees the seam in the final 2D slice is reachable
by the seam in the initial 2D slice, making the whole seam cyclic. A visualization of this
process is shown in Fig. 4.10.

4.4.1

Analysis

While the greedy-seams approach is much faster than the graph-based approach, it does not
guarantee the optimal seam through the volume. We will show, however, that the calculated
greedy seams produce a visual result that is comparable to the optimal seams while being
orders of magnitude faster to compute.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.10: An image in lattice index space (a) and its energy (b) result in a noncyclic
greedy seam (c). If an energy guide (d) is added to the energy (e), it results in a cyclic greedy
seam that starts and ends in the same location (f).
While the main focus of this work is volumetric data, doing a large-scale analysis of
reasonably sized simulations would quickly become intractable in time. Thus, for this section,
we focus our analysis on the image domain. We use 5000 images from the 2017 MS COCO
validation dataset [48] for our qualitative and quantitative analysis. In Sec. 4.6, we visually
compare volumes to verify our analysis in the image domain.
In the original seam carving work of Avidan et al., a dynamic approach was used to
find the lowest energy seam in a given image. To guarantee an optimal single seam, it required
analyzing the energy function over the entire image. Our greedy approach, in contrast, only
searches a small space of the image and retrieves a local minimum in the energy function.
In the original work, such an approach was avoided since globally high energy areas may
inadvertently be selected based on the random starting position. However, we find this
problem to be mostly avoided by computing multiple greedy seams in parallel and selecting
the best one (which we refer to as the multi-greedy approach when comparing to the single
seam greedy approach). Suboptimal starting points are not used if a better seam is available.
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Figure 4.11: When removing 100 seams from the original image (top left) the purely greedy
approach will have some seams that have poor starting locations that lead it through the high
energy area, leading to a poor retargeting (bottom left). In comparison, the multi-greedy
approach, which computes multiple seams in parallel and selects the best one, removes this
limitation, resulting in a retargeting (top right) that is comparable to the optimal seam
carving approach (bottom right).
This simple but important step makes our seam carving approach visually comparable to the
original dynamic method, as shown in Fig. 4.11. More qualitative results are shown in the
supplemental material.
To quantify these findings, we look at the overall energy in the image after each seam
iteration. We report the average pixel energy in the resulting image. These measurements,
averaged over our 5000 image dataset, are shown in Fig. 4.12. While the traditional method
guarantees the optimal seam for any particular iteration, the multi-greedy approach can
lead to a different ordering of those seams that still leads to low energy results over many
iterations. Overall, we find that the multi-greedy approach gives results that are visually
comparable to traditional seam carving in the image domain, but at much faster speeds.
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Figure 4.12: Comparison of different seam carving methods averaged over 5000 images. For
these images, removing 100 seams equates to removing approximately 20% of each image.
Our method (Mutli-Greedy) computed 8 seams in parallel for each seam iteration and does
comparably to the dynamic programming method with forward energy (Original), whereas
the single seam greedy approach (Greedy) does only slightly better than our baseline of
removing random vertical seams from the image (Random).
From this analysis on image data, we can expect our greedy method to work for
volumetric data with similar benefits, and indeed, we find our results to be nearly identical
to those generated with the graph cut approach. Additionally, we see even more pronounced
computation time differences between the greedy and optimal approaches as the greedy
approach scales only linearly with dimensionality. We see speed-ups on the order of 80 to 500
times on our example simulations. These direct comparisons are given in Sec. 4.6.

4.5

Generalized Fluid Carving

The original work of Flynn et al. only supported particle-based FLIP liquids which limited
its versatility. Our new fluid carving system provides support for VDB grids, extending the
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functionality of fluid carving beyond particles, to surfaces, volumetrics, and any other data
that the user might want to represent as a VDB.
We will first describe how we handle each type of data along with the corresponding
energy functions including new energy functions for volumetric simulations like smoke and
fire. Then we describe how the user can craft and modify the energy functions to best suit
their specific scenario. The result is a novel system that gives users a greater level of control
over a wider range of applications in VFX production and in digital content creation.

4.5.1

Energy Functions

Seams are computed based on an energy function and will follow the path of least energy that
separates the volume into two sides. Therefore, the quality of retargeting using a seam-carving
approach is primarily dependent on the choice of energy function. For liquids, Flynn et al.
noted that the surface is the most important visual aspect of liquids, thus mean curvature
was used as the primary component of energy. Kinetic energy was also used to preserve
high-velocity regions of the simulation. To support a wider range of data types, we must
carefully choose energy functions that preserve the important visual information for each
type of data.
Our generalized fluid carving approach supports any data that can be represented
as a VDB. We specifically demonstrate results for images, particle-based liquids, polygonal
meshes, smoke, and fire. We will now describe how we handle each type of data as a VDB
and how we define energy on them.
Images. To support images, we first convert each image channel, e.g. RGBA, into a
2D VDB grid. For image energy Ei we use the gradient magnitude of the pixel intensities,
the same energy function that was used in the initial seam carving formulation [4]:

Ei (i, j) =

∂
∂
I(i, j) +
I(i, j)
∂x
∂y
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(4.6)

where I(i, j) is the intensity of the pixel at (i, j). This energy function could also be used
for higher dimensional color data like videos or 3D textures. The gradient magnitude of
intensities works well in most scenarios as documented in previous work.
Liquids and Meshes. For liquids, consisting of either particles or surfaces, and for
meshes, we first compute a signed distance field (SDF) φ and store it as a VDB. Our surface
energy function Es consists of mean curvature and kinetic energy, the same as the previous
fluid carving approach [27]:

Es (i, j, k, f ) = |H(i, j, k, f )| + K(i, j, k, f )

(4.7)

where H is the mean curvature of the SDF φ

H = ∇ · ∇φ

(4.8)

K(i, j, k, f ) = u(i, j, k, f )2

(4.9)

K is kinetic energy

and u is the velocity field. f is the temporal coordinate, representing a frame of the simulation.
To improve the quality of retargeting SDF data, we also allow the user to optionally
apply a mean, median, or Gaussian filter that is masked to the seam. This alleviates any
discontinuities that can result from aggresively retargeting difficult scenarios.
Volumetrics. Volumetric simulations consist of a set of scalar fields S and a velocity
field u. To preserve the defining curling, rotating nature of volumetric simulations like smoke
and fire, we use the magnitude of the vorticity ω of the simulation when retargeting.
S represents various data like density, temperature, the presence of flame, etc. For a
very simple smoke simulation, S might consist of a single scalar density field, but fire might
include more fields. When rendering, the user assigns these fields to shader parameters, thus
determining the final look of the rendered simulation. Therefore, the choice of energy function

100

for volumetric simulation depends on how these fields are used. For our purposes, we assume
that S is the set of scalar fields that affect the final look of the simulation as determined by
the user. We take the gradient magnitude of S, similar to our image energy function Ei , to
capture these features. The user can give relative importance to each field in S as will be
described in 4.5.2. Our volumetric energy function Ev is then defined as follows:

Ev (i, j, k, f ) = kω(i, j, k, f )k + K(i, j, k, f ) +

X

k∇s(i, j, k, f )k

(4.10)

s∈S

where
ω =∇×u

(4.11)

We include kinetic energy in Ev as well to handle high-velocity volumetric simulations.
With energy functions defined for each of these data types, the user has the flexiblity
to perform fluid carving on a variety of different data, making our approach applicable to
most conceivable production scenarios.

4.5.2

User Control

Simulation data is crafted very carefully, often with very specific artistic direction. To make
our system consistent with this approach, we must also allow a high degree of user control.
Because we leverage OpenVDB [54], a system that is familiar to most visual effects artists,
the user can craft and manipulate energy functions for their specific data.
We illustrate this control with an example found in our wavy torch result (Sec. 4.6).
Out of the box, using Ev would result in seams that simply avoid the flame and smoke entirely.
Instead, using the built-in functionality of OpenVDB in Houdini, the user can easily create
masks for the empty region, the smoke, and the fire itself. High energy can be assigned to
the empty region, and the smoke and fire regions can be weighted so that seams will tend to
focus first on the fire and second on the smoke. This way, seams will be carved primarily
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Figure 4.13: An example of user control from our wavy torch result is shown. The energy
functions (top) can be masked (bottom) to weight certain regions higher than others. In this
case, the energy is weighted such that seams will focus first on the fire, second on the smoke,
and last on the empty region.
within the flame, as desired in this case. 2D slices of the energy function and its respective
masks are shown in Fig. 4.13.
While most cases will work without needing this level of user control, rather than focus
on automating the entire system, we provide the control that is expected in VFX production.

4.6

Results and Discussion

We now present results on a number of different simulation scenarios including polygonal
meshes, liquids, smoke, and fire. We show the parameter and timing information for our
simulation results in Table 4.1. We also demonstrate results for images. In addition to the
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still images presented in this section, we direct the reader to view our results in motion in
the included supplementary video.
All of our results except for the smoke plume were computed on a machine with an
Intel Core i9-9900k CPU. The smoke plume results were computed with an Intel Xeon Gold
5118. Our method is implemented in C++ in the Houdini Development Kit (HDK) with
TBB for multi-threading. We used the OpenVDB API [54] heavily as our method acts on
VDB grids. This includes SDF computation, filtering, volume compositing, and all aspects
of our energy function creation. We utilize multi-threading for a few operations like seam
removal/addition, lattice creation, and the remapping process. None of our methods use
the GPU. We use the same graph-cut library [7] as the method we compare against [27].
The simulations were authored using SideFX Houdini and the final results were rendered
with Houdini’s Mantra renderer. Our image results were created using images acquired from
Shutterstock. While we have taken a reasonable effort to optimize our method, there is still
potential for additional runtime improvements with future work.
Many of our results include a comparison between our multi-greedy seam computation
method and the previous graph-cut approach presented by Flynn et al. We utilize the
optimizations presented by Flynn et al. in an effort to make the graph-cut runtimes as fast
as possible while maintaining quality. We include the values we used in our results for the
optimization parameters that had the most meaningful impact, ki , and c, in Table 4.1. The
keyframe interval ki represents the number of frames that the simulation sequence is split
into when computing the sequence of graph cuts. Nodes in the graphs are pruned below our
energy threshold c. Before computing energy we also remap our energy functions to always
be between 0 and 1. For the multi-greedy seams computations, we used the best of 22 greedy
seams for the smoke plume, and 16 for the rest of the simulation results.
Smoke Vortex. We first show results for a smoke vortex simulation in Fig. 4.14. In
this simulation, S consists of a single scalar density field. Our energy function Ev consists of
vorticity energy ω and the gradient of the density field. These two components of energy
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Figure 4.14: Our smoke vortex results are shown with a comparison between the graph-cut
and multi-greedy approaches. Our method allows retargeting simulations with a circular
shape and cyclic motion. Notice that the faster multi-greedy approach maintains the same
level of quality.
were weighted equally and were not masked in any way. We omitted using kinetic energy
K as it had no impact on the results. A circular, cyclic lattice, which was created from a
Houdini circle curve primitive, was used to guide seams around the vortex shape. In this
case, 18 seams were removed, and 30 seams were added.
This result illustrates that our method can handle a fast moving cyclic simulation.
Because seam carving traditionally requires that seams flow monotonically along rectangular
boundaries, computing seams in a circular shape like in this example would not be possible
with the previous methods.
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Meandering River. Next we show results for a meandering river simulation in
Fig. 4.15. This simulation consists of both a particle-based FLIP simulation for the river
and a static polygonal mesh for the riverbank. We used seam pairs (Sec. 4.3.6) to carve
both the river and riverbank simultaneously. Because the riverbank is static, a single seam
is computed and paired with the animated seams computed in the water when carving. Es
was used for the energy function. A mask was used to remove energy below the surfaces of
both the river and the riverbank. The lattice that enclosed the river and a portion of the
riverbank was generated from a static curve drawn by the user. After each carve operation,
the surface was filtered along the seam with a 3x3x3 Gaussian kernel. In this case, 13 seams
were removed, and 13 seams were added.
In the case of a river with axis-aligned boundaries, like the one shown in the results
section of [27], adjusting the shoreline after retargeting the river is straightforward. The
shoreline can simply be translated in one dimension to conform to the retargeted river.
However, in this more complex meandering river example, the shoreline must conform to
a new meandering shape. This example illustrates that our method eliminates the timeintensive manual process of updating non-rectangular boundaries to match a retargeted
non-rectangular volume. By using seam pairs and a lattice, the region between the two seams
is automatically updated and the boundary between the shore and river remains tightly
coupled.
Bonfire. Our results for a bonfire simulation are shown in Fig. 4.16. This simulation
features a round fire pit that was enclosed in a cyclic, circular lattice to carve seams in a
circular fashion, thus resizing the whole boundary of the bonfire in all directions equally.
This simulation has scalar fields for density, temperature, fuel, and flame, but we only used
density and flame for S because they were the fields used in the shaders to determine the
final rendered appearance. In this case, 16 seams were removed, and 10 seams were added.
Wavy Torch. Next we show results for a wavy torch simulation in Fig. 4.17. The
energy function for this simulation was the same as that of the bonfire simulation. In this
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Figure 4.15: Our meandering river results are shown with a comparison between the graph-cut
and multi-greedy approaches. Notice that the riverbank remains tightly coupled to the river
after retargeting.
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Figure 4.16: Our bonfire results are shown with a comparison between the graph-cut and
multi-greedy approaches. Similar to the smoke vortex, this example shows the result of
carving cyclic seams, but this time with the round fire pit that resizes simultaneously with
the simulation.
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Figure 4.17: Our wavy torch results are shown with a comparison between the graph-cut
and multi-greedy approaches. This simulation uses an animated lattice to guide seams as the
flame waves back and forth.
case, 10 seams were removed. As described in Sec. 4.5.2, to ensure that seams would not
avoid the simulation altogether, we used masks to control the seam computations. The empty
region was weighted by .8, the smoke .15, and the flame by .05. In this manner, the seams
would tend to target the flame first, the smoke second, and the empty region last. The lattice
was created using a slightly modified lattice rig R that was automatically computed using
the velocity field as described in Sec. 4.3.4. This result demonstrates the level of control and
flexiblity that our generalized, lattice-guided approach gives the user.
Smoke Plume. Our final simulation result is shown in Fig. 4.18. The energy function
for this result is identical to that of the smoke vortex. We did not use a lattice in this case.
Instead, this result is focused on testing the multi-greedy approach on a simulation that is too
large for the graph-cut method. The keyframe interval optimization from Flynn et al. allows
fluid carving to scale to simulations with long frame ranges, but in this case, computing a
seam on even a single frame would takes hours or more. Therefore, carving this simulation
would be intractable using the graph-cut approach. In contrast, our multi-greedy approach
had no problem computing a seam quickly on the full 216 frames. In this case, 30 seams were
removed, and 30 seams were added.
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Figure 4.18: This high-resolution smoke plume result shows that the multi-greedy approach
can handle data that would be too large for graph-cut.
Images. We also demonstrate our method on the images shown in Fig. 4.20. We use
the standard gradient magnitude energy function Ei . These results show the use of seam
pairs (Sec. 4.3.6). One seam is carved in the region of interest, and another is carved in
reverse just outside of this region, thus retargeting the region between the seam pairs rather
than the entire image.

4.6.1

Limitations and Future Work

We designed our lattice structure to be simple to create and intuitive to use for a wide
range of interesting shapes. However, this simplified design limits our lattices to following a
singular path that cannot overlap onto itself. This means that simulations that have multiple
interacting regions with distinct, unaligned motions would be difficult with our method. For
example, a river that branches into many tributaries, or a simulation with multiple interacting
smoke plumes flowing in different directions would not be ideal for our method. Additionally,
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Figure 4.19: Our unmodified images (top row) are shown with their respective energy functions
(middle row) and lattices (bottom row).

Figure 4.20: Our images are shown with lattice-guided seam pairs added and removed.
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Table 4.1: Example Scene Results. The energy threshold c was used for both the graphcut and multi-greedy approaches. Node Count denotes number of nodes of the generated
graph when a frame interval of ki was used for the graph-cut method. The average seam
computation times for both the graph-cut and multi-greedy approaches are given in their
respective columns. Remapping denotes the average time for mapping the world space volume
V to the retargeted volume V ∗ after carving (Equation 4.5).
Scene
Name

Dimensions Frames c

ki

Remapping Node
Count

Graph MultiCut
Greedy

Smoke Vortex
Meandering
River
Bonfire
Wavy Torch
Smoke Plume

322x105x331 84
903x79x390 159

0.085 3
0.0
3

462.6s
509.8s

5353070.9 2076.4s 3.7s
6232326.3 682.4s 5.2s

221x175x233 120
222x360x95 72
300x595x220 216

0.016 4
0.0
3
0.001

233.1s
82.9s

4311588.6 752.8s 9.3s
7806457.8 1453.7s 2.2s
71.9s

creating lattices that have abrupt changes in shape result in overlapping lattice regions where
the mapping is not one-to-one. Future work could explore the use of more sophisticated
lattice structures to better handle scenarios like these.
Because seam computation using our multi-greedy approach is so fast, there is potential
for future work to improve the speed of other aspects of fluid retargeting to make it a truly
interactive method. Like the previous method, our system remains a pre-process where the
data for resizing is cached and then the user can interactively explore different retargeted
sizes after the initial computation. However, because there is no longer a seam-computation
bottleneck, GPU approaches could be applied to the remapping process, for example, to
make it closer to real-time. Currently, the runtime of our method is dominated by the data
I/O of loading an unloading simulation caches and letting the Houdini nodes bake. As GPU
and main memory sizes increase, there is potential to process this data faster.
Our post-carve remapping process (Sec. 4.3.3) introduces a small amount of blurring
after each seam carving operation. This effect only becomes apparent after several carving
operations. This is due to linearly interpolating values back and forth between world space
and lattice index space. This can cause very small features to diminish or disappear after
many successive carving operations. For example, in our smoke vortex results the fine features
along the silhouette are slightly softened after retargeting. This is also apparent when looking
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closely at the remapped regions in the image results. Higher order interpolation methods
and lattice structures, or possibly post-carve sharpening filters could be explored to alleviate
these issues.
As the number of image-based deep learning methods continues to increase, there is
potential for more of these methods to be applied to volumetric data like fluids. Because
most of these approaches are built around the assumption of rectangular boundaries like
seam carving, our lattice-guided approach may provide potential for applying many of these
techniques more effectively to non-rectangular shapes like fluids. For example, SinGAN [76]
and InGAN [79] could be applied to a remapped fluid using our lattice-guided approach to
provide a new retargeting method for fluids. Our lattice-guided approach could potentially
open many new areas of research for volumetric data.

4.7

Conclusion

We have presented a novel method for intelligently resizing a wide variety of data including
fluids. Our method is general in that it supports any data that can represented as a VDB
grid. This allows content-aware resizing on almost any conceivable type of FX data including
images, particles, liquids, smoke, and fire. Our lattice-guided approach enables retargeting
on a much wider range of volumetric shapes and motions, thus removing the rectangular,
axis-aligned restrictions of the previous seam-carving methods. Our multi-greedy approach to
seam computation is orders of magnitude faster than the previously used graph-cut approach
while resulting in retargeted data that we have shown to be quantitatively similar and that
maintains the same level of visual quality.
Because producing compelling large volumetric data like fluids remains one of the most
expensive and complicated parts of visual effects, animation, and video game production, postprocessing techniques for this data are vital. With our method, artists and content-creators
have a new intuitive and directable way to edit and post-process large volumetric data. This
will reduce the need to resimulate and give more flexibility for directors to experiment late
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in the production process, thus reducing time and cost, and ultimately resulting in a better
final product.

4.8
4.8.1

Supplemental Material
Image Seam Carving Analysis

As discussed in the paper, we compare the traditional image seam carving method, the
dynamic programming approach [Avidan et al. 2007] with forward energy [Rubinstein et
al. 2008], against our multiple starting point greedy carving method. For these results,
our method computed 8 greedy seams simultaneously then selected the best one. Visual
comparisons are presented in Fig. 4.21, 4.22, and 4.23. See paper for references.

Original Image

Forward Energy

Multi-greedy (Ours)

Greedy

Random

Figure 4.21: The results of an image with 100 vertical seams removed by various methods.
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Figure 4.22: The results of an image with 100 vertical seams removed by various methods.
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Figure 4.23: The results of an image with 100 vertical seams removed by various methods.
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Chapter 5
Conclusion

Fluid simulation in the entertainment production environment presents a set of
interesting and unique problems. While the physics behind natural phenomena like fluids
is well studied in a variety of different fields, the problems associated with applying those
physics in entertainment are unique. There are few if any other cases where physical accuracy
is secondary to artist control and presentation as it is in entertainment. Rather than
painstakingly verifying the physical accuracy of research in this area, many components of
validation are subjective and art driven. As a result, rather than only focusing on providing
more physical accuracy, this dissertation seeks to both remove accuracy where it is not needed
to reduce computational cost, and to give artists and content creators more control over this
large, difficult-to-manage simulation data.
In this dissertation we have improved the viability of adaptive multi-resolution fluid simulation, and presented a comprehensive fluid carving system for intelligently post-processing
large volumetric visual effects data like fluids. Using these method, along with other concurrent lines of research, artists now have a much more robust set of tools for reducing iteration
time and working in new ways that are more efficient. This enables entertainment productions
that are less expensive, more flexible, and that ultimately result in a better product.
We will now restate the contributions that this dissertation makes and then discuss
the relevance and success of this research in the current context of entertainment production
along with areas for future work.
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5.1

Contributions

Adaptive Fluid Simulation Using a Linear Octree Structure.
• We present an alternative way to represent a fluid simulation octree in memory that
provides a significant computational speedup
• We provide a novel combination of previous octree techniques [39, 49, 77]
Fluid Carving: Intelligent Resizing for Fluid Simulation Data.
• We adapt seam carving techniques [67] to 4D animated volume data with an energy
function based on mean curvature and kinetic energy.
• We provide a new graph construction formulation that is optimized for FLIP fluid
simulation data to greatly reduce the run-time and memory consumption of performing
graph cuts on 4D volumes, which would otherwise be prohibitively expensive.
• We present a keyframe interval seam computation technique that breaks our large 4D
graphs into a sequence of smaller graphs to allow fluid carving to scale to simulations
with large frame ranges.
Generalized Fluid Carving With Fast Lattice-Guided Seam Computation.
• We introduce a novel fluid simulation retargeting method that allows artists to edit
simulations containing a variety of different data including images, smoke, fire, particles,
liquids, and meshes.
• We present energy functions for volumetric simulation data like smoke and fire.
• We introduce the use of lattice-guided seam computation to give users the control
to more effectively resize volumes with non-axis-aligned motion and non-rectangular
boundaries.
• We provide a method for adaptive resizing of isolated volume regions while maintaining
global boundaries.
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• We greatly reduce the runtime of seam computations on 4D volumes with a greedy
approach while maintaining a similar level of quality.

5.2

Discussion and Future Work

Fluid simulation remains an active area of research. As with most areas in computer graphics,
efficiency improvements to core algorithms and new ways for post-processing do not mean
that the problem is solved, and that fluid simulation is now fast and easy. Rather, it simply
increases the appetite of artists and directors to create more ambitious content that pushes
the limits and creates new problems to solve. We will now discuss the current state of our
work and where it resides in the broader context. We also discuss how these areas can be
improved with future work.
Adaptive Simulation. Since our linear octree work, there have been several key
contributions in the area of adaptive simulation. With all of this recent work, linearizing
tree-based representations for better cache performance is now standard practice. Perhaps
the most notable of this work has been the practical octree liquid simulator that supported
adaptive surface resolution [2]. That work is more generally applicable than our method
because it allows resolution transitions even at the surface. Our approach and previous
approaches have only allowed coarse-to-fine transitions below the liquid surface. Their
approach also provides a much more robust method for computing gradients for the pressure
solve, etc.
Adaptive fluid simulation work is a hot topic in visual effects production today. Most
studios and VFX companies are integrating these techniques into their pipelines and software
packages. However, there is still no consensus on the best approach. We anticipate many new
techniques in this area, especially with deep learning techniques becoming more prevalent in
computer graphics.
Simulation Control and Post-Processing. Methods for controlling simulations
continue to be an active area of research. This is also true of post-processing, but to a lesser
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degree. Our fluid carving method and a few others remain the only techniques for intelligently
editing simulation data. However, with the proliferation of deep learning techniques in
computer vision, it is only a matter of time before these techniques are applied to higher
dimensional data. The challenge is that the data is still too large to be efficiently processed by
today’s GPUs. However, the speed and memory of GPUs continue to improve dramatically
each year, and the memory and processing power will soon allow many new techniques to be
developed for volumetric data. Additionally, techniques can continue to be explored that use
simplified, windowed, or lower-resolution versions of the data that are then applied to the
full, high-resolution data.
Seam carving was an early technique for intelligent resizing. Most would argue that
newer techniques like SinGAN [76] and InGAN [79] provide better results than seam carving
for images. This is because deep learning techniques can learn to encode the characteristics
of data as latent code, and then these characteristics can be replicated as novel data. For
fluids, this could mean that rather than just removing or duplicating unimportant regions of
fluid as is done in fluid carving, new regions of fluid could be created that follow the same
visual and physical characteristics of the simulation overall. This could potentially be much
more useful for simulations. However, as mentioned, the hardware needs to mature to the
level that large volumes need. We believe that applying a lattice-guided method to many of
these image-based techniques could be quite beneficial, similar to how it was helpful with
seam carving in our case.
Extensions to Fluid Carving. We have identified a few areas of immediate future
work for fluid carving that show potential.
The simplified design of our lattice structure does not allow fluids that have multiple
interacting regions or that overlap onto themselves. For example, a river that branches into
many tributaries, or many smoke plumes that flow into each other. More complex lattice
structures that allow branching, and that allow overlapping regions would enable scenarios
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like these. Research is needed to design these in such a way that they remain easy for the
user to create and use.
Because we have largely solved the speed issue with computing large volumetric seams
using our multi-greedy approach, there is potential to make fluid carving a more interactive
real-time system. Rather than caching out results and then interactively resizing as with the
current implementation, it would be beneficial if the entire system could be computed live in
real-time. GPU methods could be used for the lattice remapping processes and even for the
greedy seam computation to make it much faster. This was not explored initially because
the seam computation was always a bottleneck that required that fluid carving remain a
pre-computed cached method.
A more free-form editing approach, similar to free-form deformation [72], could be
applied to fluid carving. Rather than removing or adding one seam uniformly from the full
volume, seams of varying lengths could be carved to resize one region of the fluid more than
another. Currently if a user would like to resize a river, this is done by resizing the entire river
equally along the flow. Instead, a system could be developed that would allow the user to the
move the vertices of a control lattice to enlarge a river in one region while shrinking another
region. This type of content-aware free-form resizing could be very useful for simulation
post-processing.
Concluding Statement. In this dissertation we have explored and innovated methods in adaptive and editable fluid simulation. We have provided new methods that improve
artists’ ability to author high-fidelity simulations in the entertainment production environment, thus achieving the aim of our thesis. These innovations include an octree data structure
that improves cache coherency for liquid simulations. We have also created a robust system
for intelligently resizing a variety of visual effects data. This fluid carving system provides
artists and content creators new ways to post-process and reuse large volumetric assets. As
this line of research continues, we believe there is much yet to be explored which will result
in increasingly efficient artistic workflows for fluid simulation.
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