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Abstract
New non-singularity and non-negative invertibility criteria for matrices are derived. They
yield new bounds for the spectrum. Moreover, we obtain a bound for the norm of the inverse
matrix and new estimates for the spectral radius. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Although excellent computer software are now available for eigenvalue compu-
tation, new results on invertibility and spectrum inclusion regions for finite matrices
are still important, since computers are not very useful, in particular, for analysis of
matrices dependent on parameters. But such matrices play an essential role in various
applications, for example in stability and boundedness of coupled systems of partial
differential equations, cf. [9, Section 14]. In addition, bounds for eigenvalues of finite
matrices allow us to derive bounds for spectra of infinite matrices. Because of this,
the problem of finding of invertibility conditions and spectrum inclusion regions for
finite matrices continues to attract attention of many specialists, cf. [1,2,4,5,10,13,15]
and references given therein.
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Let A = (ajk) be a complex n× n matrix (n  2) with the non-zero diagonal:
akk /= 0 (k = 1, . . . , n). Put
Pj =
n∑
k=1, k /=j
|ajk|.
The well-known Levy–Desplanques theorem states that if |ajj | > Pj (j = 1, . . . , n),
then A is nonsingular. This theorem has been improved in many ways. For example,
each of the following is known to be a sufficient condition for non-singularity of A:
(i) |aii ||ajj | > PjPi (i, j = 1, . . . , n) [14, p. 149].
(ii) |ajj |  Pj (j = 1, . . . , n), provided that at least one inequality is strict and A
is irreducible [14, p. 147].
(iii) |ajj |  rjmj (j = 1, . . . , n), where rj are positive numbers satisfying
n∑
k=1
(1 + rk)−1  1 and mj = max
k /=j |ajk| (see [1] and references therein).
(iv) |ajj | > Pj Q1−j (j = 1, . . . , n), where
0    1, Qj =
n∑
k=1, k /=j
|akj | [14, p. 150].
(v) |ajj | > Rj (j = 1, . . . , n), where
Rj =
j−1∑
k=1
Rk
|akk| |ajk| +
n∑
k=j+1
|ajk| (j > 1), R1 = P1 [10].
Note that for any of above-mentioned well-known criteria one can give such a trian-
gular matrix with a non-zero diagonal that the corresponding criterion is not applied.
A sufficient condition for invertibility, which is always satisfied by an arbitrary
upper triangular matrix with a non-zero diagonal, was derived in [7]. Namely, let
Sm =
n∑
j=m+1
|ajm|, m = 1, . . . , n− 1, Sn = 0,
and
µ(A) ≡
∏
3pn

1 + ∑
1j<m<p
|ajmamp |
|ammapp|

 for n  3
and
µ(A) = 1 if n = 2.
Let
µ(A)
[
Sk +
k−1∑
m=1
Sm
|amk|
|amm|
]
< |akk| for each k = 1, . . . , n. (1.1)
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Then as it was shown in [7], A is invertible.
In the present paper, we derive new invertibility conditions which give addition-
al information. In particular, we obtain a bound for the norm of the inverse ma-
trix. Moreover, by the obtained invertibility conditions we establish new bounds for
spectra.
To formulate the non-negative invertibility conditions, assume that A is real and
the conditions
ajk  0 for j /= k and akk > 0 (j, k = 1, . . . , n) (1.2)
hold. That is, A is a Z-matrix [11]. Further, suppose (a) A is irreducible and
n∑
k=1
ajk  0 for all j with a strict inequality for at least one j0 (1.3)
or (b) the inequalities
n∑
k=1
ajk > 0 for all j = 1, . . . , n (1.4)
hold. Then by the Collatz theorem [3, p. 377], A is monotone. In other words, A is
non-negatively invertible or M-matrix, cf. [11]. In [8], it was shown that A is M-
matrix if conditions (1.1) and (1.2) hold. In the present paper, the new non-negative
invertibility conditions are obtained. They supplement conditions (1.3) and (1.4).
2. Statement of the main result
Take the norm
‖A‖∞ ≡ max
j=1,...,n
n∑
k=1
|ajk|.
Throughout the present and the following sections it is assumed that
d0 ≡ min
k=1,...,n |ajj | > 0.
Introduce the notation
v˜k = max
j=1,...,k−1 |ajk| (k = 2, . . . , n);
w˜k = max
j=k+1,...,n
|ajk| (k = 1, . . . , n− 1),
mup(A) ≡
n∏
k=2
(
1 + v˜k|akk|
)
and mlow(A) =
n−1∏
k=1
(
1 + w˜k|akk|
)
.
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Theorem 2.1. Let the condition
mup(A)mlow(A) < mup(A)+mlow(A) (2.1)
be fulfilled. Then matrix A is invertible and the inverse matrix satisfies the inequality
‖A−1‖∞  mup(A)mlow(A)
(mup(A)+mlow(A)−mup(A)mlow(A))d0 . (2.2)
Moreover, under conditions (1.2) and (2.1) matrix A−1 is non-negative.
The proof of this theorem is divided into a series of lemmas which are presented
in the following section. Note that condition (2.1) is equivalent to the following one:
θ(A) ≡ (mup(A)− 1)(mlow(A)− 1) < 1. (2.3)
Inequality (2.2) can be written as
‖A−1‖∞ ≤ mup(A)mlow(A)
d0(1 − θ(A)) . (2.4)
Let matrix A have a non-zero diagonal and triangular triangular. Then (2.1) obviously
holds. Theorem 2.1 supplements the Levy–Desplanques theorem, the Collatz one
and other existing results. Note that in the case n = 2, according to Theorem 2.1, the
condition |a21a12| < |a22a11| provides the invertibility, while the Levy–Desplanques
theorem requires the inequalities |a21| < |a22| and |a12| < |a11|.
3. Proof of Theorem 2.1
In this section, it is assumed that all the diagonal entries are non-zero and ‖ · ‖
is an arbitrary matrix norm with the properties ‖I‖ = 1, where I is the identity ma-
trix, and ‖BC‖  ‖B‖‖C‖ for arbitrary matrices B, C. Denote by V, W and D
the upper triangular, lower triangular, and diagonal parts of matrix A = (ajk)nj,k=1,
respectively. That is,
V =


0 a12 . . . a1n
0 0 . . . a2n
. . . . . .
0 0 . . . 0

 , W =


0 . . . 0 0
a21 . . . 0 0
. . . . .
an1 . . . an,n−1 0


and D = diag[a11, a22, . . . , ann]. So, A = D + V +W . Set
WA = WD−1 and VA = VD−1.
Lemma 3.1. Let the condition
θ˜0 ≡
∥∥∥∥∥∥
n−1∑
j,k=1
(−1)k+jV kAWjA
∥∥∥∥∥∥ < 1 (3.1)
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hold. Then A is invertible and the inverse matrix satisfies the inequality
‖A−1‖  ‖D−1‖‖(I + VA)−1‖‖(I +WA)−1‖(1 − θ˜0)−1. (3.2)
Moreover, under conditions (1.2) and (3.1) A is inverse non-negative.
Proof. Clearly,
A = D + V +W = (I + VA +WA)D = [(I + VA)(I +WA)− VAWA]D.
But WA and VA are nilpotent:
V nA = WnA = 0. (3.3)
So the operators I + VA and I +WA are invertible:
(I + VA)−1 =
n−1∑
k=0
(−1)kV kA, (I +WA)−1 =
n−1∑
k=0
(−1)kWkA. (3.4)
Thus
A = (I + VA)[I − (I + VA)−1VAWA(I +WA)−1](I +WA)D.
Thanks to (3.4) we have
(I + VA)−1VA =
n−1∑
k=1
(−1)k−1V kA, WA(I +WA)−1 =
n−1∑
k=1
(−1)k−1WkA.
So,
A = (I + VA)

I − n−1∑
j,k=1
(−1)k+jV kAWjA

 (I +WA)D.
Therefore, if (3.1) holds, then A is invertible. Moreover
A−1 = D−1(I +WA)−1

I − n−1∑
j,k=1
(−1)k+jV kAWjA


−1
(I + VA)−1. (3.5)
Condition (3.1) yields∥∥∥∥∥∥∥

I − n−1∑
j,k=1
(−1)k+jV kAWjA


−1∥∥∥∥∥∥∥  (1 − θ˜0)
−1.
Now, inequality (3.2) is due to (3.5).
Furthermore, let (1.2) hold. Then due to (3.4), (I + VA)−1, (I +WA)−1, D−1
and
T ≡
n−1∑
j,k=1
(−1)k+jV kAWjA
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are non-negative matrices. If the spectral radius rs(T ) of T is less than 1, then, clearly,
I − T is non-negatively invertible. But due to (3.1) we really have rs(T ) < 1. This
and (3.5) proves that A is non-negatively invertible. 
Denote
m˜(V ) =
n∏
k=2
(1 + v˜k) and m˜(W) =
n−1∏
k=1
(1 + w˜k).
Lemma 3.2. The inequalities
‖(I − V )−1‖∞  m˜(V ) (3.6)
and
‖(I −W)−1‖∞  m˜(W) (3.7)
are valid.
Proof. Let V˜ be a nilpotent operator in Cn and let P0, . . . , Pn be orthoprojectors of
Cn, such that
0 = range P0 ⊂ range P1 ⊂ · · · ⊂ range Pn = Cn, and
V (range Pk) ⊆ range Pk−1 (3.8)
for k = 1, . . . , n. Then due to [6, Theorem 1.6.1 ] or [7, Lemma 2.1]
(I − V˜ )−1 =
→∏
2kn
(I + V˜ #Pk), where #Pk = Pk − Pk−1. (3.9)
Here the arrow means that the indexes of the factors increase from left to right. Let
now Qk be the projectors onto the standard basis
Qkh = (h1, h2, . . . , hk, 0, 0, . . . , 0) (k = 1, . . . , n), Q0 = 0
for an arbitrary vector h = (h1, h2, . . . , hn) ∈ Cn. Simple calculation shows that re-
lations (3.8) hold with V˜ = V and Pk = Qk . So, according to (3.9),
(I − V )−1 =
→∏
2kn
(I + V#Qk), where #Qk = Qk −Qk−1. (3.10)
It is not hard to check that ‖V#Qk‖∞ = v˜k . Now, inequality (3.6) follows from
(3.10). Further, define a projector Q˜k by
Q˜kh = (0, 0, . . . , hn−k+1, hn−k+2, . . . , hn) (k = 1, . . . , n), Q˜0 = 0
for an arbitrary vector h = (h1, h2, . . . , hn) ∈ Cn. Simple calculation shows that re-
lations (3.8) hold with V˜ = W and Pk = Q˜k . So, according to (3.9),
(I −W)−1 =
→∏
2kn
(I +W#Q˜k), where #Q˜k = Q˜k − Q˜k−1. (3.11)
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It is not hard to check that ‖W#Q˜k‖∞ = w˜n−k+1. Now, inequality (3.7) follows
from (3.11). 
Lemma 3.3. The inequalities∥∥∥∥∥
n−1∑
k=1
(−1)kV k
∥∥∥∥∥
∞
 m˜(V )− 1 and
∥∥∥∥∥
n−1∑
k=1
(−1)kWk
∥∥∥∥∥
∞
 m˜(W)− 1 (3.12)
are valid.
Proof. Let B = (bjk)nk=1 be a non-negative matrix with the property
Bh  h (3.13)
for any non-negative h ∈ Cn. Then bjj  1 for j = 1, . . . , n and hence
‖B − I‖∞ = max
j=1,...,n
[
n∑
k=1
bjk − δjk
]
= ‖B‖∞ − 1. (3.14)
Here δjk is the Kronecker symbol. Furthermore, since V is nilpotent,∥∥∥∥∥
n−1∑
k=1
(−1)kV k
∥∥∥∥∥
∞

∥∥∥∥∥
n−1∑
k=1
|V |k
∥∥∥∥∥
∞
= ‖(I − |V |)−1 − I‖∞,
where |V | is the matrix whose entries are the absolute values of the entries of V.
Moreover, clearly,
n−1∑
k=0
|V |kh  h
for any non-negative h ∈ Cn. So, according to (3.13) and (3.14),∥∥∥∥∥
n−1∑
k=1
(−1)kV k
∥∥∥∥∥
∞

∥∥∥∥∥
n−1∑
k=1
|V |k
∥∥∥∥∥
∞
= ‖(I − |V |)−1 − I‖∞.
Since m˜(V ) = m˜(|V |), equality (3.6) with V = |V | yields the first inequality (3.12).
Similarly, the second inequality (3.12) can be proved. 
Proof of Theorem 2.1. Due to Lemma 3.2,∥∥∥(I + VA)−1∥∥∥∞  mup(A),
∥∥∥(I +WA)−1∥∥∥∞  mlow(A).
Lemma 3.3 yields∥∥∥∥∥
n−1∑
k=1
(−1)kV kA
∥∥∥∥∥
∞
 mup(A)− 1,
∥∥∥∥∥
n−1∑
k=1
(−1)kWkA
∥∥∥∥∥
∞
 mlow(A)− 1.
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Hence∥∥∥∥∥∥
n−1∑
j,k=1
(−1)k+jV kAWjA
∥∥∥∥∥∥∞
 θ(A).
Now the required result follows from Lemma 3.1 and relation (2.3). 
4. Localization of spectrum
Theorem 4.1. Any eigenvalueµ of matrixA = (ajk)nj,k=1, either satisfies the equal-
ity µ = akk for some integer k = 1, . . . , n, or satisfies the inequality[
n∏
k=2
(
1 + v˜k|akk − µ|
)
− 1
]
n−1∏
j=1
(
1 + w˜j|ajj − µ|
)
− 1

  1.
Proof. Let µ /= akk for all k = 1, . . . , n and[
n∏
k=2
(
1 + v˜k|akk − µ|
)
− 1
]n−1∏
j=1
(
1 + w˜j|ajj − µ|
)
− 1

 < 1.
Then due to Theorem 2.1, A− µI is invertible. This contradiction proves the re-
quired result. 
If A is a triangular matrix, then Theorem 4.1 gives the exact relation
σ(A) = {akk, k = 1, . . . , n}.
Also, Theorem 4.1 supplements the Gershgorin bounds and other existing results,
see [11,14] and references therein.
For instance, let n = 2. Then due to Theorem 4.1,
σ(A) ⊂ {λ ∈ C : |(a11 − λ)(a22 − λ)|  |a12a21|}.
On the other hand, the Gershgorin theorem gives the greater set
{λ ∈ C : |a12|  |a11 − λ| or |a21|  |a22 − λ|}.
Lemma 4.2. Let v˜k /= 0 for at least one k = 2, . . . , n and w˜j /= 0 for at least one
j = 1, . . . , n− 1. In addition, let z0 be the unique positive root of the algebraic
equation[
n∏
k=2
(z+ v˜k)− zn−1
]
n−1∏
j=1
(z+ w˜j )− zn−1

 = z2(n−1). (4.1)
Then for any eigenvalue µ of A there is an integer m  n, such that the inequality
|µ− amm|  z0 is true.
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Proof. Let µ ∈ σ(A) and |amm − µ| = mink |akk − µ|. Due to Theorem 4.1,[
n∏
k=2
(|amm − µ| + v˜k)− |amm − µ|n−1
]
×

n−1∏
j=1
(|amm − µ| + w˜j )− |amm − µ|n−1

  |amm − µ|2(n−1).
Comparing this inequality with (4.1), we arrive at the result. 
Denote
δ(A) =
[
n∏
k=2
(1 + v˜k)− 1
]n−1∏
j=1
(1 + w˜j )− 1

 .
Due to the Lemma 4.3.2 of [6], we can write out z0  γ (A), where
γ (A) = 2(n−1)√δ(A) if δ(A)  1 and γ (A) = δ(A) if δ(A)  1.
Now Lemma 4.2 yields the following.
Corollary 4.3. All the eigenvalues of A are included in the set
{λ ∈ C : |akk − λ|  γ (A), k = 1, . . . , n}.
In particular, the spectral radius rs(A) of A satisfies the inequalities
rs(A)  max
k=1,...,n |akk| + z0  maxk=1,...,n |akk| + γ (A). (4.2)
Let A be upper or lower triangular. Then z0 = 0, γ (A) = 0. So, inequalities (4.2)
supplement the well-known estimate
rs(A)  max
j=1,...,n
n∑
k=1
|ajk|,
cf. [12, Section 16.5].
Furthermore, consider the quantity
s(A) ≡ max
i,j
|λi(A)− λj (A)|,
where λ1, . . . , λn denote the eigenvalues of A. According to Corollary 4.3 and the
fact that z0  γ (A), for arbitrary λi(A), λj (A), there are akk, amm, such that
|λi(A)− λj (A)| |λi(A)− akk| + |λj (A)− amm| + s(D)
 s(D)+ 2z0  s(D) + 2γ (A) (i, j  n),
where s(D) = maxi,j |aii − ajj |. So,
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s(A)  s(D) + 2z0  s(D)+ 2γ (A).
These inequalities supplement the well-known result [14, Section III.4.2.1]. Accord-
ing to Corollary 4.3 and the fact that z0  γ (A), we also have
Re λk(A)  max
j
Re ajj + z0  max
j
Re ajj + γ (A)
and
Imλk(A)  max
j
Im ajj + z0  max
j
Im ajj + γ (A) (k = 1, . . . , n).
So if
max
j
Re ajj + z0  0 or max
j
Re ajj + γ (A)  0,
then A is semistable. These results supplement the well-known theorems by Hirsh
[14, Sections III.1.3] and Rochrbach [14, Section III.3.1].
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