Abstract-Recent studies have shown that the dielectric properties of normal breast tissue vary considerably. This dielectric heterogeneity may mean that the identification of tumours using Ultra Wideband Radar imaging alone may be quite difficult. Significantly, since the dielectric properties of benign tissue were shown to overlap with those of malignant, breast tumour classification using traditional UWB Radar imaging algorithms could be very problematic. Rather than simply examining the dielectric properties of scatterers within the breast, other features of scatterers must be used for classification. Radar Target Signatures have been previously used to classify tumours due to the significant difference in size, shape and surface texture between benign and malignant tumours. This paper investigates Spiking Neural Networks (SNNs) applied as a novel tumour classification method. This paper will describe the creation of 3D tumour models, the generation of representative backscatter, the application of a feature extraction method and the use of SNNs to classify tumours as either benign or malignant. The performance of the SNN classifier is shown to outperform existing UWB Radar classification algorithms.
INTRODUCTION
Breast cancer is one of the most common cancers to affect women. In the United States alone, it accounts for 31% of new cancer cases, and is second only to lung cancer as the leading cause of deaths in American women [1] . More than 184.000 new cases of breast cancer are diagnosed each year resulting in approximately 41.000 deaths. Early detection and intervention is one of the most significant factors in improving the survival rates and quality of life experienced by breast cancer sufferers [2] , since this is the time when treatment is most effective.
The current standard screening method for detecting non-palpable early stage breast cancer is X-ray mammography. Despite the fact that X-ray mammography provides high resolution images using relatively low radiation doses, its limitations are well documented [2] . The search for new imaging techniques is motivated by the need for increased specificity and sensitivity, especially in the case of radiographically dense tissue. In younger women in particular, breast tissue typically presents a higher dense-to-fatty tissue ratio and malignancies occurring in dense-tissue breasts are statistically more likely to be missed by X-ray mammography [3] . In the US, between 4%-34% of all breast cancers are missed by conventional mammography [4] , while 70% of all malignancies identified are found to be benign after biopsy [5] . These false positive conclusions result in unnecessary biopsies, causing considerable distress to the patient and an unnecessary financial burden on the health service [5, 6] .
Three alternative active microwave imaging techniques are under development, Hybrid Microwave-Induced Acoustic imaging, Microwave Tomography and Ultra-Wideband (UWB) Radar imaging. The hybrid imaging method involves heating any tumours present in the breast using microwave signals, and using ultrasound transducers to record the resultant pressure waves due to the heat-induced expansion of the tumour tissue. Based on these recorded waves, the presence and location of the tumours can be identified [7] [8] [9] . Microwave Tomography involves reconstructing the complete dielectric profile of the breast using a forward and inverse scattering model [10] [11] [12] [13] . Finally, UltraWideband (UWB) Radar imaging, as proposed by Hagness et al. [14] , uses reflected UWB signals to determine the location of microwave scatterers within the breast. This is a similar imaging procedure to that used in surface-penetrating radar [15] . Rather than using the tomographic approach of reconstructing the entire dielectric profile of the breast, UWB radar imaging uses the Confocal Microwave Imaging (CMI) approach [14] to identify and locate regions of scatterings within the breast [16] [17] [18] [19] [20] [21] [22] [23] [24] .
However, a recent study of the dielectric properties of adipose, fibroglandular and cancerous breast tissue has highlighted the dielectric heterogeneity of normal breast tissue [25, 26] . Significantly, rather than the dielectric properties of normal breast tissue being primarily homogeneous, Lazebnik et al. found a very significant dielectric contrast between adipose and fibroglandular tissue within the breast. The dielectric properties of adipose tissue was found to be lower than any previously published data for normal tissue. Conversely, the dielectric properties of fibroglandular tissue was found to be significantly higher than any previously published data for normal breast tissue. This heterogeneity of normal breast tissue had been considerably underestimated in more historical studies, and the difficultly this presents to existing data-independent beamformers has been examined by the authors previously [27] .
In order to improve sensitivity and specificity in the dielectrically heterogeneous breast, more robust methods need to be developed to classify tumours as either benign or malignant. Several studies have examined the use of Radar Target Signatures (RTS) to classify scatterers within the breast [28] [29] [30] [31] [32] [33] [34] [35] . In this paper, a novel classification method using Spiking Neural Networks (SNN) is presented. The structure of the remainder of the paper is as follows: Section 2 describes the generation of realistic tumour models and corresponding FDTD simulations; Section 3 describes the SNNs, Section 4 describes the experimental setup, while Section 5 describes the results and corresponding conclusions.
TUMOR MODELING

Gaussian Random Spheres
Tumours present different physical characteristics based on their nature, i.e., whether they are benign or malignant. The most relevant features from the perspective of UWB imaging are size, shape and texture of surface, as these are characteristics that most significantly influence the RTS of tumours. Benign tumours typically have smooth surfaces and have spherical, oval or at least well-circumscribed contours. Conversely, malignant tumours usually present rough and complex surfaces with spicules or microlobules, and their shapes are typically irregular, ill-defined and asymmetric [36] . In this study, the primary concern is the analysis of small tumours (up to 1 cm in radius). Shape and texture of the surface of a tumour are the two most important characteristics that will help differentiate between a benign and a malignant tumour. The tumour models are based on the Gaussian Random Spheres (GRS) method [37, 38] . GRS can be modified mathematically to model both malignant and benign tumours by varying the mean radius α and the covariance function of the logarithmic radius. The shape is determined by the radius vector, r = r(θ, ψ), is described in spherical coordinates (r, θ, ψ) by the spherical harmonics series for the logradius s = s(θ, ψ):
In the equations above, β is the standard deviation of the logradius, s lm are the spherical harmonics coefficients and Y lm are the orthonormal spherical harmonics. Three different tumour models at two different sizes are considered in this paper. Malignant tumours are represented by spiculated and microlobulated GRS, whereas benign tumours are modelled by smooth GRS. Microlobulated and smooth GRS are obtained by varying the correlation angle from low to high. Spiculated 
FDTD Model
The tumours are placed in a 3D Finite-Difference Time-Domain (FDTD) model. The FDTD model has a 0.5 mm cubic grid resolution and the backscattered signals were generated through a TotalField/Scattered-Field (TF/SF) structure, in which the tumours are completely embedded in the Total Field (TF) [33, 35] . The TF/SF region has the following dimensions: the Scattered Field (SF) is a square geometric prism with square bases measuring 153.5 mm on the side and the height measuring 137.5 mm. The TF is located at the centre of the SF and is represented by a 50 mm-sided cube (the origin of the SF and the TF are at the point (0, 0, 0) mm). The dielectric properties of both adipose and cancerous breast tissue are incorporated using a Debye model, based on the dielectric properties established by Lazebnik et al.. The TF/SF region is terminated with a 6 mmlayer Uniaxial Perfectly Matched Layer (UPML) which suppresses any boundary reflections [39] . A pulsed plane wave is transmitted towards the target from four different equidistant angles (0, 90, 180 and 270 • ) and the resulting cross-polarized backscatter is recorded and analysed from four observation points located at: (0, 0, −74), (−74, 0, 0), (0, 0, 74) and (74, 0, 0) mm in (x, y, z) axes. The incident pulse is a modulated Gaussian pulse with center frequency at 6 GHz where the 1/e full temporal width of the Gaussian envelop was 160 ps.
For two transmitters, the pulse is linearly polarized in the x-y plane and transmitted in the z direction, and for the remaining transmitters, the pulse is polarized in the y-z plane and transmitted in the z direction. Each observation point is located in the Scattered Field at a distance of 74 mm from the center of the tumour, which is located at the centre of the Total Field. The acquired backscattered recorded signals are then downsampled from 1200 GHz to 75 GHz. Figure 2 shows a representation of the TF/SF grid, with the location of the origin of the first incident plane wave and respective observer point as well as the position of the tumour. 
SPIKING NEURAL NETWORKS & GENETIC ALGORITHMS
Spiking Neural Network
The fundamental processing units in the organic central nervous system are neurons which are interconnected in a complex pattern [40] . The current understanding of biological neurons is that they communicate through pulses and employ the relative timing of the pulses to transmit information and perform computations. Spiking Neural Networks (SNNs) [41] [42] [43] , known as the third generation of Artificial Neural Networks (ANNs), communicate by transmitting short transient spikes to other neurons, via weighted synaptic connections. SNNs differ from traditional neural network models in that they utilise both timing and magnitude dynamics for the processing of neural information. Maass [43] demonstrates mathematically that SNNs are computationally more powerful than traditional threshold-based neuron models. This result has consequently encouraged interest in the area of SNNs, and their application to real-world classification problems [44] .
Genetic Algorithms
A Genetic Algorithm (GA) [45] is a class of Evolutionary Algorithm, which incorporates the mechanisms of phylogenetic adaptation observed in nature. Guided by the "survival of the fittest" principle, GAs are global search algorithms that encode points in the solution space into a linear data string (genome). Apart from implementing the encoding mechanism and fitness function, GAs also have to perform the genetic operations. A GA includes three bio-inspired mechanisms to guide evolutionary search towards good solutions, namely:
• Survival of the fittest (selection)
• Recombination of parents' genes (crossover)
• Random variation (mutation) Evolutionary techniques have been used to perform neural network topology design, synaptic weight training, weight initialization and learning rule/activation function selection [46] . SNN training using GAs has been successfully demonstrated by [47] [48] [49] . In this research, the evolution of SNN synaptic weights and neuron firing thresholds is investigated. The initial population of SNNs is randomly generated by the GA where the properties (synaptic input weights, neuron firing threshold) of each node are encoded in a data string or genome [50] . The resulting genome is used to configure and implement the corresponding SNN. Following fitness assessment and selection, the crossover operator recombines parts of each of the selected parent genomes to generate a new offspring individual. Random mutation of neural synaptic weights and neuron firing thresholds is then applied to introduce additional genetic diversity to the population. Elitism (preserving the best individual through each generation) is utilized by the GA. The GA parameters employed for this research are as detailed in [50] .
EXPERIMENTAL SETUP
Principal Component Analysis
In order to extract the relevant features that will reflect the RTS of the tumours, it is important to use a feature extraction method such as the Principal Component Analysis (PCA). PCA reduces the dimensionality of multivariate data and reveals simplified structures that are often hidden in the original data set, while also disregarding less relevant information such as noise or co-linearities in signals [51] . PCA allows for a new representation of the original data in which maximum variance is exposed, so that data may then be better discriminated. Mathematically, the basis that was used to record the original signals is changed, by means of a linear algebraic operation, into a new orthonormal basis that allows for the data to present maximal variance [51] . The resulting principal components are ordered by decreasing variance. It must be noted that PCA is non-parametric so only the data influences the PCA calculation disregarding any prior acquiring system or known labels.
Principal Component Preprocessing
SNNs map real world scalar data into spike train frequencies [52] . In this research, high PCA values are mapped to high spike frequencies while low PCA values are mapped to low frequencies. Since PCA values are scaled between [−1, +1], it is necessary to decouple the positive and negative ranges of each PCA component (P(n)) into two spike generating inputs (P(n)+ and P(n)−). This decoupling ensures that a +1 PCA input generates the same number of spikes (and influence) on the SNN as a −1 PCA input, thus removing any bias from the encoding process. Figure 3 illustrates the single-hidden-layer SNN architecture used to implement the SNN Breast Cancer Classifier. The SNN processes the first 12 PCA components (P1-P12). Twenty-four spike generators (SG1-SG24) are used to map real-valued PCA data into spike trains using a linear magnitude to (spike train) frequency conversion [52] . This PCA spike data is fed to the network's 24 hidden layer neurons (N1-N24). Two output layer spiking neurons (N25, N26) generate two spike trains, the outputs of which determine the system's classification. Two spike counters (SC1, SC2) are employed to count the number of output spikes (within a given update interval) [52] . Counter values C1 and C2 are used to determine classifier behavior. The counter with the largest spike count value designates the selected class. Each spiking neuron is fully forward connected to the next SNN layer. The neuron model chosen for these experiments is based on the leaky integrate and fire model [43] . Each SNN individual is composed of 26 genes, which correspond to the 26 evolvable spiking neurons (N1-N26). The spiking neuron parameters are configurable by the GA. Each gene contains 25 real-valued numbers: 24 input synaptic weights and 1 neuron 
SNN Breast Cancer Classifier System Architecture Application
The fitness, f , of the SNN is defined in Equation (5).
A β value of 1.5 is employed in this research to reward the correct classification of both tumour classes. Without this fitness bias, fitness can be accumulated by classifying a single tumour class repeatedly. By including this bias, networks that select correctly from both classes are rewarded above networks that correctly select from just one class.
RESULTS AND CONCLUSIONS
A total of 368 tumour models were considered (184 of size 2.5 mm and 184 of size 7.5 mm). Within that group, there were 184 type 1 tumours (malignant), 92 type 2 tumours (macrolobulated benign) and 92 type 3 tumours (smooth benign). Two different classifier architectures are considered:
(i) A direct "type" classifier that simply classifies each tumour as either benign or malignant (ii) A two-stage classifier that classifies each tumour as either small or large, before classifying the tumours as either benign or malignant.
These simple classifier architectures have been previously examined by both Davis and Conceição et al. [33] [34] [35] 53] . The tumour backscatter is classified using the SNN, but also using Linear Discriminant Analysis (LDA) [33] . The reason LDA is also used is that it provides a useful baseline when examining the performance and robustness of the SNN classifier. LDA has previously been examined by both Davis and Conceicao et al. and is based on the assumption that the groups being discriminated have multivariate normal distributions and have the same covariance matrix. With the LDA method, the pooled within-group covariance matrix is calculated and used to determine the discriminant function which will allow classification. In order to evaluate both classification methods, the entire data-set is randomly shuffled and divided into 75%-25% training and test groups respectively. This classification process is repeated 10 times and the average performance of each classifier is calculated. The results are presented in Linear classifiers such as LDA can only partition classes using a hyperplane [54] . This technique works well if the classes are linearly separable, however, real-world classification tasks are not always characterised by a linearly separable feature space. This linear inseparability is evident with the classic XOR function, where no hyperplane exists that partitions both classes correctly [54] . The demand for non-linear classification motivated the development of multi-layered perceptron (MLP) neural networks. MLPs can approximate any non-linear function and therefore can partition a feature space in a non-linear fashion [55] .
With regard to spiking neurons, Maass demonstrated that multi-layer SNNs can also approximate any non-linear function and are computationally more powerful than traditional artificial neuron models [43] . An SNN's ability to partition classes that are not strictly linearly separable can explain their superior performance compared to LDA. In addition a GA's global search ability avoids the problem of being trapped at a local sub-optimal solution that local-search neural network training algorithms such as back-propagation may encounter.
Future work will examine the performance of the SNN classifier in a more dielectrically heterogeneous breast, where the tumour RTS could be masked due to clutter in the resultant UWB signals.
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