x = (x1 ,..., XJ E R*, u = (ul ,..., u,) E Rnz, A(t) and B(t) being real continuous on (-co, cc) n X n-matrices respectively.
The system (I) is called controllable on (-co, co), if to any two points ~9, x2 E Rn and any t, E (-co, co) there is a t, > t,, and a measurable control function 24(t), t E [t,, , t;l such that the solution x(t) of (l), x(t,) -= x1 under 24 =-: u(t) satisfies I = 9 (cf.
[I]). It is a remarkable property of autonomous controllable systems (A(t) = A, B(t) = B; A, B constant) that to any prescribed spectrum 2'therc is a closed-loop control u : ,Qx, (Q possibly complex) such that th.e spectrum of the system (1) with u : Qx, i.e. of the system 2 = (A + BQ)x is 2:
This fact has been known for a long time in the case of u E R1. For zd E R"', nz > 1 it was apparently first explicitly stated by Popov (cf. [2] , [3] ), who proved the equivalence of the above property to complete controllability (cf. also [5] , where the problem is formulated in a somewhat different way).
Recently, Wonham [I] presented another proof of it. In addition to Popov, he has proved that if Z contains with any complex number its conjugate with the same multiplicity, Q can be chosen real. Let us note that a similar result can be obtained easily from the transformation of [6] , (cf. Corollary 2), which is of a somewhat different kind than in [4] and [5] . This paper is devoted to the proof of a similar property of cantrollable linear periodic systems, the spectrum of -4 + BQ replaced by the characteristic multipliers of the system 2 = [A(t) + B(t)Q(t)]x.
Throughout this paper by a real-type (n-) spectrum 2' will always be meant a set of not necessarily distinct complex numbers or ,..., G', , containing together with every complex number its complex conjugate with the same multiplicity. All other quantities occurring in this paper will be supposed to be real, unless stated otherwise.
Further, for any r x s-matrix E denote 1 E 1 = CTzzI CjYI / eij I, E' the transpose of E, vectors being regarded as one column matrices in this connection. By Y(r, t,) we shall denote the solution of the matrix equation with Y(t,, , t,J z: 1, I being the unity matrix. Y(t, 0) will be simply denoted by YW If A, B are two matrices of n x n and n x nz type respectively and the system f -= Ax + Bu is controllable, we shall call (A, B) a controllable pair of matrices. It is well known (cf. [I] ) that (A, B) is a controllable pair if and only if rank of the matrix (R, A&..., An-lB) is. 71.
Before formulating the main theorem let us prove several auxiliary results, some of which are of interest by themselves. PROPOSITION 1. Let {A, B) be a controllable pair of matrices, m <. n, and let B have rank m. Then, there are positive integers 1, , i = I,..., m such that x:=1 I, = n and a nonsingular n x n matrix C such that C-lAC = D, C--lB == G, where
(1 is in the ith column), i, j = I,..., m. For the proof see [6] . COROLLARY 1.
IfB=bisnx l,(A,b) is a controllable pair, then there is a nonsingular matrix C such that C-l-4C = D, C-lb = g, where COROLLARY 2. Let (A, B) be a controllable pair of matrices. Then, to any (real tyie) spectrum Z there is a complex (real) matrix Q such that A f BQ has spectrum Z:
Proof. {A, B) being a controllable pair we can choose an n x +Z submatrix l? of B(iii < m), such that (A, 8> is a controllable pair and B has maximal rank (cf. [6] , p. 771). Suppose B consists of the first iii colurrms of B. By Proposition 1 we can find a matrix C such that the transformation x = Cy transfers the system to the system D and G being as in Proposition 1. Let An + /3,$+l + *** + j$ be the polynomial with its set of roots equal to Z. If Z is real-type, /3i , i = l,..., n are real. We define u = Py, where p,j = -& -ctnL5 and recursively pij = S,C,i.l,,j --crij -yVz9+r yiVpvl , where 8, is the Kronecker's symbol.
Then, and therefore its spectrum is 2. Further, if we denote Q == PC-I, then the matrix A -I-8$ = C(D + GP)C-1 has also the spectrum Z. Now, let Q be the matrix with the first Ei rows equal to those of Q and the remaining being zero. Then, A -I-sg v A + BQ and thus A $-BQ has spectrum Z. The numbers t, ,..., t, arc not necessarily distinct, but since Y-l(t) B(t) arc continuous, a sufficiently small change of the numbers t, will not affect the rank of the matrices & and (B', Y(w) B,..., Yn-l(w)f?). Therefore, by a small change of the rmmbers t, we can achieve that both (5) and (i), (ii) will be valid.
In the other direction, the corollary is obvious. THEOREM. Let A(t), B(t) be w-periodic and C1 in t and let (1) be controllable. Then, (i) To any real-type spectrum C = {aI ,..., a,,] such that a, f 0, i -l,..., n and nrt, ai > 0 there is an w-periodic m x n matrix Q(t) such that the characteristic multipliers of (2) are equal to Us .
(ii) To any real-type spectrum C = (uI ,..., Us} such that oi f 0, i = l,..., n there is a 2w-periodic m x n matrix Q(t) such that the characteristic multipliers of (2) (considered as 2wperiodic system) are equal to ui2.
Moreover, both (i) and (ii) are su$kient for complete controllability of (1).
Proof. Suppose first that (1) is not controllable. Then, there is at least one nonzero n-vector c such that
The set of all c satisfying (6) Therefore, it contains at least one eigenvector of Y(w)', i.e. there is a vector cs satisfying (6) such that Y(w)'c,, = AC, . Now, let Q(t) be any periodic m x n matrix and X(t) be the fundamental matrix of (2) Thus, h is an eigenvalue of X(w)' (and, thus, of X(w)) for any Q. Now, let (1) be controllable. Choose the numbers 0 < t, < -+p < t, < w and {& ,..., i,) and define B ~2: (6r ,..., &) as in Corollary 4.
The proof will be accomplished in several steps which we shall number for better orientation. is controllable.
60. By the above procedure we have reduced our problem to the case of A(l), B(t) in (1) being 0 and the pair (Y(W), Y(w, tJ b,(t,)) being controllable for some tr E [0, w), since the system 9 z-z A(t)x -/-B( t)u (29) with z(t) = A(l) + B(t) Rhs(t) and suitably re-ordered columns of H satisfies the above properties. If the matrix Q(t) solves our problem for the system (29), then the matrix Hab(t) + Q(t) = Q(t) solves the problem for the original system (1). (where X&t, T) stands now for Xo,h(t, 7) with Q = (4, O,..., 0)'). If 80. The proof will be complete if we show that thcrc is an h > 0 and a vector p such that X,&W, 0) is similar to Xpo,s(w, 0). This will be proved by an implicit function argument, for which we need first to prove the continuity of in q and la in the right (in A.) neighborhood of the point (q", 0). Since it is obvious that if we denote X,,,(t, --I-0, tr) = eblulJP', it is sut?icient to prove the continuous diffcrcntiability of X,,,(t, --I-h, tr). For the sake of simplicity we shall use further the notation X,,,A(tl + t, tJ = .ZU,lL(t From the definition of Z,,,(k) it is evident that Z&A) is continuous in q, h for h > 0. From (7) it follows that it is continuous in q for 12 = 0. Therefore, the continuity of Z,,,(h) in q, lz for h > 0 follows from the local uniformity of O(h) in (7).
( Since the convergence in (31) is locally uniform in q, the continuity of (a/?&) Z,,,(h) is proved. Now, consider for h, k < k, : (34) where w(h, h -h) = o(h -K) uniformly in 0 < k < ll,) and locally uniformly in 4. From (33) and (34) we conclude
For h --f 0 we obtain is nonsingular. Since agap =.= I'(f,)' is also nonsingular, we have proved that (&j/aq)(qO, 0) is nonsingular. Thus, for any q" WC can find an h > 0 and q such that (39) and, consequently (36) is satisfied and q is arbitrarily close to q". From (37) it follows that S is a continuous function of q and h. But for q := q" and h .= 0, S := I so that for /z >. 0 sufficiently small S will bc nonsingular. This completes the proof.
Remwk 2. If we allow Q(1) to be complex, then the characteristic multipliers can be shifted to any nonzero numbers or ,..., u,~ by closed loop control u =-: Q(t)x. Remark 3. If A(t), B(t) are only continuous, the theorem is still valid in a weaker form: namely, if (1) is controllable and 2 is a spectrum such that a, ,..., a, > 0, then to any E > 0 there is a matrix Q(t) such that the characteristic multipliers ai of the system (7) satisfy 1 0; -ai j < E. (The case (ii) of the theorem can be changed in a similar manner). Also the sufficiency part remains valid.
This can be seen from the fact that (7) can still be proved in a weaker form 
