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Abstract
We construct, using first principles, a number of non-trivial conservation
laws of some partial difference equations, viz, the discrete Liouville equation
and the discrete Sine-Gordon equation. Symmetries and the more recent
ideas and notions of characteristics (multipliers) for difference equations are
also discussed.
We then determine the symmetry generators of some ordinary difference
equations and proceed to find the first integral and reduce the order of the
difference equations. We show that, in some cases, the symmetry genera-
tor and first integral are associated via the ‘invariance condition’. That is,
the first integral may be invariant under the symmetry of the original differ-
ence equation. We proceed to carry out double reduction of the difference
equation in these cases.
We then consider discrete versions of the Painleve´ equations. We assume
that the characteristics depend on n and un only and we obtain a number
of symmetries. These symmetries are used to construct exact solutions in
some cases.
Finally, we discuss symmetries of linear iterative equations and their transfor-
mation properties. We characterize coefficients of linear iterative equations
for order less than or equal to ten, although our approach of characterization
is valid for any order. Furthermore, a list of coefficients of linear iterative
equations of order up to 10, in normal reduced form is given.
1
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Chapter 1
Introduction
In the nineteenth century, symmetry attracted many scientists after the initial works
by the prominent Norwegian mathematician Marius Sophie Lie ( December 17 , 1842-
February 18, 1899). Thanks to him, the foundation of the theory of continuous groups
of transformations that leaves differential equations invariant was laid.
His theory permits one to obtain exact solutions to differential equations by performing
an algorithm now known as symmetry analysis of differential equations. After his death,
G. Birkhoff, W. Killing, H. Weyl and V. Ovsiannikow, etc, worked on Lie groups and
made significant contributions in the application of the theory in mathematical problems
in which differential equations are used to model certain phenomena.
A German mathematician Emmy Noether (23 March 1882− 14 April 1935) later proved
a connection between symmetries and the notion of conservation laws in physics. She
came up with the theorem known as Noether’s theorem that allows the construction of
conservation laws for Euler-Lagrange equation by a formula, provided that the Noether’s
symmetries and the Lagrangian are known [1].
The theory, reasoning and algebraic structures dealing with the construction of symme-
tries for differential equations is now well established and documented. Moreover, the
application of these in the analysis of differential equations, in particular, for finding
exact solutions, is widely used in a variety of areas from relativity to fluid mechanics
(see [2–5]). Secondly, the relationship between symmetries and conservation laws has
been a subject of interest since Noether’s celebrated work [1] for variational differential
equations. The extension of this relationship to differential equations which may not be
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variational has been done more recently [6, 7]. The first consequence of this interplay
has led to the double reduction of differential equations [8–10].
A vast amount of work has been done to extend the ideas and applications of symmetries
to difference equations in a number of ways - see [11–15] and references therein. Several
techniques which are used to obtain a discretized differential equation have been a
subject of study [16–20]. In some cases, the difference equations are constructed from
the differential equations in a manner that the algebra of Lie symmetries remain the
same [21]. Maeda [22, 23] was the first to develop a method for finding continuous point
symmetries of ordinary difference equations. Recently, this method has been prolonged
to difference equations by Levi and Winternitz [24], Quispel et al. [25, 26], Hydon
[11, 12] and others. Unlike differential equations, powerful computer packages that are
utilized to perform symmetry analysis of difference equations are presently not available.
In this thesis, we perform the symmetry analysis for difference equations both ordinary
and partial. We study the association of conservation laws, integrability and symmetries
for difference equations as well as the theory of double reduction. The latter is possible
when the symmetries and conservation laws are associated via the invariance condition.
As far as the double reduction of ordinary difference equations is concerned, the work is
new and more work is needed to extend the theory to partial difference equations.
An Outline of the Chapters
In the second chapter, definitions and theorems are introduced to tackle our investigation.
A method for calculating symmetries of differential equations and some well-known re-
sults and properties of differential equations with maximal dimension have been reviewed.
We also review standard methods for constructing symmetries and conservation laws of
difference equations already available in the literature.
In the third chapter, we study two non-autonomous partial difference equations, the
discrete Liouville equation and the discrete Sine-Gordon equations. We see if we can
obtain nontrivial symmetries and conservation laws of these equations and we discuss
the more recent notion of multiplier of partial difference equations.
In the fourth chapter, we perform the symmetry analysis of some ordinary difference
equations and proceed to find their conservation laws and then reduce their order. More
importantly, we show that, in some cases, these symmetries and conservations are asso-
ciated and we successfully perform the double reductions theory.
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In the fifth chapter, we consider the discrete versions of Painleve´ equations and we
perform their symmetry analysis, and cases where exact solutions can be obtained are
discussed.
Finally in the sixth chapter, we apply the same algorithm for finding symmetries to linear
differential equations with maximal dimension. We review the work by Mohamed [27]
and we aim to make contribution to his results. We proceed to look at how we can
characterize these type of equations by their coefficients.
Publications associated with our work appeared in a number of articles, viz [41, 48, 52,
53]
Chapter 2
Preliminaries and Definitions
2.1 Introduction
We provide some background required to understand the concepts of transformations
that defined Lie groups and the algorithm that generates Lie symmetries of differential
equations and difference equations; we introduce some well-known properties of linear
iterative equations needed to tackle their characterizations.
2.2 Analysis of Differential Equations via Symmetry
2.2.1 Basic Definitions
The definitions in this section are taken from a number of references, e.g., [28].
Definition 2.2.2 (Group). [28] A group is a set G together with a group operation
(usually called multiplication) such that for any two elements g and h of G, the product
g · h is again an element of G. The group operator is required to satisfy the following
axioms:
8
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• Associativity. If g, h and k are elements of G, then
g · (h · k) = (g · h) · k
.
• Identity element. There is a distinguished element e of G, called the identity
element, which has the property that
e · g = g · e
for all g in G.
• Inverses.For each g in G there is an inverse, denoted g−1, with the property
g · g−1 = e = g−1 · g.
Definition 2.2.3 (Manifold). [28] An m-dimensional manifold is a set M together with
a countable collection of subsets Uα ⊂ M , called coordinate charts, and one-to-one
functions χα : Uα 7→ Vα onto connected open subsets Vα ⊂ Rm, called local coordinate
maps, which satisfy the following properties:
• The coordinate charts cover M : ⋃
α
Uα = M.
• On the overlap of any pair of coordinate charts Uα ∩ Uβ the composite map
χβ ◦ χ−1α : χα(Uα ∩ Uβ) 7→ χβ(Uα ∩ Uβ)
is a smooth (infinitely differentiable) function.
• If x ∈ Uα, x˜ ∈ Uβ are distinct points of M , then there exist open subsets W ⊂ Vα,
W˜ ⊂ Vβ, with χα(x) ∈ W , χβ(x˜) ∈ W˜ , satisfying
χ−1α (W ) ∩ χ−1β (W˜ ) = .
Basically, a Lie group G is a group with an additional requirement that the map
G×G 7→ G, (g, h) 7→ g · h−1
be smooth. A Lie group of dimension r is called an r-parameter Lie group. The reader
can refer to the book by Olver for a better understanding of groups and manifolds.
Section 2.2. Analysis of Differential Equations via Symmetry Page 10
Definition 2.2.4 (Lie Group). [28] An r-parameter Lie group is a group G which also
carries the structure of an r-dimensional smooth manifold in such a way that both the
group operator
m : G×G 7→ G, m(g, h) = g · h, g, h ∈ G,
and the inversion
i : G 7→ G, i(g) = g−1, g ∈ G,
are smooth maps between manifolds.
Lie groups appear often as groups of transformations that act on manifolds and some-
times locally. That is, the group of transformations is only defined for some points on
the manifold.
Definition 2.2.5 (Group of Transformations). [28] Let M be a smooth manifold. A
local group of transformations acting on M is given by a (local) Lie group G, an open
subset U , with
{e} ×M ⊂ U ⊂ G×M,
which is the domain of definition of the group action, and a smooth map Ψ : U 7→ M
with the following properties:
• If (h, x) ∈ U , (g,Ψ(h, x)) ∈ U , and also (g · h, x) ∈ U , then
Ψ(g,Ψ(h, x)) = Ψ(g · h, x).
• For all x ∈M ,
Ψ(e, x) = x.
• If (g, x) ∈ U , then (g−1,Ψ(g, x)) ∈ U and
Ψ(g−1,Ψ(g, x)) = x.
Definition 2.2.6 (Symmetry Group). [28] Let G be a local group of transformations
acting on a manifold M . A subset S ⊂ M is called G-invariant, and G is called a
symmetry group of S, if whenever x ∈ S, and g ∈ G is such that g · x is defined, then
g · x ∈ S.
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2.2.7 Lie Groups of Differential Equations and Calculation of
Symmetries
The symmetry group of a differential equation is the largest local group of transforma-
tions that acts on the variables by mapping solutions onto other solutions. It is worth
noting that for every Lie group that acts on a manifold, there exists a set of vector fields
on the manifold called infinitesimal generators of the group operation.
Let us consider an nth-order differential equation
En(x, y(n)) = 0, (2.1)
with the variables x = (x1, x2, . . . , xp) that are independent and variables y = (y1, . . . , yq)
that are dependent, where y(n) denote the collection of all first, second, third, . . . , n-th
order partial derivatives. Let us look for a one-parameter () Lie group
Ψ(x, y) = (Ψ1(x, y),Ψ2(x, y)) = (x˜, y˜). (2.2)
By expanding (2.2) to first-order in  and by letting
ξi(x, y) =
d
d
Ψi1(x, y)|=0, i = 1, . . . , p, (2.3)
φj(x, y) =
d
d
Ψj2(x, y))|=0, i = 1, . . . , q, (2.4)
where Ψ1 = (Ψ
1
1,Ψ
2
1, . . . ,Ψ
p
1) and Ψ2 = (Ψ
1
2,Ψ
2
2, . . . ,Ψ
p
2), the infinitesimal transforma-
tions take the form
x˜ = x+ ξ(x, y) (2.5)
y˜ = y + φ(x, y). (2.6)
The functions ξ = (ξ1, . . . , ξp) and φ = (φ1, φ2, . . . , φq) are called the infinitesimals of
(2.2) and the corresponding infinitesimal generator is given by
X =
p∑
i=1
ξi(x, y)
∂
∂xi
+
q∑
j=1
φj(x, y)
∂
∂yj
. (2.7)
Theorem 2.2.8 (General Prolongation Formula). [28] Let
X =
p∑
i=1
ξi(x, y)
∂
∂xi
+
q∑
j=1
φj(x, y)
∂
∂yj
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be a vector field defined on an open subset M ⊂ X × U . The k-th prolongation of X
is the vector field
X(k) = X +
q∑
j=1
∑
J
φJj (x, y
(k))
∂
∂yjJ
(2.8)
defined on the corresponding jet space M (k) ⊂ X × U (k), the second summation being
over all (unordered) multi-indices J = (j1, j2, . . . , js), with 1 ≤ js ≤ p, 1 ≤ s ≤ k. The
coefficient functions φJj of X
(k) are given by the following formula:
φJj (x, y
(k) = DJ
(
φj −
p∑
i=1
ξiyji
)
+
p∑
i=1
ξiyjJ,i, (2.9)
where
yji = ∂y
j/∂xi, yjJ,i = ∂y
j
J/∂x
i
and
DJ = Dj1Dj2 . . . Djs .
Note that in the case (t, x) ∈ X = R2 and y ∈ U = R, we have
Dt =
∂
∂t
+ ut
∂
∂u
+ uxt
∂
∂ux
+ utt
∂
∂ut
+ · · · ,
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ uxt
∂
∂ut
+ · · · .
The theorem that follows leads us to the algorithm that generates the infinitesimals of
differential equations.
Theorem 2.2.9 (Infinitesimal Criterion). [28] Suppose
∆(x, u(n)) = 0,
is a differential equation of maximal rank defined over M ⊂ X×U. If G is a local group
of transformations acting on M , and
X(n)[∆(x, u(n))] = 0, (2.10a)
whenever
∆(x, u(n)) = 0, (2.10b)
for every infinitesimal generator X of G, then G is a symmetry group of the differential
equation.
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Note that (2.10) is a necessary and sufficient condition for G to be a symmetry group.
In this thesis, we will only consider local point symmetries, i.e., we will assume that the
infinitesimals are functions of x and u only. The invariance condition (2.10) leads to a
single differential equation. Given that we are dealing with local point symmetries we
can equate all coefficients of powers of derivatives of u that do not bear any constraints
to zero. This naturally results into a system of determining equations whose solutions
are the infinitesimals ξ and φ. Symmetries are important tools that can be used to
reduce the order of a differential equation. In some cases, they can be used to reduce
the number of variables as well as to obtain exact solutions via the invariance of the
equation and to transform solutions into another solutions.
2.3 Symmetry Analysis of Difference Equations
A difference relation or recurrence relation is an equation that defines a sequence of
terms, where initial terms are known and each successive term is obtained from the
preceding terms. We shall assume in this work that all independent variables are in the
set of integers Z and (i, j) shall be refereed to as a lattice point. A simple example of a
difference equation is the Fibonacci sequence un = un−1 + un−2 with u1 = u2 = 1. For
ordinary difference equations, the order is the difference between the greatest and the
lowest subscripts. For example,
un+k =ω(un, un+1, . . . , un+k−1), (2.11)
is an ordinary difference equation of order k. Equation (2.11) is said to be linear if
it is linear in un, un+1, . . . , un+k−1. Since a special interest will be given to ordinary
difference equations, we would like to briefly recall a basic method for solving linear
ordinary difference equations with constant coefficients.
Consider a kth-order linear ordinary difference equation
un+k + a1un+k−1 + a2un+k−2 + · · ·+ akun = 0. (2.12)
The characteristic equation of (2.12) is given by
λk + a1λ
k−1 + a2λk−2 + · · ·+ akλ = 0. (2.13)
If we suppose that (2.13) has distinct roots λi with multiplicity ri, 1 ≤ i ≤ m ≤ k, then
the general solution of (2.12) is given by
un =
m∑
i=1
fi(n)λ
ri
i , (2.14)
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where fi is a polynomial function of degree ri− 1. Next, we aim to provide background
on Lie symmetries analysis and the algorithm that generates symmetries of difference
equations. The method is similar to the one for differential equations. In fact, in the
case of differential equations the prolongation is done with respect to derivatives but
with difference equations we prolong to points of the lattice that appear in the equation.
2.3.1 Symmetries
Consider a difference equation
E(n,un,u(n)) = 0, (2.15)
where E depend on the independent variable n = (n1, n2, n3, . . . , nN) ∈ ZN , the de-
pendent variable un =
(
un1 , . . . , unq
) ∈ Rq and their shifts, u(n). Consider also the
transformations
Γ : (n,un) 7→ (nˆ, uˆn). (2.16)
Note that the operator S(i) defined by
S(i)j : nj 7→ nj + δij, (2.17)
where δ is the Kronecker delta, will be referred to as the shift operator. We search for
a one-parameter Lie group:
nˆj = nj +  ξnj(n,un), (2.18a)
uˆnj = unj + Qnj(n,un). (2.18b)
Q =
(
ξn1 , ξn2 , . . . , ξnN , Qn1 , . . . , Qnq
)
is the characteristic and  the parameter of the
group transformation Γ.
Here, the symmetry generator V is of the form
V =
N∑
i=1
ξni(n,un)
∂
∂ni
+
q∑
j=1
Qnj(n,un)
∂
∂unj
, (2.19)
and its infinite prolongation is given by
V[∞] =
∞∑
|J |≥0
ξni+J(n,un)
∂
∂(ni + J)
+
∞∑
|K|≥0
Qnj+K(n,un)
∂
∂unj+K
. (2.20)
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Definition 2.3.2. A symmetry generator, V, of (2.15) is given by (2.19) and satisfies
the symmetry condition
V[∞] (E) = 0, (2.21)
whenever (2.15) holds.
The imposition of the symmetry condition (2.21) leads to a single equation that involves
functions with different arguments. Since ξnj and Qnj are functions of n and un, one
can equate all coefficients of power of any new variable to zero. This leads to (usually
after a number of derivations) an overdetermined system of differential equations from
which ξnj and Qnj are found.
Partial difference equations of order 1 + 1
Where we have first-order difference equations in two variables ( N = 2) we will let
n1 = k and n2 = l, and we will assume that (2.15) can be written in the form
ul+1k+1 = ω(k, l, u
l
k, u
l+1
k , u
l
k+1), (2.22)
in which k, l are integers, ulk is a function of k and l. Note that k and l are independent
variables. We redefine (2.17) as follows
Sm : u
n
m 7→ unm+1, Sn : unm 7→ un+1m . (2.23)
Since equation (2.22) depends explicitly on the lattice (k, l), we assume the same for
the symmetries and we suppose that ω depends on all its dependent variables, that is,
∂ω
∂ulk
6= 0, ∂ω
∂ulk+1
6= 0 and ∂ω
∂ul+1k
6= 0. (2.24)
Consider the transformation [11]
Γ : (k, l, ulk, u
l
k+1, u
l+1
k , u
l+1
k+1) 7→ (k, l, uˆlk, uˆlk+1, uˆl+1k , uˆl+1k+1). (2.25)
If Γ is a symmetry for (2.22) then we have
uˆl+1k+1 = ω(k, l, uˆ
l
k, uˆ
l
k+1, uˆ
l+1
k ) (2.26)
whenever (2.22) holds. In order to get Lie symmetries we linearize (2.26) about the
identity, as follows. We look for symmetries in the form
uˆlk = u
l
k + Q(k, l, u
l
k) +O(
2). (2.27a)
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For partial difference equations we shall assume that the independent variables remain
unchanged. We also have
uˆlk+1 =u
l
k+1 + Q(k + 1, l, u
l
k+1) +O(
2) (2.27b)
uˆl+1k =u
l+1
k + Q(k, l + 1, u
l+1
k ) +O(
2) (2.27c)
uˆl+1k+1 =u
l+1
k+1 + Q(k + 1, l + 1, u
l+1
k+1) +O(
2). (2.27d)
Therefore, the linearized symmetry condition is given by
SkSlQ(k, l, u
l
k)−Xω = 0, (2.28)
where
X = Q
∂
∂ulk
+ (SkQ)
∂
∂ulk+1
+ (SlQ)
∂
∂ul+1k
. (2.29)
We recall a useful theorem needed for obtaining symmetries and conservation laws.
Theorem 2.3.3. [29] Suppose that φ is a real-valued functions defined on a domain D
and continuously differentiable on an open set D1 ⊂ D ⊂ Rn, (x01, x02, . . . , x0n) ∈ D1,
and
φ(x01, x
0
2, . . . , x
0
n) = 0. (2.30)
Further suppose that
∂φ(x01, x
0
2, . . . , x
0
n)
∂x1
6= 0. (2.31)
Then there exists a neighbourhood Vδ(x
0
1, x
0
2, . . . , x
0
n) ⊂ D1, an open set W ⊂ R1
containing x01 and a real valued function ψ : V 7→ W , continuously differentiable on V ,
such that
x01 = ψ1(x
0
2, x
0
3 . . . , x
0
n) (2.32a)
φ(ψ1(x
0
2, x
0
3 . . . , x
0
n), x
0
2, x
0
3 . . . , x
0
n) ≡ 0. (2.32b)
Furthermore for k = 2, . . . , n,
∂ψ1(x
0
2, x
0
3, . . . , x
0
n)
∂xk
= −
∂φ(x01,x
0
2,x
0
3,...,x
0
n)
∂xk
∂φ(x01,x
0
2,x
0
3,...,x
0
n)
∂x1
. (2.33)
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Using Theorem 2.3.3, the reader can readily check that the differentiation with respect
to ulk, keeping ω fixed and considering u
l+1
k to be a function of k, l, u
l
k, u
l
k+1 and ω, is
given by the differential operator L0 as follows
L0 =
∂
∂ulk
+
∂ulk+1
∂ulk
∂
∂ulk+1
=
∂
∂ulk
− ωulk
ωulk+1
∂
∂ulk+1
, (2.34a)
where
fuij =
∂f
∂uij
.
Similarly, we have
L1 =
∂
∂ulk
+
∂ul+1k
∂ulk
∂
∂ul+1k
=
∂
∂ulk
− ωulk
ωul+1k
∂
∂ul+1k
, (2.34b)
L2 =
∂
∂ulk+1
−
ωulk+1
ωulk
∂
∂ulk
, (2.34c)
L3 =
∂
∂ul+1k
−
ωul+1k
ωulk
∂
∂ulk
. (2.34d)
By choosing the appropriate operators, the symmetries can be obtained after a set of
long calculations. For instance, by differentiating the symmetry condition (2.28) using
the operator L0 we obtain
ωulkQ
′(k + 1, l, ulk+1) +
ωulkωulkulk+1
ωulk+1
Q(k, l, ulk) +
ωulkωulk+1ulk+1
ωulk+1
SkQ(k, l, u
l
k)
+
ωulkωul+1k ulk+1
ωulk+1
Q(k, l + 1, ul+1k )− ωulkulkQ(k, l, u
l
k)− ωulkQ
′(k, l, ulk)−
ωulkulk+1Q(k + 1, l, u
l
k+1)− ωulkul+1k Q(k, l + 1, u
l+1
k ) = 0
(2.35)
which is the necessary condition for obtaining symmetries for equations that we will be
considering in this work.
Ordinary difference equations
As mentioned earlier, we will be conducting the work with a special emphasis on second-
order difference equations, therefore for the sake of clarification we would like to provide
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a brief summary of concepts and notation that will be used for second-order ordinary
difference equations. Let us consider the pth-order ordinary difference equation
un+p = ω(n, un, . . . , un+p−1) (2.36)
for some smooth function ω such that ∂ω
∂un
6= 0, that is, N = q = 1. The solution of
(2.36) can be phrased in the form
un = f(n, c1, . . . , cp) (2.37)
where c1, . . . , cp are arbitrary constants. For the sake of simplification, we redefine
(2.17), for N = q = 1, as follows:
Sk : n 7→ n+ k. (2.38)
That is to say, if un = f(n, c1, . . . , cp) then,
S(un) = un+1.
Considering the transformation
Γ : (n, un, un+1, . . . , un+p) 7→ (nˆ, uˆn, uˆn+1, . . . , uˆn+p), (2.39)
we can write the transformed equation obtained from (2.36) using (2.39) as follows
uˆn+p = ω(nˆ, uˆn, uˆn+1, . . . , uˆn+p). (2.40)
We are searching for a one-parameter Lie group of transformations:
nˆ = n+  ξ(n, un, un+1, . . . , un+p), (2.41a)
uˆn+i = un+i + S iQ(n, un, un+1, . . . , un+p) (2.41b)
for 0 ≤ i ≤ p. Then a symmetry generator of (2.36) is
X =ξ(n, un, . . . , un+p−1)
∂
∂n
+Q(n, un, . . . , un+p−1)
∂
∂un
+ (SQ) ∂
∂un+1
+ · · ·+ (Sp−1Q(n, un, . . . , un+p−1)) ∂
∂un+p−1
,
(2.42)
and satisfies
SpQ−Xω = 0. (2.43)
We recall that the linearized symmetry condition
S(p)Q = Xω (2.44)
is obtained by expanding (2.40) to first-order in .
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Using symmetries to obtain the general solution.
As in the case of differential equations, symmetries are utilised to obtain solutions of
ordinary difference equations. We refer to ideas given by Hydon in [11].
Definition 2.3.4. Given a symmetry generator for a second-order O∆E,
X = Q(n, un, un+1)
∂
∂un
+Q(n+ 1, un+1, ω(n, un, un+1))
∂
∂un+1
,
there exists an invariant,
vn = v(n, un, un+1), (2.45)
satisfying
Xvn = 0,
∂vn
∂un+1
6= 0. (2.46)
Recall that the invariant satisfies[
Q
∂
∂un
+ SQ ∂
∂un+1
]
vn = 0.
Suppose that in (2.45) un+1 can be expressed as a function of n, un and vn, i.e.,
un+1 = f0(n, un, vn) (2.47)
To solve (2.47) involves obtaining
sn = s(n, un) (2.48)
which satisfies Xsn = 1. The most widely used s is
s(n, un) =
∫
dun
Q(n, un, f0(n, un, f(n; c1)))
(2.49)
whose solution takes the shape
sn = c2 +
n−1∑
k=n0
g(k, f(k; c1)),
in which n0 is an integer and arbitrary [11].
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2.3.5 Conservation Laws
A conservation law of (2.15) is an expression that can be written in the form
Div(F) ≡
N∑
i=1
(Si − id)F i(n,un,u(n)) = 0, (2.50)
whenever (2.15) holds, for some smooth function F = (F1, . . . , FN).
Partial difference equations
We assume that the partial difference equation is in the form (2.22). A conservation law
for the partial difference equation (2.22) is then an expression of the form
(Sk − id)F + (Sl − id)G = 0 (2.51)
that is satisfied by all solutions of the equation [30]. Note that F and G are functions of
the dependent and independent variables, id is the identity mapping. We are looking for
conservation laws that lie on the quad-graph and we are interested in finding nontrivial
conservation laws. We then assume that the functions F and G are of the form:
F = F (k, l, ulk, u
l+1
k ), G = G(k, l, u
l
k, u
l
k+1). (2.52)
The conservation laws (2.51) amount to
(Sk − id)F (k, l, ulk, ul+1k ) + (Sl − id)G(k, l, ulk, ulk+1) = 0. (2.53)
Ordinary difference equations
In [11], Hydon presents a methodology to construct the first integrals of ordinary differ-
ence equations. In this construction knowledge of symmetries of the ordinary difference
equation is not necessary. If φ is a first integral (conservation law) for the ordinary
difference equation then, it is constant on its solutions and hence satisfies
S(φ(n, un, . . . , un+p−1)) = φ(n, un, . . . , un+p−1) (2.54)
in which S is the operator defined in (2.38). We construct first integrals using (2.54)
and an additional condition, viz.,
φ(n+ 1, un+1, ω(n, un, un+1)) = φ(n, un, un+1),
∂φ
∂un+1
6= 0. (2.55)
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Using the notation
P1(n, un, un+1) =
∂φ
∂un
, (2.56a)
P2(n, un, un+1) =
∂φ
∂un+1
, (2.56b)
we obtain
P1 = SP2 ∂ω
∂un
(2.57)
by differentiating (2.55) with respect to un. On the other hand, we differente (2.55)
with respect to un+1 to get
P2 = SP1 + ∂ω
∂un+1
SP2. (2.58)
In virtue of (2.57) and (2.58), we can eliminate P1 to get a second-order linear functional
equation, or first integral condition,
S
(
∂ω
∂un
)
S2P2 + ∂ω
∂un+1
SP2 − P2 = 0 (2.59)
satisfied by P2. After solving for P2 and constructing P1, we need to check that the
integrability condition
∂P1
∂un+1
=
∂P2
∂un
(2.60)
is satisfied. Hence if (2.60) holds, the first integral takes the form
φ =
∫
(P1dun + P2dun+1) +G(n). (2.61)
To get the solution of G(n), substitute (2.61) into (2.55). Then the resulting equation
is a first order ordinary difference equation which can easily be solved.
2.4 Iterative Equations
It is well-known that the maximal number of point symmetries of second-order equations
is equal to eight and that all second-order differential equations are reducible to the
canonical form y′′ = 0 by point transformations [31]. These properties are not retained
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for higher order equations and characterizations become more complicated when n > 2.
Laguerre [32, 33] and Lie [34] proved that a third-order differential equation
y′′′ + ay′′ + by′ + c = 0
can be reduced to the canonical form if and only if
54a− 18bc+ 4b3 − 27a′ + 18bb′ + 9b′′ = 0.
Lie also proved that the dimension of the Lie algebra of the symmetry group of an
ordinary differential equation of order n is less than or equal to n + 4 and that only
equations that have maximal dimension can be reduced to the canonical form. Krause
and Michel [35] also studied the case of maximal dimension and proved the following
theorem
Theorem 2.4.1. [35] For linear differential equations of order n > 2 the following three
properties are equivalent:
(a) the equation is reducible to the form y(n) = 0 by a local diffeomorphism of a plane
P (x, y),
(b) the Lie algebra of its symmetry group has maximal dimension n+ 4,
(c) the equation is iterative.
Linear iterative equations are characterized by the iterations Ln[y] = 0 of the linear first
order equation of the form
L[y] ≡ r(x)y′ + q(x)y = 0, (2.62a)
Ln[y] ≡ L(n−1) [L [y]] , (2.62b)
where n is a natural number. Without loss of generality assume that a linear iterative
equation of a general order is of the form
Ln [y] ≡ K0ny(n) +K1ny(n−1) +K2ny(n−2) + · · ·+Kn−1n y′ +Knny = 0. (2.63)
Equation (2.63) can be transformed into
y(n) + A2ny
(n−2) + · · ·+ Ajny(n−j) + · · ·+ Anny = 0 (2.64)
by using the so-called Laguerre transformation
y 7→ y exp
(
n−1
∫ x
x0
K1n(t)dt
)
. (2.65)
We will refer to (2.64) as the normal reduced form of equation (2.63). The general
coefficient Kjn is given by the following theorem [36] .
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Theorem 2.4.2. In terms of the parameters r and q of the source equation, the general
coefficient Kjn of the iterative equation Eq. (2.63) has the form
Kjn =
Mj∑
kj=j
Mj−1∑
kj−1=j−1
· · ·
M2∑
k2=2
M1∑
k1=1
rkj−jL
[
rkj−1−j−1L
[
. . . L
[
rk1−1Lrαj
]
. . .
]]
, (2.66)
for n ≥ 1 and 1 ≤ j ≤ n, and where the expressions for Ml, βij and αj are given by
βij =
l∑
u=i+1
Ku, ku ∈ Z,
Ml = n+
(
j
2
)
−
(
i
2
)
− βij,
αj = n+
(
j
2
)
− β0j = M0.
It is also known that the n solutions of (2.64) are
yk = u
n−k−1vk, 0 ≤ k ≤ n− 1,
where u, v satisfy
y′′ + A22 y = 0.
Mohamed and Leach in their paper [27] performed the Lie analysis on equation (2.64)
and found that its infinitesimals are given by
ξ =a(x), (2.67a)
η =
(
n− 1
2
a′ + α
)
y + b(x), (2.67b)
in which α is a constant, a and b are functions of x satisfying
(n+ 1)!
(n− 2)!4!a
(3) + A2na
′ +
1
2
A2n
′
a = 0, (2.68)
b(n) +
n∑
k=2
Aknb
(n−k) = 0, (2.69)
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respectively. They then applied the Leibniz rule for differentiation to η together with the
invariance criterion to show that the coefficients Asn in (2.64) verify the relation
(n+ 1)!(i− 1)
(n− i)!(i+ 1)!2y
(i+1) + iy(1)Ain + yA
i
n
(1)
+
i−1∑
j=2
Ajn
(n− j)![n(i− j − 1) + i+ j − 1]
(n− i)!(i− j + 1)!2 y
(i−j+1) = 0, i = 1, . . . , n.
(2.70)
They noted that relation (2.70) can be used to express Ajn recursively in terms of A
2
n
and they performed this for 3 ≤ j ≤ 8.
Chapter 3
Symmetries, Conservation Laws and
’integrability’ of Partial Difference
Equations
3.1 Introduction
The role of symmetries of difference equations is now well established and the applications
of the symmetries in the analysis (especially reduction) of the equations are also well
documented (see [11, 13–15]). However, the role and construction of conservation laws
for partial difference equations, to the best of our knowledge, is somewhat new but
the preliminary concepts and definitions are available even in the context of variational
equations (see [12, 30, 37]). These conservation laws, as in the case of differential
equations, have a variety of applications especially as another tool in the reduction of
the equation under scrutiny.
The aim of this work is to obtain the conservation laws of partial difference equations
which are of interest, viz., the discrete Liouville equation and the discrete Sine-Gordon
equation. These equations were studied in [38], [39] and [40], inter alia. The method for
the construction of the conservation laws employed here follows that introduced in [30].
The variational approach, not done here, uses the equivalent of Noether symmetries and
can be found in [37].
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We regard the domain of a given partial differential equation as a fibre bundle M =
X × U , where X is the base space of independent variables and U is the vertical
space, i.e., the fibre of dependent variables u over each x ∈ X. The direct method
for constructing conservation laws of partial differential equations requires the domain
M to be topologically trivial, which occurs if each fibre U and the base space X are
star-shaped (see Poincare´’s Lemma).
As far as partial difference equations are concerned, we can write the domain as M =
X × U , but now X is the set of integer-valued multi-indices n that label each lattice
point (we assume that the lattice points are labeled sequentially, without jumps; this
does not require the lattice to be uniform).
The content of this chapter appeared in the article [41].
3.2 Conservation Laws of Liouville and Sine-Gordon
Equations
In order to find F and G, we consider the theory provided by Hydon in [30]. In his paper,
Hydon applied the method to scalar partial difference equations that are second order in
one variable but in this paper we are dealing with first order difference equations in two
variables.
The discrete Liouville equation
Consider the discrete Liouville equation
ul+1k+1 =
ul+1k u
l
k+1 + z
l
k
ulk
. (3.1)
It is an equation which is not integrable through the inverse scattering transform tech-
niques ( see [38]). The application of this method to equation (3.1) requires zlk to
satisfy
zl+1k+1z
l
k − zl+1k zlk+1 = 0. (3.2)
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We therefore assume that condition (3.2) holds for any k and l. Note that equation
(2.51) can be written as follows
F (k + 1, l, ulk+1, ω)− F (k, l, ulk, ul+1k ) +G(k, l + 1, ul+1k , ω)−G(k, l, ulk, ulk+1) = 0,(3.3)
where ω is the right-hand side of the discrete Liouville equation (3.1).
As we said earlier, we are not interested in nontrivial conservation laws. It is worthwhile
to mention that if F and G are solutions to (3.3), then F + F1(k, l) and G + G1(k, l)
are also solutions for any functions F1 and G1. One can see from equation (3.3) that F
and G take different arguments. To overcome this, we eliminate terms that depend on
ω, by differentiating with respect to ul+1k and u
l
k+1, respectively, keeping ω fixed. The
derivative of (3.3) with respect to ulk+1 is given by
ulku
l+1
k
ul+1k u
l
k+1 + z
l
k
[
− F,3(k, l, ulk, ul+1k )−G,3(k, l, ulk, ulk+1)
]
+
F,3(k + 1, l, u
l
k+1, ω)−G,4(k, l, ulk, ulk+1) = 0.
(3.4)
The differentiation of (3.3) with respect to ul+1k leads to
ulku
l
k+1
ul+1k u
l
k+1 + z
l
k
[−F,3(k, l, ulk, ul+1k )−G,3(k, l, ulk, ulk+1)]− F,4(k, l, ulk, ul+1k )
+G,3(k, l + 1, u
l+1
k , ω) = 0.
(3.5)
Differentiating (3.5) with respect to ulk+1 we get
ulku
l+1
k
ul+1k u
l
k+1 + z
l
k
[−ulk+1 (F,3(k, l, ulk, ul+1k ) +G,3(k, l, ulk, ulk+1))
ul+1k u
l
k+1 + z
l
k
− u
l
ku
l
k+1
(
F,33(k, l, u
l
k, u
l+1
k ) +G,33(k, l, u
l
k, u
l
k+1)
)
ul+1k u
l
k+1 + z
l
k
− F,43(k, l, ulk, ul+1k )
]
+
zlku
l
k
(−F,3(k, l, ulk, ul+1k )−G,3(k, l, ulk, ulk+1))
(ul+1k u
l
k+1 + z
l
k)
2
− u
l
ku
l
k+1G,34(k, l, u
l
k, u
l
k+1)
ul+1k u
l
k+1 + z
l
k
= 0.
(3.6)
We multiply by (ul+1k u
l
k+1 + z
l
k)
2 to clear fractions. This gives
(ul+1k u
l
k+1 + z
l
k)
[
F,3(k, l, u
l
k, u
l+1
k ) +G,3(k, l, u
l
k, u
l
k+1)
]
+ ulku
l
k+1u
l+1
k
[
F,33(k, l, u
l
k, u
l+1
k ) +G,33(k, l, u
l
k, u
l
k+1)
]
+ ul+1k (u
l+1
k u
l
k+1
+ zlk)F,43(k, l, u
l
k, u
l+1
k ) + u
l
k+1(u
l+1
k u
l
k+1 + z
l
k)G,43(k, l, u
l
k, u
l
k+1) = 0.
(3.7)
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In order to get rid of G we differentiate twice with respect to ul+1k . This yields
ulk+1
[
F,3(k, l, u
l
k, u
l+1
k ) +G,3(k, l, u
l
k, u
l
k+1)
]
+ ulku
l
k+1
[
F,33(k, l, u
l
k, u
l+1
k )
+G,33(k, l, u
l
k, u
l
k+1)
]
+ ulku
l+1
k u
l
k+1F,334(k, l, u
l
k, u
l+1
k ) + (3u
l+1
k u
l
k+1
+ 2zlk)F,43(k, l, u
l
k, u
l+1
k ) + u
l+1
k (u
l+1
k u
l
k+1 + z
l
k)F,344(k, l, u
l
k, u
l+1
k )
+ ulk+1
2
G,34(k, l, u
l
k, u
l
k+1) = 0
(3.8)
and
4ulk+1F,34(k, l, u
l
k, u
l+1
k ) + 2u
l
ku
l
k+1F,334(k, l, u
l
k, u
l+1
k ) + (5u
l+1
k u
l
k+1+
3zlk)F,334(k, l, u
l
k, u
l+1
k ) + u
l
ku
l+1
k u
l
k+1F,3344(k, l, u
l
k, u
l+1
k )
+ (ul+1k
2
ulk+1 + z
l
ku
l+1
k )F,3444(k, l, u
l
k, u
l+1
k ) = 0,
(3.9)
respectively. The function F does not depend on ul+1k , therefore we can separate by
powers of ul+1k to get
1 :3F,344(k, l, u
l
k, u
l+1
k ) + u
l+1
k F,3444(k, l, u
l
k, u
l+1
k ) = 0, (3.10a)
ulk+1 :4F,34(k, l, u
l
k, u
l+1
k ) + 2u
l
kF,334(k, l, u
l
k, u
l+1
k ) + 2u
l+1
k F,344(k, l, u
l
k, u
l+1
k )
+ ulku
l+1
k F,3344(k, l, u
l
k, u
l+1
k ) = 0.
(3.10b)
From equation (3.10a) we get
F,344(k, l, u
l
k+1, u
l+1
k ) = f
′
1(k, l, u
l
k)
1
ul+1k
3 , (3.11)
for some function f1. Hence,
F (k, l, ulk, u
l+1
k ) =
f1(k, l, u
l
k)
2ul+1k
+ f2(k, l, u
l
k)u
l+1
k + f3(k, l, u
l
k) + f4(k, l, u
l+1
k ), (3.12)
where f2, f3 and f4 are arbitrary functions. On the other hand, we differentiate (3.6)
with respect to ulk+1 to get an equation involving G only. The first derivative with
respect to ulk+1 gives
− ul+1k
[
(F,3(k, l, u
l
k, u
l+1
k ) +G,3(k, l, u
l
k, u
l
k+1)
]− (ul+1k ulk+1 + zlk)G,34
− ulkul+1k
[
F,33(k, l, u
l
k, u
l+1
k ) +G,33(k, l, u
l
k, u
l
k+1)
]−
ulku
l+1
k u
l
k+1G,334(k, l, u
l
k, u
l
k+1)− (2ul+1k ulk+1 + zlk)G,43(k, l, ulk, ulk+1)
− ulk+1(ul+1k ulk+1 + zlk)G,344(k, l, ulk, ulk+1)− ul+1k
2
F,34(k, l, u
l
k, u
l+1
k ) = 0
(3.13)
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and the second derivative gives
− 4ul+1k G,34(k, l, ulk, ulk+1)− (5ul+1k ulk+1 + 3zlk)G,344(k, l, ulk, ulk+1)
− 2ul+1k ulkG,334(k, l, ulk, ulk+1)− ulkul+1k ulk+1G,3344(k, l, ulk, ulk+1)
− ulk+1(ul+1k ulk+1 + zlk)G,3444(k, l, ulk, ulk+1) = 0.
(3.14)
Similarly, the function G does not depend on ulk+1. This allows us to equate the coeffi-
cients of powers of uk+1l to zero. We get
1 :3G,344(k, l, u
l
k, u
l
k+1) + u
l
k+1G,3444(k, l, u
l
k, u
l
k+1) = 0, (3.15a)
ul+1k :4G,34(k, l, u
l
k, u
l
k+1) + 5u
l
k+1G,344(k, l, u
l
k, u
l
k+1)+
2ulkG,334(k, l, u
l
k, u
l
k+1) + u
l
ku
l
k+1G,3344(k, l, u
l
k, u
l
k+1)+
ulk+1
2
G,3444(k, l, u
l
k, u
l
k+1) = 0.
(3.15b)
The general solution of (3.15a) and (3.15b) is given by
G(k, l, ulk, u
l
k+1) =
g1(k, l, u
l
k)
2ulk+1
+ g2(k, l, u
l
k)u
l
k+1 + g3(k, l, u
l
k) + g4(k, l, u
l
k+1), (3.16)
where g1, g2, g3 and g4 are arbitrary functions. Substituting the expressions of F and
G, given by (3.12) and (3.16), into equations (3.9) and (3.14) gives
f2(k, l, u
l
k) = −
c1(k, l)
ulk
+ c2(k, l)
and
g2(k, l, u
l
k) = −
c3(k, l)
ulk
+ c4(k, l),
respectively. Therefore, we have
F (k, l, ulk, u
l+1
k ) =
f1
2ul+1k
+
(
−c1(k, l)
ulk
+ c2(k, l)
)
ul+1k + f3 + f4 (3.17)
G(k, l, ulk, u
l
k+1) =
g1
2ulk+1
+
(
−c3(k, l)
ulk
+ c4(k, l)
)
ulk+1 + g3 + g4. (3.18)
Substituting the above results into (3.13), and separating by powers of ulk+1 and u
l+1
k ,
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we obtain
1 :
f ′′1
2
ulk + 2c3
zlk
ulk
2 = 0,
ulk+1u
l+1
k :
c3
ulk
2 −
c3
ulk
2 = 0,
ul+1k :f
′
3 + g
′
3 + u
k
k(f
′′
3 + g
′′
3) = 0,
ul+1k
2
:
c1
ulk
2 −
c1
ulk
2 = 0,
and therefore
f1(k, l, u
l
k) =−
2c3(k, l)z
l
k
ulk
+ c5(k, l)u
l
k + c6(k, l), (3.19a)
(f3 + g3)(k, l, u
l
k) =c7(k, l) ln(u
l
k) + c8(k, l). (3.19b)
On the other hand, substituting (3.17) and(3.18) into (3.8), and separating by powers
of ul+1k , u
l
k+1, we get (after solving the resulting system)
g1(k, l, u
l
k) = −
2c1(k, l)z
l
k
ulk
+ c9(k, l)u
l
k + c10(k, l). (3.19c)
Results (3.17),(3.18) and (3.19) lead to
F (k, l, ulk, u
l+1
k ) =
(
−2c3(k, l)z
l
k
ulk
+ c5(k, l)u
l
k + c6(k, l)
)
1
2ul+1k
−
(
c1
ulk
− c2
)
ul+1k + f3(k, l, u
l
k) + f4(k, l, u
l+1
k )
(3.20)
and
G(k, l, ulk, u
l
k+1) =
(
−2c1(k, l)z
l
k
ulk
+ c9(k, l)u
l
k + c10(k, l)
)
1
2ulk+1
+
(
− c3
ulk
+ c4(k, l)
)
ulk+1 − f3(k, l, ulk) + c7(k, l) ln(ulk) + c8(k, l)
+ g4(k, l, u
l
k+1),
(3.21)
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where ci, 1 ≤ i ≤ 10, depend on k and l. The substitution of (3.20) and (3.21) in (3.6)
did not provide any new information on the unknown functions. We then continue our
computations by substituting (3.20) and (3.21) into (3.4) to get
− c9u
l
ku
l+1
k
2ulk+1
− c7ul+1k −
c5u
l
k
2
− c1zu
l+1
k
2
+ c3z
l
k + c3u
l
k+1u
l+1
k
ulk
+
c5(k + 1, l)u
l
k
2
+ (ulk+1
2
ul+1k
2
+ 2zlku
l+1
k u
l
k+1 + z
l
k
2
)
c1(k + 1, l)
ulku
l
k+1
2
+
c3(k + 1, l)z
l
k+1u
l
k
ulk+1
2 + u
l+1
k u
l
k+1f
′
3(k + 1, l, u
l
k+1) + z
l
kf
′
3(k + 1, l, u
l
k+1)
− c1z
l
ku
l+1
k
ulku
l
k+1
+
c9u
l
ku
l+1
k
2ulk+1
+
c3u
l+1
k u
l
k+1
ulk
− c4ul+1k ulk+1 − ul+1k ulk+1g′4
+
c10u
l
k
2ulk+1
− c1z
l
k
2
ulk+1
2
ulk
+
c9z
l
ku
l
k
2ulk+1
2 +
c3z
l
k
ulk
− c4zlk − zlkg′4 +
c10z
l
k
2ulk+1
2 = 0.
(3.22)
Separating the resulting equation (3.22) by powers of ul+1k we have
1 :zlkf
′
3(k + 1, l, u
l
k+1)− c4(k, l)zlk − zlkg′4(k, l, ulk+1) +
c10(k, l)z
l
k
2ulk+1
2
+
zlk
2
c1(k + 1, l)
ulku
l
k+1
2 −
zlk
2
c1(k, l)
ulku
l
k+1
2 +
[−c5(k, l) + c5(k + 1, l)]ulk
2
+
(2c3(k + 1, l)z
l
k+1 + c9z
l
k)u
l
k
2ulk+1
2 = 0,
(3.23a)
ul+1k :− c7(k, l) + ulk+1f ′3(k + 1, l, ulk+1)− c4(k, l)ulk+1 − ulk+1g′4(k, l, ulk+1)
+
c10(k, l)
2ulk+1
− 2c9(k, l)u
l
k
2ulk+1
+
c9(k, l)u
l
k
2ulk+1
− c1(k, l)z
l
k
ulku
l
k+1
+
2c1(k + 1, l)z
l
k
ulku
l
k+1
− c1z
l
k
ulku
l
k+1
= 0,
(3.23b)
where ′ denotes the derivative with respect to the dependent variable. Again we can
split (3.23a) and (3.23b) by powers of ulk since f3, g4 and ci, 1 ≤ i ≤ 10, do not depend
Section 3.2. Conservation Laws of Liouville and Sine-Gordon Equations Page 32
on ulk. We redo the same thing with (3.5) to get
1 :− zlkf ′4(k, l, ul+1k )− c2(k, l)zlk + zlkg′3(k, l + 1, ul+1k ) +
c6(k, l)z
l
k
2ul+1k
2
+
zlk
2
c3(k, l + 1)
ulku
l+1
k
2 −
zlk
2
c3(k, l)
ulku
l+1
k
2 +
[−c9(k, l) + c9(k, l + 1)]ulk
2
+
[2c1(k, l + 1)z
l+1
k + c5z
l
k]u
l
k
2ul+1k
2 = 0,
(3.24a)
ulk+1 :− c7(k, l) + ulk+1f ′3(k + 1, l, ulk+1)− c4(k, l)ulk+1 − ulk+1g′4(k, l, ulk+1)
+
c10(k, l)
2ulk+1
− 2c9(k, l)u
l
k
2ulk+1
+
c9(k, l)u
l
k
2ulk+1
− c1(k, l)z
l
k
ulku
l
k+1
+
2c1(k + 1, l)z
l
k
ulku
l
k+1
− c1(k, l)z
l
k
ulku
l
k+1
= 0.
(3.24b)
After rearranging, simplifying and solving the resulting equations (3.23a), (3.23b), (3.24a)
and (3.24b), we get some new information on the unknown functions:
c1(k, l) = K1,
c3(k, l) = K3,
c5(k, l) = −2c1(k, l + 1)z
l+1
k
zlk
,
c7(k, l) = 0,
c9(k, l) = −2
c3(k + 1, l)z
l
k+1
zlk
,
f3(k + 1, l, u
l
k+1) = g4(k, l, u
l
k+1) +
c10(k, l)
2ulk+1
+ c4(k, l)u
l
k+1 + c11(k, l),
g3(k, l + 1, u
l+1
k ) = f4(k, l, u
l+1
k ) +
c6(k, l)
2ul+1k
+ c2(k, l)u
l+1
k + c12(k, l).
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The last step consists of substituting all the information we got so far into (3.3). This
yields
c1(k, l) = K1,
c3(k, l) = K3,
c5(k, l) = K5,
c9(k, l) = K9,
c13(k, l) = 0,
c4(k, l) + c14(k, l) = −K2,
c11(k, l) + c15(k + 1, l)− c16(k − 1, l)− c11(k − 1, l) + c12(k, l)
+ c16(k, l − 1)− c12(k, l − 1) = 0.
where K1, K3, K5 and K9 are constants. Summarizing these results, we have obtained
the conservation laws,
F (k, l, ulk, u
l+1
k ) =−K1
(
zl+1k u
l
k
zlku
l+1
k
+
ul+1k
ulk
)
−K2(k − 1, l)ulk −K3
zlk
ulku
l+1
k
+ c16(k − 1, l) + c11(k − 1, l) +K2ul+1k + c15(k, l),
(3.25)
G(k, l, ulk, u
l
k+1) =−K1
zlk
ulku
l
k+1
−K3
(
zlk+1u
l
k
zlku
l
k+1
+
ulk+1
ulk
)
−K2ulk+1−
K2(k, l − 1)ulk − c15(k, l − 1) + c12(k, l − 1) + c16(k, l).
(3.26)
Therefore all independent conservations laws for the discrete Liouville equation are given
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by
F1(k, l, u
l
k, u
l+1
k ) = −
zl+1k u
l
k
zlku
l+1
k
− u
l+1
k
ulk
,
G1(k, l, u
l
k, u
l
k+1) = −
zlk
ulku
l
k+1
;
(3.27a)
F2(k, l, u
l
k, u
l+1
k ) = K2(k, l)u
l+1
k −K2(k − 1, l)ulk,
G2(k, l, u
l
k, u
l
k+1) = −K2(k, l)ulk+1 −K2(k, l − 1)ulk;
(3.27b)
F3(k, l, u
l
k, u
l+1
k ) = −
zlk
ulku
l+1
k
,
G3(k, l, u
l
k, u
l
k+1) = −
zlk+1u
l
k
zlku
l
k+1
− u
l
k+1
ulk
,
(3.27c)
where K2 is a function of k and l. Note that (F2, G2) is a trivial one.
The discrete Sine-Gordon equation
The discrete Sine-Gordon equation is given by [39, 40]
ul+1k+1u
l
k =
1 + zlku
l+1
k u
l
k+1
ul+1k u
l
k+1 + z
l
k
. (3.28)
Again, zji must satisfy
zlkz
l+1
k+1 = z
l+1
k z
l
k+1. (3.29)
Equation (3.28) represents a non-autonomous generalization of the lattice Sine-Gordon
equation. The limit of this non-autonomous form is wx,t = f(x)g(t) sinw [38].
In this section, we jump the first few steps since we have explained them in the first
example. Let us take it from the condition of the conservation laws (3.3),
F (k + 1, l, ulk+1, ω)− F (k, l, ulk, ul+1k ) +G(k, l + 1, ul+1k , ω)
−G(k, l, ulk, ulk+1) = 0,
(3.30)
where ω is given by
ω = ul+1k+1 =
1 + zlku
l+1
k u
l
k+1
ulk(u
l+1
k u
l
k+1 + z
l
k)
. (3.31)
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We differentiate (3.30) with respect to ul+1k by applying the operator (∂/∂u
l+1
k ) −
(ωul+1k
/ωulk)(∂/∂u
l
k) to get
(zlk
2 − 1)ulkulk+1
[
F,3(k, l, u
l
k, u
l+1
k ) +G,3(k, l, u
l
k, u
l
k+1)
]
+
(zlku
l+1
k
2
ulk+1
2
+ ul+1k u
l
k+1 + z
l
k
2
ul+1k u
l
k+1 + z
l
k)
[
F,4(k, l, u
l
k, u
l+1
k )
−G,3(k, l + 1, ul+1k , ω)
]
= 0.
(3.32)
We repeat the same procedure but now we are planning to eliminate F to obtain an
equation that involves G only. For the same reason as before, we equate coefficients of
powers of ul+1k . The resulting system can be summarized as follows
4G,3444(k, l, u
l
k, u
l
k+1) + u
l
k+1G,34444(k, l, u
l
k, u
l
k+1) = 0, (3.33a)
(9zlk
2
+ 3)G,344(k, l, u
l
k, u
l
k+1) + (7z
l
k
2
+ 3)ulk+1G,3444(k, l, u
l
k, u
l
k+1)+
(3zlk
2 − 3)ulkG,3344(k, l, ulk, ulk+1) + (zlk2 − 1)ulkulk+1G,33444(k, l, ulk, ulk+1)
+ (zlk
2
+ 1)ulk+1
2
G,34444(k, l, u
l
k, u
l
k+1) = 0,
(3.33b)
12G,344(k, l, u
l
k, u
l
k+1) + 8u
l
k+1G,3444(k, l, u
l
k, u
l
k+1)
+ ulk+1
2
G,34444(k, l, u
l
k, u
l
k+1) = 0
(3.33c)
whose solution is given by
G(k, l, ulk, u
l
k+1) =
g1(k, l, u
l
k)
ulk+1
+ g2(k, l, u
l
k)u
l
k+1 + g3(k, l, u
l
k)
+ g4(k, l, u
l
k+1),
(3.34)
for some functions g1, g2, g3 and g4. To know the dependency among the gi’s, 1 ≤
i ≤ 4, we have to substitute F and G into the previous equations. After a set of long
calculations, we find that the conservation laws for the discrete Sine-Gordon equation
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are given by
F1(k, l, u
l
k, u
l+1
k ) =
−c1(k + 1, l)
(zlk+1
2 − 1)ulkul+1k
− c1(k, l)u
l
ku
l+1
k
zlk
2 − 1 ,
G1(k, l, u
l
k, u
l
k+1) =
−zlkc1(k, l)ulk
(zlk
2 − 1)ulk+1
− c1(k + 1, l)z
l
ku
l
k+1
(zlk+1
2 − 1)ulk
;
(3.35a)
F2(k, l, u
l
k, u
l+1
k ) = u
l+1
k − ulk,
G2(k, l, u
l
k, u
l
k+1) = −ulk+1 + ulk;
(3.35b)
F3(k, l, u
l
k, u
l+1
k ) =
−zlkc3(k, l)ulk
(zlk
2 − 1)ul+1k
+
zlkc3(k, l − 1)ul+1k
(1− zl−1k
2
)ulk
,
G3(k, l, u
l
k, u
l
k+1) =
c3(k, l − 1)
(1− zl−1k
2
)ulku
l
k+1
− c3(k, l)u
l
ku
l
k+1
(zlk
2 − 1) ;
(3.35c)
where c1 and c3 are such that
c1(k + 1, l + 1) =
(zl+1k+1
2 − 1)zlk
(zlk+1
2 − 1)zl+1k
c1(k + 1, l) (3.36a)
c1(k, l + 1) =
(zl+1k
2 − 1)zlk
(zlk
2 − 1)zl+1k
c1(k, l) (3.36b)
c1(k + 2, l) =
(zlk+2
2 − 1)
(zlk
2 − 1) c1(k, l) (3.36c)
and
c3(k + 1, l − 1) =
(1− zl−1k+1
2
)zlk
(1− zl−1k
2
)zlk+1
c3(k, l − 1) (3.36d)
c3(k, l + 1) =
(1− zl+1k
2
)
(1− zl−1k
2
)
c3(k, l − 1) (3.36e)
c3(k + 1, l) =
(1− zlk+12)zlk
(1− zlk2)zlk+1
c3(k, l). (3.36f)
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Here, (F2, G2) is trivial.
3.3 On multipliers/characteristics
The relationship between the characteristics and conserved vectors of partial differential
equations was well known for variational equations and was generalized relatively recently.
In fact, the characteristics are the conserved vectors. The use of these in the construction
of conservation laws has been discussed in detail in [42, 43] and [44] for the symmetry
underlying relation that exists. Very recently, this idea has been initiated and discussed
for partial difference equations in [45]. Below, we present the multipliers for the nontrivial
cases of conservation laws that arise above.
The discrete Liouville equation
For the discrete Liouville equation,
ulku
l+1
k+1 = u
l+1
k u
l
k+1 + z
l
k, (3.37)
we have shown that
(Sk − id)F1 + (Sl − id)G1 =
(
− 1
ulku
l
k+1
+
zl+1k
zlku
l+1
k u
l+1
k+1
)
(−ul+1k ulk+1 − zlk
+ ulku
l+1
k+1).
(3.38)
Therefore, the multiplier is given by
λl1 = − 1
ulku
l
k+1
+
zl+1k
zlku
l+1
k u
l+1
k+1
. (3.39)
Similarly,
(Sk − id)F3 + (Sl − id)G3 =
(
− 1
ulku
l+1
k
+
zlk+1
zlku
l
k+1u
l+1
k+1
)
(−ul+1k ulk+1 − zlk
+ ulku
l+1
k+1)
(3.40)
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and the multiplier is given by
λl3 = − 1
ulku
l+1
k
+
zlk+1
zlku
l
k+1u
l+1
k+1
. (3.41)
The discrete Sine-Gordon equation
Consider the Sine-Gordon equation
ul+1k+1 = ω =
1 + zlku
l+1
k u
l
k+1
ulk(u
l+1
k u
l
k+1 + z
l
k)
. (3.42)
We have
(Sk − id)F1+(Sl − id)G1 =
(
ul+1k u
l
k+1 + z
l
k
) [ c1(k + 1, l)
(1− zlk+12)ulkul+1k
− c1
(1− zlk2)ulk+1ul+1k+1
](
−ul+1k+1ulk +
1 + zlku
l+1
k u
l
k+1
ul+1k u
l
k+1 + z
l
k
) (3.43)
and
(Sk − id)F3+(Sl − id)G3 = −
(
ul+1k u
l
k+1 + z
l
k
) [ c3(k, l − 1)
(1− zl−1k
2
)ulku
l
k+1
−
c3
(1− zlk2)ul+1k ul+1k+1
](
−ul+1k+1ulk +
1 + zlku
l+1
k u
l
k+1
ul+1k u
l
k+1 + z
l
k
)
.
(3.44)
The multipliers are then given by
λSg1 =
(
ul+1k u
l
k+1 + z
l
k
)( c1(k + 1, l)
(1− zlk+12)ulkul+1k
− c1
(1− zlk2)ulk+1ul+1k+1
)
(3.45)
and
λSg2 = −
(
ul+1k u
l
k+1 + z
l
k
)( c3(k, l − 1)
(1− zl−1k
2
)ulku
l
k+1
− c3
(1− zlk2)ul+1k ul+1k+1
)
, (3.46)
respectively.
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This method for constructing characteristics does not work for all difference equations.
For instance, logarithmic and exponential conservation laws can not be put in the shape
(Sk − id)F + (Sl − id)G = λ
(
ul+1k+1 − ω
)
unless we introduce a singularity into λ. However, It has be shown in [45] that this
difficulty can be resolved by considering a general divergence expression
C (z, [E ]) = Div(F (z)), (3.47)
where E is the partial difference equation in its Kovalevskaya form (also known as solved
form), z is the set of all uneliminated variables, and [E ] stands for E and their shifts.
Equation (3.47) gives conservation laws if and only if
C (z, [0]) = 0.
Of course [0] is where the difference equation is equal to zero. So by the Fundamental
Theorem of calculus
C (z, [E ]) =
∫ 1
λ=0
d
dλ
C (z, [λE ]) dλ (3.48)
=E
∫ 1
λ=0
(EE (C (z, [E ]))) |E 7→λEdλ+Div(P (z, [E ])), (3.49)
where EE is the difference Euler-Lagrange operator for E ,
EE (C (z, [E ])) =
∑
i,j
S−im S
−j
n
∂C (z, [E ])
∂SimS
j
nE
for two independent variables, and Div(P (z, [E ])) = 0. Therefore, given any conserva-
tion law the characteristic can be defined as
Q (z, [E ]) =
∫ 1
λ=0
(EE (C (z, [E ]))) |E 7→λEdλ.
Some of main results from [45] are:
• if E is in Kovalevskaya form then a conservation law is trivial if and only if
Q (z, [0]) ≡ (EE (C (z, [E ]))) |E 7→0 = 0
• if E is in Kovalevskaya form then ’equivalent characteristics’ is equivalent to ’equiv-
alent conservation laws’.
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3.4 Symmetries of Liouville and Sine-Gordon Equa-
tion
Using the theory provided in Chapter 2 we aim to find symmetry of both non-autonomous
discrete equations of order (1 + 1) Liouville and Sine-Gordon.
The discrete Liouville equation
Consider the discrete Liouville equation [38]
ulku
l+1
k+1 = u
l+1
k u
l
k+1 + z
l
k. (3.50)
This equation can be written in the form
ul+1k+1 = ω(k, l, u
l
k, u
l+1
k , u
l
k+1), (3.51)
where ω =
(
ul+1k u
l
k+1 + z
l
k
)
/ulk. We aim to find one-parameter Lie groups of symmetries
by assuming that the characteristic is of the form
Q = Q(k, l, ulk). (3.52)
A linearised symmetry condition for (3.51) is given by
(SkSl) Q(k, l, u
l
k)−Xω = 0, (3.53)
i.e.,
Q(k + 1, l + 1, ω)−Xω = 0, (3.54)
where X is the symmetry generator given by
X = Q(k, l, ulk)
∂
∂ulk
+Q(k + 1, l, ulk+1)
∂
∂ulk+1
+Q(k, l + 1, ul+1k )
∂
∂ul+1k
.
The symmetry condition (3.54) becomes
Q(k + 1, l + 1, ω) +
(
ul+1k u
l
k+1 + z
l
k
ulk
2
)
Q(k, l, ulk)−(
ul+1k
ulk
)
Q(k + 1, l, ulk+1)−
(
ulk+1
ulk
)
Q(k, l + 1, ul+1k ) = 0.
(3.55)
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We differentiate (3.55) with respect to ulk ( keeping ω fixed), i.e., we apply the differential
operator L0 = (∂/∂u
l
k) + (∂u
l
k+1/∂u
l
k)(∂/∂u
l
k+1). This gives(
∂
∂ulk
+
ul+1k u
l
k+1 + z
l
k
ulku
l+1
k
∂
∂ulk+1
)[
Q(k + 1, l + 1, w) +
(
ul+1k u
l
k+1 + z
l
k
ulk
2
)
Q
−
(
ul+1k
ulk
)
Q(k + 1, l, ulk+1)−
(
ulk+1
ulk
)
Q(k, l + 1, ul+1k )
]
= 0,
(3.56)
i.e.,(
Q′(k, l, ulk)u
l
k
2 − 2ulkQ(k, l, ulk)
ulk
2
)
(ul+1k u
l
k+1 + z
l
k) +Q(k + 1, l, u
l
k+1)u
l+1
k
+Q(k, l + 1, ul+1k )u
l
k+1 +
(
ul+1k u
l
k+1 + z
l
k
ul+1k
)[
Q(k, l, ulk)
ul+1k
ulk
−Q′(k + 1, l, ulk+1)ul+1k −Q(k, l + 1, ul+1k )
]
= 0.
(3.57)
We now differentiate (3.57) with respect to ulk to get
(ul+1k u
l
k+1 + z
l
k)
d
dulk
[
Q′(k, l, ulk)u
l
k
2 − 2ulkQ(k, l, ulk)
ulk
2
]
+
(ul+1k u
l
k+1 + z
l
k)
d
dulk
[
Q(k, l, ulk)
ulk
]
= 0.
(3.58)
This simplifies to [
Q(k, l, ulk)
ulk
]′
= −
[
Q′(k, l, ulk)u
l
k − 2Q(k, l, ulk)
ulk
]′
. (3.59)
Integrating (3.59) with respect to ulk, and rearranging the resulting equation leads to
Q′(k, l, ulk)−
1
ulk
Q(k, l, ulk)− c1 = 0. (3.60)
The general solution to equation (3.60) is given by
Q(k, l, ulk) = c1(k, l)u
l
k ln(u
l
k) + c2(k, l)u
l
k, (3.61)
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where c1 and c2 are functions of k and l. We then substitute (3.61) in equation (3.55)
to get the following constraint
[c2(k + 1, l + 1) + c2(k, l)− c2(k + 1, l)− c2(k, l + 1)]ul+1k ulk+1
+ [c2(k + 1, l + 1) + c2(k, l)]z
l
k = 0.
(3.62)
The function c2 does not depend on u
l+1
k and u
l
k+1 therefore we can say that
c1 = 0, (3.63)
c2(k + 1, l + 1) = −c2(k, l), (3.64)
c2(k + 1, l) = −c2(k, l + 1). (3.65)
It can easily be verified that the functions that satisfy (3.64) and (3.65) are given by
c2(k, l) = (−1)k, (3.66)
c2(k, l) = (−1)l. (3.67)
Therefore, the symmetries of the Liouville equation (3.1) are as follows:
X1 = (−1)kulk
∂
∂ulk
− (−1)kulk+1
∂
∂ulk+1
+ (−1)kul+1k
∂
∂ul+1k
(3.68)
X2 = (−1)l
(
ulk
∂
∂ulk
+ ulk+1
∂
∂ulk+1
− ul+1k
∂
∂ul+1k
)
. (3.69)
The discrete Sine-Gordon equation
The discrete Sine-Gordon equation is given by [38]
ul+1k+1u
l
k =
1 + zlku
l+1
k u
l
k+1
ul+1k u
l
k+1 + z
l
k
. (3.70)
Imposing the symmetry condition (2.28) to the discrete Sine-gordon equation, we obtain
Q(k + 1, l + 1, ul+1k+1) +
[
zlku
l+1
k u
l
k+1 + 1
ulk
2
(zlk + u
l+1
k u
l
k+1)
]
Q− Q(k + 1, l, u
l
k+1)
ulk[
zlk
2
ul+1k − ul+1k
(ulk+1u
l+1
k + z
l
k)
2
]
−
(
Q(k, l + 1, ul+1k
ulk
)[
zlk
2
ulk+1 − ulk+1
(ulk+1u
l+1
k + z
l
k)
2
]
= 0.
(3.71)
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The function in above equation is associated with different arguments. To overcome
this, we differentiate the above equation with respect to ulk. This yields
(zlk
2 − 1) [ul+1k Q(k + 1, l, ulk+1) + ulk+1Q(k, l + 1, ul+1k )]
(ulk+1u
l+1
k + z
l
k)
2ulk
2 +
(zlku
l
k+1u
l+1
k + 1)
(ulk+1u
l+1
k + z
l
k)
d
dulk
(
Q(k, l, ulk)
ulk
2
)
+
(zlku
l
k+1u
l+1
k + 1)Q(k, l, u
l
k)
ulk
3
(ul+1k u
l
k+1 + z
l
k)
− (z
l
ku
l
k+1u
l+1
k + 1)(u
l
k+1u
l+1
k + z
l
k)
ulk
2
[
d
dulk+1
(
Q(k + 1, l, ulk+1)
(ulk+1u
l+1
k + z
l
k)
2
)
− 1
ul+1k
d
dulk+1
(
ulk+1
(ulk+1u
l+1
k + z
l
k)
2
)]
= 0.
(3.72)
We can solve for Q after a series of steps. Firstly, we multiply (3.72) by (ulk)
2. Secondly,
we differentiate the resulting equation with respect to ulk. Finally, we simplify to get the
equation
d
dulk
(
Q′(k, l, ulk)u
l
k −Q(k, l, ulk)
ulk
)
= 0. (3.73)
The general solution of (3.73) is given by
Q(k, l, ulk) = B(k, l)u
l
k lnu
l
k + C(k, l)u
l
k, (3.74)
where B and C are functions of k and l. The substitution of (3.74) in equations (3.73)
and (3.71) puts more constraints on the unknown functions B and C. After a set of
long calculations we get
Q(k, l, ulk) = (−1)kulk, Q(k, l, ulk) = (−1)lulk. (3.75)
Therefore, the symmetries are given by
X1 = (−1)k
(
ulk
∂
∂ulk
− ulk+1
∂
∂ulk+1
+ ul+1k
∂
∂ul+1k
)
(3.76a)
X2 = (−1)l
(
ulk
∂
∂ulk
+ ulk+1
∂
∂ulk+1
− ul+1k
∂
∂ul+1k
)
. (3.76b)
Remark 3.4.1. (Association) Recall that one of the conservation laws of the discrete
Liouville equation is given by
F1(k, l, u
l
k, u
l+1
k ) = −
zl+1k u
l
k
zlku
l+1
k
− u
l+1
k
ulk
, (3.77a)
G1(k, l, u
l
k, u
l
k+1) = −
zlk
ulku
l
k+1
; (3.77b)
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and that it has a symmetry given by
X1 = (−1)kulk
∂
∂ulk
− (−1)kulk+1
∂
∂ulk+1
+ (−1)kul+1k
∂
∂ul+1k
. (3.78)
The symmetry (3.78)acts on (3.77a) as follows
X1F1 =
[
(−1)kulk
∂
∂ulk
− (−1)kulk+1
∂
∂ulk+1
+ (−1)kul+1k
∂
∂ul+1k
](
− z
l+1
k u
l
k
zlku
l+1
k
− u
l+1
k
ulk
)
=(−1)k
[
ulk
(
− z
l+1
k
zlku
l+1
k
+
ul+1k
ulk
2
)
− ulk+1(0) + ul+1k
(
zl+1k u
l
k
zlku
l+1
k
2 −
1
ulk
)]
=0. (3.79)
Similarly, we have
X1G1 =
[
(−1)kulk
∂
∂ulk
− (−1)kulk+1
∂
∂ulk+1
+ (−1)kul+1k
∂
∂ul+1k
](
− z
l
k
ulku
l
k+1
)
=(−1)k
[
ulk
(
zlk
ulk
2
ulk+1
)
− ulk+1
(
zlk
ulku
l
k+1
2 −
1
ulk
)
+ ul+1k (0)
]
=0. (3.80)
Therefore, we conclude that the symmetry given in (3.78) and the conserved vector
given in (3.77) are associated. The implication is that this symmetry and conserved
vector could be used to perform double reductions of the discrete Liouville equation. We
have shown that the symmetries and conservaton laws of the discrete Liouville equation
satisfy
(X1F1, X1G1) = (0, 0),
(X2F1, X2G1) 6= (0, 0),
(X1F2, X1G2) 6= (0, 0),
(X2F2, X2G2) 6= (0, 0),
(X1F3, X1G3) 6= (0, 0),
(X2F3, X2G3) = (0, 0).
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We have carried out the same calculations for the discrete Sine-Gordon and we have
found that
(X1F1, X1G1) 6= (0, 0),
(X2F1, X2G1) = (0, 0),
(X1F2, X1G2) 6= (0, 0),
(X2F2, X2G2) = (−1)l(F2, G2) 6= (0, 0),
(X1F3, X1G3) = (0, 0),
(X2F3, X2G3) 6= (0, 0).
3.5 Concluding Remarks
In this chapter, we have obtained conservation laws, multipliers and symmetries of the
discrete Liouville equation and the discrete Sine-Gordon equation. It should be noted that
when we were finding the conservation laws, the differentiations have created a hierarchy
of functional difference equations that F and G satisfied. The unknown functions were
naturally found by going up the hierarchy but surprisingly we were also able to find
another constraint on z. In fact the shift operator, Sl, acts on equation (3.36d) to
produce the following equation
Sl (c3(k + 1, l − 1)) = c3(k + 1, l) =
(1− zlk+12)zl+1k
(1− zlk2)zl+1k+1
c3(k, l). (3.81)
By replacing in (3.81) the function c3(k + 1, l) with its expression given by (3.36f), we
obtained the constraint (3.2), i.e,
zl+1k+1z
l
k − zl+1k zlk+1 = 0. (3.82)
The constraint (3.82) turns out to be a sufficient condition for the discrete Liouville
equation and the discrete Sine-Gordon equation to have non trivial conservation laws (
Note that the substitution of (3.27a), (3.27b) and (3.27c) into (3.3) leads to the same
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constraint (3.2)). This condition was obtained in [46] using the singularity confinement
condition. It is also precisely the one obtained in [38] using the techniques of study of
the degree of the iterate.
We note that the association of symmetries, conservation laws and integrability for
difference equations is as important and conclusive as was established for differential
equations even in the non-variational case.
Chapter 4
Symmetries, Associated First
Integrals, and Double Reduction of
Difference Equations
4.1 Introduction
Symmetries and conservation laws are useful tools for finding exact solutions to differ-
ential equations. The association of symmetries, conservation laws and integrability was
established for differential equations [42–44]. It has been shown that when the symmetry
generator and the first integral (conservation laws) are associated via the invariance con-
dition, one may proceed to double reduction of the equation. These properties should be
retained when discrete analogs of such equations are constructed. As far as conservation
laws of difference equations goes, the work is more recent - see [12, 37, 41, 47, 48]. In
this chapter, we construct symmetries and conservation laws for some ordinary difference
equations, utilize the symmetries to obtain reductions of the equations and show, in fact,
that the notion of ‘association’ between these concepts can be analogously extended to
ordinary difference equations. That is, an association between a symmetry and first
integral exists if and only if the first integral is invariant under the symmetry. Thus, a
‘double reduction’ of the difference equation is possible.
The content of this chapter appeared in the article [48].
47
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4.2 Symmetry Reductions
In this section we consider two instances, find their symmetries, conservation laws and
their solutions. A brief discussion of the meaning of double reduction and association is
given.
4.2.1 First Example
Consider the equation [11],
ω = un+2 =
n
n+ 1
un +
1
un+1
. (4.1)
Symmetry generator
Here, the symmetry condition, given by (2.43) becomes
Q(n+ 2, ω) +Q(n+ 1, un+1)
1
u2n+1
−Q(n, un)
(
n
n+ 1
)
= 0. (4.2)
Firstly, we differentiate (4.2) with respect to un ( keeping ω fixed) and we assume that
un+1 ia a function of n, un and ω. By the implicit function theorem differentiating un+1
with respect to un yields
∂un+1
∂un
= −
∂ω
∂un
∂ω
∂un+1
=
nu2n+1
n+ 1
. (4.3)
Secondly, we apply the differential operator, given by
L =
∂
∂un
+
∂un+1
∂un
∂
∂un+1
, (4.4)
to equation (4.2) to get
− 2n
(n+ 1)un+1
Q(n+ 1, un+1) +
n
n+ 1
Q′(n+ 1, un+1)− n
n+ 1
Q′(n, un) = 0. (4.5)
To solve (4.5), we differentiate it with respect to un and keep un+1 fixed. Hence we get
d
dun
(
n
n+ 1
Q′(n, un)
)
= 0 (4.6)
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whose solution is given by
Q(n, un) =
(
n+ 1
n
)
A(n)un +B(n). (4.7)
For the sake of simplification assume that B(n) = 0. Next we substitute (4.7) into (4.5)
and we simplify the resulting equation to obtain[−n(n+ 2)
(n+ 1)2
]
A(n+ 1) = A(n). (4.8)
Thus,
A(n) =
(
n
n+ 1
)
2c(−1)n−1, (4.9)
where c is a constant. Substituting (4.9) into (4.7) leads to
Q(n, un) =
(
n+ 1
n
)(
n
n+ 1
)
2c(−1)n−1un = 2c(−1)n−1un. (4.10)
Therefore, the symmetry generator is given by
X = 2c(−1)n−1un ∂
∂un
. (4.11)
First integral
Suppose that P2 = P2(n, un), then equation (2.59) becomes(
n+ 1
n+ 2
)
P2(n+ 2, un+2)− 1
u2n+1
P2(n+ 1, un+1)− P2(n, un) = 0. (4.12)
We apply the differential operator L, given by (5.27), to (4.12) to get
n
n+ 1
2
un+1
P2(n+ 1, un+1)− n
n+ 1
P ′2(n+ 1, un+1)− P ′2(n, un) = 0. (4.13)
Next we differentiate (4.13) with respect to un, keeping un+1 fixed to get (d/dun) (P
′
2(n, un)) =
0 whose solution is given by
P2(n, un) = B(n)un + c = B(n)un (4.14)
if we set c = 0. We carry out substitution of equation (4.14) into equation (4.13) to
obtain
B(n+ 1) =
n+ 1
n
B(n). (4.15)
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We choose B(1) = 1 to get
B(n) = n. (4.16)
The next step consists of substituting equation (4.16) into (4.14) to get
P2(n, un) = nun. (4.17)
From equation (2.57) we get
P1(n, un, un+1) = SP2 ∂ω
∂un
= nun+1 = P1(n, un+1). (4.18)
The condition for integrability is satisfied and so we compute the first integral φ. Using
equations (4.17) and (4.18) we obtain
φ =
∫
(P1dun + P2dun+1) +G(n) = nunun+1 +G(n). (4.19)
In order to find G(n) we use (4.19) and (2.55). We get
G(n+ 1)−G(n) + n+ 1 = 0 (4.20)
whose solution is
G(n) = −n(n+ 1)
2
. (4.21)
Finally the substitution of (4.21) into (4.19) gives
φ = nunun+1 − n(n+ 1)
2
. (4.22)
Note: The symmetry generator given by equation (4.11) acts on the first integral, φ to
produce the following equation
Xφ = Q(n, un)
∂φ
∂un
+Q(n+ 1, un+1)
∂φ
∂un+1
= 2c(−1)n−1(nunnun+1 − nunnun+1)
= 0.
We say X and φ are associated and this property has far reaching consequences on
‘further’ reduction of the equation.
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Symmetry reduction
Recall that
X = 2c(−1)n−1un ∂
∂un
is a symmetry generator in (4.11). If vn = v(n, un, un+1) is invariant under X, then
Xvn =
(
Q(n, un)
∂
∂un
+ SQ(n, un) ∂
∂un+1
)
vn = 0. (4.23)
We can use the characteristics
dun
2c(−1)n−1un =
dun+1
2c(−1)nun+1 =
dvn
0
(4.24)
to find vn. The independent and dependent variables are given by
α = unun+1 and γ = vn (4.25)
respectively. Therefore by equation (4.25), the dependent variable, vn, is given by
vn = unun+1. (4.26)
Applying the shift operator on vn and solving the resulting equation we get
vn =
n+ 1
2
+
c
n
, (4.27)
where c is a constant. Then equating (4.26) and (4.27), and solving for un+1 we obtain
un+1 =
n+ 1
2un
+
c
nun
. (4.28)
Note: Equation (4.1) has been reduced by one order into equation (4.28). Solving
(4.28) for c, gives
c = nunun+1 − n(n+ 1)
2
= φ. (4.29)
The first integral φ, given by equation (4.22), and the reduction are the same. This is
another indication of a relationship between φ and X. In fact, this is the association,
i.e., φ is invariant under X.
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4.2.2 Second Example
Consider the linear difference equation [11]
ω = un+2 = 2un+1 − un. (4.30)
Symmetries
Let Q = Q(n, un), then (2.26) gives
Q(n+ 2, ω)− 2Q(n+ 1, un+1) +Q(n, un) = 0. (4.31)
Similarly, we apply the operator L to (4.31) and we differentiate the resulting equation,
Q′(n, un)−Q′(n+ 1, un+1) = 0, (4.32)
with respect to un to get Q
′′(n, un) = 0. Therefore,
Q(n, un) = A(n)un +B(n). (4.33)
We then find A(n) via substitution of equation (4.33) into (4.32). This gives
A(n+ 1) = A(n) = a, (4.34)
in which a is constant. Setting A(n) = a in (4.33) leads to
Q(n, un) = aun +B(n). (4.35)
The substitution of (4.35) into (4.31) yields
B(n+ 2)− 2B(n+ 1) +B(n) = 0. (4.36)
Thus,
B(n) = bn+ c, (4.37)
for arbitrary constants c and b. Using (4.37) and (4.35) we get
Q(n, un) = aun + bn+ c. (4.38)
Thus
X1 = un
∂
∂un
, X2 = n
∂
∂un
, X3 =
∂
∂un
. (4.39)
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First integrals
Assume P2 is a function of n and un, i.e. P2 = P2(n, un). Applying the condition for
first integral yields
P2(n+ 2, ω)− 2P2(n+ 1, un+1) + P2(n, un) = 0. (4.40)
The solution to (4.40) is given by
P2(n, un) = kun + pn+ q (4.41)
in which k, p and q are constants. Using (2.57), we get
P1(n, un+1) = SP2(n, un) ∂ω
∂un
= −kun+1 − pn− p− q. (4.42)
Substituting (4.41) and (4.42) into (2.61) we obtain the first integral
φ = pn(un+1 − un) + q(un+1 − un)− pun +G(n). (4.43)
Then we have
Sφ = pn(un+1 − un) + q(un+1 − un)− pun +G(n+ 1). (4.44)
Equating (4.43) and (4.44). This gives
G(n+ 1) = G(n) = r, (4.45)
in which r is constant. We thus write φ as
φ = (pn+ q)un+1 − (pn+ p+ q)un + r. (4.46)
We find out whether there is an association between φ and symmetry generators in
equation (4.39).
• X1 = un ∂∂un . One can readily verify that
X1φ = −un (pn+ q + p) + un+1 (pn+ q) .
So Xφ = 0, if and only if the following are satisfied,
pn+ q + p = 0
and
pn+ q = 0.
As a result, for φ to be associated with X1,
φ = r. (4.47)
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• X2 = n ∂∂un . We have
X2φ = n
∂φ
∂un
+ (n+ 1)
∂φ
∂un+1
= q.
As a result, φ and X2 are associated if q = 0, i.e.,
φ = pnun+1 − (pn+ p)un + r. (4.48)
• X3 = c ∂∂un . Then,
X3φ = c
∂φ
∂un
+ c
∂φ
∂un+1
= −cp.
Thus φ and X3 are associated as long as
φ = q(un+1 − un) + r.
General Solution
We now find the general solution of (4.30). We determine the commutators of the
symmetries to indicate the order of the symmetries in the reduction procedure.
• Since
[X1, X2] = −X2,
we reduce (4.30) using X2 first. Assume that vn = v(n, un, un+1) is invariant
under X2. We have
X2vn =
[
n
∂vn
∂un
+ (n+ 1)
∂vn
∂un+1
]
= 0.
Using the method of characteristic we obtain
vn = nun+1 − (n+ 1)un. (4.49)
The shift operator acts on vn to give
S(vn) = vn+1 = vn,
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that is,
vn+1 = vn = c1, (4.50)
in which c1 is constant. Equating equations (4.49) and (4.50), and solving for
un+1, we have
un+1 =
c1
n
+
(
1 +
1
n
)
un (4.51)
whose solution is given by
un = nc2 + c1(n− 1), (4.52)
in which c2 is constant. Note that (4.52) is the solution to (4.30) where c1 is
given by
c1 = nun+1 − (n+ 1)un. (4.53)
Thus, φ in (4.48) and the reduced equation (4.53) are identical if p = 1 and r = 0.
• The solution of (4.30) can also be found by utilising a different symmetry generator.
Here,
[X1, X3] = −X1,
so that (4.30) is reduced using X1 first. In a similar manner as done before, assume
vn = v(n, un, un+1) is invariant under X1. We have
X1vn =
[
un
∂vn
∂un
+ un+1
∂vn
∂un+1
]
= 0
which gives
vn =
un+1
un
(4.54)
via the method of characteristics. Acting the shift operator on vn leads to
vn+1 = 2− 1
vn
(4.55)
whose solution is given by
vn =
1 + 2c1 + nc1
1 + c1 + nc1
, (4.56)
in which c1 is constant. Considering (4.54) and (4.56) we get
un+1 =
(
1 + 2c1 + nc1
1 + c1 + nc1
)
un. (4.57)
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Hence the solution of (4.30) is given by
un =
(1 + c1 + nc1) c2
1 + c1
(4.58)
in which c2 is constant.
• We then look at the commutator of X2 and X3. We have
[X2, X3] = 0.
Here, we have a choice of either reducing first with X2 or X3. Using X3 we finally
get
X3vn =
[
c
∂vn
∂un
+ c
∂vn
∂un+1
]
= 0,
where we assumed that vn = v(n, un, un+1). Applying the method of characteris-
tics, we have
vn = un+1 − un. (4.59)
When S is applied on (4.59) and the resulting equation solved, we get
S(vn) = vn+1 = vn = c1. (4.60)
Equating (4.59) and (4.60) gives
un+1 = un + c1. (4.61)
We solve (4.61) and find
un = nc1 + c2 (4.62)
which is a general solution of (4.30). It has to be noted that (4.61) is identical to
φ in (4.47) as long as r = 0 and q = 1.
4.3 Conclusion
We have recalled the procedure to calculate the symmetry generators of some ordinary
difference equations and proceeded to find the first integral and reduce the order of the
difference equations. We have shown that, in some cases, the symmetry generator, X,
and first integral, φ, are associated via the invariance condition Xφ = 0. When this
condition is satisfied, we may proceed to double reduction of the equation.
Chapter 5
Symmetry Reductions and Exact
Solutions of Painle´ve Equations
5.1 Introduction
Ramani in his paper [49] presented his method for obtaining the discrete versions of
the Painleve´ equations and showed that the mappings for the discrete versions satisfy
the same reduction relations as in the case of the continuous ones. In this chapter,
we construct symmetries of these discrete versions of Painleve´ equations and in some
cases the symmetries are used to find exact solutions to the equations. To ease our
computation we shall assume that the characteristic depends on n and un only. It
is worthwhile to mention that not all equations admit such characteristics. Here, the
corresponding generator will be
X = ξ(n, un)∂n +Q(n, uu)∂un (5.1)
and in this chapter the painle´ve´ equations presented in paper [49] will always be put in
the form
un+p = Ω(n, un, un+1, . . . , un+p−1), (5.2)
where Ω is a smooth function such that ∂Ω/∂un = 0. In order to solve equation (5.2),
we require the pth extension of X and we further impose the symmetry condition (2.44)
whenever (5.2) holds. As said earlier, this leads to an equation that involves functions
with different arguments which makes the obtention of solutions difficult. However, the
solutions can be obtained after a series of lengthy calculations. Despite the fact that
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Painleve´ equations are second-order difference equations, the procedure for obtaining
symmetries is still lengthy and some details of computations will not be presented in
this paper. The main steps involved are three; firstly differentiate (5.2) implicitly with
respect to un keeping ω fixed; secondly differentiate with respect to un (keeping un+1
fixed) as many as possible in order to get rid of any undesirable arguments; thirdly
we equate all coefficients of powers of un+1 to zero since the characteristic Q does
not depend on un+1. These steps normally lead to a system of determining equations
whose solutions give the expressions of ξ and Q. The number of independent unknown
constants determines the dimension of the group. Once the symmetries are found we
use the method of characteristics given by
dun
Q
=
dun+1
SQ =
dun+2
S(2)Q = · · · =
dun+p−1
S(p−1)Q (5.3)
to obtain the invariant functions which are actually the first integrals of (5.3).
5.2 Symmetries of the Discrete Painleve´ Equations
In this section we consider the discrete forms of the Painleve´ equations and we aim to
find their symmetries using the method explained above. As mentioned earlier, we shall
assume that the characteristics ξ and Q depend on n and un. In some cases the exact
solutions are found.
The discrete Painleve´ I
The discrete form is known to be
un+1 + un−1 + un =
An+B
un
+ C, (5.4)
where A,B and C are arbitrary constants (we shall assume that C is zero). This is a
second-order difference equation which can be written in the form
un+2 = Ω = −un − un+1 + an+ b
un+1
(5.5)
for some constants a and b.
Assume that the symmetry generator is of the form X = ξ(n, un)∂n + Q(n, un)∂un .
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Imposing the symmetry condition (2.44) we have
Q(n+ 2, un+2) +Q(n+ 1, un+1)
(
1 +
an+ b
u2n+1
)
+Q(n, un)
+
a
un+1
ξ(n, un) = 0.
(5.6)
To solve for Q and ξ we first differentiate equation (5.6) implicitly with respect to un
to get
Q′(n, un)− ξ′(u, un) a
un+1
− un+1
2
un+12 + an+ b
[
− 2(an+ b)
un+13
Q(n+ 1,
un+1) +
(
1 +
an+ b
u2n+1
)
Q′(n+ 1, un+1) +
a
un+12
ξ(n, un)
]
= 0.
(5.7)
Secondly, we differentiate (5.7) with respect to un keeping un+1 fixed. This leads to a
second-order differential equation that involves two different functions with same argu-
ments n and un:
un+1
2Q′′ + (an+ b)Q′′ −
(
aun+1 +
an2 + ab
un+1
)
ξ′′ − aξ′ = 0. (5.8)
In the equation above, Q and ξ do not depend on un+1, therefore we can equate all the
coefficients of all the powers of un+1 to zero. We get
uk+1
−1 : −a(an+ b)ξ′′ = 0 (5.9a)
1 : (an+ b)Q′′ − aξ′ = 0 (5.9b)
uk+1 : −aξ′′ = 0 (5.9c)
uk+1
2 : Q′′ = 0. (5.9d)
Case a 6= 0
We have
Q = αun + β, ξ = γ, (5.10)
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where α, β and γ are functions of n. We substitute (5.14) back in equations (5.8), (5.7)
and (5.6). We obtain
α = A, β = 0, γ =
2α
a
(an+ b). (5.11)
Hence, the symmetry generator of (5.5) is given by
X = 2(an+ b)∂n+ aun∂un + aun+1∂un+1. (5.12)
Case a = b = 0
Equation (5.5) becomes
un+2 = −un − un+1 (5.13)
and solution to system (5.9) in this case is given by
Q = c1un + θ, ξ = c2, (5.14)
where c1, c2 are constant and θ is a function of n that satisfies the original equation.
Here, we obtain four symmetries given as follows
X1 = un
∂
∂un
+ un+1
∂
∂un+1
, (5.15a)
X2 = (−1)n
[
cos
(npi
3
) ∂
∂un
− cos
(
(n+ 1)pi
3
)
∂
∂un+1
]
, (5.15b)
X3 = (−1)n
[
sin
(npi
3
) ∂
∂un
− sin
(
(n+ 1)pi
3
)
∂
∂un+1
]
, (5.15c)
X4 =
∂
∂n
. (5.15d)
General solutions: If we assume that vn = v(n, un, un+1) is invariant under X = Q∂un+
Q(n + 1, un+1)∂un+1, we may obtain the solution of (5.13) by using the method of
characteristics.
• Reduction using X1 = un ∂∂un +un+1 ∂∂un+1 . Using the characteristic equation given
by
dun
un
=
dun+1
un+1
=
dvn
0
, (5.16)
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one can readily check that vn = f (un+1/un) for some function f . We choose f
to be the identity function, i.e.,
vn =
un+1
un
(5.17)
and we act the shift operator on vn to get the first-order difference equation
vn+1 = − 1
vn
− 1 (5.18)
whose solution is given by
vn = c1e
2pii
3 + c2e
−2pii
3 . (5.19)
Equating (5.17) and (5.19), we obtain
un+1 = e
2pii
3 un and un+1 = e
−2pii
3 un. (5.20)
We note that equation (5.13) has been reduced by one order to (5.20) which
follows a geometric progression. Therefore,
un = e
2npii
3 u0 and un = e
−2npii
3 u0 (5.21)
are solutions to (5.13).
• Reduction using X2 + iX3. Applying the same method, we have obtained
vn+1 = −epii3 vn, (5.22)
where
vn = un+1 − e 2ipi3 un. (5.23)
Equation (5.23) is further reduced to
un = (−1)
2(n−1)
3
(
u1 − e 2ipi3 u0
)[
1 +
e
−4inpi
3 (1− e 4inpi3 )
−1 + (−1) 23
]
(5.24)
which is also a solution to equation (5.13).
• Naturally, the reduction using X2 − iX3 leads to the conjugate of (5.24).
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The discrete Painleve´ II
Consider the Painleve´ equation II
un+2 = ω = −un + un+1(an+ b) + c
1− un+12 . (5.25)
In order to determine the symmetry generator of (5.25) we need to find the characteristic
Q. Again, we assume that Q depends on n and un only. Here, the symmetry condition
(2.44) becomes
Q(n+ 2, ω)−
[
(an+ b)(1 + un+1
2) + 2cun+1
(1− un+12)2
]
Q(n+ 1, un+1)
+Q(n, un)− aun+1
1− un+12 ξ(n, un) = 0.
(5.26)
We now apply the differential operator, L, given by
L = ∂un +
∂un+1
∂un
∂un+1, (5.27)
to equation (5.26) and differentiate the resulting equation with respect to un, keeping
un+1 fixed. We obtain
anQ′′(n, un)− aξ′(n, un) + bQ′′(n, un) +
[
(a2n2 + 2abn+ b2 + 2c)Q′′(n, un)
− (a2n+ ab)ξ′′(n, un)
]
un+1 − [(an+ b)Q′′(n, un) + 2acξ′′]uk+12 −
[
(a2n2
+ 2abn+ b2 + 2c)Q′′(n, un) + (a2n+ ab)ξ(n, un)
]
uk+1
3+
aξ′(n, un)uk+14 = 0.
(5.28)
Similarly, after equating the coefficients of powers of un+1 to zero, we have solved the
resulting determining system and have noticed that the condition for having non-zero
characteristics that depend on n and un only is when a = b = c = 0, that is,
un+2 = −un. (5.29)
Under this condition, the symmetries are given by
X1 = ∂n, X2 = α(n, un)∂un + α(n+ 1, un+1)∂un+1, (5.30)
where α satisfies the original equation (5.29), i.e.,
α(n+ 2, un+2) = −α(n, un). (5.31)
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Note: If we assume that the function α does not depend on un, we obtain three
symmetries:
X1 = ∂n, (5.32a)
X2 = cos
(npi
2
) ∂
∂un
− sin
(npi
2
) ∂
∂un+1
, (5.32b)
X3 = sin
(npi
2
) ∂
∂un
+ cos
(npi
2
) ∂
∂un+1
. (5.32c)
General solutions: We assume vn = v(n, un, un+1) is invariant under (5.32).
• Reduction using X2 + iX3.
The characteristic equation
dun
in
=
dun+1
in+1
=
dvn
0
(5.33)
can be solved to get the invariants γ = vn and α = un+1 − e( ipi2 )un. We have,
vn = un+1 − e( ipi2 )un (5.34)
so
vn+1 = S(vn) = e
( ipi2 )vn = e
i(n+1)pi
2 v0. (5.35)
Equations (5.34) and (5.35) lead to a first-order difference equation
un+1 = e
( ipi2 )un + e
inpi
2
(
u1 − e( ipi2 )u0
)
. (5.36)
It has to be noted that equation (5.29) has been reduced by one order to (5.36).
We deduce that the general solution in this case is given by
un = (u1 − iu0)
[
3
2
− 1
2
(−1)n
]
in−1. (5.37)
• The reduction using X2 − iX3 leads to the conjugate of (5.37).
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The discrete Painleve´ III
Consider the discrete painleve´ equation III
un+2 =
1
un
(
au2n+1 + bun+1 + c
u2n+1 + dun+1 + e
)
, (5.38)
where a, b, c, d and e are constant. We seek characteristics of the form Q = Q(n, un).
The symmetry condition (2.44) gives
Q(n+ 2, ω) +
au2n+1 + bun+1 + c
u2n(un+1
2 + dun+1 + e)
Q(n, un)
− (ad− b)u
2
n+1 + (2ae− 2c)un+1 + eb− cd
un(un+12 + dun+1 + e)2
Q(n+ 1, un+1) = 0.
(5.39)
Here, the procedure for obtaining the system of determining equations can be summa-
rized as follows
• Apply the differential operator L on (5.39).
• Multiply through to clear fractions.
• Differentiate with respect to un twice, keeping un+1 fixed.
• Divide by un+13
• Separate by powers of un+1 and equate to zero.
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These steps lead to the system
un+1
5 :(−2a2d+ 2ab)Q′′(n, un) = 0, (5.40a)
un+1
4 :(−4a2d2 + 2abd− 4a2e+ 2b2 + 4ac)Q′′(n, un) = 0, (5.40b)
un+1
3 :(a2d− ab)unQ(3)(n, un) + (−2a2d3 − 2abd2 − 12a2de+ 3a2d
+ 4b2d+ 8acd− 2abe− 3ab+ 6bc)Q′′(n, un) = 0,
(5.40c)
un+1
2 :(a2d2 + 2a2e− b2 − 2ac)unQ(3)(n, un) + (−2abd3 − 8a2d2e
+ 3a2d2 + 2b2d2 + 4acd2d− 12abde− 8a2e2 + 14bcd+ 6a2e+ 2b2e
+ 4ace− 3b2 − 6ac+ 4c2)Q′′(n, un) = 0,
(5.40d)
un+1 :(abd
2 + 3a2de− b2d− 2acd+ 2abe− 3bc)unQ(3)(n, un)+
(−10abd2e− 10a2de2 + 3abd2 + 10bcd2 + 9a2de− 10abe2 − 3b2d
− 6acd+ 10c2d+ 6abe+ 10bce− 9bc)Q′′(n, un) = 0,
(5.40e)
1 :(4abde+ 2a2e2 − 4bcd− 2c2)unQ(3)(n, un) + (2bcd3 − 2b2d2e
− 4acd2e− 14abde2 − 4a2e3 + 8c2d2 + 12abde+ 12bcde+ 6a2e2
− 2b2e2 − 4ace2 − 12bcd+ 8c2e− 6c2)Q(n, un) = 0
(5.40f)
which reduce to two possibilities:
ad = b, ae = c (5.41a)
and
Q′′(n, un) = 0. (5.41b)
Case ad = b, ae = c
Equation (5.38) simplifies to
un+2 =
a
un
(5.42)
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and its symmetries are given by
X1 =
(
1− u
2
n
a
)
∂
∂un
−
(
1− u
2
n+1
a
)
∂
∂un+1
, (5.43a)
X2 = sin
(npi
2
)(
1 +
u2n
a
)
∂
∂un
+ cos
(npi
2
)(
1 +
u2n+1
a
)
∂
∂un+1
, (5.43b)
X3 = cos
(npi
2
)(
1 +
u2n
a
)
∂
∂un
− sin
(npi
2
)(
1 +
u2n+1
a
)
∂
∂un+1
, (5.43c)
X4 = (−1)n
(
1− u
2
n
a
)
∂
∂un
− (−1)n
(
1− u
2
n+1
a
)
∂
∂un+1
, (5.43d)
X5 = cos
(npi
2
)
un
∂
∂un
− sin
(npi
2
)
un+1
∂
∂un+1
, (5.43e)
X6 = sin
(npi
2
)
un
∂
∂un
+ cos
(npi
2
)
un+1
∂
∂un+1
, (5.43f)
X7 =
∂
∂n
. (5.43g)
Note: By making the change of variable wn = lnun, equation (5.42) reduces to (5.29).
Case Q′′(n, un) = 0
The general solution in this case is given by
Q(n, un) = α(n)un + β(n), (5.44)
where α and β are functions of n. The substitution of Q, given by (5.44), in equation
(5.39) leads to two cases:
Case β = 0: The characteristic becomes Q = α(n)un and for the equation (5.39) to
be satisfied we must have
α(n+ 2) = −α(n), ae = c, ad = b. (5.45)
Thus, equation (5.38) simplifies to un+2 = a/un which has two symmetries given by
(5.43e) and (5.43f).
Case d2 = −2e: For the equation (5.39) to be satisfied we must have
α(n+ 2) + α(n+ 1) + α(n) = 0, a = c = d = e = β = 0. (5.46)
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Thus, the equation (5.38) simplifies to
un+2 =
b
unun+1
(5.47)
and the symmetries in this case are given by
X1 = (−1)n
[
cos
(npi
3
)
un
∂
∂un
− cos
(
(n+ 1)pi
3
)
un+1
∂
∂un+1
]
, (5.48a)
X2 = (−1)n
[
sin
(npi
3
)
un
∂
∂un
− sin
(
(n+ 1)pi
3
)
un+1
∂
∂un+1
]
(5.48b)
X3 =
∂
∂n
. (5.48c)
Note: By making the change of variable Un = lnun, equation (5.47) reduces to (5.4)
when a and b are equal to zero.
The discrete Painleve´ IV
For Painleve´ IV we shall consider the result obtained in paper [49] and we shall assume
that γ0 = a = b = 0. Let the equation take the shape
un+2 = ω =
1
un + un+1
(
−unun+1 + µ
un+12
+ 0
)
. (5.49)
Here, we present the results without details since the method is similar to the one
presented above. After a set of long calculations we obtain the following symmetries
X1 = cos
(
2npi
3
)
(un
2 + 0)
∂
∂un
+ cos
(
2(n+1)pi
3
)
(un+1
2 + 0)
∂
∂un+1
, (5.50a)
X2 = sin
(
2npi
3
)
(un
2 + 0)
∂
∂un
+ sin
(
2(n+1)pi
3
)
(un+1
2 + 0)
∂
∂un+1
, (5.50b)
X3 =
∂
∂n
. (5.50c)
Note: If we assume that µ and 0 are zero, equation (5.49) becomes
un+2 = − unun+1
un + un+1
(5.51)
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and has four symmetries given as follows
X1 = un
∂
∂un
+ un+1
∂
∂un+1
, (5.52a)
X2 = (−1)n
[
cos
(npi
3
)
un
2 ∂
∂un
− cos
(
(n+ 1)pi
3
)
un+1
2 ∂
∂un+1
]
, (5.52b)
X3 = (−1)n
[
sin
(npi
3
)
un
2 ∂
∂un
− sin
(
(n+ 1)pi
3
)
un+1
2 ∂
∂un+1
]
, (5.52c)
X4 =
∂
∂n
. (5.52d)
The general solution of equation (5.51) can be constructed by applying the method of
characteristics using the symmetry X1 given by (5.52a). In fact, the invariant vn =
un+1/un obtained by using X1 = un∂/∂un + un+1∂/∂un+1 satisfies the equation
vn =
un+1
un
= − 2
2(−1)nv0 − (−1)n + 1 . (5.53)
Note: Equation (5.51) has been reduced by one order into equation (5.53), a first-order
ordinary difference equation, which can easily be solve using Mathematica.
The solution to the first-order difference equation (5.53) is also the general solution to
equation (5.51). It is given by
un = (−1)n−12n+d 1−n2 e−1
(
2− 2u0
u1
)d 2−n
2
e−1(
u0
u1
)d 1−n
2
e+1
, (5.54)
where dxe is the ceiling function.
The discrete Painleve´ V
The discretization of the continuous case of the Painleve´ V was studied in [49] and the
discrete form was given. Our aim is to find the symmetries of the discrete form. To ease
our computations, we shall assume that the parameters α0, σ, ρ0, θ and µ are equal to
zero, that is, we consider the equation
un+2 = ω =
unun+1
2un+1un − un − un+1 . (5.55)
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If we impose the invariance condition, assuming that the characteristic is of the form
Q = Q(n, un), we obtain
Q(n+ 2, ω) +
1
(2un+1un − un − un+1)2
[
un+1
2Q+ un
2Q(n+ 1, un+1)
]
. (5.56)
Again we proceed by applying the operator L to equation (5.56) and then we differentiate
with respect to un four times to get a system of differential equations that involves un
and a function of un only. The lengthy calculations for solving the resulting system lead
to the following symmetries:
X1 =
(
un − 2
3
un
2
)
∂
∂un
+
(
un+1 − 2
3
un+1
2
)
∂
∂un+1
, (5.57a)
X2 = (−1)n
[
cos
(npi
3
)
un
2 ∂
∂un
− cos
(
(n+ 1)pi
3
)
un+1
2 ∂
∂un+1
]
, (5.57b)
X3 = (−1)n
[
sin
(npi
3
)
un
2 ∂
∂un
− sin
(
(n+ 1)pi
3
)
un+1
2 ∂
∂un+1
]
, (5.57c)
X4 =
∂
∂n
. (5.57d)
5.3 Conclusion
We have presented a procedure for obtaining symmetries of difference equations. We
have assumed that ξ and Q are functions of n and un only (not all equations admit such
characteristics) and we have derived a number of symmetries that were used, in some
cases, to solve the difference equations. In the case of Painleve´ I, we have shown that ξ
is not zero whenever a is non-zero.
Chapter 6
Symmetry and Properties of Linear
Ordinary Differential Equations with
Maximal Dimension
6.1 Introduction
Consider nth order linear ordinary differential equations ∆n(y) = 0, where y = y(x). It
has been proved that for n = 1 and 2, all equations can be written in the canonical form
y′ = 0 and y′′ = 0, respectively. Lie showed that a linear ordinary differential equation
of a general order n > 2 is equivalent to y(n) = 0 if and only if its symmetry algebra has
the maximal dimension n+ 4 [50]. It has also been shown in [35] that a LODE of order
n > 2 has a symmetry algebra of maximal dimension if and only if it is iterative. In [51]
a list of three linear equations (in their normal form) of order n = 3, 4 and 5 that are
iterative is provided. In this chapter, we review the expression of the symmetry generator
obtained in [27]. We wish to obtain solutions in terms of the parameters of the first-order
source equation. Expression of coefficients of LODE with maximal dimension in terms
of the parameter of the second-order source equation and transformation properties will
be considered. This chapter is a contribution to the work done in paper [52], although
new results have been obtained.
The content of this chapter appeared in the article [53].
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6.2 Symmetry Analysis
In this section, the application of the algorithm for finding symmetries of differential
equations is considered. It has to be noted that the nth prolongation of the infinitesimal
generator for iterative equation (2.64). It is given by [27]
X[n] =v +
n∑
k=1
[
k−1∑
i=0
k
i
(
n− 1
2
y(i)f (k+1−i) − y(i+1)f (k−i)
)
+
(
n− 1
2
f (1) + α
)
y(k) + h(k)
]
∂y(k) .
(6.1)
Imposing the invariance criterion X[n](E) = 0 ( whenever (E) = 0 holds) and applying
the algorithm of finding symmetry it was shown in [27] that
X = f ∂x +
[(
n− 1
2
f ′ + c
)
y + h
]
∂y, (6.2)
where
(n+ 1)!
(n− 2)!4!f
(3) + A2nf
(1) +
1
2
A2n
(1)
f = 0, (6.3a)
and
h(n) +
n−2∑
i=0
An−in h
(i) = 0. (6.3b)
In [52] it was proven that (6.3a) can be simplified further independent of order and it
was shown that condition (6.3) can be reduced to
f (3) + 4A22f
(1) + 2A22
(1)
f = 0, (6.4a)
h(n) +
n−2∑
i=0
An−in h
(i) = 0. (6.4b)
It is well-known that n linearly independent solutions of (2.64) are
yk = u
n−(k+1)vk, 0 ≤ k ≤ n− 1, (6.5)
where u and v are the solutions of
y(2) + A22 y = 0. (6.6)
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6.2.1 Expressions of the Ain in terms of A
2
2
It follows from the work in paper [27] that all the coefficients of iterative equations of
order n can be expressed in terms of the coefficient A2n and its derivatives only. In
fact, using the symmetry condition and splitting the resulting equation with respect to
y(n−i),1 ≤ i ≤ n,it has been shown in [27] that
(n+ 1)!(i− 1)
(n− i)!(i+ 1)!2y
(i+1) + iy(1)Ain + yA
i
n
(1)
+
i−1∑
j=2
Ajn
(n− j)![n(i− j − 1) + i+ j − 1]
(n− i)!(i− j + 1)!2 y
(i−j+1) = 0, i = 1, . . . , n.
(6.7)
We now want to investigate how we can make use of (6.7) to write down all coefficients
of equation (2.64) up to n = 10 in terms of A22.
For i = 2, (6.7) becomes
(n+ 1)!
(n− 2)!4!y
(3) + A2ny
(1) +
1
2
A2n
(1)
y = 0. (6.8)
Invoking [27]
A2n =
(
n+ 1
3
)
A22, (6.9)
Equation (6.8) reduces to
y(3) + 4A22y
(1) + 2A22
(1)
y = 0. (6.10)
Note that (6.10) is independent of the order n.
For i = 3, (6.7) becomes
(n+ 1)!2
(n− 3)!4!2y
(4) + 3y(1)A3n + yA
3
n
(1)
+ A2n
(n− 2)!4
(n− 3)!2!2y
(2) = 0. (6.11)
We can obtain the fourth derivative of y, y(4), by differentiating (6.10) with respect to
x. Equating all coefficients of derivatives of y to zero we get
A3n =
n− 2
2
A2n
(1)
=
n− 2
2
(
n+ 1
3
)
A22
(1)
= 2
(
n+ 1
4
)
A22
(1)
. (6.12)
This gives an expression of A3n in terms of the parameters A
2
2, i.e.,
A3n = 2
(
n+ 1
4
)
A22
′
.
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Similarly for i = 4, equation (6.7) reduces to
(n+ 1)(n)(n− 1)(n− 2)(n− 3)
40
y(5) +
(n− 2)(n− 3)(n+ 5)
3!
A2ny
(3)
+ 3(n− 3)3ny(2) + 8A4ny(1) + 2A4ny = 0.
(6.13)
We replace the fifth derivative of y (obtained by differentiating (6.8) with respect to x
twice) in equation (6.13) and then we equate the coefficients of derivatives of y to zero
again. These steps, taking into consideration equation (6.9), lead to
A4n = 3
(
n+ 1
5
)
A22
(2)
+
1
3
(5n+ 7)
(
n+ 1
5
)(
A22
)2
. (6.14)
Repeating the same idea for i = 5, . . . , 10, we obtain all coefficients Aln, 2 ≤ l ≤ 10, in
terms of A22 :
A2n =
(
n+ 1
3
)
A22, (6.15a)
A3n =
(
n+ 1
4
)[
2A22
(1)
]
, (6.15b)
A4n =
(
n+ 1
5
)[
3A22
(2)
+
1
3
(5n+ 7)A22
2
]
, (6.15c)
A5n =
(
n+ 1
6
)[
4A22
(3)
+ 2(5n+ 7)A22A
2
2
(1)
]
, (6.15d)
A6n =
(
n+ 1
7
)[
5A22
(4)
+ (21n+ 29)A22A
2
2
(2)
+
5
2
(7n+ 10)A22
(1)2
+
1
9
(35n2 + 112n+ 93)A22
3
]
,
(6.15e)
A7n =
(
n+ 1
8
)[
6A22
(5)
+
4
3
(35n2 + 112n+ 93)A22
2
A22
(1)
+ 12(7n
+ 10)A22
(1)
A22
(2)
+
8
3
(14n+ 19)A22A
2
2
(3)
]
,
(6.15f)
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A8n =
(
n+ 1
9
)[
7A22
(6)
+ 20(3n+ 4)A22A
2
2
(4)
+
63
5
(9n+ 13)A22
(2)2
+
14(12n+ 17)A22
(1)
A22
(3)
+
1
15
(175n3 + 945n2 + 1769n+ 1143)A22
4
+
2
5
(315n2 + 996n+ 817)A22
2
A22
(2)
+ 2(105n2 + 339n
+ 284)A22A
2
2
(1)2
]
,
(6.15g)
A9n =
(
n+ 1
10
)[
8A22
(7) − 112
3
(
(5n+ 7)A22A
2
2
(1)
+ 2A22
(3)
)(
2A22
2
− A22(2)
)
(3n+ 13)− 280
9
(
(5n+ 7)A22
2
+ 9A22
(2)
)(
8A22A
2
2
(1)−
A22
(3)
)
(n+ 3) +
70
3
(
48A22
2
A22
(1) − 34A22(1)A22(2) − 20A22A22(3)
+ A22
(5)
)
(3n+ 5)A22 +
20
9
(
2
(
35n2 + 112n+ 93
)
A22
2
A22
(1)
+
18 (7n+ 10)A22
(1)
A22
(2)
+ 4 (14n+ 19)A22A
2
2
(3)
+ 9A22
(5)
)
(n
+ 15)A22 +
40
3
(
16A22
3 − 27A22(1)
2 − 40A22A22(2) + 3A22(4)
)
(5n
+ 11)A22
(1)
+
10
9
(
2
(
35n2 + 112n+ 93
)
A22
3
+ 45 (7n+ 10)A22
(1)2
+ 18 (21n+ 29)A22A
2
2
(2)
+ 90A22
(4)
)
(n+ 7)A22
(1)
+ 1440A22
(1)3
+ 6464A22A
2
2
(1)
A22
(2)
+ 1792A22
2
A22
(3) − 3248
3
A22
(2)
A22
(3)
− 720A22(1)A22(4) −
896
3
A22A
2
2
(5) − 2048A223A22(1)
]
,
(6.15h)
A10n =
(
n+ 1
11
)[
9A22
(8)
+
22
5
(
(5n+ 7)A22
2
+ 9A22
(2)
)(
8
(
2A22
2 − A22(2)
)
A22
− 27A22(1)
2 − 32A22A22(2) + 3A22(4)
)
(5n+ 13)− 154
(
(5n+ 7)A22A
2
2
(1)
+
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2A22
(3)
)(
8A22A
2
2
(1) − A22(3)
)
(2n+ 7)− 22
5
(
2
(
35n2 + 112n+ 93
)
A22
3
+ 45 (7n+ 10)A22
(1)2
+ 18 (21n+ 29)A22A
2
2
(2)
+ 90A22
(4)
)(
2A22
2 − A22(2)
)
(n
+ 5)− 11
3
(
4
(
16A22
3 − 27A22(1)
2 − 40A22A22(2) + 3A22(4)
)
A22 − 65
(
8A22A
2
2
(1)
− A22(3)
)
A22
(1) − 144
(
2A22
2 − A22(2)
)
A22
(2)
+ 165A22
(1)
A22
(3)
+ 100A22A
2
2
(4)
− 4A22(6)
)
(7n+ 11)A22 +
11
45
((
175n3 + 945n2 + 1769n+ 1143
)
A22
4
+ 30
(
105n2 + 339n+ 284
)
A22A
2
2
(1)2
+ 6
(
315n2 + 996n+ 817
)
A22
2
A22
(2)
+ 189 (9n+ 13)A22
(2)2
+ 210 (12n+ 17)A22
(1)
A22
(3)
+ 300 (3n+ 4)A22A
2
2
(4)
+ 105A22
(6)
)
(n+ 17)A22 +
33
2
(
2
(
35n2 + 112n+ 93
)
A22
2
A22
(1)
+ 18 (7n
+ 10)A22
(1)
A22
(2)
+ 4 (14n+ 19)A22A
2
2
(3)
+ 9A22
(5)
)
(n+ 8)A22
(1)
+
99
2
(
20
(
8A22A
2
2
(1) − A22(3)
)
A22 + 88
(
2A22
2 − A22(2)
)
A22
(1) − 150A22(1)A22(2)
− 120A22A22(3) + 7A22(5)
)
(n+ 2)A22
(1) − 1071
5
(
48A22
2
A22
(1) − 34A22(1)A22(2)
− 20A22A22(3) + A22(5)
)
A22
(1) − 1152
5
(
16A22
3 − 27A22(1)
2 − 40A22A22(2)
+ 3A22
(4)
)
A22
(2)
+ 1260
(
8A22A
2
2
(1) − A22(3)
)
A22
(3)
+
7056
5
(
2A22
2 − A22(2)
)
A22
(4)
− 4914
5
A22
(1)
A22
(5) − 2016
5
A22A
2
2
(6) − 9
40
A22
(
9216A22
2
A22
(2) − 128
(
16A22
3
− 27A22(1)
2 − 40A22A22(2) + 3A22(4)
)
A22 + 2080
(
8A22A
2
2
(1) − A22(3)
)
A22
(1)
− 4608A22(2)
2 − 5280A22(1)A22(3) − 3200A22A22(4) + 128A22(6)
)]
. (6.15i)
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In paper [52], they let Ωn, n ≥ 3, be the operator that corresponds to the linear iterative
equation of order n and they proved for n up to 6 that its expression is given by
Ωn(yk) =
(
n−1∏
j=0
(k − j)
)
· u2n−(1+k)vk−n
[(v
u
)′]n
= 0, (6.16)
for 0 ≤ k ≤ n− 1.Now that we have obtained the expressions of the Ajn’s, 1 ≤ j ≤ 10,
the proof of (6.16) for n ≤ 10 becomes straightforward but lengthy. Below is the proof
for n = 7 and 10.
Proof 6.2.2. Let us consider the 7th order iterative equation
y(7) + A27y
(5) + A37y
(4) + A47y
(3) + A57y
(2) + A67y
(1) + A77y =0 (6.17)
and let
(Ω7) (yk) =
(
D(7) + A27D
(5) + A37D
(4) + A47D
(3) + A57D
(2) + A67Y
(1)
+ A77
)
(yk),
(6.18)
where D denotes the differentiation operator d/dx and yk = u
6−kvk. The expansion
of (6.18) leads to an expression that involves higher derivatives of u and v. So, we
must eliminate the dependency among higher derivatives by expressing them in terms of
u, v, u′ and v′. Using equation (6.6) we get
γ(2) =− A22γ, (6.19a)
γ(3) =− A22(1)γ − A22γ(1), (6.19b)
γ(4) =− 2A22(1)γ(1) + (A222 − A22(2)γ, (6.19c)
γ(5) =
(
A22
2 − 3A22(2)
)
γ(1) +
(
4A22A
2
2
(1) − A22(3)
)
γ, (6.19d)
γ(6) =
(
6A22A
2
2
(1) − 4A22(3)
)
γ(1) +
(
7A22A
2
2
(2)
+ 4A22
(1)2 − A22(4) + A223
)
γ, (6.19e)
γ(7) =
(
10A22
(2)
+ 13A22A
2
2
(2) − A22(4) + A223
)
γ(1) +
(
3A22
2
A22
(1)
+ 11A22A
2
2
(3)
+ 15A22
(1)
A22
(2) − A225
)
γ,
(6.19f)
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for γ = u, v. Using in (6.18) the results (6.15), for n = 7, and (6.19) we get after
simplification
(Ω7) (yk) =(k
7 − 21k6 + 175k5 − 735k4 + 1624k3 − 1764k2 + 720k)×(
u−k+6vk−7v(1)
7 − u−k−1vku(1)7 − 7u−k+5vk−6u(1)v(1)6+
21u−k+4vk−5u(1)
2
v(1)
5 − 35u−k+3vk−4u(1)3v(1)4 + 35u−k+2vk−3
u(1)
4
v(1)
3 − 21u−k+1vk−2u(1)5v(1)2 + 7u−kvk−1u(1)6v(1)
) (6.20)
which can be written in the form
Ω7(yk) =
(
6∏
j=0
(k − j)
)
· u13−kvk−7
[(v
u
)′]7
, for 0 ≤ k ≤ 6. (6.21)
We have verified that (6.16) is also true for n = 8, 9 and 10. Below is the verification
for degree n = 10.
Proof 6.2.3. Consider the tenth-order linear iterative equation
y(10) + A210 y
(8) + A310 y
(7) + A410 y
(6) + A510 y
(5) + A610 y
(4) + A710 y
(3)
+ A810 y
(2) + A910 y
(1) + A1010 y = 0.
(6.22)
Let
Ω10 =D
(10) + A210 D
(8) + A310 D
(7) + A410 D
(6) + A510 D
(5) + A610 D
(4)
+ A710 D
(3) + A810 D
(2) + A910 D
(1) + A1010 D
(6.23)
and let
yk = u
9−kvk.
We have
Ω10(yk) =(D
(10) + A210 D
(8) + A310 D
(7) + A410 D
(6) + A510 D
(5) + A610 D
(4)+
A710 D
(3) + A810 D
(2) + A910 D
(1) + A1010 D)(u
9−kvk)
=
10∑
l=0
(
10
l
)
(u9−k)(l)(vk)(10−l) + A210
8∑
l=0
(
8
l
)
(u9−k)(l)(vk)(8−l)
+ · · ·+ A1010u9−kvk.
(6.24)
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Firstly, we expand (6.24) and we substitute higher derivatives of u, v by their expressions
in terms of u′, v′ using (6.19) and
γ(8) =−
(
12A22
2
A22
′ − 24A22A22(3) − 48A22′A22(2) + 6A22(5)
)
γ(1)
−
(
22A22
2
A22
(2)
+ 28A22A
2
2
′2 − 16A22A22(4) + A224 − 26A22′A22(3)
− 15A22′′
2
+ A22
(6)
)
γ,
(6.25a)
γ(9) =−
(
10A22A
2
2
(2)
+ 34A22
2
A22
(2) − 36A22A22(4) + A224 + 42A22A22′2
− 98A22′A22(3) − 63A22(2)
2
+ 7A22
(6)
)
γ(1) −
(
10A22
3
A22
′
+ 46A22
2
A22
(3)
+ 146A22A
2
2
′
A22
(2) − A226 + 28A22′
3 − 42A22′A22(4) − 56A22(2)A22(3)
− 21A22A22(5) + A22(7)
)
γ,
(6.25b)
γ(10) =−
(
80A22
2
A22
(3) − 4A223A22′ + 320A22A22′A22(2) − 62A22A22(5)
+ 80A22
′
A22
(2) − 148A22′A22(4) − 280A22(2)A22(3) + 8A22(7)
)
γ′
−
(
6A22
3
A22
(2) − 44A222A22′2 + 86A222A22(4) − A225 + 338A22A22′A22(3)
+ 211A22A
2
2
′′2 − 29A22A22(6) + 232A22′
2
A22
(2) − 8A22(1)A225
− 98A22(2)A22(4) − 56A22(3)
2 − 56A22′A22(5) + A22(8)
)
γ
(6.25c)
for γ = u, v. Secondly, we replace the Ai10’s, for 1 < i < 11, in the resulting equation
by their expressions given by (6.15) for n = 10. Here, the computation becomes lengthy
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but thanks to Mathematica, the expansion and the simplification lead to
(Ω10) (yk) =(k
10 − 45k9 + 870k8 − 9450k7 + 63273k6 − 269325k5
+ 723680k4 − 1172700k3 + 1026576k2 − 362880k)u19−kvk−10
[
(v′)10
u10
− 10 v (u
′) (v′)9
u11
+
45 v2 (u′)2 (v′)8
u12
− 120 v
3 (u′)3 (v′)7
u13
+
210 v4 (u′)4 (v′)6
u14
− 252 v
5 (u′)5 (v′)5
u15
+
210 v6 (u′)6 (v′)4
u16
−
120 v7 (u′)7 (v′)3
u17
+
45 v8 (u′)8 (v′)2
u18
− 10 v
9 (u′)9 (v′)
u19
+
v10 (u′)10
u20
]
(6.26a)
=(k10 − 45k9 + 870k8 − 9450k7 + 63273k6 − 269325k5+
723680k4 − 1172700k3 + 1026576k2 − 362880k)[
u9−kvk−10v′10 − 10u8−kvk−9u′v′9 + 45u7−kvk−8u′2v′8−
120u6−kvk−7u′3v′7 + 210u5−kvk−6u′4v′6 − 252u4−kvk−5u′5v′5
+ u3−kvk−4u′6v′4 − 120u2−kvk−3u′7v′3 + 45u1−kvk−2u′8v′2
− 10u−k vk−1u′9v′ + u−1−kvku′10
]
(6.26b)
=
(
9∏
j=0
(k − j)
)
· u19−kvk−10
[(v
u
)′]10
, for 0 ≤ k ≤ 9. (6.26c)
It worthwhile to mention that the validity of (6.16) for an arbitrary n is unknown.
6.2.4 Symmetry Generators
In this section, we are interested in expressing symmetry generators in terms of the
parameter r, and for r as large as possible. In [52] we showed that this reduces to finding
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solutions of the second-order source equation in terms of the parameter r. Recall that
A22 =
r′2 − 2 r r′′
4 r2
(6.27a)
provided that
q =
(1− n)
2
r′. (6.27b)
Recall that n linearly independent solutions of (2.64) are given by (6.5). Therefore, the
symmetry algebra of Eq. (2.64) is spanned by
X0 = y∂y, (6.28a)
X1 = u
2∂x + (n− 1)uu′y∂y, (6.28b)
X2 = uv∂x +
n− 1
2
(uv)′y∂y, (6.28c)
X3 = v
2∂x + (n− 1)vv′y∂y, (6.28d)
Xk = u
n−1−kvk∂y, 4 ≤ k ≤ n+ 3. (6.28e)
Firstly, we express u and v in terms of r. Considering (6.28), this results to solving
(6.27) for r. Note also that in virtue of (6.28), we only need to express solutions of
(6.6) as functions of r. This approach leads to the results summarized in Table 6.1.
Table 6.1 For given values of r
r u, v X1, X2, X3, Xk, 4 ≤ k ≤ n+ 3
y ∂y, ∂x, x ∂x +
n−1
2
y∂y,
c u = 1, v = x x2∂x + (n− 1)x y ∂y,
xk ∂y
y∂y, r∂x − qy∂y, r ln r∂x − (1 + ln r)qy∂y,
c1x+ c2 u = r
1
2 , v = r
1
2 ln r r ln2 r∂x −
(
ln2 r + 2 ln r
)
qy∂y,
r
n−1
2 lnk r∂y
y∂y, r∂x − qy∂y, r 1m∂x − 2m(n−1)r
1−m
m qy∂y
(c1x+ c2)
m u = r
1
2 , v = r
2−m
2m r
2−m
m ∂x −
(
2−m
m
)
r
2−2m
m qy∂y,
r
k
m
+n−1−2k
2 ∂y
y∂y, r∂x − qy∂y, ∂x,
emx u = r
1
2 , v = r−
1
2
1
r
∂x +
(
q
r2
)
y∂y,
r
n−1−2k
2 ∂y
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Secondly, we record values for A22. For various values of A
2
2 we solve the source equa-
tion. We restrict ourselves to values of A22 that have not been previously considered by
a choice of r. Our findings using the second approach are summarized in Table 6.2.
Table 6.2 For given values of A22
A22 u, v X1, X2, X3, Xk, 4 ≤ k ≤ n+ 3
y∂y, ∂x, x∂x +
n−1
2
y∂y,
c u = cos(
√
cx), x2∂x + (n− 1)xy∂y,
v = sin(
√
cx) xk∂y
r∂x − qy∂y, r ln r∂x − (1 + ln r)qy∂y,
αxm u =
√
xJ 1
m+2
(
2x
m
2 +1
m+2
√
α
)
, y∂y, r ln
2 r∂x −
(
ln2 r + 2 ln r
)
qy∂y,
v =
√
xY 1
m+2
(
2x
m
2 +1
m+2
√
α
)
r
n−1
2 lnk r∂y
r∂x − qy∂y, r 1m∂x − 2m(n−1)r
1−m
m qy∂y
(c1x+ c2)
m u = r
1
2 , v = r
2−m
2m y∂y, r
2−m
m ∂x −
(
2−m
m
)
r
2−2m
m qy∂y,
r
k
m
+n−1−2k
2 ∂y
y∂y, r∂x − qy∂y, ∂x,
ebx J
(
2
b
√
ebx
)
, Y
(
2
b
√
ebx
)
1
r
∂x +
(
q
r2
)
y∂y,
r
n−1−2k
2 ∂y
6.3 Transformation Properties
Consider the equation
Lny ≡ K0n y(n) +K1n y(n−1) +K2n y(n−2) + · · ·+Kn−1n y(1) +Knn y = 0, (6.29)
where r y(1) + q y ≡ L(y) is the original source equation.
We assume that
Z0n t
(n) + Z1n t
(n−1) + Z2n t
(n−2) + · · ·+ Zn−1n t(1) + Znn t = 0 (6.30)
is the transformed equation obtained from Eq.(6.29) by the equivalence transformations
x =f(z), (6.31a)
y =g(z)t, (6.31b)
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for some functions f and g. It is known that under an equivalence transformation, the
symmetry algebras of equivalent equations are isomorphic which means that (6.30) is an
iterative equation with source equation
M(t) = R(z)t(1) +Q(z)t. (6.32)
That is
Mn(t) ≡ Z0n t(n) + Z1n t(n−1) + Z2n t(n−2) + · · ·+ Zn−1n t(1) + Znn t = 0. (6.33)
It has been proved that if the linear iterative equation is in its normal reduced form the
parameter, r, of the source equation and the parameter, R, of the transformed equation
are such that
R(1)
2 − 2RR(2)
R2
=
1
f (1)
2
[(
r(1)(f)
)2 − 2r(f)r(2)(f)
r(f)2
f (1)
4 − 3f (2)2 + 2f (1)f (3)
]
,
(6.34)
where f = f(z)[52]. Note that if the equation is in its normal form the computations
become easier since we are looking only at how the parameter r is changing. We aim
to establish a similar relationship for linear iterative equation in its standard form and to
retrieve (6.34) using the well-known group of transformations,
x = f(z), y = λ
[
f (1)(z)
]n−1
2 t, (6.35)
of the general linear equation in normal reduced form (see [54, 55]). Firstly, we use M
to iterate n times. Secondly, we use L to iterate and we then transform the resulting
equation using (6.31). Finally, we use the fact that Kjm, Z
p
n, f and g are independent
of t and t′ to get the relationship that we are looking for.
Case n = 2
By definition
L(2)y ≡ K02 y(2) +K12 y(1) +K22 y. (6.36)
From (6.31) we have
y(1) =
g(1)
f (1)
t+
g
f (1)
t(1) (6.37)
and
y(2) =
1
f (1)
3
[
f (1)g t(2) + (2f (1)g(1) − f (2)g) t(1) + (f (1)g(2) − f (2)g(1)) t] .(6.38)
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According to (6.37) and (6.38), one can rewrite (6.36) as follows
L(2)y =K02
g
f (1)
2 t
(2) +
(
2f (1)g(1) − f (2)g
f (1)
3 K
0
2 +K
1
2
g
f (1)
)
t(1)
+
(
f (1)g(2) − f (2)g(1)
f (1)
3 K
0
2 +K
1
2
g(1)
f (1)
+K22g
)
t.
(6.39)
Setting n = 2 in (6.30) we get
Z02 t
(2) + Z12 t
(1) + Z22 t = 0. (6.40)
The substitution of Z02 t
(2) = −Z12 t(1) − Z22 t into (6.39) leads to(
−K02Z12
g
f (1)
2 +K
0
2Z
0
2
(2f (1)g(1) − f (2)g)
f (1)
3 +K
1
2Z
0
2
g
f (1)
)
t(1)+(
−K02Z22
g
f (1)
2 +K
0
2Z
0
2
(f (1)g(2) − f (2)g(1))
f (1)
3 +K
1
2Z
0
2
g(1)
f (1)
+K22Z
0
2g
)
t = 0.
(6.41)
We can equate the coefficients of t and t(1) to zero to yield
Z12 = f (1)K12 +
2f (1)g(1) − f (2)g
f (1)g
, (6.42a)
Z22 = f (1)
2K22 +
f (1)g(1)
g
K12 +
f (1)g(2) − f (2)g(1)
f (1)g
, (6.42b)
where
Kjn =
Kjn
K0n
, (6.43a)
Zjn =
Zjn
Z0n
. (6.43b)
Case n = 3
By definition,
L(3)y = K03y
(3) +K13y
(2) +K23y
(1) +K33y = 0. (6.44)
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From (6.38) we have
y(3) =
(
g
f (1)
3
)
t(3) −
(
3f (2)g
f ′4
− 3g
(1)
f (1)
3
)
t(2) −
(6f (2)g(1)
f (1)
4 −
3f (2)
2
g
f (1)
5 −
3g(2)
f (1)
3
+
f (3)g
f (1)
4
)
t(1) −
(
3f (2)g(2)
f (1)
4 −
3f (2)
2
g(1)
f (1)
5 −
g(3)
f (1)
3 +
f (3)g(1)
f (1)
4
)
t.
(6.45)
We substitute (6.38) and (6.45) in (6.44) and we replace Z03 t
(3) by −(Z13 t(2) +Z23 t(1) +
Z33 t). Then, letting all the coefficients t, t
(1) and t(2) equal to zero in the resulting
equation leads to the following:
Z13 =f (1)K13 −
3f (2)
f (1)
+
3g(1)
g
, (6.46a)
Z23 =f (1)
2K23 +
(
2f (1)g(1) − f (2)g
g
)
K13 −
6f (2)g(1)
f (1)g
+
3f (2)
2
f (1)
2 +
3g(2)
g
− f
(3)
f (1)
,
(6.46b)
Z33 =f (1)
3K33 +
f (1)
2
g(1)
g
K23 +
(
f (1)g(2) − f (2)g(1)
g
)
K13 −
3f (2)g(2)
f (1)g
+
3f (2)
2
g(1)
f (1)
2
g
+
g(3)
g
− f
(3)g(1)
f (1)g
.
(6.46c)
Case n = 4
By definition the expressions of L4y and M4t are given by
K04 y
(4) +K14 y
(3) +K24 y
(2) +K34 y
(1) +K44 y = 0, (6.47)
Z04 t
(4) + Z14 t
(3) + Z24 t
(2) + Z34 t
(1) + Z44 t = 0, (6.48)
respectively. Using the same idea we get
Z14 =f (1)K14 +
4g(1)
g
− 6f
(2)
f (1)
, (6.49a)
Z24 =f (1)
2K24 +
(
3f (1)g(1)
g
− 3f (2)
)
K14 +
6g(2)
g
− 18f
(2)g(1)
f (1)g
− 4f
(3)
f (1)
+
15f (2)
2
f (1)
2 ,
(6.49b)
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Z34 =f (1)
3K34 +
(
2f (1)
2
g(1)
g
− f (2)f (1)
)
K24 +
(
− 6f
(2)g(1)
g
+
3f (2)
2
f (1)
+
3f (1)g(2)
g
− f (3)
)
K14 −
8f (3)g(1)
f (1)g
− 18f
(2)g(2)
f (1)g
+
30f (2)
2
g(1)
f (1)
2
g
+
10f (3)f (2)
f (1)
2 −
15f (2)
3
f (1)
3 +
4g(3)
g
− f
(4)
f (1)
,
(6.49c)
Z44 =f (1)
4K44 +
f (1)
3
g(1)
g
K34 +
(
f (1)
2
g(2)
g
− f
(2)f (1)g(1)
g
)
K24+(
f (1)g(3)
g
− 3f
(2)g(2)
g
+
3f (2)
2
g(1)
f (1)g
− f
(3)g(1)
g
)
K14 +
g(4)
g
− 6f
(2)g(3)
f (1)g
− f
(4)g(1)
f (1)g
− 4f
(3)g(2)
f (1)g
+
10f (3)f (2)g(1)
f (1)
2
g
+
15f (2)
2
g(2)
f (1)
2
g
− 15f
(2)3g(1)
f (1)
3
g
.
(6.49d)
Case n = 5
A straightforward but tedious computations for n = 5 lead to
Z15 =f (1)K15 +
5g(1)
g
− 10f
(2)
f (1)
, (6.50a)
Z25 =f (1)
2K25 +
(
4f (1)g(1)
g
− 6f (2)
)
K15 +
10g(2)
g
− 40f
(2)g(1)
f (1)g
− 10f
(3)
f (1)
+
45f (2)
2
f (1)
2 ,
(6.50b)
Z35 =f (1)
3K35 +
(
3f (1)
2
g(1)
g
− 3f (2)f (1)
)
K25 +
(
− 18f
(2)g(1)
g
+
15f (2)
2
f (1)
+
6f (1)g(2)
g
− 4f (3)
)
K15 −
30f (3)g(1)
f (1)g
− 60f
(2)g(2)
f (1)g
+
135f (2)
2
g(1)
f (1)
2
g
+
60f (3)f (2)
f (1)
2 −
105f (2)
3
f (1)
3 +
10g(3)
g
− 5f
(4)
f (1)
,
(6.50c)
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Z45 =f (1)
4K45 +
(
2f (1)
3
g(1)
g
− f (1)2f (2)
)
K35 +
(
3f (2)
2
+
3f (1)
2
g(2)
g
− 6f
(2)f (1)g(1)
g
− f (1)f (3)
)
K25 +
(
− f (4) + 10f
(2)f (3)
f (1)
− 15f
(2)3
f (1)
2
+
4f (1)g(3)
g
− 8f
(3)g(1)
g
− 18f
(2)g(2)
g
+
30f (2)
2
g(1)
f (1)g
)
K15 +
5g(4)
g
− f
(5)
f (1)
+
15f (2)f (4)
f (1)
2 −
10f (4)g(1)
f (1)g
+
10f (3)
2
f (1)
2 −
105f (3)f (2)
2
f (1)
3 +
105f (2)
4
f (1)
4 −
210f (2)
3
g(1)
f (1)
3
g
− 40f
(2)g(3)
f (1)g
− 30f
(3)g(2)
f (1)g
+
120f (3)f (2)g(1)
f (1)
2
g
+
135f (2)
2
g(2)
f (1)
2
g
,
(6.50d)
Z55 =f (1)
5K55 +
f (1)
4
g(1)
g
K45 +
(
f (1)
3
g(2)
g
− f
(1)2f (2)g(1)
g
)
K35+(
f (1)
2
g(3)
g
− f
(1)f (3)g(1)
g
− 3f
(1)f (2)g(2)
g
+
3f (2)
2
g(1)
g
)
K25+(
f (1)g(4)
g
− f
(4)g(1)
g
− 6f
(1)f (2)g(3)
g
− 4f
(3)g(2)
g
+
10f (2)f (3)g(1)
f (1)g
+
15f (2)g(2)
f (1)g
− 15f
(2)3g(1)
f (1)
2
g
)
K15 +
g(5)
g
− f
(5)g(1)
f (1)g
− 10f
(2)g(4)
f (1)g
− 5f
(4)g(2)
f (1)g
− 105f
(2)3g(2)
f (1)
3
g
+
105f (2)
4
g(1)
f (1)
4
g
− 10f
(3)g(3)
f (1)g
+
15f (2)f (3)g(1)
f (1)
2
g
10f (3)
2
g(1)
f (1)
2
g
+
45f (2)
2
g(3)
f (1)
2
g
+
60f (2)f (3)g(2)
f (1)
2
− 105f
(2)2f (3)
f (1)
3
g
.
(6.50e)
As said earlier, it has to be noted that for equations in normal form Eq. (2.64), expressing
Ain for 2 ≤ i ≤ n in terms of A22 and its derivatives is always possible for 2 ≤ i ≤ n.
Therefore, it suffices to make use of the coefficients A22 and B
2
2 . Such relationship
between parameters of two given equivalent equations in their standard form is not
known. However, we have found the relationship for equations of order n = 2, 3, 4 and
n = 5.
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For the sake of clarification, let us consider the equation of second-order in its standard
form and use the above results.
Example 1. For n = 2, the transformation Eq. (6.35) implies that g = λ
√
f ′. Therefore,
expression Eq. (6.42) becomes
Z12 = f (1)K12 (6.51)
Z22 = f (1)
2K22 +
1
2
f (2)K12 −
1
f (1)
2
(
3
4
f (2)
2 − 1
2
f (1)f (3)
)
. (6.52)
By letting K12 = 0 (taking into consideration the notations Ajn = Kjn|K1n=0 and Bjn =
Zjn|Z1n=0) we get Z12 = 0, as expected, and
B22 =
1
f (1)
2
(
A22f
(1)4 − 3
4
f (2)
2
+
1
2
f (1)f (3)
)
. (6.53)
Recall that
B22 =
R(1)
2 − 2RR(2)
4R2
, (6.54)
A22 =
r(1)
2 − 2rr(1)
4r2
. (6.55)
Then, from Eq. (6.53) we get the relation
R′2 − 2RR′′
R2
=
1
f ′2
[
r′(f)2 − 2r(f)r′′(f)
r(f)2
f ′4 − 3f ′′2 + 2f ′f ′′′
]
(6.56)
obtained in [52] using the reduced form.
6.4 Concluding Remarks
Fazal and Leach partially characterized iterative equations by expressing the Akn, 3 ≤
k ≤ 8, in terms of A2n. We have proved that these equations can be further expressed
in terms of A22. Therefore, we made a contribution which consists of prolonging the
characterization by expressing the Akn’s as functions of A
2
2 for 3 ≤ k ≤ 10. For instance,
using our result (6.15), we obtain a list of normal forms of iterative equations of order
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starting from 3 to 10 in which coefficients are constant:
y(2) + A22y = 0,
y(3) + 4A22y
(1) = 0,
y(4) + 10A22y
(2) + 9
(
A22
)2
y = 0,
y(5) + 20A22y
(3) + 64
(
A22
)2
y(1) = 0,
y(6) + 35A22y
(4) + 259
(
A22
)2
y(2) + 225
(
A22
)3
y = 0,
y(7) + 56A22y
(5) + 784
(
A22
)2
y(3) + 2304
(
A22
)3
y(1) = 0,
y(8) + +84A22y
(6) + 1974
(
A22
)2
y(4) + 12916
(
A22
)3
y(2) + 11025
(
A22
)4
y = 0,
y(9) + 120A22y
(7) + 4368
(
A22
)2
y(5) + 52480
(
A22
)3
y(3)
+ 147456
(
A22
)4
y(1) = 0,
y(10) + 165A22y
(8) + 8778
(
A22
)2
y(6) + 172810
(
A22
)3
y(4) + 1057221
(
A22
)4
y(2)
+ 893025
(
A22
)5
y = 0.
This extension further allowed us to prove the validity of formula (6.16), i.e.,
Ωn(yk) =
(
n−1∏
j=0
(k − j)
)
· u2n−(1+k)vk−n
[(v
u
)′]n
= 0,
0 ≤ k ≤ n − 1, for n up to 10. Besides, it is interesting to note that this relation is
another way of characterizing iterative equations by their coefficients without using the
symmetry approach.
Chapter 7
Conclusion
In this thesis, a special emphasis was placed on difference equations and a symmetry
approach for solving these difference equations was considered. We have utilized the
symmetry analysis to investigate difference equations and their infinitesimal properties
in much the same way as differential equations.
In chapter three, we studied two non-autonomous partial difference equations, viz, the
discrete Liouville and the discrete Sine-Gordon equations. Using first principles, we got in
each case two non-trivial and one trivial conservation laws. These conservation laws were
used to construct characteristics of these equations. One of the roles of characteristics is
to identify equivalent conservation laws. They can also be constructed via homotopy [45].
It is important to mention that a compatible discretization of continuous characteristics
can preserve a number of conservation laws. Lastly, in this chapter we found some
symmetries and we showed that some of these conservation laws and symmetries are
associated.
In chapters four and five, we turned our attention to ordinary difference equations. In
chapter four, we calculated the symmetry generators of some second-order ordinary dif-
ference equations. We then constructed their first integrals using the method developed
by Hydon. We showed in some cases that the reduction (using symmetry) of the equa-
tion and the first integral are the same, and the implication of this is that the first
integral is invariant under the corresponding symmetry. This association between first
integrals and symmetries has initiated a second reduction of the reduced equations, we
call it double reduction. A similar work has been done in chapter five with the discrete
versions of the painleve equations but here knowledge of the symmetries was sufficient
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for the obtention of exact solutions. We observed that the theory of double reduction
works perfectly for ordinary difference equations but more work has to be done to extend
the theory to partial difference equations.
In the sixth chapter, we expressed the Lie generator in terms of the parameters r and q.
We showed that for n = 1, . . . , 10, the linear operator that corresponds to the iterative
equation satisfies Eq. (6.16). All Ajn, 2 ≤ j ≤ 10, expressed in terms of A22 and a list
of linear iterative equations in normal form of order up to 10 were given. Parameters of
the transformed linear iterative equations (in standard form) of order n = 2, 3, 4 and 5
were also obtained.
References
[1] E. Noether, Nachr. Konig. Gesell. Wiss. Gott. Math.-Phys. Kl. 2, 235 (1918)
[English transl., Transport Theory Stat. Phys. 1, 186207 (1971)].
[2] G. W. Bluman and S. Kumei, Symmetries and Differential Equations, Springer,
New York (1989).
[3] P. J. Olver, Applications of Lie Groups to Differential Equations, Second Edi-
tion, Springer, New York (1993).
[4] H. Stephani, Differential Equations - Their solutions using symmetries, Cam-
bridge University Press, Cambridge (1989).
[5] G. W. Bluman, A. F. Cheviakov and S. C. Anco, Applications of Symmetry
Methods to Partial Differential Equations, Applied Mathematical Sciences Vol.
168, Springer, New York (2010).
[6] A. H. Kara and F. M. Mahomed, Relationship between symmetries and conser-
vation laws, Int. J. Theoretical Physics, 39(1) (2000), 23-40.
[7] A. H. Kara and F. M. Mahomed, A basis of conservation laws for partial differ-
ential equations, J. Nonlinear Math. Phys., 9 (2002), 60-72.
[8] W. Sarlet and F. Cantrijn, Generalization of Noether’s theorem in classical
mechanics, SIAM Review, 23 (1981), 467.
[9] Anjan Biswas, P. Masemola, R. Morris, and A.H. Kara, On the invariances,
conservation laws, and conserved quantities of the damped-driven nonlinear
Schro¨dinger equation, Can. J. Phys., 90 (2012) 199-206.
[10] R. Morris, A. H. Kara, A. Chowdhury and A. Biswas, Soliton Solutions, Conser-
vation Laws, and Reductions of Certain Classes of Non-linear Wave Equations,
Z. Naturforsch. 67a (2012), 613-620.
91
REFERENCES Page 92
[11] P. E. Hydon, Symmetries and first integrals of ordinary difference equations,
Proc. Roy. Soc. Lond. A 456 (2000), 2835-2855.
[12] O. G. Rasin and P. Hydon, Conservation laws of discrete Korteweg-de Vries
equation, SIGMA 1 (2005), 1-6.
[13] D. Levi, L. Vinet and P. Winternitz, Lie group formalism for difference equa-
tions, J. Phys. A: Math. Gen. 30 (1997) 633-649.
[14] D. Levi and P. Winternitz, Symmetries of discrete dynamical systems, J. Math.
Phys. 37, 5551-5576 (1996)
[15] G. R. W. Quispel and R. Sahadevan, Lie symmetries and the integration of
difference equations, Physics Letters A, 184 (1993) 64-70.
[16] R.P. Agarwal, A.M.A. El-Sayed, S.M. Salman, Fractional-order Chuas system:
discretization, bifurcation and chaos, Adv. Diff. Equ. 2013, 320 (2013)
[17] G.C. Wu, D. Baleanu, Discrete fractional logistic map and its chaos, Nonlinear
Dynamics 75, 283-287 (2014)
[18] G.C. Wu, D. Baleanu, Discrete chaos in fractional delayed logstic maps, Non-
linear Dynamics, (2014) DOI 10.1007/s11071-11014-11250-11073.
[19] G.C. Wu, D. Baleanu, Chaos synchronization of the discrete fractional logistic
map, Signal Processing 102, 96-99 (2014)
[20] G.C. Wu, D. Baleanu, S. D. Zeng, Discrete chaos in fractional sine and standard
maps, Phys Lett A 378 484-487 (2014)
[21] P. Tempesta, Integrable maps from Galois differential algebras, Borel transforms
and number sequences, arXiv:1304.7446 [math.DS] (2013).
[22] S. Maeda. Canonical structure and symmetries for discrete systems, Math.
Japonica, 25 (1980) 405-420.
[23] S. Maeda. The similarity method for difference equations, IMA J. Appl. Math.
38 (1987), 129-134.
[24] D. Levi and P.Winternitz. Continuous symmetries of discrete equations, Phys.
Lett. A, 1991 335.
[25] G. Quispel, H. Capel and R. Sahadevan, Continuous symmetries of differential-
difference equations: The Kac-van Moerbeke equation and Painleve reduction,
Phys. Lett. A, 170 (1992) 383.
REFERENCES Page 93
[26] G. Quispel and R. Sahadeva, Lie symmetries and the integration of difference
equations, Phys. Lett. A, 184 (1993) pp. 64-70.
[27] F.M. Mahomed and P.G. Leach, Symmetry Lie Algebra of nth Order Ordinary
Differential Equations. J. Math. Anal. Appl. 151, 80-107 (1990).
[28] P. Olver. Applications of Lie Groups to Differential Equations. Springer, New
York (1986).
[29] http://www2.econ.iastate.edu/classes/econ500/hallam/documents/ Implicit-
Function.pdf .
[30] P. E. Hydon. Conservation laws of partial difference equations with two inde-
pendent variables, J. Phys. A: Math. Gen. 34, 10 347-10 355 (2001)
[31] S. Lie, Vorlesungen uber continuierliche Gruppen mit geometrischen und an-
deren Anwendungen, Bearbeitet und herausgegeben von Dr. G. Scheffers, Teub-
ner, Leipzig, 1893, Chap. 12 p. 298, Satz 3.
[32] E. Laguerre. Sur quelques invariants des e´quations diffe´rentielles line´aires. C.R.
Acad. Sci. Paris 88 (1879), 224-227.
[33] E. Laguerre. Sur les equations differentielles lineares du troisieme ordre, C.R.
Acad. Sci. Paris, 88,1879, p116-119.
[34] S. Lie. Theorie der Transformationsgruppen,dritter Abschnitt, Unter Mitwirkung
von Pr. Dr F. Engel, Teuber, Leipzig, 1893, p. 7-11.
[35] J. Krause and L. Michel. Equations diffe´rentielles line´aires d’ordre n > 2 ayant
une alge´bre de Lie de syme´trie de dimension n+4 . C.R. Acad. Sci. 307 (1988),
905-910.
[36] J.C Ndogmo and F.M. Mahomed, On certain properties of linear iterative equa-
tions,Cent. Eur. J. Math. 12(4), 648-657 (2014).
[37] P. E. Hydon and E. Mansfield, A variational complex for difference equations,
Found. Comp. Math., 4 (2004) 187-217.
[38] S. Tremblay, B. Grammaticos, A. Ramani. Integrable lattice equations and their
growth properties, Physics letter A , 319-324 (2001)
[39] R. Hirota. Nonlinear partial difference equations. III. Discrete Sine-Gordon equa-
tion, J. Phys. Soc. Jpn. 43 , 2079-2086 (1977)
[40] A. Bobenko, M. Bordemann, C. Gunn, U. Pinkall. On two integrable cellular
automata, Commun. Math. Phys. 158 , 127-134 (1993)
REFERENCES Page 94
[41] M. Folly-Gbetoula and A.H. Kara, Symmetries, conservation laws, and integra-
bility of difference equations, Advances in Difference Equations, 2014, 2014.
[42] S. C. Anco, G. Bluman. Direct construction method for conservation laws of
partial differential equations. I. Examples of conservation law classifications,
Eur. J. Appl. Math. 13 , 545-566 (2002)
[43] S. C. Anco, G. Bluman. Direct construction method for conservation laws of
partial differential equations. II. General treatment, Eur. J. Appl. Math. 13,
567-585 (2002)
[44] A. H. Kara. A Symmetry invariance analysis of the multipliers & Conserva-
tion laws of the Jaulent−Miodek and some families of systems of KdV type
equations, Journal of Nonlinear Mathematical Physics, vol. 16, Suppl. ,
[45] T. J. Grant, P. E. Hydon. Characteristics of conservation laws for difference
equations, Found. Comp. Math. 13 , 667-692 (2013)
[46] V. Papageorgiou, B. Grammaticos, A. Ramani, Integrable lattices and conver-
gence acceleration algorithms, Phys. Lett A 179, 111-115 (1993).
[47] L. Peng, Relationship between symmetries and conservation laws for diffence
equation, 2014, http://arxiv.org/pdf/1403.5842.pdf
[48] M. Folly-Gbetoula, L. Ndlovu, A.H. Kara and A. Love, ‘Symmetries,
Associated First Integrals, and Double Reduction of Difference Equa-
tions, Abstract and Applied Analysis, 2014, Article ID 490165, 6 pages,
http://dx.doi.org/10.1155/2014/490165R.
[49] A. Ramani, Discrete Versions of the Painleve´ Equations, Physical letter,
14,1991.
[50] S. Lie. Klassification und Integration von gewohnlichen Diffeerentialgleichungen
zwischen x; y; die eine Gruppe von Transformationen gestetten. I. Math. Ann.
22 (1888), 213-253.
[51] F. M. Mahomed. Symmetry group classification of ordinary diffe´rential equa-
tions: Survey of some results. Math. Meth. Appl. Sci. 20 (2007), 1995-2012.
[52] M. Folly-Gbetoula and A. H. Kara. Symmetry and Transformation Properties
of Iterative Ordinary Differential Equations. J. Math. Anal. Appl. 415 (2014)
135-147.
[53] M. Folly-Gbetoula and A. H. Kara, Symmetry Lie algebras and properties of
linear ordinary differential equations with maximal dimension,Int. J. Mod. Phys.
Conf. Ser. 38,1560074 (2015).
REFERENCES Page 95
[54] F. Neuman, Gbobal theory of ordinary linear homogeneous differential equations
in real domain-II Aequationes Mathematicae 34, 1-22 (1987).
[55] F. Neuman, Gbobal theory of ordinary linear homogeneous differential equations
in real domain-I Aequationes Mathematicae 33, 123-149 (1987).
[56] M. Folly-Gbetoula and A. H. Kara, Symmetry reductions of discrete Painle´ve´
equations, Submitted
[57] S. Lie, Theorie der Transformationsgruppen, Mathematishe Annalen, 16, 1880.
[58] S. Lie, Lectures on Differential Equations with Known Infinitesimal Transfor-
mations, Teubner: Leipzip, 1891.
[59] P.J. O’Hara, R. Osteen and R.S. Rodriguez. A method of solving yk−f(x)y =
0, Internat. J. Math. Math. Sci. 15(1), 183-188 (1992).
[60] R. Hirota. Nonlinear partial difference equations. III. Discrete sine-Gordon equa-
tion, J. Phys. Soc. Jpn. 43 (1977), 2079-2086.
[61] A.H. Kara and N. Wilson. Equivalent Lagrangians: Generalization, Transfor-
mation Maps, and Applications”, Journal of Applied Mathematics, Vol. 2012,
Article ID 860482.
[62] F. Oliveri. Lie symmetries of differential equations: classical results and recent
contributions, Symmetry 2 (2010), 658 706.
[63] P. Winternitz. Lie groups and solutions of nonlinear partial differential equations.
Preprint CRM 1841 (1993).
