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Abstract: Different phenomena related to the spontaneous accumulation of solid particles dispersed 
in a fluid medium in microgravity conditions are discussed, with an emphasis on recent discoveries 
and potential links with the general field of astrophysical fluid-dynamics on the one hand, and with 
terrestrial applications in the field of materials science on the other hand. With  special attention to 
the typical physical forces at play in such an environment, namely, surface-tension gradients, 
oscillatory residual gravity components, inertial disturbances and forces of an electrostatic nature, 
specific experimental and numerical examples are presented to provide inputs for an increased 
understanding of the underlying cause-and-effect relationships. Studying these systems can be seen 
as a matter of understanding how macroscopic scenarios arise from the cooperative behaviour of 
sub-parts or competing mechanisms (nonlinearities and interdependencies on various spatial and 
temporal scales). Through a critical assessment of the properties displayed by the resulting 
structures (which appear in the form of one-dimensional circuits formed by aligned particles, planar 
accumulation surfaces, three-dimensional compact structures resembling quadrics, micro-
crystallites or fractal aggregates), we discuss a possible classification of the related particle 
attractors in the space of parameters according to the prevailing effect.   
 
 
Keywords: Particle dynamics and self-assembly, fluids, thermocapillary, thermogravitational and 
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1. Introduction 
 
A microgravity environment provides a unique laboratory in which scientists can observe and 
explore physical events, phenomena, and processes that are normally masked by the effects of 
Earth's gravity. For example, crystal growth from melt and solutions, capillary effects, multiphase 
flow, diffusive-transport processes, and suspensions can under normal gravity conditions be 
dominated by effects such as buoyancy, convection and sedimentation. 
Because gravity's effect on fluids is so strong, scientists cannot determine what effect other (still 
poorly known) forces are having on fluid behaviour. Many of these forces become dominant in 
microgravity, allowing scientists to observe them without the competing influence of gravity. This 
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means that from a practical point of view, research conducted in microgravity is increasing our 
understanding of physics to provide a foundation for predicting, controlling and improving a vast 
range of technological processes (Lappa, 2004).  
Among the subjects currently under investigation in this environment (especially on the 
International Space Station, ISS, where a variety of devices and laboratories are available for the 
analysis of a range of subjects in fluid-dynamics, chemical engineering, materials science, 
biotechnology and bioengineering) of special interest are the dynamics of complex fluids. Such 
fluids are binary mixtures that have a coexistence between two phases, a fluid (in general, it is a 
liquid, although it might also be a gas in microgravity conditions) and a solid (in the form of 
dispersed fine particles). 
These special fluids are known to exhibit unusual responses to applied force fields due to the 
geometrical constraints that the phase coexistence imposes and/or other mechanisms of various 
natures. The resulting macroscopic properties depend on several fundamental factors which play a 
role at the microscopic (particle-size) scale: collisions, particle interactions, viscous effects (drag), 
and inertia. At the same time, the macroscopic appearance can be also linked to more complex 
issues such as bulk convection, related chaotic dynamics, clustering on multiple length scales, and 
the interplay between these opposite tendencies. 
The breath of practical applicability of such studies is large. 
In many industrial processes involving particle formation or solids handling, particles have a 
tendency to stick together or to accumulate in specific regions of the physical space. In protein 
crystallization processes, macromolecules attach one another due to the supersaturated environment 
they are in (Carotenuto et al., 2002; Lappa, 2011). Suspension polymerization processes go through 
a sticky-phase with significant agglomeration levels (Yuan et al., 1991). In colloidal systems a 
variety of interactions can cause preferential concentration, and stabilization of colloids is a central 
issue (Klimpel and Hogg, 1986; Ozaki et al., 1988; Ivanov and Kralchevsky, 1997).  
The main motivation underpinning such interest can be linked directly to the resulting spatial 
structure of the blend components. This structure essentially determines the mechanical properties 
and rheology of such mixtures (Utracki, 1983; Lee and Park, 1994; Mason, 1999; Roths et al., 
2002). Similar concepts can be applied to immiscible metal alloys; the two-phase liquid consists of 
dispersed particles (the socalled minority phase) in a matrix liquid and the quality of the dispersion 
alloys is defined by the degree of homogeneity of the minority-phase distribution. The strength of 
these alloys and many other composite materials can be improved if a uniform dispersion of fine 
particles in the matrix is achieved (Ratke, 1992, Prinz and Romero, 1993; Lappa, 2005; Deng and 
Chawla, 2006).  
Beyond typical industrial processes, agglomeration plays a role in diverse bio-related applications 
such as blood flow dynamics and bio-molecular cross-linking of particles (Han et al., 2003; 
Hiddessen et al., 2004). 
As illustrated by several authors (Lappa et al., 2004; Saeedi et al., 2006; Huang et al., 2004; Balvin 
et al., 2009; Herrman et al., 2009), last but not least, all these phenomena and associated studies are 
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also relevant to recent nanotechnologies and related products. Self-assembly and induced particle 
clustering are emerging as one of the main methods for construction of heterogeneous systems 
consisting of multiple component types in nano- and micro-scales. The self-assembly concepts (and 
resulting technologies used for system integration) involves preparation of parts that can recognize 
and bind to each other or form a template, and perfection of procedures that allow for high yield 
self-assembly of these parts into a system. 
Obviously, for an agglomeration or clustering event to occur, matter (primary particles and/or 
agglomerates) need to be attracted to specific regions of the considered fluid domain first.  
As shortly discussed in the following, such motion or attraction may be induced by different 
causes. 
In the Earths gravitational field the usual differences in density cause rapid spatial separation of   
components with different densities through sedimentation or flotation (as an example, in the 
typical casting processes discussed before, this prevents a homogeneous distribution of particles in 
the matrix, thereby limiting the industrial exploitation of many alloys, Prinz and Romero, 1993).  
As shown by microgravity-based experimentation, however, even in the absence of gravity, other 
forces can cause particle demixing and/or agglomeration (Ratke et al., 1996). These forces include: 
surface-tension gradients at liquid-liquid or liquid-gas interfaces, g-jitters (vibrations with various 
frequency and amplitude), shear stresses present in the fluid hosting the particles or other forces 
produced by Brownian or electrostatic effects. 
Also particle inertia can be a possible cause. The dynamics of inertial (non-Brownian) particles are, 
in general, dissipative even if the background flow is laminar and regular (Bec, 2005). Moreover, it 
is known that due to inertia, the transport of particles in incompressible flows shows properties 
typical of a compressible fluid (Balkowsky et al., 2001; Benczik et al., 2002; Bec et al., 2007). It 
has been argued that these general properties can produce significant fluctuations of concentration 
and can, hence, support mechanisms for particle segregation and ordering (out of an initially 
homogeneous distribution) even if surface or body forces are negligible or absent.  
Remarkably, the growing interest for these aspects is not limited to the realm of technology and 
related industrial applications. Relevant theoretical links can be also identified with a variety of 
problems of atmospheric, geophysical and astrophysical interest, such as rain generation (Babiano 
et al., 2000; Devenish et al., 2012), the advection of volcanic ash in the atmosphere (Haszpra and 
Tél, 2011), the formation of three-dimensional particulate coherent structures in hurricanes (Sapsis 
and Haller, 2009) and the mechanisms at play in the early stages of formation of asteroids and 
planets (Bracco et al., 1999). 
Among them, the last subject is of a special interest because for decades theorists have had 
problems in elaborating models to explain the growth of asteroids and planets starting from a 
population of small dust grains in a protoplanetary gas-and-dust disk.  
A crucial step in planet formation is the growth of solid bodies in the sub-millimeter to meter size 
range: too large to condense directly from the gas phase and too small to interact meaningfully 
through mutual gravitation (which would allow investigators to study this process entirely in the 
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framework of the well-known N-body problem, see, e.g., Kokubo and Ida, 2000). The existence of 
planets in our solar system demands that some growth process once operated in that size regime, but 
the underlying cause-and-effect relationships have not been clarified yet (the major problem is to 
reconcile the time scales for growth by accumulation of objects of the size of gas-giant planets and 
the estimated lifetime of the Solar System; these time scales depend quite crucially on both the 
conditions prevailing in the ambient solar nebula and the details of the agglomeration process). 
Motivated by these arguments, in the present paper we survey some still poorly known mechanisms 
recently identified as possible sources of particle segregation and self-assembly phenomena in 
microgravity conditions. Obviously, the focus is on the typical physical forces at play in such an 
environment and in the orbiting laboratories currently available for these studies such as the ISS 
(namely, inertia, oscillatory residual gravity components, vibration-driven interactions and forces of 
an electrostatic nature). The discussion progresses with the aid of specific experimental and 
numerical examples (some taken from the recent literature, others expressly conceived to support 
this work) presented here to provide inputs for an increased understanding of the underlying 
mechanisms. 
As the reader might have realized at this stage, the main motivation at the root of the present survey 
is the express intent of using the main results provided by recent microgravity research to promote 
contacts and interdisciplinary knowledge exchange between the communities of materials engineers 
on the one hand, and geophysical and astrophysical fluid physicists on the other hand.  
 
2. Relevant Physical Effects and Quantities 
 
2.1 Characteristic Time scales and Non-dimensional Numbers  
 
The relatively synthetic review of the literature provided in the introduction indicates that the 
general pattern-formation problem in solid-liquid systems is rich, and several issues are embedded 
in it.  
Attempting to assemble a simple, physically intuitive and reasonably self-contained discussion of 
such phenomena in microgravity is not an easy task. Here, we concentrate on two main categories 
of solid particle attractors which have enjoyed a growing interest over recent years, one coming 
under the general heading of inertial phenomena (requiring solid/fluid density difference, 
finiteness of particle sizes and masses and some mean background flow transporting otherwise still 
particles, particle interactions being not necessary) and the other intimately related to the existence 
of inter-particle forces (requiring neither solid/liquid density difference nor the existence of a 
background flow).  
Further characterization of these phenomena requires the introduction of some necessary concepts 
and notions. Such a theoretical melange is necessary for a better recognition, definition and 
characterization of the aforementioned phenomena. Also, these general considerations facilitate the 
Geophysical and Astrophysical Fluid Dynamics, Accepted 09 May 2016 
5 
 
subsequent introduction of more complex notions and will significantly help the reader in the 
understanding of the theoretical explanations and arguments given throughout this survey.  
To do so, in particular, we start from the cardinal concept of characteristic time.  
For all phenomena of convective nature leading to the emergence of a background flow able to 
produce macroscopic transport of a dispersed phase, a characteristic convective time must be 
introduced. For classical (thermal) buoyancy convection, for instance, most conveniently, this time 
can be defined as: 
 
)(LTg T
g ' E
QW             (1) 
 
where g is the gravity acceleration, ET is the fluid thermal expansion coefficient, Q is the kinematic 
viscosity, 'T a characteristic temperature difference established across the considered system and L 
a representative length. 
In microgravity conditions, where steady gravity is absent, this reference temporal scale must be 
replaced by alternate (equivalent) forms depending on the specific case considered. 
As an example, if thermal convection is being produced by vibrations in place of steady gravity, 
the characteristic time shall take into account in some way the properties of the considered 
vibrations.  
Without loss of generality, here we assume shaking of the considered geometrical system along a 
given direction ( n  is the related unit vector) in the form   nts lab t)bsin( Z  where slab is the 
system time-varying displacement as seen by an observer in the fixed (laboratory) frame, b is its 
amplitude and Z=2Sf is the related angular frequency. Taking into account that its instantaneous 
acceleration will read accordingly   ngtg t)sin( ZZ  where 2 b ZZ  g , a straightforward 
extension of the characteristic convective time (eq. (1)) to the case of thermovibrational convection 
can be obtained by simply replacing g with 2 b ZZ  g , i.e.  
 
)( b 2 LTT
tvc ' EZ
QW             (2) 
 
(because vibrating a system with frequency f and displacement amplitude b corresponds to a 
sinusoidal gravity modulation with the same frequency and acceleration amplitude bZ2 and vice 
versa, hereafter we will use the terms forcing, gravity modulation, periodic acceleration, 
system vibration and g-jitter as synonyms). 
The following remark should be noted in interpreting and using the above temporal scales (eqs. (1) 
and (2)). First, they have been cast in terms of acceleration amplitude; second they have been based 
on the idea that the fluid undergoes a density change under the influence of a temperature gradient. 
If the considered flow is produced by surface-tension effects, it is obvious that the dependence of 
the characteristic time on a body acceleration as seen in eqs. (1) and (2) shall be replaced by an 
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equivalent dependence on the considered surface forces. If such forces are still produced by a 
temperature gradient (which leads us to the well-known case of thermocapillary or Marangoni 
convection), then, the characteristic convective time can be given the expression   
 
T
L
T'
 V
PW V             (3) 
 
where P is the fluid dynamic viscosity and VT the derivative of the surface tension with respect to 
temperature. 
As transport of heat and momentum by diffusion also plays a role in the development of a large-
scale flow (be it of buoyancy or surface-tension nature), relevant characteristic times (denoted by WD 
and WQ, respectively) must be also introduced to account for such phenomena: 
 
DWD
2L             (4) 
 
QWQ
2L             (5) 
 
where D is the fluid thermal diffusivity. Furthermore, if dispersed electric charges are present in the 
considered liquid, a characteristic time must be defined for the microscopic transport of such 
charges as well:  
 
J
HHW 0 q             (6) 
 
In practice, Wq can be regarded as a measure of the time required for the dispersed electrostatic 
charge to be dissipated by conduction to some electrical ground or sink region (this parameter is 
generally referred to as the charge relaxation time, where Ho the permittivity of vacuum and H and 
J are the nondimensional dielectric constant and the electric conductivity of the considered fluid, 
respectively).  
Obviously, the dispersed (solid) phase even introduces additional degrees of freedom in the 
considered problem (particle shape, size and density). Associated dimensional quantities are the 
particle density UP = ([ UF) (where [is the ratio of the solid matter to the fluid densityand the 
particle radius R (for simplicity, here we assume particles to be perfectly spherical).  
The related so-called particle relaxation time (Wpart) is generally defined in the literature as: 
 
QW
2
9
2 R
part              (7) 
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Moreover, to properly account for the effect of vibrations on particle motion, another relevant time 
scale must be considered, namely, the characteristic vibration time:  
 
Z
SWZ 2             (8) 
 
What makes really worth the effort of introducing so many quantities is the possibility to get 
additional insights into the phenomena of interest by considering the nondimensional numbers 
which emerge taking the ratios of such temporal scales. Indeed, a variety of possible combinations 
are possible, which can be used to measure the relative importance of different effects.  
As an example the ratios: 
 
QD
E
W
WD 3)(LTgRa T
g
'            (9) 
QD
EZ
W
W
Z
D
32 )( b LT
Ra T
tvc
'           (10) 
PD
V
W
W
V
D TLMa T
'             (11) 
 
lead to the well-known classical Rayleigh, vibrational Rayleigh and Marangoni numbers, 
respectively, traditionally used to measure the strength of the related flows (of 
thermogravitational, thermovibrational or thermocapillary nature, respectively). The ratio of the two 
characteristic times for heat and momentum transport at microscopic level: 
 
Pr  D
Q
W
W
Q
D             (12) 
 
in turn, gives rise to the well-known Prandtl number, which may be regarded as a specific 
signature of the considered fluid (as it depends on thermodynamic properties only). A less known, 
but still relevant nondimensional number is given by the ratio of the charge relaxation time (eq. 6) 
to the viscous diffusion time (eq. 5): 
 
2
0
L
Qq QJ
HH
W
W
Q
             (13) 
 
It can be considered as a measure of the ability of the considered flow to retain electric charges 
eventually produced in the fluid by large-scale flow and related frictional effects (we will come 
back to this important concept later). 
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While the above nondimensional parameters are used in general to characterize the macroscopic or 
background flow developing in the fluid hosting the dispersed particles, the nondimensional 
numbers obtained as the ratio of Wpart (eq. (7)) to some other relevant temporal scales, give useful 
information into the motion of the particles per se. Relevant characteristic parameters along these 
lines are (see, e.g., Lappa, 2013a):     
 
Pr
19
2
2
2
   [
K
W
W
Q L
RSt part           (14) 
12
1
9
1 2
   [
KY
SQ
Z
SW
W
Z
RSt partv  , where D
ZY
2L       (15) 
 
usually referred to as the particle Stokes number and vibrational Stokes number, respectively, where 
  1
2
 [DWK
L
part
            (16) 
is a general associated non-dimensional quantity often used in the literature related to flows of 
thermal origin (see, e.g., Pushkin et al., 2011) to account for the combined effect of particle inertia 
and drag.  
The above particle-related nondimensional numbers have a precise physical significance as well. As 
outlined in the introduction, it has been well known in the fluid mechanical literature that small but 
finite sized particles with densities different from that of the surrounding fluid may deviate from the 
fluid trajectories and that these deviations, accrued over time, can lead to nonconservative 
trajectories in otherwise volume-preserving flows.  
In such a context, while, the limit St o 0 would represent the condition for which inertial particles 
recover the motion of fluid particles and no clusterization is expected (in other words, particles 
simply moving with the local fluid velocity as mere ideal Lagrangian tracers), the opposite limit 
St >>1, should be regarded as a situation in which a particle would become less and less influenced 
by the velocity field. Between such limit conditions, a range of intermediate values of St (<1) exists 
where the above-mentioned nonconservative (dissipative) effects can produce particle demixing 
and/or accumulation phenomena.  
The other nondimensional number, Stv, the particle vibrational Stokes number (eq. 15), is generally 
used to account for the hydrodynamic (attractive or repulsive) interactions promoted by the 
application of vibrations to a concentrated suspension of particles (as we shall outline in more detail 
in Sect. 5). 
For the sake of clarity, in the following, first we restrict our attention to the case of dilute 
suspensions where particle interference is expected to play no role (the main source of self-
assembly phenomena being inertial dissipative effects, with particles being transported by thermal 
convection produced by forces of various natures). Later, we consider specific examples where such 
phenomena must be expressly ascribed to inter-particle forces. 
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2.2 The Notion of “Vorticity” and its role in Particle Dynamics 
 
Throughout the manuscript, useful additional insights into the considered dynamics are sought via 
some microphysical reasoning based on the introduction of the concept of flow vorticity, 
mathematically defined as the curl of the carrier fluid velocity field: 
V ]             (17) 
Such quantity is expressly invoked and used to elaborate a specific mathematical formalism and 
some associated physical arguments. 
Perhaps, it is worth recalling at this stage that a scenario in which vorticity at small or large scales 
can mediate particle accumulation phenomena is not a new concept in the literature. 
The role of vorticity in promoting particle segregation for laminar flows or in conjunction with 
turbulence has been already recognized by several investigators. As an example, the tendency of 
heavy inertial particles to leave the neighbourhood of a vortex was identified as the main 
mechanism by which vortical structures cause concentration nonuniformities in typical 
technological processes since the works by Eaton and Fessler (1994) and Raju and Meiburg (1995). 
This field continues to attract much interest to this day (see, e.g., Ravichandran et al., 2014 and 
references therein).  
As additional examples deserving attention, Maxey et al. (1997) and Saw et al. (2008) reported 
numerical and experimental evidence, respectively, of spatial clustering of dense particles in high-
Reynolds-number homogenous, isotropic turbulence. The formation of network-like regions of high 
particle density, characterized by a length scale depending on the Stokes number was also 
numerically predicted by Boffetta and De Lillo (2004). The common and current understanding of 
this long known but remarkable phenomenon of preferential concentrations relies on the idea that in 
a turbulent flow vortices can act as centrifuges ejecting particles heavier than the fluid and 
entrapping lighter ones (they create a positive divergence in the particle velocity field by ejecting 
them from their centers; Biferale et al., 2005; Chen et al., 2006; Bec et al., 2007). 
Similar studies have been appearing for the specific problem of planetary formation. For a number 
of reasons, the flow in protoplanetary accretion disks is expected to be turbulent (Gammie, 1999 
and references therein). Thermal convection has been suggested by several authors as one of the 
possible root causes (Cameron, 1978; Lin and Papaloizou, 1980; Ruden et al., 1988; Cabot and 
Pollack, 1992; Kley et al., 1993; Rozyczka et al., 1994). Another source of flow perturbation is 
shear-driven turbulence (Lynden-Bell and Pringle, 1974; Cuzzi et al., 1993). 
Related numerical investigations have revealed that for small values of the particle Stokes number 
heavy dust particles rapidly concentrate in convergence zone between eddies in Kolmogorov-type 
homogeneous turbulence (Dobrovolskis et al., 1993) or, by contrast, in the cores of anticyclonic 
vortices in the solar nebula (Barge and Sommeria, 1995). For the latter case, it is also worth citing 
(Adams and Watkins, 1995; Tanga et al. 1996; Bracco et al., 1999; Godon and Livio, 1999; 
Barranco and Marcus, 2000), who were able to demonstrate (under different perspectives and in the 
framework of distinct approaches) that the local change in the Keplerian velocity of the disk caused 
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by the anticyclonic motion in the vortex can induce a net (Coriolis) force toward the center of the 
vortex (the inverse happening in a cyclonic vortex). 
Analytical results (Adams and Watkins 1995, using a geostrophic approximation) and stability 
analyses (see, e.g., Balmforth and Spiegel 1995 and Lovelace et al., 1999) have shown that many 
different types of fluid-dynamic disturbances and vortex solutions are possible in circumstellar 
disks. 
It is also well known from experiment and simulation (consistent with theory) that for turbulent 
flows, in general, both the large and small scales of the turbulence can be important for particle 
transport (in several circumstances in nature and technology); indeed, while the large scales are 
generally responsible for diffusion phenomena (one-particle dispersion, with its dependence on 
gravitational settling and crossing trajectories), the small (Kolmogorov viscous dissipating) scales 
can be responsible for inter-particle collisions. 
Apart from the abovementioned particle centrifugation, which occurs as a local phenomenon for 
relatively small values of the Stokes numbers, for greater values of this parameter the mechanism of 
segregation depends upon the entire history of an elemental volume of particles through the velocity 
field. The change of particle concentration along a particle trajectory is a multiplicative process 
leading to a log-normal distribution for the concentration of particles. Furthermore this behaviour 
can produce caustics or filamental structures where the particle concentration continuously 
increases (as the particles get compressed into smaller and smaller volumes). The particles within 
these filaments move in opposite directions. So in these regions the collision process is greatly 
enhanced not only because of high concentrations but of the higher relative velocities between 
particles (in other words, clustering enhances the neighbouring concentration of particles about any 
given particle and the velocity decorrelation between particles causes two nearby particles to collide, 
Sundaram and Collins, 1997). As the particles cluster onto a network of caustic lines (analogous to 
the networks of optical caustics that can be seen on the bottom of a swimming pool) this process 
can facilitate coagulation of particles by bringing them into close proximity, even in cases where the 
trajectories do not coalesce (Wilkinson and Mehlig, 2005; Wilkinson et al., 2007). This model of 
particle segregation in homogeneous isotropic turbulence was confirmed by Meneguz and Reeks 
(2011), who, among other things identified an interesting threshold value for the particle Stokes 
number above which the net compressibility of the particle concentration changes sign (from 
compression to dilation). All these processes are important influences on particle agglomeration and 
play a crucial role in (terrestrial) atmospheric phenomena such as droplet formation in turbulent 
clouds (Ayala et al., 2008; Wang et al., 2008; Devenish et al., 2012).  
In the present work we focus on new categories of particle accumulation phenomena, discovered by 
very recent microgravity-related research, which seem to escape a possible simple definition or 
classification in the frame of the abovementioned main lines of research (still retaining, however, 
some affinities with the typical features and salient ingredients pertaining to such categories). 
For illustration purposes, we use experimental results (as available) in synergy with companion 
numerical simulations.  
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Insights are sought first from consideration of typical archetypal settings for microgravity 
conditions. More precisely, in Section 3, we describe the ability of inertia in promoting particle 
segregation and ordered accumulation when the background flow has the characteristics of the 
typical flow in well-known models of the floating zone (crystal growth) process in space (namely, 
the socalled liquid bridge). Although this should be regarded as a classical subject in the field of 
materials science, the universal character of the waveforms developing in the related supercritical 
state makes the conclusions applicable to a variety of phenomena going far beyond the specific 
technological problem considered. Similarly, Section 4 is entirely focused on particle attractors 
whose existence is made possible by the delicate interplay established between inertial phenomena 
and alternating vortical flows due to periodic forcing (still in the case of microgravity and non-
interfering particles). The role played by inter-particle forces of various kinds is addressed in 
Section 5, with the specific case of aggregates induced by electrostatic forces being illustrated via 
ad hoc conceived experiments, executed in space or on the ground (with neutrally buoyant solid 
particles). Finally, through a  critical assessment of the topology and morphology of the resulting 
structures (which appear in the form of one-dimensional circuits formed by aligned particles, two-
dimensional accumulation surfaces, three-dimensional compact structures, or fractal aggregates), 
we discuss a possible classification of the related particle attractors according to the prevailing 
effect.  
A mathematical basis for the study of these problems is the theory of pattern formation in non-linear 
systems (this theory, in its broadest sense, attempts to classify and characterize the properties of all 
solutions of dissipative systems). Some researchers modeled some of these behaviours as the 
patterns formed by solid matter were controlled by one or more attractors (and it is known that 
more complex patterns, such as fractals, are formed by strange attractors; Lappa, 2009). However, 
in the framework of a less ambitious approach, also direct numerical discretization and solution of 
the system model equations can provide significant information about these topics for the case of 
dilute systems. Such equations include the Navier-Stokes equations in their complete form together 
with the energy equation (also simply referred to as thermal-convection equations) and a separate 
Lagrangian tracking scheme for the particles, based on the so-called Maxey-Riley equation or 
related variants or extensions (a flexible approach to account for a variety of forces potentially 
acting on transported particles, among them: the force exerted by the undisturbed flow, the 
buoyancy, the Stokes drag, the so-called virtual-added mass, the Basset history force, and 
potentially also time-varying density effects, the reader being referred, e.g., to Maxey and Riley, 
1983 and Parmar et al., 2012 for additional details).  
A similar degree of complexity is involved in the analytic or numerical treatment of the dynamics 
induced by particles interaction in concentrated systems. This problem requires adequate modeling 
of the related forces and approaches similar (form a theoretical standpoint) to those used for the N-
body problem, where each particle is allowed in principle to exert an influence on any other particle 
if it is located within a given (cutoff) distance.   
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Owing to the elaborate nature of some of these studies, it has not always been possible to fit an 
adequate account of them into the framework of the present survey, but attempts are made to give 
some indication of the most important results and of the methods employed.  
 
3. Accumulation Structures induced by Travelling Waves, Wave-Vortex and Wave-to-Wave 
Interactions  
 
Travelling waves are ubiquitous phenomena. They arise everywhere in nature and a number of 
technological processes involve their formation at some stage. They are the typical outcome of 
fluid-dynamic instabilities in Taylor-Couette and swirling flows (see, e.g., Schouveiler et al., 1999; 
Moisy et al., 2004; Abshagen et al., 2008), buoyancy (thermogravitational) convection (Clever and 
Busse, 1981; Hoyas et al., 2004; Lappa, 2016), surface-tension-driven (thermocapillary) convection 
(Preisser et al., 1983; Schwabe et al., 1992), baroclinic flows (Hide and Mason, 1975; Fein and 
Pfeffer, 1976), atmospheric convection (Rossby, 1940; Rhines, 1975) and many other 
circumstances (too many to be cited here). 
Such disturbances are known (Lappa 2009, 2012) to have an impact on the resulting dynamics of a 
number of systems, ranging, e.g., from typical configurations used for materials processing (Lan, et 
al., 2000; Jing et al., 2004; Cröll et al., 1998), to the dynamics of complex atmospheric systems 
(Rhines, 1975) and even protoplanetary nebule (Goodman, 1993; Balmforth and Spiegel, 1995, 
Balbus and Hawley, 1998; Godon and Livio,1999; Bracco et al., 1999; Sheehan et al., 1999). Such 
waves can be isolated or undergo fascinating wave-to-wave interactions leading to more complex 
scenarios (Longuet-Higgins and Gill, 1967; Kuhlmann and Rath, 1993; Garnier et al., 2003; 
Williams, 2003; Abshagen et al., 2005; Shi and Imaishi, 2006, etc.).  
 
Figure 1: Sketch of the classical liquid bridge delimited by a cylindrical liquid-gas interface and 
held between two supporting disks at different temperatures. 
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Without loss of generality, in this section we concentrate on the popular liquid-bridge problem (a 
floating column of liquid held between two cylindrical solid supports or disks, generally used as a 
simplified model of the Floating Zone technique (Lappa, 2003) for crystal growth from the melt, 
Fig. 1), which so much interest has attracted over recent years as a paradigm for the study of the 
fundamental properties of surface-tension driven flows, their stability and bifurcations in 
microgravity conditions. 
By extensive past experimental investigation with transparent liquids (Shevtsova et al., 2011) , it is 
known that for sufficiently small values of the Marangoni number (eq. (11)), the resulting 
(thermocapillary) convection is laminar, steady and axisymmetric (a steady vortex ring is 
established inside the liquid bridge in which the rotating fluid takes on a toroid or doughnut shape; 
this ring consists of surface flow moving from the hot side to the cold side of the outer surface and a 
return flow in the interior of the liquid bridge). When this characteristic number exceeds a certain 
critical value depending on the Prandtl number of the liquid, on the geometry (height to diameter 
ratio A) and on the thermal boundary conditions, the flow undergoes a transition to a complex 
oscillatory three-dimensional (3D) pattern characterized by the propagation of waves in the 
azimuthal direction. 
More recent studies have revealed that, in such circumstances, some spatial paths can be identified 
which tend to capture (as time passes) rigid particles seeded in the liquid (in general, tracers, 
which are injected in the liquid for visualization purposes). A first (albeit partial) observation of this 
behaviour in liquid bridges is due to Schwabe et al. (1996).  
 
 
Figure 2: Particle accumulation structures (view through a top transparent disk made of glass) for a 
2 cSt silicone oil liquid bridge with aspect ratio (height/diameter) A=0.32, Ma # 3.1x104 
(Ma=VT'TL/PD where L is the bridge height; if one looks at the full dynamics, the closed string 
formed by particles is rotating in the azimuthal direction as a unit; experimental results courtesy of 
I. Ueno). 
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The distinguishing feature of this new category of attractors with respect to other flows, is the 
strictly one-dimensional nature (1D) of the structures formed by particle accumulation. All 
particles tend to accumulate as time passes along a closed circuit moving collectively such that an 
illusion of a solid item, rotating at the same angular velocity of the wave, is created (such structures 
appear as seemingly rigid filaments, rotating without changing their shape, Fig. 2). This has opened 
the problem to discern whether the related dynamics can be still explained in the framework of 
inertial models, like those used to justify the preferential concentration of particles, drops or bubbles 
in turbulent flows (although not in strictly 1D structures), as discussed earlier, or other specific non-
inertial models have to be necessarily invoked. 
A structure is formed because there is a large number of particles performing spatially correlated 
large-scale motions. The reader is referred to, e.g., Kuhlmann et al. (2014), for a recent review of a 
large cross section of fundamental research on this topic. Here we limit ourselves to recalling that 
the phenomenon was placed in a more relevant theoretical context by Pushkin et al. (2011), who 
addressed the role played by particle inertia and introduced the concept of phase locking 
(alternatively called frequency locking or entrainment, this fundamental phenomenon is known to 
emerge in systems with a weak interaction between modes with close frequencies). More precisely, 
the model was based on the idea that (as also originally argued by Schwabe et al., 2007) the 
turnover motion of a particle around the toroidal roll of the underlying Marangoni flow may tend to 
become synchronized with the fluid-dynamic oscillations produced by the rotating wave, thereby 
supporting particle self-assembly.  
A later re-visitation of this model in terms of particle axial vorticity is due to Lappa (2013b), who 
replaced the particle turnover frequency with equivalent arguments on the particle angular spin. 
By introducing the two components of vorticity V ]  in the azimuthal (M), and axial (z) 
directions as  
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(where Vz, Vr and VM are the fluid velocity components along z, r and M, respectively, see Fig. 1), 
Lappa (2013b) used such quantities to re-interpret the phenomenon of particle accumulation from a 
vorticity-based perspective.  
Along these lines, it is worth recalling that these two components should be regarded, respectively, 
as a measure of the strength of the basic toroidal roll (]M) and departure from the axisymmetric state 
(]z). The latter contribution, in fact, is zero if it is evaluated in the axisymmetric (subcritical) state, 
but it is nonzero in a 3D state where, more specifically, its half (]z/2) can be regarded as a measure 
of the local average angular velocity (spin) of the considered fluid element about the vertical 
direction (hereafter for simplicity it will be referred to as 4fluid or simply 4). 
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By determining the supercritical state of the Marangoni flow in the liquid bridge by direct 
numerical solution of the Navier-Stokes and energy equations in their complete, time-dependent 
and non-linear formulation (Fig. 3a) and computing, at the same time, the motion of dispersed 
particles by solution of the well-known Maxey-Riley equation, specific insights into the ordered 
accumulation of particles were obtained by plotting particles locations in space combined with the 
isosurfaces of ½ of the axial component of vorticity (4fluid, Fig. 3b). 
 
         a) b) 
 
Figure 3: Liquid bridge (Pr=8, A=L/D=0.34, Ma#2.1x104, Ra=0, azimuthal wavenumber m=3, 
Zwave=71.4): a) Snapshot of travelling wave state (temperature contour map at midheight between 
the supporting disks); b), Particle accumulation structures together with isosurfaces of fluid angular 
spin plotted for 4fluid=72 , [=1.85, K=1x10-5. 
 
The wave was allowed to develop and travel through a domain initially seeded with a uniform 
collection of particles. By this approach, a precise relationship between the emerging one-
dimensional structures (closed particle-dense lines) and the two-dimensional (2D) isosurfaces of 
4fluid=ȗz/2 could be identified. More precisely, evidence was provided that particle structures tend to 
stay attached for most of their azimuthal extension to the isosurfaces of fluid axial angular 
velocity 4fluid (=ȗz/2) such that 4fluid=Zwave (where Zwave is the angular frequency of the travelling 
hydrothermal wave). It was shown that the spatial shape and curvature of the isosurfaces does not 
determine solely the one-dimensional pattern created by the projection of the particle circuit in the 
xy plane; but it also drives the local inclination (with respect to the z axis or equivalently with 
respect to the horizontal boundaries) of such structures in the 3D space (Fig. 3b).  
In this way, the so-called inertial theory for explaining these dynamics was validated and extended 
phenomenologically (via numerical simulation) by incorporating ideas of vorticity-wave 
interactions (leading to cast the equality 4fluid=Zwave as a practical implementation of the 
necessary condition initially theorized by Pushkin et al., 2011). 
Later studies have demonstrated that such one-dimensional paths attracting particles in the physical 
space are neither an exclusive prerogative of Marangoni convection nor an exclusive feature of 
systems with a free liquid/gas interface, their occurrence being possible also in other circumstances 
(provided specific conditions are established or satisfied).  
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                a) 
 
b) 
 
Figure 4: a) Snapshot of travelling-wave state of RB convection for Pr=1, and Ra=3.5x104 
(temperature distribution for z=0.5 and related thermofluid-dynamic field in a meridian section for 
normal gravity conditions); b) Particle lines and isosurfaces of fluid (local) angular velocity for 
4fluid # 5.4 and K=8.5x10-5 (the individual particles organize themselves into what appear to be 
rotating solid threads, these particle-dense lines stay attached to the isosurfaces of fluid local 
angular velocity where 4fluid=: as predicted by the so-called phase-locking theory).  
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Indeed, it was shown that one-dimensional sets formed by the accumulation of tracer particles can 
also emerge in flows of thermogravitational nature (Rayleigh-Bénard convection) in the region of 
the space of parameters, in which the so-called OS (oscillatory solution) flow of the Busse balloon 
(yet a travelling wave) represents the dominant secondary mode of convection (Lappa (2013c, Fig. 
4).  
It was confirmed that, if the 4fluid=Zwave condition is satisfied somewhere in the velocity field, 
particles, initially uniformly spaced in the liquid, are allowed to demix and form apparently solid 
threads, which rotate at an angular velocity equal to the angular frequency of the thermofluid-
dynamic disturbance travelling in the azimuthal direction (as shown in Fig. 4b, a strong geometrical 
correlation can be identified again between the isosurfaces where 4fluid=Zwave and the emerging 
one-dimensional particle structures). 
Over the subsequent years, additional studies trying to address the bizarre phenomena which 
emerge when the considered flow has the form of a standing wave (Lappa, 2014a), have provided 
further evidence for the relevance of this class of inertial models to a variety of situations of 
technological or theoretical interest. 
As a sample standing wave (SW) here we use again the typical supercritical thermocapillary 
(Marangoni) flow (both travelling waves and standing waves are known to be possible waveforms 
of the supercritical Marangoni flow, preference for one or the other state being dependent on the 
distance from the onset of instability). Our conclusions, however, are applicable to pulsating flows 
of gravitational nature as well and, in general, to any flow with the characteristics of a SW. 
In physics, a standing wave (also known as a stationary wave), is a wave (a disturbance oscillating 
in time) that remains in a constant position. In a stationary medium this phenomenon generally 
emerges as a result of the interference (superposition) of two waves having the same amplitude and 
same angular frequency Z, but travelling in opposite directions.  
Assuming a general representation with each wave having an amplitude B(r,z) and an initial phase 
G(r,z) of the type > @^ `),(exp),( zrGtmizrBF r r ZM  (where F is a generic quantity such a 
temperature or a velocity component, with the symbol r indicating propagation in the clockwise or 
anticlockwise circumferential direction M), by simple mathematical developments it is easy to verify 
that a superposition of two counterpropagating waves with the same amplitude should result simply 
in  
 
)),(cos()cos(),(2 zrGtmzrBF  ZM          (19)
      
Since the oscillatory term in this equation does not depend on M , this situation represents in 
principle a waveform characterized by maximum and minimum disturbances fixed in space with the 
minimum being continually replaced by the maximum and vice versa (as soon as cos(Zt-G(r,z)) 
changes its sign). As an example, in terms of temperature these extrema would correspond to hotter 
and colder zones in the physical domain, with the resulting threedimensional temperature 
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disturbance simply consisting of a number m of couples of spots (hot and cold) pulsating at the 
same azimuthal positions along the interface of the liquid bridge.  
This typically results in a field with no net disturbance transport on average along the propagation 
direction of the two component waves (the azimuthal direction M in the present case for which we 
refer to a liquid bridge). In terms of patterning behaviour, the final effect is a series of nodes 
(disturbance zero amplitude) and anti-nodes (disturbance maximum amplitude) at fixed locations 
along M (as shown, e.g., by Lappa et al., 2001, the node/anti-node distance is Ȝ/2 where Ȝ=S/m).  
While the center of these (hot or cold) spots (i.e. the anti-node), retains a fixed location in space, 
their azimuthal (and axial) extension changes in time. More precisely, the front (or external 
boundary) of these growing and shrinking spots can be seen as a disturbance originating at the 
anti-node and travelling outward or inward (along the azimuthal and axial dimensions) depending 
on whether the considered spot is in a growing or contracting stage, respectively. Albeit there is no 
net disturbance transport along the positive (or negative) azimuthal direction, the resulting 
disturbance apparently propagates from each anti-node to the two surrounding nodes with variable 
(location-depending) angular velocity. More specifically, by indicating with : the variable 
disturbance angular frequency, the following conditions represent a good model of a SW: :=0 on 
all nodes, ~:~=Z on all antinodes, with all points located in other meridian planes experiencing an 
apparent disturbance angular velocity 0<:dZ (Fig. 5a). This alternate view with respect to eq. 
(19) may be regarded as a more phenomenological representation of a standing wave in which the 
disturbances resulting from the superposition of two counterpropagating waves travel in the 
azimuthal (and axial) direction with a variable velocity. This particular perspective is at the root 
of the explanations elaborated by Lappa (2014a) to provide an interpretation of the related particle 
accumulation phenomena on the basis of the phase-locking mechanism (originally introduced, as 
discussed before, to explain the formation of 1D structures for the travelling wave case). 
By direct  experimental investigation, yet with the liquid bridge and its supercritical flow (see 
Schwabe and Mizev, 2011), it is known that when the flow is a standing wave, the patterns created 
by the spontaneous demixing and accumulation of particles show an appearance that is totally 
different from those formed by travelling waves. The essentially stationary nature of the resulting 
pattern as seen in the laboratory frame and its topological properties distinguish such a case from 
phenomena observed previously (for which particles were seen to collapse along a closed path 
looking like an m-blade windmill rotating at a constant speed, where m is the azimuthal 
wavenumber, see again Figs. 3 and 4).  
From available experiments (Fig. 5a), one can see that the particle pattern consists of 2m sectors (6 
sectors for m = 3), which, like 6 pieces of a cake, are separated by 6 sharp radial stripes formed by 
close particles. The pattern also includes an inner particle circuit with shape and average radial 
position varying in time. 
Geophysical and Astrophysical Fluid Dynamics, Accepted 09 May 2016 
19 
 
 a)    b) 
 
Figure 5: Standing particle accumulation structures: a) projection in the xy plane of particle 
distribution (experimental results, snapshot, courtesy of D. Schwabe and A. I. Mizev); b) projection 
(snapshot) in the xy plane of the numerically-determined three-dimensional particle distribution for 
a liquid bridge of NaNO3, Pr=8, A=0.34, Ma#2.1x104, Ra=0, standing wave, Z=71.4, [=1.85, 
K=1x10-5. 
 
These new intriguing dynamics, which can be explained neither in terms of stagnation surfaces (the 
aforementioned radial branches and the inner circuit are not stagnation loci), nor on the basis of  
KAM tori (given the absence in the considered flow of azimuthally extended closed stable 
streamtubes, whose existence is a necessary prerequisite of that class of models) can be given a 
relatively simple explanation if the problem is cast again in the form of axial vorticity dynamics and 
related physical connections with inertial mechanisms (Lappa, 2014a). 
Towards this end, it is sufficient to consider the general physical consequences of the above 
representation of SW when it is considered in combination with the resonance (phase-locking) 
theory discussed before. Indeed, in the light of such a theory and related revisitation in terms of 
vorticity (hereafter, simply referred to as the vorticity-wave model), particles should accumulate 
where the angular spin  
 
> @zfluid V 4
2
1
           (20) 
attains a value #0. Any particle located at a position where 4fluidz0 and, in particular, 4fluid#:, in 
fact, would tend to undergo the vorticity-wave coupling/locking mechanism and, as a result, to 
leave its initial position (moving in the azimuthal direction by virtue of the resonance (or 
synchronization) physical process described before.  
A natural consequence of the above arguments is that particles accumulate in the six meridian 
planes shown in Fig. 5 because those are the only locations where the vorticity goes to zero (4fluid#0, 
if the particles leave such locations they are immediately pushed back to such planes by the 
abovementioned phase-locking process). Such arguments are fully supported by results obtained by 
means of numerical simulation (Fig. 6). 
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a)          b) 
Figure 6: liquid bridge of NaNO3, Pr=8, A=0.34, Ma=20600, Ra=0, standing wave, Z=71.4, 
[=1.85, K=1x10-5: a) Snapshot of the standing wave state (temperature contour map at midheight 
between the disks, the arrows are used to indicate the directions along which the pattern periodically 
expands and retreats); b) 3D snapshots of particle distribution and isosurfaces of 4fluid #0 (-
1d4fluidd1). 
 
Stripped to its basics, the related explanation for particle structure formation envisions a restoring 
effect played by the vorticity-wave coupling mechanism in keeping particles confined to specific 
zones of the physical space, in particular, those where particles cannot phase lock with disturbances 
locally travelling in the azimuthal direction.  
Given the general nature of these phenomena, not dependent on the specific properties of the 
surface-tension-driven flow (as demonstrated by their occurrence in flows of gravitational nature), it 
can be speculated (see, e.g., Schwabe and Frank, 1999) that these mechanisms might play a 
significant role as well in problems of astrophysical interest such as planet formation from 
protoplanetary nebule (the only necessary prerequisite being the existence of some background 
vorticity and travelling fluid-dynamic disturbances).  
The robustness of particle clustering induced by wave propagation suggests that it could be a 
ubiquitous process. Moreover, both travelling waves and standing waves are known to be typical 
solutions of the protoplanetary disk stability problem (Goodman, 1993; Balmforth and Spiegel, 
1995, Balbus and Hawley, 1998; Godon and Livio,1999; Bracco et al., 1999; Sheehan et al., 1999). 
Obviously, the phase-locking mechanism might be in some way disturbed by the mutual forces or 
particle collisions. It cannot be excluded, however, that circumstances might exist where this 
process becomes operative (especially on more external orbits of a solar system, where the 
density of dispersed solid matter is very small and collisions are less likely to occur; by contrast on 
such orbits the presence of gases is larger due to the pressure exerted on gas molecules by the solar 
wind, which tends to push them from the internal regions of the solar system outwards).  
Before moving to the next subject, it is worth recalling here that inertia does still play a crucial role 
in such phenomena as witnessed by numerical simulations showing that when particles recover the 
motion of ideal Lagrangian tracers (in the limit of vanishing size and mass), they are prevented 
from undergoing self-assembly. For all the situations discussed in this section, such structures were 
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found to emerge only if the inertial parameter K, defined by eq. (16) was larger than a threshold 
value (with recognizable particle patterns disappearing in the limit as Ko0). 
 
4. Periodic Forcing  
 
Time-periodic flows are not necessarily a consequence of fluid-dynamic instabilities such as those 
discussed in the preceding sections for the case of thermocapillary or thermogravitational 
convection. There are other circumstances in which oscillatory flows supporting particle self-
assembly can be produced by the application of an external time-varying forcing to the considered 
system. This is the typical case occurring, for instance, onboard the International Space Station, 
where a spectrum of accelerations at different frequencies is present, ranging from zero (steady 
residual acceleration) to hundreds of Hertz. These unsteady contributions to the residual gravity 
field, are generally separated into quasi-steady, having a low frequencies content, as those due to 
atmospheric drag, solar radiation pressure, higher harmonics of the Earth gravitational field; and the 
so-called g-jitters having a higher frequencies content, as those coming from pulsating or 
impulsive external loads, like motor firings during manoeuvres, crew activity, station motorized 
equipments, station moving elements, space debris impacts, and the station structural elastic 
response to these loads (in the form of vibrations). 
Just as steady gravity on Earth can lead to the onset of buoyancy convection in the presence of a 
temperature gradient, a time-varying (periodic) residual acceleration can promote fluid convection 
in a non-isothermal fluid. This kind of convection, generally referred to as thermovibrational flow 
(see, e.g., Savino and Lappa, 2003; Lappa, 2015) has enjoyed special attention over recent years 
due to its perturbing (undesired) influence on a variety of experiments performed in microgravity 
conditions (Monti et al., 1998 and 2001).  
In this section we focus on the action of alternating flows with a well-defined frequency on 
suspensions of solid matter through nonlinear effects. The specificity of the considered alternating 
flows is that their linear effects have zero-time averaged value. Hence, only nonlinear effects are 
expected to be significant even if they are small compared to the instantaneous linear effects. As 
already explained to a certain extent in Sect. 2, we assume such alternating flows to be produced by 
a displacement of the considered geometrical system along a given direction ( n  is the related unit 
vector) varying in time as   nts lab t)bsin( Z  where b is the displacement amplitude and Z=2Sf is 
the related angular frequency, this leading to an acceleration   ngtg t)sin( ZZ  where 2 b ZZ  g  
(we introduce the related nondimensional acceleration amplitude as gb /2ZJ   where g is the 
standard gravity acceleration at the sea level, i.e. g=9.81 ms
-2
).  
Such inertial perturbations are known to act on inhomogeineities present in the considered fluid 
system. These inhomogeineities can be due (see, e.g., Carotento and Lappa, 2003) to the granular 
structure of matter itself, as an assembly of hard particles, or to density inhomogeineities, as those 
induced in a simple fluid by temperature gradients (which lead to the aforementioned 
thermovibrational flow).  
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Along these lines of inquiry, most recently, a completely new phenomenon of particle accumulation 
in vibrated monodisperse suspensions of solid spheres (in a non-isothermal liquid) has been 
identified.  
Evidence has been provided that even in situations in which particle-particle hydrodynamic 
interactions are negligible (dilute systems), intriguing non-linear effects can lead to the irreversible 
formation of well-defined particulate structures over long temporal scales, i.e. times much larger 
than the period of the applied vibrations. The long-range translational ordering is produced by the 
delicate interplay between convective effects (of thermovibrational nature) and the (inertial) 
response of each isolated particle to the time-periodic acceleration (the related mechanism envisions 
a cooperative action exerted on particles by inertial forces and vorticity of thermovibrational nature, 
as demonstrated by the fact that the formation of well-defined structures is prevented when one of 
these two effects is not taken into account, Lappa, 2014b).  
Such vorticity is generated essentially by the interplay between the temperature distribution and the 
instantaneous acceleration caused by vibrations. More precisely, such acceleration and the imposed 
temperature difference alternatively cooperate to produce recognizable clockwise or anticlockwise 
convective rolls in their plane over a cycle of modulation. 
 
 
 
Figure 7: Cubic cavity with characteristic size L shown, delimited by solid walls (one at z=-0.5 
cooled, the other at z=0.5 heated, adiabatic conditions on the remaining sidewalls). The vibrations 
are contained in the xy plane and form an angle I with the x axis (0dIdS/4). 
 
In the interest of conciseness, the examples illustrated in the following are limited to the system 
sketched in Fig. 7 (a cubic cavity containing a fluid and dispersed particles, subjected to an imposed 
temperature difference and vibrations perpendicular to such a gradient). 
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As for the simulations discussed in Sect 3, this computational domain has been seeded initially with 
a monodisperse collection of stationary spherical particles. 
As shown in Fig. 8, even for such a simple geometry, a striking feature of the emerging patterns is 
their multiplicity. A variety of accumulation structures is possible according to the relative direction 
of vibrations with respect to the walls. When the angle I shown in Fig. 7 increases from 0 to S/4, 
the shape of the accumulation region evolves from a cylindrical surface to compact surfaces (a kind 
of irregular ovoids) passing through the intermediate stage of a conical surface, which might be the 
signature of some hidden analytic order underlying the formation and existence of such attractors in 
the physical space (Lappa, 2014b).  
 
 
 
 
Figure 8: Particle aggregates (3D view) for Y=1x103, gb /2ZJ   =3x105, Pr=8, Ra=0, 
RaZ=1.58x104, [=1.85, and K=1x10-4 (no steady gravity) a) I=0, b) and c) I=S/4, d) I=S/8. 
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Under the effect of vibrations the final pattern oscillates back and forth along the direction of 
imposed vibrations apparently as a whole at the vibration frequency as experienced by an observer 
in the laboratory (fixed) reference frame.  
Further insights into this phenomenon can be obtained via a parametric analysis of its dependence 
on the typical problem parameters (vibration frequency and particle characteristic size). The strong 
dependence of the formation time on the parameter K (Fig. 9), indeed, provides evidence for its 
inertial nature.  
 
 
 
Figure 9:  Formation time tF versus particle inertia ( JY=3x102, Pr=8, Ra=0, RaZ=1.58x104, [ 
=1.85, I=0). [tF defined as the time required for the particle structures to reach a constant size, a 
further increase in time simply causing a periodic displacement of such structures along the 
direction of imposed vibrations with no modification in terms of size].   
 
Let us recall that for the considered phenomena vibrations will be exerting their influence on 
particles via two separate mechanisms, one being the direct effect of the resulting accelerations 
on the particles due to their different density with respect to the surrounding fluid and the other 
being related to the way by which oscillatory flow of thermovibrational nature tends to transport 
particles according to their size and drag.  
The translation of the curve (Fig. 9) towards higher values of the time for decreasing Y clearly 
indicates that thermovibrational effects also play a crucial role. When the shaking is applied, the 
transient leading to the final pattern and its duration depend strongly on both vibration frequency 
and particle size. As shown in Fig. 9, the formation time scales as  (KY)-1. 
The inertia parameter, however, has also a strong impact on the characteristic extension of the 
particle aggregates (which behaves as a decreasing function of K, see Figs. 10).  
Under a slightly different perspective, these concepts could be further illustrated by highlighting 
that because the mass and size of particles have an influence on the efficiency by which the 
convective flow is able to transport them (or, in other words, on the ability with which particles are 
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able to follow this oscillatory flow), they will definitely have an important role also in the 
processes which finally determines the extension of the accumulation regions. More precisely, 
because these inertial particles interact with the fluid through viscous Stokes drag and, therefore, the 
motion of particles at a given value of the Stokes number St2 typically lags behind that that would 
be typical of tracer particles moving with St1<St2, an increase in St (i.e. K for a fixed density ratio) 
must be expected to decrease the extension of the final particle accumulations regions (Lappa, 
2014b). 
 
 
Figure 10:  Characteristic size of particle aggregates versus inertia parameter (JY=3x102, Pr=8, 
Ra=0, RaZ=1.58x104, [=1.85, I=0). Linear extrapolation of the characteristic size to zero gives  
K#1.6x10-4, which is in agreement with the absence of recognizable extended particle structures in 
numerical simulations performed for K=2x10-4. 
 
The most remarkable outcome of all such arguments is that, because the underlying mechanism for 
particle accumulation does not require any kind of particle (hydrodynamic) interactions or attractive 
forces, the only necessary prerequisites being the existence of a temperature gradient and some 
inertial disturbances (a cyclic forcing) affecting the considered domain, these dynamics might 
play a role in the dilute medium represented by the mixture of gas and solid matter of primordial 
nebule and solar systems where, in principle, a variety of inertial disturbances should be operative 
at different length and time scales. As outlined in the preceding pages, such disturbances are known 
to be induced by a variety of effects, among them let us recall: a) tidal phenomena (as an example, 
Goodman, 1993, identified a tidally induced parametric instability in astrophysical disks due to the 
coupling between noncircular orbital excursions, which are pressure-modified epicycles, and 
inertial waves, which are also, in essence, pressure-modified epicycles), b) the differential character 
of Keplerian rotation (able to produce pulsations forces of various natures, Balbus and Hawley 1998) 
and c) the intrinsic degree of turbulence of the gas-dust disk (Gammie, 1999; Adams and Laughlin, 
2000).  
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5. The role of Hydrodynamic and Electrostatic Interactions 
 
Having finished a sketch of particle self-assembly promoted by inertial effects in dilute systems 
(relatively small particle concentration), we turn now to consider the opposite situation in which 
particle-to-particle interplay is expected to be important. A synthetic description of the salient 
outcomes of such studies is reported in the remainder of this section together with a critical 
discussion of some accompanying necessary concepts provided to support the reader who may not 
be an expert in these fields. Obviously, we still give emphasis to results provided by microgravity-
based research. 
Indeed, a parallel branch of investigation also exists, yet dealing with mechanically forced 
systems, in which rather than being the mere outcome of spontaneous inertial effects (depending on 
the nature and properties of the background flow and on particle density and size), attractive or 
repulsive events and related patterning behaviour occur essentially as a result of the hydrodynamic 
interference among different particles. Such interactions, which require neither the existence of a 
carrier flow nor fluid/solid density difference, are mediated by the interstitial fluid and disappear 
in the limit as such a fluid is removed (i.e. particles in absolute vacuum).  
Remarkably, such fluid-mediated interactions can be tuned to produce a fascinating variety of 
dynamical phenomena (as the presence of an independent background flow is not a requirement for 
such events to occur, in particular, we concentrate on the case of isothermal fluids). 
The identification of the fundamental principles driving such phenomena dates back to the works of 
Tabakova and Zapruanov (1982) and Langbein (1991). Since then, several experimental and 
numerical studies have been carried out showing intricate scenarios of transition and complex 
regimes.  
A seminal experimental work focused on these effects was published by Petit and Noetinger (1988), 
who clearly identified shear-induced particle crystallization phenomena driven by alternating 
shear stress in macroscopic suspensions (observations were reported on structures formed by glass 
spheres in silicon oils in normal gravity conditions). Tirumkudulu et al. (1999) continued this line 
of inquiry using suspensions of monodisperse neutrally buoyant spherical particles, thereby 
demonstrating that (solid versus liquid) density difference and gravity are not necessary ingredients. 
The suspension was indeed observed to separate itself into alternating regions of high and low 
particle concentration along the length of the domain. The field reached a certain level of maturity 
with the works of Wunenburger et al. (2002) and Zhu and Ma (2002), who reported on striped 
domain structures either parallel or perpendicular to the oscillatory direction depending on the 
considered oscillatory frequency Ȧ and the amplitude Ȗ of the vibrational acceleration. Thomas and 
Gollub (2004) and Klotsa et al. (2007 and 2009) conceived and executed additional experiments 
that elegantly illustrated the principles responsible for such dynamics. 
These problems are still a challenging task for numerical simulation, have instigated much research, 
and have led to many different solutions. The related mechanisms have been placed in a precise 
theoretical context over recent years (the reader being referred to the excellent studies by Thomson 
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et al., 1997; Ivanova and Kozlov, 2002; Kozlov et al., 2006; Hassan and Kawaji, 2008; Saadatmand 
and Kawaji, 2010).  
As an example, Thomson et al., (1997) studied theoretically the motion induced on particles that are 
suspended in an incompressible fluid by an externally imposed random acceleration field (they 
assumed a process obeying Gaussian statistics, consistent with the assumption that many 
independent sources contribute to the acceleration field typical of a space platform such as the ISS). 
These authors demonstrated the existence of a hydrodynamically induced attraction between pairs 
of particles at distances large compared with their radii, and repulsion at short distances. 
Kozlov et al. (2006) provided some additional knowledge on these effects by showing that the 
hydrodynamic interaction affecting close particles is driven by a vibration-induced viscous force, 
which in some circumstances results in an attraction between the particles in the direction of 
vibrations and a repulsion between the particles in the direction perpendicular to the vibrations 
direction.  This effect can lead, in a very concentrated suspension, to a compression of particles in 
the direction of vibrations and in their extension in the direction perpendicular to the vibration 
direction. 
It is worth noting that in case of a nonviscous fluid the mean hydrodynamic interaction of particles 
in the oscillating flow has the opposite sign with respect to the phenomena described above (Lamb, 
1932). The change of interaction and attraction of particles in the vibration direction takes place 
only in viscous liquids at a short distance (as also shown by Tabakova and Zapruanov, 1982). This 
implies that the above mechanism works only if the condition of viscous hydrodynamic 
interaction between particles is ensured during oscillations, which reads 12 QZ " . It means that 
the distance "  between the particles has to be shorter than the distance vStR /v ZQG . At 
larger " , the hydrodynamic mutual interference is negligible or it is replaced by the opposite effect 
(Ivanova et al., 2005). This is in agreement with the typical results of space experiments (see, e.g., 
Sun et al., 1994 and Ellison, 1995) where the effects of high-frequency g-jitters have generally been 
observed to be rather localized. 
As the reader might expect at this stage, the major outcome of such theoretical efforts has been the 
derivation of precise mathematical expressions relating the hydrodynamic forces induced by 
vibrations to the physical properties of the considered solid-fluid system over a wide spectrum of 
conditions (viscous or inviscid fluids, low or high frequencies, dilute or concentrated suspensions, 
etc.). Most recently there has been an upsurge of interest in all these dynamics owing to the 
discovery of new patterns and intriguing spatiotemporal phenomena.  
For instance, Voth et al. (2002) reported additional interesting findings on the fascinating 
mechanisms that may promote the self-assembly of ordered structures in a vibrated isothermal 
liquid. These authors conducted experiments using a rigid container vibrated vertically by an 
electromagnetic vibrator containing a viscous fluid and a sub monolayer of uniform stainless steel 
spheres. The resulting patterns included hexagonally ordered micro-crystallites, time-periodic 
structures, and chaotic fluctuating patterns with complex dynamics (Fig 11) according to the 
considered value of the non-dimensional acceleration amplitude gb /2ZJ  . 
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For three interacting particles the system was found to form an asymmetric pattern with two paired 
and one distant particle as shown in Fig. 11(a). In a configuration with seven particles, stable 
hexagonal states formed over the range 2.8 d J d 3.0 (Fig. 11b). At slightly higher acceleration, a 
time dependent state was observed with two central particles rotating inside a ring of five others 
(Fig. 11c). For larger numbers of particles, the presence of both attraction and repulsion led to even 
more complex many-body effects, which were generally time dependent. As shown in Fig. 11(d) 
(J=3.7), particles near the centre of the cluster remain in contact even when particles near the 
periphery separate. At J=3.9, (Fig. 11e) the inner particles have separated and the system forms a 
bound state with weakly chaotic motion of all the particles, a mesoscopic liquid. 
 
 
Figure 11: Patterns formed by multiple particle systems when both attractive and repulsive 
hydrodynamic interactions are important (water/glycerol mixture of kinematic viscosity 8 [cSt]  and 
a sub monolayer of uniform stainless steel spheres of radius R#4 [mm], density ratio [#7, different 
values of gb /2ZJ  ): (a) Three particles at J=3.0; (b) Seven particles in a stable hexagon at J=3.0; 
(c) Seven particles in stable time-periodic motion at J=3.7; (d) Many particles at J=3.7, where the 
central particles are in contact and exterior particles are held apart by the hydrodynamic repulsion; 
(e) At J=3.9 all the particles have separated and form a bound liquid; (f) J=5.3, apparently chaotic 
behaviour. Reprinted figure with permission from Voth G. A., Bigger B., Buckley M.R., Losert W., 
Brenner M.P., Stone H.A., and Gollub J.P., Phys. Rev. Lett., 88, 234301 (2002), Copyright (2002) 
by the American Physical Society, http://dx.doi.org/10.1103/PhysRevLett.88.234301. 
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As a further more recent example, by investigating experimentally the behaviour of two identical 
spheres suspended magnetically in a fluid to mimic weightless conditions, Pacheco-Martinez et al. 
(2013) observed the spheres to spontaneously orbit each other under the influence of mutual 
attraction for sufficiently large vibration amplitudes. 
Although the problem is very complex and far to be well understood, it might even be the case that 
similar effects were at work in the early stages of planetesimal formation, provided the interstitial 
gas was sufficiently dense to promote such a hydrodynamic interplay. 
The most remarkable discovery in microgravity with relevance to the mechanisms driving planet 
formation in the centimeter-sized grain range, however, is due to Donald Pettit, a mission specialist 
onboard the ISS Expedition 6 in 2002 and 2003 (see Love and Pettit, 2004; Tytell, 2004; for other 
microgravity experiments dealing with 1[Pm] particles for which Brownian dynamics in the free 
molecular flow regime are expected to be important, the reader is referred to the earlier excellent 
study by Blum et al., 2000). During his six-month stay aboard the space station, this astronaut 
conducted some qualitative experiments showing how fluids react in an extremely low gravity 
environment. These experiments revealed that particles of various materials, which varied in size up 
to 6 [mm], could naturally clump together in microgravity when confined to a volume that included 
a few grams of the materials. 
 
 
 
 
Figure 12: Aggregates of 1- to 6-mm salt (NaCl) particles in air (approximately 1:1 scale) formed 
in microgravity conditions (Courtesy of D.R. Pettit, Lyndon B. Johnson Space Center, NASA). 
 
The granular solids used for these tests were limited to those readily available aboard the ISS, 
namely: table salt (NaCl) crystals 0.5-1.0 [mm] in size, NaCl crystals #1-6 [mm] in size, sugar 
crystals #1 [mm] in size, powdered coffee particles #0.1 [mm] in size, and mica flakes #5 [ȝm] in 
diameter.  
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Although these specific materials are obviously not important in planet formation, they cover a 
relatively large range of materials type, including a crystalline ionic solid, two different organic 
substances, and a hydrated silicate.  
A sample of each material, with a mass of a few grams, was placed in an inflated plastic bag of # 4 
[litres] volume (the classical ziplock bag used in space by astronauts to collect or store items of 
various natures and sizes). Once sealed, the bag was shaken strongly to separate the particles and 
destroy any pre-existing structures. Although most of these experiments were qualitative, they 
provided a convincing proof that the mm-sized solid particles could aggregate into 1-5 [cm] fractal-
like clusters within a few seconds (Fig. 12). The aggregates broke up into individual particles when 
shaken vigorously, but new clusters were seen to form quickly when the shaking was stopped. The 
material properties of the solids appeared to have a scarce effect on the observed behaviour.  
The spontaneity, speed, and repeatability of the process suggests that it was strongly supported by 
the existence of inter-particle forces (identifiable as electrostatic in nature given the very long times 
generally required for vibration-induced hydrodynamic interactions to produce particle self-
assembly).  
It was realized that the container did affect the experiment by keeping particles confined at a 
relatively high density (# 103 [g m-3]), thus increasing collision frequency and promoting such 
electrostatic (contact) interactions. 
Some experiments were based on mica flakes suspended in water rather than air. Interestingly, in 
this case, the much greater density and viscosity of the fluid led to the same general clustering 
behaviour, but over a period of days rather than seconds.  
Albeit qualitative in nature, these experiments revealed the counterintuitive sticking behaviour of 
solid particles in gas without the influence of gravity.  
To do justice to these interesting findings (what sets this class of phenomena apart from the others 
considered in this work is the essentially electrostatic nature of the involved forces), the remainder 
of this section is devoted entirely to get quantitative details and additional insights into the related 
mechanisms. Towards this end, we discuss the preparation (together with some related physical 
reasoning) and execution of some novel (still unpublished) experiments expressly conceived to 
reproduce such behaviours in normal gravity conditions. 
Because experiments with particles in air are rather difficult on the ground due to the large density 
difference between the fluid and the dispersed phase, we based such attempts on water (as working 
fluid) and neutrally buoyant tracers.  
Particles (carboxylate solid spheres having diameter 1 Pm made of latex) were initially dispersed in 
water contained in a cylindrical glass phial (internal diameter 20 [mm], filled up to a height of 
liquid 20 [mm] from the bottom). 
Instead of shaking the suspension (as in the experiments onboard the ISS), we stirred the mixture of 
liquid and dispersed particles with a stirring velocity of 1 [rps] applied for approximately 4 or 5 
seconds in order to mimic conceptually vorticity present in typical industrial processes such as 
those discussed in the introduction or in contexts with astrophysical relevance. 
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In agreement with the earlier microgravity findings, we could observe cluster formation neither in 
the first few seconds (after the beginning of the experiment), nor in the following minutes. 
Unfortunately, longer times of observation were not allowed by the density difference (although 
very small) between the liquid and the tracers (by which particles were slowly removed from the 
liquid when agitation was discontinued and transported towards the top of the container). 
Perhaps, the most convenient way to start a discussion to fully understand the mechanisms that lead 
to this (negative) occurrence (in order to use them advantageously for the ensuing design of a 
successful experiments) is to observe that the amount of charge generated during the handling and 
processing of a liquid depends on several factors. 
Such factors include the flow characteristics of the liquid, i.e. flow velocity, stirring, shear and 
turbulence, and the mobility of liquid ions.  
More precisely, while contact electrification is believed to be the manner in which contacting solid 
surfaces become electrostatically charged and represents a useful general model of electrostatic 
charging, the actual mechanism by which fluids (more precisely, liquids) become electrostatically 
charged is known as double-layer charging (Glor and Luttgens, 1989). This can occur at liquid 
solid and liquid-liquid interfaces, such as where a liquid makes contact with the wall of a pipe or 
vessel, or with suspended particles. This effect, combined with the competing effect of ion 
recombination at the pipe or vessel wall can result in an unbalancing of charge within the liquid if it 
is insulating in electrostatic terms or sufficiently isolated from electrical ground by vessels that are 
made from an electrically insulating material, such as plastic (Kozman and Gavis, 1962). 
The principal indicator of  ion  mobility  in  liquids  is  the  electrical  conductivity, which  is  
typically  reported  in  units  of  Siemens  per  meter m [Sm
-1
] or PicoSiemens per meter  [pSm
-1
] . 
Although glass is a relatively good (although not perfect) insulator from an electrostatic-charge-
dispersion perspective, water has a relatively high electric conductivity (1x10
9 
[pSm
-1
] at 25 qC), 
which makes the Q parameter defined by eq. (13) relatively small (of the order O(10
-8
) for the 
conditions considered in our experiments).  
Because, as explained in Sect. 2, the nondimensional parameter Q should be regarded as a 
measure of the ability of the considered flow to retain electric charges eventually produced in 
the fluid by large-scale flow and related frictional effects (before they are transferred to ground 
through the non-perfectly insulating walls of the container), the related small value attained by this 
parameter should be regarded as a possible justification for the absence of particles aggregates in 
our experiments (at least in the reduced timeframe in which we observed the dynamics).   
In order to test the validity of these arguments we repeated the experiments mitigating the too high 
conductivity of water by the addition of a miscible liquid characterized by a much smaller value of 
the electric conductivity (along these lines, let us recall that the microgravity experiments were 
conducted in air, that at ordinary temperatures behaves as an excellent electrical insulator). In 
particular, we selected ethyl alcohol, its electric conductivity being four orders of magnitude 
smaller than that of water (1.35x105 [pSm-1] at 25 qC). 
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For a percentage of ethyl alcohol around 30% we could immediately observe the formation and 
apparently endless growth of fractal aggregates (often in the form of long irregular chains, formed 
in the bulk of liquid and then transported towards the glass wall of the phial by the residual 
centrifugal force (due to the initial stirring applied to the liquid to promote electrostatic 
interactions) and the electrostatic effect itself, where they could attach one another giving rise to a 
sort of porous lattice, Fig. 13). 
Although it is obvious that further elaboration of such models will be required in the future, in 
particular to account for the effects of friction on gases, this being necessary for an accurate 
quantitative description of the experiments originally executed on the ISS, it is worth highlighting 
that our ground experiments successfully reproduced most, although not all, features of the tests 
carried out with particle in air in orbit. 
In this context it is also worth mentioning the parallel line of inquiry originating from the 
experiments of Manley et al. (2004), Zhu et al. (2005) and Castellanos (2005), who further 
addressed the role of van der Waals forces in producing aggregates in terrestrial experiments with 
solid particles. These studies showed that cohesive particles can be agglomerated in a fluidized state 
due to the strong interparticle attractive forces as compared to particle weight. In the experiments by 
Castellanos (2005), in particular, the drag force created by an upwards flowing gas was expressly 
used to counteract gravity and investigate how particles with size of the order O(10) [ȝm] can form 
fractal structures. In these systems, fractal aggregates size was limited by the fact that gravity is a 
volume force whereas drag acts on the surface. Thus, a size limit was found for aggregate size 
depending on the ratio of interparticle van der Waals force to particle weight (the relative 
importance of these effects being measured by the so-called granular Bond number). The 
comparison of results obtained in microgravity and on Earth definitely demonstrated that cluster 
growth is limited by gravity-induced restructuring (Manley et al., 2004). 
Subsequent works (Castellanos et al., 2005 and Valverde and Castellanos, 2006) have been devoted 
to formulate a generalized relationship between the particle volume fraction, the interparticle 
attractive force and the aforementioned granular Bond number. 
These fine powders have been the subject of active investigation in the recent years due to their 
novel physical, chemical and mechanical properties. Their uniqueness arises from their high ratio of 
surface area to volume, providing high fluid-solid contact and reaction efficiencies but, on the other 
hand, enhancing the effect of interparticle attractive forces that inhibit powder flow. When the size 
of the constituent particles decreases below a critical value (typically # 50 ȝm) interparticle 
attractive forces become larger than particle weight, leading to the formation of stable arches that 
hamper flowability and give rise to highly porous structures similar to those shown in Fig. 13c. 
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 a) 
 
 b) 
 
 c) 
 
Figure 13: Simulation of microgravity experiments in normal gravity conditions: a) neutrally 
buoyant particles dispersed in a solution of water and ethanol contained in a glass phial after the 
application of 5 [s] stirring at 1 [rps] (some larger-size aggregates can be distinguished in the bulk); 
b) detail of particle aggregates at the liquid-glass lateral boundary after 1 minute (a chain of 
particles extended from the glass surface to the interior of the liquid can be distinguished on the left 
side of the picture); c) after 5 minutes (due the continuous addition of fractal aggregates formed in 
the bulk , a kind of porous lattice is clearly visible at the wall). 
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6. Discussion and Conclusions 
 
There is no doubt that at the present stage the results obtained in microgravity are mostly of 
fundamental nature, quantifying theoretical models of gravity influences on fluid phenomena 
through comparison with terrestrial experiments or leading to better insights into the significance of 
forces and interactions which, during experiments on Earth are masked by gravity. 
In particular, by removing the influence of gravity, scientists are more closely observing still poorly 
known influential processes that are thought to be responsible for structure formation during the 
processing of solid-fluid mixtures. 
In such a context, the recent identification of new families of particle attractors, together with the 
related intrinsic multiplicity and sensitivity to particle inertia is of enormous conceptual 
significance as it opens new fascinating (heretofore unexplored) perspectives in the investigation of 
a variety of subjects, ranging, just to cite some examples, from mechanisms operating at very large 
scales (e.g., related to the initial stages of planet formation driven by the accumulation of small dust 
particles), to all small-scale technological applications which simply share the use of microfluidic 
devices to manipulate the transport of tiny particles. 
It is obvious that the study of pattern formation driven by such mechanisms also falls under the 
broader heading of nonequilibrium phenomena. Beyond practical applications, it is therefore clear 
that these problems also exert an appeal to researchers and scientists as a consequence of the 
complexity of the possible stages of evolution, of the nonlinear behaviour and because these 
organized structures are aesthetically and philosophically pleasing as well as irresistible to 
theoretical physicists. 
Because, obtaining a robust understanding of reality requires a diversity of model types, ranging 
from simple to complex, in which various processes can be turned on and off and the results 
carefully diagnosed (this is called a modeling hierarchy and its use forms the backbone of forward 
progress in any field), we have considered four distinct categories of particle accumulation 
structures supported by microgravity conditions, exploring separately a vast range of physical 
effects and related characteristic parameters. 
Starting from theoretical models able to explain how inertial particles initially dispersed in a fluid 
organize themselves into what appear to be travelling threads or filaments (1D objects) or discrete 
stationary collections of sharp stripes (2D accumulation planes) under the influence of isolated 
waves or interacting (counter-propagating) waves, respectively, then we have moved to a different 
class of inertial phenomena in which the presence of waves as the main particle-accumulation 
driving mechanism is replaced by vibrational convective flows.  
While in the first situation, particle preferential segregation can be explained in terms of a phase 
locking process between the travelling fluid-dynamic disturbance and the typical frequency of 
motion or rotation of a generic particle (as a result of which, the motion of an individual particle in 
the 3D flow gets synchronized with the wave), in the latter case particle self-assembly is due to the 
Geophysical and Astrophysical Fluid Dynamics, Accepted 09 May 2016 
35 
 
delicate interplay between particle inertia and oscillatory thermovibrational effects, which tends to 
constrain particles to specific regions of the physical space.  
The subsets of space where such phenomena occur (the so-called attractors using a terminology 
borrowed from the general field concerned with the study of non-linear systems) evolve accordingly 
from the 1D dimensional paths or planar areas seen in the case of waves, to geometric objects which 
seem to resemble the typical quadrics of projective geometry.  Indeed, by varying the relative 
direction of imposed vibrations the shape of the accumulation regions changes from cylindrical 
surfaces to a compact surfaces passing through the intermediate stage of a conical surface. Just as in 
geometry the ellipsoid and the elliptic paraboloid, are non-degenerate compact quadric surfaces, 
while the cone and the cylinder are equivalent to the so-called degenerate form, the particle surfaces 
revealed by these studies might be the signature of some hidden analytic order (algebraic equation) 
underlying the formation and existence of such attractors (which would deserve additional 
attention). 
Whenever possible, we have used fluid vorticity as a unifying (cardinal) concept for the 
interpretation of the considered dynamics. Although the role of this quantity in determining inertial 
particle association phenomena (in conjunction with more or less pronounced levels of turbulence) 
has been already recognized in the past, the new knowledge provided by microgravity research 
seems to indicate that, by limiting to the models traditionally used in the literature, one may be 
omitting important components of the general dynamics of realistic systems (in nature or 
technology, where a variety of fluid-dynamic and inertial (acceleration) disturbances might be 
present at the same time). 
To some extent the examples examined here may help the reader in abstracting from specific cases 
features which are essential in the description of the general phenomenon of particle self-assembly 
in other circumstances (not necessarily related to these examples), thereby allowing most of the 
concepts we have illustrated to spread from their initial heartland of microgravity flows and related 
materials-science problems to a more general (perhaps universal) context. 
This is especially true for problems related to the formation of planetary systems, which are 
intimately tied to the question of the evolution of the gas and solid material in the early nebula. 
Although the dynamical behaviour of micrometer-sized particles is expected to be dominated by the 
gas drag, while meter-sized bodies are allowed to decouple from the gas and move on Keplerian 
orbits, it is known that a transition regime of particle sizes exists where the influence of the gas drag, 
gravity, and the inertia forces of the particles are on same order of magnitude. 
Still in the case of solid-liquid systems subjected to the perturbing action of inertial disturbances (in 
the form of vibrations), we have also provided some effort to discuss the influence of particle 
interactions. It is expected that interparticle attractive or repulsive behaviours driven by local forces 
of hydrodynamic nature (mediated by the interstitial fluid in concentrated suspensions) will also 
play a significant role in determining the distribution of dispersed solid matter (inducing global 
compression or expansion of the resulting pattern and/or leading to local phenomena such as the 
emergence of network-like regions and ordered micro-crystallites, particles orbiting each other or 
Geophysical and Astrophysical Fluid Dynamics, Accepted 09 May 2016 
36 
 
particles bound together with weakly chaotic motion), thereby contributing to the complexity of the 
resulting dynamics. 
As another physical connection in which frictional effects induced by stirring (vorticity) or 
vibrations (shaking) might be also important, we have considered circumstances where particle 
adhesion is promoted by electrostatic interaction (supported by a charging process of frictional 
nature).    
The resulting structures (emerging in the form of fractal aggregates) display notable affinity with 
those generally provided by numerical studies of inertial particles suspended in isotropic and 
homogeneous turbulent flows (see, e.g., Bec, 2005 and Bec et al., 2007). The fact that similar 
structures are observed across two completely different categories of particle phenomena (the first 
being driven by inertia, the second by electrostatic effects) may be considered as the typical 
signature of the strongly dissipative nature of the process driving accumulation for both cases (when 
the geometry of inertial particle clusters in developed turbulence is controlled by the dissipative 
effective dynamics of the particle motion at small scale, attractors are generally fractals). 
Since many readers of this journal may not have previously encountered the phenomena described 
here, our main goal was to stake out some common ground by providing a synthetic review of the 
underlying mechanisms and cause-and-effect relationships, under the optimistic idea that the 
contacts established in the present survey between the fields of microgravity research (and 
associated materials-science problems) and astrophysical and geophysical fluid-dynamics will 
develop into an on-going, mutually beneficial dialogue. Along these lines, we have cited so many 
publications expressly to stimulate further exchange and cross-fertilization of knowledge by 
encouraging readers to follow up various details that could not be treated in depth here due to page 
limits. 
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