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To my grandmother and my parents.

The Force is what gives a Jedi his
power. It’s an energy field created by
all living things. It surrounds us and
penetrate us. It binds the galaxy together.
Alec Guinness as Ben “Obi-Wan” Kenobi,
in Star Wars Episode IV: A New Hope

Abstract
We study the effects of a finite cubic volume with twisted boundary conditions on pseu-
doscalar mesons. We apply Chiral Perturbation Theory in the p-regime and introduce the
twist by means of a constant vector field. The corrections of masses, decay constants,
pseudoscalar coupling constants and form factors are calculated at next-to-leading order.
We detail the derivations and compare with results available in the literature. In some
case there is disagreement due to a different treatment of new extra terms generated from
the breaking of the cubic invariance. We advocate to treat such terms as renormalization
terms of the twisting angles and reabsorb them in the on-shell conditions. We confirm that
the corrections of masses, decay constants, pseudoscalar coupling constants are related by
means of chiral Ward identities. Furthermore, we show that the matrix elements of the
scalar (resp. vector) form factor satisfies the Feynman–Hellman Theorem (resp. the Ward–
Takahashi identity). To show the Ward–Takahashi identity we construct an effective field
theory for charged pions which is invariant under electromagnetic gauge transformations
and which reproduces the results obtained with Chiral Perturbation Theory at a vanish-
ing momentum transfer. This generalizes considerations previously published for periodic
boundary conditions to twisted boundary conditions.
Another method to estimate the corrections in finite volume are asymptotic formulae.
Asymptotic formulae were introduced by Lu¨scher and relate the corrections of a given
physical quantity to an integral of a specific amplitude, evaluated in infinite volume. Here,
we revise the original derivation of Lu¨scher and generalize it to finite volume with twisted
boundary conditions. In some cases, the derivation involves complications due to extra
terms generated from the breaking of the cubic invariance. We isolate such terms and
treat them as renormalization terms just as done before. In that way, we derive asymp-
totic formulae for masses, decay constants, pseudoscalar coupling constants and scalar
form factors. At the same time, we derive also asymptotic formulae for renormalization
terms. We apply all these formulae in combination with Chiral Perturbation Theory and
estimate the corrections beyond next-to-leading order. We show that asymptotic formu-
lae for masses, decay constants, pseudoscalar coupling constants are related by means of
chiral Ward identities. A similar relation connects in an independent way asymptotic for-
mulae for renormalization terms. We check these relations for charged pions through a
direct calculation. To conclude, a numerical analysis quantifies the importance of finite
volume corrections at next-to-leading order and beyond. We perform a generic analysis
and illustrate two possible applications to real simulations.
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Introduction
General Overview
As far as we know, there are four fundamental interactions in nature: gravitational, weak,
electromagnetic and strong interactions. Their ranges of action and their strengths are
remarkably different, as one can see from Tab. 1. The gravitational interaction (or gravita-
tion) is essential for the existence of galaxies, planetary systems, stars (and for our everyday
life) but at subatomic distances is so feeble that can be neglected. The weak interaction
plays a fundamental role in many subatomic processes as e.g. the β-decay of the neutron.
The electromagnetic interaction (or electromagnetism) appears in all phenomena involving
electric charges or radiation of the frequency comprised between radio waves and gamma
rays. The strong interaction holds together protons and neutrons within the nucleii of
atoms and is the strongest interaction at the distance of 1 fm.
The strong interaction is also responsible for the formation of hadrons. Hadrons are
bound states formed by quarks and gluons (fundamental particles of unknown substructure)
and are classified in two groups: baryons and mesons. In the simplest description, baryons
are triplets of quarks bound together via gluon exchanges whereas mesons are quark-
antiquark pairs. The best known baryons are the proton p and the neutron n which are
commonly referred to as nucleons, N = { p, n }. Mesons are less familiar: the best known
are pions, kaons and eta which are all members of the subgroup of pseudoscalar mesons.
In this work, we study the lightest pseudoscalar mesons and the effects on their physical
properties of a finite volume. Apart from being an interesting subject on its own, the
Table 1: The four fundamental interactions, their ranges of action and their relative strengths at
the distance of one femtometre, i.e. 1 fm = 10−15 m. Note that gravitational and electromagnetic
interactions have an infinite range of action and may act at all distances.
Interaction Range Relative strength
[fm]
Gravitational ∞ 10−38
Weak 100 10−6
Electromagnetic ∞ 10−2
Strong 1 1
1
2 General Overview
study of finite volume effects is mainly motivated by a specific research area of Theoretical
Particle Physics, namely Lattice QCD. This area has greatly progressed in the last few
years and in the future, will allow one to solve Quantum Chromodynamics completely
from first principles.
Over the years, Quantum Chromodynamics (or QCD) has been established as the fun-
damental theory describing the strong interaction. It was formulated during 1970es as a
relativistic quantum field theory relying on Quantum Mechanics and Special Relativity.
Since then, it has been precisely tested, becoming a part of the successful Standard Model
of Particle Physics. However, QCD still poses some theoretical challenges. At high ener-
gies, the theory is worked out with the standard approach used in quantum field theories:
perturbation theory. The coupling constant serves as an expansion parameter and physical
observables are expanded in its powers. As long as the coupling constant is small, the
expansion converges and the results of physical observables can be compared with exper-
imental measurements. This provides precise tests on the validity of the theory. At low
energies, the coupling constant is however not small. The terms of the expansion, instead
of becoming smaller, get bigger and bigger leading to divergent expressions. In that case,
standard perturbation theory fails and alternative methods must be applied in order to
solve the theory.
Already in Ref. [1] Wilson proposed an alternative approach, known as Lattice QCD.
He discretized the space-time and formulated QCD on a 4-dimensional lattice. The lattice
acts twofold. On one hand, it serves as a regulator, rendering the theory finite. On the
other hand, it enables calculations of physical observables through numerical simulations.
Lattice QCD is so simulated on computers and solved with the help of Monte Carlo tech-
niques. It turns out that such task is challenging even for the powerful computers of the
last generation. Firstly, because Monte Carlo techniques rely on sophisticated algorithms
that often, do not succeed to simulate the light quarks at their physical masses. Secondly,
because the computational power needed to solve the theory grows rapidly as the lattice
approaches a continuum space-time of infinite extent. In practice, most of the simulations
are performed with light-quark masses larger than in nature (mˆ > mˆphys) on cubic lattices
with a coarse site spacing (a > 0) and a finite extent (L <∞). To give a rough estimate,
present-day simulations feature: mˆ ≈ 10 20 MeV, a ≈ 0.05 0.1 fm and L ≈ 2 4 fm, see
Ref. [2]. Hence, to compare the results of such simulations with real experiments one has
to take three extrapolations: mˆ→ mˆphys, a→ 0 and L→∞. These extrapolations are by
no means straightforward and must be guided in some way.
Another method to treat QCD at low energies are effective field theories. This method
is rather old: first simplest applications are due to Fermi, Euler and Heisenberg around
mid-1930s, see Ref. [3–7]. The rigorous mathematical formulation came solely 40 years later
with the decoupling Theorem of Appelquist–Carazzone [8] and the Weinberg Theorem [9].
Towards mid-1980s Gasser and Leutwyler applied the method to QCD and relying on a
few general principles, they constructed an effective field theory for pions [10] which was
extended to other pseudoscalar mesons in Ref. [11]. This effective theory is mainly based
on an approximate symmetry of QCD (the so-called chiral symmetry) and is named after
that as Chiral Perturbation Theory.
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Chiral Perturbation Theory (ChPT) is the low-energy effective field theory of QCD. It
approximates QCD at low energies where “low” means under the scale Λχ ≈ 1 GeV. Below
this scale, ChPT is mathematically equivalent to QCD and allows one to perform perturba-
tive calculations. Physical observables are expanded in powers of small external momenta
and light-quark masses according to an expansion which is known as chiral expansion.
The chiral expansion is formally different from the expansion of standard perturbation
theory. In particular, it involves low-energy constants that are not determined by the ef-
fective theory itself and must be determined in other ways. Already in Ref. [10,11] Gasser
and Leutwyler determined about twenty of them, comparing theoretical results with the
phenomenology of the strong interaction. Since then, many calculations have been done
in ChPT and many extensions for its theoretical framework have been proposed, see e.g.
Ref. [12–18]. The picture that emerges 30 years later, is a substantial success of this
effective field theory.
Nowadays, Lattice QCD and ChPT are mature research areas of Theoretical Particle
Physics. It is not uncommon that they are combined together to provide a joined analysis.
Specifically, Lattice QCD can pin down the low-energy constants of the chiral expansion and
in turn, ChPT can guide the extrapolations of numerical simulations. In this respect, the
present work deals with the infinite volume extrapolation (L→∞). Herein, we study finite
volume effects and determine the L-dependence of various physical observables applying
ChPT in finite volume. Knowing the algebraic form of the L-dependence is essential to
extrapolate the results of numerical simulations. In Ref. [19–21] Gasser and Leutwyler
first showed how to apply ChPT in finite volume. They proved that if the volume is large
enough, the theory enters the so-called p-regime and only a few modifications must be
taken into account, see Ref. [21]. Physical observables are calculated in a similar way as in
infinite volume and their results are shifted by additional finite volume corrections. These
corrections are L-dependent and decay exponentially as the volume gets large. In the limit
L→∞, finite volume corrections disappear and the results of physical observables return
as in infinite volume.
The physical origin of finite volume corrections lies in the vacuum polarization. Each
real particle is surrounded by a cloud of virtual ones that polarizes the vacuum. In general,
virtual particles can propagate up to distances of the extent of their Compton wavelength.
If the system is enclosed in a finite volume, the cloud of virtual particles is squeezed and
there is a probability that during their propagation, virtual particles encounter the bound-
aries and wind around the volume, before they are reabsorbed by the real particle. This
winding generates the finite volume corrections and makes physical observables dependent
on L.
In Ref. [22] Lu¨scher introduced another method to estimate finite volume corrections.
He derived an asymptotic formula relating mass corrections to an integral of a specific scat-
tering amplitude, evaluated in infinite volume. A detailed derivation was then presented
in Ref. [23] where Lu¨scher succeeded to generalize the proof to all orders in perturbation
theory by means of Abstract Graph Theory. Successively, the formula was widely ap-
plied in combination with ChPT [24–30] and extended to other quantities such as decay
constants [31, 32] and pseudoscalar coupling constants [31]. In these applications, ChPT
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provided oneself with the analytic representation for the amplitudes entering the integrands
of asymptotic formulae. Knowning such representation at a given order, it is then possible
to numerically estimate the corrections at one order higher. This is a very convenient
aspect of asymptotic formulae as they automatically push the estimation of corrections to
higher orders.
In this work, we study finite volume effects by means of ChPT and asymptotic formulae.
We consider finite cubic volumes with twisted boundary conditions [33–36] which are a
generalization of the periodic ones. Twisted boundary conditions are usually imposed in
lattice simulations to introduce continuous momenta that were otherwise not allowed by
the periodic ones. In this way, it is possible to extract specific physical quantities which
are defined from continuous limits such as e.g. square radii or curvatures of form factors.
Note that results obtained with twisted boundary conditions can be always reduced to the
case with the periodic ones just by setting the twist equal to zero.
Structure of the Work
In Chapter 1 we present ChPT. We first outline the method of effective field theories: we
summarize its general principles and sketch the construction of effective theories in practice.
Then, we apply the effective method to QCD at low energies. We give a short introduction
on QCD highlighting its symmetry properties and construct the effective chiral Lagrangian
of ChPT. The chapter ends with four applications of ChPT: we calculate masses, decay
constants, pseudoscalar coupling constants and form factors at NLO in the chiral expansion.
In Chapter 2 we study ChPT in finite volume. We give an overview of finite volume
effects and introduce twisted boundary conditions. Then, we calculate finite volume cor-
rections at NLO. We start with the corrections of masses and decay constants for which
we detail the derivations of pions (corrections of other pseudoscalar mesons can be analo-
gously derived). We compare the expressions with the results of Ref. [36, 37] and outline
the main differences with Ref. [38]. From these expressions, we calculate the corrections
of pseudoscalar coupling constants by means of chiral Ward identities [10, 11]. We check
with the results obtained through the direct calculation [38] and confirm that they are
in agreement. Successively, we calculate the corrections of the matrix elements of pion
form factors. We compare the expressions with Ref. [37, 38] and show that in this case,
the Feynman–Hellman Theorem [39, 40] and the Ward–Takahashi identity [41–43] hold in
finite volume with twisted boundary conditions.
Chapter 3 begins with an overview of asymptotic formulae. We outline the method
and recall the asymptotic formulae of pseudoscalar mesons valid in finite volume with
periodic boundary conditions. Then, we revise the original derivation of Lu¨scher [23] and
generalize it to twisted boundary conditions. We derive asymptotic formulae for masses,
decay constants, pseudoscalar coupling constants and scalar form factors. The formulae for
scalar form factors are derived relying on the Feynman–Hellman Theorem [39,40] and are
then valid at vanishing momentum. Furthermore, we show that the asymptotic formulae
for masses, decay constants, pseudoscalar coupling constants are related by means of chiral
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Ward identities. We check these relations for charged pions through a direct calculation
combining results of ChPT with asymptotic formulae.
In Chapter 4 we apply asymptotic formulae in combination with ChPT. To express
the amplitudes entering the formulae, we take the chiral representation at one loop from
Ref. [10,44–48]. We work out this representation for the kinematics needed in the asymp-
totic formulae and expand them beyond NLO. The results are presented in terms of inte-
grals in a similar way as Ref. [32].
Chapter 5 summarizes the numerical analysis. We first discuss the numerical set-up and
perform a generic analysis. The corrections are evaluated numerically at NLO using the
expressions obtained with ChPT in Chapter 2 and then, estimated beyond NLO using the
asymptotic formulae of Chapter 4. Results are presented by means of graphs representing
the dependences on the pion mass and on the twisting angles. Successively, we illustrate
two possible numerical applications to real simulations. We take lattice data from two
collaborations [49–51] and estimate finite volume corrections at NLO and beyond NLO.
The Appendices contain further details on analytical aspects. Appendix A is a list
of results that may be useful for the evaluation of loop diagrams in finite volume. In
Appendix B we study the (electromagnetic) gauge symmetry in finite volume. We first
construct an effective theory for charged pions which is invariant under gauge transfor-
mations and which reproduces results obtained with ChPT in Chapter 2. As the gauge
symmetry is here preserved, we show that the Ward–Takahashi identity [41–43] holds in
finite volume if the momentum transfer is discrete. Such considerations were previously
presented in Ref. [52] and in this work, are generalized to the case with twisted boundary
conditions. In Appendix C we introduce some concepts of Abstract Graph Theory and
generalize the first part of the derivation of Lu¨scher [23] to twisted boundary conditions.
At last, Appendix D contains some cumbersome expressions of the integrals presented in
Chapter 4.

Chapter 1
Chiral Perturbation Theory
1.1 Effective Field Theories
Effective field theories (EFT) are a method of a wide application in Physics. There are EFT
in many research areas: from Condensed Matter to Nuclear and Particle Physics as well
as in General Relativity, see Ref. [53–57]. Most of them are low-energy approximations:
they approximate fundamental theories at energies lower than some characteristic scale
Λ. Below the characteristic scale the EFT is mathematically equivalent to the underlying
fundamental theory. It provides the mathematical apparatus to expand physical quantities
in powers of p/Λ (or E/Λ) where p is an external momentum and E is an energy. As long as
E ≪ Λ the expansion converges and the results can be compared with experiments testing
the reliability of the approximation. For higher energies the expansion breaks down and
one must reformulate the EFT in order to reliably approximate the fundamental theory.
The method of EFT relies on a few general principles. These were summarized by Wein-
berg in a folk’s Theorem which was proven under specific circumstances by Leutwyler [58]
as well as D’Hoker and Weinberg [59]. The Theorem states [9]: a “[. . .] quantum field
theory itself has no content beyond analycity, unitarity, cluster decomposition and sym-
metry”. Analycity follows from causality, i.e. after a Lorentz transformation cause and
effect cannot change their time ordering. Unitarity guarantees the probability conserva-
tion postulated by Quantum Mechanics: the theory is compatible with a description in
terms of the scattering matrix S, in which an initial state i evolves in a final state f with
total probability,
∑
f |〈f |S |i〉|2 = 1. The cluster decomposition principle ensures locality,
namely that there is no mutual influence for sufficiently spatially separated experimen-
tal measurements. The word symmetry summarizes the invariance of the system under
various transformations: Poincare´, charge-conjugation, parity, time reversal and internal
transformations.
In practice, the construction of EFT proceeds in the following way. For a specific energy
region (defined by the characteristic scale) one writes down the most general Lagrangian
containing the fields of active particles and including all possible terms allowed by the
symmetry of the underlying fundamental theory. Then, the perturbative expansion of the
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effective Lagrangian produces the most general S-matrix consistent with the principles
summarized in the Weinberg Theorem [9]. In most of the cases the effective Lagrangian
contains an infinite numbers of terms. However, as the Lagrangian is written for a specific
energy region it is possible to order the terms according to their relevance and work (within
a certain accuracy) with a finite number of them.
One can distinguish two main types of EFT relying on the transition from high energies
(i.e. E ≫ Λ) to low energies (E ≪ Λ), see Ref. [55].
Decoupling EFT. The fundamental theory contains fields with well separated masses,
Mli ≪ Λ . MHj . Here, the characteristic scale corresponds to the mass of heavy
fields. At low energies the degrees of freedom of heavy fields are frozen. The decou-
pling Theorem [8] asserts that the heavy fields Hj can be integrated out from the
theory and the effective Lagrangian depends only on light fields li,
L(li, Hj) −−−→
E≪Λ
Leff(li) = Ld≤4 +
∑
d>4
1
Λd−4
∑
kd
gkdOkd. (1.1)
The effective Lagrangian is split in renormalizable and non-renormalizable parts.
The renormalizable part Ld≤4 contains a finite number of terms constructed from
operators of light fields. The operators have dimensionality d ≤ 4 and are poten-
tially renormalizable. The non-renormalizable part is an infinite series of operators
Okd with an increasing dimensionality and a decreasing relevance. These operators
are multiplied by negative powers of Λ and their contribution is suppressed at low
energies. The coupling constants gkd are dimensionless and their values must be
determined from the fundamental theory.
Non-decoupling EFT. Owing to some phase transition the degrees of freedom at low
energies differ from those of the fundamental theory. An example of such phase
transition is a spontaneous symmetry breaking. Here, Λ is the charateristic scale
where the spontaneous symmetry breaking occurs and where new degrees of freedom
–the Goldstone bosons– are generated. In the presence of a mass gap in the energy
spectrum, the Goldstone bosons characterize the dynamics at low energies. The EFT
is constructed in terms of their fields and according to their symmetry properties.
As the spontaneous symmetry breaking relates processes involving different numbers
of Goldstone bosons, the effective Lagrangian contains infinitely many terms with
an arbitrary number of fields. Such Lagrangian is intrinsically non-renormalizable.
However, it is still possible to order the effective Lagrangian by means of a power
counting. As each derivative corresponds to a momentum of Fourier space, terms
with n derivatives count as O(pn/Λn). The effective Lagrangian is ordered in terms
with an increasing number of derivatives and a decreasing relevance at low energies.
It turns out that at a given n there are finitely many terms O(pn/Λn) which can
be renormalized among themselves. Thus, the effective Lagrangian is renormalizable
order by order and provides finite results. An example of non-decoupling EFT is
Chiral Perturbation Theory (ChPT).
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Table 1.1: Flavors qf , masses mf and electric charges Qe of quarks from Particle Data Group [2].
For light flavors the values of the isospin I as well as of its third component I3 and the values of
the strangeness quantum number S are additionally listed. Note that the masses of light flavors are
in [MeV] whereas those of heavy ones are in [GeV]. For light flavors, these values were estimated
in the MS scheme with renormalization scale µ = 2 GeV. For heavy flavors, the values of mc, mb
refer to the “running” masses in the same MS scheme and the value of mt is a combined result
of measurements at Tevatron and LHC [63].
(a) Light flavors.
qf mf Qe I I3 S
[MeV] [e]
u 2.3+0.7−0.5 +
2
3
1
2
+1
2
0
d 4.8+0.5−0.3 −13 12 −12 0
s 95± 5 −1
3
0 0 −1
(b) Heavy flavors.
qf mf Qe
[GeV] [e]
c 1.275± 0.025 +2
3
b 4.18± 0.03 −1
3
t 173.34± 0.76 +2
3
1.2 Quantum Chromodynamics
We give a short introduction to Quantum Chromodynamics [60,61]. We study its symmetry
properties and discuss how the strong interaction can be described at low energies. The
discussion is based on Ref. [62].
1.2.1 Gauge Invariance
Quantum Chromodynamics (QCD) is the fundamental theory underlying the strong inter-
action. It describes the dynamics of the strong interaction in terms of quarks and gluons,
fundamental particles of the Standard Model. Quarks are spin-1/2 fermions and are repre-
sented by Dirac spinors. They occur in six flavors: up, down, strange, charm, bottom and
top (in short u, d, s, c, b, t). Without going into details we list them in Tab. 1.1 and report
the values of their masses as well as some quantum numbers. Gluons are spin-1 bosons
and are represented by vector fields. They are massless and do not carry electric charges.
In QCD there are eight gluons which may interact among themselves.
QCD describes the strong interaction among quarks and gluons by means of gauge
invariance. Gauge invariance requires that the theory must be invariant under a continuous
group of local transformations. In QCD the continuous group is called the color group and
is represented by the set of 3×3 unitary matrices with unit determinant, SU(3)c. The local
transformations can be parametrized in terms of eight real continuous functions Θa(x) as
U(x) = exp
(
−iΘa(x)λa
2
)
∈ SU(3)c, a = 1, . . . , 8. (1.2)
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Here, the repetition of the index a implies a sum1. The matrices λa are the Gell-Mann
matrices and act in color space,
λ1 =
0 1 01 0 0
0 0 0
 λ2 =
0 −i 0i 0 0
0 0 0
 λ3 =
1 0 00 −1 0
0 0 0

λ4 =
0 0 10 0 0
1 0 0
 λ5 =
0 0 −i0 0 0
i 0 0
 λ6 =
0 0 00 0 1
0 1 0

λ7 =
0 0 00 0 −i
0 i 0
 λ8 = 1√
3
1 0 00 1 0
0 0 −2
 .
(1.3)
According to gauge invariance the local transformations (1.2) leave the theory invariant.
This implies that the QCD Lagrangian reads
LQCD =
Nf∑
f=1
q¯f (i /D −mf ) qf − 1
4
Gµν,aG
µν
a . (1.4)
The index f runs over the number of flavors. In ordinary QCD there are Nf = 6 flavors
and the masses mf are free parameters. Each quark field qf = qf (x) is a triplet in color
space and transforms under the color group as
qf =
qf,Rqf,B
qf,G
 7→
q′f,Rq′f,B
q′f,G
 = U(x) qf . (1.5)
The components of the triplet represent quarks of a different color charge (red, blue, green
or R,B,G) but identical in all the rest. The adjoint field q¯f := q
†
fγ
0 transforms under the
color group as
q¯f 7→ q¯f U †(x). (1.6)
Here, γ0 is the Dirac gamma matrix with the Lorentz index µ = 0 and acts in spinor space.
The covariant derivative /D := γµDµ is defined so that under the color group it transforms
in the same way as the quark field,
Dµqf 7→ U(x) (Dµqf ) . (1.7)
This request introduces eight gluon fields Gµa = G
µ
a(x) which carry different combinations
of color charges. The gluon fields generate the interaction in the Lagrangian and transform
under the color group as
λa
2
Gµa 7→ U(x)
λa
2
Gµa U †(x)−
i
g
[∂µU(x)]U †(x), (1.8)
1Unless stated otherwise, we will use this convention throughout.
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where g is the strong coupling costant. In the first term of LQCD, gluon fields enter through
the covariant derivative
Dµ = ∂µ − ig λa
2
Gµa , (1.9)
and couple to quark fields generating the interaction among quarks and gluons. The
strength of such interaction is measured by the coupling constant g. Since g is equal for
all f = 1, . . . , Nf gluon fields couple to quark fields independently of the flavor.
In the last term of LQCD, gluon fields enter through the field-strength tensor
Gµνa = ∂
µGνa − ∂νGµa + g fabcGµbGνc . (1.10)
Here, fabc are the structure constants of SU(3)c. The tensor transforms under the color
group as
λa
2
Gµνa 7→ U(x)
λa
2
Gµνa U †(x). (1.11)
The term −1
4
Gµν,aG
µν
a is the simplest one that can be constructed with just gluon fields
and in the respect of gauge invariance. It incorporates kinetic and self-interaction terms
of gluons. The kinetic terms consist of monomials with exactly two derivatives of Gµa .
Self-interaction terms contain either two gluon fields and a derivative of Gµa (describing
a self interaction among three gluons) or four gluon fields (describing a four-gluon inter-
action). Note that there is no mass term for Gµa . This is excluded by construction as it
would explicitly break the gauge invariance in LQCD. For that reason, gluons are assumed
massless.
QCD features asymptotic freedom [64–69]. This property refers to the dependence of
the coupling constant on the energy (or momentum) transfer among interacting particles.
In QCD the coupling constant decreases when the energy gets higher. In the asymptotic
limit of extreme high energies the coupling constant is so small that quarks and gluons
behave as if they were free. Still, nobody has ever directly observed a single quark or
gluon [2]. Instead one observes a large variety of hadrons, i.e. bound states of quarks
and gluons with no color. This is supposed to be a consequence of color confinement: the
strength of the strong interaction increases with the separation distance of color charges so
that two color charges can not be singularly isolated and remain confined within hadrons
in configurations with no color. Color confinement has not been mathematically proven,
yet. It has been proven under certain circumstances in simulations of Lattice QCD [1] but
a rigourous mathematical proof still lacks [70].
Asymptotic freedom justifies the use of perturbation theory in QCD. At high energies
the coupling constant is small enough and can be used as an expansion parameter. Physical
observables are expanded in its powers and the results are compared with experimental
measurements providing precise tests for the theory, see Ref. [2]. At low energies the
situation is quite different. The coupling constant is not small enough to guarantee a
perturbative expansion. One must apply alternative methods. Relying on the Weinberg
Theorem [9] Gasser and Leutwyler have applied the method of EFT to low-energy QCD
and have formulated Chiral Perturbation Theory [10, 11]. This effective theory allows one
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to perform perturbative calculations at low energies using as expansion parameters small
external momenta and small masses. In the following, we will briefly introduce the basic
concepts and the principal equations underlying ChPT.
1.2.2 Accidental Global Symmetry
The scale of 1 GeV is typical in the hadron spectrum. The lightest vector mesons {ρ, ω,
K∗, φ} the nucleons N = { p, n } and other light baryons –such as e.g. {Λ0,Σ }– have all
masses close to 1 GeV. For instance, the proton has a mass Mp ≈ 0.9383 GeV, as reported
by PDG [2]. In the simplest description, the proton is a bound state formed by three valence
quarks: uud. Naively, one can sum up their masses obtaining 2mu+md ≈ 0.009 GeV which
is well under 1 GeV. It is clear that the masses of valence quarks contribute to Mp in a
negligible way and there must be some more complicated mechanism giving the mass to
the proton.
ChPT is formulated at energies lower than Λχ ≈ 1 GeV. From Tab. 1.1 we observe
that quark masses encompass a wide range: from a few MeV up to hundreds of GeV.
Taking Λχ as the characteristic scale, we observe that three flavors (i.e. u, d, s) are lighter
than 1 GeV while the others are heavier. This is just a qualitative comparison but suffices
to give the idea that at low energies (i.e. for E ≪ Λχ) the degrees of freedom of heavy
flavors are frozen. The decoupling Theorem [8] tells us that the fields of heavy flavors
can be integrated out. Hence, we just consider light flavors and set Nf = 3 in the QCD
Lagrangian. For convenience, we introduce a new notation and gather the fields of light
flavors in a vector,
q = (qf )1≤f≤3 =
ud
s
 , (1.12)
while their masses in a matrix,
M =
mu 0 00 md 0
0 0 ms
 . (1.13)
With this notation the QCD Lagrangian can be rewritten as
LQCD = L0QCD − q¯M q,
L0QCD = q¯ i /D q −
1
4
Gµν,aG
µν
a .
(1.14)
The Lagrangian LQCD describes the dynamics of the three light flavors. The kinetic
terms (as well as terms of gluon fields) are contained in L0QCD while the masses are acco-
modated in −q¯M q. The mass term −q¯M q disappears as mu, md, ms → 0. As a first
approximation, we can set −q¯M q to zero since the masses mu, md, ms are well under
1 GeV. We will reintroduce the mass term later as a small perturbation of L0QCD. In the
following, we concentrate on L0QCD and study its symmetry.
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The Lagrangian L0QCD describes the dynamics of three massless flavors. It exhibits
a global symmetry in flavor space. The symmetry manifests itself in two independent
subspaces defined by the chiral projections,
PL =
1
2
(14 − γ5) and PR = 1
2
(14 + γ5). (1.15)
Here, 14 is the 4 × 4 unit matrix and γ5 = γ5 = iγ0γ1γ2γ3. The chiral projections are
hermitian operators of spinor space and satisfy: the completeness relation (i.e. PL+PR =
14), the ortogonality condition (PLPR = PRPL = 0), the idempotence definition (P
2
L = PL
resp. P 2R = PR). They project the quark fields in two chiral components,
q = PLq + PRq = qL + qR. (1.16)
The massless Lagrangian can be rewritten as
L0QCD = q¯L i /D qL + q¯R i /D qR −
1
4
Gµν,aG
µν
a . (1.17)
We observe that chiral components can be transformed independently from each others,
leaving L0QCD invariant. This corresponds to an invariance under the symmetry,
U(3)L × U(3)R = SU(3)L × SU(3)R × U(1)L × U(1)R, (1.18)
namely under the transformations,
qL 7→ VL qL qR 7→ VR qR
VL = exp
(
−iΘLa
λa
2
)
e−iΘ
L ∈ U(3)L VR = exp
(
−iΘRa
λa
2
)
e−iΘ
R ∈ U(3)R.
(1.19)
Here, λa are Gell-Mann matrices in flavor space and Θ
L,ΘR,ΘLa ,Θ
R
a are 18 real constant
parameters with a = 1, . . . , 8.
By virtue of the Noether Theorem [71] the symmetry (1.18) implies the existence of 18
currents,
Lµa = q¯Lγ
µ λa
2
qL R
µ
a = q¯Rγ
µ λa
2
qR
Lµ = q¯Lγ
µqL R
µ = q¯Rγ
µqR,
(1.20)
which are conserved at classical level,
∂µL
µ
a = ∂µL
µ = ∂µR
µ
a = ∂µR
µ = 0. (1.21)
In this case, their charges,
QLa =
∫
d3xL0a Q
R
a =
∫
d3xR0a
QL =
∫
d3xL0 QR =
∫
d3xR0,
(1.22)
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are time independent operators and correspond to the generators of the symmetry (1.18).
For convenience, we rewrite the currents as linear combinations with a definite parity
V µa = L
µ
a + R
µ
a = q¯γ
µ λa
2
q Aµa = R
µ
a − Lµa = q¯γµγ5
λa
2
q
V µ = Lµ + Rµ = q¯γµq Aµ = Rµ − Lµ = q¯γµγ5q.
(1.23)
The linear combinations V µa , V
µ (resp. Aµa , A
µ) have positive (negative) parity and trans-
form like vector (axialvector) currents. The charges can be rewritten in an analogous
way,
QVa = Q
L
a +Q
R
a =
∫
d3x q†
λa
2
q QAa = Q
R
a −QLa =
∫
d3x q†γ5
λa
2
q
QV = QL +QR =
∫
d3x q†q QA = QR −QL =
∫
d3x q†γ5q,
(1.24)
and have the same parity as the currents they originate from.
It turns out that at quantum level, the theory is affected by an anomaly, see Ref. [72–75].
The singlet axialvector current Aµ = q¯γµγ5q is not conserved and its divergence values
∂µA
µ =
3g2
2(4π)2
ǫµνρσG
µν
a G
ρσ
a . (1.25)
Here, ǫµνρσ is the totally antisymmetric Levi-Civita tensor and the factor 3 corresponds to
the number of light flavors. The anomaly breaks the part of the symmetry corresponding
to the singlet axialvector current, U(1)A = U(1)R−L. Then, the massless Lagrangian L0QCD
is invariant under the global symmetry2
Gχ = SU(3)L × SU(3)R ×U(1)V , (1.26)
with U(1)V = U(1)L+R. The part SU(3)L × SU(3)R is known as chiral symmetry.
1.2.3 Explicit Symmetry Breaking
In QCD chiral symmetry arises when quark masses are zero. If we add the mass term,
−q¯M q = − (q¯LM qR + q¯RM† qL) , (1.27)
we observe that the chiral components of quark fields are mixed. The QCD Lagrangian is
not invariant under the transformations (1.19) and chiral symmetry is explicitly broken.
However, the breaking is small and −q¯M q can be viewed as a perturbation. Hence, LQCD
exhibits an approximate chiral symmetry at low energies.
2For completeness, we keep the part U(1)V which could be omitted for the purposes of this work.
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As chiral symmetry is approximate one can still rely on the Noether Theorem [71].
Then, the currents (1.23) provide the divergences,
∂µV
µ
a = iq¯
[
M, λa
2
]
q ∂µA
µ
a = iq¯
{
M, λa
2
}
γ5q (1.28a)
∂µV
µ = 0 ∂µA
µ = 2i q¯Mγ5 q + 3g
2
2(4π)2
ǫµνρσG
µν
a G
ρσ
a . (1.28b)
Apart from ∂µV
µ the divergences are non-zero. In general, the currents are not exactly
conserved. They are broken by quark masses. The singlet axialvector current Aµ is broken
by the term 2iq¯Mγ5 q as well as by the anomaly. The multiplet currents Aµa are broken
by a non-zero anticommutator. These currents are always not conserved if the mass term
−q¯M q is added. In general, the multliplet vector currents V µa is also broken. The commu-
tator in Eq. (1.28a) does not vanish unless mu = md = ms. In this case, V
µ
a is conserved
and LQCD is invariant under the transformations
qL 7→ UV qL
qR 7→ UV qR where UV = exp
(
−iΘVa
λa
2
)
∈ SU(3)V . (1.29)
Here, ΘVa are eight real constant parameters. This invariance corresponds to the vector
symmetry SU(3)V = SU(3)L+R. Note that the singlet vector current V
µ stays always
conserved. It originates from a part of the symmetry (1.26) that is not broken by q¯M q.
This part corresponds to U(1)V , namely to the transformations where qL, qR are rotated
by the same phase factor.
We distinguish among four cases depending on the values of quark masses, see Ref. [62].
1. Ifmu = md = ms = 0, the currents V
µ
a , A
µ
a , V
µ are conserved. The singlet axialvector
current Aµ has an anomaly and is not conserved. The Lagrangian LQCD is invariant
under Gχ = SU(3)L× SU(3)R ×U(1)V and hence, under chiral symmetry. The limit
of zero masses is called chiral limit.
2. For mutually different quark masses one can rotate the chiral components of each
flavors with the same phase factor. The Lagrangian LQCD is invariant under the direct
product
∏3
f=1U(1)f . The single flavor currents u¯γ
µu, d¯γµd and s¯γµs are conserved.
Since the sum of such currents equals V µ, the singlet vector current is conserved.
In turn, the charge QV is a conserved quantity: it represents the difference of the
number of quarks and antiquarks contained in a particle. This difference is commonly
normalized to B = QV /3 and then, called baryon number. For mutually different
quark masses the currents V µa , A
µ
a , A
µ are not conserved.
3. If mu = md = ms 6= 0 the Lagrangian LQCD is invariant under SU(3)V × U(1)V and
hence, under the vector symmetry. The multiplet vector currents V µa (as well as the
singlet vector current V µ) are conserved. Axialvector currents are not conserved.
In this case, the divergence ∂µA
µ
a has a particular structure: it is proportional to a
pseudoscalar bilinear form containing the matrix λa.
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4. If mu = md 6= ms 6= 0 the Lagrangian LQCD is invariant under SU(2)V × U(1)V .
This is case of the isospin symmetry SU(2)V where u, d can be rotated into each
others leaving the theory invariant. The u-quark represents a state with the isospin
quantum number I = 1/2 and I3 = 1/2 while the d-quark one with I = 1/2 and
I3 = −1/2. The isospin symmetry is more exactly realized than the vector symmetry
as the difference |md −mu| is signicantly smaller than |ms −mu| or |ms −md|, see
Tab. 1.1. The limit where mu = md =̂ mˆ is called isospin limit.
1.2.4 Spontaneous Symmetry Breaking and Goldstone Bosons
From previous considerations we would expect that hadrons are approximately grouped
according to the irreducible representation of Gχ = SU(3)L × SU(3)R × U(1)V . Actu-
ally, U(1)V induces a grouping principle: depending on the value of the baryon number
B, hadrons are grouped in mesons (B = 0) and baryons (B = 1). If the charges QAa
are generators of Gχ and commute with the QCD Hamiltonian, one would expect that
each hadron state of a given parity is accompanied by a state with the opposite parity.
This parity doubling is not present in the hadron spectrum, see Fig. 1.1. Rather than
multiplets of opposite parity, hadrons are approximately grouped according to irreducible
representations of SU(3) with one definite parity, see Ref. [76]. Moreover, the pseudoscalar
mesons { π,K, η } have remarkably small masses. They are spinless and are approximately
grouped in an octet with a negative parity, see Tab. 1.2. These features suggest that chiral
symmetry undergoes spontaneous symmetry breaking [77–79].
Spontaneous symmetry breaking (SSB) occurs whenever the ground state of a physical
system is not fully invariant under the continuous symmetry of the theory. The symmetry
is realized but does not appear in the ground state. It is hidden. A classical example is a
ball on the top of a mexican hat. The system is rotation invariant with respect to the axis
passing through the center of the ball and the top of the hat. The ball is not stable and
will fall in a ground state within the hat brim. The fall occurs in a specific direction and
the resulting ground state is not rotation invariant.
In general, SSB occurs if the Lagrangian is invariant under a continuous group G and
the ground state is only invariant under a subgroup H ⊂ G. The group G has nG generators
and the subgroup has nH generators. The generators of the subgroup annihilate the ground
state. Each of them is associated to a massive state that is grouped in a nH-multiplet
according to the irreducible representation of H. The remaining nGB = nG−nH generators
do not annihilate the ground state. They span a coset space G/H of order nGB. The
Goldstone Theorem [81,82] asserts that each generator of the coset space is associated to a
massless, spinless state called Goldstone boson. The Goldstone bosons have the symmetry
properties of the generators of the coset space and are grouped in a nGB-multiplet. They
do not interact at rest because the strength of their interaction is proportional to their
momenta. Note that the situation changes in presence of explicit symmetry breaking. If
the breaking is small one can still rely on the Goldstone Theorem [81, 82] and Goldstone
bosons acquire small masses proportional to the breaking parameter. In this case, the
nGB-multiplet is just approximate and Goldstone bosons slightly interact at rest.
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Table 1.2: Flavor contents qf q¯f ′, masses M
phys and some quantum numbers of pseudoscalar
mesons from Particle Data Group [2].
qf q¯f ′ M
phys Qe I I3 S
[MeV] [e]
Pions

π0 1√
2
(uu¯− dd¯) 134.9766± 0.0006 0 1 0 0
π+ ud¯ 139.57018± 0.00035 +1 1 +1 0
π− du¯ 139.57018± 0.00035 −1 1 −1 0
Kaons

K+ us¯ 493.677± 0.016 +1 1
2
+1
2
+1
K− su¯ 493.677± 0.016 −1 1
2
−1
2
−1
K0 ds¯ 497.614± 0.024 0 1
2
−1
2
+1
K¯0 sd¯ 497.614± 0.024 0 1
2
+1
2
−1
Eta meson η 1√
6
(uu¯+ dd¯− 2ss¯) 547.862± 0.018 0 0 0 0
M
2
[G
eV
2
]
0
0.5
1
1.5
S = 0S = 0 S = 1S = 1
B = 0B = 0 B = 1B = 1
Λ2χ
Chiral
region
1−
1−
1−
1−
0−
0−
0−
0−
1/2+
1/2+
1/2+
π
η
ρ
ω
η′
φ
σ?
K
K∗
κ?
N
Λ0
Σ
Figure 1.1: Hadron spectrum taken from [80]. Hadron states are represented depending on the
value of the baryon number B and of the strangeness quantum number S. For each hadron is
additionally displayed JP i.e. the value of the total angular momentum J and of the parity P
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Let us apply these general considerations to the group Gχ = SU(3)L×SU(3)R×U(1)V .
We assume that the subgroup Hχ = SU(3)V ×U(1)V leaves the ground state invariant. The
generators QAa do not annihilate the ground state and span the coset space Gχ/Hχ. By
virtue of the Goldstone Theorem [81,82] each generator of the coset space is associated to a
spinless Goldstone boson which in presence of explicit symmetry breaking acquires a small
mass. The Goldstone bosons have negative parity and are grouped in an octet according
to the irreducible representation of Hχ. In the hadron spectrum the pseudoscalar mesons
{ π,K, η } have similar properties: they are spinless, have small masses, negative parity
and are grouped in an approximate octet. Hence, { π,K, η } can be identified with the
eight Goldstone bosons arising from spontaneous breaking of SU(3)L × SU(3)R × U(1)V
down to SU(3)V × U(1)V .
A series of theoretical arguments confirm that chiral symmetry undergoes such SSB.
In Ref. [83] Coleman and Witten show under reasonable assumptions that for Nc → ∞
where Nc is the number of colors, the symmetry U(Nf)L × U(Nf)R is either exact or is
spontaneously broken down to SU(Nf)V × U(1)V . The authors then exclude the first case
applying a method of ’t Hooft [84] based on the anomaly of Adler, Bell, Jackiw [72, 75].
In Ref. [85] Vafa and Witten show under plausible assumptions that in a vector-like gauge
theory like QCD, the vector part of chiral symmetry is not spontaneously broken. This
means that the subgroup SU(3)V × U(1)V does not break spontaneously. Furthermore,
recent simulations of Lattice QCD confirm a non-zero quark condensate in chiral limit:
〈uu¯〉 = −(271± 15 MeV)3, see Ref. [86–89]. Such result implies the existence of the mass-
less states required by the Goldstone Theorem and can only occur if chiral symmetry is
spontaneously broken [90].
One can show that there is a map from the coset space Gχ/Hχ into the vector space
of the fields of Goldstone bosons, see Ref. [62, 91, 92]. The map is surjective as well as
injective and allows one to express the fields of Goldstone bosons in a 3×3 unitary matrix,
U(x) = exp
(
i
Φ(x)
F0
)
. (1.30)
Here, Φ(x) contains the fields of Goldstone bosons and is an hermitian matrix,
Φ(x) = λaφa(x) =
φ3 +
1√
3
φ8 φ1 − iφ2 φ4 − iφ5
φ1 + iφ2 −φ3 + 1√3φ8 φ6 − iφ7
φ4 + iφ5 φ6 + iφ7 − 2√3φ8

=

π0 + 1√
3
η
√
2π+
√
2K+
√
2π− −π0 + 1√
3
η
√
2K0
√
2K−
√
2K¯0 − 2√
3
η
 .
(1.31)
The parameter F0 is the decay constant in chiral limit and is defined by the matrix elements
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of the axialvector decay of Goldstone bosons,
〈0|Aµa(x) |φb(p)〉 = i pµ δabF0 e−ipx. (1.32)
In a first approximation, F0 can be equaled to the decay constant of pions whose value is
measured experimentally [2]:
Fπ = F0 [1 +O(mf)] = (92.2± 0.01) MeV. (1.33)
However, keep in mind that F0 is a parameter of the strong interaction since pions do not
decay in QCD (nor in massless QCD) until one accounts for the weak interaction. From
the matrix elements (1.32) we can see that Goldstone bosons are indeed massless states.
Deriving both sides of the equation, we obtain
∂µ 〈0|Aµa(x) |φb(p)〉 = p2 δabF0 e−ipx. (1.34)
As the multiplet axialvector currents are conserved in chiral limit, the left-hand side of the
equation vanishes. This implies that the momentum square p2 on the right-hand side must
also vanish and that |φb〉 are massless states, as expected for Goldstone bosons.
We return to the unitary matrix (1.30) and to the bijective map from Gχ/Hχ into the
vector space of the fields of Goldstone bosons. As the set of unitary matrices does not
define a vector space (the sum of two unitary matrices does not give a unitary matrix) the
map is not a representation but rather a non-linear realization. The unitary matrix U(x)
transforms under SU(3)L × SU(3)R as
U(x) 7→ UR U(x)U †L where
UL ∈ SU(3)L
UR ∈ SU(3)R.
(1.35)
The ground state corresponds to U(x) = U0 = 13 [or Φ(x) = 0] and is invariant under
SU(3)V . This can be easily showed if we consider transformations that rotate the chiral
components in the same way, see Eq. (1.29). Setting UV = UL = UR in (1.35) we obtain
U0 7→ UV U0 U †V = UV U †V = 13 = U0. (1.36)
If we take transformations that rotate the left chiral component by UA and the right chiral
component by U †A the ground state does not remain invariant,
U0 7→ U †A U0 U †A = U †A U †A 6= U0. (1.37)
This is in agreement with spontaneous symmetry breaking of chiral symmetry.
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1.2.5 QCD with External Fields and the Generating Functional
We couple external fields to the massless theory and introduce the generating functional.
This allows us to express Green functions as well as their symmetry relations (i.e. chiral
Ward identities) in a very concise way. Green functions are expressed as functional deriva-
tives of the generating functional and chiral Ward identities are equivalent (in the absence
of anomalies) to the invariance of the latter under local transformations of external fields,
see Ref. [58]. There is another practical advantage: external fields allow us to introduce
electromagnetic and weak interactions. For the purpose of this work, we outline the case
of the electromagnetic interaction.
We consider the evolution of massless QCD in the presence of external fields vµ, aµ, s
and p. In the remote past the system is in the initial ground state |0in〉v,a,s,p. Far in the
future the system ends in the ground state 〈0out|. The generating functional represents the
probability amplitude for the transition of the system, from the initial state to the final
one, in the presence of external fields,
ei Z [v,a,s,p] = 〈0out | 0in〉v,a,s,p = 〈0| T
{
ei
∫
d4xLext(x)
}
|0〉 . (1.38)
The operator T is the time-ordering operator and Lext is the part of the Lagrangian con-
taining the external fields,
L = L0QCD + Lext = L0QCD + q¯γµ (vµ + γ5aµ) q − q¯ (s− ip) q. (1.39)
The external fields vµ, aµ, s, p are color neutral objects. They are hermitian matrices in
flavor space and can be expressed in terms of Gell-Mann matrices,
vµ =
λ0√
6
vµ0 (x) +
λb
2
vµb (x) s =λ0 s0(x) + λb sb(x)
aµ =
λb
2
aµb (x) p =λ0 p0(x) + λb pb(x).
(1.40)
Here, the repetition of the index implies sums over b = 1, . . . , 8 and λ0 =
√
2/313. The
field vµ0 couple to the singlet vector current V
µ whereas the fields vµb (resp. a
µ
b ) couple
to the multiplet vector currents V µb (resp. multiplet axialvector currents A
µ
b ). The fields
s0, sb (resp. p0, pb) couple to scalar densities (resp. pseudoscalar densities),
S0 = q¯λ0 q P0 = i q¯ γ5λ0 q
Sb = q¯ λb q Pb = i q¯ γ5λb q.
(1.41)
Note that for vµ = aµ = p = 0 and s = M the Lagrangian L reduces to the QCD
Lagrangian of Eq. (1.14). In that case, Lext corresponds to the mass term −q¯M q.
The Lagrangian L is hermitian and invariant under charge-conjugation, parity, time
reversal transformations. This means that vµ, aµ, s, p transform like: vector, axialvector,
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scalar and pseudoscalar fields, respectively. Furthermore, L is invariant under the local
transformations,
qL 7→ e−i
Θ(x)
3 UL(x) qL UL(x) ∈ SU(3)L
qR 7→ e−i
Θ(x)
3 UR(x) qR UR(x) ∈ SU(3)R.
(1.42)
Here, Θ(x) is the real function which parametrizes local transformations e−i
Θ(x)
3 ∈ U(1)V .
The invariance of the Lagrangian under the local transformations (1.42) implies that ex-
ternal fields transform like gauge fields,
(vµ − aµ) 7→ UL(x)(vµ − aµ)U †L(x) + iUL(x) ∂µU †L(x)− ∂µΘ(x)
(vµ + aµ) 7→ UR(x)(vµ + aµ)U †R(x) + iUR(x) ∂µU †R(x)− ∂µΘ(x)
(s− i p) 7→ UR(x)(s− i p)U †L(x)
(s+ i p) 7→ UL(x)(s+ i p)U †R(x).
(1.43)
The generating functional collects Green functions formed by the symmetry currents
and densities. Green functions can be obtained through functional derivatives with respect
to vµ, aµ, s, p. Chiral Ward identities are automatically satisfied due to the invariance of
the generating functional under the local transformations (1.43). Green functions of QCD
can be obtained evaluating at vµ = aµ = p = 0 and s =M.
We can introduce electromagnetic and weak interactions considering external fields as
gauge fields. For instance, the electromagnetic interaction can be introduced through the
vector field,
vµ = −eAµ(x)Q. (1.44)
Here, e is the elementary electric charge, Aµ(x) is the electromagnetic gauge field and
Q = diag(2/3,−1/3,−1/3) is the matrix with the electric charges of quarks in elementary
units. In this case, Lext corresponds to −e q¯ γµAµ(x)Q q − q¯M q if aµ = p = 0, s = M
and the electromagnetic Ward identities are automatically satisfied as vµ transforms as a
gauge field.
In the above discussion, we have intentionally omitted the field coupling to the singlet
axialvector current and deliberately ignored the anomaly. It is possible to include the
anomaly by adding an appropriate term. In Ref. [93, 94] Wess, Zumino and Witten con-
struct a generating functional which includes the anomaly in the so-called Wess–Zumino–
Witten term. This term successfully describes specific physical processes, such as the decay
of the neutral pion into two photons: π0 → γγ, see Ref. [62, 94].
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1.3 Effective Chiral Lagrangian
1.3.1 Construction
We are now in position to construct the effective Lagrangian of ChPT. In Section 1.1 we
have seen that the Weinberg Theorem [9] provides the general principles to construct the
effective Lagrangian: one writes down all possible terms containing the fields of active
particles which are allowed by the symmetry of the underlying fundamental theory. The
symmetry just provides the structure of the terms but not the strength of their coupling
constants. These are encoded in a set of low-energy constants (LEC) that represent the free
parameters of the EFT. In ChPT, the LEC must be determined either by the comparison
with phenomenology or by the direct calculation in Lattice QCD.
There are infinitely many terms containing the fields of Goldstone bosons which are
allowed by chiral symmetry. If we then promote chiral symmetry to a local symmetry,
terms containing external fields are allowed as well. In principle, once one term is found,
each power of it is a possible candidate. It is convenient to introduce a scheme that orders
the terms of the effective Lagrangian by means of their relevance. In ChPT, one usually
adopts the Weinberg counting scheme [9] which orders the terms in powers of momenta.
The counting rules are
U ∼ O(p0)
∂µU ∼ O(p1) vµ, aµ ∼ O(p1)
∂µ∂νU ∼ O(p2) ∂νvµ, ∂νaµ ∼ O(p2) s, p ∼ O(p2)
...
...
...
(1.45)
The first rule indicates that the unitary matrix U = U(x) counts as a constant like the
ground state, U0 = 13. Successive rules indicate that each derivative ∂
µ counts as a power
of a momentum like in Fourier space. The external fields vµ, aµ count as O(p1) because
they are at the same level of ∂µ. The fields s, p count as the square of a momentum O(p2)
as we will see in Section 1.4.1. By means of these rules, the effective Lagrangian can be
ordered as a series in powers of momenta where odd powers are excluded due to Lorentz
invariance,
Leff = L2 + L4 + L6 + . . . (1.46)
Note that L0 is excluded by the unitarity (viz. U †U = 13): such term would be an
irrelevant constant reflecting the fact that Goldstone bosons do not interact at rest.
At leading order O(p2) there are only two terms allowed by the local chiral symmetry.
These were found in Ref. [95–97] after having worked out the linear σ-model [98–100],
see also Ref. [9, 57] and review articles cited therein. In the notation of Gasser and
Leutwyler [11] they read
L2 =
F 20
4
〈DµU (DµU)† + χU † + Uχ†〉 . (1.47)
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Here, 〈 . 〉 is the trace in flavor space and F0 is the parameter of Eq. (1.32). The prefactor
F 20 /4 is chosen so that L2 reduces to the usual kinetic term (i.e. 12∂µφa∂µφa) if one sets
vµ = aµ = s = p = 0 and expands the unitary matrix as
U = 13 + i
Φ
F0
− Φ
2
2F 20
+O(Φ3). (1.48)
The covariant derivative DµU is defined so that under the local transformations (1.42) it
transforms in the same way as the unitary matrix U ,
DµU 7→ UR(x)DµU U †L(x) with
UL(x) ∈ SU(3)L
UR(x) ∈ SU(3)R.
(1.49)
This request introduces vector and axiavector fields by means of the minimal coupling
prescription,
DµU = ∂µU − i [vµ, U ]− i {aµ, U} . (1.50)
The matrix χ contains scalar and pseudoscalar fields,
χ = 2B0 (s+ i p) , (1.51)
and transforms as χ 7→ UR(x)χU †L(x) as a result of Eq. (1.43). Note that B0 is a free
parameter like F0: they represent the LEC atO(p2) and are related to the quark condensate
of QCD as F 20B0 = −〈uu¯〉, see Ref. [62].
At successive orders the number of terms allowed by local chiral symmetry rapidly in-
crease. The reason is, each product resulting from two terms O(p2) is a possible candidate.
Moreover, new terms are allowed by the symmetry. At next-to-leading order (NLO) there
are twelve terms allowed by the local chiral symmetry. They were found out by Gasser
and Leutwyler in Ref. [11] and can be summarized as
L4 =
12∑
j=1
LjPj . (1.52)
Here, Pj are monomials containing U , external fields and derivatives thereof. The first ten
monomials P1, . . . , P10 describe physical processes; the last two monomials P11, P12 contain
just external fields and hence, do not describe physical processes. The coupling constants
L1, . . . , L12 are not determined by the symmetry and their finite values represent the LEC
at O(p4).
At next-to-next-to-leading order (NNLO) the effective Lagrangian is composed by even
more terms [101–105]. The simplest version involves 94 terms, see Ref. [102]. The con-
struction proceeds as for L2, L4 but is complicated due to the large number of terms, one
must account for. Another complication is to determine the minimal set of independent
terms and rule out redundant structures. To-date there is no systematic method to deter-
mine independent terms. The accumulated experience just confirms that the number of
redundant structures is decreased during years. Recently, another term was ruled out from
the version of L6 with 2 light flavors, see Ref. [106]. Despite these complications many
physical quantities are known up to O(p6): for an overview we direct to Ref. [107].
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1.3.2 Path-Integral Representation of the Generating Functional
In Section 1.2.5 we introduce the generating functional for an extended version of QCD.
At low energies, the generating functional can be represented by the path integral
ei Zeff[v,a,s,p] =
∫
[ d U(Φ)] ei
∫
d4xLeff. (1.53)
By construction, the effective Lagrangian Leff is invariant under the local chiral symmetry
and includes the external fields vµ, aµ, s, p. The effective Lagrangian can be expanded in
even powers of momenta and such expansion induces an analogous one for the functional
Zeff = Zeff [v, a, s, p]:
Zeff = Z2 + Z4 + . . . (1.54)
The terms are ordered according to the Weinberg counting scheme [9]. Note that the
scheme also orders Feynman diagrams in terms of the chiral order D. A diagram with NL
loops and N2n vertices from L2n counts as O(pD) where
D = 2 (NL + 1) +
∑
n≥1
2 (n− 1)N2n. (1.55)
hs has non-negative terms since the effective Lagrangian starts with n = 1. This formula
allows us to distinguish the terms of the functional Zeff by means of the chiral order and
identify the Feynman diagrams which contribute. Up to O(p4) we have,
D = 2 : NL = 0, n = 1 Z2 =
∫
d4xL2
D = 4 : NL = 0, n = 2 Z
NL=0
4 =
∫
d4xL4 + ZWZW
NL = 1, n = 1 Z
NL=1
4 with vertices of L2.
(1.56)
At leading order, Zeff coincides with Z2, namely with the classical action
∫
d4xL2. This
term incorporates the contributions of tree graphs (i.e. NL = 0) with vertices of L2 (i.e.
n = 1). At NLO the functional consists of two subterms: Z4 = Z
NL=0
4 + Z
NL=1
4 . The
subterm ZNL=04 incorporates the contributions of tree graphs (NL = 0) with vertices of L4
(i.e. n = 2) while ZNL=14 incorporates the contributions of one-loop diagrams (NL = 1)
with vertices of L2. Acutally, the subterm ZNL=04 consists of the action
∫
d4xL4 plus
the Wess–Zumino–Witten term ZWZW. Here, we have added ZWZW only to show where
it enters in the path-integral representation of the generating functional. This describes
processes with odd intrinsic parity involving an odd number of pseudoscalar mesons. Since
here we are not interessed on such processes we can ignore ZWZW for the remainder.
According to the formula (1.55) loop diagrams start at O(p4). Their contributions
are divergent and must be renormalized. To treat divergences we choose a regularization
scheme that is independent from masses and at the same time, respects the symmetry
properties of the effective Lagrangian. A possible choice is dimensional regularization
which treats divergences by means of a d-dimensional space-time. As Leff is the most
1.3 Effective Chiral Lagrangian 25
general effective Lagrangian allowed by the local chiral symmetry, it already contains all
counterterms needed for the renormalization, see Ref. [108]. Then, the renormalization
absorbs the divergences through the redefinition of the coupling constants. This occurs at
each order of the chiral expansion (1.54) so that Zeff is renormalized order by order.
We briefly illustrate the renormalization of Z4. At O(p4) the divergences arise from
one-loop diagrams and are incorporated in ZNL=14 . According to Ref. [108] such divergences
have the form of an action with the symmetry properties of L2. They could be expressed
in a Lagrangian of the form [109]
LNL=14,div = −λ(µ)
12∑
j=1
ΓjPj, (1.57)
where Pj coincide with the monomials of Eq. (1.52) and Γj are rational numbers, see
Ref. [11]. The precise expression of λ(µ) depends on the regularization scheme and in our
case3 reads
λ(µ) =
µd−4
2(4π)2
{ 2
d− 4 −
[
ln(4π) + Γ′(1) + 1
]}
. (1.58)
Here, µ is the renormalization scale and Γ′(1) is the derivative of Gamma function Γ(z)
at z = 1. Note that divergences appear as simple poles if d → 4. To renormalize Z4 we
redefine the coupling constants of ZNL=04 that are contained in the action
∫
d4xL4:
Lj = L
r
j(µ) + Γjλ(µ), j = 1, . . . , 12. (1.59)
The renormalized LEC Lrj(µ) correspond to the finite parts of the coupling constants of
Eq. (1.52). The redefinition absorbs the divergences (1.57) so that the sum,
ZNL=14 +
∫
d4xL4 (Li) = ZNL=14,fin (µ) +
∫
d4xL4
(
Lrj(µ)
)
, (1.60)
is finite on both sides of the equation. On the right-hand side, ZNL=14,fin (µ) incorporates the
finite contributions of one-loop diagrams at O(p4) and the action ∫ d4xL4(Lrj(µ)) contains
renormalized LEC. Their dependence on the renormalization scale cancels out in all Green
functions so that results of physical observables are finite and independent from µ.
1.3.3 Restriction to Two Light Flavors
If we study energies E ≪ 0.5 GeV we can integrate out the degrees of freedom of the s-
quark and consider Nf = 2 light flavors. The group is restricted to Gχ = SU(2)L×SU(2)R×
U(1)V and the pions –which in the hadron spectrum are approximately grouped as a triplet–
can be identified with the three Goldstone bosons arising from the spontaneous breaking
to Hχ = SU(2)V ×U(1)V . The formalism introduced so far remains mostly unchanged and
3We use dimensional regularization in the modified minimal subtraction (MS + 1) scheme.
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the necessary modifications can be included in a straightforward way. We just discuss the
relevant modifications needed for this work. Further details can be found in Ref. [10].
The restriction of the group to two light flavors implies that at the place of Gell-Mann
matrices we must use the generators of SU(2), namely Pauli matrices
τ1 =
(
0 1
1 0
)
τ2 =
(
0 −i
i 0
)
τ3 =
(
1 0
0 −1
)
. (1.61)
Then, vµ, aµ, s, p and Φ(x) are expressed in their terms and are 2 × 2 matrices in flavor
space. For example,
Φ(x) = τaφa =
(
φ3 φ1 − iφ2
φ1 + iφ2 −φ3
)
=
(
π0
√
2π+√
2π− −π0
)
. (1.62)
Here, the repetition of the index implies a sum over a = 1, 2, 3. The definitions (1.30, 1.50,
1.51) remain unchanged apart from the fact that U , DµU , χ become 2× 2 matrices, too.
In general, the form of the effective Lagrangian Leff must be modified. Some structures
are redundant and must be ruled out. At leading order, L2 has the same structures as in
the 3-light-flavor case, see Eq. (1.47). Only, F0, B0 are replaced by
F = F0 [1 +O(ms)] B = B0 [1 +O(ms)] . (1.63)
These new parameters encode information on the s-quark which is now treated as heavy.
Hence, F , B have a different physical meaning compared to F0, B0.
At NLO the effective Lagrangian consists of ten terms. These were found by Gasser
and Leutwyler in Ref. [10] and can be summarized as
L4 =
10∑
j=1
ℓjPj . (1.64)
The monomials Pj are different from those of Eq. (1.52). Here, P1, . . . , P7 describe physical
processes. The last three monomials P8, P9, P10 contain just external fields and do not
describe physical processes. The coupling constants ℓ1, . . . , ℓ10 take the place of the 3-
light-flavor constants Lj . They can be redefined and absorb the divergences at O(p4). The
redefinition reads
ℓj = ℓ
r
j(µ) + γjλ(µ), (1.65)
where ℓrj(µ) are renormalized LEC and γj are rational numbers, see Ref. [10]. Often,
the renormalized LEC ℓrj(µ) are replaced by constants which are independent from the
renormalization scale µ. The µ-dependence is isolated in a logarithm according to
ℓrj(µ) =
γj
2N
[
ℓ¯j + log
(
M2
µ2
)]
, (1.66)
where M2 = B(mu +md) and N = (4π)
2. The constants ℓ¯j are µ-independent and were
originally introduced in Ref. [10]. Note that in chiral limit (i.e. for mu, md → 0) the
definition (1.66) is not valid and one can not use ℓ¯j .
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1.4 Applications of ChPT
We present some applications of ChPT up to O(p4). We calculate masses, decay constants,
pseudoscalar coupling constants and form factors. The results and the derivations presented
will be extensively used in the rest of the work.
1.4.1 Masses
In ChPT the masses of pseudoscalar mesons are calculated setting vµ = aµ = p = 0,
s = M in the functional Zeff. At leading order the masses can be directly read from the
classical action
∫
d4xL2. Inserting the expansion (1.48) in L2 and retaining terms O(Φ2)
we obtain,
◦
M2π = 2B0mˆ
◦
M2K = B0 (mˆ+ms)
◦
M2η =
2
3
B0 (mˆ+ 2ms) .
(1.67)
Note that from here on we set mu = md = mˆ and work in isospin limit. The above
expressions correspond to Gell-Mann–Oakes–Renner formulae [110]. One can show that
they satisfy the Gell-Mann–Okubo relation [76, 111, 112]:
4
◦
M2K = 3
◦
M2η +
◦
M2π . (1.68)
As the expressions (1.67) are at leading order, the masses count as
◦
M2π ,
◦
M2K ,
◦
M2η ∼ O(p2).
This is in agreement with the on-shell condition p2 = M2. From the right-hand side of
Eq. (1.67) follows that quark masses count as the square of a momentum. In turn, the
mass matrix counts asM∼ O(p2). Since s =M, we deduce that the external scalar field
counts as s ∼ O(p2), too. This justifies the counting rule presented in Eq. (1.45).
In general, the mass of a particle is defined by the pole of the full propagator. For a
pseudoscalar particle P , the full propagator reads
∆P (p)
i
=
1
i
[ ◦
M2P − p2 − ΣP (p2)− iǫ
] , ǫ > 0. (1.69)
Here,
◦
MP is the contribution to the mass at leading order and ΣP is the self energy of P .
The mass of the particle corresponds to the solution of the pole equation,
◦
M2P − p2 − ΣP (p2) = 0, for p2 =M2P . (1.70)
At NLO we can expand the self energy as
ΣP (p
2) = AP +BP p
2 +O(p6), (1.71)
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(a) Tree graph. (b) Tadpole diagram.
Figure 1.2: Contributions to the self energies at NLO. Solid lines stand for pseudoscalar mesons.
The square corresponds to a vertex of L4 whereas the intersection of four lines corresponds to a
vertex of L2.
where the coefficients AP , BP count as AP ∼ O(p4) resp. BP ∼ O(p2). Inserting the
expansion in Eq. (1.70) we obtain the mass of the particle,
M2P =
[ ◦
M2P − AP
]
(1 +BP )
−1 +O(p6)
=
◦
M2P − AP −
◦
M2P BP +O(p6).
(1.72)
We can now reexpress the full propagator in terms of the mass MP as
∆P (p)
i
=
ZP
i [M2P − p2 − iǫ]
, (1.73)
where ZP is the renormalization constant of the particle wavefunction at NLO, i.e.
ZP =
1
1 +BP
. (1.74)
In ChPT the self energies of pseudoscalar mesons have two contributions at NLO. They
are represented by the diagrams of Fig. 1.2. The tree graph has a vertex of L4 in which two
pseudoscalar mesons couple together. The contribution can be directly read from L4. The
tadpole diagram has a vertex of L2 in which four pseudoscalar mesons couple together.
Two lines are closed and form a loop. The loop can be evaluated integrating over all
possible values, taken by the momentum flowing in the loop. Such integration leads to
divergences that can be treated by means of dimensional regularization. Altogether, the
diagrams of Fig. 1.2 contribute to the self energies of pseudoscalar mesons as
Σπ = Aπ +Bπ p
2
ΣK = AK +BK p
2
Ση = Aη +Bη p
2,
(1.75)
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where the coefficients are
Aπ =
◦
M2π
F 20
{
∆π
6 i
+
∆K
3 i
+
∆η
6 i
− 32B0 [(2mˆ+ms)L6 + mˆL8]
}
AK =
◦
M2K
F 20
{
∆π
4 i
+
∆K
2 i
− ∆η
12 i
− 32B0
[
(2mˆ+ms)L6 +
mˆ+ms
2
L8
]}
(1.76a)
Aη =
1
F 20
{
◦
M2π
[
∆π
2 i
− ∆K
3 i
− ∆η
6 i
]
+
◦
M2η
2∆η
3 i
−32B0
[
◦
M2η
[
(2mˆ+ms)L6 +
mˆ+2ms
3
L8
]
+
4
9
B0 (mˆ−ms)2 [3L7 + L8]
]}
,
and
Bπ =
1
F 20
{
16B0 [(2mˆ+ms)L4 + mˆL5]− 2∆π
3 i
− ∆K
3 i
}
BK =
1
F 20
{
16B0
[
(2mˆ+ms)L4 +
mˆ+ms
2
L5
]− ∆π
4 i
− ∆K
2 i
− ∆η
4 i
}
(1.76b)
Bη =
1
F 20
{
16B0
[
(2mˆ+ms)L4 +
mˆ+2ms
3
L5
]− ∆K
i
}
.
The coefficients depend on the coupling constants Lj and on the loop integrals ∆π, ∆K ,
∆η. The coupling constants Lj originate from the evaluation of the tree graph while ∆π,
∆K , ∆η from the evaluation of the tadpole diagram. By means of dimensional regulariza-
tion we can separate the loop integrals in divergent and finite parts,
∆P
i
=
∫
ddk
i (2π)d
1
◦
M2P − k2
=
◦
M2P
N
[
2N λ(µ) +
◦
ℓP
]
, for P = π,K, η. (1.77)
Here, N = (4π)2,
◦
ℓP = 2 log(
◦
MP/µ) and λ(µ) is given in Eq. (1.58). The divergent part
contains λ(µ) and in the calculation of masses, is absorbed by the redefinition (1.59) of
the coupling constants Lj . The finite part contains
◦
ℓP and depends logarithmically on the
renormalization scale µ. In the mass calculation, this dependence exactly cancels out with
the µ-dependence of the renormalized LEC Lrj(µ). Note that the loop integral (1.77) count
as the square of a momentum because the finite part is proportional to a mass square.
This confirms the Weinberg counting scheme (1.55) which for each loop counts O(p2).
Using Eq. (1.72) we now calculate the masses at NLO. We insert the expressions (1.76)
and retain terms up to O(p4). The divergences are absorbed by the redefinition (1.59) and
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we obtain
M2π =
◦
M2π +
◦
M2π
NF 20
{ ◦
ℓπ
◦
M2π
2
−
◦
ℓK
◦
M2η
6
+ 16NB0
[
(2mˆ+ms)[2L
r
6 − Lr4] + mˆ[2Lr8 − Lr5]
]}
M2K =
◦
M2K +
◦
M2K
NF 20
{ ◦
ℓη
◦
M2η
3
+ 16NB0
[
(2mˆ+ms)[2L
r
6 − Lr4] + mˆ+ms2 [2Lr8 − Lr5]
]}
(1.78)
M2η =
◦
M2η −
◦
M2π
6NF 20
[
3
◦
ℓπ
◦
M2π − 2
◦
ℓK
◦
M2K −
◦
ℓη
◦
M2η
]
+
128
9
B20
F 20
(mˆ−ms)2[3Lr7 + Lr8]
+
◦
M2η
NF 20
{
◦
ℓK
◦
M2K −
2
◦
ℓη
◦
M2η
3
+ 16NB0
[
(2mˆ+ms)[2L
r
6 − Lr4] + mˆ+2ms3 [2Lr8 − Lr5]
]}
.
These expressions coincide with the results of Ref. [11]. One can easily show that the
expressions do not depend on the renormalization scale: the derivative with respect to µ
vanishes.
1.4.2 Decay Constants
The decay constant of a pseudoscalar state |φb〉 is defined by the matrix element,
〈0|Aµa(x) |φb(p)〉 = i pµ Fab e−ipx, (1.79)
where Fab denotes the decay constant. Without loss of generality we can set x = 0 and
define
A µab := 〈0|Aµa(0) |φb(p)〉 = i pµ Fab. (1.80)
In ChPT the matrix element A µab can be evaluated taking the functional derivatives of the
generating functional with respect to aµ and then, setting vµ = aµ = p = 0, s = M. At
leading order, the matrix element gives the same result for all pseudoscalar mesons: the
decay constant is Fab = δabF0, see Ref. [11]. This result coincides with the expression in
chiral limit, cfr. Eq. (1.32).
At NLO the matrix element A µab receives additional contributions from the diagrams of
Fig. 1.3. The diagrams are similar to those encountered in the calculation of masses but
now one external line represents the axialvector currents. Altogether, they contribute to
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(a) Tree graph. (b) Tadpole diagram.
Figure 1.3: Contributions to the matrix elements of the axialvector decay at NLO. Solid lines
stand for pseudoscalar mesons while wave lines represent the axialvector currents. The square
corresponds to a vertex of L4 whereas the intersection of four lines corresponds to a vertex of L2.
the matrix elements of pseudoscalar mesons as
A µπ = ip
µ 1
F0
{
16B0 [(2mˆ+ms)L4 + mˆL5]− 2
3
[
2
∆π
i
+
∆K
i
]}
+ ipµF0
√
Zπ
A µK = ip
µ 1
F0
{
16B0
[
(2mˆ+ms)L4 +
mˆ+ms
2
L5
]− [∆π
2 i
+
∆K
i
+
∆η
2 i
]}
+ ipµF0
√
ZK
A µη = ip
µ 1
F0
{
16B0
[
(2mˆ+ms)L4 +
mˆ+2ms
3
L5
]− 2 ∆K
i
}
+ ipµF0
√
Zη.
(1.81)
Here, Zπ, ZK , Zη are the renormalization constants of pseudoscalar mesons at NLO and can
be calculated from Eq. (1.74) inserting the coefficients (1.76). The coupling constants Lj
identify the contribution of the tree graph while loop integrals ∆π, ∆K , ∆η the contribution
of the tadpole diagram.
The decay constants can be extracted from Eq. (1.81) contracting the matrix elements
with −ipµ and dividing by the mass square of the external meson. Retaining terms up to
O(p4) we obtain,
Fπ = F0
{
1 +
1
NF 20
[
8NB0 [(2mˆ+ms)L
r
4 + mˆL
r
5]−
◦
ℓπ
◦
M2π −
◦
ℓK
◦
M2K
2
]}
FK = F0
{
1 +
1
NF 20
[
8NB0
[
(2mˆ+ms)L
r
4 +
mˆ+ms
2
Lr5
]]
− 3
8NF 20
[ ◦
ℓπ
◦
M2π + 2
◦
ℓK
◦
M2K +
◦
ℓη
◦
M2η
]}
Fη = F0
{
1 +
1
NF 20
[
8NB0
[
(2mˆ+ms)L
r
4 +
mˆ+2ms
3
Lr5
]− 3 ◦ℓK ◦M2K
2
]}
.
(1.82)
These expressions coincide with the results of Ref. [11]. Also in this case, one can show
that the expressions do not depend on the renormalization scale µ.
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1.4.3 Pseudoscalar Coupling Constants
The coupling constant of a pseudoscalar state |φb〉 is defined by the matrix element,
Gab = 〈0|Pa(0) |φb(p)〉 . (1.83)
In ChPT, this matrix element can be evaluated taking the functional derivative with respect
to p and then, setting vµ = aµ = p = 0, s =M. At leading order the matrix element gives
the same coupling constant for all pseudoscalar mesons, namely Gab = δabG0 with G0 =
2B0F0, see Ref. [11]. At NLO the coupling constants differ according to the pseudoscalar
meson under consideration. One obtains
Gπ = G0
{
1 +
1
NF 20
[
8NB0
[
(2mˆ+ms)[4L
r
6 − Lr4] + mˆ[4Lr8 − Lr5]
]]
− 1
2NF 20
[
◦
ℓπ
◦
M2π +
◦
ℓK
◦
M2K +
◦
ℓη
◦
M2η
3
]}
GK = G0
{
1 +
1
NF 20
[
8NB0
[
(2mˆ+ms)[4L
r
6 − Lr4] + mˆ+ms2 [4Lr8 − Lr5]
]]
− 3
8NF 20
[
◦
ℓπ
◦
M2π + 2
◦
ℓK
◦
M2K +
◦
ℓη
◦
M2η
9
]}
Gη = G0
{
1 +
1
NF 20
[
8NB0
[
(2mˆ+ms)[4L
r
6 − Lr4] + mˆ+2ms3 [4Lr8 − Lr5]
]]
− 1
2NF 20
[ ◦
ℓπ
◦
M2π +
◦
ℓK
◦
M2K
3
+
◦
ℓη
◦
M2η
]}
.
(1.84)
These results were recently presented in Ref. [38]. Here, we show an alternative way to
obtain these results relying on chiral Ward identities.
From Ref. [10,11] we know that the matrix elements of the axialvector decay are related
to those of the pseudoscalar decay through
∂µ 〈0|Aµa(0) |φb(p)〉 = mˆ 〈0|Pa(0) |φb(p)〉 , a, b = 1, 2, 3
∂µ 〈0|Aµc (0) |φd(p)〉 = mˆ+ms2 〈0|Pc(0) |φd(p)〉 , c, d = 4, 5, 6, 7
∂µ 〈0|Aµ8 (0) |φ8(p)〉 = mˆ+2ms3 〈0|P8(0) |φ8(p)〉+
√
2 mˆ−ms
3
〈0|P0(0) |φ8(p)〉 .
(1.85)
These identities are a consequence of chiral symmetry and hold to all order in ChPT. The
identities for a, b = 1, 2, 3 concern pions; those for c, d = 4, 5, 6, 7 concern kaons and the
last identity concerns the eta meson. On the left-hand side the derivative of the matrix
1.4 Applications of ChPT 33
elements is proportional to the product of the mass with the decay constant. On the right-
hand side the matrix elements are proportional to the pseudoscalar coupling constants.
We bring the pseudoscalar coupling constants on the left-hand side of the identities and
isolate the rest on the right-hand side. We find
Gπ = mˆ
−1M2πFπ (1.86a)
GK =
[
mˆ+ms
2
]−1
M2KFK (1.86b)
Gη =
[
mˆ+2ms
3
]−1 [
M2ηFη −
√
2 mˆ−ms
3
G0,η
]
. (1.86c)
Apart from G0,η we already know all other quantities up to NLO. The matrix element
G0,η =̂ 〈0|P0(0) |φ8(p)〉 can be determined applying the functional method. The result is
G0,η = G0
√
2
6NF 20
[
64NB0(mˆ−ms)[3Lr7 + Lr8]− 3
◦
ℓπ
◦
M2π + 6
◦
ℓK
◦
M2K +
◦
ℓη
◦
M2η
]
. (1.87)
Note that G0,η has no contribution at leading order but only from NLO onwards. Knowing
all quantities of the right-hand side of Eq. (1.86) we determine Gπ, GK , Gη. We insert the
expressions (1.78, 1.82, 1.87) and retain terms up to O(p4). We obtain the results (1.84).
We may reexpress the results (1.84) in terms of quantities at NLO. We insert the
expressions (1.67, 1.78, 1.82) and retain terms up to O(p4). We find,
Gπ = G0
{
1 +
1
NF 2π
[
4N
[
(M2π + 2M
2
K)[4L
r
6 − Lr4] +M2π [4Lr8 − Lr5]
]]
− 1
2NF 2π
[
ℓπM
2
π + ℓKM
2
K +
ℓηM
2
η
3
]}
GK = G0
{
1 +
1
NF 2π
[
4N
[
(M2π + 2M
2
K)[4L
r
6 − Lr4] +M2K [4Lr8 − Lr5]
]]
− 3
8NF 2π
[
ℓπM
2
π + 2ℓKM
2
K +
ℓηM
2
η
9
]}
Gη = G0
{
1 +
1
NF 2π
[
4N
[
(M2π + 2M
2
K)[4L
r
6 − Lr4] +M2η [4Lr8 − Lr5]
]]
− 1
2NF 2π
[
ℓπM
2
π +
ℓKM
2
K
3
+ ℓηM
2
η
]}
.
(1.88)
Here, ℓP = 2 log(MP/µ) with P = π,K, η. We observe that the contributions at NLO
appear with a prefactor 1/(NF 2π ) = (4πFπ)
−2. This suggests that the scale of ChPT is
Λχ = 4πFπ ≈ 1.2 GeV, see Ref. [113]. In the remainder we will use that scale and expand
physical quantities in powers of 1/Λχ.
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(a) Tree graph. (b) Tadpole diagram. (c) Fish diagram.
Figure 1.4: Contributions to matrix elements of pion form factors at NLO. Single solid lines
stand for pions while double solid lines represent the scalar densities (or the vector currents).
The square corresponds to a vertex of L4 whereas the intersection of various lines corresponds to
a vertex of L2.
1.4.4 Pion Form Factors
As a last application we discuss the form factors of pions. In this case we restrict the group
to Gχ = SU(2)L × SU(2)R × U(1)V and consider only Nf = 2 light flavors. The mass and
decay constant can be calculated in the same way as before. At NLO we find
M2π = M
2
[
1− M
2
2NF 2
ℓ¯3 +O(M4)
]
Fπ = F
[
1 +
M2
NF 2
ℓ¯4 +O(M4)
]
.
(1.89)
Here, M2 = 2Bmˆ, N = (4π)2 and B, F , ℓ¯j were introduced in Section 1.3.3.
According to Ref. [10] the form factors are defined by the matrix elements
〈πb(p′)|S0 |πa(p)〉 = δab FS(q2)
〈πb(p′)|V µc |πa(p)〉 = iǫabc(p′ + p)µ FV (q2),
(1.90)
where qµ = (p′ − p)µ is the momentum transfer. In ChPT these matrix elements can be
evaluted taking the functional derivatives with respect to s (resp. vµ) and then, setting
vµ = aµ = p = 0, s =M. At leading order one obtains,
FS(q
2) = 2B
FV (q
2) = 1.
(1.91)
The form factors are constant and do not depend on the momentum transfer qµ.
At NLO the matrix elements receive additional contributions from the diagrams of
Fig. 1.4. The diagrams have an external double line representing the scalar densitities
(resp. the vector currents). They contribute to the pion form factors as
FS(q
2) = FS(0)
{
1 +
M2π
NF 2π
[
N
(
q2
M2π
− 1
2
)
J¯(q2) +
q2
M2π
(
ℓ¯4 − 1
) ]}
+O(q4)
FV (q
2) = 1 +
M2π
6NF 2π
[
N
(
q2
M2π
− 4
)
J¯(q2) +
q2
M2π
(
ℓ¯6 − 1
3
)]
+O(q4),
(1.92)
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where
FS(0) = 2B
[
1− M
2
π
NF 2π
(
ℓ¯3 − 1
2
)]
+O(M4π). (1.93)
These expressions coincide with the results of Ref. [10]. The function J¯(q2) is the finite
part of the loop integral defined in Eq. (D.19). The form factors depend on the square
of the momentum transfer and are invariant under rotations of qµ. In position space this
rotation invariance implies that the charge distribution depends on the radial direction but
not on the angular ones. At q2 = 0 the charge distribution becomes pointlike and the form
factors satisfy
FS(0) =
∂M2π
∂mˆ
(1.94a)
FV (0) = 1. (1.94b)
The first relation follows from the Feynman–Hellman Theorem [39,40] while the second one
is a consequence of the (electromagnetic) gauge symmetry and Lorentz invariance [114].
For q2 ≪ 4M2π we can expand the form factors in power series of q2:
FX(q
2) = FX(0)
[
1 +
q2
6
〈r2〉πX + q4cπX +O(q6)
]
, (1.95)
where X = S, V . The linear coefficient 〈r2〉πX is the square radius and can be determined
from the derivative of the form factor with respect to q2. The quadratic coefficient cπX is
the curvature of the form factor and can be determined from the double derivative. These
quantities are known at two loops [115] and at the lowest order, their expressions are
〈r2〉πS =
M2π
NF 2π
(
6 ℓ¯4 − 13
2
)
cπS =
19
120
M2π
NF 2π
〈r2〉πV =
M2π
NF 2π
(ℓ¯6 − 1) cπV =
1
60
M2π
NF 2π
.
(1.96)

Chapter 2
ChPT in Finite Volume
2.1 Overview of Finite Volume Effects
Numerical simulations of Lattice QCD are performed in a volume of finite extent. The
volume is usually a finite cubic box on which boundary conditions are imposed. The
choice of boundary conditions depends on the properties of the system and in particular,
on the symmetry of the action S. Mostly employed are periodic boundary conditions
(PBC) which require periodic fields within the cubic box,
q(x+ Leˆj) = q(x), j = 1, 2, 3. (2.1)
Here, L is the side length of the cubic box and eˆµj = δ
µ
j are unit spatial vectors of position
space. Requiring periodic fields ensures that the action is single valued within the box and
that physical observables can be evaluated unambiguously.
In momentum space the periodicity of the fields corresponds to a discretization of the
momenta. The spatial components of the momenta become discrete and take values
~p =
2π
L
~m, ~m ∈ Z3. (2.2)
As spatial components are discrete one can not arbitrarily boost or rotate a momentum.
Lorentz invariance is broken. However, there is a subgroup of Lorentz transformations
which still survives and remains intact: the subgroup of cubic rotations (i.e. spatial rota-
tions of 90◦). This subgroup leaves the system invariant and generates the so-called cubic
invariance.
The momentum discretization introduces a new scale: 1/L. If we want to apply ChPT
we must consider momenta smaller than the characteristic scale, i.e. |~p | ≪ Λχ. Taking
Λχ = 4πFπ, one obtains the following quantitative condition,
2π
L
≪ 4πFπ =⇒ L≫ 1
2Fπ
≈ 1 fm, (2.3)
where on left-hand side, one has inserted Eq. (2.2) in the first non-zero mode |~m| = 1, see
Ref. [116]. This condition guarantees that ChPT is applicable in finite volume. However,
it gives no information on how much L must be larger than 1 fm.
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L
1
Mπ
(a) ǫ-regime.
L
1
Mπ
(b) p-regime.
Figure 2.1: Propagation of pions in finite volume. In the ǫ-regime (a) the Compton wavelength
of pions is larger than the side length L and pions can not properly propagates within the volume.
In the p-regime (b) the Compton wavelength is smaller than L and pions propagate within the
volume in a periodic way.
In Ref. [19–21] Gasser and Leutwyler showed how to apply ChPT in finite volume. They
proved that for a large enough volume the effective chiral Lagrangian and the values of LEC
remain the same as in infinite volume. This, despite the breaking of Lorentz invariance.
A symmetry argument demonstrates that all breaking terms disappear and the effective
Lagrangian is the same as in infinite volume. The only changes concern the counting
scheme and the propagators. The counting scheme now accommodates the new scale 1/L
and the propagators are modified by discrete momenta. To introduce such changes there
are two possible regimes defined by the size of the product MπL:
MπL≪ 1 ǫ-regime
MπL≫ 1 p-regime.
(2.4)
In the ǫ-regime, Mπ is less than 1/L. The mass is a small quantity compared with
spatial momenta, see Eq. (2.2). The counting scheme is completely modified so that it
accommodates the mass resp. the side length as Mπ ∼ O(ǫ2) resp. 1/L ∼ O(ǫ), see
Ref. [20]. The situation is qualitatively sketched in Fig. 2.1a. The (reduced) Compton
wavelength 1/Mπ of pions
1 is larger than L. Pions encounter the boundaries of the box
before they can properly propagate and feel the presence of the volume strongly. The
propagation is completely deformed and propagators look very different from those in
1Here, “pions” generically refers to the Goldstone bosons arising from the spontaneous breaking of the
chiral symmetry.
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infinite volume. As we will work on the other regime (i.e. MπL ≫ 1) we refer the reader
to [20, 117–119] for more information about the ǫ-regime.
In the p-regime, Mπ is larger than 1/L. Here, the counting scheme of infinite volume
can be applied with the additional rule 1/L ∼ O(p), see Ref. [21]. Now, the Compton
wavelength 1/Mπ is smaller than L and pions
2 can propagate within the box. There is
a non-zero probability that they reach the boundaries and wind around the volume, as
sketched in Fig. 2.1b. The propagation is then periodic. The expressions of propagators
are similar as those in infinite volume and the only modification is that integrals over
spatial components are replaced by sums over discrete values,
∆π,L(x) =
1
L3
∑
~k= 2π
L
~m
~m∈Z3
∫
R
dk0
(2π)
e−ikx
M2π − k2 − iǫ
. (2.5)
By means of the Poisson resummation formula [117]:
1
L3
∑
~k= 2π
L
~m
~m∈Z3
g(~k ) =
∑
~n∈Z3
∫
R3
d3k
(2π)3
g(~k ) eiL~n
~k, (2.6)
one can reexpress the propagator as
∆π,L(x) =
∑
~n∈Z3
∫
R3
d4k
(2π)4
e−ikx
M2π − k2 − iǫ
eiL~n
~k
=
∑
~n∈Z3
∆π(x+ nL),
(2.7)
where in the argument nµ =
(
0
~n
)
is a Lorentz vector of integer numbers and ∆π(x) is the
propagator in infinite volume. There is a nice interpretation of the numbers ~n ∈ Z3: each
component nj with j = 1, 2, 3 gives the number of times the pion winds around the volume
in the direction xj . For instance, pions winding around the volume once are associated to
the number |~n| = 1. Pions not winding around the volume are associated to |~n| = 0 and
they contribute as in infinite volume. Note that the expressions (2.5, 2.7) are both periodic
and satisfy: ∆π,L(x+ Leˆj) = ∆π,L(x) for j = 1, 2, 3.
Although the propagators are periodic, physical observables can be calculated in a
similar way as in infinite volume. Tree graphs produce exactly the same contributions.
On the contrary, loop diagrams generate additional contributions which shift the results of
physical observables in finite volume. These additional contributions are known as finite
volume corrections and are due to the periodicity of propagators. In the p-regime, they
depend exponentially on L. As example, the results of the mass resp. decay constant of
2See footnote 1 on the page 38.
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pions are shifted at NLO from Eqs. (1.78, 1.82) to
M2π(L) = M
2
π
[
1 +
ξπ
2
g1(λπ)−
ξη
6
g1(λη)
]
(2.8a)
Fπ(L) = Fπ
[
1− ξπ g1(λπ)−
ξK
2
g1(λK)
]
, (2.8b)
see Ref. [32]. The corrections are here expressed in terms of
g1(λP ) =
∑
~n∈Z3
|~n|6=0
4K 1(λP |~n|)
λP |~n| , (2.9)
where for P = π,K, η we have defined the parameters λP = MPL and ξP = M
2
P/(4πFπ)
2.
The function g1(λP ) depends on the modified Bessel function of the second kind, K 1(λP |~n|).
As K 1(x) ∼
√
π/x e−x for x ≫ 1, the corrections decay exponentially in λP = MPL. We
observe that if we keep L fixed, the exponential decay goes faster if MP increases. Heavy
particles do not very contribute to finite volume corrections. The dominant contribution
is given by the lightest particle of the spectrum. As expected, the corrections disappear in
the limit L→∞ and one recovers the original results in infinite volume.
2.2 Twisted Boundary Conditions
A strong limitation of PBC is the momentum discretization. Momenta occur only in integer
multiples of 2π/L and are not continuous. This is an hindrance whenever a continuous
limit in momenta is needed to extract physical observables. A possible remedy is provided
by twisted boundary conditions (TBC), see Ref. [33–36].
We consider 3-light-flavor QCD in a finite cubic box and impose twisted boundary
conditions,
qT (x+ Leˆj) = UjqT (x) where eˆµj = δµj and j = 1, 2, 3. (2.10)
The subscript T specifies that the quark fields satisfy TBC. The transformations Uj con-
stitute a symmetry of the action SQCD =
∫
d4xLQCD. They leave the Lagrangian LQCD
invariant and commute with the mass matrix M = diag(mu, md, ms). The precise form
of Uj depends on M and especially, on the degeneracy of the quark fields. In general, we
may consider
Uj = e−iLeˆjvϑ ∈ SU(3)V (2.11)
with
vµϑ = ϑ
µ
a¯
λa¯
2
. (2.12)
The matrices λa¯ represent the generators of SU(3)V commuting with M. In the case of
three different quark masses, λa¯ are the diagonal Gell-Mann matrices, i.e. λ3, λ8. Other
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choices are possible depending on the specific form of the mass matrix3. The Lorentz
vectors
ϑµa¯ =
(
0
~ϑa¯
)
, a¯ = 3, 8, (2.13)
are called twisting angles and their spatial components ~ϑa¯ can be arbitrarily chosen.
For convenience, we redefine the quark fields through
qT (x) = V(x)q(x), with V(x) = e−ivϑx. (2.14)
From the condition (2.10) follows that the fields q(x) are periodic and therefore, satisfy
q(x + Leˆj) = q(x) for j = 1, 2, 3. The redefinition introduces the twist in the QCD
Lagrangian in an explicit way,
LQCD = q¯T (x)
[
i /D −M] qT (x)− 1
4
Gµν,aG
µν
a
= q¯(x)
[
iV†(x) /DV(x)−M] q(x)− 1
4
Gµν,aG
µν
a
= q¯(x)
[
i
(
/D − i/vϑ
)︸ ︷︷ ︸
=: /ˆD
−M]q(x)− 1
4
Gµν,aG
µν
a .
(2.15)
The twist enters as a constant vector field vµϑ and couples to the periodic fields q(x). We can
either impose the condition (2.10) and work with LQCD in its original form or redefine the
fields as periodic ones and introduce vµϑ in the Lagrangian. Both approaches are equivalent.
The effect of the twist can be inferred from the new Dirac operator containing /ˆD. The
momenta of quark fields are shifted by the twisting angles according to their flavor. For
the three light flavors we have
ϑµu =
ϑµ3
2
+
ϑµ8
2
√
3
ϑµd = −
ϑµ3
2
+
ϑµ8
2
√
3
ϑµs = −
ϑµ8√
3
.
(2.16)
The twisting angles ϑµu, ϑ
µ
d , ϑ
µ
s vary continuously as the spatial components
~ϑ3¯, ~ϑ8¯ can be
arbitrarily chosen. In this way, the spatial momenta are shifted to continuous values which
differ from integer multiples of 2π/L.
Twisted boundary conditions introduce twisting angles and break various symmetries.
The cubic invariance in momentum space is broken. More generally, all symmetries not
commuting with vµϑ are broken. For three different quark masses, these are: the vector
symmetry SU(3)V and the isospin symmetry. Note that in this case, the third isospin
3In the isospin limit, we may choose λa¯ = λ1, λ2, λ3, λ8 since are all commuting with M. Still, this
choice breaks the conservation of the electric charge and is not considered in this work.
42 2. ChPT in Finite Volume
component I3, the strangeness S and the electric charge Qe are still conserved quantities.
In addition, there is a new one: as the transformations Uj constitute a symmetry of the
action, at each vertex the sum of incoming and outgoing twisting angles is conserved and
amounts to zero, see Ref. [36].
In the effective theory the condition (2.10) implies that the unitary matrix with the
fields of pseudoscalar mesons satisfies
UT (x+ Leˆj) = UjUT (x)U †j , j = 1, 2, 3. (2.17)
On the right-hand side, the repetition of j does not imply any sum. The subscript T
specifies again that the fields satisfy TBC. We redefine the unitary matrix so that the
fields are periodic
U(x) = V†(x)UT (x)V(x), V(x) = e−ivϑx. (2.18)
The redefinition introduces the twist in the effective Lagrangian as a constant vector
field vµϑ. Each derivative must be replaced by ∂
µ. 7→ ∂µ. − i [vµϑ, . ]. At leading order we
have
L2 =
F 20
4
〈DˆµU(DˆµU)† + χU † + Uχ†〉 , (2.19)
where
DˆµU = DµU − i [vµϑ , U] . (2.20)
The operator Dˆµ consists of the covariant derivative (1.50) minus the commutator con-
taining the constant vector field vµϑ. We stress that all fields in (2.19, 2.20) are periodic.
The commutator acts on the fields of pseudoscalar mesons in different ways. Pseudoscalar
mesons sitting in the diagonal of U commute with vµϑ and their momenta are untouched
by the twist. Pseudoscalar mesons off the diagonal do not commute with vµϑ and their
momenta are shifted by twisting angles,
[
vµϑ, U
]
=
1
F0
 0
√
2 ϑµπ+π
+
√
2 ϑµK+K
+√
2 ϑµπ−π
− 0
√
2 ϑµK0K
0√
2 ϑµK−K
− √2 ϑµ
K¯0
K¯0 0
+O(Φ2), (2.21)
where
ϑµπ+ = ϑ
µ
u − ϑµd = ϑµ3 ϑµπ− = −ϑµπ+
ϑµK+ = ϑ
µ
u − ϑµs =
ϑµ3
2
+
√
3
2
ϑµ8 ϑ
µ
K− = −ϑµK+
ϑµK0 = ϑ
µ
d − ϑµs = −
ϑµ3
2
+
√
3
2
ϑµ8 ϑ
µ
K¯0
= −ϑµK0 .
(2.22)
Momenta of charged pions and kaons are shifted by twisting angles and their spatial com-
ponents may take continuous values. Note that twisting angles reflect the flavor content
of the particles. A pseudoscalar meson with the flavor content qf q¯f ′ has the twisting angle
ϑµqf q¯f ′ = (ϑqf − ϑqf ′ )µ. Antiparticles have twisting angles of opposite sign.
2.3 Finite Volume Corrections with TBC 43
Twisting angles enter the expressions of external states and internal propagators [36].
As an example we consider charged pions (kaons have similar expressions). The field
redefinition (2.18) implies that the propagators read
∆π±,L(x) =
1
L3
∑
~k= 2π
L
~m
~m∈Z3
∫
R
dk0
(2π)
e−ikx
M2π − (k + ϑπ±)2 − iǫ
. (2.23)
The twisting angles enter the denominator but not the exponential function exp(−ikx)
of the numerator. The propagators are periodic [viz. ∆π±,L(x + Leˆj) = ∆π±,L(x) for
j = 1, 2, 3] and obey Klein–Gordon equations4 with new d’Alembert operators ˆ:[
(∂ − iϑπ±)2︸ ︷︷ ︸
=:ˆ
+M2π
]
∆π±,L(x) = δ
(4)(x). (2.24)
From Eq. (2.23) we see that twisting angles shift the poles in the denominator of propaga-
tors. At tree level the poles are shifted to
(k + ϑπ±)
2 =M2π . (2.25)
Here, M2π is given by Eq. (1.78) and contains the contribution in infinite volume at NLO.
We note that in Eq. (2.23) the substitution k0 7→ −k0 and ~k 7→ −~k reverse the propagation
direction and the sign of the twisting angles. Since antiparticles have twisting angles of
opposite sign, we conclude that the propagation of a positive pion with ϑµπ+ in the forward
direction of space-time is equivalent to a propagation of a negative pion with ϑµπ− in the
backward direction.
As a concluding remark we observe that PBC are a particular case of TBC. If we set
ϑµa¯ = 0 the condition (2.10) reduces to the condition (2.1). This means that we may
partly check calculations by taking the limit ϑµa¯ → 0 and comparing the results with those
obtained in finite volume with PBC.
2.3 Finite Volume Corrections with TBC
We consider pseudoscalar mesons in a cubic box with TBC and calculate finite volume
corrections with ChPT in the p-regime. The corrections of masses, decay constants, pseu-
doscalar coupling constants and pion form factors are calculated at NLO. The corrections
of masses and decay constants for pions and kaons were first presented in Ref. [36]. Here,
we detail the derivations and add results for the eta meson. We compare our expressions
with the results of Ref. [38] and explain how they are related with each other. Relying
4Without the redefinition (2.18) propagators read as in Eq. (2.23) but twisting angles enter the exponen-
tial function of the numerator, as well [e.g. e−i(k+ϑpi± )x for charged pions]. In that case, the propagators
satisfy TBC [i.e. ∆π±,L(x + Leˆj) = e
−iLeˆjϑpi±∆π±,L(x) for j = 1, 2, 3] and obey Klein–Gordon equations
with the usual d’Alembert operators  := ∂µ∂
µ.
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on chiral Ward identities, we then calculate the corrections of the pseudoscalar coupling
contants. Our expressions coincide with the results obtained from the direct calculation of
Ref. [38]. At last, we calculate the corrections of matrix elements of the pion form factors.
We show that here, the Feynman–Hellman Theorem [39,40] as well as the Ward–Takahashi
identity [41–43] hold in finite volume with TBC. We conclude comparing our expressions
with the results of Ref. [37, 38, 52, 120–124].
2.3.1 Masses
To determine the mass corrections at NLO we must evaluate the tadpole diagram of
Fig. 1.2b in finite volume. The finite volume discretizes the momenta and introduces
twisting angles. The propagators are modified in the measure that integrals over spatial
components are replaced by discrete sums and twisting angles enter the denominator. For
example, the propagator of the neutral pion has the form of Eq. (2.5) whereas those of
charged pions have the form of Eq. (2.23). The discrete sums can be evaluated by means
of the Poisson resummation formula (2.6). The different twisting angles force us to dis-
tinguish the various particles propagating in the loop of the tadpole diagram as they have
propagators of different forms. This elongates a bit the evaluation of the diagram which
nonetheless remains straightforward. For convenience, we detail just the derivation of
pions; mass corrections of other pseudoscalar mesons can be derived in an analogous way.
In finite volume the tadpole diagram of Fig. 1.2b generates the corrections of the self
energies at NLO. For pions, we find
∆Σπ0 = ∆Aπ0 +∆Bπ0 p
2 +O(p6/F 4π ) (2.26a)
∆Σπ± = ∆Aπ± +∆Bπ± (p+ ϑπ±)
2 + 2 (p+ ϑπ±)µ∆ϑ
µ
π± +O(p6/F 4π ), (2.26b)
where we normalize ∆Σπ0 , ∆Σπ± so that they just contain the corrections due to finite
volume. The contribution in infinite volume can be found in Eqs. (1.75, 1.76). The
coefficients entering the self energies read
∆Aπ0 =
M2π
6
ξπ [3 g1(λπ)− 2 g1(λπ, ϑπ+)]
+
M2π
6
{ξK [g1(λK , ϑK+) + g1(λK , ϑK0)] + ξη g1(λη)} (2.27a)
∆Bπ0 = −1
6
{4 ξπ g1(λπ, ϑπ+) + ξK [g1(λK , ϑK+) + g1(λK , ϑK0)]} , (2.27b)
and
∆Aπ± =
M2π
6
ξπ [2 g1(λπ, ϑπ+)− g1(λπ)]
+
M2π
6
{ξK [g1(λK , ϑK+) + g1(λK , ϑK0)] + ξη g1(λη)} (2.28a)
∆Bπ± = −1
6
{2 ξπ [g1(λπ, ϑπ+) + g1(λπ)] + ξK [g1(λK , ϑK+) + g1(λK , ϑK0)]} . (2.28b)
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Here, g1(λP ) is the function of Eq. (2.9) and λP , ξP (with P = π,K, η) are the parameters
defined after Eq. (2.9). The function g1(λP , ϑ) is defined by the difference of the sum in
finite volume minus the integral in infinite volume,
1
L3
∑
~k= 2π
L
~m
~m∈Z3
∫
R
dk0
2π
1
i [M2P − (k + ϑ)2]
−
∫
R4
d4k
(2π)4
1
i [M2P − (k + ϑ)2]
=
M2P
(4π)2
g1(λP , ϑ).
(2.29)
It can be evaluated by means of the Poisson resummation formula (2.6) and values
g1(λP , ϑ) =
∑
~n∈Z3
|~n|6=0
4K 1(λP |~n|)
λP |~n| e
iL~n~ϑ. (2.30)
Note that g1(λP , ϑ) is even in the second argument and thus antiparticles contribute as
particles, e.g. g1(λπ, ϑπ−) = g1(λπ, ϑπ+). For vanishing angles, g1(λP , 0) = g1(λP ) and we
recover the function of Eq. (2.9).
In addition, the self energies of charged pions exhibit extra terms proportional to ∆ϑµπ± .
Such terms are not present in finite volume with PBC and feature
∆ϑµπ± = ±
{
ξπ f
µ
1 (λπ, ϑπ+) +
ξK
2
[fµ1 (λK , ϑK+)− fµ1(λK , ϑK0)]
}
. (2.31)
The function fµ1 (λP , ϑ) is defined by
1
L3
∑
~k= 2π
L
~m
~m∈Z3
∫
R
dk0
(2π)
(k + ϑ)µ
i [M2P − (k + ϑ)2]
= − M
2
P
(4π)2
fµ1 (λP , ϑ), (2.32)
and can be evaluated by means of the Poisson resummation formula (2.6):
fµ1 (λP , ϑ) =
∑
~n∈Z3
|~n|6=0
4i
L|~n|2 n
µK 2(λP |~n|) eiL~n~ϑ, where nµ =
(
0
~n
)
. (2.33)
In Ref. [37] this function5 was studied in partially quenched ChPT with partially twisted
boundary conditions. Despite the different framework we can make similar remarks. The
function fµ1 (λP , ϑ) decays exponentially in λP = MPL and disappears for L → ∞. It is
odd in the second argument so that antiparticles contribute with the opposite sign, e.g.
5For j = 1, 2, 3 the function fj1(λP , ϑ) is related to Kj1/2(ϑ,M2P ) of Ref. [37] via
fj1(λP , ϑ) = −
(4π)2
2M2P
Kj1/2(ϑ,M2P ).
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fµ1 (λπ, ϑπ−) = − fµ1 (λπ, ϑπ+). For ϑµ = 0, the summand in Eq. (2.33) becomes odd in
~n and fµ1 (λP , ϑ) disappears due to the summation over ~n ∈ Z3. This explains why the
extra terms ∆ϑµπ± are not present in finite volume with PBC: they disappear due to the
cubic invariance. In general, the function fµ1 (λP , ϑ) has non-vanishing components in the
directions where ϑµ is non-vanishing. In the case that ϑµ =
(
0
~ϑ
)
with
~ϑ ∈
{ϑ0
0
 ,
0ϑ
0
 ,
00
ϑ
 , 1√
2
ϑϑ
0
 , 1√
2
ϑ0
ϑ
 , 1√
2
0ϑ
ϑ
 , 1√
3
ϑϑ
ϑ
}, (2.34)
fµ1 (λP , ϑ) is aligned to ϑ
µ. This fact intimately relates fµ1 (λP , ϑ) to ϑ
µ and more in general,
the extra terms ∆ϑµπ± to the twisting angles.
From Eq. (2.26) we observe that the isospin symmetry is broken in the self energies. The
twisting angles break the symmetry and lift the degeneracy among pions. In general, ∆Σπ0 ,
∆Σπ+ , ∆Σπ− have different expressions. At NLO, the breaking affects the coefficients [i.e.
∆Aπ0 6= ∆Aπ± and ∆Bπ0 6= ∆Bπ±] as well as the external momenta [i.e. pµ 6= (p+ ϑπ±)µ
and (p+ϑπ+)µ∆ϑ
µ
π+ 6= (p+ϑπ−)µ∆ϑµπ− ]. The breaking disappears only for ϑµπ+ = 0, namely
when the isospin symmetry is restored in the theory as the u-quark and the d-quark have
equal twisting angles (i.e. ϑµu = ϑ
µ
d). Note that in the rest frame (where ~p = ~0) the
isospin symmetry breaks in a specific way. The first two components are broken but not
the third one. Pseudoscalar mesons with I = |I3| remain degenerate as they are aligned to
the third component. For example, charged pions are degenerate and have the same self
energies, ∆Σπ+ = ∆Σπ− . This can be showed setting p
µ = pˆµ =̂
(
p0
~0
)
in Eq. (2.26b): terms
with coefficients ∆Aπ± , ∆Bπ± become equal due to Eq. (2.28) and terms 2(pˆ+ϑπ±)µ∆ϑ
µ
π±
become equal as well, due to ϑµπ− = −ϑµπ+ , ∆ϑµπ− = −∆ϑµπ+ , see Eqs. (2.22, 2.31).
In finite volume, masses are defined in the usual way. They are given by the poles of
the full propagators. In the case of pions, ∆Σπ0 , ∆Σπ± further shift these poles. The pole
equation of the neutral pion reads
M2π − p2 −∆Σπ0 = 0 for p2 =M2π0(L), (2.35)
where Mπ0(L) is the mass in finite volume. Inserting (2.26a) in the pole equation we find
M2π0(L) = M
2
π −∆Aπ0 −∆Bπ0M2π +O(p6/F 4π ). (2.36)
For charged pions, the self energies ∆Σπ± exhibit the extra terms ∆ϑ
µ
π± . Currently, there
are two distinct treatments for such terms which lead to two different mass definitions, see
Ref. [36–38]. In Ref. [36, 37] the extra terms ∆ϑµπ± were treated as an additive renormal-
ization to the twisting angles and were reabsorbed in the on-shell conditions. This leads to
a momentum-independent definition of masses. On the contrary, the authors of Ref. [38]
adopt a momentum-dependent definition and treat ∆ϑµπ± as parts of the mass corrections.
At NLO, both definitions are equivalent although they provide different results for the cor-
rections. Here, we adopt the definition of Ref. [36,37] which is more compact and provides
momentum-independent corrections. We start from the pole equations of charged pions,
M2π − (p+ ϑπ±)2 −∆Σπ± = 0, (2.37)
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and insert (2.26b). Working out the left-hand side we find,
M2π − (p+ ϑπ±)2 −∆Σπ± = M2π − (p+ ϑπ±)2 − 2 (p+ ϑπ±)µ∆ϑµπ±
−∆Aπ± −∆Bπ±(p+ ϑπ±)2 +O(p6/F 4π )
= M2π − (p+ ϑπ± +∆ϑπ±)2
−∆Aπ± −∆Bπ±(p+ ϑπ± +∆ϑπ±)2 +O(p6/F 4π ).
(2.38)
In the last equality, we have followed Ref. [37] and added terms O(p6/F 4π ) to complete the
momentum squares (p+ϑπ±)
2 with ∆ϑµπ± . As noted in [37] after completing the momentum
squares, the extra terms ∆ϑµπ± appear as an additive renormalization to the twisting angles
ϑµπ±. The renormalization terms can be reabsorbed in the on-shell conditions,
p2π±(L) := (p+ ϑπ± +∆ϑπ±)
2 =M2π±(L). (2.39)
Then, the pole equations (2.38) provide the masses in finite volume,
M2π±(L) =M
2
π −∆Aπ± −∆Bπ±M2π +O(p6/F 4π ). (2.40)
In an analogous way, one can determine the masses of other pseudoscalar mesons in
finite volume. For the eta meson one proceeds as for the neutral pion. For kaons one follows
the derivation of charged pions and completes the momentum squares as in Eq. (2.38). In
that case, the renormalization terms read
∆ϑµK± = ±
{
ξK
2
[2 fµ1(λK , ϑK+) + f
µ
1(λK , ϑK0)] +
ξπ
2
fµ1(λπ, ϑπ+)
}
(2.41a)
∆ϑµK0
∆ϑµ
K¯0
}
= ±
{
ξK
2
[fµ1 (λK , ϑK+) + 2 f
µ
1(λK , ϑK0)]−
ξπ
2
fµ1 (λπ, ϑπ+)
}
. (2.41b)
One can reabsorb these terms in the on-shell conditions and calculate the masses in a
similar way as in Eq. (2.40).
We summarize the results and make some concluding remarks on the masses in finite
volume. In general, we define the corrections of an observable X as
δX =
∆X
X
, (2.42)
where ∆X := X(L)−X is the difference among the observable evaluated in finite volume
and in infinite volume. Accordingly, the mass corrections of pseudoscalar mesons read
δM2π0 =
ξπ
2
[2 g1(λπ, ϑπ+)− g1(λπ)]−
ξη
6
g1(λη) (2.43a)
δM2π± =
ξπ
2
g1(λπ)−
ξη
6
g1(λη) (2.43b)
δM2K =
ξη
3
g1(λη), (2.43c)
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and
δM2η =
ξK
2
[g1(λK , ϑK+) + g1(λK , ϑK0)]−
2
3
ξη g1(λη)
+
M2π
M2η
{
ξK
6
[g1(λK , ϑK+) + g1(λK , ϑK0)] +
ξη
6
g1(λη)
}
− M
2
π
M2η
ξπ
6
[g1(λπ) + 2 g1(λπ, ϑπ+)] . (2.43d)
These expressions are obtained with the mass definition of Ref. [36, 37]. The first three
expressions coincide with the results of Ref. [36]. As further check we set ϑµπ+ = ϑ
µ
K+ =
ϑµK0 = 0 and recover the results
6 for PBC, see Eqs. (94, 95, 96) of Ref. [32]. In Ref. [36]
it was pointed out that at this order, the mass corrections decrease exponentially in λP =
MPL where P = π,K, η. Moreover, the dependence on the twist is a phase factor. The
twist can change the sign of overall corrections. This is a consequence of the breaking of
the vector symmetry SU(3)V due to twisting angles. For instance, δM
2
π0 , δM
2
η can turn out
negative depending on ϑµπ+ , ϑ
µ
K+ , ϑ
µ
K0 . With an appropriate choice of ϑ
µ
π+ , ϑ
µ
K+ , ϑ
µ
K0 (or
averaging over randomly chosen twisting angles) we can even suppress the mass corrections
as discussed e.g. for nucleons in Ref. [125].
In general, the isospin symmetry is broken in the expressions (2.43). We observe that
the breaking occurs in the same way as in the rest frame. The first two components
are broken but not the third one. At NLO, pseudoscalar mesons with I = |I3| remain
degenerate and form some multiplet. Charged pions form a duplet with I = |I3| = 1, see
Eq. (2.43b). Kaons should form two distinct duplets with I = |I3| = 1/2. However, this
is not apparent in Eq. (2.43c). Other pseudoscalar mesons are singlets. Note that the
degeneracy among charged and neutral pions is lifted by
δM2π± − δM2π0 = ξπ [g1(λπ)− g1(λπ, ϑπ+)] . (2.44)
This splitting term vanishes only for ϑµπ+ = 0, namely when the isospin symmetry is
restored in the theory. In Ref. [37] a similar splitting term was found using partially
quenched ChPT with partially TBC. Analogously, one would expect that a splitting term
lifting the degeneracy among kaons. However, at this order no splitting term appears and
kaons still remain degenerate, see Eq. (2.43c). The splitting term will appear at NNLO
when loop diagrams containing virtual kaons begin to contribute to the mass corrections.
In that case the masses of kaons are not degenerate.
The mass corrections of pseudoscalar mesons were recalculated at NLO in Ref. [38].
Therein, the authors adopt a momentum-dependent definition and treat the extra terms
∆ϑµπ± , ∆ϑ
µ
K±, ∆ϑ
µ
K0 as parts of the mass corrections. The results for the neutral pion and
the eta meson coincide with Eqs. (2.43a, 2.43d). On the contrary, the results for charged
6In Ref. [32], the authors present the corrections of linear masses rather than of squared masses which
differ by a factor 1/2.
2.3 Finite Volume Corrections with TBC 49
pions and kaons correspond to Eqs. (2.43b, 2.43c) plus
− 2
M2π
(p+ ϑπ±)µ∆ϑ
µ
π±
− 2
M2K
(p+ ϑK±)µ∆ϑ
µ
K±
− 2
M2K
(p+ ϑK0)µ∆ϑ
µ
K0 .
(2.45)
These terms are momentum-dependent and make the mass poles of charged pions and kaons
varying. This is not suitable as on lattice the mass is extracted from the exponential of
the correlator function evaluated at the pole of the propagator. The pole is, by definition,
fixed and momentum-independent otherwise its location would vary as the integration
in momentum space is performed further complicating the calculation of the correlator
function. Moreover, the terms (2.45) definitely break the isospin symmetry. In general, the
three components of the isospin are broken so that pseudoscalar mesons are all singlets.
Only in the rest frame, the breaking occurs in the specific way for which pseudoscalar
mesons with I = |I3| remain degenerate.
We remind the reader that at NLO the mass definition of Ref. [36, 37] and the one of
Ref. [38] are equivalent. The difference is just formal and lies on which side of Eq. (2.39) the
extra terms ∆ϑµπ± are taken. However, we advocate to adopt the momentum-independent
definition [36, 37] as mass poles are at fixed locations as considered in lattice simulations.
Furthermore, the expressions (2.43) are more compact and exhibit a degeneracy of pseu-
doscalar mesons with I = |I3|.
2.3.2 Decay Constants
To determine the corrections of decay constants we consider the matrix elements (1.80) for
pions,
A µab := 〈0|Aµa(0) |φb(p)〉 = i pµ Fab, a, b = 1, 2, 3. (2.46)
According to Ref. [10, 31] the decay constant of the pion is defined as the residue at the
mass pole of the two-point function containing the axialvector current and the interpolating
field of the pion
Fab = lim
p2→M2π
(M2π − p2)Pab(p), (2.47)
where
Pab(p) = Nφb pµ
∫
d4y e−i py 〈0|T {Aµa(0)φb(y)} |0〉 . (2.48)
The prefactor Nφb is a normalization constant which depends on the interpolating field φb.
In finite volume the mass pole as well as the residue are shifted. In Section 2.3.1 we have
studied the shift of the mass pole at NLO, see Eqs. (2.35, 2.39). At the same order, the
shift of the residue is given by the tadpole diagram of Fig. 1.3b. The diagram looks like
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that of Fig. 1.2b and generates corrections similar to those of self energies. Evaluating the
diagram of pions, we obtain the following two-point functions
Pπ0 =
Nπ0pµ
i
[
M2π0(L)− p2
] {ipµFπ [2∆Bπ0 +√∆Zπ0]+O(p5/F 3π )}
Pπ± =
Nπ±(p+ ϑπ±)µ
i
[
M2π±(L)− p2π±(L)
]{i(p+ ϑπ±)µFπ [2∆Bπ± +√∆Zπ±]
+ 2i Fπ∆ϑ
µ
π± +O(p5/F 3π )
}
,
(2.49)
where ∆Bπ0 , ∆Bπ± are the coefficients of Eqs. (2.27b, 2.28b) and ∆ϑ
µ
π± are the extra
terms of Eq. (2.31). The masses Mπ0(L), Mπ±(L) are defined so that they are momentum-
independent [36,37] and are given by Eqs. (2.35, 2.39). Accordingly, the momentum squares
p2π±(L) = (p + ϑπ± + ∆ϑπ±)
2 are completed with ∆ϑµπ± and provide M
2
π±(L) if external
momenta are on the mass shells (2.39). The renormalization constants ∆Zπ0 ,∆Zπ± are
calculated expanding the self energies (2.26) in terms of (p0)2. At NLO they read
∆Zπ0 =
1
1 + ∆Bπ0
∆Zπ± =
1
1 + ∆Bπ±
.
(2.50)
Note that in general, the two-point functions Pπ+, Pπ− are different. In the rest frame,
charged pions are degenerate and hence, Pπ+ = Pπ−. This can be showed by similar argu-
ments as those demonstrating ∆Σπ+ = ∆Σπ− in the case p
µ = pˆµ =̂
(
p0
~0
)
, see discussion
after Eq. (2.34).
To extract the decay constant we must take the residue as in Eq. (2.47). At this order
the mass poles in the full propagatores are shifted according to Eqs. (2.35, 2.39). The
residues must be then taken in the limits: p2 → M2π0(L) resp. p2π±(L)→ M2π±(L). For the
neutral pion, we can take this limit directly and the residue provides
Fπ0(L) = Fπ
[
1 +
3
2
∆Bπ0 +O(p4/F 4π )
]
. (2.51)
For charged pions the presence of ∆ϑµπ± additionally shifts the two-point functions Pπ±.
Contracting the momenta in Eq. (2.49) we obtain two contributions: the first contribution
is proportional to (p + ϑπ±)
2 Fπ [2∆Bπ± +
√
∆Zπ±] and the second one is proportional to
2Fπ (p + ϑπ±)µ∆ϑ
µ
π± . In the limits p
2
π±(L) → M2π±(L) the momentum squares of the first
contribution tend to
(p + ϑπ±)
2 −→M2π±(L)− 2 (p+ ϑπ±)µ∆ϑµπ± +O(p6/F 4π ), (2.52)
due to the on-shell conditions (2.39). Taking the residues, the first contribution then
generates a term O(p4/Fπ) which cancels out the second contribution proportional to
2Fπ (p+ ϑπ±)µ∆ϑ
µ
π± . At this order the cancellation is exact and we obtain
Fπ±(L) = Fπ
[
1 +
3
2
∆Bπ± +O(p4/F 4π )
]
. (2.53)
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The decay constants of other pseudoscalar mesons can be calculated in an analogous
way. For the eta meson one proceeds as for the neutral pion. For kaons one follows
the derivation of charged pions and takes the residue in a similar way. In that case, a
cancellation occurs at O(p4/Fπ) analogous to that described above for 2Fπ (p+ϑπ±)µ∆ϑµπ± .
Altogether, the corrections of decay constants read
δFπ0 = −ξπ g1(λπ, ϑπ+)−
ξK
4
[g1(λK , ϑK+) + g1(λK , ϑK0)] (2.54a)
δFπ± = −ξπ
2
[g1(λπ) + g1(λπ, ϑπ+)]−
ξK
4
[g1(λK , ϑK+) + g1(λK , ϑK0)] (2.54b)
δFK± = −ξπ
8
[g1(λπ) + 2 g1(λπ, ϑπ+)]
− ξK
4
[2 g1(λK , ϑK+) + g1(λK , ϑK0)]−
3
8
ξη g1(λη) (2.54c)
δFK0 = −ξπ
8
[g1(λπ) + 2 g1(λπ, ϑπ+)]
− ξK
4
[g1(λK , ϑK+) + 2 g1(λK , ϑK0)]−
3
8
ξη g1(λη), (2.54d)
and
δFη = −3
4
ξK [g1(λK , ϑK+) + g1(λK , ϑK0)] . (2.54e)
The first four expressions coincide with the results of Ref. [36]. As further check we set
ϑµπ+ = ϑ
µ
K+ = ϑ
µ
K0 = 0 and recover the corrections for PBC, see Eqs. (97, 98, 99) of Ref. [32].
At NLO, the dependence on the twist is a phase factor. The sign of overall corrections
may change due to the twisting angles and with an appropriate choice of ϑµπ+ , ϑ
µ
K+ , ϑ
µ
K0
(or averaging over randomly chosen twisting angles) we can even suppress the corrections.
We observe that the isospin symmetry is broken in the same way as in the rest frame:
pseudoscalar mesons with I = |I3| remain degenerate7, see Eqs. (2.54b, 2.54c, 2.54d). The
splitting term among pions is exactly one half of that for masses (2.44) and has the opposite
sign,
δFπ± − δFπ0 = ξπ
2
[g1(λπ, ϑπ+)− g1(λπ)] . (2.55)
The splitting term among kaons is smaller and originates from loop diagrams containing
virtual kaons,
δFK± − δFK0 = ξK
4
[g1(λK , ϑK0)− g1(λK , ϑK+)] . (2.56)
These splitting terms disappear only for ϑµπ+ = 0 (or equivalently, ϑ
µ
K+ = ϑ
µ
K0) namely
when the isospin symmetry is restored in the theory.
The corrections of decay constants were recalculated in Ref. [38]. Therein, the authors
define the decay constants directly by the matrix elements A µab = 〈0|Aµa |φb〉 in finite volume
7At this order the neutral kaon and its antiparticle are degenerate, i.e. δFK¯0 = δFK0 .
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and not as the residue of the two-point function (2.48). The results for the neutral pion
(resp. the eta meson) with the current Aµ3 (resp. A
µ
8 ) coincide with Eqs. (2.54a, 2.54e).
On the contrary, the results for charged pions and kaons correspond to Eqs. (2.54b, 2.54c,
2.54d) plus terms that in our notation read
(F Vπ±)
µ = 2Fπ∆ϑ
µ
π±
(F VK±)
µ = 2Fπ∆ϑ
µ
K±
(F VK0)
µ = 2Fπ∆ϑ
µ
K0 .
(2.57)
These extra terms are the same that appear in the two-point functions, see e.g. Eq. (2.49).
In Ref. [38] they are treated as parts of the corrections. Here, we treat them at the same
level of the renormalization terms of self energies: they cancel out when the residues of the
two-point functions are taken. The decay constants are then defined as the residues and
the results do not display the extra terms (2.57). Again, we are faced with two definitions
that are equivalent at NLO and just differ formally. However, we advocate to adopt the
definition from the residue as it relies on mass poles with fixed locations as considered in
lattice simulations. The expressions (2.54) are more compact and exhibit a degeneracy of
pseudoscalar mesons with I = |I3|.
2.3.3 Pseudoscalar Coupling Constants
The corrections of the pseudoscalar coupling constants were first calculated in Ref. [38].
Therein, the authors apply the functional method and perform a direct calculation in ChPT
with TBC. At NLO the results are
δGπ0 = −ξπ
2
g1(λπ)−
ξK
4
[g1(λK , ϑK+) + g1(λK , ϑK0)]−
ξη
6
g1(λη) (2.58a)
δGπ± = −ξπ
2
g1(λπ, ϑπ+)−
ξK
4
[g1(λK , ϑK+) + g1(λK , ϑK0)]−
ξη
6
g1(λη) (2.58b)
δGK± = −ξπ
8
[g1(λπ) + 2 g1(λπ, ϑπ+)]
− ξK
4
[2 g1(λK , ϑK+) + g1(λK , ϑK0)]−
ξη
24
g1(λη) (2.58c)
δGK0 = −ξπ
8
[g1(λπ) + 2 g1(λπ, ϑπ+)]
− ξK
4
[g1(λK , ϑK+) + 2 g1(λK , ϑK0)]−
ξη
24
g1(λη) (2.58d)
δGη = −ξπ
6
[g1(λπ) + 2 g1(λπ, ϑπ+)]
− ξK
12
[g1(λK , ϑK+) + g1(λK , ϑK0)]−
ξη
2
g1(λη). (2.58e)
Note that δGπ0 (resp. δGη) correspond to ∆
VGπ03/Gπ (resp. ∆
VGη8/Gη) presented in
Eq. (6.10) of Ref. [38]. At this order, pseudoscalar mesons with I = |I3| are degenerate
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and no extra terms ∆ϑµπ± , ∆ϑ
µ
K±, ∆ϑ
µ
K0 appear in the expressions. We show an alternative
way to obtain these results relying on chiral Ward identities.
In finite volume chiral Ward identities are modified by the presence of the twist. If we
introduce the twist through the constant vector field vµϑ the chiral Ward identities (1.85)
become
∂µ 〈0|Aµ3 (0)
∣∣π0(p)〉
L
= mˆ 〈0|P3(0)
∣∣π0(p)〉
L
(2.59a)
(∂ − iϑπ±)µ 〈0|Aµ1∓i2(0)
∣∣π±(p+ ϑπ±)〉L = mˆ 〈0|P1∓i2(0) ∣∣π±(p+ ϑπ±)〉L (2.59b)
(∂ − iϑK±)µ 〈0|Aµ4∓i5(0)
∣∣K±(p+ ϑK±)〉L = mˆ+ms2 〈0|P4∓i5(0) ∣∣K±(p+ ϑK±)〉L (2.59c)
(∂ − iϑK0)µ 〈0|Aµ6−i7(0)
∣∣K0(p+ ϑK0)〉L = mˆ+ms2 〈0|P6−i7(0) ∣∣K0(p+ ϑK0)〉L (2.59d)
∂µ 〈0|Aµ8(0) |η(p)〉L = mˆ+2ms3 〈0|P8(0) |η(p)〉L
+
√
2 mˆ−ms
3
〈0|P0(0) |η(p)〉L . (2.59e)
Here, the subscript L indicates that the matrix elements are evaluated in finite volume.
The external states are given in the physical basis and the operators on the left- (resp.
right-) hand side are linear combinations of the axialvector currents (resp. pseudoscalar
densities):
Aµ1±i2 =
1√
2
(A1 ± iA2)µ P1±i2 = 1√
2
(P1 ± iP2)
Aµ4±i5 =
1√
2
(A4 ± iA5)µ P4±i5 = 1√
2
(P4 ± iP5)
Aµ6−i7 =
1√
2
(A6 − iA7)µ P6−i7 = 1√
2
(P6 − iP7).
(2.60)
Note that the chiral Ward identities of charged pions and kaons are shifted by twisting
angles. For convenience, we first focus on the identities of pions and show how to de-
termine the corrections of the pseudoscalar coupling constants. The corrections of other
pseudoscalar mesons can be determined in an analogous way.
We rewrite the chiral Ward identities of pions as
∂µ 〈0|Aµ3
∣∣π0〉
L
= mˆ 〈0|P3
∣∣π0〉
L
(∂ − iϑπ±)µ 〈0|Aµ1∓i2
∣∣π±〉
L
= mˆ 〈0|P1∓i2
∣∣π±〉
L
,
(2.61)
and work out both sides of the equations. On the right-hand side the matrix elements are
proportional to the pseudoscalar coupling constants in finite volume. At NLO we have
mˆ 〈0|P3
∣∣π0〉
L
= mˆGπ0(L)
mˆ 〈0|P1∓i2
∣∣π±〉
L
= mˆGπ±(L),
(2.62)
where we retain terms up to O(p6/F 3π ). On the left-hand side the matrix elements are
proportional to the decay constants in finite volume. Retaining terms up to O(p6/F 3π ) we
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have
∂µ 〈0|Aµ3
∣∣π0〉
L
= p2Fπ0(L)
(∂ − iϑπ±)µ 〈0|Aµ1∓i2
∣∣π±〉
L
= (p+ ϑπ±)
2 Fπ±(L) + 2Fπ(p+ ϑπ±)µ∆ϑ
µ
π± .
(2.63)
The pions are on the mass shells and the momentum squares value
p2 = M2π0(L)
(p+ ϑπ±)
2 = M2π±(L)− 2(p+ ϑπ±)µ∆ϑµπ± +O(p6/F 4π ).
(2.64)
Inserting these expressions in Eq. (2.63) the terms containing 2(p+ ϑπ±)µ∆ϑ
µ
π± cancel out
and we obtain
∂µ 〈0|Aµ3
∣∣π0〉
L
= M2π0(L)Fπ0(L)
(∂ − iϑπ±)µ 〈0|Aµ1∓i2
∣∣π±〉
L
= M2π±(L)Fπ±(L),
(2.65)
where we retain terms up to O(p6/F 3π ). We equate both sides of the identities and find
mˆGπ0(L) =M
2
π0(L)Fπ0(L)
mˆGπ±(L) =M
2
π±(L)Fπ±(L).
(2.66)
These relations can be written in terms of finite volume corrections as defined in Eq. (2.42).
Dividing both sides for mˆGπ =M
2
πFπ we find
δGπ0 = δM
2
π0 + δFπ0 + δM
2
π0 δFπ0
δGπ± = δM
2
π± + δFπ± + δM
2
π± δFπ±︸ ︷︷ ︸
O(ξ2π)
. (2.67)
Note that the last products are O(ξ2π) and go beyond NLO. It turns out that the corrections
of the coupling constants are given by the sum of the corrections of the masses and of
the decay constants. Inserting the expressions (2.43a, 2.54a, 2.43b, 2.54b) one finds the
results (2.58a, 2.58b).
In an analogous way, we determine the corrections of other pseudoscalar mesons. For
kaons we obtain,
δGK± = δM
2
K± + δFK± +O(ξ2π)
δGK0 = δM
2
K0 + δFK0 +O(ξ2π).
(2.68)
Inserting (2.43c, 2.54c, 2.54d) one finds the results (2.58c, 2.58d). For the eta meson, we
must consider an additional term. From Eq. (2.59e) we see that the chiral Ward identity
has term proportional to 〈0|P0(0) |η(p)〉L. This matrix element can be calculated applying
the functional method. In Section 1.4.3 we present the result at NLO in infinite volume,
see Eq. (1.87). Here, we give the result at NLO for the difference among the matrix element
in finite volume minus the matrix element in infinite volume:
∆G0,η = 〈0|P0(0) |η(p)〉L − 〈0|P0(0) |η(p)〉
= −
√
2
6
G0 ξπ [g1(λπ) + 2 g1(λπ, ϑπ+)]
+
√
2
6
G0 {ξK [g1(λK , ϑK+)) + g1(λK , ϑK0)] + ξη g1(λη)} .
(2.69)
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Knowing ∆G0,η at NLO we can now proceed as in the case of the neutral pion. Work-
ing out both sides of the chiral Ward identity (2.59e) we find a relation connecting the
corrections of the pseudoscalar coupling constant with the corrections of the mass, decay
constant and ∆G0,η:
mˆ+2ms
3
Gη δGη = M
2
ηFη
(
δM2η + δFη + δM
2
η δFη
)− √2
3
(mˆ−ms)∆G0,η. (2.70)
We divide both sides for
[
mˆ+2ms
3
Gη
]
and retain terms relevant at NLO. This gives
δGη = δM
2
η + δFη −
√
2
2
[
M2π
M2η
− 1
]
∆G0,η
Gη
+O(ξ2π). (2.71)
Inserting the expressions (2.43d, 2.54e, 2.69) one finds the result (2.58e).
The results (2.58) confirm that at NLO the definitions of Ref. [36, 37] and of Ref. [38]
are equivalent. They both respect the chiral Ward identities (2.59). The chiral Ward
identities relate the matrix elements in a way that at this order, the renormalization terms
of self energies exactly cancel out extra terms arising from the matrix elements of the
axialvector decay. This leaves us the choice to treat such terms as parts of the corrections
or not. Masses, decay constants and pseudoscalar coupling constants can be then defined
accordingly. However, we advocate to adopt the definitions relying on mass poles with fixed
locations just as considered on lattice. This avoids further complications in the integration
of correlator functions in momentum space.
We add some concluding remarks on the corrections of pseudoscalar coupling constants
at NLO. In general, the corrections are negative, see Eq. (2.58). The dependence on
the twist is a phase factor and may change the overall sign. The corrections can be even
suppressed with an appropriate choice of ϑµπ+ , ϑ
µ
K+ , ϑ
µ
K0 or averaging over randomly chosen
twisting angles, see e.g. Ref. [125]. We observe that here, the isospin symmetry is broken
in the same way as in the corrections of masses and decay constants: pseudoscalar mesons
with I = |I3| remain degenerate. The splitting term among pions and the one among kaons
are exactly as those of decay constants but with the opposite sign,
δGπ± − δGπ0 = −ξπ
2
[g1(λπ, ϑπ+)− g1(λπ)]
δGK± − δGK0 = −ξK
4
[g1(λK , ϑK+)− g1(λK , ϑK0)] .
(2.72)
These splitting terms disappear for ϑµπ+ = 0 (or equivalently, ϑ
µ
K+ = ϑ
µ
K0) namely when the
isospin symmetry is restored. Setting all twisting angles to zero (i.e. ϑµπ+ = ϑ
µ
K+ = ϑ
µ
K0 = 0)
we obtain,
δGπ = −ξπ
2
g1(λπ)−
ξK
2
g1(λK)−
ξη
6
g1(λη)
δGK = −3
8
ξπ g1(λπ)−
3
4
ξK g1(λK)−
ξη
24
g1(λη)
δGη = −ξπ
2
g1(λπ)−
ξK
6
g1(λK)−
ξη
2
g1(λη).
(2.73)
These expressions correspond to the corrections of pseudoscalar coupling constants in finite
volume with PBC.
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2.3.4 Pion Form Factors
To study the finite volume corrections of pion form factors we restrict the group and
consider only two light flavors. We impose TBC to QCD and introduce the twist as in
Section 2.2 through a constant vector field
vµϑ = ϑ
µ
3
τ3
2
. (2.74)
Here, τ3 represents the unique generator of SU(2)V commuting with the mass matrix and,
at the same time, conserving the electric charge. The twisting angle ϑµ3 shifts the momenta
of quark fields. In the effective theory, the momenta of charged pions are shifted by
ϑµπ± = ±ϑµ3 . The corrections of pion masses, decay constants and coupling constants can
be calculated as before. One gets
δM2π0 =
ξπ
2
[2 g1(λπ, ϑπ+)− g1(λπ)] δM2π± =
ξπ
2
g1(λπ) (2.75a)
δFπ0 = −ξπ g1(λπ, ϑπ+) δFπ± = −
ξπ
2
[g1(λπ) + g1(λπ, ϑπ+)] (2.75b)
δGπ0 = −ξπ
2
g1(λπ) δGπ± = −
ξπ
2
g1(λπ, ϑπ+). (2.75c)
These results can be obtained from Eqs. (2.43, 2.54, 2.58) discarding the contributions of
virtual kaons and eta meson. The functions g1(λπ), g1(λπ, ϑπ+) are defined in Eqs. (2.9,
2.30) and the parameters λπ, ξπ after Eq. (2.9). Note that the restriction to two light
flavors implies that the renormalization terms (2.31) become
∆ϑµπ± = ±ξπ fµ1 (λπ, ϑπ+). (2.76)
At NLO the splitting terms among charged and neutral pions remain the same as in the
3-light-flavor case and are given in Eqs. (2.44, 2.55, 2.72).
The corrections of pion form factors can be determined from the matrix elements (1.90).
For convenience, we rewrite them as
〈πb(p′)|S0 |πa(p)〉 = 〈πb|S0 |πa〉
〈πb(p′)|V µ3 |πa(p)〉 = 〈πb|V µ3 |πa〉 ,
(2.77)
and define the corrections of the matrix elements as
δΓabS =
〈πb|S0 |πa〉L − 〈πb|S0 |πa〉
〈πb|S0 |πa〉q2=0
i(∆ΓabV )
µ = 〈πb| V µ3 |πa〉L − 〈πb|V µ3 |πa〉 .
(2.78)
Here, the subscript L (resp. q2 = 0) indicates that matrix elements are evaluated in finite
volume (resp. in infinite volume at a vanishing momentum transfer).
In finite volume the corrections of form factors still depend on the momentum trans-
fer qµ = (p′ − p)µ. The twist shifts the momenta of charged pions but not necessarily
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induces a continuous qµ. If the incoming and outgoing pions are the same, the twisting
angles cancel out from the spatial components of the momentum transfer and
~q =
(
′~p + ~ϑπ±
)
−
(
~p+ ~ϑπ±
)
=
2π
L
~l with ~l ∈ Z3. (2.79)
We use this fact to work out the matrix elements and evaluate their corrections. However,
we must keep in mind that –depending on the kinematics chosen– the zeroth component
q0 may contain the twisting angles of external pions and hence, vary continuously.
We first discuss the corrections at NLO of the matrix elements of the scalar form factor.
The corrections can be evaluated from the loop diagrams of Fig. 1.4 in finite volume. The
tadpole diagram generates corrections similar to those encountered in Section 2.3.1. The
fish diagram generates additional corrections which can be calculated with the Feynman
parametrization (A.4). Altogether, we find
δΓπ
0
S =
ξπ
2
[
2 g1(λπ, ϑπ+)− g1(λπ)
]
+
ξπ
2
{∫ 1
0
dz
[
M2π g2(λz, q) + 2
(
q2 −M2π
)
g2(λz, q, ϑπ+)
]}
(2.80a)
δΓπ
±
S =
ξπ
2
{
g1(λπ) +
∫ 1
0
dz
[(
q2 −M2π
)
g2(λz, q) + q
2 g2(λz, q, ϑπ+)
]}
+ Pµ∆Θ
µ
π±. (2.80b)
The functions g2(λz, q, ϑ), g2(λz, q) originate from the fish diagram and can be evaluated
by means of the Poisson resummation formula (2.6). We find
g2(λz, q, ϑ) =
2
M2π
∑
~n∈Z3
|~n|6=0
K 0(λz|~n|) eiL~n[~ϑ+~q(1−z)]
g2(λz, q) = g2(λz, q, 0),
(2.81)
with λz = λπ
√
1 + z(z − 1)q2/M2π . Note that g2(λz, q, ϑ) is even in the second and third
argument. This is a consequence of the discretization of the spatial components of the
momentum transfer, see Eq. (2.79). The last term in Eq. (2.80b) consists of the product
among
P µ = (p′ + ϑπ±)
µ
+ (p+ ϑπ±)
µ , (2.82)
and
∆Θµπ± = ±ξπ
∫ 1
0
dz [fµ2 (λz, q, ϑπ+) + q
µ (1/2− z) g2(λz, q, ϑπ+)] . (2.83)
The Lorentz vector ∆Θµπ± has non-vanishing components in the directions where both ϑ
µ
π±
and qµ are non-vanishing. It vanishes for ϑµπ± = 0. The function f
µ
2 (λz, q, ϑ) originates from
the fish diagram and can be evaluated with the Poisson resummation formula (2.6):
fµ2 (λz, q, ϑ) =
∑
~n∈Z3
|~n|6=0
2iLλz
λ2π|~n|
nµK 1(λz|~n|) eiL~n[~ϑ+~q(1−z)]. (2.84)
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Note that as a consequence of the discretization of ~q, the function fµ2 (λz, q, ϑ) is even in
the second argument and odd in the third one.
The corrections (2.80) decay exponentially in λπ = MπL. In the limit L → ∞ they
disappear and hence, one recovers the scalar form factor in infinite volume. As further
check we set ϑµπ± = 0 and find
δΓS =
ξπ
2
[
g1(λπ) +
[
2q2 −M2π
] ∫ 1
0
dz g2(λz, q)
]
. (2.85)
This expression is the result obtained in finite volume with PBC, see Ref. [120, 121]. In
this case (i.e. for ϑµπ± = 0) the corrections δΓS are negative: the more the volume shrinks
the more the value of the scalar form factor decreases. This corresponds to a screening of
the scalar charge distribution. The situation can be better understood considering a pion
sourrounded by a cloud of virtual particles. The virtual particles have the probability to
wind around the finite volume and to be reabsorbed by the pion. The external scalar source
has then the probability to probe several times the same virtual particle. This screens the
scalar charge distribution of the pion and in finite volume, the value of the scalar form
factor decreases.
A screening effect takes place also for small twisting angles. Here, the corrections δΓπ
0
S ,
δΓπ
±
S stay negative as the dependence on the twist is roughly a phase factor. The corrections
may turn positive for large twisting angles. In that case, antiscreening effects take place.
With an appropriate choice of twisting angles we can even suppress the corrections. Note
that the terms Pµ∆Θ
µ
π± depend linearly on ϑ
µ
π±. This linear dependence increases δΓ
π±
S at
large twisting angles. Thus, in order to keep the corrections under control, it is important
to employ small twisting angles, e.g. |~ϑπ± | < π/L.
At a vanishing momentum transfer, the corrections (2.80) reduce to
δΓπ
0
S
∣∣
q2=0
=
ξπ
2
{
2 g1(λπ, ϑπ+)− g1(λπ) +M2π [g2(λπ)− 2 g2(λπ, ϑπ+)]
}
(2.86a)
δΓπ
±
S
∣∣
q2=0
=
ξπ
2
[
g1(λπ)−M2π g2(λπ)
]± 2ξπ (p+ ϑπ±)µ fµ2 (λπ, ϑπ+). (2.86b)
The new functions are defined setting q2 = 0 in Eqs. (2.81, 2.84) i.e.
g2(λπ, ϑπ+) = g2(λπ, 0, ϑπ+), g2(λπ) = g2(λπ, 0, 0), f
µ
2 (λπ, ϑπ+) = f
µ
2(λπ, 0, ϑπ+). (2.87)
In Section 1.4.4 we have seen that at a vanishing momentum transfer the Feynman–Hellman
Theorem [39, 40] relates the scalar form factor with the derivative of the pion mass, see
Eq. (1.94a). This relation can be extended to finite volume. At NLO the relation for the
neutral pion reads
δΓπ
0
S
∣∣
q2=0
=
∂
∂M2π
∆M2π0 +O(M4π), (2.88)
where ∆M2π0 = M
2
π0(L) − M2π . The relation can be easily showed if one multiplied
Eq. (2.75a) with M2π and derive with respect to ∂M2π = ∂/∂M
2
π . The result is Eq. (2.86a).
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For charged pions one must make some specification. As pointed out in Ref. [10] the
Feynman–Hellman Theorem states that the expectation value 〈πb|S0 |πa〉q2=0 is related
to the derivative of the energy level describing the pion eigenstate. In finite volume the
energy levels are additionally shifted by the twisting angles and by corrections of the self
energies. At NLO the energy levels are given solving Eq. (2.38) with respect to the zeroth
component. We obtain
E2π±(L) =M
2
π +
(
~p+ ~ϑπ±
)2
−∆Σπ± +O(M6π). (2.89)
Here, ∆Σπ± are the self energies (2.26b) and the external momenta are on the mass
shells (2.39). Taking the derivative ∂mˆ = ∂/∂mˆ on both sides of the equation, the momen-
tum squares (~p+ ~ϑπ±)
2 disappear. We get
∂mˆE
2
π±(L) = ∂mˆM
2
π − ∂mˆ∆Σπ± +O(M4π). (2.90)
On the right-hand side, the term ∂mˆM
2
π provides the relation of the Feynman–Hellman The-
orem in infinite volume, see Eq. (1.94a). Defining the corrections according to Eq. (2.78)
and rewriting the remaining terms with ∂mˆ = (∂M
2
π/∂mˆ) ∂M2π , we have
δΓπ
±
S
∣∣
q2=0
=
∂
∂M2π
[−∆Σπ± ] +O(M4π), (2.91)
where the derivative of the self energies is evaluated at p2π±(L) = M
2
π±(L). This relation
extends the statement of the Feynman–Hellman Theorem in finite volume: at q2 = 0 the
corrections of the matrix elements of the scalar form factor are related with the derivative
of the self energies with the respect to the pion mass. One can show that the expres-
sion (2.86b) results deriving Eq. (2.26b) with respect to M2π .
The corrections of the matrix element of the vector form factor can be evaluated in a
similar way from the loop diagrams of Fig. 1.4. In this case, one must pay attention as the
evaluation involves tensors in finite volume. We find
(∆Γπ
±
V )
µ = Qeξπ
∫ 1
0
dz {P µ [g1(λz, q, ϑπ+)− g1(λπ, ϑπ+)] + 2Pν hµν2 (λz, q, ϑπ+)}
−Qe
{
ξπ
∫ 1
0
dz qµ (1− 2z) [Pν fν2(λz, q, ϑπ+)]− 2∆ϑµπ± + q2∆Θµπ±
}
. (2.92)
Here, Qe = ±1 represents the electric charge of π± in elementary units and the new
functions are given by
g1(λz, q, ϑ) =
∑
~n∈Z3
|~n|6=0
4λz
λ2π|~n|
K 1(λz|~n|) eiL~n[~ϑ+~q(1−z)] (2.93a)
hµν2 (λz, q, ϑ) =
∑
~n∈Z3
|~n|6=0
2(λz)
2
λ2π|~n|2
nµnν K 2(λz|~n|) eiL~n[~ϑ+~q(1−z)]. (2.93b)
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The corrections decay exponentially in λπ = MπL and disappear for L→∞. In Ref. [38]
the corrections were calculated in 3-light-flavor ChPT with TBC. Their result coincides
with Eq. (2.92) if contributions of virtual kaons and eta meson are discarded. In general,
the corrections depend on the twist through a phase factor, see Eq. (2.92). For small
twisting angles the corrections stay negative (resp. positive) for positive (resp. negative)
pions. This corresponds to a screening of the electric charge distribution. Note that the
corrections (2.92) contain terms linear in ϑµπ± . This increases the absolute value of (∆Γ
π±
V )
µ
at large twisting angles.
We set ϑµπ± = 0 and compare our expression with results obtained in finite volume with
PBC. In this case, we have
(∆Γπ
±
V )
µ = Qeξπ
∫ 1
0
dz {(p′ + p)µ [g1(λz, q)− g1(λπ)] + 2(p′ + p)ν hµν2 (λz, q)}
+ 2Qeξπ
∫ 1
0
dz zqµ [(p′ + p)ν f
ν
2(λz, q)] , (2.94)
where new functions are defined setting ϑµ = 0 in Eqs. (2.93a, 2.93b, 2.84) i.e.
g1(λz, q) = g1(λz, q, 0), h
µν
2 (λz, q) = h
µν
2 (λz, q, 0), f
ν
2(λz, q) = f
ν
2(λz, q, 0). (2.95)
Our expression coincides with the result obtained by Ha¨feli [120]. If we consider the
zeroth component (i.e. µ = 0) the function hµν2 (λz, q) does not contribute and the correc-
tions (2.94) consists of: one term proportional to (p′+p)0 and one term proportional to q0.
In Ref. [122–124] the corrections are calculated in finite volume with PBC by means of: par-
tially quenched ChPT [122], Lattice regularized ChPT [123] and 3-light-flavor ChPT [124].
The authors present different results for the zeroth component. Although they use different
frameworks, we compare their results with Eq. (2.94). In [122, 123] the term proportional
to (p′ + p)0 is the same as Eq. (2.94) but in [124] is different. The second term (propor-
tional to q0) differs in all three cases: in [122] this term is absent whereas in [123, 124]
two different results are presented and both differ from Eq. (2.94). We make a further
comparison and consider Ref. [37]. Therein, the corrections are calculated in partially
quenched ChPT with partially TBC. The result is expressed in three distinct contribu-
tions: GFV , G
iso
FV ,G
rot
FV , see Eq. (19) of [37]. For vanishing twisting angles the contribution
GisoFV disappears and the result coincides with the zeroth component of Eq. (2.94). In this
sense we agree with [37]. However, we disagree where the authors claim that the con-
tribution GrotFV disappears when the twisting angles are zero. Actually, such contribution
disappears when both the momentum transfer and the twisting angles are zero.
At a vanishing momentum transfer the corrections (2.92) reduce to
(∆Γπ
±
V )
µ
q2=0 = Qe
{
4 ξπ(p+ ϑπ±)ν h
µν
2 (λπ, ϑπ+) + 2∆ϑ
µ
π±
}
, (2.96)
where hµν2 (λπ, ϑπ+) = h
µν
2 (λπ, 0, ϑπ+). The corrections are non-zero and disappear only for
L → ∞. As further check we set ϑµπ± = 0: the corrections (2.96) reduce to the result
obtained in finite volume with PBC, see Eq. (7) of Ref. [52]. In general, expressions like
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Eq. (2.96) indicate that the (electromagnetic) gauge symmetry or Lorentz invariance are
broken. In Section 1.4.4 we have seen that at a vanishing momentum transfer the vector
form factor equals unity, see Eq. (1.94b). This result follows from the Ward identity [114].
The Ward identity relies on both the gauge symmetry as well as Lorentz invariance and
can be derived from the Ward–Takahashi identity [41–43] taking a continuous limit on
the momentum transfer. In finite volume the spatial components of the momentum trans-
fer are discrete and the continuous limit can not be taken. The Ward identity is then
violated. It turns out that the expressions (2.96) are consequences of the breaking of
Lorentz invariance. In Ref. [52] the above considerations are presented for finite volume
with PBC. Therein, the authors demonstrate that at a vanishing momentum transfer the
corrections respect the gauge symmetry and are a consequence of the breaking of Lorentz
invariance. Moreover, they show that the Ward–Takahashi identity holds in finite volume
with PBC. In Appendix B we generalize these considerations to our case. In particular,
we construct an EFT invariant under gauge transformations which reproduces Eq. (2.96)
and show that the Ward–Takahashi identity holds in finite volume with TBC as long as
the spatial components of the transfer momentum are discrete.
We make some final remarks on the symmetry properties of the matrix elements of
form factors. In Sections 2.3.1—2.3.3 we have seen that the isospin symmetry is broken
by twisting angles. In the rest frame, the breaking occurs in a specific way: the first two
components are broken but not I3. Pseudoscalar mesons with I = |I3| remain degenerate
and form some multiplet. We observe that such breaking also occurs in the matrix elements
of form factors (2.86, 2.96) if both external pions are in the rest frame (i.e. ′~p = ~p = ~0).
In Sections 2.3.1—2.3.3 we have taken this as a guide line to identify renormalization
(or extra) terms ∆ϑµπ± . The static physical observables (like masses, decay constants
or pseudoscalar coupling constants) were defined so that their corrections at NLO still
preserve the degeneracy I = |I3|. This can not be done for form factors. In the matrix
elements (2.80, 2.92) the isospin symmetry is broken in kinetic (e.g. qµ, P µ) as well as in
dynamical quantities (e.g. ∆ϑµπ± , ∆Θ
µ
π±). In particular, all functions depending on the
zeroth component q0 already break the degeneracy I = |I3|. It is therefore difficult to
identify functions that can be treated as renormalization terms. For this reason, we have
not defined form factors in finite volume and we have presented here the corrections of
their matrix elements.
To conclude we observe that twisting angles break another symmetry in the form factors.
In infinite volume, form factors depend on the square of the momentum transfer and are
invariant under rotations of qµ. This rotation invariance corresponds –in position space– to
a charge distribution that depends on the radial direction but not on angular ones. In finite
volume, the rotation invariance is broken as the matrix elements of form factors depend
on products involving the Lorentz vector of winding numbers (i.e. qµn
µ) and twisting
angles (i.e. qµϑ
µ
π±). Hence, the charge distribution is deformed and varies in the angular
directions. As a consequence, form factors can not be expanded in powers of q2. This
prevents us to define square radii and curvatures in the way done in Eq. (1.95). In finite
volume, new definitions for such quantities are needed, cfr. e.g. Ref. [126–129].

Chapter 3
Asymptotic Formulae
Asymptotic formulae represent another method to estimate finite volume corrections. They
relate the corrections of a given physical quantity to an integral of a specific amplitude,
evaluated in infinite volume. The method was introduced by Lu¨scher [22] and relies on a
behaviour, universally observed in quantum field theories1: for asymptotically large volume
the lightest particle of the spectrum provides the dominant contribution to finite volume
corrections of physical quantities.
In the hadron sector, the method has been widely applied in combination with ChPT.
The result is a collection of asymptotic formulae for pseudoscalar mesons [24–26, 31, 32],
nucleons [27–30,130,131] and heavy mesons [30]. These formulae are valid in the p-regime
and for PBC. Here, we revise the original derivation of the Lu¨scher formula [23] and
show that the method can be generalized to TBC. We derive asymptotic formulae for
pseudoscalar mesons and apply them in combination with ChPT. This allows us to estimate
corrections beyond NLO in finite volume with TBC.
3.1 Overview of Asymptotic Formulae
In Ref. [22] Lu¨scher presents an asymptotic formula estimating the mass corrections of a
particle P in a finite cubic box with PBC,
δMP =
MP (L)−MP
MP
= − 6
2(4π)2λP
Mπ
MP
∫
R
dy e−λπ
√
1+y2 FP (iy) +O(e−λ¯).
(3.1)
Here, MP is the mass of the particle in infinite volume, L is the side length of the cubic
box and λP = MPL. The constant λ¯ = M¯L contains a mass bound which can be set
to M¯ =
√
2Mπ , see Ref. [32]. The original Lu¨scher formula displays an additional term
that in Eq. (3.1) is absent as we consider P a pseudoscalar meson. The amplitude FP (iy)
1The theory must have massive fields and small couplings, see Ref. [23].
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describes the forward Pπ-scattering in infinite volume and is evaluated in Minkowski space.
The argument y is a dimensionless real variable so that FP (iy) is integrated in a region of
the complex plane away from cuts.
In Ref. [31] Colangelo and Ha¨feli present analogous formulae estimating the corrections
of the decay constant FP and of the pseudoscalar coupling constant GP ,
δFP =
FP (L)− FP
FP
=
6
(4π)2λP
Mπ
FP
∫
R
dy e−λπ
√
1+y2 NP (iy) +O(e−λ¯)
δGP =
GP (L)−GP
GP
=
6
(4π)2λP
MπMP
GP
∫
R
dy e−λπ
√
1+y2 CP (iy) +O(e−λ¯).
(3.2)
The amplitude NP (iy) [resp. CP (iy)] describes the decay in infinite volume of the pseu-
doscalar meson P in two pions via the axialvector current [resp. the pseudoscalar density].
Both amplitudes are evaluated in Minkowski space and are integrated in a region of the
complex plane away from cuts. The amplitudes can be determined evaluating the matrix
element 〈ππ|Aµa |P 〉 resp. 〈ππ|Pa |P 〉 in the forward kinematics. In that kinematics, these
matrix elements have a pole which does not contribute to the finite volume corrections and
must be subtracted. The subtraction can be performed by means of the Taylor expansion:
one expands the matrix elements around the mass shell of P and removes the pole which
arises in the first term of the expansion, see Ref. [31]. The resulting expressions are analytic
and can be integrated in the integration domain of the asymptotic formulae. From such
expressions one defines the amplitudes NP (iy), CP (iy).
The formulae (3.2) are very similar to the Lu¨scher formula (3.1). They account for
the dominant contribution of the finite volume corrections. In this case, the dominant
contribution is given by loop diagrams in which exactly one pion propagator is in finite
volume. This contribution decays like O(e−λπ) as one can be seen from the integrands of
Eqs. (3.1, 3.2). Note that the asymptotic formulae are derived without necessarily relying
on ChPT. The explicit form of the effective chiral Lagrangian is never needed in the proof
and its knowledge just shortens the derivation [23]. However, for numerical estimations
one needs an explicit representation for the amplitudes FP (iy), NP (iy), CP (iy). ChPT
provides us with the chiral representation, an analytic representation consistent with low-
energy QCD.
In Ref. [116] Colangelo showed that one can resum the asymptotic formulae and improve
their accuracy without modifying the original derivation of Lu¨scher. The resummation ac-
counts for a part of neglected contributions. This part corresponds to the winding numbers
~n ∈ Z3 with |~n| > 1. The resummed asymptotic formulae were presented in Ref. [32] and
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read
δMP = − 1
2(4π)2λP
Mπ
MP
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 FP (iy) +O(e−λ¯)
δFP =
1
(4π)2λP
Mπ
FP
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 NP (iy) +O(e−λ¯)
δGP =
1
(4π)2λP
MπMP
GP
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 CP (iy) +O(e−λ¯).
(3.3)
For completeness, we have added here the resummed formula for GP which was not pre-
sented in Ref. [32]. The constant λ¯ = M¯L now contains a larger mass bound which in
Ref. [32] was estimated as
M¯ =
√
3 + 1√
2
Mπ >
√
3Mπ . (3.4)
Since M¯ >
√
3Mπ , the resummed asymptotic formulae account not only for the dominant
contribution O(e−λπ) but also for contributions O(e−
√
2λπ) as well as O(e−
√
3λπ). Still, the
resummed formulae miss two main classes of contributions [32]:
1. The contributions originating from diagrams with more than one pion propagator in
finite volume. In ChPT these contributions are O(e−(
√
3+1)λπ/
√
2) and start at NNLO.
2. The contributions originating from singularities further away than Mπ from the real
axis. Such contributions arise if one considers the amplitudes entering the resummed
formulae at one loop or if one considers the pion propagator at two (or more) loops.
In ChPT these contributions are O(e−2λπ) and show up from NNLO onwards.
The resummed Lu¨scher formula exactly reproduces the mass corrections at lowest order.
This was already noted by Gasser and Leutwyler in Ref. [19,132] where they calculated the
mass corrections at NLO with 2-light-flavor ChPT. In fact, if we insert in the asymptotic
formulae (3.3) the chiral representation at tree level,
Fπ(iy) = −M
2
π
F 2π
Nπ(iy) = −2Mπ
Fπ
Cπ(iy) = −Gπ
F 2π
, (3.5)
we obtain dropping O(e−λ¯),
δMπ =
ξπ
4
g1(λπ) δFπ = −ξπ g1(λπ) δGπ = −
ξπ
2
g1(λπ). (3.6)
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These expressions coincide with the results2 (2.8, 2.73) if the contributions of virtual kaons
and eta meson are discarded. In general, an asymptotic formula –with the corresponding
amplitude at l-loop level– provides corrections at (l + 1)-loop level. Hence, asymptotic
formulae automatically push the estimation of the corrections one-loop order higher. In
view of this result it would be very convenient to have asymptotic formulae for TBC. On
one hand because the twisting angles complicate the calculation of the corrections. On the
other hand because up-to-date no corrections beyond the one-loop level has been estimated
in finite volume with TBC.
3.2 Asymptotic Formulae for Masses
3.2.1 Preliminary Definitions
We introduce some notation that we will use in the derivation of the asymptotic formulae.
We follow Ref. [23] and we work in Euclidean space where pµ = pµ =
[ p0
~p
]
, kµ = kµ =
[
k0
~k
]
with p · k = p0k0+~p ~k. We consider a pseudoscalar field φ(x) describing a spinless particle of
the mass M . The propagator of the particle is given by the connected correlation function,
G(x) = 〈φ(x)φ(0)〉
=
∫
R4
d4p
(2π)4
G(p) eipx.
(3.7)
We assume that G(p) has a pole at p2 = −M2 and no other singularity occurs below the
two-particle threshold, i.e. until p2 = −4M2. We can write
G−1(p) = M2 + p2 − Σ(p), (3.8)
where we normalize the self energy so that the propagator has a unit residue,
Σ(p) =
∂
∂pµ
Σ(p) = 0 for p2 = −M2. (3.9)
In general, the amputated n-point function G(p1, . . . , pn) is given by the connected
correlation function
〈φ(x1) . . . φ(xn)〉 =
∫
R4
d4p1
(2π)4
. . .
d4pn
(2π)4
ei(p1x1+···+pnxn) (2π)4δ(p1 + · · ·+ pn)
×G(p1) · · ·G(pn) G(p1, . . . , pn). (3.10)
For a real z < 0 we define
Gz(p1, . . . , pn) := G(p˜1, . . . , p˜n) with p˜
µ =
[
z p0
~p
]
. (3.11)
2In Eq. (2.8a) are given the corrections of squared masses rather than those of linear masses. The two
are related as δM2π = 2δMπ +O, where O are contributions beyond the accuracy of asymptotic formulae.
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By virtue of the spectral condition one can show that for every fixed configuration p1, . . . , pn
of real momenta, Gz(p1, . . . , pn) can be analytically extended in the complex half plane
H = { z ∈ C | Re z < 0 }, see Ref. [23]. Then, the scattering amplitude T results from the
mathematical limit
T (~p1, ~p2|~p3, ~p4) = lim
ε→0
Gi−ε(p1, p2,−p3,−p4). (3.12)
Here, pµ1 , p
µ
2 (resp. p
µ
3 , p
µ
4) are incoming (outgoing) momenta. They are on the mass shell
and their zeroth components value
p0j =
√
M2 + |~pj|2 for j = 1, . . . , 4. (3.13)
Often, the scattering amplitude is expressed in terms of the three independent Man-
delstam variables,
s = (p1 + p2)
2 = (p3 + p4)
2
t = (p1 − p3)2 = (p4 − p2)2
u = (p1 − p4)2 = (p3 − p2)2.
(3.14)
The sum of the Mandelstam variables coincides with the sum of the squares of the momenta,
s+ t+ u =
4∑
j=1
p2j , (3.15)
and here values s + t + u = −4M2 due to the on-shell condition (3.13). Note that the
scattering amplitude is invariant under the interchange of the two incoming (or outgoing)
particles. This invariance is commonly referred as crossing symmetry and implies
T (s, t, u) = T (s, u, t). (3.16)
In the Lu¨scher formula the scattering amplitude enters in the forward kinematics. In
that kinematics, initial and final states are equal. In our case, the momenta can be set to
p1 = p3 = p resp. p2 = p4 = k and the Mandelstam variables become
s = −2M(M + ν)
t = 0
u = −2M(M − ν).
(3.17)
It turns out that the scattering amplitude is a function of a single Lorentz invariant,
T (~p,~k | ~p,~k) = T (s(ν), 0, u(ν))
=: F(ν), (3.18)
which is called the crossing variable,
ν =
p0 k0 − ~p~k
M
. (3.19)
The amplitude F(ν) can be analytically continued in the complex plane, see Fig. 3.1. It
has two physical cuts starting at ν = ±M and is analytic in the rest of the plane. Owing
to the crossing symmetry (3.16) the amplitude F(ν) is an even function in ν.
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Im(ν)
Re(ν)
−M M
Physical cut Physical cut
Figure 3.1: Analycity domain of the amplitude F(ν) in Minkowski space.
3.2.2 Generalization of the Derivation of Lu¨scher
In infinite volume the pion propagator reads
Gπ(x) =
∫
R4
d4p
(2π)4
Gπ(p) e
ipx
G−1π (p) = M
2
π + p
2 − Σπ(p).
(3.20)
Here, we use the convention of Section 3.2.1 and normalize the self energy so that the
propagator has a unit residue,
Σπ(p) =
∂
∂pµ
Σπ(p) = 0 for p
2 = −M2π . (3.21)
The mass Mπ is the physical mass of the pion and its expression at NLO in ChPT is given
in Eq. (1.78).
Let us consider a cubic box of the side length L on which we impose TBC. We redefine
the fields so that they are periodic and we introduce the twist as in Section 2.2. The field
redefinition implies that the propagators are periodic in position space. The propagator of
the neutral pion becomes
Gπ0,L(x) =
1
L3
∑
~p= 2π
L
~m
~m∈Z3
∫
R
dp0
2π
Gπ0,L(p)e
ipx
G−1π0,L(p) =M
2
π + p
2 −∆Σπ0(p),
(3.22)
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whereas those of charged pions read
Gπ±,L(x) =
1
L3
∑
~p= 2π
L
~m
~m∈Z3
∫
R
dp0
2π
Gπ±,L(p)e
ipx
G−1π±,L(p) =M
2
π + (p+ ϑπ±)
2 −∆Σπ±(p+ ϑπ±).
(3.23)
Here, we can leave out the contribution to the self energies in infinite volume as we will later
expand in the neighbourhood of the condition (3.21). The twisting angles ϑµπ± are given
in Eq. (2.22) and ∆Σπ0 ,∆Σπ± are normalized so that they just contain the corrections due
to finite volume. We expect that ∆Σπ0 ,∆Σπ± disappear as L → ∞ so that for ϑµπ± = 0
the expressions (3.22, 3.23) reduce to the propagator in infinite volume (3.20).
To derive the asymptotic formulae for masses we first consider the pole equation of the
neutral pion,
G−1π0,L(p) = M
2
π + p
2 −∆Σπ0(p) = 0, for pµ =
[
iMπ0(L)
~0
]
. (3.24)
The momentum pµ describes the pion at rest in finite volume. We decompose the mass
as Mπ0(L) = Mπ + ∆Mπ0 and expand the pole equation around ∆Mπ0 . Up to quadratic
terms we have
∆Mπ0 = −
∆Σπ0(pˆ)
2Mπ + i
[
∂
∂k0
∆Σπ0(k)
]
k=pˆ
+O[(∆Mπ0)2], where pˆµ = [iMπ~0
]
. (3.25)
Note that pˆµ describes the pion at rest in infinite volume. The above relation is the starting
point of the derivation of the asymptotic formula for the mass of the neutral pion.
To derive the asymptotic formula it is necessary to know the asymptotic behaviour of
the self energy. In Appendix C we study the asymptotic behaviour of the self energy by
means of Abstract Graph Theory. We show that for asymptotically large L the self energy
behaves like
∆Σπ0(pˆ) = O(e−
√
3
2
λπ)[
∂
∂k0
∆Σπ0(k)
]
k=pˆ
= O(e−
√
3
2
λπ).
(3.26)
By virtue of the asymptotic behaviour, the relation (3.25) may be rewritten as
∆Mπ0 = −
∆Σπ0(pˆ)
2Mπ
+O(e−λ¯), (3.27)
where λ¯ = M¯L with M¯ =
√
2Mπ , see Appendix C.2. In finite volume, the dominant
contribution to the self energy is then given by the diagram of Fig. 3.2. For P = π0 we
have
∆Σπ0(pˆ) =
Iπ0
2
+O(e−λ¯), (3.28)
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IP
Figure 3.2: Skeleton diagram contributing to asymptotic formulae for masses. Solid lines stand
for a generic pseudoscalar meson P and dashed lines for virtual pions. The spline indicates that
the pion propagator is in finite volume and accounts for winding numbers ~n ∈ Z3 with |~n| = 1.
The blob corresponds to the vertex functions defined in the text.
where 1/2 is a symmetry factor and
Iπ0 =
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~k [Γπ0π0Gπ(k) + Γπ0π+Gπ(k + ϑπ+) + Γπ0π−Gπ(k + ϑπ−)] . (3.29)
The above expression deserves a few comments. The integral Iπ0 represents the dominant
contribution to the self energy. The integral is summed over the winding numbers ~n ∈ Z3
with |~n| = 1. Contributions from other winding numbers are O(e−λ¯) and can be neglected.
The sum originates from the Poisson resummation formula (2.6). The loop momentum kµ
is continuous and the integrand is multiplied by an exponential factor exp(iL~n~k). The ex-
ponential factor is responsible for the L-dependence of the entire expression. In the square
brackets appear vertex functions and propagators. These quantities are in infinite volume
though their momenta are shifted by twisting angles. The vertex functions are defined
by the one-particle irreducible part of the amputated four-point function G(p1, p2, p3, p4),
see Ref. [23]. They are analytic and their momentum dependence is
Γπ0π0 = Γπ0π0(pˆ, k,−k,−pˆ)
Γπ0π+ = Γπ0π+(pˆ, k + ϑπ+ ,−k − ϑπ+ ,−pˆ)
Γπ0π− = Γπ0π−(pˆ, k + ϑπ− ,−k − ϑπ−,−pˆ),
(3.30)
where positive (negative) momenta correspond to incoming (outgoing) pions. The propa-
gators are given by Eq. (3.20). Their momentum dependence is
Gπ(k) =
1
M2π + k
2
, for virtual π0,
Gπ(k + ϑπ±) =
1
M2π + (k + ϑπ±)
2
, for virtual π±.
(3.31)
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To evaluate the integral Iπ0 we substitute k
µ 7→ kµ − ϑµπ± in the expression (3.29).
The substitution cancels the twisting angles of virtual pions from the quantities in square
brackets and introduces two phase factors,
Iπ0 =
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~k Gπ(k)
[
Γπ0π0 + Γπ0π+e
−iL~n~ϑ
π+ + Γπ0π−e
−iL~n~ϑ
π−
]
. (3.32)
After the substitution, the vertex functions have all the same momentum dependence,
Γπ0π0 = Γπ0π0(pˆ, k,−k,−pˆ)
Γπ0π+ = Γπ0π+(pˆ, k,−k,−pˆ)
Γπ0π− = Γπ0π−(pˆ, k,−k,−pˆ).
(3.33)
In particular, they depend on three Lorentz scalars: pˆ2 = −M2π , pˆ · k = iMπk0 and k2.
We take a closer look to the expression (3.32). We note that the integration over
~k = (k1, k2, k3) ∈ R3 is independent from spatial rotations: we may replace the exponential
factor exp(iL~n~k) with exp(iL|~n|k1). The expression can be rewritten as
Iπ0 =
∫
R
dk1 f(k1)
f(k1) =
∑
~n∈Z3
|~n|=1
∫
R3
dk0 d
2k⊥
(2π)4
eiL|~n|k1 Gπ(k)
[
Γπ0π0 + Γπ0π+e
−iL~n~ϑ
π+ + Γπ0π−e
−iL~n~ϑ
π−
]
,
(3.34)
where k⊥ = (k2, k3) ∈ R2. Here, we leave the absolute value |~n| = 1 to track where it enters
in the expressions (in this way we can later derive the resummed version of the asymptotic
formula). To estimate the integration on k1 we take the variable k1 in the complex plane
and approximate the integration by the contour of Fig. 3.3. This can be done as the vertex
functions are analytic. The integrand f(k1) has two imaginary poles originating from the
denominator of Gπ(k),
k±1 = ±i
√
M2π + k
2
0 + k
2
⊥. (3.35)
The poles depend on k0, k⊥ and will consequently move when we integrate over those
components. We can keep the pole k+1 within the contour if we restrict the values of k0, k⊥
from R3 to
B =
{
(k0, k⊥) ∈ R3 | k20 + k2⊥ ≤
5
4
M2π
}
. (3.36)
Obviously, this restriction affects the result of the k1-integration but, because of the expo-
nential factor exp(iL|~n|k1) in the integrand f(k1) and because of
Im(k+1 ) >
3
2
Mπ >
√
2Mπ = M¯ for (k0, k⊥) /∈ B, (3.37)
the net effect is of order O(e−λ¯) and hence, negligible.
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γ2
Figure 3.3: Contour for the integration over k1. Here, k
±
1 are the poles of f(k1) and R is a
positive real number.
By virtue of the Residue Theorem we may write∫
γ1
f = 2πiRes(f)k1=k+1 −
∫
γ2
f −
∫
γ3
f −
∫
γ4
f. (3.38)
The integrals on the right-hand side of the equation can be neglected:
∫
γ2
f and
∫
γ4
f
vanish as 1
Re(k21)
∼ 1
R2
for R → ∞ while ∫
γ3
f ∼ O(e−λ¯) as Im(k1) = 32Mπ > M¯ along γ3.
The only non-negligible contribution arises from the residue,
Res(f)k1=k+1 = limk1→k+1
(k1 − k+1 )f(k1)
=
∑
~n∈Z3
|~n|=1
∫
B
dk0 d
2k⊥
(2π)4 2i|k+1 |
e−L|~n||k
+
1 |
[
Γπ0π0 + Γπ0π+e
−iL~n~ϑ
π+ + Γπ0π−e
−iL~n~ϑ
π−
]
k1=k
+
1
.
(3.39)
Note that the condition k1 = k
+
1 puts the loop momentum on the mass shell,
k2|k1=k+1 = k
2
0 + (k
+
1 )
2 + k2⊥ = −M2π . (3.40)
Hence, the vertex functions depend on pˆ2 = −M2π , pˆ · k = iMπk0 and k2 = −M2π . We
rewrite the integral
Iπ0 =
∑
~n∈Z3
|~n|=1
∫
B
dk0 d
2k⊥
2 (2π)3
e−L|~n|
√
M2π+k
2
0+k
2
⊥√
M2π + k
2
0 + k
2
⊥
[
Γπ0π0 + Γπ0π+e
−iL~n~ϑ
π+ + Γπ0π−e
−iL~n~ϑ
π−
]
k1=k
+
1
,
(3.41)
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and we extend the integration on (k0, k⊥) from B to R3. This can be done as the resulting
effect is O(e−λ¯). Since the vertex functions are independent from k⊥, we may integrate
over k⊥ by means of ∫
R2
d2k⊥
(2π)2
e−β
√
α2+k2⊥
2
√
α2 + k2⊥
=
e−βα
4πβ
. (3.42)
The result is
Iπ0 =
∑
~n∈Z3
|~n|=1
∫
R
dk0
8π2
e−L|~n|
√
M2π+k
2
0
L|~n|
[
Γπ0π0 + (Γπ0π+ + Γπ0π−) e
iL~n~ϑ
π+
]
k1=k
+
1
, (3.43)
where we have substituted ~n 7→ −~n in the sum and used ϑµπ− = −ϑµπ+ to reexpress the
phase factor with the twisting angle of the negative pion. The expression in the square
brackets is on-shell. It corresponds to a forward scattering amplitude in which the neutral
pion scatters off neutral and charged pions. The twist enters as a phase factor exp(iL~n~ϑπ+)
and gives a different weight to the scattering with charged pions.
From Eqs. (3.27, 3.28, 3.43) we obtain the asymptotic formula for the mass of the
neutral pion,
δMπ0 =
∆Mπ0
Mπ
= − 1
2 (4π)2 λπ
∑
~n∈Z3
|~n|=1
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 Fπ0(iy, ϑπ+) +O(e−λ¯).
(3.44)
The amplitude Fπ0(iy, ϑπ+) is defined by the forward ππ-scattering amplitude weighted by
the phase factor containing the twisting angle,
Fπ0(ν˜, ϑπ+) = Tπ0π0(0,−4Mπν) +
[
Tπ0π+(0,−4Mπν) + Tπ0π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ . (3.45)
Here, ν = (s−u)/(4Mπ) corresponds to the crossing variable (3.19) and ν˜ = ν/Mπ = iy is
its dimensionless ratio. The functions Tπ0π0(t, u−s), Tπ0π+(t, u−s), Tπ0π−(t, u−s) are the
isospin components in infinite volume of the ππ-scattering amplitude and in the t-channel
with a zero isospin,
T I=0ππ (t, u− s) = Tπ0π0(t, u− s) + Tπ0π+(t, u− s) + Tπ0π−(t, u− s), (3.46)
see Ref. [32]. They are evaluated in Minkowski space.
The formula (3.44) generalizes the Lu¨scher formula for pions presented in Eq. (27)
of Ref. [22]. It estimates the mass corrections of the neutral pion in finite volume with
TBC. The dependence on the twist is given by Fπ0(iy, ϑπ+) and namely, by the phase
factor exp(iL~n~ϑπ+) contained therein. For ϑ
µ
π+ = 0 the phase factor becomes one and the
formula (3.44) reduces to the formula valid for PBC and presented by Lu¨scher in Ref. [22].
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The derivation for charged pions involves some complications. The self energies contain
renormalization terms that do not enter in the mass definition [36,37] adopted here. These
terms must be isolated in order to estimate the mass corrections. In general, we may
decompose the self energies in
∆Σπ±(p+ ϑπ±) = ∆Σ¯π± − 2 (p+ ϑπ±) ·∆ϑΣπ± − (∆ϑΣπ± )2. (3.47)
Here, ∆Σ¯π± is defined as the part of the self energies generating the mass corrections
and ∆ϑµΣ
π±
are the renormalization terms of self energies at higher order3. Inserting the
decomposition (3.47) in the pole equations we obtain
G−1π±,L(p) = M
2
π + (p+ ϑπ±)
2 −∆Σπ±(p+ ϑπ±)
= M2π + p
2
π±(L)−∆Σ¯π± ,
(3.48)
where in the second equality we complete the momentum square (p + ϑπ±)
2 in similar
way as done in Section 2.3.1. The renormalization terms can be reabsorbed in the on-
shell conditions which then read p2π±(L) = (p + ϑπ± + ∆ϑΣπ± )
2 = −M2π±(L). Setting
p2π±(L) = −M2π±(L) the pole equations (3.48) become equal to zero and define the masses
in finite volume. We decompose the masses as Mπ±(L) = Mπ + ∆Mπ± and expand the
pole equations around ∆Mπ± . Up to quadratic terms we have
∆Mπ± = −
∆Σ¯π±(p±)
2Mπ + i
Mπ√
M2π+|~p±|2
[
∂
∂k0
∆Σ¯π±(k)
]
k=p±
+O[(∆Mπ±)2], (3.49)
where
pµ± =
[
i
√
M2π + |~p±|2
~p±
]
with ~p± = ~p + ~ϑπ± +∆~ϑΣπ± . (3.50)
Note that pµ± describe pions on the mass shell of infinite volume despite the presence of
twisting angles and renormalization terms in ~p±.
To derive the asymptotic formulae for masses we need the asymptotic behaviour of the
self energies. In Appendix C we show that for asymptotically large L
∆Σπ±(p±) = O(e−
√
3
2
λπ)[
∂
∂k0
∆Σπ±(k)
]
k=p±
= O(e−
√
3
2
λπ).
(3.51)
3In Section 2.3.1 we have calculated these quantities in ChPT at NLO. In Euclidean space, they read
∆Σ¯π± = ∆Aπ± −∆Bπ±(p+ ϑπ±)2 +O(p6/F 4π )
∆ϑµΣ
pi±
= ∆ϑµπ± +O(p5/F 4π ),
where ∆Aπ± , ∆Bπ± are given in Eq. (2.28) and ∆ϑ
µ
π± in Eq. (2.31).
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By virtue of the asymptotic behaviour, the relation (3.49) may be rewritten as
∆Mπ± = −
∆Σ¯π±(p±)
2Mπ
+O(e−λ¯)
= −∆Σ¯π±(p+ ϑπ±)
2Mπ
+O(e−λ¯),
(3.52)
where λ¯ = M¯L with M¯ =
√
2Mπ , see Appendix C.2. In the last equality of Eq. (3.52) we
use the estimate
∆Σ¯π±(p±) = ∆Σ¯π±(p+ ϑπ±) +O(e−λ¯), (3.53)
which follows from the construction of ∆Σ¯π±(p±). In general, ∆Σ¯π±(p±) is a power series
in (p±)2 with coefficients at most O(e−λπ). By definition, pµ± contain ∆~ϑΣπ± , see Eq. (3.50).
As ∆~ϑΣ
π± ∼ O(e−λπ) the terms of the power series containing ∆~ϑΣπ± are at most O(e−2λπ)
and hence, negligible as smaller than O(e−λ¯). This allows us to leave out ∆~ϑΣπ± in the
argument of ∆Σ¯π± and write (p+ ϑπ±)
µ at the place of pµ±.
Without loss of generality, we express Eq. (3.52) as
∆Mπ± = −
∆Σ¯π±(pˆ+ ϑˆπ±)
2Mπ
+O(e−λ¯), (3.54)
where we replace the momenta
(p+ ϑπ±)
µ = (pˆ+ ϑˆπ±)
µ, (3.55)
with
pˆµ =
[
iMπ
~0
]
, ϑˆµπ± =
[
iDπ±
~ϑπ±
]
. (3.56)
Here, pˆµ describes the pion at rest in infinite volume as in Eq. (3.25). The Lorentz vectors
ϑˆµπ± have no physical meaning. They depend on the twisting angles of external pions and
on the parameters,
Dπ± =
√
M2π + |~ϑπ±|2 −Mπ . (3.57)
Note that such Lorentz vectors disappear when ~ϑπ± → ~0. Later, we make use of this
property to perform an expansion in small external twisting angles.
We now estimate the self energies. From Appendix C.2 we know that in finite volume
the dominant contribution to the self energies is given by the diagram of Fig. 3.2. Taking
into account a symmetry factor 1/2 we have
∆Σπ±(pˆ+ ϑˆπ±) =
Iπ±
2
+O(e−λ¯), (3.58)
where
Iπ± =
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~k [Γπ±π0Gπ(k) + Γπ±π+Gπ(k + ϑπ+) + Γπ±π−Gπ(k + ϑπ−)] ,
(3.59)
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and
Γπ±π0 = Γπ±π0(pˆ + ϑˆπ±, k,−k,−pˆ− ϑˆπ±)
Γπ±π+ = Γπ±π+(pˆ+ ϑˆπ±, k + ϑπ+ ,−k − ϑπ+ ,−pˆ− ϑˆπ±)
Γπ±π− = Γπ±π−(pˆ+ ϑˆπ± , k + ϑπ−,−k − ϑπ− ,−pˆ− ϑˆπ±).
(3.60)
Vertex functions and propagators are defined as before. To evaluate the integral Iπ± we
substitute kµ 7→ kµ − ϑµπ± in Eq. (3.59). The substitution cancels the twisting angles of
virtual pions from vertex functions as well as from propagators and introduces two phase
factors in the integral,
Iπ± =
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~kGπ(k)
[
Γπ±π0 + Γπ±π+e
−iL~n~ϑ
π+ + Γπ±π−e
−iL~n~ϑ
π−
]
. (3.61)
Now, the vertex functions have all the same momentum dependence,
Γπ±π0 = Γπ±π0(pˆ+ ϑˆπ± , k,−k,−pˆ− ϑˆπ±)
Γπ±π+ = Γπ±π+(pˆ+ ϑˆπ± , k,−k,−pˆ− ϑˆπ±)
Γπ±π− = Γπ±π−(pˆ+ ϑˆπ±, k,−k,−pˆ− ϑˆπ±).
(3.62)
Note that the vertex functions still depend on the twisting angles of external pions through
the Lorentz vectors ϑˆµπ±. We can express the dependence of vertex functions in terms of
three Lorentz scalars: (pˆ+ ϑˆπ±)
2 = −M2π , k2 and k · (pˆ+ ϑˆπ±). Defining
ν± =
kµ(pˆ+ ϑˆπ±)
µ
Mπ
, (3.63)
we can write
Γπ±π0 = Γπ±π0(M
2
π , k
2, ν±)
Γπ±π+ = Γπ±π+(M
2
π , k
2, ν±)
Γπ±π− = Γπ±π−(M
2
π , k
2, ν±).
(3.64)
Since twisting angles employed in lattice simulations are preferably small, we may assume
that ϑˆµπ± are also small. We expand the vertex functions around ϑˆ
µ
π± = 0 or equivalently
around ν± = ν where by definition, ν = kµpˆµ/Mπ . Up to quadratic terms we have,
Γπ±π0 = Γ
(0)
π±π0(M
2
π , k
2, ν) + Γ
(1)
π±π0(M
2
π , k
2, ν)
kµϑˆ
µ
π±
Mπ
+O[(ϑˆπ±)2]. (3.65)
The functions Γπ±π+ , Γπ±π− have similar expressions. Here, Γ
(n)
π±π0(M
2
π , k
2, ν) stands for
the n-th derivative in ν± of the vertex function Γπ±π0 , evaluated at ν± = ν. The expan-
sion (3.65) induces an analogous expansion in powers of ϑˆµπ± in the integral (3.61),
Iπ± = I
(0)
π± + I
(1)
π± +O
[
(ϑˆπ±)
2
]
. (3.66)
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The superscript indicates the derivative order of the vertex functions. The term I
(0)
π± cor-
responds to the part of the expansion with the zero-th order derivative, namely the inte-
gral (3.61) evaluated at ν± = ν. This integral can be estimated with the contour integration
of Fig. 3.3. We proceed as before (see the case of the neutral pion) and find
I
(0)
π± =
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~kGπ(k)
[
Γ
(0)
π±π0 + Γ
(0)
π±π+e
−iL~n~ϑ
π+ + Γ
(0)
π±π−e
−iL~n~ϑ
π−
]
=
∑
~n∈Z3
|~n|=1
∫
R
dk0
8π2
e−L|~n|
√
M2π+k
2
0
L|~n|
[
Γ
(0)
π±π0 +
(
Γ
(0)
π±π+ + Γ
(0)
π±π−
)
eiL~n
~ϑ
π+
]
k1=k
+
1
.
(3.67)
The second term of Eq. (3.66) contains the part of the expansion with the derivative
of the first order,
I
(1)
π± =
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~k Gπ(k)
kµϑˆ
µ
π±
Mπ
[
Γ
(1)
π±π0 + Γ
(1)
π±π+e
−iL~n~ϑ
π+ + Γ
(1)
π±π−e
−iL~n~ϑ
π−
]
. (3.68)
We decompose this term according to the components of ϑˆµπ± ,
I
(1)
π± = I
(1)
π±
(
ϑˆ0π±
)
+ I
(1)
π±
(
~ˆϑπ±
)
, (3.69)
where
I
(1)
π±
(
ϑˆ0π±
)
=
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~kGπ(k)
k0ϑˆ
0
π±
Mπ
×
[
Γ
(1)
π±π0 + Γ
(1)
π±π+e
−iL~n~ϑ
π+ + Γ
(1)
π±π−e
−iL~n~ϑ
π−
]
, (3.70a)
and
I
(1)
π±
(
~ˆϑπ±
)
= −
∑
~n∈Z3
|~n|=1
∫
R4
d4k
(2π)4
eiL~n
~kGπ(k)
~k~ˆϑπ±
Mπ
×
[
Γ
(1)
π±π0 + Γ
(1)
π±π+e
−iL~n~ϑ
π+ + Γ
(1)
π±π−e
−iL~n~ϑ
π−
]
. (3.70b)
To estimate I
(1)
π±
(
ϑˆ0π±
)
we use the contour of Fig. 3.3 and perform the integration as before.
We find
I
(1)
π±
(
ϑˆ0π±
)
=
∑
~n∈Z3
|~n|=1
∫
R
dk0
8π2
k0ϑˆ
0
π±
Mπ
e−L|~n|
√
M2π+k
2
0
L|~n|
×
[
Γ
(1)
π±π0 +
(
Γ
(1)
π±π+ + Γ
(1)
π±π−
)
eiL~n
~ϑ
π+
]
k1=k
+
1
. (3.71)
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The result can be reformulated by means of the chain rule. In the square brackets the
derivative with respect to ν± can be expressed as a derivative in ν = kµpˆµ/Mπ = ik0. We
have
I
(1)
π±
(
ϑˆ0π±
)
=
∑
~n∈Z3
|~n|=1
Dπ±
Mπ
∫
R
dk0
8π2
e−L|~n|
√
M2π+k
2
0
L|~n|
× k0 d
dk0
[
Γ
(0)
π±π0 +
(
Γ
(0)
π±π+ + Γ
(0)
π±π−
)
eiL~n
~ϑ
π+
]
k1=k
+
1
. (3.72)
To estimate I
(1)
π±
(
~ˆϑπ±
)
we use the differentiation under the integral sign. We introduce
a fictitious vector ~x ∈ R3 and express the integral in terms of a vectorial function and a
gradient in ~x evaluated at ~x = L~n. We have
I
(1)
π±
(
~ˆϑπ±
)
= −
~ˆϑπ±
Mπ
∑
~n∈Z3
|~n|=1
[
~gπ±(~x) + ~∇~xfπ±(~x)
]
~x=L~n
, (3.73)
with
~gπ±(~x) = ~ϑπ+
∫
R4
d4k
(2π)4
ei~x
~kGπ(k)
[
Γ
(1)
π±π+e
−i~x~ϑ
π+ − Γ(1)π±π−e−i~x
~ϑ
π−
]
fπ±(~x) =
∫
R4
d4k
i (2π)4
ei~x
~kGπ(k)
[
Γ
(1)
π±π0 + Γ
(1)
π±π+e
−i~x~ϑ
π+ + Γ
(1)
π±π−e
−i~x~ϑ
π−
]
.
(3.74)
The functions ~gπ±(~x), fπ±(~x) contain the same kind of integral as before. Using the contour
integration of Fig. 3.3 and evaluating the resulting expressions at ~x = L~n, we find
I
(1)
π±
(
~ˆϑπ±
)
=
∑
~n∈Z3
|~n|=1
i~n~ˆϑπ±
|~n|Mπ
∫
R
dk0
8π2
e−L|~n|
√
M2π+k
2
0
L|~n|
(
1
L|~n| +
√
M2π + k
2
0
)
×
[
Γ
(1)
π±π+ − Γ(1)π±π−
]
k1=k
+
1
eiL~n
~ϑ
π+ . (3.75)
Again, we express the derivative with respect to ν± as a derivative in ν = ik0. This allows
us to simplify the expression by means of the partial integration in k0. We find
I
(1)
π±
(
~ˆϑπ±
)
=
∑
~n∈Z3
|~n|=1
~n~ˆϑπ±
|~n|Mπ
∫
R
dk0
8π2
k0 e
−L|~n|
√
M2π+k
2
0
[
Γ
(0)
π±π+ − Γ(0)π±π−
]
k1=k
+
1
eiL~n
~ϑ
π+ . (3.76)
The results (3.67, 3.72, 3.76) represent the dominant contribution to the self ener-
gies ∆Σπ± . To extract ∆Σ¯π± we consider Eq. (3.47) and rewrite the momenta according
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to Eq. (3.55). The square (∆ϑΣ
π± )
2 is O(e−2λπ) and can be neglected. Up to O(e−λ¯) we
have
∆Σπ±(pˆ+ ϑˆπ±) = ∆Σ¯π± − 2 ~ˆϑπ±∆~ϑΣπ± +O(e−λ¯). (3.77)
The above expression can be compared to Eq. (3.58) feeded by the expansion (3.66) and
by the decomposition (3.69). The comparison yields
∆Σ¯π± =
1
2
[
I
(0)
π± + I
(1)
π±
(
ϑˆ0π±
)]
+O(e−λ¯) (3.78a)
~ˆϑπ±∆~ϑΣπ± = −
1
4
[
I
(1)
π±
(
~ˆϑπ±
)]
+O(e−λ¯). (3.78b)
These identities result from some reasonings based on our knowledge on finite volume
effects. In Section 2.3.1 we have seen that the effects generating the mass corrections
break the cubic invariance through a phase factor containing the twisting angle of a virtual
particle, see e.g. Eq. (2.30). The cubic invariance is broken as long as the twisting angle
does not take the value of an integer multiple of 2π/L. An analogous breaking affects
Eqs. (3.67, 3.72). For that reason we associate I
(0)
π± , I
(1)
π±
(
ϑˆ0π±
)
to ∆Σ¯π± . Renormalization
terms yield an additional breaking. The cubic invariance is broken not only by phase factors
containing twisting angles of virtual particles but also by terms involving the scalar product
between the twisting angles of external particles and the winding numbers ~n. These terms
arise from the contraction of external momenta with vectorial functions such as Eq. (2.33).
An analogous breaking affects Eq. (3.76) and therefore we associate I
(1)
π±
(
~ˆϑπ±
)
to ∆ϑµΣ
π±
.
From Eqs. (3.54, 3.67, 3.72, 3.78a) we obtain the asymptotic formulae for the masses
of charged pions,
δMπ± =
∆Mπ±
Mπ
= − 1
2 (4π)2 λπ
∑
~n∈Z3
|~n|=1
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1 + y
Dπ±
Mπ
∂
∂y
)
Fπ±(iy, ϑπ+) +O(e−λ¯).
(3.79)
The amplitudes are defined by the forward ππ-scattering amplitude weighted by a phase
factor,
Fπ±(ν˜, ϑπ+) = Tπ±π0(0,−4Mπν)+
[
Tπ±π+(0,−4Mπν) + Tπ±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ . (3.80)
Here, Tπ±π0(t, u− s), Tπ±π+(t, u− s), Tπ±π−(t, u− s) are the isospin components in infinite
volume of the ππ-scattering amplitude in the t-channel with a zero isospin,
T I=0ππ (t, u− s) = Tπ±π0(t, u− s) + Tπ±π+(t, u− s) + Tπ±π−(t, u− s), (3.81)
see Ref. [32]. They are evaluated in Minkowski space.
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The asymptotic formulae (3.79) generalize the Lu¨scher formula for pions presented in
Ref. [22]. They estimate the mass corrections of charged pions in finite volume with TBC.
The dependence on the twist is twofold. On one hand, the formulae depend on the twisting
angle of the virtual positive pion through the phase factor exp(iL~n~ϑπ+) contained in the
amplitudes. On the other hand, the formulae depend on the twisting angles of external
pions through the parameters Dπ± , see Eq. (3.57). If we set all twisting angles to zero we
recover the formula valid for PBC and presented by Lu¨scher in Ref. [22]. Note that the
dependence on external twisting angles is a consequence of the expansion (3.65). Indeed,
the formulae (3.79) represent the first terms of an expansion in powers of Dπ± whose
validity relies on the smallness of external twisting angles.
The asymptotic formulae for the masses of other pseudoscalar mesons can be derived
in an analogous way. For the eta meson we proceed as for the neutral pion. For kaons we
follow the derivation of charged pions and isolate the part of the self energies generating
the mass corrections. Altogether, we find
δMK± = −
1
2 (4π)2 λK
Mπ
MK
∑
~n∈Z3
|~n|=1
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1 + y
DK±
MK
∂
∂y
)
FK±(iy, ϑπ+) +O(e−λ¯) (3.82a)
δMK0 = −
1
2 (4π)2 λK
Mπ
MK
∑
~n∈Z3
|~n|=1
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1 + y
DK0
MK
∂
∂y
)
FK0(iy, ϑπ+) +O(e−λ¯) (3.82b)
δMη = −
1
2 (4π)2 λη
Mπ
Mη
∑
~n∈Z3
|~n|=1
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 Fη(iy, ϑπ+) +O(e−λ¯), (3.82c)
where
DK± =
√
M2K + |~ϑK±|2 −MK DK0 =
√
M2K + |~ϑK0|2 −MK . (3.83)
The amplitudes FK±(iy, ϑπ+), FK0(iy, ϑπ+) are defined through the forward Kπ-scattering
amplitude,
FK±(ν˜, ϑπ+) = TK±π0(0,−4MKν)
+
[
TK±π+(0,−4MKν) + TK±π−(0,−4MKν)
]
eiL~n
~ϑ
π+
FK0(ν˜, ϑπ+) = TK0π0(0,−4MKν)
+
[
TK0π+(0,−4MKν) + TK0π−(0,−4MKν)
]
eiL~n
~ϑ
π+ .
(3.84)
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Here, ν = (s−u)/(4MK) is the crossing variable of the Kπ-scattering and ν˜ = ν/Mπ = iy.
The functions TK±π0(t, u − s), . . . , TK0π−(t, u − s) are the isospin components in infinite
volume of the Kπ-scattering amplitude in the t-channel with a zero isospin,
T I=0Kπ (t, u− s) = TK±π0(t, u− s) + TK±π+(t, u− s) + TK±π−(t, u− s)
= TK0π0(t, u− s) + TK0π+(t, u− s) + TK0π−(t, u− s),
(3.85)
see Ref. [32]. They are evaluated in Minkowski space.
The amplitude Fη(iy, ϑπ+) is defined through the forward ηπ-scattering amplitude in a
similar way,
Fη(ν˜, ϑπ+) = Tηπ0(0,−4Mη ν) +
[
Tηπ+(0,−4Mη ν) + Tηπ−(0,−4Mη ν)
]
eiL~n
~ϑ
π+ , (3.86)
where ν = (s− u)/(4Mη ) and ν˜ = ν/Mπ = iy. The functions Tηπ0(t, u− s), Tηπ+(t, u− s),
Tηπ−(t, u− s) are the isospin components in infinite volume of the ηπ-scattering amplitude
in the t-channel with a zero isospin,
T I=0ηπ (t, u− s) = Tηπ0(t, u− s) + Tηπ+(t, u− s) + Tηπ−(t, u− s), (3.87)
see Ref. [32]. The formulae (3.82) generalize the formulae presented in Eq. (22) of Ref. [32].
They depend on the twisting angle of the virtual positive pion through the phase factor
exp(iL~n~ϑπ+). The formulae for kaons additionally depend on the external twisting angles
of kaons through the parameters DK±, DK0. These formulae result from expansions similar
to Eq. (3.65) and are valid for small external twisting angles. Note that if all twisting angles
are set to zero the formulae (3.82) reduce to the formulae valid for PBC and presented in
Ref. [32].
3.2.3 Asymptotic Formulae for Renormalization Terms and Re-
summation
The derivation of Section 3.2.2 provides us not only with asymptotic formulae for the masses
but also with asymptotic formulae for the renormalization terms of the self energies. For
instance, we can derive asymptotic formulae for ∆ϑµΣ
π±
from the identities (3.78b) inserting
the expressions (3.76). Altogether, we obtain
∆~ϑΣ
π± = −
Mπ
2 (4π)2
∑
~n∈Z3
|~n|=1
~n
|~n|
∫
R
dy e−λπ|~n|
√
1+y2 y Gπ±(iy, ϑπ+) +O(e−λ¯) (3.88a)
∆~ϑΣ
K± = −
1
2 (4π)2
M2π
MK
∑
~n∈Z3
|~n|=1
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y GK±(iy, ϑπ+) +O(e−λ¯) (3.88b)
∆~ϑΣ
K0
= − 1
2 (4π)2
M2π
MK
∑
~n∈Z3
|~n|=1
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y GK0(iy, ϑπ+) +O(e−λ¯). (3.88c)
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The amplitudes are defined by the difference of the isospin components,
Gπ±(ν˜, ϑπ+) =
[
Tπ±π+(0,−4Mπν)− Tπ±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ (3.89a)
GK±(ν˜, ϑπ+) =
[
TK±π+(0,−4MKν)− TK±π−(0,−4MKν)
]
eiL~n
~ϑ
π+ (3.89b)
GK0(ν˜, ϑπ+) =
[
TK0π+(0,−4MKν)− TK0π−(0,−4MKν)
]
eiL~n
~ϑ
π+ . (3.89c)
The asymptotic formulae for the renormalization terms are valid for small external twisting
angles. They depend on the twist through the phase factor exp(iL~n~ϑπ+) contained in the
amplitudes. Note that for ϑµπ+ = 0 the sums in Eq. (3.88) are odd in ~n and hence, disappear.
This is in accordance with the expectation that renormalization terms are not present in
finite volume with PBC.
Until now, we have derived asymptotic formulae accounting only for winding numbers
~n ∈ Z3 with |~n| = 1. These winding numbers provide the dominant contribution to finite
volume corrections and originate from loop diagrams in which exactly one pion propagator
is in finite volume. In those cases, virtual pions can propagate over the length L|~n| = L
and wind around the volume exactly once. Obviously, there are virtual pions which can
propagate further and wind around the volume more than once. We may include the
contribution of such pions in a very simple way, see Ref. [116]. We must replace |~n| = 1
with |~n| 6= 0 in all sums of the derivation of Section 3.2.2. As pointed out in Ref. [116] this
resummation is of the same nature as the extension of the integration from B to R3 done
after Eq. (3.41) and does not modify the arguments of the derivation. It turns out that the
numerical accuracy of the asymptotic formulae is improved since contributions O(e−
√
2λπ)
and O(e−
√
3λπ) are now taken into account near to the dominant one. As illustrative
example, we write down the resummed asymptotic formulae for pion masses,
δMπ0 = −
1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2 Fπ0(iy, ϑπ+) +O(e−λ¯)
δMπ± = −
1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1 + y
Dπ±
Mπ
∂
∂y
)
Fπ±(iy, ϑπ+) +O(e−λ¯).
(3.90)
Note that the sums run over ~n ∈ Z3 with |~n| 6= 0 and the constant λ¯ = M¯L contains the
mass bound M¯ = (
√
3 + 1)Mπ/
√
2, given in Eq. (3.4).
We apply the resummed asymptotic formulae at lowest order in combination with
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ChPT. We insert the chiral representation at tree level,
Fπ0(ν˜, ϑπ+) = M
2
π
F 2π
(
1− 2 eiL~n~ϑπ+
)
Fπ±(ν˜, ϑπ+) = −M
2
π
F 2π
Gπ±(ν˜, ϑπ+) = ∓ 4M
2
π
F 2π
ν˜ eiL~n
~ϑ
π+
FK±(ν˜, ϑπ+) = 0 GK±(ν˜, ϑπ+) = ∓ 2MKMπ
F 2π
ν˜ eiL~n
~ϑ
π+
FK0(ν˜, ϑπ+) = 0 GK0(ν˜, ϑπ+) = 2MKMπ
F 2π
ν˜ eiL~n
~ϑ
π+
Fη(ν˜, ϑπ+) = M
2
π
3F 2π
(
1 + 2eiL~n
~ϑ
π+
)
,
(3.91)
in the resummed asymptotic formulae. Dropping O(e−λ¯) we find
δMπ0 =
ξπ
4
[2 g1(λπ, ϑπ+)− g1(λπ)]
δMπ± =
ξπ
4
g1(λπ) ∆~ϑΣπ± = ± ξπ~f1(λπ, ϑπ+)
δMK± = 0 ∆
~ϑΣ
K± = ±
ξπ
2
~f1(λπ, ϑπ+)
δMK0 = 0 ∆
~ϑΣ
K0
= − ξπ
2
~f1(λπ, ϑπ+)
δMη = −
M2π
M2η
ξπ
12
[g1(λπ) + 2 g1(λπ, ϑπ+)] .
(3.92)
These expressions coincide with the results (2.43, 2.41, 2.76) obtained at NLO in ChPT
if contributions of virtual kaons and eta meson are discarded. Note that at tree level the
chiral representation of FK±(ν˜, ϑπ+), FK0(ν˜, ϑπ+) disappears. This means that the mass
corrections of kaons estimated by asymptotic formulae are O(e−λ¯) and hence, negligible.
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(a) (b)
Figure 3.4: Skeleton diagram contributing to asymptotic formulae for decay constants after (a)
and before the subtraction of the pole (b). Solid lines stand for a generic pseudoscalar meson
P and dashed lines for virtual pions. Wave lines represent the axialvector currents. The spline
indicates that the pion propagator is in finite volume and accounts for winding numbers ~n ∈ Z3
with |~n| = 1. Blobs in dark (resp. light) gray correspond to vertex functions after (before) the
pole subtraction.
3.3 Asymptotic Formulae for Decay Constants
3.3.1 Sketch of the Derivation
The derivation of the asymptotic formulae for decay constants is in large part analogous
to that of Section 3.2.2. The main difference is that at the place of the self energies there
are now the matrix elements of the axialvector decay. The starting point is to study the
asymptotic behaviour of the matrix elements,
pµA
µ
ab = pµ 〈0|Aµa(0) |φb(p)〉 , (3.93)
in finite volume with TBC4. One can show that at large volume the dominant contribution
to A µab is given by the diagram of Fig. 3.4a. The demonstration relies on Abstract Graph
Theory and is similar to that of the self energies, see Appendix C. The fact that now one
external line represents the axialvector currents does not touch the argumentation at all.
The dominant contribution can then be estimated with the contour integration in the
complex plane. One proceeds as in Section 3.2.2 and in case, one expands the vertex
functions as in Eq. (3.65). It turns out that the dominant contribution can be expressed as
the integral of the amplitude obtained from the diagram of Fig. 3.4a if one breaks up the
loop and puts the resulting lines on-shell. This amplitude describes the axialvector decay
in infinite volume of the pseudoscalar meson P into two pions and can be determined from
pµ 〈πc(p1)πc(p2)|Aµa(0) |φb(p)〉 . (3.94)
Here, |πc(p1)πc(p2)〉 is a two-pion state with a zero isospin and the momenta are in the
forward kinematics, i.e. pµ2 = −pµ1 .
As we know, the matrix elements 〈πcπc|Aµa |φb〉 has a pole in the forward kinematics.
This pole originates from the exchange of an additional virtual pseudoscalar meson P , see
4Note that here, we work in Minkowski space where pµ =
( p0
~p
)
, kµ =
( k0
~k
)
and pµk
µ = p0k0 − ~p ~k.
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Fig. 3.4b. We can understand the presence of the pole if we review the definition of the
decay constant [31]. The decay constant is defined as the residue of the two-point function
containing the axialvector current and the interpolating field of the pseudoscalar meson,
see Eq. (2.48). In finite volume the mass pole as well as the residue are shifted. For charged
pions, the mass poles are shifted as p2π±(L) = (p+ϑπ± +∆ϑΣπ± )
2 =M2π±(L). The residues
are shifted by the mass poles and by the two-point functions Pπ±. Ignoring the shift of
the mass poles corresponds to multiply the two-point functions Pπ± by [M
2
π − (p+ ϑπ±)2]
instead of [M2π±(L) − p2π±(L)] and then, take the limit (p + ϑπ±)2 → M2π . This generates
the pole term of the Fig. 3.4b.
To explicitly see how the pole term is generated we consider Eq. (2.49) at higher order
and multiply the two-point functions with [M2π − (p+ ϑπ±)2]. Up to O(e−λ¯) we find[
M2π − (p+ ϑπ±)2
]
Pπ± =
M2π − (p+ ϑπ±)2
M2π±(L)− p2π±(L)
Nπ±
[
(p+ ϑπ±)
2Fπ±(L)
+ 2Fπ(p+ ϑπ±)µ∆ϑ
µ
A
π±
+O(e−λ¯)
]
=
[
1− ∆Σπ±(p+ ϑπ±)
M2π − (p+ ϑπ±)2
]−1
Nπ±
[
(p+ ϑπ±)
2Fπ±(L)
+ 2Fπ(p+ ϑπ±)µ∆ϑ
µ
A
π±
+O(e−λ¯)
]
.
(3.95)
Here, ∆ϑµA
π±
are the renormalization terms of the matrix elements A µπ± = 〈0|Aµ1∓i2 |π±〉L
at higher order5. In the last equality of Eq. (3.95) we use
M2π − (p+ ϑπ±)2
M2π±(L)− p2π±(L)
=
[
1− ∆Σπ±(p+ ϑπ±)
M2π − (p+ ϑπ±)2
]−1
, (3.96)
which follows from[
M2π±(L)− p2π±(L)
]
=
[
M2π +∆M
2
π± − (p+ ϑπ± +∆ϑΣπ± )2
]
=
[
M2π − (p+ ϑπ±)2 −∆Σπ±(p+ ϑπ±)
]
=
[
M2π − (p+ ϑπ±)2
] [
1− ∆Σπ±(p+ ϑπ±)
M2π − (p+ ϑπ±)2
]
.
(3.97)
If we expand Eq. (3.95) for asymptotically large volume and retain terms up to O(e−λ¯),
5In Section 2.3.2 we calculated these terms in ChPT at NLO. We have found
∆ϑµ
A
pi±
= ∆ϑµπ± +O(p5/F 4π ),
where ∆ϑµπ± are the extra terms of Eq. (2.49). Note that in ChPT, the renormalization terms ∆ϑ
µ
Σ
pi±
,
∆ϑµ
A
pi±
coincide at NLO and are both given by Eq. (2.31).
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we find the poles for (p+ ϑπ±)
2 =M2π ,
[
M2π − (p+ ϑπ±)2
]
Pπ± ≈ Fπ±(L) + 2 Fπ
M2π
(p+ ϑπ±)µ(∆ϑAπ± −∆ϑΣπ± )µ
+ Fπ
∆Σπ±(p+ ϑπ±)
M2π − (p+ ϑπ±)2
+O(e−λ¯). (3.98)
Since we know the formulae of ∆Σπ± up to O(e−λ¯) we can subtract the pole terms from
the right-hand side of Eq. (3.98) and obtain asymptotic formulae for Fπ±(L) resp. ∆ϑ
µ
A
π±
.
Altogether, the asymptotic formulae for the decay constants read
δFπ0 =
1
(4π)2λπ
Mπ
Fπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2 Nπ0(iy, ϑπ+) +O(e−λ¯) (3.99a)
δFπ± =
1
(4π)2λπ
Mπ
Fπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1 + y
Dπ±
Mπ
∂
∂y
)
Nπ±(iy, ϑπ+) +O(e−λ¯) (3.99b)
δFK± =
1
(4π)2 λK
Mπ
FK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1 + y
DK±
MK
∂
∂y
)
NK±(iy, ϑπ+) +O(e−λ¯) (3.99c)
δFK0 =
1
(4π)2 λK
Mπ
FK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1 + y
DK0
MK
∂
∂y
)
NK0(iy, ϑπ+) +O(e−λ¯) (3.99d)
δFη =
1
(4π)2 λη
Mπ
Fη
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2 Nη(iy, ϑπ+) +O(e−λ¯). (3.99e)
Note that we display the resummed version of the formulae for which λ¯ = M¯L with
M¯ = (
√
3 + 1)Mπ/
√
2. The parameters Dπ±, DK±, DK0 are given in Eqs. (3.57, 3.83).
The amplitudes are all defined in similar way for the various pseudoscalar mesons. For
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instance, the amplitudes of charged pions are
Nπ±(ν˜, ϑπ+) = −i
{
A¯π±π0(0,−4Mπν)
+
[
A¯π±π+(0,−4Mπν) + A¯π±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+
}
, (3.100)
where ν = (u−t)/(4Mπ) and ν˜ = ν/Mπ = iy. The functions A¯π±π0(s, t−u), A¯π±π+(s, t−u),
A¯π±π−(s, t− u) are the isospin components in infinite volume of the amplitude describing
the pion decay into a two-pion state with a zero isospin,
A¯I=0π (s, t− u) = A¯π±π0(s, t− u) + A¯π±π+(s, t− u) + A¯π±π−(s, t− u), (3.101)
see Ref. [32]. The bar indicates that the pole has been subtracted from the isospin compo-
nents. In Section 3.3.2 we illustrate how to subtract the pole by means of two examples.
The asymptotic formulae (3.99) generalize the formulae for pseudoscalar mesons pre-
sented in Eq. (23) of Ref. [32]. They estimate the corrections of the decay constants in finite
volume with TBC. The dependence on twist is twofold. On one hand the formulae depend
on the twisting angle of the virtual positive pion through the phase factor exp(iL~n~ϑπ+) in
the amplitudes. On the other hand the formulae depend on the external twisting angles
through the parameters Dπ±, DK±, DK0. If we set all twisting angles to zero we recover
the formulae valid for PBC and presented in Ref. [32]. Note that the formulae for charged
pions and kaons are valid for small external twisting angles as they result from expansions
like Eq. (3.65). On the contrary, the formulae for the neutral pion and the eta meson are
valid for arbitrary twisting angles.
In Section 3.2.3 we briefly discuss how to derive asymptotic formulae for the renormal-
ization terms of self energies. In an analogous way we can derive asymptotic formulae for
the renormalization terms of the matrix elements considered here. We obtain
∆~ϑA
π± = −
1
2 (4π)2
M2π
Fπ
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y Hπ±(iy, ϑπ+) +O(e−λ¯) (3.102a)
∆~ϑA
K± = −
1
2 (4π)2
M2π
FK
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y HK±(iy, ϑπ+) +O(e−λ¯) (3.102b)
∆~ϑA
K0
= − 1
2 (4π)2
M2π
FK
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y HK0(iy, ϑπ+) +O(e−λ¯). (3.102c)
Here, ∆ϑµA
K±
(resp. ∆ϑµA
K0
) represent the renormalization terms of A µK± = 〈0|Aµ4∓i5 |K±〉L
(resp. A µK0 = 〈0|Aµ6−i7 |K0〉L). These formulae are valid for small external twisting angles.
The amplitudes are given by the difference of the isospin components. For instance,
Hπ±(ν˜, ϑπ+) = −i
[
A¯π±π+(0,−4Mπν)− A¯π±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ . (3.103)
Note that for ϑµπ+ = 0 the sums in Eq. (3.102) are odd in ~n and hence, disappear. This
is in accordance with the expectation that renormalization terms are not present in finite
volume with PBC.
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3.3.2 Pole Subtraction
In ChPT the matrix elements (3.94) have been calculated for charged pions in Ref. [47] and
charged kaons in Ref. [48]. We use these results to illustrate the pole subtraction leading
to the amplitudes entering the asymptotic formulae (3.99, 3.102).
The amplitudes of charged pions can be determined from the matrix elements of the
tau decay τ −→ 3π ντ , see Ref. [47]. We define,
(Aπ−π0)
µ =
〈
π0(p1)π
0(p2)π
−(p3)
∣∣Aµ1−i2(0) |0〉 (3.104a)
(Aπ−π−)
µ =
〈
π−(p1)π+(p2)π−(p3)
∣∣Aµ1−i2(0) |0〉 . (3.104b)
According to [47] these matrix elements can be decomposed6as
(Aπ−π0)
µ = F123 p
µ
3 +G123 (p1 + p2)
µ +H123 (p1 − p2)µ (3.105a)
(Aπ−π−)
µ = F
[−]
123 p
µ
3 +G
[−]
123(p1 + p2)
µ +H
[−]
123(p1 − p2)µ. (3.105b)
The factors F123 = F (s1, s2, s3), G123 = G(s1, s2, s3), H123 = H(s1, s2, s3) are scalar func-
tions of the variables
s1 = (p2 + p3)
2
s2 = (p1 + p3)
2
s3 = (p1 + p2)
2,
(3.106)
and satisfy the properties,
F213 = F123
G213 = G123
H213 = −H123.
(3.107)
They are related to F
[−]
123 = F
[−](s1, s2, s3), G
[−]
123 = G
[−](s1, s2, s3), H
[−]
123 = H
[−](s1, s2, s3)
by virtue of
F
[−]
123 = F123 +G231 −H231
G
[−]
123 = G123 +
1
2
[F231 +G231 +H231]
H
[−]
123 = H123 +
1
2
[F231 −G231 −H231] .
(3.108)
The factors F123, G123, H123 are calculated up to NLO in Section 4.2 of Ref. [47].
To subtract the pole from the matrix elements we must expand (3.105) in the neigh-
bourhood of Q2 = (p1 + p2 + p3)
2 = M2π . The pole appears in the factors F123, G123 resp.
F
[−]
123, G
[−]
123 and can be expressed in terms of the ππ-scattering amplitude, see Ref. [47]. We
obtain
(A¯π−π0)
µ = (Aπ−π0)
µ − iFπQµTπ−π0(s3, s1 − s2)
M2π −Q2
(A¯π−π−)
µ = (Aπ−π−)
µ − iFπQµTπ−π−(s3, s1 − s2)
M2π −Q2
,
(3.109)
6The factors F123, G123, H123 are 1/
√
2 times smaller than those of Ref. [47].
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where Tπ−π0(s3, s1−s2) resp. Tπ−π−(s3, s1−s2) are isospin components of the ππ-scattering
amplitude in the s3-channel, given in Eq. (4.4). The bar indicates that the pole has been
subtracted from the matrix element.
The amplitudes entering the asymptotic formulae (3.99b, 3.102a) can be obtained
through the contraction with pµ3/Mπ and setting the momenta p
µ
2 = −pµ1 resp. pµ3 =
(
Mπ
~0
)
.
The amplitude of the negative pion reads
Nπ−(ν˜, ϑπ+) = −i
{
A¯π−π0(0,−4Mπν)
+
[
A¯π−π−(0,−4Mπν) + A¯π−π+(0,−4Mπν)
]
eiL~n
~ϑ
π+
}
(3.110a)
Hπ−(ν˜, ϑπ+) = −i
[
A¯π−π+(0,−4Mπν)− A¯π−π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ , (3.110b)
where ν = (s2−s1)/(4Mπ) and ν˜ = ν/Mπ = iy. The isospin components A¯π−π0(s3, s1−s2),
A¯π−π−(s3, s1 − s2), A¯π−π+(s3, s1 − s2) are given by the contraction of the matrix elements
with pµ3/Mπ ,
A¯π−π0(s3, s1 − s2) = p
µ
3
Mπ
(
A¯π−π0
)
µ
A¯π−π−(s3, s1 − s2) = p
µ
3
Mπ
(
A¯π−π−
)
µ
A¯π−π+(s3, s1 − s2) = p
µ
3
Mπ
(
A¯π−π+
)
µ
.
(3.111)
Here, A¯π−π+(s3, s1 − s2) is defined by exchanging pµ1 ↔ pµ2 in the matrix element (3.104b).
The sum of the isospin components amounts to the amplitude describing the decay in the
s3-channel of the pion into two a (2π)-state with a zero isospin,
A¯I=0π (s3, s1 − s2) = A¯π−π0(s3, s1 − s2) + A¯π−π+(s3, s1 − s2) + A¯π−π−(s3, s1 − s2), (3.112)
see Ref. [32]. Note that isospin symmetry relates the amplitudes of the negative pion to
those of the positive pion via
Nπ+(ν˜, ϑπ+) = Nπ−(ν˜, ϑπ+) (3.113a)
Hπ+(ν˜, ϑπ+) = −Hπ−(ν˜, ϑπ+). (3.113b)
We can now apply the asymptotic formulae at tree level. Inserting the chiral represen-
tation,
Nπ±(ν˜, ϑπ+) = −Mπ
Fπ
(
1 + eiL~n
~ϑ
π+
)
Hπ±(ν˜, ϑπ+) = ∓ 4Mπ
Fπ
ν˜ eiL~n
~ϑ
π+ ,
(3.114)
and dropping O(e−λ¯) we obtain
δFπ± = −ξπ
2
[g1(λπ) + g1(λπ, ϑπ+)]
∆~ϑA
π± = ± ξπ~f1(λπ, ϑπ+).
(3.115)
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These expressions coincide with Eqs. (2.75b, 2.76).
The amplitudes of the charged kaons can be determined from the matrix elements of
the Kℓ4 decay, see Ref. [48]. We define,
(AK+π0)
µ =
〈
π0(p1)π
0(p2)
∣∣Aµ4−i5(0) ∣∣K+(p3)〉 (3.116a)
(AK+π+)
µ =
〈
π+(p1)π
−(p2)
∣∣Aµ4−i5(0) ∣∣K+(p3)〉 . (3.116b)
According to [48] these matrix elements can be decomposed7as
(AK+π0)
µ =
−i
MK
[
F+stu (p1 + p2)
µ +G−stu (p1 − p2)µ +R+stu Q˜µ
]
(3.117a)
(AK+π+)
µ =
−i
MK
[
Fstu (p1 + p2)
µ +Gstu (p1 − p2)µ +Rstu Q˜µ
]
, (3.117b)
where Q˜µ = (p3 − p1 − p2)µ. The factors F+stu = F+(s, t, u), G−stu = G−(s, t, u), R+stu =
R+(s, t, u) are scalar functions of the Mandelstam variables (3.14) and satisfy the proper-
ties,
F+sut = F
+
stu
G−sut = −G−stu
R+sut = R
+
stu.
(3.118)
They are related to Fstu = F (s, t, u), Gstu = G(s, t, u), Rstu = R(s, t, u) by virtue of
F+stu =
1
2
[Fstu + Fsut]
G−stu =
1
2
[Gstu −Gsut]
R+stu =
1
2
[Rstu +Rsut] .
(3.119)
The factors Fstu, Gstu, Rstu are calculated up to NLO in Section 3.2 of Ref. [48].
To subtract the pole from the matrix elements we must expand (3.117) in the neigh-
bourhood of Q˜2 = M2K . The pole appears in the factors R
+
stu resp. Rstu and can be
expressed in terms of the Kπ-scattering amplitude, see [48]. We obtain
(A¯K+π0)
µ = (AK+π0)
µ − iFKQ˜µTK+π0(s, t− u)
M2K − Q˜2
(A¯K+π+)
µ = (AK+π+)
µ − iFKQ˜µTK+π+(s, t− u)
M2K − Q˜2
,
(3.120)
where TK+π0(s, t − u), TK+π+(s, t − u) are isospin components of the Kπ-scattering in
the s-channel, see Eq. (4.23), The amplitudes entering the asymptotic formulae (3.99c,
7The factors Fstu, Gstu, Rstu are 1/
√
2 times smaller than those of Ref. [48].
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3.102b) can be obtained through the contraction with pµ3/MK and by setting p
µ
2 = −pµ1
and pµ3 =
(
M
K
~0
)
. For the positive kaon we have
NK+(ν˜, ϑπ+) = −i
{
A¯K+π0(0,−4MKν)
+
[
A¯K+π+(0,−4MKν) + A¯K+π−(0,−4MKν)
]
eiL~n
~ϑ
π+
}
(3.121a)
HK+(ν˜, ϑπ+) = −i
[
A¯K+π+(0,−4MKν)− A¯K+π−(0,−4MKν)
]
eiL~n
~ϑ
π+ , (3.121b)
where ν = (u − t)/(4MK) and ν˜ = ν/Mπ = iy. The isospin components A¯K+π0(s, t− u),
A¯K+π+(s, t− u), A¯K+π−(s, t− u) are given by the contraction of the matrix elements with
pµ/MK ,
A¯K+π0(s, t− u) = p
µ
MK
(A¯K+π0)µ
A¯K+π+(s, t− u) = p
µ
MK
(A¯K+π+)µ
A¯K+π−(s, t− u) = p
µ
MK
(A¯K+π−)µ.
(3.122)
Here, A¯K+π−(s, t − u) is defined by exchanging pµ1 ↔ pµ2 in the matrix element (3.116b).
Note that the isospin symmetry relates the amplitudes of the positive kaon to those of the
negative kaon via
NK−(ν˜, ϑπ+) = NK+(ν˜, ϑπ+) (3.123a)
HK−(ν˜, ϑπ+) = −HK+(ν˜, ϑπ+). (3.123b)
Inserting the chiral representation at tree level,
NK±(ν˜, ϑπ+) = −MK
4Fπ
(
1 + 2eiL~n
~ϑ
π+
)
HK±(ν˜, ϑπ+) = ∓ 2Mπ
Fπ
ν˜ eiL~n
~ϑ
π+ ,
(3.124)
and dropping O(e−λ¯) one obtains
δFK± = −ξπ
8
[g1(λπ) + 2 g1(λπ, ϑπ+)]
∆~ϑA
K± = ±
ξπ
2
~f1(λπ, ϑπ+).
(3.125)
These expressions coincide with the results (2.54c, 2.41a) if the contributions of virtual
kaons and eta meson are discarded.
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3.4 Asymptotic Formulae for Pseudoscalar Coupling
Constants
3.4.1 Sketch of the Derivation
The derivation of the asymptotic formulae for pseudoscalar coupling constants is similar
to that for decay constants, see Section 3.3.1. In this case, the starting point is to consider
the matrix elements of the pseudoscalar decay,
Gab = 〈0|Pa(0) |φb(p)〉 , (3.126)
in finite volume with TBC. One can show that at large volume the dominant contribution to
Gab is given by a diagram similar to Fig. 3.4a where the wave line represent the pseudoscalar
densities. The dominant contribution can be estimated with the contour integration as in
Section 3.2.2. It turns out that one can express the dominant contribution as the integral
of the amplitude describing the pseudoscalar decay into two pions. This amplitude can be
determined from the matrix elements,
〈πc(p1)πc(p2)|Pa(0) |φb(p3)〉 , (3.127)
in the forward kinematics. As we know, the matrix elements 〈πcπc|Pa |φb〉 have a pole in
the forward kinematics. The pole does not contribute to the corrections of the pseudoscalar
coupling constant and must be subtracted by means of a prescription similar to the one
of Section 3.3.2. The amplitude resulting from the prescription is analytic up to physical
cuts starting at ν = ±Mπ , see Fig. 3.1.
Altogether, we find the following asymptotic formulae for the pseudoscalar coupling
constants,
δGπ0 =
1
(4π)2λπ
M2π
Gπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 Cπ0(iy, ϑπ+) +O(e−λ¯) (3.128a)
δGπ± =
1
(4π)2λπ
M2π
Gπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1 + y
Dπ±
Mπ
∂
∂y
)
Cπ±(iy, ϑπ+) +O(e−λ¯) (3.128b)
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δGK± =
1
(4π)2 λK
MπMK
GK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1 + y
DK±
MK
∂
∂y
)
CK±(iy, ϑπ+) +O(e−λ¯) (3.128c)
δGK0 =
1
(4π)2 λK
MπMK
GK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1 + y
DK0
MK
∂
∂y
)
CK0(iy, ϑπ+) +O(e−λ¯) (3.128d)
δGη =
1
(4π)2 λη
MπMη
Gη
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 Cη(iy, ϑπ+) +O(e−λ¯). (3.128e)
Note that we display the resummed version of the formulae. The parameters Dπ± , DK±,
DK0 are given in Eqs. (3.57, 3.83). The amplitudes are all defined in similar way for the
various pseudoscalar mesons. For instance, the amplitudes of charged pions read
Cπ±(ν˜, ϑπ+) = C¯π±π0(0,−4Mπν)
+
[
C¯π±π+(0,−4Mπν) + C¯π±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ , (3.129)
where C¯π±π0(s, t− u), C¯π±π+(s, t− u), C¯π±π−(s, t− u) can be determined from the matrix
elements,
Cπ±π0 =
〈
π0(p1)π
0(p2)
∣∣P1∓i2(0) ∣∣π±(p3)〉
Cπ±π+ =
〈
π+(p1)π
−(p2)
∣∣P1∓i2(0) ∣∣π±(p3)〉
Cπ±π− =
〈
π−(p1)π+(p2)
∣∣P1∓i2(0) ∣∣π±(p3)〉 , (3.130)
after the pole subtraction,
C¯π±π0(s, t− u) = Cπ±π0 −GπTπ
±π0(s, t− u)
M2π − Q˜2
C¯π±π+(s, t− u) = Cπ±π+ −GπTπ
±π+(s, t− u)
M2π − Q˜2
C¯π±π−(s, t− u) = Cπ±π− −GπTπ±π−(s, t− u)
M2π − Q˜2
.
(3.131)
Here, Q˜µ = (p3 − p1 − p2)µ and Tπ±π0(s, t − u), Tπ±π+(s, t − u), Tπ±π−(s, t − u) are the
isospin components (3.81) in the s-channel.
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The formulae (3.128) are similar to the asymptotic formulae derived before. Their
dependence on the twist is twofold: they depend on the twisting angle of the virtual
positive pion through the phase factor exp(iL~n~ϑπ+) and on the external twisting angles
through the parameters Dπ± , DK±, DK0. If all twisting angles are set to zero the formulae
for pions reduce to the formula valid for PBC and presented in Ref. [31]. We stress that the
formulae for charged pions and kaons are valid for small external twisting angles because
result from expansions like Eq. (3.65). On the contrary, the formulae for the neutral pion
and the eta meson are valid for arbitrary twisting angles.
Analogously, we find asymptotic formulae for the renormalization terms. The resummed
version reads
∆~ϑG
π± = −
1
2 (4π)2
Mπ
Gπ
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y Kπ±(iy, ϑπ+) +O(e−λ¯) (3.132a)
∆~ϑG
K± = −
1
2 (4π)2
M2π
GKMK
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ|~n|
√
1+y2 y KK±(iy, ϑπ+) +O(e−λ¯)
(3.132b)
∆~ϑG
K0
= − 1
2 (4π)2
M2π
GKMK
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ|~n|
√
1+y2 y KK0(iy, ϑπ+) +O(e−λ¯).
(3.132c)
Here, ∆ϑµG
π±
, ∆ϑµG
K±
, ∆ϑµG
K0
represent the renormalization terms of the matrix elements,
Gπ± = 〈0|P1∓i2(0)
∣∣π±(p+ ϑπ±)〉L
GK± = 〈0|P4∓i5(0)
∣∣K±(p+ ϑK±)〉L
GK0 = 〈0|P6−i7(0)
∣∣K0(p+ ϑK0)〉L .
(3.133)
The formulae (3.132) are valid for small external twisting angles. The amplitudes are given
by the difference of the isospin components, e.g.
Kπ±(ν˜, ϑπ+) =
[
C¯π±π+(0,−4Mπν)− C¯π±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ . (3.134)
Note that for ϑµπ+ = 0 the sums in Eq. (3.132) are odd in ~n and hence, disappear. This
is in accordance with the expectation that renormalization terms are not present in finite
volume with PBC.
Among the amplitudes entering the asymptotic formulae of Eqs. (3.128, 3.132) only
those of pions are known in ChPT. They can be determined from the off-shell amplitude
of the point function containing four pseudoscalar densities, see Eq. (16.4) of Ref. [10].
In this case, three pseudoscalar densities serve as interpolating fields for pions and the
fourth is left unchanged. The pole affecting the off-shell amplitude can be subtracted by
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means of the prescription (3.131). The results are the chiral representation for Cπ0(ν˜, ϑπ+),
Cπ±(ν˜, ϑπ+), Kπ±(ν˜, ϑπ+) at one loop. As check we take the tree-level,
Cπ0(ν˜, ϑπ+) = −Gπ
F 2π
Cπ±(ν˜, ϑπ+) = −Gπ
F 2π
ν˜ eiL~n
~ϑ
π+ Kπ±(ν˜, ϑπ+) = 0, (3.135)
and feed Eqs. (3.128, 3.132). Dropping O(e−λ¯) we find
δGπ0 = −ξπ
2
g1(λπ) δGπ± = −
ξπ
2
g1(λπ, ϑπ+) ∆~ϑGπ± =
~0. (3.136)
These expressions coincide with the results (2.75c) obtained in 2-light-flavor ChPT at
NLO. Note that Kπ±(ν˜, ϑπ+) = 0 at this order. This is in accordance with the results of
Section 2.3.3, namely that no renormalization terms ∆ϑµG
π±
appear at NLO. Such terms
will appear from NNLO onwards.
3.4.2 Chiral Ward Identities
In Ref. [31] Colangelo and Ha¨feli pointed out that the asymptotic formulae for masses,
decay constants and pseudoscalar coupling constants are related by means of chiral Ward
identities. They showed that
δGπ = 2 δMπ + δFπ +O(e−λ¯), (3.137)
where δMπ , δFπ, δGπ are given in terms of Eqs. (3.1, 3.2). The relation holds only if the
amplitudes entering the asymptotic formulae satisfy the condition8
mˆ
Mπ
Cπ(ν˜) = Nπ(ν˜)− Fπ
Mπ
Fπ(ν˜). (3.138)
In the following we demonstrate that the relation (3.137) can be generalized to finite volume
with TBC and in turn, that the amplitudes satisfy conditions similar to Eq. (3.138).
We start from the relevant chiral Ward identities needed to obtain the above relation.
We introduce the twist as in Section 2.2 through the constant vector field vµϑ. In Sec-
tion 2.3.3 we have seen that the twist modifies chiral Ward identities in the measure that
each momentum is shifted by the corresponding twisting angle. In momentum space, the
8In Ref. [31] the condition given in Eq. (15) has a typo. As noted by Ha¨feli in his PhD thesis [133] the
prefactor mˆ/Mπ was originally forgotten.
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relevant chiral Ward identities we need, are
−iQ˜µ 〈πc(p1)πc(p2)|Aµ3 (0)
∣∣π0(p3)〉 = mˆ 〈πc(p1)πc(p2)|P3(0) ∣∣π0(p3)〉 (3.139a)
−i(Q˜ + ϑπ±)µ 〈πc(p1)πc(p2)|Aµ1∓i2(0)
∣∣π±(p3 + ϑπ±)〉 =
= mˆ 〈πc(p1)πc(p2)|P1∓i2(0)
∣∣π±(p3 + ϑπ±)〉 (3.139b)
−i(Q˜ + ϑK±)µ 〈πc(p1)πc(p2)|Aµ4∓i5(0)
∣∣K±(p3 + ϑK±)〉 =
= mˆ+ms
2
〈πc(p1)πc(p2)|P4∓i5(0)
∣∣K±(p3 + ϑK±)〉 (3.139c)
−i(Q˜ + ϑK0)µ 〈πc(p1)πc(p2)|Aµ6−i7(0)
∣∣K0(p3 + ϑK0)〉 =
= mˆ+ms
2
〈πc(p1)πc(p2)|P6−i7(0)
∣∣K0(p3 + ϑK0)〉 (3.139d)
−iQ˜µ 〈πc(p1)πc(p2)|Aµ8 (0) |η(p3)〉 = mˆ+2ms3 〈πc(p1)πc(p2)|P8(0) |η(p3)〉
+
√
2 mˆ−ms
3
〈πc(p1)πc(p2)|P0(0) |η(p3)〉 . (3.139e)
Here, the matrix elements are in infinite volume though momenta are shifted by the twisting
angles. These matrix elements will provide us with the amplitudes entering the asymptotic
formulae (3.99, 3.128). Note that 〈πc(p1)πc(p2)| is a two-pion state with a zero isospin.
We can leave out the twisting angles of that state as they will appear in the phase fac-
tors (3.148) after a substitution of the loop momentum like Eq. (3.32). On left-hand side,
the momentum Q˜µ = (p3 − p2 − p1)µ is defined as before and will be set on-shell by the
pole subtraction. For convenience, we detail here just the demonstration of charged pions.
The relations of other pseudoscalar mesons can be demonstrated in an analogous way.
We rewrite the chiral Ward identities (3.139b) in a compact notation as
−i
(
Q˜+ ϑπ±
)
µ
(
Aπ±πc(ϑπ±)
)µ
= mˆCπ±πc(ϑπ±), (3.140)
where (
Aπ±πc(ϑπ±)
)µ
= 〈πc(p1)πc(p2)|Aµ1∓i2(0)
∣∣π±(p3 + ϑπ±)〉
Cπ±πc(ϑπ±) = 〈πc(p1)πc(p2)|P1∓i2(0)
∣∣π±(p3 + ϑπ±)〉 . (3.141)
According to Ref. [47] the matrix elements
(
Aπ±πc(ϑπ±)
)µ
have a pole that does not enter
in the amplitudes of the asymptotic formulae. We subtract the pole expanding the matrix
elements around (Q˜+ ϑπ±)
2 =M2π ,(
Aπ±πc(ϑπ±)
)µ
=
(
A¯π±πc(ϑπ±)
)µ
+ iFπ(Q˜+ ϑπ±)
µTπ±πc
(
s(ϑπ±), t(ϑπ±)− u(ϑπ±)
)
M2π − (Q˜ + ϑπ±)2
. (3.142)
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Here, Tπ±πc
(
s(ϑπ±), t(ϑπ±)− u(ϑπ±)
)
correspond to the isospin components (3.81) and
s(ϑπ±) =
[
Q˜+ ϑπ± − (p3 + ϑπ±)
]2
t(ϑπ±) = (Q˜+ ϑπ± + p2)
2
u(ϑπ±) = (Q˜+ ϑπ± + p1)
2,
(3.143)
are the Mandelstam variables (3.14) shifted by the twisting angles of p3, Q˜. We observe that
the first variable does not depend on ϑµπ± as twisting angles exactly cancel out: s(ϑπ±) = s.
The bar indicates that the pole has been subtracted from the matrix elements. This means
that
(
A¯π±πc(ϑπ±)
)µ
correspond to the matrix elements (3.109) with p3, Q˜ shifted by the
twisting angles ϑµπ±.
Similarly, the matrix elements Cπ±πc(ϑπ±) have a pole that does not enter in the am-
plitudes of the asymptotic formulae, see Ref. [31]. We subtract the pole expanding the
matrix elements around (Q˜+ ϑπ±)
2 = M2π ,
Cπ±πc(ϑπ±) = C¯π±πc(ϑπ±) +Gπ
Tπ±πc
(
s, t(ϑπ±)− u(ϑπ±)
)
M2π − (Q˜+ ϑπ±)2
. (3.144)
Note that C¯π±πc(ϑπ±) correspond to the matrix elements (3.131) with p3, Q˜ shifted by ϑ
µ
π± .
We insert the expansions (3.142, 3.144) in the identities (3.140) and divide for Mπ .
Using mˆGπ =M
2
πFπ we find
− i
Mπ
(
Q˜+ ϑπ±
)
µ
(
A¯π±πc(ϑπ±)
)µ
=
mˆ
Mπ
C¯π±πc(ϑπ±) +
Fπ
Mπ
Tπ±πc
(
s3, s1(ϑπ±)− s2(ϑπ±)
)
.
(3.145)
The last term can be brought on the left-hand side. We set pµ1 = −pµ2 = kµ and rewrite
the momenta (p3 + ϑπ±)
µ = (pˆ+ ϑˆπ±)
µ as in Eq. (3.55). We obtain
− i
Mπ
(pˆ+ ϑˆπ±)µ
(
A¯π±πc(ϑˆπ±)
)µ − Fπ
Mπ
Tπ±πc
(
0,−4Mπν±
)
=
mˆ
Mπ
C¯π±πc(ϑˆπ±), (3.146)
where ν± = [u(ϑˆπ±)− t(ϑˆπ±)]/(4Mπ) = ν + kµϑˆµπ±/Mπ . Now, we expand for small external
twisting angles (i.e. around ϑˆµπ± = 0 or equivalently around ν± = ν) and multiply both
sides for
1
2
∑
~n∈Z3
|~n|6=0
∫
R4
d4k
(2π)4
eiL~n
~k Ωc
M2π + k
2
, (3.147)
where
Ωc =

exp(−iL~n~ϑπ+), for c = 1
exp(−iL~n~ϑπ−), for c = 2
1, for c = 3.
(3.148)
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The contour integration of Fig. 3.3 provides us with the relations
δGπ± − 2 ~ˆϑπ±∆~ϑGπ± = 2 δMπ± + δFπ± −
2
M2π
~ˆϑπ±
(
∆~ϑA
π± −∆~ϑΣπ±
)
+O(e−λ¯). (3.149)
Here, δMπ±, δFπ±, δGπ± resp. ∆
~ϑΣ
π± , ∆
~ϑA
π± , ∆
~ϑG
π± are given in terms of asymptotic for-
mulae. Obviously, these relations hold if the amplitudes entering the asymptotic formulae
satisfy the conditions
mˆ
Mπ
Cπ±(ν˜, ϑπ+) = Nπ±(ν˜, ϑπ+)− Fπ
Mπ
Fπ±(ν˜, ϑπ+)
mˆ
Mπ
Kπ±(ν˜, ϑπ+) = Hπ±(ν˜, ϑπ+)− Fπ
Mπ
Gπ±(ν˜, ϑπ+).
(3.150)
As check we compare the amplitudes on the left-hand side with the amplitudes on the
right-hand side by means of the chiral representation. We use Eq. (16.4) of Ref. [10] to
calculate Cπ±(ν˜, ϑπ+), Kπ±(ν˜, ϑπ+) and the results of Ref. [44,47] to calculate Fπ±(ν˜, ϑπ+),
Gπ±(ν˜, ϑπ+) resp. Nπ±(ν˜, ϑπ+), Hπ±(ν˜, ϑπ+). We find that the expressions agree on both
sides. Thus, in ChPT the conditions (3.150) are satisfied at NLO.
The relations for other pseudoscalar mesons can be demonstrated in an analogous way.
Altogether, we obtain
δGπ0 = 2 δMπ0 + δFπ0 +O(e−λ¯)
δGK± − 2 ~ˆϑK±∆~ϑGK± = 2 δMK± + δFK±
− 2
M2K
~ˆϑK±
(
∆~ϑA
K± −∆~ϑΣK±
)
+O(e−λ¯)
δGK0 − 2 ~ˆϑK0∆~ϑGK0 = 2 δMK0 + δFK0
− 2
M2K
~ˆϑK0
(
∆~ϑA
K0
−∆~ϑΣ
K0
)
+O(e−λ¯)
mˆ+2ms
3
Gη
M2ηFη
δGη = 2 δMη + δFη −
√
2
M2ηFη
mˆ−ms
3
∆G0,η +O(e−λ¯).
(3.151)
Here, all corrections and renormalization terms are given through asymptotic formulae.
Note that the relation for the eta meson exhibits an additional term, namely ∆G0,η. In
Section 2.3.3 we have calculated this term at NLO in ChPT, see Eq. (2.69). In this case,
it is given by the asymptotic formula,
∆G0,η = 〈0|P0 |η〉L − 〈0|P0 |η〉
=
1
(4π)2
M2π
λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 C0,η(iy, ϑπ+) +O(e−λ¯), (3.152)
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where
C0,η(ν˜, ϑπ+) = C¯0,ηπ0(0,−4Mην)
+
[
C¯0,ηπ+(0,−4Mη ν) + C¯0,ηπ−(0,−4Mη ν)
]
eiL~n
~ϑ
π+ . (3.153)
The functions C¯0,ηπ0(s, t− u), C¯0,ηπ+(s, t− u), C¯0,ηπ−(s, t− u) can be determined from
C0,ηπ0 =
〈
π0(p1)π
0(p2)
∣∣P0(0) |η(p3)〉
C0,ηπ+ =
〈
π+(p1)π
−(p2)
∣∣P0(0) |η(p3)〉
C0,ηπ− =
〈
π−(p1)π+(p2)
∣∣P0(0) |η(p3)〉 , (3.154)
after the pole subtraction
C¯0,ηπ0(s, t− u) = C0,ηπ0 −G0,ηTηπ
0(s, t− u)
M2η − Q˜2
C¯0,ηπ+(s, t− u) = C0,ηπ+ −G0,ηTηπ
+(s, t− u)
M2η − Q˜2
C¯0,ηπ−(s, t− u) = C0,ηπ− −G0,ηTηπ
−(s, t− u)
M2η − Q˜2
.
(3.155)
The function Tηπ0(s, t− u), Tηπ+(s, t− u), Tηπ−(s, t− u) correspond to the isospin compo-
nents (3.87) in the s-channel. The matrix element G0,η = 〈0|P0 |η〉 is in infinite volume
and is evaluated at NLO in Eq. (1.87).
The relations (3.151) hold if the amplitudes entering the asymptotic formulae satisfy
the conditions
mˆ
Mπ
Cπ0(ν˜, ϑπ+) = Nπ0(ν˜, ϑπ+)− Fπ
Mπ
Fπ0(ν˜, ϑπ+)
mˆ+ms
2MK
CK±(ν˜, ϑπ+) = NK±(ν˜, ϑπ+)− FK
MK
FK±(ν˜, ϑπ+)
mˆ+ms
2MK
KK±(ν˜, ϑπ+) = HK±(ν˜, ϑπ+)− FK
MK
GK±(ν˜, ϑπ+)
mˆ+ms
2MK
CK0(ν˜, ϑπ+) = NK0(ν˜, ϑπ+)− FK
MK
FK0(ν˜, ϑπ+)
mˆ+ms
2MK
KK0(ν˜, ϑπ+) = HK0(ν˜, ϑπ+)− FK
MK
GK0(ν˜, ϑπ+)
mˆ+2ms
3Mη
Cη(ν˜, ϑπ+) = Nη(ν˜, ϑπ+)− Fη
Mη
Fη(ν˜, ϑπ+)−
√
2
Mη
mˆ−ms
3
C0,η(ν˜, ϑπ+).
(3.156)
From these conditions we can determine unknown amplitudes if we know the explicit
representation of the related amplitudes. For instance, we can determine Nπ0(ν˜, ϑπ+)
from the chiral representation of Fπ0(ν˜, ϑπ+), Cπ0(ν˜, ϑπ+) or we can determine CK±(ν˜, ϑπ+)
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[resp. KK±(ν˜, ϑπ+)] from the chiral representation of FK±(ν˜, ϑπ+), NK±(ν˜, ϑπ+) [resp.
GK±(ν˜, ϑπ+), HK±(ν˜, ϑπ+)]. At tree level we find
Nπ0(ν˜, ϑπ+) = −2Mπ
Fπ
eiL~n
~ϑ
π+ ,
CK±(ν˜, ϑπ+) = − GK
4FπFK
(
1 + 2eiL~n
~ϑ
π+
)
KK±(ν˜, ϑπ+) = ∓ 2Mπ
Fπ
[
1− FK
Fπ
]
︸ ︷︷ ︸
=0+O(ξπ)
ν˜ eiL~n
~ϑ
π+ .
(3.157)
Inserting these amplitudes in the asymptotic formulae (3.99a, 3.128c, 3.132b) we obtain the
results (2.75b, 2.58) if the contributions of virtual kaons and eta meson are discarded. Note
that KK±(ν˜, ϑπ+) = 0 +O(ξπMπ/Fπ). This means that the renormalization terms ∆ϑµG
K±
are not present at this order: they will appear from NNLO onwards.
3.5 Asymptotic Formulae for Pion Form Factors
3.5.1 Vanishing Momentum Transfer
As proposed by Ha¨feli [120] we can rely on the Feynman–Hellman Theorem to derive
asymptotic formulae for the matrix elements of the scalar form factor. In Section 2.3.4
we have seen that in finite volume the Feynman–Hellman Theorem relates the corrections
of the matrix elements of the scalar form factor with the derivative of the self energies.
Extending Eqs. (2.88, 2.91) to higher orders we have
δΓπ
0
S
∣∣
q2=0
= ∂M2π [−∆Σπ0 ]
δΓπ
±
S
∣∣
q2=0
= ∂M2π [−∆Σπ± ] .
(3.158)
The self energies ∆Σπ0 , ∆Σπ± are on the mass shell in finite volume and ∂M2π = ∂/∂M
2
π .
Starting from these relations we derive asymptotic formulae valid at a vanishing momentum
transfer (i.e. for q2 = 0).
In Section 3.2.2 the asymptotic formulae for the masses of pions were derived relying
on Eqs. (3.27, 3.54). We can solve these equations with respect to the self energies where
for charged pions we additionally use Eq. (3.77). We obtain
∆Σπ0 = −2M2π δMπ0 +O(e−λ¯)
∆Σπ± = −2M2π δMπ± − 2~ϑπ±∆~ϑΣπ± +O(e−λ¯).
(3.159)
Here, δMπ0 , δMπ± , ∆
~ϑΣ
π± are meant up to O(e−λ¯) where λ¯ = M¯L has the mass bound
M¯ = (
√
3 + 1)Mπ/
√
2. We insert these expressions in the initial relations and take the
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derivative ∂M2π . We have
δΓπ
0
S
∣∣
q2=0
= 2 δMπ0 + 2M
2
π ∂M2πδMπ0 +O(e−λ¯)
δΓπ
±
S
∣∣
q2=0
= 2 δMπ± + 2M
2
π ∂M2πδMπ± + 2
~ϑπ± ∂M2π∆
~ϑΣ
π± +O(e−λ¯).
(3.160)
Since the formulae of δMπ0 , δMπ± , ∆
~ϑΣ
π± are known up to O(e−λ¯) we find the following
asymptotic formulae,
δΓπ
0
S
∣∣
q2=0
= − 1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
(
1− λπ|~n|
√
1 + y2 + 2M2π∂M2π
)
Fπ0(iy, ϑπ+) +O(e−λ¯) (3.161a)
δΓπ
±
S
∣∣
q2=0
= − 1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
×
[(
1− λπ|~n|
√
1 + y2 + 2M2π∂M2π
)
Fπ±(iy, ϑπ+)
− y Dπ±
Mπ
(
λπ|~n|
√
1 + y2 +
Mπ
Mπ +Dπ±
− 2M2π∂M2π
)
∂yFπ±(iy, ϑπ+)
+ y L~n~ϑπ±
(
1− λπ|~n|
√
1 + y2 + 2M2π∂M2π
)
Gπ±(iy, ϑπ+)
]
+O(e−λ¯). (3.161b)
These asymptotic formulae estimate the corrections of the matrix elements of the scalar
form factor at a vanishing momentum transfer. The formulae depend on the amplitudes
defined in Eqs. (3.45, 3.80, 3.89a). Here, the dependence on the twist is threefold. The
formulae depend on the twisting angle of the virtual positive pion through the phase factor
exp(iL~n~ϑπ+) in the amplitudes. Furthermore, they depend on the external twisting angles
through the parameter Dπ± and through the product ~n~ϑπ± in the last line of Eq. (3.161b).
Note that the formulae for charged pions are valid for small external twisting angles. The
formula for the neutral pion is valid for arbitrary twisting angles.
We check the above asymptotic formulae in two ways. First, we set all twisting angles
to zero. We find
δΓS
∣∣
q2=0
= − 1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1− λπ|~n|
√
1 + y2 + 2M2π∂M2π
)
Fπ(iy) +O(e−λ¯). (3.162)
This expression coincides with the formula originally proposed by Ha¨feli [120] and valid
for PBC. In this case, Fπ(ν˜
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LPJP
Figure 3.5: Skeleton diagrams contributing to asymptotic formulae for matrix elements of form
factors. Solid lines stand for a generic pseudoscalar meson P and dashed lines for virtual pions.
Double solid lines represent the scalar densities. The spline indicates that the pion propagator is
in finite volume.
see Eq. (3.1). Second, we insert the chiral representation at tree level in the asymptotic
formulae (3.161). The expressions obtained coincide with the results (2.86) found at NLO
with 2-light-flavor ChPT.
3.5.2 Non-zero Momentum Transfer
The general derivation of asymptotic formulae for form factors is complicated by the pres-
ence of a non-zero momentum transfer. We anticipate that in this case we were not able
to derive asymptotic formulae. However, we illustrate the steps undertaken and the com-
plications encountered.
To keep the discussion simple, we focus on the scalar form factor and consider the
matrix elements,
〈πb(p′)|S0(0) |πa(p)〉 , (3.163)
in finite volume with TBC. In Appendix C.3 we show that these matrix elements behave
like O(e−
√
3λπ/2) at asymptotically large L. The demonstration relies on Abstract Graph
Theory and is similar to that of the self energies. It turns out that the dominant con-
tribution is given by the diagrams of Fig. 3.5. The diagrams have an additional external
double line representing the scalar densities. In principle, their contributions should be
estimated with the contour integration in a similar way as in Section 3.2.2. In practice,
the integration can not be performed as in Eq. (3.42) due to the presence of a non-zero
momentum transfer introduced by the scalar densities.
To illustrate the complications encountered, we concentrate on the diagram LP and
consider P a neutral pion. Moreover, we choose the kinematics,
pµ = pˆµ =
[
iMπ
~0
]
, p′µ =
[
iE ′π
′~p
]
with E ′π =
√
M2π + | ′~p |2 and ′~p = 2πL
(
1
0
0
)
.
(3.164)
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In that kinematics the momentum transfer qµ = (p′ − p)µ has two non-zero components:
the zeroth component q0 = i(E
′
π −Mπ) and the first spatial component q1 = 2π/L. The
diagram under consideration should be then estimated from the integral
Lπ0 =
∑
~n∈Z3
|~n|6=0
∫
R4
d4k
(2π)4
eiL~n
~k
[
Ξπ0π0Gπ(k)Gπ(k + q)
+ Ξπ0π+Gπ(k + ϑπ+)Gπ(k + ϑπ+ + q)
+ Ξπ0π−Gπ(k + ϑπ−)Gπ(k + ϑπ− + q)
]
.
(3.165)
In this case, we directly account for all winding numbers ~n ∈ Z3 with |~n| 6= 0. The
propagators Gπ are defined as in Eq. (3.31) and
Ξπ0π0 = Γπ0π0(pˆ, k + q,−k,−p′) Λπ0(−k − q, q, k)
Ξπ0π+ = Γπ0π+(pˆ, k + ϑπ+ + q,−k − ϑπ+ ,−p′) Λπ+(−k − ϑπ+ − q, q, k + ϑπ+)
Ξπ0π− = Γπ0π+(pˆ, k + ϑπ− + q,−k − ϑπ−,−p′) Λπ−(−k − ϑπ− − q, q, k + ϑπ−),
(3.166)
are products of vertex functions. Note that positive (negative) momenta correspond to
incoming (outgoing) pions. The vertex functions Γπ0π0 , Γπ0π+ , Γπ0π+ are the same of
Section 3.2.2. The vertex functions Λπ0 , Λπ+, Λπ− are defined by the one-particle irre-
ducible part of the amputated three-point function containing a scalar density and two
interpolating fields of pions. In Ref. [23] Lu¨scher showed that such vertex functions can be
analytically extended to a domain of the complex plane.
We substitute kµ 7→ kµ − ϑµπ± and write the integral as
Lπ0 =
∑
~n∈Z3
|~n|6=0
∫
R4
d4k
(2π)4
eiL~n
~kGπ(k)Gπ(k + q) Ξ (3.167)
where
Ξ :=
[
Ξπ0π0 + Ξπ0π+e
−iL~n~ϑ
π+ + Ξπ0π−e
−iL~n~ϑ
π−
]
. (3.168)
After the substitution, the vertex functions have all the same momentum dependence,
Ξπ0π0 = Γπ0π0(pˆ, k + q,−k,−p′) Λπ0(−k − q, q, k)
Ξπ0π+ = Γπ0π+(pˆ, k + q,−k,−p′) Λπ+(−k − q, q, k)
Ξπ0π− = Γπ0π+(pˆ, k + q,−k,−p′) Λπ−(−k − q, q, k).
(3.169)
The product Gπ(k)Gπ(k + q) can be expressed by means of the Feynman parametriza-
tion (A.4). Substituting kµ 7→ kµ − (1− z)qµ we have
Lπ0 =
∑
~n∈Z3
|~n|6=0
∫ 1
0
∫
R4
dz d4k
(2π)4
eiL~n
~k−iL(1−z)~n~q
[M2z + k
2]2
Ξ , (3.170)
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where M2z = M
2
π + z(z − 1)q2 and z ∈ [0, 1] is the Feynman parameter. The momentum
dependence of vertex functions is now given by
Ξπ0π0 = Γπ0π0
(
pˆ, k + zq,−k + (1− z)q,−p′) Λπ0(− k − zq, q, k − (1− z)q), (3.171)
and similarly for Ξπ0π+ , Ξπ0π−. Note that such momentum dependence can be expressed
in terms of six Lorentz scalars (i.e. pˆ2, q2, pˆ · q, k2, pˆ · k, q · k) which are multiplied by
non-negative powers of z.
We take a closer look to the expression (3.170). We observe that if we take the winding
numbers belonging to
A1 =
{
~n ∈ Z3 | ~n =
(
n1
0
0
)
, n1 6= 0
}
, (3.172)
we may rotate ~k ∈ R3 so that exp(iL~n~k) = exp(iL|~n|k1) without changing the rest of the
integrand. This is a consequence of the kinematics chosen in Eq. (3.164). We decompose
the integral in
Lπ0 = Lπ0 [A1] + Lπ0 [Z
3 \ A1], (3.173)
where Lπ0 [A1] is the part of the integral with winding numbers in A1 and Lπ0 [Z
3 \ A1] is
the rest. Denoting ~k = (k1, k⊥) ∈ R3 we may rewrite the part with winding numbers in
A1 as
Lπ0 [A1] =
∫
R
dk1 f(k1)
f(k1) =
∑
~n∈A1
|~n|6=0
∫ 1
0
∫
R3
dz dk0 dk⊥
(2π)4
eiL|~n|k1−iL(1−z)~n~q
[M2z + k
2
0 + k
2
1 + k
2
⊥]
2 Ξ .
(3.174)
To estimate the k1-integration we take k1 in the complex plane and approximate the
integration by the contour of Fig. 3.3. The integrand f(k1) exhibits two imaginary poles
of the second order,
k±1 = ±i
√
M2z + k
2
0 + k
2
⊥. (3.175)
The poles depend on k0, k⊥, z and will consequently move when we integrate over those
variables. We observe that we can keep the upper pole k+1 within the contour of Fig. 3.3
if we restrict the values of k0, k⊥, z from R3 × [0, 1] to
W =
{
(k0, k⊥, z) ∈ R3 × [0, 1] | k20 + k2⊥ + 2Mπ
(
E ′π −Mπ
)
z(1 − z) ≤ 5
4
M2π
}
. (3.176)
Obviously, this restriction affects the result of the k1-integration but, because of the ex-
ponential factor exp(iL|~n|k1) in the integrand f(k1), the net effect is O(e−λ¯) and hence,
negligible.
By virtue of the Residue Theorem, we have∫
γ1
f = 2πi Res(f)k1=k+1 −
∫
γ2
f −
∫
γ3
f −
∫
γ4
f. (3.177)
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One can show that the integrals on the right-hand side are negligible. The argumentation
is similar to that of Section 3.2.2. It results that the non-negligible contribution arises from
the residue,
Res(f)k1=k+1 = limk1→k+1
d
dk1
[
(k1 − k+1 )2f(k1)
]
=
∑
~n∈A1
|~n|6=0
∫
W
dz dk0 d
2k⊥
(2π)4
e−L|~n||k
+
1 |−iL~n~q(1−z)
4i|k+1 |2
[(
L|~n|+ 1|k1|
)
Ξ− dΞ
dk1
]
k1=k
+
1
.
(3.178)
Note that the condition k1 = k
+
1 puts the loop momentum on the shell of the mass Mz:
k2|k1=k+1 = k
2
0 + (k
+
1 )
2 + k2⊥ = −M2z . (3.179)
Hence, the momentum dependence of the vertex functions can be expressed in terms of
the six Lorentz scalars,
pˆ2 = −M2π q2 = 2Mπ(E ′π −Mπ)
pˆ · q =Mπ(Mπ −E ′π) k2 = −M2z
pˆ · k = iMπk0 q · k = i(E ′π −Mπ)k0 + 2πL k+1 .
(3.180)
We rewrite the part of the integral with winding numbers in A1 as
Lπ0 [A1] =
∑
~n∈A1
|~n|6=0
∫ 1
0
∫
R3
dz dk0 dk⊥
(2π)3
e−L|~n|
√
M2z+k
2
0+k
2
⊥−iL(1−z)~n~q
4 (M2z + k
2
0 + k
2
⊥)
×
[(
L|~n|+ 1√
M2z + k
2
0 + k
2
⊥
)
Ξ− dΞ
dk1
]
k1=k
+
1
.
Here, we have extended the integration fromW to R3×[0, 1] as the resulting effect isO(e−λ¯).
The above expression is quite complicated to integrate. The vertex functions depend on
the momenta according to Eq. (3.171). Setting k1 = k
+
1 , the momentum dependence can be
expressed in terms of the six Lorentz scalars listed in Eq. (3.180). In particular, we observe
that –through the Lorentz scalar q · k– the vertex functions depend on k+1 and hence, on
k⊥. This complicates the k⊥-integration as one can not directly integrate as in Eq. (3.42).
Moreover, the condition k1 = k
+
1 puts the loop momentum on the shell of the mass Mz .
This confuses the identification of the vertex functions with physical on-shell amplitudes.
We stress that these complications might be circumvented if one could expand the vertex
functions around q2 = 0. However, the discretization of ~q prevents one to perform such
expansion and one must devise an alternative way.
The rest Lπ0 [Z
3 \ A1] is even more complicated to integrate. The winding numbers
in Z3 \ A1 have more than one spatial component different from zero. For these winding
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numbers and for the kinematics chosen, there is no spatial rotation so that exp(iL~n~k) =
exp(iL|~n|k1) without changing the integrand of Lπ0 [Z3\A1]. In particular, spatial rotations
change the arguments of vertex functions through the Lorentz scalar q · k. This complicates
the integration on k⊥ ∈ R2 even more.
We conclude observing that the complications encountered here should not arise in
matrix elements with two different external states, as e.g. 〈K+|S4+i5 |π0〉. There, both ex-
ternal particles can be taken in the rest frame and the momentum transfer does not vanish.
Then, the vertex functions can be expanded around small external angles and the integra-
tion performed in a similar way as Section 3.2.2. In principle, no further complications
should arise in that case.
Chapter 4
Application of Asymptotic Formulae
in ChPT
4.1 Chiral Representation of Amplitudes
We apply the asymptotic formulae derived in Chapter 3 in combination with ChPT and
estimate finite volume corrections beyond NLO. For that purpose we need the chiral repre-
sentation of the amplitudes at least at one-loop level. At that level the chiral representation
is known for the most of the amplitudes presented in this work. In Tab. 4.1 we summarize
all amplitudes and –if it is known– we give the review article containing the chiral repre-
sentation at one loop. We also list the process from which the chiral representation can be
determined. Note that Nπ0 , CK±, KK± are unknown, but through Eq. (3.156) they can be
calculated in terms of Fπ0, Cπ0 ; FK±, NK± and GK±, HK±.
4.1.1 Chiral Representation at One Loop
Amplitudes of Pions
We first consider the amplitudes entering the asymptotic formulae for the pion masses and
for the renormalization terms ∆ϑµΣ
π±
. They are defined as
Fπ0(ν˜, ϑπ+) = Tπ0π0(0,−4Mπν) +
[
Tπ0π+(0,−4Mπν) + Tπ0π−(0,−4Mπν)
]
eiL~n
~ϑ
π+
Fπ±(ν˜, ϑπ+) = Tπ±π0(0,−4Mπν) +
[
Tπ±π+(0,−4Mπν)+ Tπ±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+
Gπ±(ν˜, ϑπ+) =
[
Tπ±π+(0,−4Mπν)− Tπ±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ .
(4.1)
The chiral representation of Fπ0, Fπ±, Gπ± can be determined from the ππ-scattering,
π(p1) + π(p2) −→ π(p3) + π(p4), (4.2)
in the forward kinematics. In ChPT the ππ-scattering is given by means of the invariant
amplitude A(s, t, u) where s, t, u are the Mandelstam variables (3.14) in Minkowski space.
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Table 4.1: Amplitudes entering asymptotic formulae, processes they describe and review articles
containing the chiral representation at one loop. Here, Pa −→ πa(πcπc) denotes the pseudoscalar
decay into three pions in which two pions form a state with a zero isospin.
Amplitude Process Ref.
Fπ0,Fπ±,Gπ± ππ-scattering [44]
FK±,GK±,FK0,GK0 Kπ-scattering [45]
Fη ηπ-scattering [46]
Nπ0
Nπ±,Hπ± τ -decay [47]
NK±,HK± Kℓ4-decay [48]
NK0,HK0
Nη
Cπ0 , Cπ±,Kπ± Pa −→ πa(πcπc) [10]
CK±,KK±
CK0,KK0
Cη
C0,η
The amplitude A(s, t, u) is invariant under the interchange of the last two arguments, i.e.
A(s, t, u) = A(s, u, t) and is known up to NNLO in the chiral expansion, see Ref. [44]. As
we want the chiral representation at one loop, we just need the part of A(s, t, u) up to
NLO. This was originally calculated in Ref. [10] and reads
A(s, t, u) =
s−M2π
F 2π
+
1
6F 4π
{
− 1
N
[
+
2
3
(
s+M2π
)2
+ 2s2 − 5M4π +
5
6
[
s2 + (t− u)2]]
+
1
N
[
+ 2ℓ¯1
(
s− 2M2π
)2
+ ℓ¯2
[
s2 + (t− u)2]− 3ℓ¯3M4π
+ 12ℓ¯4
(
s−M2π
)
M2π
]
+ 3
(
s2 −M4π
)
J¯(s) +
[
14M4π + t(s+ 2t)− 2(2s+ 5t)M2π
]
J¯(t)
+
[
14M4π + u(s+ 2u)− 2(2s+ 5u)M2π
]
J¯(u)
}
.
(4.3)
Here, J¯(t) is the loop-integral function defined in Eq. (D.19), ℓ¯j are the µ-independent
constants introduced in Eq. (1.66) and N = (4π)2. The isospin components of Fπ0, Fπ±,
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Gπ± can be expressed in terms of the invariant amplitude Astu = A(s, t, u). They read
Tπ0π0(t, u− s) = Astu + Atus + Aust
Tπ0π+(t, u− s) = Tπ0π−(t, u− s)
= Tπ+π0(t, u− s)
= Tπ−π0(t, u− s) = Atus
Tπ+π+(t, u− s) = Tπ−π−(t, u− s) = Atus + Aust
Tπ+π−(t, u− s) = Tπ−π+(t, u− s) = Astu + Atus.
(4.4)
The chiral representation of Fπ0, Fπ±, Gπ± can be obtained evaluating these expressions
in the forward kinematics:
s = 2Mπ(Mπ + ν) t = 0 u = 2Mπ(Mπ − ν). (4.5)
At tree level we find the results presented in Eq. (3.91).
The amplitudes Nπ± (resp. Hπ±) entering the asymptotic formulae for the decay
constants (resp. for the renormalization terms ∆ϑµA π±) of charged pions are defined in
Eqs. (3.100, 3.103). They can be determined from the matrix elements of the τ -decay,
τ(pτ ) −→ π(p1) + π(p2) + π(p3) + ντ (pτ −Q), (4.6)
in the forward kinematics, see Ref. [47]. In Section 3.3.2 we describe how to subtract the
pole from these matrix elements in ChPT. Here, we just give the expressions of the factors
entering the decomposition (3.105). Note that our expressions are a factor 1/
√
2 smaller
than the original ones of Ref. [47]. At NLO we have
F (s1, s2, s3) = iFπ
A312
M2π −Q2
− i
Fπ
[
1− 1
F 2π
F¯ (2)(s1, s2, s3)
]
G(s1, s2, s3) = iFπ
A312
M2π −Q2
+
i
Fπ
[
1 +
1
F 2π
G¯(2)(s1, s2, s3)
]
H(s1, s2, s3) =
i
F 3π
H(2)(s1, s2, s3).
(4.7)
Here, A312 = A(s3, s1, s2) is the invariant amplitude (4.3) reexpressed in terms of the
variables s1, s2, s3 of Eq. (3.106) and Q
µ = (p1 + p2 + p3)
µ. The functions F¯ (2)(s1, s2, s3),
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G¯(2)(s1, s2, s3), H
(2)(s1, s2, s3) do not contain poles and are defined as
F¯ (2)(s1, s2, s3) = +
M2π
3
[
J¯(s1) + J¯(s2)
]− 1
12
(s1 − s2)
[
J¯(s1)− J¯(s2)
]− s3
2
J¯(s3)
+
1
6N
[
− 2ℓ¯1(s3 − 2M2π) + ℓ¯2(s1 + s2 + s3 − 4M2π)− 6ℓ¯4M2π
− ℓ¯6(s1 + s2 + 2s3 − 4M2π)−
1
2
(s1 + s2 − 5s3) + 8
3
M2π
]
G¯(2)(s1, s2, s3) = −M
2
π
6
[
J¯(s1) + J¯(s2)
]− 1
12
(s1 − s2)
[
J¯(s1)− J¯(s2)
]
+
s3
2
J¯(s3)
+
1
6N
[
+ 2ℓ¯1(s3 − 2M2π)− ℓ¯2(s1 + s2 − s3 − 4M2π) + 6ℓ¯4M2π
+ ℓ¯6(s1 + s2 − 2M2π) +
1
2
(s1 + s2 − 7s3) + 10
3
M2π
]
H(2)(s1, s2, s3) = −1
6
(s1 − s2)
[
J¯(s1) + J¯(s2)
]− 1
6
(s1 + s2 − 5M2π)
[
J¯(s1)− J¯(s2)
]
− 1
6N
[
ℓ¯2(s1 − s2)− 5
3
(s1 − s2)
]
.
(4.8)
One can convince oneself that the above expressions satisfy the properties (3.107). The chi-
ral representation of Nπ±, Hπ± can be obtained evaluating the isospin components (3.111)
in the forward kinematics:
s1 = 2Mπ(Mπ − ν) s2 = 2Mπ(Mπ + ν) s3 = 0. (4.9)
At tree level we find the results presented in Eq. (3.114).
The amplitudes entering the asymptotic formulae for the pseudoscalar coupling con-
stants of pions and for the renormalization terms ∆ϑµG
π±
are defined as
Cπ0(ν˜, ϑπ+) = C¯π0π0(0,−4Mπν)
+
[
C¯π0π+(0,−4Mπν) + C¯π0π−(0,−4Mπν)
]
eiL~n
~ϑ
π+
Cπ±(ν˜, ϑπ+) = C¯π±π0(0,−4Mπν)
+
[
C¯π±π+(0,−4Mπν) + C¯π±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+
Kπ±(ν˜, ϑπ+) =
[
C¯π±π+(0,−4Mπν)− C¯π±π−(0,−4Mπν)
]
eiL~n
~ϑ
π+ .
(4.10)
These amplitudes can be determined from the point function containing four pseudoscalar
densities, where three of them serve as interpolating fields for pions. In ChPT such point
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function can be calculated from Eq. (16.2) of Ref. [10]: one must take the off-shell amplitude
A(s, t, u; p21, p
2
2, p
2
3, p
2
4) and set the momenta to p
2
1 = p
2
2 = p
2
3 = M
2
π resp. p
2
4 = Q˜
2 where
Q˜µ = (p3 − p1 − p2)µ. Defining C(s, t, u) = A(s, t, u;M2π ,M2π ,M2π , Q˜2) we obtain
C(s, t, u) =
s−M2π
Fπ
+
1
6F 4π
{
− 3
N
[
2s2 −M4π − (3s− t− u)M2π −
5
9
[
2tu− s(t+ u)]]
− 1
N
[
+ 2ℓ¯1
(
s− 2M2π
) (
t+ u− 2M2π
)
+ 2ℓ¯2
[
8M4π + 2tu+ s(t + u)− 4(s+ t+ u)M2π
]
+ 3ℓ¯3
(
s+ t+ u− 3M2π
)
M2π
− 6ℓ¯4
(
s−M2π
) (
s+ t + u− 2M2π
) ]
+ 3
(
s−M2π
) (
2s+ t + u− 3M2π
)
J¯(s)
−
[
6M4π + (s+ 2u)t− (s+ 5u+ 3t)M2π
]
J¯(t)
−
[
6M4π + (s+ 2t)u− (s+ 5t+ 3u)M2π
]
J¯(u)
}
.
(4.11)
Note that the amplitude is invariant under the interchange of the last two arguments, i.e.
C(s, t, u) = C(s, u, t). The isospin components of Cπ0 , Cπ±, Kπ± can be expressed in terms
of Cstu = C(s, t, u). They can be extracted from the following expressions,
Cπ0π0(s, t− u) = Gπ
M2π − Q˜2
[Cstu + Ctus + Cust]
Cπ0π+(s, t− u) = Cπ0π−(s, t− u)
= Cπ+π0(s, t− u)
= Cπ−π0(s, t− u) = Gπ
M2π − Q˜2
Cstu
Cπ+π+(s, t− u) = Cπ−π−(s, t− u) = Gπ
M2π − Q˜2
[Cstu + Ctus]
Cπ+π−(s, t− u) = Cπ−π+(s, t− u) = Gπ
M2π − Q˜2
[Cstu + Cust] ,
(4.12)
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after having subtracted the pole at Q˜2 = M2π . In Section 3.4.1 we describe how to subtract
this pole and how to define the isospin components, see Eq. (3.131). The chiral repre-
sentation can be obtained from that definition, evaluating the isospin components in the
forward kinematics:
s = 0 t = 2Mπ(Mπ − ν) u = 2Mπ(Mπ + ν). (4.13)
At tree level we find the results presented in Eq. (3.135).
In Section 3.5.1 we derive asymptotic formulae for the matrix elements of the scalar form
factor of pions at a vanishing momentum transfer. The amplitudes entering these formulae
are Fπ0, Fπ±, Gπ± . The chiral representation is given by the isospin components (4.4)
evaluated in the forward kinematics. In this case, the asymptotic formulae contain the
derivatives ∂M2πFπ0, ∂M2πFπ±, ∂M2πGπ±. One must pay some attention calculating these
derivatives and let ∂M2π act on all quantities dependent on Mπ contained in Fπ0, Fπ±, Gπ±.
Amplitudes of Kaons
The amplitudes entering the asymptotic formulae for the kaon masses and for the renor-
malization terms ∆ϑµΣ
K±
, ∆ϑµΣ
K0
are defined as
FK±(ν˜, ϑπ+) = TK±π0(0,−4MKν)
+
[
TK±π+(0,−4MKν) + TK±π−(0,−4MKν)
]
eiL~n
~ϑ
π+
GK±(ν˜, ϑπ+) =
[
TK±π+(0,−4MKν)− TK±π−(0,−4MKν)
]
eiL~n
~ϑ
π+ ,
(4.14)
where for FK0, GK0 hold similar expressions, see Eqs. (3.84, 3.89c). The chiral representa-
tion can be determined from the Kπ-scattering,
π+(p1) +K
+(p2) −→ π+(p3) +K+(p4), (4.15)
in the forward kinematics. In ChPT this scattering process is given by means of the
amplitude T 3/2(s, t, u) which is known up to NNLO, see Ref. [134]. Here, we just need the
part up to NLO that was presented in Ref. [45]:
T 3/2(s, t, u) = T2(s, t, u) + T
T
4 (s, t, u) + T
P
4 (s, t, u) + T
U
4 (s, t, u). (4.16)
The first term corresponds to the tree-level scattering,
T2(s, t, u) =
1
2Fπ
(
M2π +M
2
K − s
)
. (4.17)
The second term contains contributions from the tadpole diagrams,
T T4 (s, t, u) =
1
32NF 4π
[
+ ℓπM
2
π
(
10s− 7M2π − 13M2K
)
+ ℓKM
2
K
(
2M2π + 6M
2
K − 4s
)
+ ℓηM
2
η
(
5M2π + 7M
2
K − 6s
) ]
.
(4.18)
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Here, N = (4π)2, ℓP = 2 log(MP/µ) for P = π,K, η and µ is the renormalization scale.
The third term originates from tree graphs at NLO and is a polynomial in s, t, u,
T P4 (s, t, u) =
2
F 4π
{
+ 4Lr1
(
t− 2M2π
) (
t− 2M2K
)
+ 2Lr2
[(
s−M2π −M2K
)2
+
(
u−M2π −M2K
)2]
+ Lr3
[(
u−M2π −M2K
)2
+
(
t− 2M2π
) (
t− 2M2K
)]
+ 4Lr4
[
t
(
M2π +M
2
K
)− 4M2πM2K]
+ 2Lr5M
2
π
(
M2π −M2K − s
)
+ 8(2Lr6 + L
r
8)M
2
πM
2
K
}
.
(4.19)
It includes the renormalized LEC Lrj of Eq. (1.59). The last term contains unitarity cor-
rections1
TU4 (s, t, u) =
1
4F 4π
{
+ t(u− s) [2M rππ(t) +M rKK(t)]
+
3
2
{
+ (s− t)
[
LπK(u) + LKη(u)− u
[
M rπK(u) +M
r
Kη(u)
] ]
+
(
M2K −M2π
)2 [
M rπK(u) +M
r
Kη(u)
]}
+
1
2
(
M2K −M2π
) [
+KπK(u)
(
5u− 2M2π − 2M2K
)
+KKη(u)
(
3u− 2M2π − 2M2K
) ]
+ JrπK(s)
(
s−M2π −M2K
)2
+
1
8
JrπK(u)
[
11u2 − 12u (M2K +M2π)+ 4 (M2K +M2π)2]
+
3
8
JrKη(u)
[
u− 2
3
(
M2K +M
2
π
) ]2
+
1
2
Jrππ(t) t
(
2t−M2π
)
+
3
4
JrKK(t) t
2 +
1
2
Jrηη(t)M
2
π
[
t− 8
9
M2K
]}
.
(4.20)
Here, JrPQ(t), KPQ(t), LPQ(t), M
r
PQ(t) for P,Q = π,K, η are loop-integral functions intro-
duced in Ref. [11]. With the abbreviations,
Jr(t) = JrPQ(t) M =MP
K(t) = KPQ(t) m =MQ
L(t) = LPQ(t) ∆ =M
2 −m2
M r(t) =M rPQ(t) k = (M
2ℓP −m2ℓQ)/(2N∆),
(4.21)
1As noted in [32] there are two missprints in Eq. (3.16) of [45]. The prefactor of [M rπK(u) +M
r
Kη(u)]
should read (M2K −M2π)2 and the factor of 38JrKη(u) should read [u− 23 (M2π +M2K)]2.
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they take the compact forms,
Jr(t) = J¯(t)− 2k
K(t) =
∆
2t
J¯(t)
L(t) =
∆2
4t
J¯(t)
M r(t) = M¯(t)− k
6
.
(4.22)
In Eq. (D.34) we give the expicit expressions of J¯(t) = J¯PQ(t) and M¯(t) = M¯PQ(t).
The isospin components of FK±, GK± (as well as those of FK0, GK0) can be expressed
in terms of the amplitude T
3/2
stu = T
3/2(s, t, u). They read
TK+π0(t, u− s) = TK−π0(t, u− s)
= TK0π0(t, u− s) = 1
2
[
T
3/2
stu + T
3/2
uts
]
TK+π+(t, u− s) = TK−π−(t, u− s)
= TK0π−(t, u− s) = T 3/2stu
TK+π−(t, u− s) = TK−π+(t, u− s)
= TK0π+(t, u− s) = T 3/2uts .
(4.23)
The chiral representation of FK±, GK± (resp. FK0, GK0) can be obtained evaluating these
expressions in the forward kinematics:
s =M2K +M
2
π + 2MKν t = 0 u = M
2
K +M
2
π − 2MKν. (4.24)
At tree level we find the results presented in Eq. (3.91).
Note that from the expressions (4.23) result that the isospin components of the negative
kaon are equal to those of the neutral one. In this case, the chiral representation of the
negative kaon corresponds to that of the neutral one. Thus, we have
FK0(ν˜, ϑπ+) = FK−(ν˜, ϑπ+)
GK0(ν˜, ϑπ+) = GK−(ν˜, ϑπ+).
(4.25)
The amplitudes NK± (resp. HK±) entering the asymptotic formulae for the decay
constants (resp. for the renormalization terms ∆ϑµA
K±
) of charged kaons are defined in
Eqs. (3.121, 3.123). They can be determined from the matrix elements of the Kℓ4-decay,
K+(p3) −→ π(p1) + π(p2) + ℓ+(pℓ) + ν¯ℓ(Q˜− pℓ), (4.26)
in the forward kinematics, see Ref. [48]. In Section 3.3.2 we describe how to subtract the
pole from these matrix elements in ChPT. Here, we give the expressions of the factors
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entering the decomposition (3.117). Note that our expressions are a factors are 1/
√
2
smaller than the original ones of Ref. [48]. At NLO we have
F (s, t, u) =
MK
2Fπ
{
1 +
1
F 2π
[CF + PF (s, t, u) + UF (s, t, u)]
}
G(s, t, u) =
MK
2Fπ
{
1 +
1
F 2π
[CG + PG(s, t, u) + UG(s, t, u)]
}
R(s, t, u) =
MK
4Fπ
{
1 +
1
F 2π
[CQ + PQ(s, t, u) + UQ(s, t, u)] +
Z(s, t, u)
Q˜2 −M2K
}
,
(4.27)
where
Z(s, t, u) = s + t− u+ 1
F 2π
[CZ + PZ(s, t, u) + UZ(s, t, u)] . (4.28)
The terms CX (with X = F,G,Q, Z) do not depend on the Mandelstam variables s, t, u
and contain the mass logarithms ℓP :
CF = −CG = 2CQ
=
1
16N
(
5M2πℓπ − 2M2KℓK − 3M2η ℓη
)
CZ = −M
2
K −M2π
8N
(
3M2πℓπ − 2M2KℓK −M2η ℓη
)
.
(4.29)
The terms PX(s, t, u) originate from tree graphs at NLO and are polynomials in s, t, u:
PX(s, t, u) =
9∑
j=1
pXj (s, t, u)L
r
j, X = F,G,Q, Z. (4.30)
They include the renormalized LEC Lrj of Eq. (1.59). The coefficients p
X
j (s, t, u) are listed
in Tab. 4.2 (resp. in Tab. 4.3) for X = F,G,Q (resp. for X = Z). The terms UX(s, t, u)
originate from one-loop diagrams and contain unitarity corrections. For X = F,G they
read
UF (s, t, u) = ∆0(s)
+
1
16
[(
14M2K + 14M
2
π − 19t
)
JrKπ(t) +
(
2M2K + 2M
2
π − 3t
)
JrηK(t)
]
+
1
8
[(
3M2K − 7M2π + 5t
)
KKπ(t) +
(
M2K − 5M2π + 3t
)
KηK(t)
]
− 1
4
{
9 [LKπ(t) + LηK(t)] + 3
(
M2K −M2π − 3t
) [
M rKπ(t) +M
r
ηK(t)
] }
− 1
2
(
M2K +M
2
π − t
)
JrKπ(t)−
1
2
(
M2K +M
2
π − u
)
JrKπ(u),
(4.31)
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and
UG(s, t, u) = ∆1(s)
+
1
16
[(
2M2K + 2M
2
π + 3t
)
JrKπ(t)−
(
2M2K + 2M
2
π − 3t
)
JrηK(t)
]
− 1
8
[(
3M2K − 7M2π + 5t
)
KKπ(t) +
(
M2K − 5M2π + 3t
)
KηK(t)
]
− 3
4
{
LKπ(t) + LηK(t)−
(
M2K −M2π + t
) [
M rKπ(t) +M
r
ηK(t)
] }
.
(4.32)
Here, JrPQ(t), KPQ(t), LPQ(t), M
r
PQ(t) are the loop-integral functions of Eq. (4.21) and
∆0(s) =
1
2
(
2s−M2π
)
Jrππ(s) +
3
4
s JrKK(s) +
M2π
2
Jrηη(s)
∆1(s) = s [2M
r
ππ(s) +M
r
KK(s)] .
(4.33)
For X = Q,Z the terms read
UQ(s, t, u) = ∆0(s) +
M2K − Q˜2
32
[
11JrKπ(t) + 8J
r
Kπ(u) + 3J
r
ηK(t)
]
− 1
8
[
5(s− t + u) + 5(M2K − Q˜2)− 6 (M2K +M2π)]KKπ(t)
− 1
8
[
3(s− t + u) + 3(M2K − Q˜2)− 2 (M2K +M2π)]KηK(t)
− 9
4
[LKπ(t) + LηK(t)]
+
3
8
[
4
(
t− u+ 2M2π
)− 3(M2K − Q˜2)] [M rKπ(t) +M rηK(t)] ,
(4.34)
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Table 4.2: Coefficients pFj (s, t, u), p
G
j (s, t, u) and p
Q
j (s, t, u).
j pFj (s, t, u) p
G
j (s, t, u) p
Q
j (s, t, u)
1 32(s− 2M2π) 32(s− 2M2π)
2 8(M2K + s− Q˜2) 8(t− u) 8(M2K − Q˜2)
3 4(M2K − 3M2π + 2s− t) 4(t−M2K −M2π) 8(s− 2M2π) + 2(M2K − Q˜2)
4 32M2π 32M
2
π
5 4M2π 4M
2
π 4(M
2
K +M
2
π)
9 2Q˜2 2Q˜2 2(s+ t− u)− 2(M2K − Q˜2)
and
UZ(s, t, u) = s∆0(s) + (t− u)∆1(s)− 4
9
M2KM
2
πJ
r
ηη(s)
+
1
32
[
+ 11(s− t+ u)2 − 20 (M2K +M2π) (s− t + u)
+ 12
(
M2K +M
2
π
)2 ]
JrKπ(t)
+
1
96
[
3(s− t+ u)− 2 (M2K +M2π)]2 JrηK(t)
+
1
4
(s+ t− u)2JrKπ(u)
+
1
4
(
M2K −M2π
) [
5(s− t+ u)− 6 (M2K +M2π)]KKπ(t)
+
1
4
(
M2K −M2π
) [
3(s− t+ u)− 2 (M2K +M2π)]KηK(t)
− 3
4
[
3s+ t− u− 2 (M2K +M2π)] [LKπ(t) + LηK(t)]
+
3
8
{
+ 2s
[
t− u+ 4 (M2K +M2π)]
− 3s2 + (t− u)2 − 16M2KM2π
} [
M rKπ(t) +M
r
ηK(t)
]
.
(4.35)
Once all terms CX , PX(s, t, u), UX(s, t, u) have been inserted in Eq. (4.27) and the pole
has been subtracted, one can determine the isospin components of NK±, HK±. The chiral
representation can be obtained evaluating the isospin components (3.122) in the forward
kinematics:
s = 0 t =M2K +M
2
π − 2MKν u = M2K +M2π + 2MKν. (4.36)
At tree level we find the results presented in Eq. (3.114).
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Table 4.3: Coefficients pZj (s, t, u).
j pZj (s, t, u)
1 32(s− 2M2π)(s− 2M2K)
2 8s2 + 8(t− u)2
3 −4(t− u)s− 16(M2π +M2K)s+ 10s2 + 2(t− u)2 + 32M2KM2π
4 32(M2K +M
2
π)s− 128M2KM2π
5 4(M2K +M
2
π)(s+ t− u)− 32M2KM2π
6 128M2KM
2
π
8 64M2KM
2
π
Amplitude of Eta Meson
The amplitude entering the asymptotic formula for the mass of the eta meson is defined as
Fη(ν˜, ϑπ+) = Tηπ0(0,−4Mη ν) +
[
Tηπ+(0,−4Mη ν) + Tηπ−(0,−4Mη ν)
]
eiL~n
~ϑ
π+ . (4.37)
The chiral representation can be determined from the ηπ-scattering,
π(p1) + η(p2) −→ π(p3) + η(p4), (4.38)
in the forward kinematics. In ChPT the ηπ-scattering is given by the invariant amplitude
Tπη(s, t, u). The amplitude Tπη(s, t, u) is invariant under the interchange of the first and
the last arguments, i.e. Tπη(s, t, u) = Tπη(u, t, s). This is a consequence of the fact that the
eta meson is its own antiparticle: in the ηπ-scattering, we can interchange p2 ↔ −p4 (i.e.
s↔ u) without changing the process. The isospin components of Fη can be all expressed
in terms of Tπη(s, t, u) in the same way,
Tηπ0(t, u− s) = Tηπ+(t, u− s)
= Tηπ−(t, u− s)
= Tπη(s, t, u).
(4.39)
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The invariant amplitude is known up to NLO in the chiral expansion and reads
Tπη(s, t, u) =
M2π
3F 2π
+
1
F 4π
{
+
2M2π
3N
(M2KℓK −M2πℓπ) + 8Lr1(t− 2M2η )(t− 2M2π)
+ 4Lr2
[
+ s2 + u2 + 2(M2η +M
2
π)− 2M2π(s+ u)
− 2M2η (s+ u− 2M2π)
]
+
4
3
Lr3
[
+ s2 + u2 + t2 + 2(M2η +M
2
π)
− 2M2π(s+ t+ u)− 2M2η (s+ t+ u− 4M2π)
]
+ 8Lr4
[ (
M2η +M
2
π
)
t− 4M2ηM2π
]
− 8
3
M2π
[
2Lr5M
2
η − Lr6
(
15M2η − 4M2K +M2π
) ]
− 16M2π
[
2Lr7
(
M2η −M2π
)− Lr8M2π]
+
M2π
6
(
2t−M2π
)
Jrππ(t)
+
1
24
(
3s− 3M2η −M2π
)2
JrKK(s)
+
1
24
(
3u− 3M2η −M2π
)2
JrKK(u)
+
1
24
t
(
9t− 6M2η − 2M2π
)
JrKK(t)
+
M2π
18
[
2M2π
[
Jrηπ(s) + J
r
ηπ(u)
]
+ (4M2η −M2π)Jrηπ(u)
]}
,
(4.40)
see Ref. [46]. Here, N = (4π), ℓP = 2 log(MP /µ) for P = π,K, η and µ is the renor-
malization constant. The renormalized LEC Lrj were introduced in Eq. (1.59) and the
loop-integral function JrPQ(t) is the defined for P,Q = π,K, η in Eq. (4.21). The chiral
representation of Fη can be obtained inserting the expression at NLO of Tπη(s, t, u) in the
isospin components (4.39) and evaluating in the forward kinematics:
s = M2η +M
2
π + 2Mη ν t = 0 u = M
2
η +M
2
π − 2Mη ν. (4.41)
At tree level we find the result presented in Eq. (3.91).
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4.1.2 Chiral Expansion
Having determined the chiral representation of the amplitudes, we now apply the asymp-
totic formulae derived in Chapter 3. The results are presented in Sections 4.2—4.4 where
we relegate cumbersome expressions in Appendix D. To better organize the results we
follow Ref. [32] and make use of the chiral expansion. Hereafter, we quickly explain how
the asymptotic formulae are expanded and how the results are organized.
We keep the discussion general and consider a pseudoscalar meson P with the mass
MP and the twisting angle ϑ
µ
P . The amplitudes of Tab. 4.1 can be expressed in the generic
forms,
XP (ν˜, ϑπ+) = ZPπ0(0,−4MPν) + [ZPπ+(0,−4MPν) + ZPπ−(0,−4MPν)] eiL~n~ϑπ+
YP (ν˜, ϑπ+) = [ZPπ+(0,−4MPν)− ZPπ−(0,−4MPν)] eiL~n~ϑπ+ ,
(4.42)
where ν = (s − u)/(4MP ) and ν˜ = ν/Mπ . The functions ZPπ0(t, u − s), ZPπ+(t, u − s),
ZPπ−(t, u−s) are isospin components in infinite volume. We can imagine that the amplitude
XP (ν˜, ϑπ+) enters in the asymptotic formula for the observable XP and estimates the
corrections δXP . Then, the resummed formula has the form
δXP = R(XP ) +O(e−λ¯)
R(XP ) =
1
(4π)2 λP
Mπ
XP
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
(
1 + y
DP
MP
∂
∂y
)
XP (iy, ϑπ+), (4.43a)
where λP = MPL, DP =
√
M2P + |~ϑP |2 −MP and λ¯ = M¯L with M¯ = (
√
3 + 1)Mπ/
√
2.
Analogously, the amplitude YP (ν˜, ϑπ+) enters in the asymptotic formula for the renormal-
ization term ∆ϑµXP estimating the spatial components:
∆~ϑXP =
~R(ϑXP ) +O(e−λ¯)
~R(ϑXP ) = −
1
2 (4π)2
M2π
XP
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 yYP (iy, ϑπ+). (4.43b)
For convenience, we decompose the two amplitudes as
XP (ν˜, ϑπ+) = XP (XP , π0) + XP (XP , π±) eiL~n~ϑπ+
YP (ν˜, ϑπ+) = YP (ϑXP ) eiL~n~ϑπ+ ,
(4.44)
and collect the isospin components in
XP (XP , π0) = ZPπ0(0,−4MPν)
XP (XP , π±) = ZPπ+(0,−4MPν) + ZPπ−(0,−4MPν)
YP (ϑXP ) = ZPπ+(0,−4MPν)− ZPπ−(0,−4MPν).
(4.45)
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In ChPT the amplitudes XP (ν˜, ϑπ+), YP (ν˜, ϑπ+) can be developed according to the
chiral expansion. The expansion is a series in powers of ξP = M
2
P/(4πFπ)
2 for which the
amplitudes read
XP (ν˜, ϑπ+) = X (2)P (ν˜, ϑπ+) + ξPX (4)P (ν˜, ϑπ+) +O(ξ2P )
YP (ν˜, ϑπ+) = Y (2)P (ν˜, ϑπ+) + ξPY (4)P (ν˜, ϑπ+) +O(ξ2P ).
(4.46)
At each order the terms can be decomposed by means of Eq. (4.44) in
X (j)P (ν˜, ϑπ+) = X (j)P (XP , π0) + X (j)P (XP , π±)eiL~n~ϑπ+
Y (j)P (ν˜, ϑπ+) = Y (j)P (ϑXP )eiL~n~ϑπ+ ,
(4.47)
where j = 2, 4, . . . This decomposition allows us to factorize order by order the phase factor
exp(iL~n~ϑπ+) within the chiral expansion (4.46). Then, the amplitudes can be expressed as
XP (ν˜, ϑπ+) = X (2)P (XP , π0) + ξPX (4)P (XP , π0) +O(ξ2P )
+
[
X (2)P (XP , π±) + ξPX (2)P (XP , π±) +O(ξ2P )
]
eiL~n
~ϑ
π+ (4.48a)
YP (ν˜, ϑπ+) =
[
Y (2)P (ϑXP ) + ξPY (4)P (ϑXP ) +O(ξ2P )
]
eiL~n
~ϑ
π+ . (4.48b)
These expressions induce a similar expansion in the asymptotic formulae. The asymptotic
formula (4.43a) can be rewritten as
R(XP ) = R(XP , π
0) +R(XP , π
±) +RD(XP , π0) +RD(XP , π±), (4.49)
with
R(XP , π
0) =
ξπ
λπ
Xπ
XP
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(XP , π
0) + ξP I
(4)(XP , π
0) +O(ξ2P )
]
R(XP , π
±) =
ξπ
λπ
Xπ
XP
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(XP , π
±) + ξP I
(4)(XP , π
±) +O(ξ2P )
]
eiL~n
~ϑ
π+
RD(XP , π
0) =
ξπ
λπ
Xπ
XP
DP
MP
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (XP , π
0) + ξP I
(4)
D (XP , π
0) +O(ξ2P )
]
RD(XP , π
±) =
ξπ
λπ
Xπ
XP
DP
MP
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (XP , π
±) + ξP I
(4)
D (XP , π
±) +O(ξ2P )
]
eiL~n
~ϑ
π+ .
(4.50)
The contributions R(XP , π
0), RD(XP , π
0) originate from XP (XP , π0) and hence, from the
virtual neutral pion. The contributions R(XP , π
±), RD(XP , π±) originate from XP (XP , π±)
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and hence, from virtual charged pions. Here, all contributions are rescaled byXπ/XP where
Xπ is the observable XP in infinite volume for P = π. Note that RD(XP , π
0), RD(XP , π
±)
are proportional to the parameter DP and disappear if ϑ
µ
P = 0. The contributions in-
volve integrals I(j)(XP , π
0), . . . , I
(j)
D (XP , π
±) which can be determined from the terms
X (j)P (XP , π0), X (j)P (XP , π±) of the decomposition (4.47).
The expression (4.48b) induces a similar expansion in the asymptotic formula (4.43b).
The formula can be rewritten as
~R(ϑXP ) = −
ξπMP
2
Xπ
XP
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I(2)(ϑXP ) + ξP I
(4)(ϑXP ) +O(ξ2P )
]
eiL~n
~ϑ
π+ . (4.51)
This formula just contains contributions originating from virtual charged pions. The in-
tegrals I(j)(ϑXP ) can be determined from the term Y (j)P (ϑXP ) of the decomposition (4.47).
Note that ~R(ϑXP ) is absent if the particle P has no twisting angle, namely if ϑ
µ
P = 0.
Moreover, ~R(ϑXP ) disappears for ϑ
µ
π+ = 0 due to the odd sum in ~n.
In the following we present the results obtained applying the asymptotic formulae of
Chapter 3. We expand the asymptotic formulae as in Eqs. (4.49, 4.51) and write down the
expressions of their integrals. The integrals can be in large part evaluated analytically but
in some case they must be estimated numerically. We present their expressions up to NLO
separating the part evaluated analytically from terms estimated numerically.
4.2 Asymptotic Formulae for Pions
4.2.1 Masses
We start with the asymptotic formulae for pion masses. The formula of the neutral pion
reads
δMπ0 = R(Mπ0) +O(e−λ¯)
R(Mπ0) = −
1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2 Fπ0(iy, ϑπ+). (4.52)
We insert the chiral representation of Fπ0 obtained from the isospin components (4.4) and
expand the representation according to Eq. (4.48a). The asymptotic formula exhibits two
contributions
R(Mπ0) = R(Mπ0 , π
0) +R(Mπ0 , π
±), (4.53)
with
R(Mπ0 , π
0) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Mπ0 , π
0) + ξπI
(4)(Mπ0 , π
0)
]
R(Mπ0 , π
±) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Mπ0 , π
±) + ξπI(4)(Mπ0 , π
±)
]
eiL~n
~ϑ
π+ .
(4.54)
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The integrals I(2)(Mπ0 , π
0), I(4)(Mπ0 , π
0) resp. I(2)(Mπ0 , π
±), I(4)(Mπ0 , π
±) were first cal-
culated in the framework of twisted mass ChPT in Ref. [26]. Here, we consider ordinary
ChPT and find
I(2)(Mπ0 , π
0) = B0 (4.55a)
I(2)(Mπ0 , π
±) = −2B0 (4.55b)
I(4)(Mπ0 , π
0) = −B0
[
9
2
− 4
3
ℓ¯1 − 8
3
ℓ¯2 +
3
2
ℓ¯3 − 2ℓ¯4
]
+B2
[
8− 8
3
ℓ¯1 − 16
3
ℓ¯2
]
+ S(4)(Mπ0 , π
0) (4.55c)
I(4)(Mπ0 , π
±) = B0
[
13
9
+
8
3
ℓ¯1 − ℓ¯3 − 4ℓ¯4
]
+B2
[
40
9
− 16
3
ℓ¯2
]
+ S(4)(Mπ0 , π
±). (4.55d)
The above expressions are in accordance with the results of Ref. [26]. The functions
B2k = B2k(λπ|~n|) were introduced in Ref. [25] and are evaluable analytically
B2k =
∫
R
dy y2k e−λπ |~n|
√
1+y2
=
Γ(k + 1/2)
Γ(3/2)
[
2
λπ|~n|
]k
K k+1(λπ|~n|).
(4.56)
Here, K j(x) are modified Bessel functions of the second kind. The µ-independent constants
ℓ¯j were introduced in Eq. (1.66). They depend logarithmically on the pion mass,
ℓ¯j = ℓ¯
phys
j + 2 log
(
Mphysπ
Mπ
)
, (4.57)
where Mphysπ = 0.140 GeV is the physical value of Tab. 1.2 and ℓ¯
phys
j are listed in Tab. 5.1.
The terms S(4)(Mπ0 , π
0), S(4)(Mπ0 , π
±) contain integrals that can not be evaluated analyt-
ically but just estimated numerically. In Eq. (D.1) we give their explicit expressions.
The asymptotic formulae for the masses of the charged pions read
δMπ± = R(Mπ±) +O(e−λ¯)
R(Mπ±) = −
1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
(
1 + y
Dπ±
Mπ
∂
∂y
)
Fπ±(iy, ϑπ+), (4.58)
where Dπ± =
√
M2π + |~ϑπ± |2 −Mπ . We insert the chiral representation of Fπ± obtained
from the isospin components (4.4) and expand the representation according to Eq. (4.48a).
The asymptotic formulae exhibit four contributions,
R(Mπ±) = R(Mπ±, π
0) +R(Mπ± , π
±) +RD(Mπ±, π
0) +RD(Mπ±, π
±), (4.59)
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where
R(Mπ± , π
0) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Mπ±, π
0) + ξπI
(4)(Mπ±, π
0)
]
R(Mπ±, π
±) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Mπ±, π
±) + ξπI(4)(Mπ±, π
±)
]
eiL~n
~ϑ
π+
RD(Mπ± , π
0) = − ξπ
2λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Mπ± , π
0) + ξπI
(4)
D (Mπ±, π
0)
]
RD(Mπ±, π
±) = − ξπ
2λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Mπ± , π
±) + ξπI
(4)
D (Mπ± , π
±)
]
eiL~n
~ϑ
π+ .
(4.60)
The integrals I(2)(Mπ± , π
0), I(4)(Mπ±, π
0) resp. I(2)(Mπ± , π
±), I(4)(Mπ±, π
±) were calcu-
lated in twisted mass ChPT, see Ref. [26]. In accordance with the results of Ref. [26], we
find
I(2)(Mπ± , π
0) = −B0 (4.61a)
I(2)(Mπ±, π
±) = 0 (4.61b)
I(4)(Mπ± , π
0) = B0
[
13
18
+
4
3
ℓ¯1 − 1
2
ℓ¯3 − 2ℓ¯4
]
+B2
[
20
9
− 8
3
ℓ¯2
]
+ S(4)(Mπ±, π
0) (4.61c)
I(4)(Mπ±, π
±) = −B0
[
34
9
− 8
3
ℓ¯1 − 8
3
ℓ¯2 + 2ℓ¯3
]
+B2
[
92
9
− 8
3
ℓ¯1 − 8ℓ¯2
]
+ S(4)(Mπ± , π
±), (4.61d)
where S(4)(Mπ±, π
0), S(4)(Mπ± , π
±) are given in Eq. (D.2). Note that these integrals are
related to that ones of Eq. (4.55) by means of
I(j)(Mπ± , π
0) =
1
2
I(j)(Mπ0 , π
±)
I(j)(Mπ±, π
±) = I(j)(Mπ0 , π
0) +
1
2
I(j)(Mπ0 , π
±),
(4.62)
where j = 2, 4. These identities follow from the relations between the isospin components
of the neutral and charged pions, see Eq. (4.4).
The integrals I
(2)
D (Mπ±, π
0), I
(4)
D (Mπ± , π
0) resp. I
(2)
D (Mπ± , π
±), I(4)D (Mπ± , π
±) can be
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evaluated from the derivative ∂yFπ±. We find
I
(2)
D (Mπ±, π
0) = I
(2)
D (Mπ±, π
±) = 0 (4.63a)
I
(4)
D (Mπ±, π
0) = B2
[
40
9
− 16
3
ℓ¯2
]
+ S
(4)
D (Mπ± , π
0) (4.63b)
I
(4)
D (Mπ± , π
±) = B2
[
184
9
− 16
3
ℓ¯1 − 16ℓ¯2
]
+ S
(4)
D (Mπ±, π
±), (4.63c)
where S
(4)
D (Mπ±, π
0), S
(4)
D (Mπ±, π
±) are given in Eq. (D.3).
The asymptotic formulae for the renormalization terms ∆ϑµΣ
π±
read
∆~ϑΣ
π± =
~R(ϑΣ
π± ) +O(e−λ¯)
~R(ϑΣ
π± ) = −
Mπ
2 (4π)2
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y Gπ±(iy, ϑπ+). (4.64)
We insert the chiral representation of Gπ± obtained from the isospin components (4.4)
and expand the representation according to Eq. (4.48b). The asymptotic formulae can be
written as
~R(ϑΣ
π± ) = −
ξπMπ
2
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I(2)(ϑΣ
π± ) + ξπI
(4)(ϑΣ
π± )
]
eiL~n
~ϑ
π+ . (4.65)
The integrals can be evaluated from the chiral representation of Gπ± . We find
I(2)(ϑΣ
π± ) = ±
{−4B2} (4.66a)
I(4)(ϑΣ
π± ) = ±
{
8B2
[
1− ℓ¯4
]
+ S(4)(ϑΣ
π+
)
}
, (4.66b)
where S(4)(ϑΣ
π+
) is given in Eq. (D.4).
4.2.2 Decay Constants
The asymptotic formula for the decay constant of the neutral pion reads
δFπ0 = R(Fπ0) +O(e−λ¯)
R(Fπ0) =
1
(4π)2 λπ
Mπ
Fπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 Nπ0(iy, ϑπ+). (4.67)
In Section 3.4.2 we have seen that Nπ0 is related to Fπ0, Cπ0 by virtue of Eq. (3.156). We
use this relation to determine the chiral representation of Nπ0 at one loop. If we insert the
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chiral representation in the asymptotic formula and expand according to Eq. (4.48a), we
obtain
R(Fπ0) = R(Fπ0 , π
0) +R(Fπ0 , π
±), (4.68)
with
R(Fπ0 , π
0) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Fπ0 , π
0) + ξπI
(4)(Fπ0 , π
0)
]
R(Fπ0 , π
±) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Fπ0 , π
±) + ξπI
(4)(Fπ0, π
±)
]
eiL~n
~ϑ
π+ .
(4.69)
The integrals I(2)(Fπ0, π
0), I(4)(Fπ0 , π
0) resp. I(2)(Fπ0 , π
±), I(4)(Fπ0 , π±) are related to
those of Eqs. (4.55, 4.82) and value
I(2)(Fπ0 , π
0) = 0 (4.70a)
I(2)(Fπ0, π
±) = −2B0 (4.70b)
I(4)(Fπ0 , π
0) = −B0
[
1− 2
3
ℓ¯1 − 4
3
ℓ¯2 + ℓ¯4
]
+B2
[
8− 8
3
ℓ¯1 − 16
3
ℓ¯2
]
+ S(4)(Fπ0 , π
0) (4.70c)
I(4)(Fπ0, π
±) = B0
[
2
9
+
4
3
ℓ¯1 − 2ℓ¯4
]
+B2
[
40
9
− 16
3
ℓ¯2
]
+ S(4)(Fπ0 , π
±). (4.70d)
The terms S(4)(Fπ0 , π
0), S(4)(Fπ0 , π
±) are explicitly given in Eq. (D.5).
The asymptotic formulae for the decay constants of charged pions read
δFπ± = R(Fπ±) +O(e−λ¯)
R(Fπ±) =
1
(4π)2 λπ
Mπ
Fπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
(
1 + y
Dπ±
Mπ
∂
∂y
)
Nπ±(iy, ϑπ+), (4.71)
where Dπ± are the parameters given in Eq. (3.57). We insert the chiral representation of
Nπ± obtained from the isospin components (3.111) and expand according to Eq. (4.48a).
The asymptotic formulae exhibit four contributions
R(Fπ±) = R(Fπ±, π
0) +R(Fπ± , π
±) +RD(Fπ±, π
0) +RD(Fπ± , π
±), (4.72)
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where
R(Fπ±, π
0) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Fπ± , π
0) + ξπI
(4)(Fπ±, π
0)
]
R(Fπ±, π
±) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Fπ± , π
±) + ξπI(4)(Fπ±, π
±)
]
eiL~n
~ϑ
π+
RD(Fπ±, π
0) =
ξπ
λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Fπ±, π
0) + ξπI
(4)
D (Fπ±, π
0)
]
RD(Fπ±, π
±) =
ξπ
λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Fπ±, π
±) + ξπI
(4)
D (Fπ±, π
±)
]
eiL~n
~ϑ
π+ .
(4.73)
The integrals I(2)(Fπ± , π
0), I(4)(Fπ± , π
0) resp. I(2)(Fπ±, π
±), I(4)(Fπ±, π±) were calculated
in twisted mass ChPT, see Ref. [26]. In accordance with the results of Ref. [26], we find
I(2)(Fπ±, π
0) = I(2)(Fπ±, π
±) = −B0 (4.74a)
I(4)(Fπ±, π
0) = B0
[
1
9
+
2
3
ℓ¯1 − ℓ¯4
]
+B2
[
20
9
− 8
3
ℓ¯2
]
+ S(4)(Fπ±, π
0) (4.74b)
I(4)(Fπ±, π
±) = −B0
[
8
9
− 4
3
ℓ¯1 − 4
3
ℓ¯2 + 2ℓ¯4
]
+B2
[
92
9
− 8
3
ℓ¯1 − 8ℓ¯2
]
+ S(4)(Fπ±, π
±). (4.74c)
The terms S(4)(Fπ±, π
0), S(4)(Fπ±, π
±) are given in Eq. (D.6).
The integrals I
(2)
D (Fπ±, π
0), I
(2)
D (Fπ±, π
0) resp. I
(2)
D (Fπ±, π
±), I(4)D (Fπ± , π
±) can be eval-
uated from the derivative ∂yNπ±. We find
I
(2)
D (Fπ±, π
0) = I
(2)
D (Fπ±, π
±) = 0 (4.75a)
I
(4)
D (Fπ±, π
0) = B2
[
40
9
− 16
3
ℓ¯2
]
+ S
(4)
D (Fπ± , π
0) (4.75b)
I
(4)
D (Fπ±, π
±) = B2
[
184
9
− 16
3
ℓ¯1 − 16ℓ¯2
]
+ S
(4)
D (Fπ±, π
±), (4.75c)
where S
(4)
D (Fπ±, π
0), S
(4)
D (Fπ±, π
±) are given in Eq. (D.7).
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The asymptotic formulae for the renormalization terms ∆ϑµA
π±
read
∆~ϑA
π± =
~R(ϑA
π± ) +O(e−λ¯)
~R(ϑA
π± ) = −
1
2 (4π)2
M2π
Fπ
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y Hπ±(iy, ϑπ+). (4.76)
We insert the chiral representation of Hπ± obtained from the isospin components (3.111)
and expand according to Eq. (4.48b). The asymptotic formulae can be written as
~R(ϑA
π± ) = −
ξπMπ
2
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I(2)(ϑA
π± ) + ξπI
(4)(ϑA
π± )
]
eiL~n
~ϑ
π+ . (4.77)
The integrals can be evaluated from the chiral representation of Hπ±. We find
I(2)(ϑA
π± ) = ±
{−4B2} (4.78a)
I(4)(ϑA
π± ) = ±
{
4B2
[
1− ℓ¯4
]
+ S(4)(ϑA
π+
)
}
, (4.78b)
where S(4)(ϑA
π+
) is given in Eq. (D.8).
4.2.3 Pseudoscalar Coupling Constants
The asymptotic formula for the pseudoscalar coupling constant of the neutral pion reads
δGπ0 = R(Gπ0) +O(e−λ¯)
R(Gπ0) =
1
(4π)2 λπ
M2π
Gπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2 Cπ0(iy, ϑπ+). (4.79)
We insert the chiral representation of Cπ0 obtained subtracting the pole from Eq. (4.12)
and expand according to Eq. (4.48a). The asymptotic formula exhibits two contributions,
R(Gπ0) = R(Gπ0 , π
0) +R(Gπ0, π
±), (4.80)
with
R(Gπ0, π
0) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Gπ0 , π
0) + ξπI
(4)(Gπ0 , π
0)
]
R(Gπ0 , π
±) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Gπ0 , π
±) + ξπI(4)(Gπ0, π
±)
]
eiL~n
~ϑ
π+ .
(4.81)
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The integrals I(2)(Gπ0, π
0), I(4)(Gπ0 , π
0) resp. I(2)(Gπ0 , π
±), I(4)(Gπ0 , π±) can be evaluated
from the chiral representation of Cπ0 . We find
I(2)(Gπ0 , π
0) = −B0 (4.82a)
I(2)(Gπ0, π
±) = 0 (4.82b)
I(4)(Gπ0 , π
0) = B0
[
7
2
− 2
3
ℓ¯1 − 4
3
ℓ¯2 +
3
2
ℓ¯3 − 3ℓ¯4
]
+ S(4)(Gπ0 , π
0) (4.82c)
I(4)(Gπ0, π
±) = −B0
[
11
9
+
4
3
ℓ¯1 − ℓ¯3 − 2ℓ¯4
]
+ S(4)(Gπ0 , π
±). (4.82d)
The terms S(4)(Gπ0 , π
0), S(4)(Gπ0 , π
±) are explicitly given in Eq. (D.9). Note that by virtue
of Eq. (3.151) these integrals are related to those of the mass and of the decay constant
through
I(j)(Gπ0, π
0) = I(j)(Fπ0 , π
0)− I(j)(Mπ0 , π0)
I(j)(Gπ0 , π
±) = I(j)(Fπ0 , π
±)− I(j)(Mπ0 , π±),
(4.83)
where j = 2, 4. These relations follow from chiral Ward identities and allow us to evaluate
the integrals of Eq. (4.70).
The asymptotic formulae for the pseudoscalar coupling constants of charged pions read
δGπ± = R(Gπ±) +O(e−λ¯)
R(Gπ±) =
1
(4π)2 λπ
M2π
Gπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
(
1 + y
Dπ±
Mπ
∂
∂y
)
Cπ±(iy, ϑπ+). (4.84)
We insert the chiral representation of Cπ± obtained from the isospin components (3.131)
and expand according to Eq. (4.48a). The asymptotic formulae exhibit four contributions,
R(Gπ±) = R(Gπ±, π
0) +R(Gπ±, π
±) +RD(Gπ±, π
0) +RD(Gπ±, π
±), (4.85)
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with
R(Gπ±, π
0) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Gπ±, π
0) + ξπI
(4)(Gπ±, π
0)
]
R(Gπ±, π
±) =
ξπ
λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Gπ±, π
±) + ξπI(4)(Gπ±, π
±)
]
eiL~n
~ϑ
π+
RD(Gπ±, π
0) =
ξπ
λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Gπ±, π
0) + ξπI
(4)
D (Gπ±, π
0)
]
RD(Gπ±, π
±) =
ξπ
λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Gπ±, π
±) + ξπI
(4)
D (Gπ±, π
±)
]
eiL~n
~ϑ
π+ .
(4.86)
The integrals I(2)(Gπ±, π
0), I(4)(Gπ±, π
0) resp. I(2)(Gπ±, π
±), I(4)(Gπ±, π±) can be evalu-
ated from the chiral representation of Cπ± . We find
I(2)(Gπ±, π
0) = 0 (4.87a)
I(2)(Gπ±, π
±) = −B0 (4.87b)
I(4)(Gπ±, π
0) = −B0
[
11
18
+
2
3
ℓ¯1 − ℓ¯3
2
− ℓ¯4
]
+ S(4)(Gπ±, π
0) (4.87c)
I(4)(Gπ±, π
±) = B0
[
26
9
− 4
3
ℓ¯1 − 4
3
ℓ¯2 + 2ℓ¯3 − 2ℓ¯4
]
+ S(4)(Gπ±, π
±), (4.87d)
where S(4)(Gπ±, π
0), S(4)(Gπ±, π
±) are given in Eq. (D.10). Note that these integrals are
related to those of Eq. (4.82) by means of
I(j)(Gπ±, π
0) =
1
2
I(j)(Gπ0 , π
±)
I(j)(Gπ±, π
±) = I(j)(Gπ0 , π
0) +
1
2
I(j)(Gπ0 , π
±),
(4.88)
where j = 2, 4. These relations follow from Eq. (4.12) once the pole has been subtracted.
The integrals I
(2)
D (Gπ±, π
0), I
(2)
D (Gπ±, π
0) resp. I
(2)
D (Gπ±, π
±), I(4)D (Gπ±, π
±) can be eval-
uated from the derivative ∂yCπ±. We find
I
(2)
D (Gπ±, π
0) = I
(2)
D (Gπ±, π
±) = 0 (4.89a)
I
(4)
D (Gπ±, π
0) = S
(4)
D (Gπ± , π
0) (4.89b)
I
(4)
D (Gπ±, π
±) = S(4)D (Gπ± , π
±), (4.89c)
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where S
(4)
D (Gπ±, π
0), S
(4)
D (Gπ±, π
±) are given in Eq. (D.11). Note that the above integrals
are related to those of masses and of decay constants through
I(j)(Gπ±, π
0) = I(j)(Fπ±, π
0)− I(j)(Mπ± , π0)
I(j)(Gπ±, π
±) = I(j)(Fπ±, π
±)− I(j)(Mπ±, π±)
I
(j)
D (Gπ±, π
0) = I
(j)
D (Fπ±, π
0)− I(j)D (Mπ± , π0)
I
(j)
D (Gπ±, π
±) = I(j)D (Fπ±, π
±)− I(j)D (Mπ±, π±),
(4.90)
where j = 2, 4. These results allow us to check the relations (3.149, 3.150).
The asymptotic formulae for the renormalization terms ∆ϑµG
π±
read
∆~ϑG
π± =
~R(ϑG
π± ) +O(e−λ¯)
~R(ϑG
π± ) = −
1
2 (4π)2
Mπ
Gπ
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y Kπ±(iy, ϑπ+).
We insert the chiral representation of Kπ± obtained from the isospin components (3.131)
and expand according to Eq. (4.48b). The asymptotic formulae can be written as
~R(ϑG
π± ) = −
ξπ
2Mπ
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I(2)(ϑG
π± ) + ξπI
(4)(ϑG
π± )
]
eiL~n
~ϑ
π+ . (4.91)
The integrals can be evaluated from the chiral representation of Kπ± . We find
I(2)(ϑG
π± ) = 0 (4.92a)
I(4)(ϑG
π± ) = ±
{−4B2 [1− ℓ¯4]+ S(4)(ϑG
π+
)
}
, (4.92b)
where S(4)(ϑG
π+
) is given in Eq. (D.12). Note that these integrals are related to those of
Eqs. (4.66, 4.78) through
I(j)(ϑG
π± ) = I
(j)(ϑA
π± )− I(j)(ϑΣπ± ), j = 2, 4. (4.93)
These results allow us to check the relations (3.149, 3.150).
4.2.4 Scalar Form Factors at a Vanishing Momentum Transfer
In Section 3.5 we have seen that at a vanishing momentum transfer we can derive asymp-
totic formulae for the matrix elements of the scalar form factor relying on the Feynman–
Hellman Theorem. The formula for the neutral pion reads
δΓπ
0
S
∣∣
q2=0
= R(Γπ
0
S ) +O(e−λ¯)
R(Γπ
0
S ) = −
1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1− λπ|~n|
√
1 + y2 + 2M2π∂M2π
)
Fπ0(iy, ϑπ+).
(4.94)
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We insert the chiral representation of Fπ0 obtained from the isospin components (4.4) and
expand according to Eq. (4.48a). The asymptotic formula exhibits two contributions,
R(Γπ
0
S ) = R(Γ
π0
S , π
0) +R(Γπ
0
S , π
±), (4.95)
with
R(Γπ
0
S , π
0) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Γπ
0
S , π
0) + ξπI
(4)(Γπ
0
S , π
0)
]
R(Γπ
0
S , π
±) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Γπ
0
S , π
±) + ξπI(4)(Γπ
0
S , π
±)
]
eiL~n
~ϑ
π+ .
(4.96)
The integrals I(2)(Γπ
0
S , π
0), I(4)(Γπ
0
S , π
0) resp. I(2)(Γπ
0
S , π
±), I(4)(Γπ
0
S , π
±) can be evaluated
from the chiral representation of Fπ0 . The evaluation involves terms with
√
1 + y2Fπ0.
For these terms, we make use of∫
R
dy y2kλπ|~n|
√
1 + y2 e−λπ |~n|
√
1+y2 = (2k − 1)B2k−2 + (2k + 1)B2k, (4.97)
where B2k are the functions defined in Eq. (4.56). The derivative ∂M2πFπ0 must be evaluated
with care. The operator ∂M2π acts on all quantities depending on the pion mass. For
example, it acts on the decay constant Fπ and on the constants ℓ¯j, see Eq. (4.57). This
leads to supplementary terms which must be integrated and added to the results according
to their chiral order. Altogether, we find
I(2)(Γπ
0
S , π
0) = B−2 + 2B0 (4.98a)
I(2)(Γπ
0
S , π
±) = −2 [B−2 + 2B0] (4.98b)
I(4)(Γπ
0
S , π
0) = −B−2
[
9
2
− 4
3
ℓ¯1 − 8
3
ℓ¯2 +
3
2
ℓ¯3 − 2ℓ¯4
]
−B0
[
31− 8ℓ¯1 − 16ℓ¯2 + 6ℓ¯3 − 4ℓ¯4
]
+B2
[
32− 16
3
ℓ¯1 − 32
3
ℓ¯2
]
+ S(4)(Γπ
0
S , π
0) (4.98c)
I(4)(Γπ
0
S , π
±) = B−2
[
13
9
+
8
3
ℓ¯1 − ℓ¯3 − 4ℓ¯4
]
−B0
[
2− 32
3
ℓ¯1 − 16
3
ℓ¯2 + 4ℓ¯3 + 8ℓ¯4
]
+B2
[
176
9
− 32
3
ℓ¯2
]
+ S(4)(Γπ
0
S , π
±), (4.98d)
where S(4)(Γπ
0
S , π
0), S(4)(Γπ
0
S , π
±) are explicitly given in Eq. (D.13).
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The asymptotic formulae for the matrix elements of the scalar form factor of charged
pions read
δΓπ
±
S
∣∣
q2=0
= R(Γπ
±
S ) +O(e−λ¯)
R(Γπ
±
S ) = −
1
2 (4π)2 λπ
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
[(
1− λπ|~n|
√
1 + y2 + 2M2π∂M2π
)
Fπ±(iy, ϑπ+)
− y Dπ±
Mπ
(
λπ|~n|
√
1 + y2 +
Mπ
Mπ +Dπ±
− 2M2π∂M2π
)
∂yFπ±(iy, ϑπ+)
+ y L~n~ϑπ±
(
1− λπ|~n|
√
1 + y2 + 2M2π∂M2π
)
Gπ±(iy, ϑπ+)
]
,
(4.99)
where Dπ± is given in Eq. (3.57). We insert the chiral representation of Fπ±, Gπ± obtained
from the isospin components (4.4) and expand according to Eq. (4.48a). The asymptotic
formulae exhibit five contributions
R(Γπ
±
S ) = R(Γ
π±
S , π
0)+R(Γπ
±
S , π
±)+RD(Γπ
±
S , π
0)+RD(Γ
π±
S , π
±)+2~ϑπ± ~RΓS(Θπ±), (4.100)
where
R(Γπ
±
S , π
0) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Γπ
±
S , π
0) + ξπI
(4)(Γπ
±
S , π
0)
]
R(Γπ
±
S , π
±) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Γπ
±
S , π
±) + ξπI(4)(Γπ
±
S , π
±)
]
eiL~n
~ϑ
π+
RD(Γ
π±
S , π
0) = − ξπ
2λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Γ
π±
S , π
0) + ξπI
(4)
D (Γ
π±
S , π
0)
]
RD(Γ
π±
S , π
±) = − ξπ
2λπ
Dπ±
Mπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (Γ
π±
S , π
±) + ξπI
(4)
D (Γ
π±
S , π
±)
]
eiL~n
~ϑ
π+
~RΓS(Θπ±) = −
ξπ
4Mπ
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I
(2)
ΓS
(Θπ±) + ξπI
(4)
ΓS
(Θπ±)
]
eiL~n
~ϑ
π+ .
(4.101)
The integrals I(2)(Γπ
±
S , π
0), I(4)(Γπ
±
S , π
0) resp. I(2)(Γπ
±
S , π
±), I(4)(Γπ
±
S , π
±) can be evalu-
ated from the first group of terms in the square brackets of Eq. (4.99). Using the chiral
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representation of Fπ± we find
I(2)(Γπ
±
S , π
0) = −[B−2 + 2B0] (4.102a)
I(2)(Γπ
±
S , π
±) = 0 (4.102b)
I(4)(Γπ
±
S , π
0) = B−2
[
13
18
+
4
3
ℓ¯1 − 1
2
ℓ¯3 − 2ℓ¯4
]
−B0
[
1− 16
3
ℓ¯1 − 8
3
ℓ¯2 + 2ℓ¯3 + 4ℓ¯4
]
+B2
[
88
9
− 16
3
ℓ¯2
]
+ S(4)(Γπ
±
S , π
0) (4.102c)
I(4)(Γπ
±
S , π
±) = −B−2
[
34
9
− 8
3
ℓ¯1 − 8
3
ℓ¯2 + 2ℓ¯3
]
− B0
[
32− 40
3
ℓ¯1 − 56
3
ℓ¯2 + 8ℓ¯3
]
+B2
[
376
9
− 16
3
ℓ¯1 − 16ℓ¯2
]
+ S(4)(Γπ
±
S , π
±), (4.102d)
where S(4)(Γπ
±
S , π
0), S(4)(Γπ
±
S , π
±) are given in Eq. (D.14).
The integrals I
(2)
D (Γ
π±
S , π
0), I
(4)
D (Γ
π±
S , π
0) resp. I
(2)
D (Γ
π±
S , π
±), I(4)D (Γ
π±
S , π
±) can be eval-
uated from the second group of terms in the square brackets of Eq. (4.99). Here, we must
first evaluate the derivative ∂yFπ±. We find
I
(2)
D (Γ
π±
S , π
0) = I
(2)
D (Γ
π±
S , π
±) = 0 (4.103a)
I
(4)
D (Γ
π±
S , π
0) = −B0
[
40
9
− 16
3
ℓ¯2
]
+B2
[
32
3
+ (1− Cπ±)
(
40
9
− 16
3
ℓ¯2
)]
+ S
(4)
D (Γ
π±
S , π
0) (4.103b)
I
(4)
D (Γ
π±
S , π
±) = −B0
[
184
9
− 16
3
ℓ¯1 − 16ℓ¯2
]
+B2
[
128
3
+ (1− Cπ±)
(
184
9
− 16
3
ℓ¯1 − 16ℓ¯2
)]
+ S
(4)
D (Γ
π±
S , π
±), (4.103c)
where Cπ± =Mπ/(Mπ +Dπ±) and S
(4)
D (Γ
π±
S , π
0), S
(4)
D (Γ
π±
S , π
±) are given in Eq. (D.15).
The integrals I
(2)
ΓS
(Θπ±), I
(4)
ΓS
(Θπ±) can be evaluated from the last group of terms in the
square brackets of Eq. (4.99). Using the chiral representation of Gπ± we find
I
(2)
ΓS
(Θπ±) = ±
{
4B0
}
(4.104a)
I
(4)
ΓS
(Θπ±) = ±
{
−8B0 [1− ℓ¯4]+ 16B2 + S(4)ΓS (Θπ+)} , (4.104b)
where S
(4)
ΓS
(Θπ+) is given in Eq. (D.16).
4.3 Asymptotic Formulae for Kaons 135
4.3 Asymptotic Formulae for Kaons
4.3.1 Masses
The asymptotic formulae for the kaon masses read
δMK± = R(MK±) +O(e−λ¯)
δMK0 = R(MK0) +O(e−λ¯),
(4.105)
where
R(MK±) = −
1
2 (4π)2 λK
Mπ
MK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1 + y
DK±
MK
∂
∂y
)
FK±(iy, ϑπ+)
R(MK0) = −
1
2 (4π)2 λK
Mπ
MK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1 + y
DK0
MK
∂
∂y
)
FK0(iy, ϑπ+).
(4.106)
The parameters DK±, DK0 are given in Eq. (3.83). We observe that R(MK0) differs from
R(MK±) in terms of DK±, DK0 and in terms of FK±, FK0. In Section 4.1.1 we have seen
that the chiral representation of FK0 is equal to that of FK−, see Eq. (4.25). Hence, we
can just consider the asymptotic formulae of charged kaons as in that case, the results of
the neutral kaon can be obtained replacing DK± with DK0.
We insert the chiral representation of FK± obtained from the isospin components (4.23)
inR(MK±) and expand according to Eq. (4.48a). The asymptotic formulae of charged kaons
exhibit four contributions,
R(MK±) = R(MK±, π
0) +R(MK±, π
±) +RD(MK±, π
0) +RD(MK±, π
±), (4.107)
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with
R(MK±, π
0) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(MK±, π
0) + ξKI
(4)(MK±, π
0)
]
R(MK±, π
±) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(MK±, π
±) + ξKI(4)(MK±, π
±)
]
eiL~n
~ϑ
π+
RD(MK±, π
0) = − ξπ
2λπ
DK±
MK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (MK±, π
0) + ξKI
(4)
D (MK±, π
0)
]
RD(MK±, π
±) = − ξπ
2λπ
DK±
MK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (MK±, π
±) + ξKI
(4)
D (MK±, π
±)
]
eiL~n
~ϑ
π+ .
(4.108)
The integrals I(2)(MK±, π
0), I(4)(MK±, π
0) resp. I(2)(MK±, π
±), I(4)(MK±, π
±) can be eval-
uated from the chiral representation of FK±. We find
I(2)(MK±, π
0) = I(2)(MK±, π
±) = 0 (4.109a)
I(4)(MK±, π
0) =
1
2
I(4)(MK±, π
±) (4.109b)
I(4)(MK±, π
±) = 2B0
[
+ 8NxπK (4L
r
1 + L
r
3 − 4Lr4 − Lr5 + 4Lr6 + 2Lr8)
+
xπK
9
+
ℓπ
4
x2πK
1− xπK
+
ℓK
16
(
7 + xπK
2
− 4
1− xπK +
1− 10xπK + x2πK
6(xηK − 1)
)
+
ℓη
32
(
2
3
+ (1− xπK)(xηK − 1) + 53
9
xπK − x
2
πK
3
−1 − 10xπK + x
2
πK
3(xηK − 1)
)]
+ 2 xπK B
2
[
− 8N (4Lr2 + Lr3)−
ℓπ
2
5xπK
1− xπK +
ℓη
2
xηK
xηK − 1
+
ℓK
2
(
5
1− xπK −
1
xηK − 1
)]
+ S(4)(MK±, π
±).
(4.109c)
Here, N = (4π)2, ℓP = 2 log(MP/µ) and xPQ = M
2
P/M
2
Q for P,Q = π,K, η. The term
S(4)(MK±, π
±) is explicitly given in Eq. (D.20). Note that these integrals are related to
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the integrals I
(2)
M
K
, I
(4)
M
K
of Ref. [32] by virtue of
I(j)(MK±, π
0) =
x
−1/2
πK
3
I
(j)
M
K
I(j)(MK±, π
±) =
2
3
x
−1/2
πK I
(j)
M
K
,
(4.110)
for j = 2, 4.
The integrals I
(2)
D (MK±, π
0), I
(4)
D (MK±, π
0) resp. I
(2)
D (MK±, π
±), I(4)D (MK±, π
±) can be
evaluated from the derivative ∂yFK±. We find
I
(2)
D (MK±, π
0) = I
(2)
D (MK±, π
±) = 0 (4.111a)
I
(4)
D (MK±, π
0) =
1
2
I
(4)
D (MK±, π
±) (4.111b)
I
(4)
D (MK±, π
±) = 2 xπKB
2
[
− 16N (4Lr2 + Lr3)− ℓπ
5xπK
1− xπK
+ ℓK
(
5
1− xπK −
1
xηK − 1
)
+ ℓη
xηK
xηK − 1
]
+ S
(4)
D (MK±, π
±), (4.111c)
where S
(4)
D (MK±, π
±) is given in Eq. (D.21).
The asymptotic formulae for the renormalization terms ∆ϑµΣ
K±
read
∆~ϑΣ
K± =
~R(ϑΣ
K± ) +O(e−λ¯),
~R(ϑΣ
K± ) = −
1
2 (4π)2
M2π
MK
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y GK±(iy, ϑπ+). (4.112)
We insert the chiral representation of GK± obtained from the isospin components (4.23)
and expand according to Eq. (4.48b). The asymptotic formulae can be written as
~R(ϑΣ
K± ) = −
ξπMK
2
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I(2)(ϑΣ
K± ) + ξKI
(4)(ϑΣ
K± )
]
eiL~n
~ϑ
π+ . (4.113)
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The integrals can be evaluated from the chiral representation of GK±. We find
I(2)(ϑΣ
K± ) = ±
{
−2 x1/2πK B2
}
(4.114a)
I(4)(ϑΣ
K± ) = ±
{
x
1/2
πK B
2
[
− 16NxπKLr5 −
ℓπ
2
5x2πK
1− xπK
− ℓK
4
(
7− 10
1− xπK +
1 + xπK
xηK − 1
)
− ℓηxηK
4
(
3− 1 + xπK
xηK − 1
)]
+ S(4)(ϑΣ
K+
)
}
, (4.114b)
where S(4)(ϑΣ
K+
) is given in Eq. (D.22). Note that the asymptotic formula for ∆ϑµΣ
K0
differs from that for ∆ϑµΣ
K−
only in terms of GK0, GK−. As the chiral representation of
GK0 is equal to that of GK−, the asymptotic formulae are equal in this case, and we can
use ~R(ϑΣ
K− ) to estimate ∆ϑ
µ
Σ
K0
.
4.3.2 Decay Constants of Charged Kaons
The asymptotic formulae for the decay constants of charged kaons read
δFK± = R(FK±) +O(e−λ¯)
R(FK±) =
1
(4π)2 λK
Mπ
FK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2
(
1 + y
DK±
MK
∂
∂y
)
NK±(iy, ϑπ+), (4.115)
where DK± is given in Eq. (3.83). We insert the chiral representation of NK± obtained
from the isospin components (3.122) and expand according to Eq. (4.48a). The asymptotic
formulae exhibit four contributions
R(FK±) = R(FK±, π
0) +R(FK±, π
±) +RD(FK±, π
0) +RD(FK±, π
±), (4.116)
where
R(FK±, π
0) =
ξπ
λπ
Fπ
FK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(FK±, π
0) + ξKI
(4)(FK±, π
0)
]
R(FK±, π
±) =
ξπ
λπ
Fπ
FK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(FK±, π
±) + ξKI(4)(FK±, π
±)
]
eiL~n
~ϑ
π+
RD(FK±, π
0) =
ξπ
λπ
Fπ
FK
DK±
MK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (FK±, π
0) + ξKI
(4)
D (FK±, π
0)
]
RD(FK±, π
±) =
ξπ
λπ
Fπ
FK
DK±
MK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (FK±, π
±) + ξKI
(4)
D (FK±, π
±)
]
eiL~n
~ϑ
π+ .
(4.117)
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The integrals I(2)(FK±, π
0), I(4)(FK±, π
0) resp. I(2)(FK±, π
±), I(4)(FK±, π±) can be evalu-
ated from the chiral representation of NK±. We find
I(2)(FK±, π
0) =
1
2
I(2)(FK±, π
±) (4.118a)
I(2)(FK±, π
±) = −1
2
B0 (4.118b)
I(4)(FK±, π
0) =
1
2
I(4)(FK±, π
±) (4.118c)
I(4)(FK±, π
±) = 2
{
B0
[
+N [4xπK(4L
r
1 + L
r
3 − 2Lr4)− Lr5(1 + xπK)]
− ℓπ xπK
32
(
7 +
2
1− xπK
)
+
ℓK
16
(
1
1− xπK −
xπK
xηK − 1
)
+
ℓη
32
(
6xπK + 3xηK +
2xπK
xηK − 1
)]
+ xπK B
2
[
− 8N(4Lr2 + Lr3)−
ℓπ
2
5xπK
1− xπK
+
ℓK
2
(
5
1− xπK −
1
xηK − 1
)
+
ℓη
2
xηK
xηK − 1
]}
+ S(4)(FK±, π
±). (4.118d)
The term S(4)(FK±, π
±) is explicitly given in Eq. (D.23). We note that these integrals are
related to the integrals I
(2)
FK
, I
(4)
FK
of Ref. [32] by virtue of2
I(j)(FK±, π
0) =
I
(j)
FK
3
I(j)(FK±, π
±) =
2
3
I
(j)
FK
,
(4.119)
for j = 2, 4.
The integrals I
(2)
D (FK±, π
0), I
(4)
D (FK±, π
0) resp. I
(2)
D (FK±, π
±), I(4)D (FK±, π
±) can be
2In Ref. [32] there are two missprints: in Eq. (57) the term 2ℓπ(xπη − 94 ) should read 2(ℓη − ℓπ 94 ) and
in Eq. (79) the factor of S0,4ηK should read
3
32 (1+xπK)(5−2xπK−3xηK) instead of 332 (5−3xηK)(1−x2πK).
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evaluated from the derivative ∂yNK±. We find
I
(2)
D (FK±, π
0) = I
(2)
D (FK±, π
±) = 0 (4.120a)
I
(4)
D (FK±, π
0) =
1
2
I
(4)
D (FK±, π
±) (4.120b)
I
(4)
D (FK±, π
±) = 2 xπK B2
[
− 16N(4Lr2 + Lr3)− ℓπ
5xπK
1− xπK
+ ℓK
(
5
1− xπK −
1
xηK − 1
)
+ ℓη
xηK
xηK − 1
]
+ S
(4)
D (FK±, π
±), (4.120c)
where S
(4)
D (FK±, π
±) is given in Eq. (D.24).
The asymptotic formulae for the renormalization terms ∆ϑµA
K±
read
∆~ϑA
K± =
~R(ϑA
K± ) +O(e−λ¯),
~R(ϑA
K± ) = −
1
2 (4π)2
M2π
FK
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ|~n|
√
1+y2 y HK±(iy, ϑπ+). (4.121)
We insert the chiral representation of HK± obtained from the isospin components (3.122)
and expand according to Eq. (4.48b). The asymptotic formulae can be written as
~R(ϑA
K± ) = −
ξπMK
2
Fπ
FK
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I(2)(ϑA
K± ) + ξKI
(4)(ϑA
K± )
]
eiL~n
~ϑ
π+ . (4.122)
The integrals can be evaluated from the chiral representation of HK±. We find
I(2)(ϑA
K± ) = ±
{
−2 x1/2πK B2
}
(4.123a)
I(4)(ϑA
K± ) = ±
{
x
1/2
πK B
2
[
− 8NxπKLr5 −
ℓπ
4
5x2πK
1− xπK
− ℓK
8
(
7− 10
1− xπK +
1 + xπK
xηK − 1
)
− ℓηxηK
8
(
3− 1 + xπK
xηK − 1
)]
+ S(4)(ϑA
K+
)
}
, (4.123b)
where S(4)(ϑA
K+
) is given in Eq. (D.25).
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4.3.3 Pseudoscalar Coupling Constants of Charged Kaons
The asymptotic formulae for the pseudoscalar coupling constants of charged kaons read
δGK± = R(GK±) +O(e−λ¯)
R(GK±) =
1
(4π)2 λK
MπMK
GK
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ|~n|
√
1+y2
×
(
1 + y
DK±
MK
∂
∂y
)
CK±(iy, ϑπ+).
(4.124)
In Section 3.4.2 we have seen that CK± is related to FK±, NK± by virtue of Eq. (3.156).
We use that relation to determine the chiral representation of CK± at one loop. If we insert
such chiral representation in the asymptotic formulae and expand according to Eq. (4.48a)
we obtain
R(GK±) = R(GK±, π
0) +R(GK±, π
±) +RD(GK±, π
0) +RD(GK±, π
±), (4.125)
where
R(GK±, π
0) =
ξπ
λπ
Gπ
GK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(GK±, π
0) + ξKI
(4)(GK±, π
0)
]
R(GK±, π
±) =
ξπ
λπ
Gπ
GK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(GK±, π
±) + ξKI(4)(GK±, π
±)
]
eiL~n
~ϑ
π+
RD(GK±, π
0) =
ξπ
λπ
Gπ
GK
DK±
MK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (GK±, π
0) + ξKI
(4)
D (GK±, π
0)
]
RD(GK±, π
±) =
ξπ
λπ
Gπ
GK
DK±
MK
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I
(2)
D (GK±, π
±) + ξKI
(4)
D (GK±, π
±)
]
eiL~n
~ϑ
π+ .
(4.126)
The integrals can be evaluated from those of Eqs. (4.109, 4.118) by means of
I(j)(GK±, π
0) =
◦
xπKx
−1
πK
[
I(j)(FK±, π
0)− FK
Fπ
I(j)(MK±, π
0)
]
I(j)(GK±, π
±) =
◦
xπKx
−1
πK
[
I(j)(FK±, π
±)− FK
Fπ
I(j)(MK±, π
±)
]
I
(j)
D (GK±, π
0) =
◦
xπKx
−1
πK
[
I
(j)
D (FK±, π
0)− FK
Fπ
I
(j)
D (MK±, π
0)
]
I
(j)
D (GK±, π
±) =
◦
xπKx
−1
πK
[
I
(j)
D (FK±, π
±)− FK
Fπ
I
(j)
D (MK±, π
±)
]
,
(4.127)
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where
◦
xπK =
◦
M2π/
◦
M2K and j = 2, 4. These relations follow from Eq. (3.151) and rely on
chiral Ward identities. In the evaluation, one must be careful: because of the prefactors
(i.e.
◦
xπKx
−1
πK and FK/Fπ) the integrals with j = 2 on the right-hand side generate terms
that contribute to the integrals with j = 4 on the left-hand side. For the first two types of
integrals we find
I(2)(GK±, π
0) =
1
2
I(2)(GK±, π
±) (4.128a)
I(2)(GK±, π
±) = −1
2
B0 (4.128b)
I(4)(GK±, π
0) =
1
2
I(4)(GK±, π
±) (4.128c)
I(4)(GK±, π
±) = 2
{
B0
[
−N[4xπK(4Lr1 + Lr3 − 6Lr4 + 8Lr6)− Lr5(1 + xπK)]
− 4NLr8(1 + 3xπK)−
xπK
9
+ ℓπ
5xπK
32
(
1− 2
1− xπK
)
− ℓK
96
(
21 + 3xπK − 30
1− xπK +
1− 4xπK + x2πK
xηK − 1
)
+
ℓη
96
(
+ 1− 3xπK − 6xηK + x2πK + 3xπKxηK
+
1− 4xπK + x2πK
xηK − 1
)]}
+ S(4)(GK±, π
±), (4.128d)
where the term S(4)(GK±, π
±) is given in Eq. (D.26). For the last two types of integrals
we find
I
(2)
D (GK±, π
0) = I
(2)
D (GK±, π
±) = 0 (4.129a)
I
(4)
D (GK±, π
0) =
1
2
I
(4)
D (GK±, π
±) (4.129b)
I
(4)
D (GK±, π
±) = S(4)D (GK±, π
±), (4.129c)
where S
(4)
D (GK±, π
±) is given in Eq. (D.27).
The asymptotic formulae for the renormalization terms ∆ϑµG
K±
read
∆~ϑG
K± =
~R(ϑG
K± ) +O(e−λ¯),
~R(ϑG
K± ) = −
1
2 (4π)2
M2π
GKMK
∑
~n∈Z3
|~n|6=0
~n
|~n|
∫
R
dy e−λπ |~n|
√
1+y2 y KK±(iy, ϑπ+). (4.130)
The chiral representation of KK± is related to that of GK±, HK± by means of Eq. (3.156).
We use that relation to determine the chiral representation of KK± at one loop. Inserting
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the representation in the asymptotic formulae and expanding according to Eq. (4.48b) we
obtain
~R(ϑG
K± ) = −
ξπ
2MK
Gπ
GK
∑
~n∈Z3
|~n|6=0
i~n
|~n|
[
I(2)(ϑG
K± ) + ξKI
(4)(ϑG
K± )
]
eiL~n
~ϑ
π+ . (4.131)
The integrals can be evaluated from those of Eqs. (4.114, 4.123) by means of
I(j)(ϑG
K± ) =
◦
xπKx
−1
πK
[
I(j)(ϑA
K± )−
FK
Fπ
I(j)(ϑΣ
K± )
]
, (4.132)
where j = 2, 4. Here, one must be careful: because of the prefactors (viz.
◦
xπKx
−1
πK and
FK/Fπ) the integrals I
(2)(ϑΣ
K± ), I
(2)(ϑA
K± ) generate terms that contribute to I
(4)(ϑG
K± ).
We find
I(2)(ϑG
K± ) = 0 (4.133a)
I(4)(ϑG
K± ) = ±
{
x
1/2
πK B
2
[
+ 8NLr5 +
ℓπ
4
5xπK
1− xπK
+
ℓK
8
(
3− 10
1− xπK +
1 + xπK
xηK − 1
)
− ℓηxηK
8
(
3 +
1 + xπK
xηK − 1
)]
+ S(4)(ϑG
K+
)
}
, (4.133b)
where S(4)(ϑG
K+
) is given in Eq. (D.28).
4.4 Asymptotic Formula for the Eta Meson
The asymptotic formula for the mass of the eta meson reads
δMη = R(Mη ) +O(e−λ¯)
R(Mη ) = −
1
2 (4π)2 λη
Mπ
Mη
∑
~n∈Z3
|~n|6=0
∫
R
dy
|~n| e
−λπ |~n|
√
1+y2 Fη(iy, ϑπ+). (4.134)
We insert the chiral representation of Fη obtained from the isospin components (4.39) and
expand according to Eq. (4.48a). The asymptotic formula exhibits two contributions
R(Mη ) = R(Mη , π
0) +R(Mη , π
±) (4.135)
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with
R(Mη , π
0) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Mη , π
0) + ξηI
(4)(Mη , π
0)
]
R(Mη , π
±) = − ξπ
2λπ
∑
~n∈Z3
|~n|6=0
1
|~n|
[
I(2)(Mη , π
±) + ξηI(4)(Mη , π
±)
]
eiL~n
~ϑ
π+ .
(4.136)
The integrals I(2)(Mη , π
0), I(4)(Mη , π
0) resp. I(2)(Mη , π
±), I(4)(Mη , π
±) can be evaluated
from the chiral representation of Fη. We find
I(2)(Mη , π
0) =
1
2
I(2)(Mη , π
±) (4.137a)
I(2)(Mη , π
±) =
2
3
xπη B
0 (4.137b)
I(4)(Mη , π
0) =
1
2
I(4)(Mη , π
±) (4.137c)
I(4)(Mη , π
±) =
2
3
xπη
{
B0
[
+ 16N
(
6 (Lr1 − Lr4 + Lr6 − Lr7) + Lr3 − Lr5
)
+ 16Nxπη (6L
r
7 + 3L
r
8)
− ℓπ xπη
3
(
13
2
− 2
1− xπη
)
+ ℓK (2xKη − xπη)
+
ℓη
3
(
xπη
2
− 2
1− xπη
)
− 2 + xπη
3
]
+ B2
[
− 32N (3Lr2 + Lr3) + 9 (1 + ℓK)
]}
+ S(4)(Mη , π
±), (4.137d)
where S(4)(Mη , π
±) is explicitly given in Eq. (D.29). Note that these integrals are related
to the integrals I
(2)
Mη
, I
(4)
Mη
of Ref. [32] by virtue of
I(j)(Mη , π
0) =
x
−1/2
πη
3
I
(j)
Mη
I(j)(Mη , π
±) =
2
3
x−1/2πη I
(j)
Mη
,
(4.138)
for j = 2, 4.
Chapter 5
Numerical Results
We estimate finite volume corrections numerically with the formulae presented in Chap-
ters 2 and 4. We first adopt the numerical set-up of Ref. [25, 32] and perform a generic
analysis. The numerical results are presented at NLO in Section 5.2 and beyond that order
in Section 5.3. In Section 5.4, we then take lattice data from two collaborations [49–51]
and illustrate how the formulae can be possibly applied to real simulations. The results
show that finite volume corrections can be comparable (or even larger) than the statistical
precision of lattice simulations. Hence, they should be taken into account before results of
lattice extrapolations can be compared with experimental measurements.
5.1 Numerical Set-up of Generic Analysis
We adopt the numerical set-up of Ref. [25,32] and express the quantities in infinite volume
appearing in the formulae (i.e. Fπ, FK , MK , Mη ) as functions of Mπ . For Fπ we use
the expression at NNLO obtained with 2-light-flavor ChPT while for FK , MK , Mη we
use expressions at NLO of 3-light-flavor ChPT. In any cases, the values of the relevant
LEC are summarized in Tab. 5.1. If avalaible, these values are taken from results of lattice
simulations with Nf = 2+1 dynamical flavors. For LEC of 2-light-flavor ChPT we take the
averages of the FLAG working group [86] which are obtained from Ref. [87, 89, 138, 139].
For LEC of 3-light-flavor ChPT we take the results of Ref. [137] as recommended by
FLAG [86]. The remaining values come from phenomenology [135, 136] or have been
determined evaluating the expressions of Fπ, FK ,MK ,Mη at the physical point (see later).
For each LEC, we quote the review articles they are taken from.
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Table 5.1: Values of the relevant LEC used in the numerical analysis. The values of LEC refer to
the renormalization scale µ = 0.770 GeV. Note that the central value of Lr7 has been determined
evaluating the expression of the mass of the eta meson at the physical point (see text). The
uncertainity on Lr7 has been taken as in Tab. 5 (column “All”) of Ref. [135].
(a) 2-light-flavor LEC.
j ℓ¯physj Ref.
1 −0.36± 0.59 [136]
2 4.31± 0.11 [136]
3 3.05± 0.99 [86]
4 4.02± 0.28 [86]
(b) 3-light-flavor LEC.
j Lrj(µ) · 103 Ref.
1 0.88± 0.09 [135]
2 0.61± 0.20 [135]
3 −3.04± 0.43 [135]
4 0.04± 0.14 [137]
5 0.84± 0.38 [137]
6 0.07± 0.10 [137]
7 −0.16± 0.15
8 0.36± 0.09 [137]
Mπ [GeV]
0.1
0.1 0.2 0.3 0.4 0.5
0.06
0.08
0.12
0.14 Fπ [GeV]
FK [GeV]
Figure 5.1: Pion mass dependence of Fπ, FK in infinite volume.
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5.1.1 Pion Mass Dependence in Infinite Volume
In infinite volume, the expression of the pion decay constant at NNLO reads
Fπ = F
{
1 + ξℓ¯4 + ξ
2
[
5
4
ℓ2π + ℓπ
(
7
6
ℓ¯1 +
4
3
ℓ¯2 +
ℓ¯3
2
− ℓ¯4
2
+ 2
)
+
ℓ¯3
2
ℓ¯4 − ℓ¯1
12
− ℓ¯2
3
− 13
192
+ rF (µ)
]}
. (5.1)
This expression is obtained with 2-light-flavor ChPT, see Ref. [115]. Here, ξ = M2π/(4πF )
2
and ℓπ = 2 log(Mπ/µ). The constants ℓ¯j are given in Eq. (4.57) and the values of ℓ¯
phys
j
are summarized in Tab. 5.1. The parameter rF (µ) is a combination of LEC at NNLO. In
Ref. [25] it was estimated as rF (µ) = 0± 3.
We can determine F numerically, evaluating Eq. (5.1) at the physical point. Taking
Mπ = M
phys
π± and inverting the expression, we find
F = (86.6± 0.4) MeV. (5.2)
This value agrees with the result of Ref. [25] and provides the ratio Fπ/F = (1.065±0.006)
which in turn agrees with the FLAG average obtained from simulations with Nf = 2 + 1
dynamical flavors, see Ref. [86, 89, 137, 139].
In Fig. 5.1 we represent the pion mass dependence of decay constants. We observe that
the dependence of Fπ is rather mild. As in Ref. [25], we conclude that this dependence is
too mild to violate the condition of Eq. (2.3). Thus, we can rely on ChPT and apply the
formulae of Chapters 2 and 4 to estimate finite volume corrections.
In infinite volume, the expressions at NLO of M2K , M
2
η , FK obtained with 3-light-flavor
ChPT read
M2K =
◦
M2K +
1
F 2π
{
M4π
[
−2k1 + 1
4N
(
−ℓπ +
◦
ℓη/3
)]
+msB0 (M
2
π +msB0)
[
8(k1 + 2k2) +
4
9N
◦
ℓη
]}
(5.3a)
M2η =
◦
M2η +
1
F 2π
{
M4π
[
161
9
(−k1 + 2k3) + 1
3N
(−2ℓπ +
◦
ℓK)
]
+ M2πmsB0
[
64
9
(k1 + 3k2 − 2k3) 4
3N
( ◦
ℓK − 2
9
◦
ℓη
)]}
(5.3b)
FK = Fπ +
1
F 2π
[
4(M2K −M2π)Lr5 +
1
N
(
5
8
M2πℓπ −
1
4
M2Kℓη −
3
8
M2η ℓη
)]
, (5.3c)
see Ref. [32]. In these expressions,
◦
ℓP = 2 log(
◦
MP/µ) resp. ℓP = 2 log(MP/µ) for P =
π,K, η and
k1 = 2L
r
8 − Lr5 k2 = 2Lr6 − Lr4 k3 = 3Lr7 + Lr8, (5.4)
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are linear combinations of 3-light-flavor LEC. The decay constant Fπ is expressed as in
Eq. (5.1). Here, the circled masses are not just at leading order but they have an hybrid
nature,
◦
M2K =
1
2
(M2π + 2B0ms)
◦
M2η =
1
3
(M2π + 4B0ms). (5.5)
The part containing M2π is at NLO while the part containing B0ms is at leading order.
This is unavoidable if we want to study the dependence on the pion mass of MK , Mη , FK
in ChPT. In practice, we use the first two expressions (5.3a, 5.3b) to determine B0ms, L
r
7
and the third one (5.3c) to check the numerical results.
Taking the values of LEC from Tab. 5.1 we evaluate the first expression (5.3a) at
Mπ = M
phys
π± . Requiring MK = M
phys
K± we find B0ms = 0.241 GeV
2. The uncertainity
on this value is of order 10−5 GeV2 and may be neglected. In a similar way, we evaluate
the second expression (5.3b) at Mπ = M
phys
π± and require Mη = M
phys
η . We find L
r
7 =
−0.16 · 10−3. This value agrees with the result presented in Tab. 5 (column “All”) of
Ref. [135]. As the uncertainity estimated through Eq. (5.3b) is O(10−7) we decide to take
the uncertainity given in Ref. [135]. This yields Lr7 = (−0.16 ± 0.15) · 10−3. To check our
numerical results on B0ms, L
r
7 we insert the expressions of M
2
K , M
2
η in Eq. (5.3c) and
evaluate FK at Mπ = M
phys
π± . We find
FK = (0.106± 0.004) GeV. (5.6)
Such value agrees with the result of PDG [2] and with the FLAG average obtained from
simulations with Nf = 2 + 1 dynamical flavors, see Ref. [86, 138, 140, 141].
We stress that here, Fπ is expressed with 2-light-flavor ChPT even in the 3-light-
flavor expressions of M2K , M
2
η , FK . This choice was already made in Ref. [32] and for
ms = m
phys
s it exacty reproduces what one would get in the 3-light-flavor framework
1. As
lattice simulations are usually performed atms ≈ mphyss we expect that such choice remains
a valid approximation also in our numerical analysis.
In Fig. 5.2 we represent the pion mass dependence of MK , Mη . We observe that the
dependence on Mπ is mild. The same holds for FK as one sees from Fig. 5.1. Note that
for Mπ ≈ 0.500 GeV we have MK ≈ 0.610 GeV and Mη ≈ 0.640 GeV. In that case, the
values of Mπ , MK , Mη are all similar. If we consider ξP = M
2
P/(4πFπ)
2 for P = π,K, η
we expect that these parameters stay small for all pion masses in [0.1 GeV, 0.5 GeV]. This
is confirmed by Fig. 5.3 where the pion mass dependence of ξP is represented graphically.
In the numerical analysis we will use the expansion parameters exactly as in Fig. 5.3.
In particular, we will consider ξP as exact and ignore their uncertainities. This choice
is justified by the fact that in lattice simulations such parameters can be determined
iteratively from M2P (L)/[4πFπ±(L)]
2 where the values of MP (L), Fπ±(L) may be refined
applying asymptotic formulae.
1Indeed, the low-energy constants ℓ¯j encode information about the virtual s-quark.
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Figure 5.2: Pion mass dependence of MK , Mη in infinite volume.
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Figure 5.3: Pion mass dependence of ξP in infinite volume.
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5.1.2 Twisting Angles, Multiplicity and Presentation of Results
In simulations of Lattice QCD, twisted boundary conditions are usually imposed in just
one spatial direction. In that case, the twisting angles are aligned to a specific axis.
Furthermore, it is usual to impose TBC on just one flavor, e.g. on the u-quark. Then, the
twisting angles result
~ϑu =
1
L
θ0
0
 resp. ~ϑd = ~ϑs = ~0. (5.7)
We use this configuration of twisting angles to perform the numerical analysis. In principle,
the angle θ can be arbitrarly chosen. Since we rely on ChPT, we require θ/L≪ 4πFπ. If
we consider L≫ 1 fm –as requested by Eq. (2.3)– the condition θ/L≪ 4πFπ is certainly
satisfied for θ ∈ [0, 2π]. Note that in the effective theory, the configuration (5.7) implies
that the twisting angles of charged pions and charged kaons are equal whereas that of the
neutral kaon is zero: ~ϑπ+ = ~ϑK+ = ~ϑu resp. ~ϑK0 = ~0. Obviously, this simplifies a lot of
calculations and allows us to study the dependence on twisting angles just by varying θ.
The configuration (5.7) is convenient for an other aspect. As twisting angles are aligned
to one specific axis, we may use the formula,
∑
~n∈Z3
|~n|6=0
f( |~n| ) eiL~n~ϑπ+ =
∞∑
n=1
f(
√
n )
⌊√n⌋∑
n1=−⌊√n⌋
m(n, n1) e
in1θ, (5.8)
to rewrite the three sums over the integer winding numbers as a nested sum over n ∈ N. In
general, this speeds up the numerical evaluation by a factor 15. The notation ⌊ . ⌋ indicates
the floor function, namely ⌊x⌋ is the largest integer number not greater than x ∈ R.
The factor m(n, n1) is called multiplicity. It corresponds to the number of possibilities to
construct a vector ~n ∈ Z3 with n = |~n|2, having previously fixed the value of the first
component to n1 ∈ Z. In Tab. 5.2 we list the values of the multiplicity for n ≤ 30. Note
that the prefactor 6 in the asymptotic formulae (3.1, 3.2) corresponds to the sum of the
multiplicity of a vector with n = 1.
In Sections 5.2 and 5.3 we present numerical results by means of graphs. We plot the
dependences on the pion mass Mπ and on the angle θ of the corrections. The pion mass
dependence is plotted for different values of the side length L and of the angle θ. Lines of
different colors refer to different values of L: black lines (L = 2 fm), green lines (L = 3 fm),
red lines (L = 4 fm). Lines of different hatchings refer to different values of θ: solid lines
(θ = 0), dashed lines (θ = π/8), dot-dashed lines (θ = π/4), dotted lines (θ = π/3). The
dark (resp. light) yellow areas refer to the region MπL < 2 for θ = 0 (resp. θ = π/3).
The angle dependence is plotted for different values of the pion mass Mπ and at a
fixed side length. Lines of different hatchings refer to different values of Mπ : solid lines
(Mπ = 0.140 GeV), dashed lines (Mπ = 0.197 GeV), dot-dashed lines (Mπ = 0.240 GeV),
dotted lines (Mπ = 0.340 GeV). Note that if we take L = 2 fm, the regionMπL < 2 begins
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Table 5.2: Multiplicity of vectors ~n ∈ Z3 with n := |~n|2 ≤ 30.
m(n, n1) n1 0 ±1 ±2 ±3 ±4 ±5
n
1 4 1 0 0 0 0
2 4 4 0 0 0 0
3 0 4 0 0 0 0
4 4 0 1 0 0 0
5 8 4 4 0 0 0
6 0 8 4 0 0 0
7 0 0 0 0 0 0
8 4 0 4 0 0 0
9 4 4 8 1 0 0
10 8 4 0 4 0 0
11 0 8 0 4 0 0
12 0 0 4 0 0 0
13 8 0 4 4 0 0
14 0 8 8 8 0 0
15 0 0 0 0 0 0
16 4 0 0 0 1 0
17 8 4 8 4 4 0
18 4 8 0 4 4 0
19 0 4 0 8 0 0
20 8 0 4 0 4 0
21 0 8 8 0 8 0
22 0 0 4 8 0 0
23 0 0 0 0 0 0
24 0 0 8 0 4 0
25 12 0 0 4 4 1
26 8 12 0 8 8 4
27 0 8 0 4 0 4
28 0 0 0 0 0 0
29 8 0 12 8 8 4
30 0 8 8 0 0 8
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for masses smaller thanMπ = 0.197 GeV. We remind that in that region, numerical results
should be taken with a grain of salt as the p-regime is no more guaranteed.
5.2 Finite Volume Corrections at NLO
5.2.1 Masses and Renormalization Terms
Masses
We begin with the mass corrections at NLO. At this order, only δMπ0 , δMη exhibit a
dependence on twisting angles. The corrections δMπ± , δMK±, δMK0 do not depend on
the twist. Moreover, δMK0 = δMK± and δMπ± is given by δMπ0 evaluated at θ = 0,
see Eq. (2.43). Hence, we concentrate on δMπ0 , δMK±, δMη and disregard δMπ±, δMK0.
In Fig. 5.4 and 5.5 we represent the dependences on Mπ and on θ. The pion mass
dependence of δMπ0 is represented in a logarithmic graph (see Fig. 5.4a) whereas the pion
mass dependences of δMK±, δMη in a linear graph (see Fig. 5.5a). The logarithmic graph
illustrates the exponential decay in Mπ of δMπ0 . The corrections decay as O(e−MπL) and
are represented by almost straight lines. In general, the corrections are positive and for
θ ∈ { 0, π/8, π/4, π/3 } their absolute values decrease with the angle. If we consider
L = 2 fm we read that δMπ0 is about 2.1% for θ = 0 (resp. 0.8% for θ = π/3) at
Mπ ≈ 0.2 GeV and decreases to less than 0.1% at Mπ ≈ 0.5 GeV. Considering the same
side length, δMη is one order of magnitude less and δMK± is even smaller, see Fig. 5.5a.
Moreover, δMη is negative for Mπ ∈ [0.1 GeV, 0.5 GeV] and δMK± is nearly constant in
the same interval. All these features can be explained if we look the expressions of the
mass corrections at NLO, see Eq. (2.43). At this order, δMη has various contributions of
which the dominant one is that of virtual pions. In the expression (2.43d) the contribution
of virtual pions is suppressed by a factor −M2π/M2η . This factor suppresses the mass
corrections of the eta meson with respect to δMπ0 and makes δMη negative. At NLO
δMK± has just one contribution due to the virtual eta meson. This contribution decays as
O(e−MηL) and is nearly constant because of the slow variation of the eta mass in infinite
volume, see Fig. 5.2. As consequences, δMK± is much smaller than δMπ0 and nearly
constant for Mπ ∈ [0.1 GeV, 0.5 GeV].
In Fig. 5.4b we represent the angle dependence of δMπ0 . We observe that δMπ0 depends
on θ as a cosinus function. The corrections oscillate with a period of 2π and have maxima
(resp. minima) at even (resp. odd) integer multiples of π. If we consider Mπ = 0.197 GeV,
the difference among maxima and minima is 4.0% at L = 2 fm. This is a sizable effect which
should be taken into account when physical observables are extrapolated from lattice data.
Note that δMπ0 turns negative for θ ∈[3π/8, 13π/8] unlike the case of PBC (i.e. θ = 0)
where it is always positive. In the same graph, δMπ± would be constant and would value as
δMπ0 at θ = 0. In Fig. 5.5b we represent the angle dependences of δMK±, δMη . We observe
that δMK± is constant and δMη depends on θ as a negative cosinus function. Considering
Mπ = 0.197 GeV, the difference among maxima and minima in δMη is 0.1% at L = 2 fm.
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(a) Pion mass dependence of δMπ0 .
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(b) Angle dependence of δMπ0 .
Figure 5.4: Mass corrections of the neutral pion at NLO. Note that in (a) δMπ± is given by the
solid lines (θ = 0) whereas in (b) it would be constant and would value as δMπ0 at θ = 0.
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Figure 5.5: Mass corrections of charged kaons and eta meson at NLO.
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This is a negligible effect.
Renormalization Terms
In Fig. 5.6—5.8 we represent the dependences on Mπ and on θ of the renormalization
terms ∆ϑµπ+ , ∆ϑ
µ
K+ , ∆ϑ
µ
K0 . We represent the first component (i.e. µ = 1) as for the
configuration (5.7) it is the only one which is non-zero. Since ∆ϑµπ+ , ∆ϑ
µ
K+ , ∆ϑ
µ
K0 are
dimensionful quantities, the values on the y-axis are in given in GeV. We remind the
reader that renormalization terms are here not treated as parts of corrections. However,
they should be then taken into account when extrapolating physical observables from lattice
simulations as they enter the expressions of energies and matrix elements.
In Fig. 5.6a we represent the pion mass dependence of −∆ϑµπ+ whereas in Fig. 5.7a
(resp. Fig. 5.8a) we represent the pion mass dependence of −∆ϑµK+ (resp. ∆ϑµK0). The
logarithmic graphs well illustrate the exponential decay inMπ . The renormalization terms
decay as O(e−MπL) and are represent by straight lines. The slopes depend on the values
of L while the y-intercepts on the value of θ. Note that for θ ∈ { 0, π/8, π/4, π/3 } the
absolute values of the renormalization terms increase with the angle. If we take a fixed
angle, then −∆ϑµπ+ is bigger than −∆ϑµK+ , ∆ϑµK0 . The reason is that the contribution of
virtual pions in −∆ϑµπ+ is a factor 2 bigger than those in −∆ϑµK+ , ∆ϑµK0 , see Eqs. (2.31,
2.41).
In Fig. 5.6b we represent the angle dependence of ∆ϑµπ+ and in Fig. 5.7b (resp. Fig. 5.8b)
that of ∆ϑµK+ (resp. ∆ϑ
µ
K0). We observe that the renormalization terms depend on θ
nearly as sinus functions. The zeros correspond to integer multiples of π and the extrema
(i.e. minima and maxima) are close to half-integer multiples of π. In this case, the slight
displacement of extrema is due to the specific form of the function fµ1(λP , ϑ), see Eq. (2.33).
5.2.2 Decay Constants
At NLO the corrections of the decay constants exhibit all a dependence on twisting angles.
However, δFK0 can be determined from δFK± substituting ϑK0 ↔ ϑK+ in Eqs. (2.54c,
2.54d) and on their own, δFπ0 , δFη are of no phenomenological interest. We then concen-
trate on δFπ±, δFK± in our numerical analysis.
In Fig. 5.9a (resp. Fig. 5.10a) we represent the pion mass dependence of −δFπ± (resp.
−δFK±). The logarithmic graphs illustrate the exponential decay O(e−MπL) of the cor-
rections. In general, the corrections are negative and for θ ∈ { 0, π/8, π/4, π/3 } their
absolute values decrease with the angle. If we consider L = 2 fm, we read that −δFπ± is
about 8.6% for θ = 0 (resp. 7.3% for θ = π/3) at Mπ ≈ 0.2 GeV and decreases to 0.3%
at Mπ ≈ 0.5 GeV. Considering the same side length, −δFK± is about 3.5% for θ = 0
(resp. 2.8% for θ = π/3) at Mπ ≈ 0.2 GeV and decreases to 0.2% at Mπ ≈ 0.5 GeV. Such
corrections can be comparable with the statistical precision of lattice simulations. In Sec-
tion 5.4 we will see that δFπ±, δFK± are sometimes understimated by lattice practitioners
whereas they may be sizable effects. From Fig. 5.9a and Fig. 5.10a we also observe that
the corrections of the decay constant are bigger –in absolute value– than the mass correc-
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Figure 5.6: Renormalization terms of charged pions at NLO. Note that in (a) the dark yellow
area refers to the region MπL < 2 for θ = π/8.
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Figure 5.7: Renormalization terms of charged kaons at NLO. Note that in (a) the dark yellow
area refers to the region MπL < 2 for θ = π/8.
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Figure 5.8: Renormalization terms of the neutral kaon at NLO. Note that in (a) the dark yellow
area refers to the region MπL < 2 for θ = π/8.
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tions. This can be explained comparing the expressions (2.54) with those of Eq. (2.43). In
−δFπ± (resp. −δFK±) the contribution of virtual pions is bigger than that of δMπ± (resp.
δMK±). Since the contribution of virtual pions is dominant, the corrections of the decay
constant are bigger than those of masses. As a side remark we note that −δFK± is smaller
than −δFπ± because of a prefactor 3/8 suppressing the contribution of virtual pions in the
expression of charged kaons, see Eqs. (2.54b, 2.54c).
In Fig. 5.9b (resp. Fig. 5.10b) we represent the angle dependence of δFπ± (resp. δFK±).
We observe that the corrections depend on θ as negative cosinus functions. The maxima
(resp. minima) are located at odd (resp. even) integer multiples of π. If we consider
Mπ = 0.197 GeV, the difference among maxima and minima is 4.0% in δFπ± (resp. 2.1%
in δFK±) at L = 2 fm. These are sizable effects and should be taken into account when
physical observables are extrapolated from lattice data at different twisting angles.
5.2.3 Pseudoscalar Coupling Constants
At NLO the corrections of the pseudoscalar coupling constants exhibit all a dependence
on twisting angles. In Section 2.3.3 we have seen that the corrections of the pseudoscalar
coupling constants are related to those of masses and decay constants. The relations origi-
nate from chiral Ward identities and allow one to determine the corrections of pseudoscalar
coupling constants from the sum of the mass corrections plus the corrections of decay con-
stants, see Eqs. (2.67, 2.68). Since we have numerically estimated δMπ±, δMK± and δFπ± ,
δFK± we can determine δGπ±, δGK± by means of such relations. Moreover, δGK0 can
be determined from δGK± substituting ϑK0 ↔ ϑK+ in Eqs. (2.58c, 2.58d). Therefore, we
concentrate on δGπ0 , δGη which must be numerically evaluated from Eqs. (2.58a, 2.58e).
In Fig. 5.11a (resp. Fig. 5.12a) we represent the pion mass dependence of −δGπ0
(resp. −δGη). The logarithmic graphs illustrate the exponential decay O(e−MπL) of the
corrections. In Fig. 5.11a the lines are so close that they overlap in the graph. On the
contrary, the lines of Fig. 5.12a are distinguishable for different angles. In general, the
corrections are negative and for θ ∈ { 0, π/8, π/4, π/3 } their absolute values decrease with
the angle. If we consider L = 2 fm, we read that −δGπ0 is about 4.4% at Mπ ≈ 0.2 GeV
and decreases to 0.2% at Mπ ≈ 0.5 GeV. Considering the same side length, −δGη is about
4.4% for θ = 0 (resp. 3.5% for θ = π/3) at Mπ ≈ 0.2 GeV and decreases to 0.2% at
Mπ ≈ 0.5 GeV. From these values, we observe that −δGπ0 ≈ −δGη for θ = 0. This can
be understood if we look the expressions of the corrections at NLO for vanishing twisting
angles, see Eq. (2.73). In that case, the contribution of virtual pions in δGπ0 and in δGη
are equal. As this is the dominant contribution, we conclude that for θ = 0 the corrections
are similar, namely −δGπ0 ≈ −δGη.
In Fig. 5.11b we represent the angle dependence of δGπ0. We observe that δGπ0 is
practically constant for the configuration (5.7). This is explicable as at NLO the contri-
bution of virtual pions in δGπ0 does not depend on twisting angles, see Eq. (2.58a). The
angle dependence is due to the contribution of virtual kaons which is however suppressed
as O(e−MKL). In principle, δGπ0 depends on θ as a negative cosinus but the cosinus is
so suppressed that δGπ0 results almost constant. In Fig. 5.12b we represent the angle
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Figure 5.9: Corrections of the decay constants of charged pions at NLO.
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Figure 5.10: Corrections of the decay constants of charged kaons at NLO.
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Figure 5.11: Corrections of the pseudoscalar coupling constant of the neutral pion at NLO.
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Figure 5.12: Corrections of the coupling constant of the eta meson at NLO.
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dependence of δGη. We observe that δGη depends on θ as a negative cosinus function.
The maxima (resp. minima) are located at odd (resp. even) integer multiples of π. If we
consider Mπ = 0.197 GeV, the difference among maxima and minima is 2.7% at L = 2 fm.
Most of this difference is due to the contribution of virtual charged pions.
5.2.4 Pion Form Factors
Vanishing Momentum Transfer
We consider pions at rest and estimate the corrections of the matrix elements of form
factors at a vanishing momentum transfer (i.e. q2 = 0). Here, we concentrate on δΓπ
0
S ,
δΓπ
+
S , (∆Γ
π+
V )
µ and represent their dependences on Mπ and on θ.
In Fig. 5.13a (resp. Fig. 5.14a) we represent the pion mass dependence of δΓπ
0
S (resp.
δΓπ
+
S ) at q
2 = 0. The yellow areas refer to the region MπL < 2. The solid lines (θ = 0)
reach that region when –starting from the right-hand side of the figure– they first touch
the dark yellow area. The dotted lines (θ = π/3) reach this region when they enter in the
light yellow area. We remind the reader that for MπL < 2 the p-regime is not guaranteed
and numerical results should be taken with a grain of salt.
From the graphs, we observe that the corrections decay exponentially as O(e−MπL) and
they are mainly negative. The corrections may turn positive depending on the pion mass.
If we consider L = 2 fm, we read that δΓπ
0
S is about −0.7% for θ = 0 (resp. 0.6% for
θ = π/3) at Mπ ≈ 0.2 GeV and amounts to −0.2% for θ = 0 (resp. −0.1% for θ = π/3) at
Mπ ≈ 0.5 GeV. Considering the same side length, δΓπ+S is about −0.7% for θ = 0 (resp.
3.5% for θ = π/3) at Mπ ≈ 0.2 GeV and amounts to −0.2% for θ = 0 (resp. −0.1% for
θ = π/3) at Mπ ≈ 0.5 GeV. Note that for θ = 0 the corrections δΓπ0S , δΓπ+S are equal as
expected in the case of PBC.
In Fig. 5.13b we represent the angle dependence of δΓπ
0
S at q
2 = 0. We observe that
δΓπ
0
S depends on θ nearly as a negative cosinus function. The shape is deformed due to
the cancellation among the functions g1(λP , ϑ), g2(λP , ϑ), see Eq. (2.86a). In Fig. 5.14b
is represented the angle dependence of δΓπ
+
S at q
2 = 0. We observe that δΓπ
+
S depends
on θ nearly as θ sin θ. Such dependence originates from the last term of Eq. (2.86b) and
provides large corrections for large angles. To minimize the corrections it is then important
to employ small angles, i.e. θ < π.
The corrections of the matrix elements of the vector form factor are represented in
Fig. 5.15. We represent the first component as for the configuration (5.7) it is the only
one which is non-zero. Since (∆Γπ
+
V )
µ is dimensionful, the values on the y-axis are given
in GeV.
In Fig. 5.15a we represent the pion mass dependence of −(∆Γπ+V )µ at q2 = 0. The
logarithmic graph illustrates that the corrections decay exponentially as O(e−MπL). They
are mainly negative and for θ ∈ { 0, π/8, π/4, π/3 } their absolute value increases with the
angle. Note that the corrections disappear for θ = 0. This because we are considering the
case of pions at rest (i.e. ~p = ~0) for which the corrections (2.96) disappear when ϑµπ± = 0.
In Fig. 5.15b is represented the angle dependence of (∆Γπ
+
V )
µ at q2 = 0. We observe that
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Figure 5.13: Corrections of the matrix element of the scalar form factor at NLO.
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Figure 5.14: Corrections of the matrix element of the scalar form factor at NLO.
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Figure 5.15: Corrections of the matrix element of the vector form factor at NLO. Note that in
(a) the dark yellow area refers to the region MπL < 2 for θ = π/8.
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(∆Γπ
+
V )
µ depends on θ nearly as −(θ cos θ+ sin θ). The enhanced cosinus dependence (i.e.
−θ cos θ) originates from the contraction of the external twisting angle with the function
hµν2 (λP , ϑ). This provides large corrections for large angles. The sinus dependence (− sin θ)
originates from the renormalization term ∆ϑµπ+ as already observed in Section 5.2.1.
Non-zero Momentum Transfer
To estimate the corrections at a non-zero momentum transfer we consider the incoming
pion at rest (i.e. ~p = ~0) and the outgoing pion moving along the first axis carrying the first
non-zero momentum (i.e. | ′~p | = 2π/L). This kinematics provides the minimal momentum
transfer,
qµmin =
(
q0
~q
)
with ~q =
2π
L
10
0
 . (5.9)
The zeroth component corresponds to the energy transfer among external pions,
q0 = E ′π0(L)−Mπ0(L) for external π0,
q0 = E ′π+(L)− Eπ+(L) for external π+.
(5.10)
For the configuration (5.7) the pion energies take the following forms,
E ′π0(L) =
√
M2π0(L) + (2π)
2/L2
Eπ+(L) =
√
M2π±(L) + (θ/L)
2 + 2 θ∆ϑ/L+O(ξ2π)
E ′π+(L) =
√
M2π±(L) + (2π + θ)
2/L2 + 2 (2π + θ)∆ϑ/L+O(ξ2π).
(5.11)
Here, Mπ0(L), Mπ±(L) are the pion masses in finite volume and their corrections are given
in Eq. (2.75a) in the case of 2-light-flavor ChPT. The quantity,
∆ϑ = ξπ
∞∑
n=1
4i
Ln
K 2(λπ
√
n)
⌊√n⌋∑
n1=−⌊√n⌋
m(n, n1)n1e
in1θ, (5.12)
corresponds to the first component of the renormalization term (2.76) evaluated for the
configuration (5.7).
In Fig. 5.16a (resp. Fig. 5.17a) we represent the pion mass dependence of −δΓπ0S (resp.
−δΓπ+S ) at q2 = q2min. The logarithmic graphs illustrate the exponential decay O(e−MπL)
of the corrections. The corrections are mainly negative. For θ ∈ { 0, π/8, π/4, π/3 } the
absolute value of δΓπ
0
S increases (resp. that of δΓ
π+
S decreases) with the angle. If we
consider L = 2 fm, we read that −δΓπ0S is about 7.8% for θ = 0 (resp. 8.2% for θ = π/3) at
Mπ ≈ 0.2 GeV and decreases to 0.3% atMπ ≈ 0.5 GeV. Considering the same side length,
−δΓπ+S is about 7.8% for θ = 0 (resp. 3.5% for θ = π/3) at Mπ ≈ 0.2 GeV and decreases to
0.3% for θ = 0 (resp. 0.2% for θ = π/3) at Mπ ≈ 0.5 GeV. From these values we observe
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Figure 5.16: Corrections of the matrix element of the scalar form factor at NLO.
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Figure 5.17: Corrections of the matrix element of the scalar form factor at NLO.
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Figure 5.18: Corrections of the matrix element of the vector form factor at NLO.
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Figure 5.19: Corrections of the matrix element of the vector form factor at NLO.
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that δΓπ
0
S , δΓ
π+
S can be comparable with the statistical precision of lattice simulations.
Note also that for θ = 0 the corrections δΓπ
0
S , δΓ
π+
S are equal as expected in the case of
PBC.
In Fig. 5.16b we represent the angle dependence of δΓπ
0
S at q
2 = q2min. We observe
that δΓπ
0
S depends on θ as a cosinus function. The maxima (resp. minima) are located at
even (resp. odd) integer multiples of π. If we consider Mπ = 0.197 GeV, the difference
among maxima and minima is 1.6% at L = 2 fm. This can be sizable effect in very precise
lattice simulations and should be taken into account. In Fig. 5.17b is represented the angle
dependence of δΓπ
+
S at q
2 = q2min. We observe that δΓ
π+
S depends on θ in a non-trivial way.
The dependence mostly originates from the last term of Eq. (2.80b) and provides large
corrections for large angles. It is then important to employ small angles (i.e. θ < π) to
minimize the corrections of the matrix elements.
The corrections of the matrix elements of the vector form factor are represented in
Fig. 5.18 and 5.19. We represent the components µ = 0, 1 as they are the only ones which
are non-zero for the configuration (5.7). In Fig. 5.18a (resp. Fig. 5.19a) we represent
the pion mass dependence of −(∆Γπ+V )µ for µ = 1 (resp. µ = 0). In both cases, the
logarithmic graph illustrates the exponential decay O(e−MπL) of the corrections. The
corrections are mainly negative; however, they may turn positive depending on the angle.
For θ ∈ { 0, π/8, π/4, π/3 } the absolute value of (∆Γπ+V )µ=1 increases with the angle
whereas that of for (∆Γπ
+
V )
µ=0 is decreasing. In Fig. 5.18b (resp. Fig. 5.19b) we represent
the angle dependence of (∆Γπ
+
V )
µ for µ = 1 (resp. µ = 0). We observe that (∆Γπ
+
V )
µ
depends on θ in a non-trivial way either for µ = 1 as for µ = 0. These dependences
provide large corrections for large angles and it is then important to employ small angles
to minimize the corrections.
5.3 Finite Volume Corrections beyond NLO
5.3.1 Masses and Renormalization Terms of Self Energies
Masses
In Fig. 5.20—5.22 we represent the mass corrections estimated with R(Mπ0), R(Mπ±),
R(MK±), R(Mη ). The pion mass dependences of R(Mπ0), R(Mπ±) are represented in
logarithmic graphs (see Fig. 5.20a and Fig. 5.21a) whereas the pion mass dependences of
R(MK±), R(Mη ) are represented in a linear graph (see Fig. 5.22a). In these graphs the
bands of the uncertainity are displayed for solid lines (i.e. for θ = 0). Bands of different
colors refer to different values of L: gray (L = 2 fm), light green (L = 3 fm), orange
(L = 4 fm). Uncertainity bands are here calculated with the usual formula of the error
propagation. As unique source of error, we have taken the uncertainities on the LEC
contained in the integrals I(4)(Mπ0 , π
0), . . . , I(4)(Mη , π
±). We remind the reader that the
LEC and their uncertainities are listed in Tab. 5.1.
The logarithmic graphs illustrate the exponential decay O(e−MπL) of the corrections.
In Fig. 5.20a the lines are almost straight and can be distinguished for different angles. In
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Figure 5.20: Mass corrections of the neutral pion beyond NLO.
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Table 5.3: Comparison of corrections evaluated at NLO with ChPT and estimated beyond NLO
with asymptotic formulae. Here, we use L = 2.83 fm so that MπL = 2 for Mπ = M
phys
π± . The
uncertainities of R(Mπ0) originate from the errors of LEC contained in the integrals I
(4)(Mπ0 , π
0),
I(4)(Mπ0 , π
±). Note that results with Mπ < 0.140 GeV should be taken with a grain of salt as
they are in the region where the p-regime is no more guaranteed.
(a) Mass corrections for θ = 0.
Mπ [GeV] δMπ0 R(Mπ0)
0.100 0.0240 0.0334(5)
0.120 0.0163 0.0234(5)
0.140 0.0113 0.0167(5)
0.160 0.0079 0.0121(4)
0.180 0.0057 0.0088(4)
0.200 0.0040 0.0065(3)
0.220 0.0029 0.0048(3)
0.240 0.0021 0.0038(2)
0.260 0.0015 0.0027(2)
0.280 0.0011 0.0020(2)
0.300 0.0008 0.0015(1)
0.320 0.0006 0.0012(1)
0.340 0.0004 0.0009(1)
0.360 0.0003 0.0007(1)
0.380 0.0002 0.0005(1)
0.400 0.0002 0.0004(0)
0.420 0.0001 0.0003(0)
0.440 0.0001 0.0002(0)
0.460 0.0001 0.0002(0)
0.480 0.0001 0.0001(0)
0.500 0.0000 0.0001(0)
(b) Mass corrections for θ = π/3.
Mπ [GeV] δMπ0 R(Mπ0)
0.100 0.0050 0.0119(4)
0.120 0.0050 0.0102(4)
0.140 0.0043 0.0082(4)
0.160 0.0034 0.0065(4)
0.180 0.0027 0.0050(3)
0.200 0.0020 0.0039(3)
0.220 0.0015 0.0030(3)
0.240 0.0012 0.0023(2)
0.260 0.0009 0.0017(2)
0.280 0.0006 0.0013(2)
0.300 0.0005 0.0010(1)
0.320 0.0004 0.0008(1)
0.340 0.0003 0.0006(1)
0.360 0.0002 0.0005(1)
0.380 0.0001 0.0004(1)
0.400 0.0001 0.0003(0)
0.420 0.0001 0.0002(0)
0.440 0.0001 0.0002(0)
0.460 0.0000 0.0001(0)
0.480 0.0000 0.0001(0)
0.500 0.0000 0.0001(0)
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Figure 5.21: Mass corrections of charged pions beyond NLO.
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Figure 5.22: Mass corrections of charged kaons and eta meson beyond NLO.
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Fig. 5.21a the lines are exactly straight and are so close that they overlap in the graph. If we
consider L = 2 fm we read that R(Mπ0) is about 3.7% for θ = 0 (resp. 1.9% for θ = π/3) at
Mπ ≈ 0.2 GeV and decreases to 0.2% for θ = 0 (resp. 0.1% for θ = π/3) at Mπ ≈ 0.5 GeV.
Considering the same side length, R(Mπ±) is about 3.7% atMπ ≈ 0.2 GeV and decreases to
0.2% at Mπ ≈ 0.5 GeV. These corrections are significantly bigger than those at NLO. For
instance, in Tab. 5.3a (resp. Tab. 5.3b) we have listed numerical values for δMπ0 , R(Mπ0)
at L = 2.83 fm for θ = 0 (resp. for θ = π/3). In some cases, R(Mπ0) is of order 50% with
respect to δMπ0 . Such significant subleading effects were already observed in finite volume
with PBC, see Ref. [24]. However, the comparison of numerical results with the asymptotic
formula feeded by the amplitude at two loops [25,32] has showed that subsubleading effects
are small and that the expansion does have a good converging behaviour for MπL > 2.
We are confident that this is also true for TBC and that subsubleading effects stay small,
at least for small angles (i.e. θ < π).
In Fig. 5.22a we represent the pion mass dependences of R(MK±), R(Mη ). The linear
graph illustrates the exponential decay O(e−MπL) of the corrections. If we consider L =
2 fm, we read that R(MK±) is about 0.4% for θ = 0 (resp. 0.3% for θ = π/3) at Mπ ≈
0.2 GeV and decreases to less than −0.1% at Mπ ≈ 0.5 GeV. Considering the same side
length, R(Mη ) is about −0.8% for θ = 0 (resp. −0.6% for θ = π/3) at Mπ ≈ 0.2 GeV
and amounts to −0.1% at Mπ ≈ 0.5 GeV. Here, subleading effects are almost of order
90%. The reason is that the contribution at NLO to δMK± [resp. δMη ] is suppressed by
O(e−MηL) [resp. −M2π/M2η ] while the one beyond NLO is not. Note that R(MK±) may
turn negative depending on Mπ and is clearly not constant unlike Fig. 5.5a.
In Fig. 5.20b we represent the angle dependence of R(Mπ0). The gray band refers to
the uncertainity for Mπ = 0.140 GeV at L = 2 fm. We observe that R(Mπ0) depends on θ
as a cosinus function. The corrections oscillate with a period of 2π and have maxima (resp.
minima) at even (resp. odd) integer multiples of π. If we consider Mπ = 0.197 GeV, the
difference among maxima and minima is 5.4% at L = 2 fm. This difference is bigger than
that at NLO and should be taken into account when physical observables are extrapolated
from lattice data. Note that R(Mπ0) may turn negative for θ ∈[3π/8, 13π/8] in a similar
way as δMπ0 does at NLO.
In Fig. 5.21b we represent the angle dependence of R(Mπ±). We observe that R(Mπ±)
depends on θ as (a+cos θ)
√
1 + θ2 with a > 0. This dependence originates from contribu-
tions O(ξ2π) and provides large corrections at large angles. Here one should however retain
only results in the interval θ ∈ [0, π]. The reason is, R(Mπ±) was derived by means of the
expansion (3.65) which is valid for small external twisting angles.
In Fig. 5.22b we represent the angle dependence of R(MK±), R(Mη ). We observe
that R(MK±) depends on θ as (a + cos θ)(b +
√
1 + θ2) with b > a > 0. This dependence
originates from contributions O(ξ2π) and provides large corrections at large angles. However
also in this case, one should retain only results for θ ∈ [0, π] as by derivation, R(MK±)
is valid for small external twisting angles. In Fig. 5.22b the angle dependence of R(Mη )
corresponds to a negative cosinus. The maxima (resp. minima) are located at odd (resp.
even) integer multiples of π. If we considerMπ = 0.197 GeV, the difference among maxima
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and minima is 0.5% at L = 2 fm. This difference is bigger than that at NLO but remains
a negligible effect.
Renormalization Terms
In Fig. 5.23 and 5.24 we represent the renormalization terms estimated by means of
Rµ(ϑΣ
π+
), Rµ(ϑΣ
K+
). We represent the first component as it is the only one which is
non-zero for the configuration (5.7). The values on the y-axis are in given in GeV since
Rµ(ϑΣ
π+
), Rµ(ϑΣ
K+
) are dimensionful quantities. Uncertainity bands are displayed for
θ = π/8 (see Fig. 5.23a and Fig. 5.24a) and for Mπ = 0.140 GeV (see Fig. 5.23b and
Fig. 5.24b).
In Fig. 5.23a [resp. Fig. 5.24a] we represent the pion mass dependence of −Rµ(ϑΣ
π+
)
[resp. −Rµ(ϑΣ
K+
)]. The logarithmic graphs illustrate the exponential decay O(e−MπL) of
the renormalization terms. For θ ∈ { π/8, π/4, π/3 } the absolute values of the renormal-
ization terms increase with the angle. Note that the values are slightly bigger than those at
NLO. Comparing Fig. 5.23a with Fig. 5.24a, we observe that for a fixed angle, −Rµ(ϑΣ
π+
)
is bigger than −Rµ(ϑΣ
K+
).
In Fig. 5.23b [resp. Fig. 5.24b] we represent the angle dependence of Rµ(ϑΣ
π+
) [resp.
Rµ(ϑΣ
K+
)]. We observe that the renormalization terms depend on θ nearly as negative
sinus functions. The zeros correspond to integer multiples of π and the extrema (viz.
minima and maxima) are close to half-integer multiples of π. Note that here, one should
retain only results for θ ∈ [0, π] as by derivation, Rµ(ϑΣ
π+
), Rµ(ϑΣ
K+
) are valid for small
external angles.
5.3.2 Decay Constants and Renormalization Terms of Axialvec-
tor Decay
Decay Constants
In Fig. 5.25 and 5.26 we represent the corrections of decay constants estimated with
R(Fπ±), R(FK±). The pion mass dependence of −R(Fπ±) [resp. −R(FK±)] is represented
in Fig. 5.25a [resp. Fig. 5.26a]. The logarithmic graphs illustrate the exponential decay
O(e−MπL) of the corrections. The corrections are negative and for θ ∈ { 0, π/8, π/4, π/3 }
their absolute values decrease with the angle. If we consider L = 2 fm, we read that
−R(Fπ±) is about 11.3% for θ = 0 (resp. 9.9% for θ = π/3) at Mπ ≈ 0.2 GeV and
decreases to 0.4% for θ = 0 (resp. 0.3% for θ = π/3) at Mπ ≈ 0.5 GeV. Considering
the same side length, −R(FK±) is about 4.9% for θ = 0 (resp. 3.9% for θ = π/3) at
Mπ ≈ 0.2 GeV and decreases to 0.1% at Mπ ≈ 0.5 GeV. These corrections are bigger than
those of R(Mπ±), R(MK±). In general, they are also bigger than the corrections evaluated
at NLO2, as one can see e.g. from Tab. 5.4. Nonetheless, we observe that the value of
−R(FK±) near to Mπ ≈ 0.5 GeV is slightly smaller than that of −δFK± at the same pion
mass. This can be explained as R(FK±) neglects the contributions of virtual kaons and eta
2In this case, subleading effects are under control (cfr. second and third columns of Tab. 5.4a and 5.4b)
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Figure 5.23: Renormalization terms of charged pions beyond NLO. Note that in (a) the dark
yellow area refers to the region MπL < 2 for θ = π/8.
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Figure 5.24: Renormalization terms of charged kaons beyond NLO. Note that in (a) the dark
yellow area refers to the region MπL < 2 for θ = π/8.
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Figure 5.25: Corrections of the decay constants of charged pions beyond NLO.
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Table 5.4: Comparison of corrections evaluated at NLO with ChPT and estimated beyond NLO
with asymptotic formulae. Here, we use L = 2.83 fm so that MπL = 2 for Mπ = M
phys
π± .
The uncertainities of −R(Fπ±) originate from the errors of LEC contained in the integrals
I(4)(Fπ± , π
0), . . . , I
(4)
D (Fπ± , π
±). Note that results with Mπ < 0.140 GeV should be taken with
a grain of salt as they are in the region where the p-regime is no more guaranteed.
(a) Corrections for θ = 0.
Mπ [GeV] −δFπ± −R(Fπ±)
0.100 0.0961 0.1145(5)
0.120 0.0653 0.0789(4)
0.140 0.0454 0.0555(4)
0.160 0.0320 0.0395(3)
0.180 0.0228 0.0284(3)
0.200 0.0163 0.0206(2)
0.220 0.0118 0.0150(2)
0.240 0.0086 0.0110(2)
0.260 0.0062 0.0081(2)
0.280 0.0046 0.0060(1)
0.300 0.0034 0.0044(1)
0.320 0.0025 0.0033(1)
0.340 0.0018 0.0024(1)
0.360 0.0014 0.0018(1)
0.380 0.0010 0.0014(0)
0.400 0.0007 0.0010(0)
0.420 0.0006 0.0008(0)
0.440 0.0004 0.0006(0)
0.460 0.0003 0.0004(0)
0.480 0.0002 0.0003(0)
0.500 0.0002 0.0002(0)
(b) Corrections for θ = π/3.
Mπ [GeV] −δFπ± −R(Fπ±)
0.100 0.0772 0.0972(5)
0.120 0.0540 0.0679(4)
0.140 0.0383 0.0482(3)
0.160 0.0274 0.0346(3)
0.180 0.0200 0.0250(2)
0.200 0.0143 0.0182(2)
0.220 0.0104 0.0133(2)
0.240 0.0076 0.0098(2)
0.260 0.0056 0.0072(1)
0.280 0.0041 0.0053(1)
0.300 0.0030 0.0040(1)
0.320 0.0022 0.0029(1)
0.340 0.0016 0.0022(1)
0.360 0.0012 0.0016(1)
0.380 0.0009 0.0012(0)
0.400 0.0007 0.0009(0)
0.420 0.0005 0.0007(0)
0.440 0.0004 0.0005(0)
0.460 0.0003 0.0004(0)
0.480 0.0002 0.0003(0)
0.500 0.0002 0.0002(0)
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Figure 5.26: Corrections of the decay constants of charged kaons beyond NLO.
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meson. In δFK± these contributions are negligible but at Mπ ≈ 0.5 GeV they are of the
same magnitude as that of virtual pions. In that case, the contribution of virtual pions is
no more so dominant and −R(FK±) results slightly smaller than −δFK±.
In Fig. 5.25b [resp. Fig. 5.26b] we represent the angle dependence of R(Fπ±) [resp.
R(FK±)]. We observe that R(Fπ±), R(FK±) depend on θ nearly as −(a+cos θ)(b+
√
1 + θ2)
with variables a, b > 0. The variables are almost equal (a ≈ b ) for R(Fπ±) whereas a > b
for R(FK±). In both cases, the dependence provides large corrections at large angles.
However, only results for θ ∈ [0, π] should be retained as by derivation, R(Fπ±), R(FK±)
are valid for small external angles. We stress that R(Fπ±), R(FK±) can be comparable
(or can be even larger) than the statistical precision of lattice simulations. In general,
they should be taken into account by lattice practitioners when physical observables are
extracted from lattice data.
Renormalization Terms
In Fig. 5.27 and 5.28 we represent the renormalization terms estimated with Rµ(ϑA
π+
),
Rµ(ϑA
K+
). We represent the first component as it is the only one which is non-zero for the
configuration (5.7). Since Rµ(ϑA
π+
), Rµ(ϑA
K+
) are dimensionful, the values on the y-axis
are in given in GeV.
In Fig. 5.27a [resp. Fig. 5.28a] we represent the pion mass dependence of −Rµ(ϑA
π+
)
[resp. −Rµ(ϑA
K+
)]. The logarithmic graphs illustrate the exponential decay O(e−MπL)
of the renormalization terms. Note that the absolute value of Rµ(ϑA
π+
) is slightly bigger
than that of ∆ϑµπ+ at NLO. On the contrary, the absolute value of R
µ(ϑA
K+
) is smaller
than that of ∆ϑµK+ . The reason is, R
µ(ϑA
K+
) contains a factor Fπ/FK which reduces the
absolute value, see Eq. (4.122). Comparing Fig. 5.27a with Fig. 5.23a we observe that
for a fixed angle −Rµ(ϑA
π+
) is smaller than −Rµ(ϑΣ
π+
). This difference is O(ξ2π) and is
proportional to the renormalization terms Rµ(ϑG
π+
) of Eq. (4.91). A similar observation
can be made comparing Fig. 5.28a with Fig. 5.24a. For a fixed angle, −Rµ(ϑA
K+
) is smaller
than −Rµ(ϑΣ
K+
) where their difference is proportional to Rµ(ϑG
K+
).
In Fig. 5.27b [resp. Fig. 5.28b] we represent the angle dependence of Rµ(ϑA
π+
) [resp.
Rµ(ϑA
K+
)]. We observe that Rµ(ϑA
π+
), Rµ(ϑA
K+
) depend on θ nearly as negative sinus
functions. The zeros correspond to integer multiples of π and the extrema (viz. minima and
maxima) are close to half-integer multiples of π. Note that only results for θ ∈ [0, π] should
be retained as by derivation, Rµ(ϑA
π+
), Rµ(ϑA
K+
) are valid for small external angles.
5.3.3 Pseudoscalar Coupling Constants
In Fig. 5.29a we represent the pion mass dependence of −R(Gπ0). The logarithmic graphs
illustrate the exponential decay O(e−MπL) of the corrections. In general, the corrections
are negative and for θ ∈ { 0, π/8, π/4, π/3 } their absolute value increases with the angle.
If we consider L = 2 fm, we read that −R(Gπ0) is about 3.9% for θ = 0 (resp. 4.3%
for θ = π/3) at Mπ ≈ 0.2 GeV and decreases to about 0.1% at Mπ ≈ 0.5 GeV. In this
case, the corrections are smaller than those at NLO. This can be explained if we look
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Figure 5.27: Renormalization terms of charged pions beyond NLO. Note that in (a) the dark
yellow area refers to the region MπL < 2 for θ = π/8.
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Figure 5.28: Renormalization terms of charged kaons beyond NLO. Note that in (a) the dark
yellow area refers to the region MπL < 2 for θ = π/8.
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at the contributions O(ξ2π), see Eq. (4.82). For θ ∈ { 0, π/8, π/4, π/3 } the contribution
originating from integral I(4)(Gπ0, π
0) is negative but that from I(4)(Gπ0, π
±) is positive.
As the negative contribution is smaller than the positive one, the corrections estimated
with −R(Gπ0) are smaller than those evaluated with −δGπ0 at NLO.
In Fig. 5.29b we represent the angle dependence of R(Gπ0). We observe that R(Gπ0)
depends on θ as a cosinus function. The function has minima (resp. maxima) located
at even (resp. odd) integer multiples of π. Considering L = 2 fm, the difference among
maxima and minima is 1.0% forMπ = 0.197 GeV. This difference is due to the contribution
originating from I(4)(Gπ0, π
±).
5.3.4 Pion Form Factors
We consider pions at rest and estimate the corrections of the matrix elements of the scalar
form factor with R(Γπ
0
S ), R(Γ
π+
S ). In Fig. 5.30a [resp. Fig. 5.31a] we represent the pion
mass dependence of R(Γπ
0
S ) [resp. R(Γ
π+
S )] at q
2 = 0. From the graphs we observe that the
corrections decay exponentially as O(e−MπL). In general, they are negative but they may
turn positive depending on the pion mass. If we consider L = 2 fm, we read that R(Γπ
0
S ) is
about −0.4% for θ = 0 (resp. 1.1% for θ = π/3) at Mπ ≈ 0.2 GeV and amounts to −0.3%
for θ = 0 (resp. −0.2% for θ = π/3) at Mπ ≈ 0.5 GeV. Considering the same side length,
R(Γπ
+
S ) is about −0.4% for θ = 0 (resp. 4.2% for θ = π/3) at Mπ ≈ 0.2 GeV and amounts
to −0.3% for θ = 0 (resp. −0.2% for θ = π/3) at Mπ ≈ 0.5 GeV. From these values, we
see that R(Γπ
0
S ) = R(Γ
π+
S ) for θ = 0 as expected in the case of PBC. However, note that at
Mπ ≈ 0.2 GeV the corrections for θ = 0 estimated with the asymptotic formulae are smaller
–in absoulute value– than those evaluated at NLO: −R(Γπ0S ) = −R(Γπ+S ) = 0.4% whereas
−δΓπ0S = −δΓπ±S = 0.7%. This can be explained if we look at the contributions O(ξ2π),
see Eqs. (4.98, 4.102). The contributions originating from I(4)(Γπ
0
S , π
0), . . . , I(4)(Γπ
±
S , π
±)
are all positive for θ = 0, Mπ ≈ 0.2 GeV and L = 2 fm. As the contributions originating
from I(2)(Γπ
0
S , π
0), . . . , I(2)(Γπ
±
S , π
±) are all negative, the absolute value of R(Γπ
0
S ), R(Γ
π+
S )
is reduced and results smaller than that at NLO.
In Fig. 5.30b we represent the angle dependence of R(Γπ
0
S ) at q
2 = 0. We observe that
R(Γπ
0
S ) depends on θ nearly as a negative cosinus function. The shape is slightly deformed
due to the cancellation among I(2)(Γπ
0
S , π
0), I(2)(Γπ
0
S , π
±), see Eq. (4.98). In Fig. 5.31b we
represent the angle dependence of R(Γπ
+
S ) at q
2 = 0. We observe that R(Γπ
+
S ) depends
on θ nearly as θ sin θ. This dependence originates from the last term of Eq. (4.100) and
provides large corrections for large angles. In this case, only results for θ ∈ [0, π] should
be retained as by derivation, R(Γπ
+
S ) is valid for small external angles.
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Figure 5.29: Corrections of the pseudoscalar coupling constant of the neutral pion beyond NLO.
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Figure 5.30: Corrections of the matrix element of the scalar form factor beyond NLO.
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Figure 5.31: Corrections of the matrix element of the scalar form factor beyond NLO.
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Figure 5.32: Corrections estimated beyond NLO with asymptotic formulae for the PACS-CS
collaboration [49]. In gray are displayed the bands of the uncertainity. For −R(FK±) we have
represented the uncertainity band only below Mπ ≈ 0.360 GeV as it overlaps the one of R(Mπ±).
Above that value the uncertainities of −R(FK±) are similar to those of R(Mπ±). The yellow area
refers to the region MπL < 2 for L = 2.90 fm.
5.4 Numerical Applications
To conclude we illustrate two numerical applications of our formulae. We take lattice
data from two collaborations: PACS-CS [49, 50] and ETM [51]. We adapt the numerical
set-up and estimate the finite volume corrections for masses and decay constants. In both
cases, we find corrections that are comparable (or even larger) than the statistical precision
reached by the collaborations and hence, non-negligible.
5.4.1 Application to Data of PACS-CS
In Ref. [49] the PACS-CS collaboration simulates with Nf = 2 + 1 dynamical flavors im-
posing PBC. They collect data at different values of the pion mass (from Mπ = 0.702 GeV
down to Mπ = 0.156 GeV) and extrapolate physical observables to the physical point
Mπ = M
phys
π0 . The PACS-CS data is presented in Tab. III, IV of [49] and the extrapolated
results are summarized in Tab. X of [49] as well as Tab. II of [50]. We analyze these values
and estimate the corrections at NLO and beyond that order.
For the analysis we adapt the numerical set-up as follows. Instead of Eq. (5.1) we use the
expression of Fπ at NLO obtained with 3-light-flavor ChPT, see Eq. (1.82). The parameters
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F0, B0ms are chosen as in Tab. VI (column “w/ FSE”) of [49]. The values of LEC are
taken from our Tab. 5.1 except those of ℓ¯3, ℓ¯4 and L
r
4, L
r
5, L
r
6, L
r
8 which are taken from
Tab. VI, IX (column “w/ FSE”) of [49]. With this set-up, we have reproduced Fig. 18 of [49]
representing the finite volume corrections evaluated by the PACS-CS collaboration at NLO.
By means of asymptotic formulae, we estimate corrections beyond NLO as represented in
Fig. 5.32.
The PACS-CS collaboration expects that at the side length L = 2.90 fm, the corrections
of −Fπ±(L), −FK±(L), Mπ±(L), MK±(L) are less than 2% at the simulated point Mπ =
0.156 GeV, see Ref. [49]. At NLO this is true for −FK±(L), Mπ±(L), MK±(L) but not
for −Fπ±(L). We find that the corrections are about −δFπ± ≈ 2.8% at NLO and about
−R(Fπ±) ≈ 3.3% beyond NLO. These values are both bigger than 2%. However, if we look
Tab. IV of [49] we see that the statistical precision reached by PACS-CS for the pion decay
constant is about 5.3% and hence, larger than the corrections. In this case, the effects of
finite volume corrections can be neglected.
At the physical point Mπ = M
phys
π0 the PACS-CS collaboration expects corrections
that are the same as at Mπ = 0.156 GeV except those for the pion decay constant for
which they expect values no more than 4% at NLO. This is true; but beyond NLO, we
estimate corrections which are about −R(Fπ±) ≈ 4.8% resp. −R(FK±) ≈ 2.0% for the
decay constants. If we look Tab. X (column “w/ FSE”) of [49] we see that the statistical
precision reached for the decay constants is less [3.4% in the case of−Fπ±(L)] or comparable
[2.0% in the case of −FK±(L)] with the corrections we estimate. In this case, the effects
of the corrections are non-negligible and should be taken into account.
5.4.2 Application to Data of ETM
In Ref. [51] the ETM collaboration simulates with Nf = 2 + 1 + 1 dynamical flavors
imposing PBC. The quark fields are Wilson twisted mass fermions at the maximal twist.
In principle, one can apply twisted mass ChPT to evaluate the finite volume corrections
as done in Ref. [26]. Here, we apply ChPT as done by the ETM collaboration but instead
of the simplified formulae of Eq. (13) of [51] we use the full contributions given by the
integrals (4.62, 4.74, D.2, D.6).
The ETM collaboration collects data for various runs at different values of L, Mπ . The
data is presented in Tab. 4, 8 of [51] and features an high statistical precision. From this
data, are then extrapolated results for physical observables to the physical point Mπ =
Mphysπ0 , see Tab. 9 of [51]. To perform the analysis, we adapt the numerical set-up of
Section 5.1 as follows. The values of LEC are taken from our Tab. 5.1 except those of ℓ¯3, ℓ¯4
which are taken from Tab. 9 (column “combined”) of [51]. The parameter F is determined
evaluating Eq. (5.1) at Mπ = M
phys
π0 in a similar way as in Section 5.1. In this case, we find
F = (85.6± 0.2) MeV, (5.13)
which is consistent with the result reported in Tab. 9 (column “combined”) of [51]. The
parameter B0ms is taken as in Section 5.1 and hence, values B0ms = 0.241 GeV
2. If we
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Table 5.5: Corrections evaluated at NLO with ChPT and estimated beyond NLO with asymptotic
formulae for the ETM collaboration [51]. The runs are a part of those performed by the ETM
collaboration, see Tab. 2, 3 of [51]. The statistical precision δstat is calculated using the data of
Tab. 4, 8 [51]. Note that the runs A30.32 resp. B25.32 are those with the largest available volume
for the ensembles A resp. B.
(a) Corrections of the pion decay constant.
Runs Mπ [GeV] L [fm] δ
stat −δFπ± −R(Fπ±)
A30.32 0.285 2.75 0.0054 0.0047 0.0062(1)
A40.24 0.333 2.06 0.0052 0.0127 0.0171(3)
A40.20 0.342 1.72 0.0105 0.0311 0.0415(6)
A60.24 0.397 2.06 0.0031 0.0059 0.0079(2)
B25.32 0.269 2.50 0.0063 0.0101 0.0134(2)
B85.24 0.489 1.88 0.0029 0.0039 0.0050(1)
(b) Mass corrections of pions.
Runs Mπ [GeV] L [fm] δ
stat δMπ± R(Mπ±)
A30.32 0.285 2.75 0.0029 0.0011 0.0021(1)
A40.24 0.333 2.06 0.0036 0.0029 0.0063(3)
A40.20 0.342 1.72 0.0062 0.0069 0.0155(8)
A60.24 0.397 2.06 0.0026 0.0013 0.0030(2)
B25.32 0.269 2.50 0.0037 0.0025 0.0046(2)
B85.24 0.489 1.88 0.0020 0.0008 0.0020(1)
(c) Mass corrections of kaons.
Runs Mπ [GeV] L [fm] δ
stat δMK± R(MK±)
A30.32 0.285 2.75 0.0012 0.0000 −0.0000(2)
A40.24 0.333 2.06 0.0017 0.0001 −0.0002(6)
A40.20 0.342 1.72 0.0052 0.0005 −0.0002(16)
A60.24 0.397 2.06 0.0019 0.0001 −0.0002(3)
B25.32 0.269 2.50 0.0024 0.0000 0.0001(4)
B85.24 0.489 1.88 0.0018 0.0001 −0.0003(3)
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insert this value in Eq. (5.3c) we find at Mπ =M
phys
π0 ,
FK = (0.107± 0.004) GeV, (5.14)
which agrees with the result of PDG [2]. With this numerical set-up, we estimate the
corrections reported in Tab. 5.5.
From Tab. 5.5a we observe that apart from the run A30.32 all corrections are larger
than the statistical precision δstat of the ETM collaboration. The same can be said for
most of the corrections3 estimated with R(Mπ±), see Tab. 5.5b. On the contrary, we see
from Tab. 5.5c that the mass corrections of kaons can be neglected for all the runs. For
the largest avalaible volume of each ensemble (A and B) the ETM collaboration expects
corrections that are within 1%; exceptions are the runs A60.24 and B85.24 for which they
expect no more than 1.5%, see Ref. [51]. For the largest avalaible volumes (i.e. L = 2.75 fm
for A resp. L = 2.50 fm for B) we confirm that the corrections are within 1% apart from
the run B25.32 for which we estimate −R(Fπ±) ≈ 1.3%, see Tab. 5.5a. For the run A60.24
(resp. B85.24) we estimate corrections less than 0.2% (resp. 0.1%) at the largest avalaible
volume. Nevertheless, the run B25.32 has corrections that –even though are conservatively
estimated forMπ±(L) by ETM– are underestimated for Fπ±(L). We stress that in this case,
the corrections estimated with the asymptotic formulae [for both Mπ±(L) and Fπ±(L)] are
larger than the statistical precision δstat, see sixth row of Tab. 5.5a, 5.5b. Hence, for the run
B25.32 the effects of corrections should be taken into account before physical observables
could be extrapolated at the physical point.
3For mass corrections of pions we find subleading effects of order 50% (cfr. fifth and sixth columns of
Tab. 5.5b). However, the analysis of Ref. [25,32] has showed that subsubleading effects are small and that
the expansion does have a good converging behaviour for MπL > 2.

Summary and Conclusions
In this work we have studied the effects of a finite cubic volume with twisted boundary
conditions on pseudoscalar mesons. We have applied Chiral Perturbation Theory (ChPT)
in the p-regime and introduced the twist by means of a constant vector field, see Ref. [36].
The corrections of masses, decay constants, pseudoscalar coupling constants, form factors
were calculated at next-to-leading order (NLO) and estimated beyond that order through
asymptotic formulae. A numerical analysis quantifies the importance of these corrections
for generic situations and in the case of two real simulations [49–51].
In Chapter 2, we have calculated the corrections at NLO with ChPT and compared our
expressions with Ref. [36–38]. In the calculations we have adopted the mass definition of
Ref. [36,37] which treats new extra terms as renormalization terms of the twisting angles.
This is in contrast to other definitions such as e.g. that of Ref. [38]. The renormalization
terms originate from the breaking of the cubic invariance introduced by the twist and are
here reabsorbed in the on-shell conditions. This modifies the mass definition in finite vol-
ume. We have found that the corrections of masses as well as those of decay constants
agree with Ref. [36]. We have detailed the derivations and presented results for the eta
meson which agree with Ref. [38]. Relying on chiral Ward identities, we have calculated
the corrections of pseudoscalar coupling constants. In these calculations, renormalization
terms exactly cancel out because they are balanced on both sides of chiral Ward identities.
At NLO the corrections of pseudoscalar coupling constants agree with Ref. [38]. This con-
firms that renormalization terms can be treated in different ways and that the definitions
of Ref. [36, 37] and Ref. [38] are equivalent at NLO. However, we advocate to adopt the
definition of Ref. [36,37] as it relies on mass poles with fixed locations just as considered in
lattice simulation. This avoids further complications during the integration of correlator
functions in momentum space. Successively, we have applied 2-light-flavor ChPT and cal-
culated the corrections of the matrix elements of the pion form factors. We have presented
results for the two cases: scalar and vector form factors. In the case of the vector form
factor, the expressions agree with the results of Ref. [38]. Furthermore, we have showed
that the Feynman–Hellman Theorem [39, 40] and the Ward–Takahashi identity [41–43]
hold though the finite volume breaks Lorentz as well as cubic invariances. To prove the
Ward–Takahashi identity we have constructed an effective field theory for charged pions
which is invariant under electromagnetic gauge transformations and which reproduces the
results obtained with ChPT at a vanishing momentum transfer. Such considerations were
previously presented for periodic boundary conditions in Ref. [52] and are here generalized
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to twisted boundary conditions. Note that in finite volume, a necessary condition for the
validity of the Ward–Takahashi identity is the discretization of the spatial components of
the momentum transfer.
In Chapter 3, we have revised the derivation of Lu¨scher [23] and showed that it can be
generalized to finite volume with twisted boundary conditions. We have derived asymptotic
formulae for masses, decay constants, pseudoscalar coupling constants and scalar form
factors. These formulae hold for arbitrary twisting angles in the case of the neutral pion
and the eta meson. On the contrary, the formulae for charged pions and kaons were
derived by means of an expansion which holds only if external twisting angles are small.
Besides, we have derived asymptotic formulae for renormalization terms which are valid
for small external twisting angles. Relying on chiral Ward identities, we have successively
showed that the asymptotic formulae for masses, decay constants, pseudoscalar coupling
constants are related to each other. A similar relation connects the asymptotic formulae for
renormalization terms in an independent way. We have checked such relations for charged
pions through a direct calculation. Then, starting from the Feynman–Hellman Theorem
we have derived asymptotic formulae for pions, estimating the corrections of the matrix
elements of the scalar form factor. These formulae are valid at a vanishing momentum
transfer and in the case of charged pions, for small external twisting angles. We have
also tried to derive more general formulae valid at a non-zero momentum transfer but
we have not succeeded due to the complications introduced by the non-zero momentum
transfer. Still, we have illustrated the steps undertaken and stressed that in principle, such
complications should not arise if one considers matrix elements with two different external
states, such as e.g. 〈K+|S4+i5 |π0〉.
In Chapter 4, we have applied the asymptotic formulae in combination with ChPT.
We have worked out the amplitudes entering the formulae using the chiral representation
at one loop taken from Ref. [10, 44–48]. The results were presented in terms of integrals
as in Ref. [32] and allow one to estimate corrections beyond NLO in the chiral expansion.
Cumbersome expressions were relegated in Appendix D.
In Chapter 5, we have estimated the corrections numerically. We have first performed
a generic analysis adopting the numerical set-up of Ref. [25, 32]. In this case, the values
of low-energy constants were taken –if available– from the FLAG working group [86].
Twisting angles were chosen in just one spatial direction and imposing twisted boundary
conditions on just one flavor. This implies that we have performed the analysis with
|~ϑπ+ | = |~ϑK+| = θ/L and |~ϑK0| = 0, where θ is a continuously varying angle. The
corrections were estimated for volume of the side length L = 2, 3, 4 fm. For each of them,
we have represented the dependences on the pion mass Mπ and on the angle θ. In general,
we have found that the corrections are modest and decay exponentially in MπL. Still, for
the smallest value of the p-regime (i.e. MπL ≥ 2) they can reach more than 10%. Such
values can be comparable (or even larger) than the statistical precision of lattice simulations
and should be then taken into account. Moreover, we have observed that for small twisting
angles the corrections are similar to those with periodic boundary conditions. In the case
θ ≈ π, the difference among corrections with periodic and twisted boundary conditions
can reach a few percentage points. These are sizable effects. Thus, it is important to
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employ small angles in order to minimize these effects. At last, we have illustrated two
possible numerical applications of our formulae. We have taken lattice data from the
collaborations: PACS-CS [49, 50] and ETM [51]. In both cases, we have found corrections
that were comparable (or even larger) than the statistical precision reached therein. Hence,
we conclude that finite volume effects should be taken into account, especially in very
precise lattice simulations.
The formulae presented in this work can be applied in two ways. One way is to choose
the volume sufficiently large so that finite volume effects are minimized. Then, the cor-
rections are negligible and the data of lattice simulations do not need to be corrected.
The other way is to choose the volume small and correct the lattice data by means of
our formulae. Choosing a small volume, one can save computational time which can be
invested in some other way as e.g. to bring the limit of the lattice spacing (or of quark
masses) closer to zero. In both cases, our formulae allow one to theoretically control the
finite volume effects if external twisting angles are small.
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Appendix A
Sums in Finite Volume
We list some results that may be useful in the evaluation of loop diagrams in finite volume.
For convenience, we define
∫∑′
g(k) :=
1
L3
∑
~k= 2π
L
~m
~m∈Z3
∫
R
dk0
2π
g(k)−
∫
R4
d4k
(2π)4
g(k), (A.1)
where g is a generic function on momentum space and L is the side length of the finite cubic
box. The right-hand side of the equation represents the difference among contributions in
finite and infinite volume. For loop diagrams encountered in this work, this difference is
finite and can be calculated by means of the Poisson resummation formula (2.6) and the
direct integration. The first results we present, may be useful in the evaluation of tadpole
diagrams. For r ∈ N, we have
∫∑′ Γ(r)
i [M2P − (k + ϑ)2]r
=
M2P
(4π)2
gr(λP , ϑ) (A.2a)∫∑′ Γ(r) (k + ϑ)µ
i [M2P − (k + ϑ)2]r
= − M
2
P
(4π)2
fµr (λP , ϑ) (A.2b)∫∑′ Γ(r) (k + ϑ)µ(k + ϑ)ν
i [M2P − (k + ϑ)2]r
= − M
2
P
(4π)2
[
gµν
2
gr−1(λP , ϑ) + h
µν
r (λP , ϑ)
]
. (A.2c)
Here, Γ(r) is the gamma function, gµν is the metric of Minkowski space-time, ϑµ is a
twisting angle and λP = MPL. The functions on the right-hand side can be expressed in
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terms of modified Bessel functions of the second kind, K r(x). They read
gr(λP , ϑ) =
∑
~n∈Z3
|~n|6=0
2
M2P
[
L2|~n|
2λP
]r−2
K r−2(λP |~n|) eiL~n~ϑ (A.3a)
fµr (λP , ϑ) =
∑
~n∈Z3
|~n|6=0
iL
M2P
nµ
[
L2|~n|
2λP
]r−3
K r−3(λP |~n|) eiL~n~ϑ (A.3b)
hµνr (λP , ϑ) =
∑
~n∈Z3
|~n|6=0
L2
2M2P
nµnν
[
L2|~n|
2λP
]r−4
K r−4(λP |~n|) eiL~n~ϑ, (A.3c)
where nµ =
(
0
~n
)
. In Eqs. (2.30, 2.33) we have introduced the functions gr(λP , ϑ), f
µ
r (λP , ϑ)
for r = 1.
To evaluate diagrams with different propagators one can use the Feynman parametriza-
tion,
1
AB
=
∫ 1
0
dz[
zA + (1− z)B]2 . (A.4)
Here, we consider
A = M2P − (k + ϑ)2 (A.5a)
B = M2P − (k + ϑ+ q)2, (A.5b)
where qµ is a transfer momentum. The last results we present can be useful in the evaluation
of fish diagrams. For r ∈ N, we have
∫∑′ Γ(r)
i [AB]
r
2
=
M2P
(4π)2
∫ 1
0
dz gr(λz, q, ϑ) (A.6a)∫∑′ Γ(r) (k + ϑ)µ
i [AB]
r
2
= − M
2
P
(4π)2
∫ 1
0
dz [fµr (λz, q, ϑ) + (1− z)qµ gr(λz, q, ϑ)] (A.6b)∫∑′ Γ(r) (k + ϑ)µ(k + ϑ)ν
i [AB]
r
2
=
M2P
(4π)2
∫ 1
0
dz {(1− z) [fµr (λz, q, ϑ)qν + fνr (λz, q, ϑ)qµ]}
− M
2
P
(4π)2
∫ 1
0
dz
[
gµν
2
gr−1(λz, q, ϑ) + h
µν
r (λz, q, ϑ)
]
+
M2P
(4π)2
∫ 1
0
dz
[
(1− z)2qµqν gr(λz, q, ϑ)
]
, (A.6c)
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where λz =MPL
√
1 + z(z − 1)q2/M2P . The functions on the RHS can be expressed as
gr(λz, q, ϑ) =
∑
~n∈Z3
|~n|6=0
2
M2P
[
L2|~n|
2λz
]r−2
K r−2(λz|~n|) eiL~n[~ϑ+~q(1−z)] (A.7a)
fµr (λz, q, ϑ) =
∑
~n∈Z3
|~n|6=0
iL
M2P
nµ
[
L2|~n|
2λz
]r−3
K r−3(λz|~n|) eiL~n[~ϑ+~q(1−z)] (A.7b)
hµνr (λz, q, ϑ) =
∑
~n∈Z3
|~n|6=0
L2
2M2P
nµnν
[
L2|~n|
2λz
]r−4
K r−4(λz|~n|) eiL~n[~ϑ+~q(1−z)]. (A.7c)
For q2 = 0 the functions gr(λz, q, ϑ), f
µ
r (λz, q, ϑ), h
µν
r (λz, q, ϑ) reduce to Eqs. (A.3a, A.3b,
A.3c). In Eqs. (2.81, 2.84, 2.93b) we have introduced these functions for r = 2. Note
that if ~q = 2π
L
~l with ~l ∈ Z3, the results (A.6) can be simplify by means of substitutions
z 7→ (1− z) and ~n 7→ −~n. This leads to the results of Sections 2.3.4 and Appendix B.2.

Appendix B
Gauge Symmetry in Finite Volume
To explain the results of Section 2.3.4 we construct an EFT for charged pions which is
invariant under electromagnetic gauge transformations. The theory reproduces the expres-
sion obtained at a vanishing momentum transfer and indicates that the gauge symmetry
is preserved in this case. Relying on this observation, we show that the Ward–Takahashi
identity [41–43] holds in finite volume as long as the momentum transfer is discrete. Only
the differential form of the identity –the Ward identity [114]– is violated due to the dis-
cretization of the spatial components. These considerations were presented for PBC in
Ref. [52] and are here generalized to TBC.
B.1 Construction of an EFT Invariant under Gauge
Symmetry
We consider a finite cubic box of the side length L on which we impose TBC. In presence
of two light flavors, we can introduce the electromagnetic gauge field through the external
vector field,
vµ = −eAµ(x)Q. (B.1)
Here, e is the elementary electric charge of the positron and Q = diag(2/3,−1/3). As long
as Q is diagonal we may redefine the fields so that they are periodic and introduce the
twist as in Sections 2.3.4. The gauge field becomes periodic and satisfies
Aµ(x+ Leˆj) = A
µ(x), (B.2)
where eˆµj = δ
µ
j and j = 1, 2, 3. Since A
µ(x) is periodic we can expand the gauge field in
Fourier modes
Aµ(x) =
∑
~q= 2π
L
~l
~l∈Z3
A˜µ(x0, ~q )e
i~q~x. (B.3)
We are interessed on the zero mode (i.e. ~q = ~0) from which we can study the electromag-
netic form factor at a vanishing momentum transfer. To that end we separate the part of
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the gauge field containing the zero mode from the rest,
Aµ(x) = Aµz (x0) + A
µ
nz(x0, ~x). (B.4)
Here,
Aµz (x0) = A˜
µ(x0,~0 ) (B.5a)
Aµnz(x0, ~x) =
∑
~q 6=~0
A˜µ(x0, ~q )e
i~q~x, (B.5b)
where Aµz (x0) is the part containing the zero mode and A
µ
nz(x0, ~x) is the part containing
non-zero modes. Note that the part containing the zero mode depends only on the time
whereas the part containing non-zero modes is a periodic function in ~x.
In general, the gauge field transforms under gauge transformations as
Aµ(x) 7→ Aµ(x) + ∂µα(x). (B.6)
Since Aµ(x) is periodic so must be ∂µα(x). Thus, gauge transformations map periodic
gauge fields into other periodic gauge fields. This assures that physical observables remain
single valued in the finite cubic box.
We expand the gauge function in Fourier modes and separate the part containing the
zero mode from the rest. We have
α(x) = αz(x0, ~x) + αnz(x0, ~x), (B.7)
where
αz(x0, ~x) = αz(x0) + ~α~x (B.8a)
αnz(x0, ~x) =
∑
~q 6=~0
α˜(x0, ~q )e
i~q~x. (B.8b)
Here, ~α is a constant vector and other irrelevant constants have been dropped. According
to Eqs. (B.4, B.7) gauge transformations can be rewritten as{
Aµz (x0) 7→ Aµz (x0) + ∂µαz(x0, ~x)
Aµnz(x0, ~x) 7→ Aµnz(x0, ~x) + ∂µαnz(x0, ~x).
(B.9)
In particular, gauge transformations act on the part containing the zero mode as
Aµz (x0) 7→ Aµz (x0) +
{
∂0αz(x0), µ = 0
~α, µ 6= 0. (B.10)
As the part containing the zero mode depends only on the time the strength field tensor
contains only the spatial components of Aµz (x0). Under gauge transformations the spatial
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components are translated by ~α and this leaves the strength field tensor invariant. Hence,
each spatial component of Aµz (x0) describes in the free theory a massless scalar particle.
We now couple matter fields. The gauge transformations act on quark fields as
q(x) 7→ e−ieα(x)Qq(x). (B.11)
Due to the field redefinition quark fields are periodic and satisfy q(x + Leˆj) = q(x). In
general, gauge transformations will not maintain the periodicity of quark fields. One can
show that under gauge transformations the periodicity of quark fields is maintained if the
constant vector takes the values
~α =
6π
eL
~m, with ~m ∈ Z3. (B.12)
This condition reduces the possible values of the gauge function and makes gauge trans-
formations less general than in infinite volume. Thus, more operators –which are invariant
under gauge transformations– can be built in the EFT.
We start the construction of the EFT considering two light quarks in presence of the
electromagnetic interaction. At low energies the degrees of freedom of quarks are frozen and
the relevant degrees of freedom are pions. We imagine that energies are so low that pions
do not interact with themselves nor with other fields. All external fields can be integrated
out. For simplicity, we just consider charged pions and set the field of the neutral pion to
zero. In absence of the electromagnetic interaction the Lagrangian of the EFT reads
L = 1
4
〈DˆµΦ[DˆµΦ]† −M2π±(L) Φ†Φ〉 , (B.13)
where
Φ =
(
0
√
2 π+√
2 π− 0
)
. (B.14)
The mass Mπ±(L) is the mass of charged pions in finite volume. The kinetic term contains
the derivative
DˆµΦ = ∂µΦ− i [wµϑ,Φ] , (B.15)
where the twist is introduced by the constant vector field
wµϑ =
(
ϑµπ+ +∆ϑ
µ
π+
) τ3
2
. (B.16)
The twisting angle ϑµπ+ and the renormalization term ∆ϑ
µ
π+ break Lorentz invariance. Such
breaking is allowed as the theory is in finite volume with TBC. In the limit ϑµπ+ → 0 the
constant vector field wµϑ disappears and the cubic invariance is restored: in this case the
theory respects PBC. We note that ∆ϑµπ+ resp. Mπ±(L) may depend on parameters (like
low-energy constants) that in the above theory are explicitly integrated out.
We add the electromagnetic interaction, including all possible operators which are in-
variant under gauge transformations. We limit ourselves to operators containing the zero
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mode. These are sufficient to study the electromagnetic form factor at a vanishing momen-
tum transfer. By means of the minimal coupling prescription ∂µ. 7→ ∂µ. + ieAµ(x)[Q, . ]
we make the kinetic term invariant under gauge transformations. Then, additional terms
are allowed as Lorentz invariance is broken and as the constant vector ~α is discrete, see
Eq. (B.12). Such terms are responsible for the corrections of the electromagnetic form
factor at a vanishing momentum transfer and for the screening of the electric charge in
finite volume.
To construct the additional terms we use Wilson loops. We first consider the integral
of the j-th spatial component of the gauge field,∫ L
0
dxj Aj(x) = LAjz(x0) +
∫ L
0
dxj Ajnz(x0, ~x)
= LAjz(x0) + L
∑
~q 6=~0
qj=0
A˜j(x0, ~q )e
i~q~x. (B.17)
Here, the repetition of j does not imply any sum and we have used the integral represen-
tation of Kronecker delta,
1
L
∫ L
0
dxj ei
2π
L
~l~xf(~l ) = δlj ,0f(~l ), ~l ∈ Z3. (B.18)
The integral of the j-th spatial component of Aj(x) gives the part of the gauge field
containing modes with qj = 0. Integrating over the three spatial components we isolate
the zero mode,
1
L2
∫
[0,L]3
d3xAj(x) = LAjz(x0). (B.19)
By virtue of this result we form operators containing the zero mode and invariant under
gauge transformations. For instance,
W j = exp
[
ie
3L2
∮
d3xAj(x)
]
, (B.20)
where the integration is over a closed curve that cycles once in the finite cubic box. This
operator represents a Wilson loop containing the zero mode of the gauge field. In principle,
we may construct the remaining terms of the EFT by means of W j. It is convenient to
define Hermitian operators which transform in a manifest way under parity and charge
conjugation. These operators are
W j+ =
1
2
[
W j + (W j)†
]
(B.21a)
W j− =
1
2i
[
W j − (W j)†] , (B.21b)
and due to the unitarity of W j, they are related as
W j+ =
[
1− (W j−)2
]1/2
. (B.22)
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Hence, the remaining terms of the EFT can be constructed just with the operator W j−.
We can now write down the effective Lagrangian in presence of the electromagnetic
interaction. Relying on the invariance on charge conjugation, parity, time reversal and
gauge transformations, we obtain
L = 1
4
〈DˆµΦ[DˆµΦ]† −M2π±(L) Φ†Φ〉−
i
2
Q(L)µνW
µ
− 〈Q[(DˆνΦ)†Φ− Φ†(DˆνΦ)]〉+ . . . (B.23)
Note that W µ− = (
0
~W− ) and
DˆµΦ = ∂µΦ+ ieAµ(x)[Q,Φ] − i [wµϑ,Φ] . (B.24)
The expression (B.23) needs some explanations. The dots at the end denotes that we have
just written down the relevant terms of the effective Lagrangian. The most general effective
Lagrangian contains terms with arbitrary many insertions of W µ−. Writing down all such
terms is beyond our purpose. The expansion of W µ− starts with a term linear in A
µ
z (x0)
which is sufficient to study the electromagnetic form factor at a vanishing momentum
transfer. The tensor Q(L)µν must be determined by matching. The tensor breaks the
Lorentz as well as the cubic invariances and it is expected to disappear as L → ∞. For
ϑµπ+ = 0 we expect that Q(L)
µν reproduces the result for PBC, namely Eq. (33) of Ref. [52].
We match Q(L)µν with the results of Section 2.3.4. From the Lagrangian (B.23) we
take the terms linear in Aµz (x0) and evaluate them at the first order in e. We obtain
〈π±|Jµ|π±〉 = 2eQe
[
(p+ ϑπ± +∆ϑπ±)
µ +
L
3
(p+ ϑπ±)νQ(L)
µν
]
+O(e2), (B.25)
where Qe = ±1 is the electric charge of π± in elementary units. We match this expression
with Eq. (2.96) and find
Q(L)µν =
6
L
ξπ h
µν
2 (λπ, ϑπ+). (B.26)
The function hµν2 (λπ, ϑπ+) can be determined from Eq. (2.93b) and explicitly values
hµν2 (λπ, ϑπ+) =
∑
~n∈Z3
|~n|6=0
2
nµnν
|~n|2 K 2(λπ|~n|) e
iL~n~ϑ with nµ =
(
0
~n
)
. (B.27)
As a check we control if the tensor (B.26) reproduces the result for PBC, i.e. Eq. (33) of
Ref. [52]. We set ϑµπ± = 0 and contract the tensor with pν . Due to the cubic invariance we
may write
pνQ(L)
µν =
12
L
ξπ
∑
~n∈Z3
|~n|6=0
pν
nµnν
|~n|2 K 2(λπ|~n|)
=
4
L
ξπ pν
[
gµν − gµ0gν0] ∑
~n∈Z3
|~n|6=0
K 2(λπ|~n|).
(B.28)
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The modified Bessel function can be expressed as
K 2(λπ|~n|) = K 0(λπ|~n|) + 2
λπ|~n| K 1(λπ|~n|), (B.29)
and we obtain
pνQ(L)
µν = pν
[
gµν − gµ0gν0] 4 ξπ
L
[
K 0(λπ|~n|) + 2
λπ|~n| K 1(λπ|~n|)
]
︸ ︷︷ ︸
=Q(L)
, (B.30)
which coincides with Eq. (33) of Ref. [52].
The EFT described by (B.23) respects the gauge symmetry. It reproduces the re-
sult (2.96) at a vanishing momentum transfer. In the limit ϑµπ+ → 0 it reproduces the
result for PBC of Ref. [52]. The presence of Wilson loops assures that the theory is invari-
ant under gauge transformations. As long as Aµ(x) can be expanded in discrete Fourier
modes this invariance is preserved. Hence, as long as the spatial components of the transfer
momentum are discrete the results of Section 2.3.4 respect the gauge symmetry. In Ap-
pendix B.2 we show that in this case, the Ward–Takahashi identity holds in finite volume
with TBC and that, the corrections of the vector form factor are related to the inverse
propagator.
B.2 Ward–Takahashi Identity
In infinite volume the gauge symmetry imposes that the electromagnetic vertex function Γµ
satisfies the Ward–Takahashi identity [41–43],
−iqµΓµ = iQe
[
∆−1(p′)−∆−1(p)] . (B.31)
Here, qµ = (p′ − p)µ is the momentum transfer, ∆(p′) resp. ∆(p) are the propagators of
outgoing and incoming particles and Qe = Q/e is the electric charge of external particles
in elementary units. In the limit qµ → 0, the identity tends to a differential form, known
as Ward identity [114],
−iΓµ = iQe ∂
∂pµ
∆−1(p). (B.32)
For external charged pions, we can calcultate the electromagnetic vertex function from
the matrix elements
iΓµ = 〈π±(p′)|V µ3 |π±(p)〉 . (B.33)
In Ref. [10] these matrix elements are evaluated in ChPT at NLO and amount to
Γµ = Qe
{
(p′ + p)µ
[
1 + f(q2)
]− qµ
q2
(p′2 − p2) f(q2)
}
, (B.34a)
f(q2) =
1
6F 2π
[(
q2 − 4M2π
)
J¯(q2) +
q2
(4π)2
(
ℓ¯6 − 1
3
)]
+O(q4). (B.34b)
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Here, we display all terms, even those that disappear as external momenta are on-shell. For
on-shell momenta (i.e. p2 = p′2 = M2π) only the term proportional to (p
′ + p)µ contributes
and corresponds to the vector form factor (1.92).
The vertex function satisfies the Ward–Takahashi identity. This can be showed at NLO,
contracting Eq. (B.34) with qµ and arranging the survived terms in inverse propagators.
The result can be formulated in the form of Eq. (B.31). In the limit qµ → 0 the same vertex
function satisfies the differential form of the identity, namely the Ward identity (B.32).
These identities reflect that the electromagnetic current as well as the electric charge are
conserved.
In finite volume the vertex function receives additional corrections,
Γµ(L) = Γµ +∆Γµ. (B.35)
Here, the first term corresponds to Eq. (B.34) with pion momenta shifted by ϑµπ± = ±ϑµ3
namely,
Γµ = Qe
{
P µ[1 + f(q2)]− q
µ
q2
(Pνq
ν) f(q2)
}
, (B.36)
where qµ, P µ are defined in Eqs. (2.79 2.82). The second term includes corrections arising
from loop diagrams,
∆Γµ = Qe
{
P µG1+2H
µν
2 Pν − qµ Fν2 Pν −
Pνq
ν
q2
[qµG1+2H
µρ
2 qρ − qµ Fρ2 qρ]
}
+Qe
{
2∆ϑµπ± +
[
2M2π − (p′ + ϑπ±)2 − (p+ ϑπ±)2 − q2
]
∆Θµπ±
}
. (B.37)
The Lorentz vectors ∆ϑµπ± ,∆Θ
µ
π± are defined in Eqs. (2.76, 2.83) and the new functions
read
G1 = ξπ
[∫ 1
0
dz g1(λz, q, ϑπ+)− g1(λ, ϑπ+)
]
(B.38a)
Fµ2 = ξπ
∫ 1
0
dz (1− 2z) fµ2(λz, q, ϑπ+) (B.38b)
Hµν2 = ξπ
∫ 1
0
dz hµν2 (λz, q, ϑπ+). (B.38c)
In the case of on-shell momenta, the second term ∆Γµ reduces to the corrections (2.92).
We note that
Fµ2 =
2
q2
qν H
µν
2
∆Θµπ± = ±ξπ
∫ 1
0
dz [fµ2(λz, q, ϑπ+) + q
µ (1/2− z) g2(λz, q, ϑπ+)] =
= ±ξπ
∫ 1
0
dz
{
fµ2 (λz, q, ϑπ+)−
qµ
q2
[qν f
ν
2(λz, q, ϑπ+)]
}
,
(B.39)
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if qµ is non-vanishing momentum and if ~q = 2π
L
~l with ~l ∈ Z3 \ {~0 }. These relations can
be showed by partial integration and by means of the properties of the derivatives of the
modified Bessel functions of second kind.
We now show that here, the Ward–Takahashi identity holds in finite volume. We
contract the vertex function (B.35) with qµ and use the relations (B.39). The term qµ∆Θ
µ
π±
disappears and many other cancel. The survived terms can be arranged to form inverse
propagators,
−iqµΓµ(L) = −iQe
[
qµP
µ + 2qµ∆ϑ
µ
π±
]
=
= iQe
[
(p+ ϑπ±)
2 + 2 (p+ ϑπ±)µ∆ϑ
µ
π± − (p′ + ϑπ±)2 − 2 (p′ + ϑπ±)µ∆ϑµπ±
]
= iQe
[
∆−1π±,L(p
′)−∆−1π±,L(p)
]
.
(B.40)
In the last step of Eq. (B.40) we add terms canceling with each other in order to obtain
the expression at NLO of propagators,
∆π±,L(p) =
1
M2π − (p+ ϑπ±)2 −∆Σπ±
, (B.41)
with ∆Σπ± given by Eq. (2.26b).
The demonstration of Eq. (B.40) shows that the Ward–Takahashi identity may hold
in finite volume with TBC. Necessary conditions are: the discretization of qµ and the
renormalization due to ∆ϑµπ± . The discretization of q
µ assures that the gauge symmetry
is preserved and that the relations (B.39) are valid. The renormalization due to ∆ϑµπ±
assures that the right-hand side of the identity can be arranged in inverse propagators.
However, the continuous limit qµ → 0 can not be taken due to the discretization of qµ.
This invalidates the differential form of the identity, i.e. the Ward identity (B.32). Note
that the Ward identity is here violated in the spatial components but it remains valid in
the zeroth component as q0 is continuous.
Appendix C
Generalization (of the First Part) of
the Derivation of Lu¨scher
To study the asymptotic behaviour of the self energy and derive Eqs. (3.28, 3.58) we must
introduce some concepts of Abstract Graph Theory. We follow Ref. [23] and refer to [142]
for further details.
C.1 Abstract Graph Theory
An (abstract) graph G consists of a finite set of lines L , a non-empty finite set of vertices
V and two maps i, f : L → V . For every lines ℓ ∈ L the image elements i(ℓ), f(ℓ) ∈ V
represent the initial (resp. final) vertex of ℓ and are commonly called endpoints of ℓ. If
the endpoints coincide, i(ℓ) = f(ℓ), the line ℓ is a loop line.
In a graph G one can distinguish among different subsets of lines. Loops, paths, trees
are all specific subsets of the line set L . A loop in G is a non-empty subset C ⊂ L with
the property that there exists a sequence v1, v2, . . . , vN of pairwise distinct vertices and a
sequence ℓ1, . . . , ℓN of lines in C such that vk, vk+1 are endpoints of ℓk (for k = 1, . . . , N−1)
and vN , v1 are endpoints of ℓN . The simplest case is C = { ℓ } where the loop C consists
only of a loop line ℓ. In general, one can define an orientation for a loop C in G . To every
line ℓ ∈ C one assigns a number [C : ℓ] ∈ {−1, 1 } defined as
[C : ℓ] =
{
[C : ℓ′], if i(ℓ) = f(ℓ′)
−[C : ℓ′], if i(ℓ) = i(ℓ′) or f(ℓ) = f(ℓ′) for ℓ 6= ℓ′, (C.1)
where i, f are the maps associated to G .
Let G be a graph which connects two distinct vertices a 6= b and let L be its line set.
A subset P ⊂ L is a path if there exists a sequence a = v1, v2, . . . , vN = b of pairwise
distinct vertices and a sequence ℓ1, . . . , ℓN−1 of lines in P such that vk, vk+1 are endpoints
of ℓk ∈ P for all k = 1, . . . , N − 1. A path intersects another path if and only if they have
a common line. The notion of paths enables us to introduce connected graphs. A graph
G is connected if for any pair of distinct vertices a 6= b there exists a path in G connecting
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a, b. In a connected graph every vertex is an endpoint of some line except for the case
where no lines exist and the graph is just a vertex.
Let G be a connected graph with the line set L . A tree in G is a maximal subset
T ⊂ L not containing any loop in G . If T is a tree and a 6= b are two distinct vertices
in G there exists an unique path P ⊂ T connecting a, b. Furthermore, if we take the
complement T ∗ = L \ T , then for every lines ℓ∗ ∈ T ∗ there exists a unique loop in G
which belongs to T ∪ { ℓ∗ }. This loop neccessarily passes through the line ℓ∗.
One can remove lines from a graph G . If one removes ℓ ∈ L from G one obtains
G \ { ℓ }. The line set of the new graph is L \ { ℓ } but the set of vertices remains V .
Consequently, the maps of the new graph are i, f : L \ { ℓ } → V . In an analogous way,
one can remove a set of N lines. If G originally was a connected graph, the new graph
G \ { ℓ1, . . . , ℓN } generally decomposes in various connected components. A graph G is
called N -particle irreducible between two vertices a, b, if the vertices a, b always belong
to the same connectivity component of G \ { ℓ1, . . . , ℓN } irrespective which of the lines
ℓ1, . . . , ℓN is removed.
The concepts introduced so far enable us to state a first result that we will need after-
wards.
Lemma C.1.1. In a connected graph G let a 6= b be two distinct vertices and C1, . . . ,CN
pairwise disjoint loops. Then, there exists a path P in G connecting a, b such that either
P ∩ Cj = ∅ for all j = 1, . . . , N or P ∩ Cj is a path in G for all j = 1, . . . , N .
Proof. A proof of the Lemma can be found in Appendix A of Ref. [23].
On a graph G one can define gauge fields. As a gauge group one can choose Z3. A
gauge field on G is an assignment of an integer vector nµ(ℓ) =
[
0
~n(ℓ)
]
to every line ℓ of the
line set L of G . A gauge field nµ(ℓ) is equivalent to another one, say mµ(ℓ), if they are
related through the gauge transformation
mµ(ℓ) = nµ(ℓ) + ∆Λµℓ , ∀ℓ ∈ L . (C.2)
Here, ∆Λµℓ = Λ
µ(f(ℓ))− Λµ(i(ℓ)) where Λµ(v) is a field of integer vectors for each vertex
v ∈ V . The set of gauge fields equivalent to nµ(ℓ) forms an equivalence class which we
denote by [n]. If G is a connected graph, T a tree in G and [n] an equivalence class of
gauge fields the representative field with
nµ(ℓ) = 0, ∀ℓ ∈ T , (C.3)
is called axial gauge field (relative to T ). One can show that in every class there exists a
unique representative field which is an axial gauge field. Hence, the equivalence class can
be characterized by the values of the axial gauge field along the complement T ∗ = L \T .
There are many kind of equivalence classes. Two important ones are the pure gauge
configuration and the simple gauge configuration. The pure gauge configuration is the class
of gauge fields equivalent to nµ(ℓ) = 0, ∀ℓ ∈ L . The simple gauge configuration is the
class of gauge fields equivalent to nµ(ℓ) = 0, ∀ℓ ∈ L except for one line ℓ∗ which belongs
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to at least one loop in G and for which |n(ℓ∗)| = 1. It is possible to construct a set of
gauge independent simple fields in the following way. Consider Lc the set of lines ℓ ∈ L
belonging to at least one loop in G . Two lines in Lc are independent if there exists a loop
in G containing one of them but not the other. One chooses a maximal set of independent
lines { ℓ1, . . . , ℓN } ⊂ Lc and for j = 1, . . . , N one defines the simple fields,
nµ(ℓ, j, eˆ) =
{
eˆµ, if ℓ = ℓj
0, otherwise,
(C.4)
where eˆµ =
[
0
~ˆe
]
, ~ˆe ∈ Z3 with |~ˆe | = 1. Then, for j = 1, . . . , N the fields nµ(ℓ, j, eˆ) form a
complete list of gauge independent simple fields.
We conclude defining a quantity invariant under the gauge transformation (C.2). Let
C be an oriented loop in G and nµ(ℓ) a gauge field on G . Then,
W µ(C , n) =
∑
ℓ∈C
[C : ℓ]nµ(ℓ) (C.5)
is a gauge invariant quantity and corresponds to the Wilson loop of Lattice Gauge Theory.
C.2 Behaviour of the Self Energy at Large L
We consider a particle P in a finite cubic box of the side length L. At the boundaries we
impose TBC and redefine the fields so that they are periodic. The nature of the particle
P is not fundamental for the following discussion and for simplicity we assume that P is
an hadron1. Our goal is to determine the behaviour of the self energy ∆ΣP at large L.
We first study the behaviour of a generic contribution of the self energy. Note, however,
that the results obtained in this section also hold (with appropriate modifications) for the
derivative of the self energy. Let D be a Feynman diagram contributing to the self energy.
To D we may assign an abstract graph G with the line set L , the vertex set V and the
maps i, f : L → V . The graph G is one-particle irreducible and has two external vertices
a, b, which may coincide. External vertices differ from common vertices as they are flowed
by external momenta. In our case, the external momentum pµ flows in a and goes out
from b. Note that the momentum pµ may be additionally shifted by the twisting angle ϑµP
according to the flavor content of P .
In position space, the contribution J (D , L) of the diagram D to the self energy takes
the general form,
J (D , L) =
∏
v∈V ′
∫
R×[0,L]3
d4x(v) V
{
e−ip[x(b)−x(a)]
∏
ℓ∈L
Gπ (∆xℓ, L)
}
. (C.6)
Here, V ′ = V \ { b }, xµ(v) stands for the space-time coordinates of the vertex v ∈ V ′
and ∆xµℓ = x
µ (f(ℓ))− xµ (i(ℓ)) for ℓ ∈ L . The integrand is periodic and the integration
1This assumption does not change the argumentation of this section.
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runs over R × [0, L]3 where R represents the time axis and [0, L]3 the finite cubic box.
The integrand consists of products of operators and propagators. The quantity V is a
product of vertex operators. These operators are differential operators originating from the
Lagrangian. They correspond to vertex functions in momentum space. As the Lagrangian
is independent from L [21] the vertex operators do not depend on L. However, they may
depend on twisting angles of external and internal particles. The propagators are in finite
volume. They are gathered in the product
∏
ℓ∈L Gπ (∆xℓ, L). Each propagator is periodic
and decays exponentially in L. Here, we retain only pion propagators as propagators of
heavier particles decay more rapidly at large L.
To estimate the behaviour of J (D , L) at large L we first work out the propagator
Gπ (∆xℓ, L). By virtue of the Poisson resummation formula (2.6) the propagator can be
expressed as a sum over the gauge field mµ(ℓ),
Gπ (∆xℓ, L) =
∑
m(ℓ)
∫
d4kℓ
(2π)4
eikℓ[∆xℓ+Lm(ℓ)]
M2π + (kℓ + ϑℓ)
2
, (C.7)
where
ϑµℓ =
{
0, for π0 along ℓ
ϑµπ± , for π
± along ℓ.
(C.8)
The twisting angle ϑµℓ enters in the denominator but not in the exponential function. We
replace kµℓ 7→ kµℓ − ϑµℓ and rewrite the propagator
Gπ (∆xℓ, L) =
∑
m(ℓ)
Gπ (∆xℓ + Lm(ℓ)) e
−i[∆xℓ+Lm(ℓ)]ϑℓ , (C.9)
where
Gπ (∆xℓ) =
∫
d4kℓ
(2π)4
eikℓ∆xℓ
M2π + k
2
ℓ
. (C.10)
The propagator is now a sum of propagators in infinite volume without any twisting angles.
We take the product over ℓ ∈ L and factorize the part of the exponential function
depending on ∆xℓϑℓ,∏
ℓ∈L
Gπ (∆xℓ, L) = e
−i∑ℓ∈L ∆xℓϑℓ
∏
ℓ∈L
∑
m(ℓ)
Gπ (∆xℓ + Lm(ℓ)) e
−iLm(ℓ)ϑℓ . (C.11)
The summation
∑
ℓ∈L ∆xℓϑℓ can be evaluated as follows. Without loss of generality we
may take L = { ℓ1, . . . , ℓN } and consider the graph of Fig. C.1. From the structure of the
graph follows∑
ℓ∈L
∆xℓϑℓ =
N∑
j=1
[x(f(ℓj))− x(i(ℓj))]ϑℓj
= −x(i(ℓ1))ϑℓ1 + x(i(ℓ2)) [ϑℓ1 − ϑℓ2 ]︸ ︷︷ ︸
=0
+ · · ·+ x(i(ℓN−1)) [ϑℓN−2 − ϑℓN−1 ]︸ ︷︷ ︸
=0
+ x(i(ℓN ))(ϑℓN−1 − ϑℓN ) + x(f(ℓN))ϑℓN ,
(C.12)
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ϑℓ3
ϑℓ4 ϑℓ5
Figure C.1: Auxiliary graph for the sum of internal twisting angles. The endpoints of each line
correspond to vertices of V . Along the lines ℓ1, . . . , ℓN flow twisting angles ϑ
µ
ℓ1
, . . . , ϑµℓN . Along
external lines flows ϑµP .
where we use f(ℓ1) = i(ℓ2), . . . , f(ℓN−1) = i(ℓN). The square brackets vanish because
at each vertex the sum of the twisting angles is zero [36]. This is a consequence of the
symmetry constituted by the transformations (2.11). Since a = i(ℓ1) = f(ℓN) and b =
i(ℓN), we gather the surviving terms∑
ℓ∈L
∆xℓϑℓ = x(a) (ϑℓN − ϑℓ1)︸ ︷︷ ︸
=−ϑP
+x(b) (ϑℓN−1 − ϑℓN )︸ ︷︷ ︸
=ϑP
= ϑP [x(b)− x(a)]. (C.13)
Then, the product of propagators (C.11) may be rewritten as∏
ℓ∈L
Gπ (∆xℓ, L) = e
−iϑP [x(b)−x(a)]
∏
ℓ∈L
∑
m(ℓ)
Gπ (∆xℓ + Lm(ℓ)) e
−iLm(ℓ)ϑℓ
= e−iϑP [x(b)−x(a)]
∏
ℓ∈L
∑
n(ℓ)
Gπ (∆xℓ + Ln(ℓ) + L∆Λℓ) e
−iL[n(ℓ)+∆Λℓ]ϑℓ ,
(C.14)
where in the second equality we transform the gauge field under (C.2) and fix Λµ(b) = 0.
The last exponential function exp(−iL∆Λℓϑℓ) can be factorized and brought to the left side
of the product symbol. This yields a summutation
∑
ℓ∈L ∆Λℓϑℓ which can be evaluated
in the same way as Eq. (C.13). Recalling that Λµ(b) = 0 we obtain∏
ℓ∈L
Gπ (∆xℓ, L) = e
−iϑP [x(b)−x(a)−LΛ(a)]
∏
ℓ∈L
∑
n(ℓ)
Gπ (∆xℓ + Ln(ℓ) + L∆Λℓ) e
−iLn(ℓ)ϑℓ .
(C.15)
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We now return to Eq. (C.6) and insert the expression (C.15). We shift the integration
variable xµ(v) 7→ xµ(v) − LΛµ(v) for v ∈ V with Λµ(b) = 0 and interchange the sum
over nµ(ℓ) with products and integrals. The contribution J (D , L) becomes a sum over
gauge field configurations {nµ(ℓ) } on G . The sum can be split into two summations [23].
One summation runs over the gauge equivalence classes [n] and the other runs over the
gauge transformation Λµ(v), v ∈ V with Λµ(b) = 0. As the integrand is periodic in the
spatial coordinates the second summation can be combined with the integration over xµ(v),
v ∈ V ′. Altogether we have,
J (D , L) =
∑
[n]
J (D , n, L) (C.16a)
J (D , n, L) =
∏
v∈V ′
∫
R4
d4x(v) V
{
e−i(p+ϑP )[x(b)−x(a)]
∏
ℓ∈L
Gπ (∆xℓ + Ln(ℓ)) e
−iLn(ℓ)ϑℓ
}
.
(C.16b)
We note that the summation over [n] is a well-defined operation. Each term J (D , n, L) is
gauge invariant and consists of an integration over the whole position space R4. The term
[n] = [0] corresponds to the contribution in infinite volume with the external momentum
shifted by ϑµP ,
J (D , 0, L) =
∏
v∈V ′
∫
R4
d4x(v) V
{
e−i(p+ϑP )[x(b)−x(a)]
∏
ℓ∈L
Gπ (∆xℓ)
}
. (C.17)
Hence, the contribution of the diagram D to the self energy ∆ΣP = ΣP (L)− ΣP is given
by the difference
∆J (D) = J (D , L)−J (D , 0, L) =
∑
[n] 6=[0]
J (D , n, L). (C.18)
To determine the behaviour of the self energy at large L we need the heat kernel
representation of the propagator,
Gπ (∆xℓ + Ln(ℓ)) =
∫ ∞
0
dtℓ
(4πtℓ)
2 e
−M2πtℓ− [∆xℓ+Ln(ℓ)]
2
4tℓ . (C.19)
We insert the representation in ∆J (D) and perform two substitutions,
tℓ 7→ L
2Mπ
tℓ, for ℓ ∈ L (C.20a)
x(v) 7→ Lx(v), for v ∈ V ′. (C.20b)
We take the absolute value and obtain
|∆J (D)| ≤
∑
[n] 6=[0]
∏
ℓ∈L
∫ ∞
0
dtℓ
∏
v∈V ′
∫
R4
d4x(v)Ls
|P1(tℓ, x, n)|
|P2(tℓ)| e
−LMπR(tℓ,x,n,E˜P ), (C.21)
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where s is some power, P1,P2 are polynomials and
R(tℓ, x, n, E˜P ) = E˜P [x0(a)− x0(b)] + 1
2
∑
ℓ∈L
{
tℓ +
[∆xℓ + n(ℓ)]
2
tℓ
}
(C.22)
with
E˜P =
√
M2P
M2π
+
|~p+ ~ϑP |2
M2π
≥ MP
Mπ
≥ 1. (C.23)
The integral (C.21) is of the saddle-point type and for large L can be estimated by ex-
panding around the minimum of the exponent,
ε(G , n) = min
t,x,E˜P
R(tℓ, x, n, E˜P ) = min
t,x
R(tℓ, x, n, 1)
= min
x
{ x0(a)− x0(b) +
∑
ℓ∈L
|∆xℓ + n(ℓ)| } .
(C.24)
Thus, at large L we have
ln[|∆J (D)|] = −LMπε(G , n) +O(lnL). (C.25)
The next Theorem illustrates the main properties of the minimum ε(G , n).
Theorem C.2.1. Let C1, . . . ,CN be pairwise disjoint loops in G . Then,
ε(G , n) ≥
√
3
2
N∑
j=1
|W (Cj, n)|, (C.26)
where W µ(C , n) represents the Wilson loop (C.5). In particular, if n is not a pure gauge
configuration then, ε(G , n) ≥ √3/2.
Proof. We first prove the claim (C.26) and then the particular case. From Lemma C.1.1
we know that there exists a path P in G connecting a, b such that either P ∩ Cj = ∅ for
all j = 1, . . . , N or P ∩ Cj is a path in G for all j = 1, . . . , N . Note that if a = b one can
set P = ∅. To every line ℓ ∈ P one can assign a number [P : ℓ] defined as
[P : ℓ] =
{
1, for ℓ oriented as P
−1, otherwise. (C.27)
The number [P : ℓ] satisfies the properties (C.1) of the orientation number and furthermore
[P : ℓ] =
{
1, if i(ℓ) = a
−1, if f(ℓ) = a. (C.28)
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Let S ⊆ L be a subset of the line set and nµ(ℓ) a gauge field on G . We define
ǫ(S , n) = min
x
{
−
∑
ℓ∈S∩P
[P : ℓ]∆x0ℓ +
∑
ℓ∈S
|∆xℓ + n(ℓ)|
}
, (C.29)
where ∆xµℓ = x
µ (f(ℓ))− xµ (i(ℓ)). In the case S = ∅ we set ǫ(S , n) = 0. One can show
that this quantity satisfies the following relations
ǫ(S , n) = ε(G , n), if S = L (C.30a)
ǫ(S1, n) ≥ ǫ(S2, n), if S1 ⊂ S2 (C.30b)
ǫ(S1 ∪S2, n) ≥ ǫ(S1, n) + ǫ(S2, n), if S1 ∩S2 = ∅. (C.30c)
In particular, the relations imply
ε(G , n) ≥
N∑
j=1
ǫ(Cj , n). (C.31)
Now, to prove the claim of Eq. (C.26) remains to show
ǫ(Cj , n) ≥
√
3
2
|W (Cj, n)|, ∀j = 1, . . . , N. (C.32)
We first assume that P ∩ Cj = ∅ and consider consecutive vertices v1, . . . , vM along Cj .
Then,
ǫ(Cj , n) = min
x
{ M∑
k=1
|x(vk)− x(vk+1) + [Cj : ℓk]n(ℓk)|
}
, (C.33)
where vM+1 = v1 and the line ℓk ∈ Cj has vk, vk+1 as endpoints. We repeatedly use
|xk − xk+1 + n|+ |xk+1 − xk+2 +m| ≥ |xk − xk+2 + n +m|, (C.34)
until we find
ǫ(Cj , n) ≥ min
x
{
|x(v1)− x(vM+1)︸ ︷︷ ︸
=0
+
M∑
k=1
[Cj : ℓk]n(ℓk)|
}
= |W (Cj, n)|, (C.35)
which is an even stronger inequality than (C.32).
Now, we assume P ∩Cj 6= ∅ and consider consecutive vertices v1, . . . , vM along Cj with
lines ℓ1, . . . , ℓM of Cj . As P ∩ Cj is a path in G (and hence a path in Cj) it connects two
distinct vertices vr 6= vs. Thus,
ǫ(Cj , n) = min
x
{
x0(vs)− x0(vr) +
M∑
k=1
|x(vk)− x(vk+1) + [Cj : ℓk]n(ℓk)|
}
. (C.36)
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We repeatedly use Eq. (C.34) until we find
ǫ(Cj , n) ≥ min
x
{
x0(vs)− x0(vr) + |x(vr)− x(vs)|+
∣∣∣x(vs)− x(vr) + M∑
k=1
[Cj : ℓk]n(ℓk)︸ ︷︷ ︸
=W (Cj ,n)
∣∣∣}.
(C.37)
For convenience, we introduce the short notation
X µ = xµ(vs)− xµ(vr)
Wµ =W µ(Cj, n), (C.38)
and rewrite the above inequality,
ǫ(Cj , n) ≥ minX {X0 + |X |+ |X +W| }
≥ min
X0
{X0 + |X0|+ |X0 +W| }
≥ min
X0
{X0 + |2X0 +W| } .
(C.39)
We compute the minimum through the differentiation over X0 and find the inequality (C.32)
ǫ(Cj , n) ≥ minX0 {X0 +
√
4X 20 + ~W2 }
≥
√
3
2
|W| =
√
3
2
|W (Cj, n)|.
(C.40)
This concludes the demonstration of the claim of the Theorem,
ε(G , n) ≥
√
3
2
N∑
j=1
|W (Cj, n)|. (C.41)
We now prove the particular case. Let T be a tree in G and nµ(ℓ) its relative axial
gauge field. Since nµ(ℓ) is not a pure gauge field there exists a line ℓ∗ ∈ T ∗ such that
nµ(ℓ∗) 6= 0. For the loop C with C \ { ℓ∗ } ⊂ T , one finds
|W (C , n)| =
∣∣∣∑
ℓ∈L
[C : ℓ]n(ℓ)
∣∣∣ = |[C : ℓ∗]n(ℓ∗)| ≥ 1 (C.42)
and hence, ε(G , n) ≥ √3/2.
The next Theorem identifies the class of gauge fields that gives the dominant contribu-
tion to ∆J (D).
Theorem C.2.2. Suppose that n is not to a pure gauge configuration and ε(G , n) <
√
3/2.
Then n is a simple gauge field.
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LPJPIP
Figure C.2: Skeleton diagrams contributing to the Lu¨scher formula of a particle P .
We skip the complicated proof of this Theorem (which can be found in Ref. [23]) and
show the last steps leading to Eqs. (3.28, 3.58). For all diagrams D the results of above
Theorems can be summarized as
J (D , n, L) = O(e−
√
3
2
LMπ), if n is not a pure gauge (C.43a)
∆J (D) =
∑
[n] simple
J (D , n, L) +O(e−LM¯ ), (C.43b)
where M¯ ≥ √3/2Mπ . The sum over all diagrams provides the dominant contribution to
the self energy
∆ΣP =
∑
D
∑
[n] simple
J (D , n, L) +O(e−LM¯). (C.44)
The class of simple gauge fields [n] can be labelled by the set of independent fields (C.4).
The self energy becomes
∆ΣP =
∑
D
∑
ℓ∈D
Jˆ (D , ℓ, L) +O(e−LM¯), (C.45)
where the second sum runs over all ℓ in D which belong to at least one loop and which
are independent from each other. In momentum space, Jˆ (D , ℓ, L) is equal to the integral
in infinite volume associated to D but the momenta are shifted by twisting angles and the
integrand is multiplied by
exp[iL~n(ℓ, j, eˆ)~kℓ], (C.46)
where ~kℓ is the spatial momentum flowing through ℓ and ~n(ℓ, j, eˆ) is defined in (C.4).
These integrals are of the kind represented by the diagrams of Fig. C.2. One can show
that the sum (C.45) matches term by term with those diagrams. In the case where P is a
pseudoscalar meson the diagrams JP , LP are absent. Only the diagram IP contributes to
the self energy
∆ΣP =
IP
2
+O(e−LM¯ ). (C.47)
In this case the mass bound can be brought from M¯ =
√
3/2Mπ to M¯ =
√
2Mπ , see [32].
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C.3 Behaviour of the Matrix Elements of Form Fac-
tors at Large L
In a similar way as in Appendix C.2 we can apply Abstract Graph Theory and study the
behaviour of the matrix elements of form factors at large volume. We consider two hadrons
P,Q in a finite cubic box of the side length L. At the boundaries we impose TBC and
redefine the fields so that they are periodic. Let D be a Feynman diagram contributing to
the matrix elements of form factors2. To D we assign the abstract graph G with the line set
L , the vertex set V and the maps i, f : L → V . The graph G is one-particle irreducible
and has three external vertices a, b, c, which may coincide. The external momentum pµ
(resp. p′µ) flows in a (resp. out from b) while qµ = (p′− p)µ flows in c. The momenta may
be additionally shifted by the twisting angle ϑµP , ϑ
µ
Q according to the flavor content of P,Q.
In position space, the contribution J (D , L) of the diagram D takes the general form,
J (D , L) =
∏
v∈V ′
∫
R×[0,L]3
d4x(v) V
{
ei[px(a)−p
′x(b)+qx(c)]
∏
ℓ∈L
Gπ (∆xℓ, L)
}
. (C.48)
Here, V ′ = V \ { b } and V is a product of vertex operators. The product of propagators
can be worked out as in Eq. (C.11). We have,∏
ℓ∈L
Gπ (∆xℓ, L) = e
−i∑ℓ∈L ∆xℓϑℓ
∏
ℓ∈L
∑
m(ℓ)
Gπ (∆xℓ + Lm(ℓ)) e
−iLm(ℓ)ϑℓ . (C.49)
To evaluate the summation
∑
ℓ∈L ∆xℓϑℓ we proceed in a similar way as in Eq. (C.13). We
take L = { ℓ1, . . . , ℓN } and consider the graph of Fig. C.3. From the structure of the
graph follows∑
ℓ∈L
∆xℓϑℓ =
N∑
j=1
[x(f(ℓj))− x(i(ℓj))]ϑℓj
= −x(i(ℓ1))ϑℓ1 + x(i(ℓ2)) [ϑℓ1 − ϑℓ2 ]︸ ︷︷ ︸
=0
+ . . .
+ x(i(ℓr+1))(ϑℓr − ϑℓr+1) + x(i(ℓr+2)) [ϑℓr+1 − ϑℓr+2 ]︸ ︷︷ ︸
=0
+ . . .
+ x(i(ℓN))(ϑℓN−1 − ϑℓN ) + x(f(ℓN))ϑℓN ,
(C.50)
where we use f(ℓ1) = i(ℓ2), . . . , f(ℓN−1) = i(ℓN). The square brackets vanish as the sum of
the twisting angles at each vertex is zero, see Ref. [36]. Since a = i(ℓ1) = f(ℓN), b = i(ℓN ),
c = i(ℓr+1), we gather the surviving terms∑
ℓ∈L
∆xℓϑℓ = x(a) (ϑℓN − ϑℓ1)︸ ︷︷ ︸
=−ϑP
+x(c) (ϑℓr − ϑℓr+1)︸ ︷︷ ︸
=ϑP−ϑQ
+x(b) (ϑℓN−1 − ϑℓN )︸ ︷︷ ︸
=ϑQ
.
(C.51)
2Here, we use the same notation as in Appendix C.2 but the quantities are referred to the matrix
elements of form factors.
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Figure C.3: Auxiliary graph for the sum of internal twisting angles.
The product of propagators becomes
∏
ℓ∈L
Gπ (∆xℓ, L) = e
i[x(a)ϑP−x(b)ϑQ+x(c)(ϑP−ϑQ)]
∏
ℓ∈L
∑
m(ℓ)
Gπ (∆xℓ + Lm(ℓ)) e
−iLm(ℓ)ϑℓ .
(C.52)
We can further work out the product of propagators if we transform the gauge field un-
der (C.2) and fix Λµ(b) = 0. This yields an exponential function exp(−iL∆Λℓϑℓ) that can
be factorized and evaluated in the same way as Eq. (C.51). The product of propagators
becomes
∏
ℓ∈L
Gπ (∆xℓ, L) = e
i[x(a)ϑP−x(b)ϑQ+x(c)(ϑP−ϑQ)]ei[LΛ(a)ϑP+LΛ(c)(ϑQ−ϑP )]
×
∏
ℓ∈L
∑
n(ℓ)
Gπ (∆xℓ + Ln(ℓ) + L∆Λℓ) e
−iLn(ℓ)ϑℓ . (C.53)
We insert this expression in Eq. (C.48) and shift the integration variable xµ(v) 7→ xµ(v)−
LΛµ(v) for v ∈ V with Λµ(b) = 0. Then, we interchange the sum over nµ(ℓ) with products
and integrals. The contribution J (D , L) becomes a sum over gauge field configurations
{nµ(ℓ) } on G . The sum can be split into a summation over [n] and a summation over Λµ(v),
v ∈ V with Λµ(b) = 0. Due to the periodicity of the integrand the second summation can
C.3 Behaviour of the Matrix Elements of Form Factors at Large L 227
be combined with the integration over xµ(v), v ∈ V ′. Altogether, we have
J (D , L) =
∑
[n]
J (D , n, L) (C.54a)
J (D , n, L) =
∏
v∈V ′
∫
R4
d4x(v) V
{
ei[x(a)(p+ϑP )−x(b)(p
′+ϑQ)+x(c)(q+ϑQ−ϑP )]
×
∏
ℓ∈L
Gπ (∆xℓ + Ln(ℓ)) e
−iLn(ℓ)ϑℓ
}
. (C.54b)
The contribution J (D , L) is now expressed as a summation over [n] of gauge invariant
terms. The term [n] = [0] corresponds to the contribution in infinite volume with external
momenta shifted by ϑµP , ϑ
µ
Q,
J (D , 0, L) =
∏
v∈V ′
∫
R4
d4x(v) V
{
ei[x(a)(p+ϑP )−x(b)(p
′+ϑQ)+x(c)(q+ϑQ−ϑP )]
∏
ℓ∈L
Gπ (∆xℓ)
}
.
(C.55)
Hence, the contribution of the diagram D to the corrections of the matrix elements of form
factors is given by the difference,
∆J (D) = J (D , L)−J (D , 0, L) =
∑
[n] 6=[0]
J (D , n, L). (C.56)
By means of the heat kernel representation (C.19) and of the substitutions (C.20) we can
estimate the absolute value,
|∆J (D)| ≤
∑
[n] 6=[0]
∏
ℓ∈L
∫ ∞
0
dtℓ
∏
v∈V ′
∫
R4
d4x(v)Ls
|P1(tℓ, x, n)|
|P2(tℓ)| e
−LMπR(tℓ,x,n,E˜P ,E˜Q).
(C.57)
Here, s is some power, P1,P2 are polynomials and
R(tℓ, x, n, E˜P , E˜Q) = E˜P [x0(a)− x0(c)] + E˜Q[x0(c)− x0(b)]
+
1
2
∑
ℓ∈L
{
tℓ +
[∆xℓ + n(ℓ)]
2
tℓ
}
(C.58)
with
E˜P =
√
M2P
M2π
+
|~p+ ~ϑP |2
M2π
≥ MP
Mπ
≥ 1 (C.59a)
E˜Q =
√
M2Q
M2π
+
|~p+ ~ϑQ|2
M2π
≥ MQ
Mπ
≥ 1. (C.59b)
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The integral (C.57) is of the saddle-point type and for large L can be estimated by ex-
panding around the minimum of the exponent,
ε(G , n) = min
t,x,E˜P ,E˜Q
R(tℓ, x, n, E˜P , E˜Q) = min
t,x
R(tℓ, x, n, 1, 1)
= min
x
{ x0(a)− x0(b) +
∑
ℓ∈L
|∆xℓ + n(ℓ)| } .
(C.60)
Thus, at large L we have
ln[|∆J (D)|] = −LMπε(G , n) +O(lnL). (C.61)
Note that the minimum ε(G , n) is exactly the same as in the case of the self energy,
see Eq. (C.24). Hence, we can apply the Theorems C.2.1 and C.2.2 without any modifica-
tions. The result is that for all diagrams D ,
J (D , n, L) = O(e−
√
3
2
LMπ), if n is not a pure gauge (C.62a)
∆J (D) =
∑
[n] simple
J (D , n, L) +O(e−LM¯ ), (C.62b)
where M¯ ≥ √3/2Mπ . The sum over all diagrams provides the dominant contribution to
the corrections of the matrix elements of form factors.
Appendix D
Terms S(4)
We list the explicit expressions of the terms S(4) introduced in Chapter 4. Some of them
are parts of the terms S
(4)
MP
, S
(4)
FP
presented in Appendix A of Ref. [32]; others are completely
new. For completeness, we list them all and for each of them we indicate the equation they
appear.
D.1 Pions
We begin with the terms S(4) appearing in the asymptotic formulae for pions. Remark
that the functions Rk0, (R
k
0)
′, (Rk0)
′′, Qk0, (Q
k
0)
′ are defined in Eq. (D.17).
The terms appearing in Eq. (4.55) are
S(4)(Mπ0 , π
0) = 3R00 − 8R10 − 8R20
S(4)(Mπ0 , π
±) =
4
3
(
R00 + 2R
1
0 − 4R20
)
.
(D.1)
The terms appearing in Eq. (4.61) are
S(4)(Mπ±, π
0) =
2
3
(
R00 + 2R
1
0 − 4R20
)
S(4)(Mπ± , π
±) =
1
3
(
11R00 − 20R10 − 32R20
)
.
(D.2)
The terms appearing in Eq. (4.63) are
S
(4)
D (Mπ± , π
0) =
4
3
(
R10 − 4R20
)− 4
3
[
(R10)
′ − 2(R20)′ − 4(R30)′
]
S
(4)
D (Mπ±, π
±) = −4
3
(
5R10 + 16R
2
0
)− 2
3
[
11(R10)
′ + 20(R20)
′ − 32(R30)′
]
.
(D.3)
The term appearing in Eq. (4.66) is
S(4)(ϑΣ
π+
) = −1
3
(
11R10 + 20R
2
0 − 8R30
)
. (D.4)
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The terms appearing in Eq. (4.70) are
S(4)(Fπ0 , π
0) = −4 (R10 + 2R20)− 12 [3(R00)′ − 8(R10)′ − 8(R20)′]
S(4)(Fπ0 , π
±) =
4
3
(
R00 + 2R
1
0 − 4R20
)− 2
3
[
(R00)
′ + 2(R10)
′ − 4(R20)′
]
.
(D.5)
The terms appearing in Eq. (4.74) are
S(4)(Fπ±, π
0) =
2
3
(
R00 + 2R
1
0 − 4R20
)− 1
3
[
(R00)
′ + 2(R10)
′ − 4(R20)′
]
S(4)(Fπ±, π
±) =
2
3
(
R00 − 4R10 − 16R20
)− 1
6
[
11(R00)
′ − 20(R10)′ − 32(R20)′
]
.
(D.6)
The terms appearing in Eq. (4.75) are
S
(4)
D (Fπ±, π
0) =
4
3
(
R10 − 4R20
)− 2
3
[
3(R10)
′ − 8(R20)′ − 8(R30)′
]
+
2
3
[
(R10)
′′ − 2(R20)′′ − 4(R30)′′
]
S
(4)
D (Fπ±, π
±) = −8
3
(
R10 + 8R
2
0
)
+
2
3
[
3(R10)
′ + 8(R20)
′ + 32(R30)
′]
+
1
3
[
11(R10)
′′ + 20(R20)
′′ − 32(R30)′′
]
.
(D.7)
The term appearing in Eq. (4.78) is
S(4)(ϑA
π+
) = −2
3
(
R10 + 4R
2
0 − 4R30
)
+
1
6
[
11(R10)
′ + 20(R20)
′ − 8(R30)′
]
. (D.8)
The terms appearing in Eq. (4.82) are
S(4)(Gπ0 , π
0) = −3R00 + 4R10 −
1
2
[
3(R00)
′ − 8(R10)′ − 8(R20)′
]
S(4)(Gπ0, π
±) = −2
3
[
(R00)
′ + 2(R10)
′ − 4(R20)′
]
.
(D.9)
The terms appearing in Eq. (4.88) are
S(4)(Gπ±, π
0) = −1
3
[
(R00)
′ + 2(R10)
′ − 4(R20)′
]
S(4)(Gπ±, π
±) = −3R00 + 4R10 −
1
6
[
11(R00)
′ − 20(R10)′ − 32(R20)′
]
.
(D.10)
The terms appearing in Eq. (4.89) are
S
(4)
D (Gπ±, π
0) = −2
3
[
(R10)
′ − 4(R20)′ − (R10)′′ + 2(R20)′′ + 4(R30)′′
]
S
(4)
D (Gπ±, π
±) = 4R10 +
28
3
[
(R10)
′ + 2(R20)
′]+ 1
3
[
11(R10)
′′ + 20(R20)
′′ − 32(R30)′′
]
.
(D.11)
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The term appearing in Eq. (4.92) is
S(4)(ϑG
π+
) = 3R10 + 4R
2
0 +
1
6
[
11(R10)
′ + 20(R20)
′ − 8(R30)′
]
. (D.12)
The terms appearing in Eq. (4.98) are
S(4)(Γπ
0
S , π
0) = 5
(
3R00 − 8R10 − 8R20
)− (3Q00 − 8Q10 − 8Q20)
S(4)(Γπ
0
S , π
±) =
20
3
(
R00 + 2R
1
0 − 4R20
)− 4
3
(
Q00 + 2Q
1
0 − 4Q20
)
.
(D.13)
The terms appearing in Eq. (4.102) are
S(4)(Γπ
±
S , π
0) =
10
3
(
R00 + 2R
1
0 − 4R20
)− 2
3
(
Q00 + 2Q
1
0 − 4Q20
)
S(4)(Γπ
±
S , π
±) =
5
3
(
11R00 − 20R10 − 32R20
)− 1
3
(
11Q00 − 20Q10 − 32Q20
)
.
(D.14)
The terms appearing in Eq. (4.103) are
S
(4)
D (Γ
π±
S , π
0) =
4
3
[4− Cπ±]
[
R10 − 4R20 − (R10)′ + 2(R20)′ + 4(R30)′
]
− 4
3
[
Q10 − 4Q20 − (Q10)′ + 2(Q20)′ + 4(Q30)′
]
S
(4)
D (Γ
π±
S , π
±) = −2
3
[4− Cπ±]
[
10R10 + 32R
2
0 + 11(R
1
0)
′ + 20(R20)
′ − 32(R30)′
]
+
2
3
[
10Q10 + 32Q
2
0 + 11(Q
1
0)
′ + 20(Q20)
′ − 32(Q30)′
]
.
(D.15)
Here, Cπ± =Mπ/(Mπ +Dπ±) and Dπ± =
√
M2π + |~ϑπ±|2 −Mπ .
The term appearing in Eq. (4.104) is
S
(4)
ΓS
(Θπ+) = −5
3
(
11R10 + 20R
2
0 − 8R30
)
+
1
3
(
11Q10 + 20Q
2
0 − 8Q30
)
. (D.16)
232 D. Terms S(4)
The functions Rk0 , (R
k
0)
′, (Rk0)
′′, Qk0, (Q
k
0)
′ entering the above expressions are defined as
Rk0 = R
k
0(λπ|~n|)
=
{
Re
Im
∫
R
dy yke−λπ|~n|
√
1+y2g(2 + 2iy), for
{
k even
k odd
(Rk0)
′ = (Rk0)
′(λπ|~n|)
=
{
Re
Im
∫
R
dy yke−λπ|~n|
√
1+y2g′(2 + 2iy), for
{
k even
k odd
(Rk0)
′′ = (Rk0)
′′(λπ|~n|) (D.17)
=
{
Re
Im
∫
R
dy yke−λπ|~n|
√
1+y2g′′(2 + 2iy), for
{
k even
k odd,
Qk0 = Q
k
0(λπ|~n|)
=
{
Re
Im
∫
R
dy ykλπ|~n|
√
1 + y2e−λπ|~n|
√
1+y2g(2 + 2iy), for
{
k even
k odd
(Qk0)
′ = (Qk0)
′(λπ|~n|)
=
{
Re
Im
∫
R
dy ykλπ|~n|
√
1 + y2e−λπ|~n|
√
1+y2g′(2 + 2iy), for
{
k even
k odd
where
g(x) = σ log
(
σ − 1
σ + 1
)
+ 2
σ =
√
1− 4/x,
(D.18)
and g′(x), g′′(x) are the first and second derivative of g(x) with respect to x. Note that g(x)
is related to the loop-integral function J¯(q2) = J(q2)−J(0) evaluated in d = 4 dimensions,
J(q2) =
∫
ddk
(2π)d
1
i [M2π − (k + q)2] [M2π − k2]
, (D.19)
according to g(x) = (4π)2 J¯(xM2π).
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D.2 Kaons
We list the terms S(4) appearing in the asymptotic formulae for kaons. Remark that the
functions SklPQ are defined in Eq. (D.30). In the next expressions, we denote the ratio of
mass squares as xPQ = M
2
P/M
2
Q where P,Q = π,K, η.
The term appearing in Eq. (4.109) is
S(4)(MK±, π
±) = 2x−1/2πK
{
+
3
32
(1 + xπK)
2S0,1Kπ −
5
8
(1 + xKπ)S
1,1
Kπ −
19
8
S2,1Kπ
− 3
16
(1− x2πK)S0,3Kπ
+
13
8
(1− xπK)S1,3Kπ −
3
2
(
xπK S
0,5
Kπ + S
2,5
Kπ
)
+
1
96
(1 + xπK)
2S0,1ηK −
1
8
(1 + xπK)S
1,1
ηK −
3
8
S2,1ηK
− 1
16
(1 + xπK) (5− 2xπK − 3xηK)S0,3ηK
+
3
8
(1− 2xπK + xηK)S1,3ηK −
3
2
(
xπK S
0,5
ηK + S
2,5
ηK
)}
.
(D.20)
The term appearing in Eq. (4.111) is
S
(4)
D (MK±, π
±) = 2x−1/2πK
{
− 5
8
(1 + xπK)S
1,1
Kπ −
3
16
(1 + xπK)
2S1,2Kπ
+
13
8
(1− xπK)S1,3Kπ
+
3
8
(1− x2πK)S1,4Kπ −
19
4
(S2,1Kπ − S3,2Kπ)
− 5
4
(1 + xπK)S
2,2
Kπ +
13
4
(1− xπK)S2,4Kπ
+ 3
(
xπKS
1,6
Kπ − S2,5Kπ + S3,6Kπ
)
− 1
8
(1 + xπK)S
1,1
ηK −
1
48
(1 + xπK)
2S1,2ηK
+
3
8
(1− 2xπK + xηK)S1,3ηK
+
1
8
(1 + xπK) (5− 2xπK − 3xηK)S1,4ηK −
3
4
(
S2,1ηK − S3,2ηK
)
− 1
4
(1 + xπK)S
2,2
ηK +
3
4
(1− 2xπK + xηK)S2,4ηK
+ 3
(
xπK S
1,6
ηK − S2,5ηK + S3,6ηK
)}
.
(D.21)
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The term appearing in Eq. (4.114) is
S(4)(ϑΣ
K+
) = x−1πK
{
− 3
16
(1 + xπK)
2S1,1Kπ +
3
8
(1− x2πK)S1,3Kπ
− 5
4
(1 + xπK)S
2,1
Kπ +
13
4
(1− xπK)S2,3Kπ +
3
4
S3,1Kπ
+ 3
(
xπK S
1,5
Kπ + S
3,5
Kπ
)
− 1
48
(1 + xπK)
2S1,1ηK +
1
8
(1 + xπK) (5− 2xπK − 3xηK)S1,3ηK
− 1
4
(1 + xπK)S
2,1
ηK +
3
4
(1− 2xπK + xηK)S2,3ηK +
3
4
S3,1ηK
+ 3
(
xπKS
1,5
ηK + S
3,5
ηK
)}
.
(D.22)
The term appearing in Eq. (4.118) is
S(4)(FK±, π
±) = 2 x−1/2πK
{
− 5
16
(1 + xπK)S
1,1
Kπ −
3
64
(1 + xπK)
2S0,2Kπ
+
5
16
(1 + xπK)S
1,2
Kπ +
3
32
(1− 5xπK)S0,3Kπ
+
1
8
(16− 5xπK)S1,3Kπ +
5
4
S2,3Kπ
+
3
32
(
1− x2πK
)
S0,4Kπ
− 13
16
(1− xπK)S1,4Kπ −
19
16
(
2S2,1Kπ − S2,2Kπ
)
− 3
4
(
xπK S
0,5
Kπ + 2S
2,5
Kπ − xπK S0,6Kπ − S2,6Kπ
)
− 1
16
(1 + xπK)S
1,1
ηK −
1
192
(1 + xπK)
2S0,2ηK
+
1
16
(1 + xπK)S
1,2
ηK −
1
32
(11 + 2xπK − 9xηK)S0,3ηK
+
1
8
(4− 2xπK + 3xηK)S1,3ηK +
3
4
S2,3ηK
+
1
32
(1 + xπK) (5− 2xπK − 3xηK)S0,4ηK
− 3
16
(1− 2xπK + xηK)S1,4ηK −
3
16
(
2S2,1ηK − S2,2ηK
)
− 3
4
(
xπK S
0,5
ηK + 2S
2,5
ηK − xπK S0,6ηK − S2,6ηK
)}
.
(D.23)
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The term appearing in Eq. (4.120) is
S
(4)
D (FK±, π
±) = 2 x−1/2πK
{
− 5
16
(1 + xπK)S
1,1
Kπ +
5
16
(1 + xπK)S
1,2
Kπ
+
1
8
(16− 5xπK)S1,3Kπ −
1
4
(4− 7xπK)S1,4Kπ
+
3
32
(1 + xπK)
2S1,7Kπ
− 3
16
(1− x2πK)S1,8Kπ
+
1
8
(14− 5xπK)S2,2Kπ +
1
4
(16− 5xπK)S2,4Kπ
+
5
8
(1 + xπK)S
2,7
Kπ −
13
8
(1− xπK)S2,8Kπ
+
3
2
(
xπK S
1,6
Kπ − xπK S1,9Kπ + S2,6Kπ − S3,9Kπ
)
− 19
8
(
2S2,1Kπ − 2S3,2Kπ + S3,7Kπ
)
+
5
2
(
S2,3Kπ − S3,4Kπ
)− 3 (S2,5Kπ − S3,6Kπ)
− 1
16
(1 + xπK)S
1,1
ηK +
1
16
(1 + xπK)S
1,2
ηK
+
1
8
(4− 2xπK + 3xηK)S1,3ηK +
1
4
(2 + 2xπK − 3xηK)S1,4ηK
+
1
96
(1 + xπK)
2S1,7ηK
− 1
16
(1 + xπK) (5− 2xπK − 3xηK)S1,8ηK
+
1
8
(2− xπK)S2,2ηK +
1
4
(4− 2xπK + 3xηK)S2,4ηK
+
1
8
(1 + xπK)S
2,7
ηK −
3
8
(1− 2xπK + xηK)S2,8ηK
+
3
2
(
xπK S
1,6
ηK − xπK S1,9ηK + S2,6ηK − S3,9ηK
)
− 3
8
(
2S2,1ηK − 2S3,2ηK + S3,7ηK
)
+
3
2
(
S2,3ηK − S3,4ηK
)− 3 (S2,5ηK − S3,6ηK)}.
(D.24)
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The term appearing in Eq. (4.123) is
S(4)(ϑA
K+
) = x−1πK
{
+
3
32
(1 + xπK)
2S1,2Kπ −
3
16
(1− 5xπK)S1,3Kπ
− 3
16
(1− x2πK)S1,4Kπ −
5
8
(1 + xπK)S
2,1
Kπ
+
5
8
(1 + xπK)S
2,2
Kπ +
1
4
(16− 5xπK)S2,3Kπ
− 13
8
(1− xπK)S2,4Kπ +
3
4
S3,1Kπ −
3
8
S3,2Kπ
− 5
2
S3,3Kπ + 3S
3,5
Kπ
+
3
2
(
xπK S
1,5
Kπ − xπK S1,6Kπ − S3,6Kπ
)
+
1
96
(1 + xπK)
2S1,2ηK +
1
16
(11 + 2xπK − 9xηK)S1,3ηK
− 1
16
(1 + xπK)(5− 2xπK − 3xηK)S1,4ηK −
1
8
(1 + xπK)S
2,1
ηK
+
1
8
(1 + xπK)S
2,2
ηK +
1
4
(4− 2xπK + 3xηK)S2,3ηK
− 3
8
(1− 2xπK + xηK)S2,4ηK +
3
4
S3,1ηK −
3
8
S3,2ηK
− 3
2
S3,3ηK + 3S
3,5
ηK
+
3
2
(
xπK S
1,5
ηK − xπK S1,6ηK − S3,6ηK
)}
.
(D.25)
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The term appearing in Eq. (4.128) is
S(4)(GK±, π
±) = 2 x−1/2πK
{
− 3
32
(1 + xπK)
2S0,1Kπ −
3
64
(1 + xπK)
2S0,2Kπ
+
3
32
(1− 2xπK)(3 + xπK)S0,3Kπ
+
3
32
(
1− x2πK
)
S0,4Kπ
+
3
4
xπK S
0,5
Kπ +
3
4
xπK S
0,6
Kπ
+
5
16
(1 + xπK)S
1,1
Kπ +
5
16
(1 + xπK)S
1,2
Kπ
+
1
8
(3 + 8xπK)S
1,3
Kπ −
13
16
(1− xπK)S1,4Kπ
+
19
16
S2,2Kπ +
5
4
S2,3Kπ +
3
4
S2,6Kπ
− 1
96
(1 + xπK)
2S0,1ηK −
1
192
(1 + xπK)
2S0,2ηK
− 1
32
(1− 2xπK)(1− 2xπK − 3xηK)S0,3ηK
+
1
32
(1 + xπK)(5− 2xπK − 3xηK)S0,4ηK
+
3
4
xπK S
0,5
ηK +
3
4
xπK S
0,6
ηK
+
1
16
(1 + xπK)S
1,1
ηK +
1
16
(1 + xπK)S
1,2
ηK
+
1
8
(1 + 4xπK)S
1,3
ηK −
3
16
(1− 2xπK + xηK)S1,4ηK
+
3
16
S2,2ηK +
3
4
S2,3ηK +
3
4
S2,6ηK
}
.
(D.26)
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The term appearing in Eq. (4.129) is
S
(4)
D (GK±, π
±) = 2 x−1/2πK
{
+
5
16
(1 + xπK)S
1,1
Kπ +
1
16
(1 + xπK)(8 + 3xπK)S
1,2
Kπ
+
1
8
(3 + 8xπK)S
1,3
Kπ
− 1
8
(11− 14xπK − 3x2πK)S1,4Kπ
− 3
2
xπK S
1,6
Kπ +
3
32
(1 + xπK)
2S1,7Kπ
− 3
16
(1− x2πK)S1,8Kπ −
3
2
xπK S
1,9
Kπ
+
1
8
(24 + 5xπK)S
2,2
Kπ +
5
2
S2,3Kπ
+
1
4
(3 + 8xπK)S
2,4
Kπ +
3
2
S2,6Kπ
+
5
8
(1 + xπK)S
2,7
Kπ −
13
8
(1− xπK)S2,8Kπ
− 5
2
S3,4Kπ −
19
8
S3,7Kπ −
3
2
S3,9Kπ
+
1
16
(1 + xπK)S
1,1
ηK +
1
48
(1 + xπK)(4 + xπK)S
1,2
ηK
+
1
8
(1 + 4xπK)S
1,3
ηK
− 1
8
(1− xπK + 3xηK − 2x2πK − 3xπKxηK)S1,4ηK
− 3
2
xπK S
1,6
ηK +
1
96
(1 + xπK)
2S1,7ηK
− 1
16
(1 + xπK)(5− 2xπK − 3xηK)S1,8ηK −
3
2
xπK S
1,9
ηK
+
1
8
(4 + xπK)S
2,2
ηK +
3
2
S2,3ηK
+
1
4
(1 + 4xπK)S
2,4
ηK +
3
2
S2,6ηK
+
1
8
(1 + xπK)S
2,7
ηK −
3
8
(1− 2xπK + xηK)S2,8ηK
− 3
2
S3,4ηK −
3
8
S3,7ηK −
3
2
S3,9ηK
}
.
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The term appearing in Eq. (4.133) is
S(4)(ϑG
K+
) = x−1πK
{
+
3
16
(1 + xπK)
2S1,1Kπ +
3
32
(1 + xπK)
2S1,2Kπ
− 3
16
(1− 2xπK)(3 + xπK)S1,3Kπ
− 3
16
(1− x2πK)S1,4Kπ
− 3
2
xπK S
1,5
Kπ −
3
2
xπK S
1,6
Kπ
+
5
8
(1 + xπK)S
2,1
Kπ +
5
8
(1 + xπK)S
2,2
Kπ
+
1
4
(3 + 8xπK)S
2,3
Kπ −
13
8
(1− xπK)S2,4Kπ
− 3
8
S3,2Kπ −
5
2
S3,3Kπ −
3
2
S3,6Kπ
+
1
48
(1 + xπK)
2S1,1ηK +
1
96
(1 + xπK)
2S1,2ηK
+
1
16
(1− 2xπK)(1− 2xπK − 3xηK)S1,3ηK
− 1
16
(1 + xπK)(5− 2xπK − 3xηK)S1,4ηK
− 3
2
xπK S
1,5
ηK −
3
2
xπK S
1,6
ηK
+
1
8
(1 + xπK)S
2,1
ηK +
1
8
(1 + xπK)S
2,2
ηK
+
1
4
(1 + 4xπK)S
2,3
ηK −
3
8
(1− 2xπK + xηK)S2,4ηK
− 3
8
S3,2ηK −
3
2
S3,3ηK −
3
2
S3,6ηK
}
.
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D.3 Eta Meson
We present the term S(4) appearing in the asymptotic formula for the eta meson. Remark
that the functions T k,lPQ are defined in Eq. (D.30). In the next expressions, we denote the
ratio of mass squares as xPQ =M
2
P/M
2
Q where P,Q = π,K, η.
The term appearing in Eq. (4.137) is
S(4)(Mη , π
±) = 2
{
x
3/2
πη
3
T 0,1KK − 2x1/2πη T 1,1KK − 3x−1/2πη T 2,1KK +
2
9
x3/2πη T
0,1
ηπ
}
. (D.29)
The functions Sk,lPQ, T
k,l
PQ entering the expressions for kaons and eta meson are defined
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as
Sk,lPQ = S
k,l
PQ(λπ|~n|)
=
{
Re
Im
Nx
(k+1)/2
πK
∫
R
dy yke−λπ |~n|
√
1+y2g
(l)
PQ(M
2
K +M
2
π + 2iMKMπy)
for
{
k even
k odd
T k,lPQ = T
k,l
PQ(λπ|~n|)
=
{
Re
Im
Nx(k+1)/2πη
∫
R
dy yke−λπ |~n|
√
1+y2g
(l)
PQ(M
2
η +M
2
π + 2iMηMπy)
for
{
k even
k odd.
(D.30)
Here, N = (4π)2 and
g
(1)
PQ(x) = J¯PQ(x) g
(2)
PQ(x) =M
2
K J¯
′
PQ(x) g
(7)
PQ(x) =M
4
K J¯
′′
PQ(x)
g
(3)
PQ(x) = KPQ(x) g
(4)
PQ(x) =M
2
K K
′
PQ(x) g
(8)
PQ(x) =M
4
K K
′′
PQ(x)
g
(5)
PQ(x) = M¯PQ(x) g
(6)
PQ(x) =M
2
K M¯
′
PQ(x) g
(9)
PQ(x) =M
4
K M¯
′′
PQ(x).
(D.31)
The explicit forms of g
(l)
PQ(x) were presented in Ref. [48]. They can be expressed in terms
of the loop-integral function J¯PQ(q
2) = JPQ(q
2)− JPQ(0) evaluated in d = 4 dimensions,
JPQ(q
2) =
∫
ddk
(2π)d
1
i
[
M2P − (k + q)2
][
M2Q − k2
] . (D.32)
Using the abbreviations,
J¯(t) = J¯PQ(t) t = q
2 ∆ =M2 −m2
K(t) = KPQ(t) M = MP Σ =M
2 +m2
M¯(t) = M¯PQ(t) m = MQ ρ = (t +∆)
2 − 4tM2,
(D.33)
the above functions take the forms
J¯(t) =
1
2N
[
2 +
∆
t
ln
m2
M2
− Σ
∆
ln
m2
M2
−
√
ρ
t
ln
(t+
√
ρ)2 −∆2
(t−√ρ)2 −∆2
]
K(t) =
∆
2t
J¯(t)
M¯(t) =
1
12t
[t− 2Σ]J¯(t) + ∆
2
3t2
J¯(t) +
1
18N
− 1
6Nt
[
Σ +
2M2m2
∆
ln
m2
M2
]
.
(D.34)
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We conclude with a remark on the analycity of the loop-integral functions. In the
asymptotic formulae the loop-integral functions are evaluated in the complex plane along
the imaginary axis. Eq. (D.34) represents an analytic continuation for the loop-integral
functions to the complex plane. In one case the representation (D.34) is not an unambigous
analytic continuation: for J¯PQ(M
2
P +M
2
Q + 2iMPMQy) due to the negative value of ρ =
−4M2PM2Q(1 + y2). In Ref. [32] an analytic continuation was proposed but it was not fully
correct. Here, we give the correct analytic continuation. One must take the positive value
of the square root, √
ρ = 2iMPMQ
√
1 + y2, (D.35)
for which the logarithm in (D.34) becomes
ln
(t+
√
ρ)2 −∆2
(t−√ρ)2 −∆2 = ln
(1 + y2)
1
2 + y
(1 + y2)
1
2 − y
+ iπ, for all y ∈ R, (D.36)
with t =M2P +M
2
Q + 2iMPMQ y.
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