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ON THE STRUCTURE OF QUANTUM VERTEX ALGEBRAS
ALBERTO DE SOLE, MATTEO GARDINI, AND VICTOR G. KAC
Abstract. A definition of a quantum vertex algebra, which is a deforma-
tion of a vertex algebra, was proposed by Etingof and Kazhdan in 1998. In
a nutshell, a quantum vertex algebra is a braided state-field correspondence
which satisfies associativity and braided locality axioms. We develop a struc-
ture theory of quantum vertex algebras, parallel to that of vertex algebras.
In particular, we introduce braided n-products for a braided state-field corre-
spondence and prove for quantum vertex algebras a version of the Borcherds
identity.
1. Introduction
Let V be a module over a unital commutative associative ring K. The basic
objects of study in the theory of vertex algebras are products on V with values in
Laurent series over V , i.e. K-linear maps
Y : V ⊗ V → V ((z)) , a⊗ b 7→ Y (z)(a⊗ b). (1.1)
A product (1.1) is called unital if there exists a non-zero element |0〉 ∈ V , called
the vacuum vector, such that, for any a ∈ V , one has
Y (z)(|0〉 ⊗ a) = a, Y (z)(a⊗ |0〉) ≡ amod zV [[z]]. (1.2)
Condition (1.2) is called the vacuum axiom. Given a unital product (1.1) on V , one
defines the translation operator T on V by
Ta = ∂zY (z)(a⊗ |0〉)|z=0 , a ∈ V. (1.3)
The product (1.1) is called translation covariant if the following two conditions
hold:
TY (z)(a⊗ b)− Y (z)(a⊗ Tb) = ∂zY (z)(a⊗ b), (1.4)
Y (z)(Ta⊗ b) = ∂zY (z)(a⊗ b). (1.5)
Note that these two conditions imply that T is a derivation of the product (1.1)
and, if this holds, conditions (1.4) and (1.5) are equivalent.
A unital translation covariant product (1.1) is called a state-field correspondence.
A vertex algebra is a state-field correspondence on a vector space V over a field K
of characteristic 0 which satisfies the locality axiom
(z − w)NY (z)(1⊗ Y (w))(a ⊗ b⊗ c) = (z − w)NY (w)(1 ⊗ Y (z))(b⊗ a⊗ c) (1.6)
for some non-negative integer N depending on elements a, b ∈ V .
Introducing the quantum fields Y (a, z), a ∈ V , by Y (a, z)b = Y (z)(a⊗b), b ∈ V ,
we obtain a more familiar form of equations (1.1)-(1.6) respectively (cf. [K], [K15]):
Key words and phrases. Vertex algebras, braided vertex algebras, quantum vertex algebras,
quantum Borcherds identity.
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(1.1)’ Y (a, z) =
∑
n∈Z a(n)z
−n−1, where a(n) ∈ EndV ,
(1.2)’ Y (|0〉, z) = IV , Y (a, z)|0〉 ∈ a+ zV [[z]],
(1.3)’ Ta = ∂zY (a, z)|0〉
∣∣
z=0
,
(1.4)’ [T, Y (a, z)] = ∂zY (a, z),
(1.5)’ Y (Ta, z) = ∂zY (a, z),
(1.6)’ (z − w)N [Y (a, z), Y (b, w)] = 0.
Then the map a 7→ Y (a, z) is indeed a correspondence between states a ∈ V and
quantum fields Y (a, z). This definition of vertex algebra was given in [K] (see also
[K15]), where its equivalence to the original definition, given by Borcherds [B] in
1986 (via Borcherds identity), was established.
A quantum deformation of the notion of a vertex algebra is obtained by taking
for the space of states V a topologically free module over K[[h]] and considering
a “topological” state-field correspondence satisfying a “deformed” axiom of locality
which induces locality (1.6) on V/hV (hence induces on V/hV a structure of a
vertex algebra). Following ideas of [FR], Etingof and Kazhdan in [EK5] defined
such a “deformed” locality by introducing a K[[h]]-linear map, called braiding,
S : V ⊗̂V → V ⊗̂V ⊗̂(K((z))[[h]])
(where ⊗̂ stands for the K[[h]]-completed tensor product), which is ≡ 1 mod h
and is a shift-invariant unitary solution of the quantum Yang-Baxter equation (see
Definition 3.5). To get the S-locality they inserted S in the LHS of (1.6) as follows
(cf. [FR])
(z − w)NY (z)(1⊗ Y (w))S12(z − w)(a ⊗ b⊗ c)
= (z − w)NY (w)(1 ⊗ Y (z))(b ⊗ a⊗ c) mod hM
(1.7)
for all a, b, c ∈ V , M ∈ Z≥0, and N ∈ Z≥0 depending on a, b and M .
The resulting notion is called a braided vertex algebra. Note that if V is a braided
vertex algebra, obviously V/hV is a vertex algebra over K. Hence such V is called
a quantization of the vertex algebras V/hV .
It is well known that vertex algebras satisfy the associativity relation
(z+w)NY (w)(Y (z)⊗1)(a⊗b⊗c) = (z+w)N ιz,wY (z+w)(1⊗Y (w))(a⊗b⊗c) (1.8)
for some non-negative integer N (see e.g. [BK, Prop.4.1(b)]), which implies that,
in case T = 0, vertex algebras are associative algebras. However, this is not the
case for braided vertex algebras.
Etingof and Kazhdan in [EK5] rectified the definition of a braided vertex al-
gebra by imposing on the braiding S the hexagon relation (see equation (3.24)),
and proved that a braided vertex algebra with braiding S satisfying the hexagon
relation, satisfies the associativity relation (1.8). They called such a braided vertex
algebra a quantum vertex algebra.
The main result of [EK5] is a construction of a quantum vertex algebra which
is a non-trivial quantization of the universal affine vertex algebra V k(slN ). They
also discuss quantum vertex algebras with T = 0 (which are associative algebras
with braiding) and the quasiclassical limit of a quantum vertex algebra (which is a
vertex algebra with some additional structure).
In the present paper we develop a structure theory of braided and quantum
vertex algebras, keeping in mind the structure theory of vertex algebras. For the
former we first recall some of the results of the latter.
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The following theorem, collecting results from [K], [LL], [BK] and [L03], gives
several equivalent characterizations of a vertex algebra.
Theorem 1.1. Let V be a vector space over a field K of characteristic 0 and let
Y : V ⊗V → V ((z)) be a state-field correspondence. Then the following conditions
are equivalent (a, b, c ∈ V ):
(i) V is a vertex algebra.
(ii) The following Jacobi identity holds:
ιz,wδ(x, z − w)Y (z)
(
1⊗ Y (w)
)
(a⊗ b⊗ c)
− ιw,zδ(x, z − w)Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c)
= ιz,xδ(w, z − x)Y (w)
(
Y (x) ⊗ 1
)
(a⊗ b⊗ c) .
(1.9)
(iii) The following two equations hold: the associativity relation (N ≫ 0)
(z + w)NY (w)
(
Y (z)⊗1
)
(a⊗b⊗c)
= (z + w)N ιz,wY (z + w)
(
1⊗Y (w)
)
(a⊗b⊗c) ,
(1.10)
and the skewsymmetry relation
Y (z)(a⊗ b) = ezTY (−z)(b⊗ a) =: Y op(z)(a⊗ b) . (1.11)
(iv) The Borcherds identity holds for any n ∈ Z:
ιz,w(z − w)
nY (z)
(
1⊗ Y (w)
)
(a⊗ b⊗ c)
− ιw,z(z − w)
nY (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c)
=
∑
j≥0
Y (w)(a(n+j)b⊗ c)
∂jwδ(z, w)
j!
.
(1.12)
(v) The skewsymmetry Y = Y op, and the following n-product identities holds:
Y (a, z)(n)Y (b, z) = Y (a(n)b, z) , n ∈ Z . (1.13)
Here and below δ(z, w) denotes the formal δ-function δ(z, w) =
∑
k∈Z z
−k−1wk,
and ιz,w denotes the geometric series expansion for |z| > |w|. In condition (v), the
n-product of quantum fields a(z), b(z) : V → V ((z)) is defined by
a(z)(n)b(z) = Resx
(
a(x)b(z)ιx,z(x− z)
n − b(z)a(x)ιz,x(x− z)
n
)
. (1.14)
A vertex algebra is called commutative if the locality axiom (1.6) holds forN = 0:
Y (z)
(
1⊗ Y (w)
)
(a⊗ b⊗ c) = Y (w)
(
1⊗ Y (z)
)
(b ⊗ a⊗ c) , a, b, c ∈ V . (1.15)
Equivalently, this means that [Y (a, z), Y (b, w)] = 0 for any a, b ∈ V .
The following simple result can be found in [B] and [K].
Theorem 1.2. A vertex algebra is commutative if and only if Y (z)(a⊗ b) ∈ V [[z]]
for any a, b ∈ V . Moreover, in this case, the (−1)-product a(−1)b is commutative,
associative, unital (with unity |0〉), differential (with derivative T ), and the state-
field correspondence Y is given by: Y (z)(a⊗ b) = (ezTa)(−1)b.
The main goal of the present paper is to describe the quantum analogue of
Theorem 1.1. We also describe a quantum analogue of Theorem 1.2.
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First, the quantum analogue of the Jacobi identity (1.9) is the following S-Jacobi
identity (cf. [L10]):
ιz,wδ(x, z − w)Y (z)
(
1⊗ Y (w)
)
(a⊗ b⊗ c)
− ιw,zδ(x, z − w)Y (w)
(
1⊗ Y (z)
)(
S(w − z)(b⊗ a)⊗ c
)
= ιz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1
)
(a⊗ b ⊗ c).
(1.16)
The associativity relation (1.8) remains the same for quantum vertex algebras, but
it has to be understood modulo hM (with the exponent N depending on M). The
skewsymmetry relation (1.11) becomes the quantum skewsymmetry
Y S = Y op , (1.17)
where Y op is defined by (1.11) (see [EK5, Lemma 1.2]). The quantum analogue of
the Borcherds identity (1.12) is the quantum Borcherds identity (n ∈ Z)
Y (z)
(
1⊗ Y (w)
)(
ιz,wS(z − w)(a ⊗ b)⊗ c
)
ιz,w(z − w)
n
− Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c)ιw,z(z − w)
n
=
∑
j∈Z≥0
Y (w)
(
aS(n+j)b⊗ c
) ∂jwδ(z, w)
j!
,
(1.18)
where the products aS(n)b are defined as the Fourier coefficients of Y (z)S(z)(a⊗ b),
and the quantum analogue of the n-products (1.14) is as follows (n ∈ Z)
(Y (z)S(n)Y (z))(a⊗b⊗c) = Resx
(
ιx,z(x− z)
nY (x)
(
1⊗ Y (z)
)
S12(x− z)(a⊗b⊗c)
− ιz,x(x− z)
nY (z)
(
1⊗ Y (x)
)
(b ⊗ a⊗ c)
)
.
(1.19)
Then, the quantum n-product identity is (n ∈ Z)(
Y (z)S(n)Y (z)
)
(a⊗ b⊗ c) = Y (z)
(
aS(n)b⊗ c
)
. (1.20)
We can now formulate the quantum analogue of Theorem 1.1 (cf. Theorem 5.13):
Theorem 1.3. Let V be a topologically free K[[h]]-module with a topological state-
field correspondece Y : V ⊗̂V → V ((z)) and braiding S. Then the following condi-
tions are equivalent:
(i) V is a braided vertex algebra and the associativity relation (1.8) holds modulo
hM ;
(ii) the S-Jacobi identity (1.16) holds;
(iii) the associativity relation (1.8) and the quantum skewsymmetry (1.17) hold;
(iv) the quantum Borcherds identity (1.18) holds;
(v) the quantum n-product identities (1.20) and the S-locality (1.7) hold.
A topological state-field correspondence Y with braiding S is a quantum vertex
algebra if one of the equivalent conditions of Theorem 1.3 holds.
Note that in the present paper we give a definition of a braided and a quantum
vertex algebra V , not requiring that the braiding S satisfies the shift condition,
unitarity and the quantum Yang-Baxter equation, and replacing the hexagon re-
lation by associativity of V . In our structure theory of quantum vertex algebras
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these conditions on S are never used. We show that all these conditions hold au-
tomatically modulo the kernel of Y (in [EK5, Prop.1.11] they are proved under a
“non-degeneracy” assumption).
We also find a quantum analogue of Theorem 1.2. In order to state it, we define
the following S-commutativity (cf. (1.15)):
Y (z)
(
1⊗ Y (w)
)(
ιz,wS(z − w)(a⊗ b)⊗ c
)
= Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c). (1.21)
We have, as immediate consequence of Theorems 4.3 and 4.6,
Theorem 1.4. Let V be a quantum vertex algebra with a fixed braiding S(z). The
S-commutativity (1.21) holds if and only if Y (z)(a⊗ b) ∈ V [[z]] for every a, b ∈ V .
Moreover, in this case the (−1)-product (−(−1)−) : V ⊗ V → V , a ⊗ b 7→ a(−1)b,
is a unital (with unity |0〉), associative, differential (with derivation T ) product,
satisfying the following “quantum commutativity” relation (cf. equation (4.7))
b(−1)a = (−(−1)−)Reszz
−1(ezT ⊗ 1)S(z)(a⊗ b) .
Furthermore, the state-field correspondence Y (z) is given by
Y (z)(a⊗ b) = (ezT a)(−1)b .
A powerful tool for construction of vertex algebras is the existence or the ex-
tension theorem (see [K, Thm.4.5] or [DSK06, Thm.1.5], [K15]). Unfortunately we
were unable to find its quantum analogue. Thus, construction of quantum vertex
algebras remains a difficult problem.
Interesting problems are to construct non-trivial quantizations of commutative
vertex algebras and of affine vertex algebras associated to any simple Lie algebra.
Beyond [EK5], some examples were constructed in [JKMY] and in [BJK] respec-
tively.
The paper is organized as follows. Section 2 is devoted to vertex algebras. We
start by reviewing in Section 2.1 the basic calculus of formal distributions, in Sec-
tion 2.2 the properties of field algebras, and in Section 2.3 the definition of vertex
algebras. The remaining subsections contain several characterizations of vertex al-
gebras given by Theorem 2.23, and the description of commutative vertex algebras.
Next, we switch in Section 3 to quantum vertex algebras. After introducing the nec-
essary h-adic topology, we give the definitions of braided vertex algebras (Definition
3.5) and quantum vertex algebras (Definition 3.12). We show in this Section that,
modulo the kernel of Y , all the conditions imposed in [EK5] on S do hold (Propo-
sition 3.9), and the hexagon relation follows from associativity (Proposition 3.14).
We also prove, within this section, some preliminary results on braided and quan-
tum vertex algebras, and the quantum analogue of Goddard’s uniqueness Theorem
(cf. Proposition 3.17). In Section 4 we consider the special case of S-commutative
braided and quantum vertex algebras, see Theorems 4.3 and 4.6. Finally, in Section
5 we introduce quantum n-products and prove the quantum Borcherds identity, see
Theorem 5.8. We conclude by proving the main characterizations of quantum ver-
tex algebras, see Theorem 5.13. This paper is based on the Ph.D thesis of the
second author [Gar].
Throughout the paper all vector spaces, tensor products, hom’s, etc. are over a
field F of characteristic zero, unless otherwise specified.
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2. Field algebras and vertex algebras
In this section we review the definitions of a field algebra and of a vertex algebra,
following [BK, K] (see also [K15] for a more recent exposition).
2.1. Calculus of formal distributions. Given a vector space V , we let V [[z, z−1]]
be the space of bilateral formal power series with coefficients in V ; they are called
formal distributions. A quantum field over V is a formal distribution a(z) ∈
(EndV )[[z, z−1]] with coefficients in EndV , such that a(z)v ∈ V ((z)) for every
v ∈ V . Hereafter V ((z)) = V [[z]][z−1] stands for the space of Laurent series with
coefficients in V .
Recall that the formal delta distribution δ(z, w) is a formal distribution in z and
w with coefficients in K defined as follows:
δ(z, w) =
∑
m∈Z
z−m−1wm . (2.1)
It can be obtained as
δ(z, w) = ιz,w
1
z − w
− ιw,z
1
z − w
, (2.2)
where ιz,w (resp. ιw,z) denotes the geometric series expansion in the domain |z| >
|w| (resp. |w| > |z|). Recall also that, for an arbitrary formal distribution a(z), we
have
Rezz
(
a(z)δ(z, w)
)
= a(w) , (2.3)
where Resz denotes the coefficient of z
−1.
Definition 2.1. A formal distribution (in two variables with coefficients in V )
a(z, w) ∈ V [[z±1, w±1]] is called local if there exists N ∈ Z≥0 such that (z −
w)Na(z, w) = 0. A pair a(z), b(z) ∈ (EndV )[[z, z−1]] of formal distributions is
called local if there exists N ∈ Z≥0 such that
(z − w)N [a(z), b(w)] = 0 ,
while they are local on v ∈ V if there exists N ∈ Z≥0 such that
(z − w)N [a(z), b(w)]v = 0 .
Theorem 2.2 (Decomposition Theorem [K, Cor.2.2]). Any local formal distribu-
tion a(z, w) ∈ V [[z±1, w±1]] can be uniquely decomposed as
a(z, w) =
N∑
j=0
cj(w)
∂jwδ(z, w)
j!
, (2.4)
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where cj(w) ∈ V [[w±1]], and one has
cj(w) = Resz
(
(z − w)ja(z, w)
)
.
Lemma 2.3 ([L03, Lem.2.1]). Let a(z, w) ∈ V ((z))((w)), b(z, w) ∈ V ((w))((z)),
c(z, w) ∈ V ((w))((z)). Then
ιz,wδ(x, z − w) a(z, w)− ιw,zδ(x, z − w)b(z, w) = ιz,xδ(w, z − x) c(x,w) (2.5)
if and only if
(z−w)Na(z, w) = (z−w)Nb(z, w) and (x+w)N ιx,wa(x+w,w) = (x+w)
N c(x,w)
(2.6)
for some N ≫ 0.
In Section 5 we will need and we will give a proof of an analogue of Lemma 2.3
in the context of a topologically free K[[h]]-module, see Lemma 5.10.
2.2. Field algebras. In this subsection we recall the definition of a field algebra
and its properties following [BK].
Definition 2.4 ([BK]). A state-field correspondence on a pointed vector space
(V, |0〉) is a linear map Y : V ⊗ V → V ((z)), a⊗ b 7→ Y (z)(a⊗ b), satisfying
(i) (vacuum axioms) Y (z)(|0〉 ⊗ a) = a, Y (z)(a⊗ |0〉) ∈ a+ V [[z]]z;
(ii) (translation covariance 1) TY (z)(a⊗b)−Y (z)(a⊗Tb) = ∂zY (z)(a⊗b), where
T (a) := ∂zY (z)(a⊗ |0〉)|z=0 (the translation operator);
(iii) (translation covariance 2) Y (z)(Ta⊗ b) = ∂zY (z)(a⊗ b).
With an abuse of notation, we shall at times denote by Y also the map Y : V →
End[[z, z−1]], a 7→ Y (a, z) =
∑
k∈Z a(k)z
−k−1, such that Y (a, z)b = Y (z)(a ⊗ b).
Note that Y (a, z) is a quantum field, i.e. Y (a, z)b ∈ V ((z)) for any b ∈ V .
Proposition 2.5 (see e.g. [BK, Prop.2.7]). If Y : V ⊗ V → V ((z)) satisfies
conditions (i) and (ii) of Definition 2.4, then
(a) Y (z)(a⊗ |0〉) = ezTa;
(b) ewTY (z)
(
1⊗ e−wT
)
= ιz,wY (z + w).
If, moreover, Y is a state-field correspondence, then
(c) Y (z)
(
ewT ⊗ 1
)
= ιz,wY (z + w)
Proposition 2.6 ([BK, Prop.2.8]). Given a state-field correspondence Y , define
Y op(z)(a⊗ b) = ezTY (−z)(b⊗ a). (2.7)
Then Y op is also a state-field correspondence.
A key ingredient for the proof of Theorem 2.20 below is the following result,
which we shall use in Section 5, for the proof of Theorem 5.1 in Section 5 (the
“quantum analogue” of Theorem 2.20).
Lemma 2.7 ([BK, Lem.3.8]). Let X and Y be two state-field correspondences, and
let a, b, c ∈ V be such that there exists N ≥ 0 such that
(z − w)NY (z)
(
1⊗X(w)
)
(a⊗ c⊗ b) = (z − w)NX(w)
(
1⊗ Y (z)
)
(c⊗ a⊗ b).
Then
(z − w)NY (z)
(
1⊗X(w)
)
(a⊗ c⊗ Tb) = (z − w)NX(w)
(
1⊗ Y (z)
)
(c⊗ a⊗ Tb).
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Definition 2.8. Let (V, |0〉) be a pointed vector space and let Y be a state-field
correspondence. One says that Y satisfies the associativity relation if, for any
a, b, c ∈ V , there exists N ∈ Z≥0 such that the following equation holds:
(z+w)NY (w)
(
Y (z)⊗1
)
(a⊗b⊗c) = (z+w)N ιz,wY (z+w)
(
1⊗Y (w)
)
(a⊗b⊗c). (2.8)
Proposition 2.9 ([BK, Prop.4.1]). Let Y be a state-field correspondence on a
pointed vector space (V, |0〉). Then Y satisfies the associativity relation (2.8) if and
only if all pairs
(
Y (a, z), Y op(b, w)
)
are local on each c ∈ V (cf. Definition 2.1).
Definition 2.10. A pointed vector space (V, |0〉) with a state-field correspondence
Y is called a field algebra if the map Y satisfies the associativity relation (2.8).
The following proposition follows from [BK, Prop.4.7a], see [BK, Rem.4.8]
Proposition 2.11. If (V, |0〉, Y ) is a field algebra, then (V, |0〉, Y op) is a field alge-
bra as well.
2.3. Vertex algebras. Vertex algebras were introduced by Borcherds in [B] as a
pointed vector space with n-products a(n)b for each n ∈ Z, such that |0〉(n)a =
δn,−1a and a (cubic) relation called Borcherds Identity holds. The following defi-
nition was given in [K] where it was proved that it is equivalent to the Borcherds’
one.
Definition 2.12. ([K]) A vertex algebra is a pointed vector space (V, |0〉) with a
state-field correspondence Y : V ⊗ V → V ((z)) (cf. Definition 2.4) such that each
pair of quantum fields (Y (a, z), Y (b, z)) (a, b ∈ V ) is local (cf. Definition 2.1), i.e.
(z −w)NY (z)
(
1⊗ Y (w)
)
(a⊗ b⊗ c) = (z −w)NY (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c) , (2.9)
for some N = N(a, b) ∈ Z≥0.
Remark 2.13. In fact, in the definition of a vertex algebra the translation covariance
2 axiom is redundant. Indeed, as we will point out in Remark 2.16, it follows from
the associativity relation (2.8), which in turn follows from the translation covariance
1 axiom and the locality axiom (2.9) (cf. Proposition 2.18).
Example 2.14. Let g be a finite dimensional Lie algebra with a non-degenerate
symmetric invariant bilinear form (·|·). Let ĝ = g ⊗ K((t)) ⊕ KK be the centrally
extended loop algebra with the commutation relations given by[
a⊗ f(t), b⊗ g(t)
]
= [a, b]⊗ f(t)g(t)− (a|b)KRest(f(t)g
′(t)) , (2.10)
for a, b ∈ g and f(t), g(t) ∈ K((t), and K is central. For k ∈ K, consider the vacuum
ĝ-module of level k:
V k(g) = U(ĝ)⊗U(g[[t]]⊕KK) Kk ,
where Kk is the one-dimensional representation of g[[t]]⊕KK on which K = k and
g[[t]] = 0. On V = V k(g) we define a vertex algebra structure as follows. First, for
x ∈ g, we let
x(z) =
∑
i∈Z
(
x⊗ ti
)
z−i−1 ∈ EndV [[z, z−1]] . (2.11)
We also let x+(z) =
∑
i<0
(
x⊗ ti
)
z−i−1 and x−(z) =
∑
i≥0
(
x⊗ ti
)
z−i−1. Clearly,
the vector space V k(g) is spanned by the coefficients the series
x1+(u1) · · ·x
m
+ (um)|0〉 ∈ V ((u1)) . . . ((um)) ,
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where |0〉 is the image of 1 in V k(g). For x1, x2 ∈ g, we define the normally ordered
product:
: x1(z)x2(z) : = x1+(z)x
2(z) + x2(z)x1−(z) ,
and inductively, for x1, . . . , xm ∈ g,
: x1(z) · · ·xm(z) : = x1+(z) : x
2(z) · · ·xm(z) : + : x2(z) · · ·xm(z) : x1−(z) .
We then define the translation operator T ∈ EndV by
ezTx1+(u1) · · ·x
m
+ (um)|0〉 = x
1
+(z + u1) · · ·x
m
+ (z + um)|0〉 ,
and the state-field correspondence Y by
Y
(
x1+(u1) · · ·x
m
+ (um)|0〉, z
)
= ιz,u1 · · · ιz,um : x
1(z + u1) · · ·x
m(z + um) : .
The resulting vertex algebra V k(g) is known as the level k universal affine vertex
algebra of g. The fact that this is a vertex algebra follows from the general extension
theorem of [DSK06] and Taylor’s formula: ιz,ux(z + u) =
∑
j≥0
uj
j! ∂
j
z x(z).
2.4. Associativity and other properties. In this Section we recall some results
from [G], [K], [BK].
Lemma 2.15 (Goddard’s uniqueness Theorem, [G], [K, Thm.4.4]). Let V be a
vertex algebra and let a ∈ V and a(z) ∈ EndV [[z, z−1]] be an EndV -valued quantum
field such that a(z)|0〉 = ezT a and a(z) is local with Y (z)(c⊗−) for all c ∈ V . Then
a(z)b = Y (z)(a⊗ b) for all b ∈ V. (2.12)
Remark 2.16. In the proof of Goddard’s uniqueness Theorem one does not need the
translation covariance 2 axiom of Definition 2.4. On the other hand, the translation
covariance 2 axiom can be derived using Goddard’s uniqueness Theorem and the
other vertex algebra axioms as follows. By Proposition 2.5 (a), we have
∂zY (z)(a⊗ |0〉) = Y (z)(Ta⊗ |0〉) .
Moreover, by the locality axiom, we have
(z−w)N+1∂zY (z)
(
1⊗Y (w)
)
(a⊗c⊗−) = (z−w)N+1Y (w)
(
1⊗∂zY (z)
)
(c⊗a⊗−).
Therefore ∂zY (z)(a ⊗ −) is local with Y (w)(c ⊗ −) for any c ∈ V . Hence, by
Goddard’s uniqueness Theorem we conclude that ∂zY (z)(a⊗−) = Y (z)(Ta⊗−).
The proof of the following Lemma is the same as the proof in [FLM] or [K,
Prop.4.2].
Lemma 2.17 (Skew-symmetry). Let Y be a state-field correspondence on a pointed
vector space (V, |0〉). Let a, b ∈ V . Assuming that Y (z)(a⊗−) and Y (z)(b⊗−) are
local on |0〉, we have
Y (z)(a⊗ b) = ezTY (−z)(b⊗ a)
(
= Y op(z)(a⊗ b)
)
. (2.13)
Proposition 2.18 (cf. [BK, Prop.4.1]). If V is a vertex algebra, then the state-field
correspondence Y satisfies the associativity relation (2.8).
Remark 2.19. In the statement of Proposition 2.18 one can weaken the assumptions
by requiring that Y is a state-field correspondence satisfying the locality on any
vector of V .
It follows, by Proposition 2.18 and Lemma 2.17, that a vertex algebra is a field
algebra satisfying Y = Y op. The converse is also true:
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Theorem 2.20 ([BK, Thm.7.3]). A vertex algebra is the same as a field algebra
for which Y = Y op.
Corollary 2.21 ([BK]). Let (V, |0〉) be a pointed vector space with a state-field
correspondence Y . Then Y is local if and only if it is local on every vector of V .
2.5. Equivalent characterizations of vertex algebras. Let Y be a state-field
correspondence on the pointed vector space (V, |0〉) (cf. Definition 2.4).
The n-product of the quantum fields Y (a, z) and Y (b, z) is defined as (a, b ∈ V ,
n ∈ Z):
Y (a, z)(n)Y (b, z) = Resx
(
Y (a, x)Y (b, z)ιx,z(x− z)
n − Y (b, z)Y (a, x)ιz,x(x− z)
n
)
.
(2.14)
Remark 2.22. As an immediate consequence of Theorem 2.2, in a vertex algebra
we have
[Y (a, z), Y (b, w)] =
∑
j≥0
(Y (a, z)(j)Y (b, z))
∂jwδ(z, w)
j!
. (2.15)
The Jacobi identity on V (cf. [FLM, Sec.8.8]) is (a, b, c ∈ V ):
ιz,wδ(x, z − w)Y (a, z)Y (b, w)c− ιw,zδ(x, z − w)Y (b, w)Y (a, z)c
= ιz,xδ(w, z − x)Y (Y (a, x)b, w)c .
(2.16)
The Borcherds identities on V [BK] is (a, b, c ∈ V , n ∈ Z):
Y (a, z)Y (b, w)c ιz,w(z − w)
n − Y (b, w)Y (a, z)c ιw,z(z − w)
n
=
∑
j≥0
Y (a(n+j)b, w)c
∂jwδ(z, w)
j!
.
(2.17)
The n-product identity on V [BK] is (a, b ∈ V , n ∈ Z):
Y (a, z)(n)Y (b, z) = Y (a(n)b, z) . (2.18)
Theorem 2.23. Let Y be a state-field correspondence on the pointed vector space
(V, |0〉). The following statements are equivalent:
(i) V is a vertex algebra, i.e., the locality axiom (2.9) holds;
(ii) the Jacobi identity (2.16) holds;
(iii) V is a field algebra (i.e., the associativity relation (2.8) holds), and Y = Y op;
(iv) the Borcherds identities (2.17) hold;
(v) the n-product identity (2.18) and the locality axiom (2.9) hold;
(vi) the n-product identity (2.18) holds and Y = Y op.
Proof. The equivalence of (i) and (iii) is Theorem 2.20. The equivalence of (i) and
(ii) was proved in [LL, Thm.3.6.3]. However, the proof is easily obtained as follows:
applying Lemma 2.3 to a(z, w) = Y (a, z)Y (b, w), b(z, w) = Y (b, w)Y (a, z)c and
c(x,w) = Y (Y (a, x)b, w)c, we immediately get that the Jacobi identity (2.16) is
equivalent to the locality of (Y (a, z), Y (b, z)) on any vector c ∈ V and the associa-
tivity relation (2.8). In particular (i) implies (ii). On the other hand, the locality
on the vacuum vector implies Y = Y op. Hence, (ii) implies (iii).
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Next, we prove that (ii) implies (iv). Multiplying both sides of the Jacobi identity
(2.16) by xn and taking the residue Resx one has
Y (a, z)Y (b, w)c ιz,w(z − w)
n − Y (b, w)Y (a, z)c ιw,z(z − w)
n
= Y
(
Resx
(
xnιz,xδ(w, z − x)Y (a, x)b
)
, w
)
c .
On the other hand the following equalities hold:
Resx
(
xnιz,xδ(w, z − x)Y (a, x)b
)
= Resx
(
xne−x∂zδ(w, z)Y (a, x)b
)
=
∑
j≥0
(−1)j(a(n+j)b)
∂jz
j!
δ(z, w) =
∑
j≥0
(a(n+j)b)
∂jw
j!
δ(z, w).
Combining the above two equations we get the Borcherds identity (2.17), proving
(iv).
The Borcherds identity (2.17) immediately implies both the n-th product identity
(2.18), by taking the residue in z, and the locality axiom (2.9), since for n≫ 0 we
have a(n)b = 0. Hence, (iv) implies (v).
Condition (v) obviously implies (vi), by Lemma 2.17. Finally (vi) implies (i) by
the following
Lemma 2.24 ([BK, Thm.4.1, (a)]). Let (V, |0〉) be a pointed vector with a state-field
correspondence Y . Then Y satisfies the n-product identities if and only if[
Y (a, z), Y op(b, w)
]
=
∑
j≥0
finite
Y op
(
a(j)b, w
)∂jw
j!
δ(z, w) (2.19)
for any a, b ∈ V .

2.6. Commutative vertex algebras.
Definition 2.25. A state-field correspondence Y on a pointed vector space (V, |0〉)
is holomorphic if Y (z)(a⊗ b) ∈ V [[z]] for all a, b ∈ V .
Lemma 2.26. Let Y be a state-field correspondence on a pointed vector space
(V, |0〉) (cf. Definition 2.4) and consider the (−1)-product defined by a(−1)b =
Resz z
−1Y (z)(a ⊗ b). Then the vacuum vector |0〉 ∈ V is the unit element of the
(−1)-product and T is a derivation of the (−1)-product.
Proof. It is a straightforward consequence of the vacuum and translation covariance
axioms. 
Lemma 2.27. If V is a field algebra with a holomorphic state-field correspondence
Y , then the (−1)-product is associative.
Proof. Since the algebra K[[z, w]] of formal power series in z, w has no zero divisors,
the associativity relation (2.8) implies
Y (w)
(
1⊗ Y (z)
)
(a⊗ b⊗ c) = Y (z + w)
(
1⊗ Y (w)
)
(a⊗ b ⊗ c),
in V [[z, w]]. Multiplying both sides of the above equation by z−1w−1 and taking
the residues in z and w, we obtain the claim. 
Lemma 2.28. If Y is a holomorphic state-field correspondence such that Y = Y op,
then the (−1)-product is commutative.
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Proof. The claim is obtained multiplying both sides of the equation Y (z)(a⊗ b) =
Y op(z)(a⊗ b) by z−1 and taking the residue in z. 
Recall that a vertex algebra V is said to be commutative if the locality axiom
(2.9) holds with N = 0 for all a, b ∈ V .
Theorem 2.29 ([B],[K, Sec.1.4]). A vertex algebra V is commutative if and only
if the state-field correspondence Y is holomorphic. In this case, the (−1)-product is
commutative, associative, unital, with derivation T , and the state-field correspon-
dence Y is given by: Y (z)(a⊗ b) = (ezTa)(−1)b. Thus, commutative vertex algebras
are in bijective correspondence with unital commutative associative differential al-
gebras.
Proof. First, assume that the vertex algebra V is commutative. Letting c = |0〉 in
the locality axiom (2.9) (with N = 0) and using Proposition 2.5(a), we get
Y (z)
(
1⊗ ewT
)
(a⊗ b) = Y (w)
(
1⊗ ezT )(b⊗ a). (2.20)
Multiplying both sides of equation (2.20) by w−1 and taking the residue Resw, one
has
Y (z)(a⊗ b) = b(−1)e
zTa ∈ V [[z]]. (2.21)
Hence, Y is holomorphic. Conversely, if Y is holomorphic, the locality equation
(2.9) can be divided by (z − w)N since K[[z, w]] has no zero divisors. This proves
the first assertion of the theorem. The remaining assertions follow from Lemmas
2.26, 2.27, 2.28, and equation (2.21). 
3. Quantum vertex algebras
3.1. Topologically free K[[h]]-modules. Throughout the rest of the paper we
shall work over the algebra K[[h]] of formal power series in the variable h, and all
the algebraic structures that we will consider are modules over K[[h]].
Definition 3.1. A topologically free K[[h]]-module is isomorphic toW [[h]] for some
K-vector space W .
Note that W [[h]] 6∼= W ⊗K[[h]], unless W is finite-dimensional over K, and that
the tensor product U [[h]] ⊗K[[h]] W [[h]] of topologically free K[[h]]-modules is not
topologically free, unless one of U and W is finite dimensional. One defines, for
any vector spaces U and W , the completed tensor product by
U [[h]]⊗̂K[[h]]W [[h]] := (U ⊗W )[[h]] . (3.1)
This is a completion in h-adic topology of U [[h]]⊗K[[h]] W [[h]] [Kas].
Given a topologically free K[[h]]-module V , we let
Vh((z)) =
{
a(z) ∈ V [[z, z−1]]
∣∣∣ a(z) ∈ V ((z)) mod hM for every M ∈ Z≥0} .
(3.2)
In other words, expanding a(z) =
∑
n∈Z a(n)z
−n−1, we require that limn→+∞ a(n) =
0 in h-adic topology.
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3.2. Quantum fields. Let V be a topologically freeK[[h]]-module. An EndK[[h]] V -
valued quantum field is an EndK[[h]] V -valued formal distribution a(z) such that
a(z)b ∈ Vh((z)) for any b ∈ V .
The following two simple results generalize Proposition 2.5 for quantum fields
over K[[h]]. Proof is the same, we reprocude it for the sake of completeness.
Lemma 3.2. Let |0〉 ∈ V and T : V → V be a K[[h]]-linear map such that T |0〉 = 0.
Then for any EndK[[h]] V -valued quantum field a(z) such that [T, a(z)] = ∂za(z)
(translation covariance), we have
a(z)|0〉 = ezTa =
∑
k≥0
T ka
k!
zk, (3.3)
where a = Resz z
−1a(z)|0〉.
Proof. Applying both sides of the translation covariance assumption to the vacuum
vector we get
Ta(z)|0〉 = ∂za(z)|0〉 . (3.4)
Since a(z)|0〉 is a Laurent series in z, it follows from (3.4) that it is actually a formal
power series in z, and the claim immediately follows. 
Lemma 3.3. Let T : V → V be a K[[h]]-linear map and let a(z) be an EndK[[h]] V -
valued quantum field such that [T, a(z)] = ∂za(z). We have
ewTa(z)e−wT = ιz,wa(z + w) . (3.5)
Proof. This is an immediate consequence of the Taylor expansion and the transla-
tion covariance assumption. 
3.3. Braided vertex algebras. In this subsection we propose a definition of a
braided vertex algebra, which is slightly less restrictive than that in [EK5].
Definition 3.4. Let V be a topologically free K[[h]]-module, with a given non-zero
vector |0〉 ∈ V (vacuum vector), and a K[[h]]-linear map T : V → V such that
T (|0〉) = 0 (translation operator).
(a) A topological state-field correspondence on V is a K[[h]]-linear map
Y : V ⊗̂V → Vh((z)) , (3.6)
satisfying the axioms of a state-field correspondence as in Definition 2.4:
(i) Y (z)(|0〉 ⊗ a) = a, and Y (z)(a⊗ |0〉) ∈ a+ V [[z]]z, for all a ∈ V (vacuum
axioms);
(ii) ∂zY (z) = TY (z)− Y (z)(1⊗ T ) = Y (z)(T ⊗ 1) (translation covariance).
(b) A braiding on V is a K[[h]]-linear map
S : V ⊗̂V → V ⊗̂V ⊗̂
(
K((z))[[h]]
)
, (3.7)
such that S = 1 +O(h).
Definition 3.5. A braided vertex algebra is a quintuple (V, |0〉, T, Y,S) as in Def-
inition 3.4, satisfying the following S-locality: for every a, b ∈ V and M ∈ Z≥0,
there exists N = N(a, b,M) ≥ 0 such that
(z − w)NY (z)
(
1⊗ Y (w)
)(
S(z − w)(a ⊗ b)⊗ c
)
= (z − w)NY (w)
(
1⊗ Y (z)
)
(b ⊗ a⊗ c) mod hM
(3.8)
for all c ∈ V .
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Note that for a braided vertex algebra V , the vector space V/hV carries a canon-
ical structure of a vertex algebra.
As for the usual state-field correspondence, for the topological state-field corre-
spondence T is determined by the map Y and the vacuum vector |0〉:
T (a) = a(−2)|0〉 = Resz
(
z−2Y (z)(a⊗ |0〉)
)
. (3.9)
Thus, a braided vertex algebra is a quadruple (V, |0〉, Y,S) satisfying the axioms
of Definitions 3.4 and 3.5. By abuse of terminology, we shall call the quadruple
(V, |0〉, Y,S) satisfying the axioms of Definitions 3.4 a braided state-field correspon-
dence.
Lemma 3.6 ([EK5, Lem.1.2]). Recall the definition (2.7) of Y op. In a braided
vertex algebra V , we have
Y (z)S(z)(a⊗ b) = Y op(z)(a⊗ b) for all a, b ∈ V . (3.10)
Proof. By the S-locality (3.8) with c = |0〉 and Lemma 3.2, we have that, for any
a, b ∈ V and M ∈ Z≥0, there exists N = N(a, b,M) ≥ 0 such that
(z−w)NY (z)
(
1⊗ewT
)
S(z−w)(a⊗b) = (z−w)NY (w)
(
b⊗ezTa
)
mod hM . (3.11)
By Lemma 3.3, equation (3.11) becomes
(z−w)NewT ιz,wY (z−w)S(z−w)(a⊗b) = (z−w)
NY (w)
(
b⊗ezTa
)
mod hM . (3.12)
For N big enough, (z−w)NY (z−w)S(z−w)(a⊗b) ∈ V [[z−w]] mod hM . Therefore
both sides of equation (3.12) have only positive powers of z. Evaluating equation
(3.12) on z = 0, we obtain
(−w)NewTY (−w)S(−w)(a ⊗ b) = (−w)NY (w)(b ⊗ a) mod hM . (3.13)
Multiplying both sides of equation (3.13) by (−w)−Ne−wT and renaming −w in z,
one has
Y (z)S(z)(a⊗ b) = ezTY (−z)(b⊗ a) mod hM .
Since the above equation holds modulo hM for every M , it must hold identically.
The claim follows. 
Remark 3.7. The same proof as for Lemma 3.6 shows that, if the S-locality (3.8)
holds for c = |0〉, then Y S = Y op.
For braided vertex algebras, an analogue of the associativity relation (2.8) does
not hold, but one has the following quasi-associativity relation (3.14):
Proposition 3.8 ([EK5, Prop.1.1]). Let V be a braided vertex algebra. For every
a, b, c ∈ V and M ∈ Z≥0, there exists N ≥ 0 such that
ιz,w
(
(z + w)NY (z + w)
(
1⊗ Y (w)
)
S23(w)S13(z + w)(a⊗ b⊗ c)
)
= (z + w)NY (w)S(w)
(
Y (z)⊗ 1
)
(a⊗ b⊗ c) mod hM .
(3.14)
Proof. Applying e−wT to both sides of the S-locality (3.8), one has
(z − w)Ne−wTY (z)
(
1⊗ Y (w)
)(
S(z − w)(a ⊗ b)⊗ c
)
= (z − w)Ne−wTY (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c) mod hM .
(3.15)
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By Lemmas 3.3 and 3.6, the left hand side of equation (3.15) is equal to the follow-
ing:
(z − w)N ιz,wY (z − w)
(
1⊗ e−wTY (w)
)(
S(z − w)(a ⊗ b)⊗ c
)
= (z − w)N ιz,wY (z − w)
(
1⊗ Y (−w)
)
S23(−w)S13(z − w)(a ⊗ c⊗ b)
= ιz,w
(
(z − w)NY (z − w)
(
1⊗ Y (−w)
)
S23(−w)S13(z − w)(a ⊗ c⊗ b)
)
.
(3.16)
Similarly, using Lemma 3.3 on the right hand side of equation (3.15), one has
(z − w)NY (−w)S(−w)
(
Y (z)⊗ 1
)
(a⊗ c⊗ b). (3.17)
Equation (3.14) is obtained by equating (mod hM ) (3.16) and (3.17), changing the
sign of w and switching the letters b and c. 
We have used above the following standard notation: given n ≥ 2 and i, j ∈
{1, . . . , n}, we let
Sij(z) : V ⊗̂n −→ V ⊗̂n⊗̂(K((z))[[h]]) , (3.18)
act on the i-th and j-th factors (in this order) of V ⊗̂n, leaving the other factors
unchanged. For example, for n = 2 we have S21(z) = (12) ◦ S(z) ◦ (12), where (12)
is the transposition of factors in V ⊗̂2.
Proposition 3.9. Let (V, |0〉, T, Y,S) be a braided vertex algebra. Extend Y (z) to
a map V ⊗̂V ⊗̂
(
K((z))[[h]]
)
→ Vh((z)) in the obvious way. Then, modulo KerY (z),
we have
(a) S(z)(|0〉 ⊗ a) ≡ |0〉 ⊗ a, and S(z)(a⊗ |0〉) ≡ a⊗ |0〉;
(b) [T ⊗ 1,S(z)] ≡ −∂zS(z) (left shift condition);
(c) [1⊗ T,S(z)] ≡ ∂zS(z) (right shift condition);
(d) [T ⊗ 1 + 1⊗ T,S(z)] ≡ 0;
(e) S(z)S21(−z) = 1 (unitarity).
Moreover, we have the quantum Yang-Baxter equation:
(f) S12(z1 − z2)S
13(z1 − z3)S
23(z2 − z3) ≡ S
23(z2 − z3)S
13(z2 − z3)S
12(z1 − z2),
modulo Ker(Y (z1)(1⊗ Y (z2))(1
⊗2 ⊗ Y (z3)(−⊗−⊗−⊗ |0〉)).
Proof. As for the usual state-field correspondence, for a topological state-field corre-
spondence Y the map Y op defined by (2.7) is a topological state-field correspondence
as well (cf. Proposition 2.6). Moreover, by Lemma 3.6, Y op = Y S.
By the equation Y S = Y op, the definition (2.7) of Y op, the vacuum axiom and
translation covariance, to get
Y (z)S(z)(a⊗ |0〉) = Y op(z)(a⊗ |0〉) = ezTY (−z)(|0〉 ⊗ a) = ezTa = Y (z)(a⊗ |0〉) ,
and
Y (z)S(z)(|0〉 ⊗ a) = Y op(z)(|0〉 ⊗ a) = ezTY (−z)(a⊗ |0〉) = a = Y (z)(|0〉 ⊗ a) ,
proving claim (a).
Since T is a derivation of Y op, we have
TY (z)S(z)(a⊗ b) = Y (z)S(z)(T ⊗ 1)(a⊗ b) + Y (z)S(z)(1 ⊗ T )(a⊗ b) , (3.19)
and since T is a derivation of Y , we also have
TY (z)S(z)(a⊗ b) = Y (z)(T ⊗ 1)S(z)(a⊗ b) + Y (z)(1 ⊗ T )S(z)(a⊗ b) . (3.20)
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Combining equations (3.19) and (3.20), we get
Y (z)[T ⊗ 1 + 1⊗ T,S(z)](a⊗ b) = 0 ,
proving claim (d). By the translation covariance of Y op, we have
TY (z)S(z)(a⊗ b) = Y (z)S(z)(1⊗ T )(a⊗ b) + ∂z (Y (z)S(z)) (a⊗ b) , (3.21)
while, by the translation covariance of Y we have
TY (z)S(z)(a⊗ b) = Y (z)(1⊗ T )S(z)(a⊗ b) + ∂z(Y (z))S(z)(a⊗ b) . (3.22)
Combining equations (3.21) and (3.22), we get
Y (z) ([1⊗ T,S(z)]− ∂zS(z)) (a⊗ b) = 0 ,
proving claim (c). Claim (b) is an obvious consequence of (c) and (d).
Next, let us prove the unitarity condition (e). Since Y (z)S(z) = Y op(z) and
S21(z) = (1 2)S(z)(1 2), we have
Y (z)S(z)S21(−z)(a⊗ b) = Y op(z)(1 2)S(−z)(b⊗ a)
= ezTY (−z)S(−z)(b⊗ a) = ezTY op(−z)(b⊗ a) = Y (z)(a⊗ b) .
For the last equality we used the obvious fact that (Y op)op = Y . Claim (e) follows.
Finally, we prove the quantum Yang-Baxter equation (f). For N12, N13, N23 large
enough, using three times the S-locality, we have
(z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z1)(1⊗ Y (z2))(1 ⊗ 1⊗ Y (z3))·
· S12(z1 − z2)S
13(z1 − z3)S
23(z2 − z3)(a⊗ b⊗ c⊗ |0〉)
= (z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z2)(1⊗ Y (z1))(1 2)·
· (1⊗ 1⊗ Y (z3))S
13(z1 − z3)S
23(z2 − z3)(a⊗ b⊗ c⊗ |0〉)
= (z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z2)(1⊗ Y (z1))(1 ⊗ 1⊗ Y (z3))·
· S23(z1 − z3)S
13(z2 − z3)(b⊗ a⊗ c⊗ |0〉)
= (z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z2)(1⊗ Y (z3))(1 ⊗ 1⊗ Y (z1))·
· (2 3)S13(z2 − z3)(b ⊗ a⊗ c⊗ |0〉)
= (z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z2)(1⊗ Y (z3))(1 ⊗ 1⊗ Y (z1))·
· S12(z2 − z3)(b ⊗ c⊗ a⊗ |0〉)
= (z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z3)(1⊗ Y (z2))(1 ⊗ 1⊗ Y (z1))·
· (c⊗ b⊗ a⊗ |0〉) mod hM .
Similarly one gets
(z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z1)(1⊗ Y (z2))(1 ⊗ 1⊗ Y (z3))·
· S23(z2 − z3)S
13(z1 − z3)S
12(z1 − z2)(a⊗ b⊗ c⊗ |0〉)
= (z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z3)(1⊗ Y (z2))(1 ⊗ 1⊗ Y (z1))·
· (c⊗ b⊗ a⊗ |0〉) mod hM .
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Therefore, for every M there exist N12, N13, N23 >> 0 such that
(z1 − z2)
N12(z1 − z3)
N13(z2 − z3)
N23Y (z1)(1⊗ Y (z2))(1 ⊗ 1⊗ Y (z3))·(
S12(z1 − z2)S
13(z1 − z3)S
23(z2 − z3)
−S23(z2 − z3)S
13(z1 − z3)S
12(z1 − z2)
)
(a⊗ b⊗ c⊗ |0〉) ≡ 0 mod hM
in Vh((z1))((z2))((z3)). On the other hand, multiplication by z1 − z2, z1 − z3 or
z2− z3 is injective in Vh((z1))((z2))((z3)), and commutes with multiplication by h.
Hence,
Y (z1)(1 ⊗ Y (z2))(1⊗ 1⊗ Y (z3))
(
S12(z1 − z2)S
13(z1 − z3)S
23(z2 − z3)
−S23(z2 − z3)S
13(z1 − z3)S
12(z1 − z2)
)
(a⊗ b⊗ c⊗ |0〉)
vanishes modulo hM for every M , i.e. vanishes identically. 
Remark 3.10. Etingof and Kazhdan define in [EK5] the braided vertex algebra as
free K[[∂]]-module with a topological state-field correspondence Y and a braiding
S satisfying the S-locality (3.8) and (b), (e) and (f) of Proposition 3.9.
Remark 3.11. As pointed out in [EK5, Cor.1.3], in a braided vertex algebra the
assumption that Y (z)(T ⊗ 1) = ∂zY (z) is not required if the left shift condition
holds. Indeed, in the proof of Lemma 3.6 this assumption is not needed. Moreover,
by the left shift condition and Taylor expansion, one proves that ιz,uS(z + u) =(
e−uT ⊗ 1
)
S(z)
(
euT ⊗ 1
)
. Using Lemmas 3.6 and 3.3, the following equalities
follow:
Y (z)S(z)
(
euT ⊗ 1
)
= ezTY (−z)
(
1⊗ euT
)
(1 2) = e(z+u)T ιz,uY (−z − u)(1 2)
= ιz,u (Y (z + u)S(z + u)) = ιz,uY (z + u)
(
e−uT ⊗ 1
)
S(z)
(
euT ⊗ 1
)
.
Since S(z)
(
euT ⊗ 1
)
is invertible, one has
Y (z) = ιz,uY (z + u)
(
e−uT ⊗ 1
)
from which
Y (z)
(
euT ⊗ 1
)
= ιz,uY (z + u) = e
u∂zY (z) .
The claim follows by taking the coefficient of u in both sides of the above equation.
3.4. Quantum vertex algebras.
Definition 3.12. A quantum vertex algebra is a braided vertex algebra satisfying
the associativity relation (cf. (2.8)): for any a, b, c ∈ V and M ∈ Z≥0 there exists
N ∈ Z≥0 such that
ιz,w(z + w)
NY (z + w)
(
1⊗ Y (w)
)
(a⊗ b⊗ c)
= (z + w)NY (w)
(
Y (z)⊗ 1
)
(a⊗ b⊗ c) mod hM .
(3.23)
Proposition 3.13 ([EK5, Prop.1.4]). If a braided vertex algebra (V, |0〉, Y,S) sat-
isfies the following hexagon relation:
S(w)
(
Y (z)⊗ 1
)
= (Y (z)⊗ 1)S23(w)ιw,zS
13(z + w) , (3.24)
then the associativity relation (3.23) holds. Consequently, V is a quantum vertex
algebra.
Proof. The associativity relation (3.23) is an immediate consequence of the quasi-
associativity (3.14) and the hexagon relation (3.24). 
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Proposition 3.14. Let (V, |0〉, T, Y,S) be a quantum vertex algebra. Then the
hexagon relation (3.24) holds modulo KerY (z).
Proof. By Proposition 3.8, we have the quasi-associativity relation (3.14). Com-
paring it with the associativity relation (3.23), we get
(z + w)NY (w)S(w)(Y (z)⊗ 1)(a⊗ b⊗ c)
= (z + w)NY (w)(Y (z)⊗ 1)S23(w)S13(z + w)(a⊗ b⊗ c) mod hM ,
for N large enough. Both the LHS and the RHS above, module hM , lie in the space
V ((w))((z)). Hence, we can multiply by ιw,z(z + w)
−N , to get
Y (w)S(w)(Y (z)⊗ 1)(a⊗ b⊗ c)
= ιw,zY (w)(Y (z)⊗ 1)S
23(w)S13(z + w)(a⊗ b⊗ c) mod hM .
Since the above equation holds modulo hM for every M , it holds identically. 
Remark 3.15. Etingof and Kazhdan define in [EK5] a quantum vertex algebra as
a braided vertex algebra (in their sense, cf. Remark 3.10) satisfying the hexagon
relation (3.24). They also construct an example of a vertex algebra for which the
kernel of the map Y (z) is zero (as well as the map in Proposition 3.9(f)).
3.5. Locality properties of braided and quantum vertex algebras. Let V
be a topologically free K[[h]]-module. An EndK[[h]] V -valued formal distribution
a(z, w) is called local if, for any M ∈ Z≥0, there exists N ∈ Z≥0 such that
(z − w)Na(z, w) = 0 mod hM . (3.25)
Similarly, a(z, w) is called local on the element b ∈ V if, for any M ∈ Z≥0, there
exists N ∈ Z≥0 (possibly depending on b), such that
(z − w)Na(z, w)b = 0 mod hM . (3.26)
Two EndK[[h]] V -valued quantum fields a(z) and b(w) are called local (respectively
local on the vector c ∈ V ) if [a(z), b(w)] (respectively [a(z), b(w)]c) is local.
Proposition 2.9 still holds for topologically free K[[h]]-modules:
Proposition 3.16. Let V be a topologically free K[[h]]-module, let |0〉 ∈ V , and
let Y : V ⊗ V → Vh((z)) satisfy the vacuum axiom (v) and translation covariance
axiom (vi) of Definition 3.5. Then Y satisfies the associativity relation (3.23) if
and only if all pairs
(
Y (z)(a⊗−), Y op(w)(b ⊗−)
)
are local on each element of V .
Proof. The locality assumption on
(
Y (z)(a⊗−), Y op(w)(b ⊗−)
)
says that
(z−w)NY (z)(1⊗Y op(w))(a⊗b⊗c) = (z−w)NY op(w)(1⊗Y (z))(b⊗a⊗c)modhM ,
for some N ∈ Z≥0 depending on a, b, c ∈ V, M ∈ Z≥0. By Definition (2.7) of Y
op,
the above equation can be rewritten as
(z − w)NY (z)(1⊗ ewTY (−w))(a ⊗ c⊗ b)
= (z − w)NewTY (−w)(Y (z)⊗ 1)(a⊗ c⊗ b)modhM .
By Lemma 3.3 this is equivalent to
(z − w)NewT ιz,wY (z − w)(1 ⊗ Y (−w))(a⊗ c⊗ b)
= (z − w)NewTY (−w)(Y (z)⊗ 1)(a⊗ c⊗ b)modhM ,
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which is the same as the associativity relation (3.23), after changing the sign of w
and exchanging b and c. 
The following proposition may be viewed as a quantum analogue of the God-
dard’s uniqueness Theorem (cf. Lemma 2.15).
Proposition 3.17. Let V be a braided vertex algebra and let a(z) be a translation
covariant EndK[[h]] V -valued quantum field, such that, for every b ∈ V , the pair of
quantum fields (a(z), Y (z)(b⊗−)) is local on every vector of V . Then
a(z) = Y (z)S(z)(a⊗−)
(
= Y op(z)(a⊗−)
)
(3.27)
where a = Resz z
−1a(z)|0〉.
Proof. By assumption, for every b ∈ V and M ∈ Z≥0, there exists N1 ∈ Z≥0 such
that
(z − w)N1a(z)Y (w)(b ⊗ |0〉) = (z − w)N1Y (w)
(
b⊗ a(z)|0〉
)
mod hM .
By Lemma 3.2, a(z)|0〉 = ezTa = Y (z)(a⊗ |0〉) from which
(z−w)N1a(z)Y (w)(b⊗|0〉) = (z−w)N1Y (w)
(
1⊗Y (z)
)
(b⊗a⊗|0〉)mod hM . (3.28)
On the other hand, by S-locality (3.8), there exists N2 ∈ Z≥0 such that
(z − w)N2Y (z)
(
1⊗ Y (w)
)(
S(z − w)(a ⊗ b)⊗ |0〉
)
= (z − w)N2Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ |0〉) mod hM .
(3.29)
Combining equations (3.28) and (3.29), we have, for N = max{N1, N2},
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ |0〉)
= (z − w)Na(z)Y (w)(b ⊗ |0〉) mod hM .
(3.30)
Note that Y (w)(b ⊗ |0〉) has no negative powers of w, by Lemma 3.2. Hence, the
RHS of (3.30) has no negative powers of w and can be evaluated at w = 0. Likewise,
in the LHS Y (w)(· ⊗ |0〉) has no negative powers of w, and, for N large enough,
there are no negative powers of (z − w)N as well. We thus get, letting w = 0 and
using Lemma 3.2,
zNY (z)S(z)(a⊗ c) = zNa(z)c mod hM ,
which obviously implies
Y (z)S(z)(a⊗ b) = a(z)b mod hM . (3.31)
Since equation (3.31) holds for every M ∈ Z≥0, we get the claim (3.27). 
Corollary 3.18. Let V be a quantum vertex algebra. Let a(z) be a translation
covariant EndK[[h]] V -valued quantum field. Then each pair of quantum fields
(a(z), Y (z)(b⊗−)) , b ∈ V ,
is local on every element of V if and only if a(z) = Y op(z)(a ⊗ −), where a =
a(z)|0〉|z=0.
Proof. The “only if” part is given by Proposition 3.17, while the “if” part is a
consequence of Propositions 3.13 and 3.16. 
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4. S-commutative quantum vertex algebras
Definition 4.1. A braided, or quantum, vertex algebra V is called S-commutative
if the S-locality (3.8) holds for N = 0:
Y (z)
(
1⊗ Y (w)
)(
ιz,wS(z − w)(a ⊗ b)⊗ c
)
= Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c).
(4.1)
Remark 4.2. Note that, if V = W [[h]], then Y (z)
(
1 ⊗ Y (w)
)(
ιz,wS(z − w) ⊗ 1)
has values in (W ((z))((w)) ⊗K((z − w)))[[h]]. Expanding via ιz,w : K((z − w))→
K((z))[[w]], we get an element of W ((z))((w))[[h]], while if we expand via ιw,z we
may have divergences.
Theorem 4.3. Let V be a braided vertex algebra. Then V is S-commutative if and
only if Y (z)(a⊗ b) ∈ V [[z]] for any a, b ∈ V .
Proof. Assume that V is S-commutative. Taking c = |0〉 in equation (4.1), multi-
plying both sides by z−1 and taking the residue Resz, we get
Y (w)(b ⊗ a) = Resz
(
z−1Y (z)
(
1⊗ ewT
)
ιz,wS(z − w)(a⊗ b)
)
∈ V [[w]] , (4.2)
proving the “only if” part. For the “if” part, we have, by assumption,
Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c) ∈ V [[z, w]] ⊂ V ((z))((w)) (4.3)
and
Y (z)
(
1⊗ Y (w)
)(
ιz,wS(z − w)(a ⊗ b)⊗ c
)
∈ V ((z))((w)) mod hM , (4.4)
for any M ∈ Z≥0. The S-locality equates (4.3) and (4.4) multiplied by (z − w)
N ,
for some N ∈ Z≥0. On the other hand, multiplication by (z −w)
N has zero kernel
in V ((z))((w)). As a consequence, (4.1) holds mod hM for every M . Hence (4.1)
holds. 
Definition 4.4. The normally ordered product V ⊗ V → V , a ⊗ b 7→ :ab:, on a
braided vertex algebra V is given by:
:ab: = Resz
(
z−1Y (z)(a⊗ b)
)
. (4.5)
Note that, writing Y (z)(a⊗ b) =
∑
n∈Z a(n)b z
−n−1, we see that :ab: = a(−1)b.
Lemma 4.5. In an S-commutative braided vertex algebra V , we have
Y (z)(a⊗ b) = :(ezTa)b: . (4.6)
Proof. By Theorem 4.3, Y (z)(a ⊗ b) is a formal power series in z satisfying the
Cauchy problem
∂zY (z)(a⊗ b) = Y (z)((Ta)⊗ b) , Y (z)(a⊗ b)|z=0 = :ab: .
The RHS of (4.6) obviously solves this problem. The claim follows. 
Theorem 4.6. Let V be an S-commutative quantum vertex algebra. Then the
normally ordered product (4.5) is a unital (with unity |0〉), associative, differential
(with derivation T ) product, and the following commutation relation holds (a, b ∈
V ):
:ba: = :Reszz
−1(ezT ⊗ 1)S(z)(a⊗ b): . (4.7)
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Proof. By axiom (i) of Definition 3.4, |0〉 is the unit element of the normally ordered
product (4.5), while, by axiom (ii), T is a derivation of this product. Next, by
Theorem 4.3 all Y (z)(a⊗ b) have only non-negative powers of z. Hence, we can set
N = 0 in the associativity relation (3.23). Multiplying its both sides by z−1w−1
and taking residues in z and w, we get (a(−1)b)(−1)c = a(−1)(b(−1)c) mod h
M for
every M ∈ Z≥0. As a consequence, (a(−1)b)(−1)c = a(−1)(b(−1)c), i.e. the normally
ordered product is associative. Finally, multiplying both sides of (4.2) by w−1 and
taking the residue Resw, we get
:ba: = Resz
(
z−1Y (z)S(z)(a⊗ b)
)
. (4.8)
Equation (4.7) follows from (4.8) and Lemma 4.5. 
Remark 4.7. Let V be a unital associative algebra with a derivation T over K[[h]],
and a fixed braiding map S(z) : V ⊗̂V → V ⊗̂V ⊗̂
(
K((z))[[h]]
)
. Then formula (4.6)
defines on V a structure of a field algebra (see Definition 2.10) over K[[h]]. The
commutation relation (4.7) is necessary for having a commutative quantum vertex
algebra. We can only prove that, if the left and right shift conditions on S hold
(conditions (b) and (c) from Proposition 3.9), then (4.7) is sufficient, provided that
S(z) has no negative powers in z.
Remark 4.8. Using Lemma 4.5, it is not hard to check that in an S-commutative
quantum vertex algebra, the hexagon relation (3.24) becomes
S(w)(:ab:⊗ c) = (: :⊗ 1)S23(w)S13(w)(a ⊗ b⊗ c), a, b, c ∈ V .
5. Characterizations of quantum vertex algebras
5.1. Sufficient conditions for S-locality. The following theorem is the quantum
analogue of Theorem 2.20. It first appeared in [L10, Prop.2.19] with a different
proof.
Theorem 5.1. Let (V, |0〉, Y,S) be a braided state-field correspondence. Suppose
moreover that the associativity relation (3.23) holds. Then the following two con-
ditions are equivalent:
(a) the S-locality (3.8) holds;
(b) Y S = Y op, where Y op is defined by (2.7).
Proof. If (a) holds, by the S-locality (3.8) and Lemma 3.6 we get Y S = Y op, proving
(b). Let us prove that (b) implies (a). By Proposition 3.16, the associativity relation
(3.23) implies the locality of Y and Y op on every element: for every a, b, c ∈ V ,
there exists L ≥ 0, such that
(u− w)LY (u)
(
1⊗ Y op(w)
)
(b⊗ c⊗ a)
= (u− w)LY op(w)
(
1⊗ Y (u)
)
(c⊗ b⊗ a) mod hM .
(5.1)
Moreover, according to Lemma 2.7, the equation still holds if we replace a by Ta,
hence by ezT a. Therefore, one has
(u− w)LY (u)
(
1⊗ Y op(w)
)
(b ⊗ c⊗ ezTa)
= (u − w)LY op(w)
(
1⊗ Y (u)
)
(c⊗ b⊗ ezTa) mod hM .
(5.2)
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By the definition of Y op and Proposition 2.5 we get
(u − w)L ewT ιu,wY (u− w)
(
1⊗ ιw,zY (z − w)
)
(b⊗ a⊗ c)
= (u− w)L ewT ιw,zY (z − w)
(
ιu,zY (u− z)⊗ 1
)
(b⊗ a⊗ c) mod hM .
(5.3)
Since Y (z −w)(a⊗ c) is a Laurent series (mod hM ) in z −w, there exists P ∈ Z≥0
such that (z − w)P Y (z − w)(a ⊗ c) ∈ V [[z − w]] mod hM . Multiplying both sides
of equation (5.3) for (z − w)P we thus obtain an expression which is regular in w.
Putting w = 0 we obtain
Y (u)(1⊗ Y (z))(b ⊗ a⊗ c) = z−Pu−L
(
(z − w)P (u − w)LewT ·
· ιw,zY (z − w)
(
ιu,zY (u− z)⊗ 1
)
(b⊗ a⊗ c)
)∣∣
w=0
mod hM .
(5.4)
By axioms (v) and (vi) of Definition 3.5, Proposition 2.5 and the definition of Y op,
we get
ιu,zY (u − z)(b⊗ a) = Y (u)
(
e−zT b⊗ a
)
= euTY op(−u)
(
a⊗ e−zT b
)
= e(u−z)T ιu,zY
op(z − u)(a⊗ b) = e(u−z)T ιu,zY (z − u)S(z − u)(a⊗ b).
(5.5)
In the last equality we used the assumption (b). Combining equations (5.4) and
(5.5) and applying again Proposition 2.5(c), we obtain
Y (u)(1⊗ Y (z))(b⊗ a⊗ c) = z−Pu−L
(
(z − w)P (u− w)LewT ιw,zY (z − w)·
·
(
e(u−z)T ⊗ 1
)(
ιu,zY (z − u)S(z − u)⊗ 1
)
(a⊗ b⊗ c)
)∣∣
w=0
= z−Pu−L
(
(z − w)P (u− w)LewT ιw,zιz−w,u−zιu,zY (u− w)·
·
(
Y (z − u)S(z − u)⊗ 1
)
(a⊗ b⊗ c)
)∣∣
w=0
mod hM .
(5.6)
It is easy to check that,
ιw,zιz−w,u−zιu,zf(u− w, z − u) = ιu,zιw,uf(u− w, z − u) for every f.
Hence, (5.6) gives
Y (u)(1⊗ Y (z))(b⊗ a⊗ c) = ιu,zz
−Pu−L
(
(z − w)P (u− w)LewT ιw,uY (u− w)·
·
(
Y (z − u)S(z − u)⊗ 1
)
(a⊗ b⊗ c)
)∣∣
w=0
mod hM .
(5.7)
This expression will give the RHS of the S-locality, which we want to prove.
For the LHS, let us rewrite formula (5.1) with z instead of u and a, b swapped:
(z − w)L Y (z)(1⊗ Y op(w))(a ⊗ c⊗ b)
= (z − w)L Y op(w)(1 ⊗ Y (z))(1 2)(a⊗ c⊗ b) mod hM .
(5.8)
By Lemma 2.7, equation (5.8) still holds, with the same value of L, if we replace
b by euT b. Moreover, equation (5.8) also holds, after increasing appropriately the
value of L, if we replace a⊗ c⊗ b by (z − u)QS13(z − u)(a⊗ c⊗ b), for some large
enough positive integer Q. Indeed, (z − u)QS13(z − u)(a⊗ c⊗ b), modulo hM , is a
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finite sum of elements of the form ai⊗c⊗bi⊗fi(z−u), where fi(z−u) ∈ K[[z−u]].
Hence, we get
(z − w)L(z − u)Q Y (z)(1⊗ Y op(w))(1⊗1⊗ euT )S13(z − u)(a⊗ c⊗ b)
= (z − w)L(z − u)Q Y op(w)(1 ⊗ Y (z))(1⊗1⊗ euT )S23(z − u)(c⊗ a⊗ b) mod hM .
(5.9)
Applying the definition of Y op, equation (5.9) becomes
(z − w)L(z − u)Q Y (z)(1⊗ ewTY (−w))(1⊗ euT ⊗1)S12(z − u)(a⊗ b ⊗ c)
=(z−w)L(z−u)Q ewTY (−w)(Y (z)⊗1)(1⊗euT⊗1)S12(z−u)(a⊗b⊗c) modhM .
(5.10)
Next, we apply (twice) Proposition 2.5 (b) and (c) on both sides, to get
(z − w)L(z − u)QewT ιz,wY (z − w)(1 ⊗ ιw,uY (u− w))S
12(z − u)(a⊗ b⊗ c)
= (z−w)L(z−u)QewT ιw,uY (u−w)(ιz,uY (z−u)S(z−u)⊗1)(a⊗b⊗c)modh
M .
(5.11)
After multiplying by a sufficiently large integer power (u−w)R, the LHS of (5.11)
has no negative powers in w, modulo hM . Hence, we can let w = 0, to get
(z − u)Q Y (z)(1⊗ Y (u))S12(z − u)(a⊗ b⊗ c) = (z − u)Qιz,uu
−R z−L·
·
(
(u−w)R(z−w)LewT ιw,uY (u−w)(Y (z−u)S(z−u)⊗1)(a⊗b⊗c)
)∣∣
w=0
modhM .
(5.12)
Note that equation (5.7) holds for every P and L sufficiently large. Likewise,
equation (5.12) holds for every L and R sufficiently large. We can thus take all
these exponents equal to a sufficiently large integer D. As a result, we get, for (5.7)
Y (u)(1 ⊗ Y (z))(b ⊗ a⊗ c) = ιu,zz
−Du−D
(
(z − w)D(u − w)DewT ιw,uY (u− w)·
·
(
Y (z − u)S(z − u)⊗ 1
)
(a⊗ b⊗ c)
)∣∣
w=0
mod hM ,
(5.13)
and for (5.12)
(z − u)Q Y (z)(1⊗ Y (u))S12(z − u)(a⊗ b⊗ c) = (z − u)Qιz,uu
−D z−D·
·
(
(u−w)D(z−w)DewT ιw,uY (u−w)(Y (z−u)S(z−u)⊗1)(a⊗b⊗c)
)∣∣
w=0
modhM .
(5.14)
Note that the RHS’s of (5.13) and (5.14) coincide, modulo hM , after multiplying
by a sufficiently large integer power of z − u, depending only on a, b and M . We
thus get
(z−u)NY (u)(1⊗Y (z))(b⊗a⊗c)=(z−u)NY (z)(1⊗Y (u))S12(z−u)(a⊗b⊗c)modhM ,
proving the S-locality. 
Corollary 5.2. If (V, |0〉, Y,S) is a quantum vertex algebra, then (V, |0〉, Y op,S−1)
is a quantum vertex algebra as well.
Proof. By Proposition 2.11 (V, |0〉, Y op) is a field algebra, and Y opS−1 = Y =
(Y op)op. The claim follows by Theorem 5.1. 
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5.2. Quantum n-products. Recall Definition 2.14 of n products of quantum fields
in a vertex algebras. We define here their quantum analogue.
Definition 5.3. Let (V, |0〉, Y,S) be a braided state-field correspondence. For
n ∈ Z, the quantum n-product Y (z)S(n)Y (z) is defined as follows:
(Y (z)S(n)Y (z))(a⊗b⊗c) = Resx
(
ιx,z(x− z)
nY (x)
(
1⊗ Y (z)
)
S12(x− z)(a⊗b⊗c)
− ιz,x(x− z)
nY (z)
(
1⊗ Y (x)
)
(b ⊗ a⊗ c)
)
.
(5.15)
Writing (Y (z)S(n)Y (z))(a ⊗ b ⊗ c) = (Y (z)
S
(n)Y (z))(a ⊗ b)c, one can think of the
quantum n-product as a formal distribution with coefficients in EndK[[h]] V .
Lemma 5.4. The quantum n-product (5.15) satisfies the following properties:
(a) field condition (a, b, c ∈ V )
(Y (z)S(n)Y (z))(a⊗ b⊗ c) ∈ Vh((z)) ; (5.16)
(b) vacuum condition (a, b ∈ V )
(Y (z)S(n)Y (z))(a⊗ b⊗ |0〉) ∈ V [[z]] , (5.17)
(c) translation covariance
T ◦ (Y (z)S(n)Y (z))− (Y (z)
S
(n)Y (z)) ◦ (1⊗ 1⊗ T ) = ∂z(Y (z)
S
(n)Y (z)) . (5.18)
Proof. For part (a), we consider separately the two expressions in the RHS of (5.15).
In the first term, ιx,z(x−z)
nS12(x−z)(a⊗b⊗c) only involves non-negative powers
of z. Applying to it 1 ⊗ Y (z), we get, modulo hM , only finitely many negative
powers of z. For the second term, ιz,x(x− z)
n has non-negative powers of x, hence
only the negative powers of x in (1⊗Y (x))(b⊗a⊗c) can give non-zero contribution
to the residues in x, which are finitely many modulo hM . Applying Y (z) to these
(finitely many) terms, we get, modulo hM , an element of V ((z)). Claim (a) follows.
Claim (b) can be easily checked directly, but in fact it follows by (a), (c) and
Lemma 3.2. We are left to prove claim (c). By (5.15) we have
T (Y (z)S(n)Y (z))(a⊗b⊗c)
= Resx
(
ιx,z(x− z)
nTY (x)
(
1⊗ Y (z)
)
S12(x− z)(a⊗b⊗c)
− ιz,x(x− z)
nTY (z)
(
1⊗ Y (x)
)
(b ⊗ a⊗ c)
)
= Resx
(
ιx,z(x− z)
n(∂xY (x))
(
1⊗ Y (z)
)
S12(x− z)(a⊗b⊗c)
+ ιx,z(x− z)
nY (x)
(
1⊗ (∂zY (z))
)
S12(x− z)(a⊗b⊗c)
+ ιx,z(x− z)
nY (x)
(
1⊗ Y (z)
)
S12(x− z)(1⊗ 1⊗ T )(a⊗b⊗c)
− ιz,x(x− z)
n(∂zY (z))
(
1⊗ Y (x)
)
(b ⊗ a⊗ c)
− ιz,x(x− z)
nY (z)
(
1⊗ (∂xY (x))
)
(b⊗ a⊗ c)
− ιz,x(x− z)
nY (z)
(
1⊗ Y (x)
)
(1 ⊗ 1⊗ T )(b⊗ a⊗ c)
)
.
For the last equality we used (twice) the translation covariance of Y . Claim (c) is
then obtained by integrating by parts in x. 
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Lemma 5.5. For every a, b ∈ V we have
(Y (z)S(n)Y (z))(a⊗ b⊗ |0〉) = e
zT (aS(n)b) , (5.19)
where
aS(n)b = Resz
(
znY (z)S(z)(a⊗ b)
)
. (5.20)
Consequently, the state corresponding to the quantum field (Y (z)S(n)Y (z))(a⊗b⊗−)
is aS(n)b.
Proof. By Lemmas 5.4 and 3.2 it suffices to prove equation (5.19) at z = 0. We
have
(Y (z)S(n)Y (z))(a⊗ b ⊗ |0〉)|z=0
= Resx
(
ιx,z(x− z)
nY (x)
(
1⊗ Y (z)
)
S12(x− z)(a⊗b⊗|0〉)
− ιz,x(x− z)
nY (z)
(
1⊗ Y (x)
)
(b⊗ a⊗ |0〉)
)∣∣∣
z=0
.
Note that Y (x)(a ⊗ |0〉) has no negative powers of x, hence the residue in x in the
second term of the RHS vanishes. As a result, we get, using Lemma 3.2,
(Y (z)S(n)Y (z))(a⊗ b⊗ |0〉)|z=0
= Resx
(
ιx,z(x − z)
nY (x)
(
1⊗ Y (z)
)
S12(x − z)(a⊗b⊗|0〉)
)∣∣∣
z=0
= Resxx
nY (x)S(x)(a ⊗ b) .

Proposition 5.6. In a braided vertex algebra V we have the following properties:
(a) |0〉S(n)a = δn,−1a for all n ∈ Z and a ∈ V ;
(b) aS(n)|0〉 = δn≤−1
T−n−1
(−n−1)!a for all n ∈ Z and a ∈ V ;
(c) aS(−n−1)b =
(
Tn
n! a
)S
(−1)
b for all n ≥ 0 and a, b ∈ V .
(d) T is a derivation of all products (5.20).
Proof. Claims (a) and (b) are a direct consequence of Proposition 3.9(a). Indeed,
since (S(z)− id)(|0〉 ⊗ a) ∈ KerY (z), we have
|0〉S(n)a = Reszz
nY (z)S(z)(|0〉 ⊗ a) = Reszz
nY (z)(|0〉 ⊗ a) = Reszz
na = δn,−1a ,
proving (a). Similarly, since (S(z)− id)(a⊗ |0〉) ∈ KerY (z), we have
aS(n)|0〉 = Reszz
nY (z)S(z)(a⊗ |0〉) = Reszz
nY (z)(a⊗ |0〉) = Reszz
nezTa
= δn≤−1
T−n−1
(−n− 1)!
a ,
proving (b). Next, we prove claim (c). Applying Reszz
−n−1 to both sides of
equation (3.10), we get
aS(−n−1)b =
∑
l≥0
T l
l!
(−1)l+nb(l−n−1)a.
By translation covariance, for any n ≥ 0, one has
a(−n−1)b =
(
T n
n!
a
)
(−1)
b.
25
It follows that, for any n ≥ 0,
aS(−n−1)b =
n∑
l=0
(−1)l+n
T l
l!
(
T n−l
(n− l)!
b
)
(−1)
a+
∑
m≥0
(−1)m+1
Tm+n+1
(m+ n+ 1)!
b(m)a.
Finally, we prove claim (d). Let a, b ∈ V . By the translation covariance on Y , one
has
TY (z)S(z)(a⊗ b)− Y (z)S(z)(T ⊗ 1)(a⊗ b)− Y (z)S(z)(1 ⊗ T )(a⊗ b)
= Y (z)(1⊗ T )S(z)(a⊗ b) + Y (z)(T ⊗ 1)S(z)(a⊗ b)− Y (z)S(z)(T ⊗ 1)(a⊗ b)
− Y (z)S(z)(1⊗ T )(a⊗ b)
= Y (z) ([T ⊗ 1,S(z)] + [1⊗ T,S(z)]) (a⊗ b).
Hence, by Proposition 3.9(d),
TY (z)S(z) = Y (z)S(z)(T ⊗ 1) + Y (z)S(z)(1⊗ T ) . (5.21)
The claim follows by taking residues of both sides multiplied by zn. 
5.3. Quantum Borcherds identity and quantum n-product identities. Let
(V, |0〉, Y,S) be a braided state-field correspondence. The quantum Borcherds iden-
tity is (a, b, c ∈ V , n ∈ Z):
ιz,w(z − w)
nY (z)
(
1⊗ Y (w)
)
S12(z − w)(a ⊗ b⊗ c)
− ιw,z(z − w)
nY (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c) =
∑
j∈Z≥0
Y (w)
(
aS(n+j)b⊗ c
) ∂jwδ(z, w)
j!
(5.22)
The quantum n-product identities, for n ∈ Z, are (a, b, c ∈ V )(
Y (z)S(n)Y (z)
)
(a⊗ b⊗ c) = Y (z)
(
aS(n)b⊗ c
)
. (5.23)
Lemma 5.7. The quantum Borcherds identity (5.22) is equivalent to the quantum
n-product identities (5.23) for all n ∈ Z and the S-locality (3.8) combined.
Proof. Let us first prove that the S-locality (3.8) and the quantum n-product iden-
tities (5.23) imply the quantum Borcherds identities (5.22). Let
a(z, w) = ιz,w(z − w)
nY (z)
(
1⊗ Y (w)
)
S12(z − w)(a⊗ b⊗ c)
− ιw,z(z − w)
nY (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c)
(5.24)
By the S-locality assumption (3.8), this is a local quantum field in the sense of
Section 3.5, i.e. for every M ∈ Z+ there exists N ∈ Z+ such that
(z − w)Na(z, w) = 0 mod hM .
Note that the Decomposition Theorem 2.2 holds for local fields in a topologically
free K[[h]]-module V in the following form
a(z, w) =
N∑
j=0
cj(w)
∂jwδ(z, w)
j!
mod hM ,
where
cj(w) = Resz(z − w)
ja(z, w) ,
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which vanishes modulo hM for j ≥ N . Taking a(z, w) from (5.24), we thus get
ιz,w(z − w)
nY (z)
(
1⊗ Y (w)
)
S12(z − w)(a ⊗ b⊗ c)
− ιw,z(z − w)
nY (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c) =
N∑
j=0
cj(w)
∂jwδ(z, w)
j!
mod hM ,
where
cj(w) = Resz
(
ιz,w(z − w)
n+jY (z)
(
1⊗ Y (w)
)
S12(z − w)(a ⊗ b⊗ c)
− ιw,z(z − w)
n+jY (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c)
)
=
(
Y (w)S(n+j)Y (w)
)
(a⊗ b⊗ c)
= Y (w)
(
aS(n+j)b⊗ c
)
,
which vanishes modulo hM for j ≥ N . For the last identity we used the assumption
(5.23). Hence,
ιz,w(z − w)
nY (z)
(
1⊗ Y (w)
)
S12(z − w)(a⊗ b⊗ c)
− ιw,z(z − w)
nY (w)
(
1⊗ Y (z)
)
(b ⊗ a⊗ c)
=
∑
j∈Z≥0
Y (w)
(
aS(n+j)b⊗ c
)∂jwδ(z, w)
j!
mod hM .
Since the above identity holds modulo hM for every M , it must hold identically,
i.e. (5.22) holds.
Conversely, the quantum n-product identities (5.23) are obtained from the quan-
tum Borcherds identity (5.22) by taking the residue in z. Moreover, for any
M ∈ Z≥0,
aS(n)b = Resz
(
znY (z)S(z)(a⊗ b)
)
vanishes modulo hM for sufficiently large n. The S-locality (3.8) thus follows by
the quantum Borcherds identity. 
5.4. Equivalence of the quantum Borcherds identity and the S-locality
combined with associativity. By the following theorem, the quantum Borcherds
identity holds for any quantum vertex algebra.
Theorem 5.8. Let (V, |0〉, Y,S) be a braided state-field correspondence. Then the
S-locality (3.8) and the associativity relation (3.23) hold if and only if the quan-
tum Borcherds identity (5.22) holds. Consequently, the quantum Borcherds identity
(5.22) holds in any quantum vertex algebra.
Lemma 5.9. If (V, |0〉, Y,S) is a braided state-field correspondence, the associa-
tivity relation (3.23) holds if and only if, for any a, b, c ∈ V and M ∈ Z≥0, there
exists N ′ ≥ 0 such that
(z + w)N
′
ιz,wY (z + w)
(
1⊗ Y (w)
)(
S(z)(a⊗ b)⊗ c
)
= (z + w)N
′
Y (w)
(
Y (z)S(z)⊗ 1
)
(a⊗ b⊗ c) mod hM .
(5.25)
Proof. By definition of S, there exist s ∈ Z≥0, K ∈ Z, ai, bi ∈ V and fik ∈ K for
i = 1, . . . , s and k ≥ K, such that S(z)(a⊗ b) =
∑s
i=1
∑
k≥K ai⊗ bifikz
k mod hM .
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If the associativity relation (3.23) holds, for any M ∈ Z≥0 and i = 1, . . . , s, there
exists Ni ≥ 0 such that, for any c ∈ V ,
(z + w)Niιz,wY (z + w)
(
1⊗ Y (w)
)
(ai ⊗ bi ⊗ c)
= (z + w)NiY (w)
(
Y (z)⊗ 1
)
(ai ⊗ bi ⊗ c) mod h
M .
(5.26)
In particular, for N ′ ≥ max{Ni}i=1,...,s one has
(z + w)N
′
ιz,wY (z + w)
(
1⊗ Y (w)
)
(ai ⊗ bi ⊗ c)
= (z + w)N
′
Y (w)
(
Y (z)⊗ 1
)
(ai ⊗ bi ⊗ c) mod h
M .
(5.27)
The LHS of equation (5.27) lies in Vh((z))((w)) while the RHS lies in Vh((w))((z)).
Hence, one can multiply both sides by fikz
k and sum over i = 1, . . . , s and k ≥
K, obtaining (5.25). The converse follows in a similar way because, for suitable
a′j, b
′
j ∈ V and f
′
jk
∈ K, one has
S−1(z)(a⊗ b) =
s′∑
j=1
∑
k≥K′
a′j ⊗ b
′
jf
′
jk
zk mod hk.
Thus, one can do similar operations starting with (5.25) applied to the elements
a′j ⊗ b
′
j ⊗ c. 
Lemma 5.10. Let V = W [[h]] be a topologically free K[[h]]-module. Let a(z, w) ∈
W ((z))((w))[[h]], b(z, w) ∈ W ((w))((z))[[h]], c(z, w) ∈ W ((w))((z))[[h]]. Then
equation (2.5) is equivalent to equations (2.6) modulo hM for every M (with N
possibly depending on M).
Proof. Let us first prove the “only if” part. As b(z, w) ∈ W ((w))((z))[[h]], mod hM
there is a suitable integer power N of z such that zNb(z, w) has only nonnegative
powers of z. Multypling both sides of equation (2.5) and taking the residue Resz
we have the following equality:
Reszz
N ιz,wδ(x, z − w) a(z, w) = Reszz
N ιz,xδ(w, z − x) c(x,w) mod h
M .
The LHS is then equal to Reszz
N ιx,wδ(x + w, z) a(z, w) which is in turn equal to
(x+w)N ιx,wa(x+w,w). The RHS is equal to Reszz
N ιw,xδ(w+x, z) c(x,w) which
is in turn equal to (w + x)Nc(x,w). We, thus have the second equation of (2.6)
mod hM for any M . With the same reasoning line, we obtain the first equation of
(2.6) using that c(z, w) ∈ W ((w))((z))[[h]].
Let us now focus on the “if” part. By the first equation of (2.6), for N ≫ 0, one
has the following equalities:
ιz,wδ(x, z − w) (z − w)
N a(z, w)− ιw,zδ(x, z − w) (z − w)
N b(z, w)
= (ιz,w − ιw,z)δ(x, z − w) (z − w)
N a(z, w) mod hM .
(5.28)
Recalling the definition of the formal δ distribution and that (ιz,w−ιw,z)(z−w)
m =
0 if m ≥ 0 and 1(−n−1)!∂
−n−1
w δ(z, w) if n < 0, one has that
(ιz,w − ιw,z)δ(x, z − w) =
∑
m∈Z
x−m−1(ιz,w − ιw,z)(z − w)
m
=
∑
m<0
x−m−1
1
(−m− 1)!
∂−m−1w δ(z, w) = e
x∂wδ(z, w)
= ιw,xδ(z, w + x).
(5.29)
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Therefore, by equations (5.28) and (5.29), one has
ιz,wδ(x, z − w) (z − w)
N a(z, w)− ιw,zδ(x, z − w) (z − w)
N b(z, w)
= ιw,xδ(z, w + x)(z − w)
N a(z, w) mod hM .
(5.30)
Using again the first part of equation (2.6), one notes that (z − w)N a(z, w) ∈
W ((w))((z))[[h]], hence, zL(z − w)N a(z, w) has only non-negative integer powers
of z mod hM for L≫ 0. It follows that, multiplying both sides of equation (5.30)
by zL for L≫ 0, the following equalities hold:
ιz,wδ(x, z − w) z
L (z − w)N a(z, w)− ιw,zδ(x, z − w) z
L (z − w)N b(z, w)
= ιw,xδ(z, w + x) z
L (z − w)N a(z, w)
= ιw,xδ(z, w + x) (w + x)
L xN a(w + x,w)
= ιz,xδ(z − x,w) ιw,x(w + x)
L xN a(w + x,w)
= ιz,xδ(z − x,w) ιx,w(w + x)
L xN a(w + x,w) mod hM .
Using the second equation of (2.6) and recalling that δ(x, t) tN = δ(x, t) xN , one
then has
ιz,wδ(x, z − w) z
L xN a(z, w)− ιw,zδ(x, z − w) z
L xN b(z, w)
= ιz,xδ(z − x,w) z
L xN c(x,w) mod hM
from which, multiplying both sides by z−Lx−N , one has
ιz,wδ(x, z − w) a(z, w)− ιw,zδ(x, z − w) b(z, w)
= ιz,xδ(z − x,w) c(x,w) mod h
M .
(5.31)
Since equation (5.31) holds for any M , equation (2.5) follows. 
Proof of Theorem 5.8. Let (V, |0〉, Y,S) be a quantum vertex algebra. By Lemma
3.6 we have Y S = Y op, and then, by Lemma 5.9, equation (5.25) holds. Let
a(z, w) = Y (z)
(
1⊗ Y (w)
)(
S(z − w)(a ⊗ b)⊗ c
)
,
b(z, w) = Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c) and
c(z, w) = Y (w)
(
Y (z)S(z)⊗ 1
)
(a⊗ b ⊗ c) .
(5.32)
Note that, with these choices, the S-locality equation (3.8) is, modulo hM , the first
equation in (2.6), while equation (5.25) is, again modulo hM , the second equation
in (2.6) (with z in place of x). Therefore, by Lemma 2.3, we get
ιz,wδ(x,z − w)Y (z)
(
1⊗ Y (w)
)(
S(z − w)(a ⊗ b)⊗ c
)
−ιw,zδ(x, z − w)Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c)
= ιz,xδ(w, z − x)Y (w)
(
Y (x)S(x) ⊗ 1
)
(a⊗ b⊗ c) mod hM .
Since V is a topologically free K[[h]]-module, this equation holds identically. Since
Y S = Y op, we thus have
ιz,wδ(x,z − w)Y (z)
(
1⊗ Y (w)
)(
S(z − w)(a⊗ b)⊗ c
)
−ιw,zδ(x, z − w)Y (w)
(
1⊗ Y (z)
)
(b⊗ a⊗ c)
= ιz,xδ(w, z − x)Y (w)
(
Y op(x)⊗ 1
)
(a⊗ b ⊗ c).
(5.33)
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Multiplying equation (5.33) by xn and taking the residue Resx, the LHS becomes
ιz,w(z − w)
nY (z)(1⊗ Y (w))S12(z − w)(a ⊗ b⊗ c)
− ιw,z(z − w)
nY (w)(1 ⊗ Y (z))(b ⊗ a⊗ c)
(5.34)
and the RHS becomes
Resx
(
xnιz,xδ(w, z − x)Y (w)
(
Y op(x) ⊗ 1
)
(a⊗ b⊗ c)
)
= Resx
(
xne−x∂zδ(z, w)Y (w)
(
Y op(x) ⊗ 1
)
(a⊗ b⊗ c)
)
=
∑
l≥0
(−1)l∂lzδ(z, w)
l!
Y (w)
(
aS(n+l)b⊗ c
)
=
∑
l≥0
Y (w)
(
aS(n+l)b⊗ c
)∂lwδ(z, w)
l!
.
(5.35)
Combining (5.34) and (5.35), we get the quantum Borcherds identity (5.22).
Conversely, let (V, |0〉, Y,S) be a braided state-field correspondence, and assume
that the quantum Borcherds identity (5.22) holds. Multiplying it by x−n−1 and
summing over n ∈ Z, the LHS becomes
ιz,wδ(x,z − w)Y (z)
(
1⊗ Y (w)
)(
S(z − w)(a ⊗ b)⊗ c
)
−ιw,zδ(x, z − w)Y (w)
(
1⊗ Y (z)
)
(b ⊗ a⊗ c)
(5.36)
and the RHS becomes∑
n∈Z
x−n−1
∑
l≥0
Y (w)
(
aS(n+l)b⊗ c
)∂lwδ(z, w)
l!
=
∑
l≥0
Y (w)
(∑
n∈Z
aS(n+l)b x
−n−l−1 ⊗ c
)xl∂lwδ(z, w)
l!
= ιz,xδ(w, z − x)Y (w)
(
Y (x)S(x) ⊗ 1
)
(a⊗ b⊗ c).
(5.37)
Equating (5.36) and (5.37), we get equation (2.5) with a = a(z, w), b = b(z, w), c =
c(z, w) as in (5.32). By Lemma 2.3, since Y (z)(a⊗ c) ∈ Vh((z)) and Y (x)(b⊗ a) ∈
Vh((x)), the associativity relation (3.23) and the S-locality hold on any vector. In
particular, we have the S-locality on the vacuum. By Remark 3.7 we then have
Y S = Y op. The S-locality now follows by Theorem 5.1. 
Within the proof of Theorem 5.8 we have proved the following.
Corollary 5.11. Equation (5.33) is equivalent to the Borcherds identity (5.22).
We also have the following:
Lemma 5.12. Equation (5.33) is equivalent to the S-Jacobi identity (which first
appeared in [L10]):
ιz,wδ(x, z − w)Y (z)
(
1⊗ Y (w)
)
(a⊗ b⊗ c)
− ιw,zδ(x, z − w)Y (w)
(
1⊗ Y (z)
)(
S(w − z)(b⊗ a)⊗ c
)
= ιz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1
)
(a⊗ b ⊗ c).
(5.38)
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Proof. Exchanging, in equation (5.33), the variables a and b and the parameters z
and w, and changing sign to x, the LHS becomes
ιz,wδ(x, z − w)Y (z)
(
1⊗ Y (w)
)
(a⊗ b⊗ c)
− ιw,zδ(x, z − w)Y (w)
(
1⊗ Y (z)
)(
S(w − z)(b⊗ a)⊗ c
)
,
since δ(−x,−y) = −δ(x, y), while the RHS becomes
ιw,xδ(z, w + x)Y (z)
(
Y op(−x)⊗ 1
)
(b ⊗ a⊗ c)
= ιz,xδ(z − x,w)Y (z)
(
e−xTY (x) ⊗ 1
)
(a⊗ b⊗ c)
= ιz,xδ(w, z − x)Y (z − x)
(
Y (x)⊗ 1
)
(a⊗ b ⊗ c)
= ιz,xδ(w, z − x)Y (w)
(
Y (x) ⊗ 1
)
(a⊗ b⊗ c) .
For the first equality we used the definition of Y op while, for the second equality,
we used the translation covariance of Y . 
5.5. The characterization Theorem. Combining the previous results, we have
proved the following theorem:
Theorem 5.13. Let (V, |0〉, Y,S) be a braided state-field correspondence. The fol-
lowing statements are equivalent:
(i) (V, |0〉, Y,S) is a quantum vertex algebra;
(ii) the S-Jacobi identity (5.38) holds;
(iii) the associativity relation (3.23) and the equation Y S = Y op hold;
(iv) the quantum Borcherds identity (5.22) holds;
(v) the quantum n-product identities (5.23) and the S-locality (3.8) hold.
Proof. The equivalence of conditions (i) and (iii) was proved in Theorem 5.1. The
equivalence of (i) and (iv) was proved in Theorem 5.8. The equivalence of (ii) and
(iv) is a consequence of Corollary 5.11 and Lemma 5.12. Finally, the equivalence
of (iv) and (v) was proved in Lemma 5.7. 
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