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Tato práce se zabývá vyhledáním a rozpoznáváním textu v obraze. Rozebírá problema-
tiku extrakce příznaků a jejich použití při strojovém učení. Popisuje postup při návrhu a
implementaci jednoduché aplikace pro rozpoznávání znaků strojově psaného textu.
Abstract
This work deals with the process of text location and recognition in an image document.
It discusses the matter of feature extraction and its usage in machine learning. Portion
of this work is devoted to design and implementation of application for simple character
recognition of machine printed text.
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Optické rozpoznávání znaků, v angličtině známo pod zkratkou OCR (Optical character
recognition), je proces převodu digitálně pořízených textů do elektronické, textové podoby.
Může se jednat o texty ručně psané, strojově psané nebo tištěné. Elektronická podoba textu
je lépe skladovatelná, kopírovatelná a její životnost je téměř neomezená.
Výstup OCR systému je textová podoba dokumentu, se kterým lze následovně prová-
dět některé operace, které by jinak nebyly možné. Výhodou takových dokumentů je na-
příklad rychlé vyhledávání, které v papírové podobě není možné. Jako další využití může
být převádění textů do jiných jazyků pomocí automatického překladače nebo syntetizace
na počítačem mluvené slovo pro zrakově nevidomé.
Optické rozpoznávání znaků je oblast informatiky, která se vyvíjí téměř sto let a stále
nejsou k dispozici 100 % výsledky. Výzkum zasahuje do oblasti umělé inteligence (artificial
intelligence), počítačového vidění (computer vision) a rozpoznávání vzorů (pattern reco-
gnition).
Cílem OCR je rozpoznat znaky v předloženém vstupu s co nejmenší chybovostí. Toto
je náročný proces i v dnešní době, zejména kvůli velkému počtu fontů, nepřesnosti při
získávání dat, formátů dokumentů, . . . . Pro nejlepší výsledek je tedy nutné vybrat vhodné
metody dle povahy vstupního obrazu.
V této bakalářské práci se zabývám jednoduchým OCR systémem. V kapitolách 2,3 a 4
jsou uvedeny běžné metody používané v OCR systémech. Pro účely praktického odzkoušení
vybraných metod byla vytvořena aplikace rozeznávající text z předloženého obrázku, jejíž
návrh a implementace je uvedena v kapitole 5. Zhodnocení dosažených výsledků s touto
aplikací je popsáno v podkapitole 5.7.
Na obrázku 1.1 jsou znázorněny jednotlivé kroky prováděné při zpracování dokumentu
běžným OCR systémem.
Jako první je třeba získat dokument pomocí fotoaparátu nebo skeneru. Takto pořízený
obraz nese informace o textu, ale také je ovlivněn šumem, zkosením a jinými vadami, které
přímo ovlivňují zbytek procesu rozpoznávání písma. Některé z metod odstraňující tyto
závady jsou popsány v kapitole 2.
Pokud má systém zpracovávat celé dokumenty, je třeba jej opatřit logikou pro vyhledání
oblastí zájmu a určení jejich typu. Tento krok se nazývá geometrická analýza dokumentu
a nemusí být nutně součástí OCR systému. Co už součástí musí být, je segmentace jed-
notlivých řádků, slov a znaků. Krokem segmentace stránky se zabývá kapitola 3.Systémy,
které umí rozpoznat pouze jednotlivé znaky, jsou označovány jako ICR (Inteligent Character
Recognition).




















Obrázek 1.1: Kroky při zpracování dokumentu OCR systémem, zdroj [17]
během svého života učí významy symbolů kolem něj a počítač potřebujeme naučit stejným
schopnostem. Jednotlivé znaky jsou popsány příznaky, které jsou extrahovány z předlože-
ného obrázku. Na základě příznaků je potom určen klasifikátorem význam znaku. Těch
existuje celá řada s různým stupněm vhodnosti pro OCR systémy. Některé z metod ex-
trakce příznaků a klasifice jsou popsány v kapitole 4.
OCR systémy trpí určitou mírou nepřesnosti a proto lze po rozpoznání textu provést
dodatečné úpravy známé jako postprocessing. Ty zahrnují úpravy výsledků rozpoznání
písma a segmentace znaků podle slovníků, kdy se vyberou slova, které jsou vyhodnoceny




Prvním krokem v procesu rozpoznání textu je získání dokumentu v digitální podobě.
Nejčastěji jsou používány fotoaparáty a scanery díky jejich dostupnosti. Získaný obraz je ve
formě bodové reprezentace (pixely). Tento způsob reprezentace obrazu jako matice hodnot
je sice jednoduchý, ale jinak neposkytuje žádné další informace o dokumentu. Počet pixelů
a informace o barvě je přímo ovlivněna použitým rozlišením zařízení během snímání.
Pro další práci s obrazem je třeba, aby obraz obsahoval pouze data vztahující se k textu.
Pořízené obrazy však nejsou ideální a obsahují i šum a nežádoucí artefakty. Není neobvyklé,
že jsou dokumenty pootočeny vůči horizontální ose, zejména při nekvalitním snímání.
2.1 Prahování
Pro některé metody je nutné mít obraz binarizovaný. Pixely takového obrazu obsahují pouze
informaci o tom, jestli je černý nebo bílý. Kromě převedení na binární obraz lze na prahování
pohlížet jako na metodu pro redukci šumu v obraze, i když velmi jednoduchou. Klasické
metody pro redukci šumu, jako je použití Gaussových nebo mediánových filtrů, nejsou
v OCR systémech časté kvůli jejich vlastnosti přílišné redukce informace. Ta je nežádoucí
v pozdějších fázích zpracování dokumentu.
Pro prahování lze zvolit z více metod, od nejjednodušších až po specializované me-
tody určené přímo pro OCR systému. V následujícím textu jsou představeny dvě základní
metody, od kterých jsou odvozeny další.
Globální metoda
Globální metoda [15] je základní a nejjednodušší pro převod na binární obraz. Její princip
je následující: stanoví se pevný práh a prochází se sekvenčně obraz. Pokud pixel je menší
nežli práh, nastaví se jeho hodnota na hodnotu černé, jinak na hodnotu bílé.
Pro špatně osvětlené dokumenty a dokumenty pořízené zařízeními s velkým podílem
šumu, je tato metoda nevhodná. Výsledný obraz obsahuje při nízkých hodnotách prahu
příliš moc šumové informace a při vysokých se ztrácí a deformuje informace o textu.
Pro prahování obrazů máme mnoho metod, které vybírají hodnotu prahu automaticky
podle jejich zaměření. Existují také metody, které jsou přímo zaměřeny pro použití v OCR.
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Adaptivní metoda
Narozdíl od globálního prahování používají metody adaptivního prahování [15] automaticky
vypočítanou hodnotu prahu na základě vlastností bodu nebo jeho okolí. Pro tyto metody
se můžeme setkat také s názvy dynamické a lokální prahování.
V těchto metodách je používána často technika plovoucího okénka, které určuje pixely,
ze kterých se budou stanovené vlastnosti počítat (oblast zájmu, region of interest, ROI).
Nejpoužívanější hodnoty pro výpočet prahu jsou střední hodnoty, průměry nebo mediány.
Často se lze setkat i s aproximací histogramu dvěmi Gaussovými křivkami modelující dvě
třídy, do kterých pixely po prahování budou spadat.
Výsledek prahování je závislý na zvolené velikosti okénka. Pro lepší výsledky se používají
konstanty, které globálně určují minimální práh. Ten je dobrý stanovit např. pro pozadí,
kde by jsou jen minimální rozdíly mezi sousedními pixely. Obecně jsou adaptivní metody
prahování vhodné pro méně kvalitní dokumenty, u kterých lze čekat nejednotnost intenzit
pro pixely pozadí a popředí.
2.2 Opravení natočení
Metody zpracovávající samotný text předpokládají, že předložený obraz je pootočen tak,
že řádky textu formují přímky s orientací stejnou jako horizontála s minimálním odklonem.
Během snímání však může dojít k pootočení dokumentu o úhel pootočení (skew angle).
Vyhledání tohoto úhlu je cílem detekce natočení (skew detection) [3], [13]. S tímto pojmem
se lze setkat také u technik opravující posunutí dokumentů během snímání, kterým se tato
práce nevěnuje.
Po zjištění úhlu pootočení je třeba obraz o tento úhel rotovat, aby mohl být předán
dalším částem systému. To provádíme pomocí afinní operace rotace.
Projekční profily
Použití projekčních profilů [13] je intuitivní postup k zjištění úhlu natočení dokumentu.
U ideálního dokumentu lze předpokládat, že jednotlivé řádky jsou odděleny prázdnými
oblastmi, kde nezasahuje žádný z objektů. Projekční profily využívají tuto vlastnost, kdy
vytvářejí projekci pixelů do přímek pod různými úhly. Pokud v projekci jsou přítomny
oblasti střídající se černé a bílé, je tato projekce prohlášena za hledanou a úhel přímky
svírající s horizontálou za úhel pootočení.
Místo použití všech bodů obrazu lze použít Bairdův postup [13]. Ten vychází z toho,
že spodní středy všech znaků neobsahující dolní tah (descender) jsou kolineární. Je tedy
možné nalézt ohraničující obdélníky znaků a u těch vypočítat střed spodního okraje. Tyto
body by měly být kolineární pro každý řádek textu. Nakonec jsou tyto body zpracovány
projekčními profily nebo je použita metoda nejmenších čtverců k nalezení úhlu pootočení.
V obou dvou případech je výhodné znát alespoň přibližný úhel pootočení pro rychlejší
zpracování. Pokud tento úhel neznáme, je celý proces časově poměrně náročný. Pokud
v dokumentu jsou přítomny obrázky, nejsou tyto metody příliš vhodné.
Houghova transformace
Jiným přístupem je použití Houghovy transformace [13], která je obecnou metodou pro vy-
hledávání přímek v rastrových obrazech, později vylepšená pro vyhledání i obecných tvarů.
Tato metoda vyhledává úhel pootočení jako majoritní úhel zastoupený v parametrickém
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prostoru. Jak takový prostor může vypadat je zobrazeno na obrázku 2.1, kde je vypočtený
prostor pro objekt tvaru T.
Obrázek 2.1: Parametrický prostor Houghovy transformace [14]
Myšlenkou této metody je, že každým černým pixelem prochází nekonečně mnoho pří-
mek, lišící se svým úhlem. Každá tato přímka může být vyjádřena rovnicí:
Y = mX + b (2.1)
kde (X,Y ) je pozice pixelu, m je úhel přímky a b je posunutí přímky oproti počátku. Pokud
budeme považovat pozici pixelu za konstanty, můžeme vyjádřit rovnici jako:
b = −Xm+ Y (2.2)
kde (m, b) tvoří reprenzetaci přímky. Jelikož prostor obrazu je dvoudimenzionální, prostor
tvořený koordináty (m, b) je také dvoudimenzionální a tvoří parametrický Houghův prostor
(Hough space). Jelikož v rovnicovém tvaru nelze pracovat s vertikálními přímkami, používá
se normovaný tvar:
r = x cosω + y sinω (2.3)
kde r je vzdálenost přímky od počátku a ω je úhel přímky. Takto tvořený Houghův prostor
můžeme chápat jako akumulátor, kde jednotlivé přímky jsou uchovány formou bodu o svých
parametrech. V konečném důsledku se poté volí omezí výběr pouze na úhel a vybere se ten,
který je nejvíce zastoupen. Tento úhel je prohlášen za úhel pootočení.
Rotace obrazu
Po nalezení úhlu natočení je třeba o tento úhel dokument rotovat. To provádíme pomocí
afinní operace rotace [3], která spolu s ostatními (translace, změna velikosti, zkosení a ope-
race vzniklé skládáním) patří mezi základní geometrické operace.
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Rotaci v 2D prostoru lze vyjádřit jako násobení bodu s maticí s rozměry 2 × 2. Jeli-
kož nelze takto vyjádřit operaci posunutí, jsou využívány homogenní souřadnice. Bod B








kde X,Y jsou původní pozice bodu a ω je tzv. váha bodu. Nový bod má pak tvar
B
′
X = [ωX,ωY, ω] (2.5)
který dostaneme jako výsledek B
′
= B ∗ A, kde B je původní bod a A je transformační
matice. Tento způsob má tu výhodu, že je stejný pro všechny afinní operace.
Pro pootočený bod platí následující vztahy:
B
′
X =BX cosα−BY sinα (2.6)
B
′
X =BX sinα+BY cosα (2.7)
Transformační matice pro rotaci má pak tvar:
A =




Dle podkapitoly 2.2 získáme mapování původních bodů do nového prostoru, ale ne jejich
hodnoty. Interpolací [3] můžeme z několika znmých hodnot vypočítat nové, neznámé. Zá-
kladem je lineární interpolace pro 2 body, z níž vychází bilineární interpolace používaná
v obraze. Ta provádí lineární interpolaci v jednom a poté v druhém směru. Lze použít
i jiné přístupy, např. nejbližšího souseda. Nová hodnota u tohoto postupu je nastavena na
hodnotu nejbližšího bodu.
Detektory hran
Pro potřeby nalezení přímek pomocí Houghovy transformace nebo pro některé metody seg-
mentace stránky můžeme potřebovat nalézt hrany [19]. Hrana je množina bodů, ve kterých
se výrazným způsobem mění intenzita obrazu a jsou charakterizovány svým gradientem
(intenzita v okolí pixelu) a svou velikostí. Body hran jsou vyhledávány hranovými detek-
tory, které bývají specifické svými vlastnostmi jako je odolnost proti šumu, citlivostí, . . . .
Ty nejjednodušší jsou založeny na konvoluci jádra s obrazem. Známými jádry jsou např.
Sobel, Roberts, Prewitt.
Složitějším je pak Cannyho hranový detektor [4], který se snaží o tři důležité vlastnosti:
• Dobrá detekce zajišťuje minimální neoznačení hranových bodů a minimální chybo-
vost označení nehranových bodů. Tento požadavek na detektor maximalizuje poměr
signálu k šumu (signal-to-noise ratio).
• Dobrá lokalizace znamená, že body hrany by měly být co nejblíže středu opravdové
hrany.
• Minimální odezva hran se stará o detekci hrany pouze jednou hranou.
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Cannyho detektor se pak skládá z těchto kroků:
• Použití Gaussova filtru pro odstranění šumu
• Vyhledání gradientu Sobelovým filtrem
• Prahování
• Ztenčování nalezených hran
Ztenčování
Ztenčování (thinning, skeletonizace) [13] je proces redukce pixelů takovým způsobem, že
zůstanou pouze pixely vystihující nejlépe původní tvar. Druhá používaná definice je ta,
že pixely kostry objektu mají od všech okrajových pixelů stejnou vzdálenost. Tuto definici
používá algoritmus MAT (Medial Axis Transform). U tohoto algoritmu je počítán nový pro-
stor, kde je hodnota bodu produktem vzdálenostní funkce počítající vzdálenost k okrajům




Naskenovaný dokument může obsahovat i jiné oblasti než jen textové. Nejčastěji jsou to gra-
fické objekty jako obrázky, oddělovače, ale také pozůstatky nekvalitní fáze snímání (vazba
knih, přehyby stránek), matematické vzorce, tabulky, atd. Je tedy potřebné text v doku-
mentu vyhledat, čímž se zabývá segmentace stránky (page segmentation).
Pro rozpoznání samotného znaku může obsahovat neupravený text příliš mnoho para-
metrů, které klasifikátory pouze zatěžují a vést tak k velké chybovosti rozpoznávání. Proto
je třeba vypočítat pro každý znak příznakový vektor (feature vector), podle kterého lze lépe
klasifikovat. Tímto se zabývá podkapitola 3.3.
3.1 Analýza dokumentu
V případě většiny OCR systémů není dopředu známo rozložení dokumentu, umístění jed-
notlivých prvků a jejich význam. První OCR systémy byly stavěny na předpokladu znalosti
umístění textu. Tento způsob byl později nedostačný kvůli velkému počtu rozložení doku-
mentu a proto byl zaveden krok segmentace stránky, jehož úkolem je zjištění pozice a typu
jednotlivých homogenních entit. V rámci entit se většinou počítá s textem, obrázky, náčrty
a přechodnými typy, ale je možné určovat i jiné třídy na základě nalezených příznaků [8].
Pro většinu metod je důležitý způsob rozložení prvků v rámci dokumentu. Nejpoužívanější
je rozložení typu Manhattan [5], které se skládá pouze z obdélníkových tvarů se stejnou
orientací.
Při segmentaci lze postupovat třemi způsoby: top-down, bottom-up a hybridním [11].
Nejčastěji je používán způsob bottom-up, který spojuje nejměnší prvky do větších tak
dlouho, dokud je to možné v rámci algoritmu.
Vstupem metod je většinou binarizovaný a vyrovnaný dokument, který je zbaven během
fáze preprocessingu největšího šumu. Metody používají potom sjednocování útvarů do
větších celků nebo informace o pozadí. Metody se šedotónovým vstupem pak přistupují
k problému vyhledání útvarů jako k segmentaci textury.
Při výběru segmentační techniky je třeba zvážit typ vstupních dat kvůli vhodnosti
metody. Kromě obecných metod existují totiž i metody zaměřené na konkrétní použití,
např. zpracování mikrofilmového formátu, dopisních obálek či vyhledávání textu ve videu.
V následující části budou popsány některé základní způsoby segmentace stránky dle
geometrického rozložení. Vzhledem k faktu, že segmentačních algoritmů pro OCR systémy
existuje velké množství, budou popsány jen ty, ze kterých vychází ostatní či jsou jim po-
dobné. Nad vyhledanými bloky lze provést ještě analýza logického významu jako určení
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nadpisů. Touto analýzou se však tento text dále nezabývá.
RLSA
Jeden z prvních algoritmů byl navržen v [18], celým názvem Run Length Smearing Algori-
thm. Tento algoritmus je schopen zpracovat pouze rozvržení typu Manhattan a vzhledem
k povaze algoritmu pouze dokumenty netrpící přílišným pootočením nebo už vyrovnané do-
kumenty. Jedná se o algoritmus pracující s binarizovaným vstupem a založený na principu
práce bottom-up.
Pro vyhledání spojitých oblastí v jsou prvních dvou krocích sloučeny oblasti pixelů,
jejichž vzdálenost od sebe spadá do předem definované maximální vzdálenosti. Tento krok
je proveden v horizontálním i vertikálním směru a následně logickou operací AND pro každý
pixel sloučeno. Ještě je třeba provést jeden horizontální průchod pro sloučení slov, které
bývají od sebe dále.
Takto vyhledané oblasti jsou ohraničeny obdélníky, označeny a klasifikovány na základě
vypočtených příznaků.
Metody založené na pozadí
Narozdíl od RLSA nejsou tyto algoritmy založené na analýze a zpracování popředí, ale
využívají informaci o pozadí. Metod s tímto přístupem existuje větší množství.
Obdobných výsledků jako RLSA dosahuje algoritmus používající pohybující se okénka
pevné výšky a šířky. Jedno okénko slouží pro pro horizontální mezery a druhé pro vertikální.
Vychází z předpokladu, že jednotlivé oblasti lze oddělit od sebe minimálně těmito okénky.
Všechny pozice okének, které neobsahují pixely popředí, tvoří v konečném důsledku hranice
mezi objekty. Tato metoda má určitou toleranci k rozločení a natočení dokumentu závisející
na zvolených rozměrech obdélníků.
Pro eliminaci nutnosti nastavení rozměrů obdélníků lze použít techniku spojování bílých
oblastí [1]. Tato metoda vyhledává největší oblasti bílé plochy, které uspořádává do sítě,
kde jsou oblasti, které obklopují entity. Pro vyhledání ploch je používán následující postup:
dokument je procházen řádek po řádku a bílé plochy jsou sloučeny tehdy, pokud obsahují do
šířky předdefinovaný přesah. Pokud ne, je uložena bílá plocha do seznamu a vytvořena nová.
Tento postup je schopen se vypořádat s natočenými dokumenty a non-Manhattanovským
rozložením.
X-Y cuts
Jedním ze zástupců metod s postupem pracujícím od shora dolů je metoda X-Y řezů (taktéž
označováno jako RXYC, rekurzivní X-Y řezy) [11]. Tato metoda používá postupné dělení
stránky a řazení obdélníkových bloků do stromu, kde kořen reprezentuje celý zpracovávaný
dokument. Nad obdélníky je počítán histogram používající bílé pixely a pokud je v něm
nalezeno údolí mezi dvěmi vrchy, je konkrétní uzel rozdělen na dva listy stromu. Toto je
opakováno tak dlouho, dokud bylo provedeno nějaké rozdělení. Listy stromu bez potomků
jsou výsledkem segmentace.
Obdobně jako algoritmus RLSA je tato metoda založena na rozložení dokumentu (layout
driven).
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Metody založené na texturní analýze
Předchozí metody se spoléhaly na rozložení zpracovávaného dokumentu narozdíl od odlišně
pracujících metod texturní analýzy [7],[12]. Jejich základem není využívání rozložení textu,
ale vlastnosti bodu a jeho okolí. Na obraz pohlíží jako na kompozici oblastí s různými tex-
turami. Tento pohled je bližší klasickým způsobům segmentace obrazu, nežli specializované
metody pro OCR systémy.
Metody procházejí oblast plovoucím okénkem, pro které určují třídu. Ta může být určena
pro celou oblast pod okénkem nebo jen pro centrální pixel v závislosti na konkrétní me-
todě. Pro určení třídy jsou využívány různé odezvy, např. Gáborovy filtry nebo vícevrstvé
neuronové sítě.
Po určení typu pixelů je třeba provést postprocessing, který odstraňuje šum v obraze
a chyby učení třídy. Druhým krokem je pak ohraničení homogenních oblastí obdélníkem. Na
obrázku 3.1 je aplikace texturní segmentace na dokument. Za povšimnutí stojí nehomogenita
oblastí a klasifikace pixelů do tříd (světlejší pixely označují oblasti mimo zájem).
Obrázek 3.1: Ukázka výstupu první fáze segmentace stránky založené na textuře [7]
Předností těchto metod je schopnost zpracovávat šedotónový vstup, takže nejsou závislé
na binarizační metodě. Další výhodou je schopnost pracovat s menším rozlišením vstupního
dokumentu (v řádech 100 DPI) a nezávislost na typu rozložení či na natočení dokumentu.
3.2 Segmentace řádků a znaků
Úkol vyhledání řádků a znaků je odlišný od vyhledání oblastí s textem, protože je známo
umístění a natočení textu. Podobné metody jako pro vyhledání pootočení textu lze použít
i pro segmentaci řádků. Pixely řádků jsou promítány horizontálně do jednorozměrného
vektoru, resp. histogramu. V tom jsou následně hledány lokální minima a jejich umístění je
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prohlášeno za hranici řádku. V případě segmentace řádků je tento způsob dostačující.
Při segmentaci znaků lze využít stejný způsob jako pro řádky, kdy je horizontální his-
toram nahrazen vertikálním. Pro uniformní fonty (např. psací stroje) funguje tento způsob
spolehlivě a není třeba jej více vylepšovat. Ukázka takového použití je na obrázku 3.2.
U běžného textu jsou používány fonty, které jsou ovlivňovány kerningem. To je míra urču-
jící mezery mezi jednotlivými znaky za účelem zlepšení optického dojmu z textu. U běžných
fontů je kladný kerning, způsobující větší mezery mezi písmeny, méně častý nežli kerning
záporný. Ten způsobuje menší mezery mezi písmeny, což může vést k nemožnosti oddělení
písmen pomocí vertikálních čar. Řešením může být například plovoucím oknem ve spojení
s klasifikátorem. Tento způsob je poměrně hojně používán v segmentaci ručně psaného
textu.
Obrázek 3.2: Horizontální projekční profil použitý pro segmentaci znaků, zdroj [10]
Jiným způsobem, vhodnějším pro tištěné dokumenty, je použítí klasického algoritmu
connected component labeling [13] pro vyhledání oddělených objektů. Tento dvouprůcho-
dový algoritmus označuje pixely popředí labely, kde každý znamená jeden nalezený objekt.
V prvním průchodu jsou analyzovány pixely popředí. Pokud již zpracované pixely (na-
hoře a vlevo) mají přidělenou třídu, přiřadí se právě zpracovávanému pixelu stejná třída.
Jestli nemají pixely stejnou třídu, zařadí se do třídy ekvivalence. V druhém průchodu jsou
sloučeny všechny třídy ekvivalence, které mají společný průnik, do třídy nové. Ta je potom
používána pro označení pixelů a vzniká tak označená oblast jednou třídou.
Tato metoda závisí na kvalitě vstupu, kdy je třeba volit vhodnou metodu binarizace.
Metoda by měla vykazovat schopnost oddělení popředí od pozadí a zároveň uchovávat
spojitost objektů. Pokud není zachována spojitost, může dojít k rozdělení souvislých znaků.
3.3 Extrakce příznaků
Znaky mohou pro klasifikátory obsahovat příliš moc informací, které je třeba redukovat
vhodným způsobem. Z tohoto důvodu se používají různé příznaky, které mají za úkol
popsat daný znak.
Jejich výběr je možná nejdůležitější a nejtěžší částí z OCR systému a závisí na nich
jeho úspěšnost. Také nelze určit, který typ je nejvhodnější, protože každý klasifikátor na ně
reaguje jinak. Obecně můžeme rozdělit příznaky do dvou tříd: kvalitativní a kvantitativní.
Kvalitativní příznaky jsou více méně určující, což může být vykoupeno výpočetní složitostí
takových příznaků. Kvantitativních máme k dispozici velké množství, což má vliv na dobu
naučení klasifikátoru.
Vybrané příznaky by měly splňovat podmínku invariantnosti a rekonstrukce. Invari-
antností se myslí invariantnost k určitým geometrickým operacím, jako je změna velikosti,
natočení. U některých příznaků je požadována schopnost rekonstrukce znaku pomocí jeho
příznaků. Následující popisy příznaků jsem čerpal z [17].
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Template matching
Nad porovnávanými znaky lze provádět tzv. template matching. Tento příznak je založen
na shodě jednotlivých pixelů znaků a byl používán především v začátcích OCR systémů.
V dnešní době různých fontů textu nemá příliš moc dalšího využití.
Uniformní příznaky
Pro znaky lze vypočítat sada příznaků, které neprovádí složité výpočty, ale jsou založeny
především na geometrii znaku, rozložení pixelů a jednoduchých operacích.
V některých OCR systémech je používán jako příznak zónování(zoning). Ten spočívá
v rozdělení vstupního znaku do m × n velkých částí, ve kterých je počítán průměr úrovni
šedé, resp. počet černých pixelů v případě binarizovaného vstupu. Počet a velikost částí
je výsledkem experimentů. Příznak samotný není invariantní vůči nasvícení. V některých
případech jsou příznaky zónování doplněny o koncové body. Ty jsou počítány ze skeletoni-
zované podoby znaku a zařazeny do příslušných zón.
Jiným uniformním příznakem jsou průsečíky s předem danými přímkami (crossings).
Použité přímky jsou určeny na základě experimentů a pozorování.
Geometrické momenty
Momenty obrazu jsou ze třídy statistických příznaků, které popisují znak jako určitou váže-
nou hodnotu. Momentů pro obraz lze vypočítat více, ale nejpoužívanější jsou Huovy mo-
menty, které jsou invariantní vůči natočení, posunutí a velikosti.
Strukturální analýza
Jako nejpřesnější forma reprezentace znaku lze použít popis úsečkami a křivkami. V litera-
tuře je tento proces označován jako stroke detection, snažící se o přiblížení lidského vnímání
reprezentaci znaku. Avšak převod rastrového obrázku na jeho vektorovou reprezentaci je
složitý proces a vývoj v této oblasti stále probíhá. Vzhledem k potřebě velké redukce infor-




Klasifikace v obecném smyslu slova znamená zařazení objektu do jedné z předem urče-
ných tříd. V literatuře jsou vstupy klasifikátorů označovány jako nezávislé proměnné nebo
příznaky, výstupy klasifikátorů potom jako odpovědi nebo závislé proměnné. Úkolem klasi-
fikátoru je potom zařadit vstupní proměnnou v náležící prostoru příznaků P do třídy t ∈ T
[6].
Běžný klasifikátor se skládá z několika kroků. Ještě před samotným použítím klasifiká-
toru je třeba zvolit jeho správný návrh. Dle povahy příznaků jsou vybírány nejvhodnější
architektury a principy klasifikátorů. Vybrání vhodného klasifikátoru není tedy jednodu-
chým úkolem a může to být záležitost zkušeností a experimentů.
V prvním kroku se provádí tzv. učení. Při učení se klasifikátor natrénuje na sadě tré-
novacích vektorů, aby byl schopen pozdější klasifikace. Existují tři způsoby učení: učení
bez učitele (unsupervised learning, občas zaměňováno se shlukováním – clustering), pod-
porované učení (supervised learning, klasifikátor je opravován pouze při chybné klasifikaci)
a učení s učitelem (ke každému prvku trénovací sady je poskytnuta příslušná třída) [2]. Učení
klasifikátoru má různé podoby od prostého uložení vstupního vektoru, přes váhování hod-
not až po vyhledávání ideální oddělující roviny v prostoru příznaků. Nicméně pro všechny
platí platí potřeba generalizace. To je vlastnost, kdy je klasifikátor natolik obecný, že dokáže
správně klasifikovat i tzv. neviděné data. Pokud je totiž učící proces příliš parametrizován
na trénovací sadu, dochází k přeučení, kdy klasifikátor nedokáže správně klasifikovat jiné
vstupy, než ty z trénovací sady.
Jakmile máme klasifikátor naučený, přechází se k procesu klasifikace, kdy je předáván
vstupní vektor a klasifikátor vrací třídu či její pravděpodobnost. U výsledků potom sledu-
jeme hit-to-miss poměr, který udává poměr mezi dobře a špatně určenými třídami. Pokud
je poměr příliš vysoký, vrací se návrhář k předešlým krokům.
4.1 K-nejbližších sousedů
Klasifikátor K-nejbližších sousedů (K-Nearest Neighbour, dále KNN) [6] patří mezi jeden
z nejjednodušších klasifikátorů vůbec, aniž by vyžadoval větší nároky na svého tvůrce. I přes
svou jednoduchou stavbu má slušné výsledky v klasifikaci, pokud jsou splněny některé
požadavky.
KNN je klasifikátor založený na ukládání do paměti (memory based), kde jsou během
učení ukládány vstupní vektory z trénovací sady. Při klasifikaci je ke vstupnímu vektoru
vyhledáno k nejbližších vektorů z paměti. Při předpokladu, že k = 1 (vzniká tak útvar
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Voronoi cell), můžeme problém klasifikace zapsat jako
dKNN (v) = class {ri} ⇐⇒ min
ri
||v − ri||2 (4.1)
kde v je klasifikovaný objekt, ri je natrénovaná sada ve formě 〈feature, class〉. Zápis říká,
že objekt spadá do třídy ri tehdy, pokud je jeho vzdálenost minimální od příznaku ri.




Použitý KNN je ovlivněn třemi faktory: zvolenou vzdálenostní funkcí, rozhodovací funkcí
a umístění prototypů v prostoru. Nejčastější zvolenou funkcí pro měření vzdálenosti je
Euclidovská funkce. Pokud data jsou korelovány, může pomoci Mahalanobis vzdálenost.
Rozhodovací funkcí se u KNN myslí velikost k a způsob rozhodování (většinové rozhodování,
vážené, seznam alternativ a odmítnutí). Počet trénovacích prvků hraje důležitou roli při
rozhodování, kdy čím větší sada je, tím delší je doba potřebná ke klasifikaci. Snažíme se
tedy o nejnižší generalizační chybu při co nejméně prvcích.
4.2 Rozhodovací stromy
Rozhodovací stromy [2] představují jednoduchý a člověku intuitivní klasifikátor. Pro roz-
hodování používají sérii testů umístěných v jednotlivých uzlech stromu. Pokud se po cestě
stromem dostane rozhodovací funkce do listu stromu, je dosažena výsledná hodnota a ta
vrácena.
Můžeme se setkat jak se stromy klasifikačními, tak se stromy regresními. U prvních
je výsledek chápán jako třída objektu, zatímco u druhého může být výsledek chápán jako
reálné číslo. Vstupy jsou buď diskrétní nebo reálné, které se pro zjednodušení stromu pře-
vádění do intervalů. Většina stromů pracuje však s daty kategorickými.
Při tvorbě stromů je důležitá volba atributů pro uzly. Ty by měly být voleny podle jejich
diskriminačních vlastností. Důležitá je i schopnost rozdělení vstupní množiny do dvou tříd,
což ovlivňuje výslednou velikost stromu. Pro vylepšení přesnosti klasifikátoru lze použít
náhodné stromy (random forests) [6], což je struktura více stromů používající hlasování.
4.3 Naive-Bayes
Naive-Bayes [2] je jedním z nejjednodušších klasifikátorů schopných podporovat více tříd
při klasifikaci. Své jméno
”
naivní“ má od předpokladu, že všechny proměnné jsou nezávislé,
což ve skutečnosti většinou není pravda. NB používá pro klasifikaci pravděpodobnost.
P (c | o) ∝ P (c)
∏
1≤i ≤nd
P (fi | o) (4.2)
Vzorec 4.2 říká, s jakou pravděpodobností spadá objekt o do třídy c při výskytu podmíněné
pravděpodobnosti P (fi | o), kde fi je výskyt atributu. Výslední třída je potom určena jako
třída s největší pravděpodobností (maximum a posteriori, MAP).
cmap = argmax
c∈C
Pˆ (c | o) = argmax
c∈C
Pˆ (c | o)
∏
1≤i ≤nd
Pˆ (fi | o) (4.3)
I přes nároky NB na atributy dokáže předčit sofistikovanější alternativy, které předpovídají




Boostovací metody [6] jsou jedny z nejmladších klasifikačních metod. Lze je použít pro
regresi i pro klasifikaci. Vychází z kombinování mnoha tzv. slabých klasifikátorů, které
hlasují pro jednotlivé třídy. Jako slabý klasifikátor je brán ten, jehož chybovost je jen mírně
menší nežli náhodné hádání. Takové klasifikátory jsou velmi jednoduché a je jich k dispozici
velké množství. Boostovacích algoritmů existuje větší množství, ale nejstarší a nejznámější
je AdaBoost, který řeší pouze dvoutřídní problém. Pokud je zapotřebí řešení N-třídního
problému, používá se trik s názvem unrolling.
AdaBoost natrénuje T slabých klasifikátorů, které obvykle mají maximálně tři rozdělení
(decision stumps, stump - dvouuzlový rozhodovací strom). Každý takový klasifikátor do-
stane v konečném klasifikačním kroku přidělenu váhu α.
V algoritmu 1 je popsán způsob jakým probíhá trénování AdaBoostu. Pokud lze stále
vyhledávat klasifikátory s menší chybovostí než 0.5, celková chyba na trénovací sadě klesá
exponenciálně k nule.
Algoritmus 1: AdaBoost trénovací algoritmus [2]
1. Inicializace vah wi = 1/N , i = 1, 2, . . . , N
2. for m = 1 do M do






(c) Vypočítej αm = log((1− εm)/εm)
(d) Přepočítej novou váhu wi = wi · exp(αm · I(yi 6= Gm(xi))), i = 1, 2, . . . , N
end




Mezi náhodnými stromy a boostováním lze zpozorovat jistou podobnost, lišící se v pou-
žitých slabých klasifikátorech. Pro větší úspěšnost je třeba zvolit vhodný počet iterací či
použít jinou alternativu k AdaBoostu.
4.5 Support Vector Machines
Při učení se snažíme nalézt co nejoptimálnější rozhodovací hranici mezi třídami. Boostovací
algoritmy se k této hranici přibližují, zatímco Support Vector Machines (dále SVM) se ji
snaží vypočítat, třídy jsou poté odděleny nadrovinou. Při klasifikaci je důležité, zda jsou
příznaky tříd lineárně oddělitelné či nikoliv. Pokud je nelze odddělit, používá se transfor-
mace do vícerozměrného prostoru. SVM představuje poměrně výhodný způsob reprezentace
prostoru. Díky možnosti převádět příznaky do stále více dimenzionálního prostoru z původ-
ního, lze dosáhnout téměř ideální nadroviny k rozdělení tříd. Dle [2] dosahuje SVM lepších
výsledků při menším počtu trénovacích dat narozdíl od náhodných stromů a boostingu.
V jednoduchém problému, kdy lze oddělit data lineárně, je hledána nadrovina, jejíž
vzdálenost je od bodů tříd největší. Rovina je ovlivňována jen několika body, které nazýváme
podpůrné vektory (support vectors). Ostatní body mají váhu bodu α nastavenu na 0. Cílem
je pak maximalizovat vzdálenost nadroviny od všech těchto bodů.
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Ne všechny data jsou lineárně separovatelné. V takovém případě je nutno použít trans-




Vstupní prostor Prostor příznaků
Distanční funkce
Obrázek 4.1: Kernel trick [19]
Takovýto postup se obecně nazývá jádrová transformace (kernel trick), kdy se jádro
stará o výpočet nových souřadnic v prostoru. Jako jádro se nejčastěji používají polynomy
k-tého stupně, radial basis function a sigmoida.
4.6 Umělé neuronové sítě
Vícevrstvé neuronové sítě [6] byly vynalezeny v 50. letech a až v posledních dekádách zažívají
svůj rozkvět. Dle názvu lze určit, z jaké předlohy vychází - mozku. V NN jsou přítomny
neurony představující funkci se vstupy a jednou hodnotou výstupu. Jednotlivé neurony jsou
spojeny váhami (z biologického hlediska synapsemi), které je spojují s dalšími neurony. Při
učení jsou jednotlivé váhy upravovány dle výstupů neuronů. Tolik z biologického pohledu
na neuronové sítě.
Ve skutečnosti jsou neuronové sítě nelineární statistický model reprezentovaný na ob-
rázku 4.2. Na vrchu sítě je K výstupních tříd, kde každá třída k-tá jednotka reprezentuje
k-tou třídu (K = 1 se používá pro regresi). Jednotky (neurony) ZM jsou označovány jako
neurony skryté vrstvy, protože jejich hodnoty neznáme přímo. Ty lineární kombinací vstupů
vytvářejí vstupy dalších vrstev, resp. výstupů. Pro výpočty v neuronech se používá aktiva-
ční funkce. Tou je často sigmoid σ(v) = 1
1+e−v , ale může to být i jiná funkce, např. Gaussian
Radial Basis Function (pak jde o RBF network) nebo tangens. Výstupní funkce může pak
provádět transformaci výsledků. Používanou transformací je softmax, která zajišťuje sumu
výsledků do 1. Synapse v NN zastupují číselné hodnoty označované jako váhy, které jsou
nastavovány trénovacím algoritmem.
V souvislosti s NN se často hovoří o architektuře neuronové sítě. Ta neudává nic ji-
ného, než počet vstupů, množství skrytých vrstev a neuronů v nich a počet výstupů/tříd.
Vytvoření dobře fungující sítě je pak otázkou zkušeností návháře kvůli velkému počtu pa-
rametrů. Obecným doporučením může být, že ve skrytých vrstvách by nemělo být příliš
málo neuronů, které by už nezachytily nelinearitu v datech.
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Obrázek 4.2: Architektura neuronové sítě se vstupy, skrytou vrstvou a výstupy dle [6]
Tak jako neexistuje pouze jeden algoritmus pro trénování NN (kromě klasického exis-
tuje ještě backpropagation se zpětnou propagací chyby, rprop, jehož váhy rychle konvergují
a nejsou tak moc závislé na počáteční inicializaci), tak existuje i více druhů neuronových
sítí. Zajímavou architekturu neuronových sítí představují konvoluční neuronové sítě [9],




Součástí zadání bakalářské práce je implementace jednoduchého OCR systému používající
některé z již popsaných metod. Aplikace je napsána v jazyce C++, její vývoj probíhal na
GNU/Linux a je přeložitelná v prostředí Windows. Pro snažší práci s obrazem je použita
knihovna OpenCV, která je pro akademické i komerční účely volně použitelná. Celá aplikace
je ovládána přes jednoduché GUI používající knihovnu Qt.
Aplikace pracuje nejlépe nad dokumenty, jejichž rozlišení během scanování je alespoň
200DPI. Toto rozlišení bylo vybráno na základě jiných prací, které používaly vstup doku-
menty s podobným rozlišením. Takovéto rozlišení obsahuje dostatek informací pro všechny
kroky OCR systému, zejména pro část klasifikace, která je kvalitou vstupu nejvíce ovliv-
něna.
5.1 Binarizace
Vstupní dokument je v prvním kroku zpracování převeden na šedotónový obraz, protože
žádná ze zde uvedených technik nepoužívá barevnou reprezentaci obrazu. Toto se týká
zejména segmentace stránky, která by ji jako jediná mohla smysluplně využívat. Černobílý
obraz je převeden vzápětí do binární podoby, která ve formě černých pixelů reprezentuje
potencionální znaky a pozadí ve formě bílých pixelů.
Jako první jsem vyzkoušel jednoduchou metodu globálního práhu, která se chovala oče-
káváným způsobem. Tato metoda vysoce závisí na kvalitě dokumentu a hodnotě práhu. Při
nízkých hodnotách práhu může se u méně kvalitních dokumentů projevit vysoká úroveň
šumu a při vysokých hodnotách zase přílišné zahazování informací o obrazu ústící v nežá-
doucí deformaci znaků. Částečným zlepšením globálního práhu je použití Otsuho metody
pro nalezení hodnoty práhu. Tato metoda předpokládá, že obraz obsahuje pouze pixely
popředí nebo pozadí a snaží se mezi nimi vyhledat co největší rozptyl.
Vzhledem k faktu, že aplikace by měla umět zpracovávat v určité míře i knihy a jiné
dokumenty, zvolil jsem adaptivní metodu prahování. Ta je již schopná redukovat neho-
dící se artefakty (vazby knih) při uchování kvalitní informace o textu. Ukázalo se, že je
třeba po aplikaci adaptivního prahování ještě výsledný obraz filtrovat od zbylého šumu.
K tomuto účelu jsem použil rozozstření Gaussovým filtrem s malými rozměry, vypráhování
výsledku filtrování a spojení s původním výstupem adaptivního prahování logickou operací
AND. Tímto jsem docílil odfiltrování bodů, které nepatří ani obrázkům, ani textu, ale jsou
například výsledkem starého papíru.
20
5.2 Opravení pootočení
Pokud je směr textu v dokumentu výrazně odchýlen od horizontální přímky, lze použít vy-
hledání úhlu pootočení a opravení o tento úhel. Pro vyhledání úhlu pootočení jsem použil
Houghovu transformaci, která dostává jako vstup obraz s hranami (vyhledány Cannyho de-
tektorem). Výsledný úhel je určen pouze z úhlů, které přesáhly nastavený práh, aby nebyly
brány v potaz i úhly netextových částí, které většinou delší úsečky neformují. Z vybraných
úhlů, u kterých už lze předpokládat náležitost textové oblasti, je vybrán ten s nejvěším
zastoupením v histogramu nalezených úhlů jako úhel pootočení. Obrázek 5.1 znázorňuje
vyhledání úseček splňující požadované kritéria.
Obrázek 5.1: Vyhledání pootočení dokumentu
Metoda určuje správně úhel především u dokumentů, kde je výrazné zastoupení textu
nebo se povedlo při binarizaci výrazně odfiltrovat nežádoucí objekty. Na testovacích doku-
mentech se podařilo úspěšně nalézt a opravit úhly v intervalu 〈0, 25〉 stupňů.
5.3 Segmentace stránky
Aplikace provádí vyhledání homogenních oblastí a jejich rozdělení do textové a obrázkové
třídy. Vyzkoušel jsem několik metod popsaných v kapitole 3.
Jako první byla vyzkoušena metoda invariantní k pootočení dokumentu založená na
texturní informaci z okolí bodu. Pro každý pixel byla určena třída na základě odezvy SVM
klasifikátoru (implementace SVM light) používající jako příznaky energii Fourierovy trans-
formace, poměr černých a bílých pixelů a poměr černých pixelů před a po binarizaci. Tento
postup měl sice kvalitní výsledky, ale doba jeho běhu byla poměrně vysoká a byly zapotřebí
ještě další morfologické úpravy. Zrychlením postupu se dosáhlo určováním tříd pro celou
oblast pod okénkem, ale problém s potřebnou morfologickou úpravou zůstal. Navíc kvalita
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segmentace se výrazně zmenšila a docházelo k častému chybnému určení třídy.
Po pokusech s texturně založenými postupy byl vybrán algoritmus RLSA popsaný
v sekci 3.1. Na obrázku 5.2 je ukázka práce tohoto algoritmu na jednom z testovacích
dokumentů. Zajímavou vlastností tohoto algoritmu je, že už při tomto kroku dochází k se-
paraci jednotlivých řádků. Pro určení třídy objektu byly použity 3 klasifikátory hlasující
o výsledné třídě: KNN používající poměr počtu černých a bílých pixelů, KNN používající
poměr šedé ku černým pixelům binarizovaného dokumentu a lineární klasifikátor založený
na souvislých bílých oblastech v rámci jednoho řádku. Hlasování o výsledku pak zajišťuje
eliminování chyb jednotlivých klasifikátorů. Takovýto postup se ukázal jako dobrý kompro-
mis mezi výpočetní náročností a úspěšností segmentace stránky.
Obrázek 5.2: Segmentace stránky použitím RLSA
5.4 Segmentace řádků a znaků
Ve vyhledaných textových oblastech jsou hledány jednotlivé řádky pomocí projekčních pro-
filů. Ty jsou zpracovány postupně shora dolů. Pokud hodnota počtu černých pixelů překročí
stanovený práh, je řádek brán jako začátek textové linky. K němu je vyhledán konec, což
je řádek s přestupem pod práh. Pokud takto vyhledaná textová linka má na výšku alespoň
12 pixelů, je uložena do linek oblasti.
Pro každý řádek je vyhledán vertikální projekční profil, aby bylo možné vyhledat jednot-
livé znaky a slova. Jako práh byla zvolena hodnota 0, aby nedocházelo k rozdělování písmen
jako jsou m,n,r. Při použití tohoto postupu se může stát, že skupina znaků je označena jako
jeden znak, což jsem se snažil redukovat použitím break cost metriky [13], nicméně nedošlo
k výraznému zlepšení.
Omezení projekčních profilů pouze na znaky oddělitelné vertikální přímkou mě vedlo
k jiné metodě segmentace znaků. Pro tu jsem nakonec použil connected component la-
belling, kde každý znak tvoří jeden objekt. Aby nebyly diakritické znaménka hodnoceny
zvlášť, použil jsem metodu podobnou technice z RLSA pro slučování slov na řádku. Z kaž-
dého nalezeného objektu je spuštěna z jeho středu vertikální přímka, čímž dojde ke spojení
diakritických znamének a znaků. Druhý průběh CCL vyhledá již celé znaky včetně diakritic-
kých znamének. Znaky jsou postupně seskupovány do slov. Pro ty je vypočítán práh, který
rozděluje mezery mezi znaky do dvou tříd. Výsledek tohoto způsobu segmentace znaků
a slov je na obrázku 5.3.
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Obrázek 5.3: Ukázka segmentace řádku a znaků
5.5 Klasifikace
Během testování rozpoznávání jsem vyzkoušel několik příznaků, od výpočetně jednoduchých
po náročnější, pro které jsem se snažil najít nejvhodnější klasifikátor.
Všechny izolované znaky z kroku segmentace znaků byly upraveny na velikost 16 × 16
pixelů zachovávající poměr. Většina znaků nevyplňuje určený prostor přesně a proto byly
takovéto znaky centrovány. Střed znaku byl vypočítán z masy pixelů.
Jako první byl odzkoušen template matching příznak s klasifikací KNN. Tento postup ne-
dosahoval však uspokojivých výsledků, což se ani nepředpokládalo. Výhodou je sice takřka
nulová výpočetní náročnost a jednoduchost, ale míra chybovosti a nemožnost lepší genera-
lizace tyto výhody převážily. Hlavním faktorem byla rozhodující funkce KNN, tedy počet
sousedů braných v potaz. Při nízkých hodnotách bylo možné dosáhnout slušné úspěšnosti
na trénovací sadě za cenu specializace. Jelikož úspěšnost na synteticky vytvořené trénovací
sadě byla nízká, nelze předpokládat větší úspěšnost na ostrých datech, které trpí formami
šumu a degradace tvaru znaku.
Z řady jednoduše vypočítatelných příznaků jsem zvolil uniformní příznaky, resp. zó-
nování. Tento příznak byl předán SVM klasifikátoru, pro který se tento druh příznaku
příliš nehodil. Mnohem lepších výsledků bylo dosaženo použítím neuronové sítě z knihovny
OpenCV. Mírného zlepšení bylo dosaženo přidáním koncových bodů – zaznamenáván byl
pouze jejich počet. Vzhledem k rozdílnosti fontů co se týče náklonu, tučnosti a tvaru, po-
kusil jsem se o skeletonizaci znaku kombinovanou metodou Holt-Zhang-Suen , která je
na popsána v [13] a její implementace převzata tamtéž. Skeletony znaků nebyly však pro
zónování vhodné.
Výpočetně náročnější příznaky jsou obrazové momenty, ze kterých jsou nejčastěji použí-
vány Huovy invariantní momenty. Tento příznak ze své definice nedokáže odlišit od sebe něk-
teré dvojice znaků, které se liší pouze svojí rotací (dp, nu, . . . ) nebo velikostí (oO,vV,. . . ).
Momenty jsem počítal ze skeletonu znaků podle lepších výsledků. Příznaky jsem použil
pro trénování SVM klasifikátoru a neuronové sítě, které se na tento druh příznaku příliš
moc nehodily. Mnou natrénované sítě byly sice schopné dobré chybovosti na trénovacích
datech (až 96 % úspěšnost), ale nebylo možné klasifikátor dostatečně generalizovat pro ostré
data. U SVM klasifikátoru bylo vyzkoušeno RBF jádro s různými parametry, nicméně jejich
použití nebylo úspěšnější. Data byly normalizovány do intervalu 〈−1, 1〉 pro lepší účinnost,
přesto se nepovedlo vyhledat vhodné parametry pro SVM klasifikátor.
Při použití všech pixelů reprezenzující znak a KNN nebylo dosaženo dobrých výsledků.
Lze však použít neuronové sítě, které tímto způsobem byly s úspěchem nasazeny při klasi-
fikaci ručně psaných číslic [9]. V případě vstupního obrazu s rozměry 16 × 16 jsem dostal
vektor s 256 hodnotami jako vstup neuronové sítě, která byla použita i ve výsledné aplikaci.
Její architektura a výsledky jsou popsány v sekci 5.7.
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5.6 Trénovací a testovací sady
Pro potřeby natrénování klasifikátorů je nutné mít trénovací sady. Úspěšnost se poté měří
na nich a na testovacích sadách.
V případě OCR systémů není situace jednoduchá kvůli nedostatku takových sad. Exis-
tují specializované databáze, které jsou určeny přímo pro OCR systémy, ale nejsou dostupné
beze poplatku přesahující možnosti této práce. Dostupnější jsou pak sady ručně psaných
znaků, zejména číslic, mezi kterými je nejznámější databáze MNIST.
Trénovací sada byla vytvořena z následujících prostředků:
• Vygenerované data pomocí knihovny FreeType. Jedna z možností bylo vygenerování
dat z dostupných fontů, ze kterých byl vybrán vzorek nejlépe odrážející používané
fonty v běžném textu. Získal jsem tak 27 ideálních vzorů pro jeden znak, celkem 1458
různých vzorů. Problém takovéto sady je fakt, že příliš neodráží kvalitu vstupního
dokumentu aplikace.
• Trénovací data systému Ocropus a Tesseract. V 90. letech vznikly oba dva systémy, je-
jichž součástí jsou trénovací a testovací data. Ty pochází z naskenovaných dokumentů
a obsahují určitý stupeň deformace. Ve výsledku jsem nashromáždil z této sady 1258
vzorů pro trénování.
• Vlastnoručně vytvořená sada. Pro získání ještě větší sady dat jsem si pořídil kopie
některých knih a zařadil znaky z nich do příslušných tříd. Takto se mi podařilo pořídit
o 4576 vzorů navíc pro proces trénování.
Pro testování byly připraveny 4 sady testovacích dat:
• Testovací sada nástroje Tesseract. Tento nástroj používá jako testovací text první
stránku z knížky Alenka v říši divů.
• Dvojstránka z knížky Ztracené modré nebe. Tento dokument je v češtině a lze pozoro-
vat chování aplikace na znacích, pro které nebyl naučen. Také je to vstup, na kterém
je ve větší míře uplatněna segmentace stránky
• Stránka z náhodné anglické knihy. Tato kniha byla záměrně pootočena před scanová-
ním pro ukázku vyhledání a opravení pootočení.
• Synteticky vytvořená část textu Lorem ipsum. Na tomto vstupu lze vidět výsledky
klasifikátoru na datech, pro které byl natrénován – téměř ideální znaky bez větší de-
formace znaků.
5.7 Vyhodnocení výsledků
Pro klasifikaci znaků byla zvolena neuronová síť s pevně danou architekturou obsahující
kromě vstupní a výstupní vrstvy pouze jednu skrytou vrstvu. Po proběhnutí testů, při
kterých jsem měnil počet neuronů ve skryté vrstvě, jsem zvolil jako počet neuronů 150.
Tato hodnota byla zvolena jako vhodná podle toho, že při tomto nastavení dosahovala síť
nejlepších výsledků na testovací a trénovací sadě a podle toho, že poměr neuronů vstupní
a skryté vrstvy odpovídá téměř poměrům uváděným v [9]. Pro účely aplikace je celá síť
natrénována dopředu k použití zejména kvůli časové náročnosti.
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Pro zvolenou síť jsem vytvořil speciální sadu z množiny testovacích vstupů nástroje
Tesseract, jejíž všechny znaky jsou pro klasifikátor neznámé. Font této sady je Times New
Roman. Úspěšnost na této sadě dosahuje s navrženou sítí 97.1803%, což odpovídá předpo-
kladům i výsledkům neuronových sítí z [9].
Obrázek 5.4: První odstavec z knížky Alenka v říši divů
Na ukázce níže je výsledek rozpoznání textu jednoho odstavce z knížky Ztracené modré
nebe (Obrázek 5.3), ve kterém byly převedeny všechny písmena na malé.
dalsi Teprve V nemOCniCi jSem Se dozVldJlS le jSem byl SeStfelen polSkfm sllaJem
na migu jednadvaCitce Ten pilol jmenoval SeHenokOSjerda mi pak pfiseJ
navItiVil a VyprJVil Co se vlaStni StalO
Z výsledku lze odhadnout slova, které v původním textu byly. Lze vidět, které pís-
mena jsou problémové a které nedokázal klasifikátor rozeznat vůbec z důvodu trénování
na textu bez diakritiky. Jako problémové se jeví písmena i a j, které jsou po normalizaci
pro klasifikátor téměř k nerozeznání. Dalším problémovým písmenem je např. písmeno t,
které je klasifikátor zaměňuje často s písmenem f nebo l. Jiným nedostatkem se může jevit
zaměňování velikosti písmen v důsledku normalizace. Pokud by byly diakritické znaménka
zahazovány, mohl by být text čitelnější, ale metody pro segmentaci by byla nepoužitelná
pro budoucí použití.
Na obrázku 5.4 je ukázka z testovací sady pro program Ocropus – Alenka v říši divů.
Tento text se vyznačuje tím, že v něm není diakritika a počet speciálních znaků je zde také
minimální.
Aiice was beginning to get very tired oI sitting by her sister on the bank,
and of having nOthing tO dol onCe or twice she had peeped into the book her
sister wo TeadingJ but it had no piCtures or conCersations in it, tand what is
the uGe of a bOOk, , thOught AJice Iwithout pictures or ConversatiOnY ,
Rozpoznaný text se zdá být poměrně čitelný, aniž by musel člověk výrazněji hádat slova.
Opět se vyskytují znaky, které klasifikátor zaměňuje mezi sebou a občasná změna velikosti
znaku. Klasifikátor byl o mnoho úspěšnější díky absenci diakritických znamének a znaků,
pro které nebyl natrénován.
Pro ostré nasazení se výsledky programu nehodí, ale způsob navžení aplikace a použité
technologie umožňují poměrně jednoduché rozšíření. Pro klasifikaci lze také použít model
neuronové sítě používající architekturu 256-150-80-54. U tohoto modelu lze pozorovat lepší
klasifikaci některých dvojic znaků (t,f) za cenu větší chybovosti na jiných znacích.
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5.8 Návrhy možných vylepšení
Při zpracování obrazu by bylo možné nevycházet pouze z odstínů šedi, popř. binarizova-
ného obrazu, ale použít také barevnou informaci. Ta se využívá především v dokumentech
s různobarevným pozadím, kde je třeba složitěji vyhledávat oblasti textu.
V oblasti analýzy dokumentu by bylo možné implementovat podporu pro non-Manhat-
tanovské rozvžení dokumentu, kdy by text mohl být psán v libovolných tvarech a míchán
s obrázky. Taková úprava by byla možná například použitím vylepšeného RLSA [16]. Vý-
sledky segmentace dokumentu by poté obsahovaly obecné tvary ke zpracování. Pro více
třídní klasifikaci objektů by mohl být použit texturní přístup a z objektů rozpoznáváno
více typů útvarů (grafy, tabulky, matematické vzorce, . . . ), tak jako v [8].
Součastný způsob segmentace řádků je vhodný pouze pro dokumenty, kde lze řádky
separovat pomocí vodorovných přímek. Vylepšením by tedy mohlo být vyhledávat mezi
řádky řetězce pixelů pozadí, které by oddělovaly jednotlivé řádky od sebe. Pro segmentaci
znaků by bylo vhodné použít metodu, která není závislá na uniformitě a umožňovala by
správnou segmentaci dotýkajících se znaků.
Příznaky stávající verze by mohly být používány i nadále. Hlavním nedostatkem je
malá trénovací množina programu v porovnání s předlohou z [9]. Jejich klasifikátory byly
natrénovány na databázi MNIST, kde na jeden znak přísluší v trénovací sadě 6000 vzorků.
Jiná možnost by byla použití jiných příznaků a klasifikátoru či jejich kombinace. Zajímavé
by bylo sledovat úspěšnost klasifikátoru při použití konvolučních NN, které byly použity
v práci [9]. Tato neuronová síť zachycuje mnohem lépe tvar znaků a bere v úvahu i okolí
jednotlivých pixelů, což by mohlo pomoci při rozeznávání malých rozdílů podobných znaků.
V oblasti postprocessingu by bylo možné použít opravu výsledků podle slovníků. Tato
úprava může upravovat nejen konečný výsledek dle slovníků, ale také zasahovat do seg-
mentace jednotlivých znaků, kdy jsou výsledky segmentace zpětně upraveny podle slovníků
[13]. Segmentace znaků by mohla být také prováděna způsoby typickými pro systémy zpra-




Cílem této práce bylo prostudování technik pro nalezení textu v obraze, jeho rozpoznání
a použití těchto poznatků při implementaci jednoduché OCR aplikace. Ta byla následně
odzkoušena na pořízených datech s různou úrovní kvality.
Seznámil jsem se s metodami segmentace stránky a jejich požadavky na vstupní data,
vybral a implementoval některé z nich a použil jako vstup pro fázi klasifikace. Klasifikační
metody jsem prostudoval a použil již existující implementace. Jednotlivé klasifikátory byly
natrénovány a na základě úspěšnosti na mnou vytvořených testovacích sadě vybrán ten
nejvhodnější pro použití v aplikaci. Její výsledky dosahují očekáváné kvality v oblastech
segmentace stránky a klasifikace. Aplikace je schopna určit pouze danou množinu znaků,
pro kterou byl natrénován klasifikátor.
Z testování aplikace vyplynuly hlavní problémy při zpracování obrazových dokumentů
obsahující text. Použitý způsob segmentace byl schopen se vypořádat s dokumenty neobsa-
hující rušivé artefakty a v menší míře i tyto dokumenty. Pro budoucí vývoj by bylo možné
tuto metodu nahradit jinou, která by byla vůči těmto aspektům. Výsledky klasifikace znaků
odpovídají použité technice a sadě, na které byl klasifikátor natrénován.
OCR systémy jsou jedním z nejúspěšnějších použití počítačového vidění a umělé inteli-
gence, které se stále vyvíjí pro možnost širšího nasazení. Během vývoje v minulosti vzniklo
množství akademických, komerčních a svobodných nástrojů, s kterými se mnou vytvořená
aplikace nemůže srovnávat. Účel, pro který byla vytvořena, však splňuje.
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