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1. Introduction and summary 
For a sequence {X,* : n = 0, 1,2 . . . .} of independent and identically distributed 
(iid) random variables (rv’s) with a cominon distribution function F, Xi is called a 
record 
record 
record 
value if Xi > max( X0, X1, . . . , Xi-,), ja 1. By convention X0 is the zeroeth 
value. The sequences (L(n): n =O, 1,2,. . .} and {A(n): n = 1,2,. . .} of 
times and inter-record times are respectively defined by 
L(0) = 0, L(n)=min(jlj>L(n-l);X,>XL,,I_I), n=1,2,..., 
A(n)=L(n)-L(n-l), n=1,2 ,.... 
Let p(n) denote the frequency of record values among X0, X,, . . . , X,, l, n = 
1,2,.... We shall assume that F is r,ontinuous o that the distributions of L(n) and 
A(n) do not depend on F. Let us &fine the t-v’s Z,(n), i = 1,2,. . . , 5, as follows: 
Z,(n) = (log L(n) - n)( 2n log log n) “‘, 
Z,(n) = (log A(n) - n)(2n log log n) -“2, 
&(n) = n( L1’e(n)- 1)(2n log log n)-I”, 
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z&z) = n( A”y- 1)(2n log log n:P2, 
Z&z) = (/b(n)-log n)(2 log n log log log n)-1’2. 
In section 2 the almost sure limit set of each of Zi(n), i = 1,2,. . . ,5, is shown 
to be the closed interval l-1 , 11. The fact that the almost sure limit set of Z,(n) is 
[-I, I] follows also from [ 141. In the sequel a simple proof for limsupl&( n)l = 1 
as. is also given. 
Strawderman and Holmes [4, S] have shown that almost surely A ‘jn( n) + e and 
limsupl&( n)l = 1. The corresponding results for L(n) and p(n) are given by Renyi 
[lo] as follows: As n --, 00, almost surely, 
L’l”(tl)~C, limsuplZ,( n)l = 1, 
Ill(n) 
-+ 1 and limsup)&(n)l= 1. 
log n 
Hence, for every S > 0, the rv’s A$@), i == 1, 2,. . . ,8 defined by 
and, 
are proper rv’s where 1,j is the indicator function of the set B and [x] is the greatest 
integer less than or equal to x. In Section 3 the moments of N,(S), i = 1,2,. . . ,8, 
are studied. 
The number of boundary cwssings related to SLLN and LIL have received 
considerable attention in literature, e.g. Slivka [ 113, Slivka and Sever0 [ 123, Stratton 
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[ 131 and Lai and Lan [S]. The above authors have considered the number of boundary 
crossings of l&l and Sn related to the SLLN and LIL where Sn is the partial sum 
of iid rv’s. The number of boundary crossings of the maximum of the absolute 
partial sums of iid rv’s related to the LIL is studied by Vishnu Hebbar [15]. 
Throughout this paper let Y, denote a gamma rv with density e-Y-‘/I%, x > 0, 
4(x) = II, -$=g esy2j2 dy 
and 6(x) = 1-4(x). The letter D with a suffix denotes a generic constant. 
2. Almost sure limit pints 
Theorem 2.1. The set of all almost sure limit points of each of Zi(n), i = 1,2,. . . ,5, 
is the closed interval [--- 1, I]. 
The proof depends upon the following four lemmas. 
Lemma 2.1. Let U,, s U,+,, n = 1,2,. . . , be a sequence of W’S such that almost 
surely limsup Z,, = d2 and liminf Z,, = d, (cl, < d7) where Z,, = (U,, -a,,)/ b, and a,, 
and b,, (>O) are sequences of real numbers. Let C,,(e) = a, + 8b,, where 8 is real. If 
for d, < 0, < e2 < d2 we have C,,(t?,) > C,,+,( 6,) for all n 2 m, then every point of the 
interval [d,, d,] is a limit point of Z,,. 
Proof. See Corollary, Deo [2]. 
Lemma 2.2. Z,(n)-Zz(n)+O a.s. 
Proof. For arbitrary E > 0, consider 
f p(lz,(n)-&(n)l>E)= f P(Ltn(l:)<(l-exp(-EA(n)))-l) 
n=3 n=3 
where A(n) = (2n log log n)“‘. 
Williams [ 161 has shown that if wl? I+,. . . are iid unit exponential r-v’s then the 
record time sequence is identically distributed with the sequence defined by: 
L(0) = 0, L(l)=[e”lj+l, L(n)=[L(n-l)e’“a]+l, nz2. 
(2.1) 
Hence the above series is not greater than 
_ -1 
i P( e w= < (1 --exp(-&A(n)))-‘) < 133. 
n=3 
The proof is complete. 
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Lemma 2.3. &(n)-&(n)+0 a.s. 
Proof. Using the relations A 1’n( n) + e a.s., limsupl&( n)l = 1 as. and Taylor 
expansion of e” at x = 1, we can write 
.(A1’~(n)-l)=~(Ai~~(n)-e)=~(exp($ogA(~))-e) 
1 
) ( 
1 2 
;logA(n)-1 +0 ;logA(n)-1 -e 
) ) 
1 
=logP(n)-n+;O(logA(n)-n)’ 
1 
-logA(n)-n+nO(nloglogn) 
==log A(n)-n+O(loglog n). 
This completes the proof of the lemma. 
Lemma 2.4. Z&n) - Z,( n) + 0 a. s. 
Proof. This follows from Lemma 2.2 and the fact that 
and L”“(n)+e as. 
Remark. We can also prove that Z,(n) - Z,(n) + 0 a.s. using arguments imilar to 
those in the proof of Lemma 2.3 instead of proving Lemma 2.4 above. 
Proof of Theorem 2.1. From Renyi [lo] we have almost surely limsup Zs( n) = 1 
and liminf Z&n) = -1. By appealing to Lemma 2.1 we see that every point in [-1, l] 
is a limit point of Z,(n). The proof for Z,(n) is similar. That the set of all almost 
sure limit points of each of Z,(n), i = 2, 3, 4, is the closed interval [-1, l] follows 
from Lemmas 2.2, 2.3 and 2.4. 
3. Moments of Ni( 6) 
In this section we study the speed of convergence of Z,(n), i = 1,2, . . . ,8, where 
Z&zj=U”“(n)-e), Z,(n)=(L”“(n)-e) and Z,(n)= -- 
( ) 
P(n) l 
log n * 
In tflc references cited in Section 1, the existence or nonexistence of the moments 
of the number of boundary crossings depends upon the existence of the moments 
S.S. Nayak / Record times and values 171 
of some order of X0. Since the distributions of L(n), A (It) and p(n) are free from 
I?, it is not possible to get results of this type in our case. But the results of this 
section are certainly the convergence speed statements to the limit theorems cited 
in the introduction. 
First we present three Lemmas that are used in the sequel. 
Lemma 3.1. There exists a number S (>O) such that for all c in (0, S) and E : 0 we 
have 
2 ec”P(lA”“(n)-el>c)<oo. 
?I= 1 
Proof. From Neuts [9], for any positive integer k, we have 
P(A(n)> k)= 
I 
;lc e-“x”-’ 
r, 
(1 -e-*)& dx. 
0 
(3.1) 
Let a=e+E and b=e-E. From (3.1), 
,Cl2 cc 
1 e’“P(A”“(n) < b) G C eCp’P( Yn S xn) + f ecn( 1 - ( 1 -- e-“+b”l) 
n=l n = 1 n = 1 
= El + &, say, 
where x,(>O) is arbitrary. Let 0 < d < 1 -log b and define x,, = no where 8 = 
d+log b. Then, 
By Katz [6] there exists a positive number p( 0) < 1 such that, 
P( I$-11 > l-6) =O(p(0))“. (3.2) 
Hence 2, < 00 for all c in (0, log l/p(~)). It can be verified that & < 00 for all c in 
(0, d) because e”“( 1 - ( 1 - e-“#b”l) + 1 as n + 00. Similarly, 
f e”“p(A’/“(n) > a) < ni, e"T( Y,, > y,) + z enc( 1 -e-y+unl 
PI -.’ 1 n=l 
= 23 + 24, say, 
where y,, (>O) is arbitrary. We choose y, = n log a -log n. Notice that for any /3, 
1 <p <log a, there exists an n1 such that 
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The second term on the right side is convergent for all c in (0, log l/p(p)) in view 
of (3.2). Hence &C 00. That & < 00 follows from the fact that e”(1 -e-yn)[a”3+ 1 
as n -,w. The proof of the Lemma is complete. The following two results are 
retitpectiively due to Esseen [3] and Katz [7]. 
Lemma 3.2. Let (X,, : n = 1,2 . . .} be a sequence of iid ‘IV’S with E (X, ) = 0 
and E(X:) = a2. Let S,, = Cy=, Xi. If EIXJP c 00 for some p 2 3 then for 
&((l+S,)(p-2)logn)“” we have 
I+(x)-P(S&nL)Jc- ah P*9 l l l 9 Pp) n-( p-2)/2 
l+- 1x1” 
where 6, is any fixed number (0~ 6, < 1) and C(&, p,, . . . , p,.,) is a finite constant 
depending only on S, and pi = EIXI’, i = 1,2,. . . , p. 
Lemma 3.3. Let {X, : ra = 1,2, . . . ) be a sequence of iid rv’s with E(X,) = 0 and 
k-(X:) = a2. Let S,, = Cy=, Xi. If EIXIIP < 00 for some p(2 < p s 3) then, 
supl4(4 - JYS ,, G a& x>I < C( p, uVp, EIXIIP)n-(p-2)” 
x 
where c^ \ p, 0) is a universal constant depending only otz p and 0. 
Theorem3.1. ENf’(S)<oo forall 814, 00, i=1,2. 
Proof. Proceeding as in [ 121, 
ENy(S)<a for all 8>0 and 6~0 
if 
x 
c ns-‘P(ld”“(~~)-&’ 6)<m for all 00 and 03 1. n=l 
For any C > 0, this series is not greater than 
25 =$$j i e”“P(lJ”“(n)-e(> 6). 
n=l 
By Lemma 3.1 we get thet Zs =C m for all S > 0 and 8 2 1. Now, 
if 
x CCJ 
c n” ‘fYL(n)>p;‘)<Q C PP(L(n)<p$)<oo for all 83 1 and 00 
II = I I1 = 1 
where pI = [e + 61 and pz = [e - S]. The second series is convergent since EN: (6) <: m 
for all fl:> 0 and S > 0 and A(n) < L(n) a.s. from (2.1) one can easily arrive at the 
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following inequality: 
Y,ClogL(n)< Y,+log(l+n) a.s. 
173 
(3.3) 
Let ?” =py. From (3.3), 
a3 
c ~e-lP(L(n)x”)sI+II 
n= 1 
where 
I= f ne-’ P ----=_> - 
II= (( Y,-n log(Z,,/l+n)-n log(t,/l +n)-n 1 J n J n ) ( -6 J- n >) 
and 
II= i n*-‘tJ ( log(fJl+n)-n _ J > . n=l n 
It follows that II < 00 since 
lim log(t,ll + n) -x*/2 
= log b and 6(x) -?--- 
A--- 
for large X. 
r1 -+a? n TX 
Theorem 3.2. Let 80 (0 < &I < 1) and 8, (2 1) be fixed real numbers. Let a( 8) be 
the solution of 8+&(1+S)log(l+S)=O, S>O. Then, 
ENt(S)<ao fcr all 8~8, and 6>6(0,), 
=m for all 0 f10 and 0<6<6(8,,). 
Proof. From [ 11,121, EN: (6) is finite or infinite according as 
c 
X 
?I = $-‘P(Ip(n)/logn-1lH)isconvergentfor @al ordivergentforO<@<l 
where 6 > 0. This series can be written as 1 +A + B where 
A = f no‘-‘P(p(n)> b(n)), 
n=2 
B= f nf’eV(p(n)<a(njl, /tn)==[(l-6)logn] 
n=2 
and b(n)==[(l+S)logn]. 
Let @= & and 6 > S( 0,) in A. Let ~(0 < P < e-0(e1+8)- a) be given where a = 
l/( 1 +S). It follows that e-(‘l+‘)* -a>O. Since (log rl)/b(n)+a as n+m, there 
exists a number n*(e) such that, for all n 2 t&Q, we have 
l+f-- (log nJk 
1 
S- 
kzl (Ii-b(n))(z-i-b(n)) l . l (k+b(n)) la=clC1, sayo 
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It is known [lo] that 
P(p(n)>k-l)=P(L(k-l)<n), n=1,2 ,..., k=1,2 ,..., n. 
(3.4) 
From (3.3) and (3.4) we can write 
A< f nel-‘P(Yb(,&ogn)<D2+C, f n’-* 
(log n) b(n) 
n=2 n=n2 b(n)! 
<D,+Dq t 
,s,+s+cl+s,log(a+F)-l 
n=nl b( n)l/* <O”* 
ItfollowsthatEIV~(S)~~forall8~8,andS~S(8,)sinceS(8,)~e-landB=O 
for all S 2 1. Now let 6 = ecr and 0 < S < S( &) in A. Let ~(0 c E c a -e-““fo+“) be 
given. Notice that u - e-a1e@) > 0 and that there is a number n&) such that for 
all Nan&) we have (logn)/b(n)>a-&. From (3.3) and (3.4), 
> f d’o ‘( 1 + b(n)) 
(log( l+L(n)))‘(“I 
I1 = I b(n)! 
,X n~,,+fi+“+““““‘“-F)-’ 
>D,+D, C 
(b(n))“+“’ 
=oO. 
tI=n4 
Hence EIVT(S)=m for all 8~& and 0<6<S(8,,)<e-1. Let a(n)>2 for all 
tz 2 n5. In B let 0 = 0,) and 0 < 6 < 6,,( &) where &( &) is the solution of 6ib-- S - 
(1-S)log(l-S)=O, OGG3. Let E(O<E~b-eh(6-‘~)) be given where b= 
l/(1 -6). Clearly b-e b(‘--%r > 0. Since (log n)/a( n) + b as n + 00, there exists a 
number n&f such that (log n)/a(n)> b--E for all n 2 n<,(E). From (3.3) and (.3.4), 
B> D,+ f ne(l-’ 
8 _z (log n)n(“)-2 
P( Yuc,,,-, >log(n- l))> D,+ C n (’ 
n--n5 II = I15 (&d-2)! 
) DC,+ D,,, i 
nq,‘rl -fi)Iog(h--r--f=-1 
=oc). 
n-=n,, (log n)‘*” 
Thus ERi_y( 5) = CC for all 8 2 6:) and 0 ==I S < 6,,(6,,). To complete the proof we must 
show that &( 6,,) < S( &). Observe that x,) = 1 + S( 0,)) and y. = 1 - tSo( eo) are the only 
two solutions of the equation 
f(x)-x-xlogx”+9,-l=O, x>& 
For o< y< 1, define &y)=f(y)--f(2-y). Then &y)>O for all y (O<y<l). 
This gives Xf, + yf, > 2. 
Theorem 3.3. EN:‘(S)=ao forall 0>0, 00, i=4, $6, 7, 8. 
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Proof. For 0 < 8 < 1 and S > 0 consider 
a3 
c n”-*P(llogA(n)-+(l+S)(2nloglogn)”*)> f n@-‘P(A(n)>u,) 
n=3 n=3 
where 
u, = [exp( It + (1 + S)(2n log log #‘*)I. 
From (3.1) this is at least 
al 
c n 
e-1 
(1 - e-“+P( Y, > U,) 
n=3 
for any Un>O. 
By choosing Un = n + (1 + S)(2n log log n)“*, this can be written as 
a? 
c ne-‘( 1 - e-‘fl)% 
n=3 
(( Y,-n x p- J > (1 + S)(2 log log n)“’ > - &( 1 + S)(2 log log n)‘/*) n ) 
+ f rt+‘( 1 -e-“n)“+(( 1 + S)(2 log log #‘*j= 
n= 3 
The first series is convergent for 0 < 8 < $, if we take p = 2 + E, 0 < E < 1 in Lemrna 
3.3. The second series diverges for all 8 > 0. From [l l] it follows that ENi (8) = 00 
forall6~Oand8~‘0.NowEN~(S)=~forall~>Oand6~Osince,forO<8<1 
and 8>0, 
cs? 
c n”-‘P(llog L(n)-n[>(l+S)(2n loglogn)“‘) 
n=3 
cc 
2 c n”-‘P(L(n)>u,)a f n”-‘P(A(n)>u,)=a. 
I1 =3 n=3 
A similar argument yields EN: (6) = 00 and EN; (8) = 00 for all 8 > 0 and 8 > Q. 
To establish that HV: (6) = 00 for all 0 > 0 and 6 > 0 we should establish the 
divergence of 
,S 
c 
fI==[Ce]t 1 
fT’P((p(n)-log n I> ( 1 + S)(2 log n log log log n) “*) 
for all S > 0 and 3 c 0 r: 1, This is not less thah 
CO 
s c = n”-‘P(p(n) < uz) 
n=[e’]-+l 
where, uz = [log n-(1+6)(2log n logloglog n)l’*]. From (3.1) and (3.4), 
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where vz (>O) is arbitrary and ~$3 2 for all II 2 n7. But 
( ) v: u+,-2 exp(-v:) Y(Y,~_,=zv~)+--- 
lQ:-1) l 
By choosing vx = log n we can show that S = 00 for all 8 :a 0 and S > 0. 
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