ABSTRACT Perhaps one of the most prominent realizations of recent years is the critical role that protein dynamics plays in many facets of cellular function. While characterization of protein dynamics is fundamental to our understanding of protein function, the ability to explicitly detect an ensemble of protein conformations from dynamics data is a paramount challenge in structural biology. Here, we report a new computational method, Sample and Select, for determining the ensemble of protein conformations consistent with NMR dynamics data. This method can be generalized and extended to different sources of dynamics data, enabling broad applicability in deciphering protein dynamics at different timescales. The structural ensemble derived from Sample and Select will provide structural and dynamic information that should aid us in understanding and manipulating protein function.
INTRODUCTION
Protein dynamics is intimately linked to molecular function, as motions over a wide range of timescales contribute to molecular recognition, i.e., protein-ligand (1), proteinprotein (2-4), protein-DNA interactions (5) , and protein activity (such as enzyme catalysis (6,7)). Hence, the detailed characterization of protein dynamics is of great importance for elucidating protein function (8) . Nuclear magnetic resonance (NMR) spectroscopy is uniquely suited for characterization of protein dynamics, as it can provide site-specific dynamic information over a wide range of timescales (9) (10) (11) . However, the ability to obtain explicit structural information on conformational ensembles dynamically sampled by a protein of interest remains a difficult task. All-atom molecular dynamics (MD) (12) simulations have shown increased utility in providing atomic level information on the conformations that are sampled by a protein on a picosecond-nanosecond timescale (13) , and have recently facilitated structural interpretation of dynamics data obtained from both backbone and side-chain NMR relaxation experiments (13, 14) . 1 H- 15 N NMR relaxation experiments are commonly used to measure 15 N T1, T2, and nuclear Overhauser enhancement for backbone NH resonances in proteins (9, 11) . These parameters can be expressed in terms of a spectral density function and often interpreted based on a model-free approach proposed by Lipari and Szabo (15) to obtain order parameters (S 2 ), which reflect the fluctuations of a backbone N-H bond vector due to its internal motion. S 2 has limiting values of zero and unity, corresponding to isotropic motion or complete rigidity, respectively (8, 11) . Additional parameters, such as the overall tumbling motion and correlation time for internal motion of the molecule, can be also derived.
Although less commonly utilized, similar approaches can be employed to extract order parameters for C-C (H 3 ) bond vectors (9) .
Although MD simulations have enabled explicit structural and dynamic elucidation of experimentally derived order parameters (16) (17) (18) (19) (20) , the molecular mechanics force field used in all-atom MD simulations is an approximation of the more accurate quantum mechanic-based description of the interactions in proteins. Thus, the errors in the force field can give rise to inconsistencies between protein conformations derived from MD simulations and those generated by hybrid quantum mechanics/molecular mechanics simulations or those determined using experimental constraints (21) . These errors can lead to biased description of protein dynamics and difficulties in reproducing experimentally derived order parameters (20) . To better characterize the protein conformations generated from MD simulations, experimentally derived order parameters have been used in recent studies as constraints in MD simulations to bias sampling toward conformations that are more consistent with experimental data (14, 22) .
Here, we propose a new computational method, Sample And Select (SAS), that employs MD simulations (or other sampling methods) to determine conformational ensembles consistent with NMR dynamics data. We report the evaluation and validation of the SAS method using NMR-derived order parameters. Unlike other constraint-based methods (14, 22, 23) , where constraint-driven forces such as NMR data are directly incorporated into the MD simulation, conformational sampling is completely decoupled from selection of experimentally consistent conformations in the SAS method. Thus, the SAS method enables integration of different sampling methods and dynamics data to obtain a better representation of the structural ensemble to be consistent with experimental data, as long as computationally and experimentally sampled dynamics are on a comparable timescale. This method is particularly useful when dynamics data (e.g., residual dipolar coupling data (24, 25) ) is difficult to be directly incorporated as constraints in sampling methods such as MD simulation (12, 26) . Another advantage of the SAS method is that it allows an explicit detection of insufficiencies/errors in conformational sampling. For example, if a computationally generated ensemble that correlates well with the experimental data cannot be obtained, it can be inferred that the conformational sampling by this method is either insufficient or erroneous. This type of information may be especially useful for improving current molecular mechanics force fields (12) using NMR dynamics data.
METHODS

SAS method
When the SAS method is used in conjunction with NMR-derived order parameters, either an x-ray or low energy NMR solution structure is first used as the starting structure in all-atom nanosecond MD simulations, to generate a large ensemble of conformations for the protein of interest. Next, a Monte Carlo simulated annealing procedure is employed to select conformations most consistent with the NMR-derived order parameters. The selection procedure does not rely on any specific type of sampling method or experimental data.
Order parameter calculation
The angular correlation function (15, 20) for a given bond vector between two atoms is defined as C I ðtÞ ¼ AEP 2 ðmðtÞ 3mðt 1 tÞÞae t ;
wheremðtÞ is the time-dependent unit vector pointing along the same direction of bond vector, P 2 ðxÞ ¼ 1=2ð3x 2 À 1Þ is the second Legendre polynomial, and AE. . .ae t denotes the average over time. The order parameter S 2 (15, 20) is defined as the long-time limit of the angular correlation function
The order parameter S 2 can be calculated as the following ensemble average from simulations (20) ,
where x, y, and z are the components of the unit bond vector of the same bond along three Cartesian axes, and AE. . .ae denotes the average over an ensemble of conformations. Equations 2 and 3 are equivalent only when the simulations are sufficiently long or adequately sample conformational space. Before order parameter calculations, each conformation within the ensemble is superimposed onto the starting structure based on all C a atoms to remove translational and rotational degrees of freedom.
All-atom MD simulation
All-atom MD simulations were performed on five proteins: TNfn3 (27) , bARK1 PH domain (17) , ubiquitin, lysozyme (28) , and eglin c (16) ( Table 1) in explicit water (TIP3P model) using the ff99 force field and AMBER 8 package (29) . The lowest energy NMR solution structure was used for MD simulations of the bARK1 PH domain and eglin c, whereas x-ray structures were employed for ubiquitin, lysozyme, and TNfn3. Since order parameters of eglin c were obtained on a mutant that contains a Phe-to-Trp mutation at position 10, the same mutation was made for eglin c in our simulation.
The following protocol was employed for all five proteins. As indicated above, the experimentally determined protein structure was used as the starting structure for the simulations (Table 1) . Counterions were added to neutralize the system based on the initial net charge of the system. Before the MD simulations, a 1000-step energy minimization procedure was employed on the protein using harmonic restraints with a spring constant of 500 kcal/(mol 3 Å 2 ) and then another 1000-step energy minimization was employed using similar restraints but on water molecules rather than the protein. These two rounds of minimization were then followed by a series of minimizations with harmonic restraints of decreasing spring constants of 500, 200, 100, 50, and 10 kcal/(mol 3 Å 2 ) on the protein. Before the equilibration simulation, a 100-ps MD simulation was performed on the protein using an initial temperature of 0.5 K and a final temperature of 300 K with harmonic restraints of spring constant 500 kcal/(mol 3 Å 2 ). The bond length (only for bonds involving H atoms) was fixed by the SHAKE algorithm (30) and constant temperature maintained by the weak-coupling algorithm (31) . After the simulation reaches equilibrium, the last 3-ns trajectory was used to generate the structural ensembles. In total, 5000 structures were collected for further selection through a Monte Carlo simulated annealing procedure (see below). Using the same protocol, we generated two more trajectories starting from different randomized initial velocities for each protein.
Select a conformational ensemble most consistent with experimental data
For each trajectory, we use a Monte Carlo (MC) simulated annealing (32) procedure to select a fixed number (N) of conformations as a representative ensemble from the 5000 conformations by minimizing the following object function
where S 2 i;cal and S 2 i;exp are simulated and experimentally derived order parameters of the i th bond vector, respectively. L is the total number of experimentally derived order parameters in the dataset. The simulated order parameters are calculated as ensemble averages over N selected conformations. We start each MC simulation by first randomly selecting N conformations as the initial ensemble. An individual MC move in our simulation consists of a random swapping between previously selected and unselected conformations. If after the swapping move, the new object function x 2 new is no larger than the old one x 2 old , we accept the move; otherwise, we accept the move with probability P ¼ e ðx 2 old Àx 2 new Þ=T ; where T is an effective temperature of the system (32) . We start the simulation at a high temperature T 0 , where the acceptance ratio of MC moves is .0.95, and decrease the system temperature in the following way until reaching a low temperature T f , where the acceptance ratio of Monte Carlo is ,1 3 10 
In the equation above, n is the total number of temperature decreases from T f to T 0 in each simulation, and typically is 100. At each temperature T i (i ¼ 1, 2 . . . n), we perform 1 3 10 7 MC moves. When the MC simulation started from a different initial random ensemble, the final ensembles have .90% overlap with each other, indicating good convergence of MC simulations. For all the calculations involved in this study, we fix the conformation number N to 40. To evaluate the dependence of the results on the number of conformers selected by the SAS method, we plot, in the case of ubiquitin, the minimal value of the object function x 2 as a function of N. We find that the minimal values are similar to each other when N is equal to 40, 60, 80, or 100. There is an increase of the minimal value of the object function x 2 when N increases (see Supplementary Material), suggesting that there is a small subset of conformations in a given trajectory which best fits the experimentally derived order parameter.
To evaluate the effect of sampling on the determined conformations, all conformations generated by three independent simulations (3 3 5000 ¼ 15,000 conformations) are combined and the same MC procedure used to select N conformations that best fit the experimentally derived order parameters. The resultant ensembles yield better correlations between calculated and experimentally derived values than the ones generated using individual simulations (see Results and Discussion).
Complete-linkage clustering
To perform clustering of structures in this study, we define the distance between two structures as their backbone (C a atoms) root-mean-squaredeviation (RMSD). The smaller the RMSD from each other, the greater is the similarity between two structures. The complete-linkage clustering (33) proceeds by first finding the two entities that have the minimal distance between them. By joining those two entities into a cluster, the minimal distance between two entities is searched, and those entities that have already been clustered as a single unit is taken. This process is repeated until there are no more entities to cluster. In complete-linkage clustering, the distance between two clusters is defined as the maximal distance between any two members from the two clusters. All the clustering in this work is performed using the program OC (34).
Entropy calculation
The distributional entropy (35) of selected conformations over the structure clusters is defined in as
where P i is the probability of finding a selected structure in the i th cluster, N is the total number of clusters and the sum is over all clusters. We use u obs ¼ I obs =I ran as a measure to quantify how structurally diverse the representative conformations are in conformational space. I obs is the observed entropy of the distribution of representative conformations over the structure clusters, and I ran is the entropy if the conformations are randomly distributed. When is u obs close to unity, the selected conformations are uniformly distributed in the conformational space; when u obs is close to zero, the selected conformations are dominantly populated by just one cluster.
RESULTS AND DISCUSSION
We first compared the SAS to unconstrained MD methodology using five different proteins ranging from 70 to 129 amino acids (16, 17, 27, 28, 36, 37) for which backbone order parameters are available. In contrast to SAS and constraintbased methods, unconstrained MD simulations do not make use of experimental constraints. We find that for all five proteins, the SAS method yields higher correlations between calculated and experimentally derived order parameters (Table 1) . For example, the Pearson correlation coefficients between the order parameters calculated from unconstrained MD simulations and NMR-derived backbone order parameters for the third fibronectin type III domain of human tenascin (TNfn3), are only between 0.2 and 0.5 due to the fact that the S 2 values for some residues are much lower in the simulations than the ones derived from experiments. This issue has been recognized to be a common problem with the AMBER force field (38) (Fig. 1 a) . The correlation coefficients are comparable to those obtained from earlier studies of TNfn3 using unconstrained MD simulations of similar lengths but using a different force field (14) . In contrast, order parameters calculated from SAS-generated conformational ensembles have a correlation coefficient of .0.98 with NMR-derived S 2 values (Fig. 1 b) . The significantly increased correlation indicates that by incorporating the experimentally derived information, the SAS method is able to generate a better representation of the structural ensemble on a picosecond-nanosecond timescale relative to unconstrained MD simulations.
To characterize the structural diversity and the distribution of the representative backbone conformations generated by the SAS method over the entire conformational space sampled by unconstrained MD, we perform complete-linkage clustering of the structures (Methods) generated from unconstrained MD simulations based on their mutual structural similarity and map each of the representative conformations onto the resultant clusters. To quantify the structural diversity of the representative conformations, we designed an entropy-based measure (35) , the distribution entropy ratio (u obs ¼ I obs =I ran ), in which I obs is the observed distributional entropy of representative conformations over the structure clusters and I ran is the entropy if the conformations were randomly distributed (see Methods). The closer u obs is to unity, the more uniform the selected states are distributed in conformational space. On the other hand, when u obs is close to zero, the selected conformations are predominantly populated by just one cluster. Interestingly, we observe generally high u obs (mostly between 50 and 88%) for the representative conformations at different levels of cluster hierarchies (Fig.  2) , indicating that large structural diversity exists within the determined conformations.
To further evaluate the SAS methodology, both backbone and side-chain order parameters for three proteins, ubiquitin (36, 37) , eglin c (16), and TNfn3 (27) , were employed in MD simulations. Methyl side-chain order parameters describe internal motions of C-C (H3) vectors contained within methyl containing amino-acid side chains and are intimately related to the side-chain rotameric motions (39, 40) . Consistent with our analysis, the SAS method yields better correlations between calculated and NMR-derived order parameters compared to unconstrained MD for these three data sets. For example, in the case of ubiquitin, the Pearson correlation coefficient between calculated order parameters using unconstrained MD and NMR-derived values are only 0.5-0.8 (Fig. 3 a) , while the Pearson correlation coefficient between the SAS method and NMR-derived S 2 values has a much higher correlation coefficient of 0.91-0.97 (0.86-0.91 for backbone and 0.90-0.97 for side-chain order parameters) (Fig. 3 b) . Yet, the performance of the SAS method is comparable to that of constraint-based methods (14, 22) (Table 2) .
To cross-validate the SAS method, the side-chain scalar
couplings were back-calculated from the determined conformations of ubiquitin, as described previously (14, 22) , and compared with experimental values determined independently from order parameters. We observe good agreement (Pearson correlation coefficient of 0.85-0.90) between calculated and experimental scalar-coupling values, providing further validation of the SAS method.
Perhaps not too surprising, the correlation coefficients between calculated and NMR-derived values of both backbone and side-chain order parameters show a noticeable dependence on the effective sampling time (Table 2) . For example, with TNfn3, when any one of the three 3-ns MD trajectories is used for determining the conformations, the correlation coefficients between calculated and NMR-derived values increase to 0.80-0.84. However, when all three 3-ns MD trajectories are used, the correlation coefficient increases FIGURE 2 The distribution entropy ratio (see Methods), a measure of the structural diversity of the selected conformations in the conformational space is shown as a function of the number of clusters at each hierarchy of the dendogram. As the number of clusters is a monotonic function from the top (one cluster) to the bottom (each cluster contains one conformation) of the dendogram, it is a natural indicator of the hierarchies in the dendogram. The grayscale diagram in the bottom-left corner is used to show the top layers of the dendogram where each node represents the cluster and the grayscale of the node represents the probability that the selected conformations are within that cluster. The result is obtained from one of the three 3-ns MD simulations of TNfn3. Table 2) . These results suggest that insufficient sampling in MD does influence the conformations determined by the SAS method. Therefore, in practice, it is important to generate as structurally diverse an ensemble of conformations as possible for selection, to alleviate the effect of the insufficient sampling. On the other hand, the dependence of the simulation results on the effective sampling time can be beneficial, since a longer effective sampling time only increases the consistency between the determined conformations and experimentally derived dynamics data ( Table 2 ). This feature allows the SAS method to take full advantage of the increasing computational power and more efficient sampling methods, such as MD, that employ implicit solvent (41, 42) .
The SAS method shows some similarity to methods employed in an earlier study (43) , in which the authors determined the unfolded state of the N-terminal SH3 domain of the Drosophila signal transduction protein drk (drkN SH3) using NMR data including nuclear Overhauser enhancement restraints, J-coupling constants, and chemical shifts. However, distinct assumptions are made and different computational strategies are used in these two methods. For example, the SAS method assumes that only a subset of the computationally sampled conformations contributes to the experimentally measured observables and the conformations in the selected subset have equal contributions. In contrast, Choy and Forman-Kay (43) assume that all of the sampled conformations have nonnegligible contributions to the experimentally measured properties, and a calculated weight is assigned to each conformation. Predicated on this assumption, they found that only a subset of structures (,60) dominates the contribution to the experimental observables among the 60,000 computationally generated unfolded structures of the drkN SH3 domain, which is consistent with the assumption in SAS method. This result suggests that despite different underlying assumptions and computational strategies, both methods are consistent with each other.
For ubiquitin, we employed the PROCHECK (44) program to evaluate the stereochemical quality of individual conformations selected by the SAS method (Table 3) . PROCHECK (44) provides a detailed evaluation of the stereochemistry of a protein structure. The evaluation is based on statistics (45) derived from a set of high-resolution x-ray structures with a resolution of 2.0 Å or better from the Protein DataBank (46) . We find that individually selected conformations by the SAS method have comparable stereochemical quality with other structures sampled by MD, indicating that SAS method does not produce an ensemble compatible with the order parameter at the price of selecting conformations with nontypical stereochemical quality in the original ensemble (Table 3) . It is also important to note that since the SAS method decouples conformational sampling and selection, it does not improve the stereochemical quality of individual sampled conformations. Instead, it improves the overall representation at the ensemble level to be more consistent with experimental data.
To evaluate the uniqueness of the determined structural ensembles, we first compare the residue-wise backbone RMSD profile (based on Ca atoms) of the ensembles determined from different trajectories with respect to the native structure. In the case of ubiquitin, we find that the residue-wise backbone RMSD profiles of different ensembles are quite distinct from each other, indicating that the backbone configuration of the ensemble is not uniquely determined by fitting a given set of order parameters (Fig. 4) . We then compare the distributions of the side-chain dihedral angle x 1 of different ensembles and find that the side-chain configuration is also not uniquely determined (Fig. 5 ). In addition, we find that the side-chain configurations determined by the SAS method are different from the ones determined using restrained MD in earlier studies (17) . For example, in the ubiquitin ensemble determined by restrained MD, there are conformations in which the x 1 of Ile-13 is positive (22) , while The comparison is made by using PROCHECK (44) program and five stereochemical parameters are used: Rama-core refers to the percentage of the backbone dihedral angles (u, c) in a given protein structure that are in the most favorable region in the Ramachandran plot; Rama-disall refers to the percentage of the backbone dihedral angles in the forbidden region of Ramachandran plot; bond length and bond angle refer to the percentage of the bond length and angle values that are in the most favorable range; bad contacts refer to the number of the bad contacts, as defined by nonbonded heavy atoms at a distance of #2.6 Å , in a structure.
the Ile-13 x 1 in the conformations determined by the SAS method are negative (Fig. 5 b) . These results indicate that there are different sets of conformations that fit comparably well with a given set of order parameters. One possible solution to this issue of nonuniqueness of the determined ensemble may be to use other types of constraints besides the order parameter data in the ensemble determination. Extraction of S2 from the NMR experimental data is often complicated by several factors including anisotropic rotation (including anisotropic internal motion), additional pathways other than dipolar coupling that differentially affect T2 (i.e., conformational transitions, sample heterogeneity) relative to T1 relaxation, variations in sample conditions, unknown random and systematic errors, effective N-H or C-H bond differences, CSA variations, and motional coupling (13) . As such, it is important to recognize that the derivation of S2 from experimental data may not always directly relate to the geometric description of the motional amplitude of a bond vector. Therefore, great cautions should be taken to interpret the determined ensemble by either SAS method or other restrained-MD methods.
CONCLUSIONS
We present a new computational method, termed SAS, for determining the ensemble of protein conformations consistent with NMR dynamic data. The SAS method offers a flexible framework that allows incorporation of different types of computational sampling methods (e.g., Monte Carlo, coarse-grained MD (47) (48) (49) ) and NMR dynamics data (e.g., residual dipolar coupling (24, 25) ) to obtain a better representation of the structural ensemble to be consistent with experimental data.
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