ABSTRACT Outlier detection is a very essential problem in a variety of application areas. Many detection methods are deficient for high-dimensional time series data sets containing both isolated and assembled outliers. In this paper, we propose an Outlier Detection method based on Cross-correlation Analysis (ODCA). ODCA consists of three key parts. They are data preprocessing, outlier analysis, and outlier rank. First, we investigate a linear interpolation method to convert assembled outliers into isolated ones. Second, a detection mechanism based on the cross-correlation analysis is proposed for translating the high-dimensional data sets into 1-D cross-correlation function, according to which the isolated outlier is determined. Finally, a multilevel Otsu's method is adopted to help us select the rank thresholds adaptively and output the abnormal samples at different levels. To illustrate the effectiveness of the ODCA algorithm, four experiments are performed using several high-dimensional time series data sets, which include two smallscale sets and two large-scale sets. Furthermore, we compare the proposed algorithm with the detection methods based on wavelet analysis, bilateral filtering, particle swarm optimization, auto-regression, and extreme learning machine. In addition, we discuss the robustness of the ODCA algorithm. The statistical results show that the ODCA algorithm is much better than existing mainstream methods in both effectiveness and time complexity.
I. INTRODUCTION
Outliers usually refer to abnormal objects in a dataset that do not conform to the general model. Outliers can either be noise or contain important information. Instead of deleting them directly, it is more meaningful to mine useful information hidden in abnormal samples through outlier detection. Outlier detection is an important branch of data mining and has been widely used in many fields. For example, outlier detection is generally used to monitor the trend of diagnostic data and predict the outbreak of some diseases according to the occurrence of outliers in the field of medicine [1] - [3] . In the field of fraud detection, outlier detection is often used to resist occasional crimes in commercial companies [4] , [5] . In the field of intrusion detection, outlier detection helps a host detect malicious intrusions and avoid the threat of viruses or trojans [6] , [7] . It contributes to the field of image processing for finding abnormal regions in an image [8] - [10] .
In the field of wireless sensor networks, a problem worth considering is how to reduce the resource consumption under the condition of ensuring high detection rate [11] , [12] . As to the transient data streams, several outlier detection algorithms have been proposed. Gil et al. [13] concentrate on the local online detection of data streams in wireless sensor networks. Cejnek and Bukovsky [14] study two methods for two types of data streams with the concept of drift to analyze the general ability for unsupervised novelty detection.
Many real-world problems focus on finding the outlier from time series datasets. A time series dataset is a series of numbers which are indexed in the chronological order. It is a challenging task since there are many detection difficulties for time series datasets. First, the detection algorithm should satisfy the real-time requirement, especially in some industrial monitoring and intrusion detection systems for information security. Second, there is an association among different attributes of data for high-dimensional datasets. Third, outliers are not necessarily the maximum or minimum data, but those inconsistent with the surrounding values, which also increases the computational complexity. Finally, a time series has strong continuity and correlation. Therefore, it cannot be assumed that data points are independent and identically distributed. All those characteristics impose sophisticated requirements on outlier detection methods.
Many researchers proposed different kinds of outlier detection algorithms for time series datasets. Some methods are based on the regression analysis, such as the functional coefficient auto-regressive model (FAR) [15] , the integer autoregressive (INAR) model [16] and the vector auto-regression (VAR) model [17] . These algorithms search for outliers through inconsistency between the data and the model. There are also several methods based on empirical likelihood, which adds simulated variables to each test and detects outliers via the likelihood ratio. For example, Baragona et al. [18] used this approach for estimation in auto-regressive time series. It is also an important research direction to solve the outlier detection problem of time series based on Bayes formula. It uses the prior probability of outliers in the dataset to calculate the posterior distribution of some parameters. For example, this method was applied to detect outliers in multivariate time series by Bardwell and Fearnhead [19] . Each method has applications in the related area. However, they also have apparent shortcomings. Some algorithms require a priori knowledge of the data, and it can be difficult for some real-world problems. In addition, parameter selection has great influence on the performance and the quality of detection results. Furthermore, they are inapplicable to assembled outliers. Finally, many algorithms have high computational complexities.
In this paper, we investigate a new Outlier Detection algorithm based on Cross-correlation Analysis (ODCA) aiming at solving the above-mentioned problems. The proposed ODCA method includes three parts: data preprocessing based on linear interpolation, outlier analysis based on crosscorrelation analysis and outlier rank based on the multilevel Otsu's method. The three parts jointly accomplish the adaptive detection of isolated and assembled outliers in highdimensional time series datasets, and the hierarchical output of detection results.
Our contributions can be described in three aspects. First, linear interpolation is proposed for the time series dataset with assembled outliers. The pruning strategy is used to determine the part of normal points which must not be outliers in the dataset. These normal points are used to interpolate the data linearly so that the assembled outliers can be dispersed. Therefore, the problem is transformed into a case of isolated outliers, which can be detected by crosscorrelation analysis.
Second, cross-correlation analysis is proposed for highdimensional time series datasets. It is one kind of flexible and time-saving method to detect isolated outliers through transforming the high-dimensional data into a one-dimensional cross-correlation function by crosscorrelation analysis, which also shows the idea of dimension reduction. Through selecting the values of each dimension at the same time we obtained a sequence, and two adjacent sequences are put into a sliding time window. A crosscorrelation coefficient can be calculated for the two adjacent sequences in a sliding time window. With the shift of the sliding time window, we have a series of coefficients and obtain a cross-correlation function. As a result, the valley of the cross-correlation is the location of outliers.
Finally, for the outlier detection problem, it is difficult to determine the rank of the outlier and identify the rank thresholds. We investigate the multilevel Otsu's method to provide a strategy for adaptive selection of the rank thresholds and hierarchical output of outliers based on the isolation degree of outliers. According to the cross-correlation function, each level of Otsu's method can adaptively divide the data into two parts: normal points and outliers. Before executing the next level of the Otsu's method, it will block the outliers which was found by the previous level, and continue to detect new outliers in the remaining normal points. Apparently, the earlier the outliers are detected, the higher the rank of them will be. Once the number of detected outliers reaches the outlier ratio threshold (the proportion of outliers to all data points in the dataset, which is preset by the user), the algorithm will stop the detection process. It is not necessary for users to set the rank thresholds of the cross-correlation function by using the multilevel Otsu's method. In addition, it is very convenient to distinguish different outliers according to the isolation degree.
A set of experiments are performed to verify the validity and reliability of the proposed ODCA algorithm. Several typical high-dimensional real-world time series datasets containing both isolated and assembled outliers are used to test the proposed algorithm. Meanwhile, we also carry out some experiments to compare the effectiveness and time complexity of the ODCA algorithm with other five prevailing methods, and demonstrate the robustness of the proposed algorithm. Through the experimental results, it is shown that the ODCA algorithm can adaptively detect isolated and assembled outliers in high-dimensional time series datasets, and can output the detection results hierarchically with a shorter execution time and better detection effectiveness. In addition, it is very convenient for users because the outlier ratio threshold is only one parameter that should be preset.
The remainder of this paper is organized as follows. Section 2 gives a summary of recent researches for the outlier detection problem. The principle of the ODCA algorithm is presented in Section 3. The experiments and statistical results are presented and discussed in Section 4. Section 5 concludes the paper and points out further research directions.
II. RELATED WORK
There are a wide variety of strategies and algorithms for solving the outlier detection problem. We classify the outlier detection algorithms into ten types. They are respectively based on statistics, regression, distance, density, clustering, filtering, wavelet transform, neural network, support vector machine and evolutionary algorithms.
Statistics-based methods were proposed by Barnett and Lewis [20] . It determines outliers based on the inconsistency between the actual data and the ideal model. There are many algorithms based on different statistical models. For example, Brailovsky et al. [21] presented an algorithm using a Bayes model. Gouriéroux [22] used an ARCH model to detect outliers in the field of finance. Monte-Carlo outlier detection was proposed by Zhang et al. [23] to establish cross-prediction models for determining normal samples. Bouguessa et al. [24] investigated a principle approach based on the bivariate beta mixture model to identify outliers in mixed-attribute data. The statistics-based method has a high accuracy and a simple principle. However, it is necessary for users to know the distribution of datasets and the ideal model in advance, which is difficult in practical applications. It is the inherent weakness of the statistics-based method.
Regression-based methods are always suitable for detecting outliers in the time series dataset. Li and Li [25] applied a regression model to detect the outliers of energy consumption data of a real coke-oven plant to find an effective energy saving way for the plant. An improved outlier detection method using a regression model was presented in [26] , and a synthesized signal using the measurements of different sensors was applied for estimating the model parameters. Kaneko [27] proposed a robust and automatic outlier sample detection method based on ensemble learning and regression analysis, and the outlier samples were detected by comprehensively considering multiple regression models.
Distance-based outlier detection techniques were proposed by Knorr and Ng [28] . The k-nearest-neighbor (KNN) classification algorithm promoted the related researches [29] . The BIRCH algorithm proposed in [30] is aimed at finding k nearest neighbors. Kontaki et al. [31] introduced distancebased algorithms using sliding windows for continuous outlier monitoring in data streams. Distance-based algorithms are very popular and fundamental in early studies, but they are very sensitive to parameter values. As a result, it is difficult to obtain the ideal detection result without prior knowledge of the data. In addition, it cannot distinguish the degree of isolation.
From a local point of view, density-based outlier detection methods find outliers from datasets depending on the number of neighbors in a certain range and the degree of isolation within that range. Density-based outlier detection techniques were first proposed by Breunig et al. [32] using a local outlier factor (LOF) model. Therefore, the calculation of LOF became the core of the density-based outlier detection technology. A LOF calculation formula defined with probability density in the relevant subspace was presented by Zhang et al. [33] . In order to increase the efficiency, Bai et al. [34] split the dataset into several grids before calculating the LOF in parallel. In this way, users can find global outliers and local outliers, but the time complexity is higher than other methods.
For detection algorithms based on clustering, the complement of the clustering result is the outlier set. In other words, abnormal samples are the by-products of clustering. The data points which are judged as outliers should satisfy one of the following two conditions: The point does not belong to any classes, or the size of the class is obviously smaller than the other classes. There are many achievements in this area. An outlier detection method based on the k-means algorithm was proposed by Lei et al. [35] . Jiang et al. [36] introduced a strategy intended for the selection of the initial cluster centers. Thah and Sitanggang [37] detected the outliers on hotspot data in Riau province using k-means algorithm. Huang et al. [38] , [39] added the concept of natural neighbor to the cluster-based outlier detection algorithm so that the user would not need to decide the parameter value anymore. The outlier detection method based on clustering is an unsupervised learning method, but it is time-consuming and the detection efficiency is not high.
If we consider outliers as high frequency components in data sequences, the method based on filtering is the most direct way to solve the outlier detection problem. Using the dynamic filtering technology, the noise and outlier in the dataset can be weakened and replaced by normal values so as to achieve the purpose of data preprocessing. Chang et al. [40] used robust Kalman filtering to detect outliers in time-series datasets dynamically. Moving-horizon estimation (MHE) was used to detect outliers for discretetime linear systems by Alessandri and Awawdeh [41] . These methods are efficient and can deal with large amounts of data. However, the useful information hidden in the outliers will be filtered out automatically and the significance of outlier detection is lost.
The Lipschitz exponent in the wavelet transform theory can describe the singularity of function values. This kind of outlier detection method has been widely applied in many fields. For example, an outlier revision method of telemetry data is proposed based on wavelet transformation by Ma and Liu [42] . Also, Wu and Li [43] proposed a method for satellite gravimetry data based on wavelet analysis. This method can identify a small number of assembled outliers, but cannot distinguish between noise and outliers.
As for using neural networks in outlier detection, it needs to be trained in advance. This method makes use of the learning ability of neural networks to realize the nonlinear mapping from input space to output space. Therefore, the problem of the uncertain relation among the attributes of data is solved. Neural networks can be used to solve classification and fitting problems. Both of them can be used in outlier detection. A Fuzzy min-max neural network, which is a hybridization of fuzzy and neural computing system, is used for outlier detection [44] . Barreto and Barros [45] introduced a simple and efficient extension to the extreme learning machine (ELM) network, which was very robust to label noise, a type of outlier occurring in classification tasks. The VOLUME 6, 2018 outstanding feature of ELM is that it is faster than the traditional learning algorithm with similar learning accuracy, when compared with the traditional neural network.
Support vector machines (SVM) can be used in pattern recognition and classification, so they can also be applied for outlier detection. It uses the good classification performance of SVM to achieve outlier detection. The work in [46] presents a detailed analysis of various formulations of oneclass SVM and uses them to separate the normal data from anomalous data in harsh environments. In consideration that the contribution yielded by the outlying instances and the normal data is different, a robust one-class SVM which assigns an adapting weight for every object in the training dataset was proposed in [12] . These methods based on SVM also need further improvement because the detection results strongly depend on the choice of parameters and the origin of the coordinate.
In artificial intelligence, the evolutionary algorithm is a subset of evolutionary computation. In recent years, with the development of evolutionary algorithms, many people have applied them to outlier detection. For example, a genetic algorithm to detect multiple additive outliers in multivariate time series was proposed in [47] . In [48] , an outlier was considered as a deviation which indicates the existence of cancerous cells in the breast, and the authors proposed a new approach to outlier detection based on the multi-objective genetic algorithm. Not only genetic algorithms, particle swarm optimization can also be used for outlier detection. Ye and Chen [49] presented an algorithm for outlier detection in high-dimensional spaces based on constrained particle swarm optimization techniques.
In general, there are many sophisticated methods for outlier detection. These complementary methods perform well in outlier detection for specific problems. However, there are several problems that need to be addressed. First, low efficiency with high time complexity is the most primary problem. Second, some algorithms are sensitive to the threshold of corresponding parameters which are set by users. Third, the degree of abnormality cannot be distinguished. Fourth, the detection results are not satisfactory when dealing with high-dimensional datasets. Finally, the assembled outliers cannot be detected by existing methods.
These problems limited our ability to apply outlier detection methods to high-dimensional time series datasets that contain both isolated and assembled outliers. Inspired by the existing methods, we propose a new outlier detection method named ODCA to address these limitations.
III. THE ODCA ALGORITHM
In this paper, we propose an outlier detection algorithm framework based on cross-correlation analysis. Several steps are designed to detect outliers for time series datasets. First, linear interpolation is used to scatter the assembled outliers in the dataset and preprocess the data. Second, in the process of analyzing outliers, the cross-correlation function of adjacent sequences is obtained when the sliding time window is moving. Third, the thresholds of cross-correlation function are adaptively selected using the multilevel Otsu's method, the process of which is called outlier rank. Finally, when the number of detected outliers reaches the preset proportion, the algorithm stops and outputs the detection results hierarchically. The detailed process of the algorithm is shown in Fig.1 .
A. DATA PREPROCESSING 1) ISOLATED OUTLIERS AND ASSEMBLED OUTLIERS
The outliers for the real world problems can be divided into two categories according to their distribution range. They are the isolated outliers and the assembled outliers. The isolated outliers refer to the outliers that appear individually, which means any two isolated outliers are located far apart from each other in time. In other words, the data points in the neighborhood of isolated outliers are all normal data values.
However, the assembled outliers refer to a small number of outliers that flock together. It means that the data points in a tiny time window are all outliers. Usually, since outliers are only a small part of the dataset, the length of this tiny time window will be much smaller than the length of the dataset. In this algorithm, we take the length of the time window as 1/1000 of the length of the dataset. The definition and comparison of the isolated outliers and the assembled outliers are shown in Fig.2 .
For isolated outliers, they can be detected directly by crosscorrelation analysis, which will be explained in Section 3.2. For assembled outliers, they themselves may follow some unique distributions, such as the random distribution or the same tendency with normal data points but a large difference in mean value. Eventually, they will affect the envelope shape of the cross-correlation function, which may lead to the inaccurate location of the outliers. For example, as shown in Fig.3 , two isolated outliers which are close to each other and randomly distributed assembled outliers will correspond to a similar cross-correlation function. Therefore, we use the linear interpolation method in data preprocessing to convert assembled outliers to isolated outliers, which can be detected using the cross-correlation analysis more easily and unambiguously. The reason for using linear interpolation in data preprocessing to convert assembled outliers to isolated outliers is shown in Fig.3 .
2) LINEAR INTERPOLATION
Linear interpolation is the process of determining or predicting the unknown points by using a line connecting two known points [50] . Assuming that the coordinates of two known points are (x 0 , y 0 ) and (x 1 , y 1 ), we need to obtain the y value of any point in the interval [x 0 , x 1 ]. The principle of linear interpolation is shown in Fig.4 .
Here, we define the interpolation coefficient β, which refers to the number of inserted points in (1) . It denotes the ratio between the distance from x 0 to x and the distance from x to x 1 . For example, if we need to insert two data samples evenly between two known points, the interpolation coefficient should be β = 2. Fig.5 shows the effect of linear interpolation when the interpolation coefficient β is equal to 2. In Fig.5 , the data points with the black circle marks are the interpolation points.
3) DATA PREPROCESSING ALGORITHM
The data preprocessing can be divided into the following steps. First, the pruning strategy is used to determine the normal points which must not be outliers in the dataset. Then, these normal points are used to interpolate the data linearly so that the normal points are inserted between the assembled outliers. Finally, the problem is transformed into a case of isolated outliers. The pseudo code of data preprocessing is shown as follows.
The design of the pruning strategy mainly considers two characteristics of normal data points. First, the crosscorrelation coefficient of normal points should be relatively high. However, the assembled outliers which follow the same VOLUME 6, 2018 Inserting the normal points between the assembled outliers tendency and distribution with normal data points may also satisfy this feature. Therefore, we also need to examine the cross-correlation coefficient of the neighborhood of the specific data object. In summary, the feature of the data points which must not be outliers should be that the crosscorrelation coefficients of all data points in the neighborhood are relatively high. Here, the size of the neighborhood should be larger than the length of the time window which was mentioned when defining the assembled outliers, so that the assembled outliers will not be regarded as normal values. In this algorithm, we take the size of the neighborhood as 1/100 of the length of the dataset.
In order to turn the assembled outliers into isolated outliers which can be detected, the setting of the appropriate interpolation coefficient is a crucial problem worth considering. Detailed illustrations about the resolution interval are shown in Fig.6 . It is worth noting that an isolated outlier in the dataset will map to two valley values in the crosscorrelation function. Therefore, when the cross-correlation function has four adjacent valley values, just as the condition shown in Fig.6 , the algorithm cannot judge whether there are two isolated outliers or there are three assembled outliers. When interpolation is not performed or the interpolation coefficient β is 1, the situation of isolated points is ambiguous. However, if we insert two normal points, the assembled outliers can be completely separated. It means that as long as there are two normal data points between two adjacent isolated outliers, the algorithm is able to detect them. Therefore, the proper value of the linear interpolation coefficient β is 2.
B. OUTLIER ANALYSIS 1) PEARSON PRODUCT-MOMENT CORRELATION COEFFICIENT
The cross-correlation coefficient r xy is a parameter that describes the similarity between two random variables, X and Y. Both X and Y are N dimensional vectors here. That is, X = (x 1 , x 2 , x 3 , ..., x N ) and Y = (y 1 , y 2 , y 3 , ...y N ). The correlation coefficient, proposed by British scientist Pearson [51] in 1880, is widely used in various fields. In this paper, Pearson product-moment correlation coefficient (PPCC) is applied. The calculation formula of PPCC is as follows.
According to the theory of cross-correlation analysis, the closer the values of two discrete sequences are, the higher the correlation coefficient is. Once the values of the two sequences vary greatly at a certain time, the value of the cross-correlation coefficient will significantly reduce. For example, the first sequence is {1,2,3,4,5} and the second sequence is {1.1,2.1,3.1,4.1,5.1}, which is extremely familiar with the first one. In this case, the cross-correlation coefficient is 0.9999. But if the second sequence becomes {1.1,2.1,10,4.1,5.1}, in other words, the third element in this sequence is an outlier, the correlation coefficient will apparently decrease to 0.8544. 
2) OUTLIER ANALYSIS ALGORITHM
For the high-dimensional time series dataset, there is no obvious correlation among the data of different attributes, but there should be a certain continuity between the data at adjacent times. Considering the continuity and correlation of data at adjacent times, cross-correlation analysis can be applied to detect outliers.
The values of each dimension at the same time can form a sequence. The adjacent two sequences are selected as a sliding time window. The cross-correlation coefficient of the two adjacent sequences in one sliding time window can be calculated as one point of the cross-correlation function. Assuming that the length of the high-dimensional time series dataset is L, as the sliding time window moves at interval of one step, a cross-correlation function with L-1 points can be obtained.
Actually, it is one kind of dimension-reduction process, which maps the outliers in the high-dimensional dataset to the one-dimensional cross-correlation function. There may be outliers at the valley of the cross-correlation function because the cross-correlation coefficient reflects the similarity of the adjacent sequences. The outliers differ greatly from the normal data values both on the left and right sides, so an outlier will correspond to the two valley values of the cross-correlation function, which requires further comparison of the data values in the neighborhood to lock the location of the outliers. The whole analysis process using the crosscorrelation function is shown in Fig.7 .
The pseudo code of cross-correlation analysis is shown as follows.
C. OUTLIER RANK
Actually, there is usually continuity between the normal points and the outliers. It is not reasonable to directly define Generating a cross-correlation function with L-1 points a data point as an outlier or a normal point. Therefore, it is better to mark or rank the detected outliers according to the isolation degree. In fact, the outlier detection algorithm needs the ability to select the rank thresholds adaptively. It means that the adaptive selection of thresholds and the hierarchical output of outliers are two problems that must be solved.
1) Otsu's METHOD
Otsu's method was firstly proposed by Japanese scholar Otsu [52] in 1979 and was widely used in the field of digital image processing to distinguish foreground and background [53] . It divides the sample points into two categories by the principle of the maximum variance between classes and the minimum variance within classes, and gives the threshold of classification adaptively.
Specifically, if the ratio of the foreground points and the background points to the whole image are respectively expressed as w 0 and w 1 , and the mean gray value of the foreground points and the background points are respectively expressed as u 0 and u 1 , then the average gray level of the whole image u and the inter-class variance of the foreground and background points σ can be respectively calculated as (3) and (4). In Otsu's method, we exhaustively search for the classification threshold that minimizes the inter-class variance σ by traversing the classification threshold from the minimum gray value to the maximum gray value.
2) OUTLIER RANK ALGORITHM
In this paper, we investigate the Otsu's method in the adaptive threshold selection, and design a multilevel Otsu's method to classify the amplitude of cross-correlation function and output the detection results hierarchically. It should be noted that the classification object of the multilevel Otsu's method VOLUME 6, 2018 is the set of cross-correlation coefficients, rather than the dataset. The principle and procedures of the multilevel Otsu's method are introduced below.
To begin with, the outliers generated by the first classification are called level-one outliers, and the remaining normal data will be classified again. Then, we repeat the above steps and gradually screen out outliers at different levels, until the number of outliers reached the predetermined proportion. Finally, the threshold of the last Otsu's method is taken as the final classification threshold. The implementation steps of the first two stages of the Otsu's method are shown in Fig.8 .
The pseudo code of the multilevel Otsu's method is shown as follows. ONT is the outlier number threshold entered by the user Ensure: CCT is a set of the cross-correlation thresholds of each level; ODR is a set of the detected outliers classified by level STEP 1: Otsu's method Classifing the amplitude of cross-correlation function and outputting outliers of the current level STEP 2: Decision Criterion Going back to step 1 if the number of outliers doesn't reach the preset value It should be noted that the outlier threshold, which refers to the proportion of the outliers in the dataset, is the only parameter needs to be preset by the user in our algorithm. All of the thresholds in the process of outlier rank can be selected by the multilevel Otsu's method adaptively. Sensitivity analysis of the outlier threshold is presented in Section 4.5.
D. EVALUATION MODEL
We use three kinds of models to evaluate the ODCA algorithm in different aspects. First, confusion matrix can compare the predicted results with the actual results of the outlier detection. Second, the coefficient J can be calculated by the four elements of the confusion matrix, which will be more suitable for the outlier detection problem. Third, receiver operating characteristic (ROC) curve can describe the classifier effectiveness more intuitively in a two-dimensional plane.
1) CONFUSION MATRIX
The construction of the confusion matrix is shown in Table 1 [54] .
Class TP is the most common set of the normal data points and has little impact on the detection algorithm. Class FN contains data points which are not outliers, but are detected as outliers. It exists because the threshold proportion of the outliers in the algorithm is so large that some normal points are considered as outliers. Class FP refers to the data which was originally abnormal but has not been detected. On the contrary, it exists because the threshold proportion is too small which leads to the missing outliers. Class TN refers to the data which was originally abnormal and detected at the same time.
2) THE COEFFICIENT J
The calculation process of the coefficient J is based on the confusion matrix. Class FN and Class FP affect the effectiveness of the whole algorithm. The fewer the data points in FN and FP classes, the better the algorithm is. The optimal result is that class FN and class FP is minimized, and the class TN is maximized close to the total number of outliers.
We define the coefficient J as the outlier detection evaluation factor, which is the ratio of the number of detected outliers to the size of the dataset. Class TP is the normal data which accounts for most of the dataset. The larger the size of class TP, the smaller the influence on the evaluation coefficient. If the J is too small, the evaluation coefficient will be clustered around 0, which cannot reflect the difference of detection results. Therefore, it is not necessary to consider the influence of the normal dataset on the evaluation coefficient. Therefore, the calculation of the evaluation coefficient can be simplified in (5) .
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We can find that the evaluation coefficient J is inversely proportional to the data amount of FN and FP classes, and is proportional to the data amount of TN class. The larger the evaluation coefficient J , the higher the effectiveness of the algorithm. When J = 1, both FN and FP are equal to 0, which shows that the outlier detection results are optimal.
3) ROC CURVE
In statistics, ROC curve is a graphical plot that illustrates the diagnostic ability of a binary classifier system as its discrimination threshold is varied [55] . The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various thresholds. The formation of the ROC curve is shown in Fig.9 .
The TPR is also known as sensitivity, recall or probability of detection, and the FPR is also known as the fall-out or probability of false alarm. TPR and FPR can be calculated by (6) and (7).
IV. EXPERIMENT AND ANALYSIS
We select two small-scale modeling time series datasets and two large-scale representative real-world time series datasets to evaluate the feasibility of the proposed ODCA algorithm. The two small-scale datasets are the population dataset and the receiver dataset. The population dataset is about the population of ten countries from 1953 to 2008. The receiver dataset is the position and velocity information decoded by the satellite navigation receiver. The two large-scale datasets are the climate dataset and the house condition dataset. The climate dataset is the hourly climate data recorded from January 1st, 2010 to December 30th, 2015 in Beijing. The house condition dataset is the house temperature and humidity conditions monitored by a ZigBee wireless sensor network. For the convenience of the experiments, we artificially inserted several outliers, whose positions and values are chosen arbitrarily to illustrate the performance of different outlier detection algorithms. In addition, we investigate two kind of further experiments based on the house condition dataset, which is more representative among these four datasets. On one hand, we compare our algorithm with some prevailing algorithms in terms of detection effectiveness and execution time. These algorithms are the methods based on wavelet analysis, bilateral filtering, particle swarm optimization, auto-regression and extreme learning machine. On the other hand, we discuss the influence of the noise in the dataset on the performance of our proposed algorithm.
All of the following experiments are performed under the MATLAB simulation environment.
A. EXPERIMENT 1: THE POPULATION DATASET
The population dataset includes the population of ten countries from 1953 to 2008, namely, Australia, Brazil, Canada, China, Egypt, France, Germany, Japan, the United Kingdom and the United States [56] . The dataset consists of 10 attributes and 56 objects. With the year as the horizontal axis and the population of each country as the vertical axis, the original data distribution is shown in Fig.10 .
Here, we directly insert 3 isolated outliers and 3 assembled outliers into the dataset. They are located in the 9th object of the 4th attribute, the 19th object of the 7th attribute, the 37th object of the 9th attribute and the 46th to the 48th objects of the 10th attribute. The outlier detection result and the cross-correlation function are shown in Fig.11 and Fig.12 , respectively.
After the linear interpolation process, the assembled outliers are separated by normal points so that they can be transformed into isolated outliers. It is not difficult to find from Fig.12 that the 6 outliers correspond to the 6 obvious valley values of the cross-correlation function. The result of the hierarchical output are shown in Table 2 .
It can be seen from Table 2 that, before the number of detected outliers reaches the preset value, the multilevel Otsu's method has executed 3 times. The Otsu's method at each level can adaptively determine the classification threshold according to the current cross-correlation coefficients distribution, and output the outliers of each level. It is apparent that the detection result is reasonable by means of comparing Fig.11 and Table 2. The higher the outlier level is, the greater the outlier deviates from the normal value. Since all the outliers have been detected, the evaluation coefficient J is equal to 1. The detection result shows that the algorithm can detect all the isolated outliers and the assembled outliers in the high-dimensional time series dataset, output them hierarchically, locate them in the dataset, and mark them on the data image. 
B. EXPERIMENT 2: THE RECEIVER DATASET
The dataset recorded by a satellite navigation receiver in our laboratory consists of 1000 objects and 5 attributes, namely, week, longitude, latitude, height and speed. With the time as the horizontal axis and the value of each attribute as the vertical axis, the original data distribution is shown in Fig.13 .
Here, we directly insert 4 isolated outliers and 4 assembled outliers into the dataset. They are located in the 933rd object of the 1st attribute, the 282th object of the 2nd attribute, the 463rd to 466th objects of the 3st attribute, the 122nd object of the 4th attribute and the 795th object of the 5th attribute. The outlier detection result and the cross-correlation function are shown in Fig.14 and Fig.15, respectively. The result of the hierarchical output are shown in Table 3 . From Fig.13 , we can see that the continuity of the receiver dataset is not as good as the population dataset. However, the valley value of the cross-correlation function is still very evident. Since all the outliers have been detected, the evaluation coefficient J is equal to 1. In the result, cross-correlation analysis and the linear interpolation algorithm can still detect all of the isolated and assembled outliers, and the multilevel Otsu's method output them hierarchically.
C. EXPERIMENT 3: THE CLIMATE DATASET
The hourly climate dataset consists of 50048 objects and 3 attributes, namely, dew point, pressure and temperature [57] . With the time as the horizontal axis and the value of each attribute as the vertical axis, the original data distribution is shown in Fig.16 .
Here, we directly insert 3 isolated outliers and 3 assembled outliers into the dataset. They are located in the 13300th and the 25000th object of the 1st attribute, the 45000th object of the 2nd attribute and the 27000th to the 27002nd objects of the 3rd attribute. The outlier detection result and the cross-correlation function are shown in Fig.17 and Fig.18 , respectively.
The result of the hierarchical output are shown in Table 4 . Compared with the small-scale datasets in the above two experiments, the climate dataset is closer to the actual situation in data capacity. Even so, the ODCA algorithm can still detect several abnormal samples according to the outlier ratio threshold set by the user. Since all the outliers have been detected, the evaluation coefficient J is equal to 1. Thus, the algorithm has good robustness properties and detection performance for large scale datasets.
D. EXPERIMENT 4: THE HOUSE CONDITION DATASET
The house conditions dataset consists of 19735 objects and 12 attributes, namely, the temperature and humidity of the kitchen, living room, laundry room, office room, bathroom and outside of the building [60] . With the time as the horizontal axis and the value of each attribute as the vertical axis, the original data distribution is shown in Fig.19 .
Here, we directly insert 11 isolated outliers and 3 assembled outliers into the dataset. They are located in the 17500th object of the 1st attribute, the 5500th and the 14404th objects VOLUME 6, 2018 of the 2nd attribute, the 5000th object of the 3rd attribute, the 13825th object of the 4th attribute, the 10000th to the 10002nd objects of the 5th attribute, the 12000th object of the 6th attribute, the 7500th object of the 7th attribute, the 2600th object of the 8th attribute, the 2500th object of the 10th attribute, the 12912th object of the 11th attribute and the 19000th object of the 12th attribute. The outlier detection result and the cross-correlation function are shown in Fig.20 and Fig.21 , respectively.
The result of the hierarchical output are shown in Table 5 . The dataset in this experiment is more complex in dimension, and it is the most challenging problem in the four experiments. As for the 14 outliers inserted artificially, the proposed outlier detection algorithm can still detect 13 outliers, and only 1 of them is missing. The evaluation coefficient J is equal to 0.9286. Because the isolated degrees of these detected outliers are similar, in other words, the correlation coefficients of them are close to each other, the algorithm does not classify them further in different ranks.
E. PERFORMANCE COMPARISON
For further evaluating the performance of the proposed ODCA algorithm, we compare the algorithm with other methods for time series, namely, the methods based on the Wavelet Analysis (WA), Bilateral Filtering (BF), Particle Swarm Optimization (PSO), Auto-Regression (AR) and Extreme Learning Machine (ELM). The evaluation process consists of two aspects, the effectiveness and the time complexity.
1) EFFECTIVENESS
We test the effectiveness of the ODCA algorithm and other methods based on WA, BF, PSO, AR and ELM in the case of different outlier thresholds (different populations in PSO-based method) using the house condition dataset, which is the most challenging one among four datasets. The statistical results are shown in Table 6, Table 7, Table 8, Table 9,  Table 10 and Table 11 , respectively.
The bold row in these six tables represents the situation when the six outlier detection algorithms are optimal. By comparing the optimal condition of the six algorithms, we can find in Fig.22 that the ODCA algorithm has the best performance among them.
For a more intuitional comparison, the effectiveness for different algorithms is presented in the form of J curve and ROC curve in Fig.23 and Fig.24 .
In fact, the closer to 1 the value of the coefficient J is, the better the effectiveness of the algorithm is. As for the ROC curve, the closer to the upper-left border of the ROC space the ROC curve is, the more accurate the detection result is. In addition, the area under the curve is a measure of classification accuracy. It should be pointed out that, in Fig.23 , when the size of the population in the algorithm based on PSO is getting larger, the effectiveness of this method will be better. However, the executing time is also becoming longer, which will be illustrated in detail in Section 4.5.2. Therefore, compared with other methods, the ODCA algorithm has better detection effectiveness.
2) TIME COMPLEXITY
In addition, we compare the running time of the abovementioned methods with that of the ODCA algorithm when the length (L) and dimension (N) of test datasets changed, which is presented in Fig.25 . We can find that the execution time of our algorithm is shorter than the methods based on BF, PSO, AR and ELM, and is a little bit longer than the method based on WA. The method based on wavelet transform analyzes the approximation degree of the signal and the wavelet function using the inner product, whereas the ODCA algorithm uses the cross-correlation coefficient to represent the similarity of the adjacent sequences. The inner product operation only contains multiplication and addition. The calculation of crosscorrelation coefficient includes not only multiplication and addition, but also some complex operations such as division and square root. As a result, the execution time of crosscorrelation analysis is a little longer than that of wavelet analysis.
It is worth noting that the execution time of the ODCA algorithm does not grow with the increase of the dimension of the dataset, which is a significant advantage that other algorithms do not have.
In fact, the time complexities of cross-correlation analysis, linear interpolation and the multilevel Otsu's method are all O(l). Therefore, the time complexity of the whole outlier detection algorithm is also O(l), which is much smaller than that of other outlier detection algorithms. The time complexity of statistic-based method [20] , distance-based method [28] , [31] , clustering-based method [30] , [35] , [36] , density-based method [32] , [34] , SVM-based method [44] , [45] and other algorithms used to detect outliers in the time series dataset [12] , [17] - [19] , [21] , [25] - [27] , [40] - [42] , [46] , [47] are compared in Table 12 .
In Table 12 , n represents the data dimension, l represents the data length, and c represents the number of cells. 
F. ROBUSTNESS ANALYSIS
In order to analyze the robustness of the proposed algorithm, we carried out an experiment about the influence of noise on detection results for the housing condition dataset. We added white Gaussian noise (WGN) of different power to the housing condition dataset, and record the J coefficients of the detection algorithm. The result of the experiment is shown in Table 13 and Figure 26 .
After analyzing the experiment result and fitting the data, we can conclude that as the noise of the dataset increases, the detection performance of the algorithm will decrease in the form of three-order polynomials approximately. When the dataset contains low power noise (less than 26 dBm), the coefficient J decreases at a slow rate and the performance of our algorithm will not be greatly affected, which indicates that the ODCA algorithm has good robustness. However, if the power of the noise is too large (more than 30 dBm), the data will be submerged in heavy noise and the continuity of time series datasets will be destroyed, which is the base of our ODCA method. As a result, the performance of the outlier detection may not be satisfactory. Nevertheless, considering the impact of noise on detection results is a common issue for all outlier detection algorithms, our algorithm will still perform better compared with other methods under the same noisy condition.
G. SUMMARY
Based on the experimental results and the comparison with other algorithms, we can find that the ODCA algorithm demonstrates good applicability for both small-scale datasets and large-scale datasets. Also, ODCA is a one-parameter algorithm because the outlier ratio threshold is the only parameter that needs to be chosen by the user, and the outlier rank thresholds are all selected automatically using the multilevel Otsu's method. Besides, from the ROC curve and the J curve, the ODCA algorithm performs better than other methods for the same dataset. Furthermore, the execution time of the ODCA algorithm does not increase with the dimension of the dataset, which determines that the proposed algorithm will be more suitable for dealing with high-dimensional datasets than other methods. In addition, the proposed method has good robustness when the dataset contains noise. Overall, the ODCA algorithm is better than other outlier detection algorithms in terms of applicability, effectiveness, time complexity and robustness.
V. CONCLUSION
The outlier detection in time series datasets is a very important problem in practical applications. We propose a new algorithm named ODCA to detect outliers in highdimensional time series datasets. The method contains three parts. First, data preprocessing based on linear interpolation can transform assembled outliers into isolated outliers. Second, outlier analysis based on cross-correlation analysis can map the outliers of the high-dimensional dataset to onedimensional cross-correlation function, the valley of which corresponds with the location of outliers. Third, outlier rank based on the multilevel Otsu's method can adaptively determine the rank thresholds and realize the hierarchical output according to the isolation degree of the outliers. The statistical results of different experiments illustrate the strong detection capability for high-dimensional time series datasets containing both isolated and assembled outliers by using the proposed ODCA algorithm.
Our future work will focus on a parameter-less outlier detection algorithm. Currently the user still needs to set the outlier ratio threshold, which requires a prior knowledge of the dataset. We will develop domain-specific algorithms to fully achieve the adaptive selection of thresholds. Also, we find that the process of constructing the cross-correlation function by calculating the cross-correlation coefficients can be handled in parallel. Therefore, we can use parallel processing platforms, such as GPU, to further reduce the program execution time. CHONGCHONG GUAN received the B.Sc. degree from the College of Information Science and Engineering, Central South University, Changsha, China, in 2017. She is currently pursuing the master's degree with Beihang University. Her main research areas are data mining and application in aeronautics and astronautics.
