Introduction
Fluorescence microscopy [1, 8] makes use of the fact that the light emitted by fluorescence molecules has a longer wavelength (Stokes' law) as depicted in figure 1.
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Firgure 1 : Fluorescence process
In a fluorescence microscopy, filters and dichroic mirror are choosen so that the excitation light can reach the specimen through the objective lens and only the fluorescence light is seen through the eye-pieces or is detected by the camera (see figure 2) . Fluorescence lifetime imaging is done using a normal fluorescence microscope equipped with a special illumination source and image sensor. Lifetime retrieval is done according to a homodyne detection scheme: the illumination intensity and the image sensors' gain are modulated in time at the same frequency but with an adjustable measure phase shift. An schematic description of the system is depicted in figure 3 .
The effect of the fluorescence process on the modulated excitation light is a phase shift and decrease of depth of modulation in the emission light compared to the excitation light. Demodulating this signal with the same frequency transforms lifetimes into intensity differences. The equation in figure 4 shows demodulation and low pass filtering with an image intensifier. For simplicity, the offsets to the input signal and detector sensitivity are ignored. Our goal is to develop an affordable (using e.g. laserdiodes and normal image intensifiers), simple-to-use, advanced (automatic calibration and image acuisition)) fluorescence workstation which is capable of automatic acquisition of fluorescence lifetime images (lifetimes in the range of 1 -150 ns). The modulation frequencies of this system are set between 1 and 100 MHz, to be able to 'see' the desired lifetime range.
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The modulated light is derived by direct amplitude- 
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White-noise modulated light method Theory
We consider a mixture of fluorescent lifetimes as a system with multiple poles. The transfer function of this system is a sum of exponentials. We want to get the parameters of these exponentials by exciting the system with a white noise signal. Such a signal has a flat frequency spectrum. By measuring the input and output signal we can get an estimation of the transfer function of the system. The system transfer function is:
(1)
In the Laplace domain this is:
Since we sample input and output signal, we are working in the discrete domain. The transfer function in the discrete domain is:
with a, = e . and T is sampling interval. For a 2-lifetime system, the transfer function is:
When such a system is used in combination with a white noise input signal, we have made an AutoRegressive Moving Average system [6, 7] . The equation for such a system is:
with u(n) is white noise and e(n) additive noise. After measurement of input and output signal we use an ARMAX estimator to get an estimation of the system parameters pn and qn. Out of these parameters the lifetimes can be calculated. 
Results of simulation.
We have performed numerical and electrical simulations of ARMAX systems. We shall first give the results of the numerical simulations, then those of the electrical simulations.
Numerical simulations
We have investigated the sensitivity of the ARMAX estimation process to additive noise. In equation 6 we have varied the noise term eln) and calculated the estimation of the parameters p n and qn. Out of these parameters the lifetime is calculated. We did the experiment as follows. We took a lifetime (e.g. 5 nsec) and calculated the system parameters p n and qn that would give us a system with a lifetime of 5 nsec. We then took a random noise signal u l n ) . With the parameters pn and qn we calculated signal y(n). We added a small random noise signal e(n). This resulting signal was put into the ARMAX estimator which gave us an estimation of p n and qn. From these estimates the lifetime is calculated. We have repeated this experiment for different noise signals e(n). We have put the results in the figures 5 -7 , in which the SNR is defined as: We can see from the previous figures that we need a minimum signal-to-noise ratio of 20 dB to estimate the parameter of a first order system. When the SNR is below 20 dB the estimation results become unacceptable. For a second order system we need a SNR value of 40 dB and for a third order system we need the high value of 80 dB. These high SNR values are needed to distinguish between different components of a multi-exponential model. When the SNR values are too low the bias of the estimation becomes too large and the variance of the estimator is too large as well.
Electrical simulations
After these numerical simulations we have performed electrical simulations. We have built an electrical filter that has the same transfer function as a multi-exponential system. We choose the values of the resistors and capacitors, so we know the location of the -3 dB points of the system. We want to recover these points using our ARMAX estimator. We have put a white noise signal from a Wavetek signal generator at the input of our filter, and sampled input and output signal using a LeCroy digitizing oscilloscope. These datasets are fed into the estimator. Out of the estimated parameters the -3 dB points are calculated. The electrical filters we used are figure 7 we showed that this is not high enough for a three-lifetime system.
Conclusions
We conclude that the ARMAX estimator is capable of estimating the parameters of multi exponential systems in numerical simulations. When real data is used, the estimator can give an accurate estimation of single and double exponential systems. Higher order exponential systems can not be handled at this moment.
