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This paper is concerned with an optimal shape design problem in ﬂuid mechanics. The
ﬂuid ﬂow is governed by the Stokes equations. The theoretical analysis and the numerical
simulation are discussed in two and three-dimensional cases. The proposed approach
is based on a sensitivity analysis of a design function with respect to the insertion of
a small obstacle in the ﬂuid ﬂow domain. An asymptotic expansion is derived for a large
class of cost functions using small topological perturbation technique. A fast and accurate
numerical algorithm is proposed. The eﬃciency of the method is illustrated by some
numerical examples.
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1. Introduction
Optimal shape design problems in ﬂuid mechanics have wide and valuable applications in aerodynamic and hydrody-
namic problems such as the design of car hoods, airplane wings, inlet shapes for jet engines, etc. One of the ﬁrst studies
is found in [23]. It is devoted to determine a minimum drag proﬁle submerged in a homogeneous, steady, viscous ﬂuid by
using optimal control theories for distributed parameter systems. Next, many shape optimization methods are introduced
to determine the design of minimum drag bodies [19,24], diffusers [7], valves [20], and airfoils [8]. The majority of works
dealing with optimal design of ﬂow domains fall into the category of shape optimization and are limited to determine the
optimal shape of an existing boundary [16,22,25,26,29].
It is only recently that topological optimization has been developed and used in ﬂuid design problems. It can be used
to design features within the domain allowing new boundaries to be introduced into the design. In this context, Borrvall
and Petersson [6] implemented the relaxed material distribution approach to minimize the power dissipated in Stokes ﬂow.
To approximate the no-slip condition along the solid–ﬂuid interface they used a generalized Stokes problem to model ﬂuid
ﬂow throughout the domain. Later, this approach has been generalized by Guest and Prévost in [13]. They treated the
material phase as a porous medium where ﬂuid ﬂow is governed by Darcy’s law. For impermeable solid material, the no-
slip condition is simulated by using a small value for the material permeability to obtain negligible ﬂuid velocities at the
nodes of solid elements. The ﬂow regularization is expressed as a system of equations; Stokes ﬂow governs in void elements
and Darcy ﬂow governs in solid elements.
In this paper, we propose a new method. Our approach is based on the topological sensitivity analysis [1,3,4,10,14,15,17,
18,21,28]. The optimal domain is constructed through the insertion of some obstacles in the initial one. The problem leads
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M. Abdelwahed et al. / J. Math. Anal. Appl. 356 (2009) 548–563 549to optimize the obstacles location. The main idea is to compute the topological asymptotic expansion of a cost function j
with respect to the insertion of a small obstacle inside the ﬂuid ﬂow domain. The obstacle is modeled as a small hole Oz,ε
around a point z having a homogeneous condition on the boundary ∂Oz,ε . The best location z of Oz,ε is given by the most
negative value of a scalar function δ j, called the topological gradient.
In the numerical part we propose a simple, fast and accurate optimization algorithm. The ﬁnal domain is obtained
using an iterative process building a sequence of geometries (Ωk)k starting with the initial ﬂuid ﬂow domain Ω0 = Ω .
Knowing Ωk , the new domain Ωk+1 is obtained by inserting an obstacle Ok in the domain Ωk; Ωk+1 = Ωk \ Ok . The
location and the shape of Ok are deﬁned by a level set curve of the topological gradient δ jk
Ok =
{
x ∈ Ωk such that δ jk(x) ck
}
,
where ck is a scalar parameter used to control the size of the inserted obstacle. The function δ jk is the leading term of the
variation j(Ωk \ Oz,ε) − j(Ωk).
Similar algorithms are developed for determining injectors locations in [18] and for inserting small and separated obsta-
cles in [15].
This paper is organized as follows. In Section 2, we present the Stokes system which is used as a constraint in the
optimal design problem. The section ends with a statement of the studied optimization problem and brieﬂy description of
the topological sensitivity method. Section 3 is devoted to a topological sensitivity analysis for the Stokes equations. The
obtained results are valid for a large class of cost functions. We derive a simpliﬁed topological sensitivity analysis for the
Stokes equations without using the truncation technique presented by Guillaume and Sid Idris in [15]. Our approach is based
on the well-known penalization technique used in ﬁnite element method for the implementation of a Dirichlet condition.
Finally, the algorithm and some numerical experiments in two and three dimension are presented in Section 4.
2. The state problem
Let Ω be a bounded domain of Rd , d = 2,3, with smooth boundary Γ . We consider an incompressible ﬂuid ﬂow in Ω
described by the Stokes equations. The velocity ﬁeld u and the pressure p satisfy the system
⎧⎨
⎩
−νu + ∇p = G in Ω,
∇ · u = 0 in Ω,
u = ud on Γ,
(1)
where ν denotes the kinematic viscosity of the ﬂuid, G is a given body force per unit of mass (gravitational force), and ud is
a given boundary velocity.
Because of the divergence free condition on u, ud must necessary satisfy the compatibility condition∫
Γ
ud · nds = 0,
where n is the unit normal vector along the boundary Γ .
2.1. Fluid ﬂow in the presence of a small obstacle
Let Oz,ε be a small obstacle inserted in the ﬂuid ﬂow domain Ω . We assume that Oz,ε has the form Oz,ε = z + εO,
where z ∈ Ω , ε > 0 and O is a given, ﬁxed and bounded domain of Rd , containing the origin, whose boundary ∂O is of C1.
In the presence of the obstacle Oz,ε , the velocity uε and the pressure pε satisfy
⎧⎨
⎩
−νuε + ∇pε = G + f in Ω,
∇ · uε = 0 in Ω,
uε = ud on Γ,
(2)
where f is an internal force due to the friction between the ﬂuid and the obstacle Oz,ε . By assuming that this friction force
is proportional to the (average) ﬂuid velocity in the porous media (cf. Darcy’s low), we can write f as
f (x) = −κ(x)u(x), x ∈ Ω, (3)
where κ(x) denotes the inverse of the local permeability of the medium at position x.
Then, (uε, pε) is solution to the following system
⎧⎨
⎩
−νuε + cεuε + ∇pε = G in Ω,
∇ · uε = 0 in Ω, (4)
uε = ud on Γ,
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cε(x) =
{
κ if x ∈ Oz,ε,
0 if x ∈ Ω \ Oz,ε. (5)
Note that the system (4) is known as the Brinkman equation (see Gartling et al. [11]) for the interpolation between Stokes
ﬂow and porous ﬂow. In [6] the same model (4) is derived via a modeling of a Couette ﬂow.
The coeﬃcient cε represents the porosity and we see that the extra term cεuε (as compared to the Stokes ﬂow problem)
has the form of an absorption term, which ensures zero velocities in the solid regions. Thus the variable cε allows for ﬂuid
ﬂow and solid to be covered in one model and one can formulate design problems that can determine the optimal lay-out
of ﬂuid ﬂow.
From the ﬁrst equation of (4) one can deduce that
uε = 1
κ
(νuε − ∇pε + G) in Oz,ε. (6)
Then if κ goes to inﬁnity in Oz,ε , for a given ε, the corresponding solution to (4) goes to (uε, pε) solution to the Stokes
equations in Ω \ Oz,ε with homogeneous Dirichlet boundary condition on ∂Oz,ε
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−νuε + ∇pε = G in Ω \ Oz,ε,
∇ · uε = 0 in Ω \ Oz,ε,
uε = ud on Γ,
uε = 0 on ∂Oz,ε.
(7)
This reminds us the well-known penalization technique used in ﬁnite element method for the implementation of a Dirichlet
condition. For similar technique and convergence results one can see Evgrafov [9] where the velocity ﬁeld is penalized
through the solid domain using two material phases with high and low permeability.
2.2. Variational formulation
From the weak variational formulation of (4), we deduce that uε is solution to
{
uε ∈ V,
Aε(uε,w) = lε(w), ∀w ∈ V0, (8)
where the functional spaces V and V0, the bilinear form Aε and the linear form lε are deﬁned by
V = {w ∈ H1(w)d, ∇ · w = 0 in Ω},
V0 = {w ∈ V, w |Γ = 0},
Aε(u,w) = ν
∫
Ω
∇u∇w dx+
∫
Ω
cεuw dx, ∀u,w ∈ V,
lε(w) =
∫
Ω
Gw dx, ∀w ∈ V .
2.3. Topological optimization problem
Consider a design function j of the form
j(Ω \ Oz,ε) = J (uε),
where J is deﬁned on H1(Ω)d for ε  0 and uε is the ﬂuid ﬂow velocity in the presence of the obstacle Oz,ε .
Our aim is to determine the optimal location of the obstacle Oz,ε in the ﬂuid ﬂow domain Ω in order to minimize the
function j. The optimization problem that we consider can be written as follows
min
Oz,ε⊂Ω
j(Ω \ Oz,ε) such that uε is the solution to (8).
To this end, we will derive a sensitivity analysis for j with respect to the insertion of a small obstacle Oz,ε inside the ﬂuid
ﬂow domain Ω .
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Topological optimization is concerned with the variation of a cost function j with respect to a topology modiﬁcation of
a domain. The most simple way of modifying the topology consists in creating a small hole in the domain. In the case of
structural shape optimization, creating a hole means simply removing some material. In the case of ﬂuid dynamics where
the domain represents the ﬂuid, creating a hole means inserting a small obstacle Oz,ε . The topological sensitivity tools
which have been developed by several authors [27,28,10] allow to ﬁnd the place where creating a small hole will bring the
best improvement of the cost function. It leads to an asymptotic expansion of the form
j(Ω \ Oz,ε) = j(Ω) + ρ(ε)δ j(z) + o
(
ρ(ε)
)
,
where ρ(ε) is a scalar positive function going to zero with ε. This expression is called the topological asymptotic expansion
and δ j is called the topological gradient. In order to minimize the cost function, the best location to insert a small obstacle
in Ω is where δ j is the most negative. In fact if δ j(z) < 0, we have j(Ω \ Oz,ε) < j(Ω) for small ε.
Starting with this observation, topological optimization algorithm can then be constructed. The optimal design is obtained
using an iterative process building a sequence of geometries (Ωk)k with Ω0 = Ω . At the kth iteration the topological gradient
δ jk is computed in Ωk and the new geometry Ωk+1 is obtained by inserting an obstacle Ok in the domain Ωk; Ωk+1 =
Ωk \ Ok . The obstacle Ok is deﬁned by a level set curve of δ jk
Ok =
{
x ∈ Ωk such that δ jk(x) ck
}
,
where ck is chosen in such a way that the cost function j decreases as most as possible. This algorithm can be seen as a
descent method where the descent direction is determined by the topological sensitivity δ jk and the step length is given by
the volume variation meas(Ωk \ Ωk+1).
3. Topological sensitivity analysis
In this section we derive the variation of the design function j with respect to the insertion of a small obstacle Oz,ε in
the ﬂuid ﬂow domain Ω .
We start our analysis by giving some estimates describing the variation of the velocity ﬁeld caused by the presence
of the obstacle Oz,ε . The main result of this section is presented by Theorem 3.2. It concerns the topological asymptotic
expansion of an arbitrary design function j. Some cost function examples are presented in Section 3.3.
Let us consider the following hypothesis:
Hypothesis 3.1.
(i) We assume that J is differentiable with respect to u, its derivative being denoted DJ (u).
(ii) There exists a real number δJ (z) such that
J (uε) − J (u0) = κ |O|εdδJ (z) + DJ (u0)(uε − u0) + o
(
εd
)
.
In the next, we denote by v0 ∈ V0 the unique solution to the adjoint problem
A0(v0,w) = −DJ (u0)(w), ∀w ∈ V0. (9)
3.1. Estimates of the velocity perturbation
We study here the velocity perturbation caused by the presence of a small obstacle Oz,ε . The following theorem gives
some estimates describing the behavior with respect to ε of the velocity variation uε − u0.
Theorem 3.1. The solution uε of (8) satisﬁes the following estimates
‖uε − u0‖H1(Ω) = O
(
εd/2
)
, (10)
‖uε − u0‖H1(Ω\B(z,R)) = O
(
εd/2+1
)
, (11)
‖uε − u0‖L2(Ω\Oz,ε) = O
(
εd/2+1
)
, (12)
‖uε − u0‖L2(Ω) = o
(
ε
d
2
)
, (13)
where B(z, R) = {x ∈ Ω, ‖x − z‖ < R}, ‖ · ‖ is the Euclidean norm and R is a ﬁxed positive radius such that B(z, R) ⊂ Ω and
Oz,ε ⊂ B(z, R).
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⎩
−νwε + cεwε + ∇qε = (c0 − cε)u0 in Ω,
∇ · wε = 0 in Ω,
wε = 0 on Γ.
Using the Green formula and (5) it follows
ν
∫
Ω
|∇wε|2 dx+
∫
Ω
cε|wε|2 dx = −
∫
Oz,ε
κu0(uε − u0)dx.
Then
|uε − u0|21,Ω  κ‖u0‖0,Oz,ε‖uε − u0‖0,Oz,ε .
By a change of variable and the fact that u0 is uniformly bounded in Oz,ε it follows
|uε − u0|21,Ω  κεd/2‖uε − u0‖0,Oz,ε .
From the fact that uε − u0 ∈ H10(Ω), we deduce that
‖uε − u0‖21,Ω  Cεd/2,
which prove the estimate (10).
• Now we consider the second and the third estimates. One can observe that (wε,qε) is solution to⎧⎪⎨
⎪⎩
−νwε + ∇qε = 0 in Ω \ Oz,ε,
∇ · wε = 0 in Ω \ Oz,ε,
wε = 0 on Γ.
With the help of the change of variable x = z + εy, it is proved in [2] that
‖wε‖1,Ω\B(z,R) + ‖wε‖0,Ω\Oz,ε  Cεd/2+1
∥∥σx(wε,qε)(z + εy)∥∥−1/2,∂O, (14)
where σ is the stress tensor; σ(wε,qε) = ν(∇wε + ∇wTε ) − qε I .
Set
w˜ε(y) = wε(z + εy)/ε and q˜ε(y) = sε(z + εy), ∀y ∈ (Ω \ Oz,ε)/ε.
One can remark that (w˜ε, q˜ε) solves⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−νw˜ε + ∇q˜ε = 0 in (Ω \ Oz,ε)/ε,
w˜ε = 0 on Γ/ε,
∇ · w˜ε = 0 in (Ω \ Oz,ε)/ε,
σy(w˜ε, q˜ε) · n = σx(wε,qε)(z + εy) on ∂O.
From the weak formulation of the last system it follows that
∥∥σx(wε,qε)(x+ εy)∥∥−1/2,∂O =
∥∥σy(w˜ε, q˜ε) · n∥∥−1/2,∂O  c(|w˜ε|1,(Ω\Oz,ε)/ε + ‖w˜ε‖0,(Ω\Oz,ε)/ε
)
.
By a change of variable, one can easily derive
|w˜ε|1,(Ω\Oz,ε)/ε = ε1−d/2|wε|1,Ω\Oz,ε and ‖w˜ε‖0,(Ω\Oz,ε)/ε = ε−d/2‖wε‖0,Ω\Oz,ε .
Then, we deduce
∥∥σx(wε,qε)(x+ εy)∥∥−1/2,∂O  cε−d/2(|wε|1,Ω\Oz,ε + ‖wε‖0,Ω\Oz,ε
)
 cε−d/2‖wε‖1,Ω . (15)
Combining (10), (14) and (15) we obtain
‖wε‖1,Ω\B(z,R) + ‖wε‖0,Ω\Oz,ε  cεd/2+1.
• For the fourth estimate, thanks to (12), it is suﬃcient to prove that ‖wε‖0,Oz,ε = o(εd/2).
Using Hölder inequality, we have
‖wε‖0,Oz,ε  cεd/2q‖wε‖L2p(Oz,ε) for all p,q ∈N∗ such that
1 + 1 = 1.
p q
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‖wε‖L2p(Ω)  c‖wε‖1,Ω ,
for 1 2p < +∞ in 2D and for 1 2p  6 in 3D.
Then, choosing p = 5/2 and q = 5/3 we get
‖wε‖0,Oz,ε  cε3d/10‖wε‖L5(Ω)  cε3d/10‖wε‖1,Ω .
Finally, using (10) we deduce the desired estimate
‖wε‖0,Oz,ε  cε8d/10 = o
(
εd/2
)
. 
3.2. Asymptotic expansion
We introduce the Lagrangian
Lε(u, v) = J (u) + Aε(u, v) − lε(v), ∀u, v ∈ V .
Using the fact that uε is solution to (8), we have
j(Ω \ Oz,ε) = Lε(uε, v), ∀v ∈ V0.
Then, it follows that
j(Ω \ Oz,ε) − j(Ω) = Lε(uε, v) − L0(u0, v)
= J (uε) − J (u0) + Aε(uε, v) − A0(u0, v) − lε(v) + l0(v), ∀v ∈ V0. (16)
Since lε is independent of ε, we have
lε(v) − l0(v) = 0, ∀v ∈ V0. (17)
The variation of the bilinear form is given by
Aε(uε, v) − A0(u0, v) = ν
∫
Ω
∇(uε − u0)∇v dx+
∫
Oz,ε
κuεv dx = A0(uε − u0, v) +
∫
Oz,ε
κuεv dx, ∀v ∈ V0.
Choosing v = v0, from (9) we deduce
Aε(uε, v0) − A0(u0, v0) = −DJ (u0)(uε − u0) + κ
∫
Oz,ε
uεv0 dx. (18)
Inserting (17) and (18) in (16) and using Hypothesis 3.1, it follows
j(Ω \ Oz,ε) − j(Ω) = κ
∫
Oz,ε
uεv0 dx+ κ |O|εdδJ (z) + o
(
εd
)
. (19)
Theorem 3.2. Under Hypothesis 3.1, the function j has the following asymptotic expansion
j(Ω \ Oz,ε) − j(Ω) = κ |O|εdδ j(z) + o
(
εd
)
,
where
δ j(z) = u0(z)v0(z) + δJ (z). (20)
Proof. Due to (19) it suﬃces to prove that∫
Oz,ε
κuεv0 dx = κ |O|εdu0(z)v0(z) + o
(
εd
)
.
We have∫
O
κuεv0 dx =
∫
O
κu0v0 dx+
∫
O
κwεv0 dx. (21)z,ε z,ε z,ε
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Oz,ε
κu0v0 dx = εd
∫
O
κu0(z)v0(z)dy + εd
∫
O
[
u0(z + εy)v0(z + εy) − u0(z)v0(z)
]
dy.
By the Taylor expansion, using the fact that u0 and v0 are regular in a neighborhood of z, we obtain
εd
∫
O
[
u0(z + εy)v0(z + εy) − u0(z)v0(z)
]
dy = o(εd).
Then, ∫
Oz,ε
κu0v0 dx = εdκ |O|u0(z)v0(z) + o
(
εd
)
.
Consider now the second term of the right-hand side in (21). Using the Hölder inequality, we derive∣∣∣∣
∫
Oz,ε
v0wε dx
∣∣∣∣ ‖v0‖0,Oz,ε‖wε‖0,Oz,ε .
By a change of variable and the fact that v0 is uniformly bounded in Oz,ε we get∣∣∣∣
∫
Oz,ε
v0wε dx
∣∣∣∣ cεd/2‖wε‖0,Oz,ε .
We have proved that ‖wε‖0,Oz,ε = o(εd/2) (see the proof of Theorem 3.1). Then it follows that∣∣∣∣
∫
Oz,ε
v0wε dx
∣∣∣∣= o(εd). 
3.3. Cost function examples
We present here three examples of cost function verifying Hypothesis 3.1.
3.3.1. First example
We consider a cost function J of the form
J (u) = J (u|DR ), ∀u ∈ H1(DR),
where DR = Ω \ B(z, R), R being a ﬁxed radius such that Oz,ε ⊂ B(z, R) and B(z, R) ⊂ Ω . The function J is deﬁned on
H1(DR) verifying
J (u0|DR + h) = J (u0|DR ) + L(h) + o
(‖h‖1,DR ), ∀h ∈ H1(DR), (22)
where L is a linear and continuous form on H1(DR).
Proposition 3.1. The cost function J satisﬁes Hypothesis 3.1 with
DJ (u) = L(u|DR ), ∀u ∈ H1(Ω), and δJ (z) = 0, ∀z ∈ Ω.
Proof. We have
J (uε) − J (u0) = J (uε |DR ) − J (u0|DR ) = J
(
u0|DR + (uε − u0)|DR
)− J (u0|DR ).
Choosing h = (uε − u0)|DR in (22), it follows
J (uε) − J (u0) = L
(
(uε − u0)|DR
)+ o(‖uε − u0‖1,DR ).
From Theorem 3.1 we obtain
J (uε) − J (u0) = L
(
(uε − u0)|DR
)+ o(εd). 
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It concerns the cost function
J (u) =
∫
Ω
αε|u − Ud|2 dx,
where
Ud ∈ H2(Ω) and αε(x) =
{
α0 + κ in Oz,ε,
α0 in Ω \ Oz,ε,
where α0 is a positive constant.
Proposition 3.2. The function J satisﬁes Hypothesis 3.1 with
DJ (u0)(w) = 2
∫
Ω
α0(u0 − Ud)w dx and δJ (z) =
∣∣u0(z) − Ud(z)∣∣2, ∀z ∈ Ω.
Proof. The variation of J reads
J (uε) − J (u0) =
∫
Ω
αε|uε − Ud|2 dx−
∫
Ω
α0|u0 − Ud|2 dx
=
∫
Ω
α0
(|uε − Ud|2 − |u0 − Ud|2)dx+
∫
Ω
(αε − α0)|u0 − Ud|2 dx
= 2
∫
Ω
αε(u0 − Ud)(uε − u0)dx+
∫
Ω
αε|uε − u0|2 dx+
∫
Oz,ε
κ |u0 − Ud|2 dx.
Due to Theorem 3.1 we have
2
∫
Ω
αε(u0 − Ud)(uε − u0)dx = 2
∫
Ω
α0(u0 − Ud)(uε − u0)dx+ 2
∫
Oz,ε
κ(u0 − Ud)(uε − u0)dx
= 2
∫
Ω
α0(u0 − Ud)(uε − u0)dx+ o
(
εd
)
and ∫
Ω
αε|uε − u0|2 dx = o
(
εd
)
.
Using a Taylor expansion and the change of variable x = z + εy, we derive that∫
Oz,ε
κ |u0 − ud|2 dx = κ |O|εd
∣∣u0(z) − Ud(z)∣∣2 + o(εd).
Then,
J (uε) − J (u0) = DJ (u0)(uε − u0) + κ |O|εdδJ (z) + o
(
εd
)
,
with
DJ (u0)(w) = 2
∫
Ω
α0(u0 − Ud)w dx, ∀w ∈ V, and δJ (z) =
∣∣u0(z) − Ud(z)∣∣2. 
3.3.3. Third example
It concerns the cost function
J (u) = ν
∫
Ω
|∇u − ∇Ud|2 dx,
where Ud ∈ H2(Ω).
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DJ (u0)(w) = 2ν
∫
Ω
∇(u0 − Ud)∇w dx, ∀w ∈ V, and δJ (z) = 0.
Proof. We have
J (uε) − J (u0) = ν
∫
Ω
|∇uε − ∇Ud|2 dx− ν
∫
Ω
|∇u0 − ∇Ud|2 dx
= ν
∫
Ω
|∇uε − ∇u0|2 dx+ 2ν
∫
Ω
∇(u0 − Ud)∇(uε − Ud)dx.
Thanks to the Green formula, it follows
ν
∫
Ω
|∇uε − ∇u0|2 dx = −
∫
Ω
cε|uε − u0|2 dx+
∫
Oz,ε
κu0(uε − u0)dx.
Theorem 3.1 implies that
∫
Ω
cε|uε − u0|2 dx = o
(
εd
)
and ∫
Oz,ε
κu0(uε − u0)dx cεd/2‖uε − u0‖L2(Ω) = o
(
εd
)
.
Then the cost function J satisﬁes
J (uε) − J (u0) = DJ (u0)(uε − u0) + o
(
εd
)
,
with
DJ (u0)(w) = 2ν
∫
Ω
∇(u0 − Ud)∇w dx, ∀w ∈ V . 
4. Numerical experiments
As application of the previous theoretical results, we consider in this section some engineering applications commonly
found in the ﬂuid mechanics literature.
We consider a viscous and incompressible ﬂuid in a tank Ω having one inlet Γin and some outlets Γ iout . The aim is to
determine the optimal geometry of the ﬂuid ﬂow domain minimizing a given objective function J :
min
D∈Dad
J (uD) such that uD satisﬁes the Stokes system in D and |D| Vdesired,
where Dad is the set of admissible domains deﬁned by
Dad =
{
D ⊂ Ω such that Γin ⊂ ∂Ω ∩ ∂O and Γ iout ⊂ ∂Ω ∩ ∂O
}
.
Here |D| is the Lebesgue measure of D and Vdesired denotes the target volume (weight).
To avoid working on a problem with a volume constraint, we introduce a Lagrange multiplier l and we consider the
following minimization problem
min
D∈Dad
j(D),
where j is the design function deﬁned by j(D) = j1(D) + l j2(D), with:
– j1 is the design function associated to the objective function J ; j1(D) = J (uD).
– j2 is the difference between actual and desired volume of the domain, j2(D) = |D| − Vdesired .
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j2(D \ Oz,ε) − j2(D) = −|Oz,ε| = −|O|εd,
one can deduce the next result describing the variation of j with respect to the presence of an obstacle Oz,ε in the ﬂuid
ﬂow domain D .
Proposition 4.1. Under Hypothesis 3.1, the function j admits the following asymptotic expansion
j(D \ Oz,ε) − j(D) = κ |O|εdδ j(z) + o
(
εd
)
,
with
δ j(z) = uD(z)vD(z) + δJ (z) − l/κ, ∀z ∈ D, (23)
where vD is the solution to the associated adjoint problem in D.
Since κ |O|εd is a positive constant, one can remark that if δ j(z) < 0, we have j(D \ Oz,ε) < j(D) for small ε. Then, in
order to minimize j, the best location z of the small obstacle Oz,ε in the domain D is where δ j is the most negative.
Based on this remark, we propose in the next part of this section a simple and fast topological optimization algorithm
and we present some numerical results.
The rest of this section is organized as follows. The proposed algorithm is described in Section 4.1. In order to test the
advantage of our approach, we compare in Section 4.2 our results to those obtained in [6,12]. In Section 4.3, we propose an
extension of the two 2D examples considered in the previous section to the three-dimensional case. In Section 4.4 we deal
with an other interesting example concerning the shape optimization of tubes in a three-dimensional cavity.
4.1. The optimization algorithm
We apply an iterative process to build a sequence of geometries (Ωk)k0 with Ω0 = Ω . At the kth iteration the topo-
logical gradient is denoted by δ jk and the new geometry Ωk+1 is obtained by inserting an obstacle Ok in the domain Ωk;
Ωk+1 = Ωk \ Ok . The location and the size of the obstacle Ok are chosen in such a way that j(Ωk+1) − j(Ωk) is negative.
Based on the last remark, the obstacle Ok is deﬁned by a level set curve of the topological gradient δ jk
Ok =
{
x ∈ Ωk such that δ jk(x) ck  0
}
,
where ck is chosen in such a way that |Ok|/|Ωk| is less than a given ratio δ ∈ ]0,1[.
Algorithm. Topology optimization with volume constraint.
• Initialization: choose Ω0 = Ω , and set k = 0.
• Repeat until |Ωk| Vdesired:
– compute uk the solution to the Stokes equations (24) in Ωk ,
– compute vk the solution to the associated adjoint problem (25) in Ωk ,
– compute the topological sensitivity δ jk(z), ∀z ∈ Ωk ,
– determine Ωk+1 = Ωk \ Ok , where Ok = {x ∈ Ωk such that δ jk(x) ck  0},
– k ← k + 1.
The topological gradient δ jk is deﬁned by
δ jk(z) = uk(z)vk(z) + δJk(z) − l/κ, ∀z ∈ Ωk,
where uk is the velocity ﬁeld solution to{−νuk + ∇pk = G in Ωk,
∇ · uk = 0 in Ωk,
(24)
and vk is the solution to the associated adjoint problem{−νvk + ∇qk = −DJ (uk) in Ωk,
∇ · vk = 0 in Ωk.
(25)
The discretization of the problems (24) and (25) is based on the mixed ﬁnite element method P1 + bubble/P1 [5]. The
function δ jk is computed piecewise constant over elements. The term δJk is the variation of the considered cost function J .
The constant ck determines the volume of the obstacle Ok to be inserted. In practice, ck is chosen in such a way that:
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(i) Ok ⊂ {x ∈ Ωk such that δ jk(x) 0},
(ii) the obstacle volume |Ok| is less or equal to 10% of the current domain volume |Ωk| i.e. |Ok|/|Ωk| 0.1.
This algorithm can be seen as a descent method where the descent direction is determined by the topological sensitiv-
ity δ jk and the step length is given by the volume variation |Ωk \ Ωk+1|.
4.2. Comparison
In order to test the advantage of our approach, we compare our results to those obtained in [6,12]. We consider two
numerical examples in two-dimensional (2D) case. The ﬁrst one is the pipe bend example presented in Fig. 1. This test
case is treated by Borrvall and Petersson in [6]. The second one is the double pipe shown in Fig. 2. It is also considered
by Borrvall and Petersson in [6] and recently by Guest and Prévost in [12]. The aim here is to obtain the optimal shape
minimizing the dissipated power in the ﬂuid.
The considered cost function is given by
j1(D) = ν
∫
D
|∇uD |2 dx,
where uD is the solution to the Stokes system in D .
The optimization problem consists in ﬁnding the ﬂuid ﬂow domain solution to
min
D∈Dad
j1(D) such that |D| Vdesired.
In both cases the inﬂow and the outﬂow conditions are given by a parabolic ﬂow proﬁle type with a maximum ﬂow velocity
equal to 1. Elsewhere the velocity is prescribed to be zero on the boundary of the domain.
4.2.1. 2D pipe bend example
We consider a cavity Ω = ]0,1[ × ]0,1[ having one inlet (left) and one outlet (bottom) (see Fig. 1(a)). The aim is to
determine the optimal design of the pipe that connect the inlet to the outlet of the cavity minimizing the dissipated power
in the ﬂuid.
The cavity Ω is discretized using a ﬁnite elements mesh with 6561 nodes and 12800 triangular elements. The results of
this example are presented in Fig. 1. The obtained pipe geometry is described in Fig. 1(b). It is computed using Vdesired =
0.08π |Ω|. The prescribed volume constraint is chosen so that the optimal solution has the same volume as a quarter torus
of inner radius 0.7 and outer radius 0.9 that exactly ﬁts to the inlet and outlet.
The obtained solution is nearly identical to those presented in Borrvall and Petersson [6]. However, we obtain this result
in 14 iterations, where Borrvall and Petersson needed more than sixty. As it can be seen, we have a more torus shaped
pipe than in [6], like mostly pipe bends in ﬂuid mechanics literature. As it is stated in [12], the solution in Borrvall and
Petersson [6] contains regions of artiﬁcial material and do not suﬃciently take into account the adherence condition.
4.2.2. 2D double pipe example
The initial domain of this example is shown in Fig. 2(a). It is the rectangular Ω = ]0,3/2[ × ]0,1[ with two inlets and
two outlets.
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Fig. 3. The initial domain.
The cavity Ω is discretized using a ﬁnite elements mesh with 9801 nodes and 19200 triangular elements. The results of
this example are presented in Fig. 2. The ﬁnal geometry is computed with Vdesired = 13 |Ω|.
We present in Fig. 2(b) the obtained geometry. The ﬁnal geometry is obtained in only 12 iterations, where Borrvall and
Petersson needed more than sixty. We remark that the two pipes join to form a single, wider pipe through the center of
the domain. This design decreases the length of the ﬂuid–solid interface by decreasing the power lost. As it can be seen,
the optimal solution is identical to that obtained by Guest and Prévost [12], but it does not match that of Borrvall and
Petersson [6]. As for the pipe bend example, the solution in [6] contains regions of artiﬁcial material and do not suﬃciently
take into account the adherence condition.
4.3. Three-dimensional case
In this section we propose an extension of the two 2D examples considered in the last section to the three-dimensional
case.
4.3.1. 3D pipe bend example
For the 3D pipe bend example, the initial domain is the unit cube Ω = ]0,1[ × ]0,1[ × ]0,1[ having one inlet and one
outlet (see Fig. 3). The inlet Γin (left) and the outlet Γout (bottom) are described by the following discs
Γin = B(zin,0.1) ∩ {0} × ]0,1[ × ]0,1[ and Γout = B(zout,0.1) ∩ ]0,1[ × ]0,1[ × {0},
where B(zβ,0.1), β = in,out, is the ball of center z and radius 0.1, with zin = (0,0.5,0.8) and zout = (0.8,0.5,0).
For the boundary conditions, we consider a parabolic ﬂow proﬁle type with a maximum ﬂow velocity equal to 1 on
Γin and Γout , and a velocity equal to zero elsewhere. The domain is discretized using 29791 nodes and 162000 tetrahedral
elements.
Like in the 2D case, we aim to determine the optimal design of the pipe that connect the inlet to the outlet of the
domain minimizing the dissipated power in the ﬂuid.
We present in Fig. 4 the optimal pipe domains obtained for different volume constraint Vdesired choices. The ﬁrst case
(Fig. 4(a)), corresponding to Vdesired = 0.50|Ω|, is obtained after 7 iterations, the second one (Fig. 4(b)) after 11 iterations
for Vdesired = 0.35|Ω| and the last one (Fig. 4(c)) needs 16 iterations to reach Vdesired = 0.20|Ω|.
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Fig. 5. The initial domain.
4.3.2. 3D double pipe bend example
The initial domain is the cavity Ω = ]0,3/2[ × ]0,1[ × ]0,1[ (described in Fig. 5). It has two inlets (left) Γ iin , i = 1,2, and
two outlets (right) Γ iout , i = 1,2, deﬁned by
Γ 1in = B
(
z1in,0.1
)∩ {0} × ]0,1[ × ]0,1[, Γ 2in = B(z2in,0.1)∩ {0} × ]0,1[ × ]0,1[,
Γ 1out = B
(
z1out,0.1
)∩ {3/2} × ]0,1[ × ]0,1[, Γ 2out = B(z2out,0.1)∩ {3/2} × ]0,1[ × ]0,1[,
where
z1in = (0,1/2,1/4), z2in = (0,1/2,3/4), z1out = (3/2,1/2,1/4), and z2out = (3/2,1/2,3/4).
For the boundary conditions, as in the last example, we consider a parabolic ﬂow proﬁle type with a maximum ﬂow
velocity equal to 1 on Γ iin and on Γ
i
out , and a velocity equal to zero elsewhere. We use a mesh with 160602 nodes and
895900 tetrahedral elements.
We present in Fig. 6 the obtained geometries respectively for Vdesired = 0.40|Ω| (9 iterations) and Vdesired = 0.10|Ω|
(21 iterations).
4.4. Shape optimization of tubes in a 3D cavity
In this section we treat the shape optimization of tubes in a cavity. We consider an incompressible ﬂuid in a cavity Ω
having one inlet Γin and four outlets Γ iout , i = 1,4. The aim here is to determine the optimal shape of the tubes that connect
the inlet to the outlets of the cavity maximizing the outﬂow rate. It consists in inserting small obstacles in the cavity in
order to maximize the outﬂow rate at Γ iout , i = 1,4 (see Fig. 7).
In our computation, we have used the cavity Ω = ]0,1[ × ]0,1[ × ]0,1[ with the inlet Γin:
Γin =
{
(x, y, z) ∈ Ω such that x2 + (y − 0.5)2 + (z − 0.5)2  0.04}
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Fig. 7. The initial domain.
and the four outlets Γ 1out , Γ
2
out , Γ
3
out and Γ
4
out:
Γ 1out =
{
(x, y, z) ∈ Ω such that (x− 0.75)2 + (y − 0.5)2 + z2  0.0025},
Γ 2out =
{
(x, y, z) ∈ Ω such that (x− 0.75)2 + (y − 0.5)2 + (z − 1)2  0.0025},
Γ 3out =
{
(x, y, z) ∈ Ω such that (x− 0.75)2 + y2 + (z − 0.5)2  0.0025},
Γ 4out =
{
(x, y, z) ∈ Ω such that (x− 0.75)2 + (y − 1)2 + (z − 0.5)2  0.0025}.
The considered cost function measuring the outﬂow rate is given by
j1(D) =
m∑
i=1
∫
Γ iout
|uD · n|ds,
where D ∈ Dad and uD is the velocity ﬁeld, solution to the Stokes equations in D satisfying the following boundary condi-
tions:
– A free surface boundary condition on the outlets
σ(u) · n= 0 on
m⋃
i=1
Γ iout,
where σ(u) = ν(∇u + ∇uT ) − pI , I is the 3× 3 identity matrix and n denotes the outward normal to the boundary.
– The normal component of the stress tensor is prescribed on the inlet Γin
σ(u) · n= g on Γin.
– The velocity is equal to zero on Γ \ (⋃mi=1 Γ iout ∪ Γin).
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Fig. 9. Variation of the outﬂow rate.
In Fig. 8 we show the obtained solutions for different volume constraints. We present the obtained geometry: in Fig. 8(a)
for Vdesired = 0.35|Ω|, in Fig. 8(b) for Vdesired = 0.25|Ω| and in Fig. 8(c) for Vdesired = 0.15|Ω|. These domains are obtained
respectively after 10, 14 and 19 iterations. In Fig. 9 we illustrate the variation of the outﬂow rate.
5. Further comments and conclusions
In this work we have proposed an accurate and fast topological optimization algorithm. The goal is to design the optimal
shape of a ﬂuid ﬂow domain. The ﬁnal domain is obtained iteratively by inserting some obstacles at each iteration. The
location and size of the obstacles are described by the topological gradient function which represents the leading term of
the cost function variation with respect to the insertion of a small obstacle in the ﬂuid ﬂow domain.
The proposed approach has two main features that make it a promising method. The ﬁrst one concerns its mathematical
framework. We have proposed a simple method based on the penalization technique. A topological asymptotic expansion
is derived for a large class of cost functions. The proposed sensitivity analysis can be adapted for various operators like
elasticity, Helmholtz, Maxwell, Navier Stokes, etc.
The second interesting feature of the approach is that it leads to a fast and accurate numerical algorithm. Only a few
iterations are needed to construct the ﬁnal domain. It is easy to be implemented and can be used for many applications. At
each iteration we only need to solve the direct and the adjoint problems on a ﬁxed grid.
In practice we have obtained interesting numerical results but there is no guarantee that the proposed algorithm con-
verges to the exact topological minimum.
In one hand, the step length is chosen a priori (not necessarily an inﬁnitesimal step). As a consequence, the domain can
be shrunk too much.
In the other hand, the topological gradient δ j only provides information on where to add obstacles, but not where to
remove already existing obstacles: once an obstacle has been introduced in the domain, it will remain there during all
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particular obstacle could improve the cost function. Such a drawback can lead to a locally optimal solution.
Removing holes in topological optimization is however, up to our knowledge, still an open problem, which deserves
attention. The particular case, where there are a ﬁnite small and well separated holes, is discussed in [14]. The general
case is not discussed any where. There is a need for tools giving an estimate of the cost function variation when removing
existing holes. The theoretical and numerical aspects of this problem will be the subject of a forthcoming paper.
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