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We conSider aclass of reaction-diffuSion SyStemS where the diffuSivity of the Second
equation tendS to infinity and we illuStrate in model problemS the uSe of energy estimateS
for basic exiStence and convergence reSultS of the SolutionS.
We conSider alSo free boundary problemS of obStacle type as aSpecial clasS of partial
differential equationS with diScontinuouS nonlinearitieS, following the plan:
1. Elliptic problemS
1.1. Amodel nonlocal equation
1.2. DiscontinuouS reaction termS
1.3. ObStacle problemS
2. Parabolic problemS
2.1. Non-localization via the Shadow SyStem
2.2. DiScontinuouS nonlinearities
2.3. ExtenSion to aunilateral problem
Although moSt reSultS of thiS paper can be found in previouS workS, namely in ajoint
work with D. HilhorSt [HR] and in the referenceS quoted there, Some new extenSionS to the
obStacle problem, whoSe general referenceS can be found in the bookS [L], [F] or [R2], are
taken from [R4] and [RS]. In thiS last work an application to the diffuSion of the oxygen
with anonlocal diffuSion coefficient iS conSidered. Other motivationS for conSidering theSe
type of mathematical problemS ariSe in the Study of dynamicS of the mechaniSm of basic
pattern formation (See, for inStance, [N], [LS], [HS] or [K]), in excitable media (See [OMK]
and itS referenceS), in combuStion problemS (See, for inStance, [FT], [FN] or [BRS]) or in




1. Amodel nonlocal equation
Consider in abounded open subset $\Omega\subset \mathbb{R}^{n}$ , an arbitrary $f\in L^{2}(\Omega)$ and agiven mea-
surable function $a:\Omega\cross \mathbb{R}arrow \mathbb{R}$ , continuous in the second variable, i.e., $a(x, \cdot)\in C^{0}(\mathbb{R})$
for $\mathrm{a}.\mathrm{e}$ . $x\in\Omega$ and, such that, for some constants $\mathrm{a}$ , $\overline{\alpha}$ :
$0<\underline{\alpha}\leq a(x, \rho)\leq\overline{\alpha}$ , $\forall\rho\in \mathbb{R}$, a.e. x $\in \mathrm{Q}$ . (1.1)
For $\sigma>0$ , we consider the homogeneous Dirichlet-Neumann problem for the reaction-
diffusion system ( $\partial_{n}$ denotes the normal derivative $\partial/\partial n$):
$-\nabla$ . $(a(v_{\sigma})\nabla u_{\sigma})=f$ in $\Omega$ , $u_{\sigma}--0$ on $\partial\Omega$ , (1.2\rangle
$-\sigma\Delta v_{\sigma}=u_{\sigma}-v_{\sigma}$ in $\Omega$ , $\partial_{n}v_{\sigma}=0$ on $\partial\Omega$ . (1.3)
Proposition 1.1. There exist solutions $(u_{\sigma}, v_{\sigma})$ to (1.2),(1.3) such that
$u=0$ on $\partial\Omega$ . (1.4)
$u_{\sigma}arrow u$ in $H_{0}^{1}(\Omega)$ , $v_{\sigma}arrow f_{\Omega}u$ in $H^{1}(\Omega)$ as $\sigmaarrow\infty$ ,
where $f_{\Omega}u$ is the average of $u$ in $\Omega$ and $u$ solves the nonlocal problem
$-\nabla\cdot(a(;_{\Omega}u)\nabla u)=f$ in $\Omega$ ,
$\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ We write (1.2) and (1.3) in variational form
$u_{\sigma}\in H_{0}^{1}(\Omega)$ : $\int_{\Omega}a(v_{\sigma})\nabla u_{\sigma}\cdot\nabla\varphi=\int_{\Omega}f\varphi$ , $\forall\varphi\in H_{0}^{1}(\Omega)$ , (1.5)
$v_{\sigma}\in H^{1}(\Omega)$ : $\sigma\int_{\Omega}\nabla v_{\sigma}\cdot\nabla\zeta=\int_{\Omega}(u_{\sigma}-v_{\sigma})\zeta$ , $\forall\zeta\in H^{1}(\Omega)$ . (1.6)
For any given $v_{\sigma}\in L^{2}(\Omega)$ in (1.5), with $\varphi=u_{\sigma}$ we obtain the apriori estimate
$c_{0} \int_{\Omega}u_{\sigma}^{2}\leq\int_{\Omega}|\nabla u_{\sigma}|^{2}\leq C$ , (1.7)
where $C$ depends only on $\mathrm{a}$ , $f$ and the constant $c_{0}$ of Poincare’ inequality, and therefore
it is independent of $v_{\sigma}$ and $\sigma>0$ .
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Letting ( $=v_{\sigma}$ in (1.6) we immediately obtain also
$\int_{\Omega}v_{\sigma}^{2}\leq\int_{\Omega}u_{\sigma}^{2}\leq C’=\frac{C}{c_{0}}$ and $\int_{\Omega}|\nabla v_{\sigma}|^{2}\leq\frac{C’}{\sigma}$ (1.8)
Since (1.6) is alinear problem in $v_{\sigma}$ for fixed $u_{\sigma}\in L^{2}(\Omega)$ , we easily construct a
nonlinear operator $S$ from the ball $B$ of radius $\sqrt{C’}$ in $L^{2}(\Omega)$ , by solving (1.5) with those
solutions of (1.6). By (1.7), its image $S(B)\subset B$ and $S$ is compact by the compactness
of $H_{0}^{1}(\Omega)\subset L^{2}(\Omega)$ . By the Schauder fixed point theorem, there exist solutions $(u_{\sigma}, v_{\sigma})$ to
$(1.5),(1_{-}6)$ . By the estimates (1.7) and (1.8), for subsequences, we have as $\sigmaarrow \mathrm{o}\mathrm{o}$
$u_{\sigma}arrow u$ in $H_{0}^{1}(\Omega)$-weak and $v_{\sigma}arrow v=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ , in $H^{1}(\Omega)$ .
Letting $\zeta=1$ in (1.6) we have $\int_{\Omega}v_{\sigma}=\int_{\Omega}u_{\sigma}$ and since $f_{\Omega}v_{\sigma}arrow f_{\Omega}v$ and $f_{\Omega}u_{\sigma}arrow f_{\Omega}u$
as $\sigmaarrow\infty$ , we find $v=f_{\Omega}v=f_{\Omega}u$ .
Taking this limit in (1.5), we obtain
u $\in H_{0}^{1}(\Omega)$ : $\int_{\Omega}a(;_{\Omega}u)\nabla u\cdot\nabla\varphi=\int_{\Omega}f\varphi$ , $\forall\varphi\in H_{0}^{1}(\Omega)$ , (1.9)
which is the variational formulation of (1.4). Finally comparing (1.9) with (1.5), and
observing that $a(v_{\sigma})arrow a(f_{\Omega}u)$ in $L^{p}(\Omega)$ , $\forall p<\infty$ and $\mathrm{a}.\mathrm{e}$ . in $\Omega$ , we easily conclude the
strong convergence $u_{\sigma}arrow u$ in $H_{0}^{1}(\Omega)$ . $\bullet$
In general we cannot expect uniqueness of solutions in (1.2),(1.3) nor in (1.4) even in
the case when $a$ is independent of $x$ , as it was observed in [CR]. Indeed, we remark that
$u$ is asolution of
$-a(f_{\Omega}u)\Delta u=f$ in $\Omega$ , $u=0$ on $\partial\Omega$ , (1.10)
if and only if u $=u_{1}/a(f_{\Omega}u)$ , where $u_{1}$ is the unique solution of (1.10) with a $\equiv 1$ . hence
by integrating in $\Omega$ , we see that $\rho=f_{\Omega}u$ solves the equation in $\mathrm{R}$
$a(\rho)=f_{\Omega}u_{1}/\rho$ . (1.11)
Reciprocally, if $\rho$ solves (1.11), then $u=\rho u_{1}/f_{\Omega}u_{1}$ solves (1.10).
Since the equation (1.11) may have, in general, more than one real root (it may have
even acontinuum of solutions) the same may occur for (1.10). However, this cannot
happen if $a(x, \rho)$ is Lipschitz continuous in $\rho$ , with small oscillation, i.e., if there exists a
sufficiently small $at’>0$ such that
$|a(x, \rho)-\mathrm{a}(\mathrm{x}, \tau)|\leq\alpha’|\rho-\tau|$ , a.e. x $\in\Omega$ . (1.10)
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Proposition 2. There exists ($5>0$ such that, if (1.12) for $ex’<6$ then (1.4) admits at
most one solution. The same conclusion holds for the system (1.2), (1.1), if, in addition,
a is continuous in x CE $\ovalbox{\tt\small REJECT}$ , f cE $7(\mathrm{O})$ for p $>n$ and ac is of class $C^{1}$ .
Proof: If u and \^u are two solutions to (1.4) (or (1.9)) then we may write for their
difference w=u-\^u (using (1.1), (1.7) and (1.12)):
$\underline{\alpha}\int_{\Omega}|\nabla w|^{2}\leq\int_{\Omega}a(f_{\Omega}u)|\nabla w|^{2}\leq\int_{\Omega}[a(f_{\Omega}\hat{u})-a(f_{\Omega}u)]$ \nabla \^u $\cdot\nabla w$
$\leq\alpha’|;_{\Omega}w|(\int_{\Omega}|\nabla\hat{u}|^{2})^{1/2}(\int_{\Omega}|\nabla w|^{2})^{1/2}\leq\alpha^{\prime\sqrt{\frac{C}{c_{0}|\Omega|}}\int_{\Omega}|\nabla w|^{2}}$
Therefore if $\alpha’<\underline{\alpha}\sqrt{c_{0}|\Omega|}/C$ , we must have $w=0$ , i.e. u=\^u.
For the system (1.2),(1.3) we need to use some elliptic regularity theory (see [R2], for
references). If $f\in L^{p}(\Omega)$ , $p>n$ , we have $\hat{u}_{\sigma}\in C^{0}(\overline{\Omega})$ and then also $\hat{v}_{\sigma}\in C^{0}(\overline{\Omega})$ ;hence
$\mathrm{a}(\mathrm{v}\mathrm{a})\in C^{0}(\overline{\Omega})$ and also $\nabla\hat{u}_{\sigma}\in U(\Omega)$ for $p>n$ . We observe $u_{\sigma}-\hat{u}_{\sigma}$ solves the equation
$\nabla\cdot(a(v_{\sigma})\nabla(u_{\sigma}-\hat{u}_{\sigma}))=\nabla\cdot\{[a(v_{\sigma})-a(\hat{v}_{\sigma})]\nabla\hat{u}_{\sigma}\}$ in $\Omega$ .
Hence, using the generalized maximum principle in this equation, we have
$||u_{\sigma}-\hat{u}_{\sigma}||_{L^{\infty}(\Omega)}\leq C||[a(v_{\sigma})-a(\hat{v}_{\sigma})]\nabla\hat{u}_{\sigma}||_{L^{\mathrm{p}}(\Omega)}$
$\leq\alpha’\hat{C}||v_{\sigma}-\hat{v}_{\sigma}||_{L}\infty(\Omega)\leq\alpha’\hat{C}||u_{\sigma}-\hat{u}_{\sigma}||_{L}\infty(\Omega)$ .
The last inequality is also aconsequence of the maximum principle applied to (1.3).
Again, we see that if $\alpha’<1/\hat{C}$ we must have $u_{\sigma}=\hat{u}_{\sigma}$ and the uniqueness follows for the
system (1.2),(1.3). $\bullet$
1.2. Discontinuous reaction terms
We can extend the framework of the preceding section to more general reaction terms
in the right hand side of (1.2). We may suppose $f=f(x, u, v)$ , under appropriate growth
conditions on $(u, v)$ , and allow this dependence to have certain discontinuities. However,
the notion of solution must be extended as the following counter-example shows.
If $h$ denotes the Heaviside function ($h(s)=1$ if $s>0$ , and $h(s)=0$ if $s\leq 0$), consider
the Dirichlet problem
$-\Delta u=h(\mu-f_{\Omega}u)$ in $\Omega$ , u $=0$ on $\partial\Omega$ , (1.13)
where $0<\mu<f_{\Omega}u_{1}$ . Here $u_{1}$ denotes the solution of (1.13) with h replaced by 1and we
have $f_{\Omega}u_{1}>0$ . Since $0\leq h\leq 1$ , by the maximum principle, if u solves (1.13) we have
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$0\leq u\leq u_{1}$ in $\Omega$ and we obtain the absurds: if $f_{\Omega}u\geq\mu>0$ then $h\equiv 0$ and $u=0$;if
$f_{\Omega}u<\mu<f_{\Omega}u_{1}$ then $h\equiv 1$ and $u=u_{1}$ . Therefore it cannot exists aclassical solution to
(1.13). However, using the method of “filling in the jumps” and introducing the maximal
monotone graph $H$ associated with $h$ by setting $H(s)=h(s)$ if $s\neq 0$ and $H(0)=[0,1]$ ,
we replace (1.13) by
$-\Delta u\in H(\mu-;_{\Omega}u)\mathrm{a}.\mathrm{e}$. in $\Omega$ , u $=0$ on $\partial\Omega$ , (1.14)
Then we may obtain solutions to (1.14) provided $f_{\Omega}u=\mu\in[0, f_{\Omega}u_{1}]$ . Indeed if $u_{\lambda}\in$
$H_{0}^{1}(\Omega)$ denotes the solution in $\Omega \mathrm{o}\mathrm{f}-\Delta u=\mathrm{A}$ $\in[0,1]$ , we may construct the linear mapping
$[0, 1]\ni\lambda- f_{\Omega}u_{\lambda}\in[0, f_{\Omega}u_{1}]$ . Hence, for each $\mu\in[0, f_{\Omega}u_{1}]$ there exist one $\mathrm{A}\in[0,1]$
such that $u_{\lambda}$ is asolution to (1.14).
In general, we have nonuniqueness for (1.14). For instance, for any function $g\in L^{2}(\Omega)$ ,
$0\leq g\leq 1$ , the solution $u_{g}\in H_{0}^{1}(\Omega)$ of-Au $=g$ in $\Omega$ , clearly also solves (1.14) for
$\mu=f_{\Omega}u_{g}$ .
We consider now more general discontinuities with agiven measurable function $f$ :
$\Omega\cross \mathbb{R}^{2}arrow \mathbb{R}$ such that,
$|f(x,$u,$v)|\leq f_{0}(x)$ a.e. x $\in\Omega$ , $\forall u$ , v $\in \mathbb{R}$ , (1.15)
where $f_{0}\in L^{p}(\Omega)$ , with $p\geq 2n/(n+2)$ if $n\geq 3$ or $p>1\mathrm{i}\mathrm{f}n=2$ , is such that $f_{0}\in H^{-1}(\Omega)$ ,
by Sobolev imbedding. More generally we could also admit acertain growth in $u$ and $v$
under suitable conditions.
As in [C] and [HR], we construct the multivalued function $F:(x, u, v)\vdash*[\underline{f}(x, u, v)$ ,
$\overline{f}(x, u, v)]$ , where $\underline{f}$ and $\overline{f}$ are, respectively, lower and upper semicontinuous functions in
$(u, v)$ defined by
$\underline{f}(x, u, v)=\lim_{\deltaarrow 0+}\mathrm{e}\mathrm{s}\mathrm{s}\inf_{|z-u|+|w-v|\leq\delta}f(x, z, w)$
and
$\overline{f}(x, u, v)=\lim_{\deltaarrow 0+}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{|z-u|+|w-v|\leq\delta}f(x, z, w)$ , for $\mathrm{a}.\mathrm{e}$ . $x\in\Omega$ .
Of course, if $f$ is continuous in $(u, v)$ we have $f(u, v)=\overline{f}(u, v)=\underline{f}(u, v)$ .
We replace (1.2) by the extended reaction-diffusion system
$-\nabla$ . $(a(v_{\sigma})\nabla u_{\sigma})\in F(u_{\sigma}, v_{\sigma})$ in $\Omega$ , $u_{\sigma}=0$ on $\partial\Omega$ , (1.16)
$-\sigma\Delta v_{\sigma}=u_{\sigma}-v_{\sigma}$ in $\Omega$ , $\partial_{n}v_{\sigma}=0$ on $\partial\Omega$ . (1.13)
Proposition 1.3. Under the assumptions (1.1)-(1.15), there exist solutions $(u_{\sigma}, v_{\sigma})$
to (1. 16)-(1.17) such that, as $\sigmaarrow\infty$ , they converge to $(u, f_{\Omega}u)$ in $H_{0}^{1}(\Omega)\cross H^{1}(\Omega)$ , which
is asolution to
$u=0$ on $\partial\Omega$ . (1.18)$-\nabla\cdot$ $(a(f_{\Omega}u)\nabla u)\in F(u,$ $f_{\Omega}u)$ in $\Omega$ ,
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Proof: First we regularize $f$ by mollification in $(u, v)$ and, arguing as in [HR] (see
also [Ra] $)$ , we suppose initially $f$ is continuous in those variables, being the general case
obtained by approximation and apassage to the limit as in the Theorem 5.1 of [HR].
The existence to (1.16),(1.17) is then reduced to aSchauder fixed point argument,
provided we obtain the equivalent to the apriori estimates (1.7) and (1.8). Now we use
Sqbolev embedding $H_{0}^{1}(\Omega)\subset L^{q}(\Omega)$ ($q\leq 2n/(n-2)$ if $n\geq 3$ , or any $q<\infty$ if $n=2$ ) and
we reobtain the estimate (1.7) from
$C_{q}||u_{\sigma}||_{L^{q}}^{2} \leq\underline{\alpha}\int_{\Omega}|\nabla u_{\sigma}|^{2}\leq$ $||f_{0}||_{L^{\mathrm{p}}}||u_{\sigma}||_{L^{q}}$
where $q=p/(p-1)$ . Hence (1.8) still holds, with constants independent of $\sigma$ and
independent of the mollification parameter.
In case of acontinuous $f(x, \cdot)$ the passage to the limit is done without difficulty since,
by compactness, we may also assume $u_{\sigma}arrow u$ in $L^{2}(\Omega)$ .
For $F$ discontinuous but defined in terms of $\underline{f}$ and $\overline{f}$ as above, the passage to the limit
$\sigmaarrow\infty$ is performed by using the following Lemma. $\bullet$
Lemma 1.1. Let $\varphi_{\sigma}\in F(u_{\sigma}, v_{\sigma})$ a.e. in $\Omega$ , $\varphi_{\sigma}arrow\varphi$ in $L^{1}(\Omega)$ -weak. If $u_{\sigma}arrow u$ and
$v_{\sigma}arrow v$ in $L^{1}(\Omega)$ -strong, then $\varphi\in \mathrm{F}(\mathrm{u},$v)a.e. in O.
Proof: We use an argument of [Ra] as in Theorem 5.3 of [HR]. For any $\eta>0$ , we
may consider that $(u_{\sigma}, v_{\sigma})arrow(u, v)$ uniformly in $\Omega_{\eta}=\Omega\backslash \mathcal{O}$ with meas (0) $<\eta$ . Since
$\varphi_{\sigma}\in F(u_{\sigma}, v_{\sigma})$ is equivalent to
$\underline{f}(x, u_{\sigma}(x)$ , $v_{\sigma}(x))\leq\varphi_{\sigma}(x)\leq\overline{f}(x, u_{\sigma}(x),$ $v_{\sigma}(x))$ $\mathrm{a}.\mathrm{e}$ . $x\in\Omega$ ,
for any $g\in L^{\infty}(\Omega)$ , $g\geq 0$ , we have
$\int_{\Omega_{\eta}}g\varphi=\lim_{\sigma}\int_{\Omega_{\eta}}g\varphi_{\sigma}\geq\lim_{\sigmaarrow}\inf_{\infty}\int_{\Omega_{\eta}}g\underline{f}(u_{\sigma}, v_{\sigma})$
$\geq\int_{\Omega_{\eta}}g\lim_{\sigmaarrow}\inf_{\infty}\underline{f}(u_{\sigma}, v_{\sigma})\geq\int_{\Omega_{\eta}}g\underline{f}(u, v)$
by Fatou’s Lemma, semicontinuity and boundedness of $\underline{f}$ in $\Omega_{\eta}$ . Similarly we obtain
$\varphi\leq\overline{f}(u, v)$ in $\Omega_{\eta}$ and, since $\eta$ is arbitrary, we conclude that $\varphi\in F(u, v)\mathrm{a}.\mathrm{e}$. in Q. $\bullet$
Remark 1.1. We may solve directly the nonlocal equation (1.18) by applying the fixed
point Theorem of Schauder to the mollified problem with $f_{\epsilon}$ continuous and “approaching”
$F$ . Similarly to Lemma 1.1, $u_{\epsilon}arrow u$ in $L^{1}(\Omega)$ and $f_{\epsilon}(u_{\epsilon}, f_{\Omega}u_{\epsilon})arrow\varphi$ in $L^{1}(\Omega)$ -weak, implies
$\varphi\in F(u, f_{\Omega}u)\mathrm{a}.\mathrm{e}$ . in $\Omega$ and we then obtain directly asolution to (1.18). See [HR] for
the extension to the parabolic nonlocal problem
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1.3. Obstacle problems
In the equation (1.2) or (1.4), by the maximum principle, if $f\geq 0$ we have $u\geq 0$ . But
if $f$ may change sign, i.e., $f=f^{+}-f^{-}$ with $f^{+}= \max(f, 0)\equiv 0$ and $f^{-}=(-f)^{+}\not\equiv 0$ ,
we cannot guarantee that $u$ is nonnegative. If we impose then the unilateral constraint
$u\geq 0$ in $\Omega$ , we have instead of (1.2) an obstacle problem, and we should look for $u$ in the
convex set
$\mathrm{K}=\{v\in H_{0}^{1}(\Omega):v\geq \mathrm{O}\mathrm{a}.\mathrm{e}$ . in $\Omega\}$ . (1.19)
The variational formulation takes now the form
$u_{\sigma}\in \mathrm{K}$ : $\int_{\Omega}a(v_{\sigma})\nabla u_{\sigma}\cdot\nabla(\varphi-u_{\sigma})\geq\int_{\Omega}f(\varphi-u_{\sigma})$ , $\forall\varphi\in \mathrm{K}$ , (1.20)
where $v_{\sigma}$ is given by (1.17) and $f=f(x)$ is given in $L^{p}(\Omega)$ , with $p>1$ if $n=2$ or
$p\geq 2n/(n+2)$ if $n\geq 3$ . Taking $\varphi=0$ in (1.20) we still have the estimate (1.7) and
hence also (1.8). Using well-known properties of the obstacle problem (see [R2]), we can
directly show that Propositions 1.1 and 1.2 hold for the problem (1.20),(1.3), being the
corresponding nonlocal obstacle problem given by
u $\in \mathrm{K}$ : $\int_{\Omega}a(;_{\Omega}u)\nabla u\cdot\nabla(\varphi-u)\geq\int_{\Omega}f(\varphi-u)$ , $\forall\varphi\in \mathrm{K}$ . (1.21)
We can regard the obstacle problem as aproblem with the particular nonlinear dis-
continuity envolving the Heaviside graph:
$F(x,$u,$v)=f^{+}(x)-f^{-}(x)H(u)$ . (1.22)
In fact, if u denotes asolution to (1.16) (resp. to (1.18)), then, there exists afunction
h $=h(x)\in H(u(x))$ a.e. x $\in\Omega$ , such that, with a $=a(v_{\sigma})$ (resp. a $=a(f_{\Omega}u)$ ):
$-\nabla$ .(a $\nabla u)=f^{+}-f^{-}h$ a.e. in $\Omega$ . (1.22)
Multiplying (1.22) by $-\mathrm{r}\mathrm{r}^{-}$ and, integrating by parts, we obtain
$\underline{\alpha}\int_{\Omega}|\nabla u^{-}|^{2}\leq\int_{\Omega}a\nabla u\cdot\nabla(-u^{-})=-\int_{\Omega}f^{+}u^{-}+\int_{\Omega}f^{-}hu^{-}=-\int_{\Omega}f^{+}u^{-}\leq 0$ ,
since $hu^{-}=0$ . Then $u^{-}=0$ and we have $u\geq 0$ in $\Omega$ , i.e. $u\in \mathrm{K}$ .
Remarking that $(h-1)u=0$, for any $v\in \mathrm{K}$ we have $\mathrm{a}.\mathrm{e}$ . in $\Omega$
$(f^{+}-f^{-}h)(v-u)=[f+f^{-}(1-h)](v-u)\geq f(v-u)$
and integrating (1.22) by parts in $\Omega$ , we conclude that we have as aspecial case of
Proposition 3the following conclusion
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Corollary 1.1. With the choice (1.22), the solutions $(\mathrm{u}()\mathrm{t}\mathrm{v})(7$ to (1.16),(1.17) also
solve (1.22), (1.17), and their cluster point $(\ovalbox{\tt\small REJECT},$f. $\ovalbox{\tt\small REJECT})$ as (7 $\ovalbox{\tt\small REJECT}_{1}+$ oo solves (1.18) and (1.21).
In addition, under the assumptions of Proposition 1.2, the uniqueness of solutions holds
and the whole sequence (u., v.) $\ovalbox{\tt\small REJECT}$ (u, f.u) converges in $H_{1}\ovalbox{\tt\small REJECT}(\mathrm{O})\mathrm{x}H^{l}(0)$ as a $-+\mathrm{o}\mathrm{o}$ . $\mathrm{m}$
Under additional conditions, in fact, the problem (1.16) (resp. (1.18)) with $F$ given
by (1.22) is equivalent to (1.20) (resp. (1.21)) as it was observed in [C] (see also [R2],
page 146). Indeed, if $u$ solves (1.20) (or (1.21)), it also satisfies the Lewy-Stampacchia’s
inequalities (see [R2], \S 5.3):
$f\leq-\nabla\cdot(a\nabla u)\leq f^{+}$ $\mathrm{a}.\mathrm{e}$ . in Q. (1.23)
On the other hand, since $u\underline{>}0$ in $\Omega$ , we may consider two regions $\{u>0\}=\{x\in\Omega$ :
$u(x)>0\}$ and its complement $\{u=0\}$ which is called the coincidence set. As it is
well-known
$-\nabla$ . (a Vu) $=f$ $\mathrm{a}.\mathrm{e}$ . in $\{u>0\}$ , (1.24)
and, from (1.23), one should expect $\{u=0\}\subset\{f\leq 0\}$ at least formally.
Assuming now more regularity, for instance, $f\in L^{p}(\Omega)$ , $p>n/2$ (which yields $v_{\sigma}\in$
$C^{0}(\overline{\Omega}))$ , and the coefficient $a$ Lipschitz continuous in $x\in\Omega$ and in $\rho\in \mathbb{R}$,
$|.a_{\rho}’(x, \rho)|+\}\nabla_{x}a(x, \rho)|\leq C$ , $\mathrm{a}.\mathrm{e}$ . $x\in\Omega$ , $\rho\in \mathbb{R}$ , $(1.25)\mathrm{l}$
by standard regularity in the obstacle problem (see [R2], \S 5.3 and its references) we have
$u_{\sigma}$ and $u$ are in $W^{2,p}(\Omega)$ and satisfy
$-\nabla\cdot$ $(a\nabla u)=f+f^{-}\chi_{\{u=0\}}$ $\mathrm{a}.\mathrm{e}$ . in $\Omega$ . (1.26)
Here $\chi_{\{u=0\}}$ denotes the characteristic function of the coincidence set $\{u=0\}$ . Com-
paring (1.26) with (1.22), we easily see that we may choose $h=1-\chi\{u=0\}$ and clearly
$h\in H(u)\mathrm{a}.\mathrm{e}$ . in $\Omega$ , and $u_{\sigma}$ and $u$ satisfy also (1.16) and (1.18) with (1.22), respectively.
Using the equation (1.26) it is possible to show the continuous dependence of the coin-
cidence set $\{u=0\}$ , through its characteristic function $\chi_{\{u=0\}}$ , under the nondegeneracy
assumption
$f\neq 0$ $\mathrm{a}.\mathrm{e}$ . in 0. (1.27)
For instance, under the assumption (1.25), if $u_{j}$ denote the solution to (1.20) corre-
sponding to $v_{j}arrow v$ in $C^{0}(\overline{\Omega})$ , which $|\nabla v_{j}|$ are uniformly bounded in $L^{\infty}(\Omega)$ , then not
only $u_{j}arrow u$ in $W^{2,p}(\Omega)$ , where $u$ is the solution to (1.20) corresponding to $v$ , but also
$\chi\{u_{j}=0\}arrow\chi\{u=0\}$ in $L^{q}(\Omega)$ , $\forall q<\infty$ , provided (1.27) holds (see, for instance, Theor. 5:4.5
and Theor. 6:6.1 of [R2], respectively).
As in [R4], we can not only consider (1.20) associated with
$v_{\sigma}\in H^{1}(\Omega):\sigma/_{\Omega}\nabla v_{\sigma}\cdot\nabla\zeta+\mathit{1}^{v_{\sigma}\zeta=\prime_{\Omega}\chi_{\{u_{\sigma}=0\}}\zeta}$ , $\forall\zeta\in H^{1}(\Omega)(1.28)$
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instead of (1.17) or (1.6), but also consider the limit problem (7 $\ovalbox{\tt\small REJECT}$ oo where the nonlocal
obstacle problem (1.21) is replaced by
u $\in \mathrm{K}$ : $\int_{\Omega}a(\langle u=0\rangle)\nabla u$ . $\nabla(v-u)\geq\int_{\Omega}f(v-u)$ , $\forall v\in \mathrm{K}$ . (1.29)
Here we have introduced the “fraction” of the coincidence set {u $=0\}$ with respect to
the whole domain $\Omega$ :
\langle u $=0\rangle=\prime_{\Omega}\chi\{u=0\}=\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{s}\{u=0\}/\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{s}(\Omega)$ . (1.30)
Theorem 1.1. Under the previous assumptions, namely (1.1), (1.25) and (1.27) with
$f\in L^{p}(\Omega)$ , $p>n/2$ , and $\partial\Omega\in C^{1,1}$ , there exist solutions $(u_{\sigma}, v_{\sigma})\in[\mathrm{K}\cap W^{2,p}(\Omega)]\cross W^{2,q}(\Omega)$ ,
$\forall q<\infty$ , to the coupled problem (1.20),(1.28), such that
$u_{\sigma}arrow u$ in $H_{0}^{1}(\Omega)$ and $v_{\sigma}arrow\langle u=0\rangle$ in $H^{1}(\Omega)$ , as $\sigmaarrow\infty$ ,
where u is asolution to (1.29).
$\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ Remarking that by elliptic theory $v_{\sigma}\in W^{2,q}(\Omega)\cap D$ , where $D=\{v\in C^{1}(\overline{\Omega})$ :
$0\leq v\leq 1\}$ , the existence of solution for (1.20),(1.28) can be found as aSchauder fixed
point in $\Omega$ for the mapping $w\vdasharrow z\vdasharrow\chi\{z=0\}\vdash*w_{\sigma}$ , where $z$ solves uniquely (1.20) with
$v_{\sigma}$ replaced by $w\in D$ and $w_{\sigma}$ solves uniquely (1.28) with $\chi\{z=0\}$ in the second hand term
(see [R4], for details).
For the passage to the limit $\sigmaarrow\infty$ , as in Proposition 1, we know that $v_{\sigma}arrow V=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ ,
in $H^{1}(\Omega)$ and also
$\langle u_{\sigma}=0\rangle=f_{\Omega}v_{\sigma}arrow V$ . (1.31)
Then, we may pass to the limit in (1.20) and show that $u_{\sigma}arrow u$ first in $H_{0}^{1}(\Omega)$-weak
and afterwards also strongly, where $u$ solves (uniquely) (1.20) for $V$ in place of $v_{\sigma}$ . By
regularity, $u$ also solves $\mathrm{a}.\mathrm{e}$ . in $\Omega$ the equation (1.26) with $a=a(V)$ . By Theorem 6:6.1 of
[R1], we have then $\chi_{\{u_{\sigma}=0\}}arrow\chi\{u=0\}$ in $L^{q}(\Omega)$ , $\forall q<\infty$ , due to assumption (1.27). But
then, using (1.31) we find $V=f_{\Omega}\chi\{u=0\}=\langle u=0\rangle$ and $u$ solves (1.29). $\bullet$
2 –Parabolic problems
2.1. Nonlocalization via the shadow system
We consider now the natural extension of the model nonlocal equation of Section 1.1 to
an evolution problem in acylindrical domain $Q_{T}=\Omega\cross$]0, T[, T $>0$ , with $\Omega\subset \mathrm{R}^{n}$ an open
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bounded subset and with aprescribed f $\ovalbox{\tt\small REJECT}$ $f(\mathrm{r},$t)E $L^{2}(Q_{T})$ . We give a $\ovalbox{\tt\small REJECT}$ $Q_{T}$ x $\mathrm{R}-+\mathrm{R}$ ,
$a(\mathrm{r},$t, .)c $C^{0}(\mathrm{R})$ , satisfying (1.1) for a.e. $(\ovalbox{\tt\small REJECT} \mathrm{z},$t)c $Q_{T}$ and initial conditions
$u_{0}$ , $v_{0}\in L^{2}(\Omega)$ .
The for each $\sigma$ , $\tau>0$ the corresponding parabolic reaction-diffusion system reads
( $\partial_{t}=\partial/\partial t$ and $\Sigma_{T}=\partial\Omega$ $\cross]0$ , $T[$):
$\partial_{t}u_{\tau\sigma}-\nabla\cdot(a(v_{\tau\sigma})\nabla u_{\tau\sigma})=f$ in $Q_{T}$ (2.1)
$u_{\tau\sigma}=0$ on $\Sigma_{T}$ , $u_{\tau\sigma}(0)=u_{0}$ in $\Omega$ (2.2)
$\tau\partial_{t}v_{\tau\sigma}-\sigma\Delta v_{\tau\sigma}+v_{\tau\sigma}=u_{\tau\sigma}$ in $Q_{T}$ (2.3)
$\partial_{n}v_{\tau\sigma}=0$ on $\Sigma_{T}$ , $v_{\tau\sigma}(0)=v_{0}$ in Q. (2.4)
The passage to ano.nlocal equation may be performed in two steps by letting first
$\sigmaarrow\infty$ with fixed $\tau>0$ and afterwards $\tauarrow 0$ . The intermediate shadow system is given
by the Cauchy-Dirichlet (2.2) problem for $(\dot{\xi}=d\xi/dt)$
$\partial_{t}u_{\tau}-\nabla\cdot(a(\xi_{\tau})\nabla u_{\tau})=f$ in $Q_{T}$ , (2.5)
$\tau\dot{\xi}_{\tau}+\xi_{\tau}=f_{\Omega}u_{\tau}$ in ]0, $T[,$ $\xi_{\tau}(0)=f_{\Omega}v_{0}$ , (2.8)
and the nonlocal parabolic equation in the limit case $\tau=0$ is now
$\partial_{t}u-\nabla\cdot(a(f_{\Omega}u)\nabla u)=f$ in $Q_{T}$ , (2.7)
with the conditions (2.2).
The standard energy estimates can be obtained by integration in $Q_{t}=\Omega\cross$ ] $0$ , $t$ [, using
only (1.1) and Poincare’ inequality, yielding
$\sup_{0<t<T}\int_{\Omega}|u_{\tau\sigma}(t)|^{2}+\underline{\alpha}\int_{Q_{T}}|\nabla u_{\tau\sigma}|^{2}\leq\int_{\Omega}u_{0}^{2}+\frac{1}{\underline{\alpha}c_{0}}\int_{Q_{T}}f^{2}=C_{0}$ , (2.8)
$\tau\sup_{0<t<T}1$ $|v_{\tau\sigma}(t)|^{2}+ \sigma f_{T}|\nabla v_{\tau\sigma}|^{2}+\int_{Q_{T}}|v_{\tau\sigma}|^{2}\leq\tau\int_{\Omega}v_{0}^{2}+C_{0}$ T. (2.9)
They ate sufficient to obtain the existence of weak solutions to (2.1)-(2.4). It is also
standard to multiply (2.3) by $t\partial_{t}v_{\tau\sigma}$ to obtain
$\tau\int_{\delta}^{t}\int_{\Omega}|\partial_{t}v_{\tau\sigma}|^{2}+\sigma\int_{\Omega}|\nabla v_{\tau\sigma}(t)|^{2}\leq\frac{C_{\tau}}{\delta}$ , $0<\delta<t\leq T$ ,
where $C_{\tau}$ is independent of $\sigma$ , but $C_{\tau},arrow+\infty$ as $\tauarrow 0$ .
By (2.9), as $\sigmaarrow\infty$ , there exists $\xi_{\mathcal{T}}=\xi_{\tau}(t)$ and $v_{\tau\sigma}arrow\xi_{\tau}$ in $L^{2}(0, T;H^{1}(\Omega))$ and in
$C^{0}([\delta, T];L^{2}(\Omega))$ strongly, for each $\delta>0$ by compactness
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Integrating (2.3) in $\Omega\cross$ ] $\delta$ , $t$ [, we have
$\tau\int_{\Omega}[v_{\tau\sigma}(t)-v_{\tau\sigma}(\delta)]=\int_{\delta}^{t}\int_{\Omega}(u_{\tau\sigma}-v_{\tau\sigma})$ .
Letting $\sigmaarrow\infty$ and then $\deltaarrow 0$ , we obtain the weak form of (2.6)
$\tau\xi_{\tau}(t)-\tau;_{\Omega}v_{0}=\int_{0}^{t}f_{\Omega}u_{\tau}-\int_{0}^{t}\xi_{\tau}$
since $\xi_{\tau}$ does not depend on $x\in\Omega$ , and $u_{\tau}$ is alimit of asubsequence $u_{\tau\sigma}$ in
$L^{2}(0,T;H_{0}^{1}(\Omega))- \mathrm{w}\mathrm{e}\mathrm{a}\mathrm{k}\cap L^{2}(Q_{T})$ -strong. It is then easy to conclude the following special
case of Theorem 2.1 of [HR].
Proposition 2.1. There exist solutions $(u_{\tau\sigma}, v_{\tau\sigma})$ to (2.1)-(2.4) in the class
$L^{2}(0, T;H_{0}^{1}(\Omega))\cross L^{2}(0, T;H^{1}(\Omega))\cap C^{0}([0, T];L^{2}(\Omega))^{2}$ , such that, as $\sigmaarrow \mathrm{o}\mathrm{o}$
$u_{\tau\sigma}arrow u_{\tau}$ in $L^{2}(0,T;H_{0}^{1}(\Omega))$ strong, (2.10)
$v_{\tau\sigma}arrow\xi_{\tau}$ in $L^{2}(0,T;H^{1}(\Omega))$ strong, (2.11)
where $(u_{\tau}, \xi_{\tau})\in L^{2}(0, T;H_{0}^{1}(\Omega))\cap C^{0}([0, T];L^{2}(\Omega))\cross C^{1}[0,$T] are solutions in the general
alized sense, of (2.5), (2.2) and (2.6).
Proof: Since, in particular, $v_{\tau\sigma}arrow\xi_{\tau}$ in $L^{2}(Q_{T})$ and a.e. in $Q_{T}$ , also $a(v_{\tau\sigma})arrow a(\xi_{\tau})$
a.e. in $Q_{T}$ and in $L^{q}(Q_{T})$ , $\forall q<\infty$ . First we take the limit in the variational form
$\int_{Q_{T}}\partial_{t}u_{\tau\sigma}\varphi+\int_{Q_{T}}a(v_{\tau\sigma})\nabla u_{\tau\sigma}\cdot\nabla\varphi=\int_{Q_{T}}f\varphi$, $\forall\varphi\in L^{2}(0, T;H_{0}^{1}(\Omega))$ , (2.12)
where the first integral is understood in duality sense with $\partial_{t}u_{\tau\sigma}\in L^{2}(0,T;H^{-1}(\Omega))$ , by
considering asubsequence $\sigmaarrow\infty$ , such that $u_{\tau\sigma}arrow u_{\tau}$ in $L^{2}(0, T;H_{0}^{1}(\Omega))$ weak Then
$u_{\tau}$ solves (2.12) with $a(v_{\tau\sigma})$ replaced by $a(\xi_{\tau})$ . Finally taking the difference of the two
corresponding variational formulations for $u_{\tau\sigma}$ and $u_{\tau}$ we obtain the strong convergence
(2.10) for $w=u_{\tau\sigma}-u_{\tau}$ :
$\underline{\alpha}\int_{Q_{T}}|\nabla w|^{2}\leq\int_{Q_{T}}a(v_{\tau\sigma})|\nabla w|^{2}\leq\int_{Q_{T}}[a(\xi_{\tau})-a(v_{\tau\sigma})]\nabla u_{\tau}\cdot\nabla w\vec{\sigmaarrow\infty}0$ . $\bullet$
The results of [HR] were obtained for the Neumann problem for $u$ instead the Dirichlet
condition (2.2), but there is no essential difference except in the next step $\tauarrow\infty$ . In fact,
now we cannot obtain the estimate $\frac{d}{dt}f_{\Omega}u_{\tau}$ in $L^{1}(0, T)$ , uniformly in $\tau$ , just by taking
$\varphi=1$ in (2.12), what would be possible in the Neumann problem. However, we may use
adifferent and more general argument to prove the next result, which is new
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Proposition 2.2. There exists at least asolution uC $L^{2}(0, T\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT} H\ovalbox{\tt\small REJECT}(\mathrm{O}))\mathrm{n}C^{0}([0, T]\ovalbox{\tt\small REJECT} L^{2}(\mathrm{O}))$
of the problem (2.5),(2.2), which can be obtained as the limit
$u_{\tau}arrow u$ in $L^{2}(0, T;H_{0}^{1}(\Omega))$ as $\tauarrow 0$ , (2.13)
$\xi_{\tau}arrow;_{\Omega}u$ in $L^{q}(0,$T), $\forall q<\infty$ , (2.14)
where $(u_{\tau}, \xi_{\tau})$ are wealc solutions of (2.5), (2.2) and (2.6).
$\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ The estimate (2.8) allows us to consider subsequences $u_{\tau}arrow u$ in
$L^{2}(0, T;H_{0}^{1}(\Omega))$ -weak, $L^{\infty}(0, T;L^{2}(\Omega))$-weak’and also $L^{2}(Q_{T})$ -strongly, since the equa-
tion (2.5) also yields then $\partial_{t}u_{\tau}$ is uniformly bounded in $L^{2}(0, T;H^{-1}(\Omega))$ .
Consequently, we may assume in (2.6)
$f_{\Omega}u_{\tau}arrow;_{\Omega}u$ in $L^{2}(0,$T) as $\tauarrow 0$ ,
and, by Lemma 2.1 below applied to $\zeta_{\tau}=\xi_{\tau}-f_{\Omega}v_{0}$ , this implies
$\xi_{\mathcal{T}}arrow f_{\Omega}u$ in $L^{2}(0, T)$ , as $\tauarrow 0$ .
By Proposition 3.2 of [HR] we have
$||\xi_{\tau}||_{L^{\infty}(0,T)}\leq|f_{\Omega}v_{0}|+||f_{\Omega}u_{\tau}||_{L(0,T)}\infty$ ,
and the conclusion (2.14) follows. Then the conclusion (2.13) holds as in Proposition 2.1. $\bullet$
Lemma 2.1. Let $\tau>0$ and consider for $\eta_{\tau}\in L^{2}(0, T)$ and $\omega_{\tau}\in \mathbb{R}$
$\tau\dot{\zeta}_{\tau}+\zeta_{\tau}=\eta_{\tau}$ in ]0, T[, $\zeta_{\tau}(0)=\omega_{\tau}$ .
Then if $\eta_{\tau}arrow\eta$ in $L^{2}(0,$T) and $\omega_{\tau}arrow\omega$ we have
$\zeta_{\tau}arrow\eta$ in $L^{2}(0,$T) as $\tauarrow 0$ .
$\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ We remark that $d/dt$ is amaximal monotone operator in the Hilbert space
$H=L^{2}(0, T)$ with domain
$D( \frac{d}{dt})=\{\nu\in L^{2}(0, T)$ : $\dot{\nu}=\frac{d\nu}{dt}\in L^{2}(0, T)$ , $\nu(8)=0\}$ .
Indeed, we have
$\int_{0}^{T}\dot{\nu}\nu dt=\frac{1}{2}|\nu(T)|^{2}\geq 0$ , $\forall\nu\in D(\frac{d}{dt})$
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and $\mathrm{V}\mathrm{r}/\mathrm{E}$ $L^{2}(0,7^{\ovalbox{\tt\small REJECT}})$ , ”3 vE $D(_{\ovalbox{\tt\small REJECT}}\mathrm{p})\ovalbox{\tt\small REJECT} \mathrm{J}\ovalbox{\tt\small REJECT}$ $+v\ovalbox{\tt\small REJECT}$ 77. Hence, for each r $>\mathit{0}$ its resolvent
$J_{r}\ovalbox{\tt\small REJECT}$ $(I+r_{\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}})1$ is alinear operator in H $\ovalbox{\tt\small REJECT}$ $L^{2}(0,$T) with norm $||J.||\mathrm{z}\ovalbox{\tt\small REJECT}$ 1 and J.v $\ovalbox{\tt\small REJECT}$ v,
slv cE H as r $\ovalbox{\tt\small REJECT}$ 0.
Now applying J. to $\mathit{9}r’ 7\ovalbox{\tt\small REJECT} \mathrm{r}\ovalbox{\tt\small REJECT}$ $(l)_{(}\ovalbox{\tt\small REJECT}’ 7$ , $\ovalbox{\tt\small REJECT}$ g in $L^{2}(\mathrm{O},$ T), we conclude
$||J_{\tau}g_{\tau}-g||_{L^{2}(0,T)}\leq||J_{\tau}||_{\mathcal{L}}||g_{\tau}-g||_{L^{2}(0,T)}+||J_{\tau}g-g||_{L^{2}(0,T)}arrow 0$ , as $\tauarrow 0$ . $\bullet$
2.2. Discontinuous nonlinearities
Following [HR] we allow in this section the reaction term $f$ in the equations (2.1), (2.5)
or (2.7) to be given by anonlinear discontinuous function
$f:Q_{T}\cross \mathbb{R}^{2}arrow \mathrm{R}$ , $(u, v)\vdasharrow f(x, t, u, v)\in L_{1\mathrm{o}\mathrm{c}}^{\infty}(\mathrm{R})$ , $\cdot \mathrm{a}.\mathrm{e}$. $(x, t)\in Q_{T}$ ,
under the assumptions that for $g_{0}\in L^{1}(Q_{T})$ , $g_{0}\geq 0$ and aconstant $C_{0}>0$
u $f(x,$t, u,$v)\leq g_{0}+C_{0}(u^{2}+v^{2})$ , $\forall u$ , v $\in \mathrm{R}$, a.e. (x,$t)\in Q_{T}$ , (2.16)
and, for any large M $>0$ , there are $g_{M}\in L^{1}(Q_{T})$ , $g_{M}\geq 0$ and aconstant $C_{M}>0$ , such
that for some $\delta(\delta\leq 2)$
$| \sup_{u|\leq M}|f(x,$t, u,$v)|\leq g_{M}(x, t)+C_{M}|v|^{2-\delta}$ , $\forall v\in \mathrm{R}$ , a.e. (x,$t)\in Q_{T}$ . (2.17)
As in Section 1.2 we define for $\mathrm{a}.\mathrm{e}$ . $(x, t)\in Q_{T}$ the multivalued function $F(x, t, u, v)$
in the same way. We may now consider the reaction-diffusion system $\{S_{\tau\sigma}\}$ consisting of
(2.1)-(2.4) with $f$ replaced by $F(u, v)$ in the following sense
f $=f_{\tau\sigma}\in L^{1}(Q_{T})$ and $f_{\tau\sigma}\in F(u_{\tau\sigma}, v_{\tau\sigma})$ a.e. (x,$t)\in Q_{T}$ , (2.18)
as well as the corresponding shadow system $\{S_{\tau}\}$ consisting of (2.5), (2.2), (2.6) and the
limit nonlocal problem {S} given by (2.7),(2.2), where we define
f $=f_{\tau}\in L^{1}(Q_{T})$ and $f_{\tau}\in F(u_{\tau}, \xi_{\tau})$ a.e. (x,$t)\in Q_{T}$ , (219)
f $\in L^{1}(Q_{T})$ with f $\in F(u, f_{\Omega}$ u) a.e. (x,$t)\in Q_{T}$ , (2.20)
respectively, in the system $\{S_{\tau}\}$ and in $\{S\}$ .
As it was shown in [HR], the assumptions (2.16),(2.17) are sufficiently to prove there
exists at least ageneralized solution $\{u_{\tau\sigma}, v_{\sigma}\}$ to the system $\{S_{\tau\sigma}\}$ , as well as, $\{u_{\tau}, v_{\tau}\}$
and $u$ respectively solutions to $\{S_{\tau}\}$ and to $\{S\}$ , now in the class
$u\in L^{\infty}(0, T;L^{2}(\Omega))\cap L^{2}(0, T;H_{0}^{1}(\Omega))$ , $\partial_{t}u\in L^{2}(0, T;H^{-1}(\Omega))+L^{1}(Q_{T})$ .
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Using Lemma 1.1 we can also extend to these cases the previous asymptotic conver-
gence results of Propositions 2.1 and 2.2, but now in aweaker sense. Indeed, since we
only obtain
$f_{\tau\sigma}arrow f_{\tau}\sigmaarrow\infty$ and $f_{\tau}f\tauarrow 0$ in $L^{1}(Q_{T})$
we can only show that $u_{\tau\sigma}arrow\sigmaarrow\infty u_{\tau}$ and $u_{\tau}arrow\tauarrow 0u$ in $L^{2}(0, T;H_{0}^{1}(\Omega)$ weak in
$L^{2}(Q_{T})$ -strong and $\mathrm{a}.\mathrm{e}$ . in $Q_{T}$ . As in [HR], using now Lemma 2.1 we can illustrate these
results in the following proposition, where we consider the simultaneous limit in $\sigma$ and $\tau$ .
Proposition 2.3. Under the previous assumptions we can obtain asolution u to the
nonlocal problem (2.7), (2.1), (2.20) as limits when $(\tau, \sigma)arrow(0, \infty)$
$u_{\tau\sigma}arrow u$ in $L^{2}(0, T;H_{0}^{1}(\Omega))$ weak in $L^{2}(Q_{T})$ and $a.e$ . in $Q_{T}$ , (2.21)
$v_{\tau\sigma}arrow f_{\Omega}u$ in $L^{2}(0, T;H^{1}(\Omega))$-strong, (2.22)
where $u_{\tau\sigma}$ , $v_{\tau\sigma}$ are solutions of $\{S_{\tau\sigma}\}$ , $i.e.$ , (2.1)-(2.4) with (2.18).
As in Section 2.3, we may consider the parabolic obstacle problem in this form, by
choosing
$F(x, t, u, v)=g^{+}(x, t)-g^{-}(x, t)H(u)$ , (2.23)
where $H$ is the Heaviside function and we prescribe, for instance,
$g\in L^{2}(Q_{T})$ and $u_{0}\in H_{0}^{1}(\Omega)$ , $u_{0}\geq 0$ . (2.24)
Similarly, to the elliptic problem, the weak maximum principle implies that $u\geq \mathrm{O}\mathrm{a}.\mathrm{e}$ .
in $Q_{T}$ in all the three problems. In fact, if $u$ solves (2.1), (2.5) or (2.7) with $f\in F(u)$
given by (2.23), we find $u^{-}=0$ by integrating in $Q_{t}=\Omega\cross$ ] $0$ , $t$ [ the respective equation
multiplied by $-u^{-}$ , from
$\frac{1}{2}\int_{\Omega}|u^{-}(t)|^{2}+\underline{\alpha}\int_{Q_{t}}|\nabla u^{-}|^{2}\leq\int_{Q_{t}}\partial_{t}u^{-}\cdot u^{-}+\int_{Q_{t}}a\nabla u\cdot$ $\nabla.(-u)^{-}\leq 0$ ,
since $u^{-}(0)$ $=u_{0}^{-}=0$ , $H(u)u^{-}=0$ and $g^{+}(-u^{-})\leq 0$ . Here we have also denoted $a$ as
the coefficient $a(v_{\tau\sigma})$ , $a(v_{\tau})$ or $a(f_{\Omega}u)$ corresponding to each one of the three cases.
Since $\partial_{t}u\in L^{2}(0, T;H^{-1}(\Omega))$ and this space contains $L^{2}(Q_{T})$ we may now conclude
that, if $(u_{\tau\sigma}, v_{\tau\sigma})$ (resp. ( $u_{\tau}$ , $\xi_{\tau}$ ) or $u$ ) solve the system $\{S_{\tau\sigma}\}$ (resp. $\{S_{\tau}\}$ or $\{S\}$ ), then
$u_{\tau\sigma}$ (resp. $\mathrm{u}\mathrm{T}$ , $u$ ) also satisfies the parabolic variational inequality
$u\in L^{2}(0, T;H_{0}^{1}(\Omega))\cap C^{0}([0, T];L^{2}(\Omega))$ , $u(t)\in \mathrm{K}\mathrm{a}.\mathrm{e}$ . $t\in$ ]0, $T[,$ $u(0)=u_{0}$ , (2.25)
$\int_{\Omega}\partial_{t}u(\varphi-u)+\int_{\Omega}a\nabla u\cdot\nabla(\varphi-u)\geq\int_{\Omega}g(\varphi-u)$ , $\forall\varphi\in \mathrm{K}$ , $\mathrm{a}.\mathrm{e}$ . $t\in$ ] $0$ , $T[,$ (2.26)
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where the first integral is understood in the sense of duality between $H^{-1}(\Omega)$ and $H_{0}^{1}(\Omega)$ .
Actually, it also holds in $L^{2}$ under additional regularity assumptions on the coefficient $a$
and on the data $g$ , $u_{0}$ .
Therefore, the existence results and the asymptotic convergences, such as the one in
Proposition 2.3, also hold for the evolutionary obstacle problem.
With respect to uniqueness results, as observed in [HR] for the nonlocal problem $\{S\}$
it is sufficient to assume the Lipschitz condition (1.22) on the coefficient $a$ , now without
restriction on the constant $\alpha’$ , and also aLipschitz property on the nonlinearities $f(u, v)$ .
It is easy to extend this result to the case of monotone discontinuities in $u$ , as in the case
of the obstacle problem:
$|f(x,$t, u,$v)-f(x,$t, u,$w)|\leq(g_{2}(x, t)+C_{2}|u|)|v-w|$ , (2.27)
$[f(x,$t, u,$v)-f(x,$t, z,$v)]$ (u $-z)\leq 0$ , (2.28)
for a.e. (x,$t)\in Q\tau$ , u, v, w, z $\in \mathrm{R}$, where $C_{2}>0$ is aconstant and $g_{2}\in L^{2}(Q_{T})$ , $g_{2}\geq 0$ .
Proposition 2.4. Under the additional assumptions (1.12), (1.27) and (2.28) there
exists at most one solution $u$ to the nonlocal problem (2.7),(2.2) with (2.20), in particular,
also to the variational inequality (2.26) with $a=a(f_{\Omega}u)$ .
Proof: We remark first that $f_{\Omega}u\in L^{\infty}(0, T)$ and then also $f\in \mathrm{F}(\mathrm{u}, f_{\Omega}u)$ is in
$L^{2}(Q_{T})$ . Now if \^u is another solution with $\hat{f}\in F(\hat{u}, f_{\Omega} \text{\^{u}})$ , for $\hat{g}\in L^{2}(Q_{T})$ such that
$\hat{g}\in F(u, f_{\Omega} \text{\^{u}})$ , we obtain, using the assumptions (2.28) and (2.27)
(f $-\hat{f})$ (u-\^u) $\leq$ (f $-\hat{g})$ (u-\^u) $\leq(g_{2}+C_{2}|u|)|f_{\Omega}u-f_{\Omega}\hat{u}|$ |u-\^u|.
Then, integrating the difference of the equations (2.7) for $u$ and \^u, multiplied by their
difference $\overline{u}$ :
$\int_{\Omega}\partial_{t}\overline{u}\overline{u}+\int_{\Omega}a|\nabla\overline{u}|^{2}\leq\alpha’|;_{\Omega}\overline{u}||\int_{\Omega}$\nabla \^u $\cdot\nabla\overline{u}|+|f_{\Omega}\overline{u}|\int_{\Omega}(g_{2}+C_{2}|u|)|\overline{u}|$ ,
where $a=a(f_{\Omega}u)$ and we have used (1.12). Then, recalling the Poincare inequality
and that $|f_{\Omega} \overline{u}|\leq|\Omega|^{1/2}(\int_{\Omega}u^{2})^{1/2}$, we easily conclude the uniqueness with astandard
application of Gronwall inequality. $\bullet$
Remark 2.1. For the shadow system $\{S_{\tau}\}$ this uniqueness results still hold exactly
under the same assumptions, since the $\xi_{\tau}$ , being independent of $x$ and solving (2.6),
allow the same proof as in Proposition 2.4. However, for the initial reaction-diffusion
system $\{S_{\tau\sigma}\}$ additional assumptions on the regularity of $u$ are required. For instance, if
$\nabla u\in L^{\infty}(Q_{T})$ the same Gronwall type argument still applies
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Remark 2.2. As in the elliptic case, for general discontinuous nonlinearities, the
parabolic problem may also exhibit multiplicity of solutions, as acounter example of
[HR] shows for the nonlocal Neumann problem.
Remark 2.3. An interesting problem, only partly treated in special cases (see [CL]
and [CM]) is the asymptotic behaviour of the evolutionary case when t $arrow\infty$ .
2.3. Extension to aunilateral problem
We consider now anonlocal parabolic obstacle problem, where the diffusion coefficient
$a=a(\rho)$ is acontinuous strictly positive function, i.e. it satisfies (1.1) but it is supposed
independent of $x$ and $t$ .
As in Section 1.3, we start with the obstacle problem (2.25),(2.26). Now we let $a$
depend on asecond variable $v_{\tau\sigma}$ or $\xi_{\tau}$ as in Section 2.1 with (2.3) replaced by
$\tau\partial_{t}v_{\tau\sigma}-\sigma\Delta v_{\tau\sigma}+v_{\tau\sigma}=\chi_{(\{u_{\tau\sigma}=0\})}$ in $Q_{T}$ (2.29)
or (2.6) replaced by
$\tau\dot{\xi}_{\tau}+\xi_{\tau}=f_{\Omega}\chi_{\{u_{\tau}=0\}}=(\mathrm{u}\mathrm{T}(\mathrm{t})=0\rangle$ in ]0, $T$ [ (2.30)
respectively, with $u_{\tau\sigma}$ solving (2.25),(2.26) for $a=a(v_{\tau\sigma})$ and $u_{\tau}$ solving (2.25),(2.26) for
$a=a(\xi_{\tau})$ , together with the boundary conditions (2.4) or (2.6).
It is then natural to study the asymptotic limits $\sigmaarrow\infty$ and $\tauarrow 0$ and, in the second
case, obtain the parabolic nonlocal version of (1.29). This limit problem, for any
$g=g(x, t)\in L^{2}(Q_{T})$ and $u_{0}\in H_{0}^{1}(\Omega)$ , $u_{0}\geq 0$ in $\Omega$ , (2.31)
corresponds to the nonlocal obstacle problem for $u=u(x, t)\geq 0$ satisfying (2.25) and
$\mathit{1}_{\Omega}^{\partial_{t}u(\varphi-u)+\mathit{1}^{a(\langle u=0\rangle)\nabla u\cdot\nabla(\varphi-u)\geq f_{\Omega}^{g(\varphi-u)}}}$ ,
$\forall\varphi\in \mathrm{K}$ , $\mathrm{a}.\mathrm{e}$ . $t\in$ ] $0$ , $T[.$ (2.32)
Indeed, it is still possible to extend the previous results to this new problem (see [RS]
for the details) but the arguments are more delicate than in the elliptic problem. The
regularity $C^{2}$ of the boundary $\partial\Omega$ and the nondegeneracy assumption
g $\neq 0$ a.e. in $Q_{T}$ (2.33)
are also required in the following result of [RS]
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Theorem 2.1. Under the previous assumptions, namely (2.31) and (2.33) there exist
solutions $(u_{\tau\sigma}, v_{\tau\sigma})\in W_{2}^{2,1}(Q_{T})\cross W_{q}^{2,1}(Q_{T})$ , $\forall q<\infty$ , to the coupled problem (2.25),(2.26)
(with $a=a(v_{\tau\sigma})$ ), (2.29),(2.4), such that as $\sigmaarrow \mathrm{o}\mathrm{o}$
$u_{\tau\sigma}arrow u_{\tau}$ in $L^{2}(0,T;H_{0}^{1}(\Omega))$ ,
$v_{\tau\sigma}arrow\xi_{\tau}$ in $L^{2}(0, T;H^{1}(\Omega))$ ,
where $(u_{\tau}, \xi_{\tau})\in W_{2}^{2,1}(Q_{T})\cross W^{1,\infty}(0, T)$ solve the coupled problem (2.25),(2.26) (with
$a=a(\xi_{\tau}))$ and (2.30) with the initial condition of (2.6). Moreover, there exists at least
asolution $u\in W_{2}^{2,1}(Q_{T})$ to the nonlocal obstacle problem (2.25),(2.32), which can be
obtained as the limit as $\tauarrow 0$ of solutions $(u_{\tau}, \xi_{\tau})$ , i.e. such that
$u_{\tau}arrow u$ in $L^{2}(0, T;H_{0}^{1}(\Omega))\cap W_{2}^{2,1}(Q_{T})$ ,
$\xi_{\tau}arrow\langle u=0\rangle=\prime_{\Omega}\chi\{u=0\}$ in $L^{q}(0, T)$ , $\forall q<\infty$ . $\bullet$
Remark 2.4. Here $W_{\mathrm{p}}^{2,1}(Q_{T})=L^{p}(0, T;W^{2,\mathrm{p}}(\Omega))\cap W^{1,p}(0, T;L^{p}(\Omega))$ , $1<p<\infty$ ,
and this result uses the regularity for the obstacle problem and the “a prior\"i’’ //-estimates
for the linear parabolic problems of second order (see [LSU]), as well as the extension of
the continuous dependence of the characteristic function $\chi\{u=0\}$ of the coincidence set to
the evolutionary obstacle problem (see [R1]).
Remark 2.5. The extension of Theorem 2.1 to the case of anonlinear coupling
$g=g(v_{\tau\sigma})$ can be done easily up to the convergence $\sigmaarrow\infty$ but presents anon obvious
difficulty in the second passage $\tauarrow 0$ (see [RS]). Therefore, the corresponding nonlocal
problem (2.32) with anonlinearity of the type $g=g(\langle u=0\rangle)$ seems to be an open
problem.
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