Abstract. Given an inverse semigroup S endowed with a partial action on a (locally compact Hausdorff) space X, we construct a groupoid of germs S ⋉ X in a manner similar to Exel's groupoid of germs, and similarly a partial action of S on an algebra A induces a so-called partial skew inverse semigroup ring A ⋊ S. We then prove, in the setting of partial actions, that the Steinberg algebra of S⋉X is isomorphic to the partial skew inverse semigroup ring Lc(X)⋊S, where Lc(X) is the Steinberg algebra of X. We also prove that, under natural hypotheses, the converse holds, that is, partial skew inverse semigroup rings of Lc(X) are Steinberg algebras of appropriate groupoids. We also introduce a new notion of topological freeness of a partial action, corresponding to topological principality of the groupoid of germs, and study orbit equivalence for these actions in terms of isomorphisms of the correponding groupoids of germs. This generalizes previous work of the first-named author as well as from others, which dealt mostly with actions of semigroups or partial actions of groups.
Introduction
Partial actions of groups on C*-algebras, initially defined for the group of integers in [14] (and for general discrete groups in [31] ), have proven themselves to be a powerful tool in the study of many C*-algebras. In [12] Dokuchaev an Exel introduced the analogous notion of partial group actions in a purely algebraic context, and although the theory is not at present as well-developed as its C*-algebraic counterpart, it has attracted interest since some important classes of algebra, such as graph and ultragraph Leavitt path algebras, have been shown to be partial skew group algebras (see [24, 22] ).
In fact the results of [16] prove that partial group actions can be regarded as actions of inverse semigroups, which were already considered in [36] and can be used, for example, to describe groupoid C*-algebras as crossed products by inverse semigroups [33, Theorem 3.3.1] . Although these approaches are similar in some respects, each of them has its advantages and drawbacksfor example, actions of inverse semigroups respect the operation completely, whereas groups have, overall, a better algebraic structure than general inverse semigroups.
Groupoids are also being extensively used in order to classify and study similar classes of algebras (see [9] for example), and one can relate these two approaches in the following manner: From a partial group action on a topological space we associate a transformation groupoid [1] , or from an inverse semigroup action on a space we associate a groupoid of germs [16] . It turns out that both in the purely algebraic and the C*-algebraic cases, the algebras of such groupoids coincide with the algebras induced from the group or semigroup actions [3, 11] . In fact, by making appropriate assumptions, these relationships between the representation theory of groupoids and inverse semigroups have also been made categorical, see for example [7, 27, 4] .
In this article we will be concerned with partial actions of inverse semigroups, defined in [6] , which are a common generalization of both partial actions of groups and actions of inverse semigroups. We restrict our study to partial inverse semigroup actions on topological spaces and algebras, although the same theory can be developed with appropriate modifications -if any at all -to other classes of algebraic or topological structures. This already leads to an immediate generalization of skew products to so-called "partial skew inverse semigroup rings" (or algebras).
Moreover we can also construct the groupoid of germs associated to a partial inverse semigroup action on a topological space in a manner similar to that of [16] , however we also need to take the necessary cares as in the construction of a transformation groupoid of a partial group action. Therefore we have a common ground for the study of both partial group actions and inverse semigroup actions. The first problem we tackle is to prove, in this general setting, that the partial skew inverse semigroup ring of a partial inverse semigroup action is always isomorphic to the Steinberg algebra of the associated groupoid of germs, as long as this groupoid is Hausdorff.
The Hausdorff assumption we make on the groupoid of germs has been necessary throughout the recent papers in this direction [8, 38, 10] , and it is always satisfied by semigroups which are weak semilattices, as long as we restrict ourselves to ample actions. Even more strongly, all transformation groupoids (or simply groupoids of germs) of partial group actions on Hausdorff spaces are always Hausdorff, and the same will also be true for all E-unitary inverse semigroups (Proposition 4.8). These are the sub-inverse semigroups of semidirect products of lattices by groups ([26, Theorem 7.1.5]).
Orbit equivalence and full groups for topological dynamics over the Cantor set were initially studied by Giordano, Putnam and Skaw [20, 21] , and whose (algebraic) isomorphisms of full groups were shown to correspond to certain notions of orbit equivalence for minimal actions on the Cantor set. Of most interest to us is the "topological full group", which is defined as follows: If G is a group acting by homeomorphisms on the Cantor set X, then the full group of this action consists of all self-homeomorphisms of X which locally act as some element of G. Topological full groups can then be generalized to the setting of étale groupoids G on Cantor sets [29] , and on which the following isomorphism theorem hold: two étale groupoids over the Cantor set are isomorphic if, and only if, they have isomorphic topological full groups ([30, Theorem 5.1] .
The notion of continuous orbit equivalence can be immediately extended to partial inverse semigroup actions. We also introduce and study a natural notion of freeness for partial inverse semigroup actions, which can be compared to the one on [18] , which corresponds to topological principality of the groupoid of germs, and prove that two ample, topologically free partial inverse semigroup actions are continuously orbit equivalent if and only if the corresponding groupoids of germs are isomorphic. It is important to note that the semigroups considered don't need to be isomorphic, since continuous orbit equivalence deals mostly with the dynamics of the unit space inherited from the partial action.
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Preliminaries
Inverse semigroups. A semigroup is a set endowed with an associative binary operation, usually denoted by concatenation: (s, t) → st. An inverse of an element s of a semigroup S is an element t such that sts = s and tst = t We say that S is regular if every element of s admits an inverse, and we call S an inverse semigroup if every s ∈ S admits a unique inverse, which we denote by s * . Every subsemigroup P of an inverse semigroup S which is itself regular is in fact closed under inverses of S, and so is an inverse semigroup on its own right. We call such P an sub-inverse semigroup of S.
Let X be a set and set I(X) as the set of all partial bijections of X, that is, all bijections f : dom(f ) → ran(f ) between subsets dom(f ), ran(f ) ⊆ X. We endow I(X) with the natural composition of partial maps, namely, given f : dom(f ) → ran(f ) and g : dom(g) → ran(g), we define the product gf as
The inverse of f * of a partial bijection f ∈ I(X) is the usual inverse function f * = f −1 : ran(f ) → dom(f ).
In fact, I(X) is an analogue of the group of bijections of X, and an analogue of Cayley's theorem holds, and is called the Wagner-Preston Theorem: Every inverse semigroup S is isomorphic to an sub-inverse semigroup of some I(X).
If S is an inverse semigroup we denote by E(S) = e ∈ S : e 2 = e the set of idempotents of S. E(S) is a commutative sub-inverse semigroup of S and if is moreover a lattice under the order e ≤ f ⇐⇒ e = ef . This order can be extended to all of S by setting s ≤ t ⇐⇒ s = ts * s ⇐⇒ ∃ e ∈ E(S) such that s = te.
This order is preserved under products and inverses of S, that is, if s, t, u, v ∈ S
• s ≤ t ⇐⇒ s * ≤ t * ; • s ≤ t and u ≤ v ⇒ su ≤ tv; and the first item implies that s ≤ t ⇐⇒ ∃f ∈ E(S) such that s = f t.
Partial actions of inverse semigroups. Definition 2.1. A partial homomorphism between inverse semigroups S and T is a map ϕ : S → T such that for all s and t in S, one has that
By a homomorphism between inverse semigroups S and T , we obviously mean a map ϕ : S → T such that ϕ(st) = ϕ(s)ϕ(t) for all s, t ∈ S. Every homomorphism preserves inverses and the order, so it is in particular a partial homomorphism. Now we will define partial actions of inverse semigroups. The most general definition for a partial action of a semigroup S on a set X is simply a partial homomorphism S → I(X) (as in [6] ). However, in the cases where X has some extra structure (topological and/or algebraic) we will be mostly interested in partial actions that preserve this structure up to some degree. Definition 2.2. If S is an inverse semigroup and X is a topological space, a (non-degenerate) partial action of S on X is a tuple θ = ({X s } s∈S , {θ s } s∈S ) such that:
(i) For all s ∈ S, X s is an open subset of X and θ s : X s * → X s is a homeomorphism;
(ii) The map s → θ s is a partial homomorphism of inverse semigroups; (iii) X = s∈S X s . If s → θ s is a homomorphism of inverse semigroups, we simply call θ an action.
Condition (iii) above is usually called non-degeneracy. If (i) and (ii) are satisfied by a tuple θ as above, one can always substitute X by s∈S X s and obtain a non-degenerate partial action. Moreover, every partial action θ as above satisfies X s * ⊆ X s * s for all s ∈ S (in fact θ is an action if and only if the reverse inclusion holds for all s ∈ S). Thus (iii) could be substituted by (iii') X = e∈E(S) X e ;
and we'd end up with an equivalent description of partial actions. Similar comments hold for partial actions of groups on algebras, which we now define. For the remainder of this section, we fix a commutative ring with unit R.
Definition 2.3. If S is an inverse semigroup and A is an associative R-algebra, a (non-degenerate) partial action of S on A is a tuple α = ({A s } s∈S , {α s } s∈S ) such that: (i) For all s ∈ S, A s is an ideal of A and α s : A s * → A s is an R-isomorphism; (ii) α : S → I(A), s → α s is a partial homomorphism of inverse semigroups; (iii) X = span s∈S A s . If s → α s is a homomorphism of inverse semigroups, we simply call α an action.
2.1.
Partial skew inverse semigroup rings. Let R be an unital commutative ring, and let α = ({A s } s∈S , {α s } s∈S ) be an action of an inverse semigroup S on an associative R-algebra A. Consider L the R-module of all finite sums of the form finite s∈S a s δ s , where a s ∈ A s and δ s is a formal symbol, with a multiplication defined as the bilinear extension of the rule
One can show that L is an algebra which is possibly not associative ( [12, Example 3.5] ). Similar proofs to those of [13, Theorem 3.4] [12, Proposition 2.5] can be used to show that if A s is idempotent or non-degenerate for each s ∈ S, then L is associative. Definition 2.4. Let α = ({A s } s∈S , {α s } s∈S ) be a partial action of an inverse semigroup S on a ring A end let N be the ideal of L generated by all elements of the form aδ r − aδ s , where r ≤ s and a ∈ A r .
We define the partial skew inverse semigroup ring, which we denote by A ⋊ α S, as the quotient ring A ⋊ α S := L /N The class of an element x ∈ L in A ⋊ α S will be denoted by x.
When A is endowed with an algebra structure over a commutative unital ring R, A ⋊ S inherits this structure via raδ s = raδ s for s ∈ S and a ∈ A s , and it this case we call it a skew inverse semigroup algebra.
The diagonal of a partial skew inverse semigroup ring A⋊S is the subring generated by elements of the form aδ e , where e ∈ E(S) and a ∈ A e . When A is an R-algebra, the diagonal is a subalgebra of A ⋊ S.
Étale Groupoids. A groupoid is a small category G with invertible arrows. We identify G with the underlying set of arrows, so that objects of G correspond to unit arrow, and the space of all units is denoted by G (0) . The source or domain of an element g ∈ G is defined as s(g) = g −1 g and the range of g is r(g) = gg −1 . A pair (g, h) ∈ G 2 is composable if s(g) = r(h), so that gh is defined, and the set of all composable pairs is denoted G (2) . A topological groupoid is a groupoid G endowed with a topology which makes the multiplication map G (2) ∋ (g, h) → gh ∈ G and the inverse map G ∋ g → g −1 ∈ G continuous, where we endow G (2) with the topology induced from the product topology of G 2 .
Definition 2.5. An étale groupoid is a topological groupoid G such that the source map s : G → G (0) is a local homeomorphism, and such that G (0) is locally compact and Hausdorff in the induced topology.
Remark 2.6. When constructing groupoids of germs inn the next section, one could consider partial actions of inverse semigroups on arbitrary topological spaces, not necessarily Hausdorff nor locally compact, which still yields, with the same proof, a topological groupoid whose source map is a local homeomorphism. This is what is sometimes refered to as an étale groupoid (e.g. [27] ).
However, in later sections we will need to consider Hausdorff locally compact and zero-dimensional groupoids, so instead we adopt the more restrictive definition of étale groupoids from [16] as above.
Alternatively, a topological groupoid G with locally compact Hausdorff unit space is étale groupoids precisely if G (0) is open and the product of any two open subsets of G is open ( [35] ), where the product of two subsets A, B ⊆ G is defined as AB = ab : (a, b) ∈ A × B ∩ G (2) .
From now on, we will restrict our study to étale groupoids. Note that every étale groupoid is locally compact and locally Hausdorff (although not necessarily Hausdorff), since G (0) is locally compact Hausdorff and the source map s : G → G (0) is a local homeomorphism. Moreover,
for all g ∈ G and thus the range map is also a local homeomorphism. An (open) bisection of an étale groupoid is an (open) subset U ⊆ G such that the source and range maps restrict to homeomorphisms of U on their images. The set of all bisections of an étale groupoid forms a basis for the topology and it is an inverse semigroup under the product of sets, an we denote this semigroup by G
op . An ample groupoid is a zero-dimensional étale groupoid. 
U . This is the homeomorphism which takes the source of each arrow of U to its range.
Let's prove that τ is indeed an action, that is, that
In other words, the domains of τ UV and of τ U • τ V are the same. For every x ∈ s(U V ), take a ∈ U and b ∈ V such that x = s(ab). Then
Steinberg algebras of Hausdorff ample groupoids. Through the end of this section, we fix R a commutative ring with unit. Given an ample Hausdorff groupoid G, we denote by R G the R-module of R-valued functions on G. Given A ⊆ G, define 1 A as the characteristic function of A (with values in R). Define the support of f ∈ R G as supp f = {y ∈ G : f (y) = 0}, so that A R (G) coincides with the R-module of locally constant compactly supported R-valued functions on G. For every f ∈ A R (G) and every x ∈ G (0) , supp f ∩ s −1 (x) and supp f ∩ r −1 (x) are finite, and so we can define the convolution product
In fact, the map G a → A R (G), U → 1 U , is a representation of G a as a Boolean semigroup (see [27] ), that is, it satisfies (i) 1 U * 1 V = 1 UV ; (ii) 1 ∅ = 0; and (iii)
is universal for such representation. The proof for a general commutative ring with unit R follows the same arguments as in [9, Theorem 3.10] .
This product makes A R (G) an (associative) algebra, which we call the Steinberg algebra of G.
Example 2.9. Every zero-dimensional locally compact Hausdorff space X can be seen as a groupoid with X (0) = X (that is, the product is only defined as xx = x for x ∈ X). If we set L c (X) as the set of all locally constant compactly supported R-valued functions on R with pointwise operations then L c (X) coincides with the Steinberg algebra of X.
In general, we can identify L c (G (0) ) as a subalgebra of A R (G) via the map which extends every f ∈ L c (G (0) ) to being 0 on G \ G (0) . This is called the diagonal subalgebra of A R (G).
Groupoids of germs
Groupoids of germs were already considered by Paterson ([33] ) for localizations of inverse semigroups, and for natural actions of pseudogroups by Renault ([34] ). In [16], Exel defined groupoids of germs for arbitrary actions of inverse semigroups on topological spaces in a similar, albeit more general, manner than both previous definitions of groupoids of germs. Moreover, partial actions of groups -also introduced by Exel ([14] ) -have many application in the theory of C*-dynamics ( [17, 5, 8, 19, 25, 23] ), and these also induce transformation groupoids similarly to the classical (global) case ( [1] ).
The notion of partial actions for groups can be naturally extended to that of a partial inverse semigroup action ( [6] ) in a way that extends both inverse semigroup actions and partial group actions. Our objective in this section is to construct a groupoid of germs associated to any partial action of an inverse semigroup in a way that generalizes both groupoids of germs of inverse semigroup actions, and transformation groupoids of partial group actions.
Let θ = ({X s } s∈S , {θ s } s∈S ) be a partial action of an inverse semigroup S on a locally compact Hausdorff topological space X. We denote by S * X the subset of S × X given by
We define the following equivalence relation ∼ on S * X: for every (s, x) and (t, y) in S * X (1) (s, x) ∼ (t, y) ⇐⇒ x = y, and ∃ u ∈ S such that u ≤ s, t and x ∈ X u * .
We say that the equivalence class of (s, x) is the germ of s at x, and we denote it by [s, x].
Remark 3.1. Notice that if (s, x), (t, y) ∈ Ω then (2) (s, x) ∼ (t, y) ⇐⇒ x = y, and ∃ e ∈ E(S) such that x ∈ X e , and se = te.
Indeed, if (s, x) ∼ (t, y) and u ∈ S satisfies u ≤ s, t and x ∈ X u * , then e = u * u ∈ E(S), x ∈ X u * ⊆ X u * u = X e , and se = su * u = u = tu * u = te. Conversely, if e ∈ E(S), x ∈ X e and se = te, we take u = se = te ≤ s, t, so that
Proof. Take u ≤ s 1 , s 2 and v ≤ t 1 , t 2 with x ∈ X u * and y ∈ X v * .
(1) Since u ≤ s 1 , s 2 and x ∈ X u * then applying Remark 3.2
and similarly θ t2 (y) = θ v (y) = θ t1 (y) = x (2) We have uv ≤ s 1 t 1 , s 2 t 2 , and since θ v (y) = θ t1 (y) = x ∈ X u * , then
which proves that (s 1 t 1 , y) ∼ (s 2 t 2 , y).
The set (S ⋉ X) (2) of composable pairs is defined as
and define the inverse of
The product and inverse operations are well-defined by Propositions 3.3 and 3.4 (that is, they don't depend on the choice of representative of a class in S ⋉ X), and it is routine to check that these operations define a groupoid structure on S ⋉ X. Whenever necessary to make the action θ explicit, we will denote it by S ⋉ θ X instead. Proposition 3.5. S ⋉ X is a groupoid with the operations defined in (3) and (4).
The unit space (S ⋉ X) (0) of S ⋉ X can be naturally identified with X under the correspondence
where e is any idempotent such that x ∈ X e (such an e exists since we only consider non-degenerate actions). The source map of S ⋉ X is given for every
Enforcing the identification referred to (5) we will write s[s, x] = x. With respect to the range map, a similar reasoning gives
We would now like to endow S ⋉ X with an appropriate topology. Proposition 3.6. A basis for a topology on S ⋉ X is given by the sets
where s ∈ S and U ⊆ X s * is an open set.
Proof. Let s and t be elements of S and let U and V be open sets with U ∈ X s * , and V ∈ X t * . Our task is to prove that if
, for some x ∈ U and y ∈ V. But this implies that z = x = y, so z ∈ U ∩ V . In addition there is u ≤ r, s with z ∈ X u * , and now from
Letting W = U ∩ V ∩ X p * and using the facts that p ≤ s, t along with Remark 3.2, we obtain
Proposition 3.7. S ⋉ X is a topological groupoid with the topology of Proposition 3.6.
Proof. We need to prove that the inversion and multiplication operations on S ⋉ X are continuous. 
be a generic element of ∆. This implies that y ∈ V , and that there is some element u ∈ S such that u ≤ st, r and y ∈ X u * . Setting U = V ∩ X u * ∩ X t * , we will prove that the product of any pair of elements
The product referred to is clearly given by [st, y ′ ], and since y ′ ∈ U ⊆ X u * , we have
Observing that x ∈ X s * , and y ∈ U ⊆ V , we see that the set ([s,
in the relative topology of (S ⋉ X) (2) . This proves that ∆ is open subset and, so the multiplication is continuous. Now, with respect to inversion, let [s, U ] be an arbitrary basic open set in S ⋉ X. From the definition of the inverse,
from the continuity of the inversion follows immediately. Proof. Given s ∈ S and U ⊂ X s * an open set, we consider the map
The bijectivity of φ follows immediately from the definition of the equivalence relation in (1) . One should note that the map φ
is precisely the source map under the identification (S ⋉ X) (0) = X. The argument above actually proves that this identification is a homeomorphism, when one considers the topology of (S ⋉ X) (0) inherited from S ⋉ X. Therefore the source map is a local homeomorphism and (S ⋉ X) (0) is locally compact Hausdorff, so S ⋉ X is étale.
Notice that if s ∈ S and U ⊆ X s * is an open set then [s, U ] is compact if, and only if, U is compact. Moreover, if B is a basis for the topology of X, then a basis for S ⋉ X consists of those sets of the form [s, U ] with U ∈ B. Hence, if X is totally disconnected then the collection of sets of the form [s, U ] with U compact-open subset of X, is a basis for S ⋉ X. Corollary 3.9. If X is a totally disconnected locally compact Hausdorff space then S ⋉ X is an ample groupoid.
Example 3.10. Following [33] , a localization consists of an action θ = ({X s } s∈S , {θ s } s∈S ) of an inverse semigroup S on a topological space X such that {X s : s ∈ S} is a basis for the topology of S. The groupoid of germs in the sense of Paterson [33] coincides with the definition above of groupoids of germs.
Example 3.11. Let X be a locally compact Hausdorff space. The canonical action of I(X) on X is the action τ given by τ φ = φ for all φ ∈ I(X). A pseudogroup on X is a sub-inverse semigroup of I(X) whose elements are homeomorphisms between open subsets of X.
Let B be a basis for the topology of X, and for each B ∈ B consider its identity function
Given a pseudogroup G on X, let GB be the sub-inverse semigroup of I(X) generated by G ∪ {id B : B ∈ B}, which is again a pseudogroup on X, and in fact the canonical action of GB on X is a localization.
The groupoid of germs in the sense of [34] of G coincides with the groupoid of germs GB ⋉ X defined above.
Example 3.12 (Transformation groupoids). In the case that S is a discrete group, the equivalence relation on S * X is trivial and the topology is the product topology, so the resulting étale groupoid S ⋉ X is Hausdorff.
Example 3.13 (Maximal group image). An easy example is the case when X is a one-point set on which S acts trivially, that is, θ s is simply the identity on X for all s ∈ S. It is then straightforward to see that S ⋉ X is the maximal group image G(S) of S (see [33] or Section 4 for the definition of G(S)). Indeed, elements of the groupoid are equivalence classes of elements of S where two elements are considered equivalent if they have a common lower bound.
Example 3.14 (Restricted product groupoid). Another example is the case X = E(S) with the discrete topology, and θ = ({X s } s∈S , {θ s } s∈S ) is the Munn representation of S ([32]): X s = {e ∈ E(S) : e ≤ ss * } and θ s (e) = ses * for all e ∈ X s * . Now from S we can construct the restricted product groupoid (S, ·) [26] , which is the same as S but the product s · t = st is defined only when s * s = tt * . Then S ⋉ E(S) is a discrete groupoid, and the map
is an isomorphism from S ⋉ E(S) with inverse s → [s, s * s]. We leave the details to the interested reader.
Example 3.15. Let S = N ∪ {∞, z}, with product given, for m, n ∈ N, nm = min(n, m), n∞ = ∞n = nz = zn = n, z∞ = ∞z = z and zz = ∞∞ = ∞.
Let X = E(S) = N ∪ {∞}, seen as the one-point compactification of the natural numbers, and θ the Munn representation of S, so that S ⋉ X = (S, ·), however with the topology whose open sets are either cofinite or contained in N. In particular, S ⋉ X is not Hausdorff.
Example 3.16. Let G be an étale groupoid, τ the canonical action of G op on G (0) (Example 2.7), and S any subsemigroup of G op which covers G (that is, G = A∈S A), and which is closed under intersections. Then the map
, is an isomorphism of topological groupoids.
In particular, if G is an ample Hausdorff groupoid, and γ the canonical action of G a on G (0) . Then the groupoid of germs G a ⋉ G (0) is exactly the groupoid G.
We will be mostly interested in Hausdorff groupoids, and in particular conditions on inverse semigroups which garantee that groupoids of germs are Hausdorff.
(2) (meet-)semilattice if every pair of elements s, t ∈ L admits a meet, that is, s ∧ t = inf {s, t} exists.
Example 3.18. If G is a Hausdorff ample groupoid, then G op and G a are semilattices, and
The following relation between inverse semigroups which are weak semilattices and the topology of its groupoids of germs can be proven just as in [37, Theorem 5.17] .
Proposition 3.19. [37, Theorem 5.17] An inverse semigroup S is a weak semilattice if, and only if, for any partial action θ = ({X s } s∈S , {θ s } s∈S ) such that X s is clopen for all s ∈ S, the groupoid of germs S ⋉ X is Hausdorff.
In particular, if S is a weak semilattice and X is totally disconnected, then the groupoid of germs S ⋉ X is an ample Hausdorff groupoid.
Remark 3.20. The hypothesis that the domains of the partial action are clopen is necessary. For example, even if G is a non-Hausdorff ample groupoid then G op is still a semilattice, however, as in Example 3.16, the groupoid of germs
Example 3.21. If S is E * -unitary then it is a semilattice: Indeed, given s, t ∈ S, if {s, t} does not admit any nonzero lower bound then s ∧ t = 0. If {s, t} admits a nonzero lower bound, then s and t are compatible, so s ∧ t = ts * s. As a consequence, every E-unitary inverse semigroup S is a weak semilattice: We can embed S into an E * -unitary semigroup S 0 by adjoining a 0. Given s, t ∈ S, let F = {s ∧ t} \ {0}, which is either empty or equal to {s ∧ t}, but in any case a finite subset of S, so that {x ∈ S : x ≤ s, t} = f ∈F {x ∈ S : x ≤ f }.
Partial actions from associated groups and inverse semigroups
We will now describe how to construct partial actions of groups from actions of inverse semigroups and vice-versa. The class of inverse semigroups which allows us to do this in a more precise manner is that of E-unitary inverse semigroups.
To each inverse semigroup S we can naturally associate a group G(S) in the following manner: we define a relation in S by (7) s ∼ t ⇐⇒ ∃ e ∈ E(S) such that es = et Alternatively, s ∼ t if and only if there exists u ≤ s, t. From this and the fact that the order of S is preserved under products and inverses, it is easy enough to see that ∼ is in fact a congruence, so we endow S/ ∼ with the quotient quotient semigroup structure. Given s ∈ S, we denote by [s] the equivalence class of s with respect to the relation (7). is a group. Furthermore, G(S) is the maximal group homomorphic image of S in the sense that if there is ψ : S → G is a surjective homomorphism and G is a group, then ψ factors through G(S).
Example 4.4. If S is an inverse semigroup with a zero, then G(S) = {1} is the trivial group.
Recall that an inverse semigroup S is E-unitary if whenever e, s ∈ S, e ≤ s and e ∈ E(S), we have s ∈ E(S) as well. We first reword the E-unitary property in terms of compatibility of elements. 
, where s is chosen so that [s] = γ and x ∈ X s * .
Let's prove that α γ is well-defined: Assuming [t] = [s] and x ∈ X t * ∩ X s * , there exists an idempotent e such that te = se. We can assume e ≤ t * ts * s, so t * se = e. Then t * s is an idempotent, so α t * s is also an idempotent. Since α t * α s ≤ α t * s , α * t α s is also idempotent, so α t and α s coincide on their common domain and so α γ is well-defined. Similarly, α t α s * is also an idempotent and this implies that α γ is injective. It is standard procedure to verify that α γ is a homeomorphism and that α
Therefore α γ is well defined. It remains to show that it is a partial action: Suppose γ, δ ∈ G(S) and x ∈ X γ ∩ α
so that there is t such that [t] = δ and α s (x) ∈ X t * . This proves that x ∈ X s * ∩α
Then ts ∈ S is an element such that [ts] = δγ, and x ∈ X (ts) * . It follows that x ∈ X (δγ) * and that
Since the unit 1 = [e] ∈ G(S) is the class of any idempotent e ∈ G(S), it is clear that α 1 is an idempotent.
Proposition 4.8. Let α be a partial action of an E-unitary group S on a space X and α be the induced action on G(S).
Since S is E-unitary this map is well-defined. It is always clearly a morphism, and surjectivity follows since
. We can in fact assume x ∈ X s * ∩ X t * . Then s and t are compatible, which implies s(s
The two previous propositions describe a strong relationship between partial actions of an Eunitary inverse semigroup and partial actions of the associated group. The other direction initially reads as follows: "How to associate, to a group G, an inverse semigroup S together with a map G → S such that every partial action of G factors through a partial action of S The obvious answer would be S = G, so instead we look for actions of our semigroup S. This was already done in [15] :
Given a group G, let S(G) be the universal semigroup generated by symbols of the form
. We call S(G) the universal semigroup of G. The next theorem described all the necessary properties of S(G) we will need. 
Proposition 4.10. Let G be a group and S(G) the universal semigroup of G. Then
Proof.
(a) Suppose ǫα where ǫ ∈ E(S(G)). Writing α and ǫ in standard form, we obtain
Rewriting ǫ ≤ α and since [1] is a unit of S(G) we obtain
From the uniqueness of the standard form of ǫ we conclude that s = 1 and α is an idempotent. (b) First note that for all s, t ∈ G,
, is a partial homomorphism, and the map
] is a partial homomorphism between groups, hence a homomorphism.
and the uniqueness of the standard form implies g = 1.
Therefore, the map S → S(G) is a left inverse to the map G → S(G), and in particular every group is the maximal group image of some E-unitary inverse semigroup. The converse question remains open:
Question: Which semigroups are of the form S(G) for some group G? (Note that one condition for such a semigroup is that it satisfies the ascending chain condition.) Corollary 4.11. Let θ be a partial action of an group G on a space X and θ be the induced action on S(G). Then
The following interesting corollary shows that for such semigroups one can always extend partial actions to actions: Corollary 4.12. Let G be a group, S = S(G) and θ a partial action of S on a set X. Then there exists an action α of S on X such that θ s ≤ α s for all s ∈ S and S ⋉ θ X = S ⋉ α X.
Proof. Let
(1) γ be the partial action of G(S) induced by θ; (2) γ ′ be the composition of γ with the canonical isomorphism
Dual partial actions and their partial skew semigroup rings
In [3] , Beuter and Gonçalves showed that any Steinberg Algebra of a groupoid of germs given by a partial action of a group, A R (G ⋉ X), is isomorphic to partial skew group ring L c (X) ⋊ G (see [3, Theorem 3.2] ). In the same paper, they proved that every Steinberg Algebra, associated with an ample Hausdorff groupoid G, is isomorphic to skew inverse semigroup ring
. Similarly, in [11] , Demeneghi proved that any Steinberg Algebra of a Hausdorff groupoid of germs associated to an ample action of an inverse semigroup is isomorphic to a skew inverse semigroup ring L c (X) ⋊ S ring (see [11, Theorem 2.3.6] ), and as a consequence obtained the latter result presented by the previous authors (see [11, Proposition 2.4.3] ). Note that these results are non-comparable, since [3] deals with partial actions of groups whereas [11] considers actions of semigroups.
The objective of this section is to present a proof that generalizes both results above. More precisely, let θ = ({X s } s∈S , {θ s } s∈S ) a partial action of an inverse semigroup S on a locally compact, Hausdorff, and totally disconnected topological space X. Define, for each s ∈ S,
where the rightmost isomorphism is given by extending elements of L c (X s ) as zero on X \ X s . we then define
It is routine to check that α = ({D s } s∈S , {α s } s∈S ) is a partial action of S on L c (X). In this case, we say that α is the dual partial action of θ. If the groupoid of germs S ⋉ X is Hausdorff then the Steinberg algebra A R (S ⋉ X) is isomorphic to partial skew inverse semigroup ring L c (X) ⋊ α S. In order to prove such an isomorphism, we need some previous lemmas. 
Setting U 1 = W 1 and 
The following assertions hold:
(
, which is a disjoint union.
(1) Let b be an arbitrary element of
and that the set
forms a compact basic neighborhoods cover to
we find a finite cover of compact basic neighborhoods for this set, we say that
is compact-open, and by Lemma 5.1, this set is a compact basic neighborhoods S ⋉ X. Thus, consider
and that this union is disjoint (3) By previous items (2) and (1), one has that
also are disjoint, and
which is a disjoint union.
(4) Analogous to the (2).
(5) Analogous to the (3).
Theorem 5.4. Let θ = ({X s } s∈S , {θ s } s∈S ) be a partial action of an inverse semigroup S on a locally compact, totally disconnected, Hausdorff space topological X.If the groupoid of germs S ⋉ X is Hausdorff then the Steinberg algebra of S ⋉X is isomorphic to the partial skew inverse semigroup ring L c (X) ⋊ α S, where α = ({D s } s∈S , {α s } s∈S ) is the dual action of θ.
Proof. We will use the notation introduced in the definition of partial skew inverse semigroup ring, Definition 2.4. We will first show the existence of a homomorphism φ of L to A R (S ⋉ X) that vanishes in the ideal N (thus, we can factor φ to a homomorphism
and extend it linearly to L . We first need check that φ is well-defined, that is, φ(f s δ s ) is locally constant and has compact support.
Notice that the definition of φ(f s δ s ) implies
In particular, since S ⋉ X is Hausdorff, supp(φ(f s δ s )) is clopen. Of course, φ(f s δ s ) is constant equal to 0 on the complement (S ⋉ X) \ supp(φ(f s δ s )), and since φ(f s δ s ) coincides with the composition f s • r on supp(φ(f s δ s )) and f s is locally constant, then φ(f s δ s ) is also locally constant on supp(φ(f s δ s )). We conclude that φ(f s δ s ) is locally constant on complementary clopen subsets of S ⋉ X, so φ(f s δ s ) is locally constant.
Therefore φ is a well-defined R-module homomorphism from L to A R (S ⋉ X). Now, we will show that φ is multiplicative. By linearity of φ is enough verify this map is multiplicative in the generators.
Let f s δ s , f t δ t ∈ L and a ∈ S ⋉ X. There are two possibilities:
and this set is contained in X s ∩θ s (X t ), which is the domain of the composition θ
as we expected.
In this case, we can write a = [s, x][t, y] for unique x ∈ X s * and y ∈ X t * with θ t (y) = x. Since
as we desired. Now let's prove that φ vanishes on the ideal N generated by all elements of form f δ s − f δ t , where s ≤ t and f ∈ D s . Since φ is a homomorphism it is enough to show that φ is zero in the generators of N , so let a ∈ S ⋉ X. We have that
• if a ∈ [s, X s * ] then a ∈ [t, X t * ], and φ(f δ s − f δ t )(a) = f (r(a)) − f (r(a)) = 0;
∈ X s , because r is injective on [t, X t * ], and f (r(a)) = 0 because f ∈ D s . Thus φ(f δ s − f δ t )(a) = 0 − f (r(a)) = 0.
•
In order to prove that Φ is bijective, we will show the existence of a map Ψ : A R (S ⋉ X) → L c (X) ⋊ α S which is in fact the inverse map of Φ.
Recall that any function in A R (S ⋉ X) can be written as a linear combination of characteristic functions of disjoint compact-open bisections, and by Remark 5.2, any compact-open bisection of S ⋉ X is a disjoint union of compact basic neighborhoods of S ⋉ X. Hence, any function in A R (S ⋉ X) can be written as a linear combination of characteristic functions of disjoint compact basic neighborhoods.
Given
We need to check that Ψ is well-defined. Suppose that also there are other pairwise disjoints compact basic neighborhoods
and these unions are disjoint. We can then conclude that
and the family {[s i , U i ] ∩ [t j , V j ]} i,j is pairwise disjoint, which implies that,
for every pair i, j. Let i and j be temporarialy fixed. By Lemma 5.3 (1), there are pairwise disjoint basic neigh-
and composing both maps on the right with r| −1
[si,Ui] we obtain (10)
, so in fact equation (10) holds everywhere on X.
With this we obtain
This proves that Ψ is well-defined. Moreover, it should be clear that whenever we represent an
} is a pairwise disjoint family of basic compact-open sets, then the condition c i = 0 in the original definition of Ψ is not necessary, so that we still have
To prove that Ψ is the inverse of Φ, we must first prove that Ψ is additive. Suppose that f = 
Finally, it remains to be seen that Ψ is the inverse of
Notice that for any a ∈ S ⋉ X,
Hence, replacing (12) in (11), one has that 
We have that, for any a ∈ S ⋉ X,
By additivity of Ψ and Φ, we have that
: e ∈ E(S), U ⊆ X e , and so it is mapped, under the isomorphism of the previous theorem, to the diagonal subalgebra of the partial skew inverse semigroup ring L c (X) ⋊ S. 
Corollary 5.6. Let G be an ample Hausdorff groupoid. Then the Steinberg Algebra
A R (G) is isomorphic to the skew inverse semigroup rings L c (G (0) ) ⋊ µ G op and L c (G (0) ) ⋊ η G a ,
It is interesting to note that the skew rings
arise from actions and not simply partial action as in the previous theorem. Further, using Theorem 5.4 and Corollary 5.6 to a groupoid of germs of a partial action, we obtain
where η is induced by the natural action of (S ⋉ X) a on (S ⋉ X) (0) ≃ X.
Recovering a partial action from a skew inverse semigroup ring
In the previous section we saw that the Steinberg Algebra of an ample Hausdorff groupoid of germs can be seen as a partial skew inverse semigroup ring. In this section we will be interested in the opposite direction, that is, to characterize those partial skew inverse semigroup rings of the form L c (X) ⋊ α S which can be realized as Steinberg Algebras A R (S ⋉ θ S) in such a way that α is induced by θ. To do this, we will prove that for certain conditions we can obtain a partial action of S on X from the action α.
It is well-know that given a partial action θ = ({X g } g∈G , {θ g } g∈G ) of a group G in a locally compact Hausdorff topological space X, there is a partial action associated α = ({D g } g∈G , {α g } g∈G ) of G on the C*-algebra C 0 (X), and conversely, every partial action of a group G on C 0 (X) comes from a partial action of G on X. In [2] , a similar relation is shown at the purely algebraic level. More precisely, let K be a field and denote by F 0 (X) the algebra of all functions X → K with finite support, endowed with the pointwise operations. Then there is a bijection between the non-zero ideals of F 0 (X) and the non-empty subsets of X, and, moreover, there is a one-to-one correspondence between the partial actions of a group G on X and the partial actions of G on F 0 (X).
In this section, we will show that the same occurs with partial actions of inverse semigroups. Throughout this section, we will consider that:
• X and Y are Hausdorff, locally compact, and totally disconnected topological spaces, • S is an inverse semigroup, • R be a unital commutative ring, and • L c (X) is the R-algebra formed by all locally constant, compactly supported, R-valued functions on X, with the pointwise operations. In order to find a biunivocal correspondence between partial actions θ = ({X s } s∈S , {θ s } s∈Xs ) of S on X and the dual partial actions α = ({D s } s∈S , {α s } s∈S ) of S in L c (X), we will need a few preliminary results. 
Proof. The "if" part is straightforward, and for the converse we will use [10, Theorem 2.2]. For both L c (X) or L c (Y ) we consider the "disjointness" relation ⊥, given by
which in this case coincides with the "strong disjointness" relation of [10] since the supports of all functions we consider are clopen.
Suppose then that Γ : For general elements f, g ∈ L c (Y ), we have f ⊥ g if, and only if, there are idempotent elements f 1 , . . . , f n , g 1 , . . . , g m , and a 1 , . . . , a n , b 1 , . . . , b m ∈ R such that
b j g j , and f i ⊥ g j for all i, j Indeed, if condition (13) is satisfied then
In the converse direction we can assume f = 0 and g = 0, and take an enumeration {a 1 , . . . , a n } = f (Y ) \ {0} and f i = 1 f −1 (ai) , and construct b j and g j similarly, so that the conditions in (13) are satisfied.
The same type of condition as in (13) describes disjointness of elements of L c (X), and so we can conclude that f ⊥ g if, and only if, Γ(f ) ⊥ Γ(g).
By [10, Theorem 2.2] there is a unique homeomorphism ϕ :
Hence, using additivity of Γ,
By [10, Proposition 3.3] , Γ is basic and there is a unique map χ :
Now note that since Γ is an R-isomorphism and the operations are pointwise, then for every fixed element x ∈ X the map χ(x, ·) : R → R defined by a → χ(x, a) is an R-automorphism (by [10, Proposition 3.5] ). Since the identity map is the unique R-automorphism of R, we can conclude that χ(x, a) = a for any x ∈ X and any a ∈ R. Therefore,
for all x ∈ X, which is what we desired. Uniqueness of ϕ for which this formula holds follows from the uniqueness of ϕ with the property described in equation 14 (see [10, 
Theorem 2.2]).
From the above propositions, we conclude that there is bijective anti-homorphism between the group of all homeomorphism from X to Y, and the group of all R-isomorphisms from Recall that a ring R is said to have local units if, for every finite subset F of R, there exists an idempotent e ∈ R such that F ⊆ eRe. In this case, r = er = re holds for each r ∈ F and the element e will be referred to as a local unit for the set F .
We will see that there is a bijection between basic ideals with local units of L c (X) and open subsets of X.
It is easy see that if U is a non empty open subset of X, then
is an ideal of L c (X) with local units.
, is a local unit for this functions. Moreover, U is compact if and only ifI(U ) has identity, namely, the characteristic function 1 U is its identity. Proof. Let I ⊆ L c (X) be an ideal with local unions. Then the inclusion I ⊆ I(U(I)) follows from the definitions of I and U. For the converse, suppose f ∈ L c (X) and supp f ⊆ U(I) = g∈I supp(g). By compactness of supp f , there are f 1 , . . . , f n ∈ I with supp(f ) ⊆ n i=1 supp(f i ). Let e ∈ I be a local unit for f 1 , . . . , f n . Since e is idempotent and R only has trivial idempotents then e = 1 C for some clopen C ⊆ X, and since e is a local unit for f 1 , . . . , f n this means that n i=1 supp f i ⊆ C. Therefore supp f ⊆ C, and f = f 1 C = f e ∈ I. This proves that I(U(I)) = I. For the converse, let U ⊆ X be open, so that the inclusion U(I(U )) ⊆ U is also immediate from the definitions of I and U. If x ∈ U , simply take any compact-open subset V with x ∈ V ⊆ U , so 1 V ∈ I(U ) and
which proves that U = U(I(U )).
Corollary 6.3. Suppose that R only has trivial idempotents. Then there is an order-isomorphism between unital ideals of L c (X) and non empty compact-open subsets of X.
Proposition 6.4. Suppose that R only has trivial idempotents. If α = ({D s } s∈G , {α s } s∈S ) is a partial action of S on the algebra L c (X) for which each ideal D s has local units, then there is a partial action θ = ({X s } s∈S , {θ s } s∈S ) of S on X such that α is the dual partial action coming from θ (see Section 5).
Proof. Let α be a partial action of S in L c (X) satisfying the hypotheses above. By Proposition 6.2, for each s ∈ S there is an open subset X s ⊆ X such that
So we simply let θ = ({X s } s∈S , {θ s } s∈S ), and it is clear that, as long as θ is indeed a partial action, then α is the dual partial action of θ.
To finish the proof we need to we show that θ is indeed a partial action. By its very definition, each X s is open in X and θ s : X s * → X s is a homeomorphism. Non-degeneracy of θ can be proven as follows:
and so x ∈⊆ X si for some i. This proves that X = s∈S X s .
So it remains only to prove that s → θ s is a partial homomorphism. Let's verify the conditions of Definition 2.1:
so the uniqueness part of Proposition 6.1 implies that
so again uniqueness in Proposition 6.1 implies that θ t * • θ s * • θ st is the identity on θ
and again the uniqueness part in Proposition 6.1 implies that (θ t )| X s * = θ s , so θ s ≤ θ t .
Corollary 6.5. Suppose that S is a weak semilattice, that R only has trivial idempotents, and that α = ({D s } s∈S , {α s } s∈S ) is a partial action of S on L c (X), where each ideal D s is has local units. Then L c (X) ⋉ α X is isomorphic to a Steinberg A R (S ⋉ θ X) such that α is dual to the partial action θ.
Proof. By Proposition 6.4, there is a partial action θ = ({X s } s∈S , {θ s } s∈S ) of S on X such that, for each s ∈ S and for each f ∈ D s , α s (f ) = f • θ s * . By Proposition 3.19 the groupoid of germs S ⋉ X is Hausdorff. And finally, by Theorem 5.4, it follows that A R (S ⋉ X) ≃ L c (X) ⋉ α X.
Topologically free partial actions
In this section our main goal is to introduce a notion of topological freeness for partial actions of inverse which will be used later in our study of continuous orbit equivalence for partial actions of semigroups. We then use this notion to describe E-unitary inverse semigroups in terms of the existence of certain topologically free partial actions.
Let G be a groupoid. The isotropy group at a point x ∈ G (0) is
x is a group with the operation inherited from G. The isotropy bundle of a groupoid G is the subgroupoid Iso(G) =
Following the nomenclature of [34] , a topological groupoid G is effective if the interior of the isotropy bundle is just the unit space G (0) . A topological groupoid G is topologically principal if the set of points in G (0) with trivial isotropy is dense in G (0) . [34, Proposition 3.6] shows us that every Hausdorff topologically principal étale Hausdorff groupoid is effective. The converse is true when we add the assumptions that G is the second countable and that its unit space G (0) has the Baire property.
If θ is a partial action of an inverse semigroup S on a set X, the subset {s ∈ S : x ∈ X s * } of S will be denoted by S x . Definition 7.1. If θ is a partial action of an inverse semigroup S on a topological space X, we define Λ(θ) = {x ∈ X : ∀s ∈ S x , if θ s (x) = x then there is e ∈ E(S) with e ≤ s and x ∈ X e } .
We should mention, however, that actions which correspond to effective groupoids of germs were defined under the name "topologically free" in [18] , so in order to avoid confusion throughout this paper, we will therefore call the class of actions defined in [18] effective. This way, topologically free partial actions will correspond to topologically principal groupoids of germs, whereas effective actions will correspond to effective groupoids of germs. Definition 7.4. Let θ = ({X s } s∈S , {θ s } s∈S ) be a partial action of an inverse semigroup S on a topological space X. We say that θ is topologically free if, and only if, Λ(θ) is dense in X.
By a free partial action we mean a topologically free partial action on a discrete space (that is, a set). It is interesting to note that freeness of a partial action implies that the associated groupoid of germs is Hausdorff, however this is not true for topologically free partial actions. Example 7.6. As in Example 3.15, let S = N ∪ {∞, z} and θ be the Munn representation of S on X = E(S) = N ∪ {∞}, endowed with the same topology as the one-point compactification of N. This is a topologically free partial action, since Λ(θ) = N is dense in X, however the associated groupoid of germs S ⋉ X is not Hausdorff.
In the case that G is a group, by Definition 7.4 a partial action of G is free if for all x ∈ X (and for all g ∈ G x ), one has that θ g (x) = x implies g = 1, where 1 is the identity of G, which is the usual notion of freeness for partial group actions.
Topologically free partial actions of discrete and countable groups, and locally compact, Hausdorff, and second countable topological spaces were first defined in [28] , and the following proposition can be proven as in [28, Lemma 2.4 ].
Proposition 7.7. Let S be a countable inverse semigroup and let X be a locally compact, Hausdorff, and second countable topological space X. Then a partial action θ = ({X s } s∈S , {θ s } s∈S ) of S on X is topologically free if, and only if, for all s ∈ S, the set {x ∈ X s * : if θ s (x) = x then there is e ∈ E(S) with e ≤ s and x ∈ X e } is dense in X s * .
The following proposition will be useful later in the section. We leave the proof to the interested reader.
Proposition 7.8. If θ = ({X s } s∈S , {θ s } s∈S ) is a partial action of an inverse semigroup S on a topological space X, then Λ(θ) = {x ∈ X : ∀s, t ∈ S x (if θ s (x) = θ t (x) then there exists ∃u ≤ s, t and x ∈ X u * )} .
Therefore θ is topologically free if, and only if, for every x in a dense subset of X and s, t ∈ S x , if θ s (x) = θ t (x) then there is u ≤ s, t with x ∈ X u * , and in particular θ s and θ t coincide in the neighbourhood X u * of x.
We will now reword topological freeness of a partial action in terms of the groupoid of germs S ⋉ X. Proposition 7.9. Suppose that θ = ({X s } s∈S , {θ s } s∈S ) is a partial action of an inverse semigroup S on a locally compact Hausdorff space X. Then the groupoid of germs S ⋉ X is topologically principal if, and only if, the action θ is topologically free.
Proof. As usual, we may assume the action θ is non-degenerate and identify X with (S ⋉ X) (0) . Then it is enough to prove that, under this identification,
Conversely suppose (S ⋉ X) x x = {x} and let s ∈ S x with θ s (x) = x. This means that [s, x] ∈ (S ⋉ X) x x , and so [s, x] = [e, x] for some idempotent e ∈ S x . By definition of the groupoid of germs, we can find another idempotent f ∈ S x with se = ef , so in particular ef is an idempotent, ef ≤ s, and x ∈ X ef . This proves x ∈ Λ(θ).
We finish this section by describing how E-unitary inverse semigroups can be characterized in terms of their partial actions. Theorem 7.10. Let α = {X s } s∈S , {α s } s∈S be a partial action of an E-unitary inverse semigroup on a topological space X and α = {X γ } γ∈G(S) , { α γ } γ∈G(S) the unique partial action of G(S) on X given by Theorem 4.6. Then α is topologically free if and only if α is topologically free.
Proof. Assume first α is topologically free, assume x = α [s] (x) = α s (x) for a certain s ∈ S, so in a dense subset of X this implies that there is an idempotent e ≤ s with x ∈ X e . In particular se = e, so [s] = [e] = 1. Thus α is topologically free.
Conversely, assume α is topologically free and x = α s (x) = α [s] (x) for a certain s ∈ S, so again in a dense subset of X this implies that [s] = 1 = [s * s], so there is an idempotent e ∈ E(S) with se = s * se, or equivalently s ≥ s * se. Then s itself is an idempotent since S is E-unitary, and α is topologically free. Proposition 7.11. Suppose S is E-unitary and α = {X s } s∈S , {α s } s∈S is a topologically free partial action of S on X with X s = ∅ for all s. Then E(S) = {s : α s is idempotent}.
Proof. Suppose α s is an idempotent. Then α s (x) = x for some x, so there is some e ≤ s idempotent, so s is idempotent.
Theorem 7.12. Let S be an inverse semigroup and α = {X s } s∈S , {α s } s∈S be a partial action of S a space X such that
Proof. Suppose e ∈ E(S), e ≤ s. We need to prove that s, or equivalently by (ii) that α s , is idempotent. Since e ≤ s, we have 1 = [e] = [s], thus for all x ∈ X s * , α s (x) = α [s] (x) = x, so α s is an idempotent and s is idempotent by (ii).
Given an inverse semigroup S, we will consider the canonical action of S on itself as the action α = {D s } s∈S , {α s } s∈S , where D s = {t ∈ S : t * t ≤ ss s }, and α s (t) = st for t ∈ D s * . (This action is usually considered when one proves the Wagner-Preston theorem.) Theorem 7.13. S is E-unitary if, and only if, it admits a topologically free partial action satisfying (i) and (ii) of the previous theorem.
Proof. The previous theorem proves one direction. Assume then taht S is E-unitary, and let's prove that the canonical action α of S, is free: Suppose st = t, where tt * ≤ s * s. Then s ≥ stt * = tt * , which is idempotent, so s is idempotent itself. This clearly implies that the action α is free. Condition (i) is satisfied by Theorem 4.6, and condition (ii) by Proposition 7.11.
An immediate consequence of the proof above is: Corollary 7.14. S is E-unitary if, and only if, the natural left action S S factors through G(S).
Continuous Orbit Equivalence
In [28] , Li characterized continuous orbit equivalence of topologically free partial group actions in terms of diagonal-preserving isomorphisms of the associated C*-crossed products. In this section, we will extend the notion of continuosu orbit equivalence to partial actions of inverse semigroups and characterize orbit equivalence of topologically free systems in terms of diagonalpreserving isomorphisms of the associated skew inverse semigroup rings.
Recall that if θ = {X s } s∈S , {α s } s∈S is a partial action of a an inverse semigroup S on a topological space X, we define S * X = {(s, x) ∈ S × X : x ∈ X s * }. Definition 8.1. Let θ = ({X s } s∈S , {θ s } s∈S ) and γ = ({Y t } t∈T , {γ t } t∈T ) be partial actions on topological spaces X and Y , respectively. We say the actions θ and γ are continuously orbit equivalent if there exists a homeomorphism ϕ : X −→ Y and continuous maps a : S * X −→ T and b : T * Y −→ S such that for all x ∈ X, s ∈ S x , y ∈ Y and t ∈ T y , (i) ϕ(θ s (x)) = γ a(s,x) (ϕ(x));
Implicitly, we require that a(g, x) ∈ T ϕ(x) and b(t, y) ∈ S ϕ −1 (y) .
Our next goal is to prove that continuous orbit equivalence of topological free actions is equivalent to isomorphism of the respective groupoids. For this, we need to prove some identities related to how the functions a and b above preserve the structure of S and T . Lemma 8.2. Let θ = ({X s } s∈S , {θ s } s∈S ) and γ = ({Y t } t∈T , {γ t } t∈T ) be topologically free and continuously orbit equivalent, via functions a : S * X → T and b : T * Y → S as above, and assume that the groupoids of germs S ⋉ X and T ⋉ Y are Hausdorff. Then
for all x ∈ X and s 2 ∈ S x and s 1 ∈ S θs 2 (x) .
(a) Let x ∈ X and s 1 , s 2 ∈ S x . Choose an open neighbourhood U of x ∈ X such that a(s 1 ,x) = a(s 1 , x) and a(s 2 ,x) = a(s 2 , x)
so the definition of Λ(γ) and the giving property of U imply [a(
Since γ is topologically free, Λ(γ) is dense in Y , so U ∩ Λ −1 (γ) is dense in U and therefore we may take the limit x → x and conclude that [a(s 1 , x), ϕ(x)] = [a(s 2 , x), ϕ(x)] (we are using the fact that T ⋉ Y is Hausdorff, so limits are unique).
so, the same way as in item (a), the giving property of U and the definition of
(c) Similarly to the previous items, take neighbourhoods U of x and V of ϕ(x) such that a(s,x) = a(s, x) and Theorem 8.3. Let θ = ({X s } s∈S , {θ s } s∈S ) and γ = ({Y t } t∈T , {γ t } t∈T ) be topologically free, continuously orbit equivalent actions, and suppose that the groupoids of germs S ⋉ X and T ⋉ Y are Hausdorff. Then S ⋉ X and T ⋉ Y are isomorphic as topological groupoids.
Proof. Let ϕ, a and b be as in Definition 8.1. Then
is a continuous groupoid morphisms. Indeed, by Lemma 8.2(a), Φ is well-defined, and item (b) the same Lemma implies that it holds that Φ is a morphism. Since a and ϕ are continuous it follows that Φ is continuous. Similarly, the map
is a continuous groupoid morphism. Φ and Ψ are inverses of each other due to Lemma 8.2 (c) and (f).
Note that general the continuous maps a and b in the definition of continuous orbit equivalence take values in discrete spaces (namely, the corresponding semigroups), and so X and Y are required to have sufficiently many sets in order for a continuous orbit equivalence between the corresponding partial actions to exist. Since we will now be interested in constructing an orbit equivalence for two actions from an isomorphism of the corresponding groupoids of germs, we will need to concentrate on spaces which have sufficiently many clopen sets and partial actions which respect this structure. We are now ready to prove that topological isomorphisms between Hausdorff groupoids of germs yield a continuous orbit equivalence between the respective partial actions. Theorem 8.6. Let θ = ({X s } s∈S , {θ s } s∈S ) and γ = ({Y t } t∈T , {γ t } t∈T ) be ample partial actions and suppose that the groupoids of germs S ⋉ X and T ⋉ Y are isomorphic and Hausdorff. Then θ and γ are continuously orbit equivalent.
Proof. Let Φ : S ⋉ X → T ⋉ Y be an isomorphism of topological groupoids. Then ϕ := Φ| X : X → Y is an homeomorphism.
Let s ∈ S be given, and choose t 1 , . . . , t n ∈ T and compact-open subsets K 1 , . . . , K n ⊆ Y satisfying properties (a)-(d) of Lemma 8.5. Define a(s, x) = t i whenever x ∈ K i , so that a is a continuous map on {s} × X s * . This way, we define a continuous function a on all of S * X = s∈S {s} × X s * . Let's show that a satisfies the desired property for a continuous orbit equivalence between θ and γ: Given (s, x) ∈ S * X, let t = a(s, x), so as desired.
Proceeding similarly with Φ −1 in place of Φ, we construct a function b : T * Y → S with analogous properties, so that a and b describe a continuous orbit equivalence between θ and γ.
Corollary 8.7. Let S be an inverse semigroup which is a weak semilattice and θ be an ample partial action of S on a space X. Let τ be the canonical action of (S ⋉ X) a on X (see Example 2.7). Then θ and γ are continuously orbit equivalent.
8.1. Topological Full Pseudogroup. We will use a similar nomenclature to that of [29] . For each compact-open bisection U of an ample groupoid G, we denote by τ U the homeomorphism given by the canonical action of G a on G (0) , namely τ U = r • (s| −1 U ) : s(U ) → r(U ). Recall from Example 2.7 that U → τ U is a homomorphism from G a to I(G (0) ). Proof. First assume G (0) = int(Iso(G)) and assume τ U = τ V . Then τ V * τ U = id s(V ) , which means that V * U a ⊆ Iso(G). Since V * U is open, we obtain V * U ⊆ G (0) . Thus the domain of τ V * U is s(V ) = s(V * U ) = V * U , which implies V = V V * U ⊆ U , and symetrically we obtain U ⊆ V . Conversely, suppose int(Iso(G)) = G (0) . Take any nonempty compact-open bisection U ⊆ int(Iso(G)) which is not contained in G (0) . Then U = s(U ) but τ U = τ s(U) , so τ is not injective.
We want to connect the equivalence between continuously orbit equivalent partial actions, isomorphisms of groupoids of germs, isomorphisms of topological full pseudogroups and diagonalpreserving isomorphisms of Steinberg algebras and consequently diagonal-preserving isomorphisms partial skew inverse semigroup rings. To do so, we will use [38, Corollary 5.8] , which is an improvement of [8, Theorem 3.1].
Theorem 8.11. Let R be a unital commutative ring without nontrivial idempotents and θ and γ ample, topologically free partial actions of inverse semigroups S and T on spaces X and Y , respectively, and suppose the groupoids of germs S ⋉ X and T ⋉ Y are Hausdorff. Then the following are equivalent:
(1) the partial actions θ and γ are continuously orbit equivalent;
(2) the groupoids of germs S ⋉ X and T ⋉ Y are isomorphic; We can now apply the equivalences above to any topologically principal ample use the fact that any Hausdorff ample groupoid G is isomorphic to the groupoid of germs G a ⋉ G (0) under the natural action of G a on G (0) , and obtain the following consequence: 
