We give an online algorithm and prove novel mistake and regret bounds for online binary matrix completion with side information. The bounds we prove are of the formÕ( D γ 2 ). The term 1 γ 2 is analogous to the usual margin term in SVM (perceptron) bounds. More specifically, if we assume that there is some factorization of the underlying m × n matrix into P Q where the rows of P are interpreted as "classifiers" in R d and the rows of Q as "instances" in R d , then γ is is the maximum (normalized) margin over all factorizations P Q consistent with the observed matrix. The quasi-dimension term D measures the quality of side information. In the presence of no side information, D = m + n. However, if the side information is predictive of the underlying factorization of the matrix, then in the best case, D ∈ O(k + ) where k is the number of distinct row factors and is the number of distinct column factors. We additionally provide a generalization of our algorithm to the inductive setting. In this setting, the side information is not specified in advance. The results are similar to the transductive setting but in the best case, the quasi-dimension D is now bounded by O(k 2 + 2 ).
Introduction
We consider the problem of online matrix completion with side information. In our model, the learner is sequentially queried to predict entries of the matrix. After each query, the learner then receives the (current) matrix entry. The goal of the learner is to minimize prediction mistakes. To aid the learner, side information is associated with each row and column. For instance, in the classic "Netflix challenge" [1] , the rows of the matrix correspond to viewers and the columns to movies, with entries representing movie ratings. It is natural to suppose that we have demographic information for each user, and metadata for the movies. In this work, we will consider both transductive and inductive models. In the former model, the side information associated with each row and column is specified completely in advance. For the inductive model, only a pair of kernel functions is specified, one for the rows and one for the columns. What is not specified is the mapping from the domain of the kernel functions to specific rows or columns, which is only revealed sequentially. In the Netflix example, the inductive model is especially useful if new users or movies are introduced during the learning process.
In Theorem 1, we will give regret and mistake bounds for online binary matrix completion with side information. Although this theorem has a broader applicability, our interpretation will focus on the case that the matrix has a latent block structure. Hartigan [2] introduced the idea of sorting a matrix by both the rows and columns into a few homogeneous blocks. This has since become known as co-or bi-clustering. This same assumption has become the basis for probabilistic models which can then be used to "complete" a matrix with missing entries. The authors of [3] give some rate-optimal results for this problem in the batch setting and provide an overview of this literature. It is natural to compare this assumption to the dominant alternative, which assumes that there exists a low rank decomposition of the matrix to be completed, see for instance [4] . Common to both approaches is that associated with each row and column, there is an underlying latent factor so that the given matrix entry is determined by a function on the appropriate row and column factor. The low-rank assumption is that the latent factors are vectors in R d and that the function is the dot product. The latent block structure assumption is that the latent factors are instead categorical and that the function between factors is arbitrary.
In this work, we prove mistake bounds of the formÕ(D/γ 2 ). The term 1/γ 2 is a parameter of our algorithm which, when exactly tuned, is the squared margin complexity mc(U ) 2 of the comparator matrix U . The notion of margin complexity in machine learning was introduced in [5] , where it was used to study the learnability of concept classes via linear embeddings. It was further studied in [6] , and in [7] a detailed study of margin complexity, trace complexity and rank in the context of statistical bounds for matrix completion was given. The squared margin complexity is upper bounded by rank. Furthermore, if our m × n matrix has a latent block structure with k × homogeneous blocks (for an illustration, see Figure 1 ), then mc(U ) 2 ≤ min(k, ). The second term in our bound is the quasi-dimension D which, to the best of our knowledge, is novel to this work. The quasi-dimension measures the extent to which the side information is "predictive" of the comparator matrix. In Theorem 3, we provide an upper bound on the quasi-dimension, which measures the predictiveness of the side information when the comparator matrix has a latent block structure. If there is no side information, then D = m + n. However, if there is a k × latent block structure and the side information is predictive, then D ∈ O(k + ); hence our nomenclature "quasi-dimension." In this case, we then have that the mistake bound term D γ 2 ∈ O(k ), which we will later argue is optimal up to logarithmic factors. Although latent block structure may appear to be a "fragile" measure of matrix complexity, our regret bound implies that performance will scale smoothly in the case of adversarial noise.
The paper is organized as follows. First, we discuss related literature. We then introduce preliminary concepts in Section 2. In Section 3, we provide our main results for the transductive setting, followed by the results in the inductive setting in Section 4. Finally we give some preliminary simulation experiments in Section 5 to illustrate the performance of our algorithm with noisy side information.
Related literature
Matrix completion has been studied extensively in the batch setting, see for example [8] [9] [10] [11] and references therein. Central to these approaches is the aim of finding a low-rank factorization by optimizing a convex proxy to rank, such as the trace norm [12] . The following papers [13] [14] [15] [16] are partially representative of methods to incorporate side-information into the matrix completion task. The inductive setting for matrix completion has been studied in [13] through the use of tensor product kernels, and [17] takes a non-convex optimization approach. Some examples in the transductive setting include [14] [15] [16] . The last two papers use graph Laplacians to model the side information, which is similar to our approach. To achieve this, two graph Laplacians are used to define regularization functionals for both the rows and the columns so that rows (columns) with similar side information tend to have the same values. In particular, [16] resembles our approach by applying the Laplacian regularization functionals to the underlying row and column factors directly. An alternate approach is taken in [15] , where the regularization is instead applied to the row space (column space) of the "surface" matrix.
In early work, the authors of [18, 19] proved mistake bounds for learning a binary relation which can be viewed as a special case of matrix completion. In the regret setting, with minimal assumptions on the loss function, the regret of the learner is bounded in terms of the trace-norm of the underlying comparator matrix in [20] . The authors of [21] provided tight upper and lower bounds in terms of a parameterized complexity class of matrices that include the bounded-trace-norm and boundedmax-norm matrices as special cases. None of the above references considered the problem of side information. The results in [22] [23] [24] are nearest in flavor to the results given here. In [24] , a mistake bound ofÕ((m + n) mc(U )
2 ) was given. Latent block structure was also introduced to the online setting in [24] ; however, it was treated in a limited fashion and without the use of side information. The papers [22, 23] both used side information to predict a limited complexity class of matrices. In [22] , side information was used to predict if vertices in a graph are "similar"; in Section 3.2 we show how this result can be obtained as a special case of our more general bound. In [23] , a more general setting was considered, which as a special case addressed the problem of a switching graph labeling. The model in [23] is considerably more limited in its scope than our Theorem 1. To obtain our technical results, we used an adaptation of the matrix exponentiated gradient algorithm [25] . The general form of our regret bound comes from a matricization of the regret bound proven for a Winnow-inspired algorithm [26] for linear classification in the vector case given in [27] . For a more detailed discussion, see Appendix A.2. to be the concatenation of p and q, which we regard as a column vector. Hence [p; q] [p;q] = p p +. We let R m×n be the set of all m × n real-valued matrices. If X ∈ R m×n then X i denotes the i-th n-dimensional row vector and the (i, j) th entry of X is X ij . We define X + and X to be its pseudoinverse and transpose, respectively. The trace norm of a matrix X ∈ R m×n is X 1 = tr( √ X X), where √ · indicates the unique positive square root of a positive semi-definite matrix, and tr(·) denotes the trace of a square matrix. This is given by tr( 
Preliminaries
, the set of matrices which are sign consistent with U . We also define SP
, that is the set of matrices which are sign consistent with U with a margin of at least one. The max-norm (or γ 2 norm [6] ) of a matrix U ∈ R m×n is defined by the formula
where the infimum is over all matrices P ∈ R m×d and Q ∈ R n×d and every integer d. The margin complexity of a matrix U ∈ R m×n is mc(U ) := inf
Observe that for U ∈ {−1, 1}
where the lower bound follows from right hand side of (2) and the upper bound follows since, assuming w.l.o.g. m > n, we may decompose U = U I n . We denote the classes of m × d row-normalized and block expansion matrices as
, rank(R) = d}, respectively. Block expansion matrices may be seen as a generalization of permutation matrices, additionally duplicating rows (columns) by left (right) multiplication.
We now introduce notation specific to the graph setting. Let then G = (V, E, W ) be an m-vertex connected, weighted and undirected graph with positive weights. Let A be the m × m matrix such that [28] for details of this construction).
Transductive Matrix Completion
Algorithm 1 corresponds to an adapted MATRIX EXPONENTIATED GRADIENT algorithm [25] to perform transductive matrix completion with side information. A regret bound of our algorithm is Algorithm 1 Predicting a binary matrix with side information in the transductive setting.
Parameters: Learning rate: 0 < η ≤ 1 , scale parameter: 1 ≤ λ, hinge loss margin γ, and side
• DefineX
• Predictȳ
• Receive label y t ∈ {−1, 1} .
•
• ElseW t+1 ←W t .
given in the following theorem. In the realizable case (with exact tuning), the mistakes are bounded byÕ(D mc(U ) 2 ). The term D evaluates the predictive quality of the side information provided to the algorithm. In order to evaluate D more simply, we provide an upper bound in Theorem 3 that is easy to interpret. Examples are given in Sections 3.1 and 4.1, where Theorem 3 is applied to evaluate the quality of side information in idealized scenarios. 
, p.d. matrices M ∈ S m ++ and N ∈ S n ++ and for T ≥ 2D log(m + n) is bounded by
for all row-normalizedP ∈ N m,d ,Q ∈ N n,d and any d ∈ N withŪ :=PQ where
The mistakes in the realizable case with the additional assumption that y t = sign(Ū itjt ) for all t ∈ M with conservative updates and parameters η = γ ≤ mc(Ū ) −1 , 1 ≤ λ and for T ≥ 1 are bounded by,
The quasi-dimension D characterizes the quality of side information. Observe that in the case of no side information, that is M = I m and N = I n , then D = m + n; in this case the bound (6) recovers the bound of [24, Theorem 3.1] when λ = m + n in the realizable case. The term D is difficult to directly quantify. In the coming Theorem 3, we upper bound the quasi-dimension D in terms of the latent block structure ofŪ . For our purposes, the notion of (binarized) latent block structure is captured by the following definition.
Definition 2. The class of (k, )-binary-biclustered matrices is defined as B m,n k, we have that f (X) = f (RXC ) for any k × matrix X ∈ X . Thus margin complexity, rank and VC-dimension are all block-invariant. From the block-invariance of the margin complexity, we may conclude that for
. This follows since we may decompose U = RU * C for some
and then use the observation in the preliminaries that the margin complexity of any k × matrix is bounded by min( √ k, √ ). In the following theorem we give a bound for D. For the bound to be non-vacuous, two properties must hold. First, the comparator matrixŪ must have a latent block structure, i.e., sign(Ū ) ∈ B m,n k, for some k < m and < n. Second, in an informal sense, the side information matrices M and N must be at least "softly predictive" of the latent structure inŪ . If only the first property holds, observe then that 1/γ 2 = mc(Ū ) 2 ≤ min(k, ) with an exact tuning. However, D may be large if M and N are ill-conditioned, although in many cases D ∈ O(m + n). On the other hand, if only the second property holds, then the following theorem will be vacuous, although D may still be small. However, there are cases where there is no latent block structure but both mc(Ū ) 2 and D are small.
Theorem 3. If there exists aŪ
* ∈ [−1, 1] k× and block expansion matrices R ∈ B m,k and C ∈ B n, such thatŪ = RŪ * C (withŪ as defined in Theorem 1), we may upper bound D (see (5)) by
The bound D ≤ D
• allows us to bound the quality of side information in terms of a hypothetical learning problem. Recall that argmin riyi≥1:i∈[m] (r M r)R M is the upper bound on the mistakes per Novikoff's theorem [29] for predicting the elements of vector y ∈ {−1, 1} m with a kernel perceptron using M −1 as the kernel. Hence the term O(tr(R M R)R M ) in (7) may be interpreted as a bound for a one-versus-all k-class kernel perceptron where R encodes a labeling from [k] m as one-hot vectors. We next show that with "ideal" side information that the bound D
• ∈ O(k + ).
Graph-based Side-Information
We may use separate graph Laplacians to represent the side information on the "rows" and the "columns." A given row (column) corresponds to a vertex in either the "row graph" ("column graph").
The weight of edge (i, j) represents our prior belief that row (column) i and row (column) j share the same underlying factor. Thus in the ideal case, the rows that share factors have an edge between them and there are no other edges. Given k factors, we then have a graph that consists of k disjoint cliques. However, to meet the technical requirement that the side information matrix M (N ) is positive definite, we need to connect the cliques in a minimal fashion. We achieve this by connecting the cliques like a "star" graph. Specifically, one clique is arbitrarily chosen as the center. From each of the other cliques, a vertex is chosen arbitrarily and connected to the central clique. Observe that a property of this construction is that there is a path of length ≤ 5 between any pair of vertices. Now we can use the bound from Theorem 3,
in the ideal case. We focus on the rows, as a parallel argument may be made for the side information on the columns. Consider the term tr(R M R)R M , where M := L
• is the PDLaplacian formed from a graph with Laplacian L. Then using the observation from the preliminaries
To evaluate this, we use the well-known equality of tr(R LR)
Observing that each of the m rows of R is a "one-hot" encoding of the corresponding factor, only the edges between classes then contribute to the sum of the norms, and thus by construction tr(R LR) ≤ k−1. We bound R L ≤ 5, using the fact that the graph diameter is a bound on R L (See [30, Theorem 4.2]). Combining terms and assuming similar idealized side information on the columns, we obtain
Observe then that since the comparator matrix is (k, )-biclustered, we have in the realizable case (with exact tuning), that the mistakes of algorithm are bounded byÕ(k ). This upper bound is tight up to logarithmic factors, as the VC-dimension of B m,n k, is lower-bounded by k .
Online Community Membership Prediction
A special case of matrix completion is the case where there are m objects which are assumed to lie in k classes. In this case, the underlying matrix U ∈ {−1, 1} is given by U ij = 1 if i and j are in the same class and U ij = −1 otherwise. Thus this may be viewed as an online version of community detection or "similarity" prediction. Observe that this is an example of a (k, k)-biclustered m × m matrix where U * = 2I k − 11 and there exists R ∈ B m,k such that U := RU * R . Since margin complexity is block-invariant, we have that mc(U ) = mc(U * ). In the "worst-case", mc(U * ) ≤ √ k. However in the case of "similarity prediction", we have mc(U * ) ∈ O(1). This follows since we have a decomposition U * = P Q by P , Q ∈ R k,k+1
This example also indicates the gap between rank and margin complexity as the rank of U * is k (in [6] this gap between the margin complexity and rank was previously observed). Therefore, if the side-information matrix is the same PDLaplacian M on both the rows and columns, we obtain a mistake bound ofÕ(tr(R LR)R M ) for this problem, which recovers the bound of [22, Proposition 4] . This work generalises the results in [22] for similarity prediction, since we may now use general p.d. matrices in an inductive setting (see the following section) as well as refining the mistake bounds to regret bounds.
Inductive Matrix Completion
In the previous section, the learner was assumed to have complete foreknowledge of the side information through the matrices M and N . In the inductive setting, the learner has instead kernel side information functions M gains additional multiplicative factors k and . Nevertheless, we will observe in Section 4.1 that, for a given kernel for which the side information associated with a given row (column) cluster is "well-separated" from other clusters, we can show that
The following algorithm is prediction-equivalent to Algorithm 1 up to the value of R M (R N ). In [31] , the authors provide very general conditions for the "kernelization" of algorithms with an emphasis on "matrix" algorithms. They sketch a method to kernelize the MATRIX EXPONENTIATED GRADIENT algorithm based on the relationship between the eigensystems of the kernel matrix and the Gram matrix. We take a different (direct) approach in which we prove correctness via Proposition 4. The Algorithm 2 Predicting a binary matrix with side information in the inductive setting.
Parameters: Learning rate: 0 < η ≤ 1 scale parameter: 1 ≤ λ, hinge loss margin γ and sideinformation kernels M + : I × I → R, N + : J × J → R, with R M := max i∈I M + (i, i) and R N := max j∈J M + (j, j) and maximum distinct rows m and columns n.
• Define
t+1 ← I t ∪ {i t }, and J t+1 ← J t ∪ {j t } .
• Else I t+1 ← I t and J t+1 ← J t .
intuition behind the algorithm is that, although we cannot efficiently embed the row and column kernel functions M + and N + as matrices since they are potentially infinite-dimensional, we may instead work with the embedding corresponding to the currently observed rows and columns, recompute the embedding on a per-trial basis and then "replay" all re-embedded past examples to create the current hypothesis matrix.
The computational complexity of the inductive algorithm exceeds that of the transductive algorithm. For our analysis, assume m ∈ Θ(n). On every trial (with an update), Algorithm 1 requires the computation of the SVD of an n × n matrix and thus requires O(n 3 ) time. On the other hand, for every trial (with an update) in Algorithm 2, the complexity is instead dominated by the sum of up to mn (i.e., in the regret setting we can collapse terms from multiple observations of the same matrix entry) matrices of size up to (m + n) × (m + n) and thus has per-trial complexity O(n 4 ). The following is our proposition of equivalency, proven in Appendix C. Thus, the only case when the algorithms are different is when R M = R M or R N = R N . This is a minor inequivalency, as the only resultant difference is in the term D. Alternatively, if one uses a normalized kernel such as the Gaussian, then R M = R M = 1. In the following subsection, we describe a simple scenario where the quasi-dimension D scales quadratically with the number of distinct factors.
Bounding D
• in the inductive setting
In the following, we show that for online side information in [1, r] d that is well-separated into boxes, there exists a kernel for which the quasi-dimension grows no more than quadratically with the number of factors. For simplicity we use the min kernel, which approximates functions by linear interpolation. In practice, similar results may be proven for other universal kernels, but the analysis with the min kernel has the advantage of simplicity.
Recall the bound on the quasi-dimension
. We observe then that, for an optimal tuning and well-separated side information on the rows and columns, the mistake bound for a (k, )-biclustered matrix in the inductive setting is ofÕ(min(k, ) max(k, )
2 ). However, our best lower bound in terms of k and is just k , as in the transductive setting, where the lower bound follows from the VC-dimension of B To illustrate the algorithm's performance, preliminary experiments were performed in the transductive setting with graph side information. In particular, we took U to be randomly generated square (9,9)-biclustered matrices with i.i.d. noise. A visualization of a noise-free example matrix can be found in Figure 1 . The noise process flipped the label of each matrix entry independently with probability p = 0.05. The side information on the rows and columns were represented by PDLaplacian matrices, for which the underlying graphs were constructed in the manner described in Section 3.1. Varying levels of side information noise β ∈ [0.0, 0.5] were applied. This was introduced by considering every pair of vertices independently from the constructed graph and flipping the state between EDGE/NOT-EDGE with probability β.
The parameters were chosen as follows. For the initialization ofW 1 , λ was chosen conservatively to be m + n. The learning rate η was tuned through a grid search for a matrix of dimensions of 100 × 100, which resulted in the choice of η = 2.0. Each run of the algorithm consisted of predicting all n 2 matrix entries sampled uniformly random without replacement.
The per trial mistake rate is shown in Fig. 2 for matrix dimension n = 60, . . . , 400, where each data point is averaged over 10 runs. We observe that with random side information, β = 0.5, that although the term D could lead to a bound which is vacuous, the algorithm's error rate was in the range of [0.16, 0.28], being well below chance. With ideal side information β = 0.0 the performance dramatically improved, as predicted by the bounds to an error rate in [0.09, 0.14]. The data used to generate the figure, as well as the link to the code and the data can be found in Appendix D.
A Proof of Theorem 1
The proof of Theorem 1 is organized as follows. We start with the required preliminaries in Subsection A.1, and then proceed to prove the regret statement of the theorem, given by Equation (4), in Subsection A.2. Finally, in Subsection A.3, we provide a proof for the mistake bound in the realizable case, as stated in Equation (6) . Note that the cumulative hinge loss is an upper bound to the mistakes in the conservative case, so that the analysis for the regret bound can be further extended to give rise to a mistake bound, but we choose to perform a separate analysis instead to obtain improved constants.
A.1 Preliminaries for Proof
Suppose we haveP ,Q,Ū and D as in Theorem 1. We define:
and constructŨ as,Ũ := ZZ . Lemma 7. ForŨ as defined in Definition 6, and D as defined in Theorem 1, we have that,
Proof.
tr(Ũ ) = tr(ZZ ) = tr
Proof. Recall from (3) that
and then bounding the first term on the right hand side gives,
The argument for the second term is parallel. Therefore since it is shown that the trace ofX Proof. We have:
Recall that
Thus substituting (13) into (12) gives,
Next, we introduce the following quantity, which plays a central role in the amortized analysis of our algorithm. An important result that will be used in both subsequent subsections is the well known GoldenThompson Inequality, whose proof can be found, for example, in [32] .
Lemma 11. For any symmetric matrices A and B we have,
tr(exp(A + B)) ≤ tr(exp(A) exp(B)) .

A.2 Winnow Style Regret Analysis for the Matrix Exponentiated Gradient Algorithm
In this subsection, we prove the regret bound as presented in Theorem 1. To do so, we derive a regret bound for a more general algorithm, the MATRIX EXPONENTIATED GRADIENT (MEG) algorithm [25] , describing it in Algorithm 3. This is more general than Algorithm 1 in terms of X t and θ. Note that for both algorithms,X t has eigenvalues in [0, 1], due to Lemma 8 and the definition ofX t in Algorithm 3. The equivalence of the update rules is implied by Lemma 12. Regret bounds for this algorithm were originally proven in [25] . However, that analysis leads to a tr(Ũ ) 2 dependence, whereas we derive a tr(Ũ ) scaling, for our more restrictive setting. Regret bounds with such scaling for linear classification in the vector case analogue of Algorithm 3 have been previously given in [27] (which themselves are generalisations of the bounds from Littlestone [26] for learning k-literal disjunctions with O(k log n) mistakes). However, to our knowledge, no such regret bounds for MEG are present in the literature for the matrix case. Our proof layout follows that of the vector case in [27] closely, and we also derive the results in [33] for the matrix setting.
In the following, we define Z t := ∇W h γ (y t ,ȳ t ), where ∇ denotes the gradient at all points, except at γ = y tȳt , where it is defined as equal to the gradient of 1 γ (γ − y tȳt ). Therefore, Z t is a subgradient of h γ (y t ,ȳ t ). In addition, to correctly convert to Algorithm 1, we set θ := 1, defineη := γη and recall thatX t := x t (x t ) := • Predictȳ t ← tr W tX t − 1 ;ŷ t ← sign(ȳ t ) .
• Receive label y t ∈ {−1, 1}
• Incur loss h γ (y t ,ȳ t ).
where
Lemma 12. For the hinge loss h γ (y t ,ȳ t ) and symmetric matrixX t ,
Proof. Recalling the definition of Z t := ∇W h γ (y t ,ȳ t ), observe that
where we used the fact that ∇ A tr (AB) = B . Note that in the case that γ ≥ y t tr W tX t − θ , a t = 1 if y t = −1, a t = −1 if y t = 1, whereas for γ < y t tr W tX t − θ , a t = 0.
Note that Lemma 12 implies that Z t is symmetric. Next, we define two quantities that play a critical role in our proof. 
We will now bound the quantity
in terms of the Bregman divergence and the regularization term. This is done analogously to [33, Lemma 2.20] , where this was proven in the vector setting. Now note that R(W ) is strictly convex, due to the strict convexity of tr W logW − tr W (for a proof see [34, p.516-518] ). We make use of this convexity later on in the proof, and so introduce some basic notions of convex duality. We also give an alternative expression forW T +1 in terms of this regularization term.
Definition 15. The convex conjugate of F (W ) is defined as
Therefore,
Lemma 16. The matrix Fenchel-Young inequality is given by:
Proof. This is evident from the definition of the convex conjugate in Definition 15.
Lemma 17. The two following expressions define the same, uniqueW T +1 :
Proof. Recalling the strict convexity of R(W ) and the linearity of the trace, it follows that − tr
We then have:
Note that the two expressions forW
in Lemma 17 are precisely the update rules in the MEG algorithm. This matrix is also symmetric positive definite (see [25, Equation 3.4] ). Now, we introduce the bound of Lemma 18. For the MEG algorithm as defined in Algorithm 3, the quantity T t=1 tr (W t −Ũ )Z t can be upper bounded as follows
Proof. Recalling the matrix Fenchel-Young equality, as stated in Lemma 16 and noting again that R(W ) is convex due to the convexity of tr W logW − tr W , we can apply the inequality to obtain
Recalling the definition of Bregman divergence,
, and F = R * to obtain from Equation (21):
, which can be seen from Equation (18) and Lemma 17.
Noting that R
, we obtain the lemma:
We next evaluate the Bregman divergence, obtaining an upper bound for 
for Θ ∈ S d and R(W ) is as defined in Definition 14.
Proof. We begin by recalling the definition of the convex conjugate:
Then, with a parallel argument to that in Lemma 17, we obtain that theW 
Proof. Let B := I − A + A 2 − exp(−A). Observing that the eigenvectors for A, A 2 and exp(−A) are the same,
where U is the orthogonal matrix and D is the diagonal matrix for the eigendecomposition of A. Therefore, each eigenvalue λ B,i of the resulting matrix B can be written in terms of an eigenvalue λ B,i of matrix A for all i ∈ [d],
The positive semidefinite criterion requires that all eigenvalues be non-negative, so that λ B,i ≥ 0. This inequality holds true for λ A,i ≥ −1. Proof. This follows a parallel argument to the proof for [25, Lemma 2.2].
Lemma 22. For the MEG algorithm defined in Algorithm 3, the following holds for allŨ ∈ S m+n + andη ≤ γ:
Setting λ = tr Ũ , gives
Proof. Given Lemma 18, it suffices to prove
. Recalling the definition of the Bregman divergence in Definition 13 and using Lemma 19:
Using the Golden-Thompson inequality as stated in Lemma 11, 
Now, we derive a bound for tr W t (Z t )
2
, using properties specific to the hinge loss.
Lemma 23. The following condition is satisfied for the MEG algorithm as defined in Algorithm 3:
Proof. Remembering the definition of Z t from Lemma 12 yields,
Using Lemma 21, we then obtain that tr W t (X t ) 2 ≤ tr W tX t . Hence,
In order to further upper bound tr W tX t , we look at three cases:
• tr W tX t ≤ γ + θ. (Prediction smaller than margin)
• tr W tX t ≥ γ + θ and y t = 1. Then a t = 0. (No mistake)
• tr W tX t ≥ γ + θ and
(Prediction larger than margin with mistake)
From these cases, we obtain that tr W tX t ≤ γh γ (y t ,ȳ t ) + γ + θ for a t = 0. Using this upper bound in (26) , matrices M ∈ S m ++ and N ∈ S n ++ and for T ≥ 2D log(m + n) is bounded by
Proof. Using the convexity of h γ , the definition of Z t and recalling that h γ (y t ,Ū it,jt ) =
Therefore, we only need to upper bound
, and using the condition on T , we obtain thatη ≤ γ 2 . Therefore we can use Lemma 22. Applying Lemma 23 to this gives,
We can use
Then, substituting the value forη,
The result then follows via Lemma 7.
A.3 The Realizable Case
In this subsection, we prove the second part of Theorem 1. Hence, we adopt the additional assumption that y t = sign(Ū itjt ) for all t ∈ M, define parameters γ ≤ mc(Ū ) 
The next lemma is useful for the analysis of Matrix Winnow, see [25, 35, 23] .
Lemma 27. For all trials t ∈ M we have:
Proof. We have: 
where Equation (30) comes from the update of the algorithm, Equation ( We proceed by showing that the "progress" ∆(Ũ ,W t ) − ∆(Ũ ,W t+1 ) ofW t towardsŨ may be further lower bounded by cγ (see Lemma 28) .
Lemma 28. Let c := 3 − e. For all trials t with t ∈ M (under the conditions of Lemma 31) we have:
Proof. By Lemma 9,Ū itjt = tr ŨX t − 1 so since y t = sign(Ū itjt ), γ ≤ mc(Ū )
, and
and when y t = −1 we have tr ŨX t ≤ 1 − γ. We use these inequalities in the following:
First suppose that y t = 1. By Lemma 27 we have:
where Equation (34) comes from Lemma 26 and Equation (33) comes from the fact thatŷ t = −1 and hence, by the algorithm, tr W tX t ≤ 1. Now suppose that y t = −1. By Lemma 27 we have:
where Equation (36) comes from Lemma 26 and Equation (35) comes from the fact thatŷ t = 1 and hence, by the algorithm, tr W tX t ≥ 1.
Proof. Suppose that we have T trials. Then we have:
where (38) follows from (37) using Lemma 28.
Lemma 30. Given thatW 1 = λ I m+n we have
Proof. We have:
where (40) follows from (39), sinceŨ :
where Λ is a diagonal matrix of the eigenvalues ofŨ . This holds since,
Lemma 31. The mistakes, |M|, of Algorithm 1 with the assumption that y t = sign(Ū itjt ) for all t ∈ M and with parameters γ ≤ mc(Ū ) −1 , 1 ≤ λ and η = γ and conservative updates, is bounded above by:
Proof. Combining Lemmas 29 and 30 gives us
Using Lemma 7 and upper bounding 1/c by 3.6 then gives the result.
B Proof of Theorem 3 (Bounding quasi-dimension D)
We recall Theorem 3 and then prove it. 
First we will bound the term tr(P MP ) for PDLaplacians and then general positive definite matrices. By symmetry, the bound will also hold for tr(Q NQ).
L , a PDLaplacian. Recall the following two elementary inequalities from the preliminaries:
Observe that for an m × m graph Laplacian L with adjacency matrix A that for
Recall thatŪ =PQ and observe that by the assumptionŪ = RŪ * C , (Ū * ∈ [−1, 1] k× ) that the row vectorsP 1 , . . . ,P m come in at most k distinct varieties, that is | i∈[m]P i | ≤ k. The same holds for R and furthermore (P r =P s ) ⇐⇒ (R r = R s ) for r, s ∈ [m]. Observe that given r, s ∈ [m] that if R r = R s then R r − R s 2 = 2 and P r −P s 2 ≤ 4 since they are coordinate and unit vectors respectively. This then implies, tr P LP ≤ 2 tr (R LR) .
Thus we have
By symmetry we have demonstrated the inequality for PDLaplacians. We now turn to the case of positive definite matrices.
Observe that by assumptionŪ = RŪ * C , and that there existsP
for some d such thatŪ * =P * (Q * ) ,P = RP * andQ = CQ * .
tr(P MP ) = tr((RP * ) M RP * ) = tr(P * (P * ) R M R)
≤ tr(P * (P * ) ) tr(R M R) = k tr(R M R) , where the inequality comes from the fact that tr(AB) ≤ λ max (A) tr(B) ≤ tr(A) tr(B) for A, B ∈ S + . By symmetry we have demonstrated the inequality for positive definite matrices.
Similarly we have:
from which the result follows.
Lemma 34. For all l ∈ N and for all a 1 , a 2 , ..., a l ∈ M ∩ [t − 1] we have:
The result follows.
Lemma 35. For any q ∈ N, any κ ∈ R + and any b 1 , b 2 , · · · b t−1 ∈ R we have: b ai tr X T +1 (t)X T +1 (a 1 )X T +1 (a 2 ) · · ·X T +1 (a q ) .
The result follows by Lemma 34.
Lemma 36. For any κ ∈ R + and any b 1 , b 2 , · · · b t−1 ∈ R we have: The result then follows from Lemma 35.
C.1.2 Equivalence of Algorithms
On a trial t letz t be the prediction (ȳ t ) of the inductive algorithm and letȳ t remain the prediction of the transductive algorithm. We fix κ := log (λ/(m + n)).
Lemma 37. On a trial t the prediction,ȳ t , of the transductive algorithm is given by:
and the prediction,z t , of the inductive algorithm is given by: 
