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For degree-one equivariant maps on bounded domains, the ques-
tion of ﬁnite-time blow-up vs. global existence of solutions to the
harmonic map heat ﬂow has been well studied. In this paper we
study the Cauchy problem for degree-m equivariant harmonic map
heat ﬂow from (2 + 1)-dimensional space–time into the 2-sphere
with initial energy close to the energy of harmonic maps. It is
proved that solutions are globally smooth for m 4, whereas for
m = 1, we show that ﬁnite-time singularities can form for this class
of data.
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1. Introduction and main results
The harmonic map heat ﬂow we consider is given by the equation
ut = u + |∇u|2u, u(x,0) = u0(x) (1.1)
where u(·, t) :Ω ⊆ Rn → S2, S2 is the 2-sphere
S2 := {u = (u1,u2,u3) ∣∣ |u| = 1}⊂ R3,
 denotes the Laplace operator in Rn , |∇u|2 = ∑nj=1∑3i=1( ∂ui∂x j )2. This equation written in a more
geometric way is
ut =
n∑
j=1
D j∂ ju = Puu
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TuS
2 := {ξ ∈ R3 ∣∣ ξ · u = 0}
to S2 at u, ∂ j = ∂∂x j is the usual partial derivative, and D j is the covariant derivative, acting on vector
ﬁelds ξ(x) ∈ Tu(x)S2:
D jξ := Pu∂ jξ = ∂ jξ − (∂ jξ · u)u = ∂ jξ + (∂ ju · ξ)u.
Eq. (1.1) is the gradient ﬂow for the energy functional
E(u) = 1
2
∫
Ω
|∇u|2 dx.
Static solutions of Eq. (1.1) are harmonic maps from Ω to S2. Eq. (1.1) is a particular case of the
harmonic map heat ﬂow between Riemannian manifolds introduced by Eells and Sampson [8]. On
the other hand, Eq. (1.1) is a borderline case of the Landau–Lifshitz–Gilbert equations which model
isotropic ferromagnetic spin systems:
ut = aPu + bu × Pu, a 0 (1.2)
(see [13,15]). The harmonic map heat ﬂow corresponds to the case a = 1, b = 0.
In this paper, we consider space dimension n = 2, which makes the energy E(u) invariant under
scaling, and so is in some sense a borderline case for the interesting question of singularity formation
vs. global regularity: do all solutions with smooth initial data remain smooth for all time, or do they
form singularities in ﬁnite time for some data?
Let us recall some of the important results for n = 2. Struwe in [18] proved that weak solutions to
Eq. (1.1) exist globally for ﬁnite-energy initial data, and are smooth except for at most ﬁnitely many
singular space–time points where non-constant harmonic maps “separate.” Also, solutions are global
for small initial energy. Freire showed that the weak solution is unique if the energy is non-increasing
along the ﬂow [9]. Much effort has been devoted to the case where the domain is the unit disk in R2,
and for a special class of solutions:
u(·, t) : (r, θ) → (cosmθ sinφ(r, t), sinmθ sinφ(r, t), cosφ(r, t)) (1.3)
for a positive integer m, usually m = 1. (r, θ) are polar coordinates. Then φ satisﬁes the equation
φt = φrr + 1
r
φr −m2 sin2φ
2r2
, 0 < r < 1, t > 0. (1.4)
One speciﬁes initial conditions φ(r,0) = φ0(r), and typical boundary conditions are φ(0, t) = 0, and
φ(1, t) = φ1 ∈ R. For m = 1, global regularity is proved if |φ(0, r)| π in [4]. However even if the ﬂow
exists for all time, it may develop singularities at T = ∞, so that it fails to converge asymptotically.
In [5] the authors showed (again for m = 1) that, indeed, ﬁnite-time blow-up does occur for ﬁnite
energy solutions, if φ1 > π . A result of [2] tells us that even if m = 1 and |φ1| < π , ﬁnite-time blow-
up is still possible if φ(0, r) rises above π for some r ∈ (0,1). Recently, the generic blow-up behavior
(and blow-up rate) was analyzed via formal asymptotics in [1], where they observed that whether or
not singularities occur appears to depend on the degree m, as well as on the initial and boundary
data. One of the purposes of our study is to provide a rigorous proof of this observation.
We note that ﬁnite-time singularities may also form in the harmonic map heat ﬂow when n  3
[3,7].
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for both the wave and Schrödinger “analogues” of the harmonic map heat ﬂow. The possibility of
ﬁnite-time blow-up for the energy-space critical (n = 2) wave maps was established recently [14,17],
while the problem remains open for n = 2 Schrödinger maps (the a = 0 case of (1.2)), though a partial
answer was given in [12]: in contrast to the wave map case, high-degree equivariant (see next section
for the deﬁnition) Schrödinger maps with near-harmonic energy are globally smooth.
The main goal of the present paper is to address the global regularity vs. ﬁnite-time blow-up question
for a larger class of maps than (1.3), and for the problem on the plane, rather than a disk. This means that the
evolution is no longer described by a single, simple nonlinear heat equation like (1.4), but rather by a
more complex system. In particular, maximum principles are no longer available (at least directly).
To be more precise, we consider m-equivariant maps u :R2 × R+ → S2 with m ∈ Z a non-zero
integer. An m-equivariant map u :R2 → S2 is of the form
u(r, θ) = emθ R v(r)
where (r, θ) are polar coordinates on R2, v : [0,∞) → S2, and R is the matrix generating rotations
around the u3-axis:
R =
[0 −1 0
1 0 0
0 0 0
]
, eαR =
[ cosα − sinα 0
sinα cosα 0
0 0 1
]
.
In what follows, we will take m > 0 (the m < 0 cases are equivalent, by a simple transformation).
If u is m-equivariant, we have |∇u|2 = |ur |2 + r−2|uθ |2 = |vr |2 + m2r2 |Rv|2 and so
E(u) = π
∞∫
0
(
|vr |2 + m
2
r2
(
v21 + v22
))
rdr.
For ﬁnite energy E(u), it is necessary to have v(0), v(∞) = ±kˆ, where kˆ = (0,0,1)T (see [11, Sec-
tion 2.2] for details). We ﬁx v(0) = −kˆ and denote by Σm the class of m-equivariant maps with
v(∞) = kˆ:
Σm =
{
u :R2 → S2 ∣∣ u = emθ R v(r), E(u) < ∞, v(0) = −kˆ, v(∞) = kˆ}.
We measure distances between maps in Σm in the energy norm
‖u − u˜‖H˙1 =
∥∥∇(u − u˜)∥∥L2 .
The class Σm contains (1.3) as a special case (up to a trivial reﬂection u3 → −u3, and ignoring bound-
ary conditions).
For u m-equivariant, the energy E(u) can be rewritten as follows:
E(u) = π
∞∫
0
(
|vr |2 + m
2
r2
∣∣ J v Rv∣∣2) rdr = π
∞∫
0
∣∣∣∣vr − |m|r J v Rv
∣∣∣∣
2
rdr + Emin
where J v := v× is a π/2 rotation on TvS2, and
Emin = 2π
∞∫
vr · |m|
r
J v Rv rdr = 2π |m|
∞∫
(v3)r dr = 2π |m|
[
v3(∞) + 1
]
0 0
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fact 4π times the absolute value of the degree of the map u, considered as a map from S2 to itself
by compactifying the domain R2 (via stereographic projection); the degree is deﬁned, for example, by
integrating the pullback by u of the volume form on S2. It provides a lower bound for the energy of
an m-equivariant map, E(u) Emin, and this lower bound is attained if and only if
vr = |m|
r
J v Rv. (1.5)
If v(∞) = −kˆ, the minimal energy is Emin = 0 and is attained by the constant map, u ≡ −kˆ. On the
other hand, if u ∈ Σm so that v(∞) = kˆ, the minimal energy is
E(u) Emin = 4π |m|
and is attained by the 2-parameter family of harmonic maps
Om :=
{
emθ Rhs,α(r)
∣∣ s > 0, α ∈ [0,2π)}
where
hs,α(r) := eαRh(r/s),
and
h(r) =
(h1(r)
0
h3(r)
)
, h1(r) = 2
r|m| + r−|m| , h3(r) =
r|m| − r−|m|
r|m| + r−|m| .
We record for later use that h(r) satisfying (1.5) means
(h1)r = −m
r
h1h3, (h3)r = m
r
h21.
So Om is the orbit of the single harmonic map emθ Rh(r) under the symmetries of the energy E which
preserve equivariance: scaling, and rotation. Explicitly,
emθ Rhs,α(r) =
( cos(mθ + α)h1(r/s)
sin(mθ + α)h1(r/s)
h3(r/s)
)
.
We begin with the energy-space local-in-time theory:
Theorem 1.1. Let m  1. There exist δ > 0 and C > 0 such that if u0 ∈ Σm and E(u0) = 4πm + δ20 for some
δ0  δ, then the following hold:
(a) There exist T = T (u0) > 0 and a unique solution u(t) ∈ C([0, T );Σm) to Eq. (1.1). E(u(t)) is non-
increasing for t ∈ [0, T ).
(b) There exist s(t) ∈ C([0, T ); (0,∞)) and α(t) ∈ C([0, T );R) so that
∥∥u(x, t) − e(mθ+α(t))Rh(r/s(t))∥∥H˙1(R2) < Cδ0, ∀t ∈ (0, T ). (1.6)
(c) Suppose T < ∞. Then T is the maximal existence time of the solution u(t) ∈ C([0, T );Σm) if and only if
lim inf
t→T−
s(t) = 0. (1.7)
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to the possible blow-up time) under the heat ﬂow. If the initial data u0 is close to Om in H˙1, then
solutions of Eq. (1.1) will stay close to the harmonic maps in H˙1 (though not necessarily in H˙2).
Statement (c) can be viewed as a characterization of blow-up for energy near Emin: solutions blow up
if and only if the H˙1-nearest harmonic map “collapses” (i.e., its length-scale goes to zero). Here s(t)
and α(t) are determined by ﬁnding, at each time t , the harmonic map which is H˙1-closest to u(t).
A theorem identical to Theorem 1.1 is established in [12] for the (more delicate) corresponding
Schrödinger ﬂow problem. The proof there uses the same geometric representation and decomposi-
tion of the solution used in the present paper, and indeed we show here that the same estimates
(and more) hold for the linearized problem (Section 2) and the nonlinear terms (Section 3), and so
the proof carries over with no signiﬁcant alteration. For this reason, and since the full energy space
local well-posedness (without symmetry or energy restrictions) is already well-understood for the
heat ﬂow (in particular, Struwe [18]), we will not provide the details. We remark that the blow-up
characterization (1.7) corresponds to the “separation” of a harmonic map at a singularity in [18].
The next theorem, our main result, shows that when the degree is at least 4, singularities do not
form, and we can describe precisely the asymptotic behavior:
Theorem 1.3. Let m  4. There exist δ1 ∈ (0, δ) and C > 0 such that if δ0  δ1 , then the existence time
T = T (u0) in Theorem 1.1 can be taken to be T = ∞. One also has∥∥∇(u(x, t) − emθ Rh(s(t),α(t)))∥∥L2t L∞x ∩L∞t L2x  Cδ0. (1.8)
Moreover there exist α∞ and positive s∞ such that(
s(t),α(t)
)→ (s∞,α∞) as t → ∞. (1.9)
Remark 1.4. 1. Not only is the solution global, but (1.8) and (1.9) show that u(·, t) converges to a
ﬁxed harmonic map as t → ∞ (at least in a time-averaged sense) – in particular, this gives asymptotic
stability of the harmonic maps for m 4.
2. For the cases m = 2,3, we conjecture that solutions are still global, but this is presently beyond
the reach of our methods. The technical reason is that we need r2h1(r) ∈ L2(rdr), which requires
m > 3.
The ﬁnal theorem shows that when m = 1, ﬁnite-time blow-up does occur within our class of
solutions.
Theorem 1.5. If m = 1, for any δ > 0, there exists u0 ∈ Σ1 with 0 < E(u0) − 4π  δ2 such that the corre-
sponding solution of the harmonic map heat ﬂow blows up in ﬁnite time, in the sense that ‖∇u(·, t)‖L∞x → ∞.
Remark 1.6. Our result that blow-up occurs for degree one, but not for higher degree, is consistent
with the formal asymptotic analysis of [1].
The paper is organized as follows. In Section 2 we derive, from the harmonic map heat ﬂow equa-
tion, a related nonlinear heat equation, by a choice of frame on the tangent space. We also establish
space–time estimates (including “endpoint”-type estimates) and weighted estimates for the linear
operator which comes from the perturbation about the harmonic maps. Even though the potential
appearing in the linear operator behaves like 1/|x|2 both at the origin and as |x| → ∞, we can treat
it by an energy inequality to avoid the diﬃculty. In Section 3, we obtain explicit equations for the
parameters (s(t),α(t)) by a choice of suitable orthogonality condition which only works for m  3.
On the basis of the space–time estimates obtained in Section 2, we give the proof of Theorem 1.3. In
Section 4, we construct an example to show that ﬁnite-time singularities really occur for energy close
to the harmonic map energy when m = 1, proving Theorem 1.5.
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change from line to line.
2. Derived nonlinear heat equation
In this section we derive a nonlinear heat equation associated to the harmonic map heat ﬂow. We
use the technique introduced in [6], obtaining an equation for the coordinates of the tangent vector
ﬁeld vr − mr J v Rv with respect to a certain orthonormal frame.
Under the m-equivariance assumption that the solution to Eq. (1.1) has the form u(x, t) =
emθ R v(r, t), v satisﬁes the evolution equation:
vt =
(
Dvr +
1
r
− mv3
r
)(
vr − m
r
J v Rv
)
where, recall, Dvr is the covariant derivative, acting on vector ﬁelds tangent to S
2 at v . Let e ∈ TvS2
be a unit tangent vector ﬁeld parallel transported along the curve v(·, t):
Dvr e = 0, limr→∞ e(r) = jˆ .
Then {e, J ve} is an orthonormal frame on TvS2. Let q(r, t) = q1(r, t) + iq2(r, t) be the complex coor-
dinates of the vector ﬁeld vr − mr J v Rv ∈ TvS2 in this basis:
vr − m
r
J v Rv = q1e + q2 J ve.
We sometimes write qe = q1e + q2 J ve for convenience. Deﬁne
J v Rv = ν1e + ν2 J ve, ν = ν1 + iν2.
Now it is a straightforward matter to show that the complex function q(r, t) solves the following
nonlinear heat equation with a non-local nonlinearity (see [12] for more details):
qt = rq − (1−mv3)
2
r2
q − m(v3)r
r
q − qN(q) (2.1)
where
N(q) =
∞∫
r
1
r′
Q (r′)dr′, Q := i Im
(
rq¯qr +mν¯
[
qr + 1−mv3
r
q
])
.
We will use Eq. (2.1) to obtain estimates on q.
Given an m-equivariant map u(x, t) ∈ Σm with E(u0) − 4πm < δ20 , we would like to write the
solution u = emθ R v(r, t) with
v(r, t) = eα(t)R(h(r/s(t))+ ξ(r/s(t), t)) (2.2)
where ξ(r/s(t), t) is a perturbation. Using the explicit orthonormal basis of ThS2,
jˆ =
(0
1
)
and J hjˆ =
(−h3
0
)
,0 h1
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at h(ρ):
ξ(ρ, t) = z1(ρ, t)jˆ + z2(ρ, t) J hjˆ + γ (ρ, t)h (2.3)
for ρ = r/s(t). This decomposition deﬁnes the complex-valued function z := z1 + iz2. Using v3(ρ, t) =
h3(ρ) + ξ3(ρ, t), we ﬁnd (v3)r = mr h21(ρ) + (ξ3(ρ, t))r , which we substitute into (2.1) to obtain
qt = −Hq − 2mh3(ρ) − h3(r)
r2
q − 2m
2h3ξ3 +m2ξ23 − 2mξ3
r2
q − m(ξ3)r
r
q − qN(q) (2.4)
where H is the operator
H = − + V (r), V (r) = 1+m
2 − 2mh3(r)
r2
.
So q(r, t) satisﬁes a nonlinear heat equation with linear operator H . Now the diﬃculty comes
from the singular potential V (r) which behaves like const./r2 as r → 0 and as r → ∞ (with different
constants). To some extent, H is like the heat operator with an inverse-square potential which is
studied in [20]. But their arguments only work for dimension n  3 because of the lack of Hardy
inequality in dimension 2. In this paper we need to obtain space–time estimates for e−tH , the one-
parameter semigroup generated by −H . We know that for the free heat operator et , the following
inequalities hold [10]:
∥∥etφ∥∥Lrt Lpx  C‖φ‖L2 ,∥∥∥∥∥
t∫
0
e(t−s) f (s)ds
∥∥∥∥∥
Lrt L
p
x
 C‖ f ‖
Lr˜
′
t L
p˜′
x
(2.5)
where (r, p) is an “admissible pair,” i.e., 1/r + 1/p = 1/2, (r˜′, p˜′) is the conjugate exponent pair of
another admissible pair (r˜, p˜), excluding the case r = r˜ = 2. But in a following lemma, we prove that
not only do estimates like (2.5) hold for the operator H , but the “endpoint” version (r = r˜ = 2) also
holds for radial functions φ and f .
A preliminary lemma ensures that H is self-adjoint.
Lemma 2.1. (See [16, p. 161].) Let V (r) be a continuous radial potential on Rn \ {0} satisfying
V (r) + (n− 1)(n − 3)
4r2
 3
4r2
.
Then − + V (r) is essentially self-adjoint on C∞0 (Rn \ {0}).
On the basis of Lemma 2.1, we have the following:
Lemma 2.2. The operator H extends to a positive self-adjoint operator on a domain D(H)with C∞0 (R2 \{0}) ⊂
D(H) ⊂ L2(R2), hence −H is the inﬁnitesimal generator of a contraction semigroup {e−tH }t0 on L2(R2).
Furthermore, D(H) ⊂ L∞(R2).
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on C∞0 (R2 \ {0}), and so its closure (which we still denote by H) can be uniquely extended to a
self-adjoint operator on a dense domain D(H) ⊂ L2(R2). When m = 1, the operator H is simpliﬁed as
H = −r + 4
r2
− 4
1+ r2 .
By the above argument H˜ = − + 4
r2
extends to a self-adjoint operator on L2(R2), and under the
bounded perturbation 4
1+r2 it remains self-adjoint by the Kato perturbation theory [16].
So, H generates a semigroup e−tH on L2(R2). The non-negativity of V immediately implies H  0,
and so e−tH is a contraction semigroup on L2(R2).
The ﬁnal part of the lemma, the L∞ estimate, is more delicate. Let ϕ ∈ C∞0 (R2 \ {0}). We have∫
R2
{|∇ϕ|2 + V |ϕ|2}= (ϕ, Hϕ) ‖ϕ‖L2‖Hϕ‖L2
and since for a ﬁxed disk DR centered at the origin
|x|2V (|x|) 1 on DR , and V (|x|) bounded on DcR , (2.6)
we conclude
‖∇ϕ‖2L2 +
∥∥∥∥ ϕ|x|
∥∥∥∥
2
L2
 C
(‖ϕ‖2L2 + ‖Hϕ‖2L2). (2.7)
Now multiply Hϕ = −ϕ + Vϕ by ϕ/|x| and integrate by parts to obtain
∥∥∥∥ ϕ|x|
∥∥∥∥
L2
‖Hϕ‖L2 
2π∫
0
∞∫
0
(−ϕϕrr − ϕϕr/r − ϕϕθθ /r2 + Vϕ2)dr dθ
=
2π∫
0
∞∫
0
(
ϕ2r + ϕ2θ /r2 +
(
r2V − 1
2
)
ϕ2/r2
)
dr dθ
and so by (2.6) again, and (2.7),
∥∥|x|−1/2∇ϕ∥∥2L2 + ∥∥|x|−3/2ϕ∥∥2L2  C(‖ϕ‖2L2 + ‖Hϕ‖2L2). (2.8)
Fix p ∈ (1,4/3), and set q := 2p2−p ∈ (2,4). Using (2.8), we have
‖ϕ‖Lp(DR )  ‖Hϕ‖Lp(DR ) + ‖Vϕ‖Lp(DR )
 C
(‖Hϕ‖L2(DR ) + ∥∥|x|3/2V ∥∥Lq(DR )∥∥|x|−3/2ϕ∥∥L2(DR ))
 C
(‖Hϕ‖L2 + ‖ϕ‖L2)
which combined with
‖ϕ‖L2(Dc )  ‖Hϕ‖L2 + ‖V ‖L∞(Dc )‖ϕ‖L2  C
(‖Hϕ‖L2 + ‖ϕ‖L2)R R
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‖ϕ‖L∞  C‖ϕ‖W 2,p(DR )∩H2(DcR )  C
(‖Hϕ‖L2 + ‖ϕ‖L2).  (2.9)
Remark 2.3. The Kato perturbation theory for self-adjoint operators is not applicable here, since V (r)
is too singular at the origin.
Next we establish some properties of the semigroup e−tH satisﬁed by the well-known semi-
group et .
Lemma 2.4. Let {e−tH }t0 be the semigroup generated by the operator H in L2(R2). Let 1 a b ∞. For
ϕ ∈ La(R2),
∥∥e−tHϕ∥∥Lb  Ct−(1/a−1/b)‖ϕ‖La for all t > 0
(here e−tHϕ can be deﬁned by density).
Proof. If a = b = 2, the statement just follows from the fact that {e−tH }t0 is a contraction semigroup
on L2(R2). Now let ϕ ∈ C∞0 (R2 \ {0}) ⊂ D(H). Then u(t) := e−tHϕ ∈ D(H). Thus Hu(t) = He−tHϕ =
e−tH Hϕ , and so ‖Hu(t)‖L2  ‖Hϕ‖L2 . Using (2.9), we ﬁnd
∥∥u(t)∥∥L∞  C(∥∥Hu(t)∥∥L2 + ∥∥u(t)∥∥L2) C(‖Hϕ‖L2 + ‖ϕ‖L2),
so there exists M > 0 such that supx,t |u(x, t)|  M . Now we want to apply the maximum principle
in R2. We ﬁrst assume ϕ  0, so that e−tHϕ  0 a.e. for each t > 0, since the semigroup e−tH is
positivity preserving (see p. 246 in [16]). Since u(t) = e−tHϕ solves
ut = u − V (x)u,
and V (x) 0, given any 0 ϕ ∈ C∞0 (R2 \ {0}), we have ut u, which means e−tHϕ is a subsolution
to the heat equation. Since supx,t |u(x, t)| M , it follows by the maximum principle that
0 e−tHϕ  etϕ
for all t > 0, and hence
∥∥e−tHϕ∥∥Lb(R2)  ∥∥etϕ∥∥Lb(R2)  Ct−(1/a−1/b)‖ϕ‖La(R2).
For general ϕ  0, we can rewrite ϕ = ϕ+ − ϕ− where ϕ+ = max{ϕ,0}  0, ϕ− = max{−ϕ,0}  0
and reach the same conclusion since |e−tHϕ| et|ϕ|. The proof of the inequality for ϕ ∈ La follows
by the density of C∞0 (R2 \ {0}) in La . 
Recall that the potential is singular at the origin. Fortunately, precisely because of its inverse-
square form and positivity, it yields “endpoint”-type space–time estimates. Consider the mixed space–
time Lebesgue norms: for an interval I ⊂ R+ ,
‖ f ‖r
Lrt L
p
x (R
2×I) :=
∫
I
( ∫
R2
∣∣ f (x, t)∣∣p dx)r/p dt.
10 M. Guan et al. / J. Differential Equations 246 (2009) 1–20Theorem 2.5. Let the exponent pairs (r, p) and (r˜, p˜) be “admissible” (i.e. 1/r + 1/p = 1/2), but exclude the
case r = r˜ = 2. Then we have
∥∥e−tHϕ∥∥Lrt Lpx +
∥∥∥∥∥
t∫
0
e−(t−s)H f (s)ds
∥∥∥∥∥
Lrt L
p
x
 C
(‖ϕ‖L2 + ‖ f ‖Lr˜′t L p˜′x
)
for all functions ϕ, f (·, t) on R2 . If, in addition, m  2, and ϕ, f (·, t) are radial functions, then the estimate
holds also in the “endpoint” case r = r˜ = 2, and we have weighted estimates
∥∥∥∥ 1|x|e−tHϕ
∥∥∥∥
L2t L
2
x
+ ∥∥(e−tHϕ)r∥∥L2t L2x  C‖ϕ‖L2 ,
∥∥∥∥∥ 1|x|
t∫
0
e−(t−s)H f (s)ds
∥∥∥∥∥
L2t L
2
x
+
∥∥∥∥∥
( t∫
0
e−(t−s)H f (s)ds
)
r
∥∥∥∥∥
L2t L
2
x
 C‖ f ‖
Lr˜
′
t L
p˜′
x
.
Remark 2.6. It is easy to check that the above “endpoint” estimate fails for the free heat operator et ,
even for radial functions (see [19] for the Schrödinger case).
Proof of Theorem 2.5. Let us ﬁrst prove the non-endpoint estimates. For the homogeneous estimate,
we establish a more general result, following [10]:
∥∥e−tHϕ∥∥Lrt Lpx  C‖ϕ‖La
with 1r + 1p = 1a , r  a > 1. For ﬁxed p ∈ (1,∞], deﬁne Γ (t)ϕ = ‖e−tHϕ‖Lp . By Lemma 2.4
Γ (t)ϕ  Ct−(1−1/p)‖ϕ‖L1 .
So Γ is of weak type (1, pp−1 ). On the other hand,
∥∥e−tHϕ∥∥L∞t Lpx  C‖ϕ‖Lp ,
so Γ is of strong type (p,∞). By the Marcinkiewicz interpolation theorem, Γ is of strong type (a, r)
with 1r = 1a − 1p , r  a > 1, and
∥∥e−tHϕ∥∥Lrt Lp  C‖ϕ‖La .
Now we turn to the nonhomogeneous estimate. For 1 p˜′  p ∞, we have
∥∥∥∥∥
t∫
0
e−(t−s)H f (s)ds
∥∥∥∥∥
Lpx

t∫
0
(t − s)−(1/p˜′−1/p)∥∥ f (s)∥∥
L p˜
′
x
ds,
so by the Hardy–Littlewood inequality,
∥∥∥∥∥
t∫
e−(t−s)H f (s)ds
∥∥∥∥∥
Lr Lpx
 C‖ f ‖
Lr˜
′
t L
p˜′
x0 t
M. Guan et al. / J. Differential Equations 246 (2009) 1–20 11with 1r + 1p + 1r˜ + 1p˜ = 1, provided 0 < 1/r˜ + 1/r < 1. In particular if (r, p), (r˜, p˜) are admissible
(excepting r = r˜ = 2), we obtain the desired space–time estimate.
Now we will prove the “endpoint” case (r, p) = (r˜, p˜) = (2,∞) for radial functions, if m  2. Our
method relies on the energy inequality. Let ϕ, f (s) be radial functions and u(x, t) = e−tHϕ . By the
imbedding inequality
‖u‖L∞  C
(‖ur‖L2 + ‖u/r‖L2) (2.10)
for radial functions in two dimensions (see [11]), we have
‖u‖L2t L∞x  C
(
‖ur‖L2t L2x +
∥∥∥∥ur
∥∥∥∥
L2t L
2
x
)
. (2.11)
Since in two dimensions the Hardy inequality does not hold, we change variable
v(x, t) := eiθu(r, t)
so that we have
‖ur‖L2t L2x +
∥∥∥∥ur
∥∥∥∥
L2t L
2
x
 C‖∇v‖L2t L2x (2.12)
since |∇v|2 = |ur |2 + | ur |2. Now v(x, t) solves the equation:
vt = v − m
2 − 2mh3
r2
v (2.13)
with initial data eiθϕ . Multiplying Eq. (2.13) by v¯ , taking the real part and using m2 −2mh3 > 0 (since
m 2), then integrating over space and time, we arrive at
‖v‖2
L∞t L2x
+ ‖∇v‖2
L2t L
2
x

∥∥v(0)∥∥2L2 = 2π‖ϕ‖2L2 .
Note that using (2.11), (2.12) gives us ‖e−tHϕ‖L2t L∞x  C‖ϕ‖L2 (which in any case is covered by the
above argument). Similarly we get
∥∥∥∥ e−tHϕr
∥∥∥∥
L2t L
2
x
+ ∥∥(e−tHϕ)r∥∥L2t L2x =
∥∥∥∥ur
∥∥∥∥
L2t L
2
x
+ ‖ur‖L2t L2x  C‖∇v‖L2t L2x  C‖ϕ‖L2 .
Now let (r˜, p˜) = (2,∞). If w(r, t) := ∫ t0 e−(t−s)H f (s)ds, then w(r,0) = 0. By the above arguments
we get, for v = eiθ w ,
‖w‖2
L2t L
∞
x
 C‖∇v‖2
L2t L
2
x
 C
∫ ∫
R2
| f v|dxds ε‖v‖2
L2t L
∞
x
+ C(ε)‖ f ‖2
L2t L
1
x
= ε‖w‖2
L2L∞ + C(ε)‖ f ‖2L2L1 .t x t x
12 M. Guan et al. / J. Differential Equations 246 (2009) 1–20Taking ε = 1/2, we obtain ‖w‖L2t L∞x  C‖ f ‖L2t L1x , the “endpoint” estimate we were seeking. We also
get the weighted estimate, since
∥∥∥∥wr
∥∥∥∥
2
L2t L
2
x
+ ‖wr‖2L2t L2x  ‖∇v‖
2
L2t L
2
x

∫ ∫
R2
| f v|dxds C‖v‖Lrt Lpx ‖ f ‖Lr˜′t L p˜′x  C‖ f ‖
2
Lr˜
′
t L
p˜′
x
. 
As a direct result of this proof, we have:
Corollary 2.7. Theorem 2.5 also holds for e−tH where H is any operator of the form
H = − + a(r)
r2
, 1 a(r) C .
3. Proof of the main theorem
In this section we prove Theorem 1.3 which gives the global well-posedness for the equivariant
harmonic map heat ﬂow with near-harmonic energy when the degree m is at least four. This is done
through the study of a coupled system of ODEs for the parameters s(t) and α(t), and a nonlinear
heat-type PDE for the deviation of the solution from the harmonic maps. In particular, we will show
that the length-scales s(t) of certain “nearby” harmonic maps, stay bounded away from zero, and, in
fact, converge as t → ∞.
For an m-equivariant solution u(x, t) ∈ Σm of (1.1), with initial energy
E(u0) = 4πm+ δ20 , δ0  1,
the decomposition (2.2), (2.3) of u into a harmonic map with time-varying parameters, and a con-
trolled correction, is established in [12]:
Lemma 3.1. (See [12].) If m 3 and δ0 is suﬃciently small, then for any map u ∈ Σm with E(u) 4πm+ δ20 ,
there exist s > 0, α ∈ R, and a complex function z = z1 + iz2 , such that
u(r, θ) = e(mθ+α)R[(1+ γ (ρ))h(ρ) + z1(ρ)jˆ + z2(ρ) J hjˆ ], ρ := r/s,
with z satisfying
(z,h1)L2(ρdρ) = 0
and
‖z‖2X  C
(
E(u0) − 4πm
)
.
Here X := {z : [0,∞) → C | zρ ∈ L2(ρdρ), zρ ∈ L2(ρdρ)} with the norm
‖z‖2X :=
∞∫
0
(
|zρ |2 + |z|
2
ρ2
)
ρdρ
is the natural space for z, corresponding to the energy space H˙1 for u(x). As above, for u ∈ Σm , we
deﬁne
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=: h(ρ) + ξ(ρ).
The pointwise constraint |v| = 1 gives 1 = |z|2 + (1 + γ )2 and since (as we shall prove) ξ remains
pointwise small,
γ =
√
1− |z|2 − 1 0, |γ | C |z|2, |γρ | C |zρ z|.
Making the decomposition given by Lemma 3.1 for u(x, t), at each time t , yields the complex
function z(ρ, t), and time-varying parameters s(t), α(t), which together give a full description of the
solution map u(x, t).
Since we will use the estimates of the previous section to estimate q(r, t) rather than z(ρ, t), we
need to know that z can be controlled by q. This follows from the lemmas below. For convenience,
we introduce spaces Xp , 2 p < ∞, with the norm:
‖z‖pXp :=
∞∫
0
(
|zρ |p + |z|
p
ρ p
)
ρdρ
so that X = X2.
Lemma 3.2. (See [12].) Let 2 p < ∞. If (z,h1)L2 = 0 and m > 3, then
‖z‖Xp  C‖L0z‖Lp ,∥∥|zρ |/ρ + |z|/ρ2∥∥L2  C‖L0z/ρ‖L2
where L0 is the operator
L0 :=
(
∂ρ + m
ρ
h3(ρ)
)
= h1(ρ)∂ρ 1
h1(ρ)
. (3.1)
Since, modulo nonlinear terms, (L0z)(ρ) ≈ sq(sρ), we also have:
Lemma 3.3. (See [12].) Under the assumptions of Lemma 3.2, if ‖z‖X  1, then
‖z‖Xp(ρdρ)  Cs1−2/p‖q‖Lp(rdr),∥∥∥∥ zρρ
∥∥∥∥
L2(ρdρ)
+
∥∥∥∥ zρ2
∥∥∥∥
L2(ρdρ)
 Cs
∥∥∥∥qr
∥∥∥∥
L2(rdr)
.
So the original map u(x, t) can be fully described by the function z(ρ, t) and the parameters s(t)
and α(t), while z(ρ, t) can be controlled by q(r, t). So we are going to derive the equation for z(ρ, t)
in order to estimate s(t) and α(t), and then use Lemma 3.3 and estimates on the equation for q to
complete the proof of Theorem 1.3.
Rewriting Eq. (1.1) in terms of the vector v(r, t) yields
vt = Mrv +
(
|vr |2 + m
2
r2
|Rv|2
)
v, Mr := ∂2r +
1
r
∂r + m
2
r2
R2. (3.2)
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v(r, t) = eα(t)R[h(ρ) + ξ(ρ, t)], ρ = r/s(t),
into (3.2), we arrive at
s2
([
α˙R − s−1 s˙ρ∂ρ
]
(h + ξ) + ξt
)= (Mρ + ∣∣∂ρ(h + ξ)∣∣2 + m2
ρ2
∣∣R(h + ξ)∣∣2)(h + ξ). (3.3)
Now using the further decomposition of the perturbation ξ into tangent and normal components,
ξ = z1jˆ + z2 J hjˆ + γ h, we ﬁnd, after routine (though somewhat involved) computations, that the
tangential components of (3.3) yield our desired equation for z:
s2zt = −Nz +
(
imss˙− s2α˙)h1 + F1 + F2 (3.4)
where N denotes the differential operator
N := −∂2ρ −
1
ρ
∂ρ + m
2
ρ2
(
1− 2h21
)= L∗0L0 (3.5)
(here L∗0 is the adjoint of L0 in L2(ρdρ)). We will not write the nonlinear terms F1 and F2 explic-
itly, but only give the necessary estimates (we are omitting many of these details since very similar
calculations are presented in [12]):
∃C0 > 0 such that ‖z‖X  C0 ⇒
∣∣F1(ρ, t) + ss˙ρzρ ∣∣ C(∣∣s2α˙∣∣+ |ss˙|)|z|,∣∣F2(ρ, t)∣∣ C(h1 + |z|)(|zρ |2 + |z|2/ρ2). (3.6)
From (3.4), we see that the linearized equation (setting s(t) ≡ 1 for now) for z(ρ, t) is
∂t z = −Nz. (3.7)
We would like to impose some orthogonality condition on z which ensures: (a) solutions of (3.7) de-
cay; (b) certain norms of z(ρ, t) are controlled by norms of q(r, t). Since N is self-adjoint in L2(ρdρ),
and from (3.5), (3.1) we see that ker(N) = span{h1}, it is natural to impose
(z,h1)L2 =
∞∫
0
z(ρ)h1(ρ)ρdρ ≡ 0. (3.8)
Lemma 3.3 then gives the desired control of z by q.
Now we may explain the source of our restriction m  4. Firstly, in the energy space we have
z ∈ X , and in general z /∈ L2. But we have
∣∣(z,h1)L2 ∣∣
∥∥∥∥ zρ
∥∥∥∥
L2
‖ρh1‖L2  ‖z‖X‖ρh1‖L2
and so to make sense of the condition (3.8), we require ρh1 ∈ L2, which leads to the restriction m 3.
The further restriction m > 3 is needed for (seemingly) technical reasons in the second estimate of
Lemma 3.2 (and hence also in Lemma 3.3).
The next step is to estimate the parameter velocities.
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|ss˙| + ∣∣s2α˙∣∣ C(∥∥∥∥ zρρ
∥∥∥∥
2
L2
+
∥∥∥∥ zρ2
∥∥∥∥
2
L2
)
.
Proof. Differentiating (3.8) with respect to t , and using (3.4), yields:
(
s2α˙ − imss˙)‖h1‖2L2 = (h1, F1 + F2)
and by the estimates (3.6), we obtain
|ss˙| + ∣∣s2α˙∣∣ C(∣∣(h1, F1)∣∣+ ∣∣(h1, F2)∣∣)
 C
(|ss˙| + ∣∣s2α˙∣∣)∣∣(h1,ρzρ + |z|)∣∣+ C
∫
h1
(
h1 + |z|
)(|zρ |2 + |z|2/ρ2)
 C‖z‖X
(|ss˙| + ∣∣s2α˙∣∣)+ C(‖zρ/ρ‖2L2 + ∥∥z/ρ2∥∥2L2) (3.9)
where we used
• ‖z‖L∞  C‖z‖X (i.e. (2.10)),
• |(h1,ρzρ)| = |(ρ(∂ρ + 1ρ )(ρh1), z/ρ)| C‖ρh1‖L2‖z/ρ‖L2  C‖z‖X (using m 3),
• ‖ρ2h1‖L∞  C (true for m 2).
Absorbing the ﬁrst term on the r.h.s. of (3.9) completes the proof of Lemma 3.4. 
The next step is to estimate the function q(r, t). Without loss of generality, we will rescale the
solution so that s0 := s(0) = 1. Let q(r, t) be the corresponding complex-valued function derived from
the map u(x, t) in Section 2. We use Lemma 3.3, together with Theorem 2.5, to prove the following
estimate for q.
Lemma 3.5. For σ > 0, set I := [0, σ ), Q := R2 × I and deﬁne the space–time norm
‖q‖Y := ‖q‖(L2t L∞x ∩L∞t L2x )(Q ) +
∥∥∥∥qr
∥∥∥∥
L2t L
2
x (Q )
+ ‖qr‖L2t L2x (Q ).
If ‖q0‖L2 = δ0/
√
π is suﬃciently small, we have
‖q‖Y  C
(‖q0‖L2x + ∥∥s−1∥∥L∞t ([0,σ ])‖s − 1‖L∞t ([0,σ ])‖q‖Y + ‖q‖2Y + ‖q‖3Y ).
Proof. Note that
‖q‖2L2(rdr) =
∥∥∥∥vr − mr J v Rv
∥∥∥∥
2
L2(rdr)
= 1
π
(
E(u) − 4πm)
 1
π
(
E(u0) − 4πm
)= δ20/π
can be taken small. We start by rewriting Eq. (2.4) in integral form:
q(t) = e−tHq0 +
t∫
e−(t−s)H
(
F
(
q(s)
)+ 2mh3(r) − h3(ρ)
r2
q(s)
)
ds (3.10)0
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F (q) := −2m
2h3ξ3 +m2ξ23 − 2mξ3
r2
q − m(ξ3)r
r
q − qN(q) =: I + II + III. (3.11)
Due to Theorem 2.5 (including the endpoint case) we have
‖q‖Y  C
(
‖q0‖L2 +
∥∥∥∥h3(r) − h3(ρ)r2 q
∥∥∥∥
L2t L
1
x
+ ∥∥F (q)∥∥
L4/3t L
4/3
x +L1t L2x
)
. (3.12)
Note
∥∥∥∥h3(r) − h3(ρ)r2 q
∥∥∥∥
L2t L
1
x
 C‖q‖L2t L∞x
∥∥∥∥h3(r) − h3(r/s)r2
∥∥∥∥
L∞t L1x
 C‖q‖L2t L∞x
∥∥s−1∥∥L∞t ‖s − 1‖L∞t (3.13)
where the last estimate comes from expressing h3(r) − h3(r/s) as the integral of its derivative with
respect to s.
Next we use Lemma 3.3 to estimate F (q) term by term. Note that the estimate of F (q) = I +
II + III has some overlap with the nonlinear estimates appearing in [12], and so we only give brief
computations. Recall v3(r, t) = h3(ρ, t) + ξ3(ρ, t) and ξ3 = z2h1 + γ h3 for ρ = r/s(t), hence
‖I‖
L4/3x
 C
(
s−3/4
∥∥∥∥ zρ
∥∥∥∥
L8
‖q‖L8 + s−1
∥∥∥∥ zρ
∥∥∥∥
2
L4
(
1+ ‖z‖L∞
)‖q‖L4
)
 C
(‖q‖2
L8x
+ ‖q‖3
L4x
(
1+ ‖q‖L2x
))
.
So we obtain
‖I‖
L4/3t L
4/3
x
 C
(‖q‖2
L8/3t L
8
x
+ ‖q‖3
L4t L
4
x
)
 C
(‖q‖2Y + ‖q‖3Y ). (3.14)
Next we estimate ‖II‖
L4/3t L
4/3
x
:= ‖(m(ξ3)r/r)q‖L4/3t L4/3x . Compute
1
r
(ξ3)r = 1
sr
[
h1(z2)ρ − mh1h3z2
ρ
+ γρh3 + mγ h
2
1
ρ
]
.
Again using Lemma 3.3, we arrive at
‖II‖
L4/3t L
4/3
x
 C‖q‖2
L4t L
4
x
(
1+ ‖q‖L∞t L2x
)
 C
(‖q‖2Y + ‖q‖3Y ). (3.15)
Finally, using the Hardy inequality
( ∞∫
0
( ∞∫
x
f (y)dy
)p
xρ−1 dx
)1/p
 p/ρ
( ∞∫
0
(
yf (y)
)p
yρ−1 dy
)1/p
for f  0, in the case p = ρ = 2, we ﬁnd
∥∥∥∥∥
∞∫
1
r
(|q/r| + |qr |)dr
∥∥∥∥∥
L2
 C
∥∥|q/r| + |qr |∥∥L2x .
r x
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∥∥∥∥∥
∞∫
r
|q||qr |dr
∥∥∥∥∥
L∞x
 ‖qr‖L2x ‖q/r‖L2x .
So since |ν| 1, we obtain
‖III‖L1t L2x  ‖q‖L2t L∞x ∩L∞t L2x
∥∥N(q)∥∥L2t L2x+L1t L∞x  C(‖q‖2Y + ‖q‖3Y ). (3.16)
Combining (3.12)–(3.16) completes the proof of Lemma 3.5. 
Now we are ready to ﬁnish the proof of Theorem 1.3.
Completion of the proof of Theorem 1.3. From Lemma 3.1, we have
u0 = e(mθ+α0)R
[(
1+ γ0(r/s0)
)
h(r/s0) + (z0)1(r/s0)jˆ + (z0)2(r/s0) J hjˆ
]
with (z0,h1)L2 = 0 and ‖z0‖X  Cδ0. Let u˜(r, t) := u(s0r, s20t). Then u˜ is also a solution to the heat
ﬂow equation (1.1) with initial data
u˜(r,0) = e(mθ+α0)R[(1+ γ0(r))h(r) + (z0)1(r)jˆ + (z0)2(r) J hjˆ ],
and time-dependent decomposition
u˜ = e(mθ+α(t))R[(1+ γ (r/s(t)))h(r/s(t))+ z1(r/s(t), t)jˆ + z2(r/s(t), t) J hjˆ ]
with s(t) ∈ C([0, T );R+), α(t) ∈ C([0, T );R), s(0) = 1, and α(0) = α0. If δ0 is suﬃciently small, the
estimates of Lemmas 3.4 and 3.5 together yield
∥∥s−1 s˙∥∥L1t + ‖α˙‖L1t  C‖q‖2Y  Cδ20 ,
and in particular that s(t)  C0 > 0. Hence the solution extends to T = ∞, and as t → ∞, s(t) →
s∞ > 0, and α(t) → α∞ . Furthermore, for any pair (r, p) with 1r + 1p = 12 , 2 r ∞,
∥∥∇(u˜ − emθ Rhs(t),α(t))∥∥Lrt Lpx  Cs 2p −1‖z‖Lrt Xp  C‖q‖Lrt Lpx  C‖q‖Y  Cδ0.
Finally, undoing the rescaling u(r, t) = u˜(r/s0, t/s20) completes the proof of Theorem 1.3. 
4. Finite-time blow-up
In this section we give the proof of Theorem 1.5 by constructing a 1-equivariant ﬁnite-time blow-
up solution in R2 with near-harmonic energy. The proof is a variant of that of [5], adapted to the
plane R2.
One special subclass of 1-equivariant solutions is given by
u(·, t) : (r, θ) → (cos θ sinφ(r, t), sin θ sinφ(r, t), cosφ(r, t)) (4.1)
where (r, θ) are the polar coordinates on the plane, and φ(r, t) is the angle with the u3-axis. If u
solves the harmonic map heat ﬂow, then, as is easily checked, φ(r, t) satisﬁes
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r
φr − sin2φ
2r2
, 0 < r < ∞, t > 0,
φ(r,0) = φ0(r). (4.2)
The energy of u can be written in terms of φ:
E
(
u(t)
)= e(φ) := π
∞∫
0
(
φ2r +
sin2 φ
r2
)
rdr.
In order to have a degree-1 solution with ﬁnite energy, we impose the boundary conditions
φ(0, t) = 0, lim
r→∞φ(r, t) = π. (4.3)
We take C1 initial data:
φ0 ∈ C1
([0,∞)), lim
r→0φ0(r) = 0, limr→∞φ0(r) = π. (4.4)
Local existence of a classical solution is straightforward: there is T > 0 such that (4.2)–(4.4) admits a
unique solution
φ(r, t) ∈ C([0, T ];C1([0,∞)))∩ C∞((0,∞) × (0, T ))
(one way to see this is to solve the full harmonic map heat ﬂow with the initial data corresponding
to φ0, locally in time in classical spaces, use the fact that the form (4.1) is preserved [4], and then
recover φ(r, t)).
Next we establish an extension to R2 of the comparison principle of [4] for the unit disk (where
they observed that although Eq. (4.2) is singular at r = 0, the maximum principle may still be applied).
Lemma 4.1. Let φ1, φ2 ∈ BC([0,∞) × [0, T ]) ∩ C2((0,∞) × (0, T )) be solutions of the problem (4.2)–(4.4)
with initial data φ01, φ02 . If φ01  φ02 , then
φ1(r, t) φ2(r, t), (r, t) ∈ [0,∞) × [0, T ].
Proof. Let ϕ := φ2 − φ1. Then ϕ satisﬁes
ϕt = ϕrr + 1
r
ϕr + p(r, t)ϕ (4.5)
where
p(r, t) := − sin2φ2 − sin2φ1
2r2(φ2 − φ1) = −
1
r2
cos(φ1 + φ2) sin(φ2 − φ1)
φ2 − φ1 .
Fix T1 ∈ (0, T ). Since φ1(0, t) = φ2(0, t) = 0, there exists δ > 0 such that φ1, φ2 ∈ [−π/8,π/8] in
(0, δ) × (0, T1] (continuity of φ1 and φ2), and hence p < 0 on this set. Therefore, there is K  0 such
that p  K on (0,∞) × (0, T1). Setting v(r, t) := e−(K+1)tϕ(r, t), (4.5) yields
vt = vrr + 1 vr +
(
p(r, t) − K − 1)v.r
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wt = wrr +
1
r
wr +
(
p(r, t) − K − 1)(w − (T2 − t)−1er2/(4(T2−t))). (4.6)
Now suppose inf[0,∞)×[0,T1] w < 0. By the boundary conditions and boundedness of ϕ , this implies
w(r, t) = inf[0,∞)×[0,T1] w < 0 for some r > 0, t ∈ (0, T1]. Hence wt (r, t)  0, wr (r, t) = 0, and
wrr(r, t)  0. This contradicts (4.6). So we have w  0, and sending  → 0, we recover ϕ  0 in[0,∞) × [0, T1]. Since T1 < T was arbitrary, we are done. 
The proof of Theorem 1.5 is a combination of methods from [5] (subsolution construction and
comparison principle) and [2] (use of comparison principle on a subdomain). The following lemma is
proved in [5]:
Lemma 4.2. (See [5].) Let σ ,λ0,μ ∈ R+ and ν ∈ (0,1). Let λ(t) be the solution of
λ′ = −σλν, t > 0, λ(0) = λ0.
If Tλ := sup{t > 0, λ(t) > 0} (the “blow-up time of f ”), then the function
f (r, t) := arccos
(
λ(t)2 − r2
λ(t)2 + r2
)
+ arccos
(
μ2 − r2(1+ν)
μ2 + r2(1+ν)
)
, (r, t) ∈ (0,1) × (0, Tλ),
satisﬁes the following properties:
(i) f ∈ C∞([0,1] × [0, Tλ));
(ii) limr→0 f (r, t) = 0 for t ∈ [0, Tλ), limr→0 f (r, Tλ) = π ;
(iii) there exists μ¯ > 0 such that for every μ > μ¯ we can ﬁnd σ¯ (μ,ν) such that
ft  frr + 1
r
fr − sin2 f
2r2
, (r, t) ∈ (0,1) × (0, Tλ),
for all σ  σ¯ .
Proof of Theorem 1.5. Given any small δ > 0, let the initial data φ0(r) to Eq. (4.2) be of the form
φ0(r) = arccos
(
s20 − r2
s20 + r2
)
+ δ
10
ζ(r)
where ζ(r) is a non-negative C∞ function supported in [ 78 , 98 ]. We can ensure π < φ0(1) by choosing
s0 = s0(δ) small enough (depending on δ) so that π − arccos( s
2
0−1
s20+1
) π − δ, and choosing ζ(1) > 10
(thus ζ can be chosen independent of δ). It is then easy to check that e(φ0) 4π+Cδ2. Moreover, ζ(r)
and s0 can be chosen such that e(φ0)(7/8<r<∞)  δ2/10, which means that the energy is concentrated
in a neighborhood of the origin.
Now let φ(r, t) be the unique classical solution with initial data φ0(r), and let T be its max-
imal existence time. Since φ0(1) > π , by continuity there exists T ∗ ∈ (0, T ) and γ > π such that
φ(1, t)  γ for 0  t  T ∗ . Let h(r) = arccos(μ2−r2(1+ν)
μ2+r2(1+ν) ). Choose μ suﬃciently large to ensure
h(1) = arccos(μ2−1
μ2+1 ) γ −π . Let f (r, t) be the function from Lemma 4.2, and choose σ small enough
so that property (iii) if Lemma 4.2 holds. And ﬁnally, choose λ0 small enough so that Tλ  T ∗ , and so
that the energy of f (r,0) on [0,1] is  4π + Cδ2. So f (r, t) is a subsolution for the problem
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r
gr − sin2g
2r2
, 0 < r < 1,
g(0, t) = 0,
g(1, t) = γ . (4.7)
Now select a smooth, bounded function φ0(r) satisfying φ0(0) = 0, and
φ0(r) φ0(r), r ∈ [0,∞),
φ0(r) f (r,0), r ∈ [0,1],
e(φ0) 4π + Cδ2
(the last property can be achieved since it holds for both φ0(r) and f (r,0), the latter on [0,1]).
Let T0 be the maximal existence time of the classical solution φ(r, t) with initial data φ0(r). By the
comparison principle Lemma 4.1, φ(r, t) φ(r, t) for (r, t) ∈ (0,∞)× (0,min{T0, T }), and in particular,
φ(1, t) > φ(1, t) γ for 0 t  T ∗ . So φ(r, t) is a supersolution for problem (4.7), while f (r, t) is a
subsolution. So by the maximum principle for this problem on the disk [4], for 0  r  1, we have
φ(r, t) f (r, t). Hence φ(r, t) blows up (in the C1 sense) at or before time Tλ . 
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