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Abstract
The interaction between a chemically reactive boundary layer and an ablative
material is one of the most difficult challenges for the accurate prediction of
the heat fluxes during atmospheric entries of spacecraft. New physico-chemical
models and computational methods need to be developed to understand the
material response of a new class of light carbon composite ablators in a
hypersonic flow. This work proposes the development of a unified tool that
solves both the material and the flow inside a single computational domain
thus capturing the interactions between the flow and ablated geometry. This
continuum description is flexible enough that it can go smoothly from a plain fluid
region to a receding porous medium. The tool implementation is based on a high
order discontinuous Galerkin discretization and it is verified against several test
cases of increasing physical complexity. It takes into account the volume ablation
phenomenon in the highly diffusive regime, which is usually n...
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INTRODUCTION
1.1 Context
The exploration programs of our solar system involve the design of manned
or unmanned spacecraft that enter a planet atmosphere at hypersonic veloc-
ity. After the successful manned missions to the Moon in the 1960’s and many
probe entries into the atmosphere of outer planets, the next challenges for
space agencies include bringing back samples to Earth by means of robotic
missions and continuing the manned exploration program, which aims to
send human beings to Mars and bring them home safely. Atmospheric en-
try is generally the most challenging phase during a space mission. The ve-
hicle is strongly affected by aerodynamic heating due to the dissipation of a
huge amount of kinetic energy into thermal energy. To ensure the integrity
of the spacecraft, the vehicle is protected by a thermal heat shield. The heat
load is evaluated during the design phase to estimate the required proper-
ties and thickness of the thermal protection material to withstand the high
heating environment. Many achievements in rocket science have been made
since the Apollo missions, but prediction of the heat exchange at the surface
of the spacecraft remains a challenging task. Inaccuracies in these predictions
can be fatal for the crew or the success of robotic missions. The evaluation
of the heat flux is challenging because of the interaction between complex
phenomena such as surface chemistry, radiation, material decomposition or
flow transition from laminar to turbulent. These difficulties are enhanced at
higher entry velocities, typical of new missions. The design of the Galileo
probe heat shield is a famous example of our current limit to understand and
predict the phenomena during atmospheric entry. The Galileo probe was de-
signed to enter Jupiter’s atmosphere and is the most challenging entry ever
1
2 CHAPTER 1. INTRODUCTION
achieved with a entry velocity estimated to be 47.4 [km/s]. Figure 1.1 shows
the configurations of the heat shield before and after atmospheric entry. It can
be observed that the degradation of the thermal protection heat shield at the
nose was clearly overestimated while the protection material at the shoulder
was barely enough for the spacecraft to survive.
Figure 1.1: Design of the Galileo probe heatshield. Figure taken from [125].
In order to cope with these uncertainties and lack of understanding, exces-
sive safety factors are used nowadays leading to increased mass of the Ther-
mal Protection System (TPS). The TPS mass budget can be quite important (up
to 50% for the Galileo probe see Fig. 1.1) and penalizes the onboard maximum
payload mass.
Reusable and ablative materials are the two main types of TPS in use today.
Reusable materials are designed for low heat flux trajectories and a famous ex-
ample is the protection shield of the space shuttle which uses radiation reflec-
tive ceramic tiles. The space shuttle has been designed for in-orbit servicing
at low altitude (ventry ≈ 7.2 [km/s]). For the higher entry velocity missions
of interest here, ablative material are best suited [68]. The heat shield of the
Apollo capsule for example (ventry ≈ 11.1 [km/s]) was made of a high density
ablative material.
Ablative materials fall in the category of semi-passive thermal protection
systems. These material degrade to protect the spacecraft from the large heat-
ing load and decompose into a gas which percolates through the material car-
rying some of the heat outside of the TPS. The use of dense carbon/carbon or
carbon/resin composite ablators has been successfully demonstrated during
several missions in the past [74]. Requirements concerning mass efficiency
for missions with very high entry velocities have led to the development of a
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new class of light carbon composite ablators. The traits of these new materi-
als are well exemplified by the Phenolic Impregnated Carbon Ablator (PICA),
which was successfully demonstrated during the NASA Stardust mission, or
ASTERM material developed by Airbus Defence and Space in Europe. These
types of composite materials are made of a skeleton of carbon fibers which is
partially filled by a phenolic resin. The avenues opened by such TPS materi-
als promise mass efficiency and protection at very high entry velocities, hence
their development, study and deployment on new generation vehicles [223].
Experimental investigation of aerothermal entry problems is still an ex-
tremely difficult endeavor which makes numerical methods crucial in advanc-
ing our understanding of these phenomena and in developing predictive de-
sign tools.
1.2 Atmospheric entry: a multi-physics problem
The trajectory during atmospheric entry is characterized by different flow
regimes. At high altitudes, the velocity is very high leading to a hypersonic
flow regime around the capsule (Ma > 5) and, as the spacecraft decelerates,
the flow goes through supersonic (Ma > 1), transonic (0.8 < Ma < 1.2)
and subsonic regimes (Ma < 1). At Mach number larger than one, a curved
detached shock (bow shock) appears in front of a blunt body (low ballistic co-
efficient), forming a reactive shock layer. The thickness of this layer limited by
the shock front and the surface of the probe decreases for higher velocity and
is typically of the order of 20 centimeters for an Apollo shape capsule of four
meter at peak heating during the reentry trajectory. This shock layer includes
a viscous and thermal boundary layers that are developed close to the vehi-
cle. The boundary layer which can be laminar or turbulent has a thickness of
micrometers to millimeters. The phenomena in the shock layer and within the
boundary layer for a hypersonic atmospheric entry are summarized in Fig. 1.2
and will be described in more details in the following.
The gas particles pass through the shock from a freestream region at rela-
tively low density, low temperature, high velocity, to a dense layer at higher
temperature and lower velocity. An example of the values in the freestream
and in the shock layer for an Earth atmospheric entry are given in Table 1.1.
The kinetic energy of the gas is converted through the shock into translational,
rotational, vibrational and electronic energy. The temperature of the gas in the
region after the shock can therefore reach really high values of 104 [K] typi-
cally in the plateau region in the shock layer. Therefore, the shock layer is a
region with very fast chemical reactions. Due to the high internal energy, the
molecules dissociate and atoms and molecules are ionized. In addition, the
excitation and de-excitation of the electronic population in this layer lead to
radiation which contributes to the heating load on the thermal heat shield. For
instance, the formation of very active molecules like NO for air in this layer
plays an important role in the radiative heat flux.
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evolution with ﬂow regime
Figure 1.2: Sketch of an atmospheric entry of a space vehicle. Figure modified from
Potter [178].
Table 1.1: Shock characteristic quantities for the Flight Investigation of Reentry mis-
sion (FIRE II) at a particular moment of the reentry trajectory (t = 1634 s,
altitude= 76.4 km) [42]. The post-shock conditions are computed with the
code shocking++ described further.
P [Pa] T [K] ρ [kg/m3] u [m/s]
FreeStream 2.09 195 3.72e−5 11360
Post-Shock 4.53e3 1.04e4 6.51e−4 649.7
The convection of this high enthalpy flow around the capsule and the radi-
ation will progressively heat up the material. The temperature at the surface
of the material can increase approximately to 3000[K] for severe entry condi-
tions. The ablative material is designed to absorb this heat by degradation to
ensure the integrity of the structure. Low density ablative TPS are generally
composite materials made of fibers and a resin matrix. Two different degrada-
tion phenomena can be distinguished. First, the material resin is progressively
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pyrolysed, producing gases which are blown out of the porous material and
injected into the boundary layer. The pyrolysis is an endothermic reaction ab-
sorbing the heat. The blowing also induces a blockage of the convective heat
flux impinging on the surface of the spacecraft hence reducing the heat load.
Furthermore, the blowing injects carbon species from the degradation of the
material like CO or C3 into the flow that leads to a more opaque shock layer
hence reducing the incoming radiative heat flux [110]. The remaining mate-
rial is composed of non-pyrolysing matrix and residual carbonaceous material
forming the char zone. The second degradation mechanism is the erosion of
the remaining char material by the flow. Depending on the material and flow
conditions, it can be due to heterogeneous chemical reactions, sublimations or
mechanical ablation (spallation) [118]. Detailed information on the gas-solid
interactions is given in the next subsection.
The degradation of PICA is illustrated in Fig. 1.3 taken from Ref. [127]. The
different states of the material can be observed. First, for the virgin material,
the filler resin (phenol in this case) can be observed with the fibers. Progres-
sively, the resin is decomposed leaving the char material and the fibers. Fi-
nally, the remaining char material and the fibers are ablated.
Since the material is receding, engineering design tools should be able to
predict correctly the total recession of the material as well as the back tem-
perature experienced by the substructure of the vehicle. The development of
these tools is challenging since, as described earlier, an atmospheric entry im-
plies a broad range of phenomena involving different scientific fields. The
incoming hypersonic flow involves strong shocks, potential non-equilibrium
effects, surface and volume chemistry, mass transfer, geometric changes, and
radiation. The models of the flow and the material have to take into account
distinct regions, the open flow and the wall but also their interaction.
1.2.1 Gas-surface interaction
The solution of the complete multi-physics problem including the shock layer
is highly challenging. This work focuses on the interaction between the flow
in the boundary layer and the thermal response of the material, hence inves-
tigating the region close to the spacecraft. In general, modeling and solving
accurately the phenomena in the shock layer is very important since radiative
heat flux can play a significant role in the heating of the material (up to 40%
of the total heating rate for the FIRE II mission for example [178]). Following
Potter [178], the modeling of radiation includes the description of the internal
state populations of the chemical species, the electromagnetic spectrum dis-
tribution and the transport of the electromagnetic energy which is a non-local
phenomenon. The complexity for the modeling of these three domains and
the computational methods to reduce the cost associated to treat radiation re-
quire a substantial effort not covered in this thesis (see for example [178, 207]
and references therein). Within this work, the test cases studied are at rela-
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(a) Virgin (b) Partially charred
(c) Charred (d) Ablated
Figure 1.3: Scanning Electron Microscope images showing the material response of
PICA to a high enthalpy flux. Micrographs are taken at different depths
of a sample illustrating the degradation of the material. Figure taken from
[127].
tively low velocity and do not involve active radiative species hence radiation
in the flow field can be neglected. Nonetheless, this phenomenology is par-
tially included through an energy sink term accounting for the re-radiation at
the surface of the material in some of the applications in Chapter 5, 6 and 7.
In the thin region close to an ablative material surface, the remaining char
material will be eroded by the high enthalpy flow. Depending on the planets
atmospheric composition, nitridation and/or oxidation heterogeneous reac-
tions will occur. If the temperature of the material becomes sufficiently high,
sublimation of the carbonaceous matrix can also be significant. In addition,
homogeneous reactions occur between the boundary layer gases and the py-
rolysis gases produced by the thermal degradation of some components of
the material. Finally, due to shear stress, mechanical ablation of the char layer
can enhance the recession rate of the material. In addition, the presence of the
solid matrix can lead to catalytic reactions and recombination of dissociated
species. Note that the temperature in the boundary layer is lower than in the
shock layer which might imply recombination. Furthermore, the roughness
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of the material surface will change with the erosion of the char. This leads to
a dynamic interaction between the ablation and the flow regime. A rougher
surface will induce transition towards a turbulent flow regime which will en-
hance the heat and mass exchange leading in turn to higher recession rate
[229]. Finally, the shape change due to recession may have an impact on the
flow around the vehicle hence its aerodynamic performances.
These phenomena are common for most ablative materials. However, with
the development of low density ablative material, another challenge should be
considered. Since new low density ablative materials are highly porous, the
so-called ”surface” reactions are actually happening in a zone close to the sur-
face [117]. Depending on the flow regime, the species in the boundary layer
can penetrate the porous material and react in-depth. This can significantly re-
duce the mechanical strength of the char layer and imply more spallation. In
order to accurately predict the recession rate, this ablation in volume should
be accounted for. Figure 1.4 details the interactions between the boundary
layer and the material response in the region close to the interface. On top of
the TPS, the fibers are eroded in a certain depth of the material by the chemical
processes happening with the flow. The pyrolysis gas produced in depth are
flowing through this zone.
Spallation
O, O2, N, N2
CO, CO2, CN
N2, O2
C2, C3
Heterogeneous and 
catalytic products
Sublimation 
products
Pyrolysis products
C2H4, C6H6, CH4,
C6H5OH, C7H8, H2
H2O
Figure 1.4: Schematic of the gas-surface interaction in the interface region of low den-
sity phenolic carbon fibers ablator for an Earth atmospheric entry.
The ablation of the TPS and the flow around the vehicle are strongly cou-
pled. This dynamic interaction is one of the most challenging phenomena
in the prediction of heat fluxes during atmospheric entries. Figure 1.5 shows
that even recent models do not satisfyingly predict the thermal response of the
heat shield. This figure compares predictions and flight data collected in the
heat shield of the Mars Science Laboratory (MSL) of NASA. The temperature
at the surface of the heat shield is shown and the values for thermocouples at
several locations are presented in the plots (solid lines). If we observe the first
thermocouple, the temperature prediction (dashed lines) overestimated the
flight data in the hot region but it underestimates it in the colder region near
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the stagnation point. One of the main hypotheses to explain the discrepancy
is linked to the transition from laminar to turbulent boundary layer induced
by the change in TPS roughness [30]. This particular interaction between the
turbulent/laminar regime and the erosion will not be studied in this work.
Figure 1.5: Thermal response of the Mars Science Laboratory heat shield during Mars
atmospheric entry. Figure taken from [30]. The solid lines are thermocouple
flight data, the dashed lines are simulation results.
1.2.2 Scales
The study of atmospheric entry vehicles involves multiple phenomena at dif-
ferent scales. The complexity of solving a multi-scale problem is an additional
challenge when dealing with the numerical investigation of atmospheric en-
try. This section aims to provide to the reader an idea of the orders of magni-
tude for the phenomena involved as well as the definition and range of main
non-dimensional numbers used throughout the text.
First of all, general details on several Space missions involving atmospheric
entry are given in Table 1.2. These missions are chosen because they require
ablative material for safe atmospheric entry. One can observe that new mis-
sions use low density materials (PICA).
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Table 1.2: Atmospheric entry missions with their conditions. Values are extracted from
Duffa [74] and references therein.
Mission Atm. Diameter TPS TPS Velo- Integrated
and Material density city heat flux
date [m] [kg/m3] [km/s] [MW/m2]
Apollo 4
(1967)
Earth 3.91 AVCOAT 530 11.2 300
Galileo
(1995)
Jupiter 1.26 TWCP 1450 47.4 2000
Stardust
(2006)
Earth 0.81 PICA 250 12.8 360
MSL
(2012)
Mars 4.5 PICA 250 5.9 54.8
The atmospheric entry problem spans both several time scales and spa-
tial scales. First, regarding the time scale, the main challenge is the differ-
ence between the characteristic time of the flow and the material thermal re-
sponse time. The variables describing the flow around the capsule are going to
change more rapidly than the quantities of interest in the material. However,
some phenomena at the interface are tightly coupled. In addition, chemistry
is usually very fast when compared to other phenomena. The time scale for
the chemical production terms is already very different for strong radicals ap-
pearing in the plasma, the time scale for dissociation for example is∼ O(1e−6)
and for the heterogeneous reactions for example ∼ O(1e−4). Therefore, the
homogeneous and heterogeneous chemical reactions introduce stiff terms in
the equations. The spatial scales cover the microscopic phenomena inside the
porous medium all the way up to scales of the order of the vehicle size. In
order to study the evolution of the surface topology with the flow regime pro-
posed in Velghe [228] for instance, one should consider additional scales: Kol-
mogorov for small scales in turbulent part of the flow (≈ 10[µm]) and Niku-
radse scale for the roughness (3− 10µm) to accurately capture the gas-surface
interaction.
Non-dimensional numbers are usually used in the text to describe the
problem; these are summarized in Table 1.3 and described briefly hereafter.
The chemical regime is usually evaluated by the Damko¨hler number (Dam)
described as the ratio between the effective reaction rate and the rate of mass
transport (which can be caused either by diffusion or convection). Within
this work, both diffusion and reaction limited regimes will be discussed. At
low pressure, the diffusive and convective transports can be of the same or-
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der of magnitude, this is measured by the Peclet (Pe) number. The external
flow is also described by the Reynolds (Re) number which computes the ratio
between the convective and the viscous momentum transports. Within this
work, the focus is solely on laminar flows involving low Re. The Prandtl (Pr)
number characterizes the heat transfer convected versus conducted. In most
of the cases studied, Pr is around one. The Mach (Ma) number evaluates the
compressibility of the flow. Since the interest here is focused on the phenom-
ena close to the wall, applications targeted in this work are usually at low Ma.
The Knudsen (Kn) number determines the validity of the continuum assump-
tion. It depends on the altitude of the flight but within this work, only the
continuum regime is considered.
Table 1.3: Main non-dimensional numbers used in the text. The characteristic variables
are the length of the problem L, the velocity U , the dynamic viscosity µ, the
density ρ, the speed of sound c, the permeability κ, the thermal conductivity
λ, the reaction rate keff , the average diffusion coefficient D and the mean
free path λ¯.
Non dimensional
number Name Value Physical description
Da Darcy
κ
L2
Permeability of the porous
medium
Dam Damko¨hler LkeffD
Compare diffusive mass
transport and reaction rate
Kn Knudsen λ¯
L
Evaluate the continuum
approximation
Ma Mach U
c
Evaluate the
compressibility effects
Pe Peclet LUD
Compare convective and
diffusive mass transport
Pr Prandl
cpµ
λ
Compare viscous and
thermal diffusion
Re Reynolds
ρUL
µ
Compare inertial and
viscous momentum
transport
Th Thiele
L√
Deff
(Sfkf)
Evaluate depth of
diffusion allowed by
chemical reactions
The internal flow inside the pores should also be characterized (Pe, Re, Kn)
to correctly model the phenomena in the porous medium. Low density abla-
tive materials are highly porous (up to 90% void for PICA for instance). How-
ever, the Pe number is usually small inside the porous medium as well as the
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Reynolds number. The pore size is estimated to be below 100[µm] for these
fibrous materials. The carbon fibers have a diameter of the order ≈ 10µm.
The porous medium is also characterized by a permeability measured by the
Darcy number (Da). Despite the high porosity of low density ablative mate-
rials, their permeability is usually really low. Finally, the Thiele number (Th),
which represents the depth of diffusion allowed by heterogeneous chemical
reactions, is important because it characterizes if the ablation is a surface or
volume phenomenon.
To conclude, the atmospheric entry problem has a strong disparity in the
spatiotemporal scale however, dynamic interactions in between the phenom-
ena at these scales implies the need to resolve these accurately.
1.3 State-of-the-art
In order to study atmospheric entry phenomena and, in particular, the re-
sponse of ablative materials, experiments, modeling efforts and numerical
works are conducted in parallel by different institutes and research centers
across the globe. This section shortly reviews the current efforts in these three
branches and highlights the contribution of this work.
1.3.1 Experiments
In-flight experiments are extremely costly and very rare. For the European
efforts, let us cite the Atmospheric Reentry Demonstrator (ARD) which flew
back in 1998 and demonstrated the capability of Europe to do Earth atmo-
spheric reentry. Other flight experiments were planned or conducted such as
the European eXPErimental Re-entry Testbed (EXPERT) which was supposed
to be launched in 2014, but is still waiting for a launcher. Noteworthy is the
recent successful flight of the Intermediate eXperimental Vehicle (IXV) that
possessed several instruments including one able to measure catalycity at the
wall of the thermal protection shield. At a smaller scale, the triple CubeSat
Qarman designed at the von Karman institute proposes to study the atmo-
spheric entry on a small platform [192]. Worldwide, several flight tests were
conducted to learn about specific phenomena such as the reentry of the FIRE
II capsule which was equipped with radiometers and calorimeters to evalu-
ate the radiative heat flux. For ablative thermal protection system, three main
space probes were instrumented to analyze material thermal response (Mars
Pathfinder, Galileo and MSL). Among these, only MSL’s heat shield was made
of low density ablative material (PICA). The scientific community also relies
on the analysis of degraded heat shields after Earth atmospheric entries which
provide valuable data for ablative materials. This includes inheritance from
NASA missions like Mercury, Gemini or the Apollo program but also, more
recently, data collected on the Stardust capsule [127] and Hayabuza return
capsule (JAXA mission) which were protected by a resin impregnated carbon
ablators. The interested reader is referred to the book of Launius and Jenkins
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[126] for a historical overview of atmospheric reentry capsules.
Flight conditions are very difficult to experimentally reproduce on Earth.
However, several facilities across the globe offer the capability of reproduc-
ing a subset of realistic flight conditions. The main types of facilities, sorted
in descending order for the running time, are continuous cold wind tunnels,
blowdown facilities, arc jets, Inductively Coupled Plasma (ICP) wind tunnels
and shock tunnels/tubes. Hypersonic cold wind tunnels are especially useful
to study the aerodynamics of the vehicle for preliminary design for exam-
ple. On the contrary, the time duration for shock tube experiments is very
short but enables to reproduce very high temperature conditions, hence this
type of experiment is used to investigate the chemically reacting gas associ-
ated with hypersonic flows. Arc jets and ICP plasma wind tunnel reproduce
a high enthalpy environment during few seconds to several minutes which
can be used typically to study the material response. Within this last cate-
gory, the Plasmatron facility [31] installed at the von Karman Institute is an
ICP wind tunnel which is extensively used to investigate high enthalpy en-
vironments encountered during atmospheric entry. The plasma is generated
by an inductive coil and uses a high frequency, high power and high voltage
generator (400kHz, 1.2MW , 2kV ) [98]. Figure 1.6(a) shows the Plasmatron
installation and Fig. 1.6(b) is a picture taken during the test of an ablative ma-
terial [98]. Readers are referred to Panerai and Chazot [46] and Lu et al. [136]
for a comprehensive overview of the high enthalpy and hypersonic facilities
in the world.
1.3.2 Modeling efforts
Currently, design codes for the treatment of the ablative material are based on
models developed in the sixties and introduced by Kendall et al. [14]. These
models use simplified methods solving mass and heat transfer in the bound-
ary layer. The flow of pyrolysis gases inside the porous medium and the
chemical reactions among this gaseous phase are usually neglected. Recently
many efforts have been dedicated to increasing the fidelity of these models,
which were not always valid when applied to light ablators. For example,
in Kendall’s model, the ablation or coking phenomena are usually assumed
negligible in the volume and considered as surface phenomena. For highly
porous materials, this is a strong hypothesis which can lead to an underesti-
mation of the material recession rate.
Based on increasing computational capabilities and specific experiments,
development of new models for low density ablative materials have been pro-
posed in the recent literature [118]. These models include physical phenom-
ena neglected until recently. For example, these account for thermal non-
equilibrium between the solid and fluid phase [206], radiation in-between
fibers in the porous medium [175], finite rate chemistry [119], complex decom-
position mechanism [147], mechanical ablation [65]. In addition, the porous
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(a) VKI Plasmatron test chamber
(b) Ablation test
Figure 1.6: VKI plasmatron test chamber overview and picture of subsonic ablative
material test. Pictures taken by B. Helber.
medium is described with increased fidelity models including, for example,
diffusion of the species inside the pores. More comprehensive literature re-
views of modeling are proposed in Chapter 2 for ablative non-pyrolysing ma-
terials and in Chapter 6 for pyrolysing materials.
However, increasing model fidelity also demands more accurate descrip-
tion of the material to feed these models. For example, models of Kendall do
not account for the presence of several species in pyrolysis gases. Account-
ing for multi-component flows and finite rate chemistry inside the thermal
protection shield requires the development of more accurate decomposition
mechanisms. Currently, a substantial effort is also dedicated to better charac-
terize the material properties (tortuosity, permeability, conductivity) [169].
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1.3.3 Numerical approaches
Similarly to the physical modeling, the numerical approaches to simulate the
response of ablative materials still inherits from the developments in the 1960’s.
In these computational codes, the flow and the material are solved indepen-
dently and then coupled using approximate boundary conditions [14, 13, 114].
In general, these methods can be roughly divided into four categories:
1. Solving the flow: In the first approach, the surface ablation is treated
using a dedicated boundary condition in the flow simulation software.
Surface and energy balance at the wall are solved to account for blow-
ing and heat exchange at the surface of the material. This approach has
been used extensively in a wide range of applications (i.e., heat shields,
solid rocket nozzles) to study both charring and non-charring materials,
using either equilibrium or finite-rate surface chemistry, giving satisfac-
tory results [150, 52, 25, 26, 220, 224, 28].
2. Solving the material: The second approach is based on the one- or
multi-dimensional transient computation of the conduction inside the
material [14]. A lot of complexity can be added to the modeling if an
accurate resolution of the processes taking place inside the material is
sought [117]. However, simplified boundary conditions are usually used
for the gas-solid interface in this kind of approach [14]. For instance, in-
viscid boundary-layer edge conditions are taken from separate simpli-
fied flowfield simulations, and the surface conditions (i.e., temperature
or convective heat flux) are obtained by means of semi-empirical rela-
tions. Several material codes [54, 119, 68, 145] use this approach and
Lachaud et al. [118] gives a complete overview of each code capabilities.
3. Weak coupling: This approach can be seen as a combination of the pre-
vious two. It is performed by coupling together two distinct solvers
designed to compute the gas- (first approach) and the solid-side (sec-
ond approach) of the problem [146, 116, 27, 50, 194]. Two separate tools
are developed independently to solve the two sides of the problem and
the exchange of the boundary information can be performed only at de-
fined time steps. This strategy takes advantage of the different time scale
in the flow and the material. Each code can march in time differently to
ensure the most efficient technique. Several update and exchange strate-
gies exist.
4. Strong coupling: The last strategy is similar to the previous because
both the material and the flow are computed. However this type of ap-
proach proposes the use of a unified method in which material and flow
are simulated within the same computational tool [91, 145, 202, 64].
The methods of the first type solve the full Navier-Stokes equations with
chemical reactions to account for the phenomena in the free fluid region but
uses very simplified techniques to consider the presence of a degrading mate-
rial. On the contrary, the second type of method uses complex models inside
the material but is generally based on an inviscid boundary layer approach to
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identify the conditions needed for the material code from the fluid side. These
first two types of approaches have proved their validity in several cases but
when the recession rate is high, typically for high velocity atmospheric entry,
an accurate analysis of the TPS performances requires a coupled fluid/solid
simulation [167]. Indeed, using a decoupling approach, some dynamic inter-
actions cannot be captured accurately because the magnitude and distribution
of the heat flux depends on the surface geometry and roughness.
The weak coupling strategy is a first step to increase the model fidelity of
the phenomena at the interface. Conti et al.[61] proposed an early attempt to
loosely couple Navier-Stokes solutions with material thermal response. The
method is based on mass and energy balance at the interface and has been
implemented and enhanced by several authors [50, 146, 116]. The main hy-
potheses usually assumed for weak coupling are (i) one dimensional descrip-
tion inside the material, (ii) chemical equilibrium considered in a control vol-
ume close to the surface, (iii) non-receding material, (iv) steady state flow
field, (v) interactions between the fluid and the material are happening only at
the surface. Keenan and Candler [113] have proposed a coupling solid/fluid
which includes the effect of chemical non-equilibrium at the surface for non-
charring and non-receding materials. Chen et al. [53] have investigated multi-
dimensional shape change simulations for charring materials using a loosely
coupled approach. However, developing a coupling strategy, one should take
care of how and when the information at the interface is exchanged. For exam-
ple, the weak coupling approach can lead to instabilities due to the severely
non-linear behavior of the ablation process. A small change in the surface tem-
perature could result in a large change of the mass blowing rate and, thence,
the heat transfer. Several works have proposed an iterative procedure to re-
move the spurious oscillations [116, 50]. Nonetheless, the hypothesis (iv) and
(v) are always considered.
For the last approach, since both phases are treated in the same domain of
computation in a time accurate manner, this implies a better capturing of the
interactions. However, even for the latter, the mass and heat exchanges are
usually considered as surface phenomena while for low density ablative mate-
rials, the hypothesis of a mere surface ablation is not accurate enough [117].
Only few works propose to use the last type of approach and usually this
goes along with strong assumptions on one side of the problem. In Nompelis
et al. [161], the model in the material is restricted to the thermal conduction
equation. In Martin [145], the phenomena in the porous domain are com-
puted accurately but only Darcy’s law for the momentum equation is solved.
Therefore, in the free fluid, the permeability is adapted to mimic a Poiseuille
flow hence the numerical strategy is restricted to plug flow in a channel. In
Dal Bianco et al. [64], the authors propose to develop a strongly coupled ap-
proach but still based on the hypothesis that the ablation process is a surface
phenomenon. In 2010, Lachaud et al. [120] introduced volume averaging to
solve the concentration of species inside a flow tube reactor with a reactive
porous plug accounting for volume ablation. The method is solving only one
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mass conservation law but the approach is interesting since it allows to have
an equation valid in the entire domain. In the porous medium community,
the problem of flows around and through porous media has received a lot of
attention (see for example [21, 34, 112] but the publications for reactive flows
and degrading porous medium [190, 7] are scarce. A detailed literature review
for flow in porous medium will be presented in Chapter 2. To the author’s
knowledge, no paper published has proposed a multidimensional simulation
of the flow and the ablative material response in the same domain of com-
putation including finite rate chemistry and which remove the hypothesis of
a loosely coupled approach to account for volume ablation. Therefore, the
present thesis focuses on a strong coupling method to capture accurately the
solid-gas interactions and, in particular, study the volume ablation phenom-
ena. In addition, we investigate two other techniques including the develop-
ment of a one dimensional material response code and its weak coupling with
another CFD tool.
1.4 Objectives
The main objective of this thesis is to develop a numerical analysis tool to
better characterize the interactions between the flow and the erosion of the
porous medium. To accurately capture this interaction, a fully coupled ap-
proach is developed where both the material and the flow are solved in the
same domain of computation. A continuum approach is developed to go pro-
gressively from a plain fluid region to a receding porous medium. In this case,
the porosity of the ablative material will be treated as a variable of the compu-
tation to account for volumetric ablation through adequate source terms. The
physico-chemical models implemented are accounting for multi-component
flows in the porous medium, homogeneous and heterogeneous chemical reac-
tions, variable thermodynamic and transport properties. In addition, physical
models for the erosion of carbon fiber materials are discussed and we propose
a new model to account for micro scale phenomena during the oxidation of
these fibers. The developed tool is used to investigate the competition be-
tween surface and volume ablation phenomena.
This thesis is divided in eight chapters. After this introductory chapter,
the conservation laws and the constitutive equations to model the problem
are presented in Chapter 2. The development of the unique set of equations
to model the flow and the porous medium inside the same domain of com-
putation is presented. This chapter describes the physico-chemical models
to simulate the non-pyrolysing material response. In the third chapter, the
numerical schemes and the tools are presented. The implementation within
the computational tool (ARGO) developed at Cenaero is based on a high-
order discontinuous Galerkin method (DGM). This discretization method is
summarized and specificities of the code to treat multi-component flows and
the reactive porous medium are presented. Chapter 4 is dedicated to the test
cases used to verify the implemented tool. The different aspects of the code
are tested, non-calorically perfect gases, multi-component flows, presence of
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a porous medium and the heterogeneous reactions. The advantages of a uni-
fied method that accounts for volume ablation are shown in Chapter 5. The
replication of experiments performed in the NASA Ames side arm facility is
presented. In these experiments, a sample of carbon preform is oxidized by a
low Reynolds flow at several temperatures. The interactions between the flow
and the ablated geometry is studied and especially the competition between
surface and volume ablation. The fidelity of the models is discussed and stud-
ied through a sensitivity analysis with respect to kinetics and transport prop-
erties. The particular case of pyrolysing materials is treated in Chapter 6 in
which the one dimensional code developed is described. The chapter demon-
strates the capability of DGM for discretizing the highly-nonlinear problem
equations, discusses specificities of the numerical scheme to ensure its stabil-
ity and presents verification and validation results. Chapter 7 presents the
development and validation of a weakly coupled approach which is based on
the one dimensional code described in Chapter 6 and a stagnation line code.
Finally, the last chapter summarizes the achievements of the work and dis-
cusses its perspectives.
This work has been presented in several conference proceedings. These are
given in the following as references by publication date [200, 201, 202, 203, 197,
196, 195, 194, 199]. In addition, the work has been submitted to one journal
• Schrooyen, P. and Hillewaert, K. and Magin, T.E. and Chatelain, P. ,
Fully Implicit Discontinuous Galerkin Solver to Study Surface and Vol-
ume Ablation Competition in Atmospheric Entry Flows. [submitted for
publication].
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PHYSICAL MODELING
This chapter reviews the physico-chemical models to simulate atmospheric entry flows
through and around a thermal protection heat shield. The thermodynamic and trans-
port models to simulate multi-component atmospheric entry flows are described in the
first part of this chapter. The second part deals with the treatment of the ablative ma-
terial modeled as a reactive porous medium. Finally, the physico-chemical models to
treat the interface between a porous medium and a free fluid region are discussed. A
summary of the model used and the hypotheses is given at the end of this chapter. This
work has been submitted for publication in a paper entitled ”Fully implicit method
to solve the competition between surface and volume ablation in atmospheric entry
flows“ [198].
2.1 Introduction
The design and sizing of the thermal protection heat shield of a space vehicle
is a challenging task due to the complex physico-chemical processes occurring
during the atmospheric entry. Comprehensive models describing the ablation
of the TPS must account for a large number of coupled physical phenomena
such as diffusion of oxygen from the boundary layer into the porous material
and degradation of the material due to ablation and pyrolysis. The phenom-
ena involved during an atmospheric entry are reviewed in Fig. 2.1 including
a close-up at the surface of ablative material where chemical reactions occur.
Numerical methods will be crucial in improving our predictive capabilities for
the material response in high enthalpy flows. As explained in the first chapter,
currently, most codes dissociate the modeling of the material response and the
flow field. This kind of approach goes along with either (i) simplified hypoth-
esis at the boundaries of the CFD or material solver, or (ii) with a weak cou-
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pling procedure between two distinct solvers. Since new low density ablative
materials are highly porous, the validity of such approaches is questionable.
Therefore, this work aims at simulating both solid and gaseous phases in the
same domain of computation. The development of this kind of approach al-
lows to progressively solve the phenomena in the plain fluid region to the one
in reactive porous medium.
Figure 2.1: Schematic view of the phenomena involved in an atmospheric entry. Image
adapted from 1.
The physical background of the phenomena involved during atmospheric
entry is briefly summarized for both the flow and material fields. The assump-
tions and limitations of the models for each phase are described and readers
are referred to the first chapter for a more detailed description of the physics
of atmospheric entry.
1http://class.tamu.edu/media/22851/pecos.gif
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Flow field
The external flow around a capsule is complex to simulate due the presence
of shocks, turbulent phenomena, complex geometries, highly reactive plasma
flows, radiation, etc. Capturing accurately the bow shock and the plasma
shock layer is beyond the scope of this work. Our focus is on the viscous and
chemically reactive layer close to the wall and its interaction with the erosion
of the thermal protection material of the vehicle. In order to study properly
the gas-surface interaction in such a problem, we use a fluid dynamical de-
scription based on multi-component Navier-Stokes equations. We consider
the presence of several species, the chemical reactions within the gas phase
(homogeneous) or with the heatshield (heterogeneous), and the variation of
thermodynamic and transport properties with temperature and mixture com-
position. The species present in the mixture depend on the atmospheric com-
position and the products of material ablation. The temperature in the shock
layer can reach 10000 [K]. Because of the high temperatures encounter in the
flow, dissociated and ionized species can be present. The external flow field
cannot be entirely dissociated from the material since the thermal protection
material is highly porous hence a flow inside the material itself should be con-
sidered. For example, depending on the flight conditions, O2 or N2 molecules
can penetrate the permeable wall and react in depth with the solid matrix of
the porous material. In addition, the ablation of the solid part on top of the
material leads to a shape change which will influence the external flow. For
instance, Vignoles et al. [229] have shown that the erosion of the surface de-
pends on laminar/turbulent regime of the flow on top of the material. The first
part of this chapter recalls the governing equations to simulate such multi-
component reactive flows without accounting for the presence of the porous
material.
Material field
The complex modeling of a pyrolysing material is addressed in details in
Chapter 6. Within this chapter, the model assumes that the ablative material
is only composed of carbon fibers. The carbon fibers constitute the skeleton
of the thermal protection material which might be impregnated by resin in a
second step of the manufacturing process. Carbon preform material has been
shown to have similar material properties as charred material [214]. Using
this assumption, pyrolysis gases can be neglected simplifying considerably
the model. Therefore, one should consider the presence of a fibrous medium
with a variable microstructure since the fibers are progressively consumed
by oxidation, sublimation, and nitridation processes. The second part of this
chapter develops the model to treat the fibrous porous medium inside the
same computational domain. The local volume averaging theory [234] is ap-
plied on the reactive Navier-Stokes equations derived in Section 2.2 in order
to extend the validation of this approach to multiphase flows.
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2.2 Multi-component reactive flows
This section focuses on the models and governing equations in the flow field
without accounting for the presence of the porous medium.
2.2.1 Navier-Stokes equations
During an atmospheric entry trajectory, the flow regime around the capsule
will be characterized by decreasing Knudsen number. At an altitude above
100 km, the Knudsen number is large (free molecular flow), and statistical
mechanics should be used to describe the problem. At altitudes below 60 km,
the collision frequency is typically ∼ O(1e−6 m) and continuum mechanics
can be used. Our interest is on the interaction between the ablation mecha-
nism and the boundary layer which happens mostly in lower altitude part of
the flight where continuum assumptions are valid. The aerothermal equations
that have to be considered in this case are the Navier-Stokes equations with
additional terms to account for the effects of variable thermodynamics prop-
erties, the presence of several species, diffusive transport models as well as
complex reactive terms. The system of equations for mass, momentum and
energy conservation can be written as
∂ρi
∂t
+∇ · (ρiu) = −∇ · (Ji) + ω˙i, ∀ i ∈ {1, Ns} (2.1)
∂ρu
∂t
+∇ · (ρuu) = −∇P +∇ · τ , (2.2)
∂ (ρE)
∂t
+∇ · (ρHu) = −∇ · q +∇ · (τ · u) + ω˙T , (2.3)
where Ns is the number of species in the mixture, ρi is the species density
(ρ =
∑Ns
i = 1ρi), u the velocity vector, ω˙i is the chemical production term and
ω˙T is the energy contribution related to the latter which will be explained in
the following. The species diffusion flux is Ji which can be expressed
Ji = ρYiVi = −ρ
Ns∑
j=1
Dijdj . (2.4)
The Dij are the multicomponent diffusion coefficients, Vi is the diffusion ve-
locity, Yi is the mass fraction of a species i and the driving forces are dj = ∇Xj
in which baro and thermal diffusion have been neglected [153]. The latter
which is the diffusion of species due to temperature gradient is termed the
Soret effect. The Xi are the mole fractions and can directly be linked to the
mass fractions using
Xi =
W
Wi
Yi. (2.5)
The viscous stress tensor τ can be expressed as
τ = µ
[(∇u +∇ut)− 2
3
∇ · uI
]
, (2.6)
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assuming Stokes hypothesis for the bulk viscosity. The dynamic mixture vis-
cosity is expressed by µ. The total energy E includes thermal and kinetic
energy
E = e+
u2
2
. (2.7)
The heat flux q in Eq. (2.3), neglecting the radiative contributions, is given by
q = −λ∇T + ρ
Ns∑
i
hiYiVi, (2.8)
where λ is the translational mixture conductivity and hi is the enthalpy of
a pure species, in this case the Dufour effect which leads to heat diffusion
due to concentration gradient is neglected [33] (symmetric term of the Soret
effect). For the sake of simplification, we are assuming a single temperature
model. The translational, rotational, vibrational and electronic energy modes
are described by means of a common temperature. In addition to this system
of equations, the perfect gas law linking pressure, density, and temperature
is used. For a mixture of Ns perfect gases, Dalton’s law applies and the total
pressure can be expressed as the sum of the partial pressures
P =
Ns∑
i=1
Pi, with Pi =
ρiRT
Wi
(2.9)
with the universal gas constantR = 8.3145 [J ·mol−1 ·K−1] andWi the species
molecular mass. The system (2.1)-(2.3) can be rewritten splitting convective
and diffusive part as
∂U
∂t
+∇ · Fc = ∇ · Fd + S (2.10)
where U is the vector of conservative variables (ρi, ρu, ρE) and the convective
and diffusive flux are
Fc =
 ρiuρuu + P I
ρuH
 , Fd =
 −Jiτ
τ · u− q
 , S =
 ω˙i0
ω˙T
 . (2.11)
Since most of the geometries studied in this work are 2D axisymmetric, the
system of equation (2.10) can be written in cylindrical coordinates and simpli-
fied assuming axisymmetric flow and neglecting the azimuthal velocity. Sev-
eral formulations exist, the most common solution is to write the system as
∂ (rU)
∂t
+
(
∂ (rFcr)
∂r
+
∂ (rFcz)
∂z
)
=
(
∂
(
rFdr
)
∂r
+
∂
(
rFdz
)
∂z
)
+ (rS) , (2.12)
the fluxes remains almost identical but an additional contribution should be
considered in the source term and the diagonal entries of the viscous stress
tensor are modified (see Ref. [141] for example). For an alternative option, the
set of equations is kept in the conventional way but an additional source term
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for both the convective and diffusive parts appears in the two dimensional
equations to account for components in the circumferential direction
∂U
∂t
+
(
∂Fcx
∂x
+
∂Fcy
∂y
)
=
(
∂Fdx
∂x
+
∂Fdy
∂y
)
+ S + S∗, (2.13)
where y is the radial and x the axial direction and the component Fx and Fy
are identical for a 2D or 2D axisymmetric case, the only difference lies in S∗
S∗ = Sc + Sd = −1
r

ρiu
ρuv
ρv2
ρvH
+ 1r

0
τyx
τyy − τθθ
τyxu− τyyv − qy
 , (2.14)
with τθθ expressed by
τθθ = −2
3
µ
(
∂u
∂x
+
∂v
∂y
− 2v
y
)
. (2.15)
This solution to model axisymmetric problem also proposed in [124] was cho-
sen for its ease of implementation since the only difference with a pure 2D case
lies in the source term. The singularity of the source term when r = 0 renders
the scheme not practical for finite volume method but it is not a problem for
the numerical method chosen as explained in the next chapter.
Usually, in aerodynamics, the hypothesis of calorically perfect gas is as-
sumed (i.e. constant thermodynamic properties with temperature). This last
assumption is no longer valid for the high temperatures encountered in the
flow field around the capsule. Indeed, during the atmospheric entry, the shock
layer temperature can reach 10000 [K] at the peak heating trajectory part while
the material temperature is at 3000 [K]. In addition, for reacting flows, the
thermodynamic properties are varying with the mixture composition. For ex-
ample, Fig. 2.3 shows the error made on the specific heat at constant pressure
assuming non-reacting calorically perfect gas (cconstp ) on this range of temper-
ature. This will be discussed in the following.
To account for the variation of thermodynamic and transport properties in
Eqs. (2.1)-(2.3), two options have been implemented within the computational
tool Argo. In option one, an internal library featuring thermodynamic and
transport properties was implemented in Argo. It is based on the NASA-7
polynomials database [148] for the thermodynamic properties and on simpli-
fied models for the transports. In option two, Argo has been coupled with
an external library Mutation++ developed at the von Karman Institute [205].
Mutation++ is a user friendly library based on high accuracy models, updated
data (e.g. collision integrals) and low computational cost algorithms. It pro-
vides thermodynamic and transport properties as well as reaction rates within
the fluid phase for defined mechanisms. The internal library is not as accurate
but it will be used to compare for example the mass diffusion models. In ad-
dition, it is convenient to run the Argo code without having to link with an
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external library and the use of the simplified models in the internal library
can show a gain up to 20% in the computational time compared to the use
of Mutation++. The computation of thermodynamic and transport properties
are extensively discussed in Ref. [141, 205] and summarized hereafter.
2.2.2 Thermodynamic properties
The system of equations (2.13) requires the evaluation of the energy and the
enthalpy as well as their derivatives with the composition of the mixture and
the temperature. Their derivatives are required in order to evaluate the Jaco-
bians needed for implicit time integration. In addition, the Gibbs free energy
should be evaluated to compute the equilibrium constant which is needed to
calculate the reaction rates for finite rate chemistry. These properties of a pure
gas can be computed knowing only its internal energy (ei) and entropy (si).
The enthalpy of the pure species is defined as
ρihi(T ) = ρiei(T ) + Pi. (2.16)
The evaluation of the specific heats at constant pressure and volume can there-
fore be derived as
cpi =
dhi
dT
∣∣∣∣
P
, and cvi =
dei
dT
∣∣∣∣
V
, (2.17)
where
cpi(T )− cvi(T ) = R
Wi
. (2.18)
The Gibbs energy for a pure species can be defined as
gi(P, T ) = hi(T )− si(P, T )T. (2.19)
For a mixture of ideal gases, the thermodynamic properties are the sum of
the quantities for pure species weighted by the composition of the mixture.
Therefore, the gas mixture energy (enthalpy) is a linear combination of the
species energy (enthalpy)
e(T ) =
Ns∑
i=1
Yiei(T ) , h(T ) =
Ns∑
i=1
Yihi(T ), (2.20)
but the entropy should consider an additional term to account for the entropy
of mixing
s =
Ns∑
i=1
Yi
(
si(P, T )− R
Wi
ln (Xi)
)
. (2.21)
The internal library uses the NASA-7 [148] database to express the proper-
ties of pure species. This database provides accurate curve fits for the thermo-
dynamic properties of pure species using experimental data. The use of poly-
nomial expressions implies a straightforward analytical evaluation of thermo-
dynamic functions of interest using for example Eq. (2.17) and (2.19). In the
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NASA-7 database, the expression for the enthalpy of a species i reads
hi(T ) = RT
(
ai,1 + ai,2
T
2
+ ai,3
T 2
3
+ ai,4
T 3
4
+ ai,5
T 4
5
+ ai,6
1
T
)
, (2.22)
where the coefficient ai,k are tabulated for two ranges of temperature for each
species. The enthalpy of a pure species can be separated in sensible and chem-
ical enthalpies
hi(T ) =
∫ T
T0
cpidT︸ ︷︷ ︸
sensible
+ h0f,i︸︷︷︸
chemical
(2.23)
where h0f,i is the formation enthalpy defined at a chosen temperature T0. In
this implementation, the sensible and chemical enthalpies are separated. This
is common for reacting flows [177] and it allows to directly identify the ther-
mal source term due to chemical reactions and simplify the expression of the
fluxes. Therefore, in the energy equation, an additional term should consider
the formation enthalpy of the species produced
ω˙T = −
Ns∑
i=1
ω˙ih
0
f,i, (2.24)
The internal library only uses NASA-7 database which is valid up to 5000 [K]
only. For higher temperature, the NASA-9 database implemented within the
external library Mutation++, should be used.
The Argo solver considers non-equilibrium flows, hence the evolution of
each species is computed. When the chemical relaxation time is very short
with respect to the flow characteristic time, chemical equilibrium can be as-
sumed. In this case, only one mass conservation equation is solved and the
mixture composition is given by the minimization of the mixture Gibbs en-
ergy while ensuring the elemental mass balance conservation [227]. There-
fore, the mixture composition depends on pressure, temperature and elemen-
tal composition Yi = Yi(P, T, χj). The elemental mass fraction is noted χj for
j ∈ {1, ..., Ne}. Chemical equilibrium is not implemented within Argo but
the concept of chemical equilibrium is important to be introduced in order
to understand the driving mechanisms and the important terms in the ther-
modynamic and transport properties. Indeed, solving chemical equilibrium
flows, some dependancies which are implicit in the formulation presented in
Eq. (2.1)-(2.3) should be explicitly stated and therefore can be analyzed. For
example, the specific heat at constant pressure for non-equilibrium flow solver
is given by
cFrozenp =
Ns∑
i=1
Yi
dhi
dT
∣∣∣∣
P,χj
, (2.25)
where the exponent Frozen refers to the non-equilibrium state at a given com-
position. For equilibrium flow solver, the dependance of the mass fraction
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with the temperature should be added to the specific heat
cEquilp =
Ns∑
i=1
∂
∂T
(Yihi) = c
Frozen
p +
Ns∑
i=1
hi
dYi
dT
∣∣∣∣
P,χj
. (2.26)
The comparison of the two specific heats in Fig. 2.3 shows the importance
of chemical reactions at high temperature for plasma flows. The specific heats
are computed with Mutation++ for a mixture of air (N2, O2, NO, N , O) and
species products of carbon ablation (CO, CO2, C, C2, C3, CN ) at atmospheric
pressure. The elemental mass fractions are fixed as χN = 0.75, χO = 0.15
and χC = 0.1. The equilibrium composition for the mixture is shown in
Fig. 2.2 for the range of temperature encountered in this work. At low temper-
ature, the mixture is mainly composed of N2, CO2 and CO. Around 2500 [K],
atomic oxygen starts to be present in the flow. At higher temperature (around
5000 [K] the molecular nitrogen starts to dissociate. This is more obvious at
the logarithmic scale shown in Fig. 2.2(b). Note that, at the temperature con-
sidered, the ionization of species is negligible. The peak in the computation
of cEquilp corresponds to the temperature at which the chemical reactions are
occurring. Figure 2.3 shows also the error made by considering calorically
perfect gas (cconstp ).
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Figure 2.2: Chemical equilibrium composition at atmospheric pressure for a mixture
of air including ablation components. The elemental composition is im-
posed as N : 0.75, O : 0.15, C : 0.1. The equilibrium is computed using
Mutation++.
For computational fluid dynamics, the speed of sound of the gas mixture
should be defined. For non-equilibrium flow solver like Argo, the frozen def-
inition is used
c2Frozen = γfr
p
ρ
, (2.27)
where γfr is the frozen specific heat ratio
γfr =
cFrozenp
cFrozenv
. (2.28)
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Figure 2.3: Comparison of frozen heat capacity at constant pressure, equilibrium and
constant cp assumption for a mixture of air with ablation species at at-
mospheric pressure. The thermodynamic variables are computed using
Mutation++.
2.2.3 Transport properties
While the thermodynamic properties of a mixture can be computed as the sum
of properties of individual species, transport properties reflect the collisions
at molecular level hence an interaction between pairs. Rigorously, the evalu-
ation of the transport properties for a mixture should be computed based on
kinetic theory. Interested readers are referred to Magin and Degrez [140] and
references therein for a complete description of the rigorous computation of
transport fluxes.
The dynamic viscosity and thermal conductivity can be obtained by solv-
ing linear transport systems which size are proportional to the number of
species in the mixture as an approximate result of the Boltzmann equation
by the Chapman-Enskog expansion. The result is based on collision integrals
which link the macroscopic transport coefficients and the microscopic colli-
sion phenomena. Despite the development by Ern and Giovangigli [78] of
low cost accurate algorithms to solve these systems, the use of approximate
mixture rules is still widely spread. We use accurate computations of the
transport properties relying on the solution of the Chapman-Enskog expan-
sion through the use of the external library Mutation++ [205]. In addition,
several simplified models are implemented in the internal Argo library. For
the viscosity and conductivity, the internal library is based on polynomial ex-
pressions for each species [217] and Wilke’s mixing rule [235] is implemented
to compute the mixture properties. Wilke mixing rule has proved its accuracy
for simulating low temperature plasma flows [168] and is easy to implement
but its computational cost is quite high and exhibits degraded performances
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at high temperature. Figure 2.4(a) shows the rigorous computation for the
viscosity and comparison with Wilke mixing rule for the mixture presented in
the thermodynamic section. In Fig. 2.4(a), it can be observed that, at higher
temperature, the interactions between neutral species and dissociated species
render Wilke’s approximation inappropriate.
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Figure 2.4: Transport coefficients (viscosity and thermal conductivity) for a mixture of
air with 5 species and carbon ablation species (CO, CO2, CN , C, C2, C3)
at atmospheric pressure. The data are computed using Mutation++.
Regarding the heat flux, the relation in Eq. (2.8) can be expressed assuming
chemical equilibrium as
q = −λTot∇T, (2.29)
where λTot is the equivalent total thermal conductivity which includes
λTot = λFourier + λEucken + λReactive. (2.30)
The λFourier is the translational thermal conductivity of heavy particles and
λEucken is the correction to account for rotational, vibrational and electronic
thermal conductivities. The λReactive is the equivalent thermal conductivity
due to the diffusion of the species in the mixture with their enthalpy [88]
Ns∑
i=1
ρihiVi = −
Ns∑
i=1
ρihi
 Ns∑
j=0
Dij
∂Xj
∂T

︸ ︷︷ ︸
λReactive
∇T. (2.31)
The total thermal conductivity, the reactive thermal conductivity and the
Fourier conductivity are compared in Fig. 2.4(b). It can be observed that the
largest contribution to the heat flux is due to species diffusion arising because
of chemical reactions. We also observe that the λReactive can be negative for
low temperature but the total thermal conductivity is always positive. The
peak in the total thermal conductivity is identical to the one observed in the
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specific heat and correspond to the dissociation of major constituents in the
mixture.
Finally, in order to compute the mass diffusive flux Ji (see Eq. (2.1)), the
Fick law is used. The species diffusion term is implemented using a Ramshaw
projection to ensure that, for any model used, the sum of all diffusive flux is
null and therefore the total mass is conserved [216]. The flux can be expressed
as
Ji = −ρDi,mWi
W
∇Xi + ρYi
Ns∑
k=1
Dk,m
Wk
W
∇Xk, (2.32)
with Di,m the average diffusion coefficient of one species in the mixture de-
fined as
Di,m =
(1− Yi)∑
j 6=i
Xj
Dij
. (2.33)
To evaluate the diffusion coefficients, four models have been implemented:
a constant diffusivity, a constant Lewis number, a constant Schmidt num-
ber, or the coefficients can be rigorously obtained using collisional data from
Mutation++. For the constant Lewis number, the diffusion coefficients can be
expressed as
Di,m = D =
κ
Le ρ cFrozenp
, (2.34)
and, for the constant Schmidt number, as
Di,m = D =
µ
Sc ρ
. (2.35)
Comparisons between approximate and more advanced models are available
in the literature [74, 4]. It has been shown that the simplest methods assuming
a constant Lewis or Schmidt number generally lead to poor results. In addi-
tion, the results using approximate methods degrade with increasing tempera-
tures. However, both will be used and compared for the problem investigated
within this work.
2.2.4 Chemical kinetic model
As described in the introduction chapter, the shock layer and the region close
to the wall is highly reactive. Solving non-equilibrium flows, the production
rates due to chemical reactions should be computed and added in the source
term of the mass continuity equations (Eq. (2.1)). For a system of Ns species
with Nr reactions such as
Ns∑
i=1
ν′i,kAi,k ⇐⇒
Ns∑
i=1
ν′′i,kAi,k, (2.36)
where Ai,k are the chemical species for the reaction k, νi,k the stoichiometric
coefficients and the exponents ′ and ′′ represent respectively the reactants and
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products. The production rate for a species i is expressed as
ω˙i = Wi
Nr∑
k=1
(ν′′ik − ν′ik)
kf,k Ns∏
j=1
ρ˜
ν′j,k
j − kb,k
Ns∏
j=1
ρ˜
ν′′j,k
j
 . (2.37)
In Eq. (2.37), ρ˜ is the molar density, kf,k and kb,k are the forward and backward
reaction rates. The forward reaction rates is expressed using an Arrhenius
type law
kf,k(T ) = AkT
nk exp
(−Eak
RT
)
, (2.38)
where the pre-exponential factor (Ak), the temperature exponent (nk) and the
activation energy (Eak) are fitted usually to match experimental data. The
backward reaction rate should satisfy the equilibrium relation
kb,k(T ) =
kf,k(T )
KC,k(T )
, (2.39)
where the equilibrium constant is given, considering a reference pressurePref ,
by
ln (KC,k(T )) = −
Ns∑
i=1
(ν′′ik − ν′ik)
[
Wigi(Pref , T )
RT
− ln
(
Pref
RT
)]
. (2.40)
The internal Argo library does not contain the evaluation of such terms for
homogeneous reactions. Hence to account for reactions among the gaseous
phase, the user has to chose Mutation++ as the chemical library. The hetero-
geneous reactions with the solid phase is discussed in the next section.
2.3 Flows in reactive porous media
To understand the interactions between the fluid flow and the thermal protec-
tion system, we recall that both media are solved in the same domain of com-
putation. The thermal protection material is treated as a porous medium. To
solve both the material and the free flow region at the same time, it is needed
to have a set of equations that will be valid in the whole domain. This section
describes the development of such set of equations using the volume averag-
ing theory.
2.3.1 Local volume averaging
In order to treat a multiphase system, the volume averaging approach is used
to derive continuum equations [234]. Each phase is described by field quan-
tities which are continuous within one specific medium but discontinuous in
the whole volume. Solving the equations for each phase separately requires
to account for the micro-structure of the porous medium which can be quite
complex and computationally expensive. Using volume averaging theory, the
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equations describing one phase are averaged over a small Representative Ele-
mentary Volume (REV) such that the volume averaged quantities are contin-
uous in space. Within this work, the system is composed of two phases, the
solid matrix and the fluid phase (see Fig. 2.5).
Figure 2.5: Volume averaging for the porous medium and zoom on the reacting solid-
gas interface.
The pores of the medium are filled with a fluid phase g; the subscript s de-
notes quantities related to the solid phase. An averaging volume dV is there-
fore composed as dV = dVg + dVs, and the volume fraction of each phase is
defined as
g =
dVg
dV
, s = 1− g = dVs
dV
, (2.41)
where the volume fraction of the fluid phase g is usually called the porosity
or the void fraction. The superficial average of a quantity α
〈α〉 = 1
dV
∫
dVγ
α dv, (2.42)
has to be distinguished from the intrinsic average on a general phase γ =
g or s,
〈α〉γ = 1
dVγ
∫
dVγ
α dv. (2.43)
The two averages are linked by the volume fraction
〈α〉 = γ〈α〉γ . (2.44)
As explained by Breugem [34], applying the volume averaging theory to a
set of conservation laws can be compared to using a filter which will only pre-
serve the large structures. Therefore, using this method, the averaged equa-
tions will model the macroscopic behavior of the physical phenomena con-
sidered. To apply this method to a set of partial differential equations, the
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volume average of derivatives has to be related to the derivatives of volume
averaged quantities. This relation is given through the use of the theorem of
local volume averaging detailed in several works such as [234, 213, 72, 93]. It
states that
〈∂α
∂t
〉 = ∂〈α〉
∂t
− 1
dV
∮
∂Ωg
(αw) · ngs dS , (2.45)
〈∇α〉 = ∇ (〈α〉) + 1
dV
∮
∂Ωg
αngs dS , (2.46)
where ngs is the unit normal vector directed from the fluid to the solid inter-
face and ∂Ωg is the boundary of the fluid phase. For a spatial vector, Eq. (2.46)
is written
〈∇ ·α〉 = ∇ · (〈α〉) + 1
V
∮
∂Ωg
α · ngs dS. (2.47)
The equation (2.45) comes directly from the Reynolds transport theorem
and the proof for equation (2.46) can be found in [213]. In addition, every
quantity α can be expressed as the sum of a mean value and a deviatory part
α = 〈α〉γ + α′. (2.48)
The elementary volume is defined such that
〈〈α〉〉 = 〈α〉 , and 〈α′〉 = 0 (2.49)
are satisfied. Hence the mean of the product can be written
〈αβ〉 = 〈〈α〉〈β〉〉 + 〈α′〈β〉〉 + 〈〈α〉β′〉 + 〈α′β′〉 = 〈α〉〈β〉 + 〈α′β′〉. (2.50)
Finally, another interesting relation derived by Quintard et al. [184] links these
integrals to spatial moments
1
dV
∫
∂Ωg
ngsdS = −∇〈1〉 = −∇g, (2.51)
Applying the volume averaging theory to the Navier-Stokes equations, the
set of equations (mass, momentum and energy conservation laws) describes
the macroscopic flow through the porous medium. Detailed development
can be found in many publications [234, 34, 84, 66] but often assuming in-
compressible and non-reactive flows. The following subsections summarize
the derivation of the Volume Averaged Navier-Stokes equations (VANS) for
a multispecies flow through a reactive porous medium. For a computational
domain filled with both a porous and a free fluid region, special care must be
applied at the interface, this is treated in the next Section 2.4. Note that while
the continuum hypothesis is valid in the external flow (low Knudsen number),
it is questionable for the flow inside the pores. Our approach assumes that the
continuum equations are still valid.
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Mass conservation equation
In order to derive the mass conservation equation inside a porous medium, it
is important to clearly separate the domains of the phases and the boundary
separating the two (see Fig. 2.5). In order to develop the averaged mass con-
servation equation for a reactive porous medium, this approach follows two
steps. First, the inner boundary condition at the interface is treated and then
the volume averaging theory is applied to the mass conservation law inside
the fluid phase.
For the inner boundary condition, according to Whitaker [233], the conser-
vation of a component lying on a fluid-fluid interface can be written as
dρA,Γ
dt︸ ︷︷ ︸
interface accumulation
+ ∇Γ · (ρA,ΓuA,Γ)︸ ︷︷ ︸
transport on the interface
+ ρA,Γ (∇Γ · ngs) (w · ngs)︸ ︷︷ ︸
effect of changing interface area
= [ρAg (uAg −w) · ngs + ρAs (uAs −w) · nsg]︸ ︷︷ ︸
interface flux from the bulk phase to the surface
+ ω˙het︸︷︷︸
heterogeneous reactions
(2.52)
where quantities with the subscript Γ are surface quantities, the operator ∇Γ
is the surface gradient, w is the velocity of the interface, ρA is the density of
a component A and uA is the component velocity including hydrodynamic
velocity and diffusion velocity (uA = u + VA). The third term of Eq. (2.52)
represents the effect of changing the interface area which can be important for
growing bubbles in fluid-fluid interfaces. In this particular case of a degrading
porous medium, the accumulation at the surface, the transport of the species
on the interface and the effect of changing the area of the interface will be ne-
glected. Furthermore, the density of a component A in the s phase is assumed
to be zero. Equation (2.52) can be simplified and the jump condition at the
g − s interface can be rewritten as
[ρAg (uAg −w) · ngs] = − ω˙het. (2.53)
Equation (2.53) translates the balance between the production of a species A
and the flux of species going towards the surface. This relation at the interface
will be used in the second step dealing with the fluid phase.
We move on to the second step of the approach and we consider only the
gaseous phase. The mass conservation of a componentA can then be obtained
within this medium as
∂ρA
∂t
+∇ · (ρAuA) = ω˙hom, (2.54)
where ω˙hom represents the homogeneous production term inside the phase.
We recall that this equation does not account for what is happening at the
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boundaries of the flow domain. The volume average operator is applied to
Eq. (2.54) and the volume averaged theorem Eqs. (2.45) and (2.46) is used to
express the mass conservation law with respect to averaged quantities
∂〈ρA〉
∂t
− 1
dV
∮
∂Ωg
ρAw ·ngsdS+∇·〈ρAuA〉+ 1
dV
∮
∂Ωg
ρAuA ·ngs dS = 〈ω˙hom〉,
(2.55)
The second and fourth term of the left hand side can be replaced using the
jump condition (2.53) leading to
∂〈ρA〉
∂t
+∇ · 〈ρAuA〉 = 〈ω˙hom〉+ 1
dV
∮
∂Ωg
ω˙het dS. (2.56)
The second term of the left hand side includes the component velocity
which can be divided into multi-species diffusion part and a velocity due to
fluid motion. The notation u will be used for the bulk velocity and JA for the
diffusive flux of the species A within the mixture. The bulk transport can be
rewritten
∇ · 〈ρAuA〉 = ∇ · 〈ρAu〉+∇ · 〈ρA (uA − u)〉 (2.57)
= ∇ · 〈ρAu〉+∇ · 〈JA〉. (2.58)
In the present work, the variables of the system are the intrinsic values (ex-
pressed with 〈 〉g). The mass conservation equation can therefore be expressed
using Eq. (2.44) and (2.49) :
∂ (g〈ρA〉g)
∂t︸ ︷︷ ︸
Mass accumulation
+ ∇ · (g〈ρA〉g〈u〉g)︸ ︷︷ ︸
Convective transport
+ ∇ · 〈ρ′Au′〉︸ ︷︷ ︸
Dispersive transport
= − ∇ · 〈JA〉︸ ︷︷ ︸
Diffusive transport
+ 〈ω˙hom〉+ 1
dV
∮
∂Ωg
ω˙het dS.︸ ︷︷ ︸
Reaction terms
(2.59)
Depending on how the diffusive flux JA is treated, the volume averaged
equation will change. Whitaker used the relation
〈JA〉 = −DA,m∇ρA (2.60)
to express the diffusive flux, in which DA,m is the average mixture diffusivity.
Equation (2.60) goes along with strong assumptions on the mass fractions and
the variation of the total molar concentration. This relation will be used as a
first approximation and will be corrected later. Applying volume averaging
theory to the diffusive flux, it follows
∇ · 〈JA〉 = ∇ ·
(
−DA,m
(
∇〈ρA〉+ 1
dV
∮
Ags
ngsρA dS
))
. (2.61)
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In addition, one can use Eq. (2.48) to develop the term in the integral and split
∇〈ρA〉 in (∇〈ρA〉g) g + 〈ρA〉g (∇g) leading to
∇ · 〈JA〉 = ∇ ·
(
−DA,m
(
g∇〈ρA〉g + 〈ρA〉g∇g + 1
dV
∮
Ags
ngs〈ρA〉g dS
+
1
dV
∮
Ags
ngsρ
′
A dS
))
(2.62)
The theorem (2.51) can be used to simplify the second and third terms of the
right hand side in this last equation
∇ · 〈JA〉 = ∇ ·
(
−DA,mg
(
∇〈ρA〉g + 1
dVg
∮
Ags
ngsρ
′
A dS
))
. (2.63)
The last term in Eq. (2.63) and the dispersive transport terms in Eq. (2.59) in-
clude the deviation ρ′A which should be modeled to close the problem. Whitaker
has shown that the deviation is proportional to the gradient of intrinsic den-
sity,
ρ′A = bg · ∇〈ρA〉g. (2.64)
where bg is a vector of closure variables. Using this closure model, the disper-
sive and diffusive transport can be expressed
−∇ · 〈ρ′Au′〉 − ∇ · 〈JA〉 = ∇ · ((Deff +Ddisp)∇〈ρA〉g) , (2.65)
whereDeff is the effective diffusion coefficient andDdisp is the hydrodynamic
dispersion coefficient expressed by
Ddisp = −〈u′bg〉 , and Deff = DA,m
(
I +
1
dVg
∮
Asg
ngsbg dS
)
. (2.66)
To evaluate the effective diffusion coefficient several correlations exist [232,
230, 183] and, in this work, the model used by Tomadakis et al. [222] is chosen
where the effective diffusivity depends on the void fraction and the tortuosity
(η) of the inner porous medium
Deff =
g
η
DA,m. (2.67)
The tortuosity measures the geometric lengths ratio between the real trajec-
tory of a particle between two points in the porous medium and a straight
line. The hydrodynamic dispersion coefficient is more complex to model than
the effective diffusion coefficient [234]. However, the dispersive effects will
only be important if the Peclet number based on the pore size is larger than
one [234]. According to Lachaud [120], for the ablation of carbon fibers the
Peclet number is smaller than unity leading to a negligible dispersive effects.
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Concerning the evaluation of the source terms, we assume here that the
deviations of the species density are negligibly small compared to the aver-
aged value (〈ρi〉g >> ρ′i). This leads for the homogeneous production term in
the porous medium to
〈ω˙homi 〉 = g〈ω˙homi 〉g = Wi
Nr∑
k=1
(ν′′ik − ν′ik)
kf,k Ns∏
j=1
1
dVg
∫
dVg
( 〈ρj〉g
Wj
)ν′j,k
dv
−kb,k
Ns∏
j=1
1
dVg
∫
dVg
( 〈ρj〉g
Wj
)ν′′j,k
dv
 . (2.68)
Note that the forward and backward reaction rates in Eq. (2.68) are computed
assuming thermal equilibrium in the porous medium which is an additional
hypothesis discussed in the following. When the deviations become impor-
tant a special treatment is needed [112] and the most accurate solutions are
either to perform a DNS in simplified porous medium or Direct Simulation
Monte Carlo (DSMC) in real material microstructure obtained by x-ray tomog-
raphy as proposed for example in Ref. [204].
The heterogeneous reaction term in Eq. (2.59) can be expressed from a ki-
netics perspective assuming an irreversible first order reaction between the
solid phase and the fluid phase
1
dV
∮
∂Ωg
ω˙het dS =
1
dV
∮
∂Ωg
−kf 〈ρA〉gs dS, (2.69)
where kf is the reaction rate, and 〈ρA〉gs is the area averaged density on the
surface of the solid matrix. The area averaged density 〈ρA〉gs is assumed con-
stant on the interface and equal to the bulk density, the reaction rate kf is also
supposed constant on the interface leading to
1
dV
∮
∂Ωg
ω˙het dS = −Sfkf 〈ρA〉g. (2.70)
where Sf is the volumetric surface occupied by the solid phase. The compu-
tation of this volumetric surface for a fibrous porous medium is detailed in
Section 2.3.2. As for the homogeneous production term, the deviations of the
reacting species density on the surface of the fibers from the bulk value are
assumed negligible with respect to the averaged values. Kaviany [112] dis-
cusses a case for flames in porous media where the deviations become of the
same order of magnitude as the averaged density but this is beyond the scope
of this work. Again, a detailed molecular description of the phenomena in the
reacting porous medium can be used to treat this problem accurately [204].
Finally, using these assumptions, the mass conservation equation for a
component A in the fluid phase g is
38 CHAPTER 2. PHYSICAL MODELING
∂ (g〈ρA〉g)
∂t
+∇ · (g〈ρA〉g〈u〉g)
= ∇ · (Deff∇〈ρA〉g) + 〈ω˙hom〉 − Sfkf 〈ρA〉g. (2.71)
In the case of material recession, a mass balance for the solid phase is
added to the system of equations to track the evolution of the porosity. In-
side the solid matrix, the medium is assumed continuous and therefore the
mass conservation law becomes
∂ρs
∂t
+∇ · (ρsvs) = 0, (2.72)
where ρs is the solid density and vs is the solid velocity. In this case, the solid
matrix is stationary. The solid domain is considered non-elastic, the recession
will occur only at the boundary of the solid medium. Applying volume aver-
aging theory, the mass conservation is written
∂〈ρs〉
∂t
+
1
dV
∮
∂Ωs
−(ρsw) · nsg dS = 0 (2.73)
Notice that the mass lost by the solid will be gained by the fluid phase, the
sum of the mass conservation laws for the considered volume will be zero.
The jump condition at the boundary can therefore be expressed as
[ρ (uγ −w) · n] = 0 (2.74)
ρg (ug −w) · ngs = ρs (us −w) · nsg. (2.75)
Using Eq. (2.75), the solid mass conservation equation becomes
∂ (s〈ρs〉s)
∂t
=
Nsr∑
i=1
Sfkf 〈ρi〉g, (2.76)
where the sum is applied on every species reacting with the solid part.
Momentum conservation law
We now move on to the derivation of the momentum conservation law for the
fluid phase. The general momentum equation for a compressible flow is given
by
∂(ρu)
∂t
+∇ · (ρuu) = ∇ · σ, (2.77)
where σ is the stress tensor including, for a Newtonian fluid, the pressure and
viscous terms (see Eq. (2.6))
σ = −PI + τ . (2.78)
Applying volume averaging on both side of equation (2.77) and expressing it
in terms of intrinsic averages, the transient and inertial terms become
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〈∂(ρu)
∂t
〉+ 〈∇ · (ρuu)〉 = ∂(g〈ρ〉g〈u〉g)
∂t
+∇ · (g〈ρu〉g〈u〉g)
+∇ · (〈(ρu)′u′〉) + 1
dV
∮
∂dV
〈ρu〉g(u−w) · n dS. (2.79)
and the right hand side can be expressed as
〈∇ · σ〉 = −∇ (g〈P 〉g)− 1
dV
∮
∂dV
P · n dS (2.80)
+ ∇ · 〈τ 〉+ 1
dV
∮
∂dV
τ · n dS (2.81)
The pressure term can be developed using equation (2.48) leading to
−∇ (g〈P 〉g)− 1
dV
∮
∂dV
Pn dS
= −g∇〈P 〉g − 〈P 〉g∇g − 1
dV
∮
∂dV
〈P 〉gn dS − 1
dV
∮
∂dV
P ′I · n dS. (2.82)
The second and third term cancel each other due Eq. (2.51). The last term
in equation (2.82) is the form drag and has to be modeled. Following the
development for the viscous term in [84], the averaged stress tensor can be
expressed as
〈τ〉 = ∇ ·
(
µ
(
∇ (g〈u〉g) +∇ (g〈u〉g)t
)
− 2
3
∇ · (g〈u〉g)
)
(2.83)
The stress tensor becomes
〈∇ · σ〉 = −g∇〈P 〉g +∇ · 〈τ 〉+ 1
dV
∮
∂dV
(−P ′I + τ ) · n dS. (2.84)
The surface integrals terms in equation (2.79) and (2.84) as well as the disper-
sive term in equation (2.79) have to be modeled to close the system of equa-
tions. In equation (2.79), the last term represents the exchange of momentum
due to the heterogeneous reaction with the solid phase. The last term in equa-
tion (2.84) is a drag term imposed by the presence of the solid phase in the
porous medium. In Whitaker [234], the closure model for the drag term is
solved assuming a proportionality between the spatial deviation (P ′ and u′)
and the intrinsic velocity (〈u〉g). Comparing the developed expression (see
[234]) to the empirical Darcy’s law, Whitaker [234] proposes to model the drag
term using
Fdrag =
1
dV
∮
∂dV
(−P ′I + τ )n dS = −µ
κ
2g〈u〉g. (2.85)
where µ is the dynamic viscosity already introduced and κ is the permeability
of the medium. The permeability is a parameter depending on the microstruc-
ture which measures the ability of a fluid to flow through the porous material.
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This model is only valid if the Reynolds number based on the length of a pore
is small enough for the inertial term to be negligible. Assuming incompress-
ible and Stokes flow, Darcy’s law can be retrieved at steady state
∇P = −µ
κ
g〈u〉g = −µ
κ
〈u〉. (2.86)
Breugem [34] has shown that the correlation between the deviations in
Eq. (2.79) is often negligible with respect to the drag force term if the Reynolds
number in the pores is small. Note that, since we neglect the product of devi-
ations, the average involving a multiplication of three quantities can be sim-
plified to
〈ρu〉g〈u〉g ≈ 〈ρ〉g〈u〉g〈u〉g. (2.87)
The exchange of momentum due to volume change will also be neglected
in the case of fiber ablation because it can be shown that Darcy’s term will be
predominant. This leads to
∂(g〈ρu〉g)
∂t
+∇ · (g〈ρ〉g〈u〉g〈u〉g) = −g∇〈P 〉g +∇ · 〈τ 〉+ µ
κ
2g〈u〉g. (2.88)
The classical momentum equation is readily obtained if  tends to one (free
fluid region). To treat this equation in the DG framework, a conservative form
should be retrieved. In this work, we simplify the left and right hand side by
the volume fraction to obtain
∂(〈ρu〉g)
∂t
+∇ · (〈ρ〉g〈u〉g〈u〉g) = −∇〈P 〉g +∇ · 〈τ 〉g + µ
κ
g〈u〉g (2.89)
in which we have considered that the terms
F1 = ρuu
1

∂
∂x
(2.90)
F2 = ρu
1

∂
∂t
(2.91)
are negligible with respect to the drag force. Note that the second term is
exactly zero for non-reactive porous medium. In order to show the validity of
these assumptions, consider a 1D problem of a flow through a porous plug.
Using nominal values for low density ablative material, these terms can be
computed and are shown in Fig. 2.6. We observe that these additional terms
are at least 5 orders of magnitude lower than the drag force. Therefore, we will
neglect these and consider Eq. (2.89) in the system of equations. This is further
verified in Chapter 4 which shows good agreement with other methodologies
in several configurations.
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Figure 2.6: Comparison of the additional terms Fdrag , F1, F2. The limit of the porous
medium are set at x = 0.3 and x = 0.5.
Energy conservation law
For the energy equation, thermal equilibrium between the two phases is as-
sumed
〈T 〉 = 〈Ts〉s = 〈Tg〉g. (2.92)
The assumption of thermal equilibrium is the most common approach in
material response codes [155, 118, 24, 67] and it will be used here. Only few
work have been dedicated to the investigation of two temperature models for
ablative materials [80, 181, 206]. Removing the assumption of local thermal
equilibrium implies the resolution of an additional energy equation and the
modeling of the exchange between the two phases. Developing a two temper-
ature model is even more complex for reactive porous medium where the heat
release by heterogeneous chemical reactions should be distributed between
the two phases [181]. According to Puiroux et al. [181], thermal equilibrium
can be assumed if the Peclet number for the heat transfer in the pores is small
Pe = RePr =
gρgcp,gLp〈u〉g
λg
. (2.93)
In the cases studied, the gas flow velocity in the porous medium is gener-
ally small 〈u〉g ∼ O(1 m/s) and the characteristic length of the pores is Lp ∼
O(100 µm) ensuring a small Peclet number [123]. Therefore, thermal equilib-
rium will be assumed and only one energy equation is solved.
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Applying the volume averaging theory to the energy equation for the solid
and fluid phase respectively, the equations for each phase is written
∂〈ρEs〉
∂t
= ∇ ·
(
λs
(
s∇〈Ts〉s + 1
dV
∮
∂dVs
ns,gT
′
s dS
))
+
1
dV
∮
∂dVs
ns,gλs∇Ts dS (2.94)
∂〈ρEg〉
∂t
+∇ · (g〈ρ〉g〈H〉g〈u〉g) = ∇ · (〈τ · u〉)−∇ ·
(
〈
Ns∑
i
Jihi〉
)
+∇ ·
(
λg
(
g∇〈Tg〉g + 1
dV
∮
∂dVg
ng,sT
′
g dS
))
+
1
dV
∮
∂dVg
ng,sλg∇Tg dS.
(2.95)
The same methodology as presented in previous sections is used to develop
Eq. (2.94) and (2.95) and the full derivation can be found in Whitaker [234].
Again, the product of deviations as for the momentum equation are neglected
in this case. Using Eq. (2.92) and summing the two previous equations, the
exchange terms at the interface vanish leading to
∂〈ρEtot〉
∂t
+∇ · (g〈ρ〉g〈H〉g〈u〉g)
= ∇ · (λeff∇T ) +∇ · (〈τ · u〉)−∇ ·
(
〈
Ns∑
i
Jihi〉
)
, (2.96)
with H being the total enthalpy of the gaseous phase, and ρEtot the total en-
ergy which is composed of the energy of the static solid phase and the energy
of the fluid phases
〈ρEtot〉 = g
[
〈ρ〉g
(
〈e〉g +
〈u〉2g
2
)]
+ s〈ρ〉s〈e〉s. (2.97)
The λeff in Eq. (2.96) is an effective conductivity inside the porous medium
defined as
(gλg + sλs)∇〈T 〉+ λg
dV
∮
∂dVg
ng,sT
′
g dS +
λs
dV
∮
∂dVs
ns,gT
′
s dS = λeff∇〈T 〉.
(2.98)
To ensure the closure of the problem, the effective conduction requires in turn
a model. Several correlations exist which will depend on the microstructure
of the porous medium (connections within the solid phase). For a solid matrix
composed of two dimensional array of non-touching cylinders, Ochoa-Tapia
et al. [163] have proposed the use of
λeff
λg
=
2κr − g(κr − 1)
2 + g(κr − 1) , (2.99)
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where κr is the ratio between the solid and fluid conductivity. However,
Fig. 2.7 shows that for really high porosity typical of new low density abla-
tive materials, the effective conductivity is almost independent of the ratio
between phase conductivities. Therefore, as a first approximation, the devi-
ation in Eq. (2.98) are neglected and the effective conductivity is assumed to
be
λeff = sλs + gλg. (2.100)
Equation (2.100) is the upper Wiener’s bound [181] for the conductivity of
two-phases material. This expression can be corrected by solving the closure
problem (Eq. (2.98)) if sufficient microstructure information is known. In gen-
eral, the effective conductivity also includes the contribution for radiation be-
tween fibers which is difficult to characterize otherwise. This will be further
discussed in Section 2.5.2.
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Figure 2.7: Effective conductivity and dependence with respect to intrinsic phase con-
ductivities
2.3.2 Fiber scale oxidation
In order to compute properly the reaction term in Eq. (2.59) and (2.76), one
should look at the microstructure of the porous medium. For low density ma-
terial like PICA, the porous medium is made of several solid phases (phenol
and carbon fibers). As explained in the introduction, the effort is focused on
the preform material made only of carbon fibers. In order to have an idea
of the microstructure, Fig. 2.8 shows the 3D reconstruction of Fiberform us-
ing synchrotron X-rays micro tomography; figure is taken from Panerai et al.
[169]. The Fiberform is made of carbon fibers and is the skeleton of PICA. The
carbon fibers of these highly porous materials can be clearly observed.
As shown in Eq. (2.70), assuming an irreversible first order reaction be-
tween the solid phase and the fluid phase, the heterogeneous production term
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Figure 2.8: 3D reconstruction of microtomography measurements for Fiberform. Fig-
ure taken from Panerai et al. [169].
is
ω˙het = −Sfkf 〈ρA〉g, (2.101)
where kf is the forward reaction rate which is assumed constant on the surface
of the fibers, and 〈ρA〉g is the intrinsic density of a reactant A. The specific
surface (Sf ) is defined as
Sf =
Aw
dV
, (2.102)
where Aw and dV are respectively the contact surface of the solid matrix with
the fluid phase and the control volume. The control volume can be expressed
using the relation (2.41) as the volume occupied by the fibers divided by the
solid volume fraction. Therefore, the computation of the specific surface re-
quires to model the change in the microstructure to compute Aw and s dur-
ing the ablation process. First, two macroscopic models are proposed and
described in the following. Finally, the hypothesis of assuming first order het-
erogeneous reactions is discussed.
Cylindrical model
The model for the oxidation at the scale of the fibers was proposed originally
by Lachaud et al. [120], it assumes that the fibers are randomly distributed as
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well as a uniform and radial recession of these. In addition, the fibers are as-
sumed to be cylindrical. Figure 2.9 shows the Scanning Electron Micrographs
(SEM) [120] of oxidized carbon fibers together with the associated model. A
close-up of the thinning of the fibers at the gas-material interface is shown.
The model is further referred as the cylindrical model.
Radial and uniform 
recession of the ﬁbers O2
heterogeneous reaction!
C(s) + O2(g) ! CO2(g)
Figure 2.9: SEM of oxidized carbon preform fibers with a zoom on fibers near the facing
flow (Figure taken from Lachaud et al. [120]) and the associated cylindrical
model.
The fibers (solid phase) are assumed rigid, stationary and the mass loss
will occur only at the surface of the solid matrix, the solid mass conservation
is
∂ (s〈ρs〉s)
∂t
= ω˙het, (2.103)
where 〈ρs〉s is the intrinsic solid density which is not changing. Equation
(2.103) is therefore used to track the change in porosity. The idea of Lachaud
et al. [120] is to link the radius of the fibers with the porosity of the medium.
For a radial and uniform recession of the fibers, the solid volume fraction at
any decomposition state is
s =
Nfpir
2Lf
dV
. (2.104)
where Nf is the number of fibers in the averaging volume dV , Lf is their
length and r the radius. Therefore, the average radius can be computed based
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on the local solid volume fraction and initial configuration (r0, s,0)
r20
s,0
=
r2
s
. (2.105)
This comes directly from geometric considerations and allows to express the
volumetric surface parameter needed in the heterogeneous production term
(see Eq. (2.59) and (2.73)). For a porous medium composed of Nf fibers with a
related porosity described by Eq. (2.104), the specific surface can be expressed
as
Sf =
Nf2pirLf s
Nfpir2Lf
=
2
r0
√
s,0 s. (2.106)
Simplified sinusoidal model
Depending on the flow conditions, the hypothesis of a uniform and radial re-
cession of the fibers at the micro scale can be a strong assumption. Figure 2.10
shows that, for particular conditions, the fibers are presenting a pitting phe-
nomenon [170]. Another model, referred as the sinusoidal model, is proposed
in this work to relax these hypothesis. The model is detailed here and the mo-
tivation of this choice will appear clearly in Chapter 5.
Figure 2.10: Micrographs of virgin carbon fibers (left) and ablated carbon fibers (right).
The erosion of the fibers leads to a pitting phenomena for particular con-
ditions. Figure taken from Ferguson et al. [79]
This model assumes that during the ablation of the fibers, these will be
composed of sinusoidal holes of a given depth and length. The length and
depth are determined based on SEM micrographs or tomography data. The
holes on the fibers are modeled as circular ridges which seems to be a good
approximation nonetheless. The erosion of the fibers is therefore composed
of two steps, during the first phase, the holes are formed and after, the ero-
sion of the fibers is assumed uniform (see Fig. 2.11). During the first phase,
the radius of the fibers remains constant (see Fig. 2.11(a)), but the depth of the
pits is progressively increasing to its maximum value. Then, the length of the
holes and the maximum depth are kept fixed during the second phase of the
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erosion process but the radius is decreasing (see Fig. 2.11(b)).
0 2 4 6
x 10−6
0
1
2
3
4
5
6
x 10−6
r0
Axial distance[m]
R
ad
iu
s
[m
]
(a) Phase I : formation of the holes
0 2 4 6
x 10−6
0
1
2
3
4
5
6
x 10−6
Length Depth
Axial distance[m]
R
ad
iu
s
[m
]
(b) Phase II : uniform recession
Figure 2.11: Sinusoidal model to account for pitting of the fibers. The profile is as-
sumed axisymmetric and this pattern is repeated periodically along the
fibers. The dashed lines correspond to profiles of an eroded fibers.
For this simple models, an axisymmetric and periodic shape of the fibers
is assumed and the profile is parametrized using a cosine function
f(x, t) = dp(t)
(
cos
(
2pix
L
)
− 1
)
+ r(t), (2.107)
where, r(t) is the radius of the fibers, dp(t) and L are respectively the depth
and the length of the holes. The length of the hole is kept constant while
r and dp are varying with time. In addition to the geometric effect, eroded
fibers can be more reactive because of the roughness of the surface [172] or due
to the release of gaseous oxidation products which leaves atomic vacancies
that enhances the production rate [95, 129]. To account for this increase of
reactivity, it is proposed to use the following expression of the specific surface
Sf = γ
Aw
dV
, (2.108)
where the surface Aw and the volume dV are computed analytically using the
revolution integral of f(x, t). In Eq. (2.108), γ is a tuning parameter to account
for an increase of reactivity for eroded fibers. This parameter is increasing
linearly to its maximum value during the first phase (formation of the holes)
and then remains constant. In addition, we assume that for very small solid
volume fraction, the specific surface is monotonically decreasing to zero when
the fibers are completely depleted. It is suggested for future work, to enhance
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that model to account for mechanical erosion. Indeed, for very thin fibers, the
presence of holes will reduce the mechanical resistance of the fibers.
Therefore, the evolution of Sf with the solid volume fraction is computed
knowing the initial radius of the fibers, the length and maximum depth of the
holes and the tuning parameter. This evolution is computed beforehand and
a polynomial function is then used to fit the evolution of the effective reactive
surface with the porosity
Sf =
∑
i
ai
i
s, (2.109)
where ai are the polynomial coefficients computed beforehand. The effective
reactive surface for several γ is shown in Fig. 2.12. The values for the parame-
ters of this model (radius of the fibers, size of the pits, tuning parameters) are
discussed in Chapter 5. The specific surface for the virgin material (s = 0.15
in Fig. 2.12) is identical for every γ and equal to the one computed with the
cylindrical model. Progressively, with decreasing solid volume fraction (i.e.
increasing porosity), the specific surface is determined based on an evolving
shape of the fibers (described by f(x, t)) and the tuning parameter. This leads
to an increase of specific surface for decreasing solid volume fraction at the be-
ginning of the fibers oxidation. This is the main difference with the cylindrical
model for which the Sf is monotonically decreasing for increasing porosity.
Finally, we ensure that the specific surface is zero when the material is com-
pletely ablated (s = 0).
To conclude, two physical phenomena are modeled, on one hand, this si-
nusoidal model accounts for the increase of reactive surface due to geometric
change and on the other hand γ accounts for a catalytic effects due to an in-
creased roughness of the fibers.
Microscopic analysis
Heterogeneous reactions with the solid matrix are modeled assuming first or-
der reactions and the specific surface accounts for the geometry of the mi-
crostructure. Obviously, at the micro scale level, the reactions between gas
and solid occur at specific locations called sites. Several mechanisms (adsorp-
tion, desorption, Eley-Rideal, Langmuir-Hinshelwood, etc) describe at higher
fidelity level these chemical interactions. We use a simplified one-step mecha-
nism for the heterogeneous reactions. Therefore, in our case, the oxidation of
the carbon fibers is described as
C(s) + O −→ CO (2.110)
C(s) + O2 −→ CO2 (2.111)
2C(s) + O2 −→ 2CO. (2.112)
For reference, a more complex mechanism for the oxidation reactions [74] is
given in Table 2.1.
2.3. FLOWS IN REACTIVE POROUS MEDIA 49
0 0.05 0.1 0.15
0
2
4
6
8
10
12
14
16 x 10
5
γ = 22
γ = 15
γ = 5
E
ffe
ct
iv
e
su
rf
ac
e
[1
/m
]
Solid volume fraction [−]
Figure 2.12: Evolution of the effective reactive surface with the solid volume fraction
for several tuning parameters. The points used for the polynomial fit in the
first phase are represented by triangle symbols and in the second phase by
squares.
Table 2.1: Carbon oxidation reactions
Reaction 1 2Site + O2 
 2Site−O
Reaction 2 Site−O 
 Site + O
Reaction 3 Site−O + O 
 Site + O2
Reaction 4 Site−O + CO 
 Site + CO2
Reaction 5 Site−O (+Cs) 
 Site + CO
Reaction 6 Site−O + O (+Cs) 
 Site + CO2
Considering the simplified mechanism, an error can be made while com-
puting the flux of ablation products. For example, the apparent order of the
reaction can be incorrectly predicted. However, the reaction rates and Arrhe-
nius laws given in the literature for this kind of material are usually fitted
from experiments and given in the chosen formalism [172]. Finally, in case
of catalytic material, the surface can help recombining the dissociated species
present in the boundary layer. This mechanism releases reaction energy and
increases the heat load at the surface. The catalysis at the wall of an ablative
material is still an open question [18], and within this work, the material is
assumed inert with respect to atomic recombination.
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2.4 Plain fluid-porous media interface modeling
The hypothesis made to derive the VANS equations assumes that the porous
medium is homogeneous, i.e. porosity is constant in the small averaging vol-
ume. This is no longer valid in the interface region between a porous medium
and a plain fluid domain. Since perpendicular and parallel flows to a porous
medium are common in today’s technological applications (nuclear reactor,
wing with a porous tip, biomass problems, etc) or environmental problems
(ground water pollution, oil extraction, river flow, etc), numerous studies on
the treatment of this transition region exist (see for example [108] and refer-
ence therein). In order to correctly describe the modeling problem, Chandesris
and Jamet [44] introduce three levels of description for this problem. These
scales are illustrated in Fig. 2.13 and correspond to
1. Microscopic scale: one should consider only one complex domain ac-
counting for the microstructure of the solid matrix. The flow is described
entirely by the Navier-Stokes equations providing that the Knudsen num-
ber is sufficiently low. The phenomena are modeled at the scale of the
fibers O(µm).
2. Mesoscopic scale: the solid and fluid phases are replaced by an equivalent
continuous medium. In the vicinity of the interface, there is a transition
region where the medium properties vary continuously. The δ is the
thickness of the interface layer which is O(√κ) that is usually of the
order of few pore size diameters (d = 50µm for PICA like material) [112].
3. Macroscopic scale: one considers as in the mesoscopic scale two homoge-
neous and continuous region but these are separated by a sharp inter-
face with a discontinuity. In this case, the length scale of the problem is
typically [1e−3 − 1e0] m.
The main challenge lies in the correct modeling of the phenomena near the
wall. Through this transition layer, depending on the flow conditions (perpen-
dicular or parallel to the permeable surface), pressure, velocity and other vari-
ables are changing rapidly. Solving accurately the problem at the microscopic
scale is computationally too expensive in most cases and this approach needs
detailed information on the internal geometry of the porous medium. Some
direct numerical simulations in simplified porous media were performed by
Boersma and Breugem [35] and these results are often used in the literature
for comparison. Therefore, most approaches solve the problem at the macro-
scopic level and use appropriate jump conditions at the interface (third level of
description). The challenge remains in the correct specification of this bound-
ary conditions especially for unsteady flows.
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Figure 2.13: Three different levels of modeling for the transition region between a
porous medium and a free fluid region. Figure inspired from Chandresis
and Jamet [44].
Within this two domain approach, the equations considered are the Navier-
Stokes equations for the free-fluid region and inside the porous medium, most
publications [112, 21, 62] use the momentum equation derived by Whitaker
[234]
ρ

(
∂〈u〉
∂t
+ 〈u〉 · ∇ (〈u〉)
)
= −∇〈P 〉g + µ

∇2〈u〉︸ ︷︷ ︸
Brinkman’s term
− µ
κ
〈u〉︸ ︷︷ ︸
Darcy’s term
− ρC√
κ
|〈u〉| 〈u〉︸ ︷︷ ︸
Forcheimer’s term
. (2.113)
This expression is often simplified to keep only the Darcy’s term [16]. Note
that the Forcheimer’s term has been neglected in the derivation of the drag
force (see Eq. (2.85)) because it is only important when the Reynolds number
within the pores is sufficiently high. For the study of a flow parallel to porous
medium, several jump relations to reconcile the solutions in the free fluid do-
main and in the porous medium can be used. The main jump relations used in
the literature are presented briefly here, the comparison of the different mod-
els is beyond the scope of this work and interested reader are referred to Ref.
[43] which discusses the differences between these interface conditions.
First, Beavers and Joseph [16] have found that the presence of a perme-
able wall implies a slip velocity at the interface. They have proposed a semi-
empirical jump relation (referred as BJ condition) to match Darcy’s law in the
homogeneous porous medium with the Navier-Stokes equations in the free
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fluid region. Considering an interface located in y = 0, the condition can be
written
d〈u〉
dy
∣∣∣∣
y=0
=
αBJ√
κ
(uf − 〈u〉) , (2.114)
where the slip coefficient αBJ is an empirical parameter tuned with experi-
mental results, uf and 〈u〉 are respectively the velocity at the interface in the
free fluid region and the Darcian velocity inside the porous medium. How-
ever, it has be shown that the value of αBJ is highly sensitive and depends on
microstructure properties (porosity and permeability) but also on the interface
position [17, 219, 187]. An alternative approach is the one proposed by Neale
and Nader [159] which accounts for the presence of a boundary layer inside
the porous medium by using the extended Darcy-Brinkman law. In this case,
the jump conditions (referred as NN conditions) are expressed on the average
velocity and the tangential shear stress component
〈u〉 = uf , and µdu
dy
∣∣∣∣
y=0+
= µNN
d〈u〉
dy
∣∣∣∣
y=0−
(2.115)
where µNN is an effective viscosity which can be linked to the slip coefficient
αBJ =
√
µNN/µ [159], the porous medium is located in y < 0 and the free
fluid region in y > 0. However, even though some correlations exist for the
effective viscosity [112], the accurate computation of this parameter is a par-
ticularly difficult task.
Based on the non-local form of the volume averaged Stokes equations,
Ochoa-Tapia and Whitaker [164] have derived a stress jump condition (OTW
condition) to be applied at the interface. In addition, they ensure, as for the
NN condition, the continuity of the averaged velocity field [165]. In this case,
the evaluation of the coefficient is done by an up-scaling method to correct the
approximation of the closure model in the interface region:
µ

d〈u〉
dy
∣∣∣∣
y=0−
− µ d〈u〉
dy
∣∣∣∣
y=0+
= µ
βOTW√
κ
〈u〉
∣∣∣∣
y=0
, (2.116)
where βOTW is a dimensionless coefficient that has to be determined to close
the model and is of the order O(1). Nevertheless, this parameter is less sensi-
tive than the slip coefficient of the Beavers and Joseph model. To only cite a
few references, Vafai and Kim [226] as well as Poulikakos et al. [179] are also
using this model. Ochoa-Tapia and Whitaker have found good agreement
with experimental data [165] and the numerical investigations of Breugem
[34] have shown that DNS results agrees well with analytical solutions of the
OTW model providing a correct βOTW coefficient.
Several authors use a two steps approach together with the use of DNS
results. The DNS results at the micro scale are averaged carefully to be able to
solve the closure problem and compute the correct effective coefficient needed
[34, 70]. This method is mostly based on semi-empirical relations linking the
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different variables to the porosity. Despite many research efforts to determine
these unknowns (αBJ , µNN , βOTW ) [92], it is still very challenging and re-
mains often an open problem which needs additional microstructure infor-
mation to be closed. In particular, the dependence of these parameters with
the definition of the interface position remains the biggest problem.
Within this two domains approach, Chandesris and Jamet [44, 43] have
also proposed recently the use of the Matched Asymptotic Expansions (MAE)
to solve analytically the problem in the transition region at the mesoscale
level in order to derive appropriate jump conditions at the macroscale level.
This analysis provides the explicit relation between the jump parameter and
the variation of porosity and permeability. This two steps up-scaling ap-
proach has also been used by D’Hueppe [70] to derive correct boundary con-
ditions for the energy equation. Despite very good agreement obtained using
these approaches, these imply generally the resolution of a problem at the mi-
croscale or mesoscale level to close the models.
For an ablative material, the interface position and the transition layer will
change with time. Therefore, the problem to be solved (for the MAE) and
the parameters to close the jump conditions (BJ, NN, OTW) should be re-
evaluated at every location. The computation of closure parameters using
DNS computations thus becomes rapidly prohibitive. In addition, these de-
mand additional microstructure informations at each degradation state that
are not always available. Finally, from the computational point of view, the
implementation of jump boundary conditions on a moving interface remains
a challenging endeavor.
As recalled by Goyeau et al. [92] considering a sharp interface between two
homogeneous domains ”is an ideal representation of a region with continuous spa-
tial changes of the macroscopic properties”. Therefore, another approach consists
in using a variable permeability/porosity in the transition region [191, 165].
Rigorously, this is only valid at the mesoscopic scale (second level of descrip-
tion) where the continuity of the phenomena at the interface can be assumed.
The averaged equations can be used provided that the thickness of the inter-
face refers to the physical transition layer. In order to be accurate, this as-
sume also that the variations of porosity and permeability are known in the
transition region. For this one domain approach, the physical variables en-
counter strong but continuous variations. The one domain approach with a
variable porosity/permeability has been used by several authors, see for ex-
ample [92, 218, 8, 128] and references therein. It is the approach followed in
this work. Figure 2.14 shows the computation of the velocity profile using
several approaches presented to evaluate the flow in a channel overlying a
porous layer.
Several numerical methods can be used to treat the movement of the inter-
face and are discussed in Chapter 3. The so-called diffuse numerical method
selected to treat the moving boundary problem is compatible with the vari-
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Figure 2.14: Comparison of different approach to solve the flow in a channel on top
of a semi-infinite porous layer. The fully developed steady state velocity
profiles are computed using the two domains approach with BJ conditions,
OTW conditions and using a single domain approach implemented in this
work.
able porosity model chosen. These techniques smooth the discontinuity over
a transition region. Within this work, a normalized hyperbolic tangent func-
tion is used to regularize the initial solid volume fraction on the grid
H(φ) = tanh
(
2piφ
φ
)
, (2.117)
where φ is the initial distance function from the porous medium and φ is the
grid distance on which the quantity is smoothed. Non-dimensional porosity
and permeability profiles are shown in Fig. 2.15. The porosity will vary from
a constant value in the homogeneous porous medium to one in the plain fluid
region. The permeability should be infinite in the plain fluid region and a con-
stant value in the homogeneous porous medium. The variation for the inverse
of permeability is shown in Fig. 2.15 and its evolution in the interface region
will be detailed in the next section.
Note that to preserve the physical meaning of the interface thickness, the
mesh and the polynomial order of approximation should be sufficiently fine
and high, respectively to capture the transition region at the mesoscale (φ ≈
δ). To decrease the computational cost, we can use a numerical φ different
from the physical thickness if we accept to make an error in the interface re-
gion. Numerical test cases are presented in Chapter 4 which investigate how
the phenomena in the viscous boundary layer above the permeable wall are
captured with the one domain approach and compare with the various ap-
proaches.
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Figure 2.15: Non-dimensional porosity and permeability profile for a simplified
porous medium made of cubes with length dp.
2.5 Summary of the equations and closure models
This section summarizes the set of equations valid the whole domain and de-
veloped in Section 2.2 and 2.3. The closure models used are inserted in the
conservation laws. The second part of this section describes the material prop-
erties needed to feed this model.
2.5.1 Volume averaged Navier-Stokes
The conservative variables used to describe an ablative material made of car-
bon preform are the averaged mass density of every species i which needs to
be tracked (g〈ρi〉g), the averaged momentum (〈ρu〉g), the total energy (〈ρEtot〉)
and the averaged solid density of the fibers (〈ρs〉). The system of equations
written in vectorial form is
∂U
∂t
+∇ · Fc = ∇ · Fd + S. (2.118)
with U the conservative variables
U =

g〈ρi〉g
〈ρu〉g
〈ρEtot〉
〈ρs〉
 . (2.119)
The expression for the convective fluxes is
Fc =

g〈ρi〉g〈u〉g
〈ρ〉g〈u〉g〈u〉g + P
g〈ρ〉g〈u〉g〈H〉g
0
 , (2.120)
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and the diffusive fluxes are expressed
Fd =

−〈Ji〉
〈τ 〉g
〈τ · u〉+ λeff∇〈T 〉 −
∑Ns
i=1 hi〈Ji〉
0
 . (2.121)
where we recall that the averaged mass diffusive flux is
〈Ji〉 = −g〈ρi〉gDi,m
η
Wi
W
∇Xi + g〈ρi〉g
Ns∑
k=1
Dk,m
η
Wk
W
∇Xk. (2.122)
Finally, the source term is
S =

〈ω˙heti (〈T 〉, 〈ρi〉g, 〈ρs〉)〉+ gω˙homi (〈T 〉, 〈ρi〉g)
Fgs
−∑Ns+1i=1 (〈ω˙heti (〈T 〉, 〈ρi〉g, 〈ρs〉)〉+ gω˙homi (〈T 〉, 〈ρi〉g))h0f,i
〈ω˙heti (〈T 〉, 〈ρi〉g, 〈ρs〉)〉
 ,
(2.123)
where Fgs is the momentum exchange term between the two phases. In this
work, the closure of this term only includes the first order drag force pre-
dicted by Darcy (see Eq. (2.85)). The homogeneous production term (ω˙homi ) is
given by Eq. (2.37) and the averaged heterogeneous production rate for react-
ing species (〈ω˙heti 〉) is expressed in Eq. (2.70).
It is trivial to observe that if g tends to one, additional source terms dis-
appear and this system of equations reduces to the classical Navier-Stokes
equations presented in Eq. (2.11).
2.5.2 Medium properties
The intrinsic properties of the gas and solid phase respectively are varying
with temperature but for a reactive porous medium, the effective properties
are also changing with the porosity. To characterize the porous medium, the
model in Eq.(2.120)-(2.123) needs several closure parameters. The value of
these properties will be specified for each test case but this section aims to
provide enlightenment to the reader about order of magnitude for these and
main measurement techniques. Additionally, it presents the model for the
evolution with the porosity.
Initial porosity
The initial porosity of the material can be inferred from micro tomography
data which capture the microstructure of the material [144, 169]. For carbon
preform material, the initial porosity is comprised between 0.85 and 0.9. The
intrinsic solid density of the fibers (〈ρs〉s) is assumed invariant therefore the
local porosity can be computed using
g = 1− s = 1− 〈ρs〉〈ρs〉s . (2.124)
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The averaged density of the virgin carbon preform material should be mea-
sured experimentally.
Fiber radius
The fiber radius has to be evaluated to define the reactive surface needed in
Eq. (2.70). The initial fiber diameter can be computed based on scanning
electron microscopy images [171] and the average value for carbon preform
is 6 − 12 [µm] [171, 98]. We recall that the evolution of this diameter should
be computed based on either the cylindrical model (see Eq. (2.105)) either the
sinusoidal model.
Effective thermal conductivity
The effective thermal conductivity is modeled in this work using Eq. (2.98).
Rigorously, the effective thermal conductivity should include the radiative
heat transfer in between the fibers for carbon preform material. The effec-
tive conductivity can be computed based on laser flash analysis [149]. When
it is specified in the text, the value of the effective thermal conductivity includ-
ing radiative effects is taken from the TACOT (Theoretical Ablative Composite
for Open Testing) database. TACOT is a synthetic material but with properties
which should be similar to those of real material.
Fibers reactivity
The heterogeneous production rate requires the knowledge of the fibers reac-
tivity. This reactivity is usually expressed with an Arrhenius law. The defini-
tion of the coefficients (Af , Ea,f and nf ) varies greatly in the literature [170]
and will be discussed in more detail in Chapter 5.
Tortuosity
The tortuosity is a material parameter depending on the architecture of the
porous medium and the mean free path. For an anisotropic and non overlap-
ping fiber structure which is typical of carbon preform, the tortuosity is ex-
tracted from numerical simulations done by Lachaud et al. [117] using a ran-
dom walk algorithm in the fibrous medium. For the reactive porous medium,
a linear interpolation is used between the freestream tortuosity (η = 1) and
the constant bulk tortuosity. Typically, for PICA like material, the tortuosity is
comprised between [1.0− 1.5] [117].
Permeability
The permeability is also dependent on the microstructure of the material.
There is no general function of the porosity and the existing relations assume
homogeneous porous medium. For example, it can be computed for simpli-
fied porous media made of spheres or squares and several correlations are
proposed by Kaviany [112]. Breugem [34] has shown that it is possible to
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extract the permeability profile in the heterogeneous region by using the vol-
ume averaging theory on microscopic scale numerical simulations. However,
in the absence of accurate data on the microstructure of the porous medium,
the semi-empirical model of Carman-Kozeny [76] will be used to link the lo-
cal porosity and the permeability. This semi-heuristic model is based on the
concept of hydraulic radius and leads to a permeability, κ, which depends on
the porosity, the tortuosity and the specific surface area
κ−1 =
S2f,0(1− g)2kk
3g
, (2.125)
where Sf,0 is the initial specific surface, kk is directly proportional to the tortu-
osity and the proportional constant depends on the shape of the solid matrix.
The definition of the constant is not trivial [48], in this work, the constant is
adapted by measuring the initial permeability (using the pressure drop across
a sample for example [170]) and computing Sf,0. Using this model, even in
the heterogeneous interface region, the permeability will be adapted implic-
itly in case of recession. Two other models have been implemented to compare
with the Carman-Kozeny model; a linear relation based on the porosity and
an exponential function proposed by Martin [145],
κ−1 =
1
κ0
(1− g)
s,0
, and κ−1 =
1
κ0
(1− exp (1− g)) , (2.126)
where κ0 is the virgin permeability. Figure 2.16 shows the permeability with
respect to the porosity for the models implemented. One can observe that the
permeability computed with the Carman-Kozeny model decreases faster at
low porosity than the other two models which present similar behavior. The
behavior of the flow in the transition layer will of course be influenced by the
type of model chosen. These will be compared in Chapter 4 and 5 to evaluate
the best model to be used. Every model presented is directly dependent on the
porosity, therefore the transition layer for the porosity determines the thick-
ness on which the permeability is varying. However, as shown by Chandesris
[44], the transition region for the permeability and the porosity can be differ-
ent but this is not modeled in the present approach. Carbon preform materials
are highly porous but the permeability is really low (κ ≈ [1e−8 − 1e−11m2]).
Finally, note that, in general, the carbon preform material is not-isotropic
since the fibers exhibit a preferential orientation. Therefore, properties of the
material should be considered as second order tensors; the conductivity for
example will be higher in the direction of the fibers [169]. Within this work,
we will restrict ourselves to isotropic material.
2.6. CONCLUSIONS 59
0.85 0.9 0.95 1
0
0.2
0.4
0.6
0.8
1
 
 
Carman−Kozeny
Linear
Exponetial
Porosity
κ
−1
κ
0
Figure 2.16: Evolution of the permeability for several models
2.6 Conclusions
The volume averaging theory applied to the reactive Navier-Stokes equations
allows to derive a system of equations valid in the whole domain. In deriv-
ing such a system of equations, closure terms need to be modeled. Simpli-
fied models have been proposed and Chapter 5 will verify the models im-
plemented. The treatment of the transition layer between the homogeneous
fluid region and the homogeneous porous domain is done by using a vari-
able porosity/ permeability approach. The one domain approach is compu-
tationally simple to treat without having to account for boundary conditions
at the interface. The analysis of the different scales of the problem has shown
that to capture accurately the phenomena in the transition layer, the numer-
ical thickness of the interface should correspond to the physical thickness of
transition at the mesoscale level. In addition, this approach proposes to treat
the reactions with the solid matrix inside the porous medium to account for
volume ablation. Finally, adding an equation for the evolution of the solid
density eliminates the need to develop a method to track the position of the
interface.
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NUMERICAL METHODS
This chapter gathers the numerical techniques used to simulate the gas-surface inter-
actions between eroding flows and eroded materials. First, existing numerical tools
are presented by highlighting the contributions of this work. Then, the spatial and
temporal discretization used to solve the system of partial differential equations pre-
sented in Chapter 2 are detailed. Finally, a particular care is dedicated to treat the
moving interface problem arising from the ablation of the reactive porous medium.
3.1 High order numerical tools
Within this work, two codes have been developed separately. First, a one-
dimensional code Echion was developed to get familiar with the discretiza-
tion method and investigate several approaches to treat the reactive porous
medium. The 1D code is a material response code only using a simplified
form of the system (Eq. (2.118)). Secondly, the solution of the full system is
computed with the multidimensional tool Argo developed at Cenaero. This
section reviews briefly the features of the codes.
3.1.1 Echion
The one-dimensional tool was initially developed at Cenaero by Gorissen [90].
The numerical code has been improved and modified to simulate the thermal
response of an ablative material. The code possesses a structure similar to the
multidimensional platform Argo. The numerical code written in C++ is able
to solve systems of partial differential equations in 1D using a Discontinuous
Galerkin Method (DGM). The enhanced tool is able to treat convection, diffu-
sion and reaction problems. Several time integration schemes have been im-
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plemented, both explicit and implicit. A substantial effort has been dedicated
to treat variable diffusion problems using the work proposed by Proft and
Riviere [180]. In addition, a moving mesh algorithm was implemented to deal
with recession of an ablative material. Specifications of the code developed to
treat the in-depth thermal response of ablative material are presented further
in details in Chapter 6. This code was also used to study the approach devel-
oped to consider multiphase systems in the same computational domain. This
will be discussed in the last part of this chapter.
3.1.2 Argo
The Argo platform is a multi-physics code based on a discontinuous Galerkin
method. The solver has been verified and validated to simulate compress-
ible and incompressible flows [100, 40]. Its parallel implementation renders
it very efficient and scalable for industrial use. Argo is developed at Cenaero
by a multi-disciplinary team involving currently five full-time researchers and
three PhD students. The platform is also written in C++ benefitting from the
flexibility and polymorphism of this language. Several conservation laws can
be solved and the polymorphism of the language allows to easily add an ad-
ditional one. The solver uses an hybrid parallelization relying on the Message
Passing Interface (MPI) and Open Multi-Processing (OpenMP) [40] to deal
with costly simulations. The code has already been exploited for two main
applications up to now. The treatment of scale resolving simulations of turbu-
lent flows [40] and complex modeling of multiphase flows [176, 39].
Figure 3.1 shows an overview of the building blocks of Argo with the
main contributions of this work highlighted in red. The contributions will
be detailed in this chapter. Several modules are implemented to treat differ-
ent kind of problems. The module developed during this work is benefitting
from the architecture of the platform and the various developments made by
each researcher of the team. The experience of simulating multiphase flows
has for example been useful to develop the approach which handles the re-
active porous medium. The numerical development of this work have been
grouped in a module of Argo referred in the following as DGAblation. This
module is based on the existing compressible module (named DGFluid) but
works with primitive variables. The reasons are explained in Section 3.3. This
module aims at modeling the high enthalpy flows of several species and the
presence of a reactive porous medium. Inside the Argo platform, little work
was done on the discretization scheme but the effort focuses on increasing the
fidelity of the physico-chemical models. The conservation law implemented
in DGAblation represent the most important part of the work. The conserva-
tion laws implemented account for several species, non-calorically perfect gas,
and complex reaction terms. In addition, if needed, the presence of an inert
or reactive porous medium is handled in the code. These imply numerical
challenges handled by the implemented module.
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3.2 Spatial discretization
The non-linear system of partial differential equations to solve (see Eq. (2.118))
is a convection-diffusion-reaction problem. The Discontinuous Galerkin Method
(DGM) is proposed in this work to discretize this system. This section reviews
the basics of the scheme and discusses advantages and disadvantages of this
type of method.
3.2.1 Discontinuous Galerkin method
This type of discretization was introduced back in 1973 by Reed and Hill [185]
to solve neutron transport problems. DGM cumulates the advantages of finite
volume and finite element methods. The advantage lies in their accuracy on
unstructured meshes, computational efficiency and scalability due to the lo-
cality of data and operations [59]. This type of discretization is a particular
class of Finite Element Methods (FEM).
The system of equations (Eq. (2.118)) can be written in a general form for a
component m of the solution state vector u˜
Lm(u˜) = 0 , ∀m ∈ {1, Nv}
=
∂u˜m
∂t
+
∂
∂xk
F c,km (u˜)−
∂
∂xk
F d,km (u˜,∇u˜)− S(u˜, ∇u˜),
(3.1)
where Nv is the number of variables in the system and the negative sign in
Eq. (3.1) for the diffusive and source parts is used to be consistent with the
definition of the problem (see Eq. (2.118)). The diffusive term in Eq. (3.1) can be
expressed using the Jacobian of the diffusive flux with respect to the solution
gradients defined as
F d,km ≈ −Dk,lm,n(u)
∂u˜n
∂xl
(3.2)
where Dk,lm,n is a fourth order tensor relating the diffusive flux for variable m
and in direction k, to the solution gradients.
In theory, solving Eq. (3.1) requires an infinite number of values to describe
the solution u˜ which is impossible computationally. In practice, for any type
of FEM, the solution state vector is then approximated by a finite set of func-
tions in the test space V .
In order to form the functional space V , the domain (Ω) is decomposed in
a finite number of elements (Ωe). The mesh or grid is composed of these ele-
ments which cover the entire domain without overlapping. Based on these
elements a ”broken” functional space V is then defined, which consists of
functions that are regular polynomials of order p when restricted to any given
element, but are not necessarily continuous across element boundaries. Back-
ground information on functional analysis can be found in Hillewaert [100]
and references therein.
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Therefore, the approximate solution is expressed as a linear combination
of the shape functions ζi, which form a basis for V
u˜m ≈ um =
N∑
i=1
Ui,mζi, (3.3)
where the notationUi,m is used for the coefficients of the approximation which
are the DOF of the problem. The functions (ζi) in the test space are then con-
tinuous in the interior of each element but without any imposed continuity
across element boundaries. Therefore, the approximate solution (see Eq. (3.3))
can be discontinuous at the internal boundary between two cells. This is the
major difference between DGM and Classical Galerkin Finite Element Method
(CGFEM). For simplicity, the shape functions ζi will be chosen to have a sup-
port that is limited to a single element, such that in practice we can associate
each shape function to an element and rewrite Eq. (3.3) as
um =
∑
e
Ne∑
i=1
Uei,mζ
e
i (3.4)
From then on, several options for the definition of the shape functions ζei exist.
Within Argo, Lagrange interpolants of order p are used, defined with respect
to equidistant control points in the element. Figure 3.2 represents the one di-
mensional discretization of a discontinuous function using DGM with a third
order polynomial interpolation. We can observe that, since no continuity is
imposed at the boundary of each cell, the interface nodes are duplicated in-
creasing the total number of DOF.
element n element n+1
Figure 3.2: Discontinuous Galerkin representation of a discontinuous function on two
elements using a third order Lagrangian polynomial interpolation in 1D.
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The Lagrange polynomials are defined usually in a parametric coordinates
system on a reference element. Therefore, a mapping is needed to transform
the physical coordinates (x1, x2) into the parametric space (ξ1, ξ2). The refer-
ence element (parent) is identical for each type of element for a given interpo-
lation order and Fig. 3.3 shows the transformation for a random triangle to a
reference element.
ξ
ξ x
x
2
2
1 1
Figure 3.3: Third order mapping of a triangle with second order interpolation from a
random element to the reference space. Figure taken from [100].
Since Lm(u˜m) = 0 cannot be verified everywhere in the domain, the or-
thogonality of the residual of Eq. (3.1), computed using the approximate so-
lution (um), to every function in the test space is required instead. Therefore,
the expansion weights Uim are found by the Galerkin variational formulation∫
Ω
vLm(u) = 0, ∀ v ∈ V. (3.5)
As usual in FEM the required regularity of the functions v is decreased by
applying partial integration to the variational formulation (3.5). Due to the
discontinuity of the interpolatory and test functions, element interface contri-
butions need to be added to the residual of the variational problem, which are
absent for CGFEM. Replacing Lm(u˜) from Eq. (3.1) in Eq. (3.5) and using par-
tial integration, the complete weak formulation for the convection-diffusion-
reaction problem is then
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∫
Ω
vLm(u) = 0, ∀v ∈ V, ∀m ∈ Nv
=
∑
Ωe∈Ω
∫
Ωe
v
∂um
∂t
dΩe︸ ︷︷ ︸
Tv
−
∑
Ωe∈Ω
∫
Ωe
∂v
∂xk
F c,km (u) dΩe︸ ︷︷ ︸
Cv
+
∑
Ii∈I
∮
Ii
[v]knkHm(u+,u−,n) dS︸ ︷︷ ︸
Ci
+
∑
Ωe∈Ω
∫
Ωe
∂v
∂xk
(F d,km (u)) dΩe︸ ︷︷ ︸
Dv
−
∑
Ii∈I
∮
Ii
〈Dklmn
∂un
∂xl
〉[v]k dS︸ ︷︷ ︸
Di
− θ
∑
Ii∈I
∮
Ii
〈Dklmn
∂v
∂xl
〉[um]k dS︸ ︷︷ ︸
Dt
+α
∑
Ii∈I
∮
Ii
[v]k[um]
k dS︸ ︷︷ ︸
Dp
−
∑
Ωe∈Ω
∫
Ωe
vS(u,∇u) dΩe︸ ︷︷ ︸
Sv
(3.6)
In Eq. (3.6), Ωe are the elements, Ii are interfaces between adjacent ele-
ments and H is the interface flux which will be defined in the following. The
jump and average trace operators in Eq. (3.6) are defined respectively by
[a] = a−n− + a+n+ (3.7)
〈a〉 = 1
2
(a− + a+). (3.8)
The temporal term is noted Tv , and the terms Cv, Dv and Sv of Eq.(3.6) are
the volume contributions for the convective, diffusive and source terms re-
spectively which are shared with CGFEM. The remaining terms (Ci, Di, Dt,
Dp), absent in CGFEM, can be considered as internal boundary conditions
that couple an element with its neighbors. The treatment of the convective
and diffusive interface terms is different and will be detailed hereafter. For
the simplicity of notation, the general form of Eq. (3.6) will be simplified for
the case of a single variable in one dimension.
Using the parametric space previously defined allows to easily integrate
the weak formulation. Indeed, in order to compute the integrals in the vari-
ational formulation (Eq. (3.6)), a Gauss-Legendre quadrature is used. The
points and the weights are defined on the reference element and the trans-
formation matrix is used to integrate on the physical element. Note that the
Gauss-Legendre quadrature are defined inside the element hence the integra-
tion of the source term does not imply any evaluation on the boundary. This
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is convenient for the axisymmetric approach chosen (see Section 2.2.1) since it
avoids the singularity along the axis of symmetry.
Main advantages of DGM
The main advantage of discontinuous Galerkin methods is their high-order
accuracy on unstructured meshes. DGM handles a wide variety of element
types and it is well suited for local adaptation in mesh size and interpolation
order p (hp adaptivity)[57]. Furthermore, DGM ensures the local conservation
of physical quantities. Despite the additional DOF due to the discontinuous
character of the scheme, the compactness renders the method highly scalable
[40]. The benefits of DGM have already been proven by several authors for
a large variety of applications such as compressible and incompressible fluid
dynamics [15, 57], multiphase flows [176], plasma-dynamical applications [58]
or transport in porous medium [189]. Therefore, DGM is a suitable discretiza-
tion method to simulate reactive flows of interest here thanks to its high-order
accuracy, compactness of the scheme and local mass conservation properties
[137].
The low numerical dissipation and dispersion of DGM are also an asset
to simulate the transport of chemically reacting flows [137]. Figure 3.4 shows
the dispersion and dissipation properties for high-order DGM. These are com-
puted by Gassner and Kopriva [86] by studying a scalar linear advection prob-
lem in a one dimensional periodic domain and using an upwind flux. The
complex dispersion relation for the discretized equation is written Ω∗(K∗); the
real part is the dispersion relation while the imaginary part is the dissipation.
It can be observed in Fig. 3.4(a) that the dispersion error and the dissipation
are very low for wave number K∗ < pi/2 and decreasing for higher poly-
nomial degrees used. When the dispersion becomes higher for larger wave
numbers, the dissipation is also higher (see Fig. 3.4(b)). Finally, the high dis-
sipation property at high wave number dissipates the under-resolved scales
without altering the largest ones. This can be exploited for under-resolved
turbulence computations as proposed for example in the work of Carton de
Wiart et al. [41].
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Fig. 4.1. Real part of the physical mode for the Gauss DGSEM scheme with N = 1 up to
N = 10. In the logarithmic plot, the error is cut off at 10−10 to avoid numerical noise.
where û is a complex vector of dimension N + 1. Inserting this into (4.2), we get the
following expression:
(4.5)
(−iω∆x
2
M˜ + a e−ik∆xS + aE
)
û = 0.
Substituting Ω := ω∆xa and K := k∆x, we get the following algebraic eigenvalue
problem:
(4.6)
2
i
M˜
−1 (
e−iKS + E
)
︸ ︷︷ ︸
=:A
û = Ω û,
where A ∈ C(N+1)×(N+1) is the matrix, û ∈ CN+1 the eigenvector, and Ω ∈ C the
eigenvalue. We note that for a givenK, we getN+1 eigenvalues Ω(K)i (i.e., numerical
modes) for each grid cell. Similar to the work of Hu, Hussaini, and Rasetarinera [14],
we define the physical mode as one with the frequency that approximates the exact
dispersion relation for a range of wave numbers. The others are the parasite modes
associated with the numerical schemes. It is easy to extract the physical mode by
using the exact relation
Re(Ωex(K)) = K,
Im(Ωex(K)) = 0,
(4.7)
where Re() denotes the real part and Im() the imaginary part of the complex num-
ber. We can now investigate the influence of the approximation by computing the
eigenvalue corresponding to the physical mode for different values of K and compare
it to the exact relation (4.7).
The plots in Figure 4.1 show the dispersion relation for the scheme with Gauss
points. The eigenvalues have been normalized by the number of grid points in each
grid cell for each polynomial degree
(4.8) K∗ =
K
N + 1
and Ω∗ =
Ω
N + 1
.
We note that for this linear example, the Gauss scheme and the nodal DG scheme
[13] are exact, in the sense that all integrals are evaluated exactly. Figure 4.1(a) shows
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Fig. 6.1. Im ginary part of the physical mode for the Gauss DGSEM scheme with N = 1 up
to N = 10. In the logarithm c plot, the err r is cut off at 10−10 to avoid numerical noise.
N=1 N=10N
K*
Im
(Ω
*
)
0 0.7854 1.5708 2.3562 3.14-6
-5
-4
-3
-2
-1
0
N=1-10
Exact
pipi/20
(a) Dissipation relation
K*
Im
(Ω
*
)
0 0.62832 1.256
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
2pi/pi/5
N=10
N=1
(b) Logarithm of dissipation error
Fig. 6.2. Imaginary part of the physical mode for the Gauss–Lobatto DGSEM scheme with
N = 1 up to N = 10. In the logarithmic plot, the error is cut off at 10−10 to avoid numerical noise.
Table 6.1
PPWmin(N, δ) for the Gauss DGSEM for a given dissipation error δ.
δ
∖
N 1 2 3 4 5 6 7 8 9 10
0.01 13.41 8.84 7.14 6.24 5.71 5.33 5.06 4.86 4.70 4.56
0.001 24.37 13.32 9.84 8.16 7.16 6.53 6.07 5.74 5.47 5.27
0.0001 43.43 19.78 13.32 10.46 8.88 7.87 7.19 6.68 6.30 6.00
0.00001 76.85 29.38 18.00 13.32 10.92 9.42 8.43 7.74 7.21 6.80
The results are listed in Tables 6.1 and 6.2. We can see that the dissipation ad-
vantage of the Gauss scheme, like the dispersion accuracy, decreases with increasing
polynomial degree N . Evaluating the resolution requirements of the Gauss scheme,
we get the well-known result that the dispersion error is dominated by the dissipation
errors and that the accuracy requirements for the dissipation are more severe; see
Hu, Hussaini, and Rasetarinera [14]. However, with the Gauss–Lobatto scheme, we
can see that it is either the dispersion error that dominates for low order polynomial
discretizations or that both errors require about the same resolution.
If we use the modal filtering mechanism again to search for the optimum scheme
with respect to the dissipation error, it is clear that this optimization process always
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Figure 3.4: Numerical dispersion and dissipation errors of the 1-D DGM scheme from
polynomial degree N = 1 to N = 10 using a purely upwind flux. Figures
taken from Gassner and Kopriva [86].
Convective variational form
Reducing the system Eq. (3.1) to its hyperbolic part in 1D, the variational form
for a scalar quantity can be written∫
Ω
vLh(u) = 0, ∀v ∈ V
=
∑
Ωe∈Ω
∫
Ωe
v
∂u
∂t
dΩe︸ ︷︷ ︸
Tv
−
∑
Ωe∈Ω
∫
Ωe
∂v
∂x
F c(u) dΩe︸ ︷︷ ︸
Cv
+
∑
Ii∈I
∮
Ii
[v]H(u+, u−,n) dS︸ ︷︷ ︸
Ci
,
(3.9)
where the inte face flux H is required to be an E-flux which is function of the
internal u+ and external u− states at the boundary. The E-flux was defined by
Osher [166] as a numerical flux satisfying(H(u−, u+,n)− f(u)) (u+ − u−) ≤ 0, (3.10)
where u belongs to [u−, u+]. The discretization of the convective part takes its
inspiration from classical upwind Finite Volume Method (FVM) [100] of which
it is a high order extension. Indeed, it is trivial to see that, if one considers
piecewise constant functions for the functional space, the Cv term disappears
and the formulation for semi-discrete form on an element e is reduced to∫
VΩe
v
∂u
∂t
dΩe = −
∑
Ii∈I
∮
Ii
[v]H(u+, u−,n) dS, (3.11)
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which effectively reduces to a first order FVM, which computes the time evo-
lution of the cell average based upon the flux balance at the boundary of the
cell
du
dt
= − 1
VΩe
∑
i
H(u+, u−,n) , ∀e. (3.12)
If the numerical flux H is an E-flux (see Eq. (3.10)), it can be shown that the
Godunov scheme is positive which ensures energy stability and a discrete en-
tropy inequality but also prevents the local solution extrema to be increased
(Local Extrema Diminishing). The solution at an ulterior time step is a convex
combination of its previous value and the neighbours. This last feature is es-
sential to capture sharp discontinuities such as shocks. The demonstration can
be found in Ref. [131].
Therefore, DGM at order zero inherits these properties from the FVM [100].
Extension to high order implies that the scheme is not positive anymore hence
requiring a specific treatment to capture the shocks. However, Jiang and Shu
[109] have shown that the energy stability is still conserved at high order by
choosing E-fluxes. Therefore, this interface contribution (Ci) ensures energy
stability of the Galerkin formulation, unlike in continous FEM for which the
same formulation is not stable. The numerical flux H provides a Dirichlet
boundary condition, by exchanging the correct characteristics between the
cells adjacent to the interface. The choice of the flux is also dictated by the
type of applications targeted as explained in a dedicated Section 3.2.2.
Diffusive variational form
In contrast to the discretization of the convective terms, many alternatives
exist for the discretization of the diffusion terms, an overview and comparison
can be found in Arnold et al. [9]. Within Argo and Echion, the Interior Penalty
(IP) method is chosen. We consider again a scalar problem and the elliptic part
of the weak formulation is then∫
Ω
vLe(u) =
∑
Ωe∈Ω
∫
Ωe
∂v
∂x
(
D(u)
∂u
∂x
)
dΩe︸ ︷︷ ︸
Dv
−
∑
Ii∈I
∮
Ii
〈D(u)∂u
∂x
〉[v] dS︸ ︷︷ ︸
Di
− θ
∑
Ii∈I
∮
Ii
〈D(u)∇v〉[u] dS︸ ︷︷ ︸
Dt
+α
∑
Ii∈I
∮
Ii
[v][u] dS︸ ︷︷ ︸
Dp
,
(3.13)
where D becomes the diffusion coefficient of the scalar equation, θ defines if
the form is symmetric θ = 1 (SIP), non-symmetric θ = −1 (NIP) or incomplete
θ = 0 (IIP) and α is the penalty parameter.
The diffusive interface terms Di, Dt and Dp are associated to the interior
penalty formulation. They implement a Nitsche-type weak Dirichlet condi-
tion. The term Di arises directly from the partial integration of the diffusive
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term while Dt and Dp are the symmetric and penalty terms which are added
to ensure the coercivity of the bilinear form hence the stability of the scheme.
The parameter θ can in principle be chosen freely without affecting con-
sistency, while the interior penalty parameter α needs to be bounded to en-
sure stability while not degrading the conditioning of the matrix representing
Eq. (3.13). The critical value for α depends in general on the mesh size, the
polynomial approximation chosen and the diffusivity coefficient. The deriva-
tion of the sharp stability bounds for NIP can be found in Ref. [9], whereas
Shahbazi [209] provided those for SIP and IIP on simplical elements and the
generalization for generic elements is elaborated by Hillewaert [100]. In prac-
tice, the symmetric interior penalty with θ = 1 is chosen due to superior con-
vergence. Another useful variant is the NIP due to the relaxed requirements
on α, since in this case only positivity of α is required [9]. In this work, a sym-
metric interior penalty method is used unless specified otherwise. However,
for cases where the diffusion coefficient is highly variable in space (in case of
large temperature gradient for example), the non-symmetric interior penalty
method is preferred to ensure the stability of the computation [188].
Boundary conditions
The discretization scheme at the limit of the domain is treated by implement-
ing weak boundary conditions. Typically, for the convective part, the ghost
cell values are specified and the Riemann problem is solved on the physical
boundary of the domain as in classical FVM. For the hyperbolic Euler equa-
tions, the ghost values to be specified should be in agreement with the number
of entering characteristics of the hyperbolic system. The outer values for each
type of boundary conditions are given in Table 3.1 for inviscid and viscous
flows. For each particular test case, the conditions will be specified.
For the diffusive part, either Dirichlet, Neumann or Robin boundary con-
ditions are implemented. For the Dirichlet type, the interface terms of the
variational formulation reduces to
− θ
∑
Ii∈I
∮
Ii
〈D∂v
∂x
〉(u+ − u−) dS + α
∑
Ii∈I
∮
Ii
[v](u+ − u−) dS (3.14)
where u− is the ghost value. For Neumann type boundary conditions the
right and left values are set identical, hence the jump in the interface terms
becomes zero and the flux (Fd · n) is directly specified. Note that for highly
reacting flows, if the domain is truncated, imposing a reflective boundary con-
dition will induce errors due to the interactions between the acoustic waves
and the chemistry in the flow. Non reflective boundary conditions such as
the Navier-Stokes Characteristic Boundary Conditions NSCBC [221, 177] or
Perfectly Matched Layer (PML) [10, 105] can be used to avoid non physical
reflexions at the outlet/inlet. This is not investigated within this work and
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to reduce the reflection a coarse mesh is usually used to damp the pressure
waves at the outlet.
Table 3.1: Main boundary conditions implemented in DGAblation. Interior values are
indicated with the superscript ’+’ while outer variables are noted with ’−’.
The vector of conservative variables is notedU and the diffusive flux is Fd.
BC type Euler conditions NS conditions
Subsonic
inflow
u−, T−, Y −i are given and
P+ = P−
Fd,+ · n = 0
Adiabatic
wall
u− is given while other
variables are taken as
U+ = U−
Fd,+energy ·n = 0 , Fd,+mass ·n = 0
Isothermal
wall
u− and T− are given while
other variables are taken as
U+ = U−
Fd,+mass · n = 0
Subsonic
outlet
P− is given while other
variables are taken as
U+ = U−
Fd,+ · n = 0
Symmetry U+ = U− ∇U+ · n = 0
Freestream u−, T−, Y −i , P
− are given Fd,+ · n = 0
3.2.2 Interface fluxes
The discontinuous Galerkin discretization involves the solution of a Riemann
problem at the boundary of each cell as in Finite Volume Method (FVM).
Within the compressible module of the Argo code, several Riemann solvers
are already available, an exact Riemann solver, the Roe approximate Riemann
solver and a Lax-Friedrich scheme are implemented for calorically perfect gas.
The treatment of multispecies flows involves to extend these fluxes. The sim-
plest one is the Lax-Friedrich flux. For a conservative system of equations
written as
∂U
∂t
+∇ · (Fc(U)) = 0, (3.15)
the Lax-Friedrich flux can be expressed
HLF =
(
Fc,L + Fc,R
)
2
− 1
2
λLF (U
R −UL). (3.16)
The superscriptsR and L are respectively the right and left state, Fc is the con-
vective flux and λ is the spectral radius of the flux Jacobian with respect to U.
For multicomponent flows, the fluxes Fc,L, Fc,R should be defined account-
ing for the variation of the thermodynamic variables with temperature and
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composition. The maximum eigenvalue for the transport of multicomponent
flows is λLF = u¯ ·n± cFrozen, in which u¯ is the mean velocity at the interface.
The Lax-Friedrich scheme was chosen for its ease of extension to multi-
species flows. However, this scheme is not an appropriate solver for the kind
of application targeted here. Indeed, during an atmospheric entry, the tem-
perature is really high implying a large sound speed. Therefore, low speed
tests can lead to really low Mach number regime. Additionally, the density is
varying because of the strong temperature gradients but does not depends on
pressure variations anymore [141]. The treatment of low Mach number flow
with a compressible solver leads to numerical issues regarding the conver-
gence and the accuracy of the computation. The slow convergence is directly
related to the disparity. This well known problem is strongly related to the dif-
ference between the convective and acoustic time scales. To treat this problem,
a preconditioning of the time derivative is usually applied to scale the differ-
ent terms hence avoiding to have a computation driven by acoustic propaga-
tion terms. The problem of accuracy is related to the stabilization, which is
often not appropriate for low Mach number flows. If the Mach number tends
to zero, the flow is dominated by pressure terms, and small perturbation of
the pressure field may lead to great change in the velocity field [134].
The AUSM+up scheme developed by Liou [134] tackles this second chal-
lenge by splitting the pressure terms and the convective terms. This scheme is
valid for all speeds regime, some terms in the numerical flux will be switched
off if the Mach number is sufficiently high to ensure the accuracy for subsonic,
transonic or supersonic flows. In addition, this scheme is easily adapted for
reactive flows [11]. The basic idea of the AUSM family scheme is to write the
inviscid numerical flux as
HAUSMI = m˙IψL,R +PI , (3.17)
where the subscript I indicates the interface and ψ is used for the vector of
quantity convected by the mass flux m˙. The challenge remains in defining
the appropriate mass scalar flux m˙I and the pressure flux PI . The algorithm
for a multi-component AUSM+up is summarized hereafter. Note that the
AUSM+up scheme is an E-flux [134] which is the condition to ensure stability
of the convective part.
AUSM+up algorithm
This scheme relies on the concept of numerical speed of sound to define ap-
propriate scaling for the numerical dissipation depending on the flow speed.
A common speed of sound cI is defined :
cI = min (c˜
L, c˜R), , where c˜ = (c∗)2/max(c∗, |u|) (3.18)
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where L and R refers to left and right states respectively and c∗ is the critical
speed of sound computed when the local Mach number is one
c∗ =
√
2(γfr − 1)
(γfr + 1)
h, (3.19)
with h the mixture enthalpy and γfr the heat capacity ratio. These are com-
puted based on Eq. (2.20) and (2.28). The interface Mach number (MaI ) can
be defined using this unique numerical speed of sound
MaI =M+(MaL) + M−(MaR) − κp
fa
max(0, 1− σM¯a2)P
R − PL
ρ¯c2I
. (3.20)
where the left and right Mach number are evaluated as
MaL,R =
uL,R
cI
, (3.21)
in which uL,R = uL,R · nˆ. The two first terms of Eq. (3.20) are defined using
split Mach numbers which are polynomial functions of the Mach.
M±(Ma) =
{
0.5 (Ma± |Ma|) : if |Ma| ≥ 1
±0.25 (Ma± 1)2 ± β(Ma2 − 1)2 : else, (3.22)
P±(Ma) =
{
0.5 (1± sign(Ma)) : if |Ma| ≥ 1
±0.25(Ma± 1)2(2∓Ma)± αMa(Ma2 − 1)2 : else,
(3.23)
The intermediate pressure is also defined using these split Mach numbers
PI = P+(MaL)PL + P−(MaR)PR
− 2κu(ρ¯facI)(uR − uL)P+(MaL)P−(MaR) (3.24)
quantities with the superscript ”−” are mean value at the interface defined as
ρ¯ =
ρL + ρR
2
, and M¯a2 =
(uL)2 + (uR)2
2(cI)2
(3.25)
The upwinding Mach numbers are defined:
Ma±I = 0.5 (MaI ± |MaI |) (3.26)
Using this splitting approach, the numerical flux is defined as
HAUSMI = cI
Ma+I
 ρiρu
ρH
L +Ma−I
 ρiρu
ρH
R
+
 0PI
0
 . (3.27)
The different parameters in this formulation are chosen as κp = 0.25, κu =
0.75, σ = 1, β = 1/8 and α = −3/4 + αˆ(Ma) [29]. Finally, αˆ(Ma) = 1516f2a is
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(b) AUSM+up flux formulation Ma = 10−1
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(d) AUSM+up flux formulation Ma = 10−2
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(e) Roe flux formulation Ma = 10−3
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(f) AUSM+up flux formulation Ma = 10−3
Figure 3.5: Iso-Mach contours for inviscid flow around a NACA012 profile for several
freestream Mach numbers from top to bottom 10−1, 10−2, 10−3. The iso-
lines are shown for [0.6 : 0.15 : 1.2] ∗ 1e−Ma. The steady state results are
computed with p = 4 and with a maximum number of 200 iterations.
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defined using the scaling function fa = M0(2 −M0) with the reference Mach
number (M0) which accounts for a cut-off Mach if the real Mach number tends
to zero: Ma20 = min(1,max(M¯a
2
,Ma2co)).
The advantages of such a numerical flux are demonstrated in Fig. 3.5 for
which the inviscid flow at several Mach numbers around a NACA profile is
studied. The numerical tests have shown that, as expected, the convergence
problem is not resolved using such technique, however, the results obtained
using this flux formulation are far more accurate than the ones provided by
a regular Roe solver. The same tolerance on the convergence and maximum
number of iterations have been applied for both solvers.
In addition, the Simple Low dissipation AUSM (SLAU) Riemann solver
[211] implemented by J.S Cagnone in the DGFluid module has also been ex-
tended to treat multi-species flows. The extension of this scheme to multi-
component flows is readily obtained by the same development presented for
the AUSM+up. As for the development of the latter, the convective flux for
each partial density is considered, the speed of sound is computed using the
frozen specific heat ratio (γfr(Yi, T )) and the mixture enthalpy is computed
using Eq. (2.20). SLAU possesses a behavior similar as the AUSM+up scheme
with the advantage of being free from user parameters to define (no cutoff
Mach number).
3.3 Time discretization
First, regarding Echion, several time stepping schemes have been implemented
in the 1D code including a Backward Euler (BE) integration scheme and the
Super Time Stepping scheme (STS). The STS proposed by Alexiades [3] is a
method which relaxes the stability constraint to accelerate standard explicit
schemes without the cost of solving a linear system. Since these methods have
been used only in the one dimensional code, detailed information on the im-
plementation can be found in Section 6.3.2.
Secondly, Argo is able to solve steady or unsteady problems. In this work,
the ablation of the material leads to a moving interface problem and no steady
state exists. Therefore, this section focuses mainly on the methods to solve un-
steady problems. Both explicit and implicit time stepping schemes are avail-
able in the Argo platform. However, strong reactive terms as well as the pres-
ence of a porous medium put severe stability constraints on the time step for
an explicit method. Therefore, a fully implicit time marching method has been
selected. Due to the large disparity of scales involved in this kind of problem
(see Section 1.2.2), it could be easier to split the system of equations and march
in time differently for stiff terms as it is proposed for example in [137]. How-
ever, we have chosen a fully implicit method to solve the system of equations
and the splitting is proposed as perspective of this work.
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Several implicit time discretization schemes are available within the mul-
tidimensional tool Argo but the standard scheme used is the multistep Back-
ward Differentiation Formula at second order (BDF2) combined with a Newton-
Raphson (NR) algorithm. Consider the system of equation in vectorial form
∂U
∂t
= RCDS(U), (3.28)
where U is the system of conservative variables (see Section 2.5) andRCDS(U) =
−∇ · Fc + ∇ · Fd + S groups the convective, diffusive and source terms, the
BDF2 scheme is then written
Un+1 = Un + ∆tRCDS(Un+1), (3.29)
Un+2 =
4
3
Un+1 − 1
3
Un − 2
3
∆tRCDS(Un+2). (3.30)
This implicit scheme results in non-linear systems to be solved for which a
NR is used. In turn, NR algorithm requires the solution of a linear system at
each iteration. In order to solve the linear system associated with the NR, a
direct Gauss solver as well as iterative methods are implemented inside Argo.
The code features one of the first matrix free GMRES implemented for DG by
Hillewaert [101, 102]. This section does not aim to provide detailed informa-
tion on the implementation of matrix-free Newton-Krylov approach but the
main ingredients are summarized to provide the readers some insights of the
method. Consider that the linear problem to solve can be written
L∗∆U = −r∗, (3.31)
where L∗ is the Jacobian of the residual (r∗) with respect to the solution state
vector U. The solution of this system by a Newton-Krylov method requires
the definition of the so-called Krylov subspaces Kn based on L∗ and r∗
Kn(L∗, r∗) = span{r∗, L∗ · r∗, ..., (L∗)n · r∗}. (3.32)
Iterative methods like Generalized Minimum RESidual (GMRES) can be used
to approximate the solution based on the Krylov subspaces. Observing the
definition of the Krylov space, we only need the matrix-vector product (L∗·r∗),
and not the Jacobian itself which is the basic idea behind the development of a
matrix-free method. This matrix vector product can be approximated by a fi-
nite difference approximation, hence, -in theory- this method does not require
the computation and storage of the Jacobian. In practice, the computation
of this Jacobian is still needed for preconditioning because the linear system
(Eq. (3.31)) to solve is usually badly conditioned. Block-Jacobi or ILU factor-
ization are implemented within Argo and can then be used as preconditioner
for the system. The computation of the Jacobian can be frozen during few
iterations of the Newton-Raphson algorithm to save computational time. Un-
less specified otherwise, we always freeze the Jacobian during three iterations.
Detailed information on the method and its implementation can be found in
Hillewaert [100] and references therein.
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Because of the large disparity in the scales of the problem (gas density can
be several orders of magnitude smaller than solid density), a high fill-in for the
preconditioner is required and for some cases iterative methods fail and direct
solvers should be used to ensure convergence. Unless specified otherwise, the
direct Gauss solver is used in this work and this implies computationally ex-
pensive simulations.
For implicit time integration, a particular attention has to be paid to the
derivation of the Jacobian. In order to simplify the derivation of this matrix,
it is desirable to use primitive variables as working quantities instead of con-
servative one. Indeed, the non-linear dependence of the internal energy with
respect to the temperature implies that deriving the energy with respect to the
temperature is trivial while the inverse does not exist analytically. Within this
work, the set of partial pressures (Pi), the velocity vector (u), and the tem-
perature (T ) are chosen as primitive variables. In addition, for multiphase
problems, solid density is considered in the list of primitive variables.
Note that using primitive variables does not imply the loss of conservation.
In order to show this, we consider the simple BDF1 time integration scheme
and the system of conservative variables U and the primitives Q. BDF1 can
be written
Un+1 −Un
∆t
= RCDS(Un+1). (3.33)
The conservative and primitive variables are related by U = U(Q) and this
relation is used to linearize the BDF1 scheme around Q∗, the current estimate
of the vector of primitive variables at time tn+1,
1
∆t
(
∂U
∂Q
+
∂RCDS
∂Q
)
δQ +
U(Q∗)−Un
∆t
= RCDS(U(Q∗)). (3.34)
Equation (3.34) reduces to the original system of equation at convergence
(δQ = 0). Therefore, the Jacobian ∂R
CDS
∂Q with respect to primitive variables
can be used. Using the discretization of convective, diffusive and source term
(see Eq. (3.6)), the definition of the Jacobian requires to evaluate
∂FC
∂Q
,
∂FD
∂Q
, and
∂S
∂Q
. (3.35)
The derivation of the conversion matrix to change from primitive to con-
servative variables and the Jacobian without porous medium is presented
in Appendix A. Numerical issues regarding the computation of the Jacobian
should be prevented by ensuring existence of the derivative. For example, in
the NASA-7 database, the transport and thermodynamic properties are fitted
with polynomial expressions on two ranges of temperatures (from 300 to 1000
and 1000 to 5000 [K]). In order to ensure the convergence of the computation,
the fitted curve must have a continuous first derivative on the whole temper-
ature range. For instance, the transport coefficients computed in the internal
Argo library taken from [148] and not the one in [217], lead a discontinuity at
3.4. MULTI-PHASE TREATMENT 79
1000 [K] for the species CO. In turn, this implies a step change of the Jacobian
when simulating cases with a temperature around 1000[K]. Figure 3.6 shows
the discontinuity of the viscosity for this species at 1000[K] if we use the poly-
nomial fit from [148]. We observe that computing the viscosity using the fit
proposed in [217] or with Mutation++ leads to a continuous viscosity. For the
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Figure 3.6: Viscosity of a mixture of pure CO with respect to temperature using the
polynomial fit of [148] (noted Ref.1), the one of [217] (noted Ref.2) and com-
puting it with Mutation++.
same reason, the specific surface Sf of the fibers used to compute the hetero-
geneous reaction rate is approximated by a polynomial fit (see Eq. (2.106)).
This remove the singularity of the square root when the solid volume fraction
tends to zero. The development of the Jacobian for each term in Eq. (3.35) was
verified against a finite-difference Jacobian.
3.4 Multi-phase treatment
To simulate the thermal response of an ablative material to a high enthalpy
flux occurring during atmospheric entries, the nowadays widespread strategy
proposed by Kendall et al [14] consists in solving the flow field and the ma-
terial response independently and coupling them using boundary conditions
on the mass and heat fluxes. The advantages of such a formulation are its re-
duced complexity and computational cost. However, using such an approach,
some interactions previously discussed cannot be captured. As already men-
tioned, the originality of this project lies in the treatment of the bulk phase
and the material in the same domain of computation. In addition, this porous
medium is progressively eroded by the incoming flow. Therefore, using a one
domain approach, one has to deal with a moving boundary problem in DGM.
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The Volume Averaged Navier-Stokes equation presented in Section 2.3,
shows how the validity of the Navier-Stokes equations can be extended to
multiphase systems in order to treat a homogeneous porous medium. We use
a variable porosity/permeability approach to describe the transition from the
fluid flow to a porous medium. Since the variables encounter strong but con-
tinuous change, this approach does not need the definition and tracking of an
interface. Nonetheless, as explained in the physical modeling chapter, another
approach consists in using jump conditions at the interface between the bulk
phase and the porous medium. This requires the treatment of a sharp embed-
ded interface. An effort has been dedicated to review and investigate several
techniques to treat the high gradients/discontinuities at an interface, this is
summarized in Appendix B.
Using the variable porosity/permeability approach discussed in Section
2.4, it is natural to adopt a diffuse interface approach which smoothes the dis-
continuity across the interface. Therefore it is the only one discussed in this
chapter. The porosity will vary from a constant value in the homogeneous
porous medium to one in the plain fluid region. Within this work, a normal-
ized hyperbolic tangent function is used to regularize the initial solid volume
fraction on the grid
H(φ) = tanh
(
2piφ
φ
)
, (3.36)
where φ is the initial distance function (level-set) from the porous medium and
φ is the grid distance on which the quantity is smoothed. Note that this is not
exactly the thickness of the interface since the hyperbolic tangent function is
not a compact function. Pochet [176] has observed for several numerical test
cases that, in order to ensure stability of the scheme, the smoothing distance
has to satisfy
φ > 3
h
p
, (3.37)
h being the mesh size and p the interpolation order. Figure 3.7 shows the
smoothed Heaviside of Eq. (3.36). In this case, φ is defined to be 0.2L to ob-
serve clearly the transition region.
Thanks to the smoothing introduced, the porous region does not have to
conform with the mesh which is interesting for receding porous problem. In-
deed, the mesh movement can seriously degrade mesh quality in cases of non-
uniform material recession and remeshing can be time consuming and quite
complex depending on the shape of the interface. In this work, the mesh is
fixed and we consider an immersed interface. Finally, one can observe that
the evolution of the embedded geometry does not have to be tracked because
an additional solid mass equation is solved. Assuming that the solid matrix
of the porous medium is rigid, the mass is lost at the surface of the carbon
fibers, the porosity can be deduced and therefore the interface can be recon-
structed during post-processing of the results. The level-set function is only
used at the initialization step to define the porous region. Note that, for non
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reactive porous medium the solid density is not a variable of the system any-
more. The structure of Argo allows to account for auxiliary data; in case of an
inert porous medium, the color function associated with the porous medium
region is therefore saved in this data structure.
Figure 3.7: Hyperbolic tangent function used to regularize the initial solid volume frac-
tion.
Figure 3.8 shows the evolution of the transition region for a reactive porous
plate. The black line at the center of this transition region represents the po-
sition of the post-processed interface which does not conform with the mesh.
Since the normal recession velocity is not constant everywhere along the inter-
face, the resulting shape is curved hence the benefits of using an unstructured
grid in this case. It can also be observed that the interface thickness can vary
depending on the kinetics regime, this will be further investigated in Chapter
5. In order to keep a physical meaning of the interface thickness while satisfy-
ing the criterium in Eq. (3.37), the mesh is refined in the interface region. Since
the limit of the porous medium is changing, the mesh is refined in the zone
where the interface is expected to evolve.
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(a) Smoothing of the solid volume fraction
(b) Initial porous medium shape
(c) Ablated porous medium shape
Figure 3.8: Diffuse interface method, the evolution of the interface region on an un-
structured grid for a reactive porous medium is shown. The 3D plot shows
the smoothing of the solid volume fraction on the domain.
3.5 Conclusions
Two different numerical codes using DGM have been developed. On one
hand, the development of a one dimensional code Echion was used to sim-
ulate in-depth thermal response of the material and to study the approach to
treat the moving boundary problem. On the other hand, the DGAblation mod-
ule of Argo developed in this thesis, is able to solve compressible flows with
multi-species and potentially low-Mach number flows. In addition, the new
module of Argo can simulate problems involving the presence of degrading
or non-reactive porous medium. The derivation of the Jacobians for reactive
Navier-Stokes equations with variable thermodynamic and transport proper-
ties helps for the use of an implicit time integration scheme. This implemen-
tation of complex conservation laws inside the Argo code has proved the flex-
ibility and robustness of the platform developed at Cenaero. The verification
of the developed module on several cases is proposed in Chapter 4.
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VERIFICATION OF THE SIMULATION TOOL
This chapter presents several test cases to verify the development of the numerical
tool. The volume averaging approach and the treatment of several species in a reactive
flows presented in Chapter 2 have been implemented in a new module of the Argo code
described in Chapter 3. The numerical code developed is verified against a series of test
cases of increasing physical complexity to test independently the different aspects of
the code. First, the implementation of a module solving reactive flows is verified.
Subsequently, extensive tests are proposed to verify the presence of an inert porous
medium, and finally, the evolution of the material surface submitted to heterogeneous
reaction is proposed to verify the treatment of the reactive porous medium.
4.1 Introduction
In order to verify the implementation of the DGAblation module implemented
within Argo, the different parts of the equations summarized in Section 2.5
are tested. Eight different test cases are proposed. The test cases 1-4 verify
the treatment of variable thermodynamic properties (tc1), the presence of stiff
reactive terms (tc2), the solution of the reactive Euler equations (tc3) and the
diffusion in a multi-component mixture (tc4). The tests tc5, tc6 and tc7 com-
pare the results of Argo for flow through and around porous medium with
results in the literature. Finally, the last case tc8 analyzes the recession of a
porous medium by an oxidizing flow. The Table 4.1 provides to the reader a
summary of the hypothesis made for each test case. These will be described
in details within each case but the table gives an overview of the capabilities
tested.
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Table 4.1: Summary of the test cases analyzed with the respective hypothesis on the
system of equation Eq. (2.118).
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Model used/test cases (tc#) 1 2 3 4 5 6 7 8
Code dimensionality
Pseudo 0D 3
Pseudo 1D 3 3 3 3
2D 3 3 3
Gas-phase mass conservation
Number of species 1 2 11 2 1 1 1 3
Convective term (g〈ρi〉g〈u〉g) 3 3 3 3 3 3
Multi-component diffusion (Ji) 3 3
Homogeneous source term (〈ω˙homi 〉) 3 3
Heterogeneous source term (〈ω˙heti 〉) 3
Solid-phase mass conservation
Porous medium 3 3 3 3
Heterogeneous reactions 3
Momentum conservation
Convective term (〈ρ〉g〈u〉g〈u〉g + P ) 3 3 3 3 3 3 3
Diffusive viscous term (〈τ 〉g) 3 3 3 3
Drag force (g µκ 〈u〉g) 3 3 3 3
Energy conservation
Convective term (g〈ρ〉g〈u〉g〈H〉g) 3 3 3 3 3 3 3
Diffusive viscous term (〈τ · u〉) 3 3 3 3
Fourier heat flux (λeff∇〈T 〉) 3 3 3 3
Multispecies diffusion term
(
∑Ns
i=1 hi〈Ji〉)
3
Thermo/transport properties
Variable thermodynamic properties 3 3 3 3
Variable transport properties 3
Internal Argo library 3 3 3 3 3 3
Mutation++ library 3 3
Boundary conditions
Subsonic inflow 3 3 3 3 3
Adiabatic wall 3 3 3 3 3 3 3
Isothermal wall
Subsonic outlet 3 3 3 3
Symmetry 3
Freestream 3 3
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4.2 Supersonic nozzle
To verify the implementation of varying thermodynamic properties (non calor-
ically perfect gas), the steady over-expanded inviscid flow in a supersonic
nozzle is investigated. The initial pressure ratio is imposed to ensure a super-
sonic flow in the divergent part of the nozzle. The outlet boundary condition
is supersonic hence no information is needed. Only one fake species corre-
sponding to a frozen mixture of O2 and N2 is considered in this test case and
Table 4.2 summarizes the conditions used.
Table 4.2: Test case conditions for an over-expanded inviscid flow in a supersonic noz-
zle.
Mixture Area throat Total pressure Total temperature
[m] [Pa] [K]
Air 0.25 101325 1500
The throat of the nozzle is defined at xt = 1, and the convergent and di-
vergent geometries are described by
yc = 0.5− 2.5x3 + 3.75x4 − 1.5x5, ∀x < xt (4.1)
yd =
1
3
− 7
40
x+
1
10
x2 − 1
120
x3, ∀x > xt. (4.2)
The one dimensional analytical solution is shown for both calorically and
non-calorically perfect gases. The discrepancy with the numerical results are
due to two dimensional effects not accounted for in the analytical solution.
Indeed, for a two dimensional case, there is a propagation delay of informa-
tion from the wall hence the discrepancy at the center of the nozzle. The offset
with respect to the analytical solution is of the same order of magnitude for
calorically perfect gases (CPG) and non-calorically perfect gases (NCPG). The
code is also verified against another implementation done independently by
Cagnone [38] in the DGFluid module of the Argo code. Both implementations
are based on the internal thermochemical library developed and give exactly
the same results.
Figure 4.1 shows the importance of assuming non-calorically perfect gases
for this application. After the sonic throat, the temperature in the divergent of
the nozzle is significantly different for NCPG and CPG. The nozzle geometry,
the mesh used and the pressure field inside are shown in Fig. 4.2. We use a
polynomial order of interpolation p = 2 and the mesh is composed of 1118
triangles with a characteristic length of 6.25e−2[m]. The GMRES linear solver
algorithm is used in this case. It takes approximatively 25[s] on a single core
to converge (reducing the initial residual by 12 orders of magnitude).
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Figure 4.1: Steady supersonic inviscid flow in a nozzle. The profiles at the center of the
nozzle are compared for Calorically Perfect Gas (CPG) and Non-Calorically
Perfect Gas (NCPG) with the respective analytical solution.
Figure 4.2: Steady state pressure field in the nozzle.
4.3 Adiabatic reactor
In order to verify the implementation of the chemical source term and the im-
plicit temporal integration, the O2 dissociation at high temperature in a zero
dimension perfectly mixed adiabatic reactor is studied. In order to simulate
the pseudo 0D case, the numerical domain is a box composed of one element
and periodic boundary conditions are imposed on the sides. The results of
Argo are compared with a 0D code developed which solves only the evolu-
tion of the species density assuming adiabatic conditions, no convection and
no diffusion. This 0D code is distributed within the Mutation++ suite, it uses
a simple forward Euler scheme to integrate the ordinary differential equation.
The initial temperature is set to 5000[K] and the gas mixture is only com-
posed ofO2. A simple mechanism for the decomposition of molecular oxygen
to atomic oxygen is used and summarized in table 4.3. We use the GMRES
algorithm to solve the linear system associated with the implicit time integra-
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tion scheme. The time step chosen is 1e−5[s] to ensure the accuracy of the
results. Figure 4.3 shows the excellent agreement between the 0D code and
the Argo results.
Table 4.3: Dissociation mechanism of molecular oxygen in atomic oxygen (M is a third
body).
Reactions A [mol K/s] T [K] n
O2 + M 
 2O +M 2.75e13 59500.0 -1
0 0.02 0.04 0.06 0.08 0.1
2500
3000
3500
4000
4500
5000
Te
m
pe
ra
tu
re
[K
]
Time [s]
(a) Temperature
0 0.02 0.04 0.06 0.08 0.1
0
0.2
0.4
0.6
0.8
1
O2
O
M
as
s
fr
ac
ti
on
[−
]
Time [s]
(b) Mass fractions
Figure 4.3: O2 dissociation in a 0D adiabatic reactor. Solid lines are the Argo results
and symbols are the results of the 0D code.
4.4 Shock relaxation
This test case verifies the solution of the multi-species reactive Euler equa-
tions. As explained in Chapter 1, during the atmospheric entry of a blunt
body, a bow shock appears in front of the vehicle forming a reactive layer. In
order to assess the capabilities of the code to solve reactive flows, the chemical
relaxation after the shock is studied.
As explained in Chapter 3, special treatments to capture the shock are re-
quired for DGM (i.e. in Argo). However, only the relaxation after the shock is
interesting in this test case. In order to find the post-shock quantities used as
input, one needs to solve the Rankine-Hugoniot relations (Eq. (4.3) to (4.5)).
This system is strongly non-linear due to the dependence of the thermody-
namic properties with respect to temperature
ρ1u1 = ρ2u2 (continuity), (4.3)
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P1 − P2 = ρ2u22 − ρ1u21 (momentum), (4.4)
h1 + 0.5u
2
1 = h2 + 0.5u
2
2 (energy). (4.5)
The chemistry is assumed frozen through the shock. In order to solve this
system, the jump conditions are first computed assuming constant γfr (cold
gas approximation). These values are then used as initial conditions to solve
the non-linear system with a Newton-Raphson algorithm. These post-shock
values are the left boundary conditions for the relaxation.
First of all, we have developed a numerical tool to solve steady state re-
active Euler equations. Assuming steady state and 1D problem, it is possi-
ble to transform the system of partial differential equations into a system of
ordinary differential equations which can be solved easily [139]. The solu-
tion of this system was implemented in the shocking++ code provided in the
Mutation++ suite. This code computes the post-shock values and solves the
steady state Euler equations to simulate the chemical relaxation. The 1D flow
solver is based on the model proposed by Magin et al. [139] modified to ac-
count for only one temperature. Details on the development of this code can
be found in Appendix C. The shocking++ code has been verified indepen-
dently and the results will be compared with Argo.
The particular test case in this section studies the relaxation behind the
shock corresponding to a particular moment of the second Flight Investigation
of Re-Entry (FIRE II) trajectory [42]. The FIRE capsule is a subscale model of
the Apollo vehicle and these flight experiments took place during the Apollo
campaign in the sixties. The data used correspond to the t = 1634[s] of the
flight; the freestream conditions and post-shock values are given in Table 4.4.
Table 4.4: Shock characteristic quantities for the FIRE II trajectory [42].
t [s] X [-] P [Pa] T [K] vs [m/s]
1634 (pre-shock)
N2/O2
0.79/0.21
2.09 195 11360
1634 (post-shock)
N2/O2
0.79/0.21
4352 38005 1063
The chemical relaxation of air with 11 species; N2, O2, NO, N , O, N+2 , O
+
2 ,
NO+,N+,O+, e− is considered with the kinetic mechanism of Park [173]. The
external library Mutation++ providing the thermodynamic, transport proper-
ties and reaction rates is used. The comparison between shocking++ and the
results of Argo are shown in Fig. 4.4 for the velocity, pressure, temperature
and composition profile after the shock. Only the main species are shown in
Fig. 4.4(d) but the traces of some ions (e−, N+2 , O
+
2 , NO
+) at high temperature
are also well captured by the Argo code (see Fig. 4.4(e)).
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Figure 4.4: Chemical relaxation behind a strong shock. Symbols are the results of the
shocking++ code, solid lines are Argo results.
The domain length is ten times bigger than the region plotted in Fig. 4.4 to
ensure that the equilibrium is reached before the outlet boundary. It is com-
posed of 400 triangles with a refinement in the region close to x = 0. The
minimum length for the triangles in this region is 4e−6[m]. To ensure con-
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vergence of the computation, an increasing polynomial interpolation is used.
First, the initial guess is computed with p = 0 then p = 1 and finally the results
in Fig. 4.4 are computed with p = 2. The excellent agreement between the nu-
merical codes verifies the solution of compressible reactive non-viscous flow
in the DG code. The solution at the end of the relaxation should be at equilib-
rium and the comparison assuming local thermal equilibrium and a very long
relaxation is provided in the Appendix C.
4.5 Diffusive transport
Multi-component flows involve the presence of additional diffusion terms in
the mass and energy conservation laws. This section analyses the diffusion
model implemented. The diffusion of a mixture of N2, O2 is investigated in
pseudo 1D with imposed diffusivity. For this test case, the system of equations
reduces to
∂ρi
∂t
=
∂
∂x
(
ρD
Wi
W
∂Xi
∂x
)
. (4.6)
Periodic boundary conditions are imposed on the top and bottom part of the
domain while the right and left boundaries are considered as walls. The con-
ditions chosen for this test case are given in Table 4.5. The initial mass fraction
is given by
YN2 = 0.5− 0.13
(
1− 0.13 cos
(
2pix
L
))
, and YO2 = 1− YN2 (4.7)
Table 4.5: Test case conditions for the diffusion in a binary mixture.
Mixture L [m] P [Pa] T [K] D [m2/s]
N2/O2 0.01 5e
6 1000.0 2.6e−6
The temporal evolution is verified against a simple Matlab code using the
pdepe solver. The temporal discretization in the Matlab routine pdepe is en-
sured by a variable time step ODE solver [210] and the spatial discretization
of this solver is described in Ref. [212]. The number of elements in the Matlab
code is chosen to be 5000 equispaced 1D elements to provide a reference so-
lution. Figure 4.5 shows the evolution of the N2 mole fraction. The mesh for
Argo is composed of 100 triangle elements and a polynomial order of approx-
imation p = 3 is chosen.
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Figure 4.5: Diffusion of a two species mixture with initial gradient composition. The
solution is plotted from t0 = 0 [s] to tend = 1.5 [s] every 0.3 [s].
4.6 Channel flow through a porous plug
In order to verify that the code is able to simulate the flow perpendicular to
a porous surface, we study several channel flows with different conditions
and with a porous plug. The setup is shown in Fig. 4.6. The mesh used is
composed of 1250 triangles elements with a refinement in the interface region
and the polynomial approximation used for all the configurations is p = 2.
The interface thickness is defined as φ = 3e−2[m] while the minimum mesh
size in the interface region is fixed to be 6.5e−3[m]. The direct Gauss solver is
used because of the large difference between solid and fluid densities.
H
3H 3H2H
Figure 4.6: Setup for the porous plug test cases.
In this case, the flow is normal to the interface hence the pressure gradient
will be substantially higher in the porous region while the averaged velocity
is expected to be of the same order of magnitude. Two test cases are investi-
gated on the same geometry but with different boundary conditions. Table 4.6
summarizes the conditions chosen for both test cases.
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Table 4.6: Conditions for the flow through a porous plug.
Mixture H Poutlet Tinlet Uinlet κ µ
[m] [Pa] [K] [m/s] [m2] [Pa s]
Air 0.1 10132.5 293.15 1.25e−3 1e−5 1.5e−5
First, periodic boundary conditions have been imposed on the top and bot-
tom part of the channel to retrieve one dimensional Darcy law. As expected,
the pressure drop in Fig.4.7(a) is linear inside the porous medium and the dif-
ference in pressure at steady state matches Darcy law:
∆PDarcy = Lplug · µ
κ
· 〈u〉 = 3.738e−4 [Pa] (4.8)
∆PArgo = 3.738e
−4 [Pa]. (4.9)
The comparison between the superficial velocity (〈u〉) and the interstitial
velocity (〈u〉g) can be observed in Fig. 4.7(b). As expected, the interstitial ve-
locity will increase to conserve the mass flux through the channel while the
superficial velocity remains constant.
0 2 4 6 8
0
500
1000
1500
2000
2500
x/H
P
/(
ρ
U
2
)
(a) Non-dimensional pressure profile
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Figure 4.7: Steady state results of a 1D flow through a porous plug characterized by a
Darcy number Da = 1e−3.
In a second step, no-slip conditions are enforced on the upper and lower
boundaries and the results are compared with respect to the results in the
literature [62, 21]. Betchen et al. separate the problem in two regions with
appropriate interface conditions between the free fluid region and the porous
domain. In their model, the flow is governed by incompressible Navier-Stokes
equations in the free fluid region and Darcy-Brinkman in the porous medium.
They assume continuity of the averaged velocity, the intrinsic pressure and the
shear stresses through the interface. They use a finite volume method with a
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grid aligned with the porous-fluid interface and a special attention is given to
the discretization of the interface conditions.
For this problem, the Poiseuille velocity profile will flatten to become more
uniform in the porous region (see Fig. 4.8). The numerical results at steady
state for the pressure and velocity along the axis of symmetry of the channel
are compared with the results of Betchen [21] in Fig. 4.9. A small discrepancy
can be observed in the interface region which can be explained by the smooth-
ing technique used. Decreasing the mesh size in this region will enhance the
sharpness of the interface, driving the results towards the ones of Betchen.
The influence of the numerical smoothing will be further investigated in Sec-
tion 4.7.3
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Figure 4.8: Velocity profile through the channel
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Figure 4.9: Non-dimensional pressure and velocity profile at the center of the channel
for a the steady state flow with a porous plug (Da = 1e−3). Solid lines are
the numerical results of Betchen [21].
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4.7 Channel flow above a porous slab
The fully developed flow on top of a semi-infinite porous medium is a well
known test case studied originally experimentally by Beavers and Joseph [16].
Whereas the pressure gradient is high and velocity remains mostly the same
for perpendicular flows, the velocity is orders of magnitude different in the
porous medium and the pressure gradient is negligible for near parallel flows.
In this work, for the sake of simplicity, a finite channel is considered as
in Costa et al. [62] and Gartling et al. [85]. The porous medium fills half of
the domain as illustrated in Fig. 4.10 and is sufficiently long to ensure a fully
developed flow on top of it. It can be shown that to have a fully developed
Poiseuille flow, the entrance length in the channel is xe/H ≈ 0.015ReH [193].
In this case, the low Reynolds number of the case ensures a short hydrody-
namic entrance length. In order to apply proper boundary conditions for the
inlet and outlet, pure fluid regions are added at the beginning and the end
of the domain. The mesh, shown in Fig. 4.10, is composed of 1956 triangular
Figure 4.10: Configuration setup to study flows parallel to a porous domain and mesh
used for the simulations with Argo.
elements with a minimum resolution of 6e−2H in the interface region. The
numerical thickness of the interface is defined to be 1.5e−1H . The following
subsections discuss two different test cases involving parallel flows to show
the accuracy of the approach implemented and the comparison with existing
methods.
4.7.1 Beavers and Joseph problem
Within this test case, the flow characteristics are ReH = 1, g = 0.7 and two
permeabilities are studied, characterized by Da = 1e−2 and 1e−3. The con-
ditions chosen for this case are summarized in Table 4.7. The simulations are
performed for a flow composed of one species AIR (frozen mixture of N2 and
O2) and with calorically perfect gas assumption.
The Argo results are compared with the numerical simulations presented
in Betchen et al. [21] but also with an analytical approach. For the original
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Table 4.7: Conditions for the flow through a porous plug.
Mixture H Poutlet Tinlet Uinlet µ
[m] [Pa] [K] [m/s] [Pa s]
Air 0.1 10132.5 293.15 1.25e−3 1.5e−5
problem, Beavers and Joseph assumed that the porous medium was infinite
and in this case, an analytical steady state solution exists using the two do-
main approach. This method, as explained in Section 2.4, requires the defini-
tion of additional parameters (βOTW ) to close the inner boundary condition
that should be applied at the interface. The analytical development for a two
domain approach is presented in Appendix D. Note that this solution requires
the definition of an empirical parameter. In this section, we compare the Argo
numerical results with the two domain solutions obtained with two values of
the jump parameters. First, we assume that βOTW = 0 and then we use the
value proposed by Yu et al. [236] βOTW = 0.7 to reproduce this experiment.
Figure 4.11 shows the velocity profiles compared with these analytical solu-
tions as well as the results of Betchen et al. [21]. The approach used by the lat-
ter was described in Section 4.6. The velocity profiles are non-dimensionalized
using the mean velocity in the free fluid region.
The velocity profiles are in good agreement with the results of Betchen et
al. [21]. A small discrepancy in the interface region can be observed especially
at high Darcy number which can be explained by the smoothing technique
used and is discussed further in the following subsection. The first analytical
solution using the two domain approach with βOTW = 0 agrees well with the
results of Betchen et al. [21] because they are assuming also continuity of the
shear stresses at the interface. The solution obtained with the value proposed
by Yu et al. [236] differs from these and the Argo results. This comparison
shows the sensibility of splitted methodology with this jump condition and in
particular the influence of βOTW in the interface region. Finally, we can ob-
serve a discrepancy at y/H = 0 between the two domain analytical solutions
and numerical results. This is the consequence of assuming a semi-infinite
porous medium to develop the analytical solution.
We recall that Betchen et al. [21] assume continuity of the shear stresses at
the interface while in practice, experiments have shown the need for a jump.
Therefore, it would be more accurate to compare with the analytical solution
provided that a correct jump parameter is given. Obviously, the method with
a variable porosity/permeability adopted in this work, does not converge to-
wards the two domain approach with a jump when the interface thickness
tends to zero. The goal is to have a physical meaning of the interface thick-
ness together with the appropriate variation of porosity and permeability.
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Figure 4.11: Velocity profile at the center of the channel (x=6H), comparison between
Argo results, solution of Betchen et al. [21] and analytical solution.
Therefore, for the diffuse approach chosen, an appropriate model linking
the permeability and the porosity in the transition region should be selected
(see Section 2.4). For the results presented, this dependence is modeled by a
Carman-Kozeny relation (see Eq. (2.125)). Several other models are consid-
ered (see Section 2.5.2) and are compared in Fig. 4.12. The model used will
influence the behavior in the transition region but also in the plain fluid zone.
It can be observed that a larger velocity at the location of the permeable wall
implies a lower peak shifted slightly toward the center of the domain. Indeed,
changing the skin friction at the permeable wall will influence the flow in the
free fluid region. Subsequently, the mass flow rate is higher than expected in
the plain fluid region and the peak is located closer to the center of the free
fluid region. The model of Carman-Kozeny gives the closest results compared
to the literature hence this model will be used in the rest of this work unless
specified differently.
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Figure 4.12: Evaluation of different permeability model and their influence on the ve-
locity profile with a close-up view in the interface region.
4.7.2 Comparison with direct numerical simulation
To evaluate how accurately the boundary layers close to the wall inside the
porous medium and in the free fluid region are captured, Direct Numerical
Simulation (DNS) results from Breugem [34] are compared with the present
results. In [34], the microstructure of the porous medium is modeled by a
network of cubes of length dp separated by a distance df which fills half of
the channel height 2H (see Fig. 4.13). For Breugem, the Navier-Stokes equa-
tions are solved in the whole domain using an immersed boundary method
to account for the obstacles. The DNS uses a ratio dp/df = 1 and dp/H was
fixed to 0.0625. To simulate the same configuration with our methodology, the
macro-scale parameters for the porous medium can be computed based on the
length of the cubes and the inter-distance. Breugem [34] shows that, based on
geometrical considerations, the porosity for this case is g = 0.875 and the
permeability in the porous domain is κ = 0.132d2p. Furthermore, based on the
DNS, Breugem [34] computes the closure parameter (βOTW ) required by the
two domain analytical model. The DNS of Breugem and the solution using
the two domain approach is presented in Fig. 4.14.
It should be noticed that for Breugem, the interface is defined where the
porosity is unity. In addition, from his results, the thickness of the transition
region can be computed as 3dp. On the contrary, in this work, the interface
position should be the middle of the transition region. This has been already
discussed in Breugem, and Fig. 4.14 shows the influence of the interface defi-
nition on the analytical solution. The analytical solution using the two domain
approach gives better agreement with the DNS considering the interface po-
sition in zi = −1.5dp. The solution of Argo is therefore compared with the
analytical profile assuming this position of the interface.
The results for the channel computation in DNS overlap almost entirely
the approximate analytical solution with a small discrepancy in the interface
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Figure 4.13: Breugem [34] configuration. Permeable wall modeled by a network of
cube of length dp.
Figure 4.14: Volume averaged velocity profile, solid line is the DNS result of Breugem,
dashed lines are the analytical solutions using the two domain approach
and considering two positions of the gas-porous interface. The black
squares shows the position of the cube. Figure taken from [34].
region [34]. The velocity profile seems to be underestimated in the interface
region by the two domain approach. In this work, the numerical solution
matches well the analytical profile (see Fig. 4.15) but seems to underestimate
slightly the velocity in the transition region located in the porous domain.
However, the numerical interface thickness defined can explain this discrep-
ancy and is investigated in the next section.
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Figure 4.15: Channel flow over a permeable wall. Comparison between the analyti-
cal averaged velocity profile (plain dotted line) computed assuming OTW
condition with βOTW = 0.91 given by the DNS of Breugem [34] and the
Argo results (dashed line).
4.7.3 Influence of the smoothing distance
The numerical interface thickness (φ) plays also an important role for an accu-
rate evaluation of the velocity profile in the interface region. Using a smooth-
ing technique, the mesh size in the interface region cannot be determined in-
dependently if the boundary layer over the porous domain has to be captured
accurately. No internal boundaries are implemented but this comes with a
price to pay when meshing the domain. Figure 4.16 shows the effect of de-
creasing the numerical interface thickness towards the value predicted for the
transition region by Breugem [34]. The results are getting closer to the two
domain solution using the jump parameter proposed by Breugem. The test
case proposed in Fig. 4.16 simulates the same setup as for Section 4.7.2.
Reducing the distance of smoothing too much can lead to spurious non-
physical overshoot for the void fraction due to the high-order approximation.
This effect does not only depend on φ but also on the relative position of the
interface on the unstructured mesh. This spurious overshoot in the interface
region is shown in Fig. 4.16(b) when the interface thickness is φ/H = 1e−2.
In practice, the criteria presented in Section 3.4 has to be respected in order to
avoid such spurious oscillations at the interface and to ensure the stability of
the run.
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Figure 4.16: Channel flow over a permeable wall. Comparison of velocity profiles close
to the interface for different smoothing distance on the same mesh and the
equivalent porosity profile.
4.8 Flow past a porous cylinder
This test case shows the importance of the permeability parameter. For the
same porosity, the porous matrix can have several permeability hence let the
flow passes through it differently. In order to analyse and show the influence
of permeability, the flow around a cylinder is studied. The symmetric rectan-
gular domain of dimensions 40D × 20D, with D the diameter of the cylinder
is considered. The mesh is composed of 2609 triangles with a refinement in
the interface region around the porous cylinder shown in Fig. 4.17. A polyno-
mial approximation of order 3 is chosen for the runs in this section. The mesh
should be sufficiently fine to accommodate a small transition region in order
to avoid an artificial increase of the diameter size. In this case, the smoothing
distance is chosen to be 3e−2D while the minimum mesh size in the interface
region is 1e−2D. Finally, regarding the numerical scheme, the iterative solver
GMRES is used to solve the steady problem.
The study of steady flow past a solid cylinder at several Reynolds numbers
is common in the literature. The flow over a permeable cylinder has also been
investigated by several authors [23, 111, 162, 237]. For this test case, the flow
is characterized by a low Reynolds number (Re = 20) and the permeability
(represented by Darcy number) for the material of the cylinder varies. The
parameters chosen for the runs are summarized in Table 4.8.
As expected, for the lower Darcy number case, the porous cylinder acts
as an obstacle and the flow will mostly avoid it. In this case, the streamlines
closely resemble those past a solid obstacle. For a higher permeability, the
flow will pass through the sample and finally will prevent the formation of a
recirculation zone after the cylinder (see Fig. 4.19). Not only does the presence
of the recirculation zone depend on the permeability, but so does the geometry
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Figure 4.17: Mesh around the cylinder and smoothing region of the solid volume frac-
tion.
Table 4.8: Test case conditions for the flow past a porous cylinder with various perme-
ability.
Mixture D  uinlet Tinlet Poutlet
[m] [−] [m/s] [K] [Pa]
Air 0.1 0.4 2.49e−2 293.15 10132.5
of the wake. For instance, for a particular Darcy number, the wake penetrates
the rear part of the cylinder as observed in Fig. 4.19(b) and confirmed by the
analysis done by Yu et al. [237]. The recirculation length is another parameter
that will depend on the Reynolds number for a solid cylinder but also on the
Darcy number for a permeable medium. The recirculation length is defined as
the first point along the axis to retrieve a positive axial velocity after the back
of the cylinder. Figure 4.18 shows the evolution of the recirculation length
(Lr) with respect to the Darcy number. For small values of Darcy number, the
wake length converges towards the one of a solid cylinder. Table 4.9 compares
these results with the literature. It shows good agreement with the results for
a porous cylinder computed by Yu et al. [237]. They modeled the free fluid
and the porous domain using a two domain approach with a jump in the tan-
gential shear stresses (OTW conditions).
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Figure 4.18: Evolution of the non-dimensional recirculation length with Darcy number.
The horizontal solid line is the reference wake length for a solid cylinder.
Table 4.9: Non-dimensional recirculation length of flow at Reynolds 20 past a cylinder.
Medium of the cylinder Present work Ref. [237] Ref. [81, 69, 182]
Solid 0.922 0.916 [0.9− 0.94]
Porous at
Da = 1e−6
0.908 0.906 -
Using such formulation, it is therefore possible to simulate the flow around
complex geometries without carefully meshing the domain of computation if
the permeability is defined with care. Khadra and Angot [115] have proposed
this to account for embedded solid domains, it is the principle of the Brinkman
penalization method [135]. This can be very interesting for moving geometries
for example, which, without this kind of penalization method would require
the heavy procedure of remeshing.
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Figure 4.19: Streamlines of the low Reynolds flow (Re = 20) past a cylinder for several
Darcy numbers. The bottom part of each figure shows the comparison
with the streamlines past a solid cylinder with a body fitted mesh.
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4.9 Reactive porous medium
This section analyzes the movement of the interface in case of a reactive porous
medium. The approach implemented does not track the position of the inter-
face but it can be post-processed from the solid density field. Duffa et al. [75]
have proposed a 2D analytical model to study the recession of an ablative
material under sublimation and oxidation without any flow on top of the ma-
terial. In this particular case, the convective flux is neglected and the system
of equations solved by Duffa et al. is reduced to a diffusion-reaction system.
They have shown that the interface shape can have two stationary profiles.
The first is the trivial solution, the material surface is flat. The second station-
ary profile presents circular ridges. An illustration of these solutions is shown
in Fig. 4.20
Ablated surface profile at t*
initial surface profile
(a) Trivial solution
initial surface profile
Ablated surface profile at t*
(b) Circular shape solution
Figure 4.20: Steady solution for the evolution of an ablated surface.
Depending on the initial solution, the boundary conditions, and the flow
regime one of the two profiles will be developed. Duffa et al. [75] investigate
the recession of purely solid material. The methodology followed in this work
implies the presence of a porous medium. However, as shown in Section 4.8
the material properties can be modified to approach closely the behavior of a
solid. In this particular case of diffusion-reaction, the tortuosity is increased
to limit the diffusion of molecules inside the porous material. This test case
investigates the recession of a flat surface.
The square domain is periodic in the x direction, the bottom part is as-
sumed to be a rigid adiabatic wall while at the top freestream conditions are
applied. The mass fractions at the top are imposed to ensure a positive flux
of oxidant species. We consider a mixture of three species N2, O2 and CO2
with an heterogeneous reaction with the fibers given by C(s) + O2 → CO2.
The forward reaction rate is fixed as 1.6 [m/s]. In addition, we assume that the
porous medium is made of fibers of 11 [µm] in diameter, the porosity of the
porous medium is 0.85 and the tortuosity is set to 20. The other parameters
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for this test case are given in Table 4.10.
Table 4.10: Conditions for the reactive porous medium.
Yi,freestream L P T Deff
[−] [m] [Pa] [K] [m2/s]
N2/O2/CO2
0.767/0.232/0.001
2.4e−5 5e6 4300 1.1e−7
The mesh is composed of 328 triangular elements and we used here a poly-
nomial order p = 1. The resolution of the grid is increased not only in the
initial interface region but in half of the porous domain. Indeed, the interface
is moving hence the mesh should be fine enough to capture the smoothed dis-
continuity with time. The minimum cell size is fixed to 1e−7[m] and the initial
interface thickness is assumed to be 1e−6[m]. A direct Gauss solver is used to
solve the linear system associated with the Newton-Raphson algorithm. The
time step is adapted to ensure the convergence of the NR. At the beginning,
we used a time step of 1e−7[s] that is progressively increased to 5−6[s]. At
initialization, the oxygen will react with the carbon fibers producing gaseous
products. Therefore, the time step is smaller at the beginning to capture the
fast changes in the composition of the gas.
The evolution of a straight surface is compared to a simplified one dimen-
sional code developed with Matlab which solves only the mass conservation
equations accounting for diffusion and reaction
∂ (g〈ρi〉g)
∂t
=
∂
∂x
(
〈ρ〉gDeffWi
W
∂Xi
∂x
)
+ ω˙heti (4.10)
∂ (s〈ρs〉s)
∂t
= ω˙hets . (4.11)
The code uses the pdepe solver and is similar to the one presented in Sec-
tion 4.5 with an additional source term. The position of the interface is com-
pared in Fig. 4.21(a). It can be observed on the Argo results that a slight
volume oxidation occurs, the interface thickness is increased meaning that the
porosity evolution is smoother after a while. At the beginning of the compu-
tation, the O2 present is oxidized in a thin region close to the wall resulting
in volume ablation with negligible recession of the interface. Then, at steady
state, the porosity profile remains the same but is shifted due to recession
(see Fig. 4.21(b)). The position of the interface based on the porosity profile is
shown in Fig. 4.21(b). The two step process leads to a change in the recession
rate observed in Fig. 4.21(a). Finally, the recession speed is slightly decreas-
ing with time since the surface moves away from the boundary where the
oxygen concentration is imposed. Solving only the O2 mass conservation and
the evolution of the porosity, the steady recession rate is very close to what is
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computed with Argo. Slight differences can be explained by the numerous ap-
proximations made within the simplified Matlab code. For example, the Argo
code takes into account the fact that the heterogeneous reaction is exother-
mic hence due to the temperature gradient, a velocity field will progressively
appears reducing the concentration of O2 at the interface. Therefore, the re-
cession rate is larger for the simplified approach.
0 500 1000 1500 2000 2500
0.5
0.6
0.7
0.8
0.9
1
 
 
Argo
Simplified approach
x
in
te
r
f
a
ce
/L
t · kf/L
(a) Interface position
0 0.2 0.4 0.6 0.8 1
0
0.05
0.1
0.15
ǫ s
x/L
(b) Porosity profile (vertical dashed lines are
the position of the interface)
Figure 4.21: Evolution of a flat surface under oxidation.
4.10 Conclusions
The development of a numerical tool to simulate multi-species reactive flows
with the presence of a porous medium has been verified against several test
cases of increasing complexity. Good agreement with other computation codes
and other approaches has verified the development and implementation of
this methodology. In addition, several cases have shown the limitations of
this approach. Indeed, running the code, the thickness of the transition region
should be defined adequately with respect to the mesh but sufficiently small
if one wants to capture the physical phenomena in this layer accurately. The
importance of defining properly the material and fluid properties have been
highlighted through several test cases, the permeability of the porous medium
seems to be one of the most important parameter to measure in order to cap-
ture the interaction between the flow and the porous medium as well as the
phenomena in the homogeneous porous medium.
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COMPETITION BETWEEN SURFACE AND
VOLUME ABLATION
The competition between surface erosion and volume ablation of carbon preform is
studied. The reproduction of an experiment allows us to discuss the numerical ap-
proach and models used. This chapter is a concatenation of the modified versions of
several conference proceedings presented at international symposiums [197, 199, 203]
and a journal article submitted for publication. Computational resources have been
provided by the supercomputing facilities of the Universite´ catholique de Louvain
(CISM/UCL). The authors would like to thank especially J. Lachaud, F. Panerai and
N. Mansour for valuable discussions on the experiments and for providing the data
used in the comparisons with the numerical results.
5.1 Introduction
Low density ablative materials are highly porous (up to 90% of void), hence
the hypothesis of a mere surface used for example in the 1D thermal response
code might not be sufficient to capture the phenomena close to the wall and to
predict a correct recession of the heat shield. Indeed, Lachaud et al. [117] have
shown that, due to the high porosity, oxygen can diffuse inside the thermal
protection material and react in depth with the carbon fibers. The weakening
of the structure due to the eroded fibers can lead to enhanced mechanical ab-
lation under shear stress and enhance the depletion of the thermal protection
layer. Capturing the volume ablation is thus crucial for such a material. The
competition between surface and volume ablation depends on the magnitude
of the Thiele number defined as the ratio between a reference length and the
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depth of diffusion inside the material allowed by the chemical reactions
Th =
L√
Deff/ (Sfkf )
, (5.1)
in which, we recall that, the Deff is the effective diffusion inside the porous
medium, Sf is the specific surface, and kf is the rate coefficient. For high
values of the Thiele number, the diffusion process is not fast enough and the
oxygen in this case will be consumed at the surface of the sample (surface
ablation). In the case of volume ablation, the flow regime is more reaction-
limited leading to a low value of Th.
The Thiele number is influenced by the flow conditions (temperature, pres-
sure, etc). For example, increasing the pressure leads to lower diffusion coef-
ficients and enhance the reactivity by the increased presence of the oxidizer.
We illustrate the importance of including volume ablation through the
analysis of the Stardust reentry conditions. Stardust is a NASA mission de-
signed to collect and bring back to Earth dust samples from the trail of a comet
[186]. In January 2006, the Stardust Sample Return Capsule (SRC) made its at-
mospheric reentry which is the fastest ever achieved by a man-made capsule
with a velocity of about 12.9 [km/s]. The capsule was protected from the se-
vere entry conditions by a lightweight ablative heat shield made of PICA. In
Lachaud et al. [117], the oxidation of a Fiberform sample under conditions cor-
responding to the Stardust peak heating conditions during atmospheric entry
is studied through direct numerical simulations. The Fiberform is the car-
bonaceous matrix of PICA without phenolic content which has been proved
to have properties similar to charred PICA [214]. The recession of this material
is similar to PICA since the ablation is mainly due to carbon fibers oxidation.
Their solver uses a random walk algorithm to compute the mass diffusion in-
side the material and they consider heterogeneous first order reactions. The
motion of the fibers interface is computed using a marching cube algorithm.
The results of these micro-scale simulations taken from [117] are shown in
Fig 5.1. In these cases, the competition between surface and volume ablation
is estimated by considering directly the ratio between diffusion and reaction.
Since the methodology followed in this work does not impose any par-
ticular boundary condition in a control volume attached to the surface, the
continuous approach allows us to account for volume ablation. To illustrate
the capability of the code to simulate such problem from a macro-scale point
of view, Fig. 5.2 presents the Argo results for the exposition of a carbon pre-
form in conditions similar to [117]. Two pressure conditions are tested, a low
pressure test case at P = 0.26 [atm] and a higher pressure at P = 10 [atm]. The
low pressure case is the actual condition for the Stardust entry. The tempera-
ture of the material at this trajectory point reaches 3360 [K]. The initial radius
of the fibers is 5 [µm] and the length of the domain considered is 200 [µm].
The 2D numerical domain is similar to the verification test case presented in
Section 4.9 and is composed of carbon preform on half of its length and on top
5.1. INTRODUCTION 109
(a) Reaction limited regime, P = 0.26 atm, D/k = 2mm
(b) Diffusion limited regime, P = 10 atm, D/k = 50µm
Figure 5.1: Direct numerical simulations of the erosion of carbon preform at the micro-
scale level under two pressure conditions. Figure taken from [117].
a free fluid region. Periodic conditions are applied on the sides of the domain,
freestream boundary conditions are imposed at the top while the bottom of
the material is assumed adiabatic and impermeable.
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(a) Low pressure, P = 0.26 atm
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(b) High pressure, P = 10.0 atm
Figure 5.2: Solid volume fraction of the carbon preform fibers eroded in atmospheric
entry conditions corresponding to Stardust peak heating conditions. For
each case, the solid volume fraction is plotted at different times from the
top curve to the bottom, t = 0s, t = 0.02s, t = 0.05s, t = 0.1s, t = 0.15s,
and t = 0.2s.
One-to-one comparison with the results of Lachaud is not possible since
here mass, momentum and energy conservation laws are solved while for
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Lachaud isothermal conditions are assumed. In addition, in the reference test
case,D/k is fixed; here, the Arrhenius law and the dependence of the diffusion
coefficient on temperature and mixture composition will cause a variation of
this diffusion to reaction ratio. In spite of this, the same conclusions hold. As it
can be seen in Lachaud [117], for the low pressure case, the solid volume frac-
tion tends to decrease homogeneously in the whole sample (full volume abla-
tion) while for the higher pressure case (higher Thiele number), the ablation
of the fibers is closer to a surface phenomenon. As expected, for the high pres-
sure case, the total mass loss is higher for the same exposition time because
the concentration of oxygen is larger in this condition. It can be observed in
Fig.5.2(b) that for t = 0.2 [s], the fibers are completely depleted. The solid vol-
ume fraction can be related directly to fibers radius using Eq. (2.105). These
simulation results show immediately the importance of considering volume
ablation depending on the flow conditions.
This qualitative agreement shows that the trend is well captured by the
model implemented in Argo but this chapter aims at an accurate quantitative
capture of the competition between surface and volume ablation. The present
chapter analyzes also the current models to treat these in-depth phenomena.
These studies are compared with experimental data on ablation of carbon pre-
form in several regimes.
5.2 Validation: NASA plug experiment
The computational tool is used to investigate numerically the oxidation of car-
bon preform as performed in a set of experiments conducted inside the NASA
flow tube reactor by Panerai et al. [170, 171]. First, the experiments is de-
scribed, then the numerical setup is discussed and finally, the results are com-
pared and analyzed.
5.2.1 Experimental setup
A cylindrical carbon preform sample of 25.4 [mm] in length is inserted inside
a 22 [mm] diameter tube enclosed in a furnace. A low Reynolds number flow
is forced to pass through the porous sample. The temperature is set by the
furnace and remains constant during the experiment while the outlet pres-
sure is not fixed to ensure constant inlet conditions. The experimental setup
performed at NASA by Panerai et al. [170] is shown in Fig. 5.3.
Different pressure and temperature conditions have been tested and this
work focuses on the replication of three tests. The experimental setup values
are summarized in Table 5.1 and the properties of the material are given in
Table 5.2 for each test sample.
The gas flowing inside the sidearm reactor is air and therefore the presence
of oxygen will progressively ablate the carbon preform sample. The onset of
the exothermic oxidation of the carbon fibers will lead to a temperature peak
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Table 5.1: Experimental Setup [170].
Test ID P1 [Pa] T [K] tfinal [s] m˙ [mg/s]
a3 1920 900 3600 2.21
a4 1960 1000 3600 2.21
a6 1973 1200 3600 2.21
Table 5.2: Initial Material Properties [170].
Test g,0 ρC,0 κ0 r0 η0
ID [kg/m3] 1e−9 [m2] [µm]
a3 0.85 1089.99 1.3987 5.5 1.15
a4 0.85 1095.77 1.3720 5.5 1.15
a6 0.85 1038.67 1.3786 5.5 1.15
Figure 5.3: Schematic of the experimental setup in the NASA sidearm reactor. Figure
taken from [170].
at the surface of the material which is measured in Ref. [170] using a pyrom-
eter. Since the air is flowing through the porous plug, the oxygen can react at
the surface of the plug or in depth. The mass loss and the volume loss are mea-
sured after 60 [min] of exposure. Finally, the pressure drop across the sample
is also measured in the experiment [170] to evaluate how the permeability has
changed over time.
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5.2.2 Numerical setup
The numerical setup is described in this part. First, the boundary conditions
are exposed. Secondly, we discuss the re-radiation at the surface of the plug.
Then, the heterogeneous reactions occurring in this experimental conditions
are presented. Finally, the definition of the interface for our approach is dis-
cussed.
Boundary conditions
The problem is treated as a 2D axisymmetric case. The surfaces of the tube
are modeled as non-slip isothermal walls. For the boundary condition at the
outlet, the pressure has to be specified hence a Proportional Integral (PI) con-
troller is implemented in order to adjust the outlet pressure to keep the mass
flux constant at the inlet. The definition of the constants for the controller is
very sensitive and was achieved by trial and error. Increasing the proportional
constant decreases the settling time but leads to overshoot of the back pressure
which can cause reverse flows and endanger the convergence of the compu-
tation. Figure 5.4 shows the numerical setup and the boundary conditions
used to simulate this experiment. The mesh of the computational domain is
not shown because the geometry is rather simple but note that it has to be
sufficiently fine near the plug to capture the smoothing region defined to be
1.5 [mm]. In addition, for all the computations in this chapter, a polynomial
degree of order 2 has been used. The same triangular mesh is used for every
case in this section and Table 5.3 summarizes the number of elements used,
the number of DOF and the computational time to run the experiment.
Table 5.3: Summary of the computational performances to simulate the ablation of the
porous plug during 60 min of exposure (test a4) using Argo. Run is per-
formed on the zenobe cluster host by Cenaero (Ivybridge 2.7GHz CPU type).
Test Nb of Nb of Nb of Nb of CPU
ID time steps elements DOF threads time [s]
a4 72000 496 496× 6× 7 6 ≈ 50000
Figure 5.4: Schematic of the numerical setup in the NASA sidearm reactor and the con-
ditions implemented at the boundaries of the computational domain.
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Radiation
Following the numerical work of Martin [145], re-radiation from the hot sur-
face has to be accounted for to simulate accurately the experiment. The ra-
diation sink term limits the increase of temperature within the material by
modeling the exchange with the colder tube walls. The fluid is considered op-
tically transparent and the material optically thick. The radiation terms inside
the material are already taken into account by using an effective conductivity.
Radiation at the interface regions at the extremities of the sample is modeled
through a sink term
qrad = Fs,tξ
(
T 4w − T 4∞
)
, (5.2)
where the emissivity (ξ) is taken as 0.9 and the view factor (Fs,t) is computed a
priori depending on the geometry. The configuration factor for simple geome-
tries are tabulated in Howell [104]. Considering the geometry of the sidearm
and the cylindrical plug, the view factor of surfaces exposed to the flow with
respect to the inner wall of the sidearm tube is Fs,t = 0.99. Therefore, a value
of 1 is used and T∞ = Tfurnace. The sink term in Eq. (5.2) cannot readily be
applied within our approach since we do not have a sharp interface. Instead,
this term is integrated in the interface region by considering
qrad = Fs,tξ
(
T 4w − T 4∞
)
δ(x, y), (5.3)
where δ(x, y) is a smoothed Dirac computed based on the porosity. In this
implementation, we consider
δ(x, y) =
1
0
∣∣∣∣∂s∂x + ∂s∂y
∣∣∣∣ (5.4)
Note that the expression given in Eq. (5.4) is only valid for straight interfaces
aligned with the x or y direction (as in the plug experiment). For curved inter-
face, we should use instead
δ(x, y) =
1
0
√(
∂s
∂x
)2
+
(
∂s
∂y
)2
. (5.5)
For a one dimensional problem, Eq. (5.4) or (5.5) can be used provided that the
0 is the maximum value at the end of the transition such that δ(x, y) integrates
to one on the whole domain. Figure 5.5 shows the definition of the interface
region based on the regularized Dirac.
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Figure 5.5: Smoothed porosity and interface region described by the smoothed Dirac
for a one dimensional problem.
Heterogeneous reactions
Several heterogeneous reactions can be considered, as proposed by Panerai
et al. [171], looking at the evolution of the Gibbs free energy with respect to
temperature (see Ellingham diagram [77] in Fig. 5.6), the most probable reac-
tion to occur in the range of temperature studied is the forward heterogeneous
reaction C(s) + 12O2 → CO which is the only one considered in here.
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Figure 5.6: Ellingham diagram showing the Gibbs free energies with respect to temper-
ature for several oxidation reactions. The Gibbs free energies are computed
with the NIST-JANAF database [45].
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The reference forward reaction rate is taken from Panerai et al. [170]
kf = 0.087 exp (
−42400
RT
) [m/s]. (5.6)
This reaction rate will be discussed in the following but the Thiele number
(see Eq. (5.1)) can already be computed based on it. The parameter to estimate
the Thiele number are the reference length L = 25.4 [mm], the initial specific
surface of the fibers and Deff computed with Mutation++. The Thiele num-
ber for the three cases studied is respectively 1.3, 1.5, 2.0. Therefore, at these
Thiele numbers, surface and volume phenomena are competing.
Interface definition
In order to compare the competition between surface and volume ablation,
the relative mass and volume losses are compared with the experiments after
60 [min] of exposure time. Note that, the position of the interface is needed
to compute the volume loss (recession). With the methodology followed in
this work, the gas-solid interface is not sharp anymore but is a region with a
certain thickness which can evolve during the computation. Several criteria
can be used to define the interface position a posteriori (inflexion point, defi-
nition of a threshold porosity, etc). The definition of the interface position is
therefore arbitrary but should be consistent through the study. In this work,
the interface position is defined as the location where the porosity is half the
maximum value in the transition zone. This criterion is kept in this work be-
cause it is readily applicable to complex geometries.
5.2.3 Results
The data in Table 5.4 shows the comparison between our results, the experi-
mental results (EP ) and the numerical replication provided in Ref. [170] (NP ).
The reference results for Argo are denoted by NA for the cylindrical fiber
model and byN∗A for the sinusoidal model developed in this work. The results
will be illustrated and discussed in the following for each parameter in the ta-
ble. The discussion in this section is focused on the comparison between Ep,
NP and the numerical results of the cylindrical model (NA). This study leads
to a sensitivity analysis described in the next section. The insights offered by
this sensitivity analysis motivated the development of the more refined fiber
sinusoidal model, which is exposed in the fourth section of this chapter.
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Table 5.4: Comparison between experimental data (EP ), numerical results of Panerai
et al. (NP ) and numerical results of the Argo code (NA). The N∗A are the
numerical results of Argo considering pitting (see Section 2.3.2).
Test Work ∆x ∆V/V0 ∆m/m0 p2,0 p2,end ∆T
ID [mm] [%] [%] [Pa] [Pa] [K]
a3
EP
NP
NA
NA∗
0.0
−
0.05
0.5
0.0
−
0.22
1.88
19.4
19.6
16.0
18.3
1218
1212
1220
1220
1246
1790
1360
1239
7.5
8.5
2.5
12.6
a4
EP
NP
NA
NA∗
3.8
−
0.4
3.1
14.96
−
1.79
12.28
23.3
23.3
23.7
21.9
1084
1087
1084
1084
1125
1841
1317
1131
7.5
8.5
3.6
13.1
a6
EP
NP
NA
NA∗
5.8
−
1.2
5.9
22.83
−
4.84
23.43
28.7
28.5
37.1
29.2
577
595
595
600
787
1866
1238
1080
13
6.25
15.9
35.1
Temperature
First, the temperature in the region of the plug is analyzed. The temperature
field is 2D since isothermal conditions are imposed at the boundary of the tube
and exothermic reactions are occurring. The axial temperature profile at the
final time is plotted in Fig. 5.7 and compared to the 2D field in Fig. 5.8.
The ∆T in Table 5.4 is the jump in the surface temperature due to the
exothermic oxidation reaction and is defined as ∆T = Tw − Tfurnace. It
is measured experimentally after switching the gas flow from helium to air.
Compared to the experiments, the value computed numerically is lower but
remains close to the 9 − 13 [K] range measured. The maximum temperature
is found inside the preform sample and this is also observed numerically by
Panerai et al. [170]. The sink radiation term at the surface of the material can
explain the location of this peak and its value computed with Argo is in good
agreement with their numerical replication (≈ 10 [K] above surface tempera-
ture).
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Figure 5.7: Temperature profile along the axis of the tube for test a4 at t = 3600 [s]. The
vertical dashed lines limit the position of the plug.
Figure 5.8: Axisymetric temperature field inside the tube reactor for test a4 at t =
3600 [s], the ~Y direction pointed towards increasing radius and the ~X is
the axial direction.
Mass fractions
The consumption of the oxygen and formation of the carbon monoxide is
shown in Fig. 5.9 at the final time for the a4 test. As expected, the oxygen
is consumed in the plug sample, and one can observe that it is not entirely
depleted by flowing through the carbon preform. The N2 is not reacting with
the plug but the production of CO is changing the mass fraction as observed
in Fig. 5.9. At these conditions, the diffusion of the species upstream is non-
negligible as can be observed in the numerical mass fraction profiles. The
presence of CO is detected up to 2.5 [cm] in front of the plug. This is consis-
tent with the experiments. Indeed, Panerai et al. [171] observed the deposition
of ablation products on the surface of the tube upstream of the sample.
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Figure 5.9: Mass fractions inside the tube for test a4 at t = 3600 [s]. The vertical dashed
lines limit the position of the plug.
Pressure
The pressure drop across the sample (see Table 5.4) evolves as expected; for
higher mass loss, the permeability is higher leading to a reduced pressure dif-
ference. In addition, the model used to link the porosity and permeability
(Eq. (2.125)) gives a pressure difference closer to the experimental data than
the one computed in the numerical work of [170]. The virgin permeability
of the samples are computed based on the pressure difference at time t = 0.
These values are used in the model and this explains why the initial back pres-
sure matches so well the experimental value.
Mass and volume losses
The mass and volume losses are also analyzed. These are computed based on
the evolution of the solid density. The integral of the solid density field on
the domain will give the remaining mass of the sample (∆m/m0) while the
analysis of the recession (∆x) will allow to compute the volume loss (∆V/V0).
Figure 5.10 shows the density profiles superimposed with the interface po-
sition facing the incoming flow. We can already observe that the solid density
has mostly been reduced in the volume.
The numerical values for the mass and volume loss are given in Table 5.4
and plotted in Fig. 5.11. The mass loss for the a4 test is very close to the
experimental data and the numerical replication of Panerai et al. while a dis-
crepancy can be observed at lower and higher temperature. It should be noted
that their numerical replication gives very good values for the mass loss be-
5.2. VALIDATION: NASA PLUG EXPERIMENT 119
0 0.05 0.1 0.15
0
20
40
60
80
100
120
140
160
180
 
 
 ρ
s
   (t = 0 [h])
 ρ
s
   (t = 1 [h])
So
lid
de
ns
ity
[k
g
/m
3
]
Distance [m]
Figure 5.10: Comparison of the averaged solid density profile along the axis of the
cylinder for test a4 at t = 0 and 3600 [s]. The front interface position is
shown for the initial time by the vertical line.
cause the Arrhenius law in Eq. (5.6) is tuned on the experimental data using
their code. Therefore, this suggests that the Arrhenius law for the oxidation
reaction should be adapted from the one proposed by Panerai et al. to fit the
results.
It can already be observed that the numerical results with the sinusoidal
model (N∗A) are in better agreement but this discussion is kept for later and
detailed in Section 5.4. Finally, as found by Panerai et al. [170], the recession
computed numerically is much lower than the one measured in the experi-
ments. The volume loss and recession are directly related by
∆V
V0
=
piR2(L− L0)
piR2L0
. (5.7)
with R the cylindrical radius of the sample and L its length. The competi-
tion between surface/volume ablation is not well captured with the cylindri-
cal model implemented. Uncertainties on some material properties as well as
physical phenomena neglected in the present model can explain this discrep-
ancy. For instance, mechanical erosion (spallation) is not accounted for. The
next section analyzes the influence of major parameters of the model on the
ablation predictions.
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Figure 5.11: Comparison between experimental data (EP ), numerical results obtained
with Argo without pitting (NA) and numerical computations with tuning
(N∗A).
5.3 Sensitivity analysis
The sensitivity analysis is mainly based on parameters involved in the Thiele
number (see Eq. (5.1)) to investigate the competition between surface and vol-
ume ablation. We recall that the competition between diffusion and reaction
will drive whether the sample is ablated mainly at the surface or whether the
mass is lost in depth. Therefore, uncertainty on these parameters could ex-
plain the discrepancy observed between numerical results and experimental
data. This sensitivity analysis has lead to the development of the new sinu-
soidal model discussed in Section 2.3.2. In order to save computational time,
the sensitivity analysis studies the effect after 20 [min] of exposure and for the
a4 test only.
5.3.1 Diffusion models
To compute the diffusion coefficients, several models are implemented. As ex-
plained in Section 2.2.3, it is possible to specify a constant diffusion coefficient,
a constant Schmidt number or use the multi-component diffusion coefficients
provided by Mutation++. Using this last approach, the coefficients are com-
puted based on collisional data and this will be considered as the reference
because it is the most accurate approach. It can be interesting to see the impact
of choosing an approximate model or the multi-component diffusion model.
The three models are compared here, a constant diffusion model based on the
value given by Mutation++ at the initialization (Dm = constant), the accurate
multi-component model with a varying diffusion (DN2,m, DO2,m, DCO,m) and
a constant Schmidt number (Dm = µ/(Scρ)). The Schmidt number is ranging
from 0.6 to 1.0 for air between 300 − 6000 [K] [74] and for the range of simu-
lated temperatures a Sc = 0.8 is taken here. The recession is identical for the
three models while the mass loss after 20 [min] of exposure is slightly different
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(less than 1%). The mass loss is given in Table 5.5 and the diffusion coefficients
are plotted in Fig. 5.12(a).
Table 5.5: Study on the impact of the diffusion models. Mass loss is computed after
20 [min] of exposure.
Models ∆m/m0
[%]
Constant diffusivity(Dm = 7.9e−3[m2/s]) 8.22
Constant Schmidt (Sc = 0.8) 8.06
Multi-component diffusion 7.93
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Figure 5.12: Diffusivity coefficients and mass fraction ofO2 along the axis of symmetry
for several diffusion models. The vertical dashed lines limit the position
of the porous plug.
One can observe in Fig. 5.12(a) that the diffusion assuming constant Schmidt
number is close to the diffusion obtained for the CO species only. Therefore,
it can be interesting to specify a Schmidt number for each species and not a
global one. The constant diffusivity model is close to the other models in front
of the plug since the conditions are really close to initial conditions. Never-
theless, downstream of the plug, the pressure is much lower leading to an
increased diffusivity for each species which cannot be captured by the con-
stant diffusivity model. Finally, it should be noted that Fig. 5.12(a) does not
show the effective diffusion coefficients, the plotted values must be corrected
to account for the presence of the porous medium. The mass fraction of O2
after 20 [min] is shown in Fig. 5.12(b) for the different models. The profile of
YO2 is close for every model but a discrepancy can still be observed in front
of the plug. Even though the diffusivity is varying in the domain, the model
used to treat the diffusion does not seem to influence the mass and volume
losses computed in these conditions.
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5.3.2 Effective diffusion
Considering the diffusion inside the porous medium, the effective diffusion
is also directly dependent of the tortuosity which is a material parameter
representing its microstructure (see Eq. (2.67)). The tortuosity is computed
by Lachaud [117] using random walk simulations through fibrous preform
medium. In reality, the material is orthotropic but, within this work, isotropic
properties are assumed in a first attempt. The uncertainty of computing this
parameter is analyzed in this section. Two additional tortuosities are consid-
ered η = 1.75 and η = 2.5. The mass and volume losses are shown in Table 5.6.
It can be observed that even doubling the tortuosity leads to the same volume
loss and approximatively 0.2% mass loss change.
Table 5.6: Study on the impact of the tortuosity. Mass and volume losses are computed
after 20 [min] of exposure.
∆m/m0 ∆V/V0
[%] [%]
η0 = 1.15 8.22 0.47
η0 = 1.75 8.33 0.47
η0 = 2.50 8.39 0.47
5.3.3 Reaction rate
The Thiele number is directly dependent on the reaction rate; increasing kf
leads to a higher Thiele number and promotes surface ablation. In addition,
as seen in Fig. 5.7, due to the exothermic heterogeneous reaction, there is a
temperature gradient inside the sample. Therefore, the dependence of kf with
respect to temperature will also influence the effective rate at different depth.
As explained in Section 5.2, the Arrhenius law chosen is the one proposed by
Panerai et al. [170]. However, discrepancies in the choice of the Arrhenius
law for the oxidation of carbon among the literature show how sensitive the
selection of this reaction rate might be. As observed in Fig. 5.13, the rate co-
efficient found in the literature can be several orders of magnitude different.
Both experimental conditions and material properties can explain this large
range of reaction rate [145]. The present study does not aim to determine the
actual reaction rate but tries to investigate the effect of such a choice on the
surface/volume ablation competition. For this analysis, two additional reac-
tion rates found in the literature are investigated and results are specified in
Table 5.7.
As expected, a higher reactivity is more favorable to surface ablation. Still,
we could not find kinetics such that both the volume/surface ratio and the
total mass loss agree with the experiment at several temperatures. The surface
ablation is always underestimated when compared to volume ablation.
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Figure 5.13: Reaction rate for several Arrhenius laws found in the literature. The reac-
tion rates kf1, kf2, kf3 are taken respectively from [117, 170, 47].
Table 5.7: Study of the reactivity, the reaction rate is expressed as an Arrhenius law
kf = AT
n exp
(
Ea
RT
)
. Mass and volume changes are computed after 20 [min]
of exposure.
A n Ea Ref. ∆m/m0 ∆V/V0
[m/s/Kn] [kJ/mol] [%] [%]
1e2 0.0 120.0 [117] 2.09 0.00
0.087 0.0 42.4 [170] 8.22 0.47
2.2e6 0.0 180.03 [47] 22.1 30.4
5.3.4 Permeability
The permeability appears in the drag term of the momentum equation (2.85)
and, depending on the flow conditions, it can have an influence on the pres-
sure gradient and the velocity field inside the porous medium. For the plug
case, as shown in the verification test case (see Section 4.6), it affects mostly
the pressure gradient. The initial value for this parameter is computed such
that the initial back pressure (p2,0) is the one measured experimentally. Con-
sidering a permeability a hundred times smaller than the one in Table 5.2,
the recession length is found to be the same as in the reference case while
the mass loss is slightly higher (±1%). Decreasing the permeability leads to
a higher pressure in front of the sample hence more oxygen is present which
implies this increase of mass loss. However, the small resulting change sug-
gests that the permeability is not a key parameter to explain the discrepancy
in the surface and volume ablation balance.
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5.3.5 Surface of reaction
The sensitivity analysis conducted on uncertainties of material parameters
cannot explain the mismatch between surface and volume ablation observed
numerically. Regarding the definition of the Thiele number, another key pa-
rameter is the effective reactive surface. We recall that the cylindrical model
assumes that recession of the fibers is radial and uniform. This leads to a
monotone reactive surface (Sf ) decrease with respect to the fiber radius and
porosity. However, micrographs of oxidized carbon preform have shown a
pitting phenomenon at low pressure [170] which results in a more complex
function of Sf . Micrographs in Fig. 5.14 of the virgin and eroded carbon fibers
taken from Panerai et al. [170] shows the formation of the holes in the fibers
for these experimental conditions. The formation of pits has also been experi-
mentally observed in graphite oxidation by Hahn [95].
Figure 5.14: Micrographs of carbon fibers preform ablated in the sidearm reactor. Pit-
ting phenomena can be observed on oxidized carbon fibers (right image).
Figure taken from [170]
Furthermore, an increase of the oxidation rate where gaseous oxidation
products are released [95, 129] can also influence the ratio between surface and
volume ablation. Indeed, Hahn et al.[96] have observed that the production
of CO molecules leads to atomic vacancy at the surface of graphite which, in
turn, leads to an increase of the electronic density and finally to an increase of
the oxidation rate. Considering these, the heterogeneous reactions with fibers
already eroded will be enhanced. This new model to account for a change
in the reactive surface was presented in Section 2.3.2. Therefore, we recall
that using the sinusoidal model, the reactive surface function is assumed to be
expressed as
Sf = γ
Aw
dV
, (5.8)
with γ a tuning parameter to account for an increase of reactivity for eroded
fibers as suggested in experimental observation of graphite by Lee et al. [129].
The eroded fibers are considered not cylindrical anymore but composed with
holes of 1−2 [µm]. These values for the pit size are extracted from micrographs
and given in Ref. [171]. In order to study the impact of the model chosen
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for the oxidation of the fibers, we consider as a first guess that eroded fibers
(activated) react twice as much as virgin fibers (γ = 2). Note that impurities
found on the tube after the experiments can also contribute to this enhanced
reactivity close to the plug surface. This results in a reactive surface evolution
depicted in Fig. 5.15. The replication of test a4 with the reference rate and
this Sf (s) gives after 20 [min] a mass loss of 14.9 % while the volume change
is 3.6 %. As expected, this has a direct influence on the ratio volume/mass
loss. Therefore, a better knowledge of the evolution of fibers reactivity and
geometry can help in defining an accurate effective reaction rate in order to
match both mass and volume losses.
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Figure 5.15: Specific surface with respect to solid volume fraction computed with the
cylindrical and sinusoidal model.
5.4 Definition of an effective reaction rate
As suggested by the sensitivity analysis conducted before, including the evo-
lution of the roughness of the fibers allows to find an appropriate combination
of reaction rate and specific surface to match both mass and volume losses.
The present section describes the procedure and the results to determine the
parameters needed in the sinusoidal model. Note that to account for enhanced
surface reactions, another model based on Park [172] was investigated and is
described in Appendix F. Unlike the cylindrical model, the two models pro-
posed give satisfactory results to match both recession and mass loss. Ad-
ditionally, the sinusoidal model proposed was found to be more flexible and
easier to optimize in order to fit with experimental data. It should be noted
that these models are only valid when the pitting phenomenon is observed,
and hence within a reaction-limited regime.
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The numerical experiments have shown that the numerical transition zone
from the pure fluid to the porous medium should be handled with care using
the sinusoidal model. Indeed, the specific surface for the sinusoidal model
highly depends on the porosity of the porous medium. For a lower porosity,
we consider that the fibers are already eroded hence are more reactive. How-
ever, at initialization, the virgin porosity is varying in the transition zone from
the fluid region to the homogeneous porous medium. This leads incorrectly
to activated fibers in the transition layer. Therefore, the results are highly de-
pendent on the smoothing distance and the mesh. To avoid such spurious
triggering of the chemical reactions, the specific surface is computed using
the local porosity with respect to its initial value. This way, in the interface
region, we are closer to a matrix of variable porosity but with fibers similar
in nature. Figure 5.16 shows the importance of considering this correction in
the interface region at initialization. Indeed, we can observe that, without cor-
rection, the specific surface computed with the sinusoidal model leads to a
spurious overshoot. This correction has proved to yield results independent
with respect to the smoothing distance.
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Figure 5.16: Correction of the sinusoidal model in the interface region to avoid an ar-
tificial activation of the fibers. The non-dimensionalized specific surfaces
with and without correction are plotted in the interface region.
In order to identify the tuning parameter of this corrected sinusoidal model
(γ) and the effective reaction rate, we carried out a preliminary analysis by
considering mass conservation in 1D using a simple MATLAB code1. Al-
though the phenomena cannot be captured accurately because of the simplic-
ity of the model used, this code has shown similar trends as Argo. The sensi-
tivity to define the tuning factor and the reaction rate can easily be observed in
1The solution of a 1D mass conservation equation using the cylindrical model is proposed in
a module COACO of the material response code PATO developed by Lachaud et al. [119], and
the implementation inside the MATLAB code follows the same approach.
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Fig. 5.17. For a volume loss matching experimental data, the associated mass
loss is higher for low γ. Therefore, increasing γ leads to a mass loss closer to
the experimental data for a given volume loss.
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Figure 5.17: Evolution of the mass loss (squares) and the volume loss (triangles), for
several tuning factor and reaction rate defined. The horizontal lines define
the experimental values for the a4 test.
After this qualitative study, a shooting algorithm is then used to identify
the tuning parameter for the a4 test case (γ ≈ 50) using Argo. In addition,
the Arrhenius law is adapted from Eq. (5.6) to match the mass loss at different
temperatures (see Fig. 5.18). Only the test cases above 900 [K] are considered.
Panerai et al. [170] computed the reaction rate (see Eq. (5.6)) based on the
whole range of temperature [700-1300 K] while clearly two regimes can be
distinguished at low and high temperatures. We consider a limited tempera-
ture range [900-1200 K], this leads to a lower activation energy than computed
by [170] (Ea ≈ 15500 [J/mol] instead of Ea ≈ 42400 [J/mol]).
To summarize, the parameters for the sinusoidal model are calibrated us-
ing the following scheme
1. Determine the geometrical values (radius of the fibers, size of the pits)
based on micrographs of virgin and oxidized fibers.
2. Use one dimensional analysis to have an idea about the range for the
tuning parameters (γ) and the rate coefficient (kf ).
3. Use Argo with a fixed kf and tune γ using a shooting algorithm to fit
the volume loss for a given experiment (we use the a4 experiment in this
case).
4. Tune the rate coefficient to fit the mass loss at different temperature.
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Figure 5.18: Fitting of the Arrhenius law to match the mass loss at different tempera-
tures considering pitting of the fibers.
Since the plug is under volume ablation, the fibers in the whole plug will
start to show some pitting and will react exponentially faster. The evolution
of the mass and volume loss is shown for test a4 in Fig. 5.19. The first phase
where the plug is under volume ablation is clearly shown in Fig. 5.19(b). The
comparison of the experimental data with all the numerical replications is pre-
sented in Table 5.4 and shown in Fig. 5.11. The numerical results computed
with Argo and the sinusoidal model with γ = 50 and the fitted Arrhenius law
is noted N∗A.
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Figure 5.19: Time evolution of the mass and volume loss for test a4. The dashed lines
are the results of the computation with the sinusoidal model, a tuned Ar-
rhenius law and a tuning factor γ = 50 while the solid lines do not account
for pitting and the Arrhenius law is the one given in Eq. (5.6).
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Before discussing the results, let us first discuss the value of the fitted γ.
The value of the tuning parameter is unexpectedly high suggesting that the
proposed sinusoidal model or the parameters feeding the latter (i.e. holes,
depth) should be adapted. However, the high value highlights again the im-
portance of an enhanced reaction at the fluid-porous interface to match mass
and volume loss in these conditions.
Using the sinusoidal model together with a tuned Arrhenius law, a very
good matching with the experiments has been demonstrated for both the vol-
ume and mass losses. Since the volume loss is closer to the experimental mea-
surement the discrepancy between the measured and computed back pressure
has also been reduced. Using this model, the evolution of the recession with
time can explain why the volume loss observed experimentally is dropping
from test a4 to a3 while the mass loss is not that different (see Fig. 5.11). To
the authors’ knowledge, this code is the first to possess predictive capability
to match mass loss and recession. Therefore, we have shown that the spe-
cific surface is an important parameter to study if one wants to investigate the
competition between surface and volume ablation.
Based on the numerical analysis performed on this experiment and discus-
sions with the authors of [170, 171], we have several suggestions for the exper-
imental setup which could lead to a better characterization of the phenomena
and thence, the development of a more accurate model. First, the exposition
time is relatively long (60[min]) with experimental measurements only at the
end of the test duration. This leads to computationally expensive simulations,
it would be better to shorten the duration of the tests or to have time accurate
data during these. For example, having experimental data at different times
can help confirming the evolution of the mass and recession and hence vali-
date the behavior observed with the sinusoidal model (see Fig. 5.19). Secondly,
the tests proposed in Ref. [170, 171] are performed using air, while it could be
interesting to isolate the effects of one species on the erosion of the fibers. In
addition, running the experiments with pure species decreases also the num-
ber of degrees of freedom needed for the numerical simulations. The analysis
could also benefits from measurements on the composition of the gas mixture
after the plug. This could help identifying the oxidation products and deter-
mining the blowing rate. Finally, the analysis of the tomography data can be
exploited to increase the fidelity of the model proposed. The effective surface
can be directly measured and compared with the predictions. The analysis of
ablated samples with this method can also help determine the depth of abla-
tion and the evolution of the porosity inside the sample.
Therefore, this analysis suggests that having more information about the
evolution of the micro-structure and kinetics data is crucial to correctly cap-
ture the competition between surface and volume ablation. At the same time,
our model remains simple enough and is capable of accounting for pitting
though the profile function f(x, t), which can be readily adapted to consider
more realistic geometries of the fibers.
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5.5 Validation: NASA ring experiment
The same facility is used to study the ablation of a ring of Fiberform (see Fig.
5.20). Preliminary cases were run at higher pressure conditions and with the
Arrhenius law proposed by Panerai et al. [170]. These runs consider wrongly
the formation of CO2 even at higher temperature while the Ellingham dia-
gram shows that at these temperature the formation of CO is favored. Addi-
tionnaly, since there are at different pressure conditions, any comparison with
the plug results are not straightforward. This will be discussed at the end of
this section. For these reasons, the preliminary results at higher pressure are
presented in Appendix G. Nonetheless, the conclusions of these results are
still interesting: the same trend as for the porous plug was observed; the sur-
face recession was underestimated for a given mass loss using the cylindrical
model.
Figure 5.20: Ring experiment in the NASA sidearm reactor. The boundary conditions
and geometry of the sample are presented.
In order to verify if the sinusoidal model and the tuned Arrhenius law pro-
posed in Section 5.4 can also explain the discrepancy in the results presented
in the Appendix between the experimental data and the numerical results, the
following test case is proposed. Table 5.8 summarizes the conditions of the
test performed at pressure similar to the one proposed in the previous section.
The parameters for the sinusoidal model are the ones defined in Section 5.4 ,
i.e. we take γ = 50 and the Arrhenius law as kf = 2.2e−4 exp (−15500/RT ).
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The boundary conditions are similar to the plug test case and summarized
in Fig. 5.20. The re-radiation at the surface of the plug is again considered.
Note that comparing to the flat surface of the plug, the geometry is more com-
plex and the view factor for each surface should be computed and updated
if the shape changes. This is not considered within this work and we are still
assuming a view factor Fs,t = 1 for each surface of the ring exposed to the
flow. This is justified by the small temperature rise observed at the surface
comparing to the furnace temperature and the uncertainty on the emissivity
factor (taken as 0.9).
Table 5.8: Experimental conditions for the ablation of a ring of carbon preform in
NASA sidearm facility [171].
Test P T m˙ ρs,0 t
ID [Pa] [K] [kg/s] [kg/m3] [s]
a6 1630 1200 2.21e−3 167.2 3600
As for the plug experiment presented in Section 5.2, the sample of carbon
preform will be progressively eroded by the flow. In this case, the flow can
pass freely through the sample. Therefore, the top surface of the ring and the
inner wall will be eroded by the incoming flow (see Fig 5.20). This config-
uration is similar to the verification test case proposed in Section 4.7 which
investigates the flow around a forward non-reactive porous step. In this con-
figuration, the velocity of the flow inside the porous medium will be very low
compared to the free fluid region since the flow will tend to avoid the obstacle
(carbon preform samples have a very low permeability). In comparison with
the plug test case, the porous medium is affected by additional shear stresses
in the interface between the free fluid region and the carbon preform due to
the higher velocity gradient. Therefore, mechanical erosion should be consid-
ered but it is beyond the scope of this work and spallation is proposed as a
perspective.
The comparisons with experimental results are shown in Fig. 5.21. The
mass loss after an hour of exposition, computed with the tuned Arrhenius
law (see Fig. 5.18) is underestimated. This leads also to an underestimation of
the recession which can be observed in Fig. 5.21(b) which compares the ring
profiles. As observed in Fig. 5.19(b) for the plug or in Fig. 5.22, using the sinu-
soidal model, the recession with time is not linear hence underestimating the
mass loss the error on the volume loss is also large. However, the agreement
between the numerical results and the experimental data is undoubtedly bet-
ter with the sinusoidal model than with the cylindrical model. The latter is
unable to predict the mass or the volume loss. The final solid density field in
Fig. 5.22(d) shows also that the interface region is very large for this test case.
We observe that the remaining solid volume fraction is varying from 0 in the
flow field to its maximum value on a distance equal to half its final length.
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Finally, it should be noted that, using the sinusoidal model, the reactions at
the surface are faster implying the need of a more resolved grid in this region
to capture the recession of the porous medium.
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Figure 5.21: Ablation of a carbon preform ring by a low Reynolds air flow with con-
ditions given in Table 5.8. Comparison between experimental data [171]
and Argo numerical results with the cylindrical and sinusoidal models.
The parameters for the sinusoidal model are taken from the calibration
conducted in Section 5.4.
(a) 0 min (b) 20 min
(c) 40 min (d) 60 min
Figure 5.22: Ablation of a carbon preform ring by a low Reynolds air flow with condi-
tions given in Table 5.8. Contours of solid volume fraction with time.
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In Ref. [171], the test campaign involves the ablation of a ring at different
pressure conditions. The preliminary runs proposed in the Appendix G are
investigating pressures higher than the test case summarized in Table 5.8. As
explained above, the computational results presented in the Appendix do not
consider the correct heterogeneous reaction at the surface with production of
CO2 rather than CO. The evolution of the mass loss with respect to increasing
pressure is investigated for the ablation of the ring in conditions summarized
in Table 5.9.
Table 5.9: Experimental conditions for the ablation of a ring of carbon preform in
NASA sidearm facility [171].
Test P T m˙ ρs,0 t
ID [Pa] [K] [kg/s] [kg/m3] [s]
a4 1630 1000 2.19e−3 167.3 3600
b4 10000 1000 2.18e−3 173.1 3600
The mass loss computed with the cylindrical model and the reference reac-
tion rate is compared with the tuned sinusoidal model and the experimental
data. Table 5.10 shows the resulting mass loss after an hour of exposition in
the sidearm. First, it can be observed that the mass loss measured experimen-
tally decreases with increasing pressure while the numerical results with the
two models give an opposite trend. In opposition to what we observe at low
pressure, the sinusoidal model overestimates completely the mass loss at high
pressure. At higher pressure, the mass loss computed numerically with the
cylindrical model gives better agreement with the experimental data. How-
ever, the surface recession is completely underestimated with the cylindrical
model as shown in Fig. 5.23 at both pressure test conditions. This has been al-
ready observed in the preliminary runs proposed in Appendix G. We can also
observe that, while the mass loss measured in the experiment is decreasing
for higher pressure, the recession is higher. This trend for the volume loss is
captured numerically by the two models implemented. There is no ring pro-
file for the high pressure case using the sinusoidal model because, in that case,
the ring is completely ablated.
To fit the experimental observations, this would require another fit at these
pressure conditions or, better, including the pressure dependance when com-
puting the reaction rate. As already discussed in Section 2.3.2, we are not
taking into account the complex mechanisms for the heterogeneous reaction
at the surface. Indeed, we consider that the heterogeneous reaction is the ir-
reversible oxidation reaction given by Cs + 12O2 → CO and we do not take
into account the fact that this reaction is composed of a series of adsorption-
desorption processes. This can lead to an incorrect prediction of the apparent
order of reaction [74]. For example, in coal gasification, the widely used treat-
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ment for the reaction rate of the carbon oxidation is expressed as
kc = k0 exp
(
− Ea
RT
)
PnO2 , (5.9)
where PO2 is the partial pressure of oxygen and n is an apparent kinetic order
of reaction [107]. This has not been further investigated in this work. Another
set of pressures for the ablation of the plug would help to study and under-
stand the pressure influence for the ablation of the carbon fibers.
Table 5.10: Mass loss after 60 [min] of exposure of a ring sample in two pressure con-
ditions (test a4 and b4 summarized in Table 5.9). Comparison between ex-
perimental data, numerical results of Argo with the cylindrical model and
numerical results with the sinusoidal model.
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Figure 5.23: Comparison between experimental ring profile [171] and Argo numerical
results with the cylindrical (CM) and sinusoidal (SM) models. The param-
eters for the sinusoidal model are taken from the calibration conducted in
Section 5.4.
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5.6 Conclusions
The competition between surface and volume ablation is a key parameter to
capture in order to correctly predict the recession of the thermal protection
material, hence select its adequate thickness. The replication of an experi-
ment conducted in the NASA Ames sidearm facility has shown the limits of
this code and current models to capture this competition. The new calibrated
model has proved to be more accurate than the cylindrical model proposed
in Ref. [120]. Accounting for pitting phenomena in these experimental condi-
tions is very important to correctly capture the competition between volume
and surface ablation. Several temperature conditions have been tested suc-
cessfully with the calibrated sinusoidal model for the ablation of a plug. The
numerical tests for the ablation of a ring in the same facility has shown better
agreement with the sinusoidal model than with the cylindrical model at low
pressure conditions. For higher pressure conditions, the sinusoidal model and
the fitted reaction rate proposed overestimate the mass loss. It is proposed to
study the apparent order of the oxidation reaction to explain the discrepancy
at higher pressure. The need for microstructure information is clear if one
wishes to develop an appropriate model depending on the evolution of the
fibers. The sinusoidal model is a first step in the right direction toward high
fidelity modeling of carbon fibers oxidation at the macro-scale level.
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COMPLEX THERMAL RESPONSE OF AN
ABLATIVE MATERIAL
This chapter deals with the complex in-depth thermal response of a low density ab-
lative material and the development of a one dimensional code to simulate it. The
chapter is a modified version of the article presented in the AIAA conference [195].
The author would like to thank especially J. Lachaud for valuable discussions about
the physical modeling and for providing the data used to verify the developed tool.
6.1 Introduction
The material response to a high enthalpy flow is a complex matter. Cor-
rectly capturing the in-depth phenomena inside the ablative thermal protec-
tion shield is essential to design its thickness. The goal is of course to ensure
that the back structure remains at a reasonable temperature to ensure the in-
tegrity of the spacecraft. During an atmospheric entry, as explained in Chapter
1, the heat flux penetrates inside the material. For low density ablative mate-
rial composed of carbon fibers and phenolic resin, the resin will progressively
be thermally degraded. The pyrolysis of the phenol content generates gases
which will percolate through the remaining carbon fibers and char material.
In addition, at the surface of the material, the carbonized material and the car-
bon skeleton will progressively be eroded by the incoming flow (see Chapter
5). Therefore, a material code has to account for thermal conduction, thermal
degradation, erosion, internal flow of pyrolysis gases and chemical reactions.
Since the material is thermally decomposed and under a high temperature
gradient, the change in material properties should also be accounted for.
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To simulate the response of the material, numerous numerical codes ex-
ist. However, most of the material response codes used for design still rely
on models developed in the 1960’s[118]. The recent interest for higher fidelity
modeling has raised numerous research studies regarding pyrolysis and ab-
lation problem [118]. The in-depth thermal response codes can be separated
in three categories following the complexity of the models used [121]. The
first type of code (type I) uses simplified models inherited from the first open
literature publication in the 1960’s. For these models, three main hypothe-
ses are assumed. Thermal equilibrium between the solid and gaseous phase
is supposed, the gas velocity is supposed perpendicular and directed toward
the surface and a short residence time inside the control volume is assumed
[155]. Removing respectively the second and third hypotheses yields type II
and type III codes which implement more complex models to describe the
gaseous phase inside the porous media. The second type of code models the
gas motion inside the porous media with Darcy’s law. The last category is
large and includes codes that contains any improvement with respect to type
II. For example, these codes can have more complex models for radiation, can
include finite rate chemistry or accurate transport models. Figure 6.1 taken
from [119] shows the phenomena involved dealing with the material response
and summarizes the fidelity associated with each model type.
Figure 6.1: Macroscopic and microscopic phenomena of a material response to a high
enthalpy flow. Figure taken from [119].
This chapter presents the development of a one dimensional code to sim-
ulate complex in-depth thermal response of the material. First, a review of
the constitutive equations to model the material response to high enthalpy
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flow is detailed. The conservation laws derive from Chapter 2, but does not
account for the presence of a pure fluid phase while the modeling of the mate-
rial response is of higher fidelity. Then, the numerical scheme to solve the 1D
in-depth thermal response is presented in Section 6.3. Finally, verification re-
sults including comparisons with state-of-the-art codes are presented and the
reproduction of an experiment conducted inside the Plasmatron of the von
Karman Institute for Fluid Dynamics is used as validation.
6.2 Simplified governing equations
The governing equations implemented in 1D are summarized hereafter for
type II and III code and the reader is referred to Lachaud et al [118] for more
information regarding the development of the models. The current imple-
mentation considers type II models and available tools with their respective
fidelity are presented in Appendix E.
6.2.1 Mass conservation equation
Depending on the level of fidelity, the approach will track every species in the
gaseous phase or only a mixture. Accordingly, a mass conservation equation is
solved for each species or an overall pyrolysis gas mass conservation equation
is used,
∂(ρii)
∂t
+
∂(ρiivg)
∂x
+
∂(Ji)
∂x
= Πi + iωi , i ∈ S (6.1)
∂(ρgg)
∂t
+
∂(ρggvg)
∂x
= Π, (6.2)
where ρi stands for the mass density of the gaseous species, i is the volume
fraction, vg is the interstitial flow velocity within the porous media and Ji is
the diffusion flux through the pores. The gas production rate from the de-
composition of the solid is Πi , ωi is the gas production rate due to reactions
among the gaseous phase and S is the set of indices of gaseous species. The
solid decomposition by pyrolysis is absent in the physical model described in
Chapter 2. The gas production rate is obtained using one or several Arrhe-
nius laws for the decomposition of the solid phase that are usually fitted on
thermogravimetry analysis results
∂ρs
∂t
= −As · exp
(
− Ea
RT
)
ρ0
(
ρs − ρr
ρ0
)ms
, (6.3)
where ρs is the instantaneous component density of the solid, while ρ0 and
ρr are the initial and residual mass density. In this implementation, the three-
component decomposition rate law from Goldstein [89] is used. In this case,
the material is supposed to be composed of carbon fibers and two phenolic
resin components. The current implementation considers type II models and
does not track several species, only one mass conservation equation is solved
(Eq. (6.2)).
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6.2.2 Momentum conservation law
The momentum conservation law described in Section 2.3.1 is simplified and,
in the present context, Darcy’s law is used
vg = − κ
µgg
∂P
∂x
, (6.4)
where κ is the permeability, µg is the viscosity and P is the pressure field.
6.2.3 Energy conservation law
Assuming thermal equilibrium between the pyrolysis gases and the porous
material, the energy conservation equation can be written as
∂(ρaea)
∂t
+
∂(gvgρghg)
∂x
=
∂
∂x
(
λ
∂T
∂x
)
, (6.5)
where λ is the thermal conductivity and the total internal energy includes the
contributions of the matrix, fiber and gas phase
ρaea = mρmem + fρfef + gρgeg. (6.6)
The properties of the solid material such as permeabilities and thermal
conductivities are interpolated from the values for pure virgin and char mate-
rial,
X = ξv ·Xv + (1− ξv) ·Xc, (6.7)
where X stands for a generic properties, the subscripts v and c refer to the vir-
gin and charred material properties and ξv is the fraction of remaining virgin
material. For the results presented in Section 6.4, type II models are imple-
mented.
6.2.4 Boundary conditions
The in-depth thermal response of the material is strongly coupled to the inter-
action and transfer at the gas-solid interface. To correctly model the phenom-
ena at the interface and implement correct boundary conditions, the existing
methods can be separated into two main categories. For the first approach,
simplified boundary conditions are usually used for the gas-solid interface
[14]. For instance, inviscid boundary-layer edge conditions are taken from
separate simplified flowfield simulations, and the surface conditions (i.e., tem-
perature or convective heat flux) are obtained by means of semi-empirical re-
lations. For the second method, the material code is coupled to a CFD code
and exchange information at the boundary. This can be performed either by
coupling together two distinct solvers designed to compute the solid and the
gas-side of the problem [27, 50], or by directly developing a unified numeri-
cal tool capable of computing the flow through the material accounting also
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for in-depth ablation of the material fibers [120, 145, 202]. The latter was de-
veloped in the previous chapters. Within this chapter, the first method using
the transfer coefficients approach will be used. This method is largely used in
the aerothermodynamic community and has proven its efficiency [118]. The
mass and energy balance based on the transfer coefficients approach are sum-
marized hereafter. The boundary conditions at the back of the material are
simpler and the rear wall is often assumed adiabatic and impermeable.
Mass balance
In order to solve the mass balance at the gas-solid interface, the conservation
of a chemical element k is considered inside a control volume tied to the re-
ceding surface (see Fig. 6.2). If mechanical erosion (spallation) is neglected,
the surface mass balance for each element can be expressed as
Jw,k + (ρV ) yw,k = m˙gyg,k + m˙cyc,k, (6.8)
where subscript w, g and c refer respectively to quantity at the wall, pyrolysis
gas and char material. The y are the pseudo mass fractions for each chemical
element and J represents the diffusive flux towards the surface. Summing
Eq. (6.8) for all elements, and recognizing that the pseudo mass fractions sum
to one in each phase, the mass balance can simply be rewritten
(ρV )w = m˙g + m˙c. (6.9)
The term m˙c is the mass blowing due to the surface heterogeneous reactions
which consume the material. It corresponds to the sum of all the source terms
of those species that participate to these reactions. Similarly, m˙g is the pyroly-
sis gas mass flow rate generated by the in-depth material decomposition.
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Figure 6.2: Mass balance at the ablative wall for a chemical element k neglecting spal-
lation.
Energy balance
In order to identify the important terms in the heat transfer, we study the
laminar steady boundary layer equation for the energy in two dimensions
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which can be written
ρu
∂h0
∂x
+ ρv
∂h0
∂y
=
∂
∂y
(
µ
Pr
∂h0
∂y
)
+
∂
∂y
(
µ
(
1− 1
Pr
)
∂
∂y
(
u2
2
))
+
∂
∂y
(
ρD
(
1− 1
Le
)∑
i
hi
∂yi
∂y
)
, (6.10)
where h0 is the total enthalpy, Pr is the Prandl number and Le the Lewis
number. On top of a non-ablating surface, the Stanton number can be used
to describe the mass and energy transfer at the wall. The Chilton-Colburn
relation can be used to relate the mass and heat Stanton numbers
Cm = Ch(Le)
2
3 , (6.11)
whereCm is the mass transfer coefficient (also referred in the literature as Stm)
and Ch is the heat transfer coefficient (also called St) The classical definition
for the heat Stanton number is
St = Ch =
ρeue (h0,e − hw)
qconv
, (6.12)
where the subscript e indicates the terms that belong to the boundary layer
edge. Note that the Stanton number can be related to the skin friction coeffi-
cient by the Reynolds analogy
Ch = Pr−
2
3
Cf
2
, (6.13)
where Cf is the skin friction coefficient. The total enthalpy at the edge of the
boundary layer, h0,e, should be replaced by a recovery enthalpy in case of non-
unitary Prandl number [24]. In addition, evaluating the heat flux at the wall
using the heat Stanton number in Eq. (6.12) assumes that the Lewis number
is unity. If it is not the case, an additional contribution should be accounted
for due to the diffusion of the species carrying their enthalpy (last term in
Eq. (6.10)) [24].
Considering the control volume attached to the receding surface, the sur-
face energy balance can be written
(ρeueCh) (h0,e−hw)−(ρV )hw+m˙ghg+m˙chc+qrad,in−qrad,out = qcond. (6.14)
In the surface energy balance, Eq. (6.14), the terms m˙ghg and m˙chc represent
the contribution due to the enthalpy (h) carried on by the pyrolysis and abla-
tion product gas, qcond is the solid heat conduction in the material, and the last
two terms of the left hand side are the radiative heat flux. The convective heat
flux depends directly on the flow and should be provided as well as the in-
coming radiation flux. Note that, in this work, the radiative heat flux accounts
only for the re-radiation from the hot surface. A sketch of the energy balance
is shown in Fig. 6.3.
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Figure 6.3: Energy balance at the ablative wall neglecting spallation.
The transfer coefficients expressed in Eq. (6.11) and used to model the con-
vective heat flux have to be corrected to account for the blocking effects im-
posed by the blowing of gas from the material inside the boundary layer. The
blowing correction can be expressed as [155]
C ′h = Ch
(
ln (1 + 2ιB′)
2ιB′
)
. (6.15)
with ι a coefficient depending on the flow regime (0.5 if laminar), and B′, the
non-dimensionalized total mass flux which can be expressed as
B′ = B′g +B
′
c, with B
′
g =
m˙g
ρeueCm
, and B′c =
m˙c
ρeueCm
. (6.16)
Finally, in order to close the surface balances, the ablation rate (m˙c) has to
be defined. This term should account for the thermodynamic conditions in the
boundary layer, the gas-surface heterogeneous reactions as well as blowing
effects. Usually, thermochemical equilibrium is assumed close to the wall and
the value of B′c and the enthalpy at the wall are pre-computed and tabulated
with respect to the temperature, pressure and pyrolysis blowing rate [156].
6.3 Numerical methods
In order to solve the problem described by the constitutive laws, the system of
equations is decomposed. First the energy and mass density of the solid me-
dia are advanced in time with a Super Time Stepping (STS) scheme [3]. Then,
the pressure field is found by solving implicitly the gaseous mass conserva-
tion where Darcy’s law and the perfect gas equation have been used. Finally,
thanks to the pressure field, the velocity field is updated. At the end of one
time step, the mesh is updated to account for recession of the material. The
different steps and equations solved are summarized in Fig. 6.4 and the para-
graphs hereafter describe the specificities of the method.
6.3.1 Spatial discretization
The spatial discretization uses as Argo a DGM and the architecture of Echion
is similar to Argo. In the discretization of the convective terms (see Eq. (3.6)),
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Figure 6.4: Numerical strategy proposed to solve in-depth-thermal response
the interfacial term corresponding to the convective part is treated by a Lax-
Friedrich numerical flux. For the diffusive part, the interior penalty method
proposed in particular by Riviere [188] to solve parabolic problems in porous
media has been chosen. Discontinuous Galerkin methods have also been
used for ablation problem by Bathia and Roy [22] which implemented a Bassi
Rebay-1 method to compute the viscous fluxes. More details on the spatial
discretization can be found in Chapter 3.
6.3.2 Temporal discretization
As shown in Fig. 6.4, the system of equation is split and two types of time
integration schemes are used. The in-depth thermal response is dominated
mainly by diffusion terms. The computational time associated with diffusion
dominated problems solved by explicit scheme is known to be high due to
stability constraints on the time step. Since the problem is dominated by dif-
fusion, the stable time step then depends on the inverse square of the mesh
size. Using an implicit scheme allows to use an arbitrary time step at the cost
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of the solution of a linear system at each time step. An alternative to implicit
scheme is the Super Time Stepping (STS) scheme that uses cheaper explicit pro-
cedure while relaxing the stability constraint [3]. The idea is to ensure the
stability after N sub-time steps and maximize the duration of the super time
step. This super time step is defined as the combination of smaller time steps
chosen carefully to ensure the stability
∆τ =
N∑
j=1
τj . (6.17)
For example, to discretize a typical time dependent equation
dU
dt
+AU = 0, (6.18)
the STS explicit scheme can be written
Un+1 =
 N∏
j=1
(I − τjA)
Un (6.19)
where the stability constraints is applied on the product. According to Alex-
iades [3], the optima sub-time steps depend on the regular explicit time step
defined for stability purpose and on two parameters N and ν¯ used to control
the accuracy
τj = ∆texpl
(
(−1 + ν¯) · cos
(
2j − 1
N
pi
2
)
+ 1 + ν¯
)
. (6.20)
Therefore, the super time step can be rewritten
∆τ =
N∑
j=1
τj = ∆texpl
N
2
√
ν¯
(
(1 + ν¯)2N − (1− ν¯)2N
(1 + ν¯)2N + (1− ν¯)2N
)
. (6.21)
The stability limit corresponds to ν¯ = 0 and it can be observed that for this
limit the super time step tends to N2∆texpl. Since N regular explicit steps
cover a N∆texpl time interval, a STS scheme can be up to N times faster than
a regular explicit scheme. The gain with respect to regular first order explicit
scheme is shown in Fig. 6.5 for several value of N and ν¯.
The advantages with respect to implicit schemes are that it is rather easy
to implement, there is no need to derive the Jacobian for non-linear cases and
to solve the linear system associated with it. Furthermore, Alexiades [3] has
shown that STS can be more advantageous than implicit scheme when one
considers the CPU cost-accuracy ratio. These advantages make the method
attractive for the first step of our time advancement strategy.
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Figure 6.5: Comparison between Super Time Stepping scheme and regular explicit
scheme. The ratio between the super time step and N explicit stable time
steps is shown with respect to N for several value of ν¯.
The second step solves the mass conservation law where the gas velocity
is replaced by Darcy’s law. The perfect gas law is used to remove the density
and to solve the equation with pressure being the only unknown
∂
∂t
(
gWgP
RT
)
=
∂
∂x
(
κWg
µRT
P · ∂P
∂x
)
+ Π. (6.22)
However, solving this equation is too expensive to be treated explicitly even
using an STS scheme because of the stiffness introduced by the reaction term.
Therefore, a backward Euler scheme coupled with a Newton-Raphson algo-
rithm is used to solve the non-linear differential equation.
6.3.3 Recession modeling
Several techniques to account for the recession of the computational domain
exist. As explained in Section 3.4, these can be roughly divided into interface
tracking and interface capturing techniques. Most material codes use methods
among the first category which can be separated in several types. The first
type of method keeps the mesh size constant in the interior domain and mod-
ifies it accordingly close to a boundary. Either the position of the first node can
be changed [36] or the mesh can be tied to the receding surface and the last
node is removed once the recession length is sufficient [155]. Removing nodes
at the back wall has proved to be more efficient since it removes oscillatory be-
havior which can occur in the first numerical scheme. Within the first category,
another method consists in using the Landau coordinate and therefore keep-
ing the number of nodes constant and adjusting the length of the domain. The
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same conclusions compared to Section 3.4 hold and interface capturing methods
are more advantageous than interface tracking. The deformation of the mesh
due to recession can deteriorate the mesh quality and remeshing can be time
consuming and complex depending on the shape of the interface for multidi-
mensional cases.
The interface capturing technique does not require the mesh to follow the in-
terface. A preliminary work, using eXtended Finite Element Method (XFEM)
was presented in [195] but due to the complexity of implementation for a sys-
tem of equations, the results presented here were obtained using the moving
mesh method proposed by Rindall [155]. This implies the transformation of
the system of equations presented in Section 6.2 to a moving coordinate sys-
tem. For example, the energy equation becomes
∂(ρaea)
∂t
+
∂(gvgρghg)
∂x
− S˙ ∂(ρaea)
∂x
=
∂
∂x
(λ
∂T
∂x
), (6.23)
where S˙ is the recession velocity. During the simulation, once the recession
length is larger than an element, the last element (closest to the adiabatic wall)
is removed from the mesh.
6.4 Results
To verify the development of the one dimensional material code, a series of
test cases are carried out. First, the implementation of the high-order method
is verified using a mesh convergence study. The moving mesh technique is
also verified. A series of test cases proposed by Lachaud et al. [121, 122] are
used to compare the results with state-of-the art codes. Finally, the results of
an experiment are compared to experimental data to validate the code.
6.4.1 Convergence study
Because a material code is essentially a thermal conduction code [143] , it has
been validated for a particular thermal conduction problem with variable con-
ductivity. The energy equation, assuming constant density and heat capacity,
reduces to
∂T
∂t
=
∂
∂x
(
α
∂T
∂x
)
, (6.24)
where α is the heat diffusivity. The method of manufactured solutions is used
to verify the implementation and to perform a convergence analysis. For this
method, the solution is chosen and inserted in the equation to find out an
adequate source term that compensates the effect of the diffusion. In this case,
the stationary solution is chosen to be
T
T0
= 1e−3 · sin
(
pi
x
L
)
, (6.25)
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and the diffusivity is chosen to be α = α0xL . Therefore, the source term can be
expressed as
S = T0α0
x
L
(pi
L
)2
1e−3 sin
(
pi
x
L
)
− T0α0 pi
L2
1e−3 cos
(
pi
x
L
)
, (6.26)
where T0, L and α0 are reference temperature, length, and diffusivity taken
as one in this case. The DG solution matches the analytical solution and the
results shown in Fig. 6.6 are in agreement with the theory which implies for
DGM a convergence order of p+ 1.
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Figure 6.6: Spatial convergence study for a variable diffusivity case and different ap-
proximation order.
6.4.2 Mesh movement
In order to verify the implementation of the moving mesh technique, we con-
sider a test case where the temperature as well as the recession rate are im-
posed [155]. The analytical solution for the recession of a semi-infinite plate
was used to verify the implementation. Figure 6.7 shows the comparison be-
tween the analytical temperature profile and the results of the present analy-
sis.
6.4.3 Comparison with other codes
To verify the algorithm implemented, the results have been compared to other
codes for a series of test cases proposed by Lachaud et al. [121]. The material
used is a Theoretical Ablative Composite for Open Testing (TACOT) with pub-
licly available properties. The code results are compared for each test cases
with the Pyrolysis and Ablation Toolbox based on OpenFOAM (PATO) de-
veloped at NASA Ames Research Center by Lachaud et al. [119]. This code
possesses different modules and one is solving the same model as presented
in Section 6.2. The results of Echion are compared with this particular module,
i.e. we compare the numerical solution of the same equations. For every case,
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Figure 6.7: Steady state thermal response of a semi-infinite receding solid: comparison
between Echion computation and analytical solution.
the temperature field, the mass blowing rate (pyrolysis and char) and the posi-
tion of different zones within the material are compared. The char and virgin
fronts are defined using fractions of the virgin solid density. The thresholds
for the solid fractions are
ρv,t = ρc + 0.98 (ρv − ρc) , (6.27)
ρc,t = ρc + 0.02 (ρv − ρc) , (6.28)
where subscripts v and c stand for virgin and char material and t is the thresh-
old value.
Ablation test case 1
For the first test case, the sample of TACOT is heated on one side for 1 minute
at atmospheric pressure while the back wall is assumed adiabatic. The tem-
perature at the wall is specified and no recession is assumed. Figure 6.8 shows
that the results are in good agreements with PATO. A difference in tempera-
ture of less than 1% for each of the thermocouples at 60s is observed. The
difference for the remaining virgin and char thickness at 60s is respectively of
1.1% and 1.3%. The mass blowing rate computed is also close to PATO’s re-
sults with a difference of 2.3%. Differences with the same order of magnitude
could be observed for most participants of the ablation workshop [121].
Ablation test case 2
For the second test case, three simulations are proposed to verify the imple-
mentation of the ablative boundary conditions and response to a high en-
thalpy flux. The first step was to verify the implementation of the energy
balance at the wall without the complexity of a moving mesh (the recession
is assumed null). The convective heat flux is given and after 60 seconds, the
problem becomes purely re-radiative. The second part of the test case assesses
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Figure 6.8: In depth thermal response of TACOT to an imposed step of temperature
without recession (Ablation Workshop test case 1): comparison with PATO
results [121]. The temperatures are measured at different positions corre-
sponding to {0, 1, 2, 4, 8, 16, 50} mm from the surface for tc0 to tc6 respec-
tively. Solid lines are PATO results, symbols are Echion results.
the recession and the blowing of char material at the surface. Finally, the last
simulation shows the response of TACOT to a higher heat flux. Figures 6.9,
6.10 and 6.11 show the results for test cases 2.1, 2.2 and 2.3. Vertical lines in the
temperature field indicate the failure of the numerical thermocouples because
the recession is higher than this depth. The results for the three cases are very
close to the one obtained with PATO. It should be noted that the mesh has
to be sufficiently fine to capture the very stiff gradient at the boundary of the
material. If the mesh is not sufficiently fine, the high order interpolation may
lead to overshoots in the temperature which cause problems in the properties
lookup and eventually cause the simulation to stop prematurely.
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Figure 6.9: In-depth thermal response of TACOT to a convective boundary condition
without recession (test case 2.1): comparison with PATO results (solid lines)
[122]. The symbols are results obtained with Echion.
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Figure 6.10: In-depth thermal response of TACOT to a high enthalpy convective
boundary condition with recession (test case 2.2): comparison with PATO
results (solid lines) [122]. The symbols are results obtained with Echion.
0 20 40 60 80 100 120
500
1000
1500
2000
2500
3000
3500
 
 
0 mm
1 mm
2 mm
4 mm
8 mm
16 mm
50 mm
Te
m
pe
ra
tu
re
[K
]
Time [s]
(a) Temperature field for TACOT
0 20 40 60 80 100 120
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
 
 
Pyrolysis gas blowing
Char blowing
Pyrolysis zone
Char zone
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
M
as
s
bl
ow
in
g
[k
g
/(
m
2
s)
]
D
ep
th
[m
]
Time [s]
(b) Mass blowing rate and char-virgin zones
Figure 6.11: In-depth thermal response of TACOT to a high enthalpy convective
boundary condition with recession (test case 2.3): comparison with PATO
results (solid lines)[122]. The symbols are results obtained with Echion.
6.4.4 Validation
The rebuilding of the experiments conducted by Helber in the VKI Plasma-
tron [99] is considered as a suitable test to validate the physical model equa-
tions and the implemented algorithms. The Plasmatron facility creates a high-
enthalpy, highly dissociated subsonic gas flow which can be used to reproduce
aero-thermodynamic environment of re-entry plasma flows [31]. The experi-
mental test conditions of Helber [99], used as input for the computation, are
summarized in Table 6.1. The free-stream conditions for the simulations were
obtained from the test measurements through the standard procedure used at
the VKI to rebuild the boundary-layer edge conditions by means of the VKI
Rebuilding code [12]. The tables with the B′ values (see Section 6.2.4) are gen-
erated using Mutation++ [205]. The mixture used to generate the B’ table is
composed of 11 air species (e−, N , N+, O, O+, NO, N2, N+2 , O2, O
+
2 , NO
+),
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the solid carbon, and ablation products (CO, CO2, CN ). Sublimation of the
solid carbon is neglected considering the range of temperature. The hemi-
spherical sample of 2.5 [cm] radius was made of Calcarb, a short fibers carbon
preform [149] with a nominal density of 180 kg/m3. In this case, since the ma-
terial is only composed of carbon fibers, it does not decompose by pyrolysis.
During the Plasmatron experiments, data on surface quantities are provided
by a two-color pyrometer (surface temperature) and by a high speed camera
(recession).
Table 6.1: Plasmatron test conditions [99].
Test ID Working gas Cold wall heat flux Pressure Duration
MW/m2 Pa s
P1 air 1.5 1500 90
P5 air 3.0 1500 30
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Figure 6.12: Comparison between experimental data, material code only solution, CFD
only solution and explicit coupling.
Figures 6.12 shows the comparison between experimental data and nu-
merical results using the one dimensional DG code. The surface temperature
predicted by the 1D numerical tool underestimates the temperature measured
experimentally. This difference in the surface temperature for both tests might
be explained by the uncertainty of some parameters such as the emissivity or
the catalicity at the wall. This will be further investigated in the next chapter.
The computation of the recession rate under-estimates the value measured ex-
perimentally. This can be directly linked to the computation of the B′ tables
and shows the limits of such transfer coefficients approach in this case. Ad-
ditional experimental data, such as thermocouples measurements, would be
useful in the future to compare the in-depth temperature profile.
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6.5 Conclusions
The development of a one-dimensional numerical tool to solve in-depth ther-
mal response has demonstrated the implementation challenges and the ca-
pability of a discontinuous Galerkin method to simulate this type of prob-
lem. The splitting of the equation, the use of super time stepping and implicit
schemes have proved to be efficient and robust. The code has been verified on
several test cases and the reproduction of an experiment has shown the limits
of the model implemented. The code can be loosely coupled to a CFD solver
to remove the hypothesis made at the ablative wall. This will be presented in
Chapter 7.
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LOOSELY COUPLED APPROACH
This chapter is an extended version of the proceeding done for the NASA Ames sum-
mer program [194]. The chapter presents a loosely coupled approach to simulate the
material response of a high enthalpy flow. It describes the coupling procedure between
the material code presented in Chapter 6 and a CFD solver. This chapter investigates
also the rebuilding of a Plasmatron experiment. The coupling work was done in close
collaboration with A. Turchi during the NASA summer program 2014. The author
would like to thank especially N. Mansour for hosting him at NASA during summer
2014 as well as the FNRS for the travel funds.
7.1 Introduction
As explained in the literature review conducted in Chapter 1, the macroscopic
modeling of a TPS response to a high enthalpy environment can be divided in
four main categories that are recalled here for convenience; i) flow solver ap-
proach using ablative boundary conditions; ii) material response code using
simplified boundary conditions; iii) loose coupling procedure using a mate-
rial and a flow solver; iv) strong coupling procedure where both material and
flow are solved together. When solving the flow and the material, the coupling
can be performed by using two distinct solvers designed to compute the solid
and the gas-side of the problem [27, 50] (weak coupling) or by directly de-
veloping a unified numerical tool capable of computing the flow through the
material accounting also for in-depth ablation of the material fibers (strong
coupling). The integrated approach (also referred as fully coupled approach)
has been investigated in Chapters 2, 4 and 5. The advantages of developing
the last methodology have been demonstrated but a weak coupling procedure
can also present some benefits. Indeed, separating the solution of the material
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and the flow allows for a more efficient development for each part of the prob-
lem; for example taking advantages of the different time scale for the problem.
This chapter shows the development of two coupling procedures and the
investigation of a validation test case. The loosely coupled approach is based
on two separate solvers. The first tool is the material response code developed
within this thesis and described in Chapter 6. The second code is a CFD tool
using a quasi one dimensional approach to solve the steady state of the flow
along the stagnation line. The flow solver has been developed first by Munafo`
[158] and extended by Turchi [225].
7.2 Loose coupled approach
7.2.1 Numerical tools
The stagnation line code is a pseudo one dimensional code developed origi-
nally at the von Karman Institute by Munafo` [158]. The solver has been ex-
tended by Turchi [225] to treat ablative wall boundary conditions. The devel-
opment state of this tool allows for CFD steady-state simulations of the flow
along the stagnation-line of a pyrolyzing carbon-based material. The bound-
ary conditions account for the injection of both the products of the hetero-
geneous surface reaction (ablation) and the in-depth material decomposition
(pyrolysis). As for the one dimensional code described in Chapter 6, the stag-
nation line code is a stand alone tool with simplified boundary conditions at
the gas-material interface. The model is based on the following hypotheses:
• the interaction between the material and the impinging flow takes place
only on the surface (no volumetric ablation);
• surface mass and energy balances are applied to compute the mass blow-
ing rate and the material surface temperature;
• the steady-state ablation approximation is considered to approximate
the conductive heat flux through the TPS in order to close the surface
energy balance.
• the steady-state ablation approximation allows the evaluation of the py-
rolysis mass flow rate as a fixed portion of the mass blowing rate (i.e., at
steady state the recession of the surface and that of the char line proceed
at the same speed, so the char layer thickness is a constant value);
• the pyrolysis gas has a pre-fixed elemental composition and it is injected
in equilibrium at the actual surface condition (pressure and tempera-
ture).
The surface balances over the pyrolyzing ablative material are as follows:
(ρi u)w +
(
ρi u
d
i
)
w
= ω˙iw + ω˙ig , (7.1)
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λw
∂T
∂r
∣∣∣∣
w
−
Ns∑
i
(
hi ρi u
d
i
)
w︸ ︷︷ ︸
qconv
+m˙c (hc − hw) + m˙g (hg − hw)
− σξw
(
T 4w − T 4∞
)︸ ︷︷ ︸
qrad
= qcond, (7.2)
where the subscripts g, c, and w indicate the terms that belong to the pyrol-
ysis gas, the char material and the gas-surface interface, respectively. Equa-
tion (7.1) is the species surface mass balance (i = 1, Ns). This mass balance is
equivalent to the one described in Chapter 6 and Fig. 6.2 represents a sketch
of it. In Eq. (7.1), the species convective flux (ρi u) due to the non-zero surface
velocity is caused by the material recession that injects mass in the system
(blowing). The other terms are the diffusive flux generated by the concentra-
tion gradient (ρi udi ), the source term due to all the surface reactions involving
the ith species (ω˙iw =
∑Nr
i ω˙
r
iw
) and the pyrolysis gas injection (ω˙ig ).
In the surface energy balance, Eq. (7.2), qconv is the convective heat flux,
qcond is the solid heat conduction in the material, h is the enthalpy, and the
last term of the left hand side is the radiative heat flux. Note that the radiative
heat flux accounts only for the re-radiation from the hot surface. Again the
sketch of the energy balance is shown in Chapter 6 (see Fig. 6.3). To close the
surface balances the computation of the surface source terms due to the het-
erogeneous surface reactions have to be computed (m˙c). The stagnation line
code uses a finite rate chemistry model to compute the heterogeneous produc-
tion terms. Data from Park [173] are used and the considered reactions are the
following: two oxidation reactions (Cs + O→ CO, and 2Cs + O2 → 2CO), one
nitridation reaction (Cs + N→ CN), and one sublimation reaction (3Cs → C3).
7.2.2 Coupling procedures
The transfer coefficient approach described in Chapter 6 is the most used ap-
proach to compute the material transient heating in the absence of more accu-
rate boundary conditions computed by a CFD solver. Similarly, when running
the stagnation-line code alone, one has to assume simplifying hypotheses and
consider the heat conduction through material to be at steady state in order to
close the surface energy balance (Eq. (7.2)). Using both tools together, the ap-
proximations needed in these two decoupled approaches can be eliminated.
The solution computed by the stagnation-line code can be used to feed the
material boundary conditions and vice versa.
Several techniques have already been proposed to couple the solution of
the flow field and the material response. These are usually distinguished in
two categories depending on whether or not the solid and the fluid side of
the problem are solved simultaneously. The integrated approach presented in
Chapter 2 is part of the first category. In these methods, the transients of both
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the flow field and the material are solved by marching together in time. With
this type of approach, the different time scales of the solid- and fluid-phase
phenomena will force the material time steps to be smaller than effectively
needed. In the loosely coupled approach, two separate tools can be used in-
dependently to solve the two sides of the problem and the exchange of the
boundary information can be performed only at defined time steps. Typically,
thanks to the difference in the time scales, the CFD solver is run to compute
a steady-state solution, whereas the material solver performs a transient sim-
ulation to track the evolution of the temperature field inside the solid phase.
The loose coupling approach is more flexible than the integrated approach
and it is largely used in the open literature [49, 5]. Throughout the years, sev-
eral implementation choices have been presented. The difference in between
loose coupling strategies, lies in the parameters that are exchanged between
the codes and in the coupling algorithm definition. A handler script, responsi-
ble for running the two codes and ensuring the data exchange between them,
has been conceived and implemented. Details on the coupling algorithm are
given in the following.
Explicit Coupling
The technique proposed by Chen and Go¨kc¸en in [49] was chosen for its ease of
implementation considering the discretization scheme of each code. The total
test time is divided in a serie of macro time steps and the general logic that
applies to each of these steps is as follows:
1. the material code solves the transient simulation during a defined macro
time step;
2. the temperature of the wall and the total recession are given to the stag-
nation line code which updates the CFD domain size and computes the
steady state solution for these conditions;
3. the computed convective heat flux and mass blowing rate are exchanged
with the material code for the next step.
In short, the mass balance, Eq. (7.1), is solved by the CFD solver while the
energy balance, Eq. (7.2), is solved by the material code at every internal time
step. Figure 7.1 summarizes the different steps. In such a coupling algorithm,
each macro time advancement is performed through a full material-code sim-
ulation that is run assuming a constant convective heat flux and mass blow-
ing rate. The boundary conditions of the material code are therefore assigned
piecewise constantly over time. The first material code simulation is the only
exception in this procedure and it is run assuming cold wall conditions and no
ablation. Obviously, attention should be paid in the definition of these macro
time steps in order to avoid the onset of instabilities in the procedure.
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Figure 7.1: Explicit coupling strategy.
Implicit Coupling
A natural evolution of the previous approach is to upgrade the piecewise con-
stant boundary values exchange between the two codes to a piecewise linear
one. This approach follows the idea of Chen and Go¨kc¸en [50] to improve
the standard explicit coupling. The information-passing sequence and the ex-
changed parameters are unaltered with respect to the previous algorithm, but
a loop is added to account for a time varying convective heat flux. At each
macro time step, the stagnation-line code is run a first time to compute the
initial guess of mass blowing rate and convective heat flux (as it is done in the
explicit coupling). Then, instead of directly using these values as boundary
conditions for the next macro time step, they are linearly interpolated with
those computed at the end of the previous macro time step. The time varying
boundary condition is assigned to the current material simulation. After, the
new computed wall temperature is compared with the previous guess and the
loop is repeated until convergence is reached. This convergence criterium is
defined such as the temperature difference between two subsequent iterations
is less than a predefined value (see Fig. 7.2). This technique should improve
the accuracy and the stability of the coupled simulation for a defined set of
macro time steps, in particular when dealing with time-varying free stream
conditions (e.g., full trajectory calculation).
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Figure 7.2: Implicit coupling strategy.
7.3 Rebuilding of Plasmatron experiments
The replication of an experiment conducted by Helber [99] in the VKI Plas-
matron is considered. The test conditions are identical to the one proposed in
Chapter 6 and summarized in Table 6.1.
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Figure 7.3: Comparison between experimental data, material code only solution, CFD
only solution and explicit coupling.
Test P5 is used as the baseline test case. Figure 7.3 shows the compar-
ison between the three different methods to rebuild the experiment: using
the CFD code only, using the material code only, or performing the explicit
coupling. The two transient solutions were computed either by using only
the material code with the transfer coefficient approach or running a coupled
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CFD/material simulation. The steady-state solution was obtained by using
the lone stagnation-line code with the steady-state ablation approximation.
As seen, the wall temperature evolution computed by the material code using
the transfer coefficient approach agrees well with that obtained using the cou-
pled strategy. In Fig. 7.3(b), the total recession computed by the material code
alone differs from the other two, which are closer to experimental data. Also,
it is worth noting that, for this particular test case, the stagnation line code
alone gives already satisfactory results. However, the critical drawback of this
approach is that the transient or the material in-depth temperature field are
not captured.
7.3.1 Comparison between explicit and implicit coupling
The test case presented in Section 7.3 is used to compare the explicit and im-
plicit schemes. Figure 7.4 shows the difference between the two schemes in
terms of wall temperature and temperature field inside the material. The ad-
vantages of the implicit scheme in terms of accuracy are negligible in this case.
The two simulations show a difference of 4 K on the wall temperature at the
end of the transient. As a matter of fact, the piecewise linear boundary con-
dition assigned to the material code did not improve the solution obtained
with the computationally cheaper explicit approach. However, it is worth
noting that the free-stream conditions of the Plasmatron test are constant over
the test duration. Therefore, the perfect agreement between the two coupling
strategy cannot be considered more than a direct consequence of the test con-
ditions. As a proof of that, when applying the implicit coupling algorithm,
two steady-state CFD simulations were always sufficient to satisfy the cho-
sen convergence criteria of 5 K difference between two subsequent iterations.
With this in mind, only the cheaper explicit coupling is used for the following
sensitivity analysis. It is proposed in the perspectives of this work to run other
tests with pyrolysing materials. The unsteady effects for pyrolysing material
can help showing the need for a coupling strategy.
7.3.2 Sensitivity analysis
The differences observed in Fig. 7.3 between the numerical results and the ex-
perimental data might be explained by the uncertainty on several parameters.
Within this section, the effect of four different material properties are investi-
gated. The first two are in depth properties: thermal conductivity and density.
The last two influence mostly the surface energy and mass balance: emissiv-
ity and catalycity. Their influence on the wall temperature, total recession, and
temperature field within the material is studied.
Thermal Conductivity
Thermal conductivity has a strong impact on the heat transfer through the
solid material in the transient phase. This, together with its objectively dif-
ficult characterization due to the complex porous structure of light ablators,
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Figure 7.4: Comparison between implicit (dashed) and explicit (solid) coupling. The
internal temperature is shown for increasing time in second {0.01, 0.05, 0.1,
0.2, 0.3, 0.5, 0.8, 1.0, 1.5, 3.0, 5.0, 8.0, 12.0, 18.0, 25.0, 30.0} corresponding to
the exchange time in between the two codes.
justifies it as an interesting uncertainty to investigate in the sensitivity analy-
sis. The thermal conductivity provided by the manufacturer of Calcarb [149]
varies by a factor of two, depending on the type of measurements (laser dif-
fusivity measurement or hot plate technique). Moreover, the range of temper-
ature given is not sufficient to cover the experimental temperature range for
the Plasmatron experiment and required data to be extrapolated in the base-
line analysis. A simulation using TACOT conductivity is run to investigate
the effect of this parameter on the final results. The evolution of the different
thermal conductivities with respect to the temperature is shown in in Fig. 7.5.
The influence on wall temperature, recession and in-depth thermal response
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Figure 7.5: Thermal conductivity with respect to temperature. Measured data [149]
(two different measurement techniques) and charred TACOT thermal con-
ductivity from [122] are compared.
are shown in Figs. 7.6-7.7. As expected, the conductivity influences mainly
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the temperature field inside the material without really impacting the surface
quantities. It is worth reminding that, theoretically, the thermal conductivity
value can have an impact on the surface values during the transient, however
the strong heating rate of the present test case seems to nullify this effect. In
the future, it would be interesting to have thermocouple data inside the mate-
rial to compare with the computed temperature field as well as analyzing test
cases with less steep heating rates.
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Figure 7.6: Surface temperature and total recession for different thermal conductivities.
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Figure 7.7: Temperature field for different time. Solid lines are the reference results,
dashed lines are the results with different conductivity.
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Density
The nominal density of the material, as reported in the manufacturer brochure
[149], is 180 kg/m3. However, analysis performed at the VKI by Helber [99]
showed substantial variations of this material characteristic for the analyzed
samples. The material density has a strong impact on the quantities of interest
of the present analysis mainly for two reasons. First, the ablative boundary
condition of the stagnation-line code returns the value of the mass blowing
rate that has to be “post processed” by the material code, using the mate-
rial density, to compute the surface recession rate. Secondly, the density has
a direct impact on the thermal diffusivity of the material, which affects the
in-depth temperature field development. According to Helber [99] a density
value of 215 kg/m3 was chosen for the sensitivity analysis. Figures 7.8-7.9
show the impact of this property on both the surface quantities and the in-
ternal temperature field. As shown, the wall temperature is not dependent
on this parameter; however, the recession is directly related to the density for
the reason explained above. The change in the thermal diffusivity affects the
temperature field inside the material by delaying its heating. Interestingly, the
effect of the density, through the thermal diffusivity, looks qualitatively differ-
ent than the effect of the thermal conductivity shown in Fig. 7.7. The latter
appears as a modification of the conductive heat flux because of the induced
slope change of the temperature profile, whereas the former really looks like a
delay in the thermal wave evolution represented by a shift in the temperature
profiles.
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Figure 7.8: Surface temperature and total recession for different material densities.
Emissivity
An important parameter in Eq. (6.14) is the integral emissivity of the surface.
This parameter is necessary to compute the heat lost by the surface because
of the re-radiation towards the surrounding environment. A single value,
independent on the surface temperature, is considered in the model. In the
baseline analysis, Section 7.3, the value of ξ = 0.86 was used. This value,
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Figure 7.9: Temperature field for different time. Solid lines are the reference results,
dashed lines are the results with different density.
given by Helber [99] for the material under investigation, was obtained by
combining the independent emissivity measurement of the surface tempera-
ture, made through the two-color pyrometer, with an additional temperature
measurement performed using an infrared radiometer. However, in Ref. [99]
a non-negligible spread in the computed emissivity values is shown for the
material with values down to 0.8. Furthermore, other studies pointed out that
the roughness of the surface generated and enhanced by ablation will strongly
affect the emissivity measurement [231]. Although very low values were mea-
sured in Ref. [231] for surface with different polishing levels, it is believed that
for the high surface temperature range of the present test and the rough sur-
face of the test specimen, the measured range 0.80-0.86 can be considered the
most probable for the emissivity. Therefore, an additional emissivity of 0.8
is tested and Fig. 7.10 and 7.11 show the surface quantities and the in-depth
temperature field, respectively. The effect of the reduced emissivity is evident
in the surface quantities. The emissivity value of 0.8 causes a slight increase
in the surface temperature giving excellent agreement with the experimental
data and a negligible variation in the recession. Note that experimental results
presented in [194] were not calibrated properly showing a significant differ-
ence with numerical results even with a reduced emissivity.
Catalytic Reactions at the Surface
When dealing with ablative materials, the heterogeneous reactions produce
the mass loss that has been extensively analyzed throughout the present work.
However, when a non-equilibrium mixture impinges on a surface, ablative or
not, heterogeneous atomic recombinations can take place because of the cat-
alyzing effect of surface active sites. Although these surface reactions are nor-
mally neglected when ablative surface are considered, there is no evidence
that they cannot take place. Driver et al. [73] tested a range of catalytic recom-
bination efficiencies with values as high as 0.5 to match arc-jet data. Moreover,
values different than zero for the recombination probability of atomic nitrogen
are included in the most updated gas-surface interaction models [50]. A reac-
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Figure 7.10: Surface temperature and total recession for different emissivities.
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Figure 7.11: Temperature field for different time. Solid lines are the reference results,
dashed lines are the results with different emissivities.
tion probability value of 0.05 was selected for the present analysis. Figure 7.12
shows the influence of the enabled surface catalycity on the surface tempera-
ture and recession rate. The exothermic process implies a rise of the surface
temperature which over predicts the experimental profile. Despite the tem-
perature rise of around 200 K, the surface recession is only slightly increased
as a consequence of the diffusion-limited regime of the surface oxidation in
the present condition. This small increase in the recession gives a better agree-
ment with the measured one. Figure 7.13 shows the in-depth temperature
field. The higher surface temperature produces a sensible change in the in-
ternal temperature profile. However, the differences seem to reduce more in
depth and the obtained back-wall temperature are still comparable. In previ-
ous study [194], the catalicity was flagged to be the most sensible parameter
to match experimental data. Using the calibrated data, the emissivity plays a
more important role but the sensitivity of catalicity shows that this parameter
deserves further investigation.
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Figure 7.12: Surface temperature and total recession for different catalycities.
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Figure 7.13: Temperature field for different time. Solid lines are the reference results,
dashed lines are the results with catalicity.
7.4 Conclusions
The computation of the transient behavior of ablative thermal protections when
exposed to reentry-like conditions by coupling two separate tools was com-
pleted. These solve the flow and the material side of the problem respectively
and have been coupled together by means of a boundary value information
passing procedure. Particular attention was paid in the selection of the best
coupling algorithm, and two different procedures have been selected and im-
plemented. The selected validation test case was the rebuilding of Plasmatron
experiments performed at the von Karman Institute. The computations have
shown the advantages of using a coupled approach to reproduce such exper-
iments. Among the two analyzed coupling procedures, the explicit coupling
has proven to be more efficient for the analyzed cases, while conserving the
same accuracy of the more complex implicit coupling. A sensitivity analysis
on the most probable uncertain parameters of the model was also performed.
The sensitivity analysis highlight two surface characteristic parameters to be
the most influent on quantity of interest such as the wall temperature, the re-
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cession, and the in-depth temperature distribution. The first of these parame-
ters, the surface integral emissivity of the material, has shown to have a strong
impact on the wall temperature if lower values are considered. It gives very
good agreement with experimental data. In addition, the surface catalytic effi-
ciency has shown a non-negligible influence on the wall temperature and the
recession rate. Additional experimental data, such as thermocouples measure-
ments, would be useful in the future to identify and quantify the exact role of
these parameters. Rebuilding of other plasma wind tunnel test cases would
help in both rigorously validating the coupled tools and seeing the expected
advantages of the implicit coupling.
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CONCLUSIONS AND PERSPECTIVES
8.1 Achievements
The present work constitutes, with some recent publications [145, 64], one of
the first methods capable of solving the complex response of an ablative ma-
terial and the flow field through and around the TPS in a strongly coupled
approach. The methodology is based on the volume averaging theory applied
to the reactive Navier-Stokes equations. This leads to a single set of conser-
vation laws valid in the entire domain. The material porosity is itself a vari-
able smoothed on the grid during initialization and then computed to track
the evolution of the reactive porous medium. The classical Navier-Stokes
equations are extended to treat several species as well as non-calorically per-
fect gases. The thermochemical and transport properties are obtained either
through a simplified treatment implemented in an internal library or through
a coupling with Mutation++[205]. The code accounts for homogeneous reac-
tions in the flow and heterogeneous reactions within the low density porous
material by adequate source terms. Figure 8.1 summarizes the methodology
followed in this work by showing the ablation of a carbon preform slab by air.
The integrated numerical tool is based on a multi-physics platform, Argo,
in which a separate module has been developed to treat this kind of problem.
The Argo solver is based on a high order discontinuous Galerkin discretiza-
tion which combines the advantages of finite volume and finite element meth-
ods. The implementation of new Riemann solvers gives the opportunity to
treat low Mach number flows which are typical of the applications targeted
in this work. In addition, a fully implicit solver allows to deal with the stiff
source terms introduced in particular by the chemical reactions and the pres-
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Figure 8.1: Ablation of a carbon perform slab by an air flow at Re = 200, and description
of the approach developed.
ence of a porous medium. No particular treatment is required to track the
position of the fluid/material interface. The initial high gradient of porosity
is regularized on the mesh. The evolution of the porosity can then be used to
determine a posteriori the position of this interface. The Argo platform has
been proved to be highly flexible and robust to implement complex conserva-
tion laws.
The various verification test cases have demonstrated the ability of the
code and the approach proposed to handle multicomponent reactive flows,
non-calorically perfect gases and the presence of a reactive porous medium.
The existing approaches which decouple the solution in the fluid region and
in the material are limitative as they simulate the complex gas-solid interac-
tions along an interface. These limitations are waived using the unified de-
scription. The fully coupled methodology allows for example to account for
volume ablation which can be important for low density ablative material de-
pending on flow conditions. The competition between the surface and volume
ablation phenomena has been studied in details with the Argo code by repli-
cating an experiment conducted in the NASA sidearm facility. The numerical
results have proved the need for more microstructure information and more
adequate models for the ablation of carbon fibers. Indeed, the numerical re-
sults computed with the cylindrical model proposed by Lachaud et al. [120]
have shown discrepancies with the experimental data in the surface and vol-
ume ablation balance at these experimental conditions. A simplified model
has been proposed to treat the fibers oxidation in event of pitting, for which
the existing models were shown to be inappropriate. The sinusoidal model
which treats the formation of holes at the micro-scale level has shown better
agreement with experimental results. It is a first step in the right direction to
investigate the competition between surface and volume ablation.
The development of a one dimensional thermal response code (Echion) for
a pyrolysing material using a discontinuous Galerkin scheme is the first step
towards improving the model fidelity of the multidimensional module. The
1D tool has shown very good agreement with state-of-the-art codes for a series
of test cases, demonstrating the capability of a discontinuous Galerkin method
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to simulate this problem. In addition, the investigation of interface capturing
techniques using Echion have highlighted the complexity of implementing a
sharp interface method within Argo and oriented the choice of a diffuse ap-
proach to treat the solid-gas interface. Finally, the coupling of Echion with the
stagnation line code developed at VKI has shown the challenges and benefits
of developing a loosely coupled approach. The validation of the weak cou-
pling procedure was done by the replication of an experiment conducted in
the VKI plasmatron. The sensitivity analysis conducted with the loosely cou-
pled tools has shown the main important parameters to be measured in order
to compare numerical and experimental results. The weak coupling offers a
fast approach in order to increase the model fidelity in the interface region
without the complexity of developing a fully coupled approach.
The set of tools developed in this work allows to clearly identify the main
influencing physical parameters to study in order to predict accurately the
thermal response of an ablative material. In particular, the unified approach
developed has demonstrated the importance of computing the specific surface
of the fibers and its evolution in order to predict volume ablation in highly dif-
fusive regime.
8.2 Perspectives
The fully integrated numerical approach can be considered as a first brick to
better characterize the interactions between the flow and the ablative material.
The code has been used mainly to study the volume ablation phenomenon for
carbon preform materials. Other gas-surface interactions or different types of
material can be studied with the unified tool. This section briefly reviews the
main prospects of this work. We describe the improvements on the modeling
and numerical aspects that are required to enhance the predictive capability
of the code and to increase the range of applications that can be studied. First,
we present the perspectives to improve the high fidelity models used to sim-
ulate the thermal response of low density ablative material. Then, we review
several other applications which can be investigated with the developed nu-
merical tool provided some implementations.
The use of the integrated tool together with the development of new mod-
els for fiber oxidation has lead to good predictive capabilities in the repro-
duction of the experiments conducted in NASA sidearm facility. The lessons
learnt from the numerical replications demonstrated the need for additional
experimental data to correctly model the oxidation of carbon fibers. Some sug-
gestions are provided here to increase the fidelity of the models implemented.
First, tomography and SEM images of oxidized carbon fibers in several
regimes [169] can be used to feed or improve the sinusoidal model developed
(e.g. geometric data on the size and distribution of the pits on a fiber). The
computation of the specific surface for the porous matrices at different degra-
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dation stages using tomography data can be compared with the value pre-
dicted by the models developed to correct these. The numerical results in this
work suggest that this evolution will be different depending on flow condi-
tions. Therefore, it is proposed to compare the change of the specific surface
measured using micro-tomography for several flow regimes. For example, as
suggested in Chapter 5, the replication of the plug experiment at several pres-
sure conditions could help investigating the pressure effect on the competition
between surface and volume ablation. The current implementation implies
the choice of the fiber oxidation model (cylindrical or sinusoidal) beforehand.
For now, the two models are tested and compared with experimental data
to study the most appropriate to be used but no guidelines are provided for
specific conditions. If experimental data at different conditions are available,
simulations using Argo can be performed to study the limits of each model
and to give recommendations on which is the most appropriate.
Secondly, uncertainty quantification is proposed to account for example on
the stochastic effects of the porous material. The propagation of the uncertain-
ties on material parameters would help assess the predictive capability of such
a tool. Furthermore, this work already provides the key parameters (specific
surface, intrinsic reactivity, permeability, surface emissivity, solid density) to
be investigated first.
The unified tool has mainly been used to reproduce experiments conducted
in the NASA sidearm facility. The experimental conditions are at relatively
low temperatures and low velocities and the geometry of the test cases is
rather simple (ring or plug in a tube). It is proposed to investigate the ab-
lation of carbon preform in other test conditions. In particular, we suggest to
simulate Plasmatron test cases such as presented in Chapter 6 and 7 with the
integrated tool. Figure 8.2 shows preliminary results using Argo for the abla-
tion of a carbon preform sphere in conditions similar to the Plasmatron. The
effect on the streamlines of the blowing of char material in the boundary layer
can clearly be observed. The solution of the strongly coupled approach could
then be compared with other numerical strategies (flow solver with ablative
boundary conditions, material code, loose coupling). This could help identify-
ing conditions and material properties for which an accurate reproduction of
the flow/material interaction is needed to match numerical predictions with
experimental measurements.
The 2D numerical code is not yet able to account for the thermal degra-
dation (pyrolysis) of the ablative thermal protection material. Implementing
the presence of multiple solid species will enable the code to track the de-
composition of phenol content for PICA-like material. To simulate pyrolysing
material, the model proposed by Lachaud et al. [117] can be used. In this
model, the fibers are protected by the presence of several solid species which
protect the carbon fibers. Once these layers depleted, the fibers will start to
react with the flow as described in Chapter 2. In terms of implementation,
it implies to add several solid equations and correct the computation of the
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Figure 8.2: Streamlines of the flow past a porous non-ablative sphere (on top) and ab-
lative sphere (below).
medium properties (porosity, conduction, tortuosity, etc). The test cases pro-
posed to validate the one dimensional code and the comparison with the latter
is a good start to verify such implementation. A code featuring this model to-
gether with the strongly coupled approach will be, to the author’s knowledge,
the first strongly coupled tool able to treat the flow and a pyrolysing material
in the same domain of computation.
Finally, as explained in the introduction, the transition from laminar to
turbulent flow can be triggered by the ablation process. This strong dynamic
interaction between a turbulent eroding flow and an eroded surface can -in
theory- be investigated using the approach developed. The study of abla-
tion under different flow regime has been studied experimentally by Vignoles
[229]. Its numerical reproduction can be investigated to study if the same ero-
sion pattern can be observed. The computational cost of this simulation can be
extremely high if one wants to capture roughness details on the surface of the
ablative material in 3D. The work of Cabrit et al. [37], Velghe [228] and Crocker
and Dubief [63] can be used as references to start studying this dynamic inter-
action between turbulence and erosion. In addition, the complex interaction
between turbulence and reactive flows is a topic in itself and requires a lot of
efforts to accurately model the effects of small turbulent scales on reactions
[177]. Finally, one should review the hypotheses made on the development of
the VANS equations if the flow inside the porous medium becomes turbulent
[34].
Several numerical improvements are also proposed as perspectives of this
work. First, a strong effort should be dedicated to enhance the computational
performances of solving multi-species reactive flows. The computational cost
associated to solving many species considerably reduces the numerical test
cases which can be simulated. Obviously, increasing the number of species
adds considerably more DOF Nelem×Nnodes but, also, enhances the complex-
ity of the linear system to solve. The investigation of efficient parallel imple-
mentation has to be considered in order to simulate test cases with a large
number of species and fine meshes. As suggested in Chapter 3, a splitting
method to treat the reactions terms can also help decreasing the CPU time.
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Another direction to investigate is to find a proper preconditioning of the ma-
trix to enhance the convergence of the solution for the linear system at each
time step. Finally, the solution of the Newton-Raphson algorithm can also be
helped by the derivation of an analytical Jacobian for the convective fluxes.
Colonia et al. [60] have shown a factor two in the computational time by de-
veloping an analytical Jacobian for the single component AUSM+up scheme.
The numerical tool developed here is not yet able to deal with shocks;
therefore, the simulation of supersonic and hypersonic test cases cannot be
reproduced. A separate PhD thesis has been dedicated to deal with shock cap-
turing technique in high order methods (research conducted by Verheylewe-
gen at Cenaero). The method is based on the artificial viscosity and adds dis-
sipation close to discontinuous regions in order to capture the shock without
spurious oscillations. Figure 8.3 shows the supersonic flow around a cylin-
der with the shock capturing method. The extension of this approach to the
multi-component reactive flows will enable the simulation of the whole prob-
lem including the shock. A large variety of test cases simulating hypersonic
flows with ablative materials can be found in the literature to compare with
the extended approach (see for example [51, 6, 154, 138]).
Figure 8.3: Inviscid supersonic flow of N2 around a cylinder (Ma = 3). The numerical
results are obtained using the artificial viscosity approach implemented in
Argo by Verheylewegen and Cagnone.
Finally, the implementation of the approach developed in this work in-
side the Argo platform, opens avenues for other types of applications which
can be simulated using this software. First, the variable thermodynamic and
transport properties allows to account for non-calorically perfect gases which
can be important for some applications. The internal library developed was
already used by Cagnone [38] inside the DGFluid module of Argo. The treat-
ment of multi-species flows and chemical reactions has shown that it is possi-
ble to use DGM for this type of applications. It is, for example, a first step to
simulate combustion problems with Argo. In addition, the presence of a (reac-
tive) porous medium is frequent in industrial or environmental applications.
Among these, one can cite the erosion of the soil by a river flow, the wind over
a forest canopy but also the design of a biomass reactor which has a behavior
similar to that of a TPS. Another interesting application is the study of meteor
ablation during atmospheric entry for which Dias et al. [71] propose to use
the Argo code as a basis to investigate this problem. Finally, the treatment
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of the moving boundary can be useful for other types of application such as
the erosion of airfoils in turbo machinery. Obviously, some of these applica-
tions constitute long term perspectives of this work; nevertheless, this thesis
has paved the way in several of the challenges posed by these problems to the
simulation framework of Argo.
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JACOBIAN MATRICES
The time integration chosen is based on a fully implicit solver for which a
Newton-Raphson algorithm has to be solved at every time step. The Jacobians
of the system of equations with respect to the variables have to be derived to
ensure convergence of the NR algorithm. This section shows the develop-
ment of the Jacobians for the convective and diffusive fluxes. First, it can be
observed that the non-linear dependence of the internal energy with respect
to the temperature implies that deriving the energy with respect to the tem-
perature is trivial while the inverse does not exist analytically. In addition, the
presence of the temperature and the pressure in the Navier-Stokes equations
makes the use of primitive variables very attractive. Therefore, the change
from primitive (Q = {Pi, u, T}) to conservative (U = {ρi, ρu, ρE}) should
be defined. It is written considering the perfect gas law and the definition of
total energy
Pi =
ρiRT
Wi
, ∀ i ∈ 1, Ns (A.1)
ρE = ρe+
1
2
ρ(u2). (A.2)
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where Ns is the number of species and u is the velocity vector which size de-
pends on the dimension of the problem. The conversion matrix can be written
∂U
∂Q
=

∂ρi
∂Pj
0
∂ρi
∂T
∂ρu
∂Pj
∂ρu
∂u
∂ρu
∂T
∂ρE
∂Pj
∂ρE
∂u
∂ρE
∂T

, (A.3)
with the terms
∂ρi
∂Pj
= δij
Wi
RT
, (A.4)
∂ρi
∂T
= −PiWi
RT 2
, (A.5)
∂ρu
∂Pj
=
Wj
RT
u, (A.6)
∂ρu
∂u
=
Ns∑
i=1
PiWi
RT
, (A.7)
∂ρu
∂T
=
Ns∑
i=1
−PiWi
RT 2
u, (A.8)
∂ρE
∂Pj
=
Wj
RT
ej(T ) +
Wj
RT
u2
2
, (A.9)
∂ρE
∂u
=
Ns∑
i=1
PiWi
RT
u, (A.10)
∂ρE
∂T
=
Ns∑
i=1
PiWi
RT
dei(T )
dT
+
Ns∑
i=1
−PiWi
RT 2
(
ei(T ) +
u2
2
)
. (A.11)
For the derivation of the Jacobians for convective and diffusive fluxes, the
expressions are given without limiting the general scope for one-dimensional
cases. The extension to multi-dimensions is direct from the following expres-
sions. The inviscid flux F c and diffusive fluxes F d are written as
Fc =
 ρiuρuu+ P
ρHu
 (A.12)
Fd =

Di,mWi
P
RT
∇Xi − Yi
∑Ns
k=1Dk,m
Wk
W
P
RT
∇Xk
µτµ
(µτµ) · u+ λ∇T − ρ∑Nsi=1 hiYiVi
 (A.13)
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where τµ =
(
(∇u+∇ut)− 23∇ · uI
)
and the diffusion flux is
Ji = ρYiVi = −Di,mWi P
RT
∇Xi. (A.14)
The Jacobians of Eq. (A.12) and (A.13) are derived in Eq. (A.16) and (A.17).
The implementation inside the Argo code has been verified against a finite
difference method. Note that the expression for the Jacobian of the mass dif-
fusive flux in Eq. (A.17) is given without the Ramshaw correction which can
be easily derived since it is the weighted sum of the Ji. In the Jacobian of the
diffusive flux, the derivative of the species diffusion flux is given as
∂Ji
∂Q
=

−∂Di,m
∂Pj
(
Wi
RT
)
P∇Pk − Pk∇P
P
+Di,m
Wi
RT
(
δi,jP∇P − Pi∇P
P 2
)
0(
−∂Di,m
∂T
PWi
RT
+Di,m
PWi
RT 2
)
∇Xi

(A.15)
Note that the transport properties (mass diffusivity coefficient, viscosity
and conductivity) are dependent on the mixture composition and the temper-
ature. Currently, the derivative of the transport properties is computed by
finite difference. An analytical evaluation of these terms can improve both the
convergence and the computational cost of the method.
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SHARP INTERFACE METHODS FOR DGM
Using a one domain approach to treat the bulk flow and the ablative (porous
or non-porous) material requires the numerical treatment of an immersed
moving boundary problem. This appendix reviews the efforts and investi-
gates several techniques to treat the high gradients/discontinuities at an im-
mersed interface. The investigations have been focused on the study of one
dimensional problems with concerns about extending this to multi dimen-
sions.
To treat the moving boundary problem, two main categories of methods
exist represented in Fig. B.1. On one hand, the interface tracking technique
uses a body fitted mesh that should be updated with the solution and on the
other hand an interface capturing method does not require the internal bound-
ary to conform with the mesh (embedded geometry).
A body fitted mesh technique presents many limitations for multidimen-
sional problems, since the mesh movement can seriously degrade mesh qual-
ity in cases of non-uniform material recession. Furthermore, remeshing can
be time consuming and quite complex depending on the shape of the inter-
face. Therefore, the effort focuses on interface capturing techniques which do
not require the meshes to follow the interface. The next section reviews sev-
eral methods to solve embedded geometries. A detailed investigation about a
family of methods thought to be a good candidate is proposed in Section B.2.
The challenges of implementing this kind of approach within a DG framework
are studied.
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Ω1
Ω2
(a) Interface tracking
Γ
Ω*
(b) Interface capturing
Figure B.1: Comparison between interface tracking and interface capturing techniques.
The notations used throughout the text are shown.
B.1 Review of main embedded approaches
A large number of physical problems involves moving boundaries: crack prop-
agation in solid mechanics, conduction in composite layers, fluid-structure in-
teractions, non-miscible flows simulations, etc. The treatment of this kind of
problem with unfitted grids has gathered the attention of the CFD community
leading to numerous and various techniques to handle the presence of an im-
mersed interface.
First, the representation of the embedded geometry should be tackled. The
main methods are
1. Lagrangian: these methods use particles to explicitly track the move-
ment of the interface and localize it. The interface is therefore discretized
by the set of markers [97].
2. Eulerian : this approach uses the advection of a scalar to describe im-
plicitly the position of the interface. The latter is reconstructed based on
this scalar field. Volume of Fluid (VOF) [103] and level-set methods are
the most popular approaches within this category [208].
Secondly, the boundary conditions at the interface can be implemented dif-
ferently. Several classifications can be done on these methods and the reader
is referred to the thesis of Quan [182] for an example based on whether the
mathematical model, the discretization scheme or the grid is modified. How-
ever, all these techniques can be roughly divided in diffuse and sharp interface
methods with respect to the numerical evaluation of the discretized equations.
1. Diffuse techniques, such as the immersed boundary method proposed by
Peskin [174] or the Continuum Surface Force (CSF) model developed by
Brackbill [32] , smooth the discontinuity over a transition region. Due to
this regularization, the method obviously is easy to implement, but on
the other hand, it implies a loss of accuracy near the surface.
2. Sharp interface methods modify the stencil of the numerical scheme lo-
cally, and can thereby - in theory - keep the convergence order of the
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method even in the vicinity of the interface. Of the several variants in
this last category, both the immersed interface finite element (IFEM) tech-
nique [132] and the eXtended Finite Element Method (XFEM) [19] were
investigated.
Because of the attractive advantages of keeping the high-order conver-
gence near the interface, sharp interface methods were first investigated to be
implemented within the DG framework. This is described in the next section.
B.2 Description of two sharp interface approaches
The idea of a sharp treatment of discontinuities inside an element seemed to
be very promising to conserve the high order accuracy of DGM. This section
summarizes the effort undertaken to evaluate the challenges of implementing
this kind of approach within DGM. In particular, the IFEM technique and the
XFEM were implemented and compared in the 1D Echion code.
B.2.1 Immersed Finite Element Method
Immersed interface methods were first proposed by Li and Ito [133] for finite
difference discretization and extended after for finite element schemes [132].
The IFEM technique consists in modifying the shape functions associated to
the elements crossed by the interface. The solution can therefore be approxi-
mated as
u(x) =
p∑
i=0, if Ωe /∈Ω∗
Uiζi(x) +
p∑
i=0, if Ωe∈Ω∗
Uiλi(x), (B.1)
where λi are the modified shape functions built considering the jump condi-
tions of the solution. The set of elements (Ωe) that are cut by the interface are
noted Ω∗ (see Fig. B.1). The major advantage of IFEM is that no additional
unknowns are introduced. For a first order approximation, the new basis
functions can be easily computed in one or two dimensions (see Fig. B.2).
However, despite recent efforts conducted by Adjerid et al. [2] to extend this
method to high-order approximation in 1D cases, the main drawback of IFEM
remains that it seems difficult to find high-order basis functions for multidi-
mensional problems.
B.2.2 Extended finite element Method
The extended finite element method developed by Belytschko [19] extends the
basis functions and enriches the nodes disturbed by an interface.
u(x) =
p∑
i=0 , ∀Ωe
Uiζi(x) +
p∑
i=0, if Ωe∈Ω∗
Ai (ζi(x) ·Ψ(x)) , (B.2)
where ζi(x) are the standard shape functions and Ψ(x) is the enrichment func-
tion that depends on the type of discontinuity to be represented (a priori
184 APPENDIX B. SHARP INTERFACE METHODS FOR DGM
0.5 0.6 0.7 0.8
0
0.2
0.4
0.6
0.8
1
B
as
is
fu
nc
ti
on
s
Mesh
Figure B.2: Modification of the first order basis functions in IFEM to account for the dis-
continuity inside an element in 1D. Dashed lines are the usual first order
Lagrange polynomial functions, solid lines are the modified shape func-
tions accounting for the discontinuity.
known). The Ai are the additional unknowns to be computed. This method
was proposed initially to solve crack propagation problems but was applied
successfully to other problems with discontinuities such as multi-phase prob-
lems, shocks, fluid-structure interaction, etc [1, 20, 56, 87]. Readers are referred
to Fries and Belytschko [82] for a comprehensive review on XFEM. The main
disadvantage of this method lies in the variable number of degrees of free-
dom per node which may lead to important problems of implementation due
to data structure changes. However, the extension to high order is simple
even for multidimensional cases and therefore XFEM was coupled with the
DG code to model a non-smooth solution independently of the mesh.
B.3 Challenges of sharp interface methods
Applying sharp interface approaches to DG raises different issues mainly re-
lated to the discontinuous character of this kind of methodology (enrichment
strategy, numerical integration, temporal integration and extension to multi-
dimensional problems). Although the challenges are faced by the two meth-
ods discussed (IFEM, XFEM), this section is focused on XFEM which seemed
to be the most appropriate approach. The following section describes briefly
these issues and how they were addressed in the one dimensional code.
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B.3.1 Enrichment
The nodes and the shape functions space associated to the elements crossed
by an interface need to be enriched for XFEM. The enrichment function is cho-
sen according to the type of discontinuity to be represented and is therefore
dependent on the location of the discontinuity. Usually, a level-set function is
used to track the position of the interface and to build implicitly the enrich-
ment function. The type of discontinuity to model can be categorized as weak
or strong, depending on whether the solution presents a kink or a jump across
the interface. A typical example of a weak discontinuity is the heat conduction
through a multi-material sample with different heat diffusivity. While a heav-
iside or a sign function of the level-set can be chosen to represent a jump in
the solution, the absolute value of the level-set is often used to model a weak
discontinuity
Ψstrong = H(φ(x)) =
{
0 : φ(x) ≤ 0
1 : φ(x) > 0 (B.3)
Ψweak = |φ(x)| , (B.4)
where φ(x) is the level-set function. For convenience, the solution in the en-
riched element can be written
u(x) =
2p+1∑
i=0
U¯iζ¯i(x), (B.5)
where ζ¯i(x) is the enriched basis composed of {ζi, ζi · Ψ}. To extend this to
high-order, a simple strategy consists in using higher order shape functions
(ζi). However, to ensure high order accuracy, the numerical integration must
be defined carefully to account for the interface position (see discussion be-
low). Finally, it is worth mentioning that for a classical finite element method
coupled with XFEM, an element can be categorized in three sets depending
whether all, none or part of its nodes are enriched. The last category is called
blending elements which need special treatment to ensure convergence. How-
ever, in a DG framework each element is separated and therefore this avoids
partial enrichment.
B.3.2 Numerical integration challenges
For a sharp interface technique, the basis functions are no longer continuous
inside some elements. Therefore, the numerical integration has to be adapted
to compute volume integral in the variational formulation. For a one dimen-
sional case, the element crossed by the interface is divided in several segments
where Gauss-quadrature are defined. For multidimensional cases, the shape
of the interface has to be taken into account. This problem for curved interface
is common for both IFEM and XFEM and several papers addressed this chal-
lenge (Cheng and Fries [55] ,Legrain et al [130]) and it will be briefly discussed
when dealing with the multidimensional extension.
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B.3.3 Time integration challenges
The time advancement strategy requires special consideration in XFEM [83]
due to the time dependance of the enrichment function. Indeed, the Ψ func-
tion depends on the location of the discontinuity and when implementing
time stepping schemes the shape functions have to be evaluated at different
time levels. For a backward Euler scheme, the weak form can be written,∫
Ω
un+1ζ¯n+1 −
∫
Ω
unζ¯n+1 = ∆t
∫
Ω
∂
∂x
(
µ
∂un+1
∂x
)
ζ¯n+1, (B.6)
where the right hand side should be discretized using the interior penalty
method described in Section 3.2. According to Fries and Zilian [83] , the test
and trial functions have to be chosen at the same time levels to be consistent
with the nodes enriched and the associated functions. Consequently, the sec-
ond term in equation (B.6) is the integral of functions at different time steps.
The quadrature must consider the location of the two discontinuities to keep
the convergence properties of the method. The numerical integration is there-
fore more complex for moving interface problems especially for multidimen-
sional cases (see Fig. B.3).
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space
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Figure B.3: Enrichment of the node belonging to the element crossed by an interface.
Due to the dependance of the enrichment function to the interface location,
integrands might have a double discontinuity inside one element
B.3.4 Extension to multidimensional problem
The challenges discussed previously are enhanced when dealing with multi-
dimensional problem. Indeed, in 2D(3D) the interface is a curve(surface) and
its curvature should be accounted for in the numerical integration. The chal-
lenges for the time discretization scheme are even more complex. Figure B.4
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summarizes the major techniques that can be found in the literature to inte-
grate on a 2D triangular element. Four main methods are briefly discussed:
the piecewise reconstruction of the interface, the regularized method, the high
order reconstruction and moment fitting method.
Figure B.4: Major numerical integration techniques for a discontinuous solution on a
2D mesh. The integration on the quadrangle part is shown.
Piecewise linear approach
It is the easiest approach for which the interface is reconstructed linearly. To
increase the accuracy, the element can be subdivided using tree algorithms
[215] leading to a piecewise linear representation of the interface. This method
is robust and easy to implement but needs the definition of a quadrature on
sub-elements with refinement algorithms. In addition, at most second order
convergence can be reached. Figure B.5 taken from [130] shows the descrip-
tion of the interface using a (piecewise) linear approximation.
Figure B.5: Piecewise linear reconstruction of the interface. Efficient and robust tree
algorithms can be developed to divide the polytope in subelements and
increase the accuracy of the interface representation. Figure taken from
Legrain et al. [130]
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Regularized approach
The regularized approach uses the definition of a smooth function to repre-
sent the discontinuity on the interface. Figure B.6 shows an example using a
Heavyside function. The value of this function is one in part of the element
and zero in the other region. The regularized method uses a standard quadra-
ture rule and is very easy to implement however, only low order convergence
can be reached and the accuracy is highly dependent on the smeering region
defined.
0
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Figure B.6: Regularized approach, a color function is defined on the quadrangle ele-
ment in this case. The function is zero everywhere except in the region to
be integrated. A smooth transition region is defined across the interface.
High order reconstruction
In this technique (see Fig. B.4(c)) proposed by Cheng and Fries [55] , the in-
terface is approximated by a high order polynomial function. Therefore, the
element is divided, as for the piecewise linear approach, in sub-elements but
in this case, the subelements are sharing a curved edge. The quadrature is
defined on these degenerated sub-elements. For a triangular mesh for exam-
ple, the element can always be cut in a triangle and a quadrangle with one
curved edge (see Fig. B.7). A degenerated reference element with an edge of
the same order as the representation of the level-set function is defined. The
volume integral can therefore be computed using the projection of Gauss Leg-
endre points on the element using the mapping defined previously. Figure
B.7 shows the reference element used for the integration on the triangle and
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quadrangle part respectively. To define this mapping, the approach requires
the knowledge of the location of the nodes on the interface and some efficient
techniques proposed by Huerta et al.[106] are proposed in the literature. This
high order reconstruction seems to have interesting properties regarding the
accuracy and convergence of the method. However, generalizing this method
to 3D requires to identify all sub-elements that appear when cutting a refer-
ence element which may become quite complex.
Figure B.7: High-order reconstruction for curved interface. The interface is approxi-
mated by a second order polynomial and the quadrature points are defined
on degenerated reference elements.
Moment fitting
The moment fitting method is proposed by Muller [157] and keeps the same
quadrature points but reevaluates the weights. In short, the method is based
on the generic strategy to define quadrature rules where the system

f1(x1) . . . f1(xN )
. .
. .
. .
fN (x1) fN (xN )


w1
.
.
.
wN
 =

∫
Ω
f1dΩ
.
.
.∫
Ω
fNdΩ
 , (B.7)
is solved to define the weights wi and the nodes xi. The method proposed by
Muller [157] keeps the traditional Gauss-Legendre points xi but redefine the
weights solving Eq. (B.7) by approximating the right hand side. For an ele-
ment crossed by the interface and divided in two polytopes A and B, Muller
has shown that the domain integral in Eq. (B.7) of a sub-element can be ex-
pressed based on the integral of the edge of this polytope if one chooses ap-
propriate fi. Therefore, this hierarchical approach approximates an integral
of the polytope A by computing the integral on the edge ∂A. This elegant
methodology is very easy to implement and it can be applied to any type of
element. However, this method requires the solution of a system at each time
step to redefine the weights.
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Comparison
The integration methods were implemented in a Matlab code and compared
on a simple test case. For this test case, the surface of an embedded circle in 2D
is computed using the several methods. A level-set function defines the circle
boundary which does not conform with the mesh (see Fig. B.8). The conver-
gence error on the computation of the inner area is shown in Fig. B.9 for each
method. It was found that, although the technique of Cheng and Fries [55]
gives the lowest errors, the convergence of the moment fitting technique was
comparable. In addition, this last method is way easier to implement and the
extension to 3D cases is straightforward. Therefore, this numerical integration
method seems the most promising for a multidimensional implementation.
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Figure B.8: Test case used to compare the accuracy of the four integration methods pre-
sented. The inner surface of a quarter of a circle is computed and compared
with the exact area.
B.4 One dimensional implementation
To evaluate the challenges of implementing this kind of technique within the
multidimensional tool Argo, XFEM was first implemented in the one dimen-
sional DG code and simple test cases have proved the validity of the method.
Two test cases are described. First, a non-moving interface case is used to
verify the convergence order of the method. Secondly, a moving interface
problem is treated and compared with a finite difference code using a regular-
ization method.
B.4.1 Steady interface
The first test case is the diffusion of a sine function with a discontinuous dif-
fusivity not conforming with the mesh. The stationary solution can be eval-
uated analytically and used as reference solution. Figure B.10(a) shows that
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Figure B.9: Convergence of the error on the computation of a circle area. Comparison
between integration techniques on a triangular multidimensional mesh.
DG solution matches the analytical expression for a diffusivity ratio of 10. The
convergence analysis in the L2 error is shown in Fig. B.10(b) for p = 1. The
solution presents a kink (weak discontinuity), hence the absolute value of the
level-set function is used to build the enrichment function. Here, the alter-
native proposed by Moes et al. [151] to keep the Lagrange properties of the
enriched basis is implemented
Ψweak =
∑
i
|φi|ζi(x)−
∣∣∣∣∣∑
i
φiζi(x)
∣∣∣∣∣ . (B.8)
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(a) Stationary solution
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(b) Convergence study
Figure B.10: Diffusion of a sine function with discontinuous diffusivity at x = 0.5. The
mesh is defined so it does not conform with the interface. The results of
Echion are the solid lines, the analytical solution shown by the squares.
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B.4.2 Moving interface
The second test case deals with a moving interface to verify the time-stepping
method implemented. This example was proposed by Fries and Zilian [83] ,
and consists of the diffusion of a C∞ function defined as
u0(q(x)) =
{
exp (5 + 5q2−1 ) for q ≤ 1
0 otherwise ,
(B.9)
where q(x) = |x − 0.5|/0.2. The test case is run for different diffusivity ratios
and different velocities of the interface. The interface position is defined by
the level-set function
φ(x, t) = (xA + (xB − xA)t))− x, (B.10)
where xA and xB are the initial and final positions of the discontinuity. The
results are compared with a finite difference code which uses a smoothing
technique to represent the jump in diffusivity and a highly refined mesh to
capture the discontinuity. The results for different speed and diffusivity ratio
are shown in Fig. B.11.
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(a) Solution for xA = 0.45 and xB = 0.55
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(b) Solution for xA = 0.3 and xB = 0.7
Figure B.11: Moving interface problem for different velocities and different diffusivity
ratios. The solution is shown at time t = 1, the zoom window shows the
weak discontinuity and the comparison with the finite difference solution
(black lines).
B.5 Conclusion
The effort to treat a sharp interface method within the discontinuous Galerkin
discretization has proved the advantages of keeping a high order convergence
near a discontinuous region although it has also shown the complexity and
the numerical issues regarding the implementation of this methodology in-
side the Argo code. In order to avoid this complexity, a diffuse interface
method has finally been selected. The last approach is also more adequate
with respect to the physical modeling of the transition region chosen (variable
porosity/permeability).
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DEVELOPMENT OF A 1D SHOCKING CODE
The 1D shocking++ code solves the stationary 1D Euler equations for reactive
flows using a one temperature model. This section summarizes the develop-
ment of such system of equations, describes the code developed and presents
some verification test cases. The 1D flow solver is based on a model proposed
by Magin et al. [139] modified to account for only one temperature. Assuming
steady state the system can be written
∂Fc
∂x
= S, (C.1)
with F and S
F =
 ρiuρu2 + P
ρHu
 , and S =
 ω˙homi0
0
 . (C.2)
Manipulating the system of equation, it is possible to find an equivalent
system of ODE which can be easily solved. The mathematical development is
shown hereafter.
C.1 Mass conservation law
The sum of all source terms is equal to zero therefore, m˙ = ρu is constant. The
mass conservation law can be rewritten such as
∂ ρiρ
∂x
=
∂Yi
∂x
=
ωhomi
ρu
. (C.3)
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C.2 Momentum conservation law
Using the perfect gas law assumption and the mass conservation law, the mo-
mentum conservation can be rewritten
dP =
Ns∑
i=1
Yi
Wi
ρRdT +
P
ρ
dρ+ ρRT
Ns∑
i=1
,
dYi
Wi
(C.4)
(
ρu2
RT
− P
RT
)
∂u
∂x
+
ρu
T
Ns∑
i=1
Yi
Wi
∂T
∂x
= −
Ns∑
i=1
ωhomi
Wi
. (C.5)
C.3 Energy conservation law
Doing the same tricks for the energy equation,
Ns∑
i=1
Yicv,i
∂T
∂x
+
Ns∑
i=1
hi
ω˙i
.
ρu+ u
∂u
∂x
(C.6)
Isolating ∂u∂x and
∂T
∂x , the last two equations can be expressed as(
a b
d e
)
· ∂
∂x
(
u
T
)
=
(
c
f
)
(C.7)
with each terms defined as
a = ρu
2
RT − PRT b = ρuT
∑Ns
i=1
Yi
Wi
c = −∑Nsi=1 ω˙homiWi
d = ρu2 e = ρu.
(∑Ns
i=1 Yicv,i
)
f = −∑Nsi=1 hiω˙i (C.8)
The system can finally be expressed as
∂
∂x
 Yiu
T
 =

ω˙homi
m˙
(ec−bf)
detA
(af−cd)
detA
 . (C.9)
The shocking++ code is written in C++ and linked to Mutation++. It was
verified against the old shocking code developed by T.E. Magin and written
in Fortran [139, 142]. It takes as input the pressure, temperature composition
before the shock and the shock speed. It computes the post-shock values as-
suming first calorically perfect gas and then iterating to find the correct values
for a non-calorically perfect gas. The chemical composition is frozen through
the shock. The chemical relaxation behind the shock is computed solving the
system C.9 using an existing ODE solver provided by the Boost library 1. A
variant of the shocking++ code also provides the values at chemical equilib-
rium. The relaxation is not solved anymore but an additional loop is imple-
mented to find the post-shock values corresponding to this equilibrium. The
quantities can be compared to the one obtained at the end of the relaxation.
1http://www.boost.org
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C.4 Verification test cases
The test case compares the values after the relaxation for the shocking++ code
developed, the shocking++ code assuming chemical equilibrium and the for-
tran code developed by Magin et al. [139, 142]. The chemical relaxation of
air with 11 species after a typical shock during an atmospheric entry specified
in Table C.1 is studied. Table C.2 shows the comparison between the three
solutions, note that the history will depend on the reaction mechanism cho-
sen hence the relaxation profile are not shown here. Since the thermochemical
library in the shocking code [139] and in shocking++ are different, slight dis-
crepancies can be observed.
Table C.1: Freestream shock characteristic quantities.
X [-] P [Pa] T [K] vs [m/s]
N2/O2 5.0 300 12300
0.79/0.21
Table C.2: Temperature, pressure and velocity at the end of the chemical relaxation
behind the shock. Codes comparison for shock conditions given in Table
C.1.
Code T [K] P [Pa] vs − ue [m/s]
shocking [139] 11307.8 8256.9 699.1
shocking++ 11303.7 8257.4 698.5
shockingEq++ 11303.6 8257.4 698.5
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ANALYTICAL SOLUTION FOR A TWO
DOMAIN APPROACH
The Beaver and Joseph problem of a fluid flow on top of a permeable wall has
a steady analytical solution if we assume that the flow is fully developed. For
this analytical solution, we consider a two domain approach where the do-
main is composed of two distinct homogeneous regions separated by a sharp
interface. The equations inside the porous medium and the flow are solved
separately and appropriate boundary conditions are used at the interface. In
addition, we assume that the porous domain is semi-infinite. This problem is
depicted in Fig. D.1.
Figure D.1: Two domain approach with interface conditions to reconcile the solutions
in each part.
197
198
APPENDIX D. ANALYTICAL SOLUTION FOR A TWO DOMAIN
APPROACH
Assuming incompressible flows, the equations for each phase are
0 = −1
ρ
d〈P 〉g
dx
+
µ
ρ
d2〈uf 〉
dy2
, for y > 0, (D.1)
0 = −g
ρ
d〈P 〉g
dx
+
µ
ρ
d2〈up〉
dy2
− µ
ρκ
g〈up〉, for y < 0, (D.2)
where 〈up〉 is the superficial average velocity of the gas flow in the porous
medium (〈up〉 = g〈up〉g) and 〈uf 〉 is the superficial average in the fluid region.
Note that, in the homogeneous fluid region, there is no distinction between
the superficial and intrinsic average since the porosity is unity. The boundary
conditions are simple, we impose a non-slip velocity on the top of the channel
(y = H) and that the solution exists and is bounded in the porous medium
(limy→−∞). The conditions at the interface are more challenging to be spec-
ified. In this case, we are using the one proposed by Ochoa-Tapia-Whitaker
[165]
〈up〉|y=0− = 〈uf 〉|y=0+ , (D.3)
1
g
µ
∂〈up〉
∂x
∣∣∣∣
y=0−
− µ∂〈uf 〉
∂x
∣∣∣∣
y=0+
=
µβOTW√
κ
〈up〉
∣∣∣∣
y=0
. (D.4)
The first boundary condition implies the continuity of the superficial volume
averaged velocity at the interface. This implies that the intrinsic average will
be discontinuous at the interface. While it is obvious for flows perpendicular
through porous medium, this condition is less intuitive for parallel flows but it
is justifyied by various authors [160, 94, 164]. The development of the second
condition is theoretically described in details by Ochoa-Tapia and Whitaker
[164] and is used by several authors [21, 62, 34, 152]. This jump condition is
built on the effective shear stress. As explained in Section 2.4, the determina-
tion of the closure parameter βOTW remains an open challenge. In Goyeau
et al. [92], they provide a first analytical attempt to compute an expression
for the jump parameter by introducing a heterogeneous continuous transition
zone in the interface region. This approach is also used by Chandesris and
Jamet [43]. In addition, in Ref. [43], the authors provide a rigorous develop-
ment of the interface boundary conditions and a comparison between every
model. The discussion on which interface conditions to use is beyond the
scope of this thesis. In this appendix, we will develop the analytical solution
for a general case and use the Ochoa-Tapia-Whitaker conditions. We will as-
sume that βOTW is given. It can be considered to be zero as in [21], it can be
computed through direct numerical simulations as in Ref. [34], it can be fitted
on experimental data [165] or an explicit relation can be used as proposed in
Ref. [92, 44].
Porous medium
To solve the ordinary differential equation of second order, the particular so-
lution is
〈up〉part = −κ
ν
dP
dx
, (D.5)
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where P = 〈P 〉gρ and ν is the kinematic viscosity. The homogeneous solution
can be written
〈up〉hom = A exp
(√
g
κ
y
)
+B exp
(
−
√
g
κ
y
)
. (D.6)
The existence of a bounded solution in limy→−∞ implies B = 0 leaving one
parameter to be determined based on the interface conditions. Therefore, the
solution in the porous medium is
〈up〉 = A exp
(√
g
κ
y
)
− κ
ν
dP
dx
. (D.7)
Pure fluid region
Inside the pure fluid region, we integrate twice the Eq. (D.1) leading to
〈uf 〉 = 1
ν
dP
dx
(
y2
2
+ by + c
)
(D.8)
where b, c are unknowns to be determined based on the boundary and inter-
face conditions. The non-slip velocity at the top implies that c = −
(
H2
2 + bH
)
.
Interface conditions
The solution obtain for the pure fluid region and the homogeneous porous
medium is not dependent on the interface conditions chosen. To compute the
unknowns A and b in Eq. (D.7) and (D.8), we need to choose two interface
conditions. Here, using the one proposed in Eq. (D.3)-(D.4), we can find
A =
1
ν
dP
dx
g
√
κ

[
b
(
1− HβOTW√
κ
)
− βOTW√
κH
2
2
]
, (D.9)
using the second interface conditions and the second parameter is determined
using this result in Eq. (D.3)
b =
κ− H
2
2
+
√
βOTW
H2
2

√
κ

(
1− HβOTW√
κ
)
+H
, (D.10)
Non-dimensionalizing the expressions, we obtain for each region
〈up〉
− 1ν dPdxH2
=
Da− g
√
Da

[
b
H
(
1− βOTW√
Da
)
− βOTW
2
√
Da
]
exp
√
g
Da
y
H
, (D.11)
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〈uf 〉
− 1ν dPdxH2
= −1
2
( y
H
)2
− b
H
y
H
+
(
1
2
+
b
H
)
, (D.12)
where Da = κH2 is the Darcy number, and the factor b/H is written
b
H
=
Da− 12 +
√
gβOTW
2
g
√
Da

(
1− βOTW√
Da
)
+ 1
. (D.13)
The only parameters involved in the analytical solution are the Darcy num-
ber, the porosity and the closure parameter βOTW . Figure D.2 shows the av-
erage velocity profile for several porosities and Darcy numbers considering
βOTW = 0. We can observe that, as discussed in Chapter 4, the permeabil-
ity is the most important parameter for the velocity profile. A close-up view
for several porosities at constant permeability can be observed in Fig. D.3(b)
and for constant porosity with various permeability values in Fig. D.3(a). The
lowest permeability (Da = 1e−6) for Fig. D.3(b) and highest value for the
porosity (g = 0.8) for Fig. D.3(a) are chosen because carbon preform samples
of interest here have low permeability with high porosity. This shows that the
porosity has still a small influence in the interface region but negligible with
respect to the permeability parameter.
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Figure D.2: Analytical solutions for a flow on top of an infinite porous medium using
a two domain approach. The solutions are computed for several values of
the porosity and Darcy number.
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(a) Solution for constant Da = 1e−6
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(b) Solution for constant g = 0.8
Figure D.3: Close-up view in the interface region of the analytical solutions for a flow
on top of an infinite porous medium using a two domain approach.
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CODES COMPARISON
This appendix summarizes and compares the fidelity level of several codes.
The same classification as in Ref. [118] is used and the codes are divided in
three types depending on the level of fidelity used. The comparison is shown
in Fig. E.1 which details the conservation laws implemented in each ablation
code. The Table is a modified version of the one proposed in Lachaud et al.
[118] where the two developed codes (Argo and Echion) have been added and
some properties have been updated for other codes. The original version of
the table proposed by Lachaud et al. [118] compare 25 codes. In this appendix,
only three design codes (Amaryllis, CMA and FIAT3D) and four analysis re-
search tools are proposed in the table. The references used to update the re-
cent developments are given in the table. It is important to notice that most
codes are still of type II and only few (PATO, CAT, NIDA) feature higher fi-
delity models [118]. The Argo code has been added to this list even if it is not
strictly a material code. Indeed, Argo has not been used to study only the ma-
terial side but nothing prevents to fill the entire domain of computation with
a porous medium. As observed in the table, Argo is not yet able to treat the
thermal decomposition of phenolic content. With the treatment of pyrolysis
gases, Argo will be capable of simulating complex in-depth material response
with the highest fidelity (type III). This is discussed in the perspectives.
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Figure E.1: State-of-the art material response codes with their properties and compari-
son with Argo and Echion. Table adapted and updated from Lachaud et al.
[118]
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PARK MODEL TO ACCOUNT FOR
ROUGHNESS OF CARBON FIBERS
The numerical results using the cylindrical model (see Section 2.3.2) have
shown that, for some cases, the competition between surface and volume ab-
lation is not correctly predicted. In reaction limited regime, as in the flow
tube experiment [170], the fibers will exhibit pitting and not accounting for it
implies an underestimation of surface ablation. The hypothesis is based on
the fact that eroded fibers are more reactive than virgin fibers leading to an
increase of reactivity at the surface of the sample. This has lead to the devel-
opment of the sinusoidal model (see Section 2.3.2). Another model based on
Park [172] considerations for the roughness has been developed and is pre-
sented in this appendix.
To account for the TPS roughness of an aerospace vehicle, Park introduced
the surface roughness ratio Ψ[172]. For simulation at the scale of the vehicle,
the reaction rate is therefore expressed using this parameter,
keff = 1− exp (−kfΨ), if kf << 1. (F.1)
If Ψ is unity, the effective reaction rate is keff ≈ kf but for high surface rough-
ness ratio, the effective reaction rate is increased. According to Park [172], the
roughness can explain the large spread of experimental data for the reaction
rate values of graphite ablation. At the micro scale level, the same observation
holds with the fibers [95]. Therefore, instead of modifying the surface function
to treat the holes as in the sinusoidal model, the effective reaction rate can be
computed using Eq. (F.1). This model has the advantage of having only one
parameter to be tuned. In addition, a threshold on the reaction rate is easily
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defined such that in diffusion limited regime where pitting phenomenon is
absent, the effective reaction rate is not dependent of the surface roughness.
The evolution of Ψ with respect to the porosity has to be described to model
the history of the surface roughness ratio. Figure F.1 shows the three phases
model proposed here, the curve is C1 to ensure a definite Jacobian. First the
evolution of the roughness factor is described by a second order polynomial
relation from the initial radius to r1 (phase I). The value of r1 is based on ex-
perimental observation (depth of the holes in the fibers). Then, Ψ is supposed
constant (phase II) until the transition towards total depletion of the fibers
(phase III).
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Figure F.1: Surface roughness ratio (Ψ) with respect to the solid volume fraction.
Despite some advantages of this model, the sinusoidal model was pre-
ferred because of its flexibility to account for more microstructure information.
The effective reactive surface function specified in this model can be changed
to account for more precise evolution of the fibers recession or geometrical
information. In addition, using Park’s model, the evolution of the mass loss
and volume loss is strongly non-linear. This leads to difficulties to predict and
optimize the correct roughness ratio to adopt.
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REPLICATION OF THE RING EXPERIMENT
Preliminary runs investigated the ablation of a ring of carbon Preform inside
the NASA side arm facility [171]. This appendix presents the results and the
conclusions of this study. Table G.1 summarizes the experimental conditions
and Table G.2 the properties used for the numerical simulations. A diagram
of the side arm facility can be found in Fig. 5.3.
Table G.1: Summary of the flow tube test conditions [171].
Test Temperature Pressure Density m˙ Initial Solid Density
ID [K] [kPa] [kg/m3] [mg/s] [kg/m3]
b2 800 10.0 0.0433737 2.19 165.6
b3 900 10.0 0.0385544 2.19 174.5
b4 1000 10.0 0.0346989 2.18 173.1
b5 1100 10.0 0.0315445 2.19 164.8
b6 1200 10.0 0.0289158 2.21 167.3
In this preliminary study on the ring experiment, only the forward hetero-
geneous reaction C(s) + O2 → CO2 was considered on the whole range of
temperature. The reference forward reaction rate is taken from by Panerai et
al. [171].
kf = 0.087 exp (
−42400
RT
). (G.1)
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Table G.2: Summary of material properties used in the numerical simulation.
Test  κ η Initial Fiber Radius Emmissivity
ID [−] [m2] [−] [µm] [−]
b 0.9 1.367e−10 1.15 5.5 0.9
Figures G.1(a) and G.1(b) show respectively the mass loss after an hour of
exposition and the evolution with time. The surface recession is compared in
Fig. G.2 showing the oxidized profiles for the test in Table G.2.
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Figure G.1: Mass loss for the ablation of a ring with conditions given by Table G.1 and
computed with Argo and the cylindrical model.
The conclusion is the same as for the first run on the plug geometry; the
mass loss is quite well predicted (especially at low temperature) but the sur-
face recession is always underestimated. Indeed, the volume of the oxidized
ring computed numerically is higher for every test temperature than the ex-
perimental one. A closer match of the ring profile can be observed at higher
temperature but, in this case, the mass loss is over predicted. The conclu-
sion of this investigation is that some surface phenomena not captured by the
cylindrical model enhance the reactivity of the fibers close to the gas-porous
medium interface. This has lead to the development of the sinusoidal model.
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Figure G.2: Solid density profile of oxidized samples of carbon preform rings. Dashed
lines are the experimental profiles (digitized from [171]), solid lines are the
numerical results computed with Argo.
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