




















QUOTIENTS ET EXTENSIONS DE GROUPES DE RE´FLEXION
DAVID BESSIS, CE´DRIC BONNAFE´ ET RAPHAE¨L ROUQUIER
Abstract. We give a geometric description of a certain class of epimorphisms between
complex reflection groups. We classify these epimorphisms, which can be interpreted as
“morphisms” between the diagrams symbolizing standard presentations by generators
and relations for complex reflection groups and their braid groups.
1. Introduction
Dans l’e´tude des groupes de re´flexion, il est classique de conside´rer certaines classes de bons
sous-groupes (les sous-groupes paraboliques) et de bons automorphismes (les automorphismes
“de diagramme”). Nous proce´dons ici a` la de´finition et a` l’e´tude d’une classe de bons quotients.
Notre motivation originale e´tait de comprendre pourquoi les pre´sentations par ge´ne´rateurs et
relations classiques (voir les tables de [BrMaRou]) associe´es a` diffe´rents groupes de re´flexions
pre´sentent certaines similarite´s. Prenons l’exemple du diagramme de Coxeter de type F4.
Quand on en supprime la double-barre, on obtient le diagramme de Coxeter de type A2 ×
A2. En termes de pre´sentations, supprimer la double-barre consiste a` ajouter une relation de
commutation. Ainsi cette ope´ration de´crit un morphisme surjectif de W (F4) vers W (A2×A2):/.-,()*+ /.-,()*+ /.-,()*+ /.-,()*+ ։ /.-,()*+ /.-,()*+ /.-,()*+ /.-,()*+
Quelle est la signification ge´ome´trique d’un tel morphisme ? Quelles en sont les conse´quences,
en termes d’arrangements d’hyperplans, d’invariants polynomiaux et de groupes de tresses ?
Des e´pimorphismes semblables apparaissent fre´quemment entre groupes de re´flexion com-
plexes. Nous expliquons comment construire des suites exactes
1 //G //W˜ //W //1
ou` W˜ et W sont deux groupes de re´flexion complexes.
Soit W˜ un groupe de re´flexion complexe, agissant sur un espace V˜ . Dans la situation qui
nous inte´resse, G est un sous-groupe distingue´ de W˜ et l’action de W = W˜/G sur la varie´te´
quotient V˜ /G s’e´tend en une action line´aire sur l’espace tangent V a` V˜ /G en 0.
Nous montrons que W est un groupe de re´flexion sur V si et seulement si V˜ /G est une
intersection comple`te et W agit trivialement sur TorC[V ]∗ (C[V˜ /G],C).
Nous expliquons alors comment relier les degre´s de W˜ , son arrangement d’hyperplans, ses
re´flexions, ses sous-groupes paraboliques, son groupe de tresses a` ceux de W . Par exemple,
dans le cas (crucial) ou` G ne contient pas de re´flexions, l’image d’une re´flexion de W˜ est une
re´flexion de W du meˆme ordre.
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Nous abordons ensuite (partie 4) le proble`me de la classification des paires (W˜ ,G). Un des
re´sultats obtenus est le suivant: lorsque V˜ est de dimension 2 et G = {±1}, la correspondance
W˜ 7→ W induit une bijection entre les classes de conjugaison de groupes de re´flexion complexes
de dimension 2 engendre´s par des re´flexions d’ordre 2 et contenant G et les groupes de Coxeter
finis (non triviaux) de dimension au plus 3.
Nous donnons des tables de transformations e´le´mentaires entre diagrammes “a` la Coxeter” qui
permettent de de´crire re´cursivement l’ensemble des paires (W˜ ,G). Nous expliquons comment
le morphisme W˜ ։W peut eˆtre interpre´te´ comme un “morphisme de diagramme”.
Dans une dernie`re partie, nous traitons le proble`me inverse : au lieu de construire W a` partir
de W˜ et G, nous e´tudions l’existence d’un groupe de re´flexion W˜ e´tant donne´s W et G.
La classification des groupes de re´flexion complexes rece`le de nombreuses co¨ıncidences nume´-
rologiques et correspondances internes. Certaines de ces co¨ıncidences sont bien comprises.
Par exemple, certains groupes de re´flexion sont des sous-groupes paraboliques d’autres groupes
de re´flexion. D’autres co¨ıncidences sont explique´es par la the´orie des e´le´ments re´guliers de
Springer ([Sp]). D’autres encore peuvent eˆtre intepre´te´es graˆce a` la correspondance de McKay.
Le pre´sent travail permet d’expliquer un nouveau type de correspondance entre groupes de
re´flexion.
Outre le fait qu’elle permet de mieux comprendre la classification de Shephard-Todd, un
des inte´reˆts de la correspondance de´crite ici est de relier des groupes de Coxeter, dont la
combinatoire est bien connue, a` certains groupes de re´flexions complexes (non re´els) pour
lesquels des pre´sentations ne sont connues que de fac¸on empirique.
Nous de´taillons par exemple le cas du groupe exceptionnel G31 qui admet comme quotient
de re´flexion le groupe syme´trique S6, faisant apparaˆıtre une hypersurface S6-invariante remar-
quable de C5. Or, si un diagramme pour G31 est propose´e dans [BrMaRou], la question de
savoir si ce diagramme donne aussi une pre´sentation du groupe de tresses associe´ est toujours
ouverte. Ce diagramme est compatible, via le morphisme G31 ։ S6, avec la pre´sentation de
Coxeter de S6, indice qui renforce la conviction qu’il est probablement le “bon” diagramme
pour G31.
Reste bien entendu a` pre´ciser quelles proprie´te´s exactes doivent ve´rifier de “bons” diagrammes
des groupes de re´flexion complexes. Le pre´sent travail fournit une nouvelle condition de com-
patibilite´ a` inclure dans le cahier des charges.
2. Pre´liminaires
Soit k un corps de caracte´ristique nulle. Si n est un entier naturel non nul, on notera µn(k)
le groupe des racines ne`mes de l’unite´ dans k.
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2.1. Soit W un groupe fini agissant sur une k-alge`bre A. Si I est un ide´al de A, on notera WI
(ou WSpecA/I) le groupe d’inertie de I. Si χ est un caracte`re irre´ductible de W , on notera A
W
χ
la composante χ-isotypique de A.
2.2. Soit V un espace vectoriel (tous les espaces vectoriels conside´re´s seront de dimension
finie) sur k. On notera V ∗ le dual de V et k[V ] = S(V ∗), l’alge`bre syme´trique de V ∗. Nous
confondrons parfois le sche´ma Spec k[V ] et l’espace vectoriel de ses points sur k, i.e., V . Soit
I un ide´al de k[V ]. On dira que I (ou Spec k[V ]/I) est une intersection comple`te si le nombre
minimal de ge´ne´rateurs de I est e´gal a` dimV − dim(Spec k[V ]/I).
Une graduation sur V est une action de k× avec poids strictement positifs. On dira qu’une
graduation est standard si les poids sont tous 1. Si V est muni d’une graduation, alors l’alge`bre
k[V ] he´rite d’une graduation, c’est-a`-dire, d’une action de k× avec poids positifs ou nuls.
2.3. Soit A une k-alge`bre commutative de type fini, munie d’une graduation. Soit An la
composante de degre´ n de A. On pose A+ = ⊕i>0Ai. On suppose que A0 = k : en particulier,
A+ est un ide´al maximal de A. Soit X = SpecA et soit 0 le point de X correspondant a` l’ide´al
maximal A+ de A. Si I est un ide´al homoge`ne de A, alors le nombre minimal de ge´ne´rateurs
homoge`nes de l’ide´al I est dim I/A+I par le lemme de Nakayama.
L’espace tangent V = (A+/(A+)
2)∗ au sche´ma X en 0 est un k-espace vectoriel gradue´. Le
lemme suivant est classique :
Lemme 2.1. Soient p1, . . . , pn des e´le´ments homoge`nes de A+. Alors A est engendre´e par
p1, . . . , pn si et seulement si les images de p1, . . . , pn dans V
∗ = A+/(A+)
2 engendrent V ∗.
En particulier, dimV est le nombre minimal de ge´ne´rateurs de A.
D’apre`s le lemme 2.1, une scission gradue´e V ∗ → A+ du morphisme surjectif A+ → V ∗ induit
un morphisme surjectif de k-alge`bres gradue´es k[V ]։ A, c’est-a`-dire une immersion ferme´e de
SpecA dans son espace tangent en 0. Si A est une alge`bre de polynoˆmes, alors l’application
construite est un isomorphisme.
2.4. Soit V˜ un k-espace vectoriel gradue´ et soit G un sous-groupe fini de GLgrad(V˜ ), ou`
GLgrad(V˜ ) est le sous-groupe de GL(V˜ ) des e´le´ments commutant a` l’action de k
×. On note
N(G) le normalisateur de G dans GLgrad(V˜ ) : N(G) est un groupe re´ductif (non ne´cessairement
connexe) dont la composante connexe de l’e´le´ment neutre est le centralisateur de G dans
GLgrad(V˜ ).
L’alge`bre k[V˜ ]G est une k-alge`bre commutative gradue´e de type finie et k[V˜ ]G0 = k. Le
groupe N(G) agit de manie`re gradue´e sur la k-alge`bre k[V˜ ]G et, puisqu’il est re´ductif et que k
est de caracte´ristique 0, on peut choisir une scission gradue´e N(G)-e´quivariante V ∗ → k[V˜ ]G+
du morphisme k[V˜ ]G+ ։ V
∗, ou` V = (k[V˜ ]G+/(k[V˜ ]
G
+)
2)∗. On identifiera V˜ /G avec le sche´ma
Spec k[V˜ ]G. Alors V est l’espace tangent a` V˜ /G en 0 et la scission pre´ce´dente induit une
immersion ferme´e N(G)-e´quivariante V˜ /G→ V .
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On note I le noyau du morphisme surjectif d’alge`bres k[V ] ։ k[V˜ ]G, c’est-a`-dire l’ide´al de
de´finition du sche´ma V˜ /G dans V . On dit que G est d’intersection comple`te si l’ide´al I l’est ou,
de manie`re e´quivalente, si dim I/k[V ]+I = dimV − dim V˜ (en effet, Krulldim k[V˜ ]G = dim V˜ ).
L’ensemble des degre´s de G est l’ensemble des poids de k× agissant sur V (pris avec multi-
plicite´s). C’est aussi l’ensemble des degre´s d’un syste`me minimal d’invariants fondamentaux ho-
moge`nes de G dans son action sur k[V˜ ]. L’ensemble des degre´s des relations de G est l’ensemble
des poids de k× sur I/k[V ]+I. On notera N(G, rel) le sous-groupe de N(G) des e´le´ments qui
agissent trivialement sur I/k[V ]+I.
On appelle re´flexion de V un automorphisme g d’ordre fini tel que ker(g−1) est un hyperplan
de V . On dira que G est de re´flexion s’il est engendre´ par ses re´flexions. Le the´ore`me de
Shephard-Todd-Chevalley [Ben, The´ore`me 7.2.1] donne plusieurs caracte´risations des groupes
de re´flexion en termes de leur alge`bre d’invariants :
The´ore`me 2.2 (Shephard-Todd-Chevalley). Les assertions suivantes sont e´quivalentes :
(i) G est de re´flexion,
(ii) k[V ]G est une alge`bre de polynoˆmes,
(iii) k[V ] est un (k[V ]G)[G]-module libre de rang 1.
L’e´quivalence entre les assertions (i) et (ii) du the´ore`me 2.2 montre qu’un groupe de re´flexion
est d’intersection comple`te.
On appelle double re´flexion de V un endomorphisme g d’ordre fini tel que ker(g − 1) est
de codimension 2 dans V . Kac et Watanabe [KaWa, The´ore`me A] ont montre´ que, si G est
d’intersection comple`te, alors G est engendre´ par ses re´flexions et ses doubles re´flexions (la
re´ciproque n’est pas vraie).
2.5. Si V est un k-espace vectoriel, W est un groupe de re´flexion dans GLgrad(V˜ ) et L est
un sous-espace de V , alors le groupe WL est de re´flexion sur V [Ste, The´ore`me 1.5]. On note
A(W ) l’ensemble des hyperplans des re´flexions de W . Si W ′ est un groupe de re´flexion sur V ′,
on dira que f : W → W ′ est un morphisme de groupes de re´flexion si c’est un morphisme de
groupes et si l’image d’une re´flexion de W est 1 ou une re´flexion de W ′.
3. Quotients de groupes de re´flexion
Soient W˜ un groupe de re´flexion sur un k-espace vectoriel V˜ , G un sous-groupe distingue´
de W˜ et W = W˜/G. Soit V l’espace tangent a` V˜ /G en 0. On fixe un plongement N(G)-
e´quivariant V˜ /G → V . On pose B = k[V˜ ], A = k[V ] et on note I l’ide´al de A de´finissant la
sous-varie´te´ ferme´e V˜ /G. On a BW˜ = (A/I)W = AW/IW .
On note A′(W˜ ) le sous-ensemble des e´le´ments H de A(W˜ ) tels que W˜H 6= GH . On de´finit
A′(W˜ ) comme le quotient de A′(W˜ ) par la relation d’e´quivalence qui identifie H et H ′ si W˜H
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et W˜H′ ont la meˆme image dans W . Pour H ∈ A(W˜ ), on fixe une forme line´aire αH ∈ B




H ou` eH = |GH |.
Dans cette partie, nous allons donner une condition ne´cessaire et suffisante pour que le
groupe W soit de re´flexion sur V (cf. the´ore`me 3.2). Lorsque cette condition est re´alise´e, nous
comparons les proprie´te´s des groupesW et W˜ (sous-groupes paraboliques, ordres des re´flexions,
arrangements d’hyperplans, degre´s des invariants, groupes de tresses associe´s...).
3.1. Bons sous-groupes distingue´s des groupes de re´flexion. Dans ce paragraphe, nous
allons montrer que W est de re´flexion sur V si et seulement si G est d’intersection comple`te et
W agit trivialement sur I/A+I. Cette deuxie`me condition a plusieurs interpre´tations qui sont
donne´es par le lemme suivant :
Lemme 3.1. Les proprie´te´s suivantes sont e´quivalentes :
(i) le sche´ma V˜ /W˜ ×V/W V est re´duit ;
(ii) l’application canonique V˜ /G→ V˜ /W˜ ×V/W V est un isomorphisme ;
(iii) on a I = AIW ;
(iv) W agit trivialement sur TorA1 (A/I, A/A+) ≃ I/A+I.
Proof. On a V˜ /W˜ ×V/W V = SpecAW/IW ⊗AW A = SpecA/(AIW ). D’autre part, l’application
canonique V˜ /G → V˜ /W˜ ×V/W V est bijective sur les points ferme´s. Il re´sulte alors du Null-
stellensatz que l’application canonique A/(AIW ) → A/I est un isomorphisme si et seulement
si A/(AIW ) est re´duit. En outre, c’est un isomorphisme si et seulement si I est engendre´ par
des e´le´ments W -invariants.
On a TorA1 (A/I, A/A+) ≃ I/A+I. Ainsi, W agit trivialement sur ce module si et seulement
si I = AIW + A+I. D’apre`s le lemme de Nakayama, I = AI
W + A+I implique I = AI
W .
Le re´sultat suivant est dans la meˆme veine que les §3.3.2 et 3.3.3 de [Go].
The´ore`me 3.2. Le groupe W est de re´flexion sur V si et seulement si G est d’intersection
comple`te et W agit trivialement sur I/A+I.
Proof. Supposons que W agit trivialement sur I/A+I et que A/I est une intersection comple`te.
Alors, I peut eˆtre engendre´ par r e´le´ments W -invariants, ou` r = dimV − dim V˜ (Lemme 3.1,
e´quivalence entre (iii) et (iv)). Par conse´quent, l’ide´al IW de AW est engendre´ par r e´le´ments.
Puisque AW/IW = BW˜ est une alge`bre de polynoˆmes en dim V˜ variables, AW est engendre´ par
dim V˜ + r e´le´ments. Comme KrulldimAW = dimV = dim V˜ + r, on en de´duit que AW est une
alge`bre de polynoˆmes, donc que W est de re´flexion sur V .
Supposons W de re´flexion sur V . Alors, A est un AW -module libre de rang |W |, donc
AW/IW ⊗AW A est un AW/IW = BW˜ -module libre de rang |W |. Puisque B ≃ BW˜ [W˜ ] comme
BW˜ [W ]-modules, on a BG ≃ BW˜ [W ] comme BW˜ [W ]-modules. Par conse´quent, A/I = BG est
un BW˜ -module libre de rang |W |. Finalement, la surjection canonique AW/IW ⊗AW A→ A/I
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est un isomorphisme, donc W agit trivialement sur I/A+I par le Lemme 3.1, e´quivalence entre
(ii) et (iv).
Puisque AW et AW/IW sont des alge`bres de polynoˆmes, IW est engendre´ par r e´le´ments.
Par conse´quent, I est engendre´ par r = KrulldimA − KrulldimA/I e´le´ments, donc I est une
intersection comple`te.
Le the´ore`me 3.2 nous ame`ne a` la de´finition suivante :
De´finition 3.3. On dira que G est un bon sous-groupe distingue´ de W˜ (ou simplement que G
est bon dans W˜ ) si G est d’intersection comple`te et si W agit trivialement sur I/A+I.
Si G est bon dans W˜ , on a une action triviale de W sur sur les groupes Tor supe´rieurs :
Proposition 3.4. Si G est un bon sous-groupe distingue´ de W˜ , alors on a un isomorphisme
de AW [W ]-modules : TorA∗ (A/I, A/A+) ≃ TorA
W
∗ (A
W/IW , AW/(AW )+).
Proof. On a
AW/IW ⊗LAW A ≃ AW/IW ⊗AW A ≃ A/I
car A est libre comme AW -module et I = AIW car G est bon (⊗L de´signe le foncteur de´rive´ a`
gauche de ⊗). Puisque
(AW/IW ⊗LAW A)⊗LA A/A+ ≃ AW/IW ⊗LAW (A⊗LA A/A+),
on a
A/I ⊗LA A/A+ ≃ AW/IW ⊗LAW AW/(AW )+.
Proposition 3.5. Si G est de re´flexion, alors c’est un bon sous-groupe distingue´ de W˜ .
Proof. En effet, on a alors un isomorphisme V˜ /G
∼→ V et le the´ore`me 3.2 apporte la conclusion.
Remarque 3.6. Si G est d’intersection comple`te, il n’est pas ne´cessairement bon dans W˜ .
Pour W˜ = µ2(C) × µ4(C) agissant sur C2 et G le sous-groupe engendre´ par (−1,−1), G est
d’intersection comple`te mais n’est pas bon dans W˜ .
Remarque 3.7. On suppose ici que G n’est pas de re´flexion. Si l’action de G sur V˜ est
absolument irre´ductible, alors N(G, rel) est fini.
Soit d le pgcd des degre´s des relations de G. Alors, N(G, rel)∩ k× = µd(k). Par conse´quent,
si W˜ est irre´ductible et G est bon dans W˜ , alors l’ordre du centre de W˜ divise d (en effet, un
groupe de re´flexion est irre´ductible si et seulement si il est absolument irre´ductible).
Remarque 3.8. Supposons G d’intersection comple`te. Alors, G est bon dans W˜ si et seule-
ment si W˜ est contenu dans N(G, rel). D’autre part, si V˜ /G est une hypersurface (i.e.,
TorA1 (A/I, A/A+) est de dimension 1) et k est alge´briquement clos, alors N(G) = k
× ·N(G, rel).
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3.2. Proprie´te´s du quotient. On suppose ici que G est un bon sous-groupe distingue´ de
W˜ . On sait que Z = V˜ /G est une intersection comple`te. Notons q : W˜ → W la surjection
canonique et p : V˜ → V˜ /G = Z →֒ V . Nous allons e´tudier dans ce paragraphe les proprie´te´s
des applications p et q.
3.2.1. Sous-groupes paraboliques. La proprie´te´ de la paire (W˜ ,G) est he´rite´e par les sous-
groupes paraboliques :
The´ore`me 3.9. Soit x ∈ V˜ . Alors, Gx est bon dans Wx : de plus, l’application canonique de
l’espace tangent a` V˜ /Gx en x vers V est injective et elle induit un isomorphisme de groupes de
re´flexion W˜x/Gx
∼→Wp(x).
Proof. Soit m l’ide´al maximal de B de´finissant x. Notons H = Gx le groupe de de´composition
de m dans G, K˜ = W˜x le groupe de de´composition de m dans W˜ et K = K˜/H .














Soit n l’ide´al maximal de A au-dessus de mG. L’application naturelle de l’espace tangent
E de An/In vers l’espace tangent de An est injective. Cette application est K-e´quivariante.
L’espace tangent de An est canoniquement isomorphe a` V (et cet isomorphisme est compatible
a` l’action de K). Puisque K agit fide`lement sur E et est de re´flexion sur V (c’est le groupe de
de´composition de n), il est de re´flexion sur E, d’ou` le re´sultat.
Corollaire 3.10. Soit L un sous-espace de V˜ . Alors, GL est un bon sous-groupe distingue´ de
WL. L’application canonique W˜L/GL → Wp(L) est un isomorphisme de groupes de re´flexion.
Proof. Choisissons un point x ∈ L tel que W˜x = W˜L. Les espaces tangents a` V/Gx en x et 0 sont
isomorphes de manie`re W˜x-e´quivariante, donc W˜x/Gx est un groupe de re´flexion sur l’espace
tangent a` V˜ /Gx en 0, d’apre`s le the´ore`me 3.9 et l’application canonique W˜x/Gx → Wp(x) est
un isomorphisme qui envoie une re´flexion sur une re´flexion.
Remarque 3.11. Si on prend W˜ ′ un sous-groupe de re´flexion quelconque de W˜ , alors G∩ W˜ ′
n’est pas ne´cessairement bon dans W˜ ′ (prendre W˜ = µ4(C)× µ4(C), W˜ ′ = µ4(C)× µ2(C) et
G = W˜ ∩ SL2(C)).
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3.2.2. Comparaison entre W et W˜ .
The´ore`me 3.12. On a les proprie´te´s suivantes :
(i) G est engendre´ par des re´flexions et des doubles re´flexions.
(ii) Le morphisme W˜ →W est un morphisme de groupes de re´flexion. L’image d’une re´flexion
s d’ordre r autour d’un hyperplan H˜ est une re´flexion d’ordre r/(r ∧ eH˜) si r 6 | eH˜ ; son
de´terminant est alors det(s)eH˜ .
(iii) Soit H˜ ∈ A′(W˜ ). Alors, il existe un unique hyperplan de re´flexion φ(H˜) de W contenant
p(H˜). L’application φ est un isomorphismeA′(W˜ ) ∼→ A(W ). Pour H ∈ A(W ), l’ensemble
φ−1(H) est la re´union des composantes irre´ductibles de p−1(H ∩ Z).
(iv) Pour H ∈ A(W ), il existe une forme line´aire αH ∈ A de´finissant H dont l’image dans
A/I est αφ−1(H). L’alge`bre B
G est engendre´e par {αφ−1(H)}H∈A(W ) et BW˜ .
(v) Soit H un hyperplan de re´flexion de W et H1, H2 deux composantes irre´ductibles distinctes
de p−1(H ∩ Z). Alors, H1 ∩H2 est contenu dans le lieu de ramification de G.
Proof. Puisque V˜ /G est une intersection comple`te, (i) re´sulte de [KaWa, The´ore`me A].
L’assertion (ii) est une conse´quence imme´diate du corollaire 3.10.
Soit H˜ ∈ A′(W˜ ). D’apre`s (ii) et le corollaire 3.10, il existe un unique hyperplan de re´flexion
φ(H˜) contenant p(H˜). Puisque l’image de H˜ dansA(W˜ ) est de´termine´e parWφ(H˜), l’application
φ est injective.
Pour H ∈ A(W ), H ∩Z est purement de codimension 1 dans Z. La sous-varie´te´ p−1(H ∩Z)
de V˜ est une re´union (non vide) d’hyperplans de re´flexion, car c’est une sous-varie´te´ ferme´e
purement de codimension 1 de V˜ contenue dans le lieu de ramification de W˜ . Cela prouve la
surjectivite´ de φ et donc (iii).
Soit H ∈ A(W ) et αH ∈ A une forme line´aire de´finissant H . Alors, l’image α de αH dans






avec aH˜ ≥ 1. Soit H˜ ∈ φ−1(H),
x ∈ H˜ tel que W˜H˜ = W˜x et m l’ide´al maximal correspondant de B. Soit mG = m ∩ BG et
mK = m ∩ BK ou` K = Gx. Soit n l’ide´al maximal de A au dessus de mG. Le noyau de
l’application canonique n/n2 → mG/m2G est contenu dans les invariants par W˜x (car W˜x/K est
un groupe de re´flexion sur n/n2 et agit fide`lement sur mG/m
2
G). Par conse´quent, l’image de
αH + n
2 par cette application est non-nulle. Ainsi, l’ide´al αBG
mG
de l’anneau local re´gulier BG
mG
est premier. Puisque BK
mK
est e´tale sur BG
mG













Bm, donc aH˜ = eH˜ .
Puisque {αH}H∈A(W ) et AW engendrent A, on a e´tabli (iv).
Soient s1 et s2 deux re´flexions de W˜ d’hyperplans de re´flexionH1 etH2 telles que q(s1) = q(s2)
— cela existe par (ii). Soit g = s1s
−1
2 . On a g ∈ G et g n’est pas trivial, puisqu’il agit non
trivialement sur H1 \ (H1 ∩H2). Comme g agit trivialement sur H1 ∩H2, on en de´duit (v).
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Remarque 3.13. La sous-varie´te´ p(H˜) de V peut eˆtre contenue dans un sous-espace vectoriel
strict de φ(H˜) (prendre W˜ = µ2(C)×µ2(C) et G engendre´ par (−1,−1)). En outre, la varie´te´
H ∩ Z n’est pas ne´cessairement irre´ductible (meˆme exemple).
Corollaire 3.14. Supposons que G ne contient pas de re´flexion (c’est-a`-dire, eH˜ = 1 pour
H ∈ A(W˜ )). Alors,
(i) G est engendre´ par des doubles re´flexions.
(ii) Une re´flexion de W˜ a pour image dans W une re´flexion du meˆme ordre.
(iii) G est contenu dans SL(V˜ ).
(iv) L’image de l’ide´al Jacobien de AW sur A est l’ide´al Jacobien de BW˜ sur B.
Proof. Les assertions (i) et (ii) sont des conse´quences imme´diates du the´ore`me 3.12.
Puisque αC ∈ BG pour G ∈ A(W˜ ) (the´ore`me 3.12 (iv)), on a αA(W˜ ) ∈ BG. Or, αA(W˜ ) ∈
BW˜
det−1
(cf. par exemple le lemme 3.24), donc det|G = 1, ce qui montre (iii).





H et l’ide´al Jacobien de B








Remarque 3.15. Soit H le sous-groupe de G engendre´ par les re´flexions de G. Quitte a`
remplacer W˜ , G et V˜ par W˜/H , G/H et V˜ /H , on se rame`ne graˆce a` la proposition 3.5 au
cas ou` G ne contient pas de re´flexion, c’est-a`-dire, au cas ou` l’application V˜ → V˜ /G est non
ramifie´e en codimension 1.
La relation entre les degre´s de W˜ , W et G est donne´e par la proposition imme´diate suivante
(cf. remarque 3.7) :
Proposition 3.16. Munissons V˜ de sa graduation standard et V de la graduation induite. Soit
Vi le sous-espace de V de degre´ i, Wi le fixateur de ⊕j 6=iVj et Ei l’ensemble des degre´s de Wi
pour la graduation standard sur Vi.
Alors, W = ×iWi et Wi est un groupe de re´flexion sur Vi. En outre,
⋃
i iEi est la re´union
de l’ensemble des degre´s de W˜ avec l’ensemble des degre´s des relations de G.
Dans le cas d’un groupe de Coxeter W˜ , le groupeW est naturellement un groupe de Coxeter :
Proposition 3.17. Supposons que (W˜ , S˜) est un groupe de Coxeter dans sa repre´sentation
naturelle. Soit S l’ensemble des e´le´ments non triviaux de l’image de S˜ dans W . Alors, (W,S)
est un groupe de Coxeter.
Proof. Nous avons ici k = R. Dans cette preuve, nous conside´rerons la topologie classique. Soit
X (resp. X˜) le comple´mentaire des hyperplans de re´flexion de W (resp. W˜ ) dans V (resp. V˜ ).
Alors, S˜ est l’ensemble des re´flexions par rapport aux murs d’une chambre C˜ (=composante
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connexe) de X˜ . Soit D l’image de C˜ dans V . Alors, D est connexe et on note C la composante
connexe de X la contenant.
Soit H˜ un hyperplan de re´flexion d’un e´le´ment s˜ ∈ S˜ tel que s˜ /∈ G. Soit H˜+ l’intersection de
H˜ avec l’adhe´rence de C˜. Alors, p(H˜+) est contenu dans l’adhe´rence de C. Puisque p(H˜+) est
contenu dans un unique hyperplan de re´flexion φ(H˜) de W (the´ore`me 3.12 (iii)), cet hyperplan
est un mur de la chambre C. Par conse´quent, l’image de s˜ est une re´flexion autour d’un mur
de C.
3.2.3. Groupes de tresses. Dans ce paragraphe, nous supposons que k = C. La topologie
conside´re´e sera la topologique classique. Posons :








Soit x0 ∈ M˜, B˜ = π1(M˜/W˜ , x0) et B = π1(M/W, p(x0)). D’apre`s le the´ore`me 3.12, (iii),
l’application p : V˜ → V ve´rifie p(M˜) ⊂M donc elle induit un morphisme de groupes p∗ : B˜ →
B.
Soit H˜ ∈ A(W˜ ), γ un chemin de V˜ tel que γ(0) = x0, γ(t) ∈ M˜ pour t < 1 et γ(1) ∈
H˜ −⋃H˜′∈A(W˜ ),H˜′ 6=H˜ H˜ ∩ H˜ ′. Soit sH˜ le ge´ne´rateur de de´terminant exp(2iπ/|W˜H˜ |) de W˜H˜ . On
note [γ] ∈ B˜ la classe d’homotopie de chemins de x0 a` sH˜(x0) dans M˜ associe´e a` γ [BrMaRou,
Appendix 1 et §2.13] : c’est un sH˜-ge´ne´rateur de la monodromie.
Alors p([γ]) = [p(γ)]. Si H˜ ∈ A′(W˜ ), c’est un q(sH˜)-ge´ne´rateur de la monodromie. Sinon,
c’est l’e´le´ment neutre de B.
Supposons maintenant que W˜ est le complexifie´ d’un groupe de re´flexion re´el agissant sur
l’espace vectoriel re´el V˜ ′, avec V˜ = V˜ ′ ⊗R C. On reprend les notations de la proposition 3.17
et de sa preuve. On fixe une chambre C˜ de W˜ dans V˜ ′ et on choisit un point x0 de C˜. Pour
s˜ ∈ S˜, on choisit un chemin γ dans V˜ ′ avec γ(0) = x0, γ(t) ∈ C pour t < 1 et W˜γ(1) =< s˜ >.
Soit σs˜ = [γ] l’e´le´ment de B˜ associe´. Brieskorn [Br] a montre´ (voir aussi Deligne [De, The´ore`me
4.4]) que B˜ est engendre´ par les σs˜, avec s˜ ∈ S˜ et que les relations entre les σs˜ sont les relations
de tresses.
De meˆme, on a des ge´ne´rateurs σs de B pour s ∈ S : d’apre`s ce qui pre´ce`de, ce sont les
images des σs˜, pour s˜ ∈ S˜, s˜ /∈ G.
On a montre´ le re´sultat suivant :
Proposition 3.18. Si W˜ est le complexifie´ d’un groupe de re´flexion re´el, alors l’application
canonique p∗ : B˜ → B est une surjection. Elle envoie σs˜ sur σq(s˜) si s˜ /∈ G et sur 1 sinon.
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Cette proposition reste vraie dans le cas ge´ne´ral ou` W˜ n’est pas ne´cessairement le complexifie´
d’un groupe de re´flexion re´el (voir [Bes]).
3.2.4. Extensions successives et re´ductibilite´. La proposition suivante est imme´diate.
Proposition 3.19. Soit W˜ ′ un sous-groupe de re´flexion de W˜ contenant G. Alors, G est un
bon sous-groupe distingue´ de W˜ ′.
Remarque 3.20. Il se peut que G soit un bon sous-groupe distingue´ de W˜ ′ sans eˆtre un bon
sous-groupe distingue´ de W˜ (prendre W˜ ′ = µ2(C)× µ2(C) dans la remarque 3.6).
Proposition 3.21. Soit H un sous-groupe distingue´ de W˜ contenant G. Alors, H est bon dans
W˜ si et seulement si H/G est bon dans W .
Si H est bon dans W˜ , l’isomorphisme canonique W˜/H
∼→ W/(H/G) est un isomorphisme
de groupes de re´flexion.
Proof. Soit m l’ide´al maximal de AH de´finissant le point 0 de V/H . L’injection de V˜ /G dans
V induit une injection de du plan tangent (m/(IH + m2))∗ a` V˜ /H en 0 dans le plan tangent
(m/m2)∗ a` V/H en 0. La proposition de´coulera de la proprie´te´ de W˜ d’agir trivialement sur le
conoyau de cette injection.
On a I = IW˜A (the´ore`me 3.2), donc IH = IW˜AH = IW˜ + IW˜m ⊆ IW˜ + m2 et finalement
IH + m2 = IW˜ + m2. Par conse´quent, W˜ agit trivialement sur (IH + m2)/m2 qui est le noyau
de la surjection canonique m/m2 → m/(IH +m2).
Les propositions 3.21 et 3.5 rame`nent la classification des paires (W˜ ,G) (avec G bon) au cas
ou` G est de re´flexion ou bien ne contient pas de re´flexion.
Si le groupe W˜ est re´ductible, une de´composition de W˜ est presque toujours compatible a`
une de´composition de G :
Proposition 3.22. Soient V˜1 et V˜2 des sous-espaces W˜ -stables de V˜ avec V˜ = V˜1⊕ V˜2. Soient
W˜1 = W˜V˜2 et W˜2 = W˜V˜1. Alors G1 = G ∩ W˜1 (resp. G2 = G ∩ W˜2) est un bon sous-groupe
distingue´ de W˜1 (resp. W˜2). En outre, G/(G1 × G2) est un bon sous-groupe distingue´ de
W˜/(G1 ×G2).
Si G1 = G2 = 1, G 6= 1 et V˜1 et V˜2 sont irre´ductibles, alors, V˜ est de dimension 2, il existe un
entier d tel que W˜1 et W˜2 sont des groupes de re´flexion cycliques d’ordre d et G = W˜ ∩SL(V˜ ).
Proof. D’apre`s le corollaire 3.10, G1 et G2 sont bons dans W˜1 et W˜2. Par conse´quent, G1 ×G2
est bon dans W˜ . Il re´sulte maintenant de la proposition 3.21 que G/(G1 × G2) est bon dans
W˜/(G1 ×G2).
Supposons maintenant G1 = G2 = 1, G 6= 1 et V˜1, V˜2 irre´ductibles. Examinons tout d’abord
le cas ou` V˜1 et V˜2 sont de dimension 1. Alors W˜ est abe´lien et G ne contient pas de re´flexion.
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Par conse´quent, G ⊆ SL(V˜ ) (cf. corollaire 3.14) donc est cyclique. Soit d son ordre. Alors W˜1
et W˜2 sont cycliques d’ordre d comme le montre le calcul de N(G, rel) qui sera effectue´ aux
paragraphes 4.1 et 4.2.1. En particulier, G = W˜ ∩ SL(V˜ ) et est engendre´ par un e´le´ment de la
forme (s1, s2) ∈ W˜1 × W˜2 = W˜ ou` s1 et s2 sont d’ordre d.
Revenons maintenant au cas ou` V˜ est de dimension quelconque. Soit H1 un hyperplan
de re´flexion de W˜1 agissant sur V˜1, H2 un hyperplan de re´flexion de W˜2 agissant sur V˜2 et
L = H1 ⊕ H2. Alors, GL est un bon sous-groupe distingue´ de W˜L = W˜H1 × W˜H2 dans son
action sur (V˜1/H1)⊕ (V˜2/H2) qui est de dimension 2 (cf. corollaire 3.10). D’apre`s la remarque
pre´ce´dente, on en de´duit que GL est engendre´ par un e´le´ment g = (s1, s2) ou` si est une re´flexion
ge´ne´ratrice de W˜H˜i.
Soit w ∈ W˜1. Alors, gwg−1w−1 ∈ G ∩ W˜1 = 1. Par conse´quent, s1 ∈ Z(W˜1). La
repre´sentation V˜1 e´tant irre´ductible, elle est par conse´quent de dimension 1 et s1 engendre
W˜1. De meˆme, V˜2 est de dimension 1 et W˜2 est engendre´ par s2.
Les deux propositions pre´ce´dentes permettent de ramener la classification des paires (W˜ ,G)
(avec G bon) au cas ou` W˜ est irre´ductible.
3.3. Construction a` partir du rang 2. Le re´sultat suivant pre´cise le the´ore`me 3.12 et ex-
plique comment construire G bon dans W˜ .
The´ore`me 3.23. Les assertions suivantes sont e´quivalentes :
(i) le groupe G est bon dans W˜ ;
(ii) il existe une famille G de sous-groupes de G engendrant G et pour chaque G′ ∈ G, un
sous-espace L de V˜ tel que G′ est un bon sous-groupe distingue´ de W˜L ;
(iii) il existe une famille G de sous-groupes de G engendrant G et pour chaque G′ ∈ G, un
sous-espace L de codimension 2 de V˜ tel que G′ est un bon sous-groupe distingue´ de W˜L.
Commenc¸ons par de´crire l’action d’une re´flexion ou d’une double re´flexion sur un produit de
formes line´aires.
Lemme 3.24. Soit F une famille finie d’hyperplans de V˜ stable et permute´e transitivement
par un e´le´ment g ∈ GL(V˜ ). Soit α = ∏H∈F αH ou` αH est une forme line´aire de´finissant H.
Soit H ∈ F et a ∈ k× de´fini par g|F|(αH) = aαH . Alors, g(α) = aα.
Supposons F re´duite a` un hyperplan H et a 6= 1, i.e., g(αH) ∈ (k − {1})αH .
Si g est une re´flexion, alors H = ker(g − 1).
Si g est une double re´flexion, alors il existe une (unique) re´flexion s d’hyperplan H telle que
gs est une re´flexion. En particulier, ker(g − 1) ⊂ H.





H′∈F aH′)αH , d’ou` la premie`re partie du lemme.
L’hyperplan H est stable par g et g n’agit pas trivialement sur V˜ /H .
Si g est une re´flexion on en de´duit que H = ker(g − 1).
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Supposons maintenant que g est une double re´flexion. Il existe une unique re´flexion s
d’hyperplan H telle que gs(αH) = αH . Alors, gs est une re´flexion.
Le lemme suivant fournit un crite`re pour que G soit bon en termes d’invariants.
Lemme 3.25. Supposons que G ne contient pas de re´flexion. Alors, G est bon dans W˜ si et
seulement si G ⊆ SL(V˜ ) et pour tout C ∈ A′(W˜ ), on a αC ∈ BG.
Proof. Supposons G bon dans W˜ . Les proprie´te´s requises sont donne´es par le the´ore`me 3.12
(iv) et le corollaire 3.14 (iii).
Montrons maintenant la re´ciproque. SoitH ∈ A(W˜ ), C ∈ A′(W˜ ) contenant H etK = GW˜H .
L’ensemble C est stable sous l’action de K. D’apre`s le lemme 3.24, αC ∈ BW˜Hdet−1. Donc,
αC ∈ BKdet−1 . Il re´sulte de [Sta, Lemme 2.2] que la famille des hyperplans de re´flexion de K est
incluse dans C. Puisque les e´le´ments de C sont des hyperplans de re´flexion de K, on en de´duit
que A(K) = C.
Pour s′ une re´flexion autour d’un hyperplan H ′ ∈ C, il existe s ∈ W˜H tel que ss′ ∈ G, donc
det(ss′) = 1 et s, s′ ont le meˆme ordre. Par conse´quent, |W˜H′ | ≤ |W˜H |. On montre de meˆme
l’ine´galite´ inverse. Par conse´quent, l’entier |W˜H′ | est inde´pendent du choix de H ′ ∈ C. On le
note e.
Puisque αiC ∈ BKdet−i, il re´sulte de [Sta, The´ore`me 2.3] que BKdet−i = αiCBK pour 0 ≤ i < e.





K , donc BG est engendre´e par BK et αC . Par conse´quent,
l’espace des invariants de W˜H dans V est un hyperplan et donc W˜H est un groupe de re´flexion
sur V . Donc, W est de re´flexion sur V .
De´monstration du the´ore`me 3.23. Notons que (iii)⇒(ii) est clair.
Si G est bon, alors il est engendre´ par des re´flexions et des doubles re´flexions d’apre`s le
the´ore`me 3.12, donc il existe une famille finie F de sous-espaces de codimension 2 de V˜ telle
que G est engendre´ par les GL pour L ∈ F . D’apre`s le corollaire 3.10, GL est un bon sous-groupe
distingue´ de W˜L. On a montre´ (i)⇒(iii).
Montrons maintenant (ii)⇒(i). Graˆce aux propositions 3.21 et 3.5 et au corollaire 3.10, on
peut remplacer G et W˜ par G/Gr et W˜/Gr, ou` Gr est le sous-groupe engendre´ par les re´flexions
de G. On peut ainsi supposer que G ne contient pas de re´flexion.
Soit C ∈ A′(W˜ ). Soit G′ ∈ G, L un sous-espace de V˜ tel que G′ est bon dans W˜L et g ∈ G′
une double re´flexion.
On a αC = αC′αC′′ ou` C
′ = C ∩A(W˜L) et C ′′ = C −C ′. L’ensemble C ′ admet une partition
en parties D forme´e des hyperplans H ′ avec G′W˜H′ fixe´. Pour une telle partie D, il re´sulte du
lemme 3.25 que αD ∈ Bg. Puisque αC′ est un produit de tels αD, on a αC′ ∈ Bg.
Il re´sulte du lemme 3.24 que αC′′ ∈ Bg. Par conse´quent, αC ∈ Bg, donc αC ∈ BG′ puisque G′
est engendre´ par des doubles re´flexions (corollaire 3.10). Donc, αC ∈ BG et le the´ore`me re´sulte
du lemme 3.25.
Le re´sultat suivant pre´cise la premie`re implication du the´ore`me 3.23.
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The´ore`me 3.26. Soit G un bon sous-groupe de W˜ ne contenant pas de re´flexions. Pour
H ∈ A(W˜ ), soit sH le ge´ne´rateur de W˜H de de´terminant exp(2iπ/|W˜H |).
Alors, G est engendre´ par les sH′s
−1
H ou` {H,H ′} de´crit les paires d’hyperplans de A′(W˜ )
ayant la meˆme image dans A′(W˜ ).
Proof. Soit G′ le sous-groupe de G engendre´ par les sH′s
−1
H . Puisque GW˜H = GW˜H′ , det(sH) =
det(sH′) et G < SL(V˜ ), on a G
′ ≤ G.
Si GW˜H = GW˜H′ pour H,H
′ ∈ A(W˜ ), alors G′W˜H = G′W˜H′ . Par conse´quent, il re´sulte du
lemme 3.25 que G′ est bon dans W˜ et du the´ore`me 3.12 (iv) que BG
′
= BG. Par conse´quent,
G′ = G.
Remarque 3.27. Il ne suffit pas que G soit engendre´ par des e´le´ments de la forme s′s−1 comme
dans le the´ore`me 3.26 pour qu’il soit bon, comme le montre l’exemple suivant.
Soit W˜ = B2(4) (sous-groupe de GL2(C) des matrices monomiales a` coefficients non nuls











Alors, g = s′s−1 et s, s′ engendrent les groupes W˜ker s−1 et W˜ker s′−1 respectivement. Cependant,
G n’est pas bon dans W˜ car il n’est pas bon dans le sous groupe de W˜ forme´ des matrices
diagonales qui est e´gal a` µ4(C)× µ4(C) (cf. propositions 3.19 et 3.22).
3.4. Cas ou` W est abe´lien. Nous e´tudions dans ce paragraphe le cas ou` W est abe´lien,
c’est-a`-dire le cas ou` G contient le groupe des commutateurs de W˜ . Dans ce cas, bien qu’un
groupe abe´lien puisse toujours eˆtre re´alise´ comme un groupe de re´flexion, il est possible que W
ne soit pas un groupe de re´flexion sur V , comme le montre l’exemple de la remarque 3.6. On
a cependant les deux re´sultats suivants :
Proposition 3.28. Si G = [W˜ , W˜ ] est le sous-groupe engendre´ par les commutateurs de W˜ ,
alors c’est un bon sous-groupe distingue´ de W˜ .
Proof. Pour H ∈ A(W˜ ), le groupe GW˜H est distingue´ dans W˜ . Par conse´quent, si C ∈ A(W˜ ),
alors C est W˜ -stable, donc kαC est une repre´sentation de dimension 1 de W˜ . Alors, G = [W,W ]
agit trivialement sur cette dernie`re et le lemme 3.25 montre que G est bon dans W˜ .
Combine´e aux propositions 3.21 et 3.22, la proposition pre´ce´dente donne une description
comple`te des cas ou` G est un bon sous-groupe distingue´ de W˜ contenant [W˜ , W˜ ].
Remarque 3.29. Stanley a de´termine´ les cas ou` G = W˜ ∩ SL(V˜ ) est d’intersection comple`te
[Sta, The´ore`me 5.1]. Comme la remarque 3.6 le montre, W˜ ∩ SL(V˜ ) peut eˆtre d’intersection
comple`te sans eˆtre un bon sous-groupe distingue´.
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Proposition 3.30. Soit G = W˜ ∩ SL(V˜ ). On suppose que W˜/G est d’ordre premier p. Alors
A′(W˜ ) est re´duit a` un seul e´le´ment C. De plus, le groupe G est bon dans W˜ et l’alge`bre BG est
engendre´e par les invariants fondamentaux de W˜ et αC : V˜ /G est donc une hypersurface dans
V . L’ide´al I est engendre´ par un seul e´le´ment qui est obtenu en remarquant que αpC ∈ BW˜ .
Soient d1, . . . , dn les degre´s de W˜ et soit N = |A(W˜ )|. Alors les degre´s de G sont d1, . . . ,
dn, N et le degre´ de la relation de G est Np.
Proof. Cela re´sulte du lemme 3.25 et de [Sta, The´ore`me 3.1 et Corollaire 5.6].
4. Classification
Le but de cette partie est de de´terminer les paires (G, W˜ ) ou` W˜ est un groupe de re´flexion
et G un bon sous-groupe distingue´ de W˜ . On supposera pour cela que k = C.
Le the´ore`me 3.23 montre qu’il suffit de traiter le cas ou` V˜ est de dimension 2. Graˆce aux
propositions 3.21 et 3.5, on peut remplacer G et W˜ par G/Gr et W˜/Gr, ou` Gr est le sous-
groupe de G engendre´ par les re´flexions de G : on e´tudiera donc le cas ou` G ne contient pas de
re´flexion. D’apre`s le corollaire 3.14, cela implique que G est contenu dans SL(V˜ ).
Dans cette partie, nous ferons donc l’hypothe`se suivante :
On suppose que G est contenu dans SL(V˜ ). En outre, et ce jusqu’a` la section 4.5, on suppose
que dim V˜ = 2.
Une re´fe´rence possible pour les re´sultats utilise´s concernant les groupes de re´flexion complexes
est [BrMaRou].
Fixons tout d’abord quelques notations. Soit V˜ un espace vectoriel de dimension 2 muni de
sa graduation standard et soit (x, y) une base de V˜ . On note (X, Y ) la base de V˜ ∗ duale de
(x, y). Via le choix de cette base, nous identifierons GL(V˜ ) avec GL2(C).
Il est bien connu que tout sous-groupe G de SL2(C) est d’intersection comple`te et que son
alge`bre d’invariants BG est engendre´e par trois polynoˆmes homoge`nes p1, p2 et p3. On pose
di = deg pi. Les pi seront nume´rote´s de sorte que d1 ≤ d2 ≤ d3 et choisis de sorte que
l’espace qu’ils engendrent dans BG soit stable sous l’action du normalisateur N(G) de G dans
GL2(C). On notera V
∗ cet espace vectoriel et on notera (X1, X2, X3) les e´le´ments de A = k[V ]
correspondant a` (p1, p2, p3) : l’image de Xi par le morphisme surjectif d’alge`bres gradue´es
A = k[X1, X2, X3] → BG est pi. On notera (x1, x2, x3) la base de V duale de (X1, X2, X3). Le
groupe GL(V ) sera identifie´ a` GL3(C) par le choix de cette base. On notera
ϕ : N(G)→ GL3(C)
le morphisme de groupes induit.
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Puisque G est d’intersection comple`te, le noyau I du morphisme A → BG est engendre´ par




4.1. G d’ordre 2. Avant de s’inte´resser au cas ge´ne´ral, nous allons de´crire la situation lorsque
G est d’ordre 2. Supposons donc que G = µ2(C), l’unique sous-groupe d’ordre 2 de SL2(C)
(on identifie C× avec Z(GL2(C))). On prend p1 = XY , p2 = X
2, p3 = Y
2 et R = X21 −X2X3.
On a donc d1 = d2 = d3 = 2 et e = 4 car tous les Xi sont de degre´s 2. L’ensemble des degre´s
de G est alors {2, 2, 2} et l’ensemble des degre´s des relations est {4}.
Le normalisateur de G dans GL2(C) est GL2(C) et, si g ∈ GL2(C), alors ϕ(g)(R) =
(det g)2R. Si CO(R) est le groupe orthogonal conforme de la forme quadratique R sur V ,
alors l’image du morphisme naturel de groupes alge´briques ϕ : GL2(C) → GL(V ) est contenu
dans CO(R). De plus,
N(G, rel) =
√
SL2(C) = {g ∈ GL2(C) | g2 ∈ SL2(C)}.
et l’image de N(G, rel) par le morphisme ϕ est le groupe orthogonal O(R) de la forme quadra-
tique R. La proposition suivante re´sulte de ce qui pre´ce`de, du the´ore`me 3.2 et de la proposition
3.16 :
Proposition 4.1. Soit W˜ un groupe de re´flexion complexe de rang 2 et contenant G = {1,−1}.
Alors G est bon dans W˜ si et seulement si W˜ est engendre´ par des re´flexions d’ordre 2. Dans
ce cas, si 2, a et b sont les degre´s de W dans V , alors les degre´s de W˜ dans V˜ sont 2a et 2b.
Notons les re´sultats e´le´mentaires suivants :
Lemme 4.2. Soit g un e´le´ment de GL2(C) dont les valeurs propres sont λ et µ. Alors les
valeurs propres de ϕ(g) dans V sont λ2, µ2 et λµ.
Corollaire 4.3. Si s˜ est une re´flexion d’ordre 2 de GL2(C), alors ϕ(s˜) est une re´flexion d’ordre
2 de O(R). Re´ciproquement, si s est une re´flexion de O(R), alors ϕ−1(s) est forme´ de deux
re´flexions d’ordre 2.
Le morphisme ϕ e´tablit une bijection entre l’ensemble des classes de conjugaison de sous-
groupes de GL2(C) engendre´s par des re´flexions d’ordre 2 et contenant −1 et l’ensemble des
classes de conjugaison de sous-groupes non triviaux de O(R) engendre´s par des re´flexions.
Remarquons qu’un sous-groupe fini de O(R) stabilise une structure re´elle sur l’espace vectoriel
V , donc la correspondance ci-dessus de´finit une bijection entre les classes de conjugaison de sous-
groupes finis de GL2(C) engendre´s par des re´flexions d’ordre 2 et contenant −1 et l’ensemble
des classes de conjugaison de sous-groupes finis non triviaux de GL3(R) engendre´s par des
re´flexions, c’est-a`-dire l’ensemble des classes d’isomorphisme de groupes de Coxeter de rang
compris entre 1 et 3.
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W˜ degre´s de W˜ W˜/{1,−1} degre´s de W˜/{1,−1}
G12 6, 8 A3 2, 3, 4
G13 8, 12 B3 2, 4, 6
G22 12, 20 H3 2, 6, 10
I2(2d) 2, 2d I2(d) 1, 2, d
G(2d, d, 2) 2d, 4 I2(d)×A1 2, 2, d
Table 1.
Un cas particulie`rement inte´ressant est celui ou` le groupe W˜/G est irre´ductible. Il n’y a
que trois classes d’isomorphisme de groupes de Coxeter irre´ductibles de rang 3, les groupes de
type A3, B3 et H3. Leurs images re´ciproques par ϕ sont les groupes de type G12, G13 et G22
respectivement.
La table 1 donne la liste des groupes de re´flexion complexes de rang 2, engendre´s par des
re´flexions d’ordre 2 et contenant G = µ2(C), leurs degre´s, le type du groupe W˜/G et les degre´s
de W˜/G ; d de´signera un entier naturel non nul (on convient que I2(1) = A1).
4.2. Sous-groupes de SL2(C) et GL2(C). Si d est un entier naturel non nul, on notera µd




















Cd = {t(ζ) | ζd = 1},
I2(d) =< Cd, s >
et I˜2(d) =< σ,C2d > .
Le groupe I˜2(d) est une extension centrale du groupe die´dral d’ordre 2d, I2(d), par Z/2Z.
Notons que I˜2(1) est conjugue´ a` C4 dans GL2(C).
On note S˜4 le normalisateur de I˜2(2) dans SL2(C). Soit A˜4 le groupe de´rive´ de S˜4. Le
groupe S˜4 (respectivement A˜4) est une extension centrale du groupe syme´trique de degre´ 4
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G |G| d1, d2, d3 e N(G) N(G, rel)
C2 2 2, 2, 2 4 GL(V˜ )
√
SL(V˜ )
Cd (d ≥ 3) d 2, d, d 2d 〈s, T 〉 I2(∞)µ2d
I˜2(d) (d ≥ 3) 4d 4, 2d, 2(d+ 1) 4(d+ 1) I˜2(2d)C× I˜2(2d)µ4(d+1)
I˜2(2) 8 4, 4, 6 12 S˜4C
×
S˜4µ12
A˜4 24 6, 8, 12 24 S˜4C
× S˜4µ24
S˜4 48 8, 12, 18 36 S˜4C
× S˜4µ36
A˜5 120 12, 20, 30 60 A˜5C
× A˜5µ60
Table 2.
(respectivement du groupe alterne´ de degre´ 4) par Z/2Z. On note A˜5 un sous-groupe de
SL2(C) extension centrale du groupe alterne´ de degre´ 5 par Z/2Z. La proposition suivante est
bien connue :
Proposition 4.4. Soit G un sous-groupe fini de SL2(C). Alors G est conjugue´, dans GL2(C),
a` un et un seul des groupes Cd (d ≥ 1), I˜2(d) (d ≥ 2), A˜4, S˜4 et A˜5.





) ∣∣∣∣∣ a, b ∈ C×
}
,
C∞ = {t(ζ) | ζ ∈ C×}
et I2(∞) = 〈C∞, s〉.
La table 2 donne, en fonction du groupe G, les valeurs des parame`tres |G|, d1, d2, d3, e, N(G)
et N(G, rel).
Remarque 4.5. Le groupe I˜2(2) est le groupe des quaternions.
Justifions maintenant le tableau pour G = Cd et G = I˜2(d) (les trois derniers cas se traitent
de manie`re similaire et sont laisse´s au lecteur).
4.2.1. G = Cd. Soit G = Cd pour d ≥ 3. Le normalisateur N(G) de G dans GL2(C) est
N(G) = 〈T, s〉.
On prend p1 = XY , p2 = X
d, p3 = Y
d et R = Xd1 −X2X3. On a donc d1 = 2, d2 = d3 = d
et e = 2d. On a s ∈ N(G, rel), donc N(G, rel) = 〈s,N(G, rel) ∩ T 〉. Finalement,
N(G, rel) = I2(∞)µd.
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4.3. G = I˜2(d). Conside´rons maintenant G = I˜2(d). On prend p1 = X
2Y 2, p2 = X
2d + Y 2d,
p3 = XY (X
2d − Y 2d) et R = X23 −X1(X22 − 4Xd1 ). On a donc d1 = 4, d2 = 2d, d3 = 2(d + 1)
et e = 4(d + 1). Calculons maintenant le normalisateur de G. Tout d’abord, remarquons
que le groupe de´rive´ de G est le groupe Cd donc le normalisateur de G est contenu dans le
normalisateur de Cd.
Si d ≥ 3, alors le normalisateur de I˜2(d) est contenu dans < s, T >. Pour de´terminer N(G)





) ∣∣∣∣∣ a2d = b2d
}




) ∣∣∣∣∣ a2d = b2d, (ab)2d+2 = 1
}
.
Supposons maintenant d = 2. On a N(G) = S˜4 ·C× et, pour montrer que N(G, rel) = S˜4µ12,
il suffit de montrer que S˜4 est contenu dans N(G, rel) et d’utiliser la remarque 3.7. Montrons
donc que S˜4 stabilise R. L’espace vectoriel des invariants de G de degre´ 6 est de dimension 1
et engendre´ par p3 et on note ε : S˜4 → C× le caracte`re line´aire de S˜4 par lequel S˜4 agit sur cet
espace vectoriel. Alors, S˜4 agit sur CR via le caracte`re line´aire ε
2 de S˜4. Comme l’abe´lianise´
de S˜4 est d’ordre 2, le caracte`re ε
2 est trivial, donc S˜4 ⊂ N(G, rel).
Remarque 4.6. Si G = A˜4, S˜4 ou A˜5, alors les degre´s de G sont tous distincts. Il en re´sulte
que si W˜ est un groupe de re´flexion de GL2(C) contenant G comme bon sous-groupe distingue´,
alors W˜/G est abe´lien.
4.4. Classification en rang deux. La table 3 donne la liste, a` conjugaison pre`s, des groupes
de re´flexion W˜ irre´ductibles de rang 2, le type de W˜ ∩ SL2(C), de W˜/Z(W˜ ) ainsi que aW˜ =
[W˜ : W˜ ∩ SL2(C)].
Pour la classification en dimension supe´rieure, nous aurons aussi besoin des groupes de
re´flexions de rang 2 non irre´ductibles. Ceux-ci sont produits directs de deux groupes cycliques





) ∣∣∣∣∣ζp1 = ζq2 = 1
}
.
Soit p∧q le plus grand diviseur commun de p et q. L’intersection de Z/pZ⊕Z/qZ avec SL2(C)
est Cp∧q. Soit d un diviseur de p ∧ q. Pour que Cd soit bon dans Z/pZ ⊕ Z/qZ, il faut et
il suffit que Z/pZ ⊕ Z/qZ ⊂ N(Cd, rel) = I2(∞)µ2d, ce qui ne se produit que si p|d et q|d.
Ainsi les seules paires (W˜ ,G) ou` W˜ est re´ductible et G est non trivial et bon sont de la forme
(Z/pZ⊕ Z/pZ, Cp).
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G4 I˜2(2) A4 3
G5 A˜4 A4 3
G6 I˜2(2) A4 6
G7 A˜4 A4 6
G8 A˜4 S4 4
G9 S˜4 S4 4
G10 A˜4 S4 12
W˜ W˜ ∩ SL2(C) W˜/Z(W˜ ) aW˜
G11 S˜4 S4 12
G12 A˜4 S4 2
G13 S˜4 S4 2
G14 A˜4 S4 6
G15 S˜4 S4 6
G16 A˜5 A5 5
G17 A˜5 A5 10
G18 A˜5 A5 15
G19 A˜5 A5 30
G20 A˜5 A5 3
G21 A˜5 A5 6
G22 A˜5 A5 2
Table 3.
Les calculs effectue´s pre´ce´demment permettent maintenant d’obtenir la classification :
Proposition 4.7. Soit W˜ un groupe de re´flexion de rang 2 et soit G un sous-groupe distingue´
de W˜ contenu dans SL2(C). Alors G est bon dans W˜ si et seulement si on est dans l’un des
cas suivants :
(a) G = C2 et W˜ est engendre´ par des re´flexions d’ordre 2 (cf Table 1).
(b) G = Cd (d ≥ 3) et W˜ = G(mn, n, 2) avec m|d et d|mn.
(c) G = I˜2(d) (d ≥ 3) et W˜ = G(2d, d, 2) ou W˜ = G(4d, 4d, 2).
(d) G = I˜2(2) et W˜ = G(4, 2, 2) ou W˜ = Gi avec 4 ≤ i ≤ 7 ou 12 ≤ i ≤ 15.
(e) G = A˜4 et W˜ = Gi, i = 5 ou 7 ≤ i ≤ 15.
(f) G = S˜4 et W˜ = G15.
(g) G = A˜5 et W˜ = Gi, 16 ≤ i ≤ 22.
Pour W˜ = G(mn, n, 2), on a utilise´ le fait suivant : on a G(mn, n, 2) =< s,G(mn, n, 2)∩T >





| amn = bmn = 1, (ab)m = 1}.
E´tudions maintenant deux exemples de groupes W˜ exceptionnels.
Conside´rons d’abord W˜ = G15. Puisque W˜ ∩ SL2(C) = S˜4, les seuls G distingue´s dans W˜
sont µ2(C) (qui a de´ja` e´te´ e´tudie´), I˜2(2), A˜4 et S˜4 (ce sont tous des sous-groupes caracte´ristiques
de S˜4).
On a W˜/Z(W˜ ) ≃ S4, donc W˜ ≤ S˜4 · µ∞. Puisque [W˜ : W˜ ∩ SL2(C)] = 6, on a plus
pre´cise´ment W˜ ≤ S˜4 · µ12. On en de´duit que I˜2(2), A˜4 et S˜4 sont bons dans W˜ .
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(G, W˜ ) degre´s de W˜ e W degre´s de W
(Cd, G(mn, n, 2)) mn, 2m 2d G(m, 1, 1)×G(mn/d,mn/d, 2) m,mn/d, 2
(I˜2(2), G12) 6, 8 12 A2 2, 3, 1
(I˜2(2), G13) 8, 12 12 A2 ×A1 2, 3, 2
(I˜2(2), G14) 6, 24 12 G(3, 1, 2) 3, 6, 1
(I˜2(2), G15) 12, 24 12 G(3, 1, 2)×A1 3, 6, 2
Table 4.
Pour W˜ = G11, on a aussi W˜ ∩SL2(C) = S˜4 et W˜ ≤ S˜4 ·µ∞. On a [W˜ : W˜ ∩SL2(C)] = 12,
donc W˜ ≤ S˜4 ·µ24. Puisque |W˜ | = |S˜4 ·µ24|, on a l’e´galite´ W˜ = S˜4 ·µ24. On en de´duit que A˜4
est bon dans W˜ mais que I˜2(2) et S˜4 ne sont pas bons dans W˜ .
La table 4 contient toutes les paires (G, W˜ ) telles que G est bon dans W˜ , G 6= {1,−1} et
W = W˜/G n’est pas abe´lien.
4.5. Classification en rang supe´rieur. Graˆce au the´ore`me 3.23, le proble`me ge´ne´ral de la
classification des paires (W˜ ,G) se rame`ne a` la classification en rang 2 e´tablie ci-dessus. Pre´cisons
comment cette re´duction s’ope`re. Soit W˜ ⊂ GL(V ) un groupe de re´flexion et soit G bon dans
W˜ . D’apre`s 3.23 (iii), si G est non trivial, il existe un sous-espace L de V de codimension 2
et un sous-groupe non trivial G′ de G tel que G′ est un bon sous-groupe distingue´ de W˜L. La
classification en rang 2 donne, pour chaque W˜L, une liste des G
′ possibles. Soit G′ la cloˆture
distingue´e de G′ dans W˜ . Toujours graˆce au the´ore`me 3.23, il est clair que G′ est bon dans W˜ .
D’apre`s 3.21, le groupe G/G′ est bon dans W˜/G′. Comme l’ordre de G/G
′
est strictement plus
petit que celui de G, on peut, quitte a` ite´rer l’ope´ration, reconstruire G a` partir de groupes G′
de rang 2.
On est ainsi ramene´ a` classifier, pour W˜ donne´, les paires (L,G′) avec L de codimension 2 et
G′ bon dans W˜L, a` conjugaison pre`s. Il suffit d’ailleurs de conside´rer, parmi ces paires, celles
pour lesquelles G′ est minimal, puisqu’il s’agit simplement d’initier le processus re´cursif ; les
tables que nous donnons plus bas en donnent la liste. Les diagrammes “a` la Coxeter” fournis
dans [BrMaRou] facilitent la recherche des paires (L,G′). Sauf pour les groupes exceptionnels
G27, G29, G33 et G34, ces diagrammes posse`dent la proprie´te´ suivante : soit S un syste`me de
ge´ne´rateurs de W˜ correspondant au diagramme ; pour tout sous-groupe “parabolique”, c’est-
a`-dire de la forme W˜L pour un certain sous-espace L, il existe un sous-ensemble I ⊂ S tel que
le sous-groupe engendre´ par I soit conjugue´ a` W˜L.
4.6. “Morphismes de diagrammes” et nouveaux diagrammes. Conside´rons la pre´senta-
tion < S|R > associe´e au diagramme standard d’un groupe de re´flexion W˜ ⊂ GL(V ). Soit
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I ⊂ S. Le sous-groupe de W˜ engendre´ par les re´flexions de I est de la forme W˜L, ou` L est
un sous-espace de V . L’espace L est de codimension 2 quand I est compose´ de 2 e´le´ments lie´s
par une relation de tresses usuelle, ou compose´ de 3 e´le´ments lie´s par une relation de valence
3, par exemple une relation circulaire stu = tus = ust (voir [BrMaRou]). Quotienter par un
G′ bon dans W˜L correspond a` ajouter a` R une ou plusieurs relations supple´mentaires, liant
les e´le´ments de I. Soit R′ le nouvel ensemble de relations. Le groupe quotient W admet la
pre´sentation < S|R′ >.
Il se trouve que, dans la plupart des cas (en fait dans tous les cas, si l’on conside`re les
diagrammes modifie´s que nous proposons plus bas), cette pre´sentation est identique, pour peu
que l’on e´limine les ge´ne´rateurs et les relations redondants, a` celle donne´e par le diagramme
standard deW . Ainsi, le morphisme W˜ ։W provient d’un “morphisme de diagrammes” entre
leurs diagrammes standard. Nous n’abordons pas cette formalisation dans le pre´sent travail.
Il serait souhaitable de comprendre ge´ome´triquement la cate´gorie des groupes de re´flexions
avec “morphismes de diagrammes”. Notons toutefois qu’elle exigerait une de´finition pre´cise
non seulement de la cate´gorie des diagrammes, ce qui ne pose pas de difficulte´, mais aussi du
“foncteur” qui a` un groupe de re´flexion associe son diagramme (ou vice-versa). Deux difficulte´s
apparaissent : la pre´sence d’e´le´ments de NGL(V˜ )(W˜ )/W˜ qui ne peuvent pas eˆtre re´alise´s comme
automorphismes de diagrammes et la pre´sence de sous-groupes paraboliques qui ne sont pas
conjugue´s a` des sous-groupes paraboliques standard.
Les seules exceptions a` la compatibilite´ entre diagrammes sont G12, G13 et G22 : selon la table
1, ils admettent comme quotients de re´flexion les groupes de Coxeter de type respectivement
A3, B3 et H3 ; or, partant des diagrammes de [BrMaRou], on ne retrouve pas au quotient des
syste`mes ge´ne´rateurs de Coxeter. Nous proposons de nouveaux diagrammes, compatibles au
quotient avec les pre´sentations de Coxeter.





< s, t, u|sa = tb = uc = 1, . . . tstus︸ ︷︷ ︸
e+ 1 termes
= . . . ststu︸ ︷︷ ︸
e+ 1 termes
, ustut . . .︸ ︷︷ ︸
f + 1 termes
= stutu . . .︸ ︷︷ ︸
f + 1 termes
> .
La relation entre s et t est la relation de tresses de longueur e “tordue” en intercalant u en
dernie`re et en avant-dernie`re position. De meˆme pour celle entre t et u, d’ou` les areˆtes “tordues”
du diagramme.
Les groupes G12, G13 et G22 correspondent a` a = b = c = 2 et respectivement a` (e, f) e´gal
a` (3, 3), (4, 3) et (5, 3). On ve´rifie aise´ment qu’en supprimant les relations quadratiques on
obtient une pre´sentation du groupe de tresses associe´.
Les groupes de re´flexion complexes de rang 2, non re´els, contenant −1 et engendre´s par des
re´flexions d’ordre 2 correspondent aux paires (e, f) ∈ {(3, 3), (4, 3), (5, 3), (d, 2)(d ≥ 2)}. Ce
sont exactement les paires (e, f) avec e, f ≥ 2 telles que 1/e+ 1/f > 1/2.
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En ajoutant la relation su = us, les relations se simplifient et l’on retrouve la pre´sentation





Le diagramme I˜a,b,c(e, f) redonne les pre´sentations de [BrMaRou] pour un certain nombre de
groupes de dimension 2 (en dehors des cas G12, G13 et G22 ou` les pre´sentations sont nouvelles).
Ils fournissent ainsi des diagrammes pour tous les groupes de re´flexion complexes de rang 2 qui
ne sont pas de Shephard :
• I2,2,d(e, 2) pour G(de, e, 2), d, e ≥ 2
• I2,2,3(2, 4) pour G15
• I2,3,3(2, 2) pour G7, I2,3,4(2, 2) pour G11 et I2,3,5(2, 2) pour G19.
4.7. Tables des quotients e´le´mentaires. Soit W˜ ⊂ GL(V˜ ) un groupe de re´flexion complexe.
Les tables 5 et 6 permettent de retrouver tous les G ⊂ W˜ tels que G ⊂ SL(V˜ ) et G est bon
dans W˜ , ainsi que les quotientsW = W˜/G correspondants. Conside´rons le diagramme standard
associe´ a` W˜ , c’est-a`-dire la re´union disjointe des diagrammes standard associe´s aux facteurs de
re´flexion irre´ductibles de W˜ . Les quotients W = W˜/G sont les groupes de re´flexion obtenus en
appliquant une ou plusieurs des transformations e´le´mentaires de´crites. (Les tables contiennent
toutes les paires (W˜ ,G) ou` G est bon, non trivial, minimal — pour simplifier les tables, nous
n’avons pas exclus certains cas ou` G n’est pas minimal).
Les tables se lisent de la fac¸on suivante. La premie`re colonne donne le nom usuel d’un W˜
irre´ductible, la seconde son diagramme. La troisie`me colonne donne le diagramme quotient,
obtenu en rajoutant la relation donne´e dans la dernie`re colonne. Un ge´ne´rateur de W˜ est envoye´
sur le ge´ne´rateur de meˆme nom de W . Comme il est explique´ en 4.5, un quotient e´le´mentaire
est donne´ par le choix d’un sous-espace L de V de codimension 2 et de G′ minimal bon dans
W˜L.





















t1=t′1−→ 276540123 276540123 276540123 276540123
s t1 t2 t3







• La transformation de S4 (ou G25) vers S3 (ou G4) consiste a` “replier” le diagramme. Une
telle transformation pour Sn n’est pas possible si n ≥ 5 (c’est lie´ a` la simplicite´ du groupe
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W˜ Diagramme de W˜ Diagramme de W Relation
Engendre´ par des re´flexions
s1, . . . , sr d’ordre p
p/.-,()*+
s1















2/.-,()*+ 2/.-,()*+ 2/.-,()*+ 2/.-,()*+
s t u v
2/.-,()*+ 2/.-,()*+ 2/.-,()*+ 2/.-,()*+







2/.-,()*+ 2/.-,()*+ 2/.-,()*+ 2/.-,()*+
















G(p, 1, n) p
/.-,()*+ 2/.-,()*+ 2/.-,()*+ . . . 2/.-,()*+
s t1 t2 tn−1
p/.-,()*+ 2/.-,()*+ 2/.-,()*+ . . . 2/.-,()*+
























































3d 2/.-,()*+ 2/.-,()*+ . . . 2/.-,()*+
t′1 t2 tn−1
t1 = t2























Table 5. (rang supe´rieur a` 3)
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sts . . .︸ ︷︷ ︸
m termes
= tst . . .︸ ︷︷ ︸
m termes
I˜a,b,c(e, f) a
/.-,()*+ b76540123/o/o/o c'&%$ !"#/o/o/oe
s t u
f




Table 6. (rang 2)
alterne´ An pour n ≥ 5). Ainsi tous les quotients non triviaux de Sn s’obtiennent par des
morphismes de diagrammes.
• Excluons la re`gle Z/pZ ⊕ Z/pZ ։ Z/pZ. Partant de W˜ quelconque, et effectuant les
transformations au hasard, on aboutit toujours a` un diagramme qui ne peut plus eˆtre
transforme´. Ce diagramme est celui de W˜ ab = W˜/[W˜ , W˜ ], qui est un produit direct de
groupes de re´flexion de rang 1.
4.8. Un exemple : G31. Soient
s =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , t =

1/2 −1/2 −1/2 −1/2
−1/2 1/2 −1/2 −1/2
−1/2 −1/2 1/2 −1/2
−1/2 −1/2 −1/2 1/2
 , u =

0 i 0 0
−i 0 0 0
0 0 1 0




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , w =

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

Soit W˜ le sous-groupe de GL4(C) engendre´ par s, t, u, v, w. C’est le groupe de re´flexion
complexe G31.
Soit G = O2(W˜ ), le plus grand 2-sous-groupe distingue´ de W˜ . C’est un groupe d’ordre 64,
engendre´ par 
−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
 ,

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 ,

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
 ,
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0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
 ,

0 0 0 −i
0 0 −i 0
0 i 0 0
i 0 0 0

Les droites de la base canonique de C4 forment un syste`me d’imprimitivite´ de G ; le groupe
sous-jacent des permutations de ces quatre droites est le sous-groupe kleinien K de S4 (le sous-
groupe engendre´ par les doubles transpositions). Les coefficients non nuls de la matrice d’un
e´le´ment de G sont soit tous dans {−1, 1}, soit tous dans {−i, i}.
La repre´sentation naturelle de G est irre´ductible. Le centre de G est d’ordre 4. Le carre´ d’un
e´le´ment de G est une matrice diagonale a` coefficients diagonaux dans {−1, 1}. Ainsi l’exposant
de G est 4.
Etant donne´e une re´flexion ge´ne´ratrice r de W˜ , on conside`re l’ensemble des re´flexions dans
G · r. C’est un ensemble a` 4 e´le´ments. Pour chacun de ses e´le´ments, on conside`re une forme
line´aire de´finissant l’hyperplan de re´flexion et enfin, on note pr le produit de ces formes line´aires.
On a
ps = X1X2X3X4, pt = ((X1 +X2)









4 ), pv = (X
2
1 −X24 )(X22 −X23 ), pw = (X21 −X22 )(X23 −X24 ).
L’alge`bre C[X1, X2, X3, X4]
G est engendre´e par ps, pt, pu, pv, pw. C’est une hypersurface, i.e.,
le noyau du morphisme canonique C[Ys, Yt, Yu, Yv, Yw] → C[X1, X2, X3, X4]G, Yr 7→ pr, est
engendre´ par un polynoˆme R. L’expression de ce polynoˆme est plus simple dans une nouvelle




































3 ) = pu − pw
p5 = 4X1X2X3X4 = 4ps
Alors,
R = Y 21 Y
2
5 − 2Y1Y2Y3Y4 + Y 22 Y 23 + Y 22 Y 24 + Y 23 Y 24 − Y 25 (Y 22 + Y 23 + Y 24 ) + Y 45
L’action de W˜ sur C[X1, X2, X3, X4]
G se factorise par W = W˜/G. L’action induite de W
sur ⊕iCYi est la repre´sentation de re´flexion de W = S6. Dans son action sur C5, le groupe S6
laisse invariante l’hypersurface R = 0, qui est une singularite´ quotient, de groupe G.
5. Construction de W˜ a` partir de W et G
Dans les parties pre´ce´dentes, nous avons e´tudie´ le cas d’un groupe de re´flexion W obtenu
comme quotient d’un groupe de re´flexion W˜ par un sous-groupe distingue´ d’intersection comple`te
G. Dans cette partie, nous nous inte´ressons au proble`me inverse, a` savoir l’existence d’un groupe
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de re´flexion W˜ e´tant donne´s W et G. Sauf mention du contraire nous ne supposons plus que k
est de caracte´ristique nulle.
5.1. Un rappel de ge´ome´trie alge´brique. On appellera sche´ma un sche´ma noethe´rien
se´pare´ sur le corps k. Rappelons l’existence de cloˆtures normales de reveˆtements :
Lemme 5.1. Soit Y un sche´ma normal, H un groupe fini agissant sur Y et π : X → Y un
reveˆtement e´tale connexe. Soit f : Y → Y/H l’application quotient.
Alors, il existe un reveˆtement e´tale connexe p : Z → X de X et un groupe fini G agissant
sur Z tels que fπp : Z → Y/H est l’application quotient par G.
Proof. Soit k(X) une cloˆture se´parable de k(X). Soit K ′ la cloˆture normale de l’extension
k(X)/k(Y )H dans k(X) et Z la normalisation de X dans K ′. Pour montrer que Z satisfait aux
proprie´te´s du lemme, il faut montrer que le reveˆtement p : Z → X est non ramifie´.
Soit K =
⋃
F F ou` F de´crit les extensions finies de k(Y ) contenues dans k(X) telles que
la normalisation de Y dans F n’est pas ramifie´e sur Y . L’extension K/k(Y )W est normale.
Puisque k(X) est un sous-corps de K, on de´duit que K ′ est un sous-corps de K, donc que
πp : Z → Y est non ramifie´e et finalement que p est non ramifie´e.
Proposition 5.2. Soit X un sche´ma lisse connexe simplement connexe sur k, G un groupe fini
agissant sur X et W un groupe fini agissant sur X/G. On suppose que le lieu de ramification
de G a codimension au moins 2.
Alors, il existe un unique groupe fini W˜ agissant sur X, contenant G comme sous-groupe
distingue´ et tel que W˜/G =W .
Proof. Le proble`me est de montrer que le reveˆtement X → (X/G)/W est galoisien. Il suffit de
le montrer pour un ouvert dense de X : nous allons le faire pour U le comple´mentaire du lieu
de ramification de G dans X .
Notons que U/G est lisse, puisque U l’est et U → U/G est e´tale. Puisque la codimension
du comple´mentaire de U dans X est au moins 2 et que X est lisse et simplement connexe, la
varie´te´ U est simplement connexe [SGA1, X, Corollaire 3.3]. Notons π l’application quotient
X → X/G. En outre, le the´ore`me de purete´ de Zariski-Nagata [SGA1, X, The´ore`me 3.1] affirme
que le lieu de ramification de π−1((X/G)lisse) → (X/G)lisse est vide, car s’il ne l’e´tait pas, il
serait purement de codimension 1. Par conse´quent, U/G = (X/G)lisse est stable par W . Le
lemme 5.1 permet de conclure que le reveˆtement U → (U/G)/W est galoisien.
5.2. Application aux groupes de re´flexion. Nous utiliserons de la proposition pre´ce´dente
le corollaire suivant :
Corollaire 5.3. Soit V˜ un espace vectoriel de dimension finie sur k muni de sa graduation
standard, G un sous-groupe fini de GL(V˜ ) et W un groupe fini agissant de manie`re gradue´e
sur V˜ /G. On suppose que G ne contient pas de re´flexion et que k est alge´briquement clos de
caracte´ristique nulle.
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Alors, il existe un sous-groupe W˜ de GL(V˜ ) contenant G comme sous-groupe distingue´ et tel
que W˜/G = W .
Proof. Puisqu’un espace affine sur un corps alge´briquement clos de caracte´ristique nulle est
simplement connexe, la proposition 5.2 assure l’existence du groupe W˜ .
Soit a ∈ V˜ ∗ et w ∈ W˜ . Puisque W˜ agit de manie`re gradue´e sur k[V˜ ]G, l’e´le´ment w(∏g∈G g(a))
est homoge`ne de degre´ |G|. Par conse´quent, les e´le´ments wg(a) sont tous de degre´ 1. Ainsi,
W˜ agit de manie`re gradue´e sur k[V˜ ] et pre´serve le sous-espace V˜ ∗ de k[V˜ ], donc W˜ est un
sous-groupe de GL(V˜ ).
Remarque 5.4. (i) Si G contient des re´flexions, le re´sultat n’est plus vrai : on le voit en
prenant G = W groupe de re´flexion (V˜ /G e´tant identifie´ a` V˜ ).
(ii) Le corollaire ne´cessite k alge´briquement clos. La partie §4.1 fournit des cas ou` k = R et
W˜ agit sur V˜ ⊗R C mais pas sur V˜ .
(iii) Le corollaire reste vrai pour k alge´briquement clos de caracte´ristique p, a` condition que les
ordres de G et W soient premiers a` p, puisque le groupe fondamental d’un espace affine
sur un tel corps n’a pas de quotient non trivial d’ordre premier a` p (e´tant donne´ trois
groupes finis H ⊳ H ′ ⊳ Γ avec H = Op
′
(H) et p 6 | [Γ : H ], alors H = Op′(H ′), donc
H ⊳ Γ).
(iv) Le corollaire est faux en ge´ne´ral pour k alge´briquement clos de caracte´ristique p, comme
le montre l’exemple suivant. On prend E espace vectoriel de dimension 2 sur k muni d’un
endomorphisme de Frobenius F . Soit B un sous-groupe de Borel F -stable de GL(E) et
U le radical unipotent de B. Soit V˜ = E/UF , G = UF
2





est un espace affine de dimension 2 sur k, V˜ → V˜ /G est non ramifie´e, W est un groupe
de re´flexion sur V˜ /G. Ne´anmoins, le reveˆtement V˜ → (V˜ /G)/W n’est pas galoisien ; une
cloˆture normale est donne´e par E → V˜ .
The´ore`me 5.5. Soit V˜ un k-espace vectoriel muni de sa graduation standard, G un sous-
groupe fini de GL(V˜ ) et Z = V˜ /G. Soit V un k-espace vectoriel gradue´, W un groupe de
re´flexion sur V et L un sous-espace affine homoge`ne de V/W tel qu’il existe un isomorphisme
Z
∼→ L×V/W V compatible a` l’action de k×.
On suppose que G ne contient pas de re´flexion et que k est un corps alge´briquement clos de
caracte´ristique nulle.
Alors, il existe un (unique) groupe de re´flexion W˜ sur V˜ contenant G comme sous-groupe
distingue´ et tel que W˜/G = W . En outre, G est un bon sous-groupe distingue´ de W˜ et W agit
trivialement sur le quotient de V par l’espace tangent a` Z en 0.
Proof. Notons que W agit fide`lement sur Z. L’existence de W˜ re´sulte alors du corollaire 5.3.
Puisque V˜ /W˜ ≃ Z/W est un espace affine, W˜ est de re´flexion.
Soit E l’espace tangent a` Z en 0, vu comme sous-espace de V . Puisque W agit fide`lement
sur E et qu’il est de re´flexion, il agit trivialement sur V/E. Quitte a` remplacer V par E, on
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est dans le cas ou` V est l’espace tangent a` Z en 0 et on conclut par le the´ore`me 3.2 que Z est
une intersection comple`te.
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