Abstract. Agent interaction protocols are usually specified in terms of permissible sequences of messages. This representation is, unfortunately, brittle and does not allow for flexibility and robustness. The commitment machines framework of Yolum and Singh aims to provide more flexibility and robustness by defining interactions in terms of the commitments of agents. In this paper we identify a number of areas where the commitment machines framework needs improvement and propose an improved version. In particular we improve the way in which commitments are discharged and the way in which pre-conditions are specified.
Introduction
Communications between software agents are typically regulated by interaction protocols. These include general communication protocols, such as the auction protocol and the contract net protocol, as well as more specific protocols such as the NetBill payment protocol [7, 8] . Traditional protocol representations such as Finite State Machines (FSM), Petri-Nets [3] and AUML sequence diagrams [1, 2] often specify protocols in terms of legal message sequences. Under such protocol specifications, agent interactions are pre-defined and predictable. The inevitable rigidity resulting from this prevents agents from taking opportunities and handling exceptions in a highly dynamic and uncertain multi-agent environment.
Yolum and Singh's Commitment Machines [7] (CMs henceforth) define an interaction protocol in terms of actions that change the state of the system, which consists of the state of the world as well as the commitments that agents have made to each other. It is a commitment made to an interaction partner which makes an agent perform its next action. In other words, an agent acts because it wants to comply with the protocol and provide the promised outcomes for another party. Actions not only change the values of state variables, but also may initiate new commitments and/or discharge existing commitments. In traditional protocol representations, agents are constrained to perform a pre-defined sequence of actions, whereas in CMs, an agent is able to reason about what action should be taken next in accordance with the dynamics of the environment and the management of its commitments in that environment. This fundamentally changes the process of specifying a protocol from a procedural approach (i.e. prescribing how an interaction is to be executed) to a declarative one (i.e. describing what interaction is to take place) [7] .
Another advantage of the CM approach is that it provides a natural means of managing multi-agent interactions. Agent programming concepts are often discussed in the context of a single agent situated in an environment, discussing properties such as autonomy, pro-activeness, reactivity and social awareness. The CM approach enables proactiveness and reactivity to be discussed in a multi-agent context.
CMs thus allow interactions between agents to be organized in a manner which is more flexible and robust than an approach based on pre-defined sequences. For example, in the NetBill protocol (discussed in section 2), a customer may wish to order goods without first receiving a quotation, or a merchant may be happy to send goods to a known reliable customer with less rigorous checking than normal.
In this paper we identify a number of areas where the Commitment Machine framework can be improved. Specifically, we show how the identification of undesirable states (such as omitting to provide a receipt, or receiving the goods before payment has been confirmed) can be incorporated into the design process in order to achieve acceptable outcomes for a wider variety of circumstances than is done in [7, 8] . We also show how certain anomalies in discharging commitments and in handling pre-conditions can be remedied.
The paper is organized as follows: in section 2 we introduce the commitment machine framework and a detailed example, both based on [7] . In section 3 we identify a number of anomalies and issues with the commitment machines framework and in section 4 we propose some improvements.
Background
We briefly introduce the commitment machines framework and the NetBill protocol. Both are based on the description in [7] and we refer the reader to [7, 8] for further details.
The key example used in [7] is the NetBill protocol [4] . In this protocol a customer buys a product from a merchant. To buy a desired product, the protocol begins with a customer (C) requesting a quote (message 1 in Figure 1 ) from the merchant (M), followed by the merchant sending the quote (message 2). If the customer accepts the quote (message 3), the merchant proceeds by sending the goods (message 4) and waits for the customer to pay by sending an electronic payment order (EPO). Note that it is assumed that the goods cannot be used until the merchant has sent the relevant decryption key, such as software downloaded from the internet, or sent on a CD. Once the customer has sent payment (via an EPO in message 5), the merchant will send the decryption key along with a receipt (message 6). This concludes the NetBill transaction.
As suggested by the name "commitment machine", a crucial concept is that of commitment. A (social) commitment is an undertaking by one agent (the debtor, x) to another agent (the creditor, y) to bring about a certain property p, written C(x, y, p). A commitment of the form C(x, y, p) is a base-level commitment. For example, in the NetBill protocol when the customer sends message 3 and then receives the goods, he or she has a commitment to pay the merchant, i.e. C(C, M, pay).
When a party is willing to commit only if certain conditions hold (such as another party making a corresponding commitment), a conditional commitment can be used. A conditional commitment, denoted CC(x, y, p, q), indicates that agent x is committed to achieving q for agent y if p becomes true. A conditional commitment is latent -it doesn't commit x to do anything until p becomes true, at which point the conditional commitment is transformed to the base-level commitment C(x, y, q). For example, in the NetBill protocol the customer may insist on his or her commitment to pay being conditional on the goods being sent, which would be represented as CC(customer, merchant, goods, pay). Where the identity of the debtor and creditor are obvious from context we shall sometimes write C(p) in place of C(x, y, p) and CC(p q) in place of CC(x, y, p, q). Interactions are specified in the CM framework by defining the roles of the participants, the domain-specific fluents (i.e. boolean state variables), the (conditional) commitments that may arise during the interaction, and the rules for initiates and terminates which define the effects of (communicative) actions, and are used to regulate the choices of actions for the agents. The execution of a protocol is then driven by the commitments that are in place: the desire to fulfil these commitments generates an action or actions to achieve them, which in turn may create new commitments or discharge existing ones. The NetBill protocol as a CM can be found in figure 2 .
A state in a CM is a triple F, CC, C , where F is a set of fluents, CC is a set of conditional commitments and C is a set of base-level commitments.
A final state is a state that does not have undischarged base-level commitments. A final state may contain conditional commitments, since they are latent commitments that have not been activated. Formally, a state in a CM is a final state if C = ∅. Note that a final state in a CM is one where the interaction may end. However, it is also possible for interaction to continue from a final state.
A protocol run consists of a sequence of actions that results in a final state. A commitment machine places constraints on the sequence of agent actions that constitute the interaction. For example, if an agent has a commitment, then it must at
-request (the customer has requested a quote), -goods (the goods have been delivered to the customer), -pay (the customer has paid), -receipt (the merchant has sent the receipt)
Commitments:
-accept = CC(C, M, goods, pay): a commitment by the customer (to the merchant) to pay once the goods have been delivered. -promiseGoods = CC(M, C, accept, goods): a commitment by the merchant to send the goods if the customer accepts. Since accept is itself a commitment this is a nested commitment: promiseGoods = CC(M, C, CC(C, M, goods, pay), goods). -promiseReceipt = CC(M, C, pay, receipt): a commitment by the merchant to send a receipt once the customer has paid. -offer = promiseGoods ∧ promiseReceipt: an offer is a commitment by the merchant (a) to send the goods if the customer accepts the offer, and (b) to send a receipt after payment has been made.
Action Effects: the following (communicative) actions are defined:
-sendRequest: this action by the customer makes the fluent request true.
-sendQuote: this action by the merchant creates the two commitments promiseGoods and promiseReceipt (i.e. offer ) and terminates (makes false) the fluent request. -sendAccept: this action by the customer creates the commitment accept.
-sendGoods: this action by the merchant makes the fluent goods true and also creates the commitment promiseReceipt. -sendEP O: this action by the customer makes the fluent pay true. This action is defined in [7] as having the pre-condition that the goods have been sent. -sendReceipt: this action by the merchant makes the fluent receipt true. This is defined in [7] as having the pre-condition that payment has been made.
Fig. 2.
The NetBill Protocol as a Commitment Machine [7] some point fulfil its commitment 3 . However, commitment machines do not dictate or require that agents perform particular actions.
Each commitment machine implicitly defines a corresponding Finite State Machine 4 (FSM) where the states of the FSM correspond to states of the CM and the transitions are defined by the effects of the actions. Figure 3 shows a (partial) view of the states and transitions corresponding to the CM defined in figure 2. Final states (those with no undischarged base-level commitments) are shaded and dotted lines depict actions that are intended to be prevented by pre-conditions (but see section 3.4). This figure is an extension of the figure given in [7, 8] . The table in figure 3 gives the fluents and commitments that hold in each state.
Properties of CMs
In this section we discuss various properties of CMs as presented in [7, 8] and identify a number of areas where we propose improvements to the CM framework.
Explicit labelling of undesirable states
The presentation in [7, 8] presents protocols as defining states (in terms of the commitments of the agents and the fluents that hold). A query is then given and the interpreter finds possible sequences of actions that lead to the requested state. For example, in [8] given the commitment machine defined in figure 2, the interpreter is asked to find sequences of actions that lead to a final state where goods have been received, payment has been made, and a receipt has been issued.
However, when designing interaction rules it is important to not only ensure that a desirable final state is possible, but also to ensure that undesirable states are not possible.
In this context when we talk about "desirable" and "undesirable" states we are talking from the perspective of the designer of the interaction, not from the perspective of an agent who will take part in the interaction. Roughly speaking, the designer should consider a state to be desirable if an agent desires it and no agents find it undesirable. A state should be considered undesirable if any agent finds it undesirable.
If an undesirable final state is determined to be possible then this can be fixed by either adding additional commitments so that the state is no longer final, or by adding pre-conditions so that the state can not be reached. It is not possible to fix undesirable final states by merely having the agents be aware of the undesirable state -if a state is undesirable to one agent, another agent may still perform an action that results in that state.
For example, in the NetBill protocol the desirable final states are those in which the goods have been delivered and paid for and a receipt has been given. Undesirable states are those where only one or two of these three conditions hold; it is clearly undesirable to have the goods without payment, to have paid for the goods without getting a receipt, to have a receipt without payment, or to have paid without the goods being delivered. The final state where the goods have not been delivered, no payment has been made, and there is no receipt is acceptable, but not desirable (neutral). In figure 3 state 7 is desirable, states 8,11,12 and 13 are undesirable, and states 1,2,3 and 9 are neutral. Note that states 10, 11, 12 and 13 have been added to the machine discussed in [7, 8] . Note also that states 4,5,6 and 10 have undischarged commitments, and hence are not final states.
To illustrate why we need to identify and avoid undesirable states we consider an alternative protocol which seems quite reasonable. This protocol differs from the one presented in [7, 8] in that we remove the axiom:
This axiom is not needed in the "normal" expected sequence of actions (depicted in figure 1 ) and it is quite possible that a naïve protocol designer would leave it out of an initial protocol specification. Now suppose that the customer is desperate for the goods 5 and begins the interaction with sendAccept. The merchant replies to the sendAccept with sendGoods. At this point in the interaction the customer's acceptance commitment CC(good pay) becomes a commitment to pay -C(pay) -since the goods have been received. The customer then fulfils their obligation by paying. At this point we are in a final state -there are no remaining commitments -and goods have been received and payment made. However, this state is an undesirable one because the customer has not received a receipt.
The important point is that the omission of the Initiates rule is detected by checking whether undesirable (final) states are reachable, rather than by only checking whether desirable ones can be reached. If we had simply taken the variant protocol and asked for sequences which result in goods being delivered along with payment and a receipt then the problem would not have been noticed. In other words, the undesirable states can be used as a check on the interaction rules, which in this case results in the problem being easily found.
Failure to discharge conditional commitments
There are anomalies in the rules that govern the discharge of conditional commitments. These anomalies can, in certain situations, result in conditional commitments not being discharged when, intuitively, they ought to be.
Consider the following sequence of steps:
1. The customer asks for a quote 2. The merchant replies with a quote. At this point the merchant has promised to send the goods if the customer accepts, and has promised to send a receipt if the customer pays. 3. The customer, misunderstanding the protocol perhaps, decides to accept but sends payment instead of an acceptance.
At this point the merchant becomes committed to sending a receipt, which it does, resulting in the following final state:
-fluents: pay, receipt -commitments of merchant: CC(CC(goods pay) goods)
The crucial point here is that this is a final state and the merchant is not committed to sending the goods. The reason is that in order for CC(CC(goods pay) goods) to become C(goods) the commitment CC(goods pay) must hold: it is not enough according to the formal framework for pay to hold. This is counter-intuitive because pay is stronger than CC(goods pay) in that it discharges the commitment. The formal framework does recognise this, but only at the top level -the reasoning process that discharges CC(goods pay) when pay becomes true is not applied to nested commitments.
Commitment discharge is not symmetrical
The axiom/postulate defining the conditions when a commitment (or conditional commitment) is discharged says that the commitment is discharged when it already exists and its condition is brought about by an event.
A problem with this is that it is possible to create a commitment C(p) when p already holds. This commitment will not be discharged unless an event takes place subsequently which re-initiates p.
For example, consider the following sequence:
1. The customer sends an accept. The customer has now committed to paying if the goods are received (CC(goods pay)) 2. The merchant sends the goods. Since the goods have been sent, the customer now is committed to paying (C(pay)).
However, lets consider what happens if the two steps occur in the reverse order:
1. The merchant sends the goods to the customer 6 2. The customer sends an accept.
What is the resulting state? When sending the acceptance the customer initiates the conditional commitment to pay if the goods are received. This conditional commitment, however, does not become a commitment to pay even though the goods have already been sent. Consequently, the resulting state has no base-level commitments and so is an (undesirable) final state (state 13 in figure 3 ).
Pre-condition mechanism does not prevent action
A standard view of actions that goes back to STRIPS is that an action definition contains a pre-condition and a post-condition. The formalization of actions in the CM framework uses these, but the way in which pre-conditions are handled has a slight problem.
Pre-conditions in a CM are defined by putting conditions on the action effect definitions. For example, in [7] the effects of the sendEP O action are defined using the clause 7 Initiates(sendEP O, pay, t) ← HoldsAt(goods, t)
A standard reading in line with traditional pre-conditions would be that "payment can only be sent (by the sendEP O action) when the goods have already been delivered 8 ". However, what this formalization actually does is limit the effects of sendEP O rather than the action itself. In the event calculus this does not prevent the event sendEP O from occurring if goods is false, it merely means that if the event sendEP O occurs without goods being true then the fluent pay does not become true as a result of sendEP O. This is a fairly subtle difference but it does have one significant implication: if we consider agents that use an implementation of commitment machines to reason about what actions to perform, then, for example, a customer agent who has not received the goods is not prevented from executing the sendEP O action. Although the reasoning module will, in this case, believe that the effects of payment have not taken place, if the sendEP O action is executed resulting in credit card details being sent, then in the real world the action's execution will have resulted in the undesired effect of payment.
Communication mode assumptions not clear
The state space defined by the available events (actions) includes sequences of events where an event representing an action by an agent (e.g. the merchant) is followed by an event representing another action by the same agent. This may not be desirable, if the intention is to define interactions where a message from M to C can only be followed by a response from C to M .
The point here is that in the CM framework, there is no explicit specification of how the conversation should be carried out between the two parties, i.e. whether it should follow a synchronous mode or an asynchronous mode. Were the synchronous communication mode clearly specified, the action sendReceipt by the Merchant would have been prevented in state 8 as the actors for the incoming and outgoing arc are the same.
However, there are situations where consecutive actions from the same agent are desirable. A typical CM state that may result in multiple actions from the same agent (or simultaneous actions from multiple agents) would have more than one base level commitment. See Section 4 for an example of a state with multiple base level commitments (state 10 in figure 5 ).
We do not address this issue in this paper; we will return to it in subsequent work. 7 Notation has been slightly changed. The actual clause in [7] is: Initiates(sendEP O(i, m), pay(m), t) ← HoldsAt(goods(i), t). 8 This reading may seem contrary to the standard meaning of implication, but it is correct: in the context of the event calculus Initiates(sendEP O, pay, t) means that whenever sendEP O occurs, the fluent pay becomes true. The causality between sendEP O and pay is not captured by the implication, but by the predicate Initiates. The implication places a condition on when the causality holds. Since there is only a single Initiates clause, the clause above specifies that the causality only occurs if HoldsAt(goods, t) is true when sendEP O occurs.
In this section we propose an extended CM model which addresses some of the concerns discussed in the previous section.
Labelling undesirable states
This isn't a change to the model so much as an extension and a change to how it is used (the methodology). As part of developing the commitment machine the designer indicates which states are undesirable (bad), which are desirable (good) and which are acceptable but not desirable (neutral). Indicating the desirability of states can be done by specifying conditions. The indication of good/bad states is specific to a particular interaction and the preferences of the parties involved. For example, in [8, example 2] where the goods are cheap to copy, the merchant may not consider state 8 in figure 3 to be a bad state.
The desirability of states, particularly of those states that are undesirable, is then used to perform safety checking.
Issues with commitment discharge
We now present a revised axiomatisation that remedies both anomalies associated with commitment discharge (sections 3.2 and 3.3). We first consider the issue discussed in section 3.2. Our proposed solution involves treating certain commitments as being "implied". For example, if pay is true, then any commitment of the form CC(X pay) that occurs as a condition can be treated as having implicitly held (and been discharged).
We introduce predicates Implied and Subsumes which capture when a commitment (base or conditional) holds implicitly or is subsumed by a condition. These are used in the rules that govern commitment dynamics. When checking whether a condition p holds, we also check whether it is implied or subsumes 9 . In order to make commitment discharge symmetrical (section 3.3) we also decouple intended causation from actual causation: instead of stating that an action initiates a commitment (e.g. Initiates(sendGoods, promiseReceipt, t)), we state that the action is intended to cause the initiation of the commitment (e.g. Causes(sendGoods, promiseReceipt)). The rules in figure 4 link the two notions by defining Initiates in terms of Causes. When p is a fluent (not a commitment) then an event Initiates the fluent p exactly when it Causes it. However, for a base level commitment C(p) even though Causes(e, C(p)), the event e will not make C(p) true if p already holds. Similarly, for Causes(e, CC(p q)), if p holds then e will create C(q), not CC(p q), and if q holds then e will have no effect. The rules in figure 4 realise these cases.
We then have the following action effect rules for the NetBill CM (the roles, fluents and commitments remain unchanged): 
Issues with pre-conditions
As discussed in section 3.4 trying to capture pre-conditions by adding conditions to Initiates clauses does not work. Our proposed solution is to extend the agents with a proper notion of pre-condition that specifies when actions should not be performable (as opposed to preventing the effects of the action from being caused). In the NetBill example we have the preconditions P recond(sendEP O, goods) and P recond(sendReceipt, pay).
We then need to de-couple an agent wanting to perform an action from the action actually occuring. This can be done by using a new predicate AgentT ry(a, e, t) to indicate that an agent a wants to perform an action e at time t. If the pre-conditions of the action e hold 11 at time t then this will imply that the event e happens.
Happens(e, t) ← AgentT ry(a, e, t) ∧ P recond(e, p) ∧ HoldsAt(p, t)
Note that the definition of the interaction cannot prevent an agent from performing an action (any more than it can force an agent to honour its commmitments). However, it can specify when an action should not be performed, and detect violations, in the same way that violations of commitments are detected.
Conclusion
We analyzed the reasoning process of commitment machines and identified several anomalies in the current reasoning mechanism. We then indicated how these anomalies could be remedied, giving detailed rules for fixing the anomalies involving commitment discharge and pre-conditions.
Since the main contribution of this paper is a technical extension of [7] we do not perform a detailed literature review: discussion of how CMs relate to other approches can be found in [7] .
There are a number of areas for future work including extending the CM framework to deal with protocols involving open numbers of participants (1 − N ) such as auction protocols.
One area where we believe that commitment machines could be simplified concerns pre-conditions. In a sense pre-conditions and commitments are dual: the former state that a certain action must not be performed (under the prescribed conditions) whereas the latter state that a certain state must be brought about. It may be that the commitment machines framework could be simplified by merging the two concepts into a more generalised form of commitment. Specifically, pre-conditions could be replaced by commitments to avoid certain actions. These avoidance commitments, might be better termed prohibitions. A prohibition of the form P(x, a) would state that agent x is prohibited from performing action a. A conditional prohibition of the form CP(x, a, p) would state that agent x is prohibited from performing action a if p holds. For example, a merchant could have a conditional prohibition against sending a receipt if payment has not been made: CP(M, sendReceipt, ¬pay). Prohibitions are more flexible than pre-conditions in that they can vary over time.
Another area for future work would be applying our changes to the presentation of commitment machines in [6, 5] . Whereas the presentation of commitment machines in [7, 8] uses the event calculus to formalise commitment machines, the presentation of [6, 5] defines a process for compiling a commitment machine to a finite state machine.
Finally, the reasoning that each agent performs when deciding which action to do needs to be specified in more detail. The reasoning could resemble a form of game playing where an agent wants to ensure that states that it considers undesirable cannot be reached by other agents' actions while trying to achieve states that it considers desirable.
