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BOUNDS ON THE LENGTH OF A GAME OF COPS AND ROBBERS
WILLIAM B. KINNERSLEY
Abstract. In the game of Cops and Robbers, a team of cops attempts to capture a robber
on a graph G. All players occupy vertices of G. The game operates in rounds; in each
round the cops move to neighboring vertices, after which the robber does the same. The
minimum number of cops needed to guarantee capture of a robber on G is the cop number
of G, denoted c(G), and the minimum number of rounds needed for them to do so is the
capture time. It has long been known that the capture time of an n-vertex graph with cop
number k is O(nk+1). More recently, Bonato, Golovach, Hahn, and Kratochv´ıl ([3], 2009)
and Gavencˇiak ([10], 2010) showed that for k = 1, this upper bound is not asymptotically
tight: for graphs with cop number 1, the cop can always win within n − 4 rounds. In this
paper, we show that the upper bound is tight when k ≥ 2: for ﬁxed k ≥ 2, we construct
arbitrarily large graphs G having capture time at least
(
|V (G)|
40k4
)k+1
.
In the process of proving our main result, we establish results that may be of independent
interest. In particular, we show that the problem of deciding whether k cops can capture
a robber on a directed graph is polynomial-time equivalent to deciding whether k cops can
capture a robber on an undirected graph. As a corollary of this fact, we obtain a relatively
short proof of a major conjecture of Goldstein and Reingold ([11], 1995), which was recently
proved through other means ([12], 2015). We also show that n-vertex strongly-connected
directed graphs with cop number 1 can have capture time Ω(n2), thereby showing that the
result of Bonato et al. [3] does not extend to the directed setting.
1. Introduction
In the classic game of Cops and Robbers, k cops attempt to capture a single robber on a
graphG. The cops and robber all occupy vertices ofG. (Multiple entities may occupy a single
vertex simultaneously.) Cops and Robbers is a perfect-information game; in particular, the
cops and robber know each other’s positions at all times. At the beginning of the game, the
cops choose their starting positions, after which the robber chooses his position in response.
Henceforth the game proceeds in rounds, each of which consists of a cop turn followed by a
robber turn. In the usual formulation of the game, on the cops’ turn, each cop may either
remain on her current vertex or move to an adjacent vertex; on the robber’s turn, the robber
may do the same. If at any point any cop occupies the same vertex as the robber, we say
that she captures the robber, and the cops win. Conversely, the robber wins by perpetually
evading capture.
Clearly, placing one cop on each vertex of G results in a win for the cops. It is thus natural
to ask for the minimum number of cops needed to guarantee capture of a robber on G, no
matter how skillfully the robber plays; this quantity is the cop number of G, denoted c(G).
Much attention has been given to the cop number. Quilliot [18], along with Nowakowski and
Winkler [16], independently introduced the game and characterized graphs with cop number
2010 Mathematics Subject Classification. Primary 05C57; Secondary 05C85.
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1, while Aigner and Fromme [1] were the ﬁrst to study graphs with larger cop numbers. Since
then, there have been numerous papers written on Cops and Robbers, and many variants
of the game have been introduced; for more background on the game, we direct the reader
to [6].
In this paper, rather than asking how many cops are needed to capture a robber on G,
we instead ask: how quickly can they do so? When G is a graph with cop number k, the
capture time of G is the minimum number of rounds it takes for k cops to capture a robber
on G, provided that the robber evades capture as long as possible. To be more precise, the
capture time of G is the minimum number t such that c(G) cops can always capture a robber
on G within t rounds, regardless of how the robber plays. (We do not consider the players’
choosing of initial positions to constitute a round; rather, the ﬁrst round begins with the
ﬁrst cop turn.) We denote the capture time of G by capt(G).
The concept of capture time was ﬁrst introduced by Bonato, Golovach, Hahn, and Kra-
tochv´ıl in [3]. They and Gavencˇiak [10] showed that for n ≥ 7, if G is an n-vertex graph
with cop number 1, then capt(G) ≤ n − 4 (and this bound is best possible). For graphs
with higher cop number, not much is known about the capture time. The capture time of
two-dimensional Cartesian grids was determined by Mehrabian in [15], and the capture time
of the n-dimensional hypercube Qd was shown to be Θ(d log d) by Bonato, Gordinowicz, Kin-
nersley, and Pra lat in [4]. More recently, Bonato, Pe´rez-Gime´nez, Pra lat, and Reiniger [7]
investigated the length of the game on Qd when playing with more than c(Qd) cops and
similarly studied the length of the game on trees, grids, planar graphs, and binomial random
graphs when playing with “extra” cops. Pisantechakool [17] showed that for n-vertex planar
graphs, three cops can always capture a robber within 2n rounds. Fo¨rster, Nuridini, Uitto,
and Wattenhoﬀer [9] constructed graphs in which it takes a single cop O(ℓ·n) time to capture
ℓ robbers.
In general, the capture time of an n-vertex graph with cop number k must be O(nk+1),
and this is straightforward to prove – see, for example, [5]. However, it is not so easy to
determine whether this upper bound is asymptotically tight. The aforementioned work of
Bonato, Golovach, Hahn, and Kratochv´ıl [3] and Gavencˇiak [10] shows that in fact this
bound is not tight when k = 1. Moreover, to the best of our knowledge, there are no
examples in the literature of n-vertex graphs whose capture time is even superlinear in n, let
alone on the order of nk+1. However, in this paper, we show that the simple upper bound
on capt(G) is in fact tight for k ≥ 2: our main result, Theorem 4.6, states that for ﬁxed
k ≥ 2, the maximum value of the capture time among n-vertex graphs with cop number k
is Θ(nk+1). (While this paper was in preparation, we were informed that Theorem 4.6 has
recently and independently been obtained by Brandt, Emek, Uitto, and Wattenhoﬀer in [2]
using a diﬀerent argument. However, we believe that the techniques used in our proof are of
independent interest, particularly Theorem 4.5: very little is known about Cops and Robbers
played on directed graphs, and Theorem 4.5 establishes a close connection between the game
played on undirected graphs and the game played on directed graphs.) Additionally, we prove
in Theorem 5.1 that the maximum capture time among directed n-vertex graphs with cop
number 1 is Θ(n2), in contrast to the situation on undirected graphs.
To prove Theorem 4.6, we consider a generalized version of the game of Cops and Robbers.
Some formulations of the game do not allow players to remain still on their turns; rather,
each cop and the robber must, on their corresponding turns, follow an edge. When the
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game is presented in this manner, the underlying graph is typically assumed to be reflexive,
meaning that each vertex has a loop (i.e. an edge joining that vertex to itself). Consequently,
this alternative formulation of the game is functionally equivalent to the original: instead
of remaining still, an entity can simply follow the loop at its current vertex. In this paper,
we ﬁnd it useful to use this alternate formulation of the game but to forego the assumption
that the graph is reﬂexive. Rather, some vertices may have loops, meaning that players
can remain at that vertex indeﬁnitely; others may have no loops, meaning that players at
that vertex cannot remain there, and instead must move to an adjacent vertex. We also
permit our underlying graph to be directed; on a directed graph, players must follow edges
in their prescribed directions. (We ensure that the vertices of our graph always have at
least one out-neighbor, so that we never reach a situation in which a player has no legal
moves.) Finally, we make use of a variant known as “Cops and Robbers with Protection”,
introduced by Mamino in [14]. In this variant, edges may be deemed “protected”; cops may
freely traverse protected edges, but can only capture the robber by reaching the robber’s
vertex along an unprotected edge.
Our paper is laid out as follows. In Section 2, we discuss the variants of Cops and Robbers
that we will use throughout the paper. In particular, we show how to model an instance of
Cops and Robbers with Protection played on a directed graph using an instance of ordinary
Cops and Robbers played on a reﬂexive undirected graph, without substantially changing
the capture time. We also outline the proof of our main result. In Sections 3 and 4, we
prove our main result by showing how to construct n-vertex graphs with cop number k and
capture time Ω(nk+1). Next, in Section 5, we show that n-vertex strongly-connected directed
graphs with cop number 1 may have capture time Ω(n2). Finally, in Section 6, we brieﬂy
discuss some consequences of our results in the area of computational complexity.
Throughout the paper, we denote the vertex set and edge set of a graph or directed graph
G by V (G) and E(G), respectively. We denote an undirected edge joining vertices u and v
by uv, and we denote a directed edge from u to v by −→uv. In the standard model of Cops and
Robbers, we say that a cop defends a vertex v when she occupies v or some neighbor of v. In
other words, v is defended if a robber moving to v would be captured on the ensuing cops’
turn. The precise deﬁnition of the term will need to be modiﬁed slightly for some of the
Cops and Robbers variants we consider, but the intuitive deﬁnition – a vertex is defended
if the robber cannot safely move there – will remain unchanged. In an instance of Cops
and Robbers in which there are enough cops to guarantee a win, we say that the cops play
optimally or use an optimal strategy if they play in a way that minimizes the length of the
game (relative to the robber’s actions). Similarly, we say that the robber plays optimally
if he plays in a way that maximizes the length of the game (relative to the cops’ actions).
By a configuration of a game in progress, we mean the collection of the positions of all cops
and the robber. For more notation and background in graph theory, we direct the reader
to [19].
2. Preliminaries and Overview
In this section, we lay the groundwork for a proof of Theorem 4.6.
Theorem 4.6. For fixed k ≥ 2, the maximum capture time of an n-vertex graph with cop
number k is Θ(nk+1).
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We begin with a short proof of an easy upper bound on capt(G). (This result is well-known
– see for example [5] – but we include a proof here for the sake of completeness.)
Proposition 2.1. If G is an n-vertex graph with cop number k, then capt(G) ≤ n·
(
n+k−1
k
)
=
O(nk+1).
Proof. Cops and Robbers is a deterministic game of perfect information and, at any point
during the game, only the current conﬁguration matters; the precise sequence of moves used
to reach that conﬁguration is irrelevant. Consequently, under optimal play by both players,
each player’s moves are determined entirely by the present conﬁguration of the game. It is
thus straightforward to see that under optimal play, no two cop turns begin with the same
conﬁguration. Indeed, suppose that rounds t1 and t2 (with t1 < t2) both begin with some
conﬁguration C. Since the players’ moves depend only on the current conﬁguration of the
game, the same moves played on rounds t1, t1+1, . . . , t2− 1 would subsequently be repeated
by both players. Consequently, the game would return to conﬁguration C an unbounded
number of times, contradicting the assumption that the cops are using a winning strategy.
The claim now follows by noting that there are n ·
(
n+k−1
k
)
diﬀerent conﬁgurations: there are
n ways to choose the robber’s position, and there are
(
n+k−1
k
)
ways to choose a multiset of
k cop positions. Thus an optimally-played game involves at most n ·
(
n+k−1
k
)
cop turns and
hence at most n ·
(
n+k−1
k
)
rounds. 
Note that for ﬁxed k, we have
n ·
(
n+ k − 1
k
)
≤ n ·
(n+ k − 1)kek
kk
= O(nk+1),
so Proposition 2.1 establishes the upper bound in Theorem 4.6.
Establishing the lower bound in Theorem 4.6 is considerably more diﬃcult. The remainder
of this section is devoted to giving a high-level overview of the proof, while the proof itself
appears in Section 4.
For each integer k ≥ 2, we aim to construct arbitrarily large graphs G such that c(G) = k
and capt(G) ≥ ck · |V (G)|
k+1 (where ck is a constant depending only on k). One diﬃculty in
doing this is that the game of Cops and Robbers can get quite complex. There are myriad
ways for the game to proceed, so ﬁnding an optimal cop or robber strategy for some graph
– or even just determining the capture time – can be frustratingly complicated.
To deal with this diﬃculty, we consider a generalization of the usual game of Cops and
Robbers that gives us more power in constructing a “game board” that limits the players’
freedom. In Section 4, we use this model to produce graphs with high capture time (under
the rules of this generalization). Moreover, we prove that this is “good enough” to establish
Theorem 4.6: we show that any instance of the game with large capture time under this
new model can be transformed into an instance of the usual game of Cops and Robbers with
large capture time and with the same cop number.
In fact, we consider two successive generalizations of the game. The ﬁrst of these is
the game of “Cops and Robbers with Protection,” introduced by Mamino [14]. In this
variant, each edge of the underlying graph G is designated either protected or unprotected.
Additionally, the winning conditions of the game are slightly diﬀerent: the cops win only
if some cop reaches the same vertex as the robber by traveling along an unprotected edge.
(The cops may still traverse protected edges, but cannot use them to directly capture the
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robber.) One subtle consequence of this change is that the robber may, in this variant, move
to the same vertex as a cop without immediately losing the game. (Note, however, that if
this vertex has an unprotected loop, then the cop may use it to win on the ensuing cop turn.)
We refer to a vertex with an unprotected loop (resp. protected loop) as an unprotected
vertex (resp. protected vertex). Vertices without loops are considered neither protected nor
unprotected. We say that a cop defends a vertex if it is adjacent to that vertex along an
unprotected edge. A graph together with a speciﬁcation of protectedness or unprotectedness
for each edge is a protected graph. We deﬁne the cop number and capture time of a protected
graph in this new game analogously as in the original game.
Mamino showed that Cops and Robbers with Protection can be reduced to ordinary Cops
and Robbers. He did this by showing how to construct, for every protected graph G, an
unprotected graph H with the same cop number and with |V (H)| not “too much larger”
than |V (G)|. While Mamino was not concerned with capture time, his proof shows that in
fact capt(H) = capt(G). Thus, close analysis of Mamino’s construction yields the following:
Lemma 2.2 (essentially [14], Lemma 3.1). For every protected graph G, there exists a graph
H such that c(H) = c(G), capt(H) = capt(G), and |V (H)| < 4 · c(G)2 · |V (G)|.
Next, we show that instead of restricting ourselves to reﬂexive undirected graphs, we can
consider (not necessarily reﬂexive) directed graphs. To be precise, we prove the following:
Theorem 4.5. Fix k ≥ 2, and let G be a protected (not necessarily reflexive) directed graph
with c(G) = k such that every vertex in G has at least one in-neighbor and one out-neighbor.
If H is constructed from G as specified above, then c(H) = k and capt(G) + 1 ≤ capt(H) ≤
capt(G) + 2. In addition, |V (H)| = (3k + 3) |V (G)|+ 8k + 3.
After establishing Theorem 4.5, we are ready to prove Theorem 4.6. We aim to construct
reﬂexive undirected graphs with large capture time; Theorem 4.5 shows that it suﬃces to
construct (not necessarily reﬂexive) protected directed graphs with large capture time. In
particular, for k ≥ 2 we show how to construct arbitrarily large protected directed graphs
G with with c(G) = k and capt(G) ≥
(
|V (G)|
2k
)k+1
. Once we have constructed some such
directed graph, we can use Theorem 4.5 to ﬁnd a corresponding protected undirected graph.
Finally, Lemma 2.2 gives a corresponding ordinary undirected graph, which completes the
proof of Theorem 4.6.
3. Modeling Directed Graphs with Undirected Graphs
To prove Theorem 4.5 we must show how to construct, for a given protected directed
graph G, a corresponding undirected protected graph H with the same cop number, roughly
the same capture time, and not “too many more” vertices. Since this construction is rather
involved, we devote this section to an explanation of the construction, leaving the actual
proof of Theorem 4.5 for Section 4.
Let G be a protected directed graph and let k = c(G). We construct a reﬂexive protected
undirected graph H as follows. The vertex set of H is comprised of sets S, T0, T1, T2, C0,
C1, C2, C
∗, R0, R1, R2, and R
∗. We refer to vertices in C0, C1, and C2 as cop vertices, while
vertices in R0, R1, and R2 are robber vertices. S∪T0∪T1∪T2 is referred to as the reset clique,
with S itself comprising the core and Ti comprising the ith wing of the clique. Vertices in
C∗ are cop starter vertices, while vertices in R∗ are robber starter vertices. (See Figure 1.)
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All vertices in the reset clique are protected, while all other vertices in H are unprotected.
Throughout the construction, the indices on the Ci and Ri should be taken modulo 3 when
necessary; for example, when i = 2, the expression “Ci+1” refers to C0.
C0
C2 C1
R0
R2 R1
Cop vertices
(C0, C1, C2)
Robber vertices
(R0, R1, R2)
Reset clique
(S, T0, T1, T2)
Robber starter vertices
(R∗)
Cop starter vertices
(C∗)
Figure 1: cop vertices and robber vertices. Jagged edges are protected. A
thick edge indicates that all possible edges of this sort are present.
The core of the reset clique contains 4k vertices, namely s0, s1, . . . , s4k−1. In addition, for
i ∈ {0, 1, 2}, the set Ti contains k vertices, namely t
i
0, t
i
1, . . . , t
i
k−1. Every pair of vertices in
the reset clique is joined by a protected edge. Under the proper circumstances, the reset
clique will permit the robber to “reset” the game back to its initial state. As with the Ci
and Ri, indices on vertices within the Ti should be taken modulo k and indices on vertices
in S should be taken modulo 4k.
The sets C0, C1, and C2 each contain k copies of every vertex in G. For v ∈ V (G),
i ∈ {0, 1, 2}, and j ∈ {0, 1, . . . , k − 1}, we denote by κ(v; i, j) the jth copy of v belonging
to Ci. Within each Ci, the copies of a given vertex form a clique; that is, for all v, i, j, and
j′, the vertices κ(v; i, j) and κ(v; i, j′) are joined by an unprotected edge. Aside from these
edges and loops, there are no edges with both endpoints in any Ci. The sets R0, R1, and R2
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each contain one copy of every vertex in G, and each Ri is independent. We denote by ρ(v; i)
the copy of v in Ri. Our intent is that for the bulk of the game, the cops occupy vertices
within the Ci (that is, “cop vertices”), while the robber occupies a vertex within one of the
Rj (that is, a “robber vertex”).
We seek to construct H so that play of the game on H mirrors play on G, in the sense
that we can equate a cop occupying κ(v; i, j) in H with a cop occupying v in G; likewise, the
robber occupying ρ(v; i) in H is analogous to the robber occupying v in G. We also aim to
greatly restrict the ﬂexibility that both players enjoy. In particular, our intent is that under
any optimal cop strategy, if the cops are positioned within Ci after some cop turn, then the
robber must be positioned within Ri. Moreover, we aim to force the cops to move from C0
to C1 to C2 to C0 and so on; forcing the cops to keep moving in the “forward direction”
among the Ci will allow us to simulate playing on the directed graph G. Likewise, we aim
to force the robber to move from R0 to R1 to R2 to R0 and so on.
We now add edges among the cop and robber vertices. For all −→uv ∈ E(G), all i ∈ {0, 1, 2},
and all j ∈ {0, 1, . . . , k − 1}, add unprotected edges joining κ(u; i, j) to κ(v; i + 1, j) and
joining ρ(u; i) to ρ(v; i + 1). (Note that u and v need not be distinct.) These edges ensure
that each “forward” movement by a cop or robber (from Ci to Ci+1 or from Ri to Ri+1)
corresponds to following an edge from G in the forward direction. If −→uv is unprotected, then
we also add an unprotected edge joining κ(u; i, j) to ρ(v; i+ 1). These edges allow a cop to
capture the robber in H provided that she would be able to do so in G. (See Figure 2.)
C0
C2 C1
E(G)
R0
R2 R1
Each Ri contains one copy of each vertex in
G; each Ci contains k copies.
For −→uv ∈ E(G), every copy of u in Ci is adja-
cent to every copy of v in Ci+1, and the copy
of u in Ri is adjacent to the copy of v in Ri+1.
Not pictured:
• For −→uv ∈ E(G), each copy of u in Ci is
adjacent to the copy of v in Ri+1.
• Every vertex in Ci is adjacent to all
vertices in Ri−1 ∪Ri.
• The jth copy of v in Ci is adjacent to
tij, s4j+i, s4j+i+1, s4j+i+2, and s4j+i+3.
• The copy of v in Ri is adjacent to all
of S ∪ Ti along protected edges.
Figure 2: cop vertices and robber vertices.
Next, for i ∈ {0, 1, 2}, add protected edges joining each vertex of Ri to each vertex of
S ∪ Ti. These edges permit the robber to “escape” to the reset clique, should the cops fail
to adequately defend it. Additionally, add unprotected edges joining each κ(v; i, j) to s4j+i,
s4j+i+1, s4j+i+2, s4j+i+3, and t
i
j. These edges permit cops in Ci to defend the core and ith
wing of the reset clique, but only by positioning themselves in very special ways (see below).
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We also add unprotected edges joining all vertices of Ci to all vertices of Ri ∪ Ri−1. These
edges force the robber to keep moving “forward” from R0 to R1 to R2 to R0 and so forth, in
order to stay one step “ahead” of the cops.
The set C∗ of cop starter vertices contains k vertices, namely c∗0, c
∗
1, . . . , c
∗
k−1. For j ∈
{0, 1, . . . , k − 1}, we add unprotected edges joining c∗j to s4j+3, s4j+4, s4j+5, s4j+6, t
0
j , t
1
j , and
t2j . We also add unprotected edges joining every cop starter vertex to every cop vertex and
every robber vertex. Finally, add unprotected edges joining all robber starter vertices to all
cop vertices and joining each r∗i to all vertices in Ri+1, along with protected edges joining
each pair of robber starter vertices and protected edges joining each r∗i to all vertices in the
core and ith wing of the reset clique. These edges ensure that when the cops choose to start
the game by occupying all of the cop starter vertices, the robber must start on one of the
robber starter vertices. (In fact, under optimal play the cops must start on the cop starter
vertices, but this is less clear; see Section 4.)
4. Main Results
We are now ready to prove Theorems 4.5 and 4.6. To prove Theorem 4.5, we must show
that c(H) = c(G) = k and that capt(H) is roughly equal to capt(G) (where G is any given
protected directed graph and H is the protected undirected graph constructed from G in
Section 3). We begin by describing how we “expect” the game on H to be played.
To simplify the analysis, we introduce some additional terminology. For all v ∈ V (G) and
i ∈ {0, 1, 2}, we refer to κ(v; i, j) as a j-vertex; c∗j is also considered a j-vertex. In the game
on H, we say that the cops occupy a stable position if either the cops occupy all k cop starter
vertices, or all cops occupy vertices within Ci for some i with one cop on a j-vertex for all
j ∈ {0, 1, . . . , k−1}. We say that the game is in a canonical configuration if the cops occupy
a stable position in some Ci and either:
• It’s the cops’ turn and the robber occupies a vertex in Ri+1, or
• It’s the robber’s turn and the robber occupies a vertex in Ri.
As we will see below, the cops will want to prevent the robber from ever reaching the reset
clique. To do this, they must ensure that they always defend the robber’s neighbors in the
clique; this requires them to position themselves carefully. Recall that we say a cop defends
a vertex v when there is an unprotected edge joining the cop’s current vertex with v.
Lemma 4.1. The cops defend all vertices of the core of the reset clique in H if and only
if they occupy a stable position. Moreover, if the cops occupy a stable position, then they
defend the ith wing of the reset clique if and only if they occupy either Ci or the cop starter
vertices.
Proof. It is clear from the construction of H that if the cops occupy a stable position, then
they defend all vertices of the core. Suppose now that the cops defend all vertices of the core.
Every cop vertex and cop starter vertex defends exactly four vertices within the core, while
no other vertices in the graph defend any vertices of the core. Since there are 4k vertices in
the core and only k cops, all k cops must occupy cop vertices or cop starter vertices and,
moreover, no two cops can have a common neighbor in the core. By construction, if any two
cops both occupy a j-vertex for some j, then they have a common neighbor (namely s4j+3);
consequently, we must have one cop on a j-vertex for all j ∈ {0, 1, . . . , k − 1}. Finally, by
symmetry, it suﬃces to show that if one cop occupies a vertex of C0, then so must the other
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k−1 cops. Suppose otherwise, and choose ℓ so that the cop occupying an ℓ-vertex sits in C0,
while the cop occupying an (ℓ − 1)-vertex does not. By construction, these two cops both
defend s4ℓ, so the cops cannot defend the entire core.
The second half of the claim is clear. 
An important consequence of Lemma 4.1 is that when the robber resides in the reset
clique, the cops can force him to leave only by occupying all k cop starter vertices. When
they do so, the robber must move to one of the robber starter vertices, lest he be captured on
the cops’ next turn. Thus motivated, we deﬁne an initial configuration to be a game state in
which the cops occupy all k cop starter vertices, the robber occupies a robber starter vertex,
and it is the cops’ turn.
Lemma 4.2. Suppose that the cops occupy a stable position and it is the robber’s turn. If
the robber moves to any cop vertex, then the cops can capture him within the two subsequent
rounds.
Proof. Suppose the robber moves to a j-vertex within Ci. In response, the cop currently on
a j-vertex moves to any j-vertex in Ci, while any other cop moves to a cop starter vertex.
(Note that this is always possible because each vertex in G has at least one in-neighbor and
one out-neighbor, so no matter which cop vertex a cop occupies, she always has at least
one j-vertex neighbor in each of C0, C1, and C2.) The cop on the cop starter vertex now
defends all cop and robber vertices, while the cop on a j-vertex in Ci defends all robber
starter vertices and the robber’s neighbors in the reset clique. Thus, no matter how the
robber moves, the cops can win on their next turn. 
Lemma 4.3. Suppose that the game is in an initial configuration with the robber on r∗i .
Under optimal play by both players, either the robber loses within the next three rounds, or:
(1): After one more round, the game reaches a canonical configuration with the cops in
Ci and the robber in Ri+1, and
(2): For the remainder of the game, the robber never moves to an undefended vertex in
the reset clique.
Moreover, if the game reaches a canonical configuration as in (1), then the robber may occupy
whichever vertex of Ri+1 he chooses.
Proof. We begin with claim (2). If the robber ever moves into the reset clique, then by
Lemma 4.1 and the ensuing discussion, the game must eventually return to an initial con-
ﬁguration. All initial conﬁgurations are equivalent up to symmetry, so the rounds leading
up to this second initial conﬁguration have served no purpose for the cops. Thus, under
optimal play by the cops, the game never returns to an initial conﬁguration, so the robber
must never reach the reset clique.
We next turn to claim (1). If the cops all remain on the cop starter vertices, then the
robber can simply remain on r∗i ; this is clearly suboptimal for the cops. Otherwise, if the
cops do not move to a stable position in Ci, then by Lemma 4.1, they leave some vertex v of
S ∪ Ti undefended. Thus the robber can, on his ensuing turn, move to the reset clique; by
claim (2), this cannot happen under optimal play. Suppose therefore that the cops move to
a stable position within Ci. By Lemma 4.2, the robber cannot move to a cop vertex without
being captured in short order. The cops defend all of the robber’s neighbors in the reset
clique, so the robber cannot move there, either; likewise, he cannot remain in place or move
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to a diﬀerent robber starter vertex. The only remaining option is for the robber to move to
Ri+1, resulting in a canonical conﬁguration of the desired type; since r
∗
i is adjacent to all of
Ri+1, the robber may occupy any vertex of Ri+1 he chooses. 
Recall that one of our main goals in constructing H is to greatly restrict the freedom
enjoyed by both players. Claim (2) of the lemma above shows that the cops cannot allow
the robber to safely enter the reset clique; this is the primary means by which we restrict
the movements of the cops. Conversely, the robber’s movements are restricted by the threat
of capture. As we next show, these restrictions are severe enough that (under optimal play)
the game is nearly always in a canonical conﬁguration.
Lemma 4.4. Suppose that, on a cop turn, the game is in a canonical configuration with the
cops in Cℓ and the robber in Rℓ+1. Under optimal play, either the robber loses within the
next three rounds, or the game proceeds to a canonical configuration with the cops in Cℓ+1
and the robber in Rℓ+2.
Proof. If some cop currently defends the robber’s vertex, then the cops win immediately;
suppose otherwise. Since the robber occupies a vertex in Rℓ+1, his current vertex is adjacent
to all of S∪Tℓ+1. Thus, by Lemma 4.1, unless the cops move to a stable position in Cℓ+1, the
robber can safely move to a vertex in the reset clique. By Lemma 4.3, this cannot happen
under optimal play.
We may thus suppose that the cops move to a stable position in Cℓ+1. The cops now
defend all of Rℓ, all of Rℓ+1, the robber starter vertices, and all of the robber’s neighbors in
the reset clique. Moreover, by Lemma 4.2, if the robber moves to a cop vertex, then he can
be captured within the following two rounds. The robber’s only remaining option is to move
into Rℓ+2, resulting in a canonical conﬁguration of the desired form. 
We are ﬁnally ready to prove Theorem 4.5.
Theorem 4.5. Fix k ≥ 2, and let G be a protected (not necessarily reflexive) directed graph
with c(G) = k such that every vertex in G has at least one in-neighbor and one out-neighbor.
If H is constructed from G as specified above, then c(H) = k and capt(G) + 1 ≤ capt(H) ≤
capt(G) + 2. In addition, |V (H)| = (3k + 3) |V (G)|+ 8k + 3.
Proof. It is clear from the construction of H that |V (H)| = (3k + 3) |V (G)| + 8k + 3.
To establish the rest of the claim, we show that the cops can win the game on H within
capt(G) + 2 rounds and that the robber can evade capture on H for at least capt(G) turns.
As shown in Lemmas 4.3 and 4.4, optimal play ensures that the game on H will typically
be in a canonical conﬁguration. We associate each canonical conﬁguration in H with a
conﬁguration of the game in G in the natural way. Each of the k cops in H occupies some
cop vertex κ(v; i, j); we view this cop as occupying the vertex v in G. Likewise, when the
robber occupies some vertex ρ(w; i) in H, we imagine that he occupies vertex w in G.
We begin by giving a cop strategy to capture the robber on H within capt(G)+ 2 rounds.
Throughout the game on H, the cops will imagine playing a game on G and use their strategy
on G to guide their play on H. The cops begin by occupying all k cop starter vertices. To
avoid immediate capture, the robber must then occupy one of the robber starter vertices,
say (without loss of generality) r∗0. The cops now turn to the game on G and choose their
starting positions in that game. For convenience, index the cops from 0 to k − 1. If cop j
occupies vertex v in G, then she moves to vertex κ(v; 0, j) in H. (This is always possible
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because each cop starter vertex is adjacent to all vertices in C0.) Thus, in H, the cops move
to a stable position within C0 that corresponds to their choice of initial positions on G. As
argued in Lemma 4.3, if the robber is to survive for more than three more rounds, then he
must occupy some vertex ρ(w; 1). The cops now imagine that, in the game on G, the robber
has chosen to occupy vertex w.
The game on H has now entered a canonical conﬁguration. The cops imagine their next
move (under optimal play) in G and mirror this move in H, while simultaneously moving
to a stable position within C1. In particular, if cop j moves from v to w in G, then she
moves from κ(v; 0, j) to κ(w; 1, j) in H. (Note that since −→vw ∈ E(G), vertices κ(v; 0, j) and
κ(w; 1, j) are adjacent in H.) As argued in Lemma 4.4, either the robber moves to R2 or
he loses within the following two rounds. Suppose the latter. Since the game on G has not
yet ended, it has lasted at most capt(G)− 1 rounds. One round was played in the game on
H before the game on G even began and as many as two more rounds might yet be played.
In total, the game on H lasts at most capt(G) + 2 rounds. Now suppose instead that the
robber moves from his current position ρ(x; 1) to some vertex ρ(y; 2) in R2. By construction,
vertices ρ(x; 1) and ρ(y; 2) are adjacent in H only if −→xy ∈ E(G). Thus, in the game on G,
the cops may imagine that the robber has moved from x to y. The game on H remains in
a canonical conﬁguration and, moreover, this conﬁguration corresponds to the conﬁguration
of the game on G.
The game onH continues in this manner until either the robber fails to move to a canonical
conﬁguration as outlined in Lemma 4.4 or until the cops capture the robber on G. In the
former case, as argued above, the game on H lasts at most capt(G)+2 rounds. In the latter
case, some cop j has followed an unprotected edge in G from her vertex v to the robber’s
vertex w (where v and w are not necessarily distinct). (Recall that in the game of Cops and
Robbers with Protection, this is the only way that the game can end; in particular, unlike in
ordinary Cops and Robbers, the game does not end if the robber moves to the cop’s current
vertex.) In this case, in H, cop j presently occupies κ(v; i, j) for some i, while the robber
occupies ρ(w; i + 1). Since −→vw is an unprotected edge in G, these two vertices are joined
in H by an unprotected edge, so cop j may proceed to capture the robber in H. Since at
most capt(G) rounds have elapsed in G and one additional round was played in H before
the game in G even began, in total at most capt(G) + 1 rounds have been played in H.
To show that capt(H) ≥ capt(G) + 1, we use a similar argument, except that this time
we give a strategy for the robber. We assume throughout that the cops play optimally on
H. At the outset of the game on H, there are two possibilities: either the cops begin by
occupying all k cop starter vertices, or they don’t. In the latter case, by Lemma 4.1, some
vertex of the reset clique remains undefended; the robber chooses to begin there. The robber
can henceforth remain in the clique until the cops do occupy all k cop starter vertices, at
which point the robber moves to r∗0. If instead the cops begin by occupying the cop starter
vertices, the robber simply begins on r∗0; since this is clearly a more eﬃcient line of play for
the cops, we may suppose that this is what happens.
Thus, the game begins in an initial conﬁguration with the robber on r∗0. By Lemma 4.3,
the cops must always defend all of the robber’s neighbors in the reset clique. They can do
this only by moving to a stable position within C0. As above, we can associate this stable
position with an initial position for the cops in the game on G. The robber now considers
the game on G and chooses his initial position in that game; say he decides to begin on
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vertex v. In the game on H, the robber moves to ρ(v; 1). The game on H has now entered
a canonical conﬁguration that corresponds to the current conﬁguration of the game on G.
It is now the cops’ turn. The cops all occupy vertices of the form κ(u; 0, j), while the
robber occupies some vertex ρ(v; 1). By construction, these two vertices are adjacent along
an unprotected edge if and only if −→uv is an unprotected edge in G. Thus, some cop can
capture the robber on their ensuing turn on H if and only if she can do so on G. Otherwise,
to prevent the robber from reaching the reset clique, the cops must move to a stable position
in C1. As before, this cop movement in H corresponds to a legal cop movement in G. The
robber imagines that the cops have played thus on G, decides which vertex to move to in that
game, and moves (in H) to the corresponding vertex in R2. As above, the game continues in
this manner, with each player’s moves in H corresponding to legal moves in G. Eventually,
the cops capture the robber in H. By construction, the cops cannot capture the robber on
H until such time as they can also capture him on G. Since the robber plays optimally in
G, this takes at least capt(G) rounds; since one additional round was played in H, we have
capt(H) ≥ capt(G) + 1, as claimed. 
Armed with Theorem 4.5, we are ready to prove Theorem 4.6.
Theorem 4.6. For fixed k ≥ 2, the maximum capture time of an n-vertex graph with cop
number k is Θ(nk+1).
Proof. It follows from Proposition 2.1 that the capture time of an n-vertex graph with cop
number k is O(nk+1), so it suﬃces to establish a matching lower bound. In particular, we
will show that there exist arbitrarily large graphs H with cop number k and capture time
at least
(
|V (H)|
40k4
)k+1
.
We ﬁrst show how to construct a protected directed graph G with c(G) = k and capt(G) ≥(
n
2k
)k+1
, where n = |V (G)|. By Theorem 4.5, it then follows that there exists a protected
reﬂexive undirected graph G′ with c(G′) = k, capt(G′) ≥
(
n
2k
)k+1
, and |V (G′)| = (3k +
3)n + 8k + 3. Finally, Lemma 2.2 implies the existence of a reﬂexive undirected graph H
with c(H) = k, capt(H) ≥
(
n
2k
)k+1
, and |V (H)| < 4k2 |V (G′)| < 20k3n (for suﬃciently large
n). Thus, capt(H) ≥
(
|V (H)|
40k4
)k+1
, as claimed.
Our goal in constructing G is to restrict the cops’ actions so greatly that they have only
one reasonable line of play – a line of play that happens to take a long time to resolve. This
will greatly simplify the analysis of the game.
The vertex set of G consists of ﬁve parts: S, the reset clique; C0, C1, . . . , Ck−1, the cop
tracks; R, the robber track; X, the set of escape vertices; and one special vertex ω. The reset
clique consists of the k vertices s0, s1, . . . , sk−1. Each cop track Ci consists of the qi vertices
ci,0, ci,1, . . . , ci,qi−1, where the qi will be speciﬁed later. Likewise, the robber track consists
of the p − 1 vertices r0, . . . , rp−2 (where p will be speciﬁed later) along with the k vertices
r0p−1, r
1
p−1, . . . , r
k−1
p−1 . The set X consists of the k escape vertices x0, x1, . . . , xk−1. The vertices
in the reset clique are reﬂexive and protected, ω is reﬂexive and unprotected, and all other
vertices are irreﬂexive.
Between each pair of vertices s, t in the reset clique, we add edges ~st and ~ts, both protected.
For each i ∈ {0, 1, . . . , k − 1}, we add an unprotected edge from ci,0 to si. On the cop
tracks, we add unprotected edges from ci,j to ci,j+1 for all j (where j is taken modulo qi
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where appropriate). On the robber track, we add unprotected edges from rj to rj+1 for
j ∈ {0, 1, . . . , p−3}, along with unprotected edges from rp−2 to r
0
p−1, r
1
p−1, . . . , r
k−1
p−1 and from
each of r0p−1, r
1
p−1, . . . , r
k−1
p−1 to r0. We also add unprotected edges from every vertex on the
robber track to every escape vertex, from every escape vertex to every vertex in the reset
clique, and from every vertex in the reset clique to r0. Finally, we add unprotected edges
from every vertex in Ci to the escape vertex xi, from each ci,qi−1 to r
i
p−1, and from ω to all
vertices except those in the reset clique. (Refer to Figure 3.)
Cop tracks
Robber track
Starter clique Escape vertices
ω
Figure 3: the graph G (with k = 3). Jagged edges are protected. A thick
edge from one set of vertices to another indicates that all possible edges of this
sort are present.
Before proceeding, we make four observations. First: the cops can defend the reset clique
only by occupying all of c0,0, c1,0, . . . , ck−1,0. Second: a cop can enter ω only by beginning the
game there; once he leaves, he can never return. Third: the cops defend all k escape vertices
if and only if either some cop occupies ω, or each cop track contains a cop. When each cop
track contains a cop, we say that the cops occupy a stable position. Fourth: from a stable
position, if the cop on Ci ever leaves Ci, then he can never return; consequently, the cops can
never again occupy all of c0,0, c1,0, . . . , ck−1,0, so they can never again defend the reset clique.
Thus if, on the robber’s turn, the cops ever fail to occupy a stable position (and no cop
occupies ω), then the robber can move to some undefended escape vertex and subsequently
to the reset clique, whence he can never be captured. Thus the cops must occupy a stable
position on every robber turn or else lose the game.
At this point, we remark that because k cops are needed to defend the reset clique, we
have c(G) ≥ k. We explain later why c(G) ≤ k.
We are now ready to outline the robber’s strategy for surviving “long enough” against
k cops. At the beginning of the game, if the cops’ initial placement leaves any vertex of
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the reset clique undefended, then the robber begins on some such vertex; he moves between
undefended vertices in the clique until the cops occupy all of c0,0, c1,0, . . . , ck−1,0, at which
point he moves to r0. Otherwise, the cops must have begun the game on precisely these
vertices, so the robber begins on r0. In either case, the game reaches a conﬁguration in
which the cops occupy c0,0, c1,0, . . . , ck−1,0, the robber occupies r0, and it is the cops’ turn;
we refer to this as the initial configuration of the game. In an initial conﬁguration, the cops
occupy a stable position. If, on any robber turn, the cops do not occupy a stable position,
then (as explained above) the robber moves to an undefended escape vertex, moves from
there to the reset clique, and forever after remains safely in the reset clique. Thus, so long
as the robber remains on the robber track, the cops must always maintain a stable position
(unless, of course, some cop can capture the robber with her next move). Conversely, so long
as the cops always occupy a stable position, they defend all k escape vertices, so the robber
cannot leave the robber track.
In a stable position, we have one cop in Ci for each i – that is, we have one cop in
each cop track. To maintain a stable position, each cop must remain within her track, and
consequently must move “forward” on each turn. That is, the cop who begins on ci,0 must
ﬁrst move to ci,1, then to ci,2, and so forth. Likewise, since the cops always occupy a stable
position, the robber must move from r0 to r1, then to r2, and so forth. Once cop i reaches
ci,qi−1, there are two reasonable possibilities for her next move. If the robber occupies r
i
p−1 at
that time, then cop i may (and surely will) capture him. If instead the cops cannot capture
the robber, then to maintain a stable position, cop i must return to ci,0. Similarly, once the
robber reaches rp−2, he has some ﬂexibility. Assuming the cops occupy a stable position,
the robber cannot leave the robber track. Thus, if any vertex rip−1 is undefended, the robber
moves there, and the game continues as before – with the robber moving next to r0, then
to r1, and so forth. If instead all of the r
i
p−1 are defended, then the robber moves to r
0
p−1,
where he will be captured.
This process can end only with the robber’s capture. This occurs if, and only if, on some
robber turn, cop i occupies vertex ci,qi−1 for all i, while the robber occupies rp−2. We refer to
this as a terminal configuration. Suppose that the game ﬁrst reaches a terminal conﬁguration
in the T th round after reaching the initial conﬁguration. Since each cop must walk along
her track over and over, never leaving and never pausing, we see that T must be congruent
to −1 modulo qi for all i. Likewise, T must be congruent to −1 modulo p. We now choose
p, q0, . . . , qk−1. Fix an arbitrary positive integer r. Let p be the rth smallest prime number,
q0 the next-smallest, q1 the next-smallest after that, and so forth. Since p and the qi are all
prime, T must be congruent to −1 modulo pq0q1 . . . qk−1, hence T ≥ pq0q1 . . . qk−1 − 1.
At this point, we note that c(G) ≤ k. If the cops all start on vertex ω, then the robber must
start in the reset clique. The cops can now easily force the game into an initial conﬁguration.
Henceforth, if the cops continue to follow the cop tracks, then the robber can never leave the
robber track, so the game reaches a terminal conﬁguration after T rounds – at which point
the cops win.
Returning to the matter of capt(G), recall that the rth-smallest prime number lies between
r(log r + log log r − 1) and r(log r + log log r). Thus,
capt(G) ≥ T ≥ [r(log r + log log r − 1)]k+1.
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In addition,
n = |V (G)| = |S|+
k−1∑
i=0
|Ci|+ |R|+ |X|+ 1
≤ k + k(r + k)(log(r + k) + log log(r + k)) + r(log r + log log r) + k + 1
≤ 2kr(log r + log log r − 1),
for r suﬃciently large relative to k. Thus,
capt(G) ≥ [r(log r + log log r − 1)]k+1 ≥
( n
2k
)k+1
,
as claimed. 
5. Directed Graphs
While our primary goal in this paper was to construct undirected graphs with large capture
time, the tools we have established enable us to say a few things about directed graphs. Most
notably, Theorem 4.5 shows that the Cops and Robbers played on directed graphs is very
closely connected to the game played on undirected graphs. This is signiﬁcant because Cops
and Robbers on directed graphs is not well understood; very little work has been done in
the area. It is our hope that the techniques used in Theorem 4.5, if not the theorem itself,
can be used to establish new results on Cops and Robbers in the directed setting.
What work has been done on this topic – most notably in [8], [11], and [13] – has focused
on strongly-connected directed graphs. Theorem 4.6 implies that for k ≥ 2, there exist
n-vertex strongly-connected directed graphs with cop number k and capture time Θ(nk+1):
simply construct an undirected graph with these properties and replace each undirected edge
uv with the two edges −→uv and −→vu. Moreover, the argument used to prove Proposition 2.1
can be applied to directed graphs, giving an O(nn+1) bound on the capture time.
However, one thing is not immediately clear: how large can the capture time be for an
n-vertex strongly-connected directed graph with cop number 1? One cannot simply apply
the argument that Bonato et al. [3] used to show that an undirected graph with cop number 1
has capture time O(n); it does not extend to this more general setting. There is good reason
for this: in fact there exist n-vertex strongly-connected directed graphs with cop number 1
and capture time Ω(n2), as we next show.
While Theorem 4.6 requires k ≥ 2, this is only needed to satisfy the hypotheses of Theo-
rem 4.5: when k = 1, the main construction does in fact create a directed graph with cop
number 1 and capture time Θ(n2). (Note that this shows that the bound on k in Theo-
rem 4.6 is best possible: one cannot hope to adjust the construction so that it works when
k = 1.) It is not hard to adjust this construction so that the graph produced is also reﬂexive
and strongly-connected. Our construction uses protected directed graphs; we remark that
Lemma 2.2 can be extended to the directed graph setting by making the natural adjustments
to the proof ([14], Lemma 3.1).1
1In particular:
• Take P to be a doubly-directed incidence graph of a projective plane;
• Add an edge from (i, p) to (j, q) if and only if −→pq ∈ E(P ) or i = j;
• −→vw ∈ E(G′) when there is an unprotected edge from pi(v) to pi(w) in G or when −→vw ∈ E(H) and
either pi(v) = pi(w) or there is a protected edge from pi(v) to pi(w) in G.
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Theorem 5.1. The maximum capture time among n-vertex strongly-connected directed graphs
with cop number 1 is Θ(n2).
Proof. As noted above, the argument used to prove Proposition 2.1 shows that every n-vertex
directed graph with cop number 1 has capture time O(n2). To establish the matching lower
bound, we need only construct a strongly-connected protected directed graph G with cop
number 1 and capture time Ω(n2); we may then apply Lemma 2.2 to obtain a corresponding
protected undirected graph.
We use a construction similar to that used in Theorem 4.6 (with k = 1), with only a few
modiﬁcations. (Since k = 1, to simplify the notation, we write ci, rp−1, q, and s in place
of ci,0, r
0
p−1, q0, and s0, respectively.) First, we add protected loops at every vertex of G.
Next, we add a new vertex ψ, unprotected edges from every vertex on the cop vertex to ψ,
an unprotected edge from ψ to ω, and an unprotected edge from ω to ψ. (These new edges
allow the cop to return to ω, but he must take two steps to do so; this gives the robber
time to escape back to the starter clique.) We also add an unprotected edge from the escape
vertex s to ω. The graph is now strongly-connected. From any vertex on the cop track, one
can reach ω by way of ψ; from a vertex on the robber track, one can reach ω by way of
s; from any vertex in the starter clique, one can reach ω by ﬁrst entering the robber track.
From ω, one can proceed directly to any vertex except the single vertex in the starter clique,
which we can reach from s. Thus for every vertices u and v in G there is a path from u to
ω to v, so G is strongly-connected.
Additionally, for each vertex ci on the cop track, we add a second vertex c
′
i with the same
in-neighbors and out-neighbors as ci. Likewise, for each vertex ri, we add a twin vertex r
′
i.
Finally, for all i ∈ {0, . . . , q − 1} and all j ∈ {0, . . . p− 1} we add unprotected edges from ci
to rj and from c
′
i to r
′
j. These edges will let the cop force the robber to move forward in his
track, rather than following loops. Note that by construction of the c′i and r
′
i, there are also
edges from cq−1 to r
′
p−1 and from c
′
q−1 to rp−1; as in Theorem 4.6, these edges will allow the
cop to eventually capture the robber.
It is clear that G is reﬂexive and strongly-connected. To see that G has cop number 1,
we explain how one cop can capture the robber. The cop begins on ω. To avoid immediate
capture, the robber must begin in the starter clique. The cop now moves to c0, forcing the
robber to leave the clique. The robber must move to r′0 (note that moving to r0 would result
in capture). The cop next moves to c′1. The robber cannot remain where he is, nor can he
move to the escape vertex s or to r′1; his only option is to move to r1. In response the cop
moves to c2, and so on. As in the proof of Theorem 4.6, this process continues until the cop
occupies cq−1 (respectively, c
′
q−1) while the robber occupies rp−2 (resp. r
′
p−2) on the robber’s
turn; the robber has no way to avoid capture on the cop’s next turn.
Finally, we give a robber strategy showing that G has capture time Ω(n2). The robber
begins in the starter clique and remains there until the cop moves to either c0 or c
′
0. The
robber then moves to either r′0 or r0, respectively. If the cop moves to c1 then the robber
moves to r′1; if the cop moves to c
′
1 then the robber moves to r1; if the cop remains in
place, then so does the robber; if the cop moves anywhere else, then the robber moves to s
and subsequently back to the starter clique. The robber plays similarly on all future turns.
Under optimal play by the cop, the robber can never return to the starter clique, so we may
suppose both players remain on their tracks. Moreover, under optimal play the cop clearly
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never remains in place, since this simply wastes a turn. Thus the cop and robber both keep
moving forward along their tracks until the cop occupies cq−1 (respectively, c
′
q−1) while the
robber occupies rp−2 (resp. r
′
p−2) on the robber’s turn, after which the cop’s win is ensured.
As in Theorem 4.6, choosing p and q to be suﬃciently large consecutive primes now yields
the desired conclusion. 
6. Computational Complexity
We close the paper by mentioning an interesting corollary of Theorem 4.5 in the area
of computational complexity. Let C&R(G, k) denote the decision problem associated with
determining whether k cops can capture a robber on the undirected graph G. Goldstein and
Reingold [11] conjectured in 1995 that C&R is complete for the complexity class EXPTIME
– the class of decision problems solvable in time O(2p(n)) for some polynomial p (where, as
usual, n denotes the size of the input). This conjecture was recently aﬃrmed by the author
using a rather involved argument (see [12]). As it turns out, Theorem 4.5 yields a proof that
is considerably shorter and, arguably, more elegant.
In addition to C&R, we will need to refer to the following decision problems corresponding
to variants of Cops and Robbers:
• C&Rp(G, k), wherein G is a protected undirected graph;
• C&Rpd(G, k), wherein G is a protected directed (not necessarily reﬂexive) graph in
which each vertex has at least one in-neighbor and one out-neighbor;
• C&Rdsc(G, k), wherein G is a strongly-connected directed reﬂexive graph.
While Goldstein and Reingold could not resolve the complexity of C&R, they did show
that C&Rdsc is EXPTIME-complete ([11], Theorem 4). This result, in conjunction with
Theorem 4.5 and Mamino’s result that C&Rp reduces to C&R, yields a short proof that
C&R is EXPTIME-complete.
Corollary 6.1. C&R is EXPTIME-complete.
Proof. C&R is easily seen to belong to EXPTIME, so it suﬃces to show that it is EXPTIME-
hard. C&Rdsc trivially reduces to C&Rpd, since an unprotected directed graph can be
viewed as a protected directed graph in which each edge happens to be unprotected. The-
orem 4.5 shows that C&Rpd reduces to C&Rp. Finally, C&Rp reduces to C&R ([14],
Lemma 3.1). Since C&Rdsc is EXPTIME-hard ([11], Theorem 4), it follows that C&R is
also EXPTIME-hard. 
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