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Abstract
In this paper, an algorithm for the computation of the Jordan canonical form of regular
matrix polynomials is proposed. The new method contains rank conditions of suitably defined
block Toeplitz matrices and it does not require the computation of the Jordan chains or the
Smith form. The Segré and Weyr characteristics are also considered.
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1. Introduction and preliminaries
Consider a linear system of ordinary differential equations of the form
Amq
(m)(t)+ Am−1q(m−1)(t)+ · · · + A1q(1)(t)+ A0q(t) = f (t), (1)
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where Aj ∈ Cn×n (j = 0, 1, . . . , m) and q(t), f (t) are continuous vector functions
with values in Cn (the indices on q(t) denote derivatives with respect to the inde-
pendent variable t). Applying the Laplace transformation to (1) yields the associated
matrix polynomial
P(λ) = Amλm + Am−1λm−1 + · · · + A1λ+ A0, (2)
whose spectral analysis leads to the general solution of (1). The suggested references
on matrix polynomials and their applications to differential equations are [4,11,15].
To facilitate the presentation, a brief description of the Jordan structure of the matrix
polynomial P(λ) in (2) follows.
A system of vectors {x0, x1, . . . , xk}, where xj ∈ Cn (j = 0, 1, . . . , k) and x0 /=
0, is called a Jordan chain of length k + 1 of P(λ) corresponding to the eigenvalue
λ0 and the eigenvector x0 if it satisfies the equations
ξ∑
j=0
1
j !P
(j)(λ0)xξ−j = 0, ξ = 0, 1, . . . , k.
The vectors in a Jordan chain are not uniquely defined, and for m > 1, they need
not be linearly independent [4]. The set of all finite eigenvalues of P(λ), that is,
σF (P ) = {λ ∈ C : detP(λ) = 0}, is called the finite spectrum of P(λ). In this note,
we assume that P(λ) in (2) is regular, i.e., detP(λ) is not identically zero. As a
consequence, σF (P ) contains no more than nm elements.
Let λ0 ∈ σF (P ) and let {x1,0, x2,0, . . . , xρ,0} be a basis of the null space Null
P(λ0). Suppose that for every l = 1, 2, . . . , ρ, a maximal Jordan chain of P(λ) cor-
responding to λ0 and xl,0 is of the form {xl,0, xl,1, . . . , xl,sl−1} and has length sl .
Then define JP (λ0) = J1 ⊕ J2 ⊕ · · · ⊕ Jρ, where Jl (l = 1, 2, . . . , ρ) is the sl ×
sl (elementary) Jordan block having all its diagonal elements equal to λ0, ones on
the super diagonal and zeros elsewhere. Choosing the order of the Jordan chains
such that s1  s2  · · ·  sρ, the set FP (λ0) = {s1, s2, . . . , sρ} is uniquely defined
[4,10] and it is said to be the Segré characteristic of P(λ) at the eigenvalue λ0 (for
linear pencils, see [8,9,14]). In this way, the matrix JP (λ0) is also uniquely defined.
Furthermore, if
XP (λ0) =
[
x1,0 x1,1 · · · x1,s1−1 x2,0 · · · x2,s2−1 · · · xρ,sρ−1
]
is the n× (s1 + s2 + · · · + sρ) matrix whose columns are the vectors of the Jordan
chains above, then the pair (XP (λ0), JP (λ0)) is known as a Jordan pair of P(λ)
corresponding to λ0 [4, p. 184].
The value λ = ∞ is said to be an eigenvalue of P(λ) if λˆ = 0 is an eigenvalue
of the algebraic dual matrix polynomial of P(λ), namely,
P̂ (λ) = λmP (1/λ) = A0λm + A1λm−1 + · · · + Am−1λ+ Am, (3)
or equivalently, if the matrix Am is singular. The spectrum of P(λ) is defined by
σ(P ) = σF (P ) when Am is nonsingular, and by σ(P ) = σF (P ) ∪ {∞} when Am
is singular. Moreover, a Jordan pair of P(λ) corresponding to the infinity is de-
fined by (XP,∞, JP,∞) = (XP̂ (0), JP̂ (0)) [4, p. 185]. If the finite spectrum of P(λ)
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is σF (P ) = {λ1, λ2, . . . , λk}, then denote XP,F = [XP (λ1) XP (λ2) · · · XP (λk)]
and JP,F = ⊕kj=1JP (λj ). The nm× nm matrix JP = JP,F ⊕ JP,∞ and the pair
([XP,F XP,∞], JP,F ⊕ JP,∞) are known as the Jordan canonical form (which is
unique up to permutations of the diagonal Jordan blocks of JP,F ) and a Jordan
canonical pair of P(λ), respectively, and provide a deep insight into the structure
of the system (1) [3,4,6,10,13,15]. In particular, suppose that the size of JP,F is
ζ × ζ , ν is the smallest positive integer satisfying J νP,∞ = 0 and the vector function
f (t) is (ν +m− 1)-times continuously differentiable. Then the general solution of
(1) is given by the formula [4, Theorem 8.1]
q(t)= XP,F etJP,F c +
∫ t
t0
XP,F e
(t−s)JP,F YP,F f (s) ds
−
ν−1∑
j=0
XP,∞JP,∞YP,∞f (j)(t),
where the vector c ∈ Cζ is arbitrary, and the matrices YP,F ∈ Cζ×n and YP,∞ ∈
C(nm−ζ )×n are directly computable by ([XP,F XP,∞], JP,F ⊕ JP,∞) [4].
In [10,15], one can find a second (algebraic) method for the construction of the
Jordan matrix JP , which is based on the notions of the elementary divisors and the
Smith form of P(λ). In general, this alternative procedure brings also some inconve-
nience since it requires the computation of the (monic) greatest common divisor of
all j × j minors of P(λ) for every j = 1, 2, . . . , n.
In this paper, generalizing results of Karcanias and Kalogeropoulos [8] (see The-
orem 1), we obtain a new methodology for the construction of JP , which contains
rank conditions of suitably defined block Toeplitz matrices (Theorem 2). Note that
the calculation of the ranks can be done in an efficient and reliable way by using
existing algorithms based on the well known singular value decomposition or the
rank-revealing QR factorizations (see [1,12] and the references therein). The new
method does not require the computation of the Jordan chains or the elementary
divisors of P(λ), and it can also be formulated in terms of the notion of the Weyr
characteristic [8,9,14]. Moreover, in Section 3, we give an overall algorithm and two
illustrative examples.
2. A piecewise arithmetic progression property
Let P(λ) = Amλm + · · · + A1λ+ A0 be an n× n regular matrix polynomial as
in (2). An nm× nm linear pencil S1λ+ S0 is called a linearization of P(λ) if
E(λ)(S1λ+ S0)G(λ) = P(λ)⊕ In(m−1)
for some nm× nm unimodular matrix polynomials E(λ) and G(λ), i.e., with con-
stant nonzero determinants. The companion linearization of P(λ) is defined by the
nm× nm linear pencil
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LP (λ) = (In(m−1) ⊕ Am)λ− CP
=


I 0 · · · 0 0
0 I · · · 0 0
...
...
.
.
.
...
...
0 0 · · · I 0
0 0 · · · 0 Am

 λ−


0 I · · · 0 0
0 0 · · · 0 0
...
...
.
.
.
...
...
0 0 · · · 0 I
−A0 −A1 · · · −Am−2 −Am−1

 .
(4)
By [4, p. 186] (see also [10,11,13]),
E(λ)LP (λ)G(λ) = P(λ)⊕ In(m−1), (5)
where the nm× nm matrix polynomials
E(λ) =


E1(λ) E2(λ) · · · Em−1(λ) I
−I 0 · · · 0 0
0 −I · · · 0 0
...
...
.
.
.
...
...
0 0 · · · −I 0


with Em(λ) = Am and Ej(λ) = Aj + λEj+1(λ) (j = m− 1, m− 2, . . . , 1), and
G(λ) =


I 0 · · · 0 0
Iλ I · · · 0 0
Iλ2 Iλ · · · 0 0
...
...
.
.
.
...
...
Iλm−1 Iλm−2 · · · Iλ I

 (6)
are unimodular. In particular, detE(λ) = ±1 and detG(λ) = 1, and the matrix func-
tions E(λ)−1 and G(λ)−1 are also (unimodular) matrix polynomials. By (5), it is
obvious that σ(LP ) ≡ σ(P ).
At this point, we remark that the notion of the Jordan canonical form of P(λ)
defined in the previous section is equivalent to the Weierstrass canonical form
T (λ) = (Iλ− JP,F )⊕ (JP,∞λ− I )
of the companion linearization LP (λ). The linear pencil T (λ) is also a lineariza-
tion of P(λ) and satisfies T (λ) = MLP (λ)N for some nonsingular matrices M,N ∈
Cnm×nm [4, Theorems 7.3 and 7.6]. Furthermore, the connection between JP,∞ and
the Smith form of P(λ) at infinity (see [15] for definitions and details) is given by
[13, Theorem 1] (see also [15, Proposition 4.40]).
By the uniqueness of the Weierstrass canonical form of a linear pencil [3], one
can obtain the following lemma, and for clarity, we give a simple proof.
Lemma 1. The matrix polynomial P(λ) in (2) and its companion linearization
LP (λ) in (4) have exactly the same Jordan canonical form.
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Proof. By (5) and [10, Theorem 7.7.1] (see also [13, Proposition 2]), it is clear that
JP,F = JLP ,F . For the infinite spectrum, consider the algebraic dual matrix poly-
nomial P̂ (λ) in (3) and its companion linearization LP̂ (λ). For the nm× nm uni-
modular matrix polynomial G(λ) in (6) and the algebraic dual pencil of LP (λ), that
is,
L̂P (λ) =


I −Iλ · · · 0 0
0 I · · · 0 0
...
...
.
.
.
...
...
0 0 · · · I −Iλ
A0λ A1λ · · · Am−2λ Am−1λ+ Am

 ,
we have
L̂P (λ)G(λ)
T =


I 0 · · · 0 0
0 I · · · 0 0
...
...
.
.
.
...
...
0 0 · · · I 0
A0λ A0λ2 + A1λ · · · A0λm−1 + · · · + Am−2λ P̂ (λ)

 .
Thus, L̂P (λ) is equivalent to In(m−1) ⊕ P̂ (λ). Moreover, by the discussion on the
companion linearizations, it follows that there exist two nm× nm unimodular ma-
trix polynomials F1(λ) and F2(λ) such that In(m−1) ⊕ P̂ (λ) = F1(λ)LP̂ (λ)F2(λ).
Hence, the linear pencils LP̂ (λ) and L̂P (λ) are equivalent, and by [10, Theorem
7.7.1], JLP̂ ,0 = JL̂P ,0. Consequently,
JP,∞ = JP̂ ,0 = JLP̂ ,0 = JL̂P ,0 = JLP ,∞. 
Keeping in mind the above lemma, we can compute JP = JP,F ⊕ JP,∞ by ap-
plying to LP (λ) the following result [8].
Theorem 1 (for linear pencils). Consider an n× n regular linear pencil Aλ+ B and
an eigenvalue λ0 ∈ σ(Aλ+ B). For k = 1, 2, . . . , define the nk × nk matrix
Qk(λ0) =


Aλ0 + B 0 · · · 0 0
A Aλ0 + B · · · 0 0
0 A · · · 0 0
...
...
.
.
.
...
...
0 0 · · · A Aλ0 + B


when λ0 /= ∞, and
Qk(∞) =


A 0 · · · 0 0
B A · · · 0 0
0 B · · · 0 0
...
...
.
.
.
...
...
0 0 · · · B A


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when λ0 = ∞. Then define the sequence
νk(λ0) = dim NullQk(λ0); k = 1, 2, . . .
and set ν0(λ0) = 0.
(i) For every k = 1, 2, . . . , 2νk(λ0)  νk−1(λ0)+ νk+1(λ0).
(ii) If 2νk(λ0) = νk−1(λ0)+ νk+1(λ0) for some k = 1, 2, . . . , then there is no k × k
Jordan block of Aλ+ B corresponding to λ0.
(iii) If 2νk(λ0) > νk−1(λ0)+ νk+1(λ0) for some k = 1, 2, . . . , then the Jordan ca-
nonical form of Aλ+ B has exactly 2νk(λ0)− (νk−1(λ0)+ νk+1(λ0)) Jordan
blocks of order k corresponding to λ0.
Moreover, there exists a positive integer τ0 such that
ν0(λ0) < ν1(λ0) < · · · < ντ0−1(λ0) < ντ0(λ0) = ντ0+1(λ0) = · · ·
It is worth noting that for the companion linearization LP (λ) in (4), Qk(λ0) is an
nmk × nmk matrix. Thus, the problem of obtaining a direct rank condition for P(λ)
arises in a natural way. Notice also that the derivative of the linear pencil Aλ+ B in
Theorem 1 is (Aλ+ B)(1) = A, and that for every j = 2, 3, . . . , (Aλ+ B)(j) = 0.
Theorem 2 (for matrix polynomials). Let P(λ) = Amλm + · · · + A1λ+ A0 be an
n× n regular matrix polynomial and let λ0 ∈ σ(P ). For k = 1, 2, . . . , consider the
nk × nk matrix
Rk(λ0) =


P(λ0) 0 · · · 0 0
1
1!P
(1)(λ0) P (λ0) · · · 0 0
1
2!P
(2)(λ0)
1
1!P
(1)(λ0) · · · 0 0
...
...
.
.
.
...
...
1
(k−1)!P
(k−1)(λ0) 1(k−2)!P
(k−2)(λ0) · · · 11!P (1)(λ0) P (λ0)


when λ0 /= ∞, and
Rk(∞) =


Am 0 · · · 0 0
Am−1 Am · · · 0 0
Am−2 Am−1 · · · 0 0
...
...
.
.
.
...
...
Am−k+1 Am−k+2 · · · Am−1 Am


when λ0 = ∞, where it is assumed that for j = −1,−2, . . . , Aj = 0. Define the
sequence
νk(λ0) = dim NullRk(λ0); k = 1, 2, . . .
and set ν0(λ0) = 0.
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(i) For every k = 1, 2, . . . , 2νk(λ0)  νk−1(λ0)+ νk+1(λ0).
(ii) If 2νk(λ0) = νk−1(λ0)+ νk+1(λ0) for some k = 1, 2, . . . , then there is no k × k
Jordan block of P(λ) corresponding to λ0.
(iii) If 2νk(λ0) > νk−1(λ0)+ νk+1(λ0) for some k = 1, 2, . . . , then the Jordan
canonical form of P(λ) has exactly 2νk(λ0)− (νk−1(λ0)+ νk+1(λ0)) Jordan
blocks of order k corresponding to λ0.
Moreover, there is a positive integer τ0 such that
ν0(λ0) < ν1(λ0) < · · · < ντ0−1(λ0) < ντ0(λ0) = ντ0+1(λ0) = · · · (7)
Proof. Assume that λ0 ∈ σF (P ). In the case λ0 = ∞, the proof is similar (see also
Remark 1 below). For any k = 1, 2, . . . , consider the nmk × nmk matrix
QLP ,k(λ0) =


LP (λ0) 0 · · · 0 0
In(m−1) ⊕ Am LP (λ0) · · · 0 0
0 In(m−1) ⊕ Am · · · 0 0
...
...
.
.
.
...
...
0 0 · · · In(m−1) ⊕ Am LP (λ0)

 ,
where LP (λ) is the companion linearization of P(λ) in (4). Recall (5) and observe
that QLP ,k(λ0) has the same rank with the nmk × nmk matrix
MLP ,k(λ0)
=


E(λ0) 0 · · · 0
0 E(λ0) · · · 0
...
...
.
.
.
...
0 0 · · · E(λ0)

QLP ,k(λ0)


G(λ0) 0 · · · 0
0 G(λ0) · · · 0
...
...
.
.
.
...
0 0 · · · G(λ0)


=


P(λ0)⊕ In(m−1) 0 · · · 0 0
S(λ0) P (λ0)⊕ In(m−1) · · · 0 0
0 S(λ0) · · · 0 0
...
...
.
.
.
...
...
0 0 · · · S(λ0) P (λ0)⊕ In(m−1)

 ,
where the nm× nm matrix polynomial S(λ) = E(λ)(In(m−1) ⊕ Am)G(λ) is of the
form
S(λ) =


B1(λ) B2(λ) · · · Bm−1(λ) Bm(λ)
−I 0 · · · 0 0
−Iλ −I · · · 0 0
...
...
.
.
.
...
...
−Iλm−2 −Iλm−3 · · · −I 0


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with
Bl(λ) = (m+ 1 − l)Amλm−l + · · · + 2Al+1λ+ Al; l = 1, 2, . . . , m.
For j = k, k − 1, . . . , 2, by straightforward computations, we eliminate all the n× n
submatrices −I,−Iλ0, . . . ,−Iλm−20 in the (j, j − 1)th block S(λ0) of the matrix
MLP ,k(λ0) by using the n× n identity matrices on the main diagonal of the (j, j)th
block of MLP ,k(λ0), that is,
P(λ0)⊕ In(m−1) =


P(λ0) 0 0 · · · 0
0 I 0 · · · 0
0 0 I · · · 0
...
...
...
.
.
.
...
0 0 0 · · · I

 .
This elimination process leads to an nmk × nmk matrix of the form


P(λ0) 0 · · · 0 0 0 · · · 0 0 · · · 0
0 I · · · 0 0 0 · · · 0 0 · · · 0
...
...
.
.
.
...
...
...
...
...
...
0 0 · · · I 0 0 · · · 0 0 · · · 0
1
1!P
(1)(λ0) B2(λ0) · · · Bm(λ0) P (λ0) 0 · · · 0 0 · · · 0
0 0 · · · 0 0 I · · · 0 0 · · · 0
...
...
.
.
.
...
...
...
.
.
.
...
...
...
0 0 · · · 0 0 0 · · · I 0 · · · 0
1
2!P
(2)(λ0) ∗ · · · ∗ 11!P (1)(λ0) ∗ · · · ∗ P(λ0) · · · 0
0 0 · · · 0 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · 0 0 · · · I


.
↑
1-st column
↑
m+1-th column
↑
2m+1-th column
. . .
Consider this matrix as an mk ×mk block matrix with blocks of order n. Then
every diagonal block coincides with either the matrix P(λ0) or the identity matrix.
Moreover, for every ξ ∈ {1, 2, . . . , mk} \ {1, m+ 1, . . . , (k − 1)m+ 1}, its ξ th row
is
0 0 · · · 0 I 0 · · · 0 0
↑
ξ th column
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and for every j = 0, 1, . . . , k − 1, its (jm+ 1)th column is
0
...
0
(jm+ 1)th row → P(λ0)
0
...
0
(jm+m+ 1)th row → 11!P
(1)(λ0)
0
...
0
(jm+ 2m+ 1)th row → 12!P
(2)(λ0)
0
...
...
By changing the order of rows and columns, it follows that MLP ,k(λ0) is equivalent
to an nmk × nmk matrix of the form[
Rk(λ0) ∗
0 In(m−1)k
]
.
As a consequence,
rankQLP ,k(λ0) = rankMLP ,k(λ0) = n(m− 1)k + rankRk(λ0),
or equivalently,
dim NullQLP ,k(λ0) = nk − rankRk(λ0) = dim NullRk(λ0).
The proof is completed by Lemma 1 and Theorem 1. 
Remark 1. For the algebraic dual matrix polynomial P̂ (λ) in (3) and for λ = 0, we
have 1
j ! P̂
(j)(0) = Am−j (j = 0, 1, . . . , m). Hence, the motivation for the definition
of the matrix Rk(∞) (k = 1, 2, . . .) in the above theorem is clear. Note also that for
λ0 = ∞, a simple proof of the second part of Theorem 2 (for the infinite spectrum)
follows by applying the first part of the theorem (for the finite spectrum) to P̂ (λ) and
its eigenvalue λˆ0 = 0.
Remark 2. Theorem 2 admits an alternative direct proof, which is independent
from the results in [8], based on the following considerations. Let λ0 ∈ σ(P ) and
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consider the Segré characteristic FP (λ0) = {s1, s2, . . . , sρ} (s1  s2  · · ·  sρ 
1). Let also
xl,0, xl,1, . . . , xl,sl−1; l = 1, 2, . . . , ρ
be a set of corresponding (not uniquely defined) maximal Jordan chains. If for any
k = 1, 2, . . . , we denote ζl = min{k, sl} (l = 1, 2, . . . , ρ), then by [5, Lemma 2.5],
the vectors

0
...
0
xl,0
xl,1
...
xl,j


∈ Cnk; l = 1, 2, . . . , ρ, j = ζl − 1, ζl − 2, . . . , 1, 0
form a basis of the null space ofRk(λ0). Thus, dim NullRk(λ0) =∑ρl=1 ζl , and the
statements of Theorem 2 follow readily.
The positive integer τ0 that satisfies (7) is said to be the index of annihilation
of JP (λ0). This index coincides with the largest length of Jordan chains of P(λ)
corresponding to λ0, i.e., with the size of the largest Jordan blocks of JP (λ0) (see
[16] for meromorphic matrix functions). The set
WP (λ0) = {wj(λ0) = νj (λ0)− νj−1(λ0), j = 1, 2, . . . , τ0}
is made up from positive integers and it is called the Weyr characteristic of JP (λ0).
By [8, Remark 5.2] and Theorem 2, it follows that for every j = 1, 2, . . . , τ0, the
difference wj(λ0) = νj (λ0)− νj−1(λ0) is the number of the Jordan blocks of λ0 of
order at least j .
An eigenvalue λ0 of the matrix polynomial P(λ) in (2) is called semisimple if all
the corresponding Jordan blocks are of order 1, i.e., the matrix JP (λ0) is diagonal.
Semisimple eigenvalues play an important role in the study of the stability of ma-
trix polynomials under perturbations (see [7] and its references). Theorem 2 leads
directly to a characterization of these eigenvalues.
Corollary 1. An eigenvalue λ0 ∈ σF (P ) is semisimple if and only if
dim NullP(λ0) = dim Null
[
P(λ0) 0
P (1)(λ0) P (λ0)
]
.
Proof. Let λ0 ∈ σF (P ) and consider the sequence ν0(λ0), ν1(λ0), ν2(λ0), . . . de-
fined in Theorem 2. Then λ0 is a semisimple eigenvalue of P(λ) if and only if the
index of annihilation of JP (λ0) is τ0 = 1, or equivalently, if and only if ν1(λ0) =
ν2(λ0). 
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3. Numerical examples
Let P(λ) = Amλm + · · · + A1λ+ A0 be an n× n regular matrix polynomial,
and let λ0 ∈ σ(P ). Then we can compute the Segré characteristic of P(λ) at the
eigenvalue λ0,
FP (λ0) = {s1, s2, . . . , sρ} (s1  s2  · · ·  sρ  1),
or equivalently, the Jordan matrix JP (λ0), by applying the following algorithm.
Step I. Let ν0 = 0, ν1 = n− rankP(λ0) and k = 1.
Step II. While νk /= νk−1, repeat:
(a) set k = k + 1,
(b) if λ0 /= ∞, then construct P (k−1)(λ0),
(c) construct the matrix Rk(λ0) as in Theorem 2,
(d) compute νk = nk − rankRk(λ0).
Step III. Let τ0 = k − 1 be the index of annihilation of JP (λ0).
Step IV. For j = 1, 2, . . . , τ0, compute the differences
dj = 2νj − (νj−1 + νj+1).
Step V. Let η = 0.
Step VI. For j = τ0, τ0 − 1, . . . , 2, 1, repeat:
if dj > 0, then set sη+1 = · · · = sη+dj = j and η = η + dj .
Step VII. Print the numbers s1(= τ0)  s2  · · ·  sρ  1.
Our results are illustrated in the following two examples. In the first example we
construct the Jordan canonical form of a matrix polynomial with finite spectrum. In
the second one, we consider the infinite case.
Example 1 [2,Example 6.1]. Consider the 3 × 3 quadratic matrix polynomial
P(λ) = I3λ2 + 13

 8 0
√
2
0 12 0√
2 0 16

 λ+

2 0 00 4 0
0 0 8

 .
Then it is easy to see that detP(λ) = (λ+ 2)6. Hence, P(λ) has exactly one eigen-
value, −2, of algebraic multiplicity 6. By [2], the Jordan canonical form of P(λ)
is
JP ≡ JP,F ≡ JP (−2) =


−2 1 0 0
0 −2 1 0
0 0 −2 1
0 0 0 −2

⊕
[−2 1
0 −2
]
. (8)
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We can verify that
ν0(−2)= 0
ν1(−2)= dim NullR1(−2) = dim NullP(−2) = 2
ν2(−2)= dim NullR2(−2) = dim Null
[
P(−2) 0
P (1)(−2) P (−2)
]
= 4
ν3(−2)= dim NullR3(−2)
= dim Null

 P(−2) 0 0P (1)(−2) P (−2) 0
1
2P
(2)(−2) P (1)(−2) P (−2)

 = 5
ν4(−2)= dim NullR4(−2)
= dim Null


P(−2) 0 0 0
P (1)(−2) P (−2) 0 0
1
2P
(2)(−2) P (1)(−2) P (−2) 0
0 12P
(2)(−2) P (1)(−2) P (−2)

 = 6
ν5(−2)= dim NullR5(−2) = · · · = 6.
Thus, our methodology implies that P(λ) has exactly
2ν4(−2)− (ν3(−2)+ ν5(−2)) = 12 − 11 = 1
Jordan block of order 4 and
2ν2(−2)− (ν1(−2)+ ν3(−2)) = 8 − 7 = 1
Jordan block of order 2 corresponding to the eigenvalue λ0 = −2, and that the in-
dex of annihilation of JP (−2) is τ0 = 4, confirming Theorem 2. Furthermore, by
writing the Weyr characteristic WP (−2) = {wj(−2) = νj (−2)− νj−1(−2), j =
1, 2, 3, 4} in the Ferrer diagram
w1(−2) = ν1(−2)− ν0(−2) = 2 − 0 = 2 → ∗ ∗
w2(−2) = ν2(−2)− ν1(−2) = 4 − 2 = 2 → ∗ ∗
w3(−2) = ν3(−2)− ν2(−2) = 5 − 4 = 1 → ∗
w4(−2) = ν4(−2)− ν3(−2) = 6 − 5 = 1 → ∗
↑
Jordan block
of order 4
↑
Jordan block
of order 2
and observing that ν5(−2) = ν4(−2) = 6, we conclude once again that the Jordan
canonical form of the matrix polynomial P(λ) is given by (8).
Example 2 [4, Example 7.1]. For the 2 × 2 matrix polynomial
Q(λ) =
[−1 0
0 0
]
λ3 +
[
3 0
0 0
]
λ2 +
[−3 1
0 1
]
λ+
[
1 0
0 1
]
,
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it is known [4] that a Jordan pair corresponding to the infinity is(
XQ,∞, JQ,∞
) = ([0 01 0
]
,
[
0 1
0 0
])
.
One can see that
ν0(∞)= 0
ν1(∞)= dim NullR1(∞) = dim Null
[−1 0
0 0
]
= 1
ν2(∞)= dim NullR2(∞) = dim Null


−1 0 0 0
0 0 0 0
3 0 −1 0
0 0 0 0

 = 2
ν3(∞)= dim NullR3(∞)
= dim Null


−1 0 0 0 0 0
0 0 0 0 0 0
3 0 −1 0 0 0
0 0 0 0 0 0
−3 1 3 0 −1 0
0 1 0 0 0 0


= 2.
Hence, according to Theorem 2, the matrix polynomial Q(λ) has exactly
2ν2(∞)− (ν1(∞)+ ν3(∞)) = 4 − 3 = 1
Jordan block of order 2 corresponding to the infinity.
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