Abstract A reliable, efficient and economical power supply for dielectric barrier discharge (DBD) is essential for its industrial applications. However, the equivalent load parameters complicate the design of power supply as they are variable and varied nonlinearly in response to varied voltage and power. In this paper the equivalent electrical parameters of DBD are predicted using a neural network, which is beneficial for the design of power supply and helps to investigate how the electrical parameters influence the equivalent load parameters. The electrical parameters including voltage and power are determined to be the inputs of the neural network model, as these two parameters greatly influence the discharge type and the equivalent DBD load parameters which are the outputs of the model. The voltage and power are decoupled with pulse density modulation (PDM) and hence the impact of the two electrical parameters is discussed individually. The neural network model is trained with the back-propagation (BP) algorithm. The obtained neural network model is evaluated by the relative error, and the prediction has a good agreement with the practical values obtained in experiments.
Introduction
Dielectric barrier discharge is widely used in industries for surface treatment due to its simplicity to offer atmospheric pressure non-thermal plasmas, which can improve the material characteristics efficiently and cleanly [1−4] .
To obtain a reliable, high-efficiency and low-cost power supply with specified voltage and power for industrial applications, it is necessary to properly design the power supply, which consists of input power source, high-voltage transformer and equivalent DBD load parameters. Thus the steady-state equivalent models of the DBD load should be investigated to facilitate the design of power supply for DBD. Numerous studies have been undertaken and some steady-state equivalent models have been proposed as shown in Fig. 1 . The nonlinear equivalent model in Fig. 1(a) is one of the most widely used models and accurate for power supply design [5−8] , where C d represents the equivalent capacitance of the dielectric, C g is the equivalent capacitance of the air gap, and V T is the maintaining voltage when the discharge occurs in the air gap. The linear model in Fig. 1(b) is simpler and easy for power supply design, while it is less accurate and the discharge process is not distinguished in this model [9, 10] . Also, some more complicated equivalent models [11−15] are derived to represent the DBD discharge characteristics more accurately, while they are complicated for power supply design. Consequently, in order to simplify the design procedure, the equivalent circuit shown in Fig. 1(a) is selected. However, the value of equivalent electrical model is not constant when the voltage on the DBD load or power varies, though it can be obtained by the voltage and current waveforms or Q-V Lissajous figures in the practical experiments at specific conditions [6] . Therefore, when designing the power supply at different voltage or power levels for the same DBD load, dozens of transformers and experiments are needed to find the required operating condition because the equivalent electrical parameters are unknown, which leads to a waste of time and increases the cost. As a result, in order to improve the power supply design efficiency, the prediction of the equivalent electrical parameters is necessary, which is seldom discussed before.
In this paper, a neural network model is used to predict the equivalent electrical parameters of the DBD load, which is helpful for the power supply design. The back-propagation (BP) algorithm is employed to construct a model involving the electrical parameters, including the voltage and power, and the equivalent parameters, C d , C g and V T , as shown in Fig. 1(a) . It is simple and accurate enough for the power supply design. The prediction of the equivalent parameters of DBD load with the obtained neutral network model has a good agreement with the test data. Also, by using pulse density modulation (PDM), the voltage and power applied to DBD load are decoupled and hence regulated independently. According to the obtained neural network model, the impact made by the voltage and power on the equivalent electrical parameters of DBD load is discussed.
Experiment characterization

Experimental setup
The experiment is carried out by a homemade DBD load as shown in Fig. 2 . A 20 cm long aluminum electrode is surrounded by a block of alumina, the width of which is 1 cm. The diameter of the grounded aluminum roller electrode is 20 cm and the speed of rotation is 70 m/min. The air gap between the two electrodes is 1.5 mm, where the discharge occurs in the air. The ambient temperature and humidity are 7±1
• C and 50%, respectively. 
Experimental arrangement
The equivalent circuit of the power converter is shown in Fig. 3 , where a high-step transformer is used to obtain the isolation and the high AC voltage applied to the load. The auxiliary resistor R a is 100 Ω and the capacitor C a is 16.5 nF. They are employed to measure the current and charge flowing through the DBD load, respectively. Fig. 4 (a) shows typical waveforms in the oscilloscope (Tektronix TPS2024B) obtained in the experiment. Thus the power dissipated on the DBD load can be obtained according to the integration of v e and the current through the DBD load. The corresponding Lissajous figure is shown in Fig. 4(b) , where the horizontal axis represents v e and the vertical axis is v Ca . It can be seen that the figure is a parallelogram, where k 1 and k 2 are the slopes of lines A-B and B-C, respectively. It should be noted that lines B-C and D-A represent the discharge intervals and C g is bypassed as v e is high enough to initiate the discharge, while lines C-D and A-B are the charging intervals due to the decreasing v e . Therefore, the distance between the two crossing points of lines B-C, D-A and horizontal axis, respectively, represents two times V T , and the following two expressions can be derived. The voltage and power are decided to be the input of the neural network as they influence greatly the discharge characteristics and surface treatment effect, while the frequency plays a minor role [16] , which is determined to be 14 kHz in this paper. However, the power is coupled with the voltage in most control schemes, which leads to a difficult investigation on trends of C d , C g and V T caused by the voltage and power, respectively. Thus the power converter is controlled with PDM and the typical waveforms are shown in Fig. 5 [17, 18] , where v ab and v e represent the voltage applied to the transformer and DBD load, respectively. It is noted that after the power transfers to the load at certain number of pulses, which is called state "ON", it can be shut down. During the time of these pulses it is named state "OFF" and v e drops, corresponding to the waveform of v ab , which leads to the discharge disappearance. N is defined to be the total number of pulses in a complete period including both states "ON" and "OFF", while n ON is the number of pulses at state "ON", which are 40 and 30 as an example in Fig. 5 , respectively. Thus pulse density (P D) is defined as:
As the power transferred in one switching period is almost constant due to a constant v e as shown in Fig. 5 , the actual power transferred can be obtained as follows,
where P r is the power at the rated condition, which can be obtained when P D=1. Consequently, the power can be regulated by P D independently, no matter how the voltage varies. The data for the neural network consist of two parts: the sample data and the test data. The former is used to train the network and the latter is for verification. Table 1 lists the voltage and power levels for these two types of data, and P D is listed instead of the power value for convenience as the rated power at variant voltage is different. 3 Back-propagation neural network
In the various neural networks, back-propagation neural network (BPNN) is one of the most mature neural networks and has been employed in many fields for prediction and optimization [19−21] . Fig. 6 illustrates the topology of a typical BPNN including one input layer, one hidden layer and one output layer. The input layer receives the input data of the samples, including the voltage and the power. The output layer transmits the calculating results corresponding to the equivalent parameter of DBD load. The nonlinear transfer function is used in the hidden layer due to the nonlinear feature between the input and the output data of the samples. For a multilayer BPNN shown in Fig. 6 , at the nth iteration, the input of the neuron j in layer l, s (l) j (n), is a weighted sum of all output signal of the neuron in layer l−1, plus the bias value:
Here o
(n) is the output signal of neuron i in layer l−1 at iteration n, w (l) ji is the synaptic weight from neuron i in the layer l−1 to neuron j in layer l, p is the number of neurons in layer l, and b (l) j is the bias value of neuron j in layer l. As mentioned before, the hyperbolic tangent function in Eq. (6) is employed as the transfer function in the hidden layer in this paper, and the linear function in Eq. (7) is used in the output layer.
Thus the output signal of neuron j in layer l at iteration n is:
where L represents the output layer. When the forward calculation is completed, an error between the target and the output of the neural network is calculated to verify the obtained neural network. Usually the mean square error (MSE) as follows is used to measure the error.
where K is the number of neurons in the output layer, y k is the output of neuron k in the output layer and t k is the corresponding target. If M SE is large, the backward propagation calculation is carried out and the weights and biases of the network are updated to diminish the error. Then at the next iteration, the forward calculation is implemented and the error is checked once again. The train terminates when a small enough error is obtained or the iteration exceeds the maximum times.
Neural network modeling
The performance of BPNN is greatly influenced by the training parameters, including the number of neurons, the initial weight range, and the training tolerance [19] . As the BPNN with single hidden layer is sufficient to solve any nonlinear problem, the single hidden layer is applied in this paper. The number of neurons in the hidden layer is usually determined by experience or trial. Although the large enough number of neurons in the hidden layer is necessary for the convergency of the network, too many neurons may cost more time to train or even bring about "overtraining" and an inexact result. By checking the network performance with the number of neurons in the hidden layer from 3 to 20 in MATLAB, the number is decided to be 5. The training tolerance is 0.01% and the training function is Levenberg-Marquardt. To improve the training speed, the cascade forward (CF) model is employed, as shown in Fig. 7 , which includes an extra connection from the input layer to the output layer. The weights and biases of the obtained neural network model are given in Table 2 . Fig.7 Topology of a typical 3-layer BPNN
Model evaluation and discussion
The MSE of BPNN shown in Fig. 7 and Table 2 
is 3.35×10
−5 corresponding to the training samples listed in Table 1 . To verify the model, it is used to predict the values of C d , C g and V T for the conditions given in the test group in Table 1 . The prediction results are illustrated in Fig. 8 , in comparison with the actual values obtained from the experiments, and the relative error is given in Fig. 9 , which is no more than 4.18%. It is noted that the prediction has a good agreement with the actual values, which confirms that the obtained neural network can be used to predict the equivalent parameters, which is highly beneficial for the power supply design. Due to the use of PDM, the neural network can be used to investigate the independent impact of the input electrical parameters on the load equivalent parameters. Both voltage and power influence the value of C d , C g and V T , however, the main electrical factor is determined by the mean impact value (MIV) in the neural network. A larger MIV of the factor represents greater influence on the target parameters. A positive MIV means that the target parameters are positively correlated to the corresponding input factor, and vice versa. The calculation of MIV is similar to that in Ref. [22] , and the MIV of the voltage and power is listed in Table 3. It is noted that the power affects the value of C d more greatly, while the voltage has greater influence on C g and V T . In addition, although C d grows with increasing voltage or power, the variations of C g and V T caused by voltage and by power show contrary trends. A higher voltage results in a smaller C g and higher V T , whereas a higher power leads to a larger C g and lower V T . Fig. 10 illustrates the values of C d , C g and V T for variant voltage and power based on the neural network. As the dielectric temperature is proportional to the power [23] , C d increases with rising power at constant voltage mainly due to the positive temperature coefficient of the dielectric permittivity. When the power and temperature are constant, the increase of voltage results in a higher C d , because the higher voltage causes a stronger discharge and the equivalent discharge area is larger. As to C g , it rises after reducing when the power increases at a low voltage, while it increases all along at a high voltage. V T rises at first and then decreases with increasing power at a low voltage, whereas the tendency is contrary at a high voltage. As the voltage plays an essential role in the discharge and the components in the air gap are varying, C g and V T oscillate with increasing voltage. A BP neural network model is constructed to predict the equivalent DBD load parameters, where voltage and power are the input data. This neural network model is helpful to design the power supply and investigate the impact of voltage and power on the load parameters. To guarantee the independence of the two electrical parameters, PDM is employed. By training the network with a sample group, a 3-layer (2-5-3) neural network model achieves good agreement with the test data and is accurate enough to predict the equivalent load parameters. Meanwhile, the neural network model is used to analyze independent influences of the voltage and the power, which may be beneficial to future research on discharge characteristics and surface treatment effects.
