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We consider the expected violations of Bell inequalities from random pure states. More precisely,
we focus on a slightly generalised version of the CGLMP inequality, which concerns Bell experiments
of two parties, two measurement options and N outcomes and analyse their expected quantum
violations from random pure states for varying N , assuming the conjectured optimal measurement
operators. It is seen that for small N the Bell inequality is not violated on average, while for larger
N it is. Both ensembles of unstructured as well as structured random pure states are considered.
Using techniques from random matrix theory this is obtained analytically for small and large N
and numerically for intermediate N . The results show a beautiful interplay of different aspects of
random matrix theory, ranging from the Marchenko-Pastur distribution and fixed-trace ensembles
to the O(n) model.
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I. INTRODUCTION
In quantum information theory “non-classical” prop-
erties of a quantum system are of importance for many
of its applications [1]. There are different ways of classi-
fying what is meant by a state of quantum system to be
“non-classical”. Let us focus on a composite system AB
made up of two sub-systems A and B which for simplicity
we assume to have Hilbert spaces of equal dimension N .
One quantity classifying the “non-classical” correlations
between A and B is entanglement entropy [2], measured
by the von Neumann entropy of the reduced density ma-
trix of either sub-system. In the above case that both of
the subsystems are N -dimensional, its maximum value
is logN and the state with this entropy is referred to
as the maximally entangled state. Another measure for
“non-classicality” of a quantum system is given by the
violations of Bell inequalities. Besides Bell’s original in-
equality [3], one of the most well known Bell inequalities
is the so-called CHSH inequality [4] which concerns a
Bell experiment with two party system, Alice and Bob,
each having two measurement options which can have
two different outcomes. In the case of the CHSH in-
equality the maximal violation (under optimal measure-
ment operators) is caused by the maximally entangled
state, leading to an agreement between both measures of
“non-classicality’ introduced above.
Recently there has been a considerable interest in ran-
dom pure states (see [5] and references therein) which for
example emerge due to noise in the preparation of the
state or when the state is evolving in time under chaotic
dynamics. Since random states arise from random den-
sity matrices their formulation involves techniques from
random matrix theory (RMT) (see [6] and [7, Chapter 1]
for an overview). One particularly interesting aspect of
(unstructured) random pure states of a bipartite system
is that the expected value of its entanglement entropy is
given by logN(1 − (2 logN)−1) [8, 9] (see also [10] for
the full distribution function for large N), i.e. for large
N it approaches the maximal value, associated to the
maximally entangled stated. In the context of the above
discussion it is interesting to consider the violations of
Bell inequalities under random pure states. This letter
aims to give a first account of such an analysis.
II. BELL INEQUALITIES AND THEIR
QUANTUM VIOLATIONS FROM RANDOM
PURE STATES
A generalisation of the CHSH inequality in the case
of N possible measurement outcomes is given by the
CGLMP inequality [11]. It has a slightly generalised and
simplified version [12],
PLR(A2 < B2) + PLR(B2 < A1) + PLR(A1 < B1) +
+PLR(B1 ≤ A2) > 1, (1)
where PLR(Aa < Bb) denotes the probability, under local
realism (LR), that the outcome of Alice’s measurement,
having chosen the measurement option a = 1, 2, is less
than the outcome of Bob’s measurement, having chosen
the measurement option b = 1, 2; both Aa and Bb taking
values in the same set of N possible outcomes.
In the case of quantum mechanics (QM), as opposed
to local realism, the corresponding probabilities are given
by
PQM(Aa < Bb) =
∑
k<l
tr
(
ρAka ⊗Blb
)
, (2)
where ρ is the density matrix of the bipartite system AB,
with Hilbert spaceHA⊗HB , while Aka and Blb are positive
operators on the sub-systems A and B with
∑N
k=1A
k
a = I
and
∑N
l=1B
l
b = I; here the indices a, b label the two pos-
sible measurement options and k, l the N possible out-
comes.
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2It is well known that quantum mechanics can violate
the above Bell inequality which occurs when
AN = PQM(A2 < B2) + PQM(B2 < A1) +
+ PQM(A1 < B1) + PQM(B1 ≤ A2) (3)
is less than one and the maximal violation corresponds
to the minimal value of AN , which we often refer to
as the minimal target value. The state that achieves
the minimal target value is referred to as the optimal
state. Quantum violations of the above Bell inequality
and the original CGLMP inequality were studied numer-
ically for N > 2 [12, 13] (see also [14] for an exact result
for N → ∞), where it was seen that the maximal vi-
olation is obtained for a pure state under earlier con-
jectured best measurement operators [11, 15]. It was
observed for N > 2 that although the optimal state is
not the maximally entangled state, the optimal measure-
ment operators remain the same for both states. Let us
therefore assume that the operators Aka and B
l
b are given
by the conjectured best measurement operators and that
ρ = |ψ〉〈ψ| is pure. It is useful to introduce the Schmidt
decomposition of the pure state
|ψ〉 =
N∑
i=1
√
λi |i〉A ⊗ |i〉B , (4)
where the so-called Schmidt coefficients {λi} are non-
negative and normalised to
∑
i λi = 1. Recall that the
maximal entangled state, here denoted by |Φ〉 has λi =
1/N for all i = 1, ..., N , i.e.
|Φ〉 = 1√
N
N∑
i=1
|i〉A ⊗ |i〉B . (5)
It was shown in [12] that under the above assumptions
one has
AN ({λi}) =
N∑
i,j=1
Mij
√
λiλj , (6)
with Mij = 2δij − 1N Pij and
P
(N)
ij = sec
(
(i− j)pi
2N
)
, (7)
where sec(·) = 1/ cos(·) is the secant.
Our aim is to analyse the quantum violations of the
above Bell inequalities (1) for random pure states. Let us
now summarise the main results which are derived in the
following section. Assuming that the best measurements
are the same as for the maximally entangled and optimal
state, we can analyse the quantum violations of the Bell
inequality (1) by means of expression (6). The above as-
sumption is justified by the extensive numerical analysis
presented in [12], where the optimal measurements were
obtained numerically for both the maximally entangled
|0i
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FIG. 1: Illustration of the Bloch sphere. Any pure state in
H corresponds to a point on the sphere, while mixed states
correspond to points within the unit ball. A random pure
state of the Hilbert-Schmidt ensemble is obtained by choosing
a point on the sphere uniformly at random. This can be done
by applying a random rotation U to the references state |0〉,
here chosen to be the north-pole.
state, as well as when optimised jointly over states. Fur-
thermore, since the ensembles of random states consid-
ered here are invariant under permutations of the eigen-
values, it is expected that the best measurements are the
same as for the maximally entangled state.
The most natural definition of a random pure state is
to take a point on the higher-dimensional analog of the
Bloch sphere uniformly at random as illustrated in Figure
1. Recall that any pure state |ψ〉 ∈ HA ⊗ HB can be
represented by a point on the space U(N2)/(U(N2−1)×
U(1)) which is the higher-dimensional analog of the Bloch
sphere for H = HA ⊗HB . The measure of such random
pure states is often also called the Hilbert-Schmidt (HS)
ensemble. Following the exposition in [5], we can fix an
arbitrary reference point |0〉AB = |0〉A ⊗ |0〉B , i.e. the
north-pole on the Bloch sphere, and represent a random
pure state from the HS ensemble by a random rotation
of this state,
|ψ〉HS = UAB |0〉AB , (8)
where UAB is chosen uniformly according to the Haar
measure on the set U(N2) of unitary matrices on H.
As we will see in the next section for a random pure
state from the HS ensemble the Schmidt coefficients {λi}
in (4) and (6) can be related to the square singular val-
ues of random Wishart matrices which are constrained
to have
∑
i λi = 1. By using techniques from RMT we
are able to calculate the expected value 〈AN 〉HS of (6),
where the expectation value is taken with respect to the
measure of the HS ensemble. This is done analytically
for both N = 2 and large N , while for intermediate val-
ues of N , we compute 〈AN 〉HS numerically. The results
are summarised in Figure 2. Shown is the expected min-
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FIG. 2: Mean minimal value of AN under the measure of ran-
dom pure states from the HS ensemble (red circles) in com-
parison to the corresponding value for a maximally entangled
state (blue squares), both as a function of N . The dotted
lines correspond to their asymptotic values. In addition, the
mean minimal value of AN under the measure of random pure
states from the structured ensemble (orange triangles) is plot-
ted as a function of N for k = 12, 6, 3, 2 (from top to bottom).
Indicated in grey is the region where the Bell inequality is not
violated.
imal target value 〈AN 〉HS under a random pure state in
comparison to the minimal target value AN for the max-
imally entangled state, for N varying from 2 to 500. The
numerical data shows that the maximally entangled state
always violates the Bell inequality [12], while for the ran-
dom pure state one observes that the expected target
value falls below 1 for N & 8. We note that the vari-
ance of AN under the measure of the HS ensemble goes
to zero as N → ∞. This means that for large N almost
all random states sampled from the HS ensemble violate
the Bell inequality. Further explanation is provided in
Appendix A and particularly in Figure 3.
Using techniques from RMT we obtain analytically the
value for N = 2 given by 〈A2〉HS = 3/2 − 3pi/(16
√
2) ≈
1.083, as well as the asymptotic value as N → ∞ given
by 〈A∞〉HS = 2 − 1024G/(9pi4) ≈ 0.93, with G being
Catalan’s constant. In Appendix A we also indicate how
to analytically obtain 〈AN 〉HS at finite N together with
the k-th moments.
In the above discussion we considered the violations of
the Bell inequality (1) from random states from the HS
ensemble and compared it to the violation from maxi-
mally entangled states. One can view both cases as the
extremes of structured ensembles as introduced in [5] -
the HS ensemble being the “most unstructured” and the
maximally entangled state being the “most structured”.
More precisely, for a fixed k = 1, 2, 3, ... the structured
ensemble is obtained from a superposition of k maximally
entangled states Φ, each rotated in one of the subsystems
(say A) by a random unitary matrix Ui, i = 1, ..., k, cho-
sen uniformly according to the Haar measure on the set
U(N) of unitary matrices on HA,
|ψ〉k =
[(
k∑
i=1
Ui
)
⊗ IB
]
|Φ〉 (9)
This ensemble interpolates between the maximally en-
tangled state for k = 1 and the HS ensemble in the limit
k → ∞. We analysed the expected value 〈AN 〉k un-
der the structured ensemble with parameter k. This is
done for both analytically for large N , as well as numer-
ically for intermediate N and fixed values k = 2, 3, 6, 12.
The results are also shown in Figure 2 together with
the corresponding values for the HS ensemble (k → ∞)
and maximally entangled state (k = 1). As shown in
the next section, using RMT, we obtain the asymp-
totic value of 〈AN 〉k as N → ∞ given by 〈A∞〉k ≈
0.796, 0.848, 0.892, 0.912 for k = 2, 3, 6, 12 respectively.
The full analytical expression for arbitrary k is derived
in the following section, cf. (28).
III. RANDOM MATRIX THEORY AND
RANDOM PURE STATES
A. Uniform random states and the Hilbert
Schmidt ensemble
We defined a random pure state from the Hilbert-
Schmidt (HS) ensemble in (8) through a random uni-
tary matrix acting on some fixed reference state. This
is equivalent to the Fubini-Study measure. In [9] it was
shown that such a random pure state has Schmidt coef-
ficients distributed according to the joint probability dis-
tribution function (jpdf),
PHS({λi}) = 1
ZN
∏
i<j
|λi − λj |2δ
(
N∑
i=1
λi − 1
)
(10)
where the partition function ZN is the normalisation such
that
∫∞
0
P ({λi})
∏
i dλi = 1. Up to the constraint, this is
the eigenvalue distribution of a complex Wishart matrix
[16], i.e. real and imaginary parts of all entries are i.i.d.
normal random variables. We exploit this fact in the
numerical investigation as explained in Appendix B.
One way to arrive at the above expression is to note
that the Fubini-Study measure implies that an (unnor-
malised) random pure state is given by
|ψ〉 =
N∑
ij=1
Xij |i〉A ⊗ |j〉B , (11)
where X is distributed according to
PHS(X) ∝ δ(tr(XX†)− 1)dX. (12)
4Here dX =
∏
ij d<Xijd=Xij is the Haar measure. We
first note that M = XX† is a Hermitian matrix. Diag-
onalising M = V †ΛV with Λ = diag(λ1, ..., λN ) and in-
tegrating out the angular degrees of freedom one arrives
at an expression identical to (10) where the {λi} are the
eigenvalues of M . Here the term ∆2(Λ) =
∏
i<j |λi−λj |2
is called the Vandermonde determinant and comes from
the Jacobian of the change of variables M → (V,Λ). The
last step is now to identify the eigenvalues of M or equiv-
alently the square singular values of X with the Schmidt
coefficients. It is simple to show that the reduced density
matrix for either sub-system takes the form,
ρA = ρB =
XX†
tr(XX†)
. (13)
Since ρA =
∑
i λi|i〉A〈i|A and ρB =
∑
i λi|i〉B〈i|B , we
identify the (unnormalised) Schmidt coefficients with the
square singular values of X which leads to (10).
Our primary interest is in how 〈AN 〉HS varies with N .
We begin writing down the expectation value of AN with
respect to the measure (10); from (6) one gets
〈AN 〉HS = 2−
1
N
− 2
N
∑
i<j
Pij
〈√
λiλj
〉
HS
. (14)
We first consider the case N = 2, which from the above
discussion has the integral representation,
〈A2〉HS =
3
2
− 1
Z2
∑
i<j
Pij
∫ 1
0
d2λ(λ1 − λ2)2
√
λ1λ2. (15)
where we note that due to the permutation symmetry of
the jpdf we may factor the integral out of the sum over i
and j. Evaluating this expression yields,
〈A2〉HS =
3
2
− 3pi
16
√
2
(16)
as announced above. The behaviour of 〈AN 〉HS as
N → ∞ can be found by a saddle point analysis of
(14). Central to this approach is the eigenvalue density
ρ(λ,N) =
〈
1
N
∑
i δ(λ− λi)
〉
HS
of the jpdf (10) for large
N . From the discussion surrounding equation (13) one
sees that the spectral density is exactly the Marchenko-
Pastur distribution [17] in the case of square matrices.
Another route to obtain the eigenvalue density is to start
from the partition function ZN associated to (10) and
write the constraint as a Lagrange multiplier in the ef-
fective action. The spectral density can then be found us-
ing a saddle point analysis of the resulting Coulomb gas
model. Yet another alternative is to note that the jpdf
(10) is known in the literature as a fixed-trace ensem-
ble and has been studied in the works [6, 9, 18–20]. By
considering a fixed trace
∑
i λi = t, taking the Laplace
transform of expectation values with respect to t, rescal-
ing the eigenvalues, transforming back and setting t = 1,
one finds the relation,〈
r∏
i=1
ληii
〉
HS
=
Γ(N2)
Γ(N2 + η)
Nη
〈
r∏
i=1
ληii
〉
LUE
(17)
where ηi ∈ R, η =
∑r
i=1 ηi and the expectation on the
right-hand-side is with respect to the Laguerre ensemble
defined by the jpdf,
PLUE({λi}) = 1
ZLUE
∏
i<j
|λi − λj |2e−N
∑
i λi . (18)
Using the well known form of the spectral density of the
Laguerre ensemble together with (17) we obtain,
ρ(λ,N) = Nµ(Nλ)
µ(x) =
√
4− x
2pi
√
x
, for x ∈ [0, 4] (19)
and µ(x) = 0 otherwise (see also [5]). Let us remark that
the fact ρ(λ,N) ≈ Nµ(Nλ) shows the spacing between
eigenvalues is of order 1/N as expected.
We now proceed by utilising the invariance of the jpdf
under permutations of the eigenvalues which allows (14)
to be written as,
〈AN 〉HS = 2−
1
N
+
−
 2
N2
∑
i<j
Pij
〈 1
N
∑
k
1
N − 1
∑
l 6=k
N
√
λkλl
〉
HS
.(20)
For N large we make the following approximations,
1
N2
∑
i<j
Pij ≈
∫ 1
0
dx
∫ x
0
dy sec
(
pi(x− y)
2
)
=
8G
pi2
(21)
where G is Catalan’s constant and
1
N2
〈∑
k
∑
l
N
√
λkλl
〉
HS
≈
∫ ∞
0
∫ ∞
0
µ(x)µ(y)
√
xydxdy
=
64
9pi2
. (22)
This leads to the result, already announced above,
〈A∞〉HS = 2−
1024G
9pi4
. (23)
B. Random states from structured ensembles
The definition of a random density matrix from the
structured ensemble with parameter k is given in (9). It
is not hard to see that when taking the partial trace on
any of the subsystem A or B the reduced density operator
is given by
ρA = ρB =
(∑k
i=1 Ui
)(∑k
i=1 Ui
)†
tr
[(∑k
i=1 Ui
)(∑k
i=1 Ui
)†] . (24)
This expression is similar to (13) with X replaced by∑k
i=1 Ui. Again the Schmidt coefficients {λi} are given
5by the eigenvalues of the reduced density matrix ρA or
ρB , equivalently the unnormalised Schmidt coefficients
are given by the square singular values of
∑k
i=1 Ui. The
derivation of the spectrum of this matrix is more involved
since it is a sum of independent random matrices. We
refer the reader to [5] for a detailed derivation, where
it is shown that for large N and k ≥ 2 the eigenvalue
density is given by ρk(λ,N)=Nµk(Nλ) with
µk(x) =
√
4k(k − 1)x− k2x2
2pi(kx− x2) , x∈ [0, 4
k−1
k ]. (25)
For k = 1 one cannot use the eigenvalue density since
the spectrum collapses to a zero. Instead, from (24) we
see that for k = 1 ones has ρA = ρB = I/N which is
precisely the maximally entangled state as claimed above.
Furthermore, for k → ∞, the eigenvalue density (25)
reduces to the Marchenko-Pastur distribution (19), which
corresponds to the HS ensemble.
To obtain the expected minimal target value under the
structured ensemble we use an analogous expression of
(20), where the Schmidt coefficients are now distributed
as the eigenvalues of (24). For large N we can again
approximate the last term in (20) by
1
N2
〈∑
k
∑
l
N
√
λkλl
〉
k
≈
∫ ∞
0
∫ ∞
0
µk(x)µk(y)
√
xydxdy. (26)
Substituting µk(x) from (25) yields
Ck :=
∫ ∞
0
∫ ∞
0
µk(x)µk(y)
√
xydxdy
=
k
pi2
(
2
√
k − 1−(k − 2) arcsin
(
2
√
k − 1
k
))2
(27)
Plugging this as well as (21) into the analogous expression
of (20), we obtain for k ≥ 2,
〈A∞〉k = 2−
16G
pi2
Ck (28)
with Ck given in (27).
IV. DISCUSSION
In this letter we obtain the expected quantum viola-
tions of the Bell inequality (1) for N -dimensional ran-
dom pure states, assuming the conjectured best measure-
ment operators. The results, as summarised in Figure 2,
show that for small values of N the Bell inequality is
not violated on average, while for large values it is. This
holds for both the Hilbert-Schmidt (HS) ensemble, as
well as structured ensembles with parameter k. Using
techniques from random matrix theory (RMT), in par-
ticular the relation to fixed-trace ensembles, we obtain
the expected minimal target value for the HS ensemble
analytically for N = 2 and N → ∞ and numerically for
an intermediate range of N . For the structured ensemble
we arrive at an analytical expression for N → ∞ and
arbitrary k ≥ 2, while we analyse it numerically for an
intermediate range of N and fixed values k = 2, 3, 6, 12.
Most interestingly, even in the structureless case, i.e. the
HS ensemble, for large N , one almost surely violates the
Bell inequality. This is further explained in Appendix
A, where we numerically look at higher moments of the
minimal target value in the HS ensemble and, using a
relation to the O(n) model with n = −2, also indicate
how to analytically obtain the finite N results together
with the higher moments. Note that the RMT techniques
employed here are very general and one can foresee sev-
eral future extensions, such as the Bell setting with 2
parties, M ≥ 2 measurements and N outcomes, as well
as other cases which involve Hilbert spaces of large di-
mensions. Let us finally comment on experimental im-
plementations. Recent experiments already analyse the
quantum violations of the Bell inequality (1) for N = 3
[23]. When moving to larger N and having noise in the
preparation of the state, the results presented here be-
come potentially relevant. In this context, we recall that
the HS ensemble describes unstructured noise, which can
be seen as a worst case scenario in terms of violations of
Bell inequalities for any real noise in an experimental set-
ting. As seen explicitly, structured noise leads to larger
violations of the Bell inequalities.
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Appendix A: On finite N corrections and the
relation to the O(n) model
In this appendix we briefly sketch an approach for com-
puting 〈AN 〉HS at finite N together with the k-th mo-
ments
〈AkN〉HS, focusing on the HS ensemble. Consider
the k-th moment
〈AkN〉HS. From (6) it takes the form,
〈AkN〉HS= ∑
i1,i2,...,i2k
k∏
j=1
Mi2j−1,i2j
〈
k∏
j=1
λ
1
2
i2j−1λ
1
2
i2j
〉
HS
. (A1)
It is instructive to first look at the second moment for def-
initeness. The previous expression shows that to leading
order in N ones has
〈A2N〉HS = 〈AN 〉HS 〈AN 〉HS + . . .
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FIG. 3: Mean minimal value of AN (solid line) plus minus
its standard deviation (dashed lines) under the measure of
random pure states from the HS ensemble. The inlays show
the histograms from N = 2 and N = 488.
and that thus the variance goes to zero as N gets large.
This can also be seen from the numerical data shown
in Figure 3, where apart from the mean target value
we also display its standard deviation given through
(
〈A2N〉HS − 〈AN 〉2HS)1/2. Furthermore, we also show
the histograms of the empirical density for N = 2 and
N = 488. The latter confirms that for large N almost
all random pure states from the HS ensemble violate the
inequality.
We now describe the analytical approach which can be
used to derive 〈AN 〉HS at finite N together with its k-
th moments. Let Pr denote the set of partitions of the
set 1, 2, . . . , r and ∼ the associated equivalence relation.
Then we may write,
〈AkN〉HS = ∑
p∈P2k
 ∑
(i1,...,i2k)∈Ωp
k∏
j=1
Mi2j−1,i2j
×
×
〈 |p|∏
i=1
λ
|pi|
2
i
〉
HS
. (A2)
Here, Ωp = {(i1, . . . , i2k) : il = il′ ⇐⇒ l ∼ l′} and pi
is i-th part of the partition p. Note that we have used
the invariance of (10) under permutations to rewrite the
product of eigenvalues. By using (17) and making the
change of variables λi = ζ
2
i we have,〈 |p|∏
i=1
λ
|pi|
2
i
〉
HS
=
Γ(N2)
Γ(N2 + k)
Nk
〈 |p|∏
i=1
ζ
|pi|
i
〉
O
, (A3)
where the second expectation value is computed in the
O(−2) model with the restriction that ζi > 0. The gen-
eral O(n) model has been studied in [21, 22] where it was
shown that all products of resolvents could be computed
in a recursive scheme known as topological recursion. We
can place our problem within this framework by again us-
ing the invariance under permutation to rewrite,〈 |p|∏
i=1
ζ
|pi|
i
〉
O
=
(N − |p|)!
N !
〈 ∑
j1 6=j2 6=... 6=j|p|
|p|∏
i=1
ζ
|pi|
ji
〉
O
. (A4)
By a standard inclusion-exclusion argument one can
write the right hand side as products of traces. For ex-
ample, if |p| = 3, we would have,〈 ∑
j1 6=j2 6=j3
ζ
|p1|
j1
ζ
|p2|
j2
ζ
|p3|
j3
〉
O
=
〈
N∑
j1,j2,j3=1
ζ
|p1|
j1
ζ
|p2|
j2
ζ
|p3|
j3
〉
O
−
〈
N∑
j1,j3=1
ζ
|p1|+|p2|
j1
ζ
|p3|
j3
〉
O
−
〈
N∑
j2,j3=1
ζ
|p2|
j2
ζ
|p1|+|p3|
j3
〉
O
−
〈
N∑
j1,j2=1
ζ
|p1|
j1
ζ
|p2|+|p3|
j2
〉
O
+2
〈
N∑
j1=1
ζ
|p1|+|p2|+|p3|
j1
〉
O
. (A5)
Finally we note that products of traces can be obtained
directly from the asymptotic behaviour near infinity of
products of resolvents. Details of this calculation will be
presented elsewhere.
Appendix B: Numerical analysis
The numerical analysis for the HS ensemble is based
on (13). For a fixed value of N we sample i.i.d. nor-
mal random variables as entries of the N × N complex
Wishart matrix X and then numerically calculate the
eigenvalues of XX†/tr(XX†). From this we obtain a
sample of {λi} which is used to compute (6). Repeating
this 1000 times and taking the sample average yields an
estimate for 〈AN 〉HS. This procedure is done for N in
the range of 2 to around 500 in exponentially increasing
increments, resulting in the data points in Figure 2. It
is checked that for N = 2 and N = 500 the values agree
with the analytical predictions (16) and (23) respectively.
Furthermore, for N = 100 we also use the 1000 samples
of {λi} to numerically check the functional form of the
eigenvalue density (19). The above numerical analysis
centred around (13) is particularly useful to obtain nu-
merical estimates of 〈AN 〉HS for intermediate values of
N , alternatively for large N one can also simulate the
Coulomb gas (10) using the Metropolis algorithm.
In analogy to the HS ensemble, the numerical anal-
ysis for the structured ensemble is based on (24). In-
stead of sampling a complex Wishart matrix X, we have
to sample k independent unitary matrices and calculate
7∑k
i=1 Ui. From there onwards the analysis proceeds as
in the case of the HS ensemble, simply replacing X by∑k
i=1 Ui in the remainder. To sample the k independent
unitary matrices we follow the procedure introduced in
[24] (see also [25]), which constructs a unitary matrix Ui
distributed according to the Haar measure from a com-
plex Wishart matrix Xi via a QR-decomposition. Note
that an explicit Python implementation of the subrou-
tine for sampling random unitary matrices can be found
for example in [24].
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