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Abstrak: Klasifikasi dokumen berita digital menurut kategori tertentu diperlukan
untuk mempermudah pencarian oleh pembaca. Peningkatan jumlah dokumen berita
yang cukup besar tidak sebanding dengan ketersediaan editor ahli sehinggal diperlukan
klasifikasi secara otomatis. Salah satu metode yang cukup akurat untuk klasifikasi arti-
kel berita adalah Naïve Bayes Classifier. Makalah ini memaparkan modifikasi metode
Naïve Bayes Classifier dengan melakukan pembobotan kata berdasarkan posisinya
dalam berita. Percobaan dilakukan pada 900 dokumen berita. Sembilan ratus dokumen
tersebut dibagi menjadi 9 kategori, sehingga masing-masing kategori diujikan 100
dokumen. Untuk mengetahui pengaruh jumlah data latih terhadap efektifitas naïve
bayes classifier maka diambil beberapa kombinasi banyaknya dokumen latih dan
dokumen uji. Secara berurutan kombinasi dokumen latih dan uji tersebut antara lain
5:95, 10:90, 15:85, 20:80, 25:75 dan 30:70. Dengan menggunakan metode Naïve Bayes
Classifier didapatkan akurasi hasil klasifikasi berturut-turut 54%, 65%, 65%, 69%,
71% dan 76%. Dengan menggunakan metode Naïve Bayes Classifier yang
dimodifikasi didapatkan akurasi hasil klasifikasi berturut-turut 57%, 68%, 69%, 70%,
72% dan 78%. Hasil ini menunjukkan bahwa pembobotan berdasarkan posisi kata
meningkatan akurasi hasil klasifikasi.
Kata-kata Kunci : Naïve Bayes Classifier, klasifikasi otomotis, berita
Ketersedian dokumen digital di Inter-
net yang berlimpah akan menyulitkan ma-
syarakat untuk mengaksesnya jika doku-
men tersebut tidak diatur secara layak.
Pengaturan berita yang umum adalah de-
ngan melakukan klasifikasi pada masing-
masing artikel berita tersebut. Klasifikasi
tersebut dapat didasarkan pada kondisi
yang ada dalam masyarakat ataupun me-
nurut standar khusus. Sebagai contoh,
klasifikasi yang umum adalah politik,
pendidikan, hiburan, ekonomi, olah raga,
ilmu pengetahuan dan sebagainya. Jumlah
klasifikasi tersebut sifatnya selalu ber-
kembang.  Proses klasifikasi dilakukan
dengan melibatkan tenaga khusus yang
memahami proses klasifikasi suatu artikel
berita.
Pentingnya klasifikasi berita/dokumen
ditunjukkan oleh sejumlah penelitian
mengenai topik ini. Yong-feng & Yan-
ping (2004) memaparkan beberapa meto-
de pengkasifikasi dokumen yang umum
dipakai serta menganalisis kelebihan dan
kekurangannya. Miao & Kamel (2011)
menggunakan algoritma pairwise optimi-
zed Rocchio untuk mengkasifikasikan
teks. Hasil percobaan menggunakan bebe-
rapa data benchmark menunjukkan bahwa
modifikasi mereka memberikan hasil
yang lebih akurat dibanding algoritma
asal. Suresh et al. (2011) membangun sis-
tem pengklasifikasi dokumen yang efisien
menggunakan reinforcement learning, ca-
bang dari machine learning yang biasa
digunakan dalam sistem pengambilan ke-
putusan. Penelitian mengenai klasifikasi
berita berbahasa Indonesia sebelumnya
juga pernah dilakukan. Penelitian tersebut
antara lain pengelompokan berita dengan
algoritma K-Means clustering, dokumen
berita dimasukkan kedalam cluster yang
paling cocok berdasarkan ukuran kedekat-
an dengan centroid. Centroid adalah vek-
tor term yang dianggap sebagai titik te-
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ngah cluster (Wibisono and Khodra,
2005). Dan juga penelitian dengan algo-
ritma Single Pass Clustering, yaitu de-
ngan menggunakan penghitungan tingkat
kemiripan (similarity) dengan Standard
Cosine Similarity. Similarity yang telah
dihasilkan selanjutnya dievaluasi untuk
menentukan pasangan-pasangan dokumen
yang dinyatakan mirip berdasarkan nilai
treshold tertentu (Arifin and Setiono,
2001).
Secara umum, metode pengklasifikasi
teks dapat dikelompokkan dalam dua ke-
las. Yang pertama adalah metode berbasis
statistik seperti Naive Bayes, maximum
Shannon entropy model, K-Nearest
Neighbor (KNN), dan Support Vector
Machine. Yang kedua adalah metode
berbasis pengetahuan seperti productive
rules dan neural network. Metode berba-
sis statistik seperti Naive Bayes memiliki
kelebihan hanya memerlukan komputasi
matematika yang tidak terlalu komplek
sehingga sangat efisien dalam aplikasi
praktis (Yong-feng and Yan-ping, 2004).
Metode ini juga terbukti handal dengan
tingkat akurasi cukup tinggi (Wibisono,
2006). Naïve Bayes Classifier mengguna-
kan teori probabilitas sebagai dasar teori.
Dalam makalah ini digunakan metode
klasifikasi Naïve Bayes yang sering
disebut sebagai Naïve Bayes Classifier.
Dalam penelitian sebelumnya, metode ini
telah sukses digunakan untuk klasifikasi
artikel berita (Widodo et al., 2007). Un-
tuk meningkatkan tingkat tingkat akurasi
dilakukan modifikasi rumus dengan mela-
kukan pembobotan posisi kata di dalam
dokumen artikel berita. Selanjutnya
metode ini disebut Modified Naïve Bayes
Classifier.
Berita
Berita adalah laporan mengenai suatu
peristiwa atau kejadian yang terbaru; la-
poran mengenai fakta-fakta yang aktual,
menarik perhatian, dinilai penting atau
luar biasa (Budiman, 2005). Sedangkan
menurut Dyoti (2003), berita adalah
semua peristiwa yang sudah atau akan
terjadi yang perlu diketahui oleh manusia
pembacanya/pendengarnya/pemirsanya.
Secara umum, penulisan berita meng-
gunakan model deduktif, artinya pembe-
beran fakta dimulai dari hal-hal yang ber-
sifat umum ke hal yang khusus. Dari yang
paling penting ke hal yang kurang
penting. Struktur tulisannya dikenal de-
ngan bentuk piramida terbalik. Karena
struktur demikian ini cukup menarik un-
tuk diteliti pengaruh pembobotan ber-
dasarkan posisi kata terhadap keakuratan
hasil klasifikasi.
Tahapan Text Mining
Pengklasifikasian artikel berita secara
otomatis bisa dikategorikan sebagai text
mining. Proses text mining dibagi menjadi
3 tahap utama, yaitu proses awal terhadap
teks (text preprocessing), transformasi
teks ke dalam bentuk antara (text trans-
formation/feature generation), dan pene-
muan pola (pattern discovery) (Even and
Zohar, 2002). Masukan awal dari proses
ini adalah suatu data teks dan keluarannya
berupa pola sebagai hasil interpretasi.
Text Preprocessing
Tahapan ini bertujuan untuk memper-
siapkan teks menjadi data yang akan
mengalami pengolahan pada tahapan beri-
kutnya. Tindakan yang dilakukan meli-
puti tindakan kompleks dan tindakan se-
derhana. Contoh tindakan yang bersifat
kompleks pada tahap ini adalah part-of-
speech (pos) tagging, membangkitkan
parse tree. Contoh tindakan yang bersifat
sederhana adalah proses parsing seder-
hana terhadap teks, yaitu memecah suatu
kalimat menjadi sekumpulan kata. Selain
itu pada tahapan ini biasanya juga
dilakukan case folding, yaitu pengubahan
karakter huruf menjadi huruf kecil
(Garcia, 2005).
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Text Transformation/Feature
Generation
Pada tahap ini hasil yang diperoleh dari
tahap text preprocessing akan melalui
proses transformasi. Proses transformasi
ini dilakukan dengan mengurangi jumlah
kata-kata yang ada dengan penghilangan
kata-kata yang dianggap tidak penting
atau disebut stopword. Contoh kata-kata
yang masuk dalam stopword adalah kata
sambung dan kata kepunyaan. Dalam
proses ini juga dilakukan pengubahan
kata-kata ke dalam bentuk dasarnya atau
disebut stemming.
Kualitas pemilihan stopword dalam
sistem text mining menentukan hasil dari
text mining. Dengan kata lain sistem text
mining bergantung kepada faktor bahasa.
Selain itu, proses penghilangan stopword
tetap digunakan karena proses karena
sangat mengurangi waktu komputasi dan
beban kerja sistem. Dengan menghilang-
kan stopword dari suatu teks maka sistem
hanya akan memperhitungkan kata-kata
yang dianggap penting.
Stemming Bahasa Indonesia
Dalam bahasa Indonesia, afiks/imbuh-
an terdiri dari sufiks (akhiran), infiks (si-
sipan) dan prefiks (awalan). Pada peneli-
tian ini proses stemming yang dibangun
hanya menangani kata yang mengalami
penambahan prefiks dan sufiks. Hal ini
dilakukan karena proses penambahan
infiks dalam bahasa Indonesia jarang
terjadi sehingga tidak ada pengaruh yang
signifikan terhadap akurasi sistem. Selain
itu, penanganan kata yang mengandung
infiks relative sulit dan membebani waktu
komputasi sistem.
Terdapat 5 aturan tahap dalam proses
stemming pada bahasa Indonesia sebagai
berikut:
1. Penanganan terhadap partikel inflek-
sional. yaitu : lah, kah dan tah. Contoh
: duduklah, apakah.
2. Penanganan terhadap kata ganti inflek-
sional, yaitu : ku, mu, nya. Contuh :
sepedamu, mobilnya.
3. Penanganan terhadap prefiks deriva-
sional pertama, yaitu : meng dan se-
mua variasinya, peng dan semua varia-
sinya, di, ter, dan ke.  Contoh : mem-
bakar, pegukur, kekasih
4. Penanganan terhadap prefiks deriva-
sional kedua, yaitu : ber dan semua va-
riasinya serta per dan semua variasin-
ya. Contoh : berlari, belajar, perjelas.
5. Penanganan terhadap sufiks derivasio-
nal, yaitu: kan, an, i.  Contoh : maka-
nan, gantikan, tandai.
Karena struktur morfologi dalam
bahasa Indonesia yang rumit, maka
kelima tahap aturan diatas tidak cukup
untuk menangani proses stemming bahasa
Indonesia. Kesulitan dalam membedakan
suatu kata yang mengandung imbuhan
baik prefiks maupun sufiks dengan suatu
kata dasar yang salah satu suku katanya
merupakan bagian dari imbuhan, terutama
dengan kata dasar yang mempunyai suku
kata lebih besar dari dua.
Contoh :
 sekolah → sekolah
(kata dasar,tidak dilakukan stemming)
 duduklah → duduk
(dilakukan proses stemming)
Berdasarkan urutan tahapan pada pena-
nganan kata berimbuhan, maka terdapat
beberapa kemungkinan dalam kesulitan
membedakan suatu suku kata merupakan
imbuhan atau bagian kata dasar :
1. kata dasar mempunyai suku kata lebih
besar dari dua dan suku kata terakhir Є
{ partikel infleksional}. Serta kata da-
sar tersebut tidak mendapatkan im-
buhan apapun.
Contoh : sekolah, istilah.
2. kata dasar mempunyai suku kata tera-
khir Є { partikel infleksional }dan
mempunyai prefiks.
Contoh : bersalah, pemakalah.
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3. kata dasar mempunyai suku kata lebih
besar dari dua dan suku kata terakhir Є
{ kata ganti infleksional}. Serta kata
dasar tersebut tidak mendapatkan im-
buhan apapun.
Contoh : maluku, terungku.
4. kata dasar mempunyai suku kata tera-
khir Є { kata ganti infleksional} dan
mempunyai prefiks.
Contoh : pelaku, bertanya.
5. kata dasar mempunyai suku kata lebih
besar dari dua dan suku kata pertama Є
{ prefiks derivasional pertama }. Serta
kata dasar tersebut tidak mendapatkan
imbuhan apapun.
Contoh : melati, kereta, diagram.
6. kata dasar mempunyai suku kata per-
tama Є { prefiks derivasional pertama
} dan mempunyai sufiks derivasional.
Contoh : kejutan,terusan.
7. kata dasar mempunyai suku kata lebih
besar dari dua dan suku kata pertama Є
{ prefiks derivasional kedua}. Serta
kata dasar tersebut tidak mendapatkan
imbuhan apapun.
Contoh : perawan, berlian, berita.
8. kata dasar mempunyai suku kata per-
tama Є { prefiks derivasional kedua}
dan mempunyai sufiks derivasional.
Contoh : peranan, bereskan.
9. kata dasar mempunyai suku kata lebih
besar dari dua dan suku kata terakhir Є
{ sufiks derivasional}.
Contoh : adegan, pantai.
Karena alasan yang telah diuraikan ini,
maka pada sistem terdapat 9 kamus kecil
untuk melengkapi proses stemming.
Pattern Discovery
Tahap penemuan pola atau pattern dis-
covery adalah tahap terpenting dari selu-
ruh proses text mining. Tahap ini ber-
usaha menemukan pola atau pengetahuan
dari keseluruhan teks. Terdapat dua
teknik pembelajaran pada tahap pattern
discovery ini, yaitu unsupervised dan
supervised learning. Supervised learning
melakukan klasifikasi suatu data baru
berdasarkan data latih. Unsupervised
learning data latih dikelompokkan berda-
sarkan ukuran kemiripan pada suatu kelas
(Luz, 2006).
Naïve Bayes Classifier
Naïve bayes classifier termasuk ke da-
lam algoritma pembelajaran bayes. Algo-
ritma pembelajaran bayes menghitung
probabilitas eksplisit untuk menggambar-
kan hipotesa yang dicari. Suatu data pada
naïve bayes classifier direpresentasikan
dengan konjungsi dari nilai-nilai atribut
dan sebuah fungsi target f(x) yang dapat
memiliki nilai apapun dari himpunan set
domain V (Dumais et al., 2002). Sistem
dilatih menggunakan data latih lengkap
berupa pasangan nilai-nilai atribut dan
nilai target kemudian sistem akan diberi-
kan sebuah data baru dalam bentuk
<a1,a2,a3,…an> dan sistem diberi tugas
untuk menebak nilai fungsi target dari
data tersebut (Mitchell, 1997).
Naïve bayes classifier memberi nilai
target kepada data baru menggunakan ni-
lai VMAP, yaitu nilai kemungkinan ter-
tinggi dari seluruh anggota himpunan set
domain V.
… (1)
Terorema bayes kemudian digunakan
untuk menulis ulang Persamaan 1 menja-
di Persamaan 2.
…(2)
Karena P(a1,a2,a3,…an) nilainya kons-
tan untuk semua vj sehingga Persamaan 2
dapat ditulis menjadi Persamaan 3.
…(3)
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Tingkat kesulitan menghitung nilai
P(a1,a2,a3,…an | vj) menjadi tinggi karena
jumlah term P(a1,a2,a3,…an | vj) bisa jadi
akan sangat besar. Ini disebabkan jumlah
term tersebut sama dengan jumlah
kombinasi posisi kata dikali dengan
jumlah kategori. Naïve bayes classifier
menyederhanakan hal ini dan  bekerja
dengan dasar asumsi bahwa atribut-atribut
yang digunakan bersifat conditionally
independent antara satu dan yang lainnya,
dengan kata lain dalam setiap kategori,
setiap kata independen satu sama lain.
Sehingga :
P(a1,a2,a3,…an | vj) = Πi P(ai | vj) …(4)
Subsitusi Persamaan 4 dengan Persa-
maan 3 menjadi Persamaan 5.
VNB = argmax P(vj) Πi P(ai | vj ) …(5)
vjєV
VNB adalah nilai probabilitas hasil per-
hitungan naïve bayes classifier untuk nilai
fungsi target yang bersangkutan. Freku-
ensi kemunculan kata menjadi dasar per-
hitungan nilai dari P(vj) dan P(ai|vj).
Himpunan dari nilai-nilai probabilitas ini
berkorespondensi dengan hipotesa yang
ingin dipelajari. Hipotesa kemudian digu-
nakan untuk mengklasifikasikan data-data
baru. Pada pengklasifikasian teks, perhi-
tungan Persamaan 4 dapat didefinisikan
dalam Persamaan 6 dan 7.
P(vj) = examples
docs j … (6)
P(wk | vj ) = |kata|n
1n k

 … (7)
Keterangan :
1. docsj :  kumpulan dokumen yang me-
miliki nilai target vj.
2. examples : adalah jumlah dokumen
yang digunakan dalam pelatihan (kum-
pulan data latih).
3. n : adalah jumlah total kata yang ter-
dapat di dalam data tekstual yang me-
miliki nilai fungsi target yang sesuai.
4. nk : adalah jumlah kemunculan kata
wk pada semua data tekstual yang
memiliki nilai fungsi target yang se-
suai.
5. |kata| : adalah jumlah kata yang berbe-
da yang muncul dalam seluruh data
tekstual yang digunakan.
Perbedaan antara naïve bayes classifier
dengan metoda pembelajaran lainnya ter-
letak pada proses pembangunan hipotesa.
Pada naïve bayes classifier, hipotesa
langsung dibentuk tanpa proses pencarian
(searching), hanya dengan menghitung
frekuensi kemunculan suatu kata dalam
data latih, sedangkan pada metoda pem-
belajaran lainnya biasanya dilakukan pen-
carian hipotesa yang sesuai dari ruang
hipotesa.
METODE
Pada makalah ini koleksi berita bahasa
Indonesia yang diambil sebagai objek pe-
nelitian bersumber dari www.kompas.
com, yang merupakan salah satu situs be-
rita berbahasa Indonesia yang banyak
diakses oleh pencari berita ditanah air.
Koleksi berita ini terdiri atas 900 doku-
men yang dikumpulkan dari berita yang
diterbitkan dari bulan November 2006
sampai dengan Januari 2007. Pada URL-
nya, kompas telah memberikan kategori/
label pada sebagaian berita yang diterbit-
kannya. Adapun kategori tersebut adalah:
internasional, nasional, metropolitan,
kesehatan, dikbud, IPTEK, olah raga,
hiburan dan ekonomi.
Untuk memperoleh data latih (training
set) yang tepat dan untuk  mempermudah
pengujian kebenaran dan keakuratan pada
data uji (testing set) maka dokumen berita
yang digunakan dalam penelitian ini
adalah berita-berita  yang telah dikelom-
pokkan/dikategorikan oleh Kompas.
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Deskripsi Umum Sistem
Pengklasifikasian berita yang dibuat
terdapat dua tahap. Tahap pertama adalah
proses pembelajaran atau pelatihan terha-
dap sekumpulan dokumen berita (training
set) dan tahap selanjutnya adalah proses
pengklasifikasian berita yang belum dike-
tahui kategorinya (testing set) berdasar-
kan pengetahuan yang telah terbentuk dari
training set.
Pada tahap pembelajaran, proses-pro-
ses yang dilakukan adalah:
1. User memasukkan teks berita yang
akan dijadikan objek pembelajaran
2. User menentukan kategori dari teks
berita yang diinputkan
3. Kemudian oleh sistem, teks berita ter-
sebut diurai(parsing), dilakukan pro-
ses pemilihan dan stemming kata (pre-
pocessing dan tranformation)
4. Untuk setiap kata yang dihasilkan, di-
hitung frekuensi kemunculan kata ter-
sebut pada dokumen
5. Semua kata beserta  frekuensi yang di-
hasilkan dari dokumen tersebut diga-
bungkan dengan kumpulan kata yang
sudah tersimpan dalam pengetahuan,
untuk membentuk pengetahuan yang
baru.
6. Dihitung probabilitas setiap kata pada
pengetahuan untuk setiap kategori be-
rita yang ada. Probabilitas inilah yang
digunakan untuk proses testing set.
7. Sistem juga menyimpan perubahan
jumlah dokumen data latih.
Sedangkan pada tahap pengklasifika-
sian berita, proses-proses yang dilakukan
adalah :
1. User memasukkan teks berita yang in-
gin diklasifikasi/diketahui kategori-nya
2. Seperti pada tahap pembelajaran, sis-
tem akan melakukan prepocessing dan
tranformation pada teks berita untuk
menghasilkan sekumpulan kata yang
akan diproses
3. Untuk setiap kata yang dihasilkan, cari
probabilitasnya pada pengetahuan yang
tersimpan untuk setiap kategori  yang
ada
4. Setelah semua kata dicari dan dihitung
probabilitasnya, maka bandingkan nilai
probalitas yang didapatkan antara kate-
gori
5. Kemudian sistem akan mengkategori-
kan berita tersebut berdasarkan nilai
probabilitas yang paling tinggi.
Batasan sistem
Batasan dari sistem yang akan dibuat
adalah :
1. Pada proses stemming tidak memper-
hitungkan adanya infiks(sisipan). Pro-
ses stemming yang dibangun hanya
melakukan penghilangan prefiks dan
sufiks
2. Suatu kata dianggap berdiri sendiri dan
lepas dari kata disekitarnya. Hal ini
dimaksudkan untuk menyederhanakan
proses pengolahan. Jika kata diproses
secara berpasangan tentu saja akan
muncul berbagai faktor yang harus di-
perhitungkan
3. Kata yang dihasilkan dari head-
line/judul berita, teras berita dan tubuh
berita dianggap sama. Probabilitas
yang dibangun hanya berdasarkan fre-
kuensi kemunculan kata tidak mem-
perdulikan posisi kata tersebut pada
teks berita
Learn naive bayes
Pada tahap learn naive bayes, untuk
membentuk pengetahuan maka sistem
akan belajar dari sekumpulan data latih.
Pengetahuan inilah yang akan digunakan
sebagai dasar pada tahap classify naive
bayes. Pengetahuan terdiri dari penge-
tahuan kata dan pengetahuan dokumen.
Pengetahuan kata berisi semua jenis kata
pada seluruh data latih, frekuensi kemun-
culan kata tersebut untuk setiap kategori
dan nilai probabilitas P(wk | vj ) sedangkan
pengetahuan dokumen berisi jumlah do-
kumen data latih pada setiap kategori dan
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nilai probabilitas P(vj). Adapun proses
pada tahapan learn naive bayes:
1. Untuk setiap jenis kata yang muncul
pada data latih cari kedalam  pengeta-
huan kata  yang sudah ada.
 Jika ada, maka tambahkan angka
jumlah kemunculan kata tersebut
pada pengetahuan kata untuk kate-
gori yang bersesuaian.
 Jika tidak ada, maka tambahkan kata
baru dan juga jumlah kemunculan
kata tersebut pada pengetahuan kata
untuk kategori yang bersesuaian.
2. Setelah semua kata dan frekuensi ke-
munculannya ditambahkan pada pe-
ngetahuan kata maka hitung ulang pro-
babilitas P(wk | vj ) pada pengeta-huan
sesuai dengan Persamaan 7
3. Tambahkan jumlah dokumen yang ber-
sesuaian pada pengetahuan dokumen
4. Hitung ulang P(vj) sesuai dengan
Persamaan 6
Classify naive bayes
Classify naive bayes berusaha mencari
nilai probabilitas tertinggi untuk meng-
klasifikasikan data uji pada kategori yang
paling tepat. Tahapan pada classify naive
bayes adalah :
1. Untuk setiap kata yang muncul cari
kedalam  pengetahuan kata
 Jika ada, maka cari nilai probabilitas
P(wk | vj )  untuk setiap kategori
 Jika tidak ada, abaikan kata tersebut.
Dengan kata lain, nilai probabilitas
P(wk | vj )  dianggap nol.
2. Jumlahkan semua nilai probabilitas
P(wk | vj ) yang didapat pada setiap ka-
tegori.
3. Untuk setiap kategori hitung P(vj) Π
P(wk | vj )
4. Setelah hasil perkalian didapatkan ma-
ka hasil dari semua kategori akan di-
bandingkan dan untuk nilai yang terbe-
sar maka dokumen berita ter-masuk ke
dalam kategori tersebut.
Modified naive bayes classifier
Modifikasi dilakukan dengan memper-
timbangkan struktur berita berbahasa
Indonesia. Pada perhitungan frekuensi
kemunculan kata, kata yang muncul pada
setengah bagian atas diberi bobot dua dan
sisanya diberi bobot satu. Hal ini menun-
jukkan bahwa kata-kata yang muncul
pada setengah bagian atas dianggap lebih
penting dan lebih mewakili kategori beri-
ta.
HASIL DAN PEMBAHASAN
Pada pengujian sistem klasifikasi ini,
digunakan 900 dokumen berita.  Sembilan
ratus dokumen tersebut dibagi menjadi 9
kategori, sehingga masing-masing kate-
gori akan diujikan 100 dokumen.
Untuk mengetahui pengaruh jumlah
data latih terhadap efektifitas naïve bayes
classifier maka diambil beberapa kombi-
nasi jumlah dokumen latih dan dokumen
uji.  Secara berurutan kombinasi dokumen
latih dan uji tersebut antara lain 5:95,
10:90, 15:85, 20:80, 25:75 dan 30:70.
Dengan kata lain persentase dokumen
latih terhadap keseluruahan dokumen
adalah 5%, 10%, 15%, 20%, 25% dan
30%.
Akurasi dihitung dengan memban-
dingkan jumlah klasifikasi yang benar
dan jumlah dokumen uji yang dapat
dinyatakan dengan Persamaan 8.
100xujidokumenbanyaknya
benariklasifikasbanyaknyaAkurasi
... (8)
Evaluasi pada metode naive bayes
Banyaknya klasifikasi benar pada ru-
mus naive bayes dan prosentase akurasi-
nya disajikan pada Tabel 1 dan Tabel 2.
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Tabel 1. Banyaknya Klasifikasi Benar Pada Rumus Asal
No Kategori Banyaknya dokumen latih5 10 15 20 25 30
1 DikBud 71 59 61 59 57 58
2 Ekonomi 61 73 73 69 66 63
3 Hiburan 29 40 41 42 41 44
4 Internasional 75 72 69 66 64 62
5 IPTEK 32 38 38 38 38 39
6 Kesehatan 59 79 72 70 67 65
7 Metropolitan 36 53 41 46 45 48
8 Nasional 37 34 34 34 35 39
9 Olah raga 62 77 72 70 67 63
Tabel 2. Persentase Akurasi Pada Rumus Asal
No Kategori Banyaknya dokumen latih5 10 15 20 25 30
1 DikBud 75 66 72 74 76 83
2 Ekonomi 64 81 86 86 88 90
3 Hiburan 31 44 48 52 54 63
4 Internasional 79 80 81 82 85 89
5 IPTEK 34 42 45 48 50 55
6 Kesehatan 62 88 85 88 89 93
7 Metropolitan 38 59 48 58 60 69
8 Nasional 39 38 40 42 46 55
9 Olah raga 65 86 85 88 89 90
Rata-Rata 54 65 65 69 71 76
Dari Tabel 2 terlihat bahwa nilai per-
sentase akurasi NBC memiliki kecende-
rungan yang tinggi sebanding dengan
jumlah dokumen latih yang digunakan.
Jika diamati masing-masing kategori do-
kumen maka persentase yang cukup ren-
dah adalah kategori Hiburan dan Nasion-
al. Hal ini diasumsikan bahwa penyebab-
nya adalah luasnya cakupan berita hibu-
ran dan nasional.
Evaluasi pada metode naive bayes yang
dimodifikasi
Banyaknya klasifikasi benar pada
rumus naive bayes yang dimodifikasi dan
prosentase akurasinya disajikan pada
Tabel 3 dan Tabel 4.
Tabel 3. Banyaknya Klasifikasi Benar Pada Rumus Dimodifikasi
No Kategori Banyaknya dokumen latih5 10 15 20 25 30
1 DikBud 72 73 68 69 62 65
2 Ekonomi 60 74 75 70 67 68
3 Hiburan 29 36 42 42 40 42
4 Internasional 66 72 70 65 62 60
5 IPTEK 40 47 42 34 34 30
6 Kesehatan 60 77 73 72 70 69
7 Metropolitan 42 54 46 52 52 55
8 Nasional 50 40 36 35 33 35
9 Olah raga 70 77 73 68 68 65
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Tabel 4. Persentase Akurasi Pada Rumus Dimodifikasi
No Kategori Jumlah dokumen latih5 10 15 20 25 30
1 DikBud 76 81 80 86 83 93
2 Ekonomi 63 82 88 88 89 97
3 Hiburan 31 40 49 53 53 60
4 Internasional 69 80 82 81 83 86
5 IPTEK 42 52 49 43 45 43
6 Kesehatan 63 86 86 90 93 99
7 Metropolitan 44 60 54 65 69 79
8 Nasional 53 44 42 44 44 50
9 Olah raga 74 86 86 85 91 93
Rata-Rata 57 68 69 70 72 78
Tabel 5. Perbandingan Persentase Akurasi Pada Rumus Sebelum dan Sesudah
Dimodifikasi
Jumlah Dokumen
Latih
Akurasi dengan
rumus asal
Akurasi dengan
rumus dimodifikasi
Kenaikan
Akurasi
5 54 57 3
10 65 68 3
15 65 69 4
20 69 70 1
25 71 72 1
30 76 78 2
Rata-Rata 2.3
Tabel 5 menunjukkan modifikasi ru-
mus NBC dengan pembobotan posisi kata
meningkatkan akurasi hasil klasifikasi.
Secara rata-rata didapatkan kenaikan aku-
rasi sebesar 2,3%.
KESIMPULAN
Tulisan ini telah memaparkan pemo-
delan dan pembuatan sistem pengklasifi-
kasi artikel otomatis dengan metode naive
bayes yang telah dimodifikasi. Modifikasi
dilakukan dengan melakukan pembobotan
berasarkan posisi kata dalam berita. Aku-
rasi sistem meningkat dengan meningkat-
nya jumlah data latih yang digunakan se-
bagai pembelajaran. Pembobotan posisi
kata meningkatkan akurasi klasifikasi ra-
ta-rata sebesar 2,3%.
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