Abstract. Semilinear elliptic equations which give rise to solutions blowing up at the boundary are perturbed by a Hardy potential µ/δ(x, ∂Ω)
Introduction
On bounded smooth domains Ω ⊂ R N , N ≥ 2 we study the existence and non-existence of positive solutions and sub-solutions to semilinear elliptic equations of the form − ∆h − µ δ 2 h = 0 in Ω. The nonlinear problem (N) has received a lot of attention in recent years, cf. [10] and the references cited therein. For s < 2 it possesses a maximal solution which is larger than any other solution in Ω. This solution behaves like c p,s δ(x) s−2 p−1 . Since it tends to +∞ as x approaches the boundary, it became common to call such solutions boundary blow-up solutions or simply large solutions. For s > 2 only the trivial solution exists. It follows from the Keller-Osserman upper bound given in Section 3.2. A related nonexistence result is found in [13] . There problem (N) is considered in the unit ball of R N with N ≥ 3, p = N +2 N −2 and s ≥ 2.
The linear problem (L) has been studied recently in [4] and in [9] in connection with Hardy's inequality. In this paper we are interested only in positive solutions of (L). We shall call them harmonics. The concept of sub-and super-harmonics is understood in the usual pointwise sense. It makes sense to extend the concept of (sub-/super-)harmonics to local (sub-/super-)harmonics, which are defined only in a neighbourhood of the boundary of Ω. For µ ≤ 1/4 the linear problem (L) shows a remarkable structural property for sub-harmonics, which we call Phragmen-Lindelöf Alternative: a given local sub-harmonic (i) either dominates every local super-harmonic multiplied by a suitable positive constant (ii) or is dominated by a multiple of any local super-harmonic.
The first type of sub-harmonic is called large, the second type is called small.
The key to our study is the observation that solutions and sub-solutions of (1.1) are sub-harmonics of (L). We can therefore classify them according to their behavior in a neighborhood of the boundary.
A local sub-solution of (1.1) will be called an L-subsolution if it is a large sub-harmonic and an S-subsolution if it is a small sub-harmonic. In the familiar case s = µ = 0 large local sub-solutions are those with finite or infinite positive boundary values and small local sub-solutions attain zero boundary values. Note that in this paper the use of the word "large" for a sub-solution does not imply that this sub-solution has "infinite boundary values".
When both (L) and (N) are combined into problem (1.1), interesting threshold-phenomena with respect to existence or non-existence of local sub-solutions occur. Our first main result, given in Theorem 4.3, can be summarized as follows: if p > 1 and µ ≤ 1/4 then local L-subsolutions of (1.1) exist if and only if s − 2 p − 1
The proof of the main result goes as follows:
(i) any local sub-solution u of (1.1) satisfies the bound u(x) ≤ const.δ(x) > β − . The equality case belongs to the non-existence regime, but this requires a much more refined analysis. Likewise, the case µ = 1/4 is more subtle and needs extra care.
Our second main result, which is also given in Theorem 4.3, shows that in the existence case, one can in fact prove the existence of two different L-solutions:
(i) an M L-solution to (1.1), which is large but still dominated by at least one superharmonic (ii) an XXL-solution, which dominates every super-harmonic and moreover grows as fast as the Keller-Osserman upper-bound δ(x) s−2 p−1 . As a consequence of the two main results we note that (1.1) has local sub-solutions blowing up near the boundary if and only if s < 2 and µ * < µ ≤ . Here
is a negative value because s < 2. It is an open problem to determine the precise asymptotic behavior of an XXL-solution. We conjecture that the XXL-solution U (x) is unique and that its correct asymptotic behaviour is given by lim x→∂Ω U (x)/δ(x)
The paper is organized as follows. In Section 2 we analyse the linear problem (L). We explain the role played by the Hardy-constant and prove the Phragmen-Lindelöf Alternative. Moreover, we construct explicit sub-and super-harmonics and give estimates for the boundary-behaviour of large and small sub-harmonics. In Section 3 we prove a comparison principle, which plays an important role in our analysis, and we prove the Keller-Osserman upper bound. Section 4 contains the proof of the main result. In Section 5 we give some additional results about small sub-solutions of (1.1) and in the final Section 6 we pose some open problems.
Linear problem
2.1. Definitions. For ρ > 0 and ε ∈ (0, ρ) we use the notation
In this section we present several auxiliary facts concerning the linear problem (L). For simplicity set
For convenience we call its solutions harmonics.
We say that h is a local sub-harmonic if there exists a parallel set Ω ρ , ρ > 0 such that
Similarly, (local) super-harmonics h are defined with "≥" in the above inequality.
Remark 2.2. By the classical maximum principle for the Laplacian, any nontrivial superharmonic h 0 in G is strictly positive in G,. Recall also that if h is a sub-harmonic in G then h + is also a sub-harmonic in G, cf. 
.
Its proof is accomplished via the following two lemmas which are intimately related to Hardy's inequality. Recall that the classical Hardy inequality reads as follows. There exists a constant C H (Ω) > 0 such that
The optimal constant will be denoted by C H (Ω). For a bounded Lipschitz domain it is known that C H (Ω) ∈ (0, 1/4]. If Ω is convex then C H (Ω) = 1/4. In general, C H (Ω) varies with the domain and could be arbitrary small (see, e.g. [9, Theorem I and Section 4]) for a discussion and examples, see also [5] ). The relation between Hardy inequalities and the existence of local positive super-harmonics in a neighborhood of the boundary is explained by the following classical result (cf. (ii) If h and h are sub-and super-harmonics of (2.1) in a subdomain G with G ⊂ Ω ρ and if h ≤ h on ∂G then h ≤ h a.e. in G.
(iii) The following inequality holds:
Note that the above inequality (2.3) is not a particular case of (2.2) because dist(x, ∂Ω) = dist(x, ∂Ω ρ ). Denote the optimal constant in (2.3) by
The following result can be extracted from the arguments in [9, p.3246]. 
Then (2.6) implies that for every τ > 0 there exists ε = ε(τ ) ∈ (0, ρ) such that v τ ≤ 0 on Ω ε . Applying the classical comparison principle in Ω ε/2,ρ/2 , we conclude that h ≥ v τ in Ω ε/2,ρ/2 and hence, in Ω ρ/2 . So by considering arbitrary small τ > 0, we conclude that for every super-harmonic h > 0 in Ω ρ there exist c > 0 such that h ≥ ch holds in Ω ρ . This implies (2.5).
Theorem 2.6 suggests the following classification of sub-harmonics.
Definition 2.7. Let µ ≤ 1/4 and let h be a local sub-harmonic in Ω ρ . We say that h is large if it satisfies the first alternative (i). Otherwise, we say that h is a small.
The classification of harmonics into small and large harmonics is included in the above definition. In the sequel we shall use the notation h for small and H for large sub-harmonics.
2.4.
Construction of local sub-and super-harmonics. It is well known (cf. [7, Lemma 14.15] ) that if Ω is of class C k , k ≥ 2, then there existsρ > 0 such that the distance function δ is in C k (Ωρ) and the set Γ ε is of class C k for all ε ∈ (0,ρ). For every
where H 0 (σ(x)) denotes the mean curvature of ∂Ω at the point σ(x). Note that the mean curvature of ∂Ω is bounded, since Ω is bounded and smooth.
In what follows, β − ≤ β + denote the real roots of the scalar equation β(1 − β) = µ, i.e.
are positive local super-harmonics of L µ , while
and a local sub-harmonic of
Proof. (i) Note that
Thus a direct computation together with (2.7), (2.8) imply the result (cf. [9, Lemma 7] ).
(ii) Observe that
Thus a direct computation together with (2.7), (2.8) imply the result.
The following theorem, which is an immediate corollary of Theorem 2.6 and Lemma 2.8, summarises our results concerning the asymptotic behaviour of sub-harmonics at the boundary.
Theorem 2.9. Let h be a small local sub-harmonic and H be a large local sub-harmonic of L µ .
The above leading order terms are sharp. (1) Observe that when µ = 0 then H = const. is a large sub-harmonic in a neighbourhood of the boundary. (2) For µ < 1/4 large local sub-harmonics fail to belong to the subspace of functions in H 1 (Ω ρ ) which vanish on ∂Ω. Indeed, for µ ≤ 0 large local sub-harmonics do not converge to zero near ∂Ω. And for 0 < µ < 1/4, even if a large local sub-harmonic vanishes on ∂Ω then its gradient is not square-integrable near ∂Ω. To see this, let H be a large sub-harmonic of L µ in Ω ρ . For β ∈ (1/2, β + ) the function δ β is a super-harmonic in H 1 (Ω ρ ) with vanishes on ∂Ω. Hence H κ := (H − κδ β ) + is a large sub-harmonic. By choosing a sufficiently large κ > 0 we can ensure that H κ vanishes on Γ ρ . Assume for contradiction that
and by the local Hardy inequality we obtain H κ ≡ 0, i.e., H ≤ κδ β . This contradicts Theorem 2.9(i). However, δ γ log β 1 δ is a local sub-harmonic for arbitrary γ, β ∈ R. This suggests that in the case µ > 1/4 local sub-harmonics can not be naturally classified according to their asymptotic behaviour.
Another direct consequence of Theorem 2.6 and Lemma 2.8 is a two-sided bound on the asymptotic behaviour of positive super-harmonics at the boundary.
The above leading order terms are sharp.
3.
Estimates for the nonlinear problem 3.1. Comparison principle. We start with the definition of sub-and super-solutions to the nonlinear problem (1.1).
A super-solution u is defined similarly by replacing "≤" with "≥". A function u which is both a sub-and super-solution will be called a solution.
Proof. (i) Subtracting one inequality from another we obtain
Assume that (u − u) + ≡ 0. Testing against (u − u) + we conclude that
Since u > 0 we can write (u − u) + = uφ,
where we have used that u is a super-solution. Hence we conclude that
where V (x) = u p−1 . But by strict convexity we have W (x) V (x) on G + . Thus (3.3) and (3.2) imply that G + has zero measure, which contradicts the assumption (u − u) + ≡ 0.
The proof of (ii) is similar if instead of φ one uses φ ε defined by (u − (u + ε)) + = uφ ε with ε > 0, so we omit it. In particular, this function is always a local super-solution if γ is sufficiently large. The next considerations show that in order to make it a global super-solution, one needs to replace the distance function δ by the regularized distance function d : Ω → R + attributed to Whitney, cf. [14] . The regularized distance function is in C ∞ (Ω) regardless of the regularity of ∂Ω and has the following properties: there exists a positive constant c such that
Proposition 3.4. Let p > 1. For γ sufficiently large, but independent of ε ≥ 0, the function
is a super-solution of (1.1) in {x ∈ Ω, d(x) > ε}.
Proof. A straightforward computation together with (3.4) yields
we find
for γ sufficiently large, but independent of ε ≥ 0.
Sub-solutions to the nonlinear equation (1.1) obey a universal upper bound given next. As a tool we use the comparison principle from Lemma 3.2. 
If u is sub-solution in all of Ω, then γ * can be chosen independently of u.
Proof. Let u be a local sub-solution of (1.1) in Ω ρ . Thus
provided 0 < < ρ/c with c as in (3.4) and provided γ is so large that u ≥ u on Γ ρ . Since the above inequality holds for arbitrary positive ε < ρ/c it follows that
as required. If u is a sub-solution in all of Ω then the above construction works on the set {x ∈ Ω : d(x) > ε}, which has only the boundary at d(x) = ε and no second boundary Γ ρ .
The main results
Since every solution and sub-solution of (1.1) is a sub-harmonic of L µ , we shall classify them in accordance with Definition 2.7. The corresponding classes of sub-solutions and local (sub) solutions are defined accordingly.
Remark 4.2. Note that division of L-solutions into M L, XL, XXL solutions is not exhaustive. For example, the solution of the problem
where Γ 0 , Γ 1 ⊂ ∂Ω are smooth submanifolds of ∂Ω, is an L-solution which does not belong to the classes M L, XL, XXL.
Our main result in the paper reads as follows. existence nonexistence
1 Moderate solutions, as introduced in [6] 
and if Ω is the unit ball in R N , N ≥ 3, Ratto et al. [13] proved that no global positive solution exists. Since such solutions are L-solutions our result (i) extends the non-existence result in [13] .
In the remaining part of this section we prove Theorem 4.3. First we present the nonexistence part of the proof and after that, we consider the existence.
Proof of Theorem 4.3.
4.1.1. Nonexistence. Observe that in the supercritical case s > β − (p − 1) + 2 the KellerOsserman bound (3.5) is incompatible with the lower bound on large sub-harmonics in Theorem 2.9. As every L-subsolution to (2.1) is a large sub-harmonic of L µ , this immediately implies the nonexistence of local L-subsolutions to (2.1).
In the critical case s = β − (p − 1) + 2 the Keller-Osserman bound is comparable with the lower bound on large sub-harmonics, so different arguments must be used to prove the nonexistence.
Below we present a proof which covers both subcritical and critical cases. It consists of three parts:
(a) First we show that for every local L-subsolution u there exists a local L-subsolution u * , which vanishes on Γ ρ and satisfies lim sup x→∂Ω u * u = 1.
(b) Then we construct a family of super-solutions u in Ω ρ, ρ , converging to zero as → 0 and tending to +∞ on the inner boundary and to zero on the outer boundary, cf. Proof. Let u be a local L-subsolution to (1.1). For κ > 0, set
According to Lemma 2.8, h * is a local super-harmonic for L 1/4 and hence for L µ . Then u − h * is also a local sub-harmonic of L µ and lim sup
by Theorem 2.9. In particular, this means that u − h * is a large sub-harmonic of L µ , according to Definition 2.7. Moreover, for a sufficiently small ρ > 0 we ensure u − h * ≤ 0 on Γ ρ by choosing κ > 0 sufficiently big. Besides being a large local sub-harmonic the
Thus, setting u * = (u − h * ) + we obtain a local L-subsolution in Ω ρ with the required properties. Note that we have used the fact that the maximum of two sub-solutions is again a sub-solution. Remark 4.8. In fact, Lemma 4.7 implies more then mere nonexistence. Consider a family of "large solution" problems
For each ρ > 0 such a problem is well-posed and admits a unique "large solution" u ε , cf. [11] . Moreover, the family u ε is monotone nonincreasing on compact subsets of Ω as ε → 0. Thus for all sufficiently small ε > 0 one can find a super-harmonic h in Ω ρ , where ρ > 0 is taken from Lemma 4.7, so that u ε − h ≤ 0 on Γ ρ . If s ≥ β − (p − 1) + 2 then Lemma 4.7 implies that (u ε − h) + converges to zero as ε → 0, uniformly on every compact subset of Ω. Thus, in the nonexistence regime s ≥ β − (p − 1) + 2, an attempt to approximate solutions of (1.1) by exhausting the domain Ω will lead to an S-solution (possibly trivial) in the limit.
Proof of Lemma 4.7. We are going to construct the super-solutions u ε satisfying (4.3) using the solutions of an ODE initial value problem. Related arguments were previously used in [8] . Let as before σ(x) be the projection of the point x ∈ Ω ρ on ∂Ω and δ(x) be the distance of x to the boundary. Fixρ > 0 such that δ ∈ C 2 (Ωρ). Ifρ is sufficiently small one can use (σ, δ) as new coordinates in Ω ρ , for all ρ ∈ (0,ρ). In these coordinates the Laplacian becomes
where ∆ σ is the Laplace-Beltrami operator on ∂Ω and H = H(·, δ) is the mean curvature of Γ δ (see [3] for a detailed discussion). Let η = η(δ) be a positive super-harmonic of L µ in Ω ρ , as constructed in Lemma 2.8. Set H := (N − 1) sup Ωρ H. Consider the initial value problem
where κ > 0. Let v κ = v κ (r) be the maximal left solution of (4.5) defined on the maximal left interval of existence (R κ , ρ) in the region {(r, v) ∈ (0, ρ) × R} (cf. [12, pp. 10-12 and 24-36]). Observe that v κ > 0 andv κ < 0 for all r ∈ (R κ , ρ). Indeed, if r 0 = max{r ∈ (R κ , ρ) : v κ (r) = 0} thenv κ (r 0 ) > 0. As κ > 0, we conclude that {r ∈ (R κ , ρ) :v κ (r) = 0} = ∅ and v κ (r) is strictly decreasing on any interval. In particular,
An important consequence of the monotonicity of the solutions v κ is that they can be used to construct super-solutions of (1.1).
Lemma 4.9. Let η = η(δ) be a positive super-harmonic of L µ in Ω ρ , and v κ : (R κ , ρ) → R be the maximal left solution of (4.5).
Proof. A direct computation (cf. [12, p.8] ) using the monotonicity of v κ shows that
as required.
Our analysis of (4.5) is be based on the following well known ODE comparison lemma, which we present here for reader's convenience. 
where a, b ∈ C(R, ρ), b ≥ 0 and p > 1. Then
Proof. Part (i) could be proved similarly to [12, pp. 26] . Part (ii) can be established following the arguments in the proof of Lemma 3.2.
Lemma 4.7 follows via Lemma 4.9 from the following.
If v κ is the maximal left solution of (4.5) on the maximal existence interval (R κ , ρ) then
Proof. To prove the lemma, one only has to show that R κ > 0. As v κ (r) is decreasing in r this obviously implies v κ (r) → +∞ as r R κ . Indeed, assume that (i) holds. Let 0 < κ 1 < κ 2 . Then v κ 1 < v κ 2 for all r ∈ (R κ 2 , ρ) by Lemma 4.10 (ii). In particular, this implies that
Fix r * ∈ (0, ρ). For > 0, let v ( ) be the unique solution of the boundary value problem
in view of the uniqueness of solution for both (4.5) and (4.7). Moreover, v κ( ) ≤ for r ∈ (r * , ρ) as v κ( ) is decreasing and κ( ) is strictly decreasing in view of the BVP-comparison principle of Lemma 4.10 for equation (4.5) . This proves (ii) and (iii). Now we are going to show that R κ > 0 for all κ > 0. To do this, we shall consider separately the cases µ < 1/4 and µ = 1/4, with different choices of the super-harmonics η. Case µ < 1/4. Here we choose a super-harmonic η(r) := r β − (1 + r ) and ∈ (0, 1) (see Lemma 2.8 (i)). Then (4.5) can be written as
Assume that R κ = 0 for some κ > 0. A direct computation (similar to the one in Proposition 3.4) shows that for a sufficiently large constant γ > 0 and all R ∈ (0, ρ)
is a super-solution to (4.5) in (R, ρ), with γ independent of R. By Lemma 4.10 (i) we conclude that (4.9) v κ ≤ γr
In the subcritical case s > β − (p − 1) + 2 this bound contradicts to (4.6), so we conclude that R κ > 0. In the critical case s = β − (p − 1) + 2, linearizing (4.5) on v κ and taking into account (4.6) we conclude that v κ is a sub-harmonic to the equation
where
> 0. Let α − < α + be the roots of the quadratic equation
Note that α − < 0 as β − < 1/2, and choose α − ∈ (α − , 0). A direct computation shows that for some ρ 1 ∈ (0, ρ/2) the function h := Ar α − is a super-harmonic to (4.10) on (0, ρ 1 ).
Choose A > 0 in such a way that h(
by Lemma 4.10 (ii). But this contradicts to (4.9), and we conclude that R κ > 0.
Case µ = 1/4. Choose a super-harmonic η(r) := r 1/2 (1 − (log(1/r) − ) and ∈ (0, 1) as in Lemma 2.8 (i). Then (4.5) can be written as
Assume that R κ = 0 for some κ > 0. A direct computation shows that for a sufficiently large constant γ > 0 and all R ∈ (0, ρ)
is a super-solution to (4.11) in (R, ρ), with γ independent of R. As in (4.9), we obtain
for all small R > 0. In the subcritical case s > this bound contradicts to (4.6), so we conclude that R κ > 0.
In the critical case s = p+3 2
, we simply observe that v κ is a sub-harmonic to the homogeneous equation
On the other hand, a direct computation shows that the function h := A log 1/2 (1/r) is a super-harmonic to (4.10) on (0, ρ 1 ), for some ρ 1 ∈ (0, ρ). Choose A > 0 in such a way that 
Proof. For small ε > 0, let U ε be a positive solution of
Such a solution is obtained, e.g., by minimization of the convex, coercive functional
By applying the Comparison Principle of Lemma 3.2 (ii) we obtain u ≤ U ε ≤ u on D ε . Applying interior regularity together with the usual diagonalization argument we conclude that U = lim ε→0 U ε is the required solution of (1.1) in Ω. Now, we prove the existence of XXL-solution in all of Ω. Lemma 4.13. Let µ ≤ 1/4, p > 1 and s < β − (p − 1) + 2. Then (1.1) admits an XXLsolution in Ω.
Proof. Let µ ≤ 1/4. Set
where κ > 0 is chosen in such a way that u ρ (ρ) = 0. For some ρ > 0 and sufficiently small γ > 0, the function u ρ is a sub-solution to (1.1) in Ω ρ , cf. Table 1 Remark 4.14. The constructed XXL-solution U satisfies, for some γ > 0,
Next, we prove the existence of an M L-solution in all of Ω.
Proof. We consider separately the cases µ < 1/4 and µ = 1/4. Case µ < 1/4. Let α ∈ (β − , min{β − p + 2 − s, β − + 1, β + }) and κ > 0. Set
where κ > 0 is chosen in such a way that u ρ (ρ) = 0. A direct computation shows that for a sufficiently small ρ > 0,
that is u ρ is a sub-solution of (1.1) in Ω ρ . Let u denote the function u ρ , extended by zero to D ρ . Hence u ≥ 0 is a sub-solution to (1.1) in the entire domain Ω. Fix ∈ (0, min{1,
is a large local super-harmonic of L µ , as constructed in Lemma 2.8. We may assume that L µ H ≥ 0 in Ω ρ (otherwise we adjust ρ in the construction of u). Let R ∈ (0, ρ). Note that u ≤ u in Ω, in view of the Comparison Principle of Lemma 3.2 (i). By Lemma 4.12 we conclude that (1.1) has a solution U in Ω so that u ≤ U ≤ u in Ω, which is the required M L-solution. Case µ = 1/4. Let α ∈ (0, 1) and κ > 0. Set
To construct a super-solution to (1.1), fix ∈ (0, 1) and set
Thus H is a large local super-harmonic of L 1/4 , see Lemma 2.8. The rest of the proof is similar to the case µ < 1/4 above, so we omit it. It is easy to see that equation (1.1) admits local S-subsolutions for all p > 1, s ∈ R and µ ≤ 1/4. Below we are going to show that the existence of global S-solutions is controlled by the global Hardy constant C H (Ω) rather then by relations between p, s and µ. Further, by applying the Comparison Principle of Lemma 3.2 (ii) we conclude that u ε (x) is monotone nondecreasing as ε → 0. Proof. Let h > 0 be a super-harmonic in Ω ρ for some ρ > 0, as constructed in Lemma 2.8. For some fixed R ∈ (0, ρ/2), let u R = γ * d in Ω, which is stronger then the upper bound on S-subsolutions imposed by positive superharmonics.
