Abstract. We separate the field generated by a spherically symmetric bounded scalar monochromatic source into a radiative and non-radiative part. The non-radiative part is obtained by projecting the total field on the space spanned by the non-radiating inhomogeneous modes, i.e. the modes which satisfy the inhomogeneous wave equation. Using residue techniques, introduced by Cauchy, we obtain an explicit analytical expression for the non-radiating component. We also identify the part of the source distribution which corresponds to this non-radiating part. The analysis is based on the scalar wave equation.
Motivation and outline
When observing a field outside a source distribution, the observed field might not contain sufficient information to exactly reconstruct the source distribution. In particular, this situation applies when the field inside the source contains non-radiating components. The non-radiating sources play an important role when investigating the uniqueness of inverse problems: it could happen that different source distributions give rise to the same observed field. A survey of this field can be found in a review chapter by one of us (BJH) [4] . More recent important contributions to this area of research can be found in the papers by Kim and Wolf [5] and Gamliel et al [2] .
Here we will use as a starting point the scalar wave equation with a spherically symmetric source distribution, which is confined to the interior of a sphere of radius R, in the same way as in [2, 5] . In the case of electromagnetic radiation we should depart from the vectorial wave equation. We expect, however, that the techniques which will be presented in this paper can also be adapted to the latter situation. Our present starting point, the scalar wave equation, permits us to treat the problem in its most basic form.
A further restriction is that we will only consider spherically symmetric fields. The techniques to be presented indicate that the restrictions mentioned previously can probably be easily removed at the expense of more complicated bookkeeping:
• the general scalar wave equation without the restrictions mentioned above can be handled by expanding the solution into spherical harmonics; • the full vectorial wave equation can be treated using an expansion into vectorial harmonics.
In section 2 we will first explicitly solve the reduced wave equation with the appropriate boundary conditions. Part of this solution does not contribute to the field outside the source. This non-radiating component is identified by projecting the total field on the space spanned by the non-radiating modes which will also be derived in section 2. In section 3 we derive an explicit analytical expression for this non-radiating component, using the theorem of residues, a technique which goes back to Cauchy [1] . The technique to be discussed goes back to Hilb [3] . In section 4 we specify which source distribution gives rise to the nonradiating component, a question which has also been addressed by Kim and Wolf [5] and Gamliel et al [2] using a different approach. In section 5 we derive which part of the source can be attributed to the non-radiating component. In section 6 we will compare our results with the results of Kim and Wolf [5] and Gamliel et al [2] who discuss a similar problem from a different standpoint. We will also comment on the possibility of adapting this technique to the vectorial electromagnetic case.
Derivation of the basic equations
The scalar wave equation with a spherically symmetric source distribution S(r, t) is given by
For a monochromatic source with frequency ω we have
Taking the temporal Fourier transform of equation (1) and denoting the Fourier transform of U(r, t) byũ(r, ω) we find
s(r, ω) will now be assumed to be spherically symmetric. Moreover, we will only study spherically symmetric solutions which we will denote byũ(r, ω). These solutions satisfy the reduced wave equation:
where we have introduced the new functions,
Notice that we have explicitly denoted the k dependence of u. For reasons of convenience we will drop the ω dependence of ρ. Equation (4) can be recognized as the equation for a driven harmonic oscillator. The boundary conditions are
The second condition is Sommerfeld's radiation condition. This leads straightforwardly to the solution
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We now ask ourselves whether non-radiating fields can exist. The fields corresponding to non-radiating fields are only different from zero inside the source distribution and are identically zero outside the volume occupied by the source. The non-radiating field is characterized by Kim and Wolf [5] and Gamliel et al [2] :
Applying condition (9) to (8) we find
The corresponding non-radiating field, which we will denote by u nr (r, k) is found to be, after a straightforward calculation,
where we have defined
S(k) = 0 is recognized as the condition for a source to be non-radiating [5] . It is clear that this condition can only be satisfied for a discrete set of values k n :
For future reference we notice that as S(k) is an odd function of k and the zeros of S(k) are situated symmetrically around k = 0: k −n = −k n . So the non-radiating field inside the source consists of a discrete set of non-radiating modes specified by equations (11) and (13). It has been shown by Hilb [3] that this set of modes is complete in the sense that any function which is zero at r = R and whose first derivative is zero at r = R can be written as a sum over these non-radiating modes. A most remarkable phenomenon occurs when this infinite sum does not satisfy the boundary conditions as will be discussed in sections 4 and 5. This (infinite) sum does not, in general, represent the function at r = R ('Gibbs phenomenon').
In the next section we will show that the non-radiating modes are part of a bi-orthogonal system, a result which will be used extensively later on.
The bi-orthogonal system generated by the non-radiating modes
The non-radiating modes satisfy the inhomogeneous differential equation:
where the eigenvalue k n satisfies S(k n ) = 0, because of equation (11). u n (r) is a short form for u nr (r, k n ). We now consider the adjoint homogeneous equation:
Multiplying (14) by v n and (15) by u n and subtracting the resulting equations, we find
The boundary conditions for the non-radiating modes u n (r) are
Integrating (16) from 0 to R and using (17) we find
We now have to take, because of S(k n ) = 0:
This has as a consequence that
Combining (15) and (19) we find
Because of (20) this yields
which is recognized as the condition for a source to be non-radiating (see equation (11).
In appendix A we will show that the system u n (r), v n (r) is a bi-orthogonal system:
The normalization constant A n in (21) is chosen such that
Equation (24) yields A m using (11) with k = k m and (21). After a long but straightforward calculation, using (13) we find
During this calculation we encounter the integral R 0 ρ(r ) r cos k m r dr which is recognized as S (k m ).
We will use the bi-orthogonal system when we subtract the non-radiating component from the solution u(r, k) as will be discussed in the next section.
For use in the next section we notice the following symmetry relations which follow from k −n = −k n :
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Determination of the non-radiating component of the solution u(r, k)
The non-radiating component of the solution u(r, k) in (8) is found by projecting u(r, k) onto the space spanned by the non-radiating modes u n (r) = u nr (r, k n ) which have been calculated in (11). From the symmetry relations (26) we know that only (u n , v n ) for n = 1, 2, . . . have to be considered. The projection on the non-radiating modes will be denoted by u p (r, k) and is defined by
where
.
is expected to satisfy the conditions (9) for a non-radiating field.
Because of the symmetry relations noted above u p (r, k) may also be written as (note
which can more easily be handled when using the residue calculus.
The following calculation proceeds along lines which are not 'obvious'. The technique to be discussed goes back to Cauchy (1827) [1] and Hilb (1913) [3] . In the following we will denote u(r, k) by f (r), because the following discussion applies to any well behaved function f (r).
The first step is to split the integration interval [0, R] in (27) into [0, r] and [r, R]. In this way u p (r, k) gives rise to two series:
We will sum these series into a closed analytical form by considering an appropriate contour integral. Let us first consider the first series on the right-hand side of equation (29). We will first give an expression for u n (r) which is appropriate for the discussion which follows. From (8) we have
Developing sin k n (r − r ) and using the explicit expression for C(k) in (12) 
We now study the first series on the right-hand side of (29):
For the case of (32) the corresponding contour integral is given by
C is a circle in the complex λ-plane: |λ| = L, where L → ∞.
The simple zeros λ = k n of S(λ) are simple poles of the integrand. Notice that in (33) we reintroduced u nr (r, λ). In the residue at k n this leads to a factor u n (r). Application of the theorem of residues gives
There is still freedom in the choice of the contour integral: adding an entire function to the integrand does not change the value of the integral. This freedom will be used later. The series (34) can be summed in closed analytical form because the contour integral I (1) C can be evaluated in another way by using the asymptotic behaviour of its integrand when λ → ∞.
From (31) we see that
The λ-dependent part of the numerator of the integrand of (33) is given by
We first perform the r integration in (33) and determine its asymptotic behaviour for λ → ∞:
The integration involved in u nr in (36) can be handled in the same way. In this way we arrive at the following asymptotic expression for the integral I (1) C valid in the limit L → ∞:
we introduced q(r) = ρ(r)/ρ(R).
In appendix B we will show that this leads straightforwardly to the result
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We now turn to the second term in the series on the right-hand side of (29):
This series can also be summed explicitly using an appropriate contour integral but here the choice of the contour integral is somewhat more complicated than in the case of u (1) p . We have to make sure that we construct an integral whose integrand has an asymptotic behaviour which permits the calculation of the value of the integral.
The construction of the integral proceeds as follows. From (31), using (13), we see that u n (r) can be represented as
Replacing k n by λ leads to the functioñ
We now propose the following contour integral:
The second term of the integral is evidently zero: here we used the freedom to add a suitable entire function to the integrand. Using the theorem of residues we find
I (2) C can also be calculated using the asymptotic behaviour of its integrand when λ → ∞.
Using the method explained in appendix B it can easily be shown that this leads to the result
Combining the results (39) and (45) we find the basic result from equation (29):
which is the closed analytical expression for the projection of the solution u(r, k) on the space spanned by the non-radiating modes. Equation (46) is the basic result of this paper. Notice that (46) is only valid for r < R as is evident from the derivation. We draw attention to the following interesting properties of this result:
• u p (r, k) is continuous at r = R as might be expected from its definition (27), but is not guaranteed because of Gibb's phenomenon; • the first derivative u p (r, k) is, however, not zero as might be guessed from (27). As u p (r, k) is identically zero for r > R the first derivative is zero for r > R. So the first derivative has a discontinuity at r = R specified by
u p (r, k) is the non-radiating component of the total field u(r, k). The radiating component, which we will denote by u rad (r, k), consequently is
Determination of the non-radiating component of the source distribution
In section 2 we derived the basic equation (4),
where ρ(r) is the source distribution which gives rise to the total field u(r, k). In section 4 we split the total field into a radiative u rad (r, k) and non-radiative part u p (r, k). We now want to determine which source distribution gives rise to u p (r, k). This source distribution is given by
Notice the k dependence of ρ p which has also been noticed by Gamliel et al [2] . We will now check whether the source distribution ρ p (r, k) in (50) actually produces a non-radiating field. We will do this using two methods:
(i) We calculate the field outside the source distribution using equation (8), using the conditions
Using the explicit expression of (46) taking into account the discontinuity in the firstorder derivative of u p (r, k).
Method (i).
We use equation (8) of section 2 from which we easily deduce that the field outside the source (r > R) can be written as
When evaluating the integral in the right-hand side of (51) we encounter the following integral which is evaluated by partial integration:
where we used the initial conditions satisfied by u p . We now find directly that
which evidently, because of (51), leads to a non-radiating field.
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Method (ii).
We do the same calculation as before but now we explicitly take into account the discontinuity of u p (r, k) at r = R. This leads to the following expression for ρ p (r, k):
where the δ-function takes into account the discontinuity of the first derivative. It is a straightforward calculation to derive the same equation (53) for this expression for ρ p (r, k).
Discussion
The results of the present paper have a close relation to the work by Kim and Wolf [5] and Gamliel et al [2] . These authors construct the non-radiating modes from the eigenfunctions of the associated homogeneous wave equation, essentially our functions v n (r). In order to produce non-radiating fields they construct linear combinations, which they denote by ψ n (r), which satisfy the boundary conditions ψ n (R) = ψ n (R) = 0. In our paper we expand the non-radiating component of the total field in terms of the non-radiating modes which satisfy the inhomogeneous wave equation with the boundary conditions u n (R) = u n (R) = 0. Thus we know that every finite linear combination of these functions will automatically satisfy the boundary conditions of a non-radiating field, while there is hope that this will also remain true for an infinite linear combination of these modes. We found that the linear combination, representing the non-radiating part of the field, indeed satisfies this requirement (with due attention to the discontinuity of the first derivative at r = R). Moreover, we were able to evaluate this linear combination in closed analytical form using the residue technique first introduced by Cauchy [1] . Though we made some rather strong restrictions in this paper, a finite spherically symmetric source distribution and a spherically symmetric field, we expect that the present technique can also be extended to more general situations. In the more general case we will be faced with higher-order spherical Bessel functions of which we know the explicit expressions and which can easily be treated in asymptotic analyses. The next step would be the extension to a full vectorial treatment for the case of electromagnetic fields.
We hope to publish these results in a future paper.
The right-hand side is zero because of equation (20) 
The normalization constant A m is chosen such that
A m can be determined from (11) with k = k m and (21). After a long but straightforward calculation, using (13) we find
During the calculation we encounter the integral In section 4 we encountered the integral I (1) C which has been defined by
where C is the circle |λ| = L in the complex λ plane. L → ∞. L has to be chosen such that it passes between the zeros k n of S(k). u nr (r, λ) is given by
We first perform the integration over r . For λ → ∞ this gives the following asymptotic expression, obtained via partial integration:
Similarly, the integration over r involved in u nr gives 
For S(λ) we obtain the following asymptotic expression, using equation (12):
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We will show that
The proof proceeds as follows. First expand the cosine functions into complex exponentials:
dλ λ e iλ(2r−R) + e −iλ(2r−R) e iλR + e −iλR .
Let us assume that 2r − R > 0. Let C + denote the part of C which lies in Im(λ) > 0 while C − is the part of C in Im(λ) < 0. For λ → ∞ we choose the leading terms in numerator and denominator: 
The case 2r − R < 0 can be treated similarly with the same result. This completes the proof of (B8). The other integrals in (B6) can be treated in the same way. C dλ/λ = 2πi. So we finally get
The calculation of I (2) C proceeds in exactly the same way, leading to the result: I 
f (r) − q(r) f (R). (B12)
The technique hinges on the possibility to calculate the value of the integral from the asymptotic behaviour of its integrand. There are two degrees of freedom to achieve this goal:
(i) Use an appropriate representation for u nr such as has been done in the case of I (2) C . (ii) Add a suitable entire function to the integrand.
