




















Thermodynamical state space measure and typical entanglement of pure Gaussian states
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We introduce a “microcanonical” measure (complying with the ‘general canonical principle’) over the second
moments of pure Gaussian states under an energy constraint. We apply the defined measure to investigate the
statistical properties of the bipartite entanglement of pure Gaussian states. Under the proposed measure, the
distribution of the entanglement concentrates around a finite value at the thermodynamical limit and, in general,
the typical entanglement of Gaussian states with maximal energy E is not close to the maximum allowed by E.
Introduction – Besides having been at the core of theoretical
and experimental quantum optics right from its early stages,
Gaussian states have recently acquired a major role in quan-
tum information science, in the so called ‘continuous variable’
(CV) scenario [1]. Indeed, some of the most spectacular im-
plementations of quantum information protocols to date are
based on Gaussian states, with the prominent example of de-
terministic teleportation [2]. In the analysis of most of such
implementations, typically whenever unknown states are in-
volved, the proper assessment of figures of merit requires the
average over an “alphabet” of states in which input informa-
tion is encoded. This average is calculated relative to a mea-
sure (distribution) on states. For instance, in the case of quan-
tum teleportation of coherent states, the theoretical average
fidelity (between input and output states) is determined by as-
suming a particular distribution of input coherent states [3]. In
this respect, a degree of arbitrarity is usually introduced in the
adoption of a particular distribution, since the resulting fig-
ures of merit generally depend on the chosen distribution and
the experimental setting are not always, by themselves, apt to
dictate a specific choice. In the present paper we propose a
measure on the set of pure Gaussian states, whose introduc-
tion will be thoroughly motivated by fundamental statistical
arguments [4]. Notice that the importance of determining a
suitable measure over a set of states is not merely a theoretical
issue, as the evaluation of classical thresholds for the figures
of merit is crucial in establishing whether practical realiza-
tions of quantum protocols actually out-perform competing
classical strategies [3].
We focus here on second moments of the quadrature opera-
tors (while the measure usually employed to analyze telepor-
tation of coherent states [3] essentially encompasses first mo-
ments), covering the whole set of pure Gaussian states with
null first moments. As we shall mention later on, first mo-
ments may be accomodated as additional variables in the pro-
posed framework. To illustrate the potentialities of a measure
on second moments, we shall address the statistical proper-
ties of the entanglement (as quantified by the von Neumann
entropy of a subsystem) of (globally) pure Gaussian states un-
der this measure. In this respect, it is worth stressing that
quantum correlations of Gaussian states are completely deter-
mined by second moments and that in general – for any state
– they are independent of first moments, which can be arbi-
trarily adjusted by local unitary operations. The outcome of
this investigation will be relevant per se`, in the context of the
study of the typical entanglement of generic states, which is
currently drawing remarkable attention [5, 6, 7]. The very
construction of the measure will imply that the distribution
of the von Neumann entropy of any finite subsystem ‘con-
centrates’, at the thermodynamical limit, around a finite ‘ther-
mal’ average. Even for a finite number of modes, assuming a
finite energy constraint – thus implying the occurrence of a fi-
nite maximal entanglement –, the local von Neumann entropy
does not concentrate around the allowed maximum (at striking
variance with known results about finite-dimensional systems
[7]). To substantiate our analysis we will provide analytical
results for the average of the entanglement of a single-mode
subsystem with respect to all the other modes, for any finite
number of total modes, and discuss numerical results in more
general cases.
Preliminary facts and notation – We consider continuous
variable quantum mechanical systems described by n pairs
of canonically conjugated operators {xˆj , pˆj} with continuous
spectra. Grouping the canonical operators together in the vec-
tor Rˆ = (xˆ1, . . . , xˆn, pˆ1, . . . , pˆn)T allows one to express the
canonical commutation relations as [Rˆj , Rˆk] = 2iΩjk, where
the ‘symplectic form’ Ω has entries Ωjk ≡ δj+n,k − δj,k+n
for j, k = 1, . . . , 2n. Any state of an n-mode CV sys-
tem is described by a positive, trace-class operator ̺. For
any state ̺, let us define the 2n × 2n matrix of second mo-
ments, or “covariance matrix” (CM), σ with entries σjk ≡
Tr [{Rˆj , Rˆk}̺]/2 − Tr [Rˆj̺]Tr [Rˆk̺]. In the following, for
convenience, we will denote byMxx (Mpp) the submatrices of
the 2n× 2nmatrix M obtained by discarding the last (first) n
rows and columns [and thus pertaining, in “phase space”, only
to the variables xj’s (pj’s)]. Likewise, Mxp (Mpx) will stand
for the submatrix obtained by discarding the first n columns
(rows) and the last n rows (columns), describing ‘correlated
terms’ between the xj’s and the pj’s. Also, we will refer to







j) (note that, in our convention, the
vacuum of a single mode has energy 2). This definition cor-
responds to the energy of a free electromagnetic field in the
optical scenario (and to decoupled oscillators in the general
case). Neglecting first moments, the energy is determined by
the second moments according to Tr (̺Hˆ0) = Tr (σ).
Gaussian states are defined as the states with Gaussian char-
acteristic functions and quasi-probability distributions. All
pure Gaussian states can be obtained by transforming the vac-
uum under unitary operations generated by polynomials of the
second order in the canonical operators. Operations generated
by first order polynomials in the quadratures correspond to
local displacements in the first moments, and will thus be dis-
regarded. As for second order transformations, they can be
2mapped into the group Sp2n,R of real symplectic transforma-
tions, by virtue of the so called metaplectic representation [8].
Recall that S ∈ SL(2n,R) : S ∈ Sp2n,R ⇔ STΩS = Ω.
As a consequence, the CM σ of any pure Gaussian state can
be written as σ = STS.
General canonical principle and microcanonical measure.–
We will now proceed to define a measure over the set of pure
Gaussian states, which will be referred to as ‘microcanoni-
cal’ (for reasons which will be clear shortly). Henceforth, the
shorthand notation x will stand for the average of the quantity
x with respect to such a measure. Since we will adopt a con-
structive approach, based on the gradual enforcement of spe-
cific conditions on the measure, the averages x will emerge,
with no ambiguity, before the definition of the measure itself.
Because the symplectic group is non-compact, the exis-
tence of an invariant Haar measure on the whole group (from
which a measure for the second moments of pure Gaussian
states could be derived via the equationσ = STS) is not guar-
anteed. Notably, even if such a measure could be constructed,
it would describe “unphysical” situations, giving rise to dis-
tributions with unbounded statistical moments. The first nat-
ural prescription to tame the non-compact nature of the group
consists in the introduction of a constraint on the total energy
of the system, which we will denote by E (hence the desig-
nation “microcanonical” attached to the measure). Even so,
no natural invariant measure emerges. However, let us re-
call that an arbitrary symplectic transformation S can be de-
composed as S = O′(Z ⊕ Z−1)O, where O,O′ ∈ K(n) ≡
Sp(2n,R) ∩ SO(2n) are orthogonal symplectic transforma-
tions, while Z is a n × n diagonal matrix with eigenvalues
zj ≥ 1 for 1 ≤ j ≤ n [9]. The set of transformations of the
form Z ⊕ Z−1 is a non-compact subgroup of Sp2n,R (corre-
sponding to local squeezings). The virtue of such a decom-
position, known as the ‘Euler’ decomposition, is immediately
apparent, as it allows one to distinguish between the degrees
of freedom of the compact subgroup (‘angles’, collectively
denoted by ϑ, which do not affect the energy) and the de-
grees of freedom zj’s with non-compact domain. In particu-
lar, applying the Euler decomposition to the CM σ of generic
pure states leads to σ = OT(Z2 ⊕ Z−2)O. Moreover, we re-
call that the compact subgroup K(n) is isomorphic to U(n),
upon the identity Oxx = Opp = X and Oxp = −Opx = Y ,
where (X + iY ) ≡ U ∈ U(n) (X and Y being n × n real
matrices) [9]. Explicitly, the adopted parametrization of the
entries of the CM σ (in terms of the three submatrices σxx,























(−XjlYklz2l + YjlXklz−2l ).
As dictated by the Euler decomposition, we shall assume
the n2 parametres ϑ of the transformation O ∈ K(n) to
be distributed according to the (normalised) Haar measure of
the compact subgroup K(n), which can be carried over from
U(n) through the isomorphism recalled above and whose in-
finitesimal element will be denoted by µH(dϑ).
We are thus left with the parameters zj’s alone, for which
a ‘natural’ measure has not yet emerged. To constrain the
choice of such a measure, we will invoke a fundamental sta-
tistical argument. In their alternative, ‘kinematical’ approach
to statistical mechanics, Popescu et al. [4] define a general
principle, which they refer to as general canonical principle,
stating that
“Given a sufficiently small subsystem of the uni-
verse, almost every pure state of the universe is
such that the subsystem is approximately in the
‘canonical state’ ̺c.”
The ‘canonical’ state ̺c is, in our case, the local reduction of
the global state picked from the maximal entropy distribution
of states with maximal total energy E, that is, quite simply, a
thermal state with CM σc = (1 + T/2)1. Here the ‘temper-
ature’ T is defined by passage to the thermodynamical limit,
that is for n→∞ and E →∞, (E − 2n)/n→ T (assuming
kB = 1 for the Boltzmann constant). For ease of notation,
in the following, the symbol ≃ will imply that the equality
holds at the thermodynamical limit, e.g.: (E − 2n)/n ≃ T .
Because the state ̺c is Gaussian with null first moments, the
general canonical principle can be fully incorporated into our
restricted (Gaussian) setting. To this aim, let us recast the
principle in terms of mathematical conditions to be fulfilled
by the underlying measure on pure Gaussian states. Recall
that partial tracing (obviously a Gaussian operation) amounts,
at the level of CM’s, to simply pinching the submatrix of σ
pertaining to the relevant modes. Then, in order for the mea-
sure to comply with the general canonical principle, one has
to require
σjk ≃ (1 + T/2)δjk , (1)
σ2jk ≃ (1 + T/2)2δjk . (2)
The second condition rephrases the prescription “almost ev-
ery pure state”, requiring ‘concentration of measure’ at the
thermodynamical limit (in fact, in conjunction with Eq. (1), it
implies that the variance of the entries of the CM vanishes at
the thermodynamical limit). The previous conditions, which
are highly desirable to single out a measure naturally endowed
with physical and statistical significance, will greatly restrict
the possible choices for the distribution of the variables zj’s.
In order to show this, let us first work out the averages of
the entries of σ over the Haar measure of the compact sub-
group. This task can be accomplished relying only on some
basic properties of the integration over the unitary group, de-
rived from simple symmetry arguments. In particular, since
permutation of the indices is clearly a unitary operation, and
since the Haar measure is both left- and right- invariant with
respect to any unitary operation, the integration over the group
only depends on the number and multiplicity of the different
left and right indices of the matrices X and Y present, but not
on their specific values. Likewise, the measure is invariant un-
der local phase changes (i.e. operations represented by diago-
nal matrices with one eigenvalue equal to eiφ and all the other
eigenvalues equal to 1), which implies that all the X’s can be
swapped with Y ’s without affecting the values of the integrals.
Another remarkable consequence of the invariance under lo-
cal phase changes is the following. Suppose that the average
over the Haar measure is of the form Xj1Yk1h(X,Y ), where
the index 1 has been fixed with no loss of generality (due to
permutational invariance), while the h(X,Y ) is any function
3of the entries of X and Y where Xj1 and Yk1 do not appear.
In terms of the complex unitary matrix U = X + iY , one has
4iXj1Yk1h(X,Y ) = (Uj1 + U∗j1)(Uk1 − U∗k1)h(X,Y ) = 0 ,
because the average has to be invariant under arbitrary left and
right phase changes on the indices j, k and 1 [this holds also
for j = k, as in that case the factor depending on Uj1 re-
duces to (U2j1 − U∗2j1 )]. An identical argument holds for the
terms containing XjjXjk for j 6= k, whose averages are al-









δjk. The Haar measure aver-
age X211 is easily determined by normalization: setting zl = 1
∀ l, one has σjk = δjk regardless of the applied orthogonal




















The convenience of a parametrisation through the variables
Ej ≡ (z2j+z−2j ), representing the local energies of the decou-
pled modes, is now apparent (note that Ej ≥ 2 ∀ j). The same
arguments, based on symmetry and normalization (which, ac-
tually, reflects orthogonality), can be applied to the average









 δjk . (4)
Now, the desired agreement of Eqs. (3,4) with Eqs. (1,2) sin-
gle out a restricted class of measures for the variables Ej’s.
Most notably, any measure such that the local energies {Ej}
are, at the thermodynamical limit, independent, identically
distributed (“i.i.d.”) variables with average E ≡ (T + 2)
complies with the general canonical principle [10]. In point
of fact, at the thermodynamical limit, only the averagesEjEk
with j 6= k matter in the computation of the variance at the
thermodynamical limits, as their number is quadratic in n,
while the number of terms in E2j is clearly linear in n, and
their contribution gets suppressed by the factor 1/n2 (deriv-
ing from the integration over the Haar measure of a second
order term in the matrix elements). The same argument holds
for the square of the quantity σjk of Eq. (3). For i.i.d. vari-
ables, Ej ≃ E and EjEk ≃ E2 ∀ j 6= k, thus implying the
vanishing of the variance at the thermodynamical limit.
To complete the definition of the measure, we have to spec-
ify a distribution of the Ej’s in agreement with the previous
requirements. Recovering the energy constraintE, we will as-
sume a Lebesgue (‘flat’) measure for the local energies Ej’s
inside the region ΓE = {E : |E| ≤ E}, bounded by the lin-
ear hypersurface of total energy E (here, E = (E1, . . . , En)
denotes the vector of energies, while |E| =∑nj=1 Ej ). More
explicitly, denoting by d p(E) the probability of the occur-
rence of the energiesE, one has
d p(E) = NdnE ≡ NdE1 . . .dEn if E ∈ ΓE ,
d p(E) = 0 otherwise , (5)
whereN is a normalisation constant equal to the inverse of the
volume of ΓE . Notice that such a flat distribution is the one
maximising the entropy in the knowledge of the local energies
of the decoupled modes. In this specific sense such variables
have been privileged, on the basis of both mathematical (Eu-
ler decomposition and Haar averaging over the compact sub-
group) and physical (general canonical principle and analogy
with the microcanonical ensemble) grounds. Clearly, for finite
n theEj’s are not at all i.i.d. under this distribution. However,
as we show below and in full analogy with the equivalence
of statistical ensembles, the Ej become i.i.d. at the thermo-
dynamical limit, where they become canonically distributed
with temperature T .
The ‘microcanonical’ average Q over pure Gaussian states
at energyE of the quantityQ(E, ϑ) determined by the second






dEQ(E, ϑ) , (6)
where the integration over the Haar measure is understood to
be carried out over the whole compact domain of the variables




dE = N ∫ E−2(n−1)
2





determining the normalisation as N = n!/(E − 2n)n
and leading to a marginal density of probability Pn(Ej , E)







. At the thermodynamical limit,
the upper integration extremum diverges for each Ej and
Pn(Ej , E) → e−
Ej−2
T /T , so that the decoupled energies are
distributed according to independent Boltzmann distributions
with the parameter T playing the role of a temperature, and
their average satisfies Eq. (1). The microcanonical measure is
thus consistent with the general canonical principle [11].
Typical entanglement— We are now in a position to investi-
gate the typical entanglement of Gaussian states under the mi-
crocanonical measure with maximal energy E. More specifi-
cally, we shall focus on the entropic properties of the reduced
state of m modes ̺m with CM γ – thus quantifying its entan-
glement with the remaining (n − m) modes of the globally
pure state – and we shall analyze the statistical properties of
such entropies under the proposed measure.
A remarkable consequence of the concentration of mea-
sure at the thermodynamical limit, previously imposed in the
construction of the microcanonical measure, is immediately
apparent. Let us first keep m fixed (and finite). In such
a case, at the thermodynamical limit the distribution of the
CM γ concentrates, with vanishing variance, around a ther-
mal state with CM (T/2 + 1)1, according to the general
canonical principle. Therefore, the distribution of the von
Neumann entropy of the reduction S concentrates around
the von Neumann entropy of a thermal state [13]. In for-
mulae: S ≃ mf(1 + T/2) and (S2 − S2) ≃ 0, where
f(x) ≡ (x+1) log2[(x+1)/2]/2−(x−1) log2[(x−1)/2]/2.
Notice that the maximal local von Neumann entropy of any
(finite or infinite) subsystem diverges at the thermodynamical
limit (as, in principle, all the infinite energy might be concen-
trated in only two modes – owned by the two distinct sub-
4systems –, thus yielding an infinite entropy for each subsys-
tem). Not surprisingly, in the case of an infinite subsystem
(form/n ≃ α > 0 at the thermodynamical limit), the average
local von Neumann entropy diverges. In this case though, the
variance of the von Neumann entropy diverges as well. Still,
numerics suggest the occurrence of a weaker form of concen-
tration, namely (S2 − S2)/S2 ≃ 0.
In general, for a finite number of total modes, the analyti-
cal expression of the von Neumann entropy is rather cumber-
some to handle. However, the entanglement can still be quan-
tified by the quantity Detγ, which determines the ‘purity’ of
the reduced Gaussian state ̺m according to µ ≡ Tr ̺2m =
1/
√
Det γ. Notice that, agreeably, for single-mode Gaussian
state this entropic quantity (which in general determines the
‘linear entropy’ SL = 1 − µ) is completely equivalent to the
von Neumann entropy (this does not mean that the statistical
properties of the latter can be easily inferred from the former
though). In this case (i.e. , for m = 1), we have explicitly
worked out the average Detγ by analytically integrating over





E˜2 + 4(n+ 2)E˜
)
+ 1 , (7)
to be compared with the maximal DetγM = (E˜ + 4)2/16.
The microcanonical variance of Detγ has been determined
as well (its expression is not especially instructive though, and
will be omitted here and deferred to Ref. [14]).
Notice also that the microcanonical measure is apt to be in-
vestigated numerically by direct sampling (the average over
the Haar measure being equivalent to the creation of a ‘Gaus-
sian unitary ensemble’ [15]). In this way, the distribution of
the actual von Neumann entropy has been studied for different
m, n and E. Such an analysis has unambiguously shown that,
even for small n – well before the onset of thermodynamical
concentration of measure around the finite thermal average –
the entanglement of pure Gaussian states distributes around
finite values, generally away from the allowed maximal value
(e.g., for m = 1 and E˜ = 10n, the difference between the
maximum and the average S is already 12.7 standard devia-
tions for n = 5 and 33.2 standard deviations for n = 10).
This fact is at variance with the behaviour of typical entan-
glement in finite dimensional systems, especially in stabilizer
states [7], which are often referred to as finite dimensional
counterparts of Gaussian states. In a fully Gaussian setting,
with finite energy per mode, the equipartition of the energy
prevents the entanglement of finite subsystems from concen-
trating around the maximum. Notice however that, according
to the general canonical principle, the average entanglement
will tend to the maximal allowed value with given energy per
mode.
Outlook— The study of generic entanglement of pure Gaus-
sian states under an energy constraint (to be finalized in future
work [14]) is only one of the potential applications of the mi-
crocanonical measure introduced here. In fact, the evaluation
of figure of merits of any protocol in which the information
is encoded in second moments can be carried out exploiting
such a measure. Finally, notice that the compliance with the
general canonical principle renders the microcanonical mea-
sure suitable to describe the thermalization of systems in dy-
namical situations [16]. Relating the measure to distributions
derived from a randomising dynamical process (in the spirit of
Ref. [17]) is a further potential line of development opened
up by the present investigation.
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