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SMOOTH ONE-DIMENSIONAL TOPOLOGICAL FIELD THEORIES ARE
VECTOR BUNDLES WITH CONNECTION
DANIEL BERWICK-EVANS AND DMITRI PAVLOV
Abstract. We prove that smooth 1-dimensional topological field theories over a manifold are
the same as vector bundles with connection. The main novelty is our definition of the smooth
1-dimensional bordism category, which encodes cutting laws rather than gluing laws. We make
this idea precise through a smooth generalization of Rezk’s complete Segal spaces. With such
a definition in hand, we analyze the category of field theories using a combination of descent, a
smooth version of the 1-dimensional cobordism hypothesis, and standard differential geometric
arguments.
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1. Introduction
Below we present a definition of smooth 1-dimensional field theories designed to play well with the
differential geometry of manifolds. An essential technical ingredient in our approach is the theory
of C∞-categories (developed in Section 2), which we view as a smooth avatar of ∞-categories.
Concretely, a C∞-category is a smooth version of a complete Segal space. The geometric upshot
is that C∞-categories can be used to encode cutting axioms for the value of a field theory on a
cobordism rather than the usual gluing axioms. This simple change of perspective has a profound
effect on computations. Our main result is the following.
Theorem A. The space of 1-dimensional oriented topological field theories over X is equivalent
to the nerve of the groupoid of (finite-dimensional) vector bundles with connection over X and
connection-preserving vector bundle isomorphisms. Furthermore, the equivalence is natural in X.
In our view, the above characterization of smooth 1-dimensional field theories is the only admissi-
ble one. As such, perhaps the most interesting aspect of this paper is the precise notion of a smooth
field theory. The definition readily generalizes both to higher dimensions and non-topological smooth
field theories, though computations become more involved and the geometric intuition more opaque.
Through its connection to familiar objects, Theorem A gives a concrete idea of what these more
complicated field theories seek to generalize. Furthermore, our chosen method of proof gives tools
to help characterize more general field theories.
A similar result to Theorem A for line bundles and path categories was proved by Freed [Fre95],
and for principal bundles and paths up to thin homotopy by Schreiber and Waldorf [SW07]. A
statement involving field theories was loosely formulated by Segal in his early work on geometric
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models for elliptic cohomology and has been furthered by Stolz and Teichner in their language of
field theories fibered over manifolds [ST11]. Our framework leading to the proof of Theorem A draws
considerable inspiration from all of these authors; however the details (especially in regards to how
we treat the relevant category of bordisms) are distinct in rather essential ways that streamline the
analysis of the associated field theories.
The idea of the proof of Theorem A is very simple and goes back to Segal [Seg88], Section 6. The
1-dimensional bordism category over X has as objects compact 0-manifolds with a map to X and as
morphisms compact 1-manifolds with boundary with a map to X . A 1-dimensional topological field
theory over X is a symmetric monoidal functor from the 1-dimensional bordism category over X
to the category of vector spaces. Hence, to each point in X a topological field theory assigns a
finite-dimensional vector space and to each path the field theory assigns a linear map. A vector
bundle with connection yields this data via parallel transport. To show that the forgetful functor
from field theories to vector bundles with connection is an equivalence is a smoothly-parametrized
1-dimensional variant of the cobordism hypothesis of Baez and Dolan [BD95] (where we observe that
in dimension 1 orientations are equivalent to framings). More concretely, we provide a generators
and relations presentation of the 1-dimensional oriented bordism category over X .
Theorem B. Let Vect⊗ denote the symmetric monoidal C∞-category of vector spaces and Vect the
underlying C∞-category without monoidal structure. There is an equivalence of categories between
1-dimensional oriented topological field theories over X valued in Vect⊗ and C∞-functors from the
smooth path category of X to Vect.
Theorem A follows from Theorem B by identifying a functor from the path category to Vect with
a smooth vector bundle and connection, which we do in Section 4.
Remark 1.1. For simplicity, we have chosen to work with finite-dimensional vector spaces from
the outset. If instead we took a C∞-category of possibly infinite-dimensional topological vector
spaces, dualizability considerations would force topological field theories to take values in the finite-
dimensional subcategory. This follows from restriction to constant paths on a point x ∈ X , invoking
the usual 1-dimensional dualizability argument, and concluding that the fiber of the vector bundle
at x determined by the field theory must be finite-dimensional.
1.1. What makes a smooth bordism category difficult to define? Before charging ahead,
we will make some preliminary comments on the technical obstacles in defining smooth bordism
categories. One take-away from our perspective is that it is easier to compute using cutting laws
for bordisms rather than gluing laws, and a smooth generalization of Rezk’s complete Segal spaces
allows one to make this idea precise.
Defining composition in the bordism category has been irksome in the subject of mathematical
quantum field theory for years: given two d-manifolds and a (d−1)-manifold along which one wishes
to glue, one only obtains a glued manifold up to diffeomorphism because one must choose a smooth
structure on the underlying topological manifold (e.g., via the choice of a smooth collar). Hence, in
the easiest definitions, composition in the bordism category is only well-defined up to isomorphism.
In the early days of the subject, the usual solution was to define morphisms as smooth d-manifolds
up to diffeomorphism, thereby obliterating the problem. However, for a variety of reasons this
perspective has become undesirable. For example, if we add geometric structures to the bordisms
two problems arise: (1) gluings may simply fail to exist and (2) gluing isomorphism classes of
geometric structures usually doesn’t make sense. For example, both of these problems occur if
one wishes to consider bordisms with Riemannian or conformal structures. Another potentially
problematic variant of the bordism category (which is the main topic of this paper) arises from
equipping bordisms with a map to a fixed smooth manifold X , since gluing smooth maps along a
codimension 1 submanifold may not result in a smooth map. Below we review a few known solutions
to these problems and compare them to our approach.
One solution to the problem of composition, as studied by Caetano and Picken [CP94] and later
by Schreiber and Waldorf [SW07], is to consider paths modulo thin homotopy; these are equivalence
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classes of paths with equivalence relation given by smooth homotopy whose rank is at most 1. Each
equivalence class of such paths has a representative given by a path with sitting instant, meaning
a path in X for which some neighborhood of the start and end point is mapped constantly to X .
These sitting instances allow concatenation of paths in the most straightforward way, which simplifies
many technical challenges (compare Lemma 5.1). Unfortunately, endowing an equivalence class of a
path with a geometric structure, e.g., a metric, is hopeless. Working with honest paths with sitting
instances defines a path category that fails to restrict to open covers of X : restricted paths may not
have sitting instances. This destroys a type of locality that we find both philosophically desirable
and computationally essential (compare Theorem 4.3).
Another solution to the problem (related to the cobordism categories studied by Stolz and Te-
ichner [ST11]) is to equip all paths with a collar, and require that paths only be composable when
collars match. This both solves the problem of composition, is local in X , and allows one to in-
corporate geometric structures on paths by simply endowing the collars with geometric structures.
However, it introduces a new issue: in this path category, isomorphism classes of objects are points
of X together with the germ of a collar of a path. Such a large space of objects turns out to be
rather unwieldy in computations. In particular, computing 1-dimensional oriented topological field
theories over X in this formalism becomes quite challenging.
A third road, related to the cobordism categories studied by Lurie [Lur09b], considers a topological
category of paths, so that composition need only be defined up to homotopy. This allows one to
effectively add or discard the collars with impunity since this data is contractible. This framework
also leads to field theories that are relatively easy to work with: one can obtain a precise relationship
between maps to the classifying spaces BO(k) and 1-dimensional topological field theories. However,
the price one pays is that such bundles are not smooth, but merely topological. By this we mean
a particular space of field theories is homotopy equivalent to the space of maps from X (viewed
as a topological space, not a manifold) to a classifying space of vector bundles; in particular, from
this vantage the data of a connection is contractible. Our search for a smooth bordism category is
tantamount to asking for a differential refinement of this data. In the case of line bundles, such a
refinement is the jumping-off point for the subject of (ordinary) differential cohomology, and one
can view our undertaking as a close cousin.
1.2. Why model categories? Our approach combines aspects of the Stolz–Teichner definition of
bordism categories internal to smooth stacks and the Segal space version (in the world of model
categories) studied by Lurie. What we obtain is not a bordism category strictly speaking, but rather
bordisms in X as a collection of objects and morphisms with a partially defined composition; this
is the categorical translation of the geometric idea to encode cutting laws rather than gluing laws.
To make sense of functors out of this bordism “category” we perform a localization on a category
of smooth categories with partially defined composition. This procedure will appear natural to
those readers familiar with Rezk’s complete Segal spaces as models for ∞-categories. To make
the localization rigorous requires a foray into the world of model categories, which (unfortunately)
might feel unfamiliar to the geometrically-minded reader. However, aspects of this language are
unavoidable for purely geometric reasons. For example, the bordism category over X ought to be
equivalent to the bordism category over an open cover {Ui → X} with appropriate compatibility
conditions on intersections; asking for these categories to be isomorphic is too strong since, for
example, they have different sets of objects. Hence, the appropriate categorical setting for describing
bordisms over X must have some native notion of (weak) equivalence of bordism categories, and the
language of model categories was built precisely to facilitate computations in such situations.
To state the upshot of the model-categorical language, our 1-dimensional bordism category is a
cofibrant object in a model category of C∞-categories; fibrant replacement would give an honest
category of a similar flavor (but not identical) to the one defined by Stolz–Teichner. To compute
the space of smooth functors out of our cofibrant object, fibrant replacement is unnecessary, and
indeed, eschewing fibrant replacement allows us to compute field theories using standard techniques
from differential geometry.
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invariant concept presentation smooth analog
set sheaf of sets on Cart
1-groupoid stack in groupoids on Cart
1-category stack in categories on Cart
∞-groupoid Kan complex ∞-stack on Cart
∞-category complete Segal space C∞-category
Table 1. The above table explains the manner in which we view C∞-categories as
smooth versions of ∞-categories.
One nuisance in our approach is that standard categorical operations like composition, source, and
target maps are only defined up to isomorphism, which can create coherence problems in various
desired constructions (e.g., the proof of Theorem 4.3). However, this seems to be an inevitable
issue arising from the geometry: composition of bordisms can only be defined up to isomorphism.
Although the problem is unavoidable, our choices in handling coherences (in part) reflect our own
technical toolbox, and are by no means unique.
1.3. Notation and terminology. Let Cart denote the Cartesian site whose objects areRn for n ∈
N, morphisms are all smooth maps, and coverings are the usual open coverings,
∐
Rn → Rn. We
will use the notation [k] to denote the finite set {0, 1, . . . , k}.
We will sometimes refer to objects in C∞-Cat and C∞-Cat⊗ as categories even when they aren’t,
e.g., we will often refer to 1-Bordor(X) as the 1-dimensional oriented bordism category over X .
1.4. Structure of the paper. Insofar as possible, we have attempted to keep the model-categorical
discussion separate from the geometric one, relegating the former to Section 2 and the latter to
Sections 3–5. Aspects of the homotopical language inevitably creep in to some of the more involved
proofs in these later sections, though mostly this is in the form of asserting equivalences between
(derived) mapping spaces under replacing sources and targets by equivalent objects.
2. From ∞-categories to C∞-categories
In this section we present the categorical foundations on which our smooth field theories will be
based. The approach is inspired by the theory of complete Segal spaces due to Rezk [Rez01], and in
reference to the analogy with ∞-categories we dub our version of smooth categories C∞-categories.
Below we will define a model category C∞-Cat whose fibrant objects are the C∞-categories. Just as
one might put a smooth manifold structure on a topological space, our language allows for smooth
structures on complete Segal spaces. Table 2 explains a more careful analogy between smooth objects
and ∞-categories.
We note (in passing) that an important aspect of our approach is a convenient generalization to
C∞-n-categories analogous to the situation for the bordism (∞, n)-category defined by Lurie [Lur09b]
in the language of n-fold complete Segal spaces of Barwick [Bar05].
2.1. The model category of complete Segal spaces. We begin with a rapid overview of com-
plete Segal spaces. A Segal space is a functor C : ∆op → sSet that satisfies the Segal condition, i.e.,
the Segal map
C(k)→ C(1)×C(0) · · · ×C(0) C(1), k ≥ 1
into the homotopy fibered product is a weak equivalence. For any Segal space C, let π0C denote the
underlying homotopy category whose objects are 0-simplices of C(0) and whose morphisms from x0
to x1 are the connected components of the homotopy fiber of C(1) over (x0, x1) for the projection
d0 × d1 : C(1)→ C(0) × C(0). For a Segal space C let Cequiv ⊂ C(1) be the subspace consisting of
connected components of the above fiber that correspond to isomorphisms in the homotopy category.
Definition 2.1. A Segal space is complete if the map s0 : C(0)→ Cequiv is a weak equivalence.
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The Segal map and the equivalence map are induced by maps φn and x defined by Rezk [Rez01]
in §4.1 and §12. Concretely, the morphism φn can be defined as the canonical morphism Y(1)⊔Y(0)
· · · ⊔Y(0) Y(1) → Y(n), where Y denotes the Yoneda embedding functor ∆ → Fun(∆
op, sSet) and
the individual components of the morphism above are induced by the inclusions [1] → [n] that
send {0, 1} to {i, i+1}. Pictorially, one thinks of φn as the inclusion into the n-simplex of the path
that starts at vertex 0 and traverses all vertices. The morphism x : E → F (0) can be interpreted
as the functor from the walking isomorphism (i.e., the diagram category {0 ⇄ 1}) to the terminal
category.
Using the morphisms φn and x of the previous paragraph, Rezk constructs a model structure
on the category of simplicial spaces whose fibrant objects are complete Segal spaces. This model
structure comes from the Reedy model structure on functors C : ∆op → sSet, where sSet is given
its usual Kan–Quillen model structure; cartesian left Bousfield localization along the maps φn then
yields the model category of Segal spaces and further localization along the map x gives the model
category of complete Segal spaces. We denote the latter model category by CSS.
One can recast the theory of complete Segal spaces in terms of fibrations over the category ∆,
fibered in simplicial sets. A homotopical version of the Grothendieck construction will induce a
Quillen equivalence between fibrations over ∆ (equipped with an appropriate localized model struc-
ture) and the model category of Segal spaces in terms of presheaves on ∆ described above. In our
smooth generalization, we find it more convenient to work with Grothendieck fibrations for purely
technical reasons: fibrancy and cofibrancy conditions are better-suited for our computations.
2.2. A model category of C∞-categories. Drawing inspiration from the model category of com-
plete Segal spaces, we will consider fibrations over ∆×Cart fibered in simplicial sets, i.e., we consider
the category whose objects are simplicial sets equipped with a map to the nerve of ∆× Cart. Mor-
phisms are maps of simplicial sets living over the identity map on the nerve of ∆× Cart.
For an object C in this category, let C(k) denote the simplicial set over Cart gotten by restriction
to [k]×Cart ⊂ ∆×Cart, and for S ∈ Cart let CS denote the simplicial set over ∆ gotten by restriction
to ∆× S ⊂ ∆× Cart, and let CS(k) denote the simplicial set over [k]× S ∈ ∆× Cart.
For the Yoneda map from ∆ to simplicial sets over ∆×Cart, we obtain the analog of the maps φn
and x that induce a Segal map and equivalence map for simplicial sets over ∆×Cart. This will allow
us to define a local model structure similar to that of CSS.
We endow the category of fibrations over ∆×Cart with the contravariant model structure, where
cofibrations are monomorphisms and fibrations are right fibrations. Weak equivalences in this partic-
ular case are simply fiberwise weak equivalences because the nerve of a 1-category is a fibrant object
in the Joyal model structure, i.e., a quasicategory. All objects are cofibrant. Fibrant objects satisfy
a right lifting property with respect to all inclusions of horns except for the 0th horn. These can be
thought of as Grothendieck fibrations in simplicial sets over ∆×Cart, where the inner horn condition
ensures that the fibers are nerves of groupoids and the outer horn condition gives Cartesian lifting
properties. This model category is left proper, tractable, and simplicial; see Proposition 2.1.4.7
and Proposition 2.1.4.8 in Lurie [Lur09a]. Tractability follows from combinatoriality because all ob-
jects are cofibrant. In particular, the cartesian left Bousfield localization of the contravariant model
structure with respect to Cˇech covers of Cartesian spaces, and the maps φn and x (that induce the
Segal maps and equivalence map) exists and is again left proper, tractable, and simplicial; see Theo-
rem 4.46 in Barwick [Bar10]. We denote the resulting model category by C∞-Cat. In C∞-Cat, weak
equivalences are fiberwise over ∆ × Cart, all objects are cofibrant, and fibrant objects are ones for
which Cˇech covers, the Segal map, and the equivalence map induce weak equivalences of fibrations
and are globally fibrant, i.e., fibrant objects are local with respect to these classes of maps.
Definition 2.2. A C∞-category is a fibrant object in C∞-Cat.
In the next subsection we concretely describe a class of C∞-categories.
6 DANIEL BERWICK-EVANS AND DMITRI PAVLOV
Definition 2.3. Smooth functors between two objects in C∞-Cat are defined as the derived mapping
space between these objects, e.g., one fibrantly replaces the target and takes the simplicial mapping
space between the resulting objects.
2.3. C∞-categories from fibered categories. Given an (essentially small) fibered category C
over Cart that satisfies descent, we may define an object of C∞-Cat denoted sC. Define the 0-
simplices of sC as triples (k, S, c) for [k] ∈ ∆, S ∈ Cart and c an object of the Fun([k], CS), where [k]
denotes the diagram category 0 → 1 → 2 → · · · → k. Hence, c is a chain of morphisms of length k
in the category CS over S. The map to the nerve of ∆× Cart simply forgets c, viewing S and [k] as
vertices in the nerve.
The 1-simplices of sC are determined by a pair of 0-simplices (k, S, c) and (k′, S′, c′), maps κ : [k]→
[k′], σ : S → S′ and commuting rectangles; when k = k′ these rectangles take the form
(1)
c0
f0
−→ c1 −→ · · · −→ cky y y
c′0
f ′0−→ c′1 −→ · · · −→ c
′
k
where ci ∈ CS and c
′
i ∈ CS′ , the vertical arrows are Cartesian arrows over the map S → S
′, and the
horizontal arrows are over the the identity S → S and S′ → S′. When k 6= k′, we demand a similar
commuting diagram with Cartesian arrows ci → c
′
κ(i) that are compatible with the maps fj and f
′
j
defining c and c′. The forgetful map again gives a 1-simplex in the nerve determined by the map
S → S′. The 1-simplices of sC connecting (k, S, c) and (k′, S, c′) are given by similar commuting
rectangles where
Higher dimensional simplices are defined completely analogously: an l-simplex with have l levels
of Cartesian arrows corresponding to maps S0 → S1 → · · · → Sl in Cart and [k0]→ [k1]→ · · · → [kl]
in ∆.
We observe that the simplicial set over [0]× S ∈ ∆ × Cart is precisely the nerve of the groupoid
whose objects are the objects of CS and whose morphisms are all isomorphisms in CS ; this follows
from the fact that Cartesian morphisms over S are precisely the isomorphisms. More generally, the
fiber over [k] × S ∈ ∆ × Cart is the nerve of the groupoid whose objects are chains of length k of
composable morphisms in CS and whose morphisms are commuting rectangles (1), where again the
vertical arrows (being Cartesian) are all isomorphisms in CS .
Proposition 2.4. Let sC be the object in C∞-Cat associated to a fibered category C satisfying descent.
Then sC is a fibrant object of C∞-Cat.
Proof. By assumption C satisfied descent, and since we may glue objects, morphisms, and chains of
morphisms in C, it follows from the description of the fibers over a fixed [k] × S ∈ ∆ × Cart above
that sC is Cˇech local.
Next we claim that the Segal map
Seg : sC(k)→ sC(1)×sC(0) · · · ×sC(0) sC(1)
is an equivalence. We will verify the claim by demonstrating an equivalence on the fibers, i.e., an
equivalence over each fixed S ∈ Cart. By the discussion above, the simplicial set on the left is
the nerve of the groupoid whose morphisms are chains of length k of morphisms in CS , whereas
the simplicial set on the right is the nerve of the groupoid whose objects are ordered k-tuples of
morphisms in CS where adjacent morphisms have a specified isomorphism between their source and
target, and whose morphisms are (k+ 1)-tuples of isomorphisms of relevant objects in CS such that
the obvious diagram commutes. Hence, there is a map denoted Comp in the opposite direction of Seg
that comes from composing the ith morphism in this chain with the isomorphism data associated to
the target of the ith map. This gives a chain of length k of composable morphisms in CS (and hence
an object the groupoid whose nerve is sC(k)), and extends to a map of simplicial sets in the obvious
way. Postcomposing Seg with Comp gives the identity on the nose, whereas precomposition gives an
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endomap of the homotopy fibered product. At the level of groupoids whose nerves are the relevant
objects this endomap is naturally isomorphic to the identity, with isomorphism coming from the
original isomorphism data in the homotopy fibered product. Hence, after taking nerves we obtain a
map that is homotopic to the identity, verifying that the Segal map is indeed an equivalence.
Next we verify that sC is complete. As before, it suffices to demonstrate the claim for each fiber
over S ∈ Cart. The source of the equivalence map is the nerve of the groupoid whose morphisms are
Cartesian arrows over S. The target of the equivalence map consists of the simplicial set of maps
from the walking isomorphism into sCS(1); this yields the simplicial set that is the nerve of the
groupoid whose morphisms are all isomorphisms in CS . Since Cartesian arrows over S are precisely
the isomorphisms, this map is an equivalence, so sC is complete. 
2.4. Symmetric monoidal structures. Let C∞-Cat⊗ denote the category with objects simplicial
sets with a map to the nerve of Γ × ∆ × Cart, where Γ is the opposite category of finite pointed
sets, introduced by Segal. For C an object of this category, let C(k, l) denote the fiber over [k] ∈ Γ
and [l] ∈ ∆. We denote by C∞-Cat⊗ the category of such objects with a model structure where
(as above) we start with the contravariant model structure on fibrations and localize with respect
to the set of morphisms as before, and further localize with respect to the maps inducing the Segal
Γ-maps,
C(k)→ C(1)×C(0) · · · ×C(0) C(1), [k] ∈ Γ,
where above C(i) denotes the restriction to the fiber over [i] ∈ Γ. We include the case k = 0, which
gives a map C(0)→ ∗. This gives a model category of symmetric monoidal C∞-categories, denoted
C∞-Cat
⊗ where all objects are cofibrant, and for fibrant objects both the Segal ∆- and Γ-maps are
equivalences, and they are Segal complete.
There is a forgetful functor u : C∞-Cat⊗ → C∞-Cat that takes the fiber over [1] ∈ Γ. A symmetric
monoidal structure on an object of C ∈ C∞-Cat is a point in the homotopy fiber of u over C;
concretely, this is an object in C∞-Cat⊗ with the property that the fiber over [1] ∈ Γ is equivalent
to C with a specified equivalence. We observe that the symmetric group Σk acts on C(k) and the
Segal Γ-map is Σk-equivariant, which is why this flavor of monoidal structure is symmetric.
Definition 2.5. A symmetric monoidal C∞-category is a fibrant object in C∞-Cat⊗.
2.5. Smooth refinements of ∞-categories. An object C ∈ C∞-Cat determines a complete Segal
space via the assignment
[k] 7→ |C(k,∆n)|
where ∆n is the n-dimensional smooth extended simplex which (as an object in Cart) is just Rn.
Here |C(k,∆•)| is the realization of the bisimplicial set n 7→ C(k,∆n), defined as the fiber over
([k],Rn) ∈ ∆ × Cart. This gives an object denoted |C| in the model category of Segal spaces, and
a functor |−| : C∞-Cat → CSS. We remark that this functor is a left Quillen functor, and since all
objects are cofibrant in our case there is no cofibrantly replace before realization.
Definition 2.6. A smooth refinement of an object C of CSS is a point in the homotopy fiber of |−|
over C, i.e., an object C ∈ C∞-Cat such that |C| is equivalent to C in CSS by a specified equivalence,
φ : |C| → C. We call the triple (C, C, φ) a smoothly refined Segal space and |C| the underlying Segal
space of the C∞-category C.
Example 2.7. Let Vect× denote the smooth Segal space corresponding to the fibered category of
vector bundles and vector bundle isomorphisms via Proposition 2.4. Since vector bundles trivialize
over objects of Cart and have as automorphisms smooth maps to GL(k), we obtain
Vect
×(0) ≃ N•
(∐
k∈N
pt//GL(k)
)
,
meaning the simplicial set Vect×(0) over each Rn ∈ Cart is the nerve of a groupoid with a single
object and morphisms smooth maps Rn →
∐
kGL(k). From this it is not so hard to show that the
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associated Segal space |Vect×| is determined by the classifying space
∐
k BGL(k) for vector bundles.
In fact, we can define a functor B from simplicial groups G to Segal spaces that sends a n-simplex
to the n-fold Cartesian product of G with itself. In this notation, |Vect×| is weakly equivalent
to
∐
k B(Sing(GL(k))).
3. One-dimensional field theories
3.1. Smooth vector spaces. We apply Proposition 2.4 to the fibered category of vector bundles
and (not necessarily invertible) vector bundle maps. The resulting C∞-category is denoted Vect.
Explicitly, the fiber over [0], denoted Vect(0), is the nerve of the fibered category of vector bundles
on Cart with morphisms vector bundle isomorphisms. We think of this as the smooth stack of objects
of Vect. Vertices of the simplicial set over [k]× S are
(VectS(k))0 := {V0
φ1
−→ V1
φ2
−→ · · ·
φk
−→ Vk | Vi → S}
i.e., chains of length k of composable morphisms of vector bundles over S, and edges are commutative
rectangles with vertical arrows isomorphisms:
(VectS(k))1 :=


V0
φ1
−→ V1
φ2
−→ · · ·
φk
−→ Vky y y
V ′0
φ′1−→ V ′1
φ′2−→ · · ·
φ′k−→ V ′k

 .
Higher dimensional simplices over [k]×S are given by chains of such rectangles. Hence, we view the
fiber over [1], namely Vect(1), as the stack of morphisms in Vect, and Vect(k) as the stack of chains
of length k of composable morphisms.
Let Vect⊗ denote the object in C∞-Cat⊗ with 0-simplices determined by S ∈ Cart, [k] ∈ ∆,
[l] ∈ Γ together with a zero simplex V of the simplicial set VectS×{1,...,l}(k). As data, 1-simplices
are maps (S → S′, [k]→ [k′], [l]→ [l′], V → V ′), where (in the notation of the previous paragraph)
a morphism V → V ′ consists of Cartesian morphisms Vi → V
′
i′ between vector bundles over S ×
{1, . . . , l} to vector bundles over S × {1, . . . , l′} where i′ is the image of i ∈ [k] under the map
[k] → [k′]. These maps are required to be compatible with the maps φi : Vi → Vi+1 so that the
obvious diagram commutes. Furthermore, for each j′ ∈ {1, . . . , l′} we require the map Vi → V
′
i′ to
be multilinear in the following sense: the restriction of Vi → V
′
i′ to S×φ
−1(j′) defines a a multilinear
map from |φ−1(i)| vector bundles over S to a vector bundle over S′×{j′} ∼= S′. Higher-dimensional
simplices are defined in the obvious way, by considering n-fold compositions of the above data.
We observe that the fiber over [0] ∈ Γ is Vect⊗S (0, k) = ∗, being the nerve of the groupoid of vector
bundles over the empty set.
Remark 3.1. Ignoring issues of non-strictness of pullbacks, one can view the morphisms in Vect⊗ over
a map [l]→ [l′] in Γ as pulling back vector bundles along the map S×{0, 1, . . . , l} → S×{0, 1, . . . , l′},
and taking the fiberwise tensor product of bundles that pullback to the same connected component.
We observe that this fibration is not induced by a (strict) presheaf on Γ because the tensor product
is not strictly associative. This is one reason we chose to work with Grothendieck fibrations from
the outset, rather than, for example, presheaves on Γ.
There is a C∞-category equivalent to Vect that we will denote by BEnd(V ). This is the C∞-
category coming from the fibered category whose objects over S ∈ Cart are elements of the set of
natural numbers N, and whose morphisms n→ m over S are smooth functions with values in linear
maps Cn → Cm (or Rn → Rm). There is fully faithful functor from this fibered category to the
fibered category of vector bundles that regards n ∈ N as an n-dimensional trivial vector bundle.
Since all bundles over S ∈ Cart are trivializable, this functor is also essentially surjective, induc-
ing an equivalence of fibered categories, and hence an equivalence of C∞-categories after applying
Proposition 2.4.
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↑
∆
↓
←−−−−−−−−−−−−−Γ−−−−−−−−−−−−−→
Figure 1. A picture of a vertex (i.e., an object) in 1-Bordpt(pt)(2, 3). The bordism
is drawn in solid blue, the height function is given by the height in the picture,
and the cut functions are represented by the dotted horizontal lines. The map to
{0, 1, 2} ∈ Γ maps the left of the vertical dotted line to 1 and the right of the vertical
line to 2. The fiber over zero is empty. Regularity at the cut values means that
the intersections of the bordism with the dotted lines are transverse. Restricting
attention to the bordism confined within an adjacent pair of horizontal dotted lines
gives the three Segal ∆-maps and similar restrictions corresponding to the vertical
dotted line gives the two Segal Γ-maps. The action by Σ2 interchanges the bordisms
on the left and right sides of the vertical dotted line.
3.2. The definition of the 1-dimensional bordism category. For a fixed smooth manifold X ,
we shall define an object in C∞-Cat⊗ denoted 1-Bordor(X) that we call the 1-dimensional oriented
bordism category over X . Morally, this is the category whose objects are compact 0-manifolds with
a map to X and whose morphisms are compact 1-manifolds with a map to X . We now turn to the
main definition of the paper. See Figure 3.2 for a picture of a bordism in this framework.
Definition 3.2 (The 1-dimensional oriented bordism category over X). Define the 0-simplices of
1-Bordor(X) as triples [l] ∈ Γ, [k] ∈ ∆, and S ∈ Cart together with data:
(1) M1 an oriented 1-manifold that defines a trivial bundle M1 × S → S,
(2) a map M1 × S → X × {0, 1, . . . , l},
(3) cut functions t0 ≤ t1 ≤ t2 ≤ · · · ≤ tk ∈ C
∞(S),
(4) a height function h : M1 × S → R,
with the properties:
(1) the inverse image of S × [t0, tk] ⊂ S ×R under h (called the core of the bordism) is proper
over S,
(2) for each s ∈ S the map h : M1 × {s} → R has ti(s) as a regular value for all i.
Define 1-simplices by the data:
(1) morphisms [l]→ [l′] in Γ, [k]→ [k′] in ∆ and S → S′ in Cart,
(2) an orientation preserving smooth map φ : h−1(S × [t0, tk])→ (h
′)−1(S′ × [t′0, t
′
k′ ]),
with the properties:
(1) φ is compatible with the map X ×{0, 1, . . . , l} → X ×{0, 1, . . . , l′} induced by [l]→ [l′] and
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(2) the restriction of φ to h−1([ti, tj ]×S) ⊂M
1×S is a fiberwise diffeomorphism over S to the
manifold (h′)−1([t′i′ , t
′
j′ ] × S
′) for any 0 ≤ i ≤ j ≤ k, where i′ and j′ denote the image of i
and j under the map [k]→ [k′].
We define n-simplices as ordered n-tuples of composable chains of 1-simplices.
We observe that 1-Bordor(X) is covariant in X : a smooth map X → Y induces a smooth sym-
metric monoidal functor 1-Bordor(X)→ 1-Bordor(Y ).
Remark 3.3. In the above, an orientation preserving smooth map h−1(S× [t0, tk])→ h
−1(S× [t′0, t
′
k])
is a map that admits an orientation preserving smooth extension to h−1(S × (t0 − ǫ, tk + ǫ)) →
h−1(S ×R) = S ×M1 for some ǫ > 0.
Remark 3.4. The above version of the bordism category does not satisfy the Segal Γ-condition.
However, we can easily add 1-simplices (i.e., isomorphisms) to the above that have the effect of
forgetting the piece of a bordism lying over X × {0}, which leads to a similar object in C∞-Cat⊗
that does satisfy the Segal Γ-condition.
3.3. Fibrancy of Vect⊗.
Proposition 3.5. The objects Vect ∈ C∞-Cat and Vect⊗ ∈ C∞-Cat⊗ are fibrant.
Proof. The first claim follows from Proposition 2.4. The second claim requires that Vect⊗ be local
with respect to the Segal Γ-map; this follows precisely because the Γ-structure is induced from a
monoidal structure (the tensor product) on vector spaces. In more detail, the groupoid of vector
bundles on S × {1, . . . , l} is equivalent to the groupoid of vector bundles over the l-fold Cartesian
power of S with itself, and so their nerves are equivalent simplicial sets. Unraveling definitions, this
equivalence implies an equivalence of C∞-categories (without monoidal structure) between the fiber
of Vect⊗ over [l] ∈ Γ and the l-fold Cartesian product of Vect with itself. Identifying Vect with the
fiber of Vect⊗ over [1] ∈ Γ, this is precisely the statement that the Segal Γ-map is an equivalence. 
4. Representations of the smooth path category of a manifold
Definition 4.1. Define the smooth path category of X denoted PX ∈ C∞-Cat, as having 0-simplices
given by data: S ∈ Cart, [k] ∈ ∆, a map γ : S × R → X , and cut functions t0 ≤ t1 ≤ · · · ≤ tk ∈
C∞(S). Define 1-simplices of PX by the data: maps S → S′ in Cart and [k] → [k′] in ∆, and
φ : S × [t0, tk] → S
′ × [t′0, t
′
k′ ]. We require that the restriction of φ to S × [ti, tj ] is a fiberwise
diffeomorphism over S to S × [t′i′ , t
′
j′ ] where i
′ and j′ denote the image of i and j under the map
[k]→ [k′]. The n-simplices of PX are defined as composable chains of length n of 1-simplices. The
map to the nerve of Cart×∆ is the obvious one, coming from forgetting γ, t, and φ.
We observe that X itself defines a simplicial set with a map to the nerve of Cart: simply take the
disjoint union of the sets Mfld(S,X) (viewed as a constant simplicial set). The fiber of PX over [0]
is weakly equivalent to this simplicial set over Cart. The fiber of PX over S ∈ Cart and [k] ∈ ∆ is
the nerve of the groupoid of S-families of paths in X with k+1 marked points and diffeomorphisms
of these paths. The object PX is covariant in X , meaning a smooth map X → Y induces a smooth
functor PX → PY , hence P is a functor from Mfld to C∞-Cat.
There is a smooth functor PX → 1-Bordor(X) gotten by viewing a family of paths as the family
of bordisms S×M1 = S×R and the height function h the projection to R. The path category has
been defined so that this map (which is on 0-simplices) extends to higher simplices.
The following result is the main one of the section.
Proposition 4.2. The simplicial set of smooth functors C∞-Cat(PX,Vect) is equivalent to the nerve
of the groupoid of vector bundles with connection and connection-preserving isomorphisms over X.
Throughout, let V be the vector space Rn or Cn, where n is the dimension of the vector bundle
under consideration.
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4.1. Descent for representations of the path category. An essential property of the path
category is that functors out of it can be assembled from data local in X , encapsulated by the
following result.
Theorem 4.3. The assignment X 7→ C∞-Cat(P(X),Vect) defines a homotopy sheaf. In more detail,
let Ui → X be a good cover and U• the Cˇech diagram. Then the canonical map
C
∞
-Cat(P(X),Vect)→ C∞-Cat
(
hocolim∆
∏
I
P(Ui0 ∩ · · · ∩ Uik),Vect
)
= holim∆ C
∞-Cat(P(U•),Vect)
is a weak equivalence of simplicial sets, where the product is over multi-indices I = (i0, . . . , ik).
The above formula is essentially the classical descent condition for stacks in groupoids, but formu-
lated in terms of simplicial sets (i.e., nerves of groupoids). A concrete model for the homotopy limit
above comes from the diagonal, i.e., (hocolim∆ P(U•))k ≃ P(U[k])k, so, for example, 0-simplices are
paths subordinate to some Ui and 1-simplices are diffeomorphisms between paths on overlaps. The
geometric idea of the proof is that paths in X can always be cut in a way subordinate to the given
cover {Ui} with gluing data on overlaps, which allows us to recover the data of a functor to Vect
from such paths; compare Lemma 2.15 of [SW07]. From this observation, cooking up a proof is not
so difficult, though (at least with the methods we know) the situation gets rather technical owing
to issues of making coherent choices associated to cutting paths. As such, we’ve relegated a proof
to Appendix A.
4.2. Reduction to parallel transport data. In this section we whittle the proof of Propo-
sition 4.2 down to a statement about parallel transport data, by which we shall mean smooth
endomorphism-valued functions on paths that compose under concatenation of paths and are com-
patible with restrictions to intersections of the cover. We find it convenient to use a good open
cover of X to establish this equivalence. Throughout we will work with the (derived) mapping
space C∞-Cat(PX,BEnd(V )), which is weakly equivalent to C∞-Cat(PX,Vect), since the targets
are weakly equivalent.
The next lemma describes the precise manner in which the value of a representation R of the
path category on objects (i.e., points in X) determines a vector bundle on X .
Lemma 4.4. A point in the mapping space R ∈ C∞-Cat(hocolimPU•,BEnd(V )) restricted to the
fiber [0] ∈ ∆ uniquely determines a cocycle for a vector bundle on X with respect to the cover {Ui}.
An edge in the mapping space uniquely determines an isomorphism of cocycles over {Ui}.
Proof. Since the cover {Ui} is good, its components and finite intersections are representable objects
in Cart, so we can explicitly evaluate R using the definition of BEnd(V ) and the Yoneda lemma:
by definition of BEnd(V ), R assigns trivial data to each Ui, a smooth function Ui ∩ Uj → GL(V )
for each i and j, and we have cocycle condition on Ui ∩ Uj ∩ Uk for each i, j and k. This gives us
a cocycle for a vector bundle over X . An edge in the mapping space determines for each i and j a
commuting square of GL(V )-valued functions on Ui ∩ Uj , which indeed determines an isomorphism
of cocycles. 
The next lemma shows that a representation of PX is determined by End(V )-valued functions
on paths in each Ui such that concatenation of paths is compatible with composition in End(V ).
Lemma 4.5. A point in the mapping space R ∈ C∞-Cat(hocolimPU•,BEnd(V )) restricted to the
fiber of [1] ∈ ∆ uniquely determines an End(V )-valued function FR on paths in each Ui compatible
with restriction to intersections where compatibility is determined by conjugation by the cocycle in
the previous lemma. Furthermore, concatenation of paths is compatible with composition of these
End(V )-valued functions. An edge in the mapping space conjugates this End(V )-valued function
with the GL(V )-valued function extracted in the previous lemma.
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Proof. Restricting attention to a path in some Ui (i.e., a 0-simplex of hocolim∆ PUi over [1] ∈ ∆)
a representation R assigns to an S-family of paths in Ui a smooth map R(γ) : S → End(V ). These
functions will fail to compose as desired, essentially because the value of R on the endpoints of γ (as
0-simplices of PUi[0]) is only isomorphic to the source and target of the linear map F (γ). We denote
the (S-family of) linear map(s) that R assigns to γ by R(γ) : R(γ(t0)) → R(γ(t1)), and obtain the
commuting diagram
R(p) −
FR(γ)=R(iq)
−1◦R(γ)◦R(ip)
−−−−−−−−−−−−−−−−−−−−−−→ R(q)yR(ip) yR(iq)
R(γ(t0)) −−−−−−−−
R(γ)
−−−−−−−−−−−−−−−→ R(γ(t1)),
where γ is a path from p to q, and ip : R(p)→ R(γ(t0)) and iq : R(q)→ R(γ(t1)) denote the linear
maps induced by [0]→ [1] that include the endpoints (namely γ(t0) and γ(t1)) into the path. These
endpoint maps are (non-identity) isomorphisms, and we claim that the unique top arrow gives the
desired End(V )-valued function in the lemma. It remains to verify the claimed properties.
For a path γ that can be cut into a path traversing points p to q to r in X for cut values t0, t1
and t2, we can evaluate R on the paths γpq from p to q, γqr from q to r, and γpr from p to r, i.e.,
on 0-simplices of PUi[1]. Lastly, we can evaluate on the path γpqr that has a cut point at q, i.e., on
a 0-simplex of PUi[2]. For these maps, we also have associated isomorphisms between the source
and target of the linear map associated to a path with the vector space assigned to the start and
endpoint of the path, e.g, an isomorphism R(p)
∼
→ R(γpq(t0)) from the vector space associated to p
and the vector space R(γpq(t0)) gotten from the source of the linear map that R assigns to γpq. All
together, we get the commutative diagram
R(γpqr(t0)) R(γpqr(t1)) R(γpqr(t2))R(p)
R(q)
R(r),
R(γpr(t0)) R(γpr(t2))
R(γpq(t0)) R(γpq(t1)) R(γqr(t1)) R(γqr(t2))
R(γpq)
R(γpqr)pq R(γpqr)qr
R(γpr)
R(γqr)
where the unlabeled arrows are all isomorphisms induced by maps in ∆, the horizontal arrows
in the square come from paths in X , e.g., R(γpqr)pq : R(γpqr(t0)) → R(γpqr(t1)) denotes the first
linear map in the composable pair of linear maps gotten from evaluating R on γpqr . The equality
FR(γpr) = FR(γpq) ◦ FR(γpr) follows from the commutativity of the diagram: both maps have as
their source the copy of R(p) at the far left and as target the copy of R(r) at the far right, and
FR(γpr) goes along the bottom of the diagram while FR(γpq) ◦FR(γpr) goes along the top, inverting
the necessary isomorphisms.
To verify compatibility of FR with restriction, take a 1-simplex of hocolim∆ PUi over [1] ∈ ∆
determined by a path in the intersection Ui∩Uj together with an automorphism of the path induced
by post-composition with the map Ui ∩ Uj → Uj ∩ Ui. The value of R on this 1-simplex gives
a commutative square of linear maps where the horizontal arrows come from the End(V )-valued
functions on paths in Ui and Uj and vertical arrows are smooth maps to GL(V ). After inserting
additional isomorphisms in the definition of FR, the maps in GL(V ) are determined by the cocycle
data of the previous lemma.
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For a 1-simplex in the mapping space, the value on a zero simplex of hocolim∆ PUi restricted to
[1] ∈ ∆ is precisely an isomorphism End(V )-valued functions, i.e., a commutative square where the
horizontal arrows are End(V )-valued functions associated to paths in some Ui, and the vertical arrows
are induced by GL(V )-valued function on Ui. Again, after extracting the associated automorphism
of the End(V )-valued function FR, these GL(V )-valued functions come from the isomorphism of
cocycle data in the previous lemma. 
4.3. From parallel transport data to vector bundles with connection. From the above
discussion, we have shown that a point in the (derived) mapping space C∞-Cat(PX,Vect) defines a
cocycle for a vector bundle V with respect to a cover {Ui} of X , together with parallel transport
data along paths that land in some Ui. In this section we explain how parallel transport data defines
a vector bundle with connection. Most of the ideas below are present in Freed [Fre95] and Schreiber–
Waldorf [SW07], and we have adapted them to our situation with some minor modifications. As
above, we will work with a good open cover {Ui} of X .
Lemma 4.6. For U ∈ Cart, the value of a functor R : PU → BEnd(V ) as an End(V )-valued
function FR on a path γ : [0, 1] → U is invariant under orientation-preserving diffeomorphisms
of [0, 1].
Proof. Let φ : [0, 1] → [0, 1] be an orientation preserving diffeomorphism and γ a path from p to q.
By virtue of being a smooth functor, R(φ) produces a commuting diagram
R(p)
R(γ(0))
R(φ ◦ γ(0)) R(φ ◦ γ(1))
R(γ(1))
R(q),
∼
∼
R(γ)
R(φ ◦ γ)
∼
∼
R(φ)R(φ)
where the left and right triangles come from the inclusion of endpoints of the given path. The
composition along the top of the diagram is exactly R(γ), whereas the composition along the bottom
is R(φ ◦ γ), so by commutativity of the diagram these linear maps are equal. 
Lemma 4.7. For a smooth representation R of the path category, FR assigns the identity map to
constant paths in X.
Proof. Since a constant path γ can be factored as the concatenation γ ∗γ, the value of FR on γ must
be a projection in V , denoted Pγ . Furthermore, there is a family of constant paths parametrized
by [0, t] coming from the restriction of γ to [0, t′] ⊂ [0, t]. Over t′ = 0, the constant path is the
identity morphism in the path category (since by construction of the End(V )-valued function, the
simplicial pullbacks from d0 and d1 are are the source and target of the given morphism of vector
bundles) and therefore is assigned the identity linear map. Smoothness gives a family of projections
connecting Pγ on V that is the identity projection at an endpoint. Since the rank of the projection
is discrete, it must be constant along this family. Therefore, Pγ is the identity. 
Lemma 4.8. A smooth functor from the path category of X to Vect lands in the invertible mor-
phisms, i.e., the morphism of vector bundles F (γ) for an family of paths γ is an isomorphism of
vector bundles.
Proof. By factoring the path into many small pieces (and using the Segal condition in Vect) this
reduces to a local question, so we assume X ∈ Cart and identify F with an End(V )-valued function.
Since a path of length zero is assigned the identity linear map on V , by continuity there is an ǫ > 0
such that the restriction of any path γ to [0, ǫ] is assigned an invertible morphism. Observe that this
holds for any point on a given path (though possibly with variable ǫ). Choosing a finite subcover
and applying the Segal condition in Vect to factor the value on a path into the value on pieces of the
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path subordinate to the subcover, we see that the value on a path is a composition of vector space
isomorphisms, and therefore an isomorphism. 
Proof of Proposition 4.2. A vector bundle with connection (V,∇) defines a smooth functorR : PX →
Vect via parallel transport: to f : S → X an S-family of points in X we assign the pullback f∗V
over S defining a functor PSX(0)→ VectS(0). This extends to a fibered functor PX(0)→ Vect(0)
because pullbacks are unique up to a unique isomorphism. To a family of oriented pathsM1×S → X ,
we apply the fiberwise parallel transport with respect to ∇, yielding a morphism of vector bundles
over S between the pullbacks of the respective families of endpoints of M1 × S. These maps are in-
variant under families of diffeomorphisms of 1-manifolds, so we obtain a functor PSX(1)→ VectS(1),
which is again natural in S so defines a fibered functor PX(1)→ Vect(1) by extension from individ-
ual fibers in the usual fashion. We extend in the obvious way to PX(k)→ Vect(k), where naturality
with respect to maps in ∆ follows from compatibility of parallel transport with concatenation of
paths. Hence, we have constructed a functor from the path category of X to smooth vector spaces.
Lastly, we observe that an isomorphism of vector bundles with connection leads to a natural iso-
morphism of functors of such functors, i.e., an edge in the simplicial mapping space. An n-simplex
comes from a composable n-tuple of isomorphisms of vector bundles with connection.
The remaining work is in the construction of an inverse. For this we use the following two lemmas
of Schreiber and Waldorf, [SW07] Lemmas 4.1 and 4.2, reproduced here for convenience.
Lemma 4.9. Smooth functions
F : R ×R→ Aut(V )
satisfying the cocycle condition F (y, z) · F (x, y) = F (x, z) and F (x, x) = id are in bijection with
1-forms, Ω1(R; End(V ))).
Proof. Given such a 1-form A, consider the initial value problem
(2) (∂tα)(t) = At(∂t)(α(t)), α(s) = id,
where α : R → Aut(V ) and s ∈ R. We obtain a unique solution α(t) depending on s, and de-
fine F (s, t) = α(t). The function F is smooth in s because the original coefficients were smooth in s
and is globally defined because the equation is linear. To verify that F (s, t) satisfies the cocycle
condition, we calculate
∂t (F (y, t)F (x, y)) = (∂tF (y, t))F (x, y) = At(∂t)F (y, t)F (x, y),
and since F (y, y)F (x, y) = F (x, y), uniqueness dictates that F (y, t)F (x, y) = F (x, t). Conversely
for F : R×R→ Aut(V ), let α(t) = F (s, t) for some s ∈ R and let
At(∂t) = (∂tα(t))α(t)
−1.
When F satisfies the cocycle condition, At(∂t) is independent of the choice of s:
F (s0, t) = F (s1, t)F (s0, s1) =⇒ (∂tF (s0, t))F (s0, t)
−1 = (∂tF (s1, t))F (s1, t)
−1.
This gives the desired bijection. 
Lemma 4.10. Let A ∈ Ω1(R; End(V )) be an endomorphism valued 1-form on R, let g : R →
Aut(V ) be a smooth function, and let A′ = gAg−1 − (dg)g−1. If FA and FA′ are smooth functions
corresponding to A and A′ by Lemma 4.9, then
g(y) · FA(x, y) = FA′(x, y) · g(x).
Proof. The function g(y)FA(x, y)g(x)
−1 solves the initial value problem (2) for A′:
∂y(g(y)F (x, y)g(x)
−1) = (∂yg(y))F (x, y)g(x)
−1 + g(y)∂yF (x, y)g(x)
−1
= (∂yg(y)g(y)
−1)(g(y)F (x, y)g(x)−1)
+ (g(y)Ay(∂y)g(y)
−1)(g(y)F (x, y)g(x)−1)
so by uniqueness we obtain the desired equality. 
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In the present paragraph and the following one we construct a differential form from the parallel
transport data that will give rise to a connection. Throughout, F denotes an End(V )-valued function
on paths in Ui extracted from a representation R of the path category. Let γ : R → X be a path
such that γ(0) = p and γ˙(0) = v; restrictions of γ to intervals (as a family over R2) will give a family
of paths in PX , i.e., a 0-simplex. Define
Fγ(x, y) = F (γ : [x, y]→ X), F : R×R→ End(V ).
By the above lemma, Fγ gives us a 1-form Aγ with values in End(V ). By varying γ, we want to
promote this to a 1-form on X whose value at (p, v) is Aγ(∂t).
For a fixed Rn ∼= Ui → X , we use the linear structure on R
n to define Ap(v) = (Atv)0(1) where tv
is the path through p with velocity vector v, Atv is a 1-form on R, and (Atv)0(1) is the value of this
1-form at 0 evaluated at 1 ∈ T0R. Such an A is clearly smooth, since we can choose families of such
affine paths in a neighborhood of p and invoke smoothness of the representation. Furthermore, we
claim that A satisfies A(λv) = λA(v) for all λ > 0. To see this, define γλ(t) = γ(λt) for λ > 0. We
compute
A(λv) = ∂tFγλ(0, t)|t=0 = ∂tFγ(0, λt)|t=0 = λA(v).
The following lemma shows that this property implies A is linear.
Lemma 4.11. A smooth function A : V → W between vector spaces that satisfies A(λv) = λA(v)
for λ > 0 is linear.
Proof. It suffices to show that A is equal to its derivative at zero. From the assumptions it follows
that A(0) = 0. Smoothness of A implies that dA(0) exists, and we compute its value on v by the
one-sided limit:
(dA(0))(v) = lim
λ→0+
A(λv)/λ = lim
λ→0+
λA(v)/λ = A(v),
completing the proof. 
The next lemma shows that A determines the value of the given representation of the path
category on arbitrary paths γ using the path ordered exponential of A along γ. Our techniques are
in the spirit of D. Freed’s, [Fre95] Appendix B, though benefited from K. Waldorf pointing out to
us the utility of Hadamard’s lemma in this context.
Lemma 4.12. For U ∈ Cart, given a representation F : PU → Vect of the path category for X ∈
Cart, the value on a path γ is the path-ordered exponential associated to the End(V )-valued 1-form A
defined above.
Proof. Let U ∼= Rn and γ : [0, T ] → Rn be a path. Fix N a large integer, and let γi denote the
restriction of γ to [T (i− 1)/N, T i/N ] for 1 ≤ i ≤ N . The Segal condition in Vect implies that
F (γ) = F (γN ) ◦ · · · ◦ F (γ2) ◦ F (γ1).
Reparametrize γi by γ˜i(t) := γi(T (t + i − 1)/N) and let ℓi : [0, T/N ] → R
n denote the affine path
of length 1 starting at γi(0) with velocity γ˙i(0) = vi. By Hadamard’s lemma there is a smooth
function gi with γi(s) − ℓi(s) = s
2gi(s). Define G : [0, 1] → End(V ) by G(t) := F (γ˜i|[0,t]). Using
that γ˜i(s) = ℓi(s(T/N))+ s
2(T 2/N2)gi(s(T
2/N2)) and applying Hadamard’s lemma to G we obtain
G(t) = G(0) + tG′(0) + t2G2(t) = id + t(T/N)Aℓi(vi) +O(N
−2)
for some function G2 : [0, 1]→ End(V ). The O(N
−2) estimate comes from Taylor’s formula and the
fact that the original domain of definition [0, T ] is compact, so a uniform estimate can be given for
the coefficient before (T/N)2. The claimed form of the derivative G′(0) follows from Lemma 4.11 and
an argument in Lemma B.2 of Schreiber and Waldorf [SW07] (reproduced in the next paragraph)
to show that Aγi(vi) = Aℓi(vi).
First we consider the family of paths Γ(t, α) := ℓi(t) + αgi(t) depending on the parameter α
for 0 ≤ α ≤ 1. Define q : [0, 1]2 → [0, 1]2 by (t, α) 7→ (t, t2α). The composition
(Γ ◦ q)(t, α) = ℓi(t) + αt
2gi(t)
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defines a smooth homotopy running from ℓi (when α = 0) to γi (when α = 1). For a fixed α, we
evaluate F on the family of paths Γ◦q gotten from restriction to [0, t]×{α} ⊂ [0, 1]2 and differentiate
with respect to t using the chain rule,
d
dt
F ((Γ ◦ q)|[0,t]×{α})|t=0 = d(F (Γ))|q(0,α) ◦
dq
dt
∣∣∣
t=0
= d(F (Γ))|(0,0) ◦ (1, 0).
The right hand side is independent of α, whereas the left hand side is Aℓi(vi) for α = 0 and Aγi(vi)
when α = 1, so the claim follows.
Putting this together, we have
F (γi) = id + (T/N)Aℓi(vi) +O(N
−2),
and taking N →∞,
F (γ) = lim
N→∞
(id + (T/N)Aℓ1(v1))(id + (T/N)Aℓ2(v2)) · · · (id + (T/N)AℓN (vN ))
= lim
N→∞
exp((T/N)Aℓ1(v1)) exp((T/N)Aℓ2(v2)) · · · exp((T/N)AℓN (vN )) = P exp(A(γ˙)),
since the limit is the definition of the path-ordered exponential of A along γ. 
Now we complete the proof of Proposition 4.2. Locally on X we have produced a vector bundle V
with endomorphism-valued 1-form A from a representation of the smooth path category so that par-
allel transport with respect to A agrees with the value of the representation on a path. Furthermore,
we claim that the induced map of simplicial mapping spaces is a weak equivalence: by Lemmas 4.5
and 4.10, 1-simplices are determined by automorphisms of vector bundles where the connection pulls
back, and VectS(k) is the nerve of a 1-groupoid so that higher simplices are determined by com-
positions of automorphisms of vector bundles. By inspection, this is homotopy equivalent (in fact,
isomorphic given our choice of presentation) to the nerve of vector bundles with connection, with
equivalence given by the induced map. This proves a local (or pre-stack) version of Proposition 4.2.
By Lemma 4.10, our construction is well-behaved under changes of the local trivialization of the
vector bundle, and together with Theorem 4.3, the global version of the proposition follows. 
5. Smooth 1-dimensional field theories and the cobordism hypothesis
By construction, there is a map PX → 1-Bordor(X) that views a path as a bordism. This will
allow us to apply arguments from the preceding section to the bordism category.
Lemma 5.1. The value of a field theory on a family of bordisms S × M → X as a vertex in
1-BordorS (X) can be computed from the value on a bordism S × M
′ → X with sitting instances
(around source and target) that has the same image in X as M , meaning that the map M ′ → X is
constant near t0 and t1.
Proof. Using the Γ-structure, it suffices to prove the lemma for arcs in X , i.e., S-families γ : S×I →
X for I an interval. Choose b : R → R to be a smooth bump function such that b|(−∞,1/3] = 0,
b|[2/3,∞) = 1, and b|(1/3,2/3) ⊂ (0, 1). Consider a new S × R-family of 1-manifolds that for t ∈ R
is given by γ ◦ Γ(x, t) for Γ(x, t) = tx + (1 − t)b(x), for x ∈ I. To this family a field theory assigns
a smooth family of linear maps. We observe that for all t ∈ (0, 1], the fibers in this family are
isomorphic as morphisms in the fiber of 1-Bordor(X) over S = pt ∈ Cart. By the same argument as
in Lemma 4.6, a field theory therefore assigns the same linear maps for all t 6= 0. By smoothness,
we obtain the same linear map at t = 0 and the resulting path has sitting instances around 0 and 1
by construction. 
Proof of Theorem B. First we explain the value of a field theory at the level of objects, i.e., for
[0] ∈ ∆. Since the target category Vect satisfies the Segal Γ-condition, a functor into it is determined
by its value for [1] ∈ Γ. Unraveling definitions, this is determined by a pair of maps from X (viewed
as a simplicial set over the nerve of Cart) to the simplicial set given by vector bundles on Cart:
one map associated to +-oriented point, and one to the −-oriented point. By replacing X by an
equivalent fibered category determined by a good open cover (as in Lemma 4.4) such a map is
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equivalent to vector bundles V+, V− → X , where the value on f : S → X is f
∗V+, f
∗V− → S. To see
that this determines the functor on objects, families of 0-manifolds given by k-tuples of points in X
are determined by maps S → X×· · ·×X into the cartesian product of k-copies of X with itself. The
vector bundles V+ and V− determine Σk-equivariant vector bundles on this Cartesian product via
the k-fold (external) tensor product of the vector bundles with themselves. Since diffeomorphisms
of these families of 0-manifolds are given precisely by the action of these symmetric groups, this
concludes the discussion of the value of a field theory on objects.
To understand the value of a field theory on morphisms, since the target category Vect satisfies
the Segal ∆-condition, a functor 1-Bordor(X) → Vect is determined (up to a contractible choice)
by its value over the fiber [1] ∈ ∆. Furthermore, since any bordism can be expressed as a disjoint
union of connected bordisms, we can restrict attention to S-families of connected 1-manifolds in
1-BordorS (X)(1).
In the case that cut functions satisfy t0 < t1, Morse theory of 1-manifolds cuts a given connected
bordism into elementary pieces that are of three types: (1) bordism from a point to a point (all
points of M1×{s} are regular values for h), (2) bordisms from the empty set to a pair of points (0-
handles), and (3) bordisms from a pair of points to the empty set (1-handles). For a given bordism,
i.e., 0-simplex of 1-Bordor(X), this reduction comes from a choice of (new) height function that is
Morse with regular values at the prescribed cut values, which defines a 1-simplex in 1-Bordor(X)
connecting the original bordism to one with a Morse height function. Then we can impose additional
cut points using the Morse height function to reduce to the cases above. The relations among these
generators are precisely the familiar birth-death diagrams from 1-dimensional Morse theory.
When cut functions satisfy t0 = t1, since t0 is a regular value and the bordism is connected, this
bordism is in the image of the degeneracy map, s0, i.e., is an identity path in the bordism category.
For S connected and t0 ≤ t1 and t0 = t1 somewhere on S, then this is necessarily a bordism of
type (1) above.
In the case that the above types of generating bordisms are mapped constantly to X , meaning the
map x : M1 × S → X factors through the projection to S, the standard dualizable object argument
extends to one for vector bundles on S and shows that the value of the field theory on the (+)-point
must be a vector space (V+)x, and the value on the (−)-point is the dual space, (V−)
∗
x. Hence we
see that the a field theory is required to assign a vector bundle V → X to the (+)-point and the
dual vector bundle V ∗ → X to the (−)-point.
Now we need to show that the value on a generating bordism with an arbitrary map to X is
determined by this finite rank vector bundle and the value of the field theory on the path category.
For generating bordisms of type (1) this is clear, since such a bordism can be identified with a
morphism in the path category.
For bordisms of type (2) and (3) we use the techniques of Lemma 5.1 to identify the value of a
field theory on a 0- or 1-handle with the value on a handle that has a sitting instance at its Morse
critical point. Then we can factor the handle into 3 pieces: one given by a subset of the sitting
instant of the Morse critical points (i.e., a handle that is mapped constantly to X) and two paths
given by the closure of the complement of this subset in the original handle. Hence, the value of the
original bordism is determined by previously computed dualizing data at the sitting instant together
with the value on paths between points. 
Proof of Theorem A. The result follows from Theorem B and Proposition 4.2. 
Appendix A. Descent for representations of paths
Proof of Theorem 4.3. To simplify the notation, in this proof let V = Vect.
We claim the map
(3) C∞-Cat(P(X),V)→ C∞-Cat(hocolim∆ P(U•),V)
is a fibration of Kan simplicial sets; in fact, this applies to any fibrant target V . To verify the
claim, first we observe that the homotopy colimit of the simplicial Cˇech codescent diagram can be
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computed as the ordinary colimit: all objects are cofibrant in the local model structure on C∞-Cat
and the Cˇech diagram is canonically split, so the inclusion of degenerate n-simplices (i.e., the latching
object of n) into all n-simplices splits off in a coproduct whose other term is the coproduct of all
objects in the Cˇech diagram at level n whose multiindex does not have two consecutive coinciding
indices. Thus the Cˇech diagram is projectively cofibrant and its colimit is also its homotopy colimit.
The map from the strict colimit over the cover into PX is a levelwise injection, and therefore a
cofibration. Furthermore, since all objects are cofibrant and V is fibrant, the mapping spaces are
Kan complexes, and the map induced from the cofibration yields a of Kan simplicial sets.
To verify that the fibration (3) is a weak equivalence, it suffices to show that the fibers over
0-simplices (which are Kan complexes) are contractible. We accomplish this by producing for each
inclusion of ∂∆n an explicit filling.
Fix R : colimPU• → V an m-simplex of the target mapping space; we will define a lift R˜ in the
source mapping space. First we observe that R˜ is determined by its values on PX(0) and PX(1),
for we have a commuting diagram
PX(k) −→ PX(1)×PX(0) · · · ×PX(0) PX(1)yR˜ yR˜k
V∆
m
(k)
∼
−→
(
V(1)×V(0) · · · ×V(0) V(1)
)∆m
where the equivalence is the Segal condition for V .1 Hence, if we define a lift over [0] and [1]
compatible with the maps maps [0]⇒ [1] and [1]→ [0], this will determine R˜, up to a contractible
choice coming from a homotopy inverse of the Segal maps in smooth vector spaces. Roughly,
this is the C∞-categorical analog of demonstrating an equivalence of categories through essential
surjectivity and full faithfulness.
Since our local model structure inverted Cˇech covers, we immediately obtain an equivalence
between PX(0) (which is essentially X) and colimPU•(0) (which is essentially the cover). This
equivalence allows us to choose a lift R˜ of R over [0] ∈ ∆. It remains to construct a lift over [1] ∈ ∆.
We will restrict attention to a subsimplicial set PcutX(1) ⊂ PX(1) with the following two proper-
ties: (1) a vertex γ of PcutX(1) (i.e., S-family of paths in X) is a vertex of PX(1) for which there is
a finite N so that N − 1 cut points can be added to γ in such a way that each subpath contained in
a consecutive pair of cut points lies within some Ui; and (2) n-simplices of P
cutX(1) are n-simplices
of PX(1) such that the relevant diffeomorphisms of paths are supported in a component of the open
cover of γ gotten from pulling back the cover {Ui}. Since any S-family of paths satisfies property (1)
locally (the core of any family of paths is proper) constructing R˜ on such families determines R˜ on
general families via descent in Cart. Furthermore, for families of paths satisfying property (1),
any diffeomorphism of a path can be factored into a finite composition of diffeomorphisms as in
property (2). Hence, constructing R˜ on Pcut(X)(1) will determine R˜ on PX(1).
We define a map PcutX(1) → V∆
m
(1) inductively for each simplicial level. For 0-simplices,
choose a cutting of a given S-family of paths subordinate to the open cover {Ui}, evaluate R on the
families of subpaths determined by the cutting (viewing each family of subpaths as lying in some
fixed Ui), which returns a point in (VS(1)×VS(0) · · · ×VS(0) VS(1))
∆m . By the Segal condition in V ,
this determines a point (unique up to contractible choice) in CS(N), where N is the number of cut
points. Choosing a cartesian 1-simplex whose target is the constructed 0-simplex in VS(N) covering
the map [1] → [N ] that maps 0 7→ 0 and 1 7→ N (which is again unique up to contractible choice)
yields a map that “forgets the cut points,” and the domain in VS(1) defines R˜ on 0-simplices.
For a 1-simplex over S → S′ determined by a diffeomorphism of paths, we refine the N cut points
of the source and N ′ cut points of the target chosen in the previous paragraph by pulling back (and
pushing forward) the cut points along the given diffeomorphism, and taking the disjoint union of the
resulting cut points. Then the diffeomorphism necessarily preserves the cut points. By applying R
1As in our discussion of the Segal maps in C∞-Cat, we understand the fibered products in the displayed equation
as homotopy mapping spaces from spines into PX and V .
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to the subpaths as above, we obtain a 1-simplex in V(1)×V(0) · · · ×V(0) V(1) over the map S → S
′.
We lift this 1-simplex to a 1-simplex in V(N +N ′) and then we send it to V(1) as explained in the
previous paragraph. The resulting 1-simplex must be adjusted so that its endpoints coincide with
those constructed previous, and we use the following diagram to define the adjustment, where the
middle row of the diagram defines the 1-simplex:
V(1)×V(0) · · · ×V(0) V(1)︸ ︷︷ ︸
N factors
V(1)×V(0) · · · ×V(0) V(1)︸ ︷︷ ︸
N ′ factors
V(N0)×V(0) · · · ×V(0) V(Ni)
V(N ′0)×V(0) · · · ×V(0) V(N
′
j).
V(N +N ′) V(1)×V(0) · · · ×V(0) V(1)︸ ︷︷ ︸
N+N ′ factors
V(1)
V(N)
V(N ′)
∼
∼
∼
∼
∼
Start with the source vertex in the N + N ′-fold fibered product, lift it to V(N0) ×V(0) · · · ×V(0)
V(Ni), where Ni denotes the number of additional cut points (plus 1) inserted between the N given
cut points, and send it to the N -fold fibered product, obtaining some 0-simplex. In the previous
paragraph we constructed a 0-simplex in the same target by evaluating R on the subdivision. By the
Segal condition these two 0-simplices are connected by a 1-simplex that is unique up to a contractible
choice. We then lift this 1-simplex to V(N), preserving the original lift of the second 0-simplex, and
then send it to V(1) using a cartesian square, again preserving the original image of the second
0-simplex. We obtain a 1-simplex connecting the original image of the source vertex and the newly
constructed image. Performing a similar construction for the target vertex we obtain a 3-spine that
in the middle passes through the 1-simplex constructed at the beginning of this paragraph. Using
the Kan condition we replace the 3-spine with a genuine 1-simplex, which we declare to be the image
of the original 1-simplex.
Finally, n-simplices in PcutX(1) and Vect are spines of 1-simplices, so we map such a spine to V(1)
and then lift it to an n-simplex in the obvious way. 
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