The derivation of the conservation law for defocusing nonlinear
  Schroedinger equations with non-vanishing initial data at infinity by Miyazaki, Hayato
ar
X
iv
:1
31
1.
21
57
v3
  [
ma
th.
AP
]  
22
 O
ct 
20
18
THE DERIVATION OF THE CONSERVATION LAW FOR
DEFOCUSING NONLINEAR SCHRO¨DINGER EQUATIONS
WITH NON-VANISHING INITIAL DATA AT INFINITY
HAYATO MIYAZAKI
Abstract. For nonlinear Schro¨dinger equations in less than or equal to four
dimension, with non-vanishing initial data at infinity, a new approach to de-
rive the conservation law is obtained. Since this approach does not contain
approximating procedure, the argument is simplified and some of technical
assumption of the nonlinearity to derive the conservation law and time global
solutions, is removed.
1. Introduction
In this paper, we consider defocusing nonlinear Schro¨dinger equations in dimen-
sion n ≤ 4. {
i
∂u
∂t
+∆u+ f(|u|2)u = 0, t ∈ (0, T ), x ∈ Rn,
u(0, x) = u0(x), x ∈ R
n,
(1.1)
where u(t, x) : (0, T ) × Rn → C. The initial data u0 has the following boundary
condition:
|u0(x)|
2 → ρ0 as |x| → ∞,
where ρ0 > 0 denotes the light intensity of the background. The nonlinear term f is
assumed to be defocusing. Namely the real-valued function f satisfies the following
assumption:
f(ρ0) = 0, f
′(ρ0) < 0. (Hf )
Equation (1.1) with non-vanishing initial data at infinity appears as a relevant
model in great various physical problems: for example, Bose-Einstein condensation
and superfluidity (see [5], [9], [3]), and nonlinear topics (dark solitons, optical vor-
tices) (see [2], [10]). Two important model cases for (1.1) have been extensively
studied both in the physical and mathematical literatures: the Gross-Pitaevskii
equation (where f(r) = 1− r) and the so-called ”cubic-quintic” Schro¨dinger equa-
tion (where f(r) = (r − ρ0)(2a + ρ0 − 3r), 0 < a < ρ0). Gallo [1] has considered
the Cauchy problem for (1.1). He proved the following theorem:
Theorem 1.1 (Theorem 1.1 in Gallo [1]). Let n ≤ 4 and ρ0 > 0. Assume that
f ∈ Ck(R+) (k = 3 if n = 2, 3, k = 4 if n = 4) satisfying (Hf ), and there exist
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α1 ≥ 1, with a supplementary condition α1 < α
∗
1 if n = 3, 4 (α
∗
1 = 3 if n = 3,
α∗1 = 2 if n = 4), and α2 ∈ R with α1 − α2 ≤ 1/2 such that
∃C0 > 0, ∃A > ρ0 s.t.

∀r ≥ 1,
{
|f ′′(r)| ≤ C0r
α1−3 if n = 1, 2, 3,
|f ′′′(r)| ≤ C0r
α1−4 if n = 4,
(Hα1){
if α1 ≤ 3/2, V is bounded from below,
if α1 > 3/2, ∀r ≥ A, r
α2 ≤ C0V (r),
(Hα2)
where V (r) :=
∫ ρ0
r f(s)ds. Then for any function φ satisfying
φ ∈ Ck+1b (R
n), ∇φ ∈ Hk+1(Rn)n, |φ|2 − ρ0 ∈ L
2(Rn), (Hφ)
(1.1) is globally well-posed in φ + H1(Rn). Namely, for any w0 ∈ H
1(Rn), there
exists an unique w ∈ C(R, H1(Rn)) such that φ + w is the solution to (1.1) with
the initial data w(0) = w0. Moreover, The solution depends continuously on the
initial data w0 ∈ H
1.
Generally, we take two steps to construct a time global solution for the Cauchy
problem of usual nonlinear Schro¨dinger equations ((NLS)s) (see [7]). The first step
is to construct a time local solution to Duhamel’s integral equation by using a
contraction argument. The next step is to extend the solution to the time global
solution by using conservation laws. For Cauchy problem (1.1), we follow the same
steps stated above. Thus, to get time global solutions, it is important to obtain
conservation laws. We obtain formally the conservation law of energy by multiplying
the equation (1.1) by u¯t, integrating over R
n, and taking the real part. There are
basically two methods to justify the procedure above. One is that solutions is
approximated by a sequence of regular solutions, using the continuous dependence
of solutions on the initial data. Other is to use a sequence of regularized equations
of (1.1) whose solutions have enough regularities to perform the procedure above
(see [8]). However, these two methods involve a limiting procedure on approximate
solutions. Instead, for (NLS)s with a local interaction nonlinearity, Ozawa [8] derive
conservation laws by using additional properties of solutions provided by Strichartz
estimates. We need the following definitions to mention it:
Definition 1.1. (i) A positive exponent p′ is called the dual exponent of p if
p and p′ satisfy 1/p+ 1/p′ = 1.
(ii) A pair of two exponents (p, q) is called an admissible pair if (p.q) satisfies
.
2
p
+
n
q
=
n
2
, p ≥ 2, (p, q) 6= (2,∞).
Strichartz estimates are described as the following lemma:
Lemma 1.1 (Strichartz estimates [7]). Let (p1, q1) and (p2, q2) be admissible pairs.
Then
(i) for all f ∈ L2(Rn),
‖eit∆f‖Lp1(R,Lq1(Rn)) ≤ C‖f‖L2(Rn),
(ii) let T > 0, for all f ∈ Lp
′
1([0, T ], Lq
′
1(Rn)),∥∥∥∥∫ t
−∞
ei(t−τ)∆f(τ)dτ
∥∥∥∥
Lp2([0,T ],Lq2(Rn))
≤ C‖f‖
Lp
′
1([0,T ],Lq
′
1(Rn))
,
where p′1 and p
′
2 are the dual exponents of p1 and p2, respectively.
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In this paper, for the equation (1.1) in n = 2, 3, 4, we derive the conservation
law for time local solutions without approximating procedure. Instead of that, we
use Ozawa’s idea [8]. Note that when n = 1, because H1 →֒ L∞, Gallo [1] derived
it without approximating procedure (see section 2, 3 in Gallo [1]), and that for
n ≥ 2, Gallo [1] derive it using the approximate argument (see section 5 in Gallo
[1]). We follow Ozawa’s idea, however, we can not derive the conservation law only
by Ozawa’s idea, due to the nonlinearity and the space of a solution. We derive the
conservation law to combine Ozawa’s idea with decomposing the nonlinear term by
applying the method for the decomposition of Schro¨dinger operator in Ge´rard [6].
Moreover, we remove some of technical assumptions of the nonlinearity necessary
to derive the conservation law. Our main result is as follows.
Theorem 1.2. Let n = 2, 3, 4. Let ρ0 > 0, and f ∈ C
2(R+) satisfying (Hf ).
Moreover, we assume that there exist α1 ≥ 1, with a supplementary condition
α1 < α
∗
1 if n = 3, 4 (α
∗
1 = 3 if n = 3, α
∗
1 = 2 if n = 4) such that
∃C0 > 0, s.t. ∀r ≥ 1, |f
(k)(r)| ≤ C0r
α1−1−k (k = 1, 2). (H′α1)
Let φ be a function satisfying
φ ∈ C2b (R
n), ∇φ ∈ H2(Rn)n, |φ|2 − ρ0 ∈ L
2(Rn). (H′φ)
(Note that such function φ is called as a regular function of finite energy.) Let
w ∈ C([0, T ], H1(Rn)) be a mild solution of the integral equation
w(t) = eit∆w0 − i
∫ t
0
ei(t−t
′)∆F (w(t′))dt′ (1.2)
for some w0 ∈ H
1 and T > 0, where F (w) := −∆φ− f(|φ+ w|2)(φ + w).
Then E(w(t)) = E(w0) for all t ∈ [0, T ], where
E(w) :=
∫
Rn
|∇(φ + w)|2dx+
∫
Rn
V (|φ+ w|2)dx,
and
V (r) :=
∫ ρ0
r
f(s)ds.
Remark 1.1. Gallo [1] prove the energy conservation law under f ∈ Ck(R+) (k = 3
if n = 2, 3, k = 4 if n = 4) satisfying (Hf ), (Hα1) and (Hα2) for some α1 ≥ 1
and α2 ∈ R with α1 − α2 ≤ 1/2, and φ satisfying (Hφ), but we can prove it under
f ∈ C2(R+) with (Hf ) and (H
′
α1) for some α1 ≥ 1, and φ with (H
′
φ).
Remark 1.2. For proofs of the a priori estimate of f(|φ + w|2)(φ + w) (that is
Lemmas 3.1 - 3.4, and Lemmas 4.1 - 4.4 in Gallo [1]) and boundedness of H1 norm
of w on bounded intervals (that is Lemma 3.3 in Gallo [1]), we need that there
exists Cα1 > 0 such that for any r ≥ 0,
r1/2|f (k)(r)| ≤ Cα(1 + r
max(0,α1−(2k+1)/2)) (k = 1, 2), (1.3)
where 1 ≤ α1 with the same supplementary condition in Theorem 1.1. If 3/2 <
α1 ≤ 2, then we can not obtain (1.3) from (Hα1) or (Hα2). Therefore by replacing
(Hα1) with (H
′
α1), we deduce (1.3) from (H
′
α1) only. To show (1.3), we do not need
(Hα2).
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Moreover, as a corollary to the main result, we can deduce a globally well-
posedness of (1.1). Due to theorem 1.2, we can remove a technical assumption of
the nonlinear term. We have the following result:
Corolary 1.1. Let n = 2, 3, 4. We assume that f and φ satisfy the same assump-
tions as in Theorem 1.2, with a supplementary assumption as f satisfying (Hα2) for
some α2 ∈ R with α1−α2 ≤ 1/2. Then (1.1) is globally well-posed in φ+H
1(Rn).
That is, for any w0 ∈ H
1(Rn), there exist a unique w ∈ C(R, H1(Rn)) such that
φ + w solves (1.1) with the initial data w(0) = w0. Moreover, for any T > 0, the
flow map w0 7→ w (H
1 → C([0, T ], H1)) is Lipschitz continuous on the bounded
sets of H1(Rn). The energy E(w) is conserved by the flow.
The structure of this paper is as follows. In section 2, we introduce the previous
results of Gallo [1] on the local existence of solutions of (1.1). In section 3 and
4, we give estimates of the nonlinear term and results of the time-derivative term
needed for the proof of the main result, respectively. In section 5, we prove the
main result.
Notation. For a Banach space X , T > 0 and p ∈ [1,∞], LpTX denotes the Banach
space Lp([0, T ], X) equipped with its natural norm.
2. Previous results
For n ≤ 4, Gallo [1] prove the globally well-posedness of (1.1). We state the
result for n = 2, 3, 4. A first strategy of the proof is that (1.1) is transformed as
follows to look for a solution of (1.1) under the form φ+ w.{
i
∂w
∂t
+∆w = F (w(t)), t ∈ (0, T ), x ∈ Rn,
w(0, x) = w0(x), x ∈ R
n,
(2.1)
where
F (w) := −∆φ− f(|φ+ w|2)(φ + w).
In a next strategy, he prove that (2.1) is locally well-posed in H1 by using
Strichartz estimates and a contraction argument for the map
Φ(w) = eit∆w0 − i
∫ t
0
ei(t−s)∆F (w(s))ds,
in the space
XT := L
∞
T H
1 ∩ LpTW
1,q
equipped with its natural norm
‖w‖XT := ‖w‖L∞T H1 + ‖w‖L
p
T
W 1,q ,
where a pair (p, q) is a admissible pair defined as (p, q) := (6/n, 6) for n = 2, 3,
(p, q) := (2, 4) for n = 4. We remark that Gallo [1] takes (p, q) := (4, 4) for n = 2.
Note that our choice also works for getting local existence of solution to (1.1). For
locally well-posedness, Gallo [1] prove the following theorem:
Theorem 2.1 (Gallo [1]). Let n = 2, 3, 4. Let ρ0 > 0, and f ∈ C
2(R+) satisfying
(Hf ). Moreover, we assume that there exist α1 ≥ 1, with a supplementary condition
α1 < α
∗
1 if n = 3, 4 (α
∗
1 = 3 if n = 3, α
∗
1 = 2 if n = 4), and α2 ∈ R with α1−α2 ≤ 1/2
such that (Hα1) and (Hα2). Let φ be a function satisfying (H
′
φ).
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Then for any R > 0, there exists T (R) > 0 such that for any w0 ∈ H
1 with
‖w0‖H1 ≤ R, there exists an unique solution w ∈ XT (R) of the integral equation
(1.2). Moreover w ∈ C([0, T (R)], H1).
If w˜ ∈ C([0, T ], H1) solves (1.2) for some T > 0, then w˜ ∈ XT , and w˜ ∈ XT is
the unique solution to (1.2) in C([0, T ], H1).
Also the flow map is locally Lipschitz continuous on the bounded sets of H1,
indeed for any R > 0, there exists T (R) > 0 such that for any T ′ ∈ (0, T (R)]
and w0, w˜0 ∈ H
1 with ‖w0‖H1 ≤ R and ‖w˜0‖H1 ≤ R, corresponding solutions w,
w˜ ∈ XT ′ of (1.2) satisfy the following locally Lipschitz continuity:
‖w − w˜‖XT ′ ≤ C‖w0 − w˜0‖H1 , (2.2)
where C is a positive constant depending on ‖w‖XT ′ and ‖w˜‖XT ′ . Especially, for
the same constant C,
‖w − w˜‖L∞
T′
H1 ≤ C‖w0 − w˜0‖H1 .
Furthermore, the energy E(w(t)) is conserved for all t ∈ [0, T ].
Remark 2.1. To obtain the local existence theorem above, it seems to be too much
to assume both (Hα1) and (Hα2) for some α1 ≥ 1 and α2 ∈ R with α1 −α2 ≤ 1/2.
Theorem 2.1 can be shown only assuming (H′α1). To show only the local existence
theorem, we do not need (Hα2).
From Theorem 2.1, a local solution of (2.1) is constructed as the following the-
orem:
Theorem 2.2. Let n = 2, 3, 4. Let w0 ∈ H
1. Let T > 0 and let w be a
mild solution of the integral equation (1.2) with w ∈ C([0, T ], H1). Then, for any
t0 ∈ [0, T ], there exists v(t0) ∈ H
−1 such that
w(t0 + h)− w(t0)
h
→ v(t0) in H
−1 as h→ 0.
Moreover, denoting v(t0) by ∂tw(t0), w is a solution of (2.1), indeed w satisfies
(i) i∂tw(t) + ∆w(t) = F (w(t)) in H
−1 for all t ∈ [0, T ],
(ii) w(0) = w0.
3. The estimates of nonlinear terms
In what follows, we put F˜ (w) = −f(|φ + w|2)(φ + w). Applying directly the
decomposition of F (w) that Gallo [1] used, we can deduce the following decompo-
sitions for F˜ (w). Note that we can show Lemmas 3.1 - 3.4 by applying the same
method to F˜ (w) as corresponding lemmas for F (w) in Gallo [1]. The statements
of lemma 3.1 and Lemma 3.3 is slightly different from these lemmas in Gallo [1].
Therefore we prove them in appendix.
Lemma 3.1. Let T > 0. For any w ∈ XT , there exist
F˜1(w) ∈ L
∞
T L
2, F˜2(w) ∈ L
∞
T L
q′
such that
F˜ (w) = F˜1(w) + F˜2(w).
Moreover it follows that
‖F˜1(w)‖L∞
T
L2 + ‖F˜2(w)‖L∞
T
Lq′
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≤ C(1 + ‖w‖L∞
T
L2) + C(‖w‖
2
L∞
T
H1 + ‖w‖
max(2,2α1−1)
L∞
T
H1 ), (3.1)
where C is a positive constant depending on T . Also for a same decomposition of
F˜ (w) in the above, we have F˜2(w) ∈ L
p
TL
2 and
‖F˜2(w)‖Lp
T
L2 ≤ C(‖w‖
2
L∞
T
H1 + ‖w‖
max(2,2α1−1)
XT
),
where C is a positive constant depending on T . Thus F2(w) ∈ L
p
TL
2.
Lemma 3.2. Let T > 0. For any w ∈ XT , there exist
G˜1(w) ∈ L
∞
T L
2, G˜2(w) ∈ L
p′
T L
q′ .
such that
∇F˜ (w) = G˜1(w) + G˜2(w).
Moreover it follows that
‖G˜1(w)‖L∞
T
L2 + ‖G˜2(w)‖Lp′
T
Lq′
≤ C(1 + ‖∇w‖L∞
T
L2)
+ C(1 + ‖∇w‖L∞
T
L2)(‖w‖L∞
T
H1 + ‖w‖
max(1,2α1−2)
XT
),
where C is a positive constant depending on T .
Lemma 3.3. Let T > 0. For any w1, w2 ∈ XT , decomposing f(|φ + w|
2)(φ + w)
as Lemma 3.1, it follows that
‖F˜1(w1)− F˜1(w2)‖L∞
T
L2 + ‖F˜2(w1)− F˜2(w2)‖L∞
T
Lq′
≤ C‖w1 − w2‖L∞
T
H1 + C‖w1 − w2‖L∞
T
H1
× ((‖w1‖L∞
T
H1 + ‖w2‖L∞
T
H1) + (‖w1‖L∞
T
H1 + ‖w2‖L∞
T
H1)
max(1,2α1−2)),
where C is a positive constant depending on T .
Lemma 3.4. Let T > 0. For any w1, w2 ∈ XT , decomposing f(|φ + w|
2)(φ + w)
as Lemma 3.2, it follows that
‖G˜1(w1)− G˜1(w2)‖L∞
T
L2 + ‖G˜2(w1)− G˜2(w2)‖Lp′
T
Lq′
≤ C‖∇(w1 − w2)‖L∞
T
L2
+ C(1 + ‖w1‖L∞
T
H1 + ‖w2‖L∞
T
H1)
max(1,2α1−2)‖w1 − w2‖L∞
T
H1
+ C‖w1 − w2‖XT (‖w1‖
max(1,2α1−2)
XT
+ ‖w2‖
max(1,2α1−2)
XT
)
+ C‖w1 − w2‖XT (1 + ‖w1‖L∞T H1 + ‖w2‖L∞T H1 )
× (‖w1‖
max(0,2α1−3)
XT
+ ‖w2‖
max(0,2α1−3)
XT
),
where C is a positive constant depending on T .
Remark 3.1. Let T > 0. Lemma 3.1 and Sobolev embedding H1 →֒ Lq, imply
that for any w ∈ C([0, T ], H1) and t ∈ [0, T ], F (w(t)) ∈ H−1. Furthermore, for any
t0 ∈ [0, T ], Lemma 3.3 yields
‖F (w(t)) − F (w(t0))‖H−1 ≤ C‖w(t)− w(t0)‖H1
→ 0 as t→ t0,
where C is a positive constant depending on ‖w‖L∞
T
H1 . To show it, for w ∈
C([0, T ], H1), it suffices to put w1(s) = w(t) and w2(s) = w(t0) (0 ≤ s ≤ T ).
Thus we also obtain F (w) ∈ C([0, T ], H−1).
THE DERIVATION OF THE CONSERVATION LAWS 7
In the proof of the main result, we use the following Lemma:
Lemma 3.5. For any η ∈ L2 + Lq
′
, it follows that
‖χ(Dx)η‖H1 ≤ C‖η‖L2+Lq′ . (3.2)
Moreover for any η ∈ S ′(Rn) with ∇η ∈ L2 + Lq
′
, we obtain
‖(1− χ(Dx))η‖H1 ≤ C‖∇η‖L2+Lq′ . (3.3)
Note that if X and Y are Banach spaces, then X+Y is a Banach space equipped
with the norm
‖v‖X+Y := inf{‖v1‖X + ‖v2‖Y : v = v1 + v2, v1 ∈ X, v2 ∈ Y }.
We use the following Theorem to prove Lemma 3.5.
Theorem 3.1 (Fourier multiplier theorem [4]). Let 1 < p <∞. For some integer
s > n/2, suppose that m(ξ) ∈ Cs(Rn\{0}) ∩ L∞(Rn). Assume also that for all
multi-index α with |α| ≤ s, there exists a positive constant Cα such that
|∂αξ m(ξ)| ≤ Cα|ξ|
−|α|. (ξ ∈ Rn \ {0}) (3.4)
Then, there exists a positive constant C depending on p, Cα, d, s such that
‖m(Dx)f‖Lp ≤ C‖f‖Lp .
Proof of Lemma 3.5. For any η ∈ L2 + Lq
′
, There exist η1 ∈ L
2 and η2 ∈ L
q′
such that η = η1 + η2. Q(ξ) denotes (1 + |ξ|
2)χ(ξ). Also, Q(ξ) satisfies (3.4) since
χ ∈ C∞0 (R
n). Therefore, using Fourier multiplier theorem, we obtain
‖χ(Dx)η‖H1 = ‖Q(Dx)η‖H−1
≤ ‖Q(Dx)η1‖L2 + ‖Q(Dx)η2‖Lq′
≤ C (‖η1‖L2 + ‖η2‖Lq′ ) .
Therefore, we deduce that
‖χ(Dx)η‖H1 ≤ C‖η‖L2+Lq′ .
Next, for any η ∈ S ′(Rn) with ∇η ∈ L2 + Lq
′
, there exist (ζj1(w))j=1,··· ,n ∈ L
2
and (ζj2(w))j=1,··· ,n ∈ L
q′ such that ∇η = ζ1 + ζ2. Using Pj(ξ) := −iξj/|ξ|
2
(ξ := (ξj)j=1,··· ,n ∈ R
n), we have
(1− χ(Dx))η = (1− χ(Dx))
n∑
j=1
Pj(Dx)∂jη
=
n∑
j=1
(1− χ(Dx))Pj(Dx)ζ
j
1 +
n∑
j=1
(1− χ(Dx))Pj(Dx)ζ
j
2 .
Fourier multiplier theorem implies
‖(1− χ(Dx))η‖H1+W 1,q′
≤
n∑
j=1
‖(1− χ(Dx))Pj(Dx)ζ
j
1‖H1 +
n∑
j=1
‖(1− χ(Dx))Pj(Dx)ζ
j
2‖W 1,q′
≤ C‖ζ1‖L2 + C‖ζ2‖Lq′ .
Thus we get
‖(1− χ(Dx))η‖H1+W 1,q′ ≤ C‖∇η‖L2+Lq′ .
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
4. Regularities of time-derivative term
In this section, we shall show properties of the time-derivative term ∂tu.
Lemma 4.1. Let n = 2, 3, 4, and let (p, q) := (6/n, 6) for n = 2, 3, (p, q) := (2, 4)
for n = 4. Let w be a solution of equation (2.1) belonging to C([0, T ], H1) for some
T > 0 with the initial data w(0) = w0 ∈ H
1. Then for any 0 < ε < T ′ < T ,
(i)
∥∥∥∥w(·+ h)− w(·)h − ∂tw(·)
∥∥∥∥
C([ε,T ′],H−1)
→ 0 as h→ 0,
and
(ii)
∥∥∥∥w(·+ h)− w(·)h − ∂tw(·)
∥∥∥∥
Lp([ε,T ′],W−1,q)
→ 0 as h→ 0.
Proof. Note that equation (2.1) implies
∂tw = i(∆w − F (w)). (4.1)
We show (i) and (ii) using (4.1).
Proof of (i). Note that from Theorem 2.2, for any 0 ≤ t ≤ T , ∂tw(t) ∈ H
−1 exists
in strong sense. Hence, it suffices to show continuity of ∂tw(t) on [0, T ]. Clearly,
‖∆w‖H−1 ≤ ‖∇w‖L2 , (4.2)
which yields ∆w ∈ C([0, T ], H−1). Using (4.1), (4.2) and Remark 3.1, we obtain
∂tw ∈ C([0, T ], H
−1).
Hence, it follows that for all t0, t ∈ [0, T ],
w(t) − w(t0) =
∫ t
t0
∂tw(s)ds in H
−1. (4.3)
We take 0 < ε < T ′ < T . For all t0 ∈ [ε, T
′] and sufficiently small h ∈ R,∥∥∥∥w(t0 + h)− w(t0)h − ∂tw(t0)
∥∥∥∥
H−1
≤
1
|h|
∣∣∣∣∣
∫ t0+h
t0
‖∂tw(s) − ∂tw(t0)‖H−1ds
∣∣∣∣∣
≤ sup
|s−t0|≤|h|
‖∂tw(s)− ∂tw(t0)‖H−1 .
Since t 7→ ∂tu(t) ∈ H
−1(Rn) is uniformly continuous on [0, T ], we obtain (i).
Proof of (ii). Since W 1,q
′
(Rn) →֒ L2(Rn) and w ∈ C([0, T ], H−1) and φ satisfies
(Hφ), we clearly get
∆w ∈ Lp([0, T ],W−1,q) and ∆φ ∈ Lp([0, T ],W−1,q). (4.4)
Moreover, using Sobolev embedding and duality argument, we conclude L2 →֒
W−1,q. Thus Lemma 3.1 yields
F (w) ∈ Lp([0, T ],W−1,q). (4.5)
Therefore, concatenating (4.1), (4.4) and (4.5), we obtain
∂tw ∈ L
p([0, T ],W−1,q).
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Let t0 ∈ [0, T ]. By (4.3), for any t ∈ [0, T ],
w(t) − w(t0) =
∫ t
t0
∂tw(s)ds in S
′(Rn),
where S(Rn) and S ′(Rn) denote Schwartz space on Rn and the space of tempered
distributions on Rn, respectively. Using Ho¨lder’s inequality, we get∥∥∥∥∫ ·
t0
∂tw(s)ds
∥∥∥∥
Lp([0,T ],W−1,q)
≤
∥∥∥∥∫ ·
t0
‖∂tw(s)‖W−1,qds
∥∥∥∥
Lp([0,T ])
≤
[∫ T
0
(t− t0)
p/p′
(∫ t
t0
‖∂tw(s)‖
p
W−1,qds
)
dt
]1/p
≤ T 1/p
′
[∫ T
0
(∫ t
t0
‖∂tw(s)‖
p
W−1,qds
)
dt
]1/p
≤ T 1/p
′
(
T ×
∫ T
0
‖∂tw(s)‖
p
W−1,qds
)1/p
≤ T ‖∂tw‖Lp
T
W−1,q .
Therefore, for all t0 ∈ [0, T ],
w(·)− w(t0) =
∫ ·
t0
∂tw(s)ds in L
p([0, T ],W−1,q). (4.6)
Combining (4.6) with Strichartz’s estimate, in a way similar to the preceding argu-
ment, for all 0 < ε < T ′ < T , we obtain∥∥∥∥w(· + h)− w(·)h − ∂tw(·)
∥∥∥∥
Lp([ε,T ′],W−1,q)
≤
∥∥∥∥∥ 1h
∫ ·+h
·
‖∂tw(s) − ∂tw(·)‖W−1,qds
∥∥∥∥∥
Lp([ε,T ′])
=
{∫ T ′
ε
∣∣∣∣∣1h
∫ t0+h
t0
‖∂tw(s) − ∂tw(t0)‖W−1,qds
∣∣∣∣∣
p
dt0
}1/p
≤ h1/p
′−1
{∫ T ′
ε
(∫ t0+h
t0
‖∂tw(s) − ∂tw(t0)‖
p
W−1,qds
)
dt0
}1/p
= h1/p
′−1
{∫ h
0
(∫ T ′
ε
‖∂tw(t0 + s)− ∂tw(t0)‖
p
W−1,qdt0
)
ds
}1/p
≤ sup
0≤s≤h
(∫ T ′
ε
‖∂tw(t0 + s)− ∂tw(t0)‖
p
W−1,qdt0
)1/p
→ 0 as h→ 0.
This completes the proof of Lemma 4.1. 
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5. The proof of the main result
Since Schro¨dinger operator eit∆ becomes bounded operator from φ+H1 to itself
(see Lemma 3 in Ge´rard [6]), we can obtain
φ = eit∆φ− i
∫ t
0
ei(t−t
′)∆∆φdt′.
Combining the above equality with (1.2), we get
φ+ w(t) = eit∆(φ+ w0)− i
∫ t
0
ei(t−t
′)∆F˜ (w(t′))dt′, (5.1)
where F˜ (w) := −f(|φ+ w|2)(φ + w). From now on, we deduce the proof in a way
similar to Ozawa [8]. Acting ∇ on (5.1), we obtain
||∇(φ + w(t))||2L2
= ||∇ei(−t)∆(φ+ w(t))||2L2
= ||∇(φ+ w0)||
2
L2 − 2 Im
(
∇(φ + w0),
∫ t
0
ei(−t
′)∆∇F˜ (w(t′))dt′
)
L2
+
∥∥∥∥∫ t
0
ei(−t
′)∆∇F˜ (w(t′))dt′
∥∥∥∥2
L2
. (5.2)
The second term on the RHS of (5.2) satisfies the following equality:
− 2 Im
(
∇(φ + w0),
∫ t
0
ei(−t
′)∆∇F˜ (u(t′))dt′
)
L2
= −2 Im
∫ t
0
〈eit
′∆∇(φ+ w0),∇(F˜ (w(t′)))〉dt
′, (5.3)
where the time integral of the scalar product is understood as the duality coupling
on (L1TL
2∩LptL
q)×(L∞T L
2+Lp
′
T L
q′) with (p, q) = (6/n, 6) if n = 2, 3, (p, q) = (2, 4)
if n = 4. For the last term on the RHS of (5.2), Fubini’s theorem implies∥∥∥∥∫ t
0
ei(−t
′)∆∇(F˜ (w(t′)))dt′
∥∥∥∥2
L2
= 2Re
∫ t
0
〈
∇(F˜ (w(t′))),
∫ t′
0
ei(t′−t′′)∆∇(F˜ (w(t′′)))dt′′
〉
dt′, (5.4)
where the time integral of the scalar product is understood as the duality coupling
on (L∞T L
2 + Lp
′
T L
q′)× (L1TL
2 ∩ LpTL
q). Concatenating (5.2) - (5.4), we compute
‖∇(φ+ w(t))‖2L2
= ||∇(φ + w0)||
2
L2 − 2 Im
∫ t
0
〈eit
′∆∇(φ+ w0),∇(F˜ (w(t′)))〉dt
′
+ 2Re
∫ t
0
〈
∇(F˜ (w(t′))),
∫ t′
0
ei(t′−t′′)∆∇(F˜ (w(t′′)))dt′′
〉
dt′
= ||∇(φ + w0)||
2
L2 + 2 Im
∫ t
0
〈∇(F˜ (w(t′)), eit′∆∇(φ + w0)〉dt
′
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+ 2 Im
∫ t
0
〈
∇(F˜ (w(t′))),−i
∫ t′
0
ei(t′−t′′)∆∇(F˜ (w(t′′)))dt′′
〉
dt′
= ||∇(φ + w0)||
2
L2 + lim
ε↓0
2 Im
∫ t
0
〈(1 − ε∆)−1∇(F˜ (w(t′))),∇w(t′)〉dt′,
where the last equality in the above holds by using (1.2). Taking the duality
coupling between the equation (2.1) and (1 − ε∆)−1∇(F˜ (w)) on H−1 × H1 and
using Im{〈(1− ε∆)−1F˜ (w), F˜ (w)〉} = 0, we obtain
Im〈(1 − ε∆)−1∇(F˜ (w)),∇w〉 = Im{−i〈(1− ε∆)−1F˜ (w), ∂tw〉}.
From these equalities, we can show
‖∇(φ+ w(t))‖2L2
= ||∇(φ + w0)||
2
L2 − lim
ε↓0
2Re
∫ t
0
〈(1 − ε∆)−1F (u(t′), ∂tw(t′)〉dt
′
= ||∇(φ + w0)||
2
L2 − 2Re
∫ t
0
〈F (w(t′), ∂tw(t′)〉dt
′. (5.5)
Note that in the above time integral of the scalar product in the last line is un-
derstood as the duality coupling on (L∞T H
1 + (L∞T H
1 + Lp
′
TW
1,q′))× ((L1TH
−1) ∩
(L1TH
−1 ∩ LpTW
−1,q)) by applying the idea used Lemma 3 in Ge´rard [6], that is,
we decompose F (w) as
F (w) = χ(Dx)F (w) +
n∑
j=1
(1− χ(Dx))Pj(Dx)∂xjF (w),
where χ ∈ C∞0 (R
n) is a cutoff function such that 0 ≤ χ ≤ 1, χ(ξ) = 1 for |ξ| ≤ 1
and χ(ξ) = 0 for |ξ| ≥ 2, and Pj(ξ) = iξj/|ξ|
2.
We show (5.5). It follows from Theorem 2.2, Lemma 3.1, 3.2, 3.5 and 4.1 that∣∣∣∣∫ t
0
〈F˜ (w(t′)), ∂tw(t′)〉dt
′
∣∣∣∣
≤
∫ t
0
|〈χ(Dx)F˜ (w(t
′)), ∂tw(t′)〉|dt
′ +
∫ t
0
|〈(1 − χ(Dx))F˜ (w(t
′)), ∂tw(t′)〉|dt
′
≤ ‖χ(Dx)F˜ (w)‖L∞
T
H1‖∂tw‖L1
T
H−1
+ ‖(1− χ(Dx))F˜ (w)‖Lp′
T
(H1+W 1,q′ )
‖∂tw‖Lp
T
(H−1∩W−1,q).
≤ C(‖F1(w)‖L∞
T
L2 + ‖F2(w)‖L∞
T
Lq′ )‖∂tw‖L∞T H−1
+ C(‖G1(w)‖Lp′
T
L2
+ ‖G2(w)‖Lp′
T
Lq′
)‖∂tw‖Lp
T
(H−1∩W−1,q). (5.6)
Furthermore, by using a similar argument to the above and Lebesgue convergence
theorem, we deduce that
lim
ε↓0
∫ t
0
〈(1− ε∆)−1F˜ (w(t′)), ∂tw(t′)〉dt
′ =
∫ t
0
〈F˜ (w(t′)), ∂tw(t′)〉dt
′,
which yields (5.5).
From (5.5), formally, we can continue as follows:
‖∇(φ+ w(t))‖2L2 = ||∇(φ+ w0)||
2
L2 −
∫ t
0
∂
∂t
(∫
Rn
V (|φ + w(t′)|2)dx
)
dt′
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= ||∇(φ+ w0)||
2
L2 −
∫
Rn
V (|φ+ w(t)|2)dx+
∫
Rn
V (|φ|2)dx,
since a formal argument implies
∂
∂t
(∫
Rn
V (|φ + w(t)|2)dx
)
= 2Re〈F˜ (w(t)), ∂tw(t)〉.
Hence, to justify the argument above, we need to show the following lemma.
Lemma 5.1.
∫
Rn
V (|φ+ w(·)|2)dx ∈W 1,1((0, T ))
and
∂
∂t
(∫
Rn
V (|φ + w(t)|2)dx
)
= 2Re〈F˜ (w(t)), ∂tw(t)〉A×B in L
1((0, T )),
where A := (H1 + (H1 +W 1,q
′
)), B := (H−1 ∩ (H−1 ∩W−1,q)).
Proof. Put I = (0, T ) for simplicity. Moreover, D(I) and D′(I) denote the Fre´chet
space of C∞ functions I → C compactly supported in I and the space of distri-
butions on I, respectively. Note that as is in Gallo [1], from (Hf ), the mapping
w 7→ V (|φ + w|2) become a bounded operator from H1(Rn) to L1(Rn). Thus, for
any ϕ ∈ C∞0 (0, T ), we have〈
∂
∂t
∫
Rn
V (|φ+ w|2)dx, ϕ
〉
D′(I)×D(I)
=
〈
−
∫
Rn
V (|φ+ w|2)dx, ∂tϕ
〉
D′(I)×D(I)
= −
∫
I
(∫
Rn
V (|φ + w(t)|2)dx
)
∂tϕ(t)dt.
Take 0 < ε < T ′ < T such that supp(ϕ) ⊂ [ε, T ′]. Using Lebesgue convergence
theorem, we compute
−
∫
I
(∫
Rn
V (|φ + w(t)|2)dx
)
∂tϕ(t)dt
= lim
h→0
{
−
∫ T ′
ε
(∫
Rn
V (|φ + w(t)|2)dx
)
ϕ(t+ h)− ϕ(t)
h
dt
}
= lim
h′→0
{∫ T ′
ε
(∫
Rn
V (|φ + w(t+ h′)|2)− V (|φ + w(t)|2)
h′
dx
)
ϕ(t)dt
}
=
∫
I
2Re〈F (u(t)), ∂tw(t)〉A×Bϕ(t)dt.
We need to justify the limiting procedure of the last line in the above. Since
(∂/∂z¯)(V (|z|2)) = F˜ (|z|) for any z ∈ C, it follows that∣∣∣∣∫
Rn
V (|φ + w(t+ h)|2)− V (|φ+ w(t)|2)
h
dx− 2Re〈F˜ (w(t)), ∂tw(t)〉A×B
∣∣∣∣
≤
∣∣∣∣∫
Rn
2Re
(∫ 1
0
∂V
∂z¯
(|φ+ w(t) + θ(w(t + h)− w(t))|2)dθ
×
(w(t+ h)− w(t))
h
)
dx −2Re〈F˜ (w(t)), ∂tw(t)〉A×B
∣∣∣
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≤ 2
∣∣∣∣∫
Rn
(∫ 1
0
(
∂V
∂z¯
(|φ + w(t) + θ(w(t + h)− w(t))|2)− F˜ (w(t))
)
dθ
×
(w(t+ h)− w(t))
h
)
dx
∣∣∣∣∣
+ 2
∣∣∣∣∣
∫
Rn
F˜ (w(t))
(w(t + h)− w(t))
h
dx− 〈F˜ (w(t)), ∂tw(t)〉A×B
∣∣∣∣∣
≤ 2
∣∣∣∣∫
Rn
(∫ 1
0
(
F˜ (w(t) + θ(w(t + h)− w(t))) − F˜ (w(t))
)
dθ
×
(w(t+ h)− w(t))
h
)
dx
∣∣∣∣∣
+ 2
∣∣∣∣∣
〈
F˜ (w(t)),
(w(t + h)− w(t))
h
〉
H−1×H1
− 〈F˜ (w(t)), ∂tw(t)〉A×B
∣∣∣∣∣
=: 2L1 + 2L2. (5.7)
The estimation of L1. Choose the cutoff function χ ∈ C
∞
0 (R
n) such that 0 ≤ χ ≤
1, χ(ξ) = 1 for |ξ| ≤ 1 and χ(ξ) = 0 for |ξ| ≥ 2. Using χ(Dx), we decompose L1 as
follows:
L1 ≤
∣∣∣∣∫
Rn
(∫ 1
0
χ(Dx)
{
F˜ (w(t) + θ(w(t + h)− w(t))) − F˜ (w(t))
}
dθ
×
(w(t+ h)− w(t))
h
)
dx
∣∣∣∣∣
+
∣∣∣∣∫
Rn
(∫ 1
0
(1− χ(Dx))
{
F˜ (w(t) + θ(w(t + h)− w(t))) − F˜ (w(t))
}
dθ
×
(w(t+ h)− w(t))
h
)
dx
∣∣∣∣∣
=: K1 +K2.
From now on, Lp[ε,T ′]X denotes the Banach space L
p([ε, T ′], X) for p ∈ [1,∞] and
a Banach space X .
The estimation of K1. By Lemma 3.3, we get
‖F (w(·) + θ(w(· + h)− w(·))) − F (w(·))‖L∞
[ε,T ′]
L2+L∞
[ε,T ′]
Lq′
≤ ‖F1(w(·) + θ(w(· + h)− w(·))) − F1(w(·))‖L∞
[ε,T ′]
L2
+ ‖F2(w(·) + θ(w(· + h)− w(·))) − F2(w(·))‖L∞
[ε,T ′]
Lq′
≤ C‖w(·+ h)− w(·)‖L∞
[ε,T ′]
L2 + C‖w(·+ h)− w(·)‖L∞
[ε,T ′]
H1
× {(‖w(·+ h)‖L∞
[ε,T′]
H1 + ‖w(·)‖L∞
[ε,T ′]
H1 )
+ (‖w(·+ h)‖L∞
[ε,T ′]
H1 + ‖w(·)‖L∞
[ε,T ′]
H1)
max(1,2α1−2)}
≤ C‖w(·+ h)− w(·)‖L∞
[ε,T ′]
H1 + C‖w(·+ h)− w(·)‖L∞
[ε,T ′]
H1
× (‖w‖L∞
T
H1 + ‖w‖
max(1,2α1−2)
L∞
T
H1 )
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≤ C‖w(·+ h)− w(·)‖L∞
[ε,T ′]
H1 (1 + ‖w‖L∞
T
H1 + ‖w‖
max(1,2α1−2)
L∞
T
H1 )
≤ C‖w(·+ h)− w(·)‖L∞
[ε,T ′]
H1 , (5.8)
where C depends on the norm ‖w‖XT of the space XT .
X[ε,T ′] denotes L
∞
[ε,T ′]H
1∩Lp[ε,T ′]W
1,q. Using the estimate similar to (3.2) and (5.8),
we obtain∫ T ′
ε
K1dt
≤
∫ T ′
ε
(∫ 1
0
∥∥∥χ(Dx){F˜ (w(t) + θ(w(t + h)− w(t))) − F˜ (w(t))}∥∥∥
H1
dθ
×
∥∥∥∥∥w(t + h)− w(t)h
∥∥∥∥∥
H−1
)
dt
≤ C
∫ 1
0
(
‖F˜1(w(·) + θ(w(· + h)− w(·))) − F˜1(w(·))‖L∞
[ε,T ′]
L2
+‖F˜2(w(·) + θ(w(· + h)− w(·))) − F˜2(w(·))‖L∞
[ε,T ′]
Lq′
)
dθ
×
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1
≤ C
∫ 1
0
‖w(·+ h)− w(·)‖X[ε,T ′]dθ
∥∥∥∥w(· + h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1
≤ C‖w(·+ h)− w(·)‖X[ε,T ′]
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1
.
By lemma 3.4, we have
‖∇F (w(·) + θ(w(· + h)− w(·))) −∇F (w(·))‖
L∞
[ε,T ′]
L2+Lp
′
[ε,T ′]
Lq′
≤ ‖G˜1(w(·) + θ(w(· + h)− w(·))) − G˜1(w(·))‖L∞
[ε,T ′]
L2
+ ‖G˜2(w(·) + θ(w(· + h)− w(·))) − G˜2(w(·))‖Lp′
[ε,T ′]
Lq′
≤ C‖w(·+ h)− w(·)‖L∞
[ε,T ′]
H1
+ C(1 + ‖w(·+ h)‖L∞
[ε,T ′]
H1 + ‖w(·)‖L∞
[ε,T ′]
H1)
max(1,2α1−2)
× ‖w(·+ h)− w(·)‖L∞
[ε,T ′]
H1
+ C‖w(·+ h)− w(·)‖X[ε,T ′](‖w(·+ h)‖
max(1,2α1−2)
X[ε,T ′]
+ ‖w(·)‖
max(1,2α1−2)
X[ε,T ′]
)
+ C‖w(·+ h)− w(·)‖X[ε,T ′](1 + ‖w(·+ h)‖L∞[ε,T ′]H
1 + ‖w(·)‖L∞
[ε,T ′]
H1)
× (‖w(·+ h)‖
max(0,2α1−3)
X[ε,T ′]
+ ‖w(·)‖
max(0,2α1−3)
X[ε,T ′]
)
≤ C‖w(·+ h)− w(·)‖X[ε,T ′] , (5.9)
where C depends on ‖w‖XT . Using the estimate similar to (3.3) and (5.9), we have
K2 ≤
∥∥∥∥∫ 1
0
(1− χ(Dx))
{
F˜ (w(t) + θ(w(t + h)− w(t))) − F˜ (w(t))
}
dθ
∥∥∥∥
H1+W 1,q′
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×
∥∥∥∥∥ (w(t + h)− w(t))h
∥∥∥∥∥
H−1∩W−1,q
≤
∫ 1
0
∥∥∥(1− χ(Dx)){F˜ (w(t) + θ(w(t + h)− w(t))) − F˜ (w(t))}∥∥∥
H1+W 1,q′
dθ
×
∥∥∥∥∥ (w(t + h)− w(t))h
∥∥∥∥∥
H−1∩W−1,q
≤ C
∫ 1
0
(
‖G˜1(w(t) + θ(w(t + h)− w(t))) −∇G˜1(w(t))‖L2
+‖G˜2(w(t) + θ(w(t + h)− w(t))) −∇G˜2(w(t))‖Lq′
)
dθ
×
∥∥∥∥w(t + h)− w(t)h
∥∥∥∥
H−1∩W−1,q
.
Hence, we get∫ T ′
ε
K2dt
≤ C
∥∥∥∥∫ 1
0
(
‖G˜1(w(·) + θ(w(· + h)− w(·))) − G˜1(w(·))‖L2
+‖G˜2(w(·) + θ(w(· + h)− w(·))) − G˜2(w(·))‖Lq′ dθ
)∥∥∥
Lp
′
[ε,T ′]
×
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
Lp
[ε,T ′]
(H−1∩W−1,q)
≤ C
∫ 1
0
(
‖G˜1(w(·) + θ(w(· + h)− w(·))) − G˜1(w(·))‖L∞
[ε,T ′]
L2
+‖G˜2(w(·) + θ(w(· + h)− w(·))) − G˜2(w(·))‖Lp′
[ε,T ′]
Lq′
)
dθ
×
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1∩Lp
[ε,T′]
W−1,q
≤ C
∫ 1
0
‖w(·+ h)− w(·)‖X[ε,T ′]dθ
∥∥∥∥w(· + h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1∩Lp
[ε,T ′]
W−1,q
≤ C‖w(·+ h)− w(·)‖X[ε,T ′]
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1∩Lp
[ε,T ′]
W−1,q
.
Thus, we obtain∫ T ′
ε
L1dt =
∫ T ′
ε
K1dt+
∫ T ′
ε
K2dt
≤ C‖w(· + h)− w(·)‖X[ε,T ′]
×
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1
+
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
Lp
[ε,T ′]
W−1,q
 .
(5.10)
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The estimation of L2. It follows from Lemma 3.1, Lemma 3.3 and Lemma 3.5 that
for almost all t ∈ [ε, T ′],
L2 ≤
∣∣∣∣∣
〈
χ(Dx)F˜ (w(t)),
w(t+ h)− w(t)
h
− ∂tw(t)
〉
H1×H−1
∣∣∣∣∣
+
∣∣∣∣∣∣∣
〈
(1− χ(Dx))F˜ (w(t)),
w(t + h)− w(t)
h
− ∂tw(t)
〉
(H1+W 1,q
′
)
×(H−1∩W−1,q)
∣∣∣∣∣∣∣
≤ ‖χ(Dx)F˜ (w(t))‖H1
∥∥∥∥w(t+ h)− w(t)h − ∂tw(t)
∥∥∥∥
H−1
+ ‖(1− χ(Dx))F˜ (w(t))‖H1+W q′
∥∥∥∥ (w(t + h)− w(t))h − ∂tw(t)
∥∥∥∥
H−1∩W−1,q
≤ C
(
‖F˜1(w(t))‖L2 + ‖F˜2(w(t))‖Lq′
) ∥∥∥∥w(t+ h)− w(t)h − ∂tw(t)
∥∥∥∥
H−1
+ C
(
‖G˜1(w(t))‖L2 + ‖G˜2(w(t))‖Lq′
)
×
(∥∥∥∥w(t+ h)− w(t)h − ∂tw(t)
∥∥∥∥
H−1
+
∥∥∥∥w(t+ h)− w(t)h − ∂tw(t)
∥∥∥∥
W−1,q
)
.
Hence, we deduce that∫ T ′
ε
L2dt
≤ C
(
‖F˜1(w)‖L1
T
L2 + ‖F˜2(w)‖L1
T
Lq′
)∥∥∥∥w(·+ h)− w(·)h − ∂tw(·)
∥∥∥∥
L∞
[ε,T ′]
H−1
+ C
(
‖G˜1(w)‖Lp′
T
L2
+ ‖G˜2(w)‖Lp′
T
Lq′
)
×
∥∥∥∥w(·+ h)− w(·)h − ∂tw(·)
∥∥∥∥
L∞
[ε,T ′]
H−1
+
∥∥∥∥w(· + h)− w(·)h − ∂tw(·)
∥∥∥∥
Lp
[ε,T ′]
W−1,q
 . (5.11)
In conclusion, concatenating (5.7), (5.10) and (5.11),∣∣∣∣∣
∫ T ′
ε
∫
Rn
(
V (|φ+ w(t+ h′)|2)− V (|φ+ w(t)|2)
h′
)
ϕ(t)dtdx
−
∫ T ′
ε
(Re〈F˜ (w(t)), ∂tw(t)〉)ϕ(t)dt
∣∣∣∣∣
≤ 2
∫ T ′
ε
L1|ϕ(t)|dt + 2
∫ T ′
ε
L2|ϕ(t)|dt
≤ C‖w(· + h)− w(·)‖X[ε,T ′]
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×
∥∥∥∥w(· + h)− w(·)h
∥∥∥∥
L∞
[ε,T ′]
H−1
+
∥∥∥∥w(·+ h)− w(·)h
∥∥∥∥
Lp
[ε,T ′]
W−1,q

+ C
(
‖F˜1(w)‖L1
T
L2 + ‖F˜2(w)‖L1
T
Lq′
) ∥∥∥∥w(·+ h)− w(·)h − ∂tw(·)
∥∥∥∥
L∞
[ε,T ′]
H−1
+ C
(
‖G˜1(w)‖Lp′
T
L2
+ ‖G˜2(w)‖Lp′
T
Lq′
)
×
∥∥∥∥w(· + h)− w(·)h − ∂tw(·)
∥∥∥∥
L∞
[ε,T ′]
H−1
+
∥∥∥∥w(· + h)− w(·)h − ∂tw(·)
∥∥∥∥
Lp
[ε,T ′]
W−1,q
 .
Noting Lemma 4.1 and the fact that a local Lipschitz continuity (2.2) in Theorem
2.1 yields
‖w(·+ h)− w(·)‖X[ε,T ′] ≤ C‖w(|h|) − w0‖H1
→ 0 as h→ 0,
we obtain 〈
∂
∂t
∫
Rn
V (u)dx, ϕ
〉
D′×D(I)
= 2
∫
I
Re〈F˜ (w(t)), ∂tw(t)〉ϕ(t)dt.
Since the estimation (5.6) means Re〈F˜ (w(t)), ∂tw(t)〉 ∈ L
1(I), we complete the
proof of Lemma 5.1. 
In conclusion, by Lemma 5.1, we complete the proof of the main result. 
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6. Appendix
Proof of Lemma 3.1. We decompose −f(|φ+ w|2)(φ+ w) as
−f(|φ+ w|2)(φ+ w) = F˜1(w) + F˜2(w), (6.1)
where
F˜1(w) := −f(|φ|
2)(φ+ w) − 2Re[φ¯w]f ′(|φ|2)φ,
F˜2(w) := −{f(|φ+ w|
2)(φ+ w)− f(|φ|2)(φ + w)} + 2Re[φ¯w]f ′(|φ|2)φ.
According to Lemma 4.1 in Gallo [1], by the assumption (H′φ) and f(|φ|
2) ∈ L2,
we deduce that
‖F˜1(w)‖L∞
T
L2 ≤ C(1 + ‖w‖L∞
T
L2), |F˜2(w)| ≤ C|w|
2(1 + |w|)max(0,2α1−3),
Therefore for all t ∈ [0, T ], we estimate that
‖F˜2(w(t))‖Lq′ ≤ C‖|w(t)|
2(1 + |w(t)|)max(0,2α1−3)‖Lq′
≤ C‖w(t)‖2
L2q′
+ C‖w(t)‖
max(2,2α1−1)
Lq
′ max(2,2α1−1)
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≤ C‖w(t)‖2H1 + C‖w(t)‖
max(2,2α1−1)
H1 .
Hence, we deduce that
‖F˜2(w)‖L∞
T
Lq′ ≤ C‖w‖
2
L∞
T
H1 + C‖w‖
max(2,2α1−1)
L∞
T
H1 .
In conclusion, we get
‖F˜1(w)‖L∞
T
L2 + ‖F˜2(w)‖L∞
T
Lq′
≤ C(1 + ‖w‖L∞
T
L2) + C(‖w‖
2
L∞
T
H1 + ‖w‖
max(2,2α1−1)
L∞
T
H1 ).
Next, we show F˜ (w) ∈ LpTL
2. We apply an interpolation method (see Lemma 4.2
in Gallo [1]). Thanks to the Ho¨lder inequality and Gagliardo-Nirenberg’s inequality,
we estimate
‖F˜2(w)‖Lp
T
L2 ≤ C‖w‖
2
L2p
T
L4
+ ‖w‖
max(2,2α1−1)
L
pmax(2,2α1−1)
T
L2max(2,2α1−1)
≤ C‖w‖2L∞
T
H1 + ‖w‖
max(2,2α1−1)
Ls
T
W 1,r , (6.2)
where we choose the pair (s, r) such that
• If 12 −
1
n ≤
1
pmax(2,2α1−1)
(which means that H1 →֒ Lpmax(2,2α1−1)),
then (s, r) = (∞, 2).
• If 12 −
1
n >
1
pmax(2,2α1−1)
,
then r > 2 and
(i) 2s +
n
r =
n
2 (which means that (s, r) is an admissible pair),
(ii) 0 ≤ 1r −
1
n ≤
1
pmax(2,2α1−1)
(which gives the Sobolev embedding
W 1,r →֒ Lpmax(2,2α1−1)),
(iii) 1pmax(2,2α1−1) ≥
1
s (which gives L
s
T →֒ L
pmax(2,2α1−1)
T ).
Such the choice of s and r is possible if and only if s and r satisfy the following
inequality:
n
2
− 1 ≤
2 + n
pmax(2, 2α1 − 1)
. (6.3)
Indeed, if (6.3) is true, then it is sufficient to choose
n
r
∈
[
n
2
−
2
pmax(2, 2α1 − 1)
, 1 +
n
pmax(2, 2α1 − 1)
]
.
Moreover, since H1 →֒ Lpmax(2,2α1−1) if n = 2 or if n = 3 and 1 ≤ α1 ≤ 2 or if
n = 4 and 1 ≤ α1 ≤ 3/2, we consider that n = 3 and 2 < α1 < 3 or n = 4 and
3/2 < α1 < 2. Since 2 < r < 3 and (s, r) is an admissible pair, we can choose
θ˜ ∈ (0, 1) satisfying
1− θ˜
2
+
θ˜
q
=
1
r
,
1− θ˜
∞
+
θ˜
p
=
1
s
.
Thus, using interpolation method,
‖w‖Ls
T
W 1,r ≤ C‖w‖
1−θ˜
L∞
T
H1‖w‖
θ˜
Lp
T
W 1,q
≤ C(‖w‖L∞
T
H1 + ‖w‖Lp
T
W 1,q )
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= C‖w‖XT . (6.4)
From (6.2) and (6.4), we deduce that
‖F2(w)‖Lp
T
L2 ≤ C(‖w‖
2
L∞
T
H1 + ‖w‖
max(2,2α1−1)
XT
).
Thus, we get F (w) ∈ LpTL
2. 
Proof of Lemma 3.3. we use the decomposition (6.1) again. As is in Gallo [1], we
also have
|F˜1(w1)− F˜1(w2)| ≤ C|w1 − w2|,
|F˜2(w2)− F˜2(w2)| ≤ C|w1 − w2|(|w1|+ |w2|)(1 + |w1|+ |w2|)
max(0,2α1−3).
Therefore we deduce that
‖F˜1(w1)− F˜1(w2)‖L∞
T
L2 ≤ C‖w1 − w2‖L∞
T
L2 .
Moreover let
(q1, q2) :=

(2, 3) if n = 2, or n = 3 and α1 ≤ 2,(
q
q − 1−max(1, 2α1 − 2)
,
q
max(1, 2α1 − 2)
)
if n = 3 and 2 < α1 < 3 or n = 4,
with 1q′ =
1
q1
+ 1q2 . Since if n = 3 and 2 < α1 < 3 or n = 4, then H
1 →֒ Lq1 , for all
t ∈ [0, T ], we estimate
‖F˜2(w2(t)) − F˜2(w2(t))‖Lq′
≤ C‖w1(t)− w2(t)‖L2q′ (‖w1(t)‖L2q′ + ‖w2(t)‖L2q′ )
+ C‖w1(t)− w2(t)‖Lq1 ‖|w1(t)|+ |w2(t)|‖
max(1,2α1−2)
Lq2 max(1,2α1−2)
≤ C‖w1(t)− w2(t)‖L2q′ (‖w1(t)‖L2q′ + ‖w2(t)‖L2q′ )
+ C‖w1(t)− w2(t)‖Lq1 ‖|w1(t)|+ |w2(t)|‖
max(1,2α1−2)
Lq
≤ C‖w1(t)− w2(t)‖H1 (‖w1(t)‖H1 + ‖w2(t)‖H1 )
+ C‖w1(t)− w2(t)‖H1(‖w1(t)‖H1 + ‖w2(t)‖H1)
max(1,2α1−2).
In conclusion, we get
‖F˜ (w1)− F˜ (w2)‖L∞
T
L2+L∞
T
Lq′
≤ CT ‖w1 − w2‖L∞
T
L2 + C‖w1 − w2‖L∞
T
H1
× ((‖w1‖L∞
T
H1 + ‖w2‖L∞
T
H1) + (‖w1‖L∞
T
H1 + ‖w2‖L∞
T
H1)
max(1,2α1−2)).

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