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a b s t r a c t
The generation of leveled production schedules is of high importance for mixed-model
assembly lines whose parts and materials are supplied just-in-time by multi-level
production processes. The Output Rate Variation problem is the standard mathematical
representation of this complex level scheduling problem and has been extensively studied
by research thus far. This work identifies novel symmetries in solution sequences of
this problem class and shows how these insights can be used to improve exact solution
procedures presented in the literature. The effectiveness of the modifications is evaluated
by a computational study.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
An important planning task in just-in-time mixed-model assembly systems is to find a production sequence which
levels demand rates for all required materials and production processes (see [10]). This sequencing problem is referred
to as level scheduling and has received widespread attention in research and practice alike and is still vividly discussed up
until now (e.g., see [5,7,8,2]). A recent survey on this and other mixed-model sequencing approaches is provided by Boysen
et al. [3].
In the literature, two fundamental optimization problems for level scheduling have been proposed. The so-called Product
Rate Variation problem (see [9]), which only considers the final assembly stage, and themore general Output Rate Variation
(ORV) problem, which takes the actual bills of material into account and is of much higher relevance in real-world assembly
systems (see [4]).
In this work we will analyze the structure of a class of symmetric ORV problems and show how these structural insights
can strengthen exact solution algorithms. This potential was already mentioned in the conclusions of Bautista et al. in [1]
for a special version of the ORV problem without discussing the implications and has not been considered in subsequent
research (e.g. [8,6]). We generalize and prove their supposition and show how to implement the necessary extensions for
different objectives. For this purpose, the paper is organized as follows. In Section 2 we will provide a formal presentation
of the considered problem and identify symmetries in its solution sequences. Section 3 will demonstrate how this
knowledge can be used to improve exact solution methods. A comprehensive computational experiment is provided in the
Appendix.
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2. Symmetric Output Rate Variation problem
2.1. Formalization of ORV problems
The ORV problem can be summarized as follows: A set of P products is to be sequenced on an assembly line. Each product
p ∈ P is demanded in discrete quantities Dp, where each copy of a product is assigned to one distinct production cycle t ,
so that in total T = ∑p∈P Dp slots are considered. The final assembly stage requires a number of subassemblies, parts and
materials which are supplied by a set K of preceding production processes. Each process supplies a setMk of outputs to the
final level. For each output m ∈ Mk of a process k ∈ K a constant target rate is calculated, which corresponds to the ideal
fraction of the total demand at which a particular output m should be required at any given production cycle in an ideally
leveled schedule.
Target rates are usually generated in one of the two following fashions. Let apmk denote the demand coefficient of a
product p for output m at process k and Amk = ∑p∈P Dp · apmk be the total demand for output m at process k. This total
demand is either leveled over time, so that the target rate amounts to AmkT (see [1]) or it is leveled with respect to the total
demand for all outputs of process k, so that the target rate becomes Amk∑
m′∈Mk Am′k
(see [6]). As the insights generated in this
work are equally valid for both types of target rates, we will insteadmore generally refer to the constant target quantity lpmk
of outputm at process kwhich a product p should ideally demand in a leveled schedule. If demand is leveled over time, then
the target quantity is exactly equal to the target rate, so that lpmk = AmkT , and furthermore identical for all products p ∈ P .
If demand is leveled with respect to all other outputs of a process, then the corresponding target rate is weighted with the
total demand for all outputs of a process k for each product individually, so that lpmk = Amk∑
m′∈Mk Am′k
·∑m′∈Mk apm′k∀p ∈ P .
The following example clarifies the calculation of target rates and target quantities.
Example. Three products P = {1, 2, 3} are to be sequenced on an assembly line in the quantities D1 = 2 and D2 = D3 = 1.
The assembly is served by a single production process |K | = 1 which provides two outputs |M1| = 2. Output demands are
a111 = 1 and a121 = 2 for product 1, a211 = 3 and a221 = 0 for product 2 and a311 = a321 = 1 for product 3, respectively. The
total demand for output 1 over all products is thus A11 = 2 ·1+1 ·3+1 ·1 = 6 and for output 2 A21 = 2 ·2+1 ·0+1 ·1 = 5.
If output demand is leveled over time then the target quantities amount to l111 = l211 = l311 = 64 = 1.5 and
l121 = l221 = l321 = 54 = 1.25. This means that in the ideal schedule leveled over time, a unit of any product should
require 1.5 units of output 1 and 1.25 units of output 2.
If demand is leveled with respect to all outputs of the process, the target rates for the two outputs are 611 and
5
11 . Target
quantities are identical for products 1 and 2, i.e., l111 = l211 = 611 · 3 = 1.64 and l121 = l221 = 511 · 3 = 1.36, since both
products demand the same total quantity of outputs. They differ for product 3, i.e., l311 = 611 · 2 = 1.09 and l321 = 511 · 2 =
0.91. It follows that in the ideal level schedule with respect to the total output demand, any unit of products 1 and 2 should
require 1.64 and 1.36 units of outputs 1 and 2, while product 3 should instead demand 1.09 and 0.91 units, respectively.
Notice that actual output demands apmk of products in the example differ from ideal target quantities. As a consequence
any feasible production schedule will deviate from the ideal level schedule to a certain extent. The objective of the ORV
problem is hence to find a production sequence that minimizes deviations between actual and target demands.
Let binary variables xpt denote whether product p is assigned to cycle t(xpt = 1) or not (xpt = 0) then the general ORV
Problem can be stated as follows:
[ORV ] Minimize H (F (Dev (δmkt))) (1)
δmkt = δmk,t−1 +
∑
p∈P
(apmk − lpmk)xpt ∀k ∈ K , m ∈ Mk, t = 1, . . . , T (2)
δmk0 = 0 ∀k ∈ K , m ∈ Mk (3)
T∑
t=1
xpt = Dp ∀p ∈ P (4)∑
p∈P
xpt = 1 ∀t = 1, . . . , T (5)
xpt ∈ {0, 1} ∀p ∈ P, t = 1, . . . , T (6)
where δmkt is the deviation caused by materialm of process k from the target quantity at cycle t . Eq. (2) define the deviation
at cycle t as equal to the deviation of the previous cycle t − 1 increased by the difference between the demand coefficient
and the target demand induced by themodel p assigned at cycle t . Initial deviations at the first slot are zero (3). Eq. (4) make
sure that product demand is met, while constraints (5) and (6) enforce that only a single product model is assigned to each
cycle t .
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The total objective is decomposed into three separate functions. First, positive and negative deviations per output m,
process k and cycle t are consolidated by deviation function Dev(·). The typical deviation functions proposed in the litera-
ture are unimodal, convex and axisymmetric around zero, so that Dev(a) = Dev(−a), since positive deviations are usually
considered as being as unwanted as negative ones in the academic discussion. In the vast majority of cases either absolute
Dev(·) = | · | or squared Dev(·) = (·)2 deviations are considered.
The consolidated deviations are in a next step aggregated over all outputs and processes by aggregation function
F(·). Usually, the sum of deviations F(·) = ∑k∈K∑m∈Mk(·) or the maximum deviations per output and process F(·) =
maxk∈K ,m∈Mk{·} are considered, however, also a combination such as F(·) = maxk∈K
∑
m∈Mk{·} is possible. F(·) can addition-
ally consider output or process specific weights to normalize deviations or express the relative importance of parts (see [6]).
The resulting deviations per cycle are finally aggregated by H(·). Since deviations are usually not weighted differently
with regard to the time slot they occur, H(·) is a commutative function, so that H(a, b) = H(b, a), such as the sum over all
cycles H(·) = ∑Tt=1(·) or the maximum deviation per cycle H(·) = maxt=1,...,T {·}. On the basis of these functions, we can
line out the scope of this paper according to the following definition.
Definition. The Symmetric Output Rate Variation (SORV) problem is defined by [ORV ] with an axisymmetric deviation
function Dev = (·), so that Dev(a) = Dev(−a) and a commutative aggregation function H = (·), so that H(a, b) = H(b, a),
which aggregates deviations over all production cycles.
Asmentioned above, the vastmajority of (multi-level) mixed-model just-in-time sequencing problems covered in literature
and practice is in line with this definition, so that the insights generated in this paper are highly relevant for all reported
applications.
Before we investigate the solution structure of SORV instances more closely, we will differentiate two related problems
which will be useful in the subsequent discussion. Let D∗p ≤ Dp∀p ∈ P be a partial production plan of a corresponding
instance of [ORV ]. Assume that these product units have to be assigned to the first t∗ = ∑p∈P D∗p production cycles, then
the optimal partial production schedule can be computed by solving a binary program of the form of [ORV ] where in each
of the restrictions (2) and (4)–(6) T is replaced by t∗ and Dp by D∗p in restriction (4), respectively. For convenience, we will
denote the determination of such an optimal partial production plan as problem [P1].
On the basis of [P1], we will further distinguish a second, more general, problem [P2], which also seeks to determine an
optimal partial plan of length t∗, while initial deviations δmk0 are allowed to vary. In [P2] restriction (4) is thus replaced by:
δmk0 = Smk ∀k ∈ K , m ∈ Mk (7)
where Smk denotes the initial deviation of outputm at process k.
As wewill show in Section 3 instances of [P1] and [P2] are of special relevance in the solution process of exact procedures
for an instance of [ORV ].
2.2. Symmetries of solution sequences
On the basis of the mathematical programs presented in the previous section, we will now investigate structural aspects
of the SORV problem. Instead of representing the production schedule by binary variables, we will make use of a sequence
representation, where pi = (p1, p2, . . . , pT ) denotes the production sequence up to slot T and pi(t) = pt yields the product
pt ∈ P which is assigned to time slot t .
Let Apimkt =
∑t
τ=1 api(τ),mk be the cumulated demand for output m of process k induced by sequence pi up to slot t and
Lpimkt =
∑t
τ=1 lpi(τ),mk be the respective cumulated target quantity, then actual deviations from target quantities δ
pi
mkt can be
calculated as follows
δpimkt = δpimk,t−1 + api(t),mk − lpi(t),mk
= δpimk0 + Apimkt − Lpimkt ∀k ∈ K , m ∈ Mk, t = 1, . . . , T (8)
where initial deviations δpimk0 are zero for [ORV ] and [P1] and can vary for [P2].
We will start out with some simple observations on the structure of a solution sequence to the ORV problem. The
following statements (9)–(12) are true
Apimkt = Amk −
T∑
τ=t+1
api(τ),mk ∀k ∈ K , m ∈ Mk, t = 1, . . . , T − 1 (9)
Lpimkt = Amk −
T∑
τ=t+1
lpi(τ),mk ∀k ∈ K , m ∈ Mk, t = 1, . . . , T − 1 (10)
ApimkT = Amk ∀k ∈ K , m ∈ Mk (11)
LpimkT = Amk ∀k ∈ K , m ∈ Mk (12)
which directly follows from the definition of Apimkt and L
pi
mkt .
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We will use these statements in order to investigate (partial) solution sequences, where we refer to a partial sequence
as any sequence of length t∗ < T to which not necessarily all product copies have been assigned yet and use the term
solution sequence for any sequence of length T which solves an instance of [ORV ]. Partial sequences are typically generated
in the process of iterative solution algorithms which start from the first cycle t = 1 and then successively assign products
to subsequent production cycles on the basis of some selection scheme until a solution sequence has been reached. We will
show that an inherent symmetry holds for these sequences. For convenience we will use the same symbols pi and pi ′ to
denote partial and solution sequences.
Consider a partial sequence pi with length t∗ to which D∗p copies of product p have been assigned, so that
∑
p∈P D∗p = t∗.
Irrespective of the exact order of models, the deviation at the last slot t∗ of this partial sequence will amount to:
δpimkt∗ = δpimk0 + Apimkt∗ − Lpimkt∗
= δpimk0 +
∑
p∈P
D∗p
(
apmk − lpmk
) ∀k ∈ K , m ∈ Mk. (13)
Notice that we can interpret any partial sequence for an instance of [ORV ] as a feasible solution to a [P1]-instance with
product demands of D∗p and initial deviations of zero or as a feasible solution to a [P2]-instance, where initial deviations are
allowed to vary.
Lemma 1. It holds for any partial sequence pi with length t∗ to which D∗p copies of product p ∈ P have been assigned and its
inverted partial sequence pi ′, with pi(t) = pi ′(t∗ − t + 1) for t = 1, . . . , t∗, that −δpimkt = δpi ′mk,t∗−t∀k ∈ K ,m ∈ Mk, t =
0, . . . , t∗ with δpimk0 = 0 and δpi ′mk0 =
∑
p∈P D∗p
(
lpmk − apmk
)∀k ∈ K ,m ∈ Mk.
Proof. Due to (13) and the definition of initial deviations for pi ′, the relationship obviously holds for t = 0 and t = t∗, but
likewise holds for all intermediate slots as
δpi
′
mk,t∗−t = δpi
′
mk0 + Api
′
mk,t∗−t − Lpi
′
mk,t∗−t
=
∑
p∈P
D∗p
(
lpmk − apmk
)+ (Apimk,t∗ − Apimkt)− (Lpimk,t∗ − Lpimkt)
=
∑
p∈P
D∗p
(
lpmk − apmk
)+∑
p∈P
D∗papmk − Apimkt −
∑
p∈P
D∗p lpmk + Lpimkt
= −Apimkt + Lpimkt= −δpimkt . 
(14)
Lemma 2. Any feasible solution sequencepi to an instance of problem [P1] can be inverted to sequencepi ′, withpi(t) = pi ′(t∗−t+
1) for t = 1, . . . , t∗, so that pi ′ is a feasible solution to the corresponding instance of [P2] with Smk =∑p∈P D∗p(lpmk− apmk)∀k ∈
K ,m ∈ Mk and the objective values of pi in [P1] and pi ′ in [P2] are equal. Likewise any feasible solution sequence to such a
[P2]-instance can be inverted to a solution sequence of [P1], so that both have the same objective value.
Proof. If pi ′ is a solution to such an instance of [P2], its initial deviation is set to δpi
′
mk0 = Smk =
∑
p∈P D∗p(lpmk − apmk)∀k ∈
K ,m ∈ Mk. It follows from Lemma 1 that −δpimkt = δpi ′mk,t∗−t∀k ∈ K ,m ∈ Mk, t = 0, . . . , t∗, so that for an axisymmetric
deviation function Dev(·) and a commutative aggregation function H(·) the objective value of pi in [P1] is equal to the
objective value of pi ′ in [P2]. 
There apparently is a duality between problems [P1] and [P2], in the sense that for any solution to an instance of [P1] we
can find a corresponding solution, i.e., its inversion, to a respective instance of [P2] which yields the exact same objective
value. This leads to the following theorem:
Theorem 1. Any optimal solution pi to an instance of [P1] can be inverted to a sequence pi ′, with pi(t) = pi ′(t∗ − t + 1) for t =
1, . . . , t∗, so that pi ′ is optimal for the corresponding instance of [P2] with Smk =∑p∈P D∗p (lpmk − apmk)∀k ∈ K ,m ∈ Mk.
Proof. By contradiction. Letpi be the optimal solution sequence of an instance of [P1], then due to Lemma2 it can be inverted
to form a solution pi ′ for the corresponding instance of [P2] with the same objective value. If there was a better solution to
the [P2]-instance, it could be inverted to yield a second solution to the [P1]-instance, which due to Lemma 2 had the same
objective value, so that pi cannot be optimal. 
We can further conclude from (11) and (12) that for any solution sequence pi the observed deviation is zero at the last
slot T
δpimkT = δpikm0 + ApimkT − LpimkT = 0 ∀k ∈ K , m ∈ Mk (15)
so that the following theorem holds for complete solution sequences of length T .
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Theorem 2. Any optimal solution sequence pi to an instance of the SORV problem can be inverted to a solution sequence pi ′, so
that pi(t) = pi ′(T − t + 1)∀t = 1, . . . , T , which is also optimal for this instance.
Proof. The theorem follows from Lemma 1 with t∗ = T and considering that δpimk0 = δpi ′mk0 = δpimkT = δpi ′mkT = 0 according to
(15). Since any inverted sequence pi ′ yields the same objective value as pi due to axisymmetry of Dev(·) and commutativity
of H(·), pi ′ needs to be optimal if pi is. 
3. Consequences for solution methods
3.1. Description of the dynamic programming algorithm
The best exact solution methods for [ORV ] are Dynamic Programming (DP) algorithms based on an implicit enumeration
scheme of production sequences (see [8,1,6]). In these approaches the solution space is represented by an acyclic digraph
G = (V , E, w) with a node set V divided into T + 1 stages, a set E of arcs connecting nodes of adjacent stages and a node
weighting function w : V → R. Each stage t contains a set Vt = {1, 2, . . .} of vertex numbers which represent all feasible
states of the production system in cycle t . We identify a node/state (t, i) by its stage number t , i.e., the production cycle up
to which model copies have been assigned, and its vertex number i ∈ Vt . Stored with each state is a vector Xit of length |P|
which represents the cumulated quantities X itp of all models p ∈ P produced up to cycle t . The following conditions define
all feasible states to be represented as nodes of the graph:∑
p∈P
X itp = t ∀t = 0, . . . , T , i ∈ Vt (16)
0 ≤ X itp ≤ Dp ∀p ∈ P, t = 0, . . . , T , i ∈ Vt . (17)
Node set V0 contains a single starting node (initial state (0, 1)) with vectorX10 = [0, 0, . . . , 0]. Similarly, node set VT contains
a single node (final state (T , 1)) withX1T = [D1,D2, . . . ,D|P|]. Two nodes (t, i) and (t+1, j) of adjacent stages are connected
by an arc if the associated vectors Xit and X
j
t+1 differ in only one element, i.e., a copy of exactly one model is additionally
produced in cycle t + 1. Due to (16) and (17) this holds whenever X itp ≤ X jt+1,p∀p ∈ P . The overall arc set is defined as:
E = {((t, i), (t + 1, j))|t = 0, . . . , T − 1, i ∈ Vt , j ∈ Vt+1 and X itp ≤ X jt+1,p ∀p ∈ P}. (18)
The produced quantities of all products up to cycle t in state (t, i) determine the cumulated output demands Aimkt and target
demands Limkt for all outputs and processes:
Aimkt =
∑
p∈P
X itp · apmk ∀k ∈ K , m ∈ Mk (19)
Limkt =
∑
p∈P
X itp · lpmk ∀k ∈ K , m ∈ Mk. (20)
As a consequence, nodeweightwit can be determined for each state (t, i) by using deviation functionDev(·) and aggregation
function F(·). If, for instance, the sum of absolute deviations F(Dev(·)) =∑k∈K∑m∈Mk | · | is considered, node weights are:
wit =
∑
k∈K
∑
m∈Mk
|Aimkt − Limkt | ∀t = 1, . . . , T ; i ∈ Vt . (21)
If instead the maximum squared deviation per output F(Dev(·)) = maxk∈K ,m∈Mk{(·)2} is to be minimized weights are cal-
culated according to:
wit = maxk∈K ,m∈Mk(Aimkt − Limkt)2 ∀t = 1, . . . , T ; i ∈ Vt . (22)
The weight of the initial node (0, 1) is set to w10 = 0. On the basis of this graph, the optimal solution of the ORV problem
reduces to finding the shortest path from source node (0, 1) to sink node (T , 1). This path can be easily determined during a
stage-wise construction by aggregating weightswit of all nodes on the path up to stage t according to aggregation function
H(·). If deviations are summed up over all cycles by H(·) =∑Tt=1(·), the aggregated weightW it is calculated by recursion
W it =
{
min(t−1,h)∈P it {W ht−1} + wit
}
∀t = 1, . . . , T ; i ∈ Vt (23)
where P it denotes the set of direct predecessors of node (t, i). If themaximumdeviation is considered the recursion becomes:
W it = max
{
min(t−1,h)∈P it {W ht−1}; wit
}
∀ t = 1, . . . , T ; i ∈ Vt . (24)
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Fig. 1. Example graph for sum of absolute deviations.
The best predecessor, i.e., the node of stage t − 1 linked to (t, i)with minimum aggregated weight, is stored for each state,
so that the corresponding optimal sequence can be retrieved by tracing back all predecessors along the shortest path from
(t, i) to (0, 1). As a consequence the DP approach does not need to store the complete graph, but only its last two stages and
those nodeswhich are currently part of a shortest path. The optimal objective value is finally given byW 1T at sink node (T , 1).
Example (cont.). For the problem instance introduced in Section 1 the resulting graph for the sum of absolute deviations
over time is displayed in Fig. 1. For each node the cumulated production quantities are provided along with the node weight
and the aggregatedweight. The shortest path is sketched in bold, so that the optimal production sequence ispi = (1, 2, 1, 3)
resulting to aminimum total deviation of 3.5. Notice that just as predicted by Theorem2, a second pathwith the same length
can be identified, which results to the alternative optimal sequence of pi ′ = (3, 1, 2, 1).
3.2. Extended dynamic programming approach
The structural insights of Section 2.2 can be used to improve the solution method introduced in the previous section, if
the ORV problem to be solved is symmetric, i.e. in line with the SORV definition. Recall that after a stage t has been fully
evaluated by the algorithm, for any state (t, i) in this stage the following information is available:
(i) the total production quantities Xit up to cycle t
(ii) the objective valueW it of the optimal partial sequence as the length of the shortest path to the corresponding node
(iii) by recursion the optimal partial production sequence pi of length t which leads to the current state
A state (t, i) thus directly provides the optimal solution to a problem instance of [P1] with D∗p = X ipt∀p ∈ P . The remaining
subproblem consists of optimally assigning the remaining model copies to the remaining number of t∗ = T − t production
cycles, while considering the current deviation for each output and process at state (t, i). This subproblem is actually an
instance of [P2] with D∗p = Dp − X ipt∀p ∈ P and Smk = Aimkt − Limkt∀k ∈ K ,m ∈ Mk. If this instance is solved to optimality,
then the partial production sequence pi associated with state (t, i) can be appended by the optimal solution sequence of the
[P2]-instance. The result is a feasible solution to the ORV problem, which furthermore constitutes the best possible solution
sequence under the condition that cumulated production quantities of X ipt∀p ∈ P are to be assigned to the first t cycles.
It follows that if we had the solution to the [P2]-instance, we could readily determine the best feasible solution to which
the partial schedule of (t, i) would result and the state could hence be fathomed. In the following we will show how the
symmetries identified in Section 2.2 can be exploited to determine such a solution.
Assume that the DP approach has just evaluated stage t1 = d T2 e. We select an arbitrary node of this stage (t1, i) with
cumulated production quantities of X i
pt1
∀p ∈ P . We are now interested in finding the optimal solution of the [P2]-instance
withD∗p = Dp−X ipt1∀p ∈ P and Smk = Aimkt1−Limkt1 = D∗p(lpmk−apmk)∀k ∈ K ,m ∈ Mk. Recall fromTheorem1 that the optimal
solution can be retrieved by solving a problem instance of [P1] with D∗p = Dp − X ipt1∀p ∈ P and Smk = 0∀k ∈ K ,m ∈ Mk
and invert the obtained solution sequence. As a matter of fact the Dynamic Programming algorithm has already found this
solution up to stage t1. As all partial production schedules are generated and evaluated by the algorithm there has to be an
already evaluated node (t2, j)with X j
pt2
= Dp − X ipt1∀p ∈ P at stage t2 = T − t1. Since t1 = d T2 e, it either holds that t2 = t1
for even values of T , so that this node has to be in the same stage, or t2 = t1 − 1 for uneven T , so that the node lies in the
previous stage.
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Fig. 2. Example graph of extended dynamic programming algorithm.
If this complementary node (t2, j) is retrieved, its optimal partial sequence pi2 can be inverted and appended to the
partial sequence pi1 of state (t1, i) to yield the best possible solution pi = (pi1(1), pi1(2), . . . , pi1(t1), pi2(t2), pi2(t2 − 1),
. . . , pi2(1)) towhich state (t1, i) could ever be extended. Notice that the determination of the objective value of this solution
sequence again depends on aggregation function H(·). If the sum of deviations is considered the objective value of sequence
pi results to W i
t1
+ W j
t2
− wi
t1
, since deviations wi
t1
= wj
t2
at slot t1 and t2 have been counted twice in total, once in the
generation of pi1 and once to determine pi2. If maximum deviations are considered the objective value can be determined
by max{W i
t1
,W j
t2
}.
Example (cont). Consider the graph of Fig. 2, which comprises all states of the example up to stage t1 = d T2 e = 2,where four
nodes have been generated. Consider the secondnode of stage 2 (2, 2). It has cumulated production quantitiesX221 = X222 = 1
and X223 = 0 and an optimal partial sequence pi2 = (1, 2) on the shortest path to (2, 2) sketched in bold. Its complementary
state is represented by node (2, 3) with cumulated production quantities of X321 = X323 = 1 and X322 = 0 and an optimal
partial production sequence of pi3 = (3, 1). Notice that the weights of both nodes are identical, i.e., w22 = w32 = 1.5
and that they have been considered in the calculation of both aggregated weightsW 22 andW
3
2 . The optimal solution to the
overall problem is retrieved by combining pi2 and the inverse of pi3 to pi = (1, 2, 1, 3) with an optimal objective value of
W 22 +W 32 − w22 = 2.75+ 2.25− 1.5 = 3.5. The complementary node of state (2, 1) is (2, 4), however the corresponding
objective value of 3.75+ 3.25− 2.5 = 4.5 is inferior.
Notice that the nodes of stages t1 and t2 can be considered in an arbitrary order, as due to Theorem 2 each obtained solution
can be inverted to yield a second optimal solution.
We can conclude that for every SORV problem, the node generation process of the DP algorithm can be stopped at stage
t1. Instead of continuing the generation of nodes until T , we can rather make use of the optimal partial sequences already
generated to find the global optimum solution. This can reduce the number of states up to approximately half of the total
number (especially for large values of T ). Notice that the necessary methods of identifying and retrieving nodes at a stage
on the basis of their cumulated production quantities is a standard requirement of the DP algorithm, so that the additional
effort for implementation is fairly low. It can further be combined with pruning techniques, such as upper bound filters (see
[1,6]). If a complementary node has already been fathomed on the basis of an upper bound and thus cannot be retrieved,
then obviously also the actual node on hand can be discarded, since its final objective value needs to be at least as high as
the objective value of its complementary node.
In order to evaluate the effectiveness of the algorithmic extension we conducted a comprehensive computational
evaluation. Over all solved instances computational times as well as the number of investigated states could be reduced
by about 28.5% on average. Detailed results are provided in the Appendix.
4. Conclusion
In this work we investigated the structure of solution sequences of the well-known ORV problem and identified
symmetries which were subsequently exploited to strengthen exact solution methods. The findings are especially
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Table 1
Results of DP and EDP .
|P| T DP EDP 1-EDP/DP
Times States Times States Times States
8 15 0.17 3,568 0.10 2375 0.41 0.33
[0.13 0.20] [2,880 4,374] [0.08 0.13] [1,898 2,937] [0.38 0.45] [0.33 0.34]
8 20 0.89 16,384 0.48 9,309 0.45 0.43
[0.66 1.25] [12,960 20,736] [0.36 0.61] [7,326 11,826] [0.43 0.53] [0.43 0.43]
8 25 3.22 57,055 1.88 34,921 0.42 0.39
[2.69 4.58] [48,000 76,800] [1.55 2.67] [29,342 47,365] [0.40 0.43] [0.38 0.39]
8 30 10.90 171,023 5.80 93,814 0.47 0.45
[7.80 14.86] [129,600 225,000] [4.19 7.88] [70,926 123,887] [0.45 0.48] [0.45 0.45]
10 15 0.44 6,874 0.27 4,630 0.37 0.33
[0.30 0.52] [4,608 7,776] [0.20 0.31] [3,015 5,268] [0.32 0.41] [0.32 0.35]
10 20 2.75 37,901 1.53 21,670 0.44 0.43
[1.77 3.52] [25,920 46,656] [1.00 1.94] [14,700 26,768] [0.43 0.46] [0.43 0.43]
10 25 14.43 168,579 8.35 104,413 0.42 0.38
[9.63 18.19] [120,960 207,360] [5.63 10.50] [74,222 129,091] [0.41 0.43] [0.38 0.39]
10 30 58.88 555,408 30.62 306,484 0.48 0.45
[37.28 95.50] [381,024 777,600] [19.05 48.42] [209,312 430,344] [0.45 0.51] [0.45 0.45]
12 15 1.15 13,517 0.71 9,238 0.38 0.32
[1.03 1.23] [12,288 13,824] [0.63 0.78] [8,355 9,459] [0.36 0.39] [0.32 0.32]
12 20 8.10 81,339 4.38 46,802 0.46 0.42
[4.69 11.22] [51,200 104,976] [2.53 5.95] [29,209 60,657] [0.45 0.47] [0.42 0.43]
12 25 59.19 437,933 33.93 274,257 0.43 0.37
[42.23 92.13] [331,776 559,872] [23.63 51.45] [206,309 352,439] [0.41 0.44] [0.37 0.38]
12 30 – – 199.41 968,840 – –
[218.25 –] [1,244,160 –] [108.97 296.19] [688,371 1,298,234] [0.50 –] [0.45 –]
interesting since they are equally valid for a wide range of objective functions and thus include the vast majority of multi-
level, just-in-time scheduling problems discussed in the literature. They further deepen the understanding of the considered
problemandunderline the fundamental symmetric structure of level scheduling problems,whichhas alreadybeen exploited
to solve the related Product Rate Variation problem. The experimental analysis showed that the extended algorithm
constitutes the state-of-the-art exact solution method for SORV problems. In order to further improve the performance of
the procedure, there is an imperative need for tight lower bounds especially for problems where deviations are aggregated
as the sum over time. Progress in this direction is likely to speed up the search considerably and is thus the logical next step
for future research.
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Appendix. Computational evaluation
We test the performance of the Extended Dynamic Programming (EDP) algorithm compared to the original versionDP on
a set of generated test instances. The test bed is based on a study of Kubiak et al. [6] and has |K | = 4 production levels. Level
one is the final assembly with M1 = P and apm1 = 1, if p = m and apm1 = 0 otherwise, while the other production levels
each have a fixed number of parts |M2| = 25, |M3| = 50 and |M4| = 75. Part coefficients are randomly selected out of a
uniformdistribution over interval [0, 20]. The number of products is varied during the experiment |P| ∈ {8, 10, 12} together
with the number of production cycles T ∈ {15, 20, 25, 30}, to evaluate performance with regard to problem size. Product
demands are also randomly determined observing that
∑
p∈P Dp = T . For each parameter combination, ten replications are
generated and solved.
In a first experiment we seek to investigate whether the algorithmic extension results in a considerable improvement in
solution times. Results are presented for the sum of absolute deviations leveled over time. AlgorithmsDP and EDP were both
implemented in C# and run on a Pentium IV, 1800 MHz PC, with 512 MB of memory. An upper limit on solution time of 300
cpu seconds was imposed. Table 1 displays minimum, average and maximum solution times and the number of evaluated
states
(
avg.
[min . max .]
)
for both algorithms and the relative improvement achieved by EDP , i.e. 1 − EDP/DP . In comparison,
EDP clearly performs better than DP and is able to solve all instances to optimality within 300 cpu seconds. DP only solves
one out of 10 replications for |P| = 12 and T = 30, so that merely minimum times and states are provided.
In a second experiment we additionally employ filtering techniques to speed up the procedure. An upper bound is
determined prior to dynamic programming to fathom nodes whose local lower bound is not lower than this upper bound.
We consider two simple upper bound methods, a One-Stage heuristic, which always selects and assigns the product model
p at slot t that minimizes the total deviations at this slot, and a Two-Stage heuristic, which chooses the model p at slot t that
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Table 2
Results of DP with heuristic upper bound.
|P| T SAD SSD MAD
Times States Times States Times States
8 15 0.13 3,010 0.11 2,608 0.00 277
[0.09 0.17] [2,361 3,938] [0.08 0.17] [2,036 3,574] [0.00 0.02] [71 598]
8 20 0.48 10,386 0.29 7,573 0.02 539
[0.33 0.63] [7,699 12,910] [0.20 0.42] [5,435 10,061] [0.00 0.05] [71 1,212]
8 25 1.09 24,954 0.56 15,074 0.02 562
[0.83 1.56] [19,867 34,541] [0.42 0.80] [11,986 20,823] [0.00 0.03] [85 1,037]
8 30 2.41 53,007 1.05 27,492 0.02 681
[1.61 3.05] [37,527 64,761] [0.69 1.34] [18,679 33,763] [0.00 0.05] [145 1,193]
10 15 0.37 6,455 0.33 5,955 0.03 757
[0.23 0.44] [4,382 7,369] [0.22 0.36] [4,117 6,782] [0.02 0.06] [311 1,419]
10 20 1.85 29,658 1.23 22,314 0.04 878
[1.22 2.44] [20,590 37,401] [0.88 1.61] [15,995 28,213] [0.00 0.06] [308 1,379]
10 25 7.12 103,492 3.64 63,302 0.07 1,629
[4.36 9.47] [68,607 132,766] [2.08 5.52] [39,337 90,393] [0.02 0.17] [324 4,127]
10 30 18.45 249,167 7.00 118,968 0.06 1,404
[13.52 27.64] [191,806 349,284] [5.47 9.58] [95,862 156,554] [0.02 0.14] [420 3,621]
12 15 1.11 13,372 1.05 13,105 0.09 1,775
[1.00 1.22] [12,175 13,717] [0.98 1.09] [12,061 13,540] [0.05 0.14] [1,148 2,725]
12 20 6.57 73,315 4.78 60,339 0.09 1,876
[4.11 9.47] [48,257 97,196] [3.38 6.69] [43,073 81,224] [0.02 0.25] [560 5,221]
12 25 38.01 336,363 19.03 218,049 0.13 3,173
[27.39 61.00] [260,187 449,548] [14.56 29.22] [173,636 306,171] [0.05 0.34] [1,213 7,653]
12 30 166.14 1,045,921 51.14 516,682 0.21 4,561
[101.45 258.94] [769,052 1,408,917] [34.48 73.98] [379,846 662,528] [0.06 0.59] [1,315 12,688]
Table 3
Results of EDP with heuristic upper bound.
|P| T SAD SSD MAD
Times States Times States Times States
8 15 0.09 2,287 0.08 2,046 0.00 193
[0.06 0.13] [1,791 2,930] [0.05 0.17] [1,555 2,804] [0.00 0.02] [71 380]
8 20 0.35 7,835 0.23 5,806 0.01 365
[0.25 0.47] [5,909 10,104] [0.16 0.30] [4,153 7,483] [0.00 0.03] [71 739]
8 25 0.89 20,576 0.45 12,168 0.01 349
[0.67 1.30] [16,303 28,767] [0.34 0.63] [9,709 16,679] [0.00 0.02] [85 600]
8 30 1.98 42,844 0.85 21,704 0.02 399
[1.34 2.48] [30,258 51,887] [0.56 1.11] [14,896 26,403] [0.00 0.05] [145 696]
10 15 0.25 4,623 0.23 4,476 0.02 562
[0.16 0.30] [2,978 5,268] [0.14 0.28] [2,869 5,177] [0.00 0.05] [225 938]
10 20 1.30 20,790 0.95 16,769 0.02 631
[0.83 1.67] [13,772 26,239] [0.63 1.25] [11,358 21,510] [0.00 0.03] [308 1,061]
10 25 5.68 83,246 3.03 52,126 0.04 998
[3.55 7.69] [55,813 107,570] [1.75 4.64] [32,674 74,038] [0.00 0.08] [324 2,373]
10 30 14.76 197,872 5.71 96,403 0.03 888
[10.61 22.72] [146,724 282,160] [4.53 8.14] [77,410 129,909] [0.00 0.09] [344 2,323]
12 15 0.68 9,238 0.69 9,237 0.06 1,392
[0.59 0.78] [8,355 9,459] [0.59 0.83] [8,352 9,459] [0.05 0.09] [1,017 2,021]
12 20 4.12 46,734 3.47 42,928 0.07 1,442
[2.39 5.72] [29,185 60,654] [2.13 4.97] [27,308 58,220] [0.02 0.16] [470 3,584]
12 25 29.01 255,661 15.58 178,754 0.09 2,053
[20.20 47.42] [192,259 340,492] [11.75 24.06] [138,500 252,184] [0.03 0.20] [657 4,466]
12 30 125.54 794,922 41.73 419,704 0.13 2,898
[75.56 204.67] [566,714 1,089,500] [27.66 60.22] [303,548 557,028] [0.05 0.36] [1,120 7,925]
minimizes total deviations for slots t and t + 1 (see [6]). Lower bounds are determined as described in [1,6]. We investigate
the following three objectives:
1. [SAD]: H(F(Dev(·))) =∑Tt=1∑k∈K∑m∈Mk | · |
2. [SSD]: H(F(Dev(·))) =∑Tt=1∑k∈K∑m∈Mk(·)2
3. [MAD]: H(F(Dev(·))) = Max t,k,m{| · |}
where deviations are leveled over time in all cases. Tables 2–4 summarize the results of the second experiment.
It shows that solution times and the number of evaluated states depend heavily on the considered objective function
for both algorithms, which is due to the different effectiveness of upper and lower bounds. It nevertheless holds for all
objectives, that EDP considerably outperforms DP for all objectives if problems’ sizes are large.
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Table 4
Relative improvement 1− EDP/DP .
|P| T SAD SSD MAD
Times States Times States Times States
8 15 0.27 0.24 0.25 0.22 0.00 0.24
[0.17 0.33] [0.21 0.28] [0.00 0.40] [0.20 0.24] [0.00 0.00] [0.00 0.38]
8 20 0.25 0.24 0.22 0.23 0.13 0.21
[0.09 0.53] [0.22 0.29] [0.14 0.30] [0.20 0.26] [0.00 0.50] [0.00 0.44]
8 25 0.18 0.18 0.20 0.19 0.10 0.31
[0.15 0.23] [0.16 0.22] [0.16 0.24] [0.17 0.23] [0.00 0.50] [0.00 0.45]
8 30 0.18 0.19 0.19 0.21 0.18 0.35
[0.15 0.20] [0.18 0.21] [0.17 0.22] [0.20 0.23] [0.00 0.67] [0.00 0.48]
10 15 0.32 0.29 0.29 0.25 0.10 0.26
[0.28 0.36] [0.25 0.32] [0.19 0.38] [0.21 0.30] [0.00 0.50] [0.01 0.34]
10 20 0.29 0.30 0.23 0.25 0.33 0.28
[0.26 0.32] [0.27 0.33] [0.19 0.29] [0.22 0.29] [0.00 0.50] [0.00 0.43]
10 25 0.20 0.20 0.17 0.18 0.33 0.33
[0.18 0.25] [0.19 0.22] [0.14 0.20] [0.17 0.19] [0.00 0.55] [0.00 0.46]
10 30 0.20 0.21 0.18 0.19 0.28 0.35
[0.18 0.23] [0.19 0.24] [0.15 0.23] [0.17 0.21] [0.00 0.67] [0.02 0.45]
12 15 0.38 0.31 0.34 0.30 0.27 0.19
[0.31 0.42] [0.30 0.31] [0.16 0.42] [0.27 0.31] [0.00 0.44] [0.01 0.30]
12 20 0.37 0.36 0.28 0.29 0.21 0.21
[0.32 0.42] [0.32 0.40] [0.25 0.37] [0.26 0.37] [0.00 0.38] [0.03 0.32]
12 25 0.24 0.24 0.18 0.18 0.30 0.34
[0.20 0.28] [0.21 0.27] [0.15 0.21] [0.15 0.21] [0.20 0.41] [0.23 0.46]
12 30 0.24 0.24 0.18 0.19 0.38 0.34
[0.21 0.33] [0.21 0.28] [0.15 0.23] [0.16 0.22] [0.25 0.50] [0.02 0.48]
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