Abstract. We characterize regular fixed points of evolution families in terms of analytical properties of the associated Herglotz vector fields and geometrical properties of the associated Loewner chains. We present several examples showing the rôle of the given conditions. Moreover, we study the relations between evolution families and Herglotz vector fields at regular contact points and prove an embedding result for univalent selfmaps of the unit disc with a given boundary regular fixed point into an evolution family with prescribed boundary data.
Introduction
Loewner theory, which originated in Ch. Loewner's seminal paper [27] of 1923 and later was developed deeply by P.P. Kufarev [26] and Ch. Pommerenke [28] , [29, Chapter 6] , is nowadays one of the main tools in geometric function theory. Loewner Theory proved to be effective in many extremal problems for univalent functions hardly accessible with other methods. The most famous example is its crucial rôle in the proof of the Bieberbach conjecture given by L. de Branges. Recently many mathematicians have studied a stochastic variant of the Loewner equation (SLE) introduced by O. Schramm. This leads to a breakthrough in several problems of statistical physics and probability theory. A historical overview and bibliography on Loewner Theory can be found, e.g., in survey papers [2, 7] .
More recently, the authors of this paper have developed a general Loewner theory using an approach, which is different from the classical one and which extends also to complex hyperbolic manifolds [8, 9, 14, 5] . Note that an extension of the classical Loewner theory to several complex variables had been treated for a long time, see, e.g., [24] .
According to the new approach, Loewner theory relates three objects: Herglotz vector fields, evolution families and Loewner chains. Roughly speaking, a Herglotz vector field G(z, t) is a Carathéodory vector field such that G(·, t) is semicomplete for almost every t ≥ 0. An evolution family (ϕ s,t ) is a family of holomorphic self-maps of the unit disc D satisfying a kind of semigroup-type algebraic relations and some regularity hypotheses in s and t. Finally, a Loewner chain (f t ) is a family of univalent mappings of the unit disc with increasing ranges satisfying a certain regularity assumption in t. See Section 2.3 for precise definitions and basic results.
This three objects are related by the following fundamental equations: ∂ϕ s,t (z) ∂t = G(ϕ s,t (z), t), ∂f t (z) ∂t = −f ′ t (z)G(z, t), f s (z) = f t (ϕ s,t (z)). The aim of the present paper is to study the boundary behavior of the three objects, relating dynamical properties of evolution families with analytical properties of the corresponding Herglotz vector fields and (in some cases) geometrical properties of Loewner chains.
In order to set up our results, we need to introduce some notations and definitions. Following [30, §4.3] , if f : D → C is holomorphic and σ ∈ T := ∂D we say that f is conformal at σ if the non-tangential limit of f at σ exists-and we denote it f (σ)-and the non-tangential limit of the incremental ratio of f at σ exists finitely and different from 0. Let (ϕ s,t ) be an evolution family in D. A point σ ∈ T is a boundary regular fixed point of (ϕ s,t ) if ϕ s,t is conformal at σ and ϕ s,t (σ) = σ for all t ≥ s ≥ 0. The spectral function of (ϕ s,t ) at a boundary regular fixed point σ ∈ T is Λ : [0, +∞) → R defined by Λ(t) := − log |ϕ ′ 0,t (σ)|. We prove that such a function is of bounded variation. A boundary regular null point for a holomorphic vector field H : D → C is a point σ ∈ T such that H has a non-tangential singularity at σ and the non-tangential limit of the incremental ratio of H exists finitely at σ.
Our main result is the following: Theorem 1.1. Let (ϕ s,t ) be an evolution family of order d ∈ [1, +∞], let G be its Herglotz vector field, and let σ ∈ T. The following assertions are equivalent: (A) for each t ≥ s ≥ 0 the point σ is a boundary regular fixed point of (ϕ s,t ); (B) The Herglotz vector field G satisfies the following two conditions: (B.1) for a.e. t ≥ 0, G(·, t) has a boundary regular null point at σ; (B.2) the function t → G ′ (σ, t) is locally integrable in [0, +∞).
Moreover, if one (and hence both) of these assertions holds, then the spectral function Λ of (ϕ s,t ) at σ satisfies The proof is given in Section 4. In Corollary 6.1 we show that a similar result holds if f t 0 has a simple pole at σ and (C) is replaced with suitable conditions for this case. In Section 6 we present examples showing that conditions (B.1) and (C.3) cannot be omitted, and explain the essential role of the conformality of f t 0 at σ. Moreover, several (counter)examples to natural conjectures concerning the regularity of t → G ′ (σ, t) versus the L d -regularity of the evolution family are also given. In part, Theorem 1.1 is a consequence of a more general result on regular contact points of evolution families, which relates them with analytic behavior of Herglotz vector fields, see Theorem 3.5.
Finally, as an application of our main result, in Section 5 we prove the following embedding theorem with prescribed boundary data: (i) (ϕ s,t ) has a boundary regular fixed point at σ, (ii) the spectral function of (ϕ s,t ) at σ coincides with Λ, (iii) ϕ 0,t 0 = φ.
Preliminaries

Boundary regular contact and fixed points.
In what follows, for a map f : D → C and a point σ ∈ T := ∂D, we denote by ∠ lim z→σ f (z) the angular (or non-tangential) limit of f at σ. By Hol(U, W ) we will denote the class of all holomorphic maps of U into W .
. A point σ ∈ T is called a contact point if the angular limit ϕ(σ) := ∠ lim z→σ ϕ(z) exists and belongs to T. If, in addition, the angular derivative
z − σ exists finitely, then the contact point σ is said to be regular.
A (regular) contact point σ for ϕ ∈ Hol(D, D) is called a boundary (regular) fixed point if ϕ(σ) = σ. For shortness, we will write "BRFP" for "boundary regular fixed point".
A characterization of regular contact points is given by the classical Julia -WolffCarathéodory theorem (see, e.g., [1, §1.2.1] or [3, p. 7 -12] ). By the boundary dilatation coefficient of ϕ ∈ Hol(D, D) at σ ∈ T we mean
Theorem 2.2 (Julia -Wolff -Carathéodory). Let ϕ ∈ Hol(D, D) and σ ∈ T. Then the following four statements are equivalent: (i) ϕ is conjugated to a rotation, i. e., ϕ ∈ Möb(D) and has a unique fixed point τ ∈ D;
Moreover, if the above conditions hold, then: (v) the point ω in (iii) is unique and coincides with
(ii) the sequence of iterates (ϕ •n ) converges uniformly on compacta to a unique fixed point τ ∈ D of ϕ; (iii) ϕ has no fixed points in D, but the sequence of iterates (ϕ •n ) converges uniformly on compacta to a BRFP τ ∈ T of ϕ with α ϕ (τ ) ≤ 1.
The equality occurs only in case (i).
The point τ is called the Denjoy -Wolff point of ϕ (or, abbreviated, the DW-point).
Semigroups and infinitesimal generators.
A semigroup (φ t ) of holomorphic selfmaps of D is a continuous homomorphism between the additive semigroup (R + , +) of positive real numbers and the semigroup (Hol(D, D), •) of holomorphic self-maps of D with respect to the composition, endowed with the topology of uniform convergence on compacta.
By Berkson -Porta's theorem [6] , if (φ t ) is a semigroup in Hol(D, D) then t → φ t (z) is analytic and there exists a unique holomorphic vector field G :
This vector field G, called the infinitesimal generator of (φ t ), is semicomplete in the sense that the Cauchy problem
Conversely, any semicomplete holomorphic vector field in D generates a semigroup in Hol(D, D).
Let G ≡ 0 be the infinitesimal generator of a one-parameter semigroup (φ t ). Then there exists a unique τ ∈ D and a unique holomorphic p : D → C with Re p(z) ≥ 0 such that the following formula, known as the Berkson -Porta formula, holds
The point τ in the Berkson -Porta formula turns out to be the DW-point of all
Definition 2.4. A boundary regular fixed point of a semigroup (φ t ) is a point σ ∈ ∂D which is a boundary regular fixed point of φ t for any t ≥ 0.
Remark 2.5. In fact, the condition in the above definition can be replaced by the weaker assumption that σ is a BRFP for some φ t = id D , see [18, Theorems 1 and 5] . Definition 2.6. A boundary regular null point (abbreviated, BRNP) of an infinitesimal generator G is a point σ ∈ T := ∂D such that
Remark 2.7. The number G ′ (σ) in the above definition is always real, see [19, Theorem 1] .
In the following theorem we collect some known results concerning infinitesimal generators of one-parameter semigroups with a BRFP at a given point σ ∈ T. By P we denote the class of all p ∈ Hol(D, C) such that Re p(z) ≥ 0 for all z ∈ D.
Theorem 2.8. Let (φ t ) be a one-parameter semigroup in Hol(D, D) and G its infinitesimal generator. Let σ ∈ T and λ ∈ R. Then the following statements are equivalent:
(i) for each t ≥ 0, the function φ t has a BRFP at σ with φ
(ii) G has a BRNP at σ of dilation G ′ (σ) = λ; (iii) there exits a function p ∈ P such that ∠ lim z→σ (z − σ)p(z) = 0 and
Remark 2.9. The equivalence between (i) and (ii) is from [18, Theorem 1] , [19, Theorem 2] , see also [21] . The Berkson -Porta type representation at BRNP given by the equivalence between (iii) and (ii) is in [11] (see also [34] ). An analogous representation taking into account the position of the DW-point (which is assumed in this case to be different from the considered BRFP) has been recently given by Goryainov and Kudryavtseva [23] .
Lemma 2.10. Let G be an infinitesimal generator. Suppose that G has a BRNP at σ ∈ T with dilation λ. Then for all z ∈ D,
| for all z ∈ D, which being combined with the growth estimates for the class P (see, e.g. [29, inequality (11) 
Taking into account that
, one easily obtains (2.4).
2.3.
Evolution families and generalized Loewner -Kufarev equation. The three main objects of the generalized Loewner theory are Herglotz vector fields, evolution families and Loewner chains (see [8] and [14] ). 
for all z ∈ K and for almost every t ∈ [0, T ]. H4. For almost every t ∈ [0, +∞), G(·, t) is an infinitesimal generator.
In [8, Theorem 4.8] it is proved that any Herglotz vector field G(z, t) has an essentially unique representation by means of a Berkson -Porta type formula, namely, G(z, t) = (z − τ (t))(τ (t)z − 1)p(z, t), where τ : [0, +∞) → D is a measurable function and p : D × [0, +∞) → C has the property that for all z ∈ D, the function [0, +∞) 
. for any compact set K ⊂ D and any T > 0 there exists a non-negative function (2) Let G(z, t) be the Herglotz vector field of an evolution family (ϕ s,t ) of order d, and let (z, t) → f t (z) be a solution to
Loewner chain of order d associated with the evolution family (ϕ s,t ).
3. Spectral functions and regular contact points of evolution families Definition 3.1. Let (ϕ s,t ) be an evolution family of order d ∈ [1, +∞] . A point σ ∈ T is called a regular contact point of (ϕ s,t ) if σ is a regular contact point of the function ϕ 0,t for any t ≥ 0. The spectral function of (ϕ s,t ) at a regular contact point σ ∈ T is Λ : Lemma 2] it follows that if σ ∈ T is a regular contact point of an evolution family (ϕ s,t ), then σ(s) := ϕ 0,s (σ) is a regular contact point of the function ϕ s,t for all t ≥ s ≥ 0.
Lemma 3.3. Let (ϕ s,t ) be an evolution family of order d ∈ [1, +∞] in D and let σ ∈ T be a regular contact point for (ϕ s,t ). Then the spectral function Λ of (ϕ s,t ) at σ has the following properties:
(iii) the function Λ has locally bounded variation.
Proof. Statement (i) is just by construction, while (ii) follows from the chain rule for angular derivatives, see, e.g., [19, Lemma 2] . Hence we only need to prove (iii). By (ii) and Theorem 2.2 applied to ϕ = ϕ s,t and z = 0 with ϕ 0,s (σ) substituted for σ, for any t ≥ s ≥ 0 we have
Combined with condition EF3 from Definition 2.12, this inequality implies that the total variation of Λ on [0, T ] is finite for any T > 0.
Remark 3.4. In [8, Sections 7, 8] it has been proved that in case τ ∈ T is the DW-point of ϕ s,t whenever t ≥ s ≥ 0 and ϕ s,t = id D , then the spectral function Λ at τ is absolutely continuous and
Here we study the much more general case of a regular contact point:
Theorem 3.5. Let (ϕ s,t ) be an evolution family and G its Herglotz vector field. Suppose (ϕ s,t ) has a regular contact point σ ∈ T with spectral function Λ. Set σ(t) := ϕ 0,t (σ). Then the following statements hold: (i) for a.e. t ≥ 0 the angular limit
exists and v(t) :
is locally absolutely continuous and for any s, t ≥ 0,
(iv) for a.e. t ≥ 0 the angular limit
loc and for any t ≥ 0,
Proof of Theorem 3.5. We divide the proof in several steps.
For t ≥ 0 we denote
where ζ(t) := ϕ 0,t (0). Note that h t is an automorphism of D and h t (0) = ζ(t) for all t ≥ 0.
locally absolutely continuous, it is sufficient to prove that t → b(t) is of locally bounded variation on [0, +∞). Indeed, for any t ≥ s ≥ 0,
.
and Theorem 2.3. Applying Theorem 2.2 to f at b(s) with z = 0 we immediately get
Therefore,
Note that by [14, Lemma 2.8], (ψ s,t ) is an evolution family. Furthermore, by construction, the origin is the common DW-point of (ψ s,t ) and b(0) = σ is a regular contact point of (ψ s,t ). Denote by Λ 0 the spectral function of (ψ s,t ) at σ. Then (3.1) can be rewritten as
Therefore, the statement of Step 1 follows from the fact that by [8, Theorem 7 .1], [0, +∞) ∋ t → ψ ′ 0,t (0) = 0 is locally absolutely continuous and by Lemma 3.3, Λ 0 is of locally bounded variation on [0, +∞).
Step 2. Assertions (i), (ii) and (iv) hold.
By Lemma 3.3 and the previous step, Λ and t → σ(t) are of locally bounded variation on [0, +∞). Therefore there exists a null-set N ⊂ [0, +∞) such that for any t ∈ [0, +∞) \ N, the derivatives Λ ′ (t) and σ ′ (t) exist finitely and moreover (see, e.g., [16, Theorem 3.6]) for any s ≥ 0 and z ∈ D the map [s, +∞) ∋ t → ϕ s,t (z) ∈ D is differentiable on [s, +∞) \ N, with (∂/∂t)ϕ s,t (z) = G ϕ s,t (z), t for all such t. Consider the family (φ s,t ) defined byφ s,t (z) = σ(t)ϕ s,t σ(s)z for t ≥ s ≥ 0 and z ∈ D. A priori we cannot state that (φ s,t ) is an evolution family. However, for all s ≥ 0 and all z ∈ D, the map [s, +∞)
Note also that σ 0 = 1 is a BRFP forφ s,t , and by Theorem 2.2,φ
For any t 0 ∈ [0, +∞) \ N, the semigroup (φ t 0 t ) generated byG(·, t 0 ) is given by the product formula (see, e.g. [ n,t has a BRFP at 1 for all t ≥ 0, n ∈ N and
n,t and passing to the limit as n → ∞, it is not hard to see that 1 is a BRFP for φ t 0 t and φ
On the other hand from (2.3) with σ :
Thus we conclude that for any t ∈ [0, +∞) \ N the infinitesimal generatorG(·, t) has a BRNP at σ 0 = 1 and
Recall also that σ(t) ∈ T for all t ∈ [0, +∞)\N. In particular, it follows that assertions (i) and (iv) hold, with G(σ(t), t) = σ ′ (t),
Finally, assertion (ii) also holds because t → σ ′ (t) is locally integrable on [0, +∞).
Step 3. Assertion (iii) holds.
Recall that the angular derivative coincides, provided it is finite, with the radial limit of the derivative (see, e.g., [29, Prop. 4 .7 on p. 79]). Therefore, by (3.5), we havẽ
Since t → σ(t) is continuous, from conditions H1 and H2 in Definition 2.11 it follows that
is also locally integrable on [0, +∞).
Fix now any t > 0 and write
Since the spectral function Λ has finite variation, it follows that there exists
. By Theorem 2.2 applied to ϕ 0,s and z = xσ,
According to Lebesgue's Dominated Convergence Theorem, combining assertion (i), Lemma 2.10 applied toG(·, t), t ∈ [0, +∞) \ N, inequality (3.7), and the fact that the functions t → G ′ (σ(t), t), t → G(0, t), and t → v(t) are locally integrable on [0, +∞), we obtain (iii) by passing to the limit in (3.6) as (0, 1) ∋ x → 1.
Step 4. Assertion (v) holds.
According to the previous step of the proof, t → σ(t) is locally absolutely continuous on [0, +∞). Therefore, by [14, Lemma 2.8], (φ s,t ) is an evolution family. By construction, G is its Herglotz vector field, σ 0 = 1 is its RBFP, and Λ is its spectral function at σ 0 . Therefore, bearing in mind (3.5), in order to prove (v) we may assume that σ(t) ≡ 1. From (3.6), fixing any t ≥ 0 we can write
Arguing as at the end of Step 3, use (3.7) and Lemma 2.10 to conclude that the integrand in (3.8) does not exceed in absolute value C t (|G(0, s)|+|G ′ (1, s)|/2) for all s ∈ [0, t]\N, all x ∈ (0, 1), and some constant C t > 0 not depending on s and x. Recalling that G(0, ·) and G ′ (1, ·) are locally integrable, we can pass to the limit in (3.8) using Lebesgue's Dominated Convergence Theorem. Hence we obtain In this section we are going to prove Theorem 1.1. We will make use the following lemma, whose proof follows almost literally an argument in the proof of [29, Theorem 10.5, p. 305 -306], so we omit it. We can now start proving Theorem 1.1. Without loss of generality we assume that σ = 1. Note that if (A) holds, then (B) and (1.1) follow directly from Theorem 3.5.
Let us show that (B) implies (A). Let u(z) := −(1 − |z| 2 )/|1 − z| 2 be the (negative) Poisson kernel and define
for z ∈ D and t ≥ s ≥ 0. By Theorem 2.2 (see also [10, Proposition 2.3]) the inequality
is equivalent to ϕ s,t having a BRFP at 1 with ϕ
. Since by (B) for a.e. t ≥ 0 the infinitesimal generator G(·, t) has a BRNP of dilation G ′ (1, t) at σ = 1, it follows from [10, Theorem 0.4] that for all z ∈ D and a.e. t ≥ 0,
Fix now z ∈ D and s ≥ 0. Taking into account that t → ϕ s,t (z) solves the equation (∂/∂t)ϕ s,t (z) = G ϕ s,t (z), t on [s, +∞), we conclude that t → g z (s, t) is locally absolutely continuous on [s, +∞) and, with the notation w(t) := ϕ s,t (z),
for a.e. t ≥ s. Therefore, h(t) := −(∂/∂t)g z (s, t) − G ′ (1, t)g z (s, t) ≥ 0 for a.e. t ≥ s. Note that t → g z (s, t) is the solution to the differential equation (∂/∂t)g z (s, t)+G ′ (1, t)g z (s, t)+ h(t) = 0 with the initial condition g z (s, s) = 0. Thus one easily concludes that g z (s, t) ≤ 0 for all t ≥ s. This proves the implication (B) =⇒ (A).
The proof of the equivalence between (A) and (C) is divided into several steps.
Step 1. (C.1) and (C.2) imply that for each t ≥ s ≥ 0 the point 1 is a contact point of ϕ s,t .
Moreover, if for some t ≥ s ≥ 0, ϕ s,t (1) = 1, then arg f
Let us now assume that ϕ s,t (1) = 1. Since f t is conformal at 1, it is also isogonal at this point (here we follow the terminology from [30, §4.3] ). Therefore (see, e.g., [30, Theorem 11.6]) we have:
(a) for each α ∈ (0, π/2) there exists ρ 1 > 0 such that
where We are going to prove that 1 is a regular fixed point for all ϕ s,t 's. By Step 1, the point 1 is a contact point of ϕ s,t for any t ≥ s ≥ 0. Let us now fix s ≥ 0 and study the map
Step 2.1. The map Φ s is continuous.
Suppose on the contrary that there exists ε 0 > 0, a point t 0 ≥ s and a convergent sequence [s, +∞) ∋ t n → t 0 such that |ϕ s,tn (1) − ϕ s,t 0 (1)| > ε 0 . From the fact (see [8, Proposition 3.5 ]) that ϕ s,tn → ϕ s,t 0 locally uniformly in D as n → +∞ it follows that passing if necessary to a subsequence of (t n ) we may assume that |ϕ s,tn (r n ) − ϕ s,t 0 (1)| < ε 0 /2, where r n := 1 − 1/n, for all n ∈ N. Now fix any T > s such that (t n ) ⊂ [s, T ]. The sets C n := ϕ s,tn ([r n , 1)) ⊂ D form a sequence of Koebe arcs for the sequence of functions ϕ tn,T . Indeed, on the one hand by construction, diam C (C n ) > ε 0 /2 for all n ∈ N; while on the other hand, ϕ tn,T (C n ) = ϕ s,T ([r n , 1)) tends, as n → +∞, to the point w 0 := ϕ s,T (1). By the Schwarz -Pick theorem, |ϕ Step 2.2. There exists ε > 0 such that ϕ s,t (1) = 1 for all t ∈ [s, s + ε).
According to (C.3) we can choose ε > 0 so that arg f
Step 1, we easily conclude that ϕ s,t (1) = 1 for all such t.
Step 2.3. Fix t ≥ s and suppose that ϕ s,t (1) = 1. Then there exists the finite angular derivative ϕ
By [30, Proposition 4.13] , there exists the angular derivative ϕ ′ s,t (1), which can be either ∞ or a positive number. Therefore,
∈ C as (0, 1) ∋ r → 1. Thus using Lemma 4.1 for g := f t , σ := 1, ω := f t (1) ∈ f t (D), and C := ϕ s,t ([0, 1)), we conclude that ϕ Step 2.4. For any t ≥ s, ϕ s,t (1) = 1.
Suppose this is not the case. Let t * := inf{t ≥ s : ϕ s,t (1) = 1}. Then, by Step 2.2, t * > s and for all t ∈ (s, t * ) we have ϕ s,t (1) = 1. Hence by Step 2.1, ϕ s,t * (1) = 1. Furthermore, by Step 2.3 applied to t := t * , ϕ ′ s,t * (1) ∈ C. Therefore, ϕ s,t (1) = ϕ t * ,t (1) for all t ≥ t * . But by Step 2.2 applied with t * substituted for s, ϕ t * ,t (1) = 1 provided t − t * is small enough. Thus t * < inf{t ≥ s : ϕ s,t (1) = 1}. This contradiction proves the statement of Step 2.4.
Statements of Step 2.3 and 2.4 imply assertion (A). Hence (1.1) holds and, in particular,
is locally absolutely continuous. The proof of Step 2 is complete.
Step 3. (A) implies (C).
For any s ≥ 0 and t ≥ s, since the point 1 is a BRFP of the function ϕ s,t , the angular derivative ϕ ′ s,t (1) is a positive number (see, e.g., [30, Proposition 4.13]). Fix t ≥ 0. Assume first that t > t 0 . Then f t (ϕ t 0 ,t (r)) = f t 0 (r) for all r ∈ [0, 1). In particular, f t 0 (1) ∈ ∂f t (D), because ϕ t 0 ,t (r) → 1 as (0, 1) ∋ r → 1. Moreover,
∈ C * as (0, 1) ∋ r → 1. Therefore, by Lemma 4.1 applied to g := f t , σ := 1, ω := f t 0 (1) ∈ f t (D), and C := ϕ s,t ([0, 1)), the angular limit lim z→1 f t (z) exists and equals f t 0 (1), and the angular derivative f ′ t (1) of f t at 1 exists and equals f (1) . Note that the curve r ∈ [0, 1) → ϕ t,t 0 ([0, 1)) approaches the point 1 tangentially to the real axis. Therefore,
(1) ∈ C * as (0, 1) ∋ r → 1. Again using Lemma 4.1 for g := f t , σ := 1, ω := f t 0 (1), and C := [0, 1), we conclude that the angular limit ∠ lim z→1 f t (z) exists and equals f t 0 (1) and that the angular derivative f ′ t (1) of f t at 1 exists and equals f
(1) > 0. Thus the proof is now complete.
Embedding into evolution families and inclusion chains
In this section we prove Theorem 1. Proof of Proposition 5.2. The proof is divided into three steps.
Step 1. (II)⇒(III)⇒(I).
The fact that (II) implies (III) Since g t (D) = F t (D), it follows that for any t ≥ 0 there exists h t ∈ Möb(D) such that
for all t ≥ 0, where (φ s,t ) is the evolution family of the Loewner chain (g t ). It follows that σ 0 := h 0 (1) is a regular contact point of (φ s,t ) and that h t (1) = φ 0,t (σ 0 ), |h ′ t (1)| exp Λ 0 (t) = |h ′ 0 (1)| for all t ≥ 0, where Λ 0 is the spectral function of (φ s,t ) at σ 0 . Therefore, there exists a family (ℓ t ) t≥0 ⊂ Möb(D) of automorphisms with parabolic fixed point at 1 such that
where x(t) := (e Λ 0 (t) − 1)/(e Λ 0 (t) + 1). Note that ℓ 0 = id D . By Theorem 3.5, the functions Λ 0 and t → φ 0,t (σ 0 ) are locally absolutely continuous. Therefore, by [14, Lemma 2.8], the formula ϕ s,t =h −1 t • φ s,t •h s , t ≥ s ≥ 0, defines an evolution family (ϕ s,t ). Note that the univalent functions f t := F t • ℓ t = g t •h t satisfy f t • ϕ s,t = f s for any t ≥ s ≥ 0. Thus (f t ) is a Loewner chain associated with (ϕ s,t ), see [14, Lemma 3.2] . Finally, note that ϕ 0,t = ℓ −1 t • ψ t has a parabolic fixed point at 1.
Step 3. (I)⇒(II).
We are going to modify the Loewner chain (f t ) constructed in the proof of
Step 2 in such a way that the spectral function of the evolution family of this new Loewner chain at 1 coincides with Λ. To this end we define m t (z) := (z + x(t))/(1 + x(t)z) for all z ∈ D and t ≥ 0, where x(t) := (e Λ(t) − 1)/(e Λ(t) + 1). Then ψ s,t := m t • ϕ s,t • m (ψ s,t ) . This is the desired Loewner chain and the proof is now complete.
Remark 5.6. The Loewner chains (f t ) we construct in the proof of Proposition 5.2 are such that the point 1 corresponds under the conformal map f 0 : D → D 0 to the prime end P from condition (Ic).
As a preparation to the proof of Theorem 1.2, we need the following lemmata. Proof. First of all without loss of generality we may assume that t 0 = 1. Furthermore, using Möbius transformations we may assume that w 0 = 0. Indeed, if ℓ ∈ Möb(D) and 
By (5.1), ϕ has a contact point at σ 0 . It follows, see e.g. [30, Proposition 4.13] , that the limit (5.2) exists and belongs to C \ {0}. Hence the limit in the right-hand side of (5.2) also exists and must be finite. By Lemma 4.1 combined with [30, Proposition 4.13] , it is, moreover, different from zero. Thus the limit (5.2) is finite, i.e., ϕ has a regular contact point at σ 0 . This proves the lemma.
Proof of Theorem 1.2. Clearly, we may assume that σ = 1. Fix any point w 0 ∈ φ(D).
By Lemma 5.7 there exists an L-admissible family (D
Note that, (D t ) is in fact chordally admissible. Indeed, let P be the prime end of D 0 that corresponds to 1 under the mapping φ. The function ϕ := φ (1) = φ ′ (1), where (ϕ s,t ) stands for the evolution family of the Loewner chain (f t ). Therefore, there exists ℓ ∈ Möb(D) of the form ℓ = p
The proof is now complete.
6. Examples and Remarks on Theorem 1.1 Theorem 1.1 contains a characterization of boundary regular fixed points of an evolution family in terms of the associated Loewner chain assuming that one of the functions of the Loewner chain is conformal at a certain boundary point. A similar result can be obtained when the function has a simple pole. Let us recall that a function f : D → C has a simple pole (in the angular sense) at a boundary point σ ∈ T if ∠ lim z→σ (z − σ)f (z) ∈ C * . Following the notation in the classical case, we call this limit the residue of f at σ and denote it by Res(f ; σ). (ii) the evolution family (ϕ s,t ) has a boundary regular fixed point at σ.
Moreover, if conditions (i) and (ii) above hold, then (iii) the function t → Res(f t ; σ) is locally absolutely continuous on [0, +∞), with
arg Res(f t ; σ) being constant.
Proof. Let us fix T > t 0 and a point w 0 / ∈ f T (D). Write l(t) := T t/(1 + t) and consider the family of univalent functions g t : D → C given by z → g t (z) := 1/(f l(t) (z) − w 0 ), for all t ≥ 0 and z ∈ D. It is clear that f l(t) has a simple pole at σ if and only if g t (σ) = 0 and g t is conformal at σ. In such a case, g ′ t (σ) = 1/Res(f t ; σ). On the other hand, the evolution family associated with the Loewner chain (g t ) is nothing but (ϕ l(s),l(t) ). Bearing in mind these remarks and applying Theorem 1.1 to the Loewner chain (g t ) one can easily complete the proof.
Remark 6.2. Thanks to the chain rule for angular derivatives, see, e.g., [19, Lemma 2] , and condition EF2 in the definition of evolution families, hypothesis (A) in Theorem 1.1 is equivalent to (A ′ ) for each t ≥ 0 the point σ is a BRFP of (ϕ 0,t ).
Now we consider a family of examples demonstrating that conditions and conclusions in Theorem 1.1 are the best possible in some sense.
It easily follows from the definition that if G is a Herglotz vector field, then t → G ′ (z, t) is locally integrable on [0, +∞) for any z ∈ D. This property is not inherited when passing to the boundary: Example 6.3. We construct an example of a Herglotz vector field having a BRNP at 1 for a.e. t ≥ 0 such that the dilation λ(t) := G ′ (1, t) is not locally integrable. We actually show that any non-negative measurable function λ defined a.e. on [0, +∞) can arise in this way.
Let r and λ be measurable non-negative functions defined a.e. on [0, +∞). Assume that r(t) < 1 for a.e. t ≥ 0 and that M(t) := λ(t) 1 − r(t) is locally integrable on [0, +∞). Clearly, given any non-negative measurable function λ one can find a function r such that these requirements are met.
Denote by p 0 (z) := (1 + z)/(1 − z) and consider the function
for a.e. t ≥ 0 and all z ∈ D. By Theorem 2.8, for a.e. t ≥ 0, G λ,r (·, t) is an infinitesimal generator with a BRNP of dilation λ(t) at 1. Moreover, a simple calculation shows that
Therefore, |G λ,r (z, t)| ≤ 2M(t) for a.e. t ≥ 0. Thus, G λ,r is a Herglotz vector field having, for a.e. t ≥ 0, a BRNP of dilation λ(t) at 1. Since we can choose any measurable non-negative function for λ, this example shows that condition (B.2) in Theorem 1.1 does not follow from condition (B.1).
Remark 6.4. Note that if an evolution family (ϕ s,t ) has a BRFP at σ ∈ ∂D with nondecreasing spectral function Λ, which means that σ is the DW-point of all ϕ s,t 's different from the identity mapping, and if the evolution family (ϕ s,t ) is of some order
loc , see [8, Theorem 7.3] . The construction in Example 6.3 can be also used to see that in contrast to the case of boundary DW-point (see Remark 6.4), any non-positive locally integrable function can arise as the derivative of the spectral function of an evolution family (ϕ s,t ) at a BRFP which is not the DW-point even if we require that the evolution family (ϕ s,t ) is of the best possible order d = +∞. Then 0 ≤ M(t) ≤ 1 for a.e. t ≥ 0. Hence G λ,r is an L ∞ -Herglotz vector field. By Theorem 1.1, the L ∞ -evolution family (ϕ s,t ) generated by G λ,r has a BRFP point at 1 and its spectral function Λ satisfies Λ ′ = −λ a.e. on [0, +∞). Therefore, the regularity of the spectral function in Theorem 1.1 does not depend on the order of the evolution family.
Nevertheless, as the following proposition shows, the order of (ϕ s,t ) still imposes certain restrictions on the behaviour of Λ. Proposition 6.6. Let (ϕ s,t ) be an evolution family of order d ∈ [1, +∞] and G its Herglotz field. Suppose that σ ∈ T is a BRFP of (ϕ s,t ) and let λ(t) := G ′ (σ, t). Then
Since λ is measurable, it is easy to check that G(z, t) := G(z, t)χ A (t) is a Herglotz vector field of order d. Moreover, for a.e. t ≥ 0, G has a BRNP at σ with the dilation −λ − (t). By Theorem 1.1 the evolution family ( ϕ s,t ) of order d generated by G has a RBFP at σ with the spectral function Λ(t) := Example 6.7. Let us consider again the vector field G λ,r from Example 6.3 with a particular choice of the function λ. Namely, we fix some T > 0 and assume that r : (0, T ) → (0, 1) is a smooth function that tends to 1 as t → 0 + . Set λ(t) := 2/(1 − r(t)) for all t ∈ (0, T ). (For t ≥ T we can extend the functions r and λ assuming them to be constants.)
Then again G λ,r is an L ∞ -Herglotz vector field. Let us consider the generalized Loewner -Kufarev equation with G = G λ,r restricted to (0, 1). The solution ξ x to
stays in (0, 1) for all t ≥ 0, because G λ,r (ξ) is real for ξ ∈ (0, 1) and G λ,r (0) = 0. If we let
for fixed α ∈ (0, 2), the function ξ * (t) := e −αt , which tends to 1 − as t → 0 + , is a solution to (6.2) on (0, T ) for T > 0 small enough. Thus, we have ξ x (t) < ξ * (t) for all t ∈ (0, T ) and all x ∈ (0, 1). Indeed, otherwise there would exist t * ∈ (0, T ) and x * ∈ (0, 1) such that ξ x * (t * ) = ξ * (t * ), which contradicts the uniqueness property for the solutions to the Cauchy problem (6.2). Thus the point 1 is not a boundary fixed point of ϕ 0,t for any t > 0, although ϕ 0,t (1) exists in the angular sense and lies in (0, 1).
Example 6.8. In the previous example, for small t > 0 the function r(t) behaved asymptotically as 1 − (2 − α)t. Let us now consider the same choice of λ but for the case when r(t) = 1 − βt for all t ∈ (0, T ), where β > 2 is fixed. We are going to prove that in this case ϕ s,t has a boundary fixed point at 1. Note that in view of Theorem 1.1, this point cannot be a BRFP whenever s = 0, because λ(t) = 1/(βt) for all t ∈ (0, T ). First we show that there are no non-trivial singular solutions, i.e., the problem
has no solutions ξ * : (0, T ) → (0, 1). Suppose on the contrary that such a solution exists. Denote u(t) := (1 − ξ * (t))/t. Then according to Lagrange's Mean Value Theorem applied to the function ξ * on the interval (0, t), (6.3) implies that for all t ∈ (0, T ),
where t * ∈ (0, t) depends on t. Assuming for convenience that T > 0 is small enough so that r(t) > 1/2 for all t ∈ (0, T ), we now conclude that 0 ≤ α := sup t∈(0,T ) u(t) ≤ 4. Recalling that β > 2 and using the above inequality again, we see that actually α = 0 and hence ξ * ≡ 1.
Note that ϕ s,t extends holomorphically to T for any s > 0 and t ≥ s. Hence to show that 1 is a boundary fixed point of ϕ s,t for all t ≥ s ≥ 0, it is clearly sufficient to prove this statement for s = 0 and t ∈ (0, T ). To this end, in turn, it is sufficient to show that sup x∈(0,1) ϕ 0,t 0 (x) = 1 for at least one t 0 ∈ (0, T ).
Suppose on the contrary that m(t) := sup x∈(0,1) ϕ 0,t (x) < 1 for all t ∈ (0, T ). Note that the function m does not increase on (0, T ). Then using Lebesgue's Dominated Convergence Theorem we can pass to the limit as x → 1 − under the integral sign in the equality ϕ 0,t (x) = ϕ 0,t 0 (x) + t t 0 G λ,r (ϕ 0,s (x), s) ds, which holds for any t, t 0 ∈ (0, T ) and all x ∈ (0, 1), to conclude that ξ * (t) := lim x→1 − ϕ 0,t (x) is a solution to problem (6.3). (The limit exists because ϕ 0,t is increasing and bounded on (0, 1).) However, as we proved above there exist no non-trivial solutions to (6.3).
Thus in this example the point 1 is a boundary (non-regular) fixed point of the evolution family (ϕ s,t ) and a BRNP of the Herglotz vector field G(·, t) = G λ,r (·, t) of (ϕ s,t ) for a.e. t ≥ 0, although the dilation λ(t) = G ′ (t, 1) is not locally integrable.
Remark 6.9. In [15, §7] it was constructed an example of an evolution family (ϕ s,t ) with the DW-point at 1 such that all elements of every Loewner chain (f t ) associated with (ϕ s,t ) have no angular limits at 1. Hence the conformality of f t 0 at σ is an essential condition for assertion (C) to be included in Theorem 1.1. Example 6.10. We are going to construct a Loewner chain satisfying conditions (C.1) and (C.2) from Theorem 1.1 but not (C.3), for which (A) does not hold, i.e. a Loewner chain (f t ) such that all f t 's are conformal at the point 1, share the same value at this point (in our construction f t 's have continuous extension to D), but the evolution family (ϕ s,t ) of (f t ) fails to have a BRFP at 1. The construction is divided into several steps.
Step 
see Figure 1 . Clearly, (D t ) t≥0 is an inclusion chain. Since D 0 is a Jordan domain, there is a one-to-one correspondence between ∂D 0 and the set of prime ends of D 0 . Denote by P the prime end corresponding to the boundary point w 0 = −1. Using [30, Theorem 3.9, p. 52] with α = 1 and the Schwarz Reflection Principle, it is easy to see that D 0 is embedded conformally in D t at P for any t ≥ 0.
Step 2. Now we construct a Loewner chain (g t ) such thatg t (0) = 0 andg t (D) = D t for all t ≥ 0, the evolution family (ψ s,t ) of (g t ) has a BRFP at 1, and for every t > 0 there exists σ(t) ∈ T \ {1} such thatg t (σ(t)) =g t (1) = −1. By [15, Theorem 1.10], there exists a Loewner chain g t of chordal type such that up to the change of the parametrization of the family (D t ), we have g t (D) = D t . In what follows we assume that (D t ) is reparameterized in such a way. By the very definition of the Loewner chain of chordal type, all elements of the evolution family (ψ s,t ) associated with (g t ), different from id D , share the same DW-point τ = 1 ∈ T. Moreover, by the construction used in the proof of [15, Theorem 1.10], g t (1) = w 0 = −1 for all t ≥ 0. Here we have taken into account the fact that ∂D t is locally connected, so by Carathéodory's Continuous Extension Theorem, see e.g. [30, Theorem 2.1 on p. 20], the function g t has a continuous extension to D, which we will denote again by g t .
Since (ψ s,t ) has a BRFP at τ = 1, by Theorem 1.1, arg g t (1) does not depend on t. Therefore, for each t > 0, the slits γ t := g t ([0, 1)) and γ := [−2, −1) in D t , which land both at w 0 = −1, are not equivalent. This means (see e.g. [22, Theorem 1, §II.3]) that there is a point σ(t) ∈ T \ {τ = 1} such that g t (σ(t)) = w 0 = −1. The same holds for the Loewner chain (g t ) defined byg t := g t • ℓ t for all t ≥ 0, where (ℓ t ) ⊂ Möb(D) is given by To see that (g t ) is really a Loewner chain and, correspondingly, (ψ s,t ) = (g −1 t
•g s ) = (ℓ −1 t • ψ s,t • ℓ s ) is its evolution family it is sufficient to apply [14, Lemmas 2.8 and 3.2] bearing in mind that, by [8, Proposition 3.7] , the function t → z 0 (t) = ψ 0,t z 0 (0) is locally absolutely continuous.
Step 3. Now we show that 0 < t → σ(t) has a locally absolutely continuous extension to [0, +∞). Fix s 0 > 0 and consider the evolution family formed by the functionψ s,t :=ψ s 0 +s,s 0 +t , 0 ≤ s ≤ t. The functionsĝ t :=g s 0 +t , t ≥ 0, form a Loewner chain associated with (ψ s,t ). Using the Schwarz Reflection Principle it then easy to see that the evolution family (ψ s,t ) has a regular contact point at σ(s 0 ). Since by construction σ(s 0 + t) =ψ 0,t σ(s 0 ) for all t > 0 and since we may choose any s 0 > 0, Theorem 3.5 implies that (0, +∞) ∋ t → σ(t) is locally absolutely continuous. To prove that this function can be extended absolutely continuous to [0, +∞) it is sufficient to show that arg σ(t) is monotonic.
By a similar argument one can prove that the unique preimage σ 1 (t) of the point w 1 := −1 + i w.r.t.g t , t > 0, depends on t (locally absolutely) continuous. Denote L t := g ) the length of L s does not exceed the length of L t whenever 0 < s ≤ t. Bearing in ming that (0, +∞) → σ 1 (t) ∈ L t \ {σ(t), τ = 1} is continuous, we easily conclude that t → arg σ(t) is a monotonic function.
Step 4. We prove that σ(t) → 1 as t → 0 + . Now from (b) and (d) it follows that diam C (L t ) → 0 as t → 0 + and thus our claim is proved.
Recall thatg t is univalent in
Step 5. Finally, we construct the desired Loewner chain (f t ). By Steps 3 and 4 the function t → σ(t) extended to t = 0 by σ(0) := 1 is locally absolutely continuous on [0, +∞). Therefore, the formula f t (z) :=g t σ(t)z for all z ∈ D and all t ≥ 0 defines a Loewner chain (f t ) t≥0 . Moreover, by construction for all t ≥ 0 the function f t is conformal at 1 and f t (1) = w 0 = −1, i.e. the Loewner chain (f t ) fulfills conditions (C.1) and (C.2) in Theorem 1.1, but the evolution family (ϕ s,t ) of (f t ) does not fulfill condition (A) in Theorem 1.1, since ϕ 0,t (1) = σ(t) = 1 for all t > 0. The reason is that condition (C.3) does not hold: arg f ′ t (1) = 0 for all t > 0, while arg f ′ 0 (1) = π.
