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Abstract
There are various ways of defining the Wick rotation in a gravitational context. There are good arguments
to view it as an analytic continuation of the metric, instead of the coordinates. We focus on one very
general definition and argue that it is incompatible with the requirement of preserving the field equations
and the symmetries at global level: in some cases the Euclidean metric cannot be defined on the original
Lorentzian manifold but only on a submanifold. This phenomenon is related to the existence of horizons,
as illustrated in the cases of the de Sitter and Schwarzschild metrics.
1 Wick rotation in gravity
In Quantum Field Theory (QFT) it is customary to define functional integrals in imaginary (Eu-
clidean) time, in order to replace oscillatory integrals by exponentially damped ones, thereby improving
their convergence. The rotation of the integration contour over energy or time is called Wick rotation.
In this paper we discuss various issues that arise when one considers the Wick rotation for a QFT on a
curved spacetime.
In general there will be more than one stationary point for the Euclidean action, in which case the
functional integral should be defined as a sum of Gaussian integrals around all the regular, finite action
solutions of the Euclidean field equations, generally known as instantons. (Note that the instantons will
not in general correspond to solutions of the Lorentzian field equations.) In the case of quantum gravity,
this procedure has been developed mainly by the Cambridge school in the late ’70s and early ’80s and is
called Euclidean Quantum Gravity [1].
In this approach the Euclidean and Lorentzian spacetimes are seen as different real sections of a com-
plex manifold. In practice, one rotates a suitable time coordinate, as in standard QFT. This definition of
Wick rotation has some well-known shortcomings that have been recently summarized in [2]. An alter-
native definition, where the coordinates are kept fixed and it is the metric that is analytically continued,
avoids some of these issues.
The main virtue of this alternative definition is that it keeps the spacetime manifold fixed. Thus, in
the path integral, one would only consider manifolds that admit a physical, Lorentzian, metric. Unfortu-
nately, the analytic continuation of the metric is far from unique. One may try to fix the ambiguities, or at
least to restrict them, by imposing some additional desirable properties, such as mapping local solutions
of the Lorentzian field equations to local solutions of the Euclidean equations, and preserving the number
of Killing vectors. Our main result is that in some cases these properties seem to be in conflict with the
requirement that the Wick rotation preserve the manifold.
In the rest of section 1, we will review various definitions of Wick rotation. In section 2 we discuss
the analytic continuations of Minkowski and Anti-de Sitter space. Sections 3 and 4 deal with the de Sitter
1e-mail address: abaldazz@sissa.it
2e-mail address: percacci@sissa.it
3e-mail address: vedran.skrin@gmail.com
1
ar
X
iv
:1
81
1.
03
36
9v
1 
 [g
r-q
c] 
 8 
No
v 2
01
8
and Schwarzschild metrics, respectively. Section 5 contains a short discussion, where we compare again
the continuation of the metric with the continuation of the coordinates, in view of the preceding results.
1.1 Continuing time
Assume that spacetime has topology R×Σ, with coordinates t in R and xi in Σ. We further assume
that spacetime is static, namely that there exists a Killing vector that is everywhere orthogonal to Σ.
There exist coordinates where the metric has the form
gµν(t, x) =
(
g00(x) 0
0 gij(x)
)
(1.1)
where g00 < 0. In this case there is a natural time coordinate and the Wick rotation can be defined in the
usual way:
iSL
∣∣∣
t→−itE
= −SE . (1.2)
For example, for a real scalar field this gives
SE(φ) =
1
2
∫
ddxE
√
gE g
µν
E ∂µφ∂νφ (1.3)
where
(gE)µν =
( −g00 0
0 gij
)
(1.4)
is a positive definite metric on an analytically continued manifold.
If this definition is extended to more general spacetimes, several issues arise [2].
• First we note that time has no physical meaning in GR. If the Wick rotation is performed on time,
one immediately finds that the result depends very strongly on the coordinate system. Thus for example
beginning from the de Sitter metric, written in three different forms: the form with flat spatial sections
ds2 = −dt2 +H−2e2Ht (dr2 + r2dΩ22) (1.5)
or the form with positively curved spatial sections
ds2 = −dτ2 +H−2 cosh2(Hτ)
(
dr2
1− r2 + r
2dΩ22
)
(1.6)
or the form with negatively curved spatial sections
ds2 = −dτ¯2 +H−2 sinh2(Hτ¯)
(
dr2
1 + r2
+ r2dΩ22
)
(1.7)
(where dΩ22 = dθ
2 + sin2 θdϕ2 is the metric of the 2-sphere) the prescription t→ −it leads to a metric
that is either complex, or positive definite, or again Lorentzian but with opposite signature.
• Second, in flat spacetime, the sense of the Wick rotation is fixed by the requirement that the ana-
lytic continuation of the Feynman propagator of a free particle should not cross the poles in the complex
energy plane. This is related to Feynman’s “i” prescription, which is a way to incorporate the notion of
causality in the two-point function. Furthermore, the Euclidean continuation of any correlation functions
must satisfy Osterwalder-Schrader positivity, which is again a consequence of causality. No such restric-
tions from causality seem to limit the analytic continuation of a time coordinate in a generic Lorentzian
manifold. On the other hand it has been argued that a notion of causality should be encoded in the
functional integral [3–5].
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• Third, given that any manifold admits a Euclidean metric, a definition of the functional integral that
started from Euclidean signature, as advocated in Euclidean Quantum Gravity [6], would include a sum
over all topologies. This is a source of various difficulties. At a fundamental mathematical level, we are
confronted with the fact that even the classification of all four-dimensional topologies is impossible [7].
This is a major challenge to the definition of a functional integral, over and above the usual functional
analytic issues. More concretely, numerical simulations of sums over four-dimensional Euclidean tri-
angulations (called “Euclidean Dynamical Triangulations” - DT) have largely failed to produce viable
phases looking like an extended four-dimensional manifold [8–11]. On the other hand, the existence
of a Lorentzian structure on a given manifold restricts the possible topologies [12]. Numerical simula-
tions within Causal Dynamical Triangulations (CDT) have indeed shown that this requirement has a very
beneficial effect on the functional integral for gravity [13].
• Fourth, when gravity is viewed as a gauge theory for the Lorentz group, as in the tetrad formalism,
not only is the signature of the metric changed, but also the gauge group itself. This is in sharp contrast to
other gauge theories. This problem is particularly urgent when one couples gravity to fermions, because
the spinor representations are generally different for different signatures. We will not deal with this issue
in detail here, except for some comments in section 1.6.
For all these reasons we are led to seek a definition of Wick rotation that satisfies the following three
conditions:
(1) it does not depend on the coordinates ;
(2) causality is taken into account ;
(3) the Wick-rotated metric is defined on the same manifold as the original Lorentzian metric .
In the rest of this section we shall discuss two such definitions. In the rest of the paper we show that even
these definitions are not completely satisfactory.
1.2 Continuing the lapse
A better procedure is to analytically continue the metric instead of time. One way to do this is to start
from an ADM foliation. Let us assume topology R× Σ. A generic metric and its inverse can be written
locally in the form
g(σ)µν =
(
σN2 + qijN
iN j Ni
Nj qij
)
, gµν(σ) =
(
1
σN2
− N i
σN2
− Nj
σN2
qij + N
iNj
σN2
)
(1.8)
where qij is a positive definite metric in Σ. Note that
√
g(σ) =
√
σN
√
q. The metric is Euclidean for
σ = 1 and Lorentzian for σ = −1. (One could equivalently take σ = 1 and assume that the sign of N2
could be negative.)
Now we do not take the absolute value of the determinant when we construct the action. For example,
in the scalar case we define
S(σ)(φ) =
1
2
∫
ddx
√
g(σ)g
µν
(σ)∂µφ∂νφ . (1.9)
Since for Lorentzian metric (σ = −1) we have √g(−1) = iN√q whereas for Euclidean metric √g(1) =
N
√
q, this action cannot remain real when σ changes sign. For σ = −1 we define the real Lorentzian
action
SL(φ) = iS(−1)(φ) (1.10)
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whereas for σ = 1 we define the real Euclidean action
SE(φ) = S(1)(φ) . (1.11)
This analytic continuation in σ is such that if we start from iSL = −S(−1) we end at −S(1) = −SE .
One can similarly check that
S(σ) =
1
4
∫
ddx
√
g(σ)g
µν
(σ)g
ρσ
(σ)FµρFνσ (1.12)
and
S(σ) =
1
2κ2
∫
ddx
√
g(σ)(2Λ−R(g(σ))) (1.13)
interpolate between Lorentzian and Euclidean path integrals for electromagnetism and gravity, always
with the identifications (1.10) and (1.11). In this way we reproduce the result obtained by continuing the
time in the static case, but this procedure is not restricted to the static case.
1.3 General procedure
Every manifold admits a Riemannian (Euclidean) metric but that there are topological restrictions for
the existence of Lorentzian metrics, namely there must exist a nowhere zero vectorfield [12]. Without
loss of generality, such vectorfield can be unit-normalized. Then, a Lorentzian metric g(L)µν can be
constructed starting from a Euclidean metric g(E)µν and a unit vector field Xµ by the formula:
g(L)µν = g(E)µν − 2XµXν , (1.14)
where Xµ = g(E)µνXν . In the Lorentzian metric, g(L)µνXµXν = −1, so X is a unit timelike vector-
field. This formula can be inverted to construct a Euclidean metric out of a given Lorentzian metric and
a unit timelike vectorfield. This can be seen as the result of a continuous deformation [14]:
g(σ)µν = g(L)µν + (1 + σ)XµXν , (1.15)
where σ varies between −1 and 1. Clearly g(−1) = g(L) and g(1) = g(E). For σ = 0 the metric is
degenerate: for any vectorfield Y µ, g(0)µνXµY ν = 0.
We note that continuing the lapse is a special case of this more general procedure, where Xµ is the
unit normal to the hypersurfaces of constant time:
Xµ = (−N, 0) ; Xµ =
(
1
N
,−N
a
N
)
,
in the ADM coordinates. The procedure discussed in this section is more general in that the vector X is
not assumed to be hypersurface-orthogonal.
Let us see how this procedure reproduces the Wick rotation in flat spacetime. We have g(−1)µν =
g(L)µν = ηµν , so the interpolating metric is g(σ)µν = diag(σ, 1, 1, 1), and g(1)µν ≡ g(E)µν = δµν . The
volume element
√
detg(σ) is
√
det(ηµν) = i for σ = −1 and
√
det(δµν) = 1 for σ = 1. With this
definition of the Wick rotation, the “i” in the exponent in the functional integral comes from taking the
square root of the determinant of a metric with Lorentzian signature. The interpolating actions for scalar,
Maxwell and gravitational field are given again by (1.9,1.12,1.13), with the identifications (1.10) for the
Lorentzian action and (1.11) for the Euclidean action.
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1.4 Complexification
The two definitions of Wick rotation given in the preceding sections give rise to a problem: if we
interpret σ as a continuous real parameter running between −1 and 1, then for σ = 0 the metric would
become degenerate. To avoid this, one has to allow σ to describe a path in the complex plane. The
question of the contour then arises: does the path pass above or below the point σ = 0? To make a
choice, we note that the propagator constructed with the interpolating metric
i
−g(σ)µνpµpν −m2
=
i
−σE2 − ~p2 −m2 (1.16)
coincides for σ = −1 with the causal (Feynman) propagator,
∆F =
i
E2 − ~p2 −m2 + i (1.17)
if σ is given a small negative imaginary part
σ = −1− i
E2
. (1.18)
We see that the usual prescription for the choice of integration contour in the definition of the propagator
can be interpreted naturally as an incipient complexification of the metric. After allowing Re(σ) to grow
from −1 to 1 and letting Im(σ) go back to zero, and taking into account the factor i from the volume
element, the correlator takes the Euclidean form
−1
−g(1)µνpµpν −m2
=
1
E2 + ~p2 +m2
. (1.19)
The path that we have just described can be deformed into a path running along the real axis, except for
an infinitesimal semicircle passing above σ = 0. In the following this path will always be understood.
There is in general no notion of reflection positivity in curved spacetime because generically there is
no isometry that can serve the function of reflection. At least on static spacetimes, where such a reflection
exists, a suitable generalization of reflection positivity holds [15].
1.5 Properties
The procedures outlined in sects. 1.2-1.3 clearly satisfy the conditions (1)-(2)-(3) spelled out in
section 1.1. In spite of this, important issues remain, the most important one being the lack of uniqueness.
The procedure of section 1.2 depends on the choice of a foliation and the procedure of section 1.3 depends
on the choice of a one-form Xµ: in both cases there is an infinite dimensional arbitrariness. One may try
to restrict this choice by making additional demands. For instance, it would be clearly desirable that a
definition of Wick rotation had the following properties:
(4) a local solution of the Lorentzian field equations should map to a local solution of the Euclidean
field equations. For Einstein’s equations with a cosmological constant, this would mean that locally
Einstein metrics are mapped to locally Einstein metrics. (The sign of the cosmological constant
should be allowed to change.)
(5) if the Lorentzian metric has a Killing vector, the Euclidean metric should also have a Killing
vector. (In general one would have to allow the algebra of the Killing vectors to be deformed in
the Euclidean continuation, as is the case already for flat space.)
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(6) a maximally symmetric spacetime should be mapped to a maximally symmetric spacetime. (Again,
one cannot demand the sign of the curvature to remain the same.)
In point (4) it would be too much to demand that global solutions are mapped to global solutions.
This is because already for a simple scalar field, such a property does not hold. For example on a torus
a local solution of the D’Alembert equation of the form eik(x±t) maps to a local solution of the Laplace
equation of the form eikx∓kt, which however does not satisfy the periodicity conditions. Thus only
the constants are global solutions of the Laplace equation. All the oscillating solutions do not have a
Euclidean analogue.
Let us observe that requirements (4-6) are automatically satisfied if one interprets the Wick rotation
as a complex change of coordinates. The main point of this paper will be to show that it is not always
possible to satisfy all these conditions simultaneously.
1.6 Other approaches
We mention here some related ideas that have appeared in the literature.
Whereas here we view the Wick rotation as a mathematical trick, one could think of the signature
of the metric as being dynamically determined. One can view the metric as an order parameter whose
expectation value breaks the linear groupGL(d) toO(d) orO(d−1, 1) [16,17]. Dynamical mechanisms
that determine the signature have been discussed in [18–22].
A definition of Euclidean continuation of spinors that avoids the doubling issue has been discussed
in [23, 24].
Mathematical results concerning the analytic continuation of Riemannian manifolds have been dis-
cussed in [25, 26].
2 Regular Examples
2.1 Minkowski spacetime
We begin from this rather trivial case, just to show that it is possible to satisfy all the requirements
1-4, provided we allow the Killing vectors to be deformed and their algebra to change (discontinuously)
when one crosses the point σ = 0. Choosing the one-form X = dt in Minkowski coordinates:
ds2(σ) = σdt2 +
3∑
i=1
(dxi)2 ,
where −1 ≤ σ ≤ 1. The Killing vectors are:
P0 ≡ 1√|σ|∂0 , Pi ≡ ∂i with i = 1, 2, 3
Mab ≡ xa∂b − xb∂a with a, b = 1, 2, 3 and a 6= b
Ka ≡ 1√|σ| [xa∂0 + (1− σ)x0∂a] with a = 1, 2, 3
(2.1)
The commutators are:
[Pi, Pj ] = 0 [Mab, Pi] = δbiPa − δaiPb
[Mab,Mcd] = −δacMbd + δadMbc + δcbMad − δbdMac
[Mab,Kc] = δbcKa − δacKb [Pi,Ka] = δiaP0
[Ka,Kb] = sign(−σ)Mab [P0,Ka] = sign(−σ)Pa
(2.2)
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The main point to observe here is that, as long as σ is real, the algebra remains the same under infinites-
imal changes of σ but changes discontinuously when σ changes sign. This is because all the metrics
with σ < 0 are isometric to the metric with σ = −1. The pullbacks of the original Killing vectors
by this isometry are Killing vectors for the deformed metric, all satisfying the same algebra. Metrics
with σ > 0, however, are not isometric to the original Minkowski metric (they are all isometric to the
Euclidean metric with σ = 1) and the boost generators become an additional rotation generator.
2.2 Anti de Sitter space
Anti-de Sitter space can be embedded in a flat 5-dimensional space with metric ds2 = −dz20 +dz21 +
dz22 + dz
2
3 − dz24 . The embedding equation is
−z02 + z12 + z22 + z32 − z42 = −r2 .
One can choose coordinates τ, χ, θ, ϕ, defined by
zi = r sinhχωi with i = 1, 2, 3 and
∑
i
ω2i = 1
z4 = r coshχ sin τ,
z0 = r coshχ cos τ . (2.3)
Aside from the issue of periodicity in the τ direction, these coordinates cover the whole manifold. This
embedding gives rise to the metric
ds2 = r2
(− cosh2 χdτ2 + dχ2 + sinh2 χ(dθ2 + sin2 θdϕ2)) . (2.4)
The one-form X = r coshχdτ has norm −1, and can be used in (1.14) to generate the Euclidean
metric
ds2 = r2
(
cosh2 χdτ2 + dχ2 + sinh2 χ(dθ2 + sin2 θdϕ2)
)
. (2.5)
This is the standard metric on the 4-four-dimensional one-sheeted hyperboloid, which is embedded in a
five-dimensional Minkowski space with metric ds2 = dz21 + dz
2
2 + dz
2
3 + dz
2
4 − dz25 by the condition
z21 + z
2
2 + z
2
3 + z
2
4 − z25 = −r2 .
The coordinates are defined as in (2.3), except that in the last two lines the trigonometric functions of τ
are replaced by hyperbolic functions.
The curvature scalar of this space isR = −12/r2, and therefore it is a solution of Einstein’s equations
with cosmological constant Λ = −3/r2. It is maximally symmetric, so the number of Killing vectors
is preserved, but the isometry group changes from SO(2, 3) to SO(1, 4). From this point of view AdS
behaves exactly like Minkowski space.
3 De Sitter space
De Sitter space in 4 dimensions has the topology of a cylinder R × S3. It can be embedded in a
5-dimensional Minkowski space with metric ds2 = −dz20 + dz21 + dz22 + dz23 + dz24 by the equation
−z20 + z21 + z22 + z23 + z24 = H−2 .
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Figure 1: Penrose diagram of de Sitter
space. The coordinates are ρ (timelike,
vertical) and χ (spacelike, horizontal). Ev-
ery point in the interior of the square cor-
responds to a 2-sphere, while the left and
right edges correspond to the poles χ =
0, pi.
The hyperspherical coordinates τ , χ, θ, ϕ are related to the coordinates of (1.6) by r = sinχ. They are
related to the embedding coordinates by
z0 = H
−1 sinh(Hτ)
zi = H
−1 cosh(Hτ) sinχωi with i = 1, 2, 3 and
∑
i
ω2i = 1
z4 = H
−1 cosh(Hτ) cosχ . (3.1)
These coordinates cover the whole manifold, aside from a set of measure zero. The metric has the form
(1.6), with r = sinχ. If we now define cosh(Hτ) = 1/ cos ρ, with −pi2 ≤ ρ ≤ pi2 , so that
z0 = H
−1 tan ρ ; z4 = H−1 cosχ/ cos ρ , (3.2)
the metric takes the form
ds2 = (H cos ρ)−2
[−dρ2 + dχ2 + sin2 χdΩ22] , (3.3)
Fixing the spherical coordinates, it corresponds to a finite square of side pi, which is the Penrose diagram
for this space, see Fig.1.
We will next consider four different choices for the one-form X , which are naturally associated to
four different coordinate systems: the three FRW forms (1.5,1.6,1.7) and static coordinates. Throughout
this discussion it is important to keep in mind that the analytic continuation of the metric only depends
on X and not on the coordinate system: It is just easier to describe if we choose a suitable coordinate
system. We will make this point clear by also giving the form of X in the global coordinates ρ, χ of the
Penrose diagram.
3.1 First choice of X
We start from the hyperspherical coordinates (3.1), which cover the whole de Sitter space. They
are related to the FLRW coordinates of (1.6) by r = sinχ. The surfaces of constant τ define an ADM
foliation with Σ = S3.
Let us choose the one-formX = dτ . The corresponding vectorfieldXµ has components (1, 0, . . . , 0)
in this coordinate system. The analytically continued metrics are
ds2(σ) = σdτ2 +
1
H2
cosh2(Hτ)(dχ2 + sin2 χdΩ22) . (3.4)
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Figure 2: The second
choice for the vectorfield
Xµ. It is imaginary in the
central diamond.
This choice has the virtue that X , and therefore also g(σ), are defined globally. In particular, for σ = 1
we obtain a global Euclidean metric. However, the Ricci tensor has the form
R(σ)µν = −
3H2
σ
g(σ)µν + 2H
2 (1 + σ)
σ
Pµν (3.5)
where Pµν is the projector on the spacelike hypersurfaces. This means that for σ > −1 these metrics are
not Einstein. A fortiori they cannot be maximally symmetric. An examination of the Killing equation
shows that only the generators of the group SO(d) of isometries of the constant time surfaces are Killing
vectors for all σ. All the other vectorfields that are Killing for σ = −1 are not Killing for σ > −1. We
can understand this by observing that, unlike the Minkowski case, a change of σ cannot be absorbed in a
rescaling of τ .
3.2 Second choice of X
Next consider the FRW coordinates where Σ = Hd is a space of constant negative curvature. The
metric has the form (1.7), but we replace the coordinate r by χ, defined by r = sinhχ. We choose
X = dτ¯ in these coordinates. Then
ds2(σ) = σdτ¯2 +
1
H2
sinh2Hτ¯ (dχ2 + sinh2 χdΩ22) .
As in the positively curved case, the Ricci tensor is given by (3.5), so these metrics are not Einstein
for σ > −1. Since τ¯ = H−1arcosh (Hz4) = H−1arcosh (cosχ coshHτ), the vectorfield X# (with
components Xµ) reads in global coordinates:
X# = ∂τ¯ =
H cos2 ρ√
cos2 χ− cos2 ρ (tan ρ cosχ∂ρ + sinχ ∂χ) (3.6)
This vector is defined only in a region of the de Sitter space which satisfies:
cos2 χ > cos2 ρ ⇐⇒ z24 > H−2 (3.7)
Wherever it is well-defined, its norm is equal to −1
This vectorfield becomes singular on the hypersurface z24 = H
−2, which is equivalent to τ¯ = 0.
The singularity corresponds to the diagonals in the Penrose diagram. The vectorfield is imaginary in the
quadrants III and IV.
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Figure 3: Left: The third choice for the vectorfield Xµ. It is singular on the diagonal (the horizon of the observer
at the north pole). Right: The fourth choice for the vectorfield Xµ. It is imaginary in regions I and III.
3.3 Third choice of X
Now we come to the FRW coordinates with flat spatial sections, where the metric has the form (1.5).
Once again we choose Xµ = (1, 0, . . . 0). The analytically continued metric is
ds2(σ) = σdt2 +
1
H2
e2Ht
3∑
i=1
dx2i . (3.8)
and the corresponding Riemann tensor is (in any dimension):
R(σ)µνρσ = −
H2
σ
[
g(σ)µρ g(σ)νσ − g(σ)µσ g(σ)νρ
]
. (3.9)
Thus the metric is maximally symmetric for all σ. Indeed, the following vectors are Killing:
Pi = ∂i , Mij = xi∂j − xj∂j , B = − 1
H
∂t +
3∑
k=1
xk∂k
Ki = − 1
H
xi∂t +
1
2
[
−σ e−2Ht −
3∑
k=1
x2k
]
∂i + xi
3∑
k=1
xk∂k
(3.10)
and satisfy the same algebra for all σ:
[Pi, B] = Pi [Pi,Kj ] = δijB −Mij
[Mij , B] = 0 [Mij ,Kp] = δjpKi − δipKj
[B,Ki] = Ki [Ki,Kj ] = 0
Since t = (1/H) ln [z0 − z4] = (1/H) ln [sinh τ − cosχ cosh τ ], the vectorfield X# can be ex-
pressed as follows in global coordinates:
X# = ∂t = H cos ρ
1− cosχ sin ρ
sin ρ− cosχ
[
∂ρ +
sinχ cos ρ
cosχ sin ρ− 1 ∂χ
]
(3.11)
It becomes singular for sin ρ = cosχ, which is equivalent to z0 = z4: this is true for t → −∞ and
it means that the vector field X is not well-defined on the boundary of the region I∪IV, in the Penrose
diagram in Fig.3. Thus the domain of definition of the analytically continued metric is one half of de
Sitter space.
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3.4 Fourth choice of X
The static coordinates on de Sitter space are defined by:
z0 = H
−1 cos ζ sinh t
zi = H
−1 sin ζ ωi with i = 1, 2, 3 and
∑
i
ω2i = 1
z4 = H
−1 cos ζ cosh t (3.12)
where t ∈ (−∞; +∞) and ζ ∈ (−pi/2;pi/2). Choosing X = cosσ dt we get the following family of
metrics:
ds2(σ) = H−2
[
σ cos2 ζ dt2 + dζ2 + sin2 ζ dΩ22
]
. (3.13)
The coordinate ζ is related to the coordinates of the Penrose diagram by: sin ζ = sinχ/ cos ρ. Then,
the vector X# can be expressed in global coordinates:
X# = H∂t =
H cos2 ρ√
cos2 χ− sin2 ρ
[cosχ ∂ρ − sinχ tan ρ ∂χ] (3.14)
Its norm is equal to −1, but this vector is defined only in a region of the de Sitter space which satisfies:
cos2 χ > sin2 ρ ⇐⇒ z20 < z24 (3.15)
This is in contrast to Anti-de Sitter space, where the static coordinates cover the whole manifold.
The Riemann tensor is:
R(σ)µνρσ = H
2
[
g(σ)µρ g(σ)νσ − g(σ)µσ g(σ)νρ
]
(3.16)
so, in this case too, the metric is maximally symmetric for all σ. One can deform the Killing vectors
of the de Sitter group with the parameter σ in such a way that their algebra remains unchanged for
−1 ≤ σ < 0. However, for σ > 0 they satisfy the algebra of SO(5).
3.5 General result
From the preceding examples one may suspect that there exists no globally defined normalized time-
like one-formXµ such that the analytically continued metrics are maximally symmetric. Let us formulate
the problem precisely. Suppose that the Lorentzian metric gµν is maximally symmetric. For convenience,
let λ = σ+ 1 be infinitesimal. The original Lorentzian metric corresponds to λ = 0. For an infinitesimal
λ, δgµν = g(λ)µν − gµν = λXµXν . If g(λ) and g are both maximally symmetric, then there exists an
infinitesimal conformal isometry,
δgµν = λ (∇µWν +∇νWµ − cgµν) , (3.17)
for some vectorfield W and constant c. Conversely, it is shown in Appendix A that if g is maximally
symmetric and (3.17) holds, then g(λ) is also maximally symmetric. The constant c is related to the
constant f(λ) of (A.1) by f(λ) = 1− cλ+O(λ2).
Therefore, a local necessary and sufficient condition for the metric g(λ) to be maximally symmetric,
is that there exists a vectorfield W and a constant c such that
∇µWν +∇νWµ − cgµν = XµXν . (3.18)
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Let us write (3.18) explicitly in the coordinate system of the Penrose diagram.
2∂ρWρ − 2 tan ρWρ + c sec2 ρ = X2ρ (3.19)
∂ρWχ + ∂χWρ − 2 tan ρWχ = XρXχ (3.20)
∂ρWθ + ∂θWρ − 2 tan ρWθ = XρXθ (3.21)
∂ρWφ + ∂φWρ − 2 tan ρWφ = XρXφ (3.22)
2∂χWχ − 2 tan ρWρ − c sec2 ρ = X2χ (3.23)
∂χWθ + ∂θWχ − 2 cotχWθ = XχXθ (3.24)
∂χWφ + ∂φWχ − 2 cotχWφ = XχXφ (3.25)
2∂θWθ − (2 tan ρWρ − 2 cotχWχ + c sec2 ρ) sin2 χ = X2θ (3.26)
∂θWφ + ∂φWθ − 2 cot θWφ = XθXφ (3.27)
2∂φWφ + 2 sin θ cos θWθ − (2 tan ρWρ − 2 cotχWχ + c sec2 ρ) sin2 χ sin2 θ = X2φ (3.28)
We already have two solutions of these equations: they are given by the vectorfields (3.11,3.14),
together with the corresponding infinitesimal isometries and rescalings:
Wflat = −1
2
H cos ρ
1− cosχ sin ρ
sin ρ− cosχ
[
∂ρ +
sinχ cos ρ
cosχ sin ρ− 1 ∂χ
]
Xflat = H cos ρ
1− cosχ sin ρ
sin ρ− cosχ
[
∂ρ +
sinχ cos ρ
cosχ sin ρ− 1 ∂χ
]
(3.29)
c = −1
and
Wsta = −1
2
arctanh
(
sin ρ
cosχ
)
H cos2 ρ√
cos2 χ− sin2 ρ
[cosχ ∂ρ − sinχ tan ρ ∂χ]
Xsta =
H cos2 ρ√
cos2 χ− sin2 ρ
[cosχ ∂ρ − sinχ tan ρ ∂χ] (3.30)
c = 0
As we have discussed earlier, these solutions are singular and we would like to prove in general that
the equations cannot have regular solutions. We have not been able to do so in full generality. However,
we can make definite statements when we linearize the equations around one of the two solutions given
above. Denote Wµ, Xµ a solution of the full equations and write
Wµ = Wµ + δWµ ; Xµ = Xµ + δXµ .
We show in Appendix B that when Xµ is the vectorfield (3.29) (the one related to the flat FLRW
slicing), the linearized equations have no real solutions. Thus the third vectorfield is an isolated solutions
of the system (3.19-3.28). On the other hand, when Xµ is the vectorfield (3.30), (the one related to static
coordinates), there is a family of solutions of the linearized equations, but the perturbed solutions are all
singular. Thus, at the linearized level, we could indeed prove that there are no globally regular solutions
of (3.19-3.28).
4 Schwarzschild spacetime
As an example of a non-maximally symmetric spacetime we consider here Schwarzschild spacetime.
It has four Killing vectors generating the isometry group SO(3)×T , where T denotes time translations.
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4.1 First choice of X
We use Schwarzschild coordinates. Choosing X =
√
1− 2Mr dt, the analytically continued metric
is
ds2 = σ
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2dΩ22 . (4.1)
This metric is Ricci-flat for all σ and all the Killing vectors of the Schwarzschild metric are Killing
vectors for all σ. However, this analytic continuation is not globally defined.
4.2 Second choice of X
Alternatively, let us try to perform the analytic continuation at the level of Kruskal coordinates:
ds2(σ) =
16M2
X2 − T 2
W (z)
W (z) + 1
[
σdT 2 + dX2
]
+ 4M2 (W (z) + 1)2 dΩ22 (4.2)
where z ≡ X2−T 2e and W is the Lambert function. The Ricci tensor has a complicated, non-vanishing
expression, with a prefactor 1 + σ. Thus, the analytically continued metric does not satisfy Einstein’s
equations in vacuum, even for an infinitesimal deformation.
Concerning the symmetries, we find that the generators of SO(3) are preserved, but the timelike
vector
Kt = 4M∂t = X∂T + T∂X
is a Killing vector only for σ = −1.
This should be compared to the standard analytic continuation of the Schwarzschild metric, based on
the replacement T → −iT in the Lorentzian Kruskal metric [27]. The difference is that whereas with
the present definition one only changes the sign of the dT 2 term, keeping all the rest unchanged, in the
Cambridge definition one also changes z to X2 + T 2, The resulting Euclidean metric is still a solution
of the vacuum Einstein equations and still has all the Killing vectors. However, it is only defined for
r > 2M . In fact, one can transform it back to Schwarzschild coordinates and then it coincides with
(4.1) for σ = 1. Thus, the Cambridge definition of Euclidean Schwarzschild metric is equivalent to the
continuation based on our first choice of X .
5 Discussion
The Wick rotation is a problematic notion when gravity is involved, or more generally when space-
time is curved. When interpreted as a continuation of some time coordinate, and for a fixed background
metric, it has ambiguities that are hard to settle. Things are worse when gravity is dynamical. The Eu-
clidean Quantum gravity programme simply assumed that the functional integral should be performed
on all Euclidean metrics. In practice, this has led to many useful and deep insights, but it faces the issue
of the classification of all topologies, which is unsolvable in four dimensions.
The alternative notion of continuing the metric seems to be better. In particular, it has the attractive
feature that the Wick-rotated metric are defined on the same manifold. If a sum over topologies is needed,
it is restricted to manifolds admitting a nowhere vanishing vectorfield, which is a much tamer set. It has
been seen from numerical simulations with CDTs that the restriction to triangulations admitting a Lorentz
metric has a very beneficial effect on the path integral.
We have seen here that in certain important cases, the requirement of keeping the spacetime manifold
fixed during the Wick rotation clashes with other desirable properties, such as sending local solutions of
Einstein’s equations to other local solutions of the same equations (possibly up to a change of sign of
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the cosmological constant) and/or preserving the number of Killing vectors. With the definition of Wick
rotation given in Section 1.3, and for de Sitter and Schwarzschild spacetimes, we have seen that when
the vectorfield Xµ is such that the Euclidean metric solves the field equations locally, the solution does
not extend to the whole manifold. This is somewhat analogous to the behavior of other fields under Wick
rotation, as we have already observed in section 1.5. At least for the cases that we have discussed, this
behavior is clearly related to the presence of horizons. It is a familiar fact in Euclidean quantum gravity,
when the Wick rotation is interpreted as a complexification of the coordinates, that the region beyond
the horizon disappears in the Euclidean section [6]. We see that the same is true also with the alternative
definitions of Wick rotation discussed here.
Acknowledgments. We would like to thank M. Visser and C. Wetterich for useful discussions.
A Wick rotation, Einstein equations and Killing vectors
One can ask what are the conditions for an analytically continued metric of the form (1.15) to main-
tain a constant number of Killing vectors, as the parameter σ varies continuously. We address this
question for infinitesimal deformations of the metric. It is then more convenient to use the parameter
λ = σ+1, so that the initial Lorentzian metric corresponds to λ = 0. Obviously, a sufficient condition is
that the deformed metric is related to the original metric by an isometry. We prove here a slightly more
general result, which covers the examples of section 3.
Proposition 1. Suppose that there exists a vectorfield W and a constant f(λ), depending on λ, such that
gλ = f(λ)g + λLW g . (A.1)
If the metric g is Einstein, with
Ric(g) = Λg
(Ric(g) denoting the Ricci tensor of g) then gλ is Einstein with
Ric(gλ) =
Λ
f(λ)
gλ .
Proof. This follows immediately from the fact that g and gλ are isometric up to a constant rescaling.
Proposition 2. Suppose that there exists a vectorfield W and a constant f(λ) = 1 + O(λ), such that
(A.1) holds. Then if Ki are Killing vectors for g satisfying the algebra
[Ki,Kj ] = fij
kKk , (A.2)
to first order in λ the vectorfields
Ki(λ) = Ki + λ[W,Ki] (A.3)
are Killing vectors for gλ and obey the same algebra (A.2).
Proof. For each of the vectorfields Ki, suppressing the index i,
LKgλ = λ/fLKLW g = λ/f [LK ,LW ]g = λ[LK ,LW ]gλ +O(λ2) .
To first order in λ we therefore have
LK+λ[W,K]gλ = 0 ,
showing that K(λ) is a Killing vector of gλ.
To first order in λ, using the Jacobi identity one gets
[Ki(λ),Kj(λ)] = fij
kKk + λ ([Ki, [W,Kj ]] + [Kj , [Ki,W ]]) = fij
kKk(λ) ,
so the algebra is unchanged, QED.
14
B Solutions of linearized equations
Here we prove the statements made in the end of section 3.5 on the solutions of the linearized equa-
tions. Exploiting the fact that Xθ = Xφ = 0, the linearized equations read
2∂ρδWρ − 2 tan ρδWρ + δc sec2 ρ = 2XρδXρ (B.1)
∂ρδWχ + ∂χδWρ − 2 tan ρδWχ = XρδXχ +XχδXρ (B.2)
∂ρδWθ + ∂θδWρ − 2 tan ρδWθ = XρδXθ (B.3)
∂ρδWφ + ∂φδWρ − 2 tan ρδWφ = XρδXφ (B.4)
2∂χδWχ − 2 tan ρδWρ − δc sec2 ρ = 2XχδXχ (B.5)
∂χδWθ + ∂θδWχ − 2 cotχδWθ = XχδXθ (B.6)
∂χδWφ + ∂φδWχ − 2 cotχδWφ = XχδXφ (B.7)
2∂θδWθ − (2 tan ρδWρ − 2 cotχδWχ + δc sec2 ρ) sin2 χ = 0 (B.8)
∂θδWφ + ∂φδWθ − 2 cot θδWφ = 0 (B.9)
2∂φδWφ + 2 sin θ cos θδWθ
−(2 tan ρδWρ − 2 cotχδWχ + δc sec2 ρ) sin2 χ sin2 θ = 0 (B.10)
This is a linear system of equations for δWµ and δXµ. It is to be supplemented by the condition,
g¯µνXµδXν = 0 , (B.11)
which follows from the normalization of Xµ.
One can solve algebraically the four equations (B.1,B.5,B.3,B.4) to express all the δXµ as linear
functions of Xµ, the coordinates, δWµ and their derivatives. These solutions can be substituted in the
remaining six equations obtaining a linear system for the δWµ alone. Using the normalization X
2
χ −
X
2
ρ = 1, the resulting equations read:[
∂χ +
Xρ
Xχ
tan ρ− Xχ
Xρ
(∂ρ − tan ρ)
]
δWρ +
[
∂ρ − 2 tan ρ− Xρ
Xχ
∂χ
]
δWχ = − δc
2XρXχ
(B.12)
∂θδWρ − Xρ
Xχ
∂θδWχ +
[
∂ρ − 2 tan ρ− Xρ
Xχ
(∂χ − 2 cotχ)
]
δWθ = 0 (B.13)
∂φδWρ − Xρ
Xχ
∂φδWχ +
[
∂ρ − 2 tan ρ− Xρ
Xχ
(∂χ − 2 cotχ)
]
δWφ = 0 (B.14)
2 tan ρδWρ − 2 cotχδWχ − 2 sin−2 χ∂θδWθ = −δc sec2 ρ(B.15)
∂φδWθ + (∂θ − 2 cot θ) δWφ = 0 (B.16)
sin θ (cos θ − sin θ∂θ) δWθ + ∂φδWφ = 0 (B.17)
The natural way of solving these equations is by separation of variables:
δWµ = Aµ(ρ, χ)Gµ(θ, φ) .
We proceed under this assumption, considering first the linearization around (3.30) and then the lin-
earization around (3.29).
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B.1 Static case
First possibility: δc 6= 0
From equation (B.12), since the r.h.s. is a function of ρ and χ only, Gρ and Gχ must be constants
which, up to rescalings of Aρ and Aχ we can assume equal to one. From (B.15), Gθ must be a lin-
ear function of θ, which would be strange, considering that everything is expressed as trigonometric
functions. Indeed, using this property in equations (B.16,B.17) we conclude that Gφ should be a linear
function of φ. This is inconsistent with periodicity, leading to Gφ = 0. Then, the same equations imply
that also Gθ = 0.
So equations (B.12,B.15) simplify:[
∂χ +
Xρ
Xχ
tan ρ− Xχ
Xρ
(∂ρ − tan ρ)
]
Aρ +
[
∂ρ − 2 tan ρ− Xρ
Xχ
∂χ
]
Aχ = − δc
2XρXχ
(B.18)
tan ρAρ − cotχAχ = −δc
2
sec2 ρ(B.19)
Inserting the algebraic constraint (B.19) into equation (B.18) we obtain δc = 0 and so we get no solution.
Second possibility: δc = 0 and ∂θδWθ = 0
Equations (B.16,B.17) can be solved in one of three ways: either Aφ = 0 and Aθ =const, or
Aφ =const and Aθ = 0 or Aφ = Aθ.
In the first case from (B.17) we have Gθ = 0 and therefore δWθ = δWφ = 0. In the second case
equations (B.16,B.17) have the solution δWθ = 0 and Gφ = a sin2 θ, where a is a constant.
In the third case (B.16,B.17) become
∂φGθ + (∂θ − 2 cot θ)Gφ = 0 (B.20)
sin θ cos θGθ + ∂φGφ = 0 (B.21)
Since we are looking for G’s periodic in φ we can write:
Gθ =
∑
m
cmθ e
imφ Gφ =
∑
m
cmφ (θ)e
imφ
And so:
∂θc
m
φ − 2 cot θcmφ = −imcmθ (B.22)
− sin θ cos θcmθ = imcmφ (B.23)
If m 6= 0 and m 6= 1, cmθ = cmφ = 0.
If m = 1, c1θ = a1 and c
1
φ = ia1 sin θ cos θ and for reality condition a1 = 0.
If m = 0, c0θ = 0 and c
0
φ = a2 sin
2 θ.
So in all three cases equations (B.16,B.17) imply that δWθ = 0 and δWφ = Aφ sin2 θ.
Now let us come to equation (B.12). It can be solved in one of three ways: either Gρ = 0 and
Gχ =const, or Gρ =const and Gχ = 0, or Gρ = Gχ. In the first two cases equation (B.15) gives
δWρ = δWχ = 0. Therefore in the following we consider only the third case.
Using Gρ = Gχ and the δWθ = 0, as derived above, equation (B.13) is seen to be the derivative with
respect to θ of (B.15).
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On the other hand doing the same in equation (B.14), the first two terms are seen to be the derivative
with respect to φ of (B.15) and therefore can be dropped. The last term gives[
∂ρ − 2 tan ρ− Xρ
Xχ
(∂χ − 2 cotχ)
]
Aφ = 0
where the prefactor of the second term in the square bracket is Xρ/Xχ = cot ρ cotχ. The general
solution of this equation is
Aφ = sin
2 χ sec2 ρH
(
cosχ
sin ρ
)
,
for some function H .
Putting Gρ = Gχ in equations (B.12,B.15), we obtain the following equations:[
∂χ +
Xρ
Xχ
tan ρ− Xχ
Xρ
(∂ρ − tan ρ)
]
Aρ +
[
∂ρ − 2 tan ρ− Xρ
Xχ
∂χ
]
Aχ = 0 (B.24)
tan ρAρ − cotχAχ = 0 (B.25)
Solving the second equation for Aχ and substituting in the first, one finds that it is identically satisfied.
Thus, the solution to the whole system is:
δWρ = A(ρ, χ)G(θ, φ) (B.26)
δWχ = tan ρ tanχA(ρ, χ)G(θ, φ) (B.27)
δWθ = 0 (B.28)
δWφ = sin
2 θ sin2 χ sec2 ρH
(
cosχ
sin ρ
)
(B.29)
where A(ρ, χ) and G(θ, φ) are arbitrary functions.
Now from equations (B.1,B.5) we can determine:
δXρ = G(θ, φ)
√
cos2 χ− sin2 ρ
H cosχ
[∂ρA(ρ, χ)− tan ρA(ρ, χ)] (B.30)
δXχ = G(θ, φ)
√
cos2 χ− sin2 ρ
H sinχ
[∂χ (tanχA(ρ, χ))−A(ρ, χ)] (B.31)
Imposing the normalization condition
XρδXρ −XχδXχ = 0 (B.32)
we obtain
A(ρ, χ) = sec ρ cosχF [sec ρ sinχ]
where F (x) is a generic function, and therefore
δXρ = G(θ, φ)
√
cos2 χ− sin2 ρ
H
sec2 ρ tan ρ sinχ F ′[sec ρ sinχ] (B.33)
δXχ = G(θ, φ)
√
cos2 χ− sin2 ρ
H
sec2 ρ cosχ F ′[sec ρ sinχ] (B.34)
δXθ =
A
Xρ
∂θG(θ, φ) (B.35)
δXφ =
A
Xρ
∂φG(θ, φ) . (B.36)
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So we have an infinite family of solutions.
We observe that these solutions are in general regular on the horizon, so they cannot remove the
singularity of the solutions Xµ.
Third possibility: δc = 0 and ∂θδWθ 6= 0
From equation (B.12), by the same argument used for the second possibility, Gρ = Gχ. Then (B.15)
implies that
sin2 χ tan ρ
Aρ
Aθ
− sinχ cosχAχ
Aθ
=
∂θGθ
Gρ
where we have separated the functional dependences on ρ and χ on the left and θ and φ on the right.
Therefore Gρ = ∂θGθ(θ, φ) and we are left with the following equation:
tan ρAρ − cotχAχ − sin−2 χAθ = 0
then using equations (B.13,B.14) we get:[
Aρ − Xρ
Xχ
Aχ
]
∂2θGθ +Gθ
[
∂ρ − 2 tan ρ− Xρ
Xχ
(∂χ − 2 cotχ)
]
Aθ = 0 (B.37)[
Aρ − Xρ
Xχ
Aχ
]
∂φ∂θGθ +Gφ
[
∂ρ − 2 tan ρ− Xρ
Xχ
(∂χ − 2 cotχ)
]
Aφ = 0 (B.38)
Separating variables as before this leads to
∂2θGθ = aGθ (B.39)
∂φ∂θGθ = bGφ (B.40)
Equations (B.16,B.17) can be solved in one of three ways: either Aφ = 0 and Aθ =const, or
Aφ =const and Aθ = 0 or Aφ = Aθ.
In the first case from (B.17) we have Gθ = 0 and therefore δWθ = δWφ = 0. In the second case
equations (B.16,B.17) have the solution δWθ = 0 and Gφ = sin2 θ. This further implies b = 0
In the third case (B.16,B.17) become:
∂φGθ + (∂θ − 2 cot θ)Gφ = 0 (B.41)
sin θ (cos θ − sin θ∂θ)Gθ + ∂φGφ = 0 (B.42)
From the last two equations we get:
sin2 θ∂2θGθ + ∂
2
φGθ +Gθ − sin θ cos θ∂θGθ = 0 (B.43)
Proceeding like the previous case:
∂θc
m
φ − 2 cot θcmφ = −imcmθ (B.44)
sin2 θ∂θc
m
θ − sin θ cos θcmθ = imcmφ (B.45)
sin2 θ∂2θc
m
θ −m2cmθ + cmθ − sin θ cos θ∂θcmθ = 0 (B.46)
∂2θc
m
θ = ac
m
θ (B.47)
im∂θc
m
θ = bc
m
φ (B.48)
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If m 6= 0, from the previous equations:
(
a sin2 θ −m2 + 1) cmθ + i bm sin θ cos θcmφ = 0 (B.49)(
b
im
sin2 θ − sin θ cos θ
)
cmθ − imcmφ = 0 (B.50)
The result is cmθ = c
m
φ = 0 for all m 6= 0.
If m = 0 and a = −1, we get c0θ = sin θ and c0φ = 0 and so Gθ = sin θ and Gφ = 0.
So we are left with the following equations:[
∂χ +
Xρ
Xχ
tan ρ− Xχ
Xρ
(∂ρ − tan ρ)
]
Aρ +
[
∂ρ − 2 tan ρ− Xρ
Xχ
∂χ
]
Aχ = 0 (B.51)
Aρ − Xρ
Xχ
Aχ −
[
∂ρ − 2 tan ρ− Xρ
Xχ
(∂χ − 2 cotχ)
]
Aθ = 0 (B.52)
sin2 χ tan ρAρ − sinχ cosχAχ −Aθ = 0 (B.53)
Taking a linear combination of the second and the third equation we get:[
∂ρ − 2 tan ρ− cot ρ cotχ∂χ + 2 cot2 χ cot ρ− cot ρ sin−2 χ
]
Aθ = 0
The solution to the previous system gives:
δWθ = sin θ sec ρ tan ρ sinχ F
[
cosχ
sin ρ
]
where F (x) are generic functions.
Using the other two equations we get F = 0: so in this case we get no solution since we have assumed
that δWθ 6= 0.
To summarize the results for the static case, the first and third possibility do not yield any solution,
while the second gives an infinite family of solutions. These solutions are generically regular at the
horizon, and therefore they cannot remove the singularity of the background solution Xµ there. We
conclude that all the solutions of the system (3.19-3.28) in the neighborhood of (3.30) are singular at the
horizon.
B.2 Flat slicing case
First possibility: δc 6= 0
The same reasoning that was used for the static case leads to equations (B.18,B.19). Inserting (B.19)
in (B.18) we obtain a complex solution, which is not acceptable.
Second possibility: δc = 0 and ∂θδWθ = 0
The same reasoning that was used for the static case leads to δWθ = 0 and δWφ = Aφ sin2 θ.
Also the analysis of equation (B.12) proceeds in the same way, leading to Gρ = Gχ.
Equation (B.13) implies that ∂θGρ = 0. Equation (B.14) implies that ∂φGρ is a function of θ, ρ
and χ. Thus Gρ must be linear in φ, but the only such function that is compatible with periodicity is
independent of φ. Thus Gρ is a constant that we can set to one without loss of generality.
19
Proceeding in the same way of the static case, from equations (B.12,B.15) we obtain again equations
(B.24-B.25). Substituting the explicit form of Xµ, the solution to these equations is:
δWρ = sec ρ cosχ F [tan ρ− sec ρ cosχ] (B.54)
δWχ = sec ρ tan ρ sinχ F [tan ρ− sec ρ cosχ] (B.55)
So the δX’s are:
δXρ =
sin ρ− cosχ
H
cosχ sec4 ρ F ′[tan ρ− sec ρ cosχ] (B.56)
δXχ =
sin ρ− cosχ
H
tan ρ sec2 ρ sinχ F ′[tan ρ− sec ρ cosχ] (B.57)
Imposing the normalization condition (B.32) we get that F is a constant.
So the δX’s are zero: this is a consequence to the fact that δW = (sec ρ cosχ, sec2 ρ sin ρ sinχ, 0, 0)
is a Killing vector.
Third possibility: δc = 0 and ∂θδWθ 6= 0
The analysis of this case proceeds as in the static case down to equations (B.51-B.52-B.53). Solving
(B.53) for Aθ and inserting in the other two, and using the explicit form of Xµ, we get the following
equations: [
∂χ − cos ρ sinχ
1− cosχ sin ρ∂ρ +
(
1− cosχ sin ρ
cos ρ sinχ
+
cos ρ sinχ
1− cosχ sin ρ
)
tan ρ
]
Aρ+
+
[
∂ρ − 1− cosχ sin ρ
cos ρ sinχ
∂χ − 2 tan ρ
]
Aχ = 0[
sin2 χ tan ρ ∂ρ − 1− cosχ sin ρ
cos ρ
sinχ tan ρ ∂χ −
(
cos2 χ+ 2 sin2 χ tan2 ρ+ tan ρ sec ρ cosχ
)]
Aρ+[
− sinχ cosχ∂ρ + 1− cosχ sin ρ
cos ρ
cosχ∂χ + 2 tan ρ cosχ sinχ
]
Aχ = 0
If we multiply the first equation by sinχ cosχ and we sum the two equations, we get an equation
where only Aρ appears, and that equation has the following solution:
Aρ = sec ρ sinχ F [sin ρ cosχ− tan ρ]
Then multiplying the first equation by sinχ tan ρ sec ρ(1− cosχ sin ρ) and summing the two equations,
we get an equation where Aρ appears only algebraically. Substituting Aρ with the solution found above,
we get the following solutions:
Aχ =
2 cosχ sin ρ− 1± i
2
√
2 cos2 ρ
F [sin ρ cosχ− tan ρ]
We can note that it is not necessary to impose the normalization condition in order to conclude that the
solution does not exist: in fact we have obtained a complex solution, so there is no acceptable solution
in this case.
So the overall conclusion is that the solution (3.29) is isolated.
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