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We use the non-equilibrium statistical field theory for classical particles recently developed by Mazenko
and Das and Mazenko, together with the free generating functional for particles initially correlated in phase
space derived in Bartelmann et al. to study the impact of initial correlations on the equation of state of real
gases. We first show that we can reproduce the well known van der Waals equation of state for uncorrelated
initial conditions using this approach. We then impose correlated initial conditions and study their qualitative
and quantitative effect on the equation of state of a van der Waals gas. The correlations impose a significant
correction to the pressure of an ideal gas which is an order of magnitude larger than the correction due to particle
interactions.
I. INTRODUCTION
In a recent paper by Bartelmann et al. [3] a free generat-
ing functional for canonical ensembles of microscopic classi-
cal particles whose positions and momenta are initially cor-
related in phase space was derived within the framework of
a non-equilibrium field theory for classical particles, building
upon the pioneering works of Mazenko and Das and Mazenko
[1, 2, 4, 5].
As mentioned in [3] this approach can be used for a broad va-
riety of systems. In this work we study a general non-ideal gas
with short ranged interactions in a finite volume without any
further restrictions. We are looking to provide a qualitative
and quantitative analysis of the impact of initial phase-space
correlations on non-ideal gases.
Considering gases and their behaviour the usual approach is
to set up an equation of state which relates the density to the
pressure and the temperature. The changes introduced by ini-
tial phase-space correlations into the equation of state are not
obvious at first glance and require a detailed analysis to pro-
vide some intuition for the behaviour of the system under con-
sideration.
We begin with a brief summary of the theory and derive an
expression for the full generating functional to first order in
the particle interactions using the Mayer cluster expansion in
Sect. II. We use this expression in Sect. III to derive the van
der Waals equation of state as a consistency check for the the-
ory. In Sect. IV we finally compute the equation of state for
an initially correlated non-ideal gas and study its behaviour in
comparison with an uncorrelated van der Waals gas. In Sect.
V we conclude with a brief summary of our results.
Our initial motivation for this study was to understand the ef-
fect correlated initial conditions have on cosmic structure for-
mation. This approach, however, can be used for a broad va-
riety of systems whenever correlated initial conditions are in-
volved and may prove useful to describe such effects as phase
transitions in initially correlated systems. We will therefore
keep our approach as general as possible using simple toy
models whenever it is appropriate to demonstrate certain ef-
fects.
II. FULLY INTERACTING GENERATING FUNCTIONAL
A. Brief summary of the theory
We start out with the perturbation ansatz with respect to par-
ticle trajectories for the free generating functional for a canon-
ical ensemble introduced by Bartelmann et al. [3]
Z0[H, J,K] = eiH·ΦˆZ0[J,K] (1)
where Z0[J,K] is the free generating functional
Z0[J,K] =
∫
dΓi exp
{
i
∫
dt 〈J(t), x¯(t)〉
}
(2)
and the term H · Φˆ is understood to abbreviate
H · Φˆ =
∑
a=ρ,B
∫
d1 Ha(1) Φˆa(1) . (3)
The phase-space coordinates of the complete particle ensem-
ble,
~x j B
(
~q j
~p j
)
, x B ~x j ⊗ ~e j , (4)
are bundled into a tensorial structure where the Einstein con-
vention is used to sum over repeated indices and where ~e j is
the N-dimensional column vector whose only non-vanishing
entry is 1 at component j.
Furthermore,
x¯(t) = G(t, 0)x(i) −
∫ t
ti
dt′ G(t, t′)K(t′) , (5)
where
G = G ⊗ IN , (6)
is defined with the Green’s function G as a 6 × 6 dimensional
matrix describing the free propagation of an individual phase-
space point. Just as the phase-space coordinates, the source
field J is bundled as
Jq = ~Jq j ⊗ ~e j , Jp = ~Jp j ⊗ ~e j , J =
(
~Jq j
~Jp j
)
⊗ ~e j , (7)
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2and for the source field K alike.
The interaction between particles is included by applying the
interaction part of the action
Sˆ I =
1
2
∫
d1
∫
d2 Φˆ(1)σ (12) Φˆ(2) (8)
to the free action where σ is the interaction matrix defined
later in (17) and the operator Φˆ bundles the collective field
operators for the density ρ and the response field B
Φˆ :=
(
Φˆρ
ΦˆB
)
. (9)
The free generating functional thus contains the collective
fields in operator form already, paired with the conjugate
source fields Hρ and HB. The collective field operators them-
selves are obtained from Z0[H, J,K] by functional derivatives
with respect to the fields H,
Φˆρ(1)→ δiδHρ(1) , ΦˆB(1)→
δ
iδHB(1)
(10)
applied to Z0[H, J,K].
The complete generating functional can thus be written as
Z[H, J,K] = e−iSˆ IZ0[H, J,K]
=
[
1 +
(
e−iSˆ I − 1
)]
Z0[H, J,K]
C Zid + Zint
(11)
where we have decomposed the full generating functional into
the free part for the ideal gas and the interaction part in the last
step by effectively adding a zero.
B. Pressure and equation of state
To later understand how the physical properties like density,
pressure and temperature of a gas change due to correlations
in the initial conditions we need to relate theses properties to
each other by an equation of state. Beginning with the defini-
tion familiar from thermodynamics, the pressure is defined as
the derivative of the free energy F with respect to the volume
while keeping the temperature T and the number of particles
N constant
P = −
(
∂F
∂V
)
N,T
(12)
where the free energy is given by
F = − kBT lnZc (13)
with the canonical partition sum Zc. However, (12) only holds
in thermal equilibrium when the system can be characterized
by its macroscopic state variables. To use this relation for the
generating functional derived in Sect. II C we thus need the
system to be in thermal equilibrium. This is ensured since we
choose appropriate initial conditions and look at a static situa-
tion, i.e. at a fixed time t0, without the system having had any
time to move out of equilibrium yet. Later, we will assume
only weakly correlated initial conditions, making sure that the
system will approximately remain in thermal equilibrium.
We use (12) to compute the pressure of a gas and derive an
equation of state at an initial time. We can decompose the full
generating functional into the partition sum for the ideal gas
Zid and for the interaction part Zint such that Zc = Zid + Zint.
For a sufficiently dilute gas with a short ranged interaction po-
tential it is clear that Zint  Zid so that we can approximate
the free energy by
F = − kBT ln (Zid + Zint) = − kBT ln
(
Zid
(
1 +
Zint
Zid
))
≈
ZintZid
− kBT
(
lnZid +
Zint
Zid
) (14)
We now need to compute Zid and Zint from the generating
functional (11).
C. First-order perturbation theory
We treat the functional (11) with the Mayer cluster expan-
sion which allows us to expand the interaction potential by the
number of particles involved in the interaction. The cluster ex-
pansion is based on a clever way to re-write the exponential
as
exp
−β N∑
i, j=1
v(ri j)
 = N∏
i=1,i< j
e−β v(ri j)
=
N∏
i=1,i< j
[
1 + fi j
]
= 1 +
∑
i< j
fi j +
∑
i< j,k<l
fi j fkl + ...
(15)
where we have used the definition of the Mayer function fi j =
exp
(
−β v(ri j)
)
− 1 with the indices i, j denoting the ith and jth
particles.
It is clear that in our approach the number of particles taking
part in the interaction is encoded in the number of operators
Φˆρ applied to the free generating functional in equation (1).
We get rid of the factor 12 in front of the sum in the action (8)
by taking the sum over i < j now. Writing the operators from
(9) as a sum over one-particle operators, the exponential we
want to expand is given by
e−iSˆ I = exp
−i N∑
i< j
∫
d1
∫
d2 Φˆi(1)σ (12) Φˆ j(2)

=
N∏
i=1
i< j
exp
(
−i
∫
d1
∫
d2 Φˆi(1)σ (12) Φˆ j(2)
) (16)
with the interaction matrix
σ(12) =
( −iv(12)β δD(t1 − ti) v(12)
v(12) 0
)
. (17)
3The σρρ entry is due to the potential energy contribution in the
Hamiltonian,
H =
∑
i
p2i
2m
+
∑
i< j
v(ri j) , (18)
which enters into the initial conditions of a system in thermal
equilibrium through the Boltzmann factor.
The interaction potential is given by
v(12) = v(~q1 − ~q2) δD(t1 − t2) . (19)
We now introduce the Mayer function
fˆi j := exp
(
−i
∫
d1
∫
d2 Φˆi(1)σ (12) Φˆ j(2)
)
− 1 (20)
which in our case is in fact an operator with particle labels i
and j and can thus expand the exponential (16) in terms of
particle interactions
N∏
i=1
i< j
exp
(
−i
∫
d1
∫
d2 Φˆi(1)σ (12) Φˆ j(2)
)
= 1 +
∑
i< j
fˆi j +
∑
i< j,k<l
fˆi j fˆkl + ...
(21)
in analogy to (15).
To compute the full generating functional (11) to first order
which means including interactions up to two-particle interac-
tions we have to include only the first and second term on the
right hand side of equation (21). We then obtain the follow-
ing expression for the generating functional up to two-particle
interactions
Z(1) =
1 + ∑
i< j
fˆi j
Z0[H, J,K]∣∣∣∣0 . (22)
Due to the fact that the source fields are responsible for the
dynamics of the system and therefore drive the system out of
equilibrium we will set them to zero eventually after having
taken all required functional derivatives, since our system is
supposed to remain in thermal equilibrium.
The first term then yields, after setting all source terms to zero,
Zid = Z0[H, J,K]
∣∣∣∣
0
=
∫
dΓi (23)
where the evaluation at zero is a short hand notation for H = 0,
J = 0 and K = 0.
The second term yields the interaction part of the generating
functional,
Z(1)int =
∑
i< j
fˆi j Z0[H, J,K]
∣∣∣∣
0
. (24)
For convenience, we will neglect the superscript (1) in our
further calculations.
III. RECOVERY OF THE CLASSICAL VAN DER WAALS
EQUATION OF STATE
Since we are interested in the effect correlated initial condi-
tions have on the equation of state of a real gas, therefore we
will compute the equation of state of a van der Waals gas in
this section and compare it to the equation of state for a real
gas with correlated initial conditions that we will compute in
Sect. IV.
We now calculate Zid and Zint for a homogeneous initial den-
sity distribution and a Gaussian momentum distribution and
recover the equation of state for a classical van der Waals gas.
Following the textbook procedure we introduce a potential
which describes hard spheres that cannot penetrate each other
and feel an attractive potential going as |~qi j|−s where |~qi j| is the
particle distance. Usually s = 6 is chosen which corresponds
to the scaling of the interaction potential between two induced
dipoles. The potential is of the form
v(q) =

∞ for q < R0
−v0
(
R0
q
)s
for q > R0
(25)
where q := |~qi j| = |~qi − ~q j| is the distance between two parti-
cles. We see that for particle distances smaller than the par-
ticle radius the potential barrier is infinitely high and for dis-
tances larger than the particle radius the potential is attractive.
For simplicity in further calculations we drop the superscript
(i) for the initial phase-space coordinates.
For the ideal gas term we then obtain
Zid =
∫
d~q1 . . . d~qN
∫
d~p1 . . . d~pN exp
−β∑
k
~p2k
2m

= VN
(
2pim
β
) 3N
2
(26)
where each ~qi ranges over the volume V of the gas container.
Before evaluating the interaction term we need to integrate
over the distance between two particle coordinates ~qi j = ~qi−~q j
which leads to the transformation d~q jd~qi = d~q j d~qi j. We then
have
Zint =
N(N − 1)
2
VN−1
(
2pim
β
) 3N
2
4pi
∫ R
0
d~qi j fˆi j Z′0[H, J,K]
∣∣∣∣
0
≈ −N
2
2
VN−1
(
2pim
β
) 3N
2
4pi
[∫ R0
0
d~qi j −
∫ R
R0
d~qi j fˆi j
]
Z′0[H, J,K]
∣∣∣∣
0
(27)
4where
Z′0[H, J,K] = exp
{
i
∫
dt 〈J(t), x¯(t)〉
}
. (28)
We used the approximation that N(N − 1) ≈ N2 and that
fˆi j = −1 for v → ∞ going from the first to the second line
in (27).
The first integral in the second line is simply the integration
over the particle volume. To evaluate the second integral in
the second line we have to expand it to first order in the inter-
action in order to act with the operators Φˆ on the generating
functional. After a lengthy calculation presented in appendix
(VII A) we arrive at the expression∫ R
R0
d~qi j
(
e−iSˆ i j − 1
)
Z′0[H, J,K]
∣∣∣∣
0
≈ β
∫
d~qi j v(~qi j) . (29)
This is the first-order correction to the ideal gas due to two-
particle interactions where the integration ranges over all pos-
sible values of the relative position ~qi j, i.e. essentially over the
whole volume V of the container.
Using the expression derived in (14) and the definition of the
integral I (β),
I (β) B − 4pi
[∫ R0
0
d~qi j −
∫ R
R0
d~qi j fˆi j
]
Z′0[H, J,K]
∣∣∣∣
0
, (30)
we can express the free energy as
F = − kBT
(
N lnV +
1
2
N2
V
I (β) +
3N
2
ln
(
2pim
β
))
. (31)
The pressure is then given by
P = kBT
(
N
V
− 1
2
N2
V2
I (β) +
1
2
N2
V
∂
∂V
I (β)
)
(32)
keeping the particle number N and the temperature T constant
as described in (12). We first consider the last term which
usually does not emerge in classical statistical physics with
the justification that one considers an infinite volume rather
than a finite one and that the separations over which particles
can interact are comparably small. This allows to drop the
last term completely. We can show that this term is in fact
negligible if the shortest length scale on which interactions are
possible is much smaller than the volume, even if we consider
finite volumes.
With V = R3 we thus obtain
∂
∂V
I (β) = −4pi ∂
∂V
[∫ R0
0
dq q2 − β
∫ R
R0
dq q2 v0
(
R0
q
)s]
= β v0
4pi
s − 3
R30
αs−3
−−−→
α1
0
(33)
for s > 3 where we have expressed the radius R in terms of
the particle radius R0 as R = αR0. Since R0 is of course much
smaller than R, α  1 so that this term can be neglected. We
write (32) as
P = kBT
[
ρ¯ − ρ¯2 I (β)
2
]
= kBT
[
ρ¯ + ρ¯2B2(T )
]
(34)
with the mean density ρ¯ = NV and the first virial coefficient
B2(T ). As a further consistency check we bring this equation
into the form of the van der Waals equation of state.
For doing so, we integrate the second term in (32) which
yields
B2 (T ) = 2pi
∫ R0
0
dq q2 − 2piβ
∫ R
R0
dq q2 v0
(
R0
q
)s
=
2pi
3
R30 − β v0
2pi
s − 3R
3
0
(
1 − 1
αs−3
)
≈ 2pi
3
R30 − β v0
2pi
s − 3R
3
0 .
(35)
Finally we set s = 6 and define the coefficients b′ := 2pi3 R
3
0 and
a′ := v0 2pi3 R
3
0. The virial coefficient then simplifies to
B2(T ) = b′ − a
′
kBT
(36)
and the pressure is then just
P +
N2 a′
V2
=
NkBT
V
(
1 +
N
V
b′
)
≈ NkBT
V
1
1 − NV b′
(37)
for NV b
′  1. With the amount of substance n = NNA , the
universal gas constant R = kBNA and a = N2A a
′, b = NA b′,
we finally obtain(
P +
n2 a
V2
)
(V − n b) = n RT (38)
where a measures the attraction between particles and b de-
scribes the volume excluded by a mole of particles. This is
the well known van der Waals equation of state that can be
found in literature.
IV. CORRELATED INITIAL CONDITIONS
A. First virial coefficient for correlated initial conditions
Adopting the correlated initial conditions derived by Bartel-
mann et al. [3] we can finally analyse the changes correlations
introduce to the equation of state of a non-ideal gas.
The probability distribution for the initial position and mo-
mentum distribution of particles was derived assuming a sta-
tistically homogeneous and isotropic Gaussian random field
from which the particles are drawn. The initial velocity field
is the gradient of a potential field ψ and thus irrotational. Fur-
thermore, continuity implies that the velocity perturbations
have to be coupled to the density such that the velocity po-
tential is the source of the density contrast δ
δ = −~∇2ψ where δ := ρ − ρ¯
ρ¯
(39)
with the number density of particles ρ and its mean ρ¯. The
power spectrum Pδ (k) of the density contrast is given by〈
δˆ
(
~k
)
δˆ
(
~k′
)〉
= (2pi)3 δD
(
~k + ~k′
)
Pδ (k) . (40)
5Due to (39) the power spectra for the velocity potential Pψ (k)
and for the density contrast Pδ (k) must be related by
Pψ (k) = k−4Pδ (k) (41)
so that a single initial density power spectrum is sufficient to
describe the complete correlations in phase space.
The probability distribution is then given by
P(q,p) =
1√
(2pi)3N detCpp
C(p ) exp
(
−1
2
p>C−1ppp
)
(42)
where p = ~p j ⊗ ~e j with the correlation operator
C(p) = (−1)N
N∏
j=1
1 + (Cxp ∂
∂p
)
j

+ (−1)N
∑
( j,k)
(Cxx) jk
∏
{l}′
(
1 +
(
Cxp
∂
∂p
)
l
)
+ (−1)N
∑
( j,k)
(Cxx) jk
∑
(a,b)′
(Cxx)ab
∏
{l}′′
(
1 +
(
Cxp
∂
∂p
)
l
)
+ . . .
(43)
where j , k as well as a , b and { }′ indicates that l runs over
all indices except ( j, k) and { }′′ indicates that l runs over all
indices except ( j, k, a, b).
The correlation matrices appearing in (43) are defined as fol-
lows
Cxx := σ22 ⊗ IN +
〈
x jxk
〉
⊗ E jk , Cxp :=
〈
x j~pk
〉
⊗ E jk and
Cpp :=
σ213 − β2m
I3 ⊗ IN + 〈~p j ⊗ ~pk〉 ⊗ E jk (44)
with 〈
x jxk
〉
=
∫
d3k
(2pi)3
Pδ(k) e−i
~k·(~q j−~qk) ,〈
x j~pk
〉
= i
∫
d3k
(2pi)3
k2 ~k Pψ(k) e−i
~k·(~q j−~qk) ,〈
~p j ⊗ ~pk
〉
=
∫
d3k
(2pi)3
~k ⊗ ~k Pψ(k) e−i~k·(~q j−~qk) .
(45)
Note that we include the Boltzmann factor inCpp since we are
explicitly considering thermodynamical equilibrium.
Assuming that correlations at initial times will be weak, we
can approximate the correlation operator to first order in the
correlations
C(d) ≈ 1 +
N∑
j=1
(
Cxp
∂
∂p
)
j
+
∑
( j,k)
(Cxx) jk . (46)
Inserting the initial conditions into (23) we obtain for the first
integral
Zid =
∫
dq dp
1√
(2pi)3N detCpp
exp
(
−1
2
p>C−1pp p
)
×
1 + ∑
j
(
CxpC−1pp p
)
j
+
∑
j<k
ξ jk
 (47)
where we abbreviated ξ jk := (Cxx) jk with ξ jk being the corre-
lation function.
We immediately see that the second integral is a Gaussian in-
tegral of the form
∫ +∞
−∞
dx x e−
1
2 x
>Ax = 0 (48)
sinceCpp andCxp do not depend on p as shown in Bartelmann
et al. [3]. Thus the second term is zero which leaves us with
the two remaining terms.
We now replace the exponential by its Fourier transform to
get rid of the determinant and the inverse of the momentum
correlation matrix. With the tensor tp := ~tp j ⊗ ~e j being the
Fourier conjugate to the tensor p we obtain
Zid =
∫
dq dp
∫
dtp
(2pi)3N
exp
(
−1
2
t>pCpp tp + i
〈
tp,p
〉)
×
1 + ∑
j<k
ξ jk
 . (49)
Completing the integration over p, we see that both terms do
not depend on p so that the integration will simply yield a
Dirac-delta distribution which, when integrated over tp, sets
the exponential function to unity. Since we have chosen the
power spectrum such that Pδ(0) = 0 we find
Zid =
∫
dq
∫
dtp exp
(
−1
2
t>pCpp tp
)
δD(tp)
1 + ∑
j<k
ξ jk

=VN +
1
2
N(N − 1)VN−2 Pδ(0) = VN .
(50)
We can now insert the correlated initial conditions into the
interaction part of the partition sum (24)
Zint =
∫
dq dp
1√
(2pi)3N detCpp
exp
(
−1
2
p>C−1pp p
)
×
1 + ∑
j
(
CxpC−1pp p
)
j
+
∑
j<k
ξ jk

×
∑
a<b
(
e−iSˆ ab − 1
)
Z′0[H, J,K]
∣∣∣∣
0
.
(51)
After taking the appropriate derivatives the source fields will
be set to zero since we consider an equilibrium situation.
Then, according to (48) the second term is zero and we can
again apply the Fourier transform to dispose of the inverse
matrix C−1pp and its determinant as in (49). We then arrive at
6the expression
Zint =
∫
dq
1 + ∑
j<k
ξ jk
∑
a<b
fˆab Z′0[H, J,K]
∣∣∣∣
0
=
N(N − 1)
2
VN−14pi
∫ R
0
d~q jk fˆab Z′0[H, J,K]
∣∣∣∣
0
+
N(N − 1)
2
VN−14pi
∫ R
0
d~q jk ξ jk fˆab Z′0[H, J,K]
∣∣∣∣
0
+ N(N − 1)(N − 2)VN−24pi
∫ R
0
d~q jk ξ jk fˆab Z′0[H, J,K]
∣∣∣∣
0
.
(52)
The second integral in the first line of (52) contributes three
terms due to combinatorics: without loss of generality we set
j = a and k = b for the term in the third line and j = a
and k , b for the term in the last line in (52). The term for
{ j, k} , {a, b} vanishes since we have specified Pδ(0) = 0.
The term in the last is several orders of magnitude smaller
than all other terms and can therefore be neglected. Using
N(N − 1) ≈ N2 for N  1 we can write
Zint ≈ N
2
2
VN−1
[
I1 (β) + I2 (β)
]
(53)
with the integrals given by
I1 (β) ≈ N
2
2
VN−14pi
∫ R
0
d~q jk fˆab Z′0[H, J,K]
∣∣∣∣
0
(54)
and
I2 (β) ≈ N
2
2
VN−14pi
∫ R
0
d~q jk ξ jk fˆab Z′0[H, J,K]
∣∣∣∣
0
(55)
where only I2 contains the spatial correlation function ξ jk.
In the course of this computation we have seen that the mo-
mentum correlations do not contribute to the generating func-
tional at all, independent of their order. Returning to (43)
we see that due to the structure of the terms containing the
position-momentum correlations Cxp the form of the integrals
always reduces to a Gaussian integral of the form (48) so
that the integration yields zero. Thus we see that also the
momentum-space correlations do not contribute to Z(1) to any
order. This is expected because the information on the mo-
mentum of any particle is only relevant in time. Since we do
not consider time evolution, no momentum information can
travel between particles.
B. Equation of state for correlated initial conditions
We now proceed to calculate the pressure for this system by
inserting (50) and (53) into (14). The pressure for a correlated
van der Waals gas is thus given by
P = kBT
(
N
V
− 1
2
N2
V2
[
I1 (β) + I2 (β)
])
, (56)
where the terms containing derivatives of the integrals with
respect to the volume vanish for R0  V . Bartelmann et al.
[6] computed the density cumulant for correlated initial con-
ditions that we also consider here. Since neither the volume
nor the number of particles changes, the mean density has to
remain the same independent of correlations or interactions,
ρ¯ = NV . Equation (56) as a function of the mean density then
reads
P = kBT
(
ρ¯ − ρ¯
2
2
[
I1 (β) + I2 (β)
])
. (57)
We see that the correlated initial conditions contribute an ad-
ditional term to the van der Waals gas which depends on the
correlation function and therefore on an initial power spec-
trum.
We can now evaluate the integrals I1 (β) and I2 (β) for the po-
tential (25) which yields
I1 (β) = −N2VN−1
[
4pi
3
R30 − β v0
4pi
s − 3R
3
0
]
(58)
and
I2 (β) = −N2VN−14pi
[∫ R0
0
dq q2 ξ(~q)
−β v0
∫ R
R0
dq q2 ξ(~q)
(
R0
q
)6 (59)
where we have expanded to first order in the interaction
potential.
We see that the contribution due to spatial correlations has a
term of the same order in N and V as the contribution due to
the interaction itself.
C. Influences of correlations for a simple model
To determine how the initial correlations affect the pressure
of a gas we compute the second integral in (56). As a toy
model, we use a simple power law for the correlation function
ξ(q) =

0 for q < R0
A
(
q
q0
)−γ
for q > R0 .
(60)
The correlation function ξ(q) is zero for q < R0 because oth-
erwise we would include the repulsive potential of the hard
spheres twice. We chose q0 to be the mean particle separa-
tion. The amplitude of the correlations is set in such a way
as to increase the probability dP ∝ [1 + ξ(q0)] for finding a
particle at a distance q0 from another by a factor to be set.
The correction due to correlated initial conditions to the pres-
sure of an ideal gas is then given by
∆Pcor = −2pi N
2
V2
A qγ0
v0
3 + γ
R3−γ0 . (61)
7FIG. 1. The dependence of the relative pressure correction to the
ideal gas due to correlations on the power of the correlation function
γ is shown in percent. The pressure contributions to the ideal gas
pressure from the correlations rapidly increase with the power of the
correlation function.
For a diatomic gas (e.g. N2 with v0 ≈ 10−21 taken from [7])
at a temperature of T = 273K with N = 1027 particles at a
volume of V = 22.4 m3 we can compute the correction due to
the van der Waals interaction to the ideal gas which increases
the gas pressure by about 0.5%. The corrections are quite
small. Most importantly, the repulsive term dominates so that
the pressure increases. If we consider a sufficiently deep po-
tential well we can also obtain negative pressure corrections
to the ideal gas when the attractive term starts to dominate.
If we now switch on correlations with the correlation power
γ = 2 and a correlation amplitude of A = 1, thus doubling the
probability to find a particle at the mean particle separation
q0, the pressure corrections become negative. Reaching 5%,
the corrections due to correlations are an order of magnitude
larger than the corrections resulting from van der Waals inter-
actions. The the distribution of the gas particles is clumpy and
therefore the overall pressure decreases. From (60) we can see
that the correction to the pressure of the ideal gas linearly in-
creases with the amplitude A of the correlation function. In
Fig. 1 we show the dependence of the relative pressure cor-
rections due to correlations to the pressure of an ideal gas. We
see that with higher power of the correlation function, the rel-
ative pressure correction rapidly increases. However, if the
correlations become too strong our assumption about the sys-
tem being in thermal equilibrium will no longer hold.
V. CONCLUSIONS
We have used the formalism first proposed by Mazenko and
Das and Mazenko [1, 2, 4, 5] and adopted the correlated initial
conditions by Bartelmann et al. [3] to investigate the impact of
initial correlations on van der Waals gases by calculating the
equation of state. We have first conducted a consistency check
for the approach and derived the van der Waals equation of
state and then imposed correlations to qualitatively and quan-
titatively study their influence on the gas. Our main results
are:
• Since we are considering a system in thermal equilib-
rium and can therefore set all source terms to zero,
the only correlations left to consider are spatial correla-
tions. Correlations containing the momentum of parti-
cles do not appear in our static situation, since the infor-
mation on the momentum of a particle is only relevant
in time.
• By considering Gaussian momentum and spatially ho-
mogeneous initial conditions we can easily reproduce
the van der Waals equation of state known from clas-
sical thermodynamics describing the correction to an
ideal gas due to short-ranged particle interactions.
• The imprinted correlations cause a pressure decrease in
the gas which is an order of magnitude larger than the
correction due to short-ranged particle interactions for
the correlation function we chose. This significant cor-
rection must thus be included in studies of non-ideal
gases with initially correlated particles.
We have now obtained a tool to study systems which do not
only contain an interaction potential, but also correlated initial
conditions. These systems can be studied in laboratories al-
ready and show very interesting behaviour considering phase
transitions. Therefore one of the goals for future studies is
to describe such phase transitions analytically with this new
approach.
VI. ACKNOWLEDGMENTS
We would like to thank Daniel Berg and Bjo¨rn Scha¨fer for
helpful and inspiring discussions.
VII. APPENDIX
A. Computation of the interaction term to first order
In our later calculation we will need to perform the inte-
gral over the initial conditions. For this purpose, we will need
to expand the second term in the interaction potential which
leads to the expression∫ R
R0
d~qi j
(
e−i
∫
d1
∫
d2 Φˆi(1)σ (12) Φˆ j(2) − 1
)
Z′0[H, J,K]
∣∣∣∣
0
≈ − i
∫ R
R0
d~qi j
(∫
d1
∫
d2
δ
iδHρ(1)
σρB (12)
δ
iδHB(2)
−
∫
d1
∫
d2
δ
iδHρ(1)
σρρ (12)
δ
iδHρ(2)
)
Z′0[H, J,K]
∣∣∣∣
0
C T1 + T2 .
(62)
8For the evaluation of this term we transform to Fourier space
for simplicity. The Fourier transform of the interaction poten-
tial to k-space yields
1
(2pi)6
∫
d~x1d~x2
∫
d~k1d~k2 v(~x1 − ~x2)e−i~k1·~x1 e−i~k2·~x2
=
1
(2pi)3
∫
d~k1d~k2 v
(
~k1
)
δD
(
~k1 + ~k2
)
.
(63)
The first term excluding the integration over the initial condi-
tions then reads
T1 = − i
∫ R
R0
d~qi j
∫
dt1dt2 δD(t1 − t2)
∫
d~k1d~k2
(2pi)3
δ
iδHBi (t2,−~k2)
v(~k1) δD(~k1 + ~k2)
× δ
iδHρ j (t1,−~k1)
exp
i ∑a=ρ,B
N∑
l=1
∫ dt′1d~k′1
(2pi)3
Hal (t
′
1,
~k′1) Φˆal (t
′
1,−~k′1)
Z′0[J,K]
∣∣∣∣
0
(64)
where Z′0[J,K] denotes the generating functional excluding
the integration over initial conditions. The operators Φˆa j are
given by
Φˆρ j (1) = exp
−~k>1 · δ
δ ~Jq j (1)
 and
ΦˆB j (1) =
~k>1 · δ
δ~Kp j (1)
 Φˆρ j (1) =: bˆ j(1)Φˆρ j (1) . (65)
Applying the functional derivatives and already setting H to
zero we obtain
T1 = −i
∫ R
R0
d~qi j
∫
dt1
∫
d~k1
(2pi)3
ΦˆBi (t1,~k1) v(~k1)
× Φˆρ j (t1,−~k1)Z′0[J,K]
∣∣∣∣
0
(66)
where we have already integrated out the Dirac-delta distri-
butions. The action of the density operator on the generating
functional will result in a shift of the tensor J by a tensor L j
which is defined by
L j(1) := −~k1 · δJ(t)
δ ~Jq j (1)
= −~k1 ·
(
δD(t, t1)I3
03
)
⊗ ~e j
= −δD (t − t1)
(
~k1
0
)
⊗ ~e j
(67)
as discussed in Bartelmann et al. [3]. We further introduce
the shorthand notation k˜1 :=
(
~k1
0
)
, so that after applying the
density operators and setting J to zero we arrive at
T1 = − i
∫ R
R0
d~qi j
∫
dt1
∫
d~k1
(2pi)3
v(~k1)bˆ j(t1,~k1)
× exp
{
i
∫
dt
[
Li(t1,~k1)x¯qi − L j(t1,~k1)x¯q j
]}∣∣∣∣
K=0
.
(68)
Applying the derivative with respect to the source field ~Kpi
and setting K to zero leads to
T1 =
∫ R
R0
d~qi j
∫
dt1
∫
d~k1
(2pi)3
v(~k1) exp
i
∫
dt
 ∑
b=q,p
(
Li(t1,~k1)gqb(t, t0)x¯(i)bi − L j(t1,~k1)gqb(t, t0)x¯
(i)
b j
)

× ~k1
∫
dt
(
Li(t1,~k1)
∫
dt ′gqp(t, t′) δD(t′ − t1)δi j − L j(t1,~k1)
∫
dt ′gqp(t, t′) δD(t′ − t1)
)
= 0
(69)
where we have used that gqp(t, t) = 0 in the last step implying
that T1 will vanish.
In analogy to the previous calculation we obtain an expression
for the second term after setting all source fields to zero and
using that gqq(t, t) = 1 and gqp(t, t) = 0. The only surviving
term is then
T2 = β
∫ R
R0
d~qi jv(~q
(i)
i − ~q(i)j ) . (70)
We thus arrive at the expression for the part of the partition
function containing the attractive potential which we have
9used in the computation of the first virial coefficient for two different sets of initial conditions.
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