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A NUMERICAL APPROACH TO BLOW-UP ISSUES FOR
DISPERSIVE PERTURBATIONS OF BURGERS’ EQUATION
CHRISTIAN KLEIN AND JEAN-CLAUDE SAUT
Abstract. We provide a detailed numerical study of various issues pertaining
to the dynamics of the Burgers equation perturbed by a weak dispersive term:
blow-up in finite time versus global existence, nature of the blow-up, existence
for “long” times, and the decomposition of the initial data into solitary waves
plus radiation. We numerically construct solitons for fractionary Korteweg-de
Vries equations.
1. Introduction
This paper is concerned with the numerical study of the dynamics and
blow-up issues for “weak” dispersive perturbations of Burgers’ (inviscid)
equation. As in [42] the motivation is to study the influence of dispersion
on the dynamics of solutions to the Cauchy problem for “weak” dispersive
perturbations of hyperbolic quasilinear equations or systems, as for instance
the Boussinesq systems for surface water waves.
We thus want to investigate the competition between nonlinearity and
dispersion. Usually this problem is attacked by fixing the dispersion, eg
that of the Korteweg- de Vries (KdV) equation and varying the nonlinearity
upux in the generalized KdV (gKdV) equation
(1) ut + u
pux + uxxx = 0,
or the generalized Benjamin-Ono equation (gBO)
(2) ut + u
pux −Huxx = 0,
where p ≥ 2 and H is the Hilbert transform. The case p = 2 is the L2 critical
case for the gBO equation. Numerical simulations in [9] are performed for
p = 3 suggesting finite time blow-up in this case. No rigorous proof of
blowup is known for (2) when p ≥ 2 though, contrary to the L2 critical
gKdV equation (that is (1) with p = 4) for which a proof of existence of
blowing-up solutions has been given in [44] and revisited in [45].
However it is probably more physically relevant to fix the quadratic non-
linearity (eg uux) and to vary (lower) the dispersion. In fact in many prob-
lems arising from Physics or Continuum Mechanics, the nonlinearity is qua-
dratic, with terms like (u · ∇)u and the dispersion is in some sense weak.
On the other hand, dispersive terms occuring in the Schro¨dinger or in the
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KdV equations are obtained by a Taylor expansion of the true dispersion at
a given wave number k0 or in the long wave limit. This allows strong dis-
persive effects (and nice mathematical properties!), but restricts the range
of frequencies for which the model is relevant. For instance the dispersion
relation of the KdV equation is a bad approximation of the one of the water
waves for not too small frequencies. We refer to [39] for examples of water
wave models with “full dispersion”, that is models which share the same
dispersion as that of the water waves system. In particular the original dis-
persion is not strong enough for yielding the dispersive estimates that allows
to solve the Cauchy problem in relatively large functional classes (like the
KdV or Benjamin-Ono equation in particular), down to the energy level for
instance.1
In fact many nonlinear dispersive systems have the following structure
(3) ∂tU + BU +  A(U,∇U) + LU = 0,
where the order 0 part ∂tU+BU is linear hyperbolic, L being a linear (not
necessarily skew-adjoint) dispersive operator and  > 0 is a small parameter
which measures the (comparable) nonlinear and dispersive effects. Both the
linear part and the dispersive part may involve nonlocal terms (see eg [56],
[51]).
Boussinesq systems for surface water waves (see [6, 7]) are important
examples of somewhat similar systems. Note however that the Boussinesq
systems (4) below cannot be reduced exactly to the form (3) except when
b = c = 0. Otherwise the presence of a “BBM like” term induces a smoothing
effect on one or both nonlinear terms. They read
(4){
∂tη + divv+  div (ηv) + (a div∆v− b∆ηt) = 0
∂tv+∇η + 12∇(|v|2) + (c∇∆η − d∆vt) = 0
, (x1, x2) ∈ R2, t ∈ R.
where a, b, c, d are modelling constants satisfying the constraint a+b+c+d =
1
3 and ad hoc conditions implying the well-posedness of the linearized system
at the trivial solution (0,0).
When b > 0, d > 0, the dispersion in (4) is “weak” (the corresponding
linear operator is of order −1, 0 or 1 (see [7]) contrary to the case b = d = 0,
a < 0, c < 0 when it is of order 3 as in the KdV equation).
We will not address the blow-up issues for (4), which are completely open,
but instead focus on one dimensional scalar equations.
More precisely, the major question addressed here will be whether or not
smooth solutions of the Cauchy problem for weak dispersive perturbations of
Burgers’ equation develop singularities in finite time and if blow-up occurs,
what is its nature: a shock like in solutions to Burgers’ equation, a blow-
up similar to the one of the L2 critical or supercritical generalized KdV
1And thus obtaining global well-posedness from the conservation laws.
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equations, or an “energy critical or super critical” blow-up, a case that never
occurs for the generalized KdV equations (see below for a more detailed
discussion).
We will also consider the long time existence issues, that is what is the
qualitative behavior of the solution when it is global, or before the blow-up
time if not; in particular does it show a decomposition into solitary waves
plus radiation, a typical behavior of solutions to integrable equations such
as the KdV equation? Also when global existence is not assured, how does
the presence of a “weak” dispersive term affect the life span of the solution
to the underlying Burgers equation when a small parameter  appears in
front of the quadratic term and possibly in front of the dispersive terms?
The last question is particularly important for the complete rigorous jus-
tification of water waves models (see [39]). It is worth noticing that except
when the solution is global (which can be proven essentially only for scalar
one-way models) the only long time existence results for water waves models
such as the Boussinesq systems (4) are established on the “hyperbolic” time
scale 1/ (see [46, 56, 50, 51]). We will not address this issue in the context
of relevant water waves models but again for the fractionary KdV or BBM
(fKdV or fBBM) equations which will serve as toy models.
The paper is organized as follows: in section 2 we collect some analytically
known facts about the equations to be studied numerically. The above
questions will then be addressed for these equations numerically in section
3. We add some concluding remarks in section 4.
Notations. The following notations will be used throughout this article.
The Fourier transform of a function f will be denoted fˆ or Ff. For any
s ∈ R, we define Dsf by D̂sf(ξ) = |ξ|sfˆ(ξ).
For 1 ≤ p ≤ ∞, Lp(R) is the usual Lebesgue space with the norm ‖ · ‖Lp ,
and for s ∈ R, the Sobolev spaceHs(R) is defined via its usual norm ‖f‖Hs =
(
∫
R(f
2 + |Dsf |2)dx)1/2.
2. Theoretical preliminaries
In this section we gather known facts about various dispersive regular-
izations of Burgers’ equation. In particular we consider fractionary KdV
and BBM equations. We formulate analytic questions which will then be
addressed numerically in the following section.
2.1. Fractionary KdV equations. We will thus focus as a paradigm on
one -dimensional model equations. A first one (introduced by Whitham [55])
is of KdV type with a weak dispersion.
(5) ut + uux +
∫ ∞
−∞
k(x− y)ux(y, t)dy = 0.
This equation can also be written in the form
(6) ut + uux − Lux = 0,
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where the Fourier multiplier operator L is defined by
L̂f(ξ) = p(ξ)fˆ(ξ),
with p = kˆ.
In the original Whitham equation, the kernel k was given by
(7) k(x) =
1
2pi
∫
R
(
tanh ξ
ξ
)1/2
eixξdξ,
that is p(ξ) =
(
tanh ξ
ξ
)1/2
, which corresponds to the phase velocity of purely
gravitational waves. The Whitham equation is also the one-dimensional ver-
sion of the Full dispersion Kadomtsev-Petviashvili equation (FDKP) studied
in [40]. When surface tension is added, the above p has to be changed to
pS(ξ) = (1 +β|ξ|2)1/2
(
tanh ξ
ξ
)1/2
, where β ≥ 0 measures the surface tension
effects. This leads to the extended Whitham equation.
We will consider here a family of equations where p(ξ) = |ξ|α, that we
call “fractionary KdV equations”. The case α = 2 corresponds to the usual
KdV equation, α = 1 to the Benjamin-Ono equation. It is well known (see
[22]) that for α ≥ 1 the solutions of the Cauchy problem (in appropriate
functional spaces) are global and therefore no finite time blow-up occurs.
In the KdV case, it is known that the solution decomposes into solitons
traveling to the right and radiation going to the left.
The case α < 1 is more delicate, and we will focus on it.
When −1 < α < 0, a blow-up occurs, that is there is a finite time blow-
up of the solution of the Cauchy problem corresponding to suitable smooth
initial data (see [13] and[14, 26, 47] for related equations). The proof in [13]
extends easily to the Whitham equation (see [40]). By contradiction one
proves that the C1+α norm of a solution blows up in finite time, but the
proof does not indicate whether the gradient only or both the solution and
its gradient blow up. Our numerical simulations (see Section 3.5) suggest
that only the gradient blows up.
The occurrence of a possible blow-up when 0 < α < 1 is an open problem.
It is claimed in [37] without proof that then a shock formation is not possible.
The situation appears anyhow very different from that of the fractal Burg-
ers equation that is the Burgers equation perturbed by a fractionary dissi-
pation term Dαu. There (see [2, 32]), a possible shock formation persists
when 0 < α < 1/4.
We briefly recall here the known results for the associated Cauchy prob-
lem, that is
(8) ut + uux −Dαux = 0, u(., 0) = u0,
where D̂αf(ξ) = |ξ|αfˆ(ξ).
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The following quantities are formally conserved by the flow associated to
(8),
(9) M(u) =
∫
R
u2(x, t)dx,
and the Hamiltonian
(10) H(u) =
∫
R
(1
2
|D α2 u(x, t)|2 − 1
6
u3(x, t)
)
dx.
Note that by the Sobolev embedding H
1
6 (R) ↪→ L3(R), H(u) is well-
defined when α ≥ 13 but it does not make sense when u ∈ Hα/2(R), α < 13 ,
the energy super critical case.
Moreover, equation (8) is invariant under the scaling transformation
(11) uλ(x, t) = λ
αu(λx, λα+1t),
for any positive number λ. A straightforward computation shows that
‖uλ‖H˙s = λs+α−
1
2 ‖uλ‖H˙s , and thus the critical index corresponding to (8)
is sα =
1
2 − α. In particular, equation (8) is L2-critical for α = 12 . This
corresponds to p = 4 in the generalized KdV equation (1).
Compactness arguments (see [49]) prove that (8) admit global weak solu-
tions (without uniqueness) in L∞(R;Hα/2(R)) when α > 12 for initial data in
Hα/2(R)(with a smallness condition when α = 12) and, thanks to a Kato type
smoothing effect global weak solutions in L∞(R;L2(R))∩L2loc(R;Hα/2loc (R)),
see [20, 21].
By using standard energy methods and the fact that the dispersive term
is skew-adjoint (thus without using explicitely the dispersion), one can on
the other hand prove that the Cauchy problem associated to (8) is locally
well-posed in Hs(R) for s > 32 , which is the same “hyperbolic type ” result
as for the Burgers equation.
Taking into account the dispersion, it has been established in [42] that
the Cauchy problem for (8) is locally well posed for initial data in Hs(R),
for s > sα =
3
2 − 3α2 > α2 , which does not allow to globalize the solution
using the conservation laws.
It is well known that the solitary waves play a significant role in the
dynamics of the KdV equation and one can ask whether or not this is the
case for the dispersive Burgers equation.
A (localized) solitary wave solution of (8) of the form u(x, t) = Qc(x− ct)
must satisfy the equation
(12) DαQc + cQc − 1
2
Q2c = 0,
where c > 0.
One does not expect solitary waves to exist when α < 13 since then the
Hamiltonian does not make sense (see a formal argument in [37] and a
rigorous proof in [42] which also proves nonexistence of solitary waves when
α < 0).
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On the other hand solitary waves exist when α > 13 (see [15, 17, 18, 19])
and they have a slow decay for |x| → ∞ as 1
x1+α
. They are expected to
be orbitally stable when α > 12 , that is in the L
2 subcritical case (this
would correspond to p < 4 for the generalized KdV equations (1)). It
is also worth noticing that solitary waves exist for the original Whitham
equation ([15]). The proof uses in a crucial way that the dispersion relation
of the Whitham equation approaches that of the KdV equation for small
frequencies. Existence of periodic traveling waves to the Whitham equation
has been proven in [16] and their stability properties studied in [27] and
numerically in [12].
Note that the exponent α = 13 corresponds to the so-called “energy critical
case” that never occurs for the generalized KdV equations where the energy
(Hamiltonian) always makes sense in the energy space H1(R).
At this stage, one could make the following conjectures for (8) when
0 < α < 1:
1. No hyperbolic blow-up exists (no blow-up of the spatial gradient with
bounded sup-norm).
2. When 12 < α < 1, the solution is global (no blow-up).
3. When 13 < α ≤ 12 , which is the L2 supercritical case, one has a
“nonlinear dispersive blow-up”, with a kind of self-similar structure. This
would correspond to p ≥ 4 for the generalized KdV equation. Recall that
this type of blow-up for (1) is supported by numerical simulations in the
super critical case p > 4 ([8, 34], and in the critical case p = 4 [34] and
rigorously proven in the critical case p = 4 ([44, 45]). The dynamics of the
blow-up is different in the L2-critical and in L2-supercritical cases.
4. When 0 < α < 13 , the energy critical case which has no counterpart for
the generalized KdV equations, one expects a blow-up, but with a different
structure of that of the previous case.
2.2. Fractionary BBM equations. We now turn to the BBM version of
the dispersive Burgers equation, namely
(13) ∂tu+ ∂xu+ u∂xu+D
α∂tu = 0,
where the operator Dα is defined as previously.
The case α = 2 corresponds to the classical BBM equation, α = 1 to the
BBM version of the Benjamin-Ono equation. A class of equations containing
(13) has been introduced in the Appendix 1 of [5].
For any α the energy
(14) E(t) =
∫
R
(u2 + |D α2 u|2)dx
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is formally conserved. By a standard compactness method, this implies that
the Cauchy problem for (13) admits a global weak solution in L∞(R;H
α
2 (R))
for any initial data u0 = u(·, 0) in H α2 (R).
One can also use the equivalent form
(15) ∂tu+ ∂x(I +D
α)−1
(
u+
u2
2
)
= 0,
which gives the Hamiltonian formulation
ut + Jα∇uH(u) = 0
where the skew-adjoint operator Jα is given by Jα = ∂x(I + D
α)−1 and
H(u) = 12
∫
R(u
2 + 13u
3). Note that the Hamiltonian makes sense and is
formally conserved for u ∈ H α3 (R) if and only if α ≥ 13 .
We will again focus on the case 0 < α < 1. Actually when α ≥ 1, (15) is
an ODE in the Sobolev space Hs(R), s > 12 , and one obtains by standard
arguments (see [43, 4]) the local well-posedness of the Cauchy problem in
Hs(R), s > 12 . When α = 1 (the Benjamin-Ono BBM equation), the con-
servation of energy and an ODE argument as in [49] or the Bre´zis-Galloue¨t
inequality implies that this local solution is in fact global.
The following local well-posedness result is established in [42].
Theorem 1. Let 0 < α < 1. Then the Cauchy problem for (13) or (15) is
locally well-posed for initial data in Hr(R), r > rα = 32 − α.
It is clear from the formulation (15) that the fractionary BBM equation is
for 0 < α < 1 a different dispersive perturbation of the Burgers equation of
that given by the fractionary KdV equation: roughly speaking, one replaces
the ∂x derivative of u+
u2
2 by a derivative of order 1− α.
The question is now: Is there a blow-up when 0 < α < 1 and if yes, what
is its nature?
2.3. Large time existence issues. An important issue, when the solu-
tion is global, is to describe its qualitative behavior. In the range of fKdV
equations, the only fully understood case is α = 2, the KdV equation where
Inverse Scattering techniques yield a full description of the solution. For the
other values of α, such a description is not known (the only other integrable
equation in the family corresponds to α = 1, the Benjamin-Ono equation,
but then Inverse Scattering techniques only work for small initial data).
One aim of our numerical simulations is to investigate what happens when
1
2 < α < 1. They actually suggest that a kind of decomposition into solitary
waves plus radiation occurs, despite the fact that none of those equations
are integrable. A similar behavior seems to hold for the fBBM equations, at
least when α > 13 .
Another interesting and widely open question is to investigate the influ-
ence of a weak dispersion on the existence time of solutions to hyperbolic
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equations or systems (see [50, 51, 56] for some partial answers in the case of
various water wave systems, in particular the Boussinesq systems).
Again a simple relevant example is the dispersive Burgers equation
(16) ut + uux − Dαux = 0, u(., 0) = u0,
where  is a small positive parameter (in the water waves context it could
model the comparable effects of dispersion and nonlinearity).
Since the dispersive term in (16) is skew-adjoint, one immediately deduces
that for initial data u0 of order 1 in say H
s(R), s > 32 , the solution exists on
time scales of order 1 .
By changing the time variable as τ = t one eliminates the ′s from (16),
that is one obtains
(17) uτ + uux −Dαux = 0, u(., 0) = u0,
and we have the following dichotomy:
• Either the solution to (17) is global and so is that of (16),
• or the solution to (17) has a lifespan of order O(1) and that of (16) has
a lifespan of order O(1/), that is the same as for the Burgers equation.
Our simulations below suggest that when α > 1/2 the first situation
occurs while when α ≤ 1/2 the second one holds.
Things are more delicate when the small parameter appears only in front
of the nonlinear term as shows the striking example of the Burgers-Hilbert
equation
(18) ut + uux +Hu = 0, u(·, t) = u0
where H is the Hilbert transform. It is established in [24, 25] that for
initial data of order O(1) the solution of (18) exists on time scales of order
1
2
while the corresponding Burgers solution exists on time scales of order 1 .
One should thus consider the Cauchy problem
(19) ut + uux −Dαux = 0, u(., 0) = u0,
An equivalent formulation (by setting v = u) is to consider the Cauchy
problem
(20) vt + vvx −Dαvx = 0, v(·, 0) = u0,
and the question is to see how the existence time O(1 ) is enlarged by the
dispersive term Dαvx, in particular, is it possible to prove the existence of
global small solutions to (20)? This would give an example of initial data
leading to a shock for the Burgers equation and to a global solution for
fKdV.
DISPERSIVE PERTURBATIONS OF BURGERS’ EQUATION 9
Of course similar questions can be addressed for the BBM version, that
is
(21) ut + ux + uux + D
αut = 0, u(., 0) = u0,
or
(22) ut + ux + uux +D
αut = 0, u(., 0) = u0,
Note that in (21) one cannot eliminate anymore the ′s by a change of
time scale because of the transport term.
Similar issues for the Boussinesq systems (4) are widely open. Here (and
for other relevant water waves models) no existence results beyond the “hy-
perbolic” time 1 seem to be known (see [46, 56, 50, 51]). Recall that for the
Boussinesq systems, the error estimates with the full water waves system
being O(2t), (see [6]), and the solutions are expected to exist at least up
to time scales of order 1
2
. There are here difficulties that are not present in
the toy model fKdV or fBBM. First the change of time scale τ = t does
not eliminate anymore the ′s in the system because of the order zero hy-
perbolic part. Moreover, as previously noticed, when b and/or d are strictly
positive, the nonlinear term in the corresponding equation is smoothed by
the operator (I − b∆)−1, (resp. (I − d∆)−1).
The case studied in [3, 52] (that is a = b = c = 0, d = 13) is specially
interesting since it was considered in those references as a perturbation of
the (hyperbolic) Saint-Venant system.
3. Numerical study of weakly dispersive regularizations of
Burgers’ equation
In this section we will study numerically solutions to fKdV, fBBM and
Whitham equations. The focus will be on smooth, localized initial data for
which we study the decomposition into solitons and a possible blow-up in
finite time. We also address the long time behavior of small initial data.
First we will present the used numerical tools and discuss how accuracy is
ensured. Then we will study concrete examples.
3.1. Numerical Methods for the time evolution. Since the equations
to be studied in this paper contain fractionary derivatives being defined as
Fourier multipliers, it is convenient to use Fourier spectral methods in the
numerical treatment. We concentrate on rapidly decreasing, smooth ini-
tial data which can be analytically continued within the finite numerical
precision as periodic functions. In other words, we use large enough compu-
tational domains that the Fourier coefficients of the periodically continued
initial data decrease to machine precision (10−16 in our case). The frac-
tional derivatives for Fourier series are defined in analogy to the definition
for Fourier transforms. The discrete Fourier transform is computed via a
fast Fourier transform (fft).
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The fKdV equation for the Fourier transform uˆ of u has the form
(23) uˆt = F(u) + Luˆ,
where L = iξ|ξ|α is a linear operator2, and where F(u) = −iξû2/2 denotes
the nonlinear terms. It is an advantage of Fourier methods that the x-
derivatives and thus the operator L are diagonal. For equations of the form
(23) with diagonal L, there are many efficient high-order time integrators,
see e.g. [30, 23, 33, 35] and references therein. This allows for an efficient
integration in time.
In [34] it was shown that an implicit Runge-Kutta method of fourth order
(IRK4), a two-stage Gauss scheme, is both very efficient and accurate up
to blow-up for generalized KdV equations. For the initial value problem
y′ = f(y, t), y(t0) = y0 and constant time steps tm, m = 0, 1, . . . with
tm+1 − tm = h and y(tm) = ym, this scheme has the form
ym+1 = ym +
h
2
(K1 +K2),(24)
Ki = f
tm + cih, ym + h s∑
j=1
aijKj
 , i = 1, 2,(25)
where c1 =
1
2 −
√
3
6 , c2 =
1
2 +
√
3
6 and a11 = a22 = 1/4, a12 =
1
4 −
√
3
6 ,
a21 =
1
4 +
√
3
6 . The implicit equations for K1 and K2 are solved iteratively
with a simplified Newton scheme,
(26)(
K1
K2
)
=
(
1− ha11L −ha12L
−ha21L 1− ha22L
)−1(F(uˆm + h(a11K1 + a12K2)) + Luˆm
F(uˆm + h(a21K1 + a22K2)) + Luˆm
)
.
Since the operator L is diagonal, the inverse matrix on the right-hand side
of (26) can be given explicitly. In this form the iteration converges rapidly
(at early times in 3 to 4 iterations).
The fBBM equation (13) reads in Fourier space
uˆt = − iξ
1 + |ξ|α (uˆ+ û
2/2),
which is again integrated with the IRK4 method.
Accuracy of the numerical solution is controlled as discussed in [33, 35, 34]
via the numerically computed energies (10) and (14) which will depend on
time due to unavoidable numerical errors. We use the quantity
(27) ∆ = |E(t)/E(0)− 1|
as an indicator of the numerical accuracy. It was shown in [33, 35] that
the numerical accuracy of this quantity overestimates the L∞ norm of the
difference between numerical and exact solution by two to three orders of
2For the Whitham equation (5), the symbol |ξ|α is simply replaced with √tanh(ξ)/ξ.
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magnitude. A precondition for the usability of this quantity is a sufficient
resolution in Fourier space.
Dynamic rescaling. To study blow-up in the solutions to fKdV, the scale
invariance (11) can be used as for gKdV and NLS equations in the form of
a dynamic rescaling, see for instance [54, 34] and references therein. To this
end the constant λ in (11) is replaced with a t-dependent function L(t)
(28) y =
x− xm
L
,
dτ
dt
=
1
L1+α
, U = Lαu.
As in [34] for gKdV, we take into account the fact that the peak at x = xm(t)
developing eventually into a blow-up is travelling with increasing speed. To
address this, we choose a commoving frame. Equation (28) implies for (8)
(29) Uτ − (lnL)τ (αU + yUy)− xm,τ
L
Uy + UUy −DαyUy = 0.
The scaling function L can be chosen to keep certain norms constant, for
instance the L∞-norm. It appears that the choice to keep the L2 norm of
Uy constant is numerically preferred for stability reasons. This choice leads
to
(30) a := (lnL)τ =
1
(2α+ 1)||Uy||22
∫
R
U2Uyyydy.
Since y = 0 is supposed to be an extremum of the solution, we have
Uy(0, τ) = 0 and Uy(0, τ) = 0. Putting U(0, 0, τ) = U0 = const, we get
from (29) for the speed v = xm,τ/L
(31) v = U0 +
1
Uyy(0, τ)
(DαUy)(0, τ).
Thus all quantities in (29) can be expressed in terms of U alone. In the case
of an L∞ blow-up for t = t∗, the scaling function L is expected to vanish for
τ →∞. Thus for t→ t∗, both x and t are dynamically rescaled. Note that
for solutions of this equation the energy
(32) E[U ] =
1
L1−3α
∫
R
(U2 + |D α2 U |2)dy
is conserved. It can be seen that the case α = 1/3 is energy critical in the
sense that it is invariant under the rescaling (29).
For τ → ∞, it is expected that the solution U to the rescaled equation
(29) as well as a → a∞ and v → v∞ become τ independent (this behavior
was proven in [45] for the L2 critical gKdV equation for initial data in the
vicinity of a soliton). In this case equation (29) reduces to an ordinary
fractionary differential equation
(33) − a∞
(
αU∞ + yU∞y
)− v∞U∞y + U∞U∞y −DαyU∞y = 0.
If a∞ vanishes, this is exactly the equation (12) for the soliton. A blow-up
of this type would be asymptotically given by a rescaled solution of equation
(33).
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In [34] it was shown numerically that generic rapidly decreasing hump-like
initial data for gKdV lead to a tail of dispersive oscillations towards infinity
with slowly decreasing amplitude. Due to the imposed periodicity, these
oscillations reappear after some time on the opposing side of the computa-
tional domain and lead to numerical instabilities in the dynamically rescaled
equation. The source of these problems is the term yUy in (29) since y is
large at the boundaries of the computational domain. This implies that this
term is very sensitive to numerical errors. For gKdV this could be addressed
by using high resolution in time and large computational domains. It turns
out that for fKdV, the dispersive oscillations have an amplitude that de-
creases even more slowly towards infinity. Thus we could not compute long
enough to get conclusive results. Instead we integrate fKdV as described
above directly, and then we use some postprocessing to characterize the type
of blow-up via the above rescaling. We read off the time evolution of the
quantity L as defined via the L2 norm of the gradient,
(34)
||Uy||2
||ux||2 = L
α+1/2,
where the constant ||Uy||2 is chosen to be ||ux(x, 0)||2. This allows to study
the type of the blow-up for fKdV in a similar way as for gKdV in [34] without
actually solving equation (29). We ensure that the numerically computed
energy of the solution is conserved to a certain precision (∆ < 10−3 in
(27)), that there is sufficient resolution in Fourier space and in time for all
computed times close to the blow-up time t∗. We generally choose the time
step in blow-up scenarios such that the accuracy is limited by the resolution
in Fourier space, i.e., that a further reduction of the time step for a given
number of Fourier modes does not change the final result within numerical
accuracy.
For gKdV, essentially two cases were relevant for the τ -dependence of the
scaling factor L, and we want to test whether the same is true for fKdV. In
the L2-critical case, one has L ∝ τ−γ with γ = 1. An algebraic decrease of
L close to blow-up implies with (28) for fKdV
(35) ||ux||22 ∝ (t∗ − t)−
2α+1
1+α−1/γ , ||u||∞ ∝ (t∗ − t)−
α
1+α−1/γ .
In the supercritical case for gKdV (n > 4), there does not exist a proof
yet, but it is expected that L vanishes exponentially with τ for τ → ∞,
L ∝ exp(−κτ) with κ a positive constant. This implies with (28)
(36) ||ux||22 ∝ (t∗ − t)−
2α+1
1+α , ||u||∞ ∝ (t∗ − t)−
α
1+α .
It will be tested whether such scalings can be observed in the numerical
experiments for fKdV.
Singularity tracing in the complex plane. An important question in
the context of the numerical solution of nonlinear dispersive PDEs is the
identification and the characterization of a blow-up of the solution. The
task is to identify the appearence of a singularity of the solution. Since we
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use a Fourier approach here, a possible tool in this context is a method from
asymptotic Fourier analysis first applied to numerically identify singularities
in solutions to PDEs in [53]. The idea is to use the fact that a singularity
of a real function in the complex plane of the form U ∼ (z − z0)µ (µ not an
integer) leads for |ξ| large to a Fourier transform of the form (if this is the
only singularity of this type in the complex plane)
(37) |Uˆ | ∼ 1
ξµ+1
e−ξδ, ξ  1,
where δ = =z0. In [36] it was discussed how this approach can be used to
quantitatively identify the time where the singularity hits the real axis, i.e.,
where the real solution becomes singular. In addition this method gives the
quantity µ which characterizes the type of the singularity. It was shown
in [36] that the quantity δ can be identified reliably from a fitting of the
Fourier coefficients, whereas there is a larger inaccuracy in the quantity µ.
Thus the numerically determined values for µ have to be taken with a grain
of salt.
Tests. Contrary to the case of the KdV equation, it is not known if for
the BO and the BBM equation the solutions of the initial value problems
for these equations decompose for large times into solitons and radiation.
The reason is that the Inverse Scattering Transform technique for the BO
equation works only for small initial data and that the BBM equation is not
completely integrable. Nevertheless a similar behavior can be expected for
fKdV and fBBM solution, and it is tempting to examine this issue. Solitons
are very important in this context, and an accurate reproduction of these
solutions for the cases where they are explicitly known is crucial. Equation
(12) has for α = 1 the solution
(38) Qc =
4c
1 + (cx)2
.
This solution decreases as x−2 for |x| → ∞ which is numerically problematic
for the Fourier methods we use here. The algebraic decrease implies that the
solution cannot be analytically continued within the given finite precision
even on large domains. Thus a Gibbs phenomenon will appear which has
the consequence that the Fourier coefficients do not decrease to machine
precision. In other words the numerical precision will be limited because of
this algebraic decrease. This is in contrast to gKdV equations, for which
the solitons are explicitly known, and where they decrease exponentially for
|x| → ∞. We recall that for α < 1 the soliton solutions of (12) decrease as
|x|−(1+α) for |x| → ∞, see [19].
To numerically test the propagation of the soliton, we use Qc in (38) as
initial data for fKdV with α = 1 and c = 2. The test is performed with
N = 214 Fourier modes for x ∈ 100[−pi, pi]. The modulus of the Fourier
coefficients decreases in this case to 10−8. We propagate the initial data
with Nt = 10
4 time steps to time t = 1. The numerically computed energy
14 CHRISTIAN KLEIN AND JEAN-CLAUDE SAUT
is conserved to the order of 10−14, i.e., machine precision. But since the
Fourier coefficients just decrease to the order of 10−8, the accuracy of the
solution cannot be higher than this value. In fact we find that the L∞ norm
of the difference between exact and numerical solution is of the order of 10−7
as indicated by the resolution in Fourier space. This shows that the code
reproduces the exact solution with the precision available in Fourier space,
and that it is crucial to provide enough resolution there to distinguish the
formation of solitons from the appearance of a blow-up.
Travelling wave solutions of the fBBM equation satisfy again equation
(12) after a change c → c˜ = 1 − 1/c and u → u/c. Thus for α = 1, the
fBBM equations have soliton solutions of the form
(39) u(x, t) =
4(c− 1)
1 + c˜2(x− ct)2 , c˜ = 1−
1
c
.
If we choose the same c and the same parameters for the numerical solution
as above, the modulus of the Fourier coefficients decreases only to 10−6
in this case since the initial data decrease even more slowly for |x| → ∞
because of c˜ = 1/2. The numerically computed energy is again conserved to
the order of machine precision. But since the resolution in Fourier space is
only of the order of 10−6, the difference between the exact and the numerical
solution for t = 1 is of the order of 10−5 as expected.
3.2. Numerical construction of solitons. In this subsection we numer-
ically solve equation (12) to obtain solitons of the studied equations. Note
that we can concentrate on the case c = 1 since the solution for general c
follows from the former via the simple rescaling
(40) Qc(z) = cQ1(zc
1/α).
To simplify the notation we suppress the index of Q for c = 1.
We solve equation (12) for c = 1 as in the previous subsection in Fourier
space, where it has the form
(41) (|ξ|α + 1)Qˆ− 1
2
Q̂2 = 0.
In the numerical solution the Fourier transform is approximated as before
via a discrete Fourier series computed via an fft. The task is thus to find
the (nontrivial) zero of the function F = (|ξ|α + 1)Qˆ − 12Q̂2 depending
on the vector Qˆ of the discrete Fourier transform of Q, which can in gen-
eral only be done iteratively. A potential problem in this context is that
equation (41) has the trivial solution Qˆ = 0, and a straight-forward fixed
point iteration typically converges to this solution, even if one starts with
an exact solution. Thus we use a Newton method in the standard form
Qˆn+1 = Qˆn − Jac−1F (Qˆn), where Jac is the Jacobian of (41).
A technical problem in this context is the slow decrease of the soliton
solution for |x| → ∞ which is known to be of the order O(|x|−(1+α)), see [19].
Since the function Q is treated as essentially periodic, it will not be smooth
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at the boundaries of the computational domain. This loss of smoothness
implies an algebraic decrease of the modulus of the Fourier coefficients and
thus a slower convergence rate of the numerical scheme. To address this
we choose a large domain, x ∈ 100[−pi, pi] and high resolution in Fourier
space, N > 214. Since the Jacobian entering the Newton iteration is a
N ×N matrix, its inverse cannot be computed with conventional methods
on a standard computer. Therefore we use Krylov-subspace techniques, here
GMRES [48]. The idea is to compute the inverse of a matrix iteratively. The
advantage of GMRES is that the to be inverted matrix does not have to be
known explicitly, just its action on a vector. Thus to compute Jac−1F (Qˆn),
we need only
JacXˆ = (|ξ|α + 1)Xˆ − Q̂X,
where X is some vector. The Newton iteration is stopped when the L∞
norm of F is smaller than 10−8. Generally we reach machine precision after
4-8 iterations if the initial iterate is chosen as explained below.
To test this approach we consider the BO soliton (38), i.e., the case α = 1.
We choose N = 214 and 1.1Q as the initial iterate, i.e., the exact solution
multiplied with a factor 1.1. After 3 iterations we reach a residual ||F ||∞
of the order of 10−12. It can be seen in Fig. 1 that the Fourier coefficients
of the solution decrease to machine precision. In the same figure we also
show the difference between numerical and exact solution which is of the
order of 10−4, the largest difference being observed at the maximum of the
solution. The reason for this difference despite resolution in Fourier space
and the solution of equation (41) to machine precision is the periodic setting
we are using here. This also implies the increase of the difference towards
the boundary of the domain. But the example indicates that we should be
able to obtain the solitons of (12) to the order of plotting accuracy also for
α < 1.
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Figure 1. Modulus of the Fourier coefficients for the soliton (12)
of the BO equation (α = 1) with c = 1 on the left, and the differ-
ence of the numerical and the exact solution on the right.
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To construct solitons for α < 1, we use the solution for a given value of
α as the initial iterate for equation (41) for a smaller value α: to construct
the solution for α = 0.9 for instance, we start with the BO soliton. By
lowering α by 0.1 in this way, we can reach values of 0.6 without problems.
For even smaller values of α, we have to take smaller steps in α, of the order
of 0.01. The resulting solutions are shown in Fig. 2 for values of x close to
the maximum.
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Figure 2. Solitary waves (12) for c = 1 and different values of α.
It can be seen that the solutions become more and more peaked the
smaller α is, and the decrease towards infinity becomes slower; the latter
can be seen more clearly in Fig. 3, where the BO soliton intersects for larger
x the solitons for smaller α. This is challenging for the numerical method,
and we use N = 218 Fourier modes to provide the necessary resolution. In
Fig. 3, it can be also seen that the modulus of the Fourier coefficients still
goes down to 10−4 in this case. To be able to increase the resolution further,
it would be necessary at one point to use higher precision, i.e., quadruple
instead of the used double precision. But given the strong increase of the
maximum of the solution for decreasing α, it seems doubtful that one can
reach much smaller values of α with this approach. The limit α = 1/3
appears to be inaccessible in this way.
In Fig. 4 we trace the mass and the energy of the solitons for c = 1 in
dependence of α. It can be seen that the mass is monotonically increasing
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Figure 3. Solitons of Fig. 2 for larger values of x on the left, and
the modulus of the Fourier coefficients for the soliton (12) with
c = 1 and α = 0.45 on the right.
with α, whereas the energy decreases. For α = 0.5 we get M ∼ 3.043 and
E = −0.002. The latter value is compatible with zero for the precision with
which we determine the soliton.
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Figure 4. Mass (left) and energy (right) of the solitons in Fig. 2
in dependence of α.
It is possible to construct in a similar way solitons to the Whitham equa-
tion (5). These solitons satisfy equation (12) if one replaces Dα with the
operator L in (6) having the Fourier symbol
(
tanh(ξ)
ξ
)1/2
. For small ξ, the
Whitham equation reduces to the KdV equation in the form ut + uux −
1
6uxxx = 0 which has the solitonic solution
(42) Qc = 3(c+ 1)sech
2(
√
−1.5(c+ 1)x).
Thus for real solutions one needs c+ 1 < 0 which implies that the soliton is
negative and travelling to the left in contast to the fKdV solitons considered
above. For c → −1 the amplitude of the soliton tends to zero. If we use
the KdV soliton (42) for negative c + 1 close to zero, the iteration for the
Whitham soliton converges quickly. In Fig. 5 we show the Whitham and the
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KdV soliton for c+ 1 = −1.2. For smaller c the iteration stops converging.
A numerical treatment of the solitary waves of the Whitham equation along
similar lines has been already presented in [16]. There periodic solutions
were treated which tend to solitons in the limit of large periods. In our case,
the period is chosen large enough that the found solution (which is as the
KdV soliton rapidly decreasing in contrast to the fKdV solitons) should be
equal to the soliton within numerical accuracy. In [16] it was also shown that
there is a maximal |c| of the soliton due to the fact that the dispersion of
the Whitham equation decreases with |c|. Note that the Whitham equation
in [16] is not written in dimensionless coordinates as here, and that the
dispersion has a different sign. It is clear that the maximal |c| we observe
for the iteration to converge is related to the nonexistence of solitons of the
Whitham equation for large speeds. But we cannot say how close we get
to the limiting velocity since failure of an iteration to converge can also be
related to an inadequate initial iterate.
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Figure 5. Soliton of the Whitham equation for c = −1.2 in blue
and the corresponding KdV soliton in green.
3.3. Numerical study of blow-up in fractionary KdV equations. In
this subsection we will study numerically the possibility of blow-up in fKdV
equations. We concentrate on the case 0 < α < 1 and the initial data
u0 = βsech
2x which are motivated by the KdV soliton. Since these initial
data are rapidly decreasing, they can be treated as essentially periodic as
discussed above. We find that solutions for sufficiently large β decompose
for α > 1/2 asymptotically into solitons and radiation. For α = 1/2, we find
blow-up for initial data with negative energy. The blow-up profile is given
by a dynamically rescaled soliton as for the L2 critical case for gKdV. In
the supercritical case with 1/3 < α < 1/2, we find blow-up for initial data
with sufficiently large mass similar to the supercritical blow-up in gKdV. In
the energy supercritical case α ≤ 1/3, there will be again blow-up, but since
there are no solitons in this case, there will be no formation of a soliton
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which finally blows up, but the initial hump steepens as known from the
Burgers’ equation and finally blows up.
We first study an example for α = 0.6, i.e., 1/2 < α < 1. No blow-up is
expected in this case. For the initial data u0 = 5sech
2x, we get the solution
shown in Fig. 6. The initial hump gets laterally compressed and increases in
height. At a given point it splits into two humps which both continue to grow
in height. The humps seem to approach solitons since their speed becomes
almost constant after some time and their shape stops changing. Thus it
appears that an initial pulse of sufficient size decomposes into solitons. The
remaining energy is radiated away in the form of oscillations propagating
to the left whilst the humps travel to the right. The computation is carried
out with N = 214 Fourier modes for x ∈ 7[−pi, pi] and Nt = 104 time steps.
The relative energy is conserved to the order of 10−12.
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Figure 6. Solution to the fKdV equation (8) for α = 0.6 and the
initial data u0 = 5sech
2x.
Note that the dispersive oscillations in Fig. 6 decay only very slowly in
amplitude. Due to the imposed periodic boundary conditions, this leads
to oscillations also to the right of the initial hump where there would be
none on an infinite domain. A consequence of these oscillations are small
oscillations in the L∞ norm of the solution in Fig. 6 which is shown in Fig. 7.
Nonetheless it is clear that the L∞ norm of the solution after some strong
initial increase appears to reach a plateau, probably corresponding to some
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asymptotically solitonic solution. Though the energy of the initial data is
negative, there is no reason to assume that there will be blow-up in this case.
Since there is sufficient resolution in Fourier space (also shown in Fig. 7) and
since the computed energy is conserved to the order of 10−12, the numerical
evidence for this is quite strong.
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Figure 7. L∞ norm of the solution to the fKdV equation (8) for
α = 0.6 and the initial data u0 = 5sech
2x in dependence of time on
the left, and the modulus of the Fourier coefficients of the solution
for t = 5 on the right.
To test further whether the humps in Fig. 6 are related to solitons, we
fit the solitonic solutions constructed numerically in the previous subsection
to the humps at the final computed time. To this end we determine the
locations and the value of the maxima, shift the numerically constructed
soliton solution to these values of x and rescale via (40). This leads to
Fig. 8. Obviously the final time is not yet fully in the asymptotic regime
for the smaller soliton on the left, but the agreement is already very good
there. For the larger soliton, the solutions are hardly distinguishable. Thus
it appears that solutions to the fKdV equation decompose for large times
into solitons and radiation.
There are also no indications for blow-up for the critical case α = 0.5 and
the initial data u0 = sech
2x which can be seen in Fig. 9 and for which the
energy is positive (and thus larger than the soliton energy which is equal
to zero) and for which the mass (M [u0] = 4/3) is smaller than the soliton
mass M ∼ 3.043. We use N = 214 Fourier modes for x ∈ 10[−pi, pi] and
Nt = 10
3 time steps for the computation. The solution is well resolved in
Fourier space and the computed energy is conserved to the order of 10−12.
Dispersive oscillations form immediately, and after a short increase the L∞
norm of the solution appears to decrease monotonically. The initial hump
seems to be radiated away, it is below the threshold to form a soliton.
The picture changes completely for the same α and the initial data u0 =
3sech2x for which the energy is negative and for which the mass M [u0] = 12
is larger than the soliton mass. The solution for this case can be seen in
Fig. 10. The initial hump gets again laterally compressed and increases
DISPERSIVE PERTURBATIONS OF BURGERS’ EQUATION 21
−20 −10 0 10 20
0
5
10
15
20
x
u
Figure 8. Solution to the fKdV equation (8) for α = 0.6 and the
initial data u0 = 5sech
2x for t = 5 in blue, fitted solitons at the
humps in green.
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Figure 9. Solution to the fKdV equation (8) for α = 0.5 and the
initial data u0 = sech
2x for several values of t.
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in height, a soliton seems to emerge. But this time it appears that the
oscillations forming at the same time and propagating to the left cannot
compensate the increase in height, the ‘soliton’ seems to be unstable and
eventually blows up. We compute with N = 216 Fourier modes for x ∈
20[−pi, pi] and Nt = 104 time steps.
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Figure 10. Solution to the fKdV equation (8) for α = 0.5 and
the initial data u0 = 3sech
2x for several values of t.
We stop the code at t = 7 where the computed relative energy drops
below 10−3 which implies that the solution is no longer reliable for larger
times. Note that the time where the code is stopped for this reason is not
taken as the blow-up time. The latter is determined below via a fitting to a
theoretical blow-up scenario. As can be seen in Fig. 11, the loss of accuracy
due to a lack of resolution in Fourier space due to the strongly peaked hump,
not to a lack in resolution in time. It is also clear from Fig. 11 that the L∞
norm of the solution increases monotonically. As in the L2 critical case for
gKdV in [34], this increase appears to be algebraic in time. The peak which
appears to blow up eventually gets more and more compressed laterally,
grows in height and propagates faster. Thus it seems to be similar to the
blow-up in the L2 critical case for gKdV, also in the sense that the solution
could blow up at x∗ with x∗ →∞.
For t close enough to the blow-up time t∗, it is possible to fit the data
to the expected scalings (35) and (36) to characterize the type of blow-up
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Figure 11. L∞ norm of the solution to the fKdV equation (8) for
α = 0.5 and the initial data u0 = 3sech
2x in dependence of time on
the left, and the modulus of the Fourier coefficients of the solution
for t = 7 on the right.
further. The task is to find the range of the values of t where the asymptotic
behavior can be already observed whilst still allowing for a large enough
interval to have sufficient computed values for the fitting. The problem is
that the blow-up time t∗ is not known and has to be determined in the
process. In [34] it was shown that this can be done with the optimization
algorithm [38] distributed with Matlab as fminsearch. In Fig. 12 we show
the fits for the L2 norm of ux and the L∞ norm of u for 4.1993 < t < 7.
The results of the fitting do not change much if the lower bound is slightly
changed. For both quantities the logarithms are fitted to κ1 ln(t
∗ − t) + κ2.
For ||u||∞ we find t∗ = 9.8712, κ1 = −0.9901 and κ2 = 4.0609, for ||ux||22
we obtain t∗ = 9.8393, κ1 = −3.9785 and κ2 = 20.4335. Thus both fittings
are consistent within numerical accuracy, and are compatible with (35) for
γ = 1 which is exactly the value for the L2 critical gKdV.
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Figure 12. L2 norm of the gradient (left) and L∞ norm of the
solution to the fKdV equation (8) for α = 0.5 and the initial data
u0 = 3sech
2x (right) for t > 4.1993 in blue and the fitted lines
κ1 ln(t
∗ − t) + κ2 in green.
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There are, however, more implications from the dynamic rescaling (28).
Since the dependence of the norms in Fig. 12 appears to be algebraic in
the rescaled time τ , the blow-up profile should be asymptotically given by
a rescaled soliton (12). To test this we fit the hump in the last frame of
Fig. 10 according to (28) by reading the value of L off from the maximum
of the solution. The result of this fitting to the numerically obtained soliton
can be seen in Fig. 13. This fitting is analogous to the one for the case
α = 0.6 in Fig. 8, the difference being that for α > 0.5, humps of sufficient
size asymptotically approach an exact fKdV soliton, whereas for α = 0.5 a
hump of sufficient size will simply blow up with a profile of a dynamically
rescaled soliton. The good agreement of the fitting indicates that blow-
up in the solution to the L2 critical fKdV equations is indeed given by a
dynamically rescaled soliton. This implies that most of the L2 norm of the
initial data will be asymptotically concentrated in the rescaled soliton.
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Figure 13. Solution to the fKdV equation (8) for α = 0.5 and the
initial data u0 = 3sech
2x for t = 7 in blue and the fitted soliton
(12) rescaled according to (28) in green.
Note that it cannot be decided numerically whether energy zero marks
a dividing line between radiation and blow-up. We can only state that
the solution behaves decisively differently for clearly positive and negative
energies. For the L2 critical case α = 0.5, it appears that negative energy
(the soliton has vanishing energy) or a mass greater than the soliton mass
are as for gKdV with n = 4 the criterion for blow-up.
For 1/3 < α < 0.5, i.e., the L2 supercritical case, there are certain sim-
ilarities to the L2 critical case. For initial data with a mass smaller than
the soliton mass, the initial hump just appears to be radiated away as can
be seen for u0 = sech
2x and α = 0.45 in Fig. 14. The mass of these data
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M [u0] = 4/3 is clearly smaller than the soliton mass which is roughly 2.375.
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Figure 14. Solution to the fKdV equation (8) for α = 0.45 for
the initial data u0 = sech
2x at t = 10.
In Fig. 15 we show the solution to the fKdV equation for the initial data
u0 = 3sech
2x for which the mass is M [u0] = 12 and thus much larger than
the soliton mass 2.375. It can be seen that a soliton forms in the evolution
of the initial hump which separates from the remainder of the initial data
to finally blow up. Visibly the type of blow-up is different from the mass
critical case in Fig. 13 since the L2 norm of the initial data is no longer
concentrated in the blow-up profile. This is the same type of behavior
known from supercritical blow-up in gKdV equations, see for instance [34].
The code is stopped at t = 1.86 since the conservation of the numerically
computed energy drops below 10−3. As can be seen in Fig. 16, this is due
to a lack of resolution in Fourier space. The L∞ norm of the solution in the
same figure also indicates a blow-up.
As for the L2 critical case α = 0.5 in Fig. 12, we can fit various norms of
the solution close to the blow-up to the formulae (35) and (36) which can
be seen in Fig. 17. Fitting ||ux||22 to κ1 ln(t∗ − t) + κ2, we find t∗ = 1.9489,
κ1 = −2.2137 and κ2 = 11.7436, and similarly we get for ||u||∞ t∗ = 1.9522,
κ1 = −0.5231 and κ2 = 1.8441. Thus the fitted values for t∗ are consistent
and in accordance with the computation. The agreement with expectation
is better for the L∞ norm for κ1 which should be according to (36) 1.31 and
0.31 respectively.
The exact criterion for the initial data to lead to a blow-up in finite time
is not clear. For 1/3 < α < 1/2 it could be related to the mass or energy
of the soliton. But since there are no solitons for α ≤ 1/3, the soliton for
the given value of α cannot provide a criterion unless there is always blow-
up. However, this is not the case for smaller initial data as can be seen
for instance in Fig. 18 where we show the solution to the fKdV equation
for the initial data u0 = 0.1sech
2x. The solution will be just radiated away
to infinity for large times even if α < 1/3. The computation is carried
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Figure 15. Solution to the fKdV equation (8) for α = 0.45 for
the initial data u0 = 3sech
2x for several values of t.
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Figure 16. L∞ norm of the solution to the fKdV equation (8)
for α = 0.45 and the initial data u0 = 3sech
2x in dependence of
time on the left, and the modulus of the Fourier coefficients of the
solution for t = 1.86 on the right.
out with N = 214 Fourier modes for x ∈ 20[−pi, pi] with Nt = 104 time
steps for t ≤ 20. It can be seen in the same figure that the L∞ norm
of the solution is monotonically decreasing. Thus there is no indication of
blow-up for initial data with small enough mass. Obviously there can be
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Figure 17. L2 norm of the gradient (left) and L∞ norm of the
solution to the fKdV equation (8) for α = 0.45 and the initial data
u0 = 3sech
2x (right) for the last 1000 time steps in blue and the
fitted lines κ1 ln(t
∗ − t) + κ2 in green.
globally regular solution for all t in this case, which is in strong contrast
with the Burgers equation for which any localized initial data leads to a
shock formation.
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Figure 18. Solution to the fKdV equation (8) for α = 0.2 and
the initial data u0 = 0.1sech
2x (right) for t = 20 on the left, and
the L∞ norm of the solution in dependence of t on the right.
The situation is different for larger data. For α = 0.2, the energy of
the initial data u0 = sech
2x is positive, but there seems to be a much
more pronounced blow-up than in the blow-up cases above as can be seen
in Fig. 19. In this case there are almost no dispersive oscillations visible
since the dispersion is much weaker, and the whole initial hump seems to be
increasingly peaked. Obviously there can be no soliton forming which then
blows up. But there is a rapid increase in the L∞ norm at t = 3.045 where
the code ceases to converge. Thus for α < 1/3, blow-up is observed also for
initial data with positive energy. Note the difference in the type of blow-up
in the energy supercritical case here and for α = 0.45 in Fig. 15. There a
soliton forms which is unstable against blow-up. Here the solution follows
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initially the pattern of a solution to the Burgers’ equation, a steepening
almost leading to a shock. But instead of reaching a point of gradient
catastrophe, the maximum of the solution appears to turn into an L∞ blow-
up.
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Figure 19. Solution to the fKdV equation (8) for α = 0.2 and
the initial data u0 = sech
2x for several values of t.
This rapid increase in the L∞ norm is even more visible in Fig. 20. It
can be also seen in this figure that the failure of the code to converge is due
to a lack of resolution in Fourier space (the computed relative energy is still
conserved to the order of 10−10).
As for the above blow-up cases, we can fit various norms of the solution
close to the blow-up to the formulae (35) and (36). The rapid divergence of
the norms indicates already an exponential (in the rescaled time τ) blow-up,
and this is confirmed by the fitting procedure. However, such an exponential
behavior implies a less good fitting since it will be dominant only very close
to the blow-up where the code is no longer fully reliable. Thus we fit on a
larger interval, 2.4497 < t < 3.045 and note that the fitting parameters get
closer to the theoretically expected ones if the lower bound is increased. It
can be seen in Fig. 21 that the fitting is very sensitive to the fitted time t∗,
and that it is problematic for t ∼ t∗. Fitting ||ux||22 to κ1 ln(t∗ − t) + κ2, we
find t∗ = 3.0490, κ1 = −1.2552 and κ2 = 8.4845, and similarly we get for
||u||∞ t∗ = 3.0489, κ1 = −0.2245 and κ2 = 0.5210. Thus the fitted values for
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Figure 20. L∞ norm of the solution to the fKdV equation (8) for
α = 0.2 and the initial data u0 = sech
2x in dependence of time on
the left, and the modulus of the Fourier coefficients of the solution
for t = 3.045 on the right.
t∗ are consistent and in accordance with the computation. This also applies
within numerical precision to the values of κ1 which should be according to
(36) 7/6 and 1/6 respectively.
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Figure 21. L2 norm of the gradient (left) and L∞ norm of the
solution to the fKdV equation (8) for α = 0.2 and the initial data
u0 = sech
2x (right) for t > 2.4497 in blue and the fitted lines
κ1 ln(t
∗ − t) + κ2 in green.
Remark 1. In the cases with blow-up, we can test whether the Fourier coeffi-
cients can be fitted to the asymptotic formula (37) which should indicate the
formation of a singularity on the real axis via the vanishing of the parameter
δ. For the example of an L2 critical blow-up in Fig. 11 we get δ = 0.007
and µ+ 1 = 0.36. This indicates in accordance with the fitting of the norms
in Fig. 13 that the blow-up is not fully reached. The exact value of µ is
probably not reliable (it is less accurate since the fitting to an exponential
is less prone to errors than to a linear dependence), but its sign indicates
that the singularity is a pole, in accordance with what was found for the L∞
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norm of the solution. For the L2 supercritical blow-up in Fig. 15, we find
µ+ 1 = 0.6535 and δ = 0.0023, where µ is once more less reliable. This in-
dicates that we are shortly before the blow-up, and that this is again an L∞
blow-up. For the energy supercritical blow-up in Fig. 20 we find δ = −0.003
and µ + 1 = 0.8077. This indicates in accordance with the fitting of the
norms in Fig. 21 that blow-up is indeed reached. The divergence of the
solution appears to be proportional to |x− x∗|−α.
We summarize the numerical findings in this subsection in the following
Conjecture 1. Consider smooth initial data u0 ∈ L2(R) with a single hump.
Then for
• α > 0.5: solutions to the fKdV equations with the initial data u0
stay smooth for all t. For large t they decompose asymptotically into
solitons and radiation.
• 0 < α ≤ 0.5: solutions to the fKdV equations with initial data u0 of
sufficiently small, but non-zero mass stay smooth for all t.
• α = 0.5: solutions to the fKdV equations with the initial data u0
with negative energy and mass larger than the soliton mass blow up
at finite time t∗ and infinite x∗. The type of the blow-up for t ↗ t∗
is characterized by
(43) u(x, t) ∼ 1√
L(t)
Q1
(
x− xm
L(t)
)
, L = c0(t
∗ − t),
where c0 is a constant, and where Q1 is the solitary wave solution
(12) for c = 1. In addition one has
(44) ||ux||2 ∼ 1
L2(t)
.
• 1/3 < α < 0.5: solutions to the fKdV equations with the initial
data u0 and sufficiently large L2 norm blow up at finite time t
∗ and
finite x = x∗. A soliton-type hump separates from the initial hump
and eventually blows up. The type of the blow-up for t ↗ t∗ is
characterized by
(45) u(x, t) ∼ 1
Lα(t)
U
(
x− xm
L(t)
)
, L = c1(t
∗ − t) 11+α ,
where c1 is a constant, and where U is a solution of equation (33)
vanishing for |y| → ∞ (if such a solution exists). In addition one
has
(46) ||ux||2 ∼ 1
L2α+1(t)
.
• 0 < α < 1/3: solutions to the fKdV equations with the initial data
u0 and sufficiently large L2 norm blow up at finite time t
∗ and finite
x = x∗. The nature of blow-up is different from the previous one
since no solitary waves exist in this case, the maximum of the initial
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hump evolves directly into a blow-up. Thus the blow-up seems to be
different from that occurring in the supercritical gKdV equation (1)
when p > 4. But the blow-up profile appears to be still given by (45).
3.4. Numerical study of fractionary BBM equations. In this subsec-
tion we study the behavior of solutions to the fractionary BBM (fBBM)
equation (13). We consider as before initial data of the form u0 = βsech
2x
with β a real constant. We find that for α > 1/3, initial data of sufficient
mass asymptotically decompose into solitons. For α ≤ 1/3, such data lead
to a blow-up in the form of a cusp at which the L∞ norm of the solution
stays finite.
We find a similar behavior of the solutions for 1/3 < α ≤ 1. For α = 0.5
and β = 10 we use N = 214 Fourier modes for x ∈ 20[−pi, pi] and Nt = 2∗104
time steps for t ≤ 10 to obtain the solution shown in Fig. 22. It can be
seen that the initial hump splits into several more strongly peaked humps
which move like solitons, i.e., without changing their shape with essentially
constant speed. This is similar to what was observed for fKdV solutions
for α > 1/2. For large t the solutions appear to be given by solitons and
radiation.
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Figure 22. Solution to the fBBM equation (13) for α = 0.5 and
the initial data u0 = 10sech
2x in dependence of x and t.
The computation is carried out with a relative conservation of the com-
puted energy of the order of 10−12. In Fig. 23 it can be seen that the solution
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is well resolved in Fourier space. The L∞ norm of the solution confirms the
‘solitonic’ appearance. After an initial increase of the norm, it stays essen-
tially constant. The small oscillations are due to radiation propagating to
the left which reenters the computational domain on the right because of
the periodic boundary conditions.
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Figure 23. Solution to the fBBM equation (13) for α = 0.5 for
the initial data u0 = 10sech
2x at t = 10; on the left the Fourier
coefficients, on the right the L∞ norm in dependence of time.
There is no indication of blow-up in this case, the solutions appears to
be globally smooth in time. This does not change for initial data with
larger L2 norm and energy as can be seen in Fig. 24, where the solution
for u0 = 20sech
2x is shown at t = 10. In this case the humps into which
the initial data decompose have a larger maximum and propagate faster,
but there is again no indication of blow-up. We show in Fig. 24 the fitting
of the humps to rescaled (according to (40) and (39)) solitons. It can be
seen that the largest and left most hump is almost indistinguishable from the
soliton, whereas the smallest fitted hump is not yet in the asymptotic regime.
Nonetheless the good agreement of the fitting to solitons indicates that the
solution asymptotically for large t decomposes into solitons and radiation.
Note that this implies that the solitons are stable also for α ≤ 1/2 for fBBM
in contrast to fKdV.
The situation is less clear for α < 1/3. We study the solution for α = 0.2
and the initial data u0 = sech
2x with N = 216 modes for x ∈ 3[−pi, pi] with
Nt = 2 ∗ 104 time steps for t ≤ 6. At t = 5.85 the relative computed energy
drops below 10−3 at which point the code is stopped since the solution is no
longer reliable. In Fig. 25 we show the solution for several values of t.
The solution appears to have a blow-up in this case, but the type of the
formed singularity is not obvious. The Fourier coefficients in Fig. 26 indicate
a lack of resolution at t = 5.85. The L∞ norm in the same figure also
appears to diverge. If we rerun the code in this case with higher resolution
in space and time, we get within numerical precision the same behavior
which indicates that this is indeed a blow-up.
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Figure 24. Solution to the fBBM equation (13) for α = 0.5 and
the initial data u0 = 20sech
2x for t = 10 in blue, and fitted solitons
(12) rescaled according to (40) and (39) in green.
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Figure 25. Solution to the fBBM equation (13) for α = 0.2 and
the initial data u0 = sech
2x for several values of t.
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Figure 26. Solution to the fBBM equation (13) for α = 0.2 for
the initial data u0 = sech
2x at t = 5.85; on the left the Fourier
coefficients, on the right the L∞ norm in dependence of time.
A fitting of the Fourier coefficients at the last computed time according
to the asymptotic formula (37) yields δ = −0.003 and µ + 1 = 1.21. The
value of δ indicates that a singularity has formed. But there seems to be no
L∞ blow-up in this case, but the formation of a cusp of the form |x− x∗|α.
This is in clear contrast to corresponding fKdV examples studied in the
previous subsection where the blow-up was proportional to |x− x∗|−α, i.e.,
an L∞ blow-up in contrast to the gradient catastrophe here. Recall that the
break-up in the Burgers solution is proportional to (x− xc)1/3.
This result is confirmed qualitatively by a study of the L∞ norm of the
solution and the L2 norm of the gradient as for fKdV in the previous sub-
section. We take the time where the singularity appears on the real axis as
the blow-up time and study the dependence of the logarithms of the norms
on ln(t∗ − t). In both cases there is no linear dependence as in the fKdV
case. Instead the L∞ norm of u seems to approach a constant value in accor-
dance with the expected cusp from the asymptotic behavior of the Fourier
coefficients.
Note that the blow-up in fBBM appears for much later times than the
blow-up for the same initial data and the same α for fKdV in Fig. 19. In both
cases the time is larger than the breakup time of the solution for the Burgers
equation for these initial data, see (51), which is in this case tc ∼ 1.299.
For the same α and smaller β, the initial data appear to be just radiated
away as can be seen in Fig. 28 for t = 100  tc, where tc ∼ 12.99 is the
critical time of Burgers solution for the same initial data. The L∞ norm in
the same figure decreases monotonically until the oscillations in the solution
set in.
We summarize the numerical findings in this subsection in the following
Conjecture 2. Consider smooth initial data u0 ∈ L2(R) with a single hump.
Then for
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Figure 27. Norms of the solution to the fBBM equation (13) for
α = 0.2 for the initial data u0 = sech
2x at t = 5.85; on the left the
L∞ norm of u, on the right the L2 norm of ux.
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Figure 28. Solution to the fBBM equation (13) for α = 0.2 for
the initial data u0 = 0.1sech
2x at t = 10; on left the solution for
t = 100, on the right the L∞ norm in dependence of time.
• α > 1/3: solutions to the fBBM equations with the initial data u0
stay smooth for all t. For large t they decompose asymptotically into
solitons and radiation.
• 0 < α ≤ 1/3: solutions to the fKdV equations with the initial data
u0 and sufficiently large L2 norm form a cusp of the form |x− x∗|α
at finite time t∗ and finite x = x∗. Solutions with sufficiently small
initial data are global.
• The fBBM solitons (12) are stable for α > 1/3.
Remark 2. We note here a strong contrast between the gKdV equation (1)
and the generalized BBM equation
(47) ut + ux + u
pux − uxxt = 0.
For both (1) and (47), the critical exponent for the stability of solitary waves
is p = 4, though the explanation for instability when p ≥ 4 is different since
no blow-up occurs for (47), whatever p.
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For the fKdV and fBBM equations the critical exponents seem to be
respectively α = 1/2 and α = 1/3.
3.5. Numerical study of the Whitham equation. In this subsection,
we will study numerically solutions to the Whitham equation (5) and for
fKdV with negative α, in particular α = −1/2 which should show the same
dispersion as the Whitham equation for the high wavenumbers. We consider
again initial data of the form u0 = βsech
2x. However this time we will also
consider negative β since these are the initial data where the Whitham
equation could develop solitons (see [15]). For negative initial data, the
solution will propagate to the left, and a gradient catastrophe of the Burgers
solution is also expected to the left of the hump for such data. We find that
the dispersion is strong enough for initial data of small norm to radiate the
initial hump away to infinity. However, solutions for larger values of |β| show
a hyperbolic blow-up for t∗ > tc, where tc is the time of shock formation of
the Burgers solution for the same initial data. For positive initial data, a
cusp formation appears possible even for t < tc.
We first study initial data u0 = −0.1sech2x. The break-up time of the
Burgers solution for these data is tc ∼ 12.99. We use N = 214 Fourier modes
for x ∈ 20[−pi, pi] with Nt = 104 time steps for t < 20, i.e., larger than tc. It
can be seen in Fig. 29 that both the solution to the Whitham and the fKdV
equation for α = −1/2 appear to be simply radiated away to infinity. The
more sophisticated dispersion leads to more oscillations for the solution to
the Whitham equation.
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Figure 29. Solution to the Whitham equation (5) for the initial
data u0 = −0.1sech2x at t = 20 on left, and the solution to the
fKdV equation for α = −1/2 for the same initial data at the same
time on the right.
There is no indication for a blow-up in this case as is even more obvious
from various norms of the solution. In Fig. 30 we show the L∞ norm of the
Whitham solution and the L2 norm of the gradient of the solution, which
are both monotonically decreasing. The corresponding norms of the fKdV
solution in Fig. 29 are not presented here, but are also decreasing.
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Figure 30. L∞ norm of the Whitham solution of Fig. 29 in de-
pendence of time on the left, and the corresponding L2 norm of ux
(normalized to 1 for t = 0) on the right.
The picture changes if we consider the same situation for the initial data
u0 = sech
2x. We use N = 216 Fourier modes for x ∈ 5[−pi, pi] and Nt =
20000 time steps for t < 2.1 (the break-up time of the Burgers solution
in this case is tc ∼ 1.299). Note that for the high wavenumbers, both the
Whitham and the fKdV equation with α = −1/2 show a weaker dispersion
(∝ |k|1/2) than a first order derivative which could be eliminated via a
Galilean transformation. As can be seen in Fig. 31, the solution shows
for early times the same behavior as the corresponding Burgers solution,
a steepening of one front of the solution with an increasing gradient. At
a given point the maximum of the solution turns into a cusp forming for
t > tc. This is a different type of singularity as observed in the Burgers
shock where the inflection point becomes singular. The forming of the cusp
leads to an increase of the modulus of the Fourier coefficients for the high
wavenumbers. We fit the Fourier coefficients to the formula (37). The code
is stopped when δ ∼ 10−6, where the numerically computed energy at the
last shown time in Fig. 31 is still of the order of 10−10. We find µ+ 1 ∼ 1.36
which indicates a cusp of the form u ∼ |x− x∗|1/3, i.e., the same one would
find for the Burgers shock. Note that no solitary wave seems to be forming in
the solution, but the existence proof in [15] does not provide an estimate for
the velocity of the solitary wave which is obtained as a Lagrange multiplier.
The Fourier coefficients at the last shown time in Fig. 31 can be seen in
Fig. 32. The solution to the fKdV equation for α = −1/2 for the same initial
data can be seen in the same figure. Here the solution becomes singular (as
indicated by a vanishing for the parameter δ in (37)) at a later time, and
we find µ + 1 ∼ 1.515. Thus there seem to be the same reasons for the
singularity formation in solutions to the Whitham and the fKdV equation
for α = −1/2.
The type of the singularity is also confirmed by the norms of the solution
to the Whitham equation (the corresponding norms for the fKdV solution
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Figure 31. Solution to the Whitham equation (5) for the initial
data u0 = −sech2x for several values of t.
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Figure 32. Modulus of the Fourier coefficients of the solution
to the Whitham equation for the initial data u0 = −sech2x for
t = 1.764 on the left, and the solution for the fKdV equation for
the same initial data for t = 2.001 on the right.
are very similar and thus not shown) in Fig. 33. Both norms are only
moderately increasing at the time t∗.
Although there are no solitons in this case, we also study positive initial
data to allow for a comparison with the results for fKdV in the previous
subsections. Initial data as u0 = 0.1sech
2x of small mass again appear to be
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Figure 33. L∞ norm of the Whitham solution of Fig. 31 in de-
pendence of time on the left, and the corresponding L2 norm of ux
on the right.
just radiated away for both the Whitham equation and fKdV with α = −1/2
as can be seen in Fig. 34. There is also no indication for a blow-up in this
case from the L∞ norm of u or the L2 norm of ux.
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Figure 34. Solution to the Whitham equation (5) for the initial
data u0 = 0.1sech
2x at t = 13 on left, and the solution to the fKdV
equation for α = −1/2 for the same initial data at the same time
on the right.
Initial data with more mass as u0 = sech
2x lead to a behavior different
from both the small mass and the blow-up case for negative initial data.
We use N = 216 Fourier modes for x ∈ 5[−pi, pi] and Nt = 20000 time
steps for t < 1.3 (the break-up time of the Burgers solution in this case
is tc ∼ 1.299). This is the only time in this paper that the code breaks
due to aliasing errors, i.e., due to a growing of the Fourier modes for the
high wave numbers. This can be understood in a hand-waving manner
as follows: for the high wavenumbers, both the Whitham and the fKdV
equation with α = −1/2 show a weaker dispersion (∝ |k|1/2) than a first
order derivativen. As can be seen in Fig. 31, the solution shows for early
times the same behavior as the corresponding Burgers solution, a steepening
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of one front of the solution with an increasing gradient. At a given point
there is a cusp forming for t < tc to the right of the point where the point of
gradient catastrophe of the Burgers solution would appear. This leads to an
increase of the modulus of the Fourier coefficients for the high wavenumbers.
The weak dispersion together with unavoidable numerical errors leads to an
amplification of this phenomenon which would eventually break the code.
To address these aliasing problems we use dealiasing according to the 2/3
rule, i.e., we put the Fourier coefficients corresponding to the 1/3 highest
wavenumbers equal to zero. We fit the remaining Fourier coefficients to the
formula (37). The code is stopped when δ ∼ 10−6, where the numerically
computed energy at the last shown time in Fig. 35 is still of the order of
10−11. We find µ + 1 ∼ 1.516 which indicates a cusp of the form u ∼
|x− x∗|1/2.
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Figure 35. Solution to the Whitham equation (5) for the initial
data u0 = sech
2x for several values of t.
The Fourier coefficients at the last shown time in Fig. 31 can be seen in
Fig. 36. The dealiasing is clearly visible. The solution to the fKdV equation
for α = −1/2 for the same initial data can be seen in the same figure. Here
the solution becomes singular (as indicated by a vanishing for the parameter
δ in (37)) at an even earlier time, and we find µ + 1 ∼ 1.515. Thus there
seem to be the same reasons for the singularity formation in solutions to the
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Whitham and the fKdV equation for α = −1/2 also for positive initial data.
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Figure 36. Modulus of the Fourier coefficients of the solution to
the Whitham equation for the initial data u0 = sech
2x for t = 1.235
on the left, and the solution for the fKdV equation for the same
initial data for t = 1.2109 on the right.
The type of the singularity is once more confirmed by the norms of the
solution to the Whitham equation (the corresponding norms for the fKdV
solution are very similar and thus not shown) in Fig. 37. The L∞ norm of
the solution is monotonically increasing, the L2 norm of the gradient has a
blow-up. But as the Fourier coefficients indicate, this is not a cubic but a
square root singularity in this case.
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Figure 37. L∞ norm of the Whitham solution of Fig. 31 in de-
pendence of time on the left, and the corresponding L2 norm of ux
on the right.
The results of this subsection can be summarized in the following
Conjecture 3. Consider smooth initial data u0 ∈ L2(R) with a single neg-
ative hump. Then
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• solutions to the Whitham equation (5) and to fKdV equations with
−1 < α < 0 for initial data u0 of sufficiently small mass stay smooth
for all t and will be radiated away.
• solutions to the Whitham equation (5) and to the fKdV equation with
α = −1/2 for negative initial data u0 of sufficiently large mass will
develop a cusp at t∗ > tc of the form |x − x∗|1/3. The sup norm of
the solution remains bounded at the blow-up point.
• solutions to the Whitham equation (5) and to the fKdV equation with
α = −1/2 for positive initial data u0 of sufficiently large norm mass
will develop a cusp at t∗ < tc of the form |x− x∗|1/2.
3.6. Large time behavior. In this subsection we study the long time be-
havior of solutions to the fKdV (16) and fBBM equation (21) in the case of
nonlinearity and dispersion of order  for the initial data u0 = βsech
2x.
Introducing the slow time variable τ = t/, the fKdV case reduces to the
standard fKdV equation
(48) uτ + uux −Dαux = 0,
which implies the dichotomy: either the solution is global or the blow-up
time scales like the break-up time as t ∼ 1/. The numerical study here will
be therefore performed only as a test of the numerical approach.
Alternatively, introducing the function u˜ = u, we get the equations
(49) u˜t + u˜u˜x − Dαu˜x = 0, u˜0 = u0
and
(50) u˜t + u˜x + u˜u˜x + D
αu˜t = 0, u˜0 = u0.
Both (49) and (50) will be solved for the initial data u˜0 = βsech
2x for
several values of . For  = 0, both equations reduce to the Burgers equation.
For the initial data u˜0, the solutions to the Burgers equation have a point
of gradient catastrophe, a hyperbolic blow-up, at the critical time
(51) tc =
33/2
4β
.
Obviously the critical time tc is of order 1/. We will now study for several
 for examples, for which we observed blow-up in the previous sections, how
the time t∗ scales with .
We first consider fKdV with α = 0.2 for the initial data sech2x for the
values  = 0.01, 0.02, . . . , 0.1. Since the blow-up is exponential, we just take
the time for which the code stops converging as the blow-up time. This
gives a very good approximation to t∗, and what is important since we are
interested in the  dependence, a consistent one for all . The computation
is carried out with N = 216 Fourier modes for x ∈ [−20pi, 20pi] and Nt = 104
time steps. Doing a linear regression analysis for log10 t
∗ ∼ a log10  + b,
we find that the blow-up time t∗ is as the time tc (51) of order 1/. More
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precisely we get a = −0.9998, b = 0.4845 with standard deviation σa = 2.1∗
10−4 and correlation coefficient r = 9∗10−8. Thus the expected dependence
t∗ ∝ 1/ is numerically well observed.
A corresponding analysis for fBBM is much more involved for two reasons:
first the initial peak travels to the right before blowing up, the farther the
smaller , whereas blow-up for fKdV happens close to the initial maximum.
And secondly the blow-up is not as pronounced in fBBM as in fKdV for
α < 0.5. Thus it is less obvious to obtain an estimate for the blow-up time
than for fKdV. The first problem is addressed as in (28) and (31) by using a
frame commoving with the location of the maximum xm(t). Thus we solve
Ut − V Uy + (1 + Dα)−1(Uy + UUy) = 0,
where
V =
(1 + Dα)−1(Uy + UUy)
Uyy
∣∣∣∣
y=0
.
To determine the blow-up time, we use the approach [53, 36] based on a
fitting of the asymptotic behavior of the Fourier coefficients. We again use
the initial data U0 = sech
2x for the values  = 0.01, 0.02, . . . , 0.1. The
computation is carried out with N = 215 Fourier modes for x ∈ [−10pi, 10pi]
and Nt = 2 ∗ 104 time steps. Doing a linear regression as for fKdV, we find
that the blow-up time t∗ is again as the time tc of order 1/. More precisely
we get a = −0.9677, b = 0.5521 with standard deviation σa = 0.005 and
correlation coefficient r = 0.9999. Thus we find again that the blow-up
time t∗ is proportional to 1/ as the break-up time tc for the corresponding
Burgers solution. Note that we always have t∗ > tc.
The above results therefore illustrates the fact that the life span of solu-
tions of the Burgers equation
(52) ut + uux = 0
is not enhanced by a weak dispersive perturbation having the same small
coefficient . On the other hand, as we have seen in the previous subsection
the blow-up is of a different nature than the shock type one of the Burgers
equation.
When the small parameter  affects only the quadratic term in (48), we
have already noticed that the resulting equation reduces to the standard
fKdV equation with initial data of order  and our simulations suggest that
for any 0 < α < 1 the solution is global for  small enough.
4. Outlook
The numerical results in this paper suggest that blow-up in solutions to
fKdV equations when 1/3 < α ≤ 1/2 is similar to blow-up in solutions
to gKdV equations. In the L2 critical case (α = 1/2), the blow-up profile
appears to be given by a rescaled soliton. In the L2 supercritical case 1/3 <
α < 1/2, the blow-up profile should be given by an asymptotically decreasing
solution to the fractionary equation (33). To obtain further insight into this
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case, the asymptotics of solutions to this equation have to be worked out. It
has to be shown whether there is a unique solution which is asymptotically
decreasing. Then a numerical scheme has to be developed to compare the
blow-up in fKdV solutions to a rescaled form of this particular solution to
(33). This will be subject of further work.
Though the blow-up in the energy supercritical case 0 < α < 1/3 appears
to be given by the same asymptotic profile, it is of a different nature due to
the absence of solitary waves.
Another important question is related to the long-time behavior of solu-
tions to fBBM equations for small nonlinearity as studied in the previous
subsection. It would be worthwhile to investigate whether or not the found
results persist in a more general context of dispersive perturbations of quasi-
linear hyperbolic systems and of course for relevant water waves models such
as the Boussinesq systems. In the latter case things might be more subtle
since the presence of a “BBM” term in the system weakens the nonlinearity
in the corresponding equation.
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