Abstract. In the heart of the computer model of visual attention, an interest or saliency map is derived from an input image in a process that encompasses several data combination steps. While several combination strategies are possible and the choice of a method influences the final saliency substantially, there is a real need for a performance comparison for the purpose of model improvement. This paper presents contributing work in which model performances are measured by comparing saliency maps with human eye fixations. Four combination methods are compared in experiments involving the viewing of 40 images by 20 observers. Similarity is evaluated qualitatively by visual tests and quantitatively by use of a similarity score. With similarity scores lying 100% higher, non-linear combinations outperform linear methods. The comparison with human vision thus shows the superiority of non-linear over linear combination schemes and speaks for their preferred use in computer models.
Introduction
It is generally admitted today that the human vision system makes extensive use of visual attention mechanisms in order to select a reduced set of relevant information among the huge amount of visual input gathered by the retina. By reducing the amount of data to be transferred to cortical areas responsible for higher level tasks, visual attention speeds up the vision process and contributes to its efficiency. Like in human vision, visual attention represents a fundamental mechanism for computer vision where similar speed up of the processing can be envisaged. Thus, the paradigm of computational visual attention has been widely investigated during the last two decades. Numerous computational models have been therefore reported [1] , [3] . Most of them rely on the feature integration theory [4] . The saliency-based model of Koch and Ullman was first presented in [5] and gave rise to numerous software and hardware implementations [6] , [7] . Further, it has been used to solve numerous issues in various fields including mobile robotics [8] , [9] , color image segmentation [10] and object recognition [11] .
The saliency-based model of visual attention generates, for each visual cue (color, intensity, orientation, etc), a conspicuity map, i.e. a map that highlights the scene locations that differ from their surroundings according to the specific visual cue. Then, the computed maps are integrated into a unique map, the saliency map which encodes the saliency of each scene location. Depending on the scene, visual cues may contribute differently to the final saliency and of course, some scene locations may have higher saliency values than others. Therefore, the integration process of the conspicuity maps into the saliency map should account optimally for these two aspects.
Note that the map integration process, described here for the purpose of fusing cues, is also available at earlier steps of the computational model, namely for the integration of multi-scale maps or integration of different features. Omnipresent in the model, the competitive map integration process plays an important role and deserves careful design. The question whether the map integration process is linear or nonlinear, or more precisely which of the linear or non-linear model performs better in comparison to human eye movements motivated this research.
In [12] four methods are considered for performing the competitive map integration and the methods were evaluated with respect to the capability to detect reference locations, but no comparison with eye movements is performed. Specifically, the authors propose an interesting weighting method which will be considered here. Also a so-called iterative method is proposed which performs a nonlinear transform of a map. Another feature integration scheme which comprises several masking mechanisms was also proposed in [18] . Leaving by side for the moment these two advanced non-linear approaches as well as other scaling like the long-term normalization proposed in [13] , the present paper compares two simple linear and two simple exponential models.
The comparison of saliency maps with human eye fixations for the purpose of model evaluation has been performed previously. In [15] the authors propose the notion of chance-adjusted saliency for measuring the similarity of eye fixations and saliency. This requires the sampling of the saliency map at the points of fixations. In [17] the authors propose the reconstruction of a human saliency map or fixation map from the fixations and perform the comparison by evaluating the correlation coefficient between fixation and saliency maps. This method was also used in [18] . In the present work, the chance adjusted saliency method is used to define a similarity score.
The remainder of this paper is organized as follows. Section 2 gives a brief description of the saliency-based model of visual attention. Section 3 defines the tools used for comparing saliency and fixations. Section 4 is devoted to the selection and definition of the four map integration methods that are then evaluated by experiments described in section 5. Finally, section 6 concludes the paper.
The Saliency-Based Model of Visual Attention
The saliency-based model of visual attention was proposed by Koch and Ullman in [5] . It is based on three major principles: visual attention acts on a multi-featured input; saliency of locations is influenced by the surrounding context; the saliency of locations is represented on a scalar saliency map. Several works have dealt with the realization of this model [2] , [6] . Although any number of features and cues can be considered, this paper describes the model used during in order to simplify the notation. In fact, the model generates a saliency map from 3 cues namely contrast, orientation and chromaticity and the cues stem from 7 features. The different steps of the model are detailed below.
Feature Maps
First, 7 features (j=1.. .7) 
Conspicuity Maps
In a second step, each feature map is transformed into its conspicuity map. The computation of the conspicuity maps relies on three main components: − The multiscale approach is aimed at detecting conspicuous features of different sizes and consists in the representation of each feature F j at multiple resolution levels (k=1...6), producing a set of images F j,k − The center-surround mechanism is used to extract local activities and consists in a difference-of-Gaussians-filter DoG which applies at each resolution level and produces the multiscale maps:
(1)
− The map integration scheme. At this level, the multiscale maps are combined, in a competitive way, into a single feature conspicuity map C j in accordance with:
where N(.) is a normalization function that simulates both intra-map competition and inter-map competition among the different scale maps.
In the third step, using the same competitive map integration scheme as above, the seven (j=1...7) features are then grouped, according to their nature, into the three cues intensity, color and orientation. Formally, the cue conspicuity maps are thus:
Saliency Map
In the final step of the attention model, the cue conspicuity maps are integrated, by using the scheme as above, into a saliency map S, which formally is:
Comparing Fixations and a Saliency Map
The idea is to design a computer model which is close to human visual attention and, here, our basic assumption is that human visual attention is tightly linked to eye movements. Thus, eye movement recording is a suitable means for studying the spatial deployment of human visual attention. More specifically, while the observer watches at the given image, the K successive fixation locations of his eyes ) ,... ,.., , , (
are recorded and then compared to the computer generated saliency map.
The degree of similarity of a set of successive fixations with the saliency map is evaluated qualitatively and quantitatively. For the qualitative comparison, the fixations are transformed in a so-called fixation map which resembles the saliency map and the similarity is evaluated by comparing them visually. For the quantitative comparison, a similarity score is used.
Fixation Map
The fixation map is computed under the assumption that it is an integral of weighted point spread functions h(x) located at the positions of the successive fixations. It is assumed that each fixation x k gives rise to a gaussian distributed activity. The width σ of the gaussian was chosen to approximate the size of the fovea. A weighting of h(x) as a function of the fixation duration or position k in the eye trajectory was not considered. Formally, the human fixation map is:
Score
In order to compare a computational saliency map and human fixation patterns quantitatively, we compute a score s, similar to the chance-adjusted saliency used in [15] . The idea is to define the score as the difference of average saliency fix s obtained when sampling the saliency map S at the fixations points with respect to the average s obtained by a random sampling of S. In addition, the score used here is normalized and thus independent of the scale of the saliency map, as argued in [16] . Formally, the score s is thus defined as:
Four Map Integration Methods
The summation in eq. 2, 3 and 4, which is supposed to perform the competitive map integration, uses the normalization function N(.) which will now be defined.
To perform intra-map competition, and for the purpose of linear and non-linear scaling, we choose a straightforward peak to peak linear normalization and the corresponding exponential normalization as follows:
The exponential form of this transformation promotes the higher conspicuity values and demotes the lower values; it therefore tends to suppress the lesser important values forming the background. For the purpose of inter-map competition, most of the previous works dealing with saliency-based visual attention use a competition-based scheme for map combination [6] . We adopt the same scheme in this work and attribute a weight w to each conspicuity maps for expressing its contribution. The weight is computed from the conspicuity map itself and tends to catch the global interest of that map. We consider following weight definitions:
In the first weight expression w 1 which stems from [6] , M is the maximum value of the normalized conspicuity map and m is the mean value of its local maxima. This weight tends to promote maps with few dissimilar peaks and to demote maps with a lot of same peaks. In the second weight expression w 2 , max C and C are respectively the maximum and mean values of the conspicuity map. This weight tends to promote maps with few large peaks and demote maps with a lot of similar peaks. Considering above alternatives, we come up with the following definition of N(.)
where C' is the peak to peak normalized conspicuity C according to eq. 8. Four map integration methods are thus defined.
Comparison Results
This section presents comparisons between the four map integration methods. The basic idea consists in comparing, for a given set of color images, the saliency maps produced by the four methods with human eye movement patterns recorded while subjects are looking at the same color images [14] .
Eye movements were recorded with an infrared video-based tracking system (EyeLink™, SensoMotoric Instruments GmbH, Teltow/Berlin). This system consists of a headset with a pair of infrared cameras tracking the eyes, and a third camera monitoring the screen position in order to compensate for any head movements. The images were presented in blocks of 10. The images were presented in a dimly lit room on a 1900 CRT display with a resolution of 800x600, 24 bit color depth, and a refresh rate of 85 Hz. Every image was shown for 5 seconds, preceded by a center fixation display of 1.5 seconds. Image viewing was embedded in a recognition task. For every image and each subject, the measurements yielded a sequence of fixations according to eq. 5.
The experimental image data set consists in 40 color images of various types like natural scenes, fractals, and abstract art images. Most of the images (36) were shown to 20 subjects while the remaining were viewed by 7 subjects only. As stated above, these images were presented to the subjects for a duration of 5 seconds per image, resulting in an average of 290 fixations per image. Regarding the fixation maps, they were computed according to eq. 6 using, for a given image, all fixations from all subjects. The four map integration methods were used, the value of γ is set to 2. Figure 1 provides for image #3 a visual comparison of fixation map and the saliency maps computed by the four different methods. We note only small differences between the w 1 and w 2 alternatives, but significant differences between the linear and non-linear methods. Comparing later methods with the fixation map, we observe good similarity at the higher intensity values, but at the lower intensity values, the linear methods provide a lot of energy where there is none in the fixation map. This illustrates the advantage of the non-linear methods, which tend to keep only the highest peaks at each map integration step and accumulate thus less background signal in comparison to linear methods. Figure 2 provides another illustration of the same comparison. Unlike previous figure where each saliency map is individually scaled to the full intensity range for best viewing purposes, here all saliency maps are scaled to the same average intensity, as this is the way a universal comparison can be performed with the fixation map. The motivation for this is the fact that all fixation maps have a constant average by construction and that they should also be compared with saliency maps with the same constant averages. This figure illustrates even better the higher similarity of the fixation map with saliencies for non-linear methods. Note that the score definition in eq. 7 reflects quantitatively the comparison illustrated here. Another example is provided in figure 3 with image #7.
original image #3 saliency / lin w1 saliency / exp w1 fixation map saliency / lin w2 saliency / exp w2 Figure 5 shows the results of the comparisons of the four methods. The represented score is the average score over all subjects and all images considering a varying number of fixations. The successive values represent the first 3, 5, 7, etc fixations recorded during the viewing of a single image and illustrate the influence of viewing duration. It is noteworthy that for all cases, the model of visual attention using nonlinear methods fares better in predicting where human observers foveate than the model using linear competition method. Quantitatively, the non-linear methods model yields an average score over 100% higher than the linear model. Regarding the weighting methods, w 2 performs better than w 1 with the non-linear method but both perform similarly with the linear methods. Here, differences are not very significant for a general preference of a method.
Conclusions
This paper presents a contribution to the design of models for visual attention computation by measuring the performance of selected methods. Performance is evaluated under the assumption that human visual attention is tightly linked to eye movements and that best similarity between the eye fixations and the saliency maps reflects also best performance. Motivated by visual comparisons of a large number of fixation maps and corresponding saliency maps, we selected four different map integration methods and conducted a number of experiments to assess their performance. The four methods differ in their intra-map normalization scheme and inter-map weighting scheme. The normalization is either linear or exponential and there are two weighting schemes. The experiments refer to the evaluation of the collective and individual scores obtained with 40 images and from measurements of the eye movement by 20 subjects. For each image, the fixation map was visually compared to the saliency maps generated according to the different methods, and also, the relative score was computed in order to assess the performance quantitatively. The alternate weighting schemes do not differ very much in performance. The normalization methods however do, and the exponential method exhibits a score value more than twice as large as the linear method score, clearly showing the advantage of the non-linear approach. The advantage of the non-linear approach seems to be bound to the reduction of the background noise which tends to accumulate with the linear scheme. Further work is planned that will analyze this question and also consider integration schemes for evaluation.
