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Abstract
Suppose that we have a finite colouring of R. What sumset-type struc-
tures can we hope to find in some colour class? One of our aims is to show
that there is such a colouring for which no uncountable set has all of its
pairwise sums monochromatic. We also show that there is such a colour-
ing such that there is no infinite set X with X + X (the pairwise sums
from X, allowing repetition) monochromatic. These results assume CH.
In the other direction, we show that if each colour class is measurable,
or each colour class is Baire, then there is an infinite set X (and even an
uncountable X, of size the reals) with X + X monochromatic. We also
give versions for all of these results for k-wise sums in place of pairwise
sums.
1 Introduction
Our starting point for this paper is a question that arises from two well known
statements. One is a standard application of Ramsey’s theorem: that whenever
the natural numbers are finitely coloured (i.e. partitioned into a finite number
of classes) there is an infinite set X with all pairwise sums (meaning {x + y :
x, y ∈ X, x 6= y}) monochromatic. Indeed, given such a colouring c, we induce
a colouring of [N]2, the unordered pairs from N, by giving {x, y} the colour
c(x+ y), and apply Ramsey’s theorem. The other result is that there is a finite
colouring of [R]2 without an uncountable monochromatic set – one fixes a well-
ordering of the reals and then colours the pair {x, y} according to whether the
usual ordering and this well-ordering agree or disagree on it (see [3]).
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This suggests a natural question. The ‘abstract’ form, namely Ramsey’s
theorem, fails in the uncountable case (in R), but what about the ‘additive’ form:
might it still be true that in any finite colouring of R there is an uncountable
set with all its pairwise sums monochromatic?
One of our main aims in this paper is to answer this question in the negative:
we give a finite colouring of R such that there is no such uncountable set. This
seems to be considerably harder that the ‘abstract’ question. Indeed, rather
curiously, our proof relies on the Continuum Hypothesis (CH), unlike for the
result of [3]. We do not know whether or not CH is needed. Without CH, our
result asserts that there is no such set of size c (the cardinality of the reals).
In the naturals, one cannot extend the starting result to get an infinite set
X with X +X (meaning {x + y : x, y ∈ X}) monochromatic: this is because
such a sumset automatically contains two numbers with one roughly twice the
other, and this can easily be ruled out by a suitable 3-colouring (see [5]). Our
other main aim is to show that this is also the case in the reals: there is a finite
colouring of R with no infinite X having X + X monochromatic. Our proof
again uses CH. In fact, our proof goes through as long as c < ℵω, but we do not
know what happens if no such cardinal assumptions are made. The proof starts
in the rationals: it turns out that the key first step is to find not just a bad
colouring of Q (meaning with no infinite X having X+X monochromatic), but
instead bad colourings for Qm, for each m, with the number of colours bounded.
The other main idea is then a kind of stepping-up argument which may be of
independent interest.
What happens for ‘nice’ colourings of the reals? We show that if each colour
class is measurable, or each colour class has the property of Baire, then there
does indeed exist an infinite X , and even an uncountable X (of size c), with
X +X monochromatic. It turns out that, while these results would be reason-
ably straightforward just for X infinite, it is quite an intricate task to obtain
uncountable X . We give a fairly unified treatment of the measurable and Baire
cases - although these two cases are superficially similar, we have to work harder
in the measurable case.
In the rest of this section we introduce (and make precise) the notation we
shall be using, and also mention some additional background and motivation.
Also, our results go through for k-wise sums instead of just pairwise sums, and
we usually prove the results in that form – there are sometimes some extra
complications in this general case.
We will use colouring terminology throughout this paper. A colouring of a
set X is a function whose domain is X . A finite colouring is a colouring whose
range is finite, and for a cardinal κ, a κ-colouring is a colouring whose range
has cardinality κ. A set Y is monochromatic with respect to a given colouring
ψ provided ψ is constant on Y . We write ω, ω1, and c for the first infinite
cardinal, the first uncountable cardinal, and the cardinal number of the real
line, respectively, and let N = ω \ {0}. We take a cardinal to be the first ordinal
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of a given size. So ω, ω1, and c are respectively the first infinite ordinal, the
first uncountable ordinal, and the first ordinal with the same size as R. Thus,
in the alternative aleph notation, ω = ℵ0 and ω1 = ℵ1. Given a set X and a
cardinal κ, we let [X ]κ = {A ⊆ X : |A| = κ}.
If one finitely colours the set R of real numbers, it is an immediate conse-
quence of the Finite Sums Theorem [4] that there is an infinite set X ⊆ R such
that FS(X) is monochromatic, where FS(X) = {
∑
F : F ∈ Pf (X)} and, for
any set X , Pf (X) is the set of finite nonempty subsets of X (and
∑
F denotes
the sum of the elements of F ).
There are two natural ways to try to extend this result. The first is to allow
repetition of terms in the sums from X . It is an open question of Owings [8]
whether, for any 2-colouring of N, there is some infinite X ⊆ N with X + X
monochromatic. On the other hand, as mentioned above, it was shown in [5]
that there are 3-colourings of N (in fact, with one of the colour classes quite
small) for which no such X exists.
The second natural extension would be to produce an uncountable X with
FS(X) monochromatic. This extension is easily seen to be false. (See Theorem
1.2 below.) So one next asks whether one can get an uncountable X ⊆ R with
{x+ y : {x, y} ∈ [X ]2} monochromatic.
Definition 1.1. Let k ∈ N and let X ⊆ R.
(a) kX = X +X + . . .+X (k times).
(b) FSk(X) = {
∑
F : F ∈ [X ]k}.
Note that if k > 1, then kX 6= {kx : x ∈ X}. Note also that 2X =
FS2(X) ∪ {2x : x ∈ X}.
We show in Section 2 that for each k ∈ Q \ {1} and each cardinal κ < ωω,
there is a finite colouring of
⊕
σ<κQ such that no infinite X has FSk(X)∪{kx :
x ∈ X} monochromatic. Therefore, as long as c < ωω, there is a finite colouring
of R such that no infinite X has FSk(X) ∪ {kx : x ∈ X} monochromatic. In
particular, no infinite X has kX monochromatic.
In Section 3, we show that there is a 2-colouring of R such that for any
k ∈ N\{1} there is no X ⊆ R with |X | = c such that FS2(X) is monochromatic.
We show in Section 4 that if a countable colouring of R has all of its colour
classes with the property of Baire or has all of its colour classes measurable,
then for each k ∈ N \ {1}, there is a set X ⊆ R with |X | = c such that kX is
monochromatic. We mention that there has been previous work on the Ramsey
theory of Baire or measurable colourings of the reals: see for example [2] for
results on infinite sums (without repetition) and [1] for results on sums and
products at the same time.
Finally, the reader may wonder why we consider only k-sums for one fixed k
at a time. So, as already referred to above, we conclude this introduction with
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the following easy result, which in fact may be skipped as it is not needed in
the sequel.
Theorem 1.2. Let k,m ∈ N with k < m. Then there is a finite colouring of R
such that there does not exist an uncountable set X ⊆ R with FSk(X)∪FSm(X)
monochromatic.
Proof. Note that it suffices to provide a finite colouring of R+ = {x ∈ R : x > 0}.
(Then colour 0 at will and for x < 0 let x have the colour of |x|.)
We consider first the possibility that k = 1. In this case colour x ∈ R+
by ⌊logm(x)⌋ (mod 2). Suppose we have an uncountable set X ⊆ R with
FS1(X) ∪ FSm(X) monochromatic. Pick t ∈ Z such that
|{x ∈ X : ⌊logm(x)⌋ = t}| ≥ ω1 .
Pick F ∈ [X ]m such that for all x ∈ F , ⌊logm(x)⌋ = t. Then given x ∈ F ,
mt ≤ x < mt+1 so mt+1 ≤
∑
F < mt+2 and thus t + 1 = ⌊logm(
∑
F )⌋, while
t+ 1 6≡ t (mod 2), a contradiction.
Now assume that k > 1. Pick u ∈ N such that k1+1/u ≤ m and let α = k1/u.
Pick v ∈ N such that αv ≤ m < αv+1 and note that m ≥ k1+1/u = αu+1 so
v ≥ u+ 1. Let l = v + 2− u and color x ∈ R+ by ⌊logα(x)⌋ (mod l).
Suppose we have an uncountable set X ⊆ R with FSk(X) ∪ FSm(X)
monochromatic. Pick t ∈ Z such that |{x ∈ X : ⌊logα(x)⌋ = t}| ≥ ω1. Pick
F ∈ [X ]m such that for all x ∈ F , ⌊logα(x)⌋ = t and pick H ∈ [F ]
k.
For x ∈ F , αt ≤ x < αt+1 so αt+u = kαt ≤
∑
H < kαt+1 = αt+u+1 .
Also αt+v ≤ mαt ≤
∑
F < mαt+1 ≤ αt+v+2. Therefore ⌊logα(
∑
H)⌋ = t + u
and ⌊logα(
∑
F )⌋ is either t + v or t + v + 1. Thus t + u ≡ t + v (mod l) or
t+ u ≡ t+ v + 1 (mod l) while 0 < v − u < l − 1, a contradiction.
Notice that the colour classes in the proof of Theorem 1.2 are all Borel.
2 Preventing infinite kX in Q and R
We shall need the following result, whose proof we leave as an easy exercise.
Lemma 2.1. Let X be a finite set and let f : X → X be a function with no
fixed points. Then there exists ν : X → {0, 1, 2} such that for all x, y ∈ X, if
ν(x) = ν(y), then f(x) 6= y.
(We mention in passing that the result also holds if X is infinite: this was
proved by Katetoˇv [6].)
We let P be the set of primes. Throughout this section we will utilise the
function φ which we now define.
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Definition 2.2. Given x ∈ Q \ Z, write x = bc , where b ∈ Z, c ∈ N, and b and
c are relatively prime. Let F be the set of prime factors of c and for p ∈ F , let
np(x) be the power of p in the prime factorisation of c. For p ∈ F , let ap(x) be
the unique member of {1, 2, 3, . . . , pnp(x) − 1} such that
x ≡
∑
p∈F
ap(x)
pnp(x)
(mod Z) .
For p ∈ P \ F , let np(x) = 0 and ap(x) = 0.
If x ∈ Z, put ap(x) = np(x) = 0 for every p ∈ P.
Define φ : Q → Q by φ(x) =
∑
p∈P
ap(x)
pnp(x)
.
Note that if p is one of the prime factors of the denominator of x, then p
does not divide ap(x). In the proof of Theorem 2.5, it will be useful to note
that, given x and y in Q, one can compute φ(x + y) as follows. Add the terms
of φ(x) and φ(y) corresponding to the primes p that divide the denominator of
x or y and reduce to lowest terms. If the result is apt , subtract multiples of p
t
from a until the numerator is less than pt.
Observe that if np(x) = np(y), then np(x + y) ≤ np(y), and equality may
or may not hold. If np(x) < np(y), then np(x + y) = np(y) and, by a trivial
calculation, ap(x+ y) ≡ ap(y) (mod pnp(y)−np(x)).
For the remainder of this section, we fix k ∈ N \ {1}.
Definition 2.3. Let P1 = {p ∈ P : p divides k} and let P2 = P \P1. For p ∈ P,
let rp = min{t ∈ N : pt > k} and let Up = {a ∈ Z : (a, p) = 1}.
Lemma 2.4. Let p ∈ P2. Then there is a function ψp : Up → {0, 1, 2} such
that, if a, y ∈ Up and y ≡ ka (mod prp), then ψp(a) 6= ψp(y).
Proof. Let V = Up ∩ {1, 2, . . . , prp − 1}. Define lp : V → V , by lp(a) ≡
ka (mod prp). Given a ∈ V , since prp does not divide k − 1 and p does not
divide a, the map lp has no fixed points. Let ν be as guaranteed by Lemma 2.1,
define hp : Up → V by hp(x) ≡ x (mod prp), and let ψp = ν ◦ hp.
We believe that it is possible to reduce the number of colours used in the
following theorem at least to 18 (by adjusting the definition of θ and combining
the definitions of f and g in that proof). However, from our point of view the
important fact is that the number of colours does not depend on m. Indeed,
this is absolutely critical to our proof: the kind of ‘stepping-up’ that we will
later use could not get started if the number of colours needed grew with m.
Theorem 2.5. Let m ∈ N and let G =
⊕m−1
i=0 Q. Then there is a colouring of
G in 72 colours so that, if ~u ∈ G and X is an infinite subset of G, then there is
some ~x ∈ X such that ~x+ ~u and k~x have different colours.
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Proof. We define 3-colourings f and g of G, a 2-colouring h of G, and a 4-
colouring θ of G.
For ~x ∈ G, let S(~x ) = {p ∈ P : np(xi) > 0 for some i ∈ {0, 1, . . . ,m − 1}}
and if S(~x ) 6= ∅, let M(~x ) = maxS(~x ) and let
ℓ(~x ) = max{i ∈ {0, 1, . . . ,m− 1} : nM(~x )(xi) > 0} .
If S(~x ) = ∅ (i.e., if ~x ∈ Zm), let M(~x ) = f(~x ) = 0. Now assume that
S(~x ) 6= ∅, let p = M(~x ), and let j = ℓ(~x ). If p ∈ P1, let f(~x ) = 0. If p ∈ P2,
let f(~x ) = ψp
(
ap(xj)
)
, where ψp is as in Lemma 2.4.
For ~x ∈ G, let N(~x ) = max{np(xi) : i ∈ {0, 1, . . . ,m − 1} and p ∈ P2}. If
N(~x ) = 0, let g(~x ) = 0. Now assume that N(~x ) > 0, let
p = max
{
q ∈ P2 : nq(xi) = N(~x ) for some i ∈ {0, 1, . . . ,m− 1}
}
,
let j = max{i ∈ {0, 1, . . . ,m− 1} : np(xi) = N(~x )}, and let g(~x ) = ψp
(
ap(xj)
)
.
For p ∈ P1, let mp = max{t ∈ N : pt divides k}. For ~x ∈ G, let L(~x ) =
max{⌊np(xi)/mp⌋ : i ∈ {0, 1, . . . ,m − 1} and p ∈ P1} and define h(~x ) ∈ {0, 1}
by h(~x ) ≡ L(~x ) (mod 2).
Define θ : G→ {0, 1, 2, 3} by, for ~x ∈ G,
θ(~x ) ≡ ⌊log√k(
∑m−1
i=0 |xi|)⌋ (mod 4) .
Define a 72-colouring γ of G by, for ~x, ~y ∈ G, γ(~x ) = γ(~y ) if and only if f ,
g, h, and θ all agree at ~x and ~y.
Let ~u ∈ G and infinite X ⊆ G be given. Notice that, if M [X ], N [X ], and
L[X ] are all finite, then
{(
φ(x0), φ(x1), . . . , φ(xm−1)
)
: ~x ∈ X} is finite. Thus
one of the following four cases must hold.
(I)
{(
φ(x0), φ(x1), . . . , φ(xm−1)
)
: ~x ∈ X} is finite;
(II) M [X ] is infinite;
(III) N [X ] is infinite; or
(IV) L[X ] is infinite.
We will show that in each of these cases there is some ~x ∈ X such that γ(~u+~x ) 6=
γ(k~x ).
Case (I). We may assume that the mapping ~x 7→
(
φ(x0), φ(x1), . . . , φ(xm−1)
)
is constant on X . Then, for any ~x, ~y ∈ X , ~y ∈ ~x + Zm. It follows that, if
σ : G → R is defined by σ(~x ) =
∑m−1
i=0 |xi|, then σ[X ] is unbounded. For any
~u ∈ G, we have σ(~x ) − σ(~u ) ≤ σ(~u + ~x ) ≤ σ(~x ) + σ(~u ). So, given ~u ∈ G, we
can choose ~x ∈ X such that
log√k
(
σ(~x )
)
− 1 < log√k
(
σ(~u + ~x )
)
< log√k
(
σ(~x )
)
+ 1 .
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Since log√k(k~x ) = log
√
k(~x ) + 2, it follows that θ(~u + ~x ) 6= θ(~x ).
Case (II). Pick ~x ∈ X such that p = M(~x ) > M(~u ) and p > k. Let j = ℓ(~x).
Then p = M(~u + ~x ), j = ℓ(~u + ~x ), and ap(uj + xj) = ap(xj). Also, because
p ∈ P2, p = M(k~x ) and j = ℓ(k~x ). Since ap(kxj) ≡ kap(xj) (mod pnp(xj)), it
follows that ap(kxj) ≡ kap(xj) (mod prp) because rp = 1. So, by Lemma 2.4,
f(~u+ ~x ) 6= f(k~x).
Case (III). We can choose ~x ∈ X such that N(~x ) > N(~u ) + r2, and so
N(~x ) > N(~u ) + rp for every p ∈ P. Let
p = max
{
q ∈ P2 : nq(xi) = N(~x ) for some i ∈ {0, 1, . . . ,m− 1}
}
and let j = max{i ∈ {0, 1, . . . ,m− 1} : np(xi) = N(~x )}. Now, if q ∈ P2, q > p
and i ∈ {0, 1, . . . ,m− 1}, then nq(xi) < np(xj) and nq(ui) ≤ N(~u ) < np(xj) so
nq(ui + xi) ≤ max{nq(ui), nq(xi)} < np(xj). Likewise, if i ∈ {0, 1, . . . ,m − 1}
and i > j, then np(xi) < np(xj) and np(ui) < np(xj). Thus, N(~u+~x ) = N(~x ),
p = max
{
q ∈ P2 : nq(ui + xi) = N(~u+ ~x ) for some i ∈ {0, 1, . . . ,m− 1}
}
,
and j = max{i ∈ {0, 1, . . . ,m− 1} : np(ui + xi) = N(~u+ ~x )}.
Note that, for every q ∈ P2 and every x ∈ Q, nq(kx) = nq(x). Thus
N(k~x ) = N(~x), p = max
{
q ∈ P2 : (∃i ∈ {0, 1, . . . ,m−1})
(
nq(kxi) = N(k~x )
)}
,
and j = max{i ∈ {0, 1, . . . ,m− 1} : np(kxi) = N(k~x )}
We have observed that ap(uj + xj) ≡ ap(xj) (mod pnp(xj)−np(uj)), and so
ap(uj + xj) ≡ ap(xj) (mod prp) because np(xj)− np(uj) > rp. Also, ap(kxj) ≡
kap(xj) (mod p
np) and so ap(kxj) ≡ kap(xj) (mod prp). It follows from Lemma
2.4 that g(~u+ ~x) 6= g(k~x).
Case (IV). Using the pigeonhole principle, we may presume that we have
p ∈ P1 and j ∈ {0, 1, . . . ,m− 1} such that for all ~x ∈ X ,
p = max
{
q ∈ P1 : ⌊nq(xi)/mq⌋ = L(~x ) for some i ∈ {0, 1, . . . ,m− 1}
}
and j = max{i ∈ {0, 1, . . . ,m−1} : ⌊np(xi)/mp⌋ = L(~x )}. Pick ~x ∈ X such that
L(~x ) > L(~u) and let l = ⌊np(xj)/mp⌋ = L(~x ). We show first that L(~u+~x) = l.
Since np(xj) > np(uj), we have np(uj + xj) = np(xj) so ⌊np(uj + xj)/mp⌋ = l
so l ≤ L(~u + ~x). Suppose we have q ∈ P1 and i ∈ {0, 1, . . . ,m − 1} such
that l < ⌊nq(ui + xi)/mq⌋. Since nq(ui + xi) ≤ max{nq(xi), nq(ui)}, we have
l < ⌊nq(ui)/mq⌋ ≤ L(~u ) < L(~x ), a contradiction.
Now we claim that L(k~x) = l− 1. For any q ∈ P1 and i ∈ {0, 1, . . . ,m− 1},
nq(kxi) = max{nq(xi) − mq, 0} so ⌊nq(kxi)/mq⌋ ≤ ⌊nq(xi)/mq⌋ − 1 ≤ l − 1.
Also since np(xj) ≥ mp, ⌊np(kxj)/mp⌋ = ⌊np(xj)/mp⌋ − 1 = l − 1. Thus
h(~u+ ~x ) 6= h(k~x ).
Notice that the case m = 1 of Theorem 2.5 establishes that Q can be finitely
coloured so that there is no infinite X with kX monochromatic.
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Definition 2.6. For each cardinal κ > 0, G(κ) =
⊕
σ<κQ.
Lemma 2.7. Let κ be an infinite cardinal. Assume that there exists n ∈ N
such that, for every cardinal λ with 1 ≤ λ < κ, there is an n-colouring of
G(λ) with the property that there is no infinite subset X of G(λ) for which
FSk〈X〉∪{k~x : ~x ∈ X} is monochromatic. Then there is a 2n-colouring of G(κ)
such that there is no infinite subset X of G(κ) for which FSk〈X〉∪{k~x : ~x ∈ X}
is monochromatic.
Proof. Let ξ be a 2-colouring of Q\{0}, such that t and kt have different colours
for every t ∈ Q \ {0}. For ~x ∈ G(κ) \ {~0 }, let µ(~x ) = max{σ < κ : xσ 6= 0} and
let η(~x) = xµ(~x ). For each α < κ, let Hα = {~0 } ∪ {~x ∈ G(κ) \ {~0 } : µ(~x ) ≤ α}.
Then Hα is isomorphic to G(|α + 1|) so pick an n-colouring γα of Hα such
that there is no infinite subset X of Hα for which FSk〈X〉 ∪ {k~x : ~x ∈ X}
is monochromatic. Define a 2n-colouring τ of G(κ) by, for ~x ∈ G(κ) \ {~0 },
τ(~x ) =
(
γµ(~x )(~x ), ξ
(
η(~x)
))
, assigning τ(~0 ) arbitrarily.
Suppose we have an infinite subset X of G(κ) for which FSk〈X〉 ∪ {k~x :
~x ∈ X} is monochromatic with respect to τ . We may assume ~0 /∈ X . Suppose
first that |µ[X ]| ≥ k and pick ~x1, ~x2, . . . , ~xk in X such that µ(~x1) < µ(~x2) <
. . . < µ(~xk). Then ξ
(
η(~x1 + . . .+ ~xk)
)
= ξ
(
η(~xk)
)
6= ξ
(
kη(~xk)
)
= ξ
(
η(k~xk)
)
, a
contradiction. Thus, by the pigeonhole principle, we may assume we have α < κ
such that µ[X ] = {α}. Then X is an infinite subset of Hα such that FSk〈X〉 ∪
{k~x : ~x ∈ X} is monochromatic with respect to γα, a contradiction.
Since R is isomorphic to G(c), the following theorem provides a CH proof
that there is a finite colouring of R with the property that there is no infinite
subset X of R for which FSk〈X〉 ∪ {kx : x ∈ X} is monochromatic. In fact,
since the cofinality of c is uncountable, the smallest possible value for c for which
this assertion might fail is ωω+1.
Theorem 2.8. Let n < ω. Then there is a colouring of G(ωn) by 2
4+n · 32
colours such that there is no infinite subset X of G(ω1) for which FSk〈X〉∪{k~x :
~x ∈ X} is monochromatic. In particular, there is no infinite subset X of G(ωn)
for which kX is monochromatic.
Proof. It follows from Theorem 2.5 and Lemma 2.7 that there is a colouring
of G(ω) by 24 · 32 colours such that there is no infinite subset X of G(ω) for
which FSk〈X〉 ∪ {kx : x ∈ X} is monochromatic. The conclusion then follows
by induction using Lemma 2.7.
Question 2.9. Can one show in ZFC, without extra set theoretic assumptions,
that there is a finite colouring of R such that there is no infinite subset X of R
for which FSk〈X〉 ∪ {kx : x ∈ X} is monchromatic?
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3 Preventing uncountable FSk(X) in R
It has been known at least since the publication of [3] that there is a two-
colouring of [R]2 such that no uncountable X has [X ]2 monochromatic. Indeed,
let W be a given well-ordering of R and colour the pair {x, y} colour 1 if x < y
and xW y and colour 2 if x < y and yW x. No uncountable subset of R is either
well-ordered or reverse well-ordered by <, because between each element and its
successor, there must be a rational. Thus one has that there is no uncountable
set X with [X ]2 monochromatic.
This makes the statement of Theorem 3.2 very believable. However, it seems
to be significantly harder to show – as witnessed by the fact that we are only
able to show that there is no X of size c.
We omit the routine proof of the following lemma.
Lemma 3.1. Let Y ⊆ R such that |Y | = ω1 and let
A = {x ∈ Y : |{y ∈ Y : x < y}| < ω1} .
Then |A| < ω1.
Theorem 3.2. There is a 2-colouring of R such that, given any k ∈ N \ {1},
there does not exist a set X ⊆ R with |X | = c such that FSk(X) is monochro-
matic.
Proof. Fix a Hamel basis 〈ei〉i∈R for R over Q and fix a well-ordering W of R
of order type c. For each x ∈ R, let S(x) ⊆ R and α(x) : S(x) → Q \ {0} such
that x =
∑
i∈S(x) α(x)(i) · ei. (Then S(0) = ∅ and for all x ∈ R \ {0}, S(x) is a
finite nonempty subset of R, called the support of x.)
We now define a colouring ψ : R → {0, 1}. Let ψ(0) = 0. Now let x ∈ R\{0}
be given. Let m = |S(x)| and let i1 < i2 < . . . < im such that S(x) =
{i1, i2, . . . , im}. Pick t ∈ {1, 2, . . . ,m} such that for all s ∈ {1, 2, . . . ,m} \ {t},
isW it. Let ψ(x) ≡ t (mod 2).
Let k ∈ N \ {1} be given. We shall write the proof assuming that k = 2,
showing at the conclusion how to modify the proof for larger values of k.
Suppose we have a set X ∈ [R]c with FS2(X) monochromatic with respect
to ψ. We shall repeatedly observe that there are many elements of X with a
particular property and assume then (by throwing the others away) that all
elements of X have that property. (At one stage in the proof, “many” changes
from c to ω1.)
Since cf(c) > ω, we may presume that we have some m ∈ N such that for all
x ∈ X , |S(x)| = m. For each x ∈ X , let i(x, 1) < i(x, 2) < . . . < i(x,m) such
that S(x) = {i(x, 1), i(x, 2), . . . , i(x,m)}.
Choose I : [R]m → Qm such that if i1 < i2 < . . . < im and I({i1, i2, . . . , im})
= (s1, s2, . . . , sm), then s1 < i1 < s2 < i2 < . . . < im−1 < sm < im. Again using
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the fact that cf(c) > ω, we may presume that we have (s1, s2, . . . , sm) ∈ Qm
such that for all x ∈ X , we have I
(
S(x)
)
= (s1, s2, . . . , sm). As a consequence
if x, y ∈ X and t ∈ {1, 2, . . . ,m− 1}, then i(x, t) < st+1 < i(y, t+ 1).
For each x ∈ X , let δ(x) ∈ {1, 2, . . . ,m} such that
for all j ∈ {1, 2, . . . ,m} \ {δ(x)} , i(x, j)W i
(
x, δ(x)
)
.
We may presume that we have l ∈ {1, 2, . . . ,m} such that for all x ∈ X , δ(x) = l.
Now {i(x, l) : x ∈ X} is cofinal in W since, given t ∈ R, |{x ∈ R : S(x) ⊆
{s ∈ R : sW t}| < c. (Recall that W has order type c.) Therefore |{i(x, l) : x ∈
X}| ≥ cf(c) ≥ ω1. Thus we may assume that we have Y ∈ [X ]ω1 such that for
all x, y ∈ Y , if x 6= y, then i(x, l) 6= i(y, l).
We may assume that for each j ∈ {1, 2, . . . ,m}, either
(1) for all x, y ∈ Y , i(x, j) = i(y, j) or
(2) for all x 6= y in Y , i(x, j) 6= i(y, j).
Let M = {j ∈ {1, 2, . . . ,m} : for all x, y ∈ Y , i(x, j) = i(y, j)} and note that
l /∈M . We may presume that for each j ∈M , either
(1) for all x ∈ Y , α
(
x, j)
)
> 0 or
(2) for all x ∈ Y , α
(
x, j)
)
< 0.
Consequently, if j ∈ M , u is the fixed value of i(x, j), and F is a finite subset
of Y , then u ∈ S(
∑
F ).
Let B = {i(x, l) : x ∈ Y }. We claim that either < and W agree on B or >
and W agree on B. This contradiction will complete the proof.
Suppose instead we have x, y, w, and z in Y such that
(1) i(x, l) < i(y, l) and i(x, l)W i(y, l) and
(2) i(w, l) < i(z, l) and i(z, l)W i(w, l).
Then x+ y and w + z are members of FS2(Y ).
For all t ∈ S(x + y) \ {i(y, l)}, tW i(y, l) and {t ∈ S(x + y) : t < i(y, l)} =
{i(x, j) : j ≤ l and j /∈M} ∪ {i(y, j) : j < l}.
For all t ∈ S(w+ z) \ {i(w, l)}, tW i(w, l) and {t ∈ S(w+ z) : t < i(w, l)} =
{i(z, j) : j < l and j /∈M} ∪ {i(w, j) : j < l}.
Thus |{t ∈ S(x+ y) : t < i(y, l)}| = |{t ∈ S(w + z) : t < i(w, l)}|+ 1 so that
ψ(x+ y) 6= ψ(w + z), a contradiction.
This concludes the proof in the case k = 2. Now assume that k > 2 and
suppose we have a set X ∈ [R]c with FSk(X) monochromatic with respect to
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ψ. The proof proceeds verbatim through the sentence which concludes “then
u ∈ S(
∑
F ).” At this stage let A = {x ∈ Y : |{y ∈ Y : i(x, l) < i(y, l)}| < ω1}.
By Lemma 3.1, |A| < ω1 so, replacing Y by Y \A we may presume that
for all x ∈ Y , |{y ∈ Y : i(x, l) < i(y, l)}| = ω1 .
Fix x1, x2, . . . , xk−2 ∈ Y such that i(x1, l) < i(x2, l) < . . . < i(xk−2, l). We may
presume that for all y ∈ Y \ {x1, x2, . . . , xk−2}, i(y, l) > i(xk−2, l).
Then let B =
{
i(y, l) : y ∈ Y \ {x1, x2, . . . , xk−2}
}
. One shows that either
< and W agree on B or > and W agree on B.
One picks x, y, w, and z in Y \ {x1, x2, . . . , xk−2} as before.
Let b = x1 + x2 + . . .+ xk−2. Then b+ x+ y and b+w+ z are members of
FSk(Y ) ⊆ FSk(X).
Let D =
⋃k−2
s=1{i(xs, j) : j ≤ l and j /∈M}.
For all t ∈ S(b+ x+ y) \ {i(y, l)}, tW i(y, l) and
{t ∈ S(b+ x+ y) : t < i(y, l)} = D ∪ {i(x, j) : j ≤ l and j /∈M} ∪
{i(y, j) : j < l} .
For all t ∈ S(b+ w + z) \ {i(w, l)}, tW i(w, l) and
{t ∈ S(b+ w + z) : t < i(w, l)} = D ∪ {i(z, j) : j < l and j /∈M} ∪
{i(w, j) : j < l} .
One then reaches the same contradiction as before.
Note that, if c > ω1, then there is a set X ∈ [R]ω1 such that for each
k ∈ N \ {1}, FSk(X) is monochromatic with respect to the colouring ψ of
Theorem 3.2. (To see this, pick j ∈ R such that |{i ∈ R : iW j}| = ω1 and let
X = {ei + ej : i ∈ R and iW j}.)
Question 3.3. Can one show in ZFC, without extra set theoretic assumptions,
that there is a finite colouring of R such that there is no uncountable set X ⊆ R
with FS2(X) monochromatic?
4 Baire and measurable colourings of R
The subsets of R with the property of Baire are the members of the smallest
sigma algebra containing the open sets and the meagre sets. The set A ⊆ R has
the property of Baire if and only if there exist an open set U and a meagre set
M such that A = U △M . By “measurable” we mean “Lebesgue measurable”.
We remind the reader that if k ∈ N and A ⊆ R, then kA = A+A+ . . .+A
(k times). On the other hand, by 1kA we mean {
1
kx : x ∈ A} and by −x+A we
mean {−x+ y : y ∈ A}.
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We note that the property with which we are concerned in this section is
translation invariant.
Lemma 4.1. Let A ⊆ R, let x ∈ R, let k ∈ N, and let κ be a cardinal. Then
there exists X ∈ [R]κ such that kX ⊆ A if and only if there exists X ∈ [R]κ
such that kX ⊆ −x+A.
Proof. If kX ⊆ A and Y = −xk +X , then kY ⊆ −x+A.
The following theorem is a corollary to Theorem 4.4, but its proof is simple
and self contained, so we present it separately.
Theorem 4.2. Let Z be a nonmeagre subset of R with the property of Baire
and let k ∈ N \ {1}. Then there is an uncountable subset H of R such that
kH ⊆ Z.
Proof. Pick a nonempty open set U and a meagre set M such that Z = U△M .
By Lemma 4.1 we may presume that we have some δ > 0 such that (0, kδ) ⊆ U .
Pick y0 ∈ (0, δ) \
1
kM .
Let 0 < σ < ω1 and assume we have chosen 〈yτ 〉τ<σ such that if µ < τ < σ,
then yµ 6= yτ and yτ < δ. Assume also that for all η < σ, if τ(1) ≤ τ(2) ≤ . . . ≤
τ(k) ≤ η, then
∑k
i=1 yτ(i) ∈ Z. Let Yσ = {yτ : τ < σ} and note that kYσ ⊆ Z.
We claim that (0, δ) ⊆ 1kU ∩
⋂k−1
r=1
⋂
{ 1r (−a+ U) : a ∈ (k − r)Yσ}. One has
immediately that (0, kδ) ⊆ U , so let r ∈ {1, 2, . . . , k − 1} and a ∈ (k − r)Yσ be
given. Now a < (k − r)δ so a + rδ < kδ and consequently (0, rδ) ⊆ (−a+ U).
Let B = 1kZ ∩
⋂k−1
r=1
⋂
{ 1r (−a+ Z) : a ∈ (k − r)Yσ}. We claim that (0, δ) \B is
meagre. To see this, it suffices to show that
(0, δ) \B ⊆ 1kM ∪
⋃k−1
r=1
⋃
{ 1r (−a+M) : a ∈ (k − r)Yσ} .
So let y ∈ (0, δ) and assume that y /∈ B. If y /∈ 1kZ, then since y ∈
1
kU , we have
y ∈ 1kM . So assume we have r ∈ {1, 2, . . . , k − 1} and a ∈ (k − r)Yσ such that
y /∈ 1r (−a+ Z). Then y ∈
1
r (−a+ U) so y ∈
1
r (−a+M).
Pick yσ ∈
(
(0, δ)∩B
)
\ {yτ : τ < σ}. To verify the induction hypothesis, let
τ(1) ≤ τ(2) ≤ . . . ≤ τ(k) ≤ σ. We shall show that
∑k
i=1 yτ(i) ∈ Z. If τ(k) < σ,
the conclusion holds by the induction hypothesis, so assume that τ(k) = σ. Pick
s ∈ {1, 2, . . . , k} such that τ(s) = σ and, if s > 1, then τ(s − 1) < σ. If s = 1,
then
∑k
i=1 yτ(i) = kyσ ∈ Z. So assume s > 1 and let r = k − s + 1. Then
a =
∑s−1
i=1 yτ(i) ∈ (k − r)Yσ so
∑k
i=1 yτ(i) = a+ ryσ ∈ Z.
The construction being complete, let H = {yσ : σ < ω1}.
Corollary 4.3. Let k ∈ N \ {1} and let R be countably coloured so that each
colour class has the property of Baire. Then there exists an uncountable set H
such that kH is monochromatic.
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Proof. One of the colour classes must be nonmeagre.
The rest of this paper is devoted to the proof of the following theorem and
corollary. We denote the Lebesgue measure of a subset Z of R by λ(Z).
Theorem 4.4. Let k ∈ N\{1} and let Z ⊆ (0, 1) such that either Z is nonmea-
gre with the property of Baire or Z is measurable with λ(Z) > 0. Then there
exists H ⊆ R such that |H | = c and kH ⊆ Z.
Corollary 4.5. Let k ∈ N \ {1} and let R be countably coloured so that each
colour class has the property of Baire or each colour class is measurable. Then
there exists H ⊆ R such that |H | = c and kH is monochromatic.
To prove Theorem 4.4, we let k ∈ N \ {1} be given, let m = k + 2, and fix
some notation which will be used throughout the proof.
Definition 4.6. (a) Let A = ×∞n=1{0, 1, . . . ,m − 1}, let {0, 1, . . . ,m − 1}
be discrete, give A the product topology, and let µ denote the product
probability measure on A determined by assigning measure 1m to each
point of {0, 1, . . . ,m− 1}.
(b) Let C be the set of points in (0, 1) that have a terminating base m expan-
sion and let W = (0, 1) \ C.
(c) Let B = {α ∈ A : (∀n ∈ N)(∃r > n)(∃s > n)(α(r) 6= 0 and α(s) 6=
m− 1)}.
(d) Define ψ : B →W by ψ(α) =
∑∞
n=1
α(n)
mn .
(e) For α ∈ A, supp(α) = {n ∈ N : α(n) > 0}.
(f) For F ⊆ N, QF = {α ∈ A : supp(α) ⊆ F}.
The assertions in the following lemma can all be established using standard
techniques.
Lemma 4.7. Let D ⊆ (0, 1) and let G ⊆ B.
(1) The function ψ is a homeomorphism from B onto W .
(2) If D has the property of Baire in (0, 1), then D ∩W has the property of
Baire in W .
(3) If D is measurable in (0, 1), then D ∩W is measurable in W .
(4) If G has the property of Baire in B, then G has the property of Baire in
A.
(5) If G is measurable (with respect to µ) in B, then G is measurable in A.
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(6) If D is a Lebesgue measurable subset of W , then ψ−1[D] is measurable in
B with respect to µ and λ(D) = µ(ψ−1[D]).
The following lemma will be used to proof both parts of Theorem 4.4.
Lemma 4.8. Let P ⊆ B, α ∈ P , and X an infinite subset of N such that
(a) for all n ∈ X, α(n) = 0 and
(b) for all β ∈ A, if (∀n ∈ N \X)
(
β(n) = α(n)
)
, then β ∈ P .
Then there exists H ⊆W such that |H | = c and kH ⊆ ψ[P ].
Proof. Let E be the set of all δ ∈ A such that
(1) for all n ∈ X , δ(n) ∈ {0, 1},
(2) {n ∈ X : δ(n) = 1} is infinite, and
(3) for all n ∈ N \X , δ(n) = 0.
Then |E| = c and E ⊆ B. Let H = ψ(α)k + ψ[E]. The fact that H ⊆
W will follow from the fact that kH ⊆ ψ[P ]. To see that kH ⊆ ψ[P ], let
b1, b2, . . . , bk ∈ H and pick δ1, δ2, . . . , δk ∈ E such that for each t ∈ {1, 2, . . . , k},
bt =
ψ(α)
k + ψ(δt). Then
∑k
t=1 bt = ψ(α) +
∑k
t=1 ψ(δt). We claim that ψ(α) +∑k
t=1 ψ(δt) = ψ(α+
∑k
t=1 δt).
Given n ∈ N and t ∈ {1, 2, . . . , k}, if n ∈ X , then δt(n) ∈ {0, 1} while if
n ∈ N \X , then δt(n) = 0. Therefore (α+
∑k
t=1 δt)(n) = α(n) +
∑k
t=1 δt(n) so
that ψ(α+
∑k
t=1 δt) = ψ(α) +
∑k
t=1 ψ(δt) as claimed.
It thus suffices to show that α +
∑k
t=1 δt ∈ P . Now given n ∈ N \ X ,
(α+
∑k
t=1 δt)(n) = α(n), so by (b), α+
∑k
t=1 δt ∈ P .
We remark that the argument in the next to last paragraph of the proof
of Lemma 4.8 is the reason for taking m = k + 2. If we had m = k + 1,
α(n) = m− 1 for n ∈ N \X , and δt(n) = 1 for n ∈ X , then one would not have
α+
∑k
t=1 δt ∈ B.
To establish Theorem 4.4 in the Baire case, we will use the following result
of Moran and Strauss.
Theorem 4.9. Let f : A → ω such that for each n ∈ ω, f−1[{n}] has the
property of Baire. Then there exists U ⊆ A such that A \ U is meagre and for
every α ∈ U , there is a finite set F ⊆ N such that whenever G is a finite subset
of N \ F and Y is an infinite subset of N, there is an infinite X ⊆ Y such that
(∀β ∈ A)
(
(∀n ∈ N \ (G ∪X))(β(n) = α(n))⇒ f(β) = f(α)
)
.
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Proof. This is a special case of [7, Theorem 2].
Lemma 4.10. Let Z be a nonmeagre subset of (0, 1) with the property of Baire
and let P = ψ−1[Z ∩W ]. Then there exist α ∈ P and an infinite subset X of N
such that
(a) for all n ∈ X, α(n) = 0 and
(b) for all β ∈ A, if (∀n ∈ N \X)
(
β(n) = α(n)
)
, then β ∈ P .
Proof. By Lemma 4.7(1), (2), and (4), P has the property of Baire in A and
is trivially nonmeagre. Let f : A → {0, 1} be the characteristic function of P .
Pick U as guaranteed for f by Theorem 4.9.
We claim that there is some α ∈ U ∩ P such that {n ∈ N : α(n) = 0} is
infinite. To see this, for each l ∈ N, let Dl = {α ∈ A : (∀n > l)(α(n) > 0)}.
Then each Dl is closed with empty interior. Thus S = (A \ U) ∪
⋃∞
l=1Dl is
meagre. Pick α ∈ P \ S. Since α /∈
⋃∞
l=1Dl, Y = {n ∈ N : α(n) = 0} is infinite.
Pick F as guaranteed by Theorem 4.9 for α and let G = ∅. Pick X ⊆ Y such
that (∀β ∈ A)
(
(∀n ∈ N \X)(β(n) = α(n)) ⇒ f(β) = f(α)
)
. Since α ∈ P one
has f(α) = 1 so X is as required.
By Lemmas 4.8 and 4.10 we have completed the proof of Theorem 4.4 for
the case that Z is nonmeagre with the property of Baire.
The proofs of the following two lemmas are based on the proof of [7, Theorem
3].
Lemma 4.11. Let S be a closed subset of A and let ǫ > 0. Then there exists
n0 ∈ N such that for all n ≥ n0, µ
(⋂
η∈Q{n}(S + η)
)
> µ(S)− ǫ.
Proof. Pick open W such that S ⊆ W and µ(W ) < µ(S) + ǫm . Since S is
compact, pick r ∈ N and basic open sets U1, U2, . . . , Ur such that S ⊆
⋃r
t=1 Ut ⊆
W . We may then presume that W =
⋃r
t=1 Ut. For t ∈ {1, 2, . . . , r} pick finite
Ft ⊆ N such that if α ∈ Ut and δ ∈ A such that δ(n) = α(n) for all n ∈ Ft, then
δ ∈ Ut. Let n0 = max
⋃r
t=1 Ft + 1.
Let n ≥ n0. If η ∈ Q{n}, then W + η =W . Now
µ(S) + µ(W \ S) = µ(W ) < µ(S) + ǫm
so for η ∈ Q{n}, µ
(
W \ (S + η)
)
= µ
(
(W + η) \ (S + η)
)
= µ(W \ S) <
ǫ
m . Therefore, µ
(
W \
⋂
η∈Q{n}(S + η)
)
≤
∑
η∈Q{n} µ
(
W \ (S + η)
)
< ǫ so
µ
(⋂
η∈Q{n}(S + η)
)
> µ(W )− ǫ ≥ µ(S)− ǫ.
Lemma 4.12. Let P be a measurable subset of A such that µ(P ) > 0. Then
there exist T ⊆ P and an infinite subset Y of N such that µ(T ) > 0 and for all
α ∈ T and all β ∈ A, if (∀n ∈ N \ Y )
(
β(n) = α(n)
)
, then β ∈ P .
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Proof. Let ǫ = µ(P )2 . Pick closed S0 ⊆ P such that µ(S0) > µ(P ) − ǫ. By
Lemma 4.11 (using ǫ′ = µ(S0)−µ(P ) + ǫ) pick n1 ∈ N such that for all n ≥ n1,
µ
(⋂
η∈Q{n}(S0 + η)
)
> µ(P ) − ǫ. Let S1 =
⋂
η∈Q{n1}(S0 + η). Inductively, let
r ∈ N and assume we have nr and Sr such that µ(Sr) > µ(P ) − ǫ. By Lemma
4.11 pick nr+1 > nr such that for all n ≥ nr+1, µ
(⋂
η∈Q{n}(Sr + η)
)
> µ(P )−ǫ
and let Sr+1 =
⋂
η∈Q{nr+1}(Sr + η). Note that Sr+1 ⊆ Sr.
Let T =
⋂∞
r=0 Sr, let Y = {nr : r ∈ N}, and note that µ(T ) ≥ µ(P )−ǫ. Note
that for any r ∈ N, η ∈ Q{nr}, and α ∈ Sr, α + η ∈ Sr−1 (since −η ∈ Q{nr}).
Therefore if η ∈ Q{n1,n2,...,nr} and α ∈ Sr, then α+ η ∈ S0.
Now let α ∈ T and β ∈ A and assume that (∀n ∈ N \ Y )
(
β(n) = α(n)
)
. For
r ∈ N define βr ∈ A by, for n ∈ N,
βr(n) =
{
β(n) if n ≤ nr
α(n) if n > nr.
Now for each r, βr = α + (βr − α), α ∈ Sr, and βr − α ∈ Q{n1,n2,...,nr}, so
βr ∈ S0. Since lim
r→∞
βr = β and S0 is closed, β ∈ S0 ⊆ P .
Lemma 4.13. Let Z be a measurable subset of (0, 1) such that λ(Z) > 0 and
let P = ψ−1[Z∩W ]. Then there exist α ∈ P and an infinite subset X of N such
that
(a) for all n ∈ X, α(n) = 0 and
(b) for all β ∈ A, if (∀n ∈ N \X)
(
β(n) = α(n)
)
, then β ∈ P .
Proof. By Lemma 4.7(3), (5), and (6) and the fact that λ(C) = µ(A \ B) = 0,
we have that P is measurable and µ(P ) > 0. Pick T ⊆ P and an infinite subset
Y of N as guaranteed for P by Lemma 4.12.
For each l ∈ N, let Dl = {α ∈ A : (∀n ∈ Y )(n > l ⇒ α(n) > 0)}. We claim
that µ(Dl) = 0. To see this, enumerate {n ∈ Y : n > l} as 〈nt〉∞t=1. Given
r ∈ N, let Hr = {δ ∈ A : (∀t ∈ {1, 2, . . . , r})(δ(nt) > 0)}. Then Dl ⊆ Hr and
µ(Hr) =
(
m−1
m
)r
.
Since (A \B) is countable, µ(A \B) = 0. Pick α ∈ T \
(
(A \B) ∪
⋃∞
l=1Dl
)
.
Let X = {n ∈ Y : α(n) = 0}. Since α ∈ T and X ⊆ Y , we have that for all
β ∈ A, if (∀n ∈ N \X)
(
β(n) = α(n)
)
, then β ∈ P .
By Lemmas 4.8 and 4.13 we have completed the proof of Theorem 4.4 for
the case that Z is measurable and λ(Z) > 0 and so Theorem 4.4 has been
established. Corollary 4.5 follows immediately.
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