Abstract-This paper proposes a solution to the aircraft control problem during landing phases in presence of microburst wind shear. This work addresses the design of an adaptive controller which, exploiting the wind estimation provided by suitable filters, improves the flight safety and is able to accomplish the final approach phase even in presence of wind shear. The adaptive controller has been designed by using a backstepping approach and a feedback linearization for time-varying systems. The wind components are estimated by adaptive filters designed by using the tools of both the nonlinear geometric approach and the radial basis function neural network.
I. INTRODUCTION
Aircraft flight safety during near ground flight phases can be dramatically reduced by low-altitude wind shears named microbursts. In recent decades, many efforts have been undertaken to develop proper control strategies to face unknown and even severe wind shear situations.
In the literature two main kind of control schemes can be found: robust controls and adaptive controls exploiting wind estimation. Robust control methods can be used to determine optimal wind shear escape trajectory but, generally speaking, they do not yield to complete precision procedures with adequate safety level and desired performance, see [9] , [10] and [13] . On the other hand, adaptive controls, which exploit wind estimation, potentially have the capability to conclude the ongoing flight phase. Wind shear estimation methods, based on extended Kalman filter and unscented Kalman filters, have been proposed in the very interesting seminal papers [11] and [12] respectively. This paper proposes a novel adaptive control to achieve an automatic longitudinal guidance and control system able to follow the glide slope trajectory during a precision approach. The proposed adaptive controller has been designed by using the tools of the differential geometry: the NonLinear Geometric Approach (NLGA) [7] has been used to design wind shear estimation filters, whilst the feedback linearization for time-varying systems [6] has constituted the key-tool for wind compensation. Furthermore, due to wind generic shape, this paper exploits also the application of the Radial Basis Function Neural Network (RBF-NN) to estimate generic time function signals (i.e. wind components). However, even if the proposed control law design is not ready for industrial implementation, it is worth observing that the proposed approach is based on typical sensor availability (no GPS is required): air data (indicated air speed, angle of attack, rate of climb, barometric altitude), attitude data (pitch rate) and the glide slope distance signal. All data are exploited to compute the true air speed and the air angle of climb. Finally, the present work represents a substantial improvement of a previous work of the same authors [1] in which restrictive hypothesis on the wind shape (i.e. constant wind time derivatives) were necessary thus leading to a very simple and standard controller (no time-varying diffeomorphims were used). The paper is organized as follows. Section II describes the wind modeling and explains the motivation of using generic time function estimators. Section III depicts the structure of the backstepping controller. Section IV describes the design of the wind shear component filters. Concluding remarks are finally presented in Section VI.
II. GENERIC WIND MODELING
Two main wind contributions have been taken into account: the wind shear, modeled by a deterministic model, and the turbulences, well described by the Dryden statistic wind model. The wind shear model, suggested in [13] , is relative to microburst and it is the most realistic analytical description for microburst presented till now. Furthermore the rotational wind field has been taken into account too. When the aircraft dynamics are expressed with respect to the wind axes, the wind time derivatives arise as described in Appendix A, Equation (33). Finally, even if the microburst is modeled as fixed with respect to the ground, aircraft flying through this wind very likely experiment a different shape wind because of different trajectory in time-space coordinates. This fact has motivated the authors to find estimation filters for generic winds.
III. WIND COMPENSATING ADAPTIVE CONTROLLER Before introducing the adaptive controller design process, the general structure of the proposed solution is described. As depicted in Figure 1 , the adaptive controller consists of two modules: a nominal controller, designed on the basis of the analytical description of the actual wind components, which exploits the wind components estimates provided by the NLGA based RBF-NN filters. In this way a practical wind compensating adaptive controller is obtained.
A. Aircraft Model for Controller Design
Starting from the simulation model of Equation (33), obtained from common and comprehensive aircraft model literature [14] , some simple assumptions have been introduced for design purpose (synthesis model):
• small attack angle, i.e. cos α ≈ 1;
• small thrust climbing effect, i.e. |T sin α| << |L|;
• small thrust pitching effect, i.e. |T d T | << |M |; thus leading to the following compact design model:
where
in the following the vector d will be called disturbance vector and the terms p # , the disturbance vector field, describes the wind effect. In particular, W x and W y are the horizontal and vertical wind components and ω q is the rotational wind effects. Thanks to the triangular form of the system (1) it is possible to design a backstepping based controller. The steps are (top-bottom): a glide slope and airspeed controller, an angle of attack controller and, finally, a pitch rate controller.
B. Glide slope and airspeed controller
Consider now the first subsystem:
and rename the first and the second component of z 1 with h 1,1 and h 1,2 , respectively. Finally, let's define the first and the second column of g 1 with g 1,1 and g 1,2 , respectively. By applying the procedure described in [8] and improved by [6] for taking into account time-varying diffeomorphisms, it is possible to define a matrix A 1 as follows:
Note that the det (A 1 ) = 0 and rank (A 1 ) = 2 for all standard flight conditions. Hence, the total vector relative degree is equal to the system state dimensions (i.e. 3) and an exact feedback linearization is possible. The controller design process is concluded by writing:
and 
C. Angle of attack controller
The second subsystem is described by (8):
The application of the Lie algebra to the subsystem χ 2 leads to the following result:
which is different from zero. This indicates that the relative degree (with respect to χ 3 ) is equal to 1 and that an exact feedback linearization is possible. It can be designed by defining the control law (10):
and
The termv α can be designed by adopting classical linear techniques, for example a PID controller is suitable:
where the coefficients C α 0 , C α −1 and τ α are the design parameters. Note that the structure of (12) and (13) theoretically assures that the angle of attack asymptotically converges to α REF .
D. Pitch rate controller
The last controller design phase is performed on the third subsystem:
and the elevator command needed to impose the reference pitch rate is obtained by observing that
is different from zero for all standard flight conditions. The relative degree is equal to 1, which coincides with the χ 3 subsystem dimensions. An exact feedback linearization is possible. The elevator law is described below:
Following the same design steps made for the α controller, the termv q can be chosen as a PID:
where the coefficients C q 0 , C q −1 and τ q are the design parameters. The stability theoretical property of (18) together with (19) assures that the pitch rate is regulated to its reference value, q REF .
Remark. In this work all controller parameter have been designed in order to guarantee the theoretical stability but a design for the real world implementation has to face other constraints such as handling qualities.
E. Wind compensation strategy
The nominal controller (Subsections III-B, III-C and III-D) is based on the actual wind disturbance vector, d, which is clearly unknown. The controller becomes feasible and adaptive by exploiting, instead of d, the disturbance vector estimation,d.
Remark. Note that all the time-varying diffeomorphisms and the classical ones which are related to the disturbance vector field are functions of the disturbance d. Appendix A shows in detail how the disturbance vector elements affect the system dynamics.
IV. WIND ESTIMATION
As shown by the simulation results in Section V, the control of the true air speed and the distance from the glide slope reference trajectory can be improved by using the estimate of the unknown wind disturbance components. This section recalls the design methodology and the implementation scheme of the NLGA RBF-NN based filters providing the estimates of the five wind components.
A. NonLinear Geometric Approach
This subsection recalls the NLGA, which was formally developed in [7] , on which the filters design methodology is based. A comprehensive detailed application of the NLGA is addressed also in [3] and [5] . This method relies on coordinate changes in the state and output space thus allowing to single out five new variables, each of them allowing to determine a sub-system affected only by one of the components of the wind disturbance vector d. More precisely, the approach considers a nonlinear system model in the form:
in which x ∈ X ⊂ R n is the state vector, u(t) ∈ R u is the control input vector, f (t) ∈ R is the wind component to be estimated, d f (t) ∈ R d the vector embedding the remaining wind components to be decoupled, y ∈ R m the output vector, n(x), l(x), the columns of g(x) and p(x) are smooth vector fields, and h(x) is a smooth map. The coordinate changes designed by using the NLGA lead to five new subsystems in the following form:
which is affected by one of the wind component, f , and decoupled from the vector d f . The properties of this input affine subsystem are exploited in following subsections, for designing the NLGA RBF-NN adaptive filters providing the wind estimation.
B. Radial Basis Function Neural Network
A Radial Basis Function Neural Network can be exploited to model and estimate the wind components, see [2] and [4] . For a sufficiently large number of hidden-layers neurons, N , and if the system state x ∈ X ⊂ R n , a weight matrix W can be determined such that the continuous function, f , is approximated by the RBF NN:
where x is one component of the system state, W is an optimal weight vector, ϕ k is k-th radial basis function and e is an approximation error of the fault function due to the number and type of the selected RBFs. In this paper, the RBFs are assumed to be modelled as Gaussian functions as follows:
where µ k and σ k are the center and the width of the k-th RBF respectively.
C. Design of the NLGA RBF-NN Adaptive Estimation Filters
A critical point is the estimation of generic wind. To this aim the RBF-NN seems to be particularly suitable, since it does not require any a priori information on the wind internal model. Starting from (21), an estimation filter based on the NLGA and RBF-NN can be modelled in the following form:
where K > 0 represents the filter gain, which can be designed such that the residual generator (24) is asymptotically stable with a good fault sensibility with respect to the noise attenuation ratio. The term ε is a residual, which represents the convergence error of the filter (directly linked with the theoretical estimation error) but, with physical meaning not related to the estimated quantity. The wind component function, f , is estimated by the following RBF-NN:
with the weight matrixŴ are determined by the following adaptive law:
where η > 0 is the learning ratio and D is a proper constant matrix such that the adaptive filter (24) is asymptotically stable. For the estimation of the wind derivativeẆ x , the adaptive filter is obtained as follows:
with the wind estimation,Ŵ x , given by the relations (25), (26). Similarly, for the estimation of the wind derivativeẆ h the adaptive filter is:
The measurements of the distance from the glide slope, d GS , and the altitude, H, are exploited to estimate the wind components W x and W h . In particular, the the dynamics of H are described by the following differential equation:
The estimation of the wind component W x is achieved by implementing the following adaptive filter:
whereŴ x is given by the RBF-NN. The wind component W h are estimated by the adaptive filter defined as follows:
where the RBF-NN provides the estimationŴ h . Finally, for the estimation of the rotational wind component, ω q , the adaptive filter is defined as follows:
withω q given by the RBF neural network. This preliminary work implements RBFs with fixed centers and widths designed in order to cover all possible values of the states ξ Wx , ξ W h and ξ ωq . Future investigations will concern also with the on-line adaptation of these parameters.
V. SIMULATION RESULTS
The adopted simulated aircraft is a wide-body airliner whose parameters are summarised in Table I . The nonlinear simulator is detailed with an accurate aerodynamics description and the implementation of the most advanced microburst model, as specified in Section II. The aircraft is assumed to
be in an approach configuration during the final segment of an instrumental landing trajectory. Subsections V-A and V-B illustrate the performances of the wind estimation system and the wind compensating control system, respectively.
A. Wind estimator performance
This subsection shows the performances of the designed NLGA RBF-NN adaptive filters providing the estimates of the wind disturbance components. Figures 2, 3 and 4 report the comparisons between the simulated wind components W x , W h and ω q (gray lines) and their relative estimationsŴ x ,Ŵ h andω q (red lines). Figures 5 and 6 show the estimates of the wind derivativeṡ W x andẆ h . In particular, they show the actual values of the overall wind derivatives (gray lines) comprehensive of Dryden turbulences, the actual values of the wind shear microburst derivatives only (black lines) and the corresponding estimates (red lines). The estimation goal is to provide a good and fast estimation of the microburst wind components only. It can be seen that the designed adaptive filters are able to estimate the evolution of the microburst wind derivatives by filtering the high frequency components due to the Dryden turbulence derivatives. 
B. Wind compensating adaptive controller performance
The wind estimates are exploited by the controller in order to compensate the wind effects and guarantee a safe flight during the glide slope path following. Figure 7 shows the distance (tracking error) from the glide path in presence of wind-shear microburst and Dryden turbulences, whose components have been described in Subsection V-A. The benefits of a wind compensating controller that allows a substantial reduction of the distance from the glide path are clear. In fact, the maximum tracking error is about 30 meters without wind shear compensation (blue line), , while it reduces to about 3 m (red line) with the wind estimation. wind compensation. Moreover, the profile of the wind-shear microburst is depicted through a schematic representation of the wind velocity and direction (magenta arrows). Finally, Figure 8 shows the dynamics of the main state variables (from an aeronautical point of view) V and α, for the controller without (blue lines) and with wind compensation (red lines). It is easy to see that, thanks to the wind compensation procedure, the attack angle, α, remains safely below its stall value. On the other hand, without wind estimation, the angle of attack dangerously approaches the stall angle (15 deg). Therefore, the simulation results highlight the satisfactory performances achieved via the adaptive control strategy relying on the NLGA RBF-NN wind estimation filters. 
C. MonteCarlo Stability Test
This subsection presents a MonteCarlo stability test. This test has been performed in presence of randomly selected state initial conditions and wind parameters (center of the wind shear, maximum wind intensity and wind shear height). Figure 9 depicts the dynamics of the main state variables highlighting the robust stability properties of the proposed scheme.
VI. CONCLUSION
In this work a novel longitudinal adaptive controller able to compensate wind effects was proposed. In particular, the problem of controlling the landing approach in presence of wind shear was considered. The novel proposed solution consisted of an adaptive controller, designed by using advanced tools of the differential geometry for time-varying systems, and a wind estimation module. The wind estimation module, designed thanks to the application of the nonlinear geometric approach and of the radial basis function neural network, allowed the estimation of generic time-varying wind components. The exploitation of wind estimation leads to a twofold benefit: an increased flight safety, due to a reduction of maximum reached angle of attack, and a reduction of the distance from the glide slope reference trajectory. In conclusion, the overall wind compensating adaptive controller is novel. Future works will investigate an adaptation law for the centers of the RBFs and will take into account more realistic design parameters such as actuators rate limiter and handling qualities specifications. 
where: dGS and H are the distance from the glide slope and the altitude, V , γ, α, q are the airspeed, the ramp angle, the angle of attack and the pitch rate. T , δe are the thrust and the elevator deflection. CL # , CD # , Cm # are the lift, drag and pitch momentum coefficients. m, g, dT , Iy,c are the aircraft mass, the gravity acceleration, the thrust arm, the y-inertia momentum and the aerodynamic mean chord. ρ is the air density, and finally, Wx, W h , ωq are the horizontal, vertical and rotational wind components.
