In the planted partition problem, the n vertices of a random graph are partitioned into k "clusters," and edges between vertices in the same cluster and different clusters are included with constant probability p and q, respectively (where 0 ≤ q < p ≤ 1). We give an efficient spectral algorithm that recovers the clusters with high probability, provided that the sizes of any two clusters are either very close or separated by ≥ Ω( √ n).
Introduction
In the planted partition problem, n fixed vertices are partitioned into k unknown "clusters" C 1 , . . . , C k , and edges are added independently with probability p between pairs of vertices in the same cluster and probability q between vertices in different clusters, where p and q are constants such that 0 ≤ q < p ≤ 1. The goal is then to recover the unknown partition a.s. given a random graph drawn from this distribution.
This paper is a companion to [2] , which gives a simple spectral algorithm for the special case of planted partition in which |C i | = n/k for all i and n/k = Ω( √ n). Our algorithm recovers the unknown partition via iterated projection: it constructs the orthogonal projection operator onto the dominant k-dimensional eigenspace of the adjacency matrix of the randomly generated graph and uses it to recover a single cluster, then deletes it and recurses.
In this paper, we show that, with minor modifications, the same algorithm works in a much more general setting: namely, the setting in which the clusters are partitioned into "superclusters," where clusters in the same supercluster are approximately the same size, while clusters in different superclusters have sizes separated by ≥ Ω( √ n) (and, as in the uniform case, all clusters are size
≥ Ω( √ n)).
Outline
In Section 2 we formally define the planted partition problem. In Section 3 we briefly review the uniform case. In Section 4 we define the superclusters setting discussed above. In Section 5 we describe our algorithm, and in Sections 6-9 we prove its correctness. In Section 10 we show how to estimate the number of clusters in each supercluster empirically if the exact numbers are not known. Finally, in Section 11 we discuss a generalization of planted partition in which the algorithm's input is not a random graph, but a random real symmetric matrixÂ = (â uv ) n u,v=1 such thatâ uv are independent random variables for 1 ≤ i ≤ j ≤ n with expectation p or q (depending on whether u and v are in the same cluster or not).
The planted partition problem
We now formally define the planted partition problem.
Definition 1 (Planted partition model). Let C = {C 1 , . . . , C k } be a partition of the set [n] := {1, . . . , n} into k sets called clusters, with |C i | =: s i for i = 1, . . . , k. For constants 0 ≤ q < p ≤ 1, we define the planted partition model G(n, C, p, q) to be the probability space of graphs with vertex set [n], with edges uv (for u = v) included independently with probability p if u and v are in the same cluster in C and probability q otherwise.
See Figure 1 . Note that the case k = 1 gives the standard Erdős-Rényi model G(n, p) [4] , and the case k = n gives G(n, q).
Problem 1 (Planted partition). Identify (or "recover") the unknown partition C 1 , . . . , C k (up to a permutation of [k] ) given only a random graphĜ ∼ G(n, C, p, q).
Observe that, by considering the adjacency matrix ofĜ, we can think of this as a problem about random symmetric matrices whose above-diagonal entries are independent Bernoulli random variables.
The uniform case
We now present a slightly modified version of the algorithm presented in [2] for the uniform case:
Figure 1: An illustration of the planted partition model. Edges between two vertices in the same cluster are added with probability p, while edges between two vertices in different clusters are added with probability q.
Algorithm 1 Uniform iterated projection
Given a graphĜ = (V ,Ê), cluster size s:
1. LetÂ be the adjacency matrix ofĜ, n := |V |, k := n/s.
2. Let P k (Â) =: (p uv ) u,v∈V be the orthogonal projection operator onto the subspace of R n spanned by eigenvectors corresponding to the largest k eigenvalues ofÂ.
3. For each column v of P k (Â), let W v := {u ∈V :p uv ≥ 1 2s }, i.e., the indices of the "large" entries of column v of P k (Â).
Let
It will be shown that such a v * exists and W v * has large intersection with a single cluster C i ∈ C a.s.
5. Let C be the set of vertices inĜ with ≥ (p − 10ǫ)s neighbors in W v * . It will be shown that C = C i a.s.
6. Remove C and repeat onĜ[V \ C]. Stop when there are < s vertices left.
The overview of Algorithm 1 is as follows. The algorithm gets a random graphĜ generated according to G(n, C, p, q). We first construct the projection operator which projects onto the subspace of R n spanned by the eigenvectors corresponding to the largest k eigenvalues ofĜ's adjacency matrix. This, we will argue, gives a fairly good approximation of at least one of the clusters, which we can then find and "fix up." Then we remove the cluster and repeat the algorithm.
The main result in [2] is that this algorithm a.s. recovers planted partitions in which all clusters are the same size s = Ω( √ n):
For sufficiently large n with probability ≥ 1−2
−Ω( √ n) , Algorithm 1 correctly recovers planted partitions in which all clusters are size s ≥ c √ n, where c = c(p, q) = Θ((p − q) −2 ).
A more general setting
Without much work, one can show that, in fact, Algorithm 1 works when all clusters are almost the same size-i.e., when (1 − ǫ)
. A natural next step is to try to extend it to the case when the clusters are divided into K "superclusters," where clusters in the same supercluster have roughly the same size, while clusters in different superclusters have sizes separated by ≥ c √ n. This is the setting which we consider for the remainder of this paper.
More precisely:
• Let C = {C 1 , . . . , C k } be the set of clusters.
• Let s i := |C i | for i = 1, . . . , m and assume without loss of generality that
• Assume C is partitioned into K "superclusters" C = C 1 ∪ . . . ∪ C K .
• Let k i := |C i | be the number of clusters in supercluster C i , for i = 1, . . . , K.
• Assume that the sizes of clusters in different superclusters are separated by ≥ c √ n. Furthermore, we may assume that the C i are arranged in decreasing order of their cluster sizes; i.e.,
for i = 1, . . . , K − 1. Thus, by (1) we have
• Within the superclusters the sizes are approximately the same:
for i = 1, . . . , K, where ǫ = ǫ(p, q) will be specified later.
• We may sometimes abuse notation and use C i to refer to the set of indices j such that C j ∈ C i or the set of vertices u ∈ C∈Ci C.
Our goal is still to recover the individual clusters exactly; we do not care about identifying which pairs of clusters belong to the same supercluster. Note that we assume that we know p, q, and k 1 , . . . , k K a priori. We will discuss how to determine these parameters empirically in Section 10.
Notation and definitions
We will use the following graph and matrix notation throughout this paper:
• N G (v) -neighborhood of vertex v in a graph G. We will omit the subscript G when the meaning is clear.
•
• A[S] -the principal submatrix of A with row and column indices restricted to S.
• λ i (A) -the ith largest eigenvalue of a symmetric matrix A (recall that symmetric matrices have real eigenvalues).
• λ i (G) -the ith largest eigenvalue of G's adjacency matrix.
• || · || 2 -the ℓ 2 -("spectral") norm of a vector or matrix.
• || · || F -the Frobenius norm of a matrix.
• I n -the n × n identity matrix.
• J n -the n × n 1s matrix.
• 1 S -the indicator vector ∈ {0, 1} n for the set S ⊆ [n].
• 1 n -the all 1s vector ∈ R n , i.e. 1 [n] .
• E[X] -the expectation of a random variable X. If X is matrix or vector valued, then the expectation is taken entrywise.
• a.s. -almost surely, i.e. with probability 1 − o(1) as n → ∞.
In addition, the following definitions are central to our algorithm:
Definition 2 (Dominant eigenspace). The dominant r-dimensional eigenspace of an n × n symmetric matrix A is the subspace of R n spanned by eigenvectors corresponding to the largest r eigenvalues of A. Note that this is well-defined as long as λ r (A) = λ r+1 (A).
Definition 3 (Rank-r projector). The rank-r projector of an n × n symmetric matrix A, denoted P r (A), is the orthogonal projection operator onto the dominant r-dimensional eigenspace of A, represented in the standard basis for R n .
We will denote as follows the main quantities to consider in this paper.
•Ĝ = ([n],Ê) -a random graph obtained from an unknown planted partition distribution G(n, C, p, q). This is what the cluster identification algorithm receives as input.
•Â = (â uv ) n u,v=1 ∈ {0, 1} n×n -the adjacency matrix ofĜ.
n u,v=1 -the entrywise expectation ofÂ.
• A = (a uv ) n u,v=1 := E[Â] + pI n -the expectation of the adjacency matrix G with ps added to the diagonal (to make it a rank k).
•B = (b uv ) n u,v=1 :=Â + pI n − qJ n .
A key difference between the uniform and nonuniform cases is that the algorithm and analysis are based on B andB rather than A andÂ. This simplifies the spectral analysis considerably, since B is essentially a block diagonal matrix (after permuting the rows and columns). In order to computeB, we assume that our algorithm has access to the exact values of p and q, or at least good approximations. We discuss this further in Section 10.2.
The algorithm
We now show how to adapt Algorithm 1 to the "superclusters" setting presented in Section 4. The key difference is that we will project onto the eigenspace of B corresponding to its largest k 1 (rather than k) eigenvalues. Because we have an Ω( √ n) separation between C 1 and C 2 , this will allow us to recover one of the clusters in C 1 . When we have recovered all clusters in C 1 , we will move on to C 2 , then C 3 , and so on.
Another complication is that, since the clusters are not all the same size, it is no longer reasonable to assume we know the cluster sizes exactly. However, we will see that the eigenvalues ofB give good approximations to the cluster sizes. More precisely, for C i ∈ C j , λ i (B) is a good approximation to s i . In fact, since all clusters in C j are approximately the same size, it is a good approximation to the size of any cluster in C j . This allows us to construct an approximate cluster of roughly the correct size, as in Step 4 of Algorithm 1.
Algorithm 2 Nonuniform iterated projection
Given a graphĜ = (V ,Ê), supercluster sizes k 1 , . . . , k K :
1. LetÂ be the adjacency matrix ofĜ, n := |V |,B :=Â − qJ n + pI n .
2. Let P k1 (B) =: (p uv ) u,v∈V be the orthogonal projection operator onto the dominant k 1 -dimensional eigenspace ofB.
We will see that this is approximately the size of the largest cluster.
.e., the indices of the "large" entries of column v of P k1 (B).
It will be shown that such a v * exists and W v * has large intersection with a single cluster C i ∈ C 1 a.s.
6. Let C be the set of vertices inĜ with ≥ (p − 10ǫ)ŝ neighbors in W v * . It will be shown that C = C i a.s.
7. Remove C and repeat onĜ[V \C], with supercluster sizes
. . , k K as the supercluster sizes (i.e., k 2 becomes the "new" k 1 , k 3 the "new" k 2 , and so on). Stop when all supercluster sizes are 0.
The main result of this paper is the following:
Theorem 2. Let C be an unknown partition of [n] satisfying the conditions in Section 4, with ǫ = O(p − q) and c = Ω
Sections 6-9 are devoted to proving the correctness of Algorithm 2, mirroring the analysis in [2] . Sections 6 and 7 develop the linear algebra tools necessary for the proof, Section 8 uses these tools to prove that Steps 4-6 of Algorithm 2 successfully recover a single cluster a.s., while Section 9 shows that the algorithm as a whole successfully recovers all clusters a.s.
Eigenvalues of B andB
Observe that by permuting the rows and columns of B we get B ∼ (p − q) diag(J s1 , . . . , J s k ). Thus, its eigenvalues are trivial to compute: Lemma 1. B is a rank-k matrix with eigenvalues Lemma 2. With probability
for sufficiently large n.
By Weyl's inequalities (see, e.g., [5, Theorem4.4 .6]), we get
for i = 1, . . . , n; i.e., we can approximate the eigenvalues of B with those ofB (and vice versa) with at most O( √ n) error. This yields an Ω( √ n) separation in the eigenvalues of both B andB between different superclusters; i.e., for
as shown in Figure 2 . However, such a separation between C 1 and C 2 will suffice, since Algorithm 2 computes P k1 (·) in each iteration on a submatrix of the originalB from the first iteration.
Proof. First we handle B.
By definition of k 1 , we have C 1 = {C 1 , . . . , C k1 }; thus, by (2) we have
. . , k, and for i > k we have
The lemma thus follows by (6) Thus, the eigenvalues of B andB corresponding to the clusters in C 1 are separated from the remaining eigenvalues by at least
. This quantity is positive as long as c > 14 p − q .
Deviation between the projection operators
The following lemma shows an inverse relation between a "gap" in the eigenvalues of two symmetric matrices X and Y and the difference between their rank-r projectors (Definition 3). More precisely, if the largest r eigenvalues of both X and Y are "well-separated" from the remaining ones (as is the case for B andB above, with r = k 1 ), then their projectors P r (X) and P r (Y ) are close in ℓ 2 -norm.
Lemma 4. Let X, Y ∈ R n×n be symmetric. Suppose that the largest r eigenvalues of both X and Y are ≥ β, and the remaining n − r eigenvalues of both X and Y are ≤ α, where α < β. Then
and
This can be proved via the Cauchy integral formula for projections, as in [2, Lemmas 15-16]. See Appendix A for the full proof.
We can apply the above lemma to B andB to get the following:
Lemma 5. Assume (5) holds. Then we have
provided that
Proof. By (5) and Lemma 3, we can apply Lemma 4 with
where the second inequality follows from (2). We get (10) similarly by applying (8) .
Thus, we see that c has an inverse dependence on ǫ and p − q. In order for the proofs in Section 8.2 to go through, we will require that ǫ = O(p − q). Thus, by (11) c must be Ω((p − q) −2 ). Why is Lemma 5 useful? Observe that
Thus, the nonzero entries of P k1 (B) tell us precisely which pairs of vertices belong to the same cluster C ∈ C 1 . Of course our algorithm does not have access to this matrix, but by Lemma 5 P k1 (B) ≈ P k1 (B) a.s., so we should be able to use P k1 (B) in place of P k1 (B) to recover the clusters. Sections 8 and 9 go over the details of this approach.
Recovering a single cluster
In this section we show how to use the spectral results in Sections 6 and 7 to recover a single cluster. In Section 8.1 we will show how to construct a.s. a set W with large intersection with a single cluster C i (Steps 4-5 of Algorithm 2), and in Section 8.2 we will show how to recover C i exactly a.s. by looking at the number of neighbors in W of each vertex (Step 6). In Section 9 we will show how to recover all clusters using this procedure.
Constructing an approximate cluster
We do not assume that our algorithm has access to the exact cluster sizes, so let us begin by showing thatŝ as defined in Step 3 of Algorithm 2 is a good approximation to the size of the clusters in C 1 (recall that by (4) they are all approximately the same size).
Lemma 6. Assume (5) holds and definê
Proof. By Lemma 1, λ 1 (B) = (p − q)s 1 , so by (5) and Weyl's inequalities we
Thus,ŝ is an upper bound on s 1 . Finally, as s 1 ≤ (1 + ǫ)s k1 by equation (4), we haveŝ
Note that the last inequality follows from (11).
We will now show how to use P k1 (B) to construct an "approximate cluster," (a set with small symmetric difference with one of the clusters) as in Steps 4-5 of Algorithm 2. The following lemma gives a way to produce such an approximate cluster using onlyB:
Proof. Observe that by (12) we have
provided ǫ ≤ 1/2. By the triangle inequality,
We will show that in order for this to hold, W must have large intersection with some cluster in C 1 .
Fix t such that
Assume by way of contradiction that |W ∩ C i | ≤ t for all i ≤ k 1 . Observe that
Consider the optimization problem
with variable x i representing |W ∩ C i |. It is easy to see that the maximum occurs when x k1 = t, x k1−1 = (1 + 4ǫ)s k1 − t, x i = 0 for all i < k 1 − 1, and the maximum is
. Note that the value of of x k1−1 is legal by our
. Thus, by (13) and (14) we have
Solving for t, this implies
If we make ǫ small enough (ǫ ≤ .01 suffices), then this is > (1 − 6ǫ)s k1 . Thus, if we pick t = (1 − 6ǫ)s k1 we have a contradiction. Therefore, it must be the case that |W ∩ C i | > (1 − 6ǫ)s k1 for some i ≤ k 1 . Note that for the proof to go through we require This lemma shows that we can a.s. produce an approximate cluster by trying all sets W ⊆ V with |W | ≤ (1 + ǫ)ŝ and taking the one which maximizes ||P k1 (B)1 W || 2 . However, this would take Ω(n s k 1 ) time, so we need to narrow the search space. The next lemma shows that we can, in fact, produce such a W by defining 
Proof. Let H = (h uv ) n u,v=1 be the true cluster matrix of C 1 , i.e.
h uv := 1 if u, v ∈ C for some C ∈ C 1 0 else . This is the matrix that results from rounding the nonzero entries of P k1 (B) to 1. Now we similarly defineĤ = (ĥ uv ) n u,v=1 to be the matrix that results from rounding the "large" entries of P k1 (B) to 1:
Observe that column v ofĤ is 1 Wv . Now consider the errors between H andĤ. By definition ofĤ, each error contributes ≥ 
Let n 1 := s 1 + . . . + s k1 = the number of vertices (columns) in C 1 . Averaging over the columns in C 1 , there must exist a vertex v ∈ C 1 with at most 8k 1 ǫ 2ŝ2 /n 1 errors. Let C i be the cluster containing v. Then by (12)
Finally, we must argue that
Then by the triangle inequality and (9)
This completes the proof.
Lemmas 7 and 8 fit together as follows: Lemma 7 shows that any set W such that W ≤ (1 + ǫ)ŝ and ||P k1 (B)1 W || 2 ≥ (1 − 3ǫ) √ s k1 must come mostly from a single cluster, while Lemma 8 shows that there must be such a W among the W v . Thus, we can a.s. produce an approximate cluster W by simply taking the W v such that |W v | ≤ (1 + ǫ)ŝ and ||P k1 (B)1 Wv || 2 is maximum.
Note that this approach does not require any access to s 1 , . . . , s m . However, we assume k 1 , . . . , k K are known so that we know how many eigenvectors to project onto (i.e., k = k 1 ).
Recovering the cluster exactly
Once we have a set W with small symmetric difference with a cluster C i , we show how to recover C i exactly a.s. by looking at the number of neighbors each vertex has in W . First, we show that vertices in C i are distinguished from those outside C i by their number of neighbors in C i itself (Lemma 9). Then we show that using W in place of C i does not throw things off by too much (Lemma 10).
Lemma 9. Consider cluster C i and vertex
with probability ≥ 1 − e −ǫ 2 si , and if u / ∈ C i , then
The proof is essentially the same as that of [2, Lemma 19] and is therefore left as an exercise. Proof. Assume u ∈ C i and u satisfies (15). We want to lower bound |N (u) ∩ W | in terms of |N (u) ∩ C i |. The worst case is when as many as possible of u's neighbors in C i come from C i \ W , i.e., when u is adjacent to all vertices in C i \ W . Thus, we have
As |C i | = s i and |W ∩ C i | ≥ (1 − 6ǫ)s k1 , we have
Therefore, by (12) we have
This proves part a). For part b), assume u / ∈ C i and u satisfies (16). Now we want to upper bound |N (u) ∩ W | in terms of |N (u) ∩ C i |. Now the worst case is when u has as many neighbors as possible in W \ C i , i.e., when u is adjacent to all vertices in W \ C i . In this case,
As |W | ≤ (1 + ǫ)ŝ and |W ∩ C i | ≥ (1 − 6ǫ)s k1 , we have
This completes the proof of b).
Thus, if we have a set W which has large intersection with C i , we can use |N (u) ∩ W | to distinguish between u ∈ C i and u / ∈ C i as shown in Figure 3 , provided p − 10ǫ > q + 10ǫ, or, equivalently,
Note that we apply Lemma 10 to the W u , which themselves depend on the random sampleĜ, so we cannot simply treat |N (u) ∩ W | as the sum of |W | independent random variables and follow a Hoeffding argument as in Lemma 9 . This is why we need both Lemmas 9 and 10. 9 The "delete and recurse" step After we have found one cluster, we cannot simply say that Algorithm 2 finds the remaining clusters by the same argument. Some care has to be taken because the iterations of Algorithm 2 cannot be handled independently: the event that iteration t correctly recovers a cluster certainly depends on whether or not iterations 1, . . . , t − 1 correctly recovered clusters.
We can get around this by "preprocessing the randomness" as in [2, Section 7.3]. Essentially, we apply the analysis in Sections 6-8 to all 2 k cluster submatrices ofB (principle submatrices induced by a subset of the clusters) and show via a union bound that the overall failure probability is still small.
Formally, we define the 2 k cluster submatrices aŝ
We define cluster submatrices of B analogously Next, we define the following events on G(n, C, p, q):
• Spectral events: for J ⊆ [k] , let E J be the event that ||B J −B J || 2 ≤ 7 dim(B J ) = 7 i∈J s i . These are the events that the eigenvalues of the cluster submatrices are close to their expectations.
• Degree events:
These are the events that each vertex has approximately the expected number of neighbors in each cluster.
Thus, we have defined a total of 2 k + nk events. Essentially, these are the events that everyB J satisfies (5) and that (15) and (16) are satisfied for all i ∈ [k], u ∈ [n]. Note that the events are well-defined, as their definitions depend only on the underlying probability space G(n, C, p, q) and not on the random graphĜ sampled from the space.
These final two lemmas prove that Algorithm 2 succeeds with probability at least
Lemma 11. Assume E J and D i,u hold for all J ⊆ [k], 1 ≤ i ≤ k, and 1 ≤ u ≤ n. Then Algorithm 2 successfully recovers C.
We omit the proofs, as they are essentially the same as the proof of the main theorem in [2, Section 7.3]. The main difference is that one argues that Algorithm 2 first recovers C 1 , then C 2 , etc. Thus, we really only have to take the union bound over 2 k1 + . . . + 2 kK cluster submatrices, not all 2 k .
10 Parameter-free planted partition
Until this point, we have assumed that our algorithm has access to p, q, and
In this section, we discuss what to do when we don't have access to these parameters' exact values.
Unknown supercluster sizes
Let us assume that only p and q are known. As it turns out, we can reduce this case to the case when k 1 , . . . , k K are known at the expense of slightly increasing c. Assume (5) holds. Then by (2)
Thus, let us go down the list of eigenvalues ofB in decreasing order and whenever we see a separation of at least ((p−q)c−14) √ n record the number of eigenvalues seen since the last such separation. Ignore the last group, as these eigenvalues correspond to the n − k zero eigenvalues of B. Letk 1 , . . . ,k L be this sequence of numbers.
Consider the clusterinĝ Proof. ConsiderĈ 1 . By definition ofk 1 ,
By the contrapositive of (17), this means C i , C i+1 are in the same C j for i = 1, . . . ,k 1 − 1. A similar argument applies for eachĈ i . Hence, eachĈ i is a subset of some C j .
Thus, by these two observations, we a.s. have a separation into superclusterŝ
n whenever C i , C i+1 are in differentĈ j , where
(by Observation 2).
• s i ≤ (1 + ǫ)s i+1 whenever C i , C i+1 are in the sameĈ j (by Observation 1 and (4)).
This is sufficient to recover C, since we only care about recovering the individual clusters, not which supercluster each cluster belongs to. Note that since c = Ω((p − q) −2 ), c ′ is still a large positive constant. Hence, in order for the analysis in Sections 6-9 to go through, we simply require
in place of (11) . As ǫ ≤ .01, setting c ≥
15
(p−q)ǫ suffices.
Unknown p and q
Unfortunately, we still need to assume that Algorithm 2 has access to the exact values of p and q so that it can computeB :=Â + pI n − qJ n . There are two possible ways around this:
1. Obtain good estimates on the eigenvalues of A so that the algorithm can useÂ instead ofB, as in the uniform case. Since
Weyl's inequalities give the bounds
for i = 2, . . . , k. However, in order for the spectral results in Sections 6 and 7 to go through we need a separation between λ i (A) and λ i−1 (A) when C i and C i−1 are in different superclusters. Thus, the above bounds are not good enough. However, by (19) we may view A as a rank-1 perturbation of B (whose eigenvalues are known), so we may attempt to use perturbation results such as [3, 7, 11] to compute its eigenvalues.
2. Estimate p and q empirically. We must find a way to do so with ≤ O(1/ √ n) error in order to overcome the O( √ n) error introduced by the random noise (see Lemma 2) . One promising approach is to use the techniques of graphons [10] . In [8, 9] , the authors use the theory of large deviations [1] to show that the edge and triangle or l-star densities of "most" graphs together induce a multipodal (i.e. stochastic block model) structure in the limiting graphon. Thus, one might hope to estimate p, q, and s 1 , . . . , s k by looking at the graphon induced by these statistics onĜ.
.
Planted partitions in random symmetric matrices
We now attempt to push Algorithm 2 to an even more general setting. In the above sections we receive as input a random graph or, equivalently, a random symmetric matrixÂ = (â uv ) n u,v=1 whose diagonal entries are 0 and whose offdiagonal entries are Bernoulli random variables with expectation p or q. More generally, we can assume thatÂ is a random symmetric matrix whose entries come from arbitrary distributions (under certain assumptions) with expectations p and q. This, in turn, allows us to bound P k1 (B) − P k1 (B) in norm as in Lemma 5 , provided that
Constructing an approximate cluster
In Step 3 of Algorithm 2, definê
Then (12) holds as in the Bernoulli case, assuming (20) holds. Thus, Lemmas 7 and 8 remain exactly the same as in the Bernoulli case (except replace (5) with (20)).
Recovering the cluster exactly
In the Bernoulli case, we use the random variables
to distinguish between u ∈ C i and u / ∈ C i (Lemmas 9 and 10). Thus, for general distributions we define the random variable . (Recall that a random variable is actually a measurable function from a probability space to R; hence, S u,W is actually a function of the random matrixÂ.)
Proceeding as in Lemma 9, for each cluster C i we get
for all u ∈ C i , and
for all u / ∈ C i , each with probability ≥ 1 − exp − ǫ 2 s i 3κ 2 . We now argue that if W has large intersection with some C i , then we get bounds on S u,W which are not far off from those on S u,Ci . However, since the entries ofÂ need not be 0 or 1, each element of W △C i can throw off the bounds by as much as max
where µ := max{|p|, |q|}.
More precisely: We omit the proof, as it parallels that of Lemma 10. Thus, we are able to recover the cluster a.s. as long as p − (18µ + 16κ + 1)ǫ > q + (16µ + 16ǫ + 1)ǫ, or equivalently,
It may be possible to optimize these constants slightly by breaking the proof of Lemma 13 into cases based on whether p and q are positive or negative, but there will always be a dependence on p, q and κ.
Parameter dependencies
By (21), the above inequality (24) is satisfied if
This can be accomplished if we require
In addition, observe that we need the failure probability of exp − ǫ 2 si 3κ 2 above to be o(nk), since we take a union bound over nk "degree events" (see Section 9) . This can be accomplished if we require ∆ = ω (max{|p|, |q|} + κ) 2 κ 2 log n (p − q) 2 .
Thus, we get the following theorem:
Theorem 3. Let C be defined as in the beginning of Section 11, and assume that (24)-(26) are satisfied. Then C can be recovered a.s. in polynomial time given onlyÂ ∼ PP(n, C, D 1 , D 2 , D 3 ).
Observe that (25) and (26) together imply κ(max{|p|, |q|} + κ}) ≪ √ n log n .
So a necessary condition for Algorithm 2's success is that |p|, |q|, and κ aren't too big. On the other hand, if κ is small (i.e., the entries ofB are highly concentrated), we can potentially get away with a smaller-than-√ n separation between the cluster sizes. Note also that our goal was to make Algorithm 2 work in the most general setting possible; it may be possible to obtain better conditions on the parameters in certain special cases. One can do this by mirroring the analysis in Sections 6-9.
A Proof of Lemma 4
We will prove (7) using the Cauchy integral formula for projections [2, Theorem 14] . Define γ to be the boundary of a 2M × 2M square in the complex plane with upper and lower sides are on the lines y = ±M , left side on the line x = x 0 , and right side on the line x = x 0 + 2M , where x 0 := (α + β)/2 and we will let M → ∞. Thus, the interior of γ contains exactly the largest r eigenvalues of both X and Y (see Figure 4) .
Applying the Cauchy integral formula, P r (X) = 1 2πi γ (zI n − X) −1 dz,
and so we get Observe that for each z ∈ C the matrices zI n − X, zI n − Y are normal. Hence (zI n −X) The contributions from the other sides of γ go to 0 as M → ∞. This completes the proof of (7). To show (8) , observe that P r (X) and P r (Y ) both have rank r, so P r (X) − P r (Y ) has rank at most 2r. Hence, P r (X) − P r (Y ) has at most 2r nonzero eigenvalues. Recall that for any real symmetric n × n matrix H The lemma thus follows from (7):
