The purpose of the paper is to introduce mathematicians to a cash-in-advance model from economics. We show that tools from inverse limits and dynamical systems developed in the last forty or so years are applicable to it. © 2007 Elsevier B.V. All rights reserved. 
The model
We consider an implicitly defined difference equation derived from a cash-in-advance model from economics. The model and difference equation were investigated by R. Michener and B. Ravikumar in a paper that appeared in an economics journal. (See [6] .) The difference equation has the unusual property that it is well-determined backward in time, but not forward in time.
In the model, households are choosing how much cash to hold over time. Holding cash today allows the household to purchase certain goods and services which we will call cash goods. Other goods and services can be bought on credit and do not require cash which we will call credit goods. The implicit cost of holding cash is the interest income foregone if the household had instead held the cash in the form of another asset, say bonds. The choice to hold cash involves a trade-off: the benefit of being able to purchase cash goods and services against the cost of the foregone interest income. It is assumed that the household makes this trade-off optimally, and so the household's problem is best set in the framework of a dynamic optimization problem.
More specifically, the household has preferences over sequences of the cash good (c 1t ) and credit good (c 2t ) represented by a utility function (real-valued) . The parameter β is called the discount factor and is assumed to be strictly between 0 and 1 (consumption in the future is worth less to the household so the benefit from future consumption is discounted).
To purchase the cash good c 1t at time t the household must have cash m t . This cash is carried forward from t − 1 and in this sense the household is required to have cash in advance of purchasing the cash good. The credit good c 2t does not require cash, but can be bought on credit. The household has an endowment y each period that can be transformed into the cash and credit goods according to c 1t + c 2t = y. Since this technology allows the cash good to be substituted for the credit good one-for-one, both goods must sell for the same price p t in equilibrium and the endowment must be worth this price per unit as well. Each period the household also receives a transfer of cash from the government in the amount θM t . Now on to the household's optimization problem: The household seeks to maximize (1) by choice of {c 1t , c 2t , m t+1 } ∞ t=0 subject to the constraints c 1t , c 2t , m t+1 0,
m t+1 p t y + (m t − p t c 1t )
taking as given m 0 and {p t , M t } ∞ t=0 . The money supply {M t } is controlled by the government and follows a constant growth path M t+1 = (1 + θ)M t where θ is the growth rate and M 0 > 0 given.
Eq. (2) is the cash-in-advance constraint which says that the amount spent on the cash good p t c 1t must be no more than cash on hand m t . Eq. (3) is the budget constraint on cash holdings for next period. In words, it says that the cash carried over into next period (m t+1 ) can be no greater than the income (p t y) plus cash not spent (m t − p t c 1t ) plus the transfer of cash from the government (θM t ) minus the amount spent on the credit good (p t c 2t ). See [6] for a more detailed description of the model. [6] make assumptions on the function U so that the solution to this problem will be interior and the solution to the first-order conditions and transversality condition will be necessary and sufficient. [6] , p. 1120.) The function U : R 2 + → R is increasing in both arguments, strictly concave, and C 2 . Both c 1t and c 2t are assumed to be normal goods. Further, to guarantee interior solutions we will assume The assumption that U is increasing in both arguments embodies the notion that more is preferred to less. Strict concavity implies (among other things) that U 11 < 0 and U 22 < 0, which represents what economists call diminishing marginal utility. The extra enjoyment from more of each good is positive, but diminishes as more of the good is consumed. Being a normal good simply means that, all else equal, if the household has more income, more of the good will be consumed. The other assumptions on the partial derivatives imply that if feasible, the household will choose 0 < c 1 < y and 0 < c 2 < y, i.e., the solution will be interior. In the economics literature, these assumptions are fairly standard.
Assumption 1. (See
To solve the household's constrained optimization problem [6] use the Lagrangian method:
β t U(c 1t , c 2t ) + μ t (m t − p t c 1t )
where {μ t , λ t } are non-negative Lagrange multipliers. The first-order conditions and transversality condition for this problem are
Upon substituting Eqs. (4) and (5) into (6), we get
This condition reflects that at the optimum, the household must be indifferent between spending a little more on the credit good (giving a marginal benefit U 2 (c 1t , c 2t )/p t ) versus savings the money and purchasing the cash good in the next period (giving a marginal benefit βU 2 (c 1t+1 , c 2t+1 )/p t+1 ).
An equilibrium in the model is essentially a sequence of prices such that supply equals demand. More formally, an equilibrium is by definition a collection of sequences {c 1t , c 2t , m t , M t , p t } ∞ t=0 such that M t+1 = (1 + θ)M t (the money supply follows the stated policy rule), m t = M t (demand for money equals the supply of money) and c 1t + c 2t = y (demand for goods equals the supply of goods), and the solution to the household optimization problem is given by {c 1t , c 2t , m t+1 } ∞ t=0 . Let x t := m t /p t . Then using the conditions that M t = m t and c 2t = y − c 1t , Eq. (10) implies
If the cash-in-advance constraint (7) binds, then c 1t = x t . If not, then Lagrange multiplier μ t = 0 and c 1t = c := arg max x U(x, y − x). It then follows that c 1t = min[x t , c] for all t. Using this relationship we can eliminate c 1t and c 1t+1 from (11) to get a difference equation in x alone:
where
See Figs. 1 and 2 for illustrations of two possible configurations for A and B. One can show that there is a one-to-one mapping between equilibria in the model and non-negative sequences {x t } that satisfy the difference equation (12) and transversality condition
Since the discount factor β is assumed to be strictly between 0 and 1, any solution to the difference equation (12) that is bounded from above and from below by a strictly positive constant will satisfy the transversality condition. Consequently, in the discussion that follows, solutions to (12) that satisfy 0 < x < x t <x < ∞ for all t will be an equilibrium in the model. [6] use two more assumptions in their paper (p. 1125) which we include here for completion and briefly describe what they imply for the model. This assumption is putting additional restriction on the utility function so that the function A(·) is either humpshaped or monotonically decreasing on [0, c].
These conditions guarantee the existence of a solution x * > 0 to A(x * ) = B(x * ) and that this intersection of the two functions occurs when A(x) is decreasing.
Propositions
Consider the difference equation
B(x t ) = A(x t+1 )
from above and recall that we are interested in the solutions to the difference equation, which are sequences Note that there are positive numbers x and x such that
and in case I and perhaps case II, there are positive numbers x b and x b such that
Since the function A is not one-to-one, the dynamics in the model given by the difference equation (12) are not welldefined. However, since B is one-to-one, we can invert B and define the function f (x) := B −1 • A(x). This function gives the backward dynamics x t = f (x t+1 ), maps [0, ∞) to itself and inherits the basic shape of A. Consequently, even though the dynamics of (12) are not well-defined going forward in time, the dynamics are well-defined going backward in time. In terms of the f function we have:
Remarks.
Since B is increasing, this implies
Since B is increasing, this implies x x b .
[6] provide the following propositions about the attracting sets for the map f . Note that the map f runs the dynamics backward, i.e., f takes x t+1 to x t . 
The dynamics are not interesting in cases (I.B), (I.C), and (II.B). The three-cycle proposition in [6, p. 1128 ] assumes (1 + θ)c/β x. Since (1 + θ) > β (by assumption in [6] ), these sufficient conditions for chaos only cover cases (I.A) and (II.C). [6] illustrate by an example that chaos is possible in case (II.A).
In this paper, we deal with case (I.A) only. Cases (I.B) and (II.B) are the same and not interesting, and case (I.C) is not interesting either. Case (II.A) is interesting and case (II.C) (sort of a combination of cases (I.A) and (II.A)) is interesting also. Cases (II.A) and (II.C) should be topics for future study. We can strengthen the first proposition above somewhat, and that is done in the propositions below.
Thus, we know quite a bit about the possible behavior of A, B, and f . However, there is still much not known: different choices of A and B all satisfying the required conditions yield very different dynamical behavior. Some choices lead to rather boring dynamical systems, and some lead to interesting ones. The choice forward in time (how much cash to hold) is responsible for the interesting dynamics of the system, and is why the system is not well-defined forward in time.
One obvious equilibrium is the sequence (x * , x * , x * , . . .), where x * is the positive number such that A(x * ) = B(x * ). We will call this the trivial solution. There are many other solutions. For case (I.A), note that if a sufficiently large x 0 is chosen, then the requirement that A(x 1 ) = B(x 0 ) forces x 1 to be larger than x 0 , and x 1 is unique. (See Fig. 1 .) Continuing, one sees that the solution (x 0 , x 1 , . . .) for that initial condition is well-defined and lim t→∞ x t = ∞. Likewise, if a sufficiently small positive x 0 is chosen, then x 1 is smaller than x 0 , and the solution (x 0 , x 1 , . . .) consists of a decreasing sequence of positive numbers converging to 0. We summarize the possibilities precisely in the following propositions.
As before, let x denote the unique positive number such that B(x) = A(c). Let x denote the unique positive number such that B(x) = A(x). Then for the cases we consider, x < c < x. It follows from the previous propositions that in case (I.A) solutions that contain members not in the interval [x, x] exhibit simple behavior. Mathematically they are not very interesting. From an economics perspective, they may not constitute an equilibrium (the transversality condition may be violated). If the transversality condition is satisfied in these cases, then such equilibria are referred to as self-fulfilling inflations (x t → 0) and self-fulfilling deflations (x t → ∞). Moreover, a solution containing a member not in [x, x] would be locked into one behavior-either its members would eventually increase without bound, or they would eventually decrease to 0.
Inverse limits on the interval
A continuum is a compact, connected metric space. If X and Y are continua, and
A chain is a finite sequence A continuum is decomposable if it is the union of two of its proper subcontinua. If a continuum is not decomposable, it is indecomposable. A reader not familiar with these objects might wonder whether they exist. They do indeed, and are quite common occurrences in chaotic dynamical systems. All indecomposable continua share certain structure. If X is an indecomposable continuum and x ∈ X, then Cps(x) = {y ∈ X: there is a proper subcontinuum of X that contains both x and y}; Cps(x) is called the composant of x. The set of composants of an indecomposable continuum partitions the continuum into an uncountable collection of mutually disjoint sets, each of which is dense in the continuum. Each composant is like a "highway" in the continuum. The continuum is made from the collection of highways, each close to any other but forever apart from the other.
A continuum with the property that every proper subcontinuum is an arc is called an arc continuum. Note that a continuum can be both indecomposable and an arc continuum. A continuum can also be both indecomposable and chainable. In the case of an indecomposable arc continuum, each composant of the indecomposable arc continuum is an arc component. (If X is an arc continuum, and x ∈ X, the arc component A(x) of the point x is the set {z ∈ X: there is an arc P z in X that contains both x and z}.) The familiar Knaster bucket handle continuum, which is homeomorphic to the Smale horseshoe attractor, is a chainable, indecomposable arc continuum. However, indecomposable arc continua need not be chainable-the solenoids are indecomposable arc continua, but they are not chainable. Likewise, indecomposable chainable continua need not be arc continua. The pseudoarc is an indecomposable chainable continuum which contains no arcs. In fact, every proper subcontinuum of a pseudoarc is either a point or a copy of the pseudoarc.
We need some definitions and facts from dynamics: Suppose X is a compact metric space and
(Thus, the basin of attraction for an attracting orbit is an open set that contains all points attracted to the orbit.)
is the set {u: u is open in X and if y ∈ u\O + (x), then there is some positive integer N y such that if k > N y , then f k (y) / ∈ u}. (Thus, the basin of repulsion for a repelling orbit is an open set that contains all points pulled away from that orbit.)
We can talk about the orbits of nonperiodic points, too: If X is a metric space and f : X → X is continuous, the
(Hence the orbit of a periodic point is an invariant subset of X under f .)
Suppose that X and Y are metric spaces, f : X → X is continuous and
then f and g are said to be conjugate. Whenever two maps are conjugate, their dynamics are equivalent.
A subset A of a complete, separable metric space X is residual in X if A contains a dense G δ subset of X. Suppose that K is a compact, metric space, and h : K → K is continuous. If there is a point p which has a dense orbit in K under the action of h, then there is a residual set of points in K each of which has its orbit dense in K. We say that h is transitive if there is a point p in K which has its orbit dense in K. The map h is transitive if and only if it has the following property: if u and v are nonempty open subsets of K, then there is some integer n such that f n (u) ∩ v = ∅. The map h has sensitive dependence on initial conditions on the invariant closed subset H of K if there is some positive number r such that for each point x in H and for each ε > 0, there is a point y in H with d(x, y) < ε and an integer k 0 such that d(h k (x), h k (y)) r. The map h is chaotic in the sense of Li and Yorke if h has sensitive dependence on initial conditions on K. The map h is chaotic in the sense of Devaney [7] if 1. there is a point p in K which has its orbit dense in K, 2. the set of periodic points in K is dense in K, and 3. h is sensitive to initial conditions at each point of K.
If X is a metric space and f : X → X is continuous, f is transitive, and the set of periodic points of f is dense in X, then f has sensitive dependence on initial conditions [2] . Thus, Devaney's last condition is redundant. Rob Roe [15] has shown that if X is a finite tree and f : X → X is continuous and has a dense orbit, then f is chaotic in the sense of Devaney. (Note that Roe's assumption that X be a tree is important: An irrational rotation on a circle forms a dynamical system in which every orbit is dense, but it is not chaotic and it does not have any periodic points.) Thus, for a map from an interval to itself, condition 1 above implies that the map is chaotic in the sense of Devaney.
A continuum X has the fixed point property if for every continuous function h from X to itself, there is a point
A map of an interval onto itself is called Markov if there is a finite invariant set A containing the end points of the interval such that if p and q are consecutive members of A, then the restriction of the map to [p, q] is monotone.
A topological ray is a locally compact, connected metric space R containing a point O such that R\{O} is connected, and if p ∈ R, but p = O, then R\{p} is the union of two disjoint connected sets.
Suppose N denotes the positive integers and N denotes the nonnegative integers. A subset D of the nonnegative integers is cofinal if D = ∅ and for each n ∈ D, there is some m ∈ D such that m > n. We will say D is strongly cofinal if there is some positive integer N such that D = {n ∈ N: n N }.
Suppose D is a strongly cofinal subset of the nonnegative integers. Let, for each n ∈ D, X n be a nonempty metric space, and f n denote a continuous map from X n+1 to X n . We note that inverse systems and inverse limits can be defined for a much broader class of spaces (here we limit ourselves to metric spaces) and indexing sets (here we use a cofinal subset of the nonnegative integers for indexing), but the definitions above are sufficient for our purposes. The properties of inverse limits have been studied at least since the 60's and much is known about them. Background theorems we need about their properties are given below. The theorem statements and many of their proofs can be found in [8, 14] , and other books. 
If X is a compact metric space, and f is a continuous map from X to X, then (X m , f m ), where X m = X and f m = f for each positive integer m, is an inverse system. With the simpler counting here, we can denote the corresponding inverse limit by lim ←− (X, f ) and not have problems with ambiguity. Let X * = lim ←− (X, f ). In this case, a natural map is induced on the inverse limit space by the bonding map f : x 2 , . . .) . Thus, the pair (X * , f * ) forms a dynamical system, one that runs both forward and backward. The induced map is called the shift homeomorphism. Note that we have, in a sense, "turned" a continuous map f on a space X into a homeomorphism f * on a possibly more complicated space X * . A nice, well written introduction to inverse limits on an interval with one bonding map is given in [12] , along with an investigation of the relationship between the complexity of the topology of the inverse limit space and the complexity of the dynamics on the resulting inverse limit space.
The theorems below are due to Tom Ingram. The families of tent maps and logistic maps have been carefully studied by a number of authors. (See [4, 3, 9] and [12] , for example.) Different authors define them slightly differently, but loosely, all the families below except for the last are tent maps. The h λ , f λ , P λ , and Q λ families are type (1) unimodal maps on the unit interval. Define families of maps from [0, 1] to [0, 1] as follows:
Type (1) unimodal maps go up and then come down; members of our family of maps go down and then come up. This is not a problem: we can "flip" our map over so as to more easily use the results in the literature. Also, translating to ( 
is strictly decreasing and
Even with the translation and flip, members of our family of maps differ in one respect from those of the tent family above: we have contraction on one part of the interval. On the remainder of the interval, we may have expansion, but we may also have a mixture of expansion and contraction. It is easy to see that no member of the family we are investigating can be conjugate to a member of the T λ , h λ , and P λ families. Whether a member of our family can be conjugate to a member of the f λ family is not clear. A member of our family can be conjugate to a member of the Q λ family; that is proven in the next section.
Inverse limits from the model
In their paper [6] , the economists noted the Li-Yorke paper [13] , and that whenever a period three point is present, this means the presence of chaos (in the sense of Li and Yorke). However, this is not the end of the story. We focus on the interval J = [x, x] (and case (IA)) from now on, since any solutions that contain a point outside this interval behave in a simple way. Note that f |J : J → J is surjective. We denote f |J as just f , since it should not lead to confusion.
If we consider the map f : J → J and form the inverse limit X = lim ←− (J, f ), X is a chainable continuum and can therefore be realized as a subset of the plane. The points of X are precisely the solutions of the implicitly defined difference equation A(x t+1 ) = B(x t ) that stay in J . Denote by F the homeomorphism induced on X by f . Thus, for x = (x 0 , x 1 , . . .) ∈ X, F (x) = F (x 0 , x 1 , . . .) = (f (x 0 ), f (x 1 ), f (x 2 ), . . .) = (f (x 0 ), x 0 , x 1 , . . .) . Since F is a homeomorphism from X to itself, F −1 is also a homeomorphism from X to itself. Specifically, F −1 (x 0 , x 1 , . . .) = (x 1 , x 2 , . . .) . Thus, F −1 is actually a shift map, and noting this, we denote F −1 by σ . Note that applying F corresponds to going backward in time, while applying F −1 = σ corresponds to going forward in time. Thus, by going to a different space, one formed naturally by the difference equation solutions, we have essentially turned f into a homeomorphism (at the expense of dealing with a perhaps more complicated space than just the interval).
How complicated topologically the inverse limit space is, is a measure of the complexity of the dynamics of the original f on J . We prove below that the inverse limit space X can be as simple as an arc, so that the induced homeomorphism F is just a homeomorphism on an arc. It can be a double-sided topologist's sine curve limiting on two arcs. Even for the period three point case, the space X may have a dense set of periodic points; alternatively, it may have a dense set of points contained in the basin of attraction of a period three orbit. In the latter case, the chaotic behavior is completely contained in an invariant Cantor set in J . The space X can be the union of two indecomposable continua intersecting in a point or an arc. Many things can happen; this list is not exhaustive.
It can most likely (see discussion in the last subsection) be so complicated that X itself is not only indecomposable, but X also contains a copy of every member of the family of inverse limit spaces obtained from tent families on the interval. (See [4] .) In this case it would contain an uncountable number of topologically different indecomposable subcontinua, and it is very far from being an arc continuum.
What does all this mean to an economist? What does the presence of chaos itself mean to an economist? According to our economist, D. Stockman, the presence of chaos is interesting because it offers an alternative way of modeling fluctuations. The standard method of modeling fluctuations in economics is to use a random (stochastic) dynamical system where the fluctuations are due to exogenous random "shocks" to the system. However, a chaotic system allows for (deterministic) endogenous fluctuations without the need to introduce exogenous randomness to the model. Economists are also interested in knowing under what parameterizations of the model is chaos possible. This potentially allows one to make policy prescription (e.g., in the CIA model, the growth rate of the money supply θ ) to eliminate the possibility of chaos (assuming this would be consistent with the central bank's goals). The fact that the inverse limit tells us something about the underlying dynamics is important to an economist because it offers a new way to explore and detect complicated dynamics. For example, the fact that X can turn out to be an arc, and F a homeomorphism from an arc to itself, so that the dynamics of the system are extremely simple, is significant to economists. It says that even though f on J is not one-to-one, and the corresponding difference equation is not well-defined forward in time, the behavior of the system can be predictable and simple rather than complicated and chaotic.
On to proving our results:
Period three point with dense set of periodic points or not
Applying the results discussed in the previous section, we see that if {x, x, c} forms a period three orbit for f , X is an indecomposable continuum. Furthermore, it follows from Sarkovskii's Theorem that f has periodic orbits of all periods; and therefore, σ : X → X admits periodic orbits of all periods. However, f may be chaotic only on an invariant Cantor set contained in the interval, or it may have dense set of periodic points (and thus be chaotic on the entire interval), or perhaps it could be something in between. We show that the first two cases can occur. See Most likely f is contracting on [c, x], and we make that assumption in our examples. If f is expanding on [x, c], and that expansion is large enough to dominate the contraction on the rest of the interval, then f 2 is expanding on the entire interval, and it follows that the set of periodic points in the interval is dense: Suppose J denotes a subinterval of R. A function f : J → R is piecewise monotone if and only if f is continuous and there are a finite number of subintervals J 1 , J 2 , . . . , J n covering J such that f is either strictly increasing or strictly decreasing on each J i . Note that a piecewise monotone function cannot be constant on any nontrivial interval, and that our unimodal maps on the interval (in the nontrivial cases) are piecewise monotone. We need some results from a paper by Stewart Baldwin [1] . Baldwin's paper deals with piecewise monotone maps on the interval, and his definitions and results are phrased in those terms. Baldwin's theorem stated below has been re-phrased for our simpler case; Baldwin's actual theorem is much more general. His definition of itinerary has also been slightly re-phrased, but our definition is equivalent to his. 
The proposition below is known. We need it for Lemma 23, so its proof is included here for completeness. Now G n (u) must contain a point in {0, 1/2, 1} for some n, for if it does not, G n (u) /2) , the length of G m+1 (u) is the same as the length of G m (u) , and the length of G m+2 (u) is twice the length of G m (u) . Thus, the length of G m (u) keeps doubling as m → ∞. This is a contradiction, and for some n, G n (u) contains a point of {0, 1/2, 1}. Then
Without 
β). Therefore h (h(x))h (x) < −1 − δ, and it follows from the Mean Value theorem that h 2 is expanding on
[α, a 1 ]. (3) h 2 is expanding on [a 1 , c]: For x ∈ (a 1 , c), Dh 2 (x) = h (h(x))h (x) with x ∈ (a 1 , c), h(x) ∈ (α, c). Therefore h (h(x)) < −1 − δ, h (x) < −1 − δ, and h (h(x))h (x) > (1 + δ) 2 > 1. It follows from the Mean Value theorem that h 2 is expanding on [a 1 , c]. (4) h 2 is expanding on [α, c]: Suppose x ∈ [α, a 1 ), y ∈ (a 1 ,
c] (the other cases have been taken care of). Then x < a 1 < y and h(x) > h(a 1 ) = c > h(y). Since h 2 is expanding on
Thus, h 2 is expanding. , (α, a 1 ), {a 1 }, (a 1 , c), {c}, (c, β) , {β} , (a 1 , c) , S 4 = {c}, S 5 = (c, β), and S 6 = {β}. Then h 2 is monotone on each set in S. For x ∈ [α, β], the itinerary of x under h 2 is
where a i (x) ∈ S for i 0, a i (x) = S n means h 2i (x) ∈ S n . Since h 2 is expanding on K, h 2 is weakly expanding on K. Therefore, x = y in [α, β] implies a(x) = a(y), which implies that there exists an i which is the first integer such that a i (x) = a i (y). This implies h 2i (x) ∈ S n and h 2i (y) ∈ S m with m = n.
Consider the itineraries of x and y under h 2 :
and i is the first such integer such that a i (x) = a i (y), which means for some m = n, 0 m, n 6, h 2i (x) ∈ S n and h 2i (y) ∈ S m . Now S n ⊂ T n for some n , 0 n 4, and S m ⊂ T m for some m , 0 m 4. There are two cases:
1. If T n = T m , then the itineraries of x and y under h are different. See Figs. 6-8 for a developing picture of this continuum. It is not possible to picture completely an indecomposable continuum, and it is very difficult even to picture pieces of more than one composant. Here we have a piece of one composant developing. We hope the pictures at least give an idea of what the continuum looks like. We used the algorithm developed by Beverly Diamond and Karen Brucks [5] . For a yet more fully developed picture of this continuum, see Nadler's Continuum Theory [14] , Fig. 1.10 
Suppose
, which is less than p − α, and the length of Since B contains only the period 3 orbit {α, c, β}, and Sarkovskii's theorem applies, C contains periodic points of all periods. Thus, C must at least be an infinite set. Suppose C is not perfect. Then there is a point x ∈ C and a closed interval Requiring h| [d, c] to be linear seems to be a strong requirement, but it could undoubtedly be weakened and the result would still hold. 
The dynamics on f are simple for certain parameter values

