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В статье обосновывается методология проведения выборочных обследований микроорганизаций по видам деятельности, 
проблемы внедрения выборочных обследований предприятий в практику официальной статистики (на примере стран СНГ). 
Проанализированы возможности применения случайных выборок без расслоения, с простым, пропорциональным, оптималь-
ным расслоением, механических, серийных выборок. Обобщены подходы к построению многомерных выборок: типизированные 
и множественные основы выборки, расслоение по композитному признаку, комбинированные методы. Рассмотрен механизм 
формирования выборочной совокупности микроорганизаций, включая алгоритм отбора предприятий, определение оптимального 
объема выборки по видам деятельности и регионам. Рекомендуется статистическое оценивание трех видов: HT-, GREG- и 
SYN- оценки. Предложено использовать комбинацию одномерных и многомерных методов, многовариантное статистическое 
взвешивание.
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таких общеметодологических проблем, как 
локализация выборки, малые области статисти-
ческого оценивания, региональные выборки, 
невыборочные ошибки, изменение структуры 
совокупности, адекватная экстраполяция и т. д. 
Возможные направления совершенствования 
теории выборки могут быть связаны с детализа-
цией различных видов отбора, усложнением схем 
экстраполяции. В данной статье автор анализи-
рует возможности организации репрезентатив-
ного мониторинга малого предпринимательства, 
одномерных и многомерных выборок и на этой 
основе предлагает методологию проведения 
выборочных обследований микроорганизаций, 
базирующуюся на применении комбинации 
различных видов отбора и многовариантном 
статистическом оценивании.
Проблемы проведения выборочных обследований 
в сфере малого бизнеса. Изучение малого пред-
принимательства в странах СНГ исключительно 
методами выборочных обследований находится в 
начальной стадии; информацию о малом бизнесе 
получают, основываясь на сочетании сплошного 
наблюдения и выборки.
Выборочное наблюдение как метод статисти-
ческого исследования обладает рядом преиму-
ществ: относительно небольшие (по сравнению 
со сплошным обследованием) материальные, 
трудовые, стоимостные затраты, оперативность 
получения данных, достаточно высокая досто-
верность, широкая область применения. Одним 
из важных направлений использования выборки 
выступают обследования деятельности предпри-
ятий, в частности малого и среднего бизнеса.
В последние десятилетия в Республике Бела-
русь, как и в других странах СНГ, значительно 
возросло число малых организаций. В течение 
2001-2013 гг. оно увеличилось в 3,2 раза, несколь-
ко снизилось в 2016 г. (на 3,3%), охватывая 19% 
занятых (при этом доля микроорганизаций со-
ставляет почти 90%1). Возникает необходимость 
детального исследования границ, структуры и 
объемов производства мелких экономических 
единиц. Сбор статистической информации по 
полному кругу организаций представляется тех-
нически сложным и дорогостоящим; усиливается 
актуальность выборочных методов.
Отечественная и зарубежная практика при-
менения отраслевых выборок показала наличие 
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Наиболее разработан и отлажен механизм на-
блюдения за деятельностью малых предприятий 
в России, где с 1996 г. проводятся ежеквартальные 
выборочные обследования малых предприятий. С 
2003 г. используется режим сплошного годового 
обследования (сначала один раз в два года, затем 
один раз в пять  лет) и годовых выборочных на-
блюдений. Источниками для основы выборки 
выступают: статистический регистр предприятий, 
база данных по государственной бухгалтерской 
отчетности и генеральная совокупность объектов 
статистического наблюдения. Используемый 
метод отбора - расслоенная случайная выборка; 
результат - оценки суммарных показателей с 
характеристиками их точности. При необходи-
мости осуществляется дорасчет показателей на 
ненаблюдаемую часть исследуемой совокупности. 
Процесс формирования выборки и распростране-
ния ее результатов на исследуемую совокупность 
производится на региональном уровне с исполь-
зованием программного продукта. Сводные итоги 
по России формируются на федеральном уровне. 
Кроме того, начиная с 2000 г. проводится выбо-
рочное обследование индивидуальных предпри-
нимателей в розничной торговле с применением 
двух основ выборки, механического и случайного 
отбора [1]. 
На Украине используется полугодовая рас-
слоенная выборка малых предприятий; в Казах-
стане - ежеквартальная выборка в сочетании с 
годовым обследованием. В Беларуси с 2004 по 
2008 г. проводились ежеквартальные обследова-
ния малых предприятий. Выборки строились по 
областям в разрезе отраслей, применялось про-
стое, пропорциональное и оптимальное случай-
ное расслоение, с 2005-2006 гг. внедрялись методы 
одномерного и многомерного отбора [2, 3]. Но в 
2008  г. квартальная отчетность малых предприя-
тий была отменена, по этой причине выборочные 
обследования прекратились. Тем не менее в связи 
с ростом числа микроорганизаций, составивших в 
2011 г. 84%, в 2013 г. - уже 87% от суммарного числа 
малых предприятий, осложнились процессы ор-
ганизации их годового сплошного наблюдения. 
От каждого мелкого хозяйствующего субъекта 
становится экономически нецелесообразно и 
практически невозможно требовать предостав-
ления статистической отчетности. В результате 
в 2014 г. Национальный статистический комитет 
Республики Беларусь и кафедра статистики БГЭУ 
начали разрабатывать методологию и алгоритмы 
специализированной версии программного обе-
спечения годового выборочного обследования 
микроорганизаций. 
Опыт проведения в Беларуси ежекварталь-
ных обследований малых предприятий, анализ 
массивов показателей деятельности микро-
организаций за 2011-2013 гг., отчитывающихся 
по форме № 1-МП (микро), позволил выделить 
следующие проблемы, которые возникают при 
разработке методологического и программного 
обеспечения выборок:
1. Неответы респондентов. Совокупность 
микроорганизаций является чрезвычайно ди-
намичной - постоянно происходят демографи-
ческие процессы создания новых, ликвидации, 
изменения видов деятельности и масштабов 
предприятий. Так как база выборки строится 
на основе отчетности предыдущего года, то в 
выборку попадают не ответившие предприятия 
(ликвидированные, временно приостановившие 
деятельность, изменившие вид деятельности или 
не представившие отчет).
2. Нетипичные единицы, то есть наличие в 
основе выборки нетипичных единиц, включение 
(или исключение) которых в выборочную сово-
купность сильно влияет на итоговое значение 
получаемых оценок показателей и в конечном 
счете отражается на качестве результатов обсле-
дования. К нетипичным можно отнести единицы, 
имеющие экстремальные значения показателей 
или сложную структуру.
3. Выборки малого объема. Построение от-
раслевых выборок малых и микроорганизаций 
в разрезе областей и г. Минска в ряде случаев 
связано с разбиением исследуемой совокуп-
ности на мелкие подсовокупности и вызывает 
необходимость использовать малые выборки, в 
которых доли отбора становятся неприемлемо 
высокими (50-60%), а возможности обеспечения 
допустимой стандартной ошибки выборки про-
блематичными.
4. Раздробление выборок на группы. Стремле-
ние получить низкую допустимую ошибку выбор-
ки может привести к раздроблению небольшой 
по объему совокупности на значительное число 
групп (7-8), что, в свою очередь, ведет либо к 
сплошному обследованию, либо к высокой доле 
отбора в этих группах, а в результате - к общей 
высокой доле отбора.
5. Проблема компромисса, который возникает 
между требованием точности по различным при-
знакам, представительством единиц наблюдения 
от различных групп по результатам расслоения 
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генеральной совокупности и ограничениями по 
объему выборок. 
6. Экстраполяция. Проблема экстраполяции 
выборочных данных на генеральную совокуп-
ность сохраняется даже при построении одно-
мерной расслоенной выборки с приемлемыми 
стандартной ошибкой и долей отбора. Веса орга-
низаций, в том числе групповые, позволяют до-
статочно точно экстраполировать значения при-
знака, положенного в основу отбора, но искажают 
другие варьирующие показатели, число которых 
по форме № 1-МП (квартальная) составляло 30, 
по форме № 1-МП (микро) - свыше 80.
7. Проблемы программного обеспечения, 
связанные как со сложностью математического 
аппарата методов несплошного наблюдения, так и 
с необходимостью интегрирования программ, ре-
ализующих алгоритмы этих методов в общую си-
стему сбора и обработки статистических данных.
8. При построении выборки, расслоенной 
по нескольким признакам, или многомерной, 
возникают такие специфические проблемы, как 
сложность оптимального способа многомерного 
отбора, сложность выбора ведущего признака, 
техническая невозможность построения много-
мерной выборки в рамках большой генеральной 
совокупности (свыше 350-400 единиц). В усло-
виях неразработанности теории многомерной 
выборки возможности использования различных 
видов многомерного отбора в определенной мере 
ограничены: использование комбинационных та-
блиц ведет к формированию большого количества 
групп слабой заполненности, отбор по решетке 
возможен при небольшом числе признаков (2-
4), многомерный (композитный) признак во 
многом условен и не применим для качественных 
признаков. Отсутствуют общепринятые методы 
расчета множественных ошибок, оценивания, 
экстраполяции. Кроме того, следует учитывать, 
что если при одномерном отборе можно достичь 
минимальной ошибки по одному из признаков 
(до 1%), по другим она может составлять 50-100%, 
что недопустимо, то при многомерной выборке 
ошибки по всей совокупности показателей будут 
находиться в допустимых пределах (до 10%), но 
окажутся значительно выше, чем по признаку 
отбора в одномерной выборке (примерно 4-6%). 
Если число единиц в генеральной совокупности 
превышает 400 единиц, процесс кластерного 
анализа или построение комбинационных таблиц 
представляется чрезвычайно трудоемким, требует 
высоких затрат, что делает его неэффективным.
Решение проблем «неответов респондентов» 
и «нетипичных единиц совокупности» связано 
с изменением структуры базовой совокупности 
предприятий. В процессе построения выбо-
рочной совокупности основу выборки целесо-
образно разделить на три массива: 1) нетипичные 
предприятия, которые по значениям одного или 
нескольких показателей выделяются на фоне 
других единиц совокупности; 2) предприятия, 
по которым получены данные о признаках от-
бора; 3) предприятия, по которым данные о 
признаках отбора отсутствуют. Первый массив 
полностью включается в выборку; из второго 
массива осуществляется случайный или меха-
нический отбор; третий массив либо исклю-
чается из обследования, либо отбор единиц из 
него осуществляется по иному признаку. При 
наличии неответов, превышающих 20% единиц 
совокупности, можно осуществлять процедуру 
перевзвешивания. Новый коэффициент рас-
пространения равен отношению объема слоя в 
генеральной совокупности к числу ответивших 
единиц данного слоя. Если число неответов ме-
нее 20%, то они замещаются данными случайно 
отобранных единиц-доноров из соответству-
ющего класса замещения в сформированном 
резервном (донорском) фонде.
Первые две проблемы - «неответы респонден-
тов» и «нетипичные единицы совокупности» - 
могут быть решены в рамках традиционной одно-
мерной выборки. Для позитивного разрешения 
остальных возможно три направления: 1) ис-
пользование комбинации различных видов одно-
мерной выборки; 2) построение многомерных 
выборок, которые дают возможность получить 
репрезентативные выборки небольшого объема, 
характеризующие объект наблюдения по большо-
му количеству сильно варьируемых показателей 
и позволяющие адекватно экстраполировать 
выборочные данные на генеральную совокуп-
ность; 3) усложнение процедур оценивания путем 
использования различных схем взвешивания, 
GREG-оценок, калибрации.
Одномерные выборки. Механизм методов 
одномерного отбора детально разработан, спо-
собы оценивания и расчетов ошибок выборки 
охватывают весь спектр возможных подходов, 
используемые формулы приобрели классический 
характер. Наиболее часто применяются одномер-
ные вероятностные выборки: случайный отбор 
без расслоения, с простым, пропорциональным 
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и оптимальным расслоением, а также серийная и 
механическая выборки.
Случайная выборка без расслоения обеспечивает 
строгую объективность отбора, составляет осно-
ву большинства более сложных методов отбора. 
Но возможности ее применения в чистом виде 
ограничены в связи с отсутствием равномерного 
распределения единиц по совокупности. 
Расслоенная случайная выборка, при которой 
совокупность предварительно делится на группы 
(слои) по какому-либо признаку, а затем из каж-
дой группы определенным образом производится 
отбор единиц, более точно отражает колеблемость 
признака в генеральной совокупности, позволяет 
строить относительно однородные выборочные 
группы, воспроизводит структуру совокупно-
сти, позволяет уменьшить объем выборки при 
сохранении необходимой точности, дает допол-
нительные преимущества в тех случаях, когда 
проблемы отбора в разных частях совокупности 
сильно различаются.
Каждый из видов распределения объема вы-
борки по группам имеет свои особенности. При 
простом и непропорциональном размещении 
недостаточно точно воспроизводится структура 
совокупности, при пропорциональном суще-
ствует разница между рабочей и точной долей 
отбора. Отбор с учетом колеблемости признака 
(оптимальное расслоение) дает наименьшую ве-
личину ошибки, но его практическое применение 
затрудняется отсутствием данных о величине σ
i
, 
которую можно определить с помощью прове-
дения пробных обследований. Кроме того, при 
строгом соблюдении принципов оптимального 
размещения возможна ситуация, когда теоре-
тический объем выборочной группы превышает 
число единиц в слое генеральной совокупности 
(n
i
 > N
i
), что приводит к исчерпывающему охвату 
данного слоя, но не соответствует теоретической 
доле отбора.
Механические выборки удобно намечать и из-
влекать. В ряде случаев они дают более точные 
результаты, чем расслоенная выборка. Но точ-
ность механической выборки может быть низкой, 
если существует неожиданная периодичность 
признака в совокупности. Использование меха-
нического отбора целесообразно, если расслоение 
в исходной совокупности намечено очень слабо; 
возможен независимый механический отбор в 
каждой страте.
Серийные выборки основаны на случайном от-
боре из генеральной совокупности серий единиц 
(гнезд, кластеров), внутри которых проводится 
или сплошное обследование, или случайная вы-
борка. Чаще всего используются в тех случаях, 
когда генеральная совокупность состоит из раз-
розненных групп единиц (города, администра-
тивные районы).
Выбор оптимального способа отбора для 
проведения определенного выборочного обсле-
дования зависит от двух укрупненных факто-
ров - цели исследования и характера исходной 
информации, а именно: степени однородности 
изучаемой совокупности, размера генеральной 
совокупности, наличия естественных обосо-
бленных групп в совокупности, наличия допол-
нительной информации.
Для получения наиболее репрезентативной 
одномерной выборки целесообразно:
- применять комбинацию одномерных выбо-
рок различного вида; при наличии программного 
обеспечения для формирования исходной выбо-
рочной совокупности отбор единиц из регистра 
или массива данных сплошной отчетности целе-
сообразно производить несколькими методами, 
используя случайный отбор без расслоения, про-
стое случайное расслоение, пропорциональное 
расслоение, оптимальное расслоение, механи-
ческий отбор. Сравнение ошибок (стандартных, 
предельных, фактических) и объема выборки, 
полученных при разных способах отбора, позво-
ляет отобрать оптимальный вариант выборочной 
совокупности; 
- строить взаимопроникающие выборки, по-
зволяющие получить независимые оценки значе-
ний параметров генеральной совокупности.
Многомерные выборки. В отличие от одно-
мерных методов отбора теория и практика 
многомерной выборки находится в начальной 
стадии разработки. Вопросы множественного 
расслоения, отбора по решетке исследуются в 
зарубежной экономической литературе начиная 
с 50 - 80-х годов прошлого века (Р.Д. Джессен, 
У.Г. Кокрен, П.Ч. Махаланобис, А. Паттерсон, 
Т. Далениус) [4-10]. В 1990-е годы появляются 
работы по многомерной выборке (Т. Чернышева, 
С. Степанов, Н. Бокун) [11-14].
Предлагаются разные способы многомерного 
отбора, то есть отбора единиц из генеральной 
совокупности по группе атрибутивных и коли-
чественных признаков, отличающиеся методом 
построения основы выборки, формой реализации 
принципа многомерности, способом построения 
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многомерного показателя. В зависимости от 
характера учета многомерности их можно объ-
единить в три агрегированные группы:
1. Расслоение в независимых признаках;
2. Расслоение по композитному признаку;
3. Комбинированные методы (см. рисунок).
Расслоение в независимых признаках. Признаки 
единицы наблюдения считаются абсолютно неза-
висимыми, расслоение по каждому из них прово-
дится независимо, конечные слои определяются 
с учетом всех полученных независимых границ. 
Данный подход порождает большие количества 
конечных слоев слабой заполненности. При же-
лании отразить в количестве слоев по размерности 
известные данные о структуре объекта исследова-
тель сталкивается с проблемой ограничения объ-
ема выборки. Количество слоев, превышающее 
7-8, фактически не дает эффекта сокращения 
ошибки, достигнув точки насыщения.
Для оптимизации многомерного расслоения 
и получения представительных выборок по си-
стеме независимых показателей целесообразно 
использовать методы типизации, оптимизации 
и комбинаторного анализа, что реализуется при 
отборе из типизированных основ выборки. При 
этом типизация включает стратификацию единиц 
отбора по ряду признаков, классификацию терри-
ториальных единиц и выделение количественно 
однородных структурных частей изучаемой со-
вокупности. Методы оптимизации используются 
при отборе объектов наблюдения и размещении 
объема выборки, в процессе которого: а) требуется 
представить все выделенные структурные части; 
б) обеспечить достаточность числа отобранных 
единиц для получения результатов в пределах за-
данной точности по совокупности в целом и по 
отдельным областям изучения. Методы комби-
наторного анализа применяются для выделения 
типичных непересекающихся объектов и поиска 
оптимального варианта выборки.
Составление типизированных основ пред-
полагает формирование одной или нескольких 
комбинационных таблиц, позволяющих получить 
упорядоченное размещение номеров единиц на-
блюдения по совокупности образованных графо-
клеток, отражающих структурные соотношения 
показателей и их призначной части. При по-
строении выборочной совокупности учитывается 
число образованных блоков, заданная доля от-
бора, число групп по каждому из анализируемых 
признаков. Можно использовать: случайный, 
механический отбор, серийную выборку. 
Отбор из двумерной или множественной ос-
новы выборки (Р.Д. Джессен, У.Г. Кокрен, П.Ч. 
Махаланобис) применяется при наличии двух и 
более основ выборки (домохозяйства и кварталы 
Рисунок. Методы многомерного отбора
 Методы многомерного расслоенного отбора 
Расслоение в незави-
симых признаках 
Расслоение по компо-
зитному признаку 
Комбинированные 
методы 
отбор из типизи-
рованных основ 
выборки 
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основы выборки 
отбор по решетке 
композитный 
признак строится 
как функция 
показателя 
композитный 
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как нормирован-
ный многомерный 
показатель 
модель специа-
лизированной 
нейронной 
сети 
модель с ис-
пользованием 
кластерного 
анализа 
  Вопросы статистики, 11/2017
Вопросы методологии
26
города; фермерские хозяйства, справочник видов 
деятельности и предприятий). Предполагается 
организация исследуемой совокупности в две и 
более основы, причем каждый элемент данной 
совокупности связан хотя бы с одной единицей 
в каждой из возможных основ выборки [4, 6-9].
Отбор по решетке (Т. Далениус, Ф. Йейтс, 
Р.Д. Джессен, А. Паттерсон) используется, если 
генеральная совокупность может быть разделена 
на группы по нескольким показателям таким об-
разом, что каждая «клетка» занята только одним 
элементом или гнездом. Отбор осуществляется 
по схеме «решетки»:  если мы имеем квадрат со 
стороной р, разделенный на р2 единичных ква-
дратов, то можно извлечь выборку объемом в р 
единичных квадратов так, чтобы каждый ряд и 
каждый столбец большого квадрата содержал 
один из отбираемых единичных квадратов. Ряды 
и столбцы большого квадрата могут соответство-
вать любой группировке по двум признакам, где 
число групп по каждому признаку одинаковое, а 
каждая подгруппа содержит по одной единице. 
Подобные схемы возможны и при группировке 
по трем и более признакам. Обычно выделяются 
три типа отбора по решетке: 1) случайные ква-
дратные решетки; 2) прямоугольные решетки; 3) 
кубические случайные решетки [4, 5, 9].
Расслоение по композитному признаку. Стро-
ится дополнительный обобщающий показатель, 
учитывающий исходные признаки единиц на-
блюдения. По данному показателю осущест-
вляется одномерное расслоение. Возможно два 
подхода к построению композитного признака: 
1) использование эконометрической модели в 
виде определенной функции; 2) определение 
нормированного значения многомерного пока-
зателя. В первом случае существенным моментом 
является выбор вида функции, определение со-
става учитываемых исходных признаков и формы 
их участия в композитной формуле. Определение 
нормированного значения многомерного по-
казателя в большей мере стандартизировано; 
при этом сам показатель может рассчитываться 
следующим образом:
                              k
P
P ijij
∑
= ,                    (1)
где Р
ij
 - многомерный признак (признаки отбора) по i-ой 
единице наблюдения; Р
ij
 - нормированное значение j-го 
признака i-й единицы наблюдения (способы норми-
рования - см. таблицу 1); 
j
ij
ij y
y
P =  - один из способов 
нормирования; k - общее количество признаков; y
ij
 - 
индивидуальное значение j-го признака у i-й единицы 
наблюдения; y
j
  - среднее значение j-го признака.
Таблица 1
Способы нормирования индивидуальных значений признака
Применение отбора по композитному при-
знаку дает возможность использовать методы 
одномерной выборки, минуя методологические 
и организационные сложности многомерного 
отбора. К недостаткам расслоения по композит-
ному признаку следует отнести невозможность 
одновременно учесть и числовые, и атрибутивные 
параметры. Кроме того, построение оптимизи-
рующей функции применимо только к составу 
относительно однородных признаков (напри-
мер, финансовых). Тем не менее использование 
данного метода представляется эффективным: 
в значении композитного признака «смешива-
ются» различные признаки, превращаясь в один 
агрегированный показатель - «вес предприятия». 
Комбинированные методы сочетают в себе 
приемы многомерности, используемые как при 
расслоении в независимых признаках, так и при 
расслоении по композитному признаку. Модель 
многомерной выборки в виде специализирован-
ной нейронной сети рассматривает исследуемую 
совокупность в виде структурной модели групп - 
случайных величин - абстрактных типических 
единиц  наблюдения, которым присущи коли-
чественные (численность занятых, доход, объем 
производства и т. д.) и атрибутивные признаки 
(вид деятельности, форма собственности и т. д.). 
Значения признаков конкретного предприятия 
колеблются в определенных границах, не охваты-
вая весь спектр величин от минимума по всей со-
вокупности  до максимума. Критерии формирова-
ния  элементов подобной сети, то есть нейронов, 
отражают сочетание объективных характеристик 
Примечание: yjσ
 
-
 
среднее квадратическое отклонение признака; 
y
j
  - нормированное (эталонное) значение признака; y
jmax
, y
jmin
 - мак-
симальное и минимальное значения признака.
Варианты 
нормирования 
Алгоритм расчета 
1 Pij1 = yij / 
jy   
2 
Pij2 = (yij - jy ) / yjσ , наиболее часто используется, 
так как 1 0 == )p(D,р  
3 Pij3 = yij / jy′  
4 Pij4 = yij / yjmax 
5 Pij5 = (yij - 
jy ) / (yjmax - yjmin) 
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исследуемых объектов и субъективных (предпо-
чтения наблюдателя). В качестве данных для об-
учающих ситуаций используется информация об 
объектах наблюдения, взятая из статистического 
регистра. Любая из выборок, построенная по 
предлагаемой модели, будет предназначена для 
проведения наблюдения и оценки показателей 
генеральной совокупности в момент времени, 
отдаленный от момента получения исходной ин-
формации. Для отбора единиц в выборку может 
быть использован метод имитационного моде-
лирования. Практическое использование модели 
нейронной сети осложняется двумя факторами: 
а) потенциальной неадекватностью обучающих 
ситуаций тем ситуациям, в которых создаваемая 
нейронная сеть будет действовать; б) необходи-
мостью интегрирования нейронной сети и суще-
ствующего программного обеспечения обработки 
статистических данных в одну систему, что в 
настоящее время не представляется возможным 
вследствие чрезмерной сложности и несовмести-
мости разнородных программных продуктов [13]. 
Более простой вариант комбинационного подхода 
к формированию многомерной выборки - ее по-
строение с помощью кластерного анализа [2, 3, 
15], когда исследуемая совокупность делится с 
помощью иерархического агломеративного ме-
тода или метода k-средних на однородные груп-
пы. Внутри каждой из них выделяется основной 
(ведущий) признак, по которому осуществляется 
последующий случайный или механический от-
бор единиц в выборку. 
Анализ существующих методов формирования 
многомерной выборки позволяет сделать вывод, 
что применение расслоения по независимым при-
знакам может привести к чрезмерно большому 
числу групп в исследуемой совокупности. Рассло-
ение по композитному признаку свободно от дан-
ного недостатка, но отсутствует гарантия того, что 
динамика колеблемости композитного признака 
и исходных показателей будут пропорциональны. 
Комбинированные методы достаточно сложны и 
трудоемки. Оптимальной представляется разра-
ботка такой модели выборки, которая предусма-
тривала бы возможность выбора исследователем 
метода построения одномерной или многомерной 
выборки в зависимости от объема совокупности, 
числа и характера рассматриваемых признаков. В 
составе одномерных выборок имеют приоритет по 
эффективности оптимальное и простое случайное 
расслоение; из многомерных методов наиболее 
приемлемыми по степени надежности и доступ-
ности для пользователя представляются методы 
кластерного анализа.
 
Методология проведения выборочного обследо-
вания микроорганизаций. С учетом рассмотренных 
проблем, анализа возможностей применения 
одномерных и многомерных выборок автором 
разработаны принципы формирования выбороч-
ной совокупности микроорганизаций и статисти-
ческого оценивания: 
- определение совокупности количественных 
признаков для отбора, наиболее адекватно отра-
жающих деятельность микроорганизаций;
- апробация нескольких способов отбора для 
решения одной и той же задачи, критерий наи-
более точных оценок параметров генеральной 
совокупности - минимальная величина предель-
ной и стандартной ошибки при фиксированном 
объеме выборки;
- использование сочетания одномерных и 
многомерных методов отбора;
- приоритет оптимального, пропорциональ-
ного и простого случайного расслоения в составе 
одномерных выборок, а среди многомерных - 
формируемым на основе кластерного анализа; 
- актуализация основы выборки путем пере-
взвешивания или импутации (замещения) единиц 
наблюдения;
- формирование резервного (донорского) 
фонда единиц наблюдения, имеющего структуру 
выборочной совокупности;
- использование в процессе экстраполяции 
нескольких вариантов оценивания в зависимости 
от объема выборки, числа слоев, колеблемости 
данных.
В соответствии с рассматриваемыми принци-
пами под руководством автора в течение 2014-
2015 гг. разработана методология проведения 
выборочного обследования микроорганизаций, 
включая формирование основы выборки, состава 
и структуры выборочной совокупности, статисти-
ческое оценивание [15-20].
Формирование основы выборки. В качестве ос-
новы выборки рассматривается совокупность 
респондентов по форме № 1-МП (микро), со-
ставляющая свыше 80 тыс. единиц, а также фер-
мерские хозяйства (свыше 2 тыс. единиц). При 
формировании генеральной совокупности учи-
тывалась структура ответивших и не ответивших 
респондентов. 
В составе организаций, не отчитавшихся за ба-
зисные годы (2011-2013 гг.), выделены две группы: 
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1) ответившие, но не отчитавшиеся, потому что 
не вели в отчетном периоде экономическую дея-
тельность; практически все показатели по форме 
№ 1-МП (микро) могут быть приравнены к нулю; 
2) действительно не ответившие единицы; воз-
можные причины неответов: находятся в стадии 
ликвидации, адресат не найден, форс-мажорные 
обстоятельства и т. д. В результате процент не-
ответов по республике в целом - 9-13%, по об-
ластям  - от 6 до 12%, по г. Минску - значительно 
выше (18-20%, в 2013 г. - 11%) [15, с. 21-23].
Генеральная совокупность формируется по 
каждой области и включает в себя по два массива 
данных: респонденты формы № 1-МП (микро) 
и фермерские хозяйства соответственно с пере-
менной и постоянной (100%) долями отбора. Из 
полученных генеральных совокупностей может 
производиться отбор как в целом, так и по видам 
деятельности.
Формирование выборочной совокупности пред-
полагает применение нескольких методов отбора, 
сравнение результатов и обоснование наиболее 
оптимального вида выборки (собственно-слу-
чайный отбор, простое, пропорциональное, оп-
тимальное расслоение, многомерная выборка). 
Предусматривается следующая последователь-
ность действий:
1. Выделяется генеральная совокупность. 
Предприятия, у которых значение признака равно 
нулю, удаляются из совокупности. Определяется 
число единиц генеральной совокупности N.
2. Из совокупности показателей (Х
1
, Х
2
, …, 
Х
k
)пользователем выделяется признак отбора 
x
j
. По отобранному показателю генеральная 
совокупность делится на однородные группы 
(строится ранжированный ряд, пользователь 
самостоятельно выбирает и задает число и гра-
ницы групп). 
3. По каждому имеющемуся экономическому 
показателю (Х
1
, Х
2
, …, Х
k
), включая признак от-
бора, в целом по генеральной совокупности и в 
разрезе групп рассчитываются средние, суммар-
ные значения и показатели вариации (дисперсия, 
коэффициенты вариации).
4. Пользователь задает допустимую ошибку 
выборки в % h
g
 (2; 3; 4; 5; 6; 7; 8; 9; 10; 12; 15%); за-
дает значение t-критерия; с этой целью отбирается 
величина вероятности Р и соответствующая ей 
величина коэффициента доверия (см. таблицу 2). 
Так, если Р = 0,95,  t = 1,96, то величина предель-
ной ошибки устанавливается с вероятностью, 
равной 0,95.
Для выборок небольшого объема (n < 30) зна-
чения t и соответствующие вероятности Р = Ф (t) 
при разном числе степеней свободы приводятся 
в таблицах распределения Стьюдента. 
5. Задается начальный объем выборки (n = 
= 0,05N: предельная величина численности вы-
борки n = 0,8N). В случае расслоенных выборок 
заданный объем выборки n распределяется по 
группам n
i
 пропорционально численности групп 
в генеральной совокупности (пропорциональное 
расслоение), или пропорционально колеблемости 
(оптимальное расслоение):
n
N
Nn ii = ;
n
N
Nn
ii
ii
i ∑
= 2
2
σ
σ
,
где  n
i
 - численность i-й группы в выборке; N
i
 - числен-
ность i-й группы в генеральной совокупности; σ
i
 - среднее 
квадратическое отклонение в i-й группе генеральной 
совокупности.
Затем из соответствующей группы генеральной 
совокупности отбирается случайным способом 
число организаций, равное n
i
.
При простом расслоении последовательно 
по каждой из выделенных групп генеральной 
совокупности задается допустимая ошибка в 
процентах (2; 5; 10; 12; 15; 20; 30), обозначаемая 
через h
gi 
и начальный объем выборки; случайным 
методом из группы N
i
 отбирается начальное чис-
ло предприятий (n
i
), равное начальному объему 
выборки, исчисляются предельные (или стан-
дартные) ошибки выборки и сравниваются с до-
пустимой (h
gi
). Если предельная ошибка выборки 
превышает допустимую, то или меняется шкала 
и состав групп, или объем выборки увеличива-
ется, а процесс поиска оптимальной выборки по 
группе генеральной совокупности продолжается. 
Кроме того, необходимо предусмотреть случай, 
когда пользователь выбирает вариант выборки, 
где ошибка в какой-либо группе превышает до-
пустимую (например, в многочисленной группе 
ошибка является допустимой, в малочисленной - 
Параметры Наиболее часто употребляемое 
значение 
t-критерий кратности 
ошибок 1,00 1,96 2,00 2,58 3,00 
Доверительная вероятность 
(Р = Ф (t)) 0,683 0,95 0,954 0,990 0,997 
 
Доверительные вероятности и значения t-критерия 
(n ≥ 30)
Таблица 2
(2)
(3)
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превышает допустимую), то есть осуществляется 
просмотр промежуточных результатов расчета.
Для полученной выборочной совокупности ис-
числяется предельная (стандартная или фактиче-
ская) ошибка в абсолютном (Δх
1
) и относительном 
(h
x1
) выражении:
1
2
2
1
1 1ix ii
i i
nx t N
N n N
σ  
Δ = ± Σ − 
   или 
2
1 1i i i
i i
N nx t
N N n
σ  Δ = ± Σ −  
   






−Σ±=
i
i
i
i
i
x N
nN
n
V
N
th 11 2
2
1
1
 или 
1
2
1i i ix
i i
N n Vh t
N N n
  = ± Σ −  
     
Ошибки суммарных значений исчисляются по 
формулам (6) и (7):
;)( 2∑ ⋅−=Σ iii
i
i
X nNn
N
σµ                (6)
.
)( 2
∑
∑ ⋅−
=Σ
i
iii
i
i
X X
nN
n
N
h
σ
                (7)
Фактические ошибки находятся как разность 
генерального и экстраполированного выбороч-
ного показателя. При расчете итоговой величины 
экстраполированного суммарного признака по 
совокупности в целом расчет производится путем 
суммирования групповых экстраполированных 
значений:
. iэ эi i
i
N
Х Х x
n
= =∑ ∑∑ ∑ ,              (8)
где i
i
n
N
 - групповой вес (коэффициент распространения).
Полученные ошибки (предельные, стандарт-
ные, фактические) сравниваются с допустимой. 
Если предельная (фактическая, стандартная) 
ошибка не выше допустимой, то выборка при-
знается приемлемой, если выше - продолжается 
поиск оптимального объема выборки.
Критериями предпочтительного применения 
расслоенных одномерных выборок могут служить: 
а) относительная вариация показателей (коэффи-
циенты вариации V
xj
) не превышает 50-60%; б) в 
системе изучаемых показателей встречается один 
высоковарьируемый показатель (V
xj
 превышает 
150-200%), что позволяет применить по нему 
типизацию; в) в системе изучаемых показателей 
имеется один, корреляционно связанный с рядом 
других, что позволяет применить его для форми-
рования выборки с целью получения репрезента-
тивных данных по другим показателям; г) имеется 
дополнительная информация по ряду признаков, 
корреляционно связанных с изучаемыми, и ее 
можно использовать для повышения точности 
оценок статистических показателей. В противном 
случае применяется многомерная выборка (МВ). 
По результатам пробных обследований и опыту 
проведения отраслевых выборок малых предпри-
ятий можно сделать вывод, что чаще всего МВ 
используется при наличии одного из трех усло-
вий: а) показатели вариации превышают 100% 
(V
xj
>100%); б) объекты наблюдения неоднородны 
по многим показателям (высокие V
xj
); в) неболь-
шой размер генеральной совокупности (верхний 
предел - 450-500, нижний оценить трудно). 
Многомерный отбор предлагается осущест-
вляеть с помощью методов кластерного анализа: 
исследуемая совокупность делится с помощью 
агломеративнного иерархического метода на 
однородные группы (кластеры); внутри каждой 
из них пользователем выделяется ведущий при-
знак, по которому осуществляется последующий 
случайный отбор единиц в выборку. Если по 
ведущему показателю коэффициент вариации 
(V
xj
) превышает 50%, то возможно дополнитель-
ное расслоение внутри кластера. По каждому 
признаку исчисляется стандартная (предельная, 
фактическая) ошибка выборки. Если она пре-
вышает допустимые границы, то возможно три 
способа ее снижения: 1) увеличение объема вы-
борки в кластере; 2) дополнительное расслоение 
предприятий в кластере по ведущему признаку; 
3) повторение процесса кластеризации, но с уве-
личением числа шагов.
Статистическое оценивание. Полученные в 
результате годового выборочного обследования 
показатели по форме № 1-МП (микро), в со-
став которых входят k переменных (x
1
, …, x
j
, …, 
x
k
): средняя численность работающих; фонд 
заработной платы; объем подрядных работ, вы-
полненных своими силами; использовано инве-
стиций в основной капитал; выручка от реали-
зации и т. д. - предложено экстраполировать на 
генеральную совокупность с помощью одного из 
трех методов: 1) традиционные оценки Горвица-
Томпсона (групповые веса, или коэффициенты 
распространения); 2) калибрация (обобщенные 
(4)
(5)
;
.
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регрессионные оценки GREG); 3) калибрация 
(синтетические оценки SYN).
Оценки Горвица-Томпсона (HT-оценка) выступа-
ют основным методом взвешивания. Расчет веса 
микроорганизаций осуществляется по данным 
предварительно сформированной выборочной 
совокупности и на стадии формирования выбор-
ки. Выборочные совокупности строятся в преде-
лах областей и г. Минска отдельно по каждому 
виду деятельности.
В качестве веса предприятия, или коэффици-
ента досчета, выступает показатель, обратный 
групповой доле отбора предприятий l-го вида 
деятельности m-й области:
,
ilm
ilm
i n
Nw =                                (9)
где N
ilm
 - число предприятий i-й группы (по ведущему 
признаку отбора, например выручка от реализации) l-го 
вида деятельности m-й области; n
ilm
- число предприятий 
i-й выборочной группы (по признаку отбора) l-го вида 
деятельности m-й области.
Для многомерной выборки вес предприятия 
имеет вид:
,
hrlm
hrlm
i n
Nw =                             (10)
где h - число групп в r-м кластере; r - число кластеров по 
l-му виду деятельности в m-м регионе.
Калибрация (обобщенные регрессионные оценки 
GREG). При условии наличия высоких стандарт-
ных или предельных ошибок оценки Горвица-
Томпсона могут быть уточнены с помощью специ-
альных техник взвешивания (постстратификация, 
итеративное взвешивание, калибрация и т. д.). В 
последние десятилетия особое внимание уделя-
ется процедурам калибрации (calibration, Ж.К. 
Девиль, К.Э. Сэндел), направленным на расчет 
скорректированных (калиброванных) весов вы-
борки при соблюдении условий: 1) сумма весов 
первоначального плана выборки и сумма кали-
брованных весов равны; 2) калибрация должна 
способствовать минимизации отклонений между 
базовым выборочным весом w
i
 (w
i
 = k
i
, 
i
i
i n
Nk = ) и 
корректировочным весом d
i
 ( min→− ii dw ), чаще 
всего минимизируется функция расстояния типа 
хи-квадрат (∑ −
ii
ii
qd
dw 2)( , где q
i
 - неотрицательные 
константы, с помощью которых задаются веса 
объектов, не связанные с выборочным планом); 
3) наличие дополнительной информации по вспо-
могательным переменным, известной для всей 
генеральной совокупности [21-23].
Наиболее распространенные оценки для весов 
Горвица-Томпсона - обобщенная регрессионная 
оценка (GREG) и синтетическая оценка (SYN).
Обобщенная регрессионная оценка GREG 
суммарного значения x
j
 по генеральной совокуп-
ности имеет вид:
),ˆ(ˆˆˆ HTjj YYXX HTGREG −+= β                 (11)
где 
HTj
Xˆ  - оценка суммарного значения xj на основе ба-
зового веса предприятия (оценка Горвица-Томпсона); 
Y - суммарное значение вспомогательной переменной 
по генеральной совокупности; HTYˆ  - оценка суммарного 
значения вспомогательной переменной Y на основе базо-
вого веса (оценка Горвица-Томпсона); βˆ  - коэффициент 
регрессии, .ˆ 2∑
∑=
iii
iijii
yqw
yxqw
β
Подставляя в выражение (11) значения 
HTj
Xˆ  и 
HTYˆ , получаем:
).(ˆˆ ∑∑ −+= iiijij ywYxwX GREG β          (12)
Калибрация (синтетическая оценка SYN) осно-
вана на замещении признака x
j
 вспомогательной 
переменной Y, прогнозированием x
j
 на основе 
уравнения взаимосвязи:
,ˆˆ ∑= ijj xX SYN                           (13)
где ∑ ⋅== ,ˆˆ);ˆ(ˆ iijijij yxyfx ββ ∑∑ ⋅




 ′
=
−
iyi
ii
iyi
ii
k
xy
k
yy
2
1
2
ˆ
σσ
β , 
ii wk =  - вес по оценке Горвица-Томпсона.
Оценку SYN можно применять в сочетании с 
HT-оценкой для малых совокупностей.
По результатам расчета трех оценок по каж-
дой из обследованных переменных выбирают ту, 
которая дает наименьшую оценку стандартной 
(предельной) ошибки.
В качестве иллюстрации применения различ-
ных методов оценивания рассмотрены показатели 
расслоенной выборки по виду деятельности «Тек-
стильное и швейное производство», Брестская 
область (см. таблицу 3).
По результатам расчетов HT-оценки получили:
 
79,9589511472
2
64640
3
146578
15
751239
11
54133
7
31ˆ
1
=⋅+⋅+⋅+⋅+⋅== ∑
=
h
i
iiHT xkX
 
79,9589511472
2
64640
3
146578
15
751239
11
54133
7
31ˆ
1
=⋅+⋅+⋅+⋅+⋅== ∑
=
h
i
iiHT xkX  млн рублей.
Фактическая ошибка в абсолютном выраже -
нии: 8,718079,9589588715ˆ HT =−=−=Δ HTXXФ  
млн рублей.
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Фактическая ошибка в относительном вы-
ражении: 
%).1,8(  081,0
88715
8,7180
88715
79,9589588715
X
Xˆ-X HT
 HTо
==
−
==ΔФ  
GREG-оценка. В качестве вспомогательной 
переменной избран показатель средней числен-
ности работников (y), как характеризующейся 
меньшей колеблемостью, чем стоимостные по-
казатели (см. таблицу 4).
Калибровочные веса имеют вид:
 
∑∑
−⋅
⋅
+= )(2 ii
ii
ii
ii ykYyk
ykkd
.
Например, для предприятия №1 калибровоч-
ный вес составит:
 
.842415,2)4,13741270(
06,15900
8331 =−⋅
⋅
+= id
Показатели выборочной совокупности «Швейное и текстильное производство». Брестская область, 2013 г. 
Расслоенная выборка (пропорциональное расслоение)
Таблица 3
(14)
Оценка суммарного значения выручки со-
ставляет:
 
( ) =−+=−⋅+= ∑
∑
∑
∑
=
=
=
=
h
i
iih
i
ii
h
i
iiih
i
iiGREG ykY
yk
yxk
xkX
1
1
2
1
1
4,13691270
06,15717
100517179,95895)(ˆ
 
( ) =−+=−⋅+= ∑
∑
∑
∑
=
=
=
=
h
i
iih
i
ii
h
i
iiih
i
iiGREG ykY
yk
yxk
xkX
1
1
2
1
1
4,13691270
06,15717
100517179,95895)(ˆ
  
млн рублей.
Фактическая ошибка:
75,82375,8953888715ˆGREG =−=−=Δ GREGXXФ  
млн рублей, или 0,93%.
Исходные и расчетные данные для экстраполяции путем использования GREG- и SYN-оценок. 
(Расчет по 38 отобранным организациям). Пропорциональное расслоение
Таблица 4
89538,75 
Показа- 
тель 
Группы по 
выручке от 
реализации 
(X), млн 
рублей 
Объем 
совокупности, 
единиц 
Доля 
отбора 
 
Суммарное значение 
признака 
Дисперсия Коэффициент вариации, в % 
генераль-
ной,  
N 
выбороч- 
ной,  
n 
генеральная 
совокупность 
X 
выборочная 
совокупность 
Σxi 
генеральная 
совокупность 
σ2x 
выборочная 
совокупность 
S2x 
генеральная 
совокупность 
Vx 
выборочная 
совокупность 
vx 
Выручка от 
реализации 
(X) 
до 50 31 7 0,225 712 133 252,4 174,6 69,2 69,5 
50-200 54 11 0,20 6640 1293 1742,9 1561,2 33,95 33,62 
200-1000 65 15 0,20 34435 6578 40959,2 30380,5 44,1 39,8 
1000-2000 14 3 0,21 18353 4640 39401,9 27671,3 15,14 10,8 
2000 и 
более 6 2 0,33 28575 11472 7417021,58 13286025 57,2 63,5 
Итого 180 38 0,21 88715 24116 1007191 2311616 203,6 239,6 
 
N
nd =
№  
п/п 
Выручка от 
реализации, xi 
Среднесписоч- 
ная численность 
работающих, yi 
Базовый вес, k ki∙xi ki∙xi∙yi kiyi2 ki∙yi 2iy  
2
ix  
1 9381 8 3 28143 225144 192 24 64 88003161 
2 24 2 4,4285714 106,2857 212,5714 17,71429 8,857143 4 576 
3 626 21 5 3130 65730 2205 105 441 391876 
4 390 12 5 1950 23400 720 60 144 152100 
5 411 12 5 2055 24660 720 60 144 168921 
6 109 3 4,9090909 535,0909 1605,273 44,18182 14,72727 9 11881 
7 476 14 5 2380 33320 980 70 196 226576 
8 7 0 4,4285714 31 0 0 0 0 49 
9 150 4 4,9090909 736,3636 2945,455 78,54545 19,63636 16 22500 
10 1612 13 4,6666666 7522,667 97794,67 788,6667 60,66667 169 2598544 
11 219 10 5 1095 10950 500 50 100 47961 
12 465 11 5 2325 25575 605 55 121 216225 
… … … … … … … … … … 
38 143 4 4,9090909 702 2808 78,54545 19,63636 16 20449 
Итого 24116 285  95895,79 1005171 15717,06 1369,437 3239 103149334 
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SYN-оценка:
 
2,87553
06,15717
10051711369ˆ
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1
1
=⋅=⋅=
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∑
∑
=
=
=
h
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ii
h
i
iiih
i
iiSYN
yk
yxk
ykX
 
млн рублей.
Фактическая ошибка:
8,11612,8755388715ˆ SYN =−=−=Δ SYNXXФ
млн рублей, или 1,3%.
Очевидно, что наилучшие оценки дал метод 
GREG-оценивания (фактическая ошибка со-
ставила 0,9%).
В многомерной выборке оценивание в боль-
шинстве случаев проводится на основе метода 
HT-оценок. В кластерах без расслоения в качестве 
аналога групп выступают кластеры; в кластерах с 
расслоением учитывается еще дополнительно вес 
группы: 
 
h
h
h n
Nk = , где N
h
 - число организаций в h-й 
группе k-го кластера по генеральной совокупно-
сти; n
h
 - по выборочной совокупности.
В соответствии с предложенной методоло-
гией Национальным статистическим комите-
том Республики Беларусь в ноябре 2014 г. было 
проведено пробное выборочное обследование 
микроорганизаций, а начиная с 2015  г. оно про-
водится уже на регулярной основе. Полученные 
результаты апробации первой версии методоло-
гического и программного обеспечения выборки 
микроорганизаций показали: 
- основные проблемы проведения обследова-
ний связаны с использованием различных схем 
взвешивания, необходимостью оценки группы 
индикаторов, наличием малых областей оцени-
вания, локализацией выборки;
- примерная доля отбора - 15-20%; относи-
тельная ошибка выборки по регионам - 2-3%, по 
видам деятельности - 4-5%, по отдельным видам 
деятельности с небольшим объемом исследуемой 
совокупности - 8-9%; общая доля отбора по Ре-
спублике Беларусь - 21%, по г. Минску - 13%; по 
таким видам деятельности, как торговля, транс-
порт - 10%, строительство - 5-10%, некоторые 
виды промышленного производства - до 30-40%.
Заключение. Предлагаемая методология вы-
борочных обследований, основанная на при-
менении комбинации одномерных и многомер-
ных выборок, различных методов оценивания, 
включая GREG- и SYN-оценки, позволяет 
получить достаточно надежную информацию по 
группе показателей, отражающих деятельность 
микроорганизаций: занятость, фонд заработной 
платы, прибыль, выручку от реализации, объем 
производства. Уточненные и экстраполирован-
ные показатели выборочной совокупности дают 
возможность полнее оценить ненаблюдаемые 
виды экономической деятельности в части неучи-
тываемых мелких субъектов хозяйствования. Тем 
не менее стандартные ошибки по отдельным ин-
дикаторам (например, выручке, инвестициям) в 
разрезе видов деятельности и областей могут быть 
относительно высокими (до 10-16%). С целью по-
вышения их репрезентативности целесообразно 
усложнить процессы оценивания путем при-
менения дополнительных методов калибрации, 
усовершенствовать процедуры ежегодной кор-
ректировки состава выборочной совокупности. 
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