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Abstract-The Gale&in method for first order hyperbolic systems is considered. This method is seen to be 
unstable in an example because of improper treatment of the boundary conditions in the discrete problem. 
The Galerkin method is modified to be stable for any well-posed initial-boundary value problem in one 
dimension. It is shown that the previous estimates of the error in this modified method can be improved 
when the system admits an energy conserving norm. A system in two space dimensions in a region with a 
comer is considered. It is shown how the construction of stable methods for such problems can be reduced 
to a very simple linear programming problem. 
1. INTRODUCTION 
When the mixed problem for the wave equation is approximated by applying the Gale&in 
method to the equivalent first order system: 
(3, = (X3 u(0, t> = 0 = u(l, t) .x U(& 0) = udx), 4x9 0) = %(X) , 
a stable, highly accurate and convergent numerical method results. However, if the equation 
contains advection terms, however small, 
(“I), = U~3* u(0, t)=0= U(1, t) 4x, 0) = 1(0(x), 0(x, 0) = VI&) (1.1) 
(where 0 < a < 1) the Galerkin method becomes grossly unstable ven though the continuous 
problem is well posed and the approximation is stable for the corresponding Cauchy problem. 
The Galerkin method for (1.1) can formally be written as 
where L,, denotes the Galerkin approximation to the operator on the r.h.s. of (1.1): 
Here Ph is the L’ projection into the finite element space satisfying the boundary conditions of 
(1.1). Gunzburger [6] found computationally in 1976 that when the finite element space consists 
of cubic splines the spectrum of Lh has two eigenvalues with positive real parts even though 
the spectrum of L (the r.h.s. of (1.1)) is nonpositive. The real parts of those two spurious 
eigenvalues grew like II-’ so that the norm of the approximate solution grows like exp (h-It) as 
h+O. 
This simple example shows that the same care must be taken in the construction of 
numerical boundary conditions in the finite element method as in finite difference methods. The 
boundary forms that arise from the usual weak form of a hyperbolic system can cause gross 
instabilities in the approximation scheme; even though the same method is convergent (see Fix 
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and Nassif [4]) for the Cauchy problem and the problem with boundary conditions periodic in 
the space variables. 
The instability of the usual Galerkin method applied to (1.1) has never been proven, only 
observed empirically. Recent analytical results by Eastham [3] upon the eigenvalues of L,, give 
detailed information about their symmetry, growth etc., but so far have failed to show that L,, 
has an eigenvalue with positive real part. No one has yet produced an example of a well-posed 
hyperbolic system for which they can prove the usual finite element method to be unstable. 
Although gross instabilities have been observed computationally, this is still an open problem: 
For eqns (l.l), (1.2) prove that Lh has an eigenvalue with positive real part. 
This paper has two parts. In the first portion of this paper the construction of stable 
Galerkin approximations for initial boundary value problems for hyperbolic systems is con- 
sidered. Winther [12] has suggested a method for the boundary value problem. This method 
involves a treatment of the boundary conditions that yield stable approximations. Winther’s 
method, however, uses test and trial spaces consisting of polynomials of different degree. Thus, 
his treatment of the boundary is specific to the particular method. Extension of Winther’s 
method to more than one space dimension presents the problem of ensuring that the test and 
trial space have the same dimension. Gottlieb, Gunzburger, and Turkel 151 have proposed a 
boundary treatment in one space dimension based upon the natural ideal of using characteristic 
data to determine the numerical boundary conditions. Their method is stable for 
semidiscrete schemes when applied to problems in one space dimension. It is not clear, 
however, how the method behaves under time discretizations, or in higher space dimensions. 
The third method for handling boundary conditions for Galerkin methods for mixed problems 
for hyperbolic systems is based upon a change of norm. This change of norm scheme leads to a 
different discretization. The resulting method is stable and convergent for any well-posed initial 
boundary value problem in one space dimension. This last method will be examined in detail. It 
is well known [2] that the usual Galerkin method is, in general, suboptimal for first order 
hyperbolic equations. The modified Galerkin method shares this slight loss of accuracy, see 
Layton[lO]. It is shown here that the estimates of Layton[lO] can be improved by one half 
power of h under the following two conditions. The first is that the finite element space consists 
of odd degree splines. The second is that the system satisfy the conditions of Gunzburger and 
Plemmons[8] for the existence of an energy conserving norm. In particular, when Sh consists 
of C” piecewise linear functions, the error for these types of systems isQ(h’.‘). This improves 
the previous O(h’) of [lo]. 
In the second part of the paper it is shown how the modification of the Galerkin method can 
be applied to a hyperbolic system in two space dimensions in a region with a corner. If the 
corner problem is well-posed it will be shown the boundary treatment of Layton[ 101 can be 
extended in a straightforward way to give stable algorithms in more than one space dimension, 
even in regions with corners. 
l[fll will denote the usual Lz norm of a function f :fl C R” + R” (n and m will be clear from 
the context in which ]].I( is used). (L*)” denotes the set of functions with range cf) C R” and 
/fll< m. The L’ and L” norms of f are defined in the usual manner and denoted ~~j~~L~~lj~~r,- 
respectively. The norm on the Sobolev space H’ is denoted by I(.(\, and defined in the usual 
manner. In particular, if f : (0, l)+ R” then 
ML = Ml + Ilf”ll’ + . * * + 11P11’>‘“. 
2.THEMODIFIEDMETHOD 
In this section the methods proposed in Layton [lo] of treating the relevant boundary forms 
are presented. This treatment alters the usual Galerkin method to make it stable for boundary 
value problems with nonperiodic boundary conditions. It was shown in [lo] that this method is 
stable for the general well-posed initial boundary value problem in one space dimension and 
many problems in two space dimensions. First the methods and results of [lo] will be reviewed. 
Then, it will be shown that the convergence rates of Layton [lo] can be improved in some 
special cases. For simplicity of exposition, only constant coefficient problems will be con- 
sidered. 
Stable and unstable numerical boundary conditions 
Consider the initial boundary value problem 
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$ = A $ + Bu +f(x, t), u(x, 0) = u(x), (2.1) 
for u = u(x, t) E R”, 0 I x 5 1, 0 I t 5 T. A and B are n x R real symmetric matrices and f a 
known forcing function. Without loss of generality A may be taken to be diagonal: 
A= 
A’ = diag(a,, a2, . . ., a,) > 0, 
A” = diag( ur+,, . . ., a,) > 0. 
(2.2) 
For S’, s” fixed r x (n - r) and (n - r) x r matrices, boundary conditions of the form 
u’(0, t) = Su”(0, t), u”(1, t) = Snu’(1, t) (2.3) 
are imposed, where (u’, u”)~ is the partition of u corresponding to the partition of A in (2.2). 
Problems with nonhomogeneous boundary conditions may easily be reduced to an in- 
homogeneous equation with homogeneous boundary conditions. The above problem is well- 
posed. In fact, Kreiss [9] has shown that u must satisfy the estimate 
Ilu(t 5 C ear JJu(O)11+ C I,’ e”(‘-s)jlf(S)jlds (2.4) 
for some constants C, a. 
The key to the construction of stable approximations i contained in the following pro- 
positions of Layton [lo]. 
PROPOSITION 2.1
There is an inner product (. , .)’ on (L2)” with associated norm (/.(I’ equivalent o the usual 
(L’)” norm such Ehat for smooth u satisfying (2.3) 
( A $ + @u, u)’ I CI~(U(~‘~. 0 
For a proof, or more details see [lo]. 
The actual construction of (. , .)’ is important for the discrete problem. Define 
(u, #=I,’ uTG(x)u dx, 
where G is an n x n positive definite symmetric matrix satisfying 
and 
S”A”G”(1) c. A’(l)G’(l) 
S’A’(O)G’(O) I A”(O)G”(O)’ (2.5) 
It was shown in [lo] that such a G(x) exists. 
Let Sh be the finite element space in which the approximate solution is sought, Sh consists 
typically of piecewise polynomial functions in (H’(0, 1))” satisfying the boundary conditions 
(2.3). Sh is assumed to satisfy the following standard approximation assumption. Given 
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u(x) E (H’)” satisfying the boundary conditions (2.3) 
holds for some F. The semidiscrete Galerkin approximation toU(X, t) is a differentiable map U: [O, 
7) + Sh satisfying 
(U,, v)’ = (AU,, v)’ + (BU, v)’ + (j, v)’ (2.6) 
for all v in Sh, where (. , .)’ is the inner product of proposition 2.1. Note that when (. , .)’ is the 
usual L2 inner product (2.6) becomes the ordinary Galerkin method which is unstabie in general. 
In theorem 4.1 of [lo] it is shown that the method (2.6) is stable with G (and hence (. , .)‘) 
chosen as described. In fact, U satisfies 
I~~(t)~~ 5 c{ ea’IIU(0)ll t jot e”‘r-“\]f(s)/ds}. (2.7) 
Further, the error in (2.6) is bounded above by terms of 0(/r’-‘). 
THEOREM 2.1. (Theorem 4.2 of Layton [lo]). 
Assume u, Us E (H’)“. Then, 
IIW - WOll =0.“’ MO) - U(O)/) f C/I’-’ c;: {]/u(s)II, + I~u,(s)~\,) 
holds. 
Remarks. The above estimate is sharp when, for example, S” consists of vector function 
each component of which is a C’ piecewise cubic polynomial (see DuPont [2]). 
Analogous results can be shown for fully discrete schemes. For example, in [lo] it was 
shown that the Crank-Nicholson time discretization of (2.6) is stable convergent with the 
expected rates. 
Some hyperbolic systems of the form (2.1), (2.2), (2.3) admit an “energy conserving norm”. 
In Gunzberger and Plemmons[8] this topic discussed and conditions upon the system and 
boundary conditions which are necessary for an energy conserving norm to exist are given. 
These -imply that A must have even order and the same number of positive and negative 
eigenvalues. Gunzburger and Plemmons also give sufficient conditions for such a norm to exist. 
Computationally, these conditions are manifested in the fact that the matrix G may be chosen 
to be a constant matrix. In this case, the modified method can be thought of as arising by 
altering the boundary elements of the trial space (see Gunzburger [6] for more details). 
It will’be shown that if (2.1), (2.2), (2.3) satisfies the conditions of Gunzburger and 
Plemmons [8] the the error estimate in Theorem 4.1 (above) can be improved by l/2 power of h 
when Sh consists of C” piecewise linear functions. This result holds in the more general case 
where Sh consists of odd degree splines. 
THEOREM 2.2 
Suppose that Sh consists of C” piecewise linear tunctions on a uniform mesh of width h 
satisfying conditions (2.3). Suppose also that G can be chosen to be a constant matrix, u is 
smooth and that U(0) is within O(h2) of uo. Then 
max /u(t) - U(f)(( 5 CW5. 
OsfsT 
The proof of Theorem 2.2 will require several intermediate results. In particular, since the 
matrix G is uniformly positive definite, the spectrum of the mass matrix associated with the 
modified method 
Stable and unstable numerical boundary conditions 
&jk = (Wj, Wk), wj,k in a basis for Sh 
is bounded below by a constant imes the mesh width, $I (7 = constant). Here the standard 
basis for Sh has been chosen, that is, each basis element has L” norm one and is supported in 
an interval no bigger than 2h in width. 
The following lemma is analogous to Lemma 2 pp. 892-893 of DuPont [2]. 
LEMMA 2.1 
Suppose Sh is chosen as described above and {a}:, is the standard basis for Sh. Let g E Sh 
be given and define: 
Vi = (gy Qi), V = (VI, V*, . . . , UN)? 
Then, there is a positive constant C such that 
holds provided the spectrum of Jc1 is bounded below by nh. 
Proof. Let 
Then, if Y = (~1, . e ., YN)‘, 
77h(Y, Y) 5 WY, Y) = llgll’* 5 cllsl121 
follows from the equivalence of ((.(( with ((.I(‘. Setting v = &y gives 
II&# 5 cllg/l’* = c(v, Y) 5 CIVIY 5 4^rlw’2/~I llsll. 
PROPOSITION 2.2 
Suppose that [ is a differentiable map of [O, Tl into S” (defined above) and 
q 
(5t- Alx - BS, @i)’ = vi(t) 
holds for each ai in the standard basis for Sh, i = 1, . . . , A? Suppose that the spectrum of .& is 
bounded below by +I for some Q> 0. Then, there is a constant C such that 
Proof. Since J? is nonsingular we can find g(t) E Sh such that (g(t), ai) = vi(t) for each t. 
Taking linear combinations of the @, gives that 5 satisfies 
(6, - 051 -B& v) = (g, u), u E Sh. 
This is an equation of the form (4.5). Applying the stability result of [lo], i.e. eqn (2.7) with the 
identification 5= U. g = f, gives 
for 0 5 t 5 T. Applying Lemma 2.1 yields the proposition. c1 
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Proof of Theorem 2.2. Some features of the basis for Sh will now be described. Let h = J-’ 
with J E Z+ and define cpj(x) = cp(h-‘x - ~3, where cp is the hat function, ~(0) = 1, p(x) = 0 for 
JxJ’zz 1 and cp is piecewise linear between * 1 and 0. Define 
Qj,k(X) = ekcpi(x), k = 1, . . . , !I. j = 0, . . . , J 
where ek is the kth unit vector. For j# 0, J, $,k satisfies the boundary conditions (2.3). These 
boundary conditions represent n linearly independent boundary conditions so that linear 
combinations of G+,k and a&k (k = 1, 1, . . . , n) can be chosen to produce $,, . . . , I/J,, satisfying the 
boundary conditions of the continuous problem. The basis for S” will be taken to be 
h * * * 9 &, @j,k:j=l, .. . . J-l; k= 1,. .., n}. 
In particular, note that n basis elements (the boundary elements) do not vanish at 0 and 1. 
The remaining (J - 1)n = (h-l - n)n vanish at 0 and 1. 
Since piecewise linear interpolation is local Lemma 3 p. 893 of DuPont [2] holds in the 
non-periodic ase provided we remain away from the boundary. (In fact, Lucas [ 131 has shown 
an analogous result to hold when S” consists of cubic splines under various boundary 
conditions). 
Let rS denote the S” interpolant of u and define 5 = V(x, t) - fi(x, t). 5 satisfies 
(5, - A& - Bf; @i)’ = ((i - u), - A( 6 - u), - B( ii - u), @i)‘. 
Using the fact that ri, interpolates ul, and that B is a constant matrix gives that (u - ti), - 
B(u - ir) = O(lr’). Thus, the analog of Lemma 3 of DuPont op. cit. gives that if [Xi-l, xi+,] is 
properly inside (0. 1). 
(u - ti), - A(u - a), - B(u - I?) = - A $ qi(X, t) + gi(X, t), Xi-1 5 X 5 Xi+] 
where gi = O(k*) and qi is a vector with component k equal to (k = 1, . . . , n) 
- 1/2Uk,(Xi, t)(X - Xi-,)(X - Xi), Xi-1 5 X 5 Xi, 
(4i)‘(x7 r) = { - l/2 Utu(Xiy t)(X - Xi)(Xi+l - X) Xi % X s Xi+l. 
If Cp is a basis element with support in [xi-,, Xi+,] C C (0, l), Q is an even function about Xi. 
Since G and A are diagonal constant matrices and 4i is even about Xi 
((U - u’), - A(u - u’), - B(u - u’), a,)‘= (gi, Cp)’ = vk. 
Hence, 1 UiJ 5 ~~@~I~~~~gJI~m 5 Ch3. 
If ak is a boundary element hen 
I((u - ri)t - A(u - 61, - B(u - ri), (Pk)l( S c(llu - &* + jl(u - @,iiL-li@k//L’ s Ch2. 
Thus vk = 0(h3) for all but a finite (bounded independ of h) number of basis functions. For 
those basis functions vk = O(h’). 
Therefore, )v] = ( v12 + . . . + v,? = O(h*). The theorem now follows from Proposition 2.2 and 
the triangle inequality. 
3. A PROBLEM IN 2 SPACE DIMENSIONS 
In this section a hyperbolic system in two space dimensions in a region with a corner wilI be 
considered. Such problems occur frequently in practice. For example, when an exterior 
problem is approximated artificial boundaries must be placed at some distance from the body. If 
those boundaries are to be noncharacteristic everywhere, then necessarily, the region must 
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have a corner. Boundary value problems whose boundaries are characteristic at isolated points 
pose similar computational nd theoretical problems to problems with corners. 
The simple system 
u, = - clu, + d,u,, v, = c,v, - d,v, 
in x, y, t > 0 will be considered. cl, c2, d,, d2 are positive constants. 
u(x, Y, 0) = 43(x, Yh 0, Y, 0) = %(X7 Y) 
and the boundary conditions 
(3.1) 
The initial condition 
(3.2) 
~(0, Y, 0 = au64 Y, t), v(x, 0, 0 = bdx, 0, 0 (3.3) 
are imposed. The boundary conditions are posed so that each half-plane problem is well- 
posed. However, the corner problem is not well-posed in general. In fact, Osher [l l] has shown 
THEOREM (Theorem 2.1, p. 156 of Osher [ll]). 
The solution to (3.1), (3.2), (3.3) satisfies the estimate 
llwN2 + lIv(~)l12 5 Cw(lluol(2 + 11412) 
if and only if 
I4 5 x’/[WdM,/cdl =[I’*, 0 (3.4) 
It will be shown that under the condition (3.4) necessary and sufficient for well-posedness of
(3.1), (3.2), (3.3) a modification of the Galerkin method can be made, in the spirit of the 
modification in one space dimension, that will produce a stable and convergent method for this 
problem. Interestingly, this will also provide an alternate proof of the “if” part of Osher’s 
result. Define 
Set G = diag(g,, 82) where gj = gj(x, y) > 0 and consider: 
where %I is the boundary form 
.?8=11/2 = 
I c,g,(O, y)u2(0, Y) - w,(O, yb2C0, Y) dy 0 
I 
r 
+ l/2 d,gz(x, 0)u2(x, 0) - d,gl(x, O)u’(x, 0) dx. 
0
It will be shown that under condition (3.4) smooth g,, g2 > 0 can be chosen such that 8 is 
negative semi-definite for all u, u satisfying (3.3). Applying the boundary conditions reduces the 
constraints upon g,, gz( > 0) to 
Cl a2g,to, Y) 5 c2g2(0, Yh 0 5 Y, Oc 
dzb2g2(x, 0) 5 d,g,(x, 0), 0 I x < cc. (3.5) 
By Lemma 3.1 and the proof of Proposition 3.1 of Layton [lo], each of these can individually 
be satisfied by a positive g. It is sufficient, therefore, for these inequalities to hold true at the 
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corner (0, 0) for them to hold for all x and y: 
g&O, 0) > 0 b?(O, 0) > 0 
Cl a?g,(O, 0) - c1g,(O, 0) 5 0 
d?b'g,(O, O)- d,g,(O, 0) 5 0. 
(3.6j 
In this way a linear programming problem (3.6) is associated with the initial boundary value 
problem. A straightforward computation with Farka’s Lemma (see Theorem 3 p. 77 of Bazaraa 
and Jarvis[l]) shows that the above linear inequalities have a positive solution if and only if the 
condition (3.4) of Osher holds. 
Let G,(O, 0), G2(0, 0) satisfy (3.6), extend them along the X and Y axes so that (3.5) holds and 
define gl, g, by interpolation in the region x, yf 0 between the axes. The resulting inner product 
(. , .)’ yields a stable and convergent Galerkin method. If (U, V)‘: [0, T] --, Sh satisfies 
then (Theorem 4.1 of [lo]) 
where C(T) is independent of h. 
Note that if condition (3.4) is not satisfied then the continuous problem is not well posed and 
hence no numerical method for approximating it can hope to succeed. 
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