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WEIGHT ZERO IN TENSOR-DECOMPOSABLE IRREDUCIBLE
REPRESENTATIONS OF SIMPLE ALGEBRAIC GROUPS
ALEXANDER BARANOV AND ALEXANDRE ZALESSKI
Dedicated to A.V. Yakovlev on occasion of his 80th birthday
Abstract. Let G be a simple algebraic group in defining characteristic p > 0, and let V be an
irreducible G-module which is the tensor product of exactly two non-trivial modules. We obtain a
criterion for V to have the zero weight. In addition, we provide a uniform criterion for an irreducible
representation of a simple Lie algebra over the complex numbers to have a multiple of a prescribed
fundamental weight.
1. Introduction
The structure of the weight system is one of the major characteristics of a representation of a
simple algebraic group. If the ground field is of characteristic p = 0 then this structure is well
understood and the general theory provides efficient tools for solving various specific questions. For
p > 0 the structure of the weight system of an irreducible representation is less known, especially
in the case where the highest weight of it is not p-restricted.
We are interested in the problem of describing the irreducible representations of simple algebraic
groups which have weight 0. If p = 0 then the answer is well known, and given in terms of the
highest weight of a representation. In prime characteristic p the only known results deal with p-
restricted representations [4, 9, 12], [11, §2.4]. In our best knowledge no general result is available for
the representations whose highest weights are not p-restricted. In full generality the problem looks
untractable, and in this paper we consider the most natural special case where the representation
in question is a tensor product of exactly two tensor-indecomposable non-trivial factors.
To state the main results of the paper we introduce some notation. For a simple, simply connected
algebraic group G of type Xn (X = A, . . . , G) we denote by ω
X
1 , . . . , ω
X
n (or simply, by ω1, . . . , ωn)
the fundamental weights of the corresponding weight system. A weight of G is called dominant if
it is an integral linear combination of ω1, . . . , ωn with non-negative coefficients, and p-restricted if
the coefficients do not exceed p−1. We denote by Ω+0 (G) the set of all dominant weights
∑n
i=1 aiωi
with an = 0. For a dominant weight λ we denote by Vλ the irreducible G-module with highest
weight λ and by λ∗ the highest weight of the module dual to Vλ. We call Vλ p-restricted if so is
λ. A radical weight is one which is an integral linear combination of the roots. For the notion of
a miniscule weight see [2, Ch. VIII, §7.3]. For weights ω, σ we write ω  σ if ω − σ is an integral
linear combination of the roots with non-negative coefficients. In addition, (ω, σ) is the standard
inner product on the weight lattice of G, see [1], which is the main source of our terminology for
weight systems. For a dominant weight λ =
∑n
i=1 aiω
B
i of Bn we denote by λ
C =
∑n
i=1 aiω
C
i the
corresponding dominant weight of Cn.
Let λ be the highest weight of a rational irreducible G-module V . It follows from Steinberg’s
tensor product theorem (see below) that V is tensor-indecomposable if and only if λ = piλ0 for an
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integer i ≥ 0 and a p-restricted weight λ0 (with a few exceptions for p = 2, 3); in non-exceptional
cases V is a tensor product of two tensor-indecomposable non-trivial modules if and only if λ =
pk(λ0 + p
iλ1), where λ0, λ1 are non-zero p-restricted weights and integers k ≥ 0, i ≥ 1. In the
exceptional cases i = 0 is allowed. In the following theorem we do not exclude the exceptions.
Theorem 1.1. Let G be a simple algebraic group of rank n in defining characteristic p > 0 and let V
be an irreducible G-module of highest weight ω. Suppose V is the tensor product of two non-trivial
tensor-indecomposable G-modules, so ω = pk(λ0 + p
iλ1), where λ0, λ1 are p-restricted dominant
weights and k, i ≥ 0. Set λ = λ0 + p
iλ1. Then V has weight 0 if and only if λ is radical and one of
the following holds.
(1) p > 2 or G 6= Bn, Cn, G2; and
(1.1) λ1 is radical; or
(1.2) λ1  ωj for some miniscule ωj and (λ
∗
0, ωj) ≥ p
i(ωj , ωj).
(2) p = 2, G = Cn; and
(2.1) i ≥ 0, λ0 ∈ Ω
+
0 (G), λ1 = ωn and λ0  2
iωn, equivalently, (λ0, ωn) ≥ 2
in; or
(2.2) i ≥ 1, λ0, λ1 ∈ Ω
+
0 (G) and λ1 is radical; or
(2.3) i ≥ 1, λ0, λ1 ∈ Ω
+
0 (G), λ1  ω1 and λ0  2
iω1, equivalently, (λ0, ω1) ≥ 2
i.
(3) p = 2, G = Bn; and
(3.1) i ≥ 1, λ0 ∈ Ω
+
0 (G), λ1 = ωn, λ
C
0 + 2
i−1ωCn is a radical weight of Cn, λ
C
0  2
i−1ωCn ; or
(3.2) i ≥ 1, λ0, λ1 ∈ Ω
+
0 (G), λ
C
0 + 2
iλC1 is a radical weight of Cn satisfying (2.2) or (2.3).
(4) p = 2, G = G2; and
(4.1) i ≥ 1 and ω1 /∈ {λ0, λ1}; or
(4.2) i = 1, λ0 = ω1 + ω2, λ1 = ω1.
Conditions for a weight
∑
aiωi to be radical can be easily read off the expressions of the funda-
mental weights in terms of the simple roots given in [1, Planche I - Planche IX] (and elsewhere),
however, for reader’s convenience we provide them at the end of this paper in Table 2. The condition
for λ∗0 in (1.2) is explicitly given in terms of the ai’s in Table 1. A criterion for ω  mωj in cases
(1.2), (2.1) and (2.3) is given in the following Theorem 1.2, which is essentially used in the proof
of Theorem 1.1 and also is of independent interest. Note that Theorem 1.2 deals with an abstract
weight system (of simple Lie algebras):
Theorem 1.2. Let Ω be the weight lattice of a simple Lie algebra L over the complex numbers, and
let ω1, . . . , ωn be the fundamental weights of Ω. Let m > 0 and 1 ≤ j ≤ n be integers and let ω ∈ Ω.
(1) ω  mωj if and only if ω −mωj is radical and (ω, ωj) ≥ m(ωj, ωj).
(2) Suppose that ω is dominant. Let ρ be an irreducible representation of L with highest weight
ω. Then mωj is a weight of ρ if and only if ω −mωj is radical and (ω, ωj) ≥ m(ωj, ωj).
Note that the condition (ω, ωj) ≥ m(ωj, ωj) above can be written in a more explicit form in terms
of the coefficients of the expression ω =
∑
i aiωi, see Remark 3.5.
Notation Let G be a simple, simply connected algebraic group of rank n. To say that G is of
type An etc., we simply write G = An. The Weyl group of G is denoted by W. We denote by
α1, . . . , αn and ω1, . . . , ωn, respectively, the simple roots and the fundamental weights of the weight
lattice Ω(G) of G. The zero weight (or weight 0) is often denoted by 0. We write Ω+(G) for the set
of dominant weights, which are exactly the non-negative integral linear combinations of ω1, . . . , ωn
(ordered as in [1]). We denote by Ω+0 (G) the set of all dominant weights
∑n
i=1 aiωi with an = 0.
For a dominant weight λ =
∑n
i=1 aiω
B
i of Bn we denote by λ
C =
∑n
i=1 aiω
C
i the corresponding
dominant weight of Cn.
The expressions ωi =
∑
dijαj of ωi in terms of αj for 1 ≤ i, j ≤ n are given in [1, Planche I -
Planche IX]; the corresponding matrix ∆ = (dij) is the inverse of the Cartan matrix of G.
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There is a standard partial ordering of elements of Ω; specifically, for µ, µ′ ∈ Ω we write µ  µ′
and µ′  µ if and only if µ′ − µ is a sum of simple roots. Every irreducible G-module has a unique
weight ω such that µ ≺ ω for every weight µ of V with µ 6= ω. This is called the highest weight
of V . There is a bijection between Ω+ and Irr(G), so for ω ∈ Ω+ we denote by Vω the irreducible
G-module with highest weight ω. A weight ω =
∑
aiωi is called p-restricted if 0 ≤ a1, . . . , an < p,
and we call a module Vω p-restricted if so is ω.
2. Preliminaries
Every dominant weight ω =
∑
aiωi has a unique p-adic expansion ω = λ0 + pλ1 + · · · + p
kλk
for some k, where λ0, . . . , λk are p-restricted dominant weights. This yields the tensor product
decomposition Vω = Vλ0 ⊗Vpλ1 ⊗· · ·⊗Vpkλk , which is known as Steinberg’s tensor product theorem
(see [7, Theorem 41]). We set e(G) = 1 for G ∈ {An, E6, E7, E8}, e(G) = 2 for G ∈ {Bn, Cn, F4} and
e(G) = 3 for G = G2. The following result describes p-restricted tensor-indecomposable modules
(note that (3) is a special case of (2)).
Lemma 2.1. [7, Corollary of Theorem 41],[5, 1.6] Let G be a simple algebraic group and let V be
a p-restricted irreducible G-module with highest weight ω.
(1) If p 6= e(G) then V is tensor-indecomposable.
(2) Suppose p = e(G). Let ω =
∑
aiωi and let ω = λ1 + λ2, where λ1 =
∑
i:αi is short
aiωi and
λ2 =
∑
i:αi is long
aiωi. Then V = Vλ1 ⊗ Vλ2 , and Vλk is tensor-indecomposable for k = 1, 2.
In particular, V is tensor-indecomposable if and only if λ1 = 0 or λ2 = 0.
(3) Suppose p = 2 and G = Bn, Cn. Then V is tensor-indecomposable if and only if ω = ωn or
ω ∈ Ω+0 (G).
Remark 2.2. If ω is not p-restricted then Vω is tensor-decomposable unless the expansion ω =
λ0+ pλ1 + · · ·+ p
kλk consists of a single term, say, p
iλi. In that case, Vpiλi
∼= V Fr
i
λi
is ith Frobenius
twist of Vλi , and thus it is tensor-indecomposable if and only if Vλi is so.
The following is well known.
Lemma 2.3. Let ω ∈ Ω+(G) and let i ∈ N. Then the system of weights of the G-module Vpiω is
exactly {piλ | λ weight of Vω}. In particular, 0 is a weight of Vω if and only if 0 is a weight of Vpiω.
Let V be a tensor-indecomposable irreducible G-module with p-restricted highest weight ω. We
wish to find conditions for the module V to have weight 0. A well known obvious necessary condition
is that ω is a radical weight. Premet’s Theorem [4] shows that this condition is also sufficient if
p = 0 or p > e(G).
Theorem 2.4. [4, Theorem 1] Assume p = 0 or p > e(G). Let Vω be an irreducible G-module with
p-restricted dominant weight ω. Then the set of dominant weights in Vω is {µ  ω | µ ∈ Ω
+(G)},
and the set of weights in Vω is {wµ | µ ∈ Ω
+(G), µ  ω, w ∈ W}. Consequently, if ω is radical
then Vω has weight 0, otherwise Vω has a unique miniscule fundamental weight ωj.
The additional claim is stated explicitly (with a proof) in [10, Proposition 2.3]. We wish to
characterize the occurrence of weight 0 in the exceptional cases as well. This was essentially done
in [11], except the case of Bn for p = 2. The latter can be treated similarly to the case of Cn as the
corresponding root systems are dual to each other. Indeed, by [7, Theorem 28] (see also [3, Section
5.4]), for p = 2 there are homomorphisms (special isogenies) of algebraic groups ϕBC : Bn → Cn and
ϕCB : Cn → Bn which are isomorphisms of the abstract groups (as the ground field is algebraically
closed), but not isomorphisms of algebraic groups [7, p.155 Remark(b)]. More exactly, suppose we
have a pair of simple, simply connected algebraic groups G and G′ with dual root systems R and
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R∨. Let p = 2, 3 and let ϕ : G → G′ be the associated special isogeny. When ϕ is restricted to a
map of maximal tori T → T ′, the comorphism ϕ∗ sends each short root of G′ to the corresponding
long root of G and each long root of G′ to the pth multiple of the corresponding short root of G.
The corresponding fundamental weights are mapped similarly: ϕ∗(ωG
′
i ) = ω
G
i if the root αi of G
′
is short and ϕ∗(ωG
′
i ) = pω
G
i if the root αi of G
′ is long. In addition, the composition of ϕ with an
irreducible representation V of G′ is an irreducible representation of G, denoted ϕ∗(V ). Note that
the module V has weight zero if and only if ϕ∗(V ) has it, as the zero weight space corresponds to
a trivial representation of a maximal torus of the group. Thus, we have the following theorem.
Theorem 2.5. [7, Theorem 28], [3, Section 5.4] Let ϕ : G→ G′, ϕBC : Bn → Cn and ϕCB : Cn →
Bn be special isogenies as above.
(1) If V is an irreducible G′-module of highest weight λ then ϕ∗(V ) is an irreducible G-module
of highest weight ϕ∗(λ). Moreover, V has weight zero if and only if ϕ∗(V ) has it.
(2) ϕ∗CB(
∑n
i=1 aiω
B
i ) =
∑n−1
i=1 2aiω
C
i + anω
C
n for all integers a1, . . . , an.
(3) ϕ∗BC(
∑n
i=1 aiω
C
i ) =
∑n−1
i=1 aiω
B
i + 2anω
B
n for all integers a1, . . . , an.
Now we can characterize the occurrence of weight 0 in the exceptional cases as well.
Proposition 2.6. Let G be a simple algebraic group and let V be a tensor-indecomposable irreducible
G-module with p-restricted highest weight ω. Suppose ω is radical. Then V has weight 0, except the
following cases:
(1) p = 2, G = Cn, n even and ω = ωn;
(2) p = 2, G = Bn, ω ∈ Ω
+
0 (G) and ω
C is not a radical weight of Cn;
(3) p = 2, G = G2 and ω = ω1.
Proof. This was proved in [11, Corollary 11] except for the case G = Bn for p = 2. Note that in
[11, Corollary 11] the case with p = 2 and G = Cn, n even, ω = ωn is missing, but it is clear from
the context or from Corollary 14 in [11] that this has to be included.
Suppose now that G = Bn and p = 2. Since Vω is tensor-indecomposable, by Lemma 2.1, ω = ωn
or ω ∈ Ω+0 (G). Note that ωn is not radical for Bn (see Table 2), so ω ∈ Ω
+
0 (G). Hence ω = ϕ
∗
BC(ω
C)
by Theorem 2.5(3). By Theorem 2.5(1), Vω has weight 0 if and only if VωC has it. Since ω
C 6= ωCn ,
this is equivalent to ωC being radical. 
We will also need the following fact.
Lemma 2.7. [11, Proposition 13] Let p = 2, G = Cn and let ω be a 2-restricted dominant weight
of G with ω ∈ Ω+0 (G). Let µ be a dominant weight of G such that µ  ω. Then µ is a weight of Vω.
We complement this with the following observation.
Proposition 2.8. Let G be a simple algebraic group and let V be a tensor-indecomposable irreducible
G-module with highest weight ω. Then V has a unique minimal dominant weight ωmin. Moreover,
if ω is p-restricted then ωmin is the same as in characteristic zero (i.e. ωmin is 0 if ω is radical, or
miniscule ωj, otherwise) unless one of the following holds.
(1) p = 2, G = Cn and ω = ωn. Then ωmin = ωn.
(2) p = 2, G = Bn and ω ∈ Ω
+
0 (G). Then ωmin = 0 if ω
C is a radical weight of Cn and
ωmin = ω1 otherwise.
(3) p = 2, G = G2 and ω = ω1. Then ωmin = ω1.
Proof. Let V be a tensor-indecomposable G-module and let ω be the highest weight of V . Since
V is tensor-indecomposable, by Steinberg’s tensor product theorem, ω = pkω′ for some p-restricted
ω′. Now if Vω′ has the smallest dominant weight ωmin then it follows from Lemma 2.3 that p
kωmin
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is the smallest dominant weight of Vω and we are done. Thus, we can assume that ω is p-restricted.
In view of Theorem 2.4, we need only to consider the exceptional cases.
First, let p = 2 and G = Cn. Then by Lemma 2.1(3), ω = ωn or ω ∈ Ω
+
0 (G). If ω = ωn then ωn
is well known to be the unique dominant weight in Vω, so ωmin = ωn. If ω ∈ Ω
+
0 (G) then by Lemma
2.7, the weights of Vω are the same as the weights of the corresponding module over the complex
numbers, so the result follows.
Let p = 2 and G = Bn. Then by Lemma 2.1(3), ω = ωn or ω ∈ Ω
+
0 (G). If ω = ωn then Vω
is the spin module and ωn is its unique dominant weight, so ωmin = ωn (as in characteristic 0).
Suppose ω ∈ Ω+0 (G). Then by Theorem 2.5, Vω = ϕ
∗
BC(VωC ). By above, VωC has the smallest
dominant weight ω′min. Note that ω
′
min = 0 if ω
C is radical and ω′min = ω
C
1 otherwise. We claim
that ϕ∗BC(ω
′
min) is the smallest weight of Vω. Indeed, this is clear if ω
C is radical as ϕ∗BC(0) = 0.
Suppose ωC is not radical. Then Vω has no zero weight but has weight ϕ
∗
BC(ω
C
1 ) = ω1. It is well
known that ω1 is minimal. It remains to show uniqueness. Let µ be any dominant weight of Vω.
Then µ 6= 0. We wish to show that ω1  µ. Since ω ∈ Ω
+
0 (G), both ω and µ are radical weights
of Bn, see Table 2. Hence µ is a combination of ω1, . . . , ωn−1 and 2ωn with non-negative integral
coefficients. Since ω1  ωj for j = 1, . . . , n − 1 and ω1  2ωn (see [1, Planche II]), we get that
ω1  µ, as required.
If G = F4 or G = G2 then every weight of G is radical, so, by Proposition 2.6, every G-module
has weight 0, unless G = G2 and p = 2. In the latter case Vω1 is the only irreducible G-module
that does not have weight 0, and in this case ω1 is the only dominant weight of Vω1 . So the result
follows. 
3. Some observations on weight lattices
The aim of this section is to prove Theorem 1.2, i.e. to establish a criterion for an irreducible
representation with highest weight ω of a finite dimensional simple complex Lie algebra (or simple
complex algebraic group) G to contain a multiple of a fundamental weight mωj. A number of useful
fact on the weight lattices can be found in [1] and [8], but the following simple lemma was not
recorded there, and probably elsewhere. Note that (ωi, αj) = δij(αj , αj)/2 (the Kronecker delta),
see [1, Ch.VI, §1.10 ].
Lemma 3.1. Let µ, ν ∈ Ω(G). Then µ  ν if and only if µ− ν is radical and (µ, ωk) ≥ (ν, ωk) for
k = 1, . . . , n.
Proof. The ”only if” part. Let µ  ν. By definition of ≻, we have µ = ν +
∑
bjαj , where bj ≥ 0
are integers. So (µ, ωk) = (ν, ωk) +
∑
bj(αj , ωk), whence (µ, ωk) ≥ (ν, ωk) as (αj , ωk) ≥ 0 for all
j, k ∈ {1, . . . , n}.
Conversely, µ = ν +
∑
bjαj with bj ∈ Z as µ − ν is radical. So (µ, ωk) ≥ (ν, ωk) means
(µ, ωk)− (ν, ωk) ≥ 0, whence
∑
bj(αj , ωk) ≥ 0 for all k. As (αj , ωk) = 0 for k 6= j and (αk, ωk) > 0
for all k, we conclude that bj ≥ 0 for all j. 
Set E(G) = (eij), where eij = (ωi, ωj) for 1 ≤ i, j ≤ n. Let ω =
∑
aiωi and ω =
∑
k ckαk. The
expressions ωi =
∑
k dikαk of the fundamental weights in terms of the simple roots are available
in [1, Planche I – Planche IX]. By substituting these into ω =
∑
aiωi we get ck =
∑
i dikai. As
(ωj, αk) =
(αk ,αk)
2 δjk [1, Ch.VI, §1.10 ], we have
(ω, ωk) =
∑
i
ci(αi, ωk) =
∑
i
ci(ωk, αi) =
1
2
(αk, αk)ck,
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whence ck =
2
(αk ,αk)
(ω, ωk). As ωj =
∑
k djkαk, we have
(1) djk =
2
(αk, αk)
(ωj , ωk) =
2
(αk, αk)
ejk for 1 ≤ j, k ≤ n.
Inspection of the root systems implies that 12 (αk, αk) = 1 (and hence djk = ejk) unless one of the
following holds:
G = Bn, k = n and
1
2 (αn, αn) = 1/2;
G = Cn, k = n and
1
2 (αn, αn) = 2;
G = F4, k = 3, 4 and
1
2(αk, αk) = 1/2;
G = G2, k = 2 and
1
2(α2, α2) = 3.
From these and the formulas for ωi =
∑
k dikαk in [1] one can easily write down the matrix E(G).
The matrix E(G) is symmetric and satisfies the following condition which is very useful in what
follows.
Proposition 3.2. We have
(2) (ωi, ωj)(ωk, ωk) ≥ (ωi, ωk)(ωk, ωj) for all 1 ≤ i, j, k ≤ n.
In other words, the matrix E(G) satisfies the property eijekk ≥ eikekj for all integers i, j, k with
1 ≤ i, j, k ≤ n. Moreover, the matrix ∆(G) = (dij) satisfies the property dijdkk ≥ dikdkj for all
1 ≤ i, j, k ≤ n.
Proof. Note that the result for the matrix ∆(G) follows from that for the matrix E(G) as the condi-
tion eijekk ≥ eikekj remains valid under replacing E(G) by XE(G)Y , where X and Y are arbitrary
diagonal matrices, and in fact these conditions are equivalent if X and Y are non-degenerate.
If k = i or k = j then we have the equality in (2). Moreover, the case with i = j where (2) takes
shape (ωi, ωi)(ωk, ωk) ≥ (ωi, ωk)
2 follows from the Cauchy-Schwarz inequality. So we assume that
i, j, k are distinct. In addition, (2) is symmetric with respect to i, j, so we can assume i < j.
Let G = An. Then eij = i(n+ 1− j)/(n + 1) for 1 ≤ i ≤ j ≤ n. So we have
(n+ 1)2eijekk = i(n+ 1− j)k(n + 1− k) for i < j
and
(n+ 1)2eikekj =


k(n+ 1− i) · k(n+ 1− j) if k < i < j,
i(n+ 1− k) · k(n+ 1− j) if i < k < j,
i(n+ 1− k) · j(n + 1− k) if i < j < k.
Clearly, (2) holds in all these cases.
For the remaining classical types the entries eij = (ωi, ωj) can be easily computed if one embeds
the weight lattice into an orthogonal space with orthonormal basis ε1, . . . , εn, defined in [1, Planche
II-Planche IX], where the expressions of ω1, . . . , ωn in terms of ε1, . . . , εn are written down. In
addition, (2) remains unchanged if ωi is replaced by ω
′
i = qiωi for any qi > 0.
Let G = Bn. Then ωi = ε1 + ... + εi for i < n and ωn = (ε1 + ...+ εn)/2. Put ω
′
i = ωi for i < n
and ω′n = 2ωn. Then
(ω′i, ω
′
j) = (ε1 + ...+ εi, ε1 + ...+ εj) = min{i, j} for all 1 ≤ i, j ≤ n.
Hence, as required, for all i < j and for all k we get
(ω′i, ω
′
j)(ω
′
k, ω
′
k) = ik ≥ min{i, k}min{k, j} = (ω
′
i, ω
′
k)(ω
′
k, ω
′
j).
The case G = Cn follows from that with G = Bn. As the matrices (dij) computed for G = Bn
and G = Cn are transposes of each other, the claim follows.
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Let G = Dn. Put ω
′
i = ωi for i < n− 1 and ω
′
i = 2ωi for i = n− 1, n. Then
(ω′i, ω
′
j) = (ε1 + ...+ εi, ε1 + ...+ εj) = min{i, j} for all 1 ≤ i, j ≤ n
except (ω′n−1, ω
′
n−1) = n and (ω
′
n−1, ω
′
n) = n − 2. Therefore, as in the case Bn, (2) holds for all
i, j, k such that n − 1 6∈ {i, j, k} or n 6∈ {i, j, k}. Suppose {n − 1, n} ⊆ {i, j, k}. Then, as required,
we have
(ω′i, ω
′
j)(ω
′
k, ω
′
k) = in > i(n − 2) = (ω
′
i, ω
′
k)(ω
′
k, ω
′
j) if i ≤ n− 2 < j, k;
(ω′i, ω
′
j)(ω
′
k, ω
′
k) = (n− 2)k > kk = (ω
′
i, ω
′
k)(ω
′
k, ω
′
j) if k ≤ n− 2 < i < j.
For the exceptional groups the result follows by inspection of the matrix E(G). 
Note that the matrix ∆(G) is the inverse of the Cartan matrix. Both of them are known to satisfy
many combinatorial properties. However, we have been unable to find in the literature anything
related to Proposition 3.2.
The following statement is a special case of Lemma 3.1.
Lemma 3.3. Let m ≥ 0 be an integer and let ω ∈ Ω(G). Then ω  mωj if and only if ω −mωj is
a radical weight and for every k = 1, . . . , n we have (ω, ωk) ≥ m(ωj, ωk).
Lemma 3.4. Let m ≥ 0 be an integer and let ω ∈ Ω(G). Then (ω, ωk) ≥ m(ωk, ωk) implies
(ω, ωi) ≥ m(ωk, ωi) for i = 1, . . . , n.
Proof. Let ω =
∑
aiωi =
∑
k ckαk. Recall that ck =
∑
l aldlk, ck =
2
(αk ,αk)
(ω, ωk) and dij =
2
(αj ,αj)
(ωi, ωj). Hence the conditions (ω, ωk) ≥ m(ωk, ωk) and (ω, ωi) ≥ m(ωk, ωi) in the lemma are
equivalent to ck ≥ mdkk and ci ≥ mdki, respectively. Therefore, we need to show that ck ≥ mdkk
implies ci ≥ mdki for i = 1, . . . , n. Note that dij > 0 for every i, j. Then we get
ci =
∑
l
aldli ≥
∑
l
al(dlkdki/dkk) = ckdki/dkk ≥ (mdkk)dki/dkk = mdki,
as required. 
Proof of Theorem 1.2. (1). By Lemma 3.3, ω  mωj if and only if ω−mωj is radical and (ω, ωi) ≥
m(ωj, ωi) for all i ∈ {1, . . . , n}. By Lemma 3.4, (ω, ωj) ≥ m(ωj , ωj) implies (ω, ωi) ≥ m(ωj , ωi) for
all i = 1, . . . , n, whence the result. (2) follows from (1) and [2, Ch. VIII, §7.2, Proposition 5(iv)]
(or see Theorem 2.4 for p = 0). 
Remark 3.5. By using the exact values of (ωi, ωj) for all i, j, we can rewrite the condition (ω, ωj) ≥
m(ωj, ωj) in Theorem 1.2 in a more explicit form. For example, let G = An and let ω =
∑
bkωk be
a dominant weight of G such that ω −mωj is radical. We wish to rewrite the condition (ω, ωj) ≥
m(ωj, ωj) in terms of bk’s. By using the values of (ωk, ωj) (see the proof of Proposition 3.2), we get:
(n+ 1)(ω, ωj) =
n∑
k=1
bk(n+ 1)(ωk, ωj) =
j∑
k=1
bkk(n+ 1− j) +
n∑
k=j+1
bkj(n + 1− k).
Thus, (ω, ωj) ≥ m(ωj , ωj) is equivalent to
j∑
k=1
bkk(n+ 1− j) +
n∑
k=j+1
bkj(n + 1− k) ≥ mj(n+ 1− j).
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By dividing both parts by j(n + 1− j), we get the condition
(3)
j∑
k=1
k
j
bk +
n∑
k=j+1
n+ 1− k
n+ 1− j
bk ≥ m.
All other types are considered similarly.
4. Occurrence of weight zero
Let Vλ be an irreducible G-module with highest weight λ. Then λ =
∑k
i=0 p
iλi, where k ≥ 0 and
λi is a p-restricted dominant weight for every i. By Steinberg’s theorem, Vλ = ⊗Vpiλi . By Lemma
2.3, we can assume λ0 6= 0 as Vλ has weight 0 if and only if Vλ/pj has, where j is the minimal i
with λi 6= 0. Set λ
′ =
∑
i>0 p
iλi, so Vλ = Vλ0 ⊗ Vλ′ . Obviously, Vλ has weight 0 if and only if Vλ0
has a weight ν such that −ν is a weight of Vλ′ . So the problem reduces to that of the existence of
such ν. A well known necessary (but not sufficient) condition is that λ is a radical weight. Recall
(see the introduction) that we consider only the case where Vλ is a tensor product of exactly two
tensor-indecomposable irreducible modules. By Lemma 2.1, with a few well known exceptions, Vλ0
is tensor-indecomposable, and then Vλ = Vλ0 ⊗Vpiλi for some fixed i ≥ 1. The exceptions arise only
for p = 2 and G ∈ {Bn, Cn, F4, G2} and for G2 for p = 3, that is, for p ≤ e(G), see Theorem 2.4.
The exceptional cases require a special consideration and will be dealt with in the next section. In
this section we consider the regular case of p > e(G).
Lemma 4.1. Let V be an irreducible G-module of highest weight λ = λ0 + p
iλ1, where λ0, λ1 are
p-restricted dominant weights, i ≥ 1 and p > e(G). Let µ = piλ1 and let ν be the minimal dominant
weight of Vµ. Then the zero weight occurs in V if and only if ν
∗ is a weight of Vλ0 (equivalently,
λ∗0  ν).
Proof. The ”if” part. If λ∗0  ν then Vλ0 has weight −ν and hence Vλ0 ⊗ Vµ has weight 0. Then V
has weight 0.
The ”only if” part. Clearly, if V has weight 0 then there is weight σ ∈ Vµ such that −σ ∈ Vλ0 .
Using the Weyl group, we can assume σ dominant. By Proposition 2.8, Vµ has a unique minimal
dominant weight, ν, say. Then ν  σ. On the other hand, σ is a dominant weight in Vλ∗
0
. This
implies ν  σ  λ∗0. Since p > e(G), by Theorem 2.4, ν  λ
∗
0 implies that ν is a weight of Vλ∗0 , as
claimed. 
Theorem 4.2. Let G be a simple algebraic group of rank n and let V be an irreducible G-module of
highest weight λ = λ0 + p
iλ1, where λ0, λ1 are p-restricted dominant weights, i ≥ 1 and p > e(G).
Then V has weight 0 if and only if the weight λ is radical and one of the following holds:
(1) λ1 is radical;
(2) λ1 is not radical and (λ
∗
0, ωj) ≥ p
i(ωj , ωj), where ωj is a miniscule weight such that λ1  ωj .
Proof. If λ1 is radical then so is p
iλ1; hence V has weight 0 if and only if λ0 is radical (see Theorem
2.4).
Suppose that λ1 is not radical. By Theorem 2.4, λ1  ωj for some miniscule weight ωj, where
j ∈ {1, . . . , n}, and ωj is a dominant weight of Vλ1 , obviously minimal. By Lemma 4.1, V has weight
0 if and only if −piωj is a weight of Vλ0 , i.e. p
iωj is a weight of Vλ∗
0
. By Theorem 1.2, this holds if
and only if (λ∗0, ωj) ≥ p
i(ωj, ωj). This is equivalent to (λ0, ω
∗
j ) ≥ p
i(ω∗j , ω
∗
j ). 
We wish to express the condition (λ∗0, ωj) ≥ p
i(ωj , ωj) in a more explicit form, as at the end of
Section 3 (with m = pi). Let λ0 =
∑
k akωk. Note that in G = An every fundamental weight is
miniscule, whereas in E8, F4, G2 all weights are radical, so no miniscule weight exists. For the other
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groups these are ωn in Bn, ω1 in Cn, ω1, ωn−1, ωn in Dn, ω1, ω6 in E6, ω7 in E7. Note that λ
∗
0 = λ0
if G is of type Bn, Cn or E7.
Let G = An. Let ω = λ
∗
0 =
∑
k bkωk then bk = an+1−k for all k, so by swapping k and n+ 1− k
in (3) and substituting ak’s we rewrite the condition (λ
∗
0, ωj) ≥ p
i(ωj, ωj) as
(4)
n−j∑
k=1
k
n+ 1− j
ak +
n∑
k=n+1−j
n+ 1− k
j
ak ≥ p
i.
Let G = Bn. Then (λ0, ωn) =
∑
k ak(ωk, ωn) =
∑n−1
k=1 ak
k
2 + an
n
4 , see the proof of Proposition
3.2. So (λ0, ωn) ≥ p
i(ωn, ωn) can be written as
∑n−1
k=1 kak + nan/2 ≥ p
in/2.
The remaining cases are considered similarly. We summarize our calculations in Table 1 below.
We write λ∗0 = (b1, . . . , bn) if λ
∗
0 =
∑
bkωk. Recall that in the case G = Dn we have λ
∗
0 =
(a1, . . . , an−2, a
∗
n−1, a
∗
n) where a
∗
k = ak if n is even (i.e. λ
∗
0 = λ0); a
∗
n−1 = an and a
∗
n = an−1 if n is
odd.
Table 1. Condition (λ∗0, ωj) ≥ p
i(ωj, ωj) for non-radical λ0 = (a1, . . . , an) and
miniscule ωj.
Type λ∗0 Miniscule ωj (λ
∗
0, ωj) ≥ p
i(ωj, ωj)
An (an, an−1, . . . , a1) ωj (1 ≤ j ≤ n)
n−j∑
k=1
k
n+1−jak +
n∑
k=n+1−j
n+1−k
j ak ≥ p
i
Bn λ
∗
0 = λ0 ωn
∑n−1
k=1 kak + nan/2 ≥ p
in/2
Cn λ
∗
0 = λ0 ω1
∑n
k=1 ak ≥ p
i
ω1
∑n−2
k=1 ak + an−1/2 + an/2 ≥ p
i
Dn (a1, . . . , an−2, a
∗
n−1, a
∗
n) ωn−1
∑n−2
k=1 kak + na
∗
n−1/2 + (n − 2)a
∗
n/2 ≥ p
in/2
ωn
∑n−2
k=1 kak + (n− 2)a
∗
n−1/2 + na
∗
n/2 ≥ p
in/2
E6 (a6, a2, a5, a4, a3, a1) ω1 2a1 + 3a2 + 4a3 + 6a4 + 5a5 + 4a6 ≥ 4p
i
ω6 4a1 + 3a2 + 5a3 + 6a4 + 4a5 + 2a6 ≥ 4p
i
E7 λ
∗
0 = λ0 ω7 2a1 + 3a2 + 4a3 + 6a4 + 5a5 + 4a6 + 3a7 ≥ 3p
i
Remark 4.3. As ai < p, we observe that in Table 1 the left hand side in the inequality for E6 is at
most 24(p − 1). Thus, if pi > 6p − 6 (i.e. either i ≥ 3 or i = 2 and p > 3) then Vλ has weight 0 if
and only if both λ0, λ1 are radical. Similarly, for E7, the left hand side of the inequality is at most
27(p − 1), so pi > 9(p − 1) will imply that Vλ has weight 0 if and only if both λ0, λ1 are radical.
5. Exceptional cases
In this section we consider the cases when p ≤ e(G), i.e. G = Bn, Cn, F4 for p = 2 and G = G2
for p = 2, 3.
Suppose first that G = Bn, Cn and p = 2. Recall that Ω
+
0 is the set of the p-restricted dominant
weights µ =
∑n
i=1 biωi of G such that bn = 0. Let µ be a p-restricted dominant weight of G. Then
by Lemma 2.1, Vµ is tensor-indecomposable if and only if µ = ωn or µ ∈ Ω
+
0 . Thus, Lemma 2.1 and
Remark 2.2 imply the following.
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Lemma 5.1. Let G = Bn, Cn, p = 2, λ ∈ Ω
+(G) and V = Vλ. Then V is the tensor product of
exactly two non-trivial tensor-indecomposable irreducible G-modules if and only if λ = 2k(λ0+2
iλ1),
k, i ≥ 0, λ0, λ1 6= 0 and one of the following holds:
(1) i = 0, λ0 ∈ Ω
+
0 and λ1 = ωn;
(2) i ≥ 1, λ0 ∈ Ω
+
0 and λ1 = ωn;
(3) i ≥ 1, λ0 ∈ Ω
+
0 and λ1 ∈ Ω
+
0 ;
(4) i ≥ 1, λ0 = ωn and λ1 = ωn;
(5) i ≥ 1, λ0 = ωn and λ1 ∈ Ω
+
0 .
Theorem 5.2. Let G = Cn, p = 2, and let V = Vλ and λ = λ0 + 2
iλ1 be as in Lemma 5.1 with
k = 0. Then Vλ has weight 0 if and only if λ is radical and one of the following holds:
(a) i ≥ 0, λ0 ∈ Ω
+
0 (G), λ1 = ωn and λ0  2
iωn, equivalently, (λ0, ωn) ≥ 2
in;
(b) i ≥ 1, λ0, λ1 ∈ Ω
+
0 (G) and λ1 is radical;
(c) i ≥ 1, λ0, λ1 ∈ Ω
+
0 (G), λ1  ω1 and λ0  2
iω1, equivalently, (λ0, ω1) ≥ 2
i.
Proof. We need to consider Cases (1)-(5) in Lemma 5.1. Case (1) was settled in [12, Theorem 2.7],
but this can be handled uniformly with Case (2).
Consider Cases (1) and (2). We have λ0 ∈ Ω
+
0 , λ = λ0 + 2
iωn and V = Vλ0 ⊗ V2iωn with i ≥ 0.
Recall that ωn is the only dominant weight of Vωn and the weights of V2iωn form a single orbit under
the Weyl group of G. Hence V has weight 0 if and only if 2iωn is a weight of Vλ0 . By Lemma 2.7,
this holds if and only if λ0  2
iωn (as λ0 6= ωn). By Theorem 1.2, this is equivalent to the inequality
(λ0, ωn) ≥ 2
i(ωn, ωn). As (ωn, ωn) = n, we get (a).
Consider Case (3). Then it follows from Lemma 2.7 that Vλ0 , respectively, V2iλ1 has weight 0 if
and only if λ0, respectively, λ1, is radical. If λ1 is radical then V2iλ1 has weight 0. In this case V
has weight 0 if and only if so has Vλ0 , which is equivalent to λ0 to be radical by Lemma 2.7. Thus,
we get (b).
Suppose that λ1 is not radical. Then λ1 ≻ ω1. As in the proof of Lemma 4.1, let σ be a common
weight of Vλ0 and V2iλ1 , which can be assumed to be dominant. Then 2
iω1  σ. As σ  λ0, we
conclude by Lemma 2.7 that 2iω1 is a weight of Vλ0 . As above, this is equivalent to the inequality
(λ0, ω1) ≥ 2
i(ω1, ω1) = 2
i by Theorem 1.2, and we get (c).
In Cases (4) and (5), Vλ cannot have weight 0 as otherwise Vωn would contain the weight 2
iσ for
some dominant weight σ  λ1. 
Theorem 5.3. Let G = Bn, p = 2, and let V = Vλ and λ = λ0 + 2
iλ1 be as in Lemma 5.1 with
k = 0. Then Vλ has weight 0 if and only if one of the following holds:
(a) i ≥ 1, λ0 ∈ Ω
+
0 (G), λ1 = ωn, λ
C
0 + 2
i−1ωCn is a radical weight of Cn, λ
C
0  2
i−1ωCn ;
(b) i ≥ 1, λ0, λ1 ∈ Ω
+
0 (G), λ
C
0 + 2
iλC1 is a radical weight of Cn satisfying the conditions of
Theorem 5.2(b)(c).
Proof. We will consider Cases (1)-(5) in Lemma 5.1. By Theorem 2.5, Vλ has weight 0 if and only if
the Cn-module U = ϕ
∗
CB(Vλ) has weight 0. Moreover, U is an irreducible Cn-module with highest
weight ϕ∗CB(λ). Recall that ϕ
∗
CB(
∑n
i=1 aiω
B
i ) =
∑n−1
i=1 2aiω
C
i + anω
C
n .
In Cases (1), (4) and (5) we have, respectively,
i = 0 and ϕ∗CB(λ) = ω
C
n + 2λ
C
0 with λ0 ∈ Ω
+
0 ,
i ≥ 1 and ϕ∗CB(λ) = ω
C
n + 2
iωCn ,
i ≥ 1 and ϕ∗CB(λ) = ω
C
n + 2
i+1λC1 with λ1 ∈ Ω
+
0 .
By Theorem 5.2, U cannot have weight 0 in all these cases.
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Consider Case (2). Then i ≥ 1 and ϕ∗CB(λ) = 2λ
C
0 + 2
iωCn with λ0 ∈ Ω
+
0 . Let µ = λ
C
0 + 2
i−1ωCn .
Then U has weight 0 if and only if the Cn-module Vµ has weight 0. The corresponding condition is
given in Theorem 5.2(a), so we get the part (a) of the theorem.
Consider Case (3). Then i ≥ 1 and ϕ∗CB(λ) = λ
C = λC0 + 2
iλC1 with λ0, λ1 ∈ Ω
+
0 . Then U has
weight 0 if and only if λC satisfies the conditions of Theorem 5.2(b)(c), so we get the part (b) of
the theorem. 
Next we consider the exceptional cases for G = F4, G2.
Lemma 5.4. If G = F4 for p = 2 or G2 with p = 3 then every irreducible G-module has weight 0.
Proof. By Proposition 2.6 in these cases every irreducible representation of G has weight 0, so the
result follows. 
We are left with G2 with p = 2. Then the 2-restricted weights are 0, ω1, ω2 and ω1 + ω2, and if
λ is 2-restricted then Vλ has weight 0 if and only if λ 6= ω1. Note that the subdominant weights of
ω1 + ω2 are 2ω1, ω2, ω1, 0, and those of ω2 are ω1, 0.
Lemma 5.5. Let λ = λ0 + 2
iλ1, where i ≥ 1 and λ0, λ1 6= 0 are 2-restricted dominant weights.
Then Vλ has weight 0 if and only if (1) ω1 /∈ {λ0, λ1} or (2) i = 1, λ0 = ω1 + ω2, λ1 = ω1.
Proof. Note that Vω1 has no weight σ = 2a1ω1+2a2ω2 with a1, a2 ∈ Z. Suppose that i > 1 or i = 1
and λ0 = ω1. Then Vλ has weight 0 if and only if each Vλ0 and Vλ1 has weight 0. This happens if
and only if (1) holds.
Let i = 1 and λ0 6= ω1. Then Vλ0 has weight 0. As Vλ1 has weight 0 if and only if λ1 6= ω1, we
are left with the case λ1 = ω1. Using the Weyl group we observe that Vλ0 must have weight 2ω1.
By inspection, we conclude that this happens if and only if λ0 = ω1 + ω2. 
Proof of Theorem 1.1. This follows from combining together Theorems 4.2, 5.2, 5.3 and Lemmas
5.4, 5.5. 
For reader’s convenience we provide in Table 2 the well known conditions for a weight to be
radical.
Table 2. Conditions for a weight λ =
∑
aiωi to be radical.
An
∑n
i=1 iai ≡ 0 (mod n+ 1)
Bn an ≡ 0 (mod 2)
Cn
∑n
i=1 iai ≡ 0 (mod 2)
D2n
∑n−2
i=0 a2i+1 ≡ a2n−1 ≡ a2n (mod 2)
D2n+1 2(
∑n−1
i=0 a2i+1) + a2n − a2n+1 ≡ 0 (mod 4)
E6 a1 − a3 + a5 − a6 ≡ 0 (mod 3)
E7 a2 + a5 + a7 ≡ 0 (mod 2)
E8, F4, G2 every weight is radical
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