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CHAPITRE 1
Introduction
L’objet de cette the`se est la construction d’estimateurs a` partir de tests et l’e´tude de leurs
proprie´te´s. Elle est constitue´e de quatre chapitres pouvant eˆtre lus inde´pendamment les uns des
autres.
Nous pre´sentons ces techniques d’estimation dans l’introduction. Nous construisons ensuite
des estimateurs de ce type pour de´montrer de nouveaux re´sultats de se´lection de mode`les dans
deux cadres statistiques diffe´rents : celui de l’estimation des intensite´s de processus de Poisson
avec covariables (Chapitre 2) et celui de l’estimation de la densite´ de transition d’une chaˆıne
de Markov (Chapitre 3). Nous nous inte´ressons e´galement a` la pratique en proposant dans les
Chapitres 3 et 4 de nouvelles proce´dures pour construire plus rapidement des estimateurs de ce
type. Plus pre´cise´ment, nous e´tudions une nouvelle re`gle de se´lection d’estimateurs constants
par morceaux dans le Chapitre 3 et une nouvelle proce´dure de´die´e a` l’estimation parame´trique
et robuste d’une densite´ dans le Chapitre 4.
Le plan de l’introduction est le suivant. Nous commenc¸ons dans la premie`re section par illus-
trer l’inte´reˆt des proce´dures base´es sur des tests en donnant un petit aperc¸u des re´sultats qu’elles
permettent de de´montrer dans le cadre de l’estimation d’une densite´. Nous expliquons plus en
de´tail les re´sultats que l’on peut de´montrer avec ces proce´dures dans la Section 2. Les proce´dures
sont de´crites dans la Section 3 et nous discutons de leur imple´mentation pratique dans la Sec-
tion 4. Les re´sultats, ainsi que les proce´dures que nous pre´sentons dans ces quatre sections
sont principalement ceux de l’article cle´ de Birge´ (2006). Nous exposons dans la Section 5 les
diffe´rents proble`mes d’estimation qui ont e´te´ e´tudie´s dans la litte´rature a` l’aide de tests. La
dernie`re section est consacre´e a` une pre´sentation des chapitres.
1. Quelques re´sultats illustratifs
1.1. Cadre statistique de re´fe´rence. Nous nous plac¸ons pour simplifier dans le cadre de
l’estimation d’une densite´. Nous observons n variables ale´atoires X1, . . . ,Xn, inde´pendantes et
identiquement distribue´es de´finies sur un espace probabilise´ (Ω,F ,P ) a` valeurs dans Rd. Nous
supposons que chaque variable ale´atoire Xi admet une densite´ s inconnue par rapport a` la
1
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mesure de Lebesgue et nous souhaitons l’estimer a` l’aide des observations X1, . . . ,Xn.
Nous conside´rons l’ensemble L1dens(R
d) des densite´s sur Rd et nous le munissons de la distance
de Hellinger h de´finie par
h2(f, g) =
1
2
∫
Rd
(√
f(x)−
√
g(x)
)2
dx pour toutes densite´s f, g ∈ L1dens(Rd).
Nous pouvons mode´liser l’information que nous avons sur s en conside´rant un sous-ensemble F
de L1dens(R
d). L’ide´e est que s devrait appartenir a` F , ou plus raisonnablement, devrait eˆtre
“proche” de F , ce qui signifie que inff∈F h2(s, f) est “petit”. Le but est alors de construire
un estimateur sˆ a` valeurs dans ce mode`le F , “proche” de s au sens ou` E
[
h2(s, sˆ)
]
est “petit”.
Typiquement, F peut eˆtre un ensemble de densite´s indexe´ par un sous-ensemble Θ de Rd. Dans
ce cas, on dit que F est un mode`le parame´trique. Dans le cas contraire, le mode`le est dit non
parame´trique.
Dans toute la the`se, C,C ′, C ′′, . . . sont des constantes qui pourront varier de ligne en ligne.
1.2. Deux exemples en estimation parame´trique. En estimation parame´trique, les es-
timateurs construits a` partir de tests offrent une alternative a` l’estimateur du maximum de
vraisemblance. Donnons deux exemples.
1.2.1. Mode`le de loi uniforme. Conside´rons le cas ou` la loi des Xi est suspecte´e appartenir
a` l’ensemble des lois uniformes sur l’intervalle [0, θ]. Cela correspond a` conside´rer le mode`le
parame´trique F = {fθ, θ > 0} ou` fθ = θ−11[0,θ] et a` supposer que s n’est pas trop loin de F .
La Proposition 1 de Birge´ (2006) montre que l’on peut construire l’estimateur sˆ de la proposition
suivante.
Proposition 1. Il existe un estimateur sˆ de s de la forme sˆ = fθˆ tel que
CE
[
h2(s, sˆ)
] ≤ inf
θ>0
{
h2(s, fθ) +
max {log (|log θ| /Γn) , 1}
n
}
ou` C > 0 est une constante universelle et ou`
Γn = 33.6× 105n−1 (4.5 exp [max {(n/84), 2}]− 1) .
Lorsque la distribution des donne´es est effectivement uniforme sur un intervalle de la forme
[0, θ], ce re´sultat montre que le risque de l’estimateur est au plusC−1max {log (|log θ| /Γn) , 1} /n,
ce qui est e´gal a` C−1/n a` moins que | log θ| soit tre`s grand. Il est inte´ressant de comparer cette
borne de risque au risque de l’estimateur du maximum de vraisemblance θˆmle = max1≤i≤nXi :
E[h2(s, fθˆmle)] = (2n+1)
−1. Lorsque le mode`le est correct, le risque des deux estimateurs de´croit
a` la meˆme vitesse n−1. En revanche, la constante C−1 fournit par la the´orie est malheureuse-
ment grande, ce qui signifie que le risque de l’estimateur sˆ peut eˆtre supe´rieur au risque du
maximum de vraisemblance. Nous verrons cependant dans les simulations (page 119), qu’un
estimateur construit par tests peut avoir un risque le´ge`rement infe´rieur a` celui du maximum de
vraisemblance lorsque ce mode`le est vraie.
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La raison pour laquelle nous acceptons de perdre un peu sur le risque est que nous ne supposons
pas que la vraie densite´ sous-jacente s appartient au mode`le F . Ce mode`le est utilise´ comme
e´tant une classe de fonctions permettant d’approcher s. En particulier, le risque de l’estimateur
reste raisonnable lorsque le mode`le est le´ge`rement incorrect, ce qui montre que l’estimateur est
robuste. Par exemple, si la vraie distribution des donne´es s est un me´lange de deux lois uniformes
s = 10
[
(1− 2n−1)1[0,1/10] + 2n−11[9/10,1]
]
alors h2(s, f1/10) = O(n−1), et on peut de´duire de la proposition que le risque de sˆ reste majore´
par E[h2(s, sˆ)] = O(n−1). Cette proprie´te´ de robustesse n’est pas partage´e par l’estimateur du
maximum de vraisemblance et on peut montrer que E[h2(s, fθˆmle)] > 0.38 (voir la Section 2.3
de Birge´ (2006)). Contrairement a` sˆ, l’estimateur du maximum de vraisemblance fθˆmle ne se
rapproche pas de s lorsque le nombre d’observations n augmente.
1.2.2. Mode`le de translation. Dans l’exemple pre´ce´dent, nous pouvions nous comparer a`
l’estimateur du maximum de vraisemblance. Mais il existe des mode`les tre`s simples ou` cet
estimateur n’existe pas. Prenons par exemple F = {fθ, θ ∈ [−1, 1]} ou`
fθ(x) =

1
4
√
|x−θ|1[−1,1](x− θ) pour tout x ∈ R \ {θ}
0 pour x = θ.
(1)
La me´thode du maximum de vraisemblance ne permet pas de de´terminer un estimateur consis-
tant pour ce mode`le. En revanche, utiliser une proce´dure base´e sur des tests permet de construire
l’estimateur sˆ ci-dessous.
Proposition 2. Il existe un estimateur sˆ = fθˆ de s tel que
CE
[
h2(s, fθˆ)
] ≤ inf
θ∈[−1,1]
h2(s, fθ) + n
−1
ou` fθ est de´finie par (1) et ou` C > 0 est une constante universelle.
Comme pour le mode`le de la loi uniforme, cet estimateur est robuste. On peut en outre montrer
lorsque le mode`le est vrai, c’est-a`-dire lorsqu’il existe θ0 tel que s = fθ0 , que l’estimateur θˆ est
consistent et converge vers θ0 a` la vitesse n
−2. Nous renvoyons a` l’article de Birge´ (2006) ou au
Chapitre 4 pour une preuve de ce re´sultat.
1.3. Deux exemples en estimation non parame´trique. Ces proce´dures peuvent e´galement
eˆtre utilise´es pour construire des estimateurs pour des mode`les non parame´triques.
1.3.1. Hypothe`ses de re´gularite´. En estimation non parame´trique, on estime habituelle-
ment s sous certaines hypothe`ses de re´gularite´. Nous allons donc conside´rer un espace de fonc-
tions re´gulie`res, et regarder les bornes de risque que l’on peut obtenir lorsque s appartient a` cet
espace.
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Nous introduisons pour tout p ∈ (0,+∞] et tout σ = (σ1, . . . , σd) ∈ (0,+∞)d l’espace
B
σ(Lp([0, 1]d)) =

Bσ∞(Lp([0, 1]d)) si p ∈ (0, 1]
Bσp (L
p([0, 1]d)) si p ∈ (1, 2)
Bσ∞(Lp([0, 1]d)) si p ∈ [2,+∞)
Hσ([0, 1]d) si p =∞.
Dans la de´finition ci-dessus, Bσ(Lp([0, 1]d)) de´signe l’espace de Besov (e´ventuellement anisotrope
inhomoge`ne) des fonctions de´finies sur [0, 1]d de re´gularite´ σ. Nous renvoyons a` Hochmuth (2002)
ou Akakpo (2009) pour une de´finition pre´cise des espaces de Besov. L’espace Hσ([0, 1]d) est celui
des fonctions σ-ho¨lderiennes sur [0, 1]d.
Nous notons par | · |p,σ la semi-norme associe´e a` l’espace Bσ(Lp([0, 1]d)) et par σ¯ la moyenne
harmonique de σ
1
σ¯
=
1
d
d∑
i=1
1
σi
.
Nous pouvons obtenir une borne de risque lorsque
√
s appartient a` l’espace
B([0, 1]d) =
⋃
p∈(0,+∞]
 ⋃
σ∈(0,+∞)d
σ¯>d(1/p−1/2)+
B
σ(Lp([0, 1]d))
 .
Plus pre´cise´ment :
The´ore`me 3. Il existe un estimateur sˆ tel que si
√
s ∈ B([0, 1]d) alors
CE
[
h2 (s, sˆ)
] ≤ ∣∣√s∣∣2d/(2σ¯+d)
p,σ
n−2σ¯/(2σ¯+d) + n−1
ou` p ∈ (0,+∞], σ ∈ (0,+∞)d, σ¯ > d(1/p − 1/2)+ sont tels que
√
s ∈ Bσ(Lp([0, 1]d)) et ou`
C > 0 ne de´pend que de d,p,σ.
L’estimateur ainsi construit ne de´pend que des observations Xi et non pas de la re´gularite´ σ
de
√
s, qui est suppose´e inconnue. L’estimateur est donc adaptatif par rapport a` σ. Il est
inte´ressant de noter que ce re´sultat est vrai pour tout p > 0 et tout σ ∈ (0,+∞)d tel que
σ¯ > d(1/p − 1/2)+, ce qui est, a` notre connaissance, l’apanage des estimateurs construits par
tests. Ce the´ore`me est la version multidimensionnelle du The´ore`me 7 de Birge´ (2006).
Remarque. L’hypothe`se de re´gularite´ porte sur
√
s et non sur s, ce qui s’explique par le fait
que nous utilisons une perte Hellinger, qui correspond a` une distance L2 entre les racines carre´es
des densite´s.
1.3.2. Hypothe`ses structurelles. La vitesse pre´ce´dente est inte´ressante lorsque d est petit,
mais devient lente lorsque d est grand. Ce phe´nome`ne est connu comme e´tant “le fle´au de la
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dimension” et il faut conside´rer d’autres types d’hypothe`ses sur s pour obtenir des vitesses plus
rapides.
Il est possible de construire un estimateur par tests sˆ sous des hypothe`ses tre`s varie´es sur s.
Un exemple simple donne´ a` titre illustratif est celui ou` s est de la forme s(x) = g (< θ, x >) ou` g
est une fonction re´gulie`re inconnue, θ un vecteur inconnu de Rd et < ·, · > le produit scalaire
usuel de Rd. On peut prouver (Corollaire 2 de Baraud et Birge´ (2011)) :
The´ore`me 4. Soit F l’ensemble des fonctions positives f de´finies sur [−1, 1]d pour lesquelles
il existe une fonction ho¨lderienne g sur [−1, 1] et un vecteur θ de la boule unite´ ℓ1 de Rd tels
que
√
f(x) = g (< θ, x >) pour tout x ∈ [−1, 1]d, c’est-a`-dire
F =
⋃
σ>0
{
f, ∃g ∈ Hσ([−1, 1]), ∃θ ∈ Rd,
d∑
i=1
|θi| ≤ 1, ∀x ∈ [−1, 1]d,
√
f(x) = g (< θ, x >)
}
.
ll existe un estimateur sˆ tel que si s ∈ F , alors
CE
[
h2 (s, sˆ)
] ≤ |g|2/(2σ+1)∞,σ n−2σ/(2σ+1) + dmax
{
1, log n, log
(
d−1 |g|2∞,σ∧1
)}
n
.
Dans cette ine´galite´, g et σ sont tels que g ∈ Hσ([−1, 1]) et tels qu’il existe θ dans la boule
unite´ ℓ1 de Rd tel que pour tout x ∈ [−1, 1]d, √s(x) = g (< θ, x >). La constante C > 0 ne
de´pend que de σ.
Ce the´ore`me montre que lorsque
√
s(x) = g (< θ, x >), la vitesse de convergence de sˆ vers s est
n−2σ/(2σ+1), ce qui correspond a` la vitesse d’estimation de g. Elle est en particulier inde´pendante
de la dimension d. En outre, l’estimateur est adaptatif par rapport a` la re´gularite´ de g car cette
vitesse est atteinte sans la connaissance a priori de σ. On peut e´galement remarquer que cette
vitesse est valable sans restriction sur σ.
1.4. Me´langer les hypothe`ses : un exemple. Il n’y a pas de dichotomie entre mode`le
parame´trique et mode`le non parame´trique, et il est possible de travailler simultane´ment avec les
deux a` la fois.
Par exemple, lorsque s appartient au mode`le parame´trique
F =
{
θ−11[0,θ], θ > 0
}
,
la Proposition 1 assure que l’on peut construire un estimateur qui converge vers s a` la vitesse n−1.
En revanche, cet estimateur est tre`s mauvais lorsque s est loin du mode`le parame´trique. Dans
ce cas, si la fonction est re´gulie`re (au sens ou`
√
s ∈ Bσ([0, 1]) pour un σ > 0 inconnu), il est plus
inte´ressant d’utiliser l’estimateur fournit par le The´ore`me 3 car il converge vers s a` la vitesse
n−2σ/(2σ+1).
Aucun des deux estimateurs n’est syste´matiquement meilleur que l’autre. Si s est suffisamment
proche du mode`le F , l’estimateur donne´ par la Proposition 1 a un risque infe´rieur a` celui donne´
par le The´ore`me 3. En revanche, si s est loin de F , mais est re´gulie`re, l’estimateur donne´ par le
The´ore`me 3 est meilleur.
Une solution est alors d’utiliser la remarque en dessous du The´ore`me 7 de Birge´ (2006) pour
construire l’estimateur sˆ de la proposition suivante.
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Proposition 5. Il existe un estimateur sˆ tel que
CE
[
h2(s, sˆ)
] ≤ inf
θ>0
{
h2(s, θ−11[0,θ]) +
max {log (|log θ| /Γn) , 1}
n
}
ou` C > 0 est une constante universelle et ou` Γn est donne´ dans la Proposition 1. De plus, si√
s ∈ B([0, 1]) alors
C ′E
[
h2 (s, sˆ)
] ≤ ∣∣√s∣∣2/(2σ+1)
p,σ
n−2σ/(2σ+1) + n−1
ou` p ∈ (0,+∞], σ ∈ ((1/p − 1/2)+,+∞), sont tels que
√
s ∈ Bσ(Lp([0, 1])) et ou` C ′ > 0 ne
de´pend que de p,σ.
Lorsque s appartient au mode`le parame´trique F , le risque de l’estimateur satisfait E
[
h2 (s, sˆ)
]
=
O(n−1). Si s est e´loigne´ de F , mais est re´gulie`re, nous retrouvons la vitesse non parame´trique
E
[
h2 (s, sˆ)
]
= O(n−2σ/(2σ+1)).
Remarque. Cette proprie´te´ d’adaptation a un le´ger couˆt : les constantes C et C ′ qui appa-
raissent dans ce re´sultat sont plus petites que celles de la Proposition 6 et du The´ore`me 3.
2. Un re´sultat de se´lection de mode`les
Le but de cette section est d’expliquer plus pre´cise´ment les re´sultats que l’on peut de´montrer
avec ces estimateurs.
2.1. La dimension me´trique. Ce qui permet de travailler avec des mode`les parame´triques et
non parame´triques est la notion de dimension me´trique dans le sens de la De´finition 6 de Birge´
(2006).
De´finition 1. Soit (L, d) un espace me´trique, V un sous-ensemble de L, et DV un re´el plus
grand que 1/2. Nous disons que V a une dimension me´trique finie DV si pour tout η > 0, il
existe SV (η) ⊂ L tel que pour tout f ∈ V , il existe g ∈ SV (η) avec d(f, g) ≤ η et tel que
∀ϕ ∈ L, ∀x ≥ 2, |SV (η) ∩ B(ϕ, xη)| ≤ exp
(
DV x
2
)
. (2)
Dans l’ine´galite´ ci-dessus, B(ϕ, xη) est la boule ferme´e centre´e en ϕ de rayon xη et |SV (η) ∩
B(ϕ, xη)| repre´sente le cardinal de l’ensemble SV (η) ∩ B(ϕ, xη).
Un ensemble V admet donc une dimension me´trique finie s’il posse`de de “bonnes” proprie´te´s de
discre´tisation. L’ensemble SV (η) peut s’interpre´ter comme e´tant une version discre´tise´e de V .
Cette version est proche de V puisque tout point f ∈ V est a` distance de SV (η) infe´rieure
a` η. La condition (2) demande que SV (η) ne contienne pas trop de points dans des boules. Le
parame`tre DV re`gle justement ce nombre de points et s’interpre`te donc comme e´tant une mesure
de la “masse” de l’ensemble V .
De nombreux exemples de mode`les de dimension me´trique finie peuvent eˆtre trouve´s dans
l’article de Birge´ (2006). Donnons en deux.
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Mode`les parame´triques. Lorsque V est un ensemble de densite´s parame´tre´ par un segment Θ
de R, on peut montrer le re´sultat suivant (Proposition 10 de Birge´ (2006)).
Proposition 6. Soit Θ un segment de R et V un sous-ensemble de L1
dens
(Rd) de la forme
V = {fθ, θ ∈ Θ} .
Supposons qu’il existe trois constantes c1, c2, α strictement positives telles que
c1
∣∣θ − θ′∣∣α ≤ h2 (fθ, fθ′) ≤ c2 ∣∣θ − θ′∣∣α pour tout θ, θ′ ∈ Θ.
Alors, V a une dimension me´trique finie dans l’espace me´trique (L1
dens
(Rd), h) et
DV = max
{
α−1 (log(c2/c1) + 2 log 5) , 1/2
}
.
De nombreux exemples de mode`les V ve´rifiant l’hypothe`se de cette proposition peuvent eˆtre
trouve´s dans le Chapitre 4. Par exemple, cette hypothe`se est vraie avec α = 1 pour le mode`le
uniforme
{
θ−11[0,θ], Θ
}
ou` Θ est un segment de (0,+∞). Elle est vraie avec α = 1/2 pour le
mode`le
F = {fθ, θ ∈ [−1, 1]} ou` fθ(x) =

1
4
√
|x−θ|1[−1,1](x− θ) pour tout x ∈ R \ {θ}
0 pour x = θ.
En outre, lorsque le mode`le est suffisamment re´gulier, l’hypothe`se est vraie avec α = 2 (voir le
The´ore`me 7.6 du Chapitre 1 de Ibragimov et Has’minskii (1981)).
Espaces vectoriels. Un autre exemple est celui ou` V est un sous-espace vectoriel de dimension
finie de l’espace L2(Rd) des fonctions de carre´ inte´grable sur Rd par rapport a` la mesure de
Lebesgue. Dans ce cas, si l’espace est non re´duit a` un singleton, la dimension me´trique de V
co¨ıncide avec la dimension vectorielle.
Proposition 7. Soit V un sous-espace vectoriel de dimension finie de L2(Rd). Alors, V a une
dimension me´trique finie dans (L2(Rd), d2) borne´e par DV = max {dimV, 1/2}. Ici, d2 est la
distance standard de l’espace L2(Rd).
Cette proposition de´coule de la preuve de la Proposition 8 de Birge´ (2006).
2.2. Estimation sur un mode`le. Pour tout ensemble V de dimension me´trique finie, l’article
de Birge´ (2006) montre qu’il est possible d’utiliser une proce´dure base´e sur des tests pour
construire l’estimateur sˆ du the´ore`me suivant.
The´ore`me 8. Soit V un ensemble de dimension me´trique finie DV dans l’espace me´trique
(L1
dens
(Rd), h) ou dans (L2(Rd), d2). Si V est de dimension me´trique finie dans L
1
dens
(Rd), on
note BV = inff∈V h2(s, f) tandis que s’il l’est dans L2(Rd), on note BV = inff∈V d22(
√
s, f). Il
existe un estimateur sˆ tel que pour tout ξ > 0,
P
[
Ch2(s, sˆ) ≥ BV + DV
n
+ ξ
]
≤ e−nξ,
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ou` C est une constante strictement positive. En particulier,
C ′E
[
h2(s, sˆ)
] ≤ BV + DV
n
,
ou` C ′ est une constante strictement positive.
Si V = {fθ, θ ∈ Θ} est un mode`le parame´trique satisfaisant l’hypothe`se de la Proposition 6,
on de´duit de ce re´sultat que l’estimateur sˆ est tel que
C ′E
[
h2(s, sˆ)
] ≤ inf
θ∈Θ
h2(s, fθ) +
max
{
α−1 (log(c2/c1) + 2 log 5) , 1/2
}
n
.
En particulier, si le mode`le est correct, c’est-a`-dire, si s ∈ V , alors E [h2(s, sˆ)] = O(n−1). En
revanche, si infθ∈Θ h2(s, fθ) ≤ n−1, ce qui signifie que le mode`le est le´ge`rement incorrect, le
risque de l’estimateur sˆ est toujours tel que E
[
h2(s, sˆ)
]
= O(n−1). Cela s’interpre`te comme
e´tant une proprie´te´ de robustesse.
Puisque ce the´ore`me est valide pour les espaces de dimension me´trique finie, on peut e´galement
l’appliquer a` des sous-espaces vectoriels V de dimension finie de L2(Rd). On a alors
C ′E
[
h2(s, sˆ)
] ≤ inf
f∈V
d22(
√
s, f) +
dimV
n
.
Le premier terme du coˆte´ droit de cette ine´galite´ est le terme de biais tandis que le second est
celui du terme de variance. Ide´alement, il faudrait trouver un mode`le V pour lequel les deux
termes sont petits afin de minimiser le risque de l’estimateur. Cela n’est pas e´vident car le
terme de biais de´pend des proprie´te´s de s qui sont ge´ne´ralement inconnus. En outre, choisir V
grand permet certes de diminuer le terme de biais, mais augmente malheureusement le terme
de variance. Re´ciproquement, choisir V petit diminue le terme de variance, mais augmente le
terme de biais. L’art de la se´lection de mode`les consiste, a` partir des donne´es et d’une liste V
de mode`les, d’en de´terminer un qui re´alise un bon compromis biais-variance.
2.3. Se´lection de mode`les. L’ide´e de la se´lection de mode`les remonte aux anne´es 1970 avec
les travaux pionniers de Akaike (1973) et Mallows (1973) pour des proce´dures base´es sur la
minimisation d’un contraste pe´nalise´. Des bornes de risque non-asymptotiques pour des estima-
teurs de ce type peuvent eˆtre trouve´s dans les articles plus re´cents de Birge´ et Massart (1997);
Barron et al. (1999); Massart (2003). L’avantage des estimateurs construits par tests est qu’ils
permettent, a` l’heure actuelle, d’obtenir des the´ore`mes de se´lection de mode`les plus ge´ne´raux
que ceux obtenus par minimisation d’un contraste pe´nalise´.
The´ore`me 9. Soit V une collection au plus de´nombrable de mode`les V de dimension me´trique
finie DV dans l’espace (L
1
dens
(Rd), h) ou (L2(Rd), d2). Si V est de dimension me´trique finie
dans L1
dens
(Rd), on note BV = inff∈V h2(s, f) tandis que s’il l’est dans L2(Rd), on note BV =
inff∈V d22(
√
s, f). Soit alors ∆ une application positive sur V telle que∑
V ∈V
e−∆(V ) ≤ 1.
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Il existe un estimateur sˆ tel que pour tout ξ > 0,
P
[
Ch2(s, sˆ) ≥ inf
V ∈V
{
BV +
DV +∆(V )
n
}
+ ξ
]
≤ e−nξ,
ou` C est une constante strictement positive. En particulier,
C ′E
[
h2(s, sˆ)
] ≤ inf
V ∈V
{
BV +
DV +∆(V )
n
}
,
ou` C ′ est une constante strictement positive.
Ce re´sultat est particulie`rement flexible et est valide sous des hypothe`ses faibles sur la collec-
tion de mode`les V. Cette collection peut inclure des mode`les parame´triques ainsi que n’importe
quel espace vectoriel de dimension finie. En outre, il ne fait pas intervenir la divergence de Kull-
back contrairement au The´ore`me 2 de Barron et al. (1999) pour les estimateurs du maximum
de vraisemblance pe´nalise´. Comme pour le the´ore`me pre´ce´dent, ce re´sultat est issu de l’article
de Birge´ (2006).
Un exemple d’application est celui ou` V est une collection d’espaces vectoriels de dimension
finie non nulle de L2(Rd). Dans ce cas,
C ′E
[
h2(s, sˆ)
] ≤ inf
V ∈V
{
inf
f∈V
d22(
√
s, f) +
dimV +∆(V )
n
}
.
L’application ∆ peut s’interpre´ter comme e´tant une (sous) probabilite´ sur la collection de
mode`les V, permettant de travailler avec des familles tre`s grandes de mode`les (e´ventuellement
infinies). Si l’on peut choisir ∆(V ) de l’ordre de dimV , ce qui signifie que la famille V ne contient
pas trop de mode`les par dimension, l’estimateur sˆ re´alise le meilleur compromis possible (a` une
constante multiplicative pre`s) entre le terme de biais et celui de variance :
C ′′E
[
h2(s, sˆ)
] ≤ inf
V ∈V
{
inf
f∈V
d22(
√
s, f) +
dimV
n
}
. (3)
Un autre exemple est celui ou` l’on souhaite travailler avec un mode`le parame´trique V =
{fθ, θ ∈ Θ} indexe´ par un intervalle Θ non borne´. Un tel ensemble n’est ge´ne´ralement pas de
dimension me´trique finie (il ne ve´rifie pas les hypothe`ses de la Proposition 6). Une solution est
alors de de´composer V en une union d’ensembles de dimension me´trique finie. Plus pre´cise´ment,
on e´crit Θ = ∪∞i=1Θi comme une union de segments et on de´finit Vi = {fθ, θ ∈ Θi}. Lorsque
les Vi sont de dimension me´trique finie, on peut appliquer le the´ore`me avec V = {Vi, i ∈ N⋆} et
par exemple ∆(Vi) = 2 log(i+ 1). On obtient alors un estimateur sˆ tel que
C ′′′E
[
h2(s, sˆ)
] ≤ inf
θ∈Θ
{
h2(s, fθ) +
DVi(θ) + log (i(θ) + 1)
n
}
ou` i(θ) est n’importe quel entier de N⋆ tel que θ ∈ Vi(θ).
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2.4. De la se´lection de mode`les a` l’estimation. Le the´ore`me pre´ce´dent cre´e un lien entre
statistiques et the´orie de l’approximation dont le roˆle est de trouver des mode`les V de dimension
“petite” posse´dant de “bonnes” proprie´te´s d’approximation. Ces espaces sont parfois appele´s des
sieves (voir Grenander (1981); Birge´ et Massart (1998)).
De nombreuses collections d’espaces vectoriels peuvent eˆtre utilise´es pour de´duire de (3) des
bornes de risque sous des hypothe`ses convenables sur
√
s. Si l’on est inte´resse´ par des hy-
pothe`ses de re´gularite´ sur
√
s, la collection qui permet d’obtenir le The´ore`me 3 est celle propose´e
par Akakpo (2012). Les espaces vectoriels V de cette collection sont des espaces vectoriels de
fonctions polynomiales par morceaux sur des partitions irre´gulie`res anisotropes issues d’un algo-
rithme d’approximation. Ces partitions sont la version anisotrope des partitions de DeVore et Yu
(1990). C’est l’absence d’hypothe`se sur les espaces vectoriels (autre que la dimension finie) qui
permet d’obtenir les vitesses de convergence sur les espaces Bσ(Lp([0, 1]d)) sous la seule condi-
tion que p > 0 et σ¯ > d(1/p − 1/2)+.
Un article taille´ sur mesure pour fournir des collections V permettant de majorer le coˆte´ droit
de (3) sous des hypothe`ses tre`s varie´es sur
√
s est celui de Baraud et Birge´ (2011). Le The´ore`me 4
de´coule simplement de (3) applique´ avec une collection V propose´e par Baraud et Birge´ (2011).
Le lecteur pourra trouver dans cet article des collections V permettant d’obtenir des vitesses
de convergence lorsque
√
s est la compose´e de fonctions re´gulie`res, lorsque
√
s appartient a` un
“multiple index model” et bien d’autres.
3. Construction des estimateurs
Dans les sections pre´ce´dentes, nous avons pre´sente´ des the´ore`mes qui assuraient l’existence
d’estimateurs posse´dant de bonnes proprie´te´s statistiques. Le but de cette section est d’expliquer
comment on peut les construire.
Il existe plusieurs moyens de les construire et le choix dans cette introduction fut de conside´rer
le test particulier de Baraud (2011) et d’utiliser la proce´dure ge´ne´rique de Birge´ (2006). En
accord avec la terminologie introduite par Lucien Birge´, ces estimateurs sont alors appele´s des
T -estimateurs (T pour test).
3.1. Se´lectionner parmi deux fonctions. Pour comparer deux densite´s distinctes f et f ′,
nous allons construire un test, c’est-a`-dire une fonction mesurable des observations ψ({f, f ′})
renvoyant la fonction que l’on pre´fe`re.
Pour le de´finir, conside´rons la fonctionnelle introduite par Baraud (2011),
T (f, f ′) =
1
n
n∑
i=1
√
f ′(Xi)−
√
f(Xi)√
f(Xi) + f ′(Xi)
+
1
2
∫
Rd
√
f(x) + f ′(x)
(√
f ′(x)−
√
f(x)
)
dx
ou` la convention 0/0 = 0 est utilise´e (lorsque f(Xi) = f
′(Xi) = 0). Cette fonctionnelle pro-
vient d’une formule variationnelle pour l’affinite´ de Hellinger et nous renvoyons a` la Section 2
de Baraud (2011) pour les heuristiques qui conduisent a` cette de´finition. Elles sugge`rent que l’on
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devrait pre´fe´rer f ′ a` f lorsque T (f, f ′) > 0 et f a` f ′ lorsque T (f, f ′) < 0. Posons donc
ψ({f, f ′}) =
{
f ′ si T (f, f ′) > 0
f si T (f, f ′) < 0
et de´finissons ψ({f, f ′}) arbitrairement lorsque T (f, f ′) = 0.
Cela donne une proce´dure statistique permettant de se´lectionner parmi deux fonctions. Notons
fˆ ∈ {f, f ′} la fonction que le test pre´fe`re. Alors, nous pouvons de´duire de l’article de Baraud
(2011) la proposition ci-dessous.
Proposition 10. Pour tout ξ > 0,
P
[
Ch2(s, fˆ) ≥ inf {h2(s, f), h2(s, f ′)}+ ξ] ≤ e−nξ
ou` C > 0 est une constante universelle.
Remarque. Un test naturel est celui du rapport de vraisemblance, et on peut se demander
pourquoi nous ne l’utilisons pas. La re´ponse est qu’il ne posse`de pas les proprie´te´s statistiques
permettant d’obtenir la Proposition 10 sans hypothe`se sur s, f et f ′.
Afin d’estimer sur un mode`le (comme le fait le The´ore`me 8), il faut e´tendre ce re´sultat.
Cela se fait progressivement. Nous allons tout d’abord pre´senter une proce´dure permettant de
se´lectionner parmi une famille finie de points.
3.2. Se´lectionner parmi une famille de points. Soit S un ensemble fini de densite´s. Nous
allons utiliser le test pour comparer deux a` deux les points de S.
Une situation tre`s favorable est celle pour laquelle il existe une fonction f ∈ S telle que
ψ({f, f ′}) = f pour tout f ′ ∈ S, c’est-a`-dire une fonction f que le test pre´fe`re a` toutes les autres
fonctions f ′ de S. Dans ce cas, on peut se´lectionner f . Malheureusement, cette situation n’a
aucune raison de se produire en ge´ne´ral et il faut donc trouver un autre moyen de se´lectionner
parmi les fonctions de S.
Pour cela, introduisons pour toute fonction f ∈ S, l’ensemble R(f) des fonctions f ′ que le
test pre´fe`re a` f . Plus pre´cise´ment :
R(f) = {f ′ ∈ S, f ′ 6= f, ψ({f, f ′}) = f ′} .
Notons alors par D(f) le carre´ de la distance de Hellinger maximale entre f et les fonctions que
le test lui pre´fe`re
D(f) =
{
sup
{
h2(f, f ′), f ′ ∈ R(f)} si R(f) 6= ∅
0 si R(f) = ∅.
Si D(f) est “grand”, alors il existe une fonction f ′, pre´fe´re´e a` f qui est loin de f . Cette fonction
risque donc d’eˆtre un meilleur candidat a` l’estimation de s que ne l’est f . En revanche, si D(f)
est “petit”, alors toute fonction f ′ pre´fe´re´e a` f est proche de f . Tous les candidats meilleurs
que f sont alors proches de f , et par conse´quent f ne devrait pas eˆtre trop mauvais.
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On va donc de´finir l’estimateur sˆ comme e´tant n’importe quel estimateur a` valeurs dans S tel
que
D(sˆ) = inf
f∈S
D(f). (4)
Il existe au moins un estimateur ve´rifiant (4) puisque S est finie. Il n’y a cependant pas unicite´
et plusieurs estimateurs peuvent ve´rifier (4).
Afin de comprendre les proprie´te´s de cet estimateur, il faut remarquer que le test ψ({f, f ′})
entre f et f ′ peut faire une erreur : il peut pre´fe´rer f ′ alors que h2(s, f) est bien plus petit que
h2(s, f ′). Cela n’arrive qu’avec une probabilite´ faible, mais non nulle. Si l’on compare un grand
nombre de fonctions, la probabilite´ que le test commette des erreurs n’est plus ne´cessairement
ne´gligeable et par conse´quent, la “masse” de S interviendra dans la borne de risque. Ce qui
permet de mesurer cette “masse” est la notion de D-mode`les (D pour discret) au sens de la
De´finition 4 de Birge´ (2006).
De´finition 2. Soit η et D deux re´els strictement positifs. Un sous-ensemble S de L1
dens
(Rd) est
appele´ D-mode`le de parame`tres η, D et 1 si
|S ∩ B(f, xη)| ≤ exp [Dx2] pour tout x ≥ 2 et f ∈ L1dens(Rd).
Dans cette ine´galite´, B(f, xη) est la boule ferme´e centre´e en f de rayon xη dans l’espace me´trique
(L1
dens
(Rd), h) et |S ∩ B(f, xη)| repre´sente le cardinal de S ∩ B(f, xη).
Remarque. On peut ve´rifier que tout ensemble fini S est un D-mode`le de parame`tres η,
(log |S|)/4 et 1. Cependant, il est souvent possible de faire des calculs plus fins. Par exemple,
conside´rons T =
{
kη2, k ∈ Z, |k| ≤ (2η2)−1} et le mode`le de translation
S =
{
1[θ−1/2,θ+1/2], θ ∈ T
}
.
Alors S est un D-mode`le de parame`tres η, 1 et 1. En effet, on peut remarquer que pour toute
densite´ f , S ∩ B(f, xη) peut eˆtre vide auquel cas |S ∩ B(f, xη)| = 0. Dans le cas contraire, il
existe θ ∈ T tel que
|S ∩ B(f, xη)| ≤ |S ∩ B(1[θ−1/2,θ+1/2], 2xη)|.
En remarquant que pour tout θ, θ′ ∈ T ,
h2
(
1[θ−1/2,θ+1/2],1[θ′−1/2,θ′+1/2]
)
= |θ′ − θ|
on de´duit
|S ∩ B(f, xη)| ≤ ∣∣{θ′ ∈ T, |θ′ − θ| ≤ 4x2η2}∣∣ .
On peut alors majorer cette ine´galite´ par
|S ∩ B(f, xη)| ≤ 8x2 + 1 ≤ ex2 pour tout x ≥ 2,
ce qui montre que S est bien un D-mode`le de parame`tres η, 1 et 1.
Lorsque l’ensemble S est un D-mode`le, l’estimateur sˆ construit par la proce´dure pre´ce´dente
ve´rifie l’ine´galite´ suivante (The´ore`me 3 de Birge´ (2006) ou The´ore`me 2 de Baraud (2011)).
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Proposition 11. Il existe une constante universelle a > 0 telle que pour tout D-mode`le S de
parame`tres η, D ≥ 1/2 et 1 tels que anη2 ≥ D, n’importe quel estimateur sˆ satisfaisant (4)
ve´rifie pour tout ξ > 0,
P
[
Ch2(s, sˆ) ≥ inf
f∈S
h2(s, f) + η2 + ξ
]
≤ e−nξ
ou` C > 0 est une constante universelle.
3.3. Construction d’un estimateur sur un mode`le. Ce re´sultat permet de construire un
estimateur sur un ensemble discret S. Si l’on souhaite construire un estimateur sur un ensemble
non discret V ⊂ L1dens(Rd), comme par exemple un mode`le parame´trique, on proce`de en deux
e´tapes. La premie`re e´tape consiste a` discre´tiser le mode`le V , ce qui conduit a` un D-mode`le S.
La seconde e´tape consiste a` appliquer la proce´dure de la section pre´ce´dente a` S.
Autrement dit, on pourra obtenir des re´sultats pour des mode`les V posse´dant de “bonnes”
proprie´te´s de discre´tisation. Plus pre´cise´ment, on travaillera avec des mode`les V de dimension
me´trique finie dont nous avons de´ja` donne´ la de´finition, mais nous la rappelons ci-dessous.
De´finition 3. Soit V un sous-ensemble de L1
dens
(Rd), et DV un re´el plus grand que 1/2. Nous
disons que V a une dimension me´trique finie DV si pour tout η > 0, il existe SV (η) ⊂ L1dens(Rd)
tel que pour tout f ∈ V , il existe g ∈ SV (η) avec h(f, g) ≤ η et tel que
∀ϕ ∈ L1dens(Rd), ∀x ≥ 2, |SV (η) ∩ B(ϕ, xη)| ≤ exp
(
DV x
2
)
.
Un ensemble V posse`de une dimension me´trique finie DV si pour tout η > 0, il existe un
re´seau SV (η) de V de pas η qui est un D-mode`le SV (η) de parame`tres η, DV et 1. Le fait que
SV (η) soit un re´seau assure que nous ne perdons pas trop lors de la discre´tisation. Le fait que
SV (η) soit un D-mode`le permet d’appliquer la proce´dure de la section pre´ce´dente.
Pre´cise´ment, on peut proce´der ainsi pour construire un estimateur sur V . On de´finit η par
anη2 = DV ou` a est la constante de la Proposition 11. On applique alors la proce´dure pre´ce´dente
au D-mode`le SV (η). L’estimateur sˆ ainsi construit ve´rifie
P
[
Ch2(s, sˆ) ≥ inf
f∈SV (η)
h2(s, f) +
DV
an
+ ξ
]
≤ e−nξ.
Or, puisque SV (η) est un re´seau de V
inf
f∈SV (η)
h2(s, f) ≤
(
inf
f∈V
h(s, f) + η
)2
≤ 2
(
inf
f∈V
h2(s, f) +
DV
an
)
.
Par conse´quent, on obtient
P
[
C ′h2(s, sˆ) ≥ inf
f∈V
h2(s, f) +
DV
n
+ ξ
]
≤ e−nξ
ou` C ′ est la constante universelle C ′ = C/max(2, 3/a). Cela donne l’estimateur sˆ qui apparait
dans le The´ore`me 8 pour des ensembles de dimension me´trique finie dans L1dens(R
d).
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Remarque 1. Cette proce´dure est entie`rement explicite pourvu que la discre´tisation du mode`le V
le soit. Par exemple, on peut construire explicitement l’estimateur pour le mode`le
V =
{
1[θ−1/2,θ+1/2], θ ∈ [−1/2, 1/2]
}
,
car le calcul de la section pre´ce´dente montre que la De´finition 3 est ve´rifie´e avec
SV (η) =
{
1[kη2−1/2,kη2+1/2], k ∈ Z, |k| ≤ (2η2)−1
}
.
De manie`re plus ge´ne´rale, il est possible de discre´tiser de manie`re explicite les mode`les pa-
rame´triques satisfaisant les hypothe`ses de la Proposition 6.
Remarque 2. La construction de l’estimateur pour des ensembles de dimension me´trique finie
dans L2(Rd) est un peu plus complexe. Elle requiert un argument permettant de “transformer”
un D-mode`le dans (L2(Rd), d2) en un D-mode`le dans (L
1
dens(R
d), h). Malheureusement, dans
la plupart des cas, ce nouveau D-mode`le est de nature purement abstraite et impossible a`
construire en pratique. La proce´dure est alors dans ce cas seulement the´orique. Nous renvoyons
a` la de´monstration du The´ore`me 6 de Birge´ (2006) pour plus de de´tails.
3.4. Se´lection de mode`les. Si l’on souhaite obtenir un re´sultat de se´lection de mode`les, il
faut modifier la proce´dure afin de prendre en compte la complexite´ de la famille de mode`les.
Si la proce´dure pre´ce´dente pouvait eˆtre vue comme e´tant une alternative a` celles base´es sur
la minimisation d’un contraste sur un mode`le, celle qui suit peut eˆtre vue comme e´tant une
alternative a` celles base´es sur la minimisation d’un contraste pe´nalise´.
3.4.1. La proce´dure. Prenons une collection S = {SV , V ∈ V} de D-mode`les SV de pa-
rame`tres ηV , DV ≥ 1/2 et 1 indexe´ par un ensemble V au plus de´nombrable. Nous allons
comparer les fonctions de S = ∪V ∈VSV deux a` deux.
Pour cela, nous conside´rons une application positive pen sur S et modifions le test ψ({f, f ′}).
Nous le de´finissons de´sormais par
ψ({f, f ′}) =
{
f ′ si T (f, f ′) > pen(f ′)− pen(f)
f si T (f, f ′) < pen(f ′)− pen(f)
et arbitrairement en cas d’e´galite´.
Nous introduisons ensuite pour tout f ∈ S, l’ensemble R(f) des fonctions f ′ que ce test
pre´fe`re a` f
R(f) = {f ′ ∈ S, f ′ 6= f, ψ({f, f ′}) = f ′}
ainsi que la distance maximale au carre´ D(f) entre f et les fonctions que le test lui pre´fe`re :
D(f) =
{
sup
{
h2(f, f ′), f ′ ∈ R(f)} si R(f) 6= ∅
0 si R(f) = ∅.
Soit alors sˆ n’importe quel estimateur a` valeurs dans S tel que
max {D(sˆ),pen(sˆ)} = inf
f∈S
[max {D(f),pen(f)}] . (5)
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En toute ge´ne´ralite´, il n’existe pas ne´cessairement d’estimateur sˆ ve´rifiant (5). Cependant, nous
verrons qu’il en existe toujours au moins un pour les ensembles S et pe´nalite´s pen auquels nous
nous inte´resserons.
3.4.2. Se´lection de D-mode`les. Le re´sultat est le suivant (The´ore`me 5 de Birge´ (2006)).
The´ore`me 12. Soit S = {SV , V ∈ V} une collection de D-mode`les SV de parame`tres ηV ,
DV ≥ 1/2 et 1 indexe´ par un ensemble V au plus de´nombrable et S = ∪V ∈VSV .
Il existe deux constantes universelles a, b > 0 telles que si anη2V ≥ DV /5 pour tout V ∈ V, si∑
V ∈V
exp
(−anη2V ) ≤ 1,
et si
pen(f) = b inf
{
η2V , V ∈ V, SV ∋ f
}
pour tout f ∈ S,
alors il existe un estimateur sˆ tel que (5) soit vraie et n’importe lequel d’entre eux ve´rifie
P
[
Ch2(s, sˆ) ≥ inf
V ∈V
{
inf
f∈SV
h2(s, f) + η2V
}
+ ξ
]
≤ e−nξ pour tout ξ > 0,
ou` C est une constante universelle.
Ce re´sultat montre qu’il est possible d’obtenir un re´sultat de se´lection de mode`les pour des
D-mode`les. Il y a deux conditions sur ces mode`les. La premie`re, anη2V ≥ DV /5, porte sur chaque
D-mode`le et est similaire a` celle de la Proposition 11. La seconde,
∑
V ∈V exp
(−anη2V ) ≤ 1 porte
sur la collection de mode`les. Elle assure que la famille V n’est pas trop complexe afin de pouvoir
borner les erreurs faites par le test.
3.4.3. Se´lection de mode`les de dimension me´trique finie. Nous pouvons utiliser la
proce´dure pre´ce´dente pour faire de la se´lection de mode`les avec des mode`les de dimension
me´trique finie. En effet, prenons une collection V au plus de´nombrable d’ensembles V de dimen-
sion me´trique finie DV ≥ 1/2 et une application positive ∆ sur V telle que
∑
V ∈V e
−∆(V ) ≤ 1.
Nous pouvons discre´tiser chaque ensemble V pour construire un D-mode`le SV et appliquer la
proce´dure de la section pre´ce´dente a` S = ∪V ∈VSV .
Plus pre´cise´ment, de´finissons pour tout V ∈ V,
ηV = max
{√
DV
5na
,
√
∆(V )
na
}
.
Soit alors SV = SV (ηV ) un D-mode`le de parame`tres ηV , DV et 1 tel que
inf
f∈SV
h(s, f) ≤ inf
f∈V
h(s, f) + ηV . (6)
La proce´dure pre´ce´dente applique´e a` S = ∪V ∈VSV fournit un estimateur sˆ tel que
P
[
Ch2(s, sˆ) ≥ inf
V ∈V
{
inf
f∈SV
h2(s, f) + η2V
}
+ ξ
]
≤ e−nξ pour tout ξ > 0.
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Si l’on utilise (6) et que l’on remplace ηV par sa de´finition, on obtient donc bien l’ine´galite´
souhaite´e
P
[
C ′h2(s, sˆ) ≥ inf
V ∈V
{
inf
f∈V
h2(s, f) +
DV +∆(V )
n
}
+ ξ
]
≤ e−nξ pour tout ξ > 0,
ou` C ′ est une nouvelle constante universelle.
4. Estimation pratique
Les estimateurs pre´ce´dents posse`dent des proprie´te´s the´oriques inte´ressantes et la question natu-
relle qui survient lorsque l’on travaille avec eux est la suivante : peut-on les utiliser en pratique ?
En ge´ne´ral, les proce´dures de la section pre´ce´dente calculent beaucoup de tests, ce qui les
rendent difficiles a` imple´menter. Parfois la situation est encore pire puisque la discre´tisation des
mode`les n’est meˆme pas explicite. C’est la raison pour laquelle ces estimateurs sont habituel-
lement conside´re´s dans la litte´rature comme des “benchmarks” permettant de montrer quels
re´sultats il est the´oriquement possible d’obtenir. Il y a cependant deux cas particuliers ou` il est
possible d’utiliser des tests pour construire des estimateurs en pratique.
Le premier cas particulier est celui de l’estimation sur un mode`le parame´trique et le Chapitre 4
est consacre´ a` ce proble`me. Nous proposerons dans ce chapitre une nouvelle proce´dure base´e sur
le test de Baraud (2011) pour construire un estimateur en calculant moins de tests.
Le second cas particulier est celui de la se´lection d’estimateurs. Il n’y a que deux articles
qui traitent de ce sujet avec des tests dans la litte´rature : Baraud et Birge´ (2009) et Baraud
(2011). Le premier est consacre´ a` la se´lection d’estimateurs constants par morceaux tandis
que le second peut se´lectionner parmi des familles plus ge´ne´rales d’estimateurs. Si l’on accepte
de couper l’e´chantillon en deux, d’utiliser la premie`re partie pour construire les estimateurs
et la seconde pour se´lectionner parmi eux, alors cela est e´galement traite´ dans Birge´ (2006)
(Section 9). Le point cle´ est que ces proce´dures sont base´es sur la comparaison deux a` deux
des estimateurs. Leur complexite´ est donc de l’ordre du carre´ du nombre d’estimateurs. Elles
sont donc facilement imple´mentables lorsque que la famille ne contient pas trop d’estimateurs
et seulement the´oriques dans le cas contraire. Une proce´dure alternative est propose´e dans le
Chapitre 3 pour se´lectionner, en un temps raisonnable, parmi une famille particulie`re mais de
cardinal tre`s grand d’estimateurs constants par morceaux (il s’agira d’estimateurs constants par
morceaux dont les partitions seront issues de l’algorithme d’approximation de DeVore et Yu
(1990)).
5. A` propos des autres cadres statistiques
Nous nous sommes limite´s pre´ce´demment au proble`me de l’estimation d’une densite´ par se´lection
de mode`les avec une perte Hellinger. Cependant, il est possible d’obtenir des re´sultats de se´lection
de mode`les pour d’autres pertes comme par exemple la perte L1 ou L2 (voir le The´ore`me 8
de Birge´ (2006) pour un re´sultat en perte L1 et Birge´ (2013) pour la perte L2). Il est e´galement
possible de travailler dans d’autres cadres statistiques. Dans la litte´rature, les cadres statistiques
suivants ont e´te´ e´tudie´s :
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- La re´gression borne´e a` design de´terministe ou ale´atoire dans Birge´ (2006, 2012); Baraud (2011).
- Le proble`me de l’estimation de l’intensite´ d’un processus de Poisson dans Birge´ (2007); Baraud
(2011); Baraud et Birge´ (2009). Birge´ (2007) peut estimer directement sa mesure moyenne.
- Le mode`le du bruit blanc Gaussien (a` variance connue) dans Birge´ (2006).
- L’estimation de la densite´ conditionnelle de Y sachant X a` partir d’un e´chantillon (Xi, Yi)
a` l’aide d’une perte Hellinger de´terministe dans Birge´ (2012). Si l’on souhaite utiliser une
perte Hellinger ale´atoire, les proce´dures de Birge´ (2006); Baraud (2011) peuvent e´galement
eˆtre utilise´es.
- L’estimation de la densite´ de transition d’une chaˆıne de Markov homoge`ne dans Birge´ (2012).
- L’estimation des moyennes de variables ale´atoires positives dans Baraud et Birge´ (2009); Baraud
(2011). Dans ce cadre statistique, nous observons n variables ale´atoires X1, . . . ,Xn inde´pendantes
et positives. Chaque variable ale´atoire Xi est suppose´e admettre une moyenne si et eˆtre “suf-
fisamment” concentre´e autour de sa moyenne. Le but est d’estimer le vecteur (s1, . . . , sn).
- L’estimation de la densite´ d’un processus de´terminental dans Baraud (2013).
- L’estimation de la fonction de hasard instantane´e pour des donne´es censure´es et l’estima-
tion de l’intensite´ de transition d’un processus de Markov dans Baraud et Birge´ (2009) (en
construisant un estimateur constant par morceaux sur une partition ale´atoire).
6. Pre´sentation des chapitres
Les apports de cette the`se sont a` la fois the´oriques et pratiques. Nous de´montrons de nouveaux
re´sultats the´oriques dans deux cadres statistiques diffe´rents (Chapitres 2 et 3) et proposons de
nouvelles proce´dures dans les Chapitres 3 et 4 oriente´es vers la pratique.
6.1. Chapitre 2. Dans le deuxie`me chapitre, nous nous inte´ressons au proble`me de l’estimation
des intensite´s de plusieurs processus de Poisson inde´pendants N1, . . . , Nn indexe´s par un meˆme
ensemble T. Nous supposons que ces processus sont lie´s de la manie`re suivante : il existe n
covariables x1, . . . , xn ∈ X, telles que Ni admet une intensite´ si par rapport a` une mesure µ qui
est de la forme si(·) = s(·, xi). Le but est alors d’estimer la fonction s a` l’aide des observations
(Ni, xi)1≤i≤n.
Ce cadre statistique ge´ne´ralise le proble`me de l’estimation de l’intensite´ d’un processus de
Poisson (cas ou` n = 1) et inclut le proble`me de la re´gression poissonienne (ce qui correspond au
cas ou` les processus de Poisson sont en re´alite´ des variables ale´atoires poissoniennes).
Pour e´valuer la performance des estimateurs, nous utilisons la distance de type Hellinger H
de´finie pour toutes fonctions positives et inte´grables f, f ′ par
H2(f, f ′) =
1
2n
n∑
i=1
∫
T
(√
f(t, xi)−
√
f ′(t, xi)
)2
dµ(t).
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Nous e´tablissons un re´sultat ge´ne´ral de se´lection de mode`les dans le meˆme esprit que le The´ore`me 9.
Un mode`le sera un ensemble de fonctions posse´dant de “bonnes” proprie´te´s de discre´tisation, et
plus pre´cise´ment un ensemble de dimension me´trique borne´ :
De´finition. Notons M la mesure M = n−1
∑n
i=1 µ⊗δxi et (L2(T×X,M), d2) l’espace me´trique
des fonctions sur T× X de carre´ inte´grable par rapport a` la mesure M .
Soit V ⊂ L2(T × X,M) et DV une application continue a` droite de (0,+∞) vers [1/2,+∞)
telle que DV (η) = O
(
η2
)
lorsque η → +∞. On dit que V a une dimension me´trique borne´e
par DV si pour tout η > 0, il existe un sous ensemble SV (η) ⊂ L2(T× X,M) tel que pour tout
f ∈ L2(T ×X,M), il existe g ∈ SV (η) avec d2(f, g) ≤ η et tel que
∀ϕ ∈ L2(T× X,M), ∀x ≥ 2, |SV (η) ∩ B(ϕ, xη)| ≤ exp
(
DV (η)x
2
)
.
Dans cette ine´galite´, B(ϕ, xη) repre´sente la boule de (L2(T × X,M), d2) centre´e en ϕ de rayon
xη.
Lorsque DV est une constante, on dit que V a une dimension me´trique finie borne´e par DV .
Le re´sultat principal du chapitre est le suivant : prenons une collection V au plus de´nombrable
de mode`les V de dimension me´trique borne´e DV (·) et ∆ une application positive sur V telle que∑
V ∈V e
−∆(V ) ≤ 1. Alors, on montre dans ce chapitre que l’on peut construire un estimateur sˆ
tel que pour tout ξ > 0
P
[
CH2(s, sˆ) ≥ inf
V ∈V
{
d22
(√
s, V
)
+ η2V +
∆(V )
n
}
+ ξ
]
≤ e−nξ,
ou` C > 0 est une constante universelle et ou`
ηV = inf
{
η > 0,
DV (η)
η2
≤ n
}
.
En particulier, cela implique que
C ′E
[
H2(s, sˆ)
] ≤ inf
V ∈V
{
d22
(√
s, V
)
+ η2V +
∆(V )
n
}
,
ou` C ′ > 0 est une autre constante positive universelle.
Un choix ade´quat des mode`les V permet de travailler avec le cas ou` T × X = [0, 1]k , µ la
mesure de Lebesgue et s est re´gulie`re au sens ou`
√
s est ho¨lderienne de re´gularite´ α ∈ (0,+∞)k
sur [0, 1]k. L’estimateur sˆ atteint alors la vitesse attendue n−2α¯/(2α¯+k) ou` α¯ est la moyenne
harmonique de α et cela meˆme lorsque la re´gularite´ α est proche de 0. En outre, l’estimateur
est adaptatif par rapport a` α.
Nous e´tudions e´galement le cas ou` s est (au moins approximativement) une fonction produit
s(t, x) = f(t)g(x). Nous de´duisons du the´ore`me ge´ne´ral de se´lection de mode`les un second
the´ore`me de se´lection de mode`les ou` cette fois les mode`les sont utilise´s pour approcher les
fonctions f et g. En particulier, lorsque T = [0, 1]k1 , X = [0, 1]k2 , µ la mesure de Lebesgue
et s(t, x) = f(t)g(x) avec f et g re´gulie`res (au sens ou`
√
f est α-ho¨lderienne et
√
g est β-
ho¨lderienne), bien choisir les mode`les permet de construire un estimateur atteignant la vitesse
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max(n−2α¯/(2α¯+k1), n−2β¯/(2β¯+k2)) qui est plus rapide que celle obtenue sous une hypothe`se de
re´gularite´ pure sur
√
s. De plus, l’estimateur est adaptatif par rapport aux re´gularite´s de f et g.
En raison de la faiblesse des hypothe`ses sur les mode`les du second the´ore`me de se´lection de
mode`les, on peut e´galement conside´rer des hypothe`ses diverses sur f et g (par exemple, on peut
supposer que f est re´gulie`re et g est une fonction compose´e).
Enfin, un dernier cas sur lequel nous avons travaille´ est celui pour lequel il existe un mode`le
parame´trique F = {fθ, θ ∈ Θ} tel que l’intensite´ si de chaque processus de Poisson appartient
a` F . Cela revient a` supposer qu’il existe θi tel que si(·) = fθi(·) et nous de´montrons alors un
the´ore`me de se´lection de mode`les pour estimer la fonction i 7→ θi. Nous pouvons alors pre´ciser les
mode`les pour obtenir des bornes de risque sous diffe´rentes hypothe`ses sur i 7→ θi. Typiquement,
cette application peut eˆtre constante par morceaux ou eˆtre de la forme θi = θ(xi) ou` θ est une
application sur X. A titre d’illustration, cela permet de traiter le cas ou` T = (0, 1], X = [0, 1]k , µ
la mesure de Lebesgue et ou` s(t, x) est de la forme
√
s(t, x) = a(x)tb(x) ou` a est α-ho¨lderienne
et b est β-holderienne telle que b(x) > −1/2 pour tout x. Dans ce cas, nous construisons
un estimateur qui atteint la vitesse max{(log n/n)2α¯/(2α¯+k), (log n/n)2β¯/(2β¯+k)}. Cette vitesse
correspond, a` un terme logarithmique pre`s, a` la pire des vitesses d’estimation entre celle de a et
celle de b.
Ce chapitre illustre l’inte´reˆt de ces the´ore`mes ge´ne´raux de se´lection de mode`les puisqu’il
montre comment le choix ade´quat de mode`les permet d’obtenir des bornes de risque sous des
hypothe`ses varie´es sur la fonction a` estimer. En outre, les estimateurs sont adaptatifs et robustes
par rapport a` ces hypothe`ses.
6.2. Chapitre 3. Ce chapitre est consacre´ a` l’estimation de la densite´ de transition d’une
chaˆıne de Markov homoge`ne. Nous observons n + 1 variables ale´atoires X0, . . . ,Xn a` valeurs
dans un ensemble X et supposons que pour tout i ∈ {0, . . . , n− 1} la loi conditionnelle de Xi+1
sachant Xi = x admet une densite´ s(x, ·) par rapport a` une mesure µ. Le but est alors d’estimer
la densite´ de transition s sur un sous-ensemble A ⊂ X2.
Nous pre´sentons deux nouvelles proce´dures dites “data-driven” qui permettront d’estimer s
sous des hypothe`ses particulie`rement faibles sur la chaˆıne de Markov. Le chapitre est divise´ en
deux parties, chaque partie e´tant de´die´e a` une proce´dure.
6.2.1. Premie`re partie. La premie`re proce´dure est base´e sur la se´lection d’estimateurs cons-
tants par morceaux. Dans cette premie`re partie, X = Rd, A = [0, 1]2d. Nous conside´rons une
famille d’estimateurs constants par morceaux {sˆm,m ∈ M} ou` la collection de partitions M
est de´finie par l’algorithme ite´ratif de DeVore et Yu (1990). Nous proposons un nouveau test
inspire´ de Baraud (2011) afin de se´lectionner parmi ces estimateurs. La proce´dure que nous
utilisons est un me´lange entre une proce´dure base´e sur la minimisation d’un contraste pe´nalise´
et une approche base´e sur des tests. Cette proce´dure est un nouveau moyen d’utiliser un test
pour se´lectionner parmi une telle famille d’estimateurs. Elle peut s’interpre´ter comme e´tant
une version imple´mentable des proce´dures de se´lection d’estimateurs de Baraud et Birge´ (2009);
Baraud (2011).
En utilisant une perte ale´atoire de type Hellinger, nous montrons que l’estimateur se´lectionne´ sˆmˆ
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ve´rifie une ine´galite´ de type oracle. Plus pre´cise´ment, nous montrons que
CE
[
H2
(
s1[0,1]2d, sˆmˆ
)] ≤ inf
m∈M
{
E
[
H2
(
s1[0,1]2d , Vm
)]
+
|m| log n
n
}
ou` C > 0 est une constante universelle, ou` H est de´finie par
H2(f, f ′) =
1
2n
n−1∑
i=0
∫
X
(√
f(Xi, y)−
√
f ′(Xi, y)
)2
dµ(y)
et ou` Vm est le cone des fonctions positives constantes par morceaux sur la partition m :
Vm =
{∑
K∈m
aK1K , ∀K ∈ m, aK ∈ [0,+∞)
}
.
Nous soulignons que cette ine´galite´ est valide sans hypothe`se sur la chaˆıne de Markov autre que
l’homoge´ne´ite´. La construction de l’estimateur fait certes intervenir une pe´nalite´ qu’il faut cali-
brer, mais cette dernie`re ne de´pend pas de certains parame`tres sur la chaˆıne de Markov habituel-
lement inconnus. Lorsque µ est la mesure de Lebesgue, nous pouvons en de´duire des vitesses de
convergence uniformes sur des boules d’espaces de Besov qui peuvent eˆtre inhomoge`nes et avoir
un indice de re´gularite´ petit. L’estimateur est adaptatif par rapport a` cet indice de re´gularite´,
et les vitesses correspondent, a` un terme logarithmique pre`s, a` celles usuelles sur ces classes de
fonctions.
Nous pre´sentons ensuite des simulations nume´riques afin d’e´valuer plus pre´cise´ment la perfor-
mance de cet estimateur et nous nous comparons en particulier a` la proce´dure de Akakpo et Lacour
(2011) qui est base´e sur la minimisation d’un contraste L2 pe´nalise´ inspire´ des moindres carre´s.
6.2.2. Deuxie`me partie. La premie`re proce´dure permet de construire un estimateur constant
par morceaux sur une partition ale´atoire bien choisie. Cela permet certes d’estimer convenable-
ment les densite´s de transition irre´gulie`res (lorsque
√
s [0,1]2d ∈ Bσ(Lp([0, 1]2d)) avec σ < 1) mais
cela conduit ine´luctablement a` des vitesses de convergence sous-optimales lorsque la densite´ de
transition est plus re´gulie`re (lorsque σ > 1).
Nous proposons alors une deuxie`me proce´dure afin d’obtenir de meilleures vitesses de conver-
gence sous des hypothe`ses de re´gularite´ ou structurelles sur s. Cette nouvelle proce´dure est es-
sentiellement the´orique car elle est difficile a` imple´menter en pratique. Elle permet en revanche
de de´montrer un the´ore`me de se´lection de mode`les. Ce the´ore`me sera vraie sous l’hypothe`se que
la loi de Xi admet une densite´ par rapport a` une mesure ν connue qui peut eˆtre majore´e par
une constante κ (inconnue) inde´pendante de i.
Plus pre´cise´ment, conside´rons une collection V d’espaces vectoriels V de l’espace me´trique
(L2(A, ν ⊗µ), d2) des fonctions de carre´ inte´grable sur A par rapport a` la mesure produit ν⊗µ.
Prenons (∆(V ))V ∈V une famille de nombres positifs telle que
∑
V ∈V e
−∆(V ) ≤ 1. Nous montrons
dans le Chapitre 3 que l’on peut construire un estimateur sˆ tel que
CE
[
H2(s1A, sˆ)
] ≤ inf
V ∈V
{
d22
(√
s A, V
)
+
∆(V ) + dim(V ) log n
n
}
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ou` C > 0 de´pend seulement de κ. En outre, l’estimateur peut eˆtre construit en utilisant seulement
les observations et les mode`les.
Bien choisir les mode`les permet d’en de´duire des vitesses de convergence pour une grande
famille d’espaces de Besov (e´ventuellement inhomoge`nes et anisotropes) lorsque X = Rd, A =
[0, 1]2d et µ est la mesure de Lebesgue. L’estimateur est adaptatif par rapport a` la re´gularite´ de
la densite´ de transition. Un autre choix de mode`les permet d’obtenir des vitesses de convergence
plus rapides pour les chaˆınes de Markov auto-re´gressives
Xi+1 = g1(Xi) + g2(Xi)εi
ou` g1 et g2 sont des fonctions re´gulie`res (de re´gularite´ suppose´e inconnue) et ou` les εi sont des
variables ale´atoires i.i.d non observe´es.
6.3. Chapitre 4. Ce dernier chapitre utilise le test de Baraud (2011) pour constuire un es-
timateur parame´trique d’une densite´ s a` partir d’observations X1, . . . ,Xn inde´pendantes et
identiquement distribue´es.
Conside´rons un mode`le parame´trique F = {fθ, θ ∈ Θ} parame´tre´ par un rectangle Θ =∏d
j=1[mj ,Mj ] de R
d pour lequel il existe des nombres strictement positifs α1, . . . , αd, R1, . . . , Rd,
R1, . . . , Rd tels que pour tout θ = (θ1, . . . , θd), θ
′ = (θ′1, . . . , θ
′
d) ∈
∏d
j=1[mj,Mj ]
sup
j∈{1,...,d}
Rj |θj − θ′j|αj ≤ h2 (fθ, fθ′) ≤ sup
j∈{1,...,d}
Rj|θj − θ′j|αj
ou` h(fθ, fθ′) est la distance de Hellinger entre les deux densite´s fθ et fθ′ . Les me´thodes utilisant
des tests sont ge´ne´ralement base´es sur la discre´tisation de F en un ensemble discret Fdis et la
comparaison deux a` deux des fonctions de Fdis. Si cela fournit des re´sultats the´oriques (voir
le The´ore`me 8 par exemple), le nombre de tests qu’elles calculent est de l’ordre de |Fdis|2.
Malheureusement, ce cardinal est souvent tre`s grand, ce qui rend la construction de l’estimateur
assez de´licate en pratique.
Nous proposons une nouvelle proce´dure pour construire un estimateur sur un mode`le pa-
rame´trique en effectuant moins de tests. La complexite´ de cette proce´dure est inde´pendante du
cardinal de Fdis qui peut donc eˆtre tre`s grand. Elle de´pend plutoˆt de d, Rj , Rj , αj , mj et Mj
ainsi que d’un parame`tre mesurant la pre´cision a` laquelle on souhaite calculer l’estimateur. Sa
complexite´ croˆıt lentement lorsqu’on augmente la pre´cision mais elle de´pend fortement de d, Rj,
Rj, αj, mj, Mj . Elle est destine´e en pratique aux mode`les de petite dimension d pour lesquels
les Rj/Rj , Mj −mj et 1/αj ne sont pas trop grand.
D’un point de vue the´orique, l’estimateur que nous proposons posse`de des proprie´te´s statis-
tiques similaires aux estimateurs pre´ce´dents construits par tests. Nous obtenons une borne de
risque non-asymptotique pour des mode`les pour lesquels la me´thode du maximum de vraisem-
blance peut ne pas fonctionner. Nous montrons que l’estimateur converge a` la bonne vitesse
lorsque le mode`le est correct, et est robuste dans le cas contraire.
Nous pre´sentons ensuite des simulations nume´riques afin d’e´valuer plus pre´cise´ment la perfor-
mance de l’estimateur. Elles mettent en lumie`re le lien qu’il y a entre cet estimateur et celui du
maximum de vraisemblance : lorsque le mode`le parame´trique est suffisamment re´gulier, lorsque
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la densite´ s est dans ce mode`le, et lorsque la discre´tisation Fdis est tre`s fine, nous observons
que l’estimateur est tre`s proche du maximum de vraisemblance (avec grande probabilite´). Il est
cependant robuste, contrairement a` l’estimateur du maximum de vraisemblance.
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CHAPITRE 2
Model selection for Poisson processes with covariates
Abstract
We observe n inhomogeneous Poisson processes with covariates and aim at estimating
their intensities. We assume that the intensity of each Poisson process is of the form
s(·, x) where x is the covariate and where s is an unknown function. We propose a
model selection approach where the models are used to approximate the multivariate
function s. We show that our estimator satisfies an oracle-type inequality under very
weak assumptions both on the intensities and the models. By using an Hellinger-
type loss, we establish non-asymptotic risk bounds and specify them under several
kind of assumptions on the target function s such as being smooth or a product
function. Besides, we show that our estimation procedure is robust with respect to
these assumptions.
1. Introduction
We consider n independent Poisson point processes Ni for i = 1, . . . , n indexed by the measurable
space (T,T ). For each i, we assume that the intensity of Ni with respect to some reference
measure µ on (T,T ) is of the form si(·) = s(·, xi) where xi is a deterministic element of some
measurable set (X,X ) and s is a non-negative function on T× X satisfying
∀i ∈ {1, . . . , n},
∫
T
s(t, xi) dµ(t) < +∞.
Typically, this corresponds to the modelling of the times of failure of n repairable systems
where the reliability of each of them depends on external factors measured by some covariates
x1, . . . , xn, in which case T corresponds to an interval of time, say [0, 1], and X to some compact
subset of Rk, say [0, 1]k. Our aim is to estimate s from the observations of the pairs (Ni, xi)1≤i≤n.
Let L1+(T × X,M) be the cone of integrable and non negative functions on (T × X,T ⊗X )
equipped with the product measure M = µ⊗ νn where νn = n−1
∑n
i=1 δxi . In order to evaluate
the risks of our estimators, we endow L1+(T×X,M) with the Hellinger-type distance H defined
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for u, v ∈ L1+(T× X,M) by
2H2(u, v) =
∫
T×X
(√
u(t, x)−
√
v(t, x)
)2
dM(t, x)
=
1
n
n∑
i=1
∫
T
(√
u(t, xi)−
√
v(t, xi)
)2
dµ(t).
Let (L2(T × X,M), d2) be the metric space of functions f on T × X such that f2 belongs to
L
1
+(T × X,M). Given a suitable collection V of models (i.e subsets of L2(T × X,M) which are
not necessarily linear spaces) and a non-negative application ∆ on V satisfying∑
V ∈V
e−∆(V ) ≤ 1,
we build an estimator sˆ whose risk E
[
H2(s, sˆ)
]
satisfies
CE
[
H2(s, sˆ)
] ≤ inf
V ∈V
{
d22
(√
s, V
)
+ η2V +
∆(V )
n
}
, (1)
where C is an universal positive constant, d2 (
√
s, V ) is the L2-distance between
√
s and V and
nη2V is the metric dimension (in a suitable sense) of V . We shall use this inequality in order to
derive risk bounds for our estimator under smoothness or structural assumptions on the target
function s.
In the literature, much attention has been paid to the problem of estimating the intensity of a
Poisson process without covariates. Concerning estimation by model selection, Reynaud-Bouret
(2003) dealt with the L2-loss, and provided a model selection theorem for a family of linear
spaces V . Baraud and Birge´ (2009) used the Hellinger distance and considered the case where
the sets V consist of piecewise constants functions on a partition of T. More general models
were considered by Birge´ (2007) allowing for V any subset with finite metric dimensions (in a
suitable sense).
Our statistical setting includes that of Poisson regression. Indeed, if one observesn in-
dependent random variables Y1, . . . , Yn, such that Yi obeys to a Poisson law with parame-
ter f(xi), one can estimate f by setting T = {0}, µ = δ0 the Dirac measure on T and
Ni({0}) = Yi. In this case, s(0, ·) = f(·) and estimating s amounts to estimating f . This last
issue has been studied in Antoniadis and Sapatinas (2001), Antoniadis et al. (2001), Baraud
(2011) and Krishnamurthy et al. (2010) among other references. For the particular cases of
Poisson regression and estimating the intensity of a single Poisson process, our results recover
those of Baraud (2011).
If we except these cases, statistical procedures that can estimate s from n independent Poisson
processes with covariates are rather scarce. The only risk bounds we are aware of are due
to Comte et al. (2011) who considered the L2-loss and penalized projection estimators on linear
spaces. Their approach requires that the intensity s be bounded from above by a quantity that
needs to be either known or suitably estimated. Besides, they impose some restrictions on the
family of linear spaces V in order that their estimator possesses minimax properties over classes
of functions which are smooth enough.
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Our approach is based on robust testing. We propose a test inspired from a variational formula
in Baraud (2011) and then apply the general methodology for model selection developed in Birge´
(2006). This yields a T -estimator sˆ that possesses nice (adaptation and robustness) properties
but suffers from the fact that its construction is numerically intractable. This estimator should
be thus considered as a benchmark for what theoretical feasible. We obtain an oracle inequality
of the form (1) under very mild assumptions both on the intensity s and the family of models V.
This allows to derive risk bounds over a large range of Ho¨lderian spaces including irregular ones.
We shall also consider functions s defined on a subset T × X of a linear space with large
dimension, say T × X = [0, 1]1+k with a large value of k. It is well known that in such a
situation, the minimax approach based on smoothness assumptions may lead to very slow rates
of convergence. This phenomenon is known as the curse of dimensionality. In this case, an
alternative approach is to assume that s belongs to classes F of functions satisfying structural
assumptions (such as the multiple index model, the generalized additive model, the multiplicative
model . . . ) and for which faster rates of convergence can be achieved. Very recently, this
approach was developed by Juditsky et al. (2009) (for the Gaussian white noise model) and
by Baraud and Birge´ (2011) (in more general settings). Unlike Juditsky et al. (2009) we shall
not assume that s belongs to F but rather consider F as an approximating class for s.
In this work, our point of view is closer to that developed in Baraud and Birge´ (2011). We
shall use our new model selection theorem in conjunction with suitable families V of models in
order to design an estimator sˆ possessing good statistical properties with respect to many classes
of functions of interest, including classes F = F× of product functions (t, x) 7→ u(t)v(x). When
s(t, x) is of the form (or close to) u(t)v(x), where u and v are assumed to be smooth we shall
prove that our estimator is fully adaptive with respect to the regularities of both u and v. We
shall also consider structural assumptions on the functions u and v as well as parametric ones
when t and x lie in a large dimensional space. We shall study the situation where, the intensity
of each Poisson process belongs to a parametric class of functions FΘ with Θ ⊂ Rk. This means
that there exists some element fθ(xi) ∈ FΘ such that s(·, xi) = fθ(xi)(·), and our aim is then to
estimate the mapping x 7→ θ(x) by model selection.
This chapter is organized as follows. The general model selection theorem can be found
in Section 2. In Section 3, we study the case where F is a class of smooth functions, and in
Section 4 the case where F is a class of product functions. The problem of estimating s when the
intensity of each Poisson process Ni belongs to the same parametric model is dealt in Section 5.
Section 6 is devoted to the proofs.
Let us introduce some notations that will be used all along the chapter. We set N⋆ = N \ {0},
R
⋆ = R\{0}. The components of a vector θ ∈ Rk are denoted by θ = (θ1, . . . , θk). The numbers
x∧y and x∨y stand for min(x, y) and max(x, y) respectively. For (E, E , ν) a measured space, we
denote by L2(E, ν) the linear space of measurable functions f such that
∫
E |f |2 dν <∞. When
(E, ν) = (T × X,M), the corresponding L2-distance is denoted by d2, and the norm by ‖ · ‖2.
Alternatively, this distance (respectively this norm) is denoted by dt (respectively ‖ · ‖t) when
(E, ν) = (T, µ), and by dx (respectively ‖ · ‖x) when (E, ν) = (X, νn). The supremum norm of
a bounded function f on a domain E is denoted by ‖f‖∞ = supx∈E |f(x)|. For (E, d) a metric
space, x ∈ E and A ⊂ E, the distance between x and A is denoted by d(x,A) = infa∈A d(x, a).
The closed ball centered at x ∈ E with radius r is denoted by B(x, r). The cardinality of a finite
set A is denoted by |A|. We use F as a generic notation for a family of functions of L2(T×X,M)
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of special interest. The notations C,C ′,C ′′. . . are for constants. The constants C,C ′,C ′′. . . may
change from line to line.
2. A general model selection theorem
Throughout this chapter, a model V is a subset of L2(T×X,M) with bounded metric dimension,
in the sense of Definition 6 of Birge´ (2006). We recall this definition below.
Definition 1. Let V be a subset of L2(T×X,M) and DV a right-continuous map from (0,+∞)
into [1/2,+∞) such that DV (η) = O
(
η2
)
when η → +∞. We say that V has a metric dimension
bounded by DV if for all η > 0, there exists SV (η) ⊂ L2(T × X,M) such that for all f ∈
L
2(T× X,M), there exists g ∈ SV (η) with d2(f, g) ≤ η and such that
∀ϕ ∈ L2(T× X,M), ∀x ≥ 2, |SV (η) ∩ B(ϕ, xη)| ≤ exp
(
DV (η)x
2
)
.
Moreover, if one can choose DV as a constant, we say that V has a finite metric dimension
bounded by DV .
This notion is more general than the dimension for linear spaces since a linear space V with
finite dimension (in the usual sense) has a finite metric dimension. Besides, if V is not reduced
to {0} one can choose DV = dimV , what we shall do along this chapter. The link with the
classical definition of metric entropy may be found in Section 6.4.3 of Birge´ (2006). Other models
of interest with bounded metric dimension will appear later in the chapter.
Given a collection of such subsets, our approach is based on model selection. We propose a
selection rule based on robust testing in the spirit of the papers Birge´ (2006); Baraud (2011).
The test and the selection rule which are mainly abstract are postponed to Section 6. The main
result is the following.
Theorem 1. Let V be an at most countable family of models V with bounded metric dimension
DV (·) and ∆ be a mapping from V into [0,+∞) such that∑
V ∈V
e−∆(V ) ≤ 1.
There exists an estimator sˆ ∈ L1+(T× X,M) such that, for all ξ > 0,
P
[
CH2(s, sˆ) ≥ inf
V ∈V
{
d22
(√
s, V
)
+ η2V +
∆(V )
n
}
+ ξ
]
≤ e−nξ,
where C is an universal positive constant and where
ηV = inf
{
η > 0,
DV (η)
η2
≤ n
}
.
In particular, by integrating the above inequality,
C ′E
[
H2(s, sˆ)
] ≤ inf
V ∈V
{
d22
(√
s, V
)
+ η2V +
∆(V )
n
}
, (2)
where C ′ is an universal positive constant.
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The condition
∑
V ∈V e
−∆(V ) ≤ 1 can be interpreted as a (sub)probability on the collection V.
The more complex the family V, the larger the weights ∆(V ). When V consists of linear spaces V
of finite dimensions DV one can take η
2
V = DV /n and hence (2) leads to
C ′E
[
H2(s, sˆ)
] ≤ inf
V ∈V
{
d22
(√
s, V
)
+
DV +∆(V )
n
}
.
When one can choose ∆(V ) of order DV , which means that the family V of models does not
contain too many models per dimension, the estimator sˆ achieves the best trade-off (up to a
constant) between the approximation and the variance terms.
In the remaining part of this chapter, we shall consider subsets F ⊂ L2(T × X,M) corre-
sponding to various assumptions on
√
s (smoothness, structural, parametric assumptions . . . ).
For such an F , we associate a collection VF and deduce from Theorem 1 a risk bound for the
estimator sˆ whenever
√
s belongs or is close to F . This bound takes the form
C ′′E
[
H2(s, sˆ)
] ≤ inf
f∈F
{
d22(
√
s, f) + εF (f)
}
(3)
where
εF (f) = inf
V ∈VF
{
d22(f, V ) + η
2
V +
∆(V )
n
}
,
and we shall bound the term εF (f) from above. This upper bound will mainly depend on some
properties of f , for example smoothness ones. In this case, this result says that if
√
s is irregular
but sufficiently close to a smooth function f , the bound we get essentially corresponds to the
one we would get for f . This can be interpreted as a robustness property.
Sometimes, several assumptions on
√
s are plausible, and one does not know what class F
should be taken. A solution is to consider a collection F of such classes F and to use the
proposition below to get an estimator whose risk satisfies (up to a remaining term) relation (3)
simultaneously for all classes F ∈ F.
Proposition 2. Let F be an at most countable collection of subsets of L2(T×X,M) and ∆¯ be a
mapping on F into [0,+∞) such that ∑
F∈F e
−∆¯(F ) ≤ 1. For all F ∈ F, let VF be a collection
of models and ∆F be a mapping such that the assumptions of Theorem 1 hold.
There exists an estimator sˆ such that, for all F ∈ F,
CE
[
H2(s, sˆ)
] ≤ inf
f∈F
{
d22(
√
s, f) + εF (f)
}
+
∆¯(F )
n
,
where
εF (f) = inf
V ∈VF
{
d22(f, V ) + η
2
V +
∆F (V )
n
}
,
and where C is an universal positive constant.
3. Smoothness assumptions
Let I =
∏k
j=1 Ij where the Ij are intervals of R and α = β+p ∈ (0,+∞)k with p ∈ Nk and β ∈
(0, 1]k . A function f belongs to the Ho¨lder class Hα(I), if there exists L(f) ∈ [0,+∞) such that
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for all (x1, . . . , xk) ∈ I and all j ∈ {1, . . . , k}, the functions fj(x) = f(x1, . . . , xj−1, x, xj+1, . . . , xk)
admit a derivative of order pj satisfying∣∣∣f (pj)j (x)− f (pj)j (y)∣∣∣ ≤ L(f)|x− y|βj ∀x, y ∈ Ij.
The class Hα(I) is said to be isotropic when the αj are all equal, and anisotropic otherwise,
in which case α¯ given by α¯−1 = k−1
∑k
j=1 α
−1
j corresponds to the average smoothness of a
function f in Hα(I). We define the class of Ho¨lderian functions on I by
H (I) =
⋃
α∈(0,+∞)k
Hα (I) .
Assuming that
√
s is Ho¨lderian corresponds thus to the choice F = H (T× X). Anisotropic
classes of smoothness are of particular interest in our context since the function s depends on
variables t and x that may play very different roles.
Families of linear spaces possessing good approximation properties with respect to the ele-
ments of F can be found in the literature. We refer to the results of Dahmen et al. (1980).
We may use these linear spaces (models) to approximate the elements of F , and deduce from
Theorem 1 the following result.
Corollary 1. Let us assume that T × X = [0, 1]k and that µ is the Lebesgue measure. There
exists an estimator sˆ such that for all f ∈ H ([0, 1]k),
CE
[
H2(s, sˆ)
] ≤ d22(√s, f) + L (f) 2k2α¯+k n− 2α¯2α¯+k + n−1 (4)
where α ∈ (0,+∞)k is such that f ∈ Hα([0, 1]k) and where C > 0 depends only on k and
max1≤j≤k αj .
Remark that the risk bound given by inequality (4) holds without any restriction on α. Such
a generality can be obtained since our model selection theorem is valid for any collection V
of finite dimensional linear spaces. Some restrictions on the dimensionality of the linear spaces
V ∈ V (as in Comte et al. (2011)) would prevent us to get this rate of convergence for the Ho¨lder
classes Hα ([0, 1]k) when min1≤j≤k αj is too small.
The preceding risk bound is quite satisfactory if k is small but becomes worse when k increases.
We shall therefore consider other types of classes in the next section in order to avoid this curse
of dimensionality.
4. Families F of product functions
A common way of modelling the influence of the covariates on the number of failures of n systems
is to assume that, for each i ∈ {1, . . . , n}, the intensity of Ni, is of the form s(t, xi) = u(t)v(xi)
where u is an unknown density function on T, and v some unknown function from X into [0,+∞).
This means, that in average, the number of failures of system i, E[Ni(T)] = v(xi), depends on xi
through v only, and conditionally to Ni(T) = ki > 0, the times of failure are distributed along T
independently of xi, but accordingly to the density u.
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We shall therefore consider the class F defined by
F =
{
κv1v2, κ ≥ 0, (v1, v2) ∈ L2(T, µ)× L2(X, νn), ‖v1‖t = ‖v2‖x = 1
}
, (5)
which amounts to assuming that s is of the form (or close to) a product function u(t)v(x) with
u = v21 and v = κ
2v22 .
In this section, we introduce collections of models V1 and V2 in order to approximate the com-
ponents v1 and v2 separately. Given V1 ∈ V1 to approximate v1 and V2 ∈ V2 to approximate v2,
we approximate v1v2 by the model V1 ⊗ V2 defined by
V1 ⊗ V2 =
{
v′1v
′
2, (v
′
1, v
′
2) ∈ V1 × V2
}
. (6)
The metric dimension of V1 ⊗ V2 is controlled as follows.
Lemma 1. Let V1 and V2 be a finite dimensional linear space of L
2(T, µ) and L2(X, νn) respec-
tively. The set V1 ⊗ V2 defined by (6) has a finite metric dimension bounded by
DV1⊗V2 = 1.4 (dim V1 + dimV2 + 1).
By using Theorem 1, we prove the following result.
Proposition 3. Let V1 (respectively V2) be an at most countable collection of finite dimensional
linear spaces of L2(T, µ) (respectively L2(X, νn)). Let, for all i ∈ {1, 2}, ∆i be a non-negative
mapping on Vi such that ∑
Vi∈Vi
e−∆i(Vi) ≤ 1.
There exists an estimator sˆ such that, for all κv1v2 ∈ F , where F is defined by (5),
CE
[
H2(s, sˆ)
] ≤ d22(√s, κv1v2) + inf
V1∈V1
{
κ2d2
t
(v1, V1) +
dimV1 ∨ 1 + ∆1(V1)
n
}
+ inf
V2∈V2
{
κ2d2
x
(v2, V2) +
dimV2 ∨ 1 + ∆2(V2)
n
}
where C is an universal positive contant. Furthermore,
√
sˆ belongs to F .
Apart for the term d22(
√
s, κv1v2) which corresponds to some robustness with respect to the
assumption
√
s ∈ F , the risk bound we get corresponds to the one we would get if we could
apply a model selection theorem on the components v1 and v2 separately.
4.1. Smoothness assumptions on v1 and v2. We illustrate this proposition by setting
T = [0, 1]k1 , X = [0, 1]k2 , µ the Lebesgue measure and
F =
{
κv1v2, κ ≥ 0, v1 ∈ H([0, 1]k1), ‖v1‖t = 1, v2 ∈ H([0, 1]k2), ‖v2‖x = 1
}
. (7)
We apply Proposition 3 with families V1 and V2 of linear spaces possessing good approximation
properties with respect to the functions of H([0, 1]k1) and H([0, 1]k2) respectively. This leads to
the following corollary.
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Corollary 2. There exists an estimator sˆ such that, for all κv1v2 ∈ F , where F is defined by
(7),
CE
[
H2(s, sˆ)
] ≤ d22(√s, κv1v2) + κ 2k12α¯+k1L (v1) 2k12α¯+k1 n− 2α¯2α¯+k1
+κ
2k2
2β¯+k2 L (v2)
2k2
2β¯+k2 n
− 2β¯
2β¯+k2 + n−1
where α ∈ (0,+∞)k1 , is such that v1 ∈ Hα([0, 1]k1), where β ∈ (0,+∞)k2 is such that v2 ∈
Hβ([0, 1]k2), and where C > 0 depends only on k1, k2, max1≤j≤k1 αi, and max1≤j≤k2 βi.
In particular, if s is a product function of the form
√
s = κv1v2 where v1 ∈ Hα([0, 1]k1),
and v2 ∈ Hβ([0, 1]k2),
√
s is Ho¨lderian with regularity (α,β) on [0, 1]k1+k2 . However, the rate
given by the corollary above is always faster than the one we would get by Corollary 1 under
smoothness assumption only.
4.2. Mixing smoothness and structural assumptions. When k2 is large, we may consider
structural assumptions on v2 instead of smoothness ones to improve the risk bound. Propo-
sition 3 allows to consider a wide variety of situations thanks to the approximation results
of Baraud and Birge´ (2011) on composite functions. We do not present all of them for the sake
of concisely. We just consider the example in which the class F is
F =
{
κv1v2, κ ≥ 0, v1 ∈ H([0, 1]k1), θ1, . . . ,θl ∈ B(0, 1), g ∈ H([−1, 1]l), (8)
∀x ∈ X, v2(x) = g (< θ1,x >, . . . , < θl,x >) , ‖v1‖t = ‖v2‖x = 1}
where T = [0, 1]k1 , µ is the Lebesgue measure and
X = B(0, 1) =
x ∈ Rk2 ,
k2∑
j=1
x2j ≤ 1

is the unit ball of Rk2 . The following corollary ensues from Proposition 3 and Corollary 2
of Baraud and Birge´ (2011).
Corollary 3. There exists an estimator sˆ such that, for all κv1v2 ∈ F , where F is defined
by (8),
CE
[
H2 (s, sˆ)
] ≤ d22(√s, κv1v2) + κ 2k12α¯+k1 L(v1) 2k12α¯+k1 n− 2α¯2α¯+k1
+κ
2l
2β¯+lL(g)
2l
2β¯+l n
− 2β¯
2β¯+l +
ln
(
κ2‖g‖2βk−12
) ∨ lnn ∨ 1
n
k2
where α ∈ (0,+∞)k1 , β ∈ (0,+∞)l are such that v1 ∈ Hα([0, 1]k1), g ∈ Hβ([−1, 1]l) with
v2(x) = g (< θ1,x >, . . . , < θl,x >) and where C > 0 depends only on k1, l, α and β. In the
above inequality, ‖g‖β stands for any positive real number such that for all (x1, . . . , xl) ∈ [−1, 1]l
and all j ∈ {1, . . . , l}, the function gj(x) = g(x1, . . . , xj−1, x, xj+1, . . . , xl) satisfies
|gj(x)− gj(y)| ≤ ‖g‖β |x− y|βj∧1 ∀x, y ∈ [−1, 1].
When
√
s belongs to the class F , the risk bound of the above inequality corresponds to the
one we would get if we could estimate the functions v1 and g separately. This risk bound is then
better than the one we would get under smoothness assumptions on v2 when l < k2.
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4.3. Examples of parametric assumptions. Theorem 1 also allows to deal with parametric
assumptions. Hereafter, we consider a class F of the form
F =
{
aubvθ, a ≥ 0, b ∈ I, θ ∈ Rk2
}
,
where I is an interval of R, (ub)b∈I is a family of functions and vθ is defined by vθ(x) =
exp (< x,θ >) for x ∈ X = {x ∈ Rk2 ,∑k2j=1 x2j ≤ 1}, the unit ball of Rk2 . For each i ∈ {1, . . . n},
the intensity of Ni is thus assumed to be proportional to an element of (or an element close to)
some reference parametric model {u2b , b ∈ I}. Let us give 3 examples of such models.
The Power Law Processes are Poisson processes whose intensities are proportional to ub(t) =
tb for all t ∈ T = (0, 1] and some b ∈ (−1/2,+∞). Proposed first in Duane (1964), this
model is popular in reliability. Indeed, although the intensity is simple, different situations
can be modelled by this model. For example, if b = 0 each Ni obeys to an homogeneous
Poisson process, whereas if b > 0 (respectively b < 0) the reliability of each system reduces
(respectively improves) with time. In software reliability, we can cite the Goel-Okumoto model
of Goel and Okumoto (1979) and the S-Shaped model of Yamada et al. (1983). The former
considers intensities proportional to ub(t) = e
−bt whereas the latter corresponds to ub(t) =√
te−bt where b ∈ [0,+∞) and t ∈ T = [0,+∞).
We consider the following assumption on the family {ub, b ∈ I}.
Assumption 1. The family (ub)b∈I is a family of non vanishing functions of L2(T, µ) indexed by
an interval I of the form (b0,+∞). Moreover, there exists two positive non-increasing functions
ρ, ρ¯ on I, such that for all b, b′ ∈ I,
ρ
(
b ∨ b′) |b− b′| ≤ ∥∥∥∥ ub‖ub‖t − ub′‖ub′‖t
∥∥∥∥
t
≤ ρ¯ (b ∧ b′) |b− b′|.
The purpose of the lemmas below is to show that the above assumption holds for the Duane,
Goel-Okumoto and S-Shaped models.
Lemma 2. Let I = (−1/2,+∞), T = (0, 1], µ the Lebesgue measure, and for b ∈ I, ub(t) = tb.
Assumption 1 is satisfied with
ρ(u) = ρ¯(u) =
1
1 + 2u
for all u > −1/2.
Lemma 3. Let I = (0,+∞), T = [0,+∞) , µ the Lebesgue measure, k ∈ N, and for b ∈ I,
ub(t) = t
k/2e−bt. Assumption 1 is satisfied with
ρ(u) =
1
2u
and ρ¯(u) =
√
k + 1
2u
for all u > 0.
All along this section, ‖ · ‖ denotes the standard Euclidean norm of Rk2
∀x ∈ Rk2 , ‖x‖2 =
k2∑
j=1
x2j
and d the distance induced by this norm.
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Proposition 4. Let (ub)b∈I be a family such that Assumption 1 holds. There exist aˆ ≥ 0, bˆ ∈ I
and θˆ ∈ Rk2 , such that the estimator sˆ = (aˆubˆvθˆ)2 satisfies, for all a ≥ 0, b ∈ I, θ ∈ Rk2, and
f ∈ F of the form f(t,x) = aub(t)vθ(x),
CE
[
H2(s, sˆ)
] ≤ d22 (√s, f)+ k2 (1 ∨ ‖θ‖)n + C ′n (9)
where C is an universal positive constant and where C ′ depends only on ρ, ρ¯, b0 and b. More
precisely,
C ′ = log
[
1 ∨ ρ¯
(
b0 +
b− b0
b− b0 + 1
)]
+
∣∣log (1 ∧ ρ(1 + b))∣∣+ |log(b− b0)| .
Under parametric assumptions on s, this result says that the rate of convergence of sˆ is of
order n−1, which is quite satisfying when n is large, but may be inadequate in a non-asymptotic
point of view. Indeed, the second term of the right-hand side of inequality (9) may be large
especially when k2 is large, says larger than n. This difficulty can be overcome by considering
that θ is sparse, which means that θ is close to some (unknown) linear subspace W of Rk2 with
dimW small. Below, we generalize Proposition 4 to take account of this situation.
Proposition 5. Let (ub)b∈I be a family such that Assumption 1 holds. Let W be an at most
countable family of linear subspaces of Rk2 and let ∆ be a non-negative map on W such that∑
W∈W e
−∆(W ) ≤ 1.
There exist aˆ ≥ 0, bˆ ∈ I and θˆ ∈ Rk2, such that the estimator sˆ = (aˆubˆvθˆ)2 satisfies, for all
a ≥ 0, b ∈ I, θ ∈ Rk2, and f ∈ F of the form f(t,x) = aub(t)vθ(x),
CE
[
H2(s, sˆ)
] ≤ d22(√s, f) + C ′n
+ inf
W∈W
{
a2‖ub‖2te2‖θ‖d2(θ,W ) +
(1 ∨ dimW )(1 ∨ ‖θ‖) + ∆(W )
n
}
where C is an universal positive constant and where C ′ is given by Proposition 4.
For illustration purpose, let us make explicit the constant C ′ for the Duane model, and let
us therefore assume that there exist some unknown parameters a, b,θ such that s is of the form√
s(t,x) = atb exp (< θ,x >). We derive from Proposition 4 an estimator whose risk satisfies
CE
[
H2(s, sˆ)
] ≤ (1 ∨ ‖θ‖) k2 + | log(2b+ 1)|
n
(10)
where C is an universal positive constant. However, if for instance k2 is large and if most of the
components of θ are small or null, the preceding proposition can be used to improve substantially
the risk of our estimators. For simplicity, assume that
k⋆ = |{j ∈ {1, . . . , k2}, θj 6= 0}|
is small. We then define the set M of all subsets of {1, . . . , k2}, and for each m ∈ M, the set
Wm = {(y1, . . . , yk2), ∀j 6∈ m, yj = 0} ⊂ Rk2 .
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We apply Proposition 5 with
W = {Wm, m ∈ M} and ∀m ∈ M, ∆(Wm) = 1 + |m|+ log
(
k2
|m|
)
.
This leads to an estimator sˆ such that
C ′′E
[
H2(s, sˆ)
] ≤ (1 ∨ log k2 ∨ ‖θ‖)(1 ∨ k⋆) + | log(2b+ 1)|
n
,
which improves inequality (10) when k⋆ is small and k2 large.
5. Parametric models
In this section, we consider the natural situation where the intensity of each process Ni belongs
(or is close) to a same parametric model. Throughout this section, n ≥ 2. Let us consider a
closed rectangle Θ of Rk, that is a subset of Rk for which there exist m1, . . . ,mk ∈ R ∪ {−∞}
and M1, . . . ,Mk ∈ R ∪ {∞} such that
Θ =
{
x ∈ Rk, ∀i ∈ {1, . . . , k}, mi ≤ xi ≤Mi
}
.
Let us denote by F = {fθ, θ ∈ Θ} a class of functions of L2(T, µ). Our aim is to estimate s
when, for each i ∈ {1, . . . n}, the square root of the intensity of the Poisson process Ni,
√
s(·, xi),
is (or is close to) an element of F . We introduce thus the class of functions F defined by
F =
{
(t, x) 7→ fu(x)(t), where u is a map from X into Θ
}
.
For instance, if F corresponds to the Duane model (see Section 4.3), Θ is a closed rectangle
included in R× (−1/2,+∞) and
F =
{
atb, (a, b) ∈ Θ
}
.
The class F is then the set of all functions f of the form f(t, x) = a(x)tb(x) where a and b are
two functions on X such that (a(x), b(x)) ∈ Θ for all x ∈ X.
We consider the following assumption to deal with more general classes F .
Assumption 2. The set Θ is a closed rectangle of Rk. There exist α = (αj)1≤j≤k ∈ (0, 1]k and
R = (Rj)1≤j≤k ∈ (0,+∞)k such that
∀θ,θ′ ∈ Θ, ‖fθ − fθ′‖t ≤
k∑
j=1
Rj |θj − θ′j|αj . (11)
The aim of the lemmas below is to prove that this assumption is satisfied for the Duane,
Goel-Okumoto and S-Shaped models.
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Lemma 4. Let µ be the Lebesgue measure, and for all θ ∈ R× [−1/2,+∞),
fθ(t) = θ1t
θ2 for all t ∈ T = (0, 1].
Then, for all positive numbers r1, r2, and all θ,θ
′ ∈ [−r1, r1]× [−1/2 + 1/r2,+∞),
‖fθ − fθ′‖t ≤ r1/22 |θ1 − θ′1|+
√
2r1r
3/2
2 |θ2 − θ′2|.
Lemma 5. Let µ be the Lebesgue measure, and for all k ∈ {0, 1}, θ = (θ1, θ2) ∈ R× (0,+∞),
fθ(t) = θ1t
k/2e−θ2t for all t ∈ T = (0,+∞).
Let r1, r2 be two positive numbers and let us set
C1(0) = (r2/2)
1/2 C2(0) = r1r
3/2
2 /2
C1(1) = r2/2 C2(1) = (3/8)
1/2 r1r
2
2.
For all θ,θ′ ∈ [−r1, r1]× [1/r2,+∞),
‖fθ − fθ′‖t ≤ C1(k)|θ1 − θ′1|+C2(k)|θ2 − θ′2|.
Remark. For the Duane model, Lemma 4 shows that Assumption 2 is fulfilled for Θ =
[−r1, r1] × [−1/2 + 1/r2,+∞). This will allow to obtain a risk bound when
√
s is close to
the class
Fr1,r2 =
{
(t, x) 7→ a(x)tb(x),where a maps X into [−r1, r1] and
b maps X into [−1/2 + 1/r2,+∞)} .
By using Proposition 2 with F = {Fr1,r2 , r1, r2 ∈ N⋆}, we can also derive a risk bound for the
class
F =
⋃
r1,r2∈N⋆
Fr1,r2
=
{
(t, x) 7→ a(x)tb(x),where a maps X into a compact subset of R,
and b maps X into a closed interval included in (−1/2,+∞)} .
5.1. A model selection theorem. The main theorem of Section 5 is the following.
Theorem 6. Suppose that Assumption 2 holds. Let W1, . . . ,Wk be k families of finite dimen-
sional linear subspaces of L2(X, νn). Let for each j ∈ {1, . . . , k}, ∆j be a non-negative mapping
on Wj such that
∑
Wj∈Wj e
−∆j(Wj) ≤ 1.
There exists an estimator sˆ such that for all map u = (u1, . . . , uk) from X with values into Θ,
and f ∈ F of the form f(t, x) = fu(x)(t),
CE
[
H2(s, sˆ)
] ≤ d22(√s, f) + k∑
j=1
εj(uj)
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where εj(uj) is defined by
εj(uj) = inf
Wj∈Wj
{
R2j (dx (uj,Wj))
2αj +
(dim(Wj) ∨ 1) τu,j(n) + ∆j(Wj)
n
}
,
where
τu,j(n) = log n+ log(1 ∨Rj) + log (1 ∨ ‖uj‖x) ,
and where C > 0 depends only on k and α1, . . . , αk.
Roughly speaking, this result says that the risk bound we get when
√
s is of the form√
s(t, x) = fu(x)(t), corresponds to the one we would get if we could apply a model selection
theorem on the components u1, . . . , uk separately. Each term εj(uj) can be controlled under
structural or smoothness assumptions on uj . For instance, if X = [0, 1]
k2 and if uj is assumed
to belong to the class Fj = H([0, 1]k2), a suitable choice of (Wj , ∆j) leads to
Cjεj(uj) ≤ (RjL(uj)αj )
2k2
k2+2αj β¯j
(
τu,j(n)
n
) 2αj β¯j
2αj β¯j+k2
+
τu,j(n)
n
where βj is such that uj ∈ Hβj([0, 1]k2) and where Cj > 0 depends only on k2 and βj. In
particular, if αj = 1 and if n is large, εj(uj) is of order (log n/n)
2β¯j/(2β¯j+k2). Apart from the
logarithmic factor, this corresponds to the estimation rate of an Ho¨lderian function on [0, 1]k2 .
The corollary below illustrates this result for the Duane model.
Corollary 4. There exists an estimator sˆ such that, for all α ∈ (0,+∞)k2 , β ∈ (0,+∞)k2 , for
all a ∈ Hα([0, 1]k2), b ∈ Hβ([0, 1]k2) satisfying b > −1/2, and for all function f of the form
f(t, x) = a(x)tb(x),
CE
[
H2(s, sˆ)
] ≤ d22 (√s, f)
+
(
1
1 ∧ infx∈[0,1]k2 (2b(x) + 1)
) k2
2α¯+k2
L(a)
2k2
2α¯+k2
(
log n
n
) 2α¯
2α¯+k2
+
(
1 ∨ ‖a‖2∞
1 ∧ infx∈[0,1]k2 (2b(x) + 1)3
) k2
2β¯+k2
L(b)
2k2
2β¯+k2
(
log n
n
) 2β¯
2β¯+k2
+C ′
log n
n
where C > 0 depends on k2, max1≤j≤k αj , max1≤j≤k βj , and where C ′ depends on L(a), L(b),
α¯, β¯, ‖a‖∞, ‖b‖∞ and infx∈[0,1]k2 (2b(x) + 1).
5.2. Change point detection. In the case where the intensity si of each Ni is of the form√
si(t) = fθi(t), a natural way to control the risk of our estimator sˆ is to consider some assump-
tions on the map i 7→ θi. This problem amounts to choosing suitable collections W1, . . . ,Wk to
approximate functions on X = {1, . . . , n}.
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In this section, we focus on the case where the map i 7→ θi is piecewise constant with a
small number of jumps. Let P be the set of partitions of {1, . . . , n} into intervals. We aim at
estimating s when there exists a partition P0 ∈ P such that s is of the form
∀I ∈ P0,∃θI ∈ Θ,∀i ∈ I,
√
si(t) = fθI (t) for all t ∈ T. (12)
We define for each partition P ∈ P, the linear space of piecewise constant functions
WP =
{∑
I∈P
aI1I , aI ∈ R
}
and apply Theorem 6 with the collections and maps defined by
∀j ∈ {1, . . . , k}, Wj = {WP , P ∈ P} and ∆j(WP ) = |P |+ log
(
n− 1
|P | − 1
)
.
This leads to the result below.
Corollary 5. Assume that Assumption 2 and relation (12) hold. There exists an estimator sˆ
such that
CE
[
H2(s, sˆ)
] ≤ |P0| log n+C ′
n
,
where C > 0 depends only on k and α1, . . . , αk, where C
′ is given by
C ′ = sup
1≤j≤k
(log (1 +Rj)) + sup
I∈P
(log (1 + ‖θI‖∞)) ,
and where ‖θI‖∞ = sup1≤j≤k |(θI)j|.
For illustration purpose, in the context of the Duane model, there exist a1 . . . , an ∈ (0,+∞),
and b1, . . . , bn ∈ (−1/2,+∞) such that
√
si(t) = ait
bi for all t ∈ (0, 1]. By combining the
preceding corollary with Proposition 2, we build an estimator sˆ such that
CE
[
H2(s, sˆ)
] ≤ (1 + r1 + r2) log n+ C ′
n
where r1 and r2 are the numbers of jumps of the maps i 7→ ai and i 7→ bi respectively,
where C is an universal positive constant, and where C ′ depends on sup1≤i≤n ai, sup1≤i≤n |bi|
and inf1≤i≤n(2bi + 1).
The preceding collections W1, . . . ,Wk can also be used to approximate the map i 7→ θi
under other assumptions such as smoothness ones. For instance, an approximation theorem for
monotone functions on {1, . . . , n} can be found in Baraud and Birge´ (2009) and can be used to
deal with the situation where some components of the map i 7→ θi are monotone.
6. Proofs
6.1. Proof of Theorem 1. Throughout the proof, we set N = (N1, . . . , Nn) and x =
(x1, . . . , xn).
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6.1.1. About the T -estimators. We begin to briefly recall the general strategy introduced
in Birge´ (2006) to build estimators from tests.
Given two distinct functions f, f ′ of L1+(T×X,M), a test function ψf,f ′(N,x) is a measurable
function with values in {f, f ′}. The convention is that ψf,f ′(N,x) = f means accepting f
whereas ψf,f ′(N,x) = f
′ means accepting f ′. In what follows, we need tests with the following
properties. We shall build them in Section 6.1.2.
Assumption 3. There exist a > 0, κ > 0 such that for all distinct functions f, f ′ ∈ L1+(T ×
X,M) and all z ∈ R, there exists a test ψ(z)f,f ′(N,x) satisfying
sup
f∈L1+(T×X,M),
κH(s,f)≤H(f,f ′)
P
[
ψ
(z)
f,f ′(N,x) = f
′
]
≤ exp [−an (H2(f, f ′) + z)] (13)
sup
f∈L1+(T×X,M),
κH(s,f ′)≤H(f,f ′)
P
[
ψ
(z)
f,f ′(N,x) = f
]
≤ exp [−an (H2(f, f ′)− z)] . (14)
We now consider an at most countable collection S of subsets of L1+(T × X,M). We shall
assume that the sets S ∈ S are D-models. We recall the definition below.
Definition 2. A subset S of L1+(T × X,M) is called a D-model with parameters η¯S, D¯S and 1
if
|S ∩ B(f, xη¯S)| ≤ exp
[
D¯Sx
2
]
for all x ≥ 2 and f ∈ L1+(T ×X,M),
where B(f, xη¯S) is the closed ball centered at f with radius xη¯S of the metric space (L1+(T ×
X,M),H).
The tests allow to select among the functions of ∪S∈SS. Precisely, the selection rule is the
following.
Given a collection S of D-models, we set for all f ∈ ∪S∈SS,
η¯(f) = inf {η¯S , S ∈ S, S ∋ f}
and for all f ′ ∈ ∪S∈SS, f ′ 6= f , zf,f ′ = η¯(f ′)2 − η¯(f)2. We define for all f ∈ ∪S∈SS,
R(f) =
{
f ′ ∈ ∪S∈SS, ψ(zf,f ′ )f,f ′ (N,x) = f ′
}
and consider
γ(f) =
{
sup {H(f, f ′), f ′ ∈ R(f)} if R(f) 6= ∅,
0 if R(f) = ∅.
Given ε > 0, a Tε-estimator is a measurable function sˆ = sˆ(N,x) with values in ∪S∈SS such
that
γ(sˆ) ∨ εη¯(sˆ) = inf
f∈∪S∈SS
[γ(f) ∨ εη¯(f)] .
Theorem 5 of Birge´ (2006) shows that such a minimizer exists almost surely and they all
possess similar theoretical properties. In our framework, we can rewrite it as follows.
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Theorem 7. Suppose that Assumption 3 holds. Let S be an at most countable collection of
D-models such that D¯S ≥ 1/2 for all S ∈ S,
∑
S∈S
exp
(
−anη¯
2
S
21
)
≤ 1 and anη¯2S ≥
21D¯S
5
for all S ∈ S.
For all ε ∈ (0, 4], there exists almost surely a Tε-estimator sˆ ∈ L1+(T×X,M). Moreover, any of
them satisfies
P
[
CH2(s, sˆ) ≥ inf
S∈S
{
H2 (s, S) + η¯2S
}
+ ξ
]
≤ e−nξ for all ξ > 0,
where C > 0 depends only on a, κ.
It remains thus to construct the tests and the collection S to prove Theorem 1.
6.1.2. Definition of the tests Our tests are inspired from the variational formula in Baraud
(2011). Let, for all functions f, f ′ of L1+(T× X,M), Tf,f ′(N,x) be the functional
Tf,f ′(N,x) =
1
2n
n∑
i=1
∫
T
√
f(t, xi) + f ′(t, xi)
2
(√
f ′(t, xi)−
√
f(t, xi)
)
dµ(t)
+
1√
2n
n∑
i=1
∫
T
√
f ′(t, xi)−
√
f(t, xi)√
f(t, xi) + f ′(t, xi)
dNi(t)
− 1
2n
n∑
i=1
∫
T
(
f ′(t, xi)− f(t, xi)
)
dµ(t)
where the convention 0/0 is in use. We prove the following.
Lemma 6. There exist positive numbers a, b such that for all z ∈ R and all f, f ′ ∈ L1+(T×X,M)
satisfying 4H(s, f) ≤ H(f, f ′),
P
[
Tf,f ′(N,x) ≥ bz
] ≤ exp [−na (H2(f, f ′) + z)] .
The proof of this lemma is delayed to Section 6.1.6 and we refer to the proof for the exact
values of a and b.
This lemma says that the functional Tf,f ′(N,x) can be used to construct the tests. Precisely,
we set for all z ∈ R, f, f ′ ∈ L1+(T× X,M), f 6= f ′,
ψ
(z)
f,f ′(N,x) =
{
f ′ if Tf,f ′(N,x) > bz
f if Tf,f ′(N,x) < bz,
and ψ
(z)
f,f ′(N,x) is defined arbitrary in case of equality. Thanks to the above lemma, (13) holds.
Note that (14) also holds since Tf,f ′(N,x) = −Tf ′,f (N,x).
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6.1.3. Construction of S The collection S is derived from V. We shall show in Section 6.1.6
the following lemma.
Lemma 7. For all η > 0 and V ∈ V there exists a D-model S¯V (η) with parameters η, 63DV (η/2)
and 1. Moreover,
H(s, S¯V (η)) ≤ 2
√
2
(
d2
(√
s, V
)
+ η
)
(15)
and for all f ∈ S¯V (η), there exists g ∈ V such that
√
f = g ∨ 0.
Please note that we can assume (for the sake of simplicity and with no loss of generality),
that DV is non-increasing. We then set for all V ∈ V,
η¯S¯V =
(
21
√
3
5a
ηV
)
∨
√
21∆(V )
na
and S¯V = S¯V (η¯S¯V )
where a is given by Lemma 6. Actually a is very small (smaller than 1), which implies that
η¯S¯V /2 ≥ ηV and thus
63DV (η¯S¯V /2) ≤ 63DV (ηV ).
Consequently, the set S¯V is a D-model with parameters η¯S¯V , D¯S¯V = 63DV (ηV ) and 1. The
collection S is then defined by S =
{
S¯V , V ∈ V
}
.
6.1.4. Proof of Theorem 1. The assumptions of Theorem 7 are fulfilled:
anη¯2S¯V ≥
212 × 3
5
nη2V ≥
212 × 3
5
DV (ηV ) ≥
21D¯S¯V
5
and ∑
V ∈V
exp
(
−anη¯
2
SV
21
)
≤
∑
V ∈V
exp (−∆(V )) ≤ 1.
The selection rule described in Section 6.1.1 provides thus an estimator sˆ ∈ ∪V ∈VS¯V such that,
for all ξ > 0,
P
[
CH2(s, sˆ) ≥ inf
V ∈V
{
H2
(
s, S¯V
)
+ η¯2S¯V
}
+ ξ
]
≤ e−nξ
where C > 0 is universal. By using inequality (15),
H2
(
s, S¯V
) ≤ 16 [d22(√s, V ) + η¯2S¯V ]
and hence
inf
V ∈V
{
H2
(
s, S¯V
)
+ η¯2S¯V
}
≤ C ′ inf
V ∈V
{
d22
(√
s, V
)
+ η2V +
∆(V )
n
}
for some universal constant C ′ > 0. Finally,
P
[
C ′′H2(s, sˆ) ≥ inf
V ∈V
{
d22
(√
s, V
)
+ η2V +
∆(V )
n
}
+ ξ
]
≤ e−nξ
where C ′′ = C/(C ′ ∨ 1).
42 | Chapitre 2. Model selection for Poisson processes with covariates
6.1.5. Proof of Lemma 6. We start with the following Bennett-type inequality which gen-
eralizes Proposition 7 of Reynaud-Bouret (2003).
Lemma 8. Let f1, . . . , fn be n bounded measurable functions. Let ρ, υ be positive numbers such
that ρ ≥ max1≤i≤n ‖fi‖∞ and
1
n
n∑
i=1
∫
T
f2i (t)si(t) dµ(t) ≤ υ.
Then, for all r ≥ 0,
P
(
1
n
n∑
i=1
[∫
T
fi(t) dNi(t)− E
(∫
T
fi(t) dNi(t)
)]
≥ r
)
≤ exp
(
−n υ
b2
h
(ρr
υ
))
≤ exp
(
−n r
2
2
(
υ + ρr3
))
where h is the function defined for u ∈ (−1,+∞) by h(u) = (1 + u) log(1 + u)− u.
Proof. By homogeneity we can assume that ρ = 1. We assume moreover that for each i ∈
{1, . . . , n}, fi is a piecewise constant function (with a finite number of pieces). There exist thus
k1, . . . , kn ∈ N⋆ and a family (ai,j) 1≤i≤n
1≤j≤ki
of elements of [−1, 1] such that
∀t ∈ T, fi(t) =
ki∑
j=1
ai,j1Ai,j (t)
where the Ai,j are measurable sets of T such that Ai,j ∩Ai,j′ = ∅ for all j 6= j′.
Now, for all ξ > 0,
logE
(
eξ
∑n
i=1[
∫
T
fi dNi−E(
∫
T
fi dNi)]
)
=
n∑
i=1
logE
(
eξ[
∫
T
fi dNi−E(
∫
T
fi dNi)]
)
=
n∑
i=1
ki∑
j=1
logE
(
eξai,j [Ni(Ai,j)−E(Ni(Ai,j))]
)
=
n∑
i=1
ki∑
j=1
E (Ni(Ai,j)) (e
ξai,j − ξai,j − 1).
By using the monotony of the function x 7→ (ex − x− 1)/x2,
logE
(
eξ
∑n
i=1[
∫
T
fi dNi−E(
∫
T
fi dNi)]
)
≤
n∑
i=1
ki∑
j=1
E
(
a2i,jNi(Ai,j)
)
(eξ − ξ − 1)
≤ nυ(eξ − ξ − 1).
This inequality still holds when the fi are not piecewise constant since a measurable function can
be approximated by piecewise constant functions. Indeed, there exists a sequence (f
(k)
i )k≥1 of
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piecewise constant functions (with a finite number of jumps) such that f
(k)
i → fi when k → +∞
in the space L2(T, si dµ) and such that ‖f (k)i ‖∞ ≤ 1 whatever k, i. By using Fatou lemma,
logE
(
lim inf
k→+∞
e
ξ
∑n
i=1
[∫
T
f
(k)
i
dNi−
∫
T
f
(k)
i
si dµi
])
≤ nυ(eξ − ξ − 1).
Since,
E
[∣∣∣∣∫
T
f
(k)
i dNi −
∫
T
fi dNi
∣∣∣∣] ≤ ∫
T
∣∣∣f (k)i − fi∣∣∣ si dµ→ 0
one can assume (up to considering a subsequence) that
∫
T
f
(k)
i dNi−
∫
T
fi dNi → 0 almost surely
(for all i ∈ {1, . . . n}). We then have
logE
(
eξ
∑n
i=1[
∫
T
fi dNi−
∫
T
fisi dµi]
)
≤ nυ(eξ − ξ − 1)
as wished. The exponential inequality is then deduced from the Crame´r-Chernoff method, see
Chapter 2 of Massart (2003).
Let us return to the proof of Lemma 6. We define the function ζ on [0,+∞)2 by
ζ(x, y) =
1√
2
(√
y
x+ y
−
√
x
x+ y
)
for all x, y ∈ [0,+∞),
where we use the convention 0/0 = 0. Let then
Zf,f ′(N,x) = Tf,f ′(N,x)− E
[
Tf,f ′(N,x)
]
=
∫
T×X
ζ(f, f ′) dM − E
(∫
T×X
ζ(f, f ′) dM
)
.
We use the claim below whose proof ensues from the proofs of Propositions 2 and 3 of Baraud
(2011).
Claim 1.
E
[
Tf,f ′(N,x)
] ≤ (1 + 1√
2
)
H2(s, f)−
(
1− 1√
2
)
H2(s, f ′)
and
1
n
n∑
i=1
∫
T
ζ2
(
f(t, xi), f
′(t, xi)
)
s(t, xi) dµ(t) ≤ H2(s, f) +H2(s, f ′) +H2(f, f ′).
We derive from the first point of the claim that
P
[
Tf,f ′(N,x) ≥ z
]
= P
[
Zf,f ′(N,x) ≥ z − E
[
Tf,f ′(N,x)
]]
≤ P
[
Zf,f ′(N,x) ≥ z −
(
1 +
1√
2
)
H2(s, f) +
(
1− 1√
2
)
H2(s, f ′)
]
.
Note that the random variable Z(f, f ′) can be written as
Zf,f ′(N,x) =
1
n
n∑
i=1
[∫
T
ζ
(
f(·, xi), f ′(·, xi)
)
dNi − E
(∫
T
ζ
(
f(·, xi), f ′(·, xi)
)
dNi
)]
.
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When
r = z −
(
1 +
1√
2
)
H2(s, f) +
(
1− 1√
2
)
H2(s, f ′)
is non-negative, we apply Lemma 8 with fi(·) = ζ (f(·, xi), f ′(·, xi)), ρ = 1/
√
2 and
υ = H2(s, f) +H2(s, f ′) +H2(f, f ′)
to obtain
P
[
Tf,f ′(N,x) ≥ z
] ≤ exp(− nr2
2υ + r
√
2
3
)
.
We now bound from above the right-hand side of this inequality.
For this, we begin to bound υ from above. We deduce from the triangular inequality and from
4H(s, f) ≤ H(f, f ′) that
υ ≤ 3H2(s, f) + 3H2(f, f ′)
≤ 3(1 + 1/16)H2(f, f ′).
Now, we bound r from below. Note that
H(f, f ′) ≤ H(s, f) +H(s, f ′) ≤ 1
4
H(f, f ′) +H(s, f ′)
and thus H(s, f ′) ≥ 3/4H(f, f ′). This leads to
r ≥ z −
(
1 +
1√
2
)
1
16
H2(f, f ′) +
(
1− 1√
2
)
9
16
H2(f, f ′)
≥ z + CH2(f, f ′)
where C = (8− 5√2)/16 > 0. There are two types of cases involved.
• If z + CH2(f, f ′) > 0, r is non-negative and thus
P
[
Tf,f ′(N,x) ≥ z
] ≤ exp(− n (z + CH2(f, f ′))2
6(1 + 1/16)H2(f, f ′) +
√
2
3 (z + CH
2(f, f ′))
)
.
Set C ′ = 9
√
2(1 + 1/16) + C. Then,
P
[
Tf,f ′(N,x) ≥ z
] ≤ exp(− 3n√
2
(
z + CH2(f, f ′)
)2
z + C ′H2(f, f ′)
)
.
One can then verify that
(z + CH2(f, f ′))2
z + C ′H2(f, f ′)
=
C2
C ′
H2(f, f ′) +
(2C ′ − C)C
C ′2
z +
(C − C ′)2z2
C ′2(z + C ′H2(f, f ′))
≥C
2
C ′
H2(f, f ′) +
(2C ′ − C)C
C ′2
z
which implies that
P
[
Tf,f ′(N,x) ≥ z
] ≤ exp(− 3n√
2
(
C2
C ′
H2(f, f ′) +
(2C ′ − C)C
C ′2
z
))
. (16)
6. Proofs | 45
• If now z + CH2(f, f ′) ≤ 0,
C2
C ′
H2(f, f ′) +
(2C ′ − C)C
C ′2
z ≤
(
C2
C ′
− (2C
′ − C)C2
C ′2
)
H2(f, f ′)
≤ 0.
Consequently, (16) also holds.
We thus have proved that
P
[
Tf,f ′(N,x) ≥ bz
] ≤ exp [−na (H2(f, f ′) + z)]
where
a =
3C2√
2C ′
≃ 4.5 × 10−4
b =
CC ′
2C ′ − C ≃ 0.029.
This ends the proof.
6.1.6. Proof of Lemma 7. By using Proposition 7 of Birge´ (2006), we derive from SV (η) a
set S′V (η) ⊂ V such that
∀ϕ ∈ L2(T× X,M), ∀x ≥ 2, |S′V (η) ∩ B(ϕ, xη)| ≤ exp
(
7DV (η/2)x
2
)
where B(ϕ, xη) is the ball centered at ϕ with radius xη of the metric space (L2(T× X,M), d2),
and such that
∀f ∈ V, d2(f, S′V (η)) ≤ η.
Proposition 12 of Birge´ (2006) (applied with T = S′V (η), the cone M0 of non-negative functions
of L2(T × X,M), M ′ = L2(T × X,M) and π¯ defined by π¯(f) = f ∨ 0) provides a subset S′′V (η)
such that the functions f ∈ S′′V (η) are non negative, such that
∀f ∈ L2(T × X,M), ∀x ≥ 2, |S′′V (η) ∩ B(f, xη)| ≤ exp
(
63DV (η)x
2
)
and such that
for all non-negative function f ∈ L2(T× X,M), d2(f, S′′V (η)) ≤ 4d2(f, S′V (η)).
The lemma holds with S¯V (η) = {
√
f, f ∈ S′′V (η)}.
6.2. Proof of Lemma 1. The proof of this proposition requires the following elementary
lemma.
Lemma 9. Let f, f ′ ∈ L2(T, µ) and g, g′ ∈ L2(X, νn) such that ‖f‖t = ‖f ′‖t = 1 and ‖g‖x =
‖g′‖x = 1. Let κ, κ′ ∈ R. Then,
d22
(
κfg, κ′f ′g′
)
=
(
κ− κ′)2 + κκ′ (d2
t
(f, f ′) + d2
x
(g, g′)− 1/2 d2
t
(f, f ′)d2
x
(g, g′)
)
.
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Let η > 0. In this proof, we say that a set S(η) is a η-net of a set V in a metric space (E, d)
if, for all y ∈ V , there exists x ∈ S(η) such that d(x, y) ≤ η.
Let us denote by S1 (respectively S2) the unit sphere of V1 (respectively V2). Let S1(η) ⊂ S1
(respectively S2(η) ⊂ S2 ) be a η-net of S1 (respectively S2) such that
∀f ∈ V1, ∀x ≥ 0, |S1(η) ∩ Bt(f, xη)| ≤ (2x+ 1)dimV1 (17)
∀g ∈ V2, ∀x ≥ 0, |S2(η) ∩ Bx(g, xη)| ≤ (2x+ 1)dimV2 (18)
where Bt(f, xη) and Bx(g, xη) are the closed balls centered at f and g with radius xη of the
metric spaces (L2(T, µ), dt) and (L
2(X, νn), dx) respectively. We refer to Lemma 4 of Birge´
(2006) for the existence of these nets. Let now
S(η) =
⋃
k∈N⋆
{
kη√
2
fg, (f, g) ∈ S1
(
1√
2k
)
× S2
(
1√
2k
)}
.
First of all, S(η) is a η-net of V . Indeed, let ϕ ∈ V . We can write ϕ(t, x) = κf(t)g(x) where
κ ≥ 0, f ∈ S1 and g ∈ S2. Let us define
k = inf
{
i ∈ N⋆, i ≥
√
2κ/η
}
and let (f ′, g′) ∈ S1(1/(
√
2k))× S2(1/(
√
2k)) such that
dt(f, f
′) ≤ 1√
2k
and dx(g, g
′) ≤ 1√
2k
.
By using Lemma 9, the application ϕ′(t, x) = kη√
2
f ′(t)g′(x) is such that
d2
(
ϕ,ϕ′
) ≤ η,
which proves that S(η) is a η-net of V .
According to Definition 1, we now consider ϕ ∈ L2(T×X,M) and x ≥ 2 and aim at bounding
from above the cardinality of the set S(η)∩B (ϕ, xη) (where we recall that B (ϕ, xη) is the closed
ball centered at ϕ with radius xη of the metric space (L2(T× X,M), d2)).
For this purpose, we begin to assume that ϕ belongs to S(η), which implies that the function
can be written as ϕ(t, x) = κf(t)g(x). We introduce
K =
{
kη√
2
, k ∈ N⋆,
∣∣∣∣ kη√2 − κ
∣∣∣∣ ≤ xη}
and for all κ′ ∈ K,
C(κ′) =
(
S1
( η
2κ′
)
∩ Bt
(
f, 6x2
η
2κ′
))
×
(
S2
( η
2κ′
)
∩ Bx
(
g, 6x2
η
2κ′
))
.
Let
T (η) =
{
κ′f ′g′, κ′ ∈ K, (f ′, g′) ∈ C(κ′)} .
We shall prove that
S(η) ∩ B (κfg, xη) ⊂ T (η). (19)
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We then upper-bound the cardinality of S(η) ∩ B (κfg, xη) by bounding from above the cardi-
nality of T (η).
Let ϕ′ ∈ S(η) ∩ B (κfg, xη). There exist κ′, f ′ and g′ such that ϕ′ = κ′f ′g′ and we derive
from Lemma 9 that
(κ− κ′)2 ≤ d22
(
ϕ,ϕ′
) ≤ x2η2,
which implies that κ′ ∈ K. We now distinguish several cases.
• Suppose that (∫
T
f(t)f ′(t) dµ(t)
)(∫
X
g(x)g′(x) dνn(x)
)
< 0.
We then have d22(ϕ,ϕ
′) ≥ κ2 + κ′2. Since κ ≥ η/√2, κ′ ≤ κ+ xη and x ≥ 2,
κ′
κ
≤ 1 +
√
2x ≤ 3
2
x.
Thus, d22(ϕ,ϕ
′) ≥ 4κ′2/(9x2). Since f, f ′ ∈ S1 and g, g′ ∈ S2,
‖f − f ′‖2
t
≤ 4 and ‖g − g′‖2
x
≤ 4
and thus
‖f − f ′‖2
t
≤ 9x
2
κ′2
d22(ϕ,ϕ
′) ≤ 9x
4
κ′2
η2
‖g − g′‖2
x
≤ 9x
2
κ′2
d22(ϕ,ϕ
′) ≤ 9x
4
κ′2
η2.
We then have
f ′ ∈ S1
( η
2κ′
)
∩ Bt
(
f, 6x2
η
2κ′
)
and g′ ∈ S2
( η
2κ′
)
∩ Bx
(
g, 6x2
η
2κ′
)
that is (f ′, g′) ∈ C(κ′) and thus ϕ′ ∈ T (η).
• If now, ∫
T
f(t)f ′(t) dµ(t) > 0 and
∫
X
g(x)g′(x) dνn(x) > 0,
then d2
t
(f, f ′) ≤ 2 and d2
x
(g, g′) ≤ 2. We then derive from Lemma 9 and from the elemen-
tary inequality
1
2
(y1 + y2) ≤ y1 + y2 − 1
2
y1y2 for all y1, y2 ∈ [0, 2],
that
(κ− κ′)2 + κκ
′
2
(
d2
t
(f, f ′) + d2
x
(g, g′)
) ≤ d22 (ϕ,ϕ′) ≤ x2η2.
Hence,
d2
t
(f, f ′) + d2
x
(g, g′) ≤ 2x
2η2
κκ′
.
By using the inequality κ′/κ ≤ 3/2x proved in the first point, we deduce
f ′ ∈ S1
( η
2κ′
)
∩ Bt
(
f, 2
√
3x3/2
η
2κ′
)
and g′ ∈ S2
( η
2κ′
)
∩ Bx
(
g, 2
√
3x3/2
η
2κ′
)
.
Since 2
√
3x3/2 ≤ 6x2 (because x ≥ 2), we have (f ′, g′) ∈ C(κ′) and thus ϕ′ ∈ T (η).
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• Finally, assume that∫
T
f(t)f ′(t) dµ(t) < 0 and
∫
X
g(x)g′(x) dνn(x) < 0.
Note that the function ϕ′ can also be written as ϕ′ = κ′(−f ′)(−g′). We then deduce from
the second point that
−f ′ ∈ S1
( η
2κ′
)
∩ Bt
(
f, 2
√
3x3/2
η
2κ′
)
and − g′ ∈ S2
( η
2κ′
)
∩ Bx
(
g, 2
√
3x3/2
η
2κ′
)
and thus (−f ′,−g′) ∈ C(κ′). Hence, ϕ′ ∈ T (η) as wished.
We thus have proved (19) and thus
|S(η) ∩ B (κfg, xη)| ≤
∑
κ′∈K
∣∣C(κ′)∣∣ .
Now, note that |K| ≤ 2√2x+ 1. By using (17) and (18), for all κ′,
|C(κ′)| ≤ (12x2 + 1)dimV1+dimV2 .
Consequently, we have proved
∀ϕ ∈ S(η), ∀x ≥ 2, |S(η) ∩ B (ϕ, xη)| ≤ (2√2x+ 1) (12x2 + 1)dimV1+dimV2 .
Let us recall that we must to upper bound the cardinality of S(η) ∩ B (ϕ, xη) for all ϕ ∈
L2(T×X,M). For this, if ϕ ∈ L2(T×X,M), may be |S(η) ∩ B (ϕ, xη)| = 0. If not, there exists
ϕ′ ∈ S(η) ∩ B (ϕ, xη) and thus
|S(η) ∩ B (ϕ, xη)| ≤ ∣∣S(η) ∩ B (ϕ′, 2xη)∣∣ .
Consequently, for all ϕ ∈ L2(T× X,M),
∀x ≥ 2, |S(η) ∩ B (ϕ, xη)| ≤ (4√2x+ 1) (48x2 + 1)dimV1+dimV2 .
The conclusion ensues from the elementary inequalities
∀x ≥ 2, 4
√
2x+ 1 ≤ e1.4x2 and 48x2 + 1 ≤ e1.4x2 .
6.3. Proof of Proposition 3. For all pair (V1, V2) ∈ V1 × V2, we define the set V by rela-
tion (6). Let then V be the collection of all V when (V1, V2) varies among V1 × V2. Let ∆¯ be
the application on V defined by
∆¯ (V ) = ∆1(V1) + ∆2(V2)
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when V corresponds to (V1, V2). We apply Theorem 1 with V and ∆¯ to derive an estimator sˆ
such that
CE
[
H2(s, sˆ)
] ≤ inf
V ∈V
{
d22
(√
s, V
)
+
dimV1 + dimV2 + 1 +∆1(V1) + ∆2(V2)
n
}
.
Let κv1v2 ∈ F , and let (v′1, v′2) ∈ V1×V2 such that ‖v′1‖t = ‖v′2‖x = 1. The preceding inequality
implies
C ′E
[
H2(s, sˆ)
] ≤ d22 (√s, κv1v2)+ κ2d22 (v1v2, v′1v′2)
+
dimV1 ∨ 1 + dimV2 ∨ 1 + ∆1(V1) + ∆2(V2)
n
where C ′ = C/2. By using Lemma 9 (page 45),
d22
(
v1v2, v
′
1v
′
2
) ≤ d2
t
(
v1, v
′
1
)
+ d2
x
(
v2, v
′
2
)
.
By taking the infimum over all v′1 and v
′
2,
C ′E
[
H2(s, sˆ)
] ≤ d22 (√s, κv1v2)+ κ2d2t (v1, S1) + dimV1 ∨ 1 + ∆1(V1)n
+κ2d2
x
(v2, S2) +
dimV2 ∨ 1 +∆2(V2)
n
where S1 and S2 are the unit spheres of V1 and V2 respectively.
Now, remark that
dt(v1, S1) ≤ 2dt(v1, V1) and dx(v2, S2) ≤ 2dx(v2, V2).
Indeed, if w1 is the projection of v1 on V1, then
dt(v1, S1) ≤
∥∥∥∥v1 − w1‖w1‖t
∥∥∥∥
t
≤ ‖v1 −w1‖t +
∥∥∥∥w1 − w1‖w1‖t
∥∥∥∥
t
.
Now, ∥∥∥∥w1 − w1‖w1‖t
∥∥∥∥
t
=
∣∣∣∣1− 1‖w1‖t
∣∣∣∣ ‖w1‖t = |‖w1‖t − 1| .
Since ‖v1‖t = 1, ∥∥∥∥w1 − w1‖w1‖t
∥∥∥∥
t
= |‖w1‖t − ‖v1‖t| ≤ ‖v1 − w1‖t .
Since ‖v1 − w1‖t = dt(v1, V1), we have dt(v1, S1) ≤ 2dt(v1, V1). The proof of the inequality
dx(v2, S2) ≤ 2dx(v2, V2) is similar.
The conclusion follows.
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6.4. Proof of Lemma 2. For all b, b′ ∈ (−1/2,+∞),∫ 1
0
(√
2b+ 1tb −√2b′ + 1tb′
)2
dt =
4 (b− b′)2
(1 + b+ b′)
(√
2b+ 1 +
√
2b′ + 1
)2
and thus
(b− b′)2
(1 + 2(b ∨ b′))2 ≤
∫ 1
0
(√
2b+ 1tb −√2b′ + 1tb′
)2
dt ≤ (b− b
′)2
(1 + 2(b ∧ b′))2
which ends the proof.
6.5. Proof of Lemma 3. For b > 0, we define
gb(t) =
fb(t)
‖fb‖t =
2k/2b1/2+k/2√
k/2 k!
tk/2e−bt.
For all b, b′ > 0,
1
2
∫ ∞
0
(gb(t)− gb′(t))2 dt = 1−
(
2
√
bb′
)k+1
(b+ b′)k+1
=
∑k
j=0(b+ b
′)k−j(2
√
bb′)j
(b+ b′)k+1(
√
b+
√
b′)2
(
b− b′)2
=
1
(b+ b′)(
√
b+
√
b′)2
k∑
j=0
(
2
√
bb′
b+ b′
)j (
b− b′)2 .
Consequently,
1
8(b ∨ b′)2
(
b− b′)2 ≤ 1
2
∫ ∞
0
(gb(t)− gb′(t))2 dt ≤ k + 1
8(b ∧ b′)2
(
b− b′)2
which concludes the proof.
6.6. Proof of Proposition 5. We generalize Lemma 1 for some new spaces. The proof of the
following lemma is analogous to the one of Lemma 1 and will not be detailed.
Lemma 10. Let V1 and V2 be subsets of the unit spheres of L
2(T, µ) and L2(X, νn) respectively.
For each i ∈ {1, 2}, we assume that there exist positive numbers ρi, ρ¯i, a subset Wi of a finite
dimensional normed linear space (W¯i, | · |i) and a surjective map Φi from Wi onto Vi such that:
∀(x, y) ∈W1, ρ1|x− y|1 ≤ dt(Φ1(x),Φ1(y)) ≤ ρ¯1|x− y|1 (20)
∀(x, y) ∈W2, ρ2|x− y|2 ≤ dx(Φ2(x),Φ2(y)) ≤ ρ¯2|x− y|2. (21)
The set
V = {κv1v2, (v1, v2) ∈ V1 × V2, κ ∈ [0,+∞)}
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has a finite metric dimension bounded by
DV = C
[
1 + log
(
1 +
ρ¯1
ρ1
)
dim W¯1 + log
(
1 +
ρ¯2
ρ2
)
dim W¯2
]
where C is an universal constant.
Lemma 11. Let for all r,R ∈ (b0,+∞), such that R > r, Vt(r,R) be the set defined by
Vt(r,R) =
{
ub
‖ub‖t , b ∈ [r,R]
}
.
Condition (20) holds with dim W¯1 = 1, ρ1 = ρ(R) and ρ¯1 = ρ¯(r).
Lemma 12. For all positive number ρ and W ∈W, let
V2(W,ρ) =
{
vθ
‖vθ‖x , θ ∈W, ‖θ‖ ≤ ρ
}
.
There exists a finite dimensional normed linear space (W¯2, | · |2) and a map Φ2 from W¯2 onto
V2(W,ρ) such that condition (21) holds with dim W¯2 ≤ dimW , ρ2 = e−6ρ and ρ¯2 = e6ρ.
Proof of Lemma 12. For any integers i, j ∈ N⋆, let us denote by ϕi,j the linear form on Rk2
defined by ϕi,j(θ) =< xi − xj ,θ > where < ·, · > is the standard scalar product on Rk2 . Let
W1 = ∩i 6=jKerϕi,j and let W2 such that W = W1 ⊕ W2 and such that < u, v >= 0 for all
(u, v) ∈ W1 ×W2. Since the functions of L2(X, νn) are defined νn-almost everywhere, the set
V2(W,ρ) can be written as
V2(W,ρ) = Φ2 ({θ ∈W2, ‖θ‖ ≤ ρ}) where Φ2(θ) = vθ‖vθ‖x .
Indeed, let θ ∈ W written as θ = θ1 + θ2 where θ1 ∈ W1 and θ2 ∈ W2. Then, for all
j ∈ {1, . . . , n},
vθ(xj)
‖vθ‖x =
exp (< xj,θ >)√
1
n
∑n
i=1 exp (2 < xi,θ >)
=
exp (< xj,θ1 > + < xj ,θ2 >)√
1
n
∑n
i=1 exp (2 < xi,θ1 > +2 < xj ,θ2 >)
=
vθ1(xj)
‖vθ1‖x
and thus Φ2(θ) = Φ2(θ1), νn-almost everywhere.
For all x ∈ X, let Ψx be the function defined from X into R by Ψx(θ) = Φ2(θ)(x) =
vθ(x)/‖vθ‖x. We derive from some calculus that the differential of Ψx at the point θ ∈ W2,
denoted by dΨx(θ), is
∀h ∈ Rk2 , dΨx(θ) · h =
1
n
∑n
i=1 exp (2 < θ, xi > + < θ, x >) (< x− xi, h >)(
1
n
∑n
i=1 exp (2 < θ, xi >)
)3/2 .
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In particular, we have
∀h ∈ Rk2 , e
−6ρ
n
n∑
i=1
| < x− xi, h > | ≤ |dΨx(θ) · h| ≤ e
6ρ
n
n∑
i=1
| < x− xi, h > |.
If we endow W2 with the norm | · |2 defined by
∀θ ∈W2, |θ|2 =
√√√√√ 1
n
n∑
i=1
 1
n
n∑
j=1
| < xi − xj ,θ > |
2,
the mean value theorem leads to
∀(θ1,θ2) ∈W2, e−6ρ|θ1 − θ2|2 ≤ dx (Φ2(θ1),Φ2(θ2)) ≤ e6ρ|θ1 − θ2|2,
which concludes the proof.
We now prove Proposition 5. We derive from Lemma 10 that for all ̺ ≥ 1, all r,R > b0 and
all W ∈W, the set
V (r,R,W, ̺) =
{
aubvθ, a ∈ [0,+∞), b ∈ [r,R], θ′ ∈W, ‖θ′‖ ≤ ̺
}
has a metric dimension bounded by
CDV (r,R,W,̺) = 1 + ̺dimW + log
(
1 +
ρ¯(r)
ρ(R)
)
for some universal positive constant C.
Let us define the collection V by
V = {V (b0 + 1/r, b0 +R,W, ̺) , W ∈W, r, R, ̺ ∈ N⋆}
and the map ∆¯ on V by
∆¯ (V (r,R,W, ̺)) = ∆(W ) + log(2R2) + log(2r2) + log(2̺2).
We apply Theorem 1 with (V, ∆¯) to build an estimator sˆ. For all W ∈W, ̺, r,R ∈ N⋆, θ′ ∈W
such that ‖θ′‖ ≤ ̺, a ∈ [0,+∞), b ∈ [b0 + 1/r, b0 +R], this estimator satisfies
C ′E
[
H2(s, sˆ)
] ≤ d22(√s, aubvθ′)
+
1 + ̺dimW + log
(
1 + ρ¯(b0+1/r)ρ(b0+R)
)
+∆(W ) + log r + logR+ log ̺
n
where C ′ is another universal positive constant.
We may roughly upper-bound the right-hand side of this inequality to get
C ′′E
[
H2(s, sˆ)
] ≤ d22(√s, aubvθ′)
+
1 + ̺dimW + log (1 ∨ ρ¯ (b0 + 1/r)) +
∣∣log (1 ∧ ρ(b0 +R))∣∣+∆(W )
n
+
log r + logR+ log ̺
n
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for some universal positive constant C ′′.
In particular, for all W ∈W, θ′ ∈W , a ∈ [0,+∞) and b ∈ I, we may use this inequality with
R = inf{i ∈ N⋆, i ≥ b− b0}, r = inf{i ∈ N⋆, i ≥ 1/(b − b0)}, ̺ = inf{i ∈ N⋆, i ≥ ‖θ′‖} to derive
C ′′′E
[
H2(s, sˆ)
] ≤ d22(√s, aubvθ′) + (1 ∨ ‖θ′‖)(1 ∨ dimW ) + ∆(W )n
+
1
n
{
log
[
1 ∨ ρ¯
(
b0 +
b− b0
b− b0 + 1
)]
+
∣∣log (1 ∧ ρ(1 + b))∣∣+ |log(b− b0)|}
where C ′′′ is an universal positive constant.
Now, by using the triangular inequality, we have for all θ ∈ Rk2 ,
d22(
√
s, aubvθ′) ≤ 2
(
d22(
√
s, aubvθ) + d
2
2(aubvθ, aubvθ′
)
≤ 2 (d22(√s, aubvθ) + a2‖ub‖2td2x(vθ , vθ′)) .
Some calculus shows that dx(vθ, vθ′) ≤ e‖θ‖∨‖θ
′‖‖θ − θ′‖.
Consequently, for all a ∈ [0,+∞), b ∈ I, θ ∈ Rk, W ∈ W, we obtain (by taking θ′ the
projection of θ on W ),
C ′′′′E
[
H2(s, sˆ)
] ≤ d22(√s, aubvθ) + a2‖ub‖2te2‖θ‖d2(θ,W ) + (1 ∨ dimW )(1 ∨ ‖θ‖) + ∆(W )n
+
1
n
{
log
[
1 ∨ ρ¯
(
b0 +
b− b0
b− b0 + 1
)]
+
∣∣log (1 ∧ ρ(1 + b))∣∣+ |log(b− b0)|}
where C ′′′′ is an universal positive constant. We conclude by taking the infimum over all W ∈
W.
6.7. Proofs of Lemmas 4 and 5.
Proof of Lemma 4. We derive from some calculus that for all θ2, θ
′
2 ∈ [−1/2 + 1/r2,+∞),∫ 1
0
(tθ2 − tθ′2)2 dt = 2(θ2 − θ
′
2)
2
(1 + 2θ2)(1 + θ2 + θ′2)(1 + 2θ
′
2)
≤ 2r32(θ2 − θ′2)2.
Hence, for all (θ1, θ2), (θ
′
1, θ
′
2) ∈ [−r1, r1]× [−1/2 + 1/r2,+∞),√∫ 1
0
(θ1tθ2 − θ′1tθ
′
2)2 dt ≤
√∫ 1
0
(θ1 − θ′1)2t2θ
′
2 dt+
√∫ 1
0
θ21(t
θ2 − tθ′2)2 dt
≤ |θ1 − θ
′
1|√
2θ′2 + 1
+
√
2|θ1||θ2 − θ′2|√
(1 + 2θ2)(1 + θ2 + θ
′
2)(1 + 2θ
′
2)
≤ r1/22 |θ1 − θ′1|+
√
2r1r
3/2
2 |θ2 − θ′2|.
This ends the proof.
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Proof of Lemma 5. We derive from some calculus that for all θ2, θ
′
2 ≥ 1/r2,∫ ∞
0
(
tk/2e−θ2t − tk/2e−θ′2t
)2
dt =
k!
2k+1
(
1
θk2
+
1
θ′k2
− 2
2+k
(θ2 + θ′2)
k
)
.
If k = 0, ∫ ∞
0
(
tk/2e−θ2t − tk/2e−θ′2t
)2
dt =
(θ′2 − θ2)2
2θ′22 θ2 + 2θ
′
2θ
2
2
≤ r
3
2
4
(θ′2 − θ2)2
while if k = 1, ∫ ∞
0
(
tk/2e−θ2t − tk/2e−θ′2t
)2
dt =
θ′22 + 4θ
′
2θ2 + θ
2
2
4θ′22 θ
2
2(θ
′
2 + θ2)
2
(θ′2 − θ2)2
≤ 3r
4
2
8
(θ′2 − θ2)2.
Hence, for all (θ1, θ2), (θ
′
1, θ
′
2) ∈ [−r1, r1]× [1/r2,+∞),√∫ ∞
0
(
θ1tk/2e−θ2t − θ′1tk/2e−θ
′
2t
)2
dt ≤
√∫ ∞
0
(θ1 − θ′1)2tke−2θ
′
2t dt
+|θ1|
√∫ ∞
0
(
tk/2e−θ2t − tk/2e−θ′2t)2 dt
Now, √∫ ∞
0
(θ1 − θ′1)2tke−2θ
′
2t dt =
√
k!|θ1 − θ′1|
2(k+1)/2θ
′(k+1)/2
2
,
which ends the proof.
6.8. Proof of Theorem 6. We start with the following proposition.
Proposition 8. Suppose that Assumption 2 holds. Let for all j ∈ {1, . . . , k}, Wj be a linear
subspace of L2(X, νn) with finite dimension and Zj be a bounded subset of Wj. Let then ρ ∈
[0,+∞)k such that for all j ∈ {1, . . . , k}, Zj ⊂ Bx(0, ρj) = {g ∈ L2(X, νn), ‖g‖x ≤ ρj}. Let
m1, . . . ,mk ∈ R ∪ {−∞} and M1, . . . ,Mk ∈ R ∪ {∞} be such that
Θ =
{
x ∈ Rk, ∀i ∈ {1, . . . , k}, mi ≤ xi ≤Mi
}
and let π be the map defined on Rk by
π(x) =
(
(x1 ∨m1) ∧M1, . . . , (xk ∨mk) ∧Mk
)
for all x = (x1, . . . , xk) ∈ Rk.
Let for all u ∈∏kj=1 Zj, gu be the function defined by
gu(x)(t) = fπ(u(x))(t) for all (t, x) ∈ T× X.
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Then, the set V defined by
V =
gu, u ∈
k∏
j=1
Zj

has a metric dimension bounded by
DV (η) =
1
2
∨ 1
4
k∑
j=1
log
(
1 + 2
(
kRj
η
)1/αj
ρj
)
dim(Wj).
Proof of Proposition 8. As in the proof of Lemma 1, we say that a set S(η) is a η-net of a set V
in a metric space (E, d) if, for all y ∈ V , there exists x ∈ S(η) such that d(x, y) ≤ η.
Let η > 0 and for j ∈ {1, . . . , k},
ηj =
(
η
kRj
)1/αj
.
Let Z ′j(ηj) be a maximal subset of Zj such that dx(x, y) > ηj for all x 6= y ∈ Z ′j(η). This is a
ηj-net of Zj such that
|Z ′j(ηj)| ≤
∣∣Z ′j(ηj) ∩ Bx(0, ρj)∣∣
and by using Lemma 4 of Birge´ (2006),
|Z ′j(ηj)| ≤
(
2ρj
ηj
+ 1
)dimWj
. (22)
To prove the proposition, we begin to show that the set
S(η) =
gu, u ∈
k∏
j=1
Z ′j (ηj)

is a η-net of V .
Let f ∈ V be the function of the form f(t, x) = gu(x)(t) = fπ(u(x))(t) and for all j ∈ {1, . . . , k},
let vj ∈ Z ′j
(
ηj
)
such that dx(uj , vj) ≤ ηj . We define v = (v1, . . . , vk) and g ∈ S(η) by g(t, x) =
gv(x)(t) = fπ(v(x))(t). Then,
‖f − g‖22 =
1
n
n∑
i=1
∥∥fπ(u(xi))(·)− fπ(v(xi))(·)∥∥2t
≤ 1
n
n∑
i=1
 k∑
j=1
Rj
∣∣uj(xi)− vj(xi)∣∣αj
2 .
By using the Cauchy-Schwarz inequality,
‖f − g‖22 ≤
1
n
n∑
i=1
k
 k∑
j=1
R2j
∣∣uj(xi)− vj(xi)∣∣2αj

≤ k
k∑
j=1
R2j
(
1
n
n∑
i=1
∣∣uj(xi)− vj(xi)∣∣2αj) .
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By using the concavity of the map x 7→ xαj ,
‖f − g‖22 ≤ k
k∑
j=1
R2j
(
1
n
n∑
i=1
∣∣uj(xi)− vj(xi)∣∣2
)αj
≤ k
k∑
j=1
R2jd
2αj
x (uj , vj)
≤ η2
as wished.
We now consider x ≥ 2, ϕ ∈ L2(T × X,M) and aim at bounding from above the cardinality
of S(η) ∩ B(ϕ, xη). We have,
|S(η) ∩ B(ϕ, xη)| ≤
k∏
j=1
∣∣Z ′j (ηj)∣∣ .
By using (22),
|S(η) ∩ B(ϕ, xη)| ≤
k∏
j=1
(
2
(
kRj
η
)1/αj
ρj + 1
)dim(Wj)
≤ exp
1
4
k∑
j=1
dim(Wj) log
(
2
(
kRj
η
)1/αj
ρj + 1
)
x2
 .
This ends the proof.
Lemma 13. Let V be a set with metric dimension bounded by DV . Assume that there exist
k ∈ N⋆, a, b ∈ [0,+∞)k such that max1≤j≤k aj ≥ 1, min1≤j≤k bj ≥ 1 and such that
DV (η) ≤ 1
2
∨
k∑
j=1
aj log
(
1 +
bj
η
)
for all η > 0.
Then,
ηV = inf
{
η > 0,
DV (η)
η2
≤ n
}
can be upper bounded by
Cη2V ≤
∑k
j=1 aj log(1 + bj)
n
+
∑k
j=1 aj
n
log
(
1 +
n∑k
j=1 aj
)
where C is an universal positive constant.
Proof of Lemma 13. For all η > 0,
1
2
∨
k∑
j=1
aj log
(
1 +
bj
η
)
≤
{
2
∑k
j=1 aj log(2bj) + 2
(∑k
j=1 aj
)
log
(
1
η
)
if η < 1
2
∑k
j=1 aj log(2bj) otherwise.
6. Proofs | 57
The larger DV , the larger ηV . Consequently, without lost of generality we can assume that
DV (η) =
{
2
∑k
j=1 aj log(2bj) + 2
(∑k
j=1 aj
)
log
(
1
η
)
if η < 1
2
∑k
j=1 aj log(2bj) otherwise.
Remark now that for all α, β, y > 0, the equation
α+ β log x =
y
2x2
has only one positive solution x given by
x2 =
y
βL
(
e
2α
β
β y
) ,
where L is the Lambert function, defined as being the inverse function of t 7→ tet. Consequently,
by setting
α =
k∑
j=1
aj log(2bj) and β =
k∑
j=1
aj
we derive that the positive number η defined by
η2 =
βnL
(
e
2α
β
β n
)
if n > 2α
2α
n if n ≤ 2α
is such that DV (η) = nη
2. In particular, ηV ≤ η. The conclusion ensues from some elementary
inequalities on the Lambert function.
We derive from this lemma the following result.
Lemma 14. Under the notations and assumptions of Proposition 8, there exists an universal
positive constant C such that
Cη2V ≤
1
n
k∑
j=1
(
dim(Wj) ∨ 1
αj
)(
log
(
1 + kRjρ
αj
j
)
+ log n
)
.
Proof. We can upper bound DV (η) as follows.
DV (η) =
1
2
∨ 1
4
k∑
j=1
log
(
1 + 2
(
kRj
η
)1/αj
ρj
)
dim(Wj)
≤ 1
2
∨ 1
4
k∑
j=1
1
αj
log
(
1 + 2αj
kRj
η
ρ
αj
j
)
dim(Wj).
We then use Lemma 13 with aj = α
−1
j
(
1 ∨ dimWj
)
and bj = 1 ∨
(
2αjkRjρ
αj
j
)
(we recall that
αj ≤ 1). There exists thus an universal constant C ′ such that
C ′η2V ≤
1
n
k∑
j=1
(
dim(Wj) ∨ 1
αj
)log (1 + 1 ∨ (2αjkRjραjj ))+ log
1 + n∑k
i=1
(
dim(Wi)∨1
αi
)
 .
We now roughly upper-bound the right-hand side of this inequality to end the proof.
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Let us return to the proof of Theorem 6. For all Wj ∈ Wj , ρj ∈ N⋆, we introduce the set
Zj(Wj, ρj) =Wj ∩Bx(0, ρj) where Bx(0, ρj) is the closed ball centered at 0 with radius ρj of the
metric space (L2(X, νn), dx). For all W = (W1, . . . ,Wk) ∈
∏k
j=1Wj , ρ = (ρ1, . . . , ρk) ∈ (N⋆)k,
we define
V (W ,ρ) =
(t, x) 7→ fπ(u(x))(t), u ∈
k∏
j=1
Zj(Wj , ρj)
 .
We then define
V =
V (W ,ρ) , W ∈
k∏
j=1
Wj , ρ ∈ (N⋆)k

and we define the map ∆ on V by
∆ (V (W ,ρ)) =
k∑
j=1
(
∆j(Wj) + log
(
2ρ2j
))
.
We apply Theorem 1 with (V,∆) to build an estimator sˆ. For allW = (W1, . . . ,Wk) ∈
∏k
j=1Wj,
ρ = (ρ1, . . . , ρk) ∈ (N⋆)k,
CE
[
H2(s, sˆ)
] ≤ d22 (√s, V (W ,ρ))+ η2V (W ,ρ) + ∆(V (W ,ρ))n (23)
where C is an universal positive constant. We then derive from Lemma 14 that there exists an
universal positive constant C ′ such that
C ′η2V (W ,ρ) ≤
1
n
k∑
j=1
(
dim(Wj) ∨ 1
αj
)(
log
(
1 + kRjρ
αj
j
)
+ log n
)
.
In particular, for all function f ∈ F of the form f(t, x) = fu(x)(t), for all W ∈
∏k
j=1Wj , for
all map v = (v1, . . . , vk) ∈
∏k
j=1Wj, such that for all j ∈ {1, . . . , k}, ‖vj‖x ≤ ‖uj‖x, and for all
function g of the form g(t, x) = fπ(v(x))(t), inequality (23) used with ρj = inf{i ∈ N⋆, i ≥ ‖uj‖x}
leads to
C ′′E
[
H2(s, sˆ)
] ≤ d22 (√s, f)+ d22 (f, g) + ∑kj=1 (∆j(Wj) + log(1 + ‖uj‖x))n
+
1
n
k∑
j=1
(
dim(Wj) ∨ 1
αj
)
[log (1 + kRj(1 + ‖uj‖x)αj ) + log n]
where C ′′ is an universal positive constant.
By using Assumption 2 and the Cauchy-Schwarz inequality,
d22 (f, g) ≤ k
k∑
j=1
R2j‖uj − vj‖2αjx .
We then choose vj as being the projection of uj on Wj in the space L
2(X, νn), and take the
infimum over all W ∈∏kj=1Wj to conclude.
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6.9. Proof of Corollary 4. Let r1, r2 ∈ N⋆. We may apply Theorem 6 with collections
W1,W2 provided by Proposition 1 of Baraud and Birge´ (2011). This yields an estimator s˜ such
that for all a ∈ Hα([0, 1]k2) with values into [−r1, r1], for all b ∈ Hβ([0, 1]k2) with values into
[−1/2 + 1/r2,+∞),
CE
[
H2(s, s˜)
] ≤ d22(√s, f) + ε1(a) + ε2(b)
where
C1ε1(a) ≤
(
r
1/2
2 L(a)
) 2k2
k2+2α¯
(
log n+ log(1 ∨ r1/22 ) + log (1 ∨ ‖a‖x)
n
) 2α¯
2α¯+k2
+
log n+ log(1 ∨ r1/22 ) + log (1 ∨ ‖a‖x)
n
C2ε2(b) ≤
(√
2r1r
3/2
2 L(b)
) 2k2
k2+2β¯
(
log n+ log(1 ∨ √2r1r3/22 ) + log (1 ∨ ‖b‖x)
n
) 2β¯
2β¯+k2
+
log n+ log(1 ∨ √2r1r3/22 ) + log (1 ∨ ‖b‖x)
n
where C > 0 is universal, where C1 > 0 depends only on k2, max1≤j≤k2 αj, and where C2 > 0
depends only on k2, max1≤j≤k2 βj .
The above estimator depends on r1 and r2. We can thus use Proposition 2, to derive that
there exists an estimator sˆ, such that for all r1, r2 ∈ N⋆, for all a ∈ Hα([0, 1]k2) with values into
[−r1, r1], for all b ∈ Hβ([0, 1]k2) with values into [−1/2 + 1/r2,+∞),
C ′′E
[
H2(s, sˆ)
] ≤ d22(√s, f) + ε1(a) + ε2(b) + log r1 + log r2n
where C ′′ > 0 is universal.
In particular, if we choose r1 as being the smallest integer larger than ‖a‖∞ and r2 as being
the smallest integer larger than 2/(infx∈[0,1]k2 (2b(x) + 1)), we get
C ′1ε1(a) ≤
(√
1 +
2
infx∈[0,1]k2 (2b(x) + 1)
L(a)
) 2k2
k2+2α¯
(
log n
n
) 2α¯
2α¯+k2
+C ′′1
log n
n
where C ′1 > 0 depends only on k2, max1≤j≤k2 αj and where C
′′
1 depends only on k2, α¯, ‖a‖∞,
L(a), ‖b‖∞ and infx∈[0,1]k2 (2b(x) + 1). We then use
1 +
2
infx∈[0,1]k2 (2b(x) + 1)
≤ 3
1 ∧ infx∈[0,1]k2 (2b(x) + 1)
to get
C ′′′1 ε1(a) ≤
(
1
1 ∧ infx∈[0,1]k2 (2b(x) + 1)
) k2
k2+2α¯
L(a)
2k2
k2+2α¯
(
log n
n
) 2α¯
2α¯+k2
+ C ′′′′1
log n
n
.
We can bound from above ε2(b) in a similar fashion.
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CHAPITRE 3
Estimation of the transition density of a Markov chain
This chapter is a slightly modified version of the paper Estimation of the transition density of a
Markov chain to appear in Annales de l’Institut Henri Poincare´. Probabilite´s et Statistiques.
Abstract
We present two data-driven procedures to estimate the transition density of an homo-
geneous Markov chain. The first yields a piecewise constant estimator on a suitable
random partition. By using an Hellinger-type loss, we establish non-asymptotic risk
bounds for our estimator when the square root of the transition density belongs to
possibly inhomogeneous Besov spaces with possibly small regularity index. Some
simulations are also provided. The second procedure is of theoretical interest and
leads to a general model selection theorem from which we derive rates of convergence
over a very wide range of possibly inhomogeneous and anisotropic Besov spaces. We
also investigate the rates that can be achieved under structural assumptions on the
transition density.
1. Introduction
Consider a time-homogeneous Markov chain (Xi)i∈N defined on an abstract probability space
(Ω, E ,P ) with values in the measured space (X,F , µ). We assume that for each x ∈ X, the
conditional law L(Xi+1 | Xi = x) admits a density s(x, ·) with respect to µ. Our aim is to
estimate the transition density (x, y) 7→ s(x, y) on a subset A = A1 × A2 of X2 from the
observations X0, . . . ,Xn.
Many papers are devoted to this statistical setting. A popular method to build an estimator of
s is to divide an estimator of the joint density of (Xi,Xi+1) by an estimator of the density of Xi.
The resulting estimator is called a quotient estimator. Roussas (1969), Athreya and Atuncar
(1998) considered Kernel estimators for the densities of Xi and (Xi,Xi+1). They proved con-
sistence and asymptotic normality of the quotient estimator. Other properties of this estima-
tor were established: Roussas (1991), Dorea (2002) showed strong consistency, Basu and Sahoo
(1998) proved a Berry-Essen type theorem and Doukhan and Ghinde`s (1983) bounded from
above the integrated quadratic risk under Sobolev constraints. Cle´mencon (2000) investigated
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the minimax rates when A = [0, 1]2, X2 = R2. Given two smoothness classes F1 and F2 of real
valued functions on [0, 1]2 and [0, 1] respectively (balls of Besov spaces), he established the lower
bounds over the class
F =
{
ϕ, ∀x, y ∈ [0, 1], ϕ(x, y) = ϕ1(x, y)
ϕ2(x)
, (ϕ1, ϕ2) ∈ F1 ×F2
}
.
He developed a method based on wavelet thresholding to estimate the densities of Xi and
(Xi,Xi+1) and showed that the quotient estimator of s is quasi-optimal in the sense that the
minimax rates are achieved up to possible logarithmic factors. Lacour (2008, 2012) used model
selection via penalization to construct estimates of the densities. The resulting quotient estima-
tor reaches the minimax rates over F when F1 and F2 are balls of homogeneous (but possibly
anisotropic) Besov spaces on [0, 1]2 and [0, 1] respectively.
The previous rates of convergence depend on the smoothness properties of the densities of Xi
and (Xi,Xi+1). In the favourable case where X0, . . . ,Xn are drawn from a stationary Markov
chain (with stationary density f), the rates depend on the smoothness properties of f or more
precisely on the restriction of f to A1. This function may however be less regular than the
target function s. We refer for instance to Section 5.4.1 of Cle´mencon (2000) for an example
of a Doeblin recurrent Markov chain where the stationary density f is discontinuous on [0, 1]
although s is constant on [0, 1]2. Therefore, these estimators may converge slowly even if s is
smooth, which is problematic.
This issue was overcome in several papers. Cle´mencon (2000) proposed a second procedure,
based on wavelets and an analogy with the regression setting. He computed the lower bounds of
minimax rates when the restriction of s on [0, 1]2 belongs to balls of some (possibly inhomoge-
nous) Besov spaces and proved that its estimator achieves these rates up to a possible logarith-
mic factor. Lacour (2007) established lower bound over balls of some (homogenous but possibly
anisotropic) Besov spaces. By minimizing a penalized contrast inspired from the least-squares,
she obtained a model selection theorem from which she deduced that her estimator reaches the
minimax rates when A = [0, 1]2, X2 = R2. With a similar procedure, Akakpo and Lacour (2011)
obtained the usual rates of convergence over balls of possibly anisotropic and inhomogeneous
Besov spaces (when X2 = A = [0, 1]2d). Very recently, Birge´ (2012) proposed a procedure
based on robust testing to establish a general oracle inequality. The expected rates of conver-
gence can be deduced from this inequality when
√
s belongs to balls of possibly anisotropic and
inhomogeneous Besov spaces.
These authors have used different losses in order to evaluate the performance of their es-
timators. In each of these papers, the risk of an estimator sˆ is of the form E
[
δ2(s1A, sˆ)
]
where 1A denotes the indicator function of the subset A and δ a suitable distance. Lacour
(2007), Akakpo and Lacour (2011) considered the space L2(X2,M) of square integrable func-
tions on X2 equipped with the random product measure M = λn⊗ µ where λn = n−1
∑n−1
i=0 δXi
and used the distance defined for f, f ′ ∈ L2(X2,M) by
δ2(f, f ′) =
1
n
n−1∑
i=0
∫
X
(
f(Xi, y)− f ′(Xi, y)
)2
dµ(y).
Birge´ (2012) considered the cone L1+(X
2, µ ⊗ µ) of non-negative integrable functions and used
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the deterministic Hellinger-type distance defined for f, f ′ ∈ L1+(X2, µ⊗ µ) by
δ2(f, f ′) =
1
2
∫
X2
(√
f(x, y)−
√
f ′(x, y)
)2
dµ(x) dµ(y).
These approaches, which often rely on the loss that is used, require the knowledge (or at least a
suitable estimation) of various quantities depending on the unknown s, such as the supremum
norm of s, or on a positive lower bound, either on the stationary density, or on k−1
∑k
j=1 s
(l+j)
for some k ≥ 1, l ≥ 0 where s(l+j)(x, ·) is the density of the conditional law L(Xl+j | X0 = x).
Unfortunately, these quantities not only influence the way the estimators are built but also their
performances since they are involved in the risk bounds. In this work, we shall rather consider
the distance H (corresponding to an analogue of the random L2 loss above) defined on the cone
L
1
+(X
2,M) of integrable and non-negative functions by
H2(f, f ′) =
1
2n
n−1∑
i=0
∫
X
(√
f(Xi, y)−
√
f ′(Xi, y)
)2
dµ(y) for all f, f ′ ∈ L1+(X2,M).
For such a loss, we shall show that our estimators satisfy an oracle-type inequality under very
weak assumptions on the Markov chain. A connection with the usual deterministic Hellinger-
type loss will be done under a posteriori assumptions on the chain, and hence, independently of
the construction of the estimator.
Our estimation strategy can be viewed as a mix between an approach based on the minimiza-
tion of a contrast and an approach based on robust tests. Estimation procedures based on tests
started in the seventies with Lucien Lecam and Lucien Birge´ (Le Cam (1973, 1975); Birge´ (1983,
1984a,b)). More recently, Birge´ (2006) presented a powerful device to establish general oracle
inequalities from robust tests. It was used in our statistical setting in Birge´ (2012), in many
others in Birge´ (2007, 2013) and in Chapter 2 of the present thesis. We make two contributions
to this area. Firstly, we provide a new test for our statistical setting. This test is based on
a variational formula inspired from Baraud (2011) and differs from the one of Birge´ (2012).
Secondly, we shall study procedures that are quite far from the original one of Birge´ (2006). Let
us explain why.
The procedure of Birge´ (2006) depends on a suitable net, the construction of which is usually
abstract, making thus the estimator impossible to build in practice. In the favourable cases
where the net can be made explicit, the procedure is anyway too complex to be implemented
(see for instance Section 3.4.2 of Birge´ (2007)). This procedure was afterwards adapted to
estimators selection in Baraud and Birge´ (2009) (for histogram type estimators) and in Baraud
(2011) (for more general estimators). The complexity of their algorithms is of order the square
of the cardinality of the family and are thus implementable when this family is not too large.
In particular, given a family of histogram type estimators {sˆm,m ∈ M}, these two procedures
are interesting in practice when M is a collection of regular partitions (namely when all its
elements have same Lebesgue measure) but become unfortunately numerically intractable for
richer collections. In this work, we tackle this issue by proposing a new way of selecting among
a family of piecewise constant estimators when the collection M ensues from the adaptive
approximation algorithm of DeVore and Yu (1990).
We present this procedure in the first part of the chapter. It yields a piecewise constant
estimator on a data-driven partition that satisfies an oracle-type inequality from which we shall
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deduce uniform rates of convergence over balls of (possibly) inhomogeneous Besov spaces with
small regularity indices. These rates coincide, up to a possible logarithmic factor to the usual
ones over such classes. Finally, we carry out numerical simulations to compare our estimator
with the one of Akakpo and Lacour (2011).
In the second part of this chapter, we are interested in obtaining stronger theoretical results for
our statistical problem. We put aside the practical considerations to focus on the construction
of an estimator that satisfies a general model selection theorem. Such an estimator should
be considered as a benchmark for what theoretically feasible. We deduce rates of convergence
over a large range of anisotropic and inhomogeneous Besov spaces on [0, 1]2d. We shall also
consider other kinds of assumptions on the transition density. We shall assume that s belongs to
classes of functions satisfying structural assumptions and for which faster rates of convergence
can be achieved. This approach was developed by Juditsky et al. (2009) (in the Gaussian white
noise model) and by Baraud and Birge´ (2011) (in more statistical settings) to avoid the curse
of dimensionality. More precisely, Baraud and Birge´ (2011) showed that these rates can be
deduced from a general model selection theorem, which strengthen its theoretical interest. This
strategy was used in Chapter 2 to establish risk bounds over many classes of functions for
Poisson processes with covariates. In this chapter, we shall use these assumptions to obtain
faster rates of convergence for autoregressive Markov chains (whose conditional variance may
not be constant).
This chapter is organized as follows. The first procedure, which selects among piecewise
constant estimators is presented and theoretically studied in Section 2. In Section 3, we carry
out a simulation study and compare our estimator with the one of Akakpo and Lacour (2011).
The practical implementation of this procedure is quite technical and will therefore be delayed
in the appendix, in Section 5. In Section 4, we establish theoretical results by using our second
procedure. The proofs are postponed to Section 6.
Let us introduce some notations that will be used all along the chapter. The number x ∨ y
(respectively x ∧ y) stands for max(x, y) (respectively min(x, y)) and x+ stands for x ∨ 0. We
set N⋆ = N \ {0}. For (E, d) a metric space, x ∈ E and A ⊂ E, the distance between x and A is
denoted by d(x,A) = infa∈A d(x, a). The indicator function of a subset A is denoted by 1A and
the restriction of a function f to A by f A. For all real valued function f on E, ‖f‖∞ stands for
supx∈E |f(x)|. The cardinality of a finite set A is denoted by |A|. The notations C,C ′,C ′′. . . are
for the constants. The constants C,C ′,C ′′. . . may change from line to line.
2. Selecting among piecewise constant estimators
Throughout this section, we assume that X = Rd, A = [0, 1]2d, µ([0, 1]d) = 1 and n > 3.
2.1. Preliminary estimators. Given a (finite) partition m of [0, 1]2d, a simple way to esti-
mate s on [0, 1]2d is to consider the piecewise constant estimator on the elements of m defined
by
sˆm =
∑
K∈m
∑n−1
i=0 1K(Xi,Xi+1)∑n−1
i=0
∫
[0,1]d 1K(Xi, x) dµ(x)
1K . (1)
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In the above definition, the denominator
∑n−1
i=0
∫
X
1K(Xi, x) dµ(x) may be equal to 0 for some
sets K, in which case the numerator
∑n−1
i=0 1K(Xi,Xi+1) = 0 as well, and we shall use the
convention 0/0 = 0.
We now bound from above the risk of this estimator. We set
Vm =
{∑
K∈m
aK1K , ∀K ∈ m, aK ∈ [0,+∞)
}
and prove the following.
Proposition 1. For all finite partition m of [0, 1]2d,
CE
[
H2(s1A, sˆm)
] ≤ E [H2(s1A, Vm)]+ 1 + log n
n
|m|
where C = 1/(4 + log 2).
Up to a constant, the risk of sˆm is bounded by a sum of two terms. The first one corresponds
to the approximation term whereas the second one corresponds to the estimation term.
An analogue upper bound on the empirical quadratic risk of this estimator may be found
in Chapter 4 of Akakpo (2009). Her bound requires several assumptions on the partition m
and the Markov chain although the present one requires none. However, unlike hers, we lose a
logarithmic term.
2.2. Definition of the partitions. In this section, we shall deal with special choice of par-
titions m. More precisely, we consider the family of partitions defined by using the recursive
algorithm developed in DeVore and Yu (1990). For j ∈ N, we consider the set
Lj =
{
l = (l1, . . . , l2d) ∈ N2d, 1 ≤ li ≤ 2j for 1 ≤ i ≤ 2d
}
and define for all l = (l1, . . . , l2d) ∈ Lj,
∀i ∈ {1, . . . , 2d}, Ij(li) =

[
li−1
2j
, li
2j
)
if li < 2
j[
li−1
2j
, 1
]
if li = 2
j .
We then introduce the cube Kj,l =
∏2d
i=1 Ij(li) and set Kj = {Kj,l, l ∈ Lj}.
The algorithm starts with [0, 1]2d. At each step, it gets a partition of [0, 1]2d into a finite
family of disjoint cubes of the form Kj,l. For any such cube, one decides to divide it into the 4
d
elements of Kj+1 which are contained in it, or not. The set of all such partitions that can be
constructed in less than ℓ steps is denoted by Mℓ. We set M∞ = ∪ℓ≥1Mℓ. Two examples of
partitions are illustrated in Figure 3.1 (for d = 1).
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Figure 3.1: Left: example of a partition of M2. Right: example of a partition of M3.
2.3. The selection rule. Given ℓ ∈ N⋆∪{∞}, the aim of this section is to select an estimator
among the family {sˆm, m ∈ Mℓ}.
For any K ∈ ∪m∈Mℓm and any partition m′ ∈ Mℓ, let m′ ∨K be the partition of K defined
by
m′ ∨K = {K ′ ∩K, K ′ ∈ m′, K ∩K ′ 6= ∅}.
Let L be a positive number and pen be the non-negative map defined by
pen
(
m′ ∨K) = L |m′ ∨K| log n
n
for all m′ ∈ Mℓ and K ∈ ∪m∈Mℓm.
This definition implies in particular that
pen(m) = L
|m| log n
n
for all partition m ∈ Mℓ.
Let us set α = (1− 1/√2)/2 and for all f, f ′ ∈ L1+(X2,M),
T (f, f ′) =
1
2n
√
2
n−1∑
i=0
∫
X
√
f(Xi, y) + f ′(Xi, y)
(√
f ′(Xi, y)−
√
f(Xi, y)
)
dµ(y)
+
1
n
√
2
n−1∑
i=0
√
f ′(Xi,Xi+1)−
√
f(Xi,Xi+1)√
f(Xi,Xi+1) + f ′(Xi,Xi+1)
+
1
2n
n−1∑
i=0
∫
X
(
f(Xi, y)− f ′(Xi, y)
)
dµ(y).
We define γ for m ∈ Mℓ by
γ(m) =
{∑
K∈m
sup
m′∈Mℓ
[
αH2 (sˆm1K , sˆm′1K) + T (sˆm1K , sˆm′1K)− pen(m′ ∨K)
]}
+ 2pen(m).
Finally, we select mˆ among Mℓ as any partition satisfying
γ(mˆ) ≤ inf
m∈Mℓ
γ(m) +
1
n
(2)
and consider the resulting estimator sˆ = sˆmˆ.
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Remarks. The estimator sˆ = sˆ(L, ℓ) depends on the choices of two quantities L > 0, ℓ ∈
N
⋆ ∪ {∞}. We shall see in the next section that L can be chosen as an universal numerical
constant. As to ℓ, from a theoretical point of view, it can be chosen as ℓ = ∞. In practice,
we recommend to take it as large as possible. Nevertheless, the larger ℓ, the longer it takes to
compute the estimator. A practical algorithm in view of computing mˆ will be detailed in the
appendix.
The selection procedure we use may look somewhat unusual. It can be seen as a mix between
a procedure based on a contrast function (which is usually easy to implement) and a procedure
based on a robust test (the functional T (f, f ′) = −T (f ′, f), which can be seen as a robust test
between f, f ′, will allow us to obtain risk bounds with respect to a Hellinger-type distance).
This functional is inspired from the variational formula for the Hellinger affinity described in
Section 2 of Baraud (2011).
In the literature, procedures based on a robust test are usually based on the minimization of
a functional D known as plausibility index. In our context, D would be
D(m) = sup
{
H2(sˆm, sˆm′), m
′ ∈ Mℓ, T (sˆm, sˆm′) ≥ pen(m′)− pen(m)
}
and the estimator would be defined by sˆm˜ where m˜ minimizes D(m) over m ∈ Mℓ. The
computation of D(m) is unfortunately numerically intractable, which implies that m˜ is purely
theoretical. The computation of the supremum is a constraint optimization problem and the
Lagrange multipliers suggest to replace D(m) by
γ1(m) = sup
m′∈Mℓ
[
αH2(sˆm, sˆm′) + T (sˆm, sˆm′)− pen(m′)
]
+ pen(m).
The contrast γ can be interpreted as being a modification of γ1 whose minimum can be found
in practice. The minimums of γ, γ1 and D may not be equal, but it can be shown that they
possess similar statistical properties.
2.4. An oracle inequality. The main result of this section is the following.
Theorem 2. There exists an universal constant L0 > 0 such that, for all L ≥ L0, ℓ ∈ N⋆∪{∞},
the estimator sˆ = sˆ(L, ℓ) satisfies
CE
[
H2 (s1A, sˆ)
] ≤ inf
m∈Mℓ
{
E
[
H2 (s1A, Vm)
]
+ pen(m)
}
(3)
where C is an universal positive constant.
In the literature, oracle inequalities with a random quadratic loss for piecewise constant esti-
mators have been obtained in Lacour (2007) and Akakpo and Lacour (2011). Their procedures
require a priori assumptions on the transition density and the Markov chain although ours re-
quires none (except homogeneity). However, unlike theirs, our risk bound involves an extra
logarithmic term. We do not know whether this term is necessary or not.
In the proof, we obtain an upper bound for L0 which is unfortunately very rough and useless
in practice. It seems difficult to obtain a sharp bound on L0 from the theory and we have rather
carried out a simulation study in order to tune L0 (see Section 3).
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2.5. Risk bounds with respect to a deterministic loss. Although the distance H is
natural, we are interested in controlling the risk associated to a deterministic distance. To do
so, we shall make a posteriori assumptions on the Markov chain.
Assumption 1. The sequence (Xi)i≥0 is stationary and admits a stationary density ϕ with
respect to the Lebesgue measure µ on Rd. There exists κ0 > 0 such that ϕ(x) ≥ κ0 for all
x ∈ [0, 1]d.
We introduce L1+
(
[0, 1]2d, (ϕ · µ)⊗ µ) the cone of integrable and non-negative functions on
[0, 1]2d with respect to the product measure (ϕ · µ)⊗ µ. We endow L1+([0, 1]2d, (ϕ · µ)⊗ µ) with
the distance h defined by
∀f, f ′ ∈ L1+
(
[0, 1]2d, (ϕ · µ)⊗ µ), h2(f, f ′) = 1
2
∫
[0,1]2d
(√
f(x, y)−
√
f ′(x, y)
)2
ϕ(x) dxdy.
In our results, we shall need the β-mixing properties of the Markov chain. We set for all q ∈ N⋆
βq =
∫
R2d
|s(q)(x, y)− ϕ(y)|ϕ(x) dxdy
where s(q)(x, ·) is the density of the conditional law L(Xq | X0 = x) with respect to the Lebesgue
measure. We refer to Doukhan (1994) and Bradley (2005) for more details on the β-mixing
coefficients.
Theorem 3. Under Assumption 1, the estimator sˆ built in Section 2.3 with ℓ ∈ N⋆ and L ≥ L0,
satisfies
CE
[
h2 (s1A, sˆ)
] ≤ inf
m∈Mℓ
{
h2 (s1A, Vm) + pen(m)
}
+
Rn(ℓ)
n
where
Rn(ℓ) = n2
3ℓd inf
1≤q≤n
{
exp
(
−κ0
10
n
q2ℓd
)
+ nβq/q
}
(4)
and where C is an universal positive constant.
This result is interesting when the remainder term Rn(ℓ)/n is small enough, that is when 2
ℓd
is small compared to n and when the sequence (βq)q≥1 goes to 0 fast enough. More precisely,
Rn(ℓ) can be bounded independently of n, ℓ whenever ℓ, d, n and the βq coefficients satisfy the
following.
• If the chain is geometrically β-mixing, that is if there exists b1 > 0 such that βq ≤ e−b1q,
then
Rn(ℓ) ≤ n223ℓd+1
[
exp(−b1n) + exp
(
−κ0
10
n
2ℓd
)
+ exp
(
−
√
κ0b1
40
n
2ℓd
)]
.
In particular, if ℓ, d, n are such that 2ℓd ≤ n/ log3 n, Rn(ℓ) is upper bounded by a constant
depending only on κ0, b1.
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• If the chain is arithmetically β-mixing, that is if there exists b2 > 0 such that βq ≤ q−b2 ,
then
Rn(ℓ) ≤ C
′(b2)
κb2+10
2(4+b2)ℓd logb2+1
(
1 + κ0n
2ℓd
)
nb2−1
where C ′(b2) depends only on b2. Consequently, if 2ℓd ≤ n1−ζ/ log n and b2 ≥ 5/ζ − 4 for
ζ ∈ (0, 1), Rn(ℓ) is upper bounded by a constant depending only on κ0, b2.
2.6. Rates of convergence. The aim of this section is to obtain uniform risk bounds over
classes of smooth transition densities for our estimator.
2.6.1. Ho¨lder spaces. Given σ ∈ (0, 1], we say that a function f belongs to the Ho¨lder space
Hσ([0, 1]2d) if there exists |f |σ ∈ R+ such that for all (x1, . . . , x2d) ∈ [0, 1]2d and all 1 ≤ j ≤ 2d,
the functions fj(·) = f(x1, . . . , xj−1, ·, xj+1, . . . , x2d) satisfy
|fj(x)− fj(y)| ≤ |f |σ|x− y|σ for all x, y ∈ [0, 1].
When the restriction of
√
s to A = [0, 1]2d is Ho¨lderian, we deduce from (3) the following.
Corollary 1. For all σ ∈ (0, 1] and √s A ∈ Hσ([0, 1]2d), the estimator sˆ = sˆ(L0,∞) satisfies
CE
[
H2 (s1A, sˆ)
] ≤ (d ∣∣√s A∣∣σ) 2dd+σ ( log nn
) σ
σ+d
+
log n
n
where C is an universal positive constant.
2.6.2. Besov spaces. A thinner way to measure the smoothness of the transition density is to
assume that
√
s A belongs to a Besov space. We refer to Section 3 of DeVore and Yu (1990) for
a definition of this space. We say that the Besov space Bσq (L
p([0, 1]2d)) is homogeneous when
p ≥ 2 and inhomogeneous otherwise. We set for all p ∈ (1,+∞) and σ ∈ (0, 1),
B
σ(Lp([0, 1]2d)) =
{
Bσp (L
p([0, 1]2d)) if p ∈ (1, 2)
Bσ∞(Lp([0, 1]2d)) if p ∈ [2,+∞),
and denote by | · |p,σ the semi norm of Bσ(Lp([0, 1]2d)). We make the following assumption to
deduce from (3) risk bounds over these spaces.
Assumption 2. There exists κ > 0 such that for all i ∈ {0, . . . , n− 1}, Xi admits a density ϕi
with respect to the Lebesgue measure µ such that ϕi(x) ≤ κ for all x ∈ [0, 1]d.
Note that we do not require that the chain be either stationary or mixing.
Let
(
L
2([0, 1]2d, µ⊗ µ), d2
)
, be the metric space of square integrable functions on [0, 1]2d with
respect to the Lebesgue measure. Under the above assumption, we deduce from (3) that
CE
[
H2 (s1A, sˆmˆ)
] ≤ inf
m∈Mℓ
{
κd22
(√
s A, Vm
)
+ L0
|m| log n
n
}
.
When
√
s A belongs to a Besov space, the right-hand side of this inequality can be upper bounded
thanks to the approximation theorems of DeVore and Yu (1990).
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Corollary 2. Suppose that Assumption 2 holds. For all p ∈ (2d/(d + 1),+∞), σ ∈ (2d(1/p −
1/2)+, 1) and
√
s A ∈ Bσ(Lp([0, 1]2d)), the estimator sˆ = sˆ(L0,∞) satisfies
C ′E
[
H2 (s1A, sˆ)
] ≤ ∣∣√s A∣∣ 2dd+σp,σ ( log nn
) σ
σ+d
+
log n
n
(5)
where C ′ > 0 depends only on κ,σ,d,p.
More precisely, it is shown in the proof that the estimators sˆ = sˆ(L0, ℓ) satisfy (5) when ℓ is
large enough (when ℓ ≥ d−1(log 2)−1 log n).
Rates of convergence for the deterministic loss h can be established by using Theorem 3
instead of Theorem 2. For instance, if the chain is geometrically β-mixing, we may choose ℓ the
smallest integer larger than d−1(log 2)−1 log(n/ log3 n), in which case the estimator sˆ = sˆ(L0, ℓ)
achieves the rate (log n/n)σ/(σ+d) over the Besov spaces Bσ(Lp([0, 1]2d)), p ∈ (2d/(d+1),+∞),
σ ∈ (σ1(p, d), 1) where
σ1(p, d) =
d
4
(
−1 + 4 (1/p− 1/2)+ +
√
1 + 24 (1/p − 1/2)+ + 16 (1/p − 1/2)2+
)
.
If the chain is arithmetically β-mixing with bq ≤ q−6, choosing ℓ the smallest integer larger
than d−1(2 log 2)−1 log(n/ log n) allows us to recover the same rate of convergence when σ ∈
(σ2(p, d), 1) where
σ2(p, d) = d
(
(1/p − 1/2)+ +
√
2(1/p − 1/2)+ + (1/p − 1/2)2+
)
.
We refer the reader to Section 6.6 for a proof of these two results.
In the literature, Lacour (2007) obtained a rate of order n−σ/(σ+1) over Bσ(L2([0, 1]2)), which
is slightly faster but her approach prevents her to deal with inhomogeneous Besov spaces and
requires the prior knowledge of a suitable upper bound on the supremum norm of s. As far as
we know, the rates that have been established in the other papers hold only when σ > 1.
3. Simulations
In this section, we present a simulation study to evaluate the performance of our estimator in
practice. We shall simulate several Markov chains and estimate their transition densities by
using our procedure.
The program we have used to compute the estimator is available at
http://math.unice.fr/~msart/
3.1. Examples of Markov chains. We consider Markov chains of the form
Xk+1 = F (Xk, Uk)
where F is some known function and where Uk is a random variable independent of (X0, . . . ,Xk).
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For the sake of comparison, we begin to deal with examples that have already been considered
in the simulation study of Akakpo and Lacour (2011). In each of these examples, Uk is a standard
Gaussian random variable.
Example 1. Xk+1 = 0.5Xk + (1 + Uk)/4
Example 2. Xk+1 = 12
−1 (6 + sin(12Xk − 6) + (cos(Xk − 6) + 3)Uk)
Example 3.
Xk+1 =
1
3
(Xk + 1) +
(
1
9
− 1
23
(
1
2
β(5Xi/3, 4, 4) +
1
20
β ((5Xi − 2)/3, 400, 400)
))
Uk
where β(·, a, b) is the density of the β distribution with parameters a and b.
Example 4.
Xk+1 =
1
4
(g(Xk) + 1) +
1
8
Uk
where g is defined by
g(x) =
9
√
2
4
√
π
exp
(−18(x− 1/2)2)+ 9√2
4
√
π
exp
(−162(x− 3/4)2) for all x ∈ R.
At first sight, Examples 1 and 2 may seem to be different than those of Akakpo and Lacour
(2011). Actually, we just have rescaled the data in order to estimate on [0, 1]2. The statistical
problem is the same. According to Akakpo and Lacour (2011), we set p large (p = 104) and
we estimate the transition densities of Examples 1, 2, 3 and 4 from (Xp, . . . ,Xn+p) so that the
chain is approximatively stationary.
We also propose to consider the following examples. In Example 5, Uk is a centred Gaussian
random variable with variance 1/2, in Example 6, Uk admits the density
f(x) =
5
√
2
2
√
π
[
exp
(−50(x− 1)2)+ exp (−50x2)]
with respect to the Lebesgue measure, and in Example 7, Uk is an exponential random variable
with parameter 1.
Example 5. Xk+1 = 0.5Xk + (1 + Uk)/4.
Example 6. Xk+1 = 0.5 (Xk + Uk) .
Example 7. Xk+1 = Xk/(50Xk + 1) +XkUk.
We set X0 = 1/2 and estimate s from (X0, . . . ,Xn). These last three Markov chains are not
stationary. Their transition densities are rather isotropic and inhomogeneous. The transition
density of Example 7 is unbounded.
In what follows, our selection rule will always be applied with L = 0.03 (whatever, ℓ, n and
the Markov chain).
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3.2. Choice of ℓ. We discuss the choice of ℓ by simulating the preceding examples with n = 103
and by applying our selection rule for each value of ℓ ∈ {1, . . . , 10}. The results are summarized
below.
ℓ Ex 1 Ex 2 Ex 3 Ex 4 Ex 5 Ex 6 Ex 7
1 0.031 0.046 0.299 0.181 0.089 0.291 0.358
2 0.011 0.015 0.087 0.107 0.024 0.170 0.241
3 0.011 0.014 0.026 0.058 0.013 0.067 0.156
4 0.011 0.018 0.026 0.035 0.015 0.046 0.113
5 0.011 0.018 0.022 0.038 0.015 0.048 0.098
6 0.011 0.018 0.022 0.038 0.015 0.048 0.065
7 0.011 0.018 0.024 0.038 0.015 0.048 0.044
8 0.011 0.018 0.024 0.038 0.015 0.048 0.040
9 0.011 0.018 0.024 0.038 0.015 0.048 0.040
10 0.011 0.018 0.024 0.038 0.015 0.048 0.040
Figure 3.2: Hellinger risk H2(s1[0,1]2 , sˆ).
When ℓ grows up, the risk of our estimator tends to decrease and then stabilize. The best
choice of ℓ is obviously unknown in practice but this array shows that a good way for choosing ℓ
is to take it as large as possible. This is theoretically justified by Theorem 2 since the right-hand
side of inequality (3) is a non-increasing function of ℓ.
3.3. An illustration. We apply our procedure for Examples 1 and 6 with n = 104, ℓ = 7. We
get two estimators and draw them with the corresponding transition density in Figure 3.3.
Example 1. Example 6.
Figure 3.3: Estimator and transition density.
This shows that the selected partition is thinner (respectively wider) to the points where the
transition density is changing rapidly (respectively slowly), and is thus rather well adapted to
the target function s.
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3.4. Comparison with other procedures. In this section, we compare our selection rule
with the oracle estimator and with the piecewise constant estimator of Akakpo and Lacour
(2011).
The procedure of Akakpo and Lacour (2011) amounts to selecting an estimator among {sˆm,m ∈
M′} where sˆm is defined by (1) and where M′ is a collection of irregular partitions on [0, 1]2.
Precisely, with their notations, we apply it with J⋆ = 5, pen(m) = 3‖s A‖∞|m|/n and with
pen(m) = 3‖sˆm•‖∞|m|/n where m• is a partition suitably chosen (following the recommenda-
tions of Akakpo and Lacour (2011), that is J• = 3). These two estimators are denoted by sˆ(1)
and sˆ(2) respectively. Notice that these penalties, which are used in their simulation study, are
not the ones prescribed by their theory. Their theoretical penalties also depend on a positive
lower bound on the stationary density.
We denote by sˆ(0) the oracle estimator, that is the estimator defined as being a minimizer of
the map m 7→ H2(s1[0,1]2 , sˆm) for m ∈ M7. This estimator is the best estimator of the family
{sˆm, m ∈ M7} and is known since the data are simulated. We consider the random variables
Ri =
H2(s1[0,1]2, sˆ)
H2(s1[0,1]2 , sˆ
(i))
for i = 1, 2
and denote by q0(α) the α-quantile of R0. Results obtained are given in Figure 4.1.
Ex 1 Ex 2 Ex 3 Ex 4 Ex 5 Ex 6 Ex 7
E[H2(s1[0,1]2 , sˆ)] 0.011 0.017 0.022 0.038 0.018 0.052 0.049
E[H2(s1[0,1]2 , sˆ
(0))] 0.007 0.011 0.015 0.028 0.012 0.037 0.041
q0(0.5) 1.473 1.513 1.443 1.369 1.422 1.420 1.200
q0(0.75) 1.698 1.627 1.557 1.440 1.575 1.481 1.244
q0(0.9) 1.921 1.834 1.683 1.509 1.749 1.543 1.290
q0(0.95) 2.113 1.965 1.770 1.558 1.839 1.590 1.317
E[H2(s1[0,1]2 , sˆ
(1))] 0.017 0.018 0.028 0.058 0.024 0.103 -
P (R1 ≤ 1) 0.964 0.740 0.908 1 0.984 1 -
E[H2(s1[0,1]2 , sˆ
(2))] 0.013 0.018 0.028 0.062 0.023 0.096 0.133
P (R2 ≤ 1) 0.832 0.748 0.928 1 0.948 1 1
Figure 3.4: Risks for simulated data with n = 1000 averaged over 250 samples.
3.5. Comparison with a quadratic empirical risk. In Akakpo and Lacour (2011), the
risks of the estimators are evaluated with a empirical quadratic norm and we can also compare
the performances of our estimator to theirs by using this risk.
To do so, let us denote by ‖ · ‖n the empirical quadratic norm defined by
‖f‖2n =
1
n
n∑
i=1
∫
R
f2(Xi, x) dx for all f ∈ L2(R2,M)
and set for i ∈ {1, 2},
R′i =
‖s1[0,1]2 − sˆ‖2n
‖s1[0,1]2 − sˆ(i)‖2n
.
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The results obtained are presented in Figure 4.2. They are very similar to those of Figure 4.1.
Ex 1 Ex 2 Ex 3 Ex 4 Ex 5 Ex 6 Ex 7
E[‖s1[0,1]2 − sˆ‖2n] 0.064 0.108 0.229 0.319 0.116 0.528 2.82
E[‖s1[0,1]2 − sˆ(1)‖2n] 0.147 0.133 0.257 0.423 0.205 0.743 -
P (R′1 ≤ 1) 0.980 0.820 0.788 0.984 0.992 1 -
E[‖s1[0,1]2 − sˆ(2)‖2n] 0.091 0.129 0.262 0.418 0.159 0.739 6.08
P (R′2 ≤ 1) 0.864 0.780 0.792 0.980 0.940 1 1
Figure 3.5: Risks for simulated data with n = 1000 averaged over 250 samples.
4. A general procedure
In Section 2, we used our selection rule to establish the oracle inequality (3), from which we
deduced rates of convergence over Besov spaces Bσ(Lp([0, 1]2d)) with σ lower than 1. We now
aim at obtaining rates for more general spaces of functions. This includes Besov spaces with
regularity index larger than 1 and spaces corresponding to structural assumptions on s. We
propose a second procedure to reach this goal.
The Markov chain takes its values into X and we estimate s on a subset A of the form
A = A1 ×A2. We always assume that n > 3.
4.1. Procedure and preliminary result. Our second procedure is defined as follows. Let
α = (1 − 1/√2)/2, L > 0, S be an at most countable set of L1+(X2,M) and ∆S ≥ 1 be a map
on S.
We define the application ℘ on S by
℘(f) = sup
f ′∈S
[
αH2(f, f ′) + T (f, f ′)− L∆S(f
′)
n
]
+ L
∆S(f)
n
for all f ∈ S.
We select sˆ among S as any element of S satisfying
℘(sˆ) ≤ inf
f∈S
℘(f) +
1
n
.
We prove the following.
Proposition 4. Suppose that f(x) = 0 for all f ∈ S and x ∈ X2\A and that∑f∈S e−∆S(f) ≤ 1.
There exists an universal constant L0 > 0 such that if L ≥ L0, the estimator sˆ satisfies
CE
[
H2(s1A, sˆ)
] ≤ E [ inf
f∈S
{
H2(s1A, f) + L
∆S(f)
n
}]
(6)
where C is an universal positive constant.
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4.2. A general model selection theorem. We shall deduce from the above proposition a
model selection theorem by choosing suitably S. To do so, we consider the following assumption.
Assumption 3. For all i ∈ {0, . . . , n− 1}, Xi admits a density ϕi with respect to some known
measure ν such that ν(A1) = 1. Moreover, there exists κ such that ϕi(x) ≤ κ for all x ∈ A1 and
i ∈ {0, . . . , n− 1}.
We define L2(A, ν ⊗ µ) the space of square integrable functions on A with respect to the
product measure ν ⊗ µ, and we endow it with its natural distance
d2(f, f ′) =
∫
A
(
f(x, y)− f ′(x, y))2 dν(x) dµ(y) for all f, f ′ ∈ L2(A, ν ⊗ µ).
Hereafter, a model V is a (non-trivial) finite dimensional linear space of L2(A, ν ⊗ µ).
Let us explain how to obtain a model selection theorem when Assumption 3 holds. Let V
be a collection of models V and let (∆(V ))V ∈V be a family of non-negative numbers such that∑
V ∈V e
−∆(V ) ≤ 1. For each model V ∈ V, we consider an orthonormal basis (f1, . . . , fdimV )
of V and set
TV =
{
dimV∑
i=1
αifi, αi ∈ 2√
n dimV
Z
}
.
We deduce from Lemma 5 of Birge´ (2006) that the cardinality of
SV =
{
f2+1A, f ∈ TV , d(f, 0) ≤ 2
}
is upper bounded by |SV | ≤ (30n)dimV/2. We then use the above procedure with S = ∪V ∈VSV
and
∆S(f) = inf
V ∈V
SV ∋f
{∆(V ) + (dimV ) log (30n) /2} for all f ∈ S.
This yields an estimator sˆ such that
C ′E
[
H2(s1A, sˆ)
] ≤ inf
V ∈V
κ
 inf
f∈TV
d(f,0)≤2
d2
(√
s A, f
)+ ∆(V ) + dim(V ) log n
n

where C ′ is an universal positive constant. Since d(
√
s A, 0) ≤ 1,
inf
f∈TV
d(f,0)≤2
d2
(√
s A, f
)
= d2
(√
s A, TV
)
.
For all f ′ ∈ V , there exists f ∈ TV such that d2(f, f ′) ≤ n−1 and thus
d2
(√
s A, TV
) ≤ 2d2 (√s A, V )+ 2n.
Precisely, we have proved:
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Theorem 5. Suppose that Assumption 3 holds. Let V be an at most countable collection of
models. Let (∆(V ))V ∈V be a family of non-negative numbers such that∑
V ∈V
e−∆(V ) ≤ 1.
There exists an estimator sˆ such that
CE
[
H2(s1A, sˆ)
] ≤ inf
V ∈V
{
d2
(√
s A, V
)
+
∆(V ) + dim(V ) log n
n
}
where C > 0 depends only on κ.
The condition
∑
V∈V e
−∆(V ) ≤ 1 can be interpreted as a (sub)probability on the collection V.
The more complex the family V, the larger the weights ∆(V ). When one can choose ∆(V )
of order dim(V ), which means that the family V of models does not contains too many mod-
els per dimension, the estimator sˆ achieves the best trade-off (up to a constant) between the
approximation and the variance terms.
This theorem holds under an assumption that is very mild and weaker than those of Lacour
(2007), Akakpo and Lacour (2011) and Cle´mencon (2000). Birge´ (2012) proved a general oracle
inequality when there exist integers k ≥ 1 and l ≥ 0 and positive numbers ρ, ̺ such that
̺ ≤ 1
k
k∑
j=1
s(l+j)(x, y) ≤ ρ for all x, y ∈ X
where the parameters k, l, ̺ are known. Our assumption is then satisfied for the Markov chain
(Xl+1, . . . ,Xn) with ν = µ and κ = kρ.
We shall consider subsets F ⊂ L2(A, ν ⊗ µ) corresponding to smoothness or structural as-
sumptions on
√
s A. For such an F , we associate a collection V and deduce from Theorem 5 a
risk bound for the estimator sˆ when
√
s A belongs to F . This set is a generic notation and will
change from section to section. In the remaining part of this chapter, we shall always choose
X
2 = R2d, A = [0, 1]2d and µ the Lebesgue measure.
4.3. Smoothness assumptions. We have introduced in Section 2.6 the isotropic Besov spaces
Bσq (L
p([0, 1]2d)) where σ ∈ (0, 1). In this section, we consider the anisotropic Besov spaces
Bσq (L
p([0, 1]2d)) where σ = (σ1, . . . , σ2d) belongs to (0,+∞)2d.
Intuitively, a function f on [0, 1]2d belongs to Bσq (L
p([0, 1]2d)) if, for all j ∈ {1, . . . , 2d}, and
x1, . . . , xj−1, xj+1, . . . , x2d ∈ [0, 1] the function
xj 7→ f(x1, . . . , xj−1, xj , xj+1, . . . , x2d)
belongs to B
σj
q (Lp([0, 1])). In particular, for all σ ∈ (0,+∞),
B
σ
q (L
p([0, 1]2d)) = B(σ,...,σ)q (L
p([0, 1]2d)).
A definition of the anisotropic Besov spaces may be found in Hochmuth (2002) (for d = 1) and
in Akakpo (2009) (for larger values of d). We also consider the space Hσ([0, 1]2d) of anisotropic
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Ho¨lderian functions on [0, 1]2d with regularity σ. A precise definition of this space may be found
in Section 3.1.1 of Baraud and Birge´ (2011) (among other references).
For all σ = (σ1, . . . , σ2d) ∈ (0,+∞)2d, we denote by σ¯ the harmonic mean of σ:
1
σ¯
=
1
2d
2d∑
i=1
1
σi
.
We set for all p ∈ (0,+∞],
B
σ(Lp([0, 1]2d)) =

Bσ∞(Lp([0, 1]2d)) if p ∈ (0, 1]
Bσp (L
p([0, 1]2d)) if p ∈ (1, 2)
Bσ∞(Lp([0, 1]2d)) if p ∈ [2,+∞)
Hσ([0, 1]2d) if p =∞
and denote by | · |p,σ the semi norm associated to the space Bσ(Lp([0, 1]2d)).
In this section, we are interesting in obtaining a bound risk when
√
s A belongs to the space
B([0, 1]2d) =
⋃
p∈(0,+∞]
 ⋃
σ∈(0,+∞)2d
σ¯>2d(1/p−1/2)+
B
σ(Lp([0, 1]2d))
 .
Families of linear spaces possessing good approximation properties with respect to the elements
of F = B([0, 1]2d) can be found in Theorem 1 of Akakpo (2012). We then deduce from Theo-
rem 5,
Corollary 3. Suppose that Assumption 3 holds with X = Rd, A = [0, 1]2d and with ν ⊗ µ the
Lebesgue measure. There exists an estimator sˆ such that for all
√
s A ∈ B([0, 1]2d),
CE
[
H2 (s1A, sˆ)
] ≤ ∣∣√s A∣∣2d/(d+σ¯)p,σ ( log nn
)σ¯/(σ¯+d)
+
log n
n
where p ∈ (0,+∞], σ ∈ (0,+∞)2d, σ¯ > 2d(1/p − 1/2)+ are such that
√
s A ∈ Bσ(Lp([0, 1]2d))
and where C > 0 depends only on κ,d,p,σ.
To our knowledge, the only statistical procedures that can adapt both to possible inhomo-
geneity and anisotropy of s are those of Akakpo and Lacour (2011) and Birge´ (2012). The losses
are different, but the rates are the same as ours (up to the logarithmic term). In view of our
assumptions, we do not know if the logarithmic term can be avoided.
In the following sections, we consider classes F corresponding to structural assumptions
on
√
s A. More precisely, rates of convergence when the chain is autoregressive with constant
conditional variance (respectively non constant conditional variance) are established in Sec-
tion 4.4 (respectively Section 4.5).
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4.4. AR model. In this section, we assume that Xn+1 = g(Xn) + εn where g is an unknown
function and where the εn’s are unobserved identically distributed random variables. Many
papers are devoted to the estimation of the regression function g and it is beyond the scope of
this work to make an historical review for this statistical problem.
For the sake of simplicity, one shall assume throughout this section that X = R, A = [0, 1]2.
The transition density is of the form s(x, y) = ϕ(y − g(x)) where ϕ is the density of ε0. Since g
and ϕ are both unknown, this suggests us to consider the class
F =
⋃
σ>0
{f, ∃φ ∈ Hσ(R),∃g ∈ B([0, 1]), ‖g‖∞ <∞, ∀x, y ∈ [0, 1], f(x, y) = φ(y − g(x))} .
A family V of linear spaces possessing good approximation properties with respect to the func-
tions of F can be built by using Section 6.2 of Baraud and Birge´ (2011). Precisely, we prove
the following.
Corollary 4. Suppose that Assumption 3 holds with X = R, A = [0, 1]2 and with ν ⊗ µ the
Lebesgue measure on R2. Assume that
√
s A belongs to F . Let σ > 0, p ∈ (0,+∞], β >
(1/p − 1/2)+ be any numbers and φ ∈ Hσ(R), g ∈ Bβ(Lp([0, 1])), ‖g‖∞ < ∞ be any functions
such that √
s(x, y) = φ(y − g(x)) for all x, y ∈ [0, 1].
There exists two estimators φˆ ≥ 0 and gˆ such that the estimator sˆ defined by
sˆ(x, y) =
(
φˆ (y − gˆ(x))
)2
1[0,1]2(x, y) for all x, y ∈ R
satisfies
CE
[
H2 (s1A, sˆ)
] ≤ C ′1( log2 nn
) 2β(σ∧1)
2β(σ∧1)+1
+ C ′2
(
log n
n
) 2σ
2σ+1
where C > 0 depends only on κ,p,σ,β, where C ′1 depends only on p,β,σ,|g|p,β,‖g‖∞,|φ|∞,σ∧1 and
where C ′2 depends only on σ,‖g‖∞,|φ|∞,σ. Moreover, the construction of the estimators gˆ, φˆ
depends only on the data X0, . . . ,Xn.
In particular, if φ is very smooth (says σ ≥ β ∨ 1), the rate of convergence corresponds to the
rate of convergence for estimating g only (up to a logarithmic term).
It is interesting to compare the preceding rate to the one we would obtain under the pure
smoothness assumption on
√
s A but ignoring that
√
s A belongs to F . To do so, we need to
specify the regularity of
√
s A, knowing that of φ and g. This is the purpose of the following
lemma.
Lemma 1. Let σ, β > 0, and let us define
θ(β, σ) =
{
βσ if β, σ ≤ 1
β ∧ σ otherwise.
Let φ ∈ Hσ(R), g ∈ Hβ([0, 1]). The function f defined by
f(x, y) = φ(y − g(x)) for all x, y ∈ [0, 1],
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belongs to H(θ(β,σ),σ)([0, 1]2).
Moreover, for all σ, β > 0, there exist φ ∈ Hσ(R), g ∈ Hβ([0, 1]) such that the function f
defined by
f(x, y) = φ(y − g(x)) for all x, y ∈ [0, 1],
belongs to H(a,b)([0, 1]2) if and only if a ≤ θ(β, σ) and b ≤ σ.
This result says that if
√
s(x, y) = φ(y − g(x)), with φ ∈ Hσ(R), g ∈ Hβ([0, 1]), then √s
is Ho¨lderian with regularity (θ(β, σ), σ) on [0, 1]2, and this regularity cannot be improved in
general except in some particular situations. Under such a smoothness assumption, the rate of
estimation we would get is (log n/n)2σθ(β,σ)/(2σθ(β,σ)+θ(β,σ)+σ) . This rate is always slower than
the rate obtained under the structural assumption.
4.5. ARCH model. Throughout this section, we assume that Xn+1 = g1(Xn) + g2(Xn)εn
where g1, g2 are unknown functions and where the εn’s are unobserved identically distributed
random variables. The previous model corresponded to g2 = 1. The problem of the estimation
of the mean and variance functions g1 and g2 was considered in several papers and we refer to
Section 1.2 of Comte and Rozenholc (2002) for bibliographical references.
For the sake of simplicity, one assumes that X = R and A = [0, 1]2. If ϕ denotes the density
of ε0, the transition density s is of the form
s(x, y) = |g2(x)|−1ϕ
[
g−12 (x) (y − g1(x))
]
for all x, y ∈ R. (7)
We consider thus the class
F =
⋃
σ>0
{f, ∃φ ∈ Hσ(R),∃v1, v2 ∈ B([0, 1]), ‖v1‖∞ <∞, ‖v2‖∞ <∞,
∀x, y ∈ [0, 1], f(x, y) =
√
|v2(x)|φ (v2(x)(y − v1(x)))
}
and apply Theorem 5 with a suitable collection V to obtain:
Corollary 5. Suppose that Assumption 3 holds with X = R, A = [0, 1]2 and with ν ⊗ µ the
Lebesgue measure on R2. Assume that
√
s A belongs to F . Let σ > 0, φ ∈ Bσ(R) and for all
i ∈ {1, 2}, let pi ∈ (0,+∞], βi > (1/pi− 1/2)+, vi ∈ Bβi(Lpi([0, 1])), with ‖vi‖∞ <∞ such that√
s(x, y) =
√
|v2(x)|φ (v2(x)(y − v1(x))) for all x, y ∈ [0, 1].
Let p3 ∈ (0,+∞] and β3 > (1/p3−1/2)+ be any numbers such that v3 =
√|v2| ∈ Bβ3(Lp3([0, 1])).
There exists an estimator sˆ such that
CE
[
H2 (s1A, sˆ)
] ≤ C ′1( log2 nn
) 2β(σ∧1)
2β(σ∧1)+1
+ C ′2
(
log n
n
) 2σ
2σ+1
where β = max(β1, β2, β3). The constant C > 0 depends only on κ,σ,p1,p2,p3,β1,β2,β3, C
′
1
depends only on σ,‖v1‖∞,‖v2‖∞,‖ϕ‖∞,|v1|p1,β1,|v2|p2,β2,|v3|p3,β3,|ϕ|∞,σ∧1 and C ′2 depends only
on σ,‖v2‖∞,|ϕ|∞,σ. Moreover, the construction of the estimator sˆ depends only on the data
X0, . . . ,Xn.
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If s is of the form (7) with ϕ, g1, g2 smooth, in the sense that φ =
√
ϕ ∈ Hσ(R), v1 = g1 ∈
Bβ1(Lp1([0, 1])), ‖v1‖∞ < ∞, v2 = g−12 ∈ Bβ2(Lp2([0, 1])), ‖v2‖∞ < ∞ and v3 = |g2|−1/2 ∈
Bβ3(Lp3([0, 1])), then
√
s A belongs to F . If φ is sufficiently smooth (σ ≥ β1 ∨ β2 ∨ β3 ∨ 1), the
rate becomes
C ′′E
[
H2 (s1A, sˆ)
] ≤ max
( log2 n
n
) 2β1
2β1+1
,
(
log2 n
n
) 2β2
2β2+1
,
(
log2 n
n
) 2β3
2β3+1
 .
Up to a logarithmic term, the first term corresponds to the bound we would get if we could
estimate g1 only. The two other terms correspond to the rate of estimation of g
−1
2 and |g2|−1/2
respectively (up to a logarithmic term).
Note that if β2 ∈ (0, 1), one can always choose p3 = 2p2 (with p3 =∞ if p2 =∞), β3 = β2/2,
in which case the rate becomes
C ′′E
[
H2 (s1A, sˆ)
] ≤ max
( log2 n
n
) 2β1
2β1+1
,
(
log2 n
n
) β2
β2+1
 .
In some situations however, β3 can be taken larger than β2.
As in the preceding section, we may use the lemma below to compare this rate with the one
we would obtain under smoothness assumptions on
√
s A.
Lemma 2. Let for all σ, β1, β2 > 0,
θ(β1, β2, σ) =
{(
2−1(β2 ∧ 1)
) ∧ σβ1 ∧ σβ2 if σ ≤ 1 and β1 ∧ β2 ≤ 1(
2−1(β2 ∧ 1)
) ∧ σ ∧ β1 otherwise.
Let φ ∈ Hσ(R), v1 ∈ Hβ1([0, 1]), v2 ∈ Hβ2([0, 1]). The function f defined by
f(x, y) =
√
|v2(x)|φ (v2(x)(y − v1(x))) for all x, y ∈ [0, 1],
belongs to H(θ(β1,β2,σ),σ)([0, 1]2).
Moreover, there exist φ ∈ Hσ(R), v1 ∈ Hβ1([0, 1]), v2 ∈ Hβ2([0, 1]) such that the function f
defined by
f(x, y) =
√
|v2(x)|φ (v2(x)(y − v1(x))) for all x, y ∈ [0, 1],
belongs to H(a,b)([0, 1]2) if and only if a ≤ θ(β1, β2, σ) and b ≤ σ.
This proposition says that if
√
s(x, y) =
√|v2(x)|φ (v2(x)(y − v1(x))) , with φ ∈ Hσ(R),
v1 ∈ Hβ1([0, 1]), v2 ∈ Hβ2([0, 1]),
√
s A belongs to H(θ(β1,β2,σ),σ)([0, 1]2) and the regularity index
of this space cannot be increased in general. By Corollary 3, we would get a rate of order
(log n/n)2θ(β1,β2,σ)σ/(2θ(β1 ,β2,σ)σ+θ(β1,β2,σ)+σ) , which is slower than the one given by Corollary 5.
5. Appendix: implementation of the first procedure
In this section, we explain how to construct in practice the estimator of the first procedure. This
will lead to the proposition below.
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Proposition 6. For all L > 0, ℓ ∈ N⋆, the estimator sˆ = sˆ(L, ℓ) of Section 2.3 can be built in
less than C
(
nℓd+ ℓ4(ℓ+1)d
)
operations where C is an universal constant.
We set for all K ∈ ∪m∈Mℓm,
sˆK =
∑n−1
i=0 1K(Xi,Xi+1)∑n−1
i=0
∫
X
1K(Xi, x) dµ(x)
1K ,
for all K ′ ∈ ∪m∈Mℓm,
FK(K
′) = αH2 (sˆK1K ′, sˆK ′1K) + T (sˆK1K ′, sˆK ′1K) ,
and for all m′ ∈ Mℓ,
γK(m
′) =
( ∑
K ′∈m′
FK(K
′)
)
− pen(m′ ∨K).
We shall find for each cube K ∈ ∪m∈Mℓm, a partition m′K ∈ Mℓ such that
γK(m
′
K) = sup
m′∈Mℓ
γK(m
′). (8)
We shall compute then
min
m∈Mℓ
γ(m) = min
m∈Mℓ
{(∑
K∈m
γK(m
′
K)
)
+ 2pen(m)
}
. (9)
We shall find m′K by using a slight adaptation of the procedure of Blanchard et al. (2004).
Computing (9) is similar. The algorithm we propose is based on the one-to-one correspondence
between Mℓ and the set Tℓ of 4d-ary trees with depth smaller than ℓ.
Lemma 3. There exists a one-to-one map ψℓ between Mℓ and Tℓ such that for all m ∈ Mℓ,
ψℓ(m) is a tree whose leaves correspond to the elements of the partition m.
The construction of this map may for instance be deduced from Section 3.2.4 of Baraud and Birge´
(2009).
We need to introduce some notations. For each tree T ∈ Tℓ and bin K ′′ of T , we denote by
T (K ′′) the subtree of T rooted in K ′′. The set of leaves of T (K ′′) is denoted by L(T (K ′′)). We
set R(K ′′) the tree reduced to its root K ′′ (i.e, L(R(K ′′)) = {K ′′}). For all cube K ∈ ∪m∈Mℓm,
we set
L(T (K ′′)) ∨K = {K ′ ∩K, K ′ ∈ L(T (K ′′)), K ′ ∩K 6= ∅}
and we define the function E by
E(T (K ′′)) = −|L(T (K ′′)) ∨K|+
∑
K ′∈L(T (K ′′))
FK(K
′).
The key point is that computing (8) amounts to finding T ⋆ such that
E(T ⋆([0, 1]2d)) = sup
T∈Tℓ
E(T ([0, 1]2d))
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since m′K = ψ
−1
ℓ (T
⋆).
We now take advantage of the additivity of the function E : if T (K ′′) is not reduced to its
root, and if K ′′1 , . . . ,K
′′
4d
are the cubes of ∪m∈Mℓm such that K ′′ = ∪4
d
i=1K
′′
i , then,
E(T (K ′′)) =
4d∑
i=1
E(T (K ′′i )). (10)
For all cube K ′′ ∈ ∪m∈Mℓm, let T ⋆(K ′′) be a tree (rooted in K ′′) such that
E(T ⋆(K ′′)) = sup
T∈Tℓ, T∋K ′′
E(T (K ′′)).
Remark that if K ′′ ∩ K = ∅, this supremum is equal to 0, in which case T ⋆(K ′′) will always
stand for R(K ′′). In general, we deduce from (10) that
E(T ⋆(K ′′)) = max
E(R(K ′′)), 4d∑
i=1
E(T ⋆(K ′′i ))
 . (11)
Calculating (8) can thus be completed in that way: we start with the sets K ′′ ∈ ∪m∈Mℓ\Mℓ−1m
with K ′′ ∩ K 6= ∅ for which the optimal local trees are reduced to their roots. By using
relation (11) we find the optimal local trees T ⋆(K ′′) when K ′′ ∈ ∪Mℓ−1\Mℓm, K ′′ ∩ K 6= ∅.
Proceeding recursively like this leads to the optimal tree T ⋆ = T ⋆([0, 1]2d).
6. Proofs
6.1. Proof of Proposition 1. Let us introduce the piecewise constant function
s¯m =
∑
K∈m
∑n−1
i=0 E [1K(Xi,Xi+1) | Xi]∑n−1
i=0
∫
X
1K(Xi, x) dµ(x)
1K . (12)
By using the triangular inequality we can decompose the risk of sˆm as follows:
E
[
H2(s1A, sˆm)
] ≤ (1 + 2 + log 2
2
)
E
[
H2(s1A, s¯m)
]
+
(
1 +
2
2 + log 2
)
E
[
H2(s¯m, sˆm)
]
.
The first term can be bounded from above by (4 + log 2)E
[
H2(s1A, Vm)
]
thanks to Lemma 2
of Baraud and Birge´ (2009). For the second term, we begin to define for K ∈ m the random
variable
BK =

√√√√n−1∑
i=0
1K(Xi,Xi+1)−
√√√√n−1∑
i=0
E [1K(Xi,Xi+1) | Xi]
2 .
Since 2nH2(sˆm, s¯m) =
∑
K∈mBK , we shall bound from above the terms E[BK ]. For this pur-
pose, we introduce the stopping time
T = inf
{
i ≥ 0, E [1K(Xi,Xi+1) | Xi] ≥ 1
2n
}
∧ (n− 1)
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with respect to the filtration Fn = σ(X0, . . . ,Xn) generated by the random variables X0, . . . ,Xn.
We set ε = 1 + log 2 + 2 log n and use the algebraic inequality(√
a+ b−√c+ d)2 ≤ (1 + ε)(√a−√c)2 + (1 + ε−1)(√b−√d)2
to decompose E[BK ]:
E [BK ] ≤ (1 + ε)E


√√√√T−1∑
i=0
1K(Xi,Xi+1)−
√√√√T−1∑
i=0
E [1K(Xi,Xi+1) | Xi]
2

+
(
1 + ε−1
)
E


√√√√n−1∑
i=T
1K(Xi,Xi+1)−
√√√√n−1∑
i=T
E [1K(Xi,Xi+1) | Xi]
2
 .
By using
(√
a−√b)2 ≤ (a− b)2/b,
E [BK ] ≤ 2 (1 + ε)E
[
T−1∑
i=0
E [1K(Xi,Xi+1) | Xi]
]
+
(
1 + ε−1
)
E

(∑n−1
i=T (1K(Xi,Xi+1)− E [1K(Xi,Xi+1) | Xi])
)2
∑n−1
i=T E [1K(Xi,Xi+1) | Xi]
 . (13)
Yet,
E
[
T−1∑
i=0
E [1K(Xi,Xi+1) | Xi]
]
≤ 1/2,
and we control the second term of the right-hand side of inequality (13), thanks to the claims
below.
Claim 1. For all K ∈ m, j ∈ {0, . . . , n}, and A′ ∈ Fj = σ(X0, . . . ,Xj),
E

(∑n−1
i=j (1K(Xi,Xi+1)− E [1K(Xi,Xi+1) | Xi])
)2
∑n−1
i=j E [1K(Xi,Xi+1) | Xi]
1A′
 ≤ n−1∑
k=j
E
[
E [1K(Xk,Xk+1) | Xk]∑k
i=j E [1K(Xi,Xi+1) | Xi]
1A′
]
.
Proof of Claim 1. Let us define the random variables
Yn−1(K) =
n−1∑
i=j
(1K(Xi,Xi+1)− E [1K(Xi,Xi+1) | Xi]) and Zn(K) =
Y 2n−1(K)∑n−1
i=j E [1K(Xi,Xi+1) | Xi]
.
We have
E [Zn+1(K) | Fn] =
E
(
[Yn−1(K) + (1K(Xn,Xn+1)− E [1K(Xn,Xn+1) | Xn])]2 | Fn
)
∑n
i=j E [1K(Xi,Xi+1) | Xi]
=
Y 2n−1(K) + var (1K(Xn,Xn+1) | Xn)∑n
i=j E [1K(Xi,Xi+1) | Xi]
.
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Hence,
E [Zn+1(K) | Fn] ≤ Zn(K) + E [1K(Xn,Xn+1) | Xn]∑n
i=j E [1K(Xi,Xi+1) | Xi]
and, since A′ is also Fn-measurable,
E [Zn+1(K)1A′ ] ≤ E [Zn(K)1A′ ] + E
[
E [1K(Xn,Xn+1) | Xn]∑n
i=j E [1K(Xi,Xi+1) | Xi]
1A′
]
.
The result ensues from induction.
Claim 2. For all sequence (un)n≥0 in [0, 1], and j ≥ 0 such that uj 6= 0,
n−1∑
k=j
uk∑k
i=j ui
≤ 1 + log n− log uj.
Proof of Claim 2. Let f be any non-negative continuous function such that uk =
∫ k+1
k f(t) dt
whatever k ∈ N. Let F be the primitive of f such that F (j) = 0. Then,
n−1∑
k=j
uk∑k
i=j ui
≤ 1 +
n−1∑
k=j+1
∫ k+1
k
f(t)
F (k + 1)
dt
≤ 1 +
n−1∑
k=j+1
∫ k+1
k
f(t)
F (t)
dt
≤ 1 + log F (n)− log F (j + 1)
≤ 1 + log
n−1∑
k=j
uk
− log uj.
By using Claim 1 with A′ = [T = j],
E

(∑n−1
i=T (1K(Xi,Xi+1)− E [1K(Xi,Xi+1) | Xi])
)2
∑n−1
i=T E [1K(Xi,Xi+1) | Xi]
 ≤ n−2∑
j=0
E
n−1∑
k=j
E [1K(Xk,Xk+1) | Xk]∑k
i=j E [1K(Xi,Xi+1) | Xi]
1T=j

+E
[
(1K(Xn−1,Xn)− E [1K(Xn−1,Xn) | Xn−1])2
E [1K(Xn−1,Xn) | Xn−1] 1T=n−1
]
.
Now,
E
[
(1K(Xn−1,Xn)− E [1K(Xn−1,Xn) | Xn−1])2
E [1K(Xn−1,Xn) | Xn−1] 1T=n−1
]
=E
[
var (1K(Xn−1,Xn) | Xn−1)
E [1K(Xn−1,Xn) | Xn−1] 1T=n−1
]
≤ P (T = n− 1).
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We then use Claim 2 with uk = E [1K(Xk,Xk+1) | Xk] to derive
n−2∑
j=0
E
n−1∑
k=j
E [1K(Xk,Xk+1) | Xk]∑k
i=j E [1K(Xi,Xi+1) | Xi]
1T=j
 ≤ n−2∑
j=0
E [(1 + log 2 + 2 log n)1T=j]
≤ (1 + log 2 + 2 log n)P (T 6= n− 1).
Finally, E [BK ] ≤ 4 + 2 log 2 + 4 log n and hence
E
[
H2(s¯m, sˆm)
] ≤ 2 + log 2 + 2 log n
n
|m|,
which concludes the proof.
6.2. Proof of Theorem 2. When ℓ ≤ n, the result ensues from the following theorem whose
proof is delayed to Section 6.3. In the theorem below, the constant L0 = 90 can easily be
improved but it seems to be difficult to obtain the value L0 = 0.03 used in practice.
Theorem 7. For all L ≥ 90 and 1 ≤ ℓ ≤ n, the estimator sˆ = sˆ(L, ℓ) satisfies
∀ξ > 0, P
[
CH2 (s1A, sˆ) ≥ inf
m∈Mℓ
(
H2 (s1A, sˆm) + pen(m)
)
+ ξ
]
≤ 3e−nξ
where C is an universal positive constant.
By integrating the inequality above, there exists C ′ > 0 such that
C ′E
[
H2 (s1A, sˆ)
] ≤ inf
m∈Mℓ
{
E
[
H2 (s1A, sˆm)
]
+ pen(m)
}
and the conclusion follows from Proposition 1.
When ℓ is larger than n, we use the lemma below whose proof is postponed to Section 6.3.3.
Lemma 4. For all L ≥ 15 and ℓ ≥ n+ 1, sˆ(L, ℓ) = sˆ(L, n) and sˆ(L,∞) = sˆ(L, n).
For L ≥ 90, if ℓ ≥ n+ 1 or ℓ =∞, we have thus
C ′E
[
H2 (s1A, sˆ)
] ≤ inf
m∈Mn
{
E
[
H2 (s1A, Vm)
]
+ pen(m)
}
.
Let m⋆ ∈ Mℓ such that
2 inf
m∈Mℓ
{
E
[
H2 (s1A, Vm)
]
+ pen(m)
} ≥ E [H2 (s1A, Vm⋆)]+ pen(m⋆).
Since E
[
H2 (s1A, Vm)
] ≤ E [H2 (s1A, 0)] ≤ 1/2 and {[0, 1]2d} ∈ Mℓ,
inf
m∈Mℓ
{
E
[
H2 (s1A, Vm)
]
+ pen(m)
} ≤ 1
2
+ L
log n
n
.
Consequently, L|m⋆| log(n)/n ≤ 1 + 2L log(n)/n and thus |m⋆| ≤ 2 + n/(L log n) ≤ n. Remark
now that the cardinality of a partition m ∈ Mℓ \Mn can be lower bounded by
|m| ≥ 4d + (4d − 1)n ≥ n+ 1.
Consequently, m⋆ ∈ Mn and hence,
inf
m∈Mn
{
E
[
H2 (s1A, Vm)
]
+ pen(m)
} ≤ 2 inf
m∈Mℓ
{
E
[
H2 (s1A, Vm)
]
+ pen(m)
}
which completes the proof.
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6.3. Proof of Theorem 7. The proof of this theorem requires the two following lemmas whose
proofs are postponed to Sections 6.3.1 and 6.3.2.
Lemma 5. For all partition m ∈ Mℓ,
γ1(m) = sup
m′∈Mℓ
{
αH2 (sˆm, sˆm′) + T (sˆm, sˆm′)− pen(m′)
}
+ pen(m)
satisfies γ1(m) ≤ γ(m).
For all m ∈ Mℓ, there exists a deterministic set Sm such that sˆm ∈ Sm and such that
γ2(m) = sup
m′∈Mℓ
f ′∈Sm′
{
αH2
(
sˆm, f
′)+ T (sˆm, f ′)− pen(m′)}+ 2pen(m)
satisfies γ(m) ≤ γ2(m).
Lemma 6. Set ε =
(
2 + 3
√
2
)
/8. Under the assumptions of Theorem 7, for all ξ > 0, there
exists an event Ωξ such that P (Ωξ) ≥ 1− 3e−nξ and on which,
for all partition m ∈ Mℓ, (14)
sup
m′∈Mℓ
f ′∈Sm′
{
(1− ε)H2 (s1A, f ′)+ T (sˆm, f ′)− pen(m′)} ≤ (1 + ε)H2 (s1A, sˆm) + pen(m) + 22ξ
where Sm′ is defined in Lemma 5.
Proof of Theorem 7. On Ωξ, for all m ∈ Mℓ,
sup
m′∈Mℓ
f ′∈Sm′
{
(1− ε)H2 (s1A, f ′)+ T (sˆm, f ′)− pen(m′)} ≤ (1 + ε)H2 (s1A, sˆm) + pen(m) + 22ξ.
If T (sˆm, sˆmˆ) + pen(m)− pen(mˆ) ≥ 0,
αH2 (s1A, sˆmˆ) ≤ (1− ε)H2 (s1A, sˆmˆ) + T (sˆm, sˆmˆ)− pen(mˆ) + pen(m)
≤ (1 + ε)H2 (s1A, sˆm) + 2pen(m) + 22ξ
since α ≤ 1− ε and since sˆmˆ belongs to ∪m′∈MℓSm′ .
If T (sˆm, sˆmˆ) + pen(m)− pen(mˆ) < 0,
αH2 (sˆm, sˆmˆ) ≤ αH2 (sˆmˆ, sˆm) + T (sˆmˆ, sˆm)− pen(m) + pen(mˆ)
since T (sˆmˆ, sˆm) = −T (sˆm, sˆmˆ). Hence,
αH2 (sˆm, sˆmˆ) ≤ sup
m′∈Mℓ
{
αH2 (sˆmˆ, sˆm′) + T (sˆmˆ, sˆm′)− pen(m′)
}
+ pen(mˆ)
≤ γ1(mˆ).
By using Lemma 5,
γ1(mˆ) ≤ γ(m) + 1
n
≤ γ2(m) + 1
n
,
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and thus
αH2 (sˆm, sˆmˆ) ≤ sup
m′∈Mℓ
f ′∈Sm′
{
αH2
(
sˆm, f
′)+ T (sˆm, f ′)− pen(m′)}+ 2pen(m) + 1
n
.
With υ = (1− ε)/α − 1 > 0,
αH2 (sˆm, sˆmˆ) ≤
(
1 + υ−1
)
H2 (sˆm, s1A)
+ sup
m′∈Mℓ
f ′∈Sm′
{
(1− ε)H2 (s1A, f ′)+ T (sˆm, f ′)− pen(m′)}+ 2pen(m) + 1
n
≤ (1 + υ−1)H2 (sˆm, s1A) + [(1 + ε)H2 (s1A, sˆm) + pen(m) + 22ξ]+ 2pen(m) + 1
n
≤ (2 + ε+ υ−1)H2 (sˆm, s1A) + 3pen(m) + 22ξ + 1
n
.
This leads to
αH2 (s1A, sˆmˆ) ≤ 2αH2 (s1A, sˆm) + 2αH2 (sˆm, sˆmˆ)
≤ 2 (2 + α+ ε+ υ−1)H2 (sˆm, s1A) + 6pen(m) + 44ξ + 2
n
.
Finally, we have proved that there exists C > 0, such that, with probability larger than 1−3e−nξ,
for all m ∈ Mℓ,
CH2 (s1A, sˆmˆ) ≤ H2 (sˆm, s1A) + pen(m) + ξ.
This concludes the proof.
6.3.1. Proof of Lemma 5. For each partition m ∈ Mℓ, we define the random set Sˆm of
functions as follows. A function fˆ is said to belong to Sˆm if for each cube K ∈ m, there exists
a partition mK ∈ Mℓ such that fˆ = sˆmK on K. In other words,
Sˆm =
{∑
K∈m
sˆmK1K , ∀K ∈ m, mK ∈ Mℓ
}
.
For all function fˆ ∈ Sˆm and K ∈ m, let mK(fˆ) ∈ Mℓ be any partition such that
|mK(fˆ) ∨K| = inf
{
|m′ ∨K|, m′ ∈ Mℓ, fˆ1K = sˆm′1K
}
.
The function fˆ ∈ Sˆm is piecewise constant on the elements of the partition
m(fˆ) =
⋃
K∈m
(mK(fˆ) ∨K).
The whole point is that
γ(m) =
{∑
K∈m
sup
m′
K
∈Mℓ
[
αH2
(
sˆm1K , sˆm′
K
1K
)
+ T
(
sˆm1K , sˆm′
K
1K
)− pen(m′K ∨K)]
}
+ 2pen(m)
= sup
fˆ∈Sˆm
{∑
K∈m
[
αH2
(
sˆm1K , fˆ1K
)
+ T
(
sˆm1K , fˆ1K
)− pen(mK(fˆ) ∨K)]}+ 2pen(m).
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Since |m(fˆ)| =∑K∈m |mK(fˆ) ∨K|,
γ(m) = sup
fˆ∈Sˆm
{
αH2
(
sˆm, fˆ
)
+ T
(
sˆm, fˆ
)− pen(m(fˆ))}+ 2pen(m). (15)
We can now prove the first part of the lemma. For all partitionsm,m′ ∈ Mℓ, the estimator sˆm′
belongs to Sˆm. Hence,
γ(m) ≥ sup
m′∈Mℓ
{
αH2 (sˆm, sˆm′) + T (sˆm, sˆm′)− pen(m(sˆm′))
}
+ 2pen(m).
Since |mK(sˆm′) ∨K| ≤ |m′ ∨K|, |m(sˆm′)| ≤
∑
K∈m |m′ ∨K| and∑
K∈m
|m′ ∨K| = ∣∣{K ∩K ′, (K,K ′) ∈ m×m′, K ∩K ′ 6= ∅}∣∣ .
Remark that either K ∩ K ′ = K or K ∩ K ′ = K ′ since K,K ′ are non-disjoint cubes (see
Figure 3.1). Hence, |m(sˆm′)| ≤ |m|+ |m′|, and γ1(m) ≤ γ(m) as wished.
To prove the second part of the lemma, we must define the set Sm appearing in the definition
of γ2.
Definition 1. Let, for all K ∈ ∪m∈Mℓm, K0, . . . ,Kl be the cubes of ∪m∈Mℓm such that K ⊂ Ki
for all i ∈ {0, . . . , l}. For all i ∈ {0, . . . , l}, let Ii and Ji be the subsets of [0, 1]d such that
Ki = Ii × Ji. Set
SK =
l⋃
i=0
{
a
bµ(Ji)
1K , a ∈ {0, . . . , n}, b ∈ {1, . . . , n}
}
with the convention a/0 = 0 whatever a ∈ {0, . . . , n}. We define Sm by
Sm =
{∑
K∈m
fK , fK ∈ SK
}
.
Let us now make the link between Sm and Sˆm. We shall show that a function fˆ ∈ Sˆm
belongs to Sm(fˆ). For this purpose, let K
′ ∈ m(fˆ). By definition of m(fˆ), there exist K ∈ m,
K ′′ ∈ mK(fˆ) such that K ′ = K ′′ ∩K. We have fˆ1K = sˆmK(fˆ)1K and
sˆmK(fˆ)1K
′′ =
∑n−1
i=0 1K ′′(Xi,Xi+1)∑n−1
i=0
∫
[0,1]d 1K
′′(Xi, x) dµ(x)
1K ′′ .
Consequently,
fˆ1K ′ =
(
fˆ1K
)
1K ′′
=
(
sˆmK(fˆ)1K
)
1K ′′ =
(
sˆmK(fˆ)1K
′′
)
1K
=
∑n−1
i=0 1K ′′(Xi,Xi+1)∑n−1
i=0
∫
[0,1]d 1K
′′(Xi, x) dµ(x)
1K ′.
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This implies that fˆ1K ′ ∈ SK ′ and thus fˆ =
∑
K ′∈m(fˆ) fˆ1K ′ belongs to Sm(fˆ).
The inequality γ2 ≥ γ ensues from (15), Sˆm ⊂ ∪m′∈MℓSm′ and
γ2(m) = sup
f ′∈⋃m′∈Mℓ Sm′
αH2 (sˆm, f ′)+ T (sˆm, f ′)−
 inf
m′′∈Mℓ
Sm′′∋f ′
pen(m′′)

+ 2pen(m).
6.3.2. Proof of Lemma 6. We start with the claim below.
Claim 3. Let ψ be the bounded function defined on [0,+∞)2 by
ψ(x, y) =
1√
2
√
y −√x√
x+ y
for all x, y ∈ [0,+∞)
with the convention 0/0 = 0.
Let, for all f, f ′ ∈ L1+(X2,M), with support included in A, Z(f, f ′) be the random variable
defined by
Z(f, f ′) =
1
n
n−1∑
i=0
(
ψ
(
f(Xi,Xi+1), f
′(Xi,Xi+1)
)− ∫
X
ψ
(
f(Xi, y), f
′(Xi, y)
)
(s1A)(Xi, y) dµ(y)
)
.
Then, (
1− 1√
2
)
H2
(
s1A, f
′)+ T (f, f ′) ≤ (1 + 1√
2
)
H2 (s1A, f) + Z
(
f, f ′
)
(16)
and
1
n
n−1∑
i=0
∫
X
ψ2
(
f(Xi, y), f
′(Xi, y)
)
(s1A)(Xi, y) dµ(y) ≤ 3
(
H2(s1A, f) +H
2(s1A, f
′)
)
. (17)
Proof. For all i ∈ {0, . . . , n− 1}, let
Ti(f, f
′) =
1
2
√
2
∫
X
√
f(Xi, y) + f ′(Xi, y)
(√
f ′(Xi, y)−
√
f(Xi, y)
)
dµ(y)
+
1√
2
√
f ′(Xi,Xi+1)−
√
f(Xi,Xi+1)√
f(Xi,Xi+1) + f ′(Xi,Xi+1)
+
1
2
∫
X
(
f(Xi, y)− f ′(Xi, y)
)
dµ(y)
Zi(f, f
′) = ψ
(
f(Xi,Xi+1), f
′(Xi,Xi+1)
)− E [ψ (f(Xi,Xi+1), f ′(Xi,Xi+1)) | Xi]
H2i (f, f
′) =
1
2
∫
X
(√
f ′(Xi, y)−
√
f(Xi, y)
)2
dµ(y)
ρi(f, f
′) =
∫
X
√
f ′(Xi, y)f(Xi, y) dµ(y).
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Since
T (f, f ′) =
1
n
n−1∑
i=0
Ti(f, f
′) , Z(f, f ′) =
1
n
n−1∑
i=0
Zi(f, f
′) and H2(f, f ′) =
1
n
n−1∑
i=0
H2i (f, f
′)
it is sufficient to prove that for all i ∈ {0, . . . , n− 1},(
1− 1√
2
)
H2i
(
s1A, f
′)+ Ti (f, f ′) ≤ (1 + 1√
2
)
H2i (s1A, f) + Zi
(
f, f ′
)
(18)
and ∫
X
ψ2
(
f(Xi, y), f
′(Xi, y)
)
(s1A)(Xi, y) dµ(y) ≤ 3
(
H2i (s1A, f) +H
2
i (s1A, f
′)
)
. (19)
These inequalities are established by using similar arguments than those developed in the proofs
of Propositions 2 and 3 of Baraud (2011). Let us make them explicit. We set
ρi(ζ, f, f
′) =
1
2
[
ρi
(
f ′,
f + f ′
2
)
+
∫
X
√
2f ′(Xi, y)
f(Xi, y) + f ′(Xi, y)
dζ(y)
]
for all measure ζ
where the convention 0/0 is in use. Let ζi be the random measure defined by dζi/dµ =
(s1A)(Xi, ·). Then,
E
[
Ti(f, f
′) | Xi
]
=
[
ρi(ζi, f, f
′)− 1
2
∫
X
f ′(Xi, y) dµ(y)
]
−
[
ρi(ζi, f
′, f)− 1
2
∫
X
f(Xi, y) dµ(y)
]
.
We deduce from relation (6) of Baraud (2011),
0 ≤ ρi(ζi, f, f ′)− ρi(s1A, f ′) ≤ 1√
2
[
H2i (s1A, f) +H
2
i (s1A, f
′)
]
0 ≤ ρi(ζi, f ′, f)− ρi(s1A, f) ≤ 1√
2
[
H2i (s1A, f) +H
2
i (s1A, f
′)
]
.
Now,
H2i (f
′, s1A)−H2i (f, s1A) =
[
ρi(s1A, f)− 1
2
∫
X
f(Xi, y) dµ(y)
]
−
[
ρi(s1A, f
′)− 1
2
∫
X
f ′(Xi, y) dµ(y)
]
= −E [Ti(f, f ′) | Xi]+ [ρi(ζi, f, f ′)− ρi(s1A, f ′)]
− [ρi(ζi, f ′, f)− ρi(s1A, f)]
≤ −E [Ti(f, f ′) | Xi]+ 1√
2
[
H2i (s1A, f) +H
2
i (s1A, f
′)
]
.
Inequality (18) ensues from the relation Zi(f, f
′) = Ti(f, f ′) − E [Ti(f, f ′) | Xi]. Let us now
6. Proofs | 91
prove (19).
2
∫
X
ψ2
(
f(Xi, y), f
′(Xi, y)
)
s1A(Xi, y) dµ(y)
=
∫
X
(√
f ′(Xi, y)−
√
f(Xi, y)
)2 s1A(Xi, y)
f(Xi, y) + f ′(Xi, y)
dµ(y)
=
∫
X
(√
f ′(Xi, y)−
√
f(Xi, y)
)2(√ s1A(Xi, y)
f(Xi, y) + f ′(Xi, y)
− 1√
2
+
1√
2
)2
dµ(y)
≤ 2
∫
X
(√
f ′(Xi, y)−
√
f(Xi, y)
)2(√ s1A(Xi, y)
f(Xi, y) + f ′(Xi, y)
− 1√
2
)2
dµ(y)
+
∫
X
(√
f ′(Xi, y)−
√
f(Xi, y)
)2
dµ(y)
≤ 2
∫
X
(√
f ′(Xi, y)−
√
f(Xi, y)√
f(Xi, y) + f ′(Xi, y)
)2(√
s1A(Xi, y)−
√
f(Xi, y) + f ′(Xi, y)
2
)2
dµ(y)
+2H2i (f, f
′).
The first term of the right-hand side of this inequality can be upper bounded by 4H2i
(
s1A,
f+f ′
2
)
.
Since the map t 7→ √t is concave, 2H2i
(
s1A,
f+f ′
2
)
≤ H2i (s1A, f) + H2i (s1A, f ′). The second
term is bounded from above by H2i (f, f
′) ≤ 2(H2i (s1A, f) +H2i (s1A, f ′)). Finally,∫
X
ψ2
(
f(Xi, y), f
′(Xi, y)
)
s1A(Xi, y) dµ(y) ≤ 3
[
H2i (s1A, f) +H
2
i (s1A, f
′)
]
as wished.
We shall prove (14) by applying the following concentration inequality to the random variable
Z (f, f ′).
Claim 4. For all i ≤ n − 1, let Fi be the σ-field generated by the random variables Xj for
j ∈ {0, . . . , i}. Let f0, . . . , fn−1 ∈ L1(X2,M) such that there exists b ∈ R with supx∈X2 |fi(x)| ≤ b
for all i ∈ {0, . . . , n− 1}. Set
Sn =
n−1∑
i=0
(fi(Xi,Xi+1)− E [fi(Xi,Xi+1) | Fi])
and
Vn =
n−1∑
i=0
E
[
f2i (Xi,Xi+1) | Fi
]
.
Then, for all β > b and x > 0
P
[
Sn ≥ Vn
2(β − b) + βx
]
≤ e−x.
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Proof. By setting a−1 = 2(β − b),
log P [Sn ≥ aVn + βx] ≤ −x+ logE
[
exp
(
β−1Sn − aβ−1Vn
)]
≤ −x+ logE [exp (β−1Sn−1 − aβ−1Vn)E [exp (β−1(Sn − Sn−1)) | Fn−1]] .
By using Bernstein inequality (equation (2.21) of Massart (2003)),
E
[
exp
(
β−1(Sn − Sn−1)
) | Fn−1] ≤ exp(β−2(Vn − Vn−1)
2(1− β−1b)
)
and thus
logP [Sn ≥ aVn + βx] ≤ −x+ logE
[
exp
(
β−1Sn−1 − aβ−1Vn−1
)]
.
The result follows by induction.
Proof of Lemma 6. Set z = (1− 1/√2)/4, β = (3/z +√2)/2 and for all ξ > 0,
Ωξ =
 sup(f,f ′)∈Sm×Sm′
(m,m′)∈M2
ℓ
Z(f, f ′)
z (H2(f, s1A) +H2(f ′, s1A)) + pen(m) + pen(m′) + βξ
< 1
 .
On Ωξ, for all m,m
′ ∈ Mℓ, (f, f ′) ∈ Sm × Sm′ ,
Z(f, f ′) ≤ z (H2(f, s1A) +H2(f ′, s1A))+ pen(m) + pen(m′) + βξ
and (14) derives from (16) (with ε = 1/
√
2 + z).
It remains to prove that P (Ωcξ) ≤ 3e−nξ . We have
P
(
Ωcξ
) ≤ ∑
(f,f ′)∈Sm×Sm′
(m,m′)∈M2
ℓ
P
[
Z(f, f ′) ≥ z [H2(s1A, f) +H2(s1A, f ′)]+ pen(m) + pen(m′) + βξ] .
We apply the concentration inequality given by Claim 4 with fi = ψ (f, f
′), b = 1/
√
2, Sn =
nZ(f, f ′) and by using relation (17),
Vn =
n−1∑
i=0
∫
X
ψ2
(
f(Xi, y), f
′(Xi, y)
)
(s1A)(Xi, y) dµ(y) ≤ 3n
(
H2(s1A, f) +H
2(s1A, f
′)
)
.
We obtain for all x > 0,
P
[
Z(f, f ′) ≥ 3√
2(β
√
2− 1)
[
H2(s1A, f) +H
2(s1A, f
′)
]
+ β
x
n
]
≤ e−x.
Note that z = 3/(
√
2(β
√
2− 1)). By using the above inequality with
β
x
n
= pen(m) + pen(m′) + βξ
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we deduce that
P
(
Ωcξ
) ≤ ∑
(f,f ′)∈Sm×Sm′
(m,m′)∈M2
ℓ
e−n(β
−1pen(m)+β−1pen(m′)+ξ).
Now, the set SK defined in Definition 1 page 88, satisfies |SK | ≤ (ℓ+ 1)n(n + 1) which implies
that |Sm| ≤ ((ℓ+ 1)n(n + 1))|m| . By using ℓ ≤ n, log |Sm| ≤ 3|m| log(n + 1). Since L is large
enough (L ≥ 90), β−1pen(m) ≥ (|m|+ log |Sm|)/n for all m ∈ Mℓ. Consequently,
P
(
Ωcξ
) ≤ ∑
(f,f ′)∈Sm×Sm′
(m,m′)∈M2
ℓ
e−(|m|+log |Sm|+|m
′|+log |Sm′ |+nξ)
≤
 ∑
m∈Mℓ
e−|m|
2 e−nξ.
The conclusion follows from the inequality
∑
m∈Mℓ e
−|m| ≤ √3 (see Section 3.2.4 of Baraud and Birge´
(2009)).
6.3.3. Proof of Lemma 4. The proof of this lemma is based on the two following remarks.
1. The Hellinger distance H2(f, f ′) and the test T (f, f ′) are respectively upper bounded by 1
and 2 when f, f ′ are such that
1
n
n−1∑
i=0
∫
Rd
f(Xi, y) dµ(y) ≤ 1 and 1
n
n−1∑
i=0
∫
Rd
f ′(Xi, y) dµ(y) ≤ 1.
2. The cardinality of a partition m ∈Mℓ \Mn is lower bounded by |m| ≥ n+1 when ℓ ≥ n+1.
More precisely, the proof follows from the two claims below.
Claim 5. Let for each m1,m2 ∈ M∞ and K ∈ m1,
γK(m1,m2) = αH
2 (sˆm11K , sˆm21K) + T (sˆm11K , sˆm21K)− pen(m2 ∨K).
Then, for all ℓ ∈ N⋆, ℓ ≥ n+ 1, m1 ∈ M∞, K ∈ m1,
sup
m2∈Mℓ
γK(m1,m2) = sup
m2∈Mn
γK(m1,m2)
and thus
sup
m2∈M∞
γK(m1,m2) = sup
m2∈Mn
γK(m1,m2).
Proof. Let m⋆2 ∈ Mℓ such that γK(m1,m⋆2) = supm2∈Mℓ γK(m1,m2). In Section 2, we have de-
fined the collectionMℓ of partitions of [0, 1]2d. Likewise, by using the algorithm of DeVore and Yu
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(1990), we define the collection Mℓ(K) of partitions of K. Note that m⋆2∨K belongs toMℓ(K).
Since H2 (sˆm1K , sˆm′1K) ≤ 1 and |T (sˆm1K , sˆm′1K) | ≤ 2, we have
γK(m1,m
⋆
2) ≤ 3− L
|m⋆2 ∨K| log n
n
.
Remark that
γK(m1,m
⋆
2) ≥ γK
(
m1, {[0, 1]2d}
) ≥ −2− L log n
n
which leads to
|m⋆2 ∨K| ≤ 1 +
5n
L log n
≤ n.
This implies that m⋆2∨K belongs toMn(K). There exists m•2 ∈Mn such thatm•2∨K = m⋆2∨K
and hence γK(m1,m
•
2) = γK(m1,m
⋆
2) which concludes the proof.
Claim 6. Set for all m ∈ M∞ and K ∈ m,
γK(m) = sup
m2∈Mℓ
γK(m,m2).
Then, γ(m) = 2pen(m) +
∑
K∈m γK(m) and for all ℓ ∈ N⋆, ℓ ≥ n+ 1,
inf
m∈Mℓ
γ(m) = inf
m∈Mn
γ(m)
and thus
inf
m∈M∞
γ(m) = inf
m∈Mn
γ(m).
Proof. Let m⋆ ∈ Mℓ such that infm∈Mℓ γ(m) = γ(m⋆). By Lemma 5,
γ(m⋆) ≥ sup
m′∈Mℓ
{
αH2 (sˆm⋆ , sˆm′) + T (sˆm⋆ , sˆm′)− pen(m′)
}
+ L
|m⋆| log n
n
≥
(
−2− L log n
n
)
+ L
|m⋆| log n
n
≥ −2 + L(|m
⋆| − 1) log n
n
.
Now,
γ(m⋆) ≤ γ({[0, 1]2d}) ≤ 3 + 2L log n
n
which implies that
|m⋆| ≤ 3 + 5n
L log n
≤ n
and thus m⋆ ∈ Mn.
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6.4. Proof of Theorem 3. Consider the regular partition mref of [0, 1]
2d into cubes with side
length 2−ℓ, that is
mref =
{
Kℓ,l, l = (k, . . . , k), k ∈ {1, . . . , 2ℓ}
}
where Kℓ,l is defined in Section 2.2. For all partition m ∈Mℓ, Vm ⊂ Vmref . Set
Ωeq =
[∀g1, g2 ∈ Vmref , h2(g1, g2) ≤ 11H2(g1, g2)]
and define s¯m an element of Vm such that h
2(s1A, s¯m) = h
2(s1A, Vm).
For all m ∈ Mℓ,
E
[
h2 (s1A, sˆmˆ)
] ≤ E [h2 (s1A, sˆmˆ)1Ωeq]+ E [h2 (s1A, sˆmˆ)1Ωceq]
≤ 2E [h2 (s1A, s¯m)1Ωeq]+ 2E [h2 (s¯m, sˆmˆ)1Ωeq]+ E [h2 (s1A, sˆmˆ)1Ωceq]
≤ 2E [h2 (s1A, s¯m)1Ωeq]+ 22E [H2 (s¯m, sˆmˆ)1Ωeq]+ E [h2 (s1A, sˆmˆ)1Ωceq]
≤ 2E [h2 (s1A, s¯m)1Ωeq]+ 44E [H2 (s1A, s¯m)1Ωeq]+ 44E [H2 (sˆmˆ, s1A)1Ωeq]
+E
[
h2 (s1A, sˆmˆ)1Ωceq
]
.
Now, h2 (s1A, s¯m) = E[H
2 (s1A, s¯m)] = h
2(s1A, Vm) and
E
[
h2 (s1A, sˆmˆ)1Ωceq
]
≤ 2E
[(
h2(s, 0) + h2(sˆmˆ, 0)
)
1Ωceq
]
≤ E
[(
1 + 2 sup
m∈Mℓ
h2(sˆm, 0)
)
1Ωceq
]
.
Let for all K ∈ m, IK and JK be the subsets of [0, 1]d such that K = IK × JK . Then,
2h2(sˆm, 0) =
∑
K∈m
∑n−1
i=0 1IK (Xi)1JK (Xi+1)∑n−1
i=0 1IK (Xi)
∫
IK
ϕ(x) dx ≤ |m|.
Since m ⊂ mref , |m| ≤ |mref | = 4ℓd and thus
E
[
h2 (s1A, sˆmˆ)1Ωceq
]
≤ (1 + 4ℓd)P (Ωceq) ≤ 2× 4ℓdP (Ωceq).
We have proved that there exists an universal constant C ′ > 0 such that
C ′E
[
h2 (s1A, sˆmˆ)
] ≤ inf
m∈Mℓ
{
h2 (s1A, Vm) + pen(m)
}
+ 4ℓdP (Ωceq).
We now bound from above the term P (Ωceq). We denote by Iref the regular partition of [0, 1]
d
into cubes with side length 2−ℓ. Remark that
P (Ωceq) ≤ P
[
∃I ∈ Iref , P (X1 ∈ I) ≥ 11
n
n−1∑
i=0
1I(Xi)
]
≤ 2ℓd sup
I∈Iref
P
[
1
n
n−1∑
i=0
(1I(Xi)− P (Xi ∈ I)) ≤ −10
11
P (X1 ∈ I)
]
.
We use the following Bennett-type inequality for β-mixing random variables (with f = −1I ,
v = P (X1 ∈ I), c = 0, ξ = 10/11P (X1 ∈ I)).
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Proposition 8. Let (Xi)i≥0 be a stationary Markov chain with values in Rd, and let f be a
real-valued function on Rd upper bounded by c ≥ 0 such that v = E [f(X1)2] <∞.
Then, for all q ∈ {1, . . . , n} and ξ > 0,
P
(
1
n
n−1∑
i=0
(f(Xi)− E [f(Xi)]) > ξ
)
≤ 2 exp
(
− nξ
2
8q (v + cξ/6)
)
+ 3nβq/q.
We then have for all I ∈ Iref ,
P
[
1
n
n−1∑
i=0
(1I(Xi)− P (Xi ∈ I)) ≤ −10
11
P (X1 ∈ I)
]
≤ 3 inf
1≤q≤n
{
exp
(
−25nP (X1 ∈ I)
242q
)
+ nβq/q
}
≤ 3 inf
1≤q≤n
{
exp
(
− nκ0
10q2ℓd
)
+ nβq/q
}
which concludes the proof.
Proof of Proposition 8. Let l be the smallest integer larger than n/(2q). We derive from Berbee’s
lemma and more precisely from Viennet (1997) (page 484) that there exist X⋆0 , . . . ,X
⋆
2lq−1 such
that
• For j = 1, . . . , l, the random vectors
Xj,1 = (X2(j−1)q , . . . ,X2(j−1)q+q−1) and X⋆j,1 = (X
⋆
2(j−1)q , . . . ,X
⋆
2(j−1)q+q−1)
have the same distribution, and so have the random vectors
Xj,2 = (X2(j−1)q+q, . . . ,X2jq−1) and X⋆j,2 = (X
⋆
2(j−1)q+q, . . . ,X
⋆
2jq−1).
• The random vectors X⋆1,1, . . . ,X⋆l,1 are independent. The random vectors X⋆1,2, . . . ,X⋆l,2
are also independent.
• The event
Ω⋆ =
⋂
1≤j≤l
([
Xj,1 6= X⋆j,1
] ∩ [Xj,2 6= X⋆j,2])
satisfies P [(Ω⋆)c] ≤ 2lβq.
We set gi(x) = f(x) if i ≤ n− 1 and gi(x) = 0 otherwise. For j ∈ {1, . . . , l}, we set
g′j,1(x0, . . . , xq−1) =
q−1∑
i=0
g2(j−1)q+i(xi) and g′j,2(x0, . . . , xq−1) =
q−1∑
i=0
g2(j−1)q+q+i(xi).
Then,
P
[(
1
n
n−1∑
i=0
(gi(Xi)− E [gi(Xi)]) > ξ
)
∩ Ω⋆
]
≤ P
 l∑
j=1
(
g′j,1(X
⋆
j,1)− E
[
g′j,1(X
⋆
j,1)
])
> nξ/2

+P
 l∑
j=1
(
g′j,2(X
⋆
j,2)− E
[
g′j,2(X
⋆
j,2)
])
> nξ/2

≤ 2 exp
(
− n
2ξ2
8q (nv + cnξ/6)
)
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by using Proposition 2.8 and inequality (2.16) of Massart (2003) (in the paper of Massart (2003),
the Bennett inequality holds for b = 0 when (2.15) is replaced by (2.16)).
6.5. Proof of Corollary 2. The corollary ensues from the claim below and Theorem 2
of Baraud and Birge´ (2009).
Claim 7. Under Assumption 2, for all ℓ ∈ N⋆ such that 2ℓd ≥ n,
inf
m∈Mℓ
{
d22
(√
s A, Vm
)
+
|m| log n
n
}
≤ 4 inf
m∈M∞
{
d22
(√
s A, Vm
)
+
|m| log n
n
}
.
Proof. For all partition m ∈M∞ and cube K ∈ m, we denote by IK and JK the cubes of [0, 1]d
such that K = IK × JK and set
s¯m =
∑
K∈m
∫
K s(x, y) dxdy
µ⊗ µ(K) 1K .
In this chapter, d2 stands for the standard euclidean distance of L
2([0, 1]2d, µ ⊗ µ). In this
proof, we make a slight abuse of notations by denoting by d2 the standard euclidean distance of
L
2(R2d, µ⊗ µ).
Let m⋆ be a partition of M∞ such that
2 inf
m∈M∞
{
d22
(√
s1A, Vm
)
+
|m| log n
n
}
≥ d22
(√
s1A, Vm⋆
)
+
|m⋆| log n
n
.
Let C be the collection C = {K ∈ m⋆, µ(IK) ≥ 2−ℓd} and letm• be a partition ofMℓ containing C
such that
|m•| = inf{|m|, m ∈ Mℓ such that m ∋ C}.
Let A• be the set defined by A• = ∪K∈CK and V •m• = {f1A•, f ∈ Vm•} .
We have,
d22
(√
s1A, Vm•
) ≤ d22 (√s1A•, V •m•)+ d22 (√s1A∩(A•)c , 0)
and
d22
(√
s1A• , V
•
m•
) ≤ d22 (√s1A•,√s¯m•1A•) ≤ d22 (√s1A,√s¯m⋆) .
By using Lemma 2 of Baraud and Birge´ (2009), d22 (
√
s1A,
√
s¯m⋆) ≤ 2d22 (
√
s1A, Vm⋆) which
shows that
d22
(√
s1A, Vm•
) ≤ 2d22 (√s1A, Vm⋆)+ d22 (√s1A∩(A•)c , 0) .
Now,
d22
(√
s1A∩(A•)c , 0
) ≤ ∑
K∈m⋆\C
∫
IK
(∫
Rd
s(x, y) dy
)
dx
≤
∑
K∈m⋆\C
µ(IK) ≤ 2−ℓd|m⋆|.
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Since |m•| ≤ |m⋆| and 2−ℓd ≤ n−1, we have
d22
(√
s1A, Vm•
)
+
|m•| log n
n
≤ 2d22
(√
s1A, Vm⋆
)
+
(1 + log n)|m⋆|
n
which proves the claim.
6.6. Rates of convergences for h. We prove the result only for geometrically β-mixing
chains (the proof for arithmetically β-mixing chains being similar). We use the claim below
whose proof is the same than the one of Claim 7.
Claim 8. Under Assumption 2, for all ℓ ∈ N⋆ such that 2ℓd ≥ n/ log3 n,
inf
m∈Mℓ
{
h2 (s1A, Vm) +
|m| log n
n
}
≤ 4 inf
m∈M∞
{
h2 (s1A, Vm) +
|m| log3 n
n
}
.
By using this claim and Theorem 1 of Akakpo (2012),
CE
[
h2 (s1A, sˆmˆ)
] ≤ ∣∣√s A∣∣ 2dd+σp,σ ( log3 nn
) σ
σ+d
+
log3 n
n
+
Rn(ℓ)
n
(20)
and by using Theorem 2 of Akakpo (2012),
CE
[
h2 (s1A, sˆmˆ)
] ≤ ∣∣√s A∣∣ 2dd+σp,σ ( log nn + 2−2ℓdθ
) σ
σ+d
+
log n
n
+
Rn(ℓ)
n
where C > 0 depends only on κ,σ,d,p and where
θ =
d+ σ
σ
(
σ
d
− 2
(
1
p
− 1
2
)
+
)
.
If σ > σ1(p, d) then θ > 1/2. There exits thus n0 (depending only on θ), such that if n ≥ n0,
2−2ℓθd ≤ log n/n, and hence
C ′E
[
h2 (s1A, sˆmˆ)
] ≤ ∣∣√s A∣∣ 2dd+σp,σ ( log nn
) σ
σ+d
+
log n
n
+
Rn(ℓ)
n
.
If n ≤ n0, we deduce from (20),
CE
[
h2 (s1A, sˆmˆ)
] ≤ ∣∣√s A∣∣ 2dd+σp,σ ( log3 n0n
) σ
σ+d
+
log3 n0
n
+
Rn(ℓ)
n
≤ C ′′
[∣∣√s A∣∣ 2dd+σp,σ ( log nn
) σ
σ+d
+
log n
n
+
Rn(ℓ)
n
]
where C ′′ depends only on σ, d, p. The conclusion ensues from the fact that Rn(ℓ) is upper
bounded by a constant depending only on κ0, b1.
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6.7. Proof of Proposition 4. We shall use the following lemma whose proof is similar to
the one of Lemma 6.
Lemma 7. Set ε = (2+3
√
2)/8. Under assumptions of Proposition 4, there exists an universal
constant L0 > 0 such that for all L ≥ L0 and ξ > 0,
∀f, f ′ ∈ S, (1− ε)H2 (s1A, f ′)+ T (f, f ′) ≤ (1 + ε)H2 (s1A, f) + L∆S(f) + ∆S(f ′)
n
+ 22ξ
with probability larger than 1− e−nξ.
Proof of Proposition 4. By using the above lemma, with probability larger than 1− e−nξ, for all
f ∈ S,
sup
f ′∈S
{
(1− ε)H2 (s1A, f ′)+ T (f, f ′)− L∆S(f ′)
n
}
≤ (1 + ε)H2 (s1A, f) + L∆S(f)
n
+ 22ξ.
Thus, if T (f, fˆ) + L∆S(f)n − L∆S(fˆ)n ≥ 0,
αH2(s1A, fˆ) ≤ (1− ε)H2(s1A, fˆ) + T (f, fˆ)− L∆S(fˆ)
n
+ L
∆S(f)
n
≤ (1 + ε)H2 (s1A, f) + 2L∆S(f)
n
+ 22ξ.
If T (f, fˆ) + L∆S(f)n − L∆S(fˆ)n < 0,
αH2(f, fˆ) ≤ αH2(fˆ , f) + T (fˆ , f)− L∆S(f)
n
+ L
∆S(fˆ)
n
≤ sup
f ′∈S
{
αH2(fˆ , f ′) + T (fˆ , f ′)− L∆S(f
′)
n
}
+ L
∆S(fˆ)
n
≤ ℘(fˆ)
≤ ℘(f) + 1
n
≤ sup
f ′∈S
{
αH2
(
f, f ′
)
+ T
(
f, f ′
)− L∆S(f ′)
n
}
+ L
∆S(f)
n
+
1
n
.
With υ = (1− ε)/α − 1 > 0,
αH2(f, fˆ) ≤ (1 + υ−1)H2 (f, s1A)
+ sup
f ′∈S
{
(1− ε)H2 (s1A, f ′)+ T (f, f ′)− L∆S(f ′)
n
}
+ L
∆S(f)
n
+
1
n
≤ (1 + υ−1)H2 (f, s1A) + [(1 + ε)H2 (s1A, f) + L∆S(f)
n
+ 22ξ
]
+ L
∆S(f)
n
+
1
n
≤ (2 + ε+ υ−1)H2 (f, s1A) + 2L∆S(f)
n
+ 22ξ +
1
n
.
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This leads to
αH2(s1A, fˆ) ≤ 2αH2 (s1A, f) + 2αH2(f, fˆ)
≤ 2 (2 + α+ ε+ υ−1)H2 (f, s1A) + 4L∆S(f)
n
+ 44ξ +
2
n
.
Finally, we have proved that there exists C > 0, such that, with probability larger than 1−e−nξ,
for all f ∈ S,
CH2(s1A, fˆ) ≤ H2 (f, s1A) + L∆S(f)
n
+ ξ.
The conclusion follows.
6.8. Proof of Corollary 4. Throughout this proof, the distance associated to the supremum
norm ‖ ·‖∞ is denoted by d∞. As defined page 69, d2 is the usual distance of the space of square
integrable functions on [0, 1]2 with respect to the Lebesgue measure µ ⊗ µ. We make a slight
abuse of notation in this proof since d2 will also stand for the distance of the space of square
integrable functions on [0, 1] with respect to the Lebesgue measure µ.
We shall use the following lemma (the first part may be deduced from the work of Akakpo
(2012) whereas the second part may be deduced from results in Dahmen et al. (1980)).
Lemma 8. There exist a collection W of (finite dimensional) linear spaces and a non-negative
map ∆W on W such that
∑
W∈W e
−∆W(W ) ≤ 1 and such that for all p ∈ (0,+∞], β > (1/p−1/2)+
and f ∈ Bβ(Lp([0, 1])), L > 0, τ > 0, σ > 0,
C inf
W∈W
{
L2d2σ2 (f,W ) + (dimW +∆W(W )) τ
} ≤ (L|f |σp,β) 22σβ+1 τ 2σβ2σβ+1 + τ
where C > 0 depends only on p, β. Moreover, for all β > 0, f ∈ Hβ([0, 1]), L > 0, τ > 0, σ > 0,
C ′ inf
W∈W
{
L2d2σ∞ (f,W ) + (dimW +∆W(W )) τ
} ≤ (L|f |σ∞,β) 22σβ+1 τ 2σβ2σβ+1 + τ
where C ′ > 0 depends only on β.
Let us define
u(x, y) =
y − g(x)
1 + ‖g‖∞ and Φ(x) = φ ((1 + ‖g‖∞)x) for all x, y ∈ [0, 1].
Let W be the family of linear spaces given by the above lemma. Let for all f ∈ ∪W∈WW , a ∈ R,
ψa,f be the function defined on [0, 1]
2 by ψa,f (x, y) = a(y − f(x)). Define, for all W ∈ W, the
linear space
TW = {ψa,f , a ∈ R, f ∈W}.
We deduce from the proof of Theorem 2 of Baraud and Birge´ (2011) (with F = W, l =
1, T1 = {TW , W ∈ W}, γ(W ) = e−∆W(W ), λ1(TW ) = e−∆W(W )) and from relation (4.5)
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of Baraud and Birge´ (2011), that there exist an at most countable collection V of models and a
non-negative map ∆ on V such that
∑
V∈V e
−∆(V ) ≤ 1 and
C inf
V ∈V
{
d2
(√
s A, V
)
+
∆(V ) + dim(V ) log n
n
}
≤ inf
W∈W
{
|Φ|2∞,σ∧1d2(σ∧1)2 (u, TW ) + (dimTW +∆W(W ))τn
}
+ inf
W∈W
{
d2∞(Φ,W ) + (dimW +∆W(W ))
log n
n
}
where C > 0 depends only on σ and where
τn = (log n ∨ log (|Φ|∞,σ∧1)) log n
n
.
Besides, for all linear space V ∈ V, there exists a function ψ ∈ ∪T∈T1T and a linear space
W ∈W such that V = {f ◦ ψ, f ∈W} .
We apply Theorem 5 to (V,∆) to construct an estimator sˆ of the form√
sˆ(x, y) = φˆ(y − gˆ(x))
such that
C ′ inf
V ∈V
E
[
H2(s1A, sˆ)
] ≤ inf
W∈W
{
|Φ|2∞,σ∧1d2(σ∧1)2 (u, TW ) + (dimTW +∆W(W ))τn
}
+ inf
W∈W
{
d2∞(Φ,W ) + (dimW +∆W(W ))
log n
n
}
where C ′ > 0 depends only on σ, κ. We upper bound the two terms of the right-hand side of
this inequality. We derive from
|Φ|∞,σ∧1 ≤ (1 + ‖g‖∞)σ∧1|φ|∞,σ∧1 and d2(σ∧1)2 (u, TW ) ≤
d
2(σ∧1)
2 (g,W )
(1 + ‖g‖∞)2(σ∧1)
that
inf
W∈W
{
|Φ|2∞,σ∧1d2(σ∧1)2 (u, TW ) + (dim TW +∆W(W ))τn
}
≤ inf
W∈W
{
|φ|2∞,σ∧1d2(σ∧1)2 (g,W ) + (dimW +∆W(W ) + 1)τn
}
.
By using the above lemma,
C ′′ inf
W∈W
{
|φ|2∞,σ∧1d2(σ∧1)2 (g,W ) + (dimW +∆W(W ) + 1)τn
}
≤ (|φ|∞,σ∧1|g|σ∧1p,β ) 22(σ∧1)β+1 τ 2(σ∧1)β2(σ∧1)β+1n + τn ≤ C ′′′( log2 nn
) 2(σ∧1)β
2(σ∧1)β+1
.
Similarly,
C ′′′′ inf
W∈W
{
d2∞(Φ,W ) + (dimW +∆W(W ))
log n
n
}
≤ (|Φ|∞,σ)
2
2σ+1
(
log n
n
) 2σ
2σ+1
+
log n
n
≤ C ′′′′′
(
log n
n
) 2σ
2σ+1
.
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6.9. Proof of Lemma 1. The first part of the lemma may be deduced from Proposition 4
of Baraud and Birge´ (2011). For the second part, we shall build φ′ ∈ Hσ(R) such that φ′ [0,1] 6∈
∪b>σHb([0, 1]) and g′ ∈ Hβ([0, 1]) such that g′(0) = 0 and
φ′ ◦ g′ ∈ Hθ(β,σ)([0, 1]) \ ∪b>θ(β,σ)Hb([0, 1]).
By setting φ = φ′ and g = −g′, the function f defined by
f(x, y) = φ′
(
y − (−g′(x))) for all x, y ∈ [0, 1],
is suitable since f(x, 0) = φ′ ◦ g′(x) and f(0, y) = φ′(y).
If σ, β ≤ 1, we can choose φ′(x) = xσ on [0, 1] and g′(x) = xβ. If β ≥ σ ∨ 1, then choose
φ′ ∈ Hσ(R) such that φ′ [0,1] 6∈ ∪b>σHb([0, 1]) and g′(x) = x. If now, σ ≥ β ∨ 1, we choose φ′ ∈
Hσ(R) such that φ′ [0,1] 6∈ ∪b>σHb([0, 1]) and such that φ′(x) = x for all x ∈ [0, 1/2]. We then
consider ζ ∈ Hβ([0, 1]) \ ∪b>βHb([0, 1]) and g′(x) = (ζ(x)− ζ(0))/(2 supy∈[0,1] |ζ(y)− ζ(0)|).
6.10. Proof of Corollary 5. We shall use the distances d2 and d∞ that have been defined at
the beginning of the proof of Corollary 4.
Let us define
∀x, y, z ∈ [0, 1], u(x, y) = (u1(x, y), u2(x, y), u3(x, y)) =
(
y − v1(x)
1 + ‖v1‖∞ ,
v2(x)
‖v2‖∞ ,
v3(x)
‖v3‖∞
)
Φ(x, y, z) = ‖v3‖∞zϕ ((1 + ‖v1‖∞)‖v2‖∞xy) .
Let W be the family of linear spaces given by Lemma 8. Let for all a ∈ R, f ∈ ∪W∈WW , ψa,f
be the function defined on [0, 1]2 by ψa,f (x, y) = a(y − f(x)) and gf be the function defined on
[0, 1]3 by gf (x, y, z) = zf(xy). For all W ∈W, we consider the linear spaces
TW = {ψa,f , a ∈ R, f ∈W} and FW = {gf , f ∈W} .
It ensues from the proof of Theorem 2 of Baraud and Birge´ (2011) (where l = 3, F = {FW , W ∈
W}, T1 = {TW , W ∈W}, T2 = T3 = W, γ(FW ) = λ1(TW ) = λ2(W ) = λ3(W ) = e−∆W(W )) that
there exist an at most countable collection V of models and a non-negative map ∆ on V such
that
∑
V∈V e
−∆(V ) ≤ 1 and such that
C inf
V ∈V
{
d2
(√
s A, V
)
+
∆(V ) + dim(V ) log n
n
}
≤ inf
W∈W
{
‖v3‖2∞(1 + ‖v1‖∞)2(σ∧1)‖v2‖2(σ∧1)∞ |ϕ|2∞,σd2(σ∧1)2 (u1, TW ) + (dimTW +∆W(W ))τ (1)n
}
+ inf
W∈W
{
‖v3‖2∞(1 + ‖v1‖∞)2(σ∧1)‖v2‖2(σ∧1)∞ |ϕ|2∞,σd2(σ∧1)2 (u2,W ) + (dimW +∆W(W ))τ (1)n
}
+ inf
W∈W
{
‖v3‖2∞‖ϕ‖2∞d22(u3,W ) + (dimW +∆W(W ))τ (2)n
}
+ inf
W∈W
{
d2∞(Φ, FW ) + (dimFW +∆W(W ))
log n
n
}
6. Proofs | 103
where
τ (1)n =
(
log n ∨ log
(
‖v3‖2∞(1 + ‖v1‖∞)2(σ∧1)|ϕ|2∞,σ‖v2‖2(σ∧1)∞
)) log n
n
τ (2)n =
(
log n ∨ log (‖v3‖2∞‖ϕ‖2∞)) log nn .
By applying Theorem 5 to (V,∆), we build an estimator sˆ such that
C ′E
[
H2 (s, sˆ)
] ≤ inf
V ∈V
{
d2
(√
s A, V
)
+
∆(V ) + dim(V ) log n
n
}
and thus
C ′′E
[
H2 (s, sˆ)
]≤ inf
W∈W
{
‖v3‖2∞|ϕ|2∞,σ‖v2‖2(σ∧1)∞ d2(σ∧1)2 (v1,W ) + (dimW +∆W(W ))τ (1)n
}
+ inf
W∈W
{
‖v3‖2∞(1 + ‖v1‖∞)2(σ∧1)|ϕ|2∞,σd2(1∧σ)2 (v2,W ) + (dimW +∆W(W ))τ (1)n
}
+ inf
W∈W
{
‖ϕ‖2∞d2(1∧σ)2 (v3,W ) + (dimW +∆W(W ))τ (2)n
}
+ inf
W∈W
{
‖v3‖2∞d2∞(ϕ,W ) + (dimW +∆W(W ))
log n
n
}
.
We conclude by applying Lemma 8 as in the end of the proof of Corollary 4.
6.11. Proof of Lemma 2. The first part of the lemma can be deduced from Proposition 4
of Baraud and Birge´ (2011). For the second part, remark that, as in the proof of Lemma 1 the
problem amounts to finding φ′ ∈ Hσ(R) with φ′ [0,1] 6∈ ∪a>σHa(R), v′i ∈ Hβi([0, 1]) for i ∈ {1, 2},
v′1(0) = 0, v
′
2(0) = 1 such that√
v′2 φ
′(v′1v
′
2) ∈ Hθ(β1,β2,σ)([0, 1]) \
⋃
b>θ(β1,β2,σ)
Hb([0, 1]).
If θ(β1, β2, σ) = 2
−1(β2 ∧ 1), choose v′2(x) = (1 − x)1∧β2 and take φ′ as being any function
of Hσ(R) such that φ′ [0,1] 6∈ ∪a>σHa(R) and such that φ′(0) = 1. If θ(β1, β2, σ) = σ, choose
v′1(x) = 2(
√
1 + x−1), v′2(x) = 1/2(
√
1 + x+1) and take φ′ as being any function of Hσ(R) such
that φ′ [0,1] 6∈ ∪a>σHa(R). If θ(β1, β2, σ) = σβ1, we may assume that σ ≤ 1 and β1 ≤ 1. We can
then choose v′1(x) = x
β1 , v′2(x) = 1 and φ
′(x) = xσ for x ∈ [0, 1]. If θ(β1, β2, σ) = σβ2, we may
assume that σ ≤ 1 and β2 ≤ 1 and choose v′1(x) = 1 for x ∈ [1/2, 1], v′2(x) = 1 − (1 − x)β2 for
x ∈ [1/2, 1] and φ′(x) = (1− x)σ for x ∈ [0, 1]. Finally, if θ(β1, β2, σ) = β1, we may assume that
β1 ≤ 1. We can then choose v′1(x) = xβ1 , v′2(x) = (1 − x)1∧β2 and φ′ such that φ′(x) = x for
x ∈ [0, 1/2].
6.12. Proof of Proposition 6. We proceed in 3 steps.
Step 1. We associate to each cube K ∈ ∪m∈Mℓm, a place in the computer’s memory. Then, for
each i ∈ {1, . . . , n} we determine the sets K ∈ ∪m∈Mℓm such that 1K(Xi,Xi+1) > 0.
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There are at most ℓ such sets. This permits to store all the
∑n−1
i=0 1K(Xi,Xi+1) in
around O(nℓd) operations. Let for all K ∈ ∪m∈Mℓm, IK and JK be the subsets of
[0, 1]d such that K = IK × JK . We can store all the µ(JK) in O(4ℓd) operations and all
the
∑n−1
i=0 1IK (Xi) in O(nℓd) operations. This permits us to store quickly
n−1∑
i=0
1K(Xi,Xi+1) and
n−1∑
i=0
∫
[0,1]d
1K(Xi, x) dµ(x)
for all K ∈ ∪m∈Mℓm. These values have to be calculated to know the FK(K ′) and thus
to use the algorithm presented in Section 5.
Step 2. For each K ∈ ∪m∈Mℓm, we use the algorithm of Section 5 to design m′K . Let us
denote by j ∈ {0, . . . , ℓ} the smallest integer such that K ∈ Kj where Kj is defined in
Section 2.2.
• To find m′K , we begin to compute E(T ⋆(K ′′)) for all K ′′ ∈ ∪m∈Mℓ\Mℓ−1m such
that K ′′ ∩K 6= ∅. The complexity of this is around the number of such sets, i.e,
4(ℓ−j)d.
• Next, thanks to relation (11) we compute E(T ⋆(K ′′)) for all K ′′ ∈ ∪m∈Mℓ−1\Mℓ−2m
such that K ′′ ∩ K 6= ∅. There are 4(ℓ−j−1)d such sets. The complexity of this
operation is thus 4d × 4(ℓ−j−1)d.
• By recurrence, we compute E(T ⋆(K ′′)) for all K ′′ ∈ ∪m∈Mℓ\Mjm such that K ′′ ∩
K 6= ∅ in at most
4(ℓ−j)d + 4d ×
ℓ−j−1∑
k=1
4kd ≤ 3× 4(ℓ−j)d
operations.
• We get then E(T ⋆([0, 1]d)) in 4dj additional operations.
We apply this algorithm for all K ∈ ∪m∈Mℓm. When K ∈ Kj , computing m′K requires
thus O (4(ℓ−j)d + 4dj) operations. Since |Kj | = 4jd, computing all the m′K requires
finally
ℓ∑
j=0
4jd
(
4(ℓ−j)d + 4dj
)
= O
(
ℓ4(ℓ+1)d
)
operations.
Step 3. Now, by slightly modifying the algorithm, we can compute (9) in O (4(ℓ+1)d) operations.
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CHAPITRE 4
Robust estimation on a parametric model with tests
Abstract
We are interested in the problem of robust parametric estimation of a density from
i.i.d observations. By using a practice-oriented procedure based on robust tests, we
build an estimator for which we establish non-asymptotic risk bounds with respect to
the Hellinger distance under mild assumptions on the parametric model. We prove
that the estimator is robust even for models for which the maximum likelihood method
is bound to fail. We also evaluate the performance of the estimator by carrying out
numerical simulations in which we observe that the estimator is very close to the
maximum likelihood one when the model is regular enough and contains the true
underlying density.
1. Introduction
Consider n independent and identically random variables X1, . . . ,Xn defined on an abstract
probability space (Ω, E ,P ) with values in the measured space (X,F , µ). We suppose that the
distribution of Xi admits a density s with respect to µ and aim at estimating s by using a
parametric approach.
When the unknown density s is assumed to belong to a parametric model F = {fθ, θ ∈ Θ} of
densities, a traditional method to estimate s = fθ0 is the maximum likelihood one. It is indeed
well known that the maximum likelihood estimator (m.l.e for short) possesses nice statistical
properties such as consistency and asymptotic efficiency when the model F is regular enough.
However, it is also well known that this estimator breaks down for many models F of interest
and counter examples may be found in Pitman (1979); Ferguson (1982); Le Cam (1990); Birge´
(2006) among other references.
Another drawback of the m.l.e lies in the fact that it is not robust. This means that if s lies
in a small neighbourhood of the model F but not in it, the m.l.e may perform poorly. Several
kinds of robust estimators have been suggested in the literature to overcome this issue. We
can cite the well known L and M estimators (which includes the class of minimum divergences
estimators of Basu et al. (1998)) and the class of estimators built from a preliminary non-
parametric estimator (such as the minimum Hellinger distance estimators introduced in Beran
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(1977) and the related estimators of Lindsay (1994); Basu and Lindsay (1994)).
In this work, we focus on estimators built from robust tests. This approach, which begins in
the 1970s with the works of Lucien Lecam and Lucien Birge´ (Le Cam (1973, 1975); Birge´ (1983,
1984a,b)), has the nice theoretical property to yield robust estimators under weak assumptions
on the model F . A key modern reference on this topic is Birge´ (2006). The recent papers Birge´
(2004, 2007, 2012, 2013); Baraud and Birge´ (2009); Baraud (2011, 2013) show that increasing
attention is being paid to this kind of estimator. Their main interest is to provide general
theoretical results in various statistical settings (such as general model selection theorems) which
are usually unattainable by the traditional procedures (such as those based on the minimization
of a penalized contrast).
For our statistical issue, the procedures using tests are based on the pairwise comparison of
the elements of a thin discretisation Fdis of F , that is, a finite or countable subset Fdis of F
such that for all function f ∈ F , the distance between f and Fdis is small (in a suitable sense).
As a result, their complexities are of order the square of the cardinality of Fdis. Unfortunately,
this cardinality is often very large, making the construction of the estimators difficult in practice.
The aim of this chapter is to develop a faster way of using tests to build an estimator when the
cardinality of Fdis is large.
From a theoretical point of view, the estimator we propose possesses similar statistical prop-
erties than those proved in Birge´ (2006); Baraud (2011). Under mild assumptions on F , we
build an estimator sˆ = fθˆ of s such that
P
[
Ch2(s, fθˆ) ≥ infθ∈Θh
2(s, fθ) +
d
n
+ ξ
]
≤ e−nξ for all ξ > 0, (1)
where C is a positive number depending on F , h the Hellinger distance and d such that Θ ⊂ Rd.
We recall that the Hellinger distance is defined on the cone L1+(X, µ) of non-negative integrable
functions on X with respect to µ by
h2(f, g) =
1
2
∫
X
(√
f(x)−
√
g(x)
)2
dµ(x) for all f, g ∈ L1+(X, µ).
Let us make some comments on (1). When s does belong to the model F , the estimator achieves
a quadratic risk of order n−1 with respect to the Hellinger distance. Besides, there exists θ0 ∈ Θ
such that s = fθ0 and we may then derive from (1) the rate of convergence of θˆ to θ0. In
general, we do not suppose that the unknown density belongs to the model but rather use F
as an approximate class (sieve) for s. Inequality (1) shows then that the estimator sˆ = fθˆ
cannot be strongly influenced by small departures from the model. As a matter of fact, if
infθ∈Θ h2(s, fθ) ≤ n−1, which means that the model is slightly misspecified, the quadratic risk
of the estimator sˆ = fθˆ remains of order n
−1. This can be interpreted as a robustness property.
The preceding inequality (1) is interesting because it proves that our estimator is robust and
converges at the right rate of convergence when the model is correct. However, the constant C
depends on several parameters on the model such as the size of Θ. It is thus far from obvious
that such an estimator can be competitive against more traditional estimators (such as the
m.l.e).
In this work, we try to give a partial answer for our estimator by carrying out numerical sim-
ulations. When a very thin discretisation Fdis is used, the simulations show that our estimator
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is very close to the m.l.e when the model is regular enough and contains s. More precisely, the
larger is the number of observations n, the closer they are, suggesting that our estimator inherits
the efficiency of the m.l.e. Of course, this does not in itself constitute a proof but this allows
to indicate what kind of results can be expected. A theoretical connection between estimators
built from tests (with the procedure described in Baraud (2011)) and the m.l.e will be found in
a future paper of Yannick Baraud and Lucien Birge´.
In this chapter, we consider the problem of estimation on a single model. Nevertheless, when
the statistician has at disposal several candidate models for s, a natural issue is model selection.
In order to address it, one may associate to each of these models the estimator resulting from
our procedure and then select among those estimators by means of the procedure of Baraud
(2011). By combining his Theorem 2 with our risk bounds on each individual estimator, we
obtain that the selected estimator satisfies an oracle-type inequality.
We organize this chapter as follows. We begin with a glimpse of the results in Section 2. We
then present a procedure and its associated theoretical results to deal with models parametrized
by an unidimensional parameter in Section 3. We evaluate its performance in practice by carrying
out numerical simulations in Section 4. We work with models parametrized by a multidimen-
sional parameter in Sections 5 and 6. The proofs are postponed to Section 6. Some technical
results about the practical implementation of our procedure devoted to the multidimensional
models are delayed to Section 7.
Let us introduce some notations that will be used all along the chapter. The number x ∨ y
(respectively x ∧ y) stands for max(x, y) (respectively min(x, y)) and x+ stands for x ∨ 0. We
set N⋆ = N \ {0}. The vector (θ1, . . . , θd) of Rd is denoted by the bold letter θ. Given a set of
densities F = {fθ, θ ∈ Θ}, for all A ⊂ Θ, the notation diamA stands for supθ,θ′∈A h2(fθ, fθ′).
The cardinality of a finite set A is denoted by |A|. For (E, d) a metric space, x ∈ E and A ⊂ E,
the distance between x and A is denoted by d(x,A) = infa∈A d(x, a). The indicator function of
a subset A is denoted by 1A. The notations C,C
′,C ′′. . . are for the constants. The constants
C,C ′,C ′′. . . may change from line to line.
2. An overview of the chapter
2.1. Assumption. In this chapter, we shall deal with sets of densities F = {fθ, θ ∈ Θ}
indexed by a rectangle
Θ =
d∏
j=1
[mj ,Mj ]
of Rd. A such set will be called model. From now on, we consider models satisfying the following
assumption.
Assumption 1. There exist positive numbers α1, . . . , αd, R1, . . . , Rd, R1, . . . , Rd such that for
all θ = (θ1, . . . , θd), θ
′ = (θ′1, . . . , θ
′
d) ∈ Θ =
∏d
j=1[mj,Mj ]
sup
j∈{1,...,d}
Rj|θj − θ′j|αj ≤ h2 (fθ, fθ′) ≤ sup
j∈{1,...,d}
Rj |θj − θ′j |αj .
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This assumption allows to connect a (quasi) distance between the parameters to the Hellinger
one between the corresponding densities. A similar assumption may be found in Theorem 5.8
of Chapter 1 of Ibragimov and Has’minskii (1981) to prove results on the maximum likelihood
estimator. They require however that the application θ 7→ fθ(x) is continuous for µ almost all x
to ensure the existence and the consistency of the m.l.e. Without this additional assumption,
the m.l.e may not exist as shown by the translation model
F = {fθ, θ ∈ [−1, 1]} where fθ(x) =

1
4
√
|x−θ|1[−1,1](x− θ) for all x ∈ R \ {θ}
0 for x = θ
for which Assumption 1 holds with α1 = 1/2.
Under suitable regularity conditions on the model, Theorem 7.6 of Chapter 1 of Ibragimov and Has’minskii
(1981) shows that this assumption is fulfilled with α1 = · · · = αd = 2. Other kinds of sufficient
conditions implying Assumption 1 may be found in this book (see the beginning of Chapter 5
and Theorem 1.1 of Chapter 6). Other examples and counter-examples are given in Chapter 7
of Dacunha-Castelle (1978). Several models of interest satisfying this assumption will appear
later in the chapter.
2.2. Risk bound. In this chapter, the risk bound we get for our estimator sˆ is similar to the
one we would get by the procedures of Birge´ (2006); Baraud (2011). More precisely:
Theorem 1. Suppose that Assumption 1 holds. We can build an estimator sˆ of the form sˆ = f
θˆ
such that for all ξ > 0.
P
[
Ch2(s, f
θˆ
) ≥ h2(s,F ) + d
n
+ ξ
]
≤ e−nξ (2)
where C > 0 depends on sup1≤j≤dRj/Rj and min1≤j≤d αj .
We deduce from this risk bound that if s = fθ0 belongs to the model F , the estimator θˆ
converges to θ0 and the random variable h
2(s, f
θˆ
) is of order n−1. Besides, we may then derive
from Assumption 1 that there exist positive numbers a, bj such that
P
[
n1/αj
∣∣θˆj − θ0,j∣∣ ≥ ξ] ≤ ae−bjξαj for all j ∈ {1, . . . , d} and ξ > 0.
Precisely, a = ed and bj = CRj . We emphasize here that this exponential inequality on θˆj is
non-asymptotic but that the constants a, bj are unfortunately far from optimal.
As explained in the introduction, there is no assumption on the true underlying density s,
which means that the model F may be misspecified. In particular, when the squared Hellinger
distance between the unknown density and the model F is of order n−1, the random vari-
able h2(s, f
θˆ
) remains of order n−1. This shows that the estimator sˆ possesses robustness
properties.
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2.3. Numerical complexity. The main interest of our procedures with respect to those
of Birge´ (2006); Baraud (2011) lies in their numerical complexity. More precisely, we shall
prove the proposition below.
Proposition 2. Under Assumption 1, we can build an estimator sˆ satisfying (2) by computing
less than
4Cd/α¯
 d∏
j=1
(
1 +
(
Rj/Rj
)1/αj) d∑
j=1
max
{
1, log
(
(nRj/d)
1/αj (Mj −mj)
)}
tests. In the above inequality, C is a constant larger than 1 (independent of n and the model F )
and α¯ stands for the harmonic mean of α = (α1, . . . , αd), that is
1
α¯
=
1
d
d∑
j=1
1
αj
.
If we are interested in the complexity when n is large, the number of tests computed is
asymptotically equivalent to C ′ log n where
C ′ = 4(d/α¯)Cd/α¯
d∏
j=1
(
1 +
(
Rj/Rj
)1/αj) .
It is worthwhile to notice that the number of tests computed grows slowly with n. The con-
stant C ′ is not too large if d, 1/α¯, (Rj/Rj)1/αj are small enough.
Remark. The constant C ′ does not depend only on the model but also on its parametrisation.
As a matter of fact, in the uniform model
F = {fθ, θ ∈ [m1,M1]} where fθ = θ−11[0,θ]
we can compute explicitly the Hellinger distance
h2(fθ, fθ′) =
|θ′ − θ|
(
√
θ +
√
θ′)
√
max (θ, θ′)
and bound it from above and from below by
1
2M1
|θ′ − θ| ≤ h2(fθ, fθ′) ≤ 1
2m1
|θ′ − θ|.
Now, if we parametrise F as
F = {fet, t ∈ [logm1, logM1]} ,
then the Hellinger becomes h2(fet , fet′ ) = 1 − e−|t
′−t|/2, and we can bound it from above and
from below by
1−√m1/M1
log(M1/m1)
|t′ − t| ≤ h2(fet, fet′ ) ≤
1
2
|t′ − t|.
Assumption 1 is satisfied in both case but with different values of R1 and R1. When M1/m1 is
large, the second parametrisation is much more interesting since it leads to a smaller constant C ′.
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3. Models parametrized by an unidimensional parameter
We now describe our procedure when the parametric model F is indexed by an interval Θ =
[m1,M1] of R. Throughout this section, Assumption 1 is supposed to be fulfilled. For the sake
of simplicity, the subscripts of m1,M1 and α1 are omitted.
3.1. Basic ideas. We begin to detail the heuristics on which is based our procedure. We
assume in this section that s belongs to the model F , that is, there exists θ0 ∈ Θ = [m,M ]
such that s = fθ0 . The starting point is the existence for all θ, θ
′ ∈ Θ of a measurable function
T (θ, θ′) of the observations X1, . . . ,Xn such that
1. For all θ, θ′ ∈ Θ, T (θ, θ′) = −T (θ′, θ).
2. There exists κ > 0 such that if E [T (θ, θ′)] is non-negative, then
h2(s, fθ) > κh
2(fθ, fθ′).
3. For all θ, θ′ ∈ Θ, T (θ, θ′) and E [T (θ, θ′)] are close (in a suitable sense).
For all θ ∈ Θ, r > 0, let B(θ, r) be the Hellinger ball centered at θ with radius r, that is
B(θ, r) = {θ′ ∈ Θ, h(fθ, fθ′) ≤ r} . (3)
For all θ, θ′ ∈ Θ, we deduce from the first point that either T (θ, θ′) is non-negative, or T (θ′, θ)
is non-negative. It is likely that it follows from 2. and 3. that in the first case
θ0 ∈ Θ \ B
(
θ, κ1/2h(fθ, fθ′)
)
while in the second case
θ0 ∈ Θ \ B
(
θ′, κ1/2h(fθ, fθ′)
)
.
These sets may be interpreted as confidence sets for θ0.
The main idea is to build a decreasing sequence (in the sense of inclusion) of intervals (Θi)i. Set
θ(1) = m, θ′(1) = M , and Θ1 = [θ(1), θ′(1)] (which is merely Θ). If T (θ(1), θ′(1)) is non-negative,
we consider a set Θ2 such that
Θ1 \ B
(
θ(1), κ1/2h(fθ(1) , fθ′(1))
)
⊂ Θ2 ⊂ Θ1
while if T (θ(1), θ′(1)) is non-positive, we consider a set Θ2 such that
Θ1 \ B
(
θ′(1), κ1/2h(fθ(1) , fθ′(1))
)
⊂ Θ2 ⊂ Θ1.
The set Θ2 may thus also be interpreted as a confidence set for θ0. Thanks to Assumption 1,
we can define Θ2 as an interval Θ2 = [θ
(2), θ′(2)].
We then repeat the idea to build an interval Θ3 = [θ
(3), θ′(3)] included in Θ2 and containing
either
Θ3 ⊃ Θ2 \ B
(
θ(2), κ1/2h(fθ(2) , fθ′(2))
)
or Θ3 ⊃ Θ2 \ B
(
θ′(2), κ1/2h(fθ(2) , fθ′(2))
)
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according to the sign of T (θ(2), θ′(2)).
By induction, we build a decreasing sequence of such intervals (Θi)i. We now consider an
integer N large enough so that the length of ΘN is small enough. We then define the estimator θˆ
as the center of the set ΘN and estimate s by fθˆ.
3.2. Definition of the test. The test T (θ, θ′) we use in our estimation strategy is the one
of Baraud (2011) applied to two suitable densities of the model. More precisely, let T be the
functional defined for all g, g′ ∈ L1+(X, µ) by
T (g, g′) =
1
n
n∑
i=1
√
g′(Xi)−
√
g(Xi)√
g(Xi) + g′(Xi)
+
1
2
∫
X
√
g(x) + g′(x)
(√
g′(x)−
√
g(x)
)
dµ(x) (4)
where the convention 0/0 = 0 is in use.
We consider t ∈ (0, 1] and ǫ = t(Rn)−1/α. We then define the finite sets
Θdis =
{
m+ kǫ, k ∈ N, k ≤ (M −m)ǫ−1} , Fdis = {fθ, θ ∈ Θdis}
and the map π on [m,M ] by
π(x) = m+ ⌊(x−m)/ǫ⌋ǫ for all x ∈ [m,M ]
where ⌊·⌋ denotes the integer part. We then define T (θ, θ′) by
T (θ, θ′) = T (fπ(θ), fπ(θ′)) for all θ, θ′ ∈ [m,M ].
The aim of the parameter t is to tune the thinness of the net Fdis.
3.3. Procedure. We shall build a decreasing sequence (Θi)i≥1 of intervals of Θ = [m,M ] as
explained in Section 3.1. Let κ > 0, and for all θ, θ′ ∈ [m,M ] such that θ′ < θ, let r¯(θ, θ′),
r(θ, θ′) be two positive numbers such that
[m,M ]
⋂[
θ, θ + r¯(θ, θ′)
] ⊂ B(θ, κ1/2h(fθ, fθ′)) (5)
[m,M ]
⋂[
θ′ − r(θ, θ′), θ′] ⊂ B(θ′, κ1/2h(fθ, fθ′)) (6)
where we recall that B(θ, κ1/2h(fθ, fθ′)) and B(θ′, κ1/2h(fθ, fθ′)) are the Hellinger balls defined
by (3).
We set θ(1) = m, θ′(1) =M and Θ1 = [θ(1), θ′(1)]. We define the sequence (Θi)i≥1 by induction.
When Θi = [θ
(i), θ′(i)], we set
θ(i+1) =
{
θ(i) +min
{
r¯(θ(i), θ′(i)), θ
′(i)−θ(i)
2
}
if T (θ(i), θ′(i)) ≥ 0
θ(i) otherwise
θ′(i+1) =
{
θ′(i) −min
{
r(θ(i), θ′(i)), θ
′(i)−θ(i)
2
}
if T (θ(i), θ′(i)) ≤ 0
θ′(i) otherwise.
116 | Chapitre 4. Robust estimation on a parametric model with tests
We then define Θi+1 = [θ
(i+1), θ′(i+1)].
The role of conditions (5) and (6) is to ensure that Θi+1 is big enough to contain one of the
two confidence sets
Θi \ B
(
θ(i), κ1/2h(fθ(i) , fθ′(i))
)
and Θi \ B
(
θ′(i), κ1/2h(fθ(i) , fθ′(i))
)
.
The parameter κ allows to tune the level of these confidence sets. There is a minimum in the
definitions of θ(i+1) and θ′(i+1) in order to guarantee the inclusion of Θi+1 in Θi.
We now consider a positive number η and build these intervals until their lengths become
smaller than η. The estimator we consider is then the center of the last interval built. This
parameter η stands for a measure of the accuracy of the estimation and must be small enough
to get a suitable risk bound for our estimator.
The algorithm is the following.
Algorithm 1
1: θ ← m, θ′ ←M
2: while θ′ − θ > η do
3: Compute r = min {r¯(θ, θ′), (θ′ − θ)/2}
4: Compute r′ = min {r(θ, θ′), (θ′ − θ)/2}
5: Compute Test = T (θ, θ′)
6: if Test ≥ 0 then
7: θ ← θ + r
8: end if
9: if Test ≤ 0 then
10: θ′ ← θ′ − r′
11: end if
12: end while
13: Return: θˆ = (θ + θ′)/2
3.4. Risk bound. The following theorem specify the values of the parameters t, κ, η that
allow to control the risk of the estimator sˆ = fθˆ.
Theorem 3. Suppose that Assumption 1 holds. Set
κ¯ =
1 +
√
2 +
√
2
2−√2
−2 . (7)
Assume that t ∈ (0, 1], κ ∈ (0, κ¯), η ∈ [ǫ, (Rn)−1/α] and that r¯(θ, θ′), r(θ, θ′) are such that (5)
and (6) hold.
Then, for all ξ > 0, the estimator θˆ built in Algorithm 1 satisfies
P
[
Ch2(s, fθˆ) ≥ h2(s,F ) +
1
n
+ ξ
]
≤ e−nξ
where C > 0 depends only on κ, t, α, R/R.
A slightly sharper risk bound may be found in the proof of this theorem.
3. Models parametrized by an unidimensional parameter | 117
3.5. Choice of r¯(θ, θ′) and r(θ, θ′). These parameters are chosen by the statistician. They
do not change the risk bound given by Theorem 3 (provided that (5) and (6) hold) but affect
the speed of the procedure. The larger they are, the faster the procedure is. There are three
different situations.
First case: the Hellinger distance h(fθ, fθ′) can be made explicit. We have thus an interest in
defining them as the largest numbers for which (5) and (6) hold, that is
r¯(θ, θ′) = sup
{
r > 0, [m,M ] ∩ [θ, θ + r] ⊂ B(θ, κ1/2h(fθ, fθ′))} (8)
r(θ, θ′) = sup
{
r > 0, [m,M ] ∩ [θ′ − r, θ′] ⊂ B(θ′, κ1/2h(fθ, fθ′))} . (9)
Second case: the Hellinger distance h(fθ, fθ′) can be quickly evaluated numerically but the
computation of (8) and (9) is difficult. We may then define them by
r(θ, θ′) = r¯(θ, θ′) =
(
(κ/R¯)h2(fθ, fθ′)
)1/α
. (10)
One can verify that (5) and (6) hold. When the model is regular enough and α = 2, the value
of R can be calculated by using Fisher information (see for instance Theorem 7.6 of Chapter 1
of Ibragimov and Has’minskii (1981)).
Third case: the computation of the Hellinger distance h(fθ, fθ′) involves the numerical com-
putation of an integral and this computation is slow. An alternative definition is then
r(θ, θ′) = r¯(θ, θ′) = (κR/R)1/α
(
θ′ − θ) . (11)
As in the second point, one can check that (5) and (6) hold. Note however that the computation
of the test also involves in most cases the numerical computation of an integral (see (4)). This
third case is thus mainly devoted to models for which this numerical integration can be avoided,
as for the translation models F = {f(· − θ), θ ∈ [m,M ]} with f even, X = R and µ the Lebesgue
measure (the second term of (4) is 0 for these models).
We can upper-bound the numerical complexity of the algorithm when r¯(θ, θ′) and r(θ, θ′) are
large enough. Precisely, we prove the proposition below.
Proposition 4. Suppose that the assumptions of Theorem 3 hold and that r(θ, θ′), r¯(θ, θ′) are
larger than
(κR/R)1/α
(
θ′ − θ) . (12)
Then, the number of tests computed to build the estimator θˆ is smaller than
1 + max
{(
R/(κR)
)1/α
, 1/log 2
}
log
(
M −m
η
)
.
It is worthwhile to notice that this upper-bound does not depend on t, that is the size of the
net Fdis contrary to the preceding procedures based on tests. Obviously, the parameter η is
involved in this upper-bound, but the whole point is that it grows slowly with 1/η, which allows
to use the procedure with η very small.
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4. Simulations for unidimensional models
In what follows, we carry out a simulation study in order to evaluate more precisely the perfor-
mance of our estimator. We simulate samples (X1, . . . ,Xn) with density s and use our procedure
to estimate s.
4.1. Models. Our simulation study is based on the following models.
Example 1. F = {fθ, θ ∈ [0.01, 100]} where
fθ(x) = θe
−θx
1[0,+∞)(x) for all x ∈ R.
Example 2. F = {fθ, θ ∈ [−100, 100]} where
fθ(x) =
1√
2π
exp
(
−(x− θ)
2
2
)
for all x ∈ R.
Example 3. F = {fθ, θ ∈ [0.01, 100]} where
fθ(x) =
x
θ2
exp
(
− x
2
2θ2
)
1[0,+∞)(x) for all x ∈ R.
Example 4. F = {fθ, θ ∈ [−10, 10]} where
fθ(x) =
1
π (1 + (x− θ)2) for all x ∈ R.
Example 5. F = {fθ, θ ∈ [0.01, 10]} where fθ = θ−11[0,θ].
Example 6. F = {fθ, θ ∈ [−10, 10]} where
fθ(x) =
1
(x− θ + 1)21[θ,+∞)(x) for all x ∈ R.
Example 7. F = {fθ, θ ∈ [−10, 10]} where fθ = 1[θ−1/2,θ+1/2].
Example 8. F = {fθ, θ ∈ [−1, 1]} where
fθ(x) =
1
4
√|x− θ|1[−1,1](x− θ) for all x ∈ R \ {θ}
and fθ(θ) = 0.
In these examples, we shall mainly compare our estimator to the maximum likelihood one.
In examples 1,2,3,5 and 6, the m.l.e θ˜mle can be made explicit and is thus easy to compute.
Finding the m.l.e is more delicate for the problem of estimating the location parameter of a
Cauchy distribution, since the likelihood function may be multimodal. We refer to Barnett
(1966) for a discussion of numerical methods devoted to the maximization of the likelihood. In
our simulation study, we avoid the issues of the numerical algorithms by computing the likelihood
at 106 equally spaced points between max(−10, θˆ−1) and min(10, θˆ+1) (where θˆ is our estimator)
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and at 106 equally spaced points between max(−10, θ˜median − 1) and min(10, θ˜median + 1) where
θ˜median is the median. We then select among these points the one for which the likelihood is
maximal. In Example 5, we shall also compare our estimator to the minimum variance unbiased
estimator defined by
θ˜mvub =
n+ 1
n
max
1≤i≤n
Xi.
In Example 7, we shall compare our estimator to
θ˜′ =
1
2
(
max
1≤i≤n
Xi + min
1≤i≤n
Xi
)
.
In the case of Example 8, the likelihood is infinite at each observation and the maximum likeli-
hood method fails. We shall then compare our estimator to the median and the empirical mean
but also to the maximum spacing product estimator θ˜mspe (m.s.p.e for short). This estimator was
introduced by Cheng and Amin (1983); Ranneby (1984) to deal with statistical models for which
the likelihood is unbounded. The m.s.p.e is known to possess nice theoretical properties such as
consistency and asymptotic efficiency and precise results on the performance of this estimator
may be found in Cheng and Amin (1983); Ranneby (1984); Ekstro¨m (1998); Shao and Hahn
(1999); Ghost and Jammalamadaka (2001); Anatolyev and Kosenok (2005) among other refer-
ences. This last method involves the problem of finding a global maximum of the maximum
product function on Θ = [−1, 1]. We compute it by considering 2 × 105 equally spaced points
between −1 and 1 and by calculating for each of these points the function to maximize. We then
select the point for which the function is maximal. Using more points to compute the m.s.p.e
would give more accurate results, especially when n is large, but we are limited by the computer.
4.2. Implementation of the procedure. Our procedure involves several parameters that
must be chosen by the statistician.
Choice of t. This parameter tunes the thinness of the net Fdis. When the model is regular
enough and contains s, a good choice of t seems to be t = 0 (that is Θdis = Θ, Fdis = F and
T (θ, θ′) = T (fθ, fθ′)), since then the simulations suggest that our estimator is very close to the
m.l.e when the model is true (with large probability). In the simulations, we take t = 0.
Choice of η. We take η small: η = (M −m)/108.
Choice of κ. This constant influences the level of the confidence sets and thus the time of
construction of the estimator: the larger is κ, the faster is the procedure. We take arbitrary
κ = κ¯/2.
Choice of r(θ, θ′) and r¯(θ, θ′). In examples 1,2,3,5, and 7, we define them by (8) and (9). In
examples 4 and 6, we define them by (10). In the first case, α = 2 and R = 1/16, while in the
second case, α = 1 and R = 1/2. In the case of Example 8, we use (11) with α = 1/2, R = 0.17
and R = 1/
√
2.
4.3. Simulations when s ∈ F . We begin to simulate N samples (X1, . . . ,Xn) when the true
density s belongs to the model F . They are generated according to the density s = f1 in
examples 1, 3, 5 and according to s = f0 in examples 2, 4, 6, 7, 8.
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We evaluate the performance of an estimator θ˜ by computing it on each of the N samples.
Let θ˜(i) be the value of this estimator corresponding to the ith sample and let
R̂N (θ˜) =
1
N
N∑
i=1
h2(s, fθ˜(i)) and ŝtdN (θ˜) =
√√√√ 1
N − 1
N∑
i=1
(
h2(s, fθ˜(i))− R̂N (θ˜)
)2
.
The risk E
[
h2(s, fθ˜)
]
of the estimator θ˜ is thus estimated by R̂N (θ˜). More precisely, if Qc
denotes the c/2 quantile of a standard Gaussian distribution,[
R̂N (θ˜)−Qc ŝtdN (θ˜)√
N
, R̂N (θ˜) +Qc
ŝtdN (θ˜)√
N
]
is a confidence interval for E
[
h2(s, fθ˜)
]
with asymptotic confidence level c. We also introduce
R̂N,rel(θ˜) = R̂N (θˆ)
R̂N (θ˜)
− 1
in order to make the comparison of our estimator θˆ and the estimator θ˜ easier. When Rrel(θ˜)
is negative our estimator is better than θ˜ whereas if Rrel(θ˜) is positive, our estimator is worse
than θ˜. More precisely, if Rrel(θ˜) = α, the risk of our estimator corresponds to the one of θ˜
reduced of 100|α|% when α < 0 and increased of 100α% when α > 0.
The results are gathered below.
n = 10 n = 25 n = 50 n = 75 n = 100
Example 1 R̂106(θˆ) 0.0130 0.0051 0.0025 0.0017 0.0013
R̂106(θ˜mle) 0.0129 0.0051 0.0025 0.0017 0.0013
R̂106,rel(θ˜mle) 6 · 10−4 10−5 7 · 10−7 −8 · 10−9 2 · 10−9
ŝtd106(θˆ) 0.0192 0.0073 0.0036 0.0024 0.0018
ŝtd106(θ˜mle) 0.0192 0.0073 0.0036 0.0024 0.0018
Example 2 R̂106(θˆ) 0.0123 0.0050 0.0025 0.0017 0.0012
R̂106(θ˜mle) 0.0123 0.0050 0.0025 0.0017 0.0012
R̂106,rel(θ˜mle) 5 · 10−10 9 · 10−10 −2 · 10−9 −2 · 10−9 −3 · 10−9
ŝtd106(θˆ) 0.0170 0.0070 0.0035 0.0023 0.0018
ŝtd106(θ˜mle) 0.0170 0.0070 0.0035 0.0023 0.0018
Example 3 R̂106(θˆ) 0.0130 0.0051 0.0025 0.0017 0.0013
R̂106(θ˜mle) 0.0129 0.0051 0.0025 0.0017 0.0013
R̂106,rel(θ˜mle) 6 · 10−4 2 · 10−5 10−6 −10−7 −4 · 10−9
ŝtd106(θˆ) 0.0192 0.0073 0.0036 0.0024 0.0018
ŝtd106(θ˜mle) 0.0192 0.0073 0.0036 0.0024 0.0018
Example 4 R̂106(θˆ) 0.0152 0.0054 0.0026 0.0017 0.0013
R̂104(θ˜mle) 0.0149 0.0054 0.0026 0.0017 0.0012
R̂104,rel(θ˜mle) -0.001 −2 · 10−4 −10−8 −3 · 10−8 9 · 10−8
ŝtd106(θˆ) 0.0267 0.0083 0.0038 0.0025 0.0018
ŝtd106(θ˜mle) 0.0255 0.0083 0.0039 0.0025 0.0018
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Example 5 R̂106(θˆ) 0.0468 0.0192 0.0096 0.0064 0.0048
R̂106(θ˜mle) 0.0476 0.0196 0.0099 0.0066 0.0050
R̂106(θ˜mvub) 0.0350 0.0144 0.0073 0.0049 0.0037
R̂106,rel(θ˜mle) -0.0160 -0.0202 -0.0287 -0.0271 -0.0336
R̂106,rel(θ˜mvub) 0.3390 0.3329 0.3215 0.3243 0.3148
ŝtd106(θˆ) 0.0529 0.0223 0.0112 0.0075 0.0056
ŝtd106(θ˜mle) 0.0453 0.0192 0.0098 0.0066 0.0049
ŝtd106(θ˜mvub) 0.0316 0.0132 0.0067 0.0045 0.0034
Example 6 R̂106(θˆ) 0.0504 0.0197 0.0098 0.0065 0.0049
R̂106(θ˜mle) 0.0483 0.0197 0.0099 0.0066 0.0050
R̂106,rel(θ˜mle) 0.0436 -0.0019 -0.0180 -0.0242 -0.0263
ŝtd106(θˆ) 0.0597 0.0233 0.0115 0.0076 0.0057
ŝtd106(θ˜mle) 0.0467 0.0195 0.0099 0.0066 0.0050
Example 7 R̂106(θˆ) 0.0455 0.0193 0.0098 0.0066 0.0050
R̂106(θ˜
′) 0.0454 0.0192 0.0098 0.0066 0.0050
R̂106,rel(θ˜′) 0.0029 0.0029 0.0031 0.0028 0.0030
ŝtd106(θˆ) 0.0416 0.0186 0.0096 0.0065 0.0049
ŝtd106(θ˜
′) 0.0415 0.0185 0.0096 0.0065 0.0049
Example 8 R̂104(θˆ) 0.050 0.022 0.012 0.008 0.006
R̂104(θ˜mean) 0.084 0.061 0.049 0.043 0.039
R̂104(θ˜median) 0.066 0.036 0.025 0.019 0.017
R̂104(θ˜mspe) 0.050 0.022 0.012 0.008 0.006
R̂104,rel(θ˜mean) -0.40 -0.64 -0.76 -0.82 -0.85
R̂104,rel(θ˜median) -0.25 -0.39 -0.54 -0.59 -0.65
ŝtd104(θˆ) 0.054 0.025 0.013 0.009 0.007
ŝtd104(θ˜mean) 0.045 0.032 0.025 0.022 0.020
ŝtd104(θ˜median) 0.052 0.032 0.020 0.016 0.014
ŝtd104(θ˜mspe) 0.051 0.025 0.014 0.009 0.007
In the first four examples, the risk of our estimator is very close to the maximum likelihood
estimator one, whatever the value of n. In Example 5, our estimator slightly improves the
maximum likelihood estimator but is worse than the minimum variance unbiased estimator. In
Example 6, the risk of our estimator is larger than the one of the m.l.e when n = 10 but is slightly
smaller as soon as n becomes larger than 25. In Example 7, the risk of our estimator is 0.3%
larger than the one of θ˜′. In Example 8, our estimator significantly improves the empirical
mean and the median. Its risk is comparable to the one of the m.s.p.e (we omit in this example
the value of R̂104,rel(θ˜mspe) because it is influenced by the procedure we have used to build the
m.s.p.e).
When the model is regular enough, these simulations show that our estimation strategy pro-
vides an estimator whose risk is almost equal to the one of the maximum likelihood estimator.
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Moreover, our estimator seems to work rather well in a model where the m.l.e does not exist
(case of Example 8). Remark that contrary to the maximum likelihood method, our procedure
does not involve the search of a global maximum.
We now bring to light the connection between our estimator and the m.l.e when the model
is regular enough (that is in the first four examples). Let for c ∈ {0.99, 0.999, 1}, qc be the
c-quantile of the random variable
∣∣θˆ− θ˜mle∣∣, and qˆc be the empirical version based on N samples
(N = 106 in examples 1,2,3 and N = 104 in Example 4). The results are the following.
n = 10 n = 25 n = 50 n = 75 n = 100
Example 1 qˆ0.99 10
−7 10−7 10−7 10−7 10−7
qˆ0.999 0.07 10
−7 10−7 10−7 10−7
qˆ1 1.9 0.3 0.06 0.005 10
−7
Example 2 qˆ0.99 2 · 10−7 3 · 10−7 3 · 10−7 3 · 10−7 3 · 10−7
qˆ0.999 3 · 10−7 3 · 10−7 3 · 10−7 3 · 10−7 3 · 10−7
qˆ1 3 · 10−7 3 · 10−7 3 · 10−7 3 · 10−7 3 · 10−7
Example 3 qˆ0.99 10
−7 10−7 10−7 10−7 10−7
qˆ0.999 0.03 10
−7 10−7 10−7 10−7
qˆ1 0.38 0.12 0.01 0.007 10
−7
Example 4 qˆ0.99 10
−6 10−6 10−6 10−6 10−6
qˆ0.999 3 · 10−6 10−6 10−6 10−6 10−6
qˆ1 1.5 0.1 10
−6 10−6 10−6
This array shows that with large probability our estimator is very close to the m.l.e. This
probability is quite high for small values of n and even more for larger values of n. This explains
why the risks of these two estimators are very close in the first four examples. Note that the value
of η prevents the empirical quantile from being lower than something of order 10−7 according
to the examples (in Example 4, the value of 10−6 is due to the way we have built the m.l.e).
4.4. Speed of the procedure. For the sake of completeness, we specify below the number of
tests that have been calculated in the preceding examples.
n = 10 n = 25 n = 50 n = 75 n = 100
Example 1 77 (1.4) 77 (0.9) 77 (0.7) 77 (0.6) 77 (0.5)
Example 2 293 (1) 294 (1) 294 (0.9) 295 (0.9) 295 (0.9)
Example 3 89 (0.75) 90 (0.5) 90 (0.5) 90 (0.5) 90 (0.5)
Example 4 100 (3.5) 100 (0.5) 100 (0.001) 100 (0) 100 (0)
Example 5 460 (3) 461 (1) 462 (0.6) 462 (0.4) 462 (0.3)
Example 6 687 (0) 687 (0) 687 (0) 687 (0) 687 (0)
Example 7 412 (8) 419 (8) 425 (8) 429 (8) 432 (8)
Example 8 173209 (10) 173212 (0) 173212 (0.9) 173206 (12) 173212 (0.3)
Figure 4.1: Number of tests computed averaged over 106 samples for examples 1 to 7 and over
104 samples for example 8. The corresponding standard deviations are in brackets.
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4.5. Simulations when s 6∈ F . In Section 4.3, we were in the favourable situation where the
true distribution s belonged to the model F , which may not hold true in practice. We now
work with random variables X1, . . . ,Xn simulated according to a density s 6∈ F to illustrate the
robustness properties of our estimator.
We begin with an example proposed in Birge´ (2006). We generate X1, . . . ,Xn according to
the density
s(x) = 10
[
(1− 2n−1)1[0,1/10](x) + 2n−11[9/10,1](x)
]
for all x ∈ R
and compare our estimator to the maximum likelihood estimator for the uniform model
F = {fθ, θ ∈ [0.01, 10]} where fθ = θ−11[0,θ]. (13)
It is worthwhile to notice that h2(s,F ) = O(n−1), which means that s is close to F when n
is large, and that our estimator still satisfies E[h2(s, fθˆ)] = O(n−1). Contrary to our estimator,
the outliers make the m.l.e unstable as shown in the array below.
n = 10 n = 25 n = 50 n = 75 n = 100
R̂N (θˆ) 0.20 0.06 0.03 0.02 0.015
R̂N (θ˜mle) 0.57 0.56 0.56 0.56 0.57
Figure 4.2: Risks for simulated data averaged over 104 samples.
We now propose a second example based on the mixture of two uniform laws. We use the
same statistical model F but we modify the distribution of the observations. We take p ∈ (0, 1)
and define the true underlying density by
sp(x) = (1− p)f1(x) + pf2(x) for all x ∈ R.
Set p0 = 1− 1/
√
2. One can check that
H2(sp,F ) =
{
H2(sp, f1) if p ≤ p0
H2(sp, f2) if p > p0,
=
{
1−√2− p/√2 if p ≤ p0
1− (√2− p+√p)/2 if p > p0,
which means that the best estimator of F is f1 when p < p0 and f2 when p > p0.
We now compare our estimator θˆ to the m.l.e θ˜mle. For a lot of values of p, we simulate N
samples of n random variables with density sp and investigate the behaviour of the estimator
θ˜ ∈ {θˆ, θ˜mle} by computing the function
R̂p,n,N(θ˜) =
1
N
N∑
i=1
h2(sp, fθ˜(p,i))
where θ˜(p,i) is the value of the estimator θ˜ corresponding to the ith sample whose density is sp.
We draw below the functions p 7→ R̂p,n,N(θˆ), p 7→ R̂p,n,N(θ˜mle) and p 7→ H2(sp,F ) for n = 100
and then for n = 104.
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Figure 4.3: Red: p 7→ H2(sp,F ). Blue: p 7→ R̂p,n,5000(θˆ). Green: p 7→ R̂p,n,5000(θ˜mle).
We observe that the m.l.e is rather good when p ≥ p0 and very poor when p < p0. This can
be explained by the fact that the m.l.e θ˜mle is close to 2 as soon as the number n of observations
is large enough. The shape of the function p 7→ R̂p,n,5000(θˆ) is quite more satisfying since it
looks more like the function p 7→ H2(sp,F ). The lower figure suggests that R̂p,n,N(θˆ) converges
to H2(sp,F ) when n,N go to infinity except on a small neighbourhood before p0.
5. Models parametrized by a multidimensional parameter
5.1. Assumption. We now deal with models F = {fθ, θ ∈ Θ} indexed by a rectangle
Θ =
d∏
j=1
[mj ,Mj ]
of Rd with d larger than 2. Assumption 1 is supposed to be fulfilled all along this section.
5.2. Definition of the test. As previously, our estimation strategy is based on the existence
for all θ,θ′ ∈ Θ of a measurable function T (θ,θ′) of the observations possessing suitable sta-
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tistical properties. The definition of this functional is the natural extension of the one we have
proposed in Section 3.2.
Let for j ∈ {1, . . . , d}, tj ∈ (0, d1/αj ] and ǫj = tj(Rn)−1/αj . We then define the finite sets
Θdis =
{
(m1 + k1ǫ1, . . . ,md + kdǫd) , ∀j ∈ {1, . . . , d}, kj ≤ (Mj −mj)ǫ−1j
}
Fdis = {fθ, θ ∈ Θdis}.
Let π be the map defined on
∏d
j=1[mj ,Mj ] by
π(x) =
(
m1+⌊(x1−m1)/ǫ1⌋ǫ1, . . . ,md+⌊(xd−md)/ǫd⌋ǫd
)
for all x = (x1, . . . , xd) ∈
d∏
j=1
[mj,Mj ]
where ⌊·⌋ is the integer part. We then define T (θ,θ′) between two elements θ,θ′ ∈ Θ by
T (θ,θ′) = T (fπ(θ), fπ(θ′)) for all θ,θ
′ ∈ Θ =
d∏
j=1
[mj,Mj ] (14)
where T is the functional given by (4).
5.3. Basic ideas. For the sake of simplicity, we first consider the case d = 2. We shall build
a decreasing sequence (Θi)i of rectangles by induction. When there exists θ0 ∈ Θ such that
s = fθ0 , these rectangles Θi can be interpreted as confidence sets for θ0. Their construction is
strongly inspired from the heuristics of Section 3.1.
We set Θ1 = Θ. Assume that Θi = [a1, b1] × [a2, b2] and let us explain how we can build a
confidence set Θi+1 = [a1, b1]× [a′2, b′2] with a′2, b′2 satisfying b′2 − a′2 < b2 − a2.
We begin to build by induction two preliminary finite sequences (θ(j))1≤j≤N , (θ(j))1≤j≤N of
elements of R2. Let θ(1) = (a1, b1) be the bottom left-hand corner of Θi and θ
′(1) = (a1, b2) be
the top left-hand corner of Θi. Let r¯1(θ
(1),θ′(1)), r¯2(θ(1),θ′(1)), r¯1(θ′(1),θ(1)), r2(θ
′(1),θ(1)) be
positive numbers such that the rectangles
R1 = [a1, a1 + r¯1(θ(1),θ′(1))]× [a2, a2 + r¯2(θ(1),θ′(1))]
R′1 = [a1, a1 + r¯1(θ′(1),θ(1))]× [b2 − r2(θ′(1),θ(1)), b2]
are respectively included in the Hellinger balls
B(θ(1), κ1/2h(f
θ(1)
, f
θ′(1)
)
)
and B(θ′(1), κ1/2h(f
θ(1)
, f
θ′(1)
)
)
.
See (3) for the precise definition of these balls.
We define θ(2),θ′(2) ∈ R2 as follows
θ(2) =
{
θ(1) + (r¯1(θ
(1),θ′(1)), 0) if T (θ(1),θ′(1)) ≥ 0
θ(1) otherwise
θ′(2) =
{
θ′(1) + (r¯1(θ′(1),θ(1)), 0) if T (θ(1),θ′(1)) ≤ 0
θ′(1) otherwise.
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Here is an illustration.
• •
θ(1) θ(2)
R1
•θ
′(1)=θ′(2)
Figure 4.4: Construction of θ(2) and θ′(2) when T (θ(1),θ′(1)) > 0.
It is worthwhile to notice that in this figure, the heuristics of Section 3.1 suggest that θ0
belongs to Θi \ R1.
Now, if the first component of θ(2) = (θ
(2)
1 , θ
(2)
2 ) is larger than b1, that is θ
(2)
1 ≥ b1, we set
N = 1 and stop the construction of the vectors θ(i), θ′(i). Similarly, if θ′(2)1 ≥ b1, we set N = 1
and stop the construction of the θ(i), θ′(i).
If θ
(2)
1 < b1 and θ
′(2)
1 < b1, we consider positive numbers r¯1(θ
(2),θ′(2)), r¯2(θ(2),θ′(2)), r¯1(θ′(2),θ(2)),
r2(θ
′(2),θ(2)) such that the rectangles
R2 = [θ(2)1 , θ(2)1 + r¯1(θ(2),θ′(2))]× [a2, a2 + r¯2(θ(2),θ′(2))]
R′2 = [θ′(2)1 , θ′(2)1 + r¯1(θ′(2),θ(2))]× [b2 − r2(θ′(2),θ(2)), b2]
are respectively included in the Hellinger balls
B(θ(2), κ1/2h(f
θ(2)
, f
θ′(2)
)
)
and B(θ′(2), κ1/2h(f
θ(2)
, f
θ′(2)
)
)
.
We then define θ(3),θ′(3) ∈ R2 by
θ(3) =
{
θ(2) + (r¯1(θ
(2),θ′(2)), 0) if T (θ(2),θ′(2)) ≥ 0
θ(2) otherwise
θ′(3) =
{
θ′(2) + (r¯1(θ′(2),θ(2)), 0) if T (θ(2),θ′(2)) ≤ 0
θ′(2) otherwise.
If θ
(3)
1 ≥ b1 or if θ′(3)1 ≥ b1 we stop the construction and set N = 2. In the contrary case, we
repeat this step to build the vectors θ(4) and θ′(4).
We repeat these steps until the construction stops. Let N be the integer for which θ
(N+1)
1 ≥ b1
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or θ
′(N+1)
1 ≥ b1. We then define
a′2 =
{
a2 +min1≤j≤N r¯2(θ(j),θ′(j)) if θ
(N+1)
1 ≥ b1
a2 otherwise
b′2 =
{
b2 −min1≤j≤N r2(θ′(j),θ(j)) if θ′(N+1)1 ≥ b1
b2 otherwise
and set Θi+1 = [a1, b1]× [a′2, b′2].
• •
θ(1)θ(2)
R1
•
θ(3)=θ(4)
R2 •
θ(5)
R4 R5
•θ
′(1)=θ′(2)=θ′(3) •θ
′(4)
R′3
Θi+1
Figure 4.5: Illustration when N = 5, T (θ(i),θ′(i)) > 0 for i ∈ {1, 2, 4, 5} and T (θ(3),θ′(3)) < 0.
In this figure, the set
Θi \
(R1 ∪R2 ∪R′3 ∪R4 ∪R5)
is a confidence set for θ0. The set Θi+1 is the smallest rectangle containing this confidence set.
Remark 1. We define Θi+1 as a rectangle to make the procedure easier to implement.
Remark 2. By using a similar strategy, we can also build a confidence set Θi+1 of the form
Θi+1 = [a
′
1, b
′
1]× [a2, b2] where a′1, b′1 are such that b′1 − a′1 < b1 − a1.
We shall build the rectangles Θi until their diameters become sufficiently small. The estimator
we shall consider will be the center of the last rectangle built.
5.4. Procedure. In the general case, that is when d ≥ 2, we build a finite sequence of rectan-
gles (Θi)i of Θ =
∏d
j=1[mj,Mj ]. We consider κ > 0 and for all rectangle C =
∏d
j=1[aj, bj ] ⊂ Θ,
vectors θ,θ′ ∈ C, and integers j ∈ {1, . . . , d}, we introduce positive numbers r¯C,j(θ,θ′), rC,j(θ,θ′)
such that
C
⋂ d∏
j=1
[
θj − rC,j(θ,θ′), θj + r¯C,j(θ,θ′)
] ⊂ B(θ, κ1/2h(fθ, fθ′)). (15)
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We also consider for all j ∈ {1, . . . , d}, RC,j ≥ Rj such that
h2 (fθ, fθ′) ≥ sup
1≤j≤d
RC,j|θj − θ′j|αj for all θ, θ′ ∈ C. (16)
We finally consider for all j ∈ {1, . . . , d}, an one-to-one map ψj from {1, . . . , d−1} into {1, . . . , d}\
{j}.
We set Θ1 = Θ. Given Θi, we define Θi+1 by using the following algorithm.
Algorithm 2 Definition of Θi+1 from Θi
Require: Θi =
∏d
j=1[aj , bj]
1: Choose k ∈ {1, . . . , d} such that
RΘi,k(bk − ak)αk = max1≤j≤dRΘi,j(bj − aj)
αj
2: θ = (θ1, . . . , θd)← (a1, . . . , ad), θ′ = (θ′1, . . . , θ′d)← θ and θ′k ← bk
3: εj ← r¯Θi,j(θ,θ′) and ε′j ← r¯Θi,j(θ′,θ) for all j 6= k
4: εk ← (bk − ak)/2 and ε′k ← (bk − ak)/2
5: repeat
6: Test← T (θ,θ′)
7: For all j, r¯j ← r¯Θi,j(θ,θ′), r¯′j ← r¯Θi,j(θ′,θ), r′j ← rΘi,j(θ′,θ)
8: if Test ≥ 0 then
9: εψk(1) ← r¯ψk(1)
10: εψk(j) ← min(εψk(j), r¯ψk(j)) for all j ∈ {2, . . . , d− 1}
11: εk ← min(εk, r¯k)
12: J ← {1 ≤ j ≤ d− 1, θψk(j) + εψk(j) < bψk(j)}
13: if J 6= ∅ then
14: jmin ← min J
15: θψk(j) ← aψk(j) for all j ≤ jmin − 1
16: θψk(jmin) ← θψk(jmin) + εψk(jmin)
17: else
18: jmin ← d
19: end if
20: end if
21: if Test ≤ 0 then
22: ε′ψk(1) ← r¯′ψk(1)
23: ε′ψk(j) ← min(ε′ψk(j), r¯′ψk(j)) for all j ∈ {2, . . . , d− 1}
24: ε′k ← min(ε′k, r′k)
25: J ′ ←
{
1 ≤ j′ ≤ d− 1, θ′ψk(j′) + ε′ψk(j′) < bψk(j′)
}
26: if J ′ 6= ∅ then
27: j′min ← min J ′
28: θ′ψk(j) ← aψk(j) for all j ≤ j′min − 1
29: θ′ψk(j′min) ← θ
′
ψk(j
′
min)
+ ε′ψk(j′min)
30: else
31: j′min ← d
32: end if
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33: end if
34: until jmin = d or j
′
min = d
35: if jmin = d then
36: ak ← ak + εk
37: end if
38: if j′min = d then
39: bk ← bk − ε′k
40: end if
41: Θi+1 ←
∏d
j=1[aj, bj ]
42: Return: Θi+1
We now consider d positive numbers η1, . . . , ηd and use the algorithm below to build our
estimator θˆ.
Algorithm 3
1: Set aj = mj and bj =Mj for all j ∈ {1, . . . , d}
2: i← 0
3: while There exists j ∈ {1, . . . , d} such that bj − aj > ηj do
4: i← i+ 1
5: Build Θi and set a1, . . . , ad, b1, . . . , bd such that
∏d
j=1[aj , bj ] = Θi
6: end while
7: Return: θˆ = ((a1 + b1)/2, . . . , (ad + bd)/2)
The parameters κ, tj, ηj r¯C,j(θ,θ′), rC,j(θ,θ
′) can be interpreted as in dimension 1. We have
introduced a new parameter RC,j whose role is to control more accurately the Hellinger distance
in order to make the procedure faster. Sometimes, the computation of this parameter is difficult
in practice, in which case we can avoid it by proceeding as follows. For all θ,θ′ ∈ Θ,
h2 (fθ, fθ′) ≥ sup
1≤j≤d
R|θj − θ′j|αj
where R = min1≤j≤dRj, which means that we can always assume that Rj is independent
of j. Choosing RΘi,j = R simplifies the only line where this parameter is involved (line 1 of
Algorithm 2). It becomes
(bk − ak)αk = max
1≤j≤d
(bj − aj)αj
and k can be calculated without computing R.
5.5. Risk bound. Suitable values of the parameters lead to a risk bound for our estimator θˆ.
Theorem 5. Suppose that Assumption 1 holds. Let κ¯ be defined by (7), and assume that
κ ∈ (0, κ¯), and for all j ∈ {1, . . . , d}, tj ∈ (0, d1/αj ],
ǫj = tj(Rjn)
−1/αj , ηj ∈ [ǫj , d1/αj (Rjn)−1/αj ].
Suppose that for all rectangle C, θ,θ′ ∈ C, the numbers r¯C,j(θ,θ′), rC,j(θ,θ′), are such that (15)
holds.
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Then, for all ξ > 0, the estimator θˆ built by Algorithm 3 satisfies
P
[
Ch2(s, f
θˆ
) ≥ h2(s,F ) + d
n
+ ξ
]
≤ e−nξ
where C > 0 depends only on κ, (Rj/Rj)1≤j≤d, (αj)1≤j≤d, (tj)1≤j≤d.
Remark. A look at the proof of the theorem shows that Theorem 1 ensues from this theorem
when tj = d
1/αj and ηj = ǫj.
5.6. Choice of r¯C,j(θ,θ′) and rC,j(θ,θ
′). The parameters r¯C,j(θ,θ′), rC,j(θ,θ
′) are involved
in the procedure and must be calculated. They may be chosen arbitrary provided that the
rectangle
C
⋂ d∏
j=1
[
θj − rC,j(θ,θ′), θj + r¯C,j(θ,θ′)
]
is included in the Hellinger ball B(θ, κ1/2h(fθ, fθ′)). Indeed, the theoretical properties of the
estimator given by the preceding theorem does not depend on these values.
However, the numerical complexity of the algorithm strongly depends on these parameters.
The algorithm computes less tests when r¯C,j(θ,θ′), rC,j(θ,θ
′) are large and we have thus an
interest in defining them as the largest numbers possible. In the cases where a direct compu-
tation of these numbers is difficult, we may use a similar strategy that the one adopted in the
unidimensional case (Section 3.5).
First way. We may consider (RC,1, . . . , RC,d) ∈
∏d
j=1(0, Rj] such that
h2 (fθ, fθ′) ≤ sup
1≤j≤d
RC,j |θj − θ′j|αj for all θ,θ′ ∈ C (17)
and define them by
r¯C,j(θ,θ′) = rC,j(θ,θ
′) =
(
(κ/RC,j)h2(fθ, fθ′)
)1/αj . (18)
One can verify that this definition implies (15).
Second way. An alternative definition that does not involve the Hellinger distance is
r¯C,j(θ,θ′) = rC,j(θ,θ
′) =
(
κ/RC,j sup
1≤k≤d
RC,k|θ′k − θk|αk
)1/αj
. (19)
Similarly, one can check that (15) holds.
The complexity of our procedure can be upper-bounded as soon as r¯C,j(θ,θ′) and rC,j(θ,θ
′)
are large enough.
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Proposition 6. Suppose that the assumptions of Theorem 5 are fulfilled and that for all j ∈
{1, . . . , d}, all rectangle C, θ,θ′ ∈ C, the numbers r¯C,j(θ,θ′), rC,j(θ,θ′) are larger than(
κ/RC,j sup
1≤k≤d
RC,k|θ′k − θk|αk
)1/αj
(20)
where the RC,j and RC,j are respectively such that (16) and (17) hold and such that RC,j ≥ Rj
and RC,j ≤ Rj .
Then, the number of tests computed to build the estimator θˆ is smaller than
4
 d∏
j=1
(
1 +
(
Rj/(κRj)
)1/αj) d∑
j=1
max
{
1, log
(
Mj −mj
ηj
)} .
6. Simulations for multidimensional models
In this section, we complete the simulation study of Section 4 by dealing with multidimensional
models.
6.1. Models. We propose to work with the following models.
Example 1. F =
{
f(m,σ), (m,σ) ∈ [−5, 5]× [1/5, 5]
}
where
f(m,σ)(x) =
1√
2πσ
exp
(
−(x−m)
2
2σ2
)
for all x ∈ R.
Example 2. F =
{
f(m,σ), (m,σ) ∈ [−5, 5]× [1/5, 5]
}
where
f(m,σ)(x) =
σ
π ((x−m)2 + σ2) for all x ∈ R.
Example 3. F =
{
f(a,b), (a, b) ∈ [0.6, 10] × [0.1, 20]
}
where
f(a,b)(x) =
ba
Γ(a)
xa−1e−bx1[0,+∞)(x) for all x ∈ R
where Γ is the Gamma function.
Example 4. F =
{
f(a,b), (a, b) ∈ [0.7, 20] × [0.7, 20]
}
where
f(a,b)(x) =
1
B(a, b)
xa−1(1− x)b−11[0,1](x) for all x ∈ R.
and where B(a, b) is the Beta function.
Example 5. F =
{
f(m,λ), (m,λ) ∈ [−1, 1] × [1/5, 5]
}
where
f(m,λ)(x) = λe
−λ(x−m)
1[m,+∞)(x) for all x ∈ R.
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Example 6. F =
{
f(m,r), (m, r) ∈ [−0.5, 0.5] × [0.1, 2]
}
where
f(m,r)(x) = r
−1
1[m,m+r](x) for all x ∈ R.
We shall use our procedure with tj = 0 for all j ∈ {1, . . . , d} (that is Θdis = Θ, Fdis = F and
T (θ,θ′) = T (fθ, fθ′)) and with κ = 0.9κ¯, ηj = (Mj −mj)10−6. In order to avoid technicalities,
we delay to Section 8 the values of RC,j, r¯C,j(θ,θ
′), rC,j(θ,θ
′) that have been chosen in this
simulation study.
6.2. Simulations when s ∈ F . We simulate N = 104 independent samples (X1, . . . ,Xn)
according to a density s ∈ F and use our procedure to estimate s on each of the samples. In
examples 1,2,5,6 the density is s = f(0,1), in Example 3, s = f(2,3) and in Example 4, s = f(3,4).
The results are the following.
n = 25 n = 50 n = 75 n = 100
Example 1 R̂104(θˆ) 0.011 0.0052 0.0034 0.0025
R̂104(θ˜mle) 0.011 0.0052 0.0034 0.0025
R̂104,rel(θ˜mle) 10−4 6 · 10−5 −5 · 10−8 3 · 10−8
ŝtd104(θˆ) 0.012 0.0055 0.0035 0.0026
ŝtd104(θ˜mle) 0.012 0.0055 0.0035 0.0026
Example 2 R̂104(θˆ) 0.011 0.0052 0.0034 0.0026
R̂104(θ˜mle) 0.011 0.0052 0.0034 0.0026
R̂104,rel(θ˜mle) 10−8 10−8 −10−9 4 · 10−8
ŝtd104(θˆ) 0.011 0.0052 0.0035 0.0026
ŝtd104(θ˜mle) 0.011 0.0052 0.0035 0.0026
Example 3 R̂104(θˆ) 0.011 0.0052 0.0034 0.0025
R̂104(θ˜mle) 0.011 0.0052 0.0034 0.0025
R̂104,rel(θ˜mle) 2 · 10−4 2 · 10−5 10−7 10−7
ŝtd104(θˆ) 0.011 0.0053 0.0035 0.0026
ŝtd104(θ˜mle) 0.011 0.0053 0.0035 0.0026
Example 4 R̂104(θˆ) 0.011 0.0052 0.0034 0.0025
R̂104(θ˜mle) 0.011 0.0052 0.0034 0.0025
R̂104,rel(θ˜mle) 2 · 10−4 10−5 2 · 10−7 2 · 10−7
ŝtd104(θˆ) 0.011 0.0053 0.0035 0.0026
ŝtd104(θ˜mle) 0.011 0.0053 0.0035 0.0026
Example 5 R̂104(θˆ) 0.025 0.012 0.0082 0.0063
R̂104(θ˜mle) 0.025 0.012 0.0083 0.0063
R̂104,rel(θ˜mle) 0.020 -0.0020 -0.0073 0.0012
ŝtd104(θˆ) 0.025 0.012 0.0079 0.0061
ŝtd104(θ˜mle) 0.021 0.011 0.0070 0.0053
Example 6 R̂104(θˆ) 0.040 0.019 0.013 0.0098
R̂104(θ˜mle) 0.039 0.020 0.013 0.010
R̂104,rel(θ˜mle) 0.010 -0.015 -0.018 -0.016
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ŝtd104(θˆ) 0.033 0.016 0.011 0.0080
ŝtd104(θ˜mle) 0.027 0.014 0.0093 0.0069
The risk of our estimator is very close to the one of the m.l.e. In the first four examples they
are even almost indistinguishable. As in dimension 1, this can be explained by the fact that the
first four models are regular enough to ensure that our estimator is very close to the maximum
likelihood one.
To see this, let for c ∈ {0.99, 0.999, 1}, qc be the c-quantile of the random variable
max
{∣∣θˆ1 − θ˜mle,1∣∣, ∣∣θˆ2 − θ˜mle,2∣∣}
and qˆc be the empirical version based on 10
4 samples. These empirical quantiles are very small
as shown in the array below.
n = 25 n = 50 n = 75 n = 100
Example 1 qˆ0.99 9 · 10−7 9 · 10−7 9 · 10−7 9 · 10−7
qˆ0.999 0.023 10
−6 9 · 10−7 10−6
qˆ1 0.22 0.072 10
−6 10−6
Example 2 qˆ0.99 4 · 10−7 4 · 10−7 4 · 10−7 4 · 10−7
qˆ0.999 5 · 10−7 5 · 10−7 5 · 10−7 5 · 10−7
qˆ1 5 · 10−7 5 · 10−7 5 · 10−7 5 · 10−7
Example 3 qˆ0.99 7 · 10−7 7 · 10−7 7 · 10−7 7 · 10−7
qˆ0.999 9 · 10−7 8 · 10−7 8 · 10−7 8 · 10−7
qˆ1 1.5 0.29 10
−6 9 · 10−7
Example 4 qˆ0.99 10
−6 10−6 10−6 10−6
qˆ0.999 2 · 10−6 10−6 10−6 10−6
qˆ1 1.6 0.27 2 · 10−6 2 · 10−6
6.3. Simulations when s 6∈ F . Contrary to the maximum likelihood estimator, our estimator
possesses robustness properties. The goal of this section is to illustrate them.
Suppose that we observe n = 100 i.i.d random variables X1, . . . ,Xn from which we wish to
estimate their distribution by using a Gaussian model
F =
{
f(m,σ), (m,σ) ∈ [−10, 10] × [0.5, 10]
}
where f(m,σ) is the density of a Gaussian random variable with mean m and variance σ
2. The
preceding section shows that when the unknown underlying density s belongs to F , our estimator
is as good as the m.l.e. We now consider p ∈ [0, 1] and define s = sp where
sp(x) = (1− p)f(−5,1) + pf(5,1) for all x ∈ R.
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This density belongs to the model only if p = 0 or p = 1 and we are interested in comparing our
estimator to the m.l.e when p 6= 0 and p 6= 1.
We then proceed as in Section 4.5. For a lot of values of p ∈ [0, 1], we simulate N = 1000
samples of 100 random variables with density sp and measure the quality of the estimator θ˜ by
R̂p,N(θ˜) =
1
1000
1000∑
i=1
h2(sp, f
θ˜
(p,i))
where θ˜
(p,i)
is the value of θ˜ corresponding to the ith sample whose density is sp. We compute
this function for θ˜ ∈ {θ˜mle, θˆ} and obtain the graph below.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
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0.3
Figure 4.6: Red: p 7→ H2(sp,F ). Blue: p 7→ R̂p,1000(θˆ). Green: p 7→ R̂p,1000(θ˜mle).
This figure shows that the risk of our estimator is smaller than the one of the m.l.e when p is
close to 0 or 1 (says p ≤ 0.2 or p ≥ 0.8) and is similar otherwise. For the Gaussian model, our
estimator may thus be interpreted as a robust version of the m.l.e.
7. Proofs
7.1. A preliminary result. In this section, we show a result that will allow us to prove
Theorems 3 and 5. Given Θ′ ⊂ Θ, we recall that diamΘ′ stands for
diamΘ′ = sup
θ,θ′∈Θ′
h2(fθ, fθ′).
Theorem 7. Suppose that Assumption 1 holds. Let κ ∈ (0, κ¯), N ∈ N⋆ and let Θ1 . . .ΘN be N
non-empty subsets of Θ such that Θ1 = Θ. For all j ∈ {1, . . . , d}, let tj be an arbitrary number
of (0, d1/αj ] and
ǫj = tj(Rjn)
−1/αj .
Assume that for all i ∈ {1, . . . , N − 1}, there exists Li ≥ 1 such that for all ℓ ∈ {1, . . . , Li} there
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exist two elements θ(i,ℓ) 6= θ′(i,ℓ) of Θi such that
Θi \
Li⋃
ℓ=1
B(i,ℓ) ⊂ Θi+1 ⊂ Θi
where B(i,ℓ) is the set defined by
B(i,ℓ) =

A(i,ℓ) if T (θ(i,ℓ),θ′(i,ℓ)) > 0
A′(i,ℓ) if T (θ(i,ℓ),θ′(i,ℓ)) < 0
A(i,ℓ)
⋃
A′(i,ℓ) if T (θ(i,ℓ),θ′(i,ℓ)) = 0
where A(i,ℓ) and A′(i,ℓ) are the Hellinger balls defined by
A(i,ℓ) =
{
θ′′ ∈ Θi, h2(fθ′′ , fθ(i,ℓ)) ≤ κh2(fθ(i,ℓ) , fθ′(i,ℓ))
}
A′(i,ℓ) =
{
θ′′ ∈ Θi, h2(fθ′′ , fθ′(i,ℓ)) ≤ κh2(fθ(i,ℓ) , fθ′(i,ℓ))
}
and where T is the functional defined by (14). Suppose moreover that there exists κ0 > 0 such
that
κ0diam(Θi) ≤ inf
1≤ℓ≤Li
h2(f
θ(i,ℓ)
, f
θ′(i,ℓ)
) for all i ∈ {1, . . . , N − 1}.
Then, for all ξ > 0,
P
[
C inf
θ∈ΘN
h2(s, fθ) ≥ h2(s,F ) + DF
n
+ ξ
]
≤ e−nξ
where C > 0 depends only on κ, κ0, where
DF = max
d,
d∑
j=1
log
(
1 + t−1j
(
(d/α¯)(cRj/Rj)
)1/αj)
and where c depends only on κ.
This result says that if (Θi)1≤i≤N is a finite sequence of subsets of Θ satisfying the assumptions
of the theorem, then there exists an estimator θˆ with values in ΘN whose risk can be upper
bounded by
P
[
Ch2(s, f
θˆ
) ≥ h2(s,F ) + DF
n
+ ξ
]
≤ e−nξ.
We shall show that algorithms 1 and 3 correspond to suitable choices of sets Θi.
7.2. Proof of Theorem 7. Let θ0 ∈ Θ be such that
h2(s, fθ0) ≤ h2(s,F ) + 1/n.
Define Cκ such that (1 +
√
Cκ)
2 = κ−1 and ε ∈ (1/√2, 1) such that(
1 + min
(
1−ε
2 , ε− 1√2
))4
(1 + ε) + min
(
1−ε
2 , ε− 1√2
)
1− ε−min
(
1−ε
2 , ε− 1√2
) = Cκ.
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We then set
β = min
{
(1− ε)/2, ε − 1/
√
2
}
γ = (1 + β)(1 + β−1) [1− ε+ (1 + β)(1 + ε)]
c = 24
(
2 +
√
2/6 (ε − 1/
√
2)
)
/(ε− 1/
√
2)2 · 103
δ = (1 + β−1)
[
1− ε+ (1 + β)3(1 + ε)]+ c(1 + β)2.
The proof of the theorem is based on the lemma below whose proof is delayed to Section 7.2.1.
Lemma 1. For all ξ > 0, there exists an event Ωξ such that P (Ωξ) ≥ 1 − e−nξ and on which
the following assertion holds: if there exists p ∈ {1, . . . , N − 1} such that θ0 ∈ Θp and such that
γh2(s, fθ0) + δ
(
DF
n
+ ξ
)
< β inf
ℓ∈{1,...,Lp}
(
h2(fθ0 , fθ(p,ℓ)) + h
2(fθ0 , fθ′(p,ℓ))
)
(21)
then θ0 ∈ Θp+1.
The result of Theorem 7 is straightforward if θ0 ∈ ΘN , and we shall thus assume that θ0 6∈ ΘN .
Set
p = max {i ∈ {1, . . . , N − 1}, θ0 ∈ Θi} .
Let θ′0 be any element of ΘN . Then, θ
′
0 belongs to Θp and
h2(fθ0 , fθ′0) ≤ sup
θ,θ′∈Θp
h2(fθ, fθ′)
≤ κ−10 inf
ℓ∈{1,...,Lp}
h2(f
θ(p,ℓ)
, f
θ′(p,ℓ)
)
≤ 2κ−10 inf
ℓ∈{1,...,Lp}
(
h2(fθ0 , fθ(p,ℓ)) + h
2(fθ0 , fθ′(p,ℓ))
)
.
By definition of p, θ0 ∈ Θp \Θp+1. We then derive from the above lemma that on Ωξ,
β inf
ℓ∈{1,...,Lp}
(
h2(fθ0 , fθ(p,ℓ)) + h
2(fθ0 , fθ′(p,ℓ))
) ≤ γh2(s, fθ0) + δDF + nξn .
Hence,
h2(fθ0 , fθ′0) ≤
2
βκ0
(
γh2(s, fθ0) + δ
DF + nξ
n
)
and thus
h2(s, fθ′0) ≤ 2h2 (s, fθ0) + 2h2(fθ0 , fθ′0)
≤
(
2 +
4γ
βκ0
)
h2(s, fθ0) +
4δ
nβκ0
(DF + nξ) .
Since h2(s, fθ0) ≤ h2(s,F ) + 1/n, there exists C > 0 such that
Ch2(s, fθ′0) ≤ h2(s,F ) +
DF
n
+ ξ on Ωξ.
This concludes the proof.
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7.2.1. Proof of Lemma 1. We use the claim below whose proof is postponed to Section 7.2.2
Claim 1. For all ξ > 0, there exists an event Ωξ such that P (Ωξ) ≥ 1− e−nξ and on which, for
all f, f ′ ∈ Fdis ,
(1− ε) h2(s, f ′) + T (f, f
′)√
2
≤ (1 + ε) h2(s, f) + c(DF + nξ)
n
(see Section 5.2 for the definition of Fdis).
Let p ∈ {1, . . . , N − 1} such that θ0 ∈ Θp and (21) holds. Let ℓ ∈ {1, . . . , Lp}. The aim
is to show that θ0 6∈ B(p,ℓ). Without lost of generality, we assume that T (θ(p,ℓ),θ′(p,ℓ)) =
T (fπ(θ(p,ℓ)), fπ(θ′(p,ℓ))) is non-negative, and prove that θ0 6∈ A(p,ℓ).
On the event Ωξ, we deduce from the claim
(1− ε) h2(s, fπ(θ′(p,ℓ))) ≤ (1 + ε) h2(s, fπ(θ(p,ℓ))) + c
(DF + nξ)
n
.
Consequently, by using the triangular inequality and the above inequality
(1− ε)h2(fθ0 , fπ(θ′(p,ℓ))) ≤
(
1 + β−1
)
(1− ε) h2(s, fθ0)
+(1 + β) (1− ε) h2(s, fπ(θ′(p,ℓ)))
≤ (1 + β−1) (1− ε) h2(s, fθ0)
+(1 + β)
[
(1 + ε) h2(s, fπ(θ(p,ℓ))) + c
(DF + nξ)
n
]
.
Since h2(s, fπ(θ(p,ℓ))) ≤ (1 + β−1)h2(s, fθ0) + (1 + β)h2(fθ0 , fπ(θ(p,ℓ))),
(1− ε) h2(fθ0 , fπ(θ′(p,ℓ))) ≤ (1 + β−1) [1− ε+ (1 + β)(1 + ε)] h2(s, fθ0) (22)
+(1 + β)2(1 + ε)h2(fθ0 , fπ(θ(p,ℓ)))
+
c(1 + β) (DF + nξ)
n
.
Remark now that for all θ ∈ Θ,
h2(fθ, fπ(θ)) ≤ sup
1≤j≤d
Rjǫ
αj
j ≤ d/n.
By using the triangular inequality,
h2(fθ0 , fπ(θ(p,ℓ))) ≤ (1 + β)h2(fθ0 , fθ(p,ℓ)) + d(1 + β−1)/n
h2(fθ0 , fθ′(p,ℓ)) ≤ (1 + β)h2(fθ0 , fπ(θ′(p,ℓ))) + d(1 + β−1)/n.
We deduce from these two inequalities and from (22) that
(1− ε) h2(fθ0 , fθ′(p,ℓ))≤γh2(s, fθ0) + (1 + β)4(1 + ε)h2(fθ0 , fθ(p,ℓ))
+
d(1 + β−1)
[
1− ε+ (1 + β)3(1 + ε)]+ c(1 + β)2 (DF + nξ)
n
.
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Since DF ≥ d and δ ≥ 1
(1− ε) h2(fθ0 , fθ′(p,ℓ)) ≤ γh2(s, fθ0) +
δ (DF + nξ)
n
+(1 + β)4(1 + ε)h2(fθ0 , fθ(p,ℓ)).
By using (21),
(1− ε) h2(fθ0 , fθ′(p,ℓ)) < β
(
h2(fθ0 , fθ(p,ℓ)) + h
2(fθ0 , fθ′(p,ℓ))
)
+(1 + β)4(1 + ε)h2(fθ0 , fθ(p,ℓ))
and thus
h2(fθ0 , fθ′(p,ℓ)) < Cκh
2(fθ0 , fθ(p,ℓ)).
Finally,
h2(f
θ(p,ℓ)
, f
θ′(p,ℓ)
) ≤ (h(fθ0 , fθ(p,ℓ)) + h(fθ0 , fθ′(p,ℓ)))2
<
(
1 +
√
Cκ
)2
h2(fθ0 , fθ(p,ℓ))
< κ−1h2(fθ0 , fθ(p,ℓ))
which leads to θ0 6∈ A(p,ℓ) as wished.
7.2.2. Proof of Claim 1. This claim ensues from the work of Baraud (2011). More precisely,
we derive from Proposition 2 of Baraud (2011) that for all f, f ′ ∈ Fdis,(
1− 1√
2
)
h2(s, f ′) +
T (f, f ′)√
2
≤
(
1 +
1√
2
)
h2(s, f) +
T (f, f ′)− E [T (f, f ′)]√
2
.
Let z = ε− 1/√2 ∈ (0, 1 − 1/√2). We define Ωξ by
Ωξ =
⋂
f,f ′∈Fdis
[
T (f, f ′)− E [T (f, f ′)]
z (h2(s, f) + h2(s, f ′)) + c(DF + nξ)/n
≤
√
2
]
.
On this event, we have
(1− ε) h2(s, f ′) + T (f, f
′)√
2
≤ (1 + ε) h2(s, f) + cDF + nξ
n
and it remains to prove that P (Ωcξ) ≤ e−nξ.
The following claim shows that Assumption 3 of Baraud (2011) is fulfilled.
Claim 2. Let
τ = 4
2 + n
√
2
6 z
n2
6 z
2
η2F = max
3de4,
d∑
j=1
log
(
1 + 2t−1j
(
(d/α¯)(cRj/Rj)
)1/αj) .
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Then, for all r ≥ 2ηF , ∣∣Fdis ∩ Bh (s, r√τ)∣∣ ≤ exp(r2/2) (23)
where Bh(s, r
√
τ) is the Hellinger ball centered at s with radius r
√
τ defined by
Bh(s, r
√
τ) =
{
f ∈ L1+(X, µ), h2(s, f) ≤ r2τ
}
.
We then derive from Lemma 1 of Baraud (2011) that for all ξ > 0 and y2 ≥ τ (4η2
F
+ nξ
)
,
P
[
sup
f,f ′∈Fdis
(
T (f, f ′)− E [T (f, f ′)]) /√2
(h2(s, f) + h2(s, f ′)) ∨ y2 ≥ z
]
≤ e−nξ.
Notice now that 4η2
F
≤ 103DF and 103τ ≤ c/n. This means that we can choose
y2 = c (DF + nξ) /n,
which concludes the proof of Claim 1.
Proof of Claim 2. If Fdis ∩ Bh(s, r
√
τ) = ∅, (23) holds. In the contrary case, there exists θ0 =
(θ0,1, . . . , θ0,d) ∈ Θdis such that h2(s, fθ0) ≤ r2τ and thus
|Fdis ∩ Bh(s, r
√
τ)| ≤ |Fdis ∩ Bh(fθ0 , 2r
√
τ)|.
Now,
|Fdis ∩ Bh(fθ0 , 2r
√
τ)| = ∣∣{fθ, θ ∈ Θdis, h2(fθ, fθ0) ≤ 4r2τ}∣∣
≤ ∣∣{θ ∈ Θdis, ∀j ∈ {1, . . . , d}, Rj|θj − θ0,j|αj ≤ 4r2τ}∣∣ .
Let k0,j ∈ N be such that θ0,j = mj + k0,jǫj. Then,
|Fdis ∩ Bh(fθ0 , 2r
√
τ)| ≤
d∏
j=1
∣∣∣{kj ∈ N, |kj − k0,j | ≤ (4r2τ/Rj)1/αj ǫ−1j }∣∣∣
≤
d∏
j=1
(
1 + 2ǫ−1j
(
4r2τ/Rj
)1/αj) .
By using 4τ ≤ c/n and ǫj = tj(Rjn)−1/αj ,
|Fdis ∩ Bh(fθ0 , 2r
√
τ)| ≤
d∏
j=1
(
1 + 2t−1j
(
r2cRj/Rj
)1/αj) .
If α¯ ≤ e−4, one can check that η2
F
≥ 4d/α¯ (since c ≥ 1 and t−1j ≥ d−1/αj ). If now α¯ ≥ e−4,
then η2
F
≥ 3de4 ≥ 3d/α¯. In particular, we always have r2 ≥ 10 (d/α¯).
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We derive from the weaker inequality r2 ≥ d/α¯ that
|Fdis ∩ Bh(fθ0 , 2r
√
τ)| ≤
(
r2
d/α¯
)d/α¯ d∏
j=1
(
1 + 2t−1j
(
(d/α¯)(cRj/Rj)
)1/αj)
≤ exp
(
log
(
r2/(d/α¯)
)
r2/(d/α¯)
r2
)
exp
(
η2F
)
.
We then deduce from the inequalities r2/(d/α¯) ≥ 10 and η2
F
≤ r2/4 that
|Fdis ∩ Bh(fθ0 , 2r
√
τ)| ≤ exp (r2/4) exp (r2/4) ≤ exp(r2/2)
as wished.
7.3. Proof of Theorem 3. This theorem ensues from the following result.
Theorem 8. Suppose that the assumptions of Theorem 3 holds. For all ξ > 0, the estimator θˆ
built in Algorithm 1 satisfies
P
[
Ch2(s, fθˆ) ≥ h2(s,F ) +
DF
n
+ ξ
]
≤ e−nξ
where C > 0 depends only on κ,R/R, where
DF = max
{
1, log
(
1 + t−1
(
cR/(αR)
)1/α )}
and where c depends on κ only. Besides, if
h2(fθ2 , fθ′2) ≤ h2(fθ1 , fθ′1) for all m ≤ θ1 ≤ θ2 < θ′2 ≤ θ′1 ≤M
then C depends only on κ.
Proof. The theorem follows from Theorem 7 page 134 where Θi = [θ
(i), θ′(i)] and Li = 1. Note
that
diamΘi ≤ R
(
θ′(i) − θ(i))α ≤ (R/R)h2(fθ(i) , fθ′(i))
which implies that the assumptions of Theorem 7 are fulfilled with κ0 = R/R. Consequently,
P
[
C inf
θ∈ΘN
h2(s, fθ) ≥ h2(s,F ) + DF
n
+ ξ
]
≤ e−nξ
where ΘN = [θ
(N), θ′(N)] is such that θ′(N) − θ(N) ≤ η. Now, for all θ ∈ ΘN ,
h2(s, fθˆ) ≤ 2h2(s, fθ) + 2h2(fθ, fθˆ)
≤ 2h2(s, fθ) + 2Rηα
hence,
h2(s, fθˆ) ≤ 2 infθ∈ΘN h
2(s, fθ) + 2/n
which establishes the first part of the theorem. The second part derives from the fact that
under the additional assumption, diamΘi ≤ h2(fθ(i) , fθ′(i)), which means that the assumptions
of Theorem 7 are fulfilled with κ0 = 1.
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7.4. Proof of Proposition 4. For all i ∈ {1, . . . , N − 1},
θ(i+1) ∈
{
θ(i), θ(i) +min
(
r¯(θ(i), θ′(i)), (θ′(i) − θ(i))/2
)}
θ′(i+1) ∈
{
θ′(i), θ′(i) −min
(
r(θ(i), θ′(i)), (θ′(i) − θ(i))/2
)}
.
Since r¯(θ(i), θ′(i)) and r(θ(i), θ′(i)) are larger than
(κR/R)1/α(θ′(i) − θ(i)),
we have
θ′(i+1) − θ(i+1) ≤ max
{
1− (κR/R)1/α, 1/2} (θ′(i) − θ(i)).
By induction, we derive that for all i ∈ {1, . . . , N − 1},
θ′(i+1) − θ(i+1) ≤
(
max
{
1− (κR/R)1/α, 1/2})i (M −m).
The procedure requires thus the computation of at most N tests where N is the smallest integer
such that (
max
{
1− (κR/R)1/α, 1/2})N (M −m) ≤ η
that is
N ≥ log ((M −m)/η)
− log
[
max
{
1− (κR/R)1/α, 1/2}] .
We conclude by using the inequality −1/ log(1− x) ≤ 1/x for all x ∈ (0, 1).
7.5. Proofs of Proposition 6 and Theorem 5.
7.5.1. Rewriting of Algorithm 3. We rewrite the algorithm to introduce some notations
that will be essential to prove Proposition 6 and Theorem 5.
Algorithm 4 Construction of Θi+1 from Θi.
Require: Θi =
∏d
j=1[a
(i)
j , b
(i)
j ]
1: Choose k(i) ∈ {1, . . . , d} such that
RΘi,k(i)
(
b
(i)
k(i)
− a(i)
k(i)
)α
k(i) = max
1≤j≤d
RΘi,j
(
b
(i)
j − a(i)j
)αj .
2: θ(i,1) = (a
(i)
1 , . . . , a
(i)
d ), θ
′(i,1) = θ(i,1) and θ′(i,1)
k(i)
= b
(i)
k(i)
.
3: εj
(i,0) = r¯Θi,j(θ
(i,1),θ′(i,1)) and εj ′(i,0) = r¯Θi,j(θ
′(i,1),θ(i,1)) for all j 6= k(i)
4: ε
(i,0)
k(i)
= (b
(i)
k(i)
− a(i)
k(i)
)/2 and ε
′(i,0)
k(i)
= (b
(i)
k(i)
− a(i)
k(i)
)/2
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5: for all ℓ ≥ 1 do
6: θ(i,ℓ+1) = θ(i,ℓ) and θ′(i,ℓ+1) = θ′(i,ℓ)
7: if T (θ(i,ℓ),θ′(i,ℓ)) ≥ 0 then
8: ε
(i,ℓ)
ψ
k(i)
(1) = r¯Θi,ψk(i)(1)
(θ(i,ℓ),θ′(i,ℓ))
9: ε
(i,ℓ)
ψ
k(i)
(j) = min(ε
(i,ℓ−1)
ψ
k(i)
(j), r¯Θi,ψk(i)(j)
(θ(i,ℓ),θ′(i,ℓ))), for all j ∈ {2, . . . , d− 1}
10: ε
(i,ℓ)
k(i)
= min(ε
(i,ℓ−1)
k(i)
, r¯Θi,k(i)(θ
(i,ℓ),θ′(i,ℓ)))
11: J(i,ℓ) =
{
1 ≤ j ≤ d− 1, θ(i,ℓ)ψ
k(i)
(j) + ε
(i,ℓ)
ψ
k(i)
(j) < b
(i)
ψ
k(i)
(j)
}
12: if J(i,ℓ) 6= ∅ then
13: j
(i,ℓ)
min = min J
(i,ℓ)
14: θ
(i,ℓ+1)
ψ
k(i)
(j) = a
(i)
ψ
k(i)
(j) for all j ≤ j
(i,ℓ)
min − 1
15: θ
(i,ℓ+1)
ψ
k(i)
(j
(i,ℓ)
min )
= θ
(i,ℓ)
ψ
k(i)
(j
(i,ℓ)
min )
+ ε
(i,ℓ)
ψ
k(i)
(j
(i,ℓ)
min )
16: else
17: j
(i,ℓ)
min = d
18: end if
19: end if
20: if T (θ(i,ℓ),θ′(i,ℓ)) ≤ 0 then
21: ε
′(i,ℓ)
ψ
k(i)
(1) = r¯Θi,ψk(i)(1)
(θ′(i,ℓ),θ(i,ℓ))
22: ε
′(i,ℓ)
ψ
k(i)
(j) = min(ε
′(i,ℓ−1)
ψ
k(i)
(j), r¯Θi,ψk(i)(j)
(θ′(i,ℓ),θ(i,ℓ))), for all j ∈ {2, . . . , d− 1}
23: ε
′(i,ℓ)
k(i)
= min(ε
′(i,ℓ−1)
k(i)
, rΘi,k(i)(θ
′(i,ℓ),θ(i,ℓ)))
24: J′(i,ℓ) =
{
1 ≤ j ≤ d− 1, θ′(i,ℓ)
ψ
k(i)
(j)
+ ε
′(i,ℓ)
ψ
k(i)
(j)
< b
(i)
ψ
k(i)
(j)
}
25: if J′(i,ℓ) 6= ∅ then
26: j
′(i,ℓ)
min = J
′(i,ℓ)
27: θ
′(i,ℓ+1)
ψ
k(i)
(j)
= a
(i)
ψ
k(i)
(j)
for all j ≤ j′(i,ℓ)min − 1
28: θ
′(i,ℓ+1)
ψ
k(i)
(j
′(i,ℓ)
min )
= θ
(i,ℓ)
ψ
k(i)
(j
′(i,ℓ)
min )
+ ε
′(i,ℓ)
ψ
k(i)
(j
′(i,ℓ)
min )
29: else
30: j
′(i,ℓ)
min = d
31: end if
32: end if
33: if j
(i,ℓ)
min = d or j
′(i,ℓ)
min = d then
34: Li = ℓ and quit the loop
35: end if
36: a
(i+1)
j = a
(i)
j and b
(i+1)
j = b
(i)
j for all j 6= k(i)
37: end for
38: if j
(i,ℓ)
min = d then
39: a
(i+1)
k(i)
= a
(i)
k(i)
+ ε
(i,Li)
k(i)
40: end if
41: if j
′(i,ℓ)
min = d then
42: b
(i+1)
k(i)
= b
(i)
k(i)
− ε′(i,Li)
k(i)
43: end if
44: Return: Θi+1 =
∏d
j=1[a
(i+1)
j , b
(i+1)
j ]
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Algorithm 4 Rewriting of Algorithm 3.
45: Θ1 =
∏d
j=1[a
(1)
j , b
(1)
j ] =
∏d
j=1[mj,Mj ]
46: for all i ≥ 1 do
47: if There exists j ∈ {1, . . . , d} such that b(i)j − a(i)j > ηj then
48: Compute Θi+1
49: else
50: Leave the loop and set N = i
51: end if
52: end for
53: Return:
θˆ =
(
a
(N)
1 + b
(N)
1
2
, . . . ,
a
(N)
d + b
(N)
d
2
)
7.5.2. Proof of Proposition 6. The algorithm computes
∑N
i=1 Li tests. Define for all j ∈
{1, . . . , d},
Ij =
{
i ∈ {1, . . . , N}, k(i) = j
}
.
Then, ∪dj=1Ij = {1, . . . , N}. Since
N∑
i=1
Li ≤
d∑
j=1
|Ij | sup
i∈Ij
Li, (24)
we begin to bound |Ij | from above. For all i ∈ {1, . . . , N − 1},
b
(i+1)
j − a(i+1)j ≤ b(i)j − a(i)j −min
(
ε
(i,Li)
j , ε
′(i,Li)
j
)
if i ∈ Ij
b
(i+1)
j − a(i+1)j = b(i)j − a(i)j if i 6∈ Ij.
For all i ∈ Ij , and all ℓ ∈ {1, . . . , Li}, we derive from (20), from the equality θ′(i,ℓ)j = b(i)j ,
θ
(i,ℓ)
j = a
(i)
j and from the inequalities RΘi,j ≥ Rj and RΘi,j ≤ Rj that
r¯Θi,j(θ
(i,ℓ),θ′(i,ℓ)) ≥ (κRj/Rj)1/αj (b(i)j − a(i)j ) (25)
rΘi,j(θ
′(i,ℓ),θ(i,ℓ)) ≥ (κRj/Rj)1/αj (b(i)j − a(i)j ). (26)
Consequently,
min
(
ε
(i,Li)
j , ε
′(i,Li)
j
)
≥ min
{
(b
(i)
j − a(i)j )/2, (κRj/Rj)1/αj (b(i)j − a(i)j )
}
.
We then have,
b
(i+1)
j − a(i+1)j ≤ max
(
1/2, 1 − (κRj/Rj)1/αj) (b(i)j − a(i)j ) when i ∈ Ij
b
(i+1)
j − a(i+1)j = b(i)j − a(i)j when i 6∈ Ij .
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Let nj be any integer such that(
max
{
1/2, 1 − (κRj/Rj)1/αj})nJ ≤ ηj/(Mj −mj).
If |Ij | > nj, then for i = max Ij,
b
(i)
j − a(i)j ≤
(
max
{
1/2, 1 − (κRj/Rj)1/αj})|Ij|−1 (Mj −mj)
≤
(
max
{
1/2, 1 − (κRj/Rj)1/αj})nJ (Mj −mj)
and thus b
(i)
j − a(i)j ≤ ηj . This is impossible because i ∈ Ij implies that b(i)j − a(i)j > ηj.
Consequently, |IJ | ≤ nj. We then set nj as the smallest integer larger than
log (ηj/(Mj −mj))
log
(
max
{
1/2, 1 − (κRj/Rj)1/αj}) .
By using the inequality −1/ log(1− x) ≤ 1/x for all x ∈ (0, 1), we obtain
|Ij | ≤ 1 + max
(
1/ log 2,
(
κRj/Rj
)−1/αj) log(Mj −mj
ηj
)
.
We now roughly bound from above the right-hand side of this inequality:
|Ij | ≤ 2
(
1 +
(
Rj/(κRj)
)1/αj)(1 ∨ log(Mj −mj
ηj
))
.
We recall that our aim is to bound from above
∑N
i=1 Li. Thanks to (24), it remains to upper
bound supi∈Ij Li. This ensues from the following lemma.
Lemma 2. Let
L =
{
1 ≤ ℓ ≤ Li, T (θ(i,ℓ),θ′(i,ℓ)) ≥ 0
}
and L′ =
{
1 ≤ ℓ ≤ Li, T (θ(i,ℓ),θ′(i,ℓ)) ≤ 0
}
.
Then,
|L| ≤
∏
k∈{1,...,d}\{k(i)}
[
1 +
(
Rk/(κRk)
)1/αk]
|L′| ≤
∏
k∈{1,...,d}\{k(i)}
[
1 +
(
Rk/(κRk)
)1/αk] .
Since {1, . . . , Li} ⊂ L ∪ L′, we obtain
d∑
j=1
|Ij | sup
i∈Ij
Li ≤ 4
 d∑
j=1
(
1 ∨ log
(
Mj −mj
ηj
)) d∏
j=1
(
1 +
(
Rj/(κRj)
)1/αj) ,
which completes the proof.
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7.5.3. Proof of Lemma 2. Without lost of generality and for the sake of simplicity, we assume
that k(i) = d and ψd(j) = j for all j ∈ {1, . . . , d − 1}. Let ℓ1 < · · · < ℓr be the elements of L.
Define for all p ∈ {1, . . . , d− 1}, kp,0 = 0 and by induction for all integer m,
kp,m+1 =
{
inf
{
k > kp,m, j
(i,ℓk)
min > p
}
if there exists k ∈ {kp,m + 1, . . . , r} such that j(i,ℓk)min > p
r otherwise.
Let Mp be the smallest integer m for which kp,m = r. Set for all m ∈ {0, . . . ,Mp − 1},
Kp,m = {kp,m + 1, . . . , kp,m+1} .
The cardinality of Kp,m can be upper bounded by the claim below.
Claim 3. For all p ∈ {1, . . . , d− 1} and m ∈ {0, . . . ,Mp − 1},
|Kp,m| ≤
p∏
k=1
[
1 +
(
Rk
κRk
)1/αk]
. (27)
Lemma 2 follows from the equality L = Kd−1,0. The cardinality of L′ can be bounded from
above in the same way.
Proof of Claim 3. The result is proved by induction. We begin to prove (27) when p = 1.
Let m ∈ {0, . . . ,M1 − 1}. We have θ
(i,ℓk1,m+1)
1 = a
(i)
1 and for j ∈ {1, . . . , k1,m+1 − k1,m − 1},
θ
(i,ℓk1,m+j+1)
1 ≥ θ
(i,ℓk1,m+j)
1 + r¯Θi,1
(
θ
(i,ℓk1,m+j),θ
′(i,ℓk1,m+j)
)
.
Now,
r¯Θi,1
(
θ
(i,ℓk1,m+j),θ
′(i,ℓk1,m+j)
)
≥
(
(κRΘi,d/RΘi,1)(b
(i)
d − a(i)d )αd
)1/α1
.
Since RΘi,d(b
(i)
d − a(i)d )αd ≥ RΘi,1(b
(i)
1 − a(i)1 )α1 ,
r¯Θi,1
(
θ
(i,ℓk1,m+j),θ
′(i,ℓk1,m+j)
)
≥ (κRΘi,1/RΘi,1)1/α1 (b(i)1 − a(i)1 )
≥ (κR1/R1)1/α1(b(i)1 − a(i)1 ). (28)
This leads to
θ
(i,ℓk1,m+j+1)
1 ≥ θ
(i,ℓk1,m+j)
1 +
(
κR1/R1
)1/α1 (b(i)1 − a(i)1 ).
Moreover, θ
(i,ℓk1,m+1)
1 ≤ b(i)1 (because all the θ(i,ℓ),θ′(i,ℓ) belong to Θi). Consequently,
a
(i)
1 + (k1,m+1 − k1,m − 1)
(
κR1/R1
)1/α1 (b(i)1 − a(i)1 ) ≤ b(i)1 ,
which shows the result for p = 1.
Suppose now that (27) holds for p ∈ {1, . . . , d− 2}. We shall show that it also holds for p+1.
Let m ∈ {0, . . . ,Mp+1 − 1}. We use the claim below whose proof is postponed to Section 7.5.6.
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Claim 4. For all m ∈ {0, . . . ,Mp+1 − 1}, there exists m′ ∈ {0, . . . ,Mp − 1} such that kp,m′+1 ∈
Kp+1,m.
The claim says that we can consider the smallest integer m0 of {0, . . . ,Mp − 1} such that
kp,m0+1 > kp+1,m, and the larger integer m1 of {0, . . . ,Mp − 1} such that kp,m1+1 ≤ kp+1,m+1.
We define
Im0 = {kp+1,m + 1, . . . , kp,m0+1}
Im′ =
{
kp,m′ + 1, . . . , kp,m′+1
}
for all m′ ∈ {m0 + 1, . . . ,m1}
Im1+1 = {kp,m1+1 + 1, . . . , kp+1,m+1} .
We then have
Kp+1,m =
m1+1⋃
m′=m0
Im′ .
Notice that for all m′ ∈ {m0, . . . ,m1}, Im′ ⊂ Kp,m′ . We consider two cases.
• If kp,m1+1 = kp+1,m+1, then Im1+1 = ∅ and thus, by using the above inclusion and the
induction assumption,
|Kp+1,m′ | ≤ (m1 −m0 + 1)
p∏
k=1
[
1 +
(
Rk
κRk
)1/αk]
.
• If kp,m1+1 < kp+1,m+1 then m1+1 ≤Mp− 1. Indeed, if this is not true, then m1 = Mp− 1,
which leads to kp,m1+1 = r and thus kp+1,m+1 > r. This is impossible since kp+1,m+1 is
always smaller than r (by definition). Consequently, Im1+1 ⊂ Kp,m1+1 and we derive from
the induction assumption,
|Kp+1,m′ | ≤ (m1 −m0 + 2)
p∏
k=1
[
1 +
(
Rk
κRk
)1/αk]
.
We now bound from above m1 −m0.
Since for all k ∈ {kp+1,m + 1, . . . , kp,m0+1 − 1}, j(i,ℓk)min ≤ p, we have
θ
(i,ℓkp,m0+1
)
p+1 = θ
(i,ℓkp+1,m+1)
p+1 = a
(i)
p+1.
Since j
(i,ℓkp,m0+1
)
min = p+ 1,
θ
(i,ℓkp,m0+1+1
)
p+1 ≥ θ
(i,ℓkp,m0+1
)
p+1 + r¯Θi,p+1
(
θ(i,1),θ′(i,1)
)
and thus by using a similar argument as the one used in the proof of (28),
θ
(i,ℓkp,m0+1+1
)
p+1 ≥ θ
(i,ℓkp,m0+1
)
p+1 +
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1)
≥ a(i)p+1 +
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1) .
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Similarly, for all m′ ∈ {m0 + 1, . . . ,m1} and k ∈
{
kp,m′ + 1, . . . , kp,m′+1 − 1
}
, j
(i,ℓk)
min ≤ p and thus
θ
(i,ℓk
p,m′+1
)
p+1 = θ
(i,ℓk
p,m′
+1)
p+1 .
Moreover, for all m′ ∈ {m0 + 1, . . . ,m1 − 1}, j
(i,ℓk
p,m′+1
)
min = p+ 1 and thus
θ
(i,ℓk
p,m′+1
+1)
p+1 ≥ θ
(i,ℓk
p,m′+1
)
p+1 +
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1) (29)
≥ θ(i,ℓkp,m′+1)p+1 +
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1) .
This leads to
θ
(i,ℓkp,m1+1
)
p+1 ≥ θ
(i,ℓkp,m0+1+1
)
p+1 + (m1 −m0 − 1)
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1)
≥ a(i)p+1 + (m1 −m0)
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1) .
There are two types of cases involved: if kp,m1+1 = kp+1,m+1 and if kp,m1+1 < kp+1,m+1.
• If kp,m1+1 = kp+1,m+1,
θ
(i,ℓkp+1,m+1)
p+1 = θ
(i,ℓkp,m1+1
)
p+1
≥ a(i)p+1 + (m1 −m0)
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1) .
Since θ
(i,ℓkp+1,m+1)
p+1 ≤ b(i)p+1, we have
m1 −m0 ≤
(
Rp+1/(κRp+1)
)1/αp+1 .
• If now kp,m1+1 < kp+1,m+1, then (29) also holds for m′ = m1. This implies
θ
(i,ℓkp,m1+1+1
)
p+1 ≥ a(i)p+1 + (m1 −m0 + 1)
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1) .
Since j
(i,ℓk)
min ≤ p for all k ∈ {kp,m1+1, . . . , kp+1,m+1 − 1},
θ
(i,ℓkp+1,m+1)
p+1 = θ
(i,ℓkp,m1+1+1
)
p+1
≥ a(i)p+1 + (m1 −m0 + 1)
(
κRp+1/Rp+1
)1/αp+1 (b(i)p+1 − a(i)p+1) .
Since, θ
(i,ℓkp+1,m+1)
p+1 ≤ b(i)p+1,
m1 −m0 + 1 ≤
(
Rp+1/(κRp+1)
)1/αp+1 .
This ends the proof.
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7.5.4. Proof of Theorem 5. The lemma and claim below show that the assumptions of
Theorem 7 (page 134) are satisfied.
Lemma 3. For all i ∈ {1, . . . , N − 1},
Θi \
Li⋃
ℓ=1
B(i,ℓ) ⊂ Θi+1 ⊂ Θi.
Claim 5. For all i ∈ {1, . . . , N − 1} and ℓ ∈ {1, . . . , Li},
κ0diam(Θi) ≤ h2(fθ(i,ℓ) , fθ′(i,ℓ))
where κ0 = inf1≤j≤dRj/Rj.
We now derive from Theorem 7 that
P
[
C inf
θ∈ΘN
h2(s, fθ) ≥ h2(s,F ) + DF
n
+ ξ
]
≤ e−nξ
where C > 0 depends only on κ, sup1≤j≤dRj/Rj. Consequently, with probability larger than
1− e−nξ,
h2(s, f
θˆ
) ≤ 2 inf
θ∈ΘN
h2(s, fθ) + 2diamΘN
≤ 2C−1
(
h2(s,F ) +
DF
n
+ ξ
)
+ 2 sup
1≤j≤d
Rjη
αj
j
≤ 2C−1
(
h2(s,F ) +
DF
n
+ ξ
)
+ 2d/n
≤ C ′
(
h2(s,F ) +
d
n
+ ξ
)
.
The theorem follows.
7.5.5. Proof of Lemma 3. Since
ε
(i,Li)
k(i)
≤ b
(i)
k(i)
− a(i)
k(i)
2
and ε
′(i,Li)
k(i)
≤ b
(i)
k(i)
− a(i)
k(i)
2
,
we have Θi+1 ⊂ Θi. We now aim at proving Θi \ ∪Liℓ=1B(i,ℓ) ⊂ Θi+1.
We introduce the rectangles
R(i,ℓ) =
d∏
q=1
[
θ(i,ℓ)q , θ
(i,ℓ)
q + ε
(i,ℓ)
q
]
R′(i,ℓ) =
k(i)−1∏
q=1
[
θ′(i,ℓ)q , θ
′(i,ℓ)
q + ε
′(i,ℓ)
q
]
×
[
θ
′(i,ℓ)
k(i)
− ε′(i,ℓ)
k(i)
, θ
′(i,ℓ)
k(i)
]
×
d∏
q=k(i)+1
[
θ′(i,ℓ)q , θ
′(i,ℓ)
q + ε
′(i,ℓ)
q
]
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and we set
R′′(i,ℓ) =

R(i,ℓ) if T (θ(i,ℓ),θ′(i,ℓ)) > 0
R′(i,ℓ) if T (θ(i,ℓ),θ′(i,ℓ)) < 0
R(i,ℓ)⋃R′(i,ℓ) if T (θ(i,ℓ),θ′(i,ℓ)) = 0.
We derive from (15) that Θi ∩R′′(i,ℓ) ⊂ B(i,ℓ). It is then sufficient to show
Θi \
Li⋃
ℓ=1
R′′(i,ℓ) ⊂ Θi+1.
For this purpose, note that either T (θ(i,Li),θ′(i,Li)) ≥ 0 or T (θ(i,Li),θ′(i,Li)) ≤ 0. In what follows,
we assume that T (θ(i,Li),θ′(i,Li)) ≥ 0 but a similar proof can be made if T (θ(i,Li),θ′(i,Li)) is non-
positive. Without lost of generality, and for the sake of simplicity, we suppose as in the proof of
Lemma 2 that k(i) = d and ψd(j) = j for all j ∈ {1, . . . , d− 1}. Let
L =
{
1 ≤ ℓ ≤ Li, T (θ(i,ℓ),θ′(i,ℓ)) ≥ 0
}
and ℓ1 < · · · < ℓr be the elements of L. We have
Θi+1 =
d−1∏
q=1
[
a(i)q , b
(i)
q
]
×
[
a
(i)
d + ε
(i,Li)
d , b
(i)
d
]
and it is sufficient to prove that
d−1∏
q=1
[
a(i)q , b
(i)
q
]
×
[
a
(i)
d , a
(i)
d + ε
(i,Li)
d
]
⊂
r⋃
k=1
R(i,ℓk).
For this, remark that for all k ∈ {1, . . . , r}, θ(i,ℓk)d = a(i)d and thus
R(i,ℓk) =
d−1∏
q=1
[
θ(i,ℓk)q , θ
(i,ℓk)
q + ε
(i,ℓk)
q
]
×
[
a
(i)
d , a
(i)
d + ε
(i,ℓk)
d
]
.
By using the fact that the sequence (ε
(i,ℓk)
d )k is non-increasing,[
a
(i)
d , a
(i)
d + ε
(i,Li)
d
]
⊂
r⋂
k=1
[
a
(i)
d , a
(i)
d + ε
(i,ℓk)
d
]
.
This means that it is sufficient to show that
d−1∏
q=1
[
a(i)q , b
(i)
q
]
⊂
r⋃
k=1
d−1∏
q=1
[
θ(i,ℓk)q , θ
(i,ℓk)
q + ε
(i,ℓk)
q
]
. (30)
Let us now define (as in the proof of Lemma 2) for all p ∈ {1, . . . , d − 1}, kp,0 = 0 and by
induction for all integer m,
kp,m+1 =
{
inf
{
k > kp,m, j
(i,ℓk)
min > p
}
if there exists k ∈ {kp,m + 1, . . . , r} such that j(i,ℓk)min > p
r otherwise.
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Let Mp be the smallest integer m such that kp,m = r. Let then for all m ∈ {0, . . . ,Mp − 1},
Kp,m = {kp,m + 1, . . . , kp,m+1} .
We shall use the claim below (whose proof is delayed to Section 7.5.6).
Claim 6. Let m′ ∈ {0, . . . ,Mp+1−1}, p ∈ {1, . . . , d−1}. There exists a subsetM of {0, . . . ,Mp−
1} such that
K ′p = {kp,m+1, m ∈ M} ⊂ Kp+1,m′
and [
a
(i)
p+1, b
(i)
p+1
]
⊂
⋃
k∈K ′p
[
θ
(i,ℓk)
p+1 , θ
(i,ℓk)
p+1 + ε
(i,ℓk)
p+1
]
.
We prove by induction on p the following result. For all p ∈ {1, . . . , d − 1}, and all m ∈
{0, . . . ,Mp − 1},
p∏
q=1
[
a(i)q , b
(i)
q
]
⊂
⋃
k∈Kp,m
p∏
q=1
[
θ(i,ℓk)q , θ
(i,ℓk)
q + ε
(i,ℓk)
q
]
(31)
Note that (30) ensues from this inclusion when p = d− 1 and m = 0.
We begin to prove (31) for p = 1 and all m ∈ {0, . . . ,M1−1}. For all k ∈ {k1,m+1, . . . , k1,m+1−
1}, j(i,ℓk)min ≤ 1 and thus
θ
(i,ℓk+1)
1 ∈
{
θ
(i,ℓk)
1 , θ
(i,ℓk)
1 + ε
(i,ℓk)
1
}
.
This implies that the set
k1,m+1⋃
k=k1,m+1
[
θ
(i,ℓk)
1 , θ
(i,ℓk)
1 + ε
(i,ℓk)
1
]
.
is an interval. Now, θ
(i,ℓk1,m+1)
1 = a
(i)
1 , θ
(i,ℓk1,m+1)
1 + ε
(i,ℓk1,m+1)
1 ≥ b(i)1 since j
(i,ℓk1,m+1)
min > 1. We
have
[a
(i)
1 , b
(i)
1 ] ⊂
k1,m+1⋃
k=k1,m+1
[
θ
(i,ℓk)
1 , θ
(i,ℓk)
1 + ε
(i,ℓk)
1
]
which establishes (31) when p = 1.
Let now p ∈ {1, . . . , d− 2} and assume that for all m ∈ {0, . . . ,Mp − 1},
p∏
q=1
[
a(i)q , b
(i)
q
]
⊂
⋃
k∈Kp,m
p∏
q=1
[
θ(i,ℓk)q , θ
(i,ℓk)
q + ε
(i,ℓk)
q
]
.
Let m′ ∈ {0, . . . ,Mp+1 − 1}. We shall show that
p+1∏
q=1
[
a(i)q , b
(i)
q
]
⊂
⋃
k∈Kp+1,m′
p+1∏
q=1
[
θ(i,ℓk)q , θ
(i,ℓk)
q + ε
(i,ℓk)
q
]
.
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Let x ∈∏p+1q=1 [a(i)q , b(i)q ]. By using Claim 6, there exists m ∈ {0, . . . ,Mp − 1} such that
xp+1 ∈
[
θ
(i,ℓkp,m+1)
p+1 , θ
(i,ℓkp,m+1)
p+1 + ε
(i,ℓkp,m+1 )
p+1
]
and such that kp,m+1 ∈ Kp+1,m′ . By using the induction assumption, there exists k ∈ Kp,m such
that
x = (x1, . . . , xp) ∈
p∏
q=1
[
θ(i,ℓk)q , θ
(i,ℓk)
q + ε
(i,ℓk)
q
]
.
Since k ∈ Kp,m, θ(i,ℓk)p+1 = θ
(i,ℓkp,m+1)
p+1 and ε
(i,ℓkp,m+1)
p+1 ≤ ε(i,ℓk)p+1 . Hence,
xp+1 ∈
[
θ
(i,ℓk)
p+1 , θ
(i,ℓk)
p+1 + ε
(i,ℓk)
p+1
]
.
We finally use the claim below to show that k ∈ Kp+1,m′ which concludes the proof.
Claim 7. Let m ∈ {0, . . . ,Mp − 1} and m′ ∈ {0, . . . ,Mp+1 − 1}. If kp,m+1 ∈ Kp+1,m′, then
Kp,m ⊂ Kp+1,m′.
7.5.6. Proof of the claims.
Proof of Claim 4. The set {m′ ∈ {0, . . . ,Mp− 1}, kp,m′+1 ≤ kp+1,m+1} is non empty and we can
thus define the largest integer m′ of {0, . . . ,Mp−1} such that kp,m′+1 ≤ kp+1,m+1. We then have
kp,m′ = sup
{
k < kp,m′+1, j
(i,ℓk)
min > p
}
.
Since kp,m′ < kp+1,m+1,
kp,m′ = sup
{
k < kp+1,m+1, j
(i,ℓk)
min > p
}
≥ sup
{
k < kp+1,m+1, j
(i,ℓk)
min > p+ 1
}
≥ kp+1,m.
Since, kp,m′+1 ≥ kp,m′ + 1, we also have kp,m′+1 ≥ kp+1,m + 1. Finally, kp,m′+1 ∈ Kp,m.
Proof of Claim 5. Let i ∈ {1, . . . , N − 1} and ℓ ∈ {1, . . . , Li}. Then,
diam(Θi) ≤ sup
1≤j≤d
RΘi,j
(
b
(i)
j − a(i)j
)αj
≤
(
sup
1≤j≤d
RΘi,j
RΘi,j
)
sup
1≤j≤d
RΘi,j
(
b
(i)
j − a(i)j
)αj
≤
(
sup
1≤j≤d
RΘi,j
RΘi,j
)
RΘi,k(i)
(
b
(i)
k(i)
− a(i)
k(i)
)α
k(i) .
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Now, θ
(i,ℓ)
k(i)
= a
(i)
k(i)
and θ
′(i,ℓ)
k(i)
= b
(i)
k(i)
and thus
diam(Θi) ≤
(
sup
1≤j≤d
RΘi,j
RΘi,j
)
RΘi,k(i)
(
θ
(i,ℓ)
k(i)
− θ(i,ℓ)
k(i)
)α
k(i)
≤
(
sup
1≤j≤d
RΘi,j
RΘi,j
)
sup
1≤j≤d
RΘi,j
(
θ
′(i,ℓ)
j − θ(i,ℓ)j )αj
≤
(
sup
1≤j≤d
RΘi,j
RΘi,j
)
h2(f
θ(i,ℓ)
, f
θ′(i,ℓ)
).
We conclude by using RΘi,j/RΘi,j ≤ Rj/Rj.
Proof of Claim 6. Thanks to Claim 4 (page 146), we can define the smallest integer m0 of
{0, . . . ,Mp − 1} such that kp,m0+1 ∈ Kp+1,m′ , and the largest integer m1 of {0, . . . ,Mp − 1}
such that kp,m1+1 ∈ Kp+1,m′ . Define now
M = {m0,m0 + 1, . . . ,m1} .
Note that for all m ∈ {m0, . . . ,m1}, kp,m+1 ∈ Kp+1,m′ (this ensues from the fact that the sequence
(kp,m)m is increasing).
Let m ∈ {0, . . . ,Mp − 1} be such that kp,m ∈ Kp+1,m′ and kp,m 6= kp+1,m′+1. Then j(i,ℓkp,m)min ≤
p+ 1 and since j
(i,ℓkp,m)
min > p, we also have j
(i,ℓkp,m)
min = p+ 1. Consequently,
θ
(i,ℓkp,m+1)
p+1 = θ
(i,ℓkp,m)
p+1 + ε
(i,ℓkp,m)
p+1 .
Now, θ
(i,ℓkp,m+1)
p+1 = θ
(i,ℓkp,m+1)
p+1 since kp,m + 1 and kp,m+1 belong to Kp,m. The set[
θ
(i,ℓkp,m)
p+1 , θ
(i,ℓkp,m)
p+1 + ε
(i,ℓkp,m )
p+1
]⋃[
θ
(i,ℓkp,m+1)
p+1 , θ
(i,ℓkp,m+1)
p+1 + ε
(i,ℓkp,m+1 )
p+1
]
is thus the interval [
θ
(i,ℓkp,m)
p+1 , θ
(i,ℓkp,m+1)
p+1 + ε
(i,ℓkp,m+1 )
p+1
]
.
We apply this argument for each m ∈ {m0 + 1, . . . ,m1} to derive that the set
I =
m1⋃
m=m0
[
θ
(i,ℓkp,m+1)
p+1 , θ
(i,ℓkp,m+1)
p+1 + ε
(i,ℓkp,m+1 )
p+1
]
is the interval
I =
[
θ
(i,ℓkp,m0+1
)
p+1 , θ
(i,ℓkp,m1+1
)
p+1 + ε
(i,ℓkp,m1+1
)
p+1
]
.
The claim is proved if we show that [
a
(i)
p+1, b
(i)
p+1
]
⊂ I.
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Since I is an interval, it remains to prove that a
(i)
p+1 ∈ I and b(i)p+1 ∈ I.
We begin to show a
(i)
p+1 ∈ I by showing that a(i)p+1 = θ
(i,ℓkp,m0+1
)
p+1 . If kp+1,m′ = 0, then m
′ = 0 and
m0 = 0. Besides, since 1 and kp,1 belong to Kp,0, we have θ
(i,ℓkp,1)
p+1 = θ
(i,ℓ1)
p+1 . Now, θ
(i,ℓ1)
p+1 = a
(i)
p+1
and thus a
(i)
p+1 ∈ I. We now assume that kp+1,m′ 6= 0. Since kp,m0 ≤ kp+1,m′ , there are two cases.
• First case: kp,m0 = kp+1,m′ . We then have j
(i,ℓkp,m0
)
min > p + 1 and thus θ
(i,ℓkp,m0+1
)
p+1 = a
(i)
p+1.
Since kp,m0+1 and kp,m0+1 belong toKp,m0 , θ
(i,ℓkp,m0+1
)
p+1 = θ
(i,ℓkp,m0+1
)
p+1 and thus θ
(i,ℓkp,m0+1
)
p+1 =
a
(i)
p+1 as wished.
• Second case: kp,m0 + 1 ≤ kp+1,m′ . Then, kp+1,m′ ∈ Kp,m0 and thus
θ
(i,ℓkp,m0+1
)
p+1 = θ
(i,ℓk
p+1,m′
)
p+1 .
Since j
(i,ℓk
p+1,m′
)
min > p + 1, we have θ
(i,ℓk
p+1,m′
)
p+1 + ε
(i,ℓk
p+1,m′
)
p+1 ≥ b(i)p+1. By using the fact that
the sequence (ε
(i,ℓk)
p+1 )k is decreasing, we then deduce
θ
(i,ℓkp,m0+1
)
p+1 + ε
(i,ℓkp,m0+1
)
p+1 ≥ b(i)p+1
and thus j
(i,ℓkp,m0+1
)
min > p+ 1. This establishes that
θ
(i,ℓkp,m0+2
)
p+1 = a
(i)
p+1. (32)
Let us now show kp,m0 + 2 ≤ kp,m0+1. Otherwise, kp,m0 + 2 ≥ kp,m0+1 + 1 and thus
kp,m0 + 1 ≥ kp,m0+1 which means that kp,m0 + 1 = kp,m0+1 (we recall that (kp,m)m is an
increasing sequence of integers). Since we are in the case where kp,m0 + 1 ≤ kp+1,m′ , we
have kp,m0+1 ≤ kp+1,m′ which is impossible since kp,m0+1 ∈ Kp+1,m′ .
Consequently, since kp,m0 + 2 ≤ kp,m0+1, we have kp,m0 + 2 ∈ Kp,m0 and thus θ
(i,ℓkp,m0+1
)
p+1 =
θ
(i,ℓkp,m0+2
)
p+1 . We then deduce from (32) that θ
(i,ℓkp,m0+1
)
p+1 = a
(i)
p+1 as wished.
We now show that b
(i)
p+1 ∈ I by showing that θ
(i,ℓkp,m1+1
)
p+1 + ε
(i,ℓkp,m1+1
)
p+1 ≥ b(i)p+1. If m1 = Mp − 1,
θ
(i,ℓkp,m1+1
)
p+1 + ε
(i,ℓkp,m1+1
)
p+1 = θ
(i,ℓr)
p+1 + ε
(i,ℓr)
p+1 = θ
(i,Li)
p+1 + ε
(i,Li)
p+1 .
Since j
(i,Li)
min = d, we have θ
(i,Li)
p+1 + ε
(i,Li)
p+1 ≥ b(i)p+1 which proves the result.
We now assume that m1 < Mp − 1. We begin to prove that kp,m1+1 = kp+1,m′+1. If this
inequality does not hold, we derive from the inequality kp,m1+1 ≤ kp+1,m′+1 < kp,m1+2, that
kp,m1+1 + 1 ≤ kp+1,m′+1 and thus kp+1,m′+1 ∈ Kp,m1+1. Since j
(i,ℓk
p+1,m′+1
)
min > p+ 1, we have
θ
(i,ℓk
p+1,m′+1
)
p+1 + ε
(i,ℓk
p+1,m′+1
)
p+1 ≥ b(i)p+1.
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Hence,
θ
(i,ℓ(kp,m1+1)+1
)
p+1 + ε
(i,ℓ(kp,m1+1)+1
)
p+1 ≥ b(i)p+1 which implies j
(i,ℓ(kp,m1+1)+1
)
min > p+ 1.
Since,
kp+1,m′+1 = inf
{
k > kp+1,m′ , j
(i,ℓk)
min > p+ 1
}
and kp,m1+1 + 1 > kp+1,m′ , we have kp+1,m′+1 ≤ kp,m1+1 + 1. Moreover, since kp+1,m′+1 ≥
kp,m1+1 + 1, we have kp,m1+1 + 1 = kp+1,m′+1. Consequently,
kp,m1+2 = inf
{
k > kp,m1+1, j
(i,ℓk)
min > p
}
= kp+1,m′+1.
This is impossible because kp+1,m′+1 < kp,m1+2, which finally implies that kp,m1+1 = kp+1,m′+1.
We then deduce from this equality,
j
(i,ℓkp,m1+1
)
min = j
(i,ℓk
p+1,m′+1
)
min > p+ 1.
Hence θ
(i,ℓℓkp,m1+1
)
p+1 + ε
(i,ℓℓkp,m1+1
)
p+1 ≥ b(i)p+1 and thus b(i)p+1 ∈ I. This ends the proof.
Proof of Claim 7. We have
kp+1,m′ = sup
{
k < kp+1,m′+1, j
(i,ℓk)
min > p+ 1
}
.
Since kp,m+1 > kp+1,m′ ,
kp+1,m′ = sup
{
k < kp,m+1, j
(i,ℓk)
min > p+ 1
}
≤ sup
{
k < kp,m+1, j
(i,ℓk)
min > p
}
≤ kp,m.
We then derive from the inequalities kp+1,m′ ≤ kp,m and kp,m+1 ≤ kp+1′+1 that Kp,m ⊂ Kp+1,m′ .
8. Annexe: implementation of the procedure when d ≥ 2
We carry out in the following sections the values of RC,j, r¯C,j(θ,θ
′) and rC,j(θ,θ
′) we have used
in the simulation study of Section 6. We do not claim that they minimize the number of tests
to compute. The number of tests that have been computed in the simulation study with these
choices of parameters may be found in Section 8.7.
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8.1. Example 1. In the case of the Gaussian model, it is worthwhile to notice that the
Hellinger distance between two densities f(m,σ) and f(m′,σ′) can be made explicit:
h2
(
f(m,σ), f(m′,σ′)
)
= 1−
√
2σσ′
σ2 + σ′2
exp
(
− (m−m
′)2
4(σ2 + σ′2)
)
.
For all ξ > 0, a sufficient condition for that h2(f(m,σ), f(m′,σ′)) ≤ ξ is thus√
2σσ′
σ2 + σ′2
≥
√
1− ξ and exp
(
− (m−m
′)2
4(σ2 + σ′2)
)
≥
√
1− ξ.
One then deduces that the rectangle[
m− 21−
√
2ξ − ξ2
1− ξ
√
log
(
1
1− ξ
)
σ,m+ 2
1−
√
2ξ − ξ2
1− ξ
√
log
(
1
1− ξ
)
σ
]
×
[
1−
√
2ξ − ξ2
1− ξ σ,
1 +
√
2ξ − ξ2
1− ξ σ
]
is included in the Hellinger ball{
(m′, σ′) ∈ R× (0,+∞), h2(f(m,σ), f(m′,σ′)) ≤ ξ
}
.
Given θ = (m,σ), θ′ = (m′, σ′), we can then define rC,j(θ,θ
′), r¯C,j(θ,θ′) by
rC(θ,θ
′) =
(
2
1−
√
2ξ − ξ2
1− ξ
√
log
(
1
1− ξ
)
σ,
−ξ +
√
2ξ − ξ2
1− ξ σ
)
r¯C(θ,θ′) =
(
2
1−
√
2ξ − ξ2
1− ξ
√
log
(
1
1− ξ
)
σ,
ξ +
√
2ξ − ξ2
1− ξ σ
)
where ξ = κH2(fθ, fθ′).
We now consider a rectangle C = [m0,m0] × [σ0, σ¯0] of R × (0,+∞) and aim at choosing
RC =
(
RC,1, RC,2
)
. For all (m,σ), (m′, σ′) ∈ C,
h2
(
f(m,σ), f(m′,σ′)
)
= 1−
√
2σσ′
σ2 + σ′2
+
√
2σσ′
σ2 + σ′2
[
1− exp
(
− (m−m
′)2
4(σ2 + σ′2)
)]
.
Yet,
1−
√
2σσ′
σ2 + σ′2
=
(σ′ − σ)2(√
σ2 + σ′2 +
√
2σσ′
)√
σ2 + σ′2
≥ (σ
′ − σ)2
4σ¯20
and √
2σσ′
σ2 + σ′2
≥
√
2σ¯0σ0
σ¯20 + σ
2
0
.
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Moreover,
1− exp
(
− (m−m
′)2
4(σ2 + σ′2)
)
≥ 1− e
−(m0−m0)2/(8σ¯20)
(m0 −m0)2
(m′ −m)2.
In particular, we have proved that
h2
(
f(m,σ), f(m′,σ′)
) ≥ max{√ 2σ¯0σ0
σ¯20 + σ
2
0
1− e−(m0−m0)2/(8σ¯20)
(m0 −m0)2
(m′ −m)2, 1
4σ¯20
(σ − σ′)2
}
which means that we can take
RC =
(√
2σ¯0σ0
σ¯20 + σ
2
0
1− e−(m0−m0)2/(8σ¯20)
(m0 −m0)2
,
1
4σ¯20
)
.
8.2. Example 2. In the case of the Cauchy model, the Hellinger distance cannot be made
explicit. However, we can use Theorem 7.6 of Ibragimov and Has’minskii (1981) (Chapter 1) to
show that for all m ∈ R, σ > 0,
h2
(
f(0,1), f(m,1)
) ≤ m2/16 and h2 (f(0,1), f(0,σ)) ≤ (log2 σ)/16.
Now,
h
(
f(m,σ), f(m′,σ′)
) ≤ h (f(m,σ), f(m′,σ))+ h (f(m′,σ), f(m′,σ′))
≤ h (f(0,1), f((m′−m)/σ,1))+ h (f(0,1), f(0,σ′/σ))
≤ |m
′ −m|
4σ
+
| log(σ′/σ)|
4
.
For all ξ > 0, one then deduces that the rectangle[
m− 2σ
√
ξ,m+ 2σ
√
ξ
]
×
[
σe−2
√
ξ, σe2
√
ξ
]
is included in the Hellinger ball{
(m′, σ′) ∈ R× (0,+∞), h2(f(m,σ), f(m′,σ′)) ≤ ξ
}
.
This provides the values of r¯C,j(θ,θ′) and r¯′C,j(θ,θ
′): given C ⊂ Θ, θ = (m,σ), θ′ = (m′, σ′) ∈ C,
we can take
rC(θ,θ
′) =
(
2σ
√
κH2(fθ, fθ′), σ − σe−2
√
κH2(fθ ,fθ′ )
)
r¯C(θ,θ′) =
(
2σ
√
κH2(fθ, fθ′), σe
2
√
κH2(fθ ,fθ′) − σ
)
.
For all rectangle C ⊂ R× (0,+∞) we choose RC,1 = RC,2. Notice that this choice allows to find
easily the number k that appears at line 1 of Algorithm 2 since then the equation becomes
bk − ak = max
1≤j≤2
(bj − aj).
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8.3. Example 3. Let ξ > 0, a, b > 0 and C be the rectangle C = [a1, a2]× [b1, b2] ⊂ (0,+∞)2.
We aim at finding a rectangle R containing (a, b) such that
C ∩ R ⊂ {(a′, b′) ∈ (0,+∞)2, h2(f(a,b), f(a′,b′)) ≤ ξ} .
For this, notice that for all positive numbers a′, b′,
h2
(
f(a,b), f(a′,b′)
) ≤ 2h2 (f(a,b), f(a,b′))+ 2h2 (f(a,b′), f(a′,b′)) .
Now,
h2
(
f(a,b), f(a,b′)
)
= 1−
(
2
√
bb′
b+ b′
)a
.
Let Γ′ be the derivative of the Gamma function Γ and ψ be the derivative of the digamma
function Γ′/Γ. We derive from Theorem 7.6 of Ibragimov and Has’minskii (1981) that
h2
(
f(a,b′), f(a′,b′)
) ≤ (a′ − a)2
8
sup
t∈[min(a,a′),max(a,a′)]
ψ(t).
The function ψ being non-increasing,
h2
(
f(a,b′), f(a′,b′)
) ≤ {1/8ψ(a)(a′ − a)2 if a′ ≥ a
1/8ψ(a1)(a
′ − a)2 if a′ < a.
We deduce from the above inequalities that we can take
R =
[
a−
√
2
ψ(a1)
ξ, a+
√
2
ψ(a)
ξ
]
×
[
2− ξ′2 − 2
√
1− ξ′2
ξ′2
b,
2− ξ′2 + 2
√
1− ξ′2
ξ′2
b
]
where ξ′ = (1− ξ/4)1/a. For all rectangle C′ ⊂ (0,+∞)2 we define RC′,1 = RC′,2.
8.4. Example 4. As in the preceding example, we consider ξ > 0, a, b > 0 and the rectangle
C = [a1, a2]× [b1, b2] ⊂ (0,+∞)2. Our aim is to find a rectangle R containing (a, b) such that
C ∩ R ⊂ {(a′, b′) ∈ (0,+∞)2, h2(f(a,b), f(a′,b′)) ≤ ξ} .
For all positive numbers a′, b′,
h2
(
f(a,b), f(a′,b′)
) ≤ 2h2 (f(a,b), f(a,b′))+ 2h2 (f(a,b′), f(a′,b′)) .
We derive from Theorem 7.6 of Ibragimov and Has’minskii (1981) that
h2
(
f(a,b), f(a,b′)
) ≤ (b′ − b)2
8
sup
t∈[min(b,b′),max(b,b′)]
|ψ (t)− ψ (a+ t)|
where ψ is defined in the preceding example. By using the monotony of the function t 7→
ψ(t)− ψ(a+ t), we deduce that if b′ > b1,
h2
(
f(a,b), f(a,b′)
) ≤ {1/8 (ψ(b) − ψ(a+ b)) (b′ − b)2 if b′ ≥ b
1/8 (ψ(b1)− ψ(a+ b1)) (b′ − b)2 if b′ < b.
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Similarly,
h2
(
f(a,b′), f(a′,b′)
) ≤ (a′ − a)2
8
sup
t∈[min(a,a′),max(a,a′)]
∣∣ψ (t)− ψ (b′ + t)∣∣ .
Hence, if a′ ∈ [a1, a2] and b′ ∈ [b1, b2],
h2
(
f(a,b′), f(a′,b′)
) ≤ {1/8 (ψ(a) − ψ(a+ b2)) (a′ − a)2 if a′ ≥ a
1/8 (ψ(a1)− ψ(a1 + b2)) (a′ − a)2 if a′ < a.
We deduce from the above inequalities that we can take
R =
[
a−
√
2ξ
ψ(a1)− ψ(a1 + b2) , a+
√
2ξ
ψ(a)− ψ(a+ b2)
]
×
[
b−
√
2ξ
ψ(b1)− ψ(a+ b1) , b+
√
2ξ
ψ(b)− ψ(a+ b)
]
.
As in the two last examples, we take RC′,1 = RC′,2 for all rectangle C′ ⊂ (0,+∞)2.
8.5. Example 5. For all m,m′ ∈ R, λ, λ′ > 0,
h2
(
f(m,λ), f(m′,λ′)
)
=
{
1− 2
√
λλ′
λ+λ′ e
−λ
2
|m′−m| if m′ ≥ m
1− 2
√
λλ′
λ+λ′ e
−λ′
2
|m′−m| if m′ ≤ m.
We consider ξ > 0 and aim at finding R containing (m,λ) such that
R ⊂ {(m′, λ′) ∈ R× (0,+∞), h2(f(m,λ), f(m′,λ′)) ≤ ξ} .
Notice that if m′ ≥ m and if
2
√
λλ′
λ+ λ′
≥
√
1− ξ and e−λ2 (m′−m) ≥
√
1− ξ
then h2(f(m,λ), f(m′,λ′)) ≤ ξ. Similarly, if m′ ≤ m and if
2
√
λλ′
λ+ λ′
≥
√
1− ξ and e−λ
′
2
(m−m′) ≥
√
1− ξ
then h2(f(m,λ), f(m′,λ′)) ≤ ξ. We can then take
R =
[
m− 1− ξ
1 + ξ + 2
√
ξ
log (1/(1 − ξ))
λ
,m+
log (1/(1− ξ))
λ
]
×
[
1 + ξ − 2√ξ
1− ξ λ,
1 + ξ + 2
√
ξ
1− ξ λ
]
.
Let now C′ = [m0, m¯0] ×
[
λ0, λ¯0
]
be a rectangle of R × (0,+∞). By proceeding as in the
Gaussian model, we can define RC′ by
RC′ =
(
RC′,1, RC′,2
)
=
(
2
√
λ¯0λ0
λ¯0 + λ0
1− e−λ0(m¯0−m0)/2
m¯0 −m0
,
1
8λ¯20
)
.
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8.6. Example 6. For all m,m′ ∈ R, r, r′ > 0,
h2
(
f(m,r), f(m′,r′)
)
= 1− (min{m+ r,m
′ + r′} −max{m,m′})+√
rr′
where (·)+ is the positive part of (·). We consider ξ ∈ (0, κ¯), and aim at finding a rectangle R
containing (m, r) such that
R ⊂ {(m′, r′) ∈ (0,+∞)2, h2(f(m,r), f(m′,r′)) ≤ ξ} .
For this, we begin to assume that m′ ≤ m+ r and m′ + r′ ≥ m to ensure that
h2
(
f(m,r), f(m′,r′)
)
= 1− min{m+ r,m
′ + r′} −max{m,m′}√
rr′
.
Several cases are involved
• If m′ ≤ m and m′ + r′ ≥ m+ r, a sufficient condition for h2 (f(m,r), f(m′,r′)) ≤ ξ is
r′ ≤ 1
(1− ξ)2 r.
• If m′ ≥ m and m′ + r′ ≤ m+ r, a sufficient condition is
r′ ≥ (1− ξ)2r.
• If m′ ≤ m and if m′ + r′ ≤ m+ r, a sufficient condition is
m−m′ ≤
(√
r′ − (1− ξ)√r
)√
r′,
which holds when
r′ ≥ (1− ξ/2)2r and |m′ −m| ≤ ξ/2
√
1− ξ/2r.
• If m′ ≥ m and if m′ + r′ ≥ m+ r, a sufficient condition is
m′ −m ≤
(√
r − (1− ξ)
√
r′
)√
r.
This condition is fulfilled when
r′ ≤ 1
(1− ξ/2)2 r and |m
′ −m| ≤ ξ
2− ξ r.
We can verify that if (m′, r′) belongs to the rectangle
R =
[
m− ξ
√
2− ξ
2
√
2
r,m+
ξ
2− ξ r
]
×
[
(1− ξ/2)2 r, r
(1− ξ/2)2
]
then m′ ≤ m + r and m′ + r′ ≥ m (since ξ ≤ κ¯). The rectangle R suits. For all rectangle
C′ ⊂ (0,+∞)2 we choose in this example RC′,1 = RC′,2.
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8.7. Speed of the procedure. By way of indication, we give below the number of tests that
have been calculated in the simulation study of Section 6.
n = 25 n = 50 n = 75 n = 100
Example 1 1602 (117) 1577 (72) 1570 (60) 1567 (52)
Example 2 2935 (90) 2937 (76) 2938 (69) 2938 (64)
Example 3 9082 (1846) 8700 (1183) 8569 (934) 8511 (800)
Example 4 10411 (778) 10272 (461) 10236 (357) 10222 (304)
Example 5 6691 (296) 6699 (210) 6715 (175) 6726 (158)
Example 6 32614 (1238) 33949 (1211) 34822 (1190) 35397 (1177)
Figure 4.7: Number of tests computed averaged over 104 samples and their corresponding stan-
dard deviations in brackets.
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Estimation par tests
Re´sume´. Cette the`se porte sur l’estimation de fonctions a` l’aide de tests dans trois cadres
statistiques diffe´rents. Nous commenc¸ons par e´tudier le proble`me de l’estimation des intensite´s
de processus de Poisson avec covariables. Nous de´montrons un the´ore`me ge´ne´ral de se´lection de
mode`les et en de´duisons des bornes de risque non-asymptotiques sous des hypothe`ses varie´es
sur la fonction a` estimer. Nous estimons ensuite la densite´ de transition d’une chaˆıne de Markov
homoge`ne et proposons pour cela deux proce´dures. La premie`re, base´e sur la se´lection d’estima-
teurs constants par morceaux, permet d’e´tablir une ine´galite´ de type oracle sous des hypothe`ses
minimales sur la chaˆıne de Markov. Nous en de´duisons des vitesses de convergence uniformes
sur des boules d’espaces de Besov inhomoge`nes et montrons que l’estimateur est adaptatif par
rapport a` la re´gularite´ de la densite´ de transition. La performance de l’estimateur est aussi
e´value´ en pratique graˆce a` des simulations nume´riques. La seconde proce´dure peut difficilement
eˆtre imple´mente´ en pratique mais permet d’obtenir un re´sultat ge´ne´ral de se´lection de mode`les
et d’en de´duire des vitesses de convergence sous des hypothe`ses plus ge´ne´rales sur la densite´ de
transition. Finalement, nous proposons un nouvel estimateur parame´trique d’une densite´. Son
risque est controˆle´ sous des hypothe`ses pour lesquelles la me´thode du maximum de vraisemblance
peut ne pas fonctionner. Les simulations montrent que ces deux estimateurs sont tre`s proches
lorsque le mode`le est vrai et suffisamment re´gulier. Il est cependant robuste, contrairement a`
l’estimateur du maximum de vraisemblance.
Mots cle´s : Estimation parame´trique, Chaˆıne de Markov, Se´lection de mode`les, Statistiques
non-asymptotiques, Processus de Poisson, Robustesse, Se´lection d’estimateurs, T -estimateur.
Estimation via testing
Abstract. This thesis deals with the estimation of functions from tests in three statistical
settings. We begin by studying the problem of estimating the intensities of Poisson processes with
covariates. We prove a general model selection theorem from which we derive non-asymptotic
risk bounds under various assumptions on the target function. We then propose two procedures
to estimate the transition density of an homogeneous Markov chain. The first one selects an
estimator among a collection of piecewise constant estimators. The selected estimator is shown
to satisfy an oracle-type inequality under minimal assumptions on the Markov chain which allows
us to deduce uniform rates of convergence over balls of inhomogeneous Besov spaces. Besides,
the estimator is adaptive with respect to the smoothness of the transition density. We also
evaluate the performance of the estimator in practice by carrying out numerical simulations.
The second procedure is only of theoretical interest but yields a general model selection theorem
from which we derive rates of convergence under more general assumptions on the transition
density. Finally, we propose a new parametric estimator of a density. We upper-bound its risk
under assumptions for which the maximum likelihood method may not work. The simulations
show that these two estimators are very close when the model is true and regular enough.
However, contrary to the maximum likelihood estimator, this estimator is robust.
Keywords: Estimator selection, Markov chain, Model selection, Non-asymptotic statistics,
Parametric estimation, Poisson processes, Robustness, T -estimator.
