ABSTRACT Autonomous celestial navigation has been exploited for orbit determination of deep space exploration. Geometric constraints in celestial measurement are the inherent attributes in actual comprehensive autonomous celestial navigation physical systems; they are usually neglected in autonomous navigation systems which causes a loss of information in measurement. For the purpose of high-precision autonomous celestial navigation, the geometric constraints should be utilized as fully as possible. This paper proposes a geometric coplanar constraint for the mutually dependent celestial measurement (line of sight or vectors), and the geometric coplanar constraint model is established. The sequence quadratic program (SQP) algorithm based on the geometric coplanar constraint is put forward to eliminate the dependence of multiple celestial measurements, and suppress the noises in celestial measurement geometrically. Taking both geometry coplanar constraints of celestial measurement and the nonlinear characteristics of system models into account, cubature Kalman filter with measurement optimization is proposed for decreasing the random noise in measurements geometrically and statistically. Simulations demonstrate that the proposed geometric coplanar constraints-aided autonomous celestial navigation method can effectively eliminate the measurement noise geometrically and statistically, and achieve high-precision performance.
used in deep space missions, including Mariner, Vikings, Voyager, Galileo, Cassini, NEAR, Stardust, Deep Impact, MRO, Dawn, Rosetta and New Horizon [2] , [8] . Furthermore, completely autonomous optical navigation (AutoNav) without tracking by ground station was finally validated as a novel technology in Deep Space 1 [9] . Great attention has been paid to this ambitious aspect, which is fully autonomous navigation for interplanetary missions [10] [11] [12] [13] [14] .
High precision is a key requirement for autonomous navigation in deep space exploration, especially for the phase during which the spacecraft is approaching the target planet or asteroid [3] , [15] . If the navigation accuracy does not meet expectations, the orbit determination error will affect the the orbit control system, which could lead to inaccurate orbit maneuver. As a result, it is possible for the spacecraft to suffer an unexpected hit on the target celestial body or a flight over the target celestial body. Errors in the autonomous navigation system limit its precision. Different errors exist in autonomous navigation system. Among these errors, measurement error is the main factor of the estimation error that determines the navigation accuracy. Therefore, to obtain high-precision navigation results, the effect of random measurement errors needs to be decreased.
Traditionally, state estimation is an effective way to suppress the effect of measurement random errors on navigation accuracy in statistics. The existing state estimation methods used in autonomous navigation of deep space exploration include the extended Kalman filter (EKF), sigma-point Kalman filter (SPKF), and particle filter (PF) [8] , [16] . The EKF is based on recursive Bayesian sub-optimal estimation with the analytical Taylor series expansion of nonlinear systems and measurement equations, and it has been used in the Stardust autonomous navigation system [17] . The SPKF is a series of derivative-free Gaussian filters, which are based on a weighted sum of function evaluations at L specified points within the domain of integration. Different formulations of the SPKF have different rules of sigma-points selection and weights calculation. The unscented Kalman filter (UKF) uses the true nonlinear model and a set of sigma sample points produced by the unscented transformation to capture the mean and covariance of state [18] , [19] . The UKF has been used in Optical Navigation System prototypes [20] . The quadrature Kalman filter (QKF) linearizes the nonlinear function using a statistical linear regression method through a set of Gauss-Hermite quadrature points [21] . The Cubature Kalman filter (CKF) works through the third-degree spherical-radial cubature rule [22] . The QKF and CKF can achieve higher order nonlinear approximation, and they have been proposed and applied in many applications [23] . All kinds of SPKFs have the limitation that SPKFs cannot be applied on general non-Gaussian distribution. The particle filter (PF) is a computer-based method for implementing a recursive Bayesian filter by Monte Carlo simulations, which generates samples stochastically. Among many improved PF methods, the UPF is a hybrid of the UKF and the PF that uses the UKF to get better importance sampling density [24] , [25] .
It combines the merits of unscented transformation and particle filtering and avoids their limitations. However, for the Gaussian random noise in autonomous celestial navigation systems, the SPKF is apparently more effective in real applications [16] .
Along with the state estimation, system constraints are another possible way to eliminate the measurement random noise effects on navigation accuracy. By using the geometric relationship in the measurement, the measurements that do not conform to the geometric relationship are optimized to an auxiliary measurement that has higher precision. System constraints are inherent in the actual complex physical system, and these intrinsic constraints will enhance the estimate performance of the system, which has been utilized in many applications, such as computer vision [26] , bearing-only location [27] , and so on. Fortunately, for autonomous celestial navigation of a deep space explorer, the measurement has its constraints, such as geometric coplanar constraints, angle constraints, and so on. At present, the geometric constraints have not been considered in the studies of the autonomous celestial navigation of a deep space explorer. As a consequence, the information in system models is separated, and the navigation system cannot fully use the contained information. Because the system models only give the relationship between the measurements and the states and the relationship within the states, the relationship between the measurements is considered mutually independent. However, in actual practice, multiple measurements are related in geometrically. Therefore, to improve the navigation accuracy of the autonomous celestial navigation of a deep space explorer, it is necessary to model the constraints in measurement of the autonomous celestial navigation system, which can directly eliminate the effects of measurement error with the geometric constraints, and achieve high precision by using measurement geometric constraints.
The main contributions of this study include the following: (1) The geometric coplanar constraint for celestial measurement is proposed, and the constraint model is established; (2) the SQP algorithm based on the geometric coplanar constraint is proposed to decrease the measurement noise and optimize the measurement in geometry; and (3) the CKF with measurement optimization is proposed for further eliminating the random noise in the nonlinear models of autonomous celestial navigation systems both in statistics and in geometry.
The paper is organized as follows: After the introduction, the orbital dynamics of deep space explorers and models of measurement of autonomous celestial navigation system in interplanetary missions are provided in Section 2. In Section 3, we model the geometric constraint and propose its optimization method, which directly decreases the noise in the measurement from the system. In Section 4, the CKF with measurement optimization is put forward to further eliminate the random noise geometrically and statistically. In Section 5, simulations to demonstrate the autonomous celestial navigation ability are presented, and impact factors that affect VOLUME 7, 2019 the accuracy and computational time are analyzed. Finally, conclusions are drawn in Section 6.
II. AUTNOMOUS CELESTIAL NAVIGATION SYSTEM FOR DEEP SPACE EXPLORERS A. ORBITAL DYNAMICS
A deep space explorer moves along a hyperbolic orbit when it approaches the target planet, where the central body is the target planet, and the sun is considered to be perturbations. Solar radiation, thruster's impulse, and other factors also affect the motion of the explorer. With those factors considered, the dynamic equations in a Mars-centered system can be described as follows: 
where f (·) is the state transition function, and W = [w 1 , w 2 , w 3 , w 4 , w 5 , w 6 ] T is the noise of state model.
B. MEASUREMENT MODEL
Angles between pairs of celestial bodies, angular diameter of extended bodies, and line of sight (LOS) direction can be used for autonomous celestial navigation [20] . In this paper, the LOS of the natural satellites of the target planet derived by an on-board sensor are used (shown in Fig. 1 ). Taking Mars as the target planet, the Phobos and Deimos LOSs are used as measurements. The LOSs of Phobos and Deimos are expressed as follows: where L 1 and L 2 are the LOSs of Phobos and Deimos, r 1 and r 2 are the position vectors of Phobos and Deimos in the Marscentered inertial system, r − r 1 is the distance between the explorer and Phobos, and r − r 2 is the distance between the explorer and Deimos.
can be written as a general equation:
where h(·) is the LOS measurement function, and
T is the noise of the measurement model.
C. MEASUREMENT PROCESSING
Measurement processing can be divided into four parts:
(1) centroid extraction (2) 2D image frame system coordinates (3) sensor system coordinates, and (4) inertial system coordinates, as illustrated in Figure. 2. (1) Centroid extraction: The celestial body images obtained from navigation sensor are the original data as in Figure. 3. The line number (l) and the pixel number (p) of the optical center of celestial bodies or stars can be obtained using the centroid extraction image processing algorithm based on Prewitt-Zernike moments [28] .
(2) 2D image frame system coordinates: The optical center coordinates in 2D image frame coordinate system (x 2d , y 2d ), shown in Figure. 4, can be expressed as follows:
where K optical is the matrix of pixels, p and l are the pixel number and line number of the optical center of the celestial body in the pixel and line coordinate system, and p 0 and l 0 are the pixel number and line number of the original point in the pixel and line coordinate system. (3) Sensor system coordinates: The LOS vector in sensor coordinate system L s i can be derived by using the lens equation as follows:
where f optical is the focal length of the navigation sensor. (4) Inertial system coordinates: The LOS vector in inertial coordinate system L i can be expressed as follows:
where C i b is the transformation matrix from body frame to inertial frame, and C b c is the transformation matrix from sensor frame to body frame, i = 1, 2.
III. THE GEOMETRIC COPLANAR CONSTRAINT AND THE MEASUREMENT OPTIMIZATION
Two beacons are the centers of the moons of the target planet. Taking Mars as an example, the centers of Phobos and Deimos are the beacons we used. Because the optical center can be considered the center of the moon for the regular circle shape, which can be extracted from the two moon images captured by the navigation sensor.
The geometric coplanar constraint proposed in this section is based on the assumption that two measured vectors are non-collinear. Considering the orbit periods of Phobos and Deimos, an eclipse might occurs when one moon is temporarily obscured by the other moon. If an eclipse happens, it only lasts several seconds because the spacecraft moves faster than two moons.
A. GEOMETRIC COPLANAR CONSTRAINT
Two vectors of navigation beacons Figure 5 ) simultaneously, so that
For an autonomous celestial navigation system, the measured vector from the navigation beacon to the spacecraftL i can be expressed by the real vector L i and the measurement error of the vector e i , which isL
T is the real vector from the ith navigation beacon, and e i = e m i , e n i , e p i T is the measurement error of the ith navigation beacon, i = 1, 2. Two real vectors intersect at the point of the spacecraft position (point A), and the two straight lines parallel to those two vectors define a plane P. L 1 and L 2 are in the same plane.
Because two navigation beacon vectors
are known, the vector from the first navigation beacon to the second navigation beacon can be expressed as
The vector L 12 intersects with the vector L 1 and L 2 at points B and C, respectively, which are the positions of two navigation beacons. Therefore, L 12 and L 1 are in the same plane, and L 12 and L 2 are also in the same plane.
For the reason that any three points not on the same line lie in exactly one plane, three vectors L 1 , L 2 , and L 12 are in the same plane, as shown in Figure 5 . Geometrically, the parallelepiped defined by the three vectors would be flat and have no volume, which means the mixed product of three vectors L 1 , L 2 , and L 12 is zero:
Recall the definition of vector from the navigation beacon to the explorer and the expression of the real vector from the navigation beacon to the explorer. As Eq. (9) shows, the ith real navigation beacon vector can be expressed as
Substitute the real vector L i expression of Eq. (11) into Eq.(10), and rewrite it as the determinant of the matrix. Then the unknown measurement error e i satisfies the following geometric constraint:
By establishing the coplanar geometric constraint, the relationship between the measurement is given geometrically. It can be seen from Eq.(12) that measurement errors are VOLUME 7, 2019 not mutually independent, and the mutual relationship in the measurement can provide a possible way to eliminate the errors in the measured vector.
B. OPTIMIZATION ALGORITHM
The constraints on the measurement errors satisfying the geometric constraint in Eq.(12) can be used to find optimal solution to the localization problem. In this section, the problem is formulated via a constrained least squares optimization problem. The sum of the square of the measurement error is considered an objective function under the Gaussian assumption:
f
The upper bound of the measurement error 3σ j is considered as the boundary constraint:
where σ j is the standard deviation of error in the jth beacon measurement. The cost function is expected to minimize the subject to the constraint in Eq. (14) , so the optimization model is formulated as follows: The solution satisfying the Kunn-Tucher condition, which is Eq.(17), Eq. (18), and Eq. (19) , is the optimal solution; the corresponding value of f (e m 1 , e n 1 , e p 1 , e m 2 , e n 2 , e p 2 ) is the optimal one. λ * ∈ R m and µ * ∈ R p + are estimates of the associated optimal Lagrange multipliers.
Ancillary measurementz k can be expressed as follows:
whereê i is the solution from the SQP algorithm.
IV. CUBATURE KALMAN FILTER WITH MEASUREMENT OPTIMIZATION
After the geometric coplanar constraints optimization, several random errors remains in the ancillary measurement. To achieve high-precision navigation performance, the CKF with measurement optimization is proposed to further eliminate the random noise in the nonlinear models of autonomous celestial navigation systems. The CKF is a kind of SPKF based on the spherical-radial transformation under the Gaussian assumption to guarantee an exact approximation of a Gaussian distribution up to the third moment [22] . The geometric coplanar constraint optimization enables the geometric relationship in measurement to be fully used to decrease the measurement errors. The CKF based on statistics knowledge further reduces the errors in ancillary measurement and errors in orbital dynamics. Figure 6 gives the diagram of the CKF with measurement optimization. From Figure 6 , it can be seen that the main process of the CKF with the measurement optimization algorithm includes cubature point and weight calculation, time update, and measurement update. In the measurement update process, the ancillary measurement is used to estimate the state and covariance rather than the original measurement.
A. CALCULATION OF CUBATURE POINTS AND WEIGHTS
The cubature point ξ i and its weight w i can be expressed as
where m = 2n, and i = 1, 2, ..., m
B. TIME UPDATE
(1)Perform the Cholesky decomposition of posterior error covariance:
(2)Evaluate the cubature points X l,k−1|k−1 :
where l = 1, 2, ..., m. (3)Update the cubature points:
(4)Compute the time updated meanx k|k−1 and covariance P k|k−1 :
C. MEASUREMENT UPDATE
(1)Cholesky decomposition:
(2)Cubature points:
(3)Predicted measurements Z l,k|k−1 at each Cubature point:
(4)Predicted measurementẑ k|k−1 :
(5)Measurement update covariance P zz,k|k−1 :
Orbits of S/C and martian system.
(6)State measurement update covariance P xz,k|k−1 : 
where the ancillary measurement z k is used as the actual measurement.
(9)The posterior error covariance matrix P k|k :
V. SIMULATIONS AND ANALYSIS A. SIMULATION SETUP
The Mars mission in 2018 is simulated, and its trajectory is generated by the Satellite Tool Kit Astrogator. The initial orbit parameters in J2000 heliocentric mean ecliptic and filter parameters are listed in Table 1 . Figure 7 shows the spacecraft(S/C) orbit and Martian system orbits during the approaching process. The simulation results presented in this paper are run in MATLAB 2012 on a 2.66 GHz Intel Corex 2 Duo CPU with a 32-bit Windows 7 system. Figure 8 , Figure 9 , and Table 2 give the measurement errors optimized by the geometric coplanar constraint, and also compare the results with and without optimization. From Figure 8 , Figure 9 , and Table 2 , the errors in ancillary Phobos measurement decease from 6.0179" to 3.2476", and that in the ancillary Deimos measurement also decrease from 2.9813" to 2.8117". This is the reason that the accuracy of optimization depends on the more accurate measurement. Two measurement vectors are used in geometric coplanar constraint; the more accurate one determines the plane that the two vectors lie in. In our case, the Deimos vector is the more accurate one. The measurement error is nearly 3", and the plane accuracy is close to the measurement accuracy of Deimos. As a result, the Phobos measurement accuracy is promoted to approximately 3", like the measurement accuracy of Deimos. Also, it can be seen that the accuracy of Deimos is increased slightly. The reason is that throughout the simulation, the measurement errors in Phobos and Deimos are statistically random. At one particular moment, the measurement error in Phobos is smaller than that in Deimos. At this moment, the accuracy of the plane depends on the Phobos measurement, and the measurement error in Deimos at this moment is slightly eliminated. In the view of the whole simulation time, this special case exists but is rare. Therefore, the geometric coplanar constraint can decrease the error in the ancillary measurement by constraining the measurement. The measurement errors in Deimos decrease slightly, whileas the Phobos measurement errors decrease more. Figure 10 and Figure 11 show the simulation results of an autonomous celestial navigation system with optimization by the geometric coplanar constraint compared with the results without optimization, and Table 3 gives the detailed results of Monte Carlo simulation (number=100). From a better view, Figure 10 and Figure 11 focus on the accuracy from Day 1 to Day 1.5. As Figure 10 , Figure 11 , and Table 3 illustrated, after convergence, the results with optimization are superior to the ones without optimization because the optimization process restrains the measurement error in the geometric co-plane, which can be geometrically understood as the optimization process creating ancillary measurement vectors that are absolutely in the same plane. The optimized errors are the difference between the ancillary measurement and actual measurement; the errors that remain in ancillary measurement are dramatically smaller than the errors in the actual measurement. 
B. SIMULATION RESULTS

C. IMPACT ANALYSIS RESULTS
Both high precision and real-time performance are required for a deep space explorer. To better evaluate the performance of the proposed method, the impact factors that affects the accuracy and computational time need to be analyzed. In addition, the proposed geometric coplanar constraintsaided autonomous celestial navigation method is a method based on the assumption that two measured vectors of two beacons are not parallel, and it is also necessary to analyze the impact factors that affect the measurement and how they can satisfy the assumptions. The main impact factors include the original measurement error magnitude, the angle between two measurement vectors, optimization methods, and the filter method. The specific analysis is given as follows: Figure 12 and Figure 13 give the errors in ancillary measurement under different conditions using different initial measurement errors. As we can see from Figure 12 , the ancillary Phobos and Deimos measurements have a similar magnitude of errors.
1) IMPACT ANALYSIS OF ORIGINAL MEASUREMENT ERRORS MAGNITUDE
The simulation data is fitted, and the relationship between the ancillary measurement error and the original measurement error is obtained using the polynomial fitting as follows:
wherev p andv d are the errors in ancillary measurements of Phobos and Deimos, and v p and v d are the errors in the original measurements of Phobos and Deimos. On the one hand, this relationship can predict the ancillary measurement in advance. On the other hand, it can provide a reference for the determination of navigation filter parameters. Figure 14 shows the corresponding analytic navigation accuracy with original and optimized measurements. Figure 15 shows the effect of the Phobos-S/C-Deimos angle. From Figure 15 , we can see that when the angle is close to 0, the analytic navigation accuracy degrades sharply. Also, we can see at the end of the simulation time, with the increase of the Phobos-S/C-Deimos angle, the analytic navigation accuracy increases gradually. It is indicated that the two measurement vectors are too close, and the constraints for measurements are not suitable for this case because the constraints are based on the assumption that the two vectors are not parallel. From the other view, this special moment is quiet short and has little influence on the utilization of the proposed method. Figure 16 and Figure 17 show the optimization results of different nonlinear constraint programming algorithms for the measurement under the same initial conditions. It can be seen from Figure 16 and Figure 17 that the trust region reflection (TRR), the interior point (IP), the active set (AS), and the sequence quadratic programming (SQP) method can all effectively promote the accuracy of the measurement error. Table 4 gives the detailed optimization results of the measurement by different nonlinear constraint programming algorithms. It can be seen from Table 4 that different nonlinear constraint programming algorithms significantly optimized the measurement.
2) IMPACT ANALYSIS OF ANGLE BETWEEN MEASUREMENTS
3) IMPACT ANALYSIS OF OPTIMIZATION METHODS
After optimization, the measurement of Phobos and Deimos can be optimized to higher accuracy. The errors in ancillary measurement are slightly lower than before optimization. This is because the characteristic of the plane constraint method is to constrain two vectors with errors into the same plane. Therefore, the vector with poor precision has a certain influence on the vector with higher precision in the constraint process. It also can be seen from Table 4 that by TRR or IP, the optimization index function values are the same, and have the same optimization precision; the AS can obtain the highest precision of measurement, and the optimization accuracy is the lowest compared with other optimization methods. The SQP can obtain the minimum optimization index function value compared with the other three methods, and the optimization effect is the best. The error in the Phobos ancillary measurement is 3.4611", and that in Deimos ancillary measurement is 3.4098". In addition, Table 4 gives a comparison of the calculation time of four nonlinear programming methods, and the SQP takes the least time. Figure 18 , Figure 19 , and Table 5 provide the simulation results of autonomous celestial navigation using the proposed CKF with the measurement optimization by the geometric coplanar constraint, compared with the results using two other filter methods: UKF and QKF (2 quadrature points are used in QKF, marked as QKF [2] ). To better show the accuracy comparison from Day 1 to Day 1.5, the position and velocity errors are shown as a logarithmic view in Figure 18 and Figure 19 . From Figure 18 , Figure 19 , and Table 5 , it can be seen that position estimation error of the CKF, the UKF and the QKF [2] is 3.7202 km, 3.9444 km, and 3.7913 km, respectively after filtering convergence, and the velocity estimation error of the CKF, the UKF and the QKF [2] is 0.1211 m/s, 0.1369 m/s, and 0.1302m/s, respectively after filtering convergence. The simulations suggest that autonomous celestial navigation systems using the CKF with measurement optimization provides the highest accuracy. The main reason is that the system models for autonomous celestial navigation systems are significantly nonlinear, and the CKF can achieve 3-order approximation, whereas the UKF and the QKF [2] only have 2-order approximation accuracy. The computation cost is another essential requirement to evaluate the performance of filtering methods. The computational time in Table 5 demonstrates that the QKF demands the highest computation time, and UKF and CKF require almost the same computational time. It is noted that theoretically, if more quadrature points are used in the QKF, higher precision can be achieved. However, considering the intensive computational time QKF costs, 2 quadrature points are used in our simulation. Therefore, it can be inferred that for a Mars explorer the CKF can provide the best navigation accuracy without intensive computational time compared with the UKF and QKF [2] .
4) IMPACT ANALYSIS OF FILTER METHODS
VI. CONCLUSION
To achieve high-precision autonomous celestial navigation, in this paper, a geometric coplanar constraints-aided autonomous celestial navigation method is proposed for deep space explorers during the approach phase in deep space exploration.
In this method, the geometric coplanar constraint inherent in the LOS is presented and modeled. Through optimization by SQP, the errors in ancillary measurement are directly decreased compared with the original measurement. Simulations demonstrate that the proposed method is an effective way to eliminate the impact of the measurement noise and achieve high-precision performance, and this method can make full use of the information inherent in the geometric constraints of the measurement. Several useful remarks are given as follows:
(1)The accuracy of ancillary measurement obtained from geometric constraints optimization is useful for filter parameter decisions and expected navigation accuracy assessment.
(2)The larger the angle between two beacons is, the better navigation accuracy we can achieve. If the angle between two beacons is zero, the geometric constraint cannot be tenable, and no optimization measurement can be obtained.
The SQP provides an efficient way to obtain the ancillary measurement because it involves the least computational time and good accuracy. 
