In this paper, we study the problem of discriminating J (≥ 2) Gaussian processes by analyzing the behavior of the underlying probability measures in an infinite-dimensional space. Motivated by singularity of a certain class of Gaussian measures, we first propose a data based transformation for the training data.
Introduction
Suppose that we are given two Gaussian processes (GPs) X and Y defined on a common probability space (Ω, σ, P), and the probability distributions that they generate are P X and P Y , respectively. The Hajek and Feldman property (established independently in [8] and [5] ) states that P X and P Y are either equivalent, or else mutually singular. In other words, for every measurable set A, P X (A) = 0 if and only if (iff) P Y (A) = 0, or else there exist two measurable sets S X and S Y such that P X (S X ) = 1, P Y (S X ) = 0 and P X (S Y ) = 0, P Y (S Y ) = 1.
Some work has been done to find conditions under which equivalence, or singularity between two GPs occur (see, e.g., [12] , [13] , [14] , [15] , [16] ).
More recently, the nice paper [3] analyzes the classification problem in which an observation z is to be classified as produced either from P X or P Y . This paper investigates conditions under which a perfect classification procedure is possible. As stated above, this is only possible if P X and P Y are mutually singular. To the best of our knowledge, this paper is the first time in which the Hajek and Feldman property has been applied in practice to solve a statistical problem. The relationship between the paper [3] , and this property has been analyzed in [2] , where the authors also present expression of the optimal Bayes' rule in some classification problems. Bayes' classification for GPs was also studied in [1] , and the authors used the equivalence of certain GPs to derive a classification procedure based on the likelihood ratio. However, we cannot write the likelihood ratio if the GPs are singular.
The work in [3] is devoted to the case where P X and P Y differ in locations. We propose a procedure which allows one to identify mutually singular situations based not only on locations, but also when there is difference in the covariance operators. The procedure is based on analyzing the limit of some Mahalanobis' distances defined on suitable sequences of increasing finite-dimensional spaces. One of the main differences between the results stated in [3] , and those we present here is that [3] includes a result in which they identify the optimal projection to be used to separate P X and P Y , assuming the covariance operators to coincide. Here, we are considering a kind of functional BehrensFisher problem [17] , where the optimal solutions does not exist even in the real case. We want to mention that a classification procedure for functional data based on Mahalanobis' distances is proposed recently in [6] , but 'perfect classification' is not achieved because their procedure stops at a finite-dimensional subspace.
The structure of this paper continues as follows. In Section 2, we first propose a transformation and analyze the related classification problem when the distributions are known. The notation to be used in the theoretical results are introduced in Subsection 2.1. This section ends by explaining the application of those results to the classification problem. In Section 3, we examine some examples for application of our results and compare them with the results stated in [3] . Extension of our method to the case where the parent distributions are unknown, and need to be estimated from the training data is carried out in Section 4. Sections 5 and 6 are devoted to the analysis of the behavior of the procedure in practice; the first of those sections contains simulations, while the latter presents results of our method applied to some benchmark data sets. The paper ends with a technical Appendix which contains proofs of the theorems, and several technical results.
Classification with Known Distributions
Assume that the processes X and Y are defined on a bounded real interval, which without loss of generality, we identify with the unit interval [0, 1]. We will also assume that they belong to the Hilbert space of square integrable functions:
H : the set of the real functions f (t) with t ∈ [0, 1] such that Here, the inner product is defined as f, g = 1 0
f (t)g(t)dt, and the norm is defined as f = . To avoid repetitions, we use Z to indistinctly denote both processes X and Y. The distribution of the random process Z will be denoted as P Z , its mean function by µ Z and its covariance by Σ Z . We will also assume that all involved random quantities are defined on the common and rich enough probability space (Ω, σ, P). If we have an observation z ∈ H taken either from P X or P Y , our aim is to discriminate between those two possibilities. In this section, the distributions P X and P Y are assumed to be known.
Consider an increasing sequence of subspaces
This restriction is not necessary for the development which follows as long as the dimension of V d goes to infinity with d, but it simplifies the notation. Given the subspace V d , let µ 
In Section 4, we will assume that V d is generated by the first d eigenvectors of the process Z. In that case, it trivially happens that
To avoid technical problems, we will assume that all the eigenvalues of the covariance operators of P X and P Y are strictly positive and different. Thus, λ If u ∈ H, we denote u d to be its projection on V d and write 
Here, · denotes the usual Euclidean norm. Given u, v ∈ H, a keystone of this paper is the following map:
The classification procedure
The classification procedure that we propose is based on the behavior of the statistics D
. This analysis is carried out in Theorem 2.1 below. The theorem is based on a more general Proposition 7.1 which is presented in the Appendix.
Proof : Statement (2) follows by taking µ = µ X , and is finite. So, it is sufficient to check assumption (4) in the examples with GPs that we study later in Section 3.
Remark 2.1.3 It is obvious that Theorem 2.1 holds if we replace P X by P Y . Then, under the corresponding assumptions for P Z = P Y , we get
In order to apply Theorem 2.1 to classification problems, we define a sequence of two-dimensional statistics as follows:
Based on T d , let us consider the following classifier
For a fixed value of d ≥ 1, we define p d to be the total misclassification probability of the classifier δ d , i.e.,
, with π X (respectively, π Y ) being the proportion of observations coming from P X (respectively, P Y ). We assume that π X + π Y = 1, and
Proof: Consider a fixed z. Under the assumptions mentioned above in Theorem 2.1 and Remark 2.1.3, it happens that for P z = P x , Similarly, when P z = P y , the first limit is zero iff L • A consequence of Theorem 2.2 is that we can now identify the distribution which generated z without a possibility of mistake as d → ∞, i.e., we obtain 'perfect classification'.
Some Example of GPs
We now analyze the limiting behavior of the statistic T d (z) in the particular case when µ X = 0 and Σ Y = aΣ X (here a is a positive constant). Consider V d to be the subspace generated by the first d eigenfunctions of the covariance operator Σ X . Assume that there exists a positive constant ν such that ν = lim d→∞
2 . This now implies that we have definite expressions for the limiting constants mentioned in equations (3) and (4)
The following simplified limits hold for T d (z):
In particular, we now consider two special cases.
Homoscedastic case
Let us assume that µ Y = 0, and a = 1. So, we have a common covariance for both classes. In such a case, we obtain the following:
If ν > 0, this statistic allows one to identify the distribution which produced z. However, if ν = 0, then it happens that T d P → (1, 1) T independently of P Z = P X , or P Z = P Y . In other words, the proposed statistic allows one to decide the distribution which produced z without possibility of mistake, or alternatively, it is completely useless.
In [3] , the authors show that the linear classifier obtains perfect classification in the case we are considering here if the series
They also prove that perfect classification is impossible if this series converges. However, if this series converges, then (µ
In this case, it is easy to show that ν = 0 and our procedure is useless. However, let us assume that λ
and the linear classifier in [3] is perfect. On the other hand, we have that
and the sequence {T d } d≥1 is useless for classification of data points as d → ∞. Therefore, if both distributions have the same covariance operator, then our procedure does not improve the linear classifier constructed by [3] .
Equality in means, and difference only in scatter
We will now assume that µ Y = 0 and a = 1. Therefore, µ X = µ Y = 0, and this implies ν = 0. In this setting, we obtain the following limits
This is the simplest case in which two different covariance operators give way to a perfect classification problem, but one may easily construct more involved situations.
Classification with Unknown Distributions
In this section, we will discuss steps to implement the procedure described in Section 2. In practice, the distributions P X and P Y , and all the involved quantities need to be estimated from the training data from the two classes.
Main result
We will use the same notation as in Section 2. For the results in this section, we will use the subspace generated by the first d eigenfunctions of the covariance operator of the random process Z, and it will be denoted by
Since K Z is a linear operator, we consider its eigenfunctions and eigenvalues, and denote them by φ
. . forms an orthonormal basis of H. We will now make the following assumptions:
A.2 We have λ
To estimate K Z and its eigenvalues and eigenfunctions, we will use the corresponding empirical quantities. Suppose that we have a simple random sample z 1 , . . . , z n taken from P z . Given s, t ∈ [0, 1], we definê
Consider the corresponding estimated familiesλ
. . of its eigenvalues and eigenvectors, respectively. Notice thatK Z as well as all the λ
With a finite sample, we cannot estimate all the involved eigenvalues and eigenvectors with the limit on d → ∞. Thus, we follow the work in [3] and [9] , and select a non-random decreasing sequence {η } n going to zero slowly enough as to satisfy lim n n 1/6 η n = ∞. We take
We will now study the mapD
Theorem 4.1 Let {x n } n≥1 and {y m } m≥1 be sequences of independent observations taken from P X and P Y , respectively. Assumptions A.1 and A.2, and those in Theorem 2.1 hold. Denote {x n } n≥1 and {ȳ m } m≥1 to be the associated empirical means. Let z be an observation independent from both samples. If P z = P X , then
under the obvious modification of the assumptions in Theorem 2.1 we get
Practical interest of Theorem 4.1 is clear from the comments after Theorem 2.1. Consequently, it happens that this result provides a procedure which asymptotically, as inf(n, m) → ∞ allows one to classify observations without a possibility of mistake.
The classification procedure in practice
We describe how our procedure works in practice. Given training samples x 1 , . . . , x n and y 1 , . . . , y m from the two classes, the classification procedure is as follows:
1. Estimate the eigenvalues, the eigenfunctions and the sample means from each of the two training samples.
2. Choose d n,m following the restrictions in Proposition.
3. Classify z as produced by P X iffδ dn,m (z) = 1. Hereδ dn,m (z) is defined as follows:
Obviously, it is not possible to estimate a number of eigenfunctions higher than the sample size. If we want to apply Theorem 4.1 to be sure of the consistency of the procedure, we need to guarantee that only a specific set of values of d n,m are used in step 2. However, it happens that we can choose any value for d n,m as long as it goes to infinity with min(n, m) and not too quickly as shown in the next proposition. Proposition 4.2 Let {x n } n≥1 and {y mn } n≥1 be sequences of independent observations taken from P X and P Y , respectively, with lim n→∞ m n = ∞. Let {η x n } and {η Y mn } be decreasing sequences going to zero slowly enough as to satisfy lim n,m min(n 1/6 η x n , m
mn be defined as in (7) . Let {u n } be a sequence of positive numbers such that lim n u n = ∞ and
Under the assumptions in Theorem 4.1, the misclassification probability of the classifierδ dn,m n (z) goes to 0 asymptotically as n → ∞.
The proof is stated in the Appendix. The modification to deal with J(> 2) classes adds no special difficulty to our procedure. When only two classes are involved, we handle two-dimensional vectors in the classification procedure. If J populations are involved, we need to consider J-dimensional vectors. Technically, the situation when J > 2 is identical to the case when J = 2. In fact, the proofs we gave for Theorems 2.1, 2.2 and 4.1, and Proposition 4.2 allows one to prove an analogous theorem for the J class classification problem as well.
On the cross-validation approach
An important point is the selection of the optimal dimension for the projected space. For large values of d n,m , we expect the values of the estimated statisticT dn,m to form two clearly separated clusters depeneding on the class label of the observation. Moreover, T dn,m (z) will lie closer to the cluster formed by the transformed observations with the same class label as z (also see Theorem 4.1). We now construct a sequence of images to show how the separation varies with increasing values of d n,m . Consider data generated with two different Brownian motions with the same covariance operators (Example II for the location case in Section 5) for varying values of d n,m . We have samples of size 50 from each of the two classes. The combined sample of size 100 has been used to construct an estimate for the scatter. Figure 1 clearly shows that the separation between the two classes increases with d n,m . Observe that the transformed data points are concentrated about two distinct points corresponding to the two classes till d n,m = 60. The data clouds start to disperse when d n,m = 80. This can be explained by the fact that we start to observe numerical instability when we increase d n,m = 80 with a fixed sample size n + m = 100.
We may use the expressions related with R X n and R Y m , however we prefer an approach which directly relates to the misclassification probability. So, in practice, we propose to choose a unique dimension d n,m for both samples using cross-validation (CV). As we observe from Figure 1 , the estimation of d n,m is quite crucial as it determines the dimension of the space where we project our observations for a fixed sample size. We estimate it by minimizing the CV estimate [10] of the misclassification rate, and call itd CV as follows. For CV, we have used a common value of d over both classes to reduce the computational burden in all situations. To estimate the misclassification rate that a fixed value of d produces, we randomly create a partition of the training sample into two subsets, S b and its complement. The size of S b is 0.9 times the size of the initial training sample, and the subsamples from each distribution are proportional to the original sample sizes (see [10] for more details). For each value of b = 1, . . . , B, we treat the points in S b as the training set, and the complement of the set S b as the test set. We use S b to obtain an estimate of the misclassification rate, repeat this partition B = 50 times and average it over these B samples to getp 
Numerical Results
For our simulation study, we consider only two class problems. The training sample size of each class is 50, while the test is 100. We replicate our experiment 200 times, and the results are reported in tables below. The minimum misclassification rate is marked in bold, while the second lowest is in italics. We generated data on a discrete grid of 100 equi-spaced points in the unit interval [0, 1] from four different simulation examples described below.
I. The first example is taken from [3] . The authors considered a stochastic representation
Here, the Z j s are independent standard normal random variables, φ j (t) = √ 2 sin(πjt), with t ∈ [0, 1] and λ j = 1/j 2 for j = 1, . . . , 40.
II. Let Z(t) with t ∈ [0, 1] be the shifted Brownian motion having mean function µ Z (t) and co-variance Σ Z (s, t) = min{s, t} with 0 ≤ s, t ≤ 1. Data for this example was simulated using the function rmvnorm from the R package mvtnorm [7] .
III. As a third example, we generated data from the Ornstein-Uhlenbeck or Vasicek process stationary law using the linear stochastic differential equation: dZ(t) = (θ 1 − θ 2 Z(t))dt + θ 3 dW(t), where θ 2 > 0 (ensures stationarity) and θ 3 > 0 and W(t) is a standard Brownian motion. Denote θ = (θ 1 , θ 2 , θ 3 ) T . We simulated data for this GP using algorithms implemented in the function rsOU from the R package sde [11] .
IV. Another interesting example was considered by [3] where the authors took the same representation as in Example I but with λ j = exp[−{2.1 − (j − 1)/20} 2 ] for j = 1, . . . , 40. Here, it happens that λ 1 < λ 2 < . . . < λ 40 , and unlike assumption A.2 high valued eigenvalues occur at the higher indices.
In addition to the classifierδ dn,m , we may consider any classifier which separates the two clusters (see Figure 1) . We consider two linear classifiers, namely, the centroid based classifier (CND) and support vector machines (SVM) with a linear kernel on the transformed data. One may refer to the book [10] for more details on these linear classifiers.
We consider two broad methods for comparison. The first method is based on the centroid based classifiers developed in [3] . The authors considered two classifiers, the first is based on principal components (we call it DH-PC), while the second is based on partial least squares (we call it DH-PLS). The second set of methods are non-parametric approaches developed in [4] . The authors developed two classifiers, which are available as the functions funopare.knn.gcv and funopadi.knn.lcv in [4] . The first classifier (we call it NP1) performs functional prediction (or, regression) of a scalar response from a sample of curves using the functional kernel estimator. A global bandwidth (i.e., number of neighbors) is selected by a CV procedure. While the second classifier (we call it NP2) performs a functional discrimination of a sample of curves when a categorical response is observed (i.e., supervised classification). A local bandwidth (i.e., number of neighbours depending on the curve where the estimator is evaluated) is selected by a CV procedure. Please see the manual available at http://www.math.univtoulouse.fr/∼ferraty/SOFTWARES/NPFDA/npfda-reference-manual.pdf for details.
Difference in locations
For Example I we set the mean function µ z j = 0 for j > 6, and the first six components to be (0, −0.5, 1, −0.5, 1, −0.5)
T and (0, −0.75, 0.75, −0.15, 1.4, 0.1) T , respectively, for the two distributions P X and P Y (see [3] ). The mean functions for the two classes in Example II are the constant functions 0 and 1, respectively. We set the parameters to be θ 1 = (0, 1, √ 2) T and θ 2 = (1, 1, √ 2) T for Example III. In Example IV, [3] considered the constant function 0 for class-1, while they set the first three components to be (0.75, −0.75, 0.75) T , and µ j = 0 for j > 3 for class-2. Interest of the last example lies in the fact that we have difference in means among the first few components, while the largest eigenvalues are in the later components. Since the two classes have the same covariance structure, we have used a common estimator for the covariance operator in both classes. From the numerical figures in Table 1 , it is clear that our classifiers generally improve over the method DH-PC. On the other hand, DH-PLS clearly outperforms all the classifiers except in Example II. Observe that PC based methods perform better than PLS in Example II, and our method has the minimum misclassification rate here. From this analysis, it turns out that DH-PLS is quite successful in estimating the optimal subspace. Since the classes differ only in their locations, we implemented the PLS algorithm for our proposed transformation as well. The results based on the classifierδ P LS were obtained to be 0.0006 (0.0001), 0.1977 (0.0020), 0.0000 (0.0000) and 0.0817 (0.0015), respectively. We observe a significant improvement in the misclassification rates in Examples I, III and IV. These numerical results indicate that the PLS algorithm is generally quite effective in problems with difference only in their locations.
Note that the performance of DH-PC is significantly better than DH-PLS in Example II. Interestingly, DH-PC (the Bayes' classifier) gives a higher misclassification rate than the classifier based on the proposed transformation in Example II. Figure 2 below demonstrates this point. We have used the combined sample of size 100 to estimate the covariance operator. The left hand side graph in this figure shows points in the test sample after using the proposed transformation. The right plot shows the projection based on DH-PC proposed in [3] . This graph also includes the separating hyperplane. Clearly, samples from the two classes are completely separable in the left hand side graph, while the one on the right shows some misclassified observations. Additionally, we plot the histogram of estimated values ofd CV over 200 random iterations for both methods (see below the main plots). The plot on the left side is negatively skewed towards the lower values of d, while the one on the right is positively skewed. The performance of DH-PC may improve by considering a larger set of possible values for d.
Difference in location and scale
The mean functions mentioned in Section 5.1, and the distribution of the first class are kept unchanged. We introduce appropriate changes in the parameters to obtain Σ Y = 5Σ X . This is straight forward in Example II. In Examples I and IV, we define λ We now have difference in covariance structures for these examples. So, we used different covariance estimates for each of the two classes. Although DH-PLS improves over DH-PC in the examples considered here, excepting Example II, our proposed transformation brings down the misclassification rate to about 0 for all the methods. Superiority of the transformations based on T is quite clear from the numerical figures in Table 2 .
The non-parametric classifier NP1 yields improved performance in several situations and leads to a misclassification rate of about 5%, but it is still significantly higher than those obtained using any of our methods.
Difference in scales
Here, we set the location function of the distribution corresponding to class 2 to be the constant function 0 for Examples I to IV, and retain the covariance structure mentioned in Section 5.2 for the distribution of both classes. The distributions for both classes now differ only in their scales. The strength of our transformations is further evident from the analysis of the scale problems. The misclassification rate of all our classifiers in all four examples is again close to 0 (see Table 3 ), and demonstrates the 'perfect classification property' of the proposed transformations. However, the centroid based classifier DH-PC now yields a misclassification rate close to the random tosses of an unbiased coin in several examples. This is expected in view of the fact that there is no information in locations any more. The misclassification rates of NP1 are similar to those obtained in Table 2 but statistically significant compared to 0, while the results of NP2 turn out to be not too good.
Analysis of Benchmark Datasets
We have applied our methods to three benchmark data sets. In each set, we had a sample of j m j observations, where we have m j data points from the j-th population for 1 ≤ j ≤ J. The data were randomly split M = 200 times to construct a training sample of size n j , and a test sample of size N j from j-th population with n j + N j = m j for all 1 ≤ j ≤ J. Define n = j n j and N = j N j . We built the empirical classifiers using the training data, and used them to classify the test data points. For each classifier, the corresponding proportion of test observations that were misclassified is reported below in Table 4 . The first two data sets are two class problems, while the third is a six class problem. The growth data [4] contains the heights of 39 boys and 54 girls from age 1 to age 18, and the ages at which they were collected. The heights were measured at 31 different time points during this age span. We distributed the data as n 1 = 19 and n 2 = 27; and N 1 = 20 and N 2 = 27. The wheat data consists of near infra-red spectra of 100 wheat samples with known protein content, and were measured from 1100nm to 2500nm at 2 nm intervals to yield data observed at 701 points (see [3] for more details). We have 41 samples with protein content less than 15, and 59 samples with protein content higher than 15. Two different configurations for the data split are considered here. The first is n 1 = 12 and n 2 = 18; and N 1 = 29 and N 2 = 41, while the second is n 1 = 20 and n 2 = 30; and N 1 = 21 and N 2 = 29. The synthetic control data is obtained from the UCI machine learning repository. It contains data of six different patterns, namely, downward trend, cyclic, normal, upward shift, upward trend and downward shift. There are 100 observations in each of the classes having time series of length 60. We have considered two splits here as: n i = 25 and N i = 75; and n i = N i = 50 for all 1 ≤ i ≤ 6. For numerical stability, we have used a common estimate for the covariance over the competing classes.
Numerical figures for the three datasets in Table 4 demonstrate a definite point in the 'perfect classification' scenario. The results clearly exhibit that good performance can be achieved by the proposed transformation. We observe a significant improvement in the misclassification rate over existing parametric as well as nonparametric classification methods. Among the proposed classification methods, the one based on SVM with linear kernel usually turns out to be the winner by majority vote. The performance of the method based on centroids turns out to be quite stable, and usually turns out to be the second best. Note that SVM finds the best linear separator, and this explains its overall good performance.
7 Appendix: Proofs and Mathematical Details
Assume that z has been produced from the distribution P Z , and that there exist L µ and L S (finite or not) such that 
By assumption (8), we have
Let us consider the second term in (11) . 
2 has the same distribution as
Here, {u i } 1≤i≤d is a sequence of i.i.d. real variables with the standard normal distribution.
Fix ǫ > 0, and assume first that L S is finite. Taking into account that the variance of a chi-squared distribution with one degree of freedom is two and using Tchebychev's inequality, we have that
which converges to zero by assumptions (9) and (10) . Consequently, we have shown that
and assumption (9) gives
Assume now that L S is infinite. We have that
, which converges to zero as L S = ∞ and using assumption (10) . Therefore, we have shown that 1
Consequently, 
Let us assume that L µ and L S are finite. Let ǫ > 0. Using Tchebychev's inequality again, we get
which converges to zero by assumptions (8) and (10), and the proposition is proved in this case.
When L µ or L S are infinite, the result follows from (11) and the previous results, if we are able to show that the sequence of real valued random variables
converges to zero in probability as d → ∞. In turn, this will be fixed if we show that every subsequence of {w d } contains a new subsequence which satisfies this property. Thus, let {w d k } be a subsequence of {w d } and let us consider the associated subsequences { m d k } and { u d k }. Obviously, there exists a further subsequence {d k * } such that one of the following holds:
To simplify notation, we denote the sequence {S d k * } by {S h }, and similarly for the remaining ones. In case (i), L S must be infinite, since (12) shows that
we have
2 → 0 in probability, and, also in this case w h P → 0 as h → ∞. In case (iii), we also have that L S to be infinite. Thus, taking into account that (13) also holds now, it happens that we need to show that
where δ is an arbitrary number satisfying 0 < δ < C. Fix ǫ > 0. We have that m h , u h has the same distribution as
and consequently, we have that
, which converges to zero by assumptions (9) and (10 
Proof: Let d be a natural number, and denote
This completes the proof.
•
Proof of Theorem 4.1
Recall that in this theorem, we use the subspaces generated by the estimates of the first d eigenfunctions of the covariance operator of the random process Z. We begin with some notation and preliminary results which have been taken from [3] and [9] , or follow directly from the results there. Then, we will give the proof of Theorem 4.1. For every n ∈ N, let us consider
In [3] and [9] , it is shown that if j ≤ R Z n (recall the definition of R Z n in (7)), then
Moreover, if j ≤ R Z n , there exists a k ≤ j such that
where we have applied (14) and (7) and that, from (16) and the assumption on η n , we can conclude that η n > 2∆ Z from an index onward. Thus, (18) and (15) yield
From (14), (7) and (16), we obtain that
Now, we are in a position to prove Theorem 4.1.
Proof of Theorem 4.1: Let us assume that P Z = P X . Without loss of generality, we assume that µ X = 0. We will split the proof into two lemmas. In Lemma 7.3, we will first prove
Then, we will show in Lemma 7.4 that the limits of D
Lemma 7.3 Under the assumptions in Theorem 4.1, it happens that
Proof. For a fixed z, let us denote u = z −x n . Note that u depends on n, but by the Strong Law of Large Numbers, we have that u ≤ z + x n = O P (1). Let n ∈ N, and take j ≤ R X n . We have that
We analyze each term in this expression separately as follows:
Proof. We will first show that D
T , when written in the basis formed by the eigenvectors of Σ X R X n . Since we are assuming that µ X = 0, we have
Since P Z = P X , it happens that {z j /(λ X j ) 1/2 } are i.i.d. with the standard normal distribution, and they are independent from the i.i.d. variables {x j (n/λ 
which converges in probability to zero by SLLN because according to (17) , R X n → ∞. Thus, the second term in the left hand side of (24) converges to zero in probability. The reasoning to prove that the first term in the left hand side in (24) converges to zero in probability is similar to the previous one, taking into account that the variables n(x j ) 2 /λ 
From (17), we have that the first term here converges to zero. Therefore, to finish this step, we only need to prove that the sequence
converges to zero in probability. However, 
This case is very similar to the last part of the proof of Proposition 7.1. Here, we have
Thus, if we denote m
