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A NONSYMMETRIC APPROACH AND A QUASI-OPTIMAL
AND ROBUST DISCRETIZATION FOR THE BIOT’S MODEL.
PART I – THEORETICAL ASPECTS
ARBAZ KHAN AND PIETRO ZANOTTI
Abstract. We consider the system of partial differential equations stemming
from the time discretization of the two-field formulation of the Biot’s model
with the backward Euler scheme. A typical difficulty encountered in the space
discretization of this problem is the robustness with respect to various ma-
terial parameters. We deal with this issue by observing that the problem is
uniformly stable, irrespective of all parameters, in a suitable nonsymmetric
variational setting. Guided by this result, we design a novel nonconforming
discretization, which employs Crouzeix-Raviart and discontinuous elements.
We prove that the proposed discretization is quasi-optimal and robust in a
parameter-dependent norm and discuss the consequences of this result.
1. Introduction
In the theory of poroelasticity, the Biot’s consolidation model describes the flow
of a fluid inside an elastic porous medium. The model has a wide range of appli-
cations covering, e.g., reservoir engineering, biomechanics and medicine. For this
reason, the problem of devising effective discretization techniques has attracted
increasing attention in recent years.
In the basic two-field formulation of the Biot’s model, the unknowns are the
displacement of the medium and the fluid pressure. Various other formulations
have been introduced over the years, in order to devise discretizations enjoying
desirable properties, such as the robustness with respect to some of the material
parameters and/or the conservation of relevant quantities. Three-field formulations
introducing the Darcy’s velocity are well-established, see e.g. [22, 23, 31, 3, 13, 12].
More recently, a three-field formulation involving the so-called total pressure [21, 18]
and various other four-field formulations [15, 11, 32, 17, 16] have been considered.
The Biot’s model involves several material parameters. For extreme values of
certain parameters, undesired numerical effects are possibly met in the discretiza-
tion. In particular, volumetric locking and spurious oscillations of the fluid pressure
may be observed when dealing with nearly incompressible and low permeable ma-
terials, respectively. The different nature of these effects is pointed out in [11].
The devising of discretizations that are robust in the critical regimes has been the
subject of many papers. In addition to the aforementioned ones, we refer also to
[7, 20, 25]. The robustness is typically achieved by employing discrete spaces that
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satisfy certain inf-sup conditions, namely the ones encountered in the approxima-
tion of the mixed formulation of the Stokes and of the Poisson problems see, for
instance, [11, section 4], [26, Definition 3.1] and [19].
The loss of mass is another issue that possibly affects the discretization of the
Biot’s model. Treating the Darcy’s velocity as an independent variable is a standard
technique to assess local mass conservation. Among the other strategies we mention,
for instance, the flux reconstruction of [24].
In this paper we first propose a novel nonsymmetric variational setting for the
two-field formulation of the problem resulting from the time discretization of the
Biot’s model with the backward Euler scheme. We equip the trial space with
a parameter-dependent norm and the test space with a norm that is parameter-
independent, after rescaling the equations. The motivation behind our approach is
that we do not assume any scaling of the load terms with respect to the parameters.
We prove well-posedness and stability in the proposed setting, irrespective of all
parameters. The expression of the trial norm points out an equivalent nonsymmet-
ric four-field formulation, treating the total pressure and the total fluid content as
independent variables.
The proof of our stability result builds upon the continuity and the inf-sup
stability of two auxiliary bilinear forms: the well-known H1/L2 form involved in
the Stokes problem and the H−1/H10 dual pairing. The first one serves to control
the L2-norm of the total pressure, as done in [18]. The second one, which appears
to be a new device in this context, is invoked in order to control the H−1-norm of
the total fluid content.
The second contribution of this paper is a finite element discretization inspired
by the aforementioned result. We use first-order Crouzeix-Raviart and discontin-
uous elements, respectively, for the displacement and for the fluid pressure. Our
discretization equivalently reads as an approximation of the nonsymmetric four-
field formulation of the problem, employing piecewise constants for both the total
pressure and the total fluid content. The pairs of spaces used for the displacement
and the total pressure and for the total fluid content and the fluid pressure are
suitable for establishing counterparts of the continuity and of the inf-sup inequal-
ities exploited in the analysis of the model problem. This yields a robust stability
estimate and prevents, in particular, from volumetric locking and substantial mass
losses. In contrast, the pair of spaces used for the displacement and the fluid pres-
sure is not suitable for a Stokes-like inf-sup inequality, a property that is known
to prevent from spurious pressure oscillations in low permeable materials, cf. [11].
Still, we can guarantee that the projection of the fluid pressure onto the piecewise
constant functions is free from oscillations, see Remark 3.9.
We combine our stability results with a careful discretization of the load terms,
inspired by the theory developed in [27, 28, 29]. As a result, we derive quasi-optimal
and robust error estimates, meaning that the error of the overall discretization is
bounded, up to a constant, by the corresponding best error in the employed spaces.
The constant involved in this result is independent of all the material parameters
and we do not invoke additional regularity of the solution beyond the minimal one.
The remaining part of the paper is organized as follows. Sections 2 and 3 are
devoted to the analysis of the model problem and of its discretization, respectively.
In section 4 we discuss some extensions of our findings, including higher-order
discretizations. Efficient solvers and numerical experiments are discussed in [14].
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2. A nonsymmetric approach to the Biot’s model
Let Ω ⊆ Rd, d ∈ {2, 3}, be an open and bounded polyhedron. Assume also
that the boundary of Ω locally coincides with the graph of a Lipschitz-continuous
function. For all measurable subsets Ω˜ ⊆ Ω, we denote by ‖ · ‖Ω˜ the L2-norm on Ω˜.
In this section we recall the equations of the (semi-discrete) Biot’s model in Ω and
state a result concerning their stability.
2.1. Biot’s model. The Biot’s consolidation model consists of an equilibrium
equation, prescribing the conservation of the momentum, and of a continuity equa-
tion, stating the conservation of the mass. The two equations read as follows
(2.1)
−div(2µε(u) + λdiv(u)I − αpF I) = f in Ω
∂
∂t
(αdiv(u) + σpF )− div(κ∇pF ) = g in Ω.
The unknowns are the displacement u : Ω→ Rd of the elastic medium and the fluid
pressure pF : Ω→ R. The symbol ε(u) := (∇u+ (∇u)T )/2 denotes the symmetric
gradient of u (i.e. the strain tensor), whereas I stands for the d×d identity matrix.
The model involves the following material parameters
• λ, µ > 0, the Lame´ coefficients,
• α > 0, the Biot-Willis constant,
• σ ≥ 0, the constrained specific storage coefficient, and
• κ > 0, the hydraulic conductivity.
For simplicity, we assume hereafter that all the parameters are constant in Ω. We
complement the model by assuming that
(2.2) u = 0 and pF = 0 on ∂Ω.
We refer to section 4.3 for a discussion about more general boundary conditions.
The semi-discretization in time of (2.1) by the backward Euler scheme, with
time step τ > 0, results in a time-independent problem in the form
(2.3)
−div(2µε(u) + λdiv(u)I − αpF I) = f in Ω
αdiv(u) + σpF − div(κ∇pF ) = g in Ω
where we have, in particular,
κ := τκ.
The main concern of this paper is in establishing a stability estimate for this problem
and in devising a discretization that are robust with respect to all parameters.
2.2. Nonsymmetric variational setting. To obtain a weak formulation of prob-
lem (2.3), we multiply the two equations by smooth test functions and we integrate
by parts, as usual. Correspondingly, we assume that the load terms f and g satisfy
the regularity requirements
(2.4) f ∈ H−1(Ω; d) := (H10 (Ω)d)′ and g ∈ H−1(Ω) := (H10 (Ω))′.
Slightly abusing the notation, we denote by 〈·, ·〉 both the dual pairing of H−1(Ω; d)
with H10 (Ω)
d and the one of H−1(Ω) with H10 (Ω). Then, we are led to the following
linear variational problem:
(2.5)
find (u, pF ) ∈ H10 (Ω)d ×H10 (Ω) such that
∀(v, qF ) ∈ H10 (Ω)d ×H10 (Ω) b((u, pF ), (v, qF )) = 〈f, v〉+ 〈g, qF 〉
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where the bilinear form b is given by
(2.6)
b((u˜, p˜F ), (v, qF )) := 2µ
∫
Ω
ε(u˜) : ε(v) +
∫
Ω
(λdiv(u˜)− αp˜F )div(v)
+
∫
Ω
(αdiv(u˜) + σp˜F )qF + κ
∫
Ω
∇p˜F · ∇qF
for all (u˜, p˜F ), (v, qF ) ∈ H10 (Ω)d ×H10 (Ω).
The existence and the uniqueness of the solution of this problem are well es-
tablished, cf. Corollary 2.4 below. Still, the devising and the analysis of robust
discretizations require also sharp results concerning the stability of the solution.
For this purpose, one usually introduces a norm ‖ · ‖1 on the trial space (i.e. the
space of all possible solutions) and a norm ‖ · ‖2 on the test space (i.e. the space
of all possible test functions). Then, assuming that the form b is continuous and
inf-sup stable in these norms, the equivalence
(2.7) ‖(u, pF )‖1 ≈ ‖(f, g)‖2,⋆
is readily derived, where ‖ · ‖2,⋆ is the norm dual to ‖ · ‖2 with respect to the dual
pairing 〈·, ·〉.
In our case, the trial and the test spaces coincide, thus suggesting to equip them
by the same norm ‖ · ‖. (Note also that b is symmetric, up to replacing the test
function qF by −qF .) This approach is quite popular, but it has the disadvantage
that ‖ · ‖ must be parameter-dependent, in order to make the constants hidden in
(2.7) parameter-independent. Therefore, the norm dual to ‖ · ‖ must be parameter-
dependent as well and we cannot ensure that the solution of problem (2.5) is uni-
formly bounded in ‖ · ‖, irrespective of all parameters, only by assumption (2.4).
When additional informations on the load terms beyond (2.4) are not available,
it seems advisable to analyze the model problem in a nonsymmetric setting, by
equipping the test space with a parameter-independent norm ‖ · ‖2 and then look-
ing for a corresponding trial norm ‖ · ‖1 such that the continuity and the inf-sup
constants of b are parameter-independent. We deviate from this principle only in
that we rescale the first equation of (2.3) by
√
κ and the second one by
√
2µ, to
make sure that the scales in the two equations are balanced. In other words, we
consider the test norm
(2.8) ‖(v, qF )‖2 :=
(‖ε(v)‖2Ω
κ
+
‖∇qF ‖2Ω
2µ
) 1
2
,
for (v, qF ) ∈ H10 (Ω)d ×H10 (Ω). The importance of such rescaling is made clear by
the proof of Theorem 2.1 below, cf. Remark 2.3. The corresponding dual norm is
‖(f, g)‖2,⋆ := sup
(v,qF )∈H10 (Ω)
d×H1
0
(Ω)
〈f, v〉+ 〈g, qF 〉
‖(v, qF )‖2
=
(
κ‖f‖2H−1(Ω;d) + 2µ‖g‖2H−1(Ω)
) 1
2
(2.9)
where (f, g) ∈ H−1(Ω; d)×H−1(Ω).
Thus, we aim at finding a corresponding trial norm ‖ · ‖1 so that the bilinear
form b is uniformly continuous and inf-sup stable, irrespective of all parameters.
For this purpose, we denote by PW : L2(Ω)→W the L2-orthogonal projection onto
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a closed subspace W ⊆ L2(Ω). Such projection is determined through the problem
∀w ∈W
∫
Ω
PW(q)w =
∫
Ω
qw
for all q ∈ L2(Ω).
The subspace of all L2-functions with vanishing average over Ω is
L20(Ω) := {q0 ∈ L2(Ω) |
∫
Ω q0 = 0}.
The divergence operator maps H10 (Ω)
d onto L20(Ω) and, for all q0 ∈ L20(Ω), we have
the equivalence
(2.10a) sup
v∈H1
0
(Ω)d
∫
Ω
q0div(v)
‖ε(v)‖Ω ≈ ‖q0‖Ω
where the hidden constants only depend on Ω. This result follows from the con-
tinuity and the inf-sup stability of the H1/L2 bilinear form involved in the mixed
formulation of the Stokes equations, combined with the Korn’s first inequality, see,
e.g., [4, example 4.2.2].
Recall also the embedding L2(Ω) →֒ H−1(Ω). For all q ∈ L2(Ω), the identity
(2.10b) sup
qF∈H10 (Ω)
∫
Ω
qqF
‖∇qF ‖Ω = ‖q‖H−1(Ω)
readily follows from the definition of the H−1-norm.
We are now in position to state the main result of this section.
Theorem 2.1 (Continuity and inf-sup stability of b). Let the form b be defined as
in (2.6). For all (u˜, p˜F ) ∈ H10 (Ω)d ×H10 (Ω), it holds that
(2.11) sup
(v,qF )∈H10 (Ω)
d×H1
0
(Ω)
b((u˜, p˜F ), (v, qF ))
‖(v, qF )‖2 ≈ ‖(u˜, p˜F )‖1
where the hidden constants only depend on Ω, the norm ‖ · ‖2 is as in (2.8) and
(2.12)
‖(u˜, p˜F )‖1 :=
(
µ2κ‖ε(u˜)‖2Ω + κ‖λdiv(u˜)− αPL2
0
(Ω)(p˜F )‖2Ω
+µκ2‖∇p˜F ‖2Ω + µ‖αdiv(u˜) + σp˜F ‖2H−1(Ω)
) 1
2
.
Proof. The derivation of the upper bound ‘.’ in (2.11) is straight-forward, so we
only prove the lower bound ‘&’. First of all, we rewrite b in a more convenient way,
by means of two operators Lε : L20(Ω) → H10 (Ω)d and L∇ : L2(Ω) → H10 (Ω). For
all q0 ∈ L20(Ω), we define Lε(q0) ∈ H10 (Ω)d through the problem
∀v ∈ H10 (Ω)d
∫
Ω
ε(Lε(q0)) : ε(v) =
∫
Ω
q0div(v).
The equivalence (2.10a) entails that we have
(2.13) ‖ε(Lε(q0))‖Ω = sup
v∈H1
0
(Ω)d
∫
Ω ε(Lε(q0)) : ε(v)
‖ε(v)‖Ω ≈ ‖q0‖Ω.
Similarly, for all q ∈ L2(Ω), we define L∇(q) ∈ H10 (Ω) via the problem
∀qF ∈ H10 (Ω)
∫
Ω
∇L∇(q) · ∇qF =
∫
Ω
qqF
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and it holds that
(2.14) ‖∇L∇(q)‖Ω = sup
qF∈H10 (Ω)
∫
Ω
∇L∇(q) · ∇qF
‖∇qF ‖Ω = ‖q‖H−1(Ω)
in view of (2.10b). Hence, we see that
b((u˜, p˜F ), (v, qF )) =
∫
Ω
ε(2µu˜+ Lε(λdiv(u˜)− αPL2
0
(Ω)(p˜F ))) : ε(v)
+
∫
Ω
∇(L∇(αdiv(u˜) + σp˜F ) + κp˜F ) · ∇qF
for all (u˜, p˜F ), (v, qF ) ∈ H10 (Ω)d × H10 (Ω). This identity and the definition of the
test norm ‖ · ‖2 reveal that
sup
(v,qF )∈H10 (Ω)
d×H1
0
(Ω)
b((u˜, p˜F ), (v, qF ))
‖(v, qF )‖2 = (I1 + I2)
1
2
where
I1 = κ‖ε(2µu˜+ Lε(λdiv(u˜)− αPL2
0
(Ω)(p˜F )))‖2Ω
I2 = 2µ‖∇(L∇(αdiv(u˜) + σp˜F ) + κp˜F )‖2Ω.
The definition of the operator Lε implies that
I1 ≥ 4µ2κ‖ε(u˜)‖2Ω − 4µακ
∫
Ω
p˜Fdiv(u˜) + κ‖ε(Lε(λdiv(u˜)− αPL2
0
(Ω)(p˜F )))‖2Ω.
Similarly, by recalling the definition of the operator L∇, we infer that
I2 ≥ 2µκ2‖∇p˜F‖2Ω + 4µακ
∫
Ω
p˜Fdiv(u˜) + 2µ‖∇L∇(αdiv(u˜) + σp˜F )‖2Ω.
We conclude by inserting these inequalities into the previous identity and by recall-
ing the equivalences (2.13) and (2.14). 
It is worth noticing that the operator L∇ introduced in the proof of Theorem 2.1
is the restriction to L2(Ω) of the Riesz isometry between H−1(Ω) and H10 (Ω).
Similarly, the operator Lε is the restriction to∇L20(Ω) of the Riesz isometry between
H−1(Ω; d) and H10 (Ω)
d, where the gradient is intended in distributional sense.
Remark 2.2 (Equivalent trial norm). The proof of Theorem 2.1 reveals that the
norm ‖ · ‖1 is equivalent to(‖(u˜, p˜F )‖21 + µλκ‖div(u˜)‖2Ω + µσκ‖pF‖2Ω) 12 .
Indeed, the lower bounds of I1 and of I2 become two identities when these addi-
tional terms are not neglected.
Remark 2.3 (Alternative setting). If we drop the scaling factors κ and 2µ from the
test norm in (2.8), the corresponding trial norm is(
‖ε(2µu˜+Lε(λdiv(u˜)− αPL2
0
(Ω)(p˜F )))‖2Ω + ‖∇(L∇(αdiv(u˜) + σp˜F ) + κp˜F )‖2Ω
) 1
2
.
By arguing as in the proof of Theorem 2.1, we see that each one of the above two
summands is the sum of three nonnegative terms and of one ‘mixed’ term. The
scaling of the test norm considered in (2.8) is tailored so as to ensure that the two
mixed terms compensate each other.
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The identification of the trial norm ‖ · ‖1 in Theorem 2.1 allows us to establish
the announced stability estimate for the solution of problem (2.5).
Corollary 2.4 (Stability). For all load terms (f, g) ∈ H−1(Ω; d) × H−1(Ω), the
problem (2.5) is uniquely solvable and its solution (u, pF ) ∈ H10 (Ω)d×H10 (Ω) fulfills
(2.7), where the hidden constants only depend on Ω and the norms ‖ · ‖1 and ‖ · ‖2,⋆
are as in (2.12) and (2.9), respectively.
Proof. The existence and the uniqueness of the solution follow from the Banach-
Nec˘as theorem, see [9, Theorem 2.6]. In fact, Theorem 2.1 ensures that the form b
is continuous and inf-sup stable. Moreover, we have that
b((v, qF ), (v, qF )) = 2µ‖ε(v)‖2Ω + λ‖div(v)‖2Ω + σ‖qF ‖2Ω + κ‖∇qF ‖2Ω > 0
for all (v, qF ) ∈ H10 (Ω)d × H10 (Ω), provided (v, qF ) 6= (0, 0). This confirms that
all the assumptions in the Banach-Nec˘as theorem are fulfilled. Then, the claimed
equivalence (2.7) readily follows by using (2.9) and (2.11) into problem (2.5). 
2.3. A four-fields formulation. The expression of the trial norm ‖ ·‖1, identified
in Theorem 2.1, suggests that two auxiliary variables are implicitly involved in our
analysis. The first one is the so-called total pressure
(2.15) pT := λdiv(u)− αPL2
0
(Ω)(pF ), pT ∈ L20(Ω).
Three-fields formulations of the Biot’s model treating the total pressure as a third
independent unknown, in addition to u and pF , have been recently considered in
[21, 18]. The second auxiliary variable is the total fluid content
(2.16) m := αdiv(u) + σpF , m ∈ L2(Ω).
Interestingly, the H−1-, and not the L2-norm, ofm enters into ‖·‖1. This mismatch
is not surprising, when recalling that the problem (2.5) originates from the time
semi-discretization of (2.1).
Though not strictly necessary, it is worth noticing that we obtain a well-posed
four-field formulation of the Biot’s model by treating both the total pressure and
the total fluid content as additional independent unknowns. Indeed, if combine
the equations (2.15) and (2.16) with problem (2.5), then we derive the following
nonsymmetric linear variational problem:
find (u, pT ,m, pF ) ∈ H10 (Ω)d × L20(Ω)×H−1(Ω)×H10 (Ω) such that
(2.17)
∀v ∈ H10 (Ω)d 2µ
∫
Ω
ε(u) : ε(v) +
∫
Ω
pTdiv(u) = 〈f, v〉
∀qT ∈ L20(Ω)
∫
Ω
(λdiv(u)− pT − αpF )qT = 0
∀s ∈ H10 (Ω)
∫
Ω
(αdiv(u)−m+ σpF )s = 0
∀qF ∈ H10 (Ω)
∫
Ω
mqF + κ
∫
Ω
∇pF · ∇qF = 〈g, qF 〉 .
The approach described in the previous section applies to the analysis of this
problem up to minor modifications. In this case, we consider the test norm(‖ε(v)‖2Ω
κ
+
‖qT ‖2Ω
κ
+
‖∇s‖2Ω
2µ
+
‖∇qF ‖2Ω
2µ
) 1
2
.
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By arguing as in the proof of Theorem 2.1, it follows that the bilinear form involved
in problem (2.17) is uniformly continuous and inf-sup stable, irrespective of all
material parameters, provided that the trial norm is defined as(
‖(u˜, p˜F )‖21 + κ‖λdiv(u˜)− p˜T −αPL2
0
(Ω)(p˜F )‖2Ω + µ‖αdiv(u˜)− m˜+ σp˜F ‖2H−1(Ω)
) 1
2
.
Here, compared to (2.12), we have two additional terms, accounting for the possible
relaxation of the constraints (2.15) and (2.16).
2.4. Guidelines for the discretization. As mentioned in the introduction, the
discretization of the Biot’s model is possibly affected by volumetric locking, spurious
pressure modes and loss of mass. The previous results and the following informal
discussion appear to contribute to the identification of the origin of these undesired
effects.
For ‘large’ λ, the term λdiv(u), hence the elastic stress tensor 2µε(u)+λdiv(u)I,
enters into the stability estimate established in Corollary 2.4 only through the L2-
norm of the total pressure pT . Moreover, according to the proof of Theorem 2.1, the
presence of the L2-norm of pT in that estimate hinges on the equivalence (2.10a).
Therefore, when the discretization of problem (2.5) is concerned, we expect that the
lack of a discrete counterpart of (2.10a) possibly results in a poor approximation
of the elastic stress tensor, i.e. in volumetric locking.
Similarly, for ‘small’ σ and κ, the stability estimate in Corollary 2.4 allows one to
control the fluid pressure pF only through the L
2-norm of pT . Hence, by arguing as
before, we expect that a discretization of (2.5) failing to reproduce (2.10a) is pos-
sibly affected by spurious pressure oscillations. This observation and the previous
one suggest that
(2.18a)
the displacement u and the total pressure pT should be dis-
cretized by a pair of spaces enjoying a counterpart of (2.10a).
Interestingly, both volumetric locking and spurious pressure oscillations seem to be
related to the failure of the same condition, although the nature of the two effects
is different, as pointed out in [11].
Finally, the stability estimate in Corollary 2.4 allows one to control also the
H−1-norm of the total fluid content m. By inspecting the proof of Theorem 2.1,
it is clear that this is made possible by the identity (2.10b). Thus, we expect that
a discretization of (2.5) is possibly affected by a substantial loss of mass when a
counterpart of (2.10b) fails to hold. This suggests that
(2.18b)
the total fluid content m and the fluid pressure pF should
be discretized by a pair of spaces enjoying a counterpart of
(2.10b).
The condition (2.18a) is well-known from the discretization of the Stokes equa-
tions and several pairs of finite element spaces fulfilling it are known in the lit-
erature. In contrast, we are aware of only one (qualitative) result related to the
condition (2.18b), see [2].
3. A quasi-optimal and robust discretization
In this section we devise and analyze a finite element discretization of prob-
lem (2.5), that can be equivalently interpreted as a discretization of (2.17). For
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simplicity, we restrict our attention to the lowest-order case. We briefly address the
derivation of higher-order discretizations in section 4.2.
3.1. Simplicial meshes and finite element spaces. Let T be a face-to-face
simplicial mesh of Ω. The shape parameter γ(T) of T is defined as
γ(T) := max
T∈T
diam(T)
diam(BT)
where BT indicates the largest ball inscribed in a simplex T ∈ T. The broken
version DT of a differential operator D is given by
∀T ∈ T (Dv)|T := D(v|T)
where v is a piecewise smooth function on T.
The sets F and Fi consist, respectively, of all the faces and of all the interior
faces of T. The skeleton ∂T is obtained by taking the union of all the faces of T.
The operators
jump J·K and average {{·}}
map piecewise smooth functions on T into piecewise smooth functions on ∂T and
are defined as usual, see, for instance, [8, Definition 1.17]. When composing the
jump or the average with a broken differential operator, we omit the subscript T,
to alleviate the notation, cf. (3.5) below.
We extend the outer normal unit vector n∂Ω of Ω to a piecewise constant vector
field n : ∂T→ Rd. For this purpose, we prescribe a normal unit vector nF for each
interior face F ∈ Fi. The orientation of nF does not affect our subsequent discussion.
Then, we set
n|F := nF if F ∈ Fi and n|F := n∂Ω if F ∈ F \ Fi.
We also consider the following piecewise constant meshsize function h : ∂T→ R on
the skeleton of T
h|F := diam(F) ∀F ∈ F.
For a nonnegative integer ℓ ≥ 0 and a simplex T ∈ T, the space Pℓ(T) consists
of all polynomials of total degree ≤ ℓ on T. The corresponding space of possibly
discontinuous piecewise polynomials over T is
Sℓ := {S : Ω→ R | ∀T ∈ T S|T ∈ Pℓ(T)}.
We shall repeatedly make use also of the one-codimensional subspace
Sℓ,0 := Sℓ ∩ L20(Ω) = {S ∈ Sℓ |
∫
Ω
S = 0}
and of the lowest-order Crouzeix-Raviart space with zero boundary values
(3.1) CR := {S ∈ S1 | ∀F ∈ F
∫
F
JSK = 0}.
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3.2. Finite element discretization. The stability estimate established in Corol-
lary 2.4 involves H1-like norms of the displacement u and of the fluid pressure pF ,
the L2-norm of the total pressure pT from (2.15) and the H
−1-norm of the total
fluid content m introduced in (2.16). This indicates that, in principle, we may
obtain a first-order discretization of the problem (2.5) or, equivalently, of (2.17),
by using piecewise affine functions for approximating u and pF and piecewise con-
stant functions for approximating pT and m. Therefore, owing to the inclusion
pT ∈ L20(Ω), we look for approximations
(3.2) PT ∈ S0,0 of pT and M ∈ S0 of m.
The condition (2.18a) discourages us from approximating u by globally contin-
uous piecewise affine functions because, with this choice, a discrete counterpart of
(2.10a) fails to hold on most meshes, cf. [4, section 8.3.2]. Instead, the Crouzeix-
Raviart pair CRd/S0,0 is known to fulfill (2.18a), see Proposition 3.5 below. Sim-
ilarly, we avoid the use of continuous piecewise affine functions and of Crouzeix-
Raviart functions for approximating pF . In fact, (2.18b) prescribes, in particular,
an inf-sup condition that fails to hold on certain meshes, due to the presence of
spurious modes, see Figure 1. We refer to [2, section 3] for a more extensive discus-
sion on the existence of spurious modes when Crouzeix-Raviart functions are con-
cerned. Using discontinuous piecewise affine functions prevents from the existence
of spurious modes, according to the inclusion S0 ⊆ S1. We provide a quantitative
counterpart of this qualitative observation in Proposition 3.5. Thus, we look for
approximations
(3.3) U ∈ CRd of u and PF ∈ S1 of pF .
+1
+1
−1 −1
Figure 1. A piecewise constant function that annihilates the L2-
scalar product times all the continuous piecewise affine functions
and all the Crouzeix-Raviart functions with zero boundary values.
Having prescribed a finite element space for the approximation of each variable
involved in the Biot’s model, we aim at introducing a discrete counterpart of the
bilinear form b in (2.5)-(2.6). For this purpose, we consider the bilinear form ACR :
CRd × CRd → R
(3.4) ACR(U˜ , V ) :=
∫
Ω
εT(U˜) : εT(V ) +
∫
∂T
h
−1JU˜K · JV K
for all U˜ , V ∈ CRd. This form serves as a replacement of the L2-scalar product
of the symmetric gradients. The jump penalization prevents from the lack of a
discrete Korn’s inequality [1] and it is inspired by the results in [5], cf (3.17) below.
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We discretize the L2-scalar product of the gradients by the so-called symmet-
ric interior penalty bilinear form AdG : S1 × S1 → R, that is often employed in
discontinuous Galerkin methods, see, e.g., [8, Chapter 4]. This form is defined as
AdG(P˜F , QF ) :=
∫
Ω
∇TP˜F · ∇TQF −
∫
∂T
{{∇P˜F }} · nJQF K
−
∫
∂T
JP˜F K{{∇QF }} · n+
∫
∂T
η
h
JP˜F KJQF K
(3.5)
for all P˜F , QF ∈ S1, where η > 0 is a penalty parameter to be specified later.
The inclusions (3.2) suggest to consider the following counterparts
(3.6) PT = λdivT(U)− αPS0,0(PF ) and M = αdivT(U) + σPS0(PF )
of the relations (2.15) and (2.16), where PS0 and PS0,0 are the L2-orthogonal pro-
jections onto S0 and S0,0, respectively.
We obtain a discrete counterpart B : (CRd×S0)×(CRd×S0)→ R of the bilinear
form b in (2.5)-(2.6) by combining the ingredients listed above, namely
(3.7)
B((U˜ , P˜F ), (V,QF )) :=2µACR(U˜ , V ) +
∫
Ω
(λdivT(U˜)− αP˜F )divT(V )
+
∫
Ω
(αdivT(U˜) + σPS0(P˜F ))QF + κAdG(P˜F , QF )
for all (U˜ , P˜F ), (V,QF ) ∈ CRd × S0.
Remark 3.1 (Reduced integration). We have replaced the piecewise affine func-
tion PF by its L
2-orthogonal projection onto piecewise constants in the second
part of (3.6), so as to enforce the inclusion M ∈ S0. This has the effect that
the L2 scalar product
∫
Ω
p˜F qF in the definition (2.6) of the form b is replaced by∫
Ω
PS0(P˜F )PS0(QF ) in B, i.e. it is discretized by a reduced integration technique.
The right-hand side of the problem (2.5) deserves to be discretized as well. To
this end, we cannot just take the restriction of the loads f and g to the spaces
CRd and S1, respectively. In fact, these spaces are nonconforming, meaning that,
in general, we have
CRd * H10 (Ω)
d and S1 * H
1
0 (Ω).
Most often, this issue is dealt with by assuming that f and g are more regular than
in (2.4), for instance f ∈ L2(Ω)d and g ∈ L2(Ω), so that the products ∫
Ω
f · V and∫
Ω gQF are defined for all V ∈ CRd and QF ∈ S1. We briefly consider this option
in section 4.1 below. Here, inspired by the abstract results in [27], we approach the
problem differently. Instead of invoking additional regularity of the data beyond
(2.4), we introduce two linear operators
ECR : CRd → H10 (Ω)d and EdG : S1 → H10 (Ω)
and we observe that the dualities 〈f, ECR(V )〉 and 〈g, EdG(QF )〉 make sense for all
loads (f, g) ∈ H−1(Ω; d)×H−1(Ω) and for all test functions (V,QF ) ∈ CRd × S1.
Let us assume for the moment that ECR and EdG are given. Then, we consider
the following discretization of the problem (2.5):
(3.8)
find (U, PF ) ∈ CRd × S1 such that
∀(V,QF ) ∈ CRd × S1 B((U, PF ), (V,QF )) = 〈f, ECR(V )〉+ 〈g, EdG(QF )〉 .
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Proceeding as in Section 2.3, we could combine this problem with the identities in
(3.6) and derive a discretization of the four-field formulation (2.17).
Remark 3.2 (Guidelines for ECR and EdG). The operators ECR and EdG must be
explicitly computed when assembling the problem (3.8). Therefore, it is important
that their action can be ‘easily’ evaluated. To this end, they should involve, at most,
the solution of finite-dimensional local problems. Additionally, one may expect that
the size of the continuity constants of ECR and EdG plays an important role when
establishing a counterpart of the stability estimate in Corollary 2.4. The use of the
averaging operator in (3.11) serves to keep such constants under control, as stated
by Proposition 3.4. Finally, ECR and EdG should be consistent with the bilinear
form B, in a sense that could be made rigorous in the vein of [27, Definition 2.7].
We enforce consistency by prescribing the conservation of the lowest-order moments
in the simplices and on the interior faces of T, cf. Lemma 3.3.
Our construction of the operators ECR and EdG is inspired by [28, section 3] and
[29, section 3]. Denote by V and by Vi, respectively, the sets collecting all the
vertices and all the interior vertices of T. Recall that the space H10 (Ω)∩S1 consists
of continuous piecewise affine functions on T and that its Lagrange basis (Sz)z∈Vi is
indexed by the interior vertices. A simple strategy to map discontinuous piecewise
affine functions into continuous ones consists in averaging the point values around
each vertex, cf. [8, section 5.5.2]. More precisely, we consider the linear operator
A : S1 → H10 (Ω) ∩ S1 defined as follows
(3.9) A(S) :=
∑
z∈Vi
1
#Tz
(∑
T∈Tz
S|T(z)
)
Sz
for all S ∈ S1. Here, the local mesh Tz, z ∈ Vi, consists of all the simplices of T
touching the vertex z.
For each interior face F ∈ Fi and for each simplex T ∈ T, we consider the bubble
functions
(3.10) SF :=
(2d− 1)!
(d− 1)!|F|
∏
z∈V∩F
Sz and ST :=
(2d+ 1)!
d!|T|
∏
z∈V∩T
Sz
where |F| and |T| are the (d − 1)-dimensional and the d-dimensional Lebesgue
measures of F and T, respectively. Functions in this form are widely used, e.g., in
the a posteriori analysis of finite element methods, see [30, section 3.2.3]. Notice
that SF ∈ H10 (Ω) ∩ Sd and ST ∈ H10 (Ω) ∩ Sd+1. Moreover, the functions SF and ST
are locally supported and are scaled so that the identities in (3.15) below hold true.
Let E : S1 → H10 (Ω) be given by
(3.11) E(S) := A(S) +
∑
F∈Fi
(∫
F
({{S}} − A(S))
)
SF
for all S ∈ S1. This operator coincides with the ones in [6, Lemma 3.3] for d = 2
and in [29, Proposition 3.4] for general d ≥ 2. We define ECR : CRd → H10 (Ω)d by
(3.12) ECR(V ) := (E(V1), . . . , E(Vd))
for all V = (V1, . . . , Vd) ∈ CRd. Furthermore, we define EdG : S1 → H10 (Ω) by
(3.13) EdG(QF ) := E(QF ) +
∑
T∈T
(∫
T
(QF − E(QF ))
)
ST
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for all QF ∈ S1. The ‘correction’ of the averaging operator A by the bubble
functions ensures the validity of the following result.
Lemma 3.3 (Moments preserved by ECR and EdG). Let V ∈ CRd and QF ∈ S1 be
given. The operators ECR and EdG defined in (3.12) and (3.13), respectively, are
such that
(3.14a)
∫
F
ECR(V ) =
∫
F
V
as well as
(3.14b)
∫
F
EdG(QF ) =
∫
F
{{QF}} and
∫
T
EdG(QF ) =
∫
T
QF
for all F ∈ Fi and for all T ∈ T.
Proof. The bubble function SF, F ∈ Fi, introduced in (3.10) is supported on the
union of the two simplices sharing F and it is continuous in Ω. Furthermore, the
scaling factor is chosen so that
(3.15a)
∫
F′
SF = δFF′ ∀F′ ∈ F.
Analogously, the bubble function ST, T ∈ T, is supported on T and it is continuous
in Ω. Hence it vanishes on the skeleton ∂T of T. Moreover, it is scaled so that
(3.15b)
∫
T′
ST = δTT′ ∀T′ ∈ T.
These observations readily provide (3.14), in combination with the definitions of
ECR and EdG. Note, in particular, that the integral
∫
F
V is well-defined for all
V ∈ CRd and F ∈ Fi, although V is not globally continuous in Ω, according to the
definition (3.1) of the space CR. 
3.3. Stability of the discretization. Assessing the stability of the problem (3.8)
requires some technical preliminaries. Roughly speaking, we need a counterpart of
each result invoked in section 2.2.
First of all, we extend ‖ε(·)‖Ω to a norm ‖ · ‖CR on H10 (Ω)d + CRd as follows
(3.16) ‖u˜+ U˜‖CR :=
(
‖εT(u˜+ U˜)‖2Ω +
∫
∂T
h
−1|JU˜K|2
) 1
2
for all u˜ ∈ H10 (Ω)d and U˜ ∈ CRd. Then, the Korn’s inequality
(3.17) ‖∇T(u˜+ U˜)‖Ω . ‖u˜+ U˜‖CR
holds true, according to [5, Theorem 3.1 and Remark 3.3], and the hidden constant
only depends on the shape parameter γ(T) of T.
Similarly, we extend ‖∇ · ‖Ω to a norm ‖ · ‖dG on H10 (Ω) + S1 as follows
(3.18) ‖p˜F + P˜F ‖dG :=
(
‖∇T(p˜F + P˜F )‖2Ω +
∫
∂T
η
h
|JP˜F K|2
) 1
2
for all p˜F ∈ H10 (Ω) and P˜F ∈ S1, where η is the penalty parameter involved in the
definition (3.5) of AdG. For sufficiently large η, the form AdG is inf-sup stable and
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bounded with respect to the norm ‖ · ‖dG. More precisely
(3.19) there is η > 0 such that ∀η > η, P˜F ∈ S1 sup
QF∈S1
AdG(P˜F , QF )
‖QF‖dG ≈ ‖P˜F ‖dG
see [8, Lemmas 4.12, 4.16 and 4.20]. Both η and the hidden constants only depend
on γ(T).
The operator E introduced in (3.11) is bounded in the norm ‖ · ‖dG. In fact, for
all S ∈ S1 and T ∈ T, we have the local estimate
(3.20) ‖∇(S − E(S))‖T .
∑
F∩T6=∅
(∫
F
h
−1|JSK|2
) 1
2
where F varies in F and the hidden constant only depends on γ(T). This result is
proved in [29, Proposition 3.4 and Eqs. (3.17) and (3.18)] in a slightly different
setting (a variant of the averaging (3.9) is considered) but it holds true also in this
case. The boundedness of E implies that the operators ECR and EdG involved in
problem (3.8) are bounded as well.
Proposition 3.4 (Boundedness of ECR and EdG). The operators ECR and EdG
defined in (3.12) and (3.13), respectively, are such that
(3.21a) ‖ECR(V )‖CR . ‖V ‖CR
as well as
(3.21b) ‖EdG(QF )‖dG . ‖QF ‖dG and ‖EdG(QF )‖Ω . ‖QF‖Ω
for all V ∈ CRd and QF ∈ S1. Moreover, all the hidden constants only depend on
the shape parameter γ(T) of T.
Proof. Let V ∈ CRd and T ∈ T be given. The definition (3.12) and the estimate
(3.20) imply that
‖∇ECR(V )‖T . ‖∇V ‖T +
∑
F∩T6=∅
(∫
F
h
−1|JV K|2
) 1
2
where F varies in F. Summing over all simplices T ∈ T, we obtain
‖ECR(V )‖CR . ‖∇ECR(V )‖Ω .
(
‖∇TV ‖2Ω +
∫
∂T
h
−1|JV K|2
) 1
2
.
Then, we derive the first claimed inequality (3.21a) by invoking the Korn’s inequal-
ity (3.17). Next, let QF ∈ S1 and T ∈ T be given. The definition (3.13) entails
that
(QF − EdG(QF ))|T = (QF − E(QF ))|T +
(∫
T
(QF − E(QF ))
)
ST
because each bubble ST′ vanishes in T for T
′ 6= T. A standard scaling argument
reveals that ‖∇ST‖T . diam(T)−1|T|− 12 and ‖ST‖T . |T|− 12 . Hence, we see that
diam(T)‖∇(QF − EdG(QF ))‖T + ‖QF − EdG(QF )‖T
. diam(T)‖∇(QF − E(QF ))‖T + ‖QF − E(QF )‖T
. diam(T)‖∇(QF − E(QF ))‖T + |T|
1
2
|∂T|
∑
F⊆∂T
∣∣∣∣∫
F
(QF − E(QF ))|T
∣∣∣∣
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where F varies in F and the second inequality follows from a scaled Poincare´ inequal-
ity [9, Lemma B.63]. For an interior face F ∈ Fi, the first part of (3.14b) entails that
we have | ∫
F
(QF−E(QF ))|T| = |
∫
F
(QF−{{QF}})|T| = |
∫
F
JQF K|/2. Similarly, if F is a
boundary face, i.e. F ∈ F\Fi, it holds that ∫
F
(QF−E(QF ))|T =
∫
F
(QF )|T =
∫
F
JQF K.
We insert these identities and (3.20) into the previous inequality. It follows that
diam(T)‖∇(QF − EdG(QF ))‖T + ‖QF − EdG(QF )‖T .
∑
F∩T6=∅
(∫
F
h|JQF K|2
) 1
2
.
We derive that the first part of (3.21b) holds true dividing by diam(T) and summing
over all T ∈ T. Regarding the second part of (3.21b), we sum over all T ∈ T and
then we observe that∑
T∈T
∑
F∩T6=∅
∫
F
h|JQF K|2 .
∫
∂T
h|JQF K|2 . ‖QF‖Ω
according to the inverse trace inequality [8, Lemma 1.46]. 
We are now in position to prove that the finite element spaces chosen for the
discretization of the problem (3.8) fulfill the conditions (2.18). In other words, we
establish suitable counterparts of the equivalences stated in (2.10).
Proposition 3.5 (Continuity and inf-sup stability of two auxiliary forms). For all
functions Q0 ∈ S0,0 and Q ∈ S0, it holds that
(3.22) sup
V ∈CRd
∫
Ω
Q0divT(V )
‖V ‖CR ≈ ‖Q0‖Ω and supQF∈S1
∫
Ω
QQF
‖QF ‖dG ≈ ‖Q‖H−1(Ω)
and the hidden constants only depend on the shape parameter γ(T) of T.
Proof. The discussion in [4, section 8.4.4] shows that CRd/S0,0 is a stable pair for
the approximation of the Stokes equations. In fact, it holds that
sup
V ∈CRd
∫
ΩQ0divT(V )
‖∇TV ‖Ω ≈ ‖Q0‖Ω
for all Q0 ∈ S0,0. (Actually, the hidden constants only depend on Ω, but this
observation is not relevant here.) The first part of (3.22) follows by combining
this equivalence with the Korn’s inequality (3.17). Next, recall the L2-orthogonal
projection PS0 onto S0. By definition, we see that PS0 is a Fortin operator for the
bilinear form involved in the second part of (3.22). Moreover, the trace inequality
[8, Lemma 1.49] and a scaled version of the Poincare´ inequality [9, Lemma B.63]
reveal that PS0 is bounded in the norm ‖ · ‖dG
(3.23) ‖PS0(qF )‖dG . ‖∇qF ‖Ω+
(∑
T∈T
diam(T)−2‖qF − PS0(qF )‖T
) 1
2
. ‖∇qF ‖Ω
for all qF ∈ H10 (Ω). Let Q ∈ S0. The identity (2.10b) and this estimate entail that
‖Q‖H−1(Ω) = sup
qF∈H10 (Ω)
∫
ΩQPS0(qF )
‖∇qF ‖Ω . supQF∈S0
∫
ΩQQF
‖QF ‖dG ≤ supQF∈S1
∫
ΩQQF
‖QF‖dG .
The converse of this inequality follows from the fact that the operator EdG intro-
duced in (3.13) is a bounded right inverse of PS0 . Indeed, by recalling the second
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part of (3.14b), we see that∫
Ω
QQF =
∫
Ω
QEdG(QF ) ≤ ‖Q‖H−1(Ω)‖EdG(QF )‖dG
for all QF ∈ S1. Therefore, the first part of (3.21b) yields∫
Ω
QQF
‖QF‖dG . ‖Q‖H−1(Ω).
We conclude by taking the supremum over all QF ∈ S1. 
Remark 3.6 (Alternative equivalence). The equivalences stated in (3.22) are moti-
vated by our choice of the finite element spaces for the discretization of the problem
(2.5) and are tailored to our subsequent analysis. Still, the proof of Proposition 3.5
reveals that we may replace the second part of (3.22) by
∀Q ∈ S0 sup
QF∈S0
∫
Ω
QQF
‖QF ‖dG ≈ ‖Q‖H−1(Ω)
where the hidden constants only depend on the shape parameter γ(T) of T.
The equivalences established in Proposition 3.5 allow us to state the main result
of this section, that is a counterpart of Theorem 2.1 for the bilinear form B. For
this purpose, we assume hereafter that
(3.24)
the penalty parameter η in the definition (3.5) of AdG fulfills
the condition η > η, where η is as in (3.19).
Furthermore, we replace the test norm ‖ · ‖2 introduced in (2.8) by
(3.25) |||(V,QF )|||2 :=
(‖V ‖2CR
κ
+
‖QF‖2dG
2µ
) 1
2
for all test functions (V,QF ) ∈ CRd × S1.
Theorem 3.7 (Continuity and inf-sup stability of B). Assume that (3.24) holds
true and let the form B be defined by (3.7). For all (U˜ , P˜F ) ∈ CRd × S1, we have
(3.26) sup
(V,QF )∈CRd×S1
B((U˜ , P˜F ), (V,QF ))
|||(V,QF )|||2 ≈ |||(U˜ , P˜F )|||1
where the hidden constants only depend on the shape paramter γ(T) of T, the norm
|||·|||2 is as in (3.25) and the norm |||·|||1 is given by
(3.27)
|||(U˜ , P˜F )|||1 :=
(
µ2κ‖U˜‖2CR + κ‖λdivT(U˜)− αPS0,0(P˜F )‖2Ω
+µκ2‖P˜F ‖2dG + µ‖αdivT(U˜) + σPS0(P˜F )‖2H−1(Ω)
) 1
2
.
Finally, PS0,0 and PS0 denote the L2-orthogonal projections onto S0,0 and S0.
Proof. The proof of the upper bound ‘.’ in (3.26) is immediate, whereas the proof
of the lower bound ‘&’ is similar to the corresponding one in Theorem 2.1, so we
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only outline the argument. We introduce the operators LCR : S0,0 → CRd and
LdG : S0 → S1 through the problems
∀V ∈ CRd ACR(LCR(Q0), V )=
∫
Ω
Q0divT(V )
∀QF ∈ S1 AdG(LdG(Q), QF ) =
∫
Ω
QQF
for all Q0 ∈ S0,0 and Q ∈ S0. The equivalences in Proposition 3.5 ensure that
(3.28) ‖LCR(Q0)‖CR ≈ ‖Q0‖Ω and ‖LdG(Q)‖dG ≈ ‖Q‖H−1(Ω).
For (U˜ , P˜F ), (V,QF ) ∈ CRd × S1, we rewrite the form B as
B((U˜ , P˜F ), (V,QF )) =ACR(2µU˜ + LCR(λdivT(U˜)− αPS0,0(P˜F )), V )
+AdG(LdG(αdivT(U˜) + σPS0(P˜F )) + κP˜F , QF ).
The definition of the norm |||·|||2 entails that
sup
(V,QF )∈CRd×S1
B((U˜ , P˜F ), (V,QF ))
|||(V,QF )|||2 =
(
κ‖2µU˜ + LCR(λdivT(U˜)− αPS0,0(P˜F ))‖2CR
+ 2µ‖LdG(αdivT(U˜) + σPS0(P˜F )) + κP˜F ‖2dG
) 1
2
.
Straight-forward computations, the definition of the operators LCR and LdG and
the equivalences in (3.28) confirm that the right-hand side is bounded from below
by |||(U˜ , P˜F )|||1. 
Theorem 3.7 yields the following result concerning the stability of the prob-
lem (3.8).
Corollary 3.8 (Discrete stability). Assume that (3.24) holds true and let the form
B be defined by (3.7). For all load terms (f, g) ∈ H−1(Ω; d) ×H−1(Ω), the prob-
lem (3.8) is uniquely solvable and its solution (U, PF ) ∈ CRd × S1 is such that
(3.29) |||(U, PF )|||1 ≈ sup
(V,QF )∈CRd×S1
〈f, ECR(V )〉+ 〈g, EdG(QF )〉
|||(V,QF )|||2 . ‖(f, g)‖2,⋆
where the hidden constants only depend on the shape parameter γ(T) of T and the
norms |||·|||1, |||·|||2 and ‖ · ‖2,⋆ are as in Theorem 3.7, (3.25) and (2.9), respectively.
Proof. We proceed as in the proof of Corollary 2.4 and we additionally derive the
second part of (3.29) by Proposition 3.4. 
Remark 3.9 (Spurious pressure oscillations). When the parameter κ is ‘small’, the
norm |||·|||1 controls only the L2-orthogonal projection of the discrete fluid pressure
PF onto the piecewise constant functions (and not PF itself). Therefore, it must
be expected that the components of PF in the L
2-orthogonal complement of the
piecewise constants are possibly affected by spurious oscillations. This follows from
the fact that the space chosen for approximating the total pressure, i.e. S0, is smaller
than the space used for approximating the fluid pressure, i.e. S1 and from the
observation that the pair CRd/S1 does not enjoy a counterpart of the equivalence
(2.10a). This shows, incidentally, that the condition (2.18a) guarantees that only
some projection of the approximate fluid pressure is free from spurious oscillations.
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3.4. Error analysis. Assessing the quality of the discretization in (3.8) requires
an error notion on the sum of the spaces H10 (Ω)
d × H10 (Ω) and CRd × S1. The
expression of the norms ‖ · ‖1 and |||·|||1 in Theorems 2.1 and 3.7, respectively,
suggests to proceed as follows. First, in order to alleviate the notation, we define
(3.30)
p˜T := λdiv(u˜)− αPL2
0
(Ω)(p˜F ) and m˜ := αdiv(u˜) + σp˜F
P˜T := λdivT(U˜)− αPS0,0(P˜F ) and M˜ = αdivT(U˜) + σPS0(P˜F )
for all (u˜, p˜F ) ∈ H10 (Ω)d ×H10 (Ω) and (U˜ , P˜F ) ∈ CRd × S1. Then, we set
ERR((u˜, p˜F ), (U˜ , P˜F )) :=
(
µ2κ‖u˜− U˜‖2CR + κ‖p˜T − P˜T ‖2Ω
+µ‖m˜− M˜‖2H−1(Ω) + µκ2‖p˜F − P˜F ‖2dG
) 1
2
.
(3.31)
Notice that we cannot just define the error through a norm that extends both ‖ · ‖1
and |||·|||1, because the two norms act differently on the intersection of the respective
spaces. This is ultimately due to the use of a reduced integration technique in the
definition of the problem (3.8), cf. Remark 3.1.
In addition to the stability observed in the previous section, the error analysis
requires also some consistency, i.e. some compatibility between the form B on the
left-hand side of the problem (3.8) and the operators ECR and EdG on the right-
hand side. The property of ECR and EdG ensuring that we indeed have the necessary
consistency is the conservation of the moments stated in Lemma 3.3.
Proposition 3.10 (Consistency). Let the load term (f, g) ∈ H−1(Ω; d)×H−1(Ω)
be given and denote by (u, pF ) ∈ H10 (Ω)d × H10 (Ω) and (U, PF ) ∈ CRd × S1 the
corresponding solutions of the problems (2.5) and (3.8), respectively. Then, we
have
sup
(V,QF )∈CRd×S1
B((U − U˜ , PF − P˜F ), (V,QF ))
|||(V,QF )|||2 . ERR((u, pF ), (U˜ , P˜F ))
for all (U˜ , P˜F ) ∈ CRd × S1, where B, ERR and |||·|||2 are as in (3.7), (3.31) and
(3.25) and the hidden constant only depends on the shape parameter γ(T) of T.
Proof. By comparing the problems (2.5) and (3.8), we see that
B((U, PF ), (V,QF )) = 2µ
∫
Ω
ε(u) : ε(ECR(V )) +
∫
Ω
pTdiv(ECR(V ))
+
∫
Ω
mEdG(QF ) + κ
∫
Ω
∇pF · ∇EdG(QF ).
(3.32)
We aim at establishing a similar identity for B((U˜ , P˜F ), (V,QF )). Integrating by
parts piecewise, we see that∫
Ω
εT(U˜) : εT(V ) =
∑
T∈T
∫
∂T
εT(U˜)nT · V =
∫
∂T∩Ω
JεT(U˜)Kn · V
where nT is the outer normal unit vector of T and the second identity follows from
the definition (3.1) of the space CR. Since JεT(U˜)Kn is piecewise constant on ∂T,
we apply (3.14a) and we integrate back by parts∫
Ω
εT(U˜) : εT(V ) =
∫
∂T∩Ω
JεT(U˜)Kn · ECR(V ) =
∫
Ω
εT(U˜) : ε(ECR(V )).
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The same argument entails that∫
Ω
P˜T divT(V ) =
∫
∂T∩Ω
JP˜T KV · n =
∫
∂T∩Ω
JP˜T KECR(V ) · n =
∫
Ω
P˜T div(ECR(V )).
We exploit the identities in (3.14b) in a similar fashion. Hence, we obtain
B((U˜ , P˜F ), (V,QF )) = 2µ
(∫
Ω
εT(U˜) : ε(ECR(V )) +
∫
∂T
h
−1JU˜K · JV K
)
+
∫
Ω
P˜T div(ECR(V )) +
∫
Ω
M˜EdG(QF )
+κ
(∫
Ω
∇TP˜F · ∇EdG(QF )−
∫
∂T
JP˜F K{{∇QF }} · n+
∫
∂T
η
h
JP˜F KJQF K
)
.
We compare this identity with (3.32), then we apply the Cauchy-Schwartz inequality
and the inverse estimate
∫
∂T
JP˜F K{{∇QF}} · n . (
∫
∂T
h
−1|JP˜F K|2) 12 ‖∇TQF ‖Ω, cf. [8,
Lemma 1.46]. It follows that
B((U − U˜ , PF − P˜F ), (V,QF )) . (2µ‖u− U˜‖CR + ‖pT − P˜T ‖Ω)‖ECR(V )‖CR
+2µ‖u− U˜‖CR‖V ‖CR + κ‖pF − P˜F ‖dG‖QF ‖dG
+(κ‖pF − P˜F ‖dG + ‖m− M˜‖H−1(Ω))‖EdG(QF )‖dG.
We conclude by invoking the boundedness of ECR and EdG stated in Proposition 3.4
and by recalling the definitions of ERR(·) and |||·|||2. 
Theorem 3.7 and Proposition 3.10, i.e. stability and consistency, readily entail
that the problem (3.8) is a quasi-optimal discretization of (2.5), with respect to the
error notion ERR.
Theorem 3.11 (Quasi-optimality). Assume that (3.24) holds true. Let the load
term (f, g) ∈ H−1(Ω; d)×H−1(Ω) be given and denote by (u, pF ) ∈ H10 (Ω)d×H10 (Ω)
and (U, PF ) ∈ CRd×S1 the corresponding solutions of the problems (2.5) and (3.8),
respectively. Then, we have
(3.33) ERR((u, pF ), (U, PF )) . inf
(U˜ ,P˜F )∈CRd×S1
ERR((u, pF ), (U˜ , P˜F ))
where ERR is as in (3.31) and the hidden constant only depends on the shape
parameter γ(T) of T.
Proof. The triangle inequality and the definitions of ERR and of |||·|||1 entail that
ERR((u, pF ), (U, PF )) ≤ ERR((u, pF ), (U˜ , P˜F )) + |||(U − U˜ , PF − P˜F )|||1
for all (U˜ , P˜F ) ∈ CRd× S1. Then, we derive the claimed error bound by combining
Theorem 3.7 with Proposition 3.10. 
In a sense, the error bound in Theorem 3.11 is not fully operative. In fact, the
approximations of the total pressure and of the total fluid content are constrained by
the relations (3.30) in the definition (3.31) of ERR. This entails that the behavior of
the best error in the right-hand side of (3.33) is not immediately clear. Interestingly,
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the inclusions (3.2) and (3.3) readily imply that the left-hand side of (3.33) is
bounded from below as follows
ERR((u, pF ), (U,PF )) &
(
µ2κ inf
Û∈CRd
‖u− Û‖2CR + κ inf
P̂T∈S0,0
‖pT − P̂T ‖2Ω+
+ µ inf
M̂∈S0
‖m− M̂‖2H−1(Ω) + µκ2 inf
P̂F∈S1
‖pF − P̂F ‖2dG
) 1
2
.
(3.34)
The right-hand side in this estimate is easier to analyze than the one of (3.33),
because each variable is approximated independently of the other ones. Thus, one
may ask whether the above lower bound can be somehow reversed.
In answering this question, our main device is the existence of an interpolant
that is simultaneously near best in the L2- and in the H−1-norms. We define such
an interpolant with the help of a variant of the operator EdG.
Lemma 3.12 (First-order moment-preserving operator). There is a linear operator
F : S1 → H10 (Ω) which fulfills the condition
(3.35) ∀T ∈ T, S ∈ P1(T)
∫
T
SF(Q) =
∫
T
SQ
and enjoys the estimates
(3.36) ‖∇F(Q)‖Ω . ‖Q‖dG and ‖F(Q)‖Ω . ‖Q‖Ω
for all Q ∈ S1, where the hidden constants only depend on the shape parameter γ(T)
of T.
Proof. Recall the bubble functions (ST)T∈T and the operator E : S1 → H10 (Ω) from
(3.10) and (3.11), respectively. For all Q ∈ S1, we define
F(Q) := E(Q) +
∑
T∈T
FT(Q − E(Q))ST
where, for T ∈ T, the operator FT : L2(Ω)→ P1(T) is uniquely determined through
the problem
∀S ∈ P1(T)
∫
T
SFT(Q)ST =
∫
T
SQ.
Note, in particular, that we indeed have F(Q) ∈ H10 (Ω). Since each bubble ST′ ,
T
′ ∈ T, vanishes outside T′, we have∫
T
SF(Q) =
∫
T
SE(Q) +
∫
T
SFT(Q− E(Q))ST =
∫
T
SQ
for all T ∈ T and S ∈ P1(T). This confirms that F fulfills the condition (3.35). The
proof of the estimates in (3.36) is similar to the one of (3.21b) in Proposition 3.4,
therefore we omit it. 
We are now in position to introduce the announced interpolant. Roughly speak-
ing, it is defined as the adjoint of the operator F in the previous lemma.
Lemma 3.13 (L2- and H−1-stable interpolant). Let I : L2(Ω) → S0 be defined
through the problem
(3.37) ∀Q ∈ S0
∫
Ω
I(q)Q =
∫
Ω
qF(Q)
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where F is as in Lemma 3.12. Then, we have
(3.38) ∀q ∈ S1 I(q) = PS0(q).
Moreover, the following estimates hold true for all q ∈ L2(Ω)
(3.39) ‖I(q)‖Ω . ‖q‖Ω and ‖I(q)‖H−1(Ω) . ‖q‖H−1(Ω)
and the hidden constants only depend on the shape parameter γ(T) of T.
Proof. Let q ∈ L2(Ω) be given. The second part of (3.36) implies that
‖I(q)‖Ω = sup
Q∈S0
∫
Ω I(q)Q
‖Q‖Ω = supQ∈S0
∫
Ω qF(Q)
‖Q‖Ω . ‖q‖Ω.
Similarly, Remark 3.6 and the first part of (3.36) reveal that
‖I(q)‖H−1(Ω) . sup
Q∈S0
∫
Ω
I(q)Q
‖Q‖dG = supQ∈S0
∫
Ω
qF(Q)
‖Q‖dG . ‖q‖H−1(Ω).
This inequality and the previous one confirm that (3.39) holds true. Finally, if
q ∈ S1, we infer that ∫
Ω
I(q)Q =
∫
Ω
qF(Q) =
∫
Ω
qQ
for all Q ∈ S0, as a consequence of (3.35). Hence, we have I(q) = PS0(q). 
We are now in position to elaborate on the quasi-optimal error estimate in Theo-
rem 3.11. Roughly speaking, the boundedness of the interpolant I in the L2- and in
the H−1-norms allows us to approximate both the total pressure and the total fluid
content by I. The condition (3.38) serves to deal with the reduced integration, cf.
Remark 3.1. Then, in a sense, we invert the relations in the second line of (3.30)
in a stable way, with the help of the equivalences stated in Proposition 3.5.
Theorem 3.14 (Operative error bound). Assume that (3.24) holds true. Let the
load term (f, g) ∈ H−1(Ω; d)×H−1(Ω) be given and let (u, pF ) ∈ H10 (Ω)d ×H10 (Ω)
and (U, PF ) ∈ CRd × S1 be the corresponding solutions of the problems (2.5) and
(3.8), respectively. Recall also the variables pT ∈ L20(Ω) and m ∈ H−1(Ω) from
(2.15) and (2.16). Then, we have
ERR((u, pF ), (U, PF )) .
(
µ2κ inf
Û∈CRd
‖u− Û‖2CR + κ inf
P̂T∈S0,0
‖pT − P̂T ‖2Ω+
+µ inf
M̂∈S0
‖m− M̂‖2H−1(Ω) + µα2 inf
D̂∈S1
‖div(u)− D̂‖2Ω + µκ2 inf
P̂F∈S1
‖pF − P̂F ‖2dG
) 1
2
.
where ERR is as in (3.31) and the hidden constant only depends on the shape
parameter γ(T) of T.
Proof. The first part of (3.22) implies that there is a linear operator RCR : S0,0 →
CRd such that
divT(RCR(Q0)) = Q0 and ‖RCR(Q0)‖CR . ‖Q0‖Ω
for all Q0 ∈ S0,0, i.e. RCR is a bounded right inverse of the broken divergence, cf.
[4, section 4.2.2]. Similarly, the second part of (3.22) reveals that there is a linear
operator RdG : S0 7→ S1 such that
PS0(RdG(Q)) = Q and ‖RdG(Q)‖dG . ‖Q‖H−1(Ω)
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for all Q ∈ S0, i.e. RdG is a bounded right inverse of the L2-orthogonal projection
onto S0. Let Û ∈ CRd and P̂F ∈ S1 be given and define
(3.40)
U˜ := Û +RCR(PS0,0I(div(u))− divT(Û))
P˜F := P̂F +RdG(I(pF )− PS0(P̂F )).
By definition, we have U˜ ∈ CRd and P˜F ∈ S1, as well as
divT(U˜) = PS0,0I(div(u)) and PS0(P˜F ) = I(pF ).
Thus, the auxiliary variables P˜T ∈ S0,0 and M˜ ∈ S0 from (3.30) are such that
(3.41)
P˜T = λPS0,0I(div(u))− αPS0,0I(pF ) = PS0,0I(pT )
M˜ = αPS0,0I(div(u)) + σI(pF ) = I(m)− αPRI(div(u))
where PR denotes the L2-orthogonal projection onto R, i.e. onto the constant
functions. Thus, by invoking Theorem 3.11 and recalling the definition of the error
notion ERR, we infer that
ERR((u, pF ), (U, PF )) .
(
µ2κ‖u− U˜‖2CR + κ‖pT − PS0,0I(p˜T )‖2Ω+
+ µ‖m− I(m)‖2H−1(Ω) + µα2‖PRI(div(u))‖2H−1(Ω) + µκ2‖pF − P˜F ‖2dG
) 1
2
.
(3.42)
We estimate the five terms in the right-hand side one by one. The definition of U˜ ,
the boundedness of RCR and Lemma 3.13 imply that
‖u− U˜‖CR . ‖u− Û‖CR + ‖I(divT(u− Û))‖Ω . ‖u− Û‖CR.
According to the inclusion pT ∈ L20(Ω), we have the identity pT − PS0,0I(pT ) =
PL2
0
(Ω)(pT − I(pT )). Hence, it holds that
‖pT − PS0,0I(p˜T )‖Ω ≤ ‖pT − I(pT )‖Ω . inf
P̂T∈S0,0
‖pT − P̂T ‖Ω.
The second inequality holds true because I is a L2-bounded projection onto S0,0,
in view of Lemma 3.13. Similarly, we have
‖m− I(m)‖H−1(Ω) . inf
M̂∈S0
‖m− M̂‖H−1(Ω)
because I is a H−1-bounded projection onto S0. Next, the second part of (3.22),
the definition (3.37) of I, the inclusion div(u) ∈ L20(Ω) and Lemma 3.12 yield
(3.43)
‖PRI(div(u))‖H−1(Ω) . sup
Q∈S1
∫
Ω
div(u)(F(PR(Q))− PR(Q))
‖Q‖dG
= sup
Q∈S1
∫
Ω(div(u)− D̂)(F(PR(Q))− PR(Q))
‖Q‖dG
for all D̂ ∈ S1. Hence, we obtain
‖PRI(div(u))‖H−1(Ω) . inf
D̂∈S1
‖div(u)− D̂‖Ω
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according to Lemma 3.12 and to the piecewise Poincare` inequality [8, Theorem 5.3].
Finally, the definition of P˜F , the boundedness of RdG, Lemma 3.13 and the piece-
wise Poincare` inequality imply that
‖pF − P˜F ‖dG . ‖pF − P̂F ‖dG + ‖I(pF − P̂F )‖H−1(Ω) . ‖pF − P̂F ‖dG.
By inserting the above estimates into (3.42), we infer that
ERR((u, pF ), (U, PF )) .
(
µ2κ‖u− Û‖2CR + κ inf
P̂T∈S0,0
‖pT − P̂T ‖2Ω+
+ µ inf
M̂∈S0
‖m− M̂‖2H−1(Ω) + µα2 inf
D̂∈S1
‖div(u)− D̂‖2Ω + µκ2‖pF − P̂F ‖2dG
) 1
2
.
We conclude by taking the infimum over Û and P̂F . 
The error estimate in Theorem 3.14 does not exactly match the lower bound in
(3.34), because of the additional summand
(3.44) µα2 inf
D̂∈S1
‖div(u)− D̂‖2Ω
in the right-hand side. Two observations about this term are in order.
First, the presence of (3.44) in our error estimate ultimately hinges on the Dirich-
let boundary condition (2.2) on u. In fact, such condition is incorporated in the
definition (3.1) of the Crouzeix-Raviart space, entailing that the broken divergence
divT maps CR
d onto S0,0 (and not onto S0). Therefore, we must take PS0,0I(div(u))
(and not I(div(u))) in the first line of (3.40). This generates the term αPRI(div(u))
in the second line of (3.41), which is then bounded by (3.44).
Second, for any ℓ ≥ 1, we are allowed to replace (3.44) with
µα2 inf
D̂∈Sℓ
‖div(u)− D̂‖2Ω
in the error estimate of Theorem 3.14, at the price of a possibly larger hidden
constant. Indeed, we might construct the operator F in Lemma 3.12 so that the
condition (3.35) holds true for all polynomials of degree ℓ. Then, we may assume
that D̂ ∈ Sℓ in (3.43).
4. Extensions of the main results
In this final section we briefly outline some variants and generalizations of our
previous results. We discuss an alternative discretization of the load terms, higher-
order discretizations and more general boundary conditions than the ones in (2.2).
4.1. Medius error analysis. The use of the operators ECR and EdG in the right-
hand side of the discretization (3.8) is necessary for the validity of the quasi-optimal
error estimate in Theorem 3.11 and of the subsequent estimate in Theorem 3.14,
cf. [27, section 4.2]. Still, this way of discretizing the right-hand side is not well-
established in the framework of nonconforming finite element methods. More com-
monly, it is assumed that the loads f and g are more regular than in (2.4), for
instance
f ∈ L2(Ω)d and g ∈ L2(Ω).
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When this is the case, the following discretization of the model problem can be
considered
(4.1)
find (U, PF ) ∈ CRd × S1 such that
∀(V,QF ) ∈ CRd × S1 B((U, PF ), (V,QF )) =
∫
Ω
f · V +
∫
Ω
gQF .
The results in the previous section readily allow one to derive an error estimate
for this discretization, in the spirit of the medius error analysis of Gudi [10], by
proceeding as in [29, Lemma 3.15]. To see this, recall the solution (U, PF ) ∈
CRd×S1 of the discretization (3.8). We first exploit the equivalence in Theorem 3.7.
It follows that
|||(U − U, PF − PF )|||1 ≈ sup
(V,QF )∈CRd×S1
B((U − U, PF − PF ), (V,QF ))
|||(V,QF )|||2
= sup
(V,QF )∈CRd×S1
∫
Ω
f · (V − ECR(V )) +
∫
Ω
g(QF − EdG(QF ))
|||(V,QF )|||2
where the norms |||·|||1 and |||·|||2 are as in (3.27) and (3.25), respectively. According
to Lemma 3.3, we have∫
∂T
(V − ECR(V )) = 0 and
∫
T
(QF − EdG(QF )) = 0
for all T ∈ T and (V,QF ) ∈ CRd × S1. Hence, we derive∫
Ω
f · (V − ECR(V )) .
(∑
T∈T
diam(T)2‖f‖2
T
) 1
2 ‖V ‖CR∫
Ω
g(QF − EdG(QF )) .
(∑
T∈T
diam(T)2‖g‖2T
) 1
2 ‖QF ‖dG
by invoking Poincare`-like inequalities and (3.17). We insert these estimates into
the previous equivalence. Then, we apply the triangle inequality and we recall the
definition (3.31) of the error notion ERR. We obtain
ERR((u, pF ), (U, PF )) . ERR((u, pF ), (U, PF )) +
(∑
T∈T
diam(T)2(‖f‖2
T
+ ‖g‖2
T
)
) 1
2
where (u, pF ) ∈ H10 (Ω)d × H10 (Ω) is the solution of problem (2.5). Finally, we
establish an error bound for the discretization (4.1) by invoking Theorem 3.14. All
the constants involved in our argument only depend on the shape parameter γ(T)
of T.
4.2. Higher-order methods. It is not difficult to design and analyze higher-order
variants of the discretization (3.8) along the lines illustrated in section 3. To be
more concrete, let ℓ ≥ 2 be given. Perhaps, the most straight-forward extension of
(3.2) and (3.3) consists in looking for approximations
U ∈ CRdℓ of u and PF ∈ Sℓ of pF
PT ∈ Sℓ−1,0 of pT and M ∈ Sℓ−1 of m.
where the Crouzeix-Raviart space of degree ℓ is defined as
CRℓ := {S ∈ Sℓ | ∀F ∈ F, SF ∈ Pℓ−1(F)
∫
F
JSKSF = 0}.
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The definition of the space CRℓ and the results of [5] suggest to replace the form
ACR and the norm ‖ · ‖CR from (3.4) and (3.16), respectively, with
ACR(U˜ , V ) :=
∫
Ω
εT(U˜) : εT(V ) and ‖u˜− U˜‖CR := ‖εT(u˜− U˜)‖Ω
because the jump penalization is no longer necessary for the validity of the piecewise
Korn’s inequality (3.17). In contrast, we do not modify the definitions of the form
AdG and of the norm ‖ · ‖dG from (3.5) and (3.18), respectively. Then, we define
the form B : (CRdℓ ×Sℓ)× (CRdℓ ×Sℓ)→ R as in (3.7), with the only difference that
the L2-orthogonal projection PS0(P˜F ) is replaced with PSℓ−1(P˜F ).
We consider the following discretization of the model problem (2.5)
(4.2)
find (U, PF ) ∈ CRdℓ × Sℓ such that
∀(V,QF ) ∈ CRdℓ × Sℓ B((U, PF ), (V,QF )) = 〈f, ECR(V )〉+ 〈g, EdG(QF )〉 .
Here, the operator ECR : CRdℓ → H10 (Ω)d should be defined so as to preserve the
moments up to the order ℓ − 1 on the interior faces of T and up to the order
ℓ − 2 in the simplices of T, cf. (3.14a). Similarly, the operator EdG : Sℓ → H10 (Ω)
should preserve the moments up to the order ℓ− 1 on the interior faces and in the
simplices of T, cf. (3.14b). Both the operators may be defined with the help of
bubble functions, by a similar technique as in section 3.2, cf. [28, section 3.3] and
[29, section 3.2]. Alternatively, for sufficiently smooth loads, one might discretize
the right-hand side as discussed in section 4.1.
The stability and the error analysis of the discretization (4.2) make use of the
arguments in sections 3.3 and 3.4.
Remark 4.1 (dG approximation of the displacement). The use of the space CRdℓ
for the approximation of the displacement has two potential disadvantages. First,
the construction of a nodal basis for this space is possibly involved, depending
on ℓ and d. Second, a counterpart of the first equivalence in (3.22) is known to
hold only for certain combinations of ℓ and d, although we are not aware of any
negative result. For these two reasons, one might consider a ‘fully dG’ variant of the
discretization (4.2), where the approximate displacement is sought in Sdℓ and the
differential operators acting on it are discretized as usual in discontinuous Galerkin
methods.
4.3. Mixed boundary conditions. Up to this point, we have assumed that ho-
mogeneous essential boundary conditions are enforced on ∂Ω for both the the dis-
placement u and the fluid pressure pF , see (2.2). A more general set of homogeneous
boundary conditions is given by
(4.3)
u = 0 on Γu and (2µε(u) + pT I)n = 0 on Γt
pF = 0 on Γp and k∇pF · n = 0 on Γf
where Γu ∪ Γt = ∂Ω = Γp ∪ Γf and Γu ∩ Γt = ∅ = Γp ∩ Γf .
Denote by | · | the (d− 1)-dimensional Hausdorff measure on ∂Ω. When |Γt| > 0
and/or |Γf | > 0, the spaces for the variables u and pF and for the loads f and
g are modified as usual when mixed boundary conditions are enforced. The only
remarkable difference, compared to the discussion in section 2, is that the total
pressure is given by
pT = λdiv(u)− αpF , pT ∈ L2(Ω)
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provided that |Γt| > 0. Moreover, the size of the total fluid content is measured in
the norm of the space dual to the one to which pF belongs. Counterparts of the
equivalences (2.10) can be derived also in this case, entailing that the statements of
Theorem 2.1 and of Corollary 2.4 still hold true, up to the necessary modifications.
Concerning the discretization of the problem (2.5) with the boundary conditions
(4.3), we proceed as in section 3 with the following exceptions. We assume that
each boundary face of the mesh T is contained either in Γu or in Γt and either in Γp
or in Γf . The definition of the Crouzeix-Raviart space and of the forms ACR and
AdG need to be modified as usual when mixed boundary conditions are involved.
In particular, the jumps at the boundary should be penalized only on Γu and on
Γp. The approximate total pressure is given by
PT = λdivT(U)− αPS0(PF ), PT ∈ S0
provided that |Γt| > 0. The operators ECR and EdG should preserve the averages
not only on the interior faces of T but also on the boundary faces that are contained
in Γt and in Γf , respectively, cf. Lemma 3.3. The stability and the error analyses
of the resulting discretization proceed as indicated in sections 3.3 and 3.4. For
|Γt| > 0, the term (3.44) may be omitted in the error estimate of Theorem 3.14, as
mentioned at the end of section 3.4.
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