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VON 
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(Communicated at the meeting of September 30, 1961) 
§ 8. Satz 3. Aus f-;:;;.0, g-;:;;.0, fund g (RS)I-integrierbar nach C/J folgt, 
daf3 auch sup (f, g) und inf (f, g) (RS)t-integrierbar nach C/J sind. 
Beweis. Da (/, 0) und (g, 0) C/J-meBbar sind, ist nach §§ 4bis und 7 
(inf (/, g), 0) = (f, 0) · (g, 0) C/J-meBbar, 
also inf (/, g) (RS)l-integrierbar nach C/J. 
N ach § 4bis ist 
(sup(/, g), g)= (f, inf (/,g))= (f, 0)- (inf (/,g), 0), 
also nach § 7 C/J-meBbar; das gleiche gilt dadurch von 
(sup (/, g), 0) =(sup (/, g), g)+ (g, 0); 
somit ist sup(/, g) (RS)t-integrierbar nach C/J. 
Satz 4. A us g;:;;.fo;:;;.f;:;;.O, mit g E £+, und fo, f (RS)I-integrierbar nach 
C/J, folgt das gleiche fur fo- f. 
Beweis. GehOren /o und f zu £+,so ist auch /o-/ EL+, und dadurch 
C/J-integrierbar. 
Im allgemeinen Fall setze man p _ fo- f; dann muB bewiesen werden, 
daB das zugehOrige geordnete Paar (p, 0) C/J-meBbar ist (sein C/J-MaB ist 
dann endlich und p C/J-integrierbar). 
Zu willkiirlich positivem s gibt es eine Uberdeckung von (/, 0) mittels 
einer Menge 2, UJ, gJ) E K+, wobei fr:;;;,g, und 
(i) 
(I) 2, C/J[(/1, g1)]<m4i[(f, O)]+s/2. 
(i) 
Das in § 4ter angegebene Verfahren fiihrt, ausgehend von. 
(f, 0)-(!J, g1)=(h;, k1)=(ii1, k1), mit j;:;;.'ii1-;;;.Tc1-;;;.o (vergl. (8)), 
zu einer Darstellung: 
{12) (/, O)=(mo, m1)+(m~, m2)+ ... +(m.,., m.,.+l), mit mo f, m.,.+l 0, 
wobei zu jedem (mt, mt+l) ein Paar (hJ<t> kJ<t>) gehort. mit der Inklusion: 
(mt, mt+I) ~ (hJ<th ki<t>) [~ UJ<t), gJ<t>)]. 
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Das Ve:rfahren von §§ 4ter, 4quater zeigt fiir jedes (/J, g1) nebst allen zuge-
horigen (mu;, mu;+l), mit (mu1, mu;+l) ~ (/i, g1), die Existenz der Differenz 
(/i, g1) - ! (iiiu;, iiiu;+l), nicht leer oder leer 19) 
(u;J . 
(im letzten Fall zusammenfallend zu denken mit der leeren Menge 0 von 
(~X Rl)+ (§ 5)). 
Aus (12) folgt: 
(13) 
wahrend (12b1S) fiir aile zugelassenen i liefert: 
(13biS) 11-g1 ;G;! (iiiu;-iiiu;+l) = ! (mu;-mu;+l)· 
(fit) (fit) 
(13) und (13bis) liefern: 
(14) I-:;;,.! UJ-g1) = v, mit vEL+ (und -;£g). 
(i) 
Auch (g, I) hat eine 'Oberdeckung mittels einer Menge! (f,*, g,*) E K+, 
wobei It* -;£g, und "1 
(II) ! q)[(/t*, g,*)]<m411 [(g, l)]+e/2. 
(t) 
Erneute Anwendung des Ve:rfahrens von § 4ter liefert hier 
g-I-;£! (f,* -g,*), 
oder 
(15) 
(i) 
I ;G; g-! (f,* -g,*) = u, mit u E L+. 
(i) 
Aus (I) und (14) folgt: 
q)[(v, 0)]=1(v) =! 1(f1-g1) =! q)[(/1> g1)]<m411 [(f, O)]+e/2, 
(i) (i) 
und mit (II) und (15): 
q)[(u, .0)] =1(u) =1(g)-! 1(/t* -g,*) = q)[(g, 0)]-! q)[(/t*, g1*)]> 
ro ro 
>m411 [(f, 0)]-e/2, 
wodurch: 
q)[(v, u)] oder m411 [(v, u)]<e, mit 0-;£u-:;;.l-;£v (-:;;,g). 
Ebenso gibt es bei willkiirlich positivem 'YJ zwei Ortsfunktionen w1 E L+, 
W2 EL+ mit 
u-;£wl-;£lo-;£w2 (;£g) und m411 [(w2, w1)]<'f}. 
Da L ein Vektorverband ist, folgt a us w1 -;£ w2 auch 
Ws = sup (w1, v) -;£ sup (w2, v) = w4. 
19) Es ist (/;, g;) · (m..1, mt.1+1) = (mu1, mu1+1), mit /i ;G; mu1 ;G; mu1+1 6 g; in 58, 
gemiiJ3 der letzten Eigenschaft in § 4bls, 
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In jedem Vektorverband ist sup (p, q)+r=sup (p+r, q+r) 20), also in L 
sup (w2, v) +w1=sup (w2+w1, v+w1) ~sup (w1 +w2, v+w2) 21)= 
=sup (w1, v)+wz, 
oder 
wodurch: 
m421 [(w4, ws)]<rJ. 
Aus WI-v~lo-1 und v-v=O~Io-1 folgt 
sup (w1-v, v-v)~lo- I, also auch sup (w1, v)+ ( -v)~lo- I, 
wodurch: 
wa-v~lo- 1~w4-u. 
Wir erhalten: 
mit 
(ws-v, 0) ~ (/o- I, 0) ~ (w4-u, 0), 
m421 [(w4-u, wa-v)]={[>[(w4-u, wa-v)] 
={[>[(w4-u, 0)]-{f>[(wa-v, 0)] 
=l(w4-u)-l(ws-v) 
= l(w4)- I(u)- J(ws) + l(v) 
=l(v-u)+l(w4-ws) 
=m421 [(v, u)]+m0 [(w4, ws)]<e+rJ. 
Daraus folgt die {f>-MeBbarkeit von (p, 0) oder (/0 -l, 0) 22). 
Satz 5. (X) Aus (oo>) 1~0 und I (RS)I-integrierbar nach {/>, und 
a~ 0 und endlich lolgt a -f (RS)I -integrierbar nach {[>, mit 
f~(RSh a· I d{[> =a f~(RS)I ld{[>. 
{J) Aus 0~1 ( <oo), O~g ( <oo), und I, g beide (RS)I-integrierbar nach {[> 
lolgt l+g (RS)I-integrierbar nach {/>, mit 
f~(RSh [f+g] d{[>= f~(RSh I d{[>+ f~(RS)I gd{[>. 
Beweis. ad (X) a=O ist evident. Bei a>O unterscheide man: I EL+ 
(klar), I rf: L (dann wende man die in § 7 angedeuteten Definitionen an). 
n 
ad {J) 1st E = I (hJ, g1) E (m x R1)+ und {/>-meBbar, und ist I E L+, 
i-1 n 
so laBt sich zeigen, daB E +I = I (h1 +I, gi +I) ebenfalls {/>-meBbar ist, 
i-1 
mit m0 (E +f)= m0 (E). Wir unterscheiden folgende Faile: 
20) Siebe etwa BOURBAKI, loc. cit. II), S. 18 (Formel 5). 
21) Siehe BouRBAKI, loc. cit. II), S. 17, oder hier, § 3. 
22) Man vergleiche die Ableitung von Satz 4 meiner Arbeit loc. cit. Jbis), 
s. 215, 216. 
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1° Aus E =(hi, {/I), mit hi~{/I, hiE L+, {/IE L+ folgt tl>(E+f) oder 
t/>[(hi + f, {/I+/)] =l[(hi + /)- (gi +f)] =l(hi -gi) =tl>[(hi, {/1)] oder t/>(E) . 
.. 
2° E E K+(§ 6}, also E =! (ht, {Jf}, mit h1 E L+, fli E L+; unmittelbar 
i-1 
zuriickfiihrbar auf den ersten Fall . 
.. 
3° E E K2 (§ 7), mit E =! (h1, g1}, wobei hr2?.g und gEL+. Zu will-
i-1 
kiirlich positivem s gibt es Uberdeckungen 
von E bzw. (g, 0)-E, mit E1 E K+, E 2 E K+, und 
m0 (E);;;;;;! t/>[(hk<1>, gk<1>)]<m0 (E)+s, 
(k) 
und 
m0 [(g, 0)-E];;;;;;! t/>[(hk<2>, gk<2>)]<m0 [(g, 0)-E]+s. 
(k) 
· Daraus folgt sofort (Fall 1 °) : 
und 
m0 (E);;;;;; ! t/>[(hk<i> + f, {/k(ll + /)] <m0 (E) + s, 
(k) 
m0 [(g, 0)-E];;;;;;! t/>[(hk<2>+f, gk<2>+f)]<m0 [(g, 0)-E]+s. 
(k) 
Da auBerdem E1+/ und E2+/ Uberdeckungen von E+f und [(g, 0)-
-E]+ f sind, und m0 [(g, O)]=m0 [(g+ f,f)] ist, folgt die t/>-Me13barkeit von 
E+f, mit m0 (E+f)=m0 (E). 
4° E E K 3 (§ 7), speziell mitE== (/1, 0), wobei O;:;;;fi, wahrend es keine 
Funktion gEL+ gibt mit fi;;;;;g 23). Da aus § 7 hervorgeht, daB m~(E)= 
obere Schranke aller m0 [E · (g, 0)] bei g E L+, und immer (nach 3°) 
m0 [E·(g, 0)+f]=m0 [E·(g, 0)] 24) ist, folgt, mit sup (-/I, -g)+(-/)= 
=sup [(-/I)+ (-f), (-g)+ (- /)]20) oder inf (/1, g)+ f=inf (/I+ f, g+ f), 
und g+f eL+, 
(16) m0 (E);;;;;; {obere Schranke aller m~[(inf (/1 + f, h), f)] bei h E L+ und 
(inf (/I+ f, h), f) t/>-me13bar} 25). 
Ohne Beschrankung der Allgemeinheit darf angenommen werden, daB 
g;;;;;_f (und E L+) ist 26). Dann folgt inf (/I +f, g)=inf (/1, g-f)+ f, wodurch: 
(inf (/I+ f, g), /) = (inf (/I, g- /), 0) + f, 
23) Der allgemeine Fall ist hierauf zuriickfiihrbar. 
24) E. (g, 0) = (/I, 0). (g, 0) = (inf (/I, g), 0). 
25) Die ,Annahme" (inf (/I + j, h),/) !JI-meJ3bar zeigt sich im folgenden als 
iiberfliissig. 
26) Korrektur zu meiner Arbeit loc. cit. Ibis): Auf S. 218 oben setze man g-;;;;;;_ f 
voraus, was wegen Min. (f, g)= f auch die Formeln etwas vereinfacht; auf S. 219 
oben ersetze man= durch ~in der ersten, durch ;;;;;; in der zweiten Formel; die 
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somit (nach 3°) 
m~[(inf (/I+ f, g), f)] =m~[(inf (/I, g- f), 0)]. 
Also ist (inf (/I+ f, g), f)= (/1 + f, f)· (g, 0) W-meBbar, wodurch auch (/I+ f, f) 
w-meBbar ist; auBerdem folgt 
(17) m~(E +f) =m~[(/I + f, f)]~ m~[(/1, 0)] =m~(E). 
SchlieBlich lief ern ( 16) und ( 1 7) : 
m~(E+ f)=m~(E). 
A us der w-MeBbarkeit von (f, 0) und von E + f = (/I+ f, f) folgt die von 
(/I+ f, 0), woraus mit der w-MeBbarkeit von (/1, 0) die von(/+ /I, /1) folgt. 
Dabei ist 
m~[(f, 0)+/I]=m~[(f+/I, /l)]=m~[(/I+f, 0)]-m~[(f~, 0)] 
=m~[(f, 0)] +m~[(/1 + f, f)] -m~[(f~, 0)] =m~[(f, 0)]; 
mittels /I ausgefiihrte Translationen lassen das W-MaB von (/, 0), bei 
f E L+, ungeandert. 
Wir unterscheiden wieder vier Falle von Translationen mittels /I. 
1 oo Aus E = (h~, g1), mit h1 E L+, g1 E L+ folgt m~[ (h~, g1)] = m~[(h1 + 
+/I, /1)]-m~[(g1 +/I, /l)]=m~[(h1 +/I, g1 +h)], also m~(E)=m~(E+ /1). 
2°0 E E K+ (§ 6); unmittelbar auf den vorigen Fall zuriickfiihrbar. 
3°0 E E K2 (§ 7); zu behandeln wie Fall 3°. 
Bemerkung. Nimmt man E (/2, 0), wobei /2~h, hE L+, f2 W-
integrierbar, so folgt: 
was weiter zur W-Integrierbarkeit von /I+ f2 fiihrt mit 
oder 
flll(RS)l [/I+ f2]dW= flll(RS)l /I dW+ flll(RS)l f2 dw. 
4°0 E E K 3 (§ 7), speziell mit E _ (h1, 0), wobei es keine Funktion 
gEL+ gibt mit h1 ~g 23). Da m~(E) =obere Schranke aller m~[E · (g, 0)] bei 
gEL+, und immer (nach 3°0 ) m~[E. (g, 0) +/I] =m~[E. (g, 0)], somit, wegen 
inf (h~, g)+ /I =inf (h1 +/I, g+ /1), 
m~[E · (g, 0)] = [obere Schranke aller m~{(inf (h1 +/I, g+ h), h)· (h, 0)} 27) 
mit h EL+]~ 
T-MeLibarkeit von (E + h). G liii3t sich in dem allein notwendigen Fall von 
E = !la(/2) bei /2 T-integrierbar ableiten gemiU3 dem Verfahren von loc. cit. S. 375 
(Nachtrag) (vergleiche auch obigen Text). 
117) (inf (h1 + /1, g + /1), h)· (h, 0) = (inf (h1 + /1, g + /1, h), /1) = 
= (inf (h1 + /1, g + /1, h), inf (h, h)). 
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~ [obere Schranke aller m~P{(inf (h1 + /1, ho), /1)} mit h0 E L+ und 
(inf (h1 + /1, h0), /1) q}-me.Bbar 28)] 
ist, folgt 
(18) m~P(E) ~ [obere Schranke aller m~P{(inf (h1 + /1, ho), /1)} mit hoE L+ 
und (inf (h1 + /1, ho), /1) q}-me.Bbar 28)]. 
Bei fest gewahlter g E L+ folgt a us g- /1 ~ g- inf (/1, g) : 
inf (hl, g- /l)~inf (hl, g-inf (/1, g)), 
wodurch: 
inf (h1 + /1, g) =inf (h1, g- /1) + /l~inf (h1, g-inf (/1, g))+ /1, 
so mit 
(inf (h1 + /1, g), /1) ~ (inf (h1, g-inf (/1, g)), 0) + /129), 
oder 
(inf (hl +/1, g), inf(/1, g))~ (inf (hl, g-inf(/1, g)), 0)+/1, 
oder 
(19) (h1 + /1, /1) · (g, 0) ~ (inf (h1, g- inf (/1, g)), 0) + /1. 
Aus /1 q}-integrierbar, g E L+ folgt inf (/1, g) q}-integrierbar (Satz g), und 
~g. wodurch nach Satz 4 auch g-inf (/1, g) q}-integrierbar ist; das gleiche 
gilt von inf (h1, g-inf (/1, g)) (~g). Nach goo ist nun 
(20) m~P[(inf (h1. g-inf (/1, g)), O)]=m~P[(inf (h1, g-inf (/1, g)), 0)+/1]. 
In einem Nachtrag wird die q}-Me.Bbarkeit von (h1 + /1, /1) · (g, 0) bewiesen. 
Aus (19) und (20) folgt damit: 
m~P[{(h1, 0) + /1} · (g, 0)] ~m~P[(inf (h1, g-inf (/1, g)), 0)], 
somit auch die q}-Me.Bbarkeit von (h1, 0) + h mit 
(21) m~P[(h1, 0)+/l]~m~P[(hl, O)]=m~P(E). 
(18) und (21) liefern 
m~P[E + /1] =m!P(E). 
Wie in der Bemerkung zu goo folgt nun auch in diesem Fall 4°0 : 
fjB(RS)l [/1 + /2] dq>= fjB(RS)l /1 dq>+ fiB(RS)l /2 dq). 
Nachtrag. 
Lemma 1. In einem Vektorverband folgt aus r;;;;q;;;;O, g0 ;;;;0: 
inf (r, go)-inf (q, (Jo)~r-q. 
28) Die ,Annahme" (inf (h1 + /1, ho), h) cti-meJ3bar zeigt sich im folgenden als 
erfilllt (siehe den Nachtrag). 
29) Denn a ~ c liefert sup (a, b) ~sup (c, b), somit (sup (a, b), b) ~(sup (c, b), b) 
oder (§ 4bis, erste Eigenschaft) (a, inf (a, b)) ~ (c, inf (c, b)), auch wohl zu schreiben 
(a, b) ~ (c, b). 
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Beweis. Nach BouRBAKI, loc.cit. 11), S. 19 (Formel 9) folgt aus 
obigen Annahmen: 
inf [q+(r-q), go];;::;;inf [q, go]+inf [r-q, go];;::;;inf [q, go]+(r-q). 
Lemma 2. In einem Vektorverband folgt aus a~O, b~O, c~O: 
inf(a+b, c);;::;;inf(a, c)+inf(b, c);;::;;inf(a+b, 2c). 
Be wei s. Die vordere Ungleichheit ist die zitierte Formel bei BouRBAKI, 
die hintere Ungleichheit ist leicht abzuleiten.-
Da die endlichen Ortsfunktionen einen Vektorverband liefern, folgt hier 
(Lemma 2): 
(q=)inf(hi,g) +inf(/I,g) ;;::;;inf(h1 +/I, 2g) (=s) ;;::;;inf(hi, 2g) +inf(/1, 2g) (=r). 
Mit go;;::;;g, go E L+ ist 
(qo = ) inf (q, go) ;;::;;inf (s, go)= inf (h1 +/I, go) ( = so);;::;; inf (r, go) (= ro), 
somit (Lemma l): 
ro-qo;;::;; r-q, 
und, unter Anwendung von Satz 3 und der Bemerkung zu 3°0 , 
m<P[(qo, O)];;::;;@i[(so, O)];;::;;@a[(so, 0)] (§ 7);;::;;m<P[(ro, 0)], 
O;;::;;m<P[(ro, 0)] -m<P[(qo, 0)] =m<P[(ro- qo, 0)] ;;::;;m<P[(r-q, 0)] =m<P[(r, 0)]-
-m<P[(q, 0)] ={ m<P[(inf(hi. 2g), 0)] -m<P[(inf(hl,g), 0)]}+ 
+{m<P[(inf(/1, 2g), 0)] -m<P[(inf(/I,g), 0)]}. 
g ~go und E L+ ist dabei so zu wahlen, daB die heiden letzten Differenzen 
willkiirlich klein sind. Somit existiert m<P[(so, 0)] = @t[(so, 0)] = @a[(so, 0)], 
mit so=inf (h1 +/I, go) bei jedem g0 E L+. Die @-MeBbarkeit von (inf (h1 + 
+ /1, go), 0) und die von (inf (/I, go), 0) haben die @-MeBbarkeit der 
Differenz (inf (h1 +/I, go), inf (/I, go)), d.i. von (h1 +/I, h)· (go, 0) zur Folge. 
Analoge Betrachtungen wie in diesem Nachtrag 30) erweitern Satz 4 zu: 
Satz 4bis. Aus (oo>) fo~f~O und fo, f (RS)I-integrierbar nach@ folgt 
das gleiche fur fo- f. 
§ 9. Definition. Fiir die in m definierte, endliche Ortsfunktion f 
(§ 4) sei f+ =sup (f, 0), t- = - inf (f, 0). Dann ist immer f= f+- f-, If! 
odersup(f,-f)=f++f-. Die Ortsfunktion f heiBt @-me[Jbar, wenn (f+,O) 
und (f-, 0) es sind (§ 7); sie heiBt (RS)I-integrierbar nach @, wenn sowohl 
f+ wie t- (RS)I-integrierbar nach @ sind, und dabei sei 
f!B(RS)I f d@= fiB(RS)I f+ d@- fiB(RS)I t-d@. 
Bemerkung. Auch ist dann l/1 @-integrierbar mit 
f!B(RS)I Ill d@= f!B(RS)I f+ d@+ f!B(RS)I t- d@. 
-----
10) Vergleiche auch loc. cit. Ibis), Teil III, S. 375. 
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Satz 6. Aus rJ>-lntegrierbarkeit von fund g folgt dasselbe fur inf (f, g) 
und sup (f, g). 
Lemma 3. In jedem Vektorverband mit Elementen f, g gilt 
[sup (f, g)]+=sup (f+, g+), [inf (f, g)]-=sup u-, g-), 
[inf (f, g)]+=inf (f+, g+), [sup (f, g)]-=inf u-, g-). 
Beweis. Aus o;;;,j+, j;;;,f+, g;;;,g+ folgt 
(22) [sup (f, g)]+ oder sup [sup (f, g), O];;;,sup (f+, g+). 
Mit sup [f, g, O]=sup [sup (f, g), 0] folgt 
so mit 
(23) 
f+;;;,sup [f, g, 0]= [sup (f, g)]+, 
g+;;;, [sup (f, g)]+, 
sup(/+, g+);;;;;, [sup(/, g)]+. 
(22) und (23) liefern die erste Relation des Lemmas, Ersetzung von f, g 
durch - f bzw. -g und Anwendung von x-= ( -x)+, inf (x, y)= -sup 
( -x, -y) 31) die zweite. 
Die dritte Relation ist ein Spezialfall von: sup [ z, inf (x1, x2)] = 
=in£ [sup (z, x1}, sup (z, x2)] 32), wahrend die vierte Relation aus der 
dritten durch Ersetzung von I, g durch - f bzw. - g hervorgeht. 
Beweis von Satz 6. Folgt unmittelbar aus der vorangehenden 
Definition, Lemma 3 und Satz 3. 
Sat z 7. .x) I st f rJ>-integrierbar und a =1= ± oo, so ist auch a· f rJ>-inte-
grierbar, mit 
{J) Sind f und g rJ>-integrierbar, so ist auch f+g rJ>-integrierbar; dabei ist 
f!B(RSh (/+g) drf>= f!B(RS)l I drf>+ f!B(RSh g drJ>. 
y) 1st f rJ>-mef3bar, g rJ>-integrierbar, und Ill;;;;;, g in )8, so ist auch I rJ>-
integrierbar mit 
lf!B(RS)l I drt>l;;;;;, f!B(RSh g drJ>. 
Beweis. ad .x} Folgt mit Definition und Satz 5.x und den Relationen 
(a·f)+=a-l+,(a·f)-=a·f- bei a~O; (a-f)+=(-a)·f-,(a·f)-=(-a)·f+ 
bei a<O 31). 
ad {J) Wie in jedem Vektorverband 33) ist 
inf (f, g)= f- (f- g)+, somit: (f- g)+= f- inf (f, g), 
wahrend mit 1-g = (f- g)+- (f- g)- folgt: (f- g)-= g-in£ (f, g). 
31) Siehe BoURBAKI, loc. cit. ll), S. 18, 19. 
32) Siehe BoURBAKI, loc. cit. 12), S. 19 (Prop. 13). 
33) Siehe BOURBAKI, loc. cit. 12), S. 15 (Formel 3). 
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Sind fund g;;;:;O und cP-integrierbar, so ist inf(f,g) cP-integrierbar nach 
Satz 3, und sind f-inf (f, g) und g-inf (f, g) es nach Satz 4bis. Die letzte 
Definition gibt cP-Integrierbarkeit von f-g, und mit Satz 5{3 folgt weiter 
fta(RSh (f-g) dcP= fta(RS)l I dcP- fta(RSh g dcP. 
Nimmt man f und g nur cP-integrierbar an, so ist 
f+g= (f++g+)- (f-+g-), 
wobei f++g+ und t-+g-;;;:;0 und cP-integrierbar, wodurch der schon 
bewiesene Teil liefert : 
fta(RS)l (f+g) dcP= fta(f++g+) dcP- fta(f-+g-) dcP, 
somit, gemaB Satz 5{3 und der Definition, 
fta(RSh (/+g) acP= [fta f+ dcP- fta t- dcP]+ [fta g+ dcP- fta g- dcP]= 
= fta(RS)l I dcP+ fta(RS)l g dcP. 
ad y) Mit O;:::;;f++ t-=1/1 ;£;g, der Integrierbarkeit von g [somit Existenz 
und Endlichkeit des cP-MaBes von (f!, 0)] und der MeBbarkeit von (f+, 0) 
und (f-, 0) folgt die cP-Integrierbarkeit von f. Dabei ist 
lfta t dcPI;:::;; fta f+ dcP+ fta t- dcP= ftalfl dcP;:::;; fta u dcP. 
§ 10. Definition. Zu jedem Soma ii (=0 oder i'O) gehOrt eine 
charakteristische· Ortsfunktion Xa• mit unterer Grenze IXii und oberer Grenze 
f3a definiert wie folgt : 
fiir jedes bi'O ist 1Xa(b)=0 bei b 8 iii'O, 
1Xa(b) = 1 bei be ii= 0, 
{30(b) = 1 bei b A iii' 0, 
{30(b) =0 bei b A ii=O. 
Fiir das leere Soma (also ii=O) sind somit IXo und {30 identisch Null. 
Definition. Ein Soma ii E 58 heiBt cP-me{Jbar, falls seine charakteristi-
sche Ortsfunktion Xa cP-meBbar ist; es heiBt (RS)l-integrierbar nach cP, 
falls das cP-Integral von Xii existiert. 
Satz 8. Die cP-me{Jbaren Somen von 58 bilden einen Korper Sf (d.h. Sf 
ist in 58 abgeschlossen hinsichtlich Summen-, Produkt- und Differenzen-
bildung); auch die Klasse der cP-integrierbaren Somen ist ein Korper Sto. 
Auf Sfo ist v0 (ii) - fta(RSh Xa dcP ein beschriinkt additives nicht-negatives 
Map. 
Dies folgt mit § 7. 
" Die Treppenortsfunktionen I = ! Cj. X~· Cj endliche K'onstanten, ail. a,.= 0 
1-1 (/I i' is), ii1 E Sfo bilden einen Vektorverband L*, und das Funktional I 0 * (/) = 
A 
= z CJ • v 0 ( a1) ist f'Ur die Ortsfunktionen von L * ein nicht-negatives Elementar-
1-1 
integral (vergl. §§ 3, 6, 6biB); dabei ist 10 * (f) auch cP-Integral im Sinne von 
§ 9, also gleich f18(RS)I f dcP; bei f;;;:;O ist es das cP-Ma{J von (f, 0). 
