Let U n (f) --^n J fd(F n -F) be the Kaplan-Meier integral process constructed from a random censorship model. We prove a uniform central limit theorem for {U n } under the bracketing entropy condition and mild conditions due to the censoring effects. We also prove a sequential version of the uniform central limit theorem that will give a functional law of the iterated logarithm of Strassen type.
INTRODUCTION
In this paper, we develop the uniform central limit theorem for the function indexed Kaplan-Meier integral process based on the incomplete data of the random censorship model. The main goal is to investigate a tightness for the process under the metric entropy with £ 2 bracketing condition for the indexed class of functions of the process and mild assumptions due to censoring effects as in Stute [7] . In the achieving the goal, because of the lack of exponential inequalities for the random censorship model, we do not attempt to use the usual chaining argument that depends on the use of exponential inequalities on the tail probabilities. Instead we investigate the uniform order of convergence of the remainder terms in the representation of Stute [7] on the Kaplan-Meier integral and use the result of Ossiander [5] on the complete data of independent and identically distributed random variables.
The uniform central limit theorem of the present paper extends the one dimensional central limit theorem under random censoring that was established by Stute in 1995 [7] and the Ossiander's uniform central limit theorem for independent and identically distributed random variables that appeared in 1987 ( [5] ). Among others a sequential integral process and an invariance principle of the Kaplan-Meier integral will be produced as a corollary of the main result. The results may be used in nonparametric statistical inference. We begin with introducing the integral version of the usual empirical process based on the complete data of independent and identically distributed random variables.
Let X be a random variable defined on a probability space (fi, T, P) whose distribution function is F. Consider a sequence {Xi : i ^ 1} of independent copies of X. Given a Borel measurable function / : R -• R , we see that {f(Xi) : i ^ l } forms of a sequence of independent and identically distributed random variables that are more flexible in applications than the sequence {Xi : i ^ 1}. Consider a class T of real-valued Borel measurable functions defined on R . Introduce the usual empirical n distribution function F n defined by F n (x) = n~l ^2{Xi $J x} for x S R . Define a t=i function indexed integral process S n by (1.1)
Throughout the paper events are identified with their indicator functions when there is no risk of ambiguity. So, for example, the summand of the empirical distribution function means the indicator functions of the events {Xi ^ x}.
Developing a uniform central limit theorem for the processes such as S n usually means that C(S n {f) :
, where the processes are indexed by T and are considered as random elements in B(JF), the space of the bounded realvalued functions on T, taken with the sup norm || • \\?. It is known that (B(T), || • \\F) forms a Banach space. The process ( W ( / ) : / £ T) will be Gaussian which is uniformly continuous in / with respect to a metric. The metric we shall use is the £ 2 metric
where F is the underlying distribution associated with X.
In order to measure the size of the function space, we define the following version of metric entropy with bracketing. See, for example, Van der Vaart and Wellner [8] for the recent reference. We also define the associated integral of the metric entropy with bracketing to be
We use the following definition of weak convergence which is originally due to Hoffman-J0rgensen [2] . In 1987, using a delicate chaining argument with stratifications, Ossiander [5] developed the uniform central limit theorem for the sequence of independent and identically distributed random variables for which J(l) < oo. The Ossiander result states that if J(l) < oo, then S n =>• W as random elements of B(T) where {W(f) : f € T} is a mean zero Gaussian process with the covariance structure
In 1995, from a statistical point of view, Stute [7] developed a one dimensional central limit theorem for the Kaplan-Meier integral based on the incomplete data of the random censorship model.
The aim of our work is to extend Stute's one dimensional central limit theorem to a function indexed process version, as was done in Ossiander's setting.
In Section 2, the random censorship model and notations are introduced and the main results are stated. Proofs of the results including the uniform order of convergence of remainder terms are contained in Section 3. Finally, in Section 4, we consider the sequential Kaplan-Meier integral process as an application of the main results.
THE MAIN RESULTS
We consider the random censorship model where one observes the incomplete data {Z i: 5i}. The {Zi} are independent copies of Z whose distribution is H. The {Zi,<5j} are obtained by the equations Z t = min(.X i ,Yj) and 6i = {Xi ^ Y,} where the {Yi} are independent copies of the censoring random variable Y with distribution G which is also assumed to be independent of F, the distribution of independent and identically distributed random variables {Xi} of original interest in a statistical inference. Let F{a} = F(a) -F(a-) denote the jump size of F at a and let A be the set of all atoms of H which is an empty set when H is continuous. Let TH -inf{x : H(x) = 1} denote the least upper bound of the support of H. The fact that the TH is not necessarily finite provides one of the reasons why we need the theory of weak convergence of the infinite time scale stochastic processes such as the invariance principle in the corollary below.
Consider a subdistribution function F defined by
F(x) = F(x){x < T H } + [F(T H -) + {T H € A}]F{T H }{X > r H ).
at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972700037266
Again let T be a class of functions which are real-valued measurable defined on R . We consider the Kaplan-Meier integral process {£/"} defined by
where F n is the usual Kaplan-Meier estimator of the underlying distribution F in the random censorship model. See Kaplan and Meier [3] . The process {U n (f) : / € !F) will be the proper extension of the process {S n (f) • f 6 F} given in (1.1) to the random censorship model. As mentioned before our goal is to consider the weak convergence of the Kaplan-Meier integral process U n to a Gaussian process as random elements of J3(J r ) under J ( l ) < oo and the minimal assumptions due to censoring effect. In order to describe the last assumptions, we need to consider the following subdistribution
G{dy)
The following two assumptions, which trivially reduce to square integrability of functions when there is no censoring, will be imposed on the main results of the paper.
The assumptions (2.3) and (2.4) will be called "the minimal pointwise property" for T.
Before stating the results, we need more notation:
-JJ{v <x,v< w}^?H\dv)
Write, for each f e T,
Let {W(f) : f € ^"} be the mean zero Gaussian process with
We are ready to state the uniform central limit theorem for the Kaplan-Meier integral process. 
n-»oo ^d{f,g)<S '
PROOF OF THE RESULTS
We begin with stating a decomposition of the integral J fdF n into a sum of independent and identically distributed random variables that can be controlled by the result of Ossiander [5] and remainder terms that can be shown uniformly negligible by extensive calculation. The proof of the following Proposition 1 appears in Stute [7] . where n 1 / 2 |i? n (/)| -t p 0 and &(/) are independent and identically distributed copies of the random variables £(/) given by (2.5).
PROPOSITION 1. Assume T has the minimal pointwise property. Then for each fixed f € T, we have
The following Proposition 2 will also be used to verify the finite dimensional distribution convergence of the process {U n } • PROPOSITION 2 . Assume T has the minimal pointwise property. Then, for each fixed f e T, n 1 
For the family T we define an envelope by $(•) :-sup|/()|. We need the following regularity results on the envelope $. Next for completeness we introduce the following temporary assumption on the envelope $(•) that will be imposed on lemmas below and finally be removed using Lemma 1 and the assumptions of Theorem 1. pairs (/, g) in the set of diameter 5 about the diagonal of the space T ® T.
Let T be such that $(z) = 0 for all x > T, T < TH •

LEMMA 3 . If J(l) < 00, if T has the minimal pointwise property, and if $ has the tail property then {\/nR n (f) : f € T] is tight. That is, for every e > 0 we have
Notice that with probability 1,
Now from [5, Theorem 3.3] and Lemma 3 we conclude that P'{\\U n \\s > 3e\\ ^ P*{\\V n \\ s > e\\ + P*{2n 1 / 2 ||/i n ||^ > 2e} < 3e
eventually. Therefore the proof of the Theorem 3 will be completed when we have Lemma 3 without the assumption of tail property of $ . 0
Now we make our efforts to prove Lemma 3 which gives the uniform order of convergence of the remainder Rn(f)-For the purpose we examine the representations of Rn of Stute [7] . Let H n ,H°, and H* be the empirical (sub-) distribution functions of H, H°, and H 1 , respectively. In order to describe the specific form of the remainder terms Rn we need the following form of / fdF n . Stute [ 
H n (v,w) := H°(v)H n (w) + //"(t;)^1^) -H°{v)H n {w).
[9]
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Then Rn{f) can be written as
where Sm(f) = n" Notice that
Notice that is bounded since ^ni(w) is bounded.
which is tight by the central limit theorem. 
T H E SEQUENTIAL KAPLAN-MEIER INTEGRAL PROCESS
Let T be a class of functions which are real-valued measurable defined on R. Consider now the sequential Kaplan-Meier integral process {U n (t, / ) : (9s) ).
The following uniform central limit theorem for the sequential Kaplan-Meier integral process U n will be obtained as a corollary of Theorem 2.1. The following result can be considered as the invariance principle of the KaplanMeier integral.
[13] As the second application of Theorem 4 we consider the sequential empirical process based on a complete data of independent and identically distributed random variables. Consider a class T of square integrable functions which are real-valued measurable denned on R . Consider the process {S n (t,f) : (t,f) e R i g f } denned by at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972700037266
