We compare the performance of a variant of the standard Dynamic Alternative Routing (DAR) technique commonly used in telephone and ATM networks to a path selection algorithm that is based on the balanced allocations principle [4, 18] -the Balanced Dynamic Alternative Routing (BDAR) algorithm. While the standard technique checks alternative routes sequentially until available bandwidth is found, the BDAR algorithm compares and chooses the best among a small number of alternatives.
Introduction
Fast, high bandwidth, circuit switching telecommunications systems such as ATM and telephone networks employ a limited path selection algorithm in order to fully utilize the network resources while minimizing routing overhead. Typically there is a dedicated bandwidth for communication between each pair of nodes in the network. This dedicated bandwidth, on one or a chain of physical links, is de-signed to satisfy the expected demand for communication between these stations. Only when this bandwidth is exhausted the admission control protocol tries to find an alternative route through some intermediate nodes. To minimize overhead and routing delays the protocol checks just a small number of alternative routes; if there is no free capacity on any of these alternatives, then the call or communication request is rejected. Implementations that use this technique include the Dynamic Alternate Routing (DAR) algorithm used by BT (British Telecommunications) [10] , and AT&T's Dynamic Nonhierarchical Routing (DNHR) algorithm [3] .
A common feature in currently implemented protocols is the sequential examination of alternative routes. Only when the algorithm decides to reject a route an alternative one is examined. The criteria for rejecting a route and the method in which the alternative route is selected have been the subject of extensive research, in particular, in the context of the BT DAR algorithm [9, 10, 13] . (See Kelly [15] for an extensive survey.) Dynamic routing can be viewed as a special case of the "on-line" load balancing problem, where the load may be assigned to one or more servers (edges), and jobs (communication requests) can be scheduled only on specific subsets (paths) of the set of servers, as defined by the network topology. A number of recent papers demonstrated the advantage of balanced allocations [4, 5, 18, 19] for standard load sharing problems where jobs require only one server and can be executed by any server in the system. The goal of this work is to extend these results to the more complex setting of load sharing under constraints imposed by network topology.
The basic idea in balanced allocations is to examine several random options and assign the job to the best of these options at the time of the assignment. The drawback of this strategy is that several alternatives are examined even when the first alternative would be satisfactory, thus increasing overhead. However, past research has shown that at least in the standard load balancing scenario a small increase in placement overhead gives a substantial improvement in load balancing under various (random) input settings.
In this paper we employ an extension of the balanced allocation principle to the problem of dynamic network routing. The goal here is to reduce system congestion and in particular to minimize the blocking probability -the probability that a call request is rejected. The main difficulty in applying and analyzing balanced allocation in a network setting is handling the dependencies imposed by the topology of the underlying graph. Our results show that the advantage of the load balancing principle is so significant that it holds even in the presence of a set of dependencies. We note that [6] has also applied the balanced allocation idea to a routing problem; however, the setting and technique there are different.
Model and New Results
Since the networks considered here reserve a logical link (bandwidth) for communication between each pair of stations, and use alternative routing only when that logical link is busy, it is accurate to model the problem in terms of a complete graph with n vertices (stations) and N = n 2 ¡ edges (links). The input is a sequence of call requests. The routing algorithm has to process the calls "on-line", i.e., the t-th request is either assigned a path or rejected before the algorithm receives the t + 1-th request. Once a call is assigned a path, that path cannot be changed throughout the duration of the call. Each edge has capacity B, where B can be a constant or an increasing function of n. The goal is to assign routes to the maximum number of call requests without violating the capacity constraints on the edges. For comparison, we assume that both DAR and BDAR algorithms partition the capacity of each edge between direct and alternative routes.
The (2) (3) and B a large number (a few hundred or even thousand), the advantage of the balanced scheme is clear.
In the dynamic case we consider a stochastic process in which new requests onto each link arrive according to a Poisson process with rate , all arrival streams being independent. The holding period of a call is independent of all other holding periods and all arrivals, and is exponentially distributed with unit mean. The performance measure is the stationary blocking probability of the system. Our analysis of the dynamic case shows a similar gap in the performance of the two techniques. 
Proof: (Sketch) To prove the upper bound assume that the capacity of edge v, u is split so that D = B 3 circuits are reserved for direct calls and 2D circuits are reserved for alternative calls: D circuits for alternate calls with endpoint v, and D circuits for alternate calls with endpoint u. Let p 1 be the probability that a pair of vertices appears as the endpoints of at least D calls;
Thus, with high probability, for any vertex v, the number of edges adjacent to v and saturated by direct calls is ¢(p 1 (n 1)) and the number of calls with endpoint v that use alternative paths is
The probability that the 2m calls saturate a given edge with endpoints v and u is p 2 = ¢(
Thus the probability that a call to v is blocked is bounded by
To prove the lower bound we partition the N calls into three sets of N 3 calls each. With high probability the first set of N 3 calls saturates ª(p 1 n) edges adjacent to each vertex in the graph (to bound the dependency between the events on different edges we use the fact that if k = ª(n) then with high probability no set of k pairs of vertices receives more than
Using the second set of N 3 calls we prove that with high probability ª(p 2 n) edges adjacent to each node are saturated by alternative paths. Using the third set of calls we show that with high probability
calls are blocked. It is easy to verify that any other partition of the edge capacity between the direct and alternative calls can only increase the constant in the exponent. ¾
Note that by standard results on random allocations [11, 16] , if no alternative routing is used, the blocking probability is e ª(B log B) , and edge capacity ª( log n log log n ) is necessary to guarantee that no calls are lost.
Analysis of the Balanced Alternative
Routing Algorithm Proof: Again we assume that D = B 3 circuits are dedicated to direct calls, while 2D = 2B 3 circuits are dedicated to alternatively routed calls. Consider the state of the system after the route assignment of the first t calls. We partition the load on edge e = u, v into three variables: X e (t) is the load from direct paths.
Y e,v (t) and Y e,u (t) are the loads from alternative paths with endpoints v and u respectively.
Clearly each path that uses edge e is included in one of these three counts. The algorithm guarantees that X e (N) B 3 for all e. To simplify the analysis of the Y e,u (t) variables we assume that all the calls use alternative paths. This assumption clearly ensures that our bounds stochastically dominate the actual values of the random variables.
For a fixed vertex v consider the set of random variables
The distribution of calls among the variables in v (t) resembles the behavior of the "balanced allocation" systems studied in [4] with one major difference: the assignment of a call to a particular edge depends not only on the distribution of calls in the set v (t) but also on the distribution in a second system that corresponds to the other endpoint of the call. Thus, we need to analyze simultaneously the progress in time of a family of n sets of variables
Each set contains n 1 random variables and the variables in different sets are not independent. Our analysis adapts the main argument in [4] to handle the n dependent systems.
Assume that the t-th call connects v to u and is routed through edge e that is incident on v. We define the height of that call in that edge to be h t = Y e,v (t). Note that a call might have different heights in the two edges that carry it.
Let
counts the number of edges adjacent to v that carry calls with height at least i after the routing of the first t calls.
Define a sequence of events for i = 1, . . . , N:
The probability that v is an endpoint of the t-th call is 2 n. If the fraction of edges with load at least i adjacent to each vertex is bounded by ¬ i , and 1 , , t 1 represent the assignments of the previous t 1 calls, then
for all v ¾ V holds with high probability, and for i ¡, summing over the n systems 1 ,
Thus, for B i £ = O(log log n log d), the blocking probability is bounded by 2 d ¢(B) , establishing (1). To establish (2),
, and
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Performance of the Dynamic Alternative Routing Algorithm
The steady state performance of a number of variants of the Dynamic Alternative Routing algorithm has been extensively studied. A set of integral equations that characterize the behavior of the system as N ½ has been developed in [9] and [7] . However, when network topology is taken into account, the validity of these equations has only been fully justified for bounded B [7] , while we are interested in the more general case that includes edge capacity as a function of the network size. For comparison with the performance of our new method, we use a simple lower bound argument for the blocking probability under the d-Dynamic Alternative Routing regime. Note that our call allocation strategy (partitioning the capacity of each edge between direct and alternative routes) avoids the difficulty of the bistable behavior observed in [9] . Let p 1 be the stationary blocking probability for direct routes, A standard argument in the theory of loss networks (see [15] for a general survey of the area) shows that if the capacity for direct routes is In equilibrium, the expected number of routes with endpoint v that attempt to seize alternative paths is ª( np 1 ). Thus the mean number of alternate calls per edge is ª( p 1 ), and each call is equally likely to be assigned to any edge. Let p 2 be the probability that a random edge adjacent to v is blocked by alternative routes. Then, p 2 Thus, p 3 = e ª(dB 2 log(B )) , and the total blocking probability is p 1 p 3 = e ª(dB 2 log(B )) .
To guarantee that in equilibrium with high probability no calls are lost in an interval of length T, we need
More formally, the performance of the DAR algorithm could be analyzed in a similar way to the performance of BDAR in the next section.
Performance of the Balanced Dynamic Alternative Routing Algorithm
Following the basic idea of Mitzenmacher's analysis of the supermarket model [18] , we develop a system of deterministic differential equations that model the "average" performance of the system in the limit as the number of links tends to infinity with the offered load to each link being held constant. We compute a bound for the fixed point of that system and then use Kurtz's density-dependent jump Markov chain theory to prove that in the steady state the stochastic system approaches the fixed point of the deterministic system. Similarly to the analysis of the finite case in section 2.1 we partition the load of edge e = u, v at time t into three variables:
X e (t) is the load from direct paths. Clearly each path that uses edge e at time t is included in one of the three counts. W.o.l.g we assume that edge e has capacity B 3 for each of the three types of calls.
The algorithm guarantees that X e (t) B 3 for all e and t. To simplify the analysis of the Y e,u (t) variables we assume that all calls use alternative paths; this assumption ensures that the bounds we obtain stochastically dominate the actual values of the random variables.
Suppose that the call routed at time t has endpoints v 1 and v 2 and is assigned to edges e 1 
n 1 , and let S n i (v, u, t) denote the fraction of two-link paths connecting v to u carrying at time t calls with height i or larger on both
. The probability that a connection routed at time t has endpoints u and v is 1 n 2
¡
. The probability that its path has height i or more in the edge adjacent to u is bounded by the probability that in all the d attempts to route this connection at least one of the two edges of that choice already carries a call with height at least i 1 at time t . Thus, assuming that a new path is routing at time t, the probability it uses an edge adjacent to u with hight i or more at time t. is bounded by
(To simplify the presentation we assume that one of the choices can be the edge e = u, v . In that case the call is counted in both Y e,v and Y e,u .) Note that when a new path with endpoint u is added to an edge adjacent to u with hight i, both S n i (u, i) and R n i (v, t) are increased by 1 n 1 . Since the duration of a path has an exponential distribution with expectation 1, and there are i paths routed through an edge with hight i, the expected decrease in S n i (v, t) in a short interval ¡t is given by is , t ) ). Due to the memoryless property of the exponential distribution the decrease in (n 1)S n i (v, t) and (n 1)R n i (v, t) have Poisson distributions with the corresponding expectations.
Let m n e (t) be the number of directly routed calls on edge e, and let m n e,e 1 ,e 2 (t) be the number of calls alternatively routed from edge e onto edges e 1 and e 2 (m n e,e 1 ,e 2 = 0 if edges e 1 and e 2 do not form an alternative path to edge e). Then the vector m n (t) with components m n e (t) and m n e,e 1 ,e 2 (t) defines a Markov process that describes the state of the n-th network at time t. (In our analysis, m n e (t) = 0 for all e.) It is easy to see that our Markov process is recurrent, irreducible and aperiodic. Thus, the process has a unique stationary distribution and it converges to that distribution as t
, we can write R n (t) = H(m n (t)), and the R i (v, t)'s are determined by the same process and their distributions also converge to stationary ones. Let ¥ n i (v) denote the stationary distribution of R n i (v, t). To bound the performance of the above process we introduce a dominating process that is easier to analyze. The dominating process, with parameter n, consists of a vector of random variableŝ
The process is governed by a sequence of increments and decrements to the variables. Increments have the same Poisson arrival rate as the original process (with the same mean n 2 ¡ ). The probability that an "arrival" at time t adds
The expected decrease inR n i (v, t) in a small interval ¡t is (¡t)R n i (v, t) and the decrease in (n 1)R n i (v, t) has a Poisson distribution. The dominating process is a recurrent, irreducible and aperiodic Markovian process, thus, has a unique stationary distribution. Denote by¥ n i (v) the stationary distribution ofR n i (v, t).
The dominating process is defined so that wheneverR n i (v, t) R n i (v, t) the probability of an increase inR n i (v, t) is no smaller than the probability of an increase in R n i (v, t) , and the probability of a decrease in R n i (v, t) is no larger than the probability of a decrease in R n i (v, t). Thus, it is easy to verify by induction on i that, starting with the same initial configuration, the vectorR n stochastically dominates the vector R n component by component. I.e. for any i 1, n v 1, t 0 and value x:
In particular the stationary distribution of the dominating process dominates the stationary distribution of the original process.
We derive a set of differential equations characterizing the asymptotic change inR i (v, t). Define V 0 (v, t) = 1, and
In a small time interval ¡t we expect the change in
Thus, the following system of differential equations models the behavior ofR i (v, t) under the limiting regime of the stochastic system as n ½ .
System (1) has a unique solution for each d 2, and for any set of finite initial conditions (see [1] for a general result for infinite-dimensional systems): 
)e t t 0,
We further prove
Theorem 3.2 System (1) with d 2 has a unique fixed point with
for all v ¾ V and i 1.
We can show that the dominating deterministic system converges to its fixed point. One way to prove this is by building on the proof technique in Mitzenmacher's analysis [18] , which is an application of the method of Lyapunov. However, there are a few major differences between our proof and the proof in [18] . First, here we are dealing with a "doubly countably" infinite state space. That is, a state of our deterministic process can be written down as a doubly infinite matrixR = (R i (v)), where v indexes rows and i indexes columns.
To prove that the system converges to its fixed point, we define for each vertex v a potential function 
C i e (AE 4)(T i+1 T i ) , and the sequence C i converges to zero exponentially, which proves the convergence of the system to its fixed point.
Alternatively (and more simply), one can use the integral form of the solution to system (1) to deduce that, for any set of bounded initial conditions, there exists a sequence of positive numbers C 1 , C 2 , such that, for all i, v,
This again implies the convergence of system (1) to its fixed point.
Using techniques similar to those in [21] , we can establish yet another interesting property of system (1): Finally using Kurtz's convergence theory we conclude that the finite stochastic system converges to its steady state distribution, which approaches the fixed point of the deterministic continuous-time system as n ½ . Note that any solution R i (v, t) to the equations (1) satisfies R i (v, t) R 1 (v, 0) for all i, v 1 and for all t 0. Hence we can work in the space X of sequences x i (v) that satisfy K x i (v) 0 for all i, v 1, and x 1 (v) x 2 (v) 0 for all v 0, for some positive bound K. In our proof, we define the following metric for the state space of our process: given two states x = (x i (v)) and y = (y i (v)), the distance between them is x y = sup v 1,i 1 1 iv x i (v) y i (v) .
With this metric at hand, we show that the infinite system of equations satisfies a Lipschitz condition. We then adapt the technique of [8] and [18] to prove a generalization of Kurtz's theorem that is suitable for our setup. The above analysis works for 1 2. For a larger (but bounded as n ½ ) injection rate we partition the incoming calls randomly between 4 "systems" such that the injection rate to each system is strictly less than 1 2. We run the balanced allocation routing algorithm independently in each system, though the calls are actually using the same edges. Each system gets an equal share of edge capacity, which is ª(B ).
Thus, the blocking probability in the combined system is bounded above by Setting B = O(log log( TN) log d) guarantees that with high probability all calls within an interval of length T are routed successfully.
