Abstract-In this paper a new image prior is introduced and used in image restoration. This prior is based on products of spatially weighted Total Variations (TV). These spatial weights provide this prior with the flexibilit to better capture local image features than previous TV based priors. Bayesian inference is used for image restoration with this prior via the variational approximation. The proposed algorithm is fully automatic in the sense that all necessary parameters are estimated from the data. Numerical experiments are shown which demonstrate that image restoration based on this prior compares favorably with previous state-of-the-art restoration algorithms.
I. INTRODUCTION

T
Otal Variation (TV) was firs introduced as a regularizer for image recovery in [1] . Since then it has been used extensively and with great success for inverse problems because TV has the ability to smooth noise in fla areas of the image and at the same time preserve edges.
Nevertheless, TV-based image restoration has certain shortcomings. One of them is the selection of the regularization parameter which to a large extent until recently has been ad-hoc. Bioucas-Dias et al. [3] , using their majorizationminimization approach [4] , propose a Bayesian method to estimate the original image and regularization parameter assuming that an estimate of the noise variance is available. Recently, a Bayesian inference framework which requires the approximation of the prior partition function and is based on the variational approximation was proposed to handle the simultaneous parameter and image estimation problems [5] .
In this paper we contribute to the fiel of prior image modeling by utilizing and enhancing by combining the advantages of TV image modeling in [5] and Product of Experts (PoE) image modeling in [6] . The new image model has a number of novel features. First, unlike [5] and [3] , it uses a spatially weighted version of the TV. These spatial weights provide the prior with the fl xibility to model explicitly the local salient features of the image. Second, like in [6] , it is in product form and has the ability to enforce simultaneously a number of different properties on the image. Due to the complexity of this model the inference methodology has to be derived for the new model of the restoration problem. We resort to the variational approximation for Bayesian inference [2] , and develop several extensions of the methodologies used in [5] and [6] .
The rest of this paper is organized as follows. In section II we present the imaging and image models. In section III we present the variational algorithm for Bayesian inference. In section IV numerical experiments are shown and in section V conclusions about this work are presented.
II. IMAGING AND IMAGE MODEL
In what follows we use one dimensional notation for simplicity. Let f be the original image represented as an N × 1 vector, blurred by a convolutional operator H, of size N × N . The degraded observation is given by
where n is the noise N ×1 vector modeled as white Gaussian, i.e., n ∼ N (0, β −1 I), where 0 and I are the N × 1 zero and N × N identity matrices, respectively, and β −1 represents the noise variance.
A. Modifie Student's-t image prior
Image priors in product form are very attractive since they have the ability to enforce simultaneously many properties on an image; see for example [6] . For this purpose we propose herein a prior in product form for the image. To defin such a prior we introduce P pairs of linear convolutional operators (filters (Q 2k−1 , Q 2k , ) for k = 1, 2, . . . , P of size N ×N and assume that the filte outputs = ( 1 , . . . , 2P ) are produced according to
Then, for each pixel location i, it is assumed that each pair 2k (i) and 2k−1 (i) is jointly distributed with probability density function
with k = 1, . . . , P and i = 1, . . . , N where N the number of pixels in the image. One drawback of the herein prior is the overparameterization problem since P N unknowns a k (i) have to be estimated from N data points. In order to ameliorate this problem we assume each a k (i) to be a Gamma distributed hidden random variable [6] according to:
for k = 1, . . . , P, i = 1, . . . , N . The marginal distribution of 2k (i) and 2k−1 (i) can be computed in closed form and is given by
for k = 1, 2, . . . , P and i = 1, 2, . . . , N . This density function is very similar in form to the Student's-t pdf [2] , thus, in the rest of this paper we label it as Modifie Student's-t.
At this point we note that we have not provided a prior for the image, p(f ). This was intentional, because we cannot compute it in closed form. More specificall , it is difficul to defin a prior for the image f based on the prior in Eq. (3) because we cannot compute the partition function for such prior.
We thus introduce an alternative observation model, which is derived by applying the operators Q l to the original imaging model in (1). This yields:
where
We finall arrive at the Bayesian modeling of our problem, that is,
. . , P , and θ = (λ 1 , . . . , λ P , ν 1 , . . . , ν P ), with the above probability distributions define by
and
This Bayesian model will be used for inference in the next section where we treat and a as hidden variables and θ as a parameter vector to be estimated.
III. VARIATIONAL INFERENCE WITH THE MODIFIED STUDENT'S-T PRIOR
According to Bayesian inference we have to fin the posterior distributions for the hidden variables and a given y and the parameter vector θ. However, the marginal of the observations which is required to fin the posteriors of the hidden variables is hard to compute [2] . More specificall , the integral
is intractable.
The variational algorithm that we describe in what follows, bypasses this difficult and maximizes a lower bound that can be found instead of the log-likelihood of the observations log p(y; θ) [2] . This bound is obtained by subtracting from log p(y; θ) the Kullback-Leibler divergence, which is always positive, between an arbitrary q( , a) and p( , a|y; θ):
and is equal to
When q( , a) = p( , a|y; θ), this bound is maximized and L(q( , a); θ) = log p(y; θ). Because the exact posterior
cannot be found we use an approximation of the posterior. The mean-fiel approximation is a commonly used approach to maximize the variational bound w.r.t. q( , a); θ [2] . According to this approach the hidden variables are assumed to be independent, i.e., q( , a) = q( )q(a). However, for the herein model this is still not sufficien to obtain a closed form for q( ) which is necessary for inference using this approach. More specificall , the square root in the joint p( , a, y; θ) which originates from the prior p( |a) makes the definitio of q( ) intractable.
A. A Lower Bound for L(q( , a), θ)
For this purpose we introduce a lower bound on L also [5] . More specificall , we use the inequality
which holds for w ≥ 0 and u > 0. Notice that equality holds when w = u. This inequality is used at every pixel i by setting
. . , P , where u k (i) are auxiliary variables used for this approximation. Using this and the prior in Eq. (3) we have
and consequently the bound becomes tight when
Notice that the new lower bound L b is quadratic in the hidden variables , thus it is possible to fin q( ) that maximizes it. In contrast, the original bound L was not quadratic in .
B. A Constrained Variational Inference Algorithm
As we have already explained, l , l = 1, . . . , 2P , are used instead of f to avoid the computation of the normalization constant of the prior on f . Thus, a question that needs to be addressed is how one find f given the different q( l ).
For this purpose the constrained variational approximation firs proposed in [6] is applied. According to this approach, each q( l ) is constrained to have the form:
where m is a N × 1 vector, taken as the mean of the image, and R the N × N image covariance matrix. We now present the maximization method by giving the updates for the variables of the bound L b in the j-th iteration. In the VE-step, the maximization of L b (q( ), q(a), u, θ) is performed with respect to q(a), m and R keeping u and θ fi ed, while in the VM-step, the maximization of L b (q( ), q(a), u, θ) is performed with respect to u and θ keeping q(a), m, and R keeping fi ed. We have, VE-step:
The updates for the VE-Step yield
From the above equations it is clear that m merges information from all filter Q l and is used as the estimate of f . Finally, the approximate posterior of a in the VE-step is given by
In the VM-step, the bound is maximized w.r.t to the parameters. To fin u j we have to solve
where . q j ( ) represents the expectation w.r.t. q j ( ), which produces 
For λ k the update formula is
Similarly, ν j k is the root of the function which is proportional to the derivative of L b (q j ( ), q j (a), u, θ) with respect to ν k .
IV. NUMERICAL EXPERIMENTS
We demonstrate the value of the proposed restoration approach by testing it in experiments with four well known input images: Lena, Cameraman, Barbara and USC-man. Every image is blurred with two types of blur; the firs blur has the shape of a Gaussian function with shape parameter 9, and the second is uniform with support a rectangular region of dimensions 9 × 9. The blurred signal to noise ratio (BSN R) was used to quantify the noise level:
where σ 2 is the variance of the additive white Gaussian noise (AWGN). Three levels of AWGN were added to the blurred images resulting in BSN R = 40, 30 and 20 dB. Thus in total 24 image restoration experiments are presnted.
As performance metric, the improvement in Signal to Noise Ratio (ISN R) was used:
where f , g andf are the original, observed degraded and restored images, respectively. In the implementation of our proposed restoration algorithm P = 2 was used. In other words, four filte outputs were used for the prior and it is a product with two terms. The operators Q 1 and Q 2 correspond to the horizontal and vertical firs order differences. The other two operators Q 3 and Q 4 are obtained by convolving the previous horizontal and vertical firs order differences filter with fan filter with vertical and horizontal pass-bands, respectively. In our experiments the fan filter in [7] were used.
We compared the herein proposed restoration method, abbreviated as CGMK from the firs letter of each author's last name, with the Lena and Cameraman images with three recent TV-based algorithms: the algorithms in [3] and [4] abbreviated by BFO1 and BFO2, respectively, and the algorithm in [5] abbreviated as BMK. We also compared it with the variational Bayesian algorithm in [6] which is abbreviated as CGLS.
The ISNR results of this comparison are shown in Tables  I and II for the experiments with uniform, and Gaussian blurs, respectively. We also present ISNR results for similar experiments for the Barbara and the USC man images in Tables III and IV . From the ISNR results in Tables I-IV one can say that out of the 24 experiments presented in this paper in 18 of them the herein proposed algorithm provided better ISNR from all other tested methods. Furthermore, for certain cases (USC-man, BSN R = 20dB, 9×9 blur) the ISN R gain of the proposed algorithm over the best of its predecessors was quite significan (0.44dB).
In Figure 1 we show the images related to the experiment with the USC-man image, BSN R = 20, and uniform blur 9 × 9. It is clear that the image restored with the proposed prior is sharper than that with the TV prior (the same as here but whith inifint degrees of freedom ν k ) and less "cartoon" than the algorithm in [6] based on a Student's-t. prior.
V. CONCLUSIONS
We presented a new promising image prior that is based on the Modifie Student's-t pdf and a variational algorithm that estimates all the parameters of this model automatically and find the restored image. We compared this restoration approach with previous state-of-the-art methods and found that it compares favorably to them. This prior can be used for a Bayesian setting for a variety of other image recovery problems, such as, super-resolution, blind-deconvolution, and tomographic reconstruction. Furthermore, it can be used in other imaging applications where a statistical model for the image is necessary, for example, detection of watermarks in images. 
