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COMPACTNESS OF ALEXANDROV-NIRENBERG SURFACES
QING HAN, JIAXING HONG, AND GENGGENG HUANG
Abstract. We study a class of compact surfaces in R3 introduced by Alexandrov and
generalized by Nirenberg and prove a compactness result under suitable assumptions
on induced metrics and Gauss curvatures.
1. Introduction
Compactness plays an important role in many subjects of mathematics. With the
compactness of certain classes of geometric or analytic objects, one can take limits in
appropriate topology and, by analyzing the limits, obtain desired properties of the entire
classes. Nirenberg [25] proved that the class of smooth closed convex surfaces in R3 is
compact in Ck-topology, for any positive integer k ≥ 3. This result plays an important
role in his solution of the Weyl problem, concerning the isometric embedding of smooth
metrics on S2 in R3.
Isometric embedding is a classical problem in differential geometry. In 1916, Weyl
[29] studied whether every smooth metric on S2 with positive Gauss curvature admits a
smooth isometric embedding in R3. This problem, now referred to as the Weyl problem,
was solved by Nirenberg [25] and Pogorelov [27] independently in the early 1950s. In
1990s, Guan and Li [5], and Hong and Zuily [20] independently generalized this result
to metrics on S2 with nonnegative Gauss curvature.
Closely related to the global isometric embedding problem is the rigidity question. The
first rigidity result was proved by Cohn-Vossen [4] in 1927; this states that any two closed
isometric analytic convex surfaces are congruent to each other. In 1943, Herglotz [16]
gave a short proof of the rigidity, assuming that the surfaces are three times continuously
differentiable. In 1962 it was extended by Sacksteder [28] to surfaces with no more than
two times continuously differentiable metrics.
It is natural to study the isometric embedding and the rigidity for surfaces with Gauss
curvature of mixed sign. For rigidity, Alexandrov [2] in 1938 introduced a class of surfaces
satisfying some integral condition for its Gauss curvature and proved that any compact
analytic surface with this condition is rigid. In 1963, Nirenberg [26] generalized this
result to smooth surfaces under extra assumptions.
For the global isometric embedding of metrics defined on general compact surfaces,
Han and Lin [13] recently made the first attempt and discussed the isometric embedding
of metrics defined on torus. They found obstructions to the existence of such isometric
embedding. Specifically, they found a one-parameter family of analytic metrics which are
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small perturbations of the standard metric on torus and do not admit any C2 isometric
embedding in R3.
We should point out that vanishing Gauss curvature causes serious problems even for
the local isometric embedding of 2-dimensional Riemannian metrics in R3. In 1985 and
1986, Lin [21], [22] proved the existence of sufficiently smooth local isometric embedding
if the Gauss curvature is nonnegative or the Gauss curvature changes sign cleanly. For
other results on local isometric embedding, refer to [8], [9], [11] and [12].
As is well-known, a closed surface M in R3 satisfies
(1.1)
∫
M
K+dg ≥ 4π,
where K is the Gauss curvature of M and K+ is its positive part, i.e., K+ = max{0,K}.
This simply says that the image of the Gauss map on {p ∈ M : K > 0} covers the
unit sphere S2 at least once. Such an integral condition provides an obstruction for the
existence of isometric embedding of metrics on closed surfaces.
Alexandrov [2] and Nirenberg [26] studied oriented closed surfaces in R3 satisfying the
equality in (1.1) and proved the rigidity under appropriate non-degeneracy condition for
the Gauss curvature. Since (1.1) involves the part of the surface where Gauss curvature
is positive, we will formulate results by Alexandrov and Nirenberg accordingly as follows.
Refer to [26], or [10], for a proof.
Theorem A. Let Σ be an oriented and bounded C4-surface in R3 with nonempty bound-
ary. Suppose
K > 0 in Σ,
K = 0 and ∇K 6= 0 on ∂Σ,∫
Σ
Kdg = 4π.
(1.2)
Then,
(1) ∂Σ consists of finitely many smooth planar convex curves σj, j = 1, ..., J . More-
over, the plane containing σj is tangent to Σ along σj, for each j = 1, · · · , J ;
(2) the geodesic curvature kg of σj is negative, for each j = 1, · · · , J ;
(3) Σ
⋃
∂Σ is rigid.
In this paper, we initiate our study of surfaces introduced by Alexandrov and Niren-
berg, as in Theorem A. For convenience, we introduce the following terminology.
Definition 1.1. We call Σ an Alexandrov-Nirenberg surface if it satisfies (1.2).
Our ultimate goal is to study the isometric embedding related to Alexandrov-Nirenberg
surfaces. The rigidity result in Theorem A(3) can be interpreted as the uniqueness of the
isometric embedding. We are interested in the existence of the related isometric embed-
ding. If we attempt to employ the method of continuity to prove the existence of such
an isometric embedding, a necessary step is to prove the closedness of the embeddable
metrics, or the compactness of the associated surfaces.
The main result of the present paper is the following compactness result.
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Theorem 1.2. For each integers J ≥ 1 and k ≥ 2, a constant α ∈ (0, 1) and a positive
constant C, let SJ,k,α,C be the collection of Alexandrov-Nirenberg surfaces Σ of class
Ck+3,α, with J connected components in ∂Σ, such that
|g|Ck+2,α(Σ¯) +max
∂Σ
1
|∇K| +max∂Σ
1
|kg| ≤ C,
where g is the induced metric on Σ, K is the Gauss curvature of Σ and kg is the geodesic
curvature of ∂Σ. Then, SJ,k,α,C is compact in the Ck-topology.
We note that ∇K does not vanish on ∂Σ by (1.2) and that kg does not vanish on ∂Σ
by Theorem A(2).
Theorem 1.2 is based on a priori estimates of the Ck,α-norms of the position vectors of
Σ in R3 or its associated second fundamental form. Difficulties in deriving such estimates
arise from the condition that curvature K = 0 on ∂Σ. As is well known, vanishing Gauss
curvature results in degeneracy of the associated nonlinear elliptic equations. In [17]
and [19], Hong studied the case where ∂Σ consists of one connected component and
the geodesic curvature kg of ∂Σ is positive everywhere. For more bibliography, see [10].
However, in our present case, kg < 0 on ∂Σ by Theorem A(2). From an analytic point of
view, the associated elliptic equation is non-characteristically degenerate on ∂Σ if kg > 0
on ∂Σ and is characteristically degenerate if kg < 0. The latter is presumably more
difficult to study than the former. For the characteristically degenerate elliptic equations
in this paper, the usual barrier arguments do not seem to work for the estimate of the
difference-quotient along the normal to the degenerate boundary, although derivatives of
solutions on the boundary can be solved from the equation. This is the major difficulty
we encounter in the present paper.
To prove Theorem 1.2, we need to derive a priori estimates of the second fundamental
forms. The crucial part is the estimate of the boundary Lipschitz norm. We achieve this
in three successive steps:
Step 1. Estimate the L∞-norm by the maximum principle;
Step 2. Estimate the boundary Ho¨lder norm by de Giorgi iteration;
Step 3. Estimate the boundary Lipschitz norm by blowup arguments.
The method used in Step 2 and Step 3 is of independent interest.
After deriving the boundary Lipschitz norm of the second fundamental form, we obtain
estimates of the boundary higher order norm by results in [18] on Lp and Ho¨lder boundary
estimates for a class of characteristically degenerate elliptic equations.
The paper is organized as follows. In Section 2, we derive a global upper bound of the
mean curvature and an interior estimate of higher order derivatives of position vectors
for Alexandrov-Nirenberg surfaces. In Section 3, we derive some important equations in
geodesic coordinates near boundary. In Section 4, we derive upper and lower bounds of
the mean curvature by the maximum principle. We derive boundary Ho¨lder norms of
the second fundamental form by de Giorgi iteration in Section 5 and boundary Lipschitz
norms by blowup arguments in Section 6. In Section 7, we provide an estimate of higher
order derivatives of the second fundamental form and prove Theorem 1.2. Section 8 is
an appendix, where we reformulate results in [18] for our applications.
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2. Interior Estimates
In this section, we derive a global upper bound of the mean curvature and an interior
estimate of higher order derivatives of position vectors for Alexandrov-Nirenberg surfaces.
Suppose Σ is an Alexandrov-Nirenberg surface as introduced in Definition 1.1. By
Theorem A, ∂Σ consists of finitely many planar convex curves. Let σ be a connected
component in ∂Σ. Without loss of generality, we assume that, in the geodesic coordinates
with the base curve σ, the induced metric g is of the form
(2.1) g = B2ds2 + dt2 for any (s, t) ∈ [0, 2π] × [0, 1],
where B is a positive function in [0, 2π] × [0, 1] satisfying
(2.2) B(·, 0) = 1, Bt(·, 0) = −kg.
Here, t = 0 corresponds to the boundary curve σ and the negative sign in Bt indicates
that the geodesic curvature of σ is calculated with respect to the anticlockwise orien-
tation. Obviously, we have Bt > 0 on σ. Furthermore, we assume, by a scaling in t if
necessary, that
Bt > 0 for all t ∈ [0, 1].
Throughout the paper, we adopt the notion (∂s, ∂t) = (∂1, ∂2). It is easy to calculate
Γ111 =
Bs
B
, Γ112 =
Bt
B
, Γ122 = 0,
Γ211 = −BBt, Γ212 = 0, Γ222 = 0.
The Gauss-Codazzi equations are given by
Lt −Ms = Bt
B
L− Bs
B
M +BBtN,(2.3)
Mt −Ns = −Bt
B
M,(2.4)
and
(2.5) NL−M2 = KB2.
Note that the mean curvature H is given by
(2.6) H =
1
2
(
L
B2
+N
)
.
Lemma 2.1. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C4 and σ be a
connected component in ∂Σ. Then, in the geodesic coordinates as in (2.1) and (2.2),
L =M = 0, N =
√
Kt
Bt
on t = 0,
and
Lt =
√
KtBt on t = 0.
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Proof. We first note K = 0 and L = M = 0 as t = 0 since the normal to Σ is constant
along σ. By (2.3) and t-differentiation of (2.5), we have
Lt = NBt, NLt = Kt at t = 0.
Solving the above system yields expressions of N and Lt on t = 0. 
By Lemma 2.1, L, M , N and Lt are intrinsically determined on σ.
Corollary 2.2. Let k be a nonnegative integer, Σ be an Alexandrov-Nirenberg surface
in R3 of class Ck+4 and σ be a connected component in ∂Σ. Then, in the geodesic
coordinates as in (2.1) and (2.2), all k-derivatives of M and N and (k + 1)-derivatives
of L are intrinsically determined on σ.
Proof. We will prove by induction that, for any integer m = 0, 1, · · · , k,
∂mL, ∂mM,∂mN and ∂m+1t L are intrinsically determined on σ.
Here ∂m denotes all derivatives of order m. Note that m = 0 corresponds to Lemma 2.1.
We assume it holds for m− 1 and consider m for some m ≥ 1. Since pure s-derivatives
of ∂m−1L, ∂m−1M,∂m−1N and ∂mt L are intrinsically determined on σ, we consider only
∂m+1t L, ∂
m
t M and ∂
m
t N . First, ∂
m
t M is intrinsically determined on σ by (2.4). Next, a
differentiation of (2.3) and (2.5) with respect to t of appropriate order yields
∂m+1t L−BBt∂mt N = · · · , N∂m+1t L+m∂tL∂mt N = · · · ,
where · · · indicates expressions intrinsically determined on σ. Here we used L =M = 0
on σ. The coefficient matrix at t = 0 is given by(
1 −Bt√
Kt
Bt
m
√
KtBt
)
,
which is nonsigular. Hence, ∂m+1t L and ∂
m
t N are intrinsically determined on σ. 
Corollary 2.3. Let k be a nonnegative integer, Σ be an Alexandrov-Nirenberg surface
in R3 of class Ck+4 and σ be a connected component in ∂Σ. Then, in the geodesic coor-
dinates as in (2.1) and (2.2), all k-derivatives of the mean curvature H are intrinsically
determined on σ.
Next, for the Alexandrov-Nirenberg surface Σ in R3, we assume by Theorem A(1) that
∂Σ consists of J planar convex curves. Hence, Σ and the planar convex regions enclosed
by these curves form a convex surface Σ˜ in R3. We first have the following result.
Lemma 2.4. There exists a ball of radius R0 inside Σ˜, where R0 is a positive constant
depending only on 1/maxK and the intrinsic diameter l of Σ.
For a proof, refer to [3] or [10] p196. In the following, we always take the origin as the
center of this ball.
We fix a bounded domain D ⊂ R2 with J connected components in ∂D. Then, the
induced metric g of Σ¯ can be viewed as a metric in D¯ and Σ¯ an isometric embedding of
(D¯, g). Let r be the position vector of Σ in R3 and set
ρ = −1
2
|r|2.
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We always regard r and all related functions as defined in D¯.
Lemma 2.5. There hold
(2.7) Khijρij = −2H − 2Kr · n,
and
(2.8) (r · n)2 + |∇ρ|2 = |r|2.
Proof. For any p ∈ D, we take the orthonormal coordinates at p. Then a straightforward
calculation yields
(2.9) ρij = −ri · rj − rij · r = −δij − hijr · n,
and
Khijρij = −Khijδij −Khijhijr · n = −2H − 2Kr · n.
This proves the first part. As for the second part, we have
|r|2 − (r · n)2 = |r× n|2 =
∣∣∣∣r× r1 × r2|r1 × r2|
∣∣∣∣2
=
∣∣∣∣(r · r1)r2 − (r · r2)r1|r1 × r2|
∣∣∣∣2 = gijρiρj .
This finishes the proof. 
Now we prove an upper bound of the mean curvature.
Lemma 2.6. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5. Then,
H ≤ C
{
max
∂Σ
√
|∇K|
|kg| +maxΣ K +maxΣ
√
|∆K|
}
,
where C is a positive constant depending only on the intrinsic diameter of Σ.
Similar estimates were obtained in [25] and [31] for closed surfaces with positive Gauss
curvature and in [5] and [20] for closed surfaces with nonnegative Gauss curvature.
Lemma 2.6 extends these results to surfaces with boundary, where Gauss curvature
vanishes.
Proof. By our convention, the induced metric g and all related functions are defined in
D¯ ⊂ R2. First, we recall a differential equation satisfied by H. For any p ∈ D, we take
the orthonormal coordinates at p and then have
(2.10) KhijHij = (h12,lh12,l − h11,lh22,l) + 2KH2 + 1
2
(∆K − 4K2) at p,
where hij is the coefficient of the second fundamental form of r, i, j = 1, 2, and (h
ij) is
the inverse matrix of (hij). See [25], [31] or [10] p182 for a derivation. Set w = He
−λρ
for a constant λ to be fixed. Then w satisfies
eλρKhijwij + 2λe
λρKhijρiwj = (h12,lh12,l − h11,lh22,l)
+ 2KH2 +
1
2
(∆K − 4K2)− λHKhijρij − λ2HKhijρiρj,(2.11)
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at any point where the orthonormal coordinates are taken.
Suppose w attains its maximum over D¯ at some point p. If p ∈ ∂D, then Lemma 2.1
yields
(2.12) w =
1
2
e−λρ
(
N +
L
B2
)
=
1
2
e−λρ
√
Kt
Bt
.
If p ∈ D, we take the orthonormal coordinates at p and then have
(2.13) wi = 0 and Kh
ijwij ≤ 0 at p.
Without loss of generality we may assume h12(p) = 0. Consequently, we obtain at p
0 = eλρwl = Hl − λHρl = 1
2
(h11,l + h22,l)− λHρl,
and hence
h12,lh12,l − h11,lh22,l =
2∑
l=1
(
(h12,l)
2 + (h11,l)
2
)− 2λh11,lHρl
=
2∑
l=1
(
(h12,l)
2 + (h11,l − λHρl)2
)− λ2H2|∇ρ|2.
By (2.7) and (2.8), we have
− λHKhijρij − λ2HKhijρiρj
= 2λH2 + 2λHKr · n− λ2HKhijρiρj
≥ 2λH2 − 4λ2H2|∇ρ|2 − 2λHK|r|.
Thus inserting all the above estimates into (2.11) with the aid of (2.13) yields, at p,
1
2
(4K2 −∆K) ≥ 2(λ− 3|∇ρ|2λ2)H2 − 2λHK|r|.
Let l be the intrinsic diameter of D¯ in g. Then, (2.8) implies |∇ρ| ≤ |r| ≤ l. Therefore,
we get at p
1
4
(4K2 −∆K) ≥ λ(1− 3λl2)H2 − λlHK.
Choosing λ = 1/4l2, we have at p
4l2(4K2 −∆K) ≥ H2 − 4lHK.
This yields at p
H ≤ 10l(K +√|∆K|),
or
w ≤ 10le−λρ(K +√|∆K|).
This yields the desired result. 
8 HAN, HONG, AND HUANG
Next, we derive interior estimates of higher derivatives of position vectors. Heinz [15]
derived such interior estimates if D is a disk, namely, if ∂D consists of one connected
component. Next, we provide a direct proof for interior estimates in the general setting.
Set
ρ = −1
2
|r|2.
By (2.9), we have
(2.14) det(ρij + δij) = K(−2ρ− |∇ρ|2),
and
(2.15) − 2ρ− |∇ρ|2 = | − r · n|2 ≥ R20,
by the geometric meaning of the Minkowski function −r · n and Lemma 2.4.
Theorem 2.7. Let Σ be an Alexandrov-Nirenberg surface of class C5 in R3 with the
induced metric g defined on D¯ and let r be the position vector of Σ. Then for any
subdomain D′ ⊂⊂ D1 ⊂⊂ D, the principal curvatures ki satisfy
(2.16) ki ≥ 1
C
in D′,
where C is a positive constant depending only on
(2.17) |g|C4(D¯),
1
min∂D kg
,
1
minD′ K
.
Moreover, there exists a constant α ∈ (0, 1) depending only on the quantities in (2.17)
such that, if Σ is Ck+3, for some k ≥ 2, then
|D2r|
Ck,α(D
′
)
≤ C,
where C is a positive constant depending only on
k, |g|Ck+2(D¯),
1
min∂D kg
,
1
infD1 K
,
1
dist(D′, ∂D1)
.
Proof. Let k1 and k2 be principal curvatures. First we note
ki ≤ 2H.
Hence, k1 and k2 are bounded from above by Lemma 2.6. Moreover,
(2.18) k1 =
K
k2
≥ 1
2maxH
inf
D¯′
K ≥ 1
CD′
.
Hence, k1 and k2 have a positive lower bound in D
′. In particular, the second funda-
mental form has a positive lower bound in D′. Suppose that D′ ⊂⊂ D1 ⊂⊂ D. Then
the second fundamental form hij of the given surface r satisfies
(2.19)
1
C∗
I ≤ (hij) ≤ C∗I in D1,
where C∗ is a positive constant depending only
(2.20) |g|C4(D¯),
1
min∂D kg
,
1
minD1 K
.
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In view of (2.9) again, it follows that
(2.21) ∇ijρ = hij
√
−2ρ− |∇ρ|2 − gij
are bounded in D. Note
∂
∂(∇ijρ)
(
det
(∇ijρ+ δij)) = Khij(−2ρ− |∇ρ|2).
A covariant differentiation of (2.14) yields, for l = 1, 2,
K(−2ρ− |∇ρ|2)hij∇l∇ijρ = ∇l
(
K(−2ρ− |∇ρ|2)).
Hence by the Ricci, identity we have, for l = 1, 2,
(2.22) hij∇ijρl =
∇l
(
K(−2ρ− |∇ρ|2))
K(−2ρ− |∇ρ|2) − h
ijρmRmlij ≡ gl in D1.
Obviously, gl, l = 1, 2 are bounded in D1 by (2.19) and (2.15). Moreover, (2.19) implies
that (2.22) is uniformly elliptic with bounded coefficients in two dimensional space. Now
by Theorem 12.4 in [7], we have, for i = 1, 2,
[ρl]C1,α(D′) ≤ C(1 + |gl|L∞(D1)) ≤ C1,
where α = α(C∗) ∈ (0, 1) and C,C1 are positive constants depending only on the quan-
tities in (2.20). Therefore combining the above inequalities with the structure equations
rij = Γ
k
ijrk + hijn = Γ
k
ijrk +
∇ijρ+ gij√
−2ρ− |∇ρ|2n,
we obtain
|D2r|Cα(D′) ≤ C,
where C is a positive constant depending only on the quantities in (2.20).
Combining the standard regular theory of elliptic equations with the structure equa-
tions, we have, for k ≥ 2,
|Dkρ|
Cα(D
′
)
,+|Dkr|
Cα(D
′
)
≤≤ C,
where C is a positive constant depending only on
k, |g|Ck+2(D¯),
1
min∂D kg
,
1
infD1 K
,
1
dist(D′, ∂D1)
.
This is the desired estimate. 
3. Gauss-Codazzi Equations near Boundary
Suppose Σ is an Alexandrov-Nirenberg surface as introduced in Definition 1.1. The
primary goal in this paper is to derive estimates of the second fundamental form near
the boundary ∂Σ.
Let σ be a connected component in ∂Σ and L,M and N be the coefficients of the
second fundamental form in the geodesic coordinates as in (2.1) and (2.2) near σ. In
this section, we derive differential equations of 1/N and M . We first derive an equation
of 1/N .
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Lemma 3.1. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5 and σ be a
connected component in ∂Σ. Then, in the geodesic coordinates as in (2.1) and (2.2),
with (∂1, ∂2) = (∂s, ∂t),
aij∂ij
(
1
N
)
+
Ai
N
∂i
(
1
N
)
=
A0
N2
,(3.1)
∂i
(
aij∂j
(
1
N
))
+
A˜i
N
∂i
(
1
N
)
=
A0
N2
,(3.2)
∂i
(
Naij∂j
(
1
N2
))
+ A˜i∂i
(
1
N2
)
=
2A0
N2
,(3.3)
where
a11 = N, a12 = −M, a22 = L,
and A1, A2, A˜1, A˜2 and A0 are polynomials of M,N,B,B
−1,K and derivatives of B,K,
with A1, A2, A˜1, A˜2 involving derivatives of B,K of order 1 and A0 involving derivatives
up to order 2. Moreover,
A2 = 2KtB
2 +BBtN
2 − 4Bt
B
M2 + 4BBtK,(3.4)
A˜2 = 2KtB
2 +
Bs
B
MN − 5Bt
B
M2 + 3BBtK.(3.5)
Proof. By (2.5), we have
L =
M2 +KB2
N
.
This makes sense in a neighborhood of σ in Σ as N > 0 there by Lemma 2.1. Then (2.3)
and (2.4) are reduced to
−LNt + 2MNs −NMs +Q = 0,
Mt −Ns + Bt
B
M = 0,
(3.6)
where
Q = −2Bt
B
M2 − Bt
B
(
M2 +KB2
)
+
Bs
B
MN −BBtN2 + (B2K)t.
We differentiate the first and second equations in t and in s respectively and add the
first resulted equation and the N -multiple of the second equation. Then,
−LNtt + 2MNst −NNss + 2MtNs − LtNt −NtMs
+
Bt
B
NMs +
(
Bt
B
)
s
MN +Qt = 0.
Note, by (3.6)
Ms =
2M
N
Ns − L
N
Nt +
Q
N
,
Mt = Ns − Bt
B
M.
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Also, by (2.3),
Lt =Ms +
Bt
B
L− Bs
B
M +BBtN.
By a simple substitution of Lt,Ms and Mt, we have
−LNtt + 2MNst −NNss + 2L
N
N2t −
4M
N
NsNt + 2N
2
s − I = 0,
where
I =
2Bt
B
MNs +
2Q
N
Nt +
(
Bt
B
M2 +KB2
N
− Bs
B
M +BBtN
)
Nt
− Bt
B
NMs −
(
Bt
B
)
s
MN −Qt.
By substituting Ms and Mt by Ns and Nt, we note that I is linear in Ns and Nt and
hence can be put in the form
I =
A1
N
Ns +
A2
N
Nt +A0,
where A1, A2 and A0 are polynomials of M,N,B,B
−1,K and derivatives of B,K, with
A1, A2 involving derivatives of B,K of order 1 and A0 involving derivatives up to order
2. Then,
−LNtt + 2MNst −NNss + 2L
N
N2t −
4M
N
NsNt + 2N
2
s
−A1
N
Ns − A2
N
Nt −A0 = 0.
(3.7)
In the following, we need an explicit expression of A2. Indeed, by the expression of Q
and a straightforward calculation, we obtain (3.4).
By dividing (3.7) by 1/N2, we obtain
L∂tt
(
1
N
)
− 2M∂ts
(
1
N
)
+N∂ss
(
1
N
)
+
A2
N
∂t
(
1
N
)
+
A1
N
∂s
(
1
N
)
− A0
N2
= 0.
(3.8)
This is (3.1). We can also express (3.8) in divergence form
∂t
[
L∂t
(
1
N
)
−M∂s
(
1
N
)]
+ ∂s
[
N∂s
(
1
N
)
−M∂t
(
1
N
)]
+
A˜2
N
∂t
(
1
N
)
+
A˜1
N
∂s
(
1
N
)
− A0
N2
= 0,
(3.9)
where
A˜1 = A1 +N(Mt −Ns), A˜2 = A2 −N(Lt −Ms).
This yields (3.2) and (3.5) by (2.3) and (2.4).
Last, (3.3) follows from (3.2). 
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Remark 3.2. The explicit expressions of A2 and A˜2 play an important role in the
estimate of 1/N . We note that, for any t ∈ [0, δ],
(3.10) A2 ≥ C1 − C2M2,
where C1, C2 and δ are positive constants under control. This follows easily from K = 0,
Kt > 0 at t = 0 and Bt > 0 in the region considered.
Now, we consider a function h = h(s, t) and derive an equation for 1
N2
− h. By (3.3),
we have
∂i
(
Naij∂j
(
1
N2
− h
))
+ A˜i∂i
(
1
N2
− h
)
− 2A0
N2
+ I = 0,
where
I = ∂i(Na
ijhj) + A˜ihi
= N∂i(a
ijhj) + A˜ihi + a
ijhj∂iN.
For the last term, we write it as
aijhj∂iN = −1
2
N3aijhj∂i
(
1
N2
)
= −1
2
N3aijhj∂i
(
1
N2
− h
)
− 1
2
N3aijhjhi.
Therefore, by a simple substitution, we obtain
(3.11) ∂i
(
Naij∂j
(
1
N2
− h
))
+Ai∂i
(
1
N2
− h
)
−A0 = 0,
where
Ai = A˜i − 1
2
N3aijhj ,
and
A0 =
2A0
N2
−Naijhij −
(
A˜i +N∂ja
ij
)
hi +
1
2
N3aijhihj .
In the expression of A0, the derivatives of a
ij have the form
∂1a
11 + ∂2a
21 = ∂sN − ∂tM, ∂1a12 + ∂2a22 = ∂tL− ∂sM,
which can be substituted by the Codazzi equations (2.3)-(2.4). In the special case h =
h(s), we have
(3.12) A1 = A˜1 − 1
2
N4hs, A2 = A˜2 +
1
2
MN3hs,
and
(3.13) A0 =
2A0
N2
−N2hss − A˜1hs − Bt
B
MNhs +
1
2
N4h2s.
Next, we derive an equation for M .
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Lemma 3.3. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5 and σ be a
connected component in ∂Σ. Then, in the geodesic coordinates as in (2.1) and (2.2),
with (∂1, ∂2) = (∂s, ∂t),
aij∂ijM − 2M
NL
aij∂iM∂jM + Âi∂iM + Â0 = 0,(3.14)
∂i(a
ij∂jM)− 2M
NL
aij∂iM∂jM + qAi∂iM + Â0 = 0,(3.15)
where a11 = N , a12 = −M , a22 = L, and
Â0 =
1
NL
(KB2)sÂ01 + Â02
Â1 =
2M
NL
(B2Kt −BBtN2) + 4K
L
(
BBt
M
N
−BBs
)
− B
2Ks
L
+ Â11,
Â2 =
2M
NL
(KB2)s + Â21,
(3.16)
and
qA1 = Â1 − Bt
B
M, qA2 = Â2 − Bt
B
L+
Bs
B
M −BBtN,
and Â01, Â02, Â11 and Â21 are polynomials of M,N,N
−1, B,B−1, K, and derivatives of
B,K up to order 2.
Proof. By a simple arrangement, we write (3.6) as
−LNt + 2MMt −NMs + Q̂ = 0,
Mt −Ns + Bt
B
M = 0,
(3.17)
where
Q̂ = (KB2)t − Bt
B
(M2 +KB2) +
Bs
B
MN −BBtN2.
By eliminating the derivatives of N in (3.17), we will get a differential equation of M .
Specifically, we differentiate the first and second equations in s and in t respectively,
multiply the second and the first equations of (3.17) by L and −1, and then sum up. We
then have
LMtt − 2MMst +NMss + LsNt +NsMs − 2MsMt
+
Bt
B
LMt +
(
Bt
B
)
t
LM − Q̂s = 0.
By (3.17), we have
Nt =
2M
L
Mt − N
L
Ms +
Q̂
L
,
Ns =Mt +
Bt
B
M.
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Next,
Ls =
(
M2 +KB2
N
)
s
=
2M
N
Ms +
1
N
(KB2)s − M
2 +KB2
N2
Ns.
By substituting Ns in the expression of Ls, we have
Ls =
2M
N
Ms − L
N
Mt − Bt
B
LM
N
+
1
N
(KB2)s.
By a simple substitution of Ls, Ns and Nt, we obtain
LMtt − 2MMst +NMss − 2M
N
M2t +
4M2
NL
MsMt − 2M
L
M2s + Î = 0,
where
Î =
(
−Bt
B
LM
N
+
1
N
(KB2)s
)(
2M
L
Mt − N
L
Ms
)
+
Q̂
L
(
2M
N
Ms − L
N
Mt
)
+
Q̂
L
(
−Bt
B
LM
N
+
1
N
(KB2)s
)
+
Bt
B
MMs +
Bt
B
LMt +
(
Bt
B
)
t
LM − Q̂s.
Note that Î is linear in Ms and Mt and hence can be put in the form
Î = Â1Ms + Â2Mt + Â0,
for some functions Â0, Â1 and Â2. Then,
LMtt − 2MMst +NMss − 2M
N
M2t +
4M2
LN
MsMt − 2M
L
M2s
+Â1Ms + Â2Mt + Â0 = 0.
(3.18)
In calculating Î, we need to collect terms involving L−1. By the explicit expression of
Q̂ and a straightforward calculation, we obtain (3.16). We can also write (3.18) in the
divergence form
(LMt −MMs)t + (NMs −MMt)s − 2M
NL
(LM2t − 2MMsMt +NM2s )
+
(
Â1 − Bt
B
M
)
Ms +
(
Â2 − Bt
B
L+
Bs
B
M −BBtN
)
Mt + Â0 = 0.
(3.19)
Note that (3.18) and (3.19) are (3.14) and (3.15), respectively. 
We now analyze Â0, Â1 and Â2.
Remark 3.4. We may write
Â1 = Â12
M
L
(
N −N(s, 0)) + Â13.
Then, Â12, Â13, Â0 and Â2 are bounded by a constant depending only on
(3.20) sup
0≤t≤1, |α|≤2
{
M,N,
1
N
,
1
Kt
,
1
B
, |∂αB|, |∂αK|
}
.
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To see this, we note that, by LN = KB2 +M2 ≥ KB2, we have
K
L
≤ N
B2
.
By K = 0,Kt > 0 at t = 0, we have
Ks ≤ CK ≤ CL.
Hence, Â0, Â2 are bounded and Â1 is bounded by (3.20) except the term
2M
NL
(B2Kt −BBtN2).
We write this as
−2BBtM
NL
(
N2 −N2(s, 0)) + 2BM
NL
(
BKt −BtN2(s, 0)
)
.
By Lemma 2.1, we have
(
BKt − BtN2
)
(s, 0) = 0 on t = 0. Also, since Kt > 0 on t = 0,
we have L ≥ Ct. Therefore, the second term above is bounded by (3.20). We then have
the desired decomposition of Â1.
4. L∞-estimates near Boundary
Let Σ be an Alexandrov-Nirenberg surface in R3. Starting from this section, we will
estimate the second fundamental form near boundary ∂Σ. We first prove an L∞-estimate
by the maximum principle.
Lemma 4.1. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5 and σ be a
connected component of ∂Σ. Then, in the geodesic coordinates as in (2.1)-(2.2),
0 ≤ L ≤ C, |M | ≤ C, 1
C
≤ N ≤ C for any t ∈ [0, δ0],
where C and δ0 are positive constants depending only on the quantities
(4.1) |g|C4(Σ), max
∂Σ
1
|kg| , max∂Σ
1
|∇K| .
Proof. First, L ≥ 0. Lemma 2.6 and (2.6) imply N ≤ C and L ≤ CB2. Then, (2.5)
yields |M | ≤ √LN ≤ CB.
Next, in the geodesic coordinates as in (2.1) and (2.2), the normal curvature in the
direction of ∂t at p equals N . We have by (2.16), for t = δ0 > 0,
(4.2) N = II(∂t, ∂t) ≥ min{k1, k2} ≥ 1
Cδ
.
We now claim there exists a δ0 ∈ (0, 1] such that, for any t ∈ (0, δ0),
(4.3) N ≥ 1
C
,
where C is a positive constant depending only on those quantities in (4.1). To prove
this, we set
Ωδ0 = {(s, t) : s ∈ [0, 2π], t ∈ (0, δ0)}.
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We write (3.1) as
L∂tt
(
1
N
)
− 2M∂ts
(
1
N
)
+N∂ss
(
1
N
)
+
A2
N
∂t
(
1
N
)
+
A1
N
∂s
(
1
N
)
=
A0
N2
.
Since L,M,N are all bounded, then, A1, A2 and A0 are bounded. Moreover, A2 satisfies
(3.10). Set
φ =
h
N
,
for a function h = h(t) to be fixed. Then,
Lφ ≡ Lφtt − 2Mφts +Nφss +
(
A1
N
+
2Mht
h
)
φs +
(
A2
N
− 2Lht
h
)
φt
=
L
Nh
(htth− 2h2t ) +A2ht
1
N2
+ h
A0
N2
.
Set
h =
1√
1− λt.
Then, for λt < 1,
ht
h
=
λ
2(1 − λt) ,
htt
h
− 2h
2
t
h2
=
λ2
4(1− λt)2 .
Both expressions are positive. Hence, by (3.10), we have, for any t ∈ [0, δ], where δ is
introduced for (3.10),
1
h
Lφ ≥ M
2
N2h2
(htth− 2h2t ) +
1
N2
(C1 − C2M2)ht
h
+
A0
N2
≥ M
2
N2
(
λ2
4(1− λt)2 −
λC2
2(1 − λt)
)
+
1
N2
(
λC1
2(1− λt) − |A0|
)
.
Take
λ = 2C2 +
2
C1
(
max |A0|+ 1
)
,
and then δ0 = min{δ, (2λ)−1}. We have, for any t ∈ (0, δ0),
1
h
Lφ ≥ 1
N2
> 0.
Assume that φ attains its maximum in Ω¯δ0 at some point p = (sp, tp) ∈ Ω¯δ0 . The
maximum principle implies that p ∈ ∂Ωδ0 . If tp = δ0, then (4.2) implies N ≥ 1/Cδ0 and
hence φ ≤ √2Cδ0 at p. If tp = 0, Lemma 2.1 yields a similar estimate. Hence, φ ≤ C∗ in
Ωδ0 and then N ≥ 1/(
√
2C∗). This finishes the proof of (4.3). 
For simplicity, we will write δ0 = 1 in the following. Next, we derive an estimate of
M .
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Lemma 4.2. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5 and σ be a
connected component of ∂Σ. Then, in the geodesic coordinates as in (2.1) and (2.2),
|M | ≤ C
√
t for any t ∈ [0, 1],
where C is a positive constant depending only on the quantities in (4.1).
Proof. Note that M satisfies (3.14) or (3.18). Set m = M2. Multiplying both sides of
(3.18) by 2M yields
R(m) ≡ Lmtt − 2Mmst +Nmss + Â1ms + Â2mt
− 1
N
m2t +
2M
LN
msmt − 1
L
m2s ≥ −2Â0M.
It is easy to see
R(λt) = λ
(
Â2 − λ
N
)
≤ − λ
2
C1
,
for some positive constant C1 and sufficiently large constant λ under control since Â2 is
bounded by Remark 3.4. Set
w = m− λt.
By taking the difference R(m)−R(λt), we have for any (s, t) ∈ [0, 2π] × (0, 1),
Lwtt − 2Mwst +Nwss +
(
Â1 +
2Mmt
LN
− ms
L
)
ws
+
(
Â2 − 1
N
(mt + λ)
)
wt ≥
(
λ2
C1
− C2
)
> 0,
for sufficiently large λ under control, since Â0 is bounded by Remark 3.4. Note that
w = 0 as t = 0 and w = m− λ ≤ 0 as t = 1 by choosing λ large, since M is bounded.
By the maximum principle, we conclude w ≤ 0 and hence, for any (s, t) ∈ [0, 2π]× [0, 1],
|M |2 ≤ λt.
This yields the desired result. 
Our next step is to estimate |N(s, t) −N(s, 0)|. However, the barrier argument does
not seem to work for this purpose from the equation (3.1) since it is characteristically
degenerate along boundary t = 0. This is the major obstacle we encounter. We have to
employ different methods in the next two sections.
5. Ho¨lder Estimates near Boundary
In this section, we derive the boundary Ho¨lder estimates of N in the geodesic coordi-
nates. The main technique is the de Giorgi iteration.
We first prove some basic results concerning weighted Sobolev spaces. For a domain
G ⊂ R2+ = {(s, t) ∈ R2 : t > 0}, denote by W˜ 1,2(G) the completion of C1(G¯) under the
norm (∫
G
(tu2t + u
2
s + u
2)dtds
) 1
2
.
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For any p0 = (s0, 0) and any R > 0, set
GR(p0) = {(s, t) : |s− s0| <
√
R, 0 < t < R}.
If no confusion occurs, we simply write GR.
Lemma 5.1. (1) For any u ∈ W˜ 1,2(G) with u = 0 on ∂G ∩R2+,
(5.1)
(∫
G
u6dsdt
) 1
3
≤ C
∫
G
(tu2t + u
2
s)dsdt,
where C is a universal positive constant, independent of G.
(2) For any ǫ > 0 and any u ∈ C1(G¯1) with |{(s, t) ∈ G1 : u(s, t) = 0}| ≥ ǫ,
(5.2)
∫
G1
u2dsdt ≤ Cǫ
∫
G1
(tu2t + u
2
s)dsdt,
where Cǫ is a positive constant depending only on ǫ.
The proof is based on the raising dimension argument.
Proof. Let G ⊂ R2+ and u ∈ W˜ 1,2(G). Define a transform T : G→ T (G) by
T (s, t) = (s, τ) ≡ (s, 2
√
t).
Lift T (G) in R3 by defining
T˜ (G) = {(s, τ, λ) ∈ R3 : (s, τ) ∈ T (G), 0 < λ < τ}.
Then
(5.3)
∫
G
|u|pdsdt = 1
2
∫
T (G)
|u ◦ T−1|pτdsdτ = 1
2
||u ◦ T−1||p
Lp(T˜ ((G)))
,
and
(5.4)
∫
G
(tu2t + u
2
s)dsdt =
1
2
∫
T (G)
(u2τ + u
2
s)τdsdτ =
1
2
‖∇˜(u ◦ T−1)‖2
L2(T˜ (G))
,
where ∇˜ = (∂s, ∂τ , ∂λ) is the gradient in R3.
Now let us consider the first part of the present lemma. It suffices to prove (5.1) for
all u ∈ C1(G¯). Let u ∈ C1(G¯) with u = 0 on ∂G ∩R2+. Set
u˜(s, t) =
{
u(s, t) for (s, t) ∈ G,
0 for (s, t) ∈ R2+ \G.
Then, define v(s, τ) = u˜(s, t) and
w(s, τ, λ) =
{
v(s, τ) for (s, τ, λ) ∈ T˜ (G),
v(s, λ) for λ > τ > 0.
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Then, by the Sobolev extension, we can extend w to R3 by extensions first with respect
to the plane τ = 0 and then to the plane λ = 0. By the Sobolev embedding, we have
w ∈ H1(R3) ⊂ L6(R3) and(∫
R3
w6dsdτdλ
) 1
3
≤ C
∫
R3
|∇˜w|2dsdτdλ.
Therefore by (5.3) and (5.4), we obtain(∫
G
u6dsdt
) 1
3
≤
(
1
2
∫
R3
w6dsdτdλ
) 1
3
≤ C
∫
R3
|∇˜w|2dsdτdλ
≤ C ′
∫
T˜ (G)
|∇˜w|2dsdτdλ = 2C ′
∫
G
(tu2t + u
2
s)dsdt,
where C and C ′ are universal positive constants, independent of u.
Next, we consider the second part of the present lemma. Suppose that u ∈ C1(G¯1)
with |{(s, t) ∈ G1 : u(s, t) = 0}| ≥ ǫ > 0. Then,
|{(s, τ) : v(s, τ) = 0}| ≥ Cǫ,
and
|{(s, τ, λ) ∈ T˜ (G1) : w(s, τ, λ) = 0}| ≥ Cǫ,
for some universal constant C. We now extend T˜ (G1) by reflecting T˜ (G1) with respect
to λ = τ to get a domain T̂ (G1). By the well-known Poincare´ inequality, we get∫
T̂ (G1)
w2dsdτdλ ≤ Cǫ
∫
T̂ (G1)
|∇w|2dsdτdλ,
where Cǫ is a positive constant depending only on ǫ. Then∫
G1
u2dsdt =
∫
T̂ (G1)
w2dsdτdλ ≤ Cǫ
∫
T̂ (G1)
|∇˜w|2dsdτdλ
≤ Cǫ
∫
G1
(tu2t + u
2
s)dsdt.
This completes the proof of the present lemma. 
Next, we discuss the boundary regularity of N . We will first formulate several results
for a general class of elliptic equations which are degenerate on boundary. Consider
(5.5) ∂i(aij∂ju) + bi∂iu = f in R
2
+,
where we write (∂1, ∂2) = (∂s, ∂t). We first assume, for some positive constant C∗ > 0,
(5.6) C−1∗ (ξ
2
1 + tξ
2
2) ≤ aijξiξj ≤ C∗(ξ21 + tξ22) for any ξ ∈ R2.
We then have C−1∗ ≤ a11 ≤ C∗ by taking ξ2 = 0 and C−1∗ t ≤ a22 ≤ C∗t by taking ξ1 = 0.
Then a212 ≤ a11a22 ≤ C2∗ t. In particular, we have a2j = 0 on t = 0. Concerning b1 and
b2, we assume b2 = b21 + b22 such that
(5.7) b21 ≥ 0 on t = 0,
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and
(5.8) |b1|+ |b21|+ |∂tb21| ≤ C∗, |b22| ≤ C∗
√
t.
We first derive an energy estimate for (5.5).
Lemma 5.2. Let (5.6), (5.7) and (5.8) be assumed and u ∈ W˜ 1,2(R2+)∩C1(R¯2+) satisfy
(5.5). Then, for any ϕ ∈ C∞0 (R¯2+),
(5.9)
∫
ϕ2
(
tu2t + u
2
s
) ≤ C ∫ (ϕ2 + tϕ2t + ϕ2s + ϕ|ϕt|)u2 + ∫ ϕ2f2,
where C is a positive constant depending only on C∗ in (5.6) and (5.8).
Here we emphasize that ϕ is not assumed to be zero on {t = 0}.
Proof. We multiply (5.5) by −ϕ2u and integrate by parts. Let G ⊂ R2+ be a domain
such that ϕ = 0 in R2+ \G. Then,∫
G
ϕ2aijuiuj =
∫
∂G
ϕ2uaijujνi − 2
∫
G
ϕuaijϕiuj +
∫
G
ϕ2ubiui −
∫
G
ϕ2uf.
For the boundary integral, we first note ϕ = 0 on ∂G ∩ R2+. Next, on ∂G ∩ {t = 0},
ν1 = 0 and a2j = 0. Hence, boundary integrals are absent from the expression above.
Next, the Cauchy inequality implies, for ε > 0 to be determined,
2ϕuaijϕiuj ≤ εϕ2aijuiuj + 1
ε
aijϕiϕju
2.
By (5.6), we have
aijuiuj ≥ C−1∗ (u2s + tu2t ),
and
aijϕiϕj ≤ C∗(ϕ2s + tϕ2t ).
Therefore,
1
C∗
(1− ε)
∫
ϕ2(u2s + tu
2
t ) ≤
C∗
ε
∫
(ϕ2s + tϕ
2
t )u
2 +
∫
ϕ2ubiui −
∫
ϕ2uf.
Next, for the b1-term, we have, by |b1| ≤ C∗ in (5.8),∣∣∣∣∫ ϕ2ub1us∣∣∣∣ ≤ εC∗
∫
ϕ2u2s +
C3∗
ε
∫
ϕ2u2.
For the b2-term, we write b2 = b21 + b22 and have, by |b22| ≤ C∗
√
t in (5.8),∣∣∣∣∫ ϕ2ub22ut∣∣∣∣ ≤ εC∗
∫
ϕ2tu2t +
C3∗
ε
∫
ϕ2u2.
On the other hand,∫
G
ϕ2b21uut =
1
2
∫
G
ϕ2b21(u
2)t =
1
2
∫
∂G
ϕ2b21u
2νt − 1
2
∫
G
(ϕ2b21)tu
2.
On t = 0, ν2 = −1 and b21 ≥ 0, and hence∫
∂G
ϕ2b21u
2νt ≤ 0.
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Therefore, by |b21|+ |∂tb21| ≤ C∗ in (5.8),∫
ϕ2b21uut ≤ −1
2
∫
(ϕ2∂tb21 + 2ϕϕtb21)u
2 ≤ C∗
∫
(ϕ2 + ϕ|ϕt|)u2.
By a simple substitution and taking ε = 1/4, we obtain∫
ϕ2(u2s + tu
2
t ) ≤ C1
∫
(ϕ2s + tϕ
2
t + ϕ
2 + ϕ|ϕt|)u2 + C2
∫
ϕ2|uf |.
Another application of the Cauchy inequality implies the desired result. 
In the following, we study estimates of Ho¨lder norms of solutions near boundary. Our
main tool is an iteration due to de Giorgi. We will follow [14] closely.
First, we prove a local L∞-estimate for subsolutions.
Lemma 5.3. Let (5.6), (5.7) and (5.8) be assumed and f ∈ Lq(GR), for some R ∈ (0, 1]
and q > 3/2. Suppose u ∈ C1(G¯R) satisfies
∂i(aijuj) + biui ≥ f weakly in GR.
Then, for any θ ∈ (0, 1),
(5.10) sup
GθR
u+ ≤ C
{(
1
|GR|
∫
GR
u2
) 1
2
+R
(
1
|GR|
∫
GR
|f |q
) 1
q
}
,
where C is a positive constant depending only on q, θ and C∗.
Proof. For simplicity, we assume R = 1. Let ϕ be a smooth cutoff function with support
in GR ∪{(s, 0) : |s| < 1}) and 0 ≤ ϕ ≤ 1, and set u¯ = (u− k)+ for some k ≥ 0. Multiply
the differential inequality by −ϕ2u¯ and integrate in G1. Proceeding as in the proof of
Lemma 5.2, we have∫
ϕ2(u¯2s + tu¯
2
t ) ≤ C
∫ (
ϕ2 + ϕ2s + tϕ
2
t + ϕ|ϕt|
)
u¯2 +
∫
ϕ2u¯f,
and then∫ (
(∂s(ϕu¯))
2 + t(∂t(ϕu¯))
2
) ≤ C ∫ (ϕ2 + ϕ2s + tϕ2t + ϕ|ϕt|)u¯2 + ∫ ϕ2u¯f.
Lemma 5.1(1) implies(∫
ϕ6u¯6
) 1
3
≤ C
∫ (
ϕ2 + ϕ2s + tϕ
2
t + ϕ|ϕt|
)
u¯2 +
∫
ϕ2u¯f.
By the Ho¨lder inequality, we have∫
ϕ2u¯f ≤
(∫
(ϕu¯)6
) 1
6
(∫
(ϕf)q
) 1
q
|{ϕu¯ 6= 0}|1− 16− 1q
≤ 1
2
(∫
ϕ6u¯6
) 1
3
+
1
2
‖f‖2Lq |{ϕu¯ 6= 0}|
5
3
− 2
q ,
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and hence(∫
ϕ6u¯6
)1
3
≤ C
∫ (
ϕ2 + ϕ2s + tϕ
2
t + ϕ|ϕt|
)
u¯2 + ‖f‖2Lq |{ϕu¯ 6= 0}|
5
3
− 2
q .
By the Ho¨lder inequality again, we have∫
(ϕu¯)2 ≤
(∫
ϕ6u¯6
) 1
3
|{ϕu¯ 6= 0}| 23 ,
and hence∫
ϕ2u¯2 ≤ C
∫ (
ϕ2 + ϕ2s + tϕ
2
t + ϕ|ϕt|
)
u¯2|{ϕu¯ 6= 0}| 23 + ‖f‖2Lq |{ϕu¯ 6= 0}|
7
3
− 2
q .
In the following, we take
ε = min
{
2
3
,
4
3
− 2
q
}
.
Then,∫
ϕ2u¯2 ≤ C
∫ (
ϕ2 + ϕ2s + tϕ
2
t + ϕ|ϕt|
)
u¯2|{ϕu¯ 6= 0}|ε + ‖f‖2Lq |{ϕu¯ 6= 0}|1+ε.
Set, for any r ∈ (0, 1] and k ≥ 0,
A(k, r) = {(s, t) ∈ Gr : u(s, t) ≥ k}.
For any 0 < r < R < 1, we take a cutoff function ϕ such that ϕ = 1 in Gr and ϕ = 0 in
G1 \GR. Then,
ϕ2 + ϕ2s + tϕ
2
t + ϕ|ϕt| ≤
C
(R − r)2 ,
and hence∫
A(k,r)
(u− k)2 ≤ C
{
1
(R− r)2
∫
A(k,R)
(u− k)2|A(k,R)|ε + ‖f‖2Lq |A(k,R)|1+ε
}
.
For any h > k ≥ 0, we have∫
A(h,R)
(u− h)2 ≤
∫
A(k,R)
(u− k)2,
and
|A(h,R)| = |GR ∩ {u− k > h− k}| ≤ 1
(h− k)2
∫
A(k,R)
(u− k)2.
Hence,∫
A(h,r)
(u− h)2 ≤ C
{
1
(R − r)2
∫
A(h,R)
(u− h)2 + ‖f‖2Lq |A(h,R)|
}
|A(h,R)|ε
≤ C
{
1
(R − r)2 +
1
(h− k)2 ‖f‖
2
Lq
}
1
(h− k)2ε
(∫
A(k,R)
(u− k)2
)1+ε
.
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In summary, we obtain, for any 0 < r < R < 1 and 0 ≤ k < h,
‖(u− h)+‖L2(Gr) ≤ C
{
1
R− r +
1
h− k ‖f‖Lq(G1)
}
1
(h− k)ε ‖(u− k)
+‖1+ε
L2(GR)
.
For any θ ∈ (0, 1), a standard iteration yields
sup
Gθ
u+ ≤ C {‖u+‖L2(G1) + ‖f‖Lq(G1)} .
This is the desired result. 
Next, we prove a lower bound for positive supersolutions.
Lemma 5.4. Let (5.6), (5.7) and (5.8) be assumed and f ∈ Lq(G1), for some q > 3/2.
Suppose u ∈ C1(G¯1) is positive and satisfies
∂i(aijuj) + biui ≤ f weakly in G1.
Then, for any ε ∈ (0, 1), there exist constants δ > 0 and C > 1, depending only on q, ε
and C∗ in (5.6) and (5.8), such that, if
|{(x, t) ∈ G1 : u(s, t) ≥ 1
2
}| ≥ ε|G1|,
and
‖f‖Lq(G1) ≤ δ,
then,
(5.11) inf
G1/2
u ≥ 1
C
.
Proof. Let ϕ be a nonnegative smooth cutoff function with support in G1∪{(s, 0) : |s| <
1}. Then,
(5.12)
∫
aijuiϕj −
∫
biuiϕ ≥ −
∫
fϕ.
If f is not identically zero, we take δ = ‖f‖Lq(B1). Otherwise, we take an arbitrary δ > 0.
Now by replacing ϕ by ϕ/(u + δ) in (5.12), we have
−
∫
aij
uiuj
(u+ δ)2
ϕ+
∫
aij
ui
u+ δ
ϕj −
∫
bi
ui
u+ δ
ϕ ≥ −
∫
f
u+ δ
ϕ.
Then setting
v = log
1
u+ δ
,
we get
−
∫
aijvivjϕ−
∫
aijviϕj +
∫
biviϕ ≥ −
∫
f
u+ δ
ϕ.
In particular, v satisfies ∫
aijviϕj −
∫
biviϕ ≤
∫
f
u+ δ
ϕ.
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The choice of δ implies ‖f/δ‖Lq(G1) ≤ 1. Then, for any θ ∈ (1/2, 1), Lemma 5.3 implies
(5.13) sup
G1/2
(v+)2 ≤ C
{∫
Gθ
(v+)2 + 1
}
,
where C is a positive constant depending only on q, θ and C∗ in (5.6) and (5.8).
Now, replace ϕ in (5.12) by (
1
u+ δ
− 1
)+
ϕ2.
Then, we have∫
aij∂iv
+∂jv
+ϕ2 ≤ −2
∫
ϕ(1− u− δ)+aij∂iv+ϕj
+
∫
ϕ2(1− u− δ)+bi∂iv+ +
∫
ϕ2
f
u+ δ
(1− u− δ)+.
By writing b2 = b21 + b22, we now consider the b21-term and write∫
G1
ϕ2(1− u− δ)+b21∂tv+ =
∫
G1
ϕ2b21∂t
[(
log
1
u+ δ
)+
− (1− u− δ)+
]
= −
∫
G1
∂t(ϕ
2b21)
[(
log
1
u+ δ
)+
− (1− u− δ)+
]
+
∫
∂G1
ϕ2b21
[(
log
1
u+ δ
)+
− (1− u− δ)+
]
νt.
Note that ϕ = 0 on ∂G1 \ {t = 0} and νt = −1 and b21 ≥ 0 on {t = 0}. Also, for
u+ δ < 1,
(5.14)
(
log
1
u+ δ
)+
> (1− u− δ)+.
Therefore, ∫
G1
ϕ2(1− u− δ)+b21∂tv+ ≤
∫
G1
|∂t(ϕ2b21)|
(
log
1
u+ δ
)+
,
and hence∫
aij∂iv
+∂jv
+ϕ2 ≤ −2
∫
ϕ(1− u− δ)+aij∂iv+ϕj
+
∫
ϕ2(1− u− δ)+(b1∂sv+ + b22∂tv+)
+
∫
|∂t(ϕ2b21)|v+ +
∫
ϕ2
f
u+ δ
(1− u− δ)+.
By proceeding as in the proof of Lemma 5.2, we have∫
ϕ2
(
t(∂tv
+)2 + (∂sv
+)2
) ≤ C {∫ (tϕ2t + ϕ2s + ϕ2) + ∫ (ϕ+ |ϕt|)ϕv+ + ∫ ϕ2 fδ
}
.
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The choice of δ implies ‖f/δ‖Lq(G1) ≤ 1. Hence, for any θ1 < θ2 < 1, we take ϕ = 1 in
Gθ1 and ϕ = 0 in G1 \Gθ2 . Then, for any τ ∈ (0, 1) to be determined, we have
(5.15)
∫
Gθ1
(
t(∂tv
+)2 + (∂sv
+)2
) ≤ Cτ
(θ2 − θ1)2 + τ
∫
Gθ2
(v+)2.
Note
|{(s, t) ∈ Gθ1 : v+ = 0}|
≥ |{(s, t) ∈ G1 : u+ δ ≥ 1}| − |G1|+ |Gθ1 |
≥ |Gθ1 | − (1− ε)|G1| =
1− 1− ε
θ
3
2
1
 |Gθ1 | ≥ 12ε|Gθ1 |,
by taking θ1 such that
θ0 ≡ max
{
1
2
,
1− ε
1− ε2
}
< θ1 < 1.
Then Lemma 5.1(2) implies
(5.16)
∫
Gθ1
(v+)2 ≤ C
∫
Gθ1
(
t(v+t )
2 + (v+s )
2
)
for all θ1 ≥ θ0.
It must be emphasized that C in (5.16) depends on ε through θ0, and is independent of
θ1. By combining (5.15) and (5.16), we have∫
Gθ1
(v+)2 ≤ Cτ
(θ2 − θ1)2 + Cτ
∫
Gθ2
(v+)2.
Now choose τ such that Cτ = 1/2. We obtain, for any θ0 < θ1 < θ2 < 1,∫
Gθ1
(v+)2 ≤ Cτ
(θ2 − θ1)2 +
1
2
∫
Gθ2
(v+)2.
A standard iteration yields, for any θ0 < θ < 1,
(5.17)
∫
Gθ
(v+)2 ≤ C
(1− θ)2 .
By combining (5.13) and (5.17) and fixing a θ ∈ (θ0, 1), we obtain
sup
G1/2
(v+)2 ≤ C,
and hence
inf
G1/2
u+ δ ≥ e−C .
We note that the constant C above is independent of δ. If f ≡ 0, we simply let δ → 0.
Otherwise, by taking δ = e−C/2, we have the desired estimate. 
Now, we are ready to prove an estimate of boundary Ho¨lder norms.
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Theorem 5.5. Let (5.6), (5.7) and (5.8) be assumed and f ∈ Lq(G1), for some q > 3/2.
Suppose u ∈ C1(G¯1) satisfies
∂i(aijuj) + biui = f in G1.
Then, for some α ∈ (0, 1),
(5.18) |u(s, t)− u(s, 0)| ≤ C
(
sup
G1
|u|+ ‖f‖Lq(G1)
)
tα for any (s, t) ∈ G1/2,
where α and C are positive constants depending only on q and C∗ in (5.6) and (5.8).
Proof. Set, for any r ≤ 1,
M(r) = sup
Gr
u, m(r) = inf
Gr
u,
and
ω(r) =M(r)−m(r).
We now claim, for any r ≤ 1,
(5.19) ω
(r
2
)
≤ γω(r) + Cr1− 32q ‖f‖Lq(Gr),
where γ ∈ (0, 1) and C > 1 are constants depending only on q and C∗ in (5.6) and (5.8).
By a simple iteration, we have, for any r ≤ 1/2,
ω(r) ≤ Crα {ω(1) + ‖f‖Lq(G1)} ,
where α ∈ (0, 1) and C > 1 are constants depending only on q and C∗ in (5.6) and (5.8).
We now prove (5.19) for r = 1. The general case follows from a simple scaling. Let
ε = 1/2 and δ be determined as in Lemma 5.4. If
δω(1) ≤ ‖f‖Lq(G1),
then,
(5.20) ω
(
1
2
)
≤ ω(1) ≤ 1
δ
‖f‖Lq(G1).
Next, we assume
‖f‖Lq(G1) ≤ δω(1).
We note that u/ω(1) satisfies
∂i
(
aij∂j
(
u
ω(1)
))
+ bi∂i
(
u
ω(1)
)
=
f
ω(1)
in G1.
Hence ∥∥∥∥ fω(1)
∥∥∥∥
Lq(G1)
≤ δ
by the previous assumption. We consider the following two cases:
(5.21) |{(s, t) ∈ G1 : u−m(1)
M(1)−m(1) ≥
1
2
}| ≥ 1
2
|G1|,
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and
(5.22) |{(s, t) ∈ G1 : M(1)− u
M(1)−m(1) ≥
1
2
}| ≥ 1
2
|G1|.
If (5.21) holds, we apply Lemma 5.4 to (u−m(1))/(M(1) −m(1)) and get
m
(
1
2
)
−m(1) ≥ 1
C
(M(1) −m(1)).
If (5.22) holds, we apply Lemma 5.4 to (M(1) − u)/(M(1) −m(1)) and get
M(1)−M
(
1
2
)
≥ 1
C
(M(1) −m(1)).
Since m(1/2) ≥ m(1) and M(1/2) ≤M(1), we have in both cases
M
(
1
2
)
−m
(
1
2
)
≤
(
1− 1
C
)
(M(1) −m(1)),
and hence
(5.23) ω
(
1
2
)
≤ γω(1),
for some constant γ ∈ (0, 1). We have (5.19) by combining (5.20) and (5.23). 
Now, we prove two estimates of N . The first concerns an energy estimate of N and
the second concerns a boundary Ho¨lder estimate of N .
Theorem 5.6. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5 and σ be a
connected component of ∂Σ. Then, in the geodesic coordinates as in (2.1) and (2.2),
(5.24)
∫ 1
2
0
∫ 2π
0
(
tN2t +N
2
s )dsdt ≤ C,
and
(5.25) |N(s, t)−N(s, 0)| ≤ Ctα for any t ≤ 1,
where α ∈ (0, 1) and C > 0 are constants depending only on the quantities in (4.1).
Proof. Set
u =
1
N2
.
By (3.3) and with slightly different notations, u satisfies
∂i(a
ij∂ju) + b
i∂iu = f,
where
a11 = N2, a12 = −MN, a22 = LN,
b2 = 2B2Kt + 3BBtK − 5Bt
B
M2 +
Bs
B
MN,
and b1 and f are bounded by Lemma 4.1. We now verify (5.6), (5.7) and (5.8).
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By Lemma 4.1 and Lemma 4.2, we have
1
C
≤ N ≤ C, |M | ≤ C
√
t, L ≤ Ct.
Then, b2 = 2B2Kt+ b˜
2t, where b˜2 is a bounded function, and hence (5.7) and (5.8) hold.
Moreover,
N2ξ21 − 2MNξ1ξ2 + LNξ22 ≤ C(ξ21 + tξ22).
Next, by LN =M2 +KB2, we have
N2ξ21 − 2MNξ1ξ2 + LNξ22 = (Nξ1 −Mξ2)2 +KB2ξ22 ,
and hence, by choosing c small,
cN2(ξ21 + tξ
2
2) ≤ 2c(Nξ1 −Mξ2)2 + 2cM2ξ22 + cN2tξ22
= 2c(Nξ1 −Mξ2)2 +
(
2cM2 + cN2t
)
ξ22
≤ (Nξ1 −Mξ2)2 +KB2ξ22 .
Therefore, (5.6) is satisfied. By Lemma 5.2, we obtain∫ 1
2
0
∫ 2π
0
(
t
(
∂t(N
−2)
)2
+
(
∂s(N
−2)
)2)
dsdt
≤ C
∫ 1
0
∫ 2π
0
(N−4 + f2)dsdt ≤ C.
We point out that u is periodic in s. Hence, we can take ϕ as a cutoff function of t near
t = 1. We then have the desired result by the boundedness of N .
By Theorem 5.5, we obtain, for any 0 < t ≤ 1/2,∣∣∣∣ 1N(s, t)2 − 1N(s, 0)2
∣∣∣∣ ≤ Ctα
(
sup
t∈(0,1)
∣∣∣∣ 1N2
∣∣∣∣+ sup
t∈(0,1)
|f |
)
≤ C1tα,
and hence
|N(s, t)−N(s, 0)| =
∣∣∣∣ 1N(s, t)2 − 1N(s, 0)2
∣∣∣∣ N(s, t)2N(s, 0)2N(s, t) +N(s, 0) ≤ C1tα.
As for t ∈ [1/2, 1], (5.25) follows immediately from the boundedness of N . We thus have
the desired result. 
6. Lipschitz Estimates near Boundary
In this section, we derive the Lipschitz norms of the second fundamental form near
boundary. Lemma 4.2 and Theorem 5.6 are not enough for C2,α-estimates. We need a
result stronger than Theorem 5.6 for N(s, t)−N(s, 0) and a result stronger than Lemma
4.2 for M(s, t). We will employ blowup techniques in this section.
In the proof of the next result, we will use Theorem 8.4 to conclude the smoothness
of solutions to a limit equation.
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Theorem 6.1. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5 and σ be a
connected component of ∂Σ. Then, in the geodesic coordinates as in (2.1) and (2.2),
(6.1) |N(s, t)−N(s, 0)| ≤ Ct for any t ≤ 1,
where C is a positive constant depending only on the quantities in (4.1).
Proof. Set
u =
1
N2
− 1
N2(s, 0)
.
By (3.11), (3.12) and (3.13), and with slightly different notations, u satisfies
∂i(a
ij∂ju) + b
i∂iu = f,
where
a11 = N2, a12 = −MN, a22 = LN,
b2 = 2B2Kt + 3BBtK − 5Bt
B
M2 +
Bs
B
MN +
1
2
MN3∂s
(
1
N2(s, 0)
)
,
and b1 and f are bounded.
We now prove (6.1) by contradiction. If it was false, then there would exist a sequence
of Alexandrov-Nirenberg surfaces Σk, with their induced metrics gk in D¯, such that, in
the geodesic coordinates as in (2.1) and (2.2),
|gk|C4 , (inf ∂tKk(s, 0))−1 and (inf ∂tBk(s, 0))−1 are uniformly bounded,
and
(6.2) θk ≡ sup
{ |Nk(s, t)−Nk(s, 0)|
t
}
→∞ as k →∞.
Set Ω1 = {(s, t) : s ∈ [0, 2π], t ∈ (0, 1)}. We also assume gk → g in C3(Ω¯1) for some
smooth metrics g on Ω¯1. Let (sk, tk) be a point such that tk > 0 and
|Nk(sk, tk)−Nk(sk, 0)|
tk
≥ 1
2
θk.
Without loss of generality, we assume (sk, tk)→ (0, 0). By Lemma 4.1 and Lemma 4.2,
we have, for any k ≥ 1,
1
C
≤ Nk ≤ C, |Mk| ≤ C
√
t,
and hence
tkθk ≤ C,
where C is a positive constant under control. Furthermore, Theorem 5.6 implies
(6.3) |Nk(s, t)−Nk(s, 0)| ≤ Ctα,
where α ∈ (0, 1) is a constant under control.
Set
uk(s, t) =
1
N2k (s, t)
− 1
N2k (s, 0)
.
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Then,
(6.4) ∂i(a
ij
k ∂juk) + b
i
k∂iuk = fk,
where aijk , b
i
k and fk are uniformly bounded, independent of k. Consider the transform
(6.5) x =
s− sk√
tk
, y =
t
tk
,
and set
wk(x, y) = uk(s, t), w¯k(x, y) =
1
θktk
wk(x, y).
Then,
(6.6) |w¯k| ≤ Cy, |w¯k(0, 1)| ≥ 1
C
,
for some constant C under control. In the new coordinates (x, y), wk and w¯k satisfy,
with (∂1, ∂2) = (∂x, ∂y),
(6.7) ∂i(a˜
ij
k ∂jwk) + b˜
i
k∂iwk = tkfk,
and
(6.8) ∂i(a˜
ij
k ∂jw¯k) + b˜
i
k∂iw¯k = θ
−1
k fk,
where
a˜11k = a
11
k , a˜
12
k =
a12k√
tk
, a˜22k =
a22k
tk
,
and
b˜1k =
√
tkb
1
k, b˜
2
k = b
2
k.
In particular,
a˜11k = N
2
k , a˜
12
k = −
1√
tk
MkNk, a˜
22
k =
1
tk
LkNk.
Hence,
C−1(ξ21 + yξ
2
2) ≤ a˜ijk ξiξj ≤ C(ξ21 + yξ22) for any ξ ∈ R2,
for some constant C under control. Therefore, the principle part of (6.8) is an elliptic
equation of divergence form with bounded measurable coefficients in the region {y > δ}.
Then, for any δ,R > 0, there is a positive β ∈ (0, 1), depending only on δ and R, such
that
(6.9) |w¯k|Cβ(BR∩{y>δ}) ≤ CRδ.
Next, let ψ be a cut-off function in R2. Then we claim∫
R2
+
ψ2
(
y(∂yw¯k)
2 + (∂xw¯k)
2
) ≤ Cψ,(6.10) ∫
R2
+
ψ2
(
y(∂ywk)
2 + (∂xwk)
2
) ≤ Cψt2αk ,(6.11)
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where α is the constant as in Theorem 5.6 and Cψ is a positive constant depending only
on ψ and other quantities under control. To see this, we first note by Lemma 5.2∫
ψ2
(
y(∂yw¯k)
2 + (∂xw¯k)
2
)
≤ C
∫
(ψ2 + yψ2y + ψ
2
x + |ψy|)w¯2k + Cθ−2k
∫
ψ2|fk|2.
(6.12)
This implies (6.10) easily by (6.6). Similarly, wk satisfies∫
ψ2
(
y(∂ywk)
2 + (∂xwk)
2
)
≤ C
∫
(ψ2 + yψ2y + ψ
2
x + |ψy|)w2k + Ct2k
∫
ψ2|fk|2.
By (6.3), we have
|wk(x, y)| ≤ C|Nk(s, t)−Nk(s, 0)| ≤ Ctα = Ctαkyα,
and hence (6.11) follows.
Next, we claim
(6.13)
∫
ψ2
M2k
tk
→ 0 as k →∞.
To prove this, we note that (2.4) implies
∂tMk +
1
2
N3k∂s
(
1
N2k
− 1
N2k (0, s)
)
= −Bt
B
Mk − 1
2
N3k∂s
(
1
N2k (0, s)
)
≡ hk,
and hence
(6.14) ∂yMk +
1
2
√
tkN
3
k∂xwk = tkhk.
Then, ∫
ψ2(∂yMk)
2 ≤ Ctk
∫
ψ2(∂xwk)
2 + Ct2k
∫
ψ2h2k.
In view of the fact thatMk(x, 0) = 0, we have, for arbitrary r, T > 0 and any ψ ∈ C10 (R2)
with ψ = 1 on [−r, r]× [0, T ],∫ T
0
∫ r
−r
|Mk|2
tk
dxdy ≤ T 2
∫ T
0
∫ r
−r
|∂yMk|2
tk
dxdy
≤ C
∫
ψ2(∂xwk)
2 + Ctk
∫
ψ2h2k → 0 as k →∞,
where we used (6.11) in the final step. This finishes the proof of (6.13). In terms of
coefficients, we have
(6.15)
∫
ψ2(a˜12k )
2 → 0 as k →∞.
In view of (6.9), we can find a subsequence of {w¯k}, still denoted by w¯k, such that,
w¯k → w locally uniformly in R2+,
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for some w ∈ C(R2+). By (6.6), we have
|w(x, y)| ≤ Cy in R2+,
and
(6.16) |w(0, 1)| ≥ 1
C
.
The former estimate implies w ∈ C(R¯2+) and
w(x, 0) = 0.
In the following, we prove that w satisfies
(6.17) ywyy +
N2(0)
Kt(0)
wxx + 3wy = 0 in R
2
+.
Indeed, for any cut-off function ψ ∈ C∞c (R2+), multiplying both sides of (6.8) by ψ and
integrating by parts, we have
(6.18)
∫ (
a˜ijk ∂iw¯k∂jψ − b˜ik∂iw¯kψ
)
= −
∫
ψθ−1k fk.
Since fk and b
1
k are bounded, we have∫
ψθ−1k fk → 0,
and, by (6.10), ∫
ψb˜1k∂xw¯k =
√
tk
∫
ψb1k∂xw¯k → 0,
as k →∞. Next, since
b˜2k = b
2
k = 2∂tKk(s, 0) +O(
√
t) = 2∂tKk(s, 0) +
√
tkO(
√
y),
then ∣∣∣∣∫ ψb˜2k∂yw¯k − 2∫ ∂tKk(s, 0)ψ∂yw¯k∣∣∣∣ ≤ C√tk ∫ ψ√y|∂yw¯k|,
and hence, by (6.10), ∫
ψb˜2k∂yw¯k → 2
∫
ψKt(0)wy ,
as k →∞. By (6.10) and (6.15), we have∫
|ψya˜12k ∂xw¯k| ≤
(∫
|ψy|(a˜12k )2
)1
2
(∫
|ψy||∂xw¯k|2
) 1
2
→ 0,
as k →∞. Next, by (6.3) and a˜11k = N2k , we have∫
|ψx(a˜11k − a˜11k (0))∂xw¯k| ≤ Ctαk
(∫
|ψx|
) 1
2
(∫
|ψx||∂xw¯k|2
) 1
2
→ 0,
or ∫
ψxa˜
11
k ∂xw¯k →
∫
N2(0)ψxwx,
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as k →∞. We note that Nk(s, 0) is intrinsically determined by Lemma 2.1. For the a˜22k
term, we note∫
ψya˜
22
k ∂yw¯k =
∫
ψy
NkLk
tk
∂yw¯k =
∫
ψy
M2k
tk
∂yw¯k +
∫
ψy
KkB
2
k
tk
∂yw¯k.
By writing
M2k
tk
=
Mk√
tk
· Mk√
tk
≤ C
√
t√
tk
· |Mk|√
tk
≤ C√y |Mk|√
tk
,
we have, by (6.10) and (6.13)∣∣∣∣∫ ψyM2ktk ∂yw¯k
∣∣∣∣ ≤ C (∫ |ψy|M2ktk
) 1
2
(∫
|ψy|y|∂yw¯k|2
)1
2
→ 0,
as k →∞. Moreover,
Kk(s, t) = Kk(sk +
√
tkx, tky)−K(sk +
√
tkx, 0)
= tky
∫ 1
0
∂tKk(sk +
√
tkx, tkyτ)dτ.
Therefore,
Kk
tk
→ yKt(0) locally uniformly in R2+,
and hence ∫
ψya˜
22
k ∂yw¯k →
∫
ψyKt(0)ywy,
as k →∞. Finally, by passing to the limit in (6.18), we get∫ (
Kt(0)yψywy +N
2(0)ψxwx − 2Kt(0)ψwy
)
= 0.
This is simply the equation (6.17) in the weak sense after multiplying both sides by
1/Kt(0). Therefore, applying Theorem 8.4 to (6.17), we conclude that its solution w ∈
C∞({y ≥ 0}). Moreover, w is analytic in a neighborhood of 0 as shown in [23]; namely, w
can be expanded in terms of a Taylor series in Br(0)∩{y ≥ 0} for some positive constant
r. Now by (6.17) and w = 0 on y = 0, we get ∂kyw = 0 on y = 0 for all k = 1, 2, · · · .
Therefore, w ≡ 0 in R2+, which contradicts (6.16). This ends the proof for the present
theorem. 
We now improve the estimate for M in Lemma 4.2.
Theorem 6.2. Let Σ be an Alexandrov-Nirenberg surface in R3 of class C5 and σ be a
connected component of ∂Σ. Then, in the geodesic coordinates as in (2.1) and (2.2),
(6.19) |M(s, t)| ≤ Ct for any t ≤ 1,
where C is a positive constant depending only on the quantities in (4.1).
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Proof. By (3.15) and (3.19), and with slightly different notations, M satisfies
∂i(a
ij∂jM) + b
i∂iM + ca
ij∂iM∂jM = f,
where
a11 = N, a12 = −M, a22 = L, c = −2M
NL
,
and bi and f are bounded by Remark 3.4 and Theorem 6.1.
We now prove (6.19) by contradiction. If it was false, then there would exist a sequence
of Alexandrov-Nirenberg surfaces Σk, with their induced metrics gk in D¯, such that, in
the geodesic coordinates as in (2.1) and (2.2),
|gk|C4 , (inf ∂tKk(s, 0))−1 and (inf ∂tBk(s, 0))−1 are uniformly bounded,
and
(6.20) θk ≡ sup
{ |Mk(s, t)|
t
}
→∞ as k →∞.
Set Ω1 = {(s, t) : s ∈ [0, 2π], t ∈ (0, 1)}. We also assume gk → g in C3(Ω¯1) for some
smooth metrics g on Ω¯1. Let (sk, tk) be a point such that tk > 0
|Mk(sk, tk)|
tk
≥ 1
2
θk.
Without loss of generality, we assume (sk, tk) → (0, 0). By Corollary 4.1 and Lemma
4.2, we have, for any k ≥ 1,
1
C
≤ Nk ≤ C, |Mk| ≤ C
√
t,
and hence
(6.21)
√
tkθk ≤ C,
where C is a positive constant under control.
Consider the transform
(6.22) x =
s− sk√
tk
, y =
t
tk
,
and set
M¯k(x, y) =
1
tkθk
Mk(s, t),
and
wk(x, y) =
1
N2k (s, t)
− 1
N2k (s, 0)
, w¯k(x, y) =
wk
θktk
.
Then,
(6.23) |M¯k(0, 1)| ≥ 1
2
.
Moreover, by Theorem 6.1,
(6.24) |w¯k| ≤ Cθ−1k y.
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In the original coordinates (s, t), Mk satisfies
∂i(a
ij
k ∂jMk) + b
i
k∂iMk + cka
ij
k ∂iMk∂jMk = fk,
where
a11k = Nk, a
12
k = −Mk, a22k = Lk, ck = −
2Mk
NkLk
,
and bi and fk are uniformly bounded, independent of k. Then in the new coordinates
(x, y), M¯k satisfies
(6.25) ∂i(a˜
ij
k ∂jM¯k) + b˜
i
k∂iM¯k + c˜ka˜
ij
k ∂iM¯k∂jM¯k = θ
−1
k fk,
where
a˜11k = a
11
k , a˜
12
k =
a12k√
tk
, a˜22k =
a22k
tk
, c˜k = tkθkck,
b˜1k =
√
tkb
1
k, b˜
2
k = b
2
k.
As in the proof of Theorem 6.1, we have
C−1(ξ21 + yξ
2
2) ≤ a˜ijk ξiξj ≤ C(ξ21 + yξ22) for any ξ ∈ R2,
for some constant C under control. Moreover, by (6.21),
|c˜k| =
∣∣∣∣2tkθkMkNkLk
∣∣∣∣ ≤ Ctkθk|Mk|Kk ≤ Ctkθk√t = C
√
tkθk√
y
≤ C√
y
.
As y > δ where δ > 0, the principle part of (6.25) is an elliptic equation of divergence
form with bounded measurable coefficients and the nonlinear terms of first derivatives
are quadratic. Then, for any δ,R > 0, there is a positive β ∈ (0, 1), depending only on
δ and R, such that
(6.26) |M¯k|Cβ(BR∩{y>δ}) ≤ CRδ .
This follows from the Ho¨lder estimate due to de Giorgi and Moser. We point out that
the Ho¨lder estimate still holds even with the presence of the quadratic nonlinear terms
in first derivatives. Then, by (6.23), there exists an r0 > 0 such that
(6.27) |M¯k| ≥ 1
4
in Br0((0, 1)).
Let ψ be a cutoff function in R2. By (6.12) and (6.24), we obtain∫
ψ2
(
y(∂yw¯k)
2 + (∂xw¯k)
2
)
≤ C
∫
(ψ2 + yψ2y + ψ
2
x + |ψy|)w¯2k + Cθ−2k
∫
ψ2|fk|2 ≤ Cψ 1
θ2k
.
(6.28)
By (6.14), we have
∂yM¯k +
1
2
√
tkN
3
k∂xw¯k =
1
θk
hk,
and hence, by (6.28),∫
ψ2(∂yM¯k)
2 ≤ Ctk
∫
ψ2(∂xw¯k)
2 + C
1
θ2k
∫
ψ2h2k ≤ Cψ
1
θ2k
→ 0,
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as k →∞. In view of the fact that M¯k(x, 0) = 0, we have, for arbitrary r, T > 0∫ T
0
∫ r
−r
|M¯k|2dxdy ≤ T 2
∫ T
0
∫ r
−r
|∂yM¯k|2dxdy → 0,
as k →∞. This contradicts (6.27) and hence completes the proof of the present theorem.

7. Higher Order Estimates near Boundary
In this section, we derive estimates of higher order derivatives of the second fundamen-
tal forms and prove Theorem 1.2. Interior estimates are already proved in Theorem 2.7.
Next, we estimate the higher order derivatives of L,M,N in the geodesic coordinates as
in (2.1) and (2.2) near the boundary. We need Lemma 8.2 and Lemma 8.3 in the proof
of the following result.
Theorem 7.1. Let k ≥ 2 be an integer, Σ be an Alexandrov-Nirenberg surface in R3 of
class Ck+6, with the induced metric g in D, and r be the position vector of Σ. Then, for
some α ∈ (0, 1), in the geodesic coordinates based a connected component of ∂D as in
(2.1) and (2.2), with Ωt = [0, 2π] × (0, t),
|∇kM |Cα(Ω¯1/2), |∇kN |Cα(Ω¯1/2) ≤ C
(
α, k, |g|Ck+5(Ω¯1), maxt=0
1
|∇K| , maxt=0
1
kg
)
.
Proof. Let σ be a connected component of ∂Σ and take the geodesic coordinates based
on σ as in (2.1) and (2.2). By Lemma 4.1, Theorem 5.6, Theorem 6.1 and Theorem 6.2,
we have
1
C∗
≤ N ≤ C∗,(7.1)
|M(s, t)| + |N(s, t)−N(s, 0)| ≤ C∗t for any t ∈ [0, 1],(7.2) ∫ 1
2
0
∫ 2π
0
(
t(∂tN)
2 + (∂sN)
2
)
dsdt ≤ C∗,(7.3)
where C∗ is a positive constant depending only on the quantities in (4.1). We now prove
estimates of higher derivatives near (s, t) = (0, 0).
We first rewrite the equation (3.1) for 1/N . In view of (2.5), it is easy to see
NL = t
(
∂tK(0) +
M2
t
+ sc1 + tc2
)
= ta¯22,
N2 = N2(0) + (N2 −N2(0)),
A12 = 3Kt(0) + (N
2 −N2(s, 0))c3 + sc4 +Mc5 + tc6,
(7.4)
for some smooth functions ci, i = 1, · · · , 6, of s, t,M and N . Dividing both sides of (3.1)
by a¯22/N reduces it to the equation of u = 1/N in the form
(7.5) Lu = tutt − ta12ust + a11uss + b2ut + b1us = f in R2+,
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where
a12 =
NM
ta¯22
, a11 =
N2
a¯22
, b1 =
A11
a¯22
,
b2 = 3 +
1
a¯22
(
(N −N(s, 0))c¯1 + sc¯2 +Mc¯3 + tc¯4
)
,
for some smooth functions c¯i, i = 1, ..., 4, of s, t,M and N . It is easy to see that, for the
equation (7.5), all the assumptions in Lemma 8.2 are satisfied by the hypotheses in the
present theorem. Therefore, we can conclude that, for some cutoff function ϕr,
‖ϕrN−1‖W 1,6(R2
+
) + ‖tϕrN−1‖W 2,6(R2
+
)
+ ‖ϕr∂2sN−1‖L6(R2
+
) + ‖t
1
2ϕr∂stN
−1‖L6(R2
+
) ≤ C,
where C is a positive constant depending only on the quantities in (4.1). We now record
(3.6) in the form
∂sM = − L
N
∂tN +
2M
N
∂sN − Bt
B
L+
Bs
B
M
−BBtN − 2Bt
B
M2
N
+
1
N
(B2K)t,
∂tM = ∂sN − Bt
B
M.
(7.6)
Then,
‖ϕrM‖W 1,6(R2
+
) ≤ C.
By the Sobolev embedding in [18](Lemma B.3), we have, for γ = 1− 12 − 26 = 16 ,
(7.7) |ϕrN |Cγ + |ϕrM |Cγ + |ϕr∂sN |Cγ + |ϕrt∂t(N−1)|Cγ ≤ C.
By (7.6), we have ∂tM ∈ Cγ. Then
M2
t
=M
∫ 1
0
∂2M(s, θt)dθ ∈ Cγ
In view of (7.4), we get
|ϕraij |Cγ + |ϕrbi|Cγ + |ϕrf |Cγ ≤ C,
for some smaller r and some constant C under control. Thus all the assumptions in
Lemma 8.3 are satisfied if we take α = γ and hence,
Iγ(ϕrN
−1) ≤ C1.
Then combining with (7.6) yields
|ϕrN−1|C˙1,γ + |D(ϕrN−1)|C˙γ + |D(ϕrM)|C˙γ
+ |∂s(ϕrN−1)|C˙1,γ + |t∂t(ϕrN−1)|C˙1,γ ≤ C1,
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for some constant C1 and smaller r = r1 depending only on |g|C5(D¯) and the quantities
in (4.1). Next, we proceed by induction. Assume, for some k ≥ 1 and r = rk > 0,
|ϕraij |C˙k,γ + |ϕrN−1|C˙k,γ + |D(ϕrN−1)|C˙k−1,γ + |D(ϕrM)|C˙k−1,γ
+ |∂s(ϕrN−1)|C˙k,γ + |t∂t(ϕrN−1)|C˙k,γ ≤ Ck,
(7.8)
where Ck and rk are positive constants depending only on |g|C4+k(D¯) and the quantities
in (4.1). Applying Lemma 8.3 to (7.5) for α = k + γ, we get
|D(ϕrN−1)|C˙k,γ + |∂ss(ϕrN−1)|C˙k,γ + |t(ϕrN−1)|C˙k+2,γ ≤ Ck+1,
where r = rk+1 and Ck+1 are positive constants also depending on C
4+k-norm of g. This
implies, with (7.6),
|t∂t(ϕrN−1)|C˙k+1,γ + |D(ϕrM)|C˙k,γ ≤ Ck+1.
Thus we have completed the proof of (7.8) for k + 1.
Finally, differentiating (7.5) and (7.6) in t and using Lemma 8.3 we get estimates for
higher order derivatives of N an M . Thus the present theorem has been proved. 
By combining Theorem 2.7 and Theorem 7.1, we obtain the following global estimate.
Theorem 7.2. Let k ≥ 2 be an integer, Σ be an Alexandrov-Nirenberg surface in R3 of
class Ck+4, with the induced metric g in D, and r be the position vector of Σ. Then, for
any α ∈ (0, 1),
|r|Ck,α(D¯) ≤ C
(
k, α, |g|Ck+3(D¯), max
∂D
1
|∇K| , max∂D
1
|kg|
)
.
Theorem 1.2 follows as a consequence of Theorem 7.2.
8. Appendix: W 2,p Estimates and Schauder Estimates
In this section, we prove several regularity estimates for degenerate elliptic equations as
(3.1) with characteristic degeneracy on boundary. Most related techniques and notations
are used in [18].
For the sake of convenience, we first give a brief explanation. For p ∈ (1,∞) and
α ∈ (0, 1), define Ip(u) and Iα(u) by
Ip(u) = ‖u‖Lp(R2
+
) + ‖ut‖Lp(R2
+
) + ‖uss‖Lp(R2
+
) + ‖t
1
2ust‖Lp(R2
+
) + ‖tutt‖Lp(R2
+
),
and
Iα(u) = ‖u‖C˙α(R¯2
+
) + ‖ut‖C˙α(R¯2
+
) + ‖uss‖C˙α(R¯2
+
) + ‖t
1
2ust‖C˙α(R¯2
+
) + ‖tutt‖C˙α(R¯2
+
).
For an α in R1+\Z, we define a function f in C˙α(R¯2+) if
(8.1) ‖f‖C˙α(R¯2
+
) =
∑
|β|≤[α]
|Dβxf |C(R¯2+) + [f ]C˙α(R¯2+) <∞,
where
(8.2) [f ]C˙α(R¯2
+
) =
∑
|β|=[α]
sup
y≥0,x 6=x¯∈R1
(
|Dβxf(x, y)−Dβxf(x¯, y)|
|x− x¯|α−[α]
)
.
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It should be emphasized that the derivatives involved in C˙α-norm are all x-directions.
Denote by W
2,p
as the completion of C∞c (R¯
2
+) under the norm Ip.
For a > 3/2, consider a degenerate elliptic boundary value problem
Lu = t∂2t u+ a∂tu+ ∂ssu = f in R
2
+,
u→ 0 as s2 + t2 →∞ and u is bounded near t = 0.(8.3)
We recall a result about a special solution u = K(f). (See [18] for details.)
Theorem 8.1. Let a > 3/2 be a constant and let p ∈ [2,∞) and α ∈ (0, 1). Then, for
any f ∈ C∞(R¯2+) with supp{f} ⊂ {|s| ≤ T, 0 ≤ t ≤ T}, u = K(f) satisfies
‖tutt‖Lp(R2
+
) + ‖t
1
2ust‖Lp(R2
+
) + ‖uss‖Lp(R2
+
) + ‖ut‖Lp(R2
+
) + ‖u‖Lp(R2
+
)
≤ CpT ‖f‖Lp(R2
+
),
(8.4)
and
[tutt]C˙α(R¯2
+
) + [t
1
2ust]C˙α(R¯2
+
) + [uss]C˙α(R¯2
+
) + [ut]C˙α(R¯2
+
) + |u|C(R¯2+)
≤ CαT |f |C˙α(R¯2
+
),
(8.5)
for some universal constants CpT and CαT depending only on n, a and T , and p and α
respectively.
In the following, we study the regularity of solutions of
(8.6) Lu = tutt − ta12ust + a11uss + b2ut + b1us = f in R2+.
Let ϕ ∈ C∞0 (B1) be a cut-off function and ϕ = 1 in B1/4. Define
ϕr(s, t) = ϕ
(
s
r
,
t
r
)
.
Now we have two lemmas.
Lemma 8.2. Let a12, b1 be bounded and a11 and b2 be continuous near the origin 0 ∈ R2
with a11(0) = 1 and b2(0) > 2. Suppose u ∈ C2(R2+)∩L∞loc(R¯2+), with tut, us ∈ L2loc(R¯2+),
satisfies (8.6), for some f ∈ L∞loc(R¯2+). Then, there exists an r > 0 such that
‖D(ϕru)‖L6(R2
+
)+‖ϕrtu‖W 2,6(R2
+
)+‖t
1
2ϕr∂stu‖L6(R2
+
)+‖ϕr∂2su‖L6(R2
+
)+|ϕru|C 23 (R¯2
+
)
≤ C,
where C is a positive constant depending only on the L2-norms of ϕ2ru, ϕ2rus and tϕ2rut,
the modulus continuity of a11 and b2 at 0, and the L
∞-norms of ϕ2ra12, ϕ2rb1 and ϕ2rf .
Proof. We write
(8.7) a11 = 1 + a¯11, b2 = a+ b¯2 with a¯11(0) = b¯2(0) = 0, a > 2,
for some continuous functions a¯11 and b¯2 and some constant a. Set ur = ϕru. Then ur
satisfies
(8.8) L1ur ≡ t∂ttur + ∂ssur + a∂tur +Q(ur) = fr,
where
Q(ur) = ϕ2r
(
b¯2∂tur − ta12∂tsur + a¯11∂ssur
)
,
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and
fr = (Lϕr)u+ 2t∂tϕrut − 2ta12∂sϕrut − 2ta12∂tϕrus + 2∂sϕrus
− b1∂sur + ϕrf.
By the assumption of the present lemma, it is easy to see fr ∈ L2(R2+). For some
λ ∈ (0, 1], change the variables s → λ−1s, t → λ−2t, and still denote the new variables
by s, t. Then equation (8.8) is reduced to
(8.9) t∂ttur + ∂ssur + a∂tur +Qλ(ur) = fr,λ = λ
2fr,
where
Qλ(ur) = ϕ2r
(
b¯2∂tur − λta12∂stur + a¯11∂ssur
)
.
Using the operator K in Theorem 8.1, we can rewrite (8.9) in an integral equation
(8.10) ur = R(ur) = λ
2K(fr)−K(Qλ(ur)).
Set
I∗ = I2(K(fr)),
and
S2 = {v ∈W 2,2 : I2(v) ≤ I∗}.
We note, by Theorem 8.1,
I∗ ≤ C‖fr‖L2 .
By (8.4), we have, for any v ∈ S2,
I2(R(v)) ≤ λ2I2(K(fr)) + I2(K(Qλ(v)))
≤ λ2I∗ + ( sup |b¯2ϕ2r|+ sup |a¯11ϕ2r|+ λ sup |ϕ2ra12|)I2(v)
≤
(
λ2 +
1
2
)
I∗ ≤ I∗,
if λ and r are chosen small enough. This follows from the assumptions on the continuity
of a¯11, b¯2 at 0 and the boundedness of a12. We also have
I2(R(v1)−R(v2)) = I2(Qλ(v1)−Qλ(v2)) ≤ 1
2
I2(v1 − v2),
for some smaller λ and r. Then, by the contraction mapping principle, there exists a
v ∈ S2 such that
v = R(v) = −K(Qλ(v)) + λ2K(fr).
Pulling back to the original coordinates (s, t), we get
L1v = tvtt + vss + avt +Q(v) = fr,
and
(8.11) I2(v) ≤ C‖fr‖L2 ,
for some constant C under control. Lemma 5.2 in [18] yields
|v(s, t)| ≤
{
Ct−a+
1
2 for t ≥ 4,
C|s|−1 for |s| ≥ 4,
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and hence, for any δ > 0 and ǫ > 0,
lim
R→∞
inf
s2+t2=R2
(ur − v + δtǫ+1−a) ≥ 0.
Also by the definition of I2(v), we have tv ∈ H2(Ω1), where Ω1 = R1 × (0, 1), and hence
tv ∈ Cα(BR(0) ∩ Ω¯1), for any α ∈ (0, 1), by the Sobolev embedding. Fixing ǫ > 0 such
that a > 2 + ǫ, we have, for any δ > 0,
inf
|s|≤R, t→0
(ur − v + δtǫ+1−a)
≥ inf
|s|≤R, t→0
tǫ+1−a
(
ta−1−ǫur +
δ
2
)
+ inf
|s|≤R, t→0
1
t
(
−tv + δ
2
tǫ+2−a
)
≥ 0.
Note that
L1(tǫ+1−a) = (ǫ+ 1− a)(ǫ+ ϕ2r b¯2)tǫ−a ≤ 0,
for some smaller r independent of δ. Hence,
L1(ur − v ± δtǫ+1−a) ≶ 0.
Then an application of the maximum principle yields
|ur − v| ≤ δtǫ+1−a.
Passing to the limit δ → 0, we have ur = v. Therefore from (8.11) and the definition of
I2(v) it follows that, for some constant C under control,∫
t(∂t∂sur)
2 + (∂ssur)
2 ≤ C,
which implies ∂sur ∈ L6(R2+) by (5.1). So far we have proved t∂tur, ∂sur ∈ L6(R2+).
Repeating the same arguments, we can prove that I6(ur) is bounded for a smaller r
and hence, ∂tur, ∂sur ∈ L6(R2+). Using the Sobolev embedding theorem, we have ur ∈
Cα(R¯2+) with α = 2/3. This ends the proof of the present lemma. 
Lemma 8.3. In addition to the hypotheses in Lemma 8.2, we assume, for some α ∈
R1+ \ Z,
a12, a11, b2, b1 ∈ C˙α(R¯2+), f ∈ C˙αloc(R¯2+),
and
u, tut, us ∈ C2(R2+) ∩ C˙αloc(R¯2+).
Then, there exists an r = r(α) > 0 such that
Iα(ϕru) ≤ C,
where C is a positive constant depending only on α, the C˙α-norms of ϕ2ru, ϕ2rus, tϕ2rut
and ϕ2rf , and the C˙
α-norms of ϕ2ra12, ϕ2ra11, ϕ2rb2 and ϕ2rb1.
The proof is similar to that of Lemma 8.2 and is omitted.
Now we prove a regularity result.
Theorem 8.4. Let a12, a11, b2, b1 and f be C
∞ in R¯2+ with a11 > 0 and b2(s, 0) > 2, and
u be a solution of (8.6) with t
1
2 ∂tu, ∂su ∈ L2loc(R¯2+). Then u is C∞ in R¯2+.
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Proof. It suffices to prove the smoothness near (s, t) = (0, 0). First, by Lemma 8.2, we
have, for some cutoff function ϕr,
‖ϕru‖W 1,6(R2
+
) + ‖tϕru‖W 2,6(R2
+
) + ‖ϕr∂2su‖L6(R2
+
) + ‖t
1
2ϕr∂stu‖L6(R2
+
) ≤ C.
By the Sobolev embedding in [18](Lemma B.3), we have, for γ = 1− 12 − 26 = 16 ,
(8.12) |ϕru|Cγ + |ϕrt∂tu|Cγ + |ϕr∂su|Cγ ≤ C.
Next, we apply Lemma 8.3 by taking α = γ. Hence,
Iγ(ϕru) ≤ C1,
and, in particular,
|ϕru|C˙1,γ + |D(ϕru)|C˙γ + |∂s(ϕru)|C˙1,γ + |t∂t(ϕru)|C˙1,γ ≤ C1,
for some constant C1 and smaller r = r1. Next, we proceed by induction. Assume, for
some k ≥ 1 and r = rk > 0,
(8.13) |ϕru|C˙k,γ + |D(ϕru)|C˙k−1,γ + |∂s(ϕru)|C˙k,γ + |t∂t(ϕru)|C˙k,γ ≤ Ck.
Applying Lemma 8.3 to (8.6) for α = k + γ, we get
|D(ϕru)|C˙k,γ + |∂ss(ϕru)|C˙k,γ + |t(ϕru)|C˙k+2,γ ≤ Ck+1,
where r = rk+1 and Ck+1 are positive constants. This implies
|t∂t(ϕru)|C˙k+1,γ ≤ Ck+1.
Thus we have completed the proof of (8.13) for k + 1.
Finally, differentiating (8.6) and using Lemma 8.3, we get estimates for higher order
derivatives of u. Thus the present theorem has been proved. 
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