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Abstract 
The study of neuronal and neurodegenerative diseases requires the development of new tools 
and technologies to create functional neuroelectronics allowing both stimulation and recording of 
cellular electrical activity. In the last decade organic electronics is digging its way in the field of 
bioelectronics and researchers started to develop neural interfaces based on organic 
semiconductors. The interest in such technologies arise from the intrinsic properties of organic 
materials such as low cost, transparency, softness and flexibility, as well the biocompatibility and 
the suitability in realizing all organic printed systems. In particular, organic field-effect transistor 
(OFET) -based biosensors integrate the sensing and signal amplification in a single device, paving 
the way to new implantable neural interfaces for in vivo applications. 
To master the sensing and amplification properties of the OFET-based sensors, it is mandatory 
to gain an intimate knowledge of the single transistors (without any analytes or cells) that cannot 
be limited to basic characterizations or to general models. Moreover, organic transistors are 
characterized by different working principles and properties as respect to their inorganic 
counterpart. We performed pulsed and transient characterization on different OFETs (both p-type 
and n-type) showing that, even though the transistors can switch on and off very fast, the 
accumulation and/or the depletion of the conductive channel continues for times as long as ten 
seconds. Such phenomenon must be carefully considered in the realization of a biosensor and in its 
applications, since the DC operative point of the device can drift during the recording of the cellular 
signals, thus altering the collected data. We further investigate such phenomenon by performing 
characterizations at different temperatures and by applying the deep level transient spectroscopy 
technique. We showed that the slow channel accumulation (and depletion) is due to the 
semiconductor density-of-states that must be occupied in order to bring the Fermi energy level close 
to the conduction band. This is a phenomenon that can takes several seconds and we described it 
by introducing a time-depend mobility. We also proposed a technique to estimate the behavior, in 
time, of the position of the Fermi energy level as respect to the conduction band. 
To understand the electrochemical transduction processes between living cell and organic 
biosensor, we realized two-electrodes structure (STACKs) where a drop of saline solution is put 
directly in contact with the organic semiconductor. On these devices, we performed electrochemical 
impedance spectroscopy at different DC polarizations and we developed an equivalent circuit 
model for the metal-organic semiconductor-solution structures that are typically used as transducers 
in biosensor devices. Our approach was extending the standard range of the bias voltages applied 
for devices that operate in water. This particular characterization protocol allowed to distinguish 
and investigate the different mechanisms that occur at the different layers and interfaces: adsorption 
of ions in the semiconductor; accumulation and charge exchange of carriers at the 
semiconductor/electrolyte interface; percolation of the ionic species through the organic 
semiconductor; ion diffusion across the electrolyte; ion adsorption and charge exchange at the 
platinum interface. We highlighted the presence of ion percolation through the organic 
semiconductor layer, which is described in the equivalent circuit model by means of a de Levie 
impedance. The presence of percolation has been demonstrated by environmental scanning electron 
microscopy and profilometry analysis. Although percolation is much more evident at high negative 
bias values, it is still present even at low bias conditions. In addition, we analyze two case studies 
of devices featuring NaCl (concentration of 0.1M) and MilliQ water as solution, showing that both 
cases can be considered as a particular case of the general model presented in this manuscript.  
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The very good agreement between the model and the experimental data makes the model a valid 
tool for studying the transducing mechanisms between organic films and the physiological 
environment. Hence this model could be a useful tool not only for the characterization and failure 
analysis of electronic devices, such as water-gated transistors, electrophysiological interfaces, fuel 
cells, and others electrochemical systems, but also this model might be used in other applications, 
in which a solution is in intimate contact with another material to determine and quantify, if 
undesired mechanisms such as percolation and/or redox corrosive processes occur. 
Lastly, the knowledge gain on OFETs and STACKs were put together to realize electrolyte-
gated field effect transistors (EGOFETs). We then developed a model to describes EGOFETs as 
neural interfaces. We showed that our model can be successfully applied to understand the 
behaviour of a more general class of devices, including both organic and inorganic transistors. We 
introduced the reference-less (RL-) EGOFET and we showed that it might be successfully used as 
a low cost and flexible neural interface for extracellular recording in vivo without the need of a 
reference electrode, making the implant less invasive and easier to use. The working principle 
underlying RL-EGOFETs involves self-polarization and back-gate stimulation, which we show 
experimentally to be feasible by means of a custom low-voltage high-speed acquisition board that 
was designed to emulate a real-time neuron response. Our results open the door to using and 
optimizing EGOFETs and RL-EGOFETs for neural interfaces.  
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1. Introduction 
Organic electronics, in spite of being more recent with respect to conventional electronics, 
dates back to the fifties. Indeed, many organic substances had been shown to have 
semiconducting[Eley53] as well as photoconductive[Akamatu52] properties, thus stimulating the interest 
of the physics and chemistry communities[Brophy61]. 
In 1963, Bolto et al. reported the first example of high conductive polymer on polypyrrole with 
a conductivity up to 1 S∙cm-1[McNeil63]. The same group also showed that polypyrrole can behave as 
an intrinsic or extrinsic semiconductor with n- or p-type characteristic[Bolto63]. 
Later in 1968, Berets et al. investigated the electrical properties of linear polyacetylene 
showing that its conductivity depends on the extent of the sample oxidation[Berets68]. 
In 1977, the Nobel Prizes Alan J. Heeger, Hideki Shirakawa, and Alan G. MacDiarmid found 
that doped polyacetylene features controlled semiconducting properties with a conductivity that 
can be varied over a range of eleven orders of magnitude depending of the doping type and 
concentration[Chiang77].  
Since then, the interest of the scientific community in organic electronics has seen a dramatic 
increase, and, in the last 40 years, there have been a lot of technological improvements and 
findings. An example is the first organic electroluminescence diode, in 1970, that was originally 
based on a single layer of anthracene[Williams70]. Then, in 1987, the structure was improved using 
two different layers to enhance the injection of both electrons and holes[Tang87], hence developing 
what is considered the first OLED. Few years later, in 1990, the use of conjugated polymer to 
realize more robust structures[Burroughes90] opened the way to the development of today’s OLED 
displays.  
Aside the OLED technology, organic electronics covers a wide interdisciplinary research area 
that includes organic solar cells (from the first heterojunction solar cell[Tang86], to the high efficient 
perovskite-based DSC[Shin17]), thin film transistors (from the first all-organic TFT[Garnier90], to the 
light-emitting field-effect transistor[Hepp03]), and organic sensors for both chemical and biological 
sensors[Lin12], leading to embedded, flexible, and wearable circuits[An17]. 
Among these applications, in the last decade organic electronics is digging its way in the field 
of bioelectronics and researcher started to develop neural interfaces based on organic 
semiconductors. The interest in such technologies arise from the intrinsic properties of organic 
materials such as their flexibility[Gustafsson92] and the suitability in realizing all organic printed 
systems[Sirringhaus00]. Moreover, there are many other interesting properties that make organic 
platform so appealing[Berggren07], including i) the transparency of the thin-film materials that allow 
optical investigation of the tissue in direct contact with the sensor; ii) polymers and molecules can 
be tuned to meet the desired specifications in different kind of sensors; iii) organic semiconductors 
are soft material that can be self-assembled and self-organized mimicking the biological structures; 
iv) organic compounds can be modified by means of bio-molecular groups thus promoting cell 
viability[Tengvall98]; and v) organic electronics devices and biosensors can be fabricated using 
natural, cheap, bio-degradable, and bio-resorbable materials[Głowacki13, Kim10].  
Despite these remarkable properties, organic neural interfaces have not yet reached the market 
because organic transistors and sensors still show poor electrochemical stability when exposed to 
light, air, and water environments[Sirringhaus09]. In addition, organic transistor-based sensors 
typically feature much smaller mobilities and, consequently, lower performance with respect to 
their inorganic counterpart. 
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However, these limits are mainly ascribable to the relatively novelty of the technology. In fact, 
organic field-effect transistors featuring high air[Huang17], thermal[Kuribara12], and bending[Sekitani10] 
stability, as well high carrier mobility for both p-type[Kang13, Takeya07] and n-type[Sun14, Wang17] 
semiconductors have been recently reported. Therefore, organic electronics holds great promise 
for future and reliable neural interfaces. 
In this introductory chapter, we are going to explore the world of organic biosensors for sensing 
neural activity. We will first discuss specifications and requirements that need to be considered in 
designing a new neural interface. Secondly, an overview on inorganic technology will be given. 
Then, organic neural interfaces and organic thin film transistors to sense and stimulate cells 
electrical activity will be reviewed. Later on, we will discuss how neural interfaces can be modelled 
to study and analyze how a living cell and a neural interface interact each to the other. Finally, a 
summary will be drawn and some future perspective will be given. 
1.1. Neural Interfaces Specification and Requirements 
In order to develop targeted therapy, the understanding of neurons behavior is a critical step to 
study neuronal and neurodegenerative diseases, such as Parkinson, Alzheimer, spinal injury, stroke, 
and others brain and neuronal diseases[Buzsáki12]. At this purpose, non-invasive techniques such as 
functional magnetic resonance imaging, positron-emission tomography, and 
electroencephalography allowing three-dimensional analysis have been developed[Menon97, Peyron00]. 
However, such techniques suffer from low spatial and temporal resolution[Fang15]. It is therefore 
highly important to develop technologies capable to record a large amount of data from as many 
neurons as possible whit both high spatial and high temporal resolutions[Alivisatos13]. 
 
 
 
For brain analysis, as depicted in Figure 1.1, three classes of neural interfaces and signals can 
be individuated[Fattahi14]: electroencephalogram (EEG) electrodes, for low frequency signals 
(<100Hz); electrocortiogram (ECoG) interfaces, for low frequency signals (<200Hz); and 
penetrating interfaces, for local field potentials (<200Hz) and action potentials (around 1kHz). 
Despite being non-invasive, EEG recording suffer from low spatial resolution and poor signal-to-
noise ratio (SNR), hence in this review we will focused our attention to implantable neural 
interfaces (i.e. ECoG and penetrating electrodes). 
 
 
 
 
 
 
 
Figure 1.1. (a) Schematic of neural signals (EEGs, ECoGs, LFPs, and spikes) and their properties.  
(b) Schematic of EEG electrode on the skull, ECoG electrode on the surface of brain, and penetrating 
electrodes. 
Reproduced with permission from [Fattahi14]. 
(a) (b)
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On the one hand, penetrating electrodes allow more accurate recording with a good 
spatiotemporal resolution. On the other hand, ECoG interfaces are less invasive, still allowing good 
SNRs. Anyway, during the design and development of implantable neural interfaces (either ECoG 
or penetrating sensors), the following properties and requirements should be considered: 
• Device sensitivity and selectivity 
• Long term stability 
• Surface properties 
• Mechanical properties and transparency 
 
1.1.1. Device sensitivity and selectivity 
Sensitivity and selectivity are two important figures of merit to assess the quality of a biosensor. 
In general, the sensitivity is the capability to discriminate small differences in concentration of the 
test analyte, whereas the selectivity is the capability of the sensor to discriminate the analyte from 
interfering components[Torsi13].  
For a neural interface, the analyte corresponds to the membrane potential of the cell under 
analysis, that can be either the intracellular potential or the extracellular potential. Hence, the device 
sensitivity becomes the capability to discriminate small perturbation in the membrane potentials, 
whereas the selectivity becomes the capability to discriminate and sense a single cell from a bunch 
of neurons or a neural network. 
It is clear that, to achieve high SNRs, in a bio-sensing device, both selectivity and sensitivity 
should be maximized. However, this is not always possible and a good SNR is obtained only by a 
trade-off between sensitivity and selectivity[Fattahi14]. For instance, using a planar micro-electrodes 
array (MEA) technology, lowering the electrodes size increase the sensors selectivity, but it lowers 
the electrodes capacitance and consequently the sensitivity. Conversely, increasing the electrode 
size improves the sensitivity, but leads to a lower selectivity. 
1.1.2. Long term stability 
One of the most important reliability issues is the long-term stability of the neural 
interface[Kotov09]. As reported in Figure 1.2, many different mechanisms can cause the failure of the 
neural implant (for a good review see [Chen17]) Indeed, such kind of sensors are required to operate 
in water environments with a high concentration of ions[Deslouis96, Porrazzo14]. In these conditions, 
electrochemical reactions could take place causing the device failure[Negi10]. 
Other causes of failures are due to the inflammation of the neural tissues nearby the implant  
typically associated to a poor biocompatibility of the implant itself[Heiduschka98, Polikov05], i.e. the living 
cells and/or tissues do not accept the implant. A measure of the neuron density as a function of the 
distance from the implant can be used to quantitative evaluate the biocompatibility of the neural 
interface, as well the extension of the inflammation[Edell92], and mechanisms behind the failure of 
the neural interface can be investigated by either electrochemical impedance spectroscopy[Williams07] 
or optical analysis[McLaughlin13]. 
It is clear that, to improve the reliability of the device, it is necessary to improve its 
biocompatibility. Hence, many different approaches have been proposed, including chemical and 
physical modification of the surface sensing area[Heiduschka98, Moxon07], scaling of the sensor size to 
make the implant less invasive[Szarowski03], development of more soft, flexible and conformable 
materials[Kim10, Rousche01], and the implementation of a rejuvenation protocol to prolong the implant 
life[Johnson05, Otto06].  
Remarkably, implantable neural interfaces featuring sufficient long-term stability to allows in 
vivo implantation that could possibly last for years have been reported[Chestek11, Rousche01]. 
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1.1.3. Surface properties 
Many materials (metals and organic compounds) have proved to be biocompatible and suitable 
for the realization of neural interfaces[Fattahi14, Heiduschka98]. However, the device sensitive interface, 
which has the role to transduce the bioelectrical signals in electrical signals (and vice versa), must 
be carefully designed in order to ensure good performances of the sensor as well as its long-term 
stability. 
One important requirement in developing a good bidirectional device is the sensing surface 
roughness. In fact, for assure the device performance, good cells attachment onto surfaces must be 
guaranteed. Unlike the most of the electronic devices, a device with an optimized surface roughness 
does not mean it has a perfectly flat and homogenous surface. It was in fact shown that, to improve 
cells adhesion, a certain degree of average roughness (from ten to hundreds of nanometers, 
depending the material and the kind of neurons used) must be provided[Khan05, Yang04].  
To further improve the interaction between cells and sensor, the chemical properties of the 
sensing surface play a crucial role. At this purpose, many chemical functionalizations of the surface 
have been proposed. In fact, to improve the cells attachment, the device sensing surface can be 
treated and/or coated with different approaches such as blending, physical adhesion, covalent 
bonding, electrostatic attachment, and electrochemical polymerization (see [Kim11] and references 
cited there in).  
Since water is known to be highly biocompatible, the idea behind the chemical modification is 
to increase the surface hydrophilicity, and therefore wettability, by chemical modifications such as 
plasma treatment[Piskin93], coating with molecules and/or polymers[Amiji93, Arshady93, Kishida91], and cross-
linking with different compounds[Guidoin89, Marois95, Marois96]. In addition, technique like self-assembled 
monolayer (SAM) can be used to functionalize the biosensor surface without interposing a thick 
layer of material, which can separate the real sensing layer from the neuron and thus affecting the 
device sensitivity[Widge07].  
 
Figure 1.2. Failure modes of neural probes, manifested as a loss of neural recording capability, can be 
classified into those related to device design and those related to foreign-body response. Design failure 
mechanisms include mechanical failure of interconnects, degradation and cracking of the insulation, 
electrode corrosion and delamination of probe layers. Biological failure mechanisms include initial 
tissue damage during insertion; breach of the blood–brain barrier; elastic mismatch and tissue 
micromotion; disruption of glial networks; formation of a glial scar; and neuronal death associated 
with the above-mentioned factors, as well as with materials neurotoxicity and chemical mismatch. 
Reproduced with permission from [Chen17]. 
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Among these techniques, the most widely used surface treatments are the functionalization with 
adhesion molecules like poly-D-lysine (PDL) or poly-L-lysine (PLL)[Kim11, Muzzio17], the use of 
protein like laminin[Kleinman85, Matsuzawa96, Offenhäusser97], and the combination of PDL (or PLL) and 
laminin[Joo15, Tam16, White16].  
Notice that, proper surface modifications are not only important to enhance the biocompatibility 
of the implant and to improve cells attachment during in vitro experiments, but are also important 
to promote neurons adhesion to the implanted electrodes and sensors to help in vivo neurons 
regeneration[Cheng06, Goulart16, Suzuki99]. For instance, organosilica sol-gel coatings that promote neuronal 
growth against astrocytes growth, hence limiting glial scar responses, have been recently 
reported[Capeletti16]. 
Among the other requirements, we might cite the electrical properties of the interfacing devices. 
Indeed, the processes of stimulation and recording are characterized by movement of charge from 
the implant toward the cell and vice versa. However, the amount of charge during stimulation is 
much larger than the amount of charge during recording and, since any faradaic and corrosive 
processes should be avoided, the neural interface capacitance should be large enough to promote 
non-faradaic charge transfer only[Harnack04, Merrill05]. Hence, stimulating and sensing electrodes and 
sensors can feature different designs to promote stimulation rather than recording or, conversely, to 
enhance sensing rather than stimulation[Kotov09]. 
 
1.1.4. Mechanical properties and transparency 
The mechanical properties of a neural interface are extremely important during in vivo 
application. Stiff and strong neural interfaces can provide easy and reliable implants. However, for 
what concerns the long-term stability and biocompatibility of the implant, soft and conformable 
materials are more eligible[Kotov09]. In fact, mainly due to micromotions, stiff implants are often able 
to operate for a limited time before the formation of cracks in the sensor substrate, delamination of 
the interfacial layer of the sensor[Cogan04], or formation of gaps between neurons and 
sensors[Twardoch94]. Moreover, micromotions between the neural tissue and the implant can cause an 
inflammatory response, thus leading to the device failure[Chestek11]. On the other hand, soft and 
flexible materials allow to fabricate conformable interfaces able to adapt to irregular surfaces[Kim10, 
Someya05], hence they can provide a better match between implants and neural tissues with consequent 
reduction of inflammations and rejections. 
Finally, another important specification that might be required to a bio-sensor device is the 
partial or complete transparency of the device, allowing the direct monitor of the cells and tissues 
during the experiments. This would allow the inspection of eventual inflammations in vivo[Kapnisis16, 
Shiraishi10], or to simply follow growth and differentiation of neurons by means of confocal 
microscopy in vitro[Chen13, Suter11], as well using illumination to perform cell stimulation (both in vitro 
and in vivo)[Wiegert17]. 
 
1.2. Overview of inorganic devices for neural interfaces 
In the 1780s, using a brass hook and a steel scalpel, Luigi Galvani found that he could stimulate 
the muscular activity of a dead frog. Since then, a lot of electrophysiology experiments where 
carried on to gain knowledge about living cells and tissues by means of electrical measurements, 
with particular interest in neurons (neuroscience).  
Now, the state of the art technologies allows the study of the nervous system through 
implantable neural interfaces able to stimulation and recording of cells’ electrical activity. 
Furthermore, neural interfaces can treat neurological conditions such as Parkinson through deep 
brain stimulation.   
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1.2.1. Micro-electrodes arrays (MEAs) 
The first implantable neural interface, able to record signals from the brain, were insulated 
tungsten wires (with the tips exposed) developed during the fifties[Cheung07], and one of the first 
example of multisite recording was performed by Humphrey et al.[Humprey70] motivating the use of 
multi- or micro-electrode arrays (MEAs)[Hatsopoulos09]. 
Nowadays, thanks to its stability in water, platinum is the most common material used to make 
inert electrodes (i.e. only a negligible amount of platinum ions is released into aqueous solutions). 
In addition, also carbon and iridium are well established materials in bio-electronics[Heiduschka98]: 
carbon is highly stable and biocompatible; iridium is suited as stimulating electrode due to the 
formation of a thin and stable oxide with high charge capacitance. 
The development of the silicon technology and photolithography techniques allowed to 
integrate a large number of electrodes in a small chip. The first silicon based MEAs, now known as 
Michigan array, were fabricated during the seventies[Wise70, Wise75]. State of the art Michigan MEAs 
allow a three-dimensional recording and consist in multiple silicon shanks, each of them hosting a 
number of microelectrodes with well-known spatial distribution (Figure 1.3a).  
 
 
 
 
Figure 1.3. (a) Schematic of two stacked Michigan array composed of a single-shank and a four-shank 
probe, respectively. (b) Scanning electron micrograph of a Utah electrode array and a higher 
magnification image of one electrode depicting tip exposure (∼100 μm) which forms the active site for 
stimulation and/or recording of neural signals. (c) Scanning electron micrograph of a Utah array with 
graded variation from 0.5 to 1.5 mm in the microelectrode length. (d) Schematic cross-sections of i) a 
noble metal electrode interface connected to on- or off-chip readout electronics and ii) an example of 
dielectric interface with built-in pre-amplification CMOS transistor. (e) Microphotograph of a chip  
that includes the MEA sensor with pre-amplifier and other on-chip electronics. 
Reproduced with permission from: [Thewes16] for (a); [Negi10] for (b);  
[Eversmann03] for (c); [Ballini14] for (d); [Barz17] for (e). 
i) ii)
(a) (b)
(c)
(d) (e)
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An alternative to Michigan electrodes are the Utah arrays (Figure 1.3b and Figure 1.3c). Utah 
arrays are typically formed by 100 sharpened needles made of silicon with the tips covered by 
platinum. Each needle is electrically insulated from its neighbour by a parylene coating to gain a 
better selectivity and, consequently, a better SNR. 
Notice that, both Michigan and Utah arrays are passive electrodes. However, thanks to the 
CMOS fabrication processes, each electrode in the array can be realized with a built-in transistor to 
pre-amplify the signal, hence reducing the size of the implants. An example of integrating on chip 
electronic is schematically reported in Figure 1.3d, whereas Figure 1.3e shows the 
microphotograph of an array of 128x128 electrodes with integrated on-chip electronics for pre-
amplify and multiplex signals from a neural network[Barz17]. Remarkably, a highly integrated MEA 
with more than 26000 electrodes for in vitro applications was recently reported[Badi03]. 
Aside the most common Michigan and Utah arrays, other silicon-based, ceramic, and microwire 
electrodes have been proposed, and we invite the readers to refer to the following reviews: 
[Cheung07] and [Fattahi14].   
1.2.2. Field-effect transistors-based neural interfaces 
CMOS technology allows on-chip electronics for high integration of sensors and signal 
analysis. Moreover, to overcome the issues due to faradic processes undergoing at the 
electrode/solution interfaces, an insulator such as SiO2 is interpose between the pure metal and the 
electrolyte (Figure 1.3d, example ii)). Hence, as shown in Figure 1.4a, to further improve the SNR, 
the MOSFET pre-amplifier can be put directly at the cell-dielectric interface without need of the 
metal interconnection between the transistor and dielectric interface. 
 
 
Figure 1.4. (a) Schematic of an EOSFET device interfacing a living cell. (b) IDS and VM of a sequence 
of action potentials triggered by current pulses as marked at the bottom. (c) Schematic representation 
and equivalent circuit of neuron pair connected by an electrical synapse and interfaced by capacitive 
stimulators and ﬁeld-effect transistors. (d) Electron micrograph of a transistor needle chip showing the 
needle with four transistors and a portion of the contact plate with one of the metalized bond pads. 
Reproduced with permission from: [Poghossian09] for (a); [Fromherz91] for (b);  
[Zeck01] for (c); [Felderer11] for (d). 
IDS
V
M
Current 
stimuli 
(a) (b)
(c) (d)
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This structure takes the name of EOSFET (electrolyte–oxide–semiconductor field-effect 
transistor) and was first studied during the seventies[Siu79]. One of the first example of interfacing a 
silicon EOSFET with a neuron was reported by Fromherz et al.[Fromherz91], in 1991, who showed how 
the transistor current (IDS) could perfectly reproduce the membrane potential (VM) measured by an 
implanted microelectrode (Figure 1.4b). 
Notice that, unlike microelectrodes, EOSFETs can sense biological signals but cannot stimulate 
cellular activity. Thus, as schematically depicted in Figure 1.4c, to perform both sensing and 
stimulations a microelectrode has to be placed adjacent to the transistor to stimulate the neurons. 
Such stimulating electrode can be easily implemented using the EOS (electrolyte–oxide–
semiconductor) technology. However, insulated electrodes can provide smaller stimulating current 
densities as respect to iridium electrodes[Heiduschka98, Vassanelli14], hence larger electrode area and/or 
larger stimulation voltages are required. 
Despite arrays of EOSFETs are manly used during in vitro experiments, silicon needles hosting 
four EOSFET sensors (Figure 1.4d) have been fabricated and successfully tested in vivo[Felderer11]. 
Moreover, an EOSFETs array composed by 16000 transistors has been succesfully tested to 
perform high-resolution in vivo ECoG[Vassanelli12]. 
1.3. Organic neural interfaces 
In chapter 1.2, we learned that biocompatibility is the most important characteristic that a neural 
interface should have. However, the mechanical mismatch between the inorganic materials and the 
biological tissues limits the biocompatibility of the implants since, due to micromotions, the rigidity 
of the implanted devices might cause an inflammation of the surrounding tissues, and therefore the 
rejection of the implant itself[Fang15].  
For this reason, soft, lightweight, and flexible organic materials able to mimic the nature of the 
living tissues are getting more and more interesting to develop neural interfaces for in vivo 
applications. 
Given the softness of these materials, organic neural interfaces usually consist in non-
penetrating implant, and are oriented towards the ECoG implants. 
 
ECoG electrodes allow less invasive implants as respect to penetrating electrodes. By way of 
example, Figure 1.5a reports Utah arrays implanted in the brain of a monkey, whereas Figure 1.5b 
reports a flexible ECoG for multisite recording, showing that, unlike penetrating electrodes, ECoG 
stimulation and recording can be performed with minimum risk of damaging the brain tissues.  
Moreover, ECoG implants, despite suffering for less selectivity as respect to penetrating 
electrodes, they can be used to map the brain activity and to perform activity recognitions such as 
the prediction of the limbs movements[Pistohl08].   
We then now focus on organic technologies (electrodes and transistors) for ECoG applications. 
 
Figure 1.5. (a) Multisite 672-microwire implant. (b) ECoG Electrodes on the lateral sulcus surface. 
Reproduced from: [Nicolelis03] for (a); [Fukushima14] for (b). 
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1.3.1. Organic micro-electrodes arrays 
The latest improvements in the organic bioelectronics area have proven that organic MEAs are 
becoming a mature technology with performance comparable, or exceeding, with the inorganic 
counterpart.  
For instance, unlike inorganic MEAs, organic ECoG electrodes can be successfully combined 
with computer tomographic (CT) and magnetic resonance (MR). Indeed, Ahamdi et al. have shown 
that the presence of organic ECoG electrodes does not induce artefacts on CT and MR 
images[Ahmadi16]. Moreover, the temperature increase during MR imaging, was recorded to be 3.84°C 
without any electrodes, 4.05°C with organic ECoG electrodes, and 10.13°C with standard inorganic 
ECoG electrodes. 
 
 
Another recent example was reported by Kaiju et al. that performed somatosensory evoked 
potentials (SEPs) analysis on macaque monkeys[Kaiju17]. They made use of three MEAs, each 
counting 32 gold electrodes deposited onto a flexible parylene-C substrate, where a golden wire 
was used as reference electrode (Figure 1.6a). Stimulating the brain activity by means of a coil 
electrode for finger stimulation, the authors were able to predict (with maximum accuracy reached 
in less than 15ms) which finger was stimulated and the intensity of the stimulation (a map of the 
accuracy is reported in Figure 1.6b). Their results are comparable to those obtained by multi-unit 
studies using penetrating electrodes[Nelson80, Pons87], promoting the suitability of organic ECoG 
electrodes in recording neural activity. Moreover, unlike penetrating electrodes, the position of 
organic ECoG arrays can be easily adjusted during surgery without damaging the brain tissues, thus 
ensuring that the organic implant perfectly adheres to the curved surface of the brain. 
Another important advantage of organic ECoG electrodes is that organic implants can be easily 
fabricated in a lot of different forms and shapes. These are very interest and important features that 
allow to design electrodes optimized for the recording of specific areas. Thanks to these properties, 
Fukushima et al. developed an ECoG array consisting in 256 electrodes for bipolar recording at 128 
sites (Figure 1.7a) to record neural activity simultaneously from the medial and lateral cortical 
surface, and from the supratemporal plane (STP) in monkeys[Fukushima14].  
Figure 1.7b shows a cross section of the MEA used by Fukushima and coworkers[Fukushima14], 
which consist in a very thin polyimide (PI) substrate with copper electrodes that were insulated by 
12µm-thick PI, except for the exposed pad that were plated in gold, hence ensuring the 
biocompatibility of the implant. 
 
Figure 1.6. (a) Operative view of electrode placement. The three areas surrounded by the white line 
represent each electrode patch. Patches A and B were partially overlapped. Each patch was flexible 
and curved along the brain surface. A section of each patch was inserted into the central sulcus. The 
insert shows the photograph of one MEA. (b) Accuracy obtained from single-channel predictions are 
showed by pseudo colors. The yellow star indicates the channel with maximum accuracy. The two 
asterisks indicate broken channels. 
Reproduced with permission from [Kaiju17]. 
(a) (b)
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Another common organic material used to fabricate flexible substrate and biocompatible 
encapsulation is parylene-C[Chang07, Seymour07, Takeuchi05]. An example is reported in Figure 1.7c, where 
a 16 platinum electrodes (one of which working as reference electrode) array was fabricated onto 
12µm of flexible parylene-C substrate[Chang13]. 
Notice that, in order to allow minimal implantation damage and to fit the curved surface of the 
neuronal tissues, device thickness, flexibility and bio-compatibility are the criteria to design 
functional ECoG electrodes that allow in vivo recording during behavior. However, another 
important criterion is the electrochemical impedance of the implanted electrodes that should be as 
small as possible. For this reason, Dong et al. fabricated a 32 channel MEAs with Cr/Ag/Cr 
electrodes (Figure 1.7d) showing that the less expensive silver electrodes feature a much smaller 
impedance as respect to standard gold and platinum electrodes[Dong17]. 
Despite all the advantages with respect to the inorganic counterpart, one major failure 
mechanism of organic MEAs is the delamination of the metal electrodes (e.g. gold) on top of the 
flexible substrate. Lee et al. solved this issue by encapsulating the electrodes using 
polydimethylsiloxane (PDMS)[Lee17]. Figure 1.7e shows the comparison between gold electrodes 
with and without PDMS encapsulation. Remarkably, despite the increase of the electrode 
impedance, the PDMS-coated electrode is still able to correctly detect the biological signals through 
capacitive coupling with the living tissue while preventing the delamination of the gold electrode.    
 
Figure 1.7. (a) Spatial layout of the 256 electrodes array for multisite recording[Fukushima14]. The three 
sections outlined by the dashed lines, were designed for the medial wall (26 electrodes), the lateral 
surface (212 electrodes), and the supratemporal plane of the lateral sulcus (18 electrodes, STP array), 
respectively. A pair of electrodes designed for bipolar recording is magnified in the insert. (b) 
Schematic representation of a section of the array reported in (a). The total thickness of the electrode is 
53–56μm. (c) Photograph and schematic cross section of the 16 electrodes array reported in 
[Chang13]. (d) Demonstration of the ﬂexibility of the 32 electrodes array reported in [Dong17]. (e) 
PDMS-encapsulated (left) and non-encapsulation (right) electrodes, retrieved 4 weeks after 
subcutaneous in vivo implantation. 
Reproduced with permission from: [Fukushima14] for (a) and (b);  
[Chang13] for (c); [Dong17] for (d); [Lee17] for (e). 
(a) (c)
(b)
(d)
(e)
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Another outstanding result was achieved by Kim et al. who created a mesh of 30 gold electrodes 
fabricated on top of a silk bio-resorbable substrate[Kim10]. They first fabricated MEAs on top of PI 
substrates featuring different thicknesses (from 2.5µm up to 76µm), showing how the adhesion 
between the sensor and the brain surface increases reducing the thickness of the substrate. Hence, 
they fabricated a mesh of electrodes onto a silk support that, once applied to the wet surface of the 
brain, starts to dissolve, being reabsorbed by the living tissues, leaving exposed only the electrodes 
that get conformally wrapped to the brain surface creating a perfect adhesion (Figure 1.8). 
At last, graphene and penetrating electrodes are worth to be mentioned. 
Graphene electrodes have a slightly higher impedance and smaller charge injection capacity 
compared to platinum and gold electrodes. However, these metal electrodes have a low light 
transmission, limiting their usefulness in combining electrical recording/stimulation with optical 
imaging, calcium imaging or optogenetic stimulation of cells[Harris17]. Hence, to overcame this 
limitation, Park et al. fabricated an array of graphene-based electrodes on top of a parylene-C 
substrate and they performed bright-field and fluorescence images comparing the results with 
standard platinum electrodes (Figure 1.9a)[Park14].  
Aside planar graphene electrodes, carbon nanofiber impregnated into conductive 
polyethylene[Guo17] and graphene oxide microfibers insulated with parylene-C[Apollo15] flexible and 
penetrating electrodes have been developed.  
These ﬂexible organic and hybrid electronics, can be introduced deep in the brain through 
releasable injection microneedles[Kim13], through capillary syringe needles[Liu15], stereotaxically 
implanted after rapid freezing in liquid nitrogen[Xie15], or by coating the electrodes with a rigid and 
dissolvable sucrose carrier needle (Figure 1.9b)[Apollo15]. 
 
Figure 1.8. (a) Schematic illustration of clinical use of a representative device in an ultrathin mesh 
geometry with a dissolvable silk support. (b) Image of the mesh electrodes array. (c) Image of the mesh 
electrode array on a feline brain (left) and the average evoked response from each electrode (right) 
with the color showing the ratio of the rms amplitude of each average electrode response  
in a 200ms window. 
Reproduced with permission from [Kim10]. 
(a)
(b) (c)
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1.3.2. Organic field-effect transistor neural interfaces 
Organic and flexible MEAs have proven to allow reliable in vivo recording by reducing the risk 
of rejection of the implant as respect to their inorganic counterpart. However, since passive 
electrodes can provide a limited SNR, organic transistor-based sensors able to performed in-situ 
amplification of the recorded signals are being investigated. Such transistors can be subdivided into 
two categories: organic electrochemical transistors (OECTs) and electrolyte-gated organic field-
effect transistors (EGOFETs). 
OECTs date back to 1984, and polypyrrole was used as conductive polymer[White84]. Now, the 
most commonly used material is poly(3,4-ethylenedioxythiophene) (PEDOT) that can be doped 
with poly(styrene sulfonate) (PSS) as well as glycosaminoglycan (GAG) to enhance its conductivity 
and/or its biocompatibility[Mantione16]. In a OECT, the source-to-drain current is modulated by ions 
penetrating the polymer hence doping/de-doping the material and consequently modulating the 
concentration of carriers contributing to the current[Bernards07]. Therefore, such interaction between 
ionic and electronic worlds promote the use of OECTs to realize flexible and biocompatible neural 
interfaces with high SNR.  
 
Figure 1.9. (a) Bright-field (top) and fluorescence images (bottom) of semi-transparent graphene-
based electrodes (left) compared to platinum electrodes (right). (b) Flexible electrode insertion into 
feline visual cortex. i) the electrode is coated in a rigid sucrose carrier needle and ii) implanted into the 
brain. iii) and iv) the electrode is removed from brain after 15 min of recording; sugar needle is 
completely dissolved.  
Reproduced with permission from: [Park14] for (a); [Apollo15] for (b). 
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An example was recently reported by Yao et al. whose fabricated OECTs sensors on both rigid 
and flexible substrates (Figure 1.10a and Figure 1.10b), demonstrating SNRs as high as 20dB 
during in vitro recording of spontaneously firing cardiomyocyte-like cells (Figure 1.10b)[Yao15]. 
Another example was reported by Khodagholy and coworkers who designed an ECoG probe 
where each OECT was juxtapose by a surface electrode, both fabricated using PEDOT:PSS as 
conductive polymer deposited onto a thin film of parylene (Figure 1.11a) [Khodagholy13a]. The authors 
performed in vivo recording experiments on a rat brain (Figure 1.11b), and they compare their 
PEDOT-based sensors with a silicon-base penetrating MEA counting 16 iridium electrodes. The 
OECT devices were wired in a common source conﬁguration as shown in Figure 1.11b, with the 
grounded screw used as the gate electrode. Figure 1.11c shows the comparison among the three 
different neural interfaces (OECT, organic surface electrode, and inorganic penetrating electrode) 
simultaneously recording from the same subject and from the same area of the rat brain. 
Remarkably, the two organic ECoG sensors (OECT and surface electrode) reported higher SNR as 
respect to the Ir-penetrating electrodes. Moreover, the OECTs devices yielded to SNRs up to 44dB, 
against a 24dB of the simple surface electrode, highlighting the great advantages of in-situ 
amplification provided by organic transistors-based neural interfaces. 
The same research group realized the architecture reported in Figure 1.11a over a rigid and 
removable shuttle, hence fabricating a penetrating and flexible neural interface, where an OECT 
and an adjacent surface electrode can be inserted deep into the brain[Williamson15]. The surface 
electrode could be used as a local gate for each transistor, as a sink for stimulation currents, or as a 
simple recording or stimulation electrode. Figure 1.11d shows the penetrating probe (flexible 
neural interface and shuttle) as well the representation of how the probe is inserted and how the 
shuttle is delaminated from the parylene substrate and therefor removed from the brain. 
 
Figure 1.10. (a) Schematic view of cardiomyocyte-like cells integrated with an OECT. (b) Photographs 
of a ﬂexible OECT array device in bent condition. (c) Representative traces of continuous and single 
APs recorded by an OECTs (on rigid substrate). Current traces were converted to voltage through a 
10kΩ resistor and amplified by a factor 100. 
Reproduced with permission from [Yao15]. 
(a)
(b)
(c)
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Similar to the OECTs technology, electrolyte-gated organic field-effect transistors (EGOFETs), 
also known as water-gated OFET, are worth to be mentioned. EGOFETs devices can operate either 
with pure water or saline solutions as gate medium, and they can be fabricated using many different 
semiconductors (both p- and n-type)[Cramer12, Kergoat10, Porrazzo14, Porrazzo17].   
Such transistors are characterized by currents that are much smaller than the OECT 
counterpart[Khodagholy13b, Larsson11]. However, in an OECT, the on/off switch is produced by transfer of 
ions from the electrolyte and the semiconductor (doping/de-doping)[Kergoat12], whereas only 
capacitive processes occur for EGOFETs, without charge transfer[Wang16]. Consequently, EGOFETs 
are intrinsically faster and more stable than OECTs[Larsson11], hence they can be successfully 
employed as sensors for different kind of analytes (for a review see [Wang16]).  
Cramer et al. deposited a thin film of pentacene, with a thickness of 9nm, to fabricate EGOFET 
devices to perform in vitro recording and stimulation (using the liquid gate as stimulating electrode) 
of neural network activity (Figure 1.12a)[Cramer13]. They showed that murine neural stem cells can 
be adhered on top of functional devices without the need for an additional layer of cell-adhesive 
molecules (e.g. PDL), and then diﬀerentiated into neuronal networks (Figure 1.12b). The 
EGOFET-based sensor exhibited a very good stability under standard cell culture conditions for 
nine days, and, after liquid-gate stimulation, it was able to successfully detect the neural network 
activity (Figure 1.12c). 
The same group recently showed that EGOFETs devices with incorporated gold nanoparticles 
(Figure 1.12d) can behave both as a transistor and as a memristor[Desbief16], hence opening the door 
to new multifunctional bio-sensing devices. 
 
Figure 1.11. (a) Optical micrograph (left) and schematic layout (right) of the channel of OECT and 
surface electrode (left), in which the Au ﬁlms that act as source (S), drain (D) and electrode pad (E) are 
identiﬁed. (b) Optical micrograph of the ECoG probe placed over the somatosensory cortex (left) with 
the craniotomy surrounded by dashed lines; and wiring layout of the transistor (right) with the blue box 
indicating the brain of the animal. (c) Recordings from an OECT (pink), a PEDOT:PSS surface 
electrode (blue) and an Ir-penetrating electrode (black). The transistor was biased with VDS=-0.4V 
and VGS=-0.3V, and the scale of 10mV is for both surface and penetrating electrodes. (d) Layout of the 
entire probe showing the parylene and the shuttle parts (top), corresponding optical micrograph 
(bottom), and principle of delamination (right). 
Reproduced with permission from: [Khodagholy13a] for (a), (b), and (c); [Williamson15] for (d). 
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Graphene solution-gated ﬁeld-effect transistors (G-SGFETs) depicted in Figure 1.13a, are 
another alternative to stiff inorganic neural interfaces (Figure 1.13b shows an array of eight G-
SGFETs). Blaschke et al. demonstrated the fabrication of ﬂexible arrays of G-SGFETs on 
polyimide (Figure 1.13c), showing that the electronic properties of their devices do not degrade 
during repeated bending[Blaschke16]. After cell culture, they demonstrated that it is possible to perform 
recording of cell action potentials from cardiomyocyte-like cells with a high SNR, as shown in 
Figure 1.13d.  
 
 
 
 
 
Figure 1.12. (a) Schematic of the pentacene-based EGOFET interfaced with neurons. (b) SEM 
micrographs: details of neurons on active devices at day 9 after performing the electrical analysis. (c) 
Current traces measured after stimulations of varying intensity. (d) Schematic representation of the 
EGOFET with gold nanoparticles incorporated in the semiconductor. 
Reproduced with permission from: [Cramer13] for (a), (b), and (c); [Desbief16] for (d). 
(a)
(b)
(c)
(d)
 
Figure 1.13. (a) Schematic view of a G-SGFET with a cell on the gate area. (b) Optical microscopy 
image showing eight transistors in the central area of a G-SGFET array. (c) Image of a flexible G-
SGFET device bent in convex shape. (d) Current of several G-SGFETs showing action potential 
recordings of cardiomyocyte-like cells. During cell experiments, the transistors were operated at a 
constant source-drain and gate voltage. 
Reproduced with permission from: [Hess11] for (a) and (b); [Blaschke16] for (c) and (d). 
100µm
(b)
(a) (c)
(d)
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In another work, the same group demonstrated that G-SGFETs can record cell signals with 
SNRs surpassing state-of-the-art devices for bioelectronic applications[Hess11], proving that 
graphene-based sensors could pave the way to new high performance neural interfaces for in vivo 
recording. 
 
Finally, it is important to notice that, each neural interface described so far require the presence 
of a reference electrode to set the MEA reference potential or to set the operative point of the 
transistor-based sensor (gate electrode). However, to maximize the suitability for in vivo recording 
and to overcame the drawback of the presence of an additional, and often invasive, electrode, it is 
highly desirable to avoid the presence of the reference electrode. 
For this reason, Spanu et al. developed a reference-less organic transistor-based sensor called 
organic charge modulated field-effect transistor (OCMFET)[Spanu15]. The OCMFET device depicted 
in Figure 1.14a is characterized by a floating gate and a control gate. The latter set the operative 
point of the transistor, whereas the floating gate, i.e. the OCMFET sensing area, extends outside of 
the active area of the transistor. Ionic charge variations occurring in proximity of the sensing area 
determine a charge separation in the floating gate corresponding to a variation of the threshold 
voltage of the transistor, hence modulating the drain-to-source current. Since the modulation of 
current is induced only by the variation of ions in the proximity of the floating gate sensing area, 
cell activity can be successfully recorded without the need of any reference electrode put in contact 
with the solution (Figure 1.14b).  
Remarkably, the OCMFET architecture allows to separate the sensing area from the transducing 
transistor (Figure 1.14c), hence the organic transistor can be design and optimized regardless its 
chemical stability, since it does not need to be in direct contact with any solutions and it can be 
opportunely encapsulated. 
Notice that, the sensing area of the device can be opportunely functionalized to sense different 
kind of analytes. For instance, PH-sensing performed using the OCMFET architecture has been 
recently reported[Spanu17]. 
 
 
 
 
Figure 1.14. (a) Cross section of an OCMFET device. (b) Single action potential measured with an 
OCMFET. (c) A complete device with 8 OCMFETs and 8 microelectrodes; in the center of the 
substrate, the sensing pads are surrounded by a glass ring that allows confining the culture medium 
with the cells.  
Reproduced with permission from [Spanu15]. 
(a)
(b) (c)
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1.4. Modeling of neural interfaces 
In the previous chapters (1.2 and 1.3) we reviewed different neural interfaces, focusing our 
attention to the latest findings in the field of organic bio-electronics (chapter 1.3). It is important 
now to spend few words about how to model such systems, and therefore to understand how to 
interpret the collected data. 
 
Figure 1.15 shows the simplest equivalent circuit model that can be adapt to describe the 
interaction between the cell membrane and a micro-electrode (Figure 1.15a) as well as a generic 
transistor (Figure 1.15b). Despite their simplicity, such models are very useful to understand the 
general working principle of extracellular recording. Indeed, the neuronal activity is given by ionic 
currents flowing across the cell membrane, changing both the intracellular potential, VM, and 
extracellular potential, VJ. The extracellular potential then leads to an electrochemical current at the 
electrode/electrolyte interface (Figure 1.15a) or drives the gate of the transistor-base sensor 
modulating its drain-to-source current (Figure 1.15b)[Fang15]. Although such simple models can help 
in the understanding of the bio-sensors working principles, they do not allow an intimate knowledge 
of the cell activity and how the recorded signals are affected by the interaction between neurons 
and sensors. This is still a subject of intense investigation that, in the last two decades, had led to a 
significant number of publications[Bove95, Fromherz99, Jianhui05, Joucla12, Joye09, Massobrio16, Schoen07, Thakore12, Weis97]. 
 
Figure 16 reports the equivalent circuit model for a neuron interfacing a biosensor. Even though 
such model dates back to the nineties[Fromherz99], it is a very powerful tool in understanding cells 
behavior under current and voltage stimuli as well in the interpretation of the recorded data both 
from micro-electrodes and transistors.  
Moreover, all the different models until now proposed are derived (with suitable modifications) 
from the model of Figure 1.16b[Jianhui05, Joucla12, Joye09, Massobrio16, Thakore12]. 
 
Figure 1.15. (a) Simple equivalent circuit model for extracellular recording with a micro-electrode.  
(b) Simple equivalent circuit model for extracellular recording with a micro-electrode.  
Reproduced from [Fang15]. 
(a) (b)
 
Figure 1.16. (a) Schematic view of a neuron interfaced with a capacitor. (b) Equivalent circuit of the 
neural interface in (a), where AM is the area of the cell membrane, AJ is the area of the cell/sensor 
junction, and AM – AJ is the area of the free membrane.  
Reproduced with permission from [Schoen07]. 
(a) (b)
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Using the equivalent circuit of Figure 1.16b, Fromherz proposed the approximation of a fast 
((CM+CS)dVJ/dt << gJVJ), weak (∑giJM < gJ) and small (AJ/(AM – AJ ) << 1) cell-silicon junction to 
interpret the data recorded by an EOSFET (Figure 1.17a)[Fromherz99]. 
In addition, the model in Figure 1.16b can be used to rationalize the mechanism behind the 
extracellular stimulations by means of a capacitive electrode[Schoen07]. Neuronal excitation is elicited 
under current-clamp by two mechanisms: i) falling voltage ramps and pulses depolarize the attached 
membrane triggering an action potential (Figure 1.17b); ii) rising voltage ramps and pulses, instead, 
depolarize the free membrane, hence an action potential is triggered (Figure 1.17c). 
Finally, to underline the importance of equivalent circuit models, it is worth to remark that 
opportune models can be combined with in vivo electrochemical impedance spectroscopy (EIS) to 
monitor the state of the implant during time[Caldwell18, Hébert16, Lempka09, McConnell09, Sankar14, Venuto14, Williams07]. 
For instance, Williams et al. performed EIS measurements of implanted electrodes upon 
implants duration form 7 up to 21 days[Williams07]. Figure 1.18a reports an example of impedance 
variation due to an extensive histological reaction that lead to a significant increase of the measured 
impedance and consequently, to the implant failure. 
 
Figure 1.17. (a) Intracellular voltage VM elicited by injection of current measured with a micropipette 
(upper row) and extracellular voltage VJ measured with a EOSFET (lower row): i) capacitive 
response; ii) ohmic response; iii) anti-capacitive response; iv) Early anti-capacitive response; v) Early 
capacitive response with secondary positive response. (b) Capacitive stimulation under current-clamp 
by falling ramps. (c) Capacitive stimulation under current-clamp by rising ramps. 
Reproduced with permission from: [Fromherz07] for (a); [Schoen07] for (b) and (c). 
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Another example of using EIS as a tool to characterize the implant during in vivo applications 
was reported by Lempka et al.[Lempka09]. They characterized deep-brain stimulation electrodes using 
the model in Figure 1.18b, where they separated the tissue components by the electrode 
components, and they monitor variations in the model parameters after implantations and after a 
neural stimulation. As previously reported by Williams et al., following the implantation, the 
electrode impedance increases. Remarkably, the stimulation produces a rapid decrease in electrode 
impedance with extensive changes in the tissue component promoting the use of voltage pulses to 
improve the performance of implanted electrodes[Johnson05, Otto06]. 
 
Similarly, Caldwell et al. performed EIS measurement to investigated the formation of 
undesired conductive paths and consequent loss of functionality in the implant[Caldwell18]. By 
analyzing the impedance of the implant, the authors showed that such unwanted paths are due to 
the damaging of the electrode insulator, as reported in the model of Figure 1.18c. Hence proving 
how the combination of EIS measurements and proper models can pave the way to intimately 
understand and optimize neural interfaces for long term in vivo implants. 
 
 
 
 
 
 
Figure 1.18. (a) Nyquist plots for an electrode characterized by an extensive reaction. Data are 
presented immediately following implant and on each of the ﬁrst 7 days post-implant. (b) i) Equivalent 
circuit model discriminating the electrode component and the tissue component. ii) example of 
resistance increase after 15 days implantation iii) example of resistance decrease after stimulation.  
(c) Dielectric coating on a neural electrode emphasizing how the insulation damage creates undesired 
current pathways. 
Reproduced with permission from: [Williams07] for (a); [Lempka09] for (b); [Caldwell18] for (c). 
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1.5. Summary and future perspectives 
In this introduction, different neural interfaces have been reviewed.  
We showed that state-of-the-art inorganic technologies allow both in vivo and in vitro recording 
of neural activity. However, the rigidity and stiffness of the inorganic materials do not fully meet 
the biocompatibility requirements needed to achieve long term stability and reliability in vivo. 
Hence, to promote a good interaction between living tissues and implants, reducing the risk of 
implant rejection and/or of inflammatory responses, opportune coatings and functionalizations with 
soft and biocompatible polymers are required. 
For all these reasons, organic electronics (i.e. based on polymer and small molecules) appears 
to be a valid alternative to conventional technologies, allowing the realizations of more flexible and 
conformable neural interfaces that can be intrinsically biocompatible since the nature of the organic 
semiconductors is closer to that of the living tissues as respect with the inorganic counterpart. 
Moreover, organic materials can be tuned to enhance the device sensitivity to a particular analyte, 
and organic neural interfaces can be fabricated onto transparent substrate promoting the 
combination of optical and electrical analysis. 
The most attractive technology is that based on organic field-effect transistors (both OECTs 
and EGOFETs) that allow the integration of sensing and amplification in a single device. Such 
neural interfaces have proven higher SNR as respect with the inorganic-based sensors, paving the 
way to new all-organic biosensors for in vivo recording of brain activity with minimum risk of 
tissues damaging. In addition, reference-less organic neural interfaces have been proposed.  
Despite all these achievements, the comprehension of the transduction mechanism between 
cells and transistor-based sensors did no progressed as fast as the development of new technologies. 
Moreover, organic transistors and organic transistor based sensors are a relative novel technology 
that differs in many aspects from the standard silicon transistor. In order to master the transduction 
mechanism behind an organic neural interface working principle, it is therefore important the 
development of new tools and techniques to characterize and describe the physic of transport in 
organic transistors, as well to fully understand and model the interaction between ionic solution and 
organic semiconductor. 
In addition, organic neural interfaces still suffer from a low selectivity due to a reduced 
integration capacity as respect with the CMOS technology. Hence, to achieve in vivo single-cell 
bidirectional communication (stimulation and sensing), new technologies and fabrication processes 
must be developed. 
 
In the following chapters, with the aim of developing a reference-less organic transistor to 
simultaneously stimulate and record cell activity that could be suitable for the inclusion in a highly 
integrated array of sensors, we perform advanced characterizations of organic field-effect 
transistors to investigate the mechanisms of the conductive channel accumulation and depletion 
(chapter 2).  
Later on, in chapter 3, we study the physical processes occurring at the organic 
semiconductor/solution interface.  
Finally, in chapter 4, we propose the reference-less electrolyte-gated organic field-effect 
transistor to simultaneous stimulation and sensing of cell electrical activity without the need of any 
reference electrode.  
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2. Organic Field-Effect Transistors 
Organic field-effect transistors (OFETs) are getting more and more interest[Sirringhaus14, Zao13] 
thanks to their promising features, such as, the variety of available active materials due to the 
flexibility of chemical tailoring[Benincori08, Zhuang13] and the large area processing[Dimitrakopoulos02]. 
Moreover, OFET technology offers a very wide range of applications: from the display 
backplane[Mizukami15] to flexible microprocessor[Myny12]; from the light-emitting transistor[Rost04] to the 
chemical and/or biological sensor[Lin12]. 
Nowadays, OFETs performances are limited by some reliability issues related to impurities, 
external contaminants and charge trapping, which have been widely studied in literature (see for 
instance [Sirringhaus09] and [Pope99]). Many of the applications cited above require dynamic 
and reliable performances, and the achieving of such goals need proper investigation tools.  
Besides reliability and stability, other issues related to both modeling and characterization 
techniques are still open, due to the many peculiarities of organic materials, which behave very 
differently with respect to conventional semiconductors. The presence of discrete energy levels 
instead of extended energy bands largely affects the static as well as the dynamic behaviors. This 
might strongly impact all those techniques that involve the transient response of the devices (e.g., 
deep level transient spectroscopy) or pulsed measurements. For instance, many research groups 
proposed gate voltage-pulse and voltage staircase methods to study and remove hysteresis due to 
charge trapping/detrapping[Manoli14, Petit08, Ucurum10]. Others groups, focused their attentions in the very 
short time-scale transients using the time-of-flight method, and they showed that the displacement 
current increases as long as injected charges move towards the drain electrode[Dost08, Dunn06, Weis09]. 
In the following chapters, we investigate the dynamics that rule the formation and the depletion 
of the electronics conducting channel in organic transistors by applying Pulsed Characterizations 
and Deep Level Transient Spectroscopy analysis. The firsts gave us an understanding of the 
physical phenomena behind the OFETs turn-on and turn-off delay times. The seconds allowed an 
insight view of the density of states in organic compounds and how this impact to the device 
performances. 
2.1. Pulsed and Transient Characterizations 
Besides the dynamic behavior, trapping/detrapping also affects the static characterization 
procedures. For this reason, the IEEE Standard for the Characterization of Organic Transistor and 
Materials[IEEE08] recommends a minimum dwell time of 100ms for each data point to avoid transient 
effects. Still, reversible transient phenomena occurring in OFETs are not wholly investigated, and, 
besides charge trapping, some other processes were not taken into account. In this chapter, we 
carried out pulse characterization techniques very similar to that already employed in inorganic 
devices[Bisi14, Meneghesso04, Meneghini12, Tirado07]. In those works, pulse characterizations had been done to 
prevent device self-heating and study phenomena such as trapping and current collapse. Here 
instead, we made use of Drain-Pulsed and Gate-Pulsed measurements to analyze the OFET dynamic 
response, with particular attention to the transition from linear to saturation regime, showing that 
channel formation and annihilation may affect the characterization as well as the performance of 
analog and digital applications. 
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2.1.1. Device fabrication 
The OFET devices were fabricated in collaboration with the ISMN-CNR from Bologna 
implementing two p-type semiconductors: pentacene (P5) and dihexyl-quaterthiophene 
(DH4T)[Generali10]; and two n-type semiconductors: 2,2'-(2,2'-b ithiophene-5,5'-diyl)bis(5-butyl-5H-
thieno[3,2-c]pyrrole-4,6-dione) (NT4N)[Melucci11] and N,N’-ditridecyl–perylene-3,4,9,10-
tetracarboxylic (P13)[Koopman14]. The materials used have different HOMO and LUMO levels: 
respectively -4.96eV and -2.67eV for P5; -5.8eV and -2.89eV for DH4T; -6eV and -3.47eV for 
NT4N; -5.4eV and -3.4eV for P13. For further details about energy level distributions see the 
following references: [Kalb10], [Ong05], [Melucci13], and [Huang11]. We used a top-contact 
bottom-gate configuration, with a 150-nm ITO (indium tin oxide) layer as gate contact, grown over 
a glass substrate. The gate dielectric is a 450-nm poly-methyl methacrylate (PMMA) layer spin-
coated over the gate that gives a gate capacitance Ci=7,08nF/cm2. Then a 15-nm semiconductor 
layer was evaporated over the PMMA. Finally, 30nm (P13 and DH4T) or 70nm (P5) thick gold 
electrodes were deposited on top of the stack by physical vapor deposition (PVD), with a track 
width of 1mm. The channel length L and width W are 70µm and 15mm, respectively. To avoid 
parasitic effects due to charging of the region far from the source and drain  
electrodes[Jung07, Maddalena15, Taylor08, Ullah09], the semiconductor material is patterned as shown in Figure 
2.1. The devices were encapsulated with a glass capping substrate in nitrogen atmosphere to avoid 
degradation due to air exposure.   
 
 
 
2.1.2. Results and discussions 
To understand the nature of the OFET transient phenomena, we carried out DC IDS-VDS and 
pulsed IDS-VDS double sweep measurements on devices with different materials (P5, DH4T, NT4N 
and P13) and with the same structure. DC double sweep measurements are taken with 1-s dwell 
time. Pulsed IDS-VDS have been taken by applying a pulsed voltage to either gate or drain electrodes, 
and keeping constant the other electrodes. Figure 2.2a and Figure 2.2b shows the applied voltage 
waveforms during pulsed measurements: voltages are always positive for n-type FETs, and always 
negative for p-type FETs.  
 
Figure 2.1 - Cross section of the OFET device. The semiconductor is patterned to avoid parasitic 
effects due to charging of the region far from the Source and Drain electrodes (drawing not to scale). 
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In Drain-Pulsed IDS-VDS the VGS is constant, while the VDS is pulsed at each measurement point. 
In Gate-Pulsed IDS-VDS the VDS is increased in a staircase fashion at each point, and the VGS is pulsed 
to 80V. In both cases, the pulse base time (TB) is 100ms, and the pulse width (TP) ranges from 1ms 
to 100ms. The current is acquired at the end of each pulse (arrows in Figure 2.2a and Figure 2.2b). 
Some representative results are shown in Figure 2.3 for a P13-OFET. Figure 2.4 shows the pulsed 
IDSVDS for all the tested materials. All the devices behave similarly, regardless the film material. 
The thick-solid curve is the DC sweep. The dash curves are the three Drain-Pulse IDS-VDS with 1ms, 
10ms and 100ms pulse width, respectively. They all lie above the DC IDS-VDS. Instead, the Gate-
Pulse IDS-VDS (at 1ms, 10ms and 100ms) are below the DC curve (thin-solid lines).  
 
 
Figure 2.2. (a) and (b) show the evolution of the applied voltages for Drain-Pulse IDS-VDS and Gate-
Pulse IDS-VDS, respectively. Arrows mark the instants where the OFET current were acquired. 
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Figure 2.3 - OFET Pulsed output characterization. DC IDS-VDS characterization on P13 for VGS=80V 
performed with 1s dwell time (thick-solid line), Drain-Pulse IDS-VDS (dash lines), and Gate-Pulse IDS-
VDS (thin-solid lines). The arrows indicate the increasing of TP in Gate-Pulse and Drain-Pulse 
measurements. The insert shows the device connections. 
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To gain more insights in the OFET behavior during the pulse, we measured the current 
transients either by switching VGS from 0V to 80V, while keeping the drain at VDS=80V, or by 
switching VDS from 0V to 80V, while keeping VGS=80V. In the following, we refer to these 
measurements as Gate-Step and Drain-Step, respectively. Before the Gate(Drain)-Step, VGS (VDS) 
is kept at 0V for 100s, and immediately after switching, we monitored both drain (ID) and source 
(IS) currents, in order to separate the displacement currents from the channel current. These 
transients, plotted in Figure 2.5, clearly show that, aside for a time shorter than 1ms, when 
capacitive couplings are still present, IS = –ID, confirming that the behaviors in Figure 2.3 and 
Figure 2.4 are not related to displacement currents. We believe that the transients are dominated 
by the processes of the channel formation and depletion in the long-time regime, that may take up 
to several seconds, in agreement with other findings achieved by Liang et al. in capacitor like 
structures[Liang09]. 
 
 
Figure 2.4 - OFETs Pulsed output characterizations for the four tested materials.  
 (a) P13; (b) NT4N; (c) DH4T; (d) P5.  
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Figure 2.5. Current transients on P13-OFET measured at both drain (solid line) and source (dash line) 
electrodes. Before t0, devices were kept polarized for 100s with VDS=0V and VGS=80V during  
Drain-Step, and with VGS=0V and VDS=80V during Gate-Step. 
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Before the Drain-Step (VGS = 80V and VDS = 0V), the OFET is in linear region, thus the layer 
of accumulated carriers is uniformly present over the whole gate area and the channel charge is 
QLIN=QSAT+QEX (see Figure 2.6).  
At the end of the transient, the OFET is in the saturation region, and the charge in the channel 
is only QSAT. However, this condition is not reached instantaneously after the drain voltage has been 
switched from 0V to 80V. To reach the steady state saturation current value, the excess charge QEX 
must be removed. Until the temporary excess charge QEX is not completely removed, IDS is larger 
than expected (see Drain-Step curves in Figure 2.5). To give an interpretation of this phenomenon, 
we can focus our attention on the density-of-states (DOS) in organic materials. In agreement with 
the Extended Gaussian Disorder Model[Coehoorn12], the HOMO and LUMO states show exponential 
tails of deep energy levels that can require a long time for carrier transport. Following this model, 
the average carrier energy is related to the quasi Fermi level and it is generally below the transport 
level. The carrier transport involves several jumps between their average energy and the transport 
level. The larger is the carrier concentration, the closer is the quasi Fermi level to the transport level, 
and the easier the jumps are. 
 
The removal of QEX is a very slow process, because we need to depopulate also the “low 
mobility” states, which are the majority. Until these levels remain populated, the quasi-Fermi level 
is kept close to the transport band, and the carriers injected from the source move mostly in shallow 
levels (close to the transport band), i.e. with higher mobility.  
We explain the Gate-Step in similar way, considering the time needed to populate the deep 
states to move the quasi-Fermi level near the transport band, and to form the channel. 
To confirm this idea, we also performed the Gate Pulse and Drain-Pulsed IDS-VGS measurements 
plotted in Figure 2.7 for P13.  
 
Figure 2.6 - Cross section the OTFTs. The picture shows the saturated channel (solid area) and linear 
region channel (dashed area). The difference between these condition gives the excess charge 
QEX=QLIN – QSAT. 
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In Gate-Pulsed IDS-VGS the VDS is constant at 80V and VDS is pulsed at each measurement point 
as shown in Figure 2.8a. In Drain-Pulsed IDS-VGS the VGS is increased in a staircase fashion at each 
point, and the VDS is pulsed to 80V (see Figure 2.8b). TB and TP are the same used in IDS-VDS 
measurements.  
 
The mobility extracted from the Gate-Pulse IDS-VGS curves of Figure 2.7, increases from 0.068 
cm2/Vs to 0.112 cm2/Vs and reaches 0.12 cm2/Vs in the DC IDS-VGS. In contrast, the threshold 
voltage is constant to 0.6V, confirming once again that charge trapping cannot explain our results. 
This theory is also in agreement with the time-of-flight studies, where the time-dependent relation 
between mobility and free carriers was analyzed[Dost08, Dunn06, Weis09].  
 
 
Figure 2.7 - OFET Pulsed transfer characterizations. DC IDS-VGS characterization on P13 for 
VDS=80V performed with 1s dwell time (thick-solid line), Drain-Pulse IDS-VGS (dash lines), and Gate-
Pulse IDS-VGS (thin-solid lines). The arrows indicate the increasing of TP in Drain-Pulse and  
Gate-Pulse measurements. 
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Figure 2.8. (a) and (b) show the evolution of the applied voltages for Drain-Pulse and Gate-Pulse IDS-
VGS respectively. Arrows indicate the instants where the corresponding current values were acquired. 
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Remarkably, this phenomenon occurs on all the tested devices independently on the material, 
even though with different magnitude and rates. Figure 2.9a shows the IDS read at |VDS|=|VGS|=80V 
during Drain-Pulsed IDS-VDS, as a function of the pulse width TP, normalized to their respective DC 
values. In the inset of Figure 2.9a we report the decay rate for the tested materials. Noticeably, P13 
is the slower material and P5 is the faster material. This may be tentatively correlated to the 
morphology of the material, which features smaller crystal grains in P13 rather than in P5, as shown 
from the two atomic force microscope (AFM) images showed in Figure 2.9b and Figure 2.9c for 
P5 and P13, respectively. In fact, we infer that the smaller are the crystal grains, the broader the tail 
state distributions are. 
 
 
At this point, some considerations about charge trapping are worth to be drawn. Current 
transients similar to our step measurements (Figure 2.5) were reported on HEMT devices and 
explained by trapping phenomena[Meneghesso04]. However, that interpretation does not apply to our 
devices due to the different architectures. Even though we cannot exclude the presence of charge 
trapping in dielectric, semiconductor, or interfaces, these phenomena cannot explain our results. In 
fact, during Gate-Step, switching the gate from 0V to 80V brings the OFET from cut-off to 
saturation. We expect that free carriers (electrons in n-type or holes in p-type FETs) are being 
trapped as long as the bias is applied. This should increase the threshold voltage and, in turn, reduce 
the channel current, i.e. the opposite to what is actually observed. Similarly, the Drain-Step would 
force the release of trapped carriers in the region between gate and drain leading to a partial 
threshold voltage decrease and, in turn, to the increase of current during time[Ucurum10].  
 
Trapping effects during measurements are also excluded. In fact, the double sweep 
characterizations of Figure 2.3, which last 200s, do not show hysteresis, indicating a negligible 
charge trapping during measurements. The same considerations hold true for charge trapping at the 
back interface (nitrogen/semiconductor).  
 
 
 
 
 
 
 
Figure 2.9. (a) Drain-Pulse currents normalized as respect the DC current for VDS=VGS=80V.  
Symbols are the measured data, whereas the solid lines are the interpolating curves. (b) AFM images 
for P5. (c) AFM images for P13. 
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2.2. Mobility Transients and DLTS measurements 
In chapter 2.1 we demonstrated that, besides the usually considered charge trapping phenomena, 
more peculiar phenomena must be taken into account, such as the slow channel formation and 
depletion. In particular, we showed that the time requested to completely form and deplete the 
conductive channel can be the dominant phenomenon and it could take several seconds. 
In this chapter, using the same devices fabricated in chapter 2.1.1 (except NT4N-base OFETs), 
we analysed the OFET transient response by means of the deep level transient spectroscopy (DLTS) 
technique[Li98, Bisi14]. To our knowledge, this technique is widely applied to inorganic devices such 
as HEMT and LED, and only few works have been carried out on organic devices[Stallinga00, Nguyen04], 
and in particular in OFET structures[Mathijssen07]. Anyway, in these works the authors focused their 
attention to the charge trapping phenomenon, which can last for a very long time 
(hundreds/thousands of seconds). In contrast other studies, using the time-of-flight method [Dunn06, 
Dost08, Weis09], considered very much shorter times (microseconds time-scale) in order to analyse the 
displacement of injected carriers that move towards the drain electrode. 
 
 In our analysis, we are now focusing on medium time-scales (around tens of seconds). We will 
show that, despite the transistors turn on in less than 1ms (as shown in chapter 2.2, Figure 2.5), the 
drain to source current can takes several seconds to reach its steady-state value, which might be 
50% larger than the current value at 1ms.  
 
2.2.1. Experimental Procedure 
The DLTS technique consists on the extrapolation of the activation energies (associated with the 
energetic position of gap states) by recording the transient response of a physical quantity (current, 
capacitance, charge, and so on) at different temperatures. 
The flow chart in Figure 2.10a describes how DLTS was applied in this work. We started by 
taking an IDS-VGS curve (VDS=VGS) at 20°C, in order to assess the initial performance of the device 
(pre-characterization). Then the temperature was set at -30°C and a measurement loop was 
performed rising the temperature by 5°C at each step. At each step, we took the following 
measurements:  
 
- IDS-VGS curves. We performed current versus voltage characterizations in order to monitor 
how the transistors parameters change in temperature. 
  
- Current transients. These transients are collected in two phases depicted in Figure 2.1-b: 
a filling phase, that last TF=100s, during which the transistor is polarized in off-state with 
VDS=0V and VGS=-60V (VGS=40V for p-OFETs); a sensing phase TS, that ranges from 
10s up to 50s, where the voltages are suddenly switched to VDS=VGS=40V (VDS= VGS=-
60V for p-OFETs) and the IDS transient is recorded by measuring the source current (we 
already showed in Figure 2.5 that ID=-IS for time longer than 1ms). 
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The measurement loop proceeds until the temperature reaches 30°C. Then, the temperature is 
brought back to 20°C and another IDS-VGS (post-characterization) is performed in order to check the 
performances of the device after the entire set of measurements ensuring that the device is not 
damaged. 
To set the temperature, we used a custom heating and cooling system with two Peltier cells that 
bring the sample at the desire temperature through an aluminum thermal bridge. All the 
measurements were performed only after the device reached the imposed temperature that was 
measured by two thermal sensors: one embedded in the thermal bridge, the second located to the 
top of the device. By simulation we verify that the temperature of the organic material differs from 
the nominal temperature less than 1°C in the worst case (i.e., at -30°C). 
2.2.2. Results and Discussion 
Figure 2.10 shows the IDS-VGS characterizations at 20°C performed at the beginning and at the 
end of the whole measurement protocol. The curves show that the measurements did not 
significantly impact the devices performances, as there is just a small variation between pre- and 
post-characterizations. From Figure 2.11, we extracted the field-effect mobility µFET (for VGS=80V) 
that is reported in the inset of Figure 2.11, where µFET is defined as follow[Horowitz00]:  
µ𝐹𝐸𝑇  µ (
𝑉𝐺𝑆−𝑉𝑇
𝑉0
)
𝛼
, (2.1) 
where α and V0 are constants, and µ0 is the low field mobility. 
 
Figure 2.10. (a) Flow chart describing the procedures used to collect the measurements.  
(b) Voltages applied in order to record the transients: TF is the filling phase; TS is the sensing phase. 
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After the entire cycle of measurements, the mobility does not change meaning that there was 
no degradation at all.  
Since any possible degradation phenomena has a negligible impact, we focus on the 
measurements performed at different temperatures. In Figure 2.12 we show the IDS transients from 
-30°C up to 30°C for the three tested materials (P13, P5, and DH4T showed in Figure 2.12a,  
Figure 2.12b, and Figure 2.12c respectively), whereas in Figure 2.13 we plotted the IDS-VGS 
curves, at the same temperatures, for a P13 device. 
 
 
Figure 2.11 - IDS-VGS curves at 20°C for P13 and DH4T devices (left axis), and for a P5 device (right 
axis). In the insert the relative extrapolated values of µFET at 80V are reported. 
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Figure 2.12 - DLTS transients for P13 (a), DH4T (b), and P5 (c) devices. Solid lines are the measured 
data, whereas the dash-dotted lines are the stretched exponential fits. 
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From both Figure 2.12 and Figure 2.13 we see that the IDS current (in absolute value) increases 
with the increase of temperature. This behavior is directly correlated with a temperature dependent 
mobility. In fact, in our range of temperature, the charge transport exhibits a thermally activated 
behavior[Monroe85], thus the mobility can be expressed in the following form[Horowitz00]: 
µ𝐹𝐸𝑇   ∙ exp ( 
𝐸µ
𝑘𝑇
), (2.2) 
where T is the temperature (expressed in Kelvin degrees), k is the Boltzmann constant (in 
eV/K), Eµ is the activation energy defined as the difference between the transport level EC and the 
Fermi level position during sensing EFs (see Figure 2.15), whereas A is a mobility pre-factor that 
includes µ0 and other thermal independent contributions (for further details see the following 
reference [Horowitz00]). The temperature dependence in equation 2.2 was found to occurs, not only 
with exponential DOS, but also in the presence of strong Gaussian disorder when there is a large 
charge-carrier density[Coehoorn12]. 
This temperature dependence of the mobility is also confirmed by the Arrhenius plots in  
Figure 2.14a (filled symbols) that shows the µFET values extrapolated from the IDS-VGS curves of 
Figure 2.13 and plotted for the same VGS bias applied during the sensing phase. From the Arrhenius 
plot of mobility we then estimate the activation energies Eµ for all the tested materials that are 
reported in Table 2.1 and the results are perfectly in agreement with other results presented in 
literature[Chesterfield04, Mao16]. Still from the IDS-VGS curves of Figure 2.13, we extrapolated the 
parameter α of equation 2.1 that is showed in Figure 2.14b as a function of the temperature. 
 
Figure 2.13 - IDS-VGS curves performed from -30°C up to 30°C for a P13 device. 
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The voltage-dependent field-effect mobility (equation 2.1) has derived starting from an 
exponential density of states[Vissenberg98]. Although, as reported by Nešpůrek[Nešpůrek72] and 
Steiger[Steiger02], assuming a Gaussian DOS it is possible to use the same relation by changing the 
meaning of the parameter α that becomes 
𝛼  2 (1 +
𝜋𝜎2
8𝑘2𝑇2
)
1
2
 2, (2.3) 
with σ the width of the Gaussian distribution of states. From the data of Figure 2.14b we 
calculated the values of σ for the tested materials and the results are reported in Table 2.1. In 
addition, a good and widely used model that assume a Gaussian DOS is the extended Gaussian 
disorder model (EGDM)[Coehoorn12]. The EGDM model gives an understanding of charge transport 
in organic semiconductors describing the mobility as a function of temperature, carrier 
concentration, and electric field. Under low field and low carrier concentration conditions, the 
mobility shows a 1/T2 dependence. Thus, the parameter low field mobility µ0 in equation (1) can 
be written as follows: 
µ  𝐵 exp ( 𝑐
𝜎2
(𝑘𝑇)2
), (2.4) 
where B is a mobility pre-factor, c is an empirical coefficient, and σ is the width of the Gaussian 
distribution of states likewise in equation 2.3. In the literature, the coefficient c was found with a 
very broad range (from 0.35 to 0.56[Schmechel02]). In this work we refer to the work of Bässler[Bässler93] 
that found a value of c=0.44.  
 
Figure 2.14. (a) Arrhenius plot of the field effect mobility µFET from IDS-VGS curves (filled symbols) and 
from the transient fits (open symbols). 
 (b) α parameters as a function of temperature (symbols). (c) Arrhenius plot of µ0 /V0α with a 1/T2 
dependence (symbols). The lines in the graphs are linear interpolation. 
1.4 1.8 2.2
1   
        
− 
10-1
10-3
10-5
10-7 µ
 
  
𝛼
 
𝑐 
 
 
𝛼
 
 
 
 
P13
P5
DH4T
(a) (b)
38 40 42 44 46 48
 µ
𝐹
𝐸
𝑇
 
𝑐 
 
 
 
 
10-1
10-1.5
10-2
10-2.5
1
       
− 1   
        
− 
𝛼 2
+
1
 
1.4 1.8 2.2
1
2
3
4
5
6
(c)
45 
 
 
 
Remarkably, in our experiments, equation 2.4 holds true because on the one hand µ0 is the field-
effect mobility at low carrier concentration, on the other hand the estimated electric field along the 
channel is less than 10kV/cm thus its contribution on the mobility can be neglected. We show in 
Figure 2.14c an Arrhenius plot of µ   
𝛼  as a function of 1/T2. From this graph the width σ can be 
estimated, and its value is reported in Table 2.1 for the different material employed. Looking at 
Table 2.1, we can then compare the values of σ estimated by equations 2.3 and equation 2.4. The 
two techniques give reasonable results within the same order of magnitude suggesting that, for all 
the tested material, the HOMO and LUMO DOS are well described by a Gaussian distribution. 
Anyway, we must remember that this assumption does not consider the presence of other states, 
related, for instance, to the PMMA-semiconductor interface impurities and contaminations. 
Looking now at the transients shown in Figure 2.12, we can see that the increase of temperature 
does not only induce a larger current (upwards shift), but also induces a leftward shift of the curves 
associated with a smaller relaxation time, suggesting that also the transient process itself is 
thermally activated. It is therefore important to notice that such transients do not represent the turn 
on of the device, indeed after looking for instance at the P13 device (Figure 2.12a), the current rise 
from 60µA (at 10ms) up to 90µA (at 50s). Yet the current features an increase of 50% respect its 
initial value. This is a strong limit for analog applications, such as amplifiers. Instead in digital 
applications, where the key parameters are the turn on and turn off times, this phenomenon 
translates only in a reduction of the maximum driving current at high operative frequency, and in 
turn a reduction of the average on-state resistance.  
 
In chapter 2.1 we demonstrated that these transients are not related neither to charge trapping 
phenomena nor to displacement currents, but are related to the HOMO and LUMO tail-states that 
strongly limit the formation and the depletion of the conductive channel. Thus, the transients can 
be associated with a mobility variation that is limited (in time) by the HOMO and LUMO levels 
that has to be populated in order to move the quasi-Fermi level close enough to the respective 
transport level, as it is schematically depicted in Figure 2.15 (referring to the LUMO levels). During 
the filling phase, the Fermi level position (EFf) is forced to move away from EC and all the states 
between EC and EFf are empty. During the sensing phase, the Fermi energy slowly moves from level 
EFf to level EFs and the time required by this process is the time needed to accumulate the charge 
QF in the low mobility states between EFs and EFf, thus inducing a mobility transient. 
EXTRACTED PARAMETERS 
MATERIAL Eµ [meV] Eτ [meV] 
σ [meV] 
(from α) 
σ [meV] 
(from µ0) 
P5 159±4 442±16 70±2 107±1 
DH4T 68±5 404±6 32±1 66±2 
P13 70±5 394±74 25±4 57±6 
Table 2.1 - Parameter extracted for the different materials. 
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In agreement with the work of Mathijssen et al.[Mathijssen07] we used a stretched exponential 
function to account for all the gap-states involved in this process, thus we fitted the transients in 
Figure 2.12 by applying the following model: 
   (t)  𝐶𝑖
µ𝐹𝐸𝑇(𝑡)
𝛼  
𝑊
𝐿
(     𝑇)
   , (2.5) 
where Ci, W, L and VGS are given; VT and α (Figure 2.14b) are parameters extrapolated at each 
temperature from Fig. 4; and µFET(t) is a time dependent expression for the mobility: 
µ𝐹𝐸𝑇( )  µ∞  ∆µ ∙ exp ( (
𝑡
𝜏
)
𝛽
), (2.6) 
with β the stretching factor that indicates the spread of states[Johnston06], τ is the time constant 
associated with the average energy depth of the distribution, Δµ is a constant and µ∞ is the field-
effect mobility for t=∞ (see Figure 2.17a). The good quality of the fits can be seen by the dash-
dotted curves in Figure 2.12.  
Noticeably, the fitted values of µ∞ (open symbols in Figure 2.14a) are in perfect agreement 
with the values of µFET previously calculated (filled symbols in Figure 2.14a), thus confirming that 
our model gives a good description of the observed phenomenon. 
In our model, the thermal activated behavior of the transients is described by the time constant 
τ which has the following expression[Mathijssen07]: 
𝜏  𝑣− exp (
𝐸𝜏
𝑘𝑇
), (2.7) 
where 𝑣 is a frequency pre-factor and Eτ is the mean activation energy of the process that involve 
the accumulation of QF (see Figure 2.15). In Figure 2.16 we show the Arrhenius plot for the 
extracted values of τ from which we could estimate the activation energies Eτ that are reported in 
Table 2.1. 
 
Figure 2.15 - Schematic representation of the LUMO DOS. EC is the conduction band, EFs is the 
Fermi level during the sensing phase (at stationary condition), EFf is the Fermi level during the filling 
phase (at stationary condition), and QF is the charge that need to be accumulated in the low mobility 
states to bring the Fermi level from EFf to EFs (drawing not to scale). 
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At this point, some clarifications are worth to be drawn. We defined both Eµ and Eτ as activation 
energies associated to a mobility related phenomenon. Incidentally, their values are different (see 
Table 2.1) and, more important, they have different meaning and they were calculated in different 
conditions (Eµ from static measurements, and Eτ from transient measurements): Eµ gives a measure 
of the shallow levels from which carriers hop back and forth to the transport levels following the 
EGDM model[Coehoorn12] (Eµ=EC-EFs showed in Figure 2.15); Eτ, instead, gives an average measure 
of deepest sta tes included between EFs and EFf (as displayed in Figure 2.15). The comparison 
between the values of Eµ and Eτ shows how Eµ is significantly smaller than Eτ accordingly with our 
reasoning.  
On the one hand all the tested devices show similar values of Eτ suggesting that the transients 
are not only limited by the Gaussian tail-states, but also they could be limited by additional interface 
traps induced by the PMMA dielectric, that is the same for all the tested transistors (our OFET 
differ each to other only by the semiconductor material). In fact, as reported by Mathijssen  
et al.[Mathijssen07], the authors showed that the activation energy for the detrapping phenomenon (dual 
to what described by Eτ) depends mostly by the dielectric rather than the semiconductor. On the 
other hand, the value of Eµ seems more related to the semiconductor rather than the OFET structure. 
Indeed, Eµ is related to the relative position of the Fermi level EF that depends by the charge 
concentration and consequently by the DOS. This reasoning also suggests that Eµ is not constant 
during the transient, but is expected to decrease with the increasing of the carrier concentration, i.e., 
with the increase of the Fermi energy level, and consequently with the increase of mobility. 
To support our reasoning, we extrapolated the evolution of Eµ during the transients as a function 
of the normalized current variation (): see chapter 2.2.3 for details. Figure 2.17b shows that Eµ 
decrease with increasing δ, i.e., the current variation during each transient. In other words,  
Figure 2.17b shows that during each transient, as the current increases (i.e.,  increases) the value 
of E decreases, pointing that the quasi Fermi level is slowly approaching the transport level. In 
addition, Eµ is always smaller than Eτ (see Table 2.1) This is consistent with the fact that only the 
carriers at higher levels can contribute to the conduction, because they can hop to the transport level 
much more likely than those located at low energy. 
 
Figure 2.16 - Arrhenius plot of the relaxation time for the tested devices. 
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2.2.3. Extrapolation of the mobility activation energy as a function of time 
and temperature 
Here we report the detailed procedure used to extrapolate the data presented in Figure 2.17b. 
Let’s start defining ΔT as the difference between IDS at the time t=∞ (i.e., the asymptotic value 
at the end of the transient) and IDS at time t=0 (i.e., at the beginning of the transient), computed at 
temperature T: 
∆𝑇    𝑇(∞)     𝑇( )   (2.8) 
Where the subscript T indicate that the expression has to be computed for each temperature. 
Notice that, despite a scale factor, ΔT correspond to Δµ defined in equation 2.6, and represented in 
Figure 2.17a. 
We proceed defining the dimensionless parameter δ that ranges from 0 to 1 (which meaning is 
showed in Figure 2.17a). 
We then evaluate the values tT
∗  (at each temperature) such as 
   𝑇( 𝑇
∗ )     𝑇( ) + 𝛿 ∙ ∆𝑇 (2.9) 
Noticeably, once δ is fixed to an arbitrary value between 0 and 1 for all temperature values, tT* 
(which is a function of the temperature T) represents the time at which the  D T(t) exhibits the same 
variation in percentage. Of course, tT
∗  is a function of T and . 
 
Knowing  tT
∗ , we used equation 2.6 to compute the values of the field effect mobilities µFET that 
feature the same current variation δ ∙ ∆T (for the same value of δ) as indicated in Figure 2.18a. We 
then define: 
µ𝑇(𝛿)  µ𝐹𝐸𝑇𝑇( 𝑇
∗) (2.10) 
Now, using equation 2.10 we can rewrite equation 2.2 as follows: 
ln(µ𝑇(𝛿))   𝐸µ(𝛿)
 
𝑘𝑇
 ln(µ 
′ ) (2.11) 
Using a linear regression (Arrhenius plot in Figure 2.18b), it is easy to estimate 𝐸µ(𝛿) that is 
exactly what is reported in Figure 2.17b. 
 
Figure 2.17. (a) Qualitative behavior of µFET, as well as IDS, as a function of time, as described by 
equation 2.6. The relation with ΔT and δ is also reported (see chapter 2.2.3).  
(b) Activation Energy Eµ for a P5 device as a function of the percentage of current variation δ  
(see chapter 2.2.3). 
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Figure 2.18. (a) Field-Effect mobility µFET as a function of time at different temperature for a P5 
device, the dots correspond to a given percentage variation δ. (b) Arrhenius plot for the mobilities 
corresponding to a given δ. 
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2.3. Summary 
We have shown that pulsed and transient characterizations are useful tools to analyze the 
dynamic channel response. The current transient duration is related to the tail-states of HOMO and 
LUMO that limit the speed of the channel formation and depletion, which is not only a fundamental 
issue for device and material characterization, but also it might severely impact some applications. 
In fact, characterization procedure must be carefully set up to eliminate any transient phenomena, 
which affect the extrapolation of mobility, trapped charge density, etc.  
We also applied the DLTS technique where both p-type and n-type OFETs were analyzed and 
they show a similar transient behavior. We correlated the DLTS technique with electrical IDS-VGS 
characterizations and we extrapolated the activation energies Eµ and Eτ as well as the widths σ of 
the HOMO and LUMO distribution using the Gaussian approximation. 
Our analysis clearly validates the use of pure electrical techniques to give a qualitative and 
quantitative description of the energy levels as well the Fermi level in polymer and molecular 
semiconductors. Moreover, we showed that the transient response is strongly limited by the time 
needed to fully populate the electronic channel. The channel formation requires to move the quasi 
Fermi energy close to the corresponding transport level by populating all the tale states starting 
from the deepest states to the shallower levels. 
This phenomenon has a strong impact to the dynamic performances of the OFET devices since 
it can take a very long time to completely form the conductive channel and it directly impacts the 
mobility of the transistors. Then, even though this phenomenon moderately impacts on the digital 
applications, particular care must be taken in designing analog circuits. 
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3. Organic Semiconductor – Solution 
Interface  
The flexibility and biocompatibility of many organic semiconductors are properties that easily 
prompted the use of these materials for their implementation in chemical and biological 
sensing[Lin12]. Hence, researchers have spent many efforts in the healthcare area, working with 
different polymers and small molecules, where organic semiconductors (OSC) are at the interface 
with an ionic solution[Berggren07, Fang15]. 
Moreover, organic thin-film transistors (OTFTs) allow the integration of a sensor and an 
amplifier in a single device. In fact, it has been widely demonstrated the potentiality of these 
technologies in gaining better performances with respect to inorganic devices, such as silicon TFTs 
or micro-electrode arrays[Frega12, Khodagholy13, Mabeck06, Poghossian09]. Indeed, in the last decade, organic 
electrochemical transistors (OECTs) and electrolyte-gated OFETs (EGOFETs) capable to 
interface with neural cells directly plated on top of the organic layer were  
reported[Cramer13, Kodagholy13, Tarabella15, Yao15]. Nevertheless, the mechanism of transduction of 
ionic/electronic currents at the interface between the organic layer and the biological environment 
has to be fully investigated in order to master and optimize the performances of the overall device 
sensor. 
At this purpose, we simplified the architecture of the three-electrode device in order to 
throughout investigate the different physical phenomena occurring in the organic transistor/cell 
system. We employed the electrochemical impedance spectroscopy (EIS) technique as investigating 
probe to extrapolate a complete model of the device. In this scenario, our results may be easily 
implemented without loss of generality to a plethora of other devices at the interface with the 
physiological/electrochemical environment such as water-gated transistors[Cramer12, Kergoat10, Kergoat11], 
dye sensitized solar cells (DSCs)[O’Regan91], super-capacitors[Kötz00, Simon08], light-emitting 
electrochemical cells (LECs)[Liu13, Tordera12], etc. 
3.1. Physical-based equivalent circuit model 
To the best of our knowledge, the different equivalent circuit models have been developed to 
study the electrodes kinetics[Barcia02, Bonora96, Franceschetti77] and to give a description of systems like 
water-gated transistors[Porrazzo14], dye-sensitized solar cells[Bisquert10, Halme10, Wang05], super-capacitor and 
fuel cells[Belhachemi00, Fouquet06, Sharma10]. However, such models do not fully describe the whole device 
physics. In particular, they omit the description of the diffusion layer in the electrical double layer 
(EDL) or they include mathematical artifices like constant phase elements (CPEs) to describe the 
endogenous effects of surface irregularity, roughness, porous interfaces, frequency dispersion in 
many processes, or other non-idealities.  
Accordingly, in this chapter we are going to develop an equivalent circuit model for the metal-
organic semiconductor-electrolyte stack structure in which every circuital element is correlated to 
a particular physical phenomenon. We kept the model as simple as possible, avoiding the use of 
CPEs. In fact, the introduction of more sophisticated circuital elements in the model may result in 
loss of physical meaning due to the increase in the number of fitting parameters. The consequent 
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pointless complication in the extrapolation of the parameters would make difficult the interpretation 
of the results, such as discerning among different phenomena. 
3.1.1. Experimental procedure 
To get a clearer understanding of the working principles of the organic transistor-based bio-
sensor, we use a simple 2-terminal device shown in Figure 3.1a. The 2-electrode device 
architecture is used in order to: i) specifically investigate the device physics at the bulk and the 
semiconductor electrolyte interface of the organic material ii) reduce parasitic couplings among the 
bio-sensing transistor electrodes as much as possible; and iii) perform measurements on devices 
with a larger area (roughly 2cm2) to increase the signal-to-noise ratio (SNR) and, consequently, the 
measurement accuracy. In the following, we will refer to this structure as the STACK device. 
 
 
 
Our experimental procedure is depicted in Figure 2a. The procedure can be divided into eight 
steps, which are listed here below and described in details in the following sub-sections a)-e) of this 
chapter: 
i) Sample preparation, described in section a). 
ii) Surface analysis. We used both environmental scanning electron microscopy (ESEM) 
and optical profilometry (see section b)). 
iii) PDL functionalization (section c)). Poly-D-lysine (PDL) is used to help cell 
attachment to the devices surface. We adopted the PDL treatment to keep as close as 
possible to the real operating condition. 
iv) NaCl flush (section c)). Because we performed EIS measurements with a NaCl 
solution (concentration of 0.1M), we used the same solution to clean the surface from 
any contaminant that might remain from the previous step. 
v) NaCl deposition (section c)). Approximately 0.1 ml of NaCl was put on top of the 
device for characterizations. 
vi) EIS Measurements at different bias conditions (section d)). 
vii) MilliQ wash (section e)). Immediately after the EIS measurements, devices were 
cleaned using an appropriate protocol using MilliQ water in order to remove NaCl 
residuals. After cleaning, devices were left to dry before the next step. 
viii) Surface analysis. Same as in point ii) for comparing the behaviour of the device 
before and after measurements. 
 
 
Figure 3.1. (a) Stack device cross section showing the applied voltages at the anode (VA) and cathode 
(VA) electrodes. (b) Top view of the fabricated device. (c) Schematic representation of the 
metal/OSC/solution/metal architecture. 
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a) Sample Preparation 
STACK devices (Figure 3.1) were fabricated onto a soda-lime glass substrate pre-coated with 
a 150nm thick indium tin oxide (ITO) layer. The substrate was cleaned by means of multiple 
sonications in acetone and isopropanol solutions before a 600 nm-thick PMMA film was spin-
coated on it. After an overnight annealing treatment in inert atmosphere the PMMA film thickness 
was reduced to about 450 nm. A 30 nm-thick gold was then evaporated onto the substrate defining 
the active area of the device as a 14.06mm  14.35mm rectangle (Figure 3.1b). Finally, a 50 nm-
thick N,N’-ditridecylperylene-3,4,9,10-tetracarboxylic (P13)[Toffanin13] layer was sublimated in 
vacuum on top of the structure covering the entire substrate except for a single gold pad necessary 
to contact the electrode. The PMMA role is to ensure a good deposition of the gold electrode thus 
achieving a reliable fabrication process. This particular STACK device geometry allows us to 
deposit the electrolyte drop capable to cover the entire electrode area without short-circuiting it, 
and with the further advantage to well know the active area of the STACK, which is thus defined 
by the gold electrode itself (see Figure 3.1b). 
 
Figure 3.2. (a) experimental procedure flowchart. (b) bias protocol used to perform EIS 
measurements. 
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b) Surface Analysis 
Surface analysis were performed on dry devices before and after EIS measurements to study 
the bias-induced effects in a device operating in water for a prolonged time. The pre-measure 
analysis (point ii) in Figure 3.2a) was performed on fresh devices right after taking them out from 
their storage in nitrogen atmosphere; post-measure analysis (point viii) in Figure 3.2a) was 
performed after a washing procedure with milliQ water and an overnight drying (point vii) in Figure 
3.2a; see section e) for details). 
In order not to affect the physical and morphological structure of the device, two different non-
invasive techniques were applied: 
1. Environmental Scanning Electron Microscopy. Differently from conventional SEM 
(Scanning Electron microscopy), which is done in high vacuum and requires to deposit a 
superficial gold (or other materials) coating on top of the investigated surface, ESEM 
technique (environmental SEM) allows surface analysis under a controlled environmental 
condition and no superficial coatings are needed. Thus, this powerful tool allows to analyse 
a fresh device without either perturbing or damaging it. In this way, it is possible to compare 
the device conditions before and after EIS measurements. We used a FEI Quanta 200 
ESEM, which performs both morphological and compositional spatially resolved analysis 
thanks to an X-ray detector. By means of morphological study, we can monitor the surface 
quality, whereas compositional analysis provides information about atom concentrations in 
percentage. We used H2O as environment gas at the pressure of 0.53 Torr, and the electron 
accelerating voltage was set to 20kV. 
2. Surface profile by optical profilometry. A Polytec Micro System Analyzer MSA-500 
optical profilometer was employed to perform surface imaging. This system permits the 
non-contact and non-destructive measurements by means of a microscope scanning 
vibrometer. Its working principle is based on the laser interferometry using a green laser 
perpendicular to the surface under test. Thanks to its capability to analyze reflective 
surfaces, we used the optical profilometer to compare the conditions of the gold electrode, 
which is the most reflective part of our device. 
 
c) PDL functionalization and NaCl drop deposition 
The realization of effective bio-sensing devices for transducing cell electrophysiological signals 
requires a good surface cells adhesion[Widge07]. One common method to enhance cells adhesion is to 
use a poly-D-lysine (PDL) treatment[Kim11]. We thus perform a surface functionalization deposing a 
drop of PDL solution on top of our devices. The drop was left on top of the device for 20 minutes, 
keeping the device in a non-ventilated place to avoid a fast evaporation of the solution. During this 
time, PDL interact with the P13 surface. After the 20 minutes, the excess PDL solution was 
carefully removed leaving on top of the surface a self-assembled monolayer of PDL. 
Immediately after the PDL treatment, EIS measurement protocol is performed on the devices 
(section d)). Nevertheless, any solution process performed onto the device surface may cause 
contamination by solution residuals. To overcome this issue, an appropriate cleaning procedure is 
required. Since the next step is the deposition of NaCl solution drop, we used the same NaCl 
solution used for the EIS measurements to wash out the surface, thus avoiding the PDL 
contamination. The procedure consists in the deposition of a NaCl drop over the functionalized 
surface, and leaving it for 1 minute. Later on, the solution was carefully removed. Flushing was 
repeated three times in agreement with the biological protocols adopted by Toffanin et al.[Toffanin13]. 
Before performing EIS measurements, it is necessary to deposit a drop of NaCl solution on top 
of the STACK to realize the electrical contact. We did not use any kind of barrier to confine the 
solution in a particular area, to avoid any accidental damaging of the samples due to mechanical 
stress. For this reason, the STACK devices were properly designed and optimized by having the 
organic layer area much larger than the gold electrode area. Hence, the drop can cover the entire 
electrode area without contacting the gold pad. The P13 capping avoids short-circuits between gold 
electrode and solution, meaning that the NaCl drop must not extend outside the region delimited by 
the semiconductor, whereas it can be larger than the square electrode (see Figure 3.1). 
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d) Electrochemical Impedance Spectroscopy 
Electrochemical Impedance Spectroscopy measurements are surely a powerful tool for 
investigating interfaces and understanding electrochemical devices working principles. 
To improve measurements repeatability and accuracy, we designed a custom sample-holder, 
which allows to perform stable and reproducible measurements of the devices under test while 
minimizing noise and other parasitic effects (such as leakage and capacitive coupling). Moreover, 
the platinum wire which is rigidly jointed to the sample-holder can be finely and reproducibly 
immersed in the solution in all the measurements in order to guarantee effective electrical contact. 
We employed a Schlumberger SI 1260 impedance-gain phase analyser to perform EIS 
measurements in a frequency range from 50 mHz up to 500 kHz superimposing the DC polarization 
VB to a small signal with an amplitude of 10 mV (20 mV peak-to-peak). The AC signal amplitude 
was carefully chosen to obtain the best trade-off between accuracy and linearity. In fact, even 
though a large AC signal reduces the low frequency noise, it is not recommended due to the risk of 
measuring the device in a non-linear regime[Barsoukov05]. This is one of the reasons why we employed 
STACK devices with such a large area.  
For what concerns the choice of the DC polarization and amplitude, we defined the bias 
sequence described in Figure 3.2b: 
 
-  Steps 1, 3 and 5: measurements performed at 0 V to monitor the bias-induced degradation. 
 
- Step 2: measurements performed with bias that ranges from 0.6 V up to 1 V with 0.1 V 
steps. 
 
- Step 4: measurements performed with bias ranging from -1.2 V to -1.8 V with -0.2 V step. 
 
All the biases are applied to the gold electrode, and they are referred to the platinum electrode 
(kept at 0 V). For each step, the bias is held for 5 minutes before EIS starts to avoid any transient 
effects. 
 
It is worth to remark that, even though the typical operating biases are in the range of 0.4 –0.8V 
(in absolute value) in order to avoid water electrolysis, we decided to extend the bias range of the 
measurements from -1.8V to 1V. Indeed, we aim at achieving: i) a better understanding of the 
device physics; ii) a more comprehensive picture of all the electrochemical processes; and iii) the 
validation of the model, which must be verified in a wide range of operating conditions[Halme10]. In 
fact, our purpose is to analyze and describe all the mechanisms occurring in the device, which are 
expected to be strongly bias-depended.  
 
Because high bias voltages could damage the device, our EIS characterization starts at 0-V bias 
measurement (step 1 in Figure 3.2b). After, the bias is increased up to VB=1 V (step 2). This 
guarantees that any eventual perturbation induced by each measurement on the following one is as 
small as possible. Then the 0-V bias EIS measurement is performed again (step 3) in order to verify 
if the device was damaged. Subsequently, the bias is increased (in absolute value) up to -1.8V  
(step 4). Finally, the 0-V EIS is performed again (step 5). We chose (in absolute value) negative 
biases higher than positive ones because of the redox potential of the organic semiconductor. 
Indeed, for perylene-based semiconductors, reduction potentials higher than 0.5 V and oxidation 
potentials around -1.6V were reported[Lee99] (values reported vs SCE electrode).  
Evidently, applying such high polarization bias to electrochemical devices could lead to 
electrolysis phenomena and the dissolution of the organic semiconductor and, in turn, to 
breakdown. However, our model will show that most of the applied voltage falls on the 
semiconductor layer, and just a minor voltage drop falls between the semiconductor-electrolyte 
interface and the platinum electrode (avoiding electrolysis). 
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e) MilliQ wash 
Similarly to the NaCl flush described in section c), the washing procedure consists in deposing 
a MilliQ drop on top of the device surface and leaving it for 5 minutes. Then the MilliQ drop is 
removed and the flush is repeated for other four times. Cleaning is mandatory after the EIS because 
salt residuals are largely present on the surface which would modify the surface morphology once 
dried and crystallized. Thus, deionized water is employed to remove the salts residuals. After that, 
the surface can be safely left to dry before surface analysis (ESEM and profilometry) are repeated 
to monitor the bias-induced effects. 
f) Compensation of the parasitic components 
We performed measurements with a frequency range spanning from 50mHz up to 500kHz. At 
frequencies larger than hundreds of kHz, inductive behavior in the Nyquist plot can be observed. 
Instead of adding additional fitting parameters that take into account such parasitic, we preferred to 
remove the issue by correcting the measure before analyzing the data. 
In the following, we describe the procedure we used to compensate our measurements where 
we consider the parasitic components as lumped elements because our set-up features very short 
cables, thus in the worst case (f=500kHz), the phase shift between the applied voltage and the 
measured current is negligible. 
Let us define ZDUT as the device impedance we want to measure, whereas we define ZM as the 
impedance we actually measure with our instrumentation. Ideally ZM = ZDUT, but often this is not 
true due to the parasitic elements. Defining with ZSh all the undesired series contributions, and with 
ZO all the undesired parallel contributions, we show in Figure 3.3 two possible equivalent circuits 
that explain how these parasitic components (ZO and ZSh) can impact the accuracy of the measures. 
 
 From the equations reported in Figure 3.3 it can be noticed that, if ZO and ZSh are known, we 
can correct the measured impedance ZM, getting the correct value of ZDUT. Remarkably, by simply 
assuming ZO >> ZSh (hypothesis that should always be verified in a good set-up), for both the 
example reported in Figure 3.3, the expression of ZDUT simplifies as follow: 
𝑍 𝑈𝑇  
𝑍𝑀−𝑍𝑆ℎ
 −
𝑍𝑀
𝑍𝑂
 (3.1) 
Thus, we measured ZSh by measuring the entire set-up by substituting the DUT with a short 
circuit, whereas we measured ZO by performing the measurements by substituting the DUT with an 
open circuit. Then, we used equation 3.1 to compensate the raw data, achieving more reliable 
measurements and, consequently, a more precise parameters evaluation. 
 
Figure 3.3. (a) and (b) shows two different equivalent ciruits DUT is the device under test, whereas the 
concentrated parameters ZSh and ZO are the parasitic componets due to the interconnection between 
sample and instrumentation. 
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3.1.2. Result and Discussion  
In Figure 3.4 we show the real and imaginary parts of the measured impedance as a function 
of the frequency in Au-P13-electrolyte-Pt STACK devices. From the imaginary parts (Figure 3.4a 
and Figure 3.4b) we identify five contributions as impedance arcs that are related to five distinct 
phenomena. All the contributions, except the one at highest frequency, strongly depend on the 
applied bias. As we will discuss later, the highest-frequency contribution is associated to the 
platinum/electrolyte interface. 
 
 
a) Impedance model description 
To explain the data obtained by EIS measurements, we propose the model that is sketched in 
Figure 3.5a in the case of a STACK structure biased under a negative voltage. The model highlights 
the different processes occurring in the different STACK layers such as: 
 
1) Adsorption of ions at the organic semiconductor interface (Helmholtz layer); 
 
2) Accumulation of carriers and charge exchange at the semiconductor/electrolyte interface 
(double layer capacitance formation); 
 
3) Percolation of the ionic species in the organic semiconductor; 
 
4) Ion diffusion across the electrolyte; 
 
5) Ion adsorption and charge exchange at the platinum interface.  
 
Figure 3.5b shows the circuit model, accounting for each of the processes listed above. In other 
words, every circuit element can be directly related to a particular interface or layer. 
 
 
Figure 3.4. (a) and (c) show the impedance behavior for negative biases. (b) and (d) show the 
impedance behavior for positive biases. The arrows indicate the increase of bias (in absolute value), 
whereas the circles in Figures (a) and (b) indicate the five different phenomena that will be described 
in chapter 3.1.2 section a). 
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Referring to Figure 3.5a, when a negative bias is applied, anions moves away from the 
semiconductor interface and cations move toward the semiconductor interface, generating a 
compact Helmholtz layer[Bard01]. Since organic semiconductors may be considered like an insulator, 
the Helmholtz layer and the gold electrode form the geometrical capacitor CG, which is modelled 
as a planar capacitor, having P13 as dielectric.  
Ion adsorption leads to the formation of the double layer capacitor CDL with an accumulation 
layer of electrons in the semiconductor. Given that the double layer capacitor at the organic 
semiconductor/electrolyte interface is largely investigated in literature[Bard01, Sharma10, Zoski07], we 
introduced the well-known Randles Cell model to describe the electrolyte metal and/or 
semiconductor interface[Randles47]. Aside from the double layer capacitor CDL, the model includes the 
charge transfer resistance RCT to describe the charge transfer reaction, and the Warburg element W 
(bounded diffusion[Diard12]) to take into account the diffusion process in the double layer structure, 
in agreement with the model proposed by Stern in 1924[Stern24]. 
 
When biased organic devices are exposed to ionic environment, it is plausible to suppose the 
presence of percolation processes by which the electrolyte can permeate the semiconductor 
reaching the gold electrode. In this contest, a good model to describe the ion percolation is the so-
called de Levie impedance[Levie63] that is showed in Figure 3.6. The de Levie circuit element is 
typically used in porous electrodes where the electrolyte/electrode interface is described by a 
transmission-line-like model[Fouquet06, Franceschetti77, Sharma10]. In this model, RPER describes the solution 
resistance inside the pores whereas RctPERr and CdlPER are related to the charge transfer and 
accumulation processes at the interface between organic semiconductor and percolating ionic 
 
Figure 3.5. (a) Schematic representation of a STACK device under a negative bias polarization.  
(b) Equivalent circuit model associated to the device depicted in (a). The de Levie impedance 
(contribution 3) is represented in Figure 3.6. 
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Figure 3.6 - De Levie impedance model. 
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species. The use of the de Levie circuit element for describing the percolation phenomenon will be 
validated in section c) of this chapter. 
The platinum-electrolyte interface was also taken into account and modelled with CPt and RPt 
components, which have the same nature of CDL and RCT respectively. Even in this case we preferred 
the simplest circuit scheme, rather than a more elaborated one such as the Randles Cell scheme. 
Moreover, we verified that the platinum/electrolyte interface gives a really fast contribution (around 
10kHz to 100kHz), thus the electrolyte diffusion near the counter electrode can be neglected. 
Finally, in order to take into account the series resistances between the two electrodes, we 
modelled the semiconductor resistance with RP13, and with RS all other series contributions. The 
latter parameter includes the electrolyte bulk resistance and the contacts resistance that clearly 
cannot be distinguished. 
b) Discussion and model validation 
In order to discern among the different physical processes discussed above, our approach was 
to extend the typical range of applied bias voltages as describe in chapter 3.1.1 (section d)). For 
instance, low voltage polarization leads to mix up different arcs in the impedance plots, thus the 
percolation contribution is blurred by the double-layer and diffusion contributions, but it is still 
present. This is evident in Figure 3.7, which represents the characteristic frequencies for all the 
phenomena as function of the applied bias: each contribution changes its characteristic frequency 
by changing the applied bias. Whereas the geometric capacitor and the platinum electrodes are 
always distinguishable, diffusion, percolation, and double layer impedances tend to overlap at lower 
biases, having their characteristic frequency between 0.01 and 1 Hz. Instead, all the contributions 
are clearly distinguishable at high negative biases, when diffusion, percolation and double layer 
characteristic frequencies approach 0.05 Hz, 0.8 Hz, and 30 Hz, respectively. 
 
Experimental data were fitted with the proposed model by means of a custom program 
developed in Matlab(R). The extrapolated parameters are reported in Table 3.1. RS, CG, RPt, and CPt 
are mostly related to the geometry and structure of the device and they are almost constant (within 
the experimental and fitting error), as expected. CDL and τD also show an almost constant behaviour 
with respect to the applied voltage in agreement with the results reported in literature[Bard01]. The 
other parameters instead, feature a variation much larger than 10%, which are dependent on the 
applied voltage VB. RP13, RPER, RctPER, RCT, and RD are strongly related to the carrier concentration 
(electrons or holes in the semiconductor and ions in the solution). Hence, increasing the VB (in 
absolute value) we increase the injection of carriers that, in turn, contribute to increase the 
semiconductor mobility and the charge transfer reactions at the semiconductor/electrolyte interface 
(decreasing the resistances). Finally, CdlPER increases with increasing VB, in absolute value, due to 
an enhancement in the percolation process and the consequently larger concentration of ions inside 
the semiconductor. 
 
Figure 3.7 - Characteristic frequencies for all the fitted contribution. 
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Let us start the analysis from the series resistance. We measured the conductivity of the saline 
solution, which is 17 mS/cm in our samples. This value is in good agreement with the value of RS 
extrapolated from the EIS measurements, indicating that RS is dominated by the electrolyte bulk 
conduction, whereas the contact resistance is negligible.  
Proceeding with the Randles Cell circuit, our measurements clearly show a contribution at low 
frequency in perfect agreement with the dynamic of the Nernst diffusion[Bonora96, Hauch01]. 
The electrical double layer is the key constituent element in all the different organic devices 
that operate in the physiological liquid conditions, which masters the transduction mechanism. The 
agreement between our extrapolated values of the CDL capacitance and its time constant, with the 
values that can be found in literature[Barcia02, Kergoat11, O’Regan91] confirms the presence of a layer of 
adsorbed ions at the P13 surface. 
Regarding the contribution of the geometric capacitor, our model partially differs from others 
presented in literature[Barcia02, Porrazzo14] that define the geometric capacitance as the electrolytic 
solution capacitance. In our model, the geometric capacitance is the capacitance of the planar 
capacitor comprised by the gold electrode and the Stern-Helmholtz layer that better represents a 
coated electrode structure[Tordera12]. The model feasibility is corroborated by the excellent agreement 
of the extrapolated parameters of CG=51±6 nF/cm2 with the expected value 48 nF/cm2 calculated 
by assuming 50 nm as layer thickness of P13, 2cm2 as surface area, and 2.73[Nahhas12] as relative 
permittivity. 
Even though the platinum/electrolyte interface was modelled with a very simple RC circuit, it 
provides an adequate fit at high frequency. This simple RC model is implemented in several works 
dealing with DSC devices[Bonora96, Hauch01, Wang05], where a platinum counter electrode is used to 
promote the electrolyte reduction[Wang05]. Our results are consistent with the nature of these reactions 
giving a time constant around 10µs. 
Figure 3.8 shows the good matching of the EIS experimental data (blue circles) with the model 
(solid line), for both negative and positive biases (Figure 3.8a and Figure 3.8b respectively), 
confirming the scientific significance of using the de Levie impedance model to account for ions 
percolation through the semiconductor. This percolation through the organic layer is clearly visible 
at relative high voltages, where the impedance imaginary part versus frequency shows four 
impedance arcs. However, by interpolating the EIS curves at different bias conditions, we 
demonstrated the presence of percolation also at low operating voltages – even though less 
prominent– when just three impedance arcs appear. Indeed, if we neglected the percolation by 
removing the de Levie impedance, the model would no longer fit correctly the experimental data, 
as it is clearly visible by the dashed lines in Figure 3.8. This evidence confirms the hypothesis that 
percolation is not just the consequence of a high-bias induced damage, but it is a physical 
phenomenon occurring independently from the applied voltage, even though at different rate.  
STACK fitting parameters 
VB 
[V] 
RS 
[Ω·cm2] 
RP13 
[kΩ·cm2] 
CG 
[nF/cm2] 
RPER 
[kΩ·cm2] 
RCtPER 
[kΩ·cm2] 
CdlPER 
[µF/cm2] 
RCT 
[kΩ·cm2] 
CDL 
[µF/cm2] 
RD 
[kΩ·cm2] 
τD 
[s] 
RPt 
[Ω] 
CPt 
[nF] 
-1.8 103.0 0.14 98.5 2.84 2.44 100.2 1.38 3.68 3.72 9.6 25.3 98.7 
-1.6 103.4 0.85 64.0 14.48 2.92 41.2 6.06 3.78 5.26 4.0 21.2 118.0 
-1.4 105.0 1.82 50.3 158.16 16.99 31.9 39.58 3.80 37.10 11.0 19.9 105.2 
-1.2 106.1 4.62 51.6 439.54 24.34 24.7 365.00 3.49 131.50 8.5 25.7 107.8 
0.7 102.1 3.06 55.8 282.92 87.78 1.4 212.16 3.14 100.34 5.0 20.0 90.0 
0.8 102.1 2.51 45.6 1243.78 24.64 24.9 129.31 7.10 105.12 11.4 11.5 88.0 
0.9 106.1 2.24 47.6 249.78 60.84 26.1 89.18 5.34 59.06 15 17.3 88.0 
1 106.1 1.53 44.4 223.62 13.56 77.6 68.60 4.64 17.00 4.6 21.4 92.8 
Table 3.1 - Fitting parameters extrapolated using the here presented model for both STACK and OCST 
devices. All the parameters, except for the platinum ones, are normalized as respect to the 2cm2 area of 
the structure. 
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We would like to underline once again that we are taking into account each phenomenon by 
means of either distributed or lumped parameter systems. Every regressed parameter has a precise 
physical meaning, given that we avoided to introduce any constant phase elements (CPEs), which 
are typically implemented to replace capacitors when surface irregularities, nanoporous interfaces 
and other non-idealities produce a broad frequency dispersion in the collected EIS measurements. 
In addition, some minor discrepancies between experimental data and our model could be corrected 
by taking into account the shape[Franceschetti77, Keiser76] and the size distribution[Song99] of the percolation 
paths. These improvements are not taken into account because they introduce further analytical 
complications, whereas we preferred focusing in the understanding of the physical mechanisms 
occurring at the device interfaces and at the bulk of the organic material, achieving a good trade-
off between accuracy of the physical description and simplicity of the equivalent circuit. At this 
regard, because CPE might explain processes with wide frequency dispersion, its use would make 
difficult to distinguish between several processes featuring similar characteristic frequency values, 
as in case of diffusion and percolation. Consequently, with a CPE approach, it could be not even 
possible explain the data at higher voltages, such as at -1.8V. 
As a final remark, the presented model could be successfully applied to analyse the behaviour 
of more complex devices, such as water-gated transistors, for both chemical and biological sensing. 
In fact, even though that many efforts have been done in order to model and characterize such 
devices under physiological environment conditions [Cramer12, Popescu15], a consolidated approach to 
study and predict the device response is still missing.  
 
Figure 3.8 - Imaginary part of the impedance for both negative (a) and positive (b) bias values. 
Symbols are experimental data, solid lines are our complet model, and dashed lines are the model 
without the de Levie contribution. 
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Many works presented in literature aim to describe the transduction between bio-sensing 
devices and living cells[Fromherz99, Schoen07, Voelker05, Weis97, Zeck01], but despite those achievements, a 
consolidated theory on the interaction between the organic sensing platform and neurons is still 
missing. At this purpose, the two-terminal circuit model fully describe the semiconductor-
electrolyte interface, thus fitting the needs on describing the interaction between transistor and 
living cell. Indeed, we retain that each part of the transistor structure, such as source and drain 
electrodes (in contact with the physiological solution), can be described by our model. In particular, 
we believe that our model can help to understand and to master the interaction between the ionic 
cellular signals and the organic transistor channel. This could be combined also with other OTFT 
models[Horowitz04, NEcliudov00, Spijkman11, Torricelli15] to analyse and model the overall system that include the 
OTFT-based sensor with cells on top, as we are going to investigate in chapter 4. 
 
 
c) ESEM and profilometry imaging analysis 
We verified the presence of ion percolation process within the organic semiconductor layer by 
means of the optical profilometer and ESEM imaging reported in Figure 3.9 and Figure 3.10 
respectively, confirming that electrolyte solution can reach the gold electrode, and react with it. The 
morphological analysis in Figure 3.9 shows the presence of different cavities associated with the 
absence of gold, which is the main reflective material present in our devices, making the optical 
profilometer a good and reliable tool to probe the presence of percolations paths. From the ESEM 
analysis in Figure 3.10 we gain more information about such cavities. The X-ray fluorescence 
analysis shows that the presence of gold (in atomic weight percentage) inside the cavity is 80% less 
than that present outside the cavity, demonstrating again that the electrolyte reached and corroded 
the gold electrode. In fact, the voids showed in Figure 3.9 and Figure 3.10 are likely due to water 
electrolysis reactions occurring at the gold electrode: electrolysis at positive biases can corrode the 
gold electrode, whereas at negative biases the organic layer is subjected to degradation. 
 
Figure 3.9. (a) Two-dimensional profile picture showing the presence of different cavities. (b) A single 
slice taken following the arrow in (a) showing the one-dimension surface profile. Note that, since gold 
is the only reflecting material, the depth of the voids is bigger than the gold width. This does not 
implicate a PMMA degradation, but it is only a confirmation of the gold corrosion. 
(a)
(b)
x [µm]
z 
[n
m
]
0 100 200 300
-500
-400
-300
-200
-100
0
100
100
0
-100
-200
-300
-400
-500
-600
-700
z [n
m
]
x [µm]
x
y 
[µ
m
]
1000 200 300 400
100
200
300
0
150
50
250
67 
 
 
Therefore, our model shows that, considering the semiconductor and solution resistances, the 
voltage drop, in absolute value, between the semiconductor/electrolyte interface and the platinum 
counter electrode (i.e., the voltage difference across the solution) is less than 0.8V in the worst case 
(i.e., with VB=-1.8V) whereas it is less than 200 mV in the other cases. These values of voltage are 
much lower than those needed for water electrolysis to take place, thus electrolysis can occur only 
in proximity of the gold electrode, confirming the presence of the percolation process. Incidentally, 
water electrolysis can be viewed as the limit case occurring when the percolation process reaches 
the gold interface. In such a case, the device merely becomes, at least locally, a gold-electrolyte-
platinum stack. Thus, the voltage across the solution is the entire applied voltage inducing the water 
electrolysis reaction.  
As final remark, we underline that in order to accelerate the migration processes, the devices 
have been deliberately kept biased with relative high voltages for several minutes (during the EIS 
protocol that last more than several hours). Because this is a strong stress condition, we repeated 
the EIS measurements at 0V bias for several times during the characterisation. Thus, we verified 
that devices can sustain the operative bias condition, i.e., below 0.8V or slightly higher for several 
days. In addition, we observed that our model is verified also when corrosion processes are taking 
place. Indeed, we see how the geometric capacitance CG (usually constant) becomes larger when a 
high negative bias is applied, thus our model can be used to monitor device conditions during 
prolonged time under aqueous environments. 
 
Figure 3.10 - ESEM image which shows the cavity after the applied protocol and the X-ray 
fluorescence spectra taken at three different points: P.1; P.2; P.3. The X-ray analysis highlight how 
gold (Au) is almost missing in the cavity (P.2). Aside the peaks related due to carbon (C) and gold, that 
clearly are due to the PMMA-gold-P13 stack structure, many other peaks are present. These can be 
easily associated to the glass substrate, indeed, whereas indium (In) and tin (Sn) are due to the ITO 
layer, oxygen (O), sodium (Na), magnesium (Mg), aluminum (Al), silicon (Si), potassium (K), and 
calcium (Ca) are associated with the soda-lime glass. Of course, Mg, Al, and K, are presents in very 
low percentage as respect to O, Si, and Na. Nevertheless, O and Na feature small peaks because on the 
one hand, the X-ray detector has not a linear response at all energies. On the other hand, O and Na 
emission have smaller energies than the Si one, thus they have a bigger absorption. 
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3.2. Equivalent circuit model generalization 
In the previous chapter (3.1), we analyzed STACK devices featuring OSC/electrolyte (NaCl 
0.1M) interfaces and we proposed a model, which fully describes all the observed phenomena. 
However, different devices with different materials, structures, and geometries, might show other 
phenomena. 
In this chapter, we want to extend our model by introducing a more general one that, not only 
it can explain the particular case in chapter 3.1, but it is also adequate for a more general system. 
We present an equivalent circuit for the OSC/solution interface which gives a complete and 
comprehensive description of the most important phenomena present in a two-electrodes 
electrochemical system. Each circuital element is directly associated with a physical device 
phenomenon. This chapter will provide the reader with a tool to model a large amount of 
electrochemical systems, pointing out which physical phenomena can be neglected. Finally, as a 
case study, we analyze two architectures that differ only in the used solutions (saline solution, and 
deionized water) showing that the two systems are two different particular cases of the more the 
general model presented in this paper. Moreover, we demonstrate that this model can be 
successfully applied to analyze the effect of surface functionalization on the measured impedance 
spectra, showing that it is a powerful tool to characterize organic materials subjected to 
electrochemical processes at the boundaries with aqueous environments either in electronic devices 
or coating layers. 
3.2.1. Model description 
The aim of this chapter is to give a more general and theoretical description of the organic 
semiconductor/solution interface, nevertheless, to study such interfaces we cannot consider just one 
electrode but at least a two-electrode system must be considered. Moreover, a real-working device 
platform, such as a water-gated transistor or a dye-sensitized solar cell, has more than just one 
electrode. 
Therefore, in the following we analyze the two-electrodes systems as depicted in Figure 3.1c, 
where the anode is a coated electrode in contact with the electrolyte, whereas the cathode consists 
of an uncoated electrode immersed in the solution. The anode coating is a thin film organic 
semiconductor, whereas the solution can be pure water as well as an electrolyte. 
 
Figure 3.11 shows the equivalent circuit model of the device described above, where each 
circuital element can be directly associated with a physical observable in the device: 
(1) One of the most important and discussed parameter in electrochemical devices (transistors 
and sensors) is the double-layer capacitance Cdl. The formation of a double layer capacitor occurs 
due to the solvent molecules and other species (ions or molecules) that are specifically adsorbed, 
forming the compact Helmholtz layer[Bard01]. This phenomenon leads to the formation of a charge 
sheet at the solution side of the interface that is compensated by the accumulation of opposite charge 
at the electrode (metal or semiconductor) side. Such behavior resembles the one of a capacitor, 
whose value is in general voltage dependent. Since this phenomenon takes place at both coated-
 
Figure 3.11 - Equivalent circuit model associated to the device depicted in Figure 3.1c.  
The parasitic component (8) and the ion diffusion at the cathode (4K) can be neglected as explained in 
chapter 3.2.2 (sections a) and b), respectively). 
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anode and cathode, in the general model of Figure 3.11 we added two double-layer capacitances at 
both interfaces (CdlA and CdlK) 
(2) Unless ideal polarized electrodes are concerned (i.e. only non-faradaic processes can 
occur[Bard01]) charge transfer reactions (faradaic processes) at the electrode/solution interface must 
be taken into account. Such reactions can be quantitatively evaluated by monitoring the current 
flowing through the device and can be easily included in the equivalent circuit model by adding a 
charge transfer resistance Rct in parallel with the double-layer capacitance Cdl. Of course, if there is 
a current flow, charge transfer processes are occurring at both anode and cathode, thus we included 
in the model RctA and RctK to describe the charge transfer phenomena at the coated-anode and 
cathode respectively. 
(3) The faradic processes just discussed are related to current flowing between anode and 
cathode. Such current cannot be calculated considering only the charge transfer reaction occurring 
at the electrodes/solution interfaces, but it is also limited by the charge transport through the whole 
device that, at a fixed applied potential, limits the charge transfer process itself. Given the device 
structure depicted in Figure 3.1c, and neglecting at first instance the contact resistances, we can 
divide the charge transport processes into ionic and electronic transport. The first comes from the 
ions flowing in the bulk of the solution due to the applied electric field. The second is the transport 
of electrons (or holes) that move inside the organic semiconductor. Both transport phenomena were 
described in the model of Figure 3.11 by adding the resistances RSOL and ROSC to account for the 
ionic and electronic transport respectively. It is therefore important to notice that, the ionic transport 
in the bulk solution can be well approximated with a linear resistance, whereas the electronic 
transport has not a linear dependence with the applied voltage (see for instance the space charge 
limited model in organic semiconductors[Brütting01]). In fact, it is important to remark that we are 
presenting a small-signal model, therefore the value of each component must be calculated for each 
operating voltage. Thus, ROSC is voltage-dependent and we can consider it as a linear resistor only 
in a small range centered on the operating voltage. 
(4) When ions are present in solution, the double-layer structure is complicated by the presence 
of nonspecifically adsorbed ions that, due to thermal agitation and electrostatic forces, will interact 
with the charged electrodes leading to the formation of a distributed charge layer called the diffused 
layer (Einstein-Smoluchowski equation: 𝐷𝑖  
 𝑇
𝐹𝑧𝑖
µ𝑖; whit Di the diffusion coefficient, µi the ions 
mobility, and zi the number of charges on the ionic specie i)[Bard01]. This phenomenon can be 
described by means of the Warburg impedance[Diard12]. Such diffusion impedance can be easily 
introduced at both metal/solution and OSC/solution interfaces by adding in our model the Warburg 
element (at both coated-anode and cathode) in series with the charge transfer resistance and in 
parallel with the double-layer capacitance forming the so called Randles Cell[Randles47]. 
(5) We demonstrated that, when organic semiconductors are exposed to aqueous environments 
for a prolonged time, the solution can percolate through the organic semiconductor and, as we 
adequately discussed in chapter 3.1.2 section c), this phenomenon is emphasized if bias is applied. 
Such percolation process can be taken into account using a distributed impedance model that is 
typically used to describe porous electrodes, whereas the solution/electrode interface can be 
successfully described by a transmission-line-like model[Sharma10]. For this reason, we include in our 
model the de Levie impedance[Levie63] shown in Figure 3.6, where the RctPER and CdlPER elements 
respectively describe the charge transfer reaction and the double-layer capacitance at the distributed 
interface between the porous organic semiconductor and the percolated solution, whereas the 
resistance RPER accounts for the resistivity of the percolated solution. 
(6) Since the devices under analysis is characterized by a phase separation between two different 
materials (organic semiconductor and solution), we must consider two geometric capacitances: CgA 
and CgK. These two constant parameters are associated to the geometry of the device and they 
describe the semiconductor capacitance (CgA) and the solution capacitance (CgK) respectively. Now, 
one might speculate about how CgA and CgK should be interconnected. Let us focus on the 
solution/semiconductor interface. Since this interface is thinner than 10nm[Bard01], the double-layer 
capacitance is typically much larger than the geometric capacitances. Thus, the time constant 
associated to the double layer capacitance CdlA is much smaller than the time constants associated 
to the two geometric capacitances CgA and CgK.  
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This means that, at the characteristic frequencies of the geometric capacitances, the double layer 
capacitance CdlA is equivalent to a short circuit. Consequently, to understand the device physics and 
extrapolate the model parameters, there will be a negligible difference in connecting the geometric 
capacitances CgA and CgK at the solution side of the interface rather than at the semiconductor side. 
In our model, we arbitrarily chose to connect both CgA and CgK at the solution side of the 
semiconductor solution interface. 
(7) To complete the model, we add the series resistance RS. This resistance takes into account 
the linear voltage drops associated to the device contact resistances such as the anode and cathode 
electrodes resistivity. 
(8) At last, for the sake of generality, parasitic elements should be included in the model. Such 
parasitic components could have different origins depending on how the sample is connected to the 
instrumentation and on the cable lengths. Hence, we add in series to RS the parasitic impedance ZP, 
i.e. a distributed impedance in the most general case. Since we cannot analyze all the possible 
parasitic configurations, we will consider the case in which ZP can be described by the series of the 
two lumped elements RP and LP[Petty00], which is enough in most cases. The parasitic resistance RP 
takes into account all the linear voltage drops due to the interconnections between the sample under 
test and the instrumentations, and it must not be mistaken with the series resistance RS that describe 
only the device physics. Similarly, the inductance LP is used to described the unwanted magnetic 
coupling (typically at high frequencies) due to the cables and, if present, to the sample holder used 
to contact the device. 
 
3.2.2. Discussion 
In the previous chapter (3.2.1), we showed the most general model for the 
metal/OSC/solution/metal system.  
Now, we want to discuss such model by focusing our attention in how to correctly implement 
it and how to do the proper simplifications depending on the case of study. 
a) Parasitic components approximation 
Let us start considering the parasitic components LP and RP. The best practice is not to model 
such elements, but to avoid them by using a proper set-up and performing data compensation as 
described in chapter 3.1.1 (sections d) and f), respectively). Under these assumptions, the model 
can be simplified removing the impedance ZP. Notice that, without performing the impedance 
compensation, would not be possible to discriminate the parasitic component RP from the series 
resistance RS, with consequent loss of information on the device contact resistance. 
b) Diffusion impedance simplification 
Another simplification worth to be done is to implement in the model only one of the two 
Warburg elements. As explained in chapter 3.2.1, one Warburg impedance (WA) describe the ion 
diffusion layer at the OSC/solution interface, and the other Warburg impedance (WK) describe the 
diffusion layer at the solution/metal interface. Even though in general WA and WK are different due 
to different ions involved in the diffusion, in practice it is very hard to discern them because they 
feature similar time constants around 10s[Hauch01, Cester15]. Thus, it is possible to neglect WK and leave 
only the terms WA. Noticeably, the choice of which Warburg element removing is very important 
since it could affect the correct model parameters evaluation. One the one hand, since RctK is usually 
very low, the double-layer capacitance at the solution/metal interface is typically associated with a 
fast time constant (around 10µs[Bonora96, Hauch01, Wang05]), thus the correct evaluation of the parameters 
CdlK and RctK are not affected by removing the impedance WK. On the other hand, since CdlA and 
RctA can assume very large values, the double-layer capacitance at the OSC/solution interface can 
have a low time constant (around 1s[Porrazzo14, Buth11]) that is closer to the diffusion impedance, thus 
removing the Warburg element WA would lead to noticeable errors in the extrapolation of the 
parameters CdlA and RctA. 
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c) Solution dependence 
The model description in chapter 3.2.1 was developed regardless the materials used during the 
device fabrication in order to make the model as much general as possible and widely applicable to 
any semiconductor/solution system. However, changing the active organic semiconductor, surface 
functionalization, or device thickness means modifying the values of the parameters used in the 
model, thus emphasizing some phenomena and hiding others. It is therefore important to 
understand, for each case, which process is worth to be considered, hence apply the model 
consequently. 
We will now see two examples in which we analyze the same device architecture that only 
differs in the used solutions: saline solution, and deionized water.  
 
i) Saline solution:  
For standard saline solutions, the resistivity of the solution is ρSOL=70Ω∙cm[Massobrio16], whereas 
its relative permittivity εSOL is around 80[Nörtemann97]. Assuming that the time constant τgK associated 
to the solution capacitance CgK, is much smaller than the time constant τdlK associated to the double-
layer capacitance CdlK (typically around 10µs), we can calculate the time constant τgK = ρSOL∙εSOL∙ε0 
(where ε0 is the vacuum dielectric constant). 
Calculating such expression gives τgK = 0.5ns that is much smaller than τdlK, meaning that in 
this case it is not possible to observe the contribution of the solution capacitance from the EIS 
measurements. 
Hence, the model reported in Figure 3.11 can be simplified as shown in Figure 3.12, where we 
remove the solution capacitance CgK whereas the solution resistance RSOL has been englobed into 
the series resistance RS since they cannot be further discriminated. Notice that, this is exactly the 
same model reported in Figure 3.5b and discussed in chapter 3.1. 
 
In our experiments, we used NaCl (concentration of 0.1M) as saline solution whose resistivity 
was 60Ω∙cm. Figure 3.13 reports the Real and Imaginary parts as a function of frequency, 
performed onto a P13 coated electrode, without the PDL coating, at both positive and negative 
biases. As can be seen by the solid line in Fig. 6 the model reported in Figure 3.12 well represents 
the acquired data (symbols). Moreover, the fitted parameters values reported in Table 3.2 are in 
agreement with other results present in literature, such as the double-layer capacitance CdlA that is 
in the range of 1÷10µF∙cm-2 [Porrazzo14, Cramer12], or the geometrical capacitance that is close to the 
expected value of CgA = 48nF∙cm-2 calculated using 𝐶    
𝜀𝑟∙𝜀0
𝑡𝑂𝑆𝐶
, where εr = 2.7[Nahhas12]. 
 
 
Figure 3.12 - Saline solution approximation. 
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Noticeably, to correctly discern the different contribution discussed in chapter 3.2.1, the 
measured devices have to be polarized at biases exceeding the normal operative voltages, thus 
emphasizing some phenomena such as the ionic diffusion and the solution percolation, and 
consequently, allowing the complete parameters evaluation. The choice of the DC polarization has 
to be investigated for each different kind of device, because different organic materials or surface 
morphologies can show different characteristics that emphasize one phenomenon with respect to 
the others. 
Indeed, in chapter 3.1 we performed EIS measurement onto P13 STACK devices functionalized 
by a PDL coating and, as reported in Figure 3.4, the model of Figure 3.12 perfectly describe all 
the five different impedance contributions that are clearly observable in the imaginary part plot. 
Remarkably, after the PDL treatment, possibly due to the increased surface wettability[Toffanin13] that 
could reduce the overall electrode impedance, lower DC biases are required to fully characterize 
the devices. 
 
 
 
 
Figure 3.13. Impedance plots for a P13 coated electrode (without PDL) with NaCl 0.1M as solution. 
(a) and (c) show the impedance behavior for negative biases. (b) and (d) show the impedance behavior 
for positive biases. The filled symbols are the measured data, whereas the solid lines are the model of 
Figure 3.12. Insert in the figures are the corresponding Nyquist plot. 
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 Bias Series 
Resist. 
OSC 
contribution 
Percolation 
(de Levie) 
Double Layer 
Diffusion 
(WA) 
Cathode  
electrode 
 VB 
[V] 
RS+RSOL 
[Ω·cm2] 
RP13 
[kΩ·cm2] 
CG 
[nF/cm2] 
RPER 
[kΩ·cm2] 
RCtPER 
[kΩ·cm2] 
CdlPER 
[µF/cm2] 
RCT 
[kΩ·cm2] 
CDL 
[µF/cm2] 
RD 
[kΩ·cm2] 
τD 
[s] 
RctK 
[Ω] 
CdlK 
[nF] 
W
it
h
o
u
t 
P
D
L
 
-1.8 64.5 0.8 21.7 6.2 2.5 10.5 6.2 4.1 1.1 13.5 30.0 40.8 
-1.6 66.0 1.2 25.0 21.6 3.5 25.1 11.3 2.7 2.3 2.1 35.0 41.3 
1.6 60.0 1.7 57.3 4.8 37.9 0.7 8.2 1.9 23.3 2.7 18.0 58.9 
W
it
h
  
P
D
L
 
-1.8 103.0 0.1 98.5 2.8 2.4 100.2 1.4 3.7 3.7 9.6 25.3 98.7 
-1.4 105.0 1.8 50.3 158.2 17.0 31.9 39.6 3.8 37.1 11.0 19.9 105.2 
0.8 102.1 2.5 45.6 1243.8 24.6 24.9 129.3 7.1 105.1 11.4 11.5 88.0 
1 106.1 1.5 44.4 223.6 13.6 77.6 68.6 4.6 17.0 4.6 21.4 92.8 
Table 3.2. Parameters values from the data of Figure 3.4 and Figure 3.13 using the model of Figure 
3.12 for NaCl solution. All the parameters are normalized as respect to the device area except for the 
cathode electrode (platinum wire). 
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ii) Deionized Water:  
Deionized water is characterized by resistivity ρSOL larger than 10MΩ∙cm[Kergoat10], which value 
may decrease to hundreds of kΩ∙cm after handling[Porrazzo14]. In such cases, keeping εSOL = 80, the 
τgK calculated with the approximated formula discussed above ranges from 1µs up to 100µs. We 
notice that the calculated value of τgK (associated to the solution capacitance CgK) is closer to the 
typical value of τdlK (associated to the double-layer capacitance CdlK). Despite that, the 
approximation τgK = ρSOL∙εSOL∙ε0 still holds true because in this case RSOL>> RctK. Consequently, the 
contribution of the double-layer capacitance CdlK is completely hidden by the solution capacitance 
CgK in parallel with the solution resistance RSOL. Hence, the general model in Figure 3.11 can be 
simplified by removing the parameters CdlK and RctK. Furthermore, in presence of deionized water, 
the model further simplifies by removing the contribution of the Warburg impedance. Indeed, the 
only ions present in the solution are due to impurities or dissociated water species (H3O+ and OH-) 
that are very low in concentration[Kergoat10], thus the ion diffusion can be neglected. 
In summary, considering these two simplifications, the model in presence of deionized water 
becomes as reported in Figure 3.14. 
We performed our experiments using Milli-Q water and the results are reported in Figure 3.15, 
whereas the model parameters are collected in Table 3.3. The model excellently fits the data, and 
each contribution can be discriminated as indicated by the labels in the figures. 
 
 
 
Figure 3.14 - Deionized water approximation. 
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Figure 3.15. Impedance plots for a P13 coated electrode (without PDL) using MilliQ water as solution. 
(a) and (c) show the impedance behavior for negative biases. (b) and (d) show the impedance behavior 
for positive biases. The filled symbols are the measured data, whereas the solid lines are the model of 
Figure 3.14. Insert in the figures are the corresponding Nyquist plot. 
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In particular, the contribution of the MilliQ water is clearly visible in the Nyquist plot where 
the estimated value of RSOL is around 30÷50kΩ∙cm2. Moreover, the presence of the diffusion 
impedance is not appreciable, confirming the model simplification discussed above. It is worth to 
remark that, the double-layer capacitance CdlA is much lower using MilliQ water instead of NaCl 
solution. This can be ascribed to the lower ionic strength[Melzer14], combined with the high 
hydrophobicity of the organic layer[Toffanin13]. 
 
In addition, as can be seen from Table 3.3, the value of geometric capacitance CgA is 
underestimated since its contribution is partially hidden by the contributions of the solution 
capacitance CgK and the double layer capacitance CdlA. Moreover, despite its presence is needed to 
fully described the impedance spectra, neglecting CgA in the model (dashed lines in Figure 3.16) 
has not a strong impact in the extrapolation of the others parameters that slightly vary as reported 
in Table 3.3. 
 
 
Figure 3.16. Imaginary (a) and real (b) impedance plots for a P13 device with MilliQ as solution for 
VB=1.4V. Symbols are the measured data, the solid line is the model of Figure 3.14, whereas the 
dashed line is the same model without the OSC capacitance CgA. 
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[V] 
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* 
[Ω·cm2] 
RP13 
[kΩ·cm2] 
CG 
[nF/cm2] 
RPER 
[kΩ·cm2] 
RCtPER 
[kΩ·cm2] 
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[µF/cm2] 
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 -1.8 / - - 326.5 110.4 775.0 134.6 49.6 29.7 11.4 
-1.6 / - - 834.8 92.1 2247.7 55.7 47.0 35.8 11.3 
1.2 / - - 219.2 349.6 455.1 751.2 58.5 46.0 11.8 
1.4 / - - 144.4 383.7 352.3 380.5 57.9 43.9 11.8 
W
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n
 -1.8 / 5.1 10.4 314.4 101.4 843.8 138.0 32.2 29.7 11.4 
-1.6 / 7.2 11.1 204.3 189.4 649.2 56.0 28.4 35.8 11.3 
1.2 / 10.5 12.7 281.3 377.9 421.2 746.7 45.7 46.0 11.8 
1.4 / 2.3 9.4 260.2 353.6 352.5 350.5 53.3 43.9 11.8 
* The RS values were not calculated because it is much smaller than the RSOL values that are dominant at high frequencies.   
   Assume to zero. 
Table 3.3 - Parameters values from the data of Figure 3.15 using the model of Figure 3.14 for MilliQ 
water. All the parameters are normalized as respect to the device area. 
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To confirm that our model (Figure 3.11) can be widely applied independently of the employed 
material, we fabricated STACK devices using a different organic semiconductor (MX: the name of 
the molecule is not reported for publication reasons). We performed measurements with both NaCl 
(Figure 3.17a) and MilliQ water (Figure 3.17b) proving that, using the simplification reported in 
Figure 3.12 and Figure 3.14, respectively, our model can give a general description of different 
devices and materials. 
 
 
 
 
At this point, another consideration is worth to be drawn. We proposed a model that explains 
various phenomena which might be related either to electrical properties, chemical reactions, and 
possibly unwanted effects, such as solution or ion percolations. Using this model, one could assess 
in which extent those phenomena occur, by performing a simple electrical measurement, instead of 
a more complex microscopy and chemical analysis.  
Not only this is useful for the characterization and failure analysis of electronic devices, such 
as water-gated transistors, electrophysiological interfaces, fuel cells, and many others 
electrochemical systems, but also this model might be used in other applications, in which a solution 
is in intimate contact with another material (metals, painting, coating, etc.[Bonora96]), to determine and 
quantify, if percolation and/or redox corrosive processes occur.   
 
 
 
 
 
 
 
 
 
 
 
Figure 3.17. (a) and (b) Imaginary and real impedance plots for a MX device with NaCl (data are 
fitted with the model of Figure 3.12). (c) and (d) Imaginary and real impedance plots for a MX device 
with MilliQ (data are fitted with the model of Figure 3.14). 
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3.3. Summary 
We presented and validated a comprehensive model that considers and rationalizes all the 
processes taking place at the interface or in the bulk of the different layers comprising a metal-
organic-electrolyte stack. In particular, the model takes into account the following processes: 
adsorption of ions in the semiconductor (Helmholtz layer); accumulation of carriers and charge 
transfer at the semiconductor/electrolyte interface (double layer capacitance); percolation of the 
ionic species through the organic semiconductor; ion diffusion across the electrolyte; ion absorption 
and charge transfer at the platinum interface.  
In order to identify all the possible mechanisms, we performed EIS measurements both at low 
and at high operating bias voltages applied between the gold layer and the platinum electrode, thus 
avoiding the use of any constant phase element in the equivalent circuit. This measurement protocol 
allowed us to separate in the frequency domain the different contributions and, in particular, to 
demonstrate the occurrence of ion percolation through the organic layer by using a de Levie circuital 
element. The presence of percolation is demonstrated by ESEM analysis and optical profilometry. 
Although percolation is much faster and more intense at high negative bias, it is still present at low 
bias conditions (close to the real operating conditions), even if with different rate.  
We further extended our findings presenting a more general model for the metal/organic 
semiconductor/solution/metal structure, where the solution can be an electrolyte as well as poor 
water. A detailed description of the most important physical phenomena and processes that are 
involved in the device operations is reported, thus explaining the presence of each circuital element 
and, consequently, motivating the model complexity. 
We considered also two case studies, by introducing some simplifications, which are often 
meaningful in many device architectures. In particular, we studied the use of two different solutions 
(NaCl 0.1M, and MilliQ water) and we showed that they can be described using two different 
models. On the one hand, the devices featuring deionized water are characterized by the absence of 
the diffusion impedance, and by an impedance lobe, associated to the solution capacitance CgK, 
which hides, at least partially, the contribution of the counter electrode and the organic 
semiconductor capacitance CgA. On the other hand, the devices measured with saline solutions are 
characterized by the absence of the solution capacitance CgK, whereas the organic semiconductor 
geometry capacitance is perfectly observable, especially at high biases, and it can be easily 
estimated using our model. Noticeably, it can be easily shown that both models are a particular case 
of the general equivalent circuit model presented in this work, that can be successfully applied to a 
plethora of other architectures characterized by different electrical and chemical properties. In 
particular, we showed that, changing the nature of the OSC or of the OSC/solution interface, our 
model, with the proper parameters sets, is able to correctly describe the whole impedance spectra. 
We demonstrated a very good accordance between model and the experimental data, proving 
that, as will be shown in the following chapter (4), this model is a valid tool for studying the 
interaction between bio-sensing devices and physiological environment, such as OECTs, EGOFET, 
and many other electrochemical systems, where electrodes are coated with organics or porous 
material, with particular emphasis to organic neural interfaces.  
Lastly, we believe that, not only this model can be used to study and characterized electronics 
and electrochemical devices, but it might be a useful tool in a wide range of other applications in 
which it is important to verify the quality of coatings and surfaces, or to detect the presence of 
unwanted phenomena such as solution percolation or corrosive currents. 
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4. Reference-Less Electrolyte-Gated 
OFET-based neural interfaces 
The understanding of neuronal behaviors is an important step to study neuronal and 
neurodegenerative diseases, which requires the development of new tools and technologies to 
create functional neural interfaces that allow both stimulation and recording of cellular electrical 
activity. For this purpose, several technologies have been developed and improved in the last 
years[Fattahi14]. These achievements span from inorganic field effect  
devices[Duan12, Karni09, Patolsky06, Poghossian09, Timko10] and microelectrode arrays[Frega12, Maccione13], to organic 
microelectrodes[Kim10] and organic field-effect transistor (OFET) based sensors[Cramer13, Khodagholy13a]. 
In parallel with these technological improvements, several theoretical works have been presented, 
including mathematical analysis of the neural interfaces[Bove95, Fromherz99, Schoen07], impedance 
spectroscopy performed on living cells[Lempka09, Weis96], and modelling of electrolyte-gate organic 
transistors (EGOFETs)[Podescu15]. 
Among these technologies, those based on organic electronics feature advantages with respect 
to their inorganic counterparts[Fang15]. Indeed, organic electronics is becoming increasingly 
attractive for neuronal applications, thanks to its promising properties such as low-cost materials 
and fabrication processes, eco- and bio-compatibility, transparency, and large-area production.  
EGOFETs, also known as water-gated OFETs, have been widely investigated in recent 
years[Cramer12, Kergoat10, Kergoat11, Porrazzo14]. Their working principle is similar to the classic OFET, 
differing only in the gate contact, which is obtained by means of an ionic solution or electrolyte (or 
deionized water[Kergoat10]). This allows for devices that work at very low voltages, thanks to the 
formation of a double-layer capacitance Cdl at the electrolyte/semiconductor interface that features 
thickness of few nanometers[Sharma10].  
Aside from EGOFETs, organic electrochemical transistors (OECTs) are worth to be mentioned. 
Such transistors are characterized by currents that are much larger than the EGOFET 
counterpart[Larsson11, Khodagholy13b]. However, in an OECT, the on/off switch is produced by transfer of 
ions from the electrolyte and the semiconductor (doping/de-doping)[Kergoat12], whereas only 
capacitive processes occur for EGOFETs, without charge transfer[Wang16]. Consequently, EGOFETs 
are intrinsically faster and more stable than OECTs[Larsson11]. 
4.1. Reference-Less EGOFET neural interface working 
principle and modelling 
To make the device less invasive, maximizing its suitability for in vivo applications, and 
overcoming one of the major drawbacks of standard technologies[Spanu15], it is desirable to avoid the 
reference electrode (i.e. the electrode directly in contact with the solution). The organic charge-
modulated field-effect transistor (OCMFET) was recently reported as a tool to sense extracellular 
cells’ potentials[Spanu15]. However, the OCMFET structure does not allow simultaneous sensing and 
simulation of the same cell. Moreover, the device sensing area is far from the transducing transistor, 
thus reducing the signal-to-noise ratio.  
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More recently, a reference-less semiconductor ion sensor (RELESIS) was reported[Zeng17], however 
the authors used an additional insulated electrode to determine the RELESIS working region. 
Despite the experimental efforts described above, to our knowledge, a comprehensive model 
that describes the whole bidirectional interaction between the neural cell and an organic field-effect 
device is still missing. Indeed, the models present in literature consider only a single microelectrode 
(for a comprehensive review see [Massobrio16]). Moreover, a model describing the working principle 
of a reference-less device has not been presented yet.  
In this chapter, we aim to provide an equivalent circuit model of an EGOFET interacting with 
a cell to investigate the feasibility of simultaneous stimulation and sensing without the need of a 
reference electrode. Proof-of-principle experiments confirm the practicability of the device, 
predicted from the model. Our model can be successfully used both as an aid in understanding 
experimental data, and to guide the design of new stimulation and sensing platforms. 
4.1.1. Reference-Less EGOFET working principle 
In our analysis, we consider EGOFETs (with and without the reference electrode), which Back-
Gate (BG) is capacitively coupled with the semiconductor by an insulator. On top of the platform 
we include the presence of a neuron that is directly coupled with the sensing area of the device. The 
device structure is depicted in Figure 4.1, and the reader may notice that there is no reference (gate) 
electrode in contact with the physiological solution to set the DC working point of the electrolyte-
gated device. In chapters 4.3.3 and 4.4 we will show that such a device is able to sense cellular 
signals without any reference electrode, because the EGOFET can set its DC working point by a 
“self-polarization” through the source and drain electrodes that polarize the solution. Since the 
drain-to-source current (IDS) is a function of the extracellular potential Vout, any variation of the 
extracellular voltage ∆Vout induces a variation of the transistor current ∆IDS, therefore the device 
works as a sensor. 
 
Cell stimulation can be achieved by applying a pulse to the BG electrode, thus varying the 
extracellular potential, inducing a small perturbation (around 10mV) at the EGOFET/cell interface 
sufficient to stimulate action potentials (Aps). One may speculate that such a pulse may lead to 
undesired variation of the threshold voltage VT, and consequently an undesired variation of the 
output current IDS. To evaluate the effective impact of the back-gate stimulation on the threshold 
voltage variation, we can use the following equation that relates the threshold voltage VT with the 
Back-Gate voltage VBG[Colinge04]: 
 𝑇   𝑇  
 𝐵𝐺 
 𝑑𝑙
    (4.1) 
Usually, the double layer capacitance Cdl is much larger than the BG capacitance CBG, thus only 
small variations of VT (and consequently in IDS) are induced.  
Experimental evidences of self-polarization and Back-Gate cell stimulation are reported in 
chapter 4.4. 
 
Figure 4.1 - Schematic representation of the RL-EGOFET`. The cell is placed on top of the organic 
semiconducting layer, where there is no reference electrode (reference-less). The Back-Gate electrode 
works as stimulating electrode, whereas the IDS current is directly modulated by the cell potential. 
Back-Gate
DrainSource
Neuron
electrolyte
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4.1.2. Modelling of (RL-) EGOFET neural interfaces 
To show the potentialities of the reference-less EGOFET (RL-EGOFET) technology in sensing 
membrane potentials and stimulating neuronal action potentials by means of a Back-Gate electrode, 
we developed and simulated the model presented in Figure 4.2. 
 
 
The neuron was modelled using two Hodgkin-Huxley (HH) models[Hodgkin52]: the first HH (HH1) 
takes into account the cell membrane that is directly coupled with the stimulating and sensing area 
of the transistor (attached membrane); the second HH (HH2), instead, allows an overall description 
of the membrane that does not directly interact with the device (free membrane).  
Since the physiological solution will cover the entire EGOFET, we cannot neglect the 
“secondary” interaction between the cell and the source and drain electrodes. To model such 
secondary interaction, we add the cleft resistances (RcleftS and RcleftD) and the bath resistances (RbathS 
and RbathD). On the one hand, these elements describe the undesired conductive paths between 
source and drain. On the other hand, they describe the coupling between the sensing device and the 
cell (RcleftS and RcleftD). Furthermore, they permit the DC polarization of the electrolyte-gated device 
(Vout) through the polarization of the bulk solution Vext (RbathS and RbathD). In fact, at equilibrium, 
Vout=Vext, thus motivating our choice of not using a reference electrode. 
The interaction between the physiological environment and the organic semiconductor was 
described using a simplification of the equivalent circuit model reported in Figure 3.5b. In 
particular, such simplified model is depicted in Figure 4.3 where the reader may notice that we 
neglected the percolation and diffusion impedances, because these processes have characteristics 
frequencies under 100mHz in normal operating conditions, which is a value much smaller than the 
action potential signal frequency that typically ranges from 1Hz to 1kHz[Fall02]. The model reported 
in Figure 4.3 is then applied to both source and drain electrodes, and to the device sensing area 
(Figure 4.2). 
To complete our model, we add an R-C (RBG and CBG) circuit at the BG electrode in order to 
take into account the insulator. Notice that, RBG should be infinite in an ideal insulator. However, a 
finite resistance arises due to the insulator quality that leads to a non-zero conductibility.  
 
Figure 4.2 - Equivalent circuit model for the RL-EGOFET interfacing a neuron. Two Hodgkin-
Huxley models describe the cell membrane interfacing with the transistor (attached membrane 
described by HH1) and the cell membrane interfacing with the external bath solution (free membrane 
described by HH2). The Rcleft(S,D) and Rbath(S,D) resistances describe the conductive paths through the 
electrolyte. 
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In addition, to keep the model as general as possible, we can run the simulation either with a 
self-polarized extracellular voltage Vext, thus emulating a reference-less structure, or by forcing an 
arbitrary voltage Vext, to emulate the presence of a reference electrode, thus simulating typical in 
vitro experiments.  
 
In our simulations, we arbitrarily considered an EGOFET with pentacene as organic 
semiconductor, and silicon-dioxide as back-gate dielectric material. Unless otherwise specified in 
the text, Table 4.1 reports the model parameters used in the simulation, where the data are calculated 
accordingly to the typical scenario found in the literature. 
 
The device source and drain current (IDS) is modulated by the potential at the 
semiconductor/solution interface (i.e., Vout in Figure 4.2) as reported by the following 
equation[Marinov09]:  
    
 𝑑𝑙𝑊
𝐿
µ𝐹𝐸𝑇   
𝛼  
{ln[  exp(
𝑉𝑜𝑢𝑡−𝑉𝑇−𝑉𝑆
𝑉𝑆𝑆
)]}
𝛼+2
−{ln[  exp(
𝑉𝑜𝑢𝑡−𝑉𝑇−𝑉𝑆
𝑉𝑆𝑆
)]}
𝛼+2
𝛼  
 (4.2) 
 
where, VS and VD are the Source and Drain potentials, µFET is the field-effect mobility, VT is 
the threshold voltage, VSS is a voltage parameter related to the steepness of the subthreshold 
characteristics, and α ≥ 0 is the mobility enhancement factor.  
In our simulations, unless otherwise specified, to describe a general OFET with fairly good 
performance, we use VS=0V, VD=-0.2V, VT=0V, VSS=0.1V, µFET=0.1cm2V-1s-1, and α=0. 
 
Figure 4.3 -  Equivalent circuit model describing the interaction between solution  
and the EGOFET electrodes. 
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Symbol Description Equation Value 
q Elementary charge  1.6∙10-14 C 
ε0 Vacuum permittivity  8.854∙10
-14 F∙cm-1 
𝜀𝑟𝑂𝑋   
Relative permittivity of the Back-Gate dielectric (silicon 
dioxide) 
 3.9 
𝜀𝑟𝑂𝑆𝐶  
Relative permittivity of the organic semiconductor (pentacene 
[30]) 
 4 
ρOX Back-Gate oxide resistivity. (silicon dioxide)  10
-17 Ω∙cm 
p0 Hole carrier density in the organic semiconductor
[Lucas12]  2.2∙1014 cm-3 
µt Organic semiconductor transversal mobility
[Lucas12]  1.7∙10-5 cm2∙V-1∙s-1 
σsol Saline solution conductivity
[Massobrio16]  14∙10-3 S∙cm-1 
Rcleft(S,D) Cleft resistance at the Source and Drain electrodes
1   50∙109 Ω 
W Width of the organic transistor  20∙10-4 cm 
L Channel length of the organic transistor  20∙10
-4 cm 
Lel Length of the source and drain electrodes
2  20∙10-4 cm 
tOX Back-Gate oxide thickness  200∙10
-7 cm 
tOSC Organic semiconductor thickness  150∙10
-7 cm 
tel Source and Drain electrodes thickness  100∙10
-7 cm 
tcell Cell thickness  20∙10
-4 cm 
Ael Source and Drain electrodes area
  𝑒    𝑊 ∙  𝑒  4∙10
-6 cm2 
Ach= Am1 
Electronic channel area, corresponding to the area of the cell 
membrane interfacing with the EGOFET sensing area3 
     𝑚   𝑊 ∙   4∙10
-6 cm2 
Am2 
Area of the cell membrane that does not interface with the 
EGOFET sensing area3 
 𝑚    
 𝑊 ∙  + 2  𝑒  (𝑊 +  ) 
20∙10-6 cm2 
Cm(1,2) Cell membrane capacitance
5 [Keener09]  10-6 F∙cm-2 
gK(1,2) Potassium channel conductivity
5 [Keener09]  36∙10-3 S∙cm-2 
gNa(1,2) Sodium channel conductivity
5 [Keener09]  120∙10-3 S∙cm-2 
gL(1,2) Leakage channel conductivity
5 [Keener09]  0.3∙10-3 S∙cm-2 
VK(1,2) Potassium channel potential 
[Keener09]  77∙10-3 V 
VNa(1,2) Sodium channel potential 
[Keener09]
  50∙10
-3 V 
VL(1,2) Leakage channel potential 
[Keener09]  54.4∙10-3 V 
Cdl(G,S,D) 
Double-layer capacitance at the semiconductor/solution 
interface6,7 [Franks05] 
 10.8∙10-6 F∙cm-2 
Rct(G,S,D) 
Charge transfer resistance at the semiconductor/solution 
interface6 
[Franks05] 
 1.24∙106 Ω∙cm2 
Rbath(S,D) 
Bath resistances interfacing the cell with the Source and Drain 
electrodes 
 𝑏𝑎𝑡 ( , )  
  𝑒  
𝜎𝑠𝑜  𝑒 
 35.7∙103 Ω 
RBG Back-Gate dielectric resistance     𝜌 𝑋
  𝑋
   
 5∙1017 Ω 
CBG Back-Gate dielectric capacitance 𝐶   𝜀𝑟𝑂𝑋𝜀 
   
  𝑋
 6.9∙10-14 F 
RBULK 
Transversal transport resistance of the organic semiconductor 
in the channel region8 
  𝑈𝐿  
    
𝑞𝑝 µ𝑡   
 6.3∙109 Ω 
CBULK 
Capacitance of the organic semiconductor in the channel 
region 
𝐶 𝑈𝐿  𝜀𝑟𝑂𝑆𝐶𝜀 
   
    
 7.1∙10-14 F 
RS,D 
Transversal transport resistance of the organic semiconductor 
in the Source and Drain region 
  ,  
      𝑒 
𝑞𝑝 µ𝑡 𝑒 
 2.1∙109 Ω 
CS,D 
Organic semiconductor capacitance at the source and drain 
electrodes 
𝐶 ,  𝜀𝑟𝑂𝑆𝐶𝜀 
 𝑒 
      𝑒 
 2.1∙10-13 F 
1 The reported value is in the same order of magnitude of what found in [Fromherz91] where an Rcleft larger than 10GΩ is needed 
to explain the reported data. As explained in the chapter 4.2.1, we found that 50GΩ better fits the data reported in Figure 4.4. 
2 For simplicity we assume a symmetrical system, thus the Source and Drain electrodes have the same geometry. 
3 For simplicity we assume that the channel area Ach its equal to the cell area. 
4 For simplicity we schematically represent the cell geometry as a parallelepiped of height tcell. 
5 We reported the values per unit area. To calculate the parameters used in the simulation, the values must be multiplied for the 
corresponding membrane area (Am1 or Am2) 
6 The reported value refers to an electrode coated by poly-L-lysine as reported in [Franks05]. The values are reported per unit 
area. Hence, the values must be multiply (or divided) for Ach to calculate CdlG and RctG, and for Ael to calculate Cdl(S,D) and Rct(S,D). 
7 The reported value as been calculated from the data reported in [Franks05] by using the equation reported in [Porrazzo14]. 
8 The value has been calculated in ohmic regime due to the low operative voltages[Lucas12]. 
 
Table 4.1 - Parameters used to simulate the model of Figure 4.2. 
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4.2. Model Validation 
Before analyzing the sensing and stimulation properties of the EGOFET device without the 
reference electrode, we validate our model using two sets of experimental data found in the 
literature. These two examples were chosen for the high quality of the reported data, and for the 
simplicity in extrapolating the data from the published figures. In both cases the transistors were 
polarized by means of a reference electrode immersed in the solution (fixed Vext). 
Where not explicitly specified, all the model parameters are reported in Table 4.1. 
4.2.1. Sensing the neural activity from Retzius cells in vitro with a p-type 
silicon FET 
Fromherz at al.[Fromherz91] were the first ones who demonstrated that it is possible to record 
neuronal activity from cells attached on top of a field-effect device. They made use of Retzius cells 
from leeches, characterized by action potentials with an amplitude between 30 mV and 50 mV. 
Their sensing device was a p-type insulated-gate FET, fabricated using planar technology 
starting from a n-doped silicon substrate. Including the channel region, the FET device was 
completely insulated by 20-nm thick SiO2 that has the double function of acting as gate dielectric 
and preventing any faradic process. 
The device width and length were W = 30 µm and L = 6 µm, respectively, whereas the source 
and drain lengths were Lel = 8 µm for both electrodes. 
Although our model aims to describe organic devices with structure quite different from the 
inorganic transistor used by Fromherz, we can still apply our model to this category of devices, by 
introducing suitable modifications, such as substituting the double layer capacitance with the SiO2 
insulator and removing the back-gate dielectric.  
Stimulating cellular activity by current injection, Fromherz et al. showed that their transistor 
works as a sensor by comparing the signals collected by the FET device with the signal recorded 
by an implanted microelectrode (Vin) measured with respect to a grounded reference electrode 
(Vext=0V). In addition, the authors found that a cleft resistance larger than 10 GΩ was needed to 
explain their data. With our model, we found that the best fits are achieved with Rcleft(S,D) = 50 GΩ. 
Such high resistance is in agreement with the reduction of the electrolyte conductivity when the 
thickness of solution path (cleft between cell and transistor) reduces below hundreds of 
nanometres[Stein04].   
Figure 4.4 shows the comparison between the data reported by Fromherz et al. and our 
simulation where a 25-pA current pulse (Iapp) is used to stimulate the neuron response (dotted lines).  
From Figure 4.4, it is clear that our model reproduces both the membrane voltage Vm and the 
transistor IDS current, confirming that this model can successfully describe the interaction between 
transistor and living cell. 
To run the simulations reported in Figure 4.4, we set Cdl=0.17 µF∙cm-2 and Rct=2∙1011 Ω·cm2 
to describe the 20-nm thick dielectric. For the sake of simplicity, we write Cdl and Rct instead of 
CSiO2 and RSiO2 to keep the notation of Figure 4.2.  
Using a semiconductor thickness of 100 µm, and a resistivity of 4 Ω·cm, we calculate RBULK = 
222 kΩ and CBULK = 1.9∙10-17 F. The back-gate electrode (bulk electrode) parameters were set to 
CBG=0F and RBG=1GΩ (the bulk electrode is a rectifying contact with the semiconductor). Since 
the neuron was characterized by a diameter of 60 µm, meaning that the cell covers the entire device, 
we set Rbath(S,D) = Rcleft(S,D). To complete the device parameters definition, we set VT = -0.1 V, tcell = 
40 µm, and µFET = 20 cm2∙V-1∙s-1, in agreement with the data presented in [Fromherz91]. 
In agreement with the protocol adopted by the autors, the simulation was carried out by setting 
VBG = VS = 2.7V, VD = 0.7V, and Vext = 0V 
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To better represent the smaller amplitude shape of the AP, we slightly modified the original 
Hodgkin-Huxley (HH) model by reducing the membrane channels conductivities (gL(1,2) = 0.1 
mS/cm2; gK(1,2) = 2 mS/cm2; gNa(1,2) = 15 mS/cm2) and by increasing the rate constants α and β for 
both HH1 and HH2 by a factor 1.3. 
 
4.2.2. Recording action potentials from spontaneously firing cardiomyocyte 
HL-1 cells by means of organic electrochemical transistors 
A very recent achievement in organic bio-sensing was reported by Yao et al. [Yao15]. Their 
sensing device was an array of p-type organic electrochemical transistors (OECTs) using 
PEDOT:PSS as active material that covers the entire structure. On top of the array they grew a 
network of cardiomyocytes exhibiting spontaneous activity. 
A single transistor was characterized by W = 30 µm and L = 6 µm, whereas the source and 
drain contact lengths were Lel= 17 µm (active area of 40x30 µm2). The electrodes and 
semiconductor thicknesses were tel = 110 nm and tOSC = 210nm, respectively. The device structure 
adopted by Yao et al. is very similar to the layout considered in this manuscript, except for the 
absence of a back-gate electrode. Thus, in our simulation we take this difference into account by 
assuming a zero CBG, an infinite RBG, and VBG = 0V. 
To set the operating point of the transistors in the array, the authors made use of a reference 
electrode immersed in the solution at a potential Vext=-0.2V, whereas the source and drain voltages 
was VS = 0V and VD = -0.4V, respectively. 
To simulate the IDS current we set VT = 0.2V, and µFET = 40 cm2V-1s-1. Notice that, since OECTs 
and EGOFETs have different working principles, equation 4.2 does not fully reflect the OECT 
physics[Bernards07]. Thus, we use a large value of µFET to compensate such difference and to keep the 
model as general as possible.   
 
Figure 4.4 - Comparison between the data from [Fromherz91] and the simulation showing the 
membrane voltage (VM = Vin – Vext) and the transistor IDS current. 
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Figure 4.5a and Figure 4.5b show two different simulations that represent the data measured 
by Yao et al.[Yao15]. In Figure 4.5a we simulated an AP stimulation by a large negative current, 
whereas in Figure 4.5b we simulate a short and small current pulse to induce a weak stimulation 
unable to generate APs. Both simulations differ from the real data by the absence of one of the two 
overshoots in the cellular signal. Such difference is likely due to the fact that the HH model cannot 
fully describe spontaneous firing cells, and to better match the duration of the action potentials, we 
reduce the rate constants α and β for both HH1 and HH2 by a factor 0.2 (Figure 4.5a) and 0.12 
(Figure 4.5b). However, the examples reported in Figure 4.4 and Figure 4.5 show that our model 
can describe different device architectures and different cellular signals. 
 
 
4.3. Simulation Analysis 
In the previous chapter (4.2), we validated our model by adapting it to two sets of experimental 
data found in the literature, recordings of neural activity with a p-type silicon FET[Fromherz91] and AP 
firing in cardiomyocyte HL-1 cells by organic electrochemical transistors (OECTs)[Yao15]. 
In this chapter, we study our model by varying some of its main parameters to assess their 
impact on the device stimulation and sensing properties and to see how the RL-EGOFET might be 
designed and optimized. We first define a basic case study (chapter 4.3.1), and then analyse 
different scenarios, in which we vary one of the model parameters and compare the results with the 
basic case study (chapter 4.3.2). Then, we simulate the result of removing the reference electrode, 
thus leaving the bulk of the solution floating, i.e. its polarization Vext will be determined by the 
source and drain potentials (chapter 4.3.3). 
 
Figure 4.5 - Comparison between data from [Yao15] and simulation.  
The output voltage is the IDS current measured by a 10 kΩ resistor and further amplified by a factor 
100. (a) AP stimulation by a large negative pulse with Rcleft(S,D) = 100 GΩ (the simulated curved is 
divided by a factor 50). (b) Shows the stimulation by a small positive pulse without AP generation. 
I a
p
p
[p
A
]
time [ms]
o
u
tp
u
t 
[m
V
]
I a
p
p
[p
A
]
time [ms]
o
u
tp
u
t 
[m
V
]
Negative pulse 
Small positive pulse 
(a)
(c)
50 100 150 200 250
1-
0.5-
0
0.5
0
5
10
15
20
data
model
pulse
50 100 150 200 250
1-
0.5-
0
0.5
200-
150-
100-
50-
0
data
model
pulse
89 
 
4.3.1. Basic case study 
As a case study, we want to simulate a hypothetical device, which parameters are defined in 
Table 4.1. For the moment, we assume the presence of a reference electrode (Vext=0V). 
We analyse the model by simulating the cell stimulation either by current injection into the cell 
(current stimulation) or by a voltage pulse applied at the Back-Gate electrode of the EGOFET 
device (voltage stimulation). We check the effect of the stimulations by simultaneously looking at 
the membrane voltages and at the IDS current of the EGOFET. Noticeably, the free membrane 
voltage Vin–Vext corresponds to the potential difference that can be measured during patch-clamp 
experiments. 
Figure 4.6a reports the membrane voltage variation due to the current stimulation, and the 
corresponding IDS current that senses the cell potential Vout. On the one hand, the injection of current 
induces an increase of the Vin potential with consequent depolarization of the free membrane that 
leads to the generation of an AP. On the other hand, due to the high coupling and tight sealing 
between the cell and the sensing device, the attached membrane is not charged by the injected 
current Iapp (no membrane depolarization and no AP) and the trend of Vout follows that of the internal 
potential Vin.  
Noticeably, an increase of the Vout potential corresponds to a decrease of the IDS current, because 
we are considering a p-type transistor. In addition, the reported source (IS) and drain (ID) currents 
are the transistor currents IDS plus the leakage current between the source and drain electrodes and 
the saline solution, which is clearly negligible in this case. 
Similarly to Figure 4.6a, Figure 4.6b reports the curves obtained by a simulated voltage 
stimulation showing that the applied voltage at the Back-Gate electrode can successfully trigger the 
AP generation, thanks to the capacitive coupling between EGOFET and cell.  
 
 
Figure 4.6 - Simulation analysis of the basic case study (with reference electrode).  
Simulated membrane voltages (Vin-Vout, and Vin-Vext) and corresponding EGOFET IDS current in 
response to a current (a) and a voltage (b) stimulation (dotted line). The free membrane voltage Vin-Vext 
(solid line) emulate the patch-clamp measurement. The simulations were carried out by forcing the 
external solution potential Vext = 0V to mimic the presence of a reference electrode. The transistor 
current is calculated using Vout as gate input. The three cell potentials (Vin, Vout, and Vext) are referred 
to the EGOFET source potential (VS = 0V).  
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Comparing Figure 4.6a and Figure 4.6b, two important opposite behaviours can be seen: i) the 
Vout potential decreases towards negative voltages inducing an increase of the IDS current; ii) the 
voltage pulse stimulates the AP generation at the attached membrane whereas there is no AP at the 
free membrane.  
While the current stimulation acts by increasing the internal potential Vin, the negative voltage 
pulse (hundreds of mV), induces a sudden decrease of Vout (few mV), causing the depolarization of 
the attached membrane, and consequently the generation of an AP. Since Vext is fixed (Vext=0V 
constant) and the external membrane capacitance Cm2 is much larger than the equivalent capacitance 
in the path between Vin and VBG, the back-gate voltage pulse induces only a marginal variation of 
the inner potential Vin and, consequently, the free membrane does not respond with an AP. Thus, 
only Vout can contribute to the generated AP giving rise to the negative peak in the cell potential 
Vout (Figure 4.6b).  
This reasoning suggests that, even though during a patch-clamp experiment no membrane 
voltage variation (Vin-Vext in Figure 4.6b) would be recorded, the cell could be generating APs at 
the interface with the transistor (Vin-Vout in Figure 4.6b). In contrast to patch-clamp, such variation 
in the cell potentials can be successfully detected by the EGOFET, suggesting the development of 
fully transparent devices to monitor cell activity at the membrane facing the sensor by combined 
live cell imaging and electrical sensing. 
In addition, it is interesting to notice that, at the falling edge of the voltage pulse, we are 
depolarizing the attached membrane, while hyperpolarizing the free membrane (vice versa at the 
pulse rising edge), thus to stimulate the AP at the external membrane, a larger voltage pulse is 
needed as shown in Figure 4.7a. 
 
 
 
 
 
 
Figure 4.7 - Analysis of the basic case study by large voltage and large current stimulations.  
(a) Membrane voltages (Vin-Vout, and Vin-Vext), EGOFET IDS current, and cell potentials  
(Vin, Vout, and Vext) behaviours due to a -2.5V Back-Gate voltage stimulation.  
(b) Membrane voltages (Vin-Vout, and Vin-Vext), EGOFET IDS current, and cell potentials  
(Vin, Vout, and Vext) behaviours due to a 140pA current stimulation. 
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The rising edge of the voltage pulse induces the depolarization of the free membrane, but, since 
the coupling between VBG and Vout is higher than the coupling between VBG and Vin, it also induces 
a large hyperpolarization of the attached membrane with consequent AP generation. Once again, 
we remark that we are considering a p-type EGOFET, hence the IDS current well represents the 
negative peaks of Vout (APs of the attached membrane) but tends to hide the positive peaks (APs of 
the free membrane) as shown by the transistor current IDS in Figure 4.7a.  
In Figure 4.7b we show the current stimulations due to a large injected current Iapp. Such high 
current induces a continuous depolarization of the external membrane, with consequent continuous 
firing. 
 
4.3.2. Parameter analysis (with reference electrode) 
One of the most discussed parameters in neural interfaces is the cleft resistance  
Rcleft[Braun98, Braun 04, Massobrio16], because it is directly ascribable to the quality of the sensor/cell 
interface: the larger Rcleft, the tighter the coupling between sensor and cell. On the other hand, when 
the value of Rcleft is decreased, the output voltage Vout sensed by the transistor during current 
stimulation assumes the shape of the first derivative of the signal Vin[Fromherz99], as reported in Figure 
4.8a for Rcleft = 5 GΩ, whereas no appreciable differences can be seen during voltage stimulation 
(Figure 4.8b).  
Notice that, the first derivative shape in Figure 4.8a appears because the injected current not 
only stimulates the AP at the free membrane, but also generates a delayed AP at the attached 
membrane. 
 
 
 
Figure 4.8 - Impact of the cleft resistance on the EGOFET properties (Rcleft=5GΩ).  
Membrane voltages (Vin-Vout, and Vin-Vext), EGOFET IDS current, and cell potentials (Vin, Vout, and Vext) 
behaviours due to: (a) 60pA current stimulation; (b) -550mV Back-Gate voltage stimulation. 
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Further decreasing Rcleft reduces the delay between the APs of the two membranes during 
current stimulation, inducing a further distortion of the output signal Vout as shown in Figure 4.9a 
for Rcleft = 1 GΩ. In addition, such a low resistance negatively affects also the back-gate voltage 
stimulation. Hence, larger voltages are needed to stimulate APs that, like during current stimulation, 
are generated at both the attached and the free membranes, leading to the first derivative shape of 
Vout as reported in Figure 4.9b. 
 
Let us now consider the interface between the organic semiconductor and the bath saline 
solution (Rct and Cdl). Since RctG is much smaller than the dielectric resistance RBG, changing its 
value in the simulations does not affect the sensing and stimulation properties of the device, and 
the simulation results are quite similar to what observed in Figure 4.6a and Figure 4.6b.   
Instead, if the Cdl value is lower than 100nF/cm2 (or in general much smaller than the cell 
membrane capacitance), the voltage drop across the double layer capacitance is no longer negligible 
and, consequently, higher back-gate voltage pulses are required to effectively stimulate the cell 
(Figure 4.10a).  
In addition, a lower Cdl means a lower IDS current (equation 4.2). Hence, reducing the double-
layer capacitance impacts the sensing properties of the EGOFET device, and increases the effect of 
the leakage current onto the IDS output as reported in Figure 4.10b.  
Moreover, from Figure 4.10a, we see that the IDS current reflects the shape of the back-gate 
voltage pulse. In fact, from equation 4.1 we calculate that, during the pulse, the EGOFET threshold 
voltage becomes VT=1.3V, due to the lower Cdl. Hence the transistor is always in ON state, making 
the AP less observable. 
 
Figure 4.9 - Impact of the cleft resistance on the EGOFET properties (Rcleft=1GΩ).  
Membrane voltages (Vin-Vout, and Vin-Vext), EGOFET IDS current, and cell potentials (Vin, Vout, and Vext) 
behaviours due to: (a) 60pA current stimulation; (b) -1V Back-Gate voltage stimulation. 
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Let us consider now the effect of the insulator thickness tOX. Since CBG is the smaller capacitance 
in the path between the back-gate electrode and the cell, its value manly affects the voltage 
stimulation. Indeed, if the dielectric thickness is reduced, i.e. the CBG capacitance is increased, the 
amplitude of the voltage pulse reduces (Figure 4.11a). The opposite happens if tOX is made larger, 
i.e. a smaller CBG and consequently a larger VBG is needed (Figure 4.11b). 
Similar considerations apply also for the semiconductor thickness tOSC, even though its effects 
are less evident than tOX: a larger tOSC means a weaker coupling between back-gate and cell, that 
means a larger back-gate pulse amplitude is needed to stimulate the cell. 
 
Figure 4.10 - Impact of the double-layer capacitance on the EGOFET properties (Cdl=10nF).  
Membrane voltages (Vin-Vout, and Vin-Vext), EGOFET IDS current, and cell potentials (Vin, Vout, and Vext) 
behaviours due to: (a) -800mV Back-Gate voltage stimulation; (b) 60pA current stimulation. 
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4.3.3. Model with no reference electrode 
We analyse now the model by removing the reference electrode (RL-EGOFET). Since we 
removed the reference electrode, we use the source electrode as reference potential (VS=0V). 
Hence, using the electric circuit in Figure 4.2 and considering a large back-gate resistance, the DC 
external potential can be calculated as  𝑒𝑥𝑡  
𝑉𝐷−𝑉𝑠
 
 
𝑉𝐷
 
. Notice that this result derives from the 
fact that we are considering a symmetrical system. Generally, Vext would be between the source and 
drain potentials (see chapter 4.4.1c). Remarkably, at equilibrium Vout=Vext, thus the RL-EGOFET 
device can be turn on and off without the need of any reference electrode. We define this 
phenomenon self-polarization. 
Figure 4.12a shows that the RL-EGOFET can stimulate (by back-gate voltage stimulation) and 
sense (by reading of the IDS current) AP of a cell directly plated on top of the device sensing area. 
We notice that, unlike what we saw by externally forcing Vext=0V (Figure 4.6b), the back-gate 
pulse does not directly induce the depolarization of the In/Out membrane but, since the external 
bath potential is not fixed, it induces an abrupt decrease of the cell potentials (Vout, Vin, Vext). The 
variation in the cell potentials is due to capacitive coupling, thus all three cell potentials feature the 
same variation, giving the unwanted IDS spike in correspondence to the back-gate pulse (the same 
happens at the end of the voltage pulse).  
 
Figure 4.11 - Impact of the insulator thickness tOX on the EGOFET properties.  
Simulation of Back-Gate voltage stimulation for tOX = 20nm (a) and for tOX = 1µm (b). Notice that, 
increasing the back-gate dielectric thickness, larger voltages are needed to stimulate an AP due to the 
reduction of the back-gate capacitance CBG. All the figures report the behaviour of the membrane 
voltages (Vin-Vout, and Vin-Vext), the EGOFET IDS current, and the cell potentials (Vin, Vout, and Vext). 
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After this spike, the cell potentials start increasing exponentially to reach its equilibrium value. 
However, Vin increases faster than Vout, thus slowly depolarizing the In/Out membrane (inset in 
Figure 4.12a), with consequent delayed AP generation. 
One way to reduce the delay between the generated AP and the applied stimulus (Figure 4.12a) 
is to increase the amplitude of the back-gate pulse (Figure 4.13a). However, increasing the voltage 
pulse also increases the appearance of unwanted spikes that could be misinterpreted as action 
potentials as reported in Figure 4.13b. 
 
Figure 4.12 - Simultaneous stimulation and recording simulations by a RL-EGOFET.  
Simulated membrane voltages (Vin-Vout, and Vin-Vext) and corresponding RL-EGOFET IDS current in 
response to a -500mV Back-Gate voltage stimulation. The transistor current is calculated using Vout as 
gate input. The three cell potentials (Vin, Vout, and Vext) are referred to the RL-EGOFET source 
potential (VS = 0V). Notice that without the reference electrode Vext is no longer constant and responds 
to the applied stimulation. The free membrane voltage Vin-Vext (solid line) emulates a non-standard 
patch-clamp measurement, where the reference voltage is taken at the source electrode rather than at 
the reference electrode (that has been removed). 
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Even though the aim of an RL-EGOFET is the in-vivo application for extracellular recording 
avoiding any implanted electrodes, patch clamp experiments without the gate-reference electrode 
may be possible, by using the source electrode as reference potential for the patch-clamp set-up and 
stimulating the cells by current injection, also in vivo[Petersen17]. Optogenetics, where light-sensitive 
ion channels in neurons are controlled by direct illumination is another means to provide current 
stimulation in vivo[Wiegert17]. In these configurations, current stimulations would be possible as shown 
by the simulations reported in Figure 4.14a showing that the current pulse actually stimulates 
membrane APs.  
However, three important differences, with respect to the base example, are visible: 
- During the injection of current Iapp, the cell potentials increase due to charging of the device 
capacitances. On the one hand, the injected current induces an exponential charging of the 
source and drain capacitances CS,D that is limited by the source/drain resistance RS,D 
(∆ 𝑚~  ,  𝑎𝑝𝑝 ∙ [1  exp ( 
∆𝑡
 𝑆,𝐷 𝑆,𝐷
)]). On the other hand, the Iapp current also charges 
the double-layer capacitances Cdl(S,D) but, due to the large value of the Rct(G,S,D) resistances, 
the cell potentials variation is no longer exponential but it features a linear increase 
(∆ 𝑚~
𝐼𝑎𝑝𝑝
 𝑑𝑙
∙ ∆ ; Figure 4.14b). 
- At the end of the current pulse, we can see the discharge of the source and drain 
capacitances, however the double-layer capacitances do not discharge, because of the large 
charge-transfer resistances Rct, explaining the voltage differences between the cell 
potentials before and after the applied pulse.  
- Lastly, since we are considering a p-type RL-EGOFET, the increase of the cell potentials, 
and especially of Vout, tends to turn off the sensing transistor. This is clearly visible when a 
long current pulse is applied to generate continuous APs, hence only the first generated APs 
are detectable (Figure 4.14b).  
 
Figure 4.13 - Analysis of the RL-EGOFET by large voltage stimulations.  
Membrane voltages (Vin-Vout, and Vin-Vext), RL-EGOFET IDS current, and cell potentials  
(Vin, Vout, and Vext) behaviours due to: (a) -1V Back-Gate voltage stimulation;  
(b) -2.5V Back-Gate voltage stimulation. 
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Remarkably, reducing the Rct and RS,D resistances means faster transients and smaller amplitude 
that could avoid the transistor turn-off but, in turn, could lead to excessive current leakage between 
the solution and the source and drain electrodes. On the other hand, larger resistances translate into 
larger and slower variations in the cell potentials. If very large values are involved, the cell 
potentials will feature a linear behaviour. Similarly, lowering the double-layer capacitance Cdl 
and/or the source/drain capacitance CS,D implies a faster increase of the cell potentials, with 
consequently faster transistor turn-off. On the other hand, larger capacitances induce slower 
potential variations. 
This reasoning holds true also for the Back-Gate voltage stimulation, which is the more 
interesting application for an RL-EGOFET. Moreover, the sensor without the reference electrode 
is more sensitive to the parameter variation than the device with the reference electrode, and an 
example is the double-layer capacitance Cdl. We have seen that lowering its value (Figure 4.10) 
induces a lower IDS current, the constant on-state of the EGOFET during the voltage pulse, and the 
need of higher voltages to effectively stimulate the cell. In addition to all these phenomena, reducing 
the double-layer capacitance strongly affects the time constant (associated to the geometrical 
capacitance CGeometry) of the equivalent circuit in Figure 4.3, used to describe the source and drain 
electrodes. Counterintuitively, the reduction of Cdl below a certain value could lead to unexpected 
results. In fact, when Cdl is large enough, Rct can be neglected during the pulse, hence the time 
constant of the circuit in Figure 4.3 is approximately CGeometry∙ROSC. Conversely, a very small Cdl 
value leads to a time constant that is approximately CGeometry∙(ROSC+Rct), which can be much larger 
than the previous case. Such a large time constant will impact the transient of the membrane 
potentials in response of the voltage pulse: the decrease of the back-gate voltage induces an abrupt 
decrease of the membrane potentials as already shown in Figure 4.12. However, due to the low 
time constant, during the pulse the membrane potentials feature a very low increase, resembling a 
constant behaviour (Figure 4.15a) further hiding the AP in the IDS current. Actually, the membrane 
potentials are not constant, but they feature a very slow exponential decay, as can be seen in Figure 
4.15b, where we perform the same simulations but with a larger pulse width. 
 
Figure 4.14 - Analysis of the RL-EGOFET by current stimulations.  
Membrane voltages (Vin-Vout, and Vin-Vext), RL-EGOFET IDS current, and cell potentials (Vin, Vout, and 
Vext) behaviours due to a 60pA current stimulation lasting 30ms (a) and 80ms (b). 
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Thus, an ideal RL-EGOFET should be characterized by very large capacitance (both CS,D and 
Cdl) and large Rct resistances. In contrast, the RS,D resistances should be as small as possible. One 
way to achieve these specifications is by reducing the thickness of the organic layer tOSC, which 
does not impact the capability to stimulate the cell AP by back-gate voltage stimulation. Moreover, 
changing the semiconductor thickness means changing the difference between the semiconductor 
and the electrode thicknesses (tOSC – tel). In fact, lowering both tOSC and tel, keeping tOSC – tel constant, 
does not induce any relevant changes in the simulations (Figure 4.16a). However, if we reduce 
only tOSC, keeping tel constant, the coupling between the source and drain electrodes and the water 
solution becomes stronger, hence reducing the undesired spikes due to the voltage stimulation 
(Figure 4.16c) and the decrease of the cell potentials during current stimulation (Figure 4.16d), 
making the performance of the RL-EGOFET close to the device with the presence of the reference 
electrode. In turn, increasing the difference between tOSC – tel makes the coupling with the solution 
weaker with consequent larger undesired spikes (Figure 4.16b). These last observations point out 
the importance of an opportune design of the source and drain electrodes in order to reach the best 
trade-off between high carrier injection and stable self-polarization.  
In addition, since the working principle of the RL-EGOFET is based on the self-polarization of 
the solution, it is important not only to choose the semiconductor and electrodes thicknesses, but 
also to consider the source and drain electrode areas. We analyse the variation of the electrode areas 
by varying the length of the electrodes Lel. Smaller source and drain electrodes are desirable to 
reduce parasitic couplings and leakage, and to enhance the sensor integration and selectivity. 
However, the smaller area reduces the bath resistances and in turn the self-polarization become 
weaker. Even though this phenomenon does not affect the capability of stimulating cell APs, it 
results in undesired spikes (voltage stimulation in Figure 4.17a) or excessive increase of the cell 
potentials (current stimulation in Figure 4.17b) that hide the real AP in the transistor current. In 
turn, even though larger electrodes lead to larger leakage, the larger area also induces a stronger 
self-polarization of the bath potential Vext. Consequently, due to the very low variation of Vext during 
the voltage pulse, the device stimulating and sensing properties become closer to those reported in 
Figure 4.6 as shown in Figure 4.17c and Figure 4.17d, strengthening once again the possibility of 
realizing bidirectional neural interfaces that do not need any reference electrode. 
 
Figure 4.15 - Impact of the double-layer capacitance on the RL-EGOFET properties (Cdl=10nF).  
Membrane voltages (Vin-Vout, and Vin-Vext), RL-EGOFET IDS current, and cell potentials (Vin, Vout, and 
Vext) behaviours due to a -800mV Back-Gate voltage stimulation lasting 30ms (a) and 300ms (b). 
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Figure 4.16 - Impacts of the semiconductor thickness tOSC on the RL-EGOFET properties.  
RL-EGOFET simulation by -500mV Back-Gate voltage stimulation for (a) tOSC = 110nm and tel = 60nm 
(tOSC-tel =50 nm), and for (b) tOSC = 300nm and tel = 100nm (tOSC-tel =200 nm). 
Simulated membrane voltages (Vin-Vout, and Vin-Vext) and corresponding IDS current in response to a 
voltage (c) and a current (d) stimulation (dotted line) for an RL-EGOFET with tel = 100nm and tOSC = 
110nm (tOSC-tel =10 nm).  
All the figure reports the behaviour of the membrane voltages (Vin-Vout, and Vin-Vext), the RL-EGOFET 
IDS current, and the cell potentials (Vin, Vout, and Vext).The transistor current is calculated using Vout as 
gate input. The three cell potentials (Vin, Vout, and Vext) are referred to the RL-EGOFET source 
potential (VS = 0V).  
Notice that decreasing the difference tOSC – tel makes the performance of the RL-EGOFET close to the 
scenario in the presence of a reference electrode, reported in Figure 4.6 
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Figure 4.17 - Impacts of the electrodes length Lel on the RL-EGOFET properties.  
(a) RL-EGOFET -500mV Back-Gate voltage stimulation, and (b) 60pA current stimulation, simulated 
for Lel = 2µm. 
(c) RL-EGOFET -500mV Back-Gate voltage stimulation, and (d) 60pA current stimulation, simulated 
for Lel = 200µm. 
All the figures report the behaviour of the membrane voltages (Vin-Vout, and Vin-Vext), the RL-EGOFET 
IDS current, and the cell potentials (Vin, Vout, and Vext). 
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4.4. Proof-of-Concept Experiments 
To prove that self-polarization and Back-Gate voltage stimulation are feasible, we fabricated 
and characterize both EGOFETs and RL-EGOFETs devices (chapter 4.4.1). Then, we further 
motivate the use of a RL-EGOFET by emulating the presence of a cell on top of the device (chapter 
4.4.2). 
4.4.1. (RL-) EGOFETs Fabrication and Characterization 
a) Devices fabrication 
(RL-) EGOFETs devices were fabricated starting from an n-type silicon wafers with a resistivity 
of 0.01-0.03 Ω∙cm. The Back-Gate insulator was a thermally grown silicon oxide with a thickness 
of 200nm. Interdigitated source and drain gold electrodes with a thickness of 100-150nm were 
obtained by photolithography above a chrome adhesion layer of 3-5nm, defining the transistor 
channel width W=11.2mm and length L=20µm. The electrodes track width was Lel=20µm. TIPS-
pentacene (Ossila) p-type semiconductor was drop casted in air at room temperature (22°C with 
less than 30% of humidity) from a 0.5% solution (in weight) using toluene (Sigma Aldrich) as 
organic solvent. 
b) EGOFETs characterization 
EGOFETs were characterized using MilliQ water. A platinum wire immersed in the solution 
was used as gate contact. Standard characterizations were performed using an Agilent B1500A 
parameter analyser equipped with two high-resolution source-measurement-units (HR-SMUs) and 
two high-power source-measurement-units (HP-SMUs). Transfer IDSVGS curves (Figure 4.18a) and 
output IDSVDS curves (Figure 4.18b) were obtained by double sweeping the VGS or the VDS voltage, 
respectively, by setting 1s hold time and 100ms delay time. Each sweep counts 101 measurement 
points. 
 
 
c) RL-EGOFETs characterization 
RL-EGOFETs were characterized using MilliQ water. A platinum wire immersed in the 
solution was used to sense the water potential Vbath as respect to the source potential (VS=0V), by 
setting the B1500a HR-SMU in constant current mode and forcing a current of 0A. The solution 
potential Vbath was measured during a VDS sweep (Figure 4.19a), and during a VBG pulsed sweep 
(Figure 4.19b and Figure 4.19c) where a sequence of increasing pulses with a period of 100ms 
were applied at the Back-Gate electrode. In Figure 4.19d, instead, Vbath was measured during time, 
while a -1V Back-Gate voltage step was applied after 90ms from the beginning of the sampling. 
 
Figure 4.18 – EGOFET characterization.  
(a) EGOFET transfer IDSVGS curve with VDS = -0.2V and VBG = 0V. (b) EGOFET ouput IDSVDS curves 
for VBG ranging from 0 V up to -0.5V (VBG = 0V). 
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From Figure 4.19a we see that the drain-to-source voltage VDS can actually polarize the solution 
of the RL-EGOFET (i.e., self-polarization): the larger the VDS, the larger the self-polarized Vbath 
(water-gate), hence the larger the IDS. Moreover, Figure 4.19b and Figure 4.19c demonstrate that 
a Back-Gate voltage pulse can successfully induce a variation in the solution potential that is 
proportional to the amplitude of the stimulation, therefore, a cell can be stimulated. In addition, 
from Figure 4.19c we see that the amplitude of the measured Vbath (measured at the end of the 
applied Back-Gate pulse) depends on the duration of the pulse. Indeed, in agreement with what 
discussed in chapter 4.4.3, Figure 4.19d shows how the Back-Gate voltage stimulation actually 
induces an abrupt increase of the solution potential Vbath which, after the pulse, features an 
exponential decay reaching its steady-state potential.  
 
4.4.2. Emulation of cell stimulation and sensing with an RL-EGOFET-based 
neural interface 
A custom instrument was used to emulate cells’ APs in response to a BG stimulus. We applied 
the RL-EGOFET DC polarization (VS=0V, VD=-0.2V, and VBG=0V), and we monitored the 
solution potential Vbath by means of a platinum wire immersed in the solution and connected to a 
high-impedance voltage probe. A Back-Gate voltage pulse with an amplitude of -500mV was then 
applied, inducing the variation of Vbath. When ∆Vbath exceeded -10mV, an emulated AP is generated 
directly in the solution by means of the same platinum wire used during the sensing. In 
correspondence of the AP, the RL-EGOFET IDS is recorded as reported in Figure 4.20. The 
emulated AP was reproduced using the Hodgkin-Huxley model. 
 
Figure 4.19 – RL-EGOFET characterization.  
(a) Solution potential Vbath of an RL-EGOFET as a function of the drain-to-source voltage VDS, showing 
that an EGOFET can be self-polarized without the need of a reference electrode (RL-EGOFET). (b) 
Solution potential as a function of the amplitude of a 50ms Back-Gate voltage pulse, showing that the 
Back-Gate voltage pulse can stimulate a cell on top of an RL-EGOFET device by perturbating the DC 
solution potential (the larger the pulse, the larger the stimulus). (c) RL-EGOFET solution potential as a 
function of the amplitude of a 5ms (solid line) and 50 ms (dashed line) Back-Gate voltage pulse (VDS = 
-0.5V). (d) RL-EGOFET solution potentials consequenly to a Back-Gate voltage pulse with an 
amplitude of -1V (VDS = -0.5V).  
Notice that, if the cell is removed, Vout=Vext is always true. To avoid any missinterpratation, we define 
Vbath as the solution potential. 
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In response to a Back-Gate voltage stimulation with an RL-EGOFET, a perturbation in the 
solution potential is induced, thus an AP is emulated. Remarkably, our RL-EGOFET can detect the 
emulated AP, as shown by the IDS current in Figure 4.20. Hence, simultaneous stimulation and 
sensing is feasible with a single RL-EGOFET.  
4.5. Summary 
We presented a model that describes the interaction between a transistor-based sensor and a 
neuronal cell. Although the model aims to simulate organic neural interfaces made using the 
EGOFET technology, it can be successfully applied to understand the behavior of a more general 
class of transistors such as inorganic transistors and OECTs. Using our model, we can simulate the 
behavior of a neural interface with and without the presence of an external reference electrode in 
direct contact with the physiological solution. We introduced the concept of the RL-EGOFET and 
showed that simultaneous stimulation and recordings should be feasible with such a sensor, which 
was further supported by proof-of-principle experiments. Hence, RL-EGOFETs could be 
successfully implemented to fabricate a low cost and flexible neural interface for extracellular 
recording in vivo without the need of any reference electrode, making the implant less invasive and 
easier to use. We believe that our model can play an important role as a tool for designing both 
EGOFETs and RL-EGOFETs and for optimizing neural interfaces before testing the device with 
living cells. 
 
 
Figure 4.20 – RL-EGOFET cell emulation.  
Emulation of the RL-EGOFET neural interface. The Back-Gate voltage induces a perturbation in the 
solution potential that is measured by a voltage probe and, in response to this perturbation, an AP is 
emulated (Vbath) and it is sensed by the IDS current. The spikes corresponding to the rising and falling 
edges of the BG pulse are due to the capacitive coupling between the BG and the source and drain 
electrodes. Notice that, if the cell is removed, Vout=Vext is always true. To avoid any missinterpratation, 
we define Vbath as the solution potential. 
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5. Conclusion 
Organic bio-electronics is a valid alternative to conventional technologies, allowing the 
realizations of more flexible and conformable neural interfaces that can be intrinsically 
biocompatible due to the nature of the organic semiconductors that is close to that of the living 
tissues. Moreover, organic materials can be tuned to enhance the device sensitivity to a particular 
analyte, and organic neural interfaces can be fabricated onto transparent substrate promoting the 
combination of optical and electrical analysis. 
The most attractive technology is that based on organic field-effect transistors (both OECTs 
and EGOFETs) that allow the integration of sensing and amplification in a single device. Such 
neural interfaces have proven higher SNR as respect with the inorganic-based sensors, paving the 
way to new all-organic biosensors for in vivo recording of brain activity with minimum risk of 
tissues damaging.  
Despite all these achievements, the comprehension of the transduction mechanism between 
cells and transistor-based sensors did no progressed as fast as the development of new technologies. 
Moreover, organic transistors and organic transistor based sensors are a relative novel technology 
that differs in many aspects from the standard silicon transistor. In order to master the transduction 
mechanism behind an organic neural interface working principle, it is therefore important the 
development of new tools and techniques to characterize and describe the physic of transport in 
organic transistors, as well to fully understand and model the interaction between ionic solution and 
organic semiconductor. 
In addition, organic neural interfaces still suffer from a low selectivity due to a reduced 
integration capacity as respect with the CMOS technology. Hence, to achieve in vivo single-cell 
bidirectional communication, new technologies and fabrication processes must be developed. 
 
To pursuit this goal, our research activity was subdivided into two main research lines: i) Study 
and characterization of OTFTs featuring different organic semiconductor materials; ii) 
Characterization and modeling of the organic semiconductor/solution interface. 
 
In this work, we have shown that pulsed and transient characterizations are useful tools to 
analyze the dynamic channel response. The current transient duration is related to the tail-states of 
HOMO and LUMO that limit the speed of the channel formation and depletion, which is not only 
a fundamental issue for device and material characterization, but also it might severely impact some 
applications. In fact, characterization procedure must be carefully set up to eliminate any transient 
phenomena, which affect the extrapolation of mobility, trapped charge density, etc.  
We also applied the DLTS technique where both p-type and n-type OFETs were analyzed and 
they show a similar transient behavior. We correlated the DLTS technique with electrical IDS-VGS 
characterizations and we extrapolated the activation energies Eµ and Eτ as well as the widths σ of 
the HOMO and LUMO distribution using the Gaussian approximation. 
Our analysis clearly validates the use of pure electrical techniques to give a qualitative and 
quantitative description of the energy levels as well the Fermi level in polymer and molecular 
semiconductors. Moreover, we showed that the transient response is strongly limited by the time 
needed to fully populate the electronic channel. The channel formation requires to move the quasi 
Fermi energy close to the corresponding transport level by populating all the tale states starting 
from the deepest states to the shallower levels. 
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This phenomenon has a strong impact to the dynamic performances of the OFET devices since 
it can take a very long time to completely form the conductive channel and it directly impacts the 
mobility of the transistors. Then, even though this phenomenon moderately impacts on the digital 
applications, particular care must be taken in designing analog circuits, including bio-sensor 
devices. In fact, in recording neuronal signals it is necessary to proper chose the transistor operative 
point. In particular, the phenomenon of channel formation and depletion must be carefully 
considered during the interpretation of the recorded signals. 
 
To investigate the electrochemical transduction mechanisms between living cell and organic 
biosensor, we presented and validated a comprehensive model that considers and rationalizes all 
the processes taking place at the interface or in the bulk of the different layers comprising a metal-
organic-electrolyte stack.  
In order to identify all the possible mechanisms, we performed EIS measurements both at low 
and at high operating bias voltages applied between the gold layer and the platinum electrode, thus 
avoiding the use of any constant phase element in the equivalent circuit. This measurement protocol 
allowed us to separate in the frequency domain the different contributions and, in particular, to 
demonstrate the occurrence of ion percolation through the organic layer by using a de Levie circuital 
element. The presence of percolation is demonstrated by ESEM analysis and optical profilometry. 
Although percolation is much faster and more intense at high negative bias, it is still present at low 
bias conditions (close to the real operating conditions), even if with different rate.  
We further extended our findings presenting a more general model for the metal/organic 
semiconductor/solution/metal structure, where the solution can be an electrolyte as well as poor 
water. We considered two case studies, by introducing some simplifications, which are often 
meaningful in many device architectures. In particular, we studied the use of two different solutions 
and we showed that they can be described using two different models. On the one hand, the devices 
featuring deionized water are characterized by the absence of the diffusion impedance, and by an 
impedance lobe, associated to the solution capacitance, which hides, at least partially, the 
contribution of the counter electrode and the organic semiconductor capacitance. On the other hand, 
the devices measured with saline solutions are characterized by the absence of the solution 
capacitance, whereas the organic semiconductor geometry capacitance is perfectly observable, 
especially at high biases, and it can be easily estimated using our model. Noticeably, it can be easily 
shown that both models are a particular case of the general equivalent circuit model presented in 
this work, that can be successfully applied to a plethora of other architectures characterized by 
different electrical and chemical properties. In particular, we showed that, changing the nature of 
the OSC or of the OSC/solution interface, our model, with the proper parameters sets, is able to 
correctly describe the whole impedance spectra. We demonstrated a very good accordance between 
model and the experimental data, proving that this model is a valid tool for studying the interaction 
between bio-sensing devices and physiological environment, such as OECTs, EGOFET, and many 
other electrochemical systems, where electrodes are coated with organics or porous material, with 
particular emphasis to organic neural interfaces.  
 
Finally, we integrated the metal/OSC/solution model with the Hodgkin-Huxley model, hence 
presenting a model that describes the interaction between a transistor-based sensor and a neuronal 
cell. Although the model aims to simulate organic neural interfaces made using the EGOFET 
technology, it can be successfully applied to understand the behavior of a more general class of 
transistors such as inorganic transistors and OECTs. Using our model, we can simulate the behavior 
of a neural interface with and without the presence of an external reference electrode in direct 
contact with the physiological solution. We introduced the concept of the RL-EGOFET and showed 
that simultaneous stimulation and recordings should be feasible with such a sensor, which was 
further supported by proof-of-principle experiments. Hence, RL-EGOFETs could be successfully 
implemented to fabricate a low cost and flexible neural interface for extracellular recording in vivo 
without the need of any reference electrode, making the implant less invasive and easier to use.  
 
We believe that this work can pave the way to the development of new organic ECoG arrays 
made by reference-less sensors for simultaneous stimulation and recording.     
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