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Purpose or Objective: The Elekta VersaHD linac is 
characterized by the new 160 leaves Agility MLC and the 
ability to work in Flattening Filter Free (FFF) mode. The 
objective of this work was to create an accurate Monte Carlo 
(MC) model of this linac for 6MV and 6MV FFF beams.The 
Elekta VersaHD linac is characterized by the new 160 leaves 
Agility MLC and the ability to work in Flattening Filter Free 
(FFF) mode. The objective of this work was to create an 
accurate Monte Carlo (MC) model of this linac for 6MV and 
6MV FFF beams. 
 
Material and Methods: The BEAMnrc code was used to create 
detailed models of the linac head for the 6MV and 6MV FFF 
beams based on the manufacturer data supplied by Elekta. 
MC simulation with the BEAMnrc code generated the phase-
space file using DBS and BCSE variance reduction techniques. 
This file was used in the DOSXYZnrc code to calculate PDDs, 
profiles and output factors in a water phantom at SSD= 90 
cm. Results from the simulations were compared against 
measurements performed during commissioning of the linac 
using an PTW water phantom, a PTW SemiFlex ion chamber 
and a Scanditronix stereotactic diode. Field sizes from 1x1 
cm to 20x20 cm were taken into consideration. The following 
parameters of the MLC and of the incident electron beam had 
to be determined to provide the best fit between the 
measured and calculated data: leaf bank rotation (LBROT) 
angle, leaf spacing at isocenter, the incident beam spectrum 
(mean energy and FWHM, under assumption of Gaussian 
distribution), width (FWHM) and angular divergence. The 
incident beam spectrum was defined by matching PDDs, the 
beam width was determined by matching the penumbra in in-
plane and cross-plane directions. The angular spread was 
adjusted by matching the profiles of 20x20cm2 field. LBROT 
angle and leaf spacing were obtained by matching the 
interleaf measured and calculated values. Output factors 
(relative to a 10x10 cm2 field) were calculated under 
assumption of negligible backscatter from the MLC to the ion 
chamber.  
 
Results: Calculated and measured PDDs for all field sizes 
agreed within 1%/1mm. Lateral profiles in both (in-plane and 
cross-plane) directions agreed within 2%/1mm for all field 
sizes. Output factors agreed with 3%. For the 6MV beam, the 
mean energy and FWHM of the incident electron beam were 
6.5MeV and 0.5MeV respectively. For the beam width, FWHM 
in the in-plane direction was 0.15cm and in the cross-plane 
direction 0.25cm. For the 6MV FFF beam the mean energy 
and FWHM of the incident electron beam were 7.4MeV and 
0.5MeV. FWHM in the in-plane direction was 0.10cm and in 
the cross-plane direction 0.20cm. The mean angular spread 
was 1.1 degree for both beams. LBROT angle was 0.01radian. 
The leaf spacing at isocenter was 0.5cm. 
 
Conclusion: An accurate MC model for the Elekta VersaHD 
linac was created to be used with the BEAMnrc code. This 
model will be employed for our future work of the Agility 
MLC characterization and modeling of stereotactic cones. 
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Purpose or Objective: To optimize the initial parameters 
and calculation efficiency in Monte Carlo simulation for 
Cyberknife G3 system. 
 
Material and Methods: BEAM09 Monte Carlo codes were used 
for this study. The BEAMnrc code was used to simulate the 
treatment head and generate the phase space files. The 
DOSXYZnrc code was used to calculate the depth dose 
curves(percentage depth dose, PDD), lateral profiles and the 
output factors. Mean incident electron energy and the radial 
intensity (FWHM) were used to determine of initial electron 
parameters. For the calculation of dose in the region of 
interest, the use of smaller voxel size may increase the 
calculation time; conversely, the adaption of larger voxel 
size may cause a higher partial volume effect. This study 
aims to investigate the optimal voxel size for dose calculation 
in a water phantom to achieve a reasonable simulation 
efficiency and an acceptable accuracy.The Kα method was 
used for the optimization by comparing the differences 
between diode measurement data and MC simulations in PDDs 
and profiles. Disagreement between simulation and 
measurement were evaluated through the dose differences of 
PDDs from depths of 1.5 to 20 cm, and the lateral profiles of 
80% field width. The DTA (distance to agreement) at lateral 
positions of 20% to 80% dose profiles of penumbra region 
were also used for the comparisons.  
 
Results: For the efficiency of dose calculation, by setting the 
voxel size equal to one tenth of field width would produce a 
optimal simulation efficiency and an acceptable accuracy. 
For the optimization of initial parameters, the optimal mean 
incident electron energy is 7.1 MeV and the FWHM(R) is 2.4 
mm. According to these parameters, the dose differences of 
the PDDs is about 1% from depths of 1.5 to 20 cm, and the 
dose differences for lateral profiles within 80% field width is 
also within 1.5%, and the disagreements of DTA were less 
than 0.5 mm. The discrepancies of output factor were 2.8-5% 
for the three smallest cones, which were possibly caused by 
the effect of electron scattering at the metallic parts of the 
detector shielding.  
 
Conclusion: For Monte Carlo simulations of LINAC and dose 
calculations it is important to accurately determine the 
initial electron beam. These parameters, mean energy and 
FWHM of incidence electron, have been determined by 
matching the calculated dose with the measured dose 
through a trial and error process.This study also applied some 
methods to increase simulation efficiency which could be the 
reference of future research. 
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Purpose or Objective: VMAT planning for Elekta linear 
accelerators with newest MLC-Agility is supported with the 
following treatment planning systems: Pinnacle3 (Philips, 
Fitchburg WI, USA), Oncentra Masterplan (Elekta), RayStation 
(RaySearch Laboratories AB, Stockholm, Sweden) and Monaco 
(Elekta). The newest release of Eclipse TPS V13.5 (Varian 
Medical Systems, Palo Alto, CA, USA) includes an algorithm 
for Elekta Agility VMAT planning. The purpose of this study 
was to assess dosimetric validation of the new VMAT 
optimization algorithm implemented in the treatment 
planning system Eclipse TPS V13.5 for the latest Elekta 
MLC-Agility. Testing was performed by creating and 
dosimetrically verifying VMAT plans for different anatomical 
sites.  
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Material and Methods: The Agility multileaf collimator 
(Elekta AB, Stockholm, Sweden) has 160 leaves of projected 
width 0.5 cm at the isocenter, with maximum leaf speed 3.5 
cm/s and dynamical leaf guides. Ten patients with different 
carcinoma sites previously treated were selected for this 
study: head and neck, lung, prostate, anal and cervix 
carcinoma. Selection was made in order to cover common 
tumor sites and also to have broad spectrum of complexity. 
VMAT plans were optimized using the new Photon Optimizer 
algorithm (PO 13.5.35) implemented in the Eclipse TPS 
V13.5. The plan quality was evaluated by homogeneity, 
conformity and target coverage. All plans are re-calculated 
for Octavius phantom with 729xdr Detector (PTW, Freiburg) 
and irradiated. Comparison of measured and calculated dose 
distributions was done in VeriSoft 6.0 Software (PTW, 
Freiburg) using 2D Gamma-index and “Difference in percent 
of normalization value of reference matrix”–method. 
 
Results: All VMAT plans met clinical objectives, providing 
high conformal dose distributions. The comparison of the 3D 
dose distribution measured by PTW Octavius 729 2D-Array 
passed both used criteria. 2D Gamma-Value (3% local dose, 
3mm distance to agreement) analysis for all plans gave 
results gamma index=1, with 100% passing points. The other 
comparison method, resulted in more of 95% passing points 
for all investigated plans.  
 
Conclusion: This study showed excellent dosimetric 
validation of VMAT plans made for Elekta Agility using newest 
Eclipse 13.5 version of the Varian planning system. It is also 
shown that MLC of Elekta Agility allows treating most 
complex target volumes in VMAT technique. 
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Purpose or Objective: The purpose of this study is to 
measure the difference in dose-volumetric data between the 
analytical anisotropic algorithms (AAA) and the two dose 
reporting modes of the Acuros XB, namely, the dose to water 
(AXB_Dw) and dose to medium (AXB_Dm). 
 
Material and Methods: Dose volumetric data for 37 lung 
lesions treated with Stereotactic Body Radiation Therapy 
(SBRT) were generated using the AXB_Dm in Eclipse 
Treatment Planning System (TPS) for Varian Clinac iX or 
TrueBeam and then recalculated with the AXB_Dw and AAA 
using the same monitor units and identical beam setup. The 
internal target volume (ITV) was delineated using the 
averaged image from the 4DCT and the PTV was obtained by 
adding 5mm margin to the ITV. A dose of 50Gy in 4 fractions 
was prescribed to the IC and the D95%. The following dose-
volumetric parameters were evaluated; D2%, D50%, D95% and 
D98% for the ITV and the PTV. Two-sided, paired Student’s t 
tests were used to test for statistical significance (p<0.05). 
 
Results: Table I summarized the dose-volumetric data results 
under the IC and the D95 prescription for all the 37 lesions. 
Under the IC prescription, the maximum mean difference, 
observed in the ITVD50% between the AXB_Dm and the AAA 
was only 1.7 points, although statistically significant 
(p<0.05). The difference in the PTV D98% was not statistically 
significant between the three algorithms. With the D95 
prescription. The maximum mean difference, observed in the 
ITVD50% between the AXB_Dm and the AAA was 3.3 points, 
(p<0.05). The difference in the PTV D98% and D2% was not 
statistically significant between the AXB_Dm and AXB_Dw. 
The PTV D95% didn’t differ between the three algorithms.  
 
 
Conclusion: Although statistically significant, the dosimetric 
difference between the three algorithms are within 
acceptable range with the maximum difference being 3.3 
points between the AXB-Dm and AXB_Dw. 
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Purpose or Objective: Small proton fields that are used in 
proton radiosurgery (PSRS) are defined by the loss of 
electronic and nuclear equilibrium along the central axis as a 
consequence of electronic and nuclear interactions. The 
Bragg peak is degraded which can lead to underestimation of 
range if the treatment planning system (TPS) does not 
correctly model nuclear and MCS effects. Monte Carlo 
simulation is the gold standard for dose calculations. The aim 
of this project was to benchmark Monte Carlo simulation for 
PSRS against measurements and compare it to the TPS. 
 
Material and Methods: A fixed beamline for passive 
scattering PSRS was modeled with TOPAS, a platform for 
Monte Carlo simulations. Depth dose profiles of pristine Bragg 
peaks with ranges of 6, 10 and 15 cm as well as SOBPs for the 
same ranges and respective modulations widths of 2 and 4 cm 
for 6cm, 2.5 and 4.5 cm for 10 cm and 4.5 and 8 cm for 15 
cm were calculated with TOPAS. The simulations were 
compared to annual QA measurements with a multilayer 
ionization chamber (MLIC) and to the XiO (Electa, Sweden) 
TPS. The field size in all cases was 6 cm in diameter. Two 
scoring volumes were used, a 1 cm and a 4 cm radius cylinder 
with 0.1 cm binning in beam direction. 
 
Results: The measured and calculated Bragg peaks and SOBPs 
were in good agreement. The absolute difference between 
measured and calculated ranges and modulation widths were 
0.7 mm (0.1 – 1.5 mm) and 0.6 mm (0.3 – 1.1 mm), 
respectively. The absolute differences between calculated 
and XiO ranges and modulation widths were 0.7 mm (0.4 – 0.9 
mm) and 0.2 mm (0.1 - 0.4 mm), respectively. The 
differences in the diameter of the scoring volume mainly 
influenced the build-up area. Figure 1 presents an example of 
a SOBP (range 15 cm, modulation 4.5 cm) comparing the 
three methods (a), and calculated with different scoring 
diameters (b). The pristine Bragg peak for the range of 15 cm 
is shown in Figure 1c. 
