Abstract. In automated synthesis, we transform a specification into a system that is guaranteed to satisfy the specification against all environments. While modelchecking theory has led to industrial development and use of formal-verification tools, the integration of synthesis in the industry is slow. This has to do with theoretical limitations, like the complexity of the problem, algorithmic limitations, like the need to determinize automata on infinite words and solve parity games, methodological reasons, like the lack of satisfactory compositional synthesis algorithms, and practical reasons: current algorithms produce systems that satisfy the specification, but may do so in a peculiar way and may be larger or less wellstructured than systems constructed manually. The research community has managed to suggest some solutions to these limitations, and bring synthesis algorithms closer to practice. Significant barriers, however, remain. Moreover, the integration of synthesis in real applications has taught us that the traditional setting of synthesis is too simplified and has brought with it new algorithmic challenges. This paper introduces the synthesis problem, algorithms for solving it, and recent promising ideas in making temporal-synthesis useful in practice.
Introduction
One of the most significant developments in the area of system verification over the last two decades has been the development of algorithmic methods for verifying temporal specifications of finite-state systems; see [13] . A frequent criticism against this approach, however, is that verification is done after significant resources have already been invested in the development of the system. Since systems invariably contain errors, verification simply becomes part of the debugging process. The critics argue that the desired goal is to use the specification of the system in the development process in order to guarantee the design of correct systems. This is called system synthesis. 1 In the late 1980s, several researchers realized that the classical approach to system synthesis, where a system is extracted from a proof that the specification is satisfiable, is well suited to closed systems, but not to open (also called reactive [22] ) systems [1, 14, 44] . In reactive systems, the system interacts with the environment, and a correct system should then satisfy the specification with respect to all environments. If one applies the techniques of [18, 38] to reactive systems, one obtains systems that are correct only with respect to some environments. Pnueli and Rosner [44] , Abadi, Lamport, and Wolper [1] , and Dill [14] argued that the right way to approach synthesis of reactive systems is to consider the situation as a (possibly infinite) game between the environment and the system. A correct system can be then viewed as a winning strategy in this game. It turns out that satisfiability of the specification is not sufficient to guarantee the existence of such a strategy. Abadi et al. called specifications for which a winning strategy exists realizable. Thus, a strategy for a system with inputs in I and outputs in O maps finite sequences of inputs -words in (2 I ) * , which correspond to the actions of the environment so far, to an output in 2 O -a suggested action for the system. A strategy can then be viewed as a labeling of a tree with directions in 2 I by labels in 2 O . The traditional algorithm for finding a winning strategy transforms the specification into a parity automaton over such trees. The automaton accepts a tree if the tree models a strategy all of whose computations satisfy the specification, and so a specification is realizable precisely when this tree automaton is nonempty, i.e., it accepts some infinite tree [44] . A finite generator of an infinite tree accepted by this automaton can be viewed as a finite-state system realizing the specification. This is closely related to the approach in [8, 47] to solve Church's solvability problem [12] . In [32, 45, 54, 57] it was shown how this approach to system synthesis can be carried out in a variety of settings.
In spite of the rich theory developed for system synthesis, little of this theory has been reduced to practice. Some people argue that this is because the realizability problem, and hence also the synthesis problem, for linear-temporal logic (LTL) specifications is 2EXPTIME-complete [44, 49] , but this argument is not compelling. First, experience with verification shows that even nonelementary algorithms can be practical, since the worst-case complexity does not arise often. For example, while the modelchecking problem for specifications in second-order logic has nonelementary complexity, the model-checking tool MONA [17, 29] successfully verifies many specifications given in second-order logic. Furthermore, in some sense, synthesis is not harder than verification. This may seem to contradict the known fact that while verification is "easy" (linear in the size of the model and at most exponential in the size of the specification [35] ), synthesis is hard (2EXPTIME-complete). There is, however, something misleading in this fact: while the complexity of synthesis is given with respect to the specification only, the complexity of verification is given with respect to the specification and the system, which can be much larger than the specification. In particular, it is shown in [49] that there are temporal specifications for which every realizing system must be at least doubly exponentially larger than the specifications. Clearly, the verification of such systems is doubly exponential in the specification, just as the cost of synthesis.
We believe that there are other reasons for the lack of practical impact of synthesis theory: algorithmic, methodological, scope, and qualitative. Let us start with the algorithmic difficulties. First, the construction of tree automata for realizing strategies uses determinization of Büchi automata. Safra's determinization construction [51] has been notoriously resistant to efficient implementations [2, 53 ] (Safra's construction was recently improved in [41] . While the new construction results in automata with fewer states, it suffers from the same problems that make Safra's construction resistant to implementations.) Second, determinization results in automata with a very complicated state space. The best-known algorithms for parity-tree-automata emptiness [26] are nontrivial already when applied to simple state spaces. Implementing them on top of the messy state space that results from determinization is awfully complex, and is not amenable to optimizations and a symbolic implementation.
Another major issue is methodological. The current theory of system synthesis assumes that one gets a comprehensive set of temporal assertions as a starting point. This cannot be realistic in practice. A more realistic approach would be to assume an evolving formal specification: temporal assertions can be added, deleted, or modified. Since it is rare to have a complete set of assertions at the very start of the design process, there is a need to develop compositional synthesis algorithms. Such algorithms can, for example, refine designs when provided with additional temporal properties. Moreover, development of complex systems is typically modular, with components being composed into larger components. Again, this is in contrast with current theory, which assumes a "flat" global specification. A more realistic approach would be to assume a modular setting, where specifications are given, and systems are generated, in a hierarchical manner.
A third drawback of current synthesis algorithms is their scope. Driven by the growing industrial impact of formal methods, various industrial efforts were launched recently to develop industrial-strength temporal assertion languages for semiconductor designs; e.g., Intel's ForSpec and IBM's Sugar [4, 6] . In the related application of model checking, theory has already bridged the gap with the new industrial-strength formalisms. In synthesis, theory still assumes specifications in traditional temporal logic like LTL. The richer formalisms require a nontrivial extension of current solutions. An even more interesting extension of the scope of synthesis refers to the underlying setting. It is by now realized that requiring the synthesized system to satisfy the specification against all possible environments is often too demanding. There is a need to define variants of synthesis that replace the universal quantification by a richer one.
Finally, while current automated synthesis algorithms generate a system that satisfies the specification, there is no emphasize on constructing optimal or well-structured systems. Indeed, the systems are obtained by extending algorithms that check nonemptiness of tree automata to return a witness to the nonemptiness, and there is no work on defining, measuring, and optimizing the quality of this witness. In particular, the synthesized systems performs as a black box, and there is no attempt to make its internal structure friendly to work with. Thus, automatic synthesis may result in systems that are larger and less structured than systems generated manually.
This paper surveys recent work that address the above challenges, describe new synthesis algorithms and paradigms, and discuss further challenges that they bring with them.
Preliminaries
Consider finite sets I and O of input and output signals, respectively. We model finitestate reactive systems with inputs in I and outputs in O by transducers (I/O-transducers, when I and O are not clear from the context). A transducer is a finite graph with a designated start state, where the edges are labeled by letters in 2 I and the states are labeled by letters in 2 O . Formally, a transducer is a tuple T = I, O, S, s in , η, L , where I and O are the sets of input and output signals, S is a finite set of states, s in ∈ S is an initial state, η : S × 2 I → S is a deterministic transition function, and
is a labeling function. We extend η to words in (2 I ) * in the straightforward way. Thus, η : (2 I ) * → S is such that η(ε) = s in , and for x ∈ (2 I ) * and i ∈ 2 I , we have
is the letter that T outputs after reading the sequence w of input letters. The strategy f T generates computations over the set
We sometimes refer to ρ as a computation of T .
Linear temporal logic (LTL) is a formalism for specifying on-going behaviors of reactive systems [43] . Given an LTL formula ψ over the sets I and O of input and output signals, the realizability problem for ψ is to decide whether there is an I/O-transducer T such that all the computations of T satisfy ψ [44] .
Algorithms for solving the synthesis problem are based on automata on infinite words and trees. We assume that the reader is familiar with the basic definitions of alternating tree automata. All the notations we are going to use are these defined and used in [33] . We do define here trees and labeled trees. Given a set D of directions, a D-tree is a set T ⊆ D * such that if x · c ∈ T , where x ∈ D * and c ∈ D, then also x ∈ T . If T = D * , we say that T is a full D-tree. The elements of T are called nodes, and the empty word ε is the root of T . For every x ∈ T , the nodes x · c, for c ∈ D, are the successors of x. Given an alphabet Σ, a Σ-labeled D-tree is a pair T, τ where T is a tree and τ : T → Σ maps each node of T to a letter in Σ.
We denote classes of automata by acronyms in {D, N } × {B, C, P } × {W, T }. The first letter stands for the branching mode of the automaton (deterministic or nondeterministic); the second letter stands for the acceptance-condition type (Büchi, co-Büchi, or parity); the third letter stands for the object over which the automaton runs (words or trees). For example, NBW stands for nondeterministic Büchi automata, and DPT stands for deterministic parity tree automata.
Algorithms
The traditional algorithm for solving the realizability problem translates the LTL formula into an NBW, applies Safra's construction in order to get a DPW A ψ for it, expands A ψ to a DPT A ∀ψ that accepts all the trees all of whose branches satisfy ψ, and then checks the nonemptiness of A ∀ψ with respect to I-exhaustive 2 I∪O -labeled 2 I -trees, namely 2 I∪O -labeled 2 I -trees that contain, for each word w ∈ (2 I ) ω , at least one path whose projection on 2 I is w [44] . Thus, the algorithm applies Safra's determinization construction, and has to solve the nonemptiness problem for DPT. For ψ of length n, the DPW A ψ has 2 2 O(n log n) states and index 2 O(n) . This is also the size of the DPT A ∀ψ , making the overall complexity doubly-exponential, which matches the lower bound in [49] .
In [33] , we describe a "Safraless" synthesis algorithm that avoids determinization and avoids the use of the parity acceptance condition. The algorithm proceeds as follows. A strategy f : (2 I ) * → 2 O can be viewed as a 2 O -labeled 2 I -tree. We define a UCT S ψ such that S ψ accepts a 2 O -labeled 2 I -tree T, τ iff τ is a good strategy for ψ. We define S ψ as follows.
Let A ¬ψ = 2 I∪O , Q, q in , δ, α be an NBW for ¬ψ [55] .
. . is not accepted by A ¬ψ ; thus all the computations generated by τ satisfy ψ. The size of A ¬ψ is exponential in the length of ψ. Using the rank-based method of [33] , it is possible to reduce the nonemptiness of a UCT to the nonemptiness of an NBT with another exponential blow-up. Hence, realizability of ψ is reduced to checking the nonemptiness of an NBT of size doubly exponential in the length of ψ. Since the nonemptiness of an NBT can be solved in quadratic time, we are done. Moreover, as with the traditional algorithm [46] , the approach in [33] can return a witness to the nonemptiness of S ψ -a transducer that realizes ψ. Thus we solve both realizability and synthesis.
The approach in [33] was improved in [31] , where the algorithm starts by translating ¬ψ to a nondeterministic generalized Büchi automaton. The Safraless approach is used in algorithms for bounded synthesis [15, 52] , was extended to timed specifications [21] , led to further simplified synthesis algorithms [19] , and was implemented in [25] .
Methodology
A serious drawback of current synthesis algorithms is that they assume a comprehensive set of temporal assertions, describing the global behavior of the system, as a starting point. The ultimate goal in compositional synthesis is to compose a system that realizes a set of specifications from systems that realize the underlying specifications. Moreover, in case the conjunction of specifications is not realizable, the user can omit or weaken some of them.
In [31] , we describe how it is possible, when we check the realizability of ψ ∧ ψ , to use much of the work done in checking the realizability of ψ and ψ in isolation. Recall that the Safraless algorithm reduces realizability of a specification ψ to the nonemptiness of an NBT U ψ . The state space of U ψ is simple: each state of U ψ is of the form S, g , where S is a set of states in the intermediate UCT S ψ (the "state component", which coincides with the set of states of A ¬ψ ) and g is a function that maps the states in S to a finite set of ranks (the "ranking component"). Realizability of ψ ∧ ψ then involves the product of U ψ and U ψ . The simple structure of the NBTs makes it possible not only to define the product easily (ease follows also from the use of a generalized Büchi acceptance condition), but also to use the work done during the nonemptiness checks of U ψ and U ψ when we check the nonemptiness of the product. Indeed, the rank component of a state in the product describes ranks to states in both S ψ and S ψ . A state whose projection on one of the components corresponds to a state that is empty in the NBT for this component, can be labeled empty. This approach is especially helpful when combined with an incremental approach, where we construct the NBT with a small maximal rank, and increase the maximal rank only if the specification turns out not to be realizable with this small maximal rank, So far, we considered compositionality in terms of the specification. In practice, the compositionality of the specification is often reflected also in a hierarchical structure, where subformulas of the specifications are composed not only in a Boolean manner but also in a modular one. Another way to view this is as follows. In the classical synthesis algorithms, it is always assumed the system is "constructed from scratch" rather than "composed" from reusable components. This rarely happens in real life. In real life, almost every non-trivial commercial system, either hardware or software, relies heavily on using libraries of reusable components. Furthermore, other contexts, such as web service orchestration, can be modeled as synthesis of a system from a library of components.
In [37] , the authors define and study the problem of LTL synthesis from libraries of reusable components. Two notions of composition are defined: functional composition, for which the problem turns out not be decidable, and structural composition, for which the problem is 2EXPTIME-complete. As a side benefit, [37] derives an explicit characterization of the information needed by the synthesizer on the underlying components. This characterization can be used as a specification formalism between component providers and integrators. Synthesis from underlying components is extended in [36] to consider the problem of control-flow synthesis from libraries of probabilistic components. It is shown that this more general problem is also decidable.
Scope
One approach to tackle the algorithmic difficulties in LTL synthesis has been to restrict the class of allowed specification. In [5] , the authors study the case where the LTL formulas are of the form Gp, Fp, GFp, or FGp.
2 In [3] , the authors consider the fragment of LTL consisting of boolean combinations of formulas of the form Gp, as well as a richer fragment in which the N operator is allowed. Since the games corresponding to formulas of these restricted fragments are simpler, the synthesis problem is simpler too, and it can be solved in PSPACE or EXPSPACE, depending on the specific fragment. Anther fragment of LTL, termed GR (1), is studied in [42] . In the GR(1) fragment (generalized reactivity(1)) the formulas are of the form (
where each p i and q i is a Boolean combination of atomic propositions. It is shown in [42] that for this fragment, the synthesis problem can be solved in EXPTIME, and with only O((mn · 2 |AP | ) 3 ) symbolic operations, where AP is the set of atomic propositions.
In [34] , we continue this approach with the aim of focusing on properties that are used in practice. We study the synthesis problem for TRIGGER LOGIC. Modern industrial-strength property-specification languages such as Sugar [6] , ForSpec [4] , and the recent standards PSL [16] and SVA [56] include regular expressions. TRIGGER LOGIC is a fragment of these logics that covers most of the properties used in practice by system designers. Technically, TRIGGER LOGIC consists of positive Boolean combinations of assertions about regular events, connected by the usual regular operators as well as temporal implication, → ("triggers"). For example, the TRIGGER LOGIC formula (true[ * ]; req; ack ) →(true[ * ]; grant) holds in an infinite computation if every request that is immediately followed by an acknowledge is eventually followed by a grant. Also, the TRIGGER LOGIC formula (true[ * ]; err ) →avoid (true[ * ]; ack ) holds in a computation if once an error is detected, no acks can be sent.
It is shown in [34] that TRIGGER LOGIC formulas can be translated to deterministic Büchi automata using the two classical subset constructions: the determinization construction of [48] and the break-point construction of [39] . Accordingly, while the synthesis problem for TRIGGER LOGIC is still 2EXPTIME-complete, the synthesis algorithm for it is significantly simpler than the one used in general temporal synthesis.
The work described above stays in the traditional setting of synthesis and considers variants of the specification formalism. An even more interesting extension of the scope of synthesis refers to the underlying setting. It is by now realized that requiring the synthesized system to satisfy the specification against all possible environments is often too demanding. Dually, allowing all possible systems is perhaps not demanding enough. This issue is traditionally approached by adding assumptions on the system and/or the environment, which are modeled as part of the specification (c.f., [11] ).
In [30, 52] , the authors study study bounded temporal synthesis, in which bounds on the sizes of the state space of the system and the environment are additional parameters to the synthesis problem. The study is motivated by the fact that such bounds may indeed change the answer to the synthesis problem, as well as the theoretical and computational aspects of the synthesis problem. In particular, a finer analysis of synthesis, which takes system and environment sizes into account, yields deeper insight into the quantificational structure of the synthesis problem and the relationship between strong synthesis -there exists a system such that for all environments, the specification holds, and weak synthesis -for all environments there exists a system such that the specification holds.
Unlike the unbounded setting, where determinacy of regular games implies that strong and weak synthesis coincide, these notions do not coincide in the bounded setting. Bounding the size of the system or the environment turns the synthesis problem into a search problem, and one cannot expect to do better than brute-force search. In particular, the synthesis problem for bounded environments is NP-complete [52] , and is Σ P 2 -complete for bonded systems and environments (the complexity is in terms of the bounds, for a specification given by a deterministic automaton) [30] .
A different, more conceptual change of the setting has to do with the fact that modern systems often interact with other systems. For example, the clients interacting with a server are by themselves distinct entities (which we call agents) and are many times implemented by systems. In the traditional approach to synthesis, the way in which the environment is composed of its underlying agents is abstracted. In particular, the agents can be seen as if their only objective is to conspire to fail the system. Hence the term "hostile environment" that is traditionally used in the context of synthesis. In real life, however, many times agents have goals of their own, other than to fail the system. The approach taken in the field of algorithmic game theory [40] is to assume that agents interacting with a computational system are rational, i.e., agents act to achieve their own goals. Assuming agents rationality is a restriction on the agents behavior and is therefore equivalent to restricting the universal quantification on the environment.
In [20] , we introduce the problem of synthesis in the context of rational agents (rational synthesis, for short). The input consists of a temporal-logic formula specifying the system, temporal-logic formulas specifying the objectives of the agents, and a solution concept definition. The output is an implementation T of the system and a profile of strategies, suggesting a behavior for each of the agents. The output should satisfy two conditions. First, the composition of T with the strategy profile should satisfy the specification. Second, the strategy profile should be an equilibrium in the sense that, in view of their objectives, agents have no incentive to deviate from the strategies assigned to them, where "no incentive to deviate" is interpreted as dictated by the given solution concept. As it turns out, system synthesizers can capitalize on the rationality and goals of the agents interacting with it. Moreover, for the classical definitions of equilibria studied in game theory, rational synthesis is not harder than traditional synthesis. The results in [20] also consider the multi-valued case in which the objectives of the system and the agents are still temporal logic formulas, but involve payoffs from a finite lattice.
Quality
Very little attention has been payed to the quality of the systems that are automatically synthesized. Typically, many systems satisfy a realizable specification, and while they all satisfy the specification, they may do so at different levels of "unspecified quality". This latter problem is a real obstacle, as designers would be willing to give up manual design only after being convinced that the automatic procedure that replaces it generates systems of comparable quality. Nowadays specification formalisms are too abstract to specify such quality measures.
An approach in which quantitative reasoning is used in order to improve the quality of automatically synthesized systems is described in [7] . There, the synthesis problem is reduced to the solution of lexicographic mean-payoff games. A winning strategy in the game induces a system that satisfies the specification in high quality. Another approach is described in [27, 28] , where the authors introduce the idea of model-checking-based genetic programming as a general approach to synthesis: starting with a randomly generated solution, the solution is iteratively improved according to a valuation (fitness function) that a model checker assigns to the suggested solution.
The neglecting of the quality of automatically synthesized systems is related to the fact that model checking is Boolean. The Boolean fate of a verification process seems natural, as a system can either satisfy its specification or not satisfy it. The richness of today's systems and verification methodologies has motivated the introduction of multi-valued specification formalisms. These formalisms are used in order to specify quantitative properties (say, map a computation to the maximal wait time along it) [9, 10, 23] , or in order to specify rich truth values (say, an "unknown" value, in the case of abstraction [50] , or a value that is a subset of all possible viewpoints, in case of systems with multiple viewpoints [24] ). Very little attempts, however, have been made to augment temporal logics with a quantitative layer that would enable the specification of the relative merits of different aspects of the specification. The idea behind such a layer is that there should be a difference between a system that satisfies the specification AG(req → Fgrant) with grants generated soon after requests, and a system that satisfies it with grants generated after long waits. Specification formalisms should be refined in order to reveal such differences, and algorithms for reasoning about the new formalisms are required. With the right formalisms, a designer will be able to associate the different aspects of the specification with costs and rewards, reflecting their importance, and synthesis algorithms will be able to generate systems that not only satisfy the specification, but also do so in a way that maximizes the quality of the satisfaction, as defined formally by the designer. The development of such multi-valued formalisms and algorithms for reasoning about them involves is the subject of current research.
