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In this article, we study linear actions of finite groups on spheres. By 
linear action, we mean the following: the action of the finite group G on the 
(n - 1)-unit sphere S” is linear if and only if there exists some 
p E Hom(G, O,, i(R)), where 0, + ,(R) denotes the orthogonal group on 
W+l (see [19, Sect. 3.51) such that this action is induced by p and the 
inclusion map S” c R” + *. 
Now, any finite group can act linearly on a sphere. Indeed every complex 
representation of G is equivalent to a representation in which all matrices 
are unitary (see [7, Sect. 196, Theorem III]). Moreover 
x+iyw x Y 
( > -Y x 
gives an embedding of @ in GL(2, R), which extends to an embedding of 
GL(n, C) to GL(2n, R) in an obvious way. Clearly, a unitary transforma- 
tion of C” has no fixed points on c” - (0) if and only if its image is an 
orthogonal transformation of R2” having no fixed points on S2”- ‘. 
The structure of finite groups having a fixed point free linear action on 
one sphere has completely been studied by, among others, Zassenhaus in 
1936 (see [22]) and Amitsur in 1955 in his famous paper on division rings 
(see [2]). So, more particularly, the purpose of this article is to study the 
structure of finite groups having a fixed point free linear and spherewise 
action on a product of spheres. Let us explain what we mean by this in 
more precise terms. The finite group G has an action of this type if and 
only if there exist n,, . . . . nk E kJ such that G acts on S”’ x . . x Snk in the 
following manner: for each in { 1, . . . . k}, each uie S”!, each g E G, there is 
some uj E S”J such that g(u,, . . . . uk) = (u,, . . . . u,); and for all i E (1, . . . . k}, ui 
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depends only on ui and vi is determined from ui by a linear action of G. 
Moreover, all non-trivial elements of G act fixed point freely on this 
product of spheres. Such an action of G exists if and only if for each 
g E G - ( 1 }. there is some n E N (where rz = ng depends on g), such that g 
acts linearly and fixed point freely on S”. Hence, a finite group G acts 
linearly and freely on S”’ x . . . x Snk, for suitable n,, . . . . nk E N if and only 
if G is good, where good is defined as follows: 
DEFINITION 1. A finite group G is good if and only if G # 1 and for each 
gE G - (1 }, there is some pg E Hom(G, GL(n, C)) (where n = ng depends 
on g) such that p,(g) does not have 1 as a characteristic root. 
In this article, we shall use this definition and therefore study finite good 
groups in a purely algebraic manner. The main result that we shall prove 
is as follows: 
THEOREM 1. Zf G is a finite good group and S is a non-abelian simple 
section of G, then S is isomorphic to A, or A,. 
Before, starting the proof, we first give another definition and explain 
why it is more useful than Definition 1. 
DEFINITION 2. Let p be a prime and G a finite group. We say that G is 
good at p if and only if G has an element of order p, and for each element 
g of G of order p, there is some ppe Hom(G, GL(n, C)) such that p,(g) 
does not have 1 as a characteristic root. 
A moment’s reflexion shows that the proof of the following lemma is 
obvious. 
LEMMA 2. Let G be a finite group. Then, G is good if and only if G # 1 
and G is good at every prime p dividing IGI. 
As we shall see, the proof of our main theorem will be by contradiction. 
The next result is the one which will enable us to restrict our attention to 
a minimal counterexample. 
LEMMA 3. Zf G is a good group, then so are all the subgroups of G. 
Proof of Lemma 3. We suppose that G is a good group and that H is 
a non-trivial subgroup of G. Let x E H- ( 1 }. Then, there is some 
p E Hom(G, GL(n, C)), such that p(x) does not have 1 as a characteristic 
root. Consider p 1 u (i.e., p restricted to H). Then, p 1 H~ Hom(H, GL(n, Cl)) 
and p 1 H(~) does not have 1 as a characteristic root. 1 
Let us note that in Definitions 1 and 2, the representation pg can be 
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assumed to be irreducible since all complex representations are completely 
reducible (see [19, 6.1.31). 
Notation. Let p be a representation of the group G, and x be the corre- 
sponding character. 
(i) ker x will denote ker p. 
(ii) If 1 is a characteristic root of p(g), where g E G, then we will say 
that I is a characteristic root of x(g). 
Throughout this article, all groups will be assumed to be finite and the 
notation wil be as in [ 191 unless otherwise specified. 
1. TOWARDS THE PROOF OF THEOREM 1 
In this section, unless otherwise stated, G will denote a fixed finite non- 
soluble group and S will be a non-abelian simple section of G. The proof 
of the theorem requires a series of results reducing the possibilities for S. 
LEMMA 4. Let .A? be the set of all subgroups L of G such that S is 
involved in L, and let G, be an element of 9 of minimal order. Then 
p 1 1 G,I =~-p ( 1 SI, where p is a prime and F(G,) = @(GO), while G,/@(G,) z S. 
Proof of Lemma 4. By definition of 9, Go has subgroups K, H with 
Ku H and H/K E S. Hence minimality of G, forces H = G,. 
For each prime p, let P be a Sylow-p-subgroup of K. By Frattini’s 
argument (se? [ 19, 2.2.7]), we have G, = K. N,,(P) and Kn N,,(P) = 
NK( P) CI NGo( P). Since GO/K E NG,,( P)/N,( P) z S, minimality of Go forces 
P Q Go, and so K is nilpotent. Therefore, K < F(G,). This implies that 
K = F(G,) since S is a non-abelian simple group. 
Since @(G,) <F(G,) (see [19, 4.2.20]), to prove that K= @(G,), it 
suffices to show that P(G,) is contained in every maximal subgroup of G,. 
So, we suppose that P(G,) @ A4 for the maximal subgroup M of G,. Thus, 
P(G,) . A4 is a subgroup of Go which conains M properly. Therefore, 
F(G,).M=G,, whence M/P’(G,) n ME S, contradicting the minimality 
of G,. 
If pj[SI, then pj/G, : PI. So, by the Schur-Zassenhaus theorem (see [19, 
2.8.10]), there is some Gi 6 G, such that G,= G, . P and G, n P= 1. Thus, 
G, = G, . K. Hence, since G,/G, n K z S, by minimality of G,,, we have 
G,=G, and so P=l. Therefore, ifpl ICI, thenp[lSI. fl 
Let us fix some notation: we let Go be a fixed subgroup of G defined as 
in the statement of the previous lemma and we let K a Go be such that 
GO/K= S (i.e., K verifies the properties described in Lemma 4). The next 
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result implies that all the involutions of GO are contained in the centre if we 
assume that G is good. 
LEMMA 5. Suppose that G is good. Then, all involutions of G, are in 
ZtGd 
The proof of this lemma requires a result proved by B. Hartley. As this 
result appears in a private communication, we shall reproduce a proof of 
it. 
LEMMA 6. Let H be a finite perfect group and suppose that for each 
involution h E H, there is some N = N(h) a H such that Nh E Z(H/N) and 
h $ N. Then, O2 (H) < Z(H). 
Proof of Lemma 6. We show by induction on [MI that if A4 is a normal 
2-subgroup of H, then M < Z(H). If M = 1, then this is clear. So assume 
M# 1 and the result holds for normal 2-subgroups of smaller order. 
If 52, (M) < M, then Q,(M) < Z(H). Thus H/C,(M) operates on M 
fixing its involutions, and a result of Hawkes (see [ 151) gives H = C,(M), 
as required. Thus we may assume Q2, (M) = M. 
Let j be an involution of A4 and N = N(j) be a normal subgroup of H 
such that j$ N and jN is central in H/N. If (N n M)(j) = M then, as 
]M:NnM]=2,wehave [M,H]<NnM.Byinduction [NnM,H]=l, 
so [M, H, H] = 1. The Three Subgroup Lemma (see [ 19, 4.1.91) gives 
[M, H] = [M, H’] = 1, as required. 
Thus, for all involutions j E M, we may assume (N n M)(j) # M 
(N = N(j) is defined as above). 
Now, [(NnM)(j), H] 6 NnM, so (NnM)(j) a H and induction 
tells us that H centralizes (N n M)(j). In particular, all involutions Jo M 
are central in H, so M = Q, (M) < Z(H) as required. 1 
We are now in a position to prove Lemma 5: 
Proof of Lemma 5. Let g be an involution in G,. Since G is good, so 
is GO by Lemma 3. Thus, there is some p E Hom(G,, GL(n, C)) such that 
p(g) does not have 1 as a characteristic root. Hence, all characteristic roots 
of p(g) are equal to - 1, and so we can deduce that p(g) = p( gh), for all 
h E G. Therefore, Ng E Z(G,/N), where N = Ker p. Moreover, it is clear that 
g $ N. We also know that G, is perfect since S is non-abelian simple. So, 
by Lemma 6, 
WGJ G ZtGd- (a) 
Now, N < K since, by Lemma 4, Go/K is simple and K is the Frattini 
subgroup of G,. Hence, Kg E Z(G,/K) = 1. Thus, as K is nilpotent, gc K2, 
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the Sylow-2-subgroup of K. This implies that g E O,(G,) since the Sylow 
subgroups of K are normal in Go. Therefore, g E Z(G,) by (a). 1 
The next result restricts the possibilities for S. 
LEMMA 7. SrL,(q),for q35 andodd, or SzA,. 
The proof of this lemma is based on a result of Griess which appeared 
in [13]. 
- 
Proof of Lemma 7. Let G,, = G,/O(G,). By Lemma 5, all involutions of 
Go are in the centre of G,. Thus, the same holds in G since O(G,) is a sub- 
group of odd order. Furthermore, as G, is perfect, so is G. Hence, [ 133 
implies that ?$ = G, x . . . x G,, where Gi is isomorphic to some SL(2, q), 
q odd, q 2 5 or to A,, a perfect central extension of A, by Z,. Now, by 
Lemma 4, Go/K is simple and K is the Frattini subgroup Go. Therefore, 
either O(G,) = Go or O(G,) < K. In the first case, the Odd Order Theorem 
(see [ 111) implies that Go is soluble. This contradicts the fact that S is 
non-abelian and simple. Hence, O(G,) < K and so S must be isomorphic to 
a composition factor of Y&. 1 
Therefore, if G is assumed to be good, then the choices for S are more 
restricted. We next show that there are indeed good groups such that either 
L,(5) or L,(9) is involved in them. 
We note that L,(5)= L,(22)g A, and L,(9)z A,. Hence, it may be of 
interest to remark that, in the statement of Theorem 1, A, and A, can be 
replaced by L2(p2), where PE (2, 3). 
Examples of Good Groups with A, or A, as Composition Factors 
1. Let HE SL(2, 5). Then H/Z E A,. The ordinary character table 
of SL(2,5) (see [9, Sect. 381) shows that SL(2, 5) has an ordinary 
irreducible character 8 such that 
1A 2A 3A 5A 5B 
0 2 -2 -1 tcfi- 1) f(- fi-1, 
Thus, it follows that H is good at 2, 3 and 5, and so Lemma 2 implies that 
H is good. 
2. Let H g SL(2,9). Then H/Z(H) z A,. The ordinary character 
table of SL(2,9) (see [9, Sect. 381) shows that SL(2,9) has irreducible 
ordinary characters 8, and 8, such that 
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1A 2A 3A 3B SA SB 
8, 4 -4 1 -2 -1 -1 
8, 4 -4 -2 1 -1 -1 
Thus, Lemma 2 again implies that H is a good group. 
Before starting to prove Theorem 1, let us make a few more remarks. 
Remarks. (i) If the group A is a section of the group H, then so are 
all the subgroups of A. 
(ii) If p is a prime and i and j are integers such that iI j, then 
L,(p’) < L,(p’), where p is a prime and i, j are positive integers. 
(iii) L,(7) <A,. 
Hence, in order to prove Theorem 1, it is enough to prove the following 
Theorem. 
THEOREM 8. If G is a finite good group then none of the following are 
sections of G: 
(i) L,(p), p > 7, where p is a prime; 
(ii) &(5’), where 1 is a prime; 
(iii) L,(3”), where m is either an odd prime or m = 4. 
In order to prove Theorem 8, we shall actually prove the following. 
THEOREM 9. Let q be either an odd prime such that q > 7, or q= 5’, 
where 1 is a prime, or q = 3”, where m = 4 or m is an odd prime. If L,(q) is 
involved in G, then G has an element x of order 3 such that p(x) has 1 as 
a characteristic root for all p E Hom(G, GL(n, C)), and all n = 1,2, . . . . 
We therefore note that to prove Theorem 1, we only need to assume 
goodness of G at the primes 2 and 3. In short, we actually have the stronger 
result stated below: 
PROPOSITION 10. If G is a finite group good at the primes 2 and 3, and 
S is a non-abelian simple section of G, then S is isomorphic to A, or A,. 
2. PROOF OF THEOREM 9 
We are now in a position to start proving Theorem 9. The rest of this 
section will be devoted to this aim. This proof will be broken up into a 
series of lemmas. 
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We suppose that the theorem is false. Hence, by Lemmas 3 and 4, there 
is a finite group G with the following properties: 
(a) G is good at 3, no proper quotient of G is good at 3; 
(b) F(G)=@(G); 
(~1 G/l;(G) = L,(q); 
(d) If r 1 [Cl, where r is a prime, then r 1 IL,(q)l. 
In the above, q is defined as in the statement of the theorem. Let K= F(G), 
and for each prime r, let K, be the Sylow-r-subgroup of K. 
LEMMA 11. K,# 1. 
Proof of Lemma 11. We suppose this result to be false. Let ge G be of 
order 3. By (a), there is some n E N and some p E Hom(G, GL(n, UZ)) such 
that p(g) does not have 1 as a characteristic root. We may assume that p 
is irreducible. Let V denote the CC-module corresponding to p. For 
simplicity of notation, we will write h . v for p(h) . v, where h E G and u E V. 
We need to separate the argument into two cases since G does not 
always have a unique conjugacy class of elements of order 3. 
Case 1. q = 3”, where m = 4 or m is an odd prime. 
Now, L,(q) has precisely two distinct conjugacy classes of elements of 
order 3 (see [9, Sect. 381). Therefore, since K, = 1, G also has exactly 2 
conjugacy classes of elements of order 3. 
We claim that G does not contain an elementary abelian subgroup of 
order 27. Suppose that our claim is false. So, let Ed G be elementary 
abelian of order 27. Since G is good at 3 and has two conjugacy classes of 
elements of order 3, there exist two irreducible characters 1 and cp say, such 
that if XE G and (xl = 3, then either x(x) or q(x) does not have trivial 
eigenvalue. Let X and Y be the subsets of E at which x and cp fail to have 
trivial eigenvalue, respectively. If x 1 E has two distinct linear constituents, 
we obtain two subgroups of E of order 9 at which x has a trivial eigen- 
value. These account for 14 nontrivial elements and so (XI < 12. Similarly, 
if cp IE has two distinct linear constituents, then 1 Yl < 12 and this is 
impossible since IXu Y( d 26. We may assume, therefore, that x lE has a 
unique distinct linear constituent. Let U be its kernel, so that Us E and 
1 Ul = 9. Now no non-identity element of U can be in the kernel of cp and 
this forces U to be cyclic. 
From this contradiction, we can conclude that K, # 1. 
Case 2. q & 0 (mod 3). 
Now, L,(q) contains elements of order (q+ 1)/2 and (q- 1)/2 (see 
[9, Sect. 381) so that the Sylow-3-subgroups are cyclic. Moreover, any 
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element of order 3 in L,(q) is conjugate to its inverse (see [9, Sect. 381). 
Thus, all elements of order 3 are conjugate in L,(q). Since K3 = 1, this 
remains true in G. Therefore, for each x E G such that 1x1= 3, p(x) does not 
have 1 as a characteristic root. Hence, by (a), ker p = 1. 
We first claim that g centralizes every abelian subgroup of G of order 
prime to 3 that it normalizes. Let A be an abelian subgroup of G 
normalized by g and such that 3) IA I. Consider B = A . (g). Since 
Char @ = 0, V is completely reducible as a @B-module. Let W be any 
irreducible CB-direct summand of V. Since B/A is cyclic, by Clifford’s 
theorem, there are irreducible CA-submodules Wi, i= 1, . . . . m, such that 
w= W,@ ... @W,, and g permutes the W;s, i= 1, . . . . m, transitively. 
Now, for all u E W, g fixes u +g . u +g* . u. So, since p(g) does not have 1 
as a characteristic root, for all UE W, u +g-u +g* .u = 0. However, if 
m > 1, there is some u E W such that U, g . U, g* . u are linearly independent. 
Hence, m = 1. As A is abelian, all irreducible CA-modules are of dimension 
1. So, we obtain that for each h E A, there is some 1 EC such that for all 
UE W, we have h.u=E..u. Thus, hg.U=g-i.(,lg.u)=h.u. So, hg and h 
agree on W and hence on V since W is an arbitrary direct summand of I’. 
Therefore, ker p = 1 implies that h = hg for all h E A, and so g centralizes A. 
If K, # 1 and r is an odd prime, then we assert that g does not 
centralize K,. 
Let us suppose that this is false. Let K = K, x K,, x .. . x K,,, where 
for each iE { 1, . . . . m}, ri is an odd prime. Then, without loss of 
generality, we may assume that K,, # 1 and that g centralizes K,,. 
Consider G = G/K, x K,, x . . . x K,,,, and R= K/K, x Kr, x . .. x Kr,,,. Thus, 
e=g(K,xK,,x ... x K,,) centralizes R and the conjugates of g generate G - -. 
since G/K is simple. Hence, 
G/lRF L*(q) and R< Z(G). 
So, G is a central extension of L,(q) and therefore, since G is perfect and 
the Schur multiplier of L,(q) has order 2 in all cases (see [ 16, Sect. V.25]), 
L,(q) has two non-isomorphic central extensions (see [ 19, Sect. 2.91). This 
implies that GZ SL(2, q) or L,(q). Therefore, IRI < 2. However, \RI is odd 
since R E K,, . Thus, K,, = 1. This contradiction proves our assertion. 
Keeping the above notation, we finally claim that K, = 1 for all 
iE { 1, . . . . m}. 
We again suppose our claim to be false, so there is some ie { 1, . . . . m} 
such that K,, # 1. For simplicity of notation, let r = ri. Set 
X={AdK,IA=Agand[A,g]#l}. 
Our previous claim implies that Kr~ X. Thus, X # 0, so let A be an 
element of X of minimal order and let V0 = A/@(A). Since V, is an 
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elementary abelian r-group, V, can be considered as a iF,( g)-module. In 
fact, since r and 3 coprime, V, is completely reducible as a IF,( g)-module. 
Therefore, V,, is irreducible by minimality of A. 
If Y E 1 (mod 3), then all cube roots of unity are in [F,. Thus, V, has 
dimension 1 over IF, and so V0 is a cyclic group of order r. Hence so is A 
(see [ 19, 2.1.161). Therefore, our first claim implies that g centralizes A, 
which contradicts the definition of A. 
Hence, we must have r E 2 (mod 3), in which case, all cube roots of unity 
are in 5,~. This implies that V0 has dimension 1 or 2 over [F,. If it is 1, then 
we obtain a contradiction by the above argument. So, it must be 2. There- 
fore, A can be generated by two elements. Now, g acts trivially on every 
proper (g)-invariant subgroup of A. So, since 1 gj j IAl and since by the 
above A is not abelian, A has nilpotency class 2, A’ = Z(A) = @(A) is 
elementary abelian, g acts trivially on A’, and Q,(A) is of exponent r (see 
[19, 4.4.19; 12, 53.91). If Q,(A) # A, then g centralizes Q,(A) and so, since 
lgl [IAl and r is an odd prime, g centralizes A. Therefore, we must have 
Q,(A) = A. Thus, A is an extraspecial group of oder r3. Consider 
H= A . (g). As A is extraspecial, if 8 E Irr A is non-linear, then 
tl(l)=r and e(a) =o forall SEA-A’ 
(see [9, 31.51). If XE Irr H is non-linear, then since H/A is cyclic of order 
3, Clifford’s Theorem implies that either x IA remains irreducible or 
xI/l=~“, where II is a linear character of A (see [ 10, 9.121). Since 
n”(g) = 0 and g is of order 3, J”(g) must have 1 as characteristic root. 
Let us recall that p is a faithful character of G such that p(g) does not 
have 1 as a characteristic root. Hence, p 1 H has an irreducible constituent 
x such that x JA remains irreducible. As A has r - 1 non-linear irreducible 
characters, we can deduce that H has 3(r - 1) distinct irreducible 
characters whose restrictions to A remain irreducible. Furthermore, if 
x I A = cp 1 A, where cp E Irr H, then cp = xv, where p is a linear character of H 
(see [16, V.17.121). We note that lxp(g)l = Ix(g)1 and that H has three 
distinct linear characters. Therefore, since 
lC,(g)l= c lW)l’> 
I// E Irr H 
lC,(g)l =3r, and (x(g)(‘EZ, we can conclude that lx(g)l*= 1. 
Let c1 be a primitive 3rth root of unity. Then, Gal(Q(cr)/Q) acts on Irr H 
and Irr A in the following manner since the exponent of H is 3r: for 
all q5 E Irr H, all r~ EG~~(Q(u)/Q), all he H, &‘(A) = d(g)“. Consider 
C= Gal(Q(cl)/Q(a3)). It can be easily seen that CZ Z, (see [17, 
Chap. VIII] for results on Galois groups). So, set C= (c). All the 
elements of Irr A are left fixed by the action of C, since for all Q E Irr A and 
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a E A, we have ~$(a) E a(~‘). Thus, xc 1 A = 2 1 A. Since three distinct charac- 
ters of H restrict to the same character of A, c fixed one of them. Let p be 
a linear character of H such that x,u is fixed by c. Then, as lgJ = 3, 
x&g) E Q(a3) n Cl(&) = Q. As character values are algebraic integers (see 
[9, 5.8]), xp(g)EZ, and so xp(g)= 1 or -1, as lx(g)12= 1. Thus, as the 
degree of 1( is r, xp( g) = r (mod 3). This implies that xp( g) = - 1 since, by 
assumption, r = - 1 (mod 3). Therefore, 
x(g)= -1, --w or -02, 
where o is a primitive cube root of unity. Let E be the trivial complex linear 
character of (g ). Since x 1 <9> does not have E as constituent, (x 1 <R>, E) = 0. 
If x(g)= -0, or -CD’, then 
(xl <gj,E)=f(r+l), 
and so does not equal 0. This forces x(g) to equal - 1. Thus, 
o=(xl<g),E)=f(r-2), 
which implies that r = 2. 
Therefore, K = K,. If K is abelian, then it is centralized by g and so is in 
Z(G). Suppose that it is not. Let us consider 
&= CK (g)l. 
As g centralizes any abelian subgroup of K that it normalizes, Refs. [19, 
4.1.14, 3, 8.24.71 imply that K, is special and Z( K,) = qKO( g). Moreover, 
Q(K) <Z(K), and if k~ K,, and Ikl=2, then (k, kg, kg ) is abelian and 
normalized by g, and so must be centralized by g. Thus, all the involutions 
of K, are in Z(K,). As p is irreducible and faithful, Z(G) is cyclic, and so 
K, has a unique involution. So, K,, is a quaternion group (see [ 19, 4.4.41). 
Furthermore, 
K= C,(<g)).K, 0) 
and K/Z(K) can be considered as a IF,(G/K)-module. Therefore, the above 
implies that, in characteristic 2, there is a G/K-module with Brauer 
character cp, say, such that cp(Kg) = q(K) - 3. However, L,(q) has no such 
Brauer character in characteristic 2 (see [6, Sect. VIII; 9, Sect. 381). This 
contradiction shows that K,, cannot be generated by two elements. 
Hence, (i) implies that K< Z(G). Therefore, since the Schur multiplier of 
L,(q) has order at most 2, IKI < 2. If K = 1, then G g L,(q) and the charac- 
ter table of L,(q) (see [9, Sect. 381) shows that G cannot be good. So, sup- 
pose that JKI = 2. Now, cp( g) = x1= 1 wi, where the wi are the eigenvalues 
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of p(g) and n = cp( 1) and cp is the character of p. Furthermore, for all 
iE { 1, . ..) n}, w,= -f+iJ?/2 or -i--i,,612 since oi# 1. As g and g ’ 
are conjugate in G, cp( g) E R. Thus, cp( g) = -n/2. Now, the character table 
of SL(2, q) shows that no irreducible character satisfies such a relation 
when 3tq. This contradiction completes the proof of Lemma 11. 1 
From now on, let L = G/K, so that L g L,(q), and let I’= K3/@(K3). 
Then, V can be considered as a iF, L-module. In the rest of this section, g 
will denote a fixed element of G of order 3 modulo K. The next lemma 
gives us more information about V. 
LEMMA 12. Let q be either a prime p > 5 or q = p’, where p = 5 and I is 
a prime. 
(1) If q E 1 (mod 3), then V is an irreducible [F, L-module and 
1 VI = 3q. 
(2) If q = - 1 (mod 3), then V is a uniserial [F,L-module with com- 
position length <(3”-- 1)/2 (where a is such that 3”lq+ 1 but 3U+11q+ 1) 
and with composition factors all isomorphic to each other and of order 3yP I. 
To prove this lemma, we need a result proved by Gaschiitz (see [ 14, 
ll.lO] for a proof). The following statement of it is reproduced from a 
private communication by Serre: 
LEMMA 13. Let H be a finite group and p a prime number. Consider the 
extension of G, 
l+M-+E+H+l, 
where M is an elementary abelian p-group (hence a IF, H-module) having the 
following two properties: 
(1) M is contained in the Frattini subgroup of E; 
(2) E has maximal order among all extensions having property (1). 
Let e E H*( H, M) be the cohomology class defining E. Then, (1) is 
equivalent to: 
(1’) The class e does not belong to Im: H*(H, M’) -+ H*(H, M) for 
any proper submodule M’ of M; 
and there exists a maximal pair (M, e), unique up to isomorphism such that 
if (M’, e’) has property (l’), there is a H-map M --) M’ carrying e to e’. 
Moreover, this maximal module M is isomorphic to the second loop module 
O*(l), where I= IF, is the trivial module. 
FREE LINEAR ACTIONS OF FINITE GROUPS 467 
For a definition of the second loop module (Heller module) Q*(V), the 
reader is referred to [4, p. 81. 
The theory of “blocks with cyclic defect groups” permits us to compute 
Q*(k) for L, where k is a splitting field over IF, for all the subgroups of L. 
The reader is referred to [ 1 ] for the proofs of the results used. Once we 
know the structure of O*(k), we can easily find that of Q*(i). For this we 
need the following well-known elementary lemma. 
We first fix some notation: if U is a FH-module, where F is a field and 
H is a group, then we shall write UF’ for UOF F’, where F’ is an extension 
field of F. 
LEMMA 14. Let r be a prime, F a finite extension field of [F,, and H a 
finite group. Let M be a [F,H-module. If 
. . . +P,+ ... +P,-tP,+M+O. (iI) 
is a minimal projective resolution for the IF,H-module M, then 
. . . -sPF--+ . . . -+PF+pF+MF-+O n 1 0 
is a minimal projective resolution of the FH-module MF. 
(ii) 
In particular, this result implies that, for any group H, 
Q*(l)” ci Q*(F), 
where 1. = 5, and F is a finite extension field of lF,. We are now ready to 
prove Lemma 12. 
Proof of Lemma 12. We first need to calculate Q2(Q, where I= [F,. 
Let q be as stated in Lemma 12. Let k be a splitting field over IF, for L (see 
[3, Sect. 251 for a definition) and B be the principal block of kL. Its defect 
groups are the cyclic Sylow-3-subgroups of L of order 3”, say. This follows 
from [l, Theorem 13.51 since the vertices of the trivial module are the 
Sylow-3-subgroups (see [ 1, Sect. 91). 
From [6], we can deduce that there are two simple kL-modules (up to 
isomorphism) lying in B, the trivial module So and S,, where 
dim,S, = ” 
when q- 1 (mod 3); 
q- 1, when q E 2 (mod 3). 
Hence, the Brauer tree corresponding to B has 2 edges and multiplicity 
(3” - 1 )/ (see [ 1, Sect. 17, Theorem 1 I), and so is one of the following: 
481/147/Z-14 
468 URMIE RAY 
As explained in [l, Sect. 171, the black vertices are exceptional with 
multiplicity (3” - 1)/2. 
Let P, denote the minimal projective cover of Si, i=O, 1. In all the 
following pictures of composition series, the nodes denote submodules and 
the labels give the isomorphism class of successive quotients. 
Case 1. q= 1 (mod3). 
Thus, 3“ 1 q - 1. We first suppose that I3 has Brauer tree (1). Then, P, has 
the following composition series (see [ 1, Sect. 171): 
Thus, dim, P, = 2, + 1s 3 (mod 3”). So, if a > 1, then 3”jdim, P,. This 
gives us a contradiction when a > 1, since the order of the Sylow-3- 
subgroups has to divide the dimensions of the indecomposable projective 
M-modules (see [ 1, Sect. 5, Corollary 71). 
We next suppose that B has Brauer tree (3). Then, as above, 
dim, P, = 2 + q E 3 (mod 3”). So, if a> 1, we then again obtain a 
contradiction. 
Hence, if a > 1, then B has Brauer tree (2); if a = 1, then all three Brauer 
trees give the same answer. So, in both cases, P, and P, are uniserial, of 
composition series as shown below, 
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Thus, Q’(k) is uniserial, of composition length 3”- 1 and composition 
series as pictured above, since by definition, P,-,/R’(k)z&. So, Q’(k) has 
P, as projective cover since P,/S, =$2’(k) and P, is an indecomposable 
projective kL-module. Therefore, Q’(k) z S, . 
Case 2. q z 2 (mod 3). 
In this case, 3” 1 q + 1. We first suppose that B has Brauer tree (1). Then, 
dim, P, = 2q - 1 E - 3 (mod 3”). Hence, we obtain a contradiction if a > 1. 
We next suppose that B has Brauer tree (2). Then, from the above, we 
obtain that dim, P, = ((3”- 1)/2)q + 1 = (3 - 3”)/2 (mod 3”). As before, 
this is not possible if a > 1. 
Hence, if a > 1, then B has Brauer tree (3); if a = 1, then all three Brauer 
trees give the same answer. Therefore, in both cases, PO is uniserial, P, has 
composition length (3” + 3)/2 and their composition series are as shown 
below, 
So, Q’(k) has composition series as pictured above and projective cover 
P,. Thus, Q’(k) is uniserial, of composition length (3” - 1)/2 and all its 
composition factors are isomorphic to S, . 
For i= 0, 1, let zi: L + GL(S,) be the homomorphism corresponding to 
Si. Then, since So is the trivial module and S, is a permutation module (see 
[18]), in all cases, 7zi can be written over IF,, i.e., there is a IF,-basis of Si 
such that each entry of the matrix of X(/Z) with respect to this basis is in 
IF, for all h E L (by abuse of language, we shall say that Si can be written 
over IF,). Thus, it is clear that there are [F,L-modules S,! such that 
(see [3, Sect. 26]), and Sl is absolutely irreducible (see [8, 29.151). 
Furthermore, dim,, Sl = dim, Si. Let Pi be the IF,L-minimal projective 
cover of S:. Then, by Lemma 14, Pik z Pi and Q2(1) E S; when q = 1 
(mod 3), and Q2(1) is uniserial with all composition factors isomorphic to 
S; when q E 2 (mod 3). 
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Now, consider the extension of L, 
l+K+G+L+l, 
where I?= K/K x @(K,), G = G/k x @(K,), and K = K, x I?. It is clear that 
Rz V as [F,L-modules. Since, by hypothesis, K = G(G), 
R is contained in the Frattini subgroup of G, 
Therefore, by Lemma 13, we can conclude that as a [F,L-module V’ is a 
quotient of Q2(1). Thus, in all cases, V is as stated in Lemma 12. 1 
When, q = 3, where m = 4 or m is an odd prime, 9 1 lLI, so the Sylow-3- 
subgroups of L are not cyclic. They are in fact elementary abelian. There- 
fore, we cannot apply the theory of “blocks with cyclic defect groups” to 
find more information on modules lying in the principal block of F,L since 
the defect groups of this block are the Sylow-3-subgroups. For a descrip- 
tion of the simple modules lying in the principal block, the reader is 
referred to [20]. We shall keep the notation of [20] in what follows. Let 
k be a splitting field for L over [F,. Then, iF, E kG [F,,. We give a brief 
description of the irreducible (F, L-modules. Let the irreducible kSL(2, 3)- 
modules be Vi, i = 0, 1,2 (up to isomorphism), where dim, Vi = i+ 1. 
From [20], we can deduce that 
where r = (rO, . . . . r,+ i), each ri ranging from 0 to 2, are all the inequivalent 
simple kSL(2, 3”)-modules. Vf: is the kSL(2, 3”)-module obtained from V,, 
by the “Frobenius twist”: 8’: t++ t3’ of GF(3”). 
Any irreducible kL,(3”)-module is isomorphic to an irreducible 
kSL(2, 3”)-module on which the unique involution of SL(2, 3”) acts 
trivially, considered as a kL-module. By abuse of notation, we therefore 
have that any irreducible kL-module is isomorphic to one of the ones, 
where r = (rO, . . . . r, _ 1 ) and an even number of ri)s equal 1. 
Clearly, an irreducible IF, L-module is either isomorphic to some V, con- 
sidered as a ff, L-module, or else to some ff, L-module V:, where V, = V:“. 
The former situation happens if and only if V, considered as a IF,L-module 
remains irreducible. 
In what follows, we shall keep the above notation and that of Lemma 12 
for the simple (and projective indecomposable) lF,L-modulus lying in the 
principal block. We let 3” be the order of the Sylow-3-subgroups of L. 
Before moving on to the crucial part of the proof about abelian normal 
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3-subgroups of G, we first need a result about one particular such 
subgroup, namely Z( K,). 
LEMMA 15. Z(K,) < Z(G). 
Proof of Lemma 15. Let M= Q, (Z), where Z= Z(K,). Suppose that 
MdZ(G). Then, Z=G,((h))x [Z, (h)], where LEG and lhlllZl (see 
[19, 2.5.171). However, since M<Z(G), [Z, (h)] cannot have any 
elements of order 3. Therefore, [Z, (h)] = 1. Hence, each 3’-element h 
(i.e., 3[1h() of G centralizes Z. As G is generated by its 3’-elements, G cen- 
tralizes Z. Thus, to prove this lemma, it suffice to show that M is contained 
in the centre of G. 
Suppose that M & Z(G). Therefore, the set 
Jz’={MM,dM,,<M:M,aGandM, & Z(G)} 
is not empty. Hence, let M, be a minimal element of & and let 
M, = M, n Z(G). Then, M, u G and M,/M, is a chief factor of G. Now, 
M,/M, can be considered as a [F, L-module since [K, M,] = 1 and since by 
definition, M, is an elementary abelian 3-group. Furthermore, M,/M, is 
minimal normal in G/M,, so the [F,L-module M,/M, is irreducible. 
We can also consider M,, as a [F,L-module and by minimality, M, is 
indecomposable as such. Hence M, lies in a block of lF,L (see 
[ 1, Sect. 131). Thus, each composition factor of M, lies in the same block 
as M, since they are quotients of submodules of M,. Therefore, if we knew 
what block an irreducible IF,L-submodule of M, belonged to, then we 
would also know what block M, belonged to. Hence, we have to separate 
our argument into two cases, one when M, = 1 and M, is an irreducible 
[F,L-module, and one when M, # 1. 
We first suppose that M, = 1. 
We consider M, as a [F,(Kg)-module. Now, g does not act trivially on 
M,, for otherwise g and its conjugates, and hence G, act trivially on M,. 
Thus, the [F,(Kg)-module M, has a non-trivial direct summand. 
It is well known that there are three indecomposable IF,(Kg)-modules 
up to isomorphism (see [ 1, pp. 24251) Wi, i = 0, 1,2, say, such that 
dim,, Wi = i. There are bases of W, and W, with respect to which g acts 
as 
and 
respectively. Therefore, M0 contains a (Kg)-invariant subgroup M, of 
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order 3’ or 3* on which g acts indecomposably, and there are elements a, b, 
and c in M, or only b and c such that [a, g] = 6, [b, g] = c, [c, g] = 1. 
We claim that p(b) has 1 as a characteristic root for all 
p E Hom(G, GL(n, C)), n = 1, 2, If our claim is correct, then we obtain a 
contradiction to the goodness of G at 3, which implies that 44, # 1. So, we 
suppose our claim to be false. Thus, there is some n E N and some 
p E Hom(G, GL(n, C)) such that p(b) does not have 1 as a characteristic 
root. Now, 6, bc, bc2 are all conjugate in G since b” = bc and (bc)R = bc*. 
Hence, p(bc’) does not have 1 as a characteristic root for any integer i. All 
irreducible complex characters of 44, have degree 1 since M, is abelian. Let 
i be any linear character of M, with the property that if x is the character 
corresponding to p, then x 1 MO has 1 as a constituent. Then, it is easy to see 
that every element u of ker i has the property that p(u) has 1 as a charac- 
teristic root. This implies that bc’$ ker 1 for all i E Z. Since the centre of a 
faithful irreducible representation of a finite group is cyclic and M, is 
elementary abelian, we must have that IM,: ker 11 = 1 or 3. Therefore, we 
can find integers i and j such that ci # ci and bc’= bd (mod ker A). Thus, 
c E ker 1. The above argument applies for all irreducible constituents of p. 
Hence, c E ker p. Let us denote ker p by A say. Therefore, A A M, 4 G and 
A n M, # 1, and so, by minimality of M,, we obtain M, < A. This allows 
us to deduce that bE A, which is false. This contradiction completes the 
proof in the case when M, = 1. 
We next assume that M, # 1. 
Hence, since M, as a trivial F,L-module lies in the principal block, so 
do M, and M,/M,, for reasons stated previously. 
We claim that MO/M, is not the trivial simple iF,L-module. Let us 
suppose that it is. Then, [M,, G] d M,, and so [M,, G, G] = 1. Therefore, 
[M,, G’] = 1 by the Three Subgroup Lemma. However, as L is perfect, so 
is G. Thus, M, d Z(G), which contradicts our assumptions. 
We next assert that MO/M, has a (Kg)-invariant subgroup M,/M, of 
order 33 on which g acts indecomposably. 
Since, as we have seen, the irreducible [F,L-modules lying in the principal 
block differ according to the value of q modulo 3, we have to deal with 
various cases to prove this assertion. 
Case 1. q- 1 or - 1 (mod 3). 
Since MO/M, is a non-trivial irreducible 5,L-module lying in the 
principal block, the proof of Lemma 12 implies that MO/M, ES; as a 
IF, L-module. Let P be a Sylow-3-subgroup of L such that Kg E P and 
let N= N,(P), the normalizer of P in L. By the Green Correspondence 
theorem, there is a unique (up to isomorphism) non-projective indecom- 
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posable kN-module U say (where k is a splitting field for L over [F,), lying 
in the principal block of kN such that 
S,I,ZU@ W, (1) 
where W is a projective kN-module (see [ 1, Sect. 17, Theorem 31). Now, 
the principal block of kN is a Brauer tree algebra for a star with two edges 
and exceptional vertex in the centre with multiplicity (3” - 1)/2 (see [ 1, 
Sect. 19, Theorem 11). Moreover, from [l, Sect. 19, Lemma 41, we can 
deduce that all the irreducible kN-modules lying in the principal block are 
of dimension 1 over k. Hence, we can deduce that the kN-indecomposable 
projective modules lying in the principal block all have dimension 3”. 
Therefore, as the Sylow-3-subgroup of N is cyclic and normal in N, all the 
indecomposable non-projective kN-modules have dimension strictly less 
that 3” (see [l, Sect. 53). Thus, since dim, S, > 3”, (1) implies that W#O. 
When considered as a k(Kg)-module, W remains projective (see [l, 
Sect. 5, Theorem 63). So, as the unique indecomposable projective 
F,(Kg)-module has dimension 3 over F,, we can deduce that the direct 
sum decomposition of 
S&K > r 
has an indecomposable summand of dimension 3 over F,. 
Case 2. q= 3”, where m = 4 or m is an odd prime. 
Then, keeping the notation of the discussion preceding Lemma 15, 
M,,/M, is either isomorphic to VI considered as a [F, L-module, or to some 
P’:, where I= (ro, . . . . r,,- 1 ) and an even number of ri equal 1. It follows 
that I# (0, . . . . 0) since M,/M, is not a trivial lF,L-module. 
Suppose that ri = 2 for some ie (0, . . . . m - 1 }. Then, clearly M,/M, is 
projective considered as a 5, L,( 3)-module (see [ 1, Sect. 7, Lemma 41). 
Therefore, since the unique (up to isomorphism) indecomposable projec- 
tive F,(Kg)-module has dimension 3 over IF,, Mo/M1 has a subgroup of 
order 33 on which g acts indecomposably. 
So, let us now suppose that none of the ri equal 2. Since c # (0, . . . . 0) and 
at least two of the rls must equal 1, there exist i, j E (0, . . . . m - 1 > such that 
ri = rj = 1 and i #j. Since I’, 0 I’, E V, 0 V, as kL,(3)-modules (see [S, 
Sect. 7, Lemma 5]), we can deduce that at least one of the F,(Kg)- 
indecomposable direct summands of M,/M, is projective. So, M,/M, must 
again have a subgroup of order 33, on which g acts indecomposably. 
Hence, there always is a F,( Kg)-indecomposable submodule, M,/M,, 
of M,/M, of dimension 3 over IF,. 
Since as F3( Kg)-modules MJM, E W, in all cases, from the previously 
stated information about the action of Kg on W,, we can deduce that there 
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exist a, x, yEM2-M, such that M,a”=M,ax, MlxP=M,xy, and 
M, y” = M, y. Hence, as M, 6 Z(G) and MI has exponent 3, direct 
computations imply that there exist h, c E z - M, such that 
[a, 81 = h Cb, sl = c, [c, g] = 1. 
Let 
iiJt2= (a, h, c). 
Then, fi* is a subgroup admitting g and ff, A M, = 1. Therefore, 
M, = fi, x Mr. Moreover, if A 4 G and A 6 M, then, by minimality of M, 
and the definition of M,, either A < M, or A = M,. So, the arguments 
used in the case M, = 1 apply again and we obtain that for all 
p E Hom(G, GL(n, a=)), n = 1,2, . . . . p(b) has 1 as a characteristic root. This 
final contradiction proves the lemma. 1 
We are now ready to prove a more general result than the previous one. 
LEMMA 16. Every normal ahelian-3-subgroup of G is contained in Z(G). 
Proof of Lemma 16. We suppose this lemma to be false. Therefore, 
there is a normal abelian 3-subgroup of G, A say, which is minimal subject 
to not being contained in the centre Z(G) of G. Set B = A n Z(G). Then, 
A/B is clearly a chief factor of G. By minimality of A, if O,(A) #A, then 
Q,(A) <Z(G). Hnce all 3’-elements of G centralize Q,(A) and therefore 
also A. This implies that A d Z(G), which contradicts our definition of A. 
Thus, we must have Q,(A) = A, and so A is elementary abelian. 
Let C = K,/C,,(A). We claim that C is elementary abelian. As K, is 
nilpotent, its lower central series terminates (see [ 19, 4.2.51). Hence, if 
[A, K3] = A, then we can deduce that A = 1. This is false. Therefore, 
[A, K,l d Z(G) 
by minimality of A. This implies that [A, K,, K3] = 1 and so, by the Three 
Subgroup Lemma, [A, K;] = 1. Thus, K; d C,,(A) and C is abelian. Now, 
[a, x, x] = [a, x, a] = 1 forall XEK~, all aEA. 
This follows from the fact that [A, K3] <Z(G). Hence, 
[a, xlX= [a, x] = [a, xl”. 
So, if b= [a, x], then we actually have that [a, x3] = b3, so that 
[a, x3] = 1 since A is elementary abelian. Therefore, x3 E C,,(A) and C is 
elementary abelian. Hence @(K3) < C,(A), and C can be considered as a 
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IF, L-module since K; < C,(A) (i.e., K thus acts trivially on C). Thus, as a 
tF,L-module, C is isomorphic to a quotient module of V and C # 1. 
Otherwise, A < .Z(K,) and so, by Lemma 15, A <Z(G), which is a contra- 
diction. Similarly, A/B can also be regarded as a lF,L-module since we have 
already shown that A is elementary abelian and that [A, K3] Q Z(G). 
We now assert that every composition factor of the F,L-module C is 
isomorphic to the dual module of A/B. 
We first note that the dual (A/B)* of the lF,L-module A/B is defined to 
be Hom,,(A/B, F,). 
It is clear that B is a trivial iF,L-module. Hence, B= B, @ . . . @B,, 
where for each its { 1, . . . . s}, Bi is a trivial irreducible F,L-module. Let 
clcj+ I be a composition factor of the F,L-module C (in particular 
CJ # cj+ ,). Set cj = C,/C,(A) and cj+ 1 = C,, 1/C,,(A). Then, CjlCj+, z 
cjlz’,+ 1 as F,L-modules. We first fix c( = Bu E A/B, where a is such that 
[C,, a] # 1. Such an a exists, for otherwise Cj < C,,(A), which is false. We 
next fix 8=C,+, x E Cj/Cj + , , where x is such that [x, a] # 1. The inclusion 
[K3, A] <B implies that [x, a] E B. Let 
&=B,@ ... @Bip,@Bi+l@ ... @B,. 
Since of= i B= 1, we can find an integer i in { 1, . . . . s} with the property 
that [x, a] $ Bi. Let us now define a map rc, from Cj/Cj+ i to B/Bi in the 
following manner: for all r = Cj+ 1 y E C,/C, + 1, we let 
z H B,[y, a]. 
It is clear that zn, is a non-trivial linear map. Now, B/Big F, as lF,L- 
modules. So, we may assume, by abuse of notation, that rr, is a linear map 
onto 5,. We can then define a map rt from A/B to HomFs(Cj/Cj+ ,, IF,) in 
the following way: we let 
Then, since A/B is an irreducible lF,L-module, we extend in the obvious 
way to obtain a non-trivial F,L-module homomorphism rr. Since C,/Cj+ i 
is irreducible, so is ( Cj/Cj+ , )* (see [ 1, Sect. 6, Lemma 1 I). Hence, since 
A/B is also an irreducible F,L-module, n gives us the following 
isomorphism of IF, L-modules: 
Cj/Cj+ 1 E (A/B)*. 
We next claim that g acts as an automorphism of order 9 on A. Let h E G 
be such that Kh generates a Sylow-3-subgroup of L and Kg E (Kh). We 
will show that h3”$ C,,(A). This then implies that g3 $ C,(A) and, since C 
is elementary abelian, g9 E C,,(A) as claimed. Therefore, let us assume that 
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the above is false, i.e., that h” E C,,(A). Set Q = C,,(A) x k, where 
K = K, x R. Since A Q G, we have Q -=I G, so we can consider the following 
short exact sequence: 
l-K/Q-G/Q+L+l. 
Now, K/Q E C and therefore is an elementary abelian-3-group. The 
Schur-Zassenhaus Theorem and the fact that h30~ Q imply that any 
Sylow-p-subgroup S/Q of G/Q splits over (S/Q) n (K/Q) for any prime 
divisor p of G, considered as a [F,L-module. Thus, the above extension 
splits (see [ 19, 2.8.61). Hence, there is a subgroup H of G such that 
G/Q = (K/Q). (H/Q) and KnH=Q. 
By the definition of the Frattini subgroup as the set of non-generators, we 
then obtain that G = H, and so K n H = K. This gves us a contradiction 
since K # Q, which proves our claim. 
Finally, our aim is to show that A contains elements b and c such that 
c 4 B, and if there is some p E Hom(G, GL(n, a=)) such that p(b) does not 
have 1 as characteristic root, then p(bc) and p(bc2) do not either. Then, 
since it is clear that whenever X is a normal subgroup of G such that 
X< A, we either have X= A or X< B, the arguments used in the proof of 
Lemma 15 imply that p(b) has 1 as a characteristic root for all 
p E Hom(G, GL(n, a=)), and all n = 1,2, . . . We thus obtain a contradiction 
to the goodness of G at 3, which proves the lemma. 
So let us investigate more closely the action of g on A. We define 4 to 
be the map 
CxA/B+B 
(C,,(Ab, Ba) H Cx, al 
for all x E C and all a E A. Since B < Z(G), a moment’s reflection shows that 
4 is bilinear and G-admissible. Hence, the map 8 defined as 
C,,(AbO,, Ba++ t-x, al 
for all x E C and all a E A, is a [F, L-module homomorphism. Plainly, 
im $= [K3, A]. 
Therefore, if W = ker 6, then (C @ rj A/B)/ W z [A, K3] as IF, L-modules. 
Now, 
[(c@,,, AIWWl* < (COF3 A/B)*. 
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However, as [K,, A] is a trivial [F,L-module, it is self dual. This implies 
that 
(CO,, AIB)IW< (CO,, A/B)*. 
Moreover, 
(C* O,, (A/B)*) z Hom,,(A/B, C*). 
These are all relations of IF+modules (for the last one see [ 1, Sect. 73). 
Hence, the F,L-submodule of (CO,, A/B)* consisting of points left fixed 
by L is isomorphic to Horn F3L(A/B, C*) and has a submodule isomorphic 
to [A, K3]. We also know that [A, K3] # 1 for otherwise, by Lemma 15, 
A 6 Z(G), which contradicts assumptions. 
Let us note that minimality of A and the definition of B imply that 
B/CA, Kj] is the unique maximal [F,L-submodule of A/[A, KS], so that 
B/CA, K3] is the radical of A/CA, K3] (see [l, Sect. 1, Proposition 43). 
Therefore, A/CA, K3] is isomorphic to a quotient module of the projective 
cover of A/B (see [ 1, Sect. 5, Lemma 51). Furthermore, as we have already 
seen, C is isomorphic to a quotient module of I/ and all composition 
factors of C are isomorphic to (A/B)*, so that A/B is isomorphic to a 
submodule of V* (see [ 1, Sect. 61). 
From the Jordan canonical form we know that A/B, considered as a 
[F,( g)-module, is the direct sum of Jordan blocks for the eigenvalues of g. 
In fact, these blocks are indecomposable F,( g)-modules and so this direct 
sum gives us a decomposition of A/B into indecomposable F,( g)-modules 
(see [ 1, Sect. 41). So, let us find the Jordan decomposition of g on A/B and 
on A, by which we mean the dimension over IF, of these direct summands. 
We note that, since A is elementary abelian and normal in G, it can be 
considered as IF, (g )-module. 
For any further investigation of the structure of A, we need to look at 
various cases, since the structure of V varies according to the value of q. 
Case 1. qz 1 (mod 3). 
In this case, Vg S;, and so is an irreducible [F, L-module. Furthermore, 
it is self-dual since the dual of S; must also lie in the principal block and 
dim,, S;* = dim,, S;. This implies that Cg A/BE V as IF, L-modules and 
so C,(A) = @(K,). Moreover, V is an absolutely irreducible IF, L-module 
(see [9, Sect. 491) and therefore End,,,(V) g F,. So, ) [A, K3]1 = 3 and the 
structure of the minimal projective cover P’, of S; shows that the maximal 
dimension over IF, of a trivial submodule is 1, which implies that 
IB/[A, K3]1 = 1 or 3. Hence, IA/CA, K3]1 = 3’” or 3q+’ since dim,, S; =q. 
We now investigate the Jordan decomposition of g on A/B. 
As we have seen in the proof of Lemma 15, S 1 IN = U@ W, where W is 
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a projective kN-module and U is indecomposable and dim, U < 3”. So, 
since 3”l dim, W (see [l, Sect. 5, Corollary 73) and dim, S1 = 1 (mod 3”), 
we can deduce that dim, U = 1. As W remains projective when considered 
as a k( Kg)-module and as the unique indecomposable projective IF, (Kg)- 
module (up to isomorphism) has dimension 3, we conclude that the Jordan 
decomposition of g on A/B is of type 
(1, 3, . ..) 3). 
Therefore, as dim,, S; > 7, A/B has more that one indecomposable lF,( g)- 
direct summand of dimension 3. 
We next examine the Jordan decomposition of g on A. We first claim 
that the number of indecomposable [F,( g)-direct summands of A/B and A 
is the same in any direct sum decomposition. 
Let us first note that since IF,(g) is an Artinian ring, by the 
Krull-Schmidt Theorem, it has the unique decomposition property. Now, 
g acts as an automorphism of order 9 and not 3 on A, so that A must have 
a Jordan block for the eigenvalues of g of dimension strictly greater than 
3 over IF,. Furthermore, since A/CA, K3] can be considered as a F,(Kg)- 
module and [Kg/ = 3, the Jordan blocks for the eigenvalues of g of 
A/[A, K3] all have dimension at most 3 over IF,. Now, we know that 
dim,, [A, K3] = 1. So, it is clear that [A, K,] cannot be a direct summand 
of A in any lF,( g)-direct sum decomposition. Hence, A and A/CA, K,] 
have the same number of [F,(g)-direct summands in any direct sum 
decomposition. If B = [A, K3], then the proof of our claim is complete. 
Therefore, we now assume that [A, K3] <B. Minimality of A implies 
that A/CA, K,] is an indecomposable lF,L-module lying in the principal 
block. Moreover, since 3”jdimE3 A/CA, K3], A/[AK,] is not a projective 
lF, L-module. Therefore, by the Green Correspondence Theorem, 
arguments used before allow us to deduce that A/CA, K,] 1 N = U, @ W,, 
where W, is a projective lF,N-module and U, is an indecomposable non- 
projective [F, N-module of dimension 2 over IF, (N is defined as in Case 1 
of the proof of Lemma 15). It therefore follows that A/B and A/CA, K3] 
have that same number of Jordan blocks for g. This proves our claim. 
As we have already seen, in this case, either B = [A, K,] or 1 BJ = 9. So, 
let us first suppose that B = [A, K3], which implies that IBI = 3. Hence, 
since A has the same number of indecomposable E,( g)-direct summands 
as A/B, the possibilities for the Jordan decomposition of g on A are 
(4, 3, . . . . 3, 1) and (3, . . . . 3, 2). If it is the latter, then g acts as automorphism 
of order 3 on A, which gives us a contradiction. Hence, the decomposition 
in this case must be 
(4, 3, . ..) 3, 1). 
We next suppose that [A, K3] <B. Then, the Jordan decomposition of g 
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on A has to be one of the following types: (5, 3, . . . . 3, l), (4,4, 3 ,..., 3, l), or 
(4, 3, a..> 3,2). However, the Jordan decomposition of g on A/CA, K,] 
cannot have a Jordan block of dimension 4 over [F, since g acts as an 
automorphism of order 3 on A/CA, K3] and the unique trivial [F,(g)-sub- 
module of a Jordan block has dimension 1 over [F,. So, g cannot be of type 
(5, 3, ..., 3, 1) or (4, 4, 3, . . . . 3, 1) on A. Hence, the decomposition of g on A 
has to be of type 
(4, 3, . ..) 3, 2). 
Therefore, in all cases, the Jordan decomposition of g on A has a block 
of dimension 3 over 1F,. So, A has a subgroup 2 of order 33 on which g 
acts indecomposably. Furthermore, A” is a Jordan block for g, 2 n B = 1, 
and 
a=(a,b,c), where [a, g] = b, [b, g] = c, [c, g] = 1, and c $ B 
since 2 n B = 1. Hence, as we have already seen in the proof of Lemma 15, 
this leads to a contradiction to the goodness of G at 3. 
Case 2. q= 2 (mod 3). 
Since the [F,L-module C is isomorphic to a quotient of V and V is 
uniserial, so is C. Furthermore, S; is again an absolutely irreducible, self- 
dual (F,L-module. Hence, A/Bz S’, and as in the previous case, we obtain 
that I[A, K3]/ = 3 and IB/[A, K3]l = 1 or 3 (this follows from the structure 
of P;, the minimal projective cover of S;), so that IA/CA, K3]1 = 3y-’ 
or 3y. 
Again, from (1) of Case 1 in the proof of Lemma 15, we can deduce that 
S, considered as a k(Kg)-module has a projective direct summand of 
dimension at least 3” over k. 
Therefore, if a z 2, then it is clear that S, has at least two indecom- 
posable kK(g)-direct summands of dimension 3, since the unique (up to 
isomorphism) indecomposable projective kK( g )-module has dimension 3 
over k. It follows that A/B has at least two indecomposable [F, K( g)-direct 
summands of dimension 3. As in the previous case, the Jordan decomposi- 
tion of g on A and A/B has the same number of Jordan blocks for g. 
Hence, as dimE1 B d 2 and the maximal dimension of a trivial submodule 
of a Jordan block for g is 1 over IF,, we can conclude that A has a 
subgroup A” of order 33 on which g acts indecomposably and such that 
2 n B = 1. As before, this then leads to a contradiction to the goodness of 
G at 3. 
Therefore, let us assume that a = 1. Then, (1) in the proof of Lemma 15 
implies that the Jordan decomposition of g on A/B is of type (3, . . . . 3, 1). 
Since dimE1 S; > 10, this decomposition of A/B has at least three 
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summands of dimension 3 over F,. Therefore, as in Case 1, we obtain a 
contradiction to the goodness of G at 3. 
Case 3. q= 3”, where m = 4 or is an odd prime. 
Now, A/B is isomorphic to some V, considered as F,L-module, or to 
some Vi, where I= (r,,, . . . . r,,_ ,) and an even number of r, equal 1. 
Moreover, A/B is not a trivial F,L-module, for otherwise [G, A, G] = 
CA, G, Gl= 1, so that [A, G] = 1 by the Three Subgroup Lemma 
since G is perfect. This contradicts assumptions. Hence there is some 
ie (0, .,,, m-l} such that ri#l. Let E<L be such that EEL,(~) and 
g E E. As kE-modules, where k is a splitting field for L over F,, we have 
V, @ V, g Vo@ Vz. Hence, the Jordan decomposition of g on A/B does 
have at least one indecomposable projective direct summand of dimension 3 
over IF,. Therefore, since the maximal trivial submodule of a Jordan block 
is of dimension 1 over IF,, either A has a submodule of order 33 on which 
g acts indecomposably and such that its intersection with B is trivial, or 
else there is a subgroup 2 of order 34 on which g acts indecomposably and 
such that A” n B has order 3. If we are in the first situation, then we obtain 
a contradiction to the goodness of g at 3 just as before. So, let us suppose 
that we are in the second situation. Then, J/a n B g V, as IF, E-modules. 
Let g, h E E be the homomorphic image of 
and 
respectively. Let 
and Y= 
0 
0 1 ’ 
so that if z E E is the homomorphic image of 
then zX= aX+ b Y and ZY = cX+ dY. Therefore, 
{XY- x2, XY, Y2) 
can be considered as a basis for the IF, E-module V2. With respect to this 
basis, h and g act as 
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respectively. Moreover, 2 and 3 are coprime, so that all [F, (h )-modules are 
completely reducible. Hence, we can deduce that there is a basis (a, b, c, d} 
of A”(~E [A, K,]) with respect to which h and g act as 
respectively. Therefore, bg = bc, bgh = a’, and (bc2)hg-’ = a. 
Suppose that there is some p E Hom(G, GL(n, C)) such that p(b) does 
not have 1 as a characteristic root. Hence, p(bc) and ~(a’) do not either, 
since 6, bc, and a2 are conjugate. It is then clear that p(a) does not have 
1 as a characteristic root either. Therefore, this is also true for p(bc’) since 
bc2 and a are conjugate. Let A be a linear constituent of p 12, so 
[A: ker A] < 3. Thus, we must have c E ker 1 and c 4 B. Then, as before, this 
leads to a contradiction of the goodness of G at 3. 
This final contradiction proves the lemma. m 
As is shown below, from Lemma 16, we can deduce that the nilpotency 
class of K, is 1 or 2. 
Suppose that this nilpotency class is c and c 2 3. Let C,(K,) = K3 and 
Ci+,(K3)=[Ci(K3),K3] for each integer i>l. Then, C,+1(K3)=1 and 
C,(K,)# 1. However, c>3 implies that C,-r(K,)‘< C,.+,(K,) and so 
C,- 1 (K,) is abelian and therefore centralized by g. Hence, it is contained 
in Z(G) since the conjugates of g generate G. Thus, C,(K,) = 1, which is a 
contradiction. 
Suppose that the class is equal to 1. Then, K, is abelian, so that by 
Lemma 16, K, < Z(G). Therefore G/K is a central extension of K/i?, where 
K = K3 x K. Hence, since the Schur multiplier of L has order 2, this implies 
that /K31 < 2, which is false by Lemma 15. Hence, K, is of nilpotency 
class 2. 
We next assert that K,/Z(K,) is elementary abelian. Denote this group 
by R3. Then, R, is clearly abelian since K3 has nilpotency class 2. Let us 
suppose that it is not elementary abelian. Then, the exponent of i?3 is 3b, 
for some integer b > 2. Consider L = (xb- ’ : x E K3 ). Let L = M/Z(K,). By 
assumption, L # 1 and L is a group of exponent p. Let u and u be arbitrary 
elements of M. Since R, is abelian, 
Z(K,)u = Z(K,)u$-’ and Z(K,)u= Z(K,)v$-’ 
for some uO, USE K,. 
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Thus, [u, u] = [u,, qJ3’*~’ = 1 since 2b-23 b so that, MdZ(K,) and 
hence L = 1, which is a contradiction. Therefore our assertion is correct. 
For simplicity of notation, in the rest of this section, we will denote 
Z(K,) by Z, @(KJ by @, and K,IZ(K,) by x3. 
Since R, is elementary abelian, it is clear that K3 can be considered as 
a ff 3 L-module and that @ < Z. Thus, as lF, L-modules, K, E V/(Z/@), where 
Z/Q is a trivial lF,L-submodule of I’. Since P’ has a different structure 
according to the value of q, we again have to separate the discussion into 
various cases for any further investigation. 
Case 1. q- 1 (mod 3). 
Since in this case V is an irreducible iF,L-module, Z= CD. The 
irreducibility of V shows that K, = 52, (K3). Otherwise, all 3’-elements of G 
(hence G) act trivially on Sz, (K3), and so also on K,, which contradicts the 
fact that K, has nilpotency class 2. Therefore, Z is elementary abelian and 
thus can be viewed as a [F, L-module. Moreover, Z = @ = K;, which follows 
immediately from the fact that @ = Ki KI,. Now, consider the map defined 
below. 
vxv+z 
(a 0) H CT Yl forall x, yeK3. 
This map is clearly surjective, bilinear and G-admissible. Hence, the map, 
vgv-z 
zxozy++ cx, yl for all x, y E K, 
is a [F, L-module epimorphism. We can therefore deduce, as in the proof of 
Lemma 16, that Z is isomorphic to a IF 3 L-submodule of Hom,,,(S’, , Sl, ). 
Thus, IZI = 3 since S; is an absolutely irreducible lF,L-module and the 
centre of a group of prime order is always non-trivial. Hence, K3 is an 
extraspecial 3-group, and so must have order 32’+ ‘, for some integer 12 1. 
On the other hand, V has order 3y in this case, which implies that K, has 
order 3q+ ’ and q + 1 is even. This contradiction proves the theorem when 
q- 1 (mod 3). 
Case 2. q = 2 (mod 3). 
In this case, V is uniserial and has no trivial submodules, so that we 
again have Z = CD. Let 
&={(AdK,,AaGand[A,G]#l}. 
Since K, E d, d = 0, so let A be a minimal element of d. Set B = A n Z. 
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We claim that A/B is elementary abelian. We know that A’ <K; d @‘, so 
that A’ < B since 2 = Qi. Hence, A/B is abelian. Moreover, 9, (A) = A, for 
otherwise, by minimality of A, [fill(A), G] = 1 and so [A, G] = 1. 
Therefore, @(A) <B, B is elementary abelian and @(A) = A’. Thus, B 
can be considered as a trivial F,L-module. 
We now assert that A/BE S;. Let C = K,/C,(A). This group is elemen- 
tary abelian, since Z d C,(A) and Z = @ imply that C is a quotient of V. 
Hence, C can be considered as a F,L-module, and as in the proof of 
Lemma 16, it can be shown that every F,L-composition factor of C is 
isomorphic to (A/B)*, so that A/B E S; as IF, L-modules. 
We next consider the map, 
Then, as in Case 1, this map is a lF,L-module epimorphism and we can 
deduce that A’ has order 3. Hence, since A/A’ is elementary abelian, we can 
deduce that 
A=J.H. 
where 2 is an extraspecial-3-group, H is abelian, and [A”, H] = 1 (see [19, 
4.4.161). Thus, it is easy to see that HQ B, since by minimality of 
A, B = Z(A). Moreover, it is clear that @(A) = A’ = 2’. 
We first show that A/A’ can be considered as a F,L-module. This will 
follow if [A, K3] <A’. As in the proof of Lemma 16, we have that [A, K3] 
is a subgroup of B of order 3. Therefore, since A’ < [A, K,], we obtain 
A’ = [A, K3]. By minimality of A, B/@(A) is the unique maximal F, L-sub- 
module of A/@(A). Therefore, it is the radical of A/@(A), so that A/@(A) 
is isomorphic to a quotient of the F, L-minimal projective cover Pi of S; . 
Hence, the structure of Pi implies that B/@(A) has order at most 3. Now, 
as we have already seen during the proof of Lemma 16, the Jordan decom- 
position of g on A/B has at least one Jordan block of dimension 3 over IF,. 
Moreover, since g acts as an element of order 3 on A/@(A), the maximal 
dimension over F, of a Jordan block for the eigenvalues of g in a direct 
sum decomposition of A/@(A) is 3. We can then conclude that A has a 
subgroup A, with the property that A, n B=@(A), [A, : @(A)] =33, and 
there exist elements a, 6, c E A, - @(A) such that 
[a, gl - b (mod @,(A)), Cb, 81 = c (mod @(A)), Cc, 81 E @(A 1. 
We claim that p(b) has 1 as a characteristic root for all 
p E Hom(G, GL(n, C)), all n = 1, 2, . . . . 
Let us suppose that the above claim is false. So, let p be a complex 
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representation of G such that p(h) does not have 1 as a characteristic root. 
Since A = A’. H, we have 
h=xz forsome XEA”--Z(A”) and ZEH. 
As ZEZ(G), we can deduce that p(z) is multiplication by a cube root of 
unity w, say. Let p be an irreducible constituent of p 1~. If p is non-linear 
then p(x) = 0 as A’ is an extraspecial group. Therefore, since x has order 3 
(remember that Sz, (A) = A), we obtain that o2 must be characteristic root 
of p(x). Hence, 1 must be a characteristic root of p(b). Thus, all the 
irreducible constituents of p / 2 are linear, so that @(A) 6 ker p. We can 
then consider p 1 A as a representation of A/@(A). Now, h, hc, and bc2 are 
conjugate modulo @(A), so that neither p(b), p(hc) nor p(bc2) has 1 as 
characteristic root. Let cp be an irreducible constituent of p 1 A, whence 
A/ker cp is cyclic of order 3, and so c E ker cp. Since this holds for all 
irreducible constituents of p ) A, we must have c E ker p. However, by mini- 
mality of A, ker p 6 B. This gives us a contradiction since c E A, - @(A) 
and A,nB=@(A). 
Hence, since b is an element of G of order 3, we obtain a contradiction 
to the goodness of G at 3. This proves the theorem when q- - 1 (mod 3). 
Case 3. q = 3”, where m = 4 or is an odd prime. 
We keep the notation of Case 2. Since AJB is an irreducible F,L- 
moldule, A/B must be isomorphic to some Vr considered a a F, L-module, 
or to some V;, where I= (Ye, . . . . rm ~ ,), and there is some i E { 0, . . . . m - 1 } 
such that ri #-0. So, let Al/B be a Jordan block for g of dimension 3 over 
IF,. As we have already shown, the F,( g)-module A,/B has a basis Ba, Bb, 
Bc over F, such that 
Bag = Bab, BbR = Bbc, BcR = Bc, 
and a, b, c 4 B. Hence, since A’ < B and B < Z(G), we obtain that 
[a, b] = [ab, bc] = [a, b][a, c][b, c]. Thus, ([c, a]) = ([c, b]). So, 
since A, = (B, a, 6, c ), we must have that A; has order 3. Therefore, since 
A; = @(A,), as in Case 2, we obtain 
A,=&H, 
where 2, is an extraspecial 3-group, [Jr, H] = 1 and H is abelian. 
Since G is good at 3, there is some representation p of G such that p(b) 
does not have 1 as a characteristic root. Then, as in Case 2, we must have 
A; < ker p since clearly A’, = A”‘, . Now, A, /Ai is elementary abelian, and so 
can be considered as a [F,( g)-module. Moreover, AI/B is a Jordan block 
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for g of dimension 3 over F,. So, since the maximal dimension of a trivial 
[F3 submodule of a Jordan block for g is 1, we can conclude that 
as F, (g)-modules, where D < B and R/@(A 1) has dimension 3 or 4 over 
F3. Without loss of generality, we may assume that a, 6, c E R. Indeed, 
R/@(A,) does have basis elements w,, w2, w3 such that wf= w, + w2, 
wf=w,+w 2, w;=w2+w3, and w3g=wj. If dim,, R/@(A,)= 3, then 
exactly as in the previous case, we obtain that CE ker p. However, 
ker p n A <B by minimality of A, so that CE B. This gives us a contradic- 
tion. If, dim,, R/@( A i ) = 4, then as in the proof of Lemma 16, Case 3, we 
have that p(b), p(bc), and p(bc’) do not have 1 as a characteristic root, so 
we again obtain a contradiction. Hence, p(b) must have 1 as characteristic 
root for all p E Hom(G, GL(n, C)), n = 1, 2, . . . . This contradiction of the 
goodness of G at 3 proves the theorem when q = 3”, where m = 4 or m is 
odd prime. 
To prove Theorem 1, we only used goodness at 2 and at 3. In fact, the 
proof of Theorem 9 can easily be adapted to replace 3 by any other prime 
dividing the order of L,(q) but not q. Indeed, we have the following result. 
PROPOSITION 17. Let q be either an odd prime p > 5, or q = 5’, 1 being a 
prime, or q = 34, or q = 3”, m being an odd prime. Suppose that L,(q) is 
involved in the group G. Let r be an‘ odd prime dividing the order of L,(q) 
but not q. Then, G has an element x of order r such that p(x) has 1 as a 
characteristic root for all p E Hom(G, GL(n, C)), n = 1,2, . . . 1 
Let us remark that for all prime p, SL(2, p) is good at p since the 
ordinary character table of SL(2, p) shows that there is a character 8 such 
that f3( 1) =p - 1 and 19(x) = - 1 for all elements x of SL(2, p) of order p. 
Hence, it is not possible to generalize the proofs of this section much more 
than we already have done. We shall therefore stop this discussion about 
groups good both at 2 and at some odd prime. 
However, now that we know what the non-abelian composition factors 
of a finite good group can be, it would be interesting to find more detailed 
information about their structure. Hence, there still remain many 
unanswered questions related to the classification of finite good groups. 
3. DISCUSSIONS ABOUT A CERTAIN GROUP CONSTANT 
So far, we have only been interested in investigating the goodness of a 
group and have not paid any attention to the minimal number of spheres 
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needed for a good group to be good. Let us clarify what we mean by this. 
We let G be a finite good group. Then, there exist k, n,, . . . . nk E N such that 
G acts linearly and fixed point freely on S”’ x . x s”“. Let K(G) be the 
minimal value possible for k. We will now give some elementary results 
about the interaction between a given good group G and this constant K 
(which obviously depends on G). Throughout this section, unless otherwise 
stated, G will denote a good group and K(G) the constant of G defined 
above. We first state a fairly obvious general result. 
PROPOSITION 18. Let P be a Sylow-p-subgroup of G for some prime p, 
and let pnCp’ be the order of a maximal elementary abelian subgroup of P. If 
N=max{n(p) :pI IGI andp is a prime}, then K(G)>N. 
Therefore, since the Sylow subgroups seem to play a role in determining 
the value of K(G) for a given group G, we shall next investigate the inter- 
action between their structure and K(G). Let us first see what can be said 
about them when K(G) = 1 or 2. Actually, extensive work has been done 
on the case K(G) = 1 by Zassenhaus, Vincent, and Amitsur, and all such 
groups have been classified (see [2, 21, 221). So, we deal with the case 
K(G) = 2. 
PROPOSITION 19. Zf K(G) = 2 and p > 3 is an odd prime, then all 
Sylow-p-subgroups of G are metacyclic. 
Proof of Proposition 19. By the previous remarks, we only need to show 
that if G is a p-group, where p is an odd prime, and K(G) < 2, then G is 
metacyclic. We shall prove this by induction on JGI. We suppose that the 
proposition does not hold for some p-group G. If IGI <p*, then it must be 
metacyclic. Hence, IGI >p* and by induction, we may assume that G is not 
metacyclic but all its proper subgroups are. Furthermore, Proposition 18 
implies that G is not elementary abelian of order p3. Hence, [S, 
Theorem 3.21 implies that G is an extraspecial group of exponent p. By 
assumption, there exist ordinary irreducible representations p, and p2 of G 
such that for all g E G, at least one of p,(g) and p,(g) does not have 1 as 
a characteristic root. Both pi and p2 cannot be linear. Otherwise, 
G’ < ker pi for i= 1,2. Hence, without loss of generality, we may assume 
that pi is non-linear. Let x1 be the character corresponding to pi. As we 
have already remarked, xi(g) = 0 for all g E G - G’. Hence, since G has 
exponent p, we obtain that pi(g) has 1 as a characteristic root. If p2 was 
non-linear, then for all g E G - G’, p2( g) would also have 1 as characteristic 
root. This forces p2 to be linear. However, since G/G’ is not cyclic, there is 
some XE G- G’ such that p,(x) has 1 as a characteristic root for all 
i6 { 1,2}. This contradiction proves the proposition. 1 
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We now give examples of non-metacyclic 2- and 3-groups G such that 
K(G) = 2 (see [S]). 
EXAMPLES. (1) Let G z C, x Q, where Q is the quaternion group. 
Then, clearly G is not metacyclic. Let G = (x : x2 = 1) x (a, b : a4 = 1, 
a2=b2, ab=apl). Thus, 
and we can deduce that (a, b) has an irreducible complex representation 
of degree 2, p, say, such that for ally E (a, 6) - { 1 }, p(y) does not have 1 as 
a characteristic root. Let 4 be an irreducible non-trivial complex character 
of (x), so that 4(x) = - 1 and +4 is linear. Hence, if x = tr p, then 4. x is 
a character of G defined thus: for all y E (x) and all z E (a, b), we have 
4 .x( yz) = d(y)x(z). It can easily be seen that q(y), where rp is the 
representation corresponding to $ .x, does not have 1 as a characteristic 
root for any y E G - (~a*). Therefore, since K( (xa’)) = 1, K(G) = 2. 
(2) Let G = (s, si), where s2 = [s,, s], s3 = [s2, s], 1 = [s,, s], 
s3=q3=s3, and [si,sj]=s~=s~=l foralliE{1,2,3}. 
It is again easy to see that G is not metacyclic. Simple calculations show 
that G’ = (sz, s,), Z(G) = (s3), and that if x E G - G’, then x has order 9 
and x3 = s3 or s:. Consider G = G/Z(G). This group is extraspecial of order 
33 and exponent 3. Moreover, Z(G) . s2 E Z(c). So, let 4 be an irreducible 
complex representation of G such that &Z(G) .s2) does not have 1 as a 
characteristic root. Then, 4 has degree 3. Lift 4 to obtain a representation 
p of G. Since all elements of G of order 3 are contained in G’, it is clear 
that p(x) does not have 1 as a characteristic root for al x E G -Z(G) such 
that 1x1 = 3. 
We next condier H= (s, s2). This is an extraspecial group of order 33. 
Let cp be an irreducible complex representation of H of degree 3 such that 
q(s3) does not have 1 as a characteristic root. Let p be the character 
corresponding to cp. Since Z(H) = Z(G) and since p(x) = 0 for all 
x E H-Z(H), there is an irreducible representation p’ of G such that 
p’ IH = cp. Clearly p’(s3) does not have 1 as a characteristic root. This 
implies that p’(x) does not have 1 as a characteristic root if x E Z(G) - { 1 } 
or if x E G is an element of order 9, since then x3 = s3 or s:. Therefore, as 
the maximal order of an element of G is 9, we can conclude that K(G) = 2. 
So, the structure of the Sylow-p-subgroups of G can be quite complicated 
even when K(G) is very small. As we saw, Proposition 19 fails to hold when 
p is the smallest odd prime. However, the above examples are particular 
cases of the following elementary result. 
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PROPOSITION 20. If G is a p-group such that Q, (G) is elementary 
abelian, then K(G) = K(Q, (G)). 
Proof of Proposition 20. Let 152, (C)l = p”. As Q 1 (G) is elementary 
abelian, K(Q,(G)) = n. Moreover, for iE { 0, . . . . n - 1 >, there exist subgroups 
Gj of Q,(G) normal in G such that G,+, <G,, G,/G,+, is cyclic of order 
p, G,= (l} and G,=Q,(G). For ig (O,...,n-1}, we can then find 
representations pi of G such that p,(x) does not have 1 as a characteristic 
root for all x E Gi - Gj+ 1. Since for all x E G, there is some j E N such that 
xp’ E Q,(G) - { 1 }, the previous remarks allow us to conclude that 
K(G) = fW,(G)). I 
It still is an open question whether Proposition 20 holds if 52, (G) is no 
longer assumed to be elementary abelian. 
We will now try to find a bound for K(G), given a p-group G, where p 
is a prime. The next result is easy to show: 
PROPOSITION 2 1. If 1 G I= p” for some prime p, then K(G) < a. 
Can the above inequality be an equality? I. M. Isaacs gave a lower 
bound when G is assumed to have exponent p. But he has not found any 
example of a group G of exponent p and order p” such that K(G) #a. In 
particular, if G is extraspecial of exponent p, it is not hard to see that 
K(G) = a. Therefore, the question still remains open. As his proof appears 
in a private communication, we now reproduce it here. 
DEFINITION. A subset X of Irr G is said to exclude principals if for every 
gE G - 1, there exists x E X such that the restriction xcn> has no principal 
constituent. 
THEOREM 22 (M. Isaacs). Let 1 PI =pa, where a > 1 and suppose that P 
has exponent p. Write K = K(P). Then, a < K. (1 + log,,(K)) and so 
K2a/(l +log,(a)). 
Proof of Theorem 22. Suppose X excludes principals for P and 
1x1 = K = K(P). We use induction on a. Without loss of generality, a 3 2. 
If x E X, write x = 1’ for some linear character 1 of a subgroup H 5 P. If 
XEP-H,then(x)nH=lands~(A~)I<~) has a principal constituent by 
Mackey (see [9, Sect. 211). Thus, x+> fails to have a principal constituent 
only for elements x E H, i.e., for no more than lHl/lPl = l/x( 1) of the 
non-dentity elements of P. Since X excludes principals, we deduce that 
c ,,X(l/x(1))> 1 and thus for some XEX, we have x(l)dK. 
Fix x E X with x( 1) < K and write x = A’ as above and N = ker J.. Thus, 
IH: Nl =p and IP: NI x(1) <PK. For each member of X- (x}, choose one 
irreducible constituent of its restriction to N and let YE Irr(N) be the set 
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of characters thus chosen. Since x 1 N has a principal constituent, it follows 
that Y excludes principals for N. Thus, K(N) <K- 1. 
Write (NI =pb. The inductive hypothesis yields 
b < (K- l)(log,(K- 1) + 1). 
Also, p” < pKpb and so a d 1 + log,(K) + b. Thus, 
a < 1 + log,(K) + (K- 1) lo&#- 1) + K- 1 
<K+ Klog,(K) 
as required. 
Finally, since K<a, this gives a < K. (1 + log,(a)), and so 
Ka a/( 1+ log,(a)). I 
Therefore it appears that there are still many open questions left 
concerning the relationship between a finite good group G and K(G). For 
instance, as has been done for the case K(G) = 1, it would be interesting to 
completely classify good groups G with the property that K(G) = 2. 
Another unsolved problem is whether K(G) = a when G is an exponent p 
group of orderp”. 
Finally, we make a few remarks about the soluble case. 
It is not too dificult to prove the following: 
PROPOSITION 23. All supersoluble groups are soluble. 
Proof of Proposition 23. Let G be a supersoluble group and g E G - { 1 }. 
There exist normal subgroups Gi and Gi+ , of G such that g E Gi - Gi+ i 
and GJG,, 1 is cyclic. Let p be a non-trivial complex linear representation 
of GJG, + 1. Inducing p to G/G,+, and then lifting to G, we obtain a 
representation cp of G such that cp(g) does not have 1 as characteristic 
root. 1 
Therefore, all soluble groups of composition length 2 are good. However, 
this is not true in general for groups of composition length 3 as is shown 
by the following example. 
EXAMPLE. A, is soluble but not good at 2. This follows from the 
ordinary character table of A, (see [9, p. 51 I): 
1A 2A 
XI 1 1 
x2 1 1 
x3 1 1 
x4 3 -1 
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