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Improvised explosive devices (IEDs), also known as homemade explosives (HMEs) have 
become an increasingly predominant threat worldwide. Forensic research focuses on developing 
identification methods that can provide quick, cost effective, non-destructive analysis using 
portable instrumentation.  Having these capabilities would be invaluable to first responders, the 
military and security officials to establish an evidentiary link between a suspect and a reference 
in cases of HMEs or IEDs, arson and even environmental contamination.   
Production of HMEs requires utilizing the chemistry of an oxidant and fuel source in the 
appropriate proportions to produce an explosive.  Because some explosive components are 
necessary for building roads, mining, demolition, and other types of large-scale construction, it is 
hard to place restrictions on their purchase and sale, making them commercially available and 
easily accessible.  Some military grade materials, such as (trinitrotoluene) TNT and 
(trimethylenetrinitramine) RDX, have been identified by tagging for quick detection, however it 
is not possible to mark every possible precursor. 
Modern methods for quick identification of the fuels and oxidant sources used in 
manufacturing HMEs, include Fourier Transform Infrared (FT-IR) and Raman spectroscopy. 
Visual confirmation alone, however, is not strong enough to discriminate chemicals with nearly 
identical spectra, which occurs when analyzing sample within the same class. This research 
 iii 
focuses on coupling the chemical identification abilities of spectroscopic techniques with the 
strength of chemometrics such as principal component analysis (PCA) and partial least squares 
discriminant analysis (PLS-DA) for qualitative discrimination and classification of common fuel 
sources and inorganic salts used as oxidants. Additional quantification research was performed to 
determine limits of detection for adulterated fuels and oxidant mixtures using partial least 
squares regression (PLS-R).  We have demonstrated that spectroscopic techniques combined 
with chemometrics can discern highly correlated spectra that are not possible to discriminate by 
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CHAPTER 1. BACKGROUND OF HMEs 
 
1.1 INTRODUCTION TO HMEs 
 
 Improvised explosive devices (IEDs), also referred to as homemade explosives (HMEs), 
have become increasingly used as a common method of spreading terror while threatening the 
safety and security of the citizens of the United States and others nations around the world.  The 
use of these devices is by no means a new occurrence.  In fact, HMEs have been used since the 
13th century, when gunpowder was introduced to Europe by Arab traders.  The first written 
account of gunpowder in Europe appeared in the 1267 treatise of Roger Bacon.1  A few notable 
uses in history would be the “hell burner” ships utilized by the Senate of Antwerp in the War of 
Independence from Spain in 1565, and the first land-based, vehicle-borne IED (a bomb 
contained under a horse drawn cart) used by Breton Chouans in an attempt to assassinate First 
Counsel Napoléon in 1800.  The hell ships were also the first weapons using terror as 
intimidation of an adversary.  They accomplished their intimidation by both the threat of bombs 
hidden in storage chests that could be detonated by simply lighting a fuse, and by the use of 
actual burning ships that were sailed into the Spanish Armada.   The value of this type of weapon 
was recognized in these incidents through their explosive nature and capacity to cause casualties 
including their psychological impact.1   
Over the past few decades, there have been increasing numbers of homemade type 
explosives used domestically and internationally.  One of the most memorable for the United 
States was the Oklahoma City bombing of the Murrah Federal building in 1995.  This incident is 
still considered one of the largest acts of domestic terrorism in the United States.  It resulted in 
16 blocks of industrial damage, with 608 people injured and 168 killed.  Other recent attacks of 
considerable loss include the following: 
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1) The 1999 bombing of Dagestan in Russia, killing or injuring over 1300,  
2) The 2004 attack in Madrid, Spain in which 2200 were killed or injured,  
3) The Iraq car bombings in August of 2007, where 2300 were killed or injured.2   
As shown by Table 1 below, which summarizes ten months of IED attacks in the world by 
continent3 as researched by the Counter Improvised Explosive Device Committee of Excellence, 
the prolific use of these devices does not seem to be decreasing, but continually increasing at an 
alarming rate.   
TABLE 1. Summary of IED events by continent for months May 2016-February 2017 from 
a report of IED events researched by the Counter Improvised Explosive Device Committee 
of Excellence in March 2017.4  
 
 
  Due to the ever-growing threat, in 2008 the National Research Council (NRC) of the 
United States was tasked with forming a workshop to study the ways to prevent, detect and 
lessen some of the effects of these explosives.   They were also asked to make recommendations 
for opportunities of research.5  Some of the more proactive measures introduced by the Council 
were:  the increased use of commercial technology that is already in existence, but used mainly 
in airports; continued development and usage of low cost, portable, non-destructive methods for 
detection; and continued research to develop new techniques, or improve upon the current 
techniques, to detect unmarked explosives.1   
IED events by Continent
ASIA AFRICA S. AMERICA N. AMERICA
OCEANIA / 
AUSTRALIA EUROPE
May-16 168 29 9 3 1 18
June-16 405 56 39 13 3 39
July-16 290 41 32 12 1 26
Aug-16 367 47 29 7 0 34
Sep-16 297 44 2 20 1 37
Oct-16 236 49 5 39 5 53
Nov-16 224 40 1 13 2 25
Dec-16 414 74 16 20 7 51
Jan-17 415 89 7 13 2 40
Feb-17 410 61 5 13 5 41
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Currently researchers are working on developing ID taggants and detection markers that 
can be used to expedite the identification of components that are commonly used in an HMEs1,6. 
Unfortunately, that technology has not been proposed and/or utilized for all the varying 
components possibly used to construct them. Regulatory agencies are working on developing a 
list of material precursors such as TNT (trinitrotoluene), CAN (calcium ammonium nitrate, and 
RDX (military grade explosive known as 1,3,5-trinitro-1,3,5-triazinane),6 restricting their 
purchase and/or having the ability to be tagged or marked.6   Legitimate uses for these 
components include large construction projects that involve building demolition, mining, and 
road building among others.  Difficulties lie however in monitoring the sale of commercially 
available materials such as sugars, home heating oils, fertilizers, diesel fuels, etc. that are 
currently in use as precursors in the manufacture of HMEs.  
In order to fight the pandemic threat that HMEs have become, one must first understand 
what constitutes an explosive.   The National Research Council (NRC) has defined an IED or 
HME as “an explosive device that is placed or fabricated in an improvised manner; incorporates 
destructive, lethal, noxious, pyrotechnic, or incendiary chemicals; and is designed to destroy, 
incapacitate, harass or distract)”.5  The term IED is used mainly to identify the use of an 
explosive device by terrorists, extremists and criminals1 with HME more commonly used when 
the explosive is used domestically against other citizens.      
The IED or HME distinction has much to do with the means by which the materials for 
fabrication are obtained.  The size and shape of these explosives can vary from a small personal 
carry device, like a vest worn by a would-be suicide bomber, or a crock pot like the one used in 
the Boston Marathon bombings in April 2013, to a very large vehicle borne device, such as the 
van used in the Oklahoma City bombing.  It is important to understand that the size of the 
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container housing the materials used in each of these cases directly correlated to the energy 
produced and the amount of damage caused.   
These explosions, accidental or intentional, leave a wealth of evidence for the forensic 
scientists studying the aftereffects.  The scientists draw information from things like the 
container or housing of the materials, shrapnel or debris that spreads over the area of the 
shockwaves produced and any chemical post blast residues that contaminate the scene, along 
with the hands/body parts of a perpetrator, or other contact surfaces.6 It is imperative that 
techniques for the identification of these materials be quick, cost effective, non-destructive, 
accurate and precise.  This project seeks to find a combination of techniques that can fulfill this 
objective.   
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1.2 CHEMISTRY OF AN EXPLOSIVE 
1.2.1 Chemical Reaction of High Explosives 
As implied by the name, HMEs are explosives that have been concocted by a bomb 
maker using easily accessible or homemade materials.  There are several classifications of 
explosives: atomic, physical, and chemical.   For this study, we are interested in explosions 
pertaining to the energy created from a chemical reaction, specifically high explosives (HEs).  In 
a chemical explosive, there is energy or heat build-up that is a result of the changing chemical 
composition; predominately producing gases.  Initially under confinement, the energy or heat 
reaches a point that it finally overcomes the strength of the container with extreme force, causing 
tremendous damage.  Confining a HME is typical when trying to avoid detection or is used as a 
means to store shrapnel and other materials to ensure maximum destruction. 
The majority of HE compounds will contain three components: fuel, oxidizer and sensitizer.  
Nitroglycerin (NG) and trinitrotoluene (TNT) are two common explosive compounds that do not 
require a sensitizer because the combination of fuel and oxidizer is sensitive enough in the right 
proportion to be explosive by friction alone.  Beveridge stated in Forensic Investigations of 
Explosives that “in general, most explosives contain carbon (C), hydrogen (H), nitrogen (N) and 
oxygen (O), and are categorized as C-H-N-O explosives.  Reactions that occurs from the mixing 
of fuel and oxidizer in C-H-N-O explosives are initiated by the sensitizer, sometime referred to 
as a detonator.   
Long chain hydrocarbon molecules such as diesel fuel, kerosene, glycerin, petroleum 
jelly, hydrogen peroxide and even sugar are the most common source of fuels, whilst the N-O 
components are typically contained within an oxidant molecule.  Explosive chemicals used as 
oxidants such as nitrate (-NO3), nitro (-NO2), chlorate  
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(-ClO3-1) and perchlorate (-ClO4-1) are characterized by their low thermodynamic stability; their 
products in a chemical reaction are more stable than the reactants (example in Equation 1).  
When they combine with the fuels (C-H), almost all nitrogen-containing molecules will combine 
to form N2 (gas), hydrogen becomes H2O (gas), excess oxygen combines with carbon to form CO 
(gas), then CO2 (gas) and any additional excess becomes O2 (gas), with carbon remaining as solid 
carbon.  Ammonium nitrate and fuel oil compositions (ANFO), when mixed 94.5% NH4NO3 + 
5.5% FO, are represented in the following reaction:  
3𝑁𝐻$𝑁𝑂&(𝑠) + 𝐶𝐻,(𝑙) → 𝐶𝑂,(𝑔) + 3𝑁,(𝑔) + 7𝐻,𝑂(𝑔) + 930𝑐𝑎𝑙/𝑔 Equation 1 
This exothermic chemical reaction in which solid ammonium nitrate with liquid fuel is 
transferred into gaseous products of carbon dioxide, nitrogen, and steam produces approximately 
930 cal/g of energy.7  This reaction represents a balanced reaction of oxidant and fuel source.  It 
is ideal with the appropriate oxygen balance.  Because many HMEs are manufactured in 
clandestine labs, the bomb makers are typically working with a recipe and without the guidance 
of a chemist or explosive engineer, therefore, ideal balance would be unlikely. These types of 
imbalances would result in incomplete combustion and therefore, residues from the original 
materials would be left behind as forensic evidence. 
1.2.2 Characteristics of Common Fuels 
Organic fuel sources, such as those used to manufacture IEDs, contain varying chemical 
compositions.  Some common applications and uses for these types of fuel sources are 
transportation, home heating, cooking, mining, controlled agricultural burns and large-scale 
construction activities including building demolition. These types of fuel can range from 
kerosene, diesel fuel, jet fuel, sugar, coal, glycerin, motor oil, hydrogen peroxide and vegetable 
oils including many others.  These fuel sources do not gain much attention because their uses are 
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common and do not threaten the public in any way; they are considered acceptable uses to the 
average person.   
Petroleum fuel sources such as diesel fuel, kerosene and jet fuel contain long chain and 
ring structure hydrocarbons (carbon and hydrogen).  Diesel fuel consists of long chain saturated 
hydrocarbons such as n-paraffin, isoparaffin (formula CnH2n+n) and ring structure hydrocarbons of 
naphthalene (general formula CnH2n) and alkylbenzene (aromatic formula CnH2n-6).  The average 
length of the hydrocarbon chain for diesel fuels is C12H23 but can range from C10H20 to C15H28 (Figure 
1(a-d)).  Kerosene will have some similarities to diesel as they are both obtained from petroleum, 
however distilled second to natural gas and just prior to diesel, it has an average number of 
carbon atoms per molecule from C10-C16.  Jet fuel is a more refined product of kerosene with 
similar carbon chain length, but with the addition of gasoline.8   
FIGURE 1: Chemical structures of petroleum diesel, biodiesel, sugars and sugar alcohols:  
(a) paraffin, (b) naphthalene, (c) aromatic ring (benzene), (d) olefin, (e) fatty acid methyl 
ester chain (FAME), (f) sugar alcohol, and (g) carbohydrate. 
 
 
Biodiesel is unique in composition from the other petroleum sources of fuel in the study.  
This type of fuel consists of olefins and “fatty acid methyl esters (FAMEs), which can be seen in 
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Figure 1(d) and (e).  FAMEs are produced through the transesterification reaction of raw plant 
material and animal sources.9  Research of multi-feedstock biodiesels that a source could range 
from C6 to C18 for coconut oil versus C16 to C18 for soybeans.  Additional variation in the biodiesel 
products comes from the percent bio product in the fuel mixtures themselves.9 Biodiesel can be 
sold in concentrations as high as 100% biodiesel to as low as 2% biodiesel-diesel blends (B99 = 
99% biodiesel-diesel blend versus B5= 5% biodiesel-diesel blend).   
Other sources of fuels for IEDs, for the sake of this study, are types of sugars and sugar 
alcohols (Figure 1 (f)).  As stated earlier, sugars are oxygen rich carbohydrate sources (Figure 1 
(g)).  Like the petroleum diesel products, they are predominantly hydrocarbons but also contain 
oxygen and alcohol (OH) groups. The variation for these chemical structures lies within the 
number carbon, hydrogen and oxygen molecules in a chain or within a ring.  For example, 
inositol is a six-member carbon ring structure with six -OH groups (C6H12O6) attached, erythritol 
is a four-carbon chain structure with four -OH groups (C4H10O4) attached (see Figure 1(f)) and 
sucrose, or common table sugar, consists of two rings structures combined with the formula 
C12H22O11; an example carbohydrate is seen in Figure 1(g).   
The common physical characteristic to these fuel sources is their hydrocarbon chain, 
whether long chain or ring structure, with their differences lying in their length and number of 
oxygen molecules incorporated or lack of oxygen content.  These differences aid in the 
identification of one from another when establishing an evidentiary link between a suspect and a 
resource when the resource is known.   
1.2.3 Characteristics of Common Oxidants Sources 
 Inorganic oxidizers are ionically bonded chemicals that when decomposed, release 
oxygen that can combine with the fuels to generate energy.  Common oxidant sources used in 
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IEDs include: nitrates (NO3-) or nitrites (NO2-), carbonates (CO32-), chlorates (ClO3-) or perchlorates 
(ClO4-) and sulfate (SO42-), sulfites (SO32-), and hydrosulfite (S2O42-).  It would be difficult to name 
each of the inorganic salts (cation and anion) that can be purchased commercially and used as 
oxidizers; this project will address only seven that were available.  The structure for these anions 
can be seen in Figure 2.   
In a HE, there is an oxidation-reduction reaction where one of the reactants is being 
oxidized and the other is being reduced.  For these organic salts, the oxidizers are reduced while 
the fuel source is oxidized.  In the case of nitroglycerin (C3H5 (ONO2)3), the oxidation and 
reduction happens within the same substance as it contains both the HCs necessary for fuel as 
well as oxygen.  The common thread in the structure of these molecules is that there is an anionic 
source of oxygen available to react with the fuels. 
FIGURE 2. Inorganic oxidant salt anion structures: (a) nitrate, (b) nitrite, (c) chlorate, (d) 






1.3 Traditional and Modern Techniques for Analyzing Components used in IEDs  
 
Extensive research has been performed in the past 20 years in the area of forensic science in 
order to identify and characterize petroleum diesel, and more recently biodiesel products.  More 
recently there has been research in the area of fuel characterization for explosives and their 
residues.  In these types of forensic cases, there are typically two major questions asked: can the 
source or type of fuel be identified and can it be linked to a specific source or perpetrator?10   
  Standard methods for identification have traditionally been gas chromatography (GC), 
distillation techniques, or electrospray ionization (EI) each coupled with mass spectrometry 
(MS), liquid chromatography (i.e. HPLC, LC-GC), ion chromatography (IC) and capillary 
electrophoresis (CE) as well as colorimetric sensor array.10–14  While each of these techniques is 
successful at identifying these fuels and oxidants, they are expensive instruments to purchase, are 
usually quite large rendering them not very portable, require an extensive amount of sample 
preparation, and are often destructive to the original samples.  In forensic cases, where only trace 
amounts of the fuels may be available for testing, these sample preparations become prohibitive 
and the lack of portability means that testing at the scene of an investigation becomes impossible.   
The current trend however, has shifted toward non-destructive spectroscopy techniques15–17 
utilizing instruments that are affordable, portable, usually battery powered and require little to no 
sample preparation; as they have the capability of testing all states of matter; solid, liquid and 
gas.  Additional advantages of instruments such as FT-IR (Fourier transform infrared) and 
Raman are that they have a very high throughput (e.g. spectra for fingerprinting samples can be 
obtained in seconds.)  Studying inorganic salts used as oxidants typically required aqueous 
extraction so that the ions are separated for analysis; spectroscopic techniques can perform anion 
analysis without needing to dissolve the salts.  Samples under analysis by FTIR-ATR would be 
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placed on the ATR (attenuated total reflectance) crystal for scanning or placed directly into a 
liquid cell sample holder.  The analysis in these examples would require on the order of a few 
milligrams of material.18 So in cases where only trace amounts are available, this technique is 
ideal, not to mention it is non-destructive to the sample being analyzed.   
Infrared techniques are capable of qualitative and quantitative analyses.  The energy for IR is 
lower than the visible (UV/Vis) but higher than radio waves, where the visible (red end) makes 
up the upper energy end or minimum wavelength end for IR.  There are three regions of IR: (1) 
near infrared (NIR) which covers 0.75 to 2.5 µm wavelengths, (2) mid-IR which covers the 
range of 2.5 to 20µm and (3) far IR which covers from 20 to 200µm.  For this project, 
wavenumber is used and relates to wavelengths according to Equation 2.  There must be a dipole 
moment during vibration of a molecule for the absorption of IR radiation, therefore not all 
molecules are IR active.  Because of this need in non-zero dipole moment, IR works well on 
molecules with hetero-nuclear atoms.  Linear molecules such as CO2, are symmetrical and those 
stretches are not IR active, however the asymmetric stretches and out of plane (oop) 
deformations are.   Qualitative analysis with IR is possible due to these vibrational modes.  
Because each functional group within a molecule will have the same absorption pattern even 
when contained within different compounds, qualitative analysis can be performed.  IR can 
check the presence of a specific functional group when that is in question and provide a unique 
“fingerprint” for it.  Quantitative analysis, however is made by measuring the extent of 
absorption at a specific frequency for a sample of known concentration and comparing it to the 
absorption of unknown concentration at the same frequency, according to Beer’s law (Equation 
3).   
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𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ	(𝜇𝑚)	𝑋	𝑤𝑎𝑣𝑒𝑛𝑢𝑚𝑏𝑒𝑟	(𝑐𝑚CD) = 10,000 = 1𝑋	10$           Equation 2 
𝐴 = 𝜀𝑏𝑐             Equation 3 
	  
𝑤ℎ𝑒𝑟𝑒	𝐴 = 𝑎𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒, 𝜀 = 	𝑚𝑜𝑙𝑎𝑟	𝑎𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑣𝑖𝑡𝑦, 𝑏 = 𝑝𝑎𝑡ℎ	𝑙𝑒𝑛𝑔𝑡ℎ	𝑎𝑛𝑑	𝑐
= 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛		 
      
Fourier Transform is the mode of data collection in FT-IR. FT uses collects the infrared 
absorption values and converts the time-domain spectrum into a frequency domain spectrum 
with an advantage being that the sample is exposed to all source wavelengths (4000 cm-1 – 600 
cm-1) at once and they are all measured consecutively in less than 1s time.  The frequencies 
collected by FT-IR also help with data storage; only ten frequency points are need in order to 
store a 512 point-spectrum.  The multiplicative nature of the scan allows for the collection of 
multiple spectra in a very short time and then averaged to obtain an improved signal to noise 
ratio with very high throughput.   
FIGURE 3. Schematic ATR sampling accessory to show the evanescent wave that produces 
multiple reflections for IR.18 
 
 
The FTIR used in the project is equipped with an attenuated total reflectance (ATR) 
accessory, also known as an internal reflection element.  Essentially, light travels in the ATR 
crystal, with a high refractive index (RI) and is reflected when it meets the boundary of a 
material with a lower RI and produces a wave for multiple reflections (schematic for an ATR 
crystal can be seen in Figure 3).  A small amount of the IR energy is allowed to penetrate the 
sample with each reflection; absorption occurs then at the vibrational frequencies of the sample 
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in question.18  The interaction between the wave and the samples provides the IR absorbance 
spectrum that identifies the sample material. 
Raman spectroscopy, like IR capitalizes on molecular vibrations but uses light scattering 
for studying the vibration instead of light absorption.  For Raman spectroscopy, the vibrations 
frequencies scatter light when there is a change in polarizability of the molecules in question or 
distortion of the electron cloud.  As bonds in a molecule lengthens the distortion is easier to 
identify.  Raman vibrational frequencies can be seen in homonuclear molecules and symmetric 
stretching frequencies, which are not always possible for IR.  Like IR, Raman can perform 
quantitative and qualitative analysis.  Quantitative analysis requires the use of a calibration curve 
to establish the relationship between concentration and intensity.  Unlike IR, Raman is more 
sensitive to the framework of a molecule and not functional groups.  However, the frequencies 
tables for functional groups in IR can be helpful in Raman, because the Raman shift in frequency 
(cm-1) correlates to the wavenumber (cm-1) of a specific group. 
These two techniques are very complimentary to one another because of their varying 
strengths in the identification of molecular vibrations.  There are some molecular vibrations that 
are both IR and Raman active, however, there are vibrations that are active in the IR range but 
inactive for Raman range and vice versa.  By exploiting the speed of spectroscopic acquisition by 
instruments such as FTIR and Raman and coupling that with the specificity and precision of 
chemometrics, can compounds with nearly identical spectra be differentiated from one another?  
  
 14 
CHAPTER 2. CHEMOMETRICS 
2.1    Introduction to Chemometrics and Multivariate Data Analysis 
Chemometrics is a discipline concerned with using statistical and mathematical methods that 
are applied to chemistry and often analytical chemical data.19  Based on the number of research 
articles and publications over the past decade, it seems that while the number of chemometric 
specific research groups remains fixed, the number of researchers and analysts using 
chemometrics and multivariate analysis techniques to solve complex problems is growing 
immensely.20–25  
Modern laboratory instruments produce large amounts of data sets per sample, thereby 
making the task of analyzing and interpreting the data cumbersome and overwhelming.  In the 
past, data sets were not as large, and it was sometimes efficient to analyze data by simply 
looking at it visually or plotting it in simple graphs.  Data acquisition in extremely large 
quantities, however, needs mining, requiring that “more sophisticated, computer-based methods 
are necessary if the data analysis is to be accomplished within a reasonable amount of time.”26 
Fortunately, model based methods like multivariate data analysis (MVDA) techniques, using 
supervised algorithms can be used to solve this problem.   
Supervised algorithms require that there be a specific and exact correlation between the 
physical parameters tested and their concentration. In contrast, unsupervised methods only 
require that there be a value assigned to a signal; it is not as useful for chemometric analysis.  
However, by exploiting the relationship required for model based systems, such as principal 
component analysis (PCA), partial least squares discriminant analysis (PLS-DA) and other 
supervised methods, qualitative and quantitative exploration is possible requiring less time.22  
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  Many chemistry labs and statisticians have utilized software such as SIMCA, MATLAB, 
R and SAS.  They have been used to transfer and mine large data, from the lab, into easy 
interpretable forms.  In a report established by the National Academy of Science, the human 
error in interpreting forensic data as well as potential bias27 needs to be addressed in the forensic 
lab.  By coupling mathematical statistics such as chemometrics to spectroscopic data, the human 
observer bias can be removed and replaced with data that is more accurate and reliable.  The goal 
of combining these techniques would hopefully allow the researcher to establish a valid forensic 
method admissible in court.   
2.2 Preprocessing Techniques 
The mathematical alteration of data in a dataset prior to analysis is known as preprocessing.  
Chemometric techniques require good experimental data for them to achieve the desired results.  
Common preprocessing techniques incorporated for spectroscopic data include baseline 
correction, normalization, analysis of variance, (ANOVA) and checking how the data are 
correlated.  Baseline correction and normalization applications ensure that the spectra being 
compared or analyzed share the same origin and are of the same magnitude for true comparison.  
For this project, baseline correction was performed between 4000cm-1-3976cm-1 to ensure that 
each of the IR spectra begin at y=0 for intensity.   
Normalization to unity requires that the intensity values for the full spectrum range from 
zero to unity.  For this project, normalization was performed by dividing each absorbance point 
by the maximum absorbance point in the full spectrum.  It is important to note that normalization 
is performed in order to compare absorption spectra of one sample to another with the same 
magnitude.  It would not, however, be used in instances where there is an expected change in the 
absorption spectra of multiple samples (i.e. changing concentrations, limits of detection studies, 
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calibration modeling, etc.).  Because these preprocessing techniques alter the original data set, 
care should be taken in applying these changes.  A plot of the data (intensity versus 
wavenumber) could be used to verify these alterations were done properly in MsExcel prior to 
formal analysis. 			 
Analysis of variance (ANOVA) and correlation coefficient do not alter the original data. 
They are used to evaluate raw data for precision within a batch and to determine similarities or 
differences within-group or between-groups.  ANOVA is used to test multiple means, perform 
pairwise comparisons, and introduce within-group variance.  Variability and variance are utilized 
in this study to discuss differences within sets of data. It is, therefore, important to understand 
that variability deals with the lack of perfect agreement among measurements, while variance in 
relation deals with the sum of squares of the differences.  In MSExcel, there are two types of 
ANOVA: one-way and multi-way.  Because only one instrumental method will be used at a time 
in this project, one-way is appropriate.  The two-way or multi-way analysis would be utilized 
when more than one instrument or method is used, while comparisons must be made between 
their differing units of measure.   
ANOVA compares the means (Equation 4) of the different outcomes to determine whether 
samples are significantly different by using the ratio of variances based on defined sum of 
squares of residuals.28  Equations 5 and 6 represent the mathematical calculations for the sum of 
squares of residuals across the spectra (SSG) and based on the mean of the individual vectors 
(SSR).  The ratio of these two equations calculated in Equation 7, provides the Fcalc value for the 
ANOVA test.   Fcrit (tabulated F-test value) is the critical value of the ratio above which the null 
hypothesis stating that the means across the data are the same would be rejected.  Therefore, 
when analyzing replicated spectra of the same sample, the expectation is that Fcalc < Fcrit.  Both Fcalc 
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and p-value are calculated using a predefined level of confidence, however, because Fcalc most 
directly relates to variability, it will be primarily used in this study.  As a preliminary step, 
ANOVA can indicate whether there are significant differences in the samples analyzed, and if 
none are found, there is no need to move forward with the analyses.  However, if significant 
differences are found, an analyst can use additional statistical methods to identify them. 
𝒙³ = 	 𝒙𝟏N	𝒙𝟐N⋯N	𝒙𝒏
𝒏




         Equation 4 
𝑆𝑆𝐺 = ∑ 𝑛Y(𝑋[Y − 𝑋[]),Y          Equation 5 
 





;  (q-1) and (n-1) are DF      Equation 7 
 
 Like ANOVA, correlation coefficients (r) can be used to ascertain similarity or 
dissimilarity between samples of spectroscopic data.  Calculated according to Equation 8, the 
values for correlation coefficients range from zero to ±1.00 and are used to determine the linear 
relationship between two variables.  Values closer to zero imply there is no linear relationship 
between the variables, values near ±0.50 show a moderate relationship, and values closer to 
±1.00 have a strong relationship.  In the social sciences, any value greater than ±0.80 is 
considered a strong linear relationship.29  For chemical analysis though, it is preferred that the 
value be greater than ±0.90 to be considered strong.  It is important to note that the positive or 
negative value on the correlation relates only to the direction of the slope of the relationship, not 
the strength.  In other words, a value of -1.00 indicates a near perfect negative correlation while a 
value of +1.00 indicates a near perfect positive linear relationship.  Examples of correlation 
graphs can be seen below in Figure 4.   
𝑟 = ∑ i(LUCL̅)(jUCj)
[[[kU




       Equation 8 
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FIGURE 4.  Example of correlation plots for values equal to (a) +1.00, (b) -0.50, (c) +0.85 
and (d) +0.15. 
 
 
2.3 Principal Component Analysis 
 Principal component analysis is the most widely used chemometric technique.  It is also 
sometimes referred to as single value decomposition (SVD) or eigenvector analysis.26  In the PCA 
model, an orthogonal set of correlated variables is transformed into a set of linearly uncorrelated 
variables called principal components (PCs).  These uncorrelated variables are then projected 
onto a two- or three-dimensional plot to achieve the following: 
1.) Summarizing and visualizing the data set,  
2.) Multivariate classification and discriminant analysis, 
3.) Discovering quantitative relationships among the variables.   
It produces very quickly, a data summary showing how similar each of the observations are to 
one another, as well as any that deviate from the groups in the data set.  The data table for this 
analysis is the matrix obtained through each collected IR or Raman spectrum (intensity vs. 
wavenumber).  While the matrices are quite large, they are not a challenge for PCA analysis.   
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This technique is extremely useful when the dimensionality of the measurements is large 
and the samples themselves exist in small dimensional space; meaning it handles data matrices 
with many more variables than observations extremely well.  It can also handle data that  are 
noisy or highly collinear (correlated).26  This small dimensional space relates to the number of 
principal components that are needed in order to define the information in the data set to the 
noise in the spectra.30  The number of principal components in the data set are less than or equal 
to the number of original variables.  Determining the number of relevant PCs for inquiry is one 
of the greatest challenges, as choosing too many or too few could disrupt the interpretation of the 
data.26   
Therefore, the process of dimensionality reduction through PCA must take place in order 
to make the data more easily visualized, thereby, reducing the time and possible memory 
required for analysis and helping to eliminate irrelevant or redundant features and to reduce 
noise.  Dimensionality decomposition for PCA occurs through Eigen analysis of the covariance 
matrix of X (Figure 5).  The covariance matrix is decomposed into two sub-matrices, the 
eigenvalue matrix (T) and the eigenvector matrix (P). It extracts only significant components 
from the matrix.  Once the eigenvalues are calculated, those greater than zero, when plotted, are 
kept (called primary eigenvalues) and used to find the principal components (PCs).  The primary 
eigenvalues and vectors contain the significant information in the spectra where a majority of the 
noise has been removed.  In the PCA terminology, the T matrix constitutes the scores and the P 
matrix constitutes loadings, as indicated in Equation 9. The product of TP’ determines the 
underlying structure of the new X matrix.  
𝑋 = 𝑇 ∗ 𝑃t + 𝐸       Equation 9 
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Figure 5. PCA schematic to demonstrate the dimensionality reduction of the covariance 
matrix to the smaller eigenvalue and eigenvector matrices. 
 
 
The scores are plotted in a PCA score plot alongside other scores that are most similar.  
The clustering of scores near one another result in a classification.  As stated earlier, the number 
of PCs will be equal to or fewer in number to the different samples in the matrix, with the first 
principal component containing that largest possible variance.  PC2 will be plotted orthogonal to 
PC1, accounting for the second largest variance with the data in PC1 removed, then PC3 and so 
on.  Plotting two PCs can provide a 2D map of how the observations relate to one another and 
the proportion of the variation represented in the data set; ideally the PCs chosen will explain the 
vast majority of the variation in the data.  The plot of PC scores is an important diagnostic tool as 
it helps visually identify observations that are considered outliers or leverage points. On a 2D 
ellipse plot, outliers will appear outside of the ellipse that defines the space delineated for a 
specified confidence level.  Outliers can place undue leverage on a model by consuming an 
entire PC or forcing samples that are dissimilar to fall closer together based on their variance to 
the outlier.   
Model diagnostics can also be a powerful tool in choosing the best-fit model by PCA, 
which are: (1) goodness of fit (R2) and (2) predictive ability (Q2).   The quantitative (R2) variable 
explains how well the data can be mathematically reproduced in a training set and is calculated 
using Equation 10 where RSS is the sum of squares of the residuals.  The range for R2, similar to 
those for coefficient of determination, is zero when there is no explanation for the variance to 
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unity, which is a complete explanation of the variance.   The predictive ability is represented by 
Q2, also a range of 0 to 1, relates to the ability of the model to predict future values or 
unknowns..26  
𝑅, = 1 − hdd
ddvwxx
       Equation 10 
𝑃𝑅𝐸𝑆𝑆 = 	∑ ∑ (𝑌Tz − 𝑌{Tz),zT      Equation 11 
𝑄, = 1 − 𝑃𝑅𝐸𝑆𝑆/𝑆𝑆}~}.a~.      Equation 12 
FIGURE 6. Sample Summary of Fit column plot for choosing the appropriate number of 




As model complexity increases, the R2 variable will tend to migrate to a value of one, 
which is not the case with Q2.  It is not, therefore, as important to have a high R2 determine the 
best model.  Q2 directly relates to how well the model can predict future values, or ones not 
originally in the X matrix.  The SIMCA software used in this study performs cross validation on 
the data set using the PRESS (goodness of prediction) statistic.  This statistic, mathematically 
calculated by Equation 11, estimates the Q2 parameter (Equation 12) as the number of 
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components increases.  The best model will be one that optimizes the balance between fit and 
predictive ability.  By plotting these two statistics in columns for each PC, the number of 
principal components that are most favorable can be determined.  Note that the R2 and Q2 values, 
in Figure 6, both level off at approximately 0.90 for Component 6; showing only 6 PCs are 
necessary for modeling. 
2.4 Partial Least Squares Discriminant Analysis 
Partial least squares discriminant analysis (PLS-DA) is used to determine relationships 
between two matrices: (1) the X matrix or predictor matrix and (2) the response matrix or Y-
matrix.  This technique works well with data that is noisy, collinear, or with data sets that are 
missing values in either the predictor or response matrices.  PLS can produce fast, accurate and 
quantitative predictions of complicated responses based on the collected body of X-data, which 
in this project are spectroscopic values. It also assists in finding the factors, such as 
wavenumbers, that most influence the responses and can determine any correlations between 
them. Classification and prediction models using partial least squares (PLS) are advantageous in 
analytical chemistry as there are greater prediction capabilities when there is a large similarity 
between observations.  The prediction capability is even greater when there are also a large 
number of model components.   Therefore, with fuel samples having correlation values greater 
than 0.90 for within-group samples, PLS is the ideal technique to follow discrimination by PCA.  
Similar to PCA, PLS modelling uses variance as the selection criteria. However,  PLS fits 
two PCA like models for X and Y at the same time with different purposes: (1) to model X and 
Y and (2) to predict X from Y.26 It is applied iteratively on the two matrices in order to find the 
regression coefficients that make Y=X.28 Here, both the X and Y matrices are decomposed, as in 
the PCA model using the following equations:  
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𝑋 = 𝑇 ∗ 𝑃t + 𝐸       Equation 13 
𝑌 = 𝑈 ∗ 𝑄t + 𝐹       Equation 14 
Equation 15 displays the mathematical representation for finding this regression coefficient (Bpls).  
𝑌 = 𝑋 ∗ 𝐵c + 𝐸j;	𝐵c(],,,)𝑎𝑛𝑑	𝐸j	𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠	𝑡ℎ𝑒	𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 Equation 15 
For Equation 13, the variables have the same value as in the preceding PCA model.  In 
equation 14, U is the scoring matrix for the Y-matrix and Q is the loading matrix.  E & F both 
represent the residuals.   For qualitative analysis in PLS, the Y is a dummy matrix that uses ones 
and zeros to specify class membership in classes or groups that are identified in the PLS score 
plot.  An example dummy matrix is seen in Figure 7 below.  In this example, there are three 
classes of objects from the X matrix (A, B, and C); there are two objects in A (column 1, rows 1 
and 2), three objects in B (column 2, rows 3, 4 & 5) and one object in C (column 3, row 6).  This 
matrix when appended to the X matrix and then modeled by PLS results in a tighter grouping for 
the observation classifications obtained on the score plot.  As the model uses dummy values 
equal to either zero or one, a correct prediction would give Y-predicted equal to unity or one.   
Figure 7.  Example Dummy Matrix for PLS 
 
As with PCA, good agreement between X and Y is indicated by R2 and Q2 values (0 to 1).  
Also, from PC1 to PCn, plots of T versus U will help determine whether there is a good linear 
regression model.  A good linear regression model would have an R2 near unity, as well as have a 
linear trend to the data; points should lie on or near the regression line with y-expected versus y-
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predicted values kept to a minimum.  In cases where there is a curvature to the trend line (Figure 
8, right), a transformation may be needed, or should be considered for modeling.   
Figure 8. The left is the projection coordinates t1 and u1, in the two spaces X and Y, are 
connected through the inner relation ui1 = ti1 + hi (hi is the residual).  The slope of the dotted 
line is one (1).  On the right, the PLS score plot t1/u1 is useful for identifying curved 




PLS also generates variables of important in the projection (VIPs) in their order of 
importance.  VIPs are those variables that most influence the PLS model for classification and 
predictions.  SIMCA calculates VIPs by using PLS weights (w) alongside the sum of squares 
(SS) for the influence over Y for every term in the model according to Equation 16.  The sum of 
squares for all the VIPs in the model is equal to the number of terms in the model; therefore the 
average would equal 1.26 A cutoff threshold of 1.00 is typically used for variable selection.  
Research in the past ten years has, however, shown that it may not be appropriate for every 
model.31  When evaluating the VIPs, in order to narrow the PLS model to only those variables 
that have the most influence, VIPs with a value greater than 0.80 are taken into account for this 
project when analyzing fuels and 1.0 for analyzing the oxidants for LOD.  A plot of VIPs found 
in the PLS model for the local fuels in the study along with the IR spectra is displayed in Figure 
9.  Because spectroscopic data was used for data collection, further narrowing to the data matrix 
was performed by choosing VIPs that met the threshold, but also represented peaks in the 
original IR spectra.  By placing this restriction on the variable selection, it ensures that variables 
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containing noise or those that do not contain any relevant chemical information are left out of the 
analysis. 




bD   Equation 16 
 
FIGURE 9. Plot of the Variables of importance (VIPs) collected for the local diesel fuels to 




 Once the analyst has identified the VIPs to be used for a variable selective or abridged 
model, variable diagnostics can provide insight into the variables that most effectively explain 
the observations in the model.  The residuals between each of the observations in the X and Y 
matrices by columns are summarized by R2VX (variables) and R2VY (responses or classes).  
These figures explain how each of the individual variables are extracted by the principal 




2.5 Partial Least Squares Regression Analysis 
 In quantitative analysis, where the concentration matrix is used to generate the predictor 
matrix, the technique is called partial least squares regression (PLS-R).  A calibration matrix of 
known concentrations (standards) of a substance or substances is used for comparison with 
concentrations of unknowns according to the absorbance spectra that were collected.  By plotting 
the knowns, a regression equation is obtained that is used to calculate an unknown (x) according 
to Equation 17 (where y is the instruments response, m represents the sensitivity, y0 is the 
constant used to describe background noise, and x represents the concentration for the 
unknowns).   Replicate samples are taken for each of the knowns and unknowns for more 
accurate results in the research.  Error must also be accounted for in the unknown concentrations; 
commonly referred to as uncertainty in the regression model in terms of the residuals.  The 
regression residuals (𝑦T − ?̧?T) are estimated by how close the replicate measurements of the 
known and unknown concentrations are to the calibration curve.   
The standard calculation for LOD is shown in Equation 18, which assumes that the y-
intercept crosses or begins at the origin, utilizing standard deviation (s) and slope (m).   For the 
oxidant and fuel data in this project, neither have intercepts that meet this criteria and therefore, 
the calculation for LOD must include the standard error of the y-interception with the slope 
(Equation 19).  The mathematical calculation for determining the standard error for the intercept 
(sb) is shown in Equation 20, and provided by the regression command in MSExcel for the 
oxidants and fuels.   
y = mx + yo           Equation 17 
𝐿𝑂𝐷 = (𝑠L 𝑚⁄ ) ∗ 3         Equation 18 
𝐿𝑂𝐷 = }	~	~	}	jCTR}a}
L	bTbc	a~TaTR}	(z)











               Equation 21 
 The model diagnostics of R2Y (cum) and Q2Y (cum) diagnostics will provide model statistics of 
the LOD study.  Those statistics will be used to determine the goodness of fit and predictive 
ability of the calibration matrix alongside root mean square error of estimation (RMSEE) in 
Equation 21, and root mean square error of cross validation (RMSEcv). Because the goal of the 
LOD study is to identify the concentration of an adulterated fuel or the concentration of an 
oxidant in a mixture, Q2 is the primary indicator for these prediction models.   
  
 28 
CHAPTER 3. DISCRIMINATION AND CLASSIFICATION OF PETROLEUM FUELS 
AND OXIDANTS 
 
3.1 Materials and Methods 
 
The Georgia Department of Agriculture in Tifton Georgia provided thirty-one (31) 
petroleum-based fuel samples that were analyzed alongside eight local metro Atlanta fuel 
samples collected by Dr. Huggins Msimanga at Kennesaw State University in Kennesaw 
Georgia.  Seven biodiesels, six jet fuel, nine kerosene, and eleven ultra-low sulfur diesel 
(ULSD), and eight local diesel fuels were collected. Standards were purchased for comparison 
for the biodiesel blend, kerosene and ultra-low sulfur diesel from VHG Labs.  Each of the fuel 
sources was stored in a cabinet for flammables in 1-liter amber bottles with screw caps to reduce 
light exposure and evaporation.  The complete list of fuels is summarized in Table 2, unique 
names were given to each, and then approximately 10mL were transferred to small clear glass 
bottles for easy transportation to and from the instruments.  
Infrared spectra of the petroleum fuels products were collected using a Perkin Elmer 
Frontier 400 FT-IR spectrometer equipped with a universal attenuated total reflectance (ATR) 
accessory, which uses a diamond crystal in contact with ZnSe.   Spectrum v5.0.2 software was 
used to produce the spectra for exporting to MSExcel.  Each spectrum recorded had a force 
gauge setting of 70-71 to reduce noise that could be seen in lower settings.  The collection was 
over the Mid IR range (4000-650cm-1) at a resolution of 4cm-1 averaged over four spectra. These 
settings produced a spectrum with 3351 wavenumbers (variables).  Spectra for each of the 
samples were obtained in small batches; the first batch was one spectrum per sample, then 
subsequent 10 spectra per sample without reloading.  By not reloading the sample, the precision 
of the instrument can be tested as well as creating real world sampling in the forensic field where 
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only trace amounts of material will be available.  The averaging was also used to increase the 
signal to noise ratio that can be seen when only one scan is performed. 
Using a disposable plastic pipette, a single drop of fuel was placed on a clean FT-IR/ATR 
crystal and wiped away using a Kim-wipe®, which removed any contaminants left behind from 
methanol used for cleaning; an additional drop was then placed on the crystal for identification. 
Once the spectra were collected for each of the five sample groupings (local diesel, biodiesel, 
ULSD, jet fuel and kerosene) with the above settings, they were exported for preprocessing.  
In addition to the petroleum products, five store bough sugars and four standards of sugar 
alcohols were analyzed.   Four pure standards (Table 3) were purchased from Sigma Aldrich and 
five (5) samples (Table 4) chosen from a local store in Kennesaw GA.  Small portions of these 
samples were placed in 10mL glass bottles, of exacting size to the petroleum diesel and stored in 
a standard laboratory cabinet. The nine sugar sources varied in composition from solid to liquid.  
The solid samples were crushed into a fine powder using a porcelain mortar and pestle to 
produce a homogenous product.  All the sugars individually were then transferred to a cleaned 
FT-IR/ATR crystal to obtain a spectrum.  Similar to the petroleum fuels, once a single spectrum 
was collected for each of the sugar sources with the aforementioned settings (for consistency); 
they were exported using the Spectrum v5.0.2 software to Microsoft Excel v14.7.5 for 
processing.   
Sixteen inorganic salts that were studied as oxidants and are listed in Table 5.  Similar to 
the sugar alcohols, the salts were solids and therefore required grinding to a fine powder for 
homogeneity prior to spectroscopic data collection.  Due to the propensity of the salts to absorb 
water from the atmosphere, the grinding was done immediately prior to spectroscopic collection.  
Infrared spectra of the oxidants were collected using a Perkin Elmer Spectrum 100 FT-IR 
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spectrometer equipped with an ATR accessory using a diamond crystal in contact with ZnSe.  
Each spectrum used a force gauge setting of 50, over the Mid-IR range (1500-600cm-1).  Due to 
interference from water in the hydrated salts, wavenumbers above 1501cm-1 were excluded from 
the oxidant analysis.  The inclusion of wavenumbers 649-600cm-1 was done in order to collect 
stretching frequencies that are characteristic of sulfate, chlorate and perchlorate functional 
groups.  The spectra were averaged over four spectra at a resolution of 4cm-1 and produced a 
spectrum with 901 wavenumbers (variables).  Batching and exportation to MSExcel followed the 
steps of the petroleum fuel and sugars.   
3.1.1 Preprocessing Data  
Ten spectra of each fuel/oxidant were acquired and exported to Excel, combined into a 
master spreadsheet and pretreated with baseline correction and normalized to unity to ensure that 
all peaks are in the same order of magnitude for true comparison.  Other preprocessing steps 
involved using ANOVA and calculating correlation coefficients (Equation 7).  The mean, Fcalc, 
%RSD (relative standard deviation) and p-value calculated in ANOVA were used alongside the 
PCA to investigate the variability in the scores as a preliminary step.  Correlation coefficients 
were calculated across the samples to determine similarities and differences.  
3.1.2 Principal Component Analysis Model  
Different brands of samples within a group were analyzed by PCA after preprocessing.  
Thus, for six jet fuels, 60 x 3351 matrix was obtained, preprocessed, and submitted to PCA for 
analysis. PCA was used to determine the variability among the fuel samples, underlying 
structures, and identification of outliers or samples with significant leverage, prior to PLS.  
Results were summarized in score plots. Sugar brands as fuels are described separately in the 
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sections to follow.  A best-fit model was identified in PCA using R2 and Q2 before submission to 
PLS for further modeling. 
3.1.3 Partial Least Squares Discriminant Analysis Model  
Each diesel fuel/oxidant matrix analyzed by PCA was modified for further analysis with 
PLS-DA. As outlined in the background section, PLS-DA uses two matrices: the spectra 
(predictor matrix) and the input or reference matrix (0, 1) as dummy variables.  This model then 
creates a list of VIPs that are plotted, indicating the significance of the variables contributing to 
characterization of the fuels. Not all 3351 variables are significant. Good selection of VIPs, 0.8 
and above, can be tried and evaluated for their effectiveness in differentiating fuels. Thus the 
3351 variables can be reduced from 3351 to as low as 9 to 19 meaningful variables.  In reducing 
the variables, none of the chemical information is lost, but the variables that are responsible for 
the classification can be defined.   
Since the fuels analysis results by the Georgia Department of Agriculture included 
physicochemical variables, we were curious to find out if replacing dummy matrix in 
discriminant analysis by the physicochemical variables would also allow classification of the 
fuels, as well as prediction of the physicochemical variables from a subset of the training fuels. 
The physicochemical variables used were Initial boiling point, 10% distillation, 50% distillation, 
90% distillation, Endpoint, % Residue, % Loss, Sulfur ppm, Flashpoint, API gravity, Color 
(kerosene), Cloud point (biodiesel) and Cetane (ULSD).  The variables in the parenthesis apply 
only to the fuel specified, otherwise, it is reported for all fuel types.  
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TABLE 2. Summary of Diesel Fuel samples from the Georgia Department of Agriculture in 









TABLE 4.  Summary of commercially available sugars 
 
 




KSU	code Sample Lot# CAS	# chem	form MW	(g/mol) Sigma	# Structure Assay MP	°C BP	°C
X Xylitol SLBR0795V 87-99-1 C5H12O5 152.15 X3375-5G >99% 94-97
















A Domino Premium	White	Cane	Sugar Jun-17
B Great	value Light	Brown	Sugar Jun-17
C Madhava	 Organic	Light	Blue	Agave Jun-17
D Wholesome Organic	Coconut	Palm	Sugar Jun-17
E Athione's Sorghum	Molasses Jun-17
Chemicals for Oxidant Analysis
Chemical Name Chemical Formula Supplier
Potassium Chlorate KClO3 Acros Labs
Sodium Chlorate NaClO3 Acros Labs
Potassium Perchlorate KClO4 Acros Labs
Sodium Perchlorate NaClO4 Acros Labs
Ammomiun Nitrate NH4NO3 Acros Labs
Lead Nitrate PbNO3 JT Baker Analyzed
Potassium Nitrate KNO3 Sigma Aldrich
Sodium Nitrate NaNO3 Acros Labs
Potassium Nitrite KNO2 Sigma Aldrich
Sodium Nitrite NaNO2 N/A
Ammomiun Sulfate (NH4)2SO4 Fisher Scientific
Potassium Sulfate K2SO4 Sigma Aldrich
Sodium Sulfate Na2SO4 BDH Analytical
Potassium Sulfite K2SO3 Sigma Aldrich
Sodium Sulfite Na2SO3 N/A
Sodium Hydrosulfite Na2S2O4 Sigma Aldrich
 34 
3.2 RESULTS AND DISCUSSION 
 
3.2.1 Overall Results of All Fuels 
Plots summarizing the different fuel sources for this project are seen in Figure 10 and 
demonstrate how difficult it would be using FT-IR spectra alone to identify these sources from 
one another, much less identifying one sample against another in the same classification.  As you 
can see, the sugar and biodiesel blends are very well differentiated from the petroleum diesel 
products of kerosene, jet fuel and ultra-low-sulfur diesel; the latter three cannot be so easily 
singled out.  Kerosene, ultra-low sulfur diesel and jet fuel all consist mainly of long chain, and 
cyclic hydrocarbon (HC) molecules.  Kerosene and jet have the fewest HC’s in a chain with an 
average of C10-C16, while diesel has the most,  ranging from C16-C20 on average.8 Many of the 
chemical structures are n-paraffin, olefins, and aromatic hydrocarbons for these petroleum based 
products (see Figure 1 for all fuel structures).  Biodiesels on the other hand, contain FAME 
chains and the sugars contain C4-C6 hydrocarbon chains with -OH groups attached.  These 
differences in chemical composition allow for the separation of these fuels using spectra alone, 
however, when the composition is nearly identical, additional methods of analysis will be 
necessary.   
Some of the functional group IR peaks common to these fuels can be seen in the spectra 
plotted in Figure 10.  There is a triplet-style peak present in the range of 3100cm-1-2700cm-1 for 
diesel, biodiesel, jet and kerosene, that is absent in the sugar samples.  Peaks in this range are 
indicative of the CH stretching of n-alkyl groups present in petroleum diesel products, with some 
disparity for the biodiesel triplet in its’ upper range of 3000cm-1.  Sugar has a broad peak at 
approximately 3300cm-1 signifying the presence of –OH groupings and a peak around 1650cm-1 
indicative of C-O bonding; also, not present in the other fuels.  The large prominent peak present 
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for FAMEs appears in the biodiesel spectrum at approximately 1750cm-1.   Kerosene and ultra-
low sulfur diesel also have a triplet style peak but it is located between 1065cm-1-1000cm-1.  Peaks 
in this IR range are when there are four or more –CH2 groups in an open chain; which is expected 
by these two fuels.  This “triplet” peak is absent in the jet fuel, possibly due to the percentage of 
gasoline that can contaminate the sample.   
FIGURE 10. Stacked Summary FT-IR spectra of the varying fuel sources commonly used 
in IEDs (sugar, kerosene, jet fuel, diesel fuel and biodiesel).  Spectra obtained using Perkin 





Other preliminary statistics such as the analysis of variance (ANOVA) were calculated, 
using all 3351 data points collected for the ten spectra per fuel to identify dissimilarities between 
them based solely on the spectroscopic collection. The variation studies between the five fuels, in 
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Table 6, row 2, have Fcal (757.554) value that was higher than the Fcrit (2.372) with 4 degrees of 
freedom (DF), at 95% confidence level, and a p-value of 0.000 indicating that the means on the 
averages obtained for the five groups are significantly different.  The disparities are expected for 
the spectra of sugar and biodiesel when compared to the petroleum products, but not so obvious 
for kerosene, ULSD and jet.  The Fcalc, in Table 6, rows 3-7, for diesel (0.049), biodiesel (0.053), 
jet fuel (0.053), kerosene (0.148) and sugar (0.065) are all less than the Fcrit (1.88) with a 95% 
confidence interval, 9 degrees of freedom and p-value > 0.998, demonstrating there are no 
significant differences between the 10 spectra collected within each group.  Additionally, with an 
overall average of 0.644 ± 0.40 %RSD, the spectroscopic precision is good.  The averages of the 
means for the samples (diesel=0.098, biodiesel=0.092, jet fuel=0.069, kerosene=0.083, 
sugar=0.249) covers a wide range with the ones for the petroleum products varying little (0.029); 
further supporting the difficulty in discriminating these samples from one another.    
The correlations in Table 7, rows 2-6, are further proof of the differences present for 
between group analysis, as they stretch greatly in an overall range of least correlated (0.101) to 
most (0.995).  The shortest range is between diesel, kerosene and jet fuel (0.857-0.995).  It will 
require the use of multivariate statistical techniques to highlight the distinctions, if possible and 
to further discriminate one source of fuel from another.   
TABLE 6.  Summary of ANOVA results for the five different fuel types (Diesel, Biodiesel, 
Jet Fuel, Kerosene, and Sugar) as well as the fuel types within a group (All Fuel Types).  Fcal 




Objects  %RSD F-Calc F-Crit, DF P-Value
All Fuel Types 0.118 62.746 757.554 2.372, 4 0.000
DIESEL 0.098 0.504 0.049 1.880, 9 1.000
BIODIESEL 0.092 0.550 0.053 1.880, 9 1.000
JET FUEL 0.069 0.696 0.053 1.880, 9 1.000
KEROSENE 0.083 1.045 0.148 1.880, 9 0.998
SUGAR 0.249 0.424 0.065 1.880, 9 1.000
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3.2.1.2 Principal Component Analysis 
PCA on all fuels (50 spectra x 3351 wavenumbers) generated a six-component model 
with R2X = 0.997 and Q2 = 0.995, each leveling off at the third component.  The resulting score 
plot (Figure 11) for the first two principal components accounted for 84.2% of the total 
variability in the data with a clear separation of the five classes as expected.  PC1 accounted for 
58.5% variance in the data extracted while only 25.7% is accounted for in PC2.  Diesel fuel and 
jet fuel grouped in the lower left quadrant with biodiesel and kerosene in the upper left.  The jet 
and kerosene samples may be expected to group near one another based on their respective 
chemical composition, however,  jet fuel is comprised of a majority percentage (approx. 67%) of 
kerosene but is then mixed with gasoline8.  By adding gasoline, the structure of jet fuel deviates 
enough to show a dissimilarity and plots farther from kerosene than expected.  Supported by the 
PCA score plot and values in the correlation table, kerosene and diesel are more highly 
correlated to one another and sugar and jet the least correlated.  Biodiesel can be seen in the 
upper left quadrant, near kerosene, as it has a unique composition with FAME molecules which 
are mixed with long chain hydrocarbons like those of the petroleum-based fuels (diesel, jet and 
kerosene).  Sugar on the other hand is situated in the upper right quadrant, well separated from 
all other fuel types.  Separation is due to the unique composition of sugar with –OH groups 
attached to the carbon chains, not present in any of the other sources.  The grouping of sugar near 
correlation of averages Diesel Biodiesel Jet Fuel Kerosene Sugar
Diesel 1.000 0.696 0.857 0.995 0.262
Biodiesel 0.696 1.000 0.497 0.674 0.287
Jet Fuel 0.857 0.497 1.000 0.884 -0.101
Kerosene 0.995 0.674 0.884 1.000 0.233
Sugar 0.262 0.287 -0.101 0.233 1.000
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the Hoteling T2 eclipse, at a 95% confidence interval, indicates that it may have some leverage on 
the model, forcing the samples more similar in composition (diesel, jet, kerosene and biodiesel) 
to group closer to one another.   
FIGURE 11.  Score plots of the first and second principal components for each fuel type, 
showing possibly outliers via Hoteling’s T2 at the 95% confidence level: 10 total scores per 
fuel (DSL=diesel, BIO=biodiesel, JET=jet fuel, KERO=kerosene, and SUGAR). PCA was 




 3.2.1.3 Partial Least Squares Discriminant Analysis 
Partial least squares discriminant analysis (PLS-DA) was used to refine the five classes 
established by PCA utilizing a dummy matrix as mentioned in Chapter 2.  Each sample was 
assigned unity according to class membership, and then was submitted for PLS-DA analysis in 
order to enrich the classifications.  PLS-DA generated a four-component model for cross 
validation with R2Y (cum) = 0.997 and Q2 (cum) = 0.995, each leveling off at the fourth 
component.  When comparing plots of PLS to PCA, the groupings are condensed for PLS-DA 
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(Figures 12 (a-b)).  Note that the PLS-DA plots the data on the mirror image of the plot for PCA 
(samples are inverted); this will become more apparent with each additional PCA and PLS-DA 
comparison of each fuels independently studied.     
In order to test the goodness of the PLS-DA model, predictions were made on randomly 
selected spectra.  Out of the 50 spectra (10 x 5 groups), three spectra were randomly selected per 
group to make fifteen test spectra (3 x 5) so that the remaining thirty-five spectra were used to 
build a prediction model. Recall the dummy matrix of zeroes and ones, with the ones indicating 
the class membership for a fuel type, therefore the predicted values from the test spectra should 
be approximately unity. A cut-off of ± 0.5 has been used in the literature, as well as ± 0.1. In this 
study, 1.0 ± 0.1 was used.  Table 8 summarizes the predictions from the model using all 3351 
wavenumbers collected.   The predictions on the full spectroscopic model were 100 % successful 
in predicting the test objects.  Of note, diesel fuel had the largest %RSD and sugar the least.   
FIGURE 12. Comparison of (a) PCA and (b) PLS-DA score plots for all 50 spectra in the 








Table 8. Predictions of PLS-DA models on 18 spectra (a) PLS-DA predictions using all 
3351 wavenumbers, (b) PLS-DA predictions using 15 VIPs.  %RSD = % relative standard 
deviation with a threshold of 1.00 ± 0.10 to assign the classes to the spectra.  





Summary Fuel Predictions - 3351 Wavenumbers Summary Fuel Predictions - 16 Wavenumbers
ULSD Biodiesel Jet Fuel Kerosene Sugar
Pred 1 0.952 0.999 0.958 0.947 0.997
Pred 2 0.990 1.009 0.963 0.952 0.996
Pred 3 0.988 1.007 0.967 0.951 0.995
Mean 0.977 1.005 0.963 0.950 0.996
%RSD 2.169 0.504 0.449 0.327 0.094
%rel. err. 0.024 0.005 0.039 0.052 0.004
Summary Fuel Predictions - 16 Wavenumbers
ULSD Biodiesel Jet Fuel Kerosene Sugar
Pred 1 1.017 0.992 0.997 0.976 1.002
Pred 2 1.043 0.998 0.987 1.017 1.007
Pred 3 0.912 0.998 0.971 1.033 1.006
Mean 0.991 0.996 0.985 1.009 1.005
%RSD 6.998 0.322 1.349 2.878 0.263





Not all 3351 variables (wavenumbers) are significant in building a prediction model. 
PLS-DA calculates diagnostic variables, VIPs (Chapter 2), and orders them according to their 
significance. A careful selection of VIPs with intensities ≥ 0.80 led to sixteen new variables that 
were used to build a more refined model. Predictions by this second model are summarized in 
Table 8(b), with 100% correct predictions.   
Other diagnostic tools from PLS are R2VX and R2VY. When these variables are plotted 
based on PC1 to PCn as the model is being built, variables associated with the objects being 
classified may be determined. Figure 13 (a-b) summarizes the plots for both R2VX and R2VY 
for the first 5 PCs.  In the first component (R2VY (1)), biodiesel (0.746) is extracted by variables 
of 2878 cm-1 (methyl stretching), 1713 cm-1 (aliphatic C=O stretch of esters), 1246 cm-1(C-C-O 
stretch), 1198 cm-1 (C-O stretch) and 1172 cm-1 (methylene bending).  This component also 
contains the largest variation in the data set, which is evident as biodiesel is absent in the 
components that follow (values for biodiesel < 0.20 for variable components 2 through 5).  Sugar 
(0.625) is the major class identified by R2VY (2) and R2VX (2) both indicated by the color blue 
in the column graph.  The wavenumbers, or variables predominating for sugar, are 3005 cm-1  (sp2 
CH), 1058cm-1 (asymmetric C-C-O stretch) and 1033 cm-1(C-O stretch vibration), which all relate 
to the HC chain with –OH groups, a major component of sugar.  Jet fuel (0.431) and kerosene 
(0.370) are both extracted in the R2VY (3), and to some extent the remaining information for 
sugar, with the major peak identifying these as 2326 cm-1 (possible CO2) and to some extent 
1444cm-1 (methylene bending) and finally diesel extracted in the R2VY (4) component with very 
little information left in the wavenumbers (all below 0.1).  Thus, a combination of wavenumbers 




FIGURE 13. (a-b):  R2VY & (b) R2VX values for five components summarized in a 










3.2.2 Proof of Concept Using Local Diesel Fuels  
 
3.2.2.1 Preprocessing on Local Fuels 
 
Diesel fuels collected from fuel stations representative of local retailers within the 
metropolitan Atlanta (BP, Chevron (CHV), Exxon (EXX), QuikTrip (QT), RaceTrac (RAC), 
Shell (SHE), Sunoco (SUN) & Texaco (TEX)) were used to determine the feasibility of 
discriminating fuel brands from one another.  Upon leaving the terminal, many retailers have an 
additive package to incentivize consumers to buy their products.  The packages make up less 
than 1% of the overall fuel composition but are touted in advertising to give better engine 
performance, cleaner burning, and need fewer emissions.  Successful research has been 
completed on fuels that are from different regions of a continent, or even different countries in 
which the variation between fuels can vary greatly according to government regulations.10,17,32,33  
more challenging though is determining if the same success in differentiating these fuels can be 
attained by analyses on small local area markets in which the government regulations are the 
same, only brand additives and transportation contaminants account for any deviation.   
Spectra of local diesel fuels collected in mid-IR ((4000cm-1-650cm-1) are shown in Figure 
14.   Due to the very high correlation in the spectra, it is not possible to determine visually which 
fuel belongs to which retailer, however there are some areas in the spectra where the peaks are 
unique to one, two, or three fuels when contrasted with the others.  For example, in the range of 
3500 cm-1-3100 cm-1, Chevron and RaceTrac have a broad peak, unlike others in the group.  This 
peak range is indicative of nitrogen bonding around 3300cm-1 and aromatic stretching near 
3100cm-1. Hydro processing is used in the refining process to remove nitrogen, sulfur and other 
reactive compounds34, but trace amounts can be left behind.  Shell, Sunoco and Chevron have a 
similar triple-peak arrangement in the 1100 cm-1-950cm-1 range.  Near 1100cm-1, the peak implies 
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four or more methylene groups in a chain are present and at approximately 1000 cm-1-950 cm-1, 
carbon to carbon double bonding and vinyl stretching (C=CH2) are present.   While these ranges 
contain unique identifiers when compared to other local fuels, they are not unique enough to 
claim identity to a specific brand, so further analysis using ANOVA and correlations was 
necessary.   
FIGURE 14.  Summary plot of the averages of 10 total FT-IR spectra per local Atlanta 
area diesel fuel for visual comparison. Perkin Elmer Spectrum 400 FT-IR/ATR for 




After baseline correction and normalization, ANOVA values were calculated across the 
local diesel fuel brands and summarized in the ANOVA Table 9.  The variation studies  among 
the brands (BP, CHV, EXX, QT, RAC, SHE, SUN and TEX) in Table 9, row 2, have Fcal 
(126.995) value higher than the Fcrit (1.275) with 79 degrees of freedom (DF), calculated using 
Equation 6, at a 95% confidence level, and a p-value of 0.000 indicating that the means on the 
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averages obtained for the eight retailers’ diesel fuels are significantly different, indicating 
diversity in the chemical composition of the fuel based solely on the spectra.  The Fcal within each 
brand BP (0.090), CHV (0.174), EXX (0.016), QT (0.017), RAC (0.119), SHE (0.157), SUN 
(0.126) and TEX (0.172), are below the Fcrit (1.880) with 9 degrees of freedom (DF), at 95% 
confidence level, and a p-value greater than p-value > 0.95 indicating there are no significant 
differences between the 10 spectra per brand.  The overall average of 0.705 ± 0.82%RSD 
denotes good spectroscopic precision.   
TABLE 9.  Summary of ANOVA results for the eight local Atlanta area diesel fuels within 
group, as well as ANOVA results for between groups (All Local Fuels).  Fcal is based on Eq. 
6, DF=degrees of freedom.  
 
 
The correlation table (Table 10) summarizes the relationships between each of the local 
diesel fuels.  Recall that the closer the correlation value is to 1.00, the greater the association.  
Each sample is correlated with itself in a correlation value of 1.00 and they are located on 
diagonals in the table. All the correlation values are equal to or greater than 0.90 and therefore 
strongly correlated; the highest correlation value exists between samples SHE and SUN (0.997) 
and the least between TEX and CHV (0.899).  In order to identify the slight variation between 





Objects  %RSD F-Calc F-Crit, DF P-Value
All Local Fuels 0.104 23.925 126.995 1.275, 79 0.000
BP 0.094 0.683 0.090 1.88, 9 1.000
CHV 0.141 0.689 0.174 1.88, 9 0.997
EXX 0.096 0.296 0.016 1.88, 9 1.000
QT 0.114 0.272 0.017 1.88, 9 1.000
RAC 0.091 0.819 0.119 1.88, 9 0.999
SHE 0.129 0.685 0.157 1.88, 9 0.998
SUN 0.114 0.675 0.126 1.88, 9 0.999
TEX 0.056 1.525 0.172 1.88, 9 0.997
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3.2.2.2 Principal component analysis on local diesel fuels 
Analysis of the 80 x 3351 matrix of local diesel fuels yielded good classification of the 
fuels using PC1 and PC2 score plot (Figure 13).   PC1 and PC2 account for 83.5 % variability in 
the data with PC1 accounting for the largest variance (72.6%) and PC2, the second largest 
variance (10.9%).   Each of the samples is clearly resolved with no outliers present based on T2 at 
a 95% confidence level.  EXX has the tightest cluster, located in the upper right quadrant, 
indicating that there is little variation between the 10 spectra taken and the greatest variation for 
within-group analysis.  SHE located in the middle left area of the score plot shows some 
spreading out.   The scattering of points could indicate contamination in the sample or 
indeterminate error.  The correlation values can be used to support the information in the score 
plots: SHE & SUN are grouped close to one another and in the same quadrant on the left side 
and are the most similar based on PCA, and share a strong correlation (0.997),  QT and EXX 
also share strong correlation values, and while the two classes are in opposite quadrants, their 
distance, from the center to center for their clusters, is closer than their distance to any other 
local fuel.  On the other hand, the CHV and TEX brands are on opposite sides of the plot as well 
as farthest from one another in distance indicating significant differences in their spectra, also 
supported by correlation coefficients (0.899).   
BP CHV EXX QT RAC SHE SUN TEX
BP 1.000 0.977 0.993 0.983 0.989 0.988 0.994 0.969
CHV 0.977 1.000 0.985 0.991 0.976 0.985 0.978 0.899
EXX 0.993 0.985 1.000 0.996 0.986 0.983 0.984 0.942
QT 0.983 0.991 0.996 1.000 0.974 0.985 0.980 0.912
RAC 0.989 0.976 0.986 0.974 1.000 0.967 0.975 0.959
SHE 0.988 0.985 0.983 0.985 0.967 1.000 0.997 0.931
SUN 0.994 0.978 0.984 0.980 0.975 0.997 1.000 0.955
TEX 0.969 0.899 0.942 0.912 0.959 0.931 0.955 1.000
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FIGURE 15:  PCA score plots of the first and second principal components for each local 
Atlanta Diesel Fuel showing possible outliers via Hoteling’s T2at the 95% confidence level: 
10 total scores per fuel, 3351 wavenumbers. (BP, QT, SUN=Sunoco, SHE=Shell, 




3.2.2.3 Partial least squares discriminant analysis on local diesel fuel  
While PCA was able to classify the local diesel fuels, PLS-DA was used to refine the 
separation of the classes defined by PCA. PLS-DA also generates additional diagnostic 
information for further characterization. Analysis of the same 80 by 3351 matrix used in PCA, 
but modified for PLS-DA, yielded the following diagnostics for goodness of fit and predictive 
ability: R2Y (cum) = 0.939 and Q2 (cum) = 0.856.  Due to the enhancement by PLS-DA, the 
groupings became much tighter (Figure 16) for the eight local fuel classifications. Both the PCA 
and PLS-DA results demonstrated that diesel fuel brands, in spite of their similarities in chemical 
and physical composition, could be differentiated using FTIR-ATR/Chemometrics combination. 
This finding prompted us to explore more fuels.   
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In PLS-DA, when choosing the best-fit model for samples where between group 
correlations are predominantly greater than r = 0.95, limiting the number of classes to 5-6 is 
optimal.  Therefore, in order to determine the optimum model for predictions, samples with 
correlation values ³0.99 were removed from the dataset (BP and SHE).  A review of the PLS 
score plot for the best-fit full spectroscopic model (Figure 17) shows that there are six clearly 
resolved classes of fuel for the six fuel samples included: CHV, EXX, QT, RAC, TEX and SUN.  
The Q2 values are directly linked to the quality of the predictions in the model and therefore the 
greater the Q2 value, the better the model.  The best-fit model with six fuels has R2Y = 0.964 and 
Q2Y = 0.909 which are slightly improved from original eight-sample model and will be used to 
make predictions regarding the classification of unknowns. 
The data set for the local fuels was further refined by selecting the most significant 19 
VIPs chosen according to the plot of wavenumbers versus VIPs (Appendix A-5).  The abridged 
model (variables reduced from 3351 to 19) model is identified as abridged in Table 11 and shows 
an increase in the predictive ability (Q2 (cum) = 0.933) and goodness of fit (R2 (cum) = 0.933) 
when compared to the model using 3351 data points for the spectra.  The PLS plot of the 
abridged model is displayed in Figure 18, which shows some relocation of the fuels when 
compared to the full model but still contains six well resolved classifications.  EXX and RAC 
have grouped closer to one another near the origin in the abridged model indicating greater 
similarity when 19 VIPs were chosen.  TEX and CHV are still on opposite sides of the lower 
hemisphere. 
  Predictions for a full spectroscopic model and one using the 19 VIPs are seen in Table 
12.  The full spectroscopic model had only 55.6% correct predictions when using the threshold 
of 1.0 ± 0.1, with the VIP model bettering the predictions to 94.4%.  By narrowing the data set to 
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nineteen variables that directly related to the chemical composition of the fuels in addition to 
VIP intensities greater than 0.80, more correct predictions were obtained.  
FIGURE 16.  Score plot for PLS for comparison with PCA (Figure 16) of all 8 local diesel 
fuels, 10 scores per fuel for all 3351 wavenumbers.  Unresolved groupings for TEX, EXX 
and QT.  R2Y (cum) =0.965 & Q2 (cum) =0.869. 
 
 
Table 11. Summary statistics of R2Y and Q2Y obtained from the PLS model to determine 
the best-fit model full model (3351 wavenumbers) and abridged (19 VIPs).  The model 
includes: CHV, EXX, QT, RAC, TEX and SUN.   
 
  
While the dummy variables (0, 1) were used successfully to classify fuels, we were 
curious to find out if the physicochemical variables had any contribution to the characteristics of 
the fuel spectra. This question was investigated in the subsequent sections. 
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Figure 17.  Score plot for PLS with BP & SHE removed for the best-fit model.  Ten scores 
per fuel for all 3351 wavenumbers. PC1 versus PC2 plot accounting for 86.5% variance in 




Figure 18.  Score plot for PLS-DA with BP & SHE removed for best-fit model narrowed to 
19 VIPs.  Ten scores per fuel for all 3351 wavenumbers. PC1 versus PC2 plot accounting 
for 88.1% variance in the data using Hoteling’s T2 with 95% confidence level.  R2Y (cum) 




Table 12. Prediction values for the best fit PLS model with the six local fuel samples (CHV, 
EXX, QT, RAC, TEX and SUN) (a) full spectrum model and (b) the abridged model using 
VIPs.  %RSD = % relative standard deviation with a threshold of 1 ± 0.1 to assign the 




Predictions for Local Fuel Samples - All 3351
CHV EXX QT RAC SUN TEX
Pred 1 1.041 0.972 0.951 0.725 0.854 0.871
Pred 2 0.875 0.956 0.997 0.868 0.842 0.958
Pred 3 0.832 0.959 0.920 0.925 0.938 0.794
Mean 0.916 0.962 0.956 0.839 0.878 0.874
%RSD 12.051 0.889 4.040 12.273 5.938 9.340




3.2.3 Ultra-low Sulfur Diesel Fuel (ULSD) 
 
3.2.3.1 Preprocessing on ULSD fuels 
 In Figure 19 are eleven ULSD samples obtained from the Georgia Department of 
Agriculture, including one standard (ULSD 12) from VHG labs for a total of 120 spectra.  The 
eleven GDOA samples are from four different terminals within the GDOA jurisdiction: Kinder 
Morgan (SE Terminals 1 & 2 in N. Augusta, South Carolina), Lincoln Terminal (Chattanooga, 
TN) and Epic Midstream (Bremen, GA) and were all collected between the months of December 
2016 and March 2017 (Table 2).  
The functional groups that are represented in the IR spectra for ultra-low sulfur diesel are 
paraffins, napthalenes, olefins and polycyclic aromatic hydrocarbons (PAH).  Major peaks for 
the ULSD fuels have been identified and summarized in Figure 20.  The most intense peaks near 
3000cm-1-2900cm-1 are representative of the n-alkyl methyl and methylene groups that dominate 
these fuels.  Secondary peak heights are in the 1460cm-1-1377cm-1 range are characteristic of the 
bending of n-alkanes (n>4) and the asymmetric methylene bending in these molecules.  Other 
important peaks in the fingerprint region for the ULSD fuels are 820cm-1 (C=C¯H), 750cm-1 and 
690 cm-1 (mono-substituted rings) and 720cm-1 rocking peak (alkenes with carbon chains >7C).17      
Similarities of ULSDs are also confirmed by the correlation coefficients (Table 14). The 
correlations range from 0.925 to 0.998. Unlike the summary fuel data, the ULSD fuels have 
correlations that are all greater than 0.925 (Table 14).  These samples were “prior to the inclusion 
of additives from the retailer which can account for 1-2% variability in the samples,” according 
to the GDOA lead oil chemist, David Au, resulting in greater correlations than the local fuels.  
The GDOA collection for USLD4 was from the Kinder Morgan (SE Terminal 1), in N. Augusta, 
South Carolina, during the month of February 2017 and ULSD7 was taken from the Lincoln 
Terminal, in Chattanooga, Tennessee, also during the month of February 2017.  It is expected 
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that these samples may differ based on the terminals and location.  Likewise, ULSD5, ULSD6, 
ULSD7 and ULSD8 all were samples taken from the Lincoln Terminal for continuous months of 
December 2016, January 2017, February 207 and March 2017 and have correlation values 
between 0.973-0.979, indicating strong similarities as a result of terminal location.   
FIGURE 19.  FT-IR spectra of the ULSD samples, including a ULSD standard for 




The ANOVA table for the full spectroscopic range, for a total of 120 spectra (12 samples 
x 10 spectra per fuel sample) is displayed in Table 13.  Row 2, columns 2-6, contain the variation 
study results for within-group analyses of ULSD for all samples.  The Fcal (68.822), calculated 
according to Equation 6, was greater than Fcrit (1.22, DF=119) at 95% level of confidence, 
indicating that the spectra of 12 total samples are significantly different.  Fcal values for individual 











indicating that these samples are the same, except for ULSD6 and ULSD10 which have a higher 
Fcalc (0.817, 0.549 respectively). The exception may indicate non-homogeneity due to 
contamination from the gathering of the sample and will be further reviewed in the GDOA 
analysis.   The overall average of 0.877 %RSD ± 0.789 indicates good spectroscopic precision.  
Averages of the means for the all twelve samples of ULSD range from 0.071 (ULSD3) to 0.134 
(ULSD5), with many having similar averages, adding to the difficulty in using only preliminary 
statistics to differentiate the samples. These fuels are very similar.  
FIGURE 20.  Peak Identification of representative sample FT-IR spectra of an ULSD 






TABLE 13. Summary of ANOVA, showing the variance between samples and within 
sample groupings for the ULSD samples (ULSD1-ULSD11) collected as well as one 








 3.2.3.2 Principal component analyses on ULSD fuels 
The score plot for the twelve ULSD samples, which include a standard, is displayed in 
Figure 21 for PC1 and PC2.  A total variance of 81.2% is accounted for in these two principal 
components, with PC1= 62.8% and PC2= 18.4%.  There is clear resolution for the twelve 
samples, with tight groupings for all ten spectra per sample, however, there is a greater degree of 
scattering for ULSD10 and ULSD6.  Scattering could also be sign of contamination or non-
homogeneity to the fuel.  ULSD 6 when compared to all other samples in the ULSD analysis, has 
one of the lowest API gravity values (35.9), high residue % (1.4) and one of the lowest initial BP 
Objects  %RSD F-Calc F-Crit, DF P-value
ULSD1-ULSD12 0.101 18.297 68.822 1.22, 119 0.000
ULSD1 0.107 1.070 0.269 1.88,9 0.983
ULSD2 0.092 1.519 0.424 1.88,9 0.923
ULSD3 0.071 1.056 0.128 1.88,9 0.999
ULSD4 0.092 1.326 0.330 1.88,9 0.965
ULSD5 0.134 0.520 0.091 1.88,9 1.000
ULSD6 0.119 1.666 0.817 1.88,9 0.600
ULSD7 0.091 0.151 0.004 1.88,9 1.000
ULSD8 0.098 0.504 0.049 1.88,9 1.000
ULSD9 0.078 0.564 0.043 1.88,9 1.000
ULSD10 0.121 1.353 0.549 1.88,9 0.840
ULSD11 0.086 0.652 0.067 1.88,9 1.000
ULSD-STD (ULSD12) 0.119 0.138 0.004 1.88,9 1.000
ULSD1 ULSD2 ULSD3 ULSD4 ULSD5 ULSD6 ULSD7 ULSD8 ULSD9 ULSD10 ULSD11 ULSD12
ULSD1 1.000 0.995 0.979 0.962 0.992 0.976 0.990 0.995 0.982 0.978 0.980 0.989
ULSD2 0.995 1.000 0.993 0.978 0.978 0.981 0.987 0.995 0.991 0.979 0.988 0.977
ULSD3 0.979 0.993 1.000 0.976 0.948 0.965 0.977 0.987 0.994 0.964 0.988 0.955
ULSD4 0.962 0.978 0.976 1.000 0.944 0.992 0.936 0.964 0.966 0.983 0.969 0.925
ULSD5 0.992 0.978 0.948 0.944 1.000 0.973 0.974 0.979 0.955 0.972 0.955 0.985
ULSD6 0.976 0.981 0.965 0.992 0.973 1.000 0.945 0.971 0.961 0.993 0.967 0.947
ULSD7 0.990 0.987 0.977 0.936 0.974 0.945 1.000 0.985 0.975 0.944 0.964 0.992
ULSD8 0.995 0.995 0.987 0.964 0.979 0.971 0.985 1.000 0.995 0.980 0.994 0.977
ULSD9 0.982 0.991 0.994 0.966 0.955 0.961 0.975 0.995 1.000 0.972 0.998 0.957
ULSD10 0.978 0.979 0.964 0.983 0.972 0.993 0.944 0.980 0.972 1.000 0.981 0.946
ULSD11 0.980 0.988 0.988 0.969 0.955 0.967 0.964 0.994 0.998 0.981 1.000 0.949
ULSD12 0.989 0.977 0.955 0.925 0.985 0.947 0.992 0.977 0.957 0.946 0.949 1.000
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values (333ºF).  On the other end of the spectrum, ULSD 10 has a considerable low Cetane 
(37.7), high API gravity (50.5), low % residue (0.4) and high initial BP (344ºF).  Even with these 
differences which should be indicated by the spectra, the correlation table shows a strong 
correlation value of 0.993 and is supported by their proximity to one another in the lower right 
quadrant.  The lowest correlation is between ULSD12 (STD) and ULSD4, reinforced by their 
positioning in the score plot.  It is expected that the ULSD12 would be separated from the other 
samples because it is a laboratory standard, free of contaminants.  Multiple samples in the data 
set have considerable strong correlation to ULSD8 (0.995): ULSD1, ULSD2, and ULSD9, with 
an even greater correlation for ULSD9 to ULSD11 (0.998.)  These results in samples grouping 
near one another in the PCA and PLS score plots and will be re-evaluated when narrowing the 
data set to the appropriate 5-6 samples26 which are optimal for modeling with such high 
correlation values. 
FIGURE 21.  Score plots of the first and second principal components for each of the 
ULSD fuels and one standard showing possible outliers via Hoteling’s T2 at the 95% 





3.2.3.3   Partial least squares analysis on ULSD fuels 
  As shown in Figure 22, PLS-DA score plots are much tighter than those from PCA. 
However, the R2Y (cum) and Q2 (cum) were as low as 0.909 and 0.582 respectively for the full 
model (120 samples by 3351 wavenumbers). It was found that a PLS model could be improved if 
the number of ULSD samples is decreased to 5 – 6 samples and if highly correlated fuels were 
removed. The dummy input matrix (0, 1) seems to decrease in its efficiency if the number of 
samples is higher than 6.  A model including ULSD3, ULSD5, ULSD6, ULSD7, ULSD9 and 
ULSD12 (Figure 23) gave R2Y (cum) and Q2 (cum) of 0.986 and 0.979 respectively, as 
summarized in Table 15. This model was then used for further analysis.  
FIGURE 22.  PLS score plot of the first and second principal components for comparison 
with PCA of all 12 samples (ULSD1-ULSD11, ULSD12 = U-STD) using 3351 





This six-sample model was used to obtain the VIP values (A-5) for ULSD. Based on the 
VIP plot, 19 variables were  chosen corresponding  to the major peaks in the original IR spectra 
and had intensities greater than 0.80 when plotted.26  
Predictions were made for both the full spectra model and a VIP model using the six 
selected fuels (ULSD3, ULSD4, ULSD6, ULSD7, ULSD9, and ULSD12).  Table 16 illustrates 
that the full model underperforms with 33.3% correct predictions when compared to the VIP 
model with 94.4% correct predictions within a threshold of 1.0 ± 0.1.   
FIGURE 23.  PLS score plot of the first and second principal components for comparison 
with PCA of ULSD3, ULSD4, ULSD5, ULSD6, ULSD9, and ULSD12. Ten scores per fuel 






TABLE 15. R2Y (cum) and Q2 (cum) values for the determination of the best-fit model 
using the full spectroscopic model and 19 VIPs 
 
 
TABLE 16. Predictions for Best Fit Model of Samples 3,5,6,7,9 and 12 (STD) (a) 3351 
wavenumber with 33.3% correct predictions, (b) 19 VIPs chosen with 94.4% correct 





3.2.3.4 Georgia Department of Agriculture Analysis Using PCA and PLS-DA for ULSDs 
The Georgia Department of Agriculture uses specific physicochemical parameters to 
determine a pass/fail rating for all fuels sold within the state of Georgia; a summary of these 
parameters is contained in A-1.  In order to find out if these parameters characterized fuel 
spectra, the dummy variables in PLS-DA were replaced by the physicochemical variables. The 
variables included initial BP, 10% distillation, 50% distillation, 90% distillation, endpoint, % 
residue, % loss, sulfur, flashpoint, API gravity and cetane.   R2Y and Q2Y cumulative values were 
ULSD Biodiesel
All 3351 Wavenumbers R2Y(cum) Q2(cum)
ULSD-12 samples 0.909 0.582
Samples 3,5,6,7,9,12 0.986 0.979
VIPs chosen (19 wavenumbers) R2Y(cum) Q2(cum)
ULSD-12 samples 0.443 0.417
Samples 3,5,6,7,9,12 0.972 0.953
Prediction Values for "Best Model" Samples of ULSD (3351 wavenumbers)
ULSD3 ULSD5 ULDS6 ULSD7 ULSD9 ULSD12
PRED 1 0.657 0.735 0.663 0.950 0.548 0.966
PRED 2 0.635 0.779 0.597 0.942 0.435 0.963
PRED 3 0.599 0.761 0.589 0.941 0.511 0.967
Mean 0.630 0.758 0.616 0.945 0.498 0.965
%RSD 4.710 2.912 6.563 0.538 11.613 0.228
%rel. err. 0.586 0.319 0.623 0.059 1.008 0.036
bb	 Prediction Values for "Best Model" Samples of ULSD (19 wavenumbers)
ULSD3 ULSD5 ULSD6 ULSD7 ULSD9 ULSD12
PRED 1 0.972 0.899 0.920 1.009 1.004 1.003
PRED 2 0.872 1.050 0.965 0.901 0.966 0.986
PRED 3 1.077 0.935 0.958 0.928 0.974 1.007
Mean 0.974 0.961 0.948 0.946 0.981 0.999
%RSD 10.493 8.213 2.541 5.947 2.068 1.102




collected in order to select the most appropriate model.  Table 17 summarizes four models that 
were tested. When all wavenumbers (3351) are used for the eleven ULSD fuels, the R2Y (cum) 
and Q2 (cum) values are much lower than when the fuels are reduced to 5 to 6. Similarly, using 
the nineteen VIP-selected wavenumbers to build a model for all eleven fuels yields much lower 
R2Y (cum) and Q2 (cum) values (Table 17). It seems that, due to high similarities among the 
fuels, PLS-DA handles collinearity better on fewer objects. This pattern was also observed with 
later models from PLS-DA.  Note that the ULSD12 was removed from the data set because it 
was not analyzed by the GDOA for its physicochemical properties.   
TABLE 17. R2Y (cum) and Q2 (cum) values for determination of the best fit model of ULSD 
fuels including the GDOA physicochemical characteristics for full spectroscopic model and 




Results in Table 17 show that for the best model used, there is direct link between the 
ULSD spectra and the physicochemical variables. Of these physicochemical characteristics, 
cetane is only applicable to the ULSD fuel types.  The cetane number relates to how easily a fuel 
begins to burn (auto ignites) with a minimum number requirement in the U.S. of 40 set by 
ASTM D975 Requirements for Diesel Fuel Oils. A higher cetane number has a shorter ignition 
delay period with the delay determined by its chemistry.  The cetane number requirement limits 
increasing the number of aromatics in ULSD.34  Equation 20 shows the mathematical calculation 
for determine cetane number.  
ULSD w/GDOA data inlcuded Biodiesel w/GDOA data included
All 3351 Wavenumbers R2Y(cum) Q2(cum)
ULSD-11 samples 0.568 0.537
Samples 3,5,6,7,9 0.990 0.983
VIPs chosen (19 wavenumbers) R2Y(cum) Q2(cum)
ULSD-11 samples 0.572 0.539
Samples 3,5,6,7,9 0.968 0.956
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ULSD10 in our original analysis showed a cetane value of 37.7 with the other fuels 
ranging from 47-48.5.  Reviewing the equation, cetane number and API are inversely 
proportionate to one another; as API gravity goes up, the cetane number goes down.  A heavier 
fuel, due to the increase number of aromatics (by weight) will take longer to auto ignite.  
ULSD10 could be an outlier or leverage point for this variable, greatly influencing the 
classification of the fuels when appending the spectra with the physicochemical characteristics.  
A summary of predictions for the GDOA physicochemical characteristics of the ULSD 
samples and the local fuels can be seen in Tables 18 and 19 respectively.  Each table provides the 
number of correct predictions for each variable in the dataset for the best-fit full spectroscopic 
model and one using the nineteen VIPs (exact values for each variable can be seen in A-19 and 
A-20).   For ULSD-related physicochemical variables, the VIPs model (19 variables) shows 
better predictions than the full 3351 variable model. While the predictions are 80 % to 100 % 
correct for most physicochemical variables, % loss, % residue and sulfur have low predictions, 
maybe because these variables do not have much impact on the ULSD spectra.  
The local fuel samples, which were our proof of concept for the overall study show 
similar results for the distillation variables (10%, 50%, and 90% distillation) but with 100% also 
correctly predicted for API gravity and cetane.  However, flashpoint was poorly predicted. The 
VIP model for initial BP only produced 91.7% predictions and flashpoint produced less than 
𝑪𝒆𝒕𝒂𝒏𝒆	𝑵𝒖𝒎𝒃𝒆𝒓 
 
= (−0.11 ∗ 𝐼𝑃) + (0.0926 ∗ 𝐷10) + (0.0119 ∗ 𝐷50) + (0.1308 ∗ 𝐷90) + 7083.0 ∗ Z1 𝐸𝑃p ^










50% for either model.  Unfortunately, %residue, %loss and sulfur content are not so easily 
predicted by any of the models: using either full spectroscopic range or 19 VIPs for either the 
ULSD or local fuels.   
It takes very detailed and long procedures and expensive machinery to determine some of 
these physicochemical variables, as we learned from the GDOA staff. A fine-tuned model of the 
fuel spectra using chemometrics can provide a fast, cost-effective approach of characterizing 
fuels with good precision, considerable savings in man-hours and instrument fatigue.   Notably, 
the predictions on local diesel fuel samples were successfully achieved by utilizing the GDOA 
ULSD prediction model, without inclusion of the local diesel fuels in the training set.  
TABLE 18. Predictions of the physicochemical variables of ULSD using the best-fit model 




Full Model 19 VIPs
ULSD # Correct % Correct # Correct % Correct
Initial BP 30 90.9 31 93.9
10% distillation 33 100.0 33 100.0
50% distillation 33 100.0 33 100.0
90% distillation 33 100.0 33 100.0
EndPoint 33 100.0 33 100.0
% Residue 14 42.4 12 36.4
% Loss 5 15.2 9 27.3
Sulfur 21 63.6 19 57.6
Flashpoint 27 81.8 27 81.8
API Gravity 30 90.9 30 90.9
Cetane 30 90.9 30 90.9
GDOA Data Predictions (3 test for 11 samples = 33 total) GDOA Data Predictions (3 test for 8 samples = 24 total)
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TABLE 19. Comparison summary for predictions of the physicochemical characteristics of 
the local fuels using the best-fit model for a full spectrum and the abridged model of 
nineteen VIPs.  
 
Full Model 19 VIPs
Local # Correct % Correct # Correct % Correct
Initial BP 24 100.0 22 91.7
10% distillation 24 100.0 24 100.0
50% distillation 24 100.0 24 100.0
90% distillation 24 100.0 24 100.0
EndPoint 24 100.0 24 100.0
% Residue 1 4.2 1 4.2
% Loss 0 0.0 0 0.0
Sulfur 4 16.7 8 33.3
Flashpoint 10 41.7 10 41.7
API Gravity 24 100.0 24 100.0
Cetane 24 100.0 24 100.0
GDOA Data Predictions (3 test for 8 samples = 24 total)
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3.2.3.5 Model Evaluation Using Random Variables for ULSD fuels 
In order to determine the impact of the physicochemical variables in classifying fuel 
spectra and predicting the same variables on test spectra, a prediction model was built using 
randomized physicochemical variables using the RANDBETWEEN command in Excel.  The 
specific parameters for these random numbers are summarized in Appendix A-21. For each 
physicochemical variable, a range of values was chosen past the minimum and maximum of each 
variable. This range was submitted to the RANDBETWEEN function in MSExcel. The 
randomized values constituted the Y-matrix in PLS. 
Regression plots (Figure 24(a)) were made to determine the relationship between X 
(spectra) and Y (physicochemical variables).  Later, the generated random numbers replaced the 
physicochemical variables in PLS.  The results for the randomized Y-matrix are summarized in 
Figure 24(b). This regression model exhibits a scatterplot of t [1] vs u [1] with a diagonal trend, 
indicating positive linear correlation between X and Y with the regression line showing R2 = 
0.972.  For Test 2, plotting of t[1] vs. u[1] displays an arbitrary scattering of the data and its 
regression line showing  R2 = 0.206, showing no relationship between the X and Y variables.  
The ULSD regression model with the true physicochemical characteristics given by GDOA 
in(Figure 25 (a)) produced a three component model with R2Y = 0.934 and Q2Y = 0.906.  In Test 
2 (Figure 25 (b)) a three-component model was forced by the analyst to obtain R2Y and Q2Y 
values, which are both zero.  By randomizing the data outside an appropriate range for the 
physicochemical characteristics, the relationship is lost.  In summary, the GDOA data does have 
a relationship to the spectra and they can be predicted when analyzed in conjunction with the 19 




FIGURE 24.  Plot of t [1] vs. u [1] for determining the relationship between VIP 
wavenumbers and the GDOA physicochemical characteristics (a) regression line produced 
by the actual ULSD physicochemical characteristic values given and (b) Test 2 using the 









FIGURE 25.  Summary of fit for X-matrix of 19 VIPs and Y-matrix of 11 GDOA 
physicochemical characteristics using a random number generator in excel (a) model 
produced by the actual ULSD physicochemical characteristic values provided by GDOA 










3.2.4  Biodiesel  
3.2.4.1  Preprocessing for Biodiesel fuels  
 For within-group analysis of the biodiesel fuels, six biodiesel (B99 = 99% biodiesel) 
samples were collected from GDOA and analyzed alongside two standards for biodiesel (100% 
biodiesel and high cetane diesel fuel (HCDF) which is 0% biodiesel) purchased from VHG labs.  
Biodiesel fuels can vary significantly based on the type of biological material used in the refining 
process.  They can be derived from oils or fats, which can include, but are not limited to animal 
fats, vegetable oils, nut oils, hemp, and algae.  The origin of the B99 samples from GDOA are 
unknown.  The six samples are from two different terminals (Table 2) within the GDOA 
jurisdiction:  Epic Midstream terminal (Bremen, GA) and Lincoln Terminal (Chattanooga, TN).    
 To summarize the major peaks that identify biodiesel, eighty spectra (six B99 and two 
standard samples X 10 spectra) were plotted in Figure 26.  Functional groups are identified in 
Figure 27 and show those unique to the biodiesel samples as fatty acid methyl esters (FAME) 
and esters (C=O). The most intense peak is seen at 1743cm-1 indicative of aliphatic C=O stretches 
of esters.   Secondary peaks at 2926cm-1 and 2855cm-1 are characteristic of methylene stretches, 
asymmetric and symmetric respectively.  A doublet peak between 1198cm-1 and 1172cm-1 is also 
present indicating sp2 hybridized C=O bonds seen in unsaturated FAME; when present, one peak 
is typically broader and stronger than the other.  Significant variation is seen in the spectrum for 
HCDF standard which is due to the lack of biological content resulting in an absence of peaks 
near 1740cm-1 and between 1250cm-1 and 1100cm-1.   
ANOVA values for a total of eighty spectra (six biodiesels and two standards) are 
summarized in Table 20.  The variation studies between the biodiesel samples in Table 20, row 2 
have Fcalc (54.523) value higher than the Fcrit (1.28) with 79 degrees of freedom (DF), at a 95% 
confidence level, and a p-value of 0.000 indicating that the means on the averages obtained for 
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the six biodiesel samples are significantly different.  These values indicate that there is diversity 
in the chemical composition based on the IR spectra, and can therefore be exploited using PCA 
and PLS-DA modeling.  The Fcalc for each individual sample, BIO-1 (0.105), BIO-2 (0.092), BIO-
3 (0.110), BIO-4 (0.092), BIO-5 (0.092), BIO-6 (0.114), were all below Fcrit (1.88), with 9 degrees 
of freedom for 95% confidence level and p-value > 0.999 indicating that there the ten spectra per 
biodiesel sample are the same.  Overall means on the averages for the six B99 samples ranges 
from 0.092 (BIO-2, BIO-4, and BIO-5) and 0.114 (BIO-6), a very slight difference.  Note that 
BIO-2, BIO-4 and BIO-5 have the same means on the averages.  A review of Table 2 shows that 
BIO-2 and BIO-4 were samples from the same tank (TK-601) at Epic Midstream over the 
months of January 17 and March 17 which may explain the lack of variation in these two 
samples due to terminal location and time.  The standards (HCDF, B100) were used for 
validation studies later in the project and as standards, they do not have contaminants like the 
B99 fuels.  As such, they have very small Fcalc (≤0.007), significantly lower than Fcrit (1.88) with 
different means on the averages (0.123, 0.128).   
The correlation coefficients further confirm the similarities between these six B99 fuels 
and the B100 standard (Table 21).  BIO-1 thru BIO-6 have correlations values all greater than 
0.984 with the greatest correlation between BIO-1, BIO-2 and BIO-4 (1.000), suggesting they 
are statistically the same.  BIO-4 and BIO-6 have the lowest correlation value (0.984).  As in the 
ULSD model, the high multicollinearity and correlation coefficients higher than 0.95 for the B99 







FIGURE 26.  Summary of FT-IR spectra of the Biodiesel samples obtained from the 
Georgia Department of Agriculture and one B100 standard and one High Cetane Diesel 
Fuel (0% bio-blend) purchased from VHG labs, for visual comparison using a Perkin 




FIGURE 27.  Peak Identification of a representative FT-IR spectrum of B100 standard 













TABLE 20.  Summary of ANOVA results for the six different B99 fuel samples (BIO-1-
BIO-6) with two standards (HCDF=high cetane diesel fuel 0%, B100 = biodiesel 100%).  Fcalc 




TABLE 21.  Correlation table on the averages for each of the B99 samples and biodiesel 




3.2.4.2 PCA for Biodiesel Fuels 
The PCA score plot for the biodiesel samples is shown in Figure 28 (a).  The PC1 versus 
PC2 plot exhibits seven clusters for the eight biodiesels with BIO-2 and BIO-4 are unresolved.  
A total variance of 95.7% is accounted for in the first two PCs with PC1 accounting for 86.4% 
and PC2 only 9.3%.  The HCDF sample is outside the Hoteling’s T2 ellipse at a 95% confidence 
level which was expected due to its 0% biodiesel content.  Because of the leverage by HCDF, the 
B99 and B100 samples cluster closer together as their dissimilarity is minimized by the extreme 
variation to a nonbiological sample.  The spectra for the standards (HCDF and B100), while 
important for validation later, are not necessary for the classification of the six B99 (99% 
biodiesel) samples and were removed for further patterning.  By removing the standards, (Figure 
Objects  %RSD F-Calc F-Crit, DF P-value
BIO1-6 0.105 16.102 54.523 1.28, 79 0.000
BIO-1 0.105 0.579 0.075 1.88, 9 1.000
BIO-2 0.092 0.521 0.046 1.88, 9 1.000
BIO-3 0.110 0.483 0.046 1.88, 9 1.000
BIO-4 0.092 0.722 0.089 1.88, 9 1.000
BIO-5 0.092 0.550 0.053 1.88, 9 1.000
BIO-6 0.114 0.663 0.115 1.88, 9 0.999
HCDF-STD 0.123 0.174 0.007 1.88, 9 1.000
B100-STD 0.128 0.089 0.002 1.88, 9 1.000
BIO-1 BIO2 BIO-3 BIO4 BIO-5 BIO-6 B100 HCDF
BIO-1 1.000 1.000 0.995 1.000 1.000 0.985 0.977 0.771
BIO2 1.000 1.000 0.997 1.000 0.999 0.985 0.982 0.775
BIO-3 0.995 0.997 1.000 0.997 0.995 0.989 0.988 0.784
BIO4 1.000 1.000 0.997 1.000 0.999 0.984 0.982 0.773
BIO-5 1.000 0.999 0.995 0.999 1.000 0.987 0.975 0.763
BIO-6 0.985 0.985 0.989 0.984 0.987 1.000 0.957 0.774
B100 0.977 0.982 0.988 0.982 0.975 0.957 1.000 0.802
HCDF 0.771 0.775 0.784 0.773 0.763 0.774 0.802 1.000
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28 (b)) there is greater separation in the remaining six with the exception of BIO-2 and BIO-4 
which are still unresolved.   
3.2.4.3 PLS-DA for Biodiesel Fuels 
Figure 29 depicts the PLS score plot for PC1 versus PC2 for five select B99 fuels from 
GDOA (BIO-1, BIO-2, BIO-3, BIO-5 and BIO-6).  BIO-4 was removed from the classification 
model to meet the threshold for R2Y and Q2Y.  Removing BIO-4 resulted in an increase for R2Y 
(from 0.769 to 0.993) and Q2Y (from 0.720 to 0.942) as well as five well resolved classes for five 
fuels (BIO-1, BIO-2, BIO-3, BIO-5 and BIO-6).  BIO-1, BIO-2, and BIO-5 group along the left 
side, near one another on the PLS plot, supported by the correlations (>0.99) between them, 
while BIO-6 has the lowest correlation to the other fuels in the PLS model and is located on the 
opposite hemisphere.  The score plot of PC1 versus PC2 accounts for 85.4% of the total 
variability in the data set (PC1 = 72.2% and PC2 = 13.2%). 
A variable selective model was produced from the aforementioned five sample model 
(BIO-1, BIO-2, BIO-3, BIO-5 and BIO-6).  The fifteen VIPs identified (A-2) gave model 
diagnostics of R2Y = 0.921 and Q2Y = 0.891, which are lower than the full spectroscopic model.  
Therefore, the full spectroscopic model (3351 wavenumbers) was used as the best-fit for making 
predictions.   
Predictions made on the full spectroscopic model using five biodiesel samples (BIO-1, 
BIO-2, BIO-3, BIO-5 and BIO-6) produced 73.3% correct predictions within 1.0 ± 0.1, with the 
actual predictions values summarized in Table 22. The greatest %RSD was shown for BIO-2 
(27.288) that could be due to the very high correlation to BIO-1 (1.000).  BIO-6 has the lowest 
%RSD (2.713) and also the lowest correlation values (0.985-0.987) when compared to the others 
in the model.   
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FIGURE 28.  PCA Score plots of the (a)first and second components for each B99 samples 
with two standards (BIO-1-BIO-6, B100, HCDF) and (b)B99 samples only for comparison, 














TABLE 22. Predictions for best-fit model containing BIO-1,2,3,5,6 and calculated using 




3.2.4.4 GDOA Data Analysis using PCA and PLS-DA for Biodiesel Fuels  
Further analysis using a PLS model included the eleven physicochemical characteristics 
for biodiesel provided by GDOA fuel division (Initial BP, 10% distillation, 50% distillation, 90% 
distillation, endpoint, % residue, % loss, sulfur, flashpoint, API gravity and cloud point).  PLS 
modeling using the GDOA information for the five-sample model (BIO-1, BIO-2, BIO-3, BIO5, 
Summary Fuel Predictions - 3351 Wavenumbers lklkj
BIO-1 BIO-2 BIO-3 BIO-5 BIO-6
Pred 1 1.066 0.369 0.987 0.953 0.939
Pred 2 0.944 0.651 1.035 0.881 0.972
Pred 3 0.923 0.538 0.946 0.927 0.991
Mean 0.977 0.520 0.989 0.920 0.967
%RSD 7.895 27.288 4.466 3.956 2.713
%rel. err. 0.023 0.005 0.039 0.052 0.004
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and BIO-6) had greater than 0.90 values for both R2Y and Q2Y model diagnostics, whether the 
model used all 3351 wavenumbers (R2Y = 0.990 and Q2Y = 0.964) or narrowed to the 15 VIPs 
(R2Y = 0.946 and Q2Y = 0.932).  As such, each model is significant for discrimination and 
classification using PCA when coupling the GDOA data to spectroscopic information for 
biodiesel fuels.    
Table 23 summarizes the predictions for the GDOA physicochemical characteristics of 
biodiesel samples using the full spectroscopic model and one using 15 VIPs (exact values can be 
seen in A-16).  For biodiesel, the fifteen VIPs had better predictions than the full (3351) variable 
model.  Predictions were 90% to 100% correct for the majority of the physicochemical variables 
with initial BP, sulfur, flashpoint and cloud point having lower predictions (< 70% correct).   
The variable cloud point is unique to the biodiesel fuels.  Cloud point determination 
relates to the temperature at which the fuel begins to precipitate, causing the fuel to become 
cloudy.32 Research has shown that the higher the saturation rate of the fatty acids in biodiesel, the 
higher the cloudpoint.35,36 Au, at GDOA stated that sampling technique, contamination, or varying 
chemical composition of the types of oil and fat used for biodiesel are causes of variation in 
initial BP and cloud point.  The source of biological material in the fuels is not known, so 
chemical variation is not known.  BIO-6 has a cloud point of 32.2 with all other samples having 
values below 1.5.  As such, BIO-6 could influence the predictions in this variable.   
Additionally, the initial boiling point for two of the biodiesels was significantly different 
than the majority of the fuels in the model.  The expected range for initial BP for the GDOA 
fuels was 600°F - 602°F, with BIO-2 (338°F) and BIO-3 (199°F) distorting the predictions in 
this variable which only 8% correct or both models.   
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TABLE 23. Comparison summary for predictions of the physicochemical properties of 




Full Model 15 VIPs
Biodiesel # Correct % Correct # Correct % Correct
Initial BP 8 44.4 8 44.4
10% distillation 18 100.0 18 100.0
50% distillation 18 100.0 18 100.0
90% distillation 18 100.0 18 100.0
EndPoint 18 100.0 18 100.0
% Residue 18 100.0 17 94.4
% Loss 17 94.4 17 94.4
Sulfur 8 44.4 8 44.4
Flashpoint 11 61.1 12 66.7
API Gravity 18 100.0 18 100.0
Cloud Point 2 11.1 4 22.2
GDOA Data Predictions (3 test for 6 samples = 18 total) GDOA Data Predictions (3 test for 8 samples = 24 total)
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3.2.5 Jet Fuel 
3.2.5.1 Preprocessing for Jet Fuels 
 For the discrimination and classification of jet fuel samples in the project, six samples in 
the GDOA jurisdictions from the Kinder Morgan SE Terminal 2 (Augusta, GA).  Reviewing 
Table 2, shows that the six samples were taken over 3 months (Jun 2016, Dec 2016, and Feb 
2017) from only two tanks (TK401 & TK402).  Classification for these fuels were considerably 
difficult based on the minimal variation in sampling time and location.  The sixty spectra (6 jet 
fuels X 10 spectra) are summarized in Figure 30.  The most intense peak at 2924 cm-1 indicates 
asymmetric methylene double bond stretches.  Secondary intensities are seen at 2957 cm-1 and 
2856 cm-1 which are representative of asymmetric methyl and methylene stretches, respectively.  
Other significant peaks can be seen near 2873 cm-1 (symmetric methyl stretching), 1461 cm-1 
(bending and rocking deformations), and 1379 cm-1 (methyl bending).  A representative jet fuel 
samples (JET6) is plotted in Figure 31 with these peaks identified.   
The ANOVA values for the six jet fuel samples (JET1-JET6) are summarized in Table 
24.  The variation studies for the jet fuels, Table 24, row 2 have Fcalc (89.212) value higher than Fcrit 
(1.32) with 59 DF, 95% confidence level and a p-value of 0.000 indicating that the means on the 
averages for all six jet samples are statistically different.  The Fcalc for the individual samples, 
Table 24, rows 3-8, column 4, JET1 (0.053), JET2 (0.052), JET3 (0.184), JET4 (0.128), JET5 
(0.011), JET6 (0.139), are below Fcrit, (1.88) with 9 DF, at 95% confidence level and p-value 
>0.996, indicating the 10 spectra obtained collectively for each sample are statistically the same.  
The overall average of 0.716 %RSD ± 0.50% indicates good spectra precision and suggest that 
the drift in the lower end (1650cm-1 to 650cm-1) of the spectrum is not due to instrument 
imperfection but a result of the actual spectra.      
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FIGURE 30.  Summary of FT-IR spectra of the Jet Fuel samples, obtained from the 
Georgia Department of Agriculture, for visual comparison using a Perkin Elmer Spectrum 




FIGURE 31.  Peak Identification of a representative FT-IR spectrum of Jet fuel sample 













TABLE 24.  Summary of ANOVA results for the six different Jet fuel samples (JET1-




 The correlation coefficients for the six jet fuel samples are summarized in Table 25.  The 
greatest relationship is between JET2 and JET5, with a value of 1.00; this signifies the two are 
the same statistically.  Samples with the smallest correlation are JET1 & JET2 (0.740).  JET1, 
JET4, and JET5 were all taken from TK402 while JET2, JET3, and JET6 were taken from 
TK401.  Other considerations for modeling are the lack of variation in time for the sampling.  
JET1 & JET2 were taken during the same month (June 2016), JET3 & JET4 also (December 
2016) and JET5 & JET6 (February 2017).  It is expected that samples from the same tank would 
be highly correlated, and possible samples from the same month, if the same refinery was 
responsible for the fuel lot.  Even so, the number of correlations below 0.95 indicate that 
discrimination and classification is possible using MVDA.  
 TABLE 25.  Correlation table on the averages for the JET samples: JET1-JET6. Calculated 





Objects  %RSD F-Calc F-Crit, DF P-value
JET1-JET6 0.095 22.055 89.212 1.32, 59 0.000
JET1 0.069 0.696 0.053 1.88, 9 1.000
JET2 0.124 0.449 0.052 1.88, 9 1.000
JET3 0.085 1.117 0.184 1.88, 9 0.996
JET4 0.080 0.930 0.128 1.88, 9 0.999
JET5 0.122 0.212 0.011 1.88, 9 1.000
JET6 0.091 0.891 0.139 1.88, 9 0.999
JET1 JET2 JET3 JET4 JET5 JET6
JET1 1.000 0.740 0.917 0.894 0.748 0.875
JET2 0.740 1.000 0.944 0.955 1.000 0.970
JET3 0.917 0.944 1.000 0.998 0.948 0.994
JET4 0.894 0.955 0.998 1.000 0.958 0.996
JET5 0.748 1.000 0.948 0.958 1.000 0.973
JET6 0.875 0.970 0.994 0.996 0.973 1.000
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3.2.5.2 PCA for Jet Fuels 
Figure 32 displays the PCA plot of JET1-JET6.  PC1 vs. PC2 vectors are plotted and 
account for 89.3% of the variance in the data extracted.  There are six resolved clusters for six 
different samples in the Hoteling’s T2 ellipse at 95% confidence level; samples JET2 - JET5 and 
JET3 -JET6 not as clearly defined.  Difficulty with visual classification between these samples is 
supported by the high correlation values (>.99).  Referring back to the table of ANOVA (Table 
20), the %RSD is greater for JET3 (1.117), JET4 (0.930), and JET6 (0.891), supporting their 
expanse and inconsistency to the ten observations per jet fuel.  A lack of significant correlation 
between JET1 and JET2 (0.740) places them on opposite sides of the plot and there do not 
appear to be any outliers or leverage points.   
FIGURE 32.  PCA Score plot of the first and second components for Jet samples showing 
possible outliers via Hoteling’s T2 at the 95% confidence level.  Ten scores per fuel (JET1-







3.2.5.3 PLS-DA for Jet Fuels 
A four-component model was created for the six jet fuel samples in PLS with the score 
plot represented by Figure 33.  The R2Y (cum) (0.978) and Q2Y (cum) (0.904) values met the 
threshold for strong model diagnostics using JET1-JET6.  PC1 versus PC2 plot for the jet fuels 
accounts for approximately 89.3% of the overall variability in the data (PC1 = 55.7% and PC2 = 
33.6%).  While there are six resolved clusters for the six samples, the difference between R2Y 
and Q2Y is 0.074.  For optimum modeling in SIMCA, the difference should be between 0.02 and 
0.03 for these two variables, and therefore JET3 was removed.  This best-fit full spectroscopic 
(3351) model with five jet fuel samples (JET1, JET2, JET4, JET5, and JET6) reduced the 
difference between R2Y (0.987) and Q2Y (0.951) to 0.036 and will be used for predictions.   
FIGURE 33.  PLS Score plot for the first and second components for the JET samples 







A variable selective model was developed for within-group classification and predictive 
modeling for comparison of the model diagnostics for the six GDOA jet fuels.  From the plot of 
VIPs (A-3), nine VIPs were identified.  A VIP model with the removal of JET3 was tested 
against the full spectroscopic model, with poor diagnostics (R2Y = 0.881 and Q2Y = 0.858).  The 
removal of JET5, in addition to JET3, provided the appropriate statistics (R2Y = 0.990 and Q2Y = 
0.987).  These two samples were removed with confidence as it meant removal of one sample for 
the two tanks identified in Table 2 for sampling the jet fuels.  With greater modeling statistics, 
this nine VIP model (JET1, JET2, JET4, and JET6) was chosen over the full spectroscopic model 
as the best-fit for testing predictions.  
The model using nine VIPs (JET1, JET2, JET4, and JET6) gave 100% correct predictions 
within the 1.0 ± 0.1 threshold (Table 26).  The JET6 had the greatest %RSD (9.815) and was 
supported by the scattering of the cluster, with the lowest %RSD for JET1 (1.008).  
Discrimination and predictions for jet fuel samples are possible with a well-designed model 
using multivariate statistics when there is little variation in terminal location or time and includes 
samples with high correlations.   
TABLE 26. Predictions for best fit model using nine VIPs for JET1, JET2, JET4 and JET6 








Summary Fuel Jet Predictions-VIP Best Fit
JET1 JET2 JET4 JET6
Pred 1 1.031 1.063 1.016 1.016
Pred 2 1.010 1.046 1.028 1.017
Pred 3 1.024 0.992 0.949 0.940
Mean 1.022 1.034 0.997 0.991
%RSD 1.062 3.569 4.257 4.435
%rel. err. 0.023 1.023 2.023 3.023
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3.2.5.4 GDOA Data Analysis using PCA and PLS-DA for Jet Fuels 
Examination was then performed on the JET samples incorporating the GDOA data 
provided for ten physicochemical characteristics of jet fuel (Initial BP, 10% distillation, 50% 
distillation, 90% distillation, endpoint, % residue, % loss, sulfur, flashpoint, and API gravity).  A 
full spectroscopic (3351) and VIP (9) model were identified after plotting the PLS using the 
GDOA variables for further refinement.  The full spectroscopic model contained all six GDOA 
jet fuels (JET1-JET6) with R2Y = 0.985 and Q2Y = 0.031.  The nine variable VIP model included 
only five jet fuel samples (JET1, JET3, JET4, JET5 and JET6) with R2Y = 0.980 and Q2Y = 
0.969.  JET2 was removed due to the overlapping of observations between it and JET5 when the 
GDOA physicochemical variables were evaluated with the nine wavenumbers.  
Summaries for the predictions of these physicochemical characteristics for both models 
are seen in Table 27 (for detailed predictions see A-17).  Both models were able to obtain greater 
than 90% correct predictions for seven of the ten variables.   As with previous fuel predictions, 
predictions were poor for % residue, % loss and sulfur content.   
TABLE 27. Comparison summary for predictions of the physicochemical properties of jet 
fuel using the best-fit model for a full spectrum and the abridged model of nine VIPs.  
 
Full Model 9 VIPs
Jet Fuel # Correct % Correct # Correct % Correct
Initial BP 18 100.0 18 100.0
10% distillation 18 100.0 18 100.0
50% distillation 18 100.0 18 100.0
90% distillation 18 100.0 18 100.0
EndPoint 17 94.4 18 100.0
% Residue 11 61.1 13 72.2
% Loss 3 16.7 6 33.3
Sulfur 11 61.1 11 61.1
Flashpoint 18 100.0 18 100.0
API Gravity 18 100.0 18 100.0
GDOA Data Predictions (3 test for 6 samples = 18 total)
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3.2.6 Kerosene Fuels 
 
3.2.6.1 Preprocessing for Kerosene Fuels 
 Analysis of the kerosene samples consisted of eight samples from the GDOA jurisdiction 
and one reference standard purchased from VHG labs.  GDOA samplings were taken from the 
Marathon Petroleum Terminal (Macon, GA) over four consecutive months (December 2016 – 
March 2017).  Four of the samples are from tank 15-3 and four from 15-2.  Like the jet fuel 
analysis, there is less variety in local sampling, terminal, or a time interval.  The coupling of 
multivariate statistical analysis to FT-IR data becomes imperative as the spectra are nearly 
identical for the nine kerosene samples with the exception of some drift between 1650cm-1 and 
650cm-1.  Figure 34 summarizes the ninety spectra (8 KERO and 1 KERO-STD X 10 spectra). 
Because jet fuel contains a large amount of kerosene, the fuels have many peaks common to 
them both.  The functional groups for kerosene fuels are identified in Figure 35.  The greatest 
intensities are seen for the methyl stretching (asym) vibrations (2959cm-1), methylene stretching 
(asym) vibrations (2924cm-1 and 2855cm-1) followed by asymmetric methylene bending 
vibrations (1457cm-1) and methyl bending of n-alkanes (1379cm-1).  However, unlike the jet fuel, 
there are many more prominent peaks that appear in the FT-IR spectra for the fingerprint region, 
specifically the range of 810cm-1-650cm-1.  These peaks represent substituted benzenes rings 
(768cm-1, 739cm-1, 697cm-1 and 661cm-1) and an additional peak at approximately 1010cm-1 
denoting C-C stretching in rings.   
Table 28 summarizes the ANOVA values for the ninety spectra (8 KERO and 1 KERO-
STD).  The variation studies for the kerosene samples in Table 28, row 2, have Fcalc (122.432) 
value higher than Fcrit (1.26) with 89 degrees of freedom (DF), at a 95% confidence level and a p-
value of 0.000, indicating that the means on the averages obtained for the eight kerosene samples 
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and the standard are significantly different.  The Fcalc for the individual samples, KERO1 (0.103), 
KERO2 (0.092), KERO3 (0.087), KERO4 (0.105), KERO5 (0.002), KERO6 (0.005), KERO7 
(0.359), KERO8 (0.148) and KERO-STD (0.010) are well below the Fcrit (1.88) with 9 DF, at a 
95% confidence level, and a p-value >0.950 which indicates there is no significant difference 
between the ten spectra per kerosene sample.  The overall average of 0.724 %RSD ± 0.82 
indicates good spectroscopic precision.  
FIGURE 34.  Summary of FT-IR spectra of the Kerosene samples, obtained from the 
Georgia Department of Agriculture and one reference standard from VHG labs, for visual 





The correlation coefficients for the kerosene samples are summarized in Table 29.  The 
greatest correlation is between KERO4 and KERO8 (0.999) with the lowest correlation between 
KERO3 and KERO6 (0.922).  There are six pairs of kerosenes with correlation values r >0.995: 
(KERO2-KERO3 (0.997), KERO3-KERO4 (0.996), KERO3-KERO7 (0.997), KERO4-KERO7 
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(0.995), KERO5-KERO6 (0.998) and KERO7-KERO8 (0.997).  This group of fuels in the study 
contains the smallest range for correlations with the highest coefficient values further 
complicating the analysis.  The strength of PCA and PLS-DA lies in the ability to highlight 
variances that exist between observations with very slight variation.   
FIGURE 35.  Peak Identification of a representative FT-IR spectrum of Kerosene fuel 




TABLE 28.  Summary of ANOVA results for the nine different Kerosene fuel samples 
(KERO1-KERO8, KERO-STD).  Fcalc is based on Eq. 6, DF=degrees of freedom.   
 
 
Objects  %RSD F-Calc F-Crit, DF P-value
KERO1-KERO8,STD 0.105 24.901 122.432 1.26, 89 0.000
KERO1 0.153 0.516 0.103 1.88, 9 1.000
KERO2 0.092 0.734 0.092 1.88, 9 1.000
KERO3 0.079 0.823 0.087 1.88, 9 1.000
KERO4 0.082 0.891 0.105 1.88, 9 1.000
KERO5 0.126 0.099 0.002 1.88, 9 1.000
KERO6 0.138 0.135 0.005 1.88, 9 1.000
KERO7 0.087 1.546 0.359 1.88, 9 0.955
KERO8 0.083 1.045 0.148 1.88, 9 0.998
KERO-STD 0.106 0.236 0.010 1.88, 9 1.000
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TABLE 29.  Correlation table on the averages for each of the Kerosene samples.  
 
 
3.2.6.2 PCA for Kerosene Fuels 
The PCA score plot for the nine samples of kerosene (8 GDOA kerosenes and 1 standard) 
can be seen in Figure 36.  PC1 represents 72.3% of the variance in the dataset, with PC2 only 
representing 12.7% (for a total 85%).  There are six clusters for nine samples in the plot; KERO 
3, KERO4, KERO7 and KERO8 are unresolved.  A review of Table 28 shows that these four 
samples have similar means on the averages (0.079-0.087) and strong correlations in Table 29 
(0.993-0.999) and are therefore expected to plot near one another.  KERO3 and KERO6 plot on 
opposite sides of the plot, indicative of their dissimilarity.   
3.2.6.3 PLS-DA for Kerosene Fuels 
In Figure 37 for PLS, KERO7 is now a resolved cluster with KERO1 still straddling the 
T2 ellipse.  A review of Table 2 indicates that the four samples taken from Marathon Petroleum’s 
Tank 15-2 were KERO2, KERO4, KERO5 and KERO8, while KERO1, KERO3, KERO6, and 
KERO7 were taken from tank 15-3.  Because the same tank was sampled on four consecutive 
months, the appropriate reduction in the model should be one sample from each tank.  KERO7 
and KERO8 both have correlations values > 0.995 when compared to other individual samples; 
this high degree of similarity caused overlapping of the clusters and therefore they will be 
removed.  Additional consideration was placed on the KERO-STD as it may differ greatly due to 
the lack of contaminants.   
KERO1 KERO2 KERO3 KERO4 KERO5 KERO6 KERO7 KERO8 KERO-STD
KERO1 1.000 0.960 0.939 0.949 0.983 0.984 0.942 0.946 0.980
KERO2 0.960 1.000 0.997 0.996 0.960 0.946 0.992 0.993 0.981
KERO3 0.939 0.997 1.000 0.996 0.940 0.922 0.995 0.993 0.967
KERO4 0.949 0.996 0.996 1.000 0.960 0.944 0.995 0.999 0.979
KERO5 0.983 0.960 0.940 0.960 1.000 0.998 0.940 0.956 0.992
KERO6 0.984 0.946 0.922 0.944 0.998 1.000 0.924 0.941 0.985
KERO7 0.942 0.992 0.995 0.995 0.940 0.924 1.000 0.997 0.965
KERO8 0.946 0.993 0.993 0.999 0.956 0.941 0.997 1.000 0.975
KERO-STD 0.980 0.981 0.967 0.979 0.992 0.985 0.965 0.975 1.000
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FIGURE 36.  Score plots of the first and second components for Kerosene samples showing 
possible outliers via Hoteling’s T2 at the 95% confidence level.  Ten scores per fuel 




Once KERO7, KERO8 and KERO-STD were removed the model diagnostics collected 
were:  R2Y (0.963) and Q2Y (0.899) and six well resolved clusters (Figure 33) for the six 
kerosene samples (KERO1-KERO6) was obtained.  Samples KERO2, KERO3, and KERO4 are 
near one another in the left hemisphere, which is supported by their correlations values of 0.996, 
with samples KERO5 and KERO6 having correlations of 0.998 are arranged with close 
proximity to one another in the upper right quadrant.  PC1 versus PC2 plot in Figure 38 accounts 
for 88.3% of the total variability in the data for KERO1-KERO6. 
For the six kerosene samples in the PLS model (KERO1-KERO6), eleven VIPs were 
identified (A-4) to develop a variable selective model.  The model diagnostics for the same six 
samples of kerosene (KERO1-KERO6) were R2Y = 0.882 and Q2Y = 0.826.  Other variations to 
the samples in the model were tested for better predictive ability to failed to meet the threshold, 
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therefore the full spectroscopic method (3351 variables) was used for making predictions for the 
KERO1, KERO2, KERO3, KERO4, KERO5 and KERO6.  
FIGURE 37.  PLS Score plot for the first and second components for the Kerosene samples 




Table 30 summarizes the predictions collected for the best-fit full spectroscopic model 
for KERO1-KERO6 provided by GDOA.  This PLS model resulted in 77.8% correct predictions 
within 1.0 ± 0.1.  The greatest %RSD was for KERO2 (21.515), with the lowest for KERO5 
(0.445) and KERO6 (1.782), which is indicated by the scatter in KERO2 but tight groupings for 
KERO5 and KERO6.   
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TABLE 30. Predictions for best fit models with 3351 wavenumbers (KERO1-KERO6)  
 
     
     
3.2.6.4 GDOA Data Analysis using PCA and PLS-DA for Kerosene Fuels 
As with the prior studies of jet fuel and biodiesel, quantitative examination into the 
kerosene samples was performed by combining the spectroscopic data with the GDOA 
physicochemical data.  The physicochemical characteristics provided for kerosene were: initial 
BP, 10% distillation, 50% distillation, 90% distillation, end point, % residue, % loss, sulfur 
Kerosene Predictions - Full Spectral Model
KERO1 KERO2 KERO3 KERO4 KERO5 KERO6
Pred 1 0.896 0.904 0.974 0.864 0.947 1.011
Pred 2 0.970 0.598 1.002 1.017 0.952 1.039
Pred 3 0.989 0.689 0.771 0.897 0.955 1.005
Mean 0.952 0.730 0.916 0.926 0.951 1.018
%RSD 5.163 21.515 13.768 8.695 0.425 1.782
%rel. err. 0.051 0.005 0.039 0.052 0.004 0.004
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content, flashpoint, API gravity and color.  Color is an additional variable for kerosene which is 
used to determine the purity level or possible contamination.  The higher the number, the greater 
the quality.  A review of the kerosene samples (A-1) indicates KERO5 has the greatest purity at a 
value of 30 with all other samples ranging between 24-26; the number is determined by the 
Saybolt color scale and is “the first indication of contamination” says Au.  The rather large value 
for KERO5 may cause inconsistencies in this specific variable when making predictions with 
PLS modeling. 
 As stated earlier, the predictions collected for the best-fit full spectroscopic model and 
VIP model included KERO1-KERO6.  The number of correct predictions for both models is 
summarized in Table 31 (for detailed predictions see A-18).  The full spectroscopic model 
outperformed the VIP model overall.  There were 100% correct predictions for 10% distillation, 
50% distillation, endpoint, and API gravity.  Initial BP, 90% distillation and flashpoint had 100% 
correct predictions in the full spectroscopic model but suffered slightly in the abridged (Initial 
BP= 87.5%, 90% distillation and Flashpoint = 95.8%).  Similar to biodiesel and jet fuel, the % 
loss and % residue predictions were poor (< 41.7% correctly predicted for full spectrum and < 
10.0% in the VIP model).   
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TABLE 31. Comparison summary for predictions of the physicochemical characteristics of 
Kerosene using the best-fit model for a full spectrum and the abridged model of eleven 
VIPs.  
 
Full Model 11 VIPs
Kerosene # Correct % Correct # Correct % Correct
Initial BP 24 100.0 21 87.5
10% distillation 24 100.0 24 100.0
50% distillation 24 100.0 24 100.0
90% distillation 24 100.0 23 95.8
EndPoint 24 100.0 24 100.0
% Residue 10 41.7 2 8.3
% Loss 9 37.5 0 0.0
Sulfur 21 87.5 14 58.3
Flashpoint 24 100.0 23 95.8
API Gravity 24 100.0 24 100.0
Color 17 70.8 17 70.8
GDOA Data Predictions (3 test for 8 samples = 24 total)
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3.2.7 SUGAR SOURCES FOR FUEL 
3.2.7.1 Preprocessing Sugars and Sugar Alcohols 
Ten FT-IR spectra were taken for each sugar type: pure cane sugar (PCS), light brown 
sugar (LBS), light blue agave (LBA), organic coconut palm syrup (OCP), sorghum molasses 
(SMS), inositol (INO), erythritol (ERY), sorbitol (SBL), and xylitol (XLT).  For each of the nine 
samples, the average was calculated for the ten spectra per sugar type and plotted (by stacking 
them for visual inspection) in Figure 39 as well as in the overlay plot in A-6.  Previously in the 
summary fuel section of the report, a representative sugar sample was plotted against the 
petroleum products of jet fuel, kerosene, biodiesel, and ultra-low sulfur diesel in order to identify 
the variation to their major peaks.  While visual identification was quite easy for the sugar in 
comparison to the fuel, it becomes difficult when comparing them to samples with similar 
chemical compositions, such as within-group analyses of sugar-to-sugar and sugar alcohol-to-
sugar alcohol.   
Sugars unlike the petroleum products contain very broad peaks near 3000cm-1 correlating 
to O-H groups as well as peaks near 1650cm-1 that correspond to carbonyl stretches (R-C-O-R’).  
As the sugar alcohols are standards, their differences are known, (such as the number of carbons 
and/or number of OH groups attached) unlike the store-bought sugars.  There structures are: 
inositol consists of a six-member carbon ring structure with six OH groups attached to each 
carbon (C6H12O6), erythritol a four-carbon chain with OH groups at each carbon (C4H10O4), sorbitol 
also a hydrocarbon chain, however it contains six carbons each with an OH group at the carbons 
(C6H14O6), and xylitol a five-hydrocarbon chain with the OH at each carbon (C5H12O5).  Variation 
studies will be necessary to determine differences between these standards and the unknown 
composition of the store-bought sugars, further referred to as sugar versus sugar alcohol.  
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 As mentioned earlier, there are absorptions bands in the spectra that are related to OH 
stretching (3300cm-1-3200cm-1) and OH deformation (approximately 1650cm-1) in IR.  Anjos and 
group found through their research to quantify sugars in honey that these two bands overlap with 
water significantly.37  Figure 40 summarizes the mid-IR spectra for water, OCP, SMS and LBA to 
give a visual representation of this overlap.  Because of the interferences, the spectroscopic range 
used for further classification and prediction analysis will be 1500cm-1-750cm-1. Water’s spectrum 
is flat in the region, so by using only these 751 wavenumbers, the interference is removed.    
FIGURE 39.  Stacked Summary Plot of FT-IR spectra of the Sugar samples, for visual 



















PCS LBS LBA OCP SMS INO ERY SBL XLT
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FIGURE 40.  Plot of sugar spectra (OCP=organic coconut palm sugar, SMS=sorghum 
molasses, LBA=light blue agave) and water to show area of analysis due to the interference 




 The variation studies using ANOVA for the sugars in Table 32, row 2, column 4, show 
Fcalc (155.533) value greater than Fcrit (1.94) with 89 DF, a 95% confidence level and p-value of 
0.000 indicating the means on the averages are different, indicating distinctions between the 
groups.   For individual samples, Table 32, rows 3-13, column 4, shows Fcalc (PCS= 0.010, LBS= 
0.128, LBA= 0.002, OCP= 0.065, SMS= .003, INO= 0.007, ERY= 0.063, SBL= 0.044, XLT= 
0.062) values are lower than Fcrit (1.88) with 9 DF, a 95% confidence level and p-values >0.999 
indicating the 10 spectra collected for each sugar are the same.  The overall average of 
0.344%RSD ± 0.378 indicating good spectroscopic precision.   
The correlation coefficients for the sugars and sugar alcohols are summarized in Table 
33.  The value of 1.00 on the diagonal identifies the sample to itself.  The farther the value is 
from 1.000, the less similar the spectra over the 751 data points being analyzed.  The range of 
correlation values suggest that discrimination of these samples from one to the others is possible.  
Samples with the greatest correlation are OCP-LBA (0.983) and SMS-OCP (0.993) with samples 
 95 
having the lowest association as ERY-XLT (0.619) and ERY-PCS (0.658).   The sugar alcohols 
samples each contain correlation values below 0.89 for all within-group analyses, signifying 
greater discriminatory capabilities with the store-bought sugars containing the largest overall 
correlations between other store-bought sugars.   
TABLE 32.  Summary of ANOVA results for the nine sugar and sugar alcohol samples for 
analysis within group, as well as ANOVA results for between groups (All sugars).  Fcal is 









3.2.7.2 Principal Component Analysis for Sugar Sources 
PCA plotting for the samples shows nine very well resolved peaks for the original X-
matrix of 90 observations X 751 wavenumbers (Figure 41).  Both R2Y and Q2Y are greater than 
0.995 for the eight-component model.  The PC1versus PC2 plot accounts for a total of 75.0% of 
the variation in the data set and there are no outliers identified.  The groupings are extremely 
Objects  %RSD F-Calc F-Crit, DF P-value
ALL SUGARS (9) 0.174 24.199 155.533 1.94, 89 0.000
PCS 0.109 0.251 0.010 1.88, 9 1.000
LBS 0.166 0.722 0.128 1.88, 9 0.999
LBA 0.164 0.078 0.002 1.88, 9 1.000
OCP 0.249 0.391 0.065 1.88, 9 1.000
SMS 0.217 0.102 0.003 1.88, 9 1.000
INO 0.175 0.158 0.007 1.88, 9 1.000
ERY 0.128 0.571 0.063 1.88, 9 1.000
SBL 0.186 0.367 0.044 1.88, 9 1.000
XLT 0.170 0.459 0.062 1.88, 9 1.000
PCS LBS LBA OCP SMS INO ERY SBL XLT
PCS 1.000 0.941 0.846 0.845 0.831 0.756 0.658 0.749 0.692
LBS 0.941 1.000 0.956 0.966 0.957 0.826 0.696 0.848 0.772
LBA 0.846 0.956 1.000 0.983 0.971 0.814 0.759 0.878 0.763
OCP 0.845 0.966 0.983 1.000 0.993 0.845 0.732 0.888 0.797
SMS 0.831 0.957 0.971 0.993 1.000 0.851 0.704 0.882 0.806
INO 0.756 0.826 0.814 0.845 0.851 1.000 0.741 0.881 0.802
ERY 0.658 0.696 0.759 0.732 0.704 0.741 1.000 0.838 0.619
SBL 0.749 0.848 0.878 0.888 0.882 0.881 0.838 1.000 0.833
XLT 0.692 0.772 0.763 0.797 0.806 0.802 0.619 0.833 1.000
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tight, showing little dissimilarity between the 10 spectra per sugar or sugar alcohol.  The sugar 
alcohols (INO, XYL, ERY, and SBL) are grouped in the top hemisphere alongside the pure cane 
sugar (PCS).  Unlike the other store-bought sugars, the pure cane sugar did not list any excipients 
on the packaging and may be the reason for its plotting there.  Samples LBA, LBS, OCP and 
SMS are the remaining store-bought sugars and are all located in the lower hemisphere.  OCP 
and SMS have the highest correlation (0.993) and is shown in their plotting near one another and 
the least correlated are ERY and XYL (0.619).    
FIGURE 41.  PCA Score plot of the first and second components for Sugar and Sugar 
alcohol samples showing possible outliers via Hoteling’s T2 at the 95% confidence level.  
Ten scores per sugar source (nine in total: ERY, INO, LBA, LBS, OCP, PCS, SBL, SMS, 




3.2.7.3 Partial Least Squares Discriminant Analysis for Sugar Sources 
Following PCA, PLS was performed using a dummy matrix for class membership, as in 
the petroleum analysis.  The PLS plot (Figure 42) shows the refinement of the model; each 
grouping is more tightly clustered for the nine classifications and are completely resolved from 
one another.  Results of the PLS model reveal 10 variables of importance in the model, identified 
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in order from most significant to least in Figure 43 (973cm-1, 1239cm-1, 1057cm-1, 1071cm-1, 
990cm-1, 1364cm-1, 1428cm-1, 1178cm-1, 1093cm-1, and 1271cm-1).  These ten VIPs met the criteria 
of intensity greater than 0.80 and are represented in the IR spectroscopic for all nine sugars.  
FIGURE 42.  PLS Score plot for the first and second components for the Sugar samples 
(ERY=erythritol, INO=inositol, LBA=organic light blue agave, LBS=light brown sugar, 
OCP=organic coconut palm sugar, PCS=pure cane sugar, SBL=sorbitol, SMS=sorghum 




PCA and PLS score plots can be seen in Figure 44, using the VIP model for comparison 
with the model using 751 wavenumbers (herein referred to as full spectroscopic).  All samples 
within the plots have moved farther from one another signifying that greater dissimilarity has 
been identified in this selective analysis.  OCP and PLS have moved closer to the edge of the 
Hoteling’s ellipse but not outside the edge which would indicate them as outliers or leverage 
points.  LBS and LBA occupy the same hemisphere as well as SMS and OCP, as they did in the 
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original plots for the full spectroscopic PCA and PLS models.  Summary of fit shows both R2Y 
(cum) and Q2Y (cum) are equal to 0.999, which outperforms the full model (0.995) and will be 
used for predictions.   
FIGURE 43.  VIP values for sugar and sugar alcohols determined by PLS-DA, with 10 
peaks identified by major peaks in the original FT-IR spectra and chosen for comparison 
and refinement.   
 
 
The R2VY and R2VX variable diagnostics were also collected and evaluated for the VIP 
model (Summary in Figure 45, with individual PCs represented in A-8 through A-15).  These 
values are of interest as they identify which variables predominate for a specific sugar source.  
The closer the value is to one, the greater the explained variance in the data in a specified 
component.  OCP (0.491) and to a certain extent XYL (0.352) are both extracted in R2VY [1] 
with the variables responsible for extraction listed in R2VX [1] as 1057cm-1(0.631) and 973cm-1 
(0.835) indicative of OOP C-C-O stretching and trans-alkyl wagging.  PCS is the dominant sugar 
extracted in the second component (R2VY [2]) with variables of 1428cm-1 and 1271cm-1 
predominating.  The plot of VIPs shows that the range of 1428cm-1-1237cm-1 is indicative of C-O-
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H bonding, which is expected in all the sugars and sugar alcohols present, here they just have 
more weight on the extraction of PCS.  Note that after PCS is extracted, as well as the OCP an 
XYL in the preceding component, they do not repeat in the PCs that follow.  This shows that 
with each component a unique set of variables or wavenumbers is responsible for each sugar or 
sugar alcohol and can be used as a marker for identification.  R2VY [7] shows SMS dominantly 
extracted with LBS to a small extent with little information left in the R2VX variables (all below 
0.10).  Further review of the sugars shows that LBS, or light brown sugar, lists its ingredients as 
sugar and molasses with SMS being molasses (sorghum molasses).  It is not surprising then that 
the two would be extracted in the same component.  The information in the wavenumbers falls 
significantly after component five which is supported by the leveling of the Q2Y values at 0.90 at 
component five in summary of fit. 
Sugar standards and store-bought sugars were analyzed in the project as possible sources 
of fuels for the manufacturing of an HME.  These samples unlike the petroleum sources analyzed 
for within-group discrimination and classification contained many more spectroscopic peak 
variations and compositional structures with a wide range of correlation values.  Because PCA 
and PLS models exploit the variance between spectra for identification, greater predictive ability 
was expected.  The actual predictions are included in Table 34 and show that the ten VIP model 
chosen for the nine sugars had 100% correct predictions within 1.0 ± 0.1.  SOR having the 
lowest %RSD for the predictions with a value of 0.058%RSD.  The average for all sugars in the 
analysis was 0.741%RSD ± 0.799% which illustrates good precision.   
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FIGURE 44.  (a) PCA and (b) PLS plot for comparison using 10 VIPs (Variables of 















TABLE 34. PLS-DA model predictions on 27 test spectra. %RSD = %relative standard 
deviation. Threshold of 1 ± 0.1 for correct predictions.  
 
  
Summary of Sugar Predictions - 10 VIP Model
PCS LBS LBA OCP SMS SBL XLT INO ERY
Pred	1 0.997 0.951 1.026 0.965 0.993 0.999 0.98 0.997 0.986
k; Pred 2 1.013 0.949 1.015 0.979 1.019 1.000 0.986 1.002 0.984
Pred 3 1.006 0.973 1.006 0.986 1.004 0.999 0.988 0.999 0.991
Mean 1.005 0.958 1.016 0.977 1.005 0.999 0.985 0.999 0.987
%RSD 0.798 1.391 0.986 1.095 1.298 0.058 0.423 0.252 0.365
% rel. error 0.533 4.233 1.567 2.333 0.533 0.067 1.533 0.067 1.300
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3.2.8 OXIDANT SOURCES 
 Inorganic oxidizing salts are of specific interest in forensic investigations due to their 
uses as charge compositions in HMEs.38 The anion contains the most relevant information 
regarding the explosives as they contain the oxygen needed for a successful explosion.  
Therefore, it is extremely useful in the forensic science field to be able categorize these oxidant 
sources from one another.  Spectroscopic techniques, such as Raman and FT-IR, have been used 
for many years to identity different anions or polyatomic anions in these inorganic salts.  The 
vibrational frequencies for the anions differ in Raman and FT-IR because of differing molecular 
geometry and polarity. Nitrate, for example, exhibits vibrational bands near 1370cm-1 and 823 cm-
1, nitrite bands near 1384, 1224, and 827cm-1, chlorate near 955, 933, and 613cm-1, and 
perchlorate near 1060, 940, and 621 cm-1 using IR spectra; each are easily distinguishable.  While 
each of the anions independently have differing peak ranges, it is still a question of whether salts 
containing the same anions but bonded to different cations have enough variation to be 
differentiated from one another.  Zapata and Ruiz published a study in early 2018 aimed at 
establishing if seventy-two nitrate, chlorate and perchlorate samples could be unequivocally 
recognized using FT-IR, Raman, and then paired combination of FT-IR and Raman then 
coupling them with Pearson correlation coefficient statistics.38  They found that indeed, the cation 
has some influence on the spectra for each of the salts.  PCA and PLS-DA were chosen for the 
statistical modeling in this project to determine if there is enough divergence in the peaks of 
sixteen inorganic oxidizing salts, that are commonly used in HME manufacturing (nitrate, nitrite, 
chlorate, perchlorate, sulfate, sulfite and hydrosulfite anions) to be discriminated from one 
another and classified into their respective anionic groupings.  Of additional interest is the 
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question of whether it is possible to predict the anion of an unknown sample with a well-
designed model.  
3.2.8.1 Preprocessing Oxidant Data 
 
All one-hundred sixty (160) spectra for the sixteen inorganic salts were baseline corrected 
and plotted, then separated according to anion content into seven different plots using MSExcel 
to identify the vibrational frequencies for IR: (1) nitrate, (2) nitrite, (3) chlorate, (4) perchlorate, 
(5) sulfate, (6) sulfite, and (7) hydrosulfite containing salts.  Table 35 summarizes the literature 
value ranges expected in the mid-IR range for each anionic species.  The vibrational modes were 
confirmed by the experimental plots using FT-IR/ATR and summarized individually in A-21-
A27.  An asterisk in the table (*) for symmetric stretch signifies that it is mode that is not IR 
active but due to a decrease in covalent nature, a peak can be seen for these anions.  The plot of 
sodium hydrosulfite contained a multitude of peaks that were not identified in the literature.  
Each anion when compared to another with a different cation, displayed a shift in the vibrational 
modes which suggested that these anions could be distinguished from one another.   
TABLE 35.  Literature values for the vibrational modes of nitrate, nitrate, chlorate, 




Vibrational Modes for nitrate, nitrite, chlorate, perchlorate, sulfate, sulfite and hydrosulfite anions by FTIR-ATR in Literature
Nitrate v 1- Symmetric stretch* v2- out of plane deformation v3- anti-symmetric strech v4 - In plane deformation
1060-1010 835-800 1410-1290 750-700
Nitrite v 1- Symmetric stretch* v2- bending v3- anti-symmetric strech v4- anti-symmetric deformation
1230-1100 830-800 1390-1320 *not observed
Chlorate v 1- Symmetric stretch v2 - symmetric deformation v3- anti-symmetric strech v4- anti-symmetric deformation
935-900 630-610 990-950 *Bands below IR range
Perchlorate v 1- Symmetric stretch v2 - deformation v3- anti-symmetric strech v4 - Deformation
950-930 *Bands below IR range and IR inactive 1080-1040 660-600
Sulfate v 1- Symmetric stretch v2 - deformation v3- anti-symmetric strech v4 - Deformation
970-930 *Bands below IR range 1100-1030 640-600
Sulfite v 1- Symmetric stretch v2 - symmetric deformation v3- anti-symmetric strech v4- anti-symmetric deformation
1200-1100 630-600 970-940 *not observed
Hydrosulfite v 1- Symmetric stretch* v2- bending v3- anti-symmetric strech v4- anti-symmetric deformation
995-950 N/A 1150-1030 N/A 
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 Individual plots for the nitrate, nitrite, sulfate, sulfite, hydrosulfite, chlorate and 
perchlorate salts can be seen in Appendix A.  Because each of the groupings contain the same 
anion, or functional group, visual inspection alone would not be sufficient for discrimination of 
the samples.  ANOVA tables have been summarized by group to discern any variation in their 
sampling.  The variation studies for the nitrogen compounds in Table 36, row 2, column 4 shows 
Fcalc (303.785) value higher then Fcrit (1.35) with 51 degrees of freedom at a 95% confidence level 
and a p-value of 0.000 indicating that the means on the averages obtained for the four nitrate and 
two nitrite compounds are different, indicating some diversity in the spectra. The Fcalc 
(NH4NO3=1.584, PbNO3=0.567, KNO3=0.683, NaNO3=1.221, KNO2= 1.780 and NaNO2=0.345) in 
Table 36 rows 3 through 8, column 4 value is less within each sample are lower than their 
respective Fcrit, ((NH4NO3=2.22, PbNO3=1.88, KNO3=1.88, NaNO3=1.88, KNO2= 2.22 and 
NaNO2=1.88) at a 95 % confidence level showing that the ten spectra per compound are the 
same.  Note that NH4NO3 and KNO2 have an Fcrit value greater than the others in the sample and 
degrees of freedom.  Only six of the original spectra were kept due to inconsistency in the data 
collection for these samples.  The four samples removed were outliers in the spectra.  The 
ANOVA table for the nitrogen containing compounds shows that the means on the averages are 
different, with NaNO2 and NH4NO3 most similar (0.24-0.25) and KNO3 and PbNO3 the least 
similar (0.015-0.053).  
The ANOVA variations studies for the chlorine containing compounds (two chlorates 
and two perchlorates) used as oxidants are summarized in Table 37.  In row 2, column 4, Fcalc 
(303.785) has a higher value than Fcrit (1.35) for 51 degrees of freedom (DF) at a 95% confidence 
level and a p-value of 0.000 indicating that these samples are different.  The Fcalc within each 
salt KClO3 (0.040), NaClO3 (0.019), KClO4 (0.009), and NaClO4 (0.0425) were considerably 
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lower than their Fcrit (1.88) for 9 degrees of freedom (DF) and a p-value of 0.000.  These small Fcalc 
values coupled with the p-value near unity shows the precision in the data collection for these 
samples and a lack of variation in their composition.  The nitrogen containing compounds tended 
to recrystallize quickly, therefore causing some nonhomogeneity to their spectra, but here the 
spectra prediction is very good.  The low average %RSD (1.153% ± 1.549) also support the 
precision of data acquisition.   
TABLE 36. Summary of ANOVA results for the six nitrogen containing compounds used 




TABLE 37. Summary of ANOVA results for the four chlorine containing compounds used 
as oxidants for within group and between groups.   
 
 
 For sulfur containing compounds, three sulfate, two sulfite and one hydrosulfite salts 
were analyzed.  In Table 38, row 2, column 4, Fcrit (1047.207) is significantly higher than Fcalc 
(1.33) at a 95% confidence level and p-value of 0.000 indicates these samples are different.  
Each of the sulfur containing compounds have Fcalc values among the samples (NH4)2SO4 (1.872), 
Objects  %RSD F-Calc F-Crit, DF P-value
All Nitrogen Compounds 0.029 46.026 303.785 1.35, 51 0.000
NH4NO3 0.025 1.244 1.584 2.22,5 0.161
PbNO3 0.053 1.015 0.567 1.88,9 0.825
KNO3 0.015 0.000 0.683 1.88,9 0.726
NaNO3 0.022 1.769 1.221 1.88,9 0.277
KNO2 0.039 6.341 1.780 2.22,5 0.113
NaNO2 0.024 1.319 0.345 1.88,9 0.960
Objects  %RSD F-Calc F-Crit, DF P-value
All Chlorine Compounds 0.042 49.242 303.785 1.35, 51 0.000
KClO3 0.062 0.862 0.040 1.88,9 1.000
NaClO3 0.027 0.681 0.019 1.88,9 1.000
KClO4 0.061 0.369 0.009 1.88,9 1.000
NaClO4 0.016 2.702 0.425 1.88,9 0.923
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K2SO4 (0.012), Na2SO4 (0.021), K2SO3 (0.036), Na2SO3 (0.475), and Na2S2O4 (1.082) lower than Fcrit, 
(1.88) at a 95% confidence level, indicating that they are the same for the 10 spectra taken per 
sample.  (NH4)2SO4 has an Fcrit (2.011 versus 1.88) higher than the other samples due to three 
outlier spectra being removed from the original set of ten.  (NH4)2SO4 salt recrystallized extremely 
fast and become troublesome with obtaining good spectroscopic precision. 
TABLE 38. Summary of ANOVA results for the six sulfur containing compounds used as 
oxidants for within group and between groups.   
 
 
The correlation table (Table 39) summarizes the relationships between each of the 
samples within their specified groupings (nitrogen containing, chlorine containing and sulfur 
containing).  Correlations within the nitrogen containing compounds have correlations values 
between 0.220 and 0.830, the four chlorine containing compounds range from 0.303 to 0.953 and 
sulfur between 0.397 and 0.946.  Therefore, the NaClO3 and KClO3 samples have the highest 
correlation (0.953) in the groupings which indicates that there are few very strong correlations in 
the data set when analyzing nitrate, nitrite, chlorate, perchlorate, sulfate, sulfite and hydrosulfite 
salts.  
  
Objects  %RSD F-Calc F-Crit, DF P-value
All Sulfur Compounds 0.048 120.039 1047.207 1.33,57 0.000
(NH4)2SO4 0.182 0.026 1.872 2.011,7 0.070
K2SO4 0.053 0.005 0.012 1.88,9 1.000
Na2SO4 0.014 0.004 0.021 1.88,9 1.000
K2SO3 0.012 0.005 0.036 1.88,9 1.000
Na2SO3 0.008 0.018 0.475 1.88,9 0.892
Na2S2O4 0.044 0.027 1.082 1.88,9 0.373
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3.2.8.2 PCA on Oxidant Data 
 PCA score plots were obtained, as they were in the fuels sections, for each of the three 
groupings for the oxidants: (1) nitrate and nitrites, (2) chlorate and perchlorate, and (3) sulfate, 
sulfite and hydrosulfite.  The PC1 versus PC2 plots for discrimination each accounted for greater 
than 80% of the total variability in the data sets.  As no outliers were present, PLS plots are 
included to summarize the overall classifications in section 3.2.8.3 below.   
TABLE 39. Correlation table on the averages for each of the sixteen inorganic salts as 
oxidants   
  
3.2.8.3 PLS-DA on Oxidant Data 
 Analysis of the 60 x 901 matrix of nitrogen containing oxidant salts yielded very good 
classification of these compounds (nitrate and nitrite anions) using a PLS score plot of PC1 and 
PC2 (Figure 46).  PC1 accounts for the largest variance (59.8%) and PC2 the second largest 
NH4NO3 PBNO3 KNO3 NaNO3 KNO2 NaNO2
NH4NO3 1.000 0.612 0.633 0.830 0.703 0.433
PBNO3 0.612 1.000 0.316 0.690 0.529 0.460
KNO3 0.633 0.316 1.000 0.730 0.275 -0.220
NaNO3 0.830 0.690 0.730 1.000 0.594 0.323
KNO2 0.703 0.529 0.275 0.594 1.000 0.500
NaNO2 0.433 0.460 -0.220 0.323 0.500 1.000
KClO3 NaClO3 KClO4 NaClO4
KClO3 1.000 0.953 0.315 0.343
NaClO3 0.953 1.000 0.327 0.303
KClO4 0.315 0.327 1.000 0.932
NaClO4 0.343 0.303 0.932 1.000
(NH4)2SO4 K2SO4 Na2SO4 K2SO3 Na2SO3 Na2S2O4
(NH4)2SO4 1.000 0.573 0.670 0.397 0.402 0.476
K2SO4 0.573 1.000 0.946 0.742 0.578 0.706
Na2SO4 0.670 0.946 1.000 0.717 0.685 0.780
K2SO3 0.397 0.742 0.717 1.000 0.843 0.741
Na2SO3 0.402 0.578 0.685 0.843 1.000 0.733
Na2S2O4 0.476 0.706 0.780 0.741 0.733 1.000
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(20.7%) for a total variance of 80.5%.  There are six clearly resolved clusters for the six samples.  
The nitrite groups (NaNO2 and KNO2) have clusters in the upper hemisphere near one another, 
with the remaining nitrates in the lower, which is expected based on their correlations coefficient 
values. NaNO3 and NH4NO3 have the highest correlation (0.830) and are nearest one another near 
the origin with KNO3 and NaNO2 the farthest distance and lowest correlation (-0.220).   
FIGURE 46.  PLS score plots for the first and second principal components for the nitrate 
and nitrite oxidants via Hoteling’s T2 at the 95% confidence level.  
 
 
The PLS score plot for the four chlorine containing oxidants is summarized in Figure 47.  
Similar to the nitrogen compounds, the samples are clearly resolved with chlorate (NaClO3 and 
KClO3) in the upper hemisphere and perchlorates below.  NaClO4 has the lowest correlation value 
to NaClO3 (0.303) with the highest between NaClO3 and KNO3 (0.953), supporting their 
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groupings nearest one another in distance in the Hoteling’s T2 ellipse.  A total of 96.7% of the 
variability in the first two PCs, with PC1 = 71.0% and PC2 = 25.7%; nearly all variability is 
account for in the first two components.  
FIGURE 47.  PLS score plots for the first and second principal components for the chlorate 
and perchlorate oxidants via Hoteling’s T2 at the 95% confidence level.  
 
 Nearly all the variability (95.5% total) is accounted for in the PLS score plots of PC1 
(88.5) and PC2 (7.0%) for the sulfur containing compounds as well (Figure 48).  Each of the six 
sulfur samples is clearly resolved with no outliers identified.  The sulfite samples (K2SO3 and 
Na2SO3) are clustered nearest Na2SO4, indicated by their correlations (0.717 and 0.843).  While 
these three do not share the highest correlation coefficient, they do share similar means on the 
averages in ANOVA (0.08-0.014) for the three samples.  (NH4)2SO4 at the edge of the ellipse, 
may be responsible for placing leverage on samples that have higher correlations must closer 
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together in distance due to their dissimilarity to it.  Because classification was still possible, it 
will remain in the data set.    
FIGURE 48.  PLS score plots for the first and second principal components for the nitrate 
and nitrite oxidants via Hoteling’s T2 at the 95% confidence level.  
 
 VIPs were collected for each of the oxidants and compared to the original spectra to 
narrow the matrices to fewer than twenty variables for each group.  The model diagnostics for 
the variable selective model in each case (1) nitrate and nitrite, (2) chlorate and perchlorate, and 
(3) sulfur, sulfite, and hydrosulfite were summarized in Table 40 all very strong models.  Both 
the nitrogen containing and sulfur containing compounds were analyzed for predictions using 17 
VIPs, while the chlorine containing model used even fewer at fourteen.  Predictions were 
successful for each of the models (Tables 41-43): (1) nitrate and nitrates 100% correctly 
predicted, (2) chlorate and perchlorate 100% correctly predicted and (3) sulfur, sulfite and 
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hydrosulfite 94.4% correctly predicted.  Na2SO3 failed in Pred1, in Table 43 with a value of 0.887 
with a threshold value expected of 1.0 ± 0.1.  
TABLE 40. Model diagnostics for the VIP models for oxidants used in making HMEs.  
 
 
Between-group analysis was also performed utilizing the PLS-DA model to obtain the 
variable diagnostics, as in the summary of all fuel, to identify the variables that most influence 
the extraction of each anion when in the same model.  To represent each type of anion, the 
following samples were chosen: PbNO3, NaNO2, KClO3, KClO4, (NH4)2SO4 and K2SO3.  Figure 49 
summarized each of the IR plots collected over a range of 1500-600cm-1 for the six samples. 
Predictions were made on this full spectroscopic model and summarized in Table 44 (a) below 
resulting in 100% correct predictions as well as the abridged model (Table 44 (b)) using only 10 
VIP and still 100% of the anions for between-group analysis correct.    
TABLE 41. Predictions for the variable selective model of nitrate and nitrate containing 




Abridged Model Diagnostics R2Y Q2Y
Nitrate and Nitrite 0.99655 0.99581
Chlorate and Perchlorate 0.99853 0.99841
Sulfur, Sulfite and Hydrosulfite 0.99820 0.99809
Predictions for Nitrogen Containing Oxidants - 17 VIPs
NH4NO3 PbNO3 KNO3 NaNO3 KNO2 NaNO2
Pred 1 1.027 0.989 0.952 1.012 0.935 0.995
Pred 2 0.977 0.983 1.003 0.976 0.985 0.990
Pred 3 0.970 0.975 0.975 0.986 0.971 0.996
Mean 0.991 0.982 0.977 0.992 0.964 0.994
%RSD 3.146 0.695 2.633 1.877 2.662 0.302
%rel. err. 0.854 1.762 2.319 0.841 3.599 0.619
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TABLE 42. Predictions for the variable selective model of chlorate and perchlorate 
containing inorganic salts used as oxidants.  
 
 
TABLE 43. Predictions for the variable selective model of sulfate, sulfite and hydrosulfite 
containing inorganic salts used as oxidants.  
 
 
FIGURE 49.  IR spectra for anions of KClO3, KClO4, (NH4)2SO4, K2SO3, PbNO3, and NaNO2 
for Mid IR range 1500-600cm-1.   
 
 
Predictions for Chloro Containing Oxidants - 14 VIPs
KClO3 NaClO3 KClO4 NaClO4
Pred 1 0.963 1.008 1.002 0.997
Pred 2 1.029 0.963 0.999 0.972
Pred 3 0.989 0.993 1.006 0.999
Mean 0.994 0.988 1.002 0.989
%RSD 3.340 2.332 0.353 1.558
%rel. err. 0.618 1.204 0.209 1.066
Predictions for Sulfur Containing Oxidants - 17 VIPs
(NH4)2SO4 K2SO4 Na2SO4 K2SO3 Na2SO3 Na2S2O4
Pred 1 0.955 1.015 0.989 0.963 0.877 1.020
Pred 2 1.040 1.002 0.989 0.985 0.976 0.998
Pred 3 1.032 0.999 0.971 0.993 0.977 1.020
Mean 1.009 1.005 0.983 0.980 0.943 1.013
%RSD 4.695 0.823 1.042 1.568 6.064 1.235













Oxidant Spectra for Between-Group Analysis
KClO4 KClO3 (NH4)2SO4 K2SO3 PbNO3 NaNO2
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TABLE 44. Predictions for between-group analysis of the inorganic salts per anion (one 







Predictions for Oxidants Between Group Analysis - 1500-600cm-1
KClO3 KClO4 K2SO3 (NH4)2SO4 NaNO2 PbNO3
Pred 1 1.008 1.004 1.000 1.009 1.006 1.015
Pred 2 1.006 1.003 0.996 0.998 1.003 1.014
Pred 3 1.002 1.002 0.996 0.987 1.003 1.010
Mean 1.005 1.003 0.997 0.998 1.004 1.013
%RSD 0.322 0.120 0.221 1.115 0.165 0.261
%rel. err. 0.544 0.291 0.287 0.226 0.363 1.311
Predictions for Oxidants Between Group Analysis - 10 VIPs
KClO3 KClO4 K2SO3 (NH4)2SO4 NaNO2 PbNO3
Pred 1 0.989 0.981 1.001 0.964 1.015 0.993
Pred 2 0.986 0.970 0.991 1.041 1.015 0.986
Pred 3 1.008 1.012 0.992 1.029 1.011 0.976
Mean 0.994 0.988 0.994 1.011 1.014 0.985
%RSD 1.222 2.192 0.542 4.110 0.195 0.858




4: LIMIT OF DETECTION STUDY  
 
4.1 ADULTERATED ULTRA-LOW SULFUR DIESEL  
An additional area of research for this project was to determine if limits of detection 
(LOD) could be made regarding ultra-low-sulfur diesel when adulterated with biodiesel as a 
solvent mix.  Adulteration deals with the illegal introduction of foreign substances into a finished 
fuel product.  Because of the availability of cheaper supplies that resemble the original 
petrochemical source, detection of the adulterant becomes challenging.  Biodiesels that are 
obtained from vegetable, animal and residual oils (kerosene, motor oil and/or used frying oil) are 
sometimes used in this way.43  A would be perpetrator would likely have access to things such as 
used frying oil or motor oil that could be used to add additional fuel to a chemical explosive, 
without the high cost of a refined petroleum product.  Characterization of diesel fuel for 
adulterants is typically carried out by physicochemical characterization and 
chromatographic/spectroscopic methods.43  This project uses the standard method of 
spectroscopic data collection for characterization, then couples that with multivariate statistics to 
identify the LOD when ULSD is adulterated with a biodiesel sample.   
4.1.1 MATERIALS AND METHODS 
FTIR spectra were collected for the B100 and ULSD standards purchased from VHG labs 
over the Mid-IR range (4000cm-1 to 650cm-1).  The collection for the standards used a force gauge 
setting of 70, averaged over 4 scans with 4cm-1 resolution.  Ten spectra were taken and averaged 
for both standards and absorbance bands identified where ULSD predominates to reduce any 
interference from the biodiesel fuel.  ULSD has an absorption range at approximately 1500cm-1 to 
1300cm-1 where it dominates the biodiesel standard (Figure 50).  Two peaks are present that 
outweigh those of biodiesel, and can be analyzed for quantitation in LOD using PLS-R.  
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However, for the project, due to the interference by a peak at approximately 1450cm-1 for 
biodiesel, the peak at 1377cm-1 was considered most significant.  ULSD5 and BIO5 were chosen 
as commercial samples for further analysis due to relative amounts available.  
FIGURE 50.  Mid-IR plot for B100 Standard and ULSD standard for peak identification. 
 
 
The ULSD5 and BIO5 sample mixtures were analyzed using a Perkin Elmer Spectrum 
400 FT-IR over the range of 1500cm-1-1300cm-1 utilizing a KBr liquid sample cell holder from 
International Crystal Labs (SL-3) with a 0.05mm path length.  Preparation of the fuel mixtures 
required mixing the ULSD5 and BIO5 in 5mL glass vials, according to the % v/v measurements 
in the calibration table (Table 45) and then placed on a centrifugal agitator to mix for 
approximately 30 seconds.  Prior to each sampling, the cell was cleaned by flushing hexane 
through the cell using a new disposable plastic BD 1ml Luer-lok tipped syringe each sample and 
wiping the exterior with a kim-wipe® and hexane.  The second step involved pre-cleaning by 
rinsing the cell with the fuel mixture to be tested prior to any spectroscopic acquisition.  The cell 
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was then filled with the representative fuel sample using the disposable syringes.  Once the five 
spectra per concentration level were obtained, the syringe was locked into the top opening of the 
cell holder and all residual fuel was forced out of the bottom opening with air, then further 
cleaned with the hexane (steps above).  The data was then exported to MSExcel in csv format 
prior to PLS-R analysis using SIMCA. 
TABLE 45. Calibration matrix of known concentrations of adulterated diesel (ULSD5) 




4.1.2 RESULTS AND DISCUSSION 
 
4.1.2.1 Preprocessing for Adulterated ULSD  
Five respective spectra per concentration were taken and analyzed in MSExcel and 
SIMCA v13.0.2.0.  Baseline correction was performed for each spectrum collected. The spectra 
were not normalized in the LOD studies as there is variation in the peak heights for changing 
concentrations. The MSExcel scatterplot for the data at 1377 cm-1 (Figure 51) shows a very 
strong positive linear relationship (R2 =0 .9951) between concentration and absorbance and 
therefore this peak was used in order to establish slope, intercept, and coefficient of 
determination.  Because the slope does not pass through the origin, it is necessary to use 
Equation 20 to calculate LOD instead of the regression line obtained in the scatter plot; the 
Calibration Matrix of Known Concentrations Prediction Matrix of Unknowns
BIO (µL) ULSD (µL) Vtotal (µL) % ULSD BIO (µL) ULSD (µL) Vtotal (µL) % ULSD
1000 0 1000 0 975 25 1000 2.5
950 50 1000 5 925 75 1000 7.5
900 100 1000 10 880 220 1000 22
800 200 1000 20 570 430 1000 43
700 300 1000 30 330 670 1000 67
550 450 1000 45 160 840 1000 84
400 600 1000 60
250 750 1000 75
100 900 1000 90
0 1000 1000 100
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regression command in excel can be used to find the standard error of the intercept and the 
absorbance coefficient needed for the this LOD calculation (results in Table 46).  The LOD for 
ULSD contaminated with biodiesel is 4.6%, in other words, this is the lowest concentration of 
diesel fuel adulterated with biodiesel that can be determined using this calibration matrix. 
FIGURE 51.  Regression line for concentration versus absorbance at 1377cm-1 for known 





TABLE 46.  Regression data analysis output for concentration versus absorbance at 
1377cm-1 to determine limits of detection for adulterated ULSD5 with BIO5 for the known 












df SS MS F Significance F
Regression 1 0.128364279 0.12836428 1611.71581 1.63051E-10
Residual 8 0.000637156 7.9644E-05
Total 9 0.129001434
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 0.87167905 0.004547492 191.683487 6.1404E-16 0.861192516 0.882165585 0.861192516 0.882165585
X Variable 1 0.32909184 0.008197339 40.1461805 1.6305E-10 0.31018874 0.347994934 0.31018874 0.347994934
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 The plot of the average spectra for each known and unknown concentrations (Figure 52) 
follow the expected trend; increasing in intensity as the concentration of ULSD increases. For 
the 90% ULSD and 100% ULSD, there is little change in their respective peak heights.  90% 
ULSD is farthest from the regression line in Figure 53, and therefore instrument imprecision 
associated with this concentration could be the cause.  Also, the spacing between the each of the 
concentration peaks follows an expected trend; the space between 10% ULSD and 20% ULSD is 
slightly smaller than the spacing between 30% ULSD and 45% ULSD.     
FIGURE 52.  FTIR plot of known and unknown concentrations of adulterated ULSD5 with 





4.1.2.2 Partial Least Squares Regression (PLS-R) for Adulterated ULSD 
 
 A PLS-R model was used for quantitative analysis in order to relate the spectroscopic 
data to the concentrations of ULSD in each sample.  In order to prevent overfitting, the model, 
the data was divided into two parts: the 10 known calibration solutions and the 6 unknown 
concentrations.  The knowns were used as the training or validation set while the unknowns 
served as test objects.  A regression line is obtained in PLS-R to determine the trend line, slope 
and the coefficient; these values are displayed in Figure 53.  Note that R2 is equal to 0.999, which 
indicates nearly complete correlation of the 10 concentrations and a strong positive linear 
relationship between the spectra and concentration values; as concentration increase, so does the 
intensity value of the spectra at 1377 cm-1.  The PLS-R model (Figure 53) also better clarifies the 
variation between 90% ULSD and 100% ULSD; the observations for the 90% ULSD clusters 
tightly below the 100% concentration with good separation of the classes.    
FIGURE 53.  Regression line obtained from SIMCA for 10 known concentrations of diesel 
adulterated with biodiesel (0%, 5%, 10%, 20%, 30%, 45%, 60%, 75%, 90%, and 100%).  




 Expected y-values versus y-predicted values for the unknowns were collected and are 
summarized in Table 47 with their respective %RSD.  All concentrations for the test set of 
unknowns can be correctly predicted within a 5% RSD ± 0.1% with the exceptions of the 2.5% 
ULSD concentration sample; the concentration of 2.5% is below the LOD determined in the 
previous regression statistics in MSExcel.  Model statistics further support the strength in the 
goodness of fit (R2Y (cum) = 0.999) and predictive ability (Q2Y (cum) = 0.999) for this model of 
contaminated ULSD5 with BIO5.  PLS-R in conjunction with the spectroscopic data for known 
concentrations of ULSD mixed with biodiesel can successfully and accurately predict unknown 
concentrations above the LOD when establishing a link to a reference sample.   
TABLE 47. PLS-R predictions for unknown concentrations of ULSD5 contaminated with 
BIO5, Expected diesel concentrations versus the predicted (Ypred) concentration of diesel 




PLS-R                                                                                                                        
(model R2Y(cum)=0.999; Q2Y (cum)=0.999) Model: R2Y: .999, Q2=.999
Primary ID DF Exp YPred(DF) % RSD Primary ID DF Exp YPred(DF) % RSD
2.5%_1 2.5 1.8 28.87 43%_1 43.0 43.8 1.95
2.5%_2 2.5 1.8 26.67 43%_2 43.0 43.9 2.01
2.5%_3 2.5 1.8 27.63 43%_3 43.0 43.9 2.01
2.5%_4 2.5 1.8 26.43 43%_4 43.0 43.9 2.00
2.5%_5 2.5 1.8 26.67 43%_5 43.0 43.8 1.97
7.5%_1 7.5 7.4 1.52 67%_1 67.0 68.9 2.80
7.5%_2 7.5 7.5 0.61 67%_2 67.0 67.0 0.04
7.5%_3 7.5 7.4 1.17 67%_3 67.0 64.4 3.89
7.5%_4 7.5 7.4 1.52 67%_4 67.0 64.4 3.87
7.5%_5 7.5 7.4 0.97 67%_5 67.0 64.4 3.82
22%_1 22.0 22.3 1.17 84%_1 84.0 86.7 3.17
22%_2 22.0 22.3 1.53 84%_2 84.0 84.9 1.02
22%_3 22.0 22.2 0.96 84%_3 84.0 84.9 1.11
22%_4 22.0 22.4 1.67 84%_4 84.0 85.1 1.28
22%_5 22.0 22.4 1.73 84%_5 84.0 85.4 1.67
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4.2 OXIDANT SOURCE MIXTURES 
 Similar to the fuel sources used in developing an IED, it is important to know the 
composition of the oxidant sources used.  During an explosion, these chemicals undergo a 
chemical reaction in which their ionic species are produced and are present in post-blast 
residues44 left behind on contact surfaces.  Since 1994, many of the commercially available 
oxidant sources, such as ammonium nitrate fertilizer, are not available for sale or distribution in 
countries like Afghanistan.45   Therefore, many clandestine laboratories will mix different oxidant 
sources for maximum impact.  This LOD study seeks to determine if unknown concentrations of 
oxidant mixtures can be determined by combining spectroscopic data and PLS-R.  
4.2.1 MATERIALS AND METHODS 
 Inorganic salts of KClO3, KClO4 and NH4NO3 were analyzed for limits of detection in 
these oxidant mixtures.  The individual salts were weighed to the specified volume of the 
calibration matrix (Table 48) prior to each mixing, for a total volume of 1gram (1000mg).  Note 
that the table shows a column for salt, which contains the desired measure for each salt in 
milligrams and then an “Exp” value, which was the actual experimental weight for the salt.   
Each of these salts are solids that varied in particle size, compromising the data collection 
on the ATR crystal.  In order to obtain a homogenous mixture and particle size for the three 
when mixed, each was ground individually into a fine powder using a porcelain mortar and 
pestle.  They were then mixed in a cleaned mortar and pestle by turning over the samples with a 
spatula for approximately 1 minute then immediately placing a trace amount (enough to cover 
the “eye” of the crystal) on the ATR crystal of a Perkin Elmer FT-IR Spectrum 100.  Because of 
the propensity of these salts to quickly recrystallize into larger particles sizes, the five spectra 
were quickly obtained for each with reloading of the sample after the 3rd scan.  Ten known 
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concentrations were made as well as eight unknowns for making predictions and determining 
LOD.  Each spectrum was taken over the mid-IR range (4000cm-1-650cm-1) using a force gauge of 
50, an average of 4 scans with 4cm-1 resolution.  However, due to spectroscopic interference by 
water, only the range of 1570cm-1-650cm-1 was plotted and analyzed in the PLS-R modeling.  
TABLE 48. Calibration matrix for LOD study of oxidant mixtures (KClO3, KClO4, and 




4.2.2 RESULTS AND DISCUSSION 
 
4.2.2.1 Preprocessing for Oxidant Mixtures  
The average of the five total spectra for each of the three salts were baseline corrected 
and plotted using MSExcel (Figure 54).  For a good calibration model, there must be an area in 
the spectrum where each oxidant predominates.  For KClO3 there are two peaks at approximately 














W1 200 205.61 600 601.28 200 201.73
W2 600 599.65 200 202.25 200 199.90
W3 200 199.79 200 200.53 600 601.35
W4 800 800.45 100 100.69 100 115.00
W5 100 100.05 100 100.52 800 803.69
W6 100 101.01 800 808.23 100 111.53
W7 200 200.28 500 499.28 300 300.33
W8 300 300.66 400 402.53 300 302.31
W9 400 401.72 300 300.51 300 303.96
W10 200 200.02 400 407.91 400 408.65
Test samples KClO3 Exp NH4NO3 Exp KClO4 Exp
T1 250 249.96 450 455.76 300 302.09
T2 450 450.13 300 300.68 250 253.62
T3 300 300.99 300 300.05 400 401.40
T4 500 499.50 200 204.81 300 299.84
T5 200 200.30 300 302.15 500 500.00
T6 650 651.78 300 306.48 50 50.48
T7 300 302.36 50 50.76 650 657.94
T8 50 52.60 650 656.14 300 299.93
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956cm-1 and 937cm-1 meeting that criteria and are indicative of v3 (anti-symmetric stretching of 
Cl-O) and v1 (symmetric stretching of Cl-O) vibrational modes (Table 35).  For KClO4, the peak 
at 1080cm-1 is most significant and is indicative of v3 (antisymmetric stretching of Cl-O) 
vibrations.  NH4NO3 has multiple peaks for identification, peaks 1414 cm-1, 1300 cm-1 and 714cm-1 
each a dominant for NH4NO3, however the most appropriate being 1414 cm-1 as there is no 
interference from the chloride containing compounds.  These peaks will be used to determine 
LOD in the regression model and aid in discriminating the spectra from one another for 
successful predictions of the specific oxidant concentrations in varying mixtures. 
FIGURE 54.  FT-IR plot for KClO3, KClO4, and NH4NO3 for the determination of LOD in 




ANOVA was performed on the calibration mixes for within-group and between-group 
analyses.  Table 49, row 2, column 4 for the oxidants shows an Fcalc (145.65) higher than Fcrit (1.35) 
with a 95% confidence level and 49 DF with p-value of 0.000 indicating that the ten mixtures are 
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significantly different.  Rows 3-12 show Fcalc values (166.66, 46.75, 35.83, 7.30, 21.74, 235.81, 
283.96, 263.13, 57.73, and 78.31) that are all greater than the Fcrit (2.37) for a 95% confidence 
level with 5 DF and p-value equal to 0.000 indicating that these samples are also significantly 
different when analyzing the within-group variance.  The high Fcalc values for the mixtures could 
indicate lack of precision with the data collection possible with recrystallization as well as 
indeterminate error in the FT-IR/ATR instrument.  Note that the samples containing larger 
amounts of NH4NO3 have the greatest Fcalc values (W1 (448.18), W6 (235.81), W7 (317.97), and 
W8 (263.13)).   In the previous classification study for oxidants (section 3.3.2), NH4NO3 
displayed high Fcalc values for within-group ANOVA, indicating that obtaining good spectroscopic 
precision for this salt is quite difficult.  The W4 mixture, which consisted of 800 mg of KClO3 
and 100mg each of KClO4 and NH4NO3, had the lowest Fcalc (7.30).  Further steps will be necessary 
to further refine the model in PLS-R prior to making predictions since there is considerable 
variance for within-group analysis between the five total spectra per oxidant salt.  





Objects  %RSD F-Calc F-Crit, DF P-Value
W1-W10 0.074 33.61 145.65 1.35, 49 0.000
W1 0.084 448.18 166.66 2.37, 5 0.000
W2 0.065 360.27 46.76 2.37, 5 0.000
W3 0.059 551.65 35.83 2.37, 5 0.000
W4 0.046 705.92 7.30 2.37, 5 0.000
W5 0.057 527.89 21.74 2.37, 5 0.000
W6 0.106 379.78 235.81 2.37, 5 0.000
W7 0.079 317.97 283.96 2.37, 5 0.000
W8 0.064 249.70 263.13 2.37, 5 0.000
W9 0.089 460.45 57.73 2.37, 5 0.000
W10 0.090 484.68 78.31 2.37, 5 0.000
 126 
4.2.2.2 Partial Least Squares Regression (PLS-R) for Oxidants Mixtures 
 
 PLS-R regression analysis was used as a prescreening tool to set-up a good quantitative 
model for the known concentrations and test mixes.  The first step for choosing the model meant 
identifying samples for the training set that were near the regression line when plotting y-
observed versus y-predicted in SIMCA.  Forty-five of the original set of ninety spectra were 
chosen to design the model in PLS-R and were then randomized and split into two separate 
matrices: (1) thirty as the training set and (2) fifteen as test objects.  The R2Y and Q2Y cumulative 
values for this model are 0.951 and 0.937 respectively.  
 Once the model design was completed, the training set of thirty spectra was plotted to 
obtain the model statistics of R2, RMSEE, and RMSEcv.  Table 50 summarizes the statistics with 
plots of the regression models for each oxidant displayed in Figure 55.  KClO3 has the highest R2 
value (0.965) which is also supported by the lowest values for RMSEE (0.038) and RMSEcv 
(0.053).  These statistics indicate that the model has the best-fit and lowest error when evaluating 
the goodness of fit between the spectroscopic data and the calibration model.  In other words, the 
residual values for y-expected are lowest for KClO3.  KClO4 had the lowest R2 (0.936) value and 
the greatest RMSEE (0.045) and RMSEcv (0.058).   
Limits of detection for each of the compounds were found using the regression statistic in 
MSExcel as in the LOD for adulterated diesel, mathematically calculated using Equation 17.  
Recall that the LOD is calculated using the regression statistics found using the values for 
wavenumber versus absorbance with each oxidant’s LOD calculated independently (Table 50).  
The peak at 1414cm-1 was singled out for NH4NO3.  At this wavenumber, there was no 
overlapping for the chloride containing compounds which resulted in the lowest LOD (2.5%). 
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KClO4 has an LOD of 4.8% at 1080cm-1 with KClO3 having almost double that LOD at 9.5% for 
937cm-1.   
The predictions for each of the oxidants are summarized in Table 51 for the fifteen random test 
spectra.  Overall average predictions for the oxidants group was 73.3% correct predictions within 
the threshold of 1.0 ± 0.1.  NH4NO3 had the greatest prediction rate at 86.7% correctly predicted 
followed by KClO3 with 73.3% and the lowest for KClO4 with 60.0% correct for analyzing 
mixtures of the three in varying concentrations using a calibration matrix of known 
concentrations. 
FIGURE 55.   Regression plot for 30 known training concentrations for mixtures of (a) 













TABLE 50. PLS-R model statistics for determining LOD for oxidant mixtures of KClO3, 




Recall that 45 random spectra were chosen from the original ninety collected for the LOD 
and predictions.  As such, not all concentrations from the calibration matrix (Table 48) were 
represented by the predictions.  By randomly choosing spectra that had the lowest residual when 
plotting y-expected versus y-predicted, the concentrations were narrowed to include five of the 
original test concentrations and five of the original work set concentrations (Table 52).  Because 
there was a large variation between spectra of the same oxidant (shown in Fcalc vs. Fcrit in Table 49), 
designing this experiment meant limiting the spectra to those with some of the smallest residual 
values in PLS-R model to test known concentrations of the oxidants against unknowns to achieve 
greater than 60% accuracy in predictions.      
  
Statistic KClO3 KClO4 NH4NO3
R2 for regression line 0.965 0.936 0.952
RMSEE 0.038 0.045 0.041
RMSEcv 0.053 0.058 0.055
Regression Line y=1x + 4.52E-009 y=1x-1.38E-008 y=1x+2.04E-008
Regression Method at 937cm-1 at 1080cm-1 at 1414cm-1
Limit of Detection (LOD) 9.5% 4.8% 2.5%
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TABLE 51: Predictions for concentration of KClO3, KClO4 and NH4NO3 
 
 
TABLE 52:  Identified concentrations for three oxidants in a mixture by the test set for 
LOD and Predictions using PLS-R 
 






















TARG1 0.301 0.364 0.827 0.403 0.405 0.993 0.302 0.246 0.814
TARG2 0.500 0.492 0.984 0.205 0.218 0.939 0.300 0.296 0.987
TARG3 0.250 0.260 0.960 0.456 0.486 0.938 0.302 0.262 0.868
TARG4 0.402 0.470 0.855 0.301 0.275 0.914 0.304 0.268 0.882
TARG5 0.600 0.628 0.954 0.202 0.200 0.990 0.200 0.180 0.899
TARG6 0.200 0.184 0.919 0.408 0.422 0.966 0.409 0.403 0.986
TARG7 0.301 0.298 0.989 0.300 0.310 0.968 0.401 0.398 0.991
TARG8 0.402 0.431 0.931 0.301 0.316 0.951 0.304 0.263 0.865
TARG9 0.200 0.204 0.980 0.499 0.510 0.978 0.300 0.296 0.987
TARG10 0.200 0.181 0.902 0.499 0.538 0.928 0.300 0.291 0.969
TARG11 0.200 0.199 0.995 0.302 0.322 0.939 0.500 0.485 0.971
TARG12 0.450 0.489 0.921 0.301 0.294 0.977 0.254 0.231 0.910
TARG13 0.500 0.472 0.944 0.205 0.233 0.878 0.300 0.300 0.998
TARG14 0.500 0.635 0.786 0.205 0.183 0.891 0.300 0.193 0.645
TARG15 0.402 0.456 0.880 0.301 0.305 0.984 0.304 0.249 0.819
Mean 0.922 0.949 0.906
%RSD 6.753 3.735 10.688
%rel.err 7.802 5.107 9.385
Matrix sample Test Set Actual KClO3 Actual NH4NO3 Actual KClO4
W2 TARG5 0.600 0.202 0.200
W7 TARG9 0.200 0.499 0.300
W7 TARG10 0.200 0.499 0.300
W8 TARG1 0.301 0.403 0.302
W9 TARG4 0.402 0.301 0.304
W9 TARG8 0.402 0.301 0.304
W9 TARG15 0.402 0.301 0.304
W10 TARG6 0.200 0.408 0.409
T1 TARG3 0.250 0.456 0.302
T2 TARG12 0.450 0.301 0.254
T3 TARG7 0.301 0.300 0.401
T4 TARG2 0.500 0.205 0.300
T4 TARG13 0.500 0.205 0.300
T4 TARG14 0.500 0.205 0.300
T5 TARG11 0.200 0.302 0.500
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CHAPTER 5. OVERALL CONCLUSION 
   
By combining spectroscopic and chemometric methods, components commonly used in 
making HMEs can be discriminated and classified for between group analyses as well as within 
group analyses.   FT-IR provided quick identification that is non-destructive, required little to no 
sample preparation and was more cost effective than traditional means for identifying fuels and 
oxidants common to explosives.  PCA and PLS provided strong statistical support to successfully 
and accurately classify each of the fuels and oxidants.   
PLS was successful in performing qualitative analysis on the fuels and oxidants by 
providing variables of importance that allowed for the reduction of variables necessary for 
classification and predictions; from 3351 wavenumbers to less than 20 in most instances.  The 
modeling provided accurate predictions for the fuels and oxidants using a full spectroscopic 
method as well as one of variable selection.  Variable diagnostics of R2VY (classes) and R2VX 
(VIP wavenumbers) were collected in the PLS-DA modeling to produce a unique set of 
wavenumbers (from the list of VIPs) for between group analysis to be used as markers for each 
class.   
Challenges arose for the kerosene and jet fuels when there was little variation in sampling 
site or time of year.  Because PCA and PLS work very well with multicollinear data sets, 
classification was still possible by refining the model using model diagnostics for goodness of fit 
(R2Y) and predictive ability (Q2Y) and limiting the number of classes for very strong correlations.  
Raman spectroscopy was tested for within-group classification for kerosene and jet fuels, 
however, with the low signal to noise ratio, the variation was negligible.  PCA was unsuccessful 
in discriminating the different samples in each group.  It is the desire of the analyst to attempt 
classification for the local fuels using Raman spectroscopy in future work.   
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 Quantitative analysis was also successful with the PLS model using regression analysis.  
It was possible to make quantitative predictions on the physicochemical characteristics provided 
by the Georgia Department of Agriculture Fuel Lab in Tifton, GA for ULSD, jet fuel, kerosene, 
biodiesel and the local diesel fuel samples using the spectroscopic data collected by FT-IR.  The 
majority of the physicochemical properties were correctly predicted at a rate of greater than 90%.  
Other quantitative analysis involved determining LOD for adulterated ULSD with biodiesel and 
LOD analysis for oxidant mixtures in a compound.  PLS-R was successful in identifying ULSD 
in adulterated samples at a LOD of 4.5% total volume, and for identifying NH4NO3, KClO3, and 
KClO4 in an oxidant mixture with LOD’s of 2.5%, 9.5%, and 4.8% respectively.   
 By combining the precision of spectroscopic data collection with the strength of 
multivariate statistical analysis, called chemometrics, is possible to discern highly correlated 
spectra that cannot be unequivocally discriminated by visual inspection alone.  These methods 
also allow for accurate qualitative and quantitative analysis on the fuel sources and inorganic 
salts commonly used in making HMEs.  The techniques in this study can be used in forensic 
investigations to establish an evidentiary link between a suspect and a reference material when 
undetonated materials are left behind from the manufacturing process or on contact surface, as 
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B99-1 602 626 632 649 655 1.4 0 1.57 355 28.5  1.1
B99-2 338 626 633 650 668 1.4 0 1.69 360 28.5 1.2
B99-3 199 626 633 646 654 1.4 1.7 3.89 360 28.6 1.2
B99-4 601 626 633 651 657 1.4 0 1.78 355 28.5 1.5  
B99-5 600 627 634 652 654 1.1 0 2.11 355 28.4 -0.3
B99-6 621 630 634 654 697 1.4 3.4 1.68 N/A 28.3 32.2
B99-KSU1 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
J1 310 350 410 492 546 0.5 0.2 557.36 124 43.5
J2 311 353 412 489 543 1.2 0 553.7 115 43.4
J3 309 350 408 486 503 0.5 0 964.05 114 43.9
J4 306 349 408 486 502 0.5 0.2 972.45 114 43.9
J5 307 352 415 500 547 1.2 0.2 707.57 112 43.5
J6 314 354 418 501 555 1 0.9 710.14 112 43.5
K1 341 364 411 484 535 0.5 1.6 10.13 134 41.4 +25
K2 347 365 408 479 548 0.6 0.7 9.54 130 40.99 +24
K3 337 365 415 493 550 0.6 1.1 8.22 133 40.8 +26
K4 336 370 407 475 527 1.2 0 10.36 131 41.1 +25
K5 339 366 409 481 531 1.2 0.2 9.88 130 41.09 >+30
K6 345 370 416 488 539 0.5 1.8 8.31 135 40.45 +25
K7 349 368 416 487 537 0.5 1.7 8.58 136 40.5 +25
K8 346 364 409 482 534 0.6 1.4 9.85 132 41 +24
ULSD1 343 401 500 613 667 0.5 0 5.73 143 36 47
ULSD2 346 402 505 621 671 0.1 0.7 6.9 137 36.5 48.5
ULSD3 344 401 503 617 662 0.5 1.1 6.7 141 36.5 48
ULSD4 338 401 506 624 669 0.6 1.1 7.46 143 36.5 48.5
ULSD5 338 397 501 613 662 0.7 0.3 7.23 139 36.4 48
ULSD6 333 398 506 619 671 1.4 0 7.51 139 35.9 47.9
ULSD7 341 390 497 616 661 0.6 0.6 5.91 141 36.5 47.5
ULSD8 327 398 508 618 673 1.4 0 7.59 137 35.6 47.8
ULSD9 348 398 494 611 661 0 0.3 6.02 147 36.6 47.5
ULSD10 344 400 501 618 665 0.4 1.3 7.87 143 50.5 37.7
ULSD11 343 398 503 617 658 0.4 0.8 6.72 141 36.5 48
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A-2: Plot of VIP values for B99-biodiesel determined by PLS-DA, with fifteen peaks 
identified by major peaks in the original FT-IR spectra and chosen for comparison and 
refinement.   
 
 
A-3: Plot of VIP values for Jet Fuel determined by PLS-DA, with nine peaks identified by 




A-4: Plot of VIP values for Kerosene determined by PLS-DA, with XX peaks identified by 
major peaks in the original FT-IR spectra and chosen for comparison and refinement.   
 
 
A-5: Plot of VIP values for the Local Fuels and300 Ultra-Low Sulfur Diesel determined by 
PLS-DA. 19 peaks identified with corresponding peaks from the original IR spectra for 




A-6: Overlay Summary Plot of FT-IR spectra of the Sugar samples, for visual comparison 




A-7: Plot of VIP values for the sugar samples identified by PLS-DA. Ten peaks were 
identified with corresponding peaks from the original IR spectra for comparison and 
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Calculated % Error for Prediction Variables for Biodiesel (3351 wavenumbers) 
* INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample 
ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
B1.1 602 623.5 3.57 626 626.1 0.01 632 632.1 0.02 649 649.1 0.02 655 652.8 0.34
B1.2 602 578.6 3.89 626 626.2 0.03 632 632.4 0.06 649 649.6 0.10 655 657.3 0.36
B1.3 602 611.7 1.61 626 626.0 0.00 632 632.0 0.00 649 649.0 0.00 655 654.6 0.06
B2.1 338 387.8 14.72 626 626.0 0.01 633 633.0 0.01 650 649.5 0.08 668 661.7 0.95
B2.2 338 393.6 16.44 626 625.9 0.02 633 632.8 0.03 650 649.2 0.12 668 659.7 1.25
B2.3 338 381.6 12.91 626 625.9 0.02 633 632.7 0.05 650 649.4 0.09 668 664.8 0.48
B3.1 199 186.0 6.55 626 626.1 0.02 633 633.2 0.03 646 646.5 0.07 654 655.9 0.29
B3.2 199 185.7 6.68 626 626.2 0.04 633 633.3 0.04 646 646.7 0.10 654 657.3 0.51
B3.3 199 184.4 7.32 626 626.1 0.01 633 633.1 0.02 646 646.4 0.06 654 656.3 0.35
B4.1 601 340.2 43.39 626 625.8 0.03 633 632.9 0.01 651 649.4 0.25 657 662.8 0.89
B4.2 601 400.5 33.37 626 625.9 0.02 633 632.8 0.04 651 649.1 0.29 657 659.2 0.33
B4.3 601 361.5 39.86 626 625.9 0.01 633 633.1 0.01 651 649.7 0.20 657 662.0 0.75
B5.1 600 607.5 1.25 627 627.0 0.00 634 634.0 0.00 652 652.0 0.01 654 652.6 0.21
B5.2 600 564.9 5.86 627 627.0 0.00 634 634.1 0.01 652 652.3 0.04 654 657.4 0.53
B5.3 600 586.1 2.32 627 627.0 0.00 634 633.9 0.01 652 652.1 0.01 654 656.1 0.33
B6.1 621 628.2 1.16 630 630.0 0.00 634 634.0 0.01 654 653.8 0.03 697 694.7 0.34
B6.2 621 671.9 8.19 630 629.7 0.04 634 633.7 0.05 654 653.0 0.15 697 687.9 1.31
B6.3 621 614.6 1.04 630 630.2 0.02 634 634.3 0.05 654 654.3 0.04 697 696.2 0.11
*Sample 4 was not in the original test set for predictions, due to the best fit model excluding that set. 
Calculated % Error for Prediction Variables for Biodiesel (15 VIPs)
* INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample 
ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
B1.1 602 553.4 8.08 626 626.1 0.02 632 632.3 0.05 649 649.6 0.10 655 659.7 0.73
B1.2 602 595.3 1.12 626 626.0 0.01 632 632.1 0.02 649 649.3 0.04 655 656.1 0.16
B1.3 602 524.7 12.84 626 626.1 0.01 632 632.4 0.06 649 649.7 0.10 655 661.1 0.93
B2.1 338 395.9 17.13 626 625.9 0.01 633 632.7 0.05 650 649.3 0.10 668 662.6 0.80
B2.2 338 377.8 11.79 626 625.9 0.02 633 632.7 0.05 650 649.3 0.10 668 664.1 0.58
B2.3 338 350.5 3.71 626 626.1 0.01 633 633.1 0.01 650 650.3 0.04 668 668.5 0.07
B3.1 199 185.5 6.81 626 625.9 0.01 633 632.8 0.04 646 645.8 0.04 654 656.9 0.45
B3.2 199 205.4 3.21 626 626.0 0.00 633 633.0 0.00 646 646.0 0.01 654 653.8 0.03
B3.3 199 163.6 17.77 626 626.0 0.01 633 633.0 0.01 646 646.1 0.02 654 657.9 0.60
B4.1 601 405.7 32.49 626 625.8 0.03 633 632.7 0.04 651 649.1 0.29 657 658.9 0.29
B4.2 601 412.5 31.36 626 625.7 0.04 633 632.6 0.07 651 648.7 0.35 657 657.9 0.13
B4.3 601 424.0 29.46 626 625.9 0.01 633 632.9 0.02 651 649.2 0.28 657 656.4 0.09
B5.1 600 591.7 1.38 627 626.9 0.01 634 633.9 0.02 652 651.8 0.03 654 654.8 0.12
B5.2 600 592.8 1.19 627 627.0 0.00 634 633.9 0.01 652 652.1 0.02 654 656.3 0.36
B5.3 600 548.1 8.66 627 627.1 0.01 634 634.2 0.03 652 652.8 0.13 654 661.7 1.18
B6.1 621 625.4 0.70 630 630.0 0.01 634 634.0 0.00 654 654.2 0.02 697 698.1 0.16
B6.2 621 625.4 0.70 630 630.1 0.01 634 634.1 0.02 654 654.1 0.02 697 696.5 0.07
B6.3 621 606.3 2.37 630 629.9 0.01 634 634.1 0.01 654 654.1 0.02 697 697.5 0.07
*Sample 4 was not in the original test set for predictions, due to the best fit model excluding that set. 
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% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 CLOUDPOINT
EXP PRED% ERROREXP PRED% ERROR EXP PRED% ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED% ERROR
1.4 1.4 2.60 0 -0.01 N/A 1.57 1.7 6.26 355 359.7 1.32 28.5 28.5 0.02 1.1 0.5 57.26
1.4 1.4 2.48 0 0.03 N/A 1.57 1.6 1.64 355 348.7 1.78 28.5 28.5 0.06 1.1 1.5 40.61
1.4 1.4 0.09 0 -0.03 N/A 1.57 1.5 1.45 355 356.0 0.27 28.5 28.5 0.00 1.1 1.0 9.64
1.4 1.4 2.77 0 0.15 N/A 1.69 2.0 19.37 360 366.9 1.92 28.5 28.5 0.02 1.2 0.3 77.25
1.4 1.4 2.64 0 0.02 N/A 1.69 2.0 19.18 360 380.4 5.66 28.5 28.5 0.05 1.2 -0.9 175.92
1.4 1.4 1.37 0 0.04 N/A 1.69 1.7 1.40 360 361.9 0.53 28.5 28.5 0.04 1.2 1.0 14.86
1.4 1.4 1.22 1.7 1.67 1.77 3.89 3.8 1.22 360 356.4 1.00 28.6 28.6 0.04 1.2 1.5 22.82
1.4 1.4 1.32 1.7 1.76 3.74 3.89 3.8 1.39 360 345.6 4.00 28.6 28.6 0.07 1.2 2.4 101.49
1.4 1.4 0.28 1.7 1.70 0.22 3.89 3.8 1.76 360 353.8 1.72 28.6 28.6 0.03 1.2 1.8 47.23
1.4 1.4 1.54 0 -0.02 N/A 1.78 2.0 10.04 355 381.7 7.52 28.5 28.5 0.06 1.5 -0.8 155.95
1.4 1.4 2.27 0 0.04 N/A 1.78 2.0 13.61 355 380.0 7.04 28.5 28.5 0.06 1.5 -0.9 158.06
1.4 1.3 3.79 0 -0.02 N/A 1.78 2.0 11.82 355 380.1 7.07 28.5 28.5 0.02 1.5 -0.9 159.31
1.1 1.1 1.11 0 -0.03 N/A 2.11 2.2 2.09 355 360.6 1.57 28.4 28.4 0.00 -0.3 -0.9 187.86
1.1 1.1 1.36 0 0.00 N/A 2.11 2.0 4.37 355 348.9 1.72 28.4 28.4 0.01 -0.3 0.4 229.72
1.1 1.1 2.14 0 0.00 N/A 2.11 2.0 5.04 355 349.8 1.45 28.4 28.4 0.00 -0.3 0.3 200.22
1.4 1.4 1.32 3.4 3.48 2.42 1.68 1.9 10.63 0 3.5 N/A 28.3 28.3 0.01 32.2 31.8 1.33
1.4 1.4 1.62 3.4 3.33 2.15 1.68 2.0 17.24 0 29.8 N/A 28.3 28.3 0.08 32.2 29.3 8.87
1.4 1.4 3.33 3.4 3.47 1.94 1.68 1.9 10.45 0 0.5 N/A 28.3 28.3 0.04 32.2 31.9 0.82
*Sample 4 was not in the original test set for predictions, due to the best fit model excluding that set. 
% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 CLOUDPOINT
EXP PRED% ERROREXP PRED% ERROR EXP PRED% ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED% ERROR
1.4 1.4 0.43 0 -0.01 N/A 1.57 1.48 5.74 355 346.6 2.36 28.5 28.5 0.05 1.1 1.9 74.90
1.4 1.4 0.65 0 -0.05 N/A 1.57 1.52 3.12 355 354.5 0.15 28.5 28.5 0.02 1.1 1.1 2.50
1.4 1.4 0.15 0 -0.03 N/A 1.57 1.47 6.40 355 348.5 1.84 28.5 28.5 0.04 1.1 1.9 69.04
1.4 1.4 0.07 0 0.08 N/A 1.69 1.84 9.00 360 364.9 1.37 28.5 28.5 0.04 1.2 0.6 48.30
1.4 1.4 1.11 0 0.06 N/A 1.69 1.78 5.29 360 364.4 1.23 28.5 28.5 0.05 1.2 0.8 34.72
1.4 1.4 0.92 0 -0.02 N/A 1.69 1.64 2.95 360 356.0 1.11 28.5 28.5 0.03 1.2 1.5 22.71
1.4 1.5 4.13 1.7 1.77 4.19 3.89 3.74 3.88 360 348.2 3.29 28.6 28.6 0.03 1.2 2.5 112.07
1.4 1.4 0.14 1.7 1.73 1.60 3.89 3.90 0.15 360 358.0 0.56 28.6 28.6 0.00 1.2 1.4 14.22
1.4 1.4 2.59 1.7 1.65 2.73 3.89 3.71 4.64 360 354.6 1.51 28.6 28.6 0.01 1.2 1.9 61.29
1.4 1.4 2.13 0 -0.03 N/A 1.78 1.97 10.55 355 383.9 8.14 28.5 28.5 0.06 1.5 -1.2 180.52
1.4 1.4 0.81 0 0.02 N/A 1.78 2.01 12.72 355 384.0 8.17 28.5 28.5 0.09 1.5 -1.2 177.01
1.4 1.3 5.25 0 0.04 N/A 1.78 2.16 21.30 355 385.6 8.62 28.5 28.5 0.03 1.5 -1.6 207.77
1.1 1.1 2.31 0 0.02 N/A 2.11 2.06 2.15 355 353.0 0.57 28.4 28.4 0.02 -0.3 0.0 105.04
1.1 1.1 2.07 0 -0.02 N/A 2.11 1.97 6.78 355 348.4 1.86 28.4 28.4 0.00 -0.3 0.4 238.62
1.1 1.1 2.35 0 -0.11 N/A 2.11 1.77 16.23 355 340.9 3.96 28.4 28.4 0.05 -0.3 1.2 501.33
1.4 1.4 0.46 3.4 3.38 0.49 1.68 1.59 5.35 0 -4.7 N/A 28.3 28.3 0.01 32.2 32.6 1.38
1.4 1.4 1.32 3.4 3.44 1.17 1.68 1.75 4.04 0 -1.3 N/A 28.3 28.3 0.02 32.2 32.2 0.04
1.4 1.4 0.29 3.4 3.28 3.61 1.68 1.62 3.38 0 7.5 N/A 28.3 28.3 0.00 32.2 31.6 1.98
*Sample 4 was not in the original test set for predictions, due to the best fit model excluding that set. 
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Calculated % Error for Prediction Variables of Jet Fuel (3351 wavenumbers)
* INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample 
ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED
JET1.1 310 308.9 0.35 350 349.6 0.11 410 410.0 0.00 492 493.2 0.23 546 545.1
JET1.2 310 308.9 0.36 350 349.6 0.11 410 410.2 0.04 492 493.4 0.29 546 543.6
JET1.3 310 311.2 0.37 350 350.5 0.13 410 410.1 0.02 492 490.9 0.22 546 547.5
JET2.1 311 311.3 0.11 353 353.1 0.03 412 411.9 0.03 489 488.4 0.12 543 543.6
JET2.2 311 311.3 0.09 353 353.1 0.04 412 412.1 0.02 489 488.9 0.02 543 544.3
JET2.3 311 311.0 0.01 353 353.0 0.00 412 412.1 0.03 489 489.3 0.06 543 543.2
JET3.1 309 311.2 0.72 350 351.6 0.46 408 411.4 0.83 486 489.4 0.71 503 531.7
JET3.2 309 309.1 0.03 350 350.7 0.19 408 410.5 0.62 486 489.5 0.73 503 524.1
JET3.3 309 309.1 0.02 350 350.7 0.19 408 410.7 0.65 486 490.1 0.84 503 526.4
JET4.1 306 307.8 0.60 349 349.7 0.21 408 408.3 0.07 486 484.8 0.25 502 506.1
JET4.2 306 306.6 0.20 349 349.4 0.12 408 409.0 0.24 486 487.6 0.33 502 506.4
JET4.3 306 307.1 0.35 349 349.5 0.14 408 408.5 0.13 486 486.3 0.05 502 507.0
JET5.1 307 307.6 0.20 352 352.2 0.05 415 414.7 0.08 500 498.6 0.27 547 546.8
JET5.2 307 307.2 0.07 352 352.0 0.01 415 414.7 0.08 500 499.0 0.20 547 546.1
JET5.3 307 307.0 0.01 352 351.9 0.02 415 414.6 0.10 500 499.0 0.21 547 545.3
JET6.1 314 313.2 0.24 354 353.6 0.12 418 417.0 0.24 501 499.2 0.36 555 548.7
JET6.2 314 312.4 0.50 354 353.3 0.20 418 417.4 0.15 501 501.2 0.04 555 550.8
JET6.3 314 313.3 0.21 354 353.5 0.14 418 416.5 0.37 501 498.0 0.61 555 547.7
Calculated % Error for Prediction Variables of Jet Fuel (9 wavenumbers)
* INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample 
ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED
JET1.1 310 310.5 0.15 350 350.1 0.03 410 409.8 0.04 492 491.3 0.14 546 542.5
JET1.2 310 309.9 0.03 350 350.3 0.08 410 411.5 0.35 492 494.6 0.54 546 556.7
JET1.3 310 309.7 0.11 350 349.9 0.03 410 409.9 0.03 492 492.0 0.00 546 546.1
JET2.1 311 306.5 1.44 353 351.8 0.35 412 414.4 0.58 489 499.2 2.08 543 543.6
JET2.2 311 306.4 1.49 353 351.9 0.31 412 415.2 0.79 489 500.7 2.40 543 549.9
JET2.3 311 306.3 1.51 353 351.8 0.33 412 415.1 0.76 489 500.5 2.36 543 549.2
JET3.1 309 308.0 0.32 350 349.6 0.12 408 407.3 0.16 486 485.6 0.08 503 502.3
JET3.2 309 308.4 0.18 350 349.8 0.05 408 407.9 0.02 486 486.3 0.06 503 504.7
JET3.3 309 307.6 0.47 350 349.9 0.04 408 409.2 0.28 486 488.8 0.57 503 514.6
JET4.1 306 305.9 0.02 349 349.0 0.00 408 408.1 0.02 486 486.3 0.06 502 503.2
JET4.2 306 306.0 0.01 349 349.0 0.01 408 408.1 0.02 486 486.2 0.04 502 502.9
JET4.3 306 306.4 0.12 349 349.3 0.07 408 408.6 0.14 486 486.8 0.17 502 505.1
JET5.1 307 307.4 0.12 352 352.0 0.00 415 414.6 0.11 500 499.0 0.19 547 543.0
JET5.2 307 307.0 0.00 352 351.9 0.03 415 414.5 0.13 500 499.1 0.18 547 543.3
JET5.3 307 307.4 0.14 352 352.2 0.07 415 415.6 0.15 500 500.8 0.15 547 549.8
JET6.1 314 313.9 0.04 354 354.2 0.05 418 419.0 0.24 501 502.7 0.35 555 561.8
JET6.2 314 314.1 0.03 354 353.9 0.04 418 417.2 0.19 501 499.7 0.27 555 549.9
JET6.3 314 314.6 0.19 354 354.2 0.04 418 417.9 0.03 501 500.5 0.10 555 552.4
*Sample 2 was not in the original test set for predictions, due to the best fit model excluding that set. 
 
 147 









END POINT % RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60
% ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
0.16 0.5 0.5 2.63 0.2 0.2 10.34 557 582.6 4.53 124 123.8 0.14 43.5 43.5 0.05
0.45 0.5 0.5 5.06 0.2 0.2 11.29 557 609.5 9.36 124 123.2 0.61 43.5 43.5 0.11
0.27 0.5 0.5 4.39 0.2 0.2 9.73 557 526.2 5.58 124 124.2 0.16 43.5 43.5 0.07
0.12 1.2 1.2 0.79 0.0 0.0 N/A 554 535.3 3.32 115 115.3 0.24 43.4 43.4 0.04
0.24 1.2 1.2 1.12 0.0 0.0 N/A 554 537.1 3.00 115 115.2 0.17 43.4 43.4 0.04
0.03 1.2 1.2 0.26 0.0 0.0 N/A 554 557.5 0.69 115 114.9 0.12 43.4 43.4 0.00
5.71 0.5 0.7 48.37 0.0 0.4 N/A 964 715.8 25.75 114 116.2 1.93 43.9 43.6 0.67
4.20 0.5 0.7 34.96 0.0 0.3 N/A 964 793.2 17.72 114 115.6 1.44 43.9 43.7 0.48
4.64 0.5 0.7 36.57 0.0 0.3 N/A 964 775.6 19.55 114 116.0 1.77 43.9 43.7 0.52
0.82 0.5 0.5 8.44 0.2 0.2 15.84 972 911.8 6.24 114 114.5 0.46 43.9 43.8 0.14
0.87 0.5 0.5 7.60 0.2 0.3 38.98 972 959.5 1.33 114 113.6 0.31 43.9 43.9 0.06
1.00 0.5 0.5 8.28 0.2 0.2 14.55 972 924.1 4.98 114 114.4 0.38 43.9 43.8 0.12
0.03 1.2 1.2 0.14 0.2 0.2 9.09 708 685.9 3.06 112 112.4 0.34 43.5 43.5 0.04
0.17 1.2 1.2 0.23 0.2 0.2 11.26 708 699.3 1.16 112 112.2 0.17 43.5 43.5 0.01
0.31 1.2 1.2 0.87 0.2 0.2 14.34 708 706.3 0.18 112 112.2 0.15 43.5 43.5 0.01
1.14 1.0 1.0 3.97 0.9 0.8 7.69 710 744.0 4.77 112 111.9 0.13 43.5 43.5 0.11
0.75 1.0 1.0 4.37 0.9 0.8 7.11 710 751.5 5.82 112 111.9 0.05 43.5 43.5 0.11
1.32 1.0 1.0 4.64 0.9 0.8 13.14 710 729.5 2.72 112 112.3 0.29 43.5 43.5 0.09
END POINT % RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60
% ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
0.64 0.5 0.5 5.11 0.2 0.2 1.53 557 590.3 5.92 124 123.4 0.50 43.5 43.5 0.08
1.95 0.5 0.6 16.94 0.2 0.3 69.81 557 486.2 12.76 124 124.6 0.47 43.5 43.4 0.21
0.01 0.5 0.5 1.42 0.2 0.2 10.65 557 553.3 0.72 124 124.1 0.09 43.5 43.5 0.01
0.10 1.2 1.2 1.27 0.0 0.1 N/A 554 726.2 31.16 115 111.9 2.68 43.4 43.5 0.29
1.27 1.2 1.2 3.04 0.0 0.2 N/A 554 683.9 23.51 115 112.3 2.38 43.4 43.5 0.16
1.15 1.2 1.2 2.31 0.0 0.2 N/A 554 686.9 24.06 115 112.3 2.34 43.4 43.5 0.17
0.14 0.5 0.5 0.40 0.0 -0.1 N/A 964 951.8 1.27 114 114.6 0.56 43.9 43.9 0.01
0.35 0.5 0.5 3.39 0.0 0.0 N/A 964 943.1 2.17 114 114.5 0.42 43.9 43.9 0.05
2.31 0.5 0.6 20.45 0.0 0.1 N/A 964 873.5 9.40 114 115.2 1.02 43.9 43.8 0.26
0.24 0.5 0.5 2.47 0.2 0.2 3.52 972 962.1 1.07 114 114.1 0.12 43.9 43.9 0.03
0.17 0.5 0.5 1.12 0.2 0.2 0.43 972 965.4 0.73 114 114.1 0.09 43.9 43.9 0.02
0.61 0.5 0.5 5.48 0.2 0.2 21.92 972 956.7 1.62 114 113.9 0.06 43.9 43.9 0.05
0.74 1.2 1.2 2.85 0.2 0.2 21.41 708 737.9 4.28 112 111.6 0.32 43.5 43.5 0.09
0.67 1.2 1.2 2.32 0.2 0.1 26.74 708 731.6 3.39 112 111.8 0.17 43.5 43.5 0.07
0.51 1.2 1.2 1.43 0.2 0.3 38.48 708 696.0 1.63 112 111.9 0.10 43.5 43.5 0.04
1.23 1.0 1.1 5.49 0.9 1.0 12.04 710 666.7 6.12 112 112.3 0.26 43.5 43.4 0.13
0.92 1.0 1.0 4.22 0.9 0.8 9.82 710 741.7 4.44 112 111.8 0.15 43.5 43.5 0.10
0.47 1.0 1.0 2.07 0.9 0.9 0.82 710 735.5 3.57 112 111.5 0.44 43.5 43.5 0.07
*Sample 2 was not in the original test set for predictions, due to the best fit model excluding that set. 
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Calculated % Error for Prediction Variables of Kerosene (3351 wavenumbers)
* INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
KERO1.1 341 341.1 0.03 364 364.7 0.19 411 410.6 0.10 484 482.6 0.29 535 533.1 0.35
KERO1.2 341 342.9 0.55 364 364.0 0.01 411 409.6 0.34 484 481.3 0.57 535 535.0 0.01
KERO1.3 341 340.3 0.20 364 363.9 0.04 411 410.6 0.09 484 483.5 0.09 535 533.7 0.23
KERO2.1 347 345.6 0.42 365 364.7 0.08 408 408.9 0.22 479 481.0 0.42 548 548.2 0.05
KERO2.2 347 342.5 1.30 365 364.5 0.14 408 409.0 0.24 479 481.9 0.61 548 545.2 0.52
KERO2.3 347 344.1 0.84 365 365.0 0.01 408 409.4 0.35 479 481.9 0.61 548 546.8 0.23
KERO3.1 337 341.9 1.44 365 364.8 0.06 415 412.7 0.55 493 488.5 0.91 550 552.5 0.45
KERO3.2 337 340.1 0.91 365 365.3 0.09 415 415.2 0.05 493 492.6 0.08 550 553.5 0.64
KERO3.3 337 338.8 0.53 365 366.3 0.36 415 414.0 0.25 493 489.7 0.66 550 548.1 0.34
KERO4.1 336 336.7 0.21 370 368.4 0.43 407 405.6 0.34 475 474.0 0.21 527 528.6 0.30
KERO4.2 336 335.3 0.20 370 369.1 0.24 407 407.9 0.21 475 477.5 0.52 527 529.3 0.45
KERO4.3 336 336.9 0.25 370 370.1 0.02 407 408.1 0.28 475 476.7 0.36 527 529.4 0.46
KERO5.1 339 339.3 0.09 366 366.2 0.06 409 408.8 0.04 481 480.5 0.11 531 530.7 0.06
KERO5.2 339 339.5 0.13 366 366.2 0.06 409 409.3 0.07 481 481.2 0.04 531 531.5 0.10
KERO5.3 339 339.3 0.10 366 366.2 0.05 409 409.0 0.01 481 480.7 0.06 531 531.0 0.01
KERO6.1 345 344.0 0.28 370 369.4 0.16 416 416.0 0.01 488 488.7 0.14 539 539.0 0.00
KERO6.2 345 345.0 0.01 370 370.1 0.04 416 415.7 0.07 488 487.4 0.12 539 538.4 0.12
KERO6.3 345 345.1 0.04 370 370.0 0.01 416 416.0 0.00 488 487.9 0.01 539 539.0 0.01
KERO7.1 349 347.0 0.57 368 374.7 1.81 416 410.6 1.30 487 474.5 2.56 537 535.2 0.33
KERO7.2 349 345.9 0.89 368 374.4 1.73 416 411.1 1.17 487 476.0 2.26 537 535.5 0.28
KERO7.3 349 345.5 1.01 368 374.8 1.84 416 412.9 0.75 487 478.7 1.71 537 537.2 0.04
KERO8.1 346 340.4 1.62 364 374.7 2.93 409 411.2 0.53 482 477.1 1.01 534 530.0 0.75
KERO8.2 346 337.1 2.57 364 374.7 2.94 409 407.3 0.41 482 471.0 2.29 534 519.8 2.66
KERO8.3 346 343.4 0.76 364 375.2 3.08 409 409.2 0.06 482 472.7 1.92 534 529.3 0.88
*Samples 7 & 8 were not in the original test set for predictions, as the best-fit model excluded them
Calculated % Error for Prediction Variables for VIPs of Kerosene (11 wavenumbers)
* INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
KERO1.1 341 342.34 0.39 364 364.78 0.21 411 416.42 1.32 484 492.32 1.72 535 543.23 1.54
KERO1.2 341 343.39 0.70 364 364.59 0.16 411 408.68 0.56 484 479.19 0.99 535 533.63 0.26
KERO1.3 341 342.66 0.49 364 364.12 0.03 411 408.77 0.54 484 479.78 0.87 535 533.27 0.32
KERO2.1 347 344.72 0.66 365 364.80 0.06 408 410.58 0.63 479 483.93 1.03 548 549.46 0.27
KERO2.2 347 346.28 0.21 365 365.31 0.08 408 406.32 0.41 479 475.93 0.64 548 544.13 0.71
KERO2.3 347 344.22 0.80 365 365.33 0.09 408 413.58 1.37 479 488.64 2.01 548 552.46 0.81
KERO3.1 337 340.59 1.07 365 365.06 0.02 415 410.96 0.97 493 485.53 1.52 550 548.23 0.32
KERO3.2 337 337.62 0.18 365 364.70 0.08 415 406.08 2.15 493 477.98 3.05 550 538.23 2.14
KERO3.3 337 337.97 0.29 365 366.53 0.42 415 413.58 0.34 493 489.00 0.81 550 546.23 0.69
KERO4.1 336 334.68 0.39 370 368.73 0.34 407 406.96 0.01 475 476.33 0.28 527 527.83 0.16
KERO4.2 336 337.12 0.33 370 370.10 0.03 407 405.61 0.34 475 472.27 0.57 527 525.73 0.24
KERO4.3 336 336.67 0.20 370 370.60 0.16 407 408.48 0.36 475 476.81 0.38 527 528.66 0.32
KERO5.1 339 339.34 0.10 366 366.23 0.06 409 410.26 0.31 481 482.88 0.39 531 532.93 0.36
KERO5.2 339 341.46 0.73 366 366.65 0.18 409 410.47 0.36 481 482.49 0.31 531 534.74 0.70
KERO5.3 339 340.15 0.34 366 366.28 0.08 409 409.53 0.13 481 481.48 0.10 531 532.57 0.30
KERO6.1 345 345.08 0.02 370 368.88 0.30 416 413.81 0.53 488 485.31 0.55 539 537.91 0.20
KERO6.2 345 344.03 0.28 370 369.23 0.21 416 413.40 0.62 488 484.49 0.72 539 535.58 0.63
KERO6.3 345 343.94 0.31 370 369.58 0.11 416 414.85 0.28 488 486.55 0.30 539 536.72 0.42
KERO7.1 349 325.52 6.73 368 370.36 0.64 416 430.02 3.37 487 514.30 5.61 537 545.13 1.51
KERO7.2 349 329.84 5.49 368 371.85 1.05 416 418.71 0.65 487 493.13 1.26 537 531.45 1.03
KERO7.3 349 329.14 5.69 368 371.95 1.07 416 420.74 1.14 487 496.65 1.98 537 533.80 0.60
KERO8.1 346 334.40 3.35 364 374.84 2.98 409 415.28 1.54 482 484.64 0.55 534 528.16 1.09
KERO8.2 346 335.09 3.15 364 374.04 2.76 409 407.70 0.32 482 472.31 2.01 534 518.89 2.83
KERO8.3 346 335.72 2.97 364 375.52 3.16 409 416.11 1.74 482 485.32 0.69 534 529.98 0.75
*Samples 7 & 8 were not in the original test set for predictions, as the best-fit model excluded them
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% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 COLOR
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
0.5 0.5 2.44 1.6 1.6 0.45 10.1 10.3 1.45 134 134.1 0.11 41.4 41.4 0.02 25 24.5 2.01
0.5 0.5 0.37 1.6 1.5 5.87 10.1 10.4 2.47 134 133.4 0.47 41.4 41.4 0.09 25 24.5 1.93
0.5 0.5 8.05 1.6 1.5 4.20 10.1 10.3 1.40 134 133.9 0.08 41.4 41.5 0.14 25 25.2 0.80
0.6 0.6 1.01 0.7 0.8 9.69 9.5 9.4 1.44 130 130.4 0.32 41.0 41.0 0.01 24 24.3 1.42
0.6 0.7 23.70 0.7 0.6 17.12 9.5 9.5 0.36 130 130.3 0.23 41.0 41.1 0.20 24 25.7 6.93
0.6 0.7 9.62 0.7 0.7 3.53 9.5 9.3 2.16 130 130.6 0.46 41.0 41.0 0.03 24 24.9 3.87
0.6 0.5 9.20 1.1 1.0 10.85 8.2 8.5 3.20 133 131.7 0.99 40.8 40.8 0.01 26 25.1 3.53
0.6 0.5 22.67 1.1 1.3 15.54 8.2 8.0 2.58 133 133.1 0.04 40.8 40.7 0.29 26 24.9 4.12
0.6 0.6 1.59 1.1 1.1 1.18 8.2 8.4 2.62 133 133.0 0.02 40.8 40.8 0.08 26 24.8 4.51
1.2 1.3 5.13 0 -0.2 N/A 10.4 10.6 1.89 131 129.7 0.99 41.1 41.2 0.26 25 26.0 3.97
1.2 1.2 0.19 0 0.0 N/A 10.4 10.1 2.46 131 130.9 0.08 41.1 41.1 0.05 25 25.9 3.52
1.2 1.1 8.19 0 0.2 N/A 10.4 10.1 2.95 131 131.5 0.38 41.1 41.0 0.23 25 24.7 1.32
1.2 1.2 0.44 0.2 0.2 2.48 9.9 9.9 0.37 130 130.0 0.02 41.1 41.1 0.01 30 29.8 0.81
1.2 1.2 3.49 0.2 0.3 41.34 9.9 9.8 0.71 130 130.2 0.18 41.1 41.1 0.08 30 29.6 1.21
1.2 1.2 1.59 0.2 0.2 17.07 9.9 9.9 0.09 130 130.1 0.08 41.1 41.1 0.02 30 29.7 0.97
0.5 0.5 8.89 1.8 1.7 4.50 8.3 8.3 0.23 135 134.8 0.18 40.5 40.5 0.11 25 25.7 2.73
0.5 0.5 2.02 1.8 1.8 1.24 8.3 8.4 0.91 135 135.0 0.03 40.5 40.5 0.03 25 24.9 0.49
0.5 0.5 1.73 1.8 1.8 0.85 8.3 8.3 0.03 135 135.0 0.03 40.5 40.4 0.00 25 24.9 0.35
0.5 0.4 26.70 1.7 1.6 6.72 8.6 9.5 10.31 136 135.3 0.50 40.5 40.6 0.14 25 16.9 32.30
0.5 0.4 20.91 1.7 1.6 8.14 8.6 9.3 8.94 136 135.4 0.48 40.5 40.6 0.13 25 17.5 29.87
0.5 0.3 36.25 1.7 1.8 4.33 8.6 8.9 4.31 136 136.2 0.13 40.5 40.4 0.16 25 17.3 30.77
0.6 0.7 23.46 1.4 1.0 25.22 9.9 9.4 4.40 132 134.7 2.04 41.0 40.6 0.98 24 20.2 15.82
0.6 1.1 87.86 1.4 0.3 76.84 9.9 10.5 6.68 132 133.0 0.79 41.0 40.9 0.21 24 21.7 9.42
0.6 0.7 18.88 1.4 1.0 30.13 9.9 9.8 0.76 132 134.1 1.60 41.0 40.6 0.93 24 19.0 20.93
*Samples 7 & 8 were not in the original test set for predictions, as the best-fit model excluded them
% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 COLOR
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
0.5 0.11 78.81 1.6 2.50 56.26 10.1 8.85 12.66 134 136.78 2.07 41.4 41.03 0.89 25 23.47 6.11
0.5 0.55 10.34 1.6 1.37 14.54 10.1 10.53 3.99 134 132.98 0.76 41.4 41.43 0.07 25 24.29 2.85
0.5 0.56 11.70 1.6 1.38 13.81 10.1 10.58 4.48 134 133.05 0.71 41.4 41.48 0.20 25 24.60 1.60
0.6 0.53 11.79 0.7 0.98 39.79 9.54 9.07 4.95 130 131.24 0.95 41 40.92 0.17 24 24.41 1.72
0.6 0.72 19.69 0.7 0.46 34.48 9.54 10.00 4.82 130 129.47 0.41 41 41.11 0.28 24 24.03 0.11
0.6 0.36 39.61 0.7 1.42 102.87 9.54 8.43 11.68 130 132.85 2.19 41 40.75 0.59 24 23.85 0.62
0.6 0.71 18.19 1.1 0.65 40.46 8.22 8.94 8.80 133 130.96 1.53 40.8 40.91 0.28 26 25.50 1.94
0.6 1.12 87.29 1.1 -0.20 118.50 8.22 10.22 24.35 133 128.73 3.21 40.8 41.29 1.21 26 27.00 3.85
0.6 0.64 6.52 1.1 1.02 7.63 8.22 8.59 4.45 133 132.97 0.02 40.8 40.81 0.02 26 24.86 4.39
1.2 1.26 5.17 0 -0.14 N/A 10.4 10.36 0.02 131 130.48 0.39 41.1 41.18 0.19 25 26.20 4.78
1.2 1.23 2.17 0 -0.11 N/A 10.4 10.67 2.95 131 130.49 0.39 41.1 41.16 0.14 25 24.64 1.42
1.2 1.07 10.88 0 0.30 N/A 10.4 10.04 3.07 131 132.00 0.76 41.1 40.99 0.27 25 24.16 3.38
1.2 1.10 8.29 0.2 0.42 111.10 9.88 9.59 2.97 130 130.70 0.54 41.1 41.00 0.21 30 29.52 1.59
1.2 1.00 16.51 0.2 0.57 187.30 9.88 9.46 4.27 130 130.90 0.69 41.1 40.92 0.41 30 28.68 4.38
1.2 1.13 5.85 0.2 0.33 63.56 9.88 9.70 1.81 130 130.25 0.20 41.1 41.01 0.19 30 29.56 1.46
0.5 0.64 28.62 1.8 1.41 21.56 8.31 8.74 5.16 135 133.47 1.13 40.5 40.60 0.37 25 26.03 4.13
0.5 0.71 42.98 1.8 1.31 27.41 8.31 8.89 7.03 135 133.42 1.17 40.5 40.64 0.46 25 26.20 4.79
0.5 0.61 21.40 1.8 1.58 12.17 8.31 8.63 3.82 135 134.41 0.44 40.5 40.57 0.29 25 25.60 2.39
0.5 -0.13 126.26 1.7 3.67 115.75 8.58 6.25 27.21 136 144.82 6.49 40.5 40.37 0.31 25 21.32 14.72
0.5 0.42 16.89 1.7 2.19 28.55 8.58 8.62 0.46 136 139.75 2.76 40.5 40.81 0.76 25 20.75 17.00
0.5 0.32 36.19 1.7 2.44 43.68 8.58 8.17 4.76 136 140.70 3.45 40.5 40.70 0.50 25 20.63 17.49
0.6 0.66 9.66 1.4 1.54 10.29 9.85 8.93 9.35 132 137.46 4.14 41 40.59 0.99 24 20.47 14.71
0.6 1.10 83.88 1.4 0.43 69.61 9.85 10.61 7.76 132 133.63 1.24 41 41.03 0.07 24 21.72 9.51
0.6 0.58 3.81 1.4 1.70 21.38 9.85 8.65 12.16 132 137.86 4.44 41 40.46 1.31 24 19.86 17.26
*Samples 7 & 8 were not in the original test set for predictions, as the best-fit model excluded them
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A-19: Predictions for the physicochemical properties of GDOA physicochemical of  
 
  
Calculated % Error for Prediction Variables for ULSD  (3351 wavenumbers)
INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample ID
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
ULSD1.1 343 341.2 0.53 401 397.1 0.96 500 500.2 0.04 613 614.1 0.18 667 661.3 0.86
ULSD1.2 343 341.9 0.33 401 398.6 0.60 500 500.9 0.18 613 613.8 0.13 667 660.3 1.00
ULSD1.3 343 341.7 0.39 401 397.2 0.96 500 499.7 0.06 613 613.7 0.11 667 660.9 0.91
ULSD2.1 346 341.0 1.45 402 397.7 1.06 505 501.2 0.74 621 615.9 0.82 671 663.4 1.13
ULSD2.2 346 341.3 1.35 402 398.1 0.98 505 501.3 0.74 621 615.8 0.84 671 663.1 1.17
ULSD2.3 346 341.3 1.35 402 398.4 0.89 505 501.7 0.66 621 615.8 0.83 671 662.9 1.20
ULSD3.1 344 343.9 0.02 401 400.2 0.20 503 502.2 0.16 617 616.7 0.04 662 662.3 0.04
ULSD3.2 344 344.4 0.13 401 401.3 0.07 503 502.6 0.09 617 616.5 0.09 662 661.8 0.03
ULSD3.3 344 343.9 0.02 401 399.9 0.28 503 501.9 0.21 617 616.8 0.04 662 662.3 0.05
ULSD4.1 338 335.5 0.73 401 401.3 0.08 506 509.0 0.60 624 621.4 0.42 669 669.7 0.11
ULSD4.2 338 334.9 0.93 401 400.0 0.25 506 508.1 0.41 624 621.3 0.43 669 670.8 0.27
ULSD4.3 338 335.2 0.83 401 400.6 0.11 506 508.4 0.48 624 621.4 0.42 669 670.5 0.23
ULSD5.1 338 337.3 0.19 397 396.1 0.22 501 500.7 0.06 613 613.2 0.04 662 662.8 0.12
ULSD5.2 338 338.1 0.02 397 396.4 0.14 501 500.4 0.13 613 612.9 0.02 662 662.3 0.04
ULSD5.3 338 337.8 0.05 397 396.2 0.20 501 500.2 0.16 613 612.8 0.03 662 662.6 0.09
ULSD6.1 333 333.3 0.08 398 399.5 0.37 506 507.2 0.24 619 619.2 0.03 671 670.4 0.09
ULSD6.2 333 333.1 0.02 398 398.8 0.20 506 506.7 0.14 619 619.1 0.02 671 670.7 0.05
ULSD6.3 333 333.4 0.12 398 399.2 0.29 506 506.7 0.14 619 618.9 0.02 671 670.4 0.09
ULSD7.1 341 341.1 0.02 390 390.0 0.01 497 496.9 0.02 616 615.9 0.01 661 660.9 0.01
ULSD7.2 341 341.1 0.03 390 390.3 0.08 497 497.2 0.04 616 616.0 0.00 661 660.8 0.02
ULSD7.3 341 340.9 0.02 390 390.0 0.00 497 497.0 0.00 616 616.0 0.00 661 661.1 0.01
ULSD8.1 327 345.0 5.50 398 394.4 0.90 508 493.0 2.96 618 610.9 1.15 673 662.1 1.62
ULSD8.2 327 345.0 5.51 398 394.9 0.78 508 493.4 2.88 618 610.9 1.15 673 661.9 1.65
ULSD8.3 327 345.5 5.67 398 395.6 0.60 508 493.4 2.87 618 610.6 1.20 673 661.5 1.70
ULSD9.1 348 348.3 0.08 398 399.0 0.26 494 494.9 0.18 611 611.1 0.02 661 660.5 0.08
ULSD9.2 348 348.1 0.04 398 398.0 0.00 494 494.0 0.00 611 611.0 0.00 661 660.8 0.02
ULSD9.3 348 348.2 0.05 398 398.3 0.06 494 494.3 0.06 611 611.2 0.03 661 660.7 0.05
ULSD10.1 344 338.8 1.52 400 396.6 0.85 501 497.9 0.62 618 613.3 0.77 665 668.2 0.48
ULSD10.2 344 339.3 1.36 400 396.5 0.87 501 497.2 0.76 618 612.9 0.83 665 668.2 0.48
ULSD10.3 344 338.6 1.57 400 394.3 1.43 501 495.8 1.04 618 613.0 0.81 665 669.2 0.63
ULSD11.1 343 348.3 1.53 398 395.7 0.58 503 490.3 2.53 617 609.3 1.25 658 662.6 0.69
ULSD11.2 343 348.3 1.54 398 396.8 0.30 503 491.2 2.35 617 609.4 1.23 658 662.4 0.66
ULSD11.3 343 348.4 1.59 398 395.6 0.59 503 489.8 2.62 617 609.0 1.30 658 662.7 0.71
Calculated % Error for Prediction Variables for ULSD  (19 wavenumbers)
INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample ID
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
ULSD1.1 343 340.8 0.64 401 398.2 0.70 500 500.8 0.16 613 614.0 0.16 667 661.9 0.76
ULSD1.2 343 341.3 0.50 401 395.2 1.45 500 498.3 0.34 613 613.9 0.14 667 661.9 0.76
ULSD1.3 343 341.0 0.60 401 396.9 1.03 500 499.9 0.01 613 614.2 0.20 667 662.0 0.75
ULSD2.1 346 342.3 1.06 402 396.3 1.42 505 499.3 1.13 621 615.4 0.90 671 662.8 1.22
ULSD2.2 346 342.3 1.07 402 396.6 1.33 505 499.5 1.09 621 615.3 0.91 671 662.8 1.23
ULSD2.3 346 342.4 1.05 402 397.6 1.09 505 500.2 0.96 621 615.3 0.92 671 662.6 1.25
ULSD3.1 344 344.3 0.07 401 400.3 0.17 503 502.2 0.17 617 616.8 0.04 662 662.1 0.01
ULSD3.2 344 344.9 0.26 401 399.6 0.35 503 500.9 0.42 617 616.3 0.12 662 662.0 0.01
ULSD3.3 344 344.4 0.13 401 401.7 0.18 503 503.1 0.02 617 616.7 0.05 662 661.6 0.06
ULSD4.1 338 337.2 0.25 401 401.4 0.10 506 507.5 0.29 624 620.6 0.54 669 669.7 0.10
ULSD4.2 338 338.1 0.02 401 400.8 0.05 506 506.2 0.03 624 620.1 0.62 669 669.5 0.07
ULSD4.3 338 338.7 0.19 401 400.9 0.01 506 505.7 0.05 624 619.8 0.68 669 669.1 0.01
ULSD5.1 338 338.5 0.15 397 395.8 0.30 501 499.5 0.30 613 612.6 0.06 662 662.1 0.01
ULSD5.2 338 338.1 0.04 397 397.2 0.05 501 500.8 0.03 613 612.8 0.04 662 662.1 0.01
ULSD5.3 338 338.2 0.07 397 396.3 0.19 501 500.1 0.19 613 612.7 0.05 662 662.1 0.02
ULSD6.1 333 333.5 0.15 398 398.5 0.13 506 505.9 0.02 619 618.7 0.04 671 670.8 0.03
ULSD6.2 333 333.7 0.22 398 398.9 0.24 506 506.3 0.07 619 618.9 0.02 671 670.4 0.10
ULSD6.3 333 333.4 0.12 398 398.0 0.01 506 505.7 0.06 619 618.8 0.03 671 670.8 0.03
ULSD7.1 341 341.1 0.02 390 390.0 0.01 497 497.0 0.00 616 616.0 0.01 661 661.0 0.00
ULSD7.2 341 341.1 0.01 390 390.3 0.08 497 497.2 0.04 616 616.0 0.01 661 660.9 0.02
ULSD7.3 341 341.1 0.02 390 390.2 0.06 497 497.2 0.04 616 616.0 0.00 661 660.9 0.01
ULSD8.1 327 343.3 4.98 398 394.8 0.80 508 494.6 2.64 618 611.8 1.01 673 663.2 1.46
ULSD8.2 327 344.2 5.26 398 392.5 1.39 508 491.6 3.23 618 611.1 1.12 673 663.7 1.37
ULSD8.3 327 342.8 4.84 398 393.3 1.19 508 493.4 2.88 618 611.6 1.03 673 664.0 1.33
ULSD9.1 348 347.7 0.08 398 397.8 0.05 494 494.1 0.03 611 611.2 0.04 661 661.2 0.04
ULSD9.2 348 347.8 0.05 398 398.2 0.04 494 494.3 0.05 611 611.1 0.01 661 661.1 0.01
ULSD9.3 348 347.8 0.05 398 398.3 0.07 494 494.5 0.10 611 611.2 0.04 661 661.0 0.00
ULSD10.1 344 338.9 1.47 400 395.1 1.23 501 495.8 1.04 618 612.8 0.83 665 669.7 0.70
ULSD10.2 344 340.9 0.91 400 394.0 1.49 501 492.7 1.65 618 611.3 1.08 665 669.4 0.66
ULSD10.3 344 339.9 1.20 400 392.9 1.78 501 492.5 1.69 618 611.7 1.02 665 670.3 0.80
ULSD11.1 343 348.5 1.61 398 395.2 0.69 503 489.3 2.71 617 609.2 1.26 658 663.5 0.84
ULSD11.2 343 347.7 1.37 398 395.2 0.71 503 489.8 2.63 617 609.4 1.23 658 664.0 0.91
ULSD11.3 343 349.1 1.77 398 394.8 0.82 503 488.3 2.93 617 608.7 1.34 658 663.4 0.82
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the ULSD fuels using  (a) 3351 wavenumbers and (b) using 19 VIPs 
 
% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 CETANE
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
0.5 0.54 7.57 0 0.59 N/A 5.73 6.78 18.33 143 140.5 1.77 36 36.5 1.35 47 47.9 1.90
0.5 0.47 5.91 0 0.74 N/A 5.73 6.90 20.42 143 140.0 2.08 36 36.5 1.51 47 48.0 2.14
0.5 0.49 2.90 0 0.58 N/A 5.73 6.74 17.67 143 140.8 1.57 36 36.5 1.42 47 47.9 1.88
0.1 0.66 556.95 0.7 0.59 15.03 6.9 6.73 2.47 137 141.0 2.94 36.5 36.4 0.32 49 47.8 1.36
0.1 0.63 528.74 0.7 0.63 9.72 6.9 6.74 2.35 137 141.0 2.94 36.5 36.4 0.27 49 47.9 1.31
0.1 0.63 527.74 0.7 0.68 2.75 6.9 6.78 1.70 137 140.8 2.75 36.5 36.4 0.24 49 47.9 1.24
0.5 0.50 0.69 1.1 1.00 9.46 6.7 6.61 1.31 141 141.5 0.35 36.5 36.5 0.04 48 47.9 0.15
0.5 0.45 10.28 1.1 1.07 2.95 6.7 6.70 0.03 141 141.4 0.26 36.5 36.5 0.04 48 48.0 0.01
0.5 0.50 0.31 1.1 0.98 11.29 6.7 6.57 1.87 141 141.6 0.43 36.5 36.5 0.05 48 47.9 0.20
0.6 1.32 120.62 1.1 0.66 40.09 7.46 7.50 0.60 143 138.1 3.42 36.5 36.0 1.36 49 48.1 0.81
0.6 1.38 129.69 1.1 0.46 58.03 7.46 7.40 0.75 143 138.8 2.97 36.5 35.9 1.53 49 48.0 1.06
0.6 1.36 126.29 1.1 0.53 52.15 7.46 7.43 0.35 143 138.7 3.04 36.5 36.0 1.48 49 48.0 0.98
0.7 0.76 8.81 0.3 0.19 35.98 7.23 7.18 0.64 139 139.2 0.14 36.4 36.4 0.13 48 47.9 0.13
0.7 0.70 0.57 0.3 0.23 24.29 7.23 7.15 1.18 139 139.5 0.34 36.4 36.4 0.04 48 47.9 0.13
0.7 0.71 1.96 0.3 0.17 44.62 7.23 7.15 1.16 139 139.6 0.44 36.4 36.4 0.09 48 47.9 0.18
1.4 1.38 1.11 0 0.16 N/A 7.51 7.66 2.01 139 138.3 0.50 35.9 35.9 0.09 48 48.0 0.26
1.4 1.40 0.30 0 0.09 N/A 7.51 7.60 1.25 139 138.6 0.31 35.9 35.9 0.05 48 48.0 0.15
1.4 1.36 2.60 0 0.11 N/A 7.51 7.61 1.40 139 138.6 0.28 35.9 35.9 0.10 48 48.0 0.19
0.6 0.59 1.19 0.6 0.60 0.38 5.91 5.90 0.15 141 141.0 0.03 36.5 36.5 0.01 48 47.5 0.01
0.6 0.59 1.67 0.6 0.63 5.02 5.91 5.94 0.49 141 140.9 0.07 36.5 36.5 0.03 48 47.5 0.05
0.6 0.60 0.76 0.6 0.59 2.07 5.91 5.92 0.09 141 141.0 0.01 36.5 36.5 0.01 48 47.5 0.00
1.4 0.19 86.40 0 -0.04 N/A 7.59 5.99 21.07 137 146.4 6.86 35.6 36.5 2.53 48 47.4 0.91
1.4 0.19 86.68 0 0.01 N/A 7.59 6.05 20.22 137 146.1 6.65 35.6 36.5 2.56 48 47.4 0.81
1.4 0.14 90.20 0 0.04 N/A 7.59 6.09 19.77 137 146.2 6.74 35.6 36.5 2.63 48 47.4 0.75
0 -0.02 N/A 0.3 0.43 43.83 6.02 6.12 1.66 147 146.5 0.36 36.6 36.6 0.08 48 47.6 0.19
0 -0.01 N/A 0.3 0.33 8.79 6.02 6.01 0.24 147 147.0 0.02 36.6 36.6 0.03 48 47.5 0.01
0 -0.01 N/A 0.3 0.38 25.10 6.02 6.03 0.19 147 146.7 0.17 36.6 36.6 0.05 48 47.5 0.07
0.4 0.77 93.40 1.3 -0.45 134.55 7.87 6.82 13.31 143 144.5 1.04 50.5 36.1 28.48 38 47.5 26.06
0.4 0.72 81.21 1.3 -0.50 138.34 7.87 6.75 14.23 143 145.1 1.48 50.5 36.1 28.47 38 47.5 25.94
0.4 0.79 96.42 1.3 -0.71 154.32 7.87 6.55 16.82 143 145.8 1.98 50.5 36.1 28.58 38 47.3 25.50
0.4 -0.06 114.78 0.8 -0.23 128.42 6.72 5.71 15.05 141 149.8 6.25 36.5 36.5 0.07 48 47.2 1.68
0.4 -0.06 114.22 0.8 -0.14 118.12 6.72 5.85 13.01 141 149.3 5.91 36.5 36.5 0.10 48 47.3 1.50
0.4 -0.08 120.32 0.8 -0.29 136.11 6.72 5.69 15.37 141 150.2 6.53 36.5 36.5 0.06 48 47.2 1.74
% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 CETANE
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
0.5 0.57 14.01 0 0.53 N/A 5.73 6.94 21.04 143 140.5 1.78 36 36.4 1.25 47 47.9 2.00
0.5 0.53 5.58 0 0.39 N/A 5.73 6.52 13.73 143 141.7 0.93 36 36.5 1.27 47 47.7 1.51
0.5 0.57 13.67 0 0.50 N/A 5.73 6.75 17.72 143 140.9 1.49 36 36.4 1.24 47 47.8 1.79
0.1 0.54 443.75 0.7 0.57 19.19 6.9 6.41 7.15 137 142.2 3.79 36.5 36.4 0.18 49 47.7 1.65
0.1 0.54 441.92 0.7 0.57 18.39 6.9 6.46 6.38 137 142.1 3.72 36.5 36.4 0.18 49 47.7 1.59
0.1 0.54 437.54 0.7 0.63 10.27 6.9 6.57 4.72 137 141.8 3.49 36.5 36.4 0.16 49 47.8 1.45
0.5 0.48 4.82 1.1 1.03 6.29 6.7 6.59 1.65 141 141.6 0.39 36.5 36.5 0.00 48 47.9 0.15
0.5 0.42 16.81 1.1 0.95 13.96 6.7 6.43 3.98 141 142.4 1.01 36.5 36.5 0.03 48 47.8 0.34
0.5 0.46 8.93 1.1 1.14 3.23 6.7 6.75 0.74 141 141.0 0.02 36.5 36.5 0.07 48 48.0 0.08
0.6 1.19 99.16 1.1 0.58 46.88 7.46 7.31 2.04 143 139.7 2.30 36.5 36.0 1.28 49 48.0 1.03
0.6 1.12 86.02 1.1 0.53 52.08 7.46 7.13 4.40 143 140.7 1.63 36.5 36.1 1.22 49 47.9 1.21
0.6 1.06 76.33 1.1 0.54 51.16 7.46 7.09 4.93 143 141.0 1.42 36.5 36.1 1.14 49 47.9 1.23
0.7 0.65 6.79 0.3 0.19 35.81 7.23 7.02 2.84 139 140.0 0.70 36.4 36.4 0.01 48 47.9 0.26
0.7 0.68 2.16 0.3 0.26 12.00 7.23 7.24 0.15 139 139.2 0.17 36.4 36.4 0.01 48 48.0 0.01
0.7 0.68 3.41 0.3 0.22 28.11 7.23 7.11 1.59 139 139.6 0.43 36.4 36.4 0.01 48 47.9 0.16
1.4 1.36 3.11 0 0.02 0.00 7.51 7.52 0.12 139 139.2 0.15 35.9 35.9 0.05 48 47.9 0.03
1.4 1.34 4.20 0 0.11 0.00 7.51 7.55 0.48 139 138.9 0.07 35.9 35.9 0.12 48 48.0 0.12
1.4 1.37 2.45 0 0.01 0.00 7.51 7.47 0.57 139 139.3 0.18 35.9 35.9 0.04 48 47.9 0.03
0.6 0.60 0.36 0.6 0.61 1.19 5.91 5.90 0.19 141 141.0 0.01 36.5 36.5 0.00 48 47.5 0.01
0.6 0.59 1.06 0.6 0.63 4.48 5.91 5.95 0.61 141 140.9 0.10 36.5 36.5 0.02 48 47.5 0.06
0.6 0.60 0.66 0.6 0.62 4.16 5.91 5.93 0.37 141 140.9 0.07 36.5 36.5 0.01 48 47.5 0.04
1.4 0.35 75.16 0 -0.05 0.00 7.59 6.21 18.16 137 145.3 6.08 35.6 36.4 2.31 48 47.4 0.75
1.4 0.27 80.73 0 -0.31 0.00 7.59 5.81 23.48 137 147.4 7.62 35.6 36.4 2.27 48 47.2 1.29
1.4 0.38 72.69 0 -0.25 0.00 7.59 6.07 20.04 137 146.1 6.63 35.6 36.4 2.18 48 47.3 1.03
0 0.03 0.00 0.3 0.29 2.60 6.02 6.02 0.02 147 146.9 0.08 36.6 36.6 0.04 48 47.5 0.01
0 0.01 0.00 0.3 0.31 2.46 6.02 6.06 0.64 147 146.8 0.11 36.6 36.6 0.02 48 47.5 0.04
0 0.02 0.00 0.3 0.34 14.71 6.02 6.07 0.88 147 146.7 0.24 36.6 36.6 0.00 48 47.5 0.08
0.4 0.77 92.65 1.3 -0.75 157.91 7.87 6.58 16.41 143 146.4 2.34 50.5 36.0 28.62 38 47.3 25.49
0.4 0.59 47.18 1.3 -0.96 173.68 7.87 6.24 20.68 143 148.7 3.98 50.5 36.1 28.54 38 47.1 24.96
0.4 0.68 69.10 1.3 -1.07 182.54 7.87 6.20 21.19 143 148.7 3.98 50.5 36.0 28.66 38 47.0 24.79
0.4 -0.06 115.24 0.8 -0.37 146.50 6.72 5.59 16.86 141 150.9 7.02 36.5 36.5 0.04 48 47.1 1.91
0.4 0.00 98.86 0.8 -0.42 152.47 6.72 5.67 15.63 141 150.6 6.78 36.5 36.4 0.14 48 47.1 1.88
0.4 -0.12 129.79 0.8 -0.44 155.21 6.72 5.47 18.58 141 151.6 7.53 36.5 36.5 0.00 48 47.0 2.05
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Calculated % Error for Prediction Variables for Local Fuels  (3351 wavenumbers)
INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample 
ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
B_P1 334 339.9 1.83 400 397.3 0.70 501 503.5 0.50 616 617.4 0.17 672 661.9 1.51
B_P2 334 339.9 1.82 400 396.8 0.82 501 503.1 0.41 616 617.3 0.15 672 662.0 1.50
B_P3 334 339.8 1.79 400 397.1 0.74 501 503.3 0.46 616 617.4 0.16 672 662.1 1.48
CHEV1 335 335.5 0.07 399 390.2 2.08 503 495.9 1.31 617 612.3 0.75 672 665.5 0.96
CHEV2 335 336.1 0.24 399 390.9 1.91 503 496.1 1.28 617 612.0 0.79 672 664.9 1.06
CHEV3 335 336.6 0.39 399 392.2 1.57 503 496.8 1.13 617 611.8 0.82 672 664.1 1.17
EXN1 335 341.3 1.83 400 392.3 1.88 505 498.7 1.33 616 615.5 0.10 670 659.2 1.66
EXN2 335 341.5 1.86 400 392.3 1.87 505 498.7 1.33 616 615.4 0.11 670 659.1 1.68
EXN3 335 341.4 1.86 400 392.4 1.86 505 498.7 1.32 616 615.4 0.11 670 659.1 1.68
QKTP1 339 340.1 0.25 400 392.4 1.88 509 499.3 1.81 619 614.5 0.73 673 657.8 2.26
QKTP2 339 340.6 0.40 400 392.5 1.86 509 498.6 1.94 619 613.9 0.83 673 657.6 2.28
QKTP3 339 340.4 0.32 400 392.2 1.93 509 498.7 1.93 619 614.1 0.80 673 657.9 2.25
RCTK1 339 340.9 0.57 399 397.4 0.48 507 500.8 1.20 617 615.4 0.33 669 662.9 0.85
RCTK2 339 341.0 0.58 399 397.1 0.55 507 500.7 1.23 617 615.4 0.32 669 662.9 0.85
RCTK3 339 341.3 0.67 399 398.2 0.28 507 501.4 1.09 617 615.4 0.33 669 662.4 0.93
SHL1 331 334.0 1.01 396 396.1 0.11 499 505.3 1.31 613 617.6 0.80 666 665.0 0.19
SHL2 331 334.9 1.28 396 397.2 0.41 499 505.9 1.42 613 617.5 0.78 666 664.1 0.34
SHL3 331 334.2 1.07 396 396.4 0.20 499 505.6 1.36 613 617.7 0.81 666 664.8 0.22
SNC1 321 336.3 4.93 394 398.7 1.17 500 506.5 1.24 615 618.2 0.59 669 664.2 0.76
SNC2 321 336.5 5.00 394 397.6 0.88 500 505.3 0.99 615 617.9 0.54 669 664.4 0.73
SNC3 321 336.1 4.85 394 397.2 0.79 500 505.2 0.98 615 618.0 0.56 669 664.8 0.67
TEXCO1 335 341.2 1.93 400 402.5 0.52 501 508.8 1.50 617 621.9 0.84 667 664.2 0.43
TEXCO2 335 341.8 2.11 400 404.1 0.93 501 509.9 1.72 617 621.9 0.84 667 663.3 0.57
TEXCO3 335 341.4 1.99 400 403.2 0.70 501 509.4 1.62 617 622.0 0.86 667 663.8 0.50
Calculated % Error for Prediction Variables for Local Fuels (19 wavenumbers)
INITIAL BP 10% DIST 50% DIST 90% DIST END POINT % RESIDUE
Sample 
ID EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
B_P1 334 341.7 2.36 400 399.7 0.11 501 504.5 0.69 616 617.2 0.13 672 660.3 1.76
B_P2 334 341.8 2.38 400 398.9 0.30 501 503.7 0.54 616 617.1 0.12 672 660.6 1.71
B_P3 334 341.8 2.38 400 398.9 0.31 501 503.8 0.56 616 617.2 0.13 672 660.4 1.74
CHEV1 335 337.0 0.51 399 392.7 1.45 503 498.3 0.83 617 612.6 0.70 672 662.1 1.48
CHEV2 335 336.9 0.48 399 392.8 1.42 503 498.5 0.80 617 612.5 0.71 672 662.0 1.49
CHEV3 335 337.2 0.56 399 391.9 1.65 503 497.7 0.96 617 612.6 0.70 672 662.1 1.48
EXN1 335 339.9 1.40 400 396.3 0.87 505 503.0 0.47 616 616.2 0.02 670 659.1 1.67
EXN2 335 339.9 1.40 400 396.5 0.84 505 503.2 0.44 616 616.3 0.03 670 659.1 1.67
EXN3 335 339.7 1.36 400 396.4 0.85 505 503.3 0.42 616 616.3 0.04 670 659.1 1.67
QKTP1 339 336.0 0.96 400 396.9 0.75 509 505.9 0.50 619 616.3 0.44 673 659.3 2.04
QKTP2 339 336.0 0.96 400 397.3 0.66 509 506.0 0.49 619 616.1 0.46 673 659.3 2.03
QKTP3 339 336.4 0.85 400 396.8 0.77 509 505.4 0.61 619 616.0 0.49 673 659.2 2.04
RCTK1 339 339.3 0.08 399 404.6 1.34 507 509.4 0.50 617 616.9 0.08 669 659.7 1.33
RCTK2 339 339.2 0.06 399 404.8 1.37 507 509.5 0.51 617 616.8 0.10 669 659.8 1.32
RCTK3 339 339.1 0.02 399 403.3 0.99 507 508.3 0.28 617 616.9 0.08 669 660.4 1.22
SHL1 331 333.9 0.97 396 396.1 0.13 499 506.2 1.48 613 618.4 0.93 666 664.8 0.23
SHL2 331 334.2 1.07 396 397.5 0.49 499 506.8 1.60 613 618.0 0.87 666 664.4 0.28
SHL3 331 334.9 1.27 396 395.4 0.04 499 504.6 1.16 613 617.8 0.83 666 664.8 0.23
SNC1 321 337.4 5.27 394 399.4 1.35 500 506.7 1.28 615 618.5 0.63 669 663.6 0.85
SNC2 321 338.0 5.46 394 398.1 1.01 500 505.1 0.96 615 618.1 0.57 669 663.6 0.85
SNC3 321 336.3 4.93 394 400.3 1.58 500 508.2 1.57 615 618.9 0.70 669 664.2 0.76
TEXCO1 335 342.2 2.23 400 405.9 1.38 501 511.8 2.10 617 622.5 0.94 667 662.2 0.73
TEXCO2 335 342.7 2.40 400 405.5 1.26 501 510.9 1.92 617 622.2 0.89 667 662.2 0.74
TEXCO3 335 342.5 2.32 400 405.7 1.33 501 511.6 2.05 617 622.5 0.95 667 662.1 0.75
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% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 CETANE
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
1.4 0.8 45.95 0.1 1.0 872.15 5.9 6.8 15.94 128 138.3 8.08 36.5 36.4 0.16 47.0 48.0 2.15
1.4 0.8 46.21 0.1 0.9 827.06 5.9 6.8 15.05 128 138.6 8.26 36.5 36.4 0.18 47.0 48.0 2.07
1.4 0.8 45.41 0.1 0.9 828.64 5.9 6.8 15.82 128 138.5 8.18 36.5 36.4 0.20 47.0 48.0 2.12
1.2 0.9 27.49 0.0 -0.6 N/A 6.5 6.7 2.69 124 141.8 14.38 36.5 36.2 0.85 49.5 47.5 4.14
1.2 0.8 32.06 0.0 -0.5 N/A 6.5 6.7 3.15 124 141.7 14.30 36.5 36.2 0.74 49.5 47.5 4.04
1.2 0.8 36.16 0.0 -0.3 N/A 6.5 6.8 5.00 124 141.3 13.95 36.5 36.3 0.62 49.5 47.6 3.83
1.2 0.5 55.74 0.0 0.8 N/A 7.1 6.2 12.40 134 139.5 4.12 37.0 36.6 1.10 48.4 47.7 1.37
1.2 0.5 56.52 0.0 0.9 N/A 7.1 6.2 12.51 134 139.5 4.12 37.0 36.6 1.08 48.4 47.7 1.36
1.2 0.5 56.40 0.0 0.9 N/A 7.1 6.2 12.38 134 139.5 4.09 37.0 36.6 1.08 48.4 47.7 1.35
1.3 0.5 58.43 0.0 0.9 N/A 7.7 6.5 15.73 126 137.9 9.46 36.5 36.6 0.38 48.2 47.9 0.66
1.3 0.5 62.76 0.0 0.8 N/A 7.7 6.5 16.19 126 138.4 9.86 36.5 36.7 0.42 48.2 47.9 0.71
1.3 0.5 60.67 0.0 0.8 N/A 7.7 6.4 16.33 126 138.4 9.82 36.5 36.6 0.38 48.2 47.8 0.74
1.4 0.6 54.92 0.0 0.6 N/A 11.6 6.7 41.93 138 140.9 2.12 36.6 36.4 0.53 49.0 47.8 2.36
1.4 0.6 54.97 0.0 0.6 N/A 11.6 6.7 42.28 138 141.0 2.15 36.6 36.4 0.53 49.0 47.8 2.39
1.4 0.6 57.05 0.0 0.7 N/A 11.6 6.8 41.38 138 140.5 1.85 36.6 36.4 0.44 49.0 47.9 2.22
1.1 1.2 6.41 0.1 0.5 386.23 6.2 7.4 19.51 122 136.3 11.70 36.5 36.2 0.82 47.0 48.1 2.29
1.1 1.1 0.12 0.1 0.7 551.15 6.2 7.5 20.32 122 136.0 11.46 36.5 36.3 0.66 47.0 48.2 2.47
1.1 1.2 5.38 0.1 0.5 437.31 6.2 7.4 19.82 122 136.2 11.60 36.5 36.2 0.79 47.0 48.1 2.34
1.4 1.0 25.03 0.0 0.8 N/A 6.9 7.4 7.40 130 136.5 5.01 36.6 36.3 0.89 48.8 48.2 1.26
1.4 1.0 26.80 0.0 0.7 N/A 6.9 7.2 5.00 130 137.3 5.59 36.6 36.3 0.90 48.8 48.1 1.48
1.4 1.1 24.01 0.0 0.6 N/A 6.9 7.2 5.06 130 137.3 5.58 36.6 36.2 0.98 48.8 48.1 1.53
1.3 0.9 30.43 0.1 1.5 1438.39 6.6 7.0 6.46 138 137.8 0.14 36.1 36.4 0.71 47.0 48.2 2.61
1.3 0.9 34.32 0.1 1.7 1628.82 6.6 7.2 8.63 138 137.1 0.62 36.1 36.4 0.87 47.0 48.4 2.89
1.3 0.9 31.54 0.1 1.6 1541.53 6.6 7.1 7.45 138 137.4 0.43 36.1 36.4 0.78 47.0 48.3 2.75
% RESIDUE % LOSS SULFUR (ppm) FLASHPOINT (ºF) API GRAVITY @60 CETANE
EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR EXP PRED % ERROR
1.4 0.6 56.01 0.1 1.3 1164.73 5.9 6.9 17.58 128 138.0 7.81 36.5 36.5 0.13 47.0 48.2 2.48
1.4 0.6 56.30 0.1 1.2 1086.68 5.9 6.8 15.67 128 138.5 8.22 36.5 36.5 0.09 47.0 48.1 2.32
1.4 0.6 56.35 0.1 1.2 1113.39 5.9 6.8 15.65 128 138.4 8.11 36.5 36.5 0.11 47.0 48.1 2.34
1.2 0.7 38.74 0.0 0.0 N/A 6.5 6.9 5.87 124 139.5 12.52 36.5 36.4 0.33 49.5 47.8 3.51
1.2 0.7 38.50 0.0 0.1 N/A 6.5 6.9 6.37 124 139.4 12.38 36.5 36.4 0.32 49.5 47.8 3.47
1.2 0.7 39.70 0.0 0.0 N/A 6.5 6.8 4.08 124 139.8 12.77 36.5 36.4 0.32 49.5 47.7 3.63
1.2 0.7 45.23 0.0 1.1 N/A 7.1 6.9 3.16 134 136.9 2.19 37.0 36.6 1.15 48.4 48.1 0.61
1.2 0.7 45.08 0.0 1.1 N/A 7.1 6.9 2.96 134 136.9 2.13 37.0 36.6 1.15 48.4 48.1 0.58
1.2 0.7 44.16 0.0 1.1 N/A 7.1 6.9 2.79 134 136.7 2.05 37.0 36.6 1.16 48.4 48.1 0.57
1.3 0.9 30.92 0.0 1.1 N/A 7.7 7.5 2.69 126 133.8 6.15 36.5 36.5 0.01 48.2 48.4 0.34
1.3 0.9 31.37 0.0 1.1 N/A 7.7 7.5 2.13 126 133.8 6.16 36.5 36.5 0.01 48.2 48.4 0.37
1.3 0.9 33.70 0.0 1.0 N/A 7.7 7.4 3.36 126 134.2 6.50 36.5 36.5 0.04 48.2 48.3 0.27
1.4 0.7 46.49 0.0 1.5 N/A 11.6 7.9 31.89 138 134.5 2.55 36.6 36.5 0.17 49.0 48.7 0.68
1.4 0.8 46.21 0.0 1.4 N/A 11.6 7.9 31.68 138 134.5 2.53 36.6 36.5 0.19 49.0 48.7 0.67
1.4 0.8 44.83 0.0 1.3 N/A 11.6 7.7 33.31 138 135.3 1.99 36.6 36.5 0.28 49.0 48.5 0.95
1.1 1.2 9.66 0.1 0.6 529.06 6.2 7.4 19.67 122 135.6 11.14 36.5 36.2 0.79 47.0 48.1 2.38
1.1 1.2 6.23 0.1 0.7 584.58 6.2 7.6 21.98 122 135.4 10.98 36.5 36.2 0.73 47.0 48.2 2.57
1.1 1.1 1.89 0.1 0.5 430.78 6.2 7.2 16.38 122 136.8 12.17 36.5 36.2 0.75 47.0 48.0 2.14
1.4 1.0 29.62 0.0 1.0 N/A 6.9 7.3 6.48 130 136.6 5.10 36.6 36.3 0.76 48.8 48.2 1.21
1.4 0.9 33.59 0.0 0.9 N/A 6.9 7.1 3.15 130 137.6 5.86 36.6 36.3 0.73 48.8 48.1 1.48
1.4 1.1 22.84 0.0 1.0 N/A 6.9 7.6 9.76 130 135.8 4.43 36.6 36.3 0.88 48.8 48.3 1.01
1.3 0.8 35.51 0.1 2.0 1927.86 6.6 7.3 11.27 138 135.9 1.52 36.1 36.5 1.03 47.0 48.5 3.27
1.3 0.8 39.07 0.1 2.0 1882.45 6.6 7.2 9.38 138 136.6 1.04 36.1 36.5 1.05 47.0 48.5 3.13
1.3 0.8 36.85 0.1 2.0 1946.81 6.6 7.3 10.34 138 136.1 1.40 36.1 36.5 1.05 47.0 48.5 3.23
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A-21:  Commands for MS Excel random variable generator for TEST2 using ULSD 
samples and 19 VIPs. 
 
A-22 :  Plot of nitrate samples for the identification of peaks corresponding to vibrational 
frequencies in IR analysis (ammonium nitrate, lead nitrate, potassium nitrate and sodium 











































A-23 :  Plot of nitrite samples for the identification of peaks corresponding to vibrational 
frequencies in IR analysis (potassium nitrite and sodium nitrite).   
 
 
A-24:  Plot of chlorate samples for the identification of peaks corresponding to vibrational 









































A-25 :  Plot of perchlorate samples for the identification of peaks corresponding to 
vibrational frequencies in IR analysis (potassium perchlorate and sodium perchlorate).   
 
 
A-26:  Plot of sulfate samples for the identification of peaks corresponding to vibrational 

























A-27 :  Plot of sulfite samples for the identification of peaks corresponding to vibrational 




A-28 :  Plot of sodium hydrosulfite samples for the identification of peaks corresponding to 
vibrational frequencies in IR analysis.   
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