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of this is that the glass transition is a kinetic phenomenon, and that T g depends on the cooling rate. Another consequence is that, if the temperature is held constant in the glassy state, the non-equilibrium glass will tend towards an equilibrium state at the same temperature. Thus, for example, the volume and the enthalpy of the glass will decrease as a function of time, in a process known as physical aging (Hutchinson, 1995) , with consequent effects on other physical and mechanical properties. It is clearly of interest, therefore, not only from a fundamental scientific point of view but also with respect to the engineering applications of polymers, to be able to describe quantitatively the kinetic nature of the glass transition and the time dependence of the property changes that take place during physical aging. The basic equations describing these kinetic aspects derive from the early experimental studies conducted by Tool in the 1930's and 1940's on silicate glasses (Tool, 1946 (Tool, , 1948 Tool & Eichlin, 1931) , and later by Kovacs on polymer glasses (Kovacs, 1963) , both making use of dilatometry. From these studies, two key features of structural relaxation of glasses were identified. First, Tool established that the relaxation time for structural relaxation of glass was dependent not only on the temperature but also on the instantaneous structure of the glass, and he proposed that the structure be characterized by the fictive temperature, T f , to be defined below. Second, Kovacs showed that the relaxation process involved a distribution of relaxation times. Although nowadays such experiments are almost invariably made by Differential Scanning Calorimetry (DSC), the phenomenology is the same, and these two key features are necessary for any realistic description of the kinetics of structural relaxation. For reasons that will become clear later, they are now commonly referred to as non-linearity and non-exponentiality, respectively. In this paper, we apply a relatively simple theory for structural relaxation, in which these two aspects are intrinsic, to explore a number of different situations of practical importance involving the kinetic response of polymers in the glassy state, including the effect of cooling rate on the glass transformation process for polymers of different types, the relationship between cooling rate and frequency derived from Temperature Modulated DSC (TMDSC), and the identification of vitrification during the cure of thermosetting polymers. For all of these simulations we make use of Matlab and demonstrate the usefulness and ease of application of several of its basic attributes.
Theoretical aspects
The basic kinetic equation assumes that the rate of approach to equilibrium is proportional to the departure from equilibrium. For DSC, the departure from equilibrium is the difference between the instantaneous enthalpy, H, which is a function of both temperature T and time t, and the value of the enthalpy in equilibrium at the same temperature, H ∞ , and is denoted as δ = H− H ∞ , and hence:
In this equation τ is the relaxation time, which depends on both temperature and fictive temperature according to the original suggestion of Tool. The fictive temperature is defined as that temperature at which the glass would have an equilibrium value of enthalpy if it were immediately removed to that temperature. This is illustrated in the simulated cooling curve shown as an enthalpy-temperature diagram in Figure 1 . In this simulation, the glass is formed by cooling at −10 K/min from 390 K to 345 K (state A), and from this cooling curve the glass transition temperature, T g , is defined as the intersection of the equilibrium liquid and glassy asymptotes, as shown. If the cooling is arrested at A and the glass allowed to approach equilibrium isothermally by physical aging at the temperature T a , a state B will be reached after some time. The state of the glass at B is defined conveniently by the fictive temperature, T f , which is found as the intersection with the equilibrium asymptote of a line (dash-dotted) with the slope of the glassy asymptote and passing through state B. Various important aspects of the fictive temperature can be identified from this diagram: first, the fictive temperature of the glass in state A, immediately after cooling and forming the glass and without any physical aging, is identical to the glass transition temperature; second, as the glass is aged at the temperature T a , below T g , the fictive temperature decreases and in the limit is equal to the aging temperature; and third, T f is related to δ by:
where ΔC p is the heat capacity difference between that of the liquid, C pl , and that of the glass, C pg . Equation 1 introduces in a general way the dependence of the relaxation time on both the temperature and the fictive temperature of the glass, and is known as the single relaxation time model (Hutchinson & Kovacs, 1976) . The specific dependence of τ on T and T f is usually written in one of two ways. In the TNM equation (Moynihan et al, 1976; Narayanaswamy, 1971; Tool, 1946) , the dependence is written in the form:
www.intechopen.com
Engineering Education and Research Using
where τ g is the average relaxation time in equilibrium at T g , x (0 ≤ x ≤ 1) is the non-linearity parameter, Δh* is the apparent activation energy at T g , and R is the universal gas constant. An alternative expression derives from the concept of configurational entropy (Gibbs & DiMarzio, 1958) and is known as the Adam-Gibbs (AG) equation (Adam & Gibbs, 1965) :
where N A is Avogadro's number, s c * is the configurational entropy of the smallest cooperatively rearranging region that permits the transition of a molecular segment from one state to another, Δμ is the elementary activation energy per segment, k is Boltzmann's constant and S c is the macroscopic configurational entropy of the sample.
To introduce a distribution of relaxation times, two approaches are possible: by means of a discrete distribution, as in the so-called KAHR model , or, much more commonly and mathematically more conveniently, by means of an empirical distribution function, namely the stretched exponential or Kohlrausch-Williams-Watts (KWW) function (Kohlrausch, 1866; Williams & Watts, 1970) :
where the exponent is inversely related to the width of the distribution of relaxation times.
The set of equations 1, 2, 3 and 5 (or 1, 2, 4 and 5) is sufficient to simulate the response of a glass forming system to any prescribed thermal history. Matlab provides a very convenient environment in which to do this, and the results of such simulations in a variety of practical situations form the basis of this paper. In the first instance, the simple "three step cycles" thermal history is analysed, involving cooling at constant rate through the glass transition region to form the glass, isothermal annealing for various times to age the glass, and then reheating at constant rate through the transition region to simulate a typical DSC experiment, and in particular to examine the effects of the length of aging time at T a on this reheating stage. Following this basic analysis of conventional DSC, the same procedure will be used to investigate the technique of TMDSC, in which a (usually) sinusoidally periodic modulation of the temperature is superimposed on the underlying cooling or heating rate (or isotherm).
Three step cycles
In this section, we outline first how the theoretical model can describe all the phenomenological aspects of the glass transition, and then show how the material parameters may be derived from experimental data by appropriate methods.
Phenomenology
A typical simulated cooling curve has been shown in Figure 1 , together with an unspecified annealing period at temperature T a . The three step thermal cycles consist of these two steps followed by heating at constant rate, which is the step that is obtained experimentally by
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DSC in the study of the physical aging or enthalpy relaxation of polymer glasses (Hodge, 1994; Hutchinson, 1995) . These cycles are therefore defined by several experimental variables: the cooling rate, q 1 , the temperature T a , the aging time, t a , at T a (or the enthalpy reduction during this time, δ ), and the heating rate, q 2 . In addition, there are several material parameters, the most important of which are: x, β, Δh*, τ g and ΔC p . The heating step of these cycles is dependent on all of these variables, and the purpose of these simulations is, first, to describe and explain the experimentally observed behaviour, and subsequently to show how to obtain the material parameters from the experimental data. Figure 2 (full lines) shows two typical heating curves, for glasses aged for about one month (blue line) and four months (red line) at a temperature 20ºC below T g , in which large endothermic peaks appear. This is the most important characteristic of such experiments, and the magnitude and position of these peaks reflects the amount of aging that has taken place at T a . To determine the amount of enthalpy lost during aging, it is necessary to do a second cycle, cooling at the same rate as for the first cycle, and then immediately reheating at the same rate as for the first cycle, without any aging time at T a . This second heating stage is sometimes called the reference scan, and is shown in Figure 2 by the dashed line (green). Although hardly visible on the scale of this figure, there is in fact a small endothermic peak, referred to as an upper peak (Hutchinson & Ruddy, 1990) and here centred at about 65ºC, even though there has been no aging; it can be shown that such a peak must always be present in these heating scans (Ramos et al., 1984) unless it is hidden under the main endothermic peak. The difference in areas under the first and reference scans is equal to the enthalpy lost during aging at T a . Normalised heat capacity Fig. 2 . Simulation of a DSC heating curve, normalised heat capacity versus temperature, for a glass formed by cooling at −40 K/min and then aged at T a =36ºC for 10 4 s (black dashdotted line), 3×10 6 s (blue full line) or 10 7 s (red full line). Material parameter values: =0.35, x=0.4, Δh*/R=85 kK, τ=100 s at T r =56ºC. The horizontal dotted black line is the asymptote to the equilibrium liquid region, and the vertical dotted black line indicates the fictive temperature, T f , after aging at T a for 3×10 6 s The fictive temperature of the glass in the aged state, for example in Figure 2 after about one month at T a , can be found by the so-called equal areas method (Moynihan et al., 1976; Richardson & Savill, 1975) . In this method, illustrated in Figure 2 , the total area under the endothermic peak for the aged glass is equal to the area under the asymptote to the liquidlike region (dotted black line) and above the fictive temperature, T f . Clearly, with increased aging, as the endothermic peak increases in magnitude, the fictive temperature moves to lower values, and in the limit will asymptotically approach the aging temperature, T a . The same Figure 2 also shows another characteristic feature of the heating scan of glasses which occurs under certain conditions. The dash-dotted black line is the heating scan following only about 3 hours aging at T a , and shows the existence of what is often called a sub-T g peak, here at about 52.5ºC. When first observed by DSC, the appearance of double peaks in the glass transition region was considered something of a mystery (Illers, 1969; Neki & Geil, 1973; Retting, 1969) , though they in fact arise quite naturally as a consequence of the distribution of relaxation times, and under certain quite well defined experimental conditions: a fast cooling rate in comparison with the subsequent heating rate, and little or no aging at the lower temperature of the cycle, the lower this temperature relative to the glass transition temperature the more likely being the appearance of a sub-T g peak. In addition, although sub-T g peaks are often observed for glasses with low values of , in other words when the relaxation time distribution is broad , such as is the case for poly(vinyl chloride) (Berens & Hodge, 1982) , a broad distribution of relaxation times is not a pre-requisite for their appearance, as was demonstrated by the behaviour of some carefully prepared inorganic glasses (Pappin et al., 1994) . This phenomenology of the response of glasses to heating through the transition region, in which characteristic features such as the endothermic peak and its dependence on the aging time and heating rate are observed, the existence of the upper peak and its relative invariance with the experimental variables (Hutchinson & Ruddy, 1990) , and the appearance of sub-T g peaks and the conditions under which they are most likely to be observed, can be well described by the theoretical development outlined above. Simulations can be made very simply in the Matlab environment, and in particular, the ease of obtaining m a x i m u m v a l u e s o f a v e c t o r i s o f p a r t i c u l a r b e n e f i t . I n t h e n e x t s e c t i o n , t h e s e s a m e simulations are used to show how the important material parameters may be derived from the experimental data.
The peak shift method
The theoretical development above includes one parameter in particular, the non-linearity parameter x, which, although defining the relative importance of temperature and structure (fictive temperature) to the relaxation time, does not have any obvious physical significance. Nevertheless, the excellent description of all the phenomenological aspects outline above suggests that there should be some physical significance, and considerable effort has been made by numerous workers to investigate this. The basic idea has been to evaluate x for different glass-forming systems in order to relate its value to the nature of the glass-former, and the review by Hodge (Hodge, 1994) gives an excellent summary. Fundamental to this approach is the need to have a reliable method for the evaluation of this parameter x. The majority of workers make use of what is termed the curve-fitting method, whereby a leastsquares minimisation routine is used to fit the set of theoretical equations to the experimental DSC heating curve. While mathematically convenient, this approach suffers from some drawbacks: for example, it assumes a certain specific form for the distribution function, namely the stretched exponential. More importantly, though, it is often applied to 313 fit heating curves for glasses aged only for short times, which consequently have little nonlinearity; it is not appropriate to determine the non-linearity parameter by fitting curves which have no significant dependence on this parameter. An alternative approach, which does not suffer from these drawbacks, was proposed some time ago. It is based upon the dependence of the endothermic peak temperature, T p , on the experimental conditions defining the three step thermal cycles Ramos et al., 1984) . This has become known as the peak shift method. From an extensive analysis of the response of glasses to such cycles, the dependence of T p on each experimental variable (q 1 , T a , δ , q 2 ) while maintaining the others constant was found, in the limiting case of long aging times, to be linear. Thus one can define a set of shifts () () ( ) () 
The interesting aspect of this approach is that these shifts are all inter-dependent, and are all functions of x:
where the function F(x), in limiting conditions, asymptotically approaches the simple hyperbolic function F(x)=x − 1 −1, shown in Figure 3 and known as the master curve. Even more interestingly, this limiting function is essentially independent of the choice of distribution function used, be it a discrete distribution as in the multi-parameter KAHR model or the stretched exponential KWW function. 
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The procedure (Hutchinson, 1987) is to determine, by a series of experiments, the peak endotherm temperatures, T p , obtained on heating at constant rate, typically 10 K/min, for glasses which have been formed initially by cooling at the same rate, and then aged at a temperature, T a , usually 10 to 20ºC below T g , for a range of times, which should extend ideally to periods as long as is convenient in order to approach the limiting conditions necessary. These lengths of time can be as much as several months, much longer than the timescales usually used in the curve-fitting method. For each endotherm, the associated enthalpy lost, δ , during the immediately previous aging can be determined from the area difference under this endothermic peak and under a reference scan made, for the same sample, under identical cycle conditions, but without any aging at T a . A plot of T p as a function of δ or as a function of the logarithm of the aging time, t a , appears linear for values of δ or t a large enough for limiting conditions to be achieved, and from this linear region the slope is obtained which permits the evaluation of ( )
, and hence of F(x) from Equation 7. The experimental value of x is then found from the master curve in Figure 3 . The limiting dependence of T p on δ is essentially independent of all the other experimental variables (q 1 , q 2 , T a ) defining the thermal cycle, and of the distribution function for the relaxation times, and thus the peak shift method provides a rational means of evaluating experimentally the non-linearity parameter x .
Temperature modulated DSC (TMDSC)
In the early 1990s, the idea of modulating the constant heating rate of conventional DSC was conceived by Reading and co-workers (Gill et al., 1993; Reading et al., 1993a) . It was patented in the US in 1993 (Reading et al., 1993b) , and commercialised by TA Instruments as Modulated DSC. Subsequently, other instrument manufacturers commercialised their own versions, including Alternating DSC (ADSC) from Mettler Toledo. Generically, such techniques are now referred to as Temperature Modulated DSC (TMDSC). The basic principle in all cases is to superimpose on the constant heating rate (or cooling rate, or isotherm) of conventional DSC a periodically (and in practice sinusoidally) varying modulation. The idea is that, in addition to the same information as is available from conventional DSC, TMDSC also provides, at any time during a scan, information about the instantaneous state of the sample. The periodically modulated heating rate and heat flow signals can be analysed by Fourier Transformation, to give the amplitudes of the periodically varying heat flow and heating rate signals, and an average heat flow signal. The average signal is essentially the same signal as would be obtained by conventional DSC at the same rate as the underlying rate of TMDSC; the ratio of the amplitudes of the heat flow and heating rate is sometimes referred to as the "reversing" component; and the difference between the underlying signal and the reversing component is known as the "non-reversing" component. An alternative approach is to treat the reversing component as a complex heat capacity, C p *, and use the phase angle which results from the Fourier Transformation to separate C p * into its in-phase, C p ′, and outof-phase, C p ″, components (Schawe, 1995) . With respect to the glass transition, the response of glasses in TMDSC during the heating stage of the three step thermal cycles shows some characteristic features: the average signal shows the usual endotherm associated with enthalpy relaxation which is seen by conventional DSC; the reversing component and C p ′ show a sigmoidal change at an apparent glass transition temperature, T g (dynamic), different from that found by conventional DSC, and without any endothermic peak; the non-reversing component and C p ″, as well as the phase angle, show a peak in the region of T g (dynamic). Although this technique of TMDSC appeared from the outset to offer several advantages over conventional DSC, the initial interpretation of some of these features of the response in the glass transition region was rather confusing. For example, the observation that T g (dynamic) is independent of the heating or cooling rate prompted the idea that this represented a rate independent T g , in contradiction to the basic idea of the glass transition as a kinetic phenomenon, while the peak in the non-reversing heat flow was associated with enthalpy relaxation, since no peak appeared in the reversing component; this last, however, represents an interpretation difficult to reconcile with the fact that such a peak also appears in the non-reversing component during cooling, where enthalpy relaxation plays no part. There was clearly a need for a sound theoretical treatment of TMDSC in the glass transition region in order to interpret correctly the various signals. This could be based on the same formalism as had been adopted for the simulation of three step thermal cycles in conventional DSC, but now with a modulated temperature programme. These simulations were very conveniently made using Matlab, for which standard procedures exist for Fast Fourier Transformation (fft), for integrating the fundamental differential equation, Equation 1, for the kinetics of the relaxation process using the 4 th -5 th order Runge-Kutta routine (ode23), and for convolution integrals of the type required when the stretched exponential distribution is incorporated with the fictive temperature formulation (conv). Such simulations were able to describe quantitatively all the experimentally observed phenomena and thus permitted the interpretation of the signals in a logical way, as well as providing a means of investigating the effects of both the experimental and material parameters on the response. The most important aspects of these results are presented here. The TMDSC experiment in the glass transition region is defined by a set of experimental parameters, which are: the underlying or average rate, either on cooling or heating (q av ), the period of the modulations (p), and the amplitude of the temperature modulations (A T ). The material parameters are the same as those for the simulation of conventional DSC. As an illustration of these simulations, Figure 4 shows the result for a modulated cooling curve, in the form of modulated heat flow (HF) as a function of time. It is clear that the amplitude of the modulations decreases markedly during cooling, corresponding to the sigmoidal change in the reversing or complex heat capacity. What is not so obvious is that the average value of the heat flow also decreases, though in a different way and over a different temperature (or time) range. In order to identify this effect, it is necessary to do a Fourier Transform (fft) of single cycles of these heat flow and heating rate modulations, using a window which is slid along the time scale to cover the whole cooling curve. From these Fourier Transformations, amplitudes and average values and the phase angle between heat flow and heating rate are obtained, from which the complex heat capacity and its in-phase and out-of-phase components, as well as the average heat capacity, are calculated: 
In these equations, A HF is the amplitude of the heat flow modulations, A is the amplitude of the heating rate modulations, φ is the phase angle between the heating rate and heat flow modulations, and <HF> and < > are the average values of the heat flow and heating rate, respectively. Because the phase angle is very small in the glass transition region, the inphase heat capacity is approximately equal to the magnitude of the complex heat capacity.
The variations of the in-phase and out-of-phase heat capacities and of the phase angle, obtained by Fourier Transformation of the modulations in Figure 4 , are shown in Figure 5 . The simulations of Figure 5 describe, both qualitatively and quantitatively, all the characteristic features of TMDSC experiments in the glass transition region. A number of comments may be made about these results in general, and also in respect of their dependence on both the experimental and material parameters. In the first place, it is evident that the dynamic glass transition (from c P ′, Figure 5a ) is quite different from the conventional glass transition (from c P,ave , Figure 5d ). Not only is the former considerably sharper, but also the glass transition temperature, obtained for example from the mid-point (in these simulations, for the red curves where c P = 1.45 J/gK), is higher for the dynamic glass transition. These differences represent an important distinction between what are sometimes referred to as the thermal glass transition, from the average heat capacity of Figure 5d and equivalent to that obtained by conventional DSC, and the dynamic glass transition, from the complex or in-phase heat capacity of Figure 5a . In the former case, for the thermal glass transition, as the glass is cooled it departs from equilibrium (cf. Figure 1) at some temperature which depends on the cooling rate, and therefore the non-equilibrium state and the parameters describing non-equilibrium, in particular the non-linearity parameter x, play an important role in the kinetics of the transition. On the other hand, in the latter case, for the dynamic glass transition, the state is close to an equilibrium liquid in principle; the response of the sample is therefore glassy if the period of modulation is short, is liquid-like if the period is sufficiently long, and displays a transition region if the period is between these limits. The question of whether any given period is short or long has to be answered by comparing it with the instantaneous average relaxation time of the material. This average relaxation time increases as the temperature decreases, thus giving rise to the approximately Debye-type relaxation seen in Figure 5b for the out-of-phase component. This situation is, however, complicated by the overlapping of the thermal and dynamic transitions, which can be demonstrated quite clearly by these Matlab simulations. It is a simple matter to run simulations for different values of period of modulation and of cooling rate to establish their separate effects, which are shown in Figures 5a and 5d , respectively. In Figure 5a , as the period of modulation increases, the dynamic glass transition temperature decreases, an effect which would, in principle, allow the determination of the apparent activation energy for the relaxation (Jiang et al, 1998) . However, this determination of the activation energy supposes that the dynamic transition occurs entirely in equilibrium, analogous to the situation for dynamic mechanical analysis or dielectric analysis. However, it can be seen here from a comparison of Figures 5a and 5d that, even for the shortest modulation period of 6 seconds, the thermal transition begins before the dynamic transition has passed completely from a liquid to a glassy response. There are two important conclusions that can be drawn from this observation. First, for the correct study of the dynamic glass transition, it is necessary to separate it from the thermal transition, which requires either a very slow cooling rate or a very short modulation period. The latter is limited by problems of heat transfer into the sample, and it is usually considered that the minimum period experimentally accessible is approximately 12 seconds. The former is limited only by available time, though it must be borne in mind that these experimental times can be very long; for example, the simulated experiment in Figure 5d for a cooling rate of −0.5 K/min takes almost 2 hours, and it would require a further reduction in the cooling rate by at least an order of magnitude for the complete separation of the dynamic and thermal transitions. These considerations lead to the second important conclusion, which is that there must be some equivalence between the cooling rate and the frequency of modulation, and that this equivalence must be related to the material parameters, and x. For example, it is almost always observed that, within what might be called typical ranges of values of the experimental variables (cooling rate and modulation frequency), these two types of transition overlap, with the dynamic glass transition usually being a few degrees higher than T g Hensel & Schick, 1998; Hutchinson, 1998; Montserrat, 2000; Weyer et al, 1997) . A theoretical expression for the relationship between cooling rate and frequency can be derived from the fluctuation dissipation theorem for the glass transition , and can be written in the following form relating the angular frequency of modulation, ω (rad/s) in TMDSC and the cooling rate |q| (K/s) in conventional DSC:
where a is a constant and δT is the mean temperature fluctuation of the cooperatively rearranging regions. By means of Matlab simulations in which the cooling rate in conventional DSC was determined such that it gave the same value of T g as that for TMDSC with a period of 120 s (and an average cooling rate of −0.3 K/min), it has been shown (Hutchinson & Montserrat, 2001; Montserrat et al, 2005) that the magnitude of the temperature fluctuations increases the wider is the distribution of relaxation times (small ) and the greater is the non-linearity of the relaxation kinetics (small x), with interesting implications regarding the physical phenomena underlying the glass transition. The effects of these material parameters, and x, on the appearance of the TMDSC signals, such as those shown in Figure 5 , are very different, as can be demonstrated rather simply by these Matlab simulations. In Figure 6 are shown the effects of changing x and on the average heat capacity (Figures 6a and 6b , respectively) and on the complex heat capacity (Figures 6c and 6d, respectively) . With respect to the average heat capacity signals in Figures 6a and 6b , the effects of increasing x and of increasing are very similar: in both cases the transition broadens as the parameter value decreases towards zero. In respect of x, this is explained by the response becoming more non-linear as x decreases, giving rise to a greater relative dependence on the fictive temperature (cf. Equation 3), which means that the relaxation time shortens and the transition occurs at ever lower temperatures, observed in Figure 6a as a shift, for example, of the mid-point temperature. In respect of , reducing its value leads to a broadening of the distribution function (cf. Equation 5), with a consequent broadening of the response on cooling. In contrast, with respect to the complex heat capacity signals in Figures 6c and 6d , the effects of increasing x and of increasing are very different: in one case (effect of x) the transition remains essentially unaffected, whereas in the other case (effect of ) the transition broadens as the parameter value decreases. In respect of x, this is explained by the fact that, in principle and as explained earlier, the dynamic transition occurs in equilibrium, where there is no effect of non-linearity since T f =T (cf. Equation 3). The small amount of deviation observed in Figure 6c from a unique curve for all values of x may be explained by the overlapping of the dynamic and thermal transitions, which results in the system's not remaining truly in equilibrium in the latter part of the relaxation. In respect of , on the other hand, even in equilibrium the effect of the width of the distribution will be evident. Indeed, the breadth of the relaxation in the complex heat capacity is a function only of , since it is essentially independent of x, which means that such curves can be used for the independent experimental determination of the parameter (Montserrat & Hutchinson, 2002) . It is interesting also to note another characteristic feature of these curves, namely the appearance of ripples. These arise from the way in which the Fourier Transformation is made, in a window of a single cycle of the modulations, sliding this window along the time scale to cover the whole of the transition. In Figure 5 , the window is slid by one whole cycle between Fourier Transformations, and hence the ripples do not appear. In Figure 6 , the window is slid by the time step of the calculations, and hence the ripples do appear (Hutchinson & Montserrat, 1997) . In the transition interval, the frequency of these ripples is twice the frequency of the heating rate modulations. In the experimental data these ripples should also appear, and indeed do so in the output signals from ADSC from Mettler Toledo, and their frequency is in agreement with the model predictions. These ripples do not appear in the output data from TMDSC equipment from other manufacturers, either because the data have been smoothed or because the Fourier Transformation window is slid along the time scale by integral cycles. As a final comment on the use of TMDSC for the study of the glass transition in polymers, it is worth pointing out the relatively recent development of a multi-frequency technique, named TOPEM ® , from Mettler Toledo. In this technique, instead of a periodic modulation of the temperature or of the heating rate as in TMDSC, the sample is subjected to a stochastic series of small temperature pulses, alternately positive and negative, with a user-defined range for the interval of time between these pulses, known as the switching time range. The combination of these two features, the stochastic nature and the use of pulses rather than modulations, allows an analysis of the frequency dependence to be made in a single scan, thus offering a significant advantage over TMDSC techniques which use only a single frequency in any one experiment. This advantage will become particularly apparent in the next section of this paper where the crosslinking reactions of thermosetting polymers are investigated. The method of analysis in TOPEM ® is also different, using Laplace Transformation rather than Fourier Transformation, and is made in a Matlab environment using a Parameter Estimation Method (PEM). Amongst other output quantities, TOPEM ® calculates what is called the quasi-static heat capacity, C p0 , which is the equivalent of the complex heat capacity of TMDSC, but for the limiting case of zero frequency. It is this quasistatic heat capacity which is first obtained from the experimental stochastic data, and is then separated into its frequency components. In a study of this technique applied to the glass transition of polymers (Fraga et al, 2007) , the effects of a number of experimental parameters were investigated, including the range of frequencies over which the technique could usefully be applied.
Crosslinking reaction in thermosetting polymers
In the crosslinking (or cure) process for thermosetting polymers, a chemical reaction takes place between the resin and the crosslinking agent (hardener) such that the monomers of the un-reacted resin are incorporated into a three-dimensional rigid network structure. In this process, the viscous liquid resin, which has a very low T g , usually sub-ambient, is transformed into a stiff and hard material, with a high T g and with numerous industrial applications, from surface coatings to the matrix material for high performance fibre reinforced composites. Usually, a stoichiometric ratio of resin to hardener will be used, as this gives the optimum properties of the cured material, including a maximum value of the glass transition temperature. In addition, though, the conditions under which the cure reaction is conducted can also be important: for example, the cure may be isothermal, and the isothermal cure temperature may be selected within quite a wide range, or the cure may be non-isothermal, at a constant heating rate over a temperature range, with various possibilities for the heating rate. The selection of cure conditions can be important. For instance, in isothermal cure at low temperatures, the increase in T g of the system that results from the crosslinking reaction can be such that it becomes higher than the isothermal cure temperature. Under these conditions, vitrification will occur, since the partially cured material will then be at a temperature below its T g . Vitrification, followed by devitrification, can also occur under some circumstance during non-isothermal cure. When a crosslinking system vitrifies, the reaction rate changes dramatically, from a relatively rapid rate, controlled by the chemical rate constants of the reaction, to a much slower rate, which is controlled by the rate of diffusion of the reacting species. The ability to predict whether or not vitrification will occur under any given cure conditions is of some importance, and hence it is necessary to describe the kinetics of the reaction. A particularly good illustration of the importance of understanding the cure kinetics is afforded by the cure reaction that takes place during the fabrication of epoxy-clay nanocomposites. These materials consist of a small proportion, typically less than 5 wt%, of organically modified clay in an epoxy resin matrix. The structure of the clay is laminar, and the fundamental idea is that the clay layers should separate completely (exfoliate) and be distributed uniformly throughout the epoxy matrix in the final cured nanocomposite: in this way, the nanoclay provides a very efficient reinforcement because of its large surface area, and thus can strengthen and stiffen the epoxy without significantly increasing its density, of particular importance for aeronautical applications, for example. However, to obtain an exfoliated structure is difficult, because it depends on the relative rates of cure of the resin in the intra-gallery and extra-gallery regions of the clay. Control of these rates, i.e. of the kinetics of the reaction, is therefore of crucial importance in obtaining an optimised nanostructure of these materials (Montserrat et al, 2008; Pustkova et al, 2009 ). The following sections discuss how the cure kinetics can be simulated using Matlab, to model both conventional and Temperature Modulated DSC experiments.
Theoretical aspects of cure kinetics
In the absence of vitrification, the cure reaction is chemically controlled and the time dependence of the degree of cure, which is denoted by α and which increases from 0 www.intechopen.com
The Use of Matlab in the Study of the Glass Transition and Vitrification in Polymers 323
initially to 1 for the fully cured material, can be described by various different kinetic equations. One of the most widely used equations is that of Kamal (Kamal, 1974) , which describes an autocatalytic reaction:
where k 1 and k 2 are temperature dependent rate constants and the exponents m and n are the reaction orders. The rate constants depend on temperature according to the Arrhenius equation:
c,1 c,1
where A 1 and A 2 are pre-exponential constants, E is the activation energy, and R is the universal gas constant. In this equation, a subscript c has been added for k and E to indicate that that these are values for the chemically controlled reaction. These Equations 10 and 11 are sufficient to describe the kinetics of the cure reaction when it is chemically controlled, in other words in the absence of vitrification (to be discussed in detail below), and the predictions of this model can be compared with experimental DSC data in the form of heat flow as a function of time (for isothermal cure) or as a function of temperature (for non-isothermal cure). The specific heat flow, HF [W/g] is given by:
where ΔH ∞ is the total heat of reaction per unit mass [J/g] for a fully cured system. Typical results which emerge from this model are shown in Figures 7a and 7b for isothermal and non-isothermal cure, respectively, where the effects of some of the experimental parameters are included: in Figure 7a , four different isothermal cure temperatures (50ºC, 60ºC, 70ºC and 80ºC) are used, with the reaction occurring at shorter times as the cure temperature increases; in Figure 7b , four different heating rates are used (1, 2, 5 and 10 K/min), with the reaction shifting to higher temperatures with increasing heating rate. By fitting these kinetic equations to the experimental data, it is possible to evaluate the various kinetic parameters, in particular the activation energies, the pre-exponential parameters, and the reaction exponents, m and n. In principle, the same parameter values will be obtained from both isothermal and non-isothermal experimental data. In practice, however, the kinetic equations are only an approximation to the real situation, which is generally much more complex, involving not just one reaction, for example the reaction of the primary amine of the cross-linking agent with the epoxy monomers, but also other reactions such as the reaction of secondary amines which result from the first reaction, and a homopolymerization reaction (etherification) which can be catalyzed by the tertiary amines resulting from the second reaction (Fernández-Francos et al, 2007; Kubisa & Penczek, 1999; Montserrat et al, 2008; Pascault et al, 2002; Tanaka & Bauer, 1988) . The result of this added complexity is that a best fit to non-isothermal data does not always result in a best fit for the isothermal data. Nevertheless, in most instances a satisfactory fit can be obtained to all the experimental data, and the evaluation of the parameter values then provides useful information about the reaction kinetics. The usual procedure for evaluating the parameter values from the experimental data is first to determine the total heat of reaction, per unit mass of sample, from the non-isothermal cure curves. This is calculated as the area under the cure curve of heat flow per unit mass of sample as a function of temperature, normalized by the heating rate. For a stoichiometric ratio of diglycidyl ether of bisphenol-A (DGEBA) epoxy resin and a diamine curing agent, for example, this is approximately 400 J/g. The reason for using the non-isothermal cure rather than the isothermal cure is that in isothermal cure it is possible that vitrification might occur. If this happens, then the cure does not proceed to completion, but the cure rate decreases to zero before the reaction is complete, and it is not possible to identify, by conventional DSC, whether or not this occurs. An analysis of the isothermal cure curve under these circumstances, using the kinetic Equations 10-12 above, would lead to www.intechopen.com
The Use of Matlab in the Study of the Glass Transition and Vitrification in Polymers 325 erroneous results. In fact, it is also possible for vitrification to occur during non-isothermal cure, though the experimental circumstances for this (essentially, a very slow heating rate) are generally not those that are used in practice. The way in which the problem of vitrification during cure can be addressed by means of TMDSC is discussed in the following sections, first in a general way and then, separately, with respect to isothermal cure and non-isothermal cure. In these latter cases it will be shown how Matlab simulations of the cure under TMDSC conditions provide a rational way of interpreting the experimental results, and allow a comparison with other dynamic techniques operating over a quite different frequency range. The graphical representation aspects are particularly helpful.
Cure reaction with vitrification
Vitrification occurs, either in isothermal cure or in non-isothermal cure, when the glass transition temperature of the cross-linking system, which is continuously increasing as the degree of cross-linking increases, reaches and then exceeds the cure temperature. In isothermal cure, vitrification results in a rather rapid decrease in the rate of cure, as the rate of reaction changes from being controlled by the chemical rate constants, k c,1 and k c,2 , to being controlled by the diffusion of the reacting species, with a much slower rate determined by a diffusion rate constant, k d . As a consequence, the reaction effectively stops, and the system remains only partially cured. Likewise, in non-isothermal cure, it is possible for the glass transition of the curing system to increase beyond the instantaneous value of the (continually increasing) cure temperature, generally provided that the rate of heating is sufficiently slow. The system therefore vitrifies, but, in contrast to isothermal cure, the cure temperature continues to increase at the imposed rate, and so the system will eventually devitrify when the cure temperature again exceeds the glass transition temperature of the system. In the simulation of cure with vitrification, therefore, there are two important aspects to consider: first, the dependence of the glass transition temperature of the curing system on the degree of cure, and second, the expression for the diffusion rate constant, and its dependence on temperature. The relationship between the degree of cure, α, and the glass transition temperature, T g , of the curing system can be described by the DiBenedetto equation (DiBenedetto, 1987; Pascault & Williams, 1990) :
in which T g0 and T g∞ are the glass transition temperatures of the uncured (α=0) and of the fully cured (α=1) system, respectively, and λ is a fitting parameter related to the ratio of the heat capacities of the fully cured and of the uncured system. There have been a number of different expressions proposed for the diffusion rate constant and its dependence on temperature, and a summary of these has been presented earlier (Fraga et al, 2008) . The expression that is perhaps most widely used, and the one that is used here, assumes a WLF temperature dependence (Williams et al, 1955; Wise et al, 1997) :
where k dg is the value of k d when T g is equal to the cure temperature, in other words at vitrification, and C 1 and C 2 are constants of the WLF equation, and are here taken to have their "universal" values of 40.2 and 51.6 K, respectively. As regards the value of k dg for these simulations, there is a surprisingly large variation of values that are used in the literature; here we adopt the value of 0.0051 s − 1 used in earlier work (Fraga et al, 2008) .
The chemical rate constants, k c1 and k c2 , can be combined with the diffusion rate constant, k d , to give overall rate constants, k tot,1 and k tot,2 , for the reaction, according to the Rabinowitch equation (Rabinowitch, 1937) :
These overall rate constants are used in place of the rate constants k 1 and k 2 of the Kamal equation, Equation 10, in order to describe the cure rate during either isothermal or nonisothermal cure, including that part in which vitrification occurs. This set of Equations 10-15 is solved using Matlab in order to simulate the cure of these reacting systems under isothermal and non-isothermal conditions, which are considered separately in the following sections. In particular, the vitrification time is determined as a function of the experimental conditions, being defined as the time at which the glass transition temperature of the reacting system becomes equal to the cure temperature.
Isothermal cure with vitrification
As mentioned above, it is not possible by conventional DSC to identify, directly from the cure curve, when vitrification occurs for a given isothermal cure temperature, T c . To determine the vitrification time, it is necessary to repeat the isothermal cure for a series of different cure times, with a second (non-isothermal) scan after each isotherm in order to determine the glass transition temperature corresponding to each isothermal cure time. A plot of T g as a function of cure time then allows the vitrification time, t v , to be found as the cure time for which T g = T c . This procedure has been used in the past (Montserrat, 1992) , but it is impractical on account of the length of time involved in making numerous repeated isothermal cure experiments. It is in this respect that TMDSC offers an important advantage: the reversing or complex heat capacity signal is responsive to the changes that take place when the system vitrifies, in just the same way as these signals respond to a glass transition on cooling, and hence at the time of vitrification in isothermal cure the complex heat capacity shows a sigmoidal change from a liquid-like to a glassy value. By TMDSC, therefore, it is possible to identify the vitrification time directly from the isothermal cure curve, and it is conventionally taken to be at the mid-point of the sigmoid. This approach has been adopted successfully by a number of workers (Alig et al, 1999; Lange et al, 2000; Montserrat & Cima, 1999; Montserrat & Martin, 2002; Van Assche et al, 1998) . Nevertheless, it raises the question of how this measurement of the vitrification time, which depends on the frequency of modulation, can be reconciled with that obtained by the lengthy conventional DSC procedure, which does not depend on the frequency. Clearly this leads again to the relationship between the frequency dependence and the rate dependence of T g , which has been discussed above. In the present instance, the effect of frequency can be www.intechopen.com
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demonstrated very clearly by means of Matlab simulations, and this approach transpires to be illuminating also about the study of vitrification by other techniques, such as Dielectric Analysis (DEA), which operate at much higher frequencies. The starting point for these simulations is that vitrification occurs when the glass transition temperature of the curing system, which increases with increasing frequency, reaches the cure temperature. However, rather than use this as the criterion for defining vitrification, we adopt here instead an alternative and simpler procedure, which is to assign a frequency dependence to the cure temperature, such that it decreases with increasing frequency according to the following equation (Fraga et al, 2008a) :
In this equation, E f is the activation energy controlling the frequency dependence of T c (equivalent to the activation energy for T g ), and f r is a reference frequency for which the dynamic cure temperature, T c (f), is considered to be equal to the cure temperature, T c . Since the vitrification time determined by conventional DSC makes use of a glass transition temperature determined on heating after cooling freely, the correspondence between cooling rate and frequency Hensel & Schick, 1998; Hutchinson, 1998; Montserrat, 2000; Weyer et al, 1997) allows us to assign a value of 1/60 s − 1 for the reference frequency. The results of such a simulation are shown in Figure 8 , which shows the increase of T g of the curing system as a function of isothermal cure time. Parameter values: m=1, n=2, λ=0.5, E f /R=100 kK, T g0 =−15ºC, T g∞ =85ºC, T c =50ºC
In the absence of vitrification, the T g of the curing system increases from its value, T g0 , for the un-reacted resin monomer to a final value, T g∞ , for the fully reacted system, as shown by the full line in Figure 8 , though this final value is not reached within the time scale shown. On the other hand, if vitrification intervenes then the rate of cure will reduce dramatically and the system will not reach a full cure, as shown by the dashed line. The vitrification time, t v , is determined as the time at which the T g of the curing system becomes equal to the cure temperature, T c . Since the cure temperature has been assigned a frequency dependence, this means that t v will also depend on the frequency, and in a way this is clearly non-linear. It is a straightforward matter to evaluate t v for a range of frequencies from such simulations, for a given isothermal cure temperature, and a typical result is shown in Figure 9 . As has been shown elsewhere (Fraga et al, 2008a) , in a more extensive simulation covering a range of isothermal curing temperatures and examining the effects of various parameter values, such results are in excellent agreement with experimental data. In particular, the important feature of Figure 9 is that, at low frequencies, in the typical range available by TMDSC, there is a marked upward curvature, whereas at high frequencies, typical of those available in DEA, there is a good linear relationship between t v and the logarithm of the frequency. The data obtained by TMDSC experiments are subject to a significant experimental error in view of the fact that this technique operates at only a single frequency; this means that a new sample must be prepared for each different frequency, which inevitably introduces some small variation in the resin to hardener ratio, which has a consequent effect on the cure kinetics. Nevertheless, it is possible to identify the upward curvature in the dependence of t v on log(f) at low frequency from a close observation of some light-heating TMDSC experiments (Fraga et al, 2008a; Van Assche et al, 2001 ). In addition, the more recent technique of TOPEM ® , a TMDSC technique which allows a range of frequencies to be studied in a single scan, shows this upward curvature even more clearly (Fraga et al, 2008b) . On the other hand, at high frequencies the linear dependence of t v on log(f) has been known for some time (Alig et al, 1999; Fournier et al, 1996; Mangion & Johari, 1990; Montserrat et al, 2003) . Not only do these Matlab simulations describe very well the data at both low and high frequencies, but they also resolve the observation made by Montserrat et al (Montserrat et al, 2003) that the extrapolation of the t v data from the high frequencies corresponding to DEA results did not coincide with the data at low frequencies corresponding to TMDSC data: it is clear from Figure 9 that this is simply because of the upward curvature in this representation. In fact, in DEA experiments it is not really the vitrification time, in the sense of a change from a chemical controlled to a diffusion controlled kinetics, that is being determined; rather it is the dynamic -relaxation, for which the temperature of the relaxation peak is equal to the cure temperature at what might be called a dynamic vitrification time. This is clear from Figure 8 , where at high frequencies the location of the dynamic vitrification time occurs well before the bifurcation which represents the change in kinetics of the reaction.
Non-isothermal cure with vitrification and devitrification
For the simulation of non-isothermal cure with vitrification (and devitrification), the same set of Equations 10 to 15 is solved using Matlab, and the same procedure is adopted of assigning a frequency dependence to the cure temperature according to Equation 16. If the heating rate is sufficiently slow, then the T g of the reacting system can surpass the cure temperature, and vitrification will occur. This dramatically reduces the rate of reaction, and hence T g increases only little while the cure temperature continuously increases according to the imposed rate of heating. Consequently, a point is reached where the cure temperature again exceeds the glass transition temperature, and the sample devitrifies and proceeds to a full cure. By conventional DSC these subtle changes in the rate of cure cannot be identified. On the other hand, by TMDSC the changes in the complex heat capacity allow both vitrification and devitrification to be identified, as a sigmoidal decrease and increase, respectively, in C p *, with their separation being greater the slower is the heating rate (Fraga et al, 2010a (Fraga et al, , 2010b . Generally, the heating rates need to be very slow in order to observe these phenomena: with an epoxy-amine system, for example, these rates are from 0.05 to 0.015 K/min. Furthermore, with TOPEM ® the frequency dependence of vitrification and devitrification can be found experimentally, and Matlab simulations provide excellent agreement with the experimental observations. Figure 10 shows an illustration of non-isothermal cure and the effect of a frequency dependent cure temperature. Here it can be seen that vitrification occurs at a temperature of about 310 K, depending on the frequency of modulation, and that shortly thereafter the cure rate decreases significantly. The rapidity with which the cure rate decreases and the extent to which the cure continues after the glass transition temperature reaches the cure temperature are dictated by the magnitude of the diffusion rate constant k dg in Equation 14. As mentioned earlier, there is a surprisingly large variation in values assigned to this parameter in the literature, when one might have expected it to have approximately the same value for any vitrifying system, given that the glass transition is a universal phenomenon with a timescale that is conventionally taken to be around 100 seconds.
Nevertheless, values for k dg as different as 4 × 10 − 5 s − 1 and 100 s − 1 can be found in the literature (Fraga et al, 2008a) . This remains an area for further investigation. As there is now space available, following the format change, this caption could include the experimental conditions, which are: heating rate=0.02 K/min, m=1, n=2, λ=0.5, E f /R=100 kK,
Following vitrification, the cure temperature continues to increase at the experimentally imposed rate, and consequently the system will devitrify when the cure temperature again exceeds the glass transition temperature. This generally occurs when the glass transition temperature is approaching its value for the fully cured system, T g∞ . In Figure 10 this is seen as the crossing point of the cure curve and the heating rate curve, which is located in the region of the cure curve which is almost horizontal. The temperature at which devitrification occurs is therefore a good approximation to that of the fully cured system, and is almost independent of frequency (Fraga et al, 2010a; Fraga et al, 2010b) . This is an important observation, as can be illustrated by a good example. The tri-functional epoxy resin, tri-glycidyl para-amino phenol (TGAP), when cured with diamino diphenyl sulphone (DDS), results in a very highly cross-linked network structure. In fact, the cross-link density is so high that the glass transition cannot be identified by DSC or TMDSC for this system, and it is common practice to determine the T g instead by other techniques, for example by dynamic mechanical analysis (DMA) (Frigione & Calò, 2008) . This is clearly not an ideal situation for studying the kinetics of cure and its effects on the structure and properties of the cured system: for instance, DMA does not measure the same T g as for DSC or TMDSC, and operates at a higher frequency than does TMDSC (Hutchinson, 2010) . However, by curing non-isothermally at a very slow rate, it is possible to identify both vitrification and devitrification in this system, with the temperature at which devitrification occurs being clearly defined, thus allowing the calorimetric determination of T g∞ .
Conclusions
This paper summarises some aspects of the glass transition of polymers that have been investigated by means of simulations made in the Matlab environment. These aspects have included the following. First, the basic glass transformation process, involving cooling from an equilibrium melt to a non-equilibrium glass state, has been simulated by Matlab to show, in particular, the cooling rate dependence of the glass transition temperature and the endothermic peak that occurs in the heat flow, as measured by DSC, on reheating after annealing at a temperature within the glassy state. These simulations required the solution of a system of differential equations using the "ode" routines. The use of such simulations in which the effects of both experimental and material parameters were investigated led to a method (the peak shift method) for the determination of one of the material parameters, the non-linearity parameter, x. Second, the technique of Temperature Modulated DSC was simulated by Matlab in order to better interpret the various new signals that this technique gives in addition to those available by conventional DSC. These simulations made use of "fft" routines in order to evaluate the average values and amplitudes of the periodically varying heating rate and heat flow signals. Again, these simulations were made so as to investigate the effects of both the experimental and the material parameters, and the results led to a clear interpretation of the complex heat capacity and its dependence on these parameters. Among other results, this approach allowed the clear distinction to be made between the thermal and dynamic glass transition temperatures, and led to an interpretation of the relationship between them in respect of the correspondence between cooling rate and frequency. Such simulations also led to a new method for the experimental determination of the other material parameter, the non-exponentiality parameter . Third, the processes of vitrification and devitrification that occur in thermosetting systems have been investigated by using Matlab to simulate the cure reaction in both isothermal and non-isothermal conditions. In particular, as regards isothermal cure, the effects of frequency have been simulated, and have allowed some hitherto apparently anomalous aspects of the frequency dependence of the vitrification time over a wide range of frequencies to be explained. With respect to non-isothermal cure, it has been shown that the devitrification process occurs at a temperature very close to the glass transition temperature of the fully cured system, and therefore provides a means of determining T g∞ calorimetrically for systems in which this is otherwise not possible. In the analysis and simulation of these processes, the graphical representation capabilities of Matlab were particularly useful.
