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QUASILINEAR ELLIPTIC AND PARABOLIC ROBIN
PROBLEMS ON LIPSCHITZ DOMAINS
ROBIN NITTKA
Abstract. We prove Hölder continuity up to the boundary for solutions of
quasi-linear degenerate elliptic problems in divergence form, not necessarily
of variational type, on Lipschitz domains with Neumann and Robin boundary
conditions. This includes the p-Laplace operator for all p ∈ (1,∞), but also op-
erators with unbounded coefficients. Based on the elliptic result we show that
the corresponding parabolic problem is well-posed in the space C(Ω) provided
that the coefficients satisfy a mild monotonicity condition. More precisely, we
show that the realization of the elliptic operator in C(Ω) is m-accretive and
densely defined. Thus it generates a non-linear strongly continuous contraction
semigroup on C(Ω).
1. Introduction
Given a bounded Lipschitz domain Ω in RN , we show that all weak solutions
of certain degenerate quasi-linear elliptic problems are Hölder-continuous up to the
boundary of Ω, which generalizes the results in [25] to non-linear equations. More
precisely, this is true for equations of the form{
− divA(x, u,∇u) +B(x, u,∇u) + ωu = 0 on Ω
A(x, u,∇u) · ν + h(x, u) = 0 on ∂Ω
(1.1)
where A : Ω × R × RN → RN , B : Ω × R × RN → R and h : ∂Ω × R → R are
measurable functions such that there exist constants 1 < p < ∞ and 0 < ν ≤ µ
and non-negative functions ψ1, ψ2 and ψ3 satisfying
zA(x, u, z) ≥ ν|z|p − ψ1(x)|u|
p − ψ1(x)
|A(x, u, z)| ≤ µ|z|p−1 + ψ2(x)|u|
p−1 + ψ2(x)
|B(x, u, z)| ≤ ψ3(x)|z|
p−1 + ψ1(x)|u|
p−1 + ψ1(x)
|h(x, u)| ≤ ψ4(x)|u|
p−1 + ψ4(x)
(1.2)
for all x ∈ Ω, u ∈ R and z ∈ RN , and such that
ψ1 ∈ L
N
p−ε (Ω), ψ2 ∈ L
N
p−1 (Ω), ψ3 ∈ L
N
1−ε (Ω), ψ4 ∈ L
N−1
p−1−ε (∂Ω) if p < N,
ψ1 ∈ L
N
N−ε (Ω), ψ2 ∈ L
N
N−1−ε (Ω), ψ3 ∈ L
N
1−ε (Ω), ψ4 ∈ L
N−1
N−1−ε (∂Ω) if p = N,
ψ1 ∈ L
1(Ω), ψ2 ∈ L
p
p−1 (Ω), ψ3 ∈ L
p(Ω), ψ4 ∈ L
1(∂Ω) if p > N
with some ε ∈ (0, 1). In particular, the ∆p-equation with Robin boundary con-
ditions is included for all p ∈ (1,∞), together with a large variety of lower order
perturbations, including unbounded coefficients. Also we do not require a varia-
tional structure of the equation. We refer to [20] and references therein for a short
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account on applications for the ∆p-operator. The assumptions on the coefficients
are optimal in that the regularity assumptions on A and B are the right ones within
the class of Lp-functions for results about interior regularity [27], see also [23].
The other main result of this article is that under suitable conditions on the
coefficients the unique solution of

ut(t, x) − div a(x,∇u(t, x)) + b(x, u(t, x)) = 0 t > 0, x ∈ Ω
a(x,∇u(t, x)) · ν + h(x, u(x)) = 0 t > 0, x ∈ ∂Ω
u(0, x) = u0(x) x ∈ Ω,
(1.3)
which we define in an L2-sense, is continuous on the parabolic cylinder [0,∞)× Ω
whenever u0 ∈ C(Ω). More precisely, we show that the corresponding elliptic
operator is m-accretive on C(Ω) and thus generates a non-linear contraction C0-
semigroup on C(Ω). In order to obtain this result we have to assume that a, b and
h are Carathéodory functions that such A(x, u, z) := a(x, z), B(x, u, z) := b(x, u)
and h satisfy the above conditions (1.2). Moreover, we assume the following mild
monotonicity assumptions,

(z1 − z2) (a(x, z1)− a(x, z2)) ≥ 0,
(u1 − u2) (b(x, u1)− b(x, u2)) ≥ 0,
(u1 − u2) (h(x, u1)− h(x, u2)) ≥ 0,
(1.4)
which are much weaker than the standard monotonicity assumptions as considered
for example in [24]. In particular, (1.4) includes the ∆p-operator for every p ∈
(1,∞). Thus for all p ∈ (1,∞) the problem

ut(t, x)−∆pu(t, x) + b0(x)|u|
p−2u = 0 t > 0, x ∈ Ω
|∇u(t, x)|p−2 ∂u(t,x)∂ν + h0(x)|u|
p−2u = 0 t > 0, x ∈ ∂Ω
u(0, x) = u0(x) x ∈ Ω
is well-posed in C(Ω) if b0 ∈ L
∞(Ω) and h0 ∈ L
∞(∂Ω) are nonnegative. We also
obtain a similar result for Wentzell-Robin boundary conditions. All of these results
are based on the the author’s PhD thesis [26].
There are several good reasons to study elliptic and parabolic equations in C(Ω).
On the one hand, for Dirichlet boundary conditions it is the natural space to for-
mulate the boundary conditions, cf. [3–5], and it is the natural space for maximum
principles. But also for Neumann or Robin boundary conditions the space C(Ω)
is nicer in some respects than the Lq-spaces with q ∈ [1,∞). For instance, the
composition operator f 7→ g ◦ f is locally Lipschitz continuous in C(Ω) whenever
g is locally Lipschitz continuous, but in general fails to map Lq(Ω) into Lq(Ω), so
rapidly growing non-linear perturbations can more easily be handled in C(Ω) than
in Lq(Ω).
The results of this article are new regarding several aspects. Our results are
valid for bounded Lipschitz domains, which form a strictly larger class than the
strong Lipschitz domains, i.e., the domains that are locally the epigraph of a Lip-
schitz continuous functions. For example, the physically relevant example of the
topologically regularized union of two crossing beams is a Lipschitz domain, but
not a strong Lipschitz domain [17, §7.3]. The class of Lipschitz domains has been
studied a lot recently, see [12, 17, 18, 21], to name only a few articles.
Hölder continuity of solutions of linear equations with Robin boundary condi-
tions on Lipschitz domains has been extensively studied, sometimes only in special
cases, see for example [6, 10, 13, 25, 30]. The main elliptic result of this article,
Theorem 4.4, seems to be new in the non-linear case even for smooth domains,
but compare [16, 22] for corresponding results under more restrictive assumptions
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on the coefficients, which are obtained by different methods. The linear parabolic
problem has been studied in [25, 30] in terms of semigroups. The non-linear case
seems to be new, but see [14] for results under stronger regularity assumptions.
Our result seems to be particularly interesting because we neither assume that the
corresponding elliptic operator has a variational structure nor that it is strongly
monotone.
The article is structured as follows. After introducing some notational conven-
tions and basic properties of Lipschitz domains in Section 2, we show in Section 3
that every solution of (1.1) for h = 0 is Hölder continuous, thus proving the main
elliptic result for Neumann boundary conditions. The proof is based on a reflection
argument that the author has used already for the linear case [25]. The general
idea is much older, compare for example [29, Section 2.4.3], but has apparently not
been exploited to this extent before.
In Section 4 we obtain a priori estimates for the Robin problem. We use Moser’s
iteration in a similar manner as in [8]. Our result is more general than those in [8]
in that we allow general quasi-linear operators, but less general in that we restrict
ourselves to Lipschitz domains. Combining these a priori estimates with our main
result for problems with Neumann boundary conditions we extend the regularity
result to general h.
Finally, in Section 5 we make use of the elliptic theory in order to show that the
parabolic problem with Robin boundary conditions is well-posed in the space of
continuous functions. The result is based on non-linear semigroup theory. Following
the ideas in [2], we are able to apply our methods also to equations with Wentzell-
Robin boundary conditions. We do not have to assume that the L2-realization
of the operator is a subdifferential, i.e., we do not assume that the corresponding
elliptic problem has a variational formulation.
2. Notation and preliminaries
Throughout the article we follow the convention that constants denoted by c are
allowed to vary from one line to the next and may depend freely on the parameters
N , Ω, p, ε and upper bounds for ‖ψ1‖, ‖ψ2‖, ‖ψ3‖ and ‖ψ4‖ in their respective
spaces, as introduced in (1.2). Any additional dependencies are explicitly indicated
by subscripts.
Definition 2.1. We say that an open set Ω ⊂ RN is a Lipschitz domain if for every
x ∈ ∂Ω there exists an RN -neighborhood V of x and a bi-Lipschitz mapping ψ from
V onto (−1, 1)N such that ψ(V ∩Ω) = (−1, 1)N−1 × (0, 1), i.e., ψ is invertible and
both ψ and ψ−1 are Lipschitz continuous. One says that Ω is an N -dimensional,
bounded Lipschitz submanifold of RN with boundary.
Remark 2.2 ([15, §1.2.1]). Every domain with Lipschitz boundary is a Lipschitz
domain, but the converse fails.
If Ω is a Lipschitz domain, then it is an extension domain [11, Theorem 7.25]
which implies that C∞(Ω) is dense in W 1,p(Ω) for p ∈ [1,∞) and that the usual
Sobolev embeddings hold. The natural measure on the boundary of a Lipschitz
domain is the (N − 1)-dimensional Hausdorff measure. It is the unique measure
for which the divergence theorem holds. This fact is easily transported from the
reference domain (−1, 1)N−1× (0, 1) to Ω, see also [9, §5.8]. We agree that integrals
over the boundary of a Lipschitz domain are always to be understood to be taken
with respect to the (N − 1)-dimensional Hausdorff measure, which we denote by σ
if the need arises.
Let 1 ≤ q ≤ ∞. If we write ‖u‖Lq(Ω), where u is a measurable function on Ω, we
regard that expression to equal infinity if u 6∈ Lq(Ω). For convenience we use the
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notation
‖u‖Lq(∂Ω) :=
∥∥u|∂Ω∥∥Lq(∂Ω)
for functions u ∈ W 1,p(Ω), which admit a trace u|∂Ω ∈ L
p(∂Ω), and again we define
this expression to equal infinity if u|∂Ω 6∈ L
q(∂Ω).
We will need a change of variables formula for boundary integrals. In order to
prove it, we start with a few facts about the derivative of bi-Lipschitz mappings.
Lemma 2.3. Let U ⊂ Rn be open and let ψ : U → Rm be a bi-Lipschitz mapping,
m ≥ n. Then ψ is differentiable almost everywhere and the Jacobian Jψ(x) :=
(det(ψ′(x)Tψ′(x)))1/2 of ψ satisfies α ≤ Jψ ≤ β almost everywhere, where the
constants α and β depend only on n, m and the Lipschitz constants of ψ and ψ−1.
If m = n, then ψ′ is invertible almost everywhere with uniformly bounded inverse
and α ≤ | detψ′| ≤ β.
Proof. Rademacher’s theorem asserts that ψ is differentiable almost everywhere.
More precisely, the entries of ψ′ are essentially bounded by the Lipschitz constant
of ψ, which proves the upper estimate for Jψ. As for the lower estimate, let L > 0
be the Lipschitz constant of ψ−1, so that |ψ(y)−ψ(x)| ≥ L−1|x−y| for all x, y ∈ U .
If x is a point of differentiability of ψ, then
L−1|tv| ≤ |ψ(x+ tv)− ψ(x)| = |tψ′(x)v + o(t)|.
For t→ 0 we obtain that |ψ′(x)v| ≥ L−1|v| almost everywhere for all v ∈ Rn, hence
|v| |ψ′(x)Tψ′(x)v| ≥
(
ψ′(x)Tψ′(x)v | v
)
= |ψ′(x)v|2 ≥ L−2|v|2.
Thus the eigenvalues of ψ′(x)Tψ′(x) can be bounded from below by L−2, which
shows that Jψ ≥ L−n holds almost everywhere.
Finally, if m = n, then the chain rule [31, Theorem 2.2.2] implies that
(ψ−1)′(ψ(x)) = (ψ′(x))−1.
Since the entries of (ψ−1)′ are essentially bounded, this proves that (ψ′)−1 is uni-
formly bounded outside a set of measure zero. The estimate for the determinant
follows from Jψ = | detψ′|. 
We can now prove the following change of variables formula for boundary inte-
grals.
Lemma 2.4. Let Ω1 and Ω2 be Lipschitz domains and ψ : Ω2 → Ω1 a bi-Lipschitz
function. Then ψ has a unique extension to Ω1, and ψ(∂Ω2) = ∂Ω1, where we
identify ψ with its extension. In this situation, there exists a measurable function
m : Ω2 → (0,∞), which is unique up to nullsets, such that∫
∂Ω1
g =
∫
∂Ω2
(g ◦ ψ)m
for all positive measurable functions g on ∂Ω1 and hence for all integrable functions.
Moreover, 0 < α ≤ m ≤ β almost everywhere with constants α and β that depend
only on ψ, Ω1 and Ω2.
Proof. The assertions about ψ and the uniqueness of m are clear. In order to show
the existence ofm, fix y ∈ ∂Ω2 and define x := ψ(y) ∈ ∂Ω1. Fix neighborhoods V2 of
y and V1 of x such that there exist bi-Lipschitz transformations ψ1 : V1 → (−1, 1)
N
and ψ2 : V2 → (−1, 1)
N as in Definition 2.1. Without loss of generality we pick V2
so small that ψ(V2) ⊂ V1. Write
ϕi := ψi|∂Ωi∩Vi : ∂Ωi ∩ Vi → H := (−1, 1)
N−1 × {0}.
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Then the bi-Lipschitz function ϕ := ϕ1 ◦ψ◦ϕ
−1
2 : H → H is the local representation
of ψ|∂Ω2 , and we regard H as an open subset of R
N−1. Then for every positive
measurable function f on H we obtain that∫
H
f =
∫
H
(f ◦ ϕ)| detϕ′|
by the change of variables formula for Lipschitz functions [9, §3.3.3]. Also by the
change of variables formula we obtain that∫
H
f Jϕ−1i =
∫
∂Ωi
f ◦ ϕi
for i = 1, 2, where Jϕ−1i denotes the Jacobian of ϕ
−1
i as a mapping from H into
R
N . Combining these formulas, we see that∫
∂Ω1
g =
∫
H
(g ◦ ϕ−11 )Jϕ
−1
1 =
∫
H
(g ◦ ϕ−11 ◦ ϕ)(Jϕ
−1
1 ◦ ϕ)| detϕ
′|
=
∫
∂Ω2
(g ◦ ϕ−11 ◦ ϕ ◦ ϕ2)
Jϕ−11 ◦ ϕ ◦ ϕ2
Jϕ−12 ◦ ϕ2
| detϕ′ ◦ ϕ2|
for all positive measurable functions g on ∂Ω1. By Lemma 2.3, this implies the
claim. 
3. Elliptic Neumann problems
Let Ω ⊂ RN be a Lipschitz domain and p ∈ (1,∞). We prove that all weak
solutions u ∈ W 1,p(Ω) of{
− divA(x, u,∇u) +B(x, u,∇u) = f(x)− (divF )(x) on Ω
A(x, u,∇u) · ν = g(x) + (F · ν)(x) on ∂Ω
(3.1)
are Hölder continuous, provided A satisfies the structure conditions (1.2) and f , F
and g are in appropriate Lebesgue spaces, namely

f ∈ L
N
p−ε (Ω), F ∈ L
N
p−1 (Ω;RN), g ∈ L
N−1
p−1 (∂Ω) if p < N,
f ∈ L
N
N−ε (Ω), F ∈ L
N
N−1−ε (Ω;RN ), g ∈ L
N−1
N−1−ε (∂Ω) if p = N,
f ∈ L1(Ω), F ∈ L
p
p−1 (Ω;RN), g ∈ L1(∂Ω) if p > N.
(3.2)
We could absorb f and F (but not g) into the coefficients, but for the application
we have in mind it turns out to be more convenient to write them down explicitly.
By convention, ‖f‖, ‖F‖ and ‖g‖ will always refer to the norms of f , F and g in
the spaces indicated in (3.2).
Definition 3.1. We say that u ∈ W 1,p(Ω) is a weak solution of (3.1) if∫
Ω
∇η A(x, u,∇u) +
∫
Ω
η B(x, u,∇u) =
∫
Ω
η f +
∫
Ω
∇η F +
∫
∂Ω
η g (3.3)
for all η ∈ C∞(Ω). If (3.3) holds merely for all η ∈ C∞c (Ω), we say that u is
a solution of the equation given by the first line of (3.1), without any boundary
conditions.
Remark 3.2. A function u ∈W 1,p(Ω) is a weak solution of (3.1) if and only if (3.3)
holds for all η ∈ W 1,p(Ω) since C∞(Ω) is dense in W 1,p(Ω) and all expressions
in (3.3) are continuous as η varies in W 1,p(Ω), compare Proposition 5.1, where an
even stronger assertion is proved. In what follows, we will use this fact frequently.
We deduce boundary regularity from the following interior regularity result,
which is an immediate consequence of results due to Serrin.
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Theorem 3.3 ([27, §1.1, §1.4, §1.5]). Let A and B satisfy the structure condi-
tions (1.2) and let f and F be as in (3.2). Then there exists α ∈ (0, 1) such that
every weak solution u ∈ W 1,p(Ω) of
− divA(x, u,∇u) +B(x, u,∇u) = f(x)− (divF )(x) on Ω (3.4)
is in C0,αloc (Ω). Moreover, for every relatively compact subdomain ω ⊂ Ω there exists
cα,ω ≥ 0 such that
‖u‖C0,α(ω) ≤ cα,ω
(
‖f‖
1
p−1 + ‖F‖
1
p−1 + ‖u‖Lp(Ω)
)
+ cα,ω (3.5)
holds for all weak solutions u ∈ W 1,p(Ω) of (3.4).
In order to apply Theorem 3.3, we extend the solutions of (3.1) locally along
the boundary of Ω and show that the extension satisfies an elliptic equation on the
larger domain. Then interior regularity of the extended function implies boundary
regularity of the original function.
It is convenient to carry over the function to the reference domain (−1, 1)N−1×
(0, 1) and to extend the resulting function on that domain. As a first step, we
show that the structural properties of the equation are preserved under bi-Lipschitz
transformations.
Proposition 3.4. Let Ω1 and Ω2 be Lipschitz domains in R
N and let ψ : Ω2 → Ω1
be a bi-Lipschitz bijection. Let u ∈ W 1,p(Ω1) and v := u ◦ ψ. Given functions A,
B, f , F and g as in (1.2) and (3.2), define
Aˆ(x, u, z) := (ψ′(x))−1 A(ψ(x), u, z ψ′(x)−1) | detψ′(x)|
Bˆ(x, u, z) := B(ψ(x), u, z ψ′(x)−1) | detψ′(x)|
for x ∈ Ω2, u ∈ R and row vectors z ∈ R
N . Moreover, let fˆ := (f ◦ ψ) | detψ′|,
Fˆ := (ψ′)−1 (F ◦ ψ) | detψ′| and gˆ := (g ◦ ψ)m with m as in Lemma 2.4.
(a) The function v is in W 1,p(Ω2) with ∇v = (∇u ◦ ψ)ψ
′ almost everywhere, and
the functions fˆ , Fˆ and gˆ are in Lebesgue spaces with the same exponent as
f , F and g, respectively. More precisely, ‖fˆ‖ ≤ cψ‖f‖, ‖Fˆ‖ ≤ cψ‖F‖ and
‖gˆ‖ ≤ cψ‖g‖.
(b) The functions Aˆ and Bˆ satisfy the structure conditions (1.2) on Ω2, where the
parameters depend only on ψ and the parameters for A and B.
(c) If u ∈W 1,p(Ω1) satisfies∫
Ω1
∇η A(x, u,∇u) +
∫
Ω1
η B(x, u,∇u) =
∫
Ω1
η f +
∫
Ω1
∇η F +
∫
∂Ω1
η g (3.6)
for all η ∈ C∞c (Ω1∪Γ) with some relatively open set Γ ⊂ ∂Ω1 then v ∈ W
1,p(Ω2)
satisfies∫
Ω2
∇η˜ Aˆ(x, v,∇v) +
∫
Ω2
η˜ Bˆ(x, v,∇v) =
∫
Ω2
η˜ fˆ +
∫
Ω2
∇η˜ Fˆ +
∫
∂Ω2
η˜ gˆ (3.7)
for all η˜ ∈ C∞c (Ω2 ∪ ψ
−1(Γ)).
Proof. The assertions in (a) follow from the chain rule for Sobolev functions [31,
Theorem 2.2.2], the change of coordinates formula for Lipschitz transformations [9,
§3.3.3] and Lemma 2.4. We have also used that | detψ′| is bounded from below and
above, see Lemma 2.3.
In order to check (b) we fix u ∈ R and a row vector z ∈ RN . Then
z Aˆ(x, u, z) = z(ψ′(x))−1 A(ψ(x), u, z (ψ′(x))−1) | detψ′(x)|
≥
(
ν
∣∣z ψ′(x)−1∣∣p − ψ1(ψ(x)) |u|p − ψ1(ψ(x))) | detψ′(x)|
QUASILINEAR ROBIN PROBLEMS ON LIPSCHITZ DOMAINS 7
≥ ess inf
Ω2
| detψ′| ·
( ν
ess supΩ2 ‖ψ
′‖p
|z|p − ψˆ1 |u|
p − ψˆ1
)
with the function ψˆ1 := ψ1 ◦ ψ possessing the same degree of integrability as ψ1.
Similarly,
|Aˆ(x, u, z)| ≤ ess sup
Ω2
| detψ′| s
(
µsp−1 |z|p−1 + ψˆ2|u|
p−1 + ψˆ2
)
|Bˆ(x, u, z)| ≤ ess sup
Ω2
| detψ′|
(
sp−1ψˆ3|z|
p−1 + ψˆ1|u|
p−1 + ψˆ1
)
where s := ess supΩ2 ‖(ψ
′)−1‖, ψˆ2 := ψ2 ◦ ψ and ψˆ3 := ψ3 ◦ ψ. Hence Aˆ and Bˆ
satisfy (1.2) on Ω2.
As for (c), let Γ ⊂ ∂Ω1 be relatively open and assume that u satisfies (3.6) for
all η ∈ C∞c (Ω1 ∪ Γ). Then by denseness (3.6) is fulfilled for all η ∈ W
1,p
0 (Ω1 ∪ Γ),
the closure of C∞c (Ω1∪Γ) in W
1,p(Ω). Let η˜ be in C∞c (Ω2∪ψ
−1(Γ)) and write η :=
η˜ ◦ψ−1. Then by a standard smoothing argument we obtain that η ∈W 1,p0 (Ω1∪Γ).
Moreover,
∇η = (∇η˜ ◦ ψ−1)(ψ−1)′ = (∇η˜ ◦ ψ−1)(ψ′ ◦ ψ−1)−1
by the chain rule. Hence∫
Ω2
∇η˜(x) Aˆ(x, v(x),∇v(x)) +
∫
Ω2
η˜(x) Bˆ(x, v(x),∇v(x))
=
∫
Ω2
∇η(ψ(x))A(ψ(x), u(ψ(x)),∇u(ψ(x))) | det ψ′(x)|
+
∫
Ω2
η(ψ(x))B(ψ(x), u(ψ(x)),∇u(ψ(x))) | det ψ′(x)|
=
∫
Ω1
∇η(x)A(x, u(x),∇u(x)) +
∫
Ω1
η(x)B(x, u(x),∇u(x))
=
∫
Ω1
η f +
∫
Ω1
∇η F +
∫
∂Ω1
η g
=
∫
Ω2
η˜ (f ◦ ψ) | detψ′|+
∫
Ω2
∇η˜ (ψ′)−1 (F ◦ ψ) | detψ′|+
∫
∂Ω2
η˜ (g ◦ ψ)m
=
∫
Ω2
η˜ fˆ +
∫
Ω2
∇η˜ Fˆ +
∫
∂Ω2
η˜ gˆ,
where by the change of variables formula for integrals over the domain as well as
over its boundary, see Lemma 2.4. 
Remark 3.5. In part (c) of Proposition 3.4, the values of g on ∂Ω1 \ Γ do not
appear in the assertions. Hence we can apply the result also if g is given only on Γ
and is left undefined on the remaining part of ∂Ω1 by artificially defining g := 0 on
∂Ω1 \ Γ.
We will also use the following representation of boundary integrals as integrals
over the domain itself.
Lemma 3.6. Let Ω′ := (−1, 1)N and H := (−1, 1)N × {0}, and let g ∈ Lq(H),
q ∈ [1,∞). There exist functions k and K in the spaces
 k ∈ L
qN
N−1 (Ω′), K ∈ L
qN
N−1 (Ω′;RN ) if q > 1
k ∈ L
N
N−1+ε (Ω′), K ∈ L
N
N−1+ε (Ω′;RN ) if q = 1,
where ε ∈ (0, 1) is arbitrary, such that k and K satisfy∫
H
ηg =
∫
Ω′
ηk +
∫
Ω′
∇η K
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for all η ∈ C∞c (Ω
′). Moreover, ‖k‖+ ‖K‖ ≤ cq,ε‖g‖Lq(H).
Proof. Define the linear functional ϕ : C∞c (Ω
′) → R by ϕ(η) :=
∫
H
ηg. If q > 1,
then
|ϕ(η)| ≤ ‖η‖
L
q
q−1 (H)
‖g‖Lq(H) ≤ cq‖η‖
W
1,
qN
qN−N+1 (Ω′)
‖g‖Lq(H)
by the Sobolev embedding theorems. Similarly, if q = 1, then
|ϕ(η)| ≤ ‖η‖L∞(H)‖g‖L1(H) ≤ cε‖η‖
W
1, N
1−ε (Ω′)
‖g‖L1(H)
for every ε > 0. Hence ϕ extends to a continuous linear functional onW
1, qNqN−N+1
0 (Ω
′)
or W
1, N1−ε
0 (Ω
′), respectively, which implies the claim, see [31, §4.3]. 
We now prove the main result of this section: every weak solution of (3.1) is
Hölder continuous up to the boundary of Ω.
Theorem 3.7. Let Ω be a Lipschitz domain and assume (1.2) and (3.2). Then
there exist α ∈ (0, 1) and cα ≥ 0 such that every weak solution u ∈W
1,p(Ω) of (3.1)
is in C0,α(Ω) and satisfies
‖u‖C0,α(Ω) ≤ cα
(
‖f‖
1
p−1 + ‖F‖
1
p−1 + ‖g‖
1
p−1 + ‖u‖Lp(Ω)
)
+ cα. (3.8)
Proof. Let u ∈W 1,p(Ω) be a weak solution of (3.1). Let z be in ∂Ω and fix V and
ψ : V → (−1, 1)N as in Definition 2.1. We will show that u is Hölder continuous in
a neighborhood Vz ⊂ V of z. Since u solves (3.1) we know in particular that∫
Ω
∇η A(x, u,∇u) +
∫
Ω
η B(x, u,∇u) =
∫
Ω
η f +
∫
Ω
∇η F +
∫
∂Ω
η g
for all η ∈ C∞c (Ω ∪ (V ∩ ∂Ω)). Write Ω1 := ψ(Ω ∩ V ) = (−1, 1)
N−1 × (0, 1). Then
by Proposition 3.4, see also Remark 3.5, the function v1 := u ◦ ψ
−1 satisfies∫
Ω1
∇η Aˆ1(x, v1,∇v1) +
∫
Ω1
η Bˆ1(x, v1,∇v1) =
∫
Ω1
η fˆ1 +
∫
Ω1
∇η Fˆ1 +
∫
∂Ω1
η gˆ1
for all η ∈ C∞c ((−1, 1)
N−1× [0, 1)) with functions Aˆ1, Bˆ1, fˆ1, Fˆ1 and gˆ1 that satisfy
the conditions (1.2) and (3.2),
Define the reflection ψ0 : R
N → RN by
ψ0(x1, . . . , xN−1, xN ) := (x1, . . . , xN−1,−xN ).
Then v2 := v1 ◦ ψ0 ∈W
1,p(Ω2) satisfies∫
Ω2
∇η Aˆ2(x, v2,∇v2) +
∫
Ω2
η Bˆ2(x, v2,∇v2) =
∫
Ω2
η fˆ2 +
∫
Ω2
∇η Fˆ2 +
∫
∂Ω2
η gˆ2
for all η ∈ C∞c ((−1, 1)
N−1 × (−1, 0]) by Proposition 3.4 with functions Aˆ2, Bˆ2, fˆ2,
Fˆ2 and gˆ2 that satisfy the conditions (1.2) and (3.2).
Define Ω0 := (−1, 1)
N and regard
v := v11Ω1 + v21Ω2 ,
Aˆ := Aˆ11Ω1 + Aˆ21Ω2 , Bˆ := Bˆ11Ω1 + Bˆ21Ω2 ,
fˆ := fˆ11Ω1 + fˆ21Ω2 , Fˆ := Fˆ11Ω1 + Fˆ21Ω2
as functions on Ω0. Then Aˆ, Bˆ, fˆ , Fˆ and gˆ satisfy the conditions (1.2) and (3.2).
Moreover, v ∈ W 1,p(Ω0) and ∇v = ∇v11Ω1 + ∇v21Ω2 . In fact, the Gauss-Green
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theorem [9, §5.8] shows that for all η ∈ C∞c (Ω0) we have∫
Ω0
∇η v =
∫
Ω1
∇η v1 +
∫
Ω2
∇η v2
=
∫
∂Ω1
η v1 νΩ1 −
∫
Ω1
η∇v1 +
∫
∂Ω2
η v2 νΩ2 −
∫
Ω2
η∇v2
= −
∫
Ω1
η∇v1 −
∫
Ω2
η∇v2
since v1 = v2 on the intersection of the boundaries and the outer normals equal
νΩ1 = −eN and νΩ2 = eN on that set, where eN denotes the N
th unit vector in RN .
In addition, η vanishes on the remaining parts of ∂Ω1 and ∂Ω2 by assumption.
Using in addition Lemma 3.6 we thus obtain that∫
Ω0
∇η Aˆ(x, v,∇v) +
∫
Ω0
η Bˆ(x, v,∇v)
=
∫
Ω1
η fˆ1 +
∫
Ω1
∇η Fˆ1 +
∫
∂Ω1
η gˆ1 +
∫
Ω2
η fˆ2 +
∫
Ω2
∇η Fˆ2 +
∫
∂Ω2
η gˆ2
=
∫
Ω0
η (fˆ + k) +
∫
Ω0
∇η (Fˆ +K),
for all η ∈ C∞c (Ω0) with functions k ∈ L
q(Ω0) andK ∈ L
q(Ω0;R
N), where q := Np−1
for p < N , q := NN−1−ε for p = N and q :=
p
p−1 for p > N . Thus v ∈W
1,p(Ω0) is a
weak solution of
− div Aˆ(x, v,∇v) + Bˆ(x, v,∇v) = (fˆ + k)− div(Fˆ +K) on Ω0,
where the coefficients Aˆ and Bˆ and the right hand side fˆ + k and Fˆ +K satisfy the
assumptions of Theorem 3.3. Consequently, there exists α ∈ (0, 1) such that
‖v1‖C0,α((− 12 ,
1
2 )
N−1×(0, 12 ))
≤ ‖v‖C0,α((− 12 ,
1
2 )
N )
≤ cα
(
‖fˆ + k‖
1
p−1 + ‖F +K‖
1
p−1 + ‖v‖Lp(Ω0)
)
+ cα
≤ cα
(
‖f‖
1
p−1 + ‖F‖
1
p−1 + ‖g‖
1
p−1 + ‖u‖Lp(Ω)
)
+ cα,
see also part (a) of Proposition 3.4. Since u = v1 ◦ψ and ψ is Lipschitz continuous
on V , we have shown that there exists a neighborhood Vz ⊂ V of z such that
u|Vz ∈ C
0,α(Vz) and
‖u‖C0,α(Vz) ≤ cα
(
‖f‖
1
p−1 + ‖F‖
1
p−1 + ‖g‖
1
p−1 + ‖u‖Lp(Ω)
)
+ cα.
Since ∂Ω is compact, there exist finitely many zi ∈ ∂Ω such that ∂Ω ⊂
⋃m
i=1 Vzi .
Set ωi := Vzi∩Ω and ω0 := Ω\
⋃m
i=1 ωi ⋐ Ω. Then u|ω0 ∈ C
0,α0(ω0) by Theorem 3.3
and u|ωi ∈ C
0,αi(ωi) for i = 1, . . . ,m by what we have just shown. Thus we have
proved that u ∈ C0,α(Ω) for α := mini=1,...,N αi, and more precisely we have shown
that (3.8) holds. 
4. Elliptic Robin problems
Let Ω ⊂ RN be a Lipschitz domain. In this section we prove that all weak
solutions u ∈ W 1,p(Ω) of{
− divA(x, u,∇u) +B(x, u,∇u) + ωu = f(x)− (div F )(x) on Ω
A(x, u,∇u) · ν + h(x, u) = g(x) + (F · ν)(x) on ∂Ω
(4.1)
are Hölder continuous, provided A, B and h satisfy the structure conditions (1.2),
f , F and g are as in (3.2) and ω is a nonnegative constant. Like for Neumann
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boundary conditions, we say that u ∈W 1,p(Ω) is a weak solution of (4.1) if∫
Ω
∇η A(x, u,∇u) +
∫
Ω
η B(x, u,∇u) +
∫
∂Ω
η h(x, u) =
∫
Ω
η f +
∫
Ω
∇η F +
∫
∂Ω
η g
holds for all η ∈ C∞(Ω) or, equivalently, for all η ∈ W 1,p(Ω) ∩ L2(Ω).
We start by proving Lq-bounds for solutions of the slightly simpler equation{
− divA(x, u,∇u) +B(x, u,∇u) + ωu = 0 on Ω
A(x, u,∇u) · ν + h(x, u) = 0 on ∂Ω
(4.2)
via Moser’s iteration technique. If we assume some strong monotonicity of the
coefficients, the a priori estimates could be obtained via an elegant interpolation
argument, see [26]. But in order to cover the general case we have to use the
iteration procedure instead.
We need the following lemma, whose easy proof we omit. But compare [28,
Proposition II.5.2] for a similar argument.
Lemma 4.1. Let X , Y and Z be Banach spaces. Assume that X is reflexive. Let
T : X → Y be a compact linear operator and let S : X → Z be an injective bounded
linear operator. Then for every δ > 0 there exists cδ > 0 such that
‖Tx‖Y ≤ δ‖x‖X + cδ‖Sx‖Z
holds for all x ∈ X .
Proposition 4.2. If u ∈W 1,p(Ω) solves (4.2), then
‖u‖W 1,p(Ω) ≤ c‖u‖Lp(Ω) + c (4.3)
and
‖u‖Lq(Ω) + ‖u‖Lq(∂Ω) ≤ cq‖u‖Lp(Ω) + cq (4.4)
for every q ∈ [p,∞).
Proof. Let u ∈ W 1,p(Ω) be a weak solution of (4.2), and let q ∈ [p,∞) be arbitrary.
Fix α ≥ 1 and define
vα :=
(
(|u|+1)q−p+1−1
)
sgn(u)1{|u|≤α}+
(α+ 1)q−p+1 − 1
α+ 1
(|u|+1) sgn(u)1{|u|>α}
and
wα := (|u|+ 1)
q
p1{|u|≤α} + (α+ 1)
q−p
p (|u|+ 1)1{|u|>α}.
Then by the chain rule [31, Theorem 2.1.11] the functions vα and wα are inW
1,p(Ω)
with weak derivatives
∇vα = (q − p+ 1)(|u|+ 1)
q−p∇u1{|u|≤α} +
(α + 1)q−p+1 − 1
α+ 1
∇u1{|u|>α} (4.5)
and
|∇wα| =
q
p
(|u|+ 1)
q−p
p |∇u|1{|u|≤α} + (α+ 1)
q−p
p |∇u|1{|u|>α},
hence(p
q
)p
|∇wα|
p ≤ (|u|+ 1)q−p|∇u|p1{|u|≤α} + (α+ 1)
q−p|∇u|p1{|u|>α}. (4.6)
We will also need that
1
2
(α+ 1)q−p ≤
(α+ 1)q−p+1 − 1
α+ 1
≤ (α+ 1)q−p, (4.7)
which follows from the fact that (α+ 1)q−p+1 ≥ 2.
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From (4.5), (4.6), (4.7) and (1.2) we obtain that∫
Ω
∇vα A(x, u,∇u)
≥ (q − p+ 1)
∫
{|u|≤α}
(|u|+ 1)q−p
(
ν|∇u|p − ψ1|u|
p − ψ1
)
+
(α + 1)q−p+1 − 1
α+ 1
∫
{|u|>α}
(
ν|∇u|p − ψ1|u|
p − ψ1
)
≥ ν
∫
{|u|≤α}
(|u|+ 1)q−p|∇u|p − 2(q − p+ 1)
∫
{|u|≤α}
ψ1(|u|+ 1)
q
+
ν
2
∫
{|u|>α}
(α+ 1)q−p|∇u|p − 2(q − p+ 1)
∫
{|u|>α}
ψ1(α + 1)
q−p(|u|+ 1)p
≥
ν
2
(p
q
)p ∫
Ω
|∇wα|
p − 2(q − p+ 1)
∫
Ω
ψ1w
p
α.
Similarly, we see that∣∣∣∫
Ω
vαB(x, u,∇u)
∣∣∣
≤
∫
{|u|≤α}
(|u|+ 1)q−p+1
(
ψ3|∇u|
p−1 + ψ1|u|
p−1 + ψ1
)
+
∫
{|u|>α}
(α+ 1)q−p(|u|+ 1)
(
ψ3|∇u|
p−1 + ψ1|u|
p−1 + ψ1
)
≤
∫
{|u|≤α}
ψ3
(q
p
)p−1
(|u|+ 1)
q−p
p (p−1)|∇u|p−1(|u|+ 1)
q
p + 2
∫
{|u|≤α}
ψ1(|u|+ 1)
q
+
∫
{|u|>α}
ψ3(α + 1)
q−p
p (p−1)|∇u|p−1(α+ 1)
q−p
p (|u|+ 1)
+ 2
∫
{|u|>α}
ψ1(α+ 1)
q−p(|u|+ 1)p
=
∫
Ω
ψ3|∇wα|
p−1wα + 2
∫
Ω
ψ1w
p
α
and ∣∣∣∫
∂Ω
vαh(x, u)
∣∣∣ ≤ 2 ∫
∂Ω
|vα| ψ4 (|u|+ 1)
p−1 ≤ 2
∫
∂Ω
ψ4w
p
α.
Using in addition that u solves (4.2), we have shown that
0 =
∫
Ω
∇vα A(x, u,∇u) +
∫
Ω
vαB(x, u,∇u) +
∫
∂Ω
vαh(x, u) + ω
∫
Ω
vαu
≥
ν
2
(p
q
)p ∫
Ω
|∇wα|
p − 2(q − p+ 2)
∫
Ω
ψ1w
p
α −
∫
Ω
ψ3|∇wα|
p−1wα − 2
∫
∂Ω
ψ4w
p
α,
i.e.,
‖wα‖
p
W 1,p(Ω) ≤ cq
∫
Ω
ψ1w
p
α + cq
∫
Ω
ψ3|∇wα|
p−1wα + cq
∫
∂Ω
ψ4w
p
α, (4.8)
where for simplicity we have assumed that ψ1 ≥ 1 almost everywhere, which con-
stitutes no loss of generality.
We now distinguish between the cases p < N , p = N and p > N .
(a) Assume p > N . Then by [1, Theorem 5.8] there exists θ ∈ (0, 1) such that
‖wα‖L∞(∂Ω) ≤ ‖wα‖L∞(Ω) ≤ c‖wα‖
θ
W 1,p(Ω)‖wα‖
1−θ
Lp(Ω).
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Hence∫
Ω
ψ1w
p
α +
∫
Ω
ψ3|∇wα|
p−1wα +
∫
∂Ω
ψ4w
p
α
≤ ‖ψ1‖L1(Ω)‖wα‖
p
L∞(Ω) + ‖ψ3‖Lp(Ω)
∥∥|∇wα|p−1∥∥
L
p
p−1 (Ω)
‖wα‖L∞(Ω)
+ ‖ψ4‖L1(∂Ω)‖wα‖
p
L∞(∂Ω)
≤ c‖wα‖
θp
W 1,p(Ω)‖wα‖
(1−θ)p
Lp(Ω) + c‖wα‖
p−1+θ
W 1,p(Ω)‖wα‖
1−θ
Lp(Ω)
≤ δ‖wα‖
p
W 1,p(Ω) + cδ‖wα‖
p
Lp(Ω)
for every δ > 0 by Young’s inequality. Picking δ > 0 small enough we obtain
from this estimate and (4.8) that
‖wα‖
p
W 1,p(Ω) ≤ cq‖wα‖
p
Lp(Ω).
This proves (4.3) since for p = q we have wα = |u|+ 1 and |∇wα| = |∇u|, thus
‖u‖pW 1,p(Ω) ≤
∥∥wα∥∥pW 1,p(Ω) ≤ c‖wα‖pLp(Ω) ≤ c‖u‖pLp(Ω) + c
Finally, estimate (4.3) implies (4.4), in this particular case even for q =∞, by
the Sobolev embedding theorems.
(b) Now assume p = N . Then by the interpolation inequality for Lebesgue spaces
and the Sobolev embedding theorems we find for every r ∈ [1,∞) an exponent
θr ∈ (0, 1) such that
‖wα‖Lr(Ω) ≤ ‖wα‖
θr
L2r(Ω)‖wα‖
1−θr
L1(Ω) ≤ c‖wα‖
θr
W 1,p(Ω)‖wα‖
1−θr
Lp(Ω).
Moreover, since the trace operator is compact from W 1,p(Ω) to Lr(∂Ω) for
every r ∈ [1,∞), we can estimate
‖wα‖Lr(∂Ω) ≤ δ‖wα‖W 1,p(Ω) + cδ‖wα‖Lp(Ω)
for every δ > 0 by Lemma 4.1. Using these two estimates and Young’s inequal-
ity, we obtain with certain exponents θ and θ′ in (0, 1) that∫
Ω
ψ1w
p
α +
∫
Ω
ψ3|∇wα|
p−1wα +
∫
∂Ω
ψ4w
p
α
≤ ‖ψ1‖
L
p
p−ε (Ω)
‖wpα‖L
p
ε (Ω)
+ ‖ψ3‖
L
p
1−ε (Ω)
∥∥|∇wα|p−1∥∥
L
p
p−1 (Ω)
‖wα‖L
p
ε (Ω)
+ ‖ψ4‖
L
p−1
p−1−ε (∂Ω)
‖wpα‖L
p−1
ε (∂Ω)
≤ c‖wα‖
pθ
W 1,p(Ω)‖wα‖
p(1−θ)
Lp(Ω) + c‖wα‖
p−1+θ′
W 1,p(Ω)‖wα‖
1−θ′
Lp(Ω) + c‖wα‖
p
L
p(p−1)
ε (∂Ω)
≤ δ‖wα‖
p
W 1,p(Ω) + cδ‖wα‖
p
Lp(Ω)
for every δ > 0. As in the previous case p > N this implies (4.3) and hence (4.4)
by the Sobolev embedding theorems.
(c) Finally, assume p < N . Then∫
Ω
ψ1w
p
α ≤ ‖ψ1‖
L
N
p−ε (Ω)
∥∥wp−εα ∥∥
L
Np
(N−p)(p−ε) (Ω)
∥∥wεα∥∥L pε (Ω)
= c‖wα‖
p−ε
L
Np
N−p (Ω)
‖wα‖
ε
Lp(Ω) ≤ c‖wα‖
p−ε
W 1,p(Ω)‖wα‖
ε
Lp(Ω)
≤ δ‖wα‖
p
W 1,p(Ω) + cδ‖wα‖
p
Lp(Ω)
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for every δ > 0 by Young’s inequality. Similarly,∫
Ω
ψ3|∇wα|
p−1wα
≤ ‖ψ‖
L
N
1−ε (Ω)
∥∥|∇wα|p−1∥∥
L
p
p−1 (Ω)
‖w1−εα ‖
L
Np
(N−p)(1−ε) (Ω)
‖wεα‖L
p
ε (Ω)
≤ c‖wα‖
p−1
W 1,p(Ω)‖wα‖
1−ε
L
Np
N−p (Ω)
‖wα‖
ε
Lp(Ω) ≤ c‖wα‖
p−ε
W 1,p(Ω)‖wα‖
ε
Lp(Ω)
≤ δ‖wα‖
p
W 1,p(Ω) + cδ‖wα‖
p
Lp(Ω).
Moreover, since the trace operator is compact from W 1,p(Ω) to L
(N−1)p
N−p+ε (∂Ω),
we can estimate
‖wα‖
L
(N−1)p
N−p+ε (∂Ω)
≤ δ‖wα‖W 1,p(Ω) + cδ‖wα‖Lp(Ω)
for every δ > 0 by Lemma 4.1. Thus, picking δ > 0 small enough in the previous
estimates, inequality (4.8) yields
‖wα‖
p
W 1,p(Ω) ≤ cq‖wα‖
p
Lp(Ω). (4.9)
As in the previous cases this implies (4.3).
Moreover, from (4.9) and the Sobolev embedding theorems we deduce that
‖wα‖
p
L
Np
N−p (Ω)
+ ‖wα‖
p
L
(N−1)p
N−p (∂Ω)
≤ c‖wα‖
p
W 1,p(Ω) ≤ cq‖wα‖
p
Lp(Ω).
Since wα approaches (|u|+ 1)
q/p from below as α→∞, the monotone conver-
gence theorem implies that∥∥(|u|+ 1)q/p‖p
L
Np
N−p (Ω)
+
∥∥(|u|+ 1)q/p∥∥p
L
(N−1)p
N−p (∂Ω)
≤ cq
∥∥(|u|+ 1)q/p∥∥
Lp(Ω)
,
from which we can deduce that
‖u‖
L
Nq
N−p (Ω)
+ ‖u‖
L
(N−1)q
N−p (∂Ω)
≤ cq‖u‖Lq(Ω) + cq. (4.10)
Since this estimate holds for all q ∈ [1,∞), defining
qn :=
( N
N − p
)n
p
and iterating (4.10) we obtain that
‖u‖Lqn(Ω) + ‖u‖
L
N−1
N
qn (∂Ω)
= ‖u‖
L
Nqn−1
N−p (Ω)
+ ‖u‖
L
(N−1)qn−1
N−p (∂Ω)
≤ cqn−1‖u‖Lqn−1(Ω) + cqn−1
≤ cqn−1cqn−2‖u‖Lqn−2(Ω) + cqn−1cqn−2 + cqn−1
≤ · · · ≤ cn‖u‖Lq0(Ω) + cn = cn‖u‖Lp(Ω) + cn.
Since qn →∞ as n→∞, this proves (4.4). 
Remark 4.3. In the proof of Proposition 4.2 we silently passed over a subtlety
that arises when deriving (4.8). A priori we can test the equation (4.2) only against
functions in W 1,p(Ω) ∩ L2(Ω). However, we had to test the equation against vα ∈
W 1,p(Ω), but did not know a priori whether vα ∈ L
2(Ω). Still, since sgn(vα) =
sgn(u) we can pick a sequence (ηn) of functions in W
1,p(Ω)∩L2(Ω) that converges
to vα in W
1,p(Ω) and such that the sequence (ηn u) is pointwise monotonically
14 ROBIN NITTKA
increasing. Then it follows from the monotone convergence theorem that
0 =
∫
Ω
∇ηnA(x, u,∇u) +
∫
Ω
ηn B(x, u,∇u) + ω
∫
Ω
ηn u+
∫
∂Ω
ηn h(x, u)
→
∫
Ω
∇vα A(x, u,∇u) +
∫
Ω
vαB(x, u,∇u) + ω
∫
Ω
vα u+
∫
∂Ω
vα h(x, u)
as n → ∞. Thus indeed equation (4.2) can be tested against vα, even before we
know that vα ∈ L
2(Ω).
Now that we have Lq-bounds at our disposal, it is easy to deduce the Hölder
continuity of solutions from the corresponding result concerning Neumann boundary
conditions.
Theorem 4.4. Let Ω be a Lipschitz domain and assume (1.2) and (3.2). Then
there exists α ∈ (0, 1) such that every weak solution u ∈ W 1,p(Ω) of (4.1) with
ω ≥ 0 is in C0,α(Ω). Moreover, if f , F and g range over norm-bounded sets in their
respective spaces, then the C0,α-norms of the corresponding solutions u remain
bounded provided their norms in Lp(Ω) remain bounded.
Proof. Let u ∈ W 1,p(Ω) be a weak solution of (4.1). Then u is a weak solution of{
− div Aˆ(x, u,∇u) + Bˆ(x, u,∇u) + ωu = 0 on Ω
Aˆ(x, u,∇u) · ν + hˆ(x, u) = 0 on ∂Ω
(4.11)
for Aˆ(x, u, z) := A(x, u, z) − F (x), Bˆ(x, u, z) := B(x, u, z) − f(x) and hˆ(x, u) :=
h(x, u)− g(x). Assumption (3.2) ensures Aˆ, Bˆ and hˆ satisfy (1.2).
If p > N , then u ∈ C0,α(Ω) by a Sobolev embedding theorem. The boundedness
assertion about u follows from Proposition 4.2 applied to the equation (4.11) since
the constants in (4.3) depend only on upper bounds for the structure parameters
of Aˆ, Bˆ and hˆ, which in turn depend only on A, B, h and upper bound for f , F
and g.
Now assume p ≤ N . Pick q ∈ [p,∞) such that q ≥ 2(N−1)(p−1)ε and q ≥
N
p−ε with
ε > 0 as in the structure condition (1.2). We obtain from Proposition 4.2 applied
to equation (4.11) that u ∈ Lq(Ω) and u|∂Ω ∈ L
q(∂Ω) with a bound that depends
only on bounds for the structure parameters of Aˆ, Bˆ and hˆ. Thus
h0 := h(·, u(·)) ∈ L
N−1
p−1−ε/2 (∂Ω)
by the structure assumption (1.2). Since u is a weak solution of the Neumann
problem{
− divA(x, u,∇u) +B(x, u,∇u) = f(x) − ωu(x)− (divF )(x) on Ω
A(x, u,∇u) · ν = g(x) − h0(x) + (F · ν)(x) on ∂Ω,
(4.12)
we obtain that u ∈ C0,α(Ω) with the same α ∈ (0, 1) as in Theorem 3.7. The
boundedness assertion about u in C0,α(Ω) follows from (3.8) and the observation
that the right hand side of (4.12) can be estimated in terms of A, B, h, ω and
upper bounds for f , F and h. 
Remark 4.5. Working with the full equation (4.1) instead of (4.2) in Proposi-
tion 4.2, we could have found an estimate like (3.8) also in the situation of The-
orem (4.4). However, for our purposes nothing is gained by this more precise
estimate, so for the sake of simplicity we avoided this additional effort.
Sometimes it is convenient to replace the functions on the right hand side of (4.1)
by an arbitrary bounded linear functional on W 1,p(Ω). Therefore we formulate the
regularity result of Theorem 4.4 also for such equations.
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Corollary 4.6. Let Ω ⊂ RN be a Lipschitz domain and assume (1.2). Let q ∈
[1,∞) satisfy 

q ≤
N
N − p+ 1
if p < N
q < N if p = N
q ≤ p if p > N
and fix ψ ∈W 1,q(Ω)′. Then every function u ∈ W 1,p(Ω) that satisfies∫
Ω
∇η A(x, u,∇u) +
∫
Ω
η B(x, u,∇u) +
∫
∂Ω
η h(x, u) = ψ(η)
for all η ∈ C∞(Ω) is Hölder continuous on Ω.
Proof. This is a direct consequence of the representation formula for functionals on
Sobolev spaces [31, §4.3] and Theorem 4.4. 
5. Parabolic problems
Let Ω ⊂ RN be a Lipschitz domain. We show that the parabolic problem

ut(t, x) − div a(x,∇u(t, x)) + b(x, u(t, x)) = 0 t > 0, x ∈ Ω
a(x,∇u(t, x)) · ν + h(x, u(x)) = 0 t > 0, x ∈ ∂Ω
u(0, x) = u0(x) x ∈ Ω
(5.1)
with Robin boundary conditions is well-posed in the space C(Ω) under suitable
conditions on a, b and h. More precisely, we assume that a : Ω × RN → RN ,
b : Ω × R → R and h : ∂Ω × R → R are measurable and continuous in the second
argument. We also require that there exists p ∈ (1,∞) such that{
z a(x, z) ≥ ν|z|p − ψ1(x), |a(x, z)| ≤ µ|z|
p−1 + ψ2(x),
|b(x, u)| ≤ ψ1(x)|u|
p−1 + ψ1(x), |h(x, u)| ≤ ψ4(x)|u|
p−1 + ψ4(x)
(5.2)
for all x ∈ Ω, u ∈ R and z ∈ RN with ψ1, ψ2 and ψ4 as in (1.2), i.e., the functions
A(x, u, z) := a(x, z), B(x, u, z) := b(x, z) and h satisfy (1.2). Moreover, we assume
the monotonicity conditions

(z1 − z2) (a(x, z1)− a(x, z2)) ≥ 0,
(u1 − u2) (b(x, u1)− b(x, u2)) ≥ 0,
(u1 − u2) (h(x, u1)− h(x, u2)) ≥ 0
(5.3)
for all x ∈ Ω, u1, u2 ∈ R and z1, z2 ∈ R
N .
In order to prove well-posedness in C(Ω) we are going to show that the operator
which is naturally associated with (5.1) is m-accretive on C(Ω) and thus generates
a semigroup on that space.
It is convenient to first introduce a versionA of the operator associated with (5.1)
acting from V :=W 1,p(Ω)∩L2(Ω) into its V ′ and to study its properties. Later on
we will turn our attention to its part in C(Ω) in order to obtain the main result.
Proposition 5.1. The space V :=W 1,p(Ω)∩L2(Ω) is a separable, reflexive Banach
space for the norm ‖u‖V := ‖u‖W 1,p(Ω) + ‖u‖L2(Ω). Under the assumptions (5.2)
and (5.3), via
〈Au, v〉 :=
∫
Ω
∇v a(x,∇u) +
∫
Ω
v b(x, u) +
∫
∂Ω
v h(x, u). (5.4)
we have defined a bounded, continuous, monotone operator A : V → V ′.
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Proof. We prove the assertions only for p < N and only mention that the case p ≥ N
is similar. Identifying V with a closed subspace of the direct sum W 1,p(Ω)⊕L2(Ω),
we have proved the first claim. For u and v in W 1,p(Ω) we have by (5.2) that∫
Ω
∣∣∇v a(x,∇u)∣∣ ≤ ‖∇v‖Lp(Ω)(
∫
Ω
(
µ|∇u|p−1 + ψ2
) p
p−1
) p−1
p
≤ c‖v‖W 1,p(Ω)
(
‖∇u‖p−1Lp(Ω) + ‖ψ2‖L
p
p−1 (Ω)
)
≤
(
c‖u‖p−1V + c
)
‖v‖V .
Similarly, using in addition the Sobolev embedding theorems, we obtain that∫
Ω
∣∣v b(x, u)∣∣ ≤ ‖v‖
L
Np
N−p (Ω)
‖ψ1‖
L
N
p (Ω)
∥∥|u|p−1 + 1∥∥
L
Np
(N−p)(p−1) (Ω)
≤ c‖v‖W 1,p(Ω)
(
c‖u‖p−1W 1,p(Ω) + c
)
≤
(
c‖u‖p−1V + c
)
‖v‖V
and ∫
∂Ω
∣∣v h(x, u)∣∣ ≤ ‖v‖
L
(N−1)p
N−p (∂Ω)
‖ψ4‖
L
N−1
p−1 (∂Ω)
∥∥|u|p−1 + 1∥∥
L
(N−1)p
(N−p)(p−1) (∂Ω)
≤ c‖v‖W 1,p(Ω)
(
c‖u‖p−1W 1,p(Ω) + c
)
≤
(
c‖u‖p−1V + c
)
‖v‖V .
Thus A is well-defined and ‖Au‖V ′ ≤ c‖u‖
p−1
V + c for all u ∈ V , proving that the
operator A is bounded, i.e., that A maps bounded sets into bounded sets.
Now we show that A is continuous. To this end, let (un) be a sequence in V that
converges to u ∈ V . Passing to a subsequence, we can assume that ∇un → ∇u
pointwise and that |∇un| ≤ m for some function m ∈ L
p(Ω). Then a(x,∇un(x)) →
a(x,∇u(x)) for almost every x ∈ Ω and
|a(x,∇un)| ≤ µm
p−1 + ψ2 ∈ L
p
p−1 (Ω).
Hence a(·,∇un) → a(·,∇u) in L
p
p−1 (Ω) by the dominated convergence theorem.
An analogous reasoning yields that
b(·, un)→ b(·, u) in L
Np
Np−N+p (Ω) and h(·, un)→ h(·, u) in L
(N−1)p
N(p−1) (∂Ω).
Thus, given ε > 0, we have
| 〈Aun −Au, v〉 | ≤ ‖∇v‖Lp(Ω)‖a(·,∇un)− a(·,∇u)‖
L
p
p−1 (Ω)
+ ‖v‖
L
Np
N−p (Ω)
‖b(·, un)− b(·, u)‖
L
Np
Np−N+p (Ω)
+ ‖v‖
L
(N−1)p
N−p (∂Ω)
‖h(·, un)− h(·, u)‖
L
(N−1)p
N(p−1) (∂Ω)
≤ ε‖v‖W 1,p(Ω)
for n ≥ n0(ε), which shows that Aun → Au in V
′.
Finally, the monotonicity of A, i.e., 〈Au−Av, u− v〉 ≥ 0 for all u, v ∈ V , is a
trivial consequence of (5.3). 
Next we show that A is bijective.
Proposition 5.2. Under the assumptions of Proposition 5.1, for every ϕ ∈ V ′ and
every α > 0 there exists a unique function u ∈ V such that
(u | v)L2(Ω) + α 〈Au, v〉 = ϕ(v) (5.5)
for all v ∈ V .
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Proof. Define the operator Aα : V → V
′ by
〈Aαu, v〉 := (u | v)L2(Ω) + α 〈Au, v〉 .
From Proposition 5.1 we obtain that Aα is bounded, continuous and monotone.
From (5.2) we obtain that∫
Ω
∇u a(x,∇u) ≥ ν
∫
Ω
|∇u|p −
∫
Ω
ψ1 = ν‖∇u‖
p
Lp(Ω) − c.
for all u ∈ V . Moreover, (5.2) and (5.3) yield∫
Ω
u b(x, u) =
∫
Ω
(u − 0)
(
b(x, u)− b(x, 0)
)
+
∫
Ω
u b(x, 0) ≥ −
∫
Ω
ψ1|u|
≥ −‖ψ1‖
L
N
p (Ω)
‖u‖
L
N
N−p (Ω)
≥ −c‖u‖W 1,p(Ω)
for all u ∈ V , and analogously we see that
∫
Ω
u h(x, u) ≥ −c‖u‖W 1,p(Ω). Combining
the latter three estimates we have shown that
〈Aαu, u〉 ≥ ‖u‖
2
L2(Ω) + αν‖∇u‖
p
Lp(Ω) − c‖u‖W 1,p(Ω)
≥ β
(
‖u‖L2(Ω) + ‖∇u‖Lp(Ω)
)q
− c‖u‖V − c
(5.6)
for q := min{2, p} > 1 and some β > 0.
From Lemma (4.1) we obtain that
‖u‖Lp(Ω) ≤ δ‖u‖V + cδ‖u‖L2(Ω) ≤ cδ‖∇u‖Lp(Ω) + cδ‖u‖Lp(Ω) + cδ‖u‖L2(Ω)
for all u ∈ V with an arbitrary δ > 0. Picking δ > 0 small enough we deduce that
‖u‖Lp(Ω) ≤ c‖∇u‖Lp(Ω) + c‖u‖L2(Ω).
Hence ‖u‖2,p := ‖u‖L2(Ω)+‖∇u‖Lp(Ω) is an equivalent norm on V . Thus from (5.6)
we obtain that
lim inf
‖u‖V→∞
〈Aαu, u〉
‖u‖V
≥ lim inf
‖u‖2,p→∞
β‖u‖q2,p − c‖u‖2,p − c
‖u‖2,p
=∞ (5.7)
and call (5.6) the coercivity of Aα. Since Aα is also bounded, continuous and
monotone, the operator is surjective by the Minty-Browder theorem [28, §II.2].
This means that (5.5) has a solution for every ϕ ∈ V ′. Moreover, if Aαu1 = Aαu2
for two functions u1 and u2 in V , then by monotonicity of A we obtain that
0 = 〈Aαu1 −Aαu2, u1 − u2〉 ≥ (u1 − u2 | u1 − u2)L2(Ω) = ‖u1 − u2‖
2
L2(Ω),
implying that u1 = u2. Hence the solution of (5.5) is unique. 
Our next step is to show that (I + αA)−1 is a contraction with respect to the
norms of Lq(Ω) for q ∈ [2,∞]. This is equivalent to saying that the part A in Lq(Ω)
is accretive. Setting q =∞ we thus obtain in particular that the part of A in C(Ω)
is accretive.
Proposition 5.3. Let (5.2) and (5.3) be satisfied. Let f1 and f2 be in L
q(Ω) ⊂
L2(Ω), q ∈ [2,∞] and define ϕi(v) := (fi | v)L2(Ω) so that ϕi ∈ V
′. Then the
unique solutions ui of (5.5) for the right hand sides ϕi satisfy ‖u1 − u2‖Lq(Ω) ≤
‖f1 − f2‖Lq(Ω). Moreover, if q >
N
p , then u1 and u2 are in C(Ω).
Proof. Fix q ∈ [2,∞) and k ≥ 1. Then by the chain rule [31, Theorem 2.2.2] the
function
vk :=
(
|u1 − u2| ∧ k
)q−2
(u1 − u2),
where x ∧ y denotes the minimum of x and y, is in V with weak derivative
∇vk = (q−1)|u1−u2|
q−2(∇u1−∇u2)1{|u1−u2|≤k}+k
q−2(∇u1−∇u2)1{|u1−u2|>k}.
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Since at each point vk is a positive multiple of u1−u2 and ∇vk is a positive multiple
of ∇u1 −∇u2, we deduce from (5.3) that
〈Au1 −Au2, vk〉 ≥ 0.
Hence with Aα as in the proof of Proposition 5.2 we obtain that∫
Ω
(
|u1 − u2| ∧ k
)q−2
|u1 − u2|
2 = (u1 − u2 | vk)L2(Ω) ≤ 〈Aαu1 −Aαu2, vk〉
= ϕ1(vk)− ϕ2(vk) ≤ ‖f1 − f2‖Lq(Ω)‖vk‖
L
q
q−1 (Ω)
≤ ‖f1 − f2‖Lq(Ω)
(∫
Ω
(
|u1 − u2| ∧ k
)q−2
|u1 − u2|
2
) q−1
q
Dividing in this equation and afterwards letting k tend to infinity, we obtain from
the monotone convergence theorem that ‖u1 − u2‖Lq(Ω) ≤ ‖f1 − f2‖Lq(Ω) for every
q ∈ [2,∞). If f1 and f2 are in L
∞(Ω), we pass to the limit q →∞ and obtain that
‖u1 − u2‖L∞(Ω) ≤ ‖f1 − f2‖L∞(Ω).
Now assume q > Np . By definition, the function ui is a weak solution of{
− div a(x,∇u) + b(x, u) = fi on Ω
a(x,∇u) · ν + h(x, u) = 0 on ∂Ω.
Hence ui ∈ C
0,α(Ω) ⊂ C(Ω) by Theorem 4.4. 
Regard C(Ω) as a subspace of V ′ by identifying a function f ∈ C(Ω) with the
linear functional v 7→ (f | v)L2(Ω). Then the part A
c of A in C(Ω) is the restriction
of A to
D(Ac) :=
{
u ∈ V ∩ C(Ω) : Au ∈ C(Ω)
}
.
We regardAc as a non-linear (and single-valued) operator on C(Ω). Proposition 5.3
implies that Ac is m-accretive, i.e., for all α > 0 the operator I + αAc : D(Ac) →
C(Ω) is bijective and (I +αAc)−1 is a contraction on C(Ω). We now show that Ac
is densely defined.
Proposition 5.4. Under assumptions (5.2) and (5.3) the set D(Ac) is dense in
C(Ω).
Proof. We give the proof only for p < N and only mention that the case p ≥ N
can be treated analogously. First assume that u ∈ C∞(Ω), so in particular u ∈ V .
Then ϕ := A1u ∈ V
′, where A1 is defined as in the proof of Proposition 5.2. More
precisely,
|a(x,∇u)| ≤ µ‖∇u‖p−1L∞(Ω) + ψ2 ≤ cu + ψ2
|b(x, u)| ≤ ψ1(‖u‖
p−1
L∞(Ω) + 1) ≤ cuψ1
|h(x, u)| ≤ ψ4(‖u‖
p−1
L∞(Ω) + 1) ≤ cuψ4
and hence
ϕ(v) =
∫
Ω
vu +
∫
Ω
∇v a(x,∇u) +
∫
Ω
v b(x, u) +
∫
∂Ω
v h(x, u)
≤ cu‖v‖L1(Ω) + ‖∇v‖
L
N
N−p+1 (Ω)
‖cu + ψ2‖
L
N
p−1 (Ω)
+ cu‖v‖
L
N
N−p (Ω)
‖ψ1‖
L
N
p (Ω)
+ cu‖v‖
L
N−1
N−p (∂Ω)
‖ψ4‖
L
N−1
p−1 (∂Ω)
≤ cu‖v‖
W
1, N
N−p+1 (Ω)
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for all v ∈ V . Thus ψ extends to a bounded functional on W 1,
N
N−p+1 (Ω). Conse-
quently, there exist k ∈ L
N
p−1 (Ω) and K ∈ L
N
p−1 (Ω;RN ) such that
ϕ(v) =
∫
Ω
v k +
∫
Ω
∇v K
for all v ∈ V , see [31, §4.3]. Pick sequences kn ∈ C
∞
c (Ω) and Kn ∈ C
∞
c (Ω;R
N )
such that kn → k and Kn → K in the L
N
p−1 -norm. Then fn := kn − divKn is in
C∞c (Ω) ⊂ C(Ω). Thus by Propositions 5.2 and the additional claim in (5.3) there
exists un ∈ D(A
c) such that (I +Ac)un = fn.
Define ϕn(v) := (fn | v)L2(Ω), which can equivalently be written as ϕn := A1un.
Then
|ϕn(v) − ϕ(v)| ≤
∫
Ω
|v| |kn − k|+
∫
Ω
|∇v| |Kn −K|
≤ ‖v‖W 1,p(Ω)
(
‖kn − k‖
L
p
p−1 (Ω)
+ ‖Kn −K‖
L
p
p−1 (Ω)
)
.
This shows that ϕn → ϕ in V
′. In particular we see that (ϕn) is bounded in V
′,
which implies that
〈A1un, un〉 = ϕn(un) ≤ cu‖un‖V .
By (5.7) this implies that (un) is bounded in V . Thus passing to a subsequence we
can assume that (un) converges weakly to some u˜ ∈ V .
By Minty’s theorem [28, Proposition II.2.2] we have
〈A1v − ϕn, v − un〉 ≥ 0
for all v ∈ V . Since ϕn → ϕ in V
′ and un ⇀ u˜ in V we obtain by taking limits that
〈A1v − ϕ, v − u˜〉 ≥ 0
for all v ∈ V . Using Minty’s theorem once again we deduce from this that A1u˜ =
ϕ = A1u. By the uniqueness assertion of Proposition 5.2 this implies u˜ = u. Thus
we have shown that un ⇀ u in V .
We have seen that (un) is bounded in V and hence in particular in L
p(Ω). Since
by construction un is a weak solution of{
− div a(x,∇un) + b(x, un) = kn − divKn on Ω
a(x,∇un) · ν + h(x, un) = Kn · ν on ∂Ω,
we obtain from Theorem 4.4 that (un) is bounded in C
0,α(Ω). Exploiting compact-
ness we can assume after passing to a subsequence that (un) has a limit in C(Ω).
Since un ⇀ u in V , this limit is u. Hence we have shown that for each u ∈ C
∞(Ω)
there exists a sequence un ∈ D(A
c) such that un → u in C(Ω). This proves that
C∞(Ω) is contained in the closure of D(Ac) in C(Ω). Since C∞(Ω) is dense in C(Ω),
we have shown that D(Ac) is dense in C(Ω). 
In order to state the main result of this section it is convenient to introduce the
notion of a non-linear contraction C0-semigroup. The definition is consistent with
the linear case, i.e., a family of linear operators on a Banach space X is a non-linear
contraction C0-semigroup if and only if it is a linear contraction C0-semigroup in
the usual sense of for example [19].
Definition 5.5. Let X be a Banach space and let B : X ⊃ D(B) → X be an
m-accretive operator on X , i.e., for all α > 0 the operator I + αB : D(B) → X
is bijective with (I + αB)−1 : X → X being a contraction. Then by the Crandall-
Liggett theorem [28, §IV.8] the limit S(t)u0 = limn→∞(I +
t
nB)
−nu0 exists for
u0 ∈ C := D(B) and t ≥ 0 and the mappings S(t) satisfy
(i) S(t) : C → C is contractive for every t ≥ 0;
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(ii) S(0) = idC ;
(iii) S(t+ s) = S(t) ◦ S(s) for all t, s ≥ 0;
(iv) t 7→ S(t)u0 is continuous for all u0 ∈ C.
We say that (S(t))t≥0 is a non-linear contraction C0-semigroup on C and call −B
its generator.
The following remark about non-linear contraction C0-semigroups and their gen-
erators justifies that we regard the trajectories of a non-linear contraction C0-
semigroup with generator −B as the unique solutions of the problem u′(t)+Bu(t) =
0. For the definition of a C0-solution, which is frequently also called mild solution
in the literature, and proofs of the following fact we refer to [28, §IV.3 and §IV.8]
or [7].
Remark 5.6. If B is m-accretive and (S(t))t≥0 is the semigroup generated by −B,
then for each u0 ∈ C := D(B) and T > 0 the unique C
0-solution of u′(t)+Bu(t) = 0,
u(0) = u0 on [0, T ] is given by u(t) = S(t)u0.
Moreover, if X is a Hilbert space and u0 ∈ D(B), then this unique solution u is
Lipschitz continuous, u(t) ∈ D(B) for all t ≥ 0 and u′(t) + Bu(t) = 0 for almost
every t > 0. In this situation we say that u is a strong solution of u′(t)+Bu(t) = 0.
Now regard L2(Ω) as a subspace of V . Then the part AH of A in L2(Ω), i.e.,
the restriction of A to
D(AH) :=
{
u ∈ V : Au ∈ L2(Ω)
}
,
acts as an m-accretive operator on L2(Ω) by Propositions 5.2 and 5.3. Moreover,
the set D(AH) is dense in L2(Ω) by Proposition 5.4 since D(Ac) ⊂ D(AH) and
C(Ω) is continuously and densely embedded into L2(Ω). Hence −AH generates a
non-linear contraction C0-semigroup (S(t))t≥0 on L
2(Ω). In view of Remark 5.6 we
can justly call u(t, x) := (S(t)u0)(x) the unique solution of (5.1) for u0 ∈ L
2(Ω),
and we refer to this solution as the L2-solution of (5.1). The following is our main
result.
Theorem 5.7. Assume (5.2) and (5.3). Then Ac is m-accretive on C(Ω), the
semigroup generated by −Ac being the restriction of (S(t))t≥0 to C(Ω). Thus for
u0 ∈ C(Ω) the unique L
2-solution u of (5.1) is continuous on the closed parabolic
cylinder [0,∞)× Ω, i.e., continuous up to the parabolic boundary.
Proof. By Propositions 5.2 and 5.3 the operator Ac is m-accretive. Hence −Ac gen-
erates a non-linear contraction C0-semigroup (S
c(t))t≥0 on C(Ω), see Definition 5.5
and Proposition (5.4). Since (I+αAc)−1 is the restriction of (I+αAH)−1 to C(Ω),
see the additional assertion in Proposition 5.3, the operator Sc(t) is the restriction
of S(t) to C(Ω). Thus t 7→ SH(t)u0 is continuous as a function with values in C(Ω)
provided that u0 ∈ C(Ω). In this case u(t, x) := (S(t)u0)(x) is jointly continuous
with respect to t ≥ 0 and x ∈ Ω. 
Remark 5.8. Since Ac is m-accretive, we have a unique solution u ∈ C([0,∞)×Ω)
even for the inhomogeneous problem

ut(t, x)− div a(x,∇u(t, x)) + b(x, u(t, x)) = f(t, x) t > 0, x ∈ Ω
a(x,∇u(t, x)) · ν + h(x, u(x) = 0 t > 0, x ∈ ∂Ω
u(0, x) = u0(x) x ∈ Ω
whenever u0 ∈ C(Ω) and f ∈ L
1
loc([0,∞); C(Ω)), see [28, Corolllary IV.8.4].
Let us finally look at a class of examples that satisfy the conditions (5.2) and (5.3).
Since in the diffusion equation (5.1) the function a(x,∇u) is the flux, it is natural to
QUASILINEAR ROBIN PROBLEMS ON LIPSCHITZ DOMAINS 21
assume that it points into the direction of steepest descent, i.e., into the direction
of ∇u. If we assume in addition that the magnitude of the flux depends only on
the steepness of u and possibly on the location x ∈ Ω, i.e., if we assume that
a(x, z) = m(x, |z|) z, then we have a simple criterion to check condition (5.3).
Lemma 5.9. Assume that a(x, z) = m(x, |z|) z for a measurable function m : R×
R+ → R+. Then the first condition in (5.3) is satisfied if and only if y 7→ m(x, y) y
is nondecreasing for every x ∈ Ω. Similar assertions hold for b and h.
Proof. For all x ∈ Ω and all z1 and z2 in R
N we have
(z1 − z2) (a(x, z1)− a(x, z2))
= m(x, |z1|) |z1|
2 −
(
m(x, |z1|) +m(x, |z2|)
)
z1 · z2 +m(x, |z2|) |z2|
2
≥ m(x, |z1|) |z1|
2 −
(
m(x, |z1|) +m(x, |z2|)
)
|z1| |z2|+m(x, |z2|) |z2|
2
=
(
|z1| − |z2|
) (
m(x, |z1|) |z1| −m(x, |z2|) |z2|
)
with equality if z1 and z2 point into the same direction.
If y 7→ m(x, y) y is nondecreasing, then both factors in the last expression have
the same sign. Thus the product is nonnegative and the first condition in (5.3) is
fulfilled.
Conversely, if the first condition in (5.3) is fulfilled, then by choosing z2 to be a
positive multiple of z1, we see that(
a− b
) (
m(x, a) a−m(x, b) a
)
≥ 0
for all a, b > 0, which implies that y 7→ m(x, y) y is nondecreasing. 
As a consequence of Lemma 5.9 we see that an important and commonly en-
countered class of equations of p-Laplace-type satisfy conditions (5.2) and (5.3).
For simplicity we consider only examples with p < N , but similar assertions hold
true for p ≥ N with slightly different integrability assumptions on the coefficients.
Example 5.10. Let p ∈ (1, N). Set a(x, z) := a0(x)(s + |z|
p−2) z or a(x, z) :=
a0(x)(s
2+|z|2)
p−2
2 z with a constant s ≥ 0 and a measurable function a0 : Ω→ [ν, µ],
where 0 < ν ≤ µ. Set b(x, u) := b0(x)|u|
p−2u and h(x, u) := h0(x)|u|
p−2u with
nonnegative measurable functions b0 ∈ L
N
p−ε (Ω) and h0 ∈ L
N−1
p−1−ε (∂Ω) for some
ε > 0. Then the assumption in (5.2) and (5.3) are satisfied and thus Theorem 5.7
applies. In the special case s = 0 and a0(x) = 1 for all x ∈ Ω we obtain that the
equation 

ut(t, x) −∆pu(t, x) + b0(x)|u|
p−2u = f(t, x) t > 0, x ∈ Ω
|∇u(t, x)|p−2 ∂u(t,x)∂ν + h0(x)|u|
p−2u = 0 t > 0, x ∈ ∂Ω
u(0, x) = u0(x) x ∈ Ω
has a unique C0-solution u ∈ C([0,∞)× Ω).
The strategy of this section applies also to certain dynamic boundary conditions,
which are often called Wentzell-Robin boundary conditions, if we carry out the
arguments on a suitable product space, confer also [2] where this idea was originally
introduced to the literature for linear equations. More precisely, we consider the
equation

ut(t, x) − div a(x,∇u(t, x)) + b(x, u(t, x)) = 0 t > 0, x ∈ Ω
βut(t, x) + a(x,∇u(t, x)) · ν + h(x, u(t, x)) = 0 t > 0, x ∈ ∂Ω
u(0, x) = u0(x) x ∈ Ω.
(5.8)
22 ROBIN NITTKA
At least formally, we can use the first line in (5.8) to express ut in terms of u in the
second line. Then we arrive at what is classically called Wentzell-Robin boundary
conditions.
We can show well-posedness of (5.8) in the space of continuous functions. Since
the arguments are very similar to what we did before, we only sketch the proof of
the following theorem, but see [25] for a detailed proof in the linear case.
Theorem 5.11. Assume (5.2) and (5.3). Let β : ∂Ω→ R be measurable and such
that
0 < ess inf
∂Ω
β ≤ ess sup
∂Ω
β <∞.
For u0 ∈ C(Ω), problem (5.8) has a unique solution. This solution is continuous on
the parabolic cylinder [0,∞)× Ω.
Proof. Define the reflexive, separable Banach space
V :=
{
(u, u|∂Ω) : u ∈ W
1,p(Ω) ∩ L2(Ω), u|∂Ω ∈ L
2(∂Ω)
}
and let AW : V → V
′ be defined by the formal expression (5.4). The proof of
Proposition 5.1 shows that AW is bounded, continuous and monotone. For q ∈
[2,∞] consider Lq(Ω) ⊕q L
q(∂Ω), which for q ∈ [2,∞) is equipped with the norm
given by
‖(u, g)‖qLq(Ω)⊕qLq(∂Ω) := ‖u‖
q
Lq(Ω) + ‖g‖
q
Lq(∂Ω;β dσ),
whereas for q =∞ we set
‖(u, g)‖L∞(Ω)⊕∞L∞(∂Ω) := ‖u‖L∞(Ω) + ‖g‖L∞(∂Ω;β dσ).
Here σ denotes the surface measure on ∂Ω, i.e., the (N − 1)-dimensional Hausdorff
measure. Set H := L2(Ω)⊕L2(∂Ω), and equip C := {(u, u|∂Ω) : u ∈ C(Ω)} with the
norm of L∞(Ω)⊕∞ L
∞(∂Ω). Then both of these spaces are subspaces of V ′ via
〈(u, g), (v, v|∂Ω)〉V ′,V := (u | v)L2(Ω) + (g | v)L2(∂Ω;β dσ)
for v ∈ V and (u, g) ∈ H or (u, g) ∈ C, respectively. We consider the parts AHW and
ACW of AW in H and C, respectively, with domains
D(AHW ) :=
{
u ∈ V : AWu ∈ H
}
D(ACW ) :=
{
u ∈ V ∩ C : AWu ∈ C
}
Then similar arguments as in the proof of Propositions 5.2 and 5.3 show that AHW
and ACW are m-accretive on H and C, respectively. Let (S(t))t≥0 be the semigroup
generated by −AHW . If U0 ∈ D(A
H
W ) and U(t) := S(t)U0, then U
′(t)+AHWU(t) = 0
for almost every t ≥ 0. Writing U(t) = (u(t), u(t)|∂Ω) this means that∫
Ω
∇η a(x,∇u(t)) +
∫
Ω
η b(x, u(t)) +
∫
∂Ω
η h(x, u)
=
〈
AHW , (η, η|∂Ω)
〉
= (u′(t) | (η, η|∂Ω))H = −
∫
Ω
η u′(t)−
∫
∂Ω
η u′(t)β
for all η ∈ C∞(Ω) ⊂ V and almost every t ≥ 0. Hence for almost every t ≥ 0, the
function u(t) ∈ W 1,p(Ω) is a weak solution of (5.8) with t fixed. This justifies that
we call the unique C0-solution of u′(t) +AHWu(t) = 0 with u(0) = u0 ∈ D(A
H
W ), or
rather its first component, the (unique) solution of (5.8).
In the proof of Proposition 5.4 we have seen that {u ∈ W 1,p(Ω) ∩ C(Ω) : Au ∈
C∞c (Ω)} is dense in C(Ω), which implies that A
H and AC are densely defined. Now
the same arguments as for Theorem 5.7 show that for every u0 ∈ C(Ω) the unique
L2-solution of (5.8) is continuous on [0,∞)× Ω. 
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