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 Tot va començar ja fa gairebé un any. Ja fa gairebé un any que 
vaig començar a treballar a l’empresa MCV S.A., una empresa dedicada 
al control, la gestió i la qualitat del medi ambient, i també al 
desenvolupament i manteniment dels radars meteorològics de la 
Generalitat de Catalunya. Ja fa gairebé un any tot just començava a 
saber què era una installació de radar i allucinava quan veia aquelles 
grans antenes girant sobre el seu propi eix. Ja fa gairebé un any que 
m’embarcava en una nova empresa que em duria fins el projecte que 
teniu avui a les vostres mans. 
 
 Aquest projecte va començar només amb una idea: crear un 
programa capaç de monitorar els radars meteorològics que avisés 
d’alguna manera en cas de produir-se errors. Començar sense tenir res 
sempre és complicat, però té l’avantatge que pots fer les coses a la teva 
manera sense haver de seguir l’estela de ningú. Aquest avantatge també 
té un petit inconvenient i és que quan construeixes alguna cosa tu sol i 
a la teva manera sembla que mai no l’acabes, sempre hi ha quelcom 
que es podria millorar. De fet, aquest cas no és una excepció ja que, des 
que vaig començar la creació del programa de monitoratge encara no he 
arribat a la solució definitiva, encara hi ha coses que podria fer... i 
encara se m’acudeixen idees noves i millores que m’agradaria 
implementar en un futur. 
 
 A continuació, doncs, podreu trobar des de la gestació de la idea 
original del programa fins a la majoria d’idees de futur, passant per la 
creació d’una xarxa especialment pensada tant pel monitoratge com pel 
correcte funcionament d’una xarxa de radars meteorològics. 
 
Al primer capítol s’introdueix el lector al món dels radars 
meteorològics existent a Catalunya i s’enumeren les pretensions del 
projecte. 
 
 A la segona secció es defineixen i s’expliquen les tecnologies més 
importants que s’anomenen en el transcurs del projecte i les emprades 
per tal d’arribar a la solució. 
 
 Tot seguit, al tercer apartat, es planteja el problema que s’ha de 
resoldre: el monitoratge continu dels radars meteorològics de la xarxa 
de la Generalitat de Catalunya.  
  
 Al quart capítol es pot veure la solució pas a pas: els requisits de 
la xarxa, el sistema de monitoratge primitiu que proporciona el software 
IRIS, l’anàlisi pràctic de les avaries que es poden donar en una 
installació de radars meteorològics i dels tipus d’esdeveniments que cal 
controlar. Tot seguit es dóna la solució al problema en forma d’un 
programa de monitoratge creat de manera específica per aquest tipus 
d’installacions, donades les seves particularitats. També s’hi pot trobar 
 XII 
un anàlisi de diferències i similituds del programa proposat amb un 
protocol estàndard com SNMP, i un manual d’ús del programa. 
 
 El següent bloc consisteix en un anàlisi pràctic del programa 
creat, amb resultats i especificacions extretes del funcionament sobre 
una xarxa real de radars. També s’adjunta un pressupost aproximat de 
les installacions amb els elements necessaris esmentats al quart 
capítol. A la darrera part d’aquest bloc es calcula la capacitat màxima a 
què podria arribar el sistema proposat. 
 
 Al darrer apartat del treball es poden llegir les conclusions 
extretes del projecte, algunes propostes de millores possibles i les 



























































































Ja fa uns quants anys que els “homes del temps” ens mostren per televisió les 
imatges de les precipitacions que ofereixen els radars meteorològics. Cada vegada les 
han anat introduint més i ara ja ens sembla força normal veure les pluges que indiquen 
els radars i poder, fins i tot, consultar les imatges en temps real per internet. 
 
 El fet és que en un país com el nostre on les pluges solen ser irregulars amb 
llargs períodes de dèficit pluviomètric i de cop sobtades inundacions és important saber 
quanta aigua cau, en quin lloc ho fa i durant quant de temps. Els pluviòmetres recullen 
les pluges amb gran precisió però en indrets molt puntuals. Per tal d’obtenir dades d’una 
àrea geogràfica més extensa cal utilitzar una xarxa de pluviòmetres. Malauradament, 
però, mentre que en un indret pot haver-hi una elevada quantitat de precipitació és 
possible que a només uns metres gairebé no hi hagi pluges, de manera que es fa difícil 
estimar quanta pluja pot arribar a caure en una gran extensió de terreny. A més a més, hi 
ha la possibilitat que plogui de manera intensa sobre un indret on no hi hagi 
pluviòmetres donant lloc a riades i inundacions de manera imprevisible. Per tal de 
preveure aquestes situacions i per poder estudiar de manera detinguda la distribució 
espacial i temporal de les pluges s’utilitzen els radars meteorològics. 
  
Els radars meteorològics ens proporcionen valuosos coneixements del camp de 
precipitació en temps real i en un radi d’uns 200 km al voltant de l’estació. D’aquestes 
imatges en podem extreure la direcció, la velocitat i la intensitat de les precipitacions, 
podent distingir entre neu, calamarsa i pluja, i podent aproximar el volum d’aigua de 
precipitació en una extensa àrea. No són tan exactes com els pluviòmetres però, a canvi, 
poden donar informació molt aproximada d’una gran zona. Aquestes imatges generades 
poden tenir diverses finalitats, com per exemple meteorològiques i de seguretat 
(instal·lacions d’emmagatzemament d’aigua, riades...). També permeten configurar 
mapes hidrogràfics i fer estudis sobre el clima. 
 
Darrere d’aquestes imatges hi ha unes màquines que combinen l’electrònica i la 
mecànica més precises per donar dades de gran exactitud. Tot i ser màquines prou 
robustes hi ha fallades i errors imprevisibles. També es donen avaries importants que 
necessiten de moltes hores de treball per ser reparades. Per tant, donat que les 
precipitacions són moltes vegades imprevisibles i donat que també s’utilitzen com a 
seguretat afegida en alguns treballs i per a la població en general, és necessària una 
manera de monitorar 24 hores al dia 7 dies a la setmana que el sistema funcioni 
correctament per tal de notificar els errors i avaries tant de hardware com de software de 
manera adequada. 
 
És en aquest context en què hi ha empreses dedicades als radars meteorològics, 
concretament, al seu manteniment, monitoratge, reparació (en cas d’avaries), 
desenvolupament d’eines (millores), muntatge (de noves instal·lacions) i instal·lació (de 
nous equipaments, noves eines de hardware i de software...). I és en una empresa de 
dins d’aquest context on es desenvolupa aquest projecte: Crear un programa que permeti 
monitorar una xarxa de radars meteorològics. 
 




1.2. Escenari inicial 
 
A Catalunya, actualment, hi ha 5 estacions de radar meteorològic. D’aquestes, 
n’hi ha una que pertany al Instituto Nacional Meteorológico (INM) i quatre que 
pertanyen al Servei Meteorològic de Catalunya (SMC). Aquests radars estan repartits 






































Imatge 1. Els radars meteorològics de Catalunya 












































Imatge 2. Ubicació dels radars de Vallirana del INM i del SMC 
 
 











































Imatge 3. Ubicació del radar de La Panadella 
 
 









































Imatge 4. Ubicació del radar de Girona 
































Imatge 5. Ubicació del radar de La Miranda 
 
Atès que el funcionament dels radars de la xarxa del INM i del SMC és gairebé 
el mateix i que ambdues xarxes són independents, per tal de simplificar i de no caure en 
la redundància es basarà el projecte només en la xarxa de quatre radars meteorològics 
del SMC: Puig Bernat, Creu del Vent, Puig d’Arques i La Miranda. Tot i això, es podrà 
comprovar que ni el plantejament ni la solució final del problema no són inherents a 
aquestes quatre estacions de radar. 
 
Les quatre estacions de radar del SMC estan connectades a una xarxa que 
transporta les dades generades per cadascun dels radars. Aquestes dades es recullen en 
un servidor configurat de tal manera que les enviarà a aquells clients que les hagin 
demanat. 
 
Com ja s’ha comentat, les imatges dels radars són valuoses tant en meteorologia 
com en d’altres camps com poden ser la seguretat ciutadana, la prevenció de riades i 
inundacions, i la seguretat en treballs relacionats amb l’aigua i la seva canalització. Així 
doncs, i donat que les previsions meteorològiques no són una ciència exacta, els radars 
han d’estar funcionant en tot moment, el màxim d’hores possible durant tots els dies de 
l’any. En el cas que ens ocupa, si fallés un dels 4 radars, es pot continuar tenint una 
bona cobertura sobre la majoria de la població de Catalunya, però caldria reparar-lo 
quant abans millor, ja que, encara que la cobertura teòrica dels radars és de 200 km, a la 




pràctica aquest abast queda reduït degut als obstacles geogràfics (muntanyes) que 
obstrueixen el feix d’ones del radar. També cal dir que com més llunyanes siguin les 
precipitacions menys exactes seran les apreciacions del radar. A la Imatge 6 es pot 
veure la cobertura teòrica de 150 km de radi de cadascun dels radars, cobertura on les 































Imatge 6. Cobertura dels radars en un radi de 150 km 
 
Tenint en compte que les instal·lacions de radar consten de molts elements de 
gran precisió i que es troben en zones més aviat inhòspites on es pateixen les 
inclemències del temps (dalt de les muntanyes, en zones poc o gens poblades), malgrat 
el condicionament de les instal·lacions i les contínues revisions, no és estrany que 
ocorrin avaries de manera més o menys freqüent i més aviat aleatòria. Això implica la 
necessitat de reparar de manera imminent qualsevol avaria que es pugui donar. A tal fi, 
les empreses encarregades de controlar les instal·lacions de radar, necessiten d’un 
monitoratge constant del seu estat. A l’actualitat aquest monitoratge es realitza 
mitjançant un tècnic que va comprovant de manera continuada les imatges generades 
pels radars. 
 
La finalitat d’aquest projecte és la creació d’un programa que alliberi el tècnic de 
la càrrega d’haver d’estar vigilant contínuament les imatges, alhora que es pretén 




millorar el rendiment en cas que es donin errors al radar, ja que si s’aconsegueix que el 
monitoratge de l’estat dels radars sigui un procés automàtic el tècnic pot rebre una 
alarma d’error justament en el moment en què es produeixi. Altres avantatges poden ser 
l’emmagatzematge en un fitxer de la descripció, l’hora d’inici i l’hora de finalització de 
les alarmes generades per tal de poder estudiar en un futur proper si hi ha alguna manera 
de predir algun tipus d’avaria. 
 
Així doncs, partint de les quatre estacions de radar del SMC, es podran veure els 
requisits, la creació, la instal·lació, la depuració, les diferents versions i la versió 
funcional d’un programa creat des de zero per monitorar de manera continuada una 
xarxa de radars meteorològics basats en el programa IRIS. Conjuntament amb el 
monitoratge, per tal que el sistema tingui prou capacitat i fiabilitat, també es dissenyarà 
una xarxa de transferència de dades suficientment robusta i es donarà un pressupost 
aproximat del que pot valer el node d’accés a la xarxa amb el necessari pel correcte 
monitoratge de la mateixa i dels radars. D’aquesta manera també es podran contemplar 
els efectes de la integració de la xarxa de radars del SMC a una xarxa més gran com pot 
ser la del INM, tant al nivell de la xarxa, com a nivell del programa que monitori els 












































 Abans de començar a plantejar els problemes i les possibles solucions es 
realitzarà una petita descripció de cadascuna de les tecnologies i les eines sobre les 
quals es farà referència durant el transcurs del projecte. 
 
2.2. Radar meteorològic: Funcionament i descripció 
 
2.2.1. Radar: Breu apunt històric 
 
El radar (radio detection and ranging) és un sistema que utilitza ones 
electromagnètiques per mesurar distàncies, altituds, direccions i velocitats d’objectes 
estàtics, mòbils o, fins i tot, el propi terreny. El funcionament es basa en emetre un 
impuls de ràdio que es reflexa a l’objectiu i es rep en un receptor (típicament ubicat a la 
mateixa posició que l’emissor). A partir dels “ecos” generats es pot extreure una gran 
quantitat d’informació. 
 
El model de radar actual va ser creat a Anglaterra a mitjans de la dècada de 
1930, però durant aquella època van haver-hi diferents línies d’investigació per part de 
diferents països que van dur a diferents avenços i diferents models de radar[1]: 
- A Alemanya, el 1934, es va construir un magnetró que va donar pas a un 
radar de vigilància que es va adaptar als vaixells de guerra. En 1935, 
l’empresa Telefunken llençà el primer radar d’antena parabòlica giratòria. 
- Als Estats Units, a principis dels anys 30, es va construir el primer radar 
d’impulsos, tot i que no es va aconseguir que funcionés correctament fins el 
1936. Aquest radar utilitzava una única antena en emissió i recepció (incloïa 
el primer duplexor). 
 
La tecnologia radar es va desenvolupar de manera molt ràpida durant la Segona 
Guerra Mundial i actualment té una gran quantitat d’aplicacions: control del tràfic aeri, 
marítim i terrestre, meteorologia, geologia, hidrografia, agricultura, usos militars, etc. 
 
2.2.2. Radar: Principis de funcionament i equació de radar 
 
El principi de radar consisteix en una antena que envia un pols d’ones 
electromagnètiques. Quan l’energia emesa topa amb algun objecte (avions, vaixells, 
etc.) es produeix la reflexió de les ones enviades i una part d’aquesta radiació retorna al 
radar, cosa que permet conèixer amb exactitud la posició i velocitat de l’objecte que ha 
provocat la reflexió. Quan hi ha un canvi significatiu a les constants electromagnètiques 
entre dos medis, entre un objecte i el seu entorn, les ones es dispersen. Part d’aquestes 
reflexions retornen al radar on són analitzades i interpretades. 
 
La reflexió de les ones del radar varia en funció de la longitud d’ona i de la 
forma del blanc. És a dir: 
 
- Si la longitud d’ona és molt menor que la grandària de l’objecte a detectar 
(blanc) l’ona rebotarà totalment. 
- Si la longitud d’ona és molt més gran que el blanc hi ha la possibilitat només 
es dispersi una part molt petita de l’energia i l’objecte no es pugui detectar. 





- Si la longitud d’ona és similar a la mida del blanc es poden donar efectes de 
ressonància. 
 
La potència que arriba a una antena receptora de radar es calcula mitjançant 
l’equació de radar. Suposant un radar que emet una certa senyal cap a un objectiu, a 
l’objectiu, li arriba una densitat d’energia que es pot expressar com[2]: 
 







Equació 1. Densitat d’energia sobre el blanc 
 
  on: 
 Pt= Potència emesa o transmesa 
 Gt= Guany de l’antena de transmissió 
 Rt= Distància de l’emissor a l’objectiu 
 
Ara s’afegeix el paràmetre σ (secció equivalent radar), que indica la quantitat 
d’energia que l’objectiu reflexa cap al receptor. Les seves unitats són de superfície, però 
pot no tenir cap relació amb la superfície física del blanc. D’aquesta manera es pot 
calcular la densitat de potència que retorna al receptor del radar, que vindrà donada per 
l’expressió[2]: 
 









Equació 2. Densitat d’energia que rep el receptor 
   on: 
 σ = Secció equivalent radar 
 Rr= Distància de l’objectiu al receptor 
 








Equació 3. Àrea efectiva d’una antena 
   on: 
 λ= Longitud d’ona del senyal 
 Gr= Guany de l’antena de recepció 
 
















Equació 4. Equació de radar 
  on: 
 Pt= Potència emesa o transmesa 
 Gt= Guany de l’antena de transmissió 
 Ar= Àrea efectiva de l’antena en recepció 
 σ = Secció equivalent radar 
 Rt= Distància de l’emissor a l’objectiu 
 Rr= Distància de l’objectiu al receptor 
 
Aquesta és l’equació de radar simplificada, ja que existeixen altres paràmetres 
no contemplats com per exemple pèrdues inherents al receptor, efectes de la propagació 
multicamí, shadowing, etc. 
 
Una de les informacions més senzilles d’esbrinar una vegada arriba el senyal 
reflectit a una antena radar és la distància a què es troba el blanc que ha provocat la 






Equació 5. Distància al blanc 
  on: 
 R = Distància del radar a l’objectiu (suposant que 
l’emissor i el receptor són al mateix lloc). 
 c = Velocitat de la llum 
 t = Temps des que s’ha enviat el senyal fins que ha 
retornat (després de ser reflectit pel blanc) 
 
En cas que l’antena tingui en cada instant una posició diferent, si és possible 
conèixer en tot moment la direcció cap a on està apuntant l’antena, es podrà saber la 
ubicació exacta del blanc a l’espai. 
 
 La velocitat i direcció de l’objectiu respecte el radar es pot determinar gràcies a 
l’efecte Doppler i al tipus de senyal que el radar emet. El desfasament de la freqüència 





vf c⋅⋅=Λ 2  
Equació 6. Variació de freqüència per l'efecte Doppler 
   on:  
 v = Velocitat radial del blanc respecte el radar 
 fc= Freqüència de la portadora 
 c = Velocitat de la llum 
 





Segons la forma d’ona del senyal emès es defineixen dos tipus bàsics de radar: 
 
a) Radar de polsos (o d’ona polsada): 
El radar de polsos envia senyals de gran potència durant ràfegues molt curtes 
de temps. Es calcula la distància a l’objectiu mitjançant l’Equació 5. Si es 
realitza un seguiment de l’objectiu amb diferents polsos separats un 
determinat temps es pot conèixer la velocitat del blanc segons els seus canvis 
de posició amb cada pols transmès. 
 
 
Imatge 7.  Exemple de senyal emès per un radar de polsos 
 
b) Radar d’ona continua: 
Aquest tipus de radars utilitzen senyals continus en lloc de ràfegues curtes. 
Poden ser de dos tipus: 
 b.1.) Radar Doppler: Dóna mesures precises de la velocitat d’un objecte 
utilitzant l’Equació 6. 
 b.2.) Radar FM: Emet senyals continus modulats en freqüència. Les 
diferències a la freqüència en el receptor respecte el senyal emès permeten 
conèixer la velocitat i la posició de l’objectiu. 
 




2.2.3. Radar: Diagrama de blocs i descripció 
 
A la Figura 1 es poden observar les parts bàsiques d’un sistema de radar comú 


















Figura 1. Diagrama de blocs d'un radar amb receptor superheterodí 
 
El senyal es radia a l’espai a través d’una antena (ANTENNA) directiva que 
concentra l’energia en un feix quant més estret millor. Els tipus d’antena més útils en 
aplicacions radar són els mòbils tant mecànicament (en general antenes amb reflector 
parabòlic) com electrònica (agrupacions bidimensionals d’antenes), de manera que sigui 
possible fer escombrats en totes les direccions de l’espai. 
 
El duplexor (DUPLEXER) permet que l’emissió i la recepció puguin compartir 
el mateix medi (en general, el mateix tram de guia d’ones fins l’antena) sense que al 
receptor li arribi el senyal generat a l’emissor però sí els “ecos” del senyal reflectit, i 
sense que el senyal reflectit arribi a la sortida de l’emissor. Un circulador és un exemple 
de duplexor. 
 
L’emissor consta de l’amplificador (POWER AMPLIFIER) i del generador de 
senyal (WAVEFORM GENERATOR). L’amplificador pot ser un tub d’ones progressives 
(TWT), un tub klystron o qualsevol altre aparell basat o no en tubs de buit que permeti 
l’amplificació desitjada del senyal generat. El generador de senyal genera el senyal 
desitjat a baixa potència. Existeix la possibilitat d’utilitzar un magnetró com a generador 
i amplificador alhora però és menys estable i els resultats són menys acurats 
(especialment si s’utilitza la compressió de polsos) que si es crea el senyal a baixa 
potència i després s’amplifica amb algun dels aparells abans anomenats. 
 
El senyal rebut a l’antena s’envia al receptor, que sol ser del tipus superheterodí 
a la majoria de les aplicacions. Cal que el receptor separi el senyal desitjat del soroll i 
d’altres senyals interferents i que l’amplifiqui suficientment per tal que sigui possible 
extreure’n dades. A tal fi, la primera etapa pel senyal rebut serà un amplificador de baix 































suficientment baixa. El mesclador (MIXER) desplaça el senyal RF a una freqüència 
intermèdia gràcies a l’oscil·lador local (LOCAL OSCILLATOR) que proporciona una 
freqüència constant adequada. El senyal intermedi es torna a amplificar (IF 
AMPLIFIER) maximitzant la SNR del senyal com un filtre adaptat (MATCHED 
FILTER) per tal de maximitzar també la detectabilitat del senyal. El segon detector 
(SECOND DETECTOR) en el receptor és un detector d’envolupant que elimina la 
portadora IF. Si els radars utilitzen el processament Doppler aquest detector es 
substitueix per un detector de fase que extreu la freqüència Doppler per comparació 
amb un senyal de referència a la freqüència transmesa; també cal que s’incloguin filtres 
per eliminar el clutter i per deixar passar els senyals provinents d’objectius en 
moviment. L’amplificador de vídeo (VIDEO AMPLIFIER) incrementa el nivell de 
senyal que li passa el detector d’envolupant (polsos, en el cas de radars polsats) per tal 
que pugui ser interpretat a l’aparell que toqui sense afegir efectes adversos a la 
detectabilitat del senyal. 
 
Els resultats generats pel radar en general es representen en una pantalla 
(DISPLAY) en forma d’imatges. La pantalla del radar també és coneguda com a PPI 
(Plan Position Indicator) i es presenten les dades sobre una pantalla correctament 
graduada i a una escala convenient que mostri la localització del blanc (target). 
 
Abans de presentar les imatges per pantalla normalment també s’efectua un 
processament del senyal (que elimina senyals no desitjats mitjançant diferents filtres i 
detectors de nivell llindar) i un processament de les dades (reconeixement i seguiment 
d’objectius, eliminació “intel·ligent” d’ecos...). 
 
2.2.4. Radar meteorològic: Funcionament i equació 
 
 El principi de funcionament del radar meteorològic és el d’emetre a través d’una 
antena un pols d’energia electromagnètica d’una duració τ determinada (de l’ordre de 
ms) i de longitud d’ona (λ) de l’ordre de 1 a 10 centímetres (banda SHF, Super High 
Frequency)[2], ja que el blanc desitjat són les gotes d’aigua: 
 
Imatge 8. Emissió d'un pols de duració τ i de longitud d'ona λ. El pols viatjarà a la velocitat de la llum (c) 
i s'estendrà un interval c·t 
 






















Imatge 9. Recreació dels lòbuls generats a l'antena del radar 
 
 Quan l’energia topa contra un blanc (per exemple, una gota d’aigua) es dispersa 
en totes les direccions, de manera que hi haurà una fracció d’energia que tornarà cap al 
radar i serà captada pel receptor (mitjançant la mateixa antena). La distància de 














Imatge 10.  Energia reflectida per una gota d'aigua. d és la distància del blanc (gota d’aigua) al radar i t 
és el temps que triga el senyal des que s’emet fins que retorna part de la seva energia al radar a la 
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 El que enregistra el radar és l’energia que retorna a l’antena producte del “xoc” 
de l’energia emesa contra les gotes d’aigua situades dins d’un cert volum (Vres). 








P 22=  
Equació 7. Equació del radar meteorològic 
      on: 
 Pr= Potència mitjana retornada per les gotes 
d’aigua de l’interior d’un volum Vres situat a una 
distància r del radar. La potència és mitjana ja que 
els radars meteorològics habitualment emeten un 
tren de n polsos, cosa que fa que es mesurin n 
valors de potència per fer el terme mitjà. 
 Pt= Potència en emissió. 
 Gt= Guany de l’antena emissora. 
 C = Constant del radar. Agrupa una sèrie de 
característiques del radar com ara la longitud d’ona 
del radar i la secció eficaç del blanc. 
 Lr= Constant que depèn de la distància al blanc. 
 r = Distància al blanc 
 Zr= Reflectivitat. És una variable que es defineix 
com la suma dels diàmetres a la sisena potència de 
les gotes contingudes a l’interior d’un volum. 
Imatge 11.  Volum de pluja Vres 
mesurat en un instant de temps 
determinat i associat a una distància 
donada r0 
 
La reflectivitat (Z) està relacionada amb la intensitat de la pluja. Si s’expressa la 
intensitat de la pluja (R) com el flux d’aigua que travessa una superfície, a partir de 
dades experimentals, s’ha pogut comprovar que aquesta relació és del tipus[4]: 
 
baRZ =  
Equació 8. Relació teòrica entre reflectivitat (Z) i intensitat de la pluja (R) 
 
I més aproximadament[4]: 
 
6.1200RZ =  








Donat que es pot mesurar la reflectivitat també se’n pot extreure la intensitat de 
les precipitacions, de manera que el radar no només generarà imatges amb la 
localització de les pluges en dos dimensions, sinó que també proporcionarà dades sobre 
la intensitat de les mateixes, així doncs, es pot dir que el que realment mostren els 




Imatge 12. Imatges del PPI d'un radar meteorològic a Singapur mostrant l’ull de la tempesta tropical 
Vamei 





2.2.5. Radar meteorològic: Diagrama de blocs i descripció 
 
A la Figura 2 es pot observar que el diagrama de blocs del radar meteorològic és 






















Figura 2. Diagrama de blocs bàsic d'un radar meteorològic 
 
 ANTENA: L’antena consta d’un pedestal i una paràbola amb il·luminador que 
contínuament estan girant sobre l’eix del pedestal a diferents elevacions. 
 CIRCULADOR: Duplexor que separa el senyal que prové de l’emissor i el 
senyal que va cap al receptor. 
 TR LIMITER: Impedeix que entrin senyals d’alta potència (interferències) cap 
al receptor. 
 LNA, MESCLADOR i AMPLIFICADOR IF: receptor del tipus superheterodí. 
 DIGITALITZADOR: digitalitza i condiciona el senyal per a que pugui ser 
interpretat pel RVP. 
 RVP: Computadora encarregada d’interpretar els senyals rebuts i de generar els 
polsos a enviar (però a baixa potència). 
 RCP: Computadora encarregada del control de l’antena (tant en elevació com en 
azimut) i de la instal·lació radar en general. També és l’encarregada de presentar les 
dades pel display. El RCP i el RVP podrien ser substituïts per una sola màquina que 
faria les funcions d’ambdues. 
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 TWT: Amplificador. El TWT és un tub d’ones progressives, però podria ser 
algun altre amplificador de microones de gran potència (la potència de sortida d’un 
TWT pot ser de més de 7500 w) com el Klystron o el magnetró (entre d’altres). 
 MULTIPLICADOR: augmenta el senyal de l’oscil·lador local a altes 
freqüències. 
 OSCIL·LADOR LOCAL: Oscil·lador format per un cristall que dóna la 
freqüència de referència a tot el sistema. A partir d’aquesta freqüència de referència 
també es modula el senyal a emetre. 
 
2.3. Administració de xarxes 
 
Amb el desenvolupament de les tecnologies i la informàtica les xarxes de dades 
són cada vegada més nombroses alhora que desenvolupen més serveis i activitats. La 
interacció entre les xarxes fa que el control i la gestió siguin cada cop més complicats 
alhora que més necessaris. Es genera així la necessitat de supervisar i monitorar les 
xarxes de dades de manera automàtica i la generació de respostes automatitzades en cas 
de problemes o de previsió de problemes per tal d’aconseguir que funcionin de la 
manera més fluïda possible. 
 
 Generalment, quan es parla de la gestió o administració de xarxes es parla de la 
planificació, organització, monitoratge, tarifació, i control d’activitats i de recursos. Tot 
i això, les aplicacions d’administració d’internet estan enfocades bàsicament a 
monitorar, tarifar, i controlar les activitats i els recursos de les xarxes. Això no vol dir 
que la resta d’aspectes d’administració no siguin importants, de fet, sense una bona 
planificació i sense una bona organització no s’aconseguirà un bon rendiment ni una 
bona administració de cap xarxa. 
 
A l’hora de gestionar una xarxa no existeix una solució única acceptada per 
tothom, sinó que hi ha diverses solucions que solen ser propietàries, i això fa que en una 
xarxa on els equips no siguin d’un sol fabricant no existeixi un sol sistema capaç de 
realitzar-ne l’administració completa i que siguin necessàries diferents plataformes, 
complicant així la feina del gestor de xarxa. 
 
 Com a resposta al problema plantejat de la gestió de xarxes per diferents 
plataformes han aparegut diferents estàndards de supervisió. Entre ells es destaca 
SNMP (Simple Network Management), inicialment pensat per a xarxes TCP/IP, tot i que 
ha anat evolucionant per poder servir també a xarxes OSI. 
 
La integració dels diferents sistemes en els estàndards no implica que 
l’administració sigui la mateixa per a tots, és a dir, si un aparell monitorat genera 
missatges (per exemple missatges d’error) el control de la xarxa haurà d’identificar quin 
aparell està generant l’alarma i de quin tipus d’error es tracta, i haurà d’executar la 
rutina destinada al tipus d’aparell en concret i pel missatge generat. Per tant, els 
estàndards han de ser prou flexibles per tal de poder suportar els nous elements que es 
van afegint a les xarxes. 
 
 A la majoria de protocols de gestió de xarxes es defineixen 4 elements comuns 
sense els quals no es podrien gestionar les xarxes: Managed Entity/Managed Object 
(objecte a gestionar), Agent Process (agent), Managing Process/Management Station 
(administrador) i MIB (Management Information Base): 














Figura 3. Esquema genèric de la gestió d’una xarxa 
 
 L’objecte a supervisar (Managed Object) pot ser qualsevol cosa (hardware o 
software) que utilitzi els estàndards de xarxa de la OSI o de TCP/IP. Les operacions de 
supervisió i gestió que es poden fer sobre el managed object han de formar part de la 
seva definició. La definició d’un managed object pot incloure l’efecte de les operacions 
sobre els recursos del sistema. L’estat del managed object o les seves propietats hauran 
de determinar el tipus d’operació a efectuar sobre ell. La definició del managed object 
ha de contenir: 
 
a) Atributs: característiques conegudes de la seva interfície com l’identificador 
de l’objecte, l’estat en què es troba, permisos de lectura/escriptura, etc. 
b) Operacions: el que es pot fer sobre el managed object. 
c) Notificacions: reports que té permès fer el managed object relacionats amb 
esdeveniments i alarmes que pugui generar. 
d) Comportament: limitacions en el comportament del managed object. 
 
Els Agent Process controlen les notificacions dels objectes a supervisar i els 
envien ordres per tal de gestionar el seu comportament. Segons el sistema utilitzat hi ha 
agents que poden prendre decisions en funció de les notificacions que reben o les dades 
que recullen del managed object que estan supervisant de manera continuada. També hi 
ha agents que no poden prendre cap tipus de decisió respecte la gestió de l’objecte 
supervisat sense rebre l’ordre del managing process, en aquest cas, envien les 
notificacions al managing process i les dades que aquest demani, i executen les ordres 
que el managing process els enviï.  
 
El managing process gestiona diferents variables i diferents agents alhora. Rep 
les notificacions que els envien els agents que controlen, demanen dades als agents i, en 
funció dels paràmetres rebuts i de la seva programació, decideixen quines ordres enviar 
a cada agent i les hi envien. 
 
Les MIB contenen informació de gestió del sistema. Són models dels objectes a 
gestionar i dels seus atributs. Defineixen els managed object i contenen la informació 
coneguda dels objectes: identificadors, comportament permès i operacions que es poden 
efectuar sobre ells. Els protocols de gestió només transporten les informacions que les 

















2.4. Protocol SNMP 
 
 El protocol SNMP apareix com una possible solució per estandarditzar la gestió 
de les xarxes. La tendència respecte aquest protocol és la de la seva implantació a les 
xarxes d’empresa i, actualment, és el protocol que està aconseguint una implantació més 
àmplia gràcies a la seva senzillesa i velocitat de desenvolupament. És un estàndard 
recomanat per la IAB (Internet Architecture Board). 
 
2.4.1. Definició i història 
 
SNMP: Simple Network Management Protocol. És un protocol de la capa 
d’aplicació de la OSI (nivell 7) que forma part de la família de protocols UNIX TCP/IP. 
Sorgeix gràcies a l’interès de la IAB per trobar un protocol de gestió vàlid per a la xarxa 
d’internet. Inicialment es van formar tres grups de treball que van arribar a solucions 
diferents i, per fi, el SNMP (RFC1098) va ser la solució final adoptada com a 
estàndard, prenent els aspectes més rellevants presentats pels altres dos grups de treball: 
HEMS (High-Level Management System) i SGMP (Simple Gateway Monitoring 
Protocol). La versió 2 de SNMP (SNMPv2) aporta millores en els camps de: seguretat 
(autentificació, privacitat i control d’accessos), transferència de dades i comunicacions 
entre processos administradors. També existeix una tercera versió de SNMP (SNMPv3) 
que aporta millores respecte la seguretat i la possibilitat d’utilitzar llenguatges orientats 




















Figura 4. Capes de gestió d’internet 
 










2.4.2. Funcionament i descripció del protocol SNMP 
 
El protocol SNMP permet la comunicació entre l’agent i l’administrador, i entre 
l’agent i l’objecte administrat. El contingut dels missatges i la sintaxi dels mateixos 
estan definits per les MIB. Els agents envien informació relativa als elements gestionats 
als administradors. Aquest enviament es pot realitzar tant per iniciativa pròpia dels 
agents com per polling (interrogació) seqüencial per part de l’administrador. 
 
Els elements bàsics de la xarxa SNMP[1][6] són: 
 
o NMS (Network Management Stations o Managing Process o 
Sistemes Administradors). Estan ubicats als equips de gestió de 
xarxa. Executen aplicacions de supervisió i controls dels dispositius 
administrats. Proporcionen el volum de recursos de processament i 
memòria necessaris per a l’administració de la xarxa. 
o  Network Agents o agents. En general estan ubicats en els dispositius 
a gestionar (host, routers, mòdems, multiplexors, algoritmes 
d’enrutament, etc.) o Managed Objects. Recullen i emmagatzemen 
informació d’administració que posen a disposició del NMS quan 
aquest la reclama, i també li envien les notificacions. En general, en 
SNMP, els agents són entitats passives i poc “intel·ligents”. 
o Managed Objects o Managed Entities o Objectes Gestionats. Són els 
nodes de xarxa que contenen un agent SNMP i que pertanyen a la 
xarxa administrada. Si no toleren el funcionament dels protocols de 
gestió s’utilitza el que s’anomena un proxy agent, un agent que 
controla el managed object de manera remota (des d’un altre element 
que permet el protocol SNMP com per exemple un router) per mitjà 





Cal fer referència a l’actuació de les MIB en el protocol SNMP. Les MIB són 
bases de dades que emmagatzemen informació jeràrquica, estructurada en forma 
d’arbre, de tots els elements gestionats. Defineixen les variables utilitzades pel protocol 
SNMP per a la supervisió i el control dels components de la xarxa. Estan composades 
per una sèrie d’objectes que representen els dispositius de la xarxa a gestionar. Cada 
objecte contingut en una MIB tindrà un identificador d’objecte únic, una definició del 
tipus d’objecte, el nivell d’accés al mateix (lectura i/o escriptura), restriccions de 
grandària i informació sobre el rang de l’objecte. L’esquema que segueixen les MIB per 
emmagatzemar els objectes està definit per l’estructura de la informació 
d’administració, SMI (Structure Management Information). La SMI defineix les normes 
per definir (valgui la redundància) la informació de gestió, independentment dels detalls 
de la seva implementació. Al seu torn, la SMI utilitza la sintaxi de la norma ASN.1 
(Abstract Syntax Notation)[1]. 
 




2.4.4. Comunicació mitjançant SNMP i paquets de dades 
 
Les instruccions SNMP bàsiques[6] utilitzades per a la gestió de xarxes són: 
 
o Lectura. Instrucció utilitzada per un NMS per a la supervisió dels 
elements de la xarxa. El NMS examina diferents variables que són 
mantingudes pels dispositius administrats. 
o Escriptura. Instrucció utilitzada per un NMS per controlar els 
elements de la xarxa. El NMS canvia els valors de les variables 
emmagatzemades dins dels dispositius administrats. 
o Notificació. Instrucció utilitzada pels dispositius administrats per 
reportar esdeveniments de manera asíncrona a un NMS. Quan 
succeeixen certs tipus d’esdeveniments els dispositius administrats 
envien notificacions al NMS. 
o Operacions transversals. Instruccions utilitzades pel NMS per tal de 
determinar quines variables suporta un dispositiu administrat concret 
i per recollir seqüencialment informació en taules de variables, com 
poden ser taules de rutes. 
 
Cal dir que totes les instruccions entre NMS i dispositius administrats en general 
es realitzen entre NMS i agent. És l’agent ubicat en el dispositiu de xarxa qui rep i envia 
les instruccions i notificacions adients. 
 
Les operacions entre els agents i els administradors[6] són: 
 
• Get Request. Petició de l’administrador a l’agent per a que enviï els 
valors indicats a la MIB. 
• Get Next Request. Petició de l’administrador a l’agent per a que 
enviï els valors indicats a la MIB que es refereixen a l’objecte 
següent a l’indicat anteriorment. 
• Get Response. Resposta de l’agent a una petició d’informació que li 
ha fet l’administrador. 
• Set Request. Petició de l’administrador a l’agent per a que canviï el 
valor contingut a la MIB en referència a un determinat objecte. 
• Trap. Interrupció generada per l’agent a l’administrador en detectar 
una condició predeterminada (per exemple, una connexió o 
desconnexió d’una estació o una alarma). 
• GetBulkRequest. Petició de SNMPv2 i SNMPv3 amb la qual un 
NMS demana una transmissió de dades llarga, com pot ser la 
recuperació de taules molt grans. És més ràpida i eficient que 
l’operació GetNextRequest de SNMPv1, tot i ser operacions similars, 
ja que pot sol·licitar una taula sencera amb només un missatge. 
• InformRequest. Missatge de SNMPv2 i SNMPv3 amb el qual un 
NMS pot notificar informació sobre objectes administrats a un altre 
NMS de les mateixes característiques. 
 
Per tal de realitzar les operacions bàsiques de gestió anomenades, el protocol 
SNMP utilitza un servei no orientat a la connexió (en general UDP) per enviar un petit 
grup de missatges (PDU’s) entre els administradors i els agents. La utilització d’aquest 
tipus de mecanisme respon a l’intent d’afectar el mínim possible al rendiment de la 





xarxa, ja que s’evita l’ús de mecanismes de control i recuperació que tenen altres 
protocols (per exemple TCP). Els ports més utilitzats per SNMP són el 161 (SNMP) i el 
162 (interrupcions Trap). 
 




Imatge 13.  Esquema d'un paquet de dades entre NMS i agent SNMP 
 
On: 
 Versió: número de versió del protocol. 
 Comunitat: Nom o paraula clau que s’utilitza per a la autentificació. 
 SNMP PDU: Contingut de la unitat de dades del protocol. Depèn de 
l’operació que s’estigui executant. 
 
Els missatges que transporten les operacions entre agent i NMS (GetRequest, 





Imatge 14. Esquema d'un SNMP PDU genèric 
 
 On: 
 Tipus: tipus d’operació.  
 Identificador: Número utilitzat pel NMS i l’agent per enviar sol·licituds i 
respostes diferents de manera simultània. 
 Estat d’error i índex d’error: Només s’utilitzen per les operacions 
GetResponse. El camp “índex d’error” només s’utilitza quan “estat 
d’error” és diferent de 0 i s’ha de proporcionar informació addicional 
sobre la causa del problema. El camp “estat d’error” pot tenir els 
següents valors: 0 (no hi ha error), 1 (massa gran), 2 (no existeix aquesta 
variable), 3 (valor incorrecte), 4 (valor només de lectura), 5 (error 
genèric). 
 Enllaç de variables: Sèrie de nombres de variables amb els seus valors 
corresponents (codificats en ASN.1). 
 
Versió Comunitat SNMP PDU 
Tipus Identificador Estat d’error Índex d’error Enllaç de variables 




En el cas d’haver de notificar una operació de Trap l’estructura del SNMP PDU 





Imatge 15. Esquema d'un SNMP PDU per a l’operació Trap 
 
 On: 
 Tipus: tipus d’operació. 
 Enterprise: Identificació del subsistema de gestió que ha emès el Trap. 
 Direcció agent: direcció IP de l’agent que a emès el Trap. 
 Tipus genèric de trap: pot ser de 7 tipus diferents: 
o Cold start (0): l’agent ha estat inicialitzat o reinicialitzat. 
o Warm start (1): la configuració de l’agent ha canviat. 
o Link down (2): Una interfície de comunicació es troba fora de 
servei o inactiva. 
o Link up (3): Una interfície de comunicació es troba en servei o 
activa. 
o Authentication failure (4): L’agent ha rebut una petició per part 
d’un NMS no autoritzat (normalment controlat per una 
comunitat). 
o EGP neighbour loss (5): En els sistemes on els routers utilitzin el 
protocol EGP, indica que un equip veí es troba fora de servei. 
o Enterprise (6): Categoria on es troben els nous trap inclosos pels 
proveïdors. 
 Tipus específic de trap: Utilitzat pels trap privats (de fabricants), així 
com per a precisar la informació d’un trap genèric. 
 Timestamp: Indica el temps que ha passat entre la reinicialització de 
l’agent i la generació del trap. 
 Enllaç de variables: Proporciona informació addicional de la causa del 
missatge. 
 
2.4.5. Avantatges i inconvenients del protocol SNMP 
 
Els avantatges més importants del SNMP són que facilita l’intercanvi 
d’informació d’administració entre dispositius de xarxa (com poden ser routers, hubs, 
etc.) de manera estructurada i permet als administradors supervisar el funcionament de 
la xarxa, buscar i resoldre els problemes que es puguin donar, i planejar el seu 
creixement. La seva simplicitat i la gran senzillesa dels elements agents és un altre 
avantatge a tenir en compte. 
 
Els principals inconvenients són que pot generar un excés de tràfic de dades i 
que necessita un software agent funcionant en tot moment que consumirà recursos 
dedicats a la seva execució i recollida de dades. 
 
Tipus Enterprise Direcció 
agent 
Tipus genèric de 
trap 
Tipus específic de 
trap 
Timestamp Enllaç de 
variables 









 SSH: Secure SHell (intèrpret d’instruccions segur). Nom que rep el protocol de 
xarxa i el programa que l’implementa. Serveix per accedir a màquines remotes a través 
d’una xarxa de manera segura. Permet controlar totalment la computadora mitjançant un 
intèrpret d’instruccions, tot i que pot executar programes gràfics en entorns Unix i X-
Windows. També permet la transferència de fitxers de manera segura. La diferència de 
SSH amb altres protocols de comunicació és que SSH utilitza tècniques de xifrat que 
fan que la informació que viatja pel medi de comunicació no sigui llegible i cap tercera 
persona no pugui descobrir l’usuari, ni la contrasenya de la connexió, ni el que s’escriu 
durant tota la sessió (tot i que és possible manipular la informació entre els destins). 
  
 Existeixen dos versions bàsiques de la implementació del protocol SSH: SSHv1 
(propietària, vulnerable a atacs del tipus Man in the middle, permet mètodes 
d’autentificació més diversos i és la versió amb un millor rendiment) i SSHv2 també 
coneguda com a openSSH (incompatible amb SSHv1, no hi ha “forats” de seguretat, 
llicència open source)[7][8]. 
 
 En el cas d’aquest projecte, la implementació del protocol escollit pel programa 
de gestió de radars és SSHv2, versió que té instal·lada el sistema operatiu sobre el qual 
funciona l’anomenat programa. 
 
2.5.2. Funcionament (SSHv2) 
 
 Tota la comunicació es realitza utilitzant un canal encriptat. Aquest canal 
s’estableix de la següent manera[7][9]: 
 
1) Cada host té una clau RSA de, en general, 1024 bits. Aquesta clau és 
específica del host. 
2) Cada vegada que s’intenta fer una connexió SSH es genera una clau 
RSA de 768 bits que mai es guardarà en el disc. Aquesta clau la 
genera el SSHD (SSH Daemon). 
 
Quan un client es connecta a un host aquest li passa les seves claus públiques (la 
seva pròpia i la generada pel dimoni SSHD), i el client compara la clau del host amb 
una base de dades per veure si és correcta. Si la clau no coincideix o mai s’ha establert 
una connexió contra aquest host el client demanarà confirmació a l’usuari abans de 
continuar. 
 
A continuació el client genera un número aleatori de 256 bits i l’encripta amb les 
claus públiques del host i l’hi envia. El host només podrà llegir aquest número 
coneixent la seva pròpia clau privada i la clau privada generada pel dimoni (mai 
guardada al disc i descartada cada hora pel SSHD). 
 
A partir d’aquest moment, tota la comunicació es realitza encriptant la 
informació amb el número de 256 bits que ha generat el client. En general, l’algoritme 
d’encriptació per defecte del openSSH és 3DES. 





 Tot seguit, es valida l’usuari, que inicia sessió al host de manera remota i segura. 
 
2.6. IRIS (Interactive Radar Information System) 
 
IRIS (Interactive Radar Information System) és el nom que rep el software 
fabricat per la companyia Vaisala (empresa d’origen finlandès), a través de la seva filial 
SIGMET (SIGnificant METeorological information). És un software específic pels 
radars meteorològics. El programa IRIS fa funcionar els radars (sempre segons els 
paràmetres que se li configurin) i, a partir de les dades que proporcionen, mostra els 
diferents PPI per pantalla. També proporciona una interfaç gràfica molt potent amb una 
sèrie d’utilitats i aplicacions que, entre altres coses, permeten el control (també de 
manera remota) dels sistemes dels radars meteorològics, el seu monitoratge, diferents 
tipus de calibratges (de l’emissor, del receptor...), etc. A l’ANNEX 1 es pot trobar el 
document de presentació del IRIS amb algunes captures de pantalla del programa i de 
les seves utilitats. 
 
El programa IRIS està dissenyat per a estacions de treball que utilitzin UNIX, i 
proporciona les indicacions per ser instal·lat sobre el sistema operatiu RHEL (Red Hat 
Enterprise Linux). També és totalment compatible amb les computadores RCP i RVP 
(proporcionats per la companyia Vaisala).  
 
Per només veure les imatges dels radars la llicència del programa IRIS és 
gratuïta, però pel control dels radars cal comprar un altre tipus de llicència. 
 
Els radars meteorològics ubicats a Espanya, tant del SMC com del INM 
























































3.1. Descripció del problema 
 
Existeixen 4 radars meteorològics a Catalunya situats a posicions estratègiques 
per tal de cobrir el màxim territori possible. Les imatges generades per aquests radars es 
pretén que siguin venudes a certes empreses que les precisin, de manera que si no hi ha 
imatges dels volums generats en temps real pels radars, aquests no es rendibilitzaran. 
Així doncs, es necessita una xarxa suficientment robusta per les dades dels radars i d’un 
monitoratge constant (24 hores al dia tots els dies de l’any). 
 
 La xarxa per les dades dels radars també ha de tenir la suficient capacitat com 
per a que es puguin transmetre les dades generades pels radars i com per a que no hi 
hagi dificultat a establir connexions de control (connexions SSH) per part dels tècnics 
assignats al seu manteniment i monitoratge. També és necessari que tota la informació 
generada, tant per part dels radars com per part dels processos monitoradors, es guardi 
en discs durs. 
 
3.2. Requisits de la xarxa de radars meteorològics 
 
En general, els radars meteorològics es troben a llocs poc accessibles, lluny de 
les poblacions i dalt de muntanyes, per tal de tenir una bona visibilitat sense obstacles i 
de cobrir el màxim territori possible. Així doncs, l’opció més factible és una xarxa sense 
fils formada per radioenllaços i un punt central que recollirà totes les comunicacions. 
Aquest punt ha de tenir dos característiques molt importants: una bona visibilitat (per tal 
de minimitzar el número de radioenllaços) i infraestructures per a una xarxa de sortida 
de les dades d’alta velocitat (mitjançant fibra òptica). Aquest punt s’anomenarà node 
d’accés perquè serà el punt d’accés entre la xarxa dels radars i l’exterior. Un bon 
exemple de node d’accés podria ser la Torre de Collserola: hi ha molt bona visibilitat 
pels radioenllaços i la infraestructura permet la sortida de les dades a alta velocitat. 
 
 Es proposa una xarxa sense fils amb una portadora a 7GHz (banda assignada a 
serveis de radioenllaços fixos per la CNAF, vegeu ANNEX 2, UN-58), amb 
redundància 1+1 (dos unitats de ràdio amb un splitter a cada paràbola) per a més 
seguretat durant la transmissió (si falla una unitat de ràdio queda l’altra). 
 
3.2.1. Requisits de capacitat de la xarxa 
 
 Els radars en qüestió generen cada 6 minuts 3 arxius de volum: 
 
• PPI_Vol. A: llarg abast. Triga uns 20 segons a ser generat. 
• PPI_Vol. B: mig abast. Triga uns 2 minuts i 5 segons a ser generat. 
• PPI_Vol. C: curt abast. Triga uns 2 minuts i 45 segons a ser generat. 
 
Aquests volums es diferencien en les elevacions utilitzades per confeccionar-los 
i en els polsos emesos per l’emissor a cadascun d’ells. Durant la resta de temps que falta 
per completar el cicle de 6 minuts (al voltant de 50 segons) el radar efectua algunes 
proves de soroll (durant uns 20 segons; generen arxius més petits) i encara sobra una 
mica de temps per deixar la possibilitat de fer altres feines que se li puguin demanar de 
manera puntual. 
 





Cada volum ocupa una mitjana de 270KB. Tenint en compte que per a 
transmetre les dades s’utilitza SSH, que s’han d’afegir bits de capçalera, control i 
redundància s’arrodonirà a 300KB el que ocuparà un volum generat per un sol radar. 
Ara bé, tenint que el volum A és el que menys triga a realitzar-se (només 20 segons) 
però hi ha la possibilitat d’enviar-lo durant 2 minuts i 5 segons (que és el temps que 
triga el volum B a ser generat i començar a ser enviat), el volum que més velocitat de 
transmissió necessita és el volum C, que només té 50 segons per a ser enviat, tenint en 
compte que la mostra de soroll no s’hagi d’enviar i que no s’hagin demanat altres feines 
al radar que també generin dades a enviar. Com que s’han de tenir en compte totes les 
possibilitats, es calcularà la velocitat mínima de transmissió de les dades per a que es 

















Equació 10. Velocitat de transmissió mínima teòrica per passar els volums del radar al node d'accés sense 
col·lisions a la sortida de la instal·lació. 
 
 La velocitat de transmissió mínima teòrica calculada no contempla alguns 
aspectes importants com poden ser: 
 
- S’han de poder garantir connexions remotes manuals (mitjançant SSH) als 
radars amb velocitats acceptables. 
- Durant una connexió manual a un radar ha d’existir la possibilitat que es 
demani la retransmissió d’uns quants volums de dades mentre el radar genera 
i envia els arxius que toca. 
- Ha d’existir la possibilitat de realitzar vàries retransmissions de les dades per 
si durant la transmissió hi ha fadings o interferències al canal de 
comunicació. Cal recordar en aquest punt que els radars meteorològics es 
troben dalt de muntanyes,  zones més aviat inhòspites per a la transmissió de 
dades sense fils especialment en condicions meteorològiques adverses. 
- Es pretén monitorar tant la xarxa com cadascun dels radars, cosa que farà 
que es generi un tràfic addicional de dades que encara no s’ha calculat. 
- La redundància 1+1 dels radioenllaços, que fa que es transmetin el doble de 
dades cada vegada. 
- Tot i que en aquest cas cada radar comptarà amb la seva pròpia xarxa de 
radioenllaços dedicada (donat que estan ubicats en zones molt diferents entre 
sí) cal tenir en compte la possibilitat d’ampliació de la xarxa de radars 
meteorològics i/o d’altres serveis que potser podrien aprofitar la xarxa de 
radioenllaços ja muntada d’algun dels radars, de manera que es deixarà espai  
per a equips addicionals als armaris de transmissió i als suports on es 
col·loquin les paràboles. 
- Es dissenyarà la xarxa per a que admeti altres connexions fixes a les quals 
s’hagin d’enviar volums per si en algun moment fos necessari enviar les 








a) La xarxa ha de poder suportar fins a 4 connexions fixes (incloent-hi en 
aquestes la connexió al node d’accés) on enviar volums, cosa que implica 
que s’enviaran 4 vegades més dades en el mateix temps. 
b) S’han de poder suportar dos connexions manuals des del node d’accés. El 
tècnic assignat a la tasca de monitorar els radars ha de poder fer una 
connexió des de la seva estació mòbil, i se’n permet una altra per si és 
necessària una connexió des del centre de teledetecció del Servei 
Meteorològic de Catalunya. Durant 2 connexions manuals simultànies s’ha 
de poder admetre la retransmissió de dades de manera simultània. Això fa 
que durant uns instants de temps 2 volums més hagin de compartir la xarxa 
amb les dades que s’estiguin enviant. 
c) Com que els enllaços tindran redundància 1+1 s’enviaran el doble de dades 
del total calculat. 
d)  Es demanarà que es puguin fer 2 retransmissions de les mateixes dades per 
si les condicions del canal no són bones. Cal tenir en compte que aquestes 
retransmissions es poden donar en qualsevol moment, per tant, el temps per a 
transmetre les dades considerant el pitjor cas es veurà dividit per un factor 2. 
Es podrien demanar més retransmissions, però si es deuen a que ha “caigut” 
el canal per males condicions meteorològiques les transmissions seran 
errònies fins que canviïn aquestes condicions (i és molt probable que hagi de 
passar bastant de temps per a que això succeeixi), i si es tracta d’un fading 
momentani (per exemple perquè la línia de vista entre radioenllaços ha 
quedat obstruïda durant uns moments) 10 segons és temps suficient com per 
a que les condicions canviïn. 
 
Es calcula així la velocitat mínima teòrica necessària tenint en compte tots els 
requisits anomenats fins ara: 
 
 4 connexions fixes: 300KB·4=1200KB=9600Kbits 
 2 connexions manuals simultànies: 300KB·2=600KB=4800Kbits 
 Redundància 1+1: multiplicar per 2 el total de dades a transmetre 
 2 retransmissions per males condicions del canal: en comptes de transmetre en 
20 segons totes les dades s’hauran de transmetre en aproximadament 10 segons. 
 






Equació 11. Velocitat de transmissió mínima teòrica condicionada pels requisits 
 
 Per tant,  es contractaran dos E1, de manera que s’establirà la velocitat de 
transmissió a 4096Kbps. Dels E1 s’ocuparan 47 canals (més 4 canals de 
senyalització). 
 
3.2.2. Requisits de capacitat d’emmagatzematge 
 
Cal tenir en compte que els volums generats s’han d’emmagatzemar per a 
posteriors consultes, així doncs, per a cada radar cada 6 minuts s’hauran 
d’emmagatzemar KBvolumsKB 16203270 =⋅ , que s’arrodoneixen a 1’5MB. Això 
implica que en una hora es generaran 15MB de dades, en un dia 360MB i durant un any 
uns 130GB només pel que respecta a la generació de dades d’un radar. Tenint en 





compte que hi ha 4 radars meteorològics a la xarxa que es vol caracteritzar es 
necessitarà que en un any s’emmagatzemin (només tenint en compte les dades 
generades pels radars) 520GB d’informació total. 
 
3.2.3. Requisits del programa de monitoratge 
 
 Abans que res cal pensar el llenguatge en què es farà el programa. Les qüestions 
a tenir en compte són: 
 
1) Els programes que controlen els radars funcionen sobre el sistema 
operatiu Red Hat Enterprise Linux. 
2) La interfície gràfica ha de ser mínima, donat que es tractarà d’un 
programa que funcioni de manera automàtica una vegada s’hagi posat 
en marxa. 
3) El programa serà controlat per tècnics especialitzats. Haurà de ser 
entenedor, però no pensat per a persones no qualificades. 
4) Haurà de consumir pocs recursos del sistema. Les màquines on 
s’instal·larà el programa tenen com a objectiu fer funcionar altres 
processos i, com que es busca monitorar el radar de manera 
ininterrompuda caldrà utilitzar processos residents a la màquina. Així 
doncs, s’intentarà que el programa de gestió i monitoratge carregui el 
sistema el mínim possible. 
5) S’ha de carregar mínimament la xarxa de dades per tal que ni les 
aplicacions automatitzades ni els tècnics que la utilitzin notin una 
reducció de la velocitat de la informació. Cal recordar que la xarxa de 
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4.1. Disseny proposat per la xarxa dels radars1 
 







Figura 5. Elements de la xarxa a les instal·lacions de radar 
 
 Segons calgui també faran falta estacions repetidores entre l’estació radar i el 
node d’accés. Es dissenyaran repetidors actius: amplificaran en FI i reenviaran les dades 
(no desmodularan ja que no es necessita que introdueixin nous canals). L’esquema 
d’aquestes estacions es simplifica com a una paràbola que rep el senyal, un amplificador 





Figura 6. Esquema d'una estació repetidora 
 














Figura 7. Esquema d'elements de la xarxa en el node d’accés 
 On: 
 
 SMU (Switch Multiplex Unit): Unitat multiplexora/demultiplexora i 
commutadora. 
 MMU (ModemUnit): Mòdem. Les MMU que es proposen són 4x2/8 
(8Mbps). Així doncs, les SMU hauran de ser de 8x2 Mbps. 
                                                 
1
 Cal especificar que el model de xarxa descrit a continuació no és el model de la xarxa dels radars 
meteorològics del Servei Meteorològic de Catalunya (que és privat i confidencial). La xarxa que es 
representa en aquest projecte és una xarxa “ideal” dissenyada pel projecte per tal de complir amb els 
requisits proposats. 


































 A més, hi haurà una targeta que proporcionarà canals pel control i 
supervisió, i alarmes externes: SAU (Service Access Unit) Exp2, 
equipada amb dos ports d’alarma remota. 
 RAU (RAdio Unit): Unitat de ràdio. 
 Router: Router multiservei i d’alta seguretat. Haurà d’acceptar 
connexions entrants mitjançant VPN d’alta seguretat. També ha de 
fer les funcions de firewall per impedir connexions no desitjades. 
 Servidor S1: Servidor que rep totes les dades i que les envia als 
clients. Aquest servidor també necessitarà un firewall per tal d’evitar 
intrusions no desitjades. 
 Servidor S2: Servidor de suport del servidor S1. Serà exactament 
igual que el servidor S1 (també amb el mateix tipus de firewall) i farà 
les mateixes funcions en cas de fallada del servidor S1 (serà 
l’encarregat de rebre i enviar les dades alhora que monitorar els 
radars i la xarxa). 
 
La capacitat màxima dissenyada pels radioenllaços és de 8Mbps per a 
transmissió i recepció, per tant, hi haurà 4Mbps per a transmissió i 4Mbps per a 
recepció de dades. 
 
En el node d’accés Les línies des de les SMU dels radioenllaços al router seran 
de 2Mbps, ja que la redundància 1+1 només és necessària en el cas de la part de la xarxa 
sense fils.  
 
 Des del router cap als servidors les línies hauran de tenir una capacitat mínima 
de 8Mbps (donat que només hi ha 4 radars), però per tractar-se d’una LAN la capacitat 
serà de 100Mbps (velocitat que permetran els ports del router i les targetes de xarxa de 
S1 i S2). 
  
 Les línies cap a l’exterior reenvien el tràfic necessari a tots als servidors de les 
empreses que hagin contractat els serveis dels radars meteorològics i les velocitats de 
transmissió de dades de sortida del node d’accés cap a l’exterior dependran de la 
quantitat de clients, però haurà de tractar-se de línies de molt alta capacitat com per 
exemple fibra òptica. 
 
4.2. Eines de monitoratge integrades al IRIS 
 
 Les eines de monitoratge que el software IRIS posa a disposició dels usuaris són 
molt bàsiques: irisnet i bitex. 
 
 Irisnet és una aplicació que mostra l’estat dels radars mentre existeixi una 
connexió entre la màquina on s’executa irisnet i la xarxa dels radars. Quan hi ha un 
problema es mostra un avís de manera visual a la pantalla. Hi ha diferents nivells 
d’alarmes segons l’estat del radar i de les seves instal·lacions (més o menys crític). El 
nivell de la majoria d’alarmes es pot configurar. 
 
 
















Imatge 16. Pantalla de la utilitat IRISNET 
 
 Es pot observar que la pantalla del irisnet presenta diferents maneres 
d’assenyalar l’estat de cadascun dels radars. A continuació es poden veure els diferents 
avisos que pot generar el programa i el que signifiquen prenent com exemple la Imatge 
16: 
 
o Antena de radar sobre fons verd sense cap creu, com per exemple PDA: 
Tot està funcionant de manera correcta. 
o Fons de color verd amb una creu groga, com a LMI: Hi ha alguna alarma 
de baix nivell (no té per què desembocar en cap problema pel 
funcionament del radar) a la instal·lació, com una porta oberta. 
o Fons de color verd amb una creu vermella, com a PBE: Alarma que pot 
arribar a comportar problemes al funcionament del radar, com per 
exemple foc, temperatura alta o baixa, no hi ha xarxa elèctrica, alarma 
global del SAI, alguna alarma de l’emissor, entre d’altres. 
o Fons de color groc: El radar està parat. No informa de les condicions de 
les instal·lacions ni del radar en sí. Simplement indica que hi ha 
comunicació amb el radar i que el programa IRIS no s’està executant. 
o Fons de color vermell, com a CDV: No hi ha comunicació amb el radar. 
 
Una vegada es detecta una alarma gràcies a irisnet cal saber què està passant, 
cosa que aquest programa en general no especifica. A tal efecte cal fer una connexió 
SSH al radar que hagi generat l’esdeveniment (sempre que la connexió sigui possible) i 
executar la comanda bitex. Apareixerà una pantalla que indicarà de manera visual què 
està fallant: 
 











Imatge 18. Pantalla que apareix si es clica sobre “ESTAT DE L’EMISSOR” a la pantalla anterior 
(mostrada a la Imatge 17) 
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En el cas d’alarma els “LED” verds de les pantalles similars a les mostrades a la 
Imatge 17 i a la Imatge 18 passen a ser vermells o grocs, segons sigui el criteri 
programat d’importància (alarma més important color  vermell). 
 
El programa bitex combina algunes alarmes predeterminades al software IRIS 
amb una sèrie de cables de control connectats a les sortides d’error dels elements que 
conformen tota la instal·lació de radar i amb uns relés que s’activen indicant així si es 
dóna algun tipus d’alarma. 
 
Així, hi ha integrades al software de control dels radars unes senzilles eines de 
monitoratge, però aquestes eines necessiten que algú estigui monitorant-les al seu torn 
de manera continuada. A tal efecte s’equipa un tècnic amb un ordinador portàtil des del 
qual pugui connectar-se mitjançant una VPN a la xarxa de radars i cal que el tècnic 
estigui atent a les imatges generades i al programa irisnet per tal de detectar i mirar de 
corregir els problemes que puguin sorgir quant abans millor. El software instal·lat no 
efectua cap operació sobre els dispositius monitorats, sempre ha d’actuar el tècnic sobre 
ells (per parar-los, reiniciar-los, etc.). 
 
4.3. Programa de monitoratge alternatiu 
 
 Per alliberar els tècnics encarregats de la vigilància dels radars i poder tenir un 
monitoratge durant les 24 hores del dia es planteja realitzar un programa de gestió que 
controli de manera continuada el comportament dels radars i que avisi les persones 
indicades en el cas de detectar qualsevol anomalia per tal de solucionar-la quant abans 
millor. 
 
4.3.1. Històric d’avaries i actuacions 
 
 A l’ANNEX 3 es pot veure un arxiu amb un extracte de l’històric de problemes 
tècnics i intervencions als radars meteorològics des dels inicis de la seva posada en 
marxa fins a finals de 2009. Les avaries, bàsicament, es poden classificar en: 
 
- Emissor: s’agruparan en aquesta categoria tots els problemes relacionats 
amb l’emissor, el TWT (que es troba a l’emissor) i la intensitat del senyal. 
- Software: En aquest apartat es llistaran tots els problemes derivats del 
software (IRIS, Red Hat...) i dels ordinadors (RCP i RVP). 
- Comunicació: Pèrdua de la comunicació amb el radar. Entre altres coses es 
pot deure al malfuncionament d’algun aparell i a la pèrdua total de xarxa 
elèctrica a les instal·lacions del radar. 
- Antena: Avaries relacionades amb reductores, motors, sincros, etc. 
Qualsevol problema mecànic que no permeti a l’antena assolir la posició 
desitjada. 
- Altres: Enumeració dels problemes relacionats amb els aires condicionats, 
els SAI, les temperatures (massa baixes o massa altes), etc. En general, la 
resta de problemes que no es poden classificar en els anteriors grups. 
 
Segons aquesta classificació i l’extracte de l’històric d’avaries i actuacions de 
l’ANNEX 3 el percentatge aproximat que ha passat cada agrupació d’avaries es pot 
resumir en una taula: 
 










































No es generen 
volums. Alarma a 
irisnet. 
Reiniciar 




són de la mateixa 
porció de terreny. 
L’antena no 
respon. Alarmes a 
irisnet i bitex. 
Canviar alguna 
peça de l’antena 
(motor, 
reductora, etc.). 





Alarma a Irisnet 
Comprovar els 
radioenllaços. Unes hores. 
Altres 1 Alarmes a Irisnet i bitex. 
Anar a la 
instal·lació radar Un dia. 
Taula 2. Característiques de les avaries 
*El nivell d’importància de l’alarma creix juntament amb el número (per exemple, una alarma de nivell 3 
és més crítica que una alarma de nivell 2). El nivell 3 implica una avaria que afecta la generació de dades 
del radar de manera immediata i el desplaçament d’un tècnic a la instal·lació radar. El nivell 2 implica una 
avaria que afecta la generació de dades del radar de manera immediata, però que l’avaria, en general, es 
pot solucionar de manera remota. El nivell 1 d’alarma implica una avaria que no afecta directament la 
generació de volums del radar de manera immediata. En general implica un desplaçament per part d’un 
tècnic a les instal·lacions radar, tot i que en algun cas potser es pot solucionar de manera remota. 
 
**L’actuació no sempre és igual perquè els casos poden ser diferents i s’han d’esbrinar les causes que 
han provocat l’avaria, però aquí s’especifica el procediment que es fa inicialment i de manera general. 
Això implica que els temps aproximats de reparació també són aproximats. 
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4.3.2. Decisions sobre el programa de monitoratge 
 
Amb els requisits inicials que es demanen al punt 3.2.3. Requisits del 
programa de monitoratge es decideix que el llenguatge de programació escollit serà C 
sobre Linux. Tot i que existeixen altres llenguatges de programació que permeten 
millors interfícies gràfiques ja s’ha comentat que no és un tret determinant en aquest 
cas. Només es necessita un programa senzill (evitant consumir massa recursos del 
sistema) i robust (a la llarga el programa serà l’únic encarregat de monitorar els radars i 
d’avisar en cas de problemes). A més, el llenguatge C sobre Linux s’integra 
perfectament en el sistema operatiu sobre el qual es vol fer funcionar: es pot editar el 
codi, compilar-lo i debugar-lo sense haver d’instal·lar software addicional al sistema. 
 
 També es decideix que, per tal de no generar un excés de tràfic de dades i per 
consumir els mínims recursos del sistema possibles, el programa de monitoratge només 
controlarà un de cada tres volums generats i, si aquest volum és correcte s’assumirà que 
els altres 2 volums generats dins del mateix interval de 6 minuts també són correctes. 
També s’assumeix que si un volum és erroni els següents també ho seran. Per tant, els 
processos encarregats del monitoratge només enviaran un de cada tres volums al 
servidor (el volum analitzat) i només analitzaran els esdeveniments que s’hagin produït 
una vegada cada 6 minuts. Així doncs, el màxim temps de resposta del programa davant 
d’un problema serà de 6 minuts. És un temps raonable donat que d’aquesta manera 
s’aconsegueix que tant la càrrega que suposa per a la xarxa com per al processador del 
RCP decreixi en un 66% en comparació amb un monitoratge constant. 
 
4.3.3. Estructura del programa de monitoratge 
 
 Es pretén crear un programa que monitori de manera remota (des dels servidors 
S1 i S2) i mitjançant processos agents tant els radars com la seva xarxa. També 
s’encarregarà d’emmagatzemar el seu propi “log” d’errors, els volums analitzats i un 
històric amb les alarmes generades. 
 
 El programa constarà d’un sol procés principal i de varis processos agents (un 
per a cada radar). 
  
 El procés principal o managing process estarà ubicat en el servidor S1 i S2 (per 
si hi ha problemes a S1) i rebrà els esdeveniments que generi cadascun dels agents 
mitjançant una connexió SSH. El managing process gestionarà els esdeveniments, 
decidirà el tipus d’esdeveniment que serà i el seu nivell d’importància. També 
gestionarà els avisos als tècnics de radar. A més, monitorarà la xarxa i el funcionament 
dels agents, de manera que si algun procés agent deixa de funcionar el reiniciarà. 
 
Els processos agents no tindran la capacitat de generar avisos als tècnics, només 
podran enviar informació al managing process. Estaran ubicats als ordinadors 
(concretament als RCP) de cadascun dels radars i seran els encarregats de recollir 
informació dels radars, enviar-la per a que s’emmagatzemi al servidor adequat i 
analitzar-la per enviar automàticament el resultat de l’anàlisi al managing process. 
 





Els managed objects seran cadascun dels radars meteorològics de la xarxa. Com 




a) Nom: Identificador de l’estació de radar. 
b) Estat de cadascun dels esdeveniments (tant informatius com 
d’alarma). Cada esdeveniment pot estar en condicions normals (OK) 
o en condicions anormals (cal notificar l’esdeveniment). 
c) Estat de les alarmes (actiu o inactiu). 
d) Estat de la xarxa (hi ha comunicació o no hi ha comunicació). 
 
• Operacions:  
 
a) Canvi de l’estat de les alarmes (activar-les o desactivar-les). 





























Figura 8. Esquema de la xarxa pel monitoratge dels radars meteorològics 
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4.3.4. Classificació i anàlisi dels esdeveniments generats 
 
 Si es prenen com a base l’històric d’avaries, l’experiència i els paràmetres 
monitorats pel irisnet i pel bitex tots els esdeveniments es classificaran en 
esdeveniments d’alarma i esdeveniments informatius. Dins d’aquesta classificació es 
tornaran a classificar segons el seu nivell d’importància: 
 
- Esdeveniments d’alarma: Esdeveniments que afecten directament el 
monitoratge, la generació i l’enviament de dades dels radars. 
 
o Nivell 1: Alarma de baix nivell.  
 
DESCRIPCIÓ: En general, aquest tipus d’esdeveniment s’ha de 
poder resoldre de manera automàtica sense la intervenció del tècnic de 
radar o, simplement, avisant el client i que, si és necessari, es posi en 
contacte amb l’empresa que hagi de gestionar la reparació adequada. 
 
ACTUACIÓ DEL TÈCNIC: L’actuació del tècnic de gestió de radars 
amb aquest tipus d’alarmes serà simplement donar avís. 
 
ESDEVENIMENTS QUE PROVOQUEN AQUESTA ALARMA: 
 
a) Pèrdua de comunicació amb el radar, que pot ser deguda a la 
caiguda d’algun radioenllaç (en qualsevol cas seran 
reparacions que haurà d’efectuar un altre tècnic).  
b) Pèrdua total d’energia elèctrica al radar (en aquest cas passarà 
a ser de nivell 3, ja que els radars compten amb SAI i grup 
electrogen per evitar aquesta situació). 
c) Pèrdua del procés agent en algun radar, que provocarà el seu 
rellançament automàtic. Si el procés agent es “penja” de 
manera reiterada és indicatiu que hi ha algun problema 
d’inestabilitat a la màquina, per tant, l’alarma passarà a ser de 
nivell 2. 
 
o Nivell 2: Alarma de nivell mig. 
 
DESCRIPCIÓ: L’esdeveniment requereix la intervenció del tècnic de 
radars, però s’ha de poder resoldre de manera remota i en poc temps 
(menys de 3 hores). 
 
ACTUACIÓ DEL TÈCNIC: Avisar el client i mirar de solucionar 
l’anomalia que ha provocat l’alarma en el mínim temps possible i de 
manera remota. Mirar d’esbrinar les causes de l’alarma. 
 
ESDEVENIMENTS QUE PROVOQUEN AQUESTA ALARMA: 
 
a) Alarmes de nivell 1 que han passat a nivell 2. 
ACTUACIÓ DEL TÈCNIC: Connectar-se de manera remota a la 
màquina que presenta problemes i, en cas de no observar cap 
anomalia, desconnectar el procés agent que doni problemes per a 





que no saturi la màquina i esbrinar les causes del mal 
funcionament del procés agent. 
 
b) Emissor parat. 
ACTUACIÓ DEL TÈCNIC: Connectar-se de manera remota al 
radar i tornar a iniciar l’emissor. Si d’aquesta manera el tècnic no 
aconsegueix que l’emissor s’iniciï de manera correcta aquesta 
alarma passarà a nivell 3. 
 
c) No es generen nous volums. 
ACTUACIÓ DEL TÈCNIC: Si no és possible reactivar l’estació 
de manera remota aquesta alarma passarà a nivell 3. 
 
o Nivell 3: Alarma crítica. 
 
DESCRIPCIÓ: No és possible actuar de manera remota o s’han 
esgotat totes les possibilitats i es requereix un desplaçament a les 
instal·lacions radar. En molts casos també es requereix material de 
recanvi que pot trigar més d’un dia en ser instal·lat correctament. 
 
ACTUACIÓ DEL TÈCNIC: Avisar el client. Una vegada s’hagi 
assegurat completament que no pot solucionar res de manera remota 
s’haurà de desplaçar a la instal·lació que doni problemes amb els 
recanvis i les eines necessaris. 
 
ESDEVENIMENTS QUE PROVOQUEN AQUESTA ALARMA: 
 
a) Alarmes que provenen de nivells inferiors. Si prové directament 
del nivell 1 vol dir que no hi ha possibilitat de connexió amb el 
radar (perquè no hi ha comunicació i no hi ha cap radioenllaç amb 
problemes). 
b) L’antena no aconsegueix assolir la posició desitjada. Indica un 
problema mecànic a l’antena. 
c) Altres causes (peces trencades, caiguda de llamps...). 
 
- Esdeveniments informatius: Esdeveniments que, a priori, no afecten la 
generació ni l’enviament de dades, ni el monitoratge dels radars, tot i que cal 
que siguin solucionats el més aviat possible. 
 
o Nivell 1: Informació d’escassa importància. A priori no es necessita 
l’actuació de cap tècnic. Tampoc no cal avisar el client. 
 
CASOS TÍPICS: Es reactiva l’alarma per a un determinat radar, 
portes obertes, etc. En general aquests esdeveniments es deuen a personal 
de manteniment de les instal·lacions i a la tornada a la normalitat de les 
funcions del radar. 
 
o Nivell 2: Informació d’esdeveniments que en determinades 
circumstàncies podrien arribar a afectar la marxa del radar i 
necessitar l’actuació d’un tècnic. 




ACTUACIÓ DEL TÈCNIC: Avisar el client. 
 
CASOS TÍPICS: Temperatura (massa alta o massa baixa), tall a la 
xarxa elèctrica a l’entrada de la instal·lació, grup electrogen engegat, 
humitat excessiva... 
 
o Nivell 3: Esdeveniments que poden arribar a representar problemes i 
esdeveniments d’alarma de qualsevol nivell. 
 
ACTUACIÓ DEL TÈCNIC: Avisar el client. Solucionar la causa de 
l’esdeveniment. 
 
CASOS TÍPICS: alarma global del SAI, protecció de sobretensions 
en mal estat, Falla algun diferencial.... 
 
4.3.5. Funcionament del programa de monitoratge 
 
 El programa s’ha anomenat autocontrol, i, a la seva versió final consta de 3 
scripts diferents: 
 
1) El script que és el procés agent: agent_script. 
2) Un script resident que és una part del managing process: resident_script. 





Com ja s’ha vist, un radar genera 3 volums cada 6 minuts. Aquests volums en 
realitat són 3 arxius que es guarden en un directori concret de l’arbre de directoris. La 
resta d’arxius que genera el radar deguts a la resta de processos que fa durant els 6 
minuts de cada operació es guarden en altres directoris. 
 
El agent_script es pot instal·lar sobre qualsevol radar que utilitzi el sistema IRIS 
sobre RHEL pel seu funcionament. És un procés resident i està configurat per ser 
instal·lat tant al RCP del radar com al RVP en el cas que el radar només tingui RVP. En 
el cas que s’exposa es va instal·lar al RCP. La seva feina consisteix a analitzar cada 6 
minuts el darrer volum generat pel radar. Una vegada analitzat envia el volum a un 
directori del servidor S1 mitjançant SSH (instrucció scp de LINUX). També realitza 
una connexió SSH amb el servidor S1, fa una crida al manage_script i li passa el 
resultat de l’anàlisi del volum en forma de paràmetres. Mitjançant aquest anàlisi del 
volum generat l’agent pot detectar si és el mateix volum analitzat anteriorment, si 
l’emissor està parat i si l’antena no aconsegueix assolir la posició desitjada. 
 










Imatge 19. Estructura de la crida que fa el agent_script al manage_script 
 
 On:  
 Nom Crida: Nom del manage_script. 
 Identificador: Identificador del radar que controla el agent_script. 
 Paràmetre: Paràmetre resultant de l’anàlisi de l’arxiu de volum per part 
del agent_script. Aquest paràmetre és interpretat pel manage_script. Els 
paràmetres que pot enviar el agent_script al manage_script són: 
o Paràmetre val -3: L’antena del radar indicat no assoleix la posició 
desitjada. 
o Paràmetre val 0: El radar indicat no genera noves dades. 
o Paràmetre val 1: L’emissor del radar de l’identificador donat s’ha 
aturat. 
o Paràmetre val 2: Es desactiva el procés agent del radar de 
l’identificador. No es generaran més alarmes per part de l’agent. 
o Paràmetre val 3: Tot és correcte/Es reactiva l’alarma (segons 
decideixi el managing process) al radar donat. 
o Paràmetre val 4: Es pot reactivar l’alarma al radar. 
Cal remarcar que el managing process té altres funcions a més de la 
interpretació dels paràmetres indicats, com per exemple, controlar el 
funcionament dels agent_script, controlar el funcionament de la xarxa, 
desactivar alarmes, etc. 
 
Tots els processos del programa autocontrol tenen control d’errors. En aquest 
cas, si algun agent deixa de funcionar correctament, abans de deixar de funcionar 
totalment s’escriurà l’error capturat en un “log” d’errors, un arxiu de text ubicat en el 




 Aquest script és resident i forma part del managing process i, per tant, s’executa 
al servidor S1. És l’encarregat de monitorar la xarxa i els agent_script de manera 
contínua. Actualment està configurat per fer un anàlisi de la xarxa i dels agents cada 6 
minuts. 
 
 Aquest script llegeix també un arxiu on hi ha els identificadors de tots els radars, 
el moment en què s’ha enviat el darrer anàlisi de cada agent (any, mes, dia, hora i 
minut) i un FLAG que mostra si les alarmes relatives al radar s’han desactivat. 
 
 Per tal de controlar la informació relativa a tots els radars s’ha programat un 
vector d’estructures Tradar. Quan es detecta que hi ha un nou radar a monitorar es crea 
una nova estructura que s’ubicarà a la primera posició lliure del vector d’estructures 
(Tvector_radars). Si algun dels radars desapareix perquè ha de deixar de ser monitorat 
s’esborra la posició que ocupava al vector d’estructures per a que pugui ser ocupada per 
Nom Crida Identificador Paràmetre 
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un nou radar. Els camps de tots els radars es van actualitzant a cada monitoratge 




















Figura 9. Fragment del codi del resident_script on es mostra la definició de l'estructura creada per a cada 
radar i el vector d'estructures 
 
 Si es detecta un nou radar, que algun radar ha deixat de ser monitorat o 
qualsevol anomalia tant de la xarxa com d’algun agent es fa una crida al manage_script 
amb els paràmetres adients per notificar l’esdeveniment que toqui. 
 
 Si es detecta que un procés agent ha deixat de funcionar però que hi ha xarxa 
reiniciarà el procés agent que no estigui funcionant i també realitzarà una crida al 
manage_script amb els paràmetres que toqui per tal d’informar convenientment. 
 
 Si el resident_script deixa de funcionar correctament i l’error es pot capturar, a 
més del “log” d’errors, està programat per mirar de fer una crida al manage_script amb 
els paràmetres indicant que ha deixat de funcionar. 
 
 Les crides al manage_script presenten el mateix format que el mostrat a la 




 Aquest script també forma part del managing process. Estarà instal·lat al 
servidor S1 i no serà resident, sinó que s’executarà cada vegada que s’efectuï una crida 
al script. Les seves tasques són: 
 
1) Rebre i validar els paràmetres de cada crida que se li efectuï: 
identificador i resultat de l’anàlisi/paràmetre d’esdeveniment. 
2) Analitzar els paràmetres per tal de decidir si es tracta d’algun 
esdeveniment. En el cas que així sigui decidirà de quin tipus és 
l’esdeveniment (informatiu o d’alarma i de quin nivell). 
typedef struct{ 
  
 char nom[NOMRADAR];//Nom del radar 
 int any;   //Darrer any d'actualitzacio 
 int mes;   //Darrer mes d'actualitzacio 
 int dia;   //Darrer dia d'actualitzacio 
 int hora;   //Darrera hora d'actualitzacio 
 int minut;   //Darrer minut d'actualitzacio 
 int mails;   //Numero de mails que ha enviat aquest radar 
 int ocupat;   //Indica si la posicio esta ocupada (radar actiu) 
 int trobat;   //Indica si s’ha trobat el radar o es nou 















3) Cada vegada que rebi una crida d’algun agent comprovarà que el 
resident_script està funcionant. En cas contrari el reinicialitzarà. 
4) Enviarà un correu electrònic al tècnic encarregat del monitoratge dels 
radars notificant els esdeveniments que hagin pogut ocórrer. 
5) Activar o desactivar les alarmes generades per un agent. Si s’han 
enviat 10 correus electrònics deguts al mateix esdeveniment (implica 
l’enviament de missatges durant una hora) desactivarà l’enviament 
de correus per aquest esdeveniment en concret (notificant aquesta 
decisió al tècnic). 
6) Si hi ha alguna alarma desactivada, quan es detecti que s’han 
solucionat els problemes relatius a aquesta alarma la reactivarà. 
 
A l’actualitat el programa de vigilància envia un correu electrònic d’avís al 
tècnic en qualsevol dels següents casos (sempre s’adjunta l’identificador del radar): 
 
Assumpte Tipus 
esdeveniment Nivell Origen Destí 
Hi ha un nou radar a 





S’ha deixat de 





Pèrdua de comunicació 
amb un radar Alarma 






Ha deixat de funcionar 





Es reinicia el 





Un agent_script ha 





Es reinicia un 





Emissor parat Alarma 
2, 3 si no es pot 






No es generen nous 
volums Alarma 






L’antena no assoleix la 





Es desactiva una 





Es reactiva una alarma Informatiu 1 Managing Process 
Tècnic 
monitorador 
Taula 3. Esdeveniments controlats per autocontrol a la seva darrera versió 
*Aquests esdeveniments no haurien de passar mai. Si es donen vol dir que alguna cosa no funciona bé als 
scripts i s’ha de corregir monitorant-los i mirant el “log” d’errors que s’hagi generat, però no representen 
un problema pel funcionament del radar. Si es donen de manera reiterada en poc temps pot significar que 
la màquina on es troben els processos s’ha tornat inestable per algun motiu i aleshores passen a ser un 
esdeveniment d’alarma de nivell 2. 
 








Imatge 20. Correus enviats per autocontrol durant una pèrdua de comunicació amb el radar CDV i la 

























Imatge 24. Una avaria real al radar PBE que es va acabar solucionant de manera remota. 
 
 Les imatges Imatge 20, Imatge 21, Imatge 22, Imatge 23 i Imatge 24 estan 
extretes d’un compte de correu creat amb l’única finalitat de rebre els correus del 
programa autocontrol. Els missatges són de proves i de casos reals, i es guarden per 
tenir una base de dades de tots els correus generats. 
 





4.3.6. Diagrames de flux del funcionament de ‘autocontrol’ 
 














































Figura 10. Diagrama de flux del procés agent o agent_script 
sleep 6 minuts 
Nou volum generat? 
Sí No 
Executa rutina que 
descodifica l’arxiu generat 
Sí Error? 
 
Identificar el tipus 
d’error 
Envia el volum al servidor 
perquè sigui emmagatzemat 
generat 
No 
Analitza arxiu generat 
descodificat 
Crida al procés 
manage_script 
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Diagrama de flux de resident_script: 
 
En aquest cas es realitza un bucle cada 6 minuts a tot el vector d’estructures de 














































Figura 11. Diagrama de flux de resident_script, part del managing process 
Hi ha noves dades del radar? 
Sí No 
Anàlisi de l’estat de la xarxa per a cadascun 
dels radars continguts al vector d’estructures 
Tradar (Figura 9) cada 6 minuts 
Xarxa OK? 
Sí No Radar amb 
alarma activa? 
Sí No Radar amb alarma de 
xarxa a l’anterior estat? 
Sí 
Cal desactivar 
l’alarma de xarxa? 
Si s’escau es torna 
a reactivar 




Radar amb alarma 








Crida al procés 
manage_script 
 
Si s’escau es torna 
a reactivar 
l’alarma del radar 






















































Figura 12. Diagrama de flux de manage_script, part del managing process 
Tractament de la crida i 
notificació adequada al 
tècnic 
Es genera un 
esdeveniment i una 
notificació al tècnic 
La crida l’ha realitzat un procés agent 
El script resident_script està actiu? 
Sí No 






Identificació i anàlisi de la crida 
 
Sí 
La crida l’ha realitzat resident_script 
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 Als diagrames de flux anteriors cal tenir en compte que si qualsevol dels scripts 
dóna un error en qualsevol moment de la seva execució s’intenta capturar aquest error i 
apuntar la data, l’hora i la seva descripció en un arxiu destinat a tal efecte (“log 
d’errors”). 
  
4.3.7. Comparativa amb SNMP 
 
L’estructura del programa autocontrol és similar al cas de SNMP: hi ha un 
managing process, processos agents i managed objects (els radars). Com en el cas de 
SNMP els agents estan ubicats als dispositius a monitorar. 
 
La primera gran diferència és que SNMP permet la gestió dels diferents 
elements mentre que la versió actual de autocontrol només monitora els dispositius. 
 
 Una altra diferència radica en què els agents de SNMP es limiten a recollir les 
notificacions que creen els managed objects i emmagatzemar la informació per tal de 
posar-la a disposició del managing process, mentre que en el cas de autocontrol 
recullen informació, l’analitzen, envien el resultat de l’anàlisi al managing process i 
envien també la informació analitzada per tal que sigui emmagatzemada als servidors. 
 
La comunicació entre managing process i agents en SNMP es realitza mitjançant 
UDP, un protocol no orientat a connexió, mentre que en el cas de autocontrol es realitza 
per mitjà de SSH, un protocol que utilitza TCP (orientat a connexió) i que, a més, 
encripta les dades que s’envien. 
 
En el cas del managing process es pot observar que és similar (quant a les 
funcions que realitza) a un managing process de SNMP: monitora els dispositius 
administrats, la xarxa i els processos agents; mentre que en el cas de SNMP, a més de 
monitorar, hi pot haver la possibilitat de supervisar i controlar tots aquests elements. 
 
 Altres diferències amb un managing process estàndard SNMP és que en el cas 
del programa autocontrol el managing process rep el diagnòstic dels agents i que no 
l’ha de demanar específicament als agents, sinó que els agents envien la seva informació 
per defecte cada cert temps determinat, i si aquesta informació no ha arribat s’entén que 
l’agent no està fent la seva feina correctament (degut al mal estat de la xarxa o bé degut 
a altres causes). 
 
 Les operacions que realitza el programa de monitoratge (o vigilància) 
autocontrol són similars a les que efectua un programa basat en SNMP: 
 
- Get: Els processos agents obtenen informació dels managed objects que 
envien al managing process, com per exemple l’identificador. El managing 
process també aconsegueix informació de l’estat de la xarxa. Aquesta 
informació es guarda en part a l’estructura Tradar programada al 
resident_script (vegeu la Figura 9) i en part en alguns fitxers auxiliars. 
- Get response: El managing process no demana l’enviament d’informació 
als processos agents, però espera que li enviïn. Si no es dóna aquest 
enviament i la xarxa no presenta problemes aquesta situació serà detectada 
pel resident_script i s’haurà de reiniciar el procés agent corresponent. 





- Set: El managing process pot enviar una ordre. Es pot tractar de l’ordre de 
reiniciar un procés agent, i també pot tractar-se de l’ordre de desactivar o 
reactivar l’enviament de correus deguts a un determinat esdeveniment (es 
realitza mitjançant la modificació d’un FLAG). 
- Create: Es crea un nou objecte a administrar i s’emmagatzema en una 
estructura programada al resident_script (Figura 9). 
- Delete: S’esborra un managed object quan deixa de ser monitorat. La seva 
posició al vector d’estructures podrà ser reutilitzada per un altre nou 
managed object que es creï. 
- Notify: Notificar esdeveniments. Els agents notifiquen esdeveniments al 
managing process. El managing process pot decidir què notificar al tècnic 
encarregat del monitoratge. 
 




La primera versió d’autocontrol no enviava correus, sinó que apareixien 
missatges a l’ordinador del tècnic de radars en una pantalla “terminal” de LINUX. 
Requeria una connexió constant d’aquest ordinador a la xarxa dels radars perquè 
monitorava els volums que arribaven a aquesta màquina i també tota l’atenció del 
tècnic, ja que no deixava de ser una versió primitiva de l’eina irisnet que només 
detectava si es generaven nous volums i si l’emissor estava parat. 
 
No hi havia cap procés agent, només un managing process resident que 
analitzava els volums creats. Com que en aquesta versió el managing process es trobava 
a l’ordinador del tècnic i aquest PC es connecta mitjançant una VPN a la xarxa dels 




 Apareixen les primeres versions dels processos agent (agent_script), però es 
programa un procés agent diferent per a cada radar. Com que des dels radars no és 
possible enviar correus fora de la xarxa es decideix que s’enviaran des del servidor S1 i 
es crea la primera versió del manage_script. Com que el manage_script no és resident 
no es detecta quan es perd la comunicació amb algun dels radars ni amb els agents. 




 S’unifiquen els processos agents en un sol script, només cal donar-li el nom del 




S’avisa el tècnic cada 6 minuts que tots els radars estan correctes, per tal de 
saber si es perd la comunicació. Ràpidament es comprova que aquesta iniciativa no es 
viable, degut a la gran quantitat de correus generats, de manera que es descarta aquesta 
versió de seguida i es passa a la següent versió. L’única millora d’aquesta versió és la 
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sincronització de tots els radars per tal d’evitar que interfereixin entre ells a l’hora de 




 Es crea la primera versió de resident_script. Així doncs, s’afegeix a la llista 
d’esdeveniments que es poden detectar la pèrdua de comunicació amb els agents/radars. 
S’afegeix també a aquesta llista l’esdeveniment “L’antena no aconsegueix la posició 




 S’aconsegueix que els agent_script puguin ser exactament iguals per a qualsevol 
radar que funcioni amb l’IRIS sobre RHEL i que a l’hora d’instal·lar-lo el tècnic no hagi 
d’escriure el nom identificador del radar, és a dir, el procés agent identificarà 
automàticament el radar que li toqui monitorar per mitjà del seu hostname a la xarxa. 
 
Es programen les estructures que permeten emmagatzemar atributs dels radars i 
altres dades importants pel monitoratge dels mateixos. 
 
 Es controlaran els errors de tots els scripts per a que puguin quedar enregistrats 
en els seus corresponents “logs” d’errors. 
 
 Quan un esdeveniment ha generat 10 avisos automàticament es desactiva l’avís 
de l’esdeveniment. De la mateixa manera es reactiva el seu avís quan ha estat 
solucionat. Existeix un bug del programa perquè quan han passat 24 hores o múltiples 
de 24 hores des que algun esdeveniment ha començat a ser notificat el programa no 




Versió actual del programa. Es soluciona el bug de la versió anterior. 
S’aconsegueix que el managing process reiniciï els processos agent en cas que no 
estiguin funcionant correctament. 
 
4.4. Manual del programa de monitoratge ‘autocontrol’ 
 
 S’ha elaborat un manual del programa autocontrol per tal que qualsevol tècnic 
sense experiència sobre el programa de monitoratge i amb una mínima experiència amb 






a) Sistema operatiu: El programa està preparat per funcionar en radars 
meteorològics que funcionin amb IRIS sobre el sistema operatiu RHEL. 
b) Espai de disc: Els scripts i arxius a instal·lar als radars necessiten un espai 
mínim de 400KB, i els scripts i arxius a instal·lar al servidor necessiten un 
mínim de 500KB lliures, però es demanarà 1MB d’espai tant als radars com al 





servidor, perquè l’arxiu on es guarden els errors anirà augmentant la seva 
grandària amb el temps en ambdós casos. 























Figura 13. Esquema de l'arbre de directoris a crear 
 
*Aquest directori porta el nom de l’usuari que hagi iniciat la sessió. 
 
 Cal que tant el directori autocontrol com els seus subdirectoris tinguin 





Figura 14. Instrucció per canviar els permisos del directori 'nom_directori' 
 
Tot seguit s’ha de copiar l’arxiu anomenat agent_script.c al directori 
/home/usuari/autocontrol/src. Un cop això compilar-lo i guardar 
l’executable al directori /home/usuari/autocontrol/bin. També s’han de 
copiar els arxius resident_script.c i manage_script.c al servidor S1, ambdós al directori 
/home/usuari/autocontrol/src i compilar-los també guardant el script 






















$ chmod 777 nom_directori 
$ gcc –g nom_arxiu.c –o /home/usuari/autocontrol/bin/nom_arxiu_de_sortida 




On nom_arxiu_de_sortida serà el nom de l’arxiu executable que es generi, en 
aquest cas: agent_script, resident_script i manage_script, segons sigui. 
 
 La primera vegada que s’instal·li el programa en un radar o en un servidor caldrà 
crear els arxius auxiliars abans de començar la seva execució. En el cas del radar, caldrà 
crear al directori /home/usuari/autocontrol/var els arxius 
temporal.txt, aux.txt, auxiliar.txt, mailing.txt i ex.txt; i al 
directori /home/usuari/autocontrol/logs l’arxiu error.log. El 
procediment per crear els arxius des de la línia de comandes (terminal de LINUX) és el 








Figura 16. Instruccions per crear els arxius del programa autocontrol amb els permisos necessaris 
 
Un cop això es retorna a la línia de comandes. Cal fer el mateix procediment per 
a la resta d’arxius i per a error.log, aquest últim al directori logs. 
 
 Per a configurar el servidor S1: s’han de crear els arxius temp.txt, 
mailing.txt i pstxt al directori /home/usuari/autocontrol/var, i 
l’arxiu error.log al directori /home/usuari/autocontrol/logs. Tot de 
manera anàloga a la mostrada a la Figura 16. 
 
4.4.2. Execució del programa 
 
 Per començar a executar el programa primer s’executarà el script agent_script a 
cadascun dels radars (situat al directori  /home/usuari/autocontrol/bin). La 
primera vegada que es posa en marxa ha d’aparèixer un missatge per pantalla indicant 
l’identificador del radar i que està correctament instal·lat. Aleshores es podrà sortir de la 
línia de comandes quan es desitgi. És preferible fer l’execució del programa en 







Figura 17. Execució de agent_script en background 
 
 Una vegada estiguin tots els agents correctament instal·lats i en marxa 
s’executarà el resident_script al servidor S1 (situat al directori 
/home/usuari/autocontrol/bin del servidor) de manera anàloga a la Figura 
17. Demanarà un compte de correu on enviar els correus que es generin, escriure’l 
$ cd /home/usuari/autocontrol/var 
$ vi temporal.txt 
(entrar dins l’editor vi, prémer ‘Esc’ i continuar escrivint a la línia de comandes del 
programa) 
> :wq (prémer ‘intro’, salvant l’arxiu i sortint de l’editor) 
 
$ /home/usuari/autocontrol/bin/agent_script& 





sencer i prémer ‘intro’. Tot seguit s’ha de mostrar un missatge per pantalla que indiqui 
que la instal·lació és correcta. 
 
 Si s’han seguit correctament totes les instruccions anteriors, en uns 6 minuts 
aproximadament, es rebran els primers missatges al compte de correu indicant que s’han 







Imatge 25. Imatge real de correus rebuts indicant que s'han trobat nous radars a monitorar 
 
4.4.3. FAQ’s & Troubleshooting 
 
- Apareix l’error “floating point exception” en executar algun dels scripts. 
 
Això es deu a que necessita ser compilat a la màquina on s’ha de fer 
funcionar o, si no és possible, en una màquina amb el mateix sistema 
operatiu i la mateixa versió que la màquina on haurà de ser executat 
finalment el script. 
 
- Durant l’execució del programa apareixen errors de permisos i/o amb el 
missatge “Permission denied”. 
 
Cal revisar els permisos dels directoris on es troben els scripts i dels fitxers 
que hi ha dins aquests directoris. Per canviar els permisos tant de directoris 
com de fitxers s’utilitzarà la instrucció chmod, de manera anàloga a com es 
mostra a la Figura 14. Una vegada canviats els permisos s’han de tornar a 
executar els scripts. 
 
- Canvio els permisos d’un arxiu (o un directori) però continuo tenint els 
mateixos problemes que en el punt anterior. 
 
És possible que no s’hagin pogut canviar els permisos per no tenir suficients 
privilegis l’usuari. Si és possible repetiu els passos anteriors però aquesta 
vegada com a administrador (‘root’). Si no és possible l’accés a l’usuari root 
aviseu un administrador del sistema. 
 
- Faig funcionar el programa i sembla que no passi absolutament res. 
 
Recordeu que el programa trigarà 6 minuts a enviar els primers e-mails al 
compte de correu que li hagueu passat com a paràmetre. Per si de cas, 
sempre es pot comprovar si entre els processos actius als radars hi ha el 
procés agent (agent_script) i al servidor el script resident_script. Per fer 
aquesta comprovació és possible veure si es troben entre els processos actius 
mitjançant la instrucció: “ps –e” en un terminal de LINUX. 
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- No sempre es reben e-mails del programa. 
 
El programa autocontrol només enviarà notificacions al correu en cas que hi 
hagi algun esdeveniment que es consideri destacat. 
 
- No rebo cap correu i segur que hi ha errors. La direcció de correu també 
era correcta quan vaig instal·lar el programa. 
 
És molt possible que els correus estiguin a la safata de “correu brossa” o 
“spam”. 
 
- A l’hora d’executar el programa sembla que la instal·lació és correcta però 
després no apareix cap script conegut entre els processos actius. 
 
Hi ha un error d’execució o bé autocontrol no funciona amb normalitat. Cal 
revisar què està passant. S’aconsella revisar l’arxiu error.log al directori 
/home/usuari/autocontrol/logs per veure els errors que s’hagin 
pogut donar. La causa més probable d’aquest tipus d’error sol ser un 
problema de permisos als fitxers auxiliars que es creen. 
 
- Hi ha errors i no trobo la manera de saber què està passant.  
 
Els errors en temps d’execució del programa es poden veure al fitxer 
/home/usuari/autocontrol/logs/error.log, tant als radars 
com al servidor. 
 
També es pot intentar trobar anomalies mirant l’arxiu 
/home/usuari/autocontrol/temp.txt, situat al servidor. En 
aquest arxiu hi ha l’identificador de tots els radars seguit per un FLAG que, 
si hi és, indica que l’alarma de l’agent s’ha desactivat per aquest radar i tot 
això seguit de la data amb la darrera comunicació entre el procés agent del 
radar i el managing process. 
























Imatge 26. Imatge real de l’arxiu error.log d’un procés agent amb errors d’execució capturats pel propi 


























Imatge 27. Imatge real de l'arxiu temp.txt on es mostren els camps: identificador – FLAG desactivació 
alarma (no es veu perquè estan totes en actiu) i data (any:mes:dia:hora:minut) de la darrera comunicació 
del procés agent 




- Els processos s’aturen i es reinicien contínuament. En el ‘log’ d’errors no 
apareix la informació o sembla que hi faltin línies. 
 
Aquest cas s’ha comprovat a la pràctica que pot passar quan no hi ha 
suficient espai al disc dur on es troba el procés que es reinicia contínuament. 

























































5.1. Compliment dels requisits inicials 
 
Una vegada implementat el programa i en funcionament es valorarà si els 
requisits demanats inicialment es compleixen: 
 
a) El programa autocontrol funciona sobre el sistema operatiu Red Hat 
Enterprise Linux i, de fet, pot funcionar en qualsevol de les seves 
versions i en qualsevol versió de LINUX, ja que està programat en C 
per LINUX i només caldria compilar-lo sobre qualsevol sistema 
operatiu basat en LINUX i que contingui les llibreries que s’utilitzen 
(vegeu ANNEX 4). 
b) La interfície gràfica és gairebé inexistent. Només es rep la 
confirmació que la instal·lació ha estat correcta i després passa a ser 
un programa que s’executa de manera automàtica com qualsevol altre 
programa en background. D’aquesta manera s’aconsegueix que la 
càrrega pel processador i l’espai de disc ocupat per autocontrol siguin 
mínims. 
c) Per a tècnics qualificats és un programa entenedor i que no representa 
cap problema a l’hora d’instal·lar-lo ni de fer-lo funcionar, com ha 
quedat demostrat en el capítol 4.4. Manual del programa de 
monitoratge ‘autocontrol’, on es detalla el manual realitzat per a la 
instal·lació i la posada en marxa del programa. 
 
Als següents punts es validaran els requisits tant de la xarxa, com de la capacitat 
dels discs durs necessaris i de la càrrega del processador deguda al programa. 
 
5.1.1. Requisits envers la xarxa 
 
Sense el programa autocontrol ja s’ha vist a l’apartat 3.2.3. Requisits del 
programa de monitoratge que, segons l’Equació 11 es contracta una capacitat de la 
xarxa sense fils de dos E1, 4Mbps (aquesta part de la xarxa, de fet, és el coll d’ampolla 
de tota la xarxa). També s’ha vist a l’apartat 3.2.2. Requisits de capacitat 
d’emmagatzematge que durant un any es necessitarà una capacitat 
d’emmagatzemament mínima de 520GB. 
 
Tenint ara en compte que cada 6 minuts un agent envia un volum i una comanda 
de monitoratge, es calcula ara quants canals en total es necessitaran. 
 
 4 connexions fixes: 300KB·4=1200KB=9600Kbits 
 2 connexions manuals simultànies contra un sol servidor cadascuna: 
300KB·2=600KB=4800bits 
 1 volum enviat pel procés agent: 300KB=2400Kbits 
 Redundància 1+1: multiplicar per 2 el total de dades a transmetre 
 2 retransmissions per males condicions del canal: en comptes de transmetre en 
20 segons totes les dades s’hauran de transmetre en aproximadament 10 segons. 
 Càrrega dels missatges entre agent i managing process: menyspreable 
(aproximadament 200Kb d’informació cada 6 minuts) 












Equació 12. Velocitat de transmissió mínima teòrica condicionada pels requisits i tenint en compte també 
el programa de monitoratge autocontrol 
 
 Com que s’ha establert que es transmetrà la informació per mitjà de dos E1, i 
cada E1 té 2 canals de senyalització, s’ocuparan 55 canals amb informació i 4 canals de 
senyalització, en total 59 canals dels 64 possibles. Per tant, la xarxa podrà suportar 
sense problemes el tràfic de dades de autocontrol sense col·lisió de dades i, fins i tot, es 
podrà habilitar un canal per alarmes dels radioenllaços. 
 
 El programa de supervisió, a més, representa 300KB d’informació útil cada 6 
minuts que seran 3000KB de dades en una hora, 72000KB en un dia i poc més de 25GB 
en un any. Com que hi ha quatre radars i, per tant, quatre agents, això representa uns 
100GB l’any. Així doncs, en un any, en total, s’hauran d’emmagatzemar 
100GB+520GB (informació generada per tots els radars ja calculada al punt 3.2.2. 
Requisits de capacitat d’emmagatzematge): un total de 620GB que s’arrodoneix a 
1TB per si hi ha ampliacions al sistema o per si es decideix que el programa autocontrol 
guardi més dades. 
 
5.1.2. Requisits envers el processador 
 
Mitjançant les instruccions top i ps de LINUX (vegeu l’ANNEX 5 i l’ANNEX 6 
respectivament) s’ha observat l’ús del processador i de la memòria per a cadascun dels 
scripts que conformen el programa autocontrol. 
 
Els resultats pràctics són: 
 
• Característiques dels ordinadors RCP (dades extretes amb la instrucció 
uname de LINUX i dels arxius d’informació del sistema de LINUX, 
vegeu l’ANNEX 7 per a la instrucció uname i l’ANNEX 12 per veure 
els arxius de configuració en la seva totalitat): 
 CPU: Intel(R) Xeon(TM) CPU 2.40GHz 
 Cache size : 512 KB 
 2 Processadors 
 Memòria: 
MemTotal:      1034632 kB 
MemFree:         19548 kB 
Buffers:        121316 kB 
Cached:         752488 kB 
SwapCached:          0 kB 
Active:         582512 kB 
Inactive:       367668 kB 
HighTotal:      130496 kB 
HighFree:          992 kB 
LowTotal:       904136 kB 
LowFree:         18556 kB 
SwapTotal:     2097144 kB 
SwapFree:      2089520 kB 





• Ús de processador i de memòria per cada procés: 
 Procés agent: 2.7% de CPU (2.3% del script + 0.3% de la 
instrucció SSH al managing process + 0.1% de la instrucció per 
pujar l’arxiu analitzat al servidor) i 0.2% de memòria (0.0% del 
script + 0.2% del SSH al managing process + 0.0% de la 



















Imatge 28. Captura de pantalla que mostra l'ús de CPU i memòria de les operacions del procés agent 
 
 Managing process: En aquest cas les operacions s’efectuen de 
manera molt ràpida i no s’ha pogut quantificar exactament el 
consum de CPU ni de memòria. S’ha aconseguit veure que per 
enviar un correu per mitjà del manage_script es necessita un 
















Imatge 29. Captura de pantalla que mostra l’ús de CPU i de memòria de la instrucció del manage_script 
que envia un correu per advertir el tècnic d'algun esdeveniment 






I forçant l’execució del resident_script cada 10 segons (en 
comptes de cada 6 minuts) en un ordinador de característiques 
similars al RCP s’ha aconseguit veure que l’execució continuada 
d’aquest procés pot arribar a necessitar gairebé el 50% de 













Imatge 30. Captura de pantalla que mostra el consum de CPU de la instrucció principal del 
resident_script quan es força la seva execució cada 10 segons 
 
 Així, es pot observar que la quantitat de memòria precisada pels processos de 
autocontrol és molt baixa en relació amb la quantitat de memòria que tenen les 
màquines i s’observa també que, com a màxim, es necessitarà el 50% dels recursos de la 
CPU de manera molt puntual (cada vegada que s’executi el resident_script, en principi 




Cada any es canviaran els discs durs d’emmagatzemament de dades dels 
servidors per conservar-los i tenir així un històric de totes les dades generades pels 
radars (per tal de poder fer estudis dels fenòmens atmosfèrics i les precipitacions) i de 
totes les dades analitzades pels processos agents. De la mateixa manera, els correus 
electrònics generats per autocontrol es guardaran cada any en el mateix disc dur que 
s’haurà d’extreure del servidor (la quantitat d’espai de disc que puguin ocupar és 
menyspreable) i es farà una base de dades on es relacioni cada missatge enviat per 
autocontrol amb el volum analitzat, de manera que es puguin fer estadístiques anuals 
dels problemes de cada radar i estudis per mirar de prevenir avaries, i augmentar 
l’eficàcia i la velocitat de les reparacions. 
 
Anualment també es copiaran els ‘logs’ d’error de cadascun dels processos de 
autocontrol i s’emmagatzemaran en els discs dels servidors per mirar de fer estudis 
sobre possibles anomalies en el funcionament del programa. D’aquesta manera es 
podran corregir possibles problemes que es puguin arribar a generar com a 
conseqüència de canvis a la xarxa, inestabilitats no detectades i possibles ampliacions 
del programa de monitoratge.  
 




5.3. Resultats pràctics. Programació de ‘autocontrol’ 
 
A continuació es presenten els resultats pràctics que s’han obtingut durant el 
temps que s’ha estat treballant sobre el programa de monitoratge autocontrol. Primer, 
però, cal dir que abans de començar a programar autocontrol es va realitzar un estudi 
previ sobre com són els volums generats pels radars i com són els volums que es creen 
de manera errònia. A la Imatge 31  es pot observar una petita part d’un arxiu de volum 






































Imatge 31. Petit extracte d'un arxiu de volum real generat per un radar2 
 
                                                 
2
 A més de no mostrar l’arxiu sencer també s’han esborrat alguns paràmetres de la capçalera que es 
mostra per confidencialitat 
------------- Product Summary for PBE100112170019.RAWU3FC ------------- 
Ingest site name    : 'PUIG BERNAT', Version: 8.12 
Ingest hardware name: 'PUIG BERNAT' 
Product site name   : 'PUIG BERNAT', Version: 8.12 
File size: 989184 bytes (Disk space: 989184 bytes) 
Product type is: Raw Data 
PCO name: PPIVOL_B,    TCO name: PPIVOL_B 
PRF: 1150/863Hz, Wavelength: 5.31cm, Nyquist: 45.80m/s(V), 15.27m/s(W) 
XMT Polarization: Horizontal, Wind:??? 
Heights: Radar: 631m, Ground: 613m, Melting: ????m MSL 
Full volume scan, Force 8-bit, All data recorded 
 
     Ingest time: 17:00:19 12 JAN 2010 UTC (0 minutes west) DST:0/0 
Volume scan time: 17:00:19 12 JAN 2010 UTC (LT: UTC 0 minutes) 
 Oldest Ing time: 17:00:19 12 JAN 2010 LT 
Product Gen time: 17:02:00 12 JAN 2010 UTC  
Input count: 1 
Product is not composited. 
 
Information from INGEST Header 
------------------------------ 
Site name: 'PUIG BERNAT',  Task name: 'PPIVOL_B' 
Scan: PPI,   Speed: 24.00 deg/sec,  Resolution:1.00 deg 
Description: 'Long Range PPI' 
Dpolapp config:  
Volume Time: 17:00:19.162 12 JAN 2010 UTC (0 min. west) (LT: UTC 0 min.) 
PRF: 1150/863Hz,  PulseWidth: 5.00 usec (1) 
BeamWidth: 1.58/1.85 deg. 
Available moments are: dBT dBZ V W 
Original moments were: dBT dBZ V W 
Starting range 2.000 km, range bin spacing 1000 meters 
There are 6 sweeps, each having 360 rays and 128 bins 
Angle list:    0.9   1.1   1.4   1.8   2.4   3.0 
 
What sweep do you wish to display? What parameter do you wish to display? Do you want 
just performance information? Enter starting range in km:  
Sweep began at: 17:00:19 12 JAN 2010 UTC 
#  0  Az: 359.54,   0.53   El:   0.97,   0.97   Size: 128  17:00:29 
 -5.0  11.5  11.5   2.5  -3.5  -2.5  -5.5  -2.5  -1.0   2.0   2.0   2.5   3.5   2.0  
 
#  1  Az:   0.58,   1.53   El:   0.97,   0.97   Size: 128  17:00:29 
-10.5   5.5  10.0  -4.0   0.0  -1.5  -2.0  -5.5  -3.0   0.0  -0.5   2.0   6.0   1.0  
 
#  2  Az:   1.57,   2.51   El:   0.97,   0.97   Size: 128  17:00:29 
 -2.5  -5.0  -6.0  -6.5  -5.5  -4.0  -5.5  -4.0  -0.5   0.5   6.0   4.5   4.0   5.0  
 
#  3  Az:   2.53,   3.48   El:   0.97,   0.97   Size: 128  17:00:29 
 -6.0  -3.5  -3.5  -5.0  -5.0  -5.5  -3.5  -1.0   1.0   1.0   1.0   3.5   5.5   4.5  
 
#  4  Az:   3.49,   4.48   El:   0.97,   0.98   Size: 128  17:00:29 
 -5.5   2.5  -0.5  -2.0  -2.5  -6.5  -7.5  -8.5  -5.0  -3.5   2.5   2.0   3.0   2.5  
 
#  5  Az:   4.53,   5.48   El:   0.98,   0.97   Size: 128  17:00:29 
 -4.0  -1.5  -4.5  -5.0  -1.5  -5.0  -4.0  -3.0  -0.5  -3.5   5.5   4.0  -1.0   2.0  





 A la Imatge 32 es pot observar un petit extracte d’un arxiu de volum amb 
algunes parts errònies assenyalades. Cal dir que només unes parts errònies no invaliden 
un volum sencer, ha d’haver-hi una quantitat considerable d’errors al volum per a que 
això passi. També cal dir que autocontrol té un paràmetre configurable mitjançant 
programació en C que permet canviar la “sensibilitat” dels agents envers aquestes parts 



























Imatge 32.  Petit extracte d'un volum real amb algunes parts errònies indicades 
 
5.3.1. Procediment de proves 
 
 La programació de les diferents versions de autocontrol s’ha dut a terme tant en 
ordinadors amb el sistema operatiu RHEL (versions 4 i 5) com en Live CD’s d’alguna 
de les moltes variants de sistema operatiu LINUX. El banc de proves, però, ha estat una 
computadora molt similar al Servidor S1 (servidor destí del managing process del 
programa) amb el mateix tipus de sistema operatiu que S1. 
 
 Sempre abans d’instal·lar una versió del programa al servidor i als radars s’ha 
comprovat al banc de proves (amb arxius de volums reals generats pels radars) que tant 
l’estabilitat com el funcionament de autocontrol eren correctes. Un cop això, cal 
instal·lar el managing process a la computadora que fa de Servidor S1 i un agent a un 
dels radars. Si el sistema no respon de manera inadequada es passa a instal·lar els agents 
a totes les instal·lacions. 
 
#348  Az: 347.53, 348.51   El:   0.96,   0.96   Size: 128   6:42:40 
  2.0   1.0   1.0  -7.5 -18.0  --.-  --.- -18.5 -18.0  --.-  --.- -14.5 -14.0 -12.5  
#349  Az: 348.55, 349.50   El:   0.96,   0.96   Size: 128   6:42:40 
 -5.5   5.5   8.5  -0.5 -21.0 -21.0 -19.0 -20.0 -18.5 -15.5 -17.5 -15.0 -14.5 -15.0  
#350  Az: 349.52, 350.47   El:   0.96,   0.97   Size: 128   6:42:40 
 -4.0   0.0   5.0  -0.5 -17.0 -21.0 -21.0 -19.0 -19.5 -18.5  --.-  --.-  --.- -14.5  
#351  Az: 350.52, 351.47   El:   0.97,   0.97   Size: 128   6:42:40 
 -4.5  16.0  21.0 -13.0 -19.0 -19.5 -20.5 -19.5 -18.5  --.-  --.- -16.5 -13.0 -12.5  
#352  Az: 351.49, 352.46   El:   0.97,   0.97   Size: 128   6:42:40 
 -6.0  10.0   9.0 -15.5 -21.5 -21.0  --.-  --.- -17.0 -14.5 -16.0  --.-  --.- -13.5  
#353  Az: 352.56, 353.51   El:   0.97,   0.97   Size: 128   6:42:40 
 -2.0  12.5  17.0  -8.0 -15.0 -16.0 -21.0  --.-  --.-  --.- -15.5 -15.5 -14.5 -15.0  
 
#354  Az: 353.53, 354.51   El:   0.97,   0.96   Size: 128   6:42:40 
 -5.5   4.0   7.5 -14.0 -17.5 -18.5 -21.0  --.-  --.- -18.0 -11.0 -12.0  --.- -13.5  
 
#355  Az: 354.56, 355.51   El:   0.96,   0.97   Size: 128   6:42:40 
 -3.5   4.0   9.0 -19.5 -18.0 -19.5 -20.5  --.-  --.-  --.-  --.-  --.-  --.-  -9.0  
 
#356  Az: 355.54, 356.51   El:   0.97,   0.97   Size: 128   6:42:40 
  2.0   8.0   9.5 -22.5 -18.0 -18.0 -20.5  --.-  --.-  --.-  --.-  --.- -16.0 -13.5  
 
#357  Az: 356.57, 357.54   El:   0.97,   0.97   Size: 128   6:42:40 
-2.0   7.0   6.5  -3.0 -13.0 -14.5  --.-  --.-  --.-  --.-  --.- -14.0 -16.0 -13.0  
 
#358  Az: 357.57, 358.54   El:   0.97,   0.97   Size: 128   6:42:40 
-3.0   9.0   9.0  -0.5 -17.5 -19.0  --.-  --.-  --.-  --.- -15.0 -17.0 -16.0 -15.0  
 
#359  Az: 358.57, 359.54   El:   0.97,   0.98   Size: 128   6:42:40 
-11.0  10.0  10.5   1.0 -19.0 -17.0  --.- -18.0 -17.0 -18.0 -15.0 -15.5 -14.0 -16.0  






 A les primeres versions de autocontrol es van fer diferents proves amb diferents 
maneres de realitzar els processos del programa. 
 
 Inicialment es va pensar que potser la millor solució passava per utilitzar la 
instrucció fork() de C sobre LINUX (per a la creació de processos fills), però es va 
observar que si el programa o el sistema es tornaven inestables hi havia la possibilitat 
d’arribar a saturar la computadora. Així doncs, es va optar per un instal·lador pels 
processos implicats al programa. Aquest instal·lador, a més, posteriorment, permetria 
sincronitzar els processos agents per tal que no s’interferissin entre ells. A les darreres 
versions l’instal·lador va quedar integrat als mateixos agent_script a instal·lar. 
 
 Durant els mes de juny i principis de juliol es van desenvolupar les tres primeres 
versions del programa autocontrol. Aquestes versions primitives acabarien essent 
millorades i modificades per acabar donant lloc a tota la resta. 
 
 A continuació s’expliquen uns quants exemples representatius dels resultats del 
programa autocontrol: 
 
 30-07-2009: Estava en funcionament la versió 3 de autocontrol a tots els radars. 
Es va detectar un funcionament anormal del programa durant les hores de feina (en què 
es fa un monitoratge gairebé constant dels radars): Enviava de manera aleatòria correus 
indicant que s’havia parat l’emissor i que no es produïen nous volums al radar de Puig 
d’Arques (Girona). A més, no enviava els correus cada 6 minuts, de manera que en 
ocasions detectava que el radar estava bé. Es va observar, però, que els PPI del IRIS no 
eren correctes. En fer una connexió al radar que generava les alarmes es va poder 
comprovar que l’emissor funcionava correctament i que el IRIS generava volums, però 
que l’antena no podia assolir la posició desitjada. Es va parar de manera remota el radar, 
es van enviar dos tècnics amb una nova reductora del motor d’azimut i l’avaria va ser 
solucionada el mateix dia unes 8 hores més tard de la detecció del problema. A partir 
d’aquell moment es va començar a treballar en la següent versió del programa 
(autocontrol v4) per tal que aquest error quedés caracteritzat. A tal fi es va fer un anàlisi 
en profunditat dels volums generats pel radar quan l’antena és incapaç d’assolir la 
posició per tal de poder detectar aquest tipus d’error i de no confondre’l amb qualsevol 
altre. 
 
 08-08-2009: En funcionament la versió 4 de autocontrol. El tècnic encarregat de 
la vigilància dels radars va rebre alarmes del programa notificant que a Puig d’Arques 
(Girona) l’antena no podia assolir la posició desitjada. Com que era dissabte els 
monitoratges no són tan freqüents com un dia laborable, però el tècnic de guàrdia va 
rebre les alarmes per mitjà d’una connexió 3G al mòbil. Després d’una connexió remota 
va poder observar que, efectivament, l’antena no era capaç d’assolir la posició desitjada 
i que els volums no eren correctes. Va aturar el radar. El dia següent hi van anar dos 
tècnics amb una reductora del motor d’azimut i van deixar el radar reparat. 
 
 09-11-2009: En funcionament la versió 5 de autocontrol. El programa envia 
cada 2 ó 3 minuts missatges indicant que el resident_script s’ha aturat i cal reiniciar-lo. 
En ocasions ha passat que s’ha de reiniciar el resident_script (ho fa de manera 
automàtica el manage_script), però després de reiniciar-lo no hi havia més problemes. 





Aquesta vegada, sempre segons el manage_script, el resident_script no es 
reinicialitzava correctament. En veure els correus tan seguits ràpidament un tècnic es va 
connectar al servidor S1 mitjançant una connexió SSH. Per mitjà de la comanda ps de 
LINUX es va comprovar que el resident_script s’havia llençat moltes vegades i que 
estaven totes en funcionament. Es va decidir aturar el llançament del resident_script per 
no arribar a saturar el processador de S1 i fer un estudi dels paràmetres que rebia el 
manage_script. Es va poder comprovar que el fitxer de captures d’error no era correcte, 
i que un dels fitxers de paràmetres del manage_script estava incomplet, de manera que 
es va procedir a la seva modificació. No es va poder modificar el fitxer de paràmetres 
perquè algun procés de S1 estava ocupant gairebé tot el disc dur i el sistema operatiu no 
permetia modificacions als arxius. Així, es va veure que el problema amb autocontrol 
venia d’aquí. Es va desactivar el resident_script fins que no es solucionés el problema 
amb S1, però el manage_script va continuar operatiu. L’únic efecte va ser que no es 
podia analitzar la xarxa, però si hagués hagut algun problema amb els radars no 
relacionat amb la xarxa s’hagués detectat (es van fer proves amb el manage_script). 
Com que estava apunt de ser instal·lada la versió 6 de autocontrol es va aprofitar per fer 
que en aquesta versió els fitxers de paràmetres quedessin el més compactats possible. Es 
va aconseguir reduir la grandària en més d’un 30% (de mitja, entre tots els fitxers de 
paràmetres) a la versió 6 sense perdre prestacions, guanyant així espai i velocitat 
d’anàlisi per part del managing process. 
 
 Novembre – Desembre de 2009: En funcionament la versió 6 de autocontrol. 
Aproximadament un cop cada setmana el manage_script havia de reinicialitzar 
resident_script sense causa aparent. Es feia difícil estudiar aquest cas perquè el fenomen 
es donava una vegada cada 7 ó 8 dies i de manera molt aleatòria. Es va pensar que 
podria haver estat un problema amb algun procés automàtic del servidor S1. Més tard, a 
la versió 7 del programa, es va canviar l’algoritme de control de les dates d’enviament 
d’arxius dels agents i es va comprovar que era el responsable de les fallades del 
resident_script. Aquest error de l’algoritme només afectava el funcionament normal del 
programa en aquest sentit; la detecció d’esdeveniments no es va veure afectada. 
 
 23-11-2009: En funcionament la versió 6 de autocontrol. Es va comprovar el 
funcionament del programa durant una calibració rutinària del radar de Girona (PDA). 






Imatge 33. Missatges generats per autocontrol durant una calibració al radar de Puig d'Arques (PDA) 
 
 Es pot observar com s’envien 9 missatges indicant que l’emissor està parat. 
Després, un cop s’engega l’emissor es detecta que falten les dades corresponents perquè 
el radar encara no ha tingut temps de generar-les i, finalment, quan tot és correcte, 
s’envia un missatge per cada error que s’ha generat confirmant que s’han solucionat els 
problemes detectats. 
 
 26-11-2009 / 27-11-2009: En funcionament la versió 6 de autocontrol. Al matí 
es va detectar que l’antena de Creu del Vent no assolia la posició desitjada tant per mitjà 




del monitoratge amb el IRIS com per mitjà dels missatges rebuts de autocontrol. Es va 
parar el radar de manera remota. Acte seguit es van desplaçar dos tècnics per investigar 
què estava succeint a les instal·lacions del radar. Després de moltes proves es va poder 
veure que el motor d’elevació de l’antena no responia a les ordres del controlador 
d’antena ni del RCP. Es va decidir canviar-lo al dia següent (la reparació va durar unes 
12 hores). Durant aquest temps en què el radar no generava volums es va comprovar 
que la versió 6 de autocontrol tenia un bug a l’algoritme de control d’enviament de les 
dades dels agents: passades 24 hores sense generar volums un radar (i, de fet, cada 24 
hores des del problema al radar) l’alarma “No es generen dades o hi ha algun problema 
al radar nom_radar” es tornava a reactivar indicant que el radar estava correctament de 
nou. Tot seguit, com era d’esperar, es generava de nou l’alarma indicant que “no entren 
dades al radar” fins que es tornava a desactivar. Aquest bug es va donar degut a que fins 
aleshores el programa no estava pensat per a que les avaries duressin més d’un dia. 
Aquest problema es va solucionar a la versió 7 de autocontrol.  
 
 Gener de 2010 (principis): En funcionament la versió 7 de autocontrol. Es va 
fer un canvi d’antena al radar de Puig d’Arques a Girona (vegeu ANNEX 13), cosa que 
va permetre fer diferents proves amb el programa. Es va aconseguir que en qualsevol 
cas, es pogués parar l’enviament d’alertes al compte de correu mitjançant la instrucció: 
 
manage_script nom_radar 2 
 
L’única deficiència que es va trobar durant els primers dies va ser que el 
programa no acabava de controlar el número de correus enviats. A la Imatge 34 es pot 
observar com arriben 4 correus informant que un sol problema s’ha solucionat i com 








Imatge 34. Alarmes generades durant el canvi d'antena a Puig d'Arques 
 
 Des de mitjans de Gener de 2010 fins a l’actualitat: En funcionament 
la versió 7 del programa autocontrol (havent solucionat el problema del control 
d’enviament de correus electrònics). S’han efectuat proves de tots els problemes que 
podrien generar alguna notificació durant les parades per manteniment dels radars. 
També s’ha comprovat el funcionament del programa en algunes avaries que s’han 
donat als radars durant aquest temps (RCP o RVP penjat, etc.). Els resultats han estat 
satisfactoris: els problemes s’han detectat de manera correcta i no s’han observat 
inestabilitats ni comportaments anòmals del programa, actuant aquest dins dels 
paràmetres normals de funcionament. A continuació es mostra un darrer exemple de 
mitjans de març de 2010:  durant el temporal de neu a Catalunya, el 8 de març de 2010, 
van caure algunes torres d’electricitat, cosa que va provocar (entre molts altres 
incidents) que al radar de Puig d’Arques (PDA), a Girona, el subministrament elèctric 
quedés tallat durant 11 dies. Així, es va posar en marxa el grup electrogen el dia 8 de 
març, però 6 dies més tard (el 14 de març) la utilitat bitex mostrava que s’estava acabant 
el gas-oil del grup. Com que no es podia accedir al radar degut a la neu es va acabar 





aturant el grup electrogen per falta de combustible el dia 15 de març, cosa que va 
provocar que el radar es quedés sense comunicació quan es van esgotar les bateries del 
SAI unes 4 hores més tard. A la Imatge 35 es poden observar els missatges de pèrdua 
de xarxa del dia 15, la desactivació de l’alarma el mateix dia (després de 10 missatges 





Imatge 35. Alarmes generades pel temporal de neu de març de 2010: Pèrdua de xarxa elèctrica 
 
5.4. Elements i pressupost aproximat del node d’accés 
 
 A continuació es presenta un pressupost aproximat dels elements del node 
d’accés. 
 
5.4.1. Descripció detallada dels elements del sistema 
 
Servidors S1 i S2: 
 
 Els servidors S1 i S2 tenen dos funcions: La primera, actuar com a servidors 
d’emmagatzemament de les dades enviades tant pels radars com pels processos agents. 
La segona, ser els host dels managing process. 
 
Serà necessari que la seva capacitat sigui, com a mínim, de 1TB, tal i com s’ha 
especificat al punt 5.1.1. Requisits envers la xarxa. 
 
Es pren la decisió que els servidors seran computadores amb les mateixes 
característiques que els RCP i RVP quant a CPU i memòria es refereix, sense les 
targetes especials del RCP ni del RVP pel control del radar. A més, s’afegirà un disc dur 
extern USB de 1TB a cada ordinador, on s’aniran emmagatzemant totes les dades 
generades pels radars i pels processos agent, d’aquesta manera, l’extracció de les dades i 
el canvi de disc dur seran extremadament senzills. 
 
El tipus de CPU dels RCP i RVP és Intel Xeon de doble nucli (una CPU 
dissenyada inicialment per a servidors). 
 
El fet que els servidors siguin iguals que els RCP i RVP simplificarà les 
actualitzacions de sistema operatiu i de software en general. 
 
Cal dir que també existeix una altra possibilitat a l’hora d’implementar els 
servidors necessaris S1 i S2. S’ha plantejat la possibilitat d’utilitzar un sol servidor 
“non-stop” amb redundància de discs durs i d’alimentació, però l’elevat cost d’un 
servidor amb aquestes característiques (més de 3000€) i la simplicitat del sistema 
proposat fa que la decisió final sigui la implantació de 2 computadores actuant com a S1 
i S2 i els discs durs externs. 
 
Sistema operatiu a instal·lar: RHEL. 
 




Programes a instal·lar: IRIS, autocontrol, qualsevol eina que es necessiti pel 
control i monitoratge dels radars i qualsevol eina que sigui necessària pel correcte 
funcionament dels servidors (com per exemple un firewall). 
 
Router munltifunció amb firewall: 
 
És necessari el router que comuniqui els servidors i els radars. Aquest router es 
calcula que ha de tenir, com a mínim, 6 ports per a connexions de la xarxa (Servidor S1, 
Servidor S2 i els 4 radars), tot i que sempre hi ha la possibilitat d’afegir un HUB en 
algun dels ports per incrementar la seva capacitat. Sempre és desitjable que quants més 
ports tingui millor, per si hi ha una ampliació a la xarxa de radars o hi ha problemes 
amb algun dels ports. També ha de permetre connexions per mitjà de VPN, tal com s’ha 
explicat al punt 4.1. Disseny proposat per la xarxa dels radars. Al mateix punt 
s’especifica que la xarxa LAN del router ha de tenir una capacitat de 100Mbps. 
 
 Després de consultar diferents màquines, especificacions i preus s’arriba a la 
conclusió que un router adequat pot ser el Linksys RV082 de Cisco. Es poden trobar les 
especificacions d’aquest router a l’ANNEX 8. A més de complir amb les 
especificacions que es demanaven (firewall, permet l’accés de fins a 50 VPN, 8 ports 
LAN de 10/100Mbps) té un avantatge respecte altres routers: els ports d’internet són 





 També es demana la instal·lació d’un SAI que alimenti tant el router del node 
d’accés com els servidors S1 i S2 per tal d’evitar possibles pics d’intensitat i de voltatge 
que pugui donar la xarxa elèctrica i per tenir una certa autonomia en cas que s’aturi el 
subministrament d’electricitat. 
 
 Teòricament el node d’accés ha d’estar en una ubicació on els talls de xarxa 
elèctrica siguin molt poc freqüents (prop d’alguna ciutat), per tant, un SAI capaç de 
subministrar tensió durant unes 4 hores a tots els equips es considera suficient per donar 
temps a reparar l’avaria i avisar els clients que hagin de rebre els volums en cas que 
l’avaria de la xarxa elèctrica sigui molt greu. 
 
Els equips dels radioenllaços ja duen les seves pròpies bateries, per tant, no 
s’hauran d’alimentar del SAI. 
 
 En el cas dels radars ja existeix a cadascun d’ells un SAI capaç d’alimentar tota 
la instal·lació durant més de 4 hores si hi ha un tall total en el subministrament elèctric, i 
un grup electrogen que es posa en marxa si no hi ha electricitat a la xarxa. Cal recordar 
que els radars es troben en zones apartades, lluny de les poblacions i poc accessibles. 
 
 S’han especificat la configuració del node d’accés i els requisits que es demanen 
a la pàgina web de l’empresa APC, filial de Schneider Electric (un dels fabricants més 
importants de sistemes d’alimentació ininterrompuda), per tal d’obtenir un pressupost 
aproximat (per a informació més detallada vegeu l’ANNEX 9). També s’han afegit al 
pressupost les bateries necessàries per fer funcionar el SAI durant unes 5 hores sense 
subministrament d’energia extern, una targeta de xarxa per tal de poder monitorar i 





controlar el SAI mitjançant una connexió a internet (gràcies a l’eina telnet), i cables 
d’alimentació pels servidors. També s’ha comprat una extensió d’un any a la garantia 


















Ítem Quantitat Model/Referència Especificacions Comentaris Preu/unitat (€) Preu (€)
Ordinador 2 (genèric)




(mouse, pantalla, teclat) 800 1600
Disc dur extern 2 (genèric) 1TB USB (3.0) 100 200
Router 1 Linksys RV082





SAI 1 APC Smart-UPS XL 1000VA USB & Serial 230V (vegeu ANNEX 9) (1)UXBP24 Battery Unit 1308 1308
Bateries pel SAI 3 APC Smart-UPS XL 24V Battery Pack - - 329,99 989,97
Tarjeta de xarxa 1 AP9630 (vegeu ANNEX 9)
UPS Network Management Card 2.
Tarjeta pel control remot a través de la 
xarxa del SAI
230 230
Cables alimentació 4 (genèric) - - 16,99 67,96
Extensió de la
garantia 1 any 1 - - - 109,99 109,99
TOTAL (€): 4805,92
                                                 
3
 Els preus del pressupost són orientatius: Depenen dels distribuïdors i estan subjectes a canvis a la configuració escollida. 





5.5. Capacitat màxima del sistema 
 
La capacitat màxima de monitoratges del sistema depèn de diferents factors: 
 
- D’una banda depèn de l’ús del processador i de la memòria. En aquest cas la 
capacitat és molt elevada. Cal tenir en compte que les instruccions que 
executen els scripts per comunicar els processos agent amb el managing 
process, en general, no precisen de més d’un 0.5% de la memòria ni de la 
CPU. Només caldria assegurar-se que els processos agent fan la crida al 
managing process de manera sincronitzada per tal que no hi haguessin 
problemes a l’hora d’escriure les dades procedents de cada agent, però és 
molt poc probable un error d’aquest tipus, donat que les operacions de 
lectura/escriptura són atòmiques. També cal tenir en compte que el sistema 
RHEL és multitasca preventiva (pot executar diferents programes alhora i 
LINUX assegura que tots els programes seran executats, ja que el sistema 
operatiu és l’encarregat de cedir el temps de microprocessador a cada 
programa). 
- D’altra banda depèn de la quantitat d’informació a emmagatzemar. En el cas 
que ens ocupa ja s’ha calculat que per a quatre radars és necessari 1TB 
d’espai d’emmagatzemament per any. 
- Per últim, el darrer factor que pot limitar el número de radars a monitorar, és 
la xarxa. En el cas de la xarxa sense fils, no hi ha cap problema, ja que (en 
principi) és dedicada per a cada radar. En el cas de la LAN entre el router i 
els servidors ja s’ha vist que la capacitat serà de 100Mbps, cosa que implica 
un total de 50 radars (com a límit màxim teòric), donat que cada radar 
utilitza prop de 2Mbps de capacitat (vegeu Figura 7). 
 
Així doncs, es pot veure que la capacitat màxima d’instal·lacions a monitorar, 
suposant que es disposi de l’espai necessari d’emmagatzemament, podria arribar a ser 










































Un radar meteorològic és un instrument de molt alta precisió compost per 
multitud de peces de gran valor econòmic. Sempre s’intenta que els radars no deixin de 
funcionar en cap moment, tant de cara als clients que necessitin les imatges generades 
com de cara als estudis de climatologia i hidrologia. Tot això implica que cada vegada 
que hi ha un problema en una instal·lació radar és molt important detectar i solucionar el 
problema el més ràpidament possible per a que s’espatllin el mínim número de peces i 
per a que es generin el major número d’imatges possible per tal d’amortitzar les 
instal·lacions. 
 
En aquest projecte s’ha pogut veure la utilitat dels radars meteorològics, el seu 
funcionament i com integrar-los en una xarxa per poder utilitzar-los d’una manera 
intel·ligent. S’ha dissenyat la xarxa dels radars partint de zero, intentant afegir 
redundàncies a les parts més sensibles quant a interferències externes sense incrementar 
excessivament el cost de la xarxa, i s’han calculat els seus requisits quant a capacitat 
necessària. 
 
Per tenir una idea del que pot costar muntar la xarxa dissenyada en el node 
d’accés també s’ha fet un pressupost aproximat dels sistemes que l’han de compondre. 
 
Una vegada “muntada” la xarxa de radars s’ha explicat que existeix un software 
(IRIS) dedicat especialment al funcionament i control de les instal·lacions de radars 
meteorològics tant de manera remota com de manera local. També s’ha comentat que 
aquest software, quant a monitoratge de la xarxa, és molt limitat, ja que cal estar 
connectat a la xarxa dels radars i supervisar contínuament de manera visual les eines del 
IRIS. Aquestes eines tampoc no especifiquen de manera concreta què està ocorrent en 
cas de produir-se un esdeveniment al radar. Cal fer una connexió a la instal·lació 
afectada i mirar què està passant. 
 
Així doncs, vistes les mancances, s’ha dissenyat, programat i fet realitat un 
programa de monitoratge tant de la xarxa com dels volums generats pels mateixos 
radars similar als gestors basats en SNMP. Aquest programa pretén complementar les 
eines proporcionades pel IRIS, de manera que si hi ha algun error que afecta la 
generació o l’enviament de volums per part del radar, identifica el motiu i avisa el tècnic 
corresponent. A la configuració actual del programa qualsevol d’aquests errors 
importants es detecta com a màxim en un període de 6 minuts de temps, avisant el 
tècnic encara que aquest no estigui connectat a la xarxa dels radars i informant-lo sobre 
el tipus d’error que s’ha donat. Només es necessita una connexió a un correu electrònic, 
per tant, amb una connexió 3G en un mòbil, per exemple, ja n’hi ha prou per detectar els 
avisos generats pel programa de monitoratge. 
 
Els trets més importants del programa autocontrol de monitoratge són: 
 
- No afecta de manera notòria el rendiment de les màquines on es troba 
instal·lat ni el rendiment de la xarxa. 
- Permet afegir qualsevol instal·lació radar basada en IRIS sobre RHEL al 
sistema de monitoratge només amb la instal·lació del procés agent al nou 
radar. 





- S’ha realitzat de manera que és 100% compatible amb el sistema operatiu 
que hi ha als ordinadors dels radars (RHEL). 
- És fàcilment modificable, ja que ha estat programat íntegrament en C per a 
LINUX. 
- Permet una alta capacitat de monitoratge quant a número d’instal·lacions. Cal 
pensar que la xarxa de radars meteorològics del INM per a tota Espanya és de 
15 radars. 
- Informa sobre diferents esdeveniments que es puguin estar donant alhora. 
- Permet la desconnexió dels processos agents amb senzilles instruccions a 
través de la finestra de comandes de LINUX. 
- La instal·lació i la funcionalitat és molt senzilla per facilitar la feina del 
tècnic. 
 
S’ha estudiat la progressió de autocontrol a través de les diferents versions que 
es van anar programant i com es va començar amb un programa similar i inferior a 
l’eina irisnet proporcionada pel IRIS i com ha acabat amb un programa que permet gran 
llibertat als tècnics encarregats del manteniment dels radars i amb grans possibilitats de 
futur. 
 
Durant els darrers 3 mesos s’ha pogut provar el programa en la seva versió final 
a la xarxa de radars pertanyent a la Generalitat de Catalunya. S’ha aconseguit detectar el 
100% dels casos d’avaries crítiques de manera correcta. Tots els esdeveniments s’han 
detectat abans de 6 minuts d’haver-se produït, tant a les proves realitzades com a les 
avaries sobtades, permetent en aquest últim cas una resposta ràpida i eficaç per part dels 
tècnics encarregats de la vigilància dels radars meteorològics. De fet, durant les hores de 
guàrdia els caps de setmana i dies festius s’ha comprovat que el temps que un tècnic 
trigava a detectar una anomalia en un radar era d’aproximadament 2.5 hores de mitjana, 
mentre que a l’actualitat les anomalies detectades per autocontrol (que són les més 
crítiques) el tècnic triga com a màxim 6 minuts a assabentar-se. Aquest fet incrementa 
la velocitat de resposta enfront els problemes crítics. També permet allargar la vida de 
les peces mecàniques (motors, reductores, etc.), ja que és possible aturar el seu 
moviment en cas de malfuncionament en un temps molt menor i evitar així el seu 
desgast. D’aquesta manera s’aconseguirà un estalvi més gran en peces electro-
mecàniques i una major rendibilitat de les instal·lacions radar, que també estaran menys 
temps aturades a causa de les avaries. 
 
6.2. Millores i possibilitats de futur 
 
 Hi ha diferents possibilitats de millores pel programa autocontrol. 
 
 Es proposa que pugui monitorar i avisar (segons calgui) sobre altres tipus 
d’esdeveniments que no siguin errors greus que afectin la generació i l’enviament de 
volums, com per exemple, detectors de presència dins les instal·lacions, temperatures 
anormals, etc. De fet, es podrien arribar a monitorar tots els errors que es detecten a 
l’eina BITEX que proporciona el IRIS. Per aconseguir aquest repte cal trobar les 
variables i els arxius que es modifiquen cada vegada que hi ha algun canvi a l’estat dels 
esdeveniments que es monitorin. En aquest cas, però, el programa haurà de gestionar de 
manera més “intel·ligent” els esdeveniments que es donin per tal de no generar alarmes 
innecessàries. També, en aquest cas, caldria que autocontrol creés un registre amb tots 
els esdeveniments que s’han anat donant (juntament amb la data i l’hora que 




correspongui) i que l’enviï cada cert temps a un compte de correu destinat a tal efecte. 
En aquest sentit ja s’està començant a treballar per a que el programa aconsegueixi 
monitorar tots els esdeveniments que controla l’eina BITEX. Dins d’aquesta primera 
millora també es proposa que el programa sigui capaç no només d’enviar correus 
electrònics per avisar dels esdeveniments, sinó també d’enviar missatges de text SMS a 
un mòbil determinat en cas d’avaries greus. Per a això caldrà investigar les interfícies 
que ofereix C sobre LINUX. 
 
 La segona millora factible és que autocontrol passi de ser un programa 
únicament de monitoratge a ser un programa de gestió. Així, hauria de ser capaç de 
reiniciar diferents equips de les instal·lacions i de donar-los ordres, sempre segons les 
dades recollides pels agents i uns algoritmes prou intel·ligents. En una primera versió es 
podria mirar de controlar el switch de potència (a l’ANNEX 10 es pot trobar un 
exemple de switch de potència) que hi ha a totes les instal·lacions radar. Es tracta d’un 
switch que proporciona l’energia elèctrica per mitjà d’una sèrie de ports als ordinadors 
RCP i RVP, a l’emissor i a altres aparells de les instal·lacions radar. Aquest switch 
permet que, mitjançant una connexió telnet, es reiniciïn els diferents aparells que 
alimenta. Per tant, si s’aconsegueix controlar adequadament el switch-APC 
s’aconseguirà reiniciar els diferents aparells dels radars. A tal fi també es necessita un 
mapejat molt clar i molt estricte sobre quin aparell controla cada port del switch. 
  
La tercera millora que es proposa és crear una interfície gràfica que mostri en tot 
moment les actuacions de autocontrol i que, arribat el cas, permeti la interacció i la 
decisió de l’usuari per donar ordres i establir comportaments del programa de manera 
senzilla.  
 
Una quarta millora de futur és que el programa sigui capaç de treballar amb una 
gran xarxa de radars mitjançant la seva instal·lació en diferents servidors que actuarien 
com a nodes centrals i que aquests “nodes centrals” poguessin interactuar entre ells i 
prendre decisions de manera conjunta, tenint en compte els paràmetres obtinguts de la 
resta de nodes. De fet, si s’aconsegueix demostrar que el programa mostra bones 
capacitats enfront una gran xarxa de radars es podria intentar arribar a un pacte amb la 
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Extracte del Registre Històric 
d’Avaries i Actuacions als Radars de 










REGISTRE HISTÒRIC D'INTERVENCIONS A LMI 
DATA INTERVENCIÓ EXPLICACIÓ 
06/11/2009 Tècnica Canvi TR Limiter degut al soroll que "veu" el radar 
07/10/2009 Tècnica Manteniments varis (lectura registre xarxa, finals de carrera, cable switch APC...). 
14/09/2009 Tècnica Tall de xarxa elèctrica. 
09/09/2009 Tècnica Canvi ventilador RVP8 avariat + Posta en marxa radar. 
06/09/2009 Tècnica Posta en marxa del radar després del tall de xarxa elèctrica. 
03/09/2009 Tècnica 
Tall de xarxa elèctrica. 
Correcció de la potència emesa del radar. 
Posada en marxa del radar. 
30/08/2009 Tècnica Posta en marxa radar + canvi TWT (S/N:017 pel S/N:022) + mesures. 
29/08/2009 Tècnica Tall de xarxa elèctrica. 
28/08/2009 Tècnica Problema de comunicació amb el radar. En arribar estava tot parat, no hi havia xarxa. 
19/08/2009 Tècnica Posat en marxa el radar 
18/08/2009 Altres Alarmes del BITEX: TEMPERATURA ALTA, i TEMPERATURA RACK ALTA. La temperatura a la sala de control: 30ºC 
18/08/2009 Altres 
Tº màxima 29ºC a les 16:00 pm de Diumenge i la mínima 22ºC a les 06:00 am de 
Divendres. 
El passador de la porta d'entrada s'ha trencat. 
12/08/2009 Altres La Temperatura màxima és de 29ºC a les 18:00h PM de Dimarts i la  mínima:24ºC a les 10:00h AM de Dimecres 
04/08/2009 Altres La Temperatura màxima:29ºC a les 16:00h PM de Diumenge i la  mínima:22ºC a les 6:00h AM de Dijous. 
29/07/2009 Altres La Tº màxima:29ºC a les 16:00h pm de Ds i la  mínima:24ºC a les 3:00h am de DmEl pilot de llum de l'escala de dalt del Radom no funciona. 
25/07/2009 Altres Comprovat termòstat rack. Recollit registre de temperatura. Comprovat instal·lació d'aires. 
21/07/2009 Altres La Tº màxima:29ºC a les 16:00h pm de Dv i la  mínima:24ºC a les 6:00h am de Dll. El terra de la sala està brut, hi han restes de cigarrets. 
15/07/2009 Altres La Tº màxima31º i mínima21º. 
07/07/2009 Altres L'antena quan gira en direcció Nord fa una petita sacsejada. 
La Tº màxima34º i mínima30º. 
20/05/2009 Tècnica Pèrdua de comunicació amb el radar per avaria elèctrica 
18/05/2009 Tècnica Calibració antena. 
15/05/2009 Tècnica Calibració antena. 
13/05/2009 Tècnica Proves calibració antena 
12/05/2009 Tècnica Solucionat problema soroll antena i problema comunicació RCP8 i controlador. 
22/04/2009 Tècnica Canviat motor elevació. Problema comunicació entre el controlador i el RCP8. 
21/04/2009 Tècnica Estudi problema amb l'elevació. 
20/04/2009 Tècnica Estudi problema amb l'elevació. 
19/04/2009 Tècnica Estudi problema amb l'elevació. 
18/04/2009 Tècnica Problema amb l'elevació. 
25/03/2009 Tècnica Mesures del feix. 
07/03/2008 Tècnica RCP8 no respon. 
04/03/2008 Tècnica RCP8 no respon. 
03/03/2008 Tècnica RCP8 no respon. 
14/01/2009 Tècnica Estudi avaria elevació. Solucionat. Canvi motor d'elevació. 
13/01/2009 Tècnica Estudi avaria elevació. 
12/01/2009 Tècnica Estudi avaria elevació. 
09/01/2009 Tècnica Calibració antena. Modificat en 10º l'azimut. 
26/12/2008 Tècnica Tall de xarxa elèctrica. 






REGISTRE HISTÒRIC D'INTERVENCIONS A PDA 
DATA INTERVENCIÓ EXPLICACIÓ 
14/12/2009 Tècnica Alarma Global del SAI (falsa alarma deguda al fred). 
26/10/2009 Tècnica Canvi de reductora (eix partit). Canvi del coixinet. 
23/09/2009 Tècnica Arreglar grup electrogen: canvi fusible. 
08/08/2009 Tècnica Avaria reductora (eix partit). 
30/07/2009 Tècnica Canviada reductora d'azimut. 
24/07/2009 Tècnica Avaria grup electrogen. Fins el 04 d'agost. 
10/06/2009 Altres Detectat i reparat problema amb la reductora d'azimut (cargols fluixos). 
11/07/2008 Altres El deshidratador falla 
18/01/2008 Tècnica Canvi reductora azimut (eix partit). 
07/01/2008 Tècnica Canviat reductora avariada azimut. 
30/12/2007 Tècnica Estudi avaria emissor i variació intensitat. 
16/12/2007 Tècnica Canvi reductora. 
15/12/2007 Tècnica Canvi reductora. 
07/12/2007 Tècnica Canvi reductora. 
26/11/2007 Tècnica Avaria potència (problema refrigeració rack). 
16/11/2007 Tècnica Canvi reductora. 
15/11/2007 Tècnica Problemes intensitat i reductora. 
29/06/2007 Tècnica Avaria del grup electrogen. 
20/06/2007 Tècnica Emissor parat. 
19/06/2007 Tècnica Emissor parat. 
13/06/2007 Tècnica Avaria emissor, poca intensitat. 
28/05/2007 Tècnica Avaria emissor, poca intensitat. 
18/05/2007 Tècnica Avaria emissor, poca intensitat. 
17/05/2007 Tècnica Avaria emissor, poca intensitat. 
16/05/2007 Tècnica Avaria emissor, poca intensitat. 
15/05/2007 Tècnica Avaria emissor, poca intensitat. 
19/02/2007 Tècnica No hi ha comunicació amb el radar. 
18/02/2007 Tècnica No hi ha comunicació amb el radar. 
17/02/2007 Tècnica No hi ha comunicació amb el radar. 
09/02/2007 Tècnica Emissor parat. 
30/11/2006 Tècnica Problema detectat a l'actualització de l'IRIS 
13/09/2006 Tècnica Emissor parat. 
12/09/2006 Tècnica No es reben volums. 
04/08/2006 Tècnica Emissor penjat. 
03/08/2006 Tècnica Emissor penjat. 
21/07/2006 Tècnica El grup no es para automàticament quan torna la xarxa. 
05/07/2006 Tècnica Calibració del sistema. 
03/07/2006 Tècnica Avaria placa TX/RX 
02/07/2006 Tècnica Avaria placa TX/RX 
01/07/2006 Tècnica Avaria placa TX/RX 
30/06/2006 Tècnica Avaria placa TX/RX 
29/06/2006 Tècnica Avaria placa TX/RX 
28/06/2006 Tècnica Avaria placa TX/RX 
27/06/2006 Tècnica Avaria placa TX/RX 
26/06/2006 Tècnica Avaria placa TX/RX 
25/05/2006 Tècnica Emissor parat. 
08/05/2006 Tècnica Posat el registrador de xarxa a l'interior del rack, abans del switch APC. 
Posat gas-oil al grup. 
05/05/2006 Tècnica RCP8 penjat. 
04/05/2006 Tècnica RVP8 penjat 
01/05/2006 Tècnica RVP8 penjat. 
30/04/2006 Tècnica RVP8 penjat 
29/04/2006 Tècnica RVP8 penjat 




09/01/2006 Tècnica RVP8 penjat 
08/01/2006 Tècnica RVP8 penjat 
07/01/2006 Tècnica RVP8 penjat (vàries intervencions). 
06/01/2006 Tècnica RVP8 penjat 
02/01/2006 Tècnica RVP8 penjat 
01/01/2006 Tècnica RVP8 penjat 
30/12/2005 Tècnica Emissor parat. 
29/12/2005 Tècnica Emissor parat. 
06/11/2005 Tècnica Emissor parat 
31/10/2005 Tècnica Emissor parat. 
13/10/2005 Tècnica Problemes amb la xarxa elèctrica degut a les tempestes. 
27/09/2005 Tècnica Emissor parat. 
25/09/2005 Tècnica Problemes de xarxa elèctrica. 
06/09/2005 Tècnica Problemes de xarxa elèctrica. 
11/08/2005 Tècnica Emissor parat. 
06/08/2005 Tècnica Pèrdua de comunicació entre RCP8 i RVP8 
05/08/2005 Tècnica Pèrdua de comunicació entre RCP8 i RVP8 
23/07/2005 Tècnica No es reben les imatges correctament. 
22/07/2005 Tècnica L'antena no es mou correctament. 
21/07/2005 Tècnica L'antena es deixa de moure. 
12/07/2005 Tècnica Eix de la reductora partit. 
10/07/2005 Tècnica Emissor parat. 
05/07/2005 Tècnica Possible fuga al guia-ones. Reductora d'azimut s'ha trencat. 
21/06/2005 Tècnica Malfuncionament de l'IRIS 
20/06/2005 Tècnica Malfuncionament de l'IRIS 
20/04/2005 Tècnica Problemes de comunicació (switch). 
01/03/2005 Tècnica Problemes SAI: Temperatura baixa. 
28/02/2005 Tècnica 
Problemes SAI: Alarma de temperatura, no permet corregir la carga. El deshidratador 
té les alarmes A07 i A09. Problemes amb l'emissor: TWT Temperature. Es connecta 
el RVP8 al switch de potència. RCP8 penjat. 
20/02/2005 Tècnica RVP8 penjat. 
08/02/2005 Tècnica No gira l'antena en azimut. Alarmes del deshidratador: A07 i A09. Iris penjat. 
28/01/2005 Tècnica RCP8 penjat. Canvi memòria RAM. 
08/01/2005 Tècnica Radar parat. Es reinicia tot el sistema. 
26/12/2004 Tècnica Pèrdua de comunicació amb el radar. 
25/12/2004 Tècnica Pèrdua de comunicació amb el radar. 
13/12/2004 Tècnica Retirat un tirant trencat de l'antena. 
09/12/2004 Tècnica Canvi memòria RAM RCP8. 
11/11/2004 Tècnica RCP8 penjat. 
04/11/2004 Tècnica Fallada RCP8. 
27/10/2004 Tècnica Fallada de l'emissor. 
26/10/2004 Tècnica Fallada de l'emissor. 
22/10/2004 Tècnica No genera volums. 
19/10/2004 Tècnica Fallada de l'emissor. 
13/10/2004 Tècnica Fallada emissor. 
05/07/2004 Tècnica Radar fora de servei (avaria antena). 
11/06/2004 Tècnica Radar fora de servei (avaria antena). 
04/06/2004 Tècnica Radar fora de servei (avaria antena). 
19/01/2004 Tècnica El radar no emet correctament. 
28/11/2003 Tècnica Avaria processat del senyal. 
18/10/2003 Tècnica No hi ha comunicació amb el radar per culpa del radioenllaç. 
10/10/2003 Tècnica Avaria elevació. 
10/09/2003 Tècnica Avaria al sistema de control del generador. Manteniment del generador. 
21/08/2003 Tècnica Avaria a l'antena. Canvi motor d'azimut. 
20/08/2003 Tècnica Avaria a l'antena. Retirar motor d'azimut. 
19/08/2003 Tècnica Avaria a l'antena. 
08/08/2003 Tècnica Problemes amb el motor i el sincro d'azimut. 
25/07/2003 Tècnica Avaria motor azimut. Canvi motor. 






REGISTRE HISTÒRIC D'INTERVENCIONS A PBE 
DATA INTERVENCIÓ EXPLICACIÓ 
15/12/2009 Revisió Setmanal RVP8 penjat 
15/10/2009 Tècnica S'ha trencat la reductora d'azimut 
09/08/2009 Tècnica Problemes comunicació. 
21/04/2009 Tècnica Reparat avaria azimut. 
11/04/2009 Tècnica Detectada caiguda de llamp. 
19/01/2009 Tècnica L'aire condicionat està parat. Es reinicia el sistema. 
17/07/2008 Tècnica El SAI esta en Alarma. 
07/07/2008 Tècnica El A.C no funciona. 
27/06/2008 Tècnica El compressor del A.C no funciona. La temperatura de la sala de control es de 28º 
30/04/2008 Tècnica Avaria eix antena (es veu molt clutter marí). 
22/01/2008 Tècnica RCP8 i RVP8 penjats. 
21/01/2008 Tècnica Alarma SAI 
18/12/2007 Tècnica Problema amb l'antena (no es posiciona). 
06/09/2006 Tècnica RVP8 penjat. 
05/09/2006 Tècnica RVP8 penjat. 
10/08/2006 Tècnica RCP8 penjat. 
10/08/2006 Tècnica RCP8 penjat. 
19/06/2006 Tècnica Substituït motor i reductora. 
25/05/2006 Tècnica RCP8 penjat. 
21/05/2006 Tècnica RVP8 penjat. 
26/02/2006 Tècnica Problemes amb els volums, s'atrassen. 
13/02/2006 Tècnica Problemes amb els volums, s'atrassen. 
18/01/2006 Tècnica Problemes amb els volums, s'atrassen. 
15/01/2006 Tècnica Problemes amb els volums, s'atrassen. 
15/11/2005 Tècnica RVP8 penjat. 
11/11/2005 Tècnica Alarma: Problema cathode current de l'emissor 
08/11/2005 Tècnica RVP8 penja. 
26/10/2005 Tècnica Problemes amb el TWT que s'ha esgotat. 
13/09/2005 Tècnica RVP8 penjat. 
12/09/2005 Tècnica RVP8 penjat. 
10/09/2005 Tècnica RVP8 penjat. Poca intensitat. 
09/09/2005 Tècnica RVP8 penjat. 
04/07/2005 Tècnica Emissor parat. 
02/07/2005 Tècnica Emissor parat. Problemes amb la bomba de refrigeració. 
09/06/2005 Tècnica RVP8 penjat. 
03/06/2005 Tècnica Reparació bomba refrigeració de l'emissor. 
21/05/2005 Tècnica RVP8 penjat. 
19/05/2005 Tècnica Emissor parat (Errors: TCU Comms i Antenna Comms). 
    /04/2005 Tècnica Problemes de comunicació deguts al switch. 
03/02/2005 Tècnica Problemes amb la intensitat de l'emissor. 
02/02/2005 Tècnica Problemes amb la intensitat de l'emissor. 
14/01/2005 Altres Deshidratador "penjat" 
17/11/2004 Tècnica Problemes de comunicació. 
25/10/2004 Tècnica Fallada RCP8. 
28/04/2004 Tècnica Substitució del tub del TWT por el de recanvi. 
02/03/2004 Tècnica Avaria en el sistema informàtic. Substitució placa base. 
01/03/2004 Tècnica Incidència al RVP8. 
29/02/2004 Altres Problemes varis amb el grup, georator, RCP, comunicació, etc. 
17/01/2004 Tècnica Problemes de comunicació amb Barcelona. 
22/07/2003 Tècnica Avaria RVP8. 
22/05/2003 Tècnica Problemes configuració xarxa i router. 
04/04/2003 Tècnica Avaria al deshidratador. 
21/02/2003 Tècnica Incidència amb el control d'antena. 





REGISTRE HISTÒRIC D'INTERVENCIONS A CDV 
DATA INTERVENCIÓ EXPLICACIÓ 
16/12/2009 Tècnica Alarma temperatura sala molt baixa. 
27/11/2009 Tècnica Canvi del motor d'elevació. 
26/11/2009 Tècnica L'antena no assoleix cap elevació després de les revisions. Es tracta del motor d'elevació 
25/11/2009 Tècnica L'antena no assoleix cap elevació després de les revisions. 
14/09/2009 Tècnica Emissor parat. 
11/08/2009 Tècnica Canvi de bateries del SAI. 
05/08/2009 Altres Temps de vida de les bateries del SAI: 0 mesos 
27/07/2009 Tècnica Canvi d'un compressor d'AA/CC 
24/07/2009 Altres Un dels aires condicionats de control estava parat 
27/01/2009 Tècnica Emissor parat. 
04/12/2008 Tècnica No genera RF. Freqüència inadequada. 
03/12/2008 Tècnica No genera RF. Freqüència inadequada. 
02/12/2008 Tècnica No genera RF. Freqüència inadequada. 
01/12/2008 Tècnica No genera RF. Freqüència inadequada. 
28/11/2008 Tècnica No genera RF. Freqüència inadequada. 
29/05/2005 Tècnica Interferències externes. 
24/01/2008 Tècnica Canviat TWT i calibrat receptor i potència de sortida. 
14/12/2007 Tècnica Emissor parat. 
14/11/2007 Tècnica Emissor parat. Posat en marxa. 
02/10/2007 Tècnica Emissor parat. 
23/09/2007 Tècnica Emissor parat. 
22/09/2007 Tècnica Emissor parat. 
21/09/2007 Tècnica Emissor parat. 
15/09/2007 Tècnica Emissor parat. 
14/09/2007 Tècnica Emissor parat. 
13/09/2007 Tècnica Emissor parat. 
12/09/2007 Tècnica Emissor parat. 
11/09/2007 Tècnica Emissor parat. 
03/09/2007 Tècnica Emissor parat. 
02/09/2007 Tècnica Emissor parat. 
01/09/2007 Tècnica Emissor parat. 
03/08/2007 Tècnica Emissor parat. 
02/07/2007 Tècnica Emissor parat. 
01/07/2007 Tècnica Emissor parat. 
20/12/2006 Tècnica Problemes amb l'actualització. Es torna a deixar la versió antiga de l'IRIS. 
16/08/2006 Altres Han saltat els tèrmics dels aires condicionats 
04/08/2006 Altres Han saltat els tèrmics dels aires condicionats 
24/04/2006 Tècnica Emissor parat. Es reinicia remotament. 
18/04/2006 Tècnica El clutter no està fix. Un pinyó de l'encoder d'azimut s'ha quedat sense dents. 
04/12/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 
24/11/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 
24/07/2005 Tècnica S'ha perdut la comunicació amb el radar. 
15/07/2005 Tècnica Canvi del TWT 
11/07/2005 Tècnica L’emissor s'ha parat. La corrent de helix augmenta molt ràpidament. 
10/07/2005 Tècnica 
Emissor parat i no respon a les ordres remotament. No es comuniquen l’emissor i el 
PC. Es para l’emissor per hardware i es torna a posar en marxa, però es va parant 
repetidament. Es para durant 10 minuts i torna a funcionar correctament. 
08/07/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 
05/07/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 





04/07/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 
03/07/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 
02/07/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 
27/06/2005 Tècnica Es detecta que l’emissor s’ha parat. Error: “SOBRECORRENT HELIX”. S'esborren les 
alarmes i es posa en marxa correctament. 
16/02/2005 Tècnica Canvi del switch Ethernet i del transformador. Es posa el deshidratador i es trenca el 
colze que el connecta al guia-ones (s'ha de desmuntar per a canviar-lo). 
13/02/2005 Tècnica Problema amb el switch Ethernet, no s'enviaven els volums. 
20/01/2005 Tècnica Estudi problemes comunicació. Problema de Tradia. 
19/01/2005 Tècnica Alarma temperatura sala molt baixa. 
25/12/2004 Tècnica L'IRIS no funciona correctament 
07/12/2004 Tècnica Iris deixa de funcionar. 
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    NAME 
 
       top - display Linux tasks 
 
 
    SYNOPSIS 
 
       top -hv | -bcisS -d delay -n iterations -p pid [, pid ...] 
 
       The traditional switches '-' and whitespace are optional. 
 
 
    DESCRIPTION 
 
       The top program provides a dynamic real-time view of a running 
system. 
       It can display system summary information as well as a list of 
tasks 
       Currently being managed by the Linux kernel.  The types of 
system summary information shown and the types, order and size of 
information displayed for tasks are all user configurable and that 
configuration can be made persistent across restarts. 
 
       The program provides a limited interactive interface for 
process manipulation as well as a much more extensive interface for 
personal configuration -- encompassing every aspect of its operation.  
And while top is referred to throughout this document, you are free to 
name the program anything you wish. That new name, possibly an alias, 
will then be reflected on top's display and used when reading and 
writing a configuration file. 
 
 
    OVERVIEW 
 
 
  *Documentation* 
       The remaining Table of Contents 
    1. COMMAND-LINE Options 
    2. FIELDS / Columns 
       a. DESCRIPTIONS of Fields 
       b. SELECTING and ORDERING Columns 
    3. INTERACTIVE Commands 
       a. GLOBAL Commands 
       b. SUMMARY Area Commands 
       c. TASK Area Commands 
       d. COLOR Mapping 
    4. ALTERNATE-DISPLAY Mode 
       a. WINDOWS Overview 
       b. COMMANDS for Windows 
    5. FILES 
       a. SYSTEM Configuration File 
       b. PERSONAL Configuration File 
    6. STUPID TRICKS Sampler 
       a. Kernel Magic 
       b. Bouncing Windows 
       c. The Big Bird Window 
    7. BUGS, 8. HISTORY Former top, 9. AUTHOR, 10. SEE ALSO 






  *Operation* 
       When operating top, the two most important keys are help ('h' 
or '?') 
       and quit ('q') key. Alternatively, you could simply use the 
traditional interrupt key ('^C') when you're done. 
 
       When you start top for the first time, you'll be presented with 
the traditional screen elements: 1) Summary Area; 2) Message/Prompt 
Line; 3) Columns Header; 4) Task Area.  There will, however, be some 
differences when compared to the former top. 
 
       Highlighting 
   Summary_Area: There is no highlighting for load/uptime and 
only values are highlighted for other elements. 
 
   Task_Area: Tasks running (or ready to run) will be 
highlighted, and 
   bold is only one way of emphasizing such processes. 
 
       Content/Labels 
   Summary_Area: The program name is shown, perhaps a symlink or 
alias. 
   The Cpu(s) state label hints at other possibilities. The
 memory stats use a lower case 'k'. 
 
   Columns_Header: Will show a new field and some changed labels.  
More new fields will be found as you customize your top. 
 
       Note: the width of top's display will be limited to 512 
positions. Displaying all fields requires a minimum of 160 characters. 
The remaining width could be used for the 'Command' column. 
 
  *Startup Defaults* 
       The following startup defaults assume no configuration file, 
thus no user customizations. Even so, items shown with an asterisk 
('*') could be overridden through the command-line. 
 
    Global_defaults 
       'A' - Alt display       Off (full-screen) 
     * 'd' - Delay time       3.0 seconds 
       'I' - Irix mode       On (no, 'solaris' smp) 
     * 'p' - PID monitoring    Off 
     * 's' - Secure mode      Off (unsecured) 
       'B' - Bold disable      Off 
    Summary_Area_defaults 
       'l' - Load Avg/Uptime   On (thus program name) 
       't' - Task/Cpu states   On (1+1 lines, see '1') 
       'm' - Mem/Swap usage    On (2 lines worth) 
       '1' - Single Cpu       On (thus 1 line if smp) 
    Task_Area_defaults 
       'b' - Bold hilite      On (not 'reverse') 
     * 'c' - Command line     Off (name, not cmdline) 
     * 'i' - Idle tasks       On (show all tasks) 
       'R' - Reverse sort      On (pids high-to-low) 
     * 'S' - Cumulative time   Off (no, dead children) 
       'x' - Column hilite     Off (no, sort field) 
       'y' - Row hilite       On (yes, running tasks) 
       'z' - color/mono       Off (no, colors) 
 
1. COMMAND-LINE Options 




       The command-line syntax for top consists of: 
 
     -hv | -bcisS -d delay -n iterations -p pid [,pid...] 
 
       The typically mandatory switches ('-') and  even  whitespace  
are  completely optional. 
 
       -b: Batch mode operation 
     Starts top in 'Batch mode', which could be useful for 
sending output from top to other programs or to a file. In this mode, 
top will not accept input and runs until the iterations limit you've 
set with the '-n' command-line option or until killed. 
 
       -c: Command line/Program name toggle 
     Starts top with the last remembered 'c' state reversed.  
Thus, if top was displaying command lines, now that field will show 
program names, and visa versa. See the 'c' interactive command for 
additional information. 
 
       -d: Delay time interval as: -d ss.tt (seconds.tenths) 
     Specifies the delay between screen updates, and overrides 
the corresponding value in one's personal configuration file or the 
startup default. Later this can be changed with the 'd' or 's' 
interactive commands. 
 
     Fractional seconds are honored, but a negative number is not 
allowed. In all cases, however, such changes are prohibited if top is 
running in 'Secure mode', except for root (unless the 's' command-line 
option was used). For additional information on 'Secure mode' see topic 
5a. SYSTEM Configuration File. 
 
       -h: Help 
     Show library version and the usage prompt, then quit. 
 
       -i: Idle Processes toggle 
     Starts top with the last remembered 'i' state reversed.  
When this toggle is Off, tasks that are idled or zombied will not be 
displayed. 
 
       -n: Number of iterations limit as: -n number 
     Specifies the maximum number of iterations, or frames, top
 should produce before ending. 
 
       -u: Monitor by user as: -u somebody 
     Monitor only processes with an effective UID or user name 
matching that given. 
 
       -U: Monitor by user as: -U somebody 
     Monitor only processes with a UID or username matching that 
given. This matches real, effective, saved, and filesystem UIDs. 
 
       -p: Monitor PIDs as:  -pN1 -pN2 ...  or  -pN1, N2 [,...] 
     Monitor only processes with specified process IDs. This
 option can be given up to 20 times, or you can provide a comma 
delimited list with up to 20 pids. Co-mingling both approaches is 
permitted. 
     This is a command-line option only. And should you wish to 
return to normal operation, it is not necessary to quit and restart 
     top -- just issue the '=' interactive command. 
 
       -s: Secure mode operation 





     Starts top with secure mode forced, even for root. This mode 
is far better controlled through the system configuration  file  (see 
     topic 5. FILES). 
 
       -S: Cumulative time mode toggle 
     Starts top with the last remembered 'S' state reversed.  
When 'Cumulative mode' is On, each process is listed with the cpu time 
that it and its dead children have used. See the 'S' interactive 
command for additional information regarding this mode. 
 
       -v: Version 
     Show library version and the usage prompt, then quit. 
 
2. FIELDS / Columns 
   2a. DESCRIPTIONS of Fields 
       Listed below are top's available fields. They are always 
associated with the letter shown, regardless of the position you may 
have established for them with the 'o' (Order fields) interactive 
command. 
       Any field is selectable as the sort field, and you control 
whether they are sorted high-to-low or low-to-high. For additional 
information on sort provisions see topic 3c. TASK Area Commands. 
 
       a: PID -- Process Id 
   The task's unique process ID, which periodically wraps, though 
never restarting at zero. 
 
       b: PPID -- Parent Process Pid 
   The process ID of a task's parent. 
 
       c: RUSER -- Real User Name 
   The real user name of the task's owner. 
 
       d: UID -- User Id 
   The effective user ID of the task's owner. 
 
       e: USER -- User Name 
   The effective user name of the task's owner. 
 
       f: GROUP -- Group Name 
   The effective group name of the task's owner. 
 
       g: TTY -- Controlling Tty 
   The name of the controlling terminal. This is usually the 
device (serial port, pty, etc.) from which the process was started, 
and which it uses for input or output. However, a task need not be 
associated with a terminal, in which case you'll see '?' displayed. 
 
       h: PR -- Priority 
   The priority of the task. 
 
       i: NI -- Nice value 
   The nice value of the task. A negative nice value means higher 
priority, whereas a positive nice value means lower priority.  Zero in 
this field simply means priority will not be adjusted in determining a 
task's dispatchability. 
 
       j: P -- Last used CPU (SMP) 
   A number representing the last used processor. In a true SMP 
environment this will likely change frequently since the kernel 
intentionally uses weak affinity.  Also, the very act of running top 




may break this weak affinity and cause more processes to change CPUs 
more often (because of the extra demand for cpu time). 
 
       k: %CPU -- CPU usage 
   The task's share of the elapsed CPU time since the last screen 
update, expressed as a percentage of total CPU time. In a true SMP 
environment, if 'Irix mode' is Off, top will operate in number of 
CPUS. You toggle 'Irix/Solaris' modes with the 'I' interactive 
command. 
 
       l: TIME -- CPU Time 
   Total CPU time the task has used since it started. When 
'Cumulative mode' is On, each process is listed with the cpu time that 
it and its dead children has used. You toggle 'Cumulative mode' with 
'S', which is a command-line option and an interactive command. See 
the 'S' interactive command for additional information regarding this 
mode. 
 
       m: TIME+ -- CPU Time, hundredths 
   The same as 'TIME', but reflecting more granularity through 
hundredths of a second. 
 
       n: %MEM -- Memory usage (RES) 
   A task's currently used share of available physical memory. 
 
       o: VIRT -- Virtual Image (kb) 
   The total amount of virtual memory used by the task. It 
includes all code, data and shared libraries plus pages that have been 
swapped out. 
 
   VIRT = SWAP + RES. 
 
       p: SWAP -- Swapped size (kb) 
   The swapped out portion of a task's total virtual memory 
image. 
 
       q: RES -- Resident size (kb) 
   The non-swapped physical memory a task has used. 
 
   RES = CODE + DATA. 
 
       r: CODE -- Code size (kb) 
   The amount of physical memory devoted to executable code, also 
known as the 'text resident set' size or TRS. 
 
       s: DATA -- Data+Stack size (kb) 
   The amount of physical memory devoted to other than executable 
code, 
   also known as the 'data resident set' size or DRS. 
 
       t: SHR -- Shared Mem size (kb) 
   The amount of shared memory used by a task. It simply reflects 
memory that could be potentially shared with other processes. 
 
       u: nFLT -- Page Fault count 
   The number of major page faults that have occurred for a task. 
A page fault occurs when a process attempts to read from or write to a 
virtual page that is not currently present in its address space. A 
major page fault is when backing storage access (such as a disk) is 
involved in making that page available. 
 





       v: Ndrt -- Dirty Pages count 
   The number of pages that have been modified since they were 
last written to disk. Dirty pages must be written to disk before the 
corresponding physical memory location can be used for some other 
virtual page. 
 
       w: S -- Process Status 
   The status of the task which can be one of: 
      'D' = uninterruptible sleep 
      'R' = running 
      'S' = sleeping 
      'T' = traced or stopped 
      'Z' = zombie 
 
   Tasks shown as running should be more properly thought of as
 'ready to run' -- their task_struct is simply represented on the 
Linux run-queue. Even without a true SMP machine, you may see numerous 
tasks in this state depending on top's delay interval and nice value. 
 
       x: Command -- Command line or Program name 
   Display the command line used to start a task or the name  of  
the associated program. You toggle between command line and name with 
'c', which is both a command-line option and an interactive command. 
 
   When you've chosen to display command lines, processes without 
a command line (like kernel threads) will be shown with only the 
program name in parentheses, as in this example: ( mdrecoveryd ) 
 
   Either form of display is subject to potential truncation if 
it's too long to fit in this field's current width. That width depends 
upon other fields selected, their order and the current screen width. 
 
   Note: The 'Command' field/column is unique, in that it is not 
fixed-width. When displayed, this column will be allocated all 
remaining screen width (up to the maximum 512 characters) to provide 
for the potential growth of program names into command lines. 
 
       y: WCHAN -- Sleeping in Function 
   Depending on the availability of the kernel link map 
('System.map'), this field will show the name or the address of the 
kernel function in which the task is currently sleeping. Running tasks 
will display a dash ('-') in this column. 
   Note: By displaying this field, top's own working set will be 
increased by over 700Kb. Your only means of reducing that overhead 
will be to stop and restart top. 
 
       z: Flags -- Task Flags 
   This column represents the task's current scheduling flags 
which are expressed in hexadecimal notation and with zeros suppressed.  
These flags are officially documented in <linux/sched.h>. Less formal 

































PS(1)         Linux User's Manual    PS(1) 
 
 
    NAME 
 
 
ps - report a snapshot of the current processes. 
 
 






    DESCRIPTION 
 
 
ps displays information about a selection of the active processes. If 
you want a repetitive update of the selection and the displayed 
information, use top(1)instead. 
 
This version of ps accepts several kinds of options: 
1 UNIX options, which may be grouped and must be preceded by a dash. 
2 BSD options, which may be grouped and must not be used with a dash. 
3 GNU long options, which are preceded by two dashes. 
 
Options of different types may be freely mixed, but conflicts can 
appear. 
There are some synonymous options, which are functionally identical, 
due to the many standards and ps implementations that this ps is 
compatible with. 
 
Note that "ps -aux" is distinct from "ps aux". The POSIX and UNIX 
standards require that "ps -aux" print all processes owned by a user 
named "x", as well as printing all processes that would be selected by 
the -a option. If the user named "x" does not exist, this ps may 
interpret the command as "ps aux" instead and print a warning. This 
behavior is intended to aid in transitioning old scripts and habits. 
It is fragile, subject to change, and thus should not be relied upon. 
 
By default, ps selects all processes with the same effective user ID 
(euid=EUID) as the current user and associated with the same terminal 
as the invoker. It displays the process ID (pid=PID), the terminal 
associated with the process (tname=TTY), the cumulated CPU time in 
[dd-]hh:mm:ss format (time=TIME), and the executable name (ucmd=CMD). 
Output is unsorted by default. 
 
The use of BSD-style options will add process state (stat=STAT) to the 
default display and show the command args (args=COMMAND) instead of 
the executable name. You can override this with the PS_FORMAT 
environment variable. The use of BSD-style options will also change 
the process selection to include 
processes on other terminals (TTYs) that are owned by you; 
alternately, this may be described as setting the selection to be the 
set of all processes filtered to exclude processes owned by other 
users or not on a terminal. These effects are not considered when 
options are described as being "identical" below, so -M will be 
considered identical to Z and so on. 
 





Except as described below, process selection options are additive. The 
default selection is discarded, and then the selected processes are 
added to the set of processes to be displayed. A process will thus be 
shown if it meets any of the given selection criteria. 
 
    EXAMPLES 
 
To see every process on the system using standard syntax: 
   ps -e 
   ps -ef 
   ps -eF 
   ps -ely 
 
To see every process on the system using BSD syntax: 
   ps ax 
   ps axu 
 
To print a process tree: 
   ps -ejH 
   ps axjf 
 
To get info about threads: 
   ps -eLf 
   ps axms 
 
To get security info: 
   ps -eo euser,ruser,suser,fuser,f,comm,label 
   ps axZ 
   ps -eM 
 
To see every process running as root (real & effective ID) in user 
format: 
   ps -U root -u root u 
 
To see every process with a user-defined format: 
   ps -eo pid,tid,class,rtprio,ni,pri,psr,pcpu,stat,wchan:14,comm 
   ps axo stat,euid,ruid,tty,tpgid,sess,pgrp,ppid,pid,pcpu,comm 
   ps -eopid,tt,user,fname,tmout,f,wchan 
 
Print only the process IDs of syslogd: 
   ps -C syslogd -o pid= 
 
Print only the name of PID 42: 
   ps -p 42 -o comm= 
 
 
    SIMPLE PROCESS SELECTION 
 
 
-A  Select all processes. Identical to -e. 
 
-N  Select all processes except those that fulfill the 
specified conditions. (negates the selection) Identical to --deselect. 
 
T Select all processes associated with this terminal. 
Identical to the t option without any argument. 
 
-a  Select all processes except session leaders (see getsid(2)) 
  and processes not associated with a terminal. 
 
a  Lift the BSD-style "only yourself" restriction, which is 




  imposed upon the set of all processes when some BSD-style 
  (without "-") options are used or when the ps personality 
  setting is BSD-like. The set of processes selected in this 
  manner is in addition to the set of processes selected by 
  other means. An alternate description is that this option 
  causes ps to list all processes with a terminal (tty), or 
to 
  list all processes when used together with the x option. 
 
-d  Select all processes except session leaders. 
 
-e  Select all processes. Identical to -A. 
 
g  Really all, even session leaders. This flag is obsolete and 
  may be discontinued in a future release. It is normally 
  implied by the a flag, and is only useful when operating in 
  the sunos4 personality. 
 
r  Restrict the selection to only running processes. 
 
x  Lift the BSD-style "must have a tty" restriction, which is 
  imposed upon the set of all processes when some BSD-style 
  (without "-") options are used or when the ps personality 
  setting is BSD-like. The set of processes selected in this 
  manner is in addition to the set of processes selected by 
  other means. An alternate description is that this option 
  causes ps to list all processes owned by you (same EUID as 
  ps), or to list all processes when used together with the a 
  option. 
 
--deselect Select all processes except those that fulfill the 
specified 








































UNAME(1)    User Commands         UNAME(1) 
 
 
    NAME 
 
 
       uname - print system information 
 
 
    SYNOPSIS 
 
 
       uname [OPTION]... 
 
 
    DESCRIPTION 
 
 
       Print certain system information.  With no OPTION, same as -s. 
 
      -a, --all 
print all information, in the following order, except omit 
-p 
       and -i if unknown: 
 
      -s, --kernel-name 
       print the kernel name 
 
      -n, --nodename 
       print the network node hostname 
 
      -r, --kernel-release 
       print the kernel release 
 
      -v, --kernel-version 
       print the kernel version 
 
      -m, --machine 
       print the machine hardware name 
 
      -p, --processor 
       print the processor type or "unknown" 
 
      -i, --hardware-platform 
       print the hardware platform or "unknown" 
 
      -o, --operating-system 
       print the operating system 
 
      --help display this help and exit 
 
      --version 
       output version information and exit 
 
 
    AUTHOR 
 
 
       Written by David MacKenzie. 
 
 





    REPORTING BUGS 
 
 
       Report bugs to <bug-coreutils@gnu.org>. 
 
 
    COPYRIGHT 
 
 
      Copyright (C) 2005 Free Software Foundation, Inc. 
This is free software.  You may redistribute copies of it under 
the terms of the GNU General Public License 
      <http://www.gnu.org/licenses/gpl.html>. There is NO WARRANTY, 
to the extent permitted by law. 
 
 
    SEE ALSO 
 
 
       The full documentation for uname is maintained as a Texinfo 
manual.  If the info and uname programs are properly installed at your 
site, the command info uname should give you access to the complete 
manual. 
 



































































































































Especificacions SAI i Pressupost 

































































SAI i configuració 
escollits 








3) Selecció d’ítems opcionals. 
 











































































































































































































a) Informació extreta de l’arxiu /proc/cpuinfo: 
 
processor : 0 
vendor_id : GenuineIntel 
cpu family : 15 
model  : 2 
model name : Intel(R) Xeon(TM) CPU 2.40GHz 
stepping : 7 
cpu MHz  : 2399.864 
cache size : 512 KB 
physical id : 0 
siblings : 2 
core id  : 0 
cpu cores : 1 
apicid  : 0 
fdiv_bug : no 
hlt_bug  : no 
f00f_bug : no 
coma_bug : no 
fpu  : yes 
fpu_exception : yes 
cpuid level : 2 
wp  : yes 
flags  : fpu vme de pse tsc msr pae mce cx8 apic mtrr pge mca cmov 
pat pse36 clflush dts acpi mmx fxsr sse sse2 ss ht tm pbe cid 
bogomips : 4801.92 
 
processor : 1 
vendor_id : GenuineIntel 
cpu family : 15 
model  : 2 
model name : Intel(R) Xeon(TM) CPU 2.40GHz 
stepping : 7 
cpu MHz  : 2399.864 
cache size : 512 KB 
physical id : 0 
siblings : 2 
core id  : 0 
cpu cores : 1 
apicid  : 1 
fdiv_bug : no 
hlt_bug  : no 
f00f_bug : no 
coma_bug : no 
fpu  : yes 
fpu_exception : yes 
cpuid level : 2 
wp  : yes 
flags  : fpu vme de pse tsc msr pae mce cx8 apic mtrr pge mca cmov 
pat pse36 clflush dts acpi mmx fxsr sse sse2 ss ht tm pbe cid 
bogomips : 4798.78 
 












b) Informació extreta de l’arxiu /proc/meminfo: 
 
MemTotal:      1034632 kB 
MemFree:         19548 kB 
Buffers:        121316 kB 
Cached:         752488 kB 
SwapCached:          0 kB 
Active:         582512 kB 
Inactive:       367668 kB 
HighTotal:      130496 kB 
HighFree:          992 kB 
LowTotal:       904136 kB 
LowFree:         18556 kB 
SwapTotal:     2097144 kB 
SwapFree:      2089520 kB 
Dirty:             456 kB 
Writeback:           0 kB 
AnonPages:       76440 kB 
Mapped:          46404 kB 
Slab:            54280 kB 
PageTables:       2556 kB 
NFS_Unstable:        0 kB 
Bounce:              0 kB 
CommitLimit:   2614460 kB 
Committed_AS:   310156 kB 
VmallocTotal:   114680 kB 
VmallocUsed:      3824 kB 
VmallocChunk:   110344 kB 
HugePages_Total:     0 
HugePages_Free:      0 
HugePages_Rsvd:      0 
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- ASN.1: Norma per representar dades independentment de la màquina que 
s’utilitzi i les seves representacions internes. És un protocol de nivell de 
presentació (model OSI). Aquest protocol és el que utilitza el SNMP per 
representar els seus objectes gestionables. Els tipus de dades es classifiquen 
segons si són simples (primitius), compostos (construïts a partir d’uns altres, 
simples o compostos) o definits, i tenen una etiqueta de nom que permet 
identificar-los. 
 
- Capa d’aplicació: Capa del nivell 7 del model de referència d’Interconnexió 
de Sistemes Oberts, OSI (Open System Interconnexion). Ofereix a les 
aplicacions la possibilitat d’accedir als serveis de la resta de capes i defineix 
els protocols que utilitzen les aplicacions per intercanviar dades. 
Habitualment l’usuari interactua amb un programa que al seu torn interactua 
amb el nivell d’aplicació. Entre els protocols genèrics que actuen en aquesta 
capa destaquen: HTTP, FTP, POP, SSH, Telnet, SNMP, DNS... 
 
- Circulador: Dispositiu de microones amb 3 portes: 1, 2 i 3. Tota l’energia 
que incideix a la porta 1 es transmet a la porta 2; la incident a la porta 2 es 
transmet a la porta 3, i la que incideix a la porta 3 passa a la porta 1. La 
transmissió en els sentits inversos no és possible. En els radars s’utilitza com 
a duplexor, evitant que el senyal de l’emissor vagi al receptor i que el senyal 
destinat al receptor vagi cap a l’emissor. 
 
- Clutter: Soroll provocat en un sistema radar pels ecos o reflexions en 
elements que no són del sistema (muntanyes, superfície del mar, etc.), que 
fan que la SNR no sigui adequada pel radar i propicien blancs erronis. 
 
- DES, 3DES[1]: Data Encryption Standard. Algoritme de xifrat d’informació. 
En els seus inicis l’algoritme va ser controvertit (elements del disseny 
classificats, longitud de clau curta i sospites d’una debilitat). Avui dia es 
considera insegur per a moltes aplicacions degut a la curta longitud de la 
clau. Es pensa que l’algoritme és segur si es practica la seva variant de Triple 
DES (ó 3DES). El mètode 3DES és immune a l’atac man in the middle i fa 
que la longitud efectiva de la clau sigui de 112 bits (la longitud de la clau és 
de 192 bits) en comptes de 56 (com en DES simple), però implica triplicar el 
número d’operacions de xifrat. El 3DES està desapareixent a poc a poc 
essent reemplaçat per l’algoritme AES (Advanced Encryption Standard). Tot 
i això l’ús del triple DES és molt extens (targetes de crèdit, per exemple). 
Tant DES com 3DES són algoritmes lents, de fet, AES pot arribar a ser 6 
vegades més ràpid i avui dia encara no se li ha trobat cap vulnerabilitat. 
 
- Duplexor: Dispositiu que permet una comunicació bidireccional a través 
d’un sol canal. En els sistemes radar aïlla el receptor de l’emissor i l’emissor 
del receptor, permetent així utilitzar la mateixa antena per emissió i recepció 
a la vegada. 
 
- Efecte Doppler[10]: Efecte descobert el 1842 per Christian Johan Doppler. 
És un efecte de la física ondulatòria que es dóna quan una font en moviment 
emet ones. En aquesta situació, un observador percebrà canvis a la 




freqüència de les ones segons on estigui situat respecte el moviment de la 
font. 
 
- IAB (Internet Architecture Board)[1][11]: Comitè encarregat de la supervisió 
del desenvolupament d’internet. Entre les seves moltes responsabilitats hi ha 
la supervisió d’aspectes de protocols de xarxa i procediments utilitzats per 
internet, la supervisió dels estàndards que s’utilitzen, la recollida de 
comentaris respecte els estàndards, etc. 
 
- Klystron[1][12]: Tub d’electrons utilitzat com a amplificador de microones o 
com a oscil·lador. És un tub de microones amb un feix lineal on la velocitat 
de modulació s’aplica a un feix d’electrons per produir l’amplificació. 
 
- Magnetró[1]: Dispositiu que transforma l’energia elèctrica en energia 
electromagnètica en forma de microones. Té un filament de titani on hi 
circula un corrent, s’escalfa i produeix un núvol d’electrons al seu voltant. 
Aquest cilindre es troba en una cavitat cilíndrica de metall que, quant se li 
aplica un potencial d’alt voltatge positiu (respecte el filament) aquest atrau 
les càrregues negatives. Aquestes càrregues viatjarien radialment, però un 
camp magnètic aplicat per dos imants permanents obliguen els electrons a 
girar en espiral al voltant del filament fins arribar al pol positiu d’alt voltatge. 
D’aquesta manera els electrons generen una ona electromagnètica 
perpendicular al seu desplaçament que s’expulsa per un orifici de la cavitat 
com a guia d’ona. 
 
- Protocol EGP[1]: Exterior Gateway Protocol. Protocol estàndard utilitzat per 
l’intercanvi d’informació d’enrutament entre sistemes autònoms (conjunt de 
xarxes i dispositius ‘router IP’ normalment administrats per una sola entitat 
amb una política comú de definició de trajectòries per a internet). Les 
passarel·les EGP només poden retransmetre informació a les xarxes del seu 
sistema autònom. El protocol EGP permet monitorar l’accessibilitat dels  
elements veïns i sondejar si hi ha sol·licituds d’actualització mitjançant un 
sondeig periòdic de missatges “Hello/I Hear You”. 
 
- PDU (SNMP): Packet Data Unit. Missatge entre els administradors i els 
agents SNMP. 
 
- RCP: Radar Control Processor. Les seves funcions més destacades són: 
Programació dels programes del radar (generació de volums en el moment en 
què toca); control de l’antena; control de les opcions de senyal i de 
processament; enviament de les dades generades pel radar; gestió de l’estat 
de les instal·lacions (BITEX). 
 
- RSA[1][13]: Sistema criptogràfic de clau pública. Primer i més utilitzat 
algoritme d’aquest tipus. És vàlid tant per a xifrar com per a signar 
digitalment. El principi de funcionament d’aquest algoritme es basa en el 
producte de dos números primers molt grans (de l’ordre de 10200, tot i que es 
preveu que la grandària augmenti a mesura que augmenti la capacitat de 
càlcul dels ordinadors). El seu funcionament consisteix en què cada usuari 
posseeix una clau privada i una clau pública. L’emissor del missatge envia la 
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clau pública al receptor, xifra el seu missatge amb aquesta clau i el receptor 
la desxifra utilitzant la seva clau privada. Mentre no es coneguin formes 
ràpides de descompondre un número gran en els seus factors primers aquest 
algoritme serà segur, però cal tenir en compte que la computació quàntica 
podria donar solució a aquest problema. 
 
- RVP: Radar Video Processor. Les seves funcions principals són: generar el 
senyal a emetre, i processar i interpretar el senyal rebut. 
 
- TCP[1][11]: Transmission Control Protocol. Protocol de comunicació orientat 
a connexió i fiable del nivell de transport. Pertany a la capa 4 del model OSI. 
Garanteix que les dades arribaran al destí sense errors i en el mateix ordre en 
què s’han transmès. També proporciona un mecanisme per distingir diferents 
aplicacions dins la mateixa màquina a través del concepte de ‘port’. TCP 
dóna suport a les aplicacions HTTP, SSH i FTP (entre moltes altres). Entre 
les característiques més importants destaquem: orientat a connexió, Full-
Duplex, verificació d’errors, control del cabal i servei de recuperació de 
paquets. 
 
- TR Limiter: Dispositiu de microones que limita l’entrada al receptor per tal 
de protegir-lo de senyals massa elevats. 
 
-  TWT[1]: Traveling-Wave Tube. Tub d’ones progressives que actua com a 
amplificador de microones de guany elevat (el guany pot arribar a ser de 
l’ordre de 70dB). Consisteix en un tub on s’ha fet el buit i un càtode en el seu 
interior que emet electrons gràcies a un elevat voltatge aplicat. Els electrons 
s’agrupen en un feix gràcies a uns camps electromagnètics al voltant del tub, 
i hi ha una hèlix conductora al voltant del tub d’electrons. A l’hèlix se li 
acobla el senyal de microones que es vol amplificar mitjançant una antena 
(no hi ha contacte físic entre l’hèlix i l’antena). El senyal amplificat també 
s’extreu mitjançant una altra antena situada a l’altre extrem del tub. El feix 
d’electrons i el corrent induït a l’hèlix interactuen per mitjà d’un camp 
magnètic produint més corrent a l’hèlix i amplificant el senyal. 
 
 
- UDP[1][11]: User Datagram Protocol. Protocol de nivell de transport basat en 
l’intercanvi de datagrames. Permet l’enviament de datagrames a través de la 
xarxa sense haver establert prèviament una connexió (el datagrama ja conté 
suficient informació a la capçalera). No hi ha garanties de que arribi la 
informació. Qualsevol garantia de la transmissió de la informació haurà de 
ser implementada per capes superiors. 
 
- Xarxes OSI: Un dels dos models conceptuals de comunicació a través d’una 
xarxa. Va proporcionar als fabricants un conjunt d’estàndards per assegurar 
la compatibilitat i interoperabilitat entre els diferents tipus de tecnologies de 
xarxa produïts per les empreses a nivell mundial. El model no especifica 
quin protocol s’ha d’utilitzar a cada capa (per això no es considera una 
arquitectura), sinó que només defineix 7 nivells o capes de xarxa. (Els nivells 
estan especificats a l’ANNEX 11). 
 




- Xarxes TCP/IP: Un dels dos models conceptuals de comunicació a través 
d’una xarxa. Consisteix en la associació del protocol d’internet IP i el 
protocol TCP. El model TCP/IP simplifica molt l’esquema del model de 
xarxes OSI limitant el problema de la comunicació entre màquines a 4 
problemes senzills: 
 
 Comunicació a nivell físic entre màquines properes: capa de 
nivell físic. 
 Transport de dades entre dos xarxes unides directament entre sí: 
capa d’enllaç. 
 Encaminament de dades d’una xarxa a una altra: capa Interxarxa. 
  Control de flux de dades bidireccional entre dos màquines: capa 
de control de transport.  
En aquest model IP i TCP (respectivament) serien els dos protocols superiors 
d’una pila de 4, i els protocols inferiors es controlarien mitjançant hardware. 
Amb aquestes eines es podria establir un canal de comunicació bidireccional 
entre dos màquines. A més, el protocol TCP podria ser canviat per UDP 
passant a una comunicació unidireccional entre dos màquines. Una altra gran 
diferència amb el model OSI és que aquest últim va ser creat abans que els 
protocols, de manera que algunes funcionalitats necessàries fallen o no 
existeixen. En canvi TCP/IP es va crear després dels protocols, per això 
s’emmotlla perfectament a ells. 
 
 
 
 
 
