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DISPERSION FOR SCHRO¨DINGER OPERATORS ON REGULAR
TREES
KAI¨S AMMARI AND MOSTAFA SABRI
Abstract. We prove dispersive estimates for two models : the adjacency matrix on
a discrete regular tree, and the Schro¨dinger equation on a metric regular tree with the
same potential on each edge/vertex. The latter model can be thought of as an extension
of the case of periodic Schro¨dinger operators on the real line. We establish a t−3/2-decay
for both models which is sharp, as we give the first-order asymptotics.
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1. Introduction
Consider the adjacency matrix on Z, i.e. (Af)(j) = f(j − 1) + f(j + 1). An easy
application of the Fourier transform F : L2[0, 2π] → ℓ2(Z), f 7→ (fˆk), shows that its
spectrum σ(A) = σac(A) = [−2, 2]. In fact A is seen to be unitarily equivalent to the
operator of multiplication by φ(x) = 2 cos x on L2[0, 2π]. It also follows that
eitA(n,m) = 〈F−1δn, (F−1eitAF )F−1δm〉 = 1
2π
∫ 2π
0
ei(m−n)xeitφ(x) dx = im−nJm−n(2t) ,
where Jk is the Bessel function. Its asymptotics are well-known as t −→ ∞. In fact, using
[23, p. 338], we deduce that
(1.1) eitA(n,m) = im−n
√
2
π
· 1√
2t
cos
(
2t− π(m− n)
2
− π
4
)
+O
( 1
t3/2
)
.
The remainder O(t−3/2) is bounded independently of n,m. It follows that for large t,
(1.2) ‖eitAf‖∞ = sup
n∈Z
∣∣∣∣ ∑
m∈Z
eitA(n,m)f(m)
∣∣∣∣ ≤ Ct1/2 ‖f‖1 .
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The same idea shows more generally that for A on ℓ2(Zd), we have for t large,
‖eitAf‖∞ ≤ C
td/2
‖f‖1 .
Since ‖eitAf‖2 = ‖f‖2 is constant with time, the fact that the kernel decays with t shows
that wave packets must be spreading out as time goes on. It is then quite intuitive that
in higher dimensions there is more spreading out as there are more directions to diffuse.
Back to (1.1), we emphasize that throughout the paper we are interested in the large
t behavior. Another interesting asymptotics is to fix time and study the kernel eitA(x, y)
as d(x, y) −→∞. In case of Z, it is known that the Bessel function Jk(2t) ∼ 1√2πk (
et
k )
k as
k −→∞, see [1, 9.3.1, p.365]. This says that |(eitAδ0)(n)| = |〈δn, eitAδ0〉| = |Jn(2t)| decays
very fast in n. Such decay cannot be inferred from asymptotics of the form (1.1) (and
conversely Jk(2t) ∼ 1√2πk (
et
k )
k is of course not the correct asymptotics as t −→∞). Note
also that the dispersive estimate (1.2) does not require a decay in d(n,m). To summarize,
the order of limits (t or d(x, y)) is important.
We now explore the case of the infinite (q+1)-regular tree Tq with q ≥ 2. We will show
that here again, as expected, the spreading is faster than on Z.
Here (Af)(v) =
∑
w∼v
f(w), where the sum is over nearest neighbors w of v. It is well-
known that σ(A) = σac(A) = [−2√q, 2√q], see e.g. [10].
Theorem 1.1. Consider the adjacency matrix A on the (q + 1)-regular tree Tq, q ≥ 2.
The following asymptotics hold for the evolution semigroup : for any vertices v,w ∈ Tq
with d(v,w) = n, as t −→ ∞, we have
eitA(v,w) =

1√
π t3/2
sin
(
2
√
qt− π4
) · q−n2 +14 (2+(n+1)(q−1))
(q−1)2 +O(t
−2) if n is even,
−i√
π t3/2
sin
(
2
√
qt+ π4
) · q−n2 +14 (2+(n+1)(q−1))
(q−1)2 +O(t
−2) if n is odd.
The term O(t−2) is uniform in n = d(v,w) and independent of v,w. In particular, we
may find t0 and Cq such that for all t > t0, all f ∈ L1(Tq), we have
(1.3) ‖eitAf‖∞ ≤ Cq
t3/2
‖f‖1 .
This result shows that the spreading is indeed faster than Z : we have the asymptotics
≍ t−3/2 instead of t−1/2, corresponding to the fact that the wave now has exponentially
more directions to go to. Curiously however the effect of increasing the degree q is not as
substantial as the Euclidean case. While on Zd one gets the asymptotics ≍ t−d/2, here we
always have ≍ t−3/2, though increasing the degree does decrease the kernel eitA(v,w).
We now consider the continuum case. The prototype here is the Euclidean space. Simple
arguments using the Fourier transform [25, Chapter 7.4] reveal that for the Laplacian on
L2(Rd), we have
eit∆f(x) ∼
( 1
2it
)d/2
e
ix2
4t f̂
(x
t
)
.
In particular, ‖eit∆‖L1(Rd)→L∞(Rd) ≤ Ct−d/2 for t large enough. In other words, the same
type of decay we saw in the discrete case on Zd holds in the continuum. So let us consider
the continuum analog of the regular tree, namely the infinite regular quantum tree.
Consider the (q+1)-regular tree Tq, endow it with an equilateral quantum structure (all
edges have length L), an identical potential W on each edge, the same coupling constant α
on all vertices. Assume moreover the potential W is symmetric, that isW (L−x) =W (x).
Denote this quantum tree by Tq and consider the corresponding Schro¨dinger operator
H = −∆+W
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with δ-boundary conditions at the vertices involving the coupling α ∈ R. More precisely,
the operator H acts on the Hilbert space L2(Tq) = ⊕
e∈E(Tq)
L2(0, L) with domain given by
the set of functions f = (fe) ∈ ⊕H2(0, L) satisfying the following δ-boundary conditions :
continuity at vertices, i.e. fe(v) = fe′(v) =: f(v) if e, e
′ are edges with origin v, and
current relation
∑
e,o(e)=v
f ′e(v) = αf(v) for any vertex v ∈ Tq. The operator H then acts by
Hfe(x) = −f ′′e (x) +W (x)fe(x) for f = (fe) in its domain. The case α = 0 corresponds to
the well-known Kirchhoff boundary conditions, where current is perfectly preserved.
We know by [9] that σ(H) consists of bands of purely absolutely continuous spectrum
(AC for short), and in between the bands there are some infinitely degenerate eigenvalues.
We shall discuss the spectrum in more detail in a moment.
Let z ∈ C. The Green’s function (i.e. resolvent kernel of H) can be computed explicitly
as follows. Consider the eigenproblem
−ψ′′e +Wψe = zψe .
Choose a basis of solutions Cz(x), Sz(x) satisfying the initial values(
Cz(0) Sz(0)
C ′z(0) S′z(0)
)
=
(
1 0
0 1
)
.
Note that Cz(x) = cos
√
zx and Sz(x) =
sin
√
zx√
z
if W ≡ 0. Here, if Im z > 0, we always
choose the branch of
√
z with positive imaginary part.
Denote
(1.4) c(z) = Cz(L), s(z) = Sz(L) .
Given z ∈ C+ := {z ∈ C : Im z > 0}, we define
(1.5) µ±(z) =
w(z) ±√w(z)2 − 4q
2q
, w(z) := (q + 1)c(z) + αs(z) .
Remark 1.2. If w(z)2 − 4q = reiφ, we should explain if √w(z)2 − 4q denotes √reiφ/2,
the root with positive imaginary part, or −√reiφ/2, the one with negative imaginary part.
Note that qµ+(z)µ−(z) = 1. If z ∈ C+, then one solution has modulus < 1√q while
the other is > 1√q . As in [9, Section 3], we always choose the branch of the square root
such that |µ−(z)| < 1√q . For example, if W = α = 0, q = 1 and L = 1, we have µ−(z) =
cos
√
z−
√
− sin2(√z). Then with this convention µ−(z) = cos√z+ i sin√z = ei
√
z is the
correct choice, as |ei
√
z| < 1 for z ∈ C+.
In general, one has |µ−(z)|2 < 1q ⇐⇒ Rew(z)
√
w(z)2 − 4q > 0. One easily checks
that to have this inequality, when w(z) ∈ C+, we should choose the branch with positive
imaginary part, and when w(z) ∈ C− we choose the branch with negative imaginary part.
This is coherent with the above special case, since the root −i sin√z has positive imaginary
part iff cos
√
z has.
If λ ∈ R, we denote µ±(λ) := limη↓0 µ±(λ+ iη). Note that if λ ∈ R, then w(λ) ∈ R. If
moreover |w(λ)| ≤ 2√q, then |µ±(λ)| = 1√q .
It can be shown [9, 16] that the resolvent kernel is given by
(1.6) Gz
Tq
(o, o) =
−s(z)
(q + 1)µ−(z)− w(z)
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at any vertex o. If x, y are in the same edge e, y ∈ T+x , then
(1.7) Gz
Tq
(x, y) =
Gz
Tq
(o, o)
s2(z)
(
Sz(L− x)Sz(L− y) + Sz(x)Sz(y)
+ µ−(z)Sz(L− x)Sz(y) + qµ+(z)Sz(x)Sz(L− y)
)
.
If x, y are in different edges a distance n appart, then
Gz
Tq
(x, y) =
(
µ−(z)
)n
Gz
Tq
(x, y′) ,
where y′ is the point y moved to the same edge as x in the respective position.
All limits
(1.8) GλTq(x, y) := limη↓0
Gλ+iη
Tq
(x, y)
exist if λ ∈ σac(H). Moreover λ 7→ Gλ(x, y) is analytic since all functions given above are
analytic by classical ODE results.
We are now interested in the kernel of the evolution operator eitH . As previously
mentioned, σ(H) consists of bands of pure AC spectrum along with eigenvalues between
the bands [9]. By the spectral theorem, if λ ∈ σpp(H) with corresponding eigenvector ψλ,
then eitHψλ = e
itλψλ. In particular ‖eitHψλ‖∞ = ‖ψλ‖∞ does not exhibit any decay with
t. Therefore we should restrict our attention to functions ψ in the absolutely continuous
subspace Hac ⊂ H = L2(Tq).
Let 1ac(H) be the orthogonal projection onto Hac. Then e
itH1ac(H) is an integral
operator with kernel given by
(1.9) eitH1ac(H)(x, y) =
1
π
∫
σac(H)
eitλ ImGλTq (x, y) dλ ,
see Section 3 for details.
The spectrum of H is given more precisely as follows : let
σD = {λ ∈ R : s(λ) = 0}
be the Dirichlet values, i.e. σD = {(nπL )2}n≥1 in the special case W = 0. Define
σac = {λ ∈ R : |w(λ)| ≤ 2√q} .
Then
σ(H) = σac ∪ σD .
Moreover σac ∩ σD = ∅ whenever q ≥ 2. If we denote the n-th Dirichlet value by δn,
n ≥ 1, we know that in each of the intervals (−∞, δ1), (δn, δn+1), for any E ∈ [−2√q, 2√q],
there is a unique λ such that w(λ) = E. We also know that ∂λw(λ) 6= 0 on σac, see [9,
Theorem 4.3].
Summarizing, the preceding considerations imply the following picture :
(1.10) σac = ∪n≥1In ,
between the bands of AC spectrum In and In+1 lies the eigenvalue δn (disjoint from them).
Moreover, w(In) = [−2√q, 2√q] for any n, and w is either strictly increasing or strictly
decreasing on In. To complete the picture, it is useful to remember that in general the
n-th Dirichlet value δn is given by
(1.11) δn =
(nπ
L
)2
+O(1) ,
see [21, Theorem 4, p.35]. In the special case W = 0, we have In = [(
(n−1)π+θ
L )
2, (nπ−θL )
2],
where θ = arccos
2
√
q
q+1 .
We may now state our main result.
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Theorem 1.3. Consider the Schro¨dinger operator H = −∆+W on the (q + 1)-regular
tree Tq, q ≥ 2, where W is edge-symmetric and identical on each edge, and each vertex is
endowed the same coupling constant α ∈ R.
Denote by In = [an, bn] the n-th band of AC spectrum. The following asymptotics hold
for the evolution semigroup : for any x, y ∈ Tq, as t −→∞, we have
(1.12) eitH1ac(H)(x, y) =
iq1/4(q + 1)
(q − 1)2√π t3/2
∑
n≥1
[
e
−iπ
4 eiant|w′(an)|1/2 |s(an)|Φ(an, x, y)
2
− e
iπ
4 eibnt|w′(bn)|1/2 |s(bn)|Φ(bn, x, y)
2
]
+O(t−2) ,
where
(1.13) Φ(λ, x, y) =
ImGλ+i0
Tq
(x, y)
ImGλ+i0
Tq
(o, o)
with o ∈ Tq an arbitrary vertex. The term O(t−2) is uniform in d(x, y) and independent of
x, y. In particular, we may find t0 and Cq such that for all t > t0, all f ∈ L1(Tq)∩L2(Tq),
we have
(1.14) ‖eitH1ac(H)f‖∞ ≤ Cq
t3/2
‖f‖1 .
The function Φ(λ, x, y) represents the correlation of a generic wavefunction of H on Tq,
with energy λ, at the points x, y. See [16] for a precise statement. It can be written explic-
itly in terms of the functions Sλ(x) defined in (1.4), see (3.33) and (3.36). In particular, it
is known that Φ(λ, x, y) is bounded over σac(H) and decays exponentially in d(x, y). The
function s(λ) is given by (1.4) and w(λ) as in (1.5). We also denoted w′(λ) := ∂λw(λ).
The sum in (1.12) is absolutely convergent, as follows from the estimates of Section 3.
Our result for the adjacency matrix on Tq also involves Φ actually. Namely, the quantity
q−n/2(2 + (n+ 1)(q − 1)) in Theorem 1.1 is nothing but (q + 1)ΦA(2√q, v, w).
Note that since ‖eitH1ac‖L2→L2 ≤ 1, one may use the Riesz-Thorin interpolation to
deduce from our results that ‖eitH1ac‖Lp′→Lp ≤ Ct
−3
2
(1− 2
p
), for p′ = pp−1 , p ≥ 2.
1.1. Previous results. Besides the well-known case of the Laplacian on the real line,
there are some interesting earlier works concerning dispersion on networks. In [2], the
authors consider the Laplacian on the tadpole graph (this consists of the half-line with a
loop at the origin, a.k.a. a lasso graph). It is found that the speed of dispersion in the AC
subspace cannot exceed t−1/2. In [3], the case of star graphs is considered, where each edge
in the star has infinite length (a half-line). The authors allow for the presence of potentials
on the edges satisfying some decay condition, and establish the speed of dispersion t−1/2.
In [7], the authors replace the central vertex of the star by a finite tree, in other words
they study a finite tree with terminal leaves of infinite length. They only consider the
Laplacian, i.e. no edge-potential, but they allow for coupling constants (αj)
p
j=1 at the
vertices of the finite tree. They establish a speed of dispersion t−1/2.
Though it is not always proved that the speed of dispersion is sharp in these models,
one heuristically expects it to be the case, because one can think of these models as being
essentially one-dimensional, with some geometric obstacle of finite size (of course this
heuristics doesn’t imply there is any simple proof for the asymptotics). This is not the
case for the regular tree which is genuinely different, hence the distinction in the speed
which seems to be observed for the first time in networks.
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We finally mention that the dispersive estimates have classically found important appli-
cations in the study of nonlinear equations, see e.g. [15, 24] concerning Strichartz estimates
and [11] for a perturbation problem.
1.2. Comparison with periodic potentials in one dimension. The case (not consid-
ered in our paper) of (q + 1)-regular trees with q = 1 corresponds to the real line R. The
corresponding operator H becomes a periodic Schro¨dinger operator on R, with L-periodic
potential W , and moreover a singular δ-potential α
∑
n∈Z
δ(t− nL), of Kronig-Penney type.
If W = α = 0, this is just the Laplacian on R, and as previously mentioned, the speed
of dispersion is then t−1/2. If α = 0 and W is non-zero, we have a standard periodic
Schro¨dinger operator on R. This case has already been studied in the literature [14, 8, 12].
It was observed that the presence of the potential may slow down the speed of disper-
sion to t−1/3. Technically speaking, it seems the reason for this is that the modulus and
λ-variation of the quantity corresponding to (1.13) does not decay in d(x, y), in contrast
to our case, where these decay as . Cq−d(x,y)/2. Heuristically, it is indeed plausible that
the wavefunction correlations between distinct points in the quantum tree are much less
pronounced than in one dimension. Let us describe more precisely what occurs in the case
of the real line.
For transparency, consider first H = −∆ on R. The Green’s function Gz
R
(x, y) for
z ∈ C+ can be constructed as usual using two semi-L2 ODE solutions. For example take
Vz(x) = e
i
√
zx ∈ L2[0,∞) and Uz(x) = e−i
√
zx ∈ L2(−∞, 0]. Their Wronskian VzU ′z −
V ′zUz = −2i
√
z, so Gz(x, y) =

ei
√
zxe−i
√
zy
−2i√z if y ≤ x,
ei
√
zye−i
√
zx
−2i√z if y ≥ x.
Hence, Gz(x, y) = e
i
√
z|x−y|
−2i√z and
ImGλ+i0(x, y) = cos
√
λ|x−y|
2
√
λ
for λ ∈ [0,∞) = σ(−∆). By the spectral theorem, eitH(x, y) =
1
π
∫
σ(H) e
itλ ImGλ+i0(x, y) dλ =
∫∞
0
eitλ cos
√
λ|x−y|
2π
√
λ
dλ =
∫∞
0
eit(λ+
√
λ|x−y|
t )+eit(λ−
√
λ|x−y|
t )
4π
√
λ
dλ.
Denote the velocity v = |x−y|t and consider the changes of variables
√
λ = k and −√λ = k,
respectively. Then eitH(x, y) =
∫∞
0
eit(k
2+kv)
2π dk +
∫ 0
−∞
eit(k
2+kv)
2π dk =
1
2π
∫∞
−∞ e
it(k2+kv) dk.
This is a Fresnel-type integral, it reduces to eitH(x, y) = 12
√
i
πte
−itv2
4 .
For general periodic Schro¨dinger operators H on R, one simply replaces e±i
√
z by
Floquet solutions. The spectrum generally consists of a number of bands (In)n≥1 of
purely absolutely continuous spectrum which may be finite or infinite. A correspond-
ing variable k is defined mapping In to bands Σn ∪ (−Σn) =: Σ(n), and one finds that
eitH(x, y) =
∑
n
∫
Σ(n)
eit(E(k)−kv)X+(x, k)X−(x, k) dk, here E(k) behaves like k2 away
from the band edges and X± come from the Floquet solution. See [14, 12] for more
details. This integral is now analyzed using the stationary phase method. It was shown
in [19, Corollary 4.4] that for finite bands Σn, E
′′(k) has a unique zero kn ∈ Σn, moreover
E′(k) is monotone increasing up to kn, then monotone decreasing. Now consider the phase
function φ(k) = E(k) − kv. We have φ′(k) = E′(k) − v and φ′′(k) = E′′(k). The only
possibility that φ′(k) = φ′′(k) = 0, k ∈ Σn, is if k = kn and v = E′(kn), i.e. for a very
specific choice of v, hence x, y, t. In this situation the stationary phase method allows to
conclude that the speed of dispersion slows down to t−1/3 (or slower in principle). This
problem does not arise on the infinite band. In all other cases the decay will be t−1/2, or
even faster when v is very large (in that case φ′(k) does not vanish). See [14] for details
when the number of bands is finite. The paper [12] considers the case of infinite number
of bands, but only provides upper bounds, as it relies on the Van der Corput lemma; it
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can be an interesting question to test for sharpness by providing asymptotic equivalents
as in [14].
Back to our case of quantum trees, the idea of constructing the resolvent kernel from
two semi-L2 functions works again, see [9, 16]. The Floquet functions e±ikxX±(x, k) are
replaced by (µ−(λ)m)V +λ (x) and (µ
−(λ))mU−λ (x), wherem is the distance of x from a fixed
edge b0 (think of b0 = [0, 1] in R) and V
+
λ , U
−
λ are fixed functions repeated on all edges (i.e.
can be regarded as periodic). The main difference is that the multiplicative factor µ−(λ)m
decays exponentially in m, in fact |µ−(λ)m| = q−m/2, in contrast to |eikm| = 1 in case of
R, and the λ-variations of ImGλ
Tq
(x, y) also decay exponentially with d(x, y). This is in
contrast to
∣∣∣ djdkj eikm∣∣∣ = mj which grows with the distance. These differences make it more
reasonable to consider the phase function as φ(k) = E(k) and keep the analog of eik(x−y)
in the observable part; the aforementioned control over its modulus and derivatives allows
for a good control using the stationary phase method. This is the qualitative reason why
we observe a fixed speed of dispersion t−3/2 independently of the potentials W and α we
put on the edges/vertices.
2. Proof of the result for combinatorial trees
A well-known analysis of the resolvent [17, 18, 6] shows that for λ ∈ σ(A) = [−2√q, 2√q],
(2.1) ImGλ+i0(v, v) =
(q + 1)
√
4q − λ2
2[(q + 1)2 − λ2] .
More generally, if d(v,w) = n, then
(2.2) ImGλ+i0(v,w) = ImGλ+i0(v, v) · Φn(λ) ,
where Φn(λ) is the spherical function of Tq, cf. [16]. It is given explicitly by
(2.3) Φn(λ) = q
−n/2
(
2
q + 1
Pn
( λ
2
√
q
)
+
q − 1
q + 1
Qn
( λ
2
√
q
))
,
where Pn(cos θ) = cosnθ and Qn(cos θ) =
sin(n+1)θ
sin θ are the Chebyshev polynomials of the
first and second kinds, respectively.
It follows by the spectral theorem (see [6, Lemma 3.6]) that
(2.4) eitA(v,w) =
∫
σ(A)
eitλ dµv,w(λ) =
1
π
∫ 2√q
−2√q
eitλ ImGλ+i0(v,w) dλ .
Let Ψ(λ) = ImGλ+i0(v, v) =
(q+1)
√
4q−λ2
2[(q+1)2−λ2] . Note that Ψ(±2
√
q) = 0. So integrating by
parts,
(2.5)
∫ 2√q
−2√q
eitλΨ(λ) dλ =
eitλ
it
Ψ(λ)
∣∣∣2√q
−2√q
− 1
it
∫ 2√q
−2√q
eitλΨ′(λ) dλ =
i
t
∫ 2√q
−2√q
eitλΨ′(λ) dλ .
On the other hand,
(2.6)
Ψ′(λ) =
q + 1
2
·
[(q + 1)2 − λ2] · −2λ
2
√
4q−λ2 −
√
4q − λ2 · (−2λ)
((q + 1)2 − λ2)2
=
q + 1
2
· 2λ(4q − λ
2)− λ[(q + 1)2 − λ2]
((q + 1)2 − λ2)2
√
4q − λ2
=
λ(q + 1)(6q − λ2 − q2 − 1)
2((q + 1)2 − λ2)2
√
4q − λ2 .
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This has a singularity at ±2√q. But note that Ψ′(λ) = 0 iff λ = 0 or λ2 = 6q − q2 − 1.
For q ≥ 6 the latter case never occurs. In fact, we see more precisely that for q ≥ 6, Ψ′(λ)
is positive on [−2√q, 0] and negative on [0, 2√q]. Hence,
(2.7) |eitA(v, v)| ≤ 1
πt
∫ 2√q
−2√q
|Ψ′(λ)|dλ = 1
πt
(∫ 0
−2√q
Ψ′(λ) dλ−
∫ 2√q
0
Ψ′(λ) dλ
)
=
2Ψ(0)
πt
=
2
√
q
(q + 1)πt
.
The case 2 ≤ q ≤ 5 can be handled similarly, here Ψ′ has additional sign changes at
E± := ±
√
6q − q2 − 1, so the bound becomes
|eitA(v, v)| ≤ 2Ψ(E−)− 2Ψ(0) + 2Ψ(E+)
πt
=
1
πt
(
q + 1
q − 1 −
2
√
q
q + 1
)
.
Still, this bound on eitA(v, v) is based on the trivial upper bound | ∫ eitλΨ′(λ) dλ| ≤∫ |Ψ′(λ)|dλ, which is lossy. To estimate the speed of decay more carefully we shall use
the method of stationary phase for such oscillatory integrals.
To avoid the singular expression of Ψ′(λ), we first consider the change of variables
λ = 2
√
q cos θ. This gives∫ 2√q
−2√q
eitλΨ′(λ) dλ =
∫ π
0
e2it
√
q cos θ
√
q cos θ(q + 1)(6q − 4q cos2 θ − q2 − 1)
((q + 1)2 − 4q cos2 θ)2 dθ .
The phase function φ(θ) = 2
√
q cos θ has two critical points 0, π, at which φ′(x) = 0. In
principle such an integral can now be controlled using standard stationary phase results [23,
p.334] or [26, Theorem 3.11], after multiplying by bump functions around the critical points
and controlling the remainder errors. Though this is enough for the present integral, in the
later case of quantum graphs we shall need the more precise version given in Corollary A.2,
which gives an explicit bound on the error. So let us illustrate its use here; it also has
the advantage of being directly applicable to critical points on the boundaries of finite
intervals, as we have here.
We define
(2.8) g(θ) =
√
q cos θ(q + 1)(6q − 4q cos2 θ − q2 − 1)
((q + 1)2 − 4q cos2 θ)2
and divide
∫ π
0 =
∫ π/2
0 +
∫ π
π/2. For the first part, the only critical point is at 0. Moreover,
φ′′(0) = −2√q. So (A.1) takes the form Q1,1(θ) = g(θ)2√q sin θ− g(0)2√2q√1−cos θ . Using 1−cos θ =
2 sin2 θ2 and g(0) =
−√q(q+1)
(q−1)2 we get
Q1,1(θ) =
q + 1
2 sin θ
[cos θ(6q − 4q cos2 θ − q2 − 1)
((q + 1)2 − 4q cos2 θ)2 +
cos θ2
(q − 1)2
]
=
q + 1
2 sin θ
[cos θ[−(q − 1)2 + 4q sin2 θ](q − 1)2 + cos θ2 [(q − 1)2 + 4q sin2 θ]2
((q − 1)2 + 4q sin2 θ)2(q − 1)2
]
=
q + 1
2 sin θ
[(q − 1)4(cos θ2 − cos θ) + 4q(q − 1)2 sin2 θ[cos θ + 2cos θ2 ] + 16q2 sin4 θ cos θ2
((q − 1)2 + 4q sin2 θ)2(q − 1)2
]
.
We already know from (A.2) that Q1,1(0) is finite, but it is useful to have a uniform
bound. The only term we should control above is
cos θ
2
−cos θ
sin θ . We write
cos θ
2
−cos θ
sin θ =
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cos θ
2
−cos2 θ
2
+sin2 θ
2
2 sin θ
2
cos θ
2
=
1−cos θ
2
2 sin θ
2
+
sin θ
2
2 cos θ
2
=
sin θ
4
2 cos θ
4
+
sin θ
2
2 cos θ
2
. Thus,
(2.9) Q1,1(θ) =
q + 1
((q − 1)2 + 4q sin2 θ)2(q − 1)2
[
(q − 1)4
4
(
tan
θ
4
+ tan
θ
2
)
+ 2q(q − 1)2 sin θ
[
cos θ + 2cos
θ
2
]
+ 8q2 sin3 θ cos
θ
2
]
.
As we saw in (2.7), the total variation V (f) =
∫ π/2
0 |f ′| may be bounded by 2Cf‖f‖∞,
where Cf is the number of roots of f
′. It is clear from (2.9) that Q1,1 is analytic over
[0, π2 ], so the number of roots of Q
′
1,1 in [0,
π
2 ] is a finite number CQ which may be found
exactly, and V0,π
2
(Q1,1) ≤ 2CQ q+1(q−1)6 ((q − 1)4 + 5q(q − 1)2 + 8q2) =: 2CQcq. Recalling
g(0) =
−√q(q+1)
(q−1)2 , it follows from Corollary A.2 that∣∣∣∣ ∫ π/2
0
eitφ(θ)g(θ) dθ − e2it
√
qe−πi/4
√
π
4
√
qt
g(0)
∣∣∣∣ ≤ 1t (cq + 2CQcq + c′q) ,
where c′q =
1√
2
(q+1)
(q−1)2 .
We argue similarly for
∫ π
π/2, where the critical point is at π, cf. (A.4).
We conclude that
(2.10)
∫ 2√q
−2√q
eitλΨ′(λ) dλ =
( π√
q t
)1/2
· e
−iπ
4 e2i
√
qtg(0) + e
iπ
4 e−2i
√
qtg(π)
2
+O(t−1) .
Recalling (2.8), we have g(π) = −g(0). So this simplifies to∫ 2√q
−2√q
eitλΨ′(λ) dλ = i
( π√
q t
)1/2
sin
(
2
√
qt− π
4
)
· −
√
q(q + 1)
(q − 1)2 +O(t
−1) .
Using (2.4) and (2.5), we finally conclude that
eitA(v, v) =
1
t3/2
√
π
sin
(
2
√
qt− π
4
)
· q
1/4(q + 1)
(q − 1)2 +O(t
−2) ,
with O(t−2) independent of v.
Now suppose that d(v,w) = n. Then by (2.2),
ImGλ(v,w) = Ψ(λ)Φn(λ) .
This quantity still vanishes at ±2√q, so we get as in (2.5),
(2.11) eitA(v,w) =
i
πt
∫ 2√q
−2√q
eitλ
[
Ψ′(λ)Φn(λ) + Ψ(λ)Φ′n(λ)
]
dλ .
As we shall see, the first term can be handled in essentially the same way as before, so
let us consider the second term which in fact gives a weaker contribution. Since Ψ(λ)Φ′n(λ)
vanishes at ±2√q, then integrating by parts we have
(2.12)
∫ 2√q
−2√q
eitλΨ(λ)Φ′n(λ) dλ =
−1
it
∫ 2√q
−2√q
eitλ{Ψ(λ)Φ′n(λ)}′ dλ .
Recalling (2.6) we see that Ψ′(λ) = λ(6q−q
2−1−λ2)
((q+1)2−λ2)(4q−λ2)Ψ(λ). Hence,
{Ψ(λ)Φ′n(λ)}′ = Ψ(λ)
(
λ(6q − q2 − 1− λ2)
((q + 1)2 − λ2)(4q − λ2)Φ
′
n(λ) + Φ
′′
n(λ)
)
.
Since Φn(λ) is a polynomial of degree n in λ and Ψ(λ) does not vanish for |λ| < 2√q, we
see that {Ψ(λ)Φ′n(λ)}′ has the same roots as a polynomial of degree ≤ n+2. Consequently
10 KAI¨S AMMARI AND MOSTAFA SABRI
the total variation
∫ 2√q
−2√q |{Ψ(λ)Φ′n(λ)}′|dλ ≤ 2(n+2)‖ΨΦ′n‖∞. Clearly |Ψ(λ)| ≤
(q+1)
√
q
(q−1)2 .
For Φ′n, we have
Φ′n(λ) =
q−n/2
2
√
q(q + 1)
(
2P ′n
( λ
2
√
q
)
+ (q − 1)Q′n
( λ
2
√
q
))
.
On the other hand, over [−1, 1], we have |Pn(x)| ≤ 1. This follows by definition Pn(x) =
cos(n arccos x). Using the relation
(2.13) Qn =

2
m∑
j=0
P2j+1 if n = 2m+ 1,
2
m∑
j=0
P2j − 1 if n = 2m,
we deduce that |Qn(x)| ≤ n + 1. The bounds are attained at x = 1 : we have Pn(1) = 1
and Qn(1) = n+ 1.
We now use the classic identity P ′n(x) = nQn−1(x). This implies |P ′n(x)| ≤ n2. Using
(2.13), we deduce that |Q′n(x)| ≤ (n+ 1)n2.
We thus conclude that |Φ′n(λ)| ≤ n
2q−n/2
2
√
q(q+1) (2 + (n+ 1)(q − 1)).
Gathering the estimates, we have shown that∫ 2√q
−2√q
|{Ψ(λ)Φ′n(λ)}′|dλ ≤ 2(n+ 2)
n2q−n/2
2(q − 1)2 (2 + (n+ 1)(q − 1)) .
This clearly vanishes as n −→∞, so it is uniformly bounded by some Cq for all n. Hence,
recalling (2.12), we have
(2.14)
∫ 2√q
−2√q
eitλΨ(λ)Φ′n(λ) dλ = O(t
−1)
uniformly in n.
Let us finally turn back to (2.11). It remains to control
∫ 2√q
−2√q e
itλΨ′(λ)Φn(λ) dλ. For
this, as in the case of w = v, we consider the change of variables λ = 2
√
q cos θ. In view
of (2.6), this gives∫ 2√q
−2√q
eitλΨ′(λ)Φn(λ) dλ =
∫ π
0
e2it
√
q cos θg(θ)Φn(2
√
q cos θ) dθ
with g(θ) defined by (2.8).We estimate the oscillatory integral exactly as before using the
method of stationary phase. Again the phase function φ(θ) = 2
√
q cos θ only has critical
points at 0, π. We conclude as in (2.10) that
(2.15)
∫ 2√q
−2√q
eitλΨ′(λ)Φn(λ) dλ
=
( π√
q t
)1/2 · e−iπ4 e2i√qtg(0)Φn(2√q cos 0) + e iπ4 e−2i√qtg(π)Φn(2√q cos π)
2
+O(t−1) .
The term O(t−1) is uniform in n. Indeed, consider the error from Corollary A.2 at
θ = 0; the error at π is similar. Here, 2|q(a)|√
2|p′′(a)|
√
|p(b)−p(a)| =
|g(0)Φn(2√q)|√
2q
≤ c˜qnq−n/2 which
is uniformly bounded in n. Next, Q1,1(θ) =
g(θ)Φn(2
√
q cos θ)
2
√
q sin θ −
g(0)Φn(2
√
q)
2
√
2q
√
1−cos θ . Simplifying as
DISPERSION FOR SCHRO¨DINGER OPERATORS ON REGULAR TREES 11
before yields
(2.16)
Q1,1(θ) =
q + 1
((q − 1)2 + 4q sin2 θ)2(q − 1)2
[(q − 1)4[Φn(2√q) cos θ2 − Φn(2√q cos θ) cos θ]
2 sin θ
+ 2q(q − 1)2 sin θ[Φn(2√q cos θ) cos θ + 2Φn(2√q) cos θ
2
]
+ 8Φn(2
√
q)q2 sin3 θ cos
θ
2
]
.
As shown before (2.9), we have
cos θ
2
−cos θ
sin θ =
tan θ
4
+tan θ
2
2 . Hence,
(2.17)
Φn(2
√
q) cos θ2 − Φn(2
√
q cos θ) cos θ
2 sin θ
=
Φn(2
√
q)
4
(
tan
θ
4
+ tan
θ
2
)
− cos θΦn(2
√
q cos θ)− Φn(2√q)
2 sin θ
.
On the other hand,
Φn(2
√
q cos θ)−Φn(2√q)
sin θ =
θΦ′n(2
√
q cos θ1)(−2√q sin θ1)
2 sin θ for some θ1 ∈ (0, θ).
Gathering (2.16) and (2.17), we see that Q1,1(0) = 0 and |Q1,1(π2 )| ≤ Cqp(n)q−n/2,
where p(n) is polynomial in n. To control V0,π
2
(Q1,1), it suffices to show that the derivative
of (2.17) is similarly bounded by some C˜qp˜(n)q
−n/2 (by (2.16) and our previous bounds
on Φn,Φ
′
n). In turn, we should estimate (
Φn(2
√
q cos θ)−Φn(2√q)
sin θ )
′ = −2√qΦ′n(2
√
q cos θ) −
cos θ[Φn(2
√
q cos θ)−Φn(2√q)]
sin2 θ
. This is indeed bounded as desired (for the latter term note that
θ sin θ1
sin2 θ
−→ 1 as θ ↓ 0).
We have shown the error from Corollary A.2 takes the form t−1cqp(n)q−n/2 for some
polynomial p(n), it is thus O(t−1) uniformly in n as required.
Back to (2.15), we have g(π) = −g(0) while Φn(−2√q) = (−1)nΦn(2√q). Hence,∫ 2√q
−2√q
eitλΨ′(λ)Φn(λ) dλ =
i
(
π√
q t
)1/2
sin
(
2
√
qt− π4
) · g(0)Φn(2√q) +O(t−1) if n is even,(
π√
q t
)1/2
cos
(
2
√
qt− π4
) · g(0)Φn(2√q) +O(t−1) if n is odd.
As g(0) =
−√q(q+1)
(q−1)2 , Φn(2
√
q) = q
−n/2
q+1 (2 + (n+ 1)(q − 1)), cos(2
√
qt− π4 ) = sin(2
√
qt+ π4 )
then recalling (2.11), (2.14), we obtain precisely the expression given in Theorem 1.1.
The dispersive estimate (1.3) follows immediately since q
−n
2 +
1
4 (2+(n+1)(q−1))
(q−1)2 −→ 0 as
n −→∞, so it can be uniformly bounded by some cq for all n.
3. The case of quantum trees
3.1. Preliminary considerations. We now move to quantum graphs; our aim is to prove
Theorem 1.3. We first verify that eitH1ac(H) is an integral operator with kernel given by
(1.9). Recall that we denote Gλ
Tq
(x, y) := lim
η↓0
Gλ+iη
Tq
(x, y) for λ ∈ σac(H).
Lemma 3.1. We have (eitH1ac(H)φ)(x) =
∫
Tq
(
1
π
∫
σac
eitλ ImGλ
Tq
(x, y) dλ
)
φ(y) dy for
any φ of compact support in Tq.
Proof. We have by the spectral theorem
〈f, eitH1ac(H)g〉 =
∫
σac(H)
eitλ dµf,g(λ) ,
where µf,g is the spectral measure at f, g ∈ L2(Tq). We may assume f, g ∈ Hac, so µf,g
is absolutely continuous. We claim the density is given by
(3.1) dµf,g(λ) =
1
π
Im〈f,GλTqg〉dλ .
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In fact this holds for f = g using [22, Theorem 1.6(iv)] and the fact that 〈f,Gz
Tq
g〉 =∫ dµf,g(x)
x−z is the Borel transform of µf,g. Using the identity
(3.2) 〈f + g,A(f + g)〉 − 〈f − g,A(f − g)〉 = 2〈f,Ag〉 + 2〈g,Af〉
with A = Gλ and using that Gλ(x, y) is symmetric in x, y by construction, which implies
that 〈f,Gλg〉 = 〈g,Gλf〉 for real f, g, we get
1
π
∫
I
Im〈f,Gλg〉dλ = 1
π
∫
I
Im〈f + g,Gλ(f + g)〉 − Im〈f − g,Gλ(f − g)〉
4
dλ
=
µf+g(I)− µf−g(I)
4
=
µf,g(I) + µg,f (I)
2
,
where µφ := µφ,φ and we used (3.2) with A = 1I(H) in the last equality. But the symmetry
of Gz(x, y) implies µf,g = µg,f , since
µf,g [a,b]+µf,g(a,b)
2 = limη↓0
1
π
∫ b
a Im〈f,Gλ+iηg〉dλ by
Fubini’s theorem. This completes the proof of (3.1). It follows that
〈f, eitH1ac(H)g〉 = 1
π
∫
σac(H)
eitλ Im〈f,Gλ
Tq
g〉dλ ,
so for real-valued f, g of compact support,
〈f, eitH1ac(H)g〉 = 1
π
∫
σac(H)
∫
Tq×Tq
eitλf(x)g(y) ImGλ
Tq
(x, y) dλdxdy .
The same holds for complex-valued f, g by expanding f = f1+ if2, g = g1+ ig2, replacing
f(x) by f(x) in the end. This completes the proof. 
Remark 3.2. The lemma extends to any f ∈ L1(Tq) ∩ L2(Tq). In fact, if F (H) =
eitH1ac(H) and (fj) have compact support and tend to f in L
1 ∩ L2 (take e.g. fj = f1Λj
for a sequence of growing cubes Λj), we get |
∫
F (H)(x, y)f(y)dy−∫ F (H)(x, y)fj(y)dy| ≤
‖F (H)(·, ·)‖∞‖f − fj‖1 −→ 0 provided the kernel is uniformly bounded. On the other
hand F (H)fj −→ F (H)f in L2, so up to extracting a subsequence it also converges
almost everywhere. Thus, [F (H)f ](x) = limj[F (H)fj ](x) = limj
∫
F (H)(x, y)fj(y)dy =∫
F (H)(x, y)f(y)dy as required. In particular, ‖F (H)f‖∞ ≤ ‖F (H)(·, ·)‖∞‖f‖1 for any
f ∈ L1(Tq) ∩ L2(Tq). We shall hence focus on the analysis of the kernel, the dispersive
estimate will follow.
We now calculate ImGλ
Tq
(o, o) for λ ∈ σac. Note that both s(λ), w(λ) ∈ R for real λ.
So if z = λ+ iη, then taking η ↓ 0 in (1.6), we have ImGλ
Tq
(o, o) = (q+1)s(λ) Imµ
−(λ)
|(q+1)µ−(λ)−w(λ)|2 .
Concerning µ−(z), recall by Remark 1.2 that the choice of the branch depends on
Imw(z). For η > 0 small enough, we have w(λ + iη) = w(λ) + iηw′(λ) + o(η2), implying
that sgn Imw(λ + iη) = sgnw′(λ). Hence, we choose the positive branch of the square
root if sgnw′(λ) = 1 and the negative branch otherwise.
For λ ∈ σac, we have by definition |w(λ)| ≤ 2√q. Hence, the previous considerations
imply that µ−(λ) = w(λ)−iǫλ
√
4q−w(λ)2
2q , where ǫλ = sgnw
′(λ) and
√
4q − w(λ)2 ∈ [0, 2√q)
is the usual nonnegative square root. Moreover,
|(q + 1)µ−(λ)− w(λ)|2 =
∣∣∣(q + 1)w(λ) − iǫλ√4q −w(λ)2
2q
− w(λ)
∣∣∣2
= w(λ)2
(q + 1
2q
− 1
)2
+ (q + 1)2
4q − w(λ)2
(2q)2
=
(q + 1)2 − w(λ)2
q
.
Hence,
(3.3) ImGλ
Tq
(o, o) =
(q + 1)s(λ) Imµ−(λ)
|(q + 1)µ−(λ)− w(λ)|2 =
−s(λ)ǫλ(q + 1)
√
4q − w(λ)2
2[(q + 1)2 − w(λ)2] .
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In other words, if Ψ(λ) = ImGλA(o, o) =
(q+1)
√
4q−λ2
2[(q+1)2−λ2] as in Section 2, and if we now put
Ψ1(λ) = ImG
λ
Tq
(o, o), we get
Ψ1(λ) = −ǫλs(λ)Ψ(w(λ)) .
To find the sign of w′(λ), we note that w has a kind of weak periodicity. More precisely,
by [9, Theorem 4.3], w(δn) = (−1)n(q+1). In particular w(δ2n) = (q+1). Now λ 7→ w(λ)
is analytic and bounded on R, so w′(λ) has a discrete set of zeroes and w is strictly
monotone in between. Since ∪k≥1Ik = {λ : |w(λ)| ≤ 2√q} and I2n = [a2n, b2n] lies on the
left of δ2n, we must have w(b2n) = 2
√
q, so w(a2n) = −2√q. Similarly w(a2n+1) = 2√q
and w(b2n+1) = −2√q. Hence, |w′(λ)| = (−1)nw′(λ) on In. Thus, for λ ∈ In,
(3.4) Ψ1(λ) = (−1)n+1s(λ)Ψ(w(λ)) .
As one may expect1, Ψ1(λ) ≥ 0 over σac. In fact, s(δn) = 0 and ∂λs(δn) 6= 0 by [21,
p.30], so s(λ) changes sign when crossing δn. It is shown in [4, Section 4.3] that s(λ) > 0
for λ < δ1. In particular, s(λ) > 0 on I1, so sgn s(λ) = (−1)n+1 on In.
3.2. Handling diagonal terms. Let us turn back to the kernel (1.9). In view of (1.10)
and the comments thereafter, we have w(λ) = ±2√q at the endpoints of the bands In.
Consequently Ψ1(λ) = 0 at these endpoints. Integrating by parts thus yields
eitH1ac(H)(o, o) =
−1
πit
∫
σac(H)
eitλΨ′1(λ) dλ
=
−i
πt
∞∑
n=1
(−1)n
∫
In
eitλ[s′(λ)Ψ(w(λ)) + s(λ)Ψ′(w(λ))w′(λ)] dλ
=
−i
πt
∞∑
n=1
(−1)n
∫
In
eitλ
[s′(λ)Ψ(w(λ))
w′(λ)
+ s(λ)Ψ′(w(λ))
]
w′(λ) dλ
using (3.4). At this point it is natural to consider the change of variables w(λ) = 2
√
q cos θ
(recall the discussion around (1.10)). We showed above that |w′(λ)| = (−1)nw′(λ) on In.
Letting wn be the restriction of w to In, it follows that
(3.5) eitH1ac(H)(o, o) =
−i
πt
∞∑
n=1
∫ π
0
eitw
−1
n (2
√
q cos θ)
[
s′(w−1n (2
√
q cos θ))(q + 1)4q sin2 θ
2[(q + 1)2 − 4q cos2 θ]w′(w−1n (2√q cos θ))
+ s(w−1n (2
√
q cos θ))g(θ)
]
dθ ,
with g(θ) given by (2.8). The phase function is now φn(θ) = w
−1
n (2
√
q cos θ). So φ′n(θ) =
−2√q sin θ
w′(w−1n (2
√
q cos θ))
. This suggests the first integrand already decays faster than required. In
fact, if hn(θ) =
s′(φn(θ))(q+1)2
√
q sin θ
2[(q+1)2−4q cos2 θ] , then integrating by parts, the first term gives
(3.6) −
∫ π
0
{eitφn(θ)φ′n(θ)}hn(θ) dθ = −
eitφn(θ)
it
hn(θ)
∣∣∣π
0
+
1
it
∫ π
0
eitφn(θ)h′n(θ) dθ .
1The nonnegativity of Ψ1 is a general fact : for any quantum graph, G
z(x, x) is a Herglotz function.
While this is an immediate consequence of the spectral theorem in case of discrete graphs, for quantum
graphs the statement is nontrivial; see [5, Lemma A.8] for a proof.
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Now hn(0) = hn(π) = 0. Moreover,
(3.7) h′n(θ) = (q + 1)
√
q
{s′′(φn(θ)) −2√q sin θw′(w−1n (2√q cos θ)) sin θ + s′(φn(θ)) cos θ
[(q + 1)2 − 4q cos2 θ]
− [s
′(φn(θ)) sin θ][8q cos θ sin θ]
[(q + 1)2 − 4q cos2 θ]2
}
.
This quantity is bounded over [0, π], so by the trivial modulus bound, (3.6) is O(t−1),
which amounts to a contribution of O(t−2) in (3.5), indeed faster than t−3/2. There is one
point however that needs to be checked in the present context : does the corresponding
series of such “error integrals” converge ? we need to study the decay in n. Such decay
will be obtained from the s′, s′′ terms.2
For transparency consider first the case W = 0. Then s(λ) = sin
√
λL√
λ
, so s′(λ) =
L cos
√
λL
2λ − sin
√
λL
2λ3/2
and s′′(λ) = −L
2 sin
√
λL
4λ3/2
− 3L cos
√
λL
4λ2 +
3 sin
√
λL
4λ5/2
. We thus have s′(λ) =
O(λ−1) and s′′(λ) = O(λ−3/2). On the other hand, φn(θ) ∈ In by definition, so we deduce
from (1.11) that s′(φn(θ)) = O(n−2) and s′′(φn(θ)) = O(n−3). This is indeed summable.
In general, as shown in [21, Theorem 1, p.7], we have a series expansion in the form
(3.8) s(λ) =
sin
√
λL√
λ
+
∑
k≥1
Sk(λ) ,
where, denoting ∆k := {0 ≤ t1 ≤ · · · ≤ tk+1 = L} ⊂ Rk, we have
Sk(λ) =
∫
∆k
sin
√
λt1 sin
√
λ(t2 − t1) · · · sin
√
λ(tk+1 − tk)
λ(k+1)/2
W (t1) · · ·W (tk) dt1 · · · dtk .
Note that ∆2 is just a triangle of area
1
2L
2. In general as explained in [21], ∆k has volume
Lk
k! . This is done by writing the cube [0, L]
k as the union of ∆k and its permutations of
coordinates (e.g. [0, L]2 = {0 ≤ t1 ≤ t2 ≤ L}∪{0 ≤ t2 ≤ t1 ≤ L}). As each of these pieces
has the same volume we get Lk = k! |∆k| as required.
It follows that |Sk(λ)| ≤ ‖W‖
k∞
λ(k+1)/2
· Lkk! . For clarity, fix tj ∈ [0, L] and let
σj(λ) =
sin
√
λ(tj+1 − tj)√
λ
, fk(λ) =
k∏
j=0
σj(λ) ,
so that if t0 := 0, then Sk(λ) =
∫
∆k
fk(λ)
k∏
j=1
W (tj)dtj . Then
f ′k(λ) =
k∑
j1=0
σ′j1(λ)
∏
j2≤k,
j2 6=j1
σj2(λ) ,
(3.9) f ′′k (λ) =
k∑
j1=0
σ′′j1(λ)
∏
j2≤k,
j2 6=j1
σj2(λ) +
k∑
j1=0
∑
j2≤k,
j2 6=j1
σ′j1(λ)σ
′
j2(λ)
∏
j3≤k,
j3 6=j1,j2
σj3(λ) .
Since σ′j(λ) =
(tj+1−tj) cos
√
λ(tj+1−tj)
2λ −
sin
√
λ(tj+1−tj)
2λ3/2
, we get |f ′k(λ)| ≤ L(k+1)λ(k+2)/2 for any
tj ∈ [0, L]. Similarly, using σ′′j (λ) = O(λ−3/2), we get |f ′′k (λ)| ≤ CL(k+1)
2
λ(k+3)/2
. Using dominated
convergence, it follows that |S′k(λ)| ≤ L(k+1)λ(k+2)/2 ·
‖W‖k∞Lk
k! and |S′′k (λ)| ≤ CL(k+1)
2
λ(k+3)/2
· ‖W‖k∞Lkk! .
2Note that here differentiation is w.r.t. energy. This is not the notation used in [9].
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In general, for λ ≥ 1 and m ≥ 0,
(3.10)
∑
k≥1
(k + 1)m
k!
‖W‖k∞Lk
λ
k+m+1
2
≤ 2
m‖W‖∞L
λ
m+2
2
∑
k≥1
km(‖W‖∞L)k−1
k!
= O(λ−
m+2
2 ) .
Applying this for m = 0, 1, 2, using dominated convergence, we conclude from (3.8) that
(3.11) s(λ) =
sin
√
λL√
λ
+O(λ−1) , s′(λ) =
L cos
√
λL
2λ
+O(λ−3/2) ,
(3.12) s′′(λ) =
−L2 sin√λL
4λ3/2
+O(λ−2) .
Turning back to (3.7), it remains to estimate w′(λ). We already know from [9, Theorem
4.3] that w′(λ) 6= 0, but if it decays too fast with λ it will be a problem.
Recalling (1.5), we have w′(λ) = (q + 1)c′(λ) + αs′(λ). We already know that s′(λ) =
O(λ−1). On the other hand, there is also a series expansion for c(λ) of the form
(3.13) c(λ) = cos
√
λL+
∑
k≥1
∫
∆k
gk(λ)
k∏
j=1
W (tj) dtj ,
with
gk(λ) =
cos
√
λt1 sin
√
λ(t2 − t1) · · · sin
√
λ(tk+1 − tk)
λk/2
.
Arguing as before, we find that |g′k(λ)| ≤ cL(k+1)λ(k+1)/2 and deduce that
(3.14) c′(λ) =
−L sin√λL
2
√
λ
+O(λ−1) .
Recalling (3.11), we thus showed that
(3.15) w′(λ) =
−L(q + 1) sin√λL
2
√
λ
+O(λ−1) .
Our last worry is the possibility that sin
√
λL vanishes. Fortunately this never happens
on σac, at least if λ is large. In fact, we know that |w(λ)| ≤ 2√q. As w(λ) = (q+1)c(λ)+
αs(λ), and since s(λ) = O(λ−1/2) by (3.11), we get |(q + 1)c(λ)| ≤ 2√q + O(λ−1/2). By
[21, p.13], we deduce that |(q + 1) cos√λL| ≤ 2√q + O(λ−1/2) + e‖W‖∞L√
λ
. Consequently
sin2(
√
λL) = 1− cos2(√λL) ≥ 1− 4q(q+1)2 −O(λ−1/2) = (q−1)
2
(q+1)2 −O(λ−1/2). Assuming λ is
large, this is ≥ (q−1)24(q+1)2 . Thus,
(3.16) |w′(λ)| ≥ L(q − 1)
4
√
λ
+O(λ−1) .
Recalling (3.12), we finally obtain for large λ,
(3.17)
s′′(λ)
w′(λ)
= O(λ−1) .
We may now turn back to (3.6). Combining (3.11), (3.17) and (1.11), recalling that
w−1n (s) ∈ In, and each Im, Im+1 are separated by δm, we get
(3.18) −
∫ π
0
{eitφn(θ)φ′n(θ)}hn(θ) dθ = t−1O(n−2) .
The first integral on the RHS of (3.5) is thus t−2O(n−2), so its series gives t−2O(1).
The main contribution will come from the second integral.
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We shall use the technique of stationary phase. Recall that φn(θ) = w
−1
n (2
√
q cos θ) and
φ′n(θ) =
−2√q sin θ
w′(w−1n (2
√
q cos θ))
. So
φ′′n(θ) =
−2√q cos θ
w′(w−1n (2
√
q cos θ))
+
2
√
q sin θ · w′′(w−1n (2
√
q cos θ))
[w′(w−1n (2
√
q cos θ))]2
· −2
√
q sin θ
w′(w−1n (2
√
q cos θ))
= −
[
2
√
q cos θ
w′(φn(θ))
+
4q sin2 θ · w′′(φn(θ))
[w′(φn(θ))]3
]
.(3.19)
In [0, π], φn has only critical points at 0, π. If In = [an, bn], we have φn(0) ∈ {an, bn},
φn(π) ∈ {an, bn}, φ′′n(0) = −2
√
q
w′(φn(0)) , φ
′′
n(π) =
2
√
q
w′(φn(π)) . If φn(0) = an then w
−1
n (2
√
q) = an,
so w(an) = 2
√
q and thus w(bn) = −2√q. Hence, w decreases on In, i.e. w′ < 0,
so φ′′n(0) =
−2√q
w′(an) has positive sign while φ
′′
n(π) =
2
√
q
w′(bn) has negative sign. Similarly, if
φn(0) = bn, then w increases on In, so φ
′′
n(0) =
−2√q
w′(bn) has negative sign while φ
′′
n(π) =
2
√
q
w′(an)
has positive sign.
Applying Corollary A.2, (A.4), we deduce that when φn(0) = an, we have
(3.20)
∫ π
0
eitφn(θ)s(φn(θ))g(θ) dθ
=
( π√
q t
)1/2 · e iπ4 eiant|w′(an)|1/2s(an)g(0) + e−iπ4 eibnt|w′(bn)|1/2s(bn)g(π)
2
+O(t−1).
Recall that g(π) = −g(0). Using this, we see that the expression when φn(0) = bn is
exactly the same, except for a sign change.
We showed prior to (3.4) that w(a2n−1) = 2
√
q and w(b2n) = 2
√
q. It follows that
φ2n−1(0) = a2n−1 and φ2n(0) = b2n. So in general (3.20) should be multiplied by (−1)n+1.
In view of (3.5) and (3.18), we would like to conclude that
(3.21) eitH1ac(H)(o, o)
=
ig(0)√
π
√
q t3/2
∑
n≥1
(−1)n e
iπ
4 eiant|w′(an)|1/2s(an)− e−iπ4 eibnt|w′(bn)|1/2s(bn)
2
+O(t−2).
In doing so however, we assert that the sum over n of the terms O(t−1) from (3.20)
converge. This is what we prove now, and we shall need the precise error estimate provided
by Corollary A.2 and (A.3). We focus on the error terms at 0, the same holds at π.
We have ddθs(φn(θ))g(θ)|θ=0 = [s′(φn(θ))φ′n(θ)g(θ) + s(φn(θ))g′(θ)]|θ=0. But φ′n(0) = 0
and g′(0) = 0 as we see from (2.8). So ddθs(φn(θ))g(θ)|θ=0 = 0. Next, φ′′′n (0) = 0, as we
see from (3.19). By (A.2), this shows that Q1,1(0) = 0 (as in the combinatorial case).
Next, assuming φn(0) = an, we have Q1,1(θ) =
s(φn(θ))g(θ)w′(φn(θ))
−2√q sin θ − |w
′(an)|1/2s(an)g(0)
2q1/4
√
φn(θ)−an
.
In particular |Q1,1(π2 )| = |s(an)g(0)||w
′(an)|1/2
2q1/4
√
φn(
π
2
)−an . Recalling that an ≍ n
2, we know from (3.11)
and (3.15) that s(an)|w′(an)|1/2 ≍ n−3/2. Next,
√
φn(
π
2 )− an ≥
√
φn(
π
2 )− φn(π4 ) as φn is
monotone. This is ≥
√
π
2 infθ∈[π
4
,π
2
]
√
φ′n(θ). Now φ′n(θ) =
−2√q sin θ
w′(φn(θ)) . Over [
π
4 ,
π
2 ], sin θ ≥ 1√2 ,
while by (3.15), we know |w′(λ)| . L(q+1)√
λ
. We conclude that 1√
φn(
π
2
)−an .
C√
n
. So the
term |Q1,1(π2 )| from Corollary A.2 is O(n−2), which is summable in n, and note that we
also controlled the last error term in that corollary, which is just 2|Q1,1(π2 )| in our setting.
So it only remains to control the total variation V0,π
2
(Q1,1).
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We start by writing Q1,1 in a less singular form. Using Taylor-Lagrange we expand
φn(θ)− an = φ
′′
n(0)
2 θ
2 + φ
′′′
n (θ0)
6 θ
3 for some θ0 ∈ (0, θ). Recalling φ′′n(0) = −2
√
q
w′(an) =
2
√
q
|w′(an)| ,
we have
Q1,1(θ) =
−s(φn(θ))w′(φn(θ))g(θ)
2
√
q sin θ
− |w
′(an)|s(an)g(0)
2
√
q θ
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ
=
F (0) − F (θ)
2
√
q θ
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ
+
w′(φn(θ))s(φn(θ))g(θ)(sin θ − θ)
2
√
q θ sin θ
,
where F (θ) = w′(φn(θ))s(φn(θ))g(θ)
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ. Note that sin θ−θθ sin θ −→ 0 by expanding
sin θ = θ+ θ
3
6 cos θ1 for some θ1 ∈ (0, θ). Also, F (θ)−F (0)θ −→ F ′(0). To find F ′, we observe
that 1 + φ
′′′
n (θ0)
3φ′′n(0)
θ = 2(φn(θ)−an)
φ′′n(0)θ2
. But
d
dθ
√
2(φn(θ)− an)
φ′′n(0)θ2
=
1
2
√
2(φn(θ)−an)
φ′′n(0)θ2
( 2φ′n(θ)
φ′′n(0)θ2
− 4(φn(θ)− an)
φ′′n(0)θ3
)
(3.22)
=
1√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ
( φ′n(θ)
φ′′n(0)θ2
− 1
θ
[
1 +
φ′′′n (θ0)
3φ′′n(0)
θ
])
=
1
φ′′n(0)
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ
(φ′′′n (θ2)
2
− φ
′′′
n (θ0)
3
)
,
where in the last step we expanded φ′n(θ) = θφ′′n(0) +
θ2
2 φ
′′′
n (θ2) for some θ2 ∈ (0, θ). We
may deduce that F ′(0) = 0 (using φ′n(0) = g′(0) = φ′′′n (0) = 0), confirming that Q1,1(0) = 0
as we saw before. More importantly, we have
Q′1,1(θ) =
−F ′(θ)θ
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ + (F (θ)− F (0))[√1 + φ′′′n (θ0)3φ′′n(0) θ + θ ddθ√2(φn(θ)−an)φ′′n(0)θ2 ]
2
√
qθ2(1 + φ
′′′
n (θ0)
3φ′′n(0)
θ)
+
θ sin θS′(θ)− S(θ)[sin θ + θ cos θ]
2
√
qθ2 sin2 θ
,
where S(θ) = w′(φn(θ))s(φn(θ))g(θ)(sin θ − θ). We may simplify this as
(3.23) Q′1,1(θ) =
F (θ)− F (0) − F ′(θ)θ
2
√
qθ2
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ)
+
(F (θ)− F (0)) ddθ
√
2(φn(θ)−an)
φ′′n(0)θ2
2
√
qθ(1 + φ
′′′
n (θ0)
3φ′′n(0)
θ)
+
(w′′sg + w′s′g)φ′n(θ) + w′sg′
2
√
q
· (sin θ − θ)
θ sin θ
− w
′sg
2
√
q
· (sin
2 θ − θ2 cos θ)
θ2 sin2 θ
,
where we used the shorthand notation w = w(φn(θ)), s = s(φn(θ)), g = g(θ). Here,
F (θ)−F (0)−F ′(θ)θ
θ2
−→ −F ′′(0)2 , F (θ)−F (0)θ −→ F ′(0), sin θ−θθ sin θ −→ 0 as previously established
and sin
2 θ−θ2 cos θ
θ2 sin2 θ
−→ 14 + 13 = 712
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To find F ′′, we note that by (3.22), we have
(3.24)
d2
dθ2
√
2(φn(θ)− an)
φ′′n(0)θ2
=
( d
dθ
1√
2(φn(θ)−an)
φ′′n(0)θ2
)( φ′n(θ)
φ′′n(0)θ2
− 2(φn(θ)− an)
φ′′n(0)θ3
)
+
1
φ′′n(0)
√
2(φn(θ)−an)
φ′′n(0)θ2
(
φ′′n(θ)
θ2
− 4φ
′
n(θ)
θ3
+
6(φn(θ)− an)
θ4
)
.
The first term is 1
(...)3/2
(
φ′′′n (θ2)
2φ′′n(0)
− φ′′′n (θ0)3φ′′n(0)
)2
by (3.22). For the second, expand φn(θ)−an =
θ2φ′′n(0)
2 +
θ3φ′′′n (0)
6 +
θ4φ
(4)
n (θa)
24 , φ
′
n(θ) = θφ
′′
n(0) +
θ2
2 φ
′′′
n (0) +
θ3
6 φ
(4)
n (θb), φ
′′
n(θ) = φ
′′
n(0) +
θφ′′′n (0) +
θ2
2 φ
(4)
n (θc). Then the last bracket becomes
(
φ
(4)
n (θa)
4 − 2φ
(4)
n (θb)
3 +
φ
(4)
n (θc)
2
)
. As
φ′′′n (0) = 0, this shows
d2
dθ2
√
2(φn(θ)−an)
φ′′n(0)θ2
= φ
(4)(0)
12φ′′(0) at zero, so that F
′′(0) is finite.
Back to (3.23), let us estimate ‖Q′1,1‖L∞[0,π2 ]. We begin by controlling the last terms.
Note that g and its derivatives remain bounded. By (3.11) and (3.15), w′s = O(λ−1).
Since an ≍ n−2, we see the sup norm of the last term is O(n−2). This also controls the
term w′sg′ by O(n−2). Next, φ′n(θ) = O(
√
λ). By (3.11) and (3.15), we get w′s′gφn(θ) =
O(λ−1) = O(n−2) in sup norm. To control w′′, we first note that by (3.13) and (3.14), we
have using the same arguments leading to (3.12) that
(3.25) c′′(λ) =
−L2 cos√λL
4λ
+O(λ−3/2) .
Recalling that w = (q + 1)c+ αs, we see from (3.12) that
(3.26) w′′(λ) = O(λ−1) .
Thus, w′′sgφ′(θ) = O(λ−1) = O(n−2) is also summable in sup norm.
It remains to control the first two terms in (3.23), which we rewrite as
(3.27)
F ′′(θ1)
2 − F ′′(θ2)
2
√
q
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ)
+
F ′(θ0) ddθ
√
2(φn(θ)−an)
φ′′n(0)θ2
2
√
q(1 + φ
′′′
n (θ0)
3φ′′n(0)
θ)
using Taylor-Lagrange, for some θj ∈ (0, θ). We first show the denominator is well-behaved
over [0, π2 ]. Since φ
′′
n(0) =
−2√q
w′(an) , using (3.19), one sees that
(3.28)
φ′′′n (θ)
φ′′n(0)
=
−w′(an) sin θ
w′(φn(θ))
+
3
√
q sin 2θw′(an)w′′(φn(θ))
w′(φn(θ))3
− 4q sin
3 θw′′′(φn(θ))w′(an)
w′(φn(θ))4
+
12q sin3 θw′′(φn(θ))2w′(an)
w′(φn(θ))5
say if φn(0) = an. We claim the above stays bounded over [0,
π
2 ]. In fact, φn(θ) ∈ In =
[an, bn] and an, bn are both ≍ n2, so we see by (3.15) and (3.16) that the first term in the
RHS stays bounded. In view of (3.26), the second term is O(n−1)O(n−2)O(n3) = O(1).
Similarly, the last term stays bounded. Finally we should control w′′′. Differentiating (3.9)
and noting that σ′′′j (λ) = O(λ
−2), we see that |f ′′′k (λ)| ≤ cL(k+1)
3
λ(k+4)/2
for large λ. Using (3.10)
with m = 3, it follows that
(3.29) s′′′(λ) =
−L3 cos√λL
8λ2
+O(λ−5/2) .
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The same proof, using (3.13), (3.25) shows that
(3.30) c′′′(λ) =
L3 sin
√
λL
8λ3/2
+O(λ−2) .
Hence,
w′′′(λ) = O(λ−3/2) .
Back to (3.28), we see the third term on the RHS is O(n−3)O(n−1)O(n4) = O(1). This
completes the proof that φ
′′′
n (θ)
φ′′n(0)
stays bounded over [0, π2 ], say
∣∣∣φ′′′n (θ)φ′′n(0) ∣∣∣ ≤ M . Then for
θ ∈ [0, 1M ], we have 1 + φ
′′′
n (θ0)
3φ′′n(0)
θ ≥ 23 . For θ ∈ [ 1M , π2 ], we write 1 + φ
′′′
n (θ0)
3φ′′n(0)
= 2(φn(θ)−an)
φ′′n(0)θ2
≥
2(φn(
1
M
)−φn( 12M ))
φ′′n(0)θ2
, as φ is increasing. In turn, this is ≥ 4
π2M
· inf
θ∈[ 1
2M
, 1
M
]
φ′n(θ)
φ′′n(0)
. Recalling
φ′n(θ)
φ′′n(0)
= w
′(an) sin θ
w′(φn(θ)) , we get using (3.15) and (3.16) that 1 +
φ′′′n (θ0)
3φ′′n(0)
θ ≥ CM > 0 over [ 1M , π2 ],
with CM =
(q−1)
8π2M2(q+1)
if n ≥ n0 = n0(L, ‖W‖∞).
Back to (3.27), using (3.22), the second term takes the form
F ′(θ0)(
φ′′′n (θ2)
2φ′′n(0)
−φ
′′′
n (θ0)
3φ′′n(0)
)
(1+
φ′′′n (θ0)
3φ′′n(0)
θ)3/2
. In
view of the above arguments, this may be bounded by C‖F ′‖∞ for some C independent
of n. But F = w′sg
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ, where w′sg = w′(φn(θ))s(φn(θ))g(θ) for short, so
(3.31) F ′ =
[
(w′′sg + w′s′g)φ′n(θ) +w
′sg′ + w′sg
φ′′′n (θ2)
2φ′′n(0)
− φ′′′n (θ0)3φ′′n(0)
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ
]√
1 +
φ′′′n (θ0)
3φ′′n(0)
.
From the previous arguments, each of these terms is O(n−2), so ‖F ′‖L∞[0,π
2
] = O(n
−2).
It only remains to bound the first term in (3.27). This amounts to control ‖F ′′‖L∞[0,π
2
].
We have by (3.22),
(3.32) F ′′ =
[
(w′′′sg + 2w′′s′g +w′s′′g)φ′n(θ)
2 + 2[w′′sg′ + w′s′g′]φ′n(θ) + w
′sg′′
]
×
√
1 +
φ′′′n (θ0)
3φ′′n(0)
+ 2
{
(w′′sg + w′s′g)φ′n(θ) + w
′sg′
} φ′′′n (θ2)2φ′′n(0) − φ′′′n (θ0)3φ′′n(0)√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ
+w′sg
d2
dθ2
√
1 +
φ′′′n (θ0)
3φ′′n(0)
.
The previous estimates over w′, s and their derivatives allow to conclude that each term
above is O(n−2), except perhaps w′sg d
2
dθ2
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
. Since we already know that w′sg =
O(n−2), it suffices to show that d
2
dθ2
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
stays bounded. We showed after (3.24)
that d
2
dθ2
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
=
(
φ′′′n (θ2)
2φ′′n(0)
−φ
′′′
n (θ0)
3φ′′n(0)
)2
(1+
φ′′′n (θ0)
3φ′′n(0)
θ)3/2
+
φ
(4)
n (θa)
4φ′′n(0)
− 2φ
(4)
n (θb)
3φ′′n(0)
+
φ
(4)
n (θc)
2φ′′n(0)√
1+
φ′′′n (θ0)
3φ′′n(0)
θ
. We have already con-
trolled all these terms uniformly, except φ
(4)
n (θ)
φ′′n(0)
.
Recalling (3.28), one easily checks that∣∣∣φ(4)n (θ)
φ′′n(0)
∣∣∣ ≤ Cq|w′(an)|max
j≤4
k≤3
(∣∣∣ w(j)(φn(θ))
w′(φn(θ))j+1
∣∣∣, ∣∣∣ w′′(φn(θ))k
w′(φn(θ))2k+1
∣∣∣, ∣∣∣w′′(φn(θ)w′′′(φn(θ))
w′(φn(θ))6
∣∣∣).
Our estimates imply that each term is O(n−1)O(n) = O(1), except perhaps for the one
containing w(4), which we now consider. It suffices to show that w(4)(φn(θ)) = O(n
−4).
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Differentiating (3.9) twice using σ
(4)
j (λ) = O(λ
−5/2), we deduce that |f (4)k (λ)| ≤ C(k+1)
4
λ(k+5)/2
.
Hence, using (3.10) we get s(4)(λ) = O(λ−5/2). The same arguments show that |g(4)k (λ)| ≤
c˜L(k+1)
4
λ(k+4)/2
, so we deduce from (3.13)-(3.30) that c(4)(λ) = O(λ−2). Since w = (q + 1)c+ αs,
we have showed that
w(4)(λ) = O(λ−2) .
This proves that φ
(4)
n (θ)
φ′′n(0)
stays uniformly bounded, so F ′′ = O(n−2) as desired.
Recalling (3.23), we have shown that V0,π
2
(Q1,1) =
∫ π/2
0 |Q′1,1(θ)|dθ ≤ π2‖Q′1,1‖∞ is
summable. This finally completes the proof of (3.21), i.e. the sums of error terms provided
by Corollary A.2 are indeed O(t−1).
3.3. Handling one edge. As discussed in [16, Appendix], for x, y in the same edge, it
follows from (1.7) that
ImGλTq(x, y) = Ψ1(λ)Ψ2(λ) ,
where Ψ1(λ) = ImG
λ
Tq
(o, o) = (−1)n+1s(λ)Ψ(w(λ)) on In as before and
(3.33) Ψ2(λ)
=
Sλ(L− x)Sλ(L− y) + Sλ(x)Sλ(y) + w(λ)q+1 [Sλ(L− x)Sλ(y) + Sλ(x)Sλ(L− y)]
s(λ)2
.
In view of (1.9), noting that Ψ1(±2√q) = 0, we have
(3.34) eitH1ac(H)(x, y) =
−1
iπt
∫
σac(H)
eitλ(Ψ1Ψ2)
′(λ) dλ
=
−i
πt
∞∑
n=1
(−1)n
∫
In
eitλ
[{s(λ)Ψ2(λ)}′Ψ(w(λ))
w′(λ)
+ s(λ)Ψ2(λ)Ψ
′(w(λ))
]
w′(λ) dλ .
We now repeat the arguments of § 3.2 :
Step 1 : The analog of (3.6) is still O(t−1). To prove this, we need to check that
d
dθ
√
q(q+1) sin θ[s′(φn(θ))Ψ2(φn(θ)+s(φn(θ))Ψ′2(φn(θ))]
(q+1)2−4q cos2 θ = O(n
−2). In turn, it suffices to prove that
s′(φn(θ))Ψ2(φn(θ)), s(Φn(θ))Ψ′2(φn(θ)) and their θ-derivatives are O(n
−2). For this, we
note that for j ≤ 2,
(3.35) Ψ
(j)
2 (λ) = O(λ
−j/2) .
In fact, expansion (3.8) is valid more generally for Sλ(x), replacing L by x. Using (3.11)
and its analog, we see that each term defining Ψ2(λ) is
O(λ−1)
sin2
√
λL
λ
+O(λ−3/2)
, and we showed
after (3.15) that sin
√
λL is uniformly bounded from below over σac(H). Recalling that
|w(λ)| ≤ 2√q on σac(H), we conclude that Ψ2(λ) = O(1).
Next, Ψ′2(λ) consists of terms of the form
S′λ(x)Sλ(y)
s2(λ)
, Sλ(x)Sλ(y)s
′(λ)
s3(λ)
and w
′(λ)Sλ(x)Sλ(y)
s2(λ)
.
Each of these terms is O(λ−1/2) in view of (3.15) and the analog of (3.11) with L replaced
by x. This proves (3.35) for j = 1. Similarly, using (3.26) and the analog of (3.12) for any
x, we see that (3.35) holds for j = 2.
We may now conclude the main claim of this step : we get that s′(φn(θ))Ψ2(φn(θ)) and
s(φn(θ))Ψ
′
2(φn(θ)) are both O(n
−2) (recall that φn(θ) ≍ n2). The derivatives have the
form s′′(φn(θ))Ψ2(φn(θ))φ′n(θ), s′(φn(θ))Ψ′2(θ)φ
′
n(θ) and s(φn(θ))Ψ
′′
2(φn(θ))φ
′
n(θ). Each
term is O(n−2) as required.
Step 2 : We now turn to the main contribution in (3.34),
∫
In
s(λ)Ψ2(λ)Ψ
′(w(λ))w′(λ).
Clearly in the main term of (3.20), one just replaces s(an) by s(an)Ψ2(an) and s(bn) by
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s(bn)Ψ2(bn). It remains to control the error term. Following the arguments, we arrive
at (3.23), where now F (θ) = w′(φn(θ))s(φn(θ))Ψ2(φn(θ))g(θ)
√
1 + φ
′′′
n (θ0)
3φ′′n(0)
θ and S(θ) =
w′(φn(θ))s(φn(θ))Ψ2(φn(θ))g(θ)(sin θ− θ). The first two terms in (3.23) are controlled by
showing that F ′, F ′′ are O(n−2). This is indeed the case using (3.35) (and the bounds pro-
vided for (3.31)-(3.32)). The last two terms become
(w′′sgΨ2+w′s′gΨ2+w′sΨ′2g)φ
′
n(θ)+w
′sΨ2g′
2
√
q ·
sin θ−θ
θ sin θ − w
′sgΨ2
2
√
q · sin
2 θ−θ2 cos θ
θ2 sin2 θ
. This is again O(n−2) in view of (3.35) and our bounds on
w(k) and s(k).
Conclusion : We conclude that if x, y ∈ Tq belong to the same edge e, then
eitH1ac(H)(x, y) =
ig(0)√
π
√
q t3/2
∑
n≥1
(−1)n
[
e
iπ
4 eiant|w′(an)|1/2s(an)Ψ2(an)
2
− e
−iπ
4 eibnt|w′(bn)|1/2s(bn)Ψ2(bn)
2
]
+O(t−2)
independently of the edge e, where Ψ2(λ) = Ψ2(λ, x, y) is given by (3.33). The error
O(t−2) is independent of x, y ∈ e, since the bound (3.35) is uniform over x, y belonging to
the compact interval [0, L]. Note that Ψ2(λ, 0, 0) = 1, in which case the above expression
coincides with that of § 3.2, as it should.
3.4. Handling distinct edges. The last case is when x ∈ e1 and y ∈ e2 for distinct
edges. Then there is a unique path (v0, . . . , vk) from e1 to e2, so that e1 = (v0, v1) and
e2 = (vk−1, vk). It is shown in [16, eq. (5.4),(5.6)] that in this case
ImGλ
Tq
(x, y) = Ψ1(λ)Ψ3(λ) ,
where Ψ1(λ) = ImG
λ
Tq
(o, o) = (−1)n+1s(λ)Ψ(w(λ)) as before and Ψ3(λ) = Ψ3(λ, x, y) is
given by
(3.36) Ψ3(λ) =
Sλ(L− x)Sλ(y)
s2(λ)
Φk(w(λ))
+
Sλ(L− x)Sλ(L− y) + Sλ(x)Sλ(y)
s2(λ)
Φk−1(w(λ)) +
Sλ(x)Sλ(L− y)
s2(λ)
Φk−2(w(λ)) .
As before, we get
(3.37) eitH1ac(H)(x, y)
=
−i
πt
∞∑
n=1
(−1)n
∫
In
eitλ
[{s(λ)Ψ3(λ)}′Ψ(w(λ))
w′(λ)
+ s(λ)Ψ3(λ)Ψ
′(w(λ))
]
w′(λ) dλ
and repeat the arguments of § 3.3. In the present case, we will be concerned not only with
the λ-decay (i.e. summability in n), but also about having errors uniform in k (uniformity
in x, y ∈ [0, L] is clear from the definition of Ψ3).
Step 1 : We study s′(φn(θ))Ψ3(φn(θ)), s(φn(θ))Ψ′3(φn(θ)) and their θ-derivatives. We
already know that the coefficients of Φm(w(λ)) in (3.36), consisting of quotients of Sλ
functions, have their j-th λ-derivatives behaving like O(λ−j/2) for 0 ≤ j ≤ 2, see (3.35).
At the energy λ = φn(θ), they are thus O(n
−j). It remains to analyze d
j
dλj
Φm(w(λ)) =
Φ
(j)
m (w(λ))w(j)(λ). More precisely, since we study Ψ3(φn(θ)), we would like to control
Φ
(j)
m (w(φn(θ)))w
(j)(φn(θ)) = Φ
(j)
m (2
√
q cos θ)w(j)(φn(θ)). But by (2.3),
Φm(2
√
q cos θ) = q−m/2
(
2
q + 1
cos(mθ) +
q − 1
q + 1
sin(m+ 1)θ
sin θ
)
,
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so we clearly have |Φm(2√q cos θ)| ≤ q−m/2q+1 (2+(q−1)(m+1)) = O(1), with O(1) indepen-
dent of m. Similarly, we showed after (2.13) that |Φ′m(s)| ≤ m
2q−m/2
2
√
q(q+1)(2+(q−1)(m+1)) =
O(1) for any s ∈ [−2√q, 2√q], where again we have O(1) independent of m in view of
the fast decay in m. Finally Φ′′m(λ) =
q−m/2
4q(q+1)
(
2P ′′m
(
λ
2
√
q
)
+ (q − 1)Q′′m
(
λ
2
√
q
))
. Now
P ′′m = mQ′m−1, so |P ′′m| ≤ m2(m − 1)2 using (2.13). Using (2.13) again, we also have
|Q′′m| ≤ (m+ 1)m2(m− 1)2. Thus, |Φ′′m(s)| ≤ m
4q−m/2
4q(q+1) (2 + (q − 1)(m + 1)), which is still
O(1) uniformly in m. Recalling our bounds over w(j), it follows that for j ≤ 2,
(3.38) Φ(j)m (2
√
q cos θ)w(j)(φn(θ)) = O(n
−j) ,
uniformly in m. Using (3.35), we deduce that
(3.39) Ψ
(j)
3 (φn(θ)) = O(n
−j)
uniformly in k = d(e1, e2), for j ≤ 2.
It follows from (3.11) and (3.39) that s′(φn(θ))Ψ3(φn(θ)) and s(φn(θ))Ψ′3(φn(θ)) are
O(n−2). Also, ddθs
′(φn(θ))Ψ3(φn(θ)) = [s′′(φn(θ))Ψ3(φn(θ)) + s′(φn(θ)Ψ′3(φn(θ))]φ
′
n(θ) is
O(n−2) if we recall (3.12) and the bound φ′n(θ) = O(n). Finally
d
dθs(φn(θ))Ψ
′
3(φn(θ)) =
[s′(φn(θ))Ψ′3(φn(θ)) + s(φn(θ))Ψ
′′
3(φn(θ))]φ
′
n(θ) = O(n
−2) by the same identities. We
conclude that the analog of (3.6) is still O(t−1), uniformly in k = d(e1, e2).
Step 2 : We next study
∫
In
eitλs(λ)Ψ3(λ)Ψ
′(w(λ))w′(λ) dλ, to which we apply the
stationary phase method. Again in the main term in (3.20), we just replace s(an) and
s(bn) by s(an)Ψ3(an) and s(bn)Ψ3(bn), respectively. The error terms are exactly as in the
previous subsection, with Ψ2 replaced by Ψ3. Using (3.39) instead of (3.35), the same
argument shows that these errors are O(n−2). We conclude that
eitH1ac(H)(x, y) =
ig(0)√
π
√
q t3/2
∑
n≥1
(−1)n
[
e
iπ
4 eiant|w′(an)|1/2s(an)Ψ3(an)
2
− e
−iπ
4 eibnt|w′(bn)|1/2s(bn)Ψ3(bn)
2
]
+O(t−2)
with O(t−2) uniform in k = d(e1, e2). This completes the proof of the main result on the
kernel (recall that (−1)n+1s(λ) = |s(λ)| on In as mentioned after (3.4)).
Finally, the series above is absolutely convergent. In fact, using (3.11), (3.15) and
(3.35) or (3.39) (with j = 0) according to the positions of x, y, we see the general term
is O(n−3/2) in absolute value, independently of t or k. Consequently, as t −→ ∞, we
have |eitH1ac(H)(x, y)| ≤ Cqt3/2 uniformly in x, y ∈ Tq. The dispersive estimate follows (see
Remark 3.2).
Appendix A. Stationary phase result
In this appendix we give an explicit stationary phase estimate. To put things into
perspective, we need a stronger statement than the Van der Corput Lemma [23, Corollary,
p.334] in the sense that we want an asymptotic ∼ for the principal term, but we accept a
weaker statement than the full asymptotic given in [23, Proposition 3, p.334] as we only
care about the principal term. Our point is to make the remainder explicit in the phase
function φ and observable ψ, with as few derivatives as possible. This is important for our
applications for quantum graphs, where we need to apply this for a series of integrals so
we have to ensure the series of errors converge. For this we shall use the explicit version
of [20].
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Theorem A.1. Let p ∈ C1[a, b], q ∈ C[a, b] and suppose p and q admit a Taylor expansion
at x = a. Assume x0 = a is the only critical point of p in [a, b], so p
′(a) = 0 and p′(x) 6= 0
for x ∈ (a, b]. Assume moreover p′′(a) 6= 0 and let ǫ = sgn p′′(a). Then∫ b
a
eitp(x)q(x) dx = eitp(a)eǫπi/4
√
π
2ǫp′′(a)t
q(a) + δ0,1(t)− ε0,1(t) ,
where
δ0,1(t) =
∫ b
a
eitp(x)
(
q(x)− ǫq(a)p
′(x)√
2ǫp′′(a)
√
ǫ(p(x)− p(a))
)
dx ,
ε0,1(t) = e
itp(a)eǫπi/4Γ
(1
2
, itǫ(p(a) − ip(b))
) q(a)√
2ǫp′′(a)t
and Γ(α, z) =
∫∞
z e
−ttα−1 dt.
The statement can be greatly generalized : one can replace p′′(a) 6= 0 by p(k)(a) 6= 0,
where p(j)(a) = 0 for all j < k. The function q(x) can also have an algebraic singularity
(x− a)−ρ, 0 ≤ ρ < 1. Finally higher order precision is also available with explicit terms.
Proof. First assume p′(x) > 0 for all x ∈ (a, b]. We apply [20, Theorem 1] with λ = 1,
µ = 2, m = 0, n = 1. Since p, q admit Taylor expansions at x = a, we have p(x) =
p(a) +
∑∞
s=0 ps(x − a)s+2 and q(x) =
∑∞
s=0 qs(x − a)s with p0 = p
′′(a)
2 , q0 = q(a). Let
a0 =
q0
2
√
p0
. Noting that n > mµ− λ, we take ν = 1 and get∫ b
a
eitp(x)q(x) dx = eitp(a)eπi/4Γ
(1
2
) a0
t1/2
+ δ0,1(t)− ε0,1(t),
with δ0,1(t) =
∫ b
a e
itp(x)Q′0,1(x) dx and Q0,1(x) =
∫ x
0 q(y) dy −
Γ( 1
2
)
Γ( 3
2
)
a0
√
p(x)− p(a), and
ε0,1(t) = e
itp(a)eπi/4Γ(12 , itp(a)− itp(b))
q0/2
√
p0√
t
. The statement follows when sgn p′′(a) > 0.
Indeed, expanding p′(x) = p
′′(a)
2 (x − a)(1 + O(x − a)), we see that that p′(x) > 0 iff
sgn p′′(a) > 0.
Now assume p′(x) < 0 for all x ∈ (a, b], implying sgn p′′(a) < 0. As remarked in [20],
the theorem remains true by essentially replacing i by −i through most of the proof. More
precisely, here p(x) is decreasing so with the notations of [20], one considers the change
of variables v = p(a)− p(x) instead. Then ∫ ba eitp(x)q(x) dx = eitp(a) ∫ p(a)−p(b)0 e−itvf(v) dv,
with f(v) = q(x)−p′(x) . This shows all ps get replaced by −ps. Moreover, for (5.4) to hold,
we should take Pj(x) =
{
−1
p′(x)
d
dx
}j q(x)
−p′(x) . We take β = p(a)− p(b). Lemmas 1,2,3 in [20,
Section 4] continue to hold verbatim if we replace i by−i on both hypothesis and conclusion
(e.g. now lim
η↓0
∫ ∞
β
e−ηve−itvvα−1 dv =
e−απi/2
xα
Γ(α, itβ)). Returning to
∫ β
0 e
−itvf(v) dv, we
see that i should be replaced by −i everywhere in (5.8)–(5.11). The same replacement
holds for (5.12) and (5.13), except for the terms containing ε, δ, i.e. we have e−itp(a)εm,n(t)
and e−itp(a){δm,n(t)−εm,n(t)}, respectively. (5.14) becomes eitp(a)(−it )m
∫ β
0 e
−itvφ(m)n (v) dv.
With our choice of Pj , φ
(m)
n has the required form, completing the proof. 
The following corollary is the main tool we use instead of the Van der Corput Lemma,
cf. [23, Corollary, p.334], to obtain sharp estimates.
Corollary A.2. Under the assumptions of the previous theorem, define
(A.1) Q1,1(x) =
q(x)
ǫp′(x)
− q(a)√
2ǫp′′(a)
√
ǫ(p(x)− p(a)) .
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Then∣∣∣∣ ∫ b
a
eitp(x)q(x) dx− eitp(a)eǫπi/4
√
π
2|p′′(a)|t q(a)
∣∣∣∣
≤ 1
t
(
|Q1,1(a)| + |Q1,1(b)|+ Va,b(Q1,1) + 2|q(a)|√
2|p′′(a)|√|p(b)− p(a)|
)
,
where Va,b(Q1,1) =
∫ b
a |Q′1,1(y)|dy is the total variation of Q1,1 over [a, b].
Proof. Apply [20, eq. (6.3), (6.7)] to the previous theorem. 
Example A.3. As is well-known, for any α ∈ R, the Fresnel integral ∫∞0 eitαx2 dx =
eǫπi/4
2
√
π
|α| t , where ǫ = sgnα. The previous result tells us that if we cutoff at A > 0, then∣∣∣∣ ∫ A
0
eitαx
2 − e
ǫπi/4
2
√
π
|α| t
∣∣∣∣ ≤ 1A|α| t .
Indeed, here Q1,1 ≡ 0.
In general, we should compute the limit Q1,1(a) carefully. Say ǫ = 1. Then Q1,1(x) =
q(x)
√
2p′′(a)
√
p(x)−p(a)−q(a)p′(x)
p′(x)
√
2p′′(a)
√
p(x)−p(a) . Expanding p(x) = p(a) +
p′′(a)
2 (x − a)2 + p
′′′(ax)
6 (x − a)3,
also p′(x) = p′′(a)(x − a) + p′′′(a˜x)2 (x − a)2 and q(x) = q(a) + q′(aˆx)(x − a), for some
ax, a˜x, aˆx ∈ (a, x), the numerator becomes
q(x)
[
p′′(a)(x − a)
√
1 +
p′′′(ax)
3p′′(a)
(x− a)
]
− q(a)p′(x)
=
[
q(a) + q′(aˆx)(x− a)
] · p′′(a)(x− a) · [1 + p′′′(ax)
6p′′(a)
(x− a) +O(x− a)2
]
− q(a)
[
p′′(a)(x− a) + p
′′′(a˜x)
2
(x− a)2
]
= q(a)
p′′′(ax)
6
(x− a)2 +O(x− a)3 + q′(aˆx)p′′(a)(x− a)2 − q(a)p
′′′(a˜x)
2
(x− a)2
while the denominator is [p′′(a)(x− a) +O(x− a)2][p′′(a)(x− a)√1 +O(x− a)]. Thus,
(A.2) Q1,1(a) =
q(a)p
′′′(a)
6 + q
′(a)p′′(a)− q(a)p′′′(a)2
p′′(a)2
=
q′(a)
p′′(a)
− q(a)p
′′′(a)
3p′′(a)2
.
The same calculation shows that in general Q1,1(a) = ǫ
( q′(a)
p′′(a) − q(a)p
′′′(a)
3p′′(a)2
)
.
We thus have in all cases
(A.3)
∣∣∣∣ ∫ b
a
eitp(x)q(x) dx− eitp(a)eǫπi/4
√
π
2|p′′(a)|tq(a)
∣∣∣∣
≤ 1
t
(∣∣∣ q′(a)
p′′(a)
− q(a)p
′′′(a)
3p′′(a)2
∣∣∣+ ∣∣∣ q(b)
p′(b)
∣∣∣+ Va,b(Q1,1) + 3|q(a)|√
2|p′′(a)|√|p(b)− p(a)|
)
.
If the only critical point is at x = b instead, then via the change of variables y = −x,
p˜(y) = p(−y) and q˜(y) = q(−y), we see that
(A.4)
∣∣∣∣ ∫ b
a
eitp(x)q(x) dx− eitp(b)eǫπi/4
√
π
2|p′′(b)|t q(b)
∣∣∣∣
≤ 1
t
(∣∣∣ q′(b)
p′′(b)
− q(b)p
′′′(b)
3p′′(b)2
∣∣∣+ ∣∣∣ q(a)
p′(a)
∣∣∣+ Va,b(Q˜1,1) + 3|q(b)|√
2|p′′(b)|√|p(b)− p(a)|
)
,
DISPERSION FOR SCHRO¨DINGER OPERATORS ON REGULAR TREES 25
where ǫ = sgn p′′(b) and Q˜1,1(x) =
q(x)
ǫp′(x) − q(b)√2ǫp′′(b)√ǫ(p(x)−p(b)) .
Remark A.4. We conclude this appendix by comparing our statement (which is just a
streamlined account of [20]) with some classical references.
(1) The well-known Van der Corput lemma [23, Corollary p.334] gives some explicit bound
over
∣∣∣∫ ba eitp(x)q(x) dx∣∣∣. However, this only yields an upper bound, not an equivalent.
Moreover, it requires the additional condition |p′′(x)| ≥ 1 over [a, b].
(2) The full asymptotics given in [23, p.334] or [26, p.41] do not have explicit bounds
on the remainder. Inspecting the proof of [23], one first restricts the integral to
a neighborhood Nǫ(a) of the critical point a such that
∣∣∣ p′′′(x)3p′′(a) (x− a)∣∣∣ < 1. The
remainder integral is estimated using integration by parts. This means one needs
to control the size of Nǫ(a) and have a lower bound over p
′(x) outside Nǫ(a). A
similar requirement appears in the proofs of [26, p.41, p.45]. When such information
is available one can expect to control Va,b(Q1,1) in (A.3) by (b− a)‖Q′1,1‖∞ efficiently;
this is in fact what we did in the discussion following (3.27).
(3) The methods of [23, 26] seem more costly in terms of derivatives. After a change of
variables y = T (x), where T depends on the phase function p, the reduced integral
(within the neighborhood) becomes
∫
Nǫ(a)
eitp(x)q(x) dx =
∫
T (Nǫ(a))
eitǫy
2
u(y) dy, where
u(y) = q(T
−1y)
|T ′(T−1y)| . It is now necessary to control the derivatives of u. In fact a bound
on the error we could extract from [23, Step 2, p.335] with xη(x) := u(x) − u(a) is
Ct−1|u|2, where |u|2 = max(‖u′‖∞, ‖u′′‖∞). The first method of [26, p.43] is more
costly, requiring bounds over ‖u(k)‖∞ for k ≤ 4. However, after involved Taylor-
Lagrange expansions, one sees that ‖u(k)‖∞ is controlled by max
j≤k
ℓ≤k+3
‖q(j)p(ℓ)‖∞
|p′′(a)|2 . This
means that we need to control at least 5 derivatives of p, and 2 derivatives of q.
The second method in [26, p.45] seems more costly for the observable. Takingm = 1
and controlling the error I
(1)
h (0) by taking N = 2 in [26, p.43], one finds it necessary
to control all derivatives
‖(gpq)(k)‖∞
|p′′(a)|2 for k ≤ 6, where gp(x) = p(x) − p′′(0)x2/2, here
a = 0 and p(0) = 0.
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