Abstract. The stochastic volatility model is one of volatility models which infer latent volatility of asset returns. The Bayesian inference of the stochastic volatility (SV) model is performed by the hybrid Monte Carlo (HMC) algorithm which is superior to other Markov Chain Monte Carlo methods in sampling volatility variables. We perform the HMC simulations of the SV model for two liquid stock returns traded on the Tokyo Stock Exchange and measure the volatilities of those stock returns. Then we calculate the accuracy of the volatility measurement using the realized volatility as a proxy of the true volatility and compare the SV model with the GARCH model which is one of other volatility models. Using the accuracy calculated with the realized volatility we find that empirically the SV model performs better than the GARCH model.
Introduction
Statistical properties of asset price returns have been extensively studied both in finance and econophysics. It is well-known that asset price returns show fat-tailed distributions and volatility clustering which are now classified as stylized facts [1, 2] . Although in empirical finance the volatility is an important value to measure the risk it is quite difficult to extract the true volatility from asset price returns themselves. A popular technique to measure the volatility is to use volatility models which mimic volatility properties of asset returns such as volatility clustering. A famous volatility model is the generalized autoregressive conditional hetroskedasticity (GARCH) model [3, 4] where the volatility variable changes deterministically depending on the past squared value of the returns and past volatilities. There exist many extended versions of GARCH models, such as EGARCH [5] , GJR [6] , QGARCH [7, 8] , GARCH-RE [9] models and many others, e.g. [10, 11] , which are designed to increase the performance of the model.
The stochastic volatility (SV) model [12, 13] is another model which captures the properties of the volatility. Unlike the GARCH model, the volatility of the SV model changes stochastically in time. As a result the likelihood function of the SV model is given as a multiple integral of the volatility variables. Such an integral in general is not analytically calculable and thus the determination of the parameters of the SV model by the maximum likelihood method becomes extremely difficult. To overcome this difficulty the Markov Chain Monte Carlo (MCMC) method based on the Bayesian approach is proposed and developed [12] . In the MCMC method of the SV model one has to update not only the parameter variables but also the volatility ones under a joint probability distribution of the model parameters and the volatility variables. Although there exist various MCMC methods to perform the Bayesian program the performance of the MCMC technique depends on each MCMC method. A local update scheme is usually not effective for the SV model which has an increasing number of volatility variables with the data size of return time series [14] . In order to improve the efficiency of the local update method the blocked scheme which updates several variables simultaneously is proposed [14, 15] .
In this study we use the HMC algorithm [16] which is a global algorithm updating variables simultaneously. This global property of the HMC algorithm could be advantageous for updating volatility variables of the SV model. Actually it is shown that the HMC algorithm can decorrelate first enough the sampled data of the volatility variables [17, 18] . The HMC has been also applied to the parameter estimation of the GARCH model [19] .
Using the HMC algorithm we perform the Bayesian inference of the SV model for two stock returns (Mitsubishi Co. and Panasonic Co.) traded on the Tokyo Stock Exchange and measure the volatility of those stock returns. In order to quantify the accuracy of the volatility estimated from the SV model we calculate a loss function using the realized volatility from the highfrequency intraday returns as a proxy of the true volatility. The realized volatility as a proxy of the true volatility has been used for ranking GARCH-type models [20] . In this study we also calculate the accuracy of the volatility from the GARCH model and compare the SV model and the GARCH model based on the criterion of the volatility accuracy.
Stochastic Volatility Model
The standard SV model [12, 13] is defined by
where h t is defined by h t = ln σ 2 t , and σ t is called volatility. We also call h t volatility variable. The error terms ǫ t and η t are taken from independent normal distributions N (0, 1) and N (0, σ 2 η ) respectively.
This model contains three parameters µ, φ and σ 2 η which have to be inferred so that the model could match the asset return data y t measured in the financial markets. Let θ be an abbreviation for µ, φ and σ 2 η , i.e. θ = (µ, φ, σ 2 η ). Then the likelihood function L(θ) of the SV model can be written as
where
Unlike the GARCH model where the maximum likelihood method should work, L(θ) of the SV model is constructed as a multiple integral of the volatility variables which makes the maximum likelihood estimation difficult. A possible estimation technique for the SV model is the Bayesian inference performed by the MCMC method. In the Bayesian inference model parameters are inferred as the expectation values given by
where (θ 1 , θ 2 , θ 3 ) = (µ, φ, σ 2 η ) and f (θ|y) is the probability distribution of θ constructed by the likelihood function and the prior distribution of π(θ) as
In general eq. (7) can not be performed analytically and usually it is estimated numerically by the MCMC method. Since L(θ) also contains the integral of volatility variables h t we have to update not only the model parameter θ but also the volatility variables h t in the MCMC method. To update the model parameter θ we follow the standard update technique [12, 13] .
The probability distribution of the volatility variables h t is given by
To update the volatility variables with this probability distribution we use the HMC algorithm.
Hybrid Monte Carlo Algorithm
The HMC algorithm is a global MCMC one which can update simultaneously all the variables of the model we consider. Originally the HMC algorithm is developed for the MCMC simulations of the lattice Quantum Chromo Dynamics (QCD) calculations [16, 21] where a very large scale simulation with a huge number of variables is inevitable. The basic idea of the HMC algorithm is a combination of molecular dynamics (MD) simulation and Metropolis accept/reject step. In the HMC algorithm we first introduce momentum variables p i conjugate to h i and define the Hamiltonian of the SV model [17, 18] as
Then we integrate the Hamilton's equations of motion,
numerically by doing the MD simulation in the fictitious time τ . The simplest integrator for the MD simulation is the 2nd order leapfrog integrator [16] given by
where ∆τ is a step size of the MC simulation. Although we adopt this 2nd order leapfrog integrator in this study we could also use the other improved integrators [22] or higher order integrators [23, 24] . After integrating the Hamilton's equations of motion up to some constant time, we obtain a set of new candidate variables (p ′ , h ′ ). These candidates are accepted with the Metropolis test [25] with the following probability,
where ∆H is the energy difference given by ∆H = H(p ′ , h ′ ) − H(p, h). The acceptance rate of eq. (14) can be tuned by ∆τ . The high acceptance rate is not necessary for the HMC and it is shown that the optimum acceptance rate of the HMC with the 2nd order integrator is around 60% [23] .
Realized Volatility
In this study we use the realized volatility as a proxy of the true volatility and use it for the accuracy calculation of the volatility inferred from the volatility models. When high-frequency intraday return data is available we can construct the realized volatility as a sum of squared intraday returns [26, 27, 28] . Let us assume that the logarithmic price process ln p(s) follows a continuous time stochastic diffusion,
where W (s) stands for a standard Brownian motion andσ(s) is a spot volatility at time s. Then the integrated volatility is defined by
where T stands for the interval to be integrated. If we consider daily volatility T should take one day. Sinceσ(s) is latent and not available from market data, the value of eq.(16) can not be obtained directly. Constructing n intraday returns from high-frequency data, the realized volatility RV t is given by a sum of squared intraday returns,
where δ is a sampling time interval defined by δ = T /n. Note that small sampling time interval corresponds to high sampling frequency. If there is no microstructure noise [29, 30] , RV t goes to the integrated volatility of eq.(16) in the limit of n → ∞. Empirically it is well-known that the realized volatility measure suffers from the microstructure noise and the distortion from the microstructure noise will be serious at very high-frequency. Such distortion can be depicted in the volatility signature plot [31] . To avoid a large distortion on the realized volatility and at the same time to maintain the accuracy of the realized volatility measure we have to employ a good sampling frequency. The optimum sampling frequency under the independent microstructure noise was derived and found to be between one and five minutes [32] When we consider daily stock realized volatility we have to cope with non-trading hours issue. Usually high-frequency data are not available for the entire 24 hours. At the Tokyo stock (4) 800 (480) 35 (14) exchange market domestic stocks are traded in the two trading sessions: (1)morning trading session (MS) 9:00-11:00. (2)afternoon trading session (AS) 12:30-15:00. The daily realized volatility calculated without including intraday returns during the non-traded periods can be underestimated. An idea to circumvent the problem is advocated by Hansen and Lunde [33] . They introduced an adjustment factor which modifies the realized volatility so that the average of the realized volatility matches the variance of the daily returns. Let (R 1 , ..., R N ) be N daily returns. The adjustment factor c is given by
whereR denotes the average of R t . Here we call c the HL factor. Then using this factor the daily realized volatility is modified to cRV t . In this study we calculate the realized volatility and the HL factor at several sampling frequencies and use the modified realized volatility cRV t as a proxy of the true daily volatility.
Empirical Analysis
In this section we empirically study the SV model by applying it for asset returns traded on the Tokyo Stock Exchange. The empirical study is based on daily data of two stocks (Mitsubishi Co. and Panasonic Co.). These stocks are included in the list of the Topix core 30 index which collects liquid stocks of the Tokyo Stock Exchange. The sampling period of the stock data is June 3, 1996 to December 30, 2009. Figure 1 shows the daily close-to-close returns of the two stocks.
Using the daily close-to-close return data of Mitsubishi Co. and Panasonic Co. we perform the Bayesian inference by the MCMC method for the SV model. The first 10000 Monte Carlo samples are discarded and then 40000 samples are recorded for the analysis. The MCMC sampling of the volatility variables is performed by the HMC method. The MCMC sampling of the model parameters (µ, φ, σ 2 η ) is implemented by the standard MCMC method [13] . The values of the model parameters obtained by the MCMC method are summarized in table 1. We also list the results of h 10 in the table as a representative one of volatility variables. It is found that the autocorrelation time of h 10 is not big but around 30 which is much smaller than that of the Metropolis algorithm [18] .
We measure the accuracy of the volatility from the SV model by calculating the following loss function.
where RMSPE stands for the Root Mean Squared Percentage Error andσ 2 t is a volatility value at time t averaged over the volatility data sampled by the HMC.
The realized volatility is calculated using sampling time from 1-min. to 20-min. For each sampling time we also calculate the HL factor of eq. (18). Figure 2 shows the HL factors of Mitsubishi Co. and Panasonic Co as a function of sampling time interval. We find that both the HL factors from two stocks behave similarly and increase with sampling time interval. The smaller HL factors at small sampling time interval, i.e. at high sampling frequency are caused by the microstructure noise which artificially inflates the realized volatility. At bigger sampling time interval, i.e. at lower sampling frequency where the microstructure noise effect is negligible the HL factors take bigger than 2, which means that returns during non-trading hours moves as much as returns during trading hours. Especially it is found that overnight return change dominates in non-trading hours [34] .
Using the HL factor c we scale the realized volatility RV t to cRV t . Figure 3 -4 compare the scaled realized volatility cRV t and the volatility from the SV model. In the figures we only show the realized volatility constructed at 5-min sampling frequency as a representative one. The volatility estimated from the GARCH model is also shown in the figures. We used the GARCH(1,1) model with normal errors which is commonly used in empirical analysis of asset volatility. The MCMC method [35, 36, 37, 38] was also used for the volatility estimation of the GARCH model. Figure 5 shows the RMSPE of the SV and the GARCH model. It is seen that the RMSPE of the SV model is smaller than that of the GARCH model which indicates that the SV model is superior to the GARCH model. It is also interesting to notice that the minimum of the RMSPE takes around 5-min and this observation is consistent with the optimum sampling time interval suggested in [32] .
Conclusions
We applied the HMC algorithm to the Bayesian inference of the SV model and estimated the volatility of two stock returns (Mitsubishi Co. and Panasonic Co.) traded on the Tokyo Stock Exchange. We find that the volatility variables sampled by the HMC algorithm are well decorrelated compared to the Metopolis algorithm. In order to quantify the accuracy of the estimated volatility we calculated the RMSPE using the realized volatility modified by the HL factor as a proxy of the true volatility. Comparing the RMSPE of the SV model with that of the GARCH model we find that the volatility accuracy of the SV model is superior to that of the GARCH model. Therefore empirically the SV model is preferred to the GARCH model based on the criterion of the volatility accuracy.
Since in this study we only used the GARCH(1,1) model it might be interesting further to compare the SV model with other relevant GARCH-type models.
