This paper focuses on the temporal discretization of the Langevin dynamics, and on different resulting numerical integration schemes. Using a method based on the exponentiation of time dependent operators, we carefully derive a numerical scheme for the Langevin dynamics, that we found equivalent to the proposal of Ermak and Buckholtz, J.Comput. Phys 35, p169 (1980), and not simply to the stochastic version of the velocity-Verlet algorithm. However, we checked on numerical simulations that both algorithms give similar results, and share the same "weak order two" accuracy. We then apply the same strategy to derive and test two numerical schemes for the dissipative particle dynamics (DPD). The first one of them was found to compare well, in terms of speed and accuracy, with the best currently available algorithms.
INTRODUCTION
Langevin dynamics is widely used in large-scale simulations of colloids, polymers, and any system requiring a thermostat, either as a physical ingredient of the system or as an expedient in very long simulations to prevent the divergence of the temperature. This ubiquity of stochastic dynamics in the realm of numerical simulations has motivated a lot of work to design simple, efficient and accurate numerical schemes mimicking the Langevin dynamics. For instance, in a recent paper 1 , Ricci and Ciccotti devised a discrete integration scheme for the Langevin dynamics of a set of classical particles. Curiously enough, the resulting algorithm differs in a way (apparently) difficult to reconcile with another wellknown Langevin algorithm, the so-called Ermak algorithm 2, 3 . In particular, the Ermak algorithm needs two random numbers per degree of freedom for each time step, whereas the Ricci-Ciccotti algorithm, which can also be called stochastic Verlet algorithm, requires just one for an equal claimed accuracy: as the computational effort is obviously different in each case, either there is redundancy in one case, or an incorrect evaluation of the precision of the algorithm in the other case.
One purpose of this paper is to explain where these differences stem from. To this end, we revisit the techniques based on Trotter formulas in the context of stochastic dynamics, and show that when commutators are taken into account correctly up to the desired order, the Trotter formula yields the Ermak algorithm.
However, we show also that the "simplified" algorithms using just one random number per degree of freedom seem actually as good as the correct Ermak algorithm, due to a statistical cancellation of the missing term, what the numerical simulations amply confirm.
The second purpose of this paper follows naturally from these developments: the technique based on a Trotter expansion can be easily adapted to the description of the DPD dynamics, a stochastic dynamicsà la Langevin which moreover preserves the momentum, and hence is extremely appealing for applications requiring the stochasticity either as a tool to stabilize the dynamics or as an effective "heat bath" in simulations of non-equilibrium stationary states 4 . As this dynamics was quite recently introduced, not many algorithms have been proposed for the DPD 5, 6 , some of them having been proved flawed (see for instance the discussion in Ref. 7 ). We devise here a new DPD algorithm quite simple to implement and which has an efficiency comparable to the Shardlow algorithm 5 .
The paper is organized as follows: in the next section, we point out the discrepancies which exist between the stochastic Verlet and the Ermak versions of Langevin algorithms.
Then, in Section 3, we explain how to conduct a Trotter expansion in our Langevin context.
Concluding this part, we show why two random numbers per step and per degree of freedom are, in principle, required in a simulation. The Langevin dynamics algorithms resulting from our Trotter expansion are given in Section 4. In a second time, we apply our developments to the generation of DPD algorithms (Section 5) and discuss their efficiency in Section 6.
We show in particular that the "bare" efficiency of a DPD algorithm must be carefully disconnected from its ability to handle the intrinsic singularity of the dissipation term when two particles cross each other (a situation likely to happen only in a perfect gas or with particles with soft-core potentials). In Section 6, we also show numerics which endorse as safe the use of stochastic velocity-Verlet algorithms, such as the one proposed by Ricci and Ciccotti, in a Langevin simulation.
THE TWO LANGEVIN DYNAMICS DISCRETIZATION SCHEMES
The Langevin dynamics of a single particle with phase space coordinates (position and momentum) r(t) and p(t) reads: r = p m ;ṗ = f (r(t)) − γp(t) + σψ(t),
where f is the external force acting on the particle (neighboring particles and/or fields), γ a friction coefficient (homogeneous to a frequency), T the temperature of the thermostat, σ = √ 2mγk B T , and ψ(t) a white noise with unit variance (equivalently written as the derivative of a Wiener process) : ψ α (t) = 0, ψ α (t)ψ β (t ′ ) = δ α,β δ(t − t ′ ) (α and β refer to the space indices).
In one version of Ermak scheme 9 , velocities and positions are updated according to the rule:
r(t + ∆t) = r(t) + 1 − e 
p(t + ∆t) = e −γ∆t p(t) + 1 − e −γ∆t 2γ f (r(t)) + f (r(t + ∆t)) + ∆p E ,
where p(t) and r(t) are the particle's impulsion and position at time t. In the absence of stochastic terms ∆p E and ∆r E , and for vanishing friction coefficient γ, this algorithm reduces to the well-known velocity-Verlet algorithm.
By integrating directly (1) between 0 and ∆t, and neglecting terms of order higher than ∆t 2 , we obtain the correlations between the two Gaussian increments ∆r E and ∆p It is worth noting that ∆r E is of order ∆t 3/2 whereas ∆p E is of order ∆t 1/2 .
As regards the numerical scheme obtained by Ricci and Ciccotti 1 ,
it is equivalent to (2) and (3) up to order ∆t 2 , except for the random increments ∆r R and ∆p R which show slightly different correlations :
In (7), the increment ∆r R is proportional to ∆p R , and the algorithm requires only the generation of a single random number per step.
Because both algorithms aim at reaching the same accuracy, or at least the same order in a power expansion in ∆t n , it is important to understand the difference between the statistics of the random increments. To this end, a natural tool is the Trotter splitting technique, as it was invoked in Ref.
1 .
MATHEMATICAL PREAMBLE

Algebraic formulation of the Langevin dynamics
The road to finding efficient Brownian numerical algorithms, passes by reformulating this dynamical problem in the language of operators. Once expressed in this language, the mathematics provide a number of convenient rules, such as the Trotter, or the BakerCampbell-Hausdorff (BCH) formulas, to handle these non-commuting operators.
This process can be illustrated on a single particle autonomous equation of motion, with a mass m set arbitrarily to 1, without loss of generality:
The resulting dynamics can be subject to a double point of view. The most usual one consists in following the phase-space trajectory (r(t), p(t)) of the particle as a function of the time t and the initial condition (r 0 , p 0 ). Drawing an analogy with fluid mechanics, this corresponds to a kind of Lagrangian point of view, where the dynamics consists in a mapping of the phase-space on itself:
commonly known as the "Hamiltonian flow". The mapping Φ is a time evolution operator acting on the phase-space coordinates. This mapping is sometimes loosely symbolized as (r(t), p(t)) = e Lt (r(0), p(0)) but this notation can be misleading as L acts on the phase space coordinates, and must not be confused with the Liouvillian operator introduced below.
The other, dual, point of view consists in focusing on the observables ρ(r, p; t) of the phase space, for a fixed reference point (r, p). This approach is essentially similar to the Eulerian description of a flow. For instance, if we consider a probability density function (pdf) ρ(r, p; t) describing the motion of a particle subject to the dynamics (8) , then the pdf taken at two different times t = 0 and t are connected by the relation :
where (r ′ , p ′ ) is the reciprocal point of (r, p) by the mapping Φ:
Moreover, for a stationary dynamics, the inversion of Φ is just a time reversal, leading to (r ′ , p ′ ) = Φ(r, p; −t). Specifying (10) to an infinitesimal time step dt, we obtain the Liouvillian dynamics of the observable ρ(r, p; t)
= −Lρ, withL = p · ∂/∂r + f · ∂/∂p, the Liouvillian operator. The partial differential equation (12) can be integrated with respect to time, and the pdf ρ(r, p; t) expressed in terms of its initial condition:
ρ(r, p; t) = exp(−tL)ρ(r, p; 0).
The time evolution operator exp(−tL) is a well defined mathematical object, belonging to an operator algebra acting on the Hilbert space of differentiable functions of phase space, such as ρ(r, p; t). Basically, exp(−tL) carries the same amount of information as the Hamiltonian flow, and its knowledge amounts to the knowledge of the mapping Φ. An intuitively appealing choice for ρ is the narrow, bell shaped function
of width ǫ. Plotting ρ ǫ (Φ(r, p; −t)) as a function of r and p for various successive times will show the time evolution of a "packet" of independent particles with initial position close to (r 0 , p 0 ), each one following its own Hamiltonian trajectory. In higher dimensional phasespaces with deterministic chaos, the packet spreads progressively and eventually occupies all the permitted subspace of positions compatible with conserved quantities (ergodicity). The ǫ → 0 limit of this corresponds to an initial condition ρ(r, p, 0) = δ(r − r 0 )δ(p − p 0 ); it is easy to verify that ρ(r, p, t) = δ(r −r(t))δ(p −p(t)), where r(t) and p(t) are the solutions of the equations of motion with initial condition (r 0 , p 0 ); this shows the complete equivalence between the "coordinate" and the "observable" version of the dynamics.
In our derivation of discrete integration schemes for the Langevin dynamics, we adopt this second point of view, consisting of operators acting on the functions of phase space, and we stress upon the importance of keeping the minus sign when defining the time evolution operator in (13) . Provided this is correctly taken into account, many convenient algebraic techniques apply, while getting the same results with the point of view of flows acting on coordinates would simply be awkward. Moreover, this convention resembles the familiar operator calculus of quantum mechanics (the observable ρ(r, p; t) playing the role of wave-function). We leave to appendix A a simple example showing why working on observables
gives better results than working with coordinates.
The Velocity-Verlet algorithm
For a stationary dynamics, the next step is to split the time interval t into n small steps ∆t and write:
which simply reduces the dynamics to the iteration of a large number of identical elemen- 
with a remaining R consisting of a sum of commutators involving more than four operators A or B each. In the present case, both A and B scale as ∆t, which ensures that for a time step small enough, R is just a negligible perturbation term. In practice, the BCH is reversed to take the form
and one checks that
with R ′ and R ′′ of order ∆t 4 . Thus, the two following relations hold, up to terms of order
As recalled in appendix C, both splitting are equivalent to the Verlet algorithm.
The case of a non stationary dynamics
When the dynamics is not stationary, the Liouvillian is time-dependent, and the evolution operator can be expressed as a time-ordered, or chronological exponential:
The symbol T ensures that all the time dependent operators are written from right to left in chronological order. Chronological exponentials must be used as soon as the differential operatorsL(s) andL(s ′ ) taken at two different times, are found to be non-commuting. This situation indeed arises when considering the Langevin dynamics of equation (1):
The equation for the momentum is modified by a friction coefficient −γp and a random (or Langevin) force ψ(t), obeying the usual fluctuation dissipation relation. Straightforwardly, we associate to this stochastic equation a "Liouvillian":
where the time dependence lies in the random force. By doing so, we implicitly assume a Stratonovitch interpretation of the stochastic equation, the only one for which the stochastic equivalent of eq. (12) keep it in the calculation (as for instance in the DPD situation).
The basic tool for handling the T-exponential is the Magnus expansion 11 , which in the present case reads:
We provide in appendix B a simple demonstration of (23). It is clear that the right hand side reduces to the operator identity for a time independent Liouvillian. Using (23), one can replace the chronological exponential by a simple exponential, which can itself be simplified using a BCH formula with triple commutators (16) .
Finally, let us notice that rather than dealing directly with the stochastic differential equation (s.d.e), it is also possible to go to the Fokker-Planck (FP) formulation of the stochastic process. In that case, the dynamics expresses naturally in terms of Fokker-Planck operators, for which a similar BCH decomposition strategy can be done 12 , and a numerical scheme can be obtained 13 . In the FP approach, there is no time-dependent term in the evolution operator and it is not necessary to consider the time commutators appearing in (23), but any connection with the underlying stochastic noise is lost in the process.
Application to Langevin dynamics
We now focus in detail on (21). The evolution operator can be rewritten as
. (24) with the product of the two last terms given by the identity (23). Fortunately in this case, the triple commutators give rise only to terms of order ∆t 5/2 , which can be neglected as we aim only at a ∆t 2 accuracy. Thus,
Integrating by part, we get 
and is equivalent to applying (25), and to Ermak. The simple exponential case exp(− t+∆t t dsL(s)) amounts to replacing the Langevin force by a stepwise averaged quantity, and to redefining the force accordingly:
It gives:
Expression (30) is equivalent to the stochastic Verlet or Ricci and Ciccotti result. Expressions (27) and (30) differ by a term O(∆t 3/2 ), which turns out to be equal to the quantity appearing in (26):
We note that, in order to get the correct result by using the usual commutator algebra, it is absolutely necessary to use the correct convention for the Liouvillian, i.e. exp(−tL) for the forward dynamics of the observables. The above equality is obtained by integrating by part the Wiener process. Thus, the Gaussian increments arising in (27) can be split in two statistically independent parts:
each part having zero mean and correlations:
The statistical independence (36) is crucial. It ensures that the difference between (27) and (30), or equivalently the correction term brought by (26) contributes only at the order ∆t 3 in variance. The current algorithm being a weak order-two algorithm, this term is not relevant and negligible at this order. We conclude from this calculation that, when taking properly into account all the terms potentially of order ∆t 3/2 , the algorithm obtained is
Ermak. However, (31) turns out to be uncorrelated with the dominant contribution of the random force ψ(s)ds, which in turn guarantees that the correction is no longer relevant for a weak order-two algorithm. Nonetheless, this statement is not obvious, and the conclusion can only be drawn once the corrective terms have been evaluated.
We conclude by giving a pictorial representation of the difference of these two algorithms.
From a given noise realization, the stochastic Verlet algorithm gets rid of half of the random numbers that the Ermak algorithm uses, and in a sense, throws away an equal amount of information. On the other hand, the generation of the ∆g = (s − ∆t/2)ψ(s)ds may seem futile, as this is not real information which is "created", but just pure randomness. We believe that the issue of this paradoxical situation is that the generation of ∆g indeed makes sense, even though it is not proper information. To support this claim, we come back to the Fokker-Planck (FP) representation of the stochastic process. In the FP representation, one aims at calculating the propagator associated to the elementary time interval:
This function is a bell shaped curve, which is close to a Gaussian distribution. In the two dimensional space (r, p), this function is centered around the position that would occupy the particle in the absence of noise, and has a "rice grain" shape, with a large axis oriented along the p axis, parallel to the vector (∆t/(2m), 1 − γ∆t/2). This large axis corresponds to the contribution of σ∆W = σ t+∆t t ψ(u) du. The narrow axis corresponds to the σ∆g contribution, giving the increment (−σ∆g/m, σγ∆g) ( Fig. 1, left) . By comparison, the Ricci and Ciccotti algorithm, in this representation, reduces to a thin line with no width (Fig. 1, right) . No matter how the algorithm is designed, it requires two independent random numbers to sample the probability distribution function corresponding to the Fokker-Planck propagator. In the same way, when dealing with 3N degrees of freedom, the sampling of the conditional probability associated to the propagator requires 6N random numbers.
The relevance of the random numbers ∆g depends on whether one is interested in a strong or a weak convergence of the algorithm. Were the random force ψ(t) known, it would make sense to estimate the difference between the numerical solution and the exact solution, and in that case, the Ermak scheme would be superior to the stochastic Verlet scheme, making it a true strong order 1.5 algorithm. However, as far as numerical simulations are concerned, we are interested in averaging the observables over many realizations of the noise ψ(t) (either by running the simulation long enough, or by repeating many times the simulation process) and this corresponds to the weak convergence concept, where only the difference between the averaged simulated quantities and the averaged exact quantities matters. As the variance of ∆g is ∆t 3 , as the variance of ∆W is only known up to order ∆t 2 , and as ∆g and ∆W are statistically independent, the average contribution of ∆g is at best of the same order of magnitude as the uncertainty affecting ∆W . Not providing real "information", the generation of the numbers ∆g just makes the Ermak procedure a slightly better sampling of the underlying stochastic dynamics than the other algorithms based on a single random number. However, the difference is not quantitative: both schemes are of weak order two.
As far as the algorithms based on the Fokker-Planck approach are concerned, such as the one of Serrano et al. 12, 13 , discussed in the DPD section below, the resulting algorithms are also weak order two. This comes from the fact that the Fokker-Planck approach assumes an implicit average of the random noise, when writing the Fokker-Planck evolution operator.
LANGEVIN DYNAMICS OF FLUIDS
We now specialize the discussion to the Langevin dynamics of a fluid, and consider N particles with usual pairwise interactions. The Liouvillian reads:
where α refers to the space index. As above, the time ordered exponential is replaced by a product :
Using the BCH formula, we obtain two factorizations :
If we forget the commutator term C, we obtain exactly the splitting proposed by Ricci and
Ciccotti, but with the opposite sign convention. The commutator term is :
The term exp(C) adds an extra contribution of order ∆t 3/2 to the random Gaussian increments. For completeness, we give below the correct discretization schemes associated to the two splitting (43) and (44). A detailed calculation is provided in appendix (C). The splitting (43) leads to
The random Gaussian increments ∆p E , ∆r E appearing in (46) and (47) can themselves be split in two parts ∆p E = ∆p R + ∆p C , and ∆r
Clearly, ∆p C and ∆r C come from the time commutator (45). It is safe to replace the complex random increments ∆p E and ∆r E by their simpler counterpart ∆p R and ∆r R without altering the weak order two nature of the algorithm.
The splitting (44) leads to another expression:
The above algorithm is equivalent to (2), (3) and (4). The random Gaussian increments are obviously identical at the order ∆t 2 considered here. Equations (46), (47), (54) and (55) are the main result of this section.
We believe that the absence of ∆r C and ∆p C in Ref.
1 is due to a time-ordered exponential hastily replaced by an ordinary exponential. These terms should have been present, and there absence can be traced back to the forward operator J appearing in the Susuki formula exp(∆tJ ), which, in the presence of the random noise, must acquire some kind of timedependence, such as exp(∆tJ (t)). The derivation of the algorithms of Ref.
1 is incomplete, with a misprint in the result (5),(6).
DISSIPATIVE PARTICLE DYNAMICS
Derivation of two original DPD algorithms
We now apply the same strategy to the dissipative particle dynamics (DPD) introduced in Ref.
14,15 and discussed in Ref. 16, 17 . The phase space dynamics of the DPD is given by a set of stochastic equations:
Each particle i exchanges randomly some momentum with a selected set of neighbors j. This exchange dynamics depends on an arbitrary short range function w(r ij ), and acts along the separation r j −r i , where r ij stands for r j −r i , r ij for ||r ij || and the unit vector e ij for r ij /r ij .
To each pair of particles is associated a random noise ψ ij (t)dt, even though only a fraction of the pairs are truly interacting together at a time, due to the finite range of w(r). The prefactor σ is equal to √ 2γk B T in agreement with the fluctuation dissipation theorem. Note that here, the dissipation coefficient γ is defined in such a way that the product of γ and a velocity is a force. In order to stay consistent with the previous section, we introduce also a friction coefficient γ = mγ, homogeneous to a frequency, and such as σ = √ 2mγk B T . These equations can be rewritten with 3N-dimensional vectors and matrices: r = {r i }, p = {p i },
The dissipative term d(r, p) can be expressed as the product of a space dependent 3N × 3N matrix Γ(r) and the 3N-vector momentum p. If α, β refer to the space indices, then the components of the matrix Γ(r) read:
It can be checked that the correlations of the noise obey
R(r; t) iα = 0;
To the s.d.e. (57) we associate the Liouvillian
The main difference, compared with the ordinary Langevin dynamics, is that the prefactor of the noise depends explicitely on r. It is known, however, that this multiplicative noise is not dependent of the Itô or the Stratonovitch interpretation of stochastic dynamics 16 .
Regarding the simple exponential part exp(− L (s)ds), we define, as usual
and the 3N vector K(r; t):
A scales like ∆t, B scales like √ ∆t, K(r; t) scales like ∆t −1/2 . One possible splitting is
and the other is
The splitting gives the largest contribution, while the commutators give smaller correcting terms. The first splitting exp(−A/2) exp(−B) exp(−A/2) gives after neglecting terms smaller than ∆t 2 (algorithm "ABA"),
while exp(−B/2) exp(−A) exp(−B/2) gives
We now turn to the double and triple commutator corrections.
The correction After some calculations exposed in appendix (D), it appears that together the correction of the triple commutators is either vanishing for the splitting (69), or equal to
for the splitting (68). A popular choice consists of using a triangular shape for w.
This choice ensures that w 2 is differentiable everywhere but in r = 0, and the corrective term is well defined.
∂ ∂r iα
(r c − r ij )
This suggests the final form of our DPD algorithm, corresponding to the splitting (72) and (73) (algorithm "BAB").
where the last term g w · r requires a 3N × 3N operator matrix
and
Formula (70) and (71), on the one hand, and (77), (78) and (79) on the other hand, are the main results of this section. In the following section, we give more details on how to implement these formulas in practice.
Comparison with other existing algorithms
The BAB algorithm resembles the DPD-velocity Verlet (DPD-VV) algorithm 8 Moreover some terms differ at the order ∆t 2 .
Starting from a Fokker-Planck formulation of the stochastic dynamics, the approach by Serrano et al. 12, 13 gives directly a weak order two algorithm, and by-passes all the complications related to the time-dependent double and triple commutators in the Magnus expansion.
Although we do not present a demonstration here, it is also possible to derive their algorithm starting from our splitting (69). One of the steps in the derivation consists in splitting further the exponential of the operator B defined in (66) into a product over all pairs of particles.
In an improvement over DPD-VV, Pagonabarraga et al. 7 proposed a self-consistent procedure for computing the velocity dependent friction term. This makes the so called selfconsistent DPD-VV (SC-DPD-VV) a reversible algorithm, for which, in the absence of potential forces, the stochastic trajectories can be traced back upon momentum reversal, according to the detailed balance probabilities.
We did not find mention of the reversibility properties of the algorithms of Shardlow S2
and Serrano et al., but we believe that, much as the Ermak procedure for Langevin dynamics, the algorithm of Serrano et al. stands a good chance to be reversible, because the momentum exchange stochastic dynamics is treated without approximation. The algorithm S2 of Shardlow, which almost reduces to the former in the absence of potential forces, can only be approximately reversible, while retaining the weak order two convergence property.
As far as our algorithms are concerned, the stochastic evolution of the momenta p(t), 
NUMERICAL TESTS AND DISCUSSION
Ermak versus stochastic Verlet algorithms
We noticed a fundamental difference between the Ermak and Ricci-Ciccotti (or stochastic Verlet) algorithms, the former being in principle slightly more accurate in simulating the Langevin dynamics. It is interesting to probe numerically whether such an assertion is really detectable. To this end, we considered the simple Ornstein-Uhlenbeck process :
which is exactly solvable. In particular, we have
A way to check the performances of an algorithm is to measure how fast and how accurately it reproduces such a correlator. Thus we define the error associated with a numerical result
(more exactly the discrete version of this formula). T av is a predefined time kept constant.
This error is a function of the random numbers used to generate x(t)x(0) simulated , and can be considered as a function of the simulation time t sim , as the average . . . is constructed by accumulation (running average). Were the time step infinitely small, would such a curve decrease toward zero; actually, it saturates (with fluctuations) at a higher value due to the unavoidable discreteness of the simulations. Constructed with a single simulation, this measure of the error as a function of the simulation length is a noisy curve, and it is more relevant to consider the curve obtained by averaging several such errors.
The result of such a procedure is plotted on Fig. 2 , for eighty runs of 10 6 time steps (full and dashed curves -the light dots show the curves for four subsets of twenty curves to show the dispersion).
The chosen time T av = 6 contains the essential part of x(t)x(0) (see inset); the time step is large : ∆t = 0.1, large enough to reveal in that situation the clear superiority of the Ermak algorithm over the Ricci-Ciccotti one : for those large time steps, the Ermak algorithm mimics a thermal noise which is less colored than Ricci-Ciccotti's, and hence is a more faithful realization of Langevin dynamics. Obviously, when reducing the time step, the spectrum of the noise is flatter and flatter for both algorithms and the discrepancies disappear : this is shown on the curves in large dots, obtained for a time step ∆t = 0.001 and 10 8 simulation points (the associated physical time is unchanged); they show that a computational effort a hundred times greater than before leads to a rather modest improvement as far as the Ermak algorithm is concerned. But the Ermak algorithm can be useful for situations where large time steps can be used, without compromising a faithful sampling of the underlying Hamiltonian dynamics. We think that these results suggest to always prefer a larger time step with the Ermak algorithm to a smaller one with the lightest (in term of computational cost) Ricci-Ciccotti scheme.
Implementation of the ABA algorithm
Two algorithms of similar predicted accuracy are available. In practice, after having tried them both, we found that the algorithm (70,71) was by far the simplest and the most efficient of the two. Therefore, we devote to this scheme the largest part of our discussion, while briefly mentioning the other at the end of this section. We chose to refer to it as the "ABA" algorithm, by reference to the splitting from which it originates.
It reads explicitly:
where we defined x ij ≡ x i − x j . The W ij are uncorrelated Gaussian random variables with zero mean and unit variance. This algorithm can be made even more efficient by merging the first and last steps during the simulation (however, the computation of statistical quantities must be performed compulsorily between these steps, otherwise a noticeable bias is introduced). The computational effort per time step is slightly higher than the Shardlow algorithm (eq. (9) of Ref. 5 hereafter termed S1 algorithm according to the terminology used in 6 ), as here two computations implying the sums j w(r ij ) are required, instead of just one for S1. This is the price to pay to have a second order algorithm. Actually we measured only an increase of ca. 5% of the time simulation with our algorithm with respect to S1 (to be efficient, the program must maintain a subdivision of the simulation box and a related list of occupation, or alternatively a neighbor list which already exists anyway for MD, such that a loop j w(r ij ) is fast).
Benchmarking with existing algorithms
When a new algorithm is introduced, it is common practice to rate its performance, and to compare it with the other existing algorithms. The usual benchmark includes a calculation of the pair distribution function g(r) of a noninteracting fluid (ideal gas), a monitoring of the thermalization properties, and a presentation of the self-diffusion data. The absence of a non trivial but exactly solvable model makes that there is no stringent test available for assessing the ability of an integrator to reproduce faithfully the true DPD dynamics. Previous studies discovered that most DPD algorithms do not predict correctly the flat shape of the g(r)
characterizing the ideal gas. Instead, some unphysical structure of g(r) near the origin is observed, betraying a dynamics with unsatisfactory detailed balance properties.
We present data for both BAB and ABA algorithms, along with the Shardlow S1 and DPD-VV algorithms (which are a priori weak order one algorithm). The scale and axis of our graphs make our data readily comparable with the one presented by Nikunen et al. 6 or Serrano et al. 13 . Fig. 3 displays the g(r) distribution, for the usual weight function w(r) = 1 − r/r c , and three increasing values of the time step ∆t = 0.01, ∆ = 0.05, and ∆t = 0.1. Our g(r) is very satisfactory for ∆t = 0.01, comparable with DPD-VV but worse than Shardlow S1 for ∆t = 0.05, and definitely worse than its competitors for ∆t = 0.1, a quite large value by the way. We also plot the BAB algorithm deprived of its correcting term, for which the case ∆t = 0.01 clearly demonstrates that this correcting term precisely contributes very much to the accuracy of the scheme at small ∆t, and supports firmly the validity of our calculation. Fig. 4 summarizes the thermalization properties. The left panel of Fig. 4 shows the simulated kinetic temperature T , compared with the value T thermostat = 1 that the thermostat attempts to enforce. In the right panel of Fig. 4 , we present a semi-logarithmic plot of the difference between the actual simulated temperature and its target value | T − T thermostat |, for the same three time steps ∆t = 0.01, 0.05 and 0.1. We draw from these data the same conclusion as for the g(r) : both algorithms ABA and BAB are found inaccurate for ∆t = 0.1, they are comparable with DPD-VV for ∆t = 0.05 while standing below Shardlow S1, and finally become as satisfactory as the other algorithms for ∆t = 0.01. In the absence of any exact result for this non-trivial situation, we take the self-diffusion value D(∆t = 0.01) obtained for the smallest time step as a reference, and compare it with the values obtained for larger time step ∆t = 0.05 and 0.1. It is also possible to do the same study for an ideal gas, but we found that all the tested algorithms (DPD-VV, Shardlow S1 and ABA) lead roughly to the same value. We believe that the data presented here are more discriminant, with a combination of caging effect due to the interactions and correlated diffusion due to the non-local dissipation term.
The singularity of the weight functions w(r)
The ideal gas has been widely used as a benchmark to test DPD integrators, because of the notorious artefacts in g(r) from which so many DPD algorithms suffer. We claim that some attention must be paid in that case: for a choice of a weight function with w(r = 0) = 0, the DPD dynamics is singular whenever two particles occupy the same position; therefore, the ideal gas (the model par excellence where superposition of particles can occur) should only be used as a benchmark model for testing DPD algorithms for weight functions such that w(r)/r does not diverge when r → 0. Otherwise, what is measured is also the ability of the algorithm to deal with this singularity, whereas the algorithms are always written under the assumption of local differentiability of the functions defining the model. This point is crucial: a high order numerical scheme may enhance the effect of a singularity and perform worse than its lowest order competitors. Fig. 7 demonstrates how efficient a regular weight function is at removing the artefacts in the pair distribution of ideal gases. It shows the g(r) obtained for w 1 (r) = (r/r c )×(1−r/r c ),
while the thermalization properties of w 1 (r) are already shown in Fig. 4 . The weight function w 1 (r) vanishes for r = 0, precisely when a pair of particles is colliding, and preventing the sudden reversal of the friction forces associated to this pair. Clearly, the use of w 1 (r) for soft core particles generate no artefact in g(r), without reducing the thermalization efficiency of the DPD thermostat. The comparison between the different algorithms turns now to the advantage of our ABA scheme, with a flatter g(r) than both DPD-VV and Shardlow S1
(right panel of Fig. 7 ).
Discussion
First, we would like to emphasize some shortcomings of the above tests, focusing only on static correlators : from the measurement of g(r), it is not possible to really check how faithful to the true DPD dynamics these algorithms are; as an extreme illustration of this idea, a Ermak-Langevin algorithm could be qualified as a good DPD algorithm, if only static quantities are considered. Actually, a genuinely discriminant test of DPD algorithms can be made only in the spirit of the above comparison between Ermak and Ricci-Ciccotti algorithms, that is using as a benchmark a dynamical correlator.
A second question concerns the value of the damping coefficient γ, which for the sake of the comparison with previously published data, was fixed to a quite large value γ = 4.5, and for which an efficient thermalization is achieved at the expense of a "sluggish"dynamics.
Usually, second order algorithms are designed to match smoothly the underlying Hamiltonian dynamics in the limit γ → 0. Thus, for large values of γ, the putative force of our algorithms is not apparent, compared with simpler order one schemes.
A related question arises : provided that a numerical scheme samples faithfully the canonical ensemble and conserves well the total momentum, is that of any importance to stick to the actual DPD dynamics or not? The answer is certainly yes if one is interested in making connections between numerical results and theoretical developments. In this respect, our second order algorithm is useful, as it matches better Hamiltonian and DPD dynamics in the limit γ → 0, an interesting limit for those who want the DPD only to thermally stabilize a long simulation without perturbing its natural proper dynamics 4 .
In our view, it is still an open question to understand why the algorithm of Shardlow and of Ref. 13 are so efficient in avoiding the artefacts of g(r) in Fig. 3 . We simply attribute this to the sequential update of the velocities over all the pairs of particles, rather than doing it all at once, as we propose. We do not, however, consider Fig. 3 as a failure of our algorithms, but much more as a warning message for the DPD users interested in soft core potentials, concerning the inadequacy of the weight function w(r) = 1 − r/r c in that case. Simulations with soft core particles should be done with a regular weight such as w 1 (r) = (r/r c ) × (1 − r/r c ). Having tried other possible weight functions, such as a parabolic shape 1 − (r/r C ) 2 , or the quadratic shape (r/r C ) 2 × (1 − r/r C ), we found that the thermalization and structure properties are respectively close to the results obtained for the singular w(r) and regular w 1 (r) weight functions, emphasizing the importance of the limit value lim r→0 w(r)/r, as the key feature for reaping the best of our second order scheme.
CONCLUSION
We demonstrated that a careful use of a Trotter splitting for Langevin dynamics leads to a discretization scheme equivalent to the algorithm of Ermak. The main difficulty in the procedure comes from the fact that the "Liouvillian" associated to the Langevin dynamics is time dependent, and the contribution of the random noise in the stochastic equation, brings significant changes compared with the case of an ordinary differential equation. As a consequence, it is necessary to take into account a commutator term given by (23). For ordinary Langevin dynamics, this corrective term simplifies to (25). This term is responsible for the second independent Gaussian increment appearing in the Ermak algorithm.
When checking how accurately these numerical schemes can reproduce a known timedependent correlation function, we found that keeping both independent random Gaussian increments leads to better results for large integration time steps. However, the benefits of the second random number gets smaller when the integration time step is reduced, and in the small time step limit, where both algorithms share the same accuracy, a single random Gaussian increment give satisfactory results.
Using the same method, we were able to propose two algorithms for the dissipative particle dynamics (DPD). One of them, termed "ABA", was found to be easy to implement and efficient, and we recommend it as a reasonable alternative for applications. Though less efficient, the other algorithm, termed "BAB", deserves to be mentioned as an original and non trivial weak order two algorithm. We observed that for simulations of soft core particles, the unphysical structure of the pair correlation function g(r) is largely a consequence of a non vanishing weight function w(r) near r → 0. This artefact almost disappears when the weight function vanishes at the origin, without weakening the efficiency of the DPD thermostat. It is in this limit only that high order algorithms give their best.
The theoretical developments exposed in this work are poised to provide alternative derivations of some existing algorithms. Unlike the Fokker-Planck way, our approach offers the possibility to discuss both strong and weak convergence, a fact which extends its scope beyond the realm of MD simulations.
The application to DPD revealed a situation of intermediate complexity, standing between the usual additive noise Langevin dynamics, and the most general multiplicative noise stochastic equations. In particular, the treatment of a Langevin dynamics with hydrodynamical interactions falls into the same category as DPD, and our discussion will certainly help to improve the design of numerical integration schemes, also in that case. 
Integrating these flows is easy and one finds:
Meanwhile, the Liouvillians associated to these flows arê
The commutator ofL 1 andL 2 can be calculated, and its value is
We now integrate along the flow 1 for a time interval of ∆t and along the flow 2 for a time interval of ∆u. We get the exact result
which, up to the order 2 in ∆t, ∆u is equivalent to
Integrating the flows in the reverse order gives a slightly different result
which, up to the order 2 in ∆t,∆u is equivalent to
We observe that when commuting the flows, the following formula holds
with a flow Φ 21 associated to the o.d.eẋ
and a LiouvillianL 21 equal toL
In other words,L 21 is the opposite of the usual commutator, for operators acting on their right hand side:
However, when dealing with the Liouvillians, the following formula holds:
with, in particular,
We conclude that the algebraic formula (A15) involves the usual commutator of the differential operators (as, for instance, in quantum mechanics), while the equivalent formula (A11) for the flows require a different definition of the commutator.
Thus, it is improper to write a flow as an exponential
as it would imply
unless the operators appearing in the Liouvillian are meant to act on their left hand side, such as
. If, fortunately, in most cases the notation (A17) does not have serious consequences, it cannot be used as soon as commutators are explicitely required in the calculations.
APPENDIX B: FROM CHRONOLOGICAL TO REGULAR EXPONENTIALS: THE MAGNUS EXPANSION
We are now trying to evaluate
We split ∆t in n subintervals ∆t/n and write:
Then, each chronological exponential is replaced by a usual exponential, and the limit n → ∞ of the product should converge towards a well defined limit.
where A i is simply
Thus, the product (B1) can be rewritten as
The last exponential can be further reduced by using the BCH formula, keeping the triple commutators:
Using BCH again on the right hand side of (B6), we find a reverse formula, exact up to triple commutators,
To reduce the last term in (B5), we define the sums S 1 = 0;
and we apply (B7) recursively to 
In the large n limit, A i ∼ √ ∆t/n, S i ∼ √ ∆t and R n ∼ 1/n, it results that the term
and the remaining term R n do not contribute. Equation (B5) reduces to
or, using Riemann sums instead,
When specifying to the Langevin dynamics,
we obtain
which contributes to a ∆t 3/2 term, while the triple commutator gives only a ∆t 5/2 term and can be disregarded. Finally,
and the justification of (25) is complete.
The Magnus expansion cited in eq. (14) of Ref.
11 is a commutator expansion for the logarithm of a chronological exponential:
The three first terms of the expansion are
Using BCH, we get
Finally, the last commutator reads
The last term in (B18) cancels the second line of (B16), and one gets, after renaming the dummy integration variables:
or equivalently,
identical to (B11). The arguments of ρ must be identified to the initial position and impulsion (r(t), p(t)) of a trajectory ending at the final position r = r(t + ∆t), p = p(t + ∆t). Thus, p(t) = p(t + ∆t) − f r(t + ∆t) − p(t + ∆t) ∆t 2m ∆t; (C2) r(t) = r(t + ∆t) − (p(t + ∆t) + p(t)) ∆t 2m .
Then, equations can be reversed to express (r(t + ∆t), p(t + ∆t)) as functions of (r(t), p(t)), and in (C2), r(t + ∆t) − p(t + ∆t)∆t/2m can be replaced by r(t) + p(t)∆t/2m. p(t + ∆t) = p(t) + f r(t) + p(t) ∆t 2m ∆t; (C4) r(t + ∆t) = r(t) + (p(t) + p(t + ∆t)) ∆t 2m .
Meanwhile, the splitting (19) leads to p(t + ∆t) = p(t) + ∆t 2 f (r(t)) + f (r(t + ∆t)) ; (C6) r(t + ∆t) = r(t) + p(t) ∆t m + f (r(t)) ∆t 
we find 
Together, the correction of the triple commutators is the sum of (∆p iβ ) 1 (D9) and w(r ij ) r ij (r iβ − r jβ ) .
For a fixed couple of indices i and j, the differentiation takes the form X · ∇X, with X = [w(r ij )/r ij ]r ij . A further simplification comes, using the identity
Finally, the correction reduces to
Surprisingly, the term cancels out if c = 12, meaning that there is no contribution at all in the case of the splitting e −A/2 e −B e −A/2 , and that the algorithm (70, 71) is already a genuine weak order two algorithm for DPD.
However, the correction term must be accounted for when the splitting e −B/2 e −A e −B/2 is considered, ending with the weak order two algorithm (77, 78, 79).
1 Andrea Ricci and Giovanni Ciccotti. Algorithms for Brownian dynamics. Molecular Physics, are consistent with the reference values obtained with ∆t = 0.01, and that there is no significant difference between these three algorithms, regarding the self-diffusion properties.
For completeness, we calculated the self-diffusion coefficient for the ideal gas, and found that the data obtained for the three algorithms were almost indistinguishable (all within 0.5%). The self-diffusion coefficient of the ideal gas is close to 0.535. The interaction potential reduces only lightly this value, excluding any caging effect or thermal activation. ∆ t=0.01 ∆ t=0.05 ∆ t=0.1
