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Abstract 1 
Approximate Bayesian computation (ABC) is a likelihood-free approach for Bayesian 2 
inferences based on a rejection algorithm method that applies a tolerance of dissimilarity 3 
between summary statistics from observed and simulated data. Although several 4 
improvements to the algorithm have been proposed, none of these improvements avoid the 5 
following two sources of approximation: 1) lack of sufficient statistics: sampling is not 6 
from the true posterior density given data but from an approximate posterior density given 7 
summary statistics; and 2) non-zero tolerance: sampling from the posterior density given 8 
summary statistics is achieved only in the limit of zero tolerance. The first source of 9 
approximation can be improved by adding a summary statistic, but an increase in the 10 
number of summary statistics could introduce additional variance caused by the low 11 
acceptance rate. Consequently, many researchers have attempted to develop techniques to 12 
choose informative summary statistics. The present study evaluated the utility of a 13 
kernel-based ABC method (Fukumizu et al. 2010, arXiv:1009.5736 and 2011, NIPS 24: 14 
1549-1557) for complex problems that demand many summary statistics. Specifically, 15 
kernel ABC was applied to population genetic inference. We demonstrate that, in contrast 16 
to conventional ABCs, kernel ABC can incorporate a large number of summary statistics 17 
while maintaining high performance of the inference. 18 
 19 
 20 
 21 
 22 
 23 
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1. Introduction 1 
Approximate Bayesian computation (ABC) (Fu and Li 1997; Tavaré et al. 1997; Weiss 2 
and von Haeseler 1998; Pritchard et al. 1999; Beaumont et al. 2002) is a popular method to 3 
obtain an approximation of the posterior estimates without evaluating the likelihood. Assume 4 
observed discrete data, 𝒟, are generated by a model that has parameters of interest, 𝜽, that 5 
are generated by the prior density, 𝜋(𝜽). By Bayes’ rule, the posterior density of 𝜽 given 𝒟 6 
is 𝜋(𝜽|𝒟) ∝ 𝑓(𝒟|𝜽)𝜋(𝜽), where 𝑓(𝒟|𝜽) is the likelihood of the model. Rejection sampling 7 
is a basic algorithm for sampling parameters from the posterior density. The algorithm takes 8 
the following form: 9 
Algorithm A. 10 
A1. Generate 𝜽′ from 𝜋(∙). 11 
A2. Accept 𝜽′ with probability proportional to 𝑓(𝒟|𝜽′), and go to A1. 12 
Even when the likelihood is unknown, it is possible to sample parameters from the 13 
posterior density assuming data can be simulated under the model. In this case, A2 is 14 
replaced with the following: 15 
A2′. Simulate data, 𝒟', by the model using 𝜽′. 16 
A3′. Accept 𝜽′ if 𝒟=𝒟', and go to A1. 17 
Although this algorithm gives samples from the true posterior density, the acceptance rate 18 
decreases sharply with increasing dimensionality of the data. Therefore, we introduce 19 
summary statistics for 𝒟, which are denoted by 𝒔, and step A3′ is replaced with A3′′, as 20 
follows: accept 𝜽′ if 𝑑(𝒔, 𝒔′) < 𝜂, where 𝑑 is a metric that measures the dissimilarity, 𝒔′ 21 
gives the summary statistics of 𝒟', and 𝜂 is the tolerance (Fu and Li 1997). The algorithm 22 
involving rejection sampling with A2′ and A3′′ corresponds to basic ABC and is specified 23 
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hereafter as rejection ABC.  1 
Although several improvements to the algorithm have been proposed, no 2 
improvements are capable of avoiding the following two sources of approximation: 1) lack 3 
of sufficient statistics: sampling is not from the true posterior density given data, 𝜋(𝜽|𝒟), 4 
but from an approximate posterior density given summary statistics, 𝜋(𝜽|𝒔); and 2) the 5 
non-zero tolerance: sampling from the posterior density, 𝜋(𝜽|𝒔), is achieved only in the 6 
limit 𝜂 → 0, but the acceptance rate decreases with decreasing 𝜂. 7 
If the set of summary statistics is sufficient, we can sample from the true posterior 8 
density given data, 𝜋(𝜽|𝒟). However, it generally is difficult to obtain a set of sufficient 9 
statistics for a complex data set. A partition of a set, 𝒟, is a set of nonempty subsets of 𝒟 10 
such that every element in 𝒟 is in exactly one of these subsets. Then, a partition, T, of a 11 
set, 𝒟, is called a refinement of a partition 𝑆 of 𝒟 if every element of 𝑇 is a subset of 12 
some element of 𝑆. In population genetics, for example, the site frequency spectrum (SFS) 13 
gives a refinement of a partition of data that is determined by conventional summary 14 
statistics including the number of segregating sites, the nucleotide diversity (Nei and Li 15 
1979), and Tajima’s D (Tajima 1989). We may improve the approximation of the true 16 
posterior density given data by adding a summary statistic, which introduces further 17 
refinement of the partition of a data. For example, for independently and identically 18 
distributed data 𝒙 from location density 𝑓(𝑥 − 𝜃), the median of 𝒙 is not a sufficient 19 
statistic for 𝜃, but the set of order statistics of 𝒙 is sufficient (for example, Casella and 20 
Berger 2002). Unfortunately, there is no general rule to construct a set of summary 21 
statistics that closely approximates the posterior density. Refinement does not always 22 
improve the approximation. However, we note the following observation: 23 
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Proposition. Suppose a set of summary statistics, 𝑻, determines a refinement of a partition 1 
of a data 𝒟 that itself is determined by a set of summary statistics, 𝑺. Then, 𝜋(𝜽|𝑻 = 𝒕) 2 
gives a better approximation of 𝜋(𝜽|𝒟) than 𝜋(𝜽|𝑺 = 𝒔) in terms of the Kullback-Leibler 3 
divergence if the expectation of 𝜋(𝜽|𝑺 = 𝒔)/𝜋(𝜽|𝑻 = 𝒕) with respect to 𝜋(𝜽|𝒟) is 4 
smaller than unity. 5 
Proof: We have 𝐷𝐾𝐾(𝜋(𝜽|𝒟)�𝜋(𝜽|𝒔)� − 𝐷𝐾𝐾(𝜋(𝜽|𝒟)�𝜋(𝜽|𝒕)� = ∫𝜋(𝜽|𝒟)log 𝝅(𝜽|𝒕)𝝅(𝜽|𝒔)𝑑𝜽. 6 
Using Jensen’s inequality, we have ∫𝜋(𝜽|𝒟)log 𝜋(𝜽|𝒕)
𝜋(𝜽|𝒔)𝑑𝜽 ≥ −log E �𝜋(𝜽|𝒔)𝜋(𝜽|𝒕) |𝒟�. Therefore, 7 
𝐷𝐾𝐾(𝜋(𝜽|𝒟)�𝜋(𝜽|𝒔)� ≥ 𝐷𝐾𝐾(𝜋(𝜽|𝒟)�𝜋(𝜽|𝒕)� if  E �𝜋(𝜽|𝒔)𝜋(𝜽|𝒕) |𝒟� ≤ 1, namely, the expectation 8 
of 𝜋(𝜽|𝑺 = 𝒔)/𝜋(𝜽|𝑻 = 𝒕) with respect to 𝜋(𝜽|𝒟) is smaller than unity.∎ 9 
Intuitively, this proposition says that the Kullback-Leibler divergence decreases if the 10 
density is further conditioned by a set of summary statistics that lends more probability 11 
mass around the mode of the true posterior density given data. A simple example which is 12 
given in the supplementary materials is helpful to understand this situation. 13 
An important issue interferes with attempts to improve the approximation of the true 14 
posterior density by increasing the number of summary statistics: a trade-off exists between 15 
information added by a new statistic and additional variance caused by the low acceptance 16 
rate. Consequently, many investigators have attempted to develop techniques to choose 17 
informative summary statistics (Joyce and Marjoram 2008; Wegmann et al. 2009; Blum and 18 
Francois 2010; Nunes and Balding 2010; Fearnhead and Prangle 2012). The selection of 19 
informative summary statistics is not straightforward. In an exhaustive search, a huge 20 
number of combinations must be assessed, whereas in a greedy search, the final set depends 21 
on the order in which the statistics are tested for inclusion. Nunes and Balding (2010) 22 
reported that the optimal set of summary statistics was specific to each data set and could not 23 
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be generalized. Therefore, algorithms that avoid dimensional reduction are desirable. 1 
The choice of the positive tolerance involves a trade-off between the bias and the 2 
variance such that increasing the tolerance reduces the variance by allowing a large number 3 
of accepted samples while simultaneously increasing the bias arising from the prior values. 4 
Several studies have addressed the approximation introduced by non-zero tolerance (Sisson 5 
et al. 2007; Beaumont et al. 2009; Drovandi and Pettit 2011) by proposing schemes to 6 
successively reduce tolerance with the sequential Monte Carlo algorithm. Consistency of the 7 
estimator is only attained in the limit of zero tolerance at the expense of large variances 8 
owing to poor acceptance rates. Fearnhead and Prangle (2012) introduced noisy-ABC, which 9 
calibrates the estimator, 𝑃�𝜽 ∈ 𝜣�𝑃𝜂(𝜽 ∈ 𝜣|𝒔) = 𝑝,𝒟� = 𝑝 for ∀𝚯, where 𝑃𝜂(𝜽 ∈ 𝜣|𝒔) is 10 
the probability assigned by the posterior density obtained by ABC with tolerance 𝜂. 11 
Noisy-ABC is free from bias with the expense of introducing additional variance. 12 
Kernel methods provide systematic data analysis by mapping variables into a 13 
reproducing kernel Hilbert space (RKHS) to extract nonlinearity or higher-order moments 14 
of data (Hofmann et al. 2008). An advantage of kernel methods is their computational 15 
efficiency when processing high-dimensional data. Whereas kernel methods employ 16 
high-dimensional nonlinear mappings from the data space to the RKHS, the inner products 17 
among data points are computed only with positive definite kernels instead of using the 18 
explicit form of the high-dimensional mapping. Thus, computing costs do not increase with 19 
the dimensionality of the data (i.e., the number of summary statistics in ABC) but with the 20 
number of observations (i.e., the number of simulations in ABC). The mean of mappings 21 
into the RKHS (i.e., the kernel mean) recently was proposed to represent a probability 22 
distribution that could be applied to various data analyses (Smola et al. 2007). Fukumizu et 23 
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al. (2010, 2011) applied this research to develop kernel methods of implementing Bayes’ 1 
rule that enable one to compute the kernel mean representation of the posterior distribution 2 
in the form of a weighted sum of the sampled values. In addition, Fukumizu et al. (2010, 3 
2011) proposed a new ABC approach, hereafter described as kernel ABC, and demonstrated 4 
its performance using a toy problem. 5 
The present study evaluated the utility of kernel ABC for actual complex problems that 6 
demand a large number of summary statistics. Specifically, we demonstrate an application 7 
of the kernel ABC method to population genetic inferences. In contrast to conventional 8 
ABCs, kernel ABC can incorporate a large number of summary statistics while maintaining 9 
consistency of the posterior estimates and without compromising the performance of the 10 
inference. 11 
 12 
2. Methods 13 
Suppose the linear regression of parameters into summary statistics. The estimator of 14 
the slope, 𝜷, minimizes ∑ �𝜽𝑖– 〈𝜷, 𝑠𝑖〉�2𝑛𝑖=1 , where 〈∙,∙〉 and ‖∙‖ denote the inner product 15 
and the norm in the Euclidian space, respectively. We may regard 〈𝜷� , 𝑠𝑖〉 as an estimator of 16 
the conditional mean because the conditional mean minimizes the mean squared error 17 
(MSE) pointwise as follows: 𝐸[𝜽|𝑺 = 𝒔] = argminc𝐸𝜽|𝒔 ��𝜽– 𝑐�2|𝑺 = 𝒔� (Hastie, 18 
Tibshirani, and Friedman, 2009). Kernel ABC is introduced by a simple extension of this 19 
procedure using a kernel-based method. 20 
Consider a map Φ: Ω → ℋ𝑺 defined by Φ(𝒔) = 𝑘(∙, 𝒔), where Ω is a space of 21 
summary statistics, and ℋ𝑺 is the RKHS associated with a positive definite kernel, 𝑘. The 22 
most useful property of the RKHS is the reproducing property. The function value is given 23 
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by the inner product as 〈𝑓(∙),𝑘(∙, 𝒔𝑖)〉ℋ𝑺 = 𝑓(𝒔𝑖) for ∀𝑓 ∈  ℋ𝑺, where 〈∙,∙〉ℋ𝑺 is the inner 1 
product in ℋ𝑺. In kernel methods, data, 𝒔, are mapped into the RKHS as Φ(𝒔) = 𝑘(∙, 𝒔), 2 
and Φ(𝒔) is regarded as a feature vector of s. The inner product between summary statistic 3 
values 𝒔 and 𝒔𝑖 thus is given by 〈Φ(𝒔),Φ(𝒔𝑖)〉ℋ𝑺 = 𝑘(𝒔, 𝒔𝑖), which is called a kernel trick 4 
and is the basis of the efficient computation of kernel methods. In kernel methods, a 5 
probability distribution of s is expressed by the mean 𝐸[𝑘(∙, 𝑠)] of the random feature 6 
vector 𝑘(∙, 𝑠) in the RKHS, which is known to be sufficient to determine the distribution 7 
uniquely with an appropriate choice of kernel. The distribution of 𝒔 is expressed by the 8 
mean of the random feature vector, 𝑘(∙, 𝒔), in the RKHS, which is called the kernel mean. 9 
The empirical estimator of the kernel posterior mean operator of 𝜽 given an 10 
observation, 𝒔, by 𝑛 simulations, {(𝜽𝑖, 𝒔𝑖)}𝑖=1𝑛 , is given by ?̂?𝜽|𝒔 = ∑ 𝑤𝑖𝑛𝑖=1 𝑘(∙,𝜽𝑖) (Song 11 
et al. 2009; Fukumizu et al. 2010), where 𝜽𝑖 is a set of parameters generated by the i-th 12 
simulation. Taking the inner product with a function in the RKHS, the operator gives an 13 
estimator of the conditional mean of the function. The weight, 𝑤𝑖, is given by 𝑤𝑖 =14 
∑ (𝐺𝑺 + 𝑛𝜀𝑛𝐼𝑛)𝑛𝑗=1 −1𝑖𝑗 𝑘�𝒔𝑗 , 𝒔�, where 𝐺𝑺 is the Gram matrix consisting of �𝑘�𝒔𝑖, 𝒔𝑗��𝑖,𝑗=1𝑛 , 15 
𝜀𝑛 is the coefficient of the Tikhonov-type regularization that biases the data to stabilize the 16 
matrix inversion, and 𝐼𝑛 is the identity matrix.  17 
The estimator can be obtained by systematic construction (Fukumizu et al. 2010, 2011), 18 
but it follows immediately from the kernel ridge regression of the parameter onto the 19 
summary statistics. Consider the estimate of the slope, 𝜷 ∈ ℋ𝑆, by minimizing 20 
∑ �𝜽𝑖– 〈𝜷,𝛷(𝒔𝒊)〉ℋ𝑆�2 + 𝑛𝜀𝑛𝑛𝑖=1 ‖𝜷‖2.       [1] 21 
According to the representer theorem, the estimator of the posterior mean, 𝐸[𝜽|𝒔], is given 22 
by  〈𝜷� ,𝛷(𝒔)〉ℋ𝑆 = ∑ 𝑤𝑖𝜽𝑖𝑛𝑖=1 . In the same manner, the posterior expectation of a function 23 
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given by 𝑓(𝜽), 𝐸[𝑓(𝜽)|𝒔] is estimated by 〈𝑓(∙), ?̂?𝜽|𝒔〉ℋ𝑺 = ∑ 𝑤𝑖𝑓(𝜽𝑖)𝑛𝑖=1 .  1 
Theorem (Song et al. 2009). The estimator ?̂?𝜽|𝒔 is consistent, that is 2 
〈𝑓(∙), ?̂?𝜽|𝒔〉ℋ𝑺 − 𝐸[𝑓(𝜽)|𝒔] = 𝑂𝑝�(𝑛𝜀𝑛)−1/2 + 𝜀𝑛1/2� as 𝑛 → ∞. 3 
Proof. A proof is given in the Appendix because Song et al. (2009) does not show a proof. 4 
□  5 
Remark. The first term corresponds to the variance, and the second term corresponds to 6 
bias introduced by the regularization. 7 
The kernel ridge regression adapted here is reasonable because we cannot avoid 8 
multicollinearity among the large number of summary statistics. An implementation of 9 
ABC, specified hereafter as regression ABC (Beaumont et al. 2002), uses a locally 10 
weighted regression with a smoothing kernel that is known to be weak for 11 
high-dimensional data (i.e., more than several dimensions) (Loader 1999). In contrast, the 12 
kernel ridge regression achieves an error bound that does not explicitly depend on the 13 
dimensionality (Caponnetto and De Vito 2007) if the target function is in a certain class of 14 
smooth functions. Thus, kernel ridge regression is likely preferable for cases involving 15 
many summary statistics. 16 
The kernel ABC algorithm to compute the posterior expectation of a function, 𝑓(𝜽), 17 
takes the following form: 18 
Algorithm B (Fukumizu et al. 2010). 19 
B1. Generate 𝜽𝑖 from 𝜋(𝜽). 20 
B2. Simulate data, 𝒟𝑖, by the model using 𝜽𝑖. 21 
B3. Compute the summary statistics, 𝒔𝑖, for 𝒟𝑖, and return to B1. 22 
B4. Compute the estimator, ∑ 𝑤𝑖𝑓(𝜽𝑖)𝑛𝑖=1 , with {(𝜽𝑖, 𝒔𝑖)}𝑖=1𝑛 . 23 
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Algorithm B is similar to the importance sampling, but the weights, 𝑤𝑖, are not 1 
positive-definite. Therefore, the estimator could give a nonsense result if the number of 2 
simulations is too small. For an estimator of the posterior density, B4 is replaced with B4′, 3 
as follows: Compute the estimator, ∑ 𝑤𝑖𝛿𝜽𝑖 𝑛𝑖=1 , with {(𝜽𝑖, 𝒔𝑖)}𝑖=1𝑛 . By the argument on 4 
credible intervals in Section 3.1, we can probe that ∑ 𝑤𝑖𝑛𝑖=1 ⟶ 1 as 𝑛 → ∞, which 5 
indicates that ∑ 𝑤𝑖𝛿𝜽𝑖 𝑛𝑖=1 is a signed measure. 6 
A sharp contrast exists between the consistencies of the estimators using conventional 7 
ABCs versus kernel ABC. Conventional ABCs have consistency only in the limit 𝜂 → 0, 8 
whereas kernel ABC has consistency irrespective of the kernel choice. In conventional 9 
ABCs, it is possible to reduce bias by letting 𝜂 → 0 with 𝑛 → 0, but this compromises the 10 
acceptance. In kernel ABC, we can achieve consistency easily by scaling the regularization 11 
coefficient to the number of simulated samples as 𝜀𝑛 → 0 such that 𝑛𝜀𝑛 → ∞ (see 12 
Theorem). Throughout this study, we scaled the coefficient as 𝜀𝑛 ∝ 1/√𝑛 . 13 
We implemented three conventional ABCs: rejection ABC, regression ABC (Beaumont 14 
et al. 2002), and a semi-automatic version of regression ABC (Fernhead & Prangles, 2012). 15 
Hereafter, we refer to the semi-automatic version of regression ABC as semi-automatic 16 
ABC. Summary statistics were standardized using the estimates of the means and the 17 
standard deviations obtained from 10,000 simulated datasets. For the implementation of 18 
kernel ABC, we used the Gaussian radial base function kernel, 𝑘(𝑥,𝑦) = exp�−∥ 𝑥 − 𝑦 ∥2/19 (2𝜎2)�. The band width, 𝜎, and the regularization parameter, 𝜀𝑛 = 𝑎/√𝑛 , were chosen by 20 
10-fold cross validation by minimizing ∑ � 1|𝑇𝑖|∑ 𝑚�𝜽|𝒔𝑗[−𝑖] −𝑚�𝜽[𝑖]𝑗∈𝑇𝑖 �ℋ𝜃210𝑖=1 , where 𝑇𝑖 21 
represents a set of indices in the 𝑖-th subsample, [𝑖] represents the estimator based on the 22 
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𝑖-th subsample, and [−𝑖] represents the estimator based on all the subsamples except for 1 
the 𝑖-th subsample (Fukumizu et al. 2010, 2011). 2 
In this study, we assessed the performance of inferences using an estimator of the MSE 3 
of the posterior mean, which was obtained by 𝑙 replications of construction of the 4 
estimator of the posterior mean according to algorithm B, 1
𝑙
∑ �𝑚�𝑖𝜽|𝒔 − 𝑚𝜽|𝒔�2𝑙𝑖=1 , where 5 
𝑚�𝑖𝜽|𝒔 is the 𝑖-th estimate of the posterior mean, and 𝑚𝜽|𝒔 is the true value of the posterior 6 
mean. According to the weak law of large numbers, the estimator tends to the MSE in 7 
probability as 𝑙 → ∞. Throughout this study, we set 𝑙 = 100. For a case in which the 8 
likelihood was not available, the true value of the posterior mean was replaced by 9 
averaging 100 replications of the estimates obtained by kernel ABC with 𝑛 = 16,000 10 
samples. Here, we used kernel ABC to compute the true value because the posterior mean 11 
estimator obtained by kernel ABC is consistent (see Theorem) and should converge to the 12 
true value simply by using a large number of simulations (see Section 3.3). 13 
Several reports have described the performance of inferences in terms of the sum of the 14 
squared error between the posterior estimates and the prior values (Beaumont et al. 2002; 15 
Wegmann et al. 2009; Nunes and Balding 2010). We considered the MSE because it is a 16 
simple interpretation of the sum of the variance and the squared bias of an estimator, and 17 
our primary interest in this study was to investigate how well the consistency is achieved in 18 
kernel ABC. In other words, a non-zero MSE as 𝑛 ⟶ ∞ is evidence of bias. If we have a 19 
consistent estimator, the MSE should decrease with increasing sample size because both 20 
the bias and the variance decrease. 21 
 22 
3. Results 23 
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3.1 Consistency 1 
We consider the constant-size population model to evaluate the consistency of the 2 
posterior mean. The constant-size model is advantageous because of its straightforward 3 
computation of likelihoods and because computations are implemented into the 4 
GENETREE software package (Griffiths and Tavaré 1994; Griffiths 2007). Therefore, we 5 
can sample from a true posterior density given data, 𝜋(𝜃|𝒟), or from than given number of 6 
segregating sites (𝑆𝑆𝑆𝑆), 𝜋�𝜃|𝑆𝑆𝑆𝑆� using simple rejection sampling. 7 
We assumed a sample of 100 chromosomes taken from a population of constant size 8 
(𝑁 = 10,000) and a large (100 kb) nonrecombining region that was evolving under the 9 
infinite-sites mutation model (Kimura 1969; Watterson 1975). We regarded the population 10 
scaled mutation rate, 𝜃 = 4𝑀𝑀, as the parameter for which 𝑀 is the population size and 11 
𝑀 is the fixed mutation rate per 100 kb per generation (2.5 × 10−4). Therefore, the true 12 
value of the parameter for the sample was 4𝑁𝑀 = 10. We assumed a log-normal 13 
distribution for the prior density of 𝑀, which was described by a mean and a variance of N 14 
and 𝑁2, respectively. All simulations were conducted using the program package ms, 15 
which generates samples from the coalescent model (Hudson 2002). 16 
The data, 𝒟, were represented as numbers of sequences of several types, which were 17 
determined by the sequence of mutations experienced along the path to the most recent 18 
common ancestor of the sample. Data, 𝒟, were summarized by the number of segregating 19 
sites, 𝑆𝑆𝑆𝑆, or the SFS. Because estimates of the SFS are unstable for samples consisting of 20 
100 chromosomes, we used a coarse-grained spectrum consisting of 7 bins based on the 21 
Sturges’ formula (1 + log2𝑆𝑆𝑆𝑆), which is denoted as 𝑺SFS. The frequencies were binned as 22 
follows: 0 − 8%, 8 − 16%, 16 − 24%, 24 − 32%, 32 − 40%, 40 − 48%, and 23 
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48 − 100%. We generated 10,000 simulated datasets and calculated the average 𝑺SFS. We 1 
then chose a typical dataset as an observation that had the smallest sum of squared 2 
deviations from the average: 𝑠𝑆𝑆𝑆 = 49 and 𝒔SFS = (28,6,4,3,2,1,5). We used the 3 
near-average data set as a representative example. Unlikely data also were investigated, but 4 
the MSE did not change appreciably. This was expected because the MSE measures the 5 
discrepancy between the estimator of the posterior mean and the true posterior mean 6 
irrespective of how close the posterior mean is to the parameter values that were used to 7 
produce the dataset. 8 
We computed the posterior mean given the number of segregating sites by rejection 9 
sampling simulations until 1 million samples were accepted. The estimate of the posterior 10 
mean, which was assumed to be the true value, was 𝑚𝜃|𝑠𝑆𝑆𝑆 = 9.695. We then estimated 11 
the MSE of the posterior mean estimator obtained by kernel ABC under different numbers 12 
of simulations: n=1,000, 2,000, 4,000, 8,000, and 16,000. The convergence of 𝑚�𝜃|𝑠𝑆𝑆𝑆  13 
to the true value with increasing numbers of simulations is shown in Fig. 1. The 14 
consistency is readily confirmed by the fact that the MSE approaches zero, and the variance 15 
decreases with increasing numbers of simulations. 16 
Next, we examined how kernel ABC accurately estimates the posterior credible 17 
interval given 𝑆𝑆𝑆𝑆 . The consistency of the kernel estimator for credible intervals, 18 
∑ 𝑤𝑖𝑰𝐴(𝜽𝑖)𝑛𝑖=1 , can be proved by the convergence results for kernel ridge regression 19 
(Caponnetto and De Vito 2007), if we note that the estimator coincides with the solution to 20 
the regularized least square problem [1] with replacing 𝜽 by 𝐼𝐴(𝜽). Here, 𝐼𝐴(∙) is the 21 
indicator function of an interval 𝐴. We computed the 80% credible interval (from the 10th 22 
percentile to the 90th percentile) by performing rejection sampling simulations until 1 23 
13
million samples were accepted. The estimates of the credible interval, which were assumed 1 
to be the true values, were 6.650–13.038. We then estimated the credible interval by kernel 2 
ABC under different numbers of simulations: n=1,000, 8,000, and 16,000. The estimates 3 
were 6.590–13.260, 6.548–13.021, and 6.675–13.113, for n=1,000, 8,000, and 16,000, 4 
respectively. These results demonstrate that the credible interval monotonically converges 5 
to the true interval. 6 
 7 
3.2 Improvement of approximation for high-dimensional summary statistics 8 
We computed the posterior mean given data, 𝒟, using rejection sampling. The 9 
likelihood surface of 𝜃 was approximated by averaging the likelihoods at each point from 10 0.1 to 35.1 (bin width 1.0; total 35 points) over 0.1 billion simulations of GENETREE. 11 
We repeated the rejection sampling simulations using the likelihood surface until 1 million 12 
samples were accepted. The posterior mean of 𝜃 given 𝒟, which was assumed to be the 13 
true value, was 𝑚𝜃|𝒟 = 10.498.  14 
Since the SFS determines a refinement of a partition given by the number of 15 
segregating sites, we can expect that the SFS improves the approximation of the true 16 
posterior mean given data compared with the number of segregating sites. The posterior 17 
mean given SFS, 𝑚�𝜃|𝒔SFS , was estimated to be 10.510 with a standard deviation of 0.044 18 
using kernel ABC by averaging 100 replications with n=16,000 samples. We concluded that 19 
𝑺SFS seems to improve 𝑆𝑆𝑆𝑆, as expected, because of the significant deviation of 20 
𝑚𝜃|𝑠𝑆𝑆𝑆 = 9.695 from 𝑚𝜃|𝒟 = 10.498, in contrast to 𝑚�𝜃|𝒔SFS = 10.510. 21 
 22 
3.3 Comparison with Conventional ABCs 23 
14
The performances of kernel ABC and conventional ABCs were evaluated in terms of 1 
the costs of computing times against fixed MSE values. Throughout this study, we 2 
implemented all computations in the C/C++ languages. Computations were conducted 3 
using an Intel Xeon X5680 3.33 GHz processor. Toward this end, we had to find the true 4 
posterior means of the parameters. The value of 𝑚𝜃|𝑠𝑆𝑆𝑆 = 9.695 had been generated by 5 
rejection sampling (See Section 3.1), and kernel ABC was used to estimate 𝑚�𝜃|𝑠𝑆𝑆𝑆 =6 9.686 by averaging 100 replications with 𝑛 = 16,000 samples. The similarity of these 7 
values suggested that averaging 100 replications of the estimates by kernel ABC with 8 
𝑛 = 16,000 samples was likely to give reliable estimates of the true value. In contrast, 9 
rejection ABC cannot achieve 𝛿 = 0 with 𝑺SFS; we found that no samples were accepted 10 
under 𝜂 = 0 during a 2-week simulation. Therefore, we assumed that the true value of the 11 
posterior mean given 𝑺SFS was an average of 100 replications of the estimates obtained by 12 
kernel ABC with n=16,000 samples. 13 
Estimates of the MSEs of 𝑚�𝜃|𝑆𝑆𝑆𝑆  and 𝑚�𝜃|𝑺SFS  were calculated using differently 14 
sized simulations in kernel ABC (𝑛 = 1,000, 2,000, 4,000, and 8,000) and at different 15 
acceptance rates in three conventional ABC algorithms: rejection ABC, regression ABC, 16 
and semi-automatic ABC (for 𝑚�𝜃|𝑺SFS). Kernel ABC, regression ABC, and semi-automatic 17 
ABC are easy to compare because all of these algorithms are based on regression. The 18 
result for rejection ABC was included because it is the most basic ABC algorithm. For 19 
rejection ABC, tolerances were chosen such that 1,000 samples were accepted for each run 20 
of the simulation. The acceptance rate in regression ABC was defined as the proportion at 21 
which the Epanechnikov kernel gave a non-zero value (Beaumont, et al. 2002). We set a 22 
band width of the kernel and simulated samples until 1,000 samples were accepted. The 23 
15
results, displayed as computing times versus MSE estimates, are depicted with the standard 1 
deviations of the estimates in Fig. 2 and Fig. 3. When 𝑆𝑆𝑆𝑆 was used, the computational 2 
cost against a fixed MSE value was lower for the conventional ABCs than for the kernel 3 
ABC (Fig. 2). However, in contrast to the case with 𝑆𝑆𝑆𝑆, we observed that kernel ABC 4 
with 𝑺SFS significantly outperformed conventional ABCs in terms of computing times at a 5 
fixed MSE (Fig. 3). We found that regression ABC outperforms rejection ABC when 𝑺SFS 6 
is used. We also determined that semi-automatic ABC under-performs regression ABC, 7 
which suggests that constructing one-dimensional summary statistics may be 8 
over-summarizing. Our results suggest that kernel ABC gives better performance than 9 
conventional ABCs when higher-dimensional summary statistics are used. 10 
 11 
3.4 A Realistic Model 12 
In population genetics, the estimation of the scaled mutation rate is basic. As a more 13 
ambitious inference, we consider a more realistic model in which a population size 14 
bottleneck and subsequent expansion were assumed. We then tried to estimate the 15 
population sizes and the timings of the population size changes. We considered a sample of 16 100 chromosomes taken from a population and a large recombining region (100 kb) for 17 
which recombination was set at a fixed scaled rate of 𝜌 = 4𝑁3𝑀. The assumed population 18 
demography was as follows: the ancestral size was 𝑁1 = 10,000, and at time 𝑇2 = 4,000 19 
generations ago, the size instantaneously shrank to 𝑁2 = 2,000. The size remained 20 
constant at size 𝑁2 until 𝑇1 = 2,000 generations ago, when it began expanding 21 
exponentially to reach size 𝑁3 = 20,000 at present time. We regarded 22 
𝜽 = (𝑀1,𝑀2,𝑀3,𝑈1,𝑈2) as the parameters; the true values were (𝑁1,𝑁2,𝑁3,𝑇1,𝑇2). We 23 
16
assumed a log-normal distribution for the prior density for the parameters. The means and 1 
variances of the parameters were the true values and the squared true values, respectively. 2 
We assumed 𝒔SFS = (16,1,1,1,1,1,4) for the observed data using the same procedure as the 3 
constant-size model. Since the SFS cannot account for recombination, we added a 4 
haplotype frequency spectrum (HFS) for summary statistics that consisted of haplotype 5 
frequencies in the sample. The SFS+HFS refines a partition of data given by SFS alone. 6 
The number of bins in the SFS and their intervals were identical to those in the 7 
constant-size model. The HFS was segregated into 7 bins as follows: 0 − 2%, 2 − 4%, 8 4 − 6%, 6 − 8%, 8 − 10%, 10 − 12%, 12 − 100%. For the SFS+HFS, we assumed 9 
𝒔SFS+HFS = (18,0,0,0,1,0,1,13,2,1,0,0,0,2). 10 
We compared the performances of kernel ABC, rejection ABC, regression ABC, and 11 
semi-automatic ABC. Although increasing the number of accepted samples recovered the 12 
performance of regression ABC, this algorithm demanded a huge computational time cost. 13 
In Fig. 4 and Fig. 5, computational times versus estimates are depicted with the standard 14 
deviation in which 𝒔SFS and 𝒔SFS+HFS are given. To scale the posterior means, we 15 
calculated the MSEs, which were standardized by the assumed true values. Specifically, the 16 
𝑖-th estimate of the posterior mean, 𝑚�𝑖𝜽|𝒔, was standardized as (𝑚�𝑖𝜽|𝒔 − 𝑚𝜽|𝒔)/𝑚𝜽|𝒔, where 17 
𝑚𝜽|𝒔 was the true value of the posterior mean. Fig. 4 and Fig. 5 show that the computing 18 
time for kernel ABC was substantially lower for any fixed MSEs than the computing times 19 
using other conventional ABCs. 20 
As reported previously (Beaumont et al. 2002), regression ABC did not exhibit a 21 
monotonic decrease in the MSE with decreasing tolerance. Beaumont et al. (2002) found 22 
that regression ABC eventually under-performed rejection ABC with decreasing tolerance. 23 
17
This tendency is related to the fact that the decrease in band width of the Epanechnikov 1 
kernel in regression ABC increases the variance. If the band width is too narrow, the 2 
acceptance rate decreases. This tendency of regression ABC is related to the curse of 3 
dimensionality, by which many simulated summary statistics are closer to the boundary of 4 
the bands when a large number of summary statistics are used (Hastie et al. 2009). 5 
Choosing the optimal acceptance rate is the same as choosing the optimal band width of the 6 
Epanechnikov kernel. 7 
 8 
4. Discussion 9 
In this study methods are evaluated by how well we can approximate the posterior 10 
estimate given data. The use of large number of summary statistics is reasonable from the 11 
perspective of increasing model complexity, such as for population genetic analyses 12 
involving vast amounts of genomic data. To preserve tractable computation costs, 13 
conventional ABCs involve two sources of approximation: 1) lack of sufficient statistics 14 
and 2) non-zero tolerance to enrich acceptance rates. However, both of these aspects also 15 
influence the performance of the inference by introducing biases. Consequently, recent 16 
progress in ABC algorithm development has focused on techniques for selecting more 17 
informative summary statistics (Joyce and Marjoram 2008; Wegmann et al. 2009; Blum 18 
and Francois 2010; Nunes and Balding 2010; Fearnhead and Prangle 2012). 19 
In this study, we pursued another direction that involved a kernel-based ABC method 20 
in which the dependence on non-informative summary statistics was automatically 21 
shrunken, thus avoiding the need to choose optimal set of summary statistics. We have 22 
demonstrated that kernel ABC successfully reduces the difficulties associated with 23 
18
conventional ABCs by applying ABCs to population genetic inferences. We found that 1 
kernel ABC is more efficient than conventional ABCs regarding computational times for 2 
fixed MSE values. We demonstrated that kernel ABC can accommodate a large number of 3 
summary statistics without compromising performance of the inference. With regard to 4 
tolerance, a posterior estimate obtained by kernel ABC maintained consistency. Therefore, 5 
the MSE of the estimators could be reduced simply by decreasing the variance and 6 
increasing the number of simulations. For an increased number of simulations, the 7 
low-rank matrix approximation (Fine and Scheinberg 2002) could substantially reduce the 8 
computation time involved in the Gram matrix inversion. 9 
Choosing the band width and the regularization parameters by cross-validation is a 10 
computationally expensive step. We investigated a simpler alternative for choosing these 11 
parameters. For the band width, using the median of pairwise Euclidean distances in the 12 
simulated summary statistics generally worked well. For the regularization parameters, 13 
assessing the bias–variance trade-off in terms of the MSE gave similar values to those 14 
obtained by the cross-validation. 15 
Recent progress in ABC algorithm development also has involved the use of Markov 16 
chain Monte Carlo or sequential Monte Carlo methods (Marjoram et al. 2003; Sisson et al. 17 
2007; Beaumont et al. 2009; Wegmann et al. 2009; Drovandi and Pettit 2011). We did not 18 
address these approaches in the present study, but kernel methods could be useful to 19 
improve such methods. 20 
 21 
Acknowledgements 22 
We thank Mark Beaumont and Kevin Dawson for helpful discussions and comments. 23 
19
We also thank anonymous referees for helpful comments and the proposal of Example in 1 
the text. S.N. was supported in part by a Grant-in-Aid for the Japan Society for the 2 
Promotion of Science (JSPS) Research fellow (24-3234). K.F. was supported in part by 3 
JSPS KAKENHI (B) 22300098.  4 
 5 
References 6 
Baker, C. R. 1973. Joint Measures and Cross-Covariance Operators. T Am Math Soc 7 
186:273-289. 8 
Beaumont, M. A., J. M. Cornuet, J. M. Marin, and C. P. Robert. 2009. Adaptive 9 
approximate Bayesian computation. Biometrika 96:983-990. 10 
Beaumont, M. A., W. Zhang, and D. J. Balding. 2002. Approximate Bayesian computation 11 
in population genetics. Genetics 162:2025-2035. 12 
Blum, M. G. B., and O. Francois. 2010. Non-linear regression models for Approximate 13 
Bayesian Computation. Stat Comput 20:63-73. 14 
Caponnetto, A., and E. De Vito. 2007. Optimal rates for the regularized least-squares 15 
algorithm. Found Comput Math 7:331-368. 16 
Casella, G., and R.L. Berger. 2002. Statistical inference, 2nd Ed. Duxbury. 17 
Drovandi, C.C., and A. N. Pettitt. 2011. Estimation of parameters for macroparasite 18 
population evolution using approximate Bayesian computation. Biometrics 67: 19 
225-233. 20 
Fearnhead, P., and D. Prangle. 2012. Constructing summary statistics for approximate 21 
Bayesian computation: semi-automatic approximate Bayesian computation. J R Stat 22 
Soc B 74:419-474. 23 
20
Fine, S., and K. Scheinberg. 2002. Efficient SVM training using low-rank kernel 1 
representations. J Mach Learn Res 2:243-264. 2 
Fu, Y. X., and W. H. Li. 1997. Estimating the age of the common ancestor of a sample of 3 
DNA sequences. Mol Biol Evol 14:195-199. 4 
Fukumizu, K., L. Song, and A. Gretton. 2010. Kernel Bayes' rule: Bayesian inference with 5 
positive definite kernels. arXiv:1009.5736. 6 
Fukumizu, K., L. Song, and A. Gretton. 2011. Kernel Bayes' rule. Advances in Neural 7 
Information Processing Systems 24 edited by J. Shawe-Taylor and R.S. Zemel and P. 8 
Bartlett and F. Pereira and K.Q. Weinberger:1549-1557. 9 
Griffiths, R. C. 2007. GENETREE version 9.0  10 
http://www.stats.ox.ac.uk/~griff/software.html. 11 
Griffiths, R. C., and S. Tavaré. 1994. Sampling Theory for Neutral Alleles in a Varying 12 
Environment. Philos T Roy Soc B 344:403-410. 13 
Hastie, T., R. Tibshirani, and J. Friedman. 2009. The elements of statistical learning. 14 
Springer-Verlag, New York. 15 
Hofmann, T., B. Scholkopf, and A. J. Smola. 2008. Kernel methods in machine learning. 16 
Ann Stat 36:1171-1220. 17 
Hudson, R. R. 2002. Generating samples under a Wright-Fisher neutral model of genetic 18 
variation. Bioinformatics 18:337-338. 19 
Joyce, P., and P. Marjoram. 2008. Approximately sufficient statistics and Bayesian 20 
computation. Stat Appl Genet Mol 7. 21 
Kimura, M. 1969. The number of heterozygous nucleotide sites maintained in a finite 22 
population due to steady flux of mutations. Genetics 61:893-903. 23 
21
Loader, C. 1999. Local Regression and Likelihood. Springer-Verlag, New York. 1 
Marjoram, P., J. Molitor, V. Plagnol, and S. Tavare. 2003. Markov chain Monte Carlo 2 
without likelihoods. P Natl Acad Sci USA 100:15324-15328. 3 
Nei, M., and W. H. Li. 1979. Mathematical-Model for Studying Genetic-Variation in Terms 4 
of Restriction Endonucleases. P Natl Acad Sci USA 76:5269-5273. 5 
Nunes, M. A., and D. J. Balding. 2010. On Optimal Selection of Summary Statistics for 6 
Approximate Bayesian Computation. Stat Appl Genet Mol 9. 7 
Pritchard, J. K., M. T. Seielstad, A. Perez-Lezaun, and M. W. Feldman. 1999. Population 8 
growth of human Y chromosomes: A study of Y chromosome microsatellites. Mol 9 
Biol Evol 16:1791-1798. 10 
Sisson, S. A., Y. Fan, and M. M. Tanaka. 2007. Sequential Monte Carlo without likelihoods. 11 
P Natl Acad Sci USA 104:1760-1765. 12 
Smola, A., A. Gretton, L. Song, and B. Scholkopf. 2007. Hilbert space embedding for 13 
distributions. Algorithmic Learning Theory, Lecture Notes in Computer Science 14 
4754/2007:13-31. 15 
Song, L., J. Huang, A. Smola, and K. Fukumizu. 2009. Hilbert space embeddings of 16 
conditional distributions with applications to dynamics systems. In Proceedings of 17 
the 26th International Conference on Machine Learning:961-968. 18 
Tajima, F. 1989. Statistical-Method for Testing the Neutral Mutation Hypothesis by DNA 19 
Polymorphism. Genetics 123:585-595. 20 
Tavaré, S., D. J. Balding, R. C. Griffiths, and P. Donnelly. 1997. Inferring coalescence time 21 
from DNA sequence data. Genetics 145:505-518. 22 
Watterson, G. A. 1975. On the number of segregating sites in genetical models without 23 
22
recombination. Theor Popul Biol 7:256-276. 1 
Wegmann, D., C. Leuenberger, and L. Excoffier. 2009. Efficient Approximate Bayesian 2 
Computation Coupled With Markov Chain Monte Carlo Without Likelihood. 3 
Genetics 182:1207-1218 4 
Weiss, G., and A. von Haeseler. 1998. Inference of population history using a likelihood 5 
approach. Genetics 149:1539-1546. 6 
 7 
Appendix: Proof of Theorem 8 
This proof is similar to the proof of Theorem 6.1 in Fukumizu et al. (2010). Denote 9 
variance and covariance operators by 𝐶𝑠𝑠 and 𝐶𝜃𝑠, respectively, and the empirical 10 
estimators of them by  ?̂?𝑠𝑠 and ?̂?𝜃𝑠, respectively. We have (Fukumizu et al. 2010, 2011) 11 
〈𝑓(∙), ?̂?𝜃|𝑠〉ℋ𝑆 − 𝐸[𝑓(𝜃)|𝑠] = 〈𝑘(∙,𝜃), ?̂?𝜃𝑠�?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1𝑓(∙) − 𝐶𝜃𝑠𝐶𝑠𝑠−1𝑓(∙)〉. 12 
We want to establish 13 
�?̂?𝜃𝑠�?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1𝑓(∙) − 𝐶𝜃𝑠𝐶𝑠𝑠−1𝑓(∙)�
ℋ𝜃
= 𝑂𝑝�(𝑛𝜀𝑛)−1/2 + 𝜀𝑛1/2�.               [2] 14 
First we show 15 
�?̂?𝜃𝑠�?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1𝑓(∙) − 𝐶𝜃𝑠(𝐶𝑠𝑠 + 𝜀𝑛𝐼𝑛)−1𝑓(∙)�
ℋ𝜃
= 𝑂�(𝑛𝜀𝑛)−1/2�.               [3] 16 
The left hand side is upper bounded by 17 
��?̂?𝜃𝑠 − 𝐶𝜃𝑠��?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1𝑓(∙)�
ℋ𝜃
+18 
�?̂?𝜃𝑠�?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1�?̂?𝑠𝑠 − 𝐶𝑠𝑠�(𝐶𝑠𝑠 + 𝜀𝑛𝐼𝑛)−1𝑓(∙)�
ℋ𝜃
.                            [4] 19 
By the decomposition ?̂?𝜃𝑠 = ?̂?𝜃𝜃1/2𝑊�𝜃𝑠?̂?𝑠𝑠1/2 with �𝑊�𝜃𝑠� ≤ 1 (Baker 1973), we have 20 
�?̂?𝜃𝑠�?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1� = �?̂?𝜃𝜃1/2𝑊�𝜃𝑠��?̂?𝑠𝑠1/2�?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1/2���?̂?𝑠𝑠 + 𝜀𝑛𝐼𝑛�−1/2� =21 
𝑂�𝜀𝑛
−1/2� . With the √𝑛 consistency of the variance operator, we see that the second term 22 
of [4] is 𝑂�𝜀𝑛
−1/2�. In a similar argument gives that the first term of [4] is 𝑂�(𝑛𝜀𝑛)−1/2�. 23 
23
Therefore we have [3]. Then, we show 1 
�𝐶𝜃𝑠(𝐶𝑠𝑠 + 𝜀𝑛𝐼𝑛)−1𝑓(∙) − 𝐶𝜃𝑠𝐶𝑠𝑠−1𝑓(∙)�ℋ𝜃 = 𝑂�𝜀𝑛1/2�.                           [5] 2 
The left hand side is upper bounded by �𝐶𝜃𝜃
1/2𝑊𝜃𝑠��𝐶𝑠𝑠1/2(𝐶𝑠𝑠 + 𝜀𝑛𝐼𝑛)−1𝑓(∙) − 𝐶𝑠𝑠−1/2𝑓(∙)�. 3 
By the eigendecomposition 𝐶𝑠𝑠 = ∑ 𝜆𝑖𝜙𝑖〈𝜙𝑖 ,∙〉𝑖 ,where {𝜆𝑖} are the eigenvalues and {𝜙𝑖}  4 
are the corresponding unit eigenvectors, we have a expansion 5 
�𝐶𝑠𝑠
1/2(𝐶𝑠𝑠 + 𝜀𝑛𝐼𝑛)−1𝑓(∙) − 𝐶𝑠𝑠−1/2𝑓(∙)�ℋ𝑠2 = ∑ 〈𝜙𝑖,𝑓〉2 �𝜀𝑛𝜆𝑖1/2𝜆𝑖+𝜀𝑛 �2𝑖 , 6 
Where  7 
𝜀𝑛𝜆𝑖
1/2
𝜆𝑖 + 𝜀𝑛 = 𝜆𝑖1/2(𝜆𝑖 + 𝜀𝑛)1/2 𝜀𝑛1/2(𝜆𝑖 + 𝜀𝑛)1/2 𝜀𝑛1/2 =  𝑂�𝜀𝑛1/2�. 
Therefore we have [5]. Then, [2] follows from [3] and [5] ∎. 8 
 9 
 10 
 11 
 12 
 13 
 14 
 15 
 16 
 17 
 18 
 19 
 20 
24
Figure 1. The rate of convergence of 𝑚�𝜃|𝑆𝑆𝑆𝑆  on 𝑚𝜃|𝑆𝑆𝑆𝑆 . The x-axis indicates the number 
of simulations. The y-axis indicates MSE values. 
 
 
 
 
 
 
 
 
 
 
 
Number of simulations
M
ea
n 
sq
ua
re
d 
er
ro
r (
M
SE
)
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
1,000 2,000 4,000 8,000 16,000
25
Figure 2. Comparisons of kernel-ABC and conventional ABCs under the constant size 
model using 𝑠𝑆𝑆𝑆. Computational costs scaled by 10𝑦 seconds (y-axis) are plotted against 
MSE values (x-axis). Acceptance rates are also shown for rejection-ABC and 
regression-ABC. The tolerances were chosen so that 1,000 samples are accepted, so the 
number of simulations for each point is given by dividing 1,000 by the acceptance rates. 
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Figure 3. Comparisons of kernel-ABC and conventional ABCs under the constant size 
model using 𝒔SFS. The inset compares the performances of kernel-ABC, regression-ABC, 
and semi-automatic-ABC. 
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Figure 4. Comparisons of kernel-ABC and conventional ABCs under the realistic model 
using 𝒔SFS. 
 
 
 
 
 
 
 
 
 
3.5
4.0
4.5
5.0
5.5
6.0
0.00 0.04 0.08 0.12 0.16
Mean squared error (MSE)
Ti
m
e 
(1
0x
)
20.235%
1,000
6.564%
0.431%
Kernel ABC Regression ABC Rejection ABC Semi-automatic ABC
2,000
4,000
8,000
52.576%
42.301%
32.300%
21.598%
10.979%
3.383%
1.104%
2.428%
19.928%
5.903%
2.390%
1.030%
75.988% 61.805%
42.123%
88.261% 92.851% 96.993% 100.000%
28
Figure 5. Comparisons of kernel-ABC and conventional ABCs under the realistic model 
using 𝒔SFS + 𝒔HFS. 
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Supplementary Text 1 
Example. Suppose a simple beta-binomial model in which we assume a beta prior with 2 
parameters 𝛼. Assume we have a data that consists of 𝑁 trials, in which 𝑀 trials are 3 
successes, and 𝑁 −𝑀 trials are failures. Suppose that 𝑆 does not contain any information, 4 
whereas 𝑇 is the number of successes in the first 𝑛 trials. We have the posterior 5 
distribution, 𝜋(𝜃|𝒟)~𝐵𝐵𝐵𝐵(𝑀 + 𝛼,𝑁 −𝑀 + 𝛼), and the conditional distributions 6 
𝜋(𝜃|𝑆)~𝐵𝐵𝐵𝐵(𝛼,𝛼) and 𝜋(𝜃|𝑇 = 𝐵)~𝐵𝐵𝐵𝐵(𝐵 + 𝛼, 𝑛 − 𝐵 + 𝛼). Then, the sufficient condition 7 
for the decrease in the Kullback-Leibler divergence given by the proposition reduces to 8 
𝑁 + 2𝛼 − 𝑛 − 1
𝑁 + 2𝛼 − 1 �𝑀 + 𝛼 − 1𝐵 � �𝑁 −𝑀 + 𝛼 − 1𝑛 − 𝐵 ��𝑁 + 2𝛼 − 2
𝑛
�
≥
�
−𝛼
𝐵 � �
−𝛼
𝑛 − 𝐵�
�−2𝛼
𝑛
�
. 
For simplicity, suppose 𝑁,𝑀 → ∞ with 𝑀/𝑁 → 𝑝. The left side is asymptotically the 9 
probability mass function of the hypergeometric distribution, which tends to that of the 10 
binomial distribution of the length, 𝑛, and the parameter, 𝑝. Therefore, the condition is 11 
simplified and we have  12 
�
𝑛
𝐵� 𝑝
𝑡(1 − 𝑝)𝑛−𝑡 ≥ �−𝛼𝐵 � � −𝛼𝑛 − 𝐵�
�−2𝛼
𝑛
�
. 
It is straightforward to see that the Kullback-Leibler divergence decreases if and only if 13 
this condition is satisfied. In Supplementary Table, we present examples of outcomes that 14 
decrease the Kullback-Leibler divergence for the case of 𝑝 = 1/2. The Kullback-Leibler 15 
divergence decreases if the conditional density given 𝑇 has the mode (𝐵 + 𝛼)/(𝑛 + 2𝛼) 16 
around the mode of the true posterior density given data, 𝑝.∎ 17 
 18 
 19 
30
 𝛼 = 1 𝛼 = 11 
𝑛 t Prob. 𝐵 Prob. 2 1 0.5000 1 0.5000 10 3 − 7 0.8906 4 − 6 0.6563 20 7 − 13 0.8847 8 − 12 0.7368 50 19 − 31 0.9351 21 − 29 0.7974 100 40 − 60 0.9648 43 − 57 0.8668 200 85 − 115 0.9718 89 − 111 0.8964  1 
Supplementary Table: The outcomes and their probabilities that the Kullback-Leibler 2 
divergence decreases by an observation that first 𝑛 trials give 𝐵 successes. See Example 3 
in the text. 4 
 5 
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