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Abstract. In this paper we describe an ontology-based information integration ap-
proach that is suitable for highly dynamic distributed information sources, such as
those available in Grid systems. The main challenges addressed are: 1) information
changes frequently and information requests have to be answered quickly in order to
provide up-to-date information; and 2) the most suitable information sources have
to be selected from a set of different distributed ones that can provide the informa-
tion needed. To deal with the first challenge we use an information cache that works
with an update-on-demand policy. To deal with the second we add an information
source selection step to the usual architecture used for ontology-based information in-
tegration. To illustrate our approach, we have developed an information service that
aggregates metadata available in hundreds of information services of the EGEE Grid
infrastructure.
1 Introduction and Motivation
As Grids grow larger and gain widespread use, there is an increasing need for rich and mean-
ingful information about heterogeneous, massive Grid entities and resources. For example,
there are currently over 20,000 CPUs available, 5 Petabytes of storage space in hundreds
of storage elements, and an average of 20,000 concurrent jobs in the EGEE production
testbed, having information about those heterogeneous entities is critical for the EGEE
gLite middleware [1]. This information is used for tasks such as resource discovery, workflow
orchestration, meta-scheduling, and security. Such information is normally aggregated and
provided by information services, which can be defined as “databases of attribute metadata
about resources” [2]1 Examples of information services are BDII [3] and MDS [4], focused
on hardware and software resources; and RGMA [5], focused on jobs, services and running
environments.
The main limitation of existing information services is that they do not provide enough
and accurate information about large-scale distributed systems like EGEE, since they only
focus on a few specific aspects of such systems. Therefore, there is a need for information
services that provide “Just Enough, Just in Time” metadata for large-scale Grid systems.
One solution can be the provision of meta-aggregation services of all essential information
sources, giving a single information access point to all aspects of a Grid system in an efficient
and economic way.
To aggregate such distributed information we need to address several challenges, raised
by the dynamic and heterogeneous nature of Grids:
1 In the rest of the paper, we will use the terms information and metadata interchangeably.
2• Metadata about most of Grid entities needs to be updated very frequently, so
as to reflect the current status (capability and availability) of the services and resources
that it refers to. This makes it hard to create and maintain up-to-date metadata about
all the resources available in a Grid. For instance, the usage level of a CPU, storage
space, and network connection may change every few minutes.
• The latency of retrieving a piece of information may be longer than its change
frequency. This is normally due to the fact that information sources are usually dis-
tributed in a wide-area networking environment, hence the network latency can have a
strong influence in the quality of the metadata that is generated. Many applications are
not very sensitive to small value changes (e.g., schedulers usually work with approximate
information about availability of the resources, such as number of CPUs available, job
queue status, free storage space, network throughput, etc.), but in some cases appli-
cations or services may require precise metadata in order to deliver a good quality of
service.
• Metadata of a Grid entity consists of multiple attributes, whose values can
be normally obtained from different geographically-distributed information
sources. In a large-scale Grid system there are usually several information sources that
can provide the same piece of information about a resource. And it is difficult to identify
and locate the most suitable and available information source for a specific information
need.
Ontology-based information integration has been traditionally used to create aggregated
information services that can be used to query multiple information sources transparently [6].
Among these approaches we have those that access information sources and transform in-
formation into a common format on demand (that is, when information requests are sent to
the system), and those that retrieve and consolidate information using batch processes that
are executed at regular time intervals (normally due to the fact that information extraction
or aggregation is time-consuming because of its complexity or because additional curation
steps are needed). However, none of the approaches that we have analysed is adequate in the
dynamic, large-scale distributed setting described above, due to the following limitations,
which will be explained in detail in Section 4.
– Ontology-based information integration systems are not prepared for highly
dynamic information sources. These systems assume that the data stored in the
information sources does not change so frequently as it is the case in Grid systems.
Namely, the information is assumed to be valid for a long time, that is, longer than what
it is needed to execute the query and aggregate the information. Clearly, this assumption
cannot be taken for granted in a Grid system. In Grids, there are many time-sensitive
resources and services, which change very frequently and with different time-scales. For
example, the usage of CPU resources, the status of job queues and network connections,
and the storage space may change in minutes; the stability of services may change in
hours, the information about membership to a virtual organisation may change in days.
– Ontology-based information integration systems are not fault-tolerant and
robust. Most of these systems assume that there is only one information source avail-
able for each piece of information required, and that this information source is always
available. In other words, most of these systems are configured at design time so as to
fetch information from a specific set of information sources, and in the case that one
of the information sources is unavailable, they normally get stalled in their retrieval
process or give back incorrect or incomplete information to their requestors. As men-
tioned earlier, in a large-scale distributed system duplication of information is common,
hence there may be many geographically-distributed information services available for
3the same piece of information source, with different service quality and cost. Hence,
robust fault-tolerant aggregation systems should be able to select the most suitable in-
formation source, according to their preferences and to the information source status.
Besides, traditional systems cannot easily adopt a new information source at run-time.
These limitations are addressed in our approach: Active Ontology (ActOn). ActOn is an
ontology-based information integration approach that can be used to generate
and maintain up-to-date metadata for a dynamic, large-scale distributed system,
which can be a Grid system or not. To achieve this, we reuse architectural ideas and tech-
niques that have been proposed in the context of ontology-based information integration. We
add an intermediate information source selection step that takes into account the current
information needs and the state of the information services to be accessed. We also include a
“metadata cache” that works with an update-on-demand policy, so that only currently used
metadata is aggregated, without the need for continuous update requests. To demonstrate
our approach, we show a prototype implementation for the aggregation of metadata coming
from several information sources in the EGEE Grid.
The remaining of this paper is organised as follows. Section 2 presents the architecture
of ActOn, focusing on its different software and knowledge components, and on the main
interactions between them. Section 3 describes the prototype implementation for the EGEE
Grid, which instantiates this architecture. Section 4 discusses related work, focusing on
the main similarities and differences between ActOn and other ontology-based information
integration approaches described in the literature. Finally, Section 5 provides conclusions,
and describes open issues and our planned future work.
2 The Active Ontology Approach
2.1 Requirements for Active Ontology
The list of requirements presented in this section is based on the actual information inte-
gration needs that we have identified in dynamic, distributed systems like the EGEE Grid,
Crossgrid, and Unicore [7–9].
• We need to deal with frequent changes of parts of the metadata, which are caused by
the dynamic features of the entities of a large-scale distributed system.
• We need to have an efficient and economic way to avoid a continuous metadata update
process, which is expensive for a large-scale distributed system.
• We need to be able to select the most suitable information source from a set of geographically-
distributed and heterogeneous ones, which provide overlapping pieces of information, in
different formats, and which can be available or unavailable at a given point in time.
• We need to create/update the metadata that captures only those aspects that we are
interested in.
Though these requirements have been obtained from our aim to develop an aggregated
information service for the EGEE Grid infrastructure, similar requirements can be also found
in other application domains such as the stock market or the currency exchange domain.
For this reason, we have aimed at proposing a solution that is generic enough, so that in the
future we will be able to apply it to other similar domains.
42.2 An Overview of the Active Ontology Architecture
ActOn is comprised of a set of software components, such as a metadata scheduler (MSch), an
information source selector (ISS), a metadata cache (MC), and a set of information wrappers;
and a set of knowledge components, which represent knowledge from the application domain
and from the information sources.
Figure 1 shows how these components are interrelated and how they are related to the
corresponding information sources that they take data from. The components are described
briefly below (starting with the knowledge components), and in more detail in Section 2.3.
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Fig. 1. The Overview of the Active Ontology Architecture
Knowledge Components
1. A (set of) domain ontology(ies). They describe the metadata information model in the
form of domain concepts and properties for which instances will be generated. In our
sample domain, presented in Section 3, they describe resources, components, services,
and applications of the EGEE Grid.
2. An ontology of the information sources. It provides information about the characteristics
of information sources, which are used for the information source selection process.
Both ontologies are related by means of mappings that specify which domain concepts and
properties can be generated by which information sources.
Software Components
1. Metadata Scheduler. It is a policy-based metadata management service for managing and
updating metadata. It decides if any metadata needs to be updated based on triggering
events or on the metadata lifetime information.
52. Information Source Selector. It is used to find suitable information sources according to
the real-time status of the system and to the information needs.
3. Information Wrappers. They are used to fetch information from heterogeneous informa-
tion sources an transform it into the information model described by the set of domain
ontologies.
4. Metadata Cache. It is used to maintain up-to-date metadata together with its lifetime
information. It stores metadata into a repository and is in charge of managing queries
over it.
2.3 The ActOn Components
Domain and Information Source Ontologies. The domain ontology(ies) define the
global information model used to represent metadata, hence they are completely application
dependant. We will give an example of one of these ontologies in Section 3. ActOn does not
put any constraint about the language to be used to implement these ontologies, although in
our current implementation we assume that ontologies are described either in RDF Schema
or OWL.
The Information Source Ontology is designed to assist in locating suitable information
sources for a specific information need. This ontology describes the features of the informa-
tion sources to be used by the system, including their schema, information model, access
APIs, access points, lifetime characteristics, etc. It is developed in OWL, and contains only
five classes and forty properties. This domain-independent part has to be extended with
domain-specific information source descriptions when it is used for a specific application.
The most important class in this ontology is InformationSource, which is described with
four properties:
(1) accessAPI: it defines the information model and the information access methods to
be used. For instance, the information model of BDII is LDAP, and its accessAPI can be
“ldapsearch” in C and “JNDI” in Java;
(2) accessPoint: it defines the server and port names to be used to obtain the infor-
mation from. For instance, the CERN BDDII server can be described as “ldap://prod-
bdii.cern.ch:2170”;
(3) belongToMiddleware: it specifies the middleware infrastructure (e.g., EGEE) where the
information service is available, since depending on the middleware type and release being
used the information access methods will be different;
(4) withSchema: it indicates the kind of information that an information source provides.
For instance, the EGEE BDII servers use the Glue Schema.
ActOn follows a global-as-view approach for information integration [10], that is, the
global schema is expressed in terms of the data sources (every property for every class defined
in the set of domain ontologies is associated to one or several information sources where the
data can be obtained from). The association is expressed by linking the domain ontology
components with the information source ontology classes. This is done by means of the
property generatedBy, which represents not only this association but also the means to be
used to extract information from the source and transform it into the domain ontology(ies)
components. This is expressed with the class Schema. The transformation can be simple,
such as a set of attribute-attribute pairs, or complex, such as an expression in a specific
language to generate wrappers (as in approaches like WSL, D2R, R2O, etc [10–12]).
Metadata Scheduler (MSch). It is designed to apply an update-on-demand policy to
cache metadata. That is, the cached metadata is not updated until it is used, so as to
6avoid unnecessary updates. We adopt event-driven mechanisms to cope with that policy.
We have defined three types events that can trigger the update process, though we have
only implemented the first one in our prototype. They are:
(i) Query events. They are raised when metadata is being queried. As we will show below,
if the metadata being queried is available in the metadata cache and valid, we do not
contact the information sources. If not, then we contact them to get fresh metadata 2.
(ii) System-related events. They can cause changes of the Grid entities that the metadata
refers to. A typical example is a job-finished event, which can cause the change of the
value of the runningJob property of an instance of the class JobQueue.
(iii) Application-specific events. They force an update process based on specific application
requirements. For instance, an external application may require to update a specific
piece of metadata at a given point in time.
When the metadata scheduler receives a query event that involves retrieving metadata
that has never been retrieved before or that is not valid since its expiry time has passed,
or when it receives any of the other types of events, the metadata scheduler follows three
steps: 1) it contacts the Information Source Selector to select the most suitable information
source where to obtain the metadata from; 2) it retrieves the metadata from the selected
sources, using the corresponding wrappers; and 3) it updates it the metadata cache, assigns
a time-stamp to it and sends back the results to the requestor.
Our approach has clear advantages over others that update metadata on a regular time-
scale basis, such as the approaches followed by Globus MDS and gLite BDII. These systems
keep updating all their metadata every 6-8 minutes. This approach is too expensive and
imprecise, particularly in large-scale distributed systems. On the one hand, there are many
useless updates: a lot of updated metadata is most likely not being used (queried) in hours
although it is updated every few minutes. On the other hand, some of the metadata may
not be accurate in the case that the values of the metadata change more frequently than
the regular update time. In fact, some of the dynamic metadata of BDII, such as freeCPU
number, runningJobs or networking bandwidth, is usually incorrect as it is never updated
on time.
Information Source Selector (ISS). Information sources can be any system (database,
file, service, etc.) that contains relevant information. In Grid systems there are many redun-
dant and geographically-distributed information sources available. For example, there are
over 20 region BDII servers which can be used to fetch the information about the EGEE
Computing Elements.
Taking this into account, ActOn includes the ISS, which selects the most suitable infor-
mation source among those available. The selection is based on a set of a retrieval conditions,
including the actual information needed (specified as a SPARQL query), and other aspects
like the geographical proximity of the source. An example of this selection process in the
context of EGEE is provided in Section 3.
Information Wrappers. After an information source is selected, the Metadata Scheduler
contacts the corresponding Information Wrappers in order to retrieve the relevant up-to-
date information. Normally there is an Information Wrapper per type of information source
2 In the case that the latency is bigger than the update time of the information source, this will
still provide out-of-date metadata, but in the rest of cases data will be always up-to-date
7accessed (that is, one for MDS, another one for BDDII, etc.). First, the Information Wrap-
per gets information from the information source ontology about the data model of the
specific source to be accessed, and about its access API and access point. Then it fetches
the information from its source.
For instance, a BDIIIP information source can be queried using an LDAP query based on
the information from the selected BDII individual, such as “ldapsearch -x -H ldap://prod-
bdii.cern.ch:2170 -b mds-vo-name=CERN-PROD,o=grid”. Once the query is answered, the
results are transformed into instances of the concept ComputingElement of the domain
ontology. A more detailed example is shown in Section 3.
ActOn does not impose any specific technology for generating Information Wrappers.
They can be generated in an ad-hoc manner, by hard-coding the access to the information
source and the transformation into the application domain ontology. They can be also gener-
ated with generic wrapper-generation languages and technologies, such as WSL, D2R, R2O,
etc [10–12].
Metadata Cache (MC). The Metadata Cache (MC) stores and manages the metadata
obtained from the information sources, together with its timestamp and lifetime information,
so that it can check whether such property values are still valid or not (e.g., lifetime control)
when it receives a query event that involves them.
The metadata cache uses the domain ontologies as its information model. For instance, in
our service the MC caches information about Computing Elements (CE), Storage Elements
(SE), Virtual Organisations (VO), etc. As commented above, the MC uses the S-OGSA
semantic binding service implementation in order to store the values together with their
timestamp and lifetime, using the mappings shown in Figure 2.
egee:CE
egee:hasName
xsd:string
egee:runningService
egee:freeCPUs
xsd:int
egee:Service
acton:HouseKeeping
info:InformationSource
acton:lifeTime acton:timeStamp
acton:propertyName
acton:generatedBy
info:accessPoint
xsd:string xsd:string
xsd:timeDuration xsd:timeInstant
Domain Ontology (EGEE)
ActOn Information 
Service Ontology
Information  Source
Ontology
info:withSchema
owl:DatatypeProperty
owl:ObjectProperty
owl:annotationProperty
xsd:QName
acton:hasMapping
......
Fig. 2. Graphical overview of the association between domain and information source ontologies
83 A Case Study: Building an Information Aggregation Service for
EGEE Grid
In this section, we illustrate how ActOn can be used to create an information aggregation
system for EGEE. EGEE is a good example to show the benefits of using ActOn, because
it poses the challenges that motivate our work: highly dynamic information sources that are
geographically distributed.
We have implemented this service3 to maintain metadata about EGEE computing and
storage elements, and about virtual organisations. The service uses Globus Toolkit 4 (GT4) [14]
and the OntoGrid Semantic Binding Service. The Semantic Binding Service is part of the
S-OGSA middleware core services [15] and is used to bind semantic metadata with the on-
tologies it refers to and with the resources that the metadata describes, so that metadata
can be managed as a resource, with its own lifetime, authorisation policies, etc.
In the following subsections we provide details about the ontologies used in this proto-
type, which are the basis for configuring the software components described in the previous
section.
3.1 The EGEE and gLite Middleware Domain Ontologies
The domain ontologies define the global information model used to represent metadata,
hence they are completely application dependant. The Grid can be considered as a col-
lection of Virtual Organizations (VOs) and of different kinds of resources. Resources are
organized and utilized by Grid middleware to provide Grid users with computing power,
storage capability, and services required for problem solving. VOs enable disparate groups
of organizations and/or individuals to share resources in a controlled fashion, so that mem-
bers may collaborate to achieve shared goals.
Therefore, we regard a Grid as a constellation of VOs, which includes VOs, users, applica-
tions, middleware, services, computing and storage resources, networks, and policies of use.
As shown in Figure 3, the Grid domain model is layer-structured, and is designed around a
simple three-layer scheme. The top layer includes the Foundational Ontology, OGSA Onot-
logy and S-OGSA Ontology, and Information Source Ontology ; Middleware Onotlogies lie
on the middle layer; the bottom layer includes the service onotlogies.
We have created OWL ontologies (gLite Ontology and EGEE Ontology) that describe the
EGEE infrastructure and its entities, including concepts like Computer Element, Storage
Element, User Interface, Worker Node, Resource Broker, Logging and Booking Service, and
Site. These ontologies are based on the one described in [16] and extend the Grid ontology
described in [17], which include descriptions about virtual organisations, users, applications,
middleware services, computing and storage resources, networks, and usage policies.
3.2 The EGEE Information Source Ontology
The basic information source ontology described in section 2.3 defines the concepts and
properties used to describe any information source (this is the Information Source ontology
in Figure 3). For our prototype, we have extended that ontology with the description of the
following four main EGEE information providers: BDII (with the class BDIIIP being used
to represent distributed BDII servers), RGMA, GridICE, and Unix-scripts. All of them are
subclasses of the class InformationSource. Besides, we have defined 36 instances of BDIIIP,
3 The source code can be downloaded from [13]
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Fig. 3. An Overview of the ActOn Ontologies in the context of the Grid Ontology [17]
10 instances of RGMA, 5 GridICE, and 10 Unix-script. They can be found at [13], and are
included in the ActOn Information Service Ontology in Figure 3.
An example of the information contained in one of the BDIIIP instances is:
* server name: ldap://prod-bdii.cern.ch
* server port: 2170
* access API: BDIIRet.class
* information schema: glueschema
* grid middleware: gLite middleware
3.3 Implementation of the ActOn Software Components for EGEE
The Metadata Scheduler (MSch) is implemented a service to receive different events, queue
them, interacting with ISS. When a query event is triggered, for instance, which requests
metadata for the Computing Element ce101.cern.ch, the MSch will first check the time-stamp
of its associated metadata, which is stored by the Metadata Cache, and compare it with its
lifetime. If it is valid, then it will just give back the results. If it is out of date, then it will
invoke the Information Source Selector service to select a suitable information source (i.e.,
one EGEE region or site BDII server) for updating the Computing Element metadata. After
getting the information about a suitable information source (for example, lxb2086.cern.ch
or prod-bdii.cern.ch), it invokes the corresponding Information Wrapper service to fetch
the information with an ldapsearch query; and then invokes the Metadata Cache to update
(refresh) the metadata by modifying the values and time-stamp of the relevant properties.
At the same time the new metadata is sent back to the metadata requestor.
The ISS service sends a query to select the most suitable one for fetching the needed
value . The query is done in SPARQL, and retrieves those instances of BDIIIP that belong-
ToMiddleware EGEE Grid, whose schema is GlueSchema and whose version is 3.0. Also the
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middleware is gLite, and the release version 3.1.5. Below is a SPARQL query for a BDIIIP
instance in our implementation:
PREFIX onG : <http ://www. cs .man . ac . uk/img/ ontogr id/>
FROM <EGEEGridInfo . v0 . 3 . owl>
SELECT ?BDIIIP
WHERE { ?x onG : runn ingServ i ce bd i i i p ? .
OPTIONAL { ?x onG : belongTo ”EGEE” .
?y onG : in s ta l l edOn ‘ ‘ gLite ’ ’ .
? z onG : withSchema ‘ ‘ GlueSchema ’ ’ . }
We have developed four kinds of wrappers for the four different information sources
aforementioned: the BDII server wrapper, the RGMA server wrapper, the GridICE wrap-
per, and the Unix-script wrapper. These wrappers are invoked by the Metadata Scheduler
(MSch), which provides the parameters that the wrappers need. For example, the BDII
wrapper needs two parameters, accesspoint and attributes, in order to fetch the values re-
quested. These values are obtained from the information source selection step. For instance,
in the previous case the parameters sent will be an LDAP query like “ldapsearch -x -H
ldap://prod-bdii.cern.ch:2170 -b mds-vo-name=CERN-PROD,o=grid”.
We have developed the MC as an RDF triple cache for EGEE resources, such as Com-
puting Element (CE), Storage Element (SE), Virtual Organisation (VO), using the Jena
API [18]. The functions of the MC include: (i) placing/replacing RDF triples to MC; (ii)
extracting required triples from the cache; (iii) removing expired cached triples. In particu-
lar, an RDF inference model [19] is built for the MC. RDF triples about heterogeneous Grid
resources are added into the model by inserting a set of statements into the model.
4 Related Work
Many sets of criteria have been used for the classification of existing ontology-based infor-
mation integration systems ([6, 20]). One sample criterion is the place where information
resides, which allows us distinguishing between mediator and warehouse approaches [21],
also known as virtual/on-demand and materialised/cache approaches. Another example is
the distinction between systems using a single ontology, multiple ontologies, and hybrid ap-
proaches with shared and non-shared ontologies. Other works distinguish between the Local
as View (LaV) [22–24] and the Global as View (GaV) [25] approaches. Others focus on the
degree of automation of mappings between sources and ontologies [20].
These studies concentrate mainly on the technical aspects of each approach. However, we
can also consider other important challenges that appear in information integration, some
of which are described in [26]:
– Identity reconciliation. Recognising when different objects at different information sources
denote the same entity.
– Efficient querying over the distributed information, which usually involves:
– Effective query reformulation & query planning.
– Query accounting, which considers the cost of querying an information source and
avoids querying multiple times about the same piece of information.
– Information source selection.
– Legacy data transformation into semantic representations (that is, wrapper generation).
Table 4 shows how some of the most relevant ontology-based integration approaches take
into account all of these features. We have selected the following approaches:
– SIMS [27], and its successor Prometheus [28], are on-demand approaches focused on
integrating data from many different types of information sources, including HTML
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pages, images, databases, etc. These approaches are strong in the query reformulation
and planning techniques that they use for their mediation tasks (the planning is done
by Theseus [29]). Prometheus also addresses identity reconciliation.
– Carnot [30], and its successor InfoSleuth [31], are on-demand approaches focused on in-
tegrating data from databases, although they could be easily extended to other types of
information sources. The latter uses an agent-based paradigm to distribute the process-
ing of queries among resource agents, which have previously advertised their capabilities
in order to allow for a dynamic source selection. Both approaches propose techniques
for query planning and identity reconciliation (data quality).
– TSIMMIS [25] and Information Manifold [24] are some of the early approaches to
ontology-based information integration, addressed mainly to structured information sources
such as databases. They are both on-demand approaches, with some form of query
planning techniques. The first one is specially focused on the automatic generation of
wrappers.
– OBSERVER [32], PICSEL [22] and TAMBIS [33] are similar on-demand access ap-
proaches that transform queries expressed in different description logic languages, with
different expressiveness, into distributed queries over a set of information sources, which
range from databases to semi-structured files in different formats (HTML, XML, etc.),
and even services in the case of the latter. PICSEL (in its third version) includes a data
warehouse for information that does not change.
– DWQ [34] is one of the few approaches focused on data warehousing. An important part
of this approach is ensuring the quality of data in the data warehouse, hence different
types of data quality techniques are applied. Here also the aspects related to the cost of
accessing information sources are considered.
– KnowledgeParser [35] is also aimed at generating a knowledge base from the informa-
tion available in different sources. Since it is mainly focused on unstructured and semi-
structured sources, many hypothesis have to be taken into account in order to generate
the knowledge bases, and the process is slow, not being suitable for cases where the
information sources change frequently and where an on-demand access is needed.
The results shown in Table 4 allow reasserting our initial assumption about the fact that
none of the existing approaches are prepared for working on highly dynamic environments
(the pure on-demand approaches are too slow for providing results that take into account
the frequency of changes in information sources, and the data warehouse approaches do not
refresh their materialised information fast enough).
Besides, only a few approaches are able to select dynamically from a set of overlapping
information sources, and in those cases the selection is never based on non-functional re-
quirements such as the ones that we take into account, but only on logical conditions based
on the information that they contain. Furthermore, the cost of sending the same queries
frequently to the same information sources is not considered by most of the approaches.
At the same time, the information provided in the table shows that in our future work we
can benefit from the large amount of work devoted to query reformulation and planning, and
identity reconciliation, which could be useful when applying our approach to other scenarios.
5 Conclusions and Future Work
In this paper we have presented an ontology-based information integration approach, Active
Ontology (ActOn), which overcomes some of the limitations of current similar approaches
12
 
 
TSI
MM
IS
Inf
orm
atio
n 
Ma
nif
old
SIM
S
Car
not
Inf
oSl
eut
h
Pro
me
the
us
+T
hes
eus
OB
SER
VER
PIC
SEL
TA
MB
IS
Kn
ow
led
ge
Par
ser
Act
ive
 
On
tol
ogy
Inf
orm
ati
on
 
Ac
ces
s A
pp
roa
ch
On
-d
em
and
Ac
ces
s
On
-d
em
and
Ac
ces
s
On
-d
em
and
Ac
ces
s
On
-d
em
and
Ac
ces
s
On
-d
em
and
Ac
ces
s
On
-d
em
and
Ac
ces
s
On
-d
em
and
 Ac
ces
s
+ D
ata
 Wa
reh
ou
se
On
-d
em
and
Ac
ces
s
On
-d
em
and
Ac
ces
s
Da
ta 
Wa
reh
ou
se
DW
Q
Da
ta 
Wa
reh
ou
se
On
-d
em
and
 Ac
ces
s
+ D
ata
 Wa
reh
ou
se
Ma
pp
ing
 
Ap
pro
ach
Loc
al a
s v
iew
Glo
bal
 as
 vie
w
Glo
bal
 as
 vie
w
Glo
bal
 as
 vie
w
Loc
al a
s v
iew
Glo
bal
 as
 vie
w
Loc
al a
s v
iew
Loc
al a
s v
iew
Glo
bal
 as
 vie
w
Loc
al a
s v
iew
Loc
al a
s v
iew
Glo
bal
 as
 vie
w
Inf
orm
ati
on
 
Sou
rce
 Se
lec
tio
n 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Pre
-d
efi
ned
 
Dy
nam
ic
Dy
nam
ic
Dy
nam
ic
Typ
e o
f L
eg
acy
 
Da
ta 
HT
ML
, p
df,
Wo
rd,
 DB
HT
ML
, Im
age
s
DB
s
Str
uct
ure
d d
ata
DB
s
DB
s, X
ML
 
bib
, H
TM
L
Str
uct
ure
d d
ata
DB
s
DB
s
DB
s Db
s, X
ML
, 
 HT
ML
DB
s, X
ML
, 
 HT
ML
DB
s
Str
uct
ure
d d
ata
DB
s
Qu
ery
 lan
gu
ag
e
& Q
uer
y 
ref
orm
ula
tio
n
SQ
L-t
ype
: 
LO
REL
Pre
dic
ate
s
DL
: LO
OM
SQ
L
OK
BC
-b
ase
d
Pre
dic
ate
s
DL
: FL
0N
DL
: C
AR
IN
DL
: G
RA
IL
Da
tal
og
 
SPA
RQ
L
(in
 pr
og
res
s)
Qu
ery
 
Pla
nn
ing
 
Ye
s
Ye
s
Ye
s 
Ye
s
Ye
s
Ye
s
 No
 
 No
 
YesYe
s
 No
 
 No
 
Qu
ery
 
Ac
cou
nti
ng
 No
 
 No
 
 No
 
 No
 
 No
 
 No
 
 No
 
 No
 
 No
 
Ye
s Yes
 
Ide
nti
ty
rec
on
cili
ati
on
 No
 
 No
 
Ye
s
 No
 
Yes Yes Yes  No
 
 No
 
 No
 
Yes YesYes
__
Wr
app
er 
Ge
ne
rat
ion
Au
tom
ati
c
Ma
nu
al
Ma
nu
al
Ma
nu
al
Ma
nu
al
Sem
i-a
uto
ma
tic
Ma
nu
al
Sem
i-a
uto
ma
tic
Ma
nu
al
Sem
i-a
uto
ma
tic
Ma
nu
al
Ma
nu
al
Str
uct
ure
d d
ata
DB
s
Ge
ner
al A
pp
roa
ch
Inf
orm
ati
on
 So
urc
e W
rap
pin
g
Me
dia
tio
n
Fig. 4. Features of the most common ontology-based information integration approaches
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when dealing with highly dynamic, distributed and redundant information sources in the
cases where response time is an important non-functional requirement.
We adopt a data warehouse approach to information integration, where we materialise
relevant information from different information sources and assign it a lifetime based on
the update frequency of the information sources where it is taken from. The materialised
information acts as a metadata cache that is updated only when an information request is
sent to the system and the materialised information has expired.
Besides, information sources are selected at run-time from a large set of sources that pro-
vide redundant information, based on criteria such as their information coverage, availability,
geographical proximity, etc.
We have actually implemented a prototype of an information service for the EGEE Grid
system, one of the largest production Grid systems in the world. This system has been
described in section 3 and can be downloaded from [13].
As for the detailed evaluation, we have analysed the average and worst case time re-
sponses of our system with respect to other configurations where no metadata cache is used,
as well as the accuracy of the information provided to the requestor with different alterna-
tives, such as those based only on materialising information (with or without updates) and
those based only on virtual information access on demand. We also designed experiments
for information quality measurement and conducted them on the EGEE Grid testbed. The
experiment results show : 1) BDII has bad precision results for complex queries because of
its weak query (LDAP-based query) ability; 2)RGMA is very sensitive to the registering
and availability of information providers at a given point in time; 3) Some complex queries
cannot be answered by BDII or RGMA in isolation; 4) the ActOn-based information ser-
vice has the ability to adopt existing information sources as its information providers, and
aggregate information from these information sources to answer such complex queries. The
details are presented in [36].
For the future work, we plan to work on several aspects of our system, including the
integration of features and technologies from other similar systems, and the application
to other scenarios with similar requirements. One on-going work is the deployment of the
ActOn-based information service on a Grid testbed so that people can use it to query for
the EGEE Grid resources in reality.
As for the integration of features from other systems, we plan to work on the integration
and extension of (semi-)automatic wrapper generation systems like D2R and R2O (currently
these systems are only available to access databases, but we plan to extend them for accessing
information services such as those present in Grid systems), and on the integration of query
reformulation and planning techniques, such as those of Theseus [29], with the metadata
cache approach that we have proposed.
Finally, we will explore other usage scenarios with similar non-functional requirements,
in terms of highly dynamic, distributed and possibly redundant sources, such as the stock
market or the currency exchange domains.
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