Abstract It is always a dream to recreate the experience of a particular place, the Panorama Virtual Reality has been interpreted as a kind of technology to create virtual environments and the ability to maneuver angle for and select the path of view in a dynamic scene. In this paper we examined an efficient method for Image registration and stitching of captured imaged. Two approaches are studied in this paper. First, dynamic programming is used to spot the ideal key points, match these points to merge adjacent images together, later image blending is used for smooth color transitions. In second approach, FAST and SURF detection are used to find distinct features in the images and nearest neighbor algorithm is used to match corresponding features, estimate homography with matched key points using RANSAC. The paper also covers the automatically choosing (recognizing, comparing) images to stitching method. 
Introduction
A Next Generation Network (NGN) is a packet-based network able to provide services including telecommunication Services and able to make use of multiple broadband, QoS-enabled transport technologies and in which service-related functions are independent from underlying transport-related technologies. It offers unrestricted access by users to different service providers.
It supports generalized mobility which will allow consistent and ubiquitous provision of services to users. 
Panning
Panorama VR that allows users to stand in a virtual place to look around and tilt up and down is the basic feature. Users drag with the mouse across to look left and right (Pan), and up and down (Tilt) across the vista to have a panoramic view as shown in Fig.2 [ Fig. 2 ] The Panorama VR shows the right, left, up and down of Hoseo Cyber Museum
Zooming In and Out
The zoom in and out function of Panorama VR is to provide a close look at an object as show in Fig.3 [ Fig. 3 ] The zoom in and out effect
Hot Spot
The Hotspot navigation system is the common method used to explore the virtual environment. The hotspot navigation style of panoramic VR is to jump from one panorama to another.
[ Fig. 4 ] Red Dot in the picture is a hotspot to link to jump between scenes.
Related Work
The most widely used detector, Harris corner detector [1] , proposed in 1988. Even larger variety of feature descriptors has been proposed, like Gaussian derivatives [2] , steerable filters [3] , phase-based local features [4] .
Various algorithms has been proposed for homography estimation. in this paper is restricted to algorithms for point correspondences, and then we describe an optimized, automated and reliable method for both images joining and blending and also a technique for multiple panoramas. The proposed SURF descriptor constructs a square with the selected positions and extract the SURF descriptor from it.
SURF DESCRIPTOR
SURF
Object Recognition
New features are also tested for reorganizing objects in 
Mathematical basic and Image Stitching Algorithm Overview

Homography (Direct Linear Transformation)
A homography is an invertible transformation from a projective space to itself that maps straight lines to straight lines.
Normalized DLT
Step1. Normalize coordinates for each image a) Translate for zero mean b) Scale so that u and v are ~=1 on average
Step2. Compute using DLT in normalized coordinates
Step3. Unnormalize:
RANSAC Algorithm
Step1: Choose number of samples N Step2: Choose 4 random potential matches
Step3: Compute H using normalized DLT
Step4: Project points from x to x' for each potentially matching pair:
Step5: Count points with projected distance < t 
Image stitching and overlap displacement analysis
Developing panorama VR using the multi-camera system is inevitable to face the issues of image alignment.
To find out the amount of alignment a connecting simulated mesh is used to analyse the camera positioning and stitching process as shown in figure 7 , surrounding the virtual multi-camera system to capture images for the purpose of analysing the displacement of alignment. The parameters setting of the virtual cameras are simulating the real digital camera. There are ten equally divided sections on the mesh can be seen in the lens of each camera for displacement analysis.
[ Fig. 7 ] View of the virtual mesh from camera lens
The analysis of two adjacent cameras is displayed in figure7. Because horizontal lines of adjacent mesh are matching so direct overlapping from 0 to 8% is an reasonable range of displacement as shown in figure   7(a,b,c) . 9% overlapping shows diverging as shown in figure 7 (e), the result gives evidence that the proposed stitching method is potentially workable. Red points are positioned on the mesh for identifying the divergence areas as shown in figure 7(d,e) .
Conclusions and future work
In this paper, we have discussed the method for generating panoramic images, the stitching of the acquired images by detecting, matching and computing homography and we hope to provide a better understanding of the different stages involved in the generation of panoramic images. The proposed method provides a cost effective and flexible alternative to acquire panoramic images using a panoramic camera.
These panoramic images can be used for 360 degree interactive panoramic virtual reality movies, or multi-node panoramic movies.
AR apps and QR codes are getting plenty of media attention. The Next step is to study and develop the QR code and augmented reality system for museum related exhibits so people can access them anywhere they want and learn about them in friendly environment with touch of augmented reality.
