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Abstract
Decadal variations in climate are important, because the magnitude of sus-
tained decadal change is often much larger than the often discussed background
trends. Climate variability at interannual and longer periods is most often discussed
in the context of climate modes defined by sea level pressure (SLP) and sea surface
temperature (SST) patterns. However, SLP and SST are not capable descriptors of
ocean dynamics. The approximately two decades of global sea surface height (SSH)
measurements from satellite altimetry reveal substantial low-frequency redistributions
of heat and salt in the ocean, which may or may not be related to defined climate
modes. In addition, coastal sea level responds directly to synoptic variability in the
atmosphere, providing long records of weather events in coastal areas. The unifying
idea in the following analyses is the value and versatility of SSH from altimetry and
sea level from tide gauges for investigations of decadal climate variability. Three ap-
plications of SSH and coastal sea level to the study of decadal change demonstrate
the merits of using sea level for investigations of oceanic and atmospheric, episodic
and continuous processes. The analyses concern a multidecadal change in storminess
along the coast of the Southeast U.S., basin-scale coherent sea level variations in the
western boundary of the North Atlantic, and the low-frequency response of the ocean
to atmospheric forcing in the Northeast Pacific.
vii
Chapter 1
Sea surface height and decadal climate
variability
Variations in Earth’s climate significantly impact society and ecology. Understanding
the principal mechanisms of climate variability and developing long-range predictive
skill are important in order to properly plan and adapt. The complex interactions be-
tween components of Earth’s climate system are often chaotic and unpredictable, but
trends and recurring patterns can be isolated from the stochastic variations. Trends
and recurring patterns in climate provide the potential to forecast sustained climate
variations and to better distinguish between natural and anthropogenic change. Cli-
mate variability on decadal scales is particularly important, because the magnitude
of sustained decadal change is frequently much larger than the often discussed back-
ground trends. Large decadal fluctuations have the potential to either mask or sub-
stantially amplify the impacts of secular trends. Humans live and plan in spans
of decades, which requires policy makers to legislate emissions, land-use, and other
types of environmental law decades in advance. Identifying and understanding the
mechanisms of decadal climate variability is essential for well-informed decisions.
Two of the most common variables used for the study of decadal climate vari-
ability are sea level pressure (SLP) and sea surface temperature (SST). However,
neither is a capable descriptor of ocean dynamics. Incorporating ocean dynamics into
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studies of climate variability is important, because the high heat capacity of sea water
makes the ocean the most important medium for storing and transporting thermal
energy in Earth’s climate system. Variability in the magnitude and path of thermal
energy transport in the ocean is capable of causing significant changes in regional cli-
mates on decadal scales. It is also suggested that the timescale of ocean-atmosphere
coupled behavior is set by ocean modes of variability, not atmospheric ones (Hogg
et al., 2006). Therefore, it is beneficial to approach the study of decadal climate
variability within a framework capable of describing ocean dynamics.
Sea surface height (SSH) is a valuable alternative to SLP and SST for investi-
gations of decadal climate, because it better represents ocean dynamics and provides
sampling advantages in certain contexts. The primary dataset used to study decadal
and longer SSH variations is the global tide gauge network, which provides near global
sampling at present and an increasingly sparse set of measurements back to the late
19th Century. Tide gauges are necessarily connected to continental and island coasts,
which introduces spatial sampling issues for some applications, but long time series
of sea level are less noisy than SLP and provide more consistent temporal and spatial
sampling than SST. The sampling advantages and fine temporal resolution afforded
by the tide gauge network make coastal sea level an excellent descriptor of processes
such as synoptic events, coastally trapped waves, and global ocean volume. In re-
cent decades, the advent of satellite altimetry greatly enhanced observations of SSH.
NASA altimeter missions – TOPEX/Poseidon (1992-2006), Jason-1 (2001-present),
and OSTM/Jason-2 (2008-present) – have provided high quality, near global cover-
age of SSH for almost twenty years. The global coverage of the altimetry dataset is
ideal for the study of large-scale, open ocean adjustment to atmospheric forcing and
changes in the slowly varying surface flow field. The record is now approaching suffi-
cient length to contribute to the understanding of recent transitions in decadal-scale
climate patterns observed in other climate variables.
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Figure 1.1: Map of local SSH trends from altimetry for 1992-2010. The trends are
mapped onto a 0.25◦ × 0.25◦ grid by the University of Colorado Sea Level Research
Group (http://sealevel.colorado.edu). Dark blue regions at high latitudes represent
areas not reached by the altimeters.
The global average trend in sea level receives a good deal of attention, because
of the threat to coastal communities and ecosystems (summarized by Nicholls , 2011)
and the link between global sea level and the integrated effects of thermal energy
on the ocean and cryosphere (e.g., Rahmstorf , 2007). A less publicized feature of
the global sea level field is the spatial variation in rates of change illustrated by
Figure 1.1. The figure shows a map of local sea level trends from 1992-2010 as
measured by NASA altimeters and compiled by the University of Colorado Sea Level
Research Group(http://sealevel.colorado.edu). The global trend over this period is
approximately 3 mm/yr (Nerem et al., 2010), but local trends can be an order of
magnitude larger and either positive or negative (Cazenave and Nerem, 2004). The
spatial variation in Figure 1.1 is indicative of low-frequency variations in air-sea fluxes
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and ocean circulation resulting in redistributions of heat and salt (Cazenave and
Nerem, 2004; Willis et al., 2004). Understanding and distinguishing between the
variations related to long-term change and those associated with oscillatory patterns
is important for predictions of future climate and well-informed coastal planning. In
addition, the spatial variations in Figure 1.1 are considered noise in calculations of
global mean sea level rise. Accounting for the regional patterns reduces the error bar
about estimates of the global rate (Chambers et al., 2002; Church and White, 2011).
The evolution of regional climate at interannual and longer periods is most
often framed in the context of numerous climate oscillations defined by SLP and
SST patterns. These oscillations confound dynamic and thermodynamic processes,
which suggests that the description of decadal variability in the ocean offered by such
oscillations is incomplete. Indeed, the spatial variation of decadal-scale trends in SSH
shown in Figure 1.1 reveals substantial decadal variability in the ocean, which may
or may not be related to defined oscillations. Understanding low-frequency regional
SSH can enhance knowledge of defined oscillations and their teleconnections, and
additional oceanic modes may be revealed. In addition, coastal sea level responds
directly to synoptic variability in the atmosphere via the combined effects of wind
and pressure. Long tide gauge records are perhaps the most complete and objective
record of weather events available for the 20th Century. Thus, sea level and SSH
datasets contain information about a variety of climate-related processes with record
lengths long enough to assess decadal variations.
The impact of weather events on local sea level is a novel tool for studies
of temporal changes in storminess (e.g., Zhang et al., 2000; Bromirski et al., 2003;
Kennedy et al., 2007). Atmospheric reanalysis products derived from ground station
data, weather balloons, and satellite observations are sufficient to study changes in
storm track and frequency in many regions for the second half of the 20th Century
(e.g., Hirsch et al., 2001). However, decadal and longer changes in storminess before
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the 1950s are difficult to study due to sparse observations, evolving instrumentation,
and subjective methodologies (Hosler and Gamage, 1956). Records of storminess in
coastal areas may be extended into the early 20th Century using long tide gauge
records as a proxy for meteorological measurements. Tide gauge sea levels provide
a consistent and objective record of synoptic events in coastal areas, because they
respond to pressure variations and winds due to the passage of storms. Chapter 2
describes a multidecadal increase from early to late 20th Century in extratropical
winter storm events at tide gauges along a particular storm track in the southeastern
United States. The increase in storminess was found to be related to a SLP pattern
consistent with an increased tendency for the jet stream to meander south over the
eastern U.S. during winter. The multidecadal increase is not observed in meteorolog-
ical reanalysis products with synoptic resolution due to the temporal limitations of
such datasets. It is not clear if the nature of the multidecadal change is trend-like or
oscillatory.
One of the most widely discussed climate modes is the North Atlantic Oscilla-
tion (NAO), which is defined as the SLP difference between the Azores high and the
Icelandic low (e.g., Hurrell , 1995). Atmospheric variability associated with the NAO
is known to be an important driver of ocean circulation (e.g., Curry and McCartney ,
2001), but the weak response of low-frequency, large-scale variability of North Atlantic
SSH to the NAO (Woolf et al., 2003; Yan et al., 2004; Cromwell , 2006) indicates the
existence of other important processes in the region. For example, Häkkinen and
Rhines (2004) used altimeter SSH to define a subpolar “gyre index”, which showed
a decadal-scale, positive trend in SSH during the 1990s. The trend corresponds to
a decrease in the strength of the subpolar gyre, but it was not attributable to NAO
wind-stress forcing. The presence of decadal oceanic modes of variability in North
Atlantic SSH fields not associated with the NAO illustrates the limitations of defining
decadal climate variability in terms of atmospheric oscillations.
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Basin-scale, decadal variability observed in the North Atlantic but not directly
attributable to the NAO is the subject of Chapter 3. Tide gauge sea level variations in
the North Atlantic western boundary at interannual periods and longer are coherent
over long stretches of coastline (e.g., Thompson, 1986; Maul and Hanson, 1991; Unal
and Ghil , 1995; Häkkinen, 2000; Douglas , 2005). The variability is coherent across
oceanographic and geographic boundaries, such as the Gulf Stream separation and the
Straits of Florida, and the inverted barometer effect does not explain the relationship
(e.g., Maul and Hanson, 1991; Miller and Douglas , 2007). Sea levels from the region
are correlated with variations in the intensity and location of atmospheric pressure
centers (Maul and Hanson, 1991; Woolf et al., 2003; Kolker and Hameed , 2007; Miller
and Douglas , 2007), but it is not clear how the response of sea level to spatially varying
and noisy atmospheric forcing is homogenized along the entire western boundary. Tide
gauge sea levels were used to describe the variability, and the physical mechanisms
responsible were investigated using model fields from the German contribution to
the Estimating the Climate and Circulation of the Ocean experiment (GECCO, see
Section 3.4.1). The coherent sea level variations were found to be the result of basin-
scale, zonal redistributions of ocean volume in the North Atlantic, which were in
turn related to wind-stress forcing via a Rossby wave model. The result differs from
previous studies relating sea level in the North Atlantic western boundary to Rossby
waves via a geostrophic tilting of the sea surface across the boundary current (Hong
et al., 2000). The surface tilting effect was found to be important for the evolution
of sea level at particular locations, but the volume redistribution was found to be the
primary source of the basin-scale coherence.
The Pacific Decadal Oscillation (PDO) is another often studied climate mode,
which in contrast to the NAO, pervades measurements of dynamic height, SSH from
altimetry, and tide gauge sea levels (Lagerloef , 1995; Cummins and Lagerloef , 2002;
Senjyu, 2006). The PDO is defined as the first principal component of SST in the
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North Pacific (e.g., Zhang et al., 1997;Mantua et al., 1997), but Cummins et al. (2005)
formulated an alternative PDO index from altimeter SSH measurements and dynamic
height calculations in the region of the Alaska Gyre. The SSH-based PDO index was
shown to correlate highly with the SST-based index and show similar state transitions
while reducing the fractional variance at sub-interannual periods. The reduced high-
frequency variability compared to the SST-based index suggests the potential for
better defined state transitions and increased confidence in forecasts. Furthermore,
the leading order terms of low-frequency ocean dynamics may be expressed in terms of
SSH, which allows the evolution of a SSH-based index to be directly related to physical
processes in the ocean. The expression of the PDO in a dynamic variable such as SSH
is important, because it remains unclear whether the PDO is primarily a damped
response to local stochastic forcing (Hasselmann, 1976; Lagerloef , 1995; Cummins
and Lagerloef , 2004; Capotondi et al., 2005), the baroclinic adjustment to forcing
in the form of Rossby waves (Fu and Qiu, 2002; Qiu, 2003; Qiu et al., 2007), the
extratropical expression of the El Niño Southern Oscillation (ENSO) (Seager et al.,
2004; Vimont , 2005), or some combination of multiple phenomena (Schneider and
Cornuelle, 2005; Newman, 2007). Further investigations of the PDO using SSH can
help to resolve uncertainty in the primary mechanisms responsible for the emergence
and evolution of PDO patterns in the ocean.
Chapter 4 presents a method to diagnose the relative importance of the damped
oceanic response to local forcing and propagating Rossby waves in the North Pacific.
An integral solution to the quasi-geostrophic governing equation of SSH was derived,
and the coefficients in the equation were optimized to minimize the differences be-
tween the modeled SSH fields and data in a least squares sense. The method was
applied to an idealized forcing function with an analytical solution, dynamically con-
sistent forcing and SSH fields from the GECCO ocean model, and satellite derived
forcing and SSH fields. Optimizations for the idealized case revealed the sensitivity
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of the fitted coefficients to random variability in the calculation and illustrated the
benefit of filtering the data. The amount of variance captured by the optimization
method in SSH fields from an ocean model and altimetry is promising, but more
work is needed to address issues concerning cross-fitting between the parameters.
With further development, the method may be used to provide important insight
into the dynamical processes governing low-frequency, PDO-like ocean variability in
the North Pacific.
The unifying idea in the following analyses is the value and versatility of SSH
from altimetry and sea level from tide gauges for investigations of decadal varia-
tions in climate. The consistent, high-resolution temporal sampling and long record
lengths of sea level series from tide gauges are useful for studies of oceanic and atmo-
spheric, continuous and episodic processes. The lengthening dataset of global SSH
fields from altimetry provides near global coverage of a dynamic variable capable of
describing ocean circulation and adjustment processes, which can be used to discover
and increase understanding of recurring climate patterns. Measurements of SSH from
satellites, sea level from tide gauges, and emerging hydrographic and time variable
gravity datasets form the basis for future research into the ocean’s dynamic role in
decadal climate variability.
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Chapter 2
20th Century variations of winter storminess
in the Southeast U.S. from tide gauges
2.1 Introduction
The Storm of the Century (SOC) was perhaps the most devastating winter storm on
record in the United States. The storm occurred in March of 1993 and caused 1.6
billion dollars in property damage and at least 47 deaths in Florida alone (Kocin et al.,
1995). The SOC influenced unusually large spatial scales, which is demonstrated by
the estimated 90 million people in the United States who experienced at least an inch
of snow (Kocin et al., 1995). The impact of the SOC was partially due to the size and
intensity of the storm, but the storm track was equally important. The cyclogenesis
occurred in the Gulf of Mexico (GOM), and the storm proceeded northeast parallel
to the U.S. Atlantic coastline as shown in Figure 2.1. The track of the storm enabled
the SOC to interact with energy sources in the Gulf of Mexico (GOM) and the Gulf
Stream, as well as impact a maximum land area and population.
There are two primary winter cyclogenesis regions in the eastern United States.
The first is the lee of the Appalachians (Petterssen, 1941, 1950), and the second is
the western GOM (Lewis and Hsu, 1992; Wang et al., 1998). Cyclogenesis in the
GOM is the result of thermal instability caused by latent heat release from ocean
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to atmosphere when winter cold fronts reach the GOM. In contrast, cyclogenesis in
the lee of the Appalachians is the result of the vortex stretching due to atmospheric
flow across changing topography. Winter storms from both cyclogenesis regions often
reach a common destination in the northwest Atlantic and are commonly referred
to as Nor’easters. The SOC is an example of winter cyclogenesis in the GOM, and
although the SOC is an extreme case, multiple storms follow a similar track every
winter. These storms have widespread implications for the dense population centers
and important agricultural regions located in the eastern United States. In fact,
GOM and East Coasts storms that follow a similar track to the SOC produce more
precipitation and possess stronger winds on average (Businger et al., 1990; Hirsch
et al., 2001). Therefore, it is important to understand the predominate time-scales
and causes of variability in storminess along the SOC track.
A substantial body of literature is devoted to documenting and categorizing
winter storms on the GOM and East Coasts of the United States. Some of these
studies describe temporal changes in storm frequency or character, and some assess
relationships between variability in storminess and climate variables. The majority
of research is focused on decadal scale secular trends and/or interannual variability
in the context of the El Niño Southern Oscillation (ENSO). Secular trends are of
particular interest given the current focus on long term climate change, and many
climate models make specific predictions about the impact of climate change on storm
tracks and intensity (e.g., Yin, 2005; Bengtsson et al., 2006).
The earliest studies of winter storm variability in the U.S. relied on subjective
identification of storms or financial data. In addition, the meteorological instru-
mentation used to measure the signature of storms was, and is, constantly evolving.
These factors make assessing variability in storminess over multidecadal scales diffi-
cult. Hosler and Gamage (1956) found no significant trend from 1905-1954 in U.S.
storm frequency or track, however they emphasized that the task of defining and
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Figure 2.1: The SOC track at 6-hourly intervals (white circles) beginning with 1200Z
12 March, 1993 in the GOM and the location of tide gauges (black circles).
tracking storms changed hands multiple times during the record. A different con-
clusion was reached by Mather et al. (1964), who found the frequency of damaging
storms based on dollar amounts rose from 2-3 per year in the 1920s and 1930s to more
than 7 per year in the 1960s. They too noted limitations in their methods, citing the
difficulty of using financial data to assess changes in the physical climate. Subsequent
studies identified a decrease in total US storm frequency during the 1950s through the
1970s (Reitan, 1979; Zishka and Smith, 1980; Whittaker and Horn, 1981; Davis et al.,
1993), but Carter and Draper (1988) suggested an increase in total storminess from
1962 to 1985 based on annual mean significant wave height in the North Atlantic.
A different approach is to focus on variability in specific storm types or tracks
instead of the total number of storms. Hayden (1981) found a trend toward increased
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cyclone frequency over marine areas and decreased cyclone frequency over continental
areas from the late 19th Century through the 1970s with a peak in the late 1950s.
Their results imply an increase during the early to middle 20th Century in activity
along the SOC storm track. A potential mechanism for the increase in maritime
cyclones is an intensified baroclinic zone at the U.S. East Coast associated with an
injection of polar air over the continental U.S. (Resio and Hayden, 1975; Dickson and
Namias , 1976).
More recently, the advent of quality gridded meteorological datasets provided
a means to objectively identify and track storms. Hirsch et al. (2001) created a cli-
matology of East Coast winter storms in the NCEP-NCAR reanalysis over the period
1951-1997. They found a nonsignificant decreasing trend in East Coast storminess
and no trend in “full coast storms”, which include storms that follow the SOC track.
On interannual scales, studies of gridded products identified the El Niño Southern
Oscillation (ENSO) as the dominant mode of interannual variability in storminess
over eastern North America (Hirsch et al., 2001; Schubert et al., 2005; Eichler and
Higgins , 2006). Furthermore, there is clear evidence of a relationship between ENSO
phase and activity along the SOC track in particular. For example, Eichler and Hig-
gins (2006) found GOM cyclogenesis occurred more often during warm ENSO phase,
and storm frequency increased (decreased) over the SOC track during warm (cold)
ENSO phase winters. Their results are consistent with others who found similar re-
lationships between ENSO phase and storm activity in the region of the SOC track
(Noel and Changnon, 1998; Hirsch et al., 2001; Schubert et al., 2005). The ENSO
teleconnection with storminess in the Eastern U.S. occurs via strengthening of the
southern branch of the jet stream over North America (Smith et al., 1998) and an
increase in sea surface temperature in the GOM and southeastern U.S. coastal regions
(DeGaetano et al., 2002).
Despite the advantages of modern meteorological products, they are not suit-
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able for analysis of multidecadal 20th Century variability in storminess, because they
are limited temporally to the second half of the century. Moreover, subjective methods
and evolving instrumentation make very low-frequency analyses of storminess diffi-
cult in older meteorological data. However, an alternative and independent method
to study storminess in coastal regions exists due to the effect of storms on local sea
level at tide gauges. The advantages of using tide gauges to study storminess include
long record lengths extending to the early part of the 20th century and methods
that remain essentially unchanged. Certainly the tide gauge data set introduces its
own set of limitations (e.g., spatial distribution), but storminess along the GOM and
Atlantic coasts of the U.S. is uniquely suited for such an analysis. There are many
high quality, long tide gauge records and most storms impact multiple gauges. Storm
activity along the SOC track is notably appropriate due to interaction with coastal
areas reaching from the GOM to Nova Scotia (Figure 2.1).
Zhang et al. (2000) studied storminess in hourly sea levels from a set of East
Coast tide gauges concentrated largely in the northeastern U.S. They identified storms
by isolating positive storm surges above a predetermined threshold, and they found
no significant trend in extratropical storm frequency or intensity during the 20th cen-
tury. Kennedy et al. (2007) used daily tide gauge sea levels to investigate interannual
variability of winter storminess in the GOM. They found increased (decreased) vari-
ance in GOM wintertime daily sea levels during warm (cold) ENSO phase winters,
which they related to the previously cited influence of ENSO on GOM cyclogenesis.
We extended the methods, temporal domain, and spatial domain of Zhang
et al. (2000) and Kennedy et al. (2007) to investigate not only temporal changes in
storminess in a particular region, but also variability in the spatial distribution of
winter storm activity along GOM and U.S. East Coasts during the 20th century.
The approach was to isolate extreme sea level events in hourly tide gauge data with-
out discriminating between positive or negative extremes. Long tide gauge records
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along the GOM and U.S. East Coasts were chosen to maximize our ability to identify
storms along the SOC track. Select west Coast gauges were included to investigate
the possibility that changes in SOC storm frequency could be due to an increase in
total storminess over the entire continent. Our results agreed with previous studies
concerning the relationship between ENSO and interannual variability in storminess
along the SOC track, which provided confidence in the method. Analyses of multi-
decadal time-scales showed a significant increase in SOC storm activity in the latter
portion of the 20th Century. Low-frequency modulation of ENSO was eliminated as
a possible cause of the multidecadal variation, and a different mechanism involving a
tendency for the jet stream to meander south over eastern North America is proposed.
2.2 A database of storm events from tide gauges
2.2.1 Tide gauge data
Hourly tide gauge data (1901-2008) were obtained from the Joint Archive for Sea
Level (JASL) Research Quality Data Set (RQDS) maintained at the University of
Hawaii Sea Level Center (UHSLC). Gauges were selected to maximize the length and
continuity of the data while simultaneously providing the best possible geographic
spacing and coverage. Table 2.1 summarizes the location, beginning, and complete-
ness of each tide gauge record included in the analysis. Twenty gauges were chosen
in total, and they were separated into 5 regions. Gauges along the Gulf of Mexico
(GOM), Southeast (SE), and Northeast (NE) coasts were used to investigate winter
storminess variations in the region of the SOC track. Gauges in the Southwest (SW)
and Northwest (NW) regions were included in order to distinguish between changes in
total storminess over the the continent from changes along the SOC track. It should
be noted that the record from Mayport, FL ended in December, 2000. The Mayport
record was updated through 2008 with data from a gauge 31 km to the north in
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Fernandina Beach, FL. The two raw time series overlap for more than 14 years, and
during this period their correlation is 0.99.
The raw hourly heights from all gauges were inspected thoroughly for suspi-
cious data, and any level shifts were identified and removed. Tides were removed
carefully in a multi-step process, because we were concerned by the potential for tidal
energy to corrupt the analysis on synoptic time-scales. First, a preliminary fit of the
tidal harmonics to the data was made using the MatLab T_Tide package (Pawlowicz
et al., 2002) based on Foreman (1977). The fit was removed and residual outliers
greater than 5 standard deviations about the mean were noted. Tidal fits were then
recalculated from the raw data ignoring the data points that previously resulted in
outliers. Low-frequency energy well outside synoptic time-scales was removed using
a convolution high-pass filter. The filter passed at least 90 percent of the amplitude
at periods shorter than 29 days and less than 10 percent of the amplitude at periods
longer than 70 days.
The high-passed series were then reexamined for suspicious data. Single point
spikes in which height values rose and fell more than 50cm in consecutive hours were
deemed not physical and removed. Close inspection also revealed a ringing at the M2
tidal period in some of the time series. The ringing is likely due to timing errors that
prevented the tidal fit from sufficiently removing the tidal energy, and it was dealt
with in two ways. First, a sort of complex demodulation was performed by fitting
and removing a pair of orthogonal sinusoids at the M2 frequency. Second, a 13 point
median filter was applied followed by a 5 point triangular filter. The combination of
the two techniques removed the ringing and preserved the signature of synoptic scale
variability.
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Table 2.1: Tide gauges divided into 5 geographic regions. For each gauge, the year
of the first winter (November-April) sea level value is given, as well as the percentage
of missing values. The large percentage of missing data in the Ketchikan record is
largely due to a single extended period of missing data in the 1930s and 1940s. Only
6.13 percent of winter sea level values are missing in the Ketchikan time series from
1949-2008.
Region Location Begin Missing (%)
GOM
Galveston, TX* 1904 03.28
Pensacola, FL* 1923 03.38
St. Petersburg, FL 1947 03.84
Key West, FL* 1913 02.82
SE
Mayport, FL* 1928 02.47
Fort Pulaski, GA* 1935 05.75
Charleston, SC* 1921 01.25
Wilmington, NC* 1936 02.82
NE
Atlantic City, NJ* 1911 06.86
Newport, RI* 1930 04.73
Portland, ME* 1910 02.99
Halifax, Canada* 1920 03.27
SW
San Diego, CA* 1906 03.91
Los Angeles, CA* 1924 01.70
San Francisco, CA* 1901 00.54
Crescent City, CA 1933 10.13
NW
Astoria, OR* 1925 02.62
Neah Bay, WA 1934 04.38
Ketchikan, AK 1919 25.98
Sitka, AK 1938 00.36
*Denotes record used for low-frequency analysis.
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2.2.2 Isolating winter storm events
The analysis focused on winter storms, which are primarily extratropical in nature
and form along frontal systems. For this reason, we chose to define the winter period
to be November through April, which largely excludes non-frontal tropical storms.
It was necessary to avoid including tropical systems, because the dynamics of the
two types of storms are quite different, and thus the variability in the frequency of
two types of storms is due to different mechanisms. In addition, most extratropical
storms, including the most damaging ones, occur during the November through April
period (Davis et al., 1993). We noted that extratropical storms occur in non-trivial
numbers during October, but we omitted October in the absence of an objective way
to distinguish between tropical and extratropical events in sea level.
Winter storm events were identified by searching for the largest height devia-
tions regardless of sign in the high-passed, de-tided sea level records. Both positive
and negative deviations were considered, because the greatest impact of any given
storm on local sea level is not necessarily a positive surge. For example, during the
passage of the SOC at Charleston, SC, the surge was not as large as the subsequent
negative sea level anomaly as shown in Figure 2.2. The largest deviations were as-
sumed to represent the passage of storms, because synoptic variability is the dominant
source of energy at the time-scales remaining in the high-passed, de-tided sea level
time series. The difficulty was to determine what constituted a large deviation, be-
cause it was not obvious how to separate local extrema that represented storms from
others that were likely to be random anomalies.
Zhang et al. (2000) and Kennedy et al. (2007) analyzed storminess in sea level
by forming criteria based on the variance in the available time series. However, it
is difficult to physically link such criteria to storminess, and the criteria may vary
geographically. In contrast, we referred to the results of meteorological studies to
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Figure 2.2: Tide gauge height series at Charleston, SC during March 1993. The time
of the maximum and minimum water levels during the SOC passage are noted.
provide an estimate of the average number of storms we should expect to find in any
given year. The general consensus from the literature is that the GOM and East
Coasts is impacted by 10-12 major extratropical systems during an average winter
(Hosler and Gamage, 1956; Reitan, 1974; Noel and Changnon, 1998; Hirsch et al.,
2001). Therefore, the number of storm events extracted from each tide gauge record
was equal to 10 times the number of winters with valid hourly data. For example, a
tide gauge record of length 60 years was assumed to contain 600 winter storm events.
No restrictions were placed on the number of storms identified in any individual
winter, as only the total number of events identified in each series is predetermined
by the analysis.
Events were defined as 4 day windows about large absolute deviations in the
time series. In a given height series, the event containing the largest absolute deviation
was identified and removed from the time series first. Then, the event containing the
next largest deviation was identified and removed. Iterations continued until the
quota for that particular gauge was reached. Identifying and removing 4 day events
in succession ensured that no single storm could be counted more than once. In this
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way, a database of storm events occurring over the length of each tide gauge record
was created.
The choice to base the number of storms extracted on climatology meant the
storm database from tide gauges was not appropriate to assess absolute numbers of
storms. Therefore, analyses focused on differences in storm frequency relative to the
mean of the gauge or region in question and should not be interpreted as absolute
numbers of storms. The advantage of building in the climatology was to minimize
the number of random deviations identified as storms, but some misidentified events
were inevitably included in our database. For this reason, all calculations in our
analysis involved removing the mean and averaging over decades or multiple gauges.
Random deviations misidentified as storm events will tend to be removed with the
mean, because they are equally distributed in time and space.
It is also reasonable to consider the effect of coastal-trapped waves on the
analysis. Coastal-trapped waves in response to storm events have the potential to
propagate energy from a storm along the coast, which seems contrary to our assump-
tion that the large deviations in sea level are of local origin. However, the amplitude
of the propagating waves is small and the propagation time-scale is large compared
to the response of local sea level. For example, the passage of the winter storm at
Charleston in Figure 2.2 shows sea level deviations on the order of a meter with a
time-scale of hours. The signature of coastal-trapped waves is different and would
not produce the type extreme deviations we attribute to the local effects of storms
on sea level.
2.3 Analysis
Winter storm counts for each gauge in the storm event database are shown in Fig-
ure 2.3. There are substantial interannual variations in winter storm frequency in all
19
regions, as well as potentially significant low-frequency increases in storm frequency
for regions along the SOC track (GOM and SE). The analysis was partitioned into
these two primary time-scales, and mechanisms driving the variability were explored.
2.3.1 Interannual variability
Interannual variability in storminess is due to a variety of factors, but one of the
most important is large-scale changes in atmospheric pressure patterns and steering
currents. The two primary modes used to describe interannual atmospheric variability
in the Northern Hemisphere are the North Atlantic Oscillation (NAO) and the El
Niño Southern Oscillation (ENSO). We looked for relationships between storminess
in tide gauges and indices of these two climate modes to assess possible causes for
the observed interannual variations in storminess. A significant relationship between
ENSO phase and SOC storm frequency was found, but no significant relationship of
SOC storminess with the NAO index at interannual scales was determined. Therefore,
the NAO as it relates to interannual storminess variability is not discussed further.
Kennedy et al. (2007) found extreme daily sea level heights associated with
the passage of storms were significantly more likely in the GOM during El Niño
(warm phase) winters compared to La Niña (cold phase) winters. The storm event
database from tide gauges was used to determine if the expression of ENSO controlled
variability in winter cyclogenesis found in GOM sea levels by Kennedy et al. (2007)
was indicative of a similar relationship along the entire SOC storm track. In addition,
we wished to distinguish between changes in winter storminess along the SOC track
and changes in total winter storminess in the Eastern U.S.
The ENSO phase of each winter was determined by a Winter Southern Os-
cillation Index (WSOI) defined to be the mean of the Southern Oscillation Index
(SOI) over the November-April period. Warm phase winters were characterized by
WSOI ≤ -0.5 and cold phase winters by WSOI ≥ 0.5. Over the analyzed period from
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Figure 2.3: The number of events extracted in each winter at each gauge (gray circles)
grouped by region. Storm counts in all regions show substantial interannual variabil-
ity, and two regions (GOM and SE) show a small, possibly significant low-frequency
change. The low-frequency variation is illustrated by the red lines, which represent
the mean number of events per winter over the length of the line.
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Table 2.2: The ENSO phase of each winter determined by a Winter Southern Oscilla-
tion Index (WSOI). The WSOI was defined as the mean of the Southern Oscillation
Index (SOI) over the winter months November-April. The year of each winter is given
by the year of January in each winter. From 1901-2008 there were 24 (30) warm (cold)
phase winters.
Phase Criterion Years (January)
Warm (El Niño) WSOI ≤ -0.5 1905-1906, 1912, 1915, 1919, 1926,
1940-1942, 1952, 1958, 1966, 1973,
1978, 1983, 1987, 1990, 1992-1995,
1998, 2003, 2005
Cool (La Niña) WSOI ≥ 0.5 1902, 1904, 1910-1911, 1917-1918,
1921, 1923, 1925, 1927-1929, 1939,
1943, 1950-1951, 1956, 1962-1963,
1967, 1971, 1974, 1976, 1989, 1999-
2001, 2006, 2008-2009
1901-2008, there were 24 warm and 30 cold phase winters as listed in Table 2.2. The
SOI was chosen as a basis for determining ENSO phase, because the index is long
and extends through the early 20th Century. However, to be sure the results were
not dependent on the index itself, identical calculations were performed using the
Multivariate ENSO Index (MEI, Wolter and Timlin, 1993), which is the first princi-
pal component of six atmospheric and oceanic variables in the tropical Pacific. The
results of our interannual analysis were not changed by replacing the SOI with the
MEI over its period of availability.
Regional series of storm events per winter were created by first calculating
ratios of the total number of storm events in a region during each winter to the
total number of valid hours recorded by the gauges in the particular region and
winter. These ratios were then multiplied by the number of hours in a winter period
(November-April) to give units of events per winter. The mean number of events per
winter in each region was removed, and the differences from the mean were binned
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Figure 2.4: Number of events per winter relative to climatology in each region par-
titioned by ENSO phase. The white circles and bars represent the median and 95%
range of values from a Monte Carlo simulation. Values outside the white bars are
significant.
and averaged according to the WSOI phase of winter.
The results of this calculation are shown in Figure 2.4. Each bar represents how
many more or fewer winter events are expected relative to climatology during a given
ENSO phase based on our database of storms from tide gauges. The white circles and
bars represent the median and 95% range of values from a Monte Carlo simulation
(104 iterations) used to test significance. For each simulation iteration individual
storm events in the database from a particular region was randomly reassigned to a
different time and the calculations were repeated on the simulated data. Randomizing
the timing of each storm removed the influence of ENSO phase on storm occurrence.
Therefore, for regions in which the number of storms per winter are outside the white
bars, we reject the null hypothesis that ENSO does not affect winter storm activity.
Figure 2.4 shows a significant elevation of about 2 storms per winter during
warm ENSO phase relative to the cold phase in both the GOM and SE regions,
but no significant change was found in the NE. Results in the GOM indicate an
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Figure 2.5: Schematic illustrating dependence of the jet stream position over North
America on ENSO phase (adapted from the National Weather Service Climate Pre-
diction Center, http://www.cpc.ncep.noaa.gov). Warm phase (El Niño) winters are
characterized by a split jet stream dominated by a southern branch stretching across
the southern U.S., and cold phase (La Niña) winters are characterized by a unified
jet stream flowing over the northern U.S. (e.g., Smith et al., 1998).
excitation (suppression) of the GOM cyclogenesis region during warm (cold) phase
winters, which is consistent with the results of Kennedy et al. (2007). Results in the
SE indicate that changes in GOM cyclogenesis lead to corresponding changes in storm
frequency of the same sign along Atlantic portions of the SOC track.
The lack of ENSO influence in the NE does not indicate that SOC storms
remain south of the NE region. Rather, storms from both of the primary eastern U.S.
cyclogenesis regions impact the NE tide gauges, which implies the NE region is likely
indicative of total winter storminess. Therefore, our results indicate that although
ENSO significantly influences activity along the SOC track, total winter storminess
along the U.S. Atlantic coast is not significantly affected. Interestingly, this suggests
a give and take relationship between the two primary cyclogenesis regions. Warm
ENSO phase brings increased cyclogenesis to the GOM at the expense of cyclogenesis
in the lee of the Appalachians, while the converse is true during cold phase winters.
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Furthermore, the significant results in the SW support the previously identified
mechanism for the ENSO dependence of SOC track activity. Warm phase winters are
characterized by a split jet stream dominated by a southern branch stretching across
the southern U.S., and cold phase winters are characterized by a unified jet stream
flowing over the northern U.S. (Figure 2.5, e.g., Smith et al., 1998). Thus, it is logical
to expect the effect of ENSO on winter storminess in the GOM and SE to be similarly
manifested in the SW region.
2.3.2 Low-frequency variability
Yearly winter storm counts in the GOM and SE regions (Figure 2.3) suggest an
increase in storm activity along the SOC track during the latter portion of the 20th
Century. Low-frequency changes were isolated from interannual variation in these
two regions by averaging the number of events at each gauge in overlapping 10 year
intervals. The number of storms per winter in the 10 year intervals are shown in
Figure 2.6 and exhibit a clear multidecadal change in the number of storm events
per winter. The blue circles represent storms per winter over 10 year intervals at
each gauge in the GOM and SE, and the thick black line represents the average over
all GOM and SE gauges. The storm counts show decreased storminess from the
1920s through the 1940s followed by a period of elevated storminess from the 1960s
though the 1990s. The temporal resolution is very coarse, but there appear to be
zero-crossings around 1955 and 2000. The dashed line is an estimated of the effect of
ENSO phase on the decadal storm counts based on the results of Section 2.3.1. The
ENSO effect does not explain the multidecadal change, which is discussed further
below.
The significance of the low-frequency change was assessed by calculating the
probability that the observed difference in storm counts between the enhanced (1956-
2000) and suppressed (1920-1955) periods could have occurred by chance. Significance
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Figure 2.6: The number of events per winter in overlapping 10 year periods at each
gauge (blue circles) in the GOM and SE Atlantic regions. For each gauge, only
decades with at least 75% temporal coverage were included in the analysis. The thick
black line represents the mean over the available GOM and SE gauges for each ten
year period. The dashed line is the expected decadal variability in storm counts due
to ENSO based on our interannual analysis and the number of warm and cold phase
winters in each decade.
tests were performed for each region and for each gauge individually to be sure that
the low-frequency change was not due to a small subset of gauges. Probabilities of the
differences occurring by chance were calculated using a Monte Carlo approach (104
iterations) similar to a weighted coin-flip analysis. For each iteration, storm events
were randomly assigned to either the period 1920-1955 or 1956-2000. The probability
of any single event being assigned to either period in the simulation was determined
by the relative number of valid hourly data points in both periods for that gauge
or region. The long time scales considered in this portion of our analysis forced us
to remove three West Coast gauges and one GOM gauge from consideration due to
insufficient data in the early part of the century. The gauges deemed appropriate for
the low-frequency analysis are starred in Table 2.1.
The results of the statistical analysis in Figure 2.7A show the increase in storm
activity from 1920-1955 to 1956-2000 was statistically significant (>95%) for 4 out
of the 7 gauges in the GOM and SE. The other 3 gauges were consistent in sign.
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In the NE and and on the West Coast, differences were small and the probabilities
were large that the difference in storm counts between the two periods occurred by
chance. A composite analysis over the available gauges in each region (Figure 2.7B)
reinforced the results from the individual gauges and showed a 1-1.5 events per year
increase in the GOM and SE from the early to late 20th Century. Therefore, the
significant low-frequency differences in storm counts in the GOM and SE implied
enhanced cyclogenesis in the GOM and increased storm frequency along the SOC
track during the latter half of the 20th Century. The lack of significant differences
in the other regions suggested the multidecadal change was not due to an increase in
total GOM and East Coasts storminess over the same period.
2.3.3 A low-frequency mechanism
A well-known feature of 20th Century climate is the low-frequency increase in the
frequency of El Niño events. Given the connection of ENSO to storminess over North
America (e.g., Hirsch et al., 2001; Schubert et al., 2005; Eichler and Higgins , 2006;
Kennedy et al., 2007, this paper), it was logical to ask if the observed multidecadal
change in SOC storm frequency was the result of low-frequency variation in ENSO.
Interannual results indicated about one more (less) storm along the SOC track than
average is expected during a warm (cold) phase winter. Therefore, tallying the number
of warm and cold phase winters in each ten year period gives an estimate of the ENSO
contribution to the low-frequency storminess changes. The estimated ENSO effect is
represented by the dashed line in Figure 2.6. The ENSO contribution is small, which
is likely due to the fact that over ten years, each warm phase increase in storminess
is likely balanced by a cold phase decrease.
A second argument against attributing the low-frequency change to ENSO
follows from results in the SW region. Storminess in the SW region, as in the GOM
and SE regions, was found to be significantly enhanced during warm ENSO phase
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Figure 2.7: Number of events per winter relative to the mean for 1920-1955 (gray
bars) and 1956-2000 (black bars). Event counts are given for (A) each individual
gauge and (B) each region. The white circles and bars represent the median and 95%
range of values from a Monte Carlo simulation. Values outside the white bars are
significant.
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relative to the cold phase. This result is consistent with the well-documented depen-
dence of jet stream position and character over North America on the phase of ENSO
(Firgure 2.5). However, at multidecadal timescales, the lack of significant variation
in the SW region contrasts with the increase of storm activity in the GOM and SE
regions during the 20th Century.
A possible explanation for the difference between the east and west coasts on
longer timescales is a tendency for the jet stream to meander about its mean position
as opposed to shifting latitudinally as in Firgure 2.5. Meandering gives the jet stream
a north-south orientation over the U.S. allowing frontal systems to reach the GOM
and interact with oceanic energy sources in the GOM and Gulf Stream regions. The
merit of the meander mechanism was investigated using 5◦ × 5◦ sea level pressure
(SLP) fields over North America during the 20th Century from the Hadley Centre
Sea Level Pressure dataset (HadSLP2) (Allan and Ansell , 2006). We note that SLP
cannot give the exact position of the jet stream in the upper troposphere. However,
the jet stream is a feature of the boundary between the subtropical and subpolar
air-masses, and low-frequency changes in the large-scale horizontal structure of the
SLP field do provide information about the slowly varying mean position of the jet
stream. The HadSLP2 dataset was chosen, because it spans the time period of the
low-frequency storminess variation.
Figure 2.8 shows the winter SLP difference over North America between the
periods of enhanced (1956-2000) and suppressed (1920-1955) storminess along the
SOC track. The pattern shows the polar high was stronger and penetrated further
south over eastern Canada during the latter portion of the 20th Century. In addition,
SLP was lower over the continental U.S. during the same period. Such a pattern is
consistent with the idea of a strengthened jet stream persistently meandering south-
ward over eastern North America during the time of enhanced SOC storminess. A
southern meander not only brings enhanced synoptic energy to the GOM and SE
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Figure 2.8: The difference in mean winter (November-April) SLP between the peri-
ods 1956-2000 and 1920-1955. The 5◦ × 5◦ gridded SLP fields are from the Hadley
Centre Sea Level Pressure dataset (HadSLP2) (Allan and Ansell , 2006). The SLP
gradient along the thick black line was used to create a temporal representation of
the amplitude of this pattern.
regions, but the injection of cold polar air enhances the potential for cyclogenesis due
to increased baroclinicity at the coast due to the disparity in heat capacity between
land and sea (Resio and Hayden, 1975; Dickson and Namias , 1976).
Temporal variations in the amplitude of the SLP pattern were calculated from
the mean gradient of the SLP field along the thick black line in Figure 2.8 during
the overlapping ten year intervals used for storm counts. The line was chosen to
be across the gradient and intersect the centers of action in the SLP pattern over
northeastern and southwestern North America. A steeper gradient was interpreted
as intensification of the SLP patter. Decadal averages of the SLP gradient and the
number of storms per winter in overlapping 10 year periods are plotted together
in Figure 2.9A. The two series were leveled over the period 1920-1950 for each curve
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Figure 2.9: The relationship of storminess to SLP and the Arctic Oscillation. (A) The
number of storms per winter in overlapping 10 year periods and the decadal average
of the SLP gradient during winter along the line in Figure 2.8. The two are plotted
such that the means of both series from 1920-1950 are represented by the dashed line.
(B) Decadal averages for both the SLP gradient and Novermber-April values of the
Arctic Oscillation Index (AOI). The sign of the AOI has been switched, such that the
negative phase of the AO corresponds to increased amplitude of the SLP pattern.
(dashed line), because during the period when the SLP gradient along the line is weak
(i.e., there is no meander), we expect there to be little relationship between storminess
along the SOC track and the gradient. In other words, the suppressed period may be
interpreted as random variation about some base state. The correlation between these
two series is moderate (R=0.7), however, the relationship is clearly better during the
period of enhanced storminess. It is logical to expect the correlation to be best when
the strength of the slp gradient along the line is most positive, because the pattern
only affects storminess along the SOC track if it is active. It is difficult to assess the
significance of the correlation, because the decadal storm counts are not a time series
in a statistical sense, but rather counts of events.
2.3.4 Role of the Arctic Oscillation
The winter of 2009-2010 along the SOC track was characterized by record cold tem-
peratures and snow fall associated with multiple winter storms. The severe winter in
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the region was due to in part to an extreme negative phase of the Arctic Oscillation
and the associated northward redistribution of atmospheric mass (Cohen et al., 2010).
We explored the relationship between low-frequency variability in the phase of the
Arctic Oscillation Index (AOI) and the SLP gradient over North America. The AOI
is defined as the amplitude of the first EOF mode of SLP poleward of 20◦N in the
NCEP reanalysis, and it is extended into the early 20th Century by projecting the
AO mode onto the SLP anomalies from weather stations (Thompson and Wallace,
2000). A winter AOI was created by averaging the AOI over each November-April
season. Decadal averages of the winter AOI are shown with decadal averages of the
SLP gradient in Figure 2.9B. Values were calculated for decades centered around the
same years in the decadal storm counts. In general, the largest amplitudes of the
SLP pattern are found during decades when the winter AOI is most negative. The
correlation between the decadal averaged winter AOI and the SLP gradient is about
-0.4, but it is significantly different from zero with greater than 90% confidence. The
significance is based on identical decadal averaging calculations in a Monte Carlo test
using realizations of red noise series with spectral slopes identical to the AOI and SLP
gradient series. The correlation is not high, but the significance does suggest that
the AO is at least a partial contributor to the decadal changes in SLP over North
America.
2.4 Discussion
The multidecadal change in storminess along the SOC track was not previously iden-
tified in modern meteorological products or in tide gauge sea levels, but it does not
conflict with existing literature. Recent meteorological studies (e.g., Hirsch et al.,
2001) rely mostly on gridded products, which are limited temporally to after about
1950. Thus, a multidecadal change in storm frequency with a zero-crossing in the
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1950s would not be identified in such analyses. In addition, other studies of East
Coast storminess predating gridded meteorology found results compatible with in-
creased SOC track activity during the 20th Century. Most notably, Hayden (1981)
found a similar increase in storm frequency over GOM and East Coast marine areas
from the 1910s through the 1970s with a peak in the 1960s. Zhang et al. (2000) used
long tide gauge records to study changes in storminess extending to the early 1900s
and found no significant trend in storminess during the 20th Century. However, most
of the gauges included in their analysis were located in the NE, where we also found
no significant low-frequency change.
Multiple modeling studies (e.g., Yin, 2005; Bengtsson et al., 2006) show a
tendency for the jet stream to shift north in a warming climate, which would seem to
be at odds with our results. However, it is important to note that such conclusions
about jet stream position are in a zonally averaged sense and do not necessarily
apply to any particular region. Furthermore, it is not clear whether the low-frequency
variability in storm frequency along the SOC track is linked with 20th Century climate
trends. The zero-crossing around the year 2000 in the decadal curve suggests a return
to early century conditions and an oscillatory nature, but the temporal resolution is
too coarse and the record is too short to be conclusive.
2.5 Conclusions
The study of variability in storminess was greatly enhanced by the advent of modern
gridded meteorological products, but they are limited temporally to the latter half of
the 20th Century. Prior to these products, methods to define storms and their tracks
were subjective and relied on constantly evolving instrumentation (e.g. Hosler and
Gamage, 1956; Mather et al., 1964; Hayden, 1981), which complicated the task of
comparing storm frequencies and tracks at low-frequencies. Therefore, it is difficult
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to assess the time-dependent nature of storm frequency on multidecadal time-scales
in meteorological data. In coastal regions, the impact of storms on sea level at tide
gauges provides an alternative method to identify changes in storm frequency (Zhang
et al., 2000; Kennedy et al., 2007). Tide gauge instrumentation remains essentially
unchanged since the early 20th century, which affords a consistent and objective basis
to study storminess over long periods. Storms affect tide gauge sea levels via pressure
and wind, and the greatest net effect on height measurements can be either positive
or negative.
The SOC storm track (Figure 2.1) is particularly well-suited to analysis using
tide gauges. Cyclogenesis of these storms occurs in the GOM, and they proceed to
the northeast along the Atlantic coast impacting multiple long tide gauge records.
Most of the strongest East Coast winter storms travel the full Atlantic coast (Hirsch
et al., 2001), so it is important to understand the factors responsible for variability
in SOC storm activity.
High-passed sea level heights from tide gauges were used to assess variability
in winter storm frequency along the SOC storm track. Storm events were identified
based on the absolute magnitude of sea level anomalies, and the number identified was
based on climatology. The number of storm events per winter in coastal regions along
the SOC track varied on two major time-scales (Figure 2.3). Interannual variability
in SOC storm frequency was observed to relate significantly to ENSO phase. Warm
phase winters were characterized by an increase of about two SOC storms per winter
relative to cold phase winters (Figure 2.4). In addition, a significant low-frequency
increase in SOC storm frequency was observed for the period 1956-2000 relative to
the period 1920-1955 (Figure 2.6). The magnitude of the low-frequency change was
about 1-1.5 storms per winter in regions associated with SOC storms. Such a change
is not trivial, because about half of East Coast winter storms that traverse the entire
Atlantic coast place in the upper quartile of wind speed (Hirsch et al., 2001). Thus,
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an additional 1-1.5 SOC storms per winter implies at least 5 additional high-impact
winter storms every 10 years.
No significant change in storm frequency was observed in the NE on either the
interannual or the multidecadal time-scale. A likely reason is that the NE is affected
by both primary cyclogenesis regions in the Eastern United States. Therefore, no
change in the NE may be interpreted as no change in total GOM and East Coasts
storminess. Consequently, the observed variability in SOC activity may be thought
of as redistributions of cyclogenesis between the the two primary cyclogenesis regions
in the GOM and lee of the Appalachians.
Storm frequency in the SW United States varied similarly to the GOM and SE
on interannual scales, but did not significantly change in the low-frequency analysis.
The interannual variation in the SW is consistent with the well-documented shift in
the latitude and character of the jet stream over North America due to ENSO (Smith
et al., 1998; Eichler and Higgins , 2006). However, the lack of change in the SW on
low-frequencies suggested a different mechanism for the multidecadal change in SOC
activity. The ENSO effect was found to be insufficient to account for the decadal
change based on the magnitude of the effect and the number of warm and cold phase
winters in each decade (Figure 2.6). A possible alternative mechanism is a meander of
the jet stream about its mean position as opposed to a latitudinal shift. Winter SLP
differences over North America between early and late 20th Century are consistent
with an increased tendency for the jet stream to meander south over the Eastern U.S.
since 1955 (Figure 2.8). The Arctic Oscillation is modestly correlated to modulations
of the SLP pattern associated with increased SOC storminess (Figure 2.9B).
It is unclear if the multidecadal variation is a trend or an oscillation due to
the tide gauge record lengths. Therefore, it is not possible to attribute the source of
the multidecadal change to 20th century climate trends. A zero-crossing around the
year 2000 is suggestive of an oscillatory nature and a return to early 20th century
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conditions in the coming years.
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Chapter 3
Coherent sea level variability in the western
North Atlantic
3.1 Introduction
Sea level change is an important indicator of climate variability on a variety of time
scales (e.g., White et al., 2008), and variations in sea level impact public health,
economies, and ecosystems (e.g., Nicholls , 2011). Much attention is given to the global
rate of change, but regional rates can be an order of magnitude larger than the global
value (Cazenave and Nerem, 2004). Understanding large-amplitude regional sea level
change is important for coastal planning, studies of ocean and climate dynamics, and
reducing the error bar about estimates of the global rate. The North Atlantic is
of particular interest due to the concentration of coastal urban populations and the
role of the Gulf Stream and North Atlantic Deep Water formation in global climate.
There are many proposed modes and mechanisms of decadal variability in the North
Atlantic (e.g., Häkkinen, 2000; Eden and Willebrand , 2001; Curry and McCartney ,
2001; Wu and Liu, 2005), and a good way to evaluate the merits of the various modes
is to assess the ability of each mode to account for the intricacies of coastal sea level
time series (Häkkinen, 2001).
One of the most striking features of coastal sea level variability in the North
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Atlantic is the low-frequency coherence over large spatial scales (>1000 km) along
the western boundary of the basin (e.g., Thompson, 1986; Maul and Hanson, 1991;
Unal and Ghil , 1995; Häkkinen, 2000; Douglas , 2005). The coherence is notewor-
thy, because it spans oceanographic boundaries, such as the Gulf Stream separation,
and geographic boundaries, such as the Straits of Florida. Low-frequency sea level
variations in the North Atlantic are correlated with variations in the intensity and
location of atmospheric pressure centers (Maul and Hanson, 1991; Woolf et al., 2003;
Kolker and Hameed , 2007; Miller and Douglas , 2007), but the inverted barometer
effect does not explain the relationship (e.g., Maul and Hanson, 1991; Miller and
Douglas , 2007). Thus, the atmosphere and coastal sea level are dynamically linked,
but it remains unclear which mechanisms are responsible for the basin-scale sea level
coherence.
Gulf Stream transport variability is a mechanism with the potential to homog-
enize sea level variations over extended stretches of coastline. Sea level differences
across the North Atlantic western boundary current have long been related to varia-
tions in geostrophic transport (Montgomery , 1938, 1941; Wunsch et al., 1969; Maul
et al., 1985). However, for periods before the advent of satellite altimetry, such calcu-
lations are difficult downstream from the Straits of Florida, because measurements of
offshore SSH are not available. The lone exception is the sea level record at Bermuda,
which has been shown to be a useful proxy for dynamic height in the subtropical gyre
interior (Schroeder and Stommel , 1969; Wunsch, 1972). Sturges and Hong (1995)
found low-frequency variations in Bermuda sea level primarily reflect changes in the
depth of the thermocline due to the propagation of Rossby waves forced by open
ocean wind-stress-curl, a result corroborated by Frankignoul et al. (1997).
The relationship of coastal sea level to wind-stress forcing is more complicated.
Blaha (1984) found little correlation between sea level at Bermuda and tide gauges
along the South Atlantic Bight, and Thompson (1986) found no link to Sverdrup
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Transport from calculations of wind-curl in relatively short (∼20 years) records of
coastal sea level along the Gulf Stream. The absence of a direct, in-phase relation-
ship between short records of coastal sea level and open ocean wind forcing is not
surprising, because the Sverdrup balance requires decades for the gyre circulation and
wind forcing to equilibrate. Hong et al. (2000) avoided the equilibration time-scale
by relating coastal sea level variability along the U.S. Atlantic coast to open ocean
wind-curl forcing using the time-dependent, quasi-geostrophic Rossby wave model of
Sturges and Hong (1995). The Rossby wave model was used to estimate offshore
SSH and Gulf Stream transport anomalies, which were then used to successfully infer
coastal sea level from the geostrophic tilt across the boundary current.
It is often thought, though not explicitly confirmed in the literature, that
the homogenization of sea level variability on the western boundary of the North
Atlantic occurs via coastal-trapped waves. This mechanism is reasonable along the
open ocean Atlantic coast from Canada to Florida, but the large-scale coherence of
sea level extends from the U.S. Atlantic coast into the Gulf of Mexico and Caribbean
Seas (Maul and Hanson, 1991; Douglas , 2005). Part of the motivation for this work
is the lack of an obvious pathway for propagating coastal waves from the open ocean
boundary into these geographically bounded seas. It is difficult to justify a physical
mechanism to account for the large-scale coherence from the Caribbean to Canada if
the mechanism relies on propagating coastal signals.
In contrast to the wind-forced mechanisms of low-frequency sea level variabil-
ity, Häkkinen (2001) analyzed hind-cast simulations of the North Atlantic and found
the leading modes of gyre circulation and western boundary SSH variability to be
primarily due to thermal forcing and meridional overturning. In addition, western
boundary SSH variations reflected changes in upper ocean heat content instead of
geostrophic tilting of the sea surface. The significance of wind-stress-curl in low-
frequency variability in the western boundary is also questioned by Greatbatch et al.
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(1991) and Mayer and Weisberg (1993). Bingham and Hughes (2009) related coherent
sea level along the Northeast U.S. coast in altimetry and tide gauges to meridional
overturning, which supports the findings of Häkkinen (2001). Other processes, such
as alongshore winds and river runoff, are possible drivers of coastal sea level change,
but these were found to be unimportant at low-frequencies in the North Atlantic
western boundary (Hong et al., 2000).
We investigated the mechanisms responsible for the low-frequency, basin-scale
coherence of tide gauge sea levels in the North Atlantic western boundary. First,
the dimensionality of the tide gauge dataset was reduced by grouping co-varying
gauges into a set of regional curves. Output fields from an ocean model capable of
reproducing the tide gauge variability were used to diagnose potential causes of the
basin-scale coherence. Our diagnosis showed that tilting of the sea surface across
the boundary current is primarily important at regional scales, whereas the basin-
scale coherence was related to zonal redistributions of volume into and of the western
boundary. The volume redistribution was found to be related to the adjustment of
the ocean to atmospheric wind-curl forcing via Rossby waves, which is similar to the
results of (Hong et al., 2000). However, our results emphasize vertical divergence and
variations in the basin-scale mean surface height in contrast to (Hong et al., 2000),
who emphasized meridional divergence and tilting across the boundary current.
3.2 Tide gauge data
3.2.1 Selection and processing
Monthly mean tide gauge sea levels were obtained from the Permanent Service for
Mean Sea Level (PMSL, www.psmsl.org). The number of tide gauge records available
along the U.S. coast in the western North Atlantic is large compared to other regions
of the global ocean, but not every gauge is suitable for analysis of decadal variability.
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Locations were selected to avoid oversampling particular stretches of coastline, and
preference was given to long records beginning before 1950 with few gaps. In cases
where multiple long records were available in close proximity, time series with the
fewest gaps were given priority, and gauges located in bays or estuaries were rejected
in favor of gauges at open ocean boundaries. The number and quality of tide gauge
records decreases substantially along non-U.S. coastlines, but the coherence of sea
level is known to extend into the Caribbean Sea. Douglas (2005) showed low-frequency
sea level variations at Pensacola were similar and in phase with sea level in the eastern
Caribbean. This similarity is not expected from the results of Hong et al. (2000),
because the eastern Caribbean would appear to be offshore of the Gulf Stream and
should vary out of phase with Pensacola (Douglas , 2005). In addition, it will be
shown in Section 3.4.2 that sea surface height fields from the the GECCO ocean
model are coherent between the Caribbean Sea, Gulf of Mexico, and Gulf Stream
region. Few quality tide gauge records are available in the Caribbean Sea (CS), but
three Caribbean gauges were deemed long enough and complete enough to contribute
to the analysis. The locations of all tide gauge records used in the analysis are shown
by circles in Figure 3.1, and information concerning the span and completeness of
each series is presented in Table 3.1.
An exception to the selection criteria was allowed for records located in Miami,
FL. Miami is an interesting location due to its proximity to the transition between
channel flow in the Straits of Florida and the open ocean Gulf Stream. However,
no single record in the area spans the period of investigation. In order to include
Miami in the analysis, sea level series from Miami Beach (1931-1981), Haulover Pier
(1987-1992), and Virginia Key (1994-present) were combined to create a single semi-
continous record. There are no periods of overlap between the three series, so the
series were leveled by simultaneously fitting a trend, level shifts, and an estimate of
the complete detrended sea level series from a model. The model used is described
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Table 3.1: Tide gauges listed by region. The division of the gauges into regions is
described in Section 3.3. The time span of monthly data available at each gauge
since 1950 is given in addition to the percentage of missing monthly values during the
period analyzed. Not all gauges were included in the regional analysis.
Region Location Span (since 1950) Missing (%)
GOM
Port Isabel, TX 1950-2009 4.72
Galveston, TX 1950-2009 0.98
Grande Isle, LA 1950-2009 5.42
Pensacola, FL 1950-2009 1.67
Cedar Key, FL 1950-2009 6.25
St. Petersburg, FL 1950-2009 0.00
Naples, FL 1965-2009 3.72
Key West, FL 1950-2009 1.25
SE
Miami Beach, FL* 1950-1981 10.85
Haulover Pier, FL* 1987-1992 4.41
Virginia Key, FL* 1994-2009 1.57
Fernandina, FL 1950-2009 4.17
Fort Pulaski, GA 1950-2009 1.39
Charleston, SC 1950-2009 0.00
Wilmington, NC 1950-2009 2.08
NE 1
Kiptopeke Beach, VA 1951-2009 0.71
Lewes, DE 1950-2009 5.14
Sandy Hook, NJ 1950-2009 1.39
Newport, RI 1950-2009 1.53
Boston, MA 1950-2009 1.39
NE 2
Portland, ME 1950-2009 0.42
Eastport, ME 1950-2009 9.17
Halifax, Nova Scotia 1950-2008 3.11
St. John’s, Newfoundland** 1957-2008 4.01
CS
Cabo San Antonio, Cuba 1971-2009 20.65
Cartegena, Colombia 1950-1992 4.65
Isla Magueyes, PR 1955-2009 4.39
* Merged into a single series for analysis.
** Excluded from analysis.
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Figure 3.1: Tide gauge locations (circles) and regional boundaries defined for analysis
of GECCO output (red lines).
in detail in Section 3.4.1. As an independent test of the leveling procedure, the same
calculation was performed with the detrended average sea level series from the other
selected gauges in place of the model series. The independent test verified the the
level shifts calculated using the time series from the model.
A monthly climatology was removed from each sea level time series, and a
trend was removed at each location over a common period (1950-2010). In addition,
a quadratic trend was removed at Port Isabel, Galveston, and Grande Isle due to ap-
parent land motion. The inverted barometer effect was removed using the closest sea
level pressure time series to each gauge from the NCEP/NCAR 2.5◦×2.5◦ Reanalysis
(Kalnay et al., 1996).
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After removing the monthly climatology, substantial ringing remained at pe-
riods just longer than a year. Spectral analysis revealed a peak in energy at around
14 months, which was found to be coherent and in phase between all gauges. Four-
teen months is a well known periodicity in geodesy associated with variability in the
orientation of Earth’s rotation axis. The phenomenon is known as the Chandler Wob-
ble (Chandler , 1891), and it results in an oceanic pole-tide observed in tide gauges
worldwide, including the western North Atlantic (e.g., Miller and Wunsch, 1973).
Furthermore, admittance patterns of the 14 month pole-tide from satellite altimetry
are large-scale and consistent with the in phase relationships observed in the set of
gauges considered here (Desai , 2002).
We calculated the equilibrium pole-tide at each tide gauge location from earth
orientation parameters obtained from the website of the International Earth Rotation
and Reference System Service (IERS) (Vondrak et al., 1995). The energy at 14 months
in western North Atlantic tide gauges was found to be significantly coherent with the
equilibrium pole-tide. Variability associated with the pole-tide was then removed
from the tide gauge series by subtracting calculations of the equilibrium pole tide in
order to prevent leakage of the pole-tide energy into the low-frequency analysis.
Remaining high-frequency variability was removed using a convolution low-
pass filter with half-amplitude response at 18 months. The filter passed less than
10% of the amplitude at periods shorter than 1.3 years and passed greater than 90%
of the amplitude at periods longer than 1.9 years.
3.2.2 Description of the time series
The low-passed monthly mean series listed in Table 3.1 are shown together in Fig-
ure 3.2, which visually illustrates the basin-scale covariance spanning the western
North Atlantic at interannual to decadal periods (e.g. Maul and Hanson, 1991; Häkki-
nen, 2000; Douglas , 2005). The arithmetic mean of the time series shown accounts
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Figure 3.2: Monthly mean tide gauge sea levels from around the western North At-
lantic. A mean annual cycle and trend are removed, and each series is low-passed
with a convolution filter passing >90% amplitude at periods longer than 1.9 years.
for ∼50% of the total variance in the low-passed curves.
Mechanisms associated with interannual to decadal variability of North At-
lantic coastal sea level are summarized in Section 3.1, but it is unclear how sea level
is homogenized across physical and oceanographic boundaries. The narrow width and
swift currents of the Straits of Florida are likely to impede propagating waves from
entering the Gulf of Mexico from the deep ocean, and the coastline north of the Gulf
Stream separation is influenced by a different set of processes than the coast of the
subtropical gyre. These boundaries are important for understanding the subtleties of
the basin-scale coherent variation, because as will be shown, residuals from the mean
of the low-passed series are regionally correlated for distances of O(1000 km).
These preliminary observations suggested the need to physically link low-
frequency sea level variability upstream of the Straits of Florida with sea levels north
of the Gulf Stream separation while simultaneously accounting for regional differ-
ences. Our approach was to first reduce the dimensionality of the low-passed tide
gauge dataset by averaging time series where possible into a small number of re-
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gional curves. We then explored the merits of various mechanisms for explaining the
evolution of the regional series while attempting to distinguish between mechanisms
responsible for the basin-scale coherence and those responsible for regional differences.
3.3 Region definitions
The first objective was to reduce the dimensionality of the tide gauge dataset by ac-
counting for a maximum amount of variance with as few curves as possible. Ideally,
the set of curves would be composed of a small number of regional time series, each
of which represents a large fraction of the variance in a subset of the gauges. The
limited data available in the Caribbean was averaged into a single regional curve,
but it was not obvious how to group the remaining tide gauges along the U.S. and
Canadian coasts. The basic principle applied to defining the regions was to maximize
correlation of the sea level series within each region while simultaneously minimizing
the correlation between gauges in adjacent regions. A logical first guess for the re-
gional boundaries was to make physically sensible delineations based on geographic
and oceanographic features. In the western North Atlantic, two such features are the
Straits of Florida and the Gulf Stream separation. The first guess served as a reality
check for more objective methods and as a target for the number of regions to define.
We expanded upon our initial guess by using an agglomerative hierarchical
cluster analysis, which is an objective method for grouping entities based on their
distance from each other. The term ‘distance’ does not necessarily imply a spatial
measurement and can be defined as any measure relating the entities. In this case,
correlation was used as the distance measure. Clusters began as single tide gauges,
and each iteration of the cluster analysis requires the two closest (or most highly
correlated) clusters to be grouped. Iterations continue until the distance between re-
maining clusters is greater than some predetermined value at which clusters are con-
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sidered unrelated. The essential choices when using cluster analysis are the measure
of distance and how to calculate distance between two clusters containing multiple
entities, which is termed the ‘linkage method’. We used three different linkage meth-
ods, each of which resulted in similar clusters. The independence of the result to the
choice of linkage method gives some confidence that the resultant clusters are robust.
The results of the cluster analysis are not detailed here, because they essen-
tially confirmed the logic of the initial guess. However, the cluster analysis did reveal
a few subtleties. The resultant cluster for the gauges at Naples, Key West, and Mi-
ami were the most sensitive to the linkage method. Each of the three appeared to be
equally well suited to cluster with either gauges in the Gulf of Mexico or gauges along
the Southeast coast of the U.S. We chose to absorb the Naples and Key West gauges
into the Gulf of Mexico region and the Miami gauge into the Southeast region on the
basis of natural geographic boundaries. The cluster analysis also suggested a separa-
tion of gauges north of Boston into a distinct region. This is physically reasonable,
because the western boundary current acquires a primarily zonal orientation north
of Boston. We therefore separated gauges north of Boston into a distinct region.
Finally, we chose to exclude the gauge at St. John’s Field from any region, because
it did not cluster at a reasonable distance.
The regional tide gauge series are thus defined as the Caribbean Sea (CS),
Gulf of Mexico (GOM), Southeast (SE), Northeast 1 (NE 1), and Northeast 2 (NE 2),
where the first column of Table 3.1 lists the region for each gauge. Figure 3.3 shows the
median, maximum, and minimum correlations between time series within each region
compared to the median, maximum, and minimum correlations between time series in
adjacent regions. The low correlation between gauges from adjacent regions compared
to relatively higher correlations within regions supports the region definitions. The
GOM and SE regions are the most similar, which explains the sensitivity of the gauges
in southern Florida to the choice of linkage method.
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Figure 3.3: Median and range for correlations between low-passed tide gauge series
within each region (blue) and between gauges in adjacent regions (red).
Figure 3.4a shows the regional time series calculated as the arithmetic mean
at each time over the gauges in each region. Together, the regional series account
for 79% of the total variance in the tide gauge dataset. The similarity of the 4
regional curves during the 1970s through the early 1990s is striking, which further
illustrates the presence of the basin-scale variability stretching from southeast Canada
to the Gulf of Mexico. We interpret the mean over the regional curves, shown in
black, to represent the basin-scale variability, which alone accounts for 52% of the
total variance. Figure 3.4b shows the residuals of the regional series from the mean
curve. These residual curves account for 27% of the total variance in the dataset and
represent the regional scale coherence differing from the basin-scale variation.
3.4 Model diagnosis
Averaging gauges within regions reduced the dimensionality of the tide gauge dataset
to five regional curves while still accounting for almost 80% of the variance at periods
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Figure 3.4: (A) The regional time series calculated as the arithmetic mean of the
low-passed tide gauge series in each region. The black line is arithmetic average of
the regional series. (B) The individual regional series in Panel A minus the thick
black mean curve.
longer than about 18 months. Mechanisms responsible for the evolution of the regional
curves are ideally separated into those responsible for basin-scale coherence and those
responsible for regional differences. The task was to assess the relative importance of
physical processes in each region known to affect coastal sea level. Processes of leading
order and correlated between regions were sought as likely processes responsible for
the basin-scale coherence.
The primary limitation of the analysis was insufficient oceanic observations at
the desired spatial and temporal scales to effectively separate the effects of various
process in the tide gauge time series. A model is one way to overcome the limitations of
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sparse observations, but the model must be able to reproduce the observed coastal sea
level. A model capable of reproducing the coherent tide gauge observations provides
a dynamically consistent framework in which to diagnose the processes likely to have
produced the observations. The important processes in the model are not guaranteed
to represent nature, but they do represent at least one feasible explanation.
3.4.1 The GECCO model
An applicable model spans the period of investigation and is forced by and consistent
with atmospheric and oceanic observations, because the objective is to explain in situ
observations of coastal sea level and relate them to actual forcing. One such model
is the German contribution to the consortium for Estimating the Circulation and
Climate of the Ocean (GECCO, Köhl et al., 2006), which is an effort to assimilate in
situ and satellite data using the ECCO/MIT joint ocean circulation model (Marshall
et al., 1997a,b) over the 50 year period from 1952-2001.
The model is configured with 1◦ × 1◦ horizontal resolution between latitudes
80◦S and 80◦N with 23 vertical layers. The governing equations are hydrostatic with
an implicit free surface, meaning sea surface height (SSH) is not an explicit variable
but rather computed a posteriori from the model solution. The model is forced by
12-hourly horizontal wind-stress and daily surface fluxes derived from NECP Reanal-
ysis, and the optimization of the solution toward the assimilated observations was
performed via the adjoint method. The computed oceanic model fields and atmo-
spheric forcing are available as monthly means on the computational grid and were
obtained from the ECCO website (http://www.ecco-group.org). The available fields
are velocity (u, v, w), potential temperature (Tθ), salinity (S), sea surface height (η),
atmospheric wind-stress, and surface fluxes of salt and heat.
We note that GECCO assimilates tide gauge data, which initially raised ques-
tions about the validity of using GECCO to assess the important physics associated
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with the observations. We were concerned by the potential for coastal SSH in GECCO
to be forced toward the observations in an unphysical manner. However, we do not
find the assimilation of the tide gauge data to be problematic. First, the weights
given to the tide gauge observations were small and the misfits of the solution to the
observations were unchanged during the optimization (Köhl and Stammer , 2008).
Thus, the evolution of the model solution can be assumed to be largely independent
of the assimilated tide gauge observations. In addition, we tested this assumption
by examining the model output in areas surrounding open ocean island gauges at
Bermuda and Midway Island. In the case where assimilated tide gauge data affected
the solution in a dynamically inconsistent manner, we expected to find a region of
influence around each tide gauge where the solution differed with grid cells further
from the gauge. No evidence for the effect of tide gauge assimilation was found in
our tests of the GECCO output.
3.4.2 Comparison of model to observations
Observations from individual tide gauges were first compared with corresponding
time series from the nearest GECCO grid points (not shown). Correlations were
highly significant, providing confidence in the ability of GECCO to reproduce the
observations. However, the need to compare GECCO to the observed regional curves
required demarcation of regions in the GECCO model grid. Regions were defined in
order to create regional series of coastal SSH from GECCO and to create regional
domains in which to diagnose the important physics for the evolution of the regional
series. The locations of regional boundaries in the GECCO grid are based on the
same geographic and oceanographic boundaries that proved useful when grouping
the tide gauges. The boundaries are shown as red lines in Figure 3.1. Model regions
were defined for the GOM, SE, and NE, and the Caribbean Sea was split into two
regions (CS 1 and CS 2). The decision was made to combine NE 1 and NE 2 into a
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Figure 3.5: Comparison of tide gauge observations (blue) and time series of GECCO
coastal SSH (red). The first four pairs are the average over tide gauges in each region
with the average over all GECCO coastal grid points in the same region. The fourth
pair is the mean of the regional curves for both tide gauges and model in the first
four pairs. Correlations between tide gauge and GECCO time series are given.
single region due to the absence of a sensible geographic or oceanographic feature to
differentiate between the regions in the model.
For the purposes of comparing GECCO to the regional tide gauge series, all
gauges in the NE 1 and NE 2 regions were averaged into a single NE curve, and the
GECCO regions CS 1 and CS 2 were combined. Regional time series of coastal SSH
from GECCO were calculated as the average over all coastal grid points in each region
during each month. The mean annual cycle was removed and each series was low-
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pass filtered identically to the observations. A quadratic trend was removed from each
model series due to apparent drift in the model solution. The removal of the quadratic
trend appreciably improved the correlation of the model with the observations.
The observed regional sea level curves are shown with the low-passed and
filtered regional series from the model in Figure 3.5. Correlations are greater than 0.7
and significance levels from Monte Carlo simulations exceed 95% in the GOM, SE, and
NE regions. The lower correlation in the CS region is likely due to the limited available
data. The mean over the observed regional series and the mean over the regional
series from GECCO are the bottom pair of curves. The correlation between the
mean series is 0.78. Therefore, the model reproduces the observed regional sea level
variability to good approximation. In particular, the regional curves from GECCO
contain a component which is coherent over all regions, and the coherent variability
is significantly correlated to the observed basin-scale variation from tide gauges.
3.4.3 Diagnostic equation
There are two primary ways to change coastal sea level along a boundary at the
spatial and temporal scales represented by the regional curves. The first is to change
the volume of water in the region leading to a change in the mean elevation of the
sea surface. The second is to vary the geostrophic surface flow, which causes sea
level at the coast to vary relative to sea level offshore of the current. These two
processes can be represented by simplified versions of the equations of motion under
the hydrostatic and geostrophic approximations, which can be written in terms of sea
surface height (η),
∂η
dt
= −∇H ·U, (3.1)
∂η
dx
=
f
g
vs, (3.2)
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where ∇H is the horizontal gradient operator, U is the vertically integrated horizontal
velocity vector, x is the coordinate perpendicular to the coast, f is the Coriolis pa-
rameter, g is the gravitational acceleration constant, and vs is the alongshore surface
velocity. The the alongshore pressure gradient is ignored, because it is small in the
vicinity of the western boundary current.
Integrating Equation 3.1 in time and over an arbitrary ocean surface area gives
an equation for the average sea surface height in a region of the horizontal domain,
η = − 1
A
∫ t
t0
Unet dt, (3.3)
where A is the surface area of the region,
Unet ≡
∮
P
U · nˆ dP (3.4)
is the net vertically integrated transport out of the region, nˆ is the outward normal,
and P is the horizontal perimeter of the region. A new variable, η′, can then be
defined as the surface height anomaly in a region relative to η,
η′ ≡ η − η. (3.5)
Substituting Equation 3.5 into Equation 3.2 and integrating from the coast to the
offshore boundary gives
η′o − η′c =
f
g
Vs, (3.6)
where Vs =
∫ xo
xc
vs dx, and η′o and η′c are sea surface height anomalies at the offshore
and coastal boundaries, respectively. Equation 3.6 is parametric in the alongshore
coordinate, so it is possible to calculate the average coastal sea level level in a region
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by averaging Equation 3.6 in the alongshore direction. Using the definition of η′
(Equation 3.5) and solving for average coastal sea level gives
ηc = η +
[
ηo − η −
fVs
g
]
, (3.7)
where the first term on the right hand side represents the contribution to coastal
sea level variability from a net volume increase, and the terms in brackets represent
variability associated with geostrophic tilting of the ocean surface about the mean.
The relative importance of net transport and geostrophic tilting in the evolution of
the regional sea level curves were analyzed using Equation 3.7 as a diagnostic, which
may be summarized in an average sense over any region by
ηcoast = η + ηtilt. (3.8)
The diagnostic is illustrated schematically in Figure 3.6.
3.4.4 Application of diagnostic in GECCO
Time series of η for each of the defined regions in GECCO were calculated as the
average SSH over the surface grid cells in each region. However, η is interpreted
per Equation 3.3 as the time integral of the net horizontal volume transport into
the regions. The interpretation is supported by Figure 3.7, which shows the average
SSH and time integral of net horizontal volume transport into each GECCO region.
Correlations are high and highly significant with the exception of the NE region in
which the correlation is substantially lower. The lower correlation in the NE is due
to shallow areas of the model domain where the available monthly averages are not
sufficiently accurate to integrate the continuity equation. The coastal and offshore
terms in the diagnostic, ηc and ηo, are averages of eta along the coastal and offshore
boundaries of each region.
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Figure 3.6: Schematic illustrating Equation 3.7.
The quantity Vs in Equation 3.7 is the upper 100m surface velocity integrated
in the cross-current direction. The quantity fVs is then the average of fVs in the
along-current direction where the region geometry and trajectory of the current are
straightforward (CS 1, CS 2, SE). In regions with complicated current trajectories
(GOM, NE), fVs is the average of fVs at the boundaries where the current flows into
and out of the region. The latter method using only the in and out flow in some
56
W of 295 ◦E
R = 0. 96
CS 1
R = 0. 99
CS 2
R = 0. 98
GOM
R = 0. 91
SE
R = 0. 93
NE
R = 0. 73
Relationship of η¯ to time-integrated net transport
1950 1960 1970 1980 1990 2000
-3
0
3
-3
0
3
-3
0
3
-3
0
3
-3
0
3
-3
0
3
c
m
η¯ − 1A
∫
t
Une t dt
Figure 3.7: Average GECCO ssh in each region (η, blue) and time integrated net
horizontal transport into each region (Equation 3.3, red).
regions was validated using the following form of Equation 3.7,
ηo − ηc =
fVs
g
. (3.9)
Using only surface flow into and out of the regions reproduced ∆η equally as well as
the former method in regions where both calculations were possible.
Figure 3.8 shows the time series of ηcst and η + ηtilt for all 5 diagnostic regions.
The sum of the the diagnostic terms (η + ηtilt) is shown in red, the GECCO ssh at
the coast is shown in blue, and the correlation between the two is given in the first
57
CS 1
CS 2
GOM
SE
NE
Contributions to ηcoast in GECCO
1950 1960 1970 1980 1990 2000
-3
0
3
-3
0
3
-3
0
3
-3
0
3
-3
0
3
c
m
ηc oast η¯ + ηt i l t η¯ ηt i l t
Figure 3.8: Components of the diagnostic. The similarity of the GECCO coastal ssh
in each region (red) and the sum of the two diagnostic terms (blue) demonstrates the
ability of the simple diagnostic to capture the majority of the variance in western
North Atlantic coastal ssh from GECCO. In some regions, particularly the NE and
SE, the two diagnostic terms, η¯ (thin black) and ηtilt (dashed black), are equally
important and of opposite sign.
column of Table 3.2. Together, these show that to a good approximation the simplified
physics included in the diagnostic are capable of reproducing the coastal SSH in the
model regions.
The individual terms on the right side of Equation 3.8 are also shown in
Figure 3.8. The relative importance of η (solid black) and ηtilt (dashed black) is
an important feature of these curves, because it is not constant from one region to
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Table 3.2: Statistics relating the diagnostic terms and model SSH at the coast in each
region.
Region R(ηcoast,η + ηtilt) R(η,ηtilt) σ2η/σ2ηcoast σ
2
ηtilt
/σ2ηcoast
CS 1 0.93 -0.37 1.31 0.71
CS 2 0.87 -0.30 1.78 0.48
GOM 0.68 -0.46 0.96 0.65
SE 0.85 -0.58 1.10 0.77
NE 0.93 -0.72 1.40 1.38
the next. This is supported by the last two columns of Table 3.2, which give the
variance ratios of each diagnostic term to the GECCO coastal SSH. In the SE and
NE regions, the variance in the tilting and η terms is comparable or greater than
the variance in the coastal ssh. Thus, the two terms must be anticorrelated and
partially cancel to produce the GECCO SSH, and indeed the η and tilting terms are
not independent in any region. The smallest correlation between the two terms as
shown in the second column of Table 3.2 is -0.3 in region CS 1 and the largest is
-0.7 in the NE. The anticorrelation implies that the two terms may at least partially
reflect opposite effects of the same physical process. The η term is clearly dominant
in the GOM and CS 2 regions upstream of the Straits of Florida, and the tilting term
is least important in the GOM. The sum of the tilting and η terms in the GOM is
less correlated with GECCO coastal SSH (0.68) than the η term alone (0.88). This
is likely due to the relatively small surface area of the boundary current in the GOM
compared to the surface area of the region.
The primary objective for applying the diagnostic was to isolate the mech-
anism(s) responsible for regional similarity from the mechanism(s) responsible for
differences between regions. Figure 3.9 groups the η series from each region in Fig-
ure 3.8A and the tilting series in Figure 3.8B. The η term is visually coherent between
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Figure 3.9: (A) η in each region with η west of the 295◦E meridian. (B) ηtilt in each
region.
all regions, particularly at lower frequencies, whereas the tilting terms appear to be
quite different. It was previously shown that η reflects the time integral of the net
volume transport into each region (Figure 3.7), and since the η terms are the likely
cause of coherence between regions, it is logical to inquire if basin-scale redistributions
of volume into and out of the western North Atlantic are responsible for the coherent
sea level variations in GECCO. The differences between regions in the tilting term
may reflect meridional differences in wind-stress.
The heavy black line in Figure 3.9A shows η calculated over all North Atlantic
grid cells west of 295◦E . As in the individual regions, η over the whole western North
Atlantic is representative of the time integrated net volume transport across the 295◦E
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meridian (Figure 3.7). The meridian at 295◦E was chosen because it intersects both
North and South America creating an enclosed volume in which flow flow can only
enter or leave across the meridian. Correlations between η west of 295◦E and η in CS
2, GOM, SE, and NE exceed 0.8. Therefore, the basin-scale coherence in coastal SSH
from GECCO is largely due to basin-scale volume redistributions into and out of the
western North Atlantic.
Figure 3.4A showed that the regional tide gauge series are coherent when
plotted together, but Figure 3.4B showed that there were substantial differences as
well. The results of the GECCO diagnostic suggest that the coherency between
regions is due to basin-scale zonal volume redistribution, and the differences are due
to the tilting terms. We tested this hypothesis by investigating the effect of correcting
for tilting in the average of the regional tide gauge curves where tilting effect was
important. The tilting effect was shown to be most important in the SE and NE
regions, and we corrected for tilting in regional tide gauge curves from these regions
by simply subtracting the ηtilt diagnostic term calculated from GECCO. The two
pairs of curves in Figure 3.10 show the basin-scale variation associated with net
volume flux from GECCO with the corrected and uncorrected regional tide gauge
averages. The corrected average of regional curves correlates at a higher level than
the uncorrected average, which suggests the corrected average of regional tide gauge
series is representative of a basin-scale volume change responsible for the basin-scale
coherence of sea level in the western North Atlantic. The corrected average was
assumed to represent the coherent portion of the variability in tide gauges we wished
to explain.
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Figure 3.10: (A) η in each region with η west of the 295◦E meridian. (B) ηtilt in each
region.
3.5 Discussion
Regional tide gauge sea level curves in the Western North Atlantic are reproduced in
the SSH fields of the GECCO model to good approximation. We find the evolution of
GECCO coastal SSH in each region is primarily due to two leading order processes.
The first is net volume transport into and out of each region leading to a uniform rise
and fall of the sea surface. The second is geostrophic tilting of the sea surface about
the uniform volume change. Both processes are important to explain the evolution of
coastal sea level in any particular region, but the net volume transport is responsible
for the basin-scale, low-frequency coherence between regions. Furthermore, the net
volume transport in each region is highly correlated with the net volume transport
across the 295◦E meridian. This suggests the basin-scale coherence of coastal SSH in
GECCO is due to basin-scale, zonal redistributions of volume in the North Atlantic.
The average of regional tide gauge series when corrected for the tilting effect also
produces a curve similar to the basin-scale coherent variability from GECCO.
62
3.5.1 Rossby wave contributions to the basin-scale variability
The importance of basin-scale volume redistribution in decadal variability of western
boundary coastal sea level differs from the mechanism proposed by Hong et al. (2000),
who focused on the geostrophic tilt of the sea surface across the boundary current.
The essential difference between the coastal model of Hong et al. (2000) and the
diagnostic presented here is the inclusion of the vertical velocity in the continuity
equation leading to the η term in Equation 3.7. Hong et al. (2000) excluded this
term in the western boundary based on the small scale of vertical velocity compared
to horizontal velocity in the western boundary current. The approximation required
that zonal transport anomalies into the western boundary due to Rossby waves were
entirely converted into meridional divergence in the boundary current. In contrast,
we elected to retain the vertical velocity term allowing both meridional and vertical
divergence in the diagnostic, because the vertical velocities are not small compared
to the rate of change in the sea surface height variability we wished to explain.
The results of the GECCO analysis in the SE and NE regions, which are
similar to the domain in Hong et al. (2000), showed that both the η and ηtilt terms
are necessary to reproduce the evolution of coastal sea level in GECCO (Figure 3.8).
However, the method of Hong et al. (2000) demonstrated significant skill despite
not including the η term. We hypothesized that the portion of coastal variability
associated with η in our analysis may be implicitly included by Hong et al. (2000) in
the offshore boundary conditions calculated from the zonal integration of open ocean
wind-stress curl via a free Rossby wave model. We tested the relationship of the
basin-scale η variability in GECCO to wind-forcing over the North Atlantic using a
free Rossby wave model similar to that of Hong et al. (2000). The theoretical first
baroclinic mode response of the sea surface to GECCO wind-curl forcing at each
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latitude was modeled as a function of longitude and time,
∂η
∂t
− cR ∂η
∂x
= e(x, t), (3.10)
where cR is the first baroclinic mode Rossby wave speed, and
e(x, t) = −∆ρ
ρ0
∇×
(
~τw
ρ0f
)
(3.11)
is the Ekman pumping from GECCO wind-stress (~τw) scaled for sea level assuming
a 1.5-layer model with density difference ∆ρ and Coriolis parameter f . The Ekman
pumping fields were calculated from the monthly GECCO wind-stresses via a line
integral around 2◦×2◦ boxes. A mean annual cycle and trend were removed, and the
Ekman pumping was low-pass filtered using the same filter applied to the sea surface
height fields. Rossby wave speeds were obtained from Chelton et al. (1998) and were
allowed to vary zonally. Values of ∆ρ also varied zonally and were estimated from
time-averaged GECCO potential temperature and salinity fields.
The domain of the Rossby wave calculation spanned model grid points 12.5◦N
to 42.5◦N and 295.5◦E to 335.5◦E. We focused our calculations on the Rossby wave
response to wind-forcing along the 295◦E meridian for computational simplicity, which
is justified by the top pair of curves in Figure 3.11. The two time series represent η
west of 295◦E discussed above and the average SSH along the 295◦E meridian from
GECCO. The correlation between the series is 0.85, which is highly significant based
on a distribution of correlations from 103 pairs of low-passed red-noise series with
identical spectral slopes. The same significance calculation is performed for pairs of
series discussed below. The similarity of the two curves illustrates the zonal extent
of the basin-scale variability associated with net volume flux and suggests that the
leading order processes responsible for the evolution of each time series are the same.
We found the relationship of wind-forced Rossby wave adjustment to η west of
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Figure 3.11: First baroclinic mode Rossby wave contributions to basin-scale SSH
variability in western North Atlantic. The top pair of curves are the the average
GECCO SSH along and west of the 295◦E meridian illustrating the longitudinal
extent of the basin-scale variability. The middle pairs show the basin-scale variability
with the individual contributions from Rossby waves. The bottom pair shows the
basin-scale variability and the sum of the Rossby wave contributions.
295◦E to be two-fold. The first contribution to the total response of SSH to Rossby
waves is the hydrostatic rise and fall of the surface as the pycnocline deepens and
shoals in response to propagating waves. This is the solution to Equation 3.10 and
is denoted by ηrossby. The second pair of curves in Figure 3.11 is the average of
ηrossby along 295◦E and η west of 295◦E . There is a modest, non-significant positive
correlation between the two time series, but the Rossby wave solution by itself does
not capture a large fraction of the variance in the basin-scale variability.
65
A second contribution of Rossby waves to η west of 295◦E is volume transport
due to meridional gradients in the height field. The relatively short meridional de-
correlation length-scale of wind-curl forcing and Rossby wave response in the North
Atlantic compared to the zonal scale (e.g., Sturges et al., 1998) justifies the approxi-
mation of the Rossby wave response as zonally propagating plane waves, but it also
implies geostrophic transport due to the meridional gradients in dynamic height. The
same sort of transports were calculated by Hong et al. (2000) at the offshore bound-
ary of their coastal model, which they converted into meridional divergence in the
boundary and tilt across the boundary current. We estimated these transports at
each latitude by center differencing ηrossby at 2◦ intervals along 295◦E and assuming a
uniform geostrophic velocity over an equivalent depth, He = c21/g, where c1 is the first
baroclinic mode gravity wave speed. The total transport across the 295◦E meridian
due to meridional gradients in the Rossby wave solution was estimated by
Urossby(t) =
42.5◦N∑
y=12.5◦N
gHe(y)
f(y)
∆ηrossby(t, y)
∆y
∆y, (3.12)
which was then numerically integrated in time and divided by the surface area (A)
west of 295◦E to give an estimate of the vertically divergent contribution of the
transports to the average SSH in the western North Atlantic,
η due to Urossby = − 1
A
∑
t
Urossby(t) ∆t. (3.13)
Conversion into vertical divergence is the primary difference in our diagnostic of
GECCO compared to the coastal model of Hong et al. (2000). The integrated trans-
ports and η west of 295◦E are the third pair of curves in Figure 3.11. The correlation
is borderline significant (93%) and higher than for the ηrossby series, but the best cor-
relation results from adding the red curves from the second and third pairs. The sum
is shown with η west of 295◦E in the fourth pair of curves in Figure 3.11. The sum of
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Figure 3.12: Same as Figure 3.11, but the blue curves represent an estimate of η west
of 295◦E from tide gauges.
the contributions reproduces the amplitude and timing of the primary low-frequency
features of the basin-scale volume variability in GECCO and gives a significant (95%)
correlation higher than either term individually.
It has been shown that GECCO reproduces regional sea level from tide gauges
to good approximation (Figure 3.5), and the sum of the terms in the diagnostic (Sec-
tion 3.4.3) captured a majority of the variance in GECCO coastal SSH (Figure 3.8).
The objective was to explain the coherence between regions, and the common vari-
ability in GECCO was shown to result from zonal volume redistributions into and
out of the western North Atlantic (Figure 3.9) related to the response of the ocean to
wind-curl forcing via Rossby waves (Figure 3.11). The final test was to compare the
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average of regional tide gauge series corrected for tilting (Figure 3.10) to the Rossby
wave calculations. The comparison relates the Ekman pumping from NCEP wind-
curl fields directly to the tide gauge series, where the only artifact of the GECCO
diagnosis is the correction for tilting in the SE and NE regions. Figure 3.12 is similar
to Figure 3.11, except η west of 295◦E from GECCO is replaced with the estimate
of the same quantity from the corrected average of regional tide gauge series. The
sum of the Rossby wave contributions correlates significantly (95%) with the cor-
rected tide gauge curve, and the Rossby wave contributions are particularly skilled at
reproducing the low-frequency variations in the corrected tide gauge series. The sig-
nificant correlation suggests that the low-frequency, basin-scale coherence observed in
tide gauge sea levels is at least partially due to zonal volume redistributions resulting
from the Rossby wave response of the ocean to open-ocean wind-curl forcing.
3.5.2 Atmospheric forcing of the Rossby wave contributions
The two contributions of Rossby waves to the basin-scale sea level variability were
estimated by integrating the atmospheric forcing from east to west over the domain.
However, since the Rossby wave speeds were taken to be constant in time, the response
along 295◦E is numerically equivalent to a linear supposition of the lagged pumping
series with the lag increasing from west to east. The linear nature of the calculation
means that the contribution to the integral at 295◦E from each individual ekman
pumping grid point can be quantified. This allows for the identification of regions in
the Ekman pumping fields with the greatest contribution to the Rossby wave influence
on the basin-scale coherent sea level.
The first contribution of Rossby waves to the basin-scale sea level variability
was the height field of the Rossby wave itself (ηrossby, curve 1 in Figure 3.11). We
calculated this time series by integrating the full zonal resolution of the forcing along
the Rossby wave characteristics, but there is an alternative way to achieve the same
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Figure 3.13: (A) Correlations of ηrossby with the contribution to ηrossby at each point
in the domain. (B) Regression coefficients for the same series in (A).
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result. The alternative is to integrate only the pumping at each individual location
along the characteristics and then sum the contributions from each location. Fig-
ure 3.13 shows the correlation and regression coefficients for the contribution of the
Ekman pumping from each location to ηrossby with ηrossby itself. Interestingly, the
pattern of correlation and regression coefficients suggest that that not all areas of the
domain contribute equally to the SSH variability.
A similar analysis is possible for the contribution of the meridional gradient
in ηrossby to the basin-scale variability (curve 2 in Figure 3.11). This is possible by
computing the meridional gradients in the Ekman pumping first and then integrating
the gradients at each location along the characteristics to the 295◦E meridian. Fig-
ure 3.14 is the same as Figure 3.13 but for the contribution of meridional gradients
in the Ekman pumping. The white box in Panel A is discussed below.
Because not all regions in the Ekman pumping fields contribute equally to the
result, it is logical to ask if the same result can be achieved using only a subset of
the forcing domain. We tested this hypothesis by repeating the calculation of the
Rossby wave contributions to the basin-scale sea level variability with Ekman pump-
ing fields that were set to zero outside of the white box in Figure 3.14B. The limits
of the box enclose about 30% of the domain and were chosen somewhat arbitrarily to
encompass the regions in Figures 3.13 and 3.14 with the largest positive contribution
to the integrals. The calculation of the Rossby wave contributions to the basin-scale
variability using the pumping over the subset of the domain is shown as the blue
curve in Figure 3.15. The curve previously shown as the sum of the two Rossby wave
contributions in Figures 3.11 and 3.12 from the full Ekman pumping fields is shown
in red. The two time series are highly correlated, which suggests that the Rossby
wave contributions to the basin-scale coherence in sea level can be traced to Ekman
pumping variations over a relatively small region of the North Atlantic. The finding
that a limited forcing domain accounts for a large fraction of the large-scale coherent
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Figure 3.14: (A) Correlations of time-integrated Urossby with the contribution to time-
integrated Urossby from meridional gradients in the Ekman pumping at each point in
the domain. The white box represents a subset of the domain discussed in the text.
(B) Regression coefficients for the same series in (A).
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Figure 3.15: Sum of the Rossby wave contributions for the limited and full Ekman
pumping domain. The limited domain curve was calculated using only Ekman pump-
ing inside the white box in Figure 3.14A.
variation is an interesting result, but we note that the result remains speculative. It
is unclear a latitudinally confined domain of the forcing can account for the coherence
over the whole meridional domain of the calculation, and this will be the subject of
ongoing work.
3.6 Conclusions
Coastal sea level variations at interannual and longer periods in the western boundary
of the North Atlantic are coherent over large spatial scales (>1000 km) (e.g., Thomp-
son, 1986; Maul and Hanson, 1991; Unal and Ghil , 1995; Häkkinen, 2000; Douglas ,
2005). The coherence spans oceanographic and geographic boundaries, such as the
Gulf Stream separation and the Straits of Florida. Low-frequency sea level variations
in the North Atlantic are correlated with variations in the intensity and location of
atmospheric pressure centers (Maul and Hanson, 1991; Woolf et al., 2003; Kolker and
Hameed , 2007; Miller and Douglas , 2007), but the inverted barometer effect does not
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explain the relationship (e.g., Maul and Hanson, 1991; Miller and Douglas , 2007).
Proposed dynamic links between sea level in the North Atlantic western boundary
and atmospheric forcing include modulations in the strength of the subtropical gyre
via Rossby waves (Hong et al., 2000) and meridional overturning (Häkkinen, 2001).
However, it remains unclear how coastal sea level variations are homogenized from the
Caribbean to Nova Scotia. Our results suggest the basin-scale coherence of sea level
variability in the western North Atlantic is due to zonal redistributions of volume due
to the response of the ocean to wind-curl forcing in the form of long Rossby waves.
The first objective was to reduce the dimensionality of the tide gauge dataset
by accounting for a maximum amount of variance with as few curves as possible. Five
regional sea level series accounting for almost 80% of the variance in the dataset were
created by averaging gauges along sections of coastline. Regional boundaries were
defined by maximizing correlation between gauges within regions while minimizing
correlation between gauges in adjacent regions. The leading order processes respon-
sible for the evolution of the regional curves were diagnosed using SSH fields from
the GECCO ocean model, which reproduced the tide gauge variability to reasonable
approximation. Coastal SSH variability in the North Atlantic western boundary from
GECCO was found to primarily result from a combination of vertical divergence re-
sulting in a rise and fall of the mean surface elevation and geostrophic tilt about the
mean surface across the boundary current. The importance and temporal structure
of the tilting effect varied across regional boundaries, but the divergence term ap-
peared coherent between regions. The coherence of the divergence term was due to
basin-scale zonal redistributions of volume across the 295◦E meridian in the GECCO
model.
Motivated by the results of (Hong et al., 2000), calculations of wind-curl from
the GECCO wind-stress forcing fields were used to estimate the SSH response to the
forcing in the form of first-baroclinic mode long Rossby waves. The sum of the Rossby
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wave solution and the basin-scale vertical divergence associated with meridional gra-
dients in the solution (Equations 3.12-3.13) were found to significantly correlate with
calculations of average SSH west of 295◦E from GECCO and tide gauges. Further-
more, the Rossby wave contributions to the basin-scale coherent sea level variability
were found to primarily originate from Ekman pumping over a relatively small re-
gion of the North Atlantic. The mechanism of coherent variation suggested by our
results differs from (Hong et al., 2000) due to the inclusion of vertical divergence in
the model diagnostic and the focus on the basin-scale coherent variability. Meridional
divergence and the associated tilting of the sea surface across the boundary current
as suggested by (Hong et al., 2000) is important at regional scales.
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Chapter 4
Dynamics of decadal variability in the
Northeast Pacific from sea surface height
4.1 Introduction
The primary mode of decadal variability in the North Pacific is the Pacific Decadal
Oscillation (PDO), which is generally defined as the first principal component of the
sea surface temperature (SST) in the North Pacific (Mantua et al., 1997). The warm
(cold) phase is characterized by warm (cold) SST anomalies along the west coast of
North America from the tropics to the Alaska Gyre and cold (warm) anomalies in
the central and western North Pacific. Variations in PDO phase are associated with
regional changes in atmospheric circulation (Zhang et al., 1997; Deser and Blackmon,
1995; Trenberth and Hurrell , 1994), drought (McCabe et al., 2004), and fisheries
(Mantua et al., 1997). The PDO may also interfere with other climate modes (e.g.,
Zhao and Moore, 2009). A persistent transition of the PDO from cold to warm phase
occurred during the late 1970s (e.g., Trenberth and Hurrell , 1994; Graham, 1994;
Miller et al., 1994), and a return to the cold phase following the 1998 El Niño event
has been suggested (Peterson and Schwing , 2003).
A substantial body of literature is dedicated to describing and modeling decadal
variability in the North Pacific. However, consensus is not reached concerning the
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classification of the PDO as an externally forced phenomenon or an internal coupled
mode of the North Pacific. Externally forced explanations generally frame the PDO
as an extratropical expression of the El Niño Southern Oscillation (ENSO, Seager
et al., 2004; Vimont , 2005) or as the combination of ENSO and stochastic atmospheric
forcing (Newman, 2007; Schneider and Cornuelle, 2005). Coupled mode studies focus
on ocean-atmosphere feedbacks (e.g., Latif and Barnett , 1994, 1996; Schneider et al.,
2002) and Rossby wave adjustment (e.g., Qiu et al., 2007).
Our objective was to develop a method for investigating how atmospheric
forcing leads to PDO patterns in the ocean, which may help to distinguish between
theories of PDO origin. One possibility is that the expression of the PDO in the
ocean reflects a local integration of atmospheric forcing. This is the standard null
hypothesis of oceanic decadal variability (Hasselmann, 1976). In support of the null
hypothesis, Lagerloef (1995) and Cummins and Lagerloef (2002) were able to ac-
count for long-term dynamic height variations in the Northeast Pacific via a linearly
damped model forced by Ekman pumping associated with low-frequency variations
in the Aleutian Low. A second possibility is that the large-scale, low-frequency PDO
patterns are due to the excitation of long baroclinic Rossby waves, which communi-
cate atmospheric forcing from east to west across the basin with a decadal time-scale
set by the long Rossby wave speed. This is an important mechanism in the coupled
mode theories of the PDO (Latif and Barnett , 1994, 1996; Schneider et al., 2002; Qiu
et al., 2007), and was applied successfully in portions of central and eastern North
Pacific by Fu and Qiu (2002). Interestingly, both Fu and Qiu (2002) and Cummins
and Lagerloef (2002) demonstrate similar skill in areas where their respective domains
overlap despite emphasizing different physical mechanisms. The apparent equivalence
of the two dynamical approximations demonstrates the need to objectively assess the
relative importance of propagation and local forcing in low-frequency variations in
the North Pacific.
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We present a method for determining the relative roles of the linearly damped
response to atmospheric forcing and propagating Rossby waves in the North Pacific
using sea surface height (SSH) fields from altimetry. The PDO is traditionally defined
as a low-frequency pattern of SST, but the PDO is equally well expressed in SSH. An
index of the PDO derived from SSH and dynamic height has been shown to correlate
well with the SST-based index and contain less high-frequency energy than its SST-
based counterpart (Cummins et al., 2005). SSH is an ideal variable for investigations
of decadal oceanic variability, because it is an expression of ocean dynamics and
thermodynamics, both of which are important for basin-scale modes.
The total response of SSH (η) to atmospheric forcing in the form of damped
local variations and propagating waves is represented by the governing equation,
∂η
∂t
− cR ∂η
∂x
= −∆ρ
ρ
WEk − λη, (4.1)
where cR is the zonal phase speed of long Rossby waves, ∆ρ/ρ sets the amplitude
of the response and represents the density difference between the surface layer and
interior, WEk is the Ekman pumping velocity anomaly, and λ is an inverse damping
time-scale. The nature of the SSH response to atmospheric forcing depends on the
relative importance of the 2nd and 4th terms in the governing equation. When the
4th term dominates, the governing equation reduces to the null hypothesis model
of (Hasselmann, 1976). This approximation to the governing equation was shown
to be particularly effective in hind-casts of dynamic height and SSH in the region
of the Alaska Gyre when the damping time-scale is ∼1-2 years (Lagerloef , 1995;
Cummins and Lagerloef , 2002, 2004). Including the propagation term was not found
to appreciably improve hind-cast skill in the region (Cummins and Lagerloef , 2004;
Capotondi et al., 2005), but including the spatial variation of ∆ρ/ρ did increase skill
(Cummins and Lagerloef , 2004). The importance of the 2nd term increases as latitude
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decreases, and an undamped form of the governing equation was applied with success
in the North Atlantic (Sturges and Hong , 1995; Frankignoul et al., 1997) and the
western North Pacific (Qiu, 2003; Qiu et al., 2007). A weakly damped version of the
governing equation (λ−1 ≈ 6 years) was applied by Fu and Qiu (2002) to a broader
region of the North Pacific (10◦N-50◦N), where they found good correlation with SSH
from altimetry.
The following analysis details a method for optimizing the coefficients in Equa-
tion 4.1 (cR, ∆ρ/ρ, and λ) in an attempt to quantify the relative importance of
damping and propagation in the response of the ocean to atmospheric forcing in
the Northeast Pacific. We outline the method, test the sensitivity of the optimized
coefficients to noise, and apply the method to modeled and satellite-derived SSH
fields. The amount of variance captured by the optimization method in SSH fields
from an ocean model and altimetry is promising, but more work is needed to address
issues concerning cross-fitting between the parameters. With further development,
the method may be used to provide important insight into the dynamical processes
governing low-frequency, PDO-like ocean variability in the North Pacific.
4.2 Method
The method for optimizing the coefficients in Equation 4.1 involved solving the gov-
erning equation over a set of reasonable values for the coefficients and searching for
that parameter space for minimum between the solution and observed field. The ap-
proach was to first derive an integral solution to the governing equation, which can be
integrated numerically over the spatial and temporal domain. To obtain the solution,
Equation 4.1 was reformed in terms of a damping length-scale,
κ(x) ≡ λ(x)
cR(x)
, (4.2)
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giving a governing equation for η(x, t) of the form
∂η
∂x
− 1
cR
∂η
∂t
= f(x, t) + κη, (4.3)
where the parameter λ(x) is replaced by the parameter κ(x), and f(x, t) is the nor-
malized forcing function given by
f(x, t) =
∆ρ
ρ
WEk(x, t)
cR
. (4.4)
The solution to Equation 4.3 is derived in detail via the method of characteristics in
Appendix A and is given by
η(x, t(x)) =
η(xo, t(xo)) +
∫ xo
x
E(x′)f(x′, t(x)) dx′
E(x)
, where
E(x) = e
∫ xo
x κ(x
′) dx′ , and
t(x) = to +
∫ xo
x
c−1R (x
′) dx′,
(4.5)
where the independent variable x is no longer the zonal coordinate, but rather the
coordinate along characteristics. The geometry of the characteristics is determined
by zonal variation of the Rossby wave speed, which is illustrated for two example
latitudes in Figure 4.1.
The solution along the characteristics was calculated at each point in a defined
parameter space spanning sets of realistic values for the coefficients in Equation 4.3
(cR, κ, and ∆ρ/ρ). Optimization of the coefficients consisted of searching the pa-
rameter space for the combination of parameter values that minimized the residual
variance between the solution to the governing equation and the SSH fields. The
governing equation is parametric in the meridional coordinate, and thus the equation
was solved and parameters were optimized at each latitude independently.
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Figure 4.1: Rossby wave speeds (colors, Chelton et al. (1998)) and example charac-
teristics (lines) for latitudes 30.5◦N (top) and 40.5◦N (bottom).
80
4.3 Idealized Forcing
Before applying the method to sea surface height and Ekman pumping data, we tested
the ability of the fitting routine to return prescribed parameters given an idealized
forcing function with an exact analytical solution. A 15 year idealized forcing function
was formed as a superposition of sinusoids with phase varying in x and t. The forcing
was assumed to be at a single latitude (40.5◦N) over the longitudinal range 160◦E to
230◦E. The theoretical SSH field given the idealized forcing was calculated analytically
from Equation 4.5. The solution assumed Rossby wave phase speed cR = 1.5 cm/s,
damping scale 1/κ = 1500 km, and ∆ρ/ρ = 0.003. The idealized forcing function and
exact analytical solution to Equation 4.3 are shown in Figure 4.2. The solution for
η(x, t) in Figure 4.2B shows the expected Rossby wave propagation to the west and
illustrates the relatively red spectrum of the ocean response when compared to the
spectrum of the forcing.
To test the ability of the method described in Section 4.2 to accurately fit
known parameters, the forcing in Figure 4.2A and boundary conditions from Fig-
ure 4.2B were input to the fitting method, which returned the best fit solution to
the height field shown in Figure 4.3B. Parameters were searched over the domain de-
fined in the last two rows of Table 4.1. The fitted parameters for the initial test case
are given in the second row of Table 4.1. The fitting method accurately reproduced
the known solution for η(x, t) and returned estimates of the parameters close to the
known values.
A primary concern for applying the optimization method to data was the
effect of noise on the fitted values of the coefficients. More stringent tests were
necessary to evaluate the sensitivity of the fitting method to the presence of random
variability in the forcing and SSH height fields. Three test cases were created to
evaluate the sensitivity of the fitting method to noise in individual inputs to the
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Figure 4.2: Idealized forcing and analytical solution. (A) Idealized Ekman pumping
forcing function formed as a supposition of sinusoids with phase varying in both x
and t. (B) The solution as derived in Appendix A given the forcing function in (A).
The solution was calculated assuming latitude 40.5◦N, Rossby wave speed cR = 1.5
cm/s, damping scale 1/κ = 1500 km, and ∆ρ/ρ = 0.003.
method. White noise with unit signal to noise ratio was added to one of the forcing
function, boundary conditions, or SSH field used to assess goodness of fit. A best
fit solution was calculated for 102 noise realizations for each noise case. The median
and 1-σ error estimate for each parameter are recorded in rows 3-5 of Table 4.1. The
table shows that noise in the forcing function is most detrimental to the fits. When
random variability is added to the forcing, the fitted values for cR and κ−1 are biased
high, and ∆ρ/ρ is biased low. Noise in the boundary conditions does not appear to
adversely affect fits of cR and ∆ρ/ρ , but the values of κ−1 are fit to the lower bound
of the search range for every iteration. Thus, the preference of the fitting method is
to damp out variability originating from the boundary when they are independent
of the solution away from the boundary. Examples of the best fit solutions when
adding noise to the forcing and boundary conditions are shown in Figure 4.2C-D,
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Analyt ical solut ion for η(x, t)
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Figure 4.3: Examples of best fit solutions in various noise cases. The best fit pa-
rameters used to calculate the η(x, t) fields in the figure are shown in Table 4.1. (A)
Exact analytical solution from Figure 4.2B repeated for comparison. (B) Best fit
solution without adding noise. (C) Example best fit solution when white noise (sig-
nal:noise = 1:1) is added to the ideal forcing. (D) Example best fit solution when
white noise (signal:noise = 1:1) is added to the boundary conditions.
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Table 4.1: Distribution of fitted parameters and the search domain in tests of method
sensitivity to noise for a known solution.
Case cR (cm/s) 1/κ (km) ∆ρ/ρ (× 10−3)
Known values 1.5 1500 3.0
No noise 1.5 1400 3.0
Noise in forcing 1.8 ± 0.1 1800 ± 200 2.2 ± 0.1
Noise in BC 1.5 ± 0.2 1000 ± 0 3.2 ± 0.1
Noise in η field 1.5 ± 0.1 1500 ± 100 3.0 ± 0.1
Noise in all 1.6 ± 0.1 1000 ± 100 2.6 ± 0.1
Filtered noise in all 1.6 ± 0.1 1500 ± 100 2.8 ± 0.1
Search domain 1.0 ≤ cR ≤ 2.0 1000 ≤ 1/κ ≤ 2000 2.0 ≤ ∆ρ/ρ ≤ 4.0
Search interval 0.1 100 0.2
which may be compared to the best solution without noise in Figure 4.2B. Adding
noise to the SSH field, but not to the boundary conditions, did not lead to bias or
large instabilities of the fitted parameters.
The sensitivity of the fitted parameters to noise in the forcing function is par-
ticularly problematic, because calculations of wind-curl involve derivatives of already
noisy wind speed estimates. Previous studies of low-frequency SSH variations in the
North Pacific mitigated the effect of noise by filtering the forcing and SSH fields.
Lagerloef (1995), Cummins and Lagerloef (2002), and subsequent papers filtered Ek-
man pumping fields by truncating an expansion of the pumping fields on empirical
orthogonal functions (EOFs). They assumed spurious and erroneous pumping vari-
ability was primarily contained in the highest order modes. Fu and Qiu (2002) were
concerned with the propagation of long Rossby waves and filtered their pumping and
SSH fields based on theoretical critical frequencies and wavelengths at the limit of
the long wave approximation. The critical frequencies for first baroclinic mode long
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Rossby waves at a particular latitude φ0 are given by
ωc =
βc1
2f0
, (4.6)
where f0 is the Coriolis parameter at latitude φ0, β is the meridional gradient of f in
the vicinity of φ0, and c1 is the first baroclinic mode gravity wave speed. The critical
wavelengths are then calculated as kc = ωc/cR, where cR is the long Rossby wave
phase speed.
The physics included in Equation 4.3 assumes a long Rossby wave approx-
imation, so it was sensible to apply the filtering method of Fu and Qiu (2002) at
critical frequencies and wavelengths in this analysis. White noise was added to the
forcing and SSH fields, and a Monte Carlo simulation of the effect of noise in both
fields was performed for an unfiltered and filtered case. The filtered case employed
a low-pass convolution filter in time and space passing 90% of the amplitude at the
critical frequencies and wavelengths. The combination of the temporal and spatial
filters increased the signal to noise ratio to about 3:1, and increased the accuracy of
the fitted parameters as shown in Table 4.1.
4.4 Fitting parameters in GECCO
The method was applied to SSH fields and wind-stress forcing from a data assimilating
ocean model to assess whether the method could reproduce SSH fields guaranteed to
be dynamically consistent with the forcing. The model fields and wind-forcing are
from the German contribution to the consortium for Estimating the Circulation and
Climate of the Ocean (GECCO, Köhl et al., 2006), which is an effort to assimilate in
situ and satellite data using the ECCO/MIT joint ocean circulation model (Marshall
et al., 1997a,b) over the 50 year period from 1952-2001. The model is configured with
1◦× 1◦ horizontal resolution between latitudes 80◦S and 80◦N with 23 vertical layers.
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Figure 4.4: Distribution of gravity wave speeds (left) and search range for Rossby
wave speeds (right). The shaded area is based on the theoretical long Rossby wave
speed (cR = βc2gw/f 2) for gravity wave speeds (cgw) on the range 1-3.5m/s. The blue
dots in the right hand panel are the average cR at each latitude from Chelton et al.
(1998).
The governing equations are hydrostatic with an implicit free surface, meaning sea
surface height (SSH) is not an explicit variable but rather computed a posteriori from
the model solution. The model is forced by 12-hourly horizontal wind-stress and daily
surface fluxes derived from NECP Reanalysis, and the optimization of the solution
toward the assimilated observations was performed via the adjoint method. The SSH
fields and atmospheric forcing are available as monthly means on the computational
grid and were obtained from the ECCO website (http://www.ecco-group.org).
The fitting routine was applied over the last 10 years of the GECCO simu-
lation (1992-2001), because it most closely overlaps with the altimetry period. The
spatial domain, 25◦-60◦N and 155◦-250◦E, was chosen to be similar to the domains of
Cummins and Lagerloef (2002) and Fu and Qiu (2002). Ekman pumping fields were
calculated from the monthly GECCO wind-stresses via a line integral around 2◦× 2◦
boxes. A mean annual cycle and trend were removed, and the Ekman pumping was
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Figure 4.5: Fitted values of κ (circles) when cR and ∆ρ/ρ are fixed. Values of λ−1
are computed from the fitted κ values (λ = κcR). The range of values represents
a physically reasonable interval to search. The gray shading represents the search
range used in the optimization of all coefficients simultaneously, which corresponds
to 2 ≤ (κcR)−1 ≤ 24 months.
low-pass filtered temporally and zonally passing 90% of the amplitude at the critical
frequencies and wavelengths (Equation 4.6).
The optimization was performed at each latitude independently by searching
over a parameter space of physically reasonable values for the coefficients in Equa-
tion 4.3. The search domain for the Rossby wave speed (cR) was determined at each
latitude independently based on realistic values of the first mode internal gravity wave
speed. Figure 4.4 shows the distribution of theoretical gravity wave speeds (cgw) in
the spatial domain of the calculation (Chelton et al., 1998). The first mode gravity
wave speeds are distributed between 1.0 and 3.5 m/s, and we searched this range at
0.5 m/s intervals. The Rossby wave speeds searched at each latitude were calculated
from the gravity wave speeds using the theoretical dispersion relation of long Rossby
waves, cR = βc2gw/f 2. The right hand panel of Figure 4.4 shows the boundaries of the
cR search space and the mean Rossby wave speed from the theoretical gravity wave
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speeds as functions of latitude. The dimensionless parameter ∆ρ/ρ reflects the rela-
tive density difference from surface to deep ocean in a 1.5-layer model, and reasonable
values of ∆ρ/ρ in the North Pacific are on the order of a few parts in a thousand
(e.g., Wyrtki , 1975). We searched the range 1− 4× 10−3 at intervals of 0.5× 10−3.
Physically reasonable values of the inverse damping length-scale (κ) are more
difficult to ascertain. Cummins and Lagerloef (2002) found optimum values of the
damping time-scale to be 18-24 months, which is related to the damping length-scale
by λ = κcR. However, Fu and Qiu (2002) had success using a damping time-scale
of 5 years. We determined a valid search range for κ by allowing the fitting routine
to choose values of κ while fixing cR and ∆ρ/ρ . The Rossby wave speed was fixed
to to the average theoretical speed at each latitude (cR) and ∆ρ/ρ was fixed to
0.0025. For comparison with the Cummins and Lagerloef (2002) and Fu and Qiu
(2002), we initially fit κ values at each latitude corresponding to 1 ≤ (κcR)−1 ≤ 60
months at 1 month intervals. The resulting fitted κ values are shown in the left
hand panel of Figure 4.5 as circles, and the corresponding time-scales are shown
in the right hand panel. In contrast to Fu and Qiu (2002), the fitted values of κ
for fixed cR and ∆ρ/ρ give time-scales generally less than 20 months and length-
scales less than about 103 km. These time-scales are less than, but not dissimilar to
the time-scales suggested by Cummins and Lagerloef (2002). The gray shading in
Figure 4.5 represents the search range used for the full optimization. The shaded area
corresponds to 2 ≤ (κcR)−1 ≤ 24 months, which was searched at 2 month intervals.
The parameter space for the optimization is summarized in Table 4.2.
Table 4.2: Parameter space for optimization.
Parameter Domain Interval
cR cR = βc
2
gw/f
2, 1 ≤ cgw ≤ 3.5 m/s 0.5 m/s
κ 2 ≤ (κcR)−1 ≤ 24 months 2 months
∆ρ/ρ (1 ≤ ∆ρ/ρ ≤ 4)× 10−3 0.5× 10−3
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Figure 4.6: Optimized coefficients and goodness of fit for the case when all parameters
are fit simultaneously. Correlations between the “observed” (in this case output from
GECCO) and “modeled” fields from the optimization are shown in the upper left.
Variance of the misfit and variance in the observations are shown in the lower left.
Parameter values that minimize the squared differences between observations and
model are shown to the right. Open circles represent fitted values at the maximum
or minimum of the allowed range.
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The optimized coefficients and goodness of fit are summarized in Figure 4.6.
The upper left panel shows the correlation between the “observed” fields (ηo, which in
this case is SSH from the GECCO simulation) and the “modeled” fields (ηm, from the
optimization). The correlations are positive over most of the domain, and correlations
exceed 0.6 over about two-thirds of the domain. Colors in the lower left panel show
the fractional misfit variance (σ2o−m /σ2o), and the contours represent the variance
in the observed fields (σ2o). A large fraction of the variance is captured east of the
dateline, and the greatest misfits appear to be in areas where the variance in the
observed fields is smallest.
The optimized values of the parameters are shown as a function of latitude in
the upper right and lower right panels of Figure 4.6. The upper right panel shows
the fitted Rossby wave speeds (cR) in red and the fitted values of ∆ρ/ρ in blue. The
latitudinally averaged theoretical Rossby wave speeds are shown in gray for reference.
The lower right panel shows the fitted values for the damping length-scale (κ−1 ) and
the time-scale calculated by multiplying the fitted values for κ and cR (λ = κcR).
Open circles represent fitted values at the maximum or minimum of the allowed
range.
The optimized Rossby wave speeds in Figure 4.6 fit to the maximum allowed
value at every latitude. These speeds are more than twice the theoretical speed
over most of the domain, and are borderline unphysical. Values of ∆ρ/ρ also fit to
maximum values at some latitudes, but the κ values generally avoid the boundaries
of the parameter space. The fitted speeds and damping length-scales result in a fairly
constant damping time-scale of around 10-15 months.
The optimized solution compares favorably with the GECCO height field over
much of the domain, thus the poor estimates of the Rossby wave speeds are puzzling.
The highest correlations in Figure 4.6 are concentrated in a 10◦-15◦ band along the
coast. The pattern along the coast coupled with the larger than expected speeds sug-
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Figure 4.7: Same as Figure 4.6 but for fixed theoretical values of cR .
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Figure 4.8: Same as Figure 4.6 but for fixed values of ∆ρ/ρ .
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gests large-amplitude, zonally coherent variability in the boundary, which may cause
the speeds to be overestimated in order to account for the zonal coherence. Such
variability is not included in the physics of the solution, which may explain the un-
physical estimates of the speeds. Another potential flaw in the optimization method
is cross-fitting between parameters. If one parameter is overestimated, another pa-
rameter may be biased in the optimization in order to compensate. For example, the
parameter ∆ρ/ρ does not exist in the solution independently but rather as the ratio
of ∆ρ/ρ to cR (Equations 4.4-4.5). If cR is overestimated, ∆ρ/ρ may be biased high
in order to compensate, which may explain the ∆ρ/ρ values at the upper limit of the
allowed range in Figure 4.6.
To address the issue of cross-fitting between the parameters and to assess
possible explanations for the bias in optimized Rossby wave speeds, we performed
three more optimizations while holding one of the parameters constant at each latitude
(Figures 4.7-4.9). Only the first of these, which corresponds to forcing the speeds to a
zonally averaged theoretical value at each latitude, changes the solution appreciably.
An interesting feature of the various optimizations is the similarity of the damping
time-scale across the cases discussed above. For instance, despite the roughly factor
of two difference in the speeds between Figures 4.6 and 4.7, the damping-time scale
remains essentially unchanged. Thus, the damping length-scale was adjusted in favor
preserving the time-scale in the optimization.
The pattern of correlation in Figure 4.7 is quite different from Figure 4.6. The
zone of high correlation along the coast is replaced with a region of high correlation
near the center of the domain. This supports the idea that the biased speeds were
due to the coherent variance in the boundary and suggests that propagation at near
theoretical Rossby wave speeds is present in the SSH field. This also suggests that the
solution might be improved by allowing the parameters to vary zonally. For instance,
allowing the speeds to be high near the coast and fall to more physically reasonable
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Figure 4.9: Same as Figure 4.6 but for fixed values of κ .
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values in other portions of the basin may improve the fit. Allowing the parameters to
vary zonally may also reveal spatial variations in the relative importance of physical
mechanisms of variability.
The effect of allowing for zonal variation in the optimization at each latitude
was explored by adjusting the parameters at a set of zonally oriented “knots” and
interpolating between them. The parameters were initialized from the values in Fig-
ure 4.6 at the knots represented by the circles in the upper panel of Figure 4.10.
Four knots were used south of 50◦N and three knots were used in the more zonally
restrictive region of the northern Alaska Gyre. The second knot from the east at each
latitude was placed near the eastern boundary at a distance equal to 10% of zonal
domain. The knot near the coast was strategically placed to potentially account for
the differences between Figures 4.6 and 4.7. Each iteration of the zonally varying
optimization consisted of varying a single parameter at a single knot and recalculat-
ing the solution. If the squared differences between the observations and the solution
decreased, the new value was retained. In general, ten passes through each parameter
at each knot was found to be sufficient for the solution to converge to a new minimum.
Figure 4.10 shows the increased correlations and reduced variance in the misfits
relative to Figure 4.6 when the parameters were allowed to vary zonally. However,
the correlation pattern remained largely the same, and Figure 4.10 shows the Rossby
wave speeds did not adjust across the knot placed near the boundary. Zonal variation
in the parameters is apparent in Figure 4.10, but because the essential characteristics
of the solution remained unchanged, the improvement may reflect over-fitting of the
same features in the data due to the increased degrees of freedom instead of capturing
additional features.
Applying the optimization method to SSH and forcing fields from the GECCO
simulation illustrated both the potential and pitfalls of the method. Optimizing the
coefficients in the governing equation accounts for large fractions of the variance,
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Figure 4.10: Same as the left side of Figure 4.6, but the parameters were allowed
to vary spatially by adjusting the values at the locations shown as white circles and
linearly interpolating between them.
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Figure 4.11: The spatially varying parameter fields for the optimization shown in
Figure 4.10
and the fits are particularly good east of the dateline. However, cross-fitting between
parameters and large-amplitude variations due to physics not included in the solution
may cause instability and biases in the fitted parameters. Allowing the parameters
to vary zonally did not appreciably improve the ability of the method to account for
SSH variance.
4.5 Fitting Parameters in Aviso SSH
The series of optimizations performed using GECCO fields was repeated using SSH
height from altimetry and Ekman pumping derived from scatterometry winds for
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Figure 4.12: Optimized coefficients and goodness of fit for the case when all param-
eters are fit simultaneously to Aviso SSH fields. Correlations between the gridded
altimeter heights and modeled fields from the optimization are shown in the upper
left. Variance of the misfit and variance in the observations are shown in the lower
left. Parameter values that minimize the squared differences between observations
and model are shown to the right. Open circles represent fitted values at the maxi-
mum or minimum of the allowed range.
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the period 1993-2006. The Ekman pumping was calculated and provided by Earth
and Space Research (Seattle, WA, http://www.esr.org/) on a 1/3◦ degree grid. The
pumping fields were used to force the Rossby wave model, and coefficients in the gov-
erning equation were optimized to minimize squared differences from a gridded 1/4◦
altimeter product produced by Ssalto/Duacs and distributed by Aviso, with support
from Cnes (http://www.aviso.oceanobs.com/duacs/). Both the SSH and pumping
fields were interpolated to a 1◦ grid using a two-dimensional gaussian smoother with
a half-width of 200 km. Mean annual cycles and trends were removed, and the inter-
polated fields were low-passed filtered in time and space passing 90% of the variance
at the critical frequencies and wavelengths.
The optimized parameters and goodness of fit for each case are presented in
Figures 4.12-4.15. The figures are configured in the same fashion as the figures for the
GECCO optimizations. The most interesting aspect of the figures is the invariance of
the solution between cases. Fitting all parameters, fixing particular parameters, and
allowing the parameters to vary zonally (not shown) all account for similar amounts
of variance in similar regions of the domain. There are slight reductions in misfit and
slight increases in correlation in the optimizations with greater degrees of freedom,
but that is to be expected, and no appreciable differences were discerned.
As in the GECCO optimization, the fitted Rossby wave speeds are overes-
timated relative to theoretical values at most latitudes. The exception is the case
for fixed κ values shown in Figure 4.15, which shows speed estimates close to the-
oretical values over most of the meridional domain. These length-scales are shorter
than the fitted values in other cases, and the consequence of reducing the length-scale
appears to be a reduction in the optimized speeds. Similarly, reducing the fitted
speeds in Figure 4.12 to theoretical values in Figure 4.13 results in a decrease in
the optimized length-scales. The direct variation between the length-scale and speed
in the optimization coupled with the invariance of the solution itself suggests that
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Figure 4.13: Same as Figure 4.12 but for fixed values of cR .
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Figure 4.14: Same as Figure 4.12 but for fixed values of ∆ρ/ρ .
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these parameters are not sufficiently independent to be determined accurately. The
damping time-scale is the ratio of the length-scale to the speed, and it appears to
remain fairly stable from case to case. This suggests that in this region of the Pacific,
the damping time-scale may be a more robust parameter, and that preserving the
ratio of length-scale to speed is more important for capturing SSH variance than the
individual parameter values.
4.6 Discussion
The importance of the PDO in regional and global climate, uncertainty in the nature
of the PDO, and the equivalence of different approximations to Equation 4.1 employed
by Cummins and Lagerloef (2002) and Fu and Qiu (2002) motivated the development
of a method to assess the relative importance of damping and propagation in the
response of the ocean to atmospheric forcing in the Northeast Pacific. An integral
solution to the governing equation was derived, and solutions were calculated over a
parameter space consisting of reasonable values for the coefficients in Equation 4.1.
The purpose of the analysis was to test the sensitivity of the fitted parameters to noise
in the SSH and Ekman pumping fields, and to assess the potential for cross-fitting
of the parameters appearing as ratios in the solution. The results of the sensitivity
tests highlight a number of areas for improvement in the method and suggest aspects
of the important dynamics governing the SSH field in the Northeast Pacific.
Analysis of an idealized forcing function with a known analytical solution and
prescribed coefficients revealed the sensitivity of fitted parameters to noise in the
calculation. Noise in the forcing was found to be particularly detrimental to the
accuracy of parameter fits, which is problematic for applications involving inherently
noisy Ekman pumping forcing fields. The effect of the random variability was largely
mitigated in the idealized case by low-pass filtering the forcing fields and boundary
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Figure 4.15: Same as Figure 4.12 but for fixed values of κ .
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Figure 4.16: The ratio cR/(Lλ), which represents the ratio of the propagation term
to the damping term from the governing equation. The damping time-scale (λ−1) is
taken to be 12 months as a representative value from the sensitivity analysis, and
L = 1000 km is a representative length-scale of the features we wish to describe. The
blue circles represent this ratio for theoretical values of the Rossby wave speed, and
the shading shows a range of reasonable Rossby wave speeds corresponding to first
baroclinic mode gravity wave speeds between 0.5 and 3.5 m/s.
conditions at the critical frequencies and wavelengths marking the limit of the long
Rossby wave approximation (Fu and Qiu, 2002). Further sensitivity tests of the
method revealed that optimized solutions could account for substantial amounts of
variance in both GECCO and satellite derived SSH fields, but the values of the
coefficients were prone to cross-fitting and often the values were fit to the maximum
of the allowed range. In the case of GECCO, the correlation pattern itself was sensitive
to fixing certain parameters. Allowing for zonal variation in the parameters did not
appear to improve the ability of the optimization to account for additional features
in the data.
An interesting outcome of the analysis was the invariance of the damping time-
scales despite instability in the fitted speeds and length-scales for both the GECCO
and Aviso optimizations. This implies the time-scale is a more physically relevant pa-
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rameter, which is important, because it supports the approximation to the governing
equation employed by Lagerloef (1995) and Cummins and Lagerloef (2002) in which
the propagation term is ignored. A scaling analysis of the damping and propaga-
tion terms in the governing equation is shown in Figure 4.16 in an attempt to give
quantitative support to the importance of damping term. The figure shows the ratio
cR/(Lλ), which represents the ratio of the propagation term to the damping term
from the governing equation. The damping time-scale (λ−1) is taken to be 12 months
as a representative value from the sensitivity analysis, and L = 1000 km is a repre-
sentative length-scale of the features we wish to describe. The blue circles represent
this ratio for theoretical values of the Rossby wave speed, and the shading shows a
range of reasonable Rossby wave speeds corresponding to first baroclinic mode gravity
wave speeds between 0.5 and 3.5 m/s. The figure shows that for reasonable values
of the Rossby wave speed and for a typical damping time-scale from the analysis,
the damping term dominates poleward of 40◦N. Physically, this is not surprising if
λ−1 ∼ 12 months, because poleward of 40◦N, the critical frequency at which long
Rossby waves can exist is less than 1 cycle/year. This may provide a physical basis
for the instability of the speed parameter if the propagation term is small over most
of the domain. Under these conditions, propagating Rossby waves are damped before
they can propagate out of the region and are thus indistinguishable from the local
response.
Another interesting aspect of the optimization is the difference in stability
of the correlation patterns between the GECCO and Aviso cases. The correlation
patterns for Aviso in Figures 4.12-4.15 are largely invariant, which contrasts with the
GECCO optimization where the pattern for fixed cR in Figure 4.7 is quite different
from the other patterns in Figures 4.6-4.9. This suggests differences in the modeled
versus satellite-derived SSH fields that affect the stability of the best fit solution.
Indeed, Hovmöller diagrams of the SSH at 36.5◦N in Figure 4.17 show substantial
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differences between the GECCO and Aviso fields. The most notable difference is the
presence of high-frequency, westward propagating height anomalies in the Aviso field
not captured by the GECCO simulation, and these features are present at all latitudes
in domain equatorward of 45◦N. The propagating anomalies are most likely eddies,
and the presence of eddies in Aviso may impact the optimization. It is tempting to
hypothesize that the optimization in Aviso is preferentially fitting the eddies leading
to the stability of the solution and correlation pattern. However, if this were the
case, the solution would be sensitive to the speed parameter, which is not supported
by Figures 4.12-4.13. In addition, the eddy variability is concentrated west of the
dateline where the best fit solution is poorly correlated with the Aviso height field.
Therefore, another factor not readily apparent in the height field must be responsible
for the difference between the GECCO and Aviso optimizations.
Another possible source of the differences between the GECCO and Aviso op-
timizations is the eastern boundary condition. The boundary condition is important,
because a dominant feature of the time period analyzed is the strong 1997-1998 El
Niño event, which lead to large coastal Kelvin waves propagating poleward along the
eastern boundary of the North Pacific. As these waves propagate poleward and the
waveguide narrows, a fraction of the baroclinic wave energy is lost offshore, which
then propagates into the basin interior as Rossby waves. These Rossby waves from
the boundary will be present in the SSH field, but since they are not wind-forced, the
solution relies on the boundary condition to capture this variability. An indication
of problems with the boundary condition is the fitted values of ∆ρ/ρ in the latitude
range 30-40◦N. SSH height in this latitude range is likely affected by Rossby waves
originating at the boundary, and the ∆ρ/ρ values are fit to the maximum allowed
value in every optimization. The correlation patterns show that the best fit solutions
do not correlate well with the observed heights in the eastern portion of the domain
in this latitude range. In addition, we found the amplitude of the Ekman pumping
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Figure 4.17: Hovmöller diagrams of SSH in mm for GECCO and Aviso over common
time period at 36.5◦N.
variability to be small in this region. If the Ekman pumping is weak and there is sub-
stantial variability in the SSH field originating at the boundary that is not sufficiently
captured by the boundary condition, then the optimization method will likely fit large
∆ρ/ρ values to amplify the forcing in order to account for an increased amount of
variance. Therefore, the inability of the optimization method to fit reasonable values
of ∆ρ/ρ in this latitude range indicates the boundary condition is not sufficiently
representative of the important boundary processes.
Initial results from the sensitivity analysis suggest a number of possibilities for
improving the optimization method. First, the relative stability of the ratio of Rossby
wave speed to damping length-scale, i.e. the damping time-scale, compared to either
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parameter individually suggests it would be beneficial to explore fitting the ratios
of parameters as they appear in the solution instead of the parameters themselves
as they appear in the governing equation. In addition, it will be necessary to refine
the boundary condition, and we will test the effects of varying the proximity of the
boundary to the coast and smoothing boundary variability. We will also explore
improvements to the boundary condition by using the altimeter track data and tide
gauge sea levels at the boundary in lieu of Aviso gridded values to improve estimates
of sea surface height at the boundary. Lastly, we will seek improvements to the Ekman
pumping fields by incorporating new data sources.
Beyond improving the mechanics and components of the method itself, the pri-
mary question remains how Fu and Qiu (2002) and Cummins and Lagerloef (2002)
achieve similar results despite using different approximations to the governing equa-
tion. Correlation patterns in the North Pacific from our analysis also agree with
the above studies, though the damping time-scales from the sensitivity analysis are
similar to those used by Cummins and Lagerloef (2002). A possible explanation for
the similarity between our results and the results of Fu and Qiu (2002) is the role
of eddies in determining the best fit solution. Eddies are not damped, and thus may
explain the invariance of the correlation pattern despite differences in the damping
time-scale. Methods exist for identifying eddy variability in SSH fields from altimetry,
and we will explore the effect of fitting and removing eddy variability in determining
the parameters.
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Appendix A
Method of characteristics solution to the
governing equation for SSH
The governing equation for sea surface height (η) in a 1.5-layer model is given by
∂η
∂t
− cx ∂η
∂x
=
∆ρ
ρ
We − λη, (A.1)
where cx is the zonal Rossby wave velocity (positive to the west), ∆ρ is the density
difference between the surface layer and the interior, We(x, t) is the Ekman pumping
velocity, and λ is an inverse damping time-scale. In general, the parameters cx and λ
are functions of x and t, but here they are treated as functions of x only. To simplify
the notation, we define
e(x, t) ≡ ∆ρ
ρ
We (A.2)
and represent partial derivatives with subscripts. The governing equation can then
be written
ηt − c(x)ηx + λ(x)η = e(x, t). (A.3)
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Dividing each term by c(x) and defining
κ(x) ≡ λ(x)
c(x)
and f(x, t) ≡ e(x, t)
c(x)
, (A.4)
gives a dimensionless version of the governing equation,
ηx − c−1(x)ηt + κ(x)η = f(x, t), (A.5)
where κ(x) is an inverse damping length-scale and f(x, t) is normalized Ekman pump-
ing. One way to solve a partial differential equation of this form is the method of
characteristics, by which a partial differential equation is converted to an ordinary dif-
ferential equation (ODE) via a coordinate transformation. In this case, the coordinate
transformation defining the characteristics is given by
t = t(x) and
dt
dx
= −c−1(x) ⇒ t(x) = to +
∫ xo
x
c−1(x′) dx′. (A.6)
The governing equation can now be expressed as an ODE along each characteristic
dη
dx
+ κ(x)η = f(x, t(x)), (A.7)
where x is no longer the zonal coordinate, but rather the coordinate along the char-
acteristic. The equation is integrable if we define
E(x) ≡ e
∫ xo
x κ(x
′) dx′ (A.8)
and rewrite the equation in the form
d
dx
(E(x)η) = E(x)f(x, t(x)). (A.9)
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Integrating and solving for η(x, t(x)) gives
η(x, t(x)) =
η(xo, to) +
∫ xo
x
E(x′)f(x′, t′) dx′
E(x)
. (A.10)
In summary, the solution to the governing equation (A.1) is given by
η(x, t) =
η(xo, to) +
∫ xo
x
E(x′)f(x′, t′) dx′
E(x)
, (A.11)
E(x) = e
∫ xo
x κ(x
′) dx′ , (A.12)
t(x) = to +
∫ xo
x
c−1(x′) dx, (A.13)
where f(x, t) and κ(x) are defined in Equations A.2 and A.4.
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