ABSTRACT. This paper provides approximate formulas that generalize the Black-Scholes formula in all dimensions. Pricing and hedging of multivariate contingent claims are achieved by computing lower and upper bounds. These bounds are given in closed form in the same spirit as the classical one-dimensional Black-Scholes formula. Lower bounds perform remarkably well. Like in the onedimensional case, Greeks are also available in closed form. We discuss an extension to basket options with barrier.
INTRODUCTION
This paper provides approximate formulas that generalize the Black-Scholes formula in all dimensions. The classical Black-Scholes formula gives in closed form the price of a call or a put option on a single stock when the latter is modelled as a geometric Brownian motion. The use of the BlackScholes formula has spread to fixed income markets to price caps and floors in Libor models or swaptions in Swap models when volatilities are deterministic.
Many options however have multivariate payoffs. Although the mathematical theory does not present any particular difficulties, actual computations of prices and hedges cannot be done in closed form any more. Financial practitioners have to resort to numerical integration, simulations, or approximations. In high dimensions, numerical integration and simulation methods may be too slow for practical purposes. Many areas of computational finance require robust and accurate algorithms to price these options.
Moreover, the classical Black-Scholes formula is still extremely popular despite the fact that the assumption that volatility is deterministic is not satisfied in reality. One can therefore be genuinely interested in obtaining multivariate equivalents of this one-dimensional formula.
In this paper we give approximate formulas that are fast, easy to implement and yet very accurate. These formulas are based on rigorous lower and upper bounds. These are derived under two assumptions. First, we restrict ourselves to a special class of multivariate payoffs. Throughout payoffs are of the European type (options can only be exercised at maturity) and when exercised these options pay a linear combination of asset prices. This wide class includes basket options (i.e., options on a basket of stocks), spread options (i.e., options on the difference between two stocks or indices) and more generally rainbow options but also discrete-time average Asian options and also combination of those like Asian spread options (i.e., options on the difference between time averages of two stocks or indices.) Second, we work in the so-called multidimensional Black-Scholes model: assets follow a multidimensional geometric Brownian motion dynamics. In other words, all volatilities and correlations are constants. As usual, to extend the results to deterministic time dependent volatilities and/or correlations one just has to replace variances and covariances by their means over the option life.
To continue the discussion, let us fix some notations. In a multidimensional Black-Scholes model with n stocks S 1 , . . . , S n , risk neutral dynamics are given by (1) dS i (t) S i (t) = (r − q i )dt + n j=1 σ ij dB j (t),
with some initial values S 1 (0), . . . , S n (0). B 1 , . . . , B n are independent standard Brownian motions. r is the short rate of interest and q i is dividend yield on stock i. Correlations among different stocks are captured through the matrix (σ ij ). Given a vector of weights (w i ) i=1,...,n , we are interested, for instance, in valuing the following basket option struck at K whose payoff at maturity T is
as usual, x + = max{0, x}. Risk neutral valuation gives the price at time 0 as the following expectation under risk neutral measure P
Deriving approximate formulas in closed form for such options with multivariate payoffs has already been tackled in the financial literature. For example, Jarrow and Rudd in [6] provide a general method based on Edgeworth (sometimes also called Charlier) expansions. Their idea is to replace the integration over the multidimensional log-normal distribution by an integration over another distribution with the same moments of low order and such that this last integration can be done in closed form. In the case where the new distribution is the Gaussian distribution, this approximation is often called the Bachelier approximation since it gives rise to formulas like those derived by Bachelier.
Another take on this problem (introduced by Vorst in [13] and by Ruttiens in [12] ) is to replace arithmetic averages by their corresponding geometric averages. The latter have the nice property of being log-normally distributed; they therefore lead to formula like the Black-Scholes formula. See, for example, [9] pp. 218-25 for a presentation of these results. Their method assumes however that the weights (w i ) i=1,...,n are all positive. Our method does not require such an assumption and will prove to be more accurate.
The trick of introducing the geometric average was later improved by Curran in [1] . By conditioning on the geometric average, he is able to split the price into two parts, one given in closed form and the second being approximated. Conditioning was also used by Rogers and Shi in [11] to compute explicit a lower bound on Asian option prices. They used the convexity of the function x → x + and Jensen's inequality to get their lower bound. More recently, these ideas were used and again improved in [3] .
Let us close this review of existing results in the area by mentioning a closely related problem. It is when the multivariate distribution of the assets' terminal values is not specified. It is only constrained to be such that it gives back some known prices for other options (typically options on the single assets of the basket). The problem then consists in finding lower and upper bounds on basket option prices under these constraints. It can viewed as a semi-definite program as in [2] .
There are two difficulties in computing (2) : the lack of tractability of the multivariate log-normal distribution on the one hand and the non linearity of the function x → x + on the other. Whereas [6] , [13] , and [12] circumvent the first difficulty, our approach relies on finding optimal one-dimensional approximations thanks to properties of the function x → x + . In one dimension, computations can then be carried out explicitly.
Approximations in closed form are given in Proposition 4 and 6 below. Various price sensitivities, the so-called Greeks, are given in Proposition 9, 10, 11 and 12. Section 6 shows actual numerical results. We close the paper with an extension to multivariate barrier options.
TWO OPTIMIZATION PROBLEMS
The dynamics giving the asset prices evolutions in (1) have the following well-known solutions
In order to work in a quite general framework, which will allow us to deal not only with basket options but with any other option paying a linear combination of these terminal prices, we let X be the random variable
..,n is a mean zero Gaussian vector of size n + 1 and covariance matrix Σ, ε i = ±1, and
Our goal is to compute E{X + }. In the case of basket options, (see (2) and (3)) this notation just means ε i = sgn(w i ) and x i = |w i |S i (0)e −q i T for i = 1, . . . , n, Σ ij = (σσ ′ ) ij for i, j = 1, . . . , n. Here and throughout the rest of the paper, ′ denotes transpose. The strike price K is also incorporated into X as 'stock 0', with zero volatility: ε 0 = −1, x 0 = Ke −rT and Σ i0 = Σ 0j = 0 for i, j = 0, . . . , n.
Without loss of generality, we suppose that not all of the ε i have the same sign. If it were the case, E{X + } = E{X} + and it does not present any difficulty. Note also that Σ is symmetric positive semi-definite but not necessarily definite. Before we explain our approximation method we need the following definition and proposition. Definition 1. For every i, j, k = 0, . . . , n, we let
The next proposition says that we have some freedom in choosing the covariance structure Σ when we compute E{X + }.
Proposition 1. For every
..,n be a mean zero Gaussian vector with covariance Σ k . Then,
Proof. It is an easy consequence of Girsanov's transform. Indeed,
where probability measure Q k is defined by its Radon-Nikodým derivative
is again a Gaussian vector. Its covariance matrix (which remains the same under both P and Q k ) is Σ k .
Without loss of generality, we will also assume that for every k = 0, . . . , n, Σ k = 0. Indeed if such were the case, Proposition 1 above would give us the price without any further computation.
The following simple observation is the key to the rest of the paper.
Proposition 2.
For any integrable random variable X,
where Y , Z 1 , and Z 2 are random variables.
Proof. On the left-hand side, letting 0 ≤ Y ≤ 1,
and taking Y = 1 {X≥0} shows that the supremum is actually attained. On the right-hand side, it is well known that if X = Z 1 − Z 2 with both Z 1 and Z 2 non negative, then Z 1 ≥ X + . The decomposition X = X + − X − shows that the infimum is actually attained.
These two optimization problems are dual of each other in the sense of linear programming.
LOWER BOUND
Our lower bound is obtained by restricting the set over which the supremum in (6) is computed. The resulting problem will be solved exactly. We choose Y of the form 1 {u·G≤d} where u ∈ R n+1 and d ∈ R are arbitrary and · denotes the usual inner product of R n+1 . Let us let
The next propositions give further information on p * . First, we need the following definition.
Definition 2.
Let D be the (n + 1) × (n + 1) diagonal matrix whose ith diagonal element is 1/σ i if σ i = 0 and 0 otherwise. Define C to be
C is also a symmetric positive semi-definite matrix and we denote by
C is just the usual correlation matrix with the convention that the correlation is set to 0 in case one of the random variables has zero variance.
Here and throughout the paper, we use the notation ϕ(x) and Φ(x) for the density and the cumulative distribution function of the standard Gaussian distribution, i.e.,
and
Proof. By conditioning,
Define D −1 to be the (n + 1) × (n + 1) diagonal matrix whose ith diagonal element is σ i . We easily check that
gives the second equality of the proposition.
To actually compute the supremum, it is interesting to look at the Lagrangian L of the second problem in (8)
µ is the Lagrange multiplier associated with the constraint v = 1.
Proposition 4.
(9)
where d * and v * satisfy the following first order conditions
Note that (9) is as close to the classical Black-Scholes formula as one could hope for. We now give a necessary condition for d * to be finite. It is interesting when it comes to numerical computations but it also ensures us that lower bounds are not trivial. We need to make a non-degeneracy assumption. Recall that the matrix C was introduced in Definition 2. Through its definition, C may have columns and rows of zeros. We are now assuming that the square matrixC obtained by removing these rows and columns of zeros is non-singular.C is well defined because we assumed that none of the Σ k (and therefore Σ) were actually the zero matrix.
Condition 1.
det(C) = 0
Proposition 5. Under Condition 1,
Proof. Assume for instance that E {X} ≥ 0. We want to show that
We are going to show the claim by showing that there exists a unit vector
and we can pick a unit vector v such that
Without loss of generality, we can assume that σ and σ are not simultaneously zero and the above upper bound is strictly negative for d large enough. The case where E {X} ≤ 0 is treated analogously
Note that in case assets are perfectly correlated, it may happen that the true price is actually E {X} + . A condition such as Condition 1 is therefore necessary in the above statement.
UPPER BOUND
Our upper bound is obtained by restricting the set over which the infimum in (6) is computed. For every k = 0, . . . , n, let E k = {i : σ k i = 0}, which is never empty. Let us also letx
The family of random variables Z 1 that we choose consists of those of the form
Because all the ε i do not have the same sign, the set of such λ k is nonempty for each k.
Again, note that (13) is as close to the classical Black-Scholes formula as one could hope for.
Proof.
we find the first order conditions
from which we deduce that the arguments of Φ must all equal each other. This leads to the following system:
It is a decreasing function of d k . Moreover, since not all the ε i have the same sign, its limits at ±∞ are ≷ 0.
Cases of equality.
It is easily seen that when n = 1, lower and upper bounds both reduce to the Black-Scholes formula and therefore give the true value. Let us stress that n = 1 not only contains the classical call and put options but also the exchange option of Margrabe [8] .
The following proposition confirms this property and gives other cases where lower and upper bounds are in fact equal to the true value. These correspond to cases when stocks are perfectly correlated or uncorrelated depending on the signs ε i in the payoff.
Proposition 7.
If for all i, j = 0, . . . , n,
Proof. Exactly as in Proposition 1 we have the freedom to choose among the different covariance matrices Σ k . Therefore, for any k
Also, for any k
Let us choose k such that σ k = min 0≤i≤n σ i . Note that under the hypothesis,
Notice further that since all the ε i do not have the same sign, we can define the following vector u:
One trivially checks that u · Σ k u = 1 and that
Because of the way we chose k,
. This proves that the inequalities in (14) are in fact equalities.
Bound on the gap. Although an estimate on the gap is readily available as soon as lower and upper bounds are computed, it is interesting to have an a priori bound on the gap p * − p * .
Proposition 8.
By Cauchy-Schwarz inequality,
where δ ij = 1 if i = j and 0 otherwise. It follows that
, it gives the desired upper bound on the gap.
GREEKS COMPUTATIONS
Lower bound. We now compute partial derivatives with respect to the various parameters: the initial asset prices, their volatilities, their correlation coefficients, and the maturity of the option.
Proposition 9.
∂p
Recall that in our general formulation x i can be |w i |S i (0)e −q i T , or Ke −rT .
Proof. First order derivatives are easily computable thanks to the following observation. dp
because p * satisfies the first order conditions (10-12) at (v * , d * ). The same reasoning applies to any first order derivative with respect to any parameter. This leads to the formulas above, except for ∂p * ∂ρ ij , where an additional computation is needed.
We first make the computation when C is the symmetric square root of C (see Definition 2). We further assume that it is non singular. The final formula will not depend on these choices and that will prove the claim. Under these assumptions
and therefore
where we used the short-hand notation
On the other hand because of (10),
and also because of (10) and (12),
This gives the formula of the proposition. When C is singular, the claim is proved by a density argument. Finally, the formula only depends on √ Cv * , which does not depend on the choice of the square root made in Definition 2.
Second order derivatives are more difficult to obtain since the previous trick is no longer possible. There exist however simple and natural approximations that satisfy the multidimensional BlackScholes equation.
Proposition 10. Let
Another interesting feature of these formulas is that ∂ 2 p * ∂x i ∂x j and ∂p * ∂ρ ij are proportional to each other when i = j. A property that is shared with the true price.
Note that there are no first order derivative terms in the Black-Scholes equation. It comes from the fact that in our framework, interest rate and dividends are hidden in the x i 's. They do not show up explicitly as long as we are working with the x i 's as main variables.
Proof. It suffices to show that:
Simply note that because of (10),
Again because of (10) and (12), we have:
This completes the proof.
Upper bound. We now turn ourselves to the case of upper bounds. The function min is only almost everywhere differentiable. Therefore the next two propositions have to be understood in an almost sure sense. k * denotes the value for which the minimum is achieved in (13) .
with the convention 0/0 = 0.
Proof. We proceed in the same way as for the lower bound.
As in the case of the lower bound approximation, there are formulas for the Gamma's that satisfy the Black-Scholes equation.
Proposition 12. Let
(25) ∂ 2 p * ∂x i ∂x j =    ϕ d k * +ε i σ k * i √ T x i σ k * i √ T δ ij if i ∈ E k * 0 for all j if i / ∈ E k * , then − ∂p * ∂T + 1 2 n i=0 n j=0 Σ k * ij x i x j ∂ 2 p * ∂x i ∂x j = 0.
NUMERICAL EXAMPLES AND PERFORMANCE
We implemented the lower and upper bound formulas in C++. The optimization procedures are simple conjugate gradient methods. On a standard PC, lower and upper bounds are given in a fraction of a second.
Basket options.
As a first example, we shall consider the case of a basket option. For simplicity, let us suppose that there are n stocks whose initial values are all $100 and whose volatilities are also all the same, equal to σ. Correlation between any two distinct stocks is ρ. This amounts to the following:
Interest rate and dividend are set to zero. The option has maturity 1 year. We present the results in Figure 1 when n = 50 and for different volatilities (σ = 10%, 20%, 30%) and different correlation parameters (ρ = 30%, 50%, 70%.) We plot lower and upper bounds against strike K. For the sake of comparison we also plot results of brute force Monte Carlo simulations. In view of the plots in Figure 1 one can make two comments. The gap between lower and upper bound tends to decrease as correlation increases, which is in total agreement with Proposition 7. On the other hand the gap increases with the volatility, this fact, in turn, could be suspected from Proposition 8. Table 1 gives numerical values for the same experiment. It is striking to see that lower bounds are always within the standard errors of Monte Carlo estimates. On the other hand, upper bounds are really not as good as lower bounds. It is unfortunate that we cannot achieve the same degree of accuracy with upper bounds.
The absolute precision on lower and upper bounds is of the order of 10 −8 . There are two approximations in the implementation: one comes from the optimization algorithm, the other from the standard Gaussian cumulative distribution function. The optimization procedure uses one-dimensional search with first derivative as explained in [10] pp. 405-8. We set the tolerance parameter to 10 −8 . On the other hand, for the cumulative distribution function, we use the Marsaglia-Zaman-Marsaglia algorithm as described in [4] p.70. The relative error is of the order of 10 −15 . 6.1. Greeks computation for basket options. In the framework of (2), the different sensitivities are given as follows for i = 1, . . . , n:
where p is either p * or p * . These are compared with Monte Carlo estimates in Table 2 . Estimates for the Γ's are computed from those for the χ's in the following way. When i = j,
when i = j. Doing so is fully justified in the present Black-Scholes model. These formulas indeed follow from the following relationship between derivatives of the multivariate Gaussian density:
where Σ is of course symmetric positive definite. From this we deduce that when i = j, and when i = j,
This trick allows us to estimate the second order derivatives from first order ones. As is well known, these are much easier to obtain. We used the pathwise derivatives estimates (see, for instance [4] Greeks for a basket option on 50 stocks, each having initial value $100 and weight 1/50; K = 100, T = 1, σ = 10%, ρ = 0.7. Monte Carlo estimates were computed with 1,000,000 replications and the standard errors (below in parenthesis) with the Gaussian quantile at 95%. By symmetry, the ∆'s, vega's, Γ's, and χ's are the same for every stock or pair of stocks.
6.2. Discrete-time average Asian options. In the case of Asian option, we compare the lower bound with another often used approximative lower bound for Asian option. The other lower bound is obtained by replacing an arithmetic average by a geometric one (see, for example, [13] .) Results are reported in Table 3 . Again, we take an option with 1 year to expiry and an initial value for the stock of $100. Interest rate and dividend are set to zero. Averaging is performed over 50 equally spaced dates. Results are given for different stock volatilities (σ = 10%, 20%, 30%.) The lower bound is uniformly better than the geometric average approximation. 6.3. Another example. In the example of Section 6, the optimization procedure for the lower bound can be somewhat simplified because we can compute v * explicitly (namely, v * i = 1/ √ n for every i)
because of the problem's symmetries.
For the sake of completeness, we give here another example of an option on a weighted sum of five arbitrary stocks whose characteristics are given in Table 4 . In this case, we do not know a closed form expression for v * and we have compute it by performing the optimization.
Price and Greeks are given in Table 5 . . r = 3%, K = 100, and T = 1.
BASKET OPTIONS WITH BARRIER
To our knowledge, the first paper dealing with barrier options with more than one underlying is [5] . The options they consider are usual barrier options on a single stock except that the barrier event is related to another asset. Later [7] and [14] tackled the same problem when the option is written on more than one asset, in fact, they consider options written on the maximum of several assets. In this subsection, we look at different but related problem where the option is written on a basket and the barrier event is based on a particular stock.
More precisely, we show how to extend the previous results to the case of a basket option with a down-and-out barrier condition on the first stock of the basket. We will only focus on lower bounds since they are much more accurate than upper bounds. More specifically, the option payoff is
We assume, without loss of generality, that H < S 1 (0). With the notation of the paper, the price of the barrier option is
where {G(t); t ≤ T } is (n + 1)-dimensional Brownian motion starting from 0 with covariance Σ. Although we have the particular case of basket options in mind, it should be stressed that this formulation is valid for any payoff with a linear structure. We simply assumed ε 1 = +1 and σ 1 > 0. We propose to approximate the option's price and its replicating strategy with an optimal lower bound. Table 4 . Monte Carlo estimates were computed with 10,000,000 replications and the standard errors ; u · G(T ) ≤ d − (Σu) i T .
Let us define a new standard Brownian motion {W (t); t ≤ T } independent of {G 1 (t); t ≤ T } by
Like in Proposition 3, we use homogeneity to normalize u by setting u · Σu = 1. Suppose first that we restrict ourselves to the half ellipsoid (Σu) 1 < 0. Letting λ i = Σ i1 + r − q 1 − σ 2 1 /2 and
we get for the above expression:
In fact, since we assumed that ε 1 = +1, this last expression is equal to p * even if we restricted the sup over (Σu) 1 < 0. It remains to compute these probabilities; we use the following classical result (see, for example, [9] p. 470.) Lemma 1. Let B be standard Brownian motion and X(t) = σB(t) + λt, then for y ≤ 0, 
otherwise.
The probabilities above are expressible in terms of Φ 2 , the cumulative distribution function of the standard bivariate Gaussian distribution:
Recall that Y is independent of G 1 , therefore, by first conditioning on Y we get 
