In this note a simple proof of the equivalence of the predictable representation property of a martingale with respect to a filtration associated with an orthogonal martingale measure and the extremality of the underlying probability measure P is given. The representation property enables us to characterize all measures which are locally absolutely continuous with respect to P. We apply this to superprocesses and remark on a related property of the excursion filtration of the Brownian motion.
Introduction
In this note we first extend the simple proof of the predictable representation property for superprocesses given in [EPlJ to all orthogonal martingale measures provided the underlying probability measure P is extremal in the convex set of all solutions of the martingale problem which defines the martingale measure. The predictable representation says that every martingale of the underlying filtration can be written uniquely as a stochastic integral with respect to the orthogonal martingale measure. The proof follows easily from wellknown techniques of Stochastic Calculus, cf. [JS, JY] . In the case of the historical process the predictable integrand is identified in [EP2] for a large class of martingales.
As our main new result we show in the Section 2.2 that every measure which is absolutely continuous with respect to P arises as a Girsanov transformation like in Dawson's lecture notes, [D] .
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Applied to superprocesses this means that every process which is absolutely continuous with respect to a superprocess is a superprocess with an additional (interacting) immigration, cf. Section 3.l.
The FlemingViot process is an example that the predictable representation does not hold if the martingale measure is not orthogonal, cf. Section 3.2.
Finally, in Section 3.3 we show that a related representation property of the excursion filtration of the Brownian motion (cf. [RW] ) can (at least partially) deduced from the predictable representation property of a special superprocesses, namely of that with the trivial oneparticlemotion.
Predictable Representation for orthogonal martingale measures
For the basic definition of martingale measures and their stochastic integrals we refer to Walsh [W] . We fix a worthy martingale measure M(ds, dx) over a measurable space It follows that such a martingale measure is worthy with K = extension of Q, cf. [W] .
Representation Theorem
We denote the set of squareintegrable martingales over (n, F, (F t ) 
Necassary condition of absolute continuity
In this section we want to show the converse of Dawson's Giransov transformation [D, ch.7] . In the present setting his result reads as follows:
For r be in we denote the corresponding exponential local martingale is a martingale measure with covariation measure Q.
We shall show that every probability measure which is absolutely continuous with repect to P arises as a suitable PT. 
lA(x)-Z' Q(ds, dx, dy).
The function r equals therefore Z;1 z(s, x).
In order to prove the second assertion we notice that by (2.9) up to Tn = inf{ tlZt· < we have
x)M(ds,dx).
Hence by the exponential formula for martingales the assertion is proved for all (t, w) such that t E [0,Tn(w)] for some n E IN. Because the process
r(s, y)Q(ds, dx, dy)
is continuous it "does not jump to infinity" in the terminology of [JS, Chapter 3.5a] and so the assertion is valid P-almost surely for all t. The basic example motivating the present note is the (interacting) superprocess, cf. [D,P] . It is a process X defined on a filtered probability space (n, 
Mt[f] := Xt(J(t)) -/l>o(J(O)) -lXs(A(s)f(s))ds
is a martingale under with quadratic variation
for all fED (where we use the notation /-L( 
P is a superprocess with additional immigration parameter rc.
If pta,c is a superprocess without interaction every process which is absolutely continuous with respect to Pta,c is therefore a superprocess with immigration term c(s, x)r(w, s, x), i.e. the immigration term of a particle at place x depends on the history of the population w up to time s.
Fleming-Viot-process
The Fleming-Viot-process X is a process on a filtered probability space (O, F, (Ft ) , P) taking values in the space M1(E) of probability measures over a Polish space E. Its distribution is by definition the unique solution of the martingale problem characterize by the linear martingales (3.1) and their quadratic covariation
Xs(fg) -Xs(f)Xs(g)ds.
Hence the associated martingale measure M is not orthogonal, Because the L2-norm of a stochastic integral a.M differs from the PM-norm of a the arguments in Section 2 do not work. Moreover, every predictable function g(w, s), which does not depend on the space variable x has g.M = O. Therefore, F(w) := faT k a (w,s,x)M(w, ds, dx) = faT k(a(w, s,x) + g(w, s))M (w, ds, dx) where we can choose the two representing functions a and a + 9 different in PM, by assuming that
0# ElfaT g2(s)ds
Hence already the uniqueness in Proposition 2.1 does not hold.
Excursion filtration
Rogers and Walsh consider in [RW] the following situation:
Let B, be a Brownian motion on a complete probability space (n, F, P) (0) x JR is called (Ex)-predictable if it is measurable with repect to the a-algebra generated by all (Ex x B((O, oo) ))xElR-adapted processes which are left-continuous in
t.
It is proved in [RW] that every F E L 2 (n ,F, P) can be written as 
for a simple function ¢(t, x) = Zl (a,bJ(x)l(s,dt) , where Z E bE a and 5 = T(5 e , a), T = T(Te,a) with Ea-measurable times S" and T" and by a standard extension for all identifiable functions ¢.
We will now point out how this result follows, at least partially, from the predictable representation property for superprocesses.
In their proof Rogers and Walsh use the following result from the Ray-Knight theory: Suppose that 5 < T < U < V are Eo-identifiable times (, i.e. constructed as 5 and T 
Mx((a,b]):= L(T(b,O),x) -L(T(a,O),x).
By the covariation of M x this can be extended to an orthogonal martingale measure with covariation Ja(db) Mx(da) (w,r,x) with rO (w,r,x) = (w,A(w,r,O),x) . Hence we have to show that ' Ij; 0 rO is identifiable if ' Ij; E PM' This follows for a simple function ' Ij; E PM because in that case ' Ij; 0rO satisfies the conditions of Proposition 2.4 in [RW] and is therefore identifiable. For a general function ' Ij; E PM the identifiability follows then by a monotone class argument.
Hence at least for F E L 2 (0" Vx?oE x, P) the assertion (3.4) which is formula (2.1) in Theorem 2.1 of [RW] follows easily from the predictable representation property for superprocesses.
This remark should makes it plausible that in the case where we consider the reflecting Brownian motion lEI instead of the Brownian motion the analog result of Rogers and
Walsh follows completely from the predictable representation for orthogonal martingale measures, cf. also Remark 1.3b in [EPl] .
