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Abstract
Let G be a simply connected semisimple algebraic group over an algebraically closed field k of
positive characteristic. We will untwist the structure of G-modules by a newly found splitting of
the Frobenius endomorphism on the algebra of distributions of G, which, for example, explains the
subsumed G-equivariant nature of the Frobenius splitting of the flag variety of G.
Introduction
Soient k un corps alge´briquement clos de caracte´ristique p > 0 et Gk un groupe
alge´brique semi-simple simplement connexe. Soit M un Gk-module ; l’action de Gk via
le Frobenius fournit sur M une nouvelle structure de Gk-module que nous noterons M
[1].
Si, de plus, le noyau de Frobenius de Gk agit trivialement sur M , M admet alors une
autre structure de Gk-module note´eM
[−1] telle que si on lui applique le twist de Frobenius
pre´ce´dent (M [−1])[1], on retrouveM . En utilisant une ge´ne´ralisation du scindage de Frobe-
nius sur l’alge`bre des distributions Dist(Gk) de Gk de´crit dans [G], on peut ”de´twister”
l’action de Frobenius de n’importe quel Gk-module. Plus pre´cise´ment, il existe une mesure
invariante involutive µ0 dans l’alge`bre des distributions du noyau de Frobenius d’un tore
maximal Tk de Gk et un homomorphisme d’alge`bres φ de Dist(Gk) vers une ”sous-alge`bre”
de Dist(Gk) avec µ0 comme unite´ de ce dernier qui scinde l’endomorphisme de Frobenius
sur Dist(Gk). Si Λ de´signe le groupe des poids de T et Mλ, λ ∈ Λ, le sous-espace de poids
λ deM , alors µ0M =
∐
λ∈ΛMpλ, et cela munit donc ce dernier d’une Gk-action via φ, que
nous noterons Mφ, telle que l’on ait (M [1])φ ≃M . Ainsi Mφ est la contraction de M que
de´finissait Littelmann [Li] en utilisant le morphisme de Frobenius quantique introduit par
Lusztig [L90].
D’autre part, Kumar et Littelmann [KuLi] ont e´tendu le scindage de ce morphisme,
de´fini initialement seulement sur la partie unipotente [L90] a` la partie Borel et ont applique´
ceci [KuLi] a` la cohomologie des fibre´s en droites sur la varie´te´ des drapeaux Gk/Bk, (avec
Bk un sous-groupe de Borel de Gk). La spe´cialisation en 1 du parame`tre quantique q leur
donne alors une construction alge´brique du scindage de Frobenius de Gk/Bk [MR], qui est
Bk-“semi-invariant” (nous adoptons ici la terminologie sugge´re´e par [BK, 4.1.5], plutoˆt
que la terminologie “canonique”).
∗supported in part by JSPS Grant in Aid for Scientific Research
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Le scindage φ sur Dist(Gk) que nous e´tudierons permet de reformuler [KuLi] de manie`re
G-e´quivariante et par suite de rendre plus naturelle la proprie´te´ de Bk-semi-invariance du
scindage de Frobenius de Gk/Bk. Le scindage obtenu est e´galement B
+
k -semi-invariant
(mais ne peut eˆtre rendu Gk-e´quivariant). Nos arguments sont une variante modulaire,
souvent plus simple, de ceux de [KuLi] et certaines preuves formellement analogues a`
celles de loc. cit. seront souvent omises. L’existence d’un scindage de Frobenius sur un
sche´ma ayant des corollaires importants (de´ja` largement de´gage´s par Mehta, Ramanathan,
Ramanan, Mathieu,...), nous espe´rons que cette reformulation me´ritait d’eˆtre faite.
Dans le premier paragraphe, nous de´finissons le scindage de Frobenius sous des hy-
pothe`ses tre`s ge´ne´rales (le cas des “petites”caracte´ristiques ne´cessitant un peu de tra-
vail), puis dans les deux suivants, comment ce dernier permet de re´interpre´ter en toute
caracte´ristique les constructions de [Li] et de [KuLi]. Enfin, dans le dernier paragraphe,
nous expliquons comment faisceautiser ces constructions et comment elles permettent
e´galement de ve´rifier que les sous-sche´mas de Schubert sont scinde´s de manie`re compati-
ble.
Le pre´sent travail s’est de´veloppe´ pendant la visite du second auteur a` l’IRMAR au
printemps 2009. Il remercie cet institut pour son hospitalite´ et son support financier.
1◦ Scindage de Frobenius sur Dist(G)
Pour simplifier les notations, nous travaillerons, sauf mention du contraire, sur le corps
Fp a` p e´le´ments. Soit donc G un groupe alge´brique semi-simple simplement connexe sur
Fp, B un sous-groupe de Borel de G, et T un tore maximal de B tous deux scinde´s sur
Fp. Soit Dist(G) (resp. Dist(B), Dist(T )) l’alge`bre des distributions de G (resp. B, T ).
Soit Λ le groupe des poids de B, R ⊂ Λ l’ensemble des racines de G relativement a` T et
R+ un syste`me positif tel que les racines de B soient ne´gatives ; Rs = {αi | i ∈ [1, ℓ]}
l’ensemble des racines simples. Pour α ∈ R, nous noterons α∨ la co-racine de α. Si M est
un T -module et si λ ∈ Λ, Mλ de´notera le sous-espace de poids λ de M .
Soit Fr : G→ G l’endomorphisme de Frobenius de G. Le comorphisme correspondant
Fr♯ : Fp[G] → Fp[G], donne´ par a 7→ a
p, induit un homomorphisme de Fp-alge`bres
Dist(Fr) : Dist(G)→ Dist(G) via µ 7→ µ ◦ Fr♯.
Nous allons e´tendre au cas ge´ne´ral la construction du scindage de Frobenius sur Dist(G)
conside´re´e dans [G] pour G = SL2.
(1.1) Rappelons tout d’abord quelques re´sultats sur les alge`bres de distributions. Soit
GZ la Z-forme de Chevalley de G. Soit Ei (resp. Fi), i ∈ [1, ℓ], l’e´le´ment d’une base
de Chevalley de Lie(GZ) correspondant a` la racine simple αi (resp. −αi). Posons Hi =
[Ei, Fi]. Soit aussi UZ (resp. U
+
Z ) la Z-forme de U = Ru(B) (resp. son oppose´e U
+). On
a alors ([J73, Satz I.7])
Dist(UZ) = Z[F
(k)
i | i ∈ I, k ∈ N], Dist(U
+
Z ) = Z[E
(k)
i | i ∈ I, k ∈ N],(1)
Dist(GZ) = Z[E
(n)
i , F
(n)
i | i ∈ [1, ℓ], k ∈ N].
Pour ve´rifier ces e´galite´s, signalons qu’on peut aussi utiliser l’action du groupe de Weyl
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sur Dist(GZ). Si si = xαi(1)x−αi(−1)xαi(1) (notations comme dans [J, II.1.2]), alors via
la repre´sentation adjointe
siEj =


Ej si 〈αj, α
∨
i 〉 = 0,
−Fi si j = i (et alors 〈αj, α
∨
i 〉 = 2),
EiEj −EjEi si 〈αj, α
∨
i 〉 = −1,
E
(2)
i Ej −EiEjEi + EjE
(2)
i si 〈αj, α
∨
i 〉 = −2,
E
(3)
i Ej −E
(2)
i EjEi + EiEjE
(2)
i −EjE
(3)
i si 〈αj, α
∨
i 〉 = −3,
et donc aussi, en utilisant l’anti-automorphisme Ω de Dist(GZ) introduit dans [L90, 1.1
(d1)],
siFj =


Fj si 〈αj , α
∨
i 〉 = 0,
−Ei si j = i (et alors 〈αj, α
∨
i 〉 = 2),
FjFi − FiFj si 〈αj , α
∨
i 〉 = −1,
FjF
(2)
i − FiFjFi + F
(2)
i Fj si 〈αj , α
∨
i 〉 = −2,
FjF
(3)
i + F
(2)
i FjFi − FiFjF
(2)
i − F
(3)
i Fj si 〈αj , α
∨
i 〉 = −3.
On en de´duit alors comme dans [L93, 41.1.3]/[L90, 5.7] que Dist(UZ) = Z[F
(k)
i | i ∈
I, k ∈ N] et Dist(U+Z ) = Z[E
(k)
i | i ∈ I, k ∈ N]. Posons A = Z[v, v
−1] (alge`bre des
polynoˆmes de Laurent a` coefficients entiers en une inde´termine´e v) et soit maintenant UA
la A-alge`bre enveloppante quantique de G a` puissances divise´es introduite par Lusztig
[L90]. La spe´cialisation v 7→ 1 fournit un isomorphisme d’anneaux
(2) {UA/(Ki − 1 | i ∈ [1, ℓ])} ⊗A Z ≃ Dist(GZ)
tel que l’action T ′′i,1 du groupe de tresses conside´re´e par Lusztig [L93, 39.4.4] sur UA (et
e´gale a` celle, Tαi , conside´re´e par Jantzen [J95, Chap. 8], mais diffe´rant par un signe de
celle, Ti, conside´re´e par Lusztig [L93, 39.4.4] [L90, Thm. 3.1], par un signe [K00, 2.1])
induise si pour tout i ∈ [1, ℓ].
On notera que pour tous i ∈ [1, ℓ], n ∈ N, on a
Dist(Fr) : E
(n)
i 7→
{
E
(n
p
)
i si p|n
0 sinon,
F
(n)
i 7→
{
F
(n
p
)
i si p|n
0 sinon,(
Hi
n
)
7→
{(
Hi
n
p
)
si p|n
0 sinon.
(1.2) Nous allons maintenant de´finir des scindages de Frobenius sur Dist(U±). Ils sont
induits pour p “assez grand” par ceux introduits par Lusztig [L93, 35.1.8, 35.5.2] mais
requie`rent un travail supple´mentaire pour p = 2 lorsque G est de type Bn,Cn,F4 et pour
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p = 3 lorsque G est de type G2, auxquels cas ils ne´cessitent d’utiliser les re´sultats de
Lusztig deux fois.
Proposition. Il existe des endomorphismes de Fp-alge`bres
′Fr± de Dist(U±) tels que
E
(n)
i 7→ E
(np)
i et F
(n)
i 7→ F
(np)
i , pour tout i ∈ [1, ℓ], n ∈ N.
De´monstration. Si G est simplement connexe, ces endomorphismes sont obtenus a` partir
de ceux conside´re´s par Lusztig comme indique´ pre´ce´demment. Conside´rons maintenant
par exemple le cas p = 2 et G est de type Bℓ avec comme racines simples 1⇐ 2−3−· · ·−ℓ.
Notons comme ci-dessus U+A l’alge`bre enveloppante quantique sur A de type Bℓ. Soit
A′ = A/(v2 + 1) et posons U+A′ = U
+
A ⊗A A
′. Posons d1 = 1 et di = 2, on a alors
ds〈αt, α
∨
s 〉 = dt〈αs, α
∨
t 〉 pour tous s, t ∈ [1, ℓ]). On dispose donc, par suite (cf. [L93, Thm.
35.1.8]), d’un homomorphisme de A′-alge`bres U∗+A′ → U
+
A tel que pour tous i ∈ [1, ℓ],
n ∈ N,
E
∗(n)
i 7→
{
E
(n)
1 si i = 1
E
(2n)
i sinon,
avec U∗A′ l’alge`bre enveloppante quantique duale sur A
′ de type Cℓ et U
∗+
A′ sa partie positive
de ge´ne´rateurs E
∗(n)
i . Il existe e´galement un homomorphisme de A
′-alge`bres U∗∗+A′ → U
∗+
A
tel que pour tous i ∈ [1, ℓ], n ∈ N,
E
∗∗(n)
i 7→
{
E
∗(2n)
1 si i = 1
E
∗(n)
i sinon.
Le compose´ de ces deux homomorphismes est donc un homomorphisme de A′-alge`bres
U∗∗+A′ → U
+
A tel que pour tous i ∈ [1, ℓ], n ∈ N, E
∗∗(n)
i 7→ E
(2n)
i , ce qui donne par
changement de base A′ → F2 (avec v spe´cialise´ en 1) un homomorphisme de F2-alge`bres
Dist(U+) → Dist(U+) tel que pour tous i ∈ [1, ℓ], n ∈ N, E
(n)
i 7→ E
(2n)
i . De meˆme pour
G de type Cℓ ou F4 en caracte´ristique 2, et pour G de type G2 en caracte´ristique 3.
Finalement, sur Dist(U) on peut transporter φ+ par l’anti-automorphisme Ω de Dist(G)
([L90, 1.1]).
Si maintenant, on note B+ := U+T le sous-groupe de Borel de G oppose´ de B, on a :
(1.3) Corollaire. Les homomorphismes de Fp-alge`bres
′Fr± s’e´tendent canonique-
ment en des homomorphismes de Fp-alge`bres
′Fr≥0 : Dist(B+) → Dist(B+) et ′Fr≤0 :
Dist(B)→ Dist(B), tels que pour tous i ∈ [1, ℓ], n ∈ N,(
Hi
n
)
7→
(
Hi
np
)
.
De´monstration. Il suffit de le ve´rifier sur Dist(B+) (et d’utiliser Ω une nouvelle fois pour
conclure). On de´finit tout d’abord un homomorphisme Fp-line´aire
′Fr0 : Dist(T ) →
4
Dist(T ) par
(
Hi
n
)
7→
(
Hi
np
)
pour tous i ∈ [1, ℓ], n ∈ N. D’apre`s [J, I.7.8.3], on a
(
Hi
n
)(
Hi
m
)
=
min{n,m}∑
k=0
(n+m− k)!
(n− k)!(m− k)!k!
(
Hi
n +m− k
)
=
min{n,m}∑
k=0
(
n+m− k
m
)(
n
k
)(
Hi
n+m− k
)
.
Supposons n ≥ m. On a alors(
Hi
np
)(
Hi
mp
)
=
mp∑
k=0
(
np +mp− k
mp
)(
np
k
)(
Hi
np +mp− k
)
=
m∑
k=0
(
np +mp− kp
mp
)(
np
kp
)(
Hi
np +mp− kp
)
=
m∑
k=0
(
n +m− k
m
)(
n
k
)(
Hi
(n +m− k)p
)
,
et donc
′Fr
0
(
(
Hi
n
)(
Hi
m
)
) = ′Fr
0
(
(
Hi
n
)
) ′Fr
0
(
(
Hi
m
)
).
Comme Dist(T ) est abe´lien et admet pour base sur Fp les
∏
i∈[1,ℓ]
(
Hi
ni
)
, ni ∈ N, il en re´sulte
que ′Fr0 est bien un endomorphisme de la Fp-alge`bre Dist(T ).
On remarque ensuite que la multiplication Dist(U+) ⊗ Dist(T ) → Dist(B+) est un
isomorphisme Fp-line´aire et l’on est donc simplement ramene´ a` ve´rifier, graˆce a` (1.1), que
la formule de commutation entre les E
(n)
i et les
(
Hj
m
)
est pre´serve´e par φ+⊗φ0. Rappelons
([Hum, Lemma 26.3D] et [L89, 4.1(d)]) alors que
E
(n)
i
(
Hj
m
)
=
(
Hj − n〈αi, α
∨
j 〉
m
)
E
(n)
i =
m∑
k=0
(
−n〈αi, α
∨
j 〉
k
)(
Hi
m− k
)
E
(n)
i .
et donc
E
(np)
i
(
Hj
mp
)
=
mp∑
k=0
(
−np〈αi, α
∨
j 〉
k
)(
Hi
mp− k
)
E
(np)
i =
m∑
k=0
(
−n〈αi, α
∨
j 〉
k
)(
Hi
(m− k)p
)
E
(np)
i ,
comme voulu.
(1.4) On va maintenant “recoller” ′Fr≥0 et ′Fr≤0 pour de´finir un endomorphisme de Fp-
alge`bres sur tout Dist(G) (on remarquera que ′Fr+ ⊗ ′Fr0 ⊗ ′Fr− ne convient pas). On
introduit pour se faire une mesure invariante sur Dist(T1) (avec T1 le noyau de Frobenius
de T ) en posant
µ0 =
∏
i
(
p−1∑
j
(−1)j
(
Hi
j
)
) =
∏
i
(
Hi − 1
p− 1
)
=
∏
i
(1−Hp−1i )
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C’est une involution de ⊗i∈[1,ℓ]{(Dist(Tαi,1)
Tαi,1} = Dist(T1)
T1 qui commute avec tous les
E
(n)
i et F
(n)
i , i ∈ [1, ℓ], n ∈ N et l’on pose
φ≤0 = ′Fr
≤0
(?)µ0 : Dist(B)→ Dist(G),
φ≥0 = ′Fr
≥0
(?)µ0 : Dist(B
+)→ Dist(G),
φ− = ′Fr
≤0
|Dist(U)(?)µ0 : Dist(U)→ Dist(G),
φ+ = ′Fr
≥0
|Dist(U+)(?)µ0 : Dist(U
+)→ Dist(G),
φ0 = ′Fr
≤0
|Dist(T )(?)µ0 =
′Fr
≥0
|Dist(T )(?)µ0 : Dist(T )→ Dist(G).
Comme ′Fr≤0 et ′Fr≥0 sont toutes deux des applications multiplicatives, les applications
φ⋚0, φ± et φ0 le sont aussi. On va voir que l’on peut de´finir une application Fp-line´aire
φ : Dist(G) → Dist(G) par FHE 7→ φ−(F )φ0(H)φ+(E) pour tous F ∈ Dist(U), H ∈
Dist(T ), E ∈ Dist(U+).
The´ore`me. L’application φ est multiplicative et induit donc un homomorphisme de Fp-
alge`bres φ : Dist(G)→ imφ (avec µ0 comme unite´ de imφ). On a, de plus, Dist(Fr)◦φ =
idDist(G).
De´monstration. Montrons que pour tous F ′ ∈ Dist(U), H ′ ∈ Dist(T ), E ′ ∈ Dist(U+), on
a
φ(FHEF ′H ′E ′) = φ(FHE)φ(F ′H ′E ′).
Posons Ei = Xαi et Fi = X−αi pour tout αi ∈ R
s. On peut supposer par (1.1) que E
(resp. F ′) est un produit de E
(ni)
i , ni ∈ N (resp. de F
(mi)
i , mi ∈ N). On e´crit alors
E =
∏
sE
(nis )
is
, is ∈ [1, ℓ], nis ∈ N, et F =
∏
t F
(mit )
it
, it ∈ [1, ℓ], mit ∈ N et l’on va
raisonner par re´currence sur
∑
s nis +
∑
tmit .
Si
∑
s nis = 0,
φ(FHF ′H ′E ′) = φ≤0(FHF ′H ′)φ+(E ′) par de´finition car FHF ′H ′ ∈ Dist(B)
= φ−(F )φ0(H)φ−(F ′)φ0(H ′)φ+(E ′) car φ≤0 est multiplicative
= φ(FH)φ(F ′H ′E ′).
De meˆme, si
∑
tmit = 0,
φ(FHEH ′E ′) = φ−(F )φ≥0(HEH ′E ′) par de´finition car HEH ′E ′ ∈ Dist(B+)
= φ−(F )φ0(H)φ+(E)φ0(H ′)φ+(E ′) car φ≥0 est multiplicative
= φ(FHE)φ(H ′E ′).
Supposons maintenant que E = E
(ni)
i avec ni > 0 et F
′ = F ′1F
(mi)
i F
′
2 avec F
′
1 ne
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contenant pas de facteurs contenant des puissances divise´es des Fi. Si mi > 0,
φ(FHE
(ni)
i F
′H ′E ′) = φ(FHE
(ni)
i F
′
1F
(mi)
i F
′
2H
′E ′)
= φ(FHF ′1E
(ni)
i F
(mi)
i F
′
2H
′E ′)
= φ(FHF ′1
min{ni,mi}∑
k=0
F
(mi−k)
i
(
Hi − ni −mi + 2k
k
)
E
(ni−k)
i F
′
2H
′E ′)
=
min{ni,mi}∑
k=0
φ(FHF ′1F
(mi−k)
i
(
Hi − ni −mi + 2k
k
)
E
(ni−k)
i )φ(F
′
2H
′E ′)
par hypothe`se de re´currence car le nombre de facteurs dans F ′2 est moindre que celui dans F
′
=
min{ni,mi}∑
k=0
φ≤0(FHF ′1)φ
−(F
(mi−k)
i )φ
0(
(
Hi − ni −mi + 2k
k
)
)φ+(E
(ni−k)
i )φ(F
′
2H
′E ′)
= φ≤0(FHF ′1)φ(E
(ni)
i F
(mi)
i )φ(F
′
2H
′E ′) par de´finition
= φ≤0(FHF ′1)φ
+(E
(ni)
i )φ
−(F
(mi)
i )φ(F
′
2H
′E ′) by [G]
= φ≤0(FH)φ−(F ′1)φ
+(E
(ni)
i )φ
−(F
(mi)
i )φ
−(F ′2)φ
≥0(H ′E ′)
= φ≤0(FH)φ+(E
(ni)
i )φ
−(F ′1)φ
−(F
(mi)
i )φ
−(F ′2)φ
≥0(H ′E ′)
= φ≤0(FH)φ+(E
(ni)
i )φ
−(F ′)φ≥0(H ′E ′)
= φ(FHE
(ni)
i )φ(F
′H ′E ′) par de´finition.
Si aucun facteur avec des puissances divise´es de Fi n’apparait dans F
′,
φ(FHE
(ni)
i F
′H ′E ′) = φ(FHF ′E
(ni)
i H
′E ′)
= φ≤0(FHF ′)φ≥0(E
(ni)
i H
′E ′) par de´finition
= φ≤0(FH)φ−(F ′)φ+(E
(ni)
i )φ
≥0(H ′E ′) = φ≤0(FH)φ+(E
(ni)
i )φ
−(F ′)φ≥0(H ′E ′)
= φ(FHE
(ni)
i )φ(F
′H ′E ′) par de´finition de nouveau.
Finalement, si E = E ′′E
(ni)
i avec ni > 0,
φ(FHE ′′E
(ni)
i F
′H ′E ′)
= φ(FHE ′′)φ(E
(ni)
i F
′H ′E ′)
par re´currence car le nombre de facteurs dans E ′′ est moindre que celui dans E
= φ(FHE ′′)φ(E
(ni)
i )φ(F
′H ′E ′) graˆce au cas E = E
(ni)
i plus haut
= φ≤0(FH)φ+(E ′′)φ+(E
(ni)
i )φ(F
′H ′E ′) par de´finition
= φ≤0(FH)φ+(E ′′E
(ni)
i )φ(F
′H ′E ′)
= φ(FHE ′′E
(ni)
i )φ(F
′H ′E ′) par de´finition de nouveau,
ce qui conclut.
(1.5) Remarque. Nous remercions T. Tanisaki de nous avoir signale´ que lorsque l’on
s’inte´resse seulement a` l’alge`bre quantique “modifie´e”, alors l’existence d’un scindage de
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Frobenius (qui est simplement le recollement de celui de´fini sur les parties nilpotentes et
torique) est de´ja` connu ([Mc, Prop. 3.4]).
2◦ Contractions
(2.1) Si M est un G-module, M [1] de´signera le G-module twiste´ par Frobenius, ou de
manie`re e´quivalente le Fp-espace vectoriel M muni de l’action de Dist(G) via Dist(Fr).
Soit χλ l’homomorphisme de Fp-alge`bres de Dist(T ) vers Fp de´fini par χλ(
(
Hi
n
)
) =(
〈λ, α∨i 〉
n
)
pour tous i ∈ [1, ℓ], n ∈ N. On a χλ ◦Dist(Fr)|Dist(T ) = χpλ.
La mesure µ0 e´tant une involution, tout M ∈ CG admet une de´composition M =
µ0M ⊕ (1 − µ0)M . Comme on a muni imφ de µ0 comme unite´, on peut de´finir une
structure de G-module sur µ0M via φ, annulant (1−µ0)M . Nous noterons cette nouvelle
structure sur µ0M par M
φ, et e´crirons x • m = φ(x)m avec x ∈ Dist(G) et m ∈ µ0M .
Nous noterons l’action correspondante de G induite par φ par la meˆme lettre. De meˆme
pour M ∈ CB, CT . On appellera M
φ la contraction par Frobenius de M .
Soit Λ1 = {λ ∈ Λ | ∀i ∈ [1, ℓ] , 〈λ, α
∨
i 〉 ∈ [0, p[}. Pour λ ∈ Λ nous e´crirons λ = λ
0+ pλ1
avec λ0 ∈ Λ1 et λ
1 ∈ Λ.
Lemme. Pour tout λ ∈ Λ,
χλ ◦ φ|Dist(T ) =
{
χλ1 si λ ∈ pΛ,
0 sinon.
En particulier, pour tout M ∈ CT ,
Mφ =
∐
λ∈Λ
Mpλ.
De´monstration. On a
χλ(µ0) = χλ(
ℓ∏
i=1
(1−Hp−1i )) =
ℓ∏
i=1
(1− χλ(Hi)
p−1) =
ℓ∏
i=1
(1− 〈λ, αi〉
p−1)
=
{
1 si p|〈λ, α∨i 〉 pour tout i
0 sinon.
Il en de´coule alors que pour tout m ∈ N,
χλ ◦ φ
(
Hi
m
)
= χλ
(
Hi
mp
)
χλ(µ0) =
{(
〈λ,α∨i 〉
mp
)
=
(
p〈λ1,α∨i 〉
mp
)
=
(
〈λ1,α∨i 〉
m
)
si λ ∈ pΛ
0 sinon
et comme l’on a χλ1
(
Hi
m
)
=
(
〈λ1,α∨i 〉
m
)
, le lemme en re´sulte.
(2.2) Soient W le groupe de Weyl de G et M ∈ CG. Si w ∈ W , un repre´sentant de w dans
NG(T ) permute les espaces de poids de M .
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Lemme. Si m ∈Mpλ, λ ∈ Λ, alors w •m = φ(w)m ∈Mpwλ.
De´monstration. Pour tout h ∈ Dist(T ), h• (w •m) = w •Ad(w−1)(h)•m = χwλ(h)w •m.
L’assertion re´sulte alors de (2.1).
(2.3) Exemples. Soit M ∈ CG.
(i) Le G-module (M [1])φ s’identifie a` M .
(ii) Soient M ∈ CG et m ∈ M . Si ∆M : M → M ⊗Fp Fp[t] est le comorphisme
pour la Uαi-structure sur M , on a ∆M(m) =
∑
r∈NE
(r)
i m ⊗ t
r par [J, I.7.2]. Alors
∆Mφ(m) =
∑
s∈NE
(ps)
i m ⊗ t
s. On en de´duit, pour A une Fp-alge`bre commutative, que
φ(xαi(a))m =
∑
s∈N a
sE
(ps)
i m pour tout a ∈ A.
(iii) Soit G = SL2 et identifions Λ avec Z. Notons, pour n ∈ N, ∇(n) le G-module
standard induit a` partir du B-module de de dimension 1 de poids n et L(n) son socle
simple.
Sur F2 on a ∇(2)
φ ≃ L(1) ⊕ L(0) ≃ ∆(2)φ, (∇(2)φ)[1] ≃ L(2) ⊕ L(0) ≃ (∆(2)φ)[1],
(St⊗M [1])φ = 0.
Sur F3 on a ∇(3)
φ = L(1) = ∆(3)φ, (∇(3)φ)[1] = L(3) = (∆(3)φ)[1], et donc ∇(3)φ ≃
∇(3)/L(3), (∇(3)φ)[1] < ∇(3) alors que ∆(3)φ < ∆(3), (∆(3)φ)[1] ≃ ∆(3)/L(1).
Maintenant, sur Fp avec p ≥ 5, ∇(p)
φ = L(1) = ∆(p)φ n’est ni un facteur de Jordan-
Ho¨lder de ∇(p) ni de ∆(p) alors que (∇(p)φ)[1] = L(p) = (∆(p)φ)[1] est a` la fois le socle
de ∇(p) et le module de teˆte de ∆(p).
Sur Fp avec p impair, (St⊗M
[1])φ ≃M .
3◦ La the´orie de Kumar-Littelmann
Son principe est le suivant : siX est une varie´te´ projective, on peut, par de´finition e´crire
X = Proj(A) avec A un anneau gradue´, et e´tudier la ge´ome´trie deX a` partir des proprie´te´s
de A. En particulier, soient λ ∈ Λ un poids dominant, I = {α ∈ Rs | 〈λ, α∨〉 = 0}, et
P = PI le sous-groupe parabolique de G standard associe´ a` I. Si ∇(λ) de´signe le G-
module induit a` partir du P -module de dimension un de poids λ et si v− est un vecteur de
plus bas poids de ∇(λ)∗, il existe une immersion ferme´e G/P → P(∇(λ)∗) via g 7→ [gv−].
On a alors G/P ≃ Proj(A) avec A =
∐
n∈N∇(nλ) vu comme anneau gradue´ via le “cup-
produit”. Notre contraction par Frobenius est adapte´e a` la construction d’un scindage Gk-
“semi-invariant” du comorphisme de Frobenius OGk/Pk → F∗OGk/Pk , comme de´crit dans
[KuLi] avec la contraction de Littelmann [Li]. Comme les de´tails sont essentiellement les
meˆmes que dans [KuLi], seulement rendus plus simples ici et la` par l’absence de techniques
quantiques, nous ne ferons qu’esquisser la construction.
(3.1) Rappelons ne´anmmoins tout d’abord le formalisme des foncteurs d’induction tel que
formule´ par Zuckermann dans le cas classique [EW] et par Andersen, Polo et Wen dans
le cas quantique [APW]. Soit GMod la cate´gorie des G-modules rationnels. Elle est
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e´quivalente a` la cate´gorie CG des Dist(G)-modules inte´grables, i.e. des Dist(G)-modules
localement finis M qui admettent une de´composition en espace de poids relativement a`
l’action de T [J, II.1.20]/[CPS]. Rappelons aussi [J, I.7.16] que pour tous M,M ′ ∈ CG, on
a GMod(M,M ′) = Dist(G)Mod(M,M ′). De meˆme avec tout sous-groupe parabolique
standard P de G contenant B et aussi pour T : PMod ≃ CP , TMod ≃ CT , ainsi que pour
les morphismes.
Soit indGP = SchFp(G, ?)
P le foncteur d’induction de PMod a` GMod avec comme
morphisme d’e´valuation ev, l’e´valuation en l’e´le´ment neutre e de G. Via l’e´quivalence
de cate´gories rappele´e ci-dessus, ce foncteur est e´quivalent a` l’adjoint a` droite FGP du
foncteur de restriction de CG vers CP . Plus pre´cise´ment, si M ∈ CP , on a F
G
PM = {f ∈∐
λ∈ΛDist(P )Mod(Dist(G),M)λ | E
(n)
i f = 0 = F
(n)
i f pour tous i ∈ [1, ℓ] , n >> 0},
avec la Dist(G)-action sur Dist(P )Mod(Dist(G),M) donne´e par (xf)(y) = f(yx), x, y ∈
Dist(G), et pour tout λ ∈ Λ, Dist(P )Mod(Dist(G),M)λ := {f ∈ Dist(P )Mod(Dist(G),M) |(
Hi
n
)
f =
(
〈λ, α∨i 〉
n
)
f pour tous i ∈ [1, ℓ] , n ∈ N}. L’ensemble FGPM est muni d’une ac-
tion P -line´aire, i.e., d’une application Dist(P )-line´aire evM : F
G
PM → M via f 7→ f(1).
Donc, pour tout Q ∈ CG, CP (Q,M) ≃ CG(Q,F
G
PM) via ψ 7→ “q 7→ ψ(?q)” pour tout
q ∈ Q d’inverse η 7→ evM ◦ η. En particulier, on a un isomorphisme ind
G
PM ≃ F
G
PM via
h 7→ (?h)(e) d’inverse (?−1f)(1)←p f .
(3.2) SoientR•FGP les foncteurs de´rive´s droits de F
G
P . On a doncR
•FGP (M) ≃ H
•(G/P,L(M))
avec L(M) le OG/P -module associe´ au P -module M . Soit ΛP le groupe des caracte`res
de P . Si RsP de´signe l’ensemble des racines simples du sous-groupe de Levi standard
de P , on a ΛP = {λ ∈ Λ | 〈λ, α
∨〉 = 0} et l’on pose Λ+P = ΛP ∩ Λ
+. Posons aussi
IP = {i ∈ [1, ℓ] | αi ∈ R
s
P}, et soit U
+
P le radical unipotent du sous-groupe parabolique
oppose´, i.e., le sous-groupe engendre´ par les sous-groupes radiciels de G associe´s aux
racines α ∈ R+ \
∑
i∈IP
Nαi. Si λ ∈ Λ
+
P , le G-module ind
G
P (λ) ≃ F
G
P λ est isomorphe a`
indGB(λ) ≃ F
G
Bλ, que nous noterons ∇(λ).
Proposition (cf. [KuLi, Lem. 2.2, Th. 2.3]). Pour tout M ∈ CB, il existe un mor-
phisme G-line´aire (ie. Dist(G)-line´aire) ΦM : (F
G
PM)
[1] → FGP (M
[1]) tel que (ΦMf)(x) =
f(Dist(Fr)(x)) pour tous f ∈ FGBM , x ∈ Dist(G). Ce morphisme est fonctoriel en M et
induit des applications G-line´aires R•ΦM : (R
•FGBM)
[1] → R•FGB (M
[1]). En particulier,
lorsque M = λ, l’application λ ∈ Λ, Φλ : (F
G
Bλ)
[1] → FGB (pλ) n’est autre que l’application
d’e´le´vation a` la puissance p, via le cup-produit.
(3.3) Proposition (cf. [KuLi, Lem. 3.2]). Pour tout M ∈ CT , il existe un morphisme
B-line´aire (i.e. Dist(B)-line´aire), fonctoriel en M , ΦB,M : (F
B
T M)
φ → FBT (M
φ) tel que
(ΦB,Mf)(x) = f(φ(x)) pour tous f ∈ F
B
T M , x ∈ Dist(B).
(3.4) Proposition (cf. [KuLi, Prop. 3.3, Th. 3.4]). Pour tout M ∈ CB, il existe un
morphisme G-line´aire (i.e. Dist(G)-line´aire) fonctoriel en M ΨM : (F
G
BM)
φ → FGB (M
φ)
tel que (ΨMf)(x) = f(φ(x)) pour tous f ∈ F
G
BM , x ∈ Dist(G), induisant des applications
G-line´aires naturelles R•ΨM : (R
•FGBM)
φ → R•FGB (M
φ).
(3.5) Remarques. (i) Si λ ∈ Λ \ pΛ, alors λφ = 0 par de´finition, et donc R•Ψλ :
(R•FGBλ)
φ → R•FGB (λ
φ) est l’application nulle.
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(ii) (cf. [KuLi, Lem. 4.13]) Pour tous λ ∈ Λ \ pΛ, f ∈ FGB (M
[1])λ, on a ΨMf = 0.
De´monstration. Comme ΨMf ∈ Dist(B)Mod(Dist(G),M), il suffit de ve´rifier que ΨMf
annule Dist(U+). Soit y ∈ Dist(U+). On peut supposer que y = E
(mi1 )
i1
. . . E
(mis )
is avec
ik ∈ [1, ℓ], mik ∈ N. Par hypothe`se, il existe j ∈ [1, ℓ] tel que 〈λ, α
∨
j 〉 = λ
0
j + pλ
1
j avec
λ0j ∈]0, p[. On a alors f(φ(y)
(Hj
λ0j
)
)) = (
(Hj
λ0j
)
)f)(φ(y)) =
(λ0j+pλ1j
λ0j
)
f(φ(y)) = f(φ(y)) =
(ΨMf)(y). D’autre part,
f(φ(y)
(
Hj
λ0j
)
) = f(E
(mi1 )
i1
. . . E
(mis )
is µ0
(
Hj
λ0j
)
)
= f(
(
Hj −
∑
k pmik〈αik , α
∨
j 〉
λ0j
)
E
(mi1 )
i1
. . . E
(mis )
is
µ0) par [Hum, Lem.26.3D]
=
(
Hj −
∑
k pmik〈αik , α
∨
j 〉
λ0j
)
• f(φ(y))
=
λ0j∑
r=0
(
−
∑
k pmik〈αik , α
∨
j 〉
r
)(
Hj
λ0j − r
)
• f(φ(y)) par [G, Prop. 2.1.1]
=
λ0j−1∑
r=0
(
−
∑
k pmik〈αik , α
∨
j 〉
r
)(
Hj
λ0j − r
)
• f(φ(y))
car
(
−
∑
k pmik〈αik , α
∨
j 〉
λ0j
)
= 0 par [G, preuve de Prop. 2.1.1]
=
λ0j−1∑
r=0
(
−
∑
k pmik〈αik , α
∨
j 〉
r
)
(Dist(Fr)
(
Hj
λ0j − r
)
)f(φ(y)) = 0.
Il en de´coule que (ΨMf)(y) = 0.
(3.6) The´ore`me (cf. [KuLi, Cor. 3.9]). Pour tout M ∈ CB, il existe un diagramme
commutatif de G-modules
((R•FGBM)
[1])φ
∼
(R•ΦM )
φ
// (R•FGB (M
[1]))φ
R•Ψ
M[1]

R•FGBM
id
R•FG
B
M
((QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
Q
R•FGB ((M
[1])φ)
∼
R•FGBM.
(3.7) Posons ρ =
1
2
∑
α∈R+
α et E+ =
∏
α∈R+ E
(p−1)
α ∈ Dist(G). Comme dimDist(U
+
1 )2(p−1)ρ =
1, E+ est, a` une constante pre`s, dans k× inde´pendant du choix de l’ordre dans les racines
positives figurant dans le produit.
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Lemme. Soit i ∈ [1, ℓ]. Pour tout r ∈ N, il existe zνs ∈ Dist(T1) (avec ν ∈ [0, p[
R+,
s ∈ [0, r[), tel que χ2(p−1)ρ(zν) = 0 et
E+F
(rp)
i ∈ F
(rp)
i E
+ +
∑
s∈]0,rp[
p 6 | s
F
(s)
i Dist(G) +
∑
ν∈[0,p[R+
r−1∑
s=0
F
(sp)
i zνsDist(G).
De´monstration. Nous proce´derons par re´currence sur r. Montrons donc tout d’abord le
cas r = 1. Comme G1 ⊳ G, l’action adjointe de F
(p)
i sur Dist(G) laisse Dist(G1)-invariant
[Ta, 3.4.13]. Comme ∆(Fi) = 1⊗Fi+Fi⊗ 1, on a ∆(F
(p)
i ) =
∑p
k=0 F
(k)
i ⊗F
(p−k)
i , et donc
Dist(G1) ∋ ad(F
(p)
i )(E
+) =
p∑
k=0
F
(k)
i E
+(−1)p−kF
(p−k)
i
= −E+F
(p)
i + F
(p)
i E
+ +
p−1∑
k=1
F
(k)
i E
+(−1)p−kF
(p−k)
i .
Comme −αi est l’unique racine ne´gative implique´e dans l’expression de ad(F
(p)
i )(E
+) dans
Dist(G1) = Dist(U1)Dist(T1)Dist(U
+
1 ) [Hum, Lem.26.3C], on peut e´crire
(1) E+F
(p)
i = F
(p)
i E
+ +
p−1∑
j=1
F
(j)
i xj +
∑
ν∈[0,p[R+
zνE
(ν) with E(ν) =
∏
α∈R+
E(να)
avec xj ∈ Dist(B
+
1 ) zν ∈ Dist(T1). Montrons que χ2(p−1)ρ(zν) = 0 pour tout ν suivant
en cela [KuLi, Lem. 4.5]. Rappelons [L90, 1.1 (d2)] qu’il existe un anti-automorphisme
τ de Dist(G) fixant les Ej et les Fj et tel que
(
Hj
m
)
7→
(
−Hj
m
)
pour tous m ∈ N, j ∈ [1, ℓ].
Appliquant τ a` (1), on obtient
F
(p)
i τ(E
+) = τ(E+)F
(p)
i +
p−1∑
j=1
τ(xj)τ(F
(j)
i ) +
∑
ν∈[0,p[R+
τ(E(ν))τ(zν).
Si v− ∈ ∆(2(p − 1)ρ)−2(p−1)ρ \ 0, alors F
(p)
i τ(E
+)v− = τ(E
(ν))τ(zν)v−. Montrons main-
tenant que
(2) F
(p)
i τ(E
+)v− = 0.
Il suffit pour cela de montrer que F
(p)
i E
+v− = 0. Supposons que cela ne soit pas le cas.
Alors, comme le poids de F
(p)
i E
+v− est −pαi, par la the´orie SL2, on doit avoir
0 6= E
(p)
i E
+v−
= E+E
(p)
i v− par [X, 6.1(v)]/[Hum, Lem.26.C]
= (
∏
α∈R+\αi
E(p−1)α )E
(p−1)
i E
(p)
i v− = (
∏
α∈R+\αi
E(p−1)α )E
(2p−1)
i v−,
et donc E
(2p−1)
i v− ∈ ∆(2(p−1)ρ)−2(p−1)ρ+(2p−1)αi\0. Mais alors si(−2(p−1)ρ+(2p−1)αi) =
−2(p − 1)ρ + 2(p − 1)αi − (2p − 1)αi = −2(p − 1)ρ − αi devrait aussi eˆtre un poids de
∆(2(p− 1)ρ), ce qui est absurde.
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Il s’ensuit que τ(E(ν))τ(zν)v− = 0. Via le cup-produit St ⊗ St → ∇(2(p − 1)ρ),
on a v+ ⊗ v+ 7→ v++ avec v+ (resp. v++) un vecteur de plus haut poids de St (resp.
∇(2(p−1)ρ)). En dualisant, on obtient une application G-line´aire ∆(2(p−1)ρ)→ St⊗St
envoyant v− vers v
′
− ⊗ v
′
− avec v
′
− un vecteur de plus bas poids de St. Alors E
+v− est
envoye´ sur un e´le´ment de E+v− ⊗ v
′
− + St ⊗ (St>−(p−1)ρ) et est donc non nul. Il en
de´coule que tous les τ(E(ν))v− sont non nuls, et qu’on doit donc avoir τ(zν)v− = 0. D’ou`
0 = χ−2(p−1)ρ(τ(zν)) = χ2(p−1)ρ(zν), comme voulu.
Supposons maintenant que
(3) E+F
(rp)
i = F
(rp)
i E
+ +
∑
s∈]0,rp[
p 6 | s
F
(s)
i xs +
∑
ν∈[0,p[R+
r−1∑
s=0
F
(sp)
i zνsyνs
pour certains xs, yνs ∈ Dist(G) et zνs ∈ Dist(T1) avec χ2(p−1)ρ(zνs) = 0. Pour montrer
qu’une formule similaire existe avec r remplace´ par r + 1, il y a deux cas. L’un d’entre
eux est quand n,m ≤ r avec n+m = r+1 tels que p 6 |
(
(r+1)p
np
)
. Dans ce cas, des formules
similaires a` (3) existent avec r remplace´ par n et m. Alors(
(r + 1)p
np
)
E+F
((r+1)p)
i = E
+F
(np)
i F
(mp)
i
= F
(np)
i E
+F
(mp)
i + (
∑
s∈]0,np[
p 6 | s
F
(s)
i xs +
∑
ν∈[0,p[R+
n−1∑
s=0
F
(sp)
i zνsyνs)F
(mp)
i
= F
(np)
i (F
(mp)
i E
+ +
∑
s∈]0,mp[
p 6 | s
F
(s)
i x
′
s +
∑
ν∈[0,p[R+
m−1∑
s=0
F
(sp)
i z
′
νsy
′
νs)+
(
∑
s∈]0,np[
p 6 | s
F
(s)
i xs +
∑
ν∈[0,p[R+
n−1∑
s=0
F
(sp)
i zνsyνs)F
(mp)
i
=
(
(r + 1)p
np
)
F
((r+1)p)
i E
+ +
∑
s∈]0,(r+1)p[
p 6 | s
F
(s)
i x
′′
s +
∑
ν∈[0,p[R+
r∑
s=0
F
(sp)
i z
′′
νsy
′′
νs
pour certains x′′s , y
′′
νs ∈ Dist(G) et z
′′
νs ∈ Dist(T1) avec χ2(p−1)ρ(z
′′
νs) = 0, et (3) est ve´rifie´
avec r remplace´ par r + 1. Le second cas est quand il n’existe pas de tels n et m. Dans
ce cas r + 1 est impair si p est impair, et nous allons raisonner comme dans le premier
cas lorsque r = 1. Posons a = r + 1. Alors Dist(G1) ∋
∑ap
k=0 F
(k)
i E
+(−1)ap−kF
(ap−k)
i =
−E+F
(ap)
i + F
(ap)
i E
+ +
∑ap−1
k=1 F
(k)
i E
+(−1)ap−kF
(ap−k)
i . Si p|k, soit k = bp, on peut e´crire
par hypothe`se de re´currence
F
(bp)
i E
+F
(ap−bp)
i = F
(bp)
i (F
((a−b)p)
i E
+ +
∑
s∈]0,(a−b)p[
p 6 | s
F
(s)
i xs +
∑
ν∈[0,p[R+
a−b−1∑
s=0
F
(sp)
i zνsyνs)
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pour certains xs, yνs ∈ Dist(G) et zνs ∈ Dist(T1) avec χ2(p−1)ρ(zνs) = 0. Alors
Dist(G1) ∋ −E
+F
(ap)
i + F
(ap)
i E
+ +
∑
s∈]0,ap[
p 6 | s
F
(s)
i xs +
∑
ν∈[0,p[R+
a−b−1∑
s=1
F
(sp)
i zνsyνs,
et donc l’on peut e´crire comme dans (1)
E+F
(ap)
i = F
(ap)
i E
++
∑
s∈]0,ap[
p 6 | s
F
(s)
i xs+
∑
ν∈[0,p[R+
a−b−1∑
s=1
F
(sp)
i zνsyνs+
p−1∑
j=1
F (j)x′j+
∑
ν∈[0,p[R+
zνE
(ν)
pour un certain zν ∈ Dist(T1). Le meˆme argument que pour (1) montre alors que
χ2(p−1)ρ(zν) = 0 pour tout ν; si F
(ap)
i τ(E
+)v− 6= 0, E
(ap−1)
i v− ∈ ∆(2(p−1)ρ)−2(p−1)ρ+(ap−1)αi\
0. Alors si(−2(p − 1)ρ + (ap − 1)αi) = −2(p − 1)ρ + 2(p − 1)αi − (ap − 1)αi =
−2(p − 1)ρ − ((a− 2)p + 1)αi serait aussi un poids de ∆(2(p− 1)ρ), ce qui est absurde.
Cela termine la ve´rification de l’induction.
(3.8) Proposition (cf. [KuLi, Prop. 4.6, Th. 4.7]). Pour tout M ∈ CB, de´finissons
Ψ2(p−1)ρ,M : {F
G
B (2(p−1)ρ⊗M
[1])}φ → FGBM par (Ψ2(p−1)ρ,Mf)(x) = f(E
+φ(x))⊗1 pour
tous f ∈ {FGB (2(p − 1)ρ ⊗M
[1])}φ, x ∈ Dist(G), ou` 1 dans le membre de droite est un
e´le´ment de base de −2(p− 1)ρ. L’application est Ψ2(p−1)ρ,M est G-line´aire, i.e., Dist(G)-
line´aire, fonctorielle enM , et induit des applications G-line´aires naturelles R•Ψ2(p−1)ρ,M :
{R•FGB (2(p− 1)ρ⊗M
[1])}φ → R•FGBM .
De´monstration. Cela re´sulte de (3.7) comme dans [KuLi].
(3.9) Pour tous M1,M2 ∈ CP , l’application G-line´aire de cup-produit `: (FGPM1) ⊗
(FGPM2) → F
G
P (M1 ⊗ M2) est de´finie par h1 ⊗ h2 7→ (h1 ⊗ h2) ◦ ∆ avec ∆ le copro-
duit sur Dist(G) et s’inse`re dans un diagramme commutatif
(FGPM1)⊗ (F
G
PM2)
` //______
∼”identite´”
	
FGP (M1 ⊗M2).
FGP ((F
G
PM1)⊗M2)
FGP (evM1⊗IdM2 )
55kkkkkkkkkkkkkkk
Lemme (cf. [KuLi, Lem. 4.9]). Pour tous M1,M2 ∈ CP , le cup-produit induit des
applications G-line´aires naturelles `: (FGPM1)⊗ (R•FGPM2)→ R•FGP (M1 ⊗M2).
(3.10) Soient v− ∈ ∆(2(p− 1)ρ)−2(p−1)ρ \ 0 un vecteur de plus bas poids, et f0 ∈ ∇(2(p−
1)ρ)0 avec f0(E
+v−) 6= 0 via la dualite´ ∇(2(p− 1)ρ) ≃ ∆(2(p− 1)ρ)
∗.
The´ore`me (cf. [KuLi, Prop. 4.11]). Conside´rons f0 comme un e´le´ment de F
G
B (2(p−1)ρ).
Alors, pour tout M ∈ CB, on a un diagramme commutatif
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((R•FGBM)
[1])φ
(R•ΦM )
φ
// (R•FGB (M
[1]))φ
(f0`?)φ

(R•FGB (2(p− 1)ρ⊗M
[1]))φ
∼
R•FGBM R
•{(FGB (2(p− 1)ρ⊗M
[1]))φ},
R•Ψ2(p−1)ρ,M
oo
dans lequel f0 `? est T -line´aire mais non ne´cessairement G-line´aire en ge´ne´ral.
4◦ Faisceautisation
Nous allons maintenant e´tendre les re´sultats obtenus sur Fp a` un corps alge´briquement
clos k, puis faisceautiser les constructions pre´ce´dentes. Soient Gk = G ⊗Fp k et Fk :
Gk → Gk le morphisme de Frobenius absolu de Gk. On dispose donc de deux morphismes
F ♯k = Fr
♯ ⊗Fp k?
p : k[Gk] = Fp[G] ⊗Fp k → Fp[G] ⊗Fp k et Dist(Fk) = Dist(Fr)⊗Fp?
1
p :
Dist(Gk) = Dist(G) ⊗Fp k → Dist(G) ⊗Fp k qui ne sont pas k-line´aires. Posons φk =
φ⊗Fp?
p : Dist(Gk) = Dist(G)⊗Fp k→ Dist(G)⊗Fp k. Fixons d’autre part un sous-groupe
parabolique P de G et notons Pk = G⊗Fp k.
(4.1) Pour tout λ ∈ Λ+P , on pose ∇k(λ) = ∇(λ)⊗Fp k, et l’on munit A =
∐
λ∈Λ+ ∇k(λ) de
la structure de Gk-alge`bre induite par le cup-produit. On de´finit une application additive
ΨA ∈ Ab(A,A) par
A
ΨA //_______________
	
A
(FGP λ)⊗Fp k
?
OO

{FGP ((λ
φ)[1])} ⊗Fp k
µ0⊗FpIdk

{(FGP ((λ
φ)[1]))⊗Fp k}
φk
Ψλ⊗Fp?
1
p
// {FGP (λ
φ)} ⊗Fp k,
?
OO
avec (FGP λ) ⊗Fp k → {F
G
P ((λ
φ)[1])} ⊗Fp k l’application identite´ (resp. nulle) si λ ∈ pΛ
(resp. sinon). L’application ΨA n’est pas k-line´aire, mais Frobenius-line´aire au sens ou`
pour tous a, b ∈ A, on a
ΨA(a
pb) = aΨA(b),
et scinde l’application d’e´le´vation a` la puissance p ; on a aussi ΨA(1) = 1. Notons
EndFr(A) le k-espace vectoriel des endomorphismes additifs Frobenius-line´aires de A. En
utilisant la structure de Gk-alge`bre sur A, on peut de´finir une action de Gk sur EndFr(A)
par g •ψ = gψ(g−1?) pour tous g ∈ Gk, ψ ∈ EndFr(A) [BK, 4.1.1.4]. L’application ΨA est
alors, par construction, Gk-semi-invariante (terminologie sugge´re´e par [BK, 4.15]) c’est-a`-
dire Tk-line´aire et telle que pour chaque sous-groupe radiciel {x±αi(ξ) | ξ ∈ k}, i ∈ [1, ℓ],
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de Gk, on ait
xαi(ξ) •ΨA = ΨA(
∑
r∈[0,p[
(−ξ)rE
(r)
i ?) et x−αi(ξ) •ΨA = ΨA(
∑
r∈[0,p[
(−ξ)rF
(r)
i ?).
La notion de semi-invariance a e´te´ originellement introduite par Mathieu [M] (re´fe´rence
dans laquelle une application Bk-semi-invariante, i.e. Tk-line´aire et ve´rifiant la formule
ci-dessus pour les sous-groupes radiciels {x−αi(ξ) | ξ ∈ k}, i ∈ [1, ℓ], de Bk, est dite Bk-
canonique). Pour une Tk-alge`bre Q et pour ψ ∈ EndFr(Q), l’application ψ est Tk-line´aire
si et seulement si pour tout λ ∈ Λ,
ψ(Qλ) ⊆
{
Qλ1 si λ ∈ pΛ
0 sinon.
Notons que pour tous g ∈ Gk, a ∈ A, on a g(a
p) = (ga)p, trivialisant ainsi l’action du
noyau de Frobenius Gk,1; si a1, . . . , an est une base sur k d’un sous-espace Gk-invariant de
A, alors les ap1, . . . , a
p
n forment une base d’un autre sous-espace Gk-invariant avec g(a
p
i ) =
(
∑
j gjiaj)
p =
∑
j g
p
jia
p
j , et donc la Gk-action sur
∑
i ka
p
i se factorise a` travers le Frobenius.
En particulier, les actions des E
(r)
i et des F
(r)
i , i ∈ [1, ℓ], r ∈ [0, p[, sur A sont toutes
Frobenius line´aires. Ainsi
The´ore`me (cf. [KuLi, Prop. 6.2]). L’application ΨA est un scindage Frobenius line´aire
Gk-semi-invariant de l’application d’e´le´vation a` la puissance p sur A.
(4.2) On va maintenaint faisceautiser l’application ΨA. Posons P = Gk/Pk et Λ
++
P = {λ ∈
ΛP | 〈λ, α
∨〉 > 0 pour tout α ∈ Rs \ RsP}. On dispose [II.8.5]J d’une immersion ferme´e
P → P(∆k(−w0λ)) (∆k(−w0λ) = ∇k(λ)
∗) via g 7→ [gv−], avec v− un vecteur de plus bas
poids de ∆k(−w0λ). De´finissons une k-alge`bre (en utilisant le cup-produit) gradue´e par
Γ•(P, λ) =
∐
m∈N Γ(P, i
∗OP(∆k(−w0λ))(m)) ≃
∐
m∈N Γ(P,L(mλ)) =
∐
m∈N∇k(mλ).
Alors P ≃ Proj(Γ•(P, λ)) par [H, Ex. II.5.14b+Ex. II.2.14c]. Remarquons que Γ•(P, λ)
est inte`gre car ∇k(mλ) = Schk(Gk, mλ)
Pk. Pour tout w ∈ W , choisissons fw ∈ ∇(λ)wλ\0,
et posons Pw = {x ∈ P | fw(x) 6= 0}. Alors Pw = wU
+
P,kPk/Pk est un ouvert affine
de P avec k[Pw] ≃ Γ
•(P, λ)(fw) = ∪m∈N{
f
fw
m | f ∈ ∇k(mλ)} dans Frac(Γ
•(P, λ)).
En particulier, les ouverts principaux de´finis par les fw, w ∈ W , forment un recouvre-
ment de P. Suivant [H, II.5.15], le faisceau F∗OP se re´cupe`re a` partir du Γ
•(P, λ)-
module gradue´ Γ•(P, F∗OP) =
∐
m∈N Γ(P, (F∗OP)(m)) ≃
∐
m∈N Γ(P,L(pmλ)). On a
Γ•(P, F∗OP)(fw) = ∪m∈N{
f
fw
pm | f ∈ ∇k(pmλ)}. Posons pour alle´ger Aw(λ) = Γ
•(P, λ)(fw)
et A′w(λ) = Γ
•(P, F∗OP)(fw). Definissons maintenant Ψ
λ
w : A
′
w(λ) → Aw(λ) par
f
fw
pm 7→
ΨA(f)
fw
m , f ∈ ∇k(pmλ). C’est bien de´fini et les Ψ
λ
w, w ∈ W , se recollent ensemble pour
donner un morphisme Θ : F∗OP → OP , qui est en fait inde´pendant du choix de λ ∈ Λ
++
P .
Par construction
The´ore`me (cf. [KuLi, Th. 9.6]). L’application Θ : F∗OP → OP est un scindage Gk-semi-
invariant du comorphisme F ♯ : OP → F∗OP de´finissant l’endomorphisme de Frobenius
absolu de P.
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(4.3) On peut ge´ne´raliser le the´ore`me pre´ce´dent a` la situation suivante. Soient X un
k-sche´ma muni de son endomorphisme de Frobenius absolu FX et L un faisceau inversible
sur X et f ∈ Γ(X,L) ≃ ModX(OX ,L). On dira que X est Frobenius f -scinde´ si le
compose´ OX
F ♯X−→ FX∗OX
FX∗f
−→ FX∗L admet un inverse a` gauche. On suppose maintenant
que P = B et l’on e´crira B a` la place de P. Utilisant cette fois (3.10) on obtient de meˆme
The´ore`me (cf. [KuLi, Th. 6.5]). Soit f0 ∈ ∇(2(p − 1)ρ)0 \ 0 vu comme morphisme de
OB vers LB(2(p− 1)ρ). Alors le compose´ F∗(f0) ◦ F
♯ : OB → F∗LB(2(p− 1)ρ) admet un
inverse a` gauche OB-line´aire et Gk-semi-invariant.
De´monstration. Soit λ ∈ Λ++B comme dans (4.2). Posons A
′(2(p−1)ρ, λ) = Γ•(B, F∗L(2(p−
1)ρ)), qui redonne F∗L(2(p − 1)ρ) par faisceautisation. Definissons Ψ
λ
2(p−1)ρ : A
′(2(p −
1)ρ, λ)→ A(λ) via le diagramme
A′(2(p− 1)ρ, λ) //__________________
	
A(λ)
FGB (2(p− 1)ρ+ pmλ)⊗Fp k
?
OO
FGB (2(p− 1)ρ+ (mλ)
[1])φ ⊗Fp k
Ψ2(p−1)ρ,mλ⊗Fp?
1
p
// FGB (mλ)⊗Fp k
?
OO
dans lequel l’identification FGB (2(p−1)ρ+pmλ) = F
G
B (2(p−1)ρ+(mλ)
[1])φ est faite en tant
que Fp-espaces vectoriels. Pour tous a ∈ ∇k(nλ), b ∈ ∇k(2(p−1)ρ+pmλ), on a de nouveau
Ψ2(p−1)ρ,(n+m)λ(a
pb) = aΨ2(p−1)ρ,mλ(b). Pour tout w ∈ W , posons A
′
w(2(p − 1)ρ, λ) =
Γ•(B, F∗L(2(p − 1)ρ))(fw) = ∪m∈N{
f
fwpm
| f ∈ ∇k(2(p − 1)ρ + pmλ)}, et de´finissons
Ψλ2(p−1)ρ,w : A
′
w(2(p−1)ρ, λ)→ Aw(λ) via
f
fwpm
7→
Ψλ
2(p−1)ρ
(f)
fwm
pour f ∈ ∇k(2(p−1)ρ+pmλ).
Les Ψλ2(p−1)ρ,w, w ∈ W , sont bien de´finis et se recollent ensemble pour former un morphisme
OB-line´aire F∗L(2(p− 1)ρ)→ OB qui scinde F∗(f0) ◦ F
♯.
La Gk-semi-invariance de Ψ
λ
2(p−1)ρ re´sulte alors de la Frobenius-line´arite´ et de la G-
line´arite´ de Ψ2(p−1)ρ,mλ.
(4.4) On peut e´galement chercher a` scinder des sous-sche´mas : pour un k-sous-sche´ma Y
d’un k-sche´ma X de´fini par un faisceau d’ide´aux IY on dira que que Y est Frobenius-
scinde´ de manie`re compatible si et seulement si il existe un scindage de Frobenius σ de X
tel que σ(F∗IY ) ⊆ IY [BK, 1.1.3], auquel cas on dira simplement que σ scinde de manie`re
compatible Y .
Pour tout w ∈ W , soient X(w) = BkwBk/Pk etX
+(w) = B+k wBk/Pk, les sous-sche´mas
de Schubert de P. On va montrer que tous ceux-ci sont scinde´s de manie`re compatible
par l’application Θ de (4.2).
Comme dans (4.2) prenons λ ∈ Λ+P avec 〈λ, α
∨〉 > 0 pour tout α ∈ Rs \ RsP , et
choisissons v− ∈ ∆(−w0mλ)−mλ \0 pour tout m ∈ N
+. Rappelons [J, II.14.19] qu’il existe
un isomorphisme de G-modules
(1) ∇(mλ) ≃ ∆(−mw0λ)
∗ ≃ FGPmλ via h(?v−)←−p h 7−→ h(S(?)v−),
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avec S l’antipode de Dist(G). Soit I(w) le faisceau d’ide´aux de OP de´finissant X(w).
Si iw : X(w) →֒ P de´signe l’immersion canonique, on a une suite exacte 0 → I(w) →
OP → iw∗OX(w) → 0. Comme dans (4.3) on a I(w) = Γ
•(P, I(w))∼ et iw∗OX(w) =
Γ•(P, iw∗OX(w))
∼ avec Γ•(P, I(w)) =
∐
m∈N Γ(P, I(w)(m)). Comme Γ
•(P, iw∗OX(w)) ≃∐
m∈N Schk(BkwPk, mλ)
Pk , on a une suite exacte
0→ Γ(P, I(w)(m))→∇k(mλ)
res
−→ Schk(BkwPk, mλ)
Pk → 0.
Posons ∇w(mλ) = Γ(X(w), i
∗
wL(mλ)) = Schk(BkwPk, mλ)
Pk . D’un autre coˆte´, si v− ∈
∆(−mw0λ)−mλ \ 0 et si (Dist(U)wv−)
⊥ = {h ∈ ∆k(−mw0λ)
∗ | h(Dist(U)wv−) = 0}, on
tire de [J, II.14.19.2, 3] une suite exacte 0→ (Dist(U)wv−)
⊥ →∇k(mλ)
res
−→ ∇w(mλ), et
donc
(2) Γ(P, I(w)(m)) ≃ (Dist(U)wv−)
⊥.
De meˆme avec i+w : X
+(w) →֒ P, si l’on pose ∇+w(mλ) = Γ(X
+(w), i∗wL(mλ)), on a une
suite exacte
0→ (Dist(U+)wv−)
⊥ →∇k(mλ)
res
−→ ∇+w(mλ).
The´ore`me (cf. [KuLi, Th. 6.7]). Soit Y un sous-k-sche´ma de P obtenu a` partir des
X(w) et des X+(w), w ∈ W , en combinant des unions ou intersections sche´matiques et
des conside´rations de composantes irre´ductibles re´duites. Alors Y est scinde´ de manie`re
compatible par Θ. En particulier, Y est re´duit.
De´monstration. On va d’abord montrer que X(w) est scinde´ de manie`re compatible
par Θ et ce pour tout w ∈ W . Remarquons tout d’abord que Pw ∩ X(w) ∋ wPk. Si
v−mλ ∈ ∆(−mw0λ)−mλ \ 0, on a
Γ•(P, F∗I(w)) =
∐
m∈N
Γ(P, (F∗I(w))(m)) ≃
∐
m∈N
Γ(P, I(w)⊗OP L(pmλ))
≃
∐
m∈N
(Dist(U)wv−pmλ)
⊥ par (2),
et donc Γ(Pw, F∗I(w)) = Γ
•(P, F∗I(w))(fw) = ∪m∈N{
f
fwpm
| f˜ ∈ (Dist(U+)wv−pmλ)
⊥},
avec f˜ ∈ ∆k(−pmw0λ)
∗ correspondant a` f ∈ ∇k(pmλ) via (1). Comme le morphisme
Γ(Pw,Θ) : Γ(Pw, F∗OP) = Γ
•(Pw, F∗OP)(fw) = ∪m∈N{
f
fw
pm | f ∈ ∇k(pmλ)} → k[Pw] =
∪m∈N{
f
fwm
| f ∈ ∇k(mλ)} se de´crit comme
f
fwpm
7→ ΨA(f)
fwm
, on a seulement a` montrer que
Ψ˜A(f) = ˜Ψmλ(µ0f) ∈ (Dist(U)wv−mλ)
⊥ pour tout f˜ ∈ (Dist(U)wv−pmλ)
⊥.
Si f˜ ∈ (Dist(U)zv−)
⊥, alors pour tous t ∈ T , µ ∈ Dist(U),
(tf˜)(µzv−) = f˜(t
−1µzv−) = f˜(Ad(t
−1)(µ)t−1zv−)
= 0 car Ad(t−1)(µ) ∈ Dist(U).
Donc (Dist(U)zv−)
⊥ admet une de´composition suivant les poids et par suite on peut
supposer que f est vecteur propre associe´ a` un certain poids dans pΛ. Posons f˜ ′ =
˜Ψmλ(µ0f).
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Pour tout µ ∈ Dist(U), on a donc
f˜ ′(µwv−mλ) = f˜
′(w(w
−1
µ)v−mλ) avec
w−1µ = Ad(w−1)(µ)
= (w−1f˜ ′)((w
−1
µ)v−mλ) = (w
−1f˜ ′)(SS(w
−1
µ)v−mλ))
= (w−1Ψmλ(f))(S(
w−1µ))
= Ψmλ(w
−1 • f)(S(w
−1
µ)) car Ψmλ est G-line´aire par (3.4)
= Ψmλ(φ(w
−1)f)(S(w
−1
µ)) = (φ(w−1)f)(φ(S(w
−1
µ)))
= (φ(w−1)f)(S(φ(w
−1
µ))) = ˜φ(w−1)f(φ(w
−1
µ)vpm− ) = (φ(w
−1)f˜)(φ(w
−1
µ)vpm− )
= f˜(φ(w)φ(w
−1
µ)vpm− ) = f˜(φ(w
w−1µ)vpm− ) = f˜(φ(µw)v
pm
− ) = f˜(φ(µ)φ(w)v
pm
− )
= f˜(φ(µ)wvpm− ) a` F
×
p pre`s par (2.2) car ∆(−w0pmλ)−wpmλ est de dimension 1
= 0 car φ(µ) ∈ Dist(U)µ0,
comme voulu.
Comme X(w) est inte`gre [J, II.13.8], il de´coule de [J, F.12] que Θ(F∗I(w)) ⊆ I(w),
et donc que X(w) est scinde´ de manie`re compatible par Θ. De meˆme X+(w) est scinde´
de manie`re compatible par Θ. Ainsi toute ite´ration d’une union ou d’une intersection
sche´matique des X(w) et des X+(w) est scinde´e de manie`re compatible par Θ, et de
meˆme pour les composantes irre´ductibles re´duites [J, F.13].
(4.5) Montrons finalement comment le scindage de [K95, Thm.(3.4)] s’interpre`te avec le
point de vue que nous venons de de´velopper. Supposons que P = B, posons B = Gk/Bk
et soit v− ∈ St−(p−1)ρ \ 0 avec v
∗
− ∈ (St
∗)(p−1)ρ tel que v
∗
−(v−) = 1. Alors le v−-scindage
de Frobenius de B introduit dans [K95] et que nous noterons ici σ : F∗L((p− 1)ρ)→ OB
s’inse`re dans un diagramme commutatif
OB
F ♯ //
v−⊗FpIdOB
&&NN
NN
NN
NN
NN
N
F∗OB
F∗v−

St⊗Fp OB
v∗
−
⊗FpIdOBxxqqq
qq
qq
qq
qq
q
OB F∗L((p− 1)ρ).
∼
OOOOOOOOOOO
σ
oo
De [K95] (resp. [J, F.22]) on tire que σ (resp. σ ◦ F∗v−) scinde de manie`re compatible
tous les sche´mas de Schubert X+(w) (resp. X(w)), w ∈ W , et donc σ ◦ F∗v− scinde de
manie`re compatible tous les sous-sche´mas Y comme dans (4.4).
Donnons une ve´rification directe de ces re´sultats; [K95] (resp. [J]) montre que le sous-
sche´ma ferme´ B \ (U+k Bk/Bk) (resp. B \ (Ukw0Bk/Bk)) est scinde´ de manie`re compatible.
Prenons λ ∈ Λ+ avec 〈λ, α∨〉 > 0 pour tout α ∈ Rs et posons A =
∐
m∈N∇k(mλ),
A′ = (p−1)ρ⊗k
∐
m∈N∇k((p−1)ρ+ pmλ). De´finissons une application additive Ψ
λ
(p−1)ρ :
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A′ → A par la commutativite´ du diagramme
A′
Ψλ
(p−1)ρ //_____________________________ A
(p− 1)ρ⊗k ∇k((p− 1)ρ+ pmλ)
?
OO
∼
(p− 1)ρ⊗Fp St⊗Fp ∇(mλ)
[1] ⊗Fp k
µ0⊗Fpk

{(p− 1)ρ⊗Fp St⊗Fp ∇(mλ)
[1]}φ ⊗Fp k
{(p−1)ρ⊗Fpv
∗
−
⊗Fp∇(mλ)
[1]}φ⊗Fp?
1
p
// ∇k(mλ).
?
OO
Comme v∗− : St→ −(p−1)ρ est B
+
k -line´aire, c’est aussi le cas pour Ψ
λ
(p−1)ρ. D’autre part,
si v ∈ Stη avec η 6= −(p− 1)ρ, alors pour tous r ∈ N
+, z ∈ ∇(mλ)[1],
F
(pr)
i (v ⊗ z) ∈ ker(v
∗
− ⊗∇(mλ)
[1]).
On a F
(pr)
i (v ⊗ z) =
∑pr
k=0(F
(pr−k)
i v)⊗ (F
(k)
i z) =
∑r
k=0(F
(pr−pk)
i v)⊗ (F
(k)
i z). Si F
(pk)
i v ∈
Fpv− \ 0 il existe k > 0 tel que −(p − 1)ρ + kpαi soit un poids de St, et donc si(−(p −
1)ρ+ kpαi) = −(p− 1)ρ− (kp− (p− 1))αi < −(p− 1)ρ, ce qui est absurde. Il en de´coule
que pour tous v ∈ Stη, η ∈ Λ, on a
(v∗− ⊗∇(mλ)
[1])(F
(pr)
i (v ⊗ z))
=
{
v∗−(v)F
(r)
i z = F
(r)
i (v
∗
− ⊗∇(mλ)
[1])(v ⊗ z) si η = −(p− 1)ρ,
0 sinon,
et par suite, pour tout ξ ∈ k,
x−αi(ξ) •Ψ
λ
(p−1)ρ(1⊗ v ⊗ z ⊗ 1) = x−αi(ξ)Ψ
λ
(p−1)ρ(x−αi(−ξ)(1⊗ v ⊗ z ⊗ 1))
= x−αi(ξ)Ψ
λ
(p−1)ρ(
∑
r∈N
(−ξ)rF
(r)
i (1⊗ v ⊗ z ⊗ 1))
= x−αi(ξ)Ψ
λ
(p−1)ρ(1⊗
∑
r∈N
F
(r)
i (v ⊗ z)⊗ (−ξ)
r)
= x−αi(ξ)Ψ
λ
(p−1)ρ(1⊗
∑
r0∈[0,p[
r1∈N
F
(pr1)
i F
(r0)
i (v ⊗ z)⊗ (−ξ)
r0+pr1)
= x−αi(ξ)
∑
r1∈N
(−ξ)r1F
(r1)
i Ψ
λ
(p−1)ρ(1⊗
∑
r0∈[0,p[
F
(r0)
i (v ⊗ z)⊗ (−ξ)
r0)
= Ψλ(p−1)ρ(1⊗
∑
r0∈[0,p[
F
(r0)
i (v ⊗ z)⊗ (−ξ)
r0).
Ainsi Ψλ(p−1)ρ est B
+
k -line´aire etBk-semi-invariant, et donc, en particulier, Gk-semi-invariant.
On remarquera, cependant, qu’aucun (p − 1)ρ ⊗k ∇k((p − 1)ρ + pmλ) n’est muni d’une
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structure de Gk-module; on a de´cale´ la structure de Tk-module sur le Gk-module ∇k((p−
1)ρ+ pmλ) par (p− 1)ρ pour rendre Tk-line´aire l’application Ψ
λ
(p−1)ρ.
Pour tout w ∈ W , soit fw ∈ ∇(λ)wλ \ 0 comme dans (4.2) et e´crivons ici Bw pour Pw.
Si l’on de´finit Ψλ(p−1)ρ,w : ∪m∈N{
f
fw
pm | f ∈ (p− 1)ρ⊗k ∇k((p− 1)ρ+ pmλ)} → k[Bw] via
f
fw
pm 7→
Ψλ
(p−1)ρ
(f)
fw
m , alors les Ψλ(p−1)ρ,w, w ∈ W , se recollent pour former σ.
Pour voir directement que les σ scindent de manie`re compatible les X+(w), w ∈ W ,
i.e., que σ{F∗(I
+(w)⊗BL((p−1)ρ)} ⊆ I
+(w) pour le faisceau d’ide´aux I+(w) de X+(w),
soit v
(p−1)ρ
−pmλ (resp. v−mλ) un vecteur de plus bas poids de ∆(−w0((p− 1)ρ+ pmλ)) (resp.
∆(−w0mλ)). On doit voir l’existence d’un diagramme commutatif
{(p− 1)ρ⊗ St⊗∇(mλ)[1]}φ
{(p−1)ρ⊗v∗
−
⊗∇(mλ)[1]}φ
// ∇(mλ)
(p− 1)ρ⊗ St⊗∇(mλ)[1]
µ0
OO
(Dist(U+)wv−mλ)
⊥.
?
OO
(p− 1)ρ⊗∇((p− 1)ρ+ pmλ)
∼
(p− 1)ρ⊗ (Dist(U+)wv
(p−1)ρ
−mλ )
⊥
?
OO
55k
k
k
k
k
k
k
k
k
k
k
k
k
k
k
k
Rappelons tout d’abord l’isomorphisme G-line´aire ∇((p − 1)ρ + pmλ) ≃ St ⊗ ∇(mλ)[1]
via ∑
vi ` f pi 7−→
∑
vi ⊗ fi, vi ∈ St, fi ∈ ∇(mλ).
Notons par f˜ ∈ ∆(−w0((p−1)ρ+pmλ))
∗ l’e´le´ment correspondant a` f ∈ ∇((p−1)ρ+pmλ).
On est ramene´ a` ve´rifier que
∑
v∗−(vi)f˜i(Dist(U
+)wv−mλ) = 0 si ˜
∑
vi ` f pi (Dist(U+)wv
(p−1)ρ
−pmλ ) =
0, i.e.,
∑
v∗−(vi)fi(gw) = 0 pour tout g ∈ U
+ si 0 =
∑
(vi ` f pi )(hw) =
∑
vi(hw)fi(hw)
p
pour tout h ∈ U+.
Maintenant St = SchFp(G, (p− 1)ρ)
B ≃ SchFp(G1B, (p− 1)ρ)
B ≃ SchFp(U
+
1 , (p− 1)ρ)
et ∇(mλ) = SchFp(G,mλ)
B ≤ SchFp(U
+, mλ) via les restrictions. On peut alors regarder
St =
∐
ν∈[0,p[R+ Fpt
ν et {f p | f ∈ ∇(mλ)} ⊆
∐
ν∈NR+ Fpt
pν dans l’alge`bre de polynoˆmes
Fp[t] en les inde´termine´es tα, α ∈ R
+, dans laquelle on e´crit tν pour
∏
α∈R+ t
να
α . Supposons
que
∑
vif
p
i = 0 sur U
+w. Comme vi(U
+w) = vi(ww
−1U+w) = (w−1vi)(
∏
α∈R+
wα>0
Uα) et
de meˆme pour fi,
∑
(w−1vi)(w
−1fi)
p = 0 sur
∏
α∈R+
wα>0
Uα. On peut choisir les vi a` partir
d’une base de St incluant v− et tels que tous les vi autres que v− soient annule´s par
v∗−. Supposons maintenant que w
−1v− = 0 sur
∏
α∈R+
wα>0
Uα. Alors, vu comme e´le´ment de
∐
ν∈[0,p[R+ Fpt
ν , w−1v− ∈ (tα | α ∈ R
+, wα < 0). Mais alors w−1v− aurait pour poids
(p− 1)ρ−
∑
α∈R+
wα<0
rαα−
∑
α∈R+
wα>0
r′αα pour certains rα, r
′
α ∈ [0, p[ sans qu’on ait tous les rα = 0.
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Il s’ensuivrait que
−w−1(p− 1)ρ = (p− 1)ρ−
∑
α∈R+
wα<0
rαα−
∑
α∈R+
wα>0
r′αα,
et donc ∑
α∈R+
wα<0
rαα+
∑
α∈R+
wα>0
r′αα = (p− 1)(ρ+ w
−1ρ) = (p− 1)
∑
α∈R+
wα>0
α.
Alors on aurait 0 > w
∑
α∈R+
wα<0
rαα = w
∑
α∈R+
wα>0
(p − 1 − r′α)α ≥ 0, ce qui est absurde. Donc,
si f− est associe´ a` v− dans la somme
∑
(vi ` f pi ), on doit avoir, comme Fp[U+] est
inte`gre et comme les w−1vi ∈
∐
ν∈[0,p[R+ Fpt
ν sont line´airement inde´pendants des w−1f pi ∈∐
ν∈NR+ Fpt
pν , w−1f p− = 0 sur
∏
α∈R+
wα>0
Uα, et donc aussi la meˆme chose pour w
−1f−. Ainsi
∑
v∗−(vi)fi(gw) = f−(gw) = 0 pour tout g ∈ U
+, comme voulu. De meˆme, on peut
utiliser le scindage induit par un vecteur de plus haut poids v+ ∈ St pour scinder de
manie`re compatible tous les X(w) (mais, dans l’un et l’autre cas, pas les X(w) et X+(w)
en meˆme temps).
Finalement, montrons directement que σ ◦ F∗v− scinde de manie`re compatible tous
les X(w), w ∈ W . Cela revient a` ve´rifier que si pour tout f˜ ∈ (Dist(U)wv−)
⊥ on e´crit
v− ` f =
∑
vi ` f pi dans ∇((p−1)ρ+pmλ) comme ci-dessus, alors f˜− ∈ (Dist(U)wv−)⊥.
Comme les vi forment une base de St et comme vi ∈
∑
ν∈[0,p[R+ Fpt
ν , les fi ∈
∑
ν∈NR+ Fpt
ν
sont de´termine´s de manie`re unique. Supposons juste que f˜− 6= 0 sur Uwv−. Alors
w−1f− 6∈ (tα | α ∈ R
+, wα > 0). Mais alors w−1f 6∈ (tα | α ∈ R
+, wα > 0), contredisant
le fait que f˜ ∈ (Dist(U)wv−)
⊥.
Terminons par une question : il est de´montre´ dans [K95] and [J] que L(−ρ) est un
facteur direct de F∗OB. Ne´anmmoins, une analyse plus pre´cise de F∗OB fait apparaitre
L((p − 2)ρ)⊗ L(−ρ) comme quotient de F∗OB. Il est alors naturel de se demander si le
formalisme de´veloppe´ ci-dessus permet de voir si L((p − 2)ρ) ⊗ L(−ρ) est facteur direct
de F∗OB.
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