La teoria classica by Moscatelli, V. B. & Simoes, M. A.
I - LA TEORIA CLASSICA.
Introduzione
Lo scopo di questa prIma parte è di tratteggiare brevemente lo sviluppo
della teoria classica degl i operatori, cioé di quella parte della teoria de
gli operatori che precede l'avvento di Grothendieck. Così, dalla nascita del
la teoria agli inizi del secolo ad opera di Fredholm, che non a caso coinci-
de con la nascita dell 'Analisi Funzionale, si procede, attraverso i lavori di
Hilbert, Schmidt, Lebesgue e Fréchet, verso una formulazione precisa di una
"teoria" degli operatori che si concretizza nel lavori di F. Riesz e, soprat
tutto, Banach. Emergono così gl i opel"atori "classici", cioé gl i operatori di
Hilbert-Schmidt, compatti, debolmente compatti e completamente continui. I
principi motori della teoria, oltre naturalmente al principio primario di
"risolvere equazioni", sono chiar'amente individuati nel pILobtema dilla bLac.-
c..w. E nel (più recente) ~)/wbeema dde'applLO!.lò,ùnaz,{.one di Banach, fino a glU~
gere, attraverso l'algebra di Calkin, ad erigere lo scenario nel quale si
svilupperà poi la teoria moderna degl i operatori, basata sul lavoro di Gro-
thendieck e sull 'uso sistematico del concetto di "ideale" da parte di Pietsch.
,
Il lettore potrà consultare i trattati [7] e [9J per 91 i argomenti esposti
in questa prima parte.
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1 - Nascita dell' Ana l i s i Funzi ona l e.
Sebbene i processi di derivazione e integrazione possano essere conside-
rati corre operazioni definite su classi di funzioni, fino alla fine del se
colo scorso questo punto di vista venne usato essenzialmente solo per conve
nienza di notazione. Ricordiamo che fu Pincherle (cf. [52J, vol. I, p.92-141),
nel 1886, il primo matematico a insistere sul fatto che una funzione dovrebbe
essere considerata come un "punto" in un qualche insieme e ad usare una nota
zlone operatoriale per l'applicazione che associa, ad un funzione olomorfa
q" la funzione
s ~ !A(s,t)q,(t)dt
r
,
ove l' è una curva nel dominio di olomorfia di q, e la funzione A è 010-
morfa. Questo primo accenno all 'Analisi Funzionale fu immediatamente persegul
to da Volterra nel 1887 (cf. [63J, vol. I, p. 294-314)) con le sue "funzioni
:63,'1, vol. Il, p. 216-262) al concetdi linee", arrivando poi, nel 1896 (cf. .
to generale di ciò che Hilbert chiamerà in seguito "equazione integrale del
seconao tipo",
,,( t) - t( S (s,t)~(s)ds = f(t) ,
~ o
a
nella funzione incognita ç, (cf. anche [62"]).
Fu però con l'inizio del secolo che incominciò a svilupparsi nell 'Analisi
quella tendenza astratta che si è poi evoluta in quella che oggi è conosciu-
ta come l 'Anal isi Funzionale. Infatti, tra il 1900 e il 1910 si verificò una
improvvisa cristall inazione di tutte le idee e rretodi che si erano accumula-
ti nell 'Analisi durante il XIX secolo. Questo fu dovuto essenzialmente alla
pubbl icazione di quattro lavori fondamental i:
(i) L'articolo di Fredholm [15J del 1903 sulle equazioni integrali;
(ii) La tesi di Lebesgue [35J del 1904 sull 'integrazione;
(iii) L'articolo di Hilbert [26J del 1906 sulla teoria spettrale;
(iv) La tesi di Fréchet
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del 1906 sugl i spazi metrici.
L'articolo di Fredholm, ispirato dal lavoro di Volterra, inizia la teo-
ria delle equazioni integrali e può essere considerato come la sorgente di
tutti i successivi sviluppi della teoria spettrale. Il suo effetto sul mon
do matematico fu profondo e, d'improvviso, la teoria delle equazioni inte-
grali divenne uno tra gli argomenti favoriti degli analisti. Uno dei più at-
tivi assertori della nuova teoria fu David Hilbert che, tra il 1904 e il
1906, pubbl icò sei lavori sulle equazi oni integral i tra i qual i spicca il
lavoro [26J che può essere considerato il primo articolo scritto in Analisi
Funzionale. In esso Hilbert addirittura abbandona il punto di vista delle
equazioni integrali per ritornare al concetto dei sistemi infiniti di equa-
zioni lineari, comprendendo che le prime possono essere considerate come
casi speciali dei secondi. Ed è proprio in questo studio che Hilbert comin-
cia a gettare le basi della teol'ia degli spazi di Hilbert e di quegli opera
tori che saranno pOl detti opeNI.-tc.'1.-i. d.i HV'bu...t-Schmùi.t.
Allo stesso tempo Fréchet, nella sua famosa tesi, introduceva in Analisi
il concetto di sUluti(Vla, definendo assiomaticamente gl i .6paz.{. me.;tuc.{ e fa-
cendo così confluire insiellE Geometria, Topologia e Analisi. Ciò è rafforza
to anche dalla grande enfasi posta da Fréchet su tre nozioni assolutamente
fondamental i, ci oé c.ompa.:tte.zza, cOlllp.tuezza e .6 erar.ab.i..e.d:à , aprendo così
la possibilità di trasferire la geometria euclidea in dimensione infinita.
Ed infatti, questo è proprio ciò che viene realizzato dallo stesso Fréchet
[14] e da Schmidt [58'] nel 1908. Nell 'articolo di Schmidt troviamo la defi-
nlZlone dello spazio .r 2 , con le nozioni di prodotto scalare, norma, ortogo-
nal i tà, insiemi chiusi e sottospazi vettorial i.
Questo punto di vista geometrico era già stato adottato nel 1906-1907
da Fischer [12J e F. Riesz 154J (volo I, p. 378-395) che, indipendentemente,
erano arrivati a quello che è o~Jgi conosciuto come il tr.olte.ma. eU f·ùc.he,~-R.{.e..6z
e che stabilì un legame fino ad allora insospettato tra la teoria degl i spazi
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di Hilbert e la teoria dell' integrazione. Quest'ultima, da Cauchy a Jordan
e Peano, si era evoluta in maniera completamente indipendente dalla teoria
spettrale ed è molto probabile che lo sviluppo dell 'Analisi Funzionale sa-
rebbe stato considerevolmente ritardato se l'integrale di Lebesgue [35~ non
fosse fortunatamente apparso sulla scena esattamente all 'inizio del lavoro
di Hilbert sulle equazioni integral i. Con l'a iuto di questo formidabile stru
mento, Fischer e F. Riesz potevano definire lo spaZlO L2(1) su un interval-
lo compatto I t~, che da ora in poi possiamo supporre, per comodità, esse
re l'intervallo [0,1], e dimostrare l 'isomorfismo tra L2(1) e .e. 2 associan
do ad ogni "funzione" feL 2(1) la successione (~n) dei SUOl coefficienti di
Fourier rispetto ad un sistema ortonormale e completo. Ne conseguiva imnedia
tamente che i risul tati di Fredholm e Schmidt si potevano appl icare senza al
cun cambiamento ad operatori "integral i"
(1) (Tf)(s) = : k(s,t)f(t)dt
I
con JlllCeCO k(s,t) e L2(ixl).
Na la conseguenza più importante del teorema di Fischer-Riesz fu che aprì
la strada alla definizione degli 'paZl LP, dovuta a F. Riesz nel 1910
[54J (vol. I, p. 403 e pp. 441-497), e alla teoria generale degl i
mati intrapresa da Helly nel 1921 [25~ e formalizzata da Banach
fondamentale monografia [21.
•
spazl nor-'
ne 11 a sua
Sin dai tempi di Hilbert e Riesz Sl era notato che gli operatori integra-
li definiti dalla (1) per m=zzo di una "funzione nucleo" non esaurivano cer-
to il concetto generale di operatore lineare, dal momento che nemmeno l 'ide~_
tità poteva essere espressa in tal modo. Nasce così il problema seguente:
(Pl) Vc.te'lIlÙJI([!lC qlln~.~ uPCJlcU:OJt.~ T POòM'IIC' eò;(:'l.C Jt.apl.'~e..~l'lI.t{l.t.~ da llIla
oo.'l.JlUlen dee t~po (1).
Tale problema dovrà attendere fino al 1950 per avere una risposta soddi-
sfacente I (cf. '60:),
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L'articolo di Fredholm ~ià citato nel § 1 ebbe il merito di aVV1are
Hilbert e la sua scuola sulla strada degli spazi di Hilbert e degli ope-
ratori di Hilbert-Schmidt. Si dà il caso che tali nozioni siano stretta-
mente collegate ad un altro problema di fondamentale importanza. Per for-
mulare tale problema ricordiamo che, se
s i de f i ni sce pot-tHom.{D cMa.Uv:. i..6t-i.c.o di
A = ((a .. )) è una matrice
1J
A iì pol inomio
nxn,
(2 ) + •.• +t
n
e .tltacc-i.a di A il numero
(3) tr(A)
n
= ." 1
- 1=
a .. .
l 1
Già nel 1840 Cauchy [5J aveva dimostrato che
t 1 = tr(A) ,
il che implica, essendo ovviamente t 1 la somma degli zen del polinomio
p(A) in (2), l 'uguagl iònza fondamentale
(4)
n
tr(A) = '"1 À.(A)
1 = 1
ove le qlJantità Ài(A) sono gli autovalori di A contati secondo la loro
moltepl icità algebriche. L'espressione a secondo n-embro della (4) è comu-
nemente chiamata la LWCCÙ, I>prdt!'cafe d'i A. Pertanto, nel contesto delle ma
trici, è evidente che la traccia (definita dalla (3)) è lineare, essendo la
somma degli eh'menti diagonali, e coincide con la traccia spettrale.
Denotiamo ora con [n
e Sla T un operatore in
lo spazio eucl ideo complesso ad n
n[ . Se (x 1, ... ,x n ) è una base per
dimensioni
e
n
Tx. - .ì:, a .. x.
1 J=11.JJ
(i=1, ... ,n), la matrice A - ((a .. )) Sl chiama una
l J
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ltapp1uuentaùoVle di T e, da quanto detto sopra, è facile dimostrare (cf. [9J,
II, pp. 1016-1017) il seguente
TEOREMA 1 - (a) La qwut.U-I:à tr(A) nOvt d'<'pende dal.ta JtappJte<leYl~taz'<'orte A
d'<' T e qU.ÙtM de6ùt.iJ.>ce ta t"-acc.i.a. tr( T) de-te' ope!ta:tolre T·
(b) tr(T) ; n
. [11; À • (T), ove .i-l À. (T) Mno gu cw:tovatoM d.i1 T
6econdote .eOltO moLtept.i-c.dà atgeblt.{che.
(d) tr(TS) ; tr(ST) ·6e S e T
Il problema 1 richiede le seguenti osservazioni.
OMe'tva:.i.ol1e 1 - (a) motiva la definizione di t·'taccia 1tm:.i.OrIa.te per la
traccia di un operatore definita per mezzo della (3) poiché mostra che ta-
le traccia è un funzionale lineare in T. Per sernplicità, noi continueremo
a usare il termine "traccia" per la traccia funzionale.
O<l.~e'tvaz.<..ol1e 2 - (b) rrostra che .ea tJta.cc.i.a di. UVi opeltato'tc coù!c.ide. COVI
fa MW .tJtace-lct -6peA:.L'ta.te.• Questo sempl ice fatto, insieme all 'Osservazione 1,
è stato tenuto presente da grandi (e non tanto grandi) rmtematici sin dal
tempo di Cauchy ed ha contribuito a delineare l'evoluzione dell'Analisi Fun-
z i ona l e modernil.
OMe/waz.{one 3 - (c) è un' ovv'ia conseguenza di (b) rm, come vedl-emo più
tardi, le cose andranno orribilmente storte in un contesto più generale.
Il Teorema 1 si estende immediatamente il operatori di rango finito da
spaZl lineari ln dualità <E,E') a uno spazio lineare F. Infatti, se
x' e E' e y e F, si ottiene un operatore T di rango 1 ponendo
Tx - <x, x ')y , x e E.
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Ne segue che ogni operatore T di rango finito è dato da un'espressione
del tipo
( 5)
n
Tx - '~1 <x,x:>y.,
l = l l
x eE,
ove x~ e E' e y. e F (i - l, . .. ,n). Se F .. E, il numero
1 1
(6 ) tr(T) n
- . ~ 11= <y.,X~>1 1
non dipende dalla rappresentazione finita di T: ciò è ovvio per n=l e
si estende al caso generale per l inearità. Pertanto, denotando con .'}"(E,E)
t'''-/1.o-'.eme. deg.f.-t ope.M-toJU d,,- Jtal1go 5Ùldo w E, abbiamo che la tt'accia (6)
(che è ovvian'ente la stessa del Teorema 1(a)) è un funzionale lineat'e su
.F(E,E). E' naturale allora porsi il seguente problema:
(P2) QuaLi. -topo.fcg.i.e.oi. pOf.,.!>ono C.ovu,"-de7(VLe~U j"(E,E) I:'C'L te qu.a..t-'. .e.a
.t;z.ac.e.ta JtL!>u..Cu. ce'/1..tÙ1lW, e. ql[.i.I1M M e.f.,.te.llda ad W1 5u.nz.ec,l{[.fe. .Ci.-
ne.aJte. e. c.on-t..illlw òut compte.tamen-tc di. j"(E,E) Jtùpe..tto a taU to-'
pofog.<.e?
Questa domanda innocente segna il corso della storia!
Nel 1909 I. Schur [59J dimostrò il seguente
TEORENA 2 - Se. A - ((a .. )) è Wl{l mat>'L.i.c.e. nxn, f.,.(. ha:
1J
(7) l n.t la .. 12 •
1 , J l J
In vista dell 'importanza che assumerà 1n seguito il secondo merrbro della
(7), conveniamo di porre
(8) 1 n-(.t
l ,J
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Allora, se A e B sono due matrici nxn, Laleseo [34] nel 1914 mostrò
che
(9 )
Ne se9ue che, se H è uno spazio di Hilbert e T - AB con A,B e.9'(H,H) Sl
ha
( 1O) Itr(T) I < n
. l: 11=
Lo scenario adesso è predisposto e le questioni fondamentali sono:
(P3) Qu.a€.-<: opVta:to!<.-i. òu. W'IO òpauo d-i. Hil bert heulIlO una -f/~acc-la?
(P4) Quando ./'a ,tMCC-ta d-i. Wl opVta:toJte è fu MlllIl1a degL.t au:tovM.OI<.,U
3 - Operatori di Hilbert-Schmidt
Già i lavori di Hilbert e Schmidt contenevano le idee espresse nel segue!:l,
te
TEOREMA 3 - S.ta T./'· ope,M-fo!<.e M L2(I) de~,tn,Cto daUa (1) con 11l1Ue.O
k(s,t) e L2(IxI) e :tate che. k(s,t) = k(t,s). AUo!<.a;
(a) T ha Ima .~llCCe.Mwnc, (À (T))
n
d,t all,tovato/t.i !<.c,a,U taU che
( 11) l:
n=1 fIx I
(b) Ogni
,.Iacce,ò .I ione
À (T) f O ha moUepucùà 6-i.Jl,{"ta e.
n
l im À (T) - O òe ,fa
n
n-"'"
(e) re,~ C'g"lA. alLtova,fo',e,
(!.-6-<A,te w'/.a aCL ta nLLM z-Lorl,e. ~n
À (T), ccnta.to ,~eco'ldo fa wa mo.L.tepuc,ità,
n
M T tate che,
( 12)
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,p(t)dt-O
m
per m f n.
( 13) f k(s,t)x(s)y(t)dsdt-
Ix I
À (T)
n
f x(t)4I\t)dt f ,p~t)y(t)dt.
I I
Applicando allora la (11), (12) e (13) Sl ottiene
( 14 ) 1>'"); I (T9 ,,p ) 12 _
n m I n m 1,
l':'C\~ 5010, che i l valore di ta l i • è indipen-ma Sl rl conosce pOl comune serle
dente dal sistema ortogonale completo (~ ) scelto • L2(I), "- che induce1 n Cl0
'n
a dare le seguente definizione: un operatore T su uno spazio di Hilbert H
è detto opVL~to~e d~ H.{jbV'..t~chmi.c'vt se esi ste un si stema ortonormale comple
to (e : et eIA) in H tale che
o.
( 15) < 00 •
Sussistono allora le seguenti caratterizzazioni, nelle quali indichiamo con
T* l'.'opCA~or,e agg.<.wtto, nel senso della teoria degli spazl di Hilbert, del
l'operatore T. (Si noti che un operatore di Hilbert-Schmidt è necessariamen-
te limitato, come conseçuenza immediata della definizione, e pertanto l'ope-
ratore aggiunto esiste ed è anche esso limitato).
TEOREMA 4. S (11 T Wl opVLa.tone ~u [(HO "paz~o d~ H.U:bVLt H . Le ,egue'lt.<.
aHe,.~ma2.i.oH~ ,0VlO equ.i.vatwti.:
(i) T è W1 OpcA~o/[e <li. H.ubeJl.);-Schn:ùu:.
( i i ) l'e/[ 09'"'. ~.LMc "I([ O~oJwJl.mcU.e compeeto (e
'"
,: liTe", Il' =0'2(T)'< 00
l16fJ.
( i i il re/[ due (.~.iJ.>p. pe ~ ogVl.i. copp.<.a d~) ~Ù.tc'Jll~ ontOVlonmat~ u"J'ptc-1"<'
(eo. : et eIA) e (fa : a e lA) ~ H,~ fw
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E E I (T e , f ) I2 = 02 (T) <= .
Cle lA BeiA Cl B
(i v) T* è un opVtcUo1l.e d.-i. iLi i'.bVt:t-SchmùU e
( v) Lo .6pe.-U,1O dell' opVtcU01l.e T*T cOM.u...te dello zVto p-til. una ~u.cceM-<'Ol'1e
(-ì. (T*T)) cL<. autovalo.t-<' tal-<. che.
n
~
E À (T*T) =
n
n=1
Naturalmente le uguagl ianze in (ii}-(v) sono parte delle affermazioni, co-
sicché il Teorema 4 fornisce una varietà di metodi per calcolare la quantità
02(T) (per la nozione di spettro di un operatore rimandiamo al §5). E' bene
osservare che nella somma a secondo membro della (15) solo al più un numero
numerabile di termini può essere diverso da O.
Indichiamo con .~', per ragioni che saranno chiare in
degu (')Jc..~cUc.ù di. H~.f.ber...t-Sc.h"tid.t .6ll H. Si riconosce che
di Hilbert pel' il prodotto scalare
segui to, e' in~<eme.
.~~ è uno spazio
( 16) (S,T) " EA(S e ,T e )
ae Cl Cl
se S,T e'B2,
ove (e ::1. e lA) è un qualsiasi sistema ortonormale completo in H. Inoltre
Cl
( 17) e
il che mostra che .'f è un'algebra di Banach per la norma "2'
Sia ora 2'(H,H) t'.il'l.6.i.eme GègU op<ùwtu.ù UmUa.ti lo cOIL-tint~i) u( H. E'
ben noto che Y(H,H) è uno spazio di Ba.nach per la norma operatoriale
, 11 -
Il T li - sup f !trxil: I!x li ~ 1} .
Indicando con .?(H,H) il sottospazio di 2'(H,H) deali operatori di rango
finito, è facile verificare che sussiste il seguente
TEOREMA 5. (a) .'/'
2 è Wl J.,cUoJ.,pClz,io tÙle.Me. d-<' .'l'(H,H) cOl'de.ne.YLte. ?(H,H).
T E Y-: .
L
(e) Se R,T Eit(H,H) e, S E ~, RST E
Poiché .'/(H,H) e un'algeb'ra di &naeh, le proprietà (a) e (c) del Teorema 5
mostrano che ,~ è un i..acafe (bi latero) relì 'algebra Y(H,H) contenente ,ç(H,H)
(vedi anche il paragl"afo seguente).
Notiamo infine che il Teorema 4 è solo una general izzazione appal"ente del
Teorem~ 3 dal momento che ogni spazio di Hilbert è congruente (cioé unitaria-
2
mente equivalente) ad uno spazlo L (X ,"l pel" un opportuno spazio X dotato di
misura positiva c, e che per tale spazi si ha il seguente
TEOREI~A 6. Sia UX:J ,('(( mU,llJW pltodotto Ml
è d.l H.iJ.beJl,f.-Sclrnudt .~e e. ·ò".fo M'. e,ò.l6te k E
X"X. Un opc.'la:to~c T
2L '(XXX,~"IJ) taCe che
(Tx) (s) - ( k(s,t)x(t)d~(t),
•
x
2
xeL (X, Cl) •
"2(T) = Ilk il _ .
L'(X.X,~xu)
Il Teorema 6 dunque non solo stabilisce una equivalenza (essenzialmente)
tra i Teoremi 3 e 4, ma anche fornisce una prima risposfa parziale al pro-
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bl ema (P 1) de l §1.
Per le dimostrazioni dei Teoremi 4 e 5 vedi [9] (II pp. 1010-1013) o [27J
(pp. 55-59) mentY'e il Teorema:6 è un esercizio in [9J(11, p. 1083).
OMVl.vazioY1e - In questo paragrafo Cl siano limitati a trattare operatori
su uno spazio di Hilbert H, ma ciò non è in realtà una restrizione, Infatti,
se è dato un operatore T: Hl -+ H2 tra due spazi di Hilbert diversi, è suffi-
ciente "ampliare" l'uno o l'altro in modo da ottenere due spazi della stessa
"dimensione hilbertiana", Ma allora tali spazi sono congruenti, quindi posso-
no essere identificati e si ricade nel caso precedente. Questo punto di vi-
sta verrà mantenuto in seguito ogni qual volta avremo a che fare esclusivamen
te con spazi di Hilbert,
4. Ideali di operatori
In questo paragrafo aprlamo una parentesi e, anticipando idee che verranno
formalizzate solo nell 'ultima decade attravel'so il lavoro di Pietsch negì i
anni '60 (cf. [50]), intl-oduciamo la nozione astratta di ideale di operatori.
Ciò ci sarà di grandissima utilità in seguito specialmente per quanto riguar-
da la ~erminologia e le notazioni.
Indichiamo con
,jpazi M BaI'1{[ch e con
fa efa;., ,j e d.i. ":(H-tti" 9U oPVl.cU:oJt.i. ~i.nea.ù Li.mi,t.a-ti. bta
.5f(E,F) C'ill!.>iellle cii. :taLi. opeAatorvi. ddfo !.>pazio M
Banach E ateo .;paHo eLi. Bauach F. Indichiamo inol tre con !7 PCl !'>o.aocfa!.>-
.se d~ 5/' eo,;;t;.tu..{Xa dagU. operca,te.1.i. di J<al1go tl-t11.U:o .
Per ogni sottoclasse .:J di 5:t poniamo per definizione
.l'(E,F) El 1Ì.5f(E,F).
La sottoclasse.!l' sarà detta un .i.dcaee di ope.~.cU:oJt.i. se si verificano le
condizioni seguenti:
- 13 -
(11)
( 12)
(I 3)
,FJ/" c,1 .
Se S,T e,j,(E,F), ,ètfo~a
Se Se 1 (E,F), Te2'(E ,E)
o
S+Te,9'(E,F) .
e Re2'(F,F ),
o
a,ti'.o,~a RSTe ,9'(E ,F ) .
o o
--Ovviamente ,i/' è il più piccolo ideale di operatori (2' è il più grande
ma non lo considereremo un ideale, essendo improprio).
Dato un ideale
e '/
, gl i insiemi ,/(E,F) si chiamano le c.omponel'tU. di
si dice ch~(L6o se ogni cOlTponente ./o(E,F) è chiusa in
..'t'(E,F) per la norma operatoriale. Ovviamente .y; non è chiuso e come ve-
dremo il problema di determinare la "chiusura" di .Y; avrà un' importanza as-
solutamente determinante nello sviluppo della teoria.
Supponiamo che, dato un ideale .1',
tale che, dati comunque spazi di Banach
esista una funzione v
E ,E,F,F , si abbia:
o o
a valori reali
(01) Se x'eE', yeF e T: E -,.F è t'cpM(LtC'~e dc.nÙI.Lto da Tx - <x,x'>y
(x e E), ate o~a v (T) ~ iIx' Il !1y Il .
(02) E<lù.tc. una c.o.~.tan.te c > 1. cl1(', non Cvt)Nl1de do. E e F, .tatc. c/te
,,(S+T) < c('O(S) + v(T)) pe,~ ogl1', cOPP-Ùt S,T e .1'(E,F).
(03) Se Re 2' (F ,F ), S e Jt (E, F)
o
T e..'t'(E ,E), ateo~a
o
v(RST) ~ iiR Il'O(S) ilT II .
"-i. nn.b chE! qUE!stE! condizioni impl icano I:T Il :: v(T).
DirE!mo allora che v è una qua<l.(,-J'lot,ma per l'ideale .1' E! chE! la coppia
(j';v) è un .ideale q(tM t-'Witmato. Tale ideale sarà poi detto c.ompfeto se cia-
scuna componente [..1 (E,F) ,V! (che è chiaramente uno spazio lineare topologico
metrizabile) è completa. Se pOl ln (02) è possibile scegliere c~1, allora
v è ovviamente una nOI-ma e in tal caso diremo che (.i,v) è un ùlea,ee 110'>-"
nla-to•
Infine, chi ameremo .tdrare I,èebe.!<ftallc una sottocl asse .1 dell a cl asse di
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tutti gl i operatori l ineari l imitati tra spazi di Hilbert che verifichi le con
dizioni (11 )-(13), ove naturalmente gl i spazi che intervengono saranno ora tut
ti spazi di Hilbert. In generale, ometteremo il simbolo dello spazio e indi-
cheremo pure con J le componenti Y'(H,H). Con riferimento al paragrafo
precedente, pOSSlamo allora enunciare il Teorema 5 al modo seguente:
5 - Opera5~~~~o.meatti, deboJme~te comp~~ti e completamente continui.
Il concetto di operatore compatto (o completamente continuo) è essenzialmente
dovuto a Hilbert [26], che lo usava per forme biline::ri in ~2. In termini
di operatori, Hilbert richiede che l 'ope'-atore trasformi successioni debol-
mente convergenti in successioni fortemente convergenti, cioè convergenti ln
norma o, sempl icemente, "convergenti". I~a fu F. Riesz (cf. ~53J) nel 1918 a dare
una definizione equivalente usando il concetto generale di compattezza intro-
dotto da Fréchet e a chiamare conpat:to un operatore T : E -, F tra spazi di
Banach che trasformi insiemi limitati di E in insiemi relativamente compatti
in F. Naturalmente tale definizione è equivalente a quella di Hilbert se E
è riflessivo (e quindi per i), perché allora ogni insieme limitato di E è
relativaJrente debolmente compatto. In generale, chiameremo (èomp eet.amc lite. c(Or,·
.tùlUO un operatore tra spazi di Banach che soddisfi la definizione di Hilbert.
Infine, seguendo Kakutani [30J e Yosida [ 651, chiameremo d~bo~mevtt(è conpa.:.:to
un operatore tra spazl di Banach che trasformi insiemi limitati in insiemi de
bolm2nte relativamente compatti. Tali operatori furono introdotti nel 1938
in collegamento con la teoria ergodica e un estesissimo studio di essi e degli
operatori completamente continui fu pOl compiutGl da Grothendieck r20] nel 1953.
- .
Indicando allora con X, Ve 'H
pee;f.amen.te cOJ1tÙllt-l e deboe>n~_Jite co Hpa.tt-t , rispettivamente, possiamo riassu-
mere le loro proprietà nel seguente:
TEOREMA 7 - )f, 1
- 15 -
A questo va aggiunto il notevole
TEOREMA 8 - (a) Te% i>e e M.(O i>e T'eK.
(b) Te'II· i>e e MJto i>e T'e;fIi.
T' è naturalmente .('opv,a;(:OI[e. agg.tLltLto (o d=te) dell 'operatore T.
(a) è il classico risultato stabilito da Schauder [57] nel 1930 e (b) è
stato dimostrato da Gantmacher [16J nel 1940.
Si noti che ln general~ non vi è nessuna relazione di inclusione tra gl i
ideali ''// e '/II, Infatti per due spazi di Banach E e F abbiamo che, se E è
riflessivo, allora t"\E,F) =:K.(E,F) e 'IV(E,F) = 2'(E,F) e dunque 'l'(E,F) ~ if'(E,F).
D'altra parte, Grothendieck [20] ha mostrato che .%[C(I),C(I)J ~ #[C(I),C(I)] -
-f'[C(I),C(I)]. mentre $'IL 1(I),L 1(1)1 ~ifi~Ll(I).Ll(I)] ~ r[L 1(I),L 1(Ifj .
Infine, vogliamo qui ricordare che il lavoro di Riesz ha portato a quella che
,
oggi è conosciuta come la "teoria di R1esz-Schauder" degl i operatori compatti.
Richiamiamo che, dato un operatore lineare'l'(continuo o no) definito su un sotto-
spazio di uno spazio di Banach complesso E e a valori in E, si dice .ù1i>-<:'eme wo.t
ve.tue dell 'operatore T l'insieme di tutti i numerl complessi À per i qual i 1 'ope
ratore (ÀI-Tl- 1 esiste, è definito su tutto E ed è continuo (I denota l'identità
di E). Tale insieme si indica con p(T) e il suo complementare 0(T) Hl (l si chiama
opU:;VlO dell 'operatore T. Se Te..'i'(E,E), allora o (T) è un insieme compatto non
vuoto e val e la 601[mu.ta de..t I[(1gg-<:'o ope.ft"a.e.e.:
sup{ 1).1 : ) e o(T)l - lim IITn 111/n :::,IIT Il,
n-
dimostrata in generale da Gelfand [17] nel 1941. Ogni À e o(T) per il quale
l'opera tore ÀI-T non è iniettivo si dice a~tovatol[e ~ T ed ogni xeE, xfO
tale che (ÀI-T)x = O è un all:tove.U:i).~e. di T corrispondente all' autovalore À.
Forse il più importante risul tato della teoria di Riesz è espresso dal seguente
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TEOREr~A 9 - Se T e;f'"(E,E) al.l:olta:
(a) O e 0(T) e o(T) è UYI ùlòirrrX' a.l: p-i.ù 'lume~ab-i.te.
(b) Ogn-L A e o(T) \ {O} è un ((U~ovalo·~(' ed un punto .iM!~a.to d-i.. a(T).
(c) Se- o(T) "numvwb.i.l:e, a1.eolLa i'ùl~-i..eme o(T)" (Ol può ~MMe o~.d-i.-
na.to ,in una 6uece.<\~.{one che c.onwlIge a zelLO.
(d) Pelt og"l.i ), € o(T) '- {(Il fa d-LmeYl!.l.{one dei òot~06paz-i.o N(A) ~
- (xeE : (AI-T)x~O) è Mn~ ed è eh-i.am-ta .ea moUepi-i.c.dà ge-omet.J1)ca d{ À.
(e) PeA o9n-i. A o(T) '- {O} e~ùte ' . P, tal~ che TP P,T-e lLYla plt (I-<-~. v one -
A A A
La d-LmeM-i.ovle deR. ,; oLt06pa Z-LO PA(E) - 6ùlda ed è ch.iama.ta Ca moU:epiic.-i. ..e
tà a-CgebJt-i.ca d-L A •
6 - Il problema dell 'approssimazione.
-----
Durante gli anni '20 Banach frattanto intraprendeva uno studio sistematico
degli spazi di Banaeh ottenendo una tale varietà di risultati di vastissima
portata (cf. [1] e [2J) da far comp1ere all 'Anal isi Funzionale il più gran
balzo 1n avanti dai tempi del lavoro pionieristieo di Hilbert. In tale studio
Banam Sl era accorto di quanto fosse importante, ai sensi della struttura del
lo spazio, il sapere se un dato spazio di Banach E avesse o rreno una ba.;e.
Con ciò si intende una successione (x ) c E tale che ogni elemento x e E abbia
n
un'unica rappresentazione della forma
ove (I;n) è una succeSSlOne scalare e la serle converge nell a norma di E. In
corrispondenza ad una tale base esiste una unica successione (f ) di funzionali
Il
lineari, che nel caso di uno spazio di Banach sono automaticamente continui,
ta l i che
f (x ) - 1
n n
e per k f n,
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cosicché possiamo scrivere
x - f (x) x
n n
per ogn1 x e E.
Definiamo ora gli operatori Pk : E ~ E al modo seguente:
k
Pk(x) = L1 f (x)x .n= n n
E' chiaro che ciascun Pk è una proiezione continua e, poiché Pk(x) ~ x (per
k ~ 00) per ogni xeE, ne segue per il Teorema della Limitatezza Uniforme (Ba-
nach-Steinhaus) che Pk ~ I (= identità di E) uniformemente su ogni sottoin-
sieme compatto di E. Se allora F è un altro spazio di Banach e T e,;f(F,E)
avremo che PkT ~ T uniformewente su ogni insieme T(B) con B l imitato in F,
-
cioé P~ ~ T in 2"(F,E) e quindi, poiché PkT e~(F,E) per ogni k, Te§(F,E)
(la chiusura essendo presa in 2'(F,E)). Dunque .)f:'(F,E) cY(F,E) il che, as-
sieme al Teorema 7, ci permette di concludere che .Jf(F,E) =3"(F,E). Abbia-
mo così determinato la chiusura di .:;;-(F ,E) se E ha una base. Ciò indusse Ba-
nach a porre il seguente problema:
(P5) E}.,.u.,.te W1a bMe -i.n og,ù ~I-'az.i.o cU Ba.;;ach -6epaJlilbJe?
Osserviamo che tutti gli spazi di Banach classici hanno una base. Per
spazi di Banach classici si intendono i seguenti spazi (ove indichiamo una
base tra parentesi): tp«e )) (1 < p < 00), c «e )), C(I) (la base di Schauder),
n - o n
Lp(I) (il si s tema di Haa r) (1 < p < 00) > (cf. [38], voLI, p. 3) .
Consideriamo adesso uno spazio di Hilbert H non separabile e sia
un sistema ortonormale completo in H. Si ha
(e :Cf.e lA)Cf.
X -. - ~AI (x,e )e
Cf."lM a Cf.
per ogn1 xeH e dal momento che
2
Il x Il
2
= ~1(x,e)1 <"",
Cf."lM a'
per ciascun x solo un numero al più numerabile di coefficienti (x,eCf.) è diverso
da zero. Dunque, se f è unsottoinsieme finito di lA e PIF : H ~ H è la proiezione
ortogonale data da
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l'IF(X) = L(x,e)e ,
x8F a a
allora P.,(x) ·X al variare di lF tra tutti i sottoinsiemi finiti di lA
-
caso degl i spazi di Banach con base, Jf' =? Anti-
e quindi, come prima, PIF ,r
H. Ciò implica, come nel
uniformemente su ogni sottoinsieme compatto di
cipando un po' i tempi, possiamo allora generalizzare il problema (1'5) a tut
ti gli spazi di Banach (separabili o no) ponendo ilcosiddetto p~obtema dett'ap-
p~ooo~az~one ~ Banach-G~othen~eck:
(1'6) Dato uno opaz-t.o ~ Banaclt E , è pOM~bde apP~oM~~e .t'~dentda ~
E con op~ato~ ~ Mngo 6~~o un-t.60~memente oU OgM MUO~n6~errc
co npa.:tto?
Si dirà allora che E ha ta p~op~eta ~ app~o06~az~one se per E il proble-
ma (1'6) ha risposta affermativa.
Come vedremo, il problema (1'6) motiverà gran parte della teoria degli opera-
tori, ma sarà risolto soltanto nel 1973.
7 - Operatori a traccia.
Riprendiamo adesso il problema della traccia discusso nel §2. Carlemann [4J
dimostrò nel 1921 che, se T appartiene alla classe di Hilbert-Schmidt ~
(cf.§3), all ora T2 ha traccia e
2 ~
tr(T ) = nLl 2À (T) •
n
è la base ortonormale consueta di
Purtroppo, ciò non aSSlcura
semplice esemplO mcstra. Sia l'operatore definito da
T, come il se9uente
-1
TU; ) =(n ~)
n n
l'.2, allora la se-
della traccia perl'esistenza
T:i-+i
•per ognl
ne
~
E!ITeI1 2 _n= 1 ,. n
=
E
n=1
1
n 2
o dO T e 'P2(o2,o2). D' lt t lconverge e qUln 1 J. ~ ~ a ra par e, a serle
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ro
"n=1
(Te,e)-
n n
1
n
,
che potremmo essere indotti ad usare per definire la traccia tr(T), diverge.
Pertanto, la traccia non può essere così definita per ogn1 operatore T e ~.
Abbiamo però visto nel §3 che, se S e T sono operatori di Hilbert-Schmidt
su uno spazio di Hilbert H qualsiasi con base ortonormale (e : (J. e lA), allo-
o
l'a la serie 1A(Se, Te) converge assolutamente a un limite che non di-o.q. et o.
pende dalla base (e ) ed infatti, per la (16), tale limite è propno il pro-
o
dotto scalare (S,T). E' questa osservazione che, nel 1936, indusse von Neumann,
con il contributo parziale di Murray (cf. r43l) a studiare il problema della
- -
traccia e a definire ta -V!acda cU R e S, con R,Se,:,z, come la quantità
( 18 ) tr(R,S) - " (Se ,R*e ) .
C'l Cl a
Naturalmente ciò equivale a definire la traccia tr(T) per ogni operatore T
della forma T = RS, con R,S E ~, ciò che appunto permise a Murray e von
Neumann di identificare 1n ~ o y,: una classe di operatori su spazi di Hilbert
per i quali la traccia può essere definita in accordo con i requisiti richiesti
dai problemi (P2) e (P3) del §2, perché infatti si ha per la (16), (17),(18) e
il Teorema 4 (iv),
In verità, Murray e von Neumann definirono gLi- Ope-'ta.-tO.1.-i. a .t.~acc-<:a, come qu~
gl i operatori T su uno spazio di Hilbert H che armrettono una rappresentazione
del tipo
(20)
con n un intero opportuno e Rk'Sk E i~(H,H). Ma è facile vedere che la clas-
se JZ o ~, ottenuta per composizione, è un ideal e nel senso del §4 e quindi
può sempl'e pl'enders i n= 1 nella (20).
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Conveniamo di porre Y1" Sf o .Y2' cioé di indicare con Y,' l'ideale degl i
"operatori a traccia". Sussiste allora il seguente importante
TEOREMA 10 - Se T e ~1(H,H), atto~a e~~tono ~~tem~ o~toqona~ (e ) e (f )
• n n
~n H taU c.he
con
Tx - l: (x, e )f
n n n
peA ogn~ x e H,
e
00
l:
n=1
tr(T)
Però, il problema (P4), cioé se la traccia di T e Y,' è uguale alla somma
degli autovalori (e tale soma esiste per il risultato (10) di La1esco e per
il Teorema 5) dovrà rimanere senza risposta ancora per molto tempo, perché sfor
tunatamente il risultato di Carleman si applica solo a T2 e non al prodotto
S T(S,T e 92). La risposta è positiva, ma fu solo ottenuta nel 1959 da Lidskij
[36J per mezzo di una dimostrazione sorprendentemente difficile (vedi anche [61J,
§3 o [9], II, pp. 1096-1105). In altre parole, vale l 'uguagl ianza
( 21) tr(T) 00= 1:
1
À (T)
n~ n
per T e :';,'!
s - Teorema Spettrale, Algebra di Ca1kin e Classi di von Neumann
In uno spazio di Hilbert H, il Teorema 9 di F. Riesz può essere rafforzato
nel senso che Ogl'li. ope~ato,~e conpcl,Uo au.toagg'(l1l'l,to ~u H ha llit. ,j,w.tema d,i.. au.to-
ve-t,to~~ che. 6o~mal'lo una bMe. or...t(JIlO.~mai'.e. pe!l H. Ne segue i 1 seguente notevo1 i s-
simo Teo/J.e.ma deLi'.a Rapp~e~e.l1taz-i.one. Spc..t;tJlai'.e. (cf. [27], pp; 52-55 o [2Sl,§20.1):
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TEOREMA 11 - Ogn.i opeJta..toll.e T e .Jf'(H,H) ha una ![.appll.eMntaz.i.one deR. tipo
(22) Tx - a (T)(x,e )f
n n n
(xeH),
ove (e), (f) Mno J.>.L.6tem.i. Oll..to.10JuraC.i. Inon nec.eM(l~.i.amen:te c.ompR.eti).i.n H e
n n
J.>.{.OM. è .i."o,~t~e un.ic.a, mel1.t/~.e .i. J.>.i.;:tem.{ (e
n
) e (fn) J.>ono "eMe'tz.iiLCmente" wi.i.-
C·L
Tale teorema è conseguenza del fatto che l'operatore T*T è autoaggiunto e com-
patto e pertanto ha una (unica) successione decrescente di autovalori non negati-
vi a (T)2. La mancanza di unicità per i sistemi (e ) e (f ) deriva dalla passi·'
n n n
bilità di autovalori non semplici di T*T.
I numeri an(T) sono detti I1tL»lCA.i cMa..t.:teJL.i.J.>tù..i. d.i T ed hanno le proprietà dei
numeri di approssimazione enunciate in Parte III, §1. La loro irrportanza risiede,
oltre naturalmente che nel loro legame con 1 numeri di approssirrazione, nel fat-
to che tali valori caratterizzano completamente, assieme ai sistemi (e ) e (f ),
n n
l'operatore T e pertanto per mezzo di essi è possibile dare una descrizione com-
pleta dell 'algebra 2'(H,H) nel caso di uno spazio di Hilbert H separabile
(cioé dell 'algebra .Y'(i,l:2), come dimostrato da Calkin [3] nel 1941,
Per tratteggiare brevemente i punti sal ienti della teoria di Calkin (per le
dimostrazioni dei qual i rimandiamo a [3J o a [61J ,§2) assumeremo da ora in poi
che H sia uno spazio di Hilbert separabile, ciò essendo essènziale per la ve-
rità di quanto affermeremo. Inoltre, ometteremo per brevità il simbolo H.
Il IJrimo passo nella teoria consiste nell 'osservare che, ~e .1' è tu! .i.deaee .in
l' : 2'. Ne segue che ognl idea
le massimale qy, essendo chiuso (e naturalmente proprio), deve essere contenuto
in .X, per il Teorema 7 . D'altronde '{IJ ::>!F e
-
:F = Jf (cf. §6) e pertanto
deve risultare necessariamente 1[/1 = Jf. Se ne conclude che X 0 .C'un.ieo .i.declCe
che ognl ideale è contenuto ln un ideale massimale).
(pitopJÙo) c.h.ill60 cii. 51!
.? c J cX (dal morrento
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e che, perta~to, per ognl ideale .;1 c 5f', ri sulta
Possiamo a questo punto invocare il Teorema 11 e, fissata una base ortonormale
(e
n
) ln H, formare lo spazio di successioni
(23) 1(.1) = {(E, ) : se T è l'operatore definito da
n
Tx = L E, (x,e )e
n n n n
(xeH), allora Te.%) •
Per le proprietà (11),(12) e (13) di un ideale, è chiaro che 1(.1) è uno spazio
vettoriale di successioni contenente lo spaZlO rp delle successioni finite. Inol
tre, s l vede subito, per il Teorema 11 e i l Teorema g(c), che se (E, ) e 1 (.)l'), a l -
n
lora o è una succeSSlone finita o In ogni caso 1(J) c c . Inoltre.
o
•
se (E,n) e 1(.1) e TI è una qualsiasi permutazione di lN, allora anche (E,n(n))eÀCf),
Infine, segue facilmente dalla definizione di 1(.1) e da 11 'essere un i dea l e
che, se e (nn) è una successione tale che In I < lE, I, allo-n - n
ra Sl ha pure (n ) e 1(.1) . Tutto ciò ci induce a definire un '<'dea..te cii. <lUc.c.e.66'<'o
n
• (o <lpaz'<'o cii. Ca..tIùYl) vettoriale di • • (complesse)l'U come uno spaZlO success l on l
verificante le seguenti propri età:
(51) rp c: 1 c c .
o
pe.Jt cgl1'<' . n , a.UOItaIn) è tale. c.he. In I < 1< In n ~n(52) Se (E,n) e·1
(n ) e 1.
n
(53) (E, ) e 1, .i.mp.e..<.c.a (E, ( )) e i,
n TI n
p(ù~ og n'<' p~m(da l.i.one n dA.. ~.
Possiamo allora rlassumere quanto sopra dicendo che A(~) è un ideale di
successioni. Viceversa, dato uno spazio di successioni ,\ verificante (51) e
denotando con .1(1) l'insieme degli operatori T tali che (a (T))eA , possiamo
n
dorrandarci quando accade che ,1(1) sia un ideale ln 5I!. Che ciò si verifichi
esattamente quando 1 è un ideale di successioni è il punto centrale della teoria
e può essere riassunto nel seguente teorema che stabilisce una corrispondenza biu
nivoca tra gli ideali di successioni e gli ideali propri di !.f.
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TEOREMA 12 - (a) Se ~ è Wl -<'deaJ.e p'~opJUo -<'11 Sf, a-UoJta
-<'deaJ.e etl ~Uc.ceM,lol1-<' e.1 [\ C9')] =~ •
\ (J') -e UI1
(b) Se \ è UI1 ,LdeaJ.e d,l ~Uc.cu~-<'on-<., aJ.-lolta ~ (i.) è UI1 -<'deaJ.e
pltOp,~-<-o -Ul Sf e \ [.1 (\) ] = À.
Naturalmente, gli spazi
minimo Y; e massimo Jf ,
-e
1
corrisponde all 'ideale
e c corrispondono rispettivarrente all 'ideale
o
r'1en tre i corri sponde a ~ per i l Teor~ma 4 (v) e
Y, degl i operatori a traccia per il Teorema 10. 11101-
tre è evidente che j1 sarà un ideale normato o quasinormato con (quasi-) norma
v se e solo se ,~=)1(\) con \ un ideale di successioni normato o quasi-normato
con (quasi-) norma q, avendosi
A questo punto, essendo stata stabilita per mezzo del Teorema 12 l'importan
za e maggiore trattabilità dei numeri caratteristici a (T) di un operatore comn ,-
patto T, viene naturale domandarsi quali siano le relazioni tra gli autovalori
À (T) e gli a (T), anche in connessione con il problema (P4) sulla traccia. Fu
n n
in questo senso che si mossero le ricerche di von Neumann e Schatten[44J neg1 i
anni 1946-48 e che portarono all 'introduzione degli ideali t. Questi non sono
altro che gli ideali ~(-lp)
per p = =, con quasl-norme
corrispondenti agli spazi -lP per O<p<= e J (c )
o
(24) ° (T) = ( E1" (T)P) l/p e 0_(T) = al (T)= Ililip n= n - (Te.7").p
ideale quasi-normato che è normato per 1 ~ P ~ -. Rimandia-Pertanto (.7",0 ) è unp p
mo a [28J (§20. 2) per
osservare il seguente
uno studio dettagliato delle classi Y.p Qui ci limitiamo a
TEOREMA 13 - SupPon{amo O < p, q < -.
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(a) Se p < q,
CLUoJl.a 5T e Y'
r
ctUo!ta Y c Y'p q
(b) Se 5 e- !/'p e T e y,q
e a (T) < a (T) peJ1.q - P
1 1
COY1 - = - +
r p
1
q
T e Y.p
e. a (5T) < O (5)0 (T).
r - p q
Comunque, di tutte le relazioni tra À (T)
n
e an(T) quella fondamentale fu
scoperta da Wey1 [64J nel 1949 ed è la seguente, conosciu t ,' come ta fuu.glLl1g.u.aY1
za cU Wey'-;
(25)
ove gli autovalori >n(T) sono ordinati secondo moduli non crescenti e contando
le loro molteplicità algebriche. Dalla (24) e (25) segue allora
(26) E À (T)P < a (T)P
n=1 n - p (TeY' )p
ha molte consEguenze ed è una pietra
per tutti i p con o < p < 00, • •cloe (À (T))
n
miliare
e ,cP se T e
ne 11 a stori a
5f • Questo risultatop
del problema (P4).
Concludiamo questo paragrafo con alcuni commenti sulle condizioni (51),(52)
e (53) e sugli ideali di successioni e con una osservazione sul caso di spazi
di Hilbert non separabi1i.
In pratica, ogni spazio di successioni di un qualche interesse in Analisi
deve per10meno contenere ~ (ciò d'altronde segue anche dalla (52)). Uno spazio
che soddisfi la (52) si chiama Y1oJtma,ce ed uno che soddisfi la (53) <I.{.mme.tJt.{.co.
G1 i spazi normali hanno grande importanza e util ità nella teoria deg1 i spazi
vettoria1i topo10gici localmente convessi (cf. [32J, §30), in quanto gli idea-
li di successioni sono basici per le varie generalizzazioni della nuc1earità
che sono state sviluppate recentemente (cf., per esempio, [8J).
O<l<leJtvaz.{.oY1e. - 5e H è uno spazlo di Hilbert non separabi1e, denotiamo con
dim H la sua dimensione hilbertiana, cioé la cardinalità di un sistema orto-
normale e completo in H. Per ogni cardinale infinito c < dim H, Sla .!I(H,H)
c
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l'insieme degl i operatori T e2'(H,H)
cilmente che .9'c(H,H) è un ideale in
tali che dim T(H) < c. Si riconosce fa-
2'(H,H) e che ..9' (H,H) ~ un ideale
c
chiuso. Chiaramente, jc (H,H) ;,2'(H,H) perché l'identità I non appartiene a
- -)lc(H,H). Inoltre, ,.1
c
(H,H):> .Jf'(H,H), quest'ultimo essendo contenuto nell'idea-
le corrispondente alla
rabile, esisteranno in
cardinalità del numerabile. Se quindi dim H non è nume-
.'t'(H,H) degli ideali chiusi j (H,H) contenenti pro-
c
priamente $(H,H), dal momento che vi saranno in 2'(H,H) operatori T non
compatti, ma tali che dim T(H) sia separabile (per esempio, proiezioni). Gli
sono tutti e soli gli ideali chiusi diideali
se c
-
..9' (H,H)
c
non è numerabil e nessun ideale ..9'
c
sarà proprio in
.'t'(H,H). Naturalmente
2' , dato che I e ,j'-
c
se l è l'identità di uno spazio di Hilbert H con dim H < c. Per i dettagli,
vedi [18J, [39} o [50J (§5.4).
