Abstract -Over the years, many research projects have been performed and focused on finding out the effective ways to balance the power demands and supply on the utility grid. The causes of the imbalance could be the increasing demands from the end users, the loss of power generation (generators down), faults on the transmission lines, power tripped due to overload, and weather conditions, etc. An efficient Load Frequency Control (LFC) can assure the desired electricity quality provided to the residential, commercial and industrial end users. A simulation model is built in this project to investigate the contribution of the modeling of dispatchable energy such as solar energy, wind power, hydro power and energy storage to the balance of the microgrid power system. An analysis of simplified feedback control system with proportional, integral, and derivative (PID) controller was also performed. The purpose of this research is to investigate a simulation model that achieves certain degree of the resilient control for the microgrid.
INTRODUCTION
An important issue of power system is to keep the good quality of the electricity over the utility grid. Power is generated from the heat sources or mechanical forces connected to the turbines and generators (the generation). On the other hand, power is consumed by residential, commercial or industrial customers for lighting, heating, electric vehicle charging (the electric loads), etc. The balance between power generation and loads becomes essential to the quality of the power on the utility grid. The main function of distribution management system (DMS) is to keep the balance within the allowable limit so that the quality of the electricity can be sustained. The DMS can be either automatic or manually controlled by the energy system operator. The causes of the power imbalance could be the increasing demands from the end users, the loss of power generation (ex. generators down), faults on the transmission lines, power tripped due to overload, and weather conditions, etc. The goal of resilient control is to maintain the quality of grid power in response to the disturbances described above and cyber attacks.
A microgrid power system is a distributed energy system that contains power sources from traditional power generation (energy interchange), renewable energy (solar, wind, hydro, etc.) and energy storage in a geographical boundary. The renewable energy and energy storage can be categorized as dispatchable energy that can be used to balance the supply and demand on the microgrid power system. The goal of this project is to model the dispatchable energy and build a framework that can be used as the inputs to the existing Grid Game developed by the team that is led by Timothy McJunkin at Idaho National Laboratory (INL) [1] . Dispatchable energy is featuring quick response to the demand and is able to supply the power to the microgrid in a few seconds. The excess of renewable energy may be saved in the energy storages such as flow battery or pumping water to a tower or reservoir on a higher elevation and use microhydro system to generate electricity when needed. In case of power failure on the utility grid, microgrid may be islanding itself and be self-sustainable for a period of time, depends on the infrastructure design and the capacity of the power storage.
The simulated microgrid power system in this project incorporates dispatchable energy, energy interchange, energy storages and electric loads for resilient control. It utilizes proportional, integral, and derivative (PID) controller and feedback control system to achieve the desire outcomes. Recorded data from Total Load & Total Wind, Hydro, and Thermal Generation in the BPA Balancing Authority area (control area) in the year of 2015, weather data (temperature and irradiance) in Salt Lake City area, and meter recorded power generation from solar PV arrays at Weber State University were used for the system tests. Data was recorded in 5-minute interval.
II. SYSTEM ARCHITECTURE AND APPROACH
The infrastructure of the simulated system is illustrated in Figure 1 . Power sources include utility grid and power generated from renewable energies (solar, wind and hydro). The power loads are the total power consumed by residential, commercial, industrial customers, and plug-in electric vehicles (PEV) that is in increasing demand. The energy storage devices store excessive energy during the off-peak hours. The extra energy can be saved in battery bank or flow battery, or pumping water to a tower or reservoir on a higher elevation and use microhydro systems to generate electricity when needed.
Some challenges to system balance may come from electric faults and cyber attacks. The electric faults could cause power outage in a small area or in a region due to short-circuit or open-circuit on transmission lines or the malfunction of power generation equipment. Recently, the concern of threats from network is increasing. A recent incident is the cyber attacks to Ukrainian power system that caused more than 230,000 people without power for several hours on December 23, 2015. The hackers used malware to invade utility grid through SCADA system and internet, damaged the data at control center and interrupted operations at 30 substations that caused power outage in some regions in Ukraine. Cyber attackers are capable of paralyzing the power grid system through network without physically damaging the equipment of the power systems. Therefore, cyber security becomes a non-negligible issue to the networked power grid systems.
The net power imbalance is calculated as:
where U s , h , w , and r are the number of solar generation units, hydro generation units, wind generation units, and residential customer units that are multiplied by the solar generation, G s (t), hydro generation, h ( ) , wind speed ( ), and residential load, r ( ) , from the municipal utility data. The net power added from the controllable storage source, S( ) , adds to the generation or absorbs power from grid to enable the system to have a control input to regulate the frequency. Additionally, C( ) is the net power into the microgrid of contracts bought and sold between microgrids. The industrial loads, i , are summed to find the total amount of power being consumed by constant loads, when not curtailed through a demand response action by the microgrid manager. The state of demand response is given as r = 0 for curtailed load and 1 otherwise.
The whole power system could be possibly a time-variant with the moment of inertia changes when generation or synchronous machine based loads are added or removed from the grid. The differential equation of calculating the frequency of the microgrids, known as the swing equation, is give as:
where g is the power generated by the heat source or mechanical forces connected to the turbine and generator, Pl is the electric load or power being consumed, is the moment of inertia of the spinning machine, m is the angular velocity of the reference spinning machine which is proportional to the grid frequency and is the angular position of the generators rotor relative to the reference frequency (i.e. the rate machines angular velocity is changing due to the imbalance). The microgrid is considered as one bulk node; so, the reference frequency will increase or decrease based on the power generation and load imbalances of the local grid. To arrive at sufficient fidelity to make the game have physical realism, yet allow real time computation the equation is implemented as the simplified difference equation with Δt = 0.0167s, chosen to be small enough to provide a reasonable degree of accuracy in the calculation of the change in frequency at each game step. The load and generation are driven by the recorded system data. Figure 2 illustrates the block diagram of the closed-loop feedback control system with PID controller. The transfer functions of the power system are likely to be non-linear and maybe time-variant. Usually they are simplified to first-order linear transfer functions for simplicity while does not lose much of the fidelity [3] .
From the closed-loop feedback control as shown in Figure 2 , an error signal, e(t), is derived from the summation of the set point and the measured signal (negative input). This error is passed through proportional, integral, and derivative controls, each with its own gain, in parallel before adding together to generate the adjustment signal, u(t). The relationship between u(t) and e(t) in time domain can be expressed as [4] :
Where T i and T d denote the time constants of integral and derivative terms respectively. K i and K d may be expressed in terms of K p to simplify the case. By taking Laplace transform, the representation in frequency domain can be expressed as:
The discrete form can be obtained by the approximation
Where n is the discrete step at time t. T is the sampling period in converting continuous signals to discrete signals.
This gives the adjustment signal u[n] in discrete form [4] :
In general, the linearized model of power system is shown in Figure 3 . The automatic control system with PID controller allows the system to have desired rising time, overshoot, and settling time in system response. This can be achieved by adjusting the gains K p , K i , K d of proportional, integral, and derivative controls. Parameter T sys is the time constant of the linearized model of the power system. It has the effect on the system response and stability because it determines the location of the system pole in the frequency domain.
From the simplified difference equation (3), a simulation was performed using Simulink. The system block diagram and its unit step response are illustrated in Figure 4 .
The modeling system was implemented in MATLAB development environment [5] . The recorded data from Total Load & Total Wind, Hydro, and Thermal Generation in the BPA Balancing Authority area (control area) in the year of 2015, weather data (temperature and irradiance) in Salt Lake City area, and meter recorded power generation from solar PV arrays at Weber State University were utilized for system tests. This data represent the power generation of dispatchable renewable energies (solar, wind, and hydroelectric) and the aggregation of the loads from residential, commercial, industrial, and PEV. The data was recorded in 5-minute interval. Data from solar arrays and hydroelectric were scaled for test purpose. A graphical operator's control panel, as an example to demonstrate the modeling of renewable energy, load balancing, and frequency monitoring, is shown in Figure 5 .
It displays the total dispatchable power P d that is consists of renewable energy (solar, wind, and hydro) and the energy storage that can be used to compensate the imbalance of the power system. The frequency of the power grid is calculated by the simplified swing equation demonstrated above.
III. RESULTS AND DISCUSSIONS
The settings of these three gains have influence of the rising time, overshoot, settling time, and steady-state error of the system step response. The proportional gain, K p , will have the effect of reducing the rising time and will reduce but never eliminate the steady-state error. An integral control gain, K i , will have the influence of eliminating the steady-state error for a constant or unit step input, but it may make the transient response slower. A derivative control gain, K d , will have the effect of increasing the stability of the system, reducing the overshoot, and improving the transient response. Table 1 shows the effects corresponding to these three control gains.
It is also noted that the values of the time constants have the influence on the system stability. It is due to the larger time constant values result in the location of the poles closer to the origin in the pole-zero constellations in the frequency domain. The damping is also smaller so that it takes longer time to settle. On the other hand, a smaller time constant will result in the location of the poles away from the origin that results in a faster decay. In order to investigate the stability of the resilient control of the power system in case the load imbalance occurs, a simulation of system function described in equation (3) was performed with Simulink. An example of system responses corresponding to the settings of control gains and time constant is shown in Figure 4 . The experiments investigated the influences of proportional, integral, and derivative controls to the results and observed if the system will be stabilized within acceptable transient time. The frequency deviation was calculated by equation (3) that is mainly varied by the changes of power generations and loads at the specific time. As described in the previous paragraph, the total power generation, P g, is the sum of solar, wind and hydroelectric power. The total load, P l , is the aggregation of residential, commercial, industrial, and PEV consumption. Rules were set to manage the energy dispatch and energy storage. That is, if P g > Pl, the excess energy is stored in the energy storage devices such as battery banks or flow battery. On the other hand, if P g > Pl, power will be dispatched from the energy storage devices if there is enough energy stored. If not enough energy stored, power will be purchased from the other microgrid or utility grid. In reality, there is a limitation of how much power can be extracted from the energy storage device constantly. The number 500 KW was assumed from the flow battery for the tests. The PID feedback control provided a mechanism of stabilizing the frequency with the range while the power supply and demand were in imbalance conditions.
In this experiment, the reference frequency deviation was set to 0.2 Hz that the frequency of the grid was expected to stabilize in the range from 59.8 Hz to 60.2 Hz in a few seconds after the power generations or loads change. The displays were refreshed every second on the control panel. Because the test data is in 5-minute interval, so the simulation is actually 300 times faster than the real conditions. The results showed that system was able to maintain the frequency of the microgrid within the specified ± 0.2 Hz range.
The platform designed in this project provided an example for distribution management system. It is noted that a stable system relies on an appropriate design starting from load analysis and room for expansion. Energy resources can then be built accordingly to balance the power supply and demand.
IV. FUTURE DEVELOPMENTS
The preliminary system performance analysis was conducted with simplified conditions. Further research can be done to improve the results. The tuning of some system parameters will be helpful to optimize the system performance. In reality, the cost of each energy source should be evaluated in order to dispatch the energies more economically. In the future, we may consider the system operation under more dynamic conditions. From the weather forecast, the Power generations from solar and wind turbines can be predicted.
There are various types of load connected to the microgrid, the demand from charging electric vehicles will be increasing. The charging behavior of plug-in electric vehicles to the stability of the power system can be investigated. In addition, cyber security of the grid will be a practical concern to the security of the power systems. Effective mechanisms should be designed to prevent from causing serious problem from cyberattacks. The distributed energy management system should be tested under the uncertainties come from abrupt heavy loads, faults on the power transmissions, failures of power generation equipment, and severe weather conditions. That means the power system should be robust and be resilient. By the definition from INL, a resilient control system is a system capable of maintaining state awareness and an accepted level of operational normalcy in response to disturbances, including threats of an unexpected and malicicious nature [6] . It would be interesting to investigate the non-linear model of the microgrid system and compare the results from this project and observe the differences.
