We address the perturbative renormalization of massive lattice fermions. We derive expressions-valid to all orders in perturbation theory and for all values of the bare fermion mass-for the rest mass, the kinetic mass, and the wavefunction renormalization factor. We obtain the fermion's self energy at the one-loop level with a mass-dependent, O(a) improved action. Numerical results for two interesting special cases, the Wilson and Sheikholeslami-Wohlert actions, are given. The mass dependence of these results smoothly connects the massless and infinite-mass limits, as expected. Combined with Monte Carlo calculations our results can be employed to determine the quark masses in common renormalization schemes.
I. INTRODUCTION
For some time a goal of lattice QCD has been to determine the masses of the quarks. To be precise, one would like to quote a value ofm(µ), the renormalized mass in the MS scheme, at momentum scale µ. This is the convention most often used in the phenomenology of the Standard Model and in attempts to treat the Standard Model as the low-energy limit of a more fundamental theory.
In calculations of the hadron spectrum the bare (lattice) mass is a free parameter, which is adjusted to match experiment. The MS mass is related to the lattice mass via perturbation theory. This relation is obtained by computing the quark's pole mass in dimensional regularization and in lattice perturbation theory, and then eliminating the pole mass. For the light quarks the perturbative matching is well established at the one-loop level. The results for the MS mass (in the quenched approximation) form a consistent picture, at least when power-law lattice-spacing effects (from the underlying hadron masses) are taken into account [1] .
For the charm and bottom quarks lattice artifacts may seem, at first glance, a greater worry, because m q a (the quark mass in lattice units) is not necessarily small. This is, however, not so. Lattice artifacts take the form aδE = a sn b n (m q a) δH n (1.1) mass, one should always view the pole mass as an intermediate step. In a final application, the pole mass should be related to another regulator mass, such as the MS mass, or to a genuine (hadronic) observable. Mindful of the preceding caution, we proceed as if quarks and gluons are physical states. The starting point is the quark two-point correlation function
which defines G(t, p). The fields are those appearing in the functional integral: they are bare fields, in a fixed gauge chosen so that G does not vanish trivially. The fieldψ(0, p) can create from the vacuum not just the one-quark state, but also states with extra gluons or extrapairs. One thus anticipates
where E(p) denotes the energy of the one-quark state with momentum p, and E qg the energy of states with a quark and a gluon. (The quark-gluon states and the multi-particle states denoted by the ellipsis will not concern us further.) If the γ matrix Q(p) is normalized according to the condition given in Sec. II D, then the residue Z 2 (p) is the square of the amplitude for the bare field to create a physical one-quark state. With a Euclidean invariant cutoff the energy would satisfy E(p) = √ p 2 + m 2 , where m is the quark's "pole" mass. With a lattice cutoff, on the other hand, the mass shell is distorted. To describe the distorted pole position in a systematic way, one can define a rest mass
3) a kinetic mass 4) and so on. In general M 1 = M 2 , though as a → 0 one should find M 2 → M 1 . Alternatively, at nonzero lattice spacing one can impose M 2 = M 1 as a requirement on an improved action [6] . Similarly, with a Euclidean invariant cutoff the residue Z 2 (p) would be a function of p 2 only, evaluated on shell at p 2 = −m 2 . It is thus a constant independent of p; it is the wave-function renormalization factor Z 2 . With a lattice cutoff, however, the p dependence does not drop out of the residue, even on shell. A reasonable definition of the wave-function renormalization factor is the residue at vanishing three-momentum
(2.5)
2ψ creates the one-quark state with conventional (unit) normalization, at least for momenta much lower than the ultraviolet cutoff.
To obtain perturbative expressions for E(p) and Z 2 (p), one starts in momentum space. The inverse full propagator is written (2.6) where the self energy Σ(p) is the sum of all one-particle irreducible graphs. Given G 0 and Σ one obtains the Fourier transform G(t, p) = π/a −π/a dp 0 2π e ip 0 t G(p 0 , p) (2.7)
and compares with Eq. (2.2) to obtain E(p), Z 2 (p), and Q(p). We now introduce suitably general expressions for the propagator. For the lattice theories under consideration one can write the inverse free propagator as
where
The exhibited p 0 dependence corresponds to Wilson's discretization, but the functions K(p) and µ(p) depend on the action. 1 We assume the action conserves parity, hence K(p) is an odd function of p, and µ(p) even. The couplings are not explicit here, but reappear below as coefficients in the Taylor expansion of K and µ around p = 0. For example, µ(0) = 1+m 0 a, where m 0 a is the bare mass.
We decompose the self energy into γ matrices similarly to Eq. (2.8)
With a Euclidean invariant cutoff A ρ = A would be a single function for all ρ, and A and C would depend on p 2 only. With a lattice cutoff, however, they are constrained only by (hyper)cubic symmetry. For example, symmetry under parity implies that A ρ (p 0 , p) and C(p 0 , p) are even functions of p 0 and p; symmetry under cubic rotations implies that A 1 (0, p, 0, 0) = A 2 (0, 0, p, 0); etc. Furthermore, A ρ and C are periodic functions of p 0 , with period 2π/a. Below we make no assumptions about the self energy, except for these symmetry and periodicity properties.
Substituting Eqs. (2.8) and (2.10) into Eq. (2.7), and adopting lattice units (a = 1), one finds
1 For nonrelativistic actions, one takes K = 0 and projects out only the
For t = 0 one can integrate over p 0 by changing variables to z = e ip 0 sgn t ; then one has contour integration around the unit circle, and the integral is obtained through the residue theorem.
The integrand has a pole at z = e −E , whenever E solves the implicit equation
No more compact, general expression for E exists but to set p 0 = iE in Eq. (2.13). (At fixed order in perturbation theory one solves Eqs. (2.14) and (2.13) iteratively.) Solutions of Eq. (2.14) are parametrized by the three-momentum p and will be denoted E(p).
In general, the integrand of Eq. (2.11) has several poles. In perturbation theory one assumes, however, that the self energy is a "small" correction. Then the pole corresponding to the quark state must have a residue that does not vanish as A ρ , C → 0. Poles corresponding to multi-particle states, on the other hand, must have residues that do vanish in the absence of an interaction.
Given an energy satisfying Eq. (2.14), one expands cosh E(−i ln z, p) in z around e
In applying the residue theorem, the quadratic and higher-order terms drop out, and Eq. (2.11) becomes
+ other residues, where, for brevity, E = E(p) and
The chosen pole has a residue that remains when the interaction is turned off; thus, it corresponds to the one-quark state. The "other residues" correspond to states other than the one-quark state and are disregarded from now on.
B. Rest Mass M 1
To obtain an expression for the rest mass, one sets p 0 = iE(p) in Eq. (2.13) and solves for ν. One finds
Setting p = 0 in Eq. (2.19) yields the implicit equation 20) where the parameter
is the bare mass. Equation (2.20) , expressing the rest mass to all orders in perturbation theory, is the first main result of this section. For a massless fermion, the rest mass M 1 should vanish. The critical bare mass, which induces M 1 = 0, is
The self energy depends on m 0 as a parameter, denoted here by the third argument of C.
Since the lattice actions under consideration do not maintain explicit chiral symmetry, one expects m 0c = 0. When applying Eq. (2.20) it is useful to take care of this term once and for all and write
In practice, one determines m 0c (or κ c ) nonperturbatively in Monte Carlo calculations and treats M 0 (rather than m 0 ) independently of g 2 0 in perturbation theory.
From its definition [Eq. (2.4)] the kinetic mass requires two derivatives with respect to p 1 . Because the derivatives are applied to on-shell self-energy functions, the total derivative with respect to p 1 includes an explicit part and an implicit part through the dependence on E, d dp 
The quantities 
This expression suggests defining a kinetic-mass renormalization factor Z M 2 through 
A more explicit expression may be obtained by using Eqs. (2.13) and (2.14) to eliminate ν(iE, p) and νĖ(iE, p). One finds
with all self-energy functions evaluated at (iE(p), p). Setting p = 0 to obtain the wavefunction renormalization factor, as discussed above, one finds
where all self-energy functions are evaluated at (iM 1 , 0). Note that every term on the right-hand side of Eq. (2.35) is of order e M 1 in the large mass limit, just as at tree level. Equation (2.35), expressing the wave-function renormalization factor for arbitrary values of M 1 a, to all orders in perturbation theory, is the third, and final, main result of this section.
In most gauges, the wave-function renormalization factor is infrared divergent. The divergence cancels against vertex renormalization factors, when a physical combination, such as the full renormalization of a current, is considered.
III. THE LATTICE ACTION
We consider the action S = S 0 + S B + S E of Ref. [6] , namely
where the covariant difference operators are
2)
and
The action S 0 has cutoff artifacts of order a, which can be canceled by the interactions
) 6) for appropriate adjustments of c B and c E . The chromomagnetic and chromoelectric fields are given in Ref. [6] . Special cases of this action are the Wilson action [7] , which sets r s = ζ = 1, c B = c E = 0; and the Sheikholeslami-Wohlert action [8] , which sets r s = ζ = 1, c B = c E ≡ c SW . But to remove lattice artifacts for arbitrary masses, the couplings r s , ζ, c B and c E must be taken to depend on m 0 a [6] . For the purposes of this paper, however, the additional couplings are taken as free parameters.
We note here the elements of the free propagator introduced in Eq. (2.9). From Eq. (3.1) one finds As the mass tends to infinity, all actions described by S 0 + S B + S E lead, up to an unphysical factor, to the same quark propagator-a Wilson line. Perturbative corrections to masses and vertices must respect this universal static limit, and, therefore, they must tend to a universal value. This limiting behavior is a helpful check.
IV. THE SELF ENERGY TO ONE LOOP
The analysis of Sec. II is valid to all orders in perturbation theory. We now develop expansions in g 2 0 for the main results, concentrating on the one-loop approximation. We also present our expressions for the one-loop self energy.
A. Perturbative Series
In perturbation theory the self energy is expanded
and similarly for the functions A ρ and C. As a consequence, the rest mass has an expansion
where the tree level M
[0]
In the massless limit
which is the same result as in massless derivations [9] . In the static limit, A 0 tends to a constant and C to e M 1 times a constant. Thus, M [1] 1 (∞) is finite. Moreover, it is the same for all actions under consideration.
The kinetic-mass renormalization factor has an expansion
The one-loop coefficient, from Eq. (2.26), is
(4.6)
In the massless limit, Z
vanishes at least as fast as (Ma) 2 ln(Ma). In the static limit
0 , again finite. Moreover, it too is the same for all actions under consideration, and it can be compared to the same combination in nonrelativistic QCD.
At tree level many have noticed that the quark propagator's residue Z 2 (0) = e −M 1 . This dominant (large) mass dependence persists in individual loop diagrams [6] and, as shown in Eq. (2.35), to all orders. To isolate the subleading mass dependence of the wave-function renormalization, we develop the expansion as follows:
with the physical (all-orders) rest mass in the exponent on the left-hand side. We apologize for a notation in which Z
[l]
2 is not the perturbative coefficient of Z 2 , but this way the Z
have only mild mass dependence. The one-loop coefficient, from Eq. (2.35), is
In the massless limit, the right-hand side reduces to the well-known result A [1] 0 −MȦ [1] 0 +Ċ [1] . (As M → 0, MȦ [1] → const.) In the static limit, each term on the right-hand side of approaches a (universal) value, and thus the sum Z 
B. One-Loop Diagrams
It is straightforward to derive Feynman rules for S 0 + S B + S E . They are listed in Appendix A. To one loop the self energy is given by the Feynman diagrams in Fig. 1 . We use the Wilson gauge action [20] . The rainbow diagram, Fig. 1a , represents the contribution
with K ρ and L specified by Eqs. (2.9), (3.7), and (3.8). The numerator F (p, k), which follows from γ-matrix algebra, is given in Appendix B. The color factor C F = (N 10) which is independent of c B and c E . On shell the total one-loop self energy is gauge independent. Therefore, the one-loop radiative corrections M [1] 1 and Z
are gauge independent, as one expects. Derivatives of the (off-shell) self energy do, however, depend on the gauge parameter. Therefore, the wave-function renormalization factor does depend on the gauge; below we present the result in Feynman gauge. Note, furthermore, that terms arising from S B and S E are gauge independent (at the one-loop level).
By infrared power counting, one expects the one-loop self energy Σ [1] to contain logarithmic nonanalyticity as Ma → 0. The leading nonanalyticity is the same as in a Pauli-Villars regulator. The latter amounts to using the gluon propagator
where the gluon mass λ serves as an infrared regulator. As with the lattice calculation, we do not necessarily assume that Ma is small, and we usually set a = 1. Thus,
As in Eq. (2.10) we write
Below it is sometimes convenient to set
because the Pauli-Villars regulator does not break chiral symmetry. Equation (4.11) specifies a Euclidean-invariant cutoff, so A [1] PV and B [1] PV are functions of p 2 , rather than of (p 0 , p). Logarithms arise in Eq. (4.12) from the region k 2 ≪ 1. Below we exploit the similarities of the two regulators to isolate analytically terms of the form ln Ma and Ma ln Ma.
V. SUMMARY OF NUMERICAL METHODS
In this section we outline the numerical procedures used to evaluate the loop integrals. In particular, we isolate from M
M 2 , and Z [1] 2 parts that are easy to compute numerically. The notation introduced is needed below to obtain the one-loop coefficients, as a function of mass, from the tables in Sec. VI. Some other technical details are deferred to appendices.
The remainder of this paper focuses on one-loop renormalization for the action used in Monte Carlo calculations, namely r s = ζ = 1 and c B = c E ≡ c SW . For future flexibility it is useful to classify the results as a (second-order) polynomial in c SW , for example
Because one must analytically continue the self energy from real p 0 to imaginary iE(p), it proved wise to carry out the integration over k 0 analytically. A full discussion of this technicality is in Appendix C. Here we focus on the remaining integration over k.
In numerical evaluation of the lattice integrals, it is helpful to compute the difference between the lattice and Pauli-Villars regulated integrals. The key is to subtract the two integrands in momentum space and to add the analytical expression for the Pauli-Villars integral afterwards. Then the numerical integration package does not need to uncover the logarithmic singularities. At small k the lattice integrands take the form
The denominator of the Pauli-Villars integrand takes the same form if one sets m = sinh M Thus, let
The Pauli-Villars subtractions on the right-hand sides are done on the integrands. They are needed for the Wilson-action (n = 0) contribution only. We find
and p
The kinetic mass requires also the function D, defined in Eq. (2.27). The total derivative with respect to p 1 acts on the energy E(p) and the explicit p 1 -dependence. Each generates a severely divergent peak in the integrand of D [1] (0) at somewhat different infrared locations. After integrating, the infrared divergences cancel exactly. To make numerical integration easier, it is again prudent to let 9) to cancel the peaks against integrands from the Pauli-Villars regulator. The function p D is not needed below, however, because the integral D [1] PV vanishes identically, but we take
For the wave-function renormalization factor we compute
are finite as λ → 0 and as Ma → 0. In any physical quantity the wave-function renormalization is combined with vertex corrections in an infrared-finite way. Thus, z [1] 2 is a suitable synopsis of the lattice renormalization.
The subtractions permit a numerical evaluation of a
with gluon mass λ = 0. With the subtracted integrals in hand, the lattice self energy can be reconstructed with the closed forms for A [1] PV , B [1] PV ,Ȧ [1] PV , andḂ [1] PV , given in Appendix D.
B. Chebyshev Approximation
With the adaptive integration routine vegas we evaluate a
at 51 values of the mass, chosen such that
where the
)/51] are the zeroes of the 51st Chebyshev polynomial. This procedure allows us to combine the individual evaluations into a Chebyshev approximation to the exact result. Let 12) where N = 51 and T j (x) = cos(j cos −1 x) is the jth Chebyshev polynomial. Then
is (expected to be) a good approximation even for m < N. Since |T j (x)| ≤ 1 the utility of the approximation can be ascertained from inspecting the f j . Section VI gives tables with the first several coefficients of Chebyshev expansions. All 51 values of f (x k ) and f j are available on the WorldWideWeb at http://www-theory.fnal.gov/people/ask/self-energy/.
The lattice self-energy functions have also been obtained over a wide range of masses [17] without the Pauli-Villars subtractions. The results agree, of course, but with the subtractions one can reach better precision more quickly.
VI. ONE-LOOP RESULTS

A. Critical Bare Mass m 0c
For completeness we give here our result for the one-loop bare mass that makes the physical masses vanish: B. Rest Mass M 1 Figure 2 shows the one-loop correction to the rest mass M 1 . We present results for three values of c SW : 0 (Wilson action), 1 (tree-level improvement), and 1.4 (a typical mean-field estimate of c SW ). As expected, M [1] 1 smoothly connects to the massless and static limits. As M 1 → ∞ all curves approach the same limiting value, M 1 (∞) = C F 0.1261 (2) , which agrees with the value C F 0.1263(1) obtained directly in the static limit [3] . We are able to reproduce the result of Ref. [21] , which considers only the Wilson action, if we omit the tadpole diagram's contribution Σ [1] (b) . 1 for c SW = 0 (circles), 1 (triangles), and 1.4 (squares). The diamond marks the static limit [3] . To illustrate that the overall shape is not an artifact of lattice field theory, the curve shows M [1] PV . Here C F = 4/3.
For M 1 a < 1 the additive form is not illuminating, because there M
1 . It is convenient to define the rest-mass renormalization factor
To build the one-loop renormalization factor from the vegas integrals let
and then
PV . (6.4) Figure 3 shows the z
and Table I contains the first 15 coefficients of their Chebyshev expansions.
In the massless limit there are several checks in the literature. As M 1 a → 0, we find
Note the appearance of the logarithm, multiplied by the one-loop anomalous dimension. The finite part agrees well with published values: C F 0.107347(5) at c SW = 0 [9] , and C F 0.1474(4) at c SW = 1 [10] . The individual coefficients of c SW agree with Ref. [11] . 3 The denominator tanh M Recently Sint and Weisz [14] have computed the next term in the expansion of Z [1] M 1 (M 1 a) around M 1 a = 0, for c SW = 1. They find the coefficient of M 1 a to be −C F 0.07217(2). Fitting our results for M 1 a < 0.1, we find −C F 0.0720(7), less precise, but in agreement. Reference [14] does not report a contribution of order M 1 a ln M 1 a; for c SW = 1 one would expect it to drop out. Our Pauli-Villars subtractions isolate from Z
2 ]M 1 a ln M 1 a, and our fits find nothing more of order
contains precisely the same contribution with the opposite sign, so the total drops out when c SW = 1. This exercise verifies, as in Refs. [10, 11] , that the tree-level improved action removes terms of order a ln a.
These checks are reassuring, but the main result is the full mass dependence, embodied in Figs. 2 and 3 and in Table I . To proceed from our numerical results to Z Table I; 2. evaluate them at the desired value of tanh M The full one-loop approximation to the rest mass is then
In a straightforward application of bare perturbation theory the expansion parameter g 2 would be the bare coupling g 2 0 . It is possible, however, to choose a better expansion parameter [18] . Further discussion of this issue will appear elsewhere. Table II .
In the static limit we find Z
M 2 (∞) = −C F 0.0745(1) = −0.0993(1), which agrees with −0.0998(4), the value in nonrelativistic QCD [12, 13] for our definition of Z M 2 . In the massless limit we verify Z Table II . To proceed from our numerical results to Z Table II; 2. evaluate them at the desired tanh M 1 a for c SW = 0 (circles) and 1 (triangles). The diamond marks the static limit [12] . Here C F = 4/3. The full one-loop approximation to the kinetic mass is then
Again, it may be appropriate to choose optimal expansion parameters g 2 1 and g 2 2 , as will be discussed elsewhere.
D. Wave-function Renormalization Z 2
Because the wave-function renormalization factor's full correction Z [1] 2 has an infrared divergence for all values of the quark mass, we present results for the subtracted form, as defined in Eq. (5.10). Figure 6 shows the one-loop correction z [1] 2 , in Feynman gauge, for c SW = 0, 1, and 1.4. Once again, z [1] 2 smoothly connects the massless and static limits. The separate coefficients of c SW are plotted in Fig. 7 , and their first fifteen Chebyshev coefficients are listed in Table III .
In the static limit we find Z (7), which agrees with 0.2067(1), the value of Refs. [3, 12] for our definition of Z 2 .
In the massless limit we find
Note the appearance of a logarithm of M 2 as well as the infrared divergence. The finite part agrees well with published values: C F 0.056057(2) at c SW = 0 [9] and C F 0.0329(3) 1 for c SW = 0 (circles), 1 (triangles), and 1.4 (squares). The diamond marks the static limit [3] . Here C F = 4/3. at c SW = 1 [10] . The individual coefficients of c SW agree with Ref. [11] . For comparison with Figs. 6 and 7, note that though z
does not contain the logarithms, it is larger by C F [9/32π 2 ] than the finite part of Z
. Once again, the checks are reassuring, but the main result is the full mass dependence. In practice, the wave-function renormalization factor is used only combined with vertex renormalization factors, in ways such that the infrared divergences cancel. When calculating a vertex renormalization factor, one should isolate all infrared divergences analytically, as we have done here, and then assemble the pieces so that the cancellation is explicit. If one chooses an on-shell renormalization scheme, dependence on the gauge parameter should cancel as well.
VII. IMPROVED PERTURBATION THEORY
The previous section presented results for the (mass-dependent) one-loop coefficients in Eqs. (4.2), (4.5), and (4.7). Truncating the series at one loop, without further ado, is unlikely to be a good approximation to the full series, however. The one-loop self energy is large, owing to the contribution of the tadpole diagram in Feynman gauge, Σ [1] (b) . This feature will persist at higher orders. Similarly, tadpole diagrams make the bare coupling g 2 0 much smaller than other, more physical measures of the gauge interaction. Thus, one must be wary of these series; they are characterized by an unusually small expansion parameter, counteracted by unusually large coefficients.
These observations suggest rearranging perturbation series so that tadpole diagrams cancel each other in final results [18] . The rearrangement is achieved by defining new couplings and (re)normalization factors. Wherever the gauge field appears in the action or in operators, substitute
where the new parameter u 0 , the mean link, is a gauge-invariant average of the link matrices U µ . The perturbative expansion of u 0 , like any involving U µ , is dominated by its tadpole diagram. In the perturbative expansion of U µ /u 0 , on the other hand, the tadpole diagrams cancel. The price for arranging the cancellation is that the first factor of u 0 in Eq. (7.1) must be evaluated nonperturbatively.
In the following discussion we shall denote the tadpole-improved gauge coupling asg 2 , without defining it explicitly. The definition ofg 2 affects higher-order corrections and numerical evaluation of a series truncated at one loop (or beyond). But it does not affect the one-loop self energy, which is the main focus here. On the other hand, tadpole improvement of the bare mass and of the field normalization do alter the one-loop coefficients, and they are considered below.
The rest mass is primarily sensitive to the bare mass, particularly the subtracted version, M 0 = m 0 − m 0c . To derive a tadpole-improved bare mass, it is easiest to apply Eq. (7.1) to the hopping-parameter form of the action. Our action S 0 [6] has two hopping parameters,
for temporal hops and κ s = ζκ t for spatial hops. After rescaling the fields by √ 2κ t , the link matrices appear only in the combinations κ t U 0 and κ s U i . In view of Eq. (7.1) one defines the tadpole-improved hopping parametersκ t,s = u 0 κ t,s to absorb the first factor of u 0 . Undoing the rescaling, now with √ 2κ t , and reassembling the mass form leads tõ
The numerical value of the tadpole-improved massM 0 relies on two nonperturbatively determined parameters, m 0c and u 0 . This rearrangement does not alter Eq. (2.23). Before developing the perturbation series, however, one sets M 0 = u 0M0 , treatsM 0 as the variable independent ofg 2 , and expands the explicit u 0 as well as the self-energy functions. Thus,
0 . 1 a (open symbols) andz
1 a (closed symbols). The static limit is indicated by diamonds [3] .
Since u [1] 0 is negative, the (positive) coefficient M [1] 1 is reduced. Note also that the mass dependence of the tadpole improvement connects smoothly to the small-and large-mass limits.
To illustrate the efficacy of tadpole improvement we take the mean link to be u 0 = U 2 1/4 , where U 2 denotes the product of link matrices around a plaquette, u Figure 8 shows explicitly thatz [1] M 1 is significantly smaller than z Because the kinetic-mass renormalization factor Z M 2 is defined as a ratio of on-shell (and therefore physical) quantities, it should not be surprising that its one-loop correction Z C. Wave-function Renormalization Z 2
In the rescaling from the hopping-parameter form of the action to the mass form, the tadpole-improved version carries an additional factor of u 0 , becauseκ = u 0 κ. Thus, the renormalization factor of the tadpole-improved wave function isZ 2 = u 0 Z 2 . Following Eq. (4.7) we develop the perturbative series 1 a (open symbols) andz [1] 2 vs.M [1] 1 a (closed symbols).
2 .
(7.6)
Comparing the expansions one easily finds
0 . (7.7) Figure 9 comparesz
2 (in Feynman gauge). Once again,z [1] 2 is significantly smaller.
VIII. CONCLUSIONS
The work presented here is the first thorough study of renormalization in the approach of Ref. [6] to massive lattice fermions. (Some of our results have appeared earlier [15] [16] [17] .) On the one hand, the specific, numerical results can be combined with Monte Carlo calculations of heavy-quark spectra to determine the heavy quarks' masses. On the other hand, the techniques used to arrive at those results can be extended as the renormalization program is extended to vertex corrections. The most timely example of the latter is the renormalization of (improved) vector and axial-vector currents [22] , which are needed to obtain heavy-light meson decay constants and semi-leptonic form factors.
The theoretical analysis of Sec. II examines renormalization to all orders in the gauge coupling and in the fermion mass. Although the focus is on the fermion propagator, the analysis serves as a model for the renormalization of currents as well. For currents one would introduce appropriate vertex functions, the analogs of the self-energy functions A ρ and C, again constrained only by periodicity and symmetry properties. Then one would Fourier transform the fourth component of each external momentum to obtain the on-shell correlation function (for quark states) to all orders in the mass and the gauge coupling. Just as here, the all-orders formulae would provide useful insights, and they would be convenient for developing expansions to any desired order.
In our numerical work we subtract from the self-energy functions corresponding functions from a Pauli-Villars regulator. In this way we are able to isolate mass and infrared singularities, including, for small Ma, contributions of the form Ma ln Ma. The Pauli-Villars functions can be written in closed form, so we have analytical control of the singularities. Furthermore, by applying the subtraction at the integrand level, numerical integration of the nonsingular part is simplified. For example, one can carry out the integration without an infrared regulator. These techniques should continue to be helpful for the renormalization of currents and other operators.
The numerical results presented in Sec. VI demonstrates that the mass dependence of renormalization factors smoothly connects the massless and static limits. This was expected from the free theory and general arguments [6] , but it is satisfying to make it explicit. Also expected, but now explicit, is the result in Sec. VII that tadpole improvement [18] reduces the size of the one-loop coefficients for all masses. In the case of the rest-mass renormalization factor, tadpole improvement also makes the mass dependence even smoother, cf. Fig. 8 .
Our results, especially with tadpole improvement, will be useful in determining the MS masses of heavy quarks [19] . Additionally, such a determination will require at least an evaluation of the optimal scale [18] (in progress), and, to achieve better than 5% accuracy, the complete two-loop calculation. Nevertheless, the approach taken here to the renormalization of massive lattice gauge theories is a necessary first step.
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where S i (p i ) = sin p i ; α is the gauge parameter (α = 1 yields Feynman gauge); g 0 is the bare gauge coupling; the t a are (anti-Hermitian) generators of SU (3), normalized so that tr t a t b = −δ ab /2; and the γ matrix conventions are as in Ref. [6] . One can verify easily that these rules reduce to the ones for the Sheikholeslami-Wohlert action when ζ = 1, r s = 1, and c B = c E .
APPENDIX B: NUMERATORS
It is convenient to sort the numerator F (p, k) in Eq. (4.9) according to the number of clover interactions:
The Wilson-action term F 0 is gauge dependent, but the other terms are independent of the gauge parameter. Below we give F 0 in Feynman gauge [α = 1 in Eq. (A2)]. The sum of internal quark and gluon momenta appears often, so let s = p + (p + k) = 2p + k. From the Feynman rules, tedious algebra (performed by Mathematica and checked by hand) yields , and (2.26), one must obtain the self-energy functions A ρ and C for real p 0 and analytically continue them to imaginary values iE. The analytical continuation must be approached cautiously in the representation of the self-energy functions as integrals over the loop variable k 0 . The subtleties arise even with the continuum self energy. Setting the internal quark momentum to q, one has
In the complex q 0 plane there are poles at ±iE(q) and at p 0 ± i|p − q|. (Here, in the continuum, E(q) = √ q 2 + m 2 .) The integration contour is the real axis. If one sets p 0 = iE(p), however, pole at p 0 − i|p − q| crosses into the upper half-plane when |p − q| < E(p), and the contour must be deformed to accommodate it. Numerical integration packages are not clever enough to deform the contour; it is usually the real axis by default. A better choice is to let q = p+k. In the complex k 0 plane the poles are at −p 0 ±iE(p+k) and ±i|k|. Then setting p 0 = iE(p) moves a pole across the real axis if |p| > |p + k|. For the wave function and the rest mass, one wants external momentum p = 0, so the pole cannot, in fact, cross. When the quark mass is large, however, the pole comes very close to the real axis, producing a sharp peak near k 0 = 0. Such integrals are difficult to estimate robustly. Even worse are the derivatives needed for the combination D, cf. Eq. (2.27): partial differentiation with respect to p 1 and p 0 each induces infrared divergences, which must, however, cancel in the total derivative.
Consequently, it is prudent, if cumbersome, to integrate over k 0 analytically [3, 12, 13] . The easiest way is contour integration. In a lattice theory, one can proceed as follows, see Fig. 11a . One is to integrate on the real axis over the interval [−π, π]. At ±π one extends the contour vertically to ±π + i∞. Then one closes the contour with a segment from π + i∞ to −π + i∞, resulting in a rectangular contour.
Since the integrand is a periodic function of k 0 , the contributions from the two vertical sides cancel. For the Wilson action, the contribution from the top vanishes; for improved actions, however, this need not be the case; then the top must be subtracted out explicitly. This can be done elegantly by the conformal mapping z = e ik 0 . The rectangular contour maps into the contour shown in Fig. 11b . The top of the rectangle maps into the small circle around the origin; whether it needs to be subtracted back out, or not, it is always correct to take only the outer circle at |z| = 1. The final contour is shown in Fig. 11c .
As a function of z the integrand has poles at physical locations and at the origin. The latter restore the contribution from a nonvanishing "top of the rectangle." It is then straightforward to integrate over k 0 for all forms of k 0 dependence appearing in Eqs. (B2)-(B7).
APPENDIX D: PAULI-VILLARS FUNCTIONS
Here we give explicit expressions for the self-energy functions with the Pauli-Villars regulator. They are needed to reconstruct the lattice results from the coefficients in the tables.
After introducing Feynman parameters and performing textbook manipulations one obtains
Carrying out the integration over x and setting λ → 0, one finds 
