An analytical method is presented for the automated redesign of the modal characteristics of undamped mechanical systems. The method is based on a perturbation of the eigensystem, and all nonlinear terms are carried so that large changes can be considered. The user requests frequency and mode shape changes. The structural changes are expressed through design parameters a,-representing conventional thicknesses, moments of inertia, etc. A penalty function method is used in which the original objective function is a minimum weight condition and the penalty term is a properly normalized set of residual nodal force errors. Solutions converge well for typical example problems using five cycles of the conjugate gradient method. The method is superior to linear methods, which have shown error when significant mode shape changes are required. It is believed to be computationally superior to series solutions, such as Taylor's series, when only one or two frequencies and mode shapes are of interest. In addition, the method is not subject to a limited radius of convergence in the design variables as is encountered in series solutions. = changes in mass, in system and elements = number of elements to be perturbed = number of modes used in N dimensional system, (<Af) = dimension of dynamic system = penalty term = residual error in force equilibrium = vector of variables in minimization problem = starting point and kih iteration point = design variables of element e in stiffness and mass changes = Ah e /h e fractional thickness change in element e -dimensionless frequency design variable, AX/X = normalization matrix, NxN -gradient operator = diagonal matrix of eigenvalues, original and perturbed = eigenvalue perturbation = penalty parameter = modal matrix, original and perturbed = specified and unspecified mode shape changes
= changes in mass, in system and elements = number of elements to be perturbed = number of modes used in N dimensional system, (<Af) = dimension of dynamic system = penalty term = residual error in force equilibrium = vector of variables in minimization problem = starting point and kih iteration point = design variables of element e in stiffness and mass changes = Ah e /h e fractional thickness change in element e -dimensionless frequency design variable, AX/X = normalization matrix, NxN -gradient operator = diagonal matrix of eigenvalues, original and perturbed = eigenvalue perturbation = penalty parameter = modal matrix, original and perturbed = specified and unspecified mode shape changes Introduction M ODAL analysis of complex structures is often performed with general-purpose finite element codes. When the results show that natural frequencies and mode shapes need to be changed, it is usually not clear how to modify the original design to achieve the desired goals. In one such code, MSC/NASTRAN, one can extract stiffnesses, masses, frequencies, and mode shapes through the use of the direct matrix abstraction program (DMAP). The information from a baseline structure can then be used in a perturbation procedure to allow redesign.
The procedure discussed here was motivated by the linear perturbation work by Stetson et al. M 'Examination of the linear method has led the authors to include all nonlinear terms in the perturbation equations. It was discovered that one second-order term is as large as first-order terms when typical redesign problems are solved. Neglect of second-order terms can lead to unacceptable error, particularly in mode shape redesign.
Nonlinear mathematical programming is used to solve the perturbation problem. The system is usually under deter mined, i.e., there is more than one physical redesign that will meet the dynamic goals. To achieve a unique redesign, one requires either minimum weight or the least structural change from the original design.
The procedure to be developed is straightforward. It involves only a single finite element analysis of a baseline structure. Subsequent mathematical programming involves a smaller number of variables. It is believed that this approach offers computational advantages over competing methods for redesign cases that involve only several frequencies and modes.
The method developed here is similar in spirit to the work of Pierson, 5 in which optimal control ideas are used in minimum weight design with frequency constraints. The present work differs from Pierson's in the use of a perturbation procedure and application to the finite element method. The perturbation scheme in turn leads to new possibilities in mode shape redesign and to differences in the penalty function. For a general discussion of structural synthesis and optimization, the reader is referred to excellent reviews by Schmit 6 and Vanderplaats. 7 Finally, the method can also be used in model correlation and structural system parameter identification studies. In either case, if the frequencies and mode shapes to be matched are given, the method is attractive because of its simplicity and the reduced number of unknown variables.
Inverse Perturbation
The TV dimensional eigenvalue problem is written in compact form as 
To show the nonlinear character of the perturbed equation of motion, it is rewritten as
where terms up to third order are present. This is not a uniform expansion of dependent variables in terms of small parameters, but is an implicit relation between the independent and dependent perturbed quantities. (6) in their perturbation method. An advantage of that method is the uncoupling of the frequency and mode shape changes. For large sets of equations, it is necessary to use a truncated set of modes in the method. In this case, Eq. (6) suffers from a mild drawback in that the truncated energy equations are only a necessary and not a sufficient condition for solution. 8 Also, the linear perturbation does not guarantee symmetry or even the diagonality of the matrices in Eq. (6) . For frequency goals, the linear energy formulation gives good accuracy 9 ; however, it is often not accurate for significant mode shape redesign.
•, The current work puts emphasis on mode shape changes rather than frequency changes. For convenience, consider a single mode, Specification of the desired goals {0') f , X/ can be done in several ways. In practice, all degrees of freedom in {0'), cannot be arbitrarily specified. Geometric boundary conditions and normalization of {0'), must be observed; the remaining values are free. The perturbed mode shape is expressed as where (A0) / and {A0}, are the specified and the unspecified degrees of freedom, respectively.
The structural change can be decomposed into L element changes,
[Am] system e=l = i (9) Furthermore, each element change can be expressed as a fractional change from the original system (or a sum of terms as needed to separate bending, stretching, torsion, etc.), as
These relations may be linear or nonlinear.
Substituting Eqs. (8-11) into Eq. (7), one obtains a residual force error
where [R] is a function of the design variables, unspecified degrees of freedom, and frequency change. Equation (12) may be underdetermined, uniquely posed, or overdetermined. The present paper considers only the underdetermined equation.
Solution by Mathematical Programming
In the case of an underdetermined problem, mathematical programming techniques 10 ' 12 can be used to achieve minimum weight or minimum change of the structure with Eq. (12) as the equality constraint. The penalty function method gives the modified objective function, (13) where / is the original objective function, ju, the penalty parameter, and P the penalty term containing the equilibrium error [Eq. (12)]. The penalty term is temporarily chosen as (14) where Xis the vector of variables {a.), {A<£},-, and AX,.
In practice, normalization procedures allow better numerical behavior. Indeed, sample problems have shown that structural elements such as beams are dominated by bending moment errors at the expense of shearing forces. Appropriate scaling is required. A general normalization is written (is)
The best choice for the Ath iteration would be With this normalization, the penalty function acts to minimize the energy error in each degree of freedom. The magnitude of the penalty parameter /* dictates relative emphasis on accurate equilibrium vs accurate weight minimization (or least change). Numerical examples are needed to study both this and the normalization procedure.
If the value of ju, is large, the penalty term will dominate the search pattern and the algorithm tends to go toward the equilibrium state rather than the minimum value of the original objective function. If /* is small, much emphasis is put on the minimization of the original objective function and one may not obtain accurate equilibrium (physical) results. In sample problems, the initial values of /* are chosen so that the total penalty (/xP) may be 100-1000 times greater than the values of the original objective function. As in the sequential unconstrained minimization technique, /* is increased at each cycle by a factor of 10.
For minimum weight, which is considered in this paper, the objective function is
Any x desired inequality constraints are eliminated by changing variables through a sine transformation. For instance, in the case of large change, a e must be algebraically greater than -1.0 so that the element does not vanish. The partial conjugate gradient method of Fletcher-Reeves in the IBM Scientific Subroutine Package 13 is used for the unconstrained minimization. This method allows an initial guess at the solution or defaults to the baseline structure (a e = 0, e= 1, L\
Numerical Examples
Flexural vibration of a uniform, cantilever beam ( Fig. 1 ) is used to illustrate the method. To simplify the problem, the beam cross section is rectangular, the motion will be planar, and shear deformation and axial displacement will not be included. After eliminating the 2 degrees of freedom at the wall, one has 10 elastic degrees of freedom. The set of included modes, found by the inverse power method in MSC/NASTRAN, is arbitrarily limited to five; hence,, the examples include truncation effects.
The desired design changes will be confined to the third mode, although multiple mode changes (or constraints) can be accommodated in Eq. (13) by including equilibrium terms relevant to each such mode. In the following examples, both frequency and a modal deflection are specified for the third mode. The remaining modes are allowed to "drift" without constraint. In a practical problem, one might also constrain several other frequencies and mode shapes that are important. A common goal of each redesign will be to change mode 3 so that transverse displacement at node 2 is 0.5174698 instead of the baseline value (Fig. 1) of 0.6048298. The mode will be normalized so that tip displacement is <j) ll>3 always unity. Different frequency changes AX 5 will be given in each case.
The design variables are the thicknesses of the five beam elements. The width remains constant. The stiffness matrix, mass matrix, .frequencies, and mode shapes are extracted from an MSC/NASTRAN run of the baseline structure through DMAP ALTER and OUTPUT4. The matrix manipulations were done with DMAP statements; however, for the mathematical programming, a FORTRAN program was used as a postprocessor.
One can substitute the specified values into the residual force equation (12) and rearrange to obtain the general form,
where a x = AX/X and the coefficient matrices are obtained from the baseline structure and the specified values in the The other mode shapes and frequencies are unconstrained.
Four redesigns (subcases) are presented. They differ in the normalization procedure and in whether or not an approximate starting point in the variables a e and {A$}, is given by the user. An approximate starting point can be determined from the linear theory. 9 The results (Table 1) show that the two types of normalization given in Eqs. (17) and (18) yield more accurate results than the unnormalized case. The use of an approximate starting point rather than the baseline structure improves the solution search and leads to the minimum weight design among the three normalized subcases.
The boxed outline in Table 1 represents the results of reanalysis done with MSC/NASTRAN. In this analysis, the perturbed thicknesses obtained through mathematical programming were used.
The redesigned structure is shown in Fig. 2 . Reanalysis of this perturbed structure yields the third mode shape shown in Fig. 3 and the frequencies in Table 2 . There is some drift of the unconstrained frequencies. The results (Table 3) indicate that excellent frequency and mode shape accuracy is obtained with either of the normalization procedures. The use of an approximate starting point leads to a slight improvement in accuracy at the fivecycle level of solution shown here. The solution where no normalization is used provides the best minimum weight solution, but at the expense of accuracy in eigenvalue and eigenvector. In addition, the frequency change obtained (as confirmed by reanalysis) is only 30% of that desired, so it appears that a normalization procedure must be utilized.
The redesigned structure is given in Fig. 4 . Reanalysis of the perturbed structure gives the mode shape in Fig. 5 and the frequencies in Table 4 . The unconstrained frequencies tend to drift along with the perturbed frequency, with little tendency to cross. Only the subcases involving normalization and an approximate starting point give reasonable results ( Table 5 ). The approximate starting point used in this paper included an eigenvector expansion of the baseline modes and a e values chosen arbitrarily at 2.0. Both methods of normalization give excellent results for mode and frequency redesign. The gradient version involving F0 provides a minimum weight about 1% superior to the version involving {</>') 5 [Eq. (18)] after five cycles in the conjugate gradient method. The difference is likely not worth the additional complexity of T 0 in large problems.
•t
The convergence of the method for values of a e larger than 1 is theoretically significant. Methods based on Taylor series expansions will fail for such cases because the radius of convergence in a e is unity.
The redesigned beam is shown in Fig. 6 . Reanalysis of the perturbed beam yields the mode shape in Fig. 7 and the frequencies in Table 6 . Again, the unconstrained frequencies drift with the constrained frequency with little tendency to cross.
Conclusions
A nonlinear perturbation method using a penalty function approach and conjugate gradient solver has proved to work quite well for dynamic modal redesign. Examples have involved small, moderate, and large changes and solutions have proved to be accurate when proper normalization of the error terms is used. The method has been discussed for one mode only, but the extension to more than one mode is obvious; the normalized force unbalance for each mode must appear in the penalty terms.
The method converges for large values of the design parameters a e . One example shows convergence beyond the radius of convergence for Taylor series methods; thus, the present method is felt to be more powerful than the Taylor series methods.
The method is efficient for redesign because it involves only a single finite element analysis. Competing methods often require updating of the baseline structure through finite element reanaly sis.
The nonlinear perturbation method requires a normalization of the error term (force unbalance). One method, involving a gradient of the error with respect to the design variables, is very accurate but intricate and expensive in computer resources. Another method, involving the specific mode shape, is practical and almost as accurate as the gradient procedure. Normalization by such a mode is recommended.
When large changes are desired, it is helpful to use an approximate starting point for the design variables and the unconstrained modal displacements. The linear theory 9 or physical intuition can provide the approximate structural design variables. Linear theory 9 or "curve fitting" procedures such as the least square error method can provide approximate unconstrained modal displacements. For modest changes, up to 30%, the conjugate gradient solver can be started with zero (baseline) values for the variables and proper convergence occurs.
Rather than using a minimum weight criterion, one could alternatively use minimum structural change (from the baseline design). The objective function is then taken as which can be implemented easily.
The penalty parameter /* is chosen to equally emphasize minimum weight (or least change) and minimum error in nodal energy. For the present 10 degrees-of-freedom problem, /x was initially taken as 10,000 and was increased by a factor of 10 at each cycle of conjugate gradient solution. (The increasing value is needed as the error term is driven to zero.) For problems with more degrees of freedom, /x should be scaled so that the product of /* and the error term P is of the same order as the expected value of Ea e (or Eaf).
Because the redesign problem involves an inversion of the dynamic relations, the relatively placid linear vibration problem can become ill-posed (a unique inverse may not exist). When many constraints are specified, one must be careful not to choose conflicting or unreasonable physical requirements. For example, it may be difficult to increase the third frequency by 100% and decrease the first frequency by 30% in a structural system. Other overly ambitious redesigns could cause intricate crossings of unconstrained frequencies. When frequencies are close and unwanted mode shifting is expected, the key frequencies and mode shapes should be specified to prevent the crossing. In the example studied, however, mode crossing was not a problem when only one frequency was specified.
+15.0% +10.0% -5.0% -10.0% One of the most difficult problems in the mathematical programming technique is the number of the free variables, i.e., the design variables and the unspecified degrees of freedom. Optimal control theory shows that the possible size for the general nonlinear problem is of the order 10 2 and for the nonlinear structural problem, 10 3 . However, the cost of the solution should be considered. An exact optimum at much higher cost may be less desirable than a near optimum.
A reduction scheme such as Guyan's reduction may be used to reduce the size of the problem. MSC/NASTRAN provides a dynamic condensation scheme, generalized dynamic reduction.
14 ' 15 It is a good candidate for the reduction in size of dynamic systems.
The current method is being extended to include generalized dynamic reduction and to include plate elements. An industrial die casting with 1200 degrees of freedom will be redesigned as a case study for improving the algorithm. Because many optimization methods have not been adopted by industry, it is hoped that implementation of this method in MSC/NASTRAN will make it more generally accepted.
Appendix: First-Order Inverse Perturbation Method

Forward Perturbation
If one assumes that the structural changes are small, the changes in frequencies and mode shapes can be expected to be small. Hence the second-and higher-order terms in Eq. Table Al shows the resulting third mode of the perturbed beam. The perturbations in stiffness matrix, mass matrix, mode shapes, and frequencies are extracted through the use of DMAP.
When these "exact" perturbations for the third mode are inserted into Eq. (Al), the truncation error is of the same order as the terms in the equation, as shown in Table A2 . To complete the comparison, nonlinear terms from Eq. (5b) are shown in Table A3 and point out the importance of the [A£] [A<jf>] terms in such a typical problem.
Inverse Perturbation
The inverse perturbation procedure is applied to test the accuracy of the first-order equation by using the " exact" values of [A</>], [AX] calculated from the forward perturbation. Again, only the third mode is considered.
Since [A0], [AX] are known, the first-order equation (Al) becomes over determined. To obtain the values of the design variables a,, the least square method was used. Results are given in Table A4 , showing substantial errors in the inverse process.
In the above subsection, it was shown that one of the second-order terms, [ Table A4 .
Both of the solutions presented in Table A4 contain the linear approximation rather than the exact cubic relation between thickness change and moment of inertia. This accounts for an error of up to 5% in both solutions.
The linearized solution Eq. (Al) is not sufficiently accurate for this sample problem. The modified equation (A2) has error that could be acceptable for some cases.
