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Abstract
A detailed analytic study of the log-linear phase transition of the Smith{Waterman local align-
ment algorithm is presented. A rectangular alignment lattice is introduced to facilitate the sta-
tistical analysis for alignment with gaps. With a few simplifying assumptions, we obtain an
analytic expression for the loci of the phase transition line. Our result reproduces the exact and
conjectured values for the very large and very small gap costs; the latter corresponds to the
related problem of the longest common subsequence. For intermediate values of gap costs, our
result is not exact, although a comparison to numerical results yielded a dierence of no more
than several percent. ? 2000 Elsevier Science B.V. All rights reserved.
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subsequence
1. Introduction
Sequence alignment is one of the most widely used computational tools in molec-
ular biology. It has made a strong impact on the functional identication of newly
sequenced genes and on the reconstruction of phylogenic trees [13]. There are two
types of sequence alignment algorithms used. Gapless alignment such as BLAST [2]
or FASTA [23,27] is well understood [3,12,18,19] and is extensively used as a \rst
cut" in large-scale database searches. However, due to the occurrence of insertions
and deletions in the evolution of biological sequences, weak sequence homologies can
only be detected by alignment algorithms which allow for gaps, e.g., the Needleman{
Wunsch [24] or the Smith{Waterman [28,31,32] algorithm. Unlike gapless alignment
however, statistical properties of alignment with gaps are more complicated and little
understood.
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Recently, properties of alignment with gaps have been examined using concepts
developed in statistical physics [14{17]. Various scaling laws, i.e. power laws, have
been identied for global alignment of random sequences. These laws have been ex-
ploited to deduce properties of local alignment of random sequences in the vicinity
of the transition line between the two modes of local alignment, the so-called linear
and the logarithmic phases. They have also been applied to understand the global and
local alignment of mutually correlated sequences quantitatively. The knowledge gained
has then been used to guide the optimal detection of unknown sequence homologies
[15,25].
This series of statistical studies relies on the correspondence between the sequence
alignment problem and certain well-studied problems of statistical physics. 1 They focus
on the so-called \universal" properties (e.g. scaling laws) which are laws of large
numbers and hence do not depend on many details of the problem. On the other
hand, certain important characteristics, e.g., the precise location of the phase transition
line, do depend on the specics of the algorithm, and are in general more dicult
to characterize. The location of the phase transition line is nevertheless crucial to
biological applications, since optimal detection of weak homologies is claimed to occur
close to this phase transition line [15,25].
In this publication, we present an approximation scheme to calculate the position of
the log-linear phase transition line for gapped local alignment of random sequences.
We focus on the simplest version of the Smith{Waterman algorithm with linear gap
cost. Our calculation reproduces, respectively, the exact and conjectured result for very
large and small gap costs; the latter yields directly [34] the important Chvatal{Sanko
constant of the longest-common-subsequence problem [8]. Our results are not exact
for intermediate values of gap costs; however, a comparison with numerical estimates
for random nucleotide sequences indicates that our approximate result is o by only
several percent in the worst case. Therefore, our approximation scheme is a reasonable
starting point for more rened calculations.
This paper is outlined as follows: In Section 2, we review the alignment algorithm
with gaps and discuss its properties relevant to our study. New boundary conditions
are introduced to simplify the calculations without aecting the position of the phase
transition line. Section 3 serves mainly pedagogical purposes. It discusses alignment
which allows only gaps alternating between the two sequences. This problem also has
a log-linear phase transition and can be solved exactly. By describing its solution, we
develop the necessary notation and techniques which are applied to the full alignment
problem in Section 4. There, we rst describe in detail the assumptions introduced
to handle the full alignment problem. Next, we show that one of the assumptions is
actually exact for special parameter values which correspond to the longest common
subsequence problem. Then, we use the scheme developed in Section 3 to calculate the
phase transition line of the full alignment problem. Finally, we compare our results with
numerical estimates and discuss their implications for the longest common subsequence
1 A review of some of the related physics problems can be found in Ref. [22].
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problem. Some detailed calculations are relegated to the appendices: In Appendix A,
we describe the full calculation of the exact phase transition line for the case considered
in Section 3. In Appendix B, we examine the eect of the approximation scheme used
in Section 4, and indicate ways of improving the calculation.
2. Review of alignment with gaps
We study the simplest version of the Smith{Waterman local alignment algorithm with
a linear gap cost. Specically, we consider the ensemble of pairwise local alignments
of sequences, each consisting of N elements 2 drawn randomly from an alphabet of c
letters (e.g. c=4 for nucleotides.) A score S[A] is associated with each alignment A
of two sequences by adding up the local score of +1 for each match, − for each
mismatch, and −‘ for each contiguous gap of length ‘. For an alignment with Nm
matches, Nmm mismatches and Ng gaps 3 then, the score is
S[A] = Nm − Nmm − Ng; (1)
Of interest here are the statistical properties of the optimal alignment, i.e., the alignment
with the highest score, N (; )  maxA S[A].
2.1. The log-linear phase transition
It is well known [4,34] that gapped local alignment of random sequences exhibits
a log-linear phase transition along a critical line of parameters c() in the parameter
space (; ). For <c(), hN i depends linearly on N while for >c(), hN i
depends logarithmically on N . The angular brackets denote here the average over the
whole ensemble of randomly drawn sequences.
In the gapless limit (!1), the statistics of  is known exactly: The phase transi-
tion occurs at c(N )=1=(c−1) and  is distributed according to a Gumbel distribution
in the logarithmic phase [20]. However, once gaps are allowed, even the position of
the critical line c() is known only empirically not to mention the distribution of .
In the following sections, we present a scheme to calculate the critical line c()
for the range 0<<1, where 0 is dened by the intersection of c() with the
special line 4 =2. Our result recovers the exact result c(1)=1=(c−1) for gapless
alignment and the conjectured result c(0) = 2=
(p
c − 1 (Arratia, unpublished; see
also [29]) along the line  = 2.
Our approach is based on the observation of Arratia and Waterman [4] that the
position of the critical line corresponds to the parameter values (c(); ) for which the
2 Our results are applicable [7] to the alignment of sequences of dierent lengths N and M , as long as
jN −M j.(N +M)2=3.
3 Ng denotes here the number of single gaps, i.e. a contiguous gap of length ‘ is counted as ‘ gaps.
4 For > 2, it is always advantageous to use two gaps to circumvent a mismatch. The alignment therefore
becomes independent of  and is completely characterized by the alignment at  = 2.
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expected score of global alignment vanishes, i.e., hGN (c(); )i=0. Since this expected
score is known to have an asymptotic linear dependence on N for all parameters [4],
our task amounts to nding the zero of the proportionality factor
a(; )  lim
N!1
1
N
hGN (; )i (2)
for global alignment. We shall thus focus on global alignment from here on.
Before proceeding, we recall that the ( = 0;  = 0) limit of global alignment cor-
responds to the well-known problem of the longest common subsequence (LCS) in-
troduced by Chvatal and Sanko [8]. Here GN is is the length of the LCS which is
proportional to N as in (2). The proportionality constant a0 is known as the Chvatal{
Sanko constant. There have been many extensive numerical and analytical studies of
the LCS problem [11,10,26,33]. The numerical value of the Chvatal{Sanko constant
is given approximately by the expression
a0 =
2p
c + 1
; (3)
conjectured rst by R. Arratia (unpublished; see also [29,30]). Through a simple rela-
tion between a0 and c(0) pointed out rst by Waterman et al. [34], our work gives
an indirect calculation of the Chvatal{Sanko constant.
2.2. Alignment paths and the dynamic programming algorithm
It will be convenient to adopt the directed path representation for global alignment.
An example of such an alignment is shown in Fig. 1 for a specic pair of sequences.
In this gure we rotated the alignment lattice by 45 with respect to its commonly used
representation in which the path is directed down the diagonal of a square lattice. This
Fig. 1. Global alignment of two sequences GATCC and ACTCG represented as a directed path on the
alignment lattice: the diagonal bonds correspond to gaps in the alignment. The horizontal bonds are matches
(solid lines) and mismatches (dashed lines). The highlighted alignment path r(z) therefore corresponds to one
possible alignment, GA− TCC to −ACTCG. This path contains two gaps, three matches and one mismatch.
It is also shown how the coordinates r and z are used to identify the nodes of the lattice.
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is meant to stress the fact that alignment can be seen as a dynamical process which
progresses from left to right in the way we have drawn the lattice. The description
of alignment in terms of this dynamical process will turn out to be crucial for our
calculations. Consistently, we identify lattice nodes by coordinates r and z (see Fig. 1)
instead of the more commonly used letter index. For this way of drawing the alignment
lattice, all the diagonal bonds correspond to gaps. So the score of an alignment path
gets a contribution − for each diagonal bond along the (high-lighted) alignment path.
The horizontal bonds of the lattice correspond to pairings of one letter from the rst
sequence with one letter of the second sequence. Such a bond contributes a score
s(r; z) 2 f1;−g depending on whether the specic letters paired up at a given bond
(r; z) match or not. The task of global alignment is then to nd the highest scoring path
connecting the left and right extremities at (r; z)=(0; 0) and (r; z)=(0; 2N ) for a given
set of fs(r; z)g. Let S(r; z) be the maximal score of any alignment path ending at the
lattice point (r; z) and starting from (0; 0). This quantity can be calculated recursively
by the dynamic programming algorithm
S(r; z + 1) = max
8<
:
S(r + 1; z)− ;
S(r − 1; z)− ;
S(r; z − 1) + s(r; z);
(4)
supplemented by the global conditions that S(0; 0) = 0 and S(r; z) = −1 beyond the
boundaries of the diamond-shaped lattice. The score of the optimal alignment path is
then GN = S(r = 0; z = 2N ).
2.3. A simplied scoring scheme
While the scoring scheme (1) is convenient for the numerical implementation in
terms of the simple form of the recursion relation (4), it leads to cumbersome notations
in the analytic treatment to be described below. In what follows, we shall use instead
a transformed set of parameters ~(; ) and ~(; ), chosen such that
S[A] = ~S0[Nm − ~(Nm + Nmm + 12Ng)− ~Ng]: (5)
The scoring scheme (5) is motivated by the observation that for global alignment,
Nm + Nmm + 12Ng = N is independent of the alignment A. Hence, the second term in
[ : : : ] of Eq. (5) is merely an additive constant which does not aect the alignment,
and global alignment depends on one single parameter, ~. [The prefactor ~S0 = 1 + 
xes the overall scale of S and is therefore completely arbitrary.] Equating Eqs. (1)
and (2), we have
~ =

1 + 
and ~=
− =2
1 + 
: (6)
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With the modied scoring scheme (5), the recursion relation (4) should be replaced
by
h(r; z + 1) = max
8<
:
h(r + 1; z)− ~;
h(r − 1; z)− ~;
h(r; z − 1) + (r; z);
(7)
with (r; z) 2 f0; 1g, and the boundary conditions h(0; 0)=0 and h(r; z)=−1 beyond
the boundaries of the diamond lattice. In terms of h, the optimal score is hGN i = ~S0
[− ~N+hh(0; 2N )i]. Let v0( ~)=limN!1 (1=N )hh(r=0; z=2N )i, then the proportionality
factor a(; ) dened in (2) becomes
a(; ) = ~S0[− ~ + v0( ~)] (8)
and the condition a(; ) = 0 for the occurrence of the log-linear phase transition in
local alignment is simply
~c = v0( ~): (9)
The position of the critical line c() in the original parameter space is then obtained
from (9) by inverting the relations in Eq. (6).
Note that the LCS problem ( = 0; = 0) corresponds to ~ = 0, ~= 0, and ~S0 = 1.
Thus the Chvatal{Sanko constant a0 = a(0; 0) is given by
a0 = v0(0): (10)
The knowledge of a0 then also gives the terminal point of the critical line c()
c(0) = 20 =
a0
1− a0 ; (11)
as pointed out by Waterman et al. [34].
2.4. Alignment geometry
Instead of computing hh(0; z)i, which gives the average score of the optimal path
connecting (0; 0) and (0; z), we shall compute the average score hmaxrfh(r; z)gi of
the optimal path connecting (0; 0) and any point at the distance z (see Fig. 2). This
amounts to changing the \boundary condition" on the terminal of the path r(z) from
xed end to free end and does not change the asymptotics of the average score in the
limit of innitely long sequences, i.e.,
v( ~)  lim
z!1
1
z
D
max
r
fh(r; 2z)g
E
= v0( ~); (12)
as shown by Alexander [1].
The quantity v( ~) can be conveniently calculated in a rectangular geometry con-
sisting of L rows of lattice points; see Fig. 3. If we apply the recursion relation (7)
on the rectangular lattice, with the \initial conditions" h(r; 0) = 0 and h(r;−1) =−1,
the score h(r; z) obtained simply represents the score of the optimal path connecting
the point (r; z) to any point a distance z away to the left (see Fig. 4.) In the limit
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Fig. 2. Optimal paths connecting (0; 0) with the xed end point (0; z) or the free end point (r; z) respectively.
r is chosen such that the score of the path is optimal among all paths from (0; 0) ending at (r; z) for any
r. The solid circles represent the xed ends and the open circle represents the free end.
Fig. 3. Rectangular alignment lattice of L rows. The simpler shape of this lattice (compared to the one
shown in Fig. 1) will facilitate the analytical calculations to be presented below.
Fig. 4. The optimal path leading to (r; z) from any point (r0; 0) in the rectangular geometry is the mirror
image of the optimal path with a free end point (see Fig. 2).
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Fig. 5. Alignment in a strip geometry. For each time t, there are two alignment scores h(0; t) and h(1; t)
which are associated with the nodes of the lattice. They depend on the values on the bonds of the lattice.
The values (r; t) of the horizontal bonds are random variables given according to (15); the diagonal bonds
always contribute a score of − ~ each.
L/z, the optimal path in Fig. 4 becomes the same as the optimal path with a free
end depicted in Fig. 2, provided we reverse the order of both sequences being aligned.
Since reversing the direction of random sequences does not change ensemble averaged
quantities, we have
v( ~) = lim
z!1 limL!1
1
z
hh(r; 2z)iL; (13)
where h  iL indicates ensemble average over the rectangular geometry of width L.
The rectangular geometry (with L!1) oers a statistical translational symmetry in
r which simplies the calculations. For example, hh(r; z)i1 is independent of r. The
quantity v( ~) can now be interpreted also as the \drift rate" of the spatial average of
the score prole h(r; z). We shall present a scheme to compute the drift rate v( ~) for
the L =1 system in Section 4. Before doing so, we shall rst calculate exactly the
drift rate for the much simpler L=2 system in Section 3. This will set up the notation
and the main procedures used for the L=1 system.
3. Alignment on a single strip
For pedagogical purposes, we study in this section alignment on a single strip (cor-
responding to L= 2) as shown in Fig. 5. Let the score on the lower and upper nodes
be h(0; t) and h(1; t); respectively. Note that due to the symmetry of this problem, it
is more convenient to combine the scores at two adjacent values of z in (7) into one
\time step" t. (This leads to a correspondence z = 2t between the general formulation
of the dynamic programming algorithm as given in Section 2 and the notion of \time"
used here.)
Applying algorithm (7) to this strip geometry as described in Section 2.4 with the
boundary conditions h(r; t) =−1 outside the strip, we obtain the following recursion
relation for the single strip:
h(0; t + 1) = maxfh(0; t) + (0; t); h(1; t)− ~g; (14)
h(1; t + 1) =maxfh(1; t) + (1; t); h(0; t + 1)− ~g
=maxfh(1; t) + (1; t); h(0; t) + (0; t)− ~g
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for the regime ~>0 where a mismatch cannot be circumvented by two gaps. For the
single strip system, the values of the (r; t) become uncorrelated random variables, i.e.,
(r; t) =

1 with probability 1c ;
0 with probability 1− 1c :
(15)
It will be convenient to introduce the quantities
~h(t)  h(0; t)− h(1; t) and h(t)  12 [h(0; t) + h(1; t)]: (16)
The evolution equations (14) expressed in these quantities become
~h(t + 1) = ~h(t) + [(0; t)− (1; t)] + [m(0; t)− m(1; t)] (17)
and
h(t + 1) = h(t) + 12 [(0; t) + (1; t)] +
1
2 [m(0; t) + m(1; t)] (18)
with
m(0; t)  maxf0;− ~h(t)− (0; t)− ~g
and
m(1; t)  maxf0; ~h(t) + (0; t)− (1; t)− ~g: (19)
A remarkable property of these equations is that the equation for h is slaved to ~h. This
allows us to study the evolution of ~h rst. We will show that the distribution of ~h(t)
becomes t-independent for large t. Since ~h(t) does not depend on (r; t) at the same
t, we can calculate the drift
v(2)( ~)  h h(t + 1)− h(t)iL=2 (20)
from Eqs. (18) and (19) if we know the distribution of ~h(t). This will then give us
the phase transition line ~(2)c = v
(2)( ~) for the L= 2 system.
An important observation about the evolution equation (17) is that ~(t)  (0; t)
− (1; t) is symmetrically distributed with
~(t) =
8<
:
−1 with prob: 1c (1− 1c );
0 with prob: 1− 2c + 2c2 ;
1 with prob: 1c (1− 1c ):
(21)
For − ~6 ~h(t)6 ~ − 1, there is no contribution from either m(0; t) or m(1; t) in Eq.
(17). Consequently, ~h performs a symmetric random walk in this interval, with \step
size" 1 and a \step probability" of 1=c(1− 1=c) in either direction.
It is easy to verify that ~h(t + 1) = ~ if ~h(t)> ~ + 1, while for ~h(t)6 − ~ − 1,
~h(t+1)=− ~−(1; t) 2 f− ~−1;− ~g. More careful inspection shows − ~−16 ~h(t+1)6 ~
for any ~h(t). So we can conclude that after some nite \equilibration period" during
which ~h(t) performs a random walk starting from an arbitrary initial value, it will reach
or exceed the boundaries ~ or − ~− 1, and consequently be conned thereafter to the
values f ~; ~− 1; ~− 2; : : :g and f− ~− 1;− ~;− ~+ 1 : : :g, between − ~− 1 and ~.
We now focus on the case where 2 ~ is an integer number. The solution for the
more cumbersome non-integer case is provided in Appendix A. The deviations from
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Fig. 6. The phase transition line between the phases of linear and logarithmic alignment for alignment on
a single strip. The solid curve is the exact phase transition line; the dashed line is expression (29), whose
values corresponding to 2 ~ 2 N are marked by the circles. The dotted lines show the boundary of the region
2> and >1=(c − 1). The critical line (2)c () terminates on the line 2 =  at (2)0 = 1=(c − 1).
the integer results turn out to be small for small ~ and completely negligible for large
~, as will be shown later in Fig. 7. [Note that the value ~=0 on the special line belongs
to the integer case.] For 2 ~ 2 N, ~h(t) can only take on 2 ~ + 2 discrete values after
equilibration, i.e.,
~h(t/1) 2 f− ~− 1;− ~;− ~+ 1; : : : ; ~− 1; ~g; (22)
as illustrated in Fig. 6. Since this is a nite set, we expect there to exist a stationary
distribution
P( ~h)  Prf ~h(t) = ~hg: (23)
As a reminder of the random walk nature of the evolution of ~h we will refer to ~h(t)= ~h
by the notion that the score dierence is at \position" ~h. The two values ~ and − ~−1
are called the \boundaries" and all other values in (22) are \interior positions".
As we already noted, from each interior position, ~h can jump to the neighboring
position ~h 1 with a probability
w =
1
c

1− 1
c

(24)
or remain at position ~h with probability 1−w− −w+. At the right boundary ~h(t) = ~,
Eq. (17) gives
~h(t + 1) = ~+ [(0; t)− (1; t)]−maxf0; (0; t)− (1; t)g; (25)
revealing that there is a probability w− that ~h jumps back to the interior position ~−1
and a probability 1−w− that it remains at the boundary at ~. These combine to yield
P( ~) = (1− w−)P( ~) + w−P( ~− 1)
and
P( ~h) = w+P( ~h− 1) + (1− w+ − w−)P( ~h) + w−P( ~h+ 1)
for the interior positions ~h 2 f− ~ + 1; : : : ; ~ − 1g. Since w+ = w−, the above two
equations immediately enforce the solution
P(− ~) = P(− ~+ 1) =   = P( ~):
To nd the behavior at the left boundary − ~ − 1, we insert ~h(t) = − ~ − 1 into (17)
and obtain ~h(t + 1) =− ~− (1; t). ~h therefore jumps with a probability 1− 1=c to the
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interior position − ~ and stays with probability 1=c at the left boundary − ~ − 1. This
gives us the two additional equations
P(− ~− 1) = w−P(− ~) + 1cP(−
~− 1)
and
P(− ~) =

1− 1
c

P(− ~− 1) + (1− w+ − w−)P(− ~) + w−P(− ~+ 1):
These equations can be solved simultaneously by P(− ~−1)=1=c P(− ~). The normal-
ization condition
P ~
~h=− ~−1 P( ~h) = 1 nally yields
P( ~h) =
8>><
>>:
1
c(2 ~+ 1) + 1
for ~h=− ~− 1;
c
c(2 ~+ 1) + 1
for ~h 2 f− ~; : : : ; ~g:
(26)
With the knowledge of P( ~h), it is now straightforward to compute the drift of h from
(20). First of all, we have in the gapless limit ( ~ ! 1) that m(0; t) = m(1; t) = 0.
Hence, v(2)( ~!1) = 12 h(0; t) + (1; t)i= 1=c. For nite (half-integer) values of ~’s,
we have v(2)( ~)= 1=c+ u( ~) where u( ~)  12 hm(0; t)+m(1; t)i. Now observe that ~h(t)
only depends on (r; t0) for t0<t; hence there are no correlations between ~h(t) and
(r; t0= t). Since h receives an extra \push" if and only if ~h is at one of the boundaries,
i.e., at position − ~ − 1 or ~, we only need to add up contributions from these two
cases in the calculation of u. Weighting these by the respective probabilities, we obtain
u( ~) = 12P(− ~− 1)hmaxf0; 1− (0; t)gi+ 12P( ~)hmaxf0; (0; t)− (1; t)gi
=
1
2
1
c(2 ~+ 1) + 1

1− 1
c

+
1
2
c
c(2 ~+ 1) + 1

1
c

1− 1
c

=

1− 1
c

1
c(2 ~+ 1) + 1
:
This result immediately yields the phase transition points
~(2)c ( ~) = v
(2)( ~) =
1
c
+

1− 1
c

1
c(2 ~+ 1) + 1
; 2 ~ 2 N; (28)
between the linear and the logarithmic phase of local alignment for this L=2 system.
Translating (28) via (6) back to the original parameters  and , we obtain
(2)c () = 2
+ 1
2(c − 1) + (c − 2) : (29)
Expression (29) is plotted as the dashed line in Fig. 7 for c = 4. The points corre-
sponding to integer values of 2 ~ are indicated by the circles. The full result including
non-integer 2 ~’s (from Appendix A) is shown as the solid line. Note that the solid and
dashed lines become essentially indistinguishable for > 2. The shape of the phase
transition line obtained (either the solid or dashed) for this single-strip system already
resembles qualitatively the transition line of the full Smith{Waterman problem [4,34].
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Fig. 7. Possible values of the score dierence ~h(t) for 2 ~ 2 N and t/1. The solid circles are the \interior
positions" while the open circles indicate the \boundaries". The evolution equation (17) combined with the
distribution of ~ in (21) does not allow ~h to take on any other values as discussed in the text.
In particular, it approaches the gapless limit of c = 1=(c − 1) proportional to 1= for
large , and terminates on the line  = 2 at a c-dependent value, 0(c).
4. Alignment on the full lattice
In this section, we generalize the calculation described in Section 3 for the single
strip to the full lattice with L ! 1. While all of the results obtained up to this
point are exact, the complexity of the calculation for the full lattice necessitates two
simplifying approximations:
First, we will assume that the variables (r; t) in the dynamic programming algorithm
(7) are statistically independent from each other at dierent sites of the lattice, i.e.,
Prf(r; t) = 1; (r0; t0) = 2g= Prf(r; t) = 1gPrf(r0; t0) = 2g (30)
if r 6= r0 or t 6= t0, while the distribution of each of the (r; t) is still given by (15).
This uncorrelated distribution of (r; t) describes the related rst-passage percolation
problem [21]. It is not exactly valid for the sequence alignment problem at hand, since
all (r; t) are generated by only 2N (rather than N 2) random letters. Nevertheless,
extensive numerical investigations indicate that for many ensemble-averaged quantities,
including the subject of interest here, the drift rate v, the results obtained from these two
dierent distributions of (r; t) are virtually indistinguishable. Thus the independent-
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approximation, which greatly simplies the calculation, is a reasonable starting point
for obtaining the critical line c().
The other key approximation we make is known as the \self-consistent" approxi-
mation in statistical physics. This is an Ansatz in which we assume that the score
dierence between neighboring rows, dened as ~h(r; t) = (−1)r[h(r; t)− h(r + 1; t)], is
statistically independent for dierent r’s in the large-t limit (see details below.) This
Ansatz allows us to solve the stationary distribution P( ~h) explicitly, the knowledge of
which can be used to compute the drift rate v as demonstrated for the L=2 system in
Section 3. On the special line ~=0, we will show below that the self-consistent Ansatz
becomes exact for the case of independent ’s. Our result v( ~= 0) = 2=(1 +
p
c) co-
incides with the conjectured expression by R. Arratia (unpublished; see also [29,30])
for the Chvatal{Sanko constant of the LCS problem (see Eqs. (3) and (10)). For
~> 0, our Ansatz does not give the exact result, since correlations in score dierence
do exist as shown in Appendix B. However, these correlations are short-ranged, a
result well known from studies of the related physics problems [22]. Consequently,
the error made due to this Ansatz is expected to be small. In fact, comparison with
numerical estimates yields a discrepancy in c() of only a few percent in the worst
case (at intermediate values of ’s.) Our Ansatz thus provides a reasonable approx-
imation of c() and a good starting point for more rened calculations. The cor-
relation eects can be treated exactly in principle for ~ = 12 ; 1;
3
2 ; : : : as indicated in
Appendix B. The details become more and more cumbersome and will be discussed
elsewhere.
4.1. Properties of score dierences
In the innite lattice shown in Fig. 8, we focus on the local score dierences
~h(r; t)  (−1)r[h(r; t)− h(r + 1; t)]: (31)
The way these variables are dened reects the symmetry of the innite lattice and
ensures that each of the ~h(r; t) is comparable to ~h(t) studied in Section 3.
Fig. 8. The innite alignment lattice consists of a stack of many strips. Each strip is characterized by a
variable ~h(r; t) = (−1)r[h(r; t)− h(r + 1; t)] similar to that studied in Section 3.
126 R. Bundschuh, T. Hwa /Discrete Applied Mathematics 104 (2000) 113{142
The even (r=2n) and odd (r=2n+1) rows have the following (dierent) recursion
relations in the regime ~>0
h(2n; t + 1)
=maxfh(2n; t) + (2n; t); h(2n+ 1; t)− ~; h(2n− 1; t)− ~g (32)
and
h(2n+ 1; t + 1)
=maxfh(2n+ 1; t) + (2n+ 1; t); h(2n; t + 1)− ~; h(2n+ 2; t + 1)− ~g
=maxfh(2n+ 1; t) + (2n+ 1; t); h(2n; t) + (2n; t)− ~; h(2n− 1; t)− 2 ~;
h(2n+ 2; t) + (2n+ 2; t)− ~; h(2n+ 3; t)− 2 ~g: (33)
These lead to the following evolution equation for ~h(2n; t):
~h(2n; t + 1) = ~h(2n; t) + (2n; t)− (2n+ 1; t) + m(2n; t)− m(2n+ 1; t); (34)
where we dened
m(2n; t)maxf0;− ~h(2n; t)− (2n; t)− ~;
− ~h(2n− 1; t)− (2n; t)− ~g; (35)
m(2n+ 1; t)maxf0; ~h(2n; t) + (2n; t)− (2n+ 1; t)− ~;
~h(2n; t)− ~h(2n− 1; t)− (2n+ 1; t)− 2 ~;
~h(2n+ 1; t) + (2n+ 2; t)− (2n+ 1; t)− ~;
~h(2n+ 1; t)− ~h(2n+ 2; t)− (2n+ 1; t)− 2 ~g: (36)
The evolution equation for ~h(2n+1; t) is similar and can be obtained from the symmetry
of the lattice.
For simplicity, we will consider here only those values of the scoring parameters
such that 2 ~ is an integer. Under this condition, the allowed values of each of the
~h(r; t) are the same as for the L= 2 problem in the stationary state, i.e.,
~h(r; t) 2 f− ~− 1;− ~; : : : ; ~− 1; ~g (37)
with the interior positions at − ~; : : : ; ~− 1, and boundaries at − ~− 1 and ~ as shown
in Fig. 6. To see this, we rst note that ~h(r; t) cannot exceed the boundary at ~ since
the basic action of the alignment algorithm (7) guarantees that
~h(2n; t) = h(2n; t)− h(2n+ 1; t)6 ~ (38)
for any r = 2n [and analogously for odd r] The remaining part of (37) can be shown
by induction: Our choice of initial conditions (i.e., h(2n; t = 0) = 0 and h(2n + 1; t =
−1) =−1) implies ~h(r; 0) = ~. If we now assume ~h(r; t) 2 f− ~− 1;− ~; : : : ; ~− 1; ~g,
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it is easy to see that (r; t) + m(r; t) can only take on the values 0 and 1 for any r.
This immediately implies that ~h(r; t + 1) 2 ~+ Z, and that for even r = 2n,
~h(2n; t + 1)
= ~h(2n; t) + (2n; t) + m(2n; t)− (2n+ 1; t)− m(2n+ 1; t)
> ~h(2n; t) + (2n; t)− ~h(2n; t)− (2n; t)− ~− [(2n+ 1; t) + m(2n+ 1; t)]
>− ~− 1:
[For odd r this still holds due to the symmetry of the lattice.] Thus, − ~− 1 and ~ are
the boundary positions and Eq. (37) is veried.
From Eqs. (35){(37), we also get
~h(2n; t + 1)− ~h(2n; t) = (2n; t)− (2n+ 1; t) + m(2n; t)
−m(2n+ 1; t) 2 f−1; 0; 1g; (39)
indicating that in the full alignment problem, each ~h(r; t) can still change at most by
a single step of size 1 in one time step.
4.2. Jump probabilities
The dierence between alignment on a single strip studied in Section 3 and the
innite alignment lattice studied here lies in the jump rate of ~h. It is aected by
whether or not one of the neighboring ~h’s is at the boundary ~ or − ~− 1. To see this,
we look at the interior points − ~6 ~h(2n; t)6 ~− 1. In this case, ~h(2n; t) does not enter
into the expressions for m(2n; t) or m(2n+ 1; t). The two quantities which modify the
single-strip jump probabilities are
q−( ~h)  Prfmaxf0;− ~h(2n− 1; t) + 1− ~g= 1 j ~h(2n; t) = ~hg
q+( ~h) Prfmaxf0; ~h(2n+ 1; t) + (2n+ 2; t) + 1− ~;
~h(2n+ 1; t)− ~h(2n+ 2; t) + 1− 2 ~g= 1 j ~h(2n; t) = ~hg:
They can be expressed by the conditional expectation values
q−( ~h) = Prf ~h(2n− 1; t) =− ~− 1 j ~h(2n; t) = ~hg (40)
and
q+( ~h) = Prf ~h(2n+ 1; t) = ~ j ~h(2n; t) = ~hg

1
c
+

1− 1
c

 Prf ~h(2n+ 2; t) =− ~− 1 j ~h(2n+ 1; t) = ~ ^ ~h(2n; t) = ~hg

: (41)
Due to translational symmetry of the lattice, these conditional expectation values do
not depend on n. Taking those contributions from the neighboring dierences into
account, the jump probabilities w− and w+ are no longer equal as in Eq. (24). Instead,
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we nd the jump size (2n; t) − (2n + 1; t) + m(2n; t) − m(2n + 1; t) to be −1 with
probability
w− =
1
c

1− 1
c

[1− q−( ~h)] +

1− 1
c
2
[1− q−( ~h)]q+( ~h) (42)
and +1 with probability
w+  1c

1− 1
c

[1− q+( ~h)] +

1− 1
c
2
[1− q+( ~h)]q−( ~h): (43)
The probability of not jumping is of course 1− w+ − w−.
4.3. Independence of ~h on the special line  = 2
The key diculty in computing the above jump rates is the joint distribution of
the ~h(r; t) that appear in Eqs. (40) and (41). Here, we show that the joint distribution
actually factorizes, i.e. neighboring ~h’s are uncorrelated along the special line =2 or
~=0; this result will greatly simplify the subsequent calculations. As noted already, this
special line corresponds to the LCS problem. However the reader should be cautioned
that our result of independent ~h’s is subject to the independent- approximation.
In order to show the statistical independence of ~h(r; t) in the limit of large t for ~=0,
we will need to prove that the distribution of independent ~h’s is stationary under the
dynamics given by Eqs. (34){(36). Specically, we will show that if ~h(r; t) are statis-
tically independent, i.e. given by the distribution P( ~h(1; t); ~h(2; t); : : :) =
Q
r P( ~h(r; t))
at some t, then the distribution of ~h(r; t + 1) according to the evolution Eqs. (34){
(36) is given by the same distribution
Q
r P( ~h(r; t + 1)) for some suitable choice of
the single-strip distribution P( ~h), provided (r; t) at dierent (r; t) are also statistically
independent. It should be remarked that we have not yet attempted an analytical study
of the stability of this stationary solution. However, extensive numerical investiga-
tions indicate quite convincingly that this stationary state is the global attractor of the
dynamics.
To proceed with the proof, we observe rst that for ~= 0, ~h(r; t) can take on only
two possible values, −1 or 0. Since (r; t) 2 f0; 1g, the evolution equations (34){(36)
can be rewritten as
~h(2n; t + 1) =−f(f(− ~h(2n; t);− ~h(2n− 1; t); (2n; t));
f(− ~h(2n+ 1; t);− ~h(2n+ 2; t); (2n+ 2; t)); (2n+ 1; t)); (44)
where the function f(a; b; )  1− a[1− b(1− )] has the Boolean representation
f = a _ (b ^ ): (45)
Eq. (44) can be veried by direct inspection of all 128 possible combinations of its
variables. By symmetry, the evolution equation for odd r reads
~h(2n+ 1; t + 1) =−f(f(− ~h(2n+ 1; t);− ~h(2n+ 2; t); (2n+ 2; t));
f(− ~h(2n; t);− ~h(2n− 1; t); (2n; t)); (2n+ 1; t)); (46)
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which is almost the same as (44) except that the rst two arguments of the outer f
function have switched order.
Our task is to show the statistical independence of the left-hand sides of Eqs. (44)
and (46) assuming an independent distribution for the ~h’s that enter on the right hand
side. Since ~h takes on only two values, P( ~h) is simply parameterized by one parameter
p  Prf ~h=−1g, with Prf ~h= 0g= 1− p. Recalling that Prf= 1g= 1=c and Prf=
0g = 1 − 1=c, and assuming that ~h(r; t) and (r; t) are independent random variables
according to our strategy, we easily nd that
Prff(− ~h(2n; t);− ~h(2n− 1; t); (2n; t)) = 1g
 p^= 1− p

1
c
+

1− 1
c

(1− p)

: (47)
Since the same holds for f(− ~h(2n+ 1; t);− ~h(2n+ 2; t); (2n+ 2; t)), the quantities
h^(2n; t)  f(− ~h(2n; t);− ~h(2n− 1; t); (2n; t)); (48)
and
h^(2n+ 1; t)  f(− ~h(2n+ 1; t);− ~h(2n+ 2; t); (2n+ 2; t)); (49)
are independent random Bernoulli variables which take the value 1 with probability
p^ and 0 with probability 1 − p^. Using this result, Eqs. (44) and (46) can be more
succinctly written as
~h(2n; t + 1) =−f(h^(2n; t); h^(2n+ 1; t); (2n+ 1; t)) (50)
and
~h(2n+ 1; t + 1) =−f(h^(2n+ 1; t); h^(2n; t); (2n+ 1; t)) (51)
with the distribution of ~h(2n; t + 1) given by
Prf ~h(2n; t + 1) =−1g= 1− p^

1
c
+

1− 1
c

(1− p^)

: (52)
Using Eq. (47) for p^ in (52), we nd that the stationarity condition Prf ~h(2n; t+1)=
−1g= p can only be fullled if we choose
p=
p
c
1 +
p
c
: (53)
Note that with Eq. (53), we also have p^= p.
It remains to be shown that all ~h(r; t + 1) as computed from Eqs. (44) and (46)
are uncorrelated from each other. This is by no means automatic since ~h(r; t + 1)
for the four neighboring r’s are functions of common ~h(r; t)’s and (r; t)’s. We now
make use of a remarkable and crucial property of the function f that if a, b, and
 are independent Bernoulli random variables with Prfa = 1g = Prfb = 1g = p and
Prf=1g=1=c, then the two expressions f(a; b; ) and f(b; a; ) are also independent
Bernoulli random variables, with Prff(a; b; )=1g=Prff(b; a; )=1g=p themselves,
i.e.,
Prff(a; b; ) = x; f(b; a; ) = yg= Prff(a; b; ) = xg  Prff(b; a; ) = yg: (54)
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This can be easily checked by inserting all eight possible input combinations of the
function f and calculating the joint probabilities for the four possible outcomes of
f(a; b; ) and f(b; a; ).
We are now ready to show the statistical independence of ~h(r; t+1). First, we show
the independence of h^(r; t): From the denitions of the h^’s (Eqs. (48) and (49)), and
the assumption of independent ~h(r; t) and , we note rst of all that h^(2n; t) and h^(r; t)
are statistically independent for any r 6= 2n− 1 for the trivial reason that they depend
on dierent and statistically independent variables. On the other hand, h^(2n; t) and
h^(2n − 1; t) = f(− ~h(2n − 1; t);− ~h(2n; t); (2n; t)) can in principle be correlated, since
they depend on the same ~h and ’s. However, comparison of the above expression for
h^(2n − 1; t) and Eq. (48) for h^(2n; t) shows that the two expressions are just of the
form f(a; b; ) and f(b; a; ). Thus, the two are also statistically independent in light
of the special property (54), with Prfh^= 1g= Prf ~h=−1g= p.
We next use h^(r; t) as statistically independent input variables for ~h(r; t + 1), as
specied by Eqs. (50) and (51). The right-hand sides of Eqs. (50) and (51) are again
of the form f(a; b; ) and f(b; a; ). This follows from the distribution of h^(r; t) derived
above, and the fact that (2n+1; t) are uncorrelated with the h^(r; t)’s since only (r; t)
with even r appeared in the calculation of the latter; see Eqs. (48) and (49). Therefore,
property (54) can be used again, with a= h^(2n; t) and b= h^(2n+ 1; t), leading to the
nal result
Prf ~h(2n; t + 1) = ~h0; ~h(2n+ 1; t + 1) = ~h00g= P( ~h0)P( ~h00);
which is easily generalized to ~h(r; t + 1) for all values of r. It then follows that
P( ~h(1; t); ~h(2; t); : : :) =
Y
r
P( ~h(r; t));
is indeed a stationary distribution as was claimed.
4.4. The independent- ~h Ansatz for generic parameters
We now take the result of Section 4.3 and assume that the score dierences ~h(r; t)
are all statistically independent from each other at dierent r’s even for ~> 0. This
is not quite true, since the correlation between ~h’s, as measured by the correlation
function
C(jr − r0j)  h
~h(r; t) ~h(r0; t)i − h ~h(r; t)i2
h ~h(r; t)2i ; (55)
does not vanish for r 6= r0 (see Fig. 9(a)). However the correlation function shown in
Fig. 9(a) is short-ranged, i.e., it decays rapidly for jr− r0j> 1. Although the range of
correlations is expected to increase for increasing ~ (there is after all no correlation for
~ = 0), we nd it to saturate for ~> 10. Fig. 9(a) is in fact a \worst case" situation
taken at a rather large value of ~. But even there, we see that the correlation function
essentially vanishes beyond a few lattice spacings. Also, the dierence between the
numerically calculated stationary single-site distribution of ~h (the circles in Fig. 9(b))
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Fig. 9. Eects of correlations between neighboring ~h’s for large ~. The numerical results shown here corre-
spond to c=4 and ~=19:5, where the correlations appear to have saturated to the largest extent. (a) shows
the fast decay of the correlations in ~h’s over the separation distance jr− r0j. In (b), the (rescaled) stationary
distribution of ~h is shown. The circles are numerical data; the crosses represent our analytical result obtained
by neglecting the correlations.
and the distribution we will derive from our simplifying Ansatz (the crosses) is not
dramatic. Therefore, these correlations are expected to produce only small changes in
the precise loci of the phase transition line, but not in the gross form of the parameter
dependences. In Appendix B, we address in some detail the source of these correlations
and why they do not aect the qualitative properties of the stationary distribution.
Our strategy will be the following: Under the assumption that ~h(r; t) are independent
for all r’s at the same t, the large-t behavior of the innite system is completely
characterized by the single-strip stationary distribution P( ~h) = Prf ~h(r; t) = ~hg, similar
to (23). To nd this distribution, we need to know the jump probabilities for ~h(2n; t),
given by the allowed values of (2n; t)+m(2n; t)−(2n+1; t)−m(2n+1; t) according
to Eq. (34). The m’s are in turn aected (through Eqs. (35) and (36)) by the values
of the neighboring ~h’s, if the latter are at one of the boundaries, − ~ − 1 or ~. Thus
the probabilities
p+ = Prf ~h= ~g and p− = Prf ~h=− ~− 1g; (56)
enter into the jump probabilities for ~h(2n; t). Here, we will derive the distribution P( ~h)
using p+ and p− as free parameters. At the end, the conditions P(− ~− 1) =p− and
P( ~) = p+ will x the values of these parameters which in turn completely species
P( ~h). We emphasize that there is no additional approximation involved in this way
of nding the distribution P( ~h). The same solution can be obtained directly from the
independent- ~h assumption, by detailed considerations of the various jump probabilities.
The strategy adopted here merely shortcuts the algebraic complexity.
We start by establishing a relation between p+ and p−, so that we only need to
deal with one of these free parameters. We nd this relation by considering the drift
of h(r; t). Eqs. (32), (33), (35) and (36) imply that for even as well as odd r’s, the
change in h(r; t) is given by h(r; t + 1) = h(r; t) + (r; t) + m(r; t). Thus we have
hh(r; t)i= (h(r; t)i+ hm(r; t)i)t =

1
c
+ hm(r; t)i

t: (57)
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Under the independent- ~h assumption, the expectation value hm(r; t)i can be expressed
by p as
hm(r = 2n; t)i=

1− 1
c

(2− p−)p− (58)
for even r, and
hm(r = 2n+ 1; t)i
=

1− 1
c

p+

1
c
+

1− 1
c

p−

2− p+

1
c
+

1− 1
c

p−

(59)
for odd r. We know that for all t, the score dierence jh(r; t)− h(r+1; t)j is less than
or equal to ~+1. From (57), we then conclude jhm(2n; t)i− hm(2n+1; t)ij6( ~+1)=t.
Since the expectation values of the m(r; t) do not depend on t in the stationary state,
the limit t !1 gives us
hm(2n; t)i= hm(2n+ 1; t)i: (60)
This is nothing else than the statement that in the stationary state, the drift rate must be
the same for every r. Equating (58) and (59) gives as the only reasonable solution 5
p+

1
c
+

1− 1
c

p−

= p−: (61)
In the following, we can therefore regard p− as the only free parameter.
Now we calculate the stationary distribution P( ~h) for a given value of p−. If ~h(2n; t)
is at an interior position, the probabilities to jump to one of its neighbors or to remain
at the same position are given by the quantities w in Eqs. (42) and (43). By the
independent- ~h assumption, the conditional expectation values in Eqs. (40) and (41)
become ordinary expectation values independent of ~h, and can therefore be replaced
by p+ and p−, respectively. With the help of Eq. (61), we then nd the result q−( ~h)=
q+( ~h) = p−. This simplies the jump probabilities (42) and (43) to
w− = w+ =

1− 1
c

(1− p−)

1
c
+

1− 1
c

p−

: (62)
At the right boundary ~h(2n; t) = ~, Eq. (34) along with the independent- ~h assumption
yield the result that ~h(2n; t + 1) remains at the boundary with probability 1− w− and
jumps to the interior position ~ − 1 with probability w−. Combining this with the
random walk of ~h at the interior positions, we have
P( ~) = (1− w−)P( ~) + w+P( ~− 1)
and
P( ~h) = w+P( ~h− 1) + (1− w+ − w−)P( ~h) + w−P( ~h+ 1)
for the interior positions ~h 2 f− ~+1;− ~+2; : : : ; ~−1g. The second of these equations
can be recast as
w−[P( ~h+ 1)− P( ~h)] = w+[P( ~h)− P( ~h− 1)]: (63)
5 The other possible solution would lead to probabilities larger than one.
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Since w+ =w−, it immediately follows that P(− ~)=P(− ~+1)=   =P( ~) as in the
case of alignment on a single strip.
Examining Eq. (34) at the left boundary ~h(2n; t) =− ~− 1, we nd that ~h(2n; t +1)
remains at the boundary − ~ − 1 with probability q  [ 1c + (1 − 1c )p−] and jumps to
the interior position − ~ with probability 1− q. Together with P(− ~+ 1) = P(− ~) we
obtain the remaining equations
P(− ~− 1) = qP(− ~− 1) + w−P(− ~)
and
P(− ~) = (1− w+)P(− ~) + (1− q)P(− ~− 1):
They are simultaneously solved by
P(− ~) = 1− q
w−
P(− ~− 1): (64)
The normalization condition of P( ~h) gives us
1 = (2 ~+ 1)P( ~) + P(− ~− 1) =

(2 ~+ 1)
1− q
w−
+ 1

P(− ~− 1): (65)
Together with the consistency condition (56) we obtain
p− =
q
c2 ~
2
+ 2c ~+ c − c ~− 1
c − 1 (66)
and hence the entire distribution
P( ~h) =
8>>>><
>>>>:
p− =
q
c2 ~
2
+ 2c ~+ c − c ~− 1
c − 1 for
~h=− ~− 1
p+ =
c ~+ c −
q
c2 ~
2
+ 2c ~+ c
(c − 1)(2 ~+ 1) for
~h 2 f− ~; : : : ; ~g
(67)
[Note that p+ = P( ~) is automatically fullled due to (61) and (64).] For ~ = 0 this
of course simplies to (53) with p= p−.
Using this result in Eqs. (57) and (58), we nd the drift rate
v( ~) =
1
c
+ hm(2n; t)i= 2
~+ 1
c − 1
q
c2 ~
2
+ 2c ~+ c − c ~− 1

; (68)
which immediately gives the phase transition line ~c = v( ~). Translating the result into
the original parameters  and  using Eq. (6), we nally obtain
c() =
2(+ 1)
c
h
c − (+ 1)−
p
(c − 1)[2(c − 1)− 2− 1]
i
; (69)
which is plotted in Fig. 10 for c=4. As the comparison with numerical data shows, the
phase transition line obtained from the independent- ~h and independent- assumptions
approximates the numerical results rather well.
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Fig. 10. The log-linear phase transition line c() for local alignment with a four-letter alphabet. The solid
line is our result (69). The phase transition line intersects the special line = 2 exactly at 0 = 1=
p
c− 1.
Below the line =2, the alignment is independent of . Above this line, our result is only an approximation
but agrees well with the numerical results (shown as the diamonds). In the limit !1, our result converges
toward the gapless limit of c(1) = 1=(c − 1).
4.5. The Chvatal{Sanko constant
As mentioned previously, the case of  = 2 or ~ = 0 corresponds to the
longest common subsequence problem [8]; the Chvatal{Sanko constant is given by
a0 = v( ~= 0) (see Eq. (10)). Our result
a0 = v(0) =
2p
c + 1
; (70)
has been conjectured previously by Arratia (unpublished; see also [29]) based on nu-
merical observations. A corollary rst pointed out by Waterman et al. [34] is that the
phase transition line would end exactly at the point
0 =
1p
c − 1 ; (71)
along the line  = 2; see Fig. 10.
As shown in Section 4.3, our result on v( ~ = 0), depends only on the assumption
of statistical independence of the ’s. It is thus an exact result for the rst-passage
percolation version of the LCS problem. During the preparation of this manuscript,
we became aware of a related study [5] which also obtained the Arratia conjecture
(3) using an approximate \cavity" method. Based on extensive numerical simulations,
Boutet de Monvel [5] nds additionally that the actual value of the Chvatal{Sanko
constant and its counterpart for the problem with independent ’s are somewhat dif-
ferent, by approximately 2% for an alphabet of size c = 2 and smaller dierences for
larger size alphabets. This dierence has been noticed earlier by Danck [9]. These
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authors reached their conclusions by using contradictory methods of accounting for
the inuences of the nite length of the sequences. The appropriate correction form
has been given heuristically and veried numerically in recent statistical studies of se-
quence alignment [15] and will be proved elsewhere [6]. It diers signicantly from
the empirical correction forms used by both Danck and Boutet de Monvel. Neverthe-
less, their general conclusion that the Chvatal{Sanko constant of the LCS problem is
slightly dierent from its counterpart for statistically independent ’s turns out to be
correct, as we have veried using the correct form of the sequence length dependence
while exploiting our Eq. (44) in order to implement an extremely fast computer code
for generating longest common subsequences [6].
5. Concluding remarks
We have studied local sequence alignment with gaps in a rectangular geometry as
the rst extension of the theory of gapless alignment. This geometry permits detailed
calculations and is therefore well suited for detailed studies of the inuence of gaps. The
assumption that neighboring score dierences in the alignment lattice are statistically
independent allowed us to calculate the loci of the log-linear phase transition line for
the Smith{Waterman local alignment algorithm. For  = 2, our results are actually
exact for independent local scores ’s, and reproduce the conjectured Chvatal{Sanko
constant for the longest common subsequence problem. Overall, the phase transition
line obtained is in reasonable agreement with Monte Carlo data on alignment of random
sequences. As we will illustrate in separate publications, the results described here can
be used to obtain the important scaling laws given heuristically in the recent series of
statistical studies. Our calculations can also be improved systematically to include the
eect of the neglected correlations, thereby providing an even more accurate description
of the phase transition line for a broad range of scoring parameters.
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Appendix A. Alignment on a single strip { non-integer case
If 2 ~ is not an integer, the dierence between ~ and − ~− 1, respectively the largest
and smallest values ~h can take on, is not a multiple of the step size 1 of the random
walk. In this case, ~h takes on values from the two sets ~ − j and − ~ − 1 + j, with
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integer j. If the value of ~h is suciently far away from the boundaries at − ~− 1 and
~, it will remain in one of the two sets according to (21). Only close to the boundaries
are transitions between the two sets possible. Since the evolution equation (17) does
not allow for values of ~h larger than ~ or smaller than − ~− 1, the possible values of
~h are actually f ~; ~− 1; : : : ; ~− ng or f− ~− 1;− ~; : : : ;− ~+ n− 1g, where n denotes
the largest integer smaller or equal to 2 ~+ 1.
Our task is to solve the stationary distribution P( ~h) = Prf ~h(t) = ~hg for all the
2n + 2 values of ~h. Since m(0; t) and m(1; t) in (17) vanish at the interior posi-
tions − ~6 ~h(t)6 ~ − 1, the probability for a jump from ~h to ~h  1 is w for ~h 2
f ~ − (n − 1); : : : ; ~ − 1g or ~h 2 f− ~; : : : ;− ~ + n − 2g, with w given by Eq. (24).
The corresponding probability to remain at ~h is 1− w+ − w−. This implies
P( ~h) = w+P( ~h− 1) + (1− w+ − w−)P( ~h) + w−P( ~h+ 1)
for each ~h 2 f ~ − (n − 2); : : : ; ~ − 2g and each ~h 2 f− ~ + 1; : : : ;− ~ + n − 3g. For
w+ = w− solution is of the form
P( ~− j) = aj + b and P(− ~− 1 + j) = cj + d
for every j 2 f1; : : : ; n − 1g, with some yet undetermined constants a; b; c, and d.
These constants can be xed by the four remaining values of P( ~h)’s at the boundaries.
Two of these values at ~h(t)= ~ and − ~− 1 are already known from the main text. Of
the two remaining values, we have at position ~h(t) = ~− n,
~h(t + 1) = ~− n + [(0; t)− (1; t)] + maxf0;−2 ~+ n − (0; t)g
from Eq. (17). Thus, ~h will stay at ~− n with probability 1=c2, jump to ~− (n − 1)
with probability 1=c(1− (1=c)), to − ~− 1 with probability 1=c(1− (1=c)), and to − ~
with probability (1− (1=c))2. In the same spirit, we get
~h(t + 1) =− ~+ n − 1 + [(0; t)− (1; t)]
−maxf0;−2 ~− n + 1 + (0; t)− (1; t)g;
upon inserting ~h(t)=− ~+n−1 into (17). This yields ~h=− ~+n−1 with probability
1 − 2=c + 2=c2, with jumps to ~ with probability 1=c(1 − (1=c)), and to − ~ + n − 2
with probability 1=c(1− (1=c)).
Collecting the above together, we get the equations
P( ~) = (1− w−)P( ~) + w+P( ~− 1) + 1c

1− 1
c

P(− ~+ n − 1);
P( ~− n) = 1
c2
P( ~− n) + w−P( ~− n + 1);
P(− ~− 1) = 1
c
P(− ~− 1) + w−P(− ~) + 1c

1− 1
c

P( ~− n);
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P(− ~) = (1− w+ − w−)P(− ~) +

1− 1
c

P(− ~− 1)
+

1− 1
c
2
P( ~− n) + w−P(− ~+ 1);
P(− ~+ n − 1) = (1− w+ − w−)P(− ~+ n − 1) + w+P(− ~+ n − 2):
The (already normalized) solution of these equations is the stationary distribution
P( ~h) =
8>>>>>>>><
>>>>>>>>:
n + ~h− ~+ 1c
(n + 1c )(1 + n
 + 1c )
for ~h 2 f ~− n; : : : ; ~g;
1
c(1 + n) + 1
for ~h=− ~− 1;
n − ~− ~h
(n + 1c )(1 + n
 + 1c )
for ~h 2 f− ~; : : : ;− ~+ n − 1g:
(A.1)
We can now calculate the drift rate v(2)( ~)=(1=c)+ 12 hm(0; t)+m(1; t)i using Eqs. (19)
and (A.1). Contributions only arise from the four boundary values ~h(t)= ~, ~h(t)= ~−n,
~h(t) =− ~− 1, and ~h(t) =− ~+ n − 1. We get
hmaxf0;− ~h(t)− (0; t)− ~gi
=P(− ~− 1)hmaxf0; 1− (0; t)gi
+P( ~− n)hmaxf0;−2 ~+ n − (0; t)gi
=P(− ~− 1)

1− 1
c

+ P( ~− n)

1− 1
c

(n − 2 ~);
hmaxf0; ~h(t) + (0; t)− (1; t)− ~gi
=P( ~)hmaxf0; (0; t)− (1; t)gi
+P(− ~+ n − 1)hmaxf0;−2 ~+ n − 1 + (0; t)− (1; t)gi
=P( ~)
1
c

1− 1
c

+ P(− ~+ n − 1)1
c

1− 1
c

(n − 2 ~):
Inserting the values of P’s from the distribution (A.1) and averaging over the above
two contributions, we obtain the drift rate
v(2)( ~) =
1=c(1− 1=c)
(n + 1=c)(1 + n + 1=c)

2n − 2 ~+ 1
c

(A.2)
and from it, the phase transition line (2)c = v(2)( ~) for this single-strip system. The
result is plotted as the solid curve in Fig. 7.
As can be seen from the gure, the full result (A.2) and the analytic continuation
of the result (29) obtained for integer values of 2 ~ approach each other very quickly.
To see this behavior analytically, we factor out the integer result (29) from (A.2), i.e.,
v(2)( ~) =

1− 1
c

1
c(2 ~+ 1) + 1
f(2 ~+ 1; n)
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to obtain a correction factor
f(x; n) =
x + 1=c
n + 1=c
 
1− x − n

1 + n + 1c
!
:
For xed n, this factor has a maximum at x = n + 12 and is therefore bounded as
16F(x; n)6
n + 1=2 + 1=c
n + 1=c

1− 1
2 + 2n + (2=c)

 1 + 1
4n2
+ O

1
n3

:
Thus, it rapidly becomes negligible for n> 1 as manifested in Fig. 7 for c = 4. Of
course for integer 2 ~, i.e., n = 2 ~+ 1, we have f(2 ~+ 1; n) = 1.
Appendix B. Eect of Correlations in ~h
In this appendix, we discuss the eects due to correlations between the neighboring
~h’s neglected in the treatment of Section 4. Let us consider the quantities q−( ~h) and
q+( ~h) dened in (40) and (41). These quantities describe the probabilities that one of
the neighboring ~h’s is at the boundary while ~h is at some given position. Correlations
between neighboring ~h’s lead to a non-trivial dependence of q( ~h) on ~h. Hence, the
jump probabilities w− and w+ as dened in (42) and (43) for jumps to the left
and right do not need to be equal to each other any more. According to (63), the
distribution P( ~h) then acquires a curvature in the bulk. In the following, we will show
quantitatively how the distribution P( ~h) is inuenced by the correlations. An estimation
of these correlations then leads to a qualitative understanding of the modied P( ~h) and
its eect on the position of the phase transition line.
Since our independent- ~h assumption is exact in the limit ~= 0 as shown in Section
4.3, we will consider here the opposite limit of large ~ where this assumption is
the worst. As mentioned, the modiers q( ~h) are proportional to the probabilities
that a neighboring ~h is at one of the boundaries. Since there are 2 ~ + 2 dierent
values possible for the neighboring ~h, these modications are of the order 1= ~ by
normalization. Therefore on rst sight one might take them to be negligible for large
~. But on the other hand, a given ~h will experience on the order of ~ such modications,
from ~h=0 until it reaches its boundary values. Thus these modications lead to a nite
contribution in the limit of large ~. We can, however, neglect terms of order 1= ~
2
. These
include, for example, the product q−( ~h)  q+( ~h), and the second term in the expression
for q+ itself. Therefore, in the limit of large , we can study a somewhat simplied
system with ~ replaced by
^(t) =
8<
:
−1 with prob: (1− 1c )[ 1c (1− q^−( ~h)) + (1− 1c )q^+( ~h)];
0 with prob: 1− 2c + 2c2 − (1− 1c )(1− 2c )[q^−( ~h) + q^+( ~h)]
1 with prob: (1− 1c )[ 1c (1− q^+( ~h)) + (1− 1c )q^−( ~h)]
;
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with
q^−( ~h)  Prf ~h(2n− 1; t) =− ~− 1 j ~h(2n; t) = ~hg
and
q^+( ~h) 
1
c
Prf ~h(2n+ 1; t) = ~ j ~h(2n; t) = ~hg:
These quantities are completely characterized by the joint probability distribution of
two neighboring strips,
P2( ~h; ~h
0
)  Prf ~h(2n; t) = ~h ^ ~h(2n+ 1; t) = ~h0g: (B.1)
While we will provide below a qualitative description of this joint distribution function,
let us assume for the moment that it is given, and study which eects the correlations
have on the single strip distribution function P( ~h). The conditional expectation values
q^ are expressed by P2( ~h; ~h
0
) as
q^−( ~h) =
P2( ~h;− ~− 1)P ~
~h0=− ~−1 P2( ~h; ~h
0
)
and
q^+( ~h) =
1
c
P2( ~h; ~)P ~
~h0=− ~−1 P2( ~h; ~h
0
)
:
They enter into the stationarity equation
P( ~h) =

1− 2
c
+
2
c2
−

1− 1
c

1− 2
c

[q^−( ~h) + q^+( ~h)]

P( ~h)
+

1− 1
c

1
c
(1− q^−( ~h+ 1)) +

1− 1
c

q^+( ~h+ 1)

P( ~h+ 1)
+

1− 1
c

1
c
(1− q^+( ~h− 1)) +

1− 1
c

q^−( ~h− 1)

P( ~h− 1)
(B.2)
for the single strip probability distribution P( ~h) for all ~h except at the boundaries. For
large ~, we can assume that the probability distribution does not vary too rapidly over
~h and therefore approximate it by a smooth function
P( ~h)  1
2 ~
p( ~h= ~):
The same is true for the joint probability distribution
P2( ~h; ~h
0
)  1
4 ~
2p2(
~h= ~; ~h
0
= ~):
Recalling from Section 3 that P( ~h =− ~− 1) { and therefore also P2(− ~− 1; ~h) { is
reduced by a factor 1=c with respect to P( ~h= ~), and taking into account the symmetry
of the lattice, we obtain in the limit of large ~,
q^+( ~h) =
1
2c ~
q( ~h= ~) and q^−( ~h) =
1
2c ~
q(− ~h= ~)
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Fig. 11. Dierent congurations of the last gaps inserted in two neighboring strips on the alignment lattice.
The highlighted paths are the corresponding optimal paths associated with xed end points (solid circles)
on the right. As argued in the text, the congurations (a){(c) are more probable than the conguration (d),
which produces an anti-correlation between the neighboring ~h’s.
with
q(x)  p2(x; 1)R 1
−1 p2(x; y) dy
:
Expanding everything to the leading non-vanishing order in 1= ~, we obtain (after some
lengthy but straightforward calculation) the following dierential equation from the
stationarity equation (B.2),
d2
dx2
p(x) +
d
dx
f[q(x)− q(−x)]p(x)g= 0 (B.3)
with the solution
p(x) =
exp[
R x
0 q(−y)− q(y) dy]R 1
−1 exp[
R x
0 q(−y)− q(y) dy] dx
: (B.4)
Eq. (B.4) expresses the single-strip distribution p in terms of the joint distribution
function p2 or q (which is unknown so far) in a way that will be more useful, for
the purpose of inferring the qualitative eects of correlations, than just integrating out
one of the variables from the joint distribution function p2. Let us now understand
qualitatively how correlations in the ~h’s make q(y) a non-trivial function of y [q(y)
is constant under the independent- ~h assumption.] Consider the dierent ways the last
gaps in two neighboring strips can be arranged: The four possibilities are shown in
Fig. 11. Case (a) stems from congurations in which the middle row of the alignment
lattice contains many matches. Therefore the optimal paths from both its neighbors
eventually go back onto it. The congurations (b) and (c) correspond to cases where
either the top or the bottom row has most of the matches. Conguration (d) appears
if the middle row has many mismatches so that its score is rst pulled up by the
top row, but still has many mismatches so that its score is pulled up again by the
bottom row. This implies that there are two degenerate (i.e., nearly equally scored)
paths associated with the xed end point of the middle row as shown in Fig. 11.
Obviously, the last conguration is less probable than the congurations shown in (a)
{(c): Two neighboring ~h’s tend to be both ~, or one ~ and the other − ~−1, but more
rarely both − ~ − 1, in the limit of large ~. So if one of the ~h’s is close to − ~ − 1,
it is more likely that its neighbor is at ~ than close to 0. Therefore, q(y) will be a
decreasing function of y, leading to positive integrands in (B.4) for positive x. Thus,
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the distribution p(x) takes on larger values at the boundaries x=1 than in the middle
x = 0 which qualitatively explains the observed form as shown in Fig. 9(b).
We have seen that the eect of correlations is to enhance the probability of nding
~h’s near the boundary values ~ and − ~−1. Since the correction to the jump probabilities
is of the order 1= ~, while there are of the order of 2 ~ possible values for the score
dierence, this correction will be a nite numerical factor even in the worst case
scenario of ~/1. This can be seen in Fig. 9. Remembering that only the probability to
be at the boundaries enters into the calculation of the total drift rate, we nd that the
drift rate will increase due to this correlation eect. According to the relation between
drift rate and phase transition line given in Section 2.3, this increase will shift the
phase transition line (69) obtained in Section 4 towards the log side by some nite
numerical factor.
Computing precisely this numerical factor requires the full solution of the joint dis-
tribution P2( ~h; ~h
0
) in (B.1). This task is dicult for large ~/1, but not unsurmountable
for smaller ~’s (e.g., ~= 12 ; 1;
2
3 ; : : :) for which ~h can take on only a few discrete values.
In these cases, one can systematically nd approximations to the nite correlation ma-
trix P2( ~h; ~h
0
), thereby incorporating more and more correlations eects. The single-strip
distribution P( ~h) readily follows. The result can be used to compute the drift rate v( ~)
as done in Sections 3 and 4.
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