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Due to the complexity of fluid flows in different scales and regimes and the limited 
computational resources, developing simple, accurate and efficient numerical 
algorithms has been one of the primary and fundamental tasks of the Computational 
Fluid Dynamics (CFD) community. During the past several decades, the 
well-established and dominating approaches for simulating incompressible flows are 
the N-S solvers and the LBE solvers, which are respectively based on the macroscopic 
conservation laws and mescoscopic statistical physics theory. The roots in different 
theoretical foundations credit these two solvers unique and distinctive advantages as 
well as some intrinsic disadvantages. Up to date, many improved solvers have been 
proposed to eliminate their drawbacks. However, due to their independent 
developments within one theoretical framework, the improvements are constrained 
and the intrinsic drawbacks of the N-S solvers and the LBE solvers cannot be 
completely removed. One way to elaborate this constraint is to develop new 
numerical methods which start from the theoretical connections of these two solvers. 
This thesis is devoted to developing a series of unified solvers for incompressible 
flows in different regimes and also extending their applications for complex moving 
boundary and freely falling problems.   
 
Firstly, four consistent lattice Boltzmann flux solvers (LBFSs) have been proposed 
respectively for simulating isothermal, thermal, axisymmetric and multiphase flows. 
The LBFSs are finite volume schemes for direct updating the macroscopic flow 
x 
variables by solving the conservative governing equations recovered by the LBE 
models. The fluxes of the LBFSs are modeled at each interface by local reconstruction 
of the standard LBE solutions, where the theoretical connections between the 
macroscopic fluxes and the microscopic density and/or internal energy distribution 
functions are utilized. Additional source terms, including external forces and those of 
axisymmetric effects, are conveniently taken into account by either adding them 
directly into the governing equations or applying a fractional-step approach. The 
proposed solvers have been validated by simulating a variety of 2D and 3D flows. 
Numerical simulations have verified that the LBFSs not only successfully eliminate 
the drawbacks of LBE solvers, such as mesh uniformity, tie-up between time step and 
mesh spacing, limited to viscous flows and complicated implementation of boundary 
conditions, but also combine the advantages of the N-S solvers and LBE solvers.  
 
The broad applications of the LBFSs have also been extended to study the complex 
moving boundary flow and freely falling flow problems by proposing two 
LBFS-based solvers respectively in the fixed Eulerian coordinates and the 
Arbitrary-Lagrangian-Eulerian (ALE) framework. In these two solvers, a 
fractional-step approach is applied to simplify the overall solution process and the 
immersed boundary method (IBM) is introduced to flexibly consider the boundary 
conditions with simplicity. Both solvers have been well validated by respectively 
simulating various 2D and 3D moving boundary and freely falling flows. It is 
noteworthy that it is the first time for the LBE-based solvers to successfully simulate 
flows with general freely falling objects, which seems to provide a powerful tool for 
solving more complicated flow-structure-interaction problems.      
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Computational fluid dynamics (CFD) is a modern discipline in fluid mechanics which 
is devoted to simulating and analyzing physical behaviors and mechanics of fluid 
flows. On the one hand, with the continuous emergence of more and more powerful 
yet inexpensive computers, CFD is now able to simulate more sophisticated flows in 
academic research and industrial applications, ranging from microfluidics in 
micro-electromechanical systems (MEMS), aerodynamics in aviation and automobile 
industry to atmospheric motion in meteorology. On the other hand, due to the 
complexity of fluid flows in different scales and regimes and the limited 
computational resources, new challenges in accuracy and efficiency for the available 
numerical methods are also continuously imposed. In this regard, developing simpler, 
more accurate and efficient numerical approaches has been one of the primary and 
fundamental tasks of the CFD community.      
 
In general, the current numerical approaches in CFD for simulating fluid flows in 
different scales and regimes can be classified into three categories: (1) macroscopic 
method; (2) mesoscopic method and (3) microscopic method. The macroscopic 
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method is based on the macroscopic Navier-Stokes (N-S) equations, which are 
obtained from mass, momentum and energy conservation laws for fluid flows using 
the continuum assumption. These equations are solved in the entire flow domain by 
applying numerical schemes such as finite difference (FD), finite volume (FV) and 
finite element (FE) methods. The macroscopic method can also be termed as the N-S 
solver. Unlike the N-S solver, the mesoscopic method is known as a particle-based 
approach, which solves the kinetic equation or the Newton’s equation of motion on a 
set of particles. This method can be applied in the continuum flow regime and those 
beyond, such as micro flows and rarefied flows. Two representatives of the 
mesoscopic method are the lattice Boltzmann equation (LBE) solver and the 
dissipative particle dynamics (DPD) solver. The LBE solver has been widely applied 
while the DPD solver is still under development in the early stage. As compared to the 
mesoscopic method, which is applicable for both continuum and some rarefied flows, 
the microscopic method is proposed for fluid flows in a broader flow regime. It 
directly solves the Boltzmann equation. The well-known solvers in microscopic 
method are discrete ordinate or velocity method (DOM or DVM) and direct 
simulation Monte Carlo method (DSMC). Theoretically, the microscopic method is 
valid for flows in all flow regimes, ranging from continuum flows to highly-rarefied 
flows. However, due to its substantial computational cost, the microscopic method is 
seldom applied for continuum incompressible flows.  
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Among the various numerical approaches in the above reviewed three categories, the 
macroscopic N-S solver and the mesoscopic LBE solver are the most popular 
numerical approaches for continuum incompressible fluid flows. Interestingly, these 
two solvers are established on different theoretical frameworks. The N-S solver is 
developed based on the macroscopic conservation laws while the LBE solver is from 
the mesoscopic statistical physical theory (kinetic theory). With the roots in different 
theoretical foundations, both of the N-S solver and the mesoscopic LBE solver have 
their unique advantages as well as disadvantages. Many improved solvers have been 
proposed in each individual group which eliminate the drawbacks of each solver. 
However, due to their independent developments within one theoretical framework, 
the improvements seem to be constrained and the intrinsic drawbacks of the N-S 
solvers and the LBE solvers cannot be completely removed. In view of this, it is 
natural to ask whether we can develop a solver to combine their advantages, and in 
the meantime, to remove their drawbacks. This motivates the present work. The 
primary purpose of this thesis is to develop a series of new solvers for isothermal, 
thermal, axisymmetric and multiphase flows and more complex flows with moving 
boundaries and freely falling objects.  
 
In the next section, to clearly present our motivations, a comprehensive literature 
review on the N-S solver and the LBE solver will be presented.   
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1.2 Navier-Stokes solver 
In the past several decades, based on the macroscopic governing equations, a large 
number of prominent N-S solvers have been developed for effective simulations of 
incompressible fluid flows. The main obstacle in solving these equations lies in the 
implicit pressure-velocity coupling. Specifically, pressure only appears in the 
momentum equation but velocity is involved in both the continuity and momentum 
equations. When velocity is obtained from the momentum equation, there is no 
guarantee that it will satisfy the continuity equation. In terms of treatment of the 
pressure-velocity coupling, these N-S solvers can be classified into three major types: 
(1) Vorticity-Stream function approach (VSFA); (2) Artificial Compressibility 
Approach (ACA); and (3) Projection Approach (PA). 
 
1.2.1 Vorticity-stream function approach 
The VSFA takes the vorticity and stream function as primary unknowns. The 
governing equations of the VSFA, i.e. vorcitcity-stream function equations, are 
reconstructed from the N-S equations. Specifically, the vorticity transportation 
equations are derived by taking the curl of the momentum equations in primitive form 
and the stream function equation is introduced through the definition of the vorticity. 
The reconstructed vorticity-stream function equations not only automatically satisfy 
the incompressible condition but also successfully remove the difficulty caused by 
pressure-velocity coupling. Due to these two distinctive merits, the vorticity-stream 
function formulations have been widely used to develop effective numerical schemes 
for two-dimensional (2D) incompressible fluid flows.  
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In the continuous development of effective VSFAs, significant achievements have 
been made in the two main aspects of developing high order schemes for spatial 
discretization and proposing accurate no-slip boundary condition for the vorticity. 
Among various high order schemes, the Chebyshev spectral method (Dennis and 
Quartapelle 1983) and generalized differential quadrature (GDQ) method (Shu and 
Richards, 1992) have been widely applied. Ehrenstein and Peyret (1989) proposed a 
Chebyshev collocation method for the vorticity-stream function equations to simulate 
2D incompressible thermal flows. Since the Chebyshev collocation points fall in the 
domain [-1, 1], some inconveniences may be encountered in the applications of these 
Chebyshev spectral methods. In sight of this drawback, Shu and Richards proposed a 
generalized differential quadrature (GDQ) method, which is known as a global 
method with considerably fewer computational grid points and very high order of 
accuracy. The GDQ method was successfully applied to simulate incompressible 
flows past a circular cylinder on non-uniform grids. Accurate implementations of 
these high-order/global numerical algorithms (Dennis and Quartapelle 1983, 
Ehrenstein and Peyret 1989 and Shu and Richards, 1992) for the vorticity-stream 
function equations need the corresponding high-order/global boundary conditions. In 
this regard, many algorithms (Weinan and Liu 1996 and Sousa and Sobey 2005) for 
the vorticity boundary conditions have been developed. A review on the vorticity 
boundary conditions can be found in the work of Napolitano et al. (1999).  
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With these essential developments, the VSFA has attained considerable popularity for 
simulating 2D incompressible flows. However, due to the intrinsic 2D nature of the 
stream function, the VFSA may not be easy for its application to 3D cases, which 
greatly hampers its broad applications. This drawback partly motivates the 
development of a general incompressible N-S solver, such as ACA and PA, which will 
be reviewed in the next subsection. 
 
1.2.2 Artificial compressibility approach 
Unlike the VSFA, which solves the N-S equations in vorticity-stream function form, 
the ACA directly solves the macroscopic N-S equations in primitive form for velocity 
and pressure. To circumvent the major difficulty of the pressure-velocity coupling in 
the incompressible N-S equations, an artificial compressibility term, i.e. a time 
derivative for pressure with a multiplicative constant, is introduced to the continuity 
equation. The resultant equations are then solved by the ACA in an iterative way so 
that the incompressible condition for the flow field can be accurately satisfied. The 
ACA was originally proposed by Chorin (1968) in the late 1960s for simulation of 
steady incompressible flows. Since then, substantial variants of the ACA with 
improved accuracy and efficiency have been developed to simulate both steady and 
unsteady flows.   
 
For simulation of steady flows, several variations of the ACA have been reported to 
improve the computational efficiency by speeding up the convergence rate. Turkel 
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(1987) introduced artificial time derivatives of the velocity with controllable constants 
into the momentum equations to achieve faster convergence. Ramshaw and Mousseau 
(1990) accelerated the convergence rate of the ACA by introducing an artificial bulk 
viscosity damping term to propagate the artificial sound waves more quickly.    
Tamamidis et al. (1996) argued that the multiplicative constant (artificial sound speed) 
in ACA plays an essential role in numerical stability and convergence and requires 
considerable experimental experience. As compared with the effort on steady flow 
computations, much attention was also focused on the development of workable and 
efficient ACA solvers for unsteady flow simulations (Merkle 1987, Roger and Kwak 
1990, Mark 1994, Sotiropoulos and Ventikos 1998 and Malan et al. 2002). The basic 
idea of the unsteady ACA solvers is to introduce dual- or pseudo-time derivatives for 
the pressure and velocity fields into the mass and momentum equations, respectively. 
The resultant system of equations is solved by applying both physical and pseudo 
time iterations. In each physical time step, pseudo-time iterations are performed until 
convergence for both pressure and velocity is achieved. The unsteady ACA solvers 
have been successfully applied to simulate a variety of complex fluid flows, such as 
turbulent flows (Kim and Menon, 1999) and multiphase flows (Shapiro and Drikakis 
2005).              
 
1.2.3 Projection approach 
As compared with the VSFA and the ACA, the PA, which solves the incompressible 
N-S equations directly, may be considered as the most popular numerical method 
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among the N-S solvers for simulation of incompressible flows. In the PA, the 
dependent flow variables are macroscopic pressure and velocity. To resolve the 
difficulty caused by pressure-velocity coupling, the PA introduces a fractional-step 
technique into its solution procedure. Two major steps are involved: the predictor step 
and the corrector step. In the predictor step, the intermediate velocity is calculated by 
advancing the momentum equations without considering the incompressible 
constraint. In the corrector step, a pressure-correction or pressure-Poisson equation is 
solved so that the divergence-free constraint of the velocity can be enforced at the end 
of the next time step. This method was perhaps first proposed by Chorin (1969). Since 
its birth, a variety of improved PAs have been developed to achieve higher order of 
accuracy and/or higher efficiency.  
 
In these variants of the PAs, there are two main groups that have attained remarkable 
popularity. The first group of the PAs follows the footstep of Chorin (1969) in that: 
the pressure gradient is ignored in the predictor step so that the intermediate velocity 
is computed by solving a simple advection-diffusion equation. The original PA 
proposed by Chorin (1968, 1969) has only first order of accuracy. Kim and Moin 
(1985) proposed a spatial second-order approach by using the 
approximate-factorization technique. In their approach, the second-order 
Adams-Bashforth scheme for the convective terms and the second-order 
Crank-Nicholson scheme for the viscous terms were applied. Later, many other PAs 
with second order of accuracy (Van Kan 1986, Bell et al. 1989, Karniadakis et al. 
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1991 and Brown et al. 2001) were continuously proposed. More recently, Liu et al. 
(2010) developed a third-order projection scheme for both the pressure and velocity. 
Compared with the first group of the PAs, which omit the pressure term in the 
predictor step, the second group estimates pressure a priori and applies it to evaluate 
the intermediate velocity in the predictor step. The most popular approaches in this 
group may be the Semi-Implicit Method for the Pressure-Linked Equation (SIMPLE) 
method (Patankar and Spadling 1972). Several variants of the SIMPLE method have 
been proposed, such as SIMPLER (SIMPLE-Revised) (Patankar 1980), SIMPLEC 
(SIMPLE-Consistent) (Doormaal and Raithby 1984) and Pressure Implicit with Split 
Operator (PISO) method (Issa 1985). The extension of SIMPLE for its applications on 
a non-staggered curvilinear grid was conducted by Acharya and Moukalled (1989). 
These two groups of the PAs have been widely applied in various areas for 2D and 3D 
incompressible flows, such as isothermal flows (Martin et al. 2008, San and Staples 
2013), thermal flows (Dubcova 2011, Wang 2012) and multiphase flows (Bell and 
Marcus 1992, Sussman et al. 1999).  
 
All the three methods of VSFA, ACA and PA have been successfully applied for 
solving the incompressible N-S equations. Both finite volume method (FVM) and 
finite difference method (FCM) are used. In addition, it is well-known that the finite 
element method (FEM) is also applied to solve the incompressible N-S equations. 
Interested readers are recommended to refer the review paper of Glowinski and 
Pironneau (1992). 
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1.2.4 Advantages and disadvantages of the N-S solver 
From the above review, it can be seen that all three types of the N-S approaches are 
developed based on the numerical discretization of macroscopic partial differential 
equations (PDEs), i.e. incompressible N-S equations. Although different discretization 
strategies may be applied, these N-S solvers share several advantages and 
disadvantages as dominating kinds of macroscopic methods for incompressible fluid 
flows.  
 
The advantages of the N-S solver mainly lie in the well-established numerical 
theories/algorithms of PDEs. In the N-S solvers, numerical discretization of the 
spatial and temporal terms of the N-S equations can be easily performed in these 
solvers by applying various different schemes. This feature makes it much simpler 
and easier to develop solvers with high order of accuracy. The solution of the 
pressure-Poisson or Poisson equation, which may be crucial in the N-S solvers, can 
also be easily obtained by using the available codes, which are standard and available 
in most compliers. This advantage not only highly reduces the difficulty of numerical 
implementation but also saves considerable effort for the researcher to build the 
in-house codes. In addition, as a dominating numerical method, the N-S solver can be 
effectively applied on a variety of non-uniform meshes, such as multi-block mesh, 
adaptive mesh, structured and unstructured body-fitted mesh, which are especially 
suitable and practical for flows with complex boundaries/geometries. 
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On the other hand, the N-S solver also has some severe drawbacks. Firstly, the 
solution process of the N-S equations usually involves the solution of Poisson 
equation for pressure or pressure correction. The slow convergence of Poisson 
equation degrades the overall computational efficiency, especially for 3D unsteady 
flow simulation in which massive computational grids are necessary. Secondly, to 
properly consider the effect of pressure oscillation in the numerical simulation, the 
staggered grid, on which the velocity components and pressure are defined at different 
locations, is often adopted. The use of staggered grid brings great inconvenience in 
programming. In addition, as N-S equations are partial differential equations, 
numerical discretization of the first and second order spatial derivatives seems tedious 
and complicated for applications on non-uniform grids. It can be seen that these 
drawbacks not only decrease the computational efficiency but also present much 
inconvenience in implementation. These drawbacks motivate the development of new 
simple and efficient solver.   
 
1.3 Lattice Boltzmann equation solver 
As compared to the N-S solvers, the LBE solver has emerged as an alternative 
powerful numerical algorithm for simulating incompressible fluid flows and modeling 
physics of fluids (Chen and G. Doolen 1998, Aidun and Clausen 2010). It is a particle 
method based on mesoscopic kinetic equations and microscopic particle models. The 
fundamental idea of the LBE solver is to construct discrete (lattice) kinetic models 
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that incorporate microscopic and/or mesoscopic physical process. The macroscopic 
flow properties are evaluated from the collective behavior of microscopic particle 
distributions in the simplified particle-velocity space. 
  
1.3.1 Origination and historical development of the LBE solver  
The LBE solver originated from the lattice gas automation (LGA) (Hardy et al. 1973), 
which simulates fluid flows by tracking single particles of Boolean states. With a 
direct transcription of LGA, McNamara and Zanetti (1998) proposed the first LBE 
solver for incompressible isothermal flows. This method effectively eliminates the 
statistical noise in LGA by replacing the Boolean variables with a particle distribution 
function. The computational efficiency is also enhanced as compared with that of 
LGA. Higuera and Jimènez (1989) further improved the computational efficiency by 
introducing a linearized collision operator in the LBE solver. However, like the LGA, 
this improved LBE solver still suffers from the essential drawbacks, such as a lack of 
Gallilean invariance and dependence of pressure on velocity. Fortunately, these 
drawbacks were completely eliminated by introducing the Bhatnagar-Gross-Krook 
(BGK) relaxation approximation into the collision operator in the LBE solver (Qian et 
al. 1992). It has also been proven that, through the multi-scale Chapmann-Enskog 
expansion analysis, the LBE can accurately recover the incompressible isothermal 
N-S equations (Chen et al. 1991), which provides the LBE solver a solid theoretical 
foundation for isothermal incompressible flows.                            
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As a result of these ground-breaking works (McNamara and Zanetti 1998, Higuera 
and Jimènez 1989, Chen et al. 1991 and Qian et al. 1992), the general numerical 
algorithms of the LBE solver were well established for simulation of isothermal 
incompressible fluid flows. As a particle-based method, the LBE solver is based on 
mesoscopic kinetic equations and microscopic particle models. It takes the density 
distribution functions (DDFs) of particles as primary unknown variables. The solution 
process for these DDFs involves two simple steps: streaming and collision. In the 
streaming step, the fictitious particles together with their DDFs, which are initially 
distributed at each physical location, evolve to the adjacent grid points in a short time 
interval. After streaming, the fictitious particles are forced to impact locally in the 
collision step to update the DDFs of these particles at the next time step. The 
macroscopic flow properties such as density and velocity are computed from the 
zeroth and first moments of the DDFs according to the mass and momentum 
conservation laws.  
 
Due to its distinctive features, the LBE solver has attained remarkable success by 
extending its applications to simulate complex fluid flows in many different areas 
such as thermal flows (He et al. 1998), multiphase flows (Shan and Chen 1993), 
micro-flows (Lim et al. 2002 and Wang et al. 2006), axisymmetric flows (Peng et al. 
2003), turbulent flows (Yu et al. 2005), and moving boundary flows (Wu and Shu, 
2011). Among them, the development and application of the LBE solver in thermal 
flows, axisymmetric flows and moving boundary flows are of great interest in this 
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thesis, which will be reviewed next.       
 
1.3.2 Applications of the LBE solver  
Thermal flows 
For simulations of thermal flows, the LBE solvers can be roughly classified into three 
categories: the multispeed approach (Mcnamara and Alder 1993 and Chen and 
Teixeira 2000), the passive scalar approach (Shan, 1997) and the thermal energy 
distribution approach (He et al. 1998).  
 
The multispeed approach, proposed by Mcnamara and Alder (1993) for thermal flows, 
is a direct extension of the standard isothermal LB models (Qian et al. 1992). This 
approach introduces more lattice speeds and high order velocity terms into the density 
distribution function to recover the macroscopic energy equation. Unfortunately, it 
was found (Chen and Teixeira 2000) that the multispeed approach suffers from 
numerical instability and can only be applied for thermal flows with a fixed Prandtl 
number. As compared with the multispeed approach, the passive-scalar thermal LBE 
solver (Shan, 1997) treated the temperature as a passive scalar, which is modeled by a 
new density distribution function. In this model, the drawbacks of the multi-speed 
models such as numerical instability can be effectively removed. The thermal energy 
LB approach (He et al. 1998) is known as the most popular method among the three 
thermal LBE solvers. This approach was first proposed by He et al. (1998) based on 
the Boltzmann equation, which introduces double distribution functions: one for the 
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density and velocity field, the other for temperature field. The internal energy LB 
approach proposed by He et al. (1998) successfully incorporates compression work 
and viscous heat dissipation into the energy field. However, this model involves many 
complicated spatial and temporal gradients of the macroscopic flow variables, which 
may spoil the simplicity of LBM. A simplified thermal energy model was proposed by 
Peng et al. (2003) without considering the compressive effect and heat dissipation 
which can achieve the same order of accuracy as the model of He et al. (1998). Guo et 




Simulations of both isothermal and thermal axisymmetric flows are among the most 
essential and popular research topics for the LBE solvers. These flows have a special 
feature, that is, each of them can be simplified into a quasi-two-dimensional flow 
which can help numerical methods to reduce the computational cost greatly. To make 
use of this feature, substantial axisymmetric LB models have been proposed for both 
isothermal and thermal flows. The key for most existing axisymmetric LB models is 
to construct simple and effective external forcing terms and incorporate them into the 
LBE so that the axisymmetric N-S equations can be accurately recovered through the 
Chapman-Enskog expansion analysis.  
 
For isothermal axisymmetric flows, Halliday et al. (2001) perhaps developed the first 
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LB model by introducing two external forcing terms into the LBE. Unfortunately, it 
was found that (Lee et al. 2006) some radial-velocity-related terms were missing in 
Halliday et al.’s LB model so that the N-S equations were not accurately reproduced. 
By including the missing terms, Lee et al. (2006) and Reis and Phillips (2007) 
respectively proposed a more accurate LB model. Later, several axisymmetric models 
(Zhou 2008, Chen et al. 2008, Guo et al. 2009 and Li et al. 2010) were proposed to 
simplify the external forcing terms in previous models, which involve many 
complicated gradient terms. For thermal axisymmetric flows, Peng et al. (2003) first 
applied a hybrid method to investigate Crochralski crystal growth, in which the 
macroscopic equations are used to calculate the azimuthal velocity and temperature 
directly. Li et al. (2009) proposed a new thermal LB model through modified 
evolution equation for the temperature. However, the azimuthal velocity was omitted 
in their model. Zheng et al. (2010) present a complete model based on the work of 
Guo et al. (2009) to predict the whole velocity and temperature field.  
 
Multiphase flows 
In addition to axisymmetric flows, the LBE solvers have also been widely applied to 
simulate multiphase flows, which have a great importance in both academic research 
and engineering applications. The major obstacle in developing multiphase LBE 
solver lies in the sharp density variation across the phase. By eliminating this obstacle, 
a variety of simple and accurate multiphase LBE solvers have been proposed during 
the past two decades for both low- and large-density-ratio flows.  
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The earlier attempts in the 1990s were focused on the development of workable and 
reliable multiphase LBE solvers. The commonly used solvers fall into four categories: 
the color-gradient approach (Gunstensen et al. 1991), the potential approach (Shan 
and Chen, 1993 and 1994), the free energy approach (Swift, 1996) and the 
double-distribution-function approach (He et al. 1999). Although they have attained 
considerable success for simulation of a variety of multiphase and/or 
multi-component flows, the applications of these multiphase LBE solvers are 
restricted to flows with low and moderate density ratios (usually less than 20) due to 
numerical instability. To effectively simulate large-density-ratio multiphase flows, 
several improved multiphase LBE solvers were proposed based on the existing 
approaches. Inamuro et al. (2004) proposed a projection-like LBE solver based on the 
free energy approach of Swift et al (1996). In their improved solver, the numerical 
instability caused by large density variation is suppressed by enforcing 
divergence-free condition at the interface through a pressure-correction process. Their 
approach was successfully applied for binary flows with density ratio up to 1000. 
However, the pressure-correction process may destroy the simplicity and the 
computational efficiency of the LBE solver. To get a more effective model, Lee and 
Lin (2005, 2010) proposed a stable discretization algorithm of the LBE on the basis of 
the double-distribution function model (He et al 1999). Their method introduces the 
thermodynamic pressure tensor in a specific form and directional derivatives to 
stabilize the solution process. Zheng et al. (2006) later found that the existing LB 
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models (Inamuro et al. 2004, Lee and Lin 2005) cannot accurately recover the 
Cahn-Hilliard equation for capturing the interface and further proposed an improved 
multiphase LBE solver for the interface capturing equation. Yan and Zu (2007) 
combined the projection-like LB model (Inamuro et al 2004) and that of Briant et al. 
(2004) to simulate multiphase flows with large density ratio and partial wetting 
surfaces. Recently, Li et al. (2013) proposed an improved MRT pseudo-potential LBE 
solver based on Shan and Chen’s potential approach (1993,1994). In their improved 
solver, an improved forcing scheme for the interfacial interactions was applied to 
suppress numerical instability caused by large density variations. Their improved LBE 
solver has been successfully applied for multiphase flows with density ratio up to 
1000.    
 
Moving boundary flow problems 
Another important application of the LBE solver is to solve moving boundary flow 
problems. These problems have attracted growing attentions due to their broad 
applications in engineering and industry, such as blood flow in the human heart, 
subsea pipelines and cables, bionic fish and birds. For simulation of such flow 
problems, the immersed boundary-lattice Boltzmann method (IB-LBM) has attained 
remarkable popularity due to its simplicity and high computational efficiency. Many 
efficient and flexible IB-LBM solvers have been proposed in recent years.  
 
Feng and Michaelides (2004, 2005) first applied IB-LBM to mimic fluid-particle 
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interactions on uniform grids using the penalty forcing method of Peskin (1977). Later, 
Niu et al. (2006) proposed a momentum exchange IB-LBM, which evaluates the 
restoring force by momentum exchange of the particle density distribution functions 
at the boundaries. Their method can successfully simulate the fluid-structure problem 
of particle sedimentations in a box. However, due to the constraints of the standard 
LBE solver, the applications of the IB-LBM (Feng and Michaelides 2004, 2005 and 
Niu et al. 2006) are restricted on uniform Eulerian grids, which may decrease the 
computational efficiency for practical moving boundary problems. To eliminate this 
drawback, Sui et al. (2007) developed a multi-block IB-LBM for elastic filament 
flapping and fish-like bodies swimming in a quiescent fluid. Both spatial and 
temporal interpolations of the density distribution functions are performed in their 
method. Later, Shu and Wu (2009) presented an implicit velocity correction-based 
IB-LBM and successfully simulated several moving boundary flows on non-uniform 
grids by applying Taylor series expansion- and least square-based lattice Boltzmann 
method (TLLBM). However, their proposed IB-LBM is impractical for 3-dimensional 
(3D) simulations due to the memory requirement and low efficiency of TLLBM on 
3D meshes. Wu and Shu (2009) further improved their proposed IB-LBM by 
developing efficient LBM solver on non-uniform grids through interpolations of the 
density distribution functions. As compared with the IB-TLLBM, the computational 
efficiency of IB-LBM (Wu and Shu 2010) is highly improved for 3D simulations.  
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1.3.3 Advantages and disadvantages of the LBE solver 
From the above review, it can be clearly seen that the LBE solver has been developed 
into a powerful numerical algorithm and successfully applied to simulate a variety of 
flow problems. The great success of the LBE solver is mainly attributed to its several 
distinctive advantages in both theoretical foundation and numerical implementation.     
Firstly, as a mesoscopic particle method established based on the gas kinetic theory, 
the LBE solver has an intrinsically kinetic nature. This nature provides the LBE solver 
with a powerful capability to model more complicated non-linear physics of 
incompressible fluids, including those beyond the applicability of the macroscopic 
N-S solver. Secondly, the linear streaming and collision processes of fictitious 
particles in the LBE solver can effectively consider the nonlinear convection and 
diffusion effects at the macroscopic level. The manipulation of complicated nonlinear 
terms and treatment of high order derivatives in N-S solvers are avoided, which 
makes the LBE solver more efficient and much easier to implement. Thirdly, as 
compared with the N-S solver, the LBE solver effectively eliminates the solution 
process for the pressure-Poisson equation, which consumes huge computational time. 
In addition, the LBE solver also has an intrinsically parallel nature since the streaming 
process actually takes place in all lattice velocity directions at the same time. This 
characteristic makes it especially suitable for parallel computations. 
 
On the other hand, we would like to indicate that the LBE solver also suffers from 
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some drawbacks. Firstly, due to the uniformity of the lattice velocity model, the 
applications of the LBE solver are usually restricted to uniform grids. However, 
irregular mesh distribution may be much more efficient for practical problems, 
especially for those with curved boundaries. To solve flow problems involving 
irregular geometries, some additional effort is required. Although this drawback can 
be partly resolved through interpolation of density distribution functions (He et al. 
1996, Peng et al. 1998, He and G. Doolen 1999, Shu et al. 2002 and Niu et al. 2003), 
numerical diffusion and additional computational cost are also introduced. The second 
drawback is the tie-up between the grid size and evolution time step. Due to this 
constraint, fine grids and small time step should be applied to guarantee numerical 
stability in flows at high Reynolds numbers, which may decrease the computational 
efficiency. The third drawback is the complicated implementation of boundary 
conditions. One needs to transform the physical boundary conditions form the 
velocity and pressure to the boundary conditions for DDFs. This is not a trivial job, 
especially for three dimensional cases. Another drawback is that LBE solver can only 
be applied to simulate viscous flows but N-S solvers can be applied to solve both 
inviscid and viscous flows. These drawbacks motivate the work on developing a new 
solver.  
 
1.4 Motivations and objectives of the thesis 
From the above review, we can see that, as the two major numerical methods for 
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simulation of a wide variety of incompressible flows, both N-S solver and LBE solver 
have received considerable popularity and achieved remarkable success. The great 
success of these two solvers is attributed to their distinctive advantages. N-S solver is 
easy to understand and applicable on non-uniform grids for flows with complex 
geometries. In addition, this solver is able to achieve high order of accuracy in both 
space and time. In comparison with N-S solver, LBE solver has an intrinsic kinetic 
nature and only involves algebraic operations. It is much simpler and more efficient 
for numerical computations. However, both of these two solvers also suffer from 
several severe drawbacks. As a numerical method based on PDEs, N-S solver 
involves the sophisticated discretization of high order derivatives and have to resolve 
the issue of the velocity and pressure coupling, which could be very time-consuming. 
In contrast, LBE solver suffers from the limitation of uniform grids, tie-up of mesh 
spacing and time step and complex implementation of boundary conditions, which 
seem to hamper its broad applications for practical complex flows.  
 
In summary, both N-S solvers and LBE solvers have their distinctive advantages and 
disadvantages for simulation of incompressible flows. Although many solvers have 
been proposed to eliminate the drawbacks of each solver, the effects are still limited to 
the solver in one group. Due to the independent theoretical framework of each solver, 
the improvements are constrained and the intrinsic drawbacks of the N-S solvers and 
the LBE solvers cannot be completely removed. In addition, we notice that the 
intrinsic drawbacks of both solvers do not overlap. The unique advantages of one 
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solver may provide opportunities for resolving the drawbacks of the other. Moreover, 
as both solvers are used for studying incompressible flows, there must be some 
physical/theoretical connections, which may help to eliminate their drawbacks. Indeed, 
the multi-scale Chapman-Enskog (C-E) expansion analysis is a theoretical bridge 
which links the two solvers, from which the macroscopic variables and fluxes in N-S 
equations can be computed by density distribution functions in the LBE solution. 
Usually, the C-E analysis is applied implicitly and globally by the LBE solver in the 
whole flow domain, which may contribute to the drawbacks of the LBE solver.  
 
In view of these advantages and disadvantages of both solvers, it is natural to ask 
whether there is a solver that is capable of combining the advantages of the N-S and 
LBE solvers, and at the same time, removing their drawbacks. Motivated by this, we 
aim to develop a series of new solvers in a completely new framework for a variety of 
incompressible flows, such as isothermal flows, thermal flows, axisymmetric flows, 
multiphase flows and flow with moving boundaries. Hence, the main objectives of 
this study are: 
To develop a lattice Boltzmann flux solver (LBFS) for isothermal flows; 
To develop a thermal lattice Boltzmann flux solver (TLBFS) for effective 
simulations of incompressible flows involving heat transfer;         
To develop a fractional-step axisymmetric lattice Boltzmann flux solver (ALBFS) 
for axisymmetric isothermal and thermal flows;  
To develop a multiphase lattice Boltzmann flux solver (MLBFS) for incompressible 
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flows with large density ratio;  
 To develop LBFS-based solvers respectively in the fixed Eulerian coordinates and 
the Arbitrary-Lagrangian-Eulerian (ALE) framework for moving boundary flows 
and free-falling problems. These two solvers are consistently linked by the motion 
of the computational grids.  
 
1.5 Organization of the thesis 
The rest of this thesis is organized as follows: 
 
In Chapter 2, the LBFS will be proposed for isothermal incompressible flows. The 
standard LBE solver will first be introduced. The C-E expansion analysis to the LBE 
will be performed to recover the N-S equations. Thereafter, the LBFS, which is a 
finite volume scheme that reconstructs the viscous and inviscid fluxes by the LBE 
solutions, will be developed. The accuracy and high efficiency of the LBFS will be 
validated by simulating the decaying vortex flows and lid-driven cavity flows. The 
capability of the LBFS for both viscous and inviscid flows involving body-fitted grids 
will also be demonstrated by simulating flows past a cylinder.         
 
In Chapter 3, to extend the LBFS for thermal flows, the finite-volume TLBFS will be 
proposed. The standard thermal LBE model for the energy equation will first be 
introduced and analyzed by the C-E expansion theory. After that, the TLBFS, which 
applies the thermal LBE model locally to evaluate the fluxes at each interface, will be 
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presented. The reliability and high efficiency of the proposed TLBFS will be validated 
by simulating several 2D and 3D thermal flow problems. 
 
In Chapter 4, development of the FS-LBFS for both isothermal and thermal 
axisymmetric flows will be presented. First, the governing equations of the FS-LBFS 
and the fractional-step approach will be described. Thereafter, the detailed 
discretization algorithms in the predictor and corrector steps and the applied DDF 
models will be illustrated. The proposed solver will be validated through various 
numerical examples, including pipe flows, Taylor-Couette flows, cylindrical cavity 
flows, natural convection between two concentric cylinders, the Rayleigh-Benard 
convections, mixed convection in a tall annulus and the Wheeler’s Benchmark 
problem in crystal growth.  
 
In Chapter 5, to extend the applicability regime of the LBFS for multiphase flows 
with large density ratio, the MLBFS will be developed. The construction of the 
governing equations of the MLBFS, which is based on the standard LBE model and 
the C-E analysis, will be presented first. A detailed description of numerical 
algorithms for discretizing these equations will be given thereafter. To validate the 
proposed solver, a variety of 2D and 3D numerical examples, including co-current 
flows with density ratio up to 1000, two-phase Taylor-Couette flows, Rayleigh-Taylor 
instabilities, droplet splashing on a thin film at density ratio 1000, 3D Laplace law, 3D 
droplet spreading on a flat plate, oscillations of a 3D droplet and collisions of binary 
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droplets, will be simulated. The quantitative comparison between the present results 
and the published data, which shows good agreement, will be also presented.   
 
In Chapter 6, to extend the LBFS for complex moving boundary flows, the IB-LBFS 
is proposed in the fixed Eulerian coordinates. The conventional IBM and its 
application with the LBM will be first described. This is followed by the development 
of the IB-LBFS, which introduces the boundary condition-enforced IBM into the 
LBFS by applying the fractional-step approach. After that, the reliability and 
flexibility of the IB-LBFS will be demonstrated by its application to simulate various 
2D and 3D moving boundary flow problems. The numerical examples include: flows 
past stationary and transversely oscillating cylinders, flows past two rotating cylinders, 
particle sedimentations, vortex induced vibrations, flows past a sphere, flows past a 
torus with different aspect ratios and flows past transversely rotating and axially 
rotating spheres.  
 
In Chapter 7, the IB-LBFS proposed in the fixed Eulerian coordinates will be further 
extended to the ALE framework for solving the more challenging free-falling 
problems. The development of the IB-LBFS on moving grids in the ALE coordinates 
will first be presented. The rigid body dynamics will also be described. The proposed 
solver will then be validated by simulating a 2D in-line oscillating cylinder on a 
moving Cartesian grid. After that, to demonstrate the reliability and flexibility of the 
solver, it will be applied to both 2D and 3D freely falling disks, which may involve an 
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extremely large flow domain. The obtained results of the disk trajectories, 
translational and rotational speeds and the hydrodynamic forces will be quantitatively 
compared with experimental measurements and the good agreements will be 
demonstrated.       
 
In the last Chapter, a conclusion of the thesis and recommendation for future research 























Chapter 2  
Development of Lattice Boltzmann Flux Solver for  
Isothermal Incompressible Flows 
 
This chapter first discusses the basic theory of LBM. The multi-scale 
Chapman-Enskog (C-E) expansion analysis to the LBE is presented to recover the 
compressible N-S equations in the low Mach number limit. LBM applies the 
multi-scale C-E expansion theory globally and implicitly at any physical position and 
any time level so that the obtained macroscopic flow variables can satisfy the N-S 
equations. However, due to the global application of the C-E expansion theory, LBM 
has several drawbacks such as limitation of simple geometry and uniform mesh, 
tie-up of time interval with mesh spacing and limitation to viscous flows. To remove 
these drawbacks, a lattice Boltzmann flux solver (LBFS) is proposed in this chapter. 
In the solver, the finite volume method is applied to discretize the governing 
equations reproduced by the C-E expansion analysis. The fluxes at the cell interface 
are evaluated by local reconstruction of LBM solutions so that the macroscopic flow 
variables at the cell center are calculated by marching in time. The accuracy and high 
efficiency of the proposed LBFS is examined through numerical simulations of 
several incompressible flows, such as decaying vortex flows, 2D and 3D lid-driven 
cavity flows and viscous and inviscid flows past a circular cylinder.       
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2.1 Lattice Boltzmann method and Chapman-Enskog expansion 
analysis 
As an alternative numerical algorithm to N-S solvers, LBM has achieved a great 
success in simulating various incompressible flows. In this section, the basic formulae 
in LBM such as the evolution equations, lattice velocity models and density 
distribution functions will be presented first. After that, the theoretical foundation of 
the LBM, i.e. C-E expansion theory, will be discussed. 
      
2.1.1 Lattice Boltzmann method (LBM) 
The standard lattice Boltzmann equation with BGK approximation can be written as 
( , ) ( , )
( , ) ( , )
eq
t t
f t f t
f t f t     


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r r
r e r , ,,...,1,0 N  (2.1) 
where r represents a physical location,   is the single relaxation parameter; f  is 
the density distribution function along the   direction; eqf  is its corresponding 
equilibrium state; t  is the streaming time step and e  is the particle velocity in the 
  direction; N is the number of discrete particle velocities. Once the density 
distribution functions at the physical location r are obtained, the macroscopic density 















u e  (2.2b) 
The pressure can be calculated from the equation of state, 
2
sp c  (2.3) 
where sc  is the sound speed. In the application of LBE (2.1), the lattice velocity e  
has to be given first. There are a number of lattice velocity models for 
two-dimensional (2D) and three-dimensional (3D) cases. For the 2D case, the most 
popular lattice velocity model is the D2Q9 model defined in a square lattice (Fig. 
2.1a), which can be written as 
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For the 3D case, the D3Q15 lattice velocity model defined in a square cube (Fig. 2.1b) 
is commonly applied, which can be written as 
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There are two key issues in solving LBE (2.1). One is the specification of equilibrium 
distribution function eqf , and the other is the determination of relaxation parameter 
 The equilibrium distribution function can be given from the truncated Taylor series 
expansion of Maxwellian function in terms of the Mach number, which reads 
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where the coefficients w  and the sound speed sc  depend on the lattice velocity 
model. For the D2Q9 model given by Eq. (2.4), they are given as: 
0 4 9w  , 1 2 3 4 1 9w w w w     , 5 6 7 8 1 36w w w w    , and 1 3sc  . For 
the D3Q15 model given by Eq. (2.6), these coefficients w  can be given as: 
0 2 9w  , 1 6 1 9w   , 7 14 1 72w   , and 1 3sc  . The relaxation parameter  is 
linked to the kinematic viscosity of the fluid through the Chapman-Enskog expansion 
analysis via the following relationship, 
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Here t  is the time step size which is identical to x . 
.  
Note that in the lattice Boltzmann method (LBM), the equilibrium distribution 
functions also satisfy the conservation of mass and momentum at any physical 














u e  (2.8b) 
The LBE (2.1) represents a mesoscopic mathematical method with microscopic lattice 
velocity model. It is usually applied for simulation of incompressible fluid flows. It is 
well-known that incompressible fluid flows are governed by the macroscopic N-S 
equations. Since both LBE (2.1) and N-S equations are used to describe the same 
physical problem, they should be linked by some relationship. Indeed, their 
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relationship can be given by the Chapman-Enskog expansion analysis (Chen and 
Doolen 1998), which will be discussed next.   
 
2.1.2 Chapman-Enskog expansion analysis 
In this section, the multi-scale C-E expansion analysis to Eq. (2.1) will be performed 
to recover the compressible N-S equations in the low Mach number limit. This serves 
as a solid foundation for the use of LBM to simulate incompressible flows.  
 
By introducing a multi-scale expansion, the density distribution function, the temporal 
derivative and the spatial derivative can be expanded, respectively, as  
(0) (1) 2 (2)f f f f        (2.9a) 
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where  is a small parameter proportional to the Knudsen number. By performing a 
Taylor series expansion in time and space for Eq. (2.1), the following differential 
equation with the second order of accuracy is obtained: 
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Substituting Eq. (2.9) into Eq. (2.10) gives the following 3 equations in increasing 
order of : 
0 (0)( ) :          ( ) /( ) 0eq tO f f     (2.11) 
34 











    
 
e  (2.12) 
 














   
       
   
e  (2.13) 
From Eq. (2.11), we have 
(0) eqf f   (2.14) 
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By taking summation of Eqs. (2.12) and (2.13) over  and combining the resultant 
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Furthermore, by taking the first-moment summation of Eqs. (2.12) and (2.13) over  
and combining the resultant formulations on the 0t  and 1t  time scales, the following 
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Here ( ) e  is the component of the lattice velocity vector e  in the -coordinate 
direction. From the expressions of Eqs. (2.16)-(2.18), it can be clearly seen that to the 
zeroth order of , that is, f  is approximated by 
eqf  as shown by Eq. (2.9a), Eqs. 
(2.16) and (2.17) recover the Euler equations. And to the first order of , for which 
f  is approximated by 
(1)eqf f   as shown by Eq. (2.9a), Eqs. (2.16) and (2.17) 
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In this case, Eqs. (2.15) and (2.18) can be approximated by 
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Here neqf  is the non-equilibrium distribution function. Note that Eq. (2.20) is also 
applied in the gas kinetic scheme (Xu 1998). 
 
The above multi-scale C-E expansion theory provides a solid foundation for LBM to 
effectively simulate incompressible flows in the low Mach number limit. This is 
because the linear streaming and collision processes in LBM apply the C-E expansion 
theory implicitly and globally. As a result of this solid foundation and its distinctive 
merits, the LBM has achieved a great success in many areas (Chen and Doolen 1998). 
On the other hand, due to the global application of the C-E expansion theory, LBM 
has several drawbacks, such as limitation of simple geometry and uniform mesh, 
tie-up of time interval with mesh spacing and limitation to viscous flows. In addition, 
LBM also suffers from complicated conversion from the macroscopic flow properties 
to density distribution functions for implementation of boundary conditions. To 
eliminate these drawbacks, the following solver is proposed.     
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2.2 Lattice Boltzmann flux solver (LBFS) 
The multi-scale C-E expansion analysis provides a solid foundation for LBM. It 
guarantees that the macroscopic flow variables obtained by LBM would satisfy N-S 
equations. In this section, LBFS is proposed for simulation of isothermal 
incompressible flow problems by solving Eqs. (2.16)-(2.17) obtained by C-E 
expansion analysis. 
 
2.2.1 Governing equations and finite volume discretization 
The governing equations (2.16)-(2.17) for the flow field can be rewritten in a vector 
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Note that the above equations in a vector form are applicable for both 2D and 3D 
cases. For the 2D case,   and   represent the x and y directions. And for the 3D 
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case,   and   represent the x, y and z directions.   
 
When a cell-centered finite volume method is adopted to solve Eq. (2.22), the flow 
properties   and u  at the cell center can be obtained by marching in time. The 
fluxes at the cell interface can be evaluated by local reconstruction of the LBM 









R ,   k k R n F  (2.24) 
where idV  is the volume of the control cell, and kdS  is the area of the kth control 
surface enclosing i ,  , ,x y z= n n nn  is the unit normal vector on the kth control 
surface.  
 
The detailed expression for the flux kR  at a cell interface depends on the lattice 
velocity model. For 2D simulations, the D2Q9 lattice velocity model shown in Fig. 
2.1a is used and in this situation the flux kR  
can be written in detail as follows: 
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For 3D simulations, the D3Q15 lattice velocity model shown in Fig. 2.1b is applied 
and in this situation the flux kR  
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where 
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For both 2D and 3D simulations, as shown in Eqs. (2.25) and (2.26), the key issue in 
the evaluation of the flux kR  is to perform an accurate evaluation of 
eqf  and 
^f  
at the cell interface. Next, we will show the details of their evaluation.  
 
2.2.2 Evaluation of eqf  and 
^f  at cell interface by LBFS 
The evaluation processes of eqf  and 
^f  
shown next are applicable for both 2D and 
3D simulations unless otherwise specified. Consider an interface between two 
adjacent control cells shown in Fig. 2.2 and 2.3. eqf  and 
^f  should be evaluated at 
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the midpoint or the center of the interface. As shown in Eq. (2.23d), both equilibrium 
density distribution functions eqf  and non-equilibrium density distribution functions 
neqf  are included in 
^f . The evaluation of 
eqf  and 
neqf  is illustrated below.  
 
neqf  can be approximated by the difference of equilibrium distribution functions at 
the cell interface and its surrounding points. Discretizing Eq. (2.23e) using a 
Taylor-series expansion, we can obtain neqf  to the second order of accuracy in t : 
( , ) ( , ) ( , )neq eq eq t tf t f t f t           r r r e  
(2.28) 
As shown in Eq. (2.28), neqf  
only involves the equilibrium distribution functions 
 ,eq t tf t   r e  and  ,
eqf t r .  
 
For  ,eq t tf t   r e  at the surrounding points of the interface, following the 
conventional LBM, it can be computed from the fluid density   and flow velocity 
u  at the position of  tr e  according to Eq. (2.6). As shown in Fig. 2.2 and 2.3, 
if ir , 1ir  and r are defined as the physical positions for the two cell centers and their 
interface, respectively,   and u  at the location tr e  can be calculated by 
interpolation with given flow properties at the cell centers. One possible interpolation 
formulation can be given as 
1 1 1 1
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Similarly,  eqf ,t r  can be computed from  ,t r  and  ,tu r  by applying Eq. 
(2.6).  ,t r  and  ,tu r  are to be determined from mass and momentum 
conservation laws: 
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Streaming one local time step t  according to Eq. (2.1), we can obtain: 
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Here ( , )t tf t   r e  is the initial distribution function in the reconstruction 
process of LBM. In general, ( , )t tf t   r e  consists of two parts: equilibrium part 
and non-equilibrium part. That is, ( , )t tf t   r e  can be written as  
( , ) ( , ) ( , )eq neqt t t t t tf t f t f t                 r e r e r e  (2.33) 
Substituting Eq. (2.28) and Eq. (2.33) into Eq. (2.32) and simplifying the resultant 
equation, ( , )f t r  can be given in the following form: 
1
( , ) ( , ) 1 ( , )
1
( , ) 1 ( , ) ( , )
( , ) ( , ) ( , )
eq neq
t t t t
eq eq eq
t t t t
eq eq eq
t t
f t f t f t
f t f t f t
f t f t f t
    
    
   
   





       
 
 
             
 
      
r r e r e
r e r r e
r r r e
   (2.34) 
Summation of Eq. (2.34) over   and applying the conservation laws of (2.31), the 
conservative properties can be evaluated by the following equations: 
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where ( , )eq t tf t   r e  has already been calculated previously. 
 
Once ( , )eq t tf t   r e  and ( , )
eqf t r  are obtained, 
neqf  can be approximated 
using Eq. (2.28) and thus ^f  can be easily computed from Eq. (2.23d).  
 
Eq. (2.35) shows a very interesting result. That is, the conservative flow variables at 
the cell interface are fully determined from the equilibrium distribution functions of 
particles at the surrounding points, which stream to the cell interface within a short 
streaming time step t . As equilibrium distribution functions only depend on the 
macroscopic flow variables, there is no need to store the density distribution functions 
for all the time levels. In fact, at any time step, we locally construct a LBE solution at 
any cell interface in order to evaluate fluxes there. The reconstruction process is 
applied locally and repeated from one time level to another time level.  
 
2.2.3 Computational sequence 
Overall, the basic solution procedure of LBFS can be summarized below: 
(1) At first, we have to specify a streaming time step t . The choice of t  should 
satisfy the constraint that the location of ( )tr e  must be within either the 
cell i  or the cell 1i . Note that as local LBE solution is reconstructed at 
each cell interface, different interfaces could use different t . This provides a 
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great flexibility for application if we use non-uniform mesh or solve problems 
with curved boundary. Once t  is chosen, the single relaxation parameter  in 
LBFS is calculated using Eq. (2.7).  
(2) For the considered interface position r, identify its surrounding positions 
( )tr e , and then use Eqs. (2.29) and (2.30) to compute the macroscopic flow 
variables at those positions; 
(3) Use Eq. (2.6) to calculate the equilibrium density distribution function 
( , )eq t tf t   r e ; 
(4) Compute the macroscopic flow variables at the cell interface by using Eq. (2.31), 
and further calculate ( , )eqf t r  using Eq. (2.6); 
(5) Calculate ( , )neqf t r  and 
^ ( , )f t r by using Eqs. (2.28) and (2.23e); 
(6) Compute the fluxes at the cell interface by Eqs. (2.25) for 2D simulations and 
(2.26-2.27) for 3D computations; 
(7) Once fluxes at all cell interfaces are obtained, solve ordinary differential 
equations (2.24) by using 4-stage Runge-Kutta scheme. 
 
It is noted that the present LBFS can not only be used to simulate incompressible 
viscous flows, but can also be applied to simulate incompressible inviscid flows. For 
inviscid flows, we just simply set 0.5  . Another point to note is that the time 
marching step used in solving Eq. (2.24) and the streaming time step t  used in 
LBFS are independent. t  can be selected differently at different locations and 
different time levels. Its effect on the solution accuracy will be studied through a test 
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example in the following section. 
 
2.3 Numerical results and discussion 
In this section, the developed LBFS is validated by applying it to simulate some test 
problems. First, the decaying vortex problem is solved on a uniform mesh to study the 
order of solution accuracy. Subsequently, the 2D driven cavity flow is simulated. For 
the case of Re=100, numerical simulations on a uniform mesh is carried out to show 
that the choice of streaming time step t  in the reconstruction of local LBE solution 
has no effect on the solution accuracy. After that, numerical simulations for other 
Reynolds numbers on a non-uniform mesh are presented to show the flexibility and 
capability of LBFS on a non-uniform grid. The comparison of computational time 
required by LBFS and a conventional LBM is also shown. Another test problem is the 
flow past a circular cylinder. On one hand, we will use this example to test the ability 
of LBFS for problems with curved boundaries. On the other hand, through this 
example, we will demonstrate that LBFS has the capability to accurately simulate 
both viscous and inviscid flows. The last test problem is the 3D lid-driven cavity flow. 
This problem is studied to examine the capability of LBFS for 3D flow problems on 
non-uniform grids. For steady flows, the following convergence criterion is applied,  
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2.3.1 Decaying vortex flow 
The numerical accuracy of LBFS is examined by simulating the decaying vortex flow, 
which has an analytical solution given by 
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 (2.37) 
In the present test, the computational domain of    , ,L L L L    is chosen where six 
different uniform grids ( N N , =21N , 41 , 61 , 81 ,101  and 161) are used. The 
Reynolds number is selected as Re= / =10UL   and the relaxation parameter  is set 
as  =0.65, and 0  is taken as 1. The solution at = / =1t L U  is computed and the 

















  (2.38) 
where 
nmericalu  and exactu  represent the numerical result and the exact solution, 
respectively. Figure 2.4 shows the 2L  norm of the relative error of u  versus the 
mesh spacing on a log scale. As can be seen, the slope of the line is 1.971 which is 
close to 2. This indicates that the accuracy of the present LBFS solution is roughly the 
second order in space.  
 
2.3.2 2D lid-driven flow in a square cavity 
The 2D lid-driven flow in a square cavity is a standard test case for validating new 
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numerical methods in the simulation of incompressible viscous lows. At first, we use 
this example to simulate the flow at Re = 100 on a uniform grid of 49×49 with 5 
different streaming steps t . The Reynolds number for the problem is defined as 
Re /UL  , where U is the velocity of the top lid and L is the length of the square 
cavity.  
 
In the present application of the D2Q9 lattice velocity model, c is taken as 1. Thus the 
streaming distance x  and the streaming step t  in the LBFS have the same value, 
that is, t x  . Suppose that the mesh spacing for the uniform grid is selected as 
1/ 48  . Five streaming distances in the LBFS, that is, 
0.1 ,0.2 ,0.3 ,0.4 ,0.5x      , are selected to study the effects of t . Numerical 
simulations show that all 5 different streaming distances give the same results. This 
can be seen clearly in Fig. 2.5, which depicts the profile of the velocity component u 
along the vertical centerline and the profile of the velocity component v along the 
horizontal centerline with 5 different streaming distances. The results are also in good 
agreement with available data in the literature (Ghia et al. 1982 and Shu et al. 2002). 
This is a very interesting result. It clearly shows that numerical results of LBFS are 
independent on the choice of streaming distance. It implies that the streaming distance 
for any interface between 2 control volumes is selective and could be different for 
different interfaces. This feature ensures that the present solver could be applied easily 
on non-uniform and body-fitted grids which removes the limitation of the standard 
LBM and makes the solver more flexible. In the following, we will study the 
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performance of LBFS for the application on non-uniform grids.  
 
The non-uniform grid for the simulation of driven cavity flow can be generated by 
using the following formulation: 
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where N and M are, respectively, the total number of mesh points in the x and y 
directions. With Eq. (2.39), the non-uniform grids of 61×61 for Re = 400, 81×81 for 
Re = 1000, 121×121 for Re = 5000 and 10000 are used, respectively. For these 
non-uniform grids, the mesh spacing near the wall is taken to be very small to capture 
the thin boundary layer, and in the middle region, the mesh spacing is relatively large. 
This distribution on one hand can well capture the physics, and on the other hand, can 
reduce the computational effort, especially for high Reynolds number cases. We have 
to indicate that when the LBM is applied globally to solve this problem with 
non-uniform grids, the streaming distance in the LBE solver is restricted by the 
minimum mesh spacing in the whole domain, which greatly degrades the 
computational efficiency. In contrast, in the LBFS, LBM is applied locally, and the 
local streaming distance is pegged to the local mesh spacing. In other words, in the 
fine mesh region, we can use a small streaming distance, while in the coarse mesh 
region, we can take a larger streaming distance. As a result, less time steps and 
computational effort could be needed. Table 2.1 compares the converged iteration 
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numbers and run time (s) on a Lenovo Laptop (2.53 GHz and 4 GB RAM) required, 
respectively, by LBFS and Taylor series expansion- and least square-based lattice 
Boltzmann method (TLLBM) (Shu et al. 2002). The case is for Re=1000, and 3 
non-uniform grids of 81×81, 101×101, 121×121 are used. It can be seen clearly from 
Table 2.1 that to satisfy the convergence criterion, LBFS requires fewer iterations than 
TLLBM. In addition, the run time per iteration number for LBFS is also less than that 
for TLLBM. This test case well demonstrates the computational efficiency of LBFS.  
 
Table 2.2 compares the locations of the primary vortex centers at different Reynolds 
numbers obtained by LBFS with those given by Ghia et al. (1982). As shown in the 
table, the vortex center moves towards the cavity center as Re increases and the 
maximum relative error between the present solutions and those of Ghia et al. (1982) 
is less than 0.9%. Figure 2.6 displays the u-velocity profile along the horizontal 
centerline and the v-velocity profile along the vertical centerline at Re = 400, 1000, 
5000 and 10000. As can be seen from this figure, the present results agree very well 
with those of Ghia et al. (1982). Figure 2.7 shows the streamlines for the four 
Reynolds numbers. The most striking aspect of this figure is that the Reynolds 
number apparently has a unique effect on the flow patterns. Secondary and tertiary 
vortices appear and evolve into larger ones as Re increases. These results and 
observations are in good agreement with those of Ghia et al. (1982).  
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2.3.3 Viscous flow past a circular cylinder  
Although the complex lid-driven cavity flows have been successfully simulated to 
validate the present solver, the geometry of the cavity which only involves straight 
boundaries is nevertheless simple. To further illustrate the capability of LBFS for 
problems with curved boundary, the flow past a circular cylinder is simulated. This 
problem is very attractive and has been investigated extensively. There are an 
increasing number of numerical and experimental results available in the literature.  
 
The flow behaviors for this problem are characterized by the Reynolds number which 
is defined as Re /U D  , where U  is the free stream velocity; D is the diameter 
of the cylinder and  is the kinematic viscosity of the fluid. The drag and lift 
coefficients are useful parameters and commonly used to check the accuracy of 
numerical results. In order to compute these two coefficients, the drag and lift forces 
should be first computed by integrating the momentum equations over the surface of 
the circular cylinder, 
d x y
u u
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where dF  and lF  are the drag force and lift force, respectively; ( , )x yn nn  is the 
outward unit normal vector on the cylinder surface;  is the dynamic viscosity. Then 
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where   and p  are the free stream density and pressure, respectively, wp  is the 
pressure on the cylinder surface. 
 
Another important parameter for unsteady flows is the Strouhal number which 
examines the vortex shedding frequency from the cylinder. As a non-dimensional 




  (2.43) 
Here, qf  is the vortex shedding frequency. 
 
In the present study, the typical O-type structured grid is adopted which is shown in 
Fig. 2.8. For simulation of steady and unsteady flows, the computational grids are set, 
respectively, as 301×201 and 301×501. The far-field boundaries are placed 
respectively at 25.5 diameters and 55.5 diameters away from the center of the cylinder. 
In order to well capture the boundary layer and vortex structures near the solid 
boundary and to reduce the computational cost at the same time, the grid is finer 
around the cylinder and coarser near the far field. The free stream density   is set 
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as 1.0 and the free stream velocity U  is taken as 0.1. Initially, the flow properties 
are set the same as the free stream values.  
 
Numerical simulations show that when Re =20 and 40, the flow reaches a steady state. 
The streamlines for these two cases are displayed in Fig. 2.9. As shown in this figure, 
the streamlines are symmetric about the x axis, and a pair of stationary recirculation 
eddies are attached behind the cylinder. The scales and strength of these eddies are 
enlarged as the Reynolds number increases. To show geometrical quantities of the 
eddies, the recirculation length sl  which is set as the distance between the rearmost 
point of the cylinder and the end of the wake, and separation angle, s , are measured. 
The drag coefficient dC  is also an essential parameter for the steady flow. Table 2.3 
gives the detailed comparison of these three parameters between the present solutions 
and those of previous studies (Dennis and Chang 1970; Nieuwstadt and Keller, 1973; 
He and Doolen, 1997; Shukla et al. 2007). Obviously, for both Reynolds numbers of 
20 and 40, the present results agree well with the solutions in the literature. To further 
demonstrate the performance of the present solver, the distribution of the pressure 
coefficient around the cylinder surface at Re = 40 is depicted in Fig. 2.10. The 
numerical solutions obtained by interpolation-based LBM on curvilinear coordinates 
of He and Doolen (1997) and the experimental data of Park et al. (1998) are also 
included in this figure. The orientation angle  is measured in degrees from the 
leading stagnation point to the trailing stagnation point. Due to the fact that the flow 
field is symmetric about the x-axis, only the pressure coefficient distribution on the 
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upper surface of the cylinder is shown. As can be seen in the figure, good agreement 
between the present results and those of previous studies is achieved. 
 
For the case of Re = 100 and 200, the flow is unsteady and eventually reaches a 
periodic state. The temporal evolution of the lift and drag coefficients for Re=100, 
200 is shown in Fig. 2.11. As can be seen from this figure, both the lift and drag 
coefficients show periodic features and the period of the lift coefficient is twice that of 
the drag coefficient for the two Reynolds numbers. The periodic distribution clearly 
shows that the flow field reaches a periodic state. Table 2.4 shows the quantitative 
comparison of the lift and drag coefficients as well as the Strouhal number. It can be 
seen from this table that the present results compare well with those of Braza et al. 
(1986); Benson et al. (1989); Ding et al. (2004). Another distinctive feature of the 
results in Table 2.4 is that, the effect of Reynolds number from 100 to 200 on the 
mean values of both lift and drag coefficients is not obvious, but the effect on the 
amplitude of these coefficients is substantial. This feature could also be seen from Fig. 
2.11. Figure 2.12 depicts the instantaneous flow field. As shown in this figure, the 
well-known Karman vortex street can be clearly seen from the streamlines.  
 
2.3.4 Inviscid flow past a circular cylinder 
It is well known that the standard LBM is only applicable for viscous flows due to the 
stability condition, that is,  cannot be taken as 0.5. As shown in Eqs. (25)-(30), in the 
present LBFS, when  is set as 0.5, the contribution from the non-equilibrium 
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distribution function vanishes, and only the equilibrium distribution function 
contributes to the flux calculation. In fact, the present LBFS can be well applied to 
both viscous and inviscid flows. The performance of LBFS for simulation of viscous 
flows has been tested for the decaying vortex flow, driven cavity flow and the flow 
past a circular cylinder. In the following, we will further test LBFS for simulation of 
inviscid flows by setting 0.5  . 
 
The test problem we consider is the inviscid flow past a circular cylinder. Since there 
is no boundary layer around the cylinder surface for this case, the computational grid 
used is much coarser than that for the viscous flow. In the present simulation, the grid 
size of 121×51 is used. The far-field boundary is taken 20.5 diameters away from the 
geometrical center of the cylinder. The no-penetration condition is applied along the 
cylinder surface.  
 
Figure 2.13 shows the distribution of the pressure coefficient around the cylinder 
surface. Also included in the figure is the theoretical result. The horizontal axis is the 
orientation angle  which is measured from the trailing stagnation point along the 
counterclockwise direction. As shown in Fig. 2.13, good agreement is achieved 
between the present result and theoretical solution. The streamlines past the circular 
cylinder are depicted in Fig. 2.14, which clearly shows that the streamlines wrap 
around the cylinder smoothly and no vortices emerge. This feature for inviscid flows 
is quite different from that for viscous flows. Figure 2.15 shows the pressure field for 
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this inviscid flow. As can be seen, the pressure field is basically symmetric about the 
x- and y-axes. All these observations agree well with theoretical results. This well 
demonstrates the capability of LBFS for the simulation of inviscid flows. 
 
2.3.5 3D lid-driven cavity flows 
In this subsection, the 3D lid-driven cavity flows in a cube are simulated on 
non-uniform grids to further examine the capability of the proposed solver for 3D 
incompressible flows. The flow characteristic of this flow is governed by the 
Reynolds number Re , which has the same definition as the 2D lid-driven cavity 
flows given in Section 2.3.2. Three different Reynolds numbers of Re =100, 400 and 
1000 are considered here.     
 
In the present simulations, the D3Q15 lattice velocity model shown in Fig. 2.1b is 
applied at the cell interface for flux evaluation and a non-uniform grid of 81×81×81  
is used to discretize the flow domain inside the cubic cavity. The flow parameters are 
set as 0.1U  , 1L   and 1  . Initially, the flow field is at rest.  
 
To quantitatively examine the performance of LBFS, the u- and v- velocity 
components along the vertical centerline of the cubic cavity are computed when the 
convergence criterion given in Eq. (2.36) is satisfied. The results for Re=100, 400 and 
1000 are plotted in Fig. 2.16. Since analytical solutions to this problem are not 
available, the numerical results of Ku et al. (1987) and Ding et al. (2006) are included 
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in this figure for comparison. Note that the results given by Ku et al. (1987) were 
obtained by applying pseudo-spectral method and those of Ding et al. (2006) by high 
order multi-quadric differential quadrature approach. It can be seen from Fig. 2.16 
that good agreements are achieved between the present velocity profiles and those of 
Ku et al. (1987) and Ding et al. (2006). It indicates that the present solver can be 
effectively applied for the simulation of 3D incompressible flows on non-uniform 
grids. To show the flow patterns for the lid-driven cavity flows from different viewing 
angles, three middle planes of the cube located at x=0.5, y=0.5 and z=0.5 respectively 
are chosen. On these three planes, the streamlines and pressure contours at Re=100, 
400 and 1000 are displayed respectively in Fig. 2.17-2.19. The effects of Reynolds 
numbers on the flow patterns along different planes can be clearly observed from 
these figures. The flow pattern along the z=0.5 plane shown in Fig. 2.19 demonstrates 
that the primary vortex is generated in the upper half region and very small secondary 
vortices appear at the bottom corners when the Reynolds number is low. As Re is 
increased from 100 to 1000, the axis of this primary vortex gradually moves towards 
the cavity center and the strength of the secondary vortices at the bottom corners is 
enhanced. From the flow patterns along the x=0.5 and y=0.5 planes shown in Fig. 
2.17-2.18, it can be observed that the strength of secondary vortices is also enhanced 
as the Reynolds number increases. All these observations have also been found and 
reported in Ku et al. (1987) and Ding et al. (2006).      
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2.4 Conclusions 
In this chapter, the basic theory of standard LBM was first discussed. The multi-scale 
C-E expansion analysis to the LBE was performed to reproduce the compressible N-S 
equation in the low Mach number limit. During the analysis process, useful 
relationships of the density distribution function in different scales, that ensure 
accurate recovery of the N-S equations, were obtained. LBM applies these 
relationships implicitly and globally at every time step so that its solutions of the 
macroscopic variables are able to satisfy the N-S equations. On the other hand, the 
global application of C-E expansion theory also makes LBM suffer from several 
drawbacks such as limitation of simple geometry and uniform mesh, tie-up of time 
interval with mesh spacing, limitation to viscous flows and complicated 
implementation of boundary conditions for density distribution functions.   
 
In order to overcome these drawbacks of LBM and present an effective numerical 
algorithm, LBFS was proposed based on the multi-scale C-E expansion theory. LBFS 
is a finite volume method and directly solves the governing equations reproduced by 
C-E theory. The conservative flow variables at the cell centers can be updated by 
marching in time with fluxes at the cell interfaces. The key step in LBFS is to 
evaluate the flux at the cell interface by local reconstruction of LBM solutions within 
a short streaming step from macroscopic flow variables at cell centers. LBFS can 
effectively remove all of the previously mentioned drawbacks of LBM. Compared 
with N-S solvers, LBFS also eliminates the complicated evaluation of the second 
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order derivatives, time-consuming pressure-Poisson equation and the use of staggered 
grids. The proposed LBFS was validated by simulating the decaying vortex flow, 2D 
and 3D driven cavity flows, viscous and inviscid flows past a circular cylinder. 
Numerical results showed that LBFS is second order accurate in space and takes only 
about 27.72%~38.55% of the computational time required by TLLBM for 2D 
lid-driven cavity flows on the same non-uniform grids. Numerical results also showed 
that LBFS could be applied to both viscous and inviscid flow problems with 
non-uniform mesh and curved boundary. It can be seen from these simulations that 
LBFS can be effectively applied for the simulation of both 2D and 3D isothermal 
incompressible flows.  
 
In the next chapter, LBFS will extend its application to simulate 2D and 3D thermal 
flows in a consistent way. The thermal LBM (TLBM) will be reviewed and a thermal 
lattice Boltzmann flux solver (TLBFS) will be proposed thereafter.   
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Table 2.1 Comparison of computational time by LBFS and TLLBM for lid-driven 
cavity flow at Re = 1000 
Grid Size 
Iteration numbers Run time(s) on Lenovo Laptop (2.53GHz) 
LBFS TLLBM LBFS TLLBM LBFS/TLLBM 
81 81  42924 66722 130.75 471.34 27.74% 
101 101  51884 76821 252.44 764.36 33.03% 
121 121  60920 87356 441.69 1145.66 38.55% 
  




Ghia et al. (1982) LBFS 
400 (0.5547,0.6055) (0.5571,0.6047) 
1000 (0.5313,0.5625) (0.5320,0.5662) 
5000 (0.5117,0.5352) (0.5162,0.5364) 
10000 (0.5117,0.5333) (0.5136,0.5323) 
 
 
Table 2.3 Comparison of drag coefficient, recirculation length and separation angle 
for steady flow past a circular cylinder at Re=20, 40 
Re References dC  /sl D  s  
20 Dennis and Chang (1970) 2.05 0.94 43.7 
Nieuwsdadt and Keller (1973) 2.053 0.893 - 
He and Doolen (1997) 2.152 0.921 42.96 
Shukla et al (2007) 2.07 0.92 43.3 
Present 2.062 0.935 42.94 
40 Dennis and Chang (1970) 1.52 2.35 53.8 
Nieuwsdadt and Keller (1973) 1.54 2.18 - 
He and Doolen (1997) 1.499 2.245 52.84 
Shukla et al (2007) 1.55 2.34 52.7 









Table 2.4 Comparison of dynamic parameters for unsteady flow past a circular 
cylinder at Re=100, 200 
Re References 
lC  dC  
St  
100 Braza et al. (1986) ±0.30 1.28 ±0.02 0.16 
Benson et al. (1989) ±0.38 1.46 ±0.01 0.17 
Ding et al. (2004) ±0.28 1.325 ±0.008 0.164 
Present ±0.37 1.334 ±0.009 0.164 
200 Braza et al. (1986) ±0.78 1.38 ±0.07 0.19 
Benson et al. (1989) ±0.65 1.45 ±0.04 0.193 
Ding et al. (2004) ±0.60 1.327 ±0.045 0.196 




















(2.1a)  D2Q9 Model (2.1b) D3Q15 Model 
Fig. 2.1 2D and 3D lattice velocity models 
 
 
Fig. 2.2 2D Flux evaluation at an interface between two control cells 
 
 










Fig. 2.5 u (Left) and v (Right) velocity along vertical and horizontal centerlines at Re 
















Re = 5000, 121×121 
  
Re = 10000, 121×121 
Fig. 2.6 u and v velocity profiles along horizontal and vertical centerlines for a 




Re = 400, 61×61 Re = 1000, 81×81 
  
Re = 5000, 121×121 Re = 10000, 121×121 
Fig. 2.7 Streamlines for a lid-driven cavity flow at various Reynolds numbers 
 
 




Fig. 2.9 Streamlines for the steady flow past a circular cylinder at Re=20, 40 
 
 
Fig. 2.10 Pressure coefficient versus the angle (degree) on cylinder surface at Re = 40 
  
(a) Re=100 (b) Re=200 
Fig. 2.11 Evolution of lift and drag coefficients versus the non-dimensional time for 





Fig. 2.12 Instantaneous streamlines for unsteady flow past a circular cylinder at Re = 
100 and 200 at t=200 
 
 
Fig. 2.13 Comparison of pressure coefficient distribution versus the angle (degree) on 











Fig. 2.14 Streamlines of the inviscid flow past a circular cylinder 
 
  










(a) Re = 100 
  
(b) Re = 400 
  
(c) Re = 1000 
Fig. 2.16 u and v velocity profiles along the vertical centerline of cubic cavity for 3D 







(a) Streamlines                 (b) Pressure contours 
Fig. 2.17 Streamlines and pressure contours on the mid-plane of x=0.5 for 3D 






(a) Streamlines                 (b) Pressure contours 
Fig. 2.18 Streamlines and pressure contours on the mid-plane of y=0.5 for 3D 







(a) Streamlines                 (b) Pressure contours 
Fig. 2.19 Streamlines and pressure contours on the mid-plane of z=0.5 for 3D 




Chapter 3  
Development of Thermal Lattice Boltzmann Flux Solver for 
Simulation of Thermal Incompressible Flows 
 
The lattice Boltzmann flux solver has been developed in the previous chapter and 
successfully applied to simulate 2D and 3D isothermal incompressible flows. To 
extend its application for fluid flow problems involving heat transfer, a thermal lattice 
Boltzmann flux solver (TLBFS) will be developed in a consistent way based on the 
thermal lattice Boltzmann model (TLBM) in this chapter. As compared to isothermal 
flows, thermal flow problems involve an additional equation of energy conservation 
to predict the temperature field. A simplified thermal lattice Boltzmann model (TLBM) 
for solving the energy conservation equation will be first introduced. The multi-scale 
Chapman-Enskog expansion analysis to the simplified TLBM is performed to recover 
the energy conservation equation. After that, the TLBFS will be proposed for effective 
simulation of thermal incompressible flows. In the solver, the flow field is predicted 
by LBFS proposed in previous chapter and the temperature field is evaluated in a 
similar and consistent way. Specifically, for updating the temperature field at the cell 
center, the energy conservation equation recovered by the simplified TLBM is 
discretized by the finite volume method. The energy fluxes at the cell interfaces are 
reconstructed using the TLBM solutions. The validation of the proposed TLBFS will 
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be carried out thereafter by simulating both 2D and 3D thermal flow problems, such 
as natural convections in 2D square and 3D cubic cavities, natural convection in an 
annulus and mixed convections from a heated cylinder.         
 
3.1 Simplified thermal lattice Boltzmann model 
The simplified thermal lattice Boltzmann model with BGK approximation (Chen and 
Doolen 1998 and Peng et al. 2003) can be written as  
( , ) ( , )




f t f t
f t f t     


   
r r
r e r , 0,1,..., ,N   (3.1) 
( , ) ( , )




h t h t
h t h t     


   
r r
r e r , 0,1,..., ,M   (3.2) 
where f  is the density distribution function along the   direction and 
eqf  
is its 
corresponding equilibrium state; h  is the internal energy distribution function along 
the   direction and eqh  is its corresponding equilibrium state, v  and c , which 
are related to the dynamic viscosity and the thermal diffusivity, are the single 
relaxation parameters; t  is the streaming time step; M  and N  are the total  
number of discrete particles used, respectively, for f  and h . To carry out 
numerical simulations, the D2Q9 model for 2D case and the D3Q15 model for 3D 
case, which were used in the previous chapter, are also applied here. The lattice 
velocity sets of these two models are given as 
   
 
0 0
1,0 , 0, 1 1 4







   
   
e  (3.3) 
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for the 2D case and 
     
 
0 0
1,0,0 , 0, 1,0 , 0,0, 1 1 6







    
    
e  (3.4) 
for the 3D case. The corresponding equilibrium density distribution function for f  
can be written as 
 













   
 
 
e u ue u
r  (3.5) 
where the coefficients w  and the sound speed sc  depend on the lattice velocity 
model. For the D2Q9 model given by Eq. (3.3), they are given as: 
0 4 9w  , 1 2 3 4 1 9w w w w    , 5 6 7 8 1 36w w w w    , and 1 3sc  . For the 
D3Q15 model given by Eq. (3.4), these coefficients w  can be given as: 
0 2 9w  , 1 6 1 9w  , 7 14 1 72w   , and 1 3sc  . The equilibrium internal energy 
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 (3.6b) 
for the 3D case.  
 
The macroscopic properties of the density  , velocity u  and internal energy e  are 
























  (3.7) 
Here, / 2e DRT , D  is the dimension of space, R  is the gas constant and T  
represents the temperature. 
 
Together with the lattice velocity models (3.3-3.4) and the equilibrium distributions 
(3.5-3.6), the simplified TLBM (3.1) and (3.2) can be effectively applied for thermal 
incompressible flows. Like LBM, the theoretical basis of the simplified TLBM lies in 
the multi-scale Chapman-Enskog (C-E) expansion analysis, which guarantees that the 
macroscopic conservation laws of mass, momentum and energy for incompressible 
fluid flows can be accurately reproduced by TLBM. Specifically, the multi-scale C-E 
expansion analysis to the evolution equation (3.1) of the density distribution function 
f   leads to the mass and momentum equations, which have been presented in the 
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previous chapter and will not be shown here. The C-E expansion analysis to Eq. (3.2) 
of the internal energy distribution function h  is able to recover the energy equation, 
of which details are shown below.          
 
Performing a second-order Taylor-series expansion to Eq. (3.2) gives the resultant 
equation as follows 





h h h h O
t t





        
 
e e  (3.8) 
By introducing a multi-scale expansion, the internal energy distribution function h , 
the temporal derivative and the spatial derivative can be expanded, respectively, as 
(0) (1) 2 (2)h h h h        (3.9a) 
2






1r r    (3.9c) 
where   is a small perturbation parameter proportional to the Knudsen number. 
 
Substituting Eq. (3.9) into Eq. (3.10), the resultant equations can be expressed in 
increasing order of  : 
0 (0)( ) :          ( ) / ( ) 0eq c tO h h      (3.10) 
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e  (3.11) 
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e  (3.12) 
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By summing up Eqs. (3.11) and (3.12) over  and combining the resultant 







Q =  (3.12) 













   
      
   
Q e  (3.13) 
In the above equation, the non-equilibrium term (1)h  satisfies the following 
relationship according to Eqs. (3.9) and (3.11) (Peng et al. 2003): 
 1
= neq eq eqc th h h h h
t
       
 
      
 
e  (3.14) 
 
Using relationships (3.3)-(3.5), (3.7) and (3.13)-(3.14), Eq. (3.12) can recover the 
following differential equation, which is identical to the macroscopic governing 
equation for energy (without consideration of compression work and viscous heat 
dissipation) of thermal flows (Peng et al. 2003): 
     2e e e
t




u  (3.15) 
where   is the thermal diffusivity.  
 
From the above process, it is clearly demonstrated that Eq. (3.2) in TLBM can 
accurately reproduce the energy conservation law for incompressible fluid flows. It 
means that Eq. (3.12)-(3.14) is equivalent to the energy equation (3.15). In TLBM, 
these formulations (3.12)-(3.14) are usually applied implicitly and globally to the 
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whole flow domain for convenience, the situation of which is the same as that of 
LBM. On the one hand, the implicit and local applications of Eqs. (3.12)-(3.14) 
guarantee that the temperature calculated from Eq. (3.2) can accurately satisfy the 
energy equation. On the other hand, the same drawbacks in LBM, such as limitation 
of simple geometry and uniform mesh and tie-up of time interval with mesh spacing, 
also persist. In the next section, to overcome these drawbacks of TLBM, a thermal 
lattice Boltzmann flux solver (TLBFS) will be developed.   
 
3.2 Thermal Lattice Boltzmann Flux Solver (TLBFS) 
The TLBFS is a direct extension of the LBFS proposed in the previous chapter to 
effectively simulate thermal incompressible flows on non-uniform and curved grids. 
In the following, the governing equations of TLBFS reproduced by TLBM via the 
C-E expansion analysis will be first presented which will be discretized by the 
cell-centered finite volume method. After that, a detailed and thorough reconstruction 
process for the fluxes at the interface will be derived through local application of 
TLBM solution. The overall computational sequence is given thereafter.  
 
3.2.1 Governing equations and finite volume discretization 
In the framework of TLBFS, the LBFS is applied to solve the flow field and the 
governing equation (3.12) is used to calculate the temperature field. Thus, the overall 
governing equations of TLBFS for both the flow field and the temperature field can 
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c s tc  
 
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 
 for the 2D case; 2
5 1
3 2
c s tc  
 
   
 
 for the 3D case.  (3.17j) 
The above equations are applicable for both 2D and 3D cases. For the 2D case,   
and   represent the x- and y-directions. For the 3D case,   and   represent the x-, 
y- and z-directions.   
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In the TLBFS, the cell-centered finite volume method is applied to solve Eq. (3.16) so 
that the macroscopic flow properties  , u  and e  at the cell center can be 
calculated by marching in time. The fluxes are evaluated at the cell interface by local 










R ,   k k R n F  (3.18) 
where idV  is the volume of the control cell, and kdS  is the area of the kth control 
surface enclosing i ,  , ,x y z= n n nn  is the unit normal vector on the kth control 
surface.  
 
The detailed expression for the flux kR  at a cell interface depends on the lattice 
velocity model. For 2D simulations, the D2Q9 lattice model is used and in this 
situation the flux kR  
can be written in detail as follows: 
   
   
   
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    
 (3.19) 
For 3D simulations, the D3Q15 lattice model is applied and in this situation the flux 
kR  












x y z k















   
R , (3.20) 
where iq  and ij  have been given in the previous chapter, and i  is given by 
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^ ^ ^ ^ ^ ^ ^ ^ ^ ^
1 1 2 7 8 9 10 11 12 13 14h h h h h h h h h h            (3.21a) 
^ ^ ^ ^ ^ ^ ^ ^ ^ ^
2 3 4 7 8 9 10 11 12 13 14h h h h h h h h h h            (3.21b) 
^ ^ ^ ^ ^ ^ ^ ^ ^ ^
3 5 6 7 8 9 10 11 12 13 14h h h h h h h h h h            (3.21c) 
 
For both 2D and 3D simulations, as shown in Eqs. (3.19) and (3.20), the key issue in 
the evaluation of the flux kR  is to perform an accurate evaluation of 
eqf , 
^f  and 
^h  at the cell interface. 
eqf  and 
^f  are considered first. After that, the evaluation 
of ^h  is discussed.  
 
3.2.2 Evaluation of eqf  and 
^f  at cell interface by LBFS 
Since the evaluation processes of eqf  and 
^f  have been presented in Chapter 2, 
they are only briefly given here without loss of important details. The evaluation 
processes of eqf  and 
^f  
shown here are both applicable for both 2D and 3D 
simulations.  
 
Consider an interface between two adjacent control cells shown in Fig. 3.1 for the 2D 
case and 3.2 for the 3D case. eqf  and 
^f  should be evaluated at the middle point 
or the center of the interface. As shown in Eq. (3.17d), both equilibrium density 
distribution functions eqf  and non-equilibrium density distribution functions 
neqf  
are included in ^f . The evaluation of 
eqf  and 
neqf  is illustrated below.  
 
neqf  can be approximated by the difference of equilibrium distribution functions at 
80 
the cell interface and its surrounding points. Discretizing Eq. (3.17e) using a 
Taylor-series expansion, we can obtain neqf  to the second order accuracy in t : 
( , ) ( , ) ( , )neq eq eq t tf t f t f t            r r r e  
(3.22) 
As shown in Eq. (3.22), neqf  
only involves the equilibrium distribution functions 
 ,eq t tf t   r e  and  ,
eqf t r .  
 
For  ,eq t tf t   r e  at the surrounding points of the interface, following the 
conventional LBM, it can be computed from the fluid density   and flow velocity 
u  at the position of  tr e  according to Eq. (3.5). As shown in Figs. 3.1 and 3.2, 
if ir , 1ir  and r are defined as the physical positions for the two cell centers and their 
interface, respectively,   and u  at the location tr e  can be calculated by 
interpolation with given flow properties at the cell centers. One possible interpolation 
formulation can be given as 
1 1 1 1
( ) ( ) ( ),         when  is in the cell 
( )
( ) ( ) ( ),  when  is in the cell 
i t i i t i
t




   
 
      
     
  
     
r r e r r r e
r e
r r e r r r e
 (3.23) 
where   represents any macroscopic flow variables, such as   and u . 
 
 eqf ,t r  can also be computed from  ,t r  and  ,tu r  by applying Eq. (3.5). 
 ,t r  and  ,tu r  are to be determined from mass and momentum conservation 
laws by streaming the density distribution functions in a short time step: 
0
( , ) ( , )
N
eq




  r r e , (3.24a) 
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0
( , ) ( , ) ( , )
N
eq




  r u r r e e  (3.24b) 
where ( , )eq t tf t   r e  has already been calculated previously. 
 
Once ( , )eq t tf t   r e  and ( , )
eqf t r  are obtained, 
neqf  can be approximated 
using Eq. (3.17e) and thus ^f  can be easily computed from Eq. (3.17d).  
 
3.2.3 Evaluation of ^h  at cell interface 
^h  can be evaluated in a similar procedure to 
^f . As shown in Eq. (3.17g), 
^h  
includes both equilibrium internal energy distribution function eqh  and 
non-equilibrium internal energy distribution function neqh . A delicate and thorough 
procedure to evaluate eqh  and 
neqh  is presented as follows. 
 
Consider neqh . Discretizing Eq. (3.17h) using a Taylor-series expansion yields an 
expression for neqh : 
( , ) ( , ) ( , ) ( , )neq neq eq eqt t c t th t h t h t h t                  r r e r r e  (3.25) 
Equation (3.25) shows that ( , )neqh t r  is only determined by the equilibrium internal 
energy distribution functions at the cell interface and its surrounding points. Similar to 
eqf , the equilibrium internal energy distribution functions ( , )
eqh t r  and 
( , )eq t th t   r e  are calculated from the macroscopic fluid density  , flow 




( , )eq t th t   r e  is considered first. As indicated in the previous sub-section,   
and u  at the location tr e  can be interpolated using Eq. (3.23). T  can also be 
computed from the given temperature at two cell centers by applying Eq. (3.23). After 
 , u  and T  at ( , )t tt  r e  are obtained via interpolation, ( , )
eq
t th t   r e  
can be calculated using Eq. (3.6). 
 
Next, consider ( , )eqh t r . ( , )
eqh t r  can be computed from ( , )t r , ( , )tu r  and 
( , )T tr  according to Eq. (3.6). Note that ( , )t r  and ( , )tu r  have already been 
obtained using Eq. (3.24). ( , )T tr  is to be determined using the energy conservation 
law: 
0
( , ) ( , ) ( , )
N




 r r r  (3.26) 
where ( , ) ( , ) / 2e t D R T t  r r . As shown in Figs. 3.1 and 3.2, ( , )h t r  is computed 
by TLBM using Eq. (3.2) locally at the cell interface. After streaming one local time 
step t , the following formulation is obtained: 
( , ) ( , )
( , ) ( , )
eq
t t t t
t t
c
h t h t
h t h t      
   
 

    
   
r e r e
r r e , 0,1,..., ,N   (3.27) 
In the above equation, ( , )t th t   r e  is reconstructed from the initial conditions 
using the TLBM solver. Like ( , )t tf t   r e , ( , )t th t   r e  can be written as 
follows: 
( , ) ( , ) ( , )eq neqt t t t t th t h t h t                 r e r e r e  (3.28) 
Substituting Eq. (3.25) and Eq. (3.28) into Eq. (3.27) and simplifying the resultant 
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equation, ( , )h t r  can be written as: 
1
( , ) ( , ) 1 ( , )
1
( , ) 1 ( , ) ( , )
( , ) ( , ) ( , )
eq neq
t t t t
c
eq eq eq
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   
   





       
 
 
             
 
      
r r e r e
r e r r e
r r r e
 (3.29) 
As can be seen from Eq. (3.29), ( , )h t r  is actually the summation of the equilibrium 
and non-equilibrium parts of eqh  and 
neqh . Summation of Eq. (3.29) over   and 
applying the energy conservation equation of (3.26), the following equation for the 
internal energy can be obtained: 
0
( , ) ( , ) ( , )
N
eq




   r r r e  (3.30)  
Once ( , )e tr  is computed, ( , )T tr  can be evaluated. ( , )
eqh t r  can be calculated 
using Eq. (3.6). Subsequently, ^h  can be easily computed from Eq. (3.17g). 
 
As indicated in Eqs. (3.24) and (3.30), only equilibrium distribution functions at the 
surrounding points of a cell interface are involved. They stream to the cell interface 
within a short time interval t  for the local reconstruction to be performed. This 
process can be performed independently on each interface which makes the present 
TLBFS more flexible to apply on non-uniform grids. Furthermore, as only the 
equilibrium terms are involved, there is no need to store the distribution function at 
each time step during the marching process. This feature enables TLBFS to be applied 
by efficient time marching schemes such as the four stage Runge-Kutta method to 
solve Eq. (3.18). After local reconstruction of TLBM solutions at the cell interface, 
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eqf , 
^f  and 
^h  can be easily computed. Then the flux kR  at any interface can be 
effectively evaluated.  
 
It should be highlighted that to evaluate the fluxes kR  at the interfaces, 
eqf , 
^f  
and ^h  at each time step are reconstructed by the standard TLBM without external 
forcing effect. During the reconstruction process, eqf , 
^f  and 
^h  only depend on 
the macroscopic flow variables. Hence, when the external forcing term EF  is 
involved in computations, EF  can be added to Eq. (3.18) directly at the cell center of 
a control volume, which will not affect the evaluation of kR . This way to add 
external forcing term EF  is the same as that in numerical approaches for 
Navier-Stokes equations.                 
 
3.2.4 Computational sequence 
Overall, the basic solution procedure of TLBFS can be summarized below: 
(8) At first, we have to specify a streaming time step t . The choice of t  should 
satisfy the constraint that the location of ( )tr e  must be within either the 
cell i  or the cell 1i . Once t  is chosen, v and c can be calculated by Eq. 
(3.17i).  
(9) For the considered interface position r, identify its surrounding positions 
( )tr e , and then use Eq. (3.23) to compute the macroscopic flow variables at 
those positions; 
(10) Use Eqs. (3.5)-(3.6) to calculate the equilibrium distribution functions 
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( , )eq t tf t   r e  and ( , )
eq
t th t   r e ; 
(11) Compute the flow variables at the cell interface by using Eqs. (3.24) and 
(3.30), and further calculate ( , )eqf t r  and ( , )
eqh t r  by applying Eqs. 
(3.5)-(3.6); 
(12) Calculate ( , )neqf t r , 
^ ( , )f t r , ( , )
neqh t r  and 
^ ( , )h t r  by using Eqs. (3.22), 
(3.25), (3.17e) and (3.17g); 
(13) Compute the fluxes kR  at the cell interface by Eqs. (3.19) for 2D 
simulations and (3.20)-(3.21) for 3D computations; 
(14) Once fluxes at all cell interfaces are obtained, solve ordinary differential 
equations (3.18) by using 4-stage Runge-Kutta scheme. 
(15) Repeat steps (2)-(8) until convergence criterion is satisfied. 
 
3.3 Numerical results and discussion 
In this section, to examine the reliability of the proposed TLBFS, numerical 
simulations of both 2D and 3D thermal flow problems are carried out. First, 
simulations of 2D natural convection in a square cavity are carried out on uniform 
grids to test the accuracy of TLBFS. Grid-independence study on accuracy and 
efficiency of the present method is conducted on different grids. After that, numerical 
solutions at 
3 4 510 ,10 ,10Ra   and 610  are obtained and compared with available 
data in the literature. Second, numerical experiments of natural convection in a 
concentric annulus are performed to examine the flexibility and capability of TLBFS 
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on body-fitted grids. The solutions of a variety of cases, ranging from the nearly pure 
conduction case to the strong convection case, are examined. Third, mixed 
convections from a heated cylinder are investigated to further verify the capability of 
TLBFS for both steady and unsteady heat transfer problems. The effect of Rayleigh 
number on the flow pattern is demonstrated. The last test case is the 3D natural 
convection problem in a cubic cavity. This case is studied over a wide range of 








 on non-uniform grids to examine the 
proposed solver for 3D thermal flows.    
 
In all simulations, the D2Q9 lattice velocity model for 2D case and the D3Q15 model 
for 3D case are applied. Generally, the buoyancy force EF  for the natural or mixed 
convection problem is non-trivial. The buoyancy force always plays an essential role 
as an external force. Using the Boussinesq approximation, EF  can be defined as 
follows:   0,E mg T T   F  for the 2D case; and   0,0,E mg T T   F  
for the 3D case. Here g  represents the gravitational acceleration;   is the thermal 
expansion coefficient and mT  is the average temperature. EF  is directly added to 
the right hand side of Eq. (3.18) at the cell center and can be calculated easily.   
 
3.3.1 2D natural convection in a square cavity 
The natural convection in a square cavity, driven by buoyancy force, is a good 
benchmark problem for validating new numerical schemes. This problem has been 
examined by many researchers (Davis 1987, Shu and Xue 1998 and Peng et al. 2003). 
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The computational domain and boundary conditions of this problem are shown in Fig. 
3.3. As can be seen in this figure, a square cavity is bounded by four straight walls. 
The no-slip boundary condition is applied on all walls. The adiabatic condition is set 
on the top and bottom walls while fixed normalized temperature values of 1 and 0 are 
applied on the left and right walls, respectively.  
 
The dynamic similarity of the natural convection problem is determined by the 
non-dimensional parameters of Prandtl number Pr  and Rayleigh number Ra . They 
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where L  is the characteristic length of the square cavity and cV g L T   is the 
characteristic thermal velocity which is constrained by the low Mach number limit. In 
the present simulations, we set 0.71Pr   and 0.1cV  .   
 
The Nusselt number Nu  is commonly used to evaluate the heat transfer rate. The 













First, grid-independence study of the natural convection problem at 410Ra   is 
conducted on four different uniform grids ( N N , =101N ,151, 201  and 251). The 
maximum velocities maxu  on the vertical mid-plane and maxv  on the horizontal 
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mid-plane, their locations and the average Nusselt number Nu  are selected as the 
representative properties. They are computed for comparison with the benchmark 
results. Table 3.1 shows the present results of these representative properties at Ra = 
10
4
. Also included in this table are the benchmark solutions of Shu and Xue (1998), 
which are obtained by high order differential quadrature (DQ) method. As can be seen 
from these tables, as the grid is refined, the representative properties converge to fixed 
values. The maximum relative errors between the present converged results and those 
of Shu and Xue (1998) are within 1%. Good agreements are achieved. 
 
Table 3.2 compares the accuracy and efficiency of the present method with those of 
TLBM (Shu et al. 2002 and Peng et al. 2003) on the same non-uniform grids of 61×
61, 101×101, and 121×121 for the natural convection in a cavity at Ra=1000. 
Numerical simulations were conducted on a Lenovo Laptop (Intel I3 core with 2.53 
GHz and 4 GB RAM). It can be seen from this table that the relative error for Nu  on 
the same grids between the two methods is within 0.2%, which indicates similar 
accuracy being obtained for both approaches. However, for these three cases, the 
computational time of the present method is at most 56.2% of that for TLBM (Shu et 
al. 2002 and Peng et al. 2003), which verifies the efficiency of the present method. 
 
Subsequently, numerical simulations of this problem are carried out for a wide range 
of Rayleigh numbers ranging from 310  to 610 . Table 3.3 compares the present 
results using the TLBFS with those of Shu and Xue (1998) and Peng et al. (2003) 
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using TLBM. As can be seen from this table, the present representative properties 
show good quantitative agreement with the previous studies of Shu and Xue (1998) 
and Peng et al (2003). It can also be seen that maxu , maxv  and Nu  become 
increasingly larger with increasing Rayleigh number Ra . As Ra  is increased, the 
position of maxu  on the vertical mid-plane becomes closer to the left boundary while 
that of maxv  on the horizontal mid-plane moves towards the upper wall. These 
phenomena indicate that the boundary layer becomes thinner. Furthermore, as Ra  
becomes larger, the natural convection and heat transfer between the wall and fluid 
are enhanced. These characteristics are further illustrated by the streamlines and 
isotherms shown in Fig. 3.4 and Fig. 3.5, respectively. Figure 3.4 indicates that the 
motion of the fluid is enhanced since the number of recirculation zones is increased 
from one to three. Figure 3.5 shows that the gradients of the temperature near the hot 
and cold walls are also increased. All these observations agree well with the previous 
studies of Davis (1987), Shu and Xue (1998) and Peng et al. (2003). These 
agreements validate the present TLBFS. 
 
3.3.2 Natural convection in an 2D annulus 
Although the natural convection problem in a square cavity has been well investigated 
to validate the present TLBFS, the geometry of this problem is nevertheless simple. In 
order to further examine the capability of the present solver on problems involving 
curved boundary, natural convection in a concentric annulus over a wide range of 
Rayleigh numbers is simulated. 
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Figure 3.6 shows the schematic diagram for natural convection in a concentric 
annulus. As can be seen from this figure, the temperature of the inner cylinder with a 
radius of iR  is iT  and the temperature of the outer cylinder with a radius of oR  is 
oT ; the distance L  between these two cylinders is selected as the characteristic 
length. The dynamic similarity of this problem is characterized by three 
non-dimensional parameters, i.e., the aspect ratio rr , the Prandlt number Pr  and 
the Rayleigh number Ra . Pr  and Ra  have previously been defined in Eq. (3.31), 






                                                       (3.33) 
 
In the present study, we set 0.5iR  , 2.6rr   and 0.71Pr  . Simulations at six 
different Rayleigh numbers of 
2 3 3 3 410 ,10 ,3 10 ,6 10 ,10Ra     and 45 10  are 
carried out on a body-fitted O-type grid of 251 61 . The heat transfer efficiency of 




































           for the outer cylinder (3.35) 
 
Table 3.4 shows a quantitative comparison of the average equivalent heat 
conductivities of the inner and outer cylinders at various Rayleigh numbers. The 
results of Shu (1999) and Kuehn and Goldstein (1976) are included in this table. Note 
91 
that the results of Shu (1999) can be viewed as benchmark solutions since they were 
obtained using a high order differential quadrature (DQ) method. The maximum 
relative error between the present results and the benchmark solutions is within 1.2%. 
It can also be seen from Table 3.4 that, corresponding to an increase in Rayleigh 
number, the equivalent conductivity on both inner and outer cylinders increases as 
well. Good quantitative agreements have been achieved. 
 
Figures 3.7 and 3.8 show the streamlines and isotherms at Ra 102, 103, 3×103,    
6×103, 410 and 45 10 , respectively. It can be seen from these two figures that, 
when 210Ra  , the streamlines are strictly symmetric about the y-axis and almost 
symmetric about the x-axis, while the isotherms are nearly symmetric about any 
geometrically symmetric axis. This phenomenon indicates that the flow field has little 
effect on the isotherm and thus thermal conduction dominates the heat transfer. Hence, 
the heat transfer efficiency is relatively low. When Rayleigh number is in the range of 
310 ~ 410 , the flow pattern belongs to the transition region (Kuehn and Goldstein, 
1976). Thermal convection is strong enough to influence the thermal field so that the 
heat transfer efficiency is increased. The rotational centers of the flow field move 
upwards gradually and the radial temperature begins to reverse at Ra = 410 . When 
Ra  is increased to 45 10 , it can be seen that the vortex centers of the flow field 
continue to move upwards and the thermal boundary layers of both inner and outer 
cylinders separate. The heat transfer rate is the highest among the cases considered. 
All these observations from Figs. 3.7 and 3.8 agree well with the experimental results 
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of Kuehn and Goldstein (1976). The good agreement well demonstrates the capability 
of TLBFS for heat transfer problems with curved boundary. 
 
3.3.3 Mixed heat transfer from a heated circular cylinder 
In previous sub-sections, TLBFS has been validated by simulating natural 
convections in a square cavity and a concentric annulus. These two heat transfer 
problems bounded within an enclosure are classified as steady internal flows. We 
further examine the capability of the present solver by simulating external mixed 
convections from a heated circular cylinder. Both steady and unsteady cases are 
considered.  
 
Figure 3.9 depicts mixed thermal convection from a heated cylinder. As can be seen, a 
heated stationary cylinder with a diameter D  and temperature wT  is placed in a 
vertically upward free stream with a uniform velocity U . To better describe this 
mixed convection problem, besides the Prandlt number defined in Eq. (3.31), five 
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                      Strouhal number; 
 
In the present study, a typical O-type structured grid is used for simulation. For steady 
and unsteady convections, the computational grids are set as 301×201 and 301×501, 
respectively, and the far-field boundaries are selected as 25.5 diameters and 55.5 
diameters away from the cylinder center, respectively. Since the far field boundaries 
are far enough from the heated cylinder for both steady and unsteady cases, it is 
rational to assume that a potential flow with free stream quantities exists in the far 
field. In all cases, we set 1.0, 0.1, 1.0, 0wU T T       and 0.7Pr  . 
Initially, the flow properties are assigned to be the same as the free stream values.  
 
For steady mixed convection at 20Re  , numerical experiments are carried out for 
four different cases of 0, 100, 800Gr   and 1600. The streamlines and isotherms 
of these four cases are plotted in Figs. 3.10 and 3.11, respectively. As can be seen 
from the streamlines in Fig. 3.10, with increase of Gr , the separation angle s  
decreases and the length of the vortex behind the cylinder decreases until it reduces to 
zero. The patterns of isotherms depicted in Fig. 3.11 show that the overall isothermal 
lines become thinner and get closer to the vertical central line as Gr  increases. This 
phenomenon indicates that the heat transfer rate may increase. This can be verified 
from the evolution of the Nusselt number Nu . Table 3.5 quantitatively compares the 
present average Nusselt number Nu  and separation angle s  on the solid boundary 
of the heated cylinder with the results of Badr (1984). As can be seen from the table, 
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good agreements between the present solutions and those of Badr (1984) are achieved. 
It can also be seen that Nu  increases, whereas s  decreases, as Gr  is increased. 
These trends agree well with the observations from the streamlines and isotherms 
shown in Figs. 3.10 and 3.11.              
 
As the Reynolds number is increased to 100Re  , the mixed thermal convection 
becomes much more complex. Numerical experiments are performed for three 
different Richardson numbers of 0, 0.1iR   and 0.5. First, quantitative comparisons 
are made at 100Re   and 0iR   to further validate the present TLBFS. Table 3.6 
shows Nu  and St  at 100Re   and 0iR  . The results of previous studies 
(Hatton et al. 1970, Williamson 1989, Shi et al. 2004 and Bhattacharyya and Singh 
2010) in the literature are also included. It is clearly shown in this table that the 
present results agree well with previous studies. The flow patterns are subsequently 
investigated for 0, 0.1iR   and 0.5. The streamlines and isotherms are displayed in 
Fig. 3.12 and Fig. 3.13. Three different patterns are obtained: (a) unsteady flow 
without buoyancy (b) unsteady flow with buoyancy (c) steady flow with buoyancy. As 
shown in these two figures, the alternate vortex shedding dominates the flow and 
thermal field in patterns (a) and (b). For these two patterns, thermal convection is of 
great importance in the heat transfer. As the Richardson number is increased to 0.5, 
the flow finally reaches a steady state. Both the streamlines and isotherms are 
symmetrical about the y axis. The effect of thermal convection becomes weak as 
compared to that corresponding to the unsteady patterns. All these observations agree 
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well with those of Chang and Sa (1989). 
 
3.3.4 3D natural convection in a cubic cavity 
The natural convection in a cubic cavity is studied here to further examine the 
reliability of the TLBFS for effective simulation of 3D thermal flows. This problem 
involves two vertical walls with different temperature and four other adiabatic walls. 
The two vertical walls are placed at x=0 with a cooling temperature of T=0 and x=1 
with a heating temperature of T=1, respectively. No-slip boundary conditions are 
applied on all walls. The flow pattern of this flow is governed by the Prandtl number 
and the Rayleigh number defined in Eq. (3.31). In this study, the Prandtl number is 
fixed at Pr 0.71  while the Rayleigh number is varied from 103 to 106. In addition, 
the thermal characteristic velocity is set as 0.1cV  . A grid size of 81×81×81 is 
used for the simulations.     
 
Table 3.7 compares the overall Nusselt number on the heated walls (x=1) at four 








 with those of Fusegi et al. (1991) 
and Ha et al. (2000). Note that the solutions of Fusegi et al. (1991) were obtained by 
the third order QUICK scheme with high accuracy and can be taken as the benchmark 
solutions. As shown in the table, the relative errors between the present results and 
those of Fusegi et al. (1991) are within 1.3% for all the cases considered. Obviously, 
good quantitative agreements have been achieved, which verify the reliability of the 
present method. In addition, it can also be seen from Table 3.7 that the overall Nusselt 
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number increases with the increase in Rayleigh number. This indicates the 
enhancement of the heat transfer rate. To further examine the heat transfer 
characteristics, the local Nusselt number distribution on the heated wall (x=1) is 
displayed in Fig. 3.14. In this figure, it is clear that, as Ra is increased, the local 
Nusselt number at any physical point also becomes larger. For all Rayleigh numbers, 
the local Nu number near the lower wall is higher than that close to the upper wall. 




, the contours of Nu near x=0.5 are 
almost parallel to the x axis and have roughly uniform distribution in the z direction. 
 
Table 3.8 shows the representative quantities along the symmetric plane of y=0.5 for 








. These properties include the 
maximum horizontal speed umax on the vertical central line and its position z, the 
maximum vertical velocity wmax on the horizontal central line and its position and the 
average Nusselt number for the heat transfer rate. Also included in this Table are the 
solutions of Fusegi et al. (1991) and Peng at al. (2003) for comparison. It can be seen 
that the quantitative agreements between the present results and those published data 
are satisfactory. To more clearly demonstrate flow field information on the central 
lines, Fig. 3.15 depicts the velocity profiles along the symmetric plane (y=0.5). The 




 and those of Ha et al. (2000) at 
Ra=10
5
 are also included in this figure for comparison. Once again, good agreements 
are achieved. The temperature field along this symmetric plane of y=0.5 for all the 
cases considered is shown in Fig. 3.16. As can be seen, the thermal boundary layers 
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near the heated and cooled walls are becoming thinner as Ra is increased. In addition, 
the overall patterns at different Ra are very similar to those for 2D cases. Figure 3.17 
further shows the 3D temperature field in a cubic cavity. Five different iso-surfaces at 
T=0.15, 0.25, 0.5, 0.75, and 0.85 are depicted in each figure. These iso-surfaces are 
concentrated to the region near the upper-cooled and lower-heated walls as Ra is 
increased. This phenomenon is in good accordance with the temperature contours 
shown in Fig. 3.16 and also indicates that the heat transfer rate is enhanced.                     
     
3.4 Concluding remarks 
In this Chapter, the TLBM was first reviewed. The multi-scale C-E expansion analysis 
to the thermal LB evolution equation in the TLBM was carried out to reproduce the 
energy conservation law, which provides a solid foundation for TLBM to simulate 
thermal flows. On one hand, TLBM inherits the same distinctive merits as LBM. On 
the other hand, TLBM also retains the drawbacks of LBM such as limitation of simple 
geometry and uniform mesh, tie-up of time interval with mesh spacing and 
complicated implementation of boundary conditions for distribution functions.  
 
To overcome the drawbacks of TLBM, TLBFS was proposed for thermal 
incompressible flows. TLBFS applies the finite volume method to discretize the 
governing equations recovered by the TLBE model through the multi-scale 
Chapman-Enskog expansion analysis. The fluxes of TLBFS are evaluated by local 
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reconstruction of TLBM solutions of the density and internal energy distribution 
functions. Since the distribution functions include both the equilibrium and 
non-equilibrium states, the convective and diffusive fluxes are obtained 
simultaneously. The boundary conditions are directly implemented by using the 
macroscopic variables to evaluate the fluxes. The conservative properties are marched 
in time at the center of each control cell.  
 
The efficiency and accuracy of the proposed TLBFS were examined by numerical 
simulations of 2D natural convection in a cavity. Numerical solutions verify that, on 
one hand, the TLBFS is capable of obtaining the same accuracy as TLBM on the 
same grid; one the other hand, the computational cost for TLBFS can be reduced up to 
56.2% as compared with TLBM. The reliability and capability of the TLBFS for 
thermal flows with curved boundaries were well validated by its applications to 
simulate natural convections in an annulus and mixed convection past a cylinder. The 
effectiveness of TLBFS for 3D thermal flows was also verified by simulating 3D 
natural convections in a cubic cavity.       
 
In the next chapter, we will further extend the application of the TLBFS to simulate 
both isothermal and thermal axisymmetric flows. Instead of applying 3D LBFS to 
perform 3D simulations, which may require substantial computational costs, a 
fractional-step LBFS will be proposed to simulate axisymmetric flows along a 
meridional plane of the cylindrical coordinate.     
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Table 3.1 Grid-independence study of natural convection in square cavity at Ra = 10
4
 
Method  Mesh 
maxu   y maxv   x Nu   
Present 101 101
  
16.19 0.825 19.73 0.115 2.235 
151 151
 
16.17 0.825 19.70 0.117 2.232 
201 201
 
16.16 0.825 19.70 0.118 2.232 
251 251
 
16.16 0.825 19.66 0.119 2.231 
Shu and Xue(1998) 
(1998) 
- 16.19 0.825 19.638 0.120 2.245 
Relative Error - -0.19% 0 0.11% -0.83% -0.62% 
    
Table 3.2 Comparison of computational time by LBFS and TLLBM for natural 
convection in a cavity at Ra=1000 
Grid Size 
Nu  Run time(s) on Laptop (Intel I3 core 
2.53GHz) 
Present Peng et 
al. (2003) 
Present Peng et al. 
(2003) 
Relative efficiency to 
Peng et al. (2003) 
61 61  1.112 1.114 142.94 261.52 54.65% 
101 101  1.115 1.117 498.44 1175.12 42.41% 
121 121  1.115 1.117 1128.03 2007.26 56.20% 
 














Present 3.640 16.14 34.87 64.838 
Peng et al. (2003) 3.644 16.134 34.261 63.024 
Shu and Xue (1998) 3.649 16.190 34.736 64.775 
y Present 0.815 0.825 0.855 0.850 
Peng et al. (2003) 0.810 0.820 0.855 0.848 
Shu and Xue (1998) 0.815 0.825 0.855 0.850 
 
vmax 
Present 3.708 19.67 68.85 220.92 
Peng et al. (2003) 3.691 19.552 67.799 215.26 
Shu and Xue (1998) 3.698 19.638 68.640 220.64 
 
x 
Present 0.180 0.118 0.065 0.038 
Peng et al. (2003) 0.180 0.120 0.065 0.040 
Shu and Xue (1998) 0.180 0.120 0.065 0.035 
 
  
Present 1.115 2.232 4.491 8.711 
Peng et al. (2003) 1.117 2.241 4.511 8.731 





Table 3.4 Comparison of the average equivalent heat conductivity over a wide range 
of Rayleigh numbers 
Ra Inner cylinder, eqi  Outer cylinder, eqo   
 Kuehn(1976) Shu (1999) Present Kuehn (1976) Shu (1999) Present 
210  1.000 1.001 1.002 1.002 1.001 1.002 
310  1.081 1.082 1.076 1.084 1.082 1.078 
33 10
 
1.404 1.397 1.381 1.402 1.397 1.384 
36 10
 
1.736 1.715 1.695 1.735 1.715 1.701 
410  2.010 1.979 1.960 2.005 1.979 1.960 
45 10
 
3.024 2.958 2.941 2.973 2.958 2.941 
 
Table 3.5 Comparison of the average Nusselt number and separation angle along the 
solid boundary for steady mixed convection 
  Nu  s (deg.) 
 Gr Present Badr (1984) Present Badr (1984) 
 
 
Re = 20 
0 2.523 2.540 43.19 43.13 
100 2.654 2.640 29.73 29.51 
800 3.208 3.227 0.0 0.0 
1600 3.554 3.564 0.0 0.0 
 
 
Table 3.6 Representative properties for mixed convection at Ri=0 and Re=100 
 Nu  St  
Hattom et al. (1970), (experiment) 5.122 - 
Williamson (1989), (experiment) - 0.163 
Shi et al. (2004) 5.142 0.164 
Bhattacharyya et al. (2010) 5.114 0.166 














Table 3.7 Comparison of overall Nusselt number along the heated wall (x=1) for 3D 










 Present 1.071 2.062 4.344 8.684 
Nuoverall Fusegi et al. (1991) 1.085 2.085 4.361 8.770 
 Ha et al. (2000) 1.072 2.07 4.464 - 
Relative Error to Fusegi et al. 1.29% 1.10% 0.38% 0.98% 
 
 
Table 3.8 Comparison of representative field properties along the symmetric plane at 












umax Present 0.132 0.200 0.142 0.082 
Peng et al. (2003) 0.132 0.206 0.149 - 
Fusegi et al. (1991) 0.131 0.201 0.147 0.084 
z Present 0.187 0.176 0.147 0.146 
Peng et al. (2003) 0.188 0.163 0.136 - 
Fusegi et al. (1991) 0.200 0.183 0.145 0.144 
wmax Present 0.133 0.221 0.244 0.253 
Peng et al. (2003) 0.133 0.221 0.240 - 
Fusegi et al. (1991) 0.132 0.225 0.247 0.259 
x Present 0.829 0.885 0.932 0.968 
Peng et al. (2003) 0.826 0.887 0.935 - 
Fusegi et al. (1991) 0.833 0.883 0.935 0.967 
  Present 1.092 2.289 4.622 8.921 
Peng et al. (2003) 1.097 2.304 4.658 - 












Fig. 3.1 Local construction of 2D LBM solution at an interface between two control 
cells 
 
Fig. 3.2 Local construction of 3D LBM solution at an interface between two control 
cells 
 
Fig. 3.3 The computational domain and corresponding boundary conditions of natural 




Fig. 3.4 Streamlines at 4 different Rayleigh numbers of 
3 4 510 ,10 ,10Ra   and 610   
  
  
Fig. 3.5 Isotherms at 4 different Rayleigh numbers of 
3 4 510 ,10 ,10Ra   and 610  
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Fig. 3.9 Mixed convective heat transfer from a heated cylinder 
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(a) Ri = 0 (t/T=0.625) (b) Ri = 0.1 (t/T=0.625) (c) Ri = 0.5 (steady) 
Fig. 3.12 Comparison of streamlines at Re = 100 for three different flow patterns: (a) 





   
(a) Ri = 0 (t/T=0.625) (b) Ri = 0.1 (t/T=0.625) (c) Ri = 0.5 (steady) 
Fig. 3.13 Comparison of isotherms at Re = 100 for three different flow patterns: (a) 








Fig. 3.14 Local Nusselt number distributions along the heated wall (x=1) for 3D 




Fig. 3.15 Velocity profiles along the symmetric plane at y=0.5 for 3D natural 




Fig. 3.16 Temperature contours along the symmetric plane at y=0.5 for 3D natural 
convection (temperature levels are from 0.05 to 0.95 increased evenly by 0.05) 
  
  
Fig. 3.17 Temperature field for 3D natural convection a cubic cavity (Iso-surface 
levels in the positive x direction: 0.15, 0.25, 0.5, 0.75 and 0.85) 
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Chapter 4  
Development of a Fractional Step-Lattice Boltzmann Flux 
Solver for Axisymmetric Flows  
 
The thermal lattice Boltzmann flux solver (TLBFS) has been developed in the 
previous chapter and has been successfully applied to simulate 2D and 3D thermal 
incompressible flows on non-uniform grids. In this chapter, we will extend the 
application of TLBFS for axisymmetric flows. To study this type of flows, it is natural 
to carry out 3D simulations directly by applying efficient numerical methods such as 
LBM. However, the computational consumptions of such 3D simulations are 
inevitably substantial. Alternatively, axisymmetric flows can also be treated as a 
quasi-two-dimensional (2D) problem in a meridional plane of the cylindrical 
coordinates so that the computational costs can be reduced significantly. As a 
consequence, many effective 2D axisymmetric LB models have been proposed. In 
these axisymmetric LB models, complicated external forcing terms are coupled with 
LBM, which require complex derivations and are usually non-unique. In view of these 
drawbacks, a fractional step lattice Boltzmann flux solver (FS-LBFS) is developed for 
effective simulation of axisymmetric flows with simplicity. The predictor and 
corrector steps are introduced in the solver. In the predictor step, the intermediate flow 
variables are predicted by the TLBFS without axisymmetric effects. In the corrector 
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step, the intermediate flow variables are corrected by considering axisymmetric 
effects. The proposed FS-LBFS will be validated by its various applications to 
simulate both isothermal and thermal axisymmetric flows. 
 
4.1 A fractional step-lattice Boltzmann flux solver 
In this section, the details of the FS-LBFS are presented. At first, the governing 
differential equations of axisymmetric flows are discussed and a fractional step 
method is introduced to split the solution process of these equations into predictor 
step and corrector step. After that, the lattice Boltzmann flux solver is presented in the 
predictor step and the finite difference method is applied in the corrector step. The 
overall computational sequence is also presented. 
 
4.1.1 Governing equations and fractional-step discretization 
In the cylindrical coordinate system of  , ,z r   shown in Fig. 4.1, the macroscopic 
axisymmetric Navier-Stokes equations, which can be recovered by thermal 
axisymmetric LB models (Guo et al. 2009 and Zheng et al. 2010), can be written as 
follows:  
z r ru u u
t z r r
    
   
  
 (4.1a) 
   2
2z z rz z r z
r z z r
u u uu u u up
t z r z z z r z r
u u u u




           
                      
  












z r rr r z r
rr r
u u uu u u up
t z r r z z r r r
u uu u






           
                      

   

 (4.1c) 






u u u uu u u
t z r z r
u u u u
r r r r
   
  




     
     
     
 
   
 
 (4.1d) 




eu eue e e
t z r z r
eue
r r r
   

 
     
     





where   is the density, zu , ru , and u  are, respectively, the velocity components 
in the z , r  and   directions, and e  is the internal energy. To recover Eq. (4.1), 
the conventional axisymmetric LB models require complicated external forcing terms 
in order to consider the effect of terms on the right hand side of Eq. (4.1). On the 
other hand, it is noteworthy that the terms on the left hand side of Eq. (4.1) are exactly 
the same as those of 2D compressible Navier-Stokes equations in the Cartesian 
coordinate system, which can be reproduced by the standard LBM without external 
forcing terms. This feature provides convenience for the solution process if the 
fractional-step method is introduced to solve Eq. (4.1). 
 
By applying the fractional-step method to Eq. (4.1), we can obtain the corresponding 
governing equations for the predictor and corrector steps respectively: 
    
(1) Predictor Step for  
*
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By introducing the fractional-step method, the solution process of Eq. (4.1) for 
axisymmetric thermal flows is now split into the predictor step and corrector step.  
 
In the predictor step, the intermediate flow field  
*
, , , ,z ru u u e  is obtained from 
numerical solution of equations (4.2a)-(4.2e). Among these equations, Eqs. (4.2a), 
(4.2.b), (4.2.c) and (4.2.e) can be effectively solved by TLBFS proposed in previous 
chapter. In addition, (4.2.d) and (4.2.e) would be exactly the same if u  and   in 
114 
Eq. (4.2.d) are, respectively, replaced by e  and  . This indicates that Eq. (4.2.d) 
can be solved in the same way as the energy equation (4.2.e) by applying TLBFS. 
Based on the above analysis, it can be seen that Eq. (4.2) can be effectively solved by 
the TLBFS. In fact, as an alternative of Eq. (4.2), the following governing equations 
in TLBFS, which are recovered by LBM through Chapman-Enskog analysis, can be 
written as:  
0t  P  (4.4a) 
0t  u =  (4.4b) 
  0t u   Q  (4.4c) 
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e  (4.5g) 
Here, vector u is applied in Eq. (4.4b) for simplicity to denote the velocity 
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components  ,z ru u , which is analogous to the velocity vector in 2D Cartesian 
coordinate system. This notation of  ,z ru uu  will also be used in the rest of this 
chapter. In Eqs. (4.4) and (4.5), f , g  and h  are, respectively, the density 
distribution function, the azimuthal velocity distribution function and internal energy 
distribution function;  ,   and c  are the single relaxation parameters, t  is the 
streaming time step, e  is the particle velocity in the   direction, 
eqf , 
eqg  and 
eqh  are the corresponding equilibrium states of f  g  and h  given as follows: 
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 (4.8) 
where  ,z r= u uu , / 2e DRT , D  is the dimension of space, R  is the gas 
constant and T  represents the temperature; the coefficients w  and the sound speed 
sc  are given as 0
4 9w  , 1 2 3 4 1 9w w w w    , 5 6 7 8 1 36w w w w    , and 
3sc c ; e  is defined by the lattice velocity model. Note that in Eq. (4.8), 
eqg  is 
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obtained by replacing the internal energy e  with the azimuthal velocity u  in the 
thermal LB model.   
 
Up till now, in the predictor step, Eq. (4.5) can be solved to give the intermediate flow 
and temperature field of  
*
, , , ,z ru u u e  without considering the effect of external 
forcing terms. In this work, Eq. (4.5) will be solved by TLBFS, which was proposed 
in the previous Chapter. The solution procedure of Eq. (4.5) by TLBFS will be shown 
in the next sub-section. 
  
After the predictor step, Eq. (4.3) will be solved in the corrector step to obtain the 
correct flow and temperature field  , , , ,z ru u u e  by considering axisymmetric 
effects. Some details of the solution procedure in this step will be given in Section 
4.1.3. 
 
4.1.2 Prediction of the intermediate flow field by TLBFS 
To predict the intermediate flow variables  
** , , , ,z r= u u u e    W , the TLBFS, 
together with the D2Q9 lattice velocity model, is applied. By applying the finite 
volume discretization to Eq. (4.4) for a control volume i , these resultant equations 














R , (4.8) 
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where ^f , 
^g , 
^h  are unknowns and will be reconstructed by LBM solutions; 
iV  is the volume of i , and kS  is the area of the k
th
 control surface enclosing 
i , zn  and rn  are the z and r components of the unit outward normal vector on the 
k
th
 control surface, the relaxation parameters  ,   and c  are determined from the 
dynamic viscosity and the thermal diffusivity: 
1 1 2 1
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Once kR  is obtained, the intermediate flow variables can be predicted. The key for 
evaluation of the flux kR  at each interface is to perform an accurate evaluation of 
eqf , 
^f , 
^g  and 
^h  at each interface. The details of their evaluation procedure, 
which have been presented in Chapter 2, will be briefly reviewed. 
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Evaluation of eqf , 
^f , 
^g  and 
^h  at a cell interface 
As shown in Fig. 4.2, an interface lies between two adjacent control volumes. eqf , 
^f , 
^g  and 
^h  should be approximated at the midpoint of this interface to 
calculate the fluxes. According to equations (4.10)-(4.12), both the equilibrium 
distribution functions and non-equilibrium distribution functions are included in ^f , 
^g  and 
^h .    
 
As shown in equations (4.5e)-(4.5g), neqf , 
neqg  and 
neqh  are determined by using 
a Taylor series expansion:  
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( , ) ( , ) ( , )neq eq eq t tg t g t g t            r r r e  (4.16) 
( , ) ( , ) ( , )neq eq eqc t th t h t h t           r r r e  (4.17) 
According to equations (4.6)-(4.8), eqf , 
eqg  and 
eqh  at  ,t tt  r e  can be 
computed by the flow variables  , , , ,z ru u u e . Using interpolation scheme, we can 
easily calculate these flow variables  , , , ,z ru u u e  from the flow variables at the 
cell centers. As shown in Fig. 4.2, if ir , 1ir  and r represent the physical positions 
for the two cell centers and their interface, respectively, one possible interpolation 
scheme can be given as 
1 1 1 1
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where   represents the flow variables  , , , ,z ru u u e . 
 
Similarly,  eqf ,t r  can also be calculated by  , , , ,z ru u u e  at  ,tr  by using 
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equations (4.6)-(4.8).  , , ,z ru u u  and e are reconstructed locally at  ,tr  by the 
LBM solutions: 
0
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where eqf , 
eqg  and 
eqh  at  ,t tt  r e  have already been obtained. 
 
Once eqf , 
eqg  and 
eqh  at  ,t tt  r e  and  , tr   are obtained, 
neqf , 
neqg  and 
neqh  can be approximated using equations (4.15)-(4.17) and thus 
^f , 
^g  
and ^h  can be easily computed using Eqs. (4.10)-(4.12). Then the flux kR  in Eq. 
(4.9) at any interface can be numerically evaluated. After obtaining the flux kR , the 
prediction of the flow field is made by solving Eq. (4.8). 
 
4.1.3 Corrector step of the flow field  
After the predictor step, the correction of flow field should be performed by solving 
Eq. (4.3). In this work, the finite difference schemes are applied to discretize spatial 
derivatives in Eq. (4.3). It is noticed that only first order spatial derivatives of velocity 
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where   represents any velocity component. By using Eq. (4.20) for spatial 
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In this work, equation system (4.21) is solved using the Euler explicit scheme for 
steady flow problems, and using the 4-stage Runge Kutta scheme for unsteady flow 
problems.  
 
4.1.4 Computational sequence 
With the aid of the D2Q9 lattice velocity model and equilibrium distribution functions 
of equations (4.6)-(4.8), the overall computational procedure of the present FS-LBFS 
for axisymmetric thermal flows is summarized as follows: 
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(16) First, a streaming distance 
x  is specified at each interface. As shown in Fig. 
4.2, to specify 
x , the constraint that the location of ( )tr e  should be 
within either the cell 
i  or the cell 1i  must be satisfied. After x  is chosen, 
the single relaxation parameters  ,   and c  are calculated at each interface 
using equations (4.13)-(4.14); 
(17) For any considered interface r, identify its surrounding positions ( )tr e , 
and then apply Eq. (4.18) to calculate the flow variables  , , , ,z ru u u e  at 
those positions; 
(18) Use equations (4.6)-(4.8) to compute ( , )eq t tf t   r e , 
( , )eq t tg t   r e  and ( , )
eq
t th t   r e  at the surrounding positions of the 
interface; 
(19) Calculate the flow variables  , , , ,z ru u u e  at ( , )tr  by using Eq. (4.19), 
and further obtain ( , )eqf t r , ( , )
eqg t r  and ( , )
eqh t r  
by applying equations 
(4.6)-(4.8); 
(20) Compute neqf , 
neqg  and 
neqh  by using equations (4.15)-(4.17); 
(21) Evaluate the fluxes kR  at the cell interface by equations (4.10)-(4.12); 
(22) Predict the intermediate flow variables  , , , ,z ru u u e  according to Eq. 
(4.8); 
(23) Correct the intermediate flow fields by solving Eq. (4.21) with the finite 
difference method; 
(24) Repeat steps (2)-(8) until convergence criterion is satisfied. 
Note that steps (2)-(7) represent the prediction of the intermediate flow variables 
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while step (8) accounts for the correction of these variables due to axisymmetric 
effects.  
 
4.2 Numerical examples of isothermal axisymmetric flows 
In this section, the present fractional step (predictor-corrector) LBFS is validated 
through simulations of three isothermal axisymmetric flow problems. First, both 
steady and unsteady pipe flows are examined to test the accuracy of present method. 
The obtained numerical results are compared with the theoretical solutions. 
Subsequently, simulations of the Taylor-Couette flow in an annulus are performed to 
investigate the reliability of the FS-LBFS for axisymmetric flows dominated by 
azimuthal velocities. After that, numerical experiments of cylindrical cavity flows 
driven by a rotating lid are carried out to validate the flexibility and capability of the 
present method for axisymmetric flows with more complicated boundary conditions. 
In all the simulations, the following convergence criterion for steady axisymmetric 
flow problems is applied: 
   
 
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4.2.1 Flow in a pipe 
The schematic diagram of Hagen-Poiseuille flow driven by an external force 
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 ,0,0zFF =  is depicted in Fig. 4.3. The analytical solution of this problem can be 
























 , r  is the pipe radius, zF  is a constant external force exerted on 
the fluid. The Reynolds number of this flow problem is defined as 0Re 2 /U R   . 
 
In present study, the computational domain is set as 0 0.5z   and 0 1r R   . 
Along the wall of 1r R  , no-slip boundary conditions are applied; while along the 
symmetric axis of 0r  , we set 0r   for any flow variable  ; periodic 
boundary conditions are applied along the z-direction. In our simulation, the grid size 
is set as 51 101  and 1  , 0 0.1U   and Re 40  are applied. 
 
Figure 4.4 compares the present results with the analytical solutions in 
non-dimensional form. As can be seen from this figure, good agreement between 
these two solutions is achieved. Note that the maximum values of the radial and 
azimuthal velocities in the present study are in the order of 1610  which are also 
close to the theoretical value of zero.  
 
In Hagen-Poiseuille flow, the external driven force  ,0,0zFF =  is set as a constant. 
If the force is changed to a periodic one coszF A t , the pulsatile Womersley flow 
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 (4.24) 
where s  can be written in terms of the Womersley number,  , in the following 
form 




 . (4.25) 
In the above equations, i  is an imaginary unit, 0J  represents the zeroth-order 
Bessel function of the first type. 
 
The computational domain, the boundary conditions and grid size for Womersley flow 
are set the same as those in Hagen-Poiseuille flow. In the simulations, we set 
2
0 / 4 0.1U AR   . Initially the flow field is at rest and after 15 periods of 
2 /T   , the numerical results are obtained. Simulations for 8   and 16   at 
Re 1200  are carried out in the present study. Note that for 8  , the period is 




A   , while as   is increased to 16, the period is changed 




A   . These 
parameters are applied so that the incompressible constraint is satisfied.  
 
Fig. 4.5 depicts the detailed comparison of present results and the analytical solutions 
for 8   and 16 at Re 1200 . In this figure, the solutions expressed 
non-dimensionally are calculated at four different times of / 4t T , / 2T ,3 / 4T  
and T . As can be seen, the present solutions show excellent agreement with the 
125 
analytical data. This indicates that the present FS-LBFS can be effectively applied for 
simulation of unsteady axisymmetric flows. 
 
4.2.2 Taylor-Couette flow 
Although the pipe flow was successfully simulated by the proposed solver, the radial 
and azimuthal velocities play a trivial role in this flow. In this section, the FS-LBFS is 
further validated by modeling the Taylor-Couette flow in an annulus which is 
dominated by the azimuthal velocity u . The schematic diagram of this flow is 
shown in Fig. 4.6. An annulus of height H  is constituted by an inner cylinder of 
radius ir , outer cylinder of radius or  and two end plates. The inner cylinder of the 
annulus is rotating with an angular velocity   while other parts are held stationary. 
 
The flow structure of this problem is determined by three non-dimensional parameters, 
i.e., the radius ratio / /i o i or r r  of the inner and outer cylinders, the aspect ratio 
/ iAr H r  and the Reynolds number  Re /o i ir r r       . In the present study, 
we set 0.1  , 1ir  , / 0.5i or  , 3.8Ar  . Two Reynolds numbers of Re 85  
and 100  are tested to validate the present model. No-slip boundary conditions are 
applied on both walls. Initially, the flow field is at rest. 
 
Table 4.1 compares the maximum values of the stream function for the Taylor-Couette 
flow at Re 85  and 100 . Also included in the table are the results of Huang et al. 
(2007) obtained using the hybrid lattice Boltzmann finite difference method and Liu 
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(1998) obtained using the differential quadrature (DQ) method. It can be seen from 
Table 1 that the present results agree well quantitatively with the previous studies. 
Figures 4.7 and 4.8 depict the streamlines, vorticity contours and azimuthal velocity 
contours. As can be seen, there are four secondary vortices in the streamlines and 
vorticity contours. Moreover, the curvature of the azimuthal velocity increases with 
the increase in Reynolds number. These observations agree well with the results of 
Liu (1998). The good agreement implies that the present solver can effectively solve 
axisymmetric incompressible flows with azimuthal velocities. 
 
4.2.3 Cylindrical cavity flow 
The cylindrical cavity flow, dominated by the azimuthal velocity as well, involves 
more complicated boundary conditions than the previously investigated 
Taylor-Couette flow, and may serve as a good benchmark problem to validate new 
solvers. Extensive benchmark data for this problem obtained from both experiments 
and numerical simulations are available in the literature (Fujimura et al. 1997, 
Bhaumik and Laksmisha 2007 and Guo et al. 2009). The schematic diagram of this 
problem is shown in Fig. 4.9. As shown in this figure, the cylindrical cavity flow is 
driven by a rotating lid of constant angular velocity   in a cylindrical cavity. The 
height and radius of the cavity are denoted by H  and R , respectively.   
 
Two key parameters determine the flow structure of the cylindrical cavity flow, i.e., 
the aspect ratio /Ar H R  and the Reynolds number 2Re /R  . Previous 
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studies confirmed that with certain combinations of Ar  and Re , a recirculation 
region called vortex breakdown bubble will be formed along the symmetric axis of 
the cylindrical cavity. This phenomenon will also be captured in the present work. 
Three different groups of ( Ar , Re ), namely (A) (1.5, 990), (B) (1.5, 1290) and (C) 
(2.5, 1010), are adopted for simulation to validate the present method. These cases are 
also tested experimentally (Fujimura et al. 1997) and numerically using 3D lattice 
Boltzmann simulations (Bhaumik and Laksmisha 2007) and quasi-2D axisymmetric 
simulations (Guo et al. 2009). 
 
The computational domain of the present study is along a meridional plane of 
 0 ,0z H r R    . The geometrical and flow parameters are set as 1R  , 
0.1   and 1  . Other parameters can be determined through the 
non-dimensional parameters of Ar  and Re . The grid size of 101 151  is used for 
simulations of cases A and B. For case C, the grid size of 101 251  is applied for 
simulation. No-slip boundary conditions are applied on both the stationary and 
moving walls and axisymmetric condition is used along the symmetric axis of 0r  . 
Note that these boundary conditions for the macroscopic flow variables are directly 
applied in the fractional step LBFS to evaluate the fluxes in the present study which 
makes the implementation simpler and more direct as compared with those in 
axisymmetric LB models.       
 
Figures 4.10-4.12 show streamlines of the cylindrical cavity flow for the considered 
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three cases. As can be seen from these figures, for the case of 1.5Ar  , when 
Re 990 , two primary vortices are generated at the up-left side and up-right side 
respectively. These two vortices are quite close to the rotating wall and side walls of 
the cylinder. Another important feature is that, although the streamlines near the 
axisymmetric axis are a little distorted, no breakdown bubbles appear at this Reynolds 
number of 990. As Reynolds number is increased to 1290, the flow pattern is changed 
significantly and a pair of breakdown bubbles is formed along the symmetric axis. In 
addition, it can also be seen from the streamlines that the strength of the original 
vortex near the rotating wall is increased and has evolved into two vortices. For 
2.5Ar  , the length of the cylinder is increased. The streamlines for this case at Re 
=1010 pass the symmetric axis smoothly without bending and no bubble appears. 
Another feature is that two vortices are generated in each half of the plane. All these 
observations of flow pattern in the present study agree well with those in the literature 
(Fujimura et al. 1997, Bhaumik and Laksmisha 2007 and Guo et al. 2009). To perform 
quantitative examination of the present results, the axial velocities along the 
symmetric axis are depicted in Figs. 4.13-4.15. Also included in these figures for 
comparison are experimental data (Fujimura et al. 1997) and numerical results 
(Bhaumik and Laksmisha 2007 and Guo et al. 2009). Obviously, the present results 
agree well with those of the previous studies. This quantitative comparison validates 
the accuracy of the present method.   
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4.3 Numerical examples for thermal axisymmetric flows 
In this section, the fractional-step LBFS is further validated by simulating four 
thermal axisymmetric flows, i.e., natural convection in an annulus, Rayleigh-Benard 
convection in a vertical cylinder, mixed convection in a tall vertical annulus and the 
Wheeler’s benchmark problem in crystal growth.  
 
4.3.1 Natural convection in an annulus 
Natural convection in an annulus is a good benchmark problem and has been 
investigated extensively (Kumar and Kalam 1991, Venkatachalappa et al. 2001, Li et 
al. 2009) for validation of axisymmetric thermal LB models. The schematic diagram 
of this problem is depicted in Fig. 4.16. As shown in this figure, an annulus of height 
H is constituted by two coaxial cylinders and two adiabatic plates at the ends. The 
radii of the inner and out cylinders are fixed, respectively, as ir  and or . The 
temperatures of these cylinders are set, respectively, as constants of iT  and oT . 
Natural convections in this annulus are governed by four non-dimensional parameters, 
i.e., two aspect ratios /io o iR r r  and  / o iH r r   , the Prandtl number 
Pr /   and the Rayleigh number     
3
/i o i oRa g T T r r    . The heat 
transfer rate can be quantitatively examined by the average Nusselt number: 




o i i o
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Nu dz






In the present simulation, we set 2ioR   , Pr 0.7  and 
4 510 ,10Ra  . The 
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characteristic velocity  i o ig T T R   is chosen as 0.1 so that the incompressible 
limit is satisfied. Once these parameters are chosen, the buoyancy force, which only 
exists in the z-direction momentum equation, can be determined from 
 b oF g T T   . No-slip boundary conditions are applied on all walls. A grid size 
of 101 201  is applied in our simulations. 
 
Table 4.2 shows the mean Nusselt number on the inner and outer cylinders for the 
natural convection in an annulus at 410Ra   and 510 . Also included in this table are 
the solutions of Venkatachalappa et al. (2001) and Li et al. (2009) for comparison. It 
can be seem that the present results agree well with the solutions in the literature. 
Another characteristic of the present results is that the relative error between the 
Nusselt number along the inner wall iNu  and that along the outer wall oNu  is 
within 0.2% which indicates that the energy conservation law is accurately satisfied. 
The streamlines and isotherms for 410Ra   and 510  are displayed in Fig. 4.17. As 
shown in the figure, more circulations of vortices are formed as the Rayleigh number 
is increased. In addition, the thermal boundary layers also become thinner and begin 
to separate from the walls as Ra is increased to 10
5
. This phenomenon indicates that 
the heat transfer rate is enhanced corresponding to an increase in Ra.  
 
4.3.2 Rayleigh-Benard convection in a vertical cylinder 
Rayleigh-Benard convection in a vertical cylinder is a very interesting problem. The 
flow pattern and thermal field may be different at some critical Rayleigh number if 
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the initial conditions are changed. The schematic diagram of this problem is depicted 
in Fig. 4.18: a vertical cylinder of radius R  and height H  is heated from below at a 
constant temperature HT  and cooled from above at LT ; the lateral wall is assumed to 
be adiabatic; no-slip boundary conditions are applied on all walls. Three 
non-dimensional parameters are defined for this problem, i.e., the aspect ratio 
/Ar H R , the Prandtl number Pr /   and the Rayleigh number 
   3 /H LRa g T T H   . In the present study, we set 1Ar  , Pr 0.7  and 
35 10Ra   . A 101 101  uniform grid is applied in our simulation. Initially, the flow 
field is at rest. 
 
Figure 4.19 shows the flow patterns and isotherms for the Rayleigh-Benard 
convection in a vertical cylinder at 5000Ra  . In this figure, two different flow 
patterns of up-flow and down-flow, together with thermal fields, are clearly 
demonstrated. These two patterns depend on the initial temperature conditions. An 
up-flow around the symmetric axis of cylinder is obtained by setting the initial 
temperature to zero while a down-flow is obtained by setting the initial temperature 
on the penultimate column of grids to one. These interesting features have also been 
verified numerically and experimentally by other researchers (Lang et al. 1969, 
Lemembre and Petit 1998 and Zheng et al. 2010). To quantify the results, Table 4.3 
compares the maximum velocities of the up-flow and down-flow convections with the 
published data. The maximum relative error between the present results and those of 
Lemembre and Petit (1998) and Zheng et al. (2010) is within 0.6%. Obviously, good 
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agreements have been achieved. 
 
4.3.3 Mixed convections in a tall vertical annulus 
The mixed convection problem with rotating walls is of great importance in the 
application areas of cooling of turbine rotors, nuclear power reactors, rotating 
condensers, and so on. In this section, we try to apply the present solver to investigate 
this mixed convection problem in the axisymmetric limit, i.e., the mixed convections 
in a vertical annulus with a heated rotating inner cylinder.  
 
The configuration of this problem is displayed in Fig. 4.20. A heated inner cylinder of 
radius ir  and temperature iT   is rotating with an angular velocity i  while the 
outer cylinder of radius or  is kept stationary and isothermal at a lower temperature 
oT . These two cylinders, together with two stationary adiabatic plates at the two ends, 
are placed coaxially to form an annulus of height H . The gap between the two 
concentric cylinders is set as o iD r r  . This flow system can be normalized by six 
non-dimensional parameters. Three of them, i.e., the Prandlt number Pr  and two 
aspect ratios ioR  and  / o iH r r    are the same as those defined in Section 4.3.1. 
The other three parameters are defined as follows: the Reynolds number 
Re /i ir D  , the Grashof number  
3 2/i oGr g T T D    and their combination 
2/ ReGr  . The parameter   is applied to measure the relative importance of 
buoyancy and centrifugal forces. In the present study, the following parameters are 
adopted: Re 100 , Pr 0.7 , 2ioR  , 10  , 1ir  . Three different values of 
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0,0.01   and 0.05 are used to examine the relative effects of buoyancy and 
centrifugal forces on the flow patterns and temperature fields. In all simulations, a 
grid size of 41 401  is used.  
 
To quantitatively characterize the heat transfer behavior, the mean equivalent 















  (4.27) 
 
Table 4.4 shows the mean equivalent conductivity along the inner cylinder at 
0,0.01   and 0.05 for this mixed convection problem. Also included in this table 
are the solutions of Ball and Farouk (1987), Ho and Tu (1993) and Peng （2004) for 
comparison. It can be seen that the present results agree well with those of previous 
studies quantitatively. It can also be seen from this table that when   is sufficiently 
small, the mean equivalent conductivity along the inner cylinder decreases with the 
increase of  . This interesting characteristic may be explained from two perspectives. 
On the one hand, as   is increased, the density adjacent to the inner heated wall is 
decreased due to the presence of the buoyancy force. Thus, the strength of the 
centrifugal force, which dominates the flow field of isothermal fluids, is weakened 
and would reduce convection in the fluids. This effect decreases the heat transfer rate. 
On the other hand, the buoyancy force has a complicated effect on the 
counter-rotating Taylor vortex pairs. Specifically, with the increase of   and the 
buoyancy force, the intensity of the Taylor vortex along the positive   direction is 
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enhanced while that in the negative  direction is weakened. This effect can be 
clearly seen from the streamlines and vorticity contours shown in Fig. 4.21, where the 
positive  direction vortex is enlarged while the negative one becomes smaller. As 
a result, the combinations of these two effects of the buoyancy and centrifugal force 
would finally decrease the heat transfer rate. Note that this conclusion is obtained with 
the assumption of small  . The isotherms and azimuthal velocity contours are also 
shown in Fig. 4.21. The same trends as those of previous studies (Ball and Farouk 
1987, Ho and Tu 1993 and Peng 2004) are observed.  
 
4.3.4 Wheeler’s benchmark problem 
In this section, a more complex test case, the Wheeler’s benchmark problem in 
Czochralski crystal growth (Wheeler 1990, Shu et al. 1997 and Xu et al. 1997), is 
considered. This problem combines the effects of natural convection due to buoyancy 
force generated by temperature gradient and the effects of forced convection due to 
forces generated by rotations of the crystal and crucible.  
 
The configuration of this problem is depicted in Fig. 4.22: a crucible of radius cR  
and height H  is filled with fluid or melt and rotating at an angular velocity of c . 
The temperature of the lateral wall of the crucible is noted as cT . A brick of crystal of 
radius oR  and temperature oT  on top of the melt is rotating with an angular velocity 






    
 
,    for 0r  , 0 z    (4.28a) 
0, ,r z c c cu u u R T T    ,   for  1r  , 0 z    (4.28b) 
0, ,r z c c
T




    















     
  
,  for z  , 1r     (4.28d) 





     
 
The wheeler’s benchmark problem can be normalized using four non-dimensional 
parameters: two rotational Reynolds numbers of 2Re /o c oR    and  
2Re /c c cR   , the Prandtl number Pr /   and the Grashof number 
  3 2/c o cGr g T T R   . In the present simulations, we set 1  , 0.4   and 
Pr 0.05 . The thermal characteristic velocity  c o cg T T R   is judiciously 
chosen to satisfy the incompressible limit. Three different cases whose key parameters 
are described by Table 4.5 are considered. These three cases are simulated on the 
same grid size of 101 101 . Initially, the flow field is at rest.    
 
Table 4.6 shows the absolute maximum values of the stream functions for Cases A-C. 
Also included are the results of Shu et al. (1997), Xu et al. (1997) and Peng et al. 
(2003) for quantitative comparison. It may be noted that the results of Shu et al. (1997) 
are obtained using a high order DQ method which could be considered as the 
benchmark solutions. The maximum relative error between the present solution and 
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those of DQ method is within 2%. Obviously, good agreements are achieved. 
 
The streamlines and isotherms for Cases A-C are shown in Fig. 4.23. As can be seen, 
for the forced convection cases, Case A forms one primary vortex while Case B 
generates two. Although the flow fields are quite different for these two cases, the 
isotherms for the temperature field are similar. This similarity of the isotherm may be 
explained by the fact that the forced convection, induced by rotations of crystal and 
crucible, has a modest effect on the temperature field when the rotational Reynolds 
number is low. For the natural convection Case C, although only one primary vortex 
appears, the thermal boundary layer at the bottom of the crucible begins to separate, 
which deviates from those of Cases A and B. This is because the Rayleigh number is 
large enough for this case and the convection induced by buoyancy force dominates 
the temperature field. All these observations agree well with the previous studies of 
Shu et al. (1997), Xu et al. (1997) and Peng et al. (2003).  
 
4.4 Concluding remarks 
In this Chapter, a fractional-step lattice Boltzmann flux solver (FS-LBFS) was 
proposed for simulation of axisymmetric isothermal and thermal flows. By 
introducing the fractional-step method, the FS-LBFS successfully splits the overall 
solution process into two steps of predictor and corrector. In the predictor step, the 
intermediate flow fields are firstly predicted by the TLBFS, without considering the 
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external forcing terms for axisymmetric effects. Subsequently, these intermediate 
fields are corrected by the inclusion of the previously omitted external forces to 
account for axisymmetric effects. Due to the application of the fractional-step 
approach, the following advantages are attained using the present method: (1) it 
decouples the external forcing terms and LBM. The difficulty of complicated 
derivations of external terms and implementation of LB models caused by coupling 
can be effectively removed; (2) the simplicity of the standard LB models is attained; 
(3) the FS-LBFS presents a complete and consistent solver for axisymmetric thermal 
flows with rotating walls. 
 
The proposed solver was validated by simulating axisymmetric isothermal and 
thermal flows, such as pipe flow, Taylor-Couette flow, cylindrical cavity flow, natural 
convection between two concentric cylinders, the Rayleigh-Benard convection in a 
vertical cylinder, mixed convections in a vertical tall annulus and the Wheeler’s 
Benchmark problem in crystal growth. The obtained numerical results are compared 
with experimental and/or numerical data available in the literature. The good 
agreements verify the capability and reliability of the proposed solver. In the next 
chapter, the multiphase lattice Boltzmann flux solver will be proposed for simulation 







Table 4.1 Comparison of the maximum value of the stream function for the 
Taylor-Couette flow at different Reynolds numbers 
 
Re   
max  
Present Huang et al. (2007) Liu (1998) 
85  24.814 10  24.810 10   24.854 10  





Table 4.2 Comparison of the mean Nusselt number for natural convection in annulus 
 
Ra  
Venkatachalappa et al. (2001) Li et al. (2009) Present 
  / 2i oNu Nu  iNu  oNu  iNu  oNu  
10
4 
3.163 3.216 3.218 3.220 3.217 
10
5 






Table 4.3 Comparison of maximum velocity for the Rayleigh-Benard convection at 
Ra=5000 
Ra Authors Up-flow Down-flow 
 
5000 
Zheng et al. (2010) 0.353 0.351 
Lemembre (1998) 0.353 0.353 





Table 4.4 Mean equivalent conductivity along the inner cylinder for mixed convection 
in an annulus at Re=100 with different    
   Mean equivalent conductivity eqk   
Present Ho and Tu (1993) Ball and Farouk (1987) Peng (2004) 
0 1.394 1.393 1.473 1.383 
0.01 1.383 1.383 1.370 1.372 








Table 4.5 Parameters in three different cases for the Wheeler’s benchmark problem 















Table 4.6 Comparison of the absolute maximum values of the stream functions for the 










B 0.119 0.118 0.117 0.114 
C 28.861
 



















Fig. 4.1 Schematic diagram of the cylindrical coordinates 
 
 
Fig. 4.2 Local reconstruction of LBE solution at cell interface, 
( , , , , )z ru u u e    W ; 
eq
  represents 
eqf , 












(a) 8   (b) 16   
Fig. 4.5 The velocity profile of zu  for Womersley flow at Re = 1200  
 
 
Fig. 4.6 Configuration of Taylor-Couette flow  
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(a) Streamlines (b)Vorticity Contours  (c)Azimuthal velocity 
Fig. 4.7 Flow patterns for the Taylor-Couette flow at Re=85 
 
   
(a)Streamlines (b) Vorticity Contours  (c) Azimuthal velocity 
Fig. 4.8 Flow patterns for the Taylor-Couette flow at Re=100 
 








Fig. 4.11 Streamlines of the cylindrical cavity flow at Re = 1290 and 1.5Ar    
 
 





Fig. 4.13 Comparison of the axial velocity along the symmetric axis for the 
cylindrical cavity flow at Re = 990 and 1.5Ar    
 
 
Fig. 4.14 Comparison of the axial velocity along the symmetric axis for the 




Fig. 4.15 Comparison of the axial velocity along the symmetric axis for the 
















Fig. 4.17 Streamlines (Left) and Isotherms (Right) for natural convection in an 



















Fig. 4.20 Configration of the mixed convection in vertical annlus with a heated 






    
 
    
 
    
(a) 0    (b) 0.01    (c) 0.05   
Fig. 4.21 Streamlines, isotherms, vorticity contours and azimuthal velocity contours 
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  Chapter 5 
Multiphase Lattice Boltzmann Flux Solver for 
Incompressible Flows with Large Density Ratio 
 
In the previous chapters, the LBFS has been constructed for effective simulation of 
isothermal, thermal and axisymmetric flows, which successfully eliminates the 
drawbacks of the LBM, such as limitation to uniform mesh, tie-up between the time 
step and the mesh spacing and complex implementation of boundary conditions. In 
this chapter, a multiphase lattice Boltzmann flux solver (MLBFS) is proposed for 
effective simulation of incompressible multiphase flows with both low and large 
density ratios, which retains the advantages of the LBFS and extends its applicable 
flow regime as well. The MLBFS is a finite volume scheme for the direct update of 
the macroscopic variables at the cell centers. The fluxes of the MLBFS are evaluated 
at each cell interface by local reconstruction of the standard lattice Boltzmann 
solution and numerical approximation of several source terms. The phase interfaces 
are captured by solving the phase-field Cahn-Hilliard equation with a third order 
up-wind scheme. Unlike the conventional multiphase LB models, which restrict their 
applications on uniform grids with fixed time step, the MLBFS has the capability and 
advantage to simulate multiphase flows on non-uniform grids with desirable temporal 
schemes. In addition, the MLBFS also retains the simplicity of the standard LBE and 
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provides a simpler way to deal with external forcing terms. To validate the proposed 
solver, both 2D and 3D multiphase flows will be simulated on both uniform and 
non-uniform grids.  
 
The rest of this chapter is organized as follows: In Section 5.1, the governing 
equations of the MLBFS for the flow field are constructed based on the standard LBE 
and the Chapman-Enskog analysis; In Section 5.2, the finite volume method is applied 
to solve these equations and the details for evaluation of the flux by the MLBFS will 
be described; after that the Cahn-Hillard model for the interface capturing is presented 
in Section 5.3; Section 5.4 gives the overall computational sequence; several 2D and 
3D numerical examples will be studied respectively in Section 5.5 and 5.6 to validate 
the proposed solver; concluding remarks will be given in Section 5.6.   
 
5.1 MLBFS for the flow field 
 
5.1.1 Governing equations 
To show the governing equations of the MLBFS, the macroscopic Navier-Stokes (N-S) 
equations, recovered by the multiphase LB model (He et al. 1999 and Lee and Lin 
2005) are described first. After that, the standard LBE model, which does not involve 
external forcing terms, will be analyzed by the multi-scale Chapman-Enskog 
expansion analysis. From the analysis, relationships between the fluxes in the 
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governing differential equations and density distribution function in the standard LBE 
will be established. These relationships will then be incorporated into the final 
governing equations.  
         
Macroscopic N-S equations 
The macroscopic governing equations, recovered by the general multiphase LB 







     
 
u u , (5.1a) 




           

u
u u u u + F  (5.1b) 
where ρ is the fluid density, u is the flow velocity, p is the pressure and sF  is the 
surface tension along the phase interfaces. Note that, in the recovery of Eq. (5.1), 
complicated external forcing terms are involved in the evolution equations of the 
conventional multiphase LB models. The existence of these external forcing terms 
may introduce additional errors and degrade the simplicity of the LBM. To eliminate 
this drawback, the standard LBE without any external forcing terms are analyzed and 
applied to construct the governing equations of the MLBFS. 
 
Standard LBE and Chapman-Enskog expansion analysis 
The standard LBE for multiphase flows of binary immiscible fluids can be written as:  
( , ) ( , )
( , ) ( , )
eq
t t
f t f t
f t f t     


   
r r
r e r ,  0 , 1 , . . . ,N   (5.2) 
where  ,x yr =  represents a physical location, f  is the particle distribution 
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function,   is the single relaxation parameter; t  is the streaming time step and e  
is the particle velocity in the   direction; N is the number of discrete particle 
velocities. eqf  is the equilibrium state of f  given as follows: 
 














          
 
e u ue u
r , (5.3) 
where the coefficients w  and the sound speed sc  depend on the lattice velocity 
model. Here, the D2Q9 model for the 2D case and the D3Q15 model for the 3D case 
are introduced for simulations. These two models are given respectively as: 
   
 
0 0
1,0 , 0, 1 1 4







   
   
e  (5.4a) 
for the 2D case and 
     
 
0 0
1,0,0 , 0, 1,0 , 0,0, 1 1 6







    
    
e  (5.4b) 
for the 3D case. For the D2Q9 model given by Eq. (5.4a), the parameters w  and sc  
are given as: 0 4 9w  , 1 2 3 4 1 9w w w w    , 5 6 7 8 1 36w w w w    , and 
1 3sc  ; and for the D3Q15 model, they are set as 0 2 9w  , 1 6 1 9w  , 
7 14 1 72w   , and 1 3sc  . 
 
The particle distribution functions f  and their equilibrium states 
eqf  satisfy the 
mass and momentum conservation laws at any physical location: 
0 0
N N
eqp f f 
  
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= , (5.7) 
where   is the momentum flux tensor defined by 
0
1
( ) ( ) 1
2
N
eq neqf f      
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  
     
  
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e . (5.9) 
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      
, (5.12a) 
 2 1/ 2s tc     . (5.12b) 
It can be seen that both the mass and momentum equations of Eq. (5.10)-(5.12) 
recovered by the standard LBE deviate from the true N-S equations given by Eq. (5.1). 
Due to this discrepancy, the standard LBE model cannot be directly applied for 
simulation of multiphase flows. To accurately recover Eq. (5.1), the conventional 
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multiphase LB models usually add complex external forcing terms into the LBE. As 
indicated earlier, the inclusion of external forcing terms may spoil the simplicity of 
the LBM and introduce additional errors. In addition, the compatibility conditions for 
mass and momentum conservations shown in Eq. (5.5) also become more complicated 
by including some gradient terms. To eliminate these drawbacks and effectively make 
use of the advantages of the standard LBE model, we can incorporate the relationships 
of the standard LBE model into the macroscopic governing equation (5.1).  
 
Governing equations of the MLBFS  










u e  (5.13a) 
       2/T e sp c          u u u uI  (5.13b) 
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 
e u , (5.14a) 
 
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   

u
F = . (5.14b) 
where   and e  are respectively shown in Eqs. (5.8) and (5.12). Note that in Eq. 
(5.14), the distribution function f  is given by the standard LBE. Equation (5.14) is 
the governing equation for the application of MLBFS. In the next section, we will 
discuss numerical discretization of Eq. (5.14) by using the finite volume method. 
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5.1.2 Numerical discretization by the finite volume method 
A cell-centered finite volume method is applied in the MLBFS to solve Eq. (5.14) so 
that the flow variables (  2, s= p cW u ) can be marched in time at the cell center. 
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e , (5.18) 
  2 2 2 2, , ,
T
E s sx s sy s sz sp c F c F c F c   F u , (5.19) 
Here, iV  is the volume of i , and kS  is the area of the k
th
 control surface 
enclosing i , xn  and yn  are the x- and y-components of the unit outward normal 
vector on the k
th
 control surface. The detailed expression for the flux kR  at an 
interface depends on the lattice velocity model.  
 
To evaluate the flux kR  at the cell interface, the unknowns are 
^f  and 
e
jk  
according to Eq. (5.15). As shown in Eq. (5.12a), 
e
jk  only consists of the velocity 




can be easily calculated at the cell interface by discretizing these terms directly. The 
key issue involved in the evaluation of the flux 
kR  is the evaluation of 
^f  at an 
interface between two adjacent control volumes. Details of the evaluation procedure 
are given below.  
 
Evaluation of ^f  at a cell interface by MLBFS 
Consider an interface between two adjacent control volumes shown in Fig. 5.1 and 5.2. 
The evaluation of ^f  is performed at the midpoint of the interface. According to Eq. 
(5.17), ^f includes both equilibrium and non-equilibrium density distribution 
functions eqf  and 
neqf . The evaluation procedure for 
eqf  and 
neqf  are 
illustrated respectively.      
 
By applying a second-order Taylor-series expansion to Eq. (5.18), neqf  can be 
approximated by eqf  at the cell interface and its surrounding points: 
( , ) ( , ) ( , )neq eq eq t tf t f t f t           r r r e  (5.20) 
Here, r represents the mid-point of an interface between two adjacent control volumes. 
In Eq. (5.20),  ,eq t tf t   r e  can be computed from  , u  and p  at 
 ,t tt  r e . If ir  and 1ir  are defined as the physical positions of the two cell 
centers respectively,  , u  and p  at the location tr e  can be calculated by 
interpolations with given flow properties at these cell centers. One possible 
interpolation formulation for  , u  and p  can be given as: 
1 1 1 1
( ) ( ) ( ),         when  is in 
( , )
( ) ( ) ( ),  when  is in  
i t i i t i
t t
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  
      
     
   
     
r r e r r r e
r e
r r e r r r e
 (5.21) 
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where   represents the flow variables  , u  and p . After interpolations of these 
flow properties,  ,eq t tf t   r e  can be computed using Eq. (5.3). 
 
The only remaining unknown is  eqf ,t r . In a similar way to those for 
 ,eq t tf t   r e ,  
eqf ,t r  can be also computed using  , u  and p  at  ,tr  
by applying Eq. (5.3).  p ,tr  and  ( , )t ,t r u r  are reconstructed by the LBM 
solutions: 
0
( , ) ( , )
N
eq




  r r e , (5.22a) 
2
0
( , ) ( , ) ( , )
N
eq




  r u r r e e , (5.22b) 
0
( , ) ( , )
N
t tt t 

    

  r r e  (5.22c) 
In the above equations, ( , )eq t tf t   r e  has already been evaluated. By applying 
equations (5.3) and (5.22),  eqf ,t r  can be obtained. Note that Eq. (5.22c) has the 
second order of accuracy in space due to the isotropic property of the first rank lattice 
tensor. By applying equations (5.3) and (5.22),  eqf ,t r  can be calculated. 
 
Once ( , )eq t tf t   r e  and ( , )
eqf t r  are obtained, 
neqf  can be computed by 
using Eq. (5.20) and then ^f  can be easily calculated by applying Eq. (5.17).  
 
Once ^f  and 
e
jk  are obtained, the flux at any interface can be evaluated 
according to Eq. (5.16). Then, the flow variables at the cell center can be updated by 
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solving Eq. (5.15) with a well-known temporal scheme such as the third order TVD 
(Total Variation Diminishing) Runge-Kutta scheme (Shu and Osher 1987). 
 
5.2 Cahn-Hilliard model for interface capturing 
In addition to the pressure evolution and momentum equations (5.14) for solving the 
pressure and velocity field, the Cahn-Hilliard model is applied to capture the interface 
of two incompressible immiscible fluids. The governing equations of this model can 
be written as: 








u , (5.23) 
where C  represents the volume fraction of the heavier fluid and takes values in the 
range of  0,1 ; M  is known as the constant mobility or diffuse flow rate; the local 
density   is taken as a linear combination of the heavier and lighter fluids ( H  and 
L ) weighted by the volume fraction C : 
 1H LC C     . (5.24) 
In Eq. (5.23), C  represents the chemical potential determined by the total free 
energy of the fluid-fluid or fluid-wall interfaces. 










     
  
, (5.25) 
where the bulk free energy can be defined by  
22
0 1E C C   with a constant of 
 ;   is a fixed gradient parameter;  sC  represents the wall free energy per unit 
area. When an equilibrium state of the interfacial interactions is reached, the total free 
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energy is minimized. With this condition, the chemical potential   can be 
determined by: 
  2 20 2 1 2 1C
E
C C C C C
C
   

       

. (5.26) 
If the thickness of an interface   and the interfacial tension force   are given, the 
constants   and   in Eq. (5.26) can be determined from the following two 
equations: 
2 / 6   ; 2 / 8  . (5.27) 
 
With the aid of the Cahn-Hilliard model, the expression for the surface tension force 
applied in Eq. (5.19) can be written as:  
 s sx sy sz= F ,F ,F = C  F  . (5.28) 
 
To numerically solve Eq. (5.23), the fifth-order Weighted Essentially Non-oscillatory 
scheme (WENO) (Liu et al. 2004) is applied to discretize the convection term 
 C u  and the second-order difference scheme is applied to discretize 2 CM  .  
 
When a solid wall is encountered in the multiphase flow, numerical solution of Eq. 
(5.23) needs two physical boundary conditions for interactions between the wall and 
fluids. Firstly, to ensure the mass conservation law, the boundary condition for 2 C  
at wall is given by the chemical potential gradient: 
0
wall
 n , (5.29) 
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where n  is the unit outer normal vector. Secondly, to minimize the total free energy 
contributed to the specified wall free energy, the boundary condition for 2C  is 
applied: 
 2 2 /wall wall wallC C C    n  , (5.30) 
where   is the non-dimensional wetting potential determined by the Young’s Law. 
The equilibrium contact angle eq  at the three phase contact line can be computed 
by: 
cos eq    . (5.31) 
The contact angle eq  is determined by the material properties of the fluids and solid 
wall and can be given in advance.  
 
5.3 Computational sequence 
The overall computational procedure of the MLBFS for simulation of multiphase 
flows is summarized as follows: 
(1) First, the streaming distance 
x  ( x t  ) is specified at each interface;  
(2) For any considered interface position r, calculate  , u  and p  at ( )tr e  
using Eq. (5.21) and further compute ( , )eq t tf t   r e  using Eq. (5.3); 
(3) Obtain  , u  and p  at the cell interface using Eq. (5.22) and further calculate 
( , )eqf t r ; 
(4) Calculate the single relaxation parameter 
 
using Eq. (5.12b); 
(5) Calculate neqf , and 
^f  by using Eqs. (5.20) and (5.17), respectively; 
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(6) Compute the error tensor using Eq. (5.12a); 
(7) Evaluate the fluxes kG  at the cell interface using Eq. (5.16); 
(8) Discretize Eq. (5.23) using the WENO scheme; 
(9) Apply the third order TVD scheme to solve Eqs. (5.15) and (5.23);  
(10) Repeat steps (2-9) until numerical solutions are obtained.  
 
5.4 Two-dimensional numerical examples 
In this section, the MLBFS is validated by simulating several 2D benchmark test 
cases. First, the two-phase co-current flow with density ratio up to 1000 in a channel 
is simulated. The obtained results are compared with the analytical solutions. 
Secondly, the flow of droplet spreading on a flat plate is simulated to examine the 
reliability of the MLBFS with complicated boundary conditions. After that, to further 
examine the MLBFS for unsteady multiphase flows, the Rayleigh-Taylor instability is 
investigated. This flow will be studied at both low and high Reynolds numbers. The 
fourth test case involves a droplet splashing on a thin film with density ratio of 1000. 
This problem is studied to examine the performance of the present method for 
high-density-ratio multiphase flows.    
 
5.4.1 Immiscible two-phase co-current flow in a 2D channel 
The co-current flow in a 2D channel driven by an external force xF  is considered. 
The configuration and non-uniform computational mesh of this flow are displayed in 
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Fig. 5.3. In this figure, the non-wetting fluid 1 of density L  is placed in the region 
y a  of the channel while the wetting fluid 2 of density H  is within a y b  . 
The grids around the phase interfaces and those near the walls are sufficiently fine. 
The analytical solutions of this flow can be found in Huang et al. (2009, 2013)  
 
Firstly, to examine the accuracy of the present solver, the flows at four different 
density ratios of /H LR    of 10, 20, 100 and 1000 are considered. The flow 
parameters are set as: 1 2 0.01   , 50a  , 100b  , 1H   and 
91 10xF
  . 
The external force xF  is applied on either Fluid 1 or Fluid 2. A fine non-uniform grid 
of 50 200  is applied for these four cases. Figures 5.4 and 5.5 show the velocity 
profiles for cases where the external force is being applied respectively on Fluid 1 and 
Fluid 2. Also included in the figures are the analytical solutions. It is seen that the 
present results agree excellently well with those analytical solutions, which 
successfully validates the reliability of the present solver.  
 
After that, we further examine its efficiency. A density ratio =10R  of the two-phase 
co-current flow is considered and the flow parameters are set the same as those in the 
previous cases. Three non-uniform grids of 41×41, 81×81 and 121×121 and one 
uniform grid of 121×121 are applied. Numerical simulations are carried out on a 
Lenovo Laptop (Intel I3 core with 2.53 GHz and 4 GB RAM). The marching time is 
set locally for each simulation on a grid. The maximum horizontal velocity Umax and 
the computational time on different grids are compared in Table 5.1. It can be seen 
163 
that the relative error between the present results obtained on a non-uniform grid of 
81×81 and analytical solution is 1.33%, which is lower than 2.01% obtained on the 
uniform grid of 121×121. The computational time for the grid of 81×81 is 547.9 s, 
which is improved by 62.6% as compared with that of 1465.2s for the uniform grid of 
121×121. Even for the same grid size of 121×121, the computational time for the 
non-uniform grid is much less than that for the uniform grid due to the application of 
local computational time.  
 
5.4.2 Two-phase Taylor-Couette flows in two concentric cylinders 
To further display the capability of the present flow solver on curved boundary, the 
two-phase Taylor-Couette flow is considered. The schematic diagram and typical 
body-fitted grid for this flow are depicted in Fig. 5.6. Two layers of fluids are filled in 
the annulus. The inner cylinder of radius 1R  is rotating with angular velocity   
while the outer cylinder of radius 2R  is kept stationary. The interface is located at 
the middle of the annulus, which forms a circle with radius R i . The dynamic 
viscosity of Fluid 1 and Fluid 2 and their ratio are denoted, respectively, as 1 , 2  
and 
2 1/ 2 1
/M    .  
 
In the present study, the geometrical and flow parameters are set as: 1R 1 , 2R 2 , 
R 1.5i   and 0.05  . With these parameters, the analytical solutions for this flow 
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where    1 7 16 / 20 +7A M M  ,  1 36 / 20 +7B M M  ,  2 9 / 20 7A M    and 
 2 36 / 20 7A M  . Three different viscosity ratios of 2 1/M  =1, 2 and 10 are 
simulated and a grid size of 81×81 is applied. The no-slip boundary conditions are 
applied on the cylinder surfaces in the same way as those in N-S solvers. Figure 5.7 
compares the numerical results with the analytical solutions. Obviously, good 
agreements have been achieved, which demonstrate one of the advantages of our 
MLBFS: flexible for application on non-uniform mesh.    
 
5.4.3 Droplet spreading on a flat plate 
In this section, a droplet spreading on a flat plate is simulated to examine the MLBFS 
for multiphase flows with complicated boundary conditions. Firstly, the no-slip 
boundary condition should be applied along the wall. Besides that, the wetting 
boundary condition and mass conservation condition given by Eqs. (5.30-5.31) should 
be specified when solving the Cahn-Hillard equation.  
 
In our simulations, a rectangular computational domain with a grid size of 200 100  
is used. A horizontal wall is placed along the bottom boundary of the computational 
domain. The densities of liquid and gas are 1.0H  , 0.1L  , the interface 
thickness is 3   lattice units and the surface tension is 0.001  . A liquid droplet 
with radius 25 in lattice units is generated at the center of this plate. Due to surface 
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tension and the adhesion force between fluids and wall, the contact point moves and 
the droplet deforms at the beginning. When the droplet reaches an equilibrium state, 
the contact angle eq  becomes constant. Through specifying different  , four 
different contact angles ( eq ) of 30°, 90°, 120°and 150° can be obtained as shown in 
Fig. 5.8. Through measuring the equilibrium contact angles using a geometric formula, 
the measured contact angles are compared with analytical ones in Fig. 5.9. It is seen 
that the contact angles obtained from MLBFS agree well with the theoretical 
predictions. 
 
5.4.4 Rayleigh-Taylor instability 
The Rayleigh-Taylor instability of binary fluids under gravity involves very 
interesting phenomena and has been investigated extensively. This benchmark case is 
also simulated here to test our solver.  
 
Consider a rectangular box of    / 2, / 2 2 ,2d d d d     filled with two layers of 
fluids, heavy fluid (density H ) on top of light one (density L ). This box is 
subjected to gravitational effects. Periodic boundary conditions are applied to the left 
and right boundaries. No-slip wall boundary conditions are applied to the upper and 
lower boundaries. Initially, a perturbation is generated through specifying the position 
of interface    0.1 cos 2 /y x d x d . Two non-dimensional parameters of this 
problem can be defined based on the characteristic length d  and time /T d g : 
the Reynolds number Re /dg d    and the Atwood number 
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   /H L H LAt       . The kinematic viscosity   is identical for both fluids. 
The following parameters are applied for the simulations: 3.0  , 200d  , 
0.01dg  , 0.5At   and 1L  . A grid size of 200× is applied. In the 
present study, cases of Re=256 and 3000 are simulated.      
 
For Re=256, the interface positions and velocities of bubble front of the light fluid 
and spike tip of the heavy fluid are plotted in Fig. 5.10. Also included in these figures 
are results obtained by the conventional LB solver of He et al. (1999) and 
Navier-Stokes solver of Nourgaliev et al. (2004) for comparison. It can be seen that 
the present solutions lie between those of He et al. (1999) and Nourgaliev et al. (2004). 
The evolutions of the interface at different times are illustrated in Fig. 5.12, where 19 
equally spaced density contours are plotted in each picture. At early times, the falling 
spike of the heavy fluid and rising bubble of the light fluid are formed. After initial 
evolution, two counter-rotating vortices are generated adjacent to the falling spike due 
to the rolling-up of the heavy fluid. As the evolution continues, these two vortices are 
slough off and a pair of secondary vortices are formed at the tails of the roll-ups. The 
roll-ups and secondary vortices can be explained by the Kelvin-Helmholtz instability 
(Tryggvason 1988). All these observations agree well with those in the literature 
(Sharp 1984, Tryggvason 1988, Holdych et al. 1998, He et al. 1999 and Guermond 
and Quartapelle 2000).  
 
For the case of Re=3000, the simulation is more challenging because the convective 
167 
terms in the N-S equations dominate the flow field and the simulations may suffer 
from numerical instability. We try to simulate this flow at high Reynolds number to 
verify its capability. The present numerical results of the interface positions for this 
problem at Re = 3000 are shown in Fig. 5.11. The Navier-Stokes solutions of Ding et al. 
(2007) by using high-order WENO scheme and those of Guernond at al. (2000) by 
applying a projection FEM are also included for comparison. Good agreements are 
achieved with these results. The instantaneous patterns of the interface positions at 
different time instants are displayed in Fig. 5.13. Similar phenomena, like roll-ups and 
secondary vortices at the low Reynolds number of 256, can be clearly observed. 
These comparisons and observations validate the reliability of the present solver for 
multiphase flows at high Reynolds numbers.            
 
5.4.5 Droplet splashing on a thin film 
In this section, the problem of a droplet splashing on a thin film is investigated by 
simulations to further validate the present solver for multiphase flows with large 
density ratio. Previous studies of this problem (Kim et al. 2000 and Josserand and 
Zaleski 2003) show that, when splashing occurs, the impact radius defined by Kim et 
al. (2000) obeys a power law. The law will be used to further validate our scheme. 
 
The schematic diagram of this problem is depicted in Fig. 5.14, which shows a liquid 
droplet moving downward with velocity U  to a thin film in an ambient vapor field. 
The radius of the droplet and the height of the thin film are given respectively as R  
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and H . The density and viscosity of the liquid droplet and vapor are noted 
respectively as  ,H H   and  ,L L  . This problem can be normalized by two 
non-dimensional parameters: the Reynolds number Re 2 /H H HUR   and the 
Weber number 22 /H HWe U R  , where   is the surface tension. Since the flow 
is symmetric, the computational domain in present study only involves half of the 
flow field to reduce the computational cost. The flow parameters are set as 
0.004U  , 100R  , 1H   in lattice units, and / 1000H L   , / 40H L    
2000HWe  .  
 
At first, a grid independence study is carried out on three different grids of 251×501, 
376×751 and 501×1001 for this problem at Re = 500. Fig. 5.15 shows the liquid-gas 
interfaces at T=1. As shown in the figure, the interfaces obtained on the finest grid of 
501×1001 coincide well with those obtained on the grid of 376×751 except for a 
small fraction near the finger tip of the splashing fluid. This indicates that the grid of 
501×1001 is fine enough to capture the interface details for this case.  
 
 
After that, numerical simulations of this problem at six different Reynolds numbers of 
20, 100, 200, 400, 500 and 1000 are carried out to demonstrate the performance of the 
present solver for multiphase flows at large density ratio and high Reynolds number. 
The evolutions of the instantaneous interface positions for Re=20, 100, 400 and 1000 
are shown in Figs. 5.16a-5.16d respectively. When the Reynolds number is low 
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( Re 20 ), an outward-moving surface wave can be observed from Fig. 5.16a, which 
is also known as a deposition process. The splashing is not formed in this case. As the 
Reynolds number is increased to 100, a liquid sheet coming out of the neck is 
observed from Fig. Fig. 5.16b. Two liquid fingers at the end rim of the splashing are 
generated after the impact of the droplet. These liquid fingers are strong enough to 
withstand the surface tension force and viscous force so that instability or breakup of 
the splashing liquids does not occur at this Reynolds number. As Re= 400, similar 
splashing phenomenon can be observed from Fig. Fig. 5.16c as those at Re=100. 
However, the thickness of the fingers becomes smaller and instability occurs at the 
end rim of the liquid sheets. As Re is further increased to 1000, two liquid fingers at 
the end rim of the splashing shown in Fig. 5.16d become even thinner, which forms a 
thin film in the direction perpendicular to the plane. At T= 1.2, a tiny liquid droplet 
can be observed near the end rim of the liquid fingers. At T = 2, due to effects of the 
surface tension force and viscous force, these fingers are so instable that a breakup 
occurs at the end rim of the liquid sheet. To quantify the present results, the 
non-dimensional impact radius  / 2r R  is examined. Previous studies (Kim et al. 
2000 and Josserand and Zaleski 2003) show that the impact radius generally follows 
the power law  / 2 / 2r R Ut R , where the constant   is about 1.0 according to 
the theoretical predictions (Kim et al. 2000 and Josserand and Zaleski 2003). The 
present results of the impact radius are depicted in Fig. 5.17 as a function of 
non-dimensional time / 2Ut R . As can be seen, the present numerical results agree 
well with the prediction of the power law  / 2 / 2r R Ut R .  
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5.5 Three-dimensional numerical examples 
In this section, the reliability of the MLBFS is further examined by simulating several 
3D multiphase flows, such as the Laplace law, droplet spreading on a flat plate with 
different wettability, spherical droplet oscillation and collisions of binary droplets. 
  
5.5.1 3D Laplace law 
The Laplace law for a static bubble (density L ) immersed in another fluid (density 
H ) is examined by numerical simulations to validate the present method for 3D 
multiphase flows. In the equilibrium state, the pressure difference across the interface 





   (5.33)  
where inp  and outp  are the pressure inside and outside the bubble, respectively;   
is the surface tension coefficient and R  is the radius of the bubble. Due to symmetry, 
the computational domain shown in Fig. 5.18 is selected as half of the overall flow 
field to save computational cost. The symmetric boundary conditions can be 
implemented directly by introducing two layers of dummy cells near the symmetric 
boundary. A grid size of 121 61 121   is applied to discretize the computational 
domain. The following parameters are applied for simulations: / 5H L    and 
0.001  . Five cases with different bubble radii of 20, 25, 30, 35 and 40 are 
considered. Figure 5.19 quantitatively compares the present numerical solutions with 
the analytical results. The maximum relative error between the numerical solutions 
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and the analytical results is within 2%. Obviously, good agreements have been 
reached.   
5.5.2 3D Droplet spreading on a flat plate with different wettability 
The 3D droplet spreading on a flat plate of different wettability is considered to show 
the flexibility of the present solver for multiphase flows with complicated boundary 
conditions. Fig. 5.20 shows the configuration of the droplet spreading on a flat plate 
with different wettability. Half of a 3D liquid drop with a radius of 25 lattice units is 
generated at the bottom center of the plate. Three different boundary conditions are 
applied. Firstly, to ensure mass conservation, the mass flow rate represented by the 
chemical potential gradient should be zero along the wall. Secondly, to accurately 
model different wettability of the flat plate, a Neumann boundary condition is 
specified at the wall so that the total free energy can be minimized. Thirdly, no-slip 
condition is applied along the wall of the flat plate. In the present study, we set 
1.0H  , 0.1L  , 3   and 0.001  . A grid size of 101 101 61   is applied. 
Figure 5.21 shows a quantitative comparison of the equilibrium contact angles with the 
theoretical prediction. As can be seen, the present numerical solutions agree well with 
the analytical data. This verifies the reliability and flexibility of the present method. 
The 3D steady morphologies of the droplet for four different eq  values of 30°, 60°, 
120°and 150° are further displayed in Fig. 5.22. In this figure, the effects of the 
wettability of the flat wall on the equilibrium contact angles can be clearly seen.    
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5.5.3 Oscillating spherical droplet 
The oscillating spherical droplet immersed in another fluid is simulated to examine 
the present solver for 3D unsteady multiphase flows. Consider a droplet defined by a 
prolate spheroid with a major axis of max2R  and a minor axis of min2R . Initially, the 
droplet is released in a static state. Due to the presence of the surface tension force, 
the droplet trends to minimize its surface area and begins to oscillate. When an 
equilibrium state is finally reached, the droplet will turn into a perfect spheroid with a 
radius of dR , which can be calculated from the conservation of the droplet volume: 
3 2
min maxdR R R   (5.34) 
Theoretically, the oscillation frequency of the droplet for the n
th
 mode can be given by 
(Miller and L.E. Scriven 1968) 
* * 21 1
2 4
n n n        (5.35) 
where n  is the angular response frequency and 
*
n  is Lamb’s natural resonance 
frequency from inviscid theory expressed as  
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Another parameter   is given as follows: 
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 (5.37) 
In the above Eqs. (5.36)-(5.37),   is the interfacial surface tension, and H   and 
L  are the density of the droplet and ambient fluid, respectively, H  and L  are 
their corresponding dynamic viscosity. According to the above definitions, the angular 
173 







  (5.38) 
 
In the present simulation, the flow parameters are set as 0.2H  , 0.1L  , 
0.004H  , 0.002L  , max 57R   and min 44R  . The effects of surface tension 
on the oscillation modes are examined by varying    0.001, 0.002, 0.004, 0.008 
and 0.01. A grid size of 151 76 151   is applied. The major axis of this droplet is 
parallel to the z-axis. Figure 5.23 shows the instantaneous interface positions of the 
oscillating droplet with different surface tension forces. As can be seen, both the 
maximum oscillating amplitude and frequency are gradually increased as the surface 
tension increases. Figure 5.24 quantitatively compares the angular response period 
between the present solutions and the analytical results. The maximum relative error 
between the two solutions is within 1.2%, which once again validates the present 
solver.  
 
5.5.3 Collision of binary droplets 
To further examine the capability of the present solver, the flow of binary droplet 
collision with complex interfacial interactions is simulated in this section. The 
schematic diagram of this flow is depicted in Fig. 5.25. In the figure, two identical 
liquid droplets of diameter D  with a distance of 2D  are immersed into the ambient 
gas of density L . Initially, these two droplets have the same magnitude of velocity 
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/ 2V  in opposite directions. After the droplets begin to move, they will collide with 
each other in a short period. The collision patterns are characterized by three 
non-dimensional numbers: the Reynolds number Re /H HVD   , the Weber 
number 2 /HWe DU   and the impact parameter /B D   where H  and 
H  are the density and dynamic viscosity of the droplet, respectively. In the present 
study, the following parameters are used: Re 2000 , 100We  , 40D  , 50H  , 
1L   and 0.02U  . Two impact parameters of = 0 and 0.6 are considered to yield 
different flow patterns. Due to symmetry, the computational domain is set as half of 
the flow domain to save computational cost. A grid size of 201×61×121 is applied. 
 
Figure 5.26 shows the instantaneous evolution of the droplet shape at  = 0.0, in 
which time is normalized by U/D. After the initial motion, a head-on collision 
between the two droplets takes place and a disk-like droplet is formed at T=2.5s. After 
reaching a maximum radius, the disk-like droplet contracts inwards quickly. The fluid 
inside the droplet is pushed outwards from its center at t=10s and gradually forms a 
long cylinder with two spheroidal ends at t=18.85s. Due to instability, the long 
cylinder has already broken up at t= 20.5 and eventually evolves into two relatively 
larger spheroidal droplets and one small droplet in between at t=37.25. This type of 
collision at  = 0.0 belongs to the reflective separation regime (Ashgriz and Poo 1990). 
As  is increased to 0.6, the droplet motion and the droplet collision regime are both 
changed. The instantaneous evolution of the droplet shape is shown in Fig. 5.27. After 
initial collision, a long oblate disk-like droplet is formed at t=8.5. The oblate disk-like 
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droplet is gradually stretched at t=10 and then contracts quickly to the symmetric 
plane at t=13s due to pressure difference generated by the large curvature of the 
droplet surface and surface tension. As stretching continues, the disk-like droplet 
breaks up into large droplets and a long cylinder with small radius in between at 
t=15.5s and 17.5s. This type of collision belongs to the starching separation regime. 
The droplet motions and the obtained collision regimes are in good agreement with 
both theoretical and numerical solutions (Ashgriz and Poo 1990 and Premnath and J. 
Abraham 2005).    
 
5.6 Concluding remarks 
A multiphase lattice Boltzmann flux solver (MLBFS) is presented in this chapter for 
effective simulation of incompressible multiphase flows with large density ratio. The 
MLBFS applies the finite volume method to solve the N-S equations. Both the 
viscous and inviscid fluxes are evaluated in a simple and easy way at the cell interface 
by the local reconstruction of the LBE solutions. The external forcing terms are 
handled directly in the solver. Due to the local application of the LBM and the finite 
volume method, the present solver has the following advantages: (1) it retains the 
advantages of the standard LBM in the flux reconstruction process; (2) it can be 
effectively applied on non-uniform grids with more stable temporal schemes while the 
conventional multiphase LB model restricts its applications on uniform grids with 
fixed time step; (3) it has a much simpler and more straightforward way to deal with 
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external forcing terms and boundary conditions.  
 
The MLBFS has been validated by simulating various 2D and 3D multiphase flows, 
such as the two-phase co-current flows with density ratio up to 1000, Taylor-Couette 
flows in an annulus, Rayleigh-Taylor instabilities, droplet splashing on a thin film at 
density ratio of 1000, 3D Laplace law, 3D droplet spreading on a flat plate, 
oscillations of a 3D droplet and collisions of binary droplets. Good agreements have 
been achieved between the MLBFS solutions and those published in the literature. 
These good agreements successfully verify the reliability of the MLBFS for 
simulation of multiphase flows with large density ratios on non-uniform grids. In the 


















Table 5.1 Comparison of computational efficiency on different grids for the co-current 












81×11 0.001480 1.33% 547.9 
121×11 0.001487 0.86% 907.1 
Uniform 121×11 0.001469 2.01% 1465.2 
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Fig. 5.1 2D Flux evaluation at an interface between two control cells 
 
 








(a) / 10H L     (b) / 20H L    
  
(c) / 100H L    (d)
*
 / 1000H L    
Fig. 5.4 Velocity profiles of the two-phase co-current flows with ρH/ ρL =10, 20, 100 
and 1000: forces on Fluid 1 (* Note that the velocity in Fig. 5.4(d) is shown in the log 
scale due to its very small value in the wetting region)  
 
 
Fig. 5.5 Velocity profiles of the two-phase co-current flows with ρH/ ρL = 10, 20, 100 









Fig. 5.7 Comparison of azimuthal velocity u  along the symmetric axis for the 
two-phase Taylor-Couette flows with different viscosity ratio 
 
  
(a)  (b)  
  
(c)  (d)  
(c) eq=120° (d) eq=150° 
Fig. 5.8 Four different equilibrium contact angles obtained by the present MLBFS  
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Fig. 5.9 Comparison of the equilibrium contact angles between the present results and 
the analytical data 
  
(a)Interface Positions (b) Interface Velocities 
Fig. 5.10 Positions and velocities of the bubble and spike fronts for Rayleigh-Taylor 
instability at Re = 256 
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Fig. 5.16 (a) Evolution of the instantaneous interface for the droplet splashing on a 









Fig. 5.16 (b) Evolution of the instantaneous interface for the droplet splashing on a 







Fig. 5.16 (c) Evolution of the instantaneous interface for the droplet splashing on a 







Fig. 5.16 (d) Evolution of the instantaneous interface for the droplet splashing on a 
thin film at Re = 1000 
 
Fig. 5.17 The predicted spread radius at Re=100 for droplet splashing on a thin film 
with density ratio of 1000 
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Fig.5.18 Schematic diagram of the computational domain for the Laplace law 
 
 
Fig. 5.19 Comparison of pressure difference between the inside and outside of the 
droplet for the 3D Laplace law 
 
 







Fig. 5.21 Comparison of the equilibrium contact angles with the analytical solutions 







Fig. 5.22 The equilibrium states of the droplet spreading on a flat surface with 











Fig. 5.23 Interface positions for the droplet oscillation corresponding to different 
surface tension forces 
 
 
Fig. 5.24 Comparison of the angular response period for the droplet oscillation 
corresponding to different surface tension forces 
 
  
(a) 3D view (2) 2D view 






T=1s  T=2.5s 
  
T=7.5s  T=10s 
  
T=18.75s  T=20.5s 
  
T=26.75s  T=37.25s 
Fig. 5.26 Interface evolution for the binary droplet collision at Re=2000 and We=100 











Fig. 5.27 Interface evolution for the binary droplet collision at Re=2000 and We=100 





Chapter 6                                   
Boundary Condition-enforced Immersed Boundary-Lattice 
Boltzmann Flux Solver and Its Applications for Moving 
Boundary Flows   
 
In the previous chapters, a series of lattice Boltzmann flux solvers have been 
constructed for simulation of a variety of flows, such as isothermal flows, thermal 
flows, axisymmetric flows and multiphase flows. These solvers not only successfully 
combine the advantages of the N-S solver and the LBE solver but also effectively 
eliminate their drawbacks. In this chapter, we further extend the LBFS to solve 
moving boundary flows, which are of great interest in both academic research and 
engineering applications. To study such flows, the immersed boundary method (IBM) 
has been widely used. This chapter will first describe the basic concept of the 
conventional IBM and its application with the LBM. Specifically, much attention is 
focused on different ways to evaluate the external forcing density, which is the key of 
IBM. After that, the boundary condition-enforced immersed boundary-lattice 
Boltzmann flux solver (IB-LBFS) is proposed. By applying the fractional-step 
technique, the IB-LBFS decouples the overall solution process into a predictor step 
and a corrector step. In the predictor step, the intermediate flow field is predicted by 
applying the LBFS without considering complex structure boundaries. In the corrector 
step, the intermediate flow field is updated by calculating the restoring forces 
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generated by the boundary surfaces globally and implicitly so that the no-slip 
boundary conditions can be accurately satisfied. As compared with the traditional 
immersed boundary-lattice Boltzmann method (IB-LBM), the IB-LBFS not only 
presents a simpler way to deal with external forcing terms but also eliminates the 
drawbacks of the LBM such as limitation on uniform grids and tie-up of the grid 
spacing and time step. The present solver also successfully retains the simplicity of 
the standard LBM, such as linear streaming and collision. The proposed IB-LBFS will 
be validated through numerical simulation of a variety of 2D and 3D stationary and 
moving boundary flows.  
 
6.1 Conventional immersed boundary method (IBM) 
IBM is an efficient and flexible tool for flows past moving boundaries and complex 
geometries. In this method, the computational grids are composed of two types of 
points (shown in Fig. 6.1), i.e., Eulerian points x  (also known as Cartesian mesh) 
and Lagrangian points X  representing physical boundaries. The essence of this 
approach is as follows: the effects of the physical boundaries are firstly transformed 
into forces (or forcing density) and these forces are then distributed to the Eulerian 
points so that IBM can solve the governing equations with the distributed forcing 
terms on Eulerian points. As a consequence, the overall governing equations of the 
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0 u , (6.2) 
      , , ,t s t s t ds

 f r F r X , (6.3) 
where  , u , p  and   represent density, velocity, pressure and dynamic 
viscosity, respectively; f  and F  are the forcing terms on the Eulerian points r  
and Lagrangian points X , respectively;   ,s t r X  is a delta function. 
 
Equations (6.1)-(6.3) present a macroscopic description of the IBM for 
incompressible viscous fluids. A mesoscopic description of this method has also been 
established by applying the LBE solver. Specifically, the evaluation equation of the 
IB-LBM can be written as:   
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sp c  (6.7) 
where f  is the density distribution function along the   direction and 
eqf  is its 
corresponding equilibrium state; r represents a physical location, t  is the streaming 
time step and e  is the particle velocity in the   direction;   is the single 
relaxation parameter.  
 
To successfully apply Eq. (6.4), the lattice velocity model and equilibrium density 
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distribution function  ,eqf t r  should be selected. For the 2D case, the most popular 
lattice velocity model is D2Q9 model defined in a square lattice: 
   
 
0 0
1,0 , 0, 1 1 4
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e  (6.8) 
For the 3D case, D3Q15 lattice velocity model is commonly used: 
     
 
0 0
1,0,0 , 0, 1,0 , 0,0, 1 1 6
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e  (6.9) 
Here, x tc   , and x  is the lattice interval in space. For the equilibrium density 
distribution function  ,eqf t r , the LBGK model is commonly used: 
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For the D2Q9 model, the coefficients w  are given as 
0 4 9w  , 1 2 3 4 1 9w w w w    ; 5 6 7 8 1 36w w w w    ; and 1 3sc  ; and for 
D3Q15 model, 0 2 9w  , 1 6 1 9w  ; 7 14 1 72w   ; and 1 3sc  . 
 
For IBM applications, the key is accurate evaluation of the forcing density F  on 
Lagrangian points X  which must ensure boundary conditions of the immersed 
objects. The penalty force and direct forcing methods (Feng and Michaelides, 2004 
and 2005) are usually applied to evaluate F . For the penalty force method, the basic 
idea originates from the Hooke’s law of a spring. The immersed boundary composed 
of Lagrangian points X  is taken as an elastic fiber with suitable stiffness. When the 
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boundary point tjX  undergoes a relative motion from its reference position 
r
jX , the 
forcing density F  can be modeled by the Hooke’s law:     
 t rj j jk  F X X  (6.11) 
where k  represents the stiffness. Compared with the penalty force method, the 
direct forcing method removes the user-defined constant k . This method applies the 
momentum equation (6.1) directly on the Lagrangian points to compute the forcing 
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Together with Eq. (6.11) or (6.12), the macroscopic N-S solver of Eqs. (6.1)-(6.3) and 
the mesoscopic LBE solver of Eqs. (6.4)-(6.7) can be applied for moving boundary 
problems. However, a more powerful IBM may be constructed if the LBFS is applied. 
This is because the LBFS can effectively combine the advantages of N-S solver and 
LBE solver and at the same time eliminate their drawbacks. The development of 
LBFS-based IBM will be presented in the next section. 
 
6.2 Boundary condition-enforced immersed boundary-lattice 
Boltzmann flux solver (IB-LBFS) 
The IB-LBFS is proposed in this section for simulation of moving boundary flows 
with complex geometries. Firstly, following the concept of the conventional IBM, the 
governing equations of the IB-LBFS are constructed. A fractional step method is 
introduced to solve these equations in two steps: the predictor step and the corrector 
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step. LBFS is presented in predictor step and the boundary condition-enforced IBM is 
applied in the corrector step. The overall computational sequence is also given.  
 
6.2.1 Governing equations and fractional-step discretization 
After including forcing density term generated by the boundary effect, the overall 
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As pointed out by Shu et al. (2007), introducing a restoring force f  into the 
momentum equations is equivalent to making a velocity correction in the flow field. 
This can be achieved by applying a fractional step method to split the solution process 
of Eqs. (6.13)-(6.16). The resultant equations for predictor and corrector steps can be 
respectively written as follows: 

























(2) Corrector Step by IBM for 1nu   : 
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As shown by Equations (6.17) and (6.18), the flow field is firstly predicted by LBFS 
without considering the solid boundary. Then, velocity corrections of the flow field 
are conducted by accurately satisfying boundary conditions with the boundary 
condition-enforced immersed boundary method (Wu and Shu, 2009). Details of these 
two procedures will be shown below. 
 
6.2.2 LBFS for prediction of the flow field *u   
To predict the intermediate flow field *u , the LBFS is applied. If we define vectors 
 , W u  and apply a cell-centered finite volume method to discretize Eq. (6.17) 
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, (6.21) 
where  * 1 1 *,n ni   W u , iV  is the volume of i , and kS  is the area of the 
k
th
 control surface enclosing i , xn  and yn  are the x- and y-components of the 
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unit outward normal vector on the k
th
 control surface. Once the lattice velocity model 
is substituted into Eq. (6.20), the detailed expressions of kG  for the flux at each 
interface can be obtained. In present study, the D2Q9 model and D3Q15 model are 
applied, respectively, for the 2D case and the 3D case.  
 
To calculate the fluxes kG , 
eqf  and 
^f  should be approximated at the interface 
between two adjacent control volumes. According to Eq. (6.21), both the equilibrium 
density distribution functions eqf  and non-equilibrium density distribution functions 
neqf  are included in 
^f . The procedure to evaluate 
eqf  and 
neqf  are illustrated 
next.      
 
Consider neqf  first. As shown in Eq. (6.16), 
neqf  is only related to the equilibrium 
distribution functions at the cell interface and its surrounding points. A second order 
approximation of neqf  by using Taylor series expansion gives: 
( , ) ( , ) ( , )neq eq eq t tf t f t f t           r r r e  (6.22) 
Following the convention in the standard LBM, the equilibrium density distribution 
function  ,eq t tf t   r e  can be computed from the flow properties of density 
  and velocity u  at the corresponding positions and time  ,t tt  r e  by 
using the LBGK model of Eq. (6.10). These flow properties can be evaluated by 
interpolations. If ir , 1ir  and r are defined as the physical positions for the two cell 
centers and their interface, respectively, one possible interpolation formulation can be 
given as 
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where   represents the flow variables  , , ,u v w . 
 
Similarly,  eqf ,t r  can also be calculated by  ,t r  and  ,tu r  by applying the 
LBGK model of Eq. (6.10).  ,t r  and  ,tu r  are reconstructed locally at the 
interface by the LBE solutions: 
0
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  r u r r e e  (6.24b) 
where ( , )eq t tf t   r e  has already been computed. 
 
Once ( , )eq t tf t   r e  and ( , )
eqf t r  are obtained, 
neqf  can be approximated 
using Eq. (6.22) and thus ^f  can be easily computed by Eq. (6.21). With the 
obtained ( , )eqf t r  and 
^f , the flux kG  at any interface can be evaluated and the 
intermediate velocity field *u  can be predicted by solving Eq. (6.19). 
 
6.2.3 Boundary condition-enforced IBM for velocity correction  
After obtaining the intermediate velocity *u , we will perform velocity correction to 
obtain 1nu  by applying boundary condition-enforced IBM (Wu and Shu, 2009). 
Compared with the explicit IBMs such as the penalty force and direct forcing methods 
which can only approximately satisfy the no-slip conditions, the boundary 
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condition-enforced IBM can accurately satisfy the no-slip boundary condition. If 
1n
u  is defined as: 
1 *n  u u u , (6.25) 










According to Eq. (6.3), the correction velocity  ju r  at the Eulerian points can be 
approximated by interpolations using the values of lBu  at the Lagrangian points: 
   l l lj B j B
l
s D      u r u r X , 1, ,l N  (6.27) 
where ijD  is a continuous kernel function given by 
 













,  (6.28a) 
      2/l x l y lj B j B j BD r X r Y h     r X  (6.28b) 
 
To guarantee the no-slip boundary conditions, the velocities  1n lB

U X  on the 
Lagrangian points must be identical to those fluid velocities at the same positions. The 
fluid velocities can be obtained through interpolations of the corrected velocities 
 1n j

u r  at the Eulerian points: 
     1 1 2n l n lB j j B
j
D h   U X u r r X , 1, ,l N 1, ,j M  (6.29) 
where h  is the grid size of Eulerian mesh, N  is the number of Lagrangian points, 
M is the number of Eulerian points. 
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Substituting Eqs. (6.25), (6.27) into Eq. (6.29) gives: 
         1 * 2 2n l l k k k lB j j B B j B j B
j j k
D h s D D h
 
           
 
  U X u r r X u r X r X  (6.30) 
If we take k kB s u  as unknowns, the above equation system can be rewritten in a 
matrix form: 
AX = B  (6.31a) 
where 
1 1 2 2, , ,
T
N N
B B Bs s s       X = u u u  (6.31b) 
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The linear system of Eq. (6.31) is solved by a direct method so that the unknowns 
k k
B s u  at all Lagrangian points can be obtained simultaneously. After that, the 
velocity correction can be performed by using Eqs. (6.25)-(6.27).   
 
6.2.4 Computational sequence and force calculations 
The basic solution procedure of IB-LBFS is summarized as follows: 
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(1) Initially, specify the streaming time step t  for each interface and the single 
relaxation parameter   can be computed correspondingly by using Eq. (6.7); 
(2) Apply Eq. (6.10) (LBGK Model) to calculate ( , )eq t tf t   r e  at the 
surrounding positions of the interface; 
(3) Compute the flow properties ( , )t r  and ( , )tu r  at the cell interface by using 
Eq. (6.24), and further calculate ( , )
eqf t r  by Eq. (6.10); 
(4) Calculate ( , )neqf t r  by using Eq. (6.22); 
(5) Compute the fluxes kG  at each interface by Eqs. (6.20) and (6.21); 
(6) Predict the intermediate flow field *u  by solving Eq. (6.19); 
(7) Solve the linear system of Eq. (6.31) to obtain the force density k kB s u  at all 
Lagrangian points; 
(8) Apply Eqs. (6.25)-(6.27) to perform velocity corrections and get 1nu ; 
(9) Repeat steps 2-8 until final solutions are obtained. 
 
The lift and drag coefficients are important parameters, especially for flow past 
moving objects with passive motions. When the bodies are accelerated, in the IBM 
framework, additional terms caused by the inertial effects of the moving objects 
should be taken into account. The expression to calculate these hydrodynamic 
coefficients are given as follows:  
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F  (6.34) 
Here, BV  is the volume of the considered object, 
c
BU  is the transverse velocity of 
this object and   is the fluid density. /cB BV d dt U  is the so call inertial mass effect 
caused by the relative motion between the moving body and the computational mesh. 
Note that, for flow past stationary or rotationally oscillating cylinders, /cB BV d dt U  
is zero. 
 
6.3 Two-dimensional (2D) numerical examples 
In this section, the reliability of the proposed IB-LBFS is examined by simulating 
several 2D stationary and moving boundary flows. Applications of the IB-LBFS for 
the strong coupling of flow-structure interaction problems will be also considered.  
 
6.3.1 Flow past a stationary cylinder 
The pattern of the flow past a stationary cylinder is characterized by the Reynolds 
number defined as Re /U D  , where   is the density; U  is the free stream 
velocity; D is the diameter of the cylinder and   is the dynamic viscosity of the 
fluid. Both steady ( Re 20  and 40) and unsteady ( Re 100  and 200) flows are 
studied here. In the present simulation, the flow and geometrical parameters are set as 
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1.0  , 0.1U   and 1.0D  . A non-uniform mesh of 301 251  is applied for 
simulations. The cylinder is placed in a square region with a uniform grid of 97 97 . 
The boundary of this cylinder is represented by 150 Lagrangian points with uniform 
distribution. Initially, the flow field is given by the free stream density and velocity.      
 
For steady states of this flow at Re =20 and 40, the drag coefficients and the vortex 
length are shown in Table 6.1. Also included in this table are the published data of 
Dennis and Chang (1970), Nieuwstadt and Keller (1973), Shukla et al. (2007) and Wu 
and Shu (2009). Obviously, good agreements are achieved. As Re is increased, 
unsteady periodic flow occurs. Quantitative comparisons of the lift and drag 
coefficients and the Strouhal number are displayed in Table 6.2. The present solutions 
agree well with the available data (Braza et al. 1986, Benson et al. 1989 and Ding et al. 
2004).    
 
6.3.2 Flow past a transverse oscillating cylinder 
The problem of flow past a transverse oscillating cylinder is studied to further 
examine the IB-LBFS for moving boundary flows. In this problem, the transverse 
oscillation of the cylinder is given by a harmonic function: 
   sin 2 ey t A f t  (6.35) 
where A  is the oscillating amplitude of the cylinder and ef  is the oscillating 
frequency. To conduct simulations, the flow parameters are chosen as: Re 185 , 
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A=0.2, 0.1U  , 1.0   and D=1.0. Five cases are simulated for different 
oscillating frequencies of / 0.8e of f  , 0.9, 1.0, 1.1 and 1.2, where of  is the natural 
vortex shedding frequency for flow past the cylinder at Re=185. A non-uniform grid 
of 461 421  is used for all cases considered.  
 
Figure 6.2 shows the time-averaged drag coefficient Cd , the root-mean-square 
values rmsCd  and rmsCl  of the drag and lift coefficients of the oscillating cylinder. 
Also included in this figure are the data of Guilmineau and Queutey (2002) for 
comparison. As can be seen, good agreements have been achieved. The evolutions of 
lift and drag coefficients at four representative frequencies are displayed in Fig. 6.3. 
When / 1e of f  , the drag and lift coefficients exhibit harmonic oscillations and their 
magnitudes are enlarged with the increase of /e of f . As / 1e of f  , a modulation 
phenomenon of both lift and drag coefficients is clearly observed. Figure 6.4 displays 
the instantaneous streamlines and vorticity contours when the oscillating cylinder 
reaches its upper extreme position. From this figure, it can be seen that the streamlines 
do not penetrate the cylinder, which implies that the no-slip boundary condition is 
accurately satisfied. It is also noticed that the wavelength of the vorticity is gradually 
reduced as /e of f  is increased. All these observations agree well with those of 
Guilmineau and Queutey (2002).   
 
6.3.3 Flow past two counter-rotating cylinders 
Flow past multiple moving bluff bodies, which may involve profound fluid mechanics, 
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is an interesting topic and has attracted many researchers in recent years. Due to the 
complexity and deficiency in generating body-fitted grids, this flow presents a great 
challenge for the traditional body-fitted numerical methods. Fortunately, this difficulty 
can be effectively resolved by applying the IBM. In this section, we will demonstrate 
this capability of the present IB-LBFS by solving the flow past two counter-rotating 
cylinders.  
 
Figure 6.5 shows the schematic diagram of this problem. Two counter-rotating 
cylinders of the same diameter with the normalized angular velocity  / 2D U   
are placed in a free stream. The gap between these two cylinders is normalized by 
* /g g D . The Reynolds number is defined as Re /U D  . The following 
parameters are applied: Re=150, * 1.0g  , 1.0  , 0.1U   and 1D  . Six 
different rotational speeds of  =1.5, 2.0, 2.5, 3.0, 3.5 and 4.0 are applied to examine 
its effects on the flow pattern. A grid size of 481 321  is used. 
 
Figure 6.7 shows the streamlines and vorticity contours around the two rotating 
cylinders. It can be seen that, in all of the six cases, the unsteady wakes behind the 
cylinders can be completely suppressed and symmetric steady states are finally 
reached. For  1.5 and 2.0, two saddle points adjacent to the symmetric line can be 
found in the streamlines. A pair of symmetric vortices with long tails is also generated. 
When 2.5  , a virtual elliptic body is formed and two stagnation points appear 
along the symmetric line. As   increases, the virtual elliptic body is enlarged and 
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the stagnation points move far away from the cylinder rear. The steady and symmetric 
vortex gradually concentrates its strength around the cylinder surface with the 
increase of  . To quantitatively examine the present results, the lift and drag 
coefficients on the lower cylinder are computed and depicted in Fig. 6.6 when the 
flow eventually reaches a steady state. Also included in this figure are the results of 
Chan and Jameson (2010) and Chan et al. (2011) for comparison. Obviously, good 
agreements are achieved. The drag coefficients Cd are reduced significantly as   is 
increased from 1.5 to 4.0. Especially at 2.5  , Cd has a negative value, implying 
that the work done by the rotating cylinders not only makes the flow stable but also 
generates a forward thrust. As   is further increased, the lift coefficient Cl on the 
lower cylinder is firstly enlarged and then decreased.  
 
6.3.4 Sedimentations of one and two particles in a rectangular box  
As a typical FSI problem, the flow of single or multiple freely falling objects presents 
great difficulties for conventional body-fitted numerical methods due to uncertainty of 
the body trajectory and tedious re-meshing. As a preliminary attempt to solve this 
kind of problems, two benchmark cases of one and two particle sedimentations (Chen 
et al. 2007, Feng and Michaelides 2004, Wan and Turek 2006 and Wu and Shu 2010) 
in a rectangular box are considered.  
 
Consider sedimentation of a single particle first. This problem involves a rectangular 
box of width 2 cm and height 6 cm filled with a Newtonian fluid. The density and 
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dynamic viscosity are set, respectively, as 31.0 /f g cm   and  0.1 /g cm s   . A 
rigid circular particle of density 31.25 /p g cm   and diameter 0.25pD cm  is 
placed at the location of  1 ,4cm cm . Initially, both the fluid and particle are in a 
static state. Once releasing, the particle will fall freely downwards under the effect of 
gravity. A uniform grid of 201 601  is used in this case. Figure 6.8 compares the 
time evolution of four representative quantities of the freely falling particle: 
longitudinal coordinate yp, longitudinal velocity vp, Reynolds number Re p  and the 
translational kinetic energy TE . Here, Re p  and TE  are defined, respectively, as 
2 2Re /p p p p pD u v    and  2 2 20.125T p p p pE D u v    where pu  and pv  are 
velocity components of the particle. The numerical results of Wan and Turek (2006) 
obtained by the finite element method are also included in this figure for comparison. 
Obviously, good agreements are achieved. Figure 6.9 shows the instantaneous 
vorticity contours around the falling particles at eight different time instants. The 
temporal evolution of the particle and the vortex can be clearly observed.         
 
Next, we continue to study two particle sedimentations. Like the single particle case, a 
rectangular box of width 2 cm and height 8 cm filled with a certain Newtonian fluid is 
fixed vertically on the ground. The fluid properties are set, respectively, as 
 0.001 /g cm s    and 31.0 /f g cm  . Two identical rigid particles of diameter 
0.2pD   and density 1.01p    are respectively placed at the positions of 
 0.999 ,7.2cm cm  for the upper particle (P1) and  1.0 ,6.8cm cm  for the lower 
particle (P2). Once the particles are released, they will start to fall under the effects of 
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gravity and hydrodynamic forces. The collision forces between the particles and walls 
are taken to be the same as those of Niu et al. (2006). A uniform mesh of 201 801  
is applied in the present simulation. Figure 6.10 demonstrates the instantaneous 
positions of the two particles at different moments. An interesting phenomenon of 
drafting, kissing and tumbling (DKT) motion can be clearly observed from this figure. 
Figure 6.11 depicts the evolution of transverse and longitudinal coordinates of particle 
centers. Also included in this figure are the results of Feng and Michaelides (2004) 
and Niu et al. (2006) for comparison. As can be seen, the present results are in 
excellent agreements with the reference data until the kissing and tumbling motion of 
the two particles begin. Due to the breakup of unstable configuration of the particle 
positions and application of different collision models, the trajectories of the particles 
between different numerical simulations may differ. This point was firstly found by 
Fortes et al. (1987) and later pointed out by Wu and Shu (2010). However, the overall 
agreements are satisfactory. Figure 6.12 displays the evolution of the instantaneous 
vorticity contours at eight different time instants. The interesting phenomena caused 
by the DKT motions are clearly demonstrated.    
 
6.3.5 Vortex induced vibrations (VIV) of a circular cylinder 
After simulating flows with multi-bodies, we continue to apply the IB-LBFS to 
simulate a strongly coupled flow-structure interaction (FSI) problem: the 
flow-induced vibration (VIV) of an elastically mounted circular cylinder. The 
dynamics of the cylinder and related fluid mechanics for this flow are essential for 
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cylindrical structures such as subsea cables and pipelines to attain stability in strong 
ocean currents.  
 
The configuration of this flow is depicted in Fig. 6.13. A circular cylinder with a 
diameter D is placed in a free stream with velocity U . Due to the unsteady 
hydrodynamic forces, this cylinder must withstand free vibrations in transverse and 
in-line directions. Its vibrations can be modeled by a mass-spring-damper system, 






















    (6.36b) 
Here X , X  and X  represent the normalized in-line acceleration, velocity and 
displacement of the center of the cylinder; whereas Y , Y  and Y  denote the same 
properties related to the transverse motion.   is the structural damping ratio. nF  
represents the reduced natural frequency defined by /n nF f D U . 
*m  is the 
normalized mass of the cylinder defined by  * 24 /m m D . In addition to nF  
and *m , this system can be normalized by two non-dimensional parameters: the 
Reynolds number defined by Re /U D   and the reduced velocity 
*U  defined 
by  * / 1/n nU U f D F  . Numerical solutions of the ordinary differential equation 
(6.33) are conducted by the well-known 4-step Runge-Kutta scheme. 
 
In the present study, the following parameters are applied: Re=100, * 10m  , 1.0  , 
D=1.0, 0.1U  . In addition, the damping ratio is taken as zero to achieve high 
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amplitude oscillations. The reduced velocity is varied from 4.0 to 8.5 to examine 
different vibration modes and flow patterns. A grid size of 386 421  is applied. 
 
Figure 6.14 displays the maximum transverse displacement Ymax and the reduced 
frequency FY of the transverse oscillations of the cylinder. The results of Singh and 
Mittal (2005) obtained by the finite element method are also included for comparison. 
Obviously, good agreements have been achieved. It can be seen that the oscillation 
amplitude of Ymax is increased significantly when the reduced velocity 
*U  varies 
from 4.5 to 5.0. The peak oscillation amplitude of Ymax for all cases considered in this 
study is 0.54D at the reduced velocity of * 5U  . As *U  is increased from 5.0 to 8.0, 
there is a gradual reduction in the amplitude Ymax. Subsequently, the amplitude of 
Ymax decreases sharply when 
*U  reaches 8.5. These two abrupt changes in 
oscillation amplitudes can be explained by different oscillation modes of the cylinder, 
which involve resonance and dissonance. In the broad range of *5 8U  , the actual 
oscillation frequency FY obtained from simulations synchronizes with the activated 
frequency nF  which indicates the occurrence of resonance. Note that the band of 
resonance frequency is within the range 0.125 0.2nF   which is in the vicinity of 
the natural vortex shedding frequency 0.163 for flow past a stationary circular. The 
trajectories of the oscillating cylinder at different *U  are shown in Fig. 6.16. The 
oscillation amplitudes in the transverse direction are much larger than those in the 
inline direction and the synchronization or lock-in regime can be clearly observed 
from the trajectories. Figure 6.15 shows the temporal evolutions of hydrodynamic 
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force coefficients. As expected, both the lift and drag coefficients reach their 
maximum values at * 5U  . Modulation of frequency can also be observed in the 
evolution of these coefficients. The instantaneous vorticity contours are displayed in 
Fig. 6.17. The so-called 2S mode of shedding two single vortices from each side of 
the cylinder in each period, i.e. the well-known Karman vortex street, occurs in all 
considered cases. It is interesting to find that, for the case of high amplitude 
oscillation at * 5U  , there are two arrays of vortices moving downwards without 
converging into a single vortex street. Another important phenomenon is that, with the 
increase of the reduced velocity *U , the wavelength of the shedding vortices is 
increased while the wavenumber is decreased in the synchronization regime of 
*5 8U  .  
 
6.4 Three dimensional (3D) numerical examples 
In this section, several 3D stationary and moving boundary flows will be studied to 
further examine the reliability of the proposed IB-LBFS.  
 
6.4.1 Flow past a stationary sphere 
Flow past a stationary sphere is a benchmark case to validate numerical methods. This 
flow can be characterized by the Reynolds number defined by Re /U D  , where 
  and   are the fluid density and dynamic viscosity, respectively, U  is the free 
stream velocity and D  is the sphere diameter. Here, laminar flows at low Reynolds 
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numbers of 50, 100, 150, 200, 250 and 300 will be considered.          
 
The computational domain is taken as a rectangular box of 30 24 24D D D   in the 
x-, y- and z- directions, respectively. The sphere, whose surface is discretized by 
triangular elements with 1333 vertices, is placed at  12 ,12 ,12D D D . A non-uniform 
mesh with the grid size of 141 121 121   is used. The mesh around the sphere is fine 
and uniform and its size is taken as 60 60 60  . Initially, the fluid density and the 
velocity are taken, respectively, as 1.0   and 0.1U  .  
 
To quantitatively examine the accuracy of the present solver, the drag coefficients at 
Re=100, 250 and 300 are computed and compared quantitatively in Table 6.3. Also 
included in this table for comparison are the numerical results of Tomboulides et al. 
(1993), Kim et al. (2001), Gilmanov et al. (2003) and Wang et al. (2008). Obviously, 
good agreements are achieved. 
 
The streamlines in the x-y plane at Re=50, 150 100, and 200 are depicted in Fig. 6.18. 
These streamlines are symmetric about the x axis. They flow past the sphere smoothly 
and no penetration occurs. This phenomenon indicates that, the no-slip boundary 
conditions are accurately satisfied. A recirculation region can be found behind the 
sphere and its length sL  increases continuously as Re increases. Quantitative 
comparisons of the present results of sL  with those of Johnson and Patel (1999) and 
Gilmanov et al (2003) are made in Fig. 6.19. Obviously, good agreements are reached. 
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As Re is increased to 250, steady non-axisymmetric flow pattern shows up. This 
phenomenon is demonstrated in Fig. 6.20, which depicts the streamlines in the x-y 
and x-z planes. While the streamlines in the x-y plane remains symmetric about the 
x-axis, those in the x-z plane generate two asymmetric vortices. As Re=300, a 
well-organized periodic flow shows up and large vortices are shed periodically from 
the wake of the sphere. Figure 6.21 shows the instantaneous streamlines in a whole 
period. The flow in the x-y plane is kept symmetric about the x-axis while that in the 
x-z plane shows periodicity.  
 
The vortex structures at Re=200,250 and 300 are plotted in Fig. 6.22 by using the 2 - 
method (Jeong and Hussain 1995) and the streamwise vortex. The value of 2  is 
chosen as 55 10  . At Re=200, the streamwise vortices show two long and many 
short conic structures while the entire vortex represented by 2  only covers the 
sphere. When Re=250, the whole vortex evolves into a pair of stretched tails in the 
wake of the sphere. As Re is increased to 300, the streamwise vortices are even larger 
and become unsteady. The whole vortex given by 2  forms the well-known hairpin 
vortex behind the sphere. The vertical structures are still symmetric about the x-y 
plane.                                
 
6.4.2 Flow past a torus  
We continue to validate the IB-LBFS for 3D flows with complex geometries by 
simulating flow past a torus. The geometry of the torus is depicted in Fig. 6.23. The 
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aspect ratio of the torus is defined as /Ar D d , where D  and d  are, respectively, 
the mean and cross-section diameters. The regimes of this flow are characterized by 
two non-dimensional parameters, i.e., the aspect ratio Ar  and the Reynolds number 
defined as Re /U d  . Two different aspect ratios of Ar  0.5 and 2.0 and a 
range of Reynolds numbers are considered. 
 
For all cases considered in the present study, the computational domain is within a 
rectangular box with the size of 30 24 24d d d   in the x-, y- and z-directions, 
respectively. The center of the torus is placed at  12 ,12 ,12d d d . A grid size of 
141 121 121   is applied to discretized the domain.  
 
For 0.5Ar  , the flow at Re=50, 100, 150, and 180 is simulated. These four 
Reynolds numbers are selected in three different flow regimes following Sheard et al. 
(2004), i.e., axisymmetric (Re<123.4), steady planar symmetric (123.4<Re<152.4) 
and unsteady planar symmetric (Re>152.4). Table 6.4 compares the drag coefficients 
of the torus with those of Wu and Shu (2012). It can be clearly seen that good 
quantitative agreements are achieved. The streamlines are displayed in Fig. 6.24. As 
shown in this figure, different flow patterns in the three flow regimes, i.e., 
axisymmetric (Re=50 and 100), steady planar symmetric (Re=150) and unsteady 
planar symmetric (Re=180), are well captured. The vortex structures of the 2  
definition (Jeong and Hussain, 1995) at Re=150 and 180 are depicted in Fig. 6.25. 
Two threaded wake regions appear at Re=150 and the hairpin vortex behind the torus 
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at Re=180 shows up. It is interesting to point out that all these flow patterns and 
vortex structures are similar to those for flow past a sphere shown in the previous 
section.                    
 
When 1Ar  , a hole appears in the region around the symmetric axis of the torus, 
which means that the fluid can flow through the torus. As indicated by Sheard et al. 
(2004), the three flow regimes shown in the case of 0.5Ar   still exist if 3.9Ar  , 
but the detailed flow behavior is significantly modified. To investigate the flow 
patterns and vortex structures, three cases of 2.0Ar   are simulated at Re=40, 93 
and 120. Figure 6.26 shows the streamlines in both the x-y and x-z planes at these 
three different Reynolds numbers. For the axisymmetric flow state at Re=40, the 
streamlines flow past the hole of the torus and two leading edge stagnation points 
appear on the cross-section surface of the torus. As the Reynolds number is increased 
to 93, the number of the recirculation vortices is increased to six in each plane. The 
vortices along the x-axis reduce their sizes and move even further from the torus rear. 
As Re=120, the streamlines in the x-y plane remain symmetric while the symmetry is 
destroyed in the x-z plane. Figure 6.27 displays the vortex structures at Re=93 and 
120. Two induced/threaded vortices at Re=93 appear behind the torus but are no 
longer connected with the surface vortex due to the presence of the hole. For Re=120, 
the hairpin vortex can also be observed in the wake behind the torus. These 
observations agree well with those of Sheard et al. (2004, 2005). To quantitatively 
examine the resent results, the drag coefficients are shown in Table 6.5. Also included 
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in this table are the results of Sheard et al. (2004) and Wu and Shu (2012). Once again, 
the present results agree well with the published data.  
 
 
6.4.3 Flow past a transverse rotating sphere 
The problem of flow past a transverse rotating sphere is investigated by the IB-LBFS 
to examine its capability of simulating moving boundary problems. The schematic 
diagram of this problem is depicted in Fig. 6.28. This problem is characterized by two 
non-dimensional numbers, i.e., the rotational speed / 2sphereD U     and the 
Reynolds number defined as Re /U D  , where D  is the sphere diameter and 
sphere  is the actual rotating speed in the streamwise direction. Six different rotational 
speeds of  0.1, 0.3, 0.5, 0.6, 0.8 and 1.0 at Re 300  are considered.         
 
Figure 6.29 shows the time-averaged drag and lift coefficients for the six cases 
considered. The results of Niazmand and Renksizbulut (2003) and Giacobello et al. 
(2009) are also included for comparison. Good agreements between the present results 
and published data are achieved. The Strouhal numbers are depicted in Fig.6.30. At 
0.5   and 0.6,  the Strouhal numbers are reduced to zero, which indicates that the 
unsteady vortices are suppressed and the flow is stabilized to a steady state. The 
instantaneous streamlines on both x-y and x-z planes are presented in Fig. 6.31. The 
recirculation region behind the sphere along the x-y plane is reduced progressively 
and that along the x-z plane is eliminated completely as   is increased. For the flow 
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along the x-y plane at 0.1  , due to the sphere rotation, the fluid passing over the 
lower side of the sphere continues to move upward and then enters the wake, which 
indicates a spiraling motion. As 0.3  , the spiraling motion disappears and the 
fluids coming from both the upper and lower sides meet at the upper left region and 
flow away. The vortex structures at four different rotating speeds of 0.1  , 0.3, 0.5 
and 1.0 are shown in Fig. 6.32. A series of impressive topological transitions of the 
vortex structure can be observed at different rotational speeds  . At 0.1  , the 
sphere rotation only modifies the vortex structures slightly and the hairpin vortex in 
the wake for this case is very similar to that for the stationary sphere case. As   is 
increased to 0.3, the sphere rotation becomes stronger and induces the tilting of the 
hairpin vortex in the other transverse direction that is perpendicular to the sphere 
rotating direction. In the case of 0.5  , the flow is stabilized to a steady state and 
long and strong double-threaded vortex pair appears in the wake. As   is further 
increased to 1.0, the sphere rotation is so strong that the major axis of the first 
shedding vortex ring is induced and tilted to align with the streamwise direction.  
 
6.4.4 Flow past a streamwise rotating sphere 
When the rotating speed of the sphere is switched to the streamwise direction, the 
flow characteristic of the rotating sphere will be completely changed as compared 
with that of flow past a transverse rotating sphere. Numerical simulations for this flow 
at Re=300 with a range of streamwise rotating speeds   are carried out. The 
computational grids and initial flow parameters are set the same as those in Section 
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6.4.1.   
 
Figure 6.33 shows the evolution of the hydrodynamic forces at Re=300 with  =0.1, 
0.3, 0.5 and 1.0. In this figure, the drag and lift at  =0.1, 0.3, and 1.0 oscillate 
periodically with time while those at  =0.5 are constant. In this regard, the flow 
patterns for these four cases can be classified into two regimes (Kim and Choi 2002): 
the unsteady asymmetric flow at  =0.1, 0.3, and 1.0 and the unsteady ‘frozen’ flow 
at  =0.5. Here, the term ‘frozen’ not only refers to the constant instantaneous lift 
and drag forces on the rotating sphere but also implies that the vortex structures 
simply experience a streamwise rotation without any topological change in time (Kim 
and Choi 2002). In addition, Fig. 6.33 also shows that, with increasing  , the 
magnitude of the drag force increases gradually while that of the lift force firstly 
increases, then decreases in the frozen flow and finally increases again. Table 6.6 
shows the time-averaged lift and drag at  = 0.1 and 0.5. It can be seen that the 
present results agree well those of Wu and Shu (2012). Figure 6.34 shows the phase 
diagram of the force components ( yC , zC ). At  =0.5, a perfect circle with its center 
at (0, 0) is formed, which indicates a constant magnitude and a variable direction for 
the lift. When the asymmetric flow pattern is unsteady at  =0.1, 0.3 and 1.0, a more 
beautiful yet complicated pattern is generated, which shows that both the magnitude 
and direction of the lift change with time. Figure 6.35 shows the instantaneous vortex 
structures plotted by applying the 2  definition (Jeong and Hussain, 1995). As 
compared with those for the stationary case at Re=300, where a planar-symmetric 
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vortex structure with a hairpin topology is maintained, the vortex structures are 
modified significantly due to the rotation of the sphere. The planar-symmetric 
characteristic is lost in all four cases even at the low rotating speed of  =0.1. When 
 0.3, the hairpin topology completely disappears. Alternatively, a double-twisted 
vortex pair evolves continuously in the wake and spirals around the rotating axis at 
 =0.3, 0.5 and 1.0. 
 
6.5 Concluding remarks 
In this chapter, the boundary condition-enforced immersed boundary-lattice 
Boltzmann flux solver (IB-LBFS) was proposed for simulation of both 2D and 3D 
moving boundary flows. In IB-LBFS, the solution of the flow field and 
implementations of boundary conditions are decoupled through a 
prediction-correction technique to simplify the overall solution process. The 
intermediate flow field is firstly predicted by LBFS, which applies the finite volume 
method to reconstruct the fluxes using the standard lattice Boltzmann solutions. 
Subsequently, the velocity corrections of the intermediate flow field are conducted in 
an implicit manner by using the boundary condition-enforced immersed boundary 
method. The present IB-LBFS can effectively remove the drawbacks of IB-LBM 
solver, such as limitation of uniform grid, the tie-up of time step and the mesh spacing. 
It also presents a much simpler and more flexible way to deal with the resorting forces 
by applying the fractional-step technique. In addition, more general formulations for 
calculation of the hydrodynamic forces on objects in arbitrary state of motion are 
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given in a more accurate way by including the inertial mass effects.     
 
The proposed IB-LBFS was firstly validated by simulating 2D flows past stationary 
and transversely oscillating cylinders, flows past two rotating cylinders, one and two 
particle sedimentations and vortex induced vibrations. The obtained results achieved 
good agreements with the data available in the literature. After that, the IB-LBFS was 
further validated by its application to simulate various 3D flows, such as flow past a 
sphere, flow past a torus with different aspect ratios and flows past transversely 
rotating and streamwise rotating spheres. Once again, good agreements between the 
present results and the published data were achieved. These agreements successfully 
validate the capability of the IB-LBFS for simulating flows with complex moving 
boundaries. 
 
In the next chapter, the IB-LBFS will be extended to simulate a special kind of 
strongly coupled flow-structure-interaction (FSI) problems, i.e., the freely falling 
problems.              
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Table 6.1 Comparison of drag coefficient, recirculation length for steady flow past a 
stationary cylinder at Re=20, 40  
Re References dC  /sl D  
20 Dennis and Chang (1970) 2.091 0.93 
Nieuwsdadt and Keller (1973) 2.053 0.89 
Shukla et al (2007) 2.07 0.92 
Wu and Shu (2009) 2.05 0.94 
Present 2.035 0.93 
40 Dennis and Chang (1970) 1.54 2.18 
Nieuwsdadt and Keller (1973) 1.55 2.34 
He and Doolen (1997) 1.52 2.35 
Shukla et al. (2007) 1.499 2.245 
Present 1.539 2.23 
 
Table 6.2 Comparison of dynamic parameters for unsteady flow past a stationary 
cylinder at Re=100, 200 
Re References 
lC  dC  
St  
100 Braza et al. (1986) ±0.30 1.28 ±0.02 0.16 
Benson et al. (1989) ±0.38 1.46 ±0.01 0.17 
Ding et al. (2004) ±0.28 1.325 ±0.008 0.164 
Present ±0.37 1.334 ±0.012 0.163 
200 Braza et al. (1986) ±0.78 1.38 ±0.07 0.19 
Benson et al. (1989) ±0.65 1.45 ±0.04 0.193 
Ding et al. (2004) ±0.60 1.327 ±0.045 0.196 
Present ±0.75 1.43 ±0.051 0.195 
 
Table 6.3 Comparison of drag coefficient for flow past a stationary sphere  
Re References d
C  
100 Gilmanov et al. (2003) 1.153 
Wang et al. (2008)  1.108 
Present 1.128 
250 Kim et al. (2001)  0.746 
Wang et al.(2008) 0.701 
Present 0.722 
300 Tomboulides et al. (1993) 0.690±3.8e-3 




Table 6.4 Drag coefficients for flow past a torus with Ar=0.5 
Cases 
Drag coefficient  Cd 
Present Wu and Shu (2010) 
Ar=0.5 Re=50 1.322 1.338 
Re=100 0.943 - 
Re=150 0.792 0.801 
Re=180 0.744±5.0e-3 0.745 
 
Table 6.5 Drag coefficients for flow past a torus with Ar=2.0  
 
Cases 
Drag coefficient  Cd 
Present Sheard et al. (2005) Wu and Shu (2010) 
Ar=2.0 
Re=40 1.318 1.3 1.335 
Re=93 0.988 1.0 1.013 
Re=120 0.921 0.9 0.96 
 
Table 6.6 Comparison of the time-averaged drag and lift coefficients for flow past a 
streamwise rotating sphere at Re=300 with 0.1   and 0.5   
   References  DC   LC  
0.1 Wu and Shu (2012) 0.670±0.002 0.068±0.009 
Present 0.683±0.002 0.069±0.008 
0.5 Wu and Shu (2012) 0.728 0.0325 











Fig. 6.1 A solid boundary immersed in a two-dimensional computational domain  
 
Fig. 6.2 Comparison of Cd , rmsCl and rmsCd  for flow past a transverse oscillating 
cylinder at Re=185  
  
  
Fig. 6.3 Evolution of the lift and drag coefficients for flow past a transverse 








Fig. 6.4 Streamlines (Left) and vorticity contours (Right) for flow past a transverse 
oscillating cylinder at Re=185  
 
 





Fig. 6.6 Quantitative comparison of the lift and drag coefficients on the lower cylinder 







Fig. 6.7 Streamlines and vorticity contours for flow past two counter rotating 




(a) Longitudinal coordinate (b) Longitudinal velocity 
  
  (c) The particle Reynolds number   (d) Tranlational kinetic energy 
Fig. 6.8 Comparison of four representative quantities for a freely falling particle  
    
    
Fig. 6.9 The time evolution of the instantaneous vorticity contours for the freely 
falling particle in a rectangular box 
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Fig. 6.10 Instantaneous positions of two freely falling particles at difference time 
instants 
  
Fig. 6.11 Comparison of positions of the particle centers for two freely falling 
particles 
      
Fig. 6.12 The time evolution of the instantaneous vorticity contours for two freely 
falling particles in a rectangular box 
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Fig. 6.13 Configuration of the VIV for a circular cylinder 
  
(a) Maximum displacement (b) reduced frequency 
Fig. 6.14 Comparison of the maximum transverse displacement (a) and the reduced 





Fig. 6.15 Lift and drag coefficients of the circular cylinder for the VIV problem at 
Re=100 with various reduced velocities 
 
Fig. 6.16 Trajectories of the circular cylinder for the VIV problem at Re=100 with 









Fig. 6.18 Streamlines at four different Reynolds numbers of 50, 100, 150 and 200 in 
the steady axisymmetric regime 
 
 
Fig. 6.19 Comparison of the recirculation length at different Reynolds numbers 
 
  








Fig. 6.21 Instantaneous streamlines at four different time instants for flow past a 










(a) Full view of the torus (b) x-z plane (c) x-y plane 

























Fig. 6.27 Vortex structures for flow past a torus of Ar=2 at Re=93 and 120 
 
 
Fig. 6.28 Schematic diagram of flow past a transverse rotating sphere  
 
  
Fig. 6.29 Comparison of time-averaged drag and lift coefficients for flow past a 




Fig. 6.30 Comparison of the Strouhal numbers for flow past a sphere at various 

















Fig. 6.33 Hydrodynamic force coefficients for flow past a streamwise rotating sphere 





Fig. 6.34 Phase diagram  ,y zC C  at 0.1  , 0.3, 0.5 and 1.0 for flow past a 
streamwise rotating sphere at Re=300  
  
  
Fig. 6.35 Vortex structures for flow past a streamwise rotating sphere with various 
rotating speeds at Re=300  
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Chapter 7                                 
Development of Arbitrary-Lagrangian-Eulerian-based 
IB-LBFS and Its Application for Freely Falling Flow 
Problems   
 
In the previous Chapter, the IB-LBFS has been developed and successfully applied 
for simulating 2D and 3D moving boundary flows. In this Chapter, the proposed 
IB-LBFS will be extended to study the challenging freely falling flow problems. The 
major challenges for simulating such flows faced by current numerical approaches lie 
in both geometrical and dynamical complexities. The geometrical complexity is 
caused by the unknown trajectories of the falling objects so that it is difficulty to 
choose an appropriate flow domain, which is in general extremely large and may 
require massive computational grids. The dynamical complexity lies in the strongly 
coupled fluid-structure interactions and accurate evaluation of the unsteady 
aerodynamic forces on the falling objects. It is noticed that the numerical difficulty 
caused by dynamical complexity of the freely falling problems can be partially 
resolved by the IB-LBFS proposed in the previous chapter. To effectively resolve the 
difficulties caused by the geometrical and dynamical complexities, the 
Arbitrary-Lagrangian-Eulerian (ALE) technique is introduced into the IB-LBFS so 
that the freely falling flow problems can be simulated on a moving grid. The general 
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rigid body dynamics is also incorporated into the proposed ALE-based IB-LBFS 
solver to track the dynamics of falling objects. To validate the proposed solver, 
numerical simulations of 2D and 3D freely falling disks will be presented. The 
various different dynamic behaviors of the disk and the complex flow mechanics 
involved are investigated. The obtained results will be examined by comparing with 
numerical and experimental data published in the literature.    
 
7.1 ALE-based IB-LBFS 
In this section, the IB-LBFS is extended to the general ALE framework. The basic 
idea of this method is illustrated in Fig. 7.1. Like those in the conventional IBM, two 
types of grids are applied: Lagrangian grid X  representing physical boundaries and 
the background Eulerian grid x  (also known as Cartesian mesh). Here, the 
Lagrangian grid is applied to solve the motion of the rigid body, which may have both 
translational and rotational velocity components. In contrast, the Eulerian grid is 
applied to solve the flow field and only allowed to have a translational velocity gridU . 
The translational velocity gridU  of the Eulerian grid is set the same as that of the 
moving object so that there is no relative motion between the Eulerian grid and the 
mass center of the rigid body. In this way, the IB-LBFS not only avoids tedious grid 
re-generation in the conventional ALE approach but can also be applied to solve free 
falling problems in an infinite flow domain. 
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7.1.1 Governing equations 
In the ALE framework, due to the motion of computational grid, the governing 
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In Eq. (7.1), f  is the restoring forcing terms determined by the IBM; t  is the 
streaming time interval and e  is the particle velocity in the   direction;   is the 
single relaxation parameter;  eqf  is the equilibrium density distribution function, 
which can be written as:  
 
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Here, e  is given by the lattice velocity model. For the 2D case, D2Q9 model is 
usually applied: 
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and for the 3D case, D3Q15 is commonly used: 
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Applying a fractional-step method to split the solution process of Eq. (7.1), the 
resultant equations can be respectively written as follows: 
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As indicated by equations (7.5) and (7.6), the intermediate flow field will be firstly 
predicted by LBFS without considering the structural boundary. Then, velocity 
corrections of the flow field are conducted by the IBM. Details of these two 
procedures will be shown below. 
 
7.1.2 Prediction of the flow field *u  by LBFS  
If we define vectors  , W u  and apply a cell-centered finite volume method to 
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eq neqf f f  

 
   
 
, (7.7c) 
where iV  is the volume of i , and kS  is the area of the k
th
 control surface 
enclosing i , xn  and yn  are the x and y components of the unit outward normal 
vector on the k
th
 control surface.  
 
To calculate the fluxes kG , 
eqf , 
neqf ,  , u  and gridU  should be 
approximated at the interface between two adjacent control volumes. Among them, 
the grid speed gridU  is homogeneous all over the Eulerian mesh and is set the same 
as the velocity of the object BU :   
grid BU U                                              (7 .8) 
The evaluation of BU  can be conducted by using the Newton’s second law of motion, 
which will be described in the next sub-section.    
 
eqf , 
neqf ,   and u  can be calculated through local reconstruction of the LBE 
solutions. A second order approximation of neqf  by applying Taylor series 
expansion to Eq. (7.1d) gives: 
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( , ) ( , ) ( , )neq eq eq t tf t f t f t           r r r e                           (7.9) 
In Eq. (7.9),   ,eq t tf t   r e  is computed from density   and velocity u  at 
 ,t tt  r e  by using the LBGK model of Eq. (7.2). These flow properties can be 
evaluated by interpolations:  
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(7.10) 
where   represents the flow variables  , u . 
 
Similarly,  eqf ,t r  can also be calculated from  ,t r  and  ,tu r  by applying 
Eq. (7.2).  ,t r  and  ,tu r  are reconstructed locally at the interface by the LBE 
solutions: 
0
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  r u r r e e  (7.11b) 
Here, the flow properties   and u  obtained by Eq. (7.11) are also applied to 
calculate the terms gridU  and griduU  for the flux kG . 
 
Once ( , )eq t tf t   r e  and ( , )
eqf t r  are obtained, 
^f  can be easily computed 
using (7.9) and Eq. (7.7c). Then, the flux kG  at any interface can be evaluated and 
the intermediate velocity field *u  can be predicted by solving Eq. (7.7a). 
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6.2.2 Velocity correction by IBM  
If 1nu  is defined as: 
1 *n  u u u , (7.12) 











The correction velocity  ju r  can be approximated by interpolations using the 
values of lBu  at the Lagrangian points: 
   l l lj B j B
l
s D      u r u r X , 1, ,l N  (7.14) 
As shown in Chapter 6, the final expression for l lB s u  can be rewritten in a matrix 
form: 
AX = B                                                         (7.15a) 
where 
1 1 2 2, , ,
T
N N
B B Bs s s       X = u u u  (7.15b) 
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A =  (7.15c) 
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  (7.15d) 
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Once k kB s u  at all Lagrangian points are obtained by solving Eq. (7.15), the 
velocity correction can be made by using Eqs. (7.12-7.14).   
 
7.2 Rigid body dynamics 
As shown in Fig. 7.2, two coordinates are usually involved to predict the rigid body 
motion. One is a global inertial coordinate O-xyz fixed in space and the other is a 
non-inertial coordinate C-XYZ attached to the moving object under consideration. 
The orientation of C-XYZ can be described by applying a set of Euler angles, which 
are noted as 
 = , ,
t
x y z    (7.16) 
where the superscript t represents the transpose of a vector or a matrix. 
If the y-x-z rotation convention is applied, the transformation matrix of geometrical 
positions and physical properties from the non-inertial coordinates C-XYZ to the 
inertial coordinates O-xyz can be given by: 
cos cos sin sin cos
sin sin cos cos sin cos cos sin cos cos sin sin
cos sin cos sin sin cos cos cos sin sin sin
y z z y z
x y x y z x z x y x y z
x y x y z x z x y x y zsin
    
           
           
   
         
 
           
R =  (7.17) 






Q  (7.16a) 
where 
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cos / cos 0 sin / cos
= cos tan 1 sin tan
sin 0 cos
y z y z
y z y z
y y
   
   
 
 
   
 
  
Q  (7.16b) 
 , ,
t
x y z    (7.16c) 
Here   is the rotational speed with respect to the O-xyz coordinates. 
 
The rigid body motion can be described by the Newton-Euler equations, which is 











   
 
U
g F  (7.17a) 
 B B f
d
dt
   I I T

   (7.17b) 
where tB C R RI I . In Eq. (7.17), BI  and cI  are the moment of inertia of the rigid 
body defined respectively in O-xyz and C-XYZ; fF  and fT  are the forces and 
torques on the rigid body generated by the surrounding fluid flow, which can be 
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   (7.18b) 
where lBX  and cX  
are the boundary points and mass center of the considered 
objects; 
f  is the fluid density; s  and BV  represent the density and the volume of 
the rigid body, respectively.  
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The equation system of (7.16)-(7.17) is solved directly to track the motion of the rigid 
object.   
 
7.3 Computational sequence and numerical validation 
For freely falling problems, the basic solution procedure of the IB-LBFS is 
summarized as follows: 
(1) Specify the streaming time step t  at each interface and compute the single 
relaxation parameter   by using Eq. (7.1e); 
(2) Calculate ( , )eq t tf t   r e , ( , )
eqf t r  
and ( , )
neqf t r  by applying Eq. (7.2), 
(7.7c) and (7.9); 
(3) Compute the fluxes kG  at each interface using Eqs. (7.7b); 
(4) Predict the intermediate flow field *u  by solving Eq. (7.7a); 
(5) Solve the linear system of Eq. (7.15) to obtain l lB s u  at all Lagrangian points; 
(6) Apply Eqs. (7.12)-(7.14) to perform velocity corrections for the flow field; 
(7) Calculate the force and torque on the rigid body by using Eq. (7.18); 
(8) Update the positions of the rigid body by solving Eqs. (7.16) and (7.17); 
(9) Repeat steps 2-9 until final solutions are obtained. 
 
The reliability of the ALE-based IB-LBFS is examined by simulating a moving 
boundary flow, i.e., flow past an in-line oscillating cylinder. In this flow, a cylinder of 
diameter D  undergoes a harmonic oscillation in a fluid at rest given by 
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   sin 2cx t A ft  , where cx  is the cylinder center, A  and f  are the 
amplitude and frequency of the oscillation, respectively. Two non-dimensional 
parameters of the Reynolds number maxRe /f fU D   and the Keulegan-Carpenter 
number max /KC U fD  are set as 100 and 50, respectively. A moving Eulerian mesh 
of 361 281  is applied. Due to the application of the ALE formulation, simulation of 
this flow is carried out on a moving grid system of the Eulerian and Lagrangian grids, 
which do not have relative motion. This makes the simulation much simpler and more 
efficient. The present results of the unsteady aerodynamic force on the cylinder are 
displayed in Fig. 7.3. Also included are the experimental measurements of Dutsch et 
al. (1998) for comparison. It can be clearly seen that the present solutions show 
excellent agreement with the experimental data. This verifies the capability and 
accuracy of the present solver.  
 
7.4 Application to 2D freely falling plate 
In this section, we will apply the present solver to investigate the problem of 2D 
freely falling plates, which was studied experimentally and numerically by Andersen 
et al. (2005). Following their experiment, the parameters of three different cases given 
in Tables 7.1 are adopted in the present study to model various different dynamic 
patterns of falling plates, such as fluttering (side-to-side oscillation) and tumbling 
(end-over-end rotation). These patterns are governed by the Reynolds number 
Re /UL  , the plate width-to-thickness ratio /L H   and the dimensionless 
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moment of inertia    * 2 2 3/ 2s fI H H L L   , where s  is the plate density, H  
and L  are the plate thickness and width, respectively, f  and   are the fluid 
density and the kinematic viscosity, respectively. According to the experiments, the 
case of Re=1147 belongs to the fluttering pattern and the cases of Re=737 and 837 
belong to the tumbling pattern.   
 
In the present simulation, the computational domain of 50 60L L  is discretized by a 
non-uniform mesh of 520 574 . The region around the plate is 1.1 1.1L L  with a 
very fine uniform mesh of 220 220 .  
 
7.4.1 Fluttering mode at Re=1147 
The plate trajectory of the present simulation and experimental measurement 
(Anderson et al. 2005) is displayed in Fig. 7.4. It can be seen from this figure that 
good agreements are achieved after the initial transient. The fluttering pattern that the 
plate glides from side to side under gravity is accurately reproduced. It is interesting 
to observe that, even under the gravitational force, the plate is able to perform an 
upward motion near the end of its gliding. At the turning point, the mass center of the 
plate reaches its local maximum height and the vertical velocity is zero. At the same 
time, the plate continues to swing in the same direction until the horizontal velocity 
changes its sign. Around the cusp-like turning point, the plate angle with respect to the 
horizontal direction changes more quickly which indicates higher angular velocity. To 
clearly demonstrate the fluttering motion, the translational and angular velocities of 
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the plate are depicted in Fig. 7.5, which match the experimental data very well. It is 
impressive that in such a complex motion the translational velocities can be described 
by simple sinusoidal functions. The frequency of the vertical velocity is twice of those 
for the horizontal and angular velocities due to the symmetry and periodicity of the 
fluttering motion. The average velocities obtained by present simulation and 
experimental measurement are given in Table 7.2. Following the convention of 
Anderson et al. (2005), the horizontal and angular velocities listed in this Table 
represent the averages of their absolute values. The present data are averaged from 
four periods after the initial transient ( 0.4t s ). The agreements between the present 
data and the experimental solutions are satisfactory.  
 
A series of detailed vortex structures generated by the complex fluttering motions of 
the plate from t=0.4s to t=0.7s are demonstrated in Fig. 7.6. At t=0.4s, the freely 
falling plate starts to glide from the top left corner, where the boundary layers around 
the trailing-edge separate and complicated vortices interact with one another. After the 
initial transient near the cusp-like corner, the plate glides with a high speed and thin 
boundary layers are formed on its both sides. During gliding from t=0.42s to 0.58s, 
extensive well-organized vortex dimples appear in the trailing-edge wake due to 
instabilities. In this period, the angle of attack (the angle between the translational 
velocity of the plate mass center and the direction along plate length) is decreasing but 
positive. At t=0.60s, the plate pitches up and the boundary layer near the leading edge 
at the lower surface starts to separate. The separation may be due to the alternation of 
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up-wind surface from the lower to the upper. The angle of attack is also changed from 
positive to negative. From t=0.60s to t =0.73s, the pitching-up takes place with a low 
plate speed and the vertical velocity increases first and then reduces to zero. The 
vortex separating from the lower surface moves in a back-front pattern and eventually 
grows into a large one at the leading-edge. The boundary layer on the upper surface is 
also unstable and separates from the whole surface, forming an unstable vortex sheet. 
During the period from t=0.73s to 0.76s, the plate starts to fall but continues to move 
towards the left until the horizontal velocity is zero. The large vortex at the lower 
surface has larger velocity and moves far away from the plate. The upper-surface 
vortex sheet is also thrown out and evolves into complex structures. At t=0.8s, the 
plate departs from the cusp-like corner and begins a new gliding process. 
 
7.4.2 Tumbling at Re=737 and 837 
The trajectory of the tumbling plate at Re=737 obtained from the present numerical 
simulation and the experimental data of Anderson et al. (2005) are compared in Fig. 
7.7. Obviously, good agreements are achieved. The tumbling pattern involves both 
long and short periods of rotation and the plate rotates to one side from its one end to 
the other in each period. Similar to the fluttering pattern, gliding and pitching-up 
motions are also observed. Specifically, the gliding motion occurs in both periods 
while the pitching-up motion only takes place during the long period. This indicates 
that, during the short period, the vertical velocity is always smaller than zero and the 
plate performs a descending motion. To verify this, the instantaneous translational and 
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angular velocities are shown in Fig. 7.8. Also included in this figure are the 
experimental results of Andersen et al. (2005). It can be seen that the present results 
agree well with those in the literature. As expected, the vertical velocity is smaller 
than zero during the short period. It is interesting that long and short periods of the 
velocities appear alternatively to complete a 360
o
 rotation. The frequencies of the 
translational and angular velocities are all the same which is different from the 
situation for the fluttering pattern. Compared with those in the long tumbling period, 
the translational velocities are relatively lower while the average angular velocity is 
higher during the short period. This phenomenon can be explained by the fact that the 
plate completes a full 180
o
 rotation in both periods and the short period takes a shorter 
time. The averaged translational and angular velocities are further compared in Table 
7.2. The present data are obtained by taking the average values in four complete 
periods after t>0.5s. The agreements are good. It is worth pointing out that the 
averaged angular velocity is much higher in this tumbling case, which indicates faster 
rotations, than that in the fluttering case.              
 
In a complete series of long and short periods, the instantaneous vortex structures 
created by the tumbling motion of the plate are displayed from t=1.78s to 2.045s in 
Fig. 7.9. The long period begins at t=1.78s and the plate starts to glide with a high 
angular velocity. At this instant, the boundary layer around the plate remains separated 
and complex vortex structures are formed. A small vortex is attached at the 
leading-edge (lower end). During gliding from t=1.78s to t=1.84s, this vortex grows 
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into a large one and moves towards to the trailing-edge of the plate. In this segment of 
time, the boundary layers on both sides of the plate are stabilized and unstable 
vortices are shed away from the plate surface into the trailing wake. Note that the 
upper boundary layer is thinner than the lower one. At t=1.88s, several beautiful 
vortex dipoles are formed near the plate trailing edge. It is surprising that the 
boundary layer begins to separate near the leading edge of the lower surface when the 
plate is still gliding downwards and its lower surface is upwind. At t=1.89s, gliding 
ends and pitching-up begins. The separation at the lower surface grows quickly and a 
small vortex is generated. From t=1.89s to 1.935s, the plate pitches up and completes 
the long period. The upper boundary layer also separates from the plate surface and 
more vortices are generated from both sides of the plate due to separations. In this 
long period, the plate rotates 180
o
 and the trailing and leading edges exchange their 
positions. At t=1.945, the short period has already begun. The plate rotates quickly 
trying to shed away complex vortices around it. From t=1.946s to t=2s, the plate 
glides downwards again. The upper surface successfully suppresses the vortices and a 
thin boundary layer is formed. Several vortices are still attached on the lower surface. 
At the instant t =2s, the vertical velocity approaches zero but is never reached. After 
that, the plate continues to rotate quickly but moves slowly in the lower left direction. 
At t=2.045, the short period is close to be completed.          
 
The unsteady aerodynamic forces on the falling plates are further examined for the 
tumbling plate at Re=837. The initial condition is given in Table 7.1. Table 7.2 
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compares the average translational and angular velocities with the experimental data. 
Obviously, the present results are within the experimental deviation. Figure 7.10 
depicts the instantaneous aerodynamic forces versus the inclined angle of the plate. 
The experimental data of Anderson et al. (2005) are also included for comparison. 
Once again, good agreements are achieved.  
 
7.5 Application to 3D freely falling disk 
After investigating 2D freely falling plates, we continue to study 3D freely falling 
objects, which are ubiquitous in everyday life such as falling leaves, disks, paper 
sheets and particles. As compared to those in 2D cases, the motions of 3D freely 
falling objects are more realistic. They may involve profound unsteady aerodynamics 
and rich dynamic behaviors, such as fluttering, tumbling and even chaotic movements. 
To examine such motions, the problem of 3D freely falling circular disk is simulated. 
The flow characteristic of this problem is governed by the Reynolds number 
Re /fUD   and the non-dimensional moment of inertia  * / 64s fI   , 
where D  and h are, respectively, the diameter and thickness of the disk;   is the 
aspect ratio defined as = /D h . In the present study, much attention is focused on 
the effects of different aspect ratios = /D h  (diameter-to-thickness ratios) on falling 
styles of the disk and the flow patterns.  
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7.5. 1 Motion of a falling disk with low aspect ratio  
The motions of a falling disk with low aspect ratios of = 3 and 4 are considered. 
Following previous studies of Fernandes et al. (2007) and Shenoy and Kleinstreuer 
(2010), the following parameters are applied in the present simulation: Re=240, 
/ 1.01s f   , D=1.0 and 1.0f  . A grid size of 140 140 172   is used.  
 
Figure 7.11 shows an interesting collage of consecutive 3D positions and orientations 
for freely falling disks with   = 3 and 4 at Re = 240. Periodic planar zigzag motion 
can be observed for both cases. The disks oscillate around a central line and gradually 
move downward in one plane. The lateral oscillatory motions of the disks are coupled 
with angular oscillations. To quantify the disk motions, Tables 7.3 and 7.4 show the 
representative properties of the disk: the maximum angular oscillation amplitude qymax, 
the phase difference   between lateral velocity and inclination angle, the Strouhal 
number St calculated by applying the oscillations of the disk and the lateral 
displacement X . The experimental and numerical results obtained respectively by 
Fernandes et al. (2007) and Shenoy and Kleinstreuer (2010) are also included for 
comparison. The agreements are good. For the two cases considered, the lateral 
displacement is decreased with the increase of the aspect ratio while the angular 
oscillation amplitude is increased. The phase differences   are around 180°at 
  = 3 and 4. This indicates that the inclination angle is close to zero at the horizontal 
extreme positions of the disk, where the lateral velocity is zero. When the horizontal 
speed of the disk reaches its maximum value at the central line, the inclination angle 
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is also quite close to its highest value. This situation further indicates an anti-phase 
feature between the lateral and angular velocity. Figure 7.12 shows the time evolution 
of the lateral displacement, inclination angle, lateral and angular velocities at  = 4. 
Each of the four properties forms a sinusoidal curve with the same period. The 
anti-phase feature can be clearly seen in Fig. 7.12b. When the lateral velocity 
approaches zero, the angular velocity is close to its maximum.  
 
Figure 7.14 illustrates the time evolution of the vortex structure behind the falling disk 
at  = 4 by plotting the iso-surfaces of the 2  value (Jeong and Hussain, 1995). A 
series of symmetric hairpin vortices are continuously shed into the wake as the disk 
moves periodically from one side to the other. In each period, there are a total of two 
hairpin vortices generated from both surfaces of the disk, each in half a period. The 
detachment of these vortices initially occurs at the horizontal extreme position, where 
the lateral speed of the disk is zero and the inclination angle changes its sign. At this 
position, the rotational speed of the disk is close to its maximum value. Between the 
extreme positions, a gliding motion of the disk with variable inclination angles takes 
place. An obvious difference between the motions of 2D and 3D fluttering disks is 
that there is no upward motion for the 3D case, which may be attributed to 3D effects 
and the low Reynolds number used in the simulations. These observations are in good 
agreements with those of Fernandes et al. (2007) and Shenoy and Kleinstreuer (2010).    
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7.5.2 Motion of a falling disk with large aspect ratio  
When the aspect ratio is very large, namely larger than 10, the disk is so thin that it 
can be theoretically treated as a 2D flat cylinder (Chrust et al. 2013, Auguste et al. 
2013). However, there is a lack of numerical and experimental validations for this 
flow setup. In this sub-section, we try to correlate the numerical simulations of an 
infinitely thin disk with the physical experiment of a thin disk with aspect ratio 10 
(Zhong et al. 2013). Following their experiment, the geometrical and flow parameters 
are set as: / 1.2s f   , D = 4.5cm, 0.996f  g/cm
3
,  = 0.0102 cm2/s, Re=1650 
and * 35.89 10I   . A grid size of 140 140 172   is used. Note that the disk in the 
present simulation is represented by a 2D circular surface. 
 
Figure 7.14 shows the trajectory of the thin disk with consecutive 3D positions and 
orientations. Periodic zigzag motion is observed for the infinitely-thin disk, which 
agrees well with that for the disk with aspect ratio 10 obtained from physical 
experiments (Zhong et al. 2013). To obtain a quantitative comparison, the horizontal 
and descent velocities of the disk are compared in Fig. 7.15. It can be seen that the 
present results have the same oscillation period, i.e., the same Strouhal number, as the 
experimental measurements. The maximum magnitudes of the velocities obtained by 
the present method are slightly higher than those measured in the experiments. This 
discrepancy may be due to the assumption of an infinitely thin disk in the simulation. 
However, the overall agreement is satisfactory, which indicates that the disk with 
aspect ratio larger than 10 may be treated as an infinitely thin disk in the zigzag 
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motion regime to simplify the theoretical analysis.  
 
Figures 7.16 and 7.17 illustrate the time evolution of vortex structures behind the thin 
disks at Re =1650 for an entire period from different viewing directions. As compared 
with those for the disk at low aspect ratio and low Reynolds number, the vortices in 
this case are much stronger and their structures are more complex. Although the 
symmetry of the vortex about the x-y plane is retained near the disk surface, the 
vortex interactions can be clearly observed in the far wake, where the symmetry is 
lost. The angle of pitching-up at the horizontal extreme position also becomes much 
larger. The effects of the vortex interactions on this zigzag motion of the disk are 
negligible. In each oscillation period, there are two pairs of hairpin vortices generated 
from the disk edge, which are the same as those for the disk with low aspect ratio. 
Their detachment occurs near the horizontal extreme position, where the disk begins 
to descend due to gravity and glide to the other side. The detachment may be mainly 
caused by the high inertia of the vortices with considerable translational energy and 
the rapid change of gliding directions of the disk.      
 
7.6 Concluding remarks 
In this chapter, the ALE-based IB-LBFS has been proposed for effective simulation of 
both 2D and 3D incompressible fluid flows with freely falling objects. By applying 
the fractional step technique, the solution processes of the present approach are split 
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into predictor and corrector steps. In the predictor step, without considering the effects 
of the moving boundaries, the intermediate flow fields are firstly solved on a 
translationally moving grid by the finite-volume LBFS in the ALE coordinates. In the 
solver, the fluxes generated by the fluid motion are reconstructed by the LBE 
solutions and those generated by the grid motion are evaluated directly at each cell 
interface. The velocity of the grid is taken to be the same as the descent speed of the 
falling objects so that the flow characteristics can be effectively captured with 
relatively coarser computational mesh. In the corrector step, the intermediate flow 
fields are updated by applying the boundary condition-enforced IBM to include the 
effects of the moving boundaries. The rigid body motion of the falling objects is 
solved by considering both the gravitational and hydrodynamic/aerodynamic forces. 
Due to the applications of the ALE technique and IBM, the proposed solver can be 
applied to study the freely falling problems in an infinitely large flow domain and 
does not require re-generation of the computational mesh during simulations, which 
makes the computations much simpler, more flexible and more efficient. 
 
The ALE-based IB-LBFS was firstly validated by simulating a 2D in-line oscillating 
cylinder. The obtained numerical solutions have achieved excellent agreements with 
the experimental results. Subsequently, the proposed solver was applied to study both 
2D and 3D freely falling disks. The complex dynamical behaviors, such as fluttering 
and tumbling, are reproduced. The present numerical results of the disk trajectories, 
translational and rotational speeds and the hydrodynamic forces achieve good 
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quantitative agreements with the experimental measurements.                    
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Table 7.1 Parameters of the freely falling plates 
Re *I    h
*





   (cm2·s-1) 
1147 0.16 1/14 0.081 1.0
 
2.63 0.0089 
737 0.48 1/5 0.162 1.0
 
2.72 0.0089 
837 0.29 1/8 0.081 1.0
 
2.7 0.0089 
*Where h  is the thickness of the rectangular plate and   is the width-to-thickness ratio. 
 
Table 7.2 Comparison of translational and angular velocities
 
with experimental 
measurement for the freely falling plates with different aspect ratios 
Re   References  /xu cm s   /yu cm s   /rad s  
1147 14 
Andersen et al. (2005)  19.8±0.3 -9.0±0.2 6.8±0.1 
Present 19.2 8.96 6.61 
737 5 
Andersen et al. (2005)  14.2±0.1 -8.1±0.3 25.5±0.3 
Present 15.1 -7.76 25.34 
837 8 
Andersen et al. (2005)  15.9±0.3 -11.5±0.5 14.5±0.3 
Present 16.3 -11.6 14.6 
 
Table 7.3 Representative properties of the freely falling disk at  =3 
 Fernandes et al (2007, Exp.) Present 
maxy          20.8° 19.3° 
          187° 183.9° 
St         0.135 0.139 
X          0.18 0.16 
*Where maxy  is the maximum angular oscillation amplitude;   is the phase difference 
between lateral velocity and inclination angle; St is the Strouhal number calculated by applying the 
oscillations of the disk; and X  is the lateral displacement. 
 
Table 7.4 Representative properties of the freely falling disk at  = 4 





maxy  22.72° 27.51° 24.69° 
  195.3° - 191.8° 




Fig. 7.1 Illustration of the basic idea of ALE-LBFS with immersed boundaries (The 
background grids only undergo translational motions at the same speed) 
 
Fig. 7.2 Two Coordinate systems. O-xyz: fixed inertial coordinate system; C-XYZ: 
moving non-inertial coordinate system fixed on falling objects for rigid body motion.    
 
 
Fig. 7.3 Comparison of the drag coefficient for translationally oscillating cylinder  
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Fig. 7.4 Trajectory of a freely falling plate fluttering in a fluid at Re=1147 
 
(a) Horizontal velocity xV   
 
(b) Verictal velocity Vy  
 
(c) Angular velocity   
Fig. 7.5 Comparison of the horizontal, vertical and angular velocities with the 
experimental data for the freely falling disk at Re=1147 
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Fig. 7.7 Trajectory of a freely falling plate fluttering in a fluid at Re=737 
 
 
(a) Horizontal velocity xV   
 
(b) Verictal velocity Vy  
 
(c) Angular velocity   
Fig. 7.8 Comparison of the horizontal, vertical and angular velocities with the 




   
   
   
   
   
Fig. 7.9 Instantaneous vorticity contours of a freely falling plate fluttering at Re=737 
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Fig. 7.10 Comparison of the horizontal, vertical aerodynamic forces with the 
experimental measurements for the tumbling disk at Re=837 
  
(a) = 3    (b) = 4 
 
Fig. 7.11 Collage of computed 3D positions and orientations for freely falling disks 
with different aspect ratios at Re = 240  
  
(a) Lateral and angular displacements  (b) Transverse and angular velocities 
Fig. 7.12 Time evolution of representative properties for the freely falling disks with  
= 4 at Re =240   
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T = t + 0.1T0 T = t + 0.2T0 
  
T = t + 0.3T0 T = t + 0.4T0 
  
T = t + 0.5T0 T = t + 0.6T0 
  
T = t + 0.7T0 T = t + 0.8T0 
  
T = t + 0.9T0 T = t + T0 
Fig. 7.13 Time evolution of vortex structure behind the falling disks with  = 4 at Re 
=240   
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Fig. 7.14 Collage of computed 3D positions and orientations for freely falling thin 
disks at Re=1650 
 
 
(a) Horizontal velocity 
 
(b) Descent velocity 
 





T = t + 0.1T0 T = t + 0.2T0 
  
T = t + 0.4T0 T = t + 0.5T0 
  
T = t + 0.6T0 T = t + 0.7T0 
  
T = t + 0.9T0 T = t + T0 
Fig. 7.16 Time evolution of vortex structure behind the freely falling thin disks at 
Re=1650: 2D view 
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T = t + 0.1T0 T = t + 0.2T0 
  
T = t + 0.4T0 T = t + 0.5T0 
  
T = t + 0.6T0 T = t + 0.7T0 
  
T = t + 0.9T0 T = t + T0 
 
Fig. 7.17 Time evolution of vortex structure behind the freely falling thin disks at 
Re=1650: 3D view 
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Chapter 8  
Conclusions and Recommendations  
 
8.1 Conclusions 
In this thesis, a series of complete and consistent lattice Boltzmann flux solvers 
(LBFSs) have been proposed for simulating a variety of 2D and 3D incompressible 
flows, including isothermal flows, thermal flows, axisymmetric flows, multiphase 
flows and flows involving complex moving boundaries and flows containing freely 
falling bodies. The proposed LBFSs have demonstrated many attractive features and 
advantages, i.e., (1) eliminating the drawbacks of the LBM, including mesh 
uniformity, tie-up between time step and mesh spacing and limitation to viscous flows, 
(2) simple to implement, (3) straightforward for the implementation of boundary 
conditions and external forcing terms, (4) capable of simulating multiphase flows with 
large density ratios and (5) effectiveness in solving complex flow problems involving 
moving boundaries and freely falling bodies. A detailed summary of the LBFSs will 
be provided next for different flow regimes. 
 
Firstly, to effectively simulate isothermal incompressible flows on non-uniform and 
body-fitted grids, a lattice Boltzmann flux solver was proposed. The governing 
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equations of the LBFS are constructed by applying the multi-scale Chapman-Enskog 
expansion theory to the standard LBM. The finite volume method is applied to solve 
these equations with appropriate temporal schemes to directly update the macroscopic 
flow variables at the cell center of a control volume. Through local reconstruction of 
the LBM solutions at each interface, the LBFS is able to evaluate the viscous and 
inviscid fluxes simultaneously in a much simpler and more flexible way. The LBFS 
combines the simple streaming and collision processes of the standard LBM and 
simple algebraic combinations of the equilibrium and non-equilibrium density 
distribution functions. The proposed LBFS was successfully validated by simulating 
several 2D and 3D numerical examples, including the decaying vortex flow, the 2D 
and 3D driven cavity flows with Reynolds number up to 10000, as well as viscous and 
inviscid flows past a circular cylinder. The obtained numerical results showed that 
LBFS has the second order accuracy in space and takes only about 27.72%~38.55% 
of computational time required by TLLBM for 2D lid-driven cavity flows on the same 
non-uniform grids. Numerical results also verified the capability of the LBFS for 
simulating both viscous and inviscid flows on non-uniform and body-fitted grids. 
 
Secondly, to extend the application of the LBFS for heat transfer problems, a thermal 
lattice Boltzmann flux solver (TLBFS) was proposed based on the TLBM model. By 
applying the finite volume approach, the TLBFS directly solves the governing 
equations recovered by the TLBE model through the multi-scale Chapman-Enskog 
expansion analysis. The energy fluxes of the TLBFS at each cell interface are 
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reconstructed by local application of the TLBM solutions of the density and internal 
energy distribution functions. The efficiency and accuracy of the proposed TLBFS 
were examined by numerical simulation of 2D natural convections in a cavity. 
Numerical solutions showed that, on the one hand, the TLBFS is capable of obtaining 
the same accuracy as TLBM with the same grid; on the other hand, the computational 
cost of TLBFS can be reduced by up to 58% compared with that of TLBM. To 
demonstrate the reliability and capability of the TLBFS for thermal flows with curved 
boundaries, several test examples, including natural convections in an annulus, mixed 
convection past a cylinder and 3D natural convections in a cubic cavity, were 
simulated. The obtained numerical results achieved good agreements with the 
published data in the literature. It is believed that TLBFS has a high potential for the 
effective simulation of practical thermal flow problems on non-uniform grids.  
 
Thirdly, to effectively simulate axisymmetric flows, a fractional-step lattice 
Boltzmann flux solver (FS-LBFS) was proposed based on the TLBFS. Unlike the 
conventional axisymmetric LBE models, which require complicated mathematical 
derivations and involve complicated non-unique external forcing terms, the FS-LBFS 
simplifies the overall solution process into the predictor step and corrector step by 
introducing the fractional-step technique. In the predictor step, without considering 
axisymmetric effects, the intermediate flow variables are predicted by the TLBFS. 
The fluxes of the TLBFS are reconstructed by local application of the TLBM, whose 
solutions are provided by treble-distribution-function lattice Boltzmann (LB) models. 
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These three LB models are used, respectively, for calculating axial and radial 
velocities, azimuthal velocity, and internal energy. In the corrector step, the 
intermediate flow variables are corrected by considering the axisymmetric effects. 
The proposed solver was validated by simulating various isothermal and thermal 
axisymmetric flows, such as pipe flow, Taylor-Couette flow, cylindrical cavity flow, 
natural convection between two concentric cylinders, the Rayleigh-Benard convection 
in a vertical cylinder, mixed convections in a vertical tall annulus and the Wheeler’s 
Benchmark problem in crystal growth. The obtained numerical results compared well 
with the experimental and/or numerical data in the literature. Through numerical 
validations, it is verified that the proposed FS-LBFS not only retains the simplicity of 
LBM but also eliminates the complicated derivation processes in the axisymmetric 
LB model. In addition, the FS-LBFS also presents a complete and consistent solver 
for axisymmetric thermal flows with rotating walls. 
 
Another important contribution of this thesis was the extension of the LBFS to a 
wider applicability regime for simulating multiphase flows with both low and high 
density ratios. To achieve this goal, a multiphase lattice Boltzmann flux solver 
(MLBFS) was proposed based on the standard LBE. Unlike the existing multiphase 
LB models, which introduce complicated forcing terms into the LBE to recover the 
macroscopic N-S equations, the governing equations of the MLBFS are constructed 
based on the standard LBE model and direct introduction of several source terms. 
These equations are solved using the finite volume method for the direct update of the 
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macroscopic flow variables. The fluxes of the MLBFS are calculated by the local 
reconstruction of the multiphase LBE solutions and direct evaluation of the source 
terms. The evolution of the interface is modeled by the Cahn-Hilliard equation, which 
is solved by the fifth-order upwind scheme. The accuracy and efficiency of the 
proposed MLBFS were examined by simulating a variety of 2D and 3D multiphase 
flows on both uniform and non-uniform grids, including the co-current flows with 
density ratio up to 1000, two-phase Taylor-Couette flows in an annulus, 
Rayleigh-Taylor instabilities, droplet splashing on a thin film at density ratio 1000, 3D 
Laplace law, 3D droplet spreading, oscillations of a 3D droplet and collisions of 
binary droplets. The obtained results achieved good agreements with analytical and/or 
numerical solutions. Through numerical simulations, it was successfully verified that 
the MLBFS can be effectively applied for multiphase flows with large density ratios 
on non-uniform grids with suitable temporal schemes. In addition, the MLBFS also 
retains the simplicity of the standard LBM and provides a more straightforward and 
simpler way to deal with the external forcing terms as compared with existing 
multiphase LB models.    
 
Last but not the least, the application of the LBFS was also extended to study complex 
flow problems involving moving boundaries and freely falling bodies. Two 
LBFS-based solvers were proposed respectively on the fixed Eulerian coordinates and 
the Arbitrary-Lagrangian-Eulerian (ALE) framework. For general moving boundary 
flow problems, the boundary condition-enforced immersed boundary-lattice 
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Boltzmann flux solver (IB-LBFS) was firstly proposed in the fixed Eulerian 
coordinates. In the IB-LBFS, a fractional-step approach is applied to split the overall 
solution process into two steps of predictor and corrector. In the predictor step, the 
intermediate flow field is predicted by applying the LBFS without considering the 
effects of complex structural boundaries. In the corrector step, the intermediate flow 
field is updated by calculating the restoring force (velocity correction) generated by 
the boundary surfaces globally and implicitly so that the no-slip boundary conditions 
can be accurately satisfied. The proposed IB-LBFS was successfully validated by 
various 2D and 3D moving boundary flows, such as flows past stationary and moving 
cylinders, particle sedimentations, vortex induced vibrations, flows past stationary 
transversely rotating and streamwise rotating spheres and flows past a torus with 
different aspect ratios. After that, the IB-LBFS was further extended to the 
Arbitrary-Lagrangian-Eulerian (ALE) framework for effective simulation of the more 
challenging freely falling problems, which may involve extremely large flow domains 
and complicated dynamic behaviors. As compared with the IB-LBFS in Eulerian 
coordinates, the ALE-based IB-LBFS is established on the moving mesh and 
effectively includes the fluxes caused by grid motion at each cell-interface. The 
complicated rigid body dynamics is also incorporated into the improved solver to 
capture the translational and rotational motions of the falling objects. The ALE-based 
IB-LBFS was well validated by simulating both 2D and 3D freely falling disks. The 
complex dynamical behaviors, such as the fluttering and tumbling, were reproduced 
and the present results of the disk trajectories, translational and rotational speeds and 
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the hydrodynamic forces achieved good quantitative agreements with the 
experimental measurements. The significance of this work is that it is the first time for 
the LBM based solvers to successfully simulate flows with general freely falling 
objects and may provide a powerful tool for solving more complicated 
flow-structure-interaction problems.   
 
8.2 Recommendations 
Although a series of LBFSs have been proposed and considerable success has been 
achieved for simulating various flow problems, they still have some limitations and 
further improvements are necessary. The limitations of the LBFSs and the 
corresponding recommendations are presented as follows.     
 
Firstly, since the present solvers were based on the LB models with low Mach number 
assumption, they may not be applicable for simulating compressible flows. This 
limitation also affects the applicability of the TLBFS for thermal flows at very high 
Raleigh numbers ( 6 710 10Ra  ), in which the compressible effects are significant. 
To extend the LBFS for compressible flows, the compressible LB models are 
recommended for flux evaluations. This extension of the present solver for 
compressible flows should be considered in future works. Secondly, for moving 
boundary and freely falling flow problems, the structural stiffness and deformation 
were not considered in the IB-LBFS solvers. In some circumstances, the structural 
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deformation and its effects on the final solutions may be of great interest and have 
both scientific and practical significance. This can be considered in future research. 
Thirdly, to achieve higher efficiency for simulations of 3D freely falling problems by 
the IB-LBFS, it is recommended to introduce parallel computing. In addition, since 
most practical flow problems involves complex anisotropic boundary layers and 
turbulent eddies at high Reynolds numbers, it would be useful to include the turbulent 
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