In this paper we present artificial constraints as a method for guiding heuristic search in the computationally challenging domain of motion planning among movable obstacles. The robot is permitted to manipulate unspecified obstacles in order to create space for a path. A plan is an ordered sequence of paths for robot motion and object manipulation. We show that under monotone assumptions, anticipating future manipulation paths results in constraints on both the choice of objects and their placements at earlier stages in the plan. We present an algorithm that uses this observation to incrementally reduce the search space and quickly find solutions to previously unsolved classes of movable obstacle problems. Our planner is developed for arbitrary robot geometry and kinematics. It is presented with an implementation for the domain of navigation among movable obstacles.
Introduction
A robot that can move obstacles out of its way is capable of more autonomous tasks. For example, in Figure 1 , the robot cannot plan a direct path to the goal. By manipulating four objects, the robot changes its configuration space and opens free space for a path. This capacity comes at the cost of computational complexity. We explore a method for allowing robots to constrain their action space and create computationally manageable search spaces.
The International Journal of Robotics Research Vol. 27, No. 11-12, November/December 2008 , pp. 1295 -1307 .1177/0278364908098457 c 1SAGE Publications 2008 Los Angeles, London, New Delhi and Singapore Figures 1-2 , 5-7 appear in color online: http://ijr.sagepub.com A simple path planning task in the movable obstacle domain becomes a complex manipulation planning problem with a partially specified goal. The robot can change its own configuration and the configurations of other objects. Each of these changes alters the workspace of the robot by increasing or decreasing the free space for future motions. The size of the search space is exponential in the number of movable objects. Furthermore, the branching factor of forward search is linear in the number of all possible world interactions (Stilman and Kuffner 2004) . A simplified variant of this domain involving only one movable obstacle is NP-hard (Wilfong 1988 ). More recent results demonstrated NP-hardness results for trivial problems where square blocks are pushed in block-size increments on a planar grid (Demaine et al. 2000) .
In this paper we show that allowing one interaction with each object and using reverse-order search allows the robot to significantly constrain its initial search space. The proposed method of artificial constraints enables fast heuristic search in a domain where standard proximity heuristics provide little or no insight. We demonstrate that our method is directly applicable to robot tasks in a simulated domain. Furthermore, we introduce a problem formulation and runtime analysis that form a basis for future work.
Related Work
Obstacles moving along specified trajectories is a problem addressed by bounding the velocities of the obstacles and augmenting the configuration space with time (Reif and Sharir 1985) . A point in the free space ensures that a configuration is valid at the given time in which it takes place. This approach has been extended to kinodynamic domains (Hsu et al. 2002) , as well as real-time deformable plans (Brock and Khatib 1997) . These algorithms do not allow the robot to affect the world. Fig. 1 . A simulated solution to a problem of navigation among movable obstacles. The robot is instructed to reach the goal. After constructing a plan, it first moves the three smaller objects into the niches. The robot uses the new free space to move the table.
Finally it clears a path and navigates to the goal.
Initial work in coordinating robot motions was presented by Fortune et al. (1986) , Erdmann and Lozano-Perez (1986) and Schwartz and Sharir (1983a) . Most recent research that deals with robots repositioning multiple objects is in assembly planning. Assembly planners focus on separating a collection of parts and typically ignore the robot/manipulator. Domain operators also allow unassembled parts to be removed to "infinity" (Wilson 19921 Goldwasser and Motwani 1999) .
In the movable obstacle domain, objects cannot move unless manipulated by the robot. The motion of the objects is constrained to the workspace of the robot, while the robot is constrained to move along collision-free paths. Rearrangement planning is the domain that is most closely related (Alami et al. 19941 Ben-Shahar and Rivlin 19981 Ota 2004) . The final configurations of all objects are specified, and the robot must find coordinated transport paths. For instance, when a manipulation path to the goal collides with other objects (Ota 2004) , heuristically selects intermediate configurations for interfering obstacles.
In our domain, final configurations for objects are unspecified. Hence, the robot must decide not only where to move objects but which objects must be moved. Chen and Hwang (1991) searched a graph of robot paths, allowing objects to be pushed away from the robot trajectory. This method is effective on small problems, but easily encounters local minima. Stilman and Kuffner (2004) and Okada et al. (2004) propose to consider joining regions of robot free space and constructing graphs of interfering obstacles, respectively. Neither planner handles objects that interfere with the motion of other objects. Chadzelek et al. (1996) ignores the robot, but offers some insight into graph-based chronological and spatial coordination of movable objects. Nieuwenhuisen and van der Stap-pen (2006) chooses actions randomly and increases the probability of moving obstructing objects. Chen and Hwang (1991) , Stilman and Kuffner (2004) , Okada et al. (2004) , Ota (2004) and Nieuwenhuisen and van der Stappen (2006) developed ideas for mobile robots. Our work addresses the problem generally for any kinematic structure of the robot. This is important when considering manipulation problems where robot geometry varies significantly for different portions of the workspace. In Stilman et al. (2007b) , we use RRTs to adapt our algorithm for articulated robots operating in three-dimensional environments. We base our domain on configuration space operators analogous to Transit and Transfer, first described by Alami et al. (1994) . Our constraint approach is related to the approach of Erdmann and Lozano-Perez (1986) , however we do not assume a priority on object motions. Instead we search the space of object choices and orders. A preliminary version of our work was proposed by Stilman and Kuffner (2006) .
Movable Obstacle Domain
In this section, we develop a geometric model for movable obstacles. Our choice of space and operators make the presented approach general for any robot kinematics in the framework of rigid body motion and prehensile manipulation. Section 9 gives an example of how the tools developed in this framework can be applied to a specific robot problem.
During planning, we assume that the geometry and kinematics of the environment and the robot are known. We also assume that there is no uncertainty in sensing and the effects of robot actions. These assumptions are softened during imple-mentation through active modeling and replanning. We represent objects and robot links as polyhedrons. The environment objects are classified as either fixed or movable. Formally, the environment is modeled as a two-or three-dimensional Euclidian space that contains the following items:
2 O F 3 4F 1 1 2 2 2 1 F f 5, polyhedral fixed obstacles that must be avoided1 2 O M 3 4O 1 1 2 2 2 1 O m 5, movable obstacles that the robot can manipulate1
2 R, an n degree of freedom manipulator with polyhedral links.
While paths may not be explicitly parameterized by time, we use the variable t to refer to a chronological ordering on states and operations. At any time t, the world state W t defines the position and orientation of the robot links and each object. We represent the world state as follows:
Given an initial configuration W 0 of the robot r 0 and each movable obstacle q 0 i , the goal is to achieve a final configuration r f for the manipulator.
Operators
In order to achieve the goal configuration the robot is permitted to change its own configuration and possibly the configuration of one grasped obstacle at any time step. Between time steps, any change to the robot joints must be continuous. We therefore interpret any "change" as an action that follows a path or trajectory.
We can distinguish between two primitive operators or actions: Navigate and Manipulate. Each action is parameterized by a path 5 3r i 1 r j 4 that defines the motion of the robot between two configurations: 5 : [01 1] 6 r where 5 [0] 3 r i and 5 [1] 3 r j .
The Navigate operator refers to contact-free motion. While the robot may be in sliding contact with an object, its motion must not displace any objects by collision or friction. Navigate simply moves the robot joints as specified by 5 :
When the robot motion affects the environment by displacing an object, O i , we refer to the action as Manipulate. The manipulate operator consists of two paths: one for the robot and one for O i . Since the object is not autonomous, the object path is parameterized by the robot path and the initial contact or grasp G i 8 G3O i 4. The set G3O i 4 consists of relative transformations between the robot end-effector and the object that constitute contact:
Distinct G i lead to different object motions given the same end-effector trajectory. We let 5 o 3 ManipPath3G i 1 5 4 be the interpretation of the path for the object during manipulation according to the constraints imposed by the contact. Manipulate maps a world state, contact and path to a new world state where the robot and O i have been displaced. The action is valid when neither the robot nor object collide or displace other objects. The two action descriptions point to a general formulation for interacting with environment objects. The robot iterates a two step procedure. First, it moves to a contact state with the Navigate operator and then applies a Manipulate operator to displace the object. The robot also uses Navigate to reach a goal state.
Configuration Space
To understand the structure of spatial reasoning tasks that involve movable obstacles, let us first interpret this problem in terms of the configuration space (Lozano-Perez 1983) . Let 1 W be the space of all possible W t . During a Navigate operation, the robot can only change its own configuration. We denote a subspace or slice of 1 W :
While 1 R includes all possible configurations for the robot, some of them collide with static or movable obstacles. The free space of valid robot configurations is parameterized by the locations of movable obstacles. To make this relationship explicit let
For any set of obstacle points S in 1 k , a configuration space obstacle in 1 A is the set: 2 A 3S4 3 4q 8 1 A 9 A3q4 S 3 5. Let q be a configuration of A and p be a configuration of object B. Since two objects cannot occupy the same space in 1 n , 2 is symmetric:
To simplify notation we define the following: 2
The free space of a body, A, 1 free A 3W t 4, is the set of configurations where A is not in collision with fixed or movable obstacles. Equation (6) defines 1 free R 3W t 4 and 1 free O i 3W t 4 as sets of collision-free configuration for the robot and movable objects.
We can use the 1-space representation to identify valid Manipulate and Navigate operators. Navigate is valid if and only if its path is collision free:
Equations (8)-(12) validate a Manipulate operator. In addition to satisfying collision-free motion manipulation must end with the object in a statically stable placement 1
. Equation (12) ensures that the robot does not collide with obstacle O i . In our two-dimensional examples, we assume gravity is orthogonal to the object plane and hence 1
Motions of Multiple Objects
The problems we are interested in are realistic domains with numerous movable objects. Owing to the dimension of these spaces, finding meaningful sub-domains and heuristics takes precedence over completeness. In earlier work (Stilman and Kuffner 2004) we observed that 1 free R can be partitioned into disjoint subsets 4C 1 1 C 2 1 2 2 2 1 C d 5 such that a robot in configuration r i 8 C i can access any configuration in C i via a Navigate operation but no configuration in C j 3 C i .
Our planner detected objects that could be moved in order to give the robot access to other components of 1 free R . We defined keyholes, K 3W 1 1 C i 4, as subgoal problems that specify a start state, W 1 , and a component of free space, C i 1 free R 3W t 4. The goal was to find a sequence of operators that results in W 2 such that every free configuration in C i is accessible to the robot:
Based on the concept of connecting free space components, we defined the class of linear problems (L P). A problem has a linear solution when there exists a sequence of free space components 4C 1 1 C 2 1 2 2 2 1 C n 5 such that entering component C j does not constrain the configuration space required to enter future C k where 3 j 6 k4. Stilman and Kuffner (2004) presented a resolution complete algorithm for problems in L 1 , where only one object must be displaced to merge two components.
Extending the approach of Stilman and Kuffner (2004) to L k problems where up to k objects may be moved to connect free space components is challenging even for k 3 2. In the best case, every robot path between two components would pass through two objects, O 1 and O 2 , allowing the planner to locally search the joint motion space of size 9O 1 9 9O 2 9. However, as seen in Figure 1 , the path between C i , C j 8 1 free R might only pass through one object (the table). A complete L 2 planner must consider all possibilities for the choice of second object. In general, for L k problems, we may need to enumerate 2 k1 possible sets of objects that do not directly interfere with a path to the goal.
Extended Hierarchy
In order to manage the increased complexity when local search requires the motion of multiple objects, we propose further classification of the movable obstacle domain to monotone plans. In assembly planning, monotone plans refer to plans where each application of an operator yields a subassembly that is part of the final assembly (Wilson 1992) . We do not enforce a final assembly and define monotone plans as those in which a manipulated object cannot be moved again:
Monotone search decouples the joint motion space of objects into individual path plans. The search decides which objects to displace, a path for each object and the ordering of object motion. Note that any plan can be expressed as a sequence of monotone plans:
Plan N M 3 2 2 2 1 5 1 1 3O i 1 5 2 41 5 3 1 3O j 1 5 4 41 5 5 1 3O i 1 5 6 41 5 7 1 2 2 2 Plan M 1 3 2 2 2 1 5 1 1 3O i 1 5 2 41 5 3 1 3O j 1 5 4 41 5 5 and Plan M 2 3 3O i 1 5 6 41 5 7 1 2 2 2 2
Let W 6 be the world state after the operation Navigate3W 5 1 5 5 4, prior to the second displacement of O i . We refer to W 6 as an intermediate world state. A problem can be characterized in its non-monotone degree by the number of intermediate states necessary to construct a sequence of monotone plans. We propose the following classes of problems/ (L k ) Linear problems where components of 1 free R can be connected independently. Here k is the maximum number of objects that must be displaced to connect two components.
(N L) Non-linear problems require the planner to consider interactions between keyholes.
(M) Monotone problems where each object only needs to be moved once.
(N M i ) Non-monotone problems that can be expressed as i monotone problems with intermediate states.
Planners operate in one or two of these classes. For instance an L 3 N M 6 planner would seek linear solutions that require manipulating at most three objects and using six intermediate states to merge two free space components. Our proposed algorithm operates in L k M.
Planning in Monotone Domains
The monotone class of problems helps organize the study of movable objects. It also preserves a number of the computational challenges that arise from interdependent Manipulate operators. A monotone planner determines a subset 4O 1 1 2 2 2 1 O m 5 3 O M O M of movable objects to displace. It also finds a valid set of paths 45 O 1 1 2 2 2 1 5 O m 5 for displacing the objects and 45 1 1 2 2 2 1 5 m71 5 Navigate operations between grasps. In addition, the planner decides an ordering for object motion. In this section we analyze the problem complexity and present our solution.
Forward Search
Suppose we were to perform a standard forward search of obstacle motion. In the monotone case, we do not need to consider all possible Navigate and Manipulate paths. At each time-step t we select an object O i for motion and a goal configuration q t72 i 8 1 place O i 3W t72 4. We verify that there exists an accessible contact configuration r t71 8 1 AC
We also check the existence of valid paths: Navigate3W t 1 5 1 3r t 1 r t71 44 and Manipulate3W t71 1 O i 1 G i 1 5 2 3r t71 1 r t72 442 (16) Assume that verification could be performed in constant time, and that the number of placements is O3d n 4, where d is the resolution of each of the n dimensions of 1 O i . Typically, n 3 3 or 6. At t 3 0, this algorithm would select from m objects and d n configurations for each object: O3md n 4. Expanding the search to depth 2, there are now m 1 objects and d n placements for each object: O3md n 3m 14d n 4. This algorithm has an asymptotic runtime of O3md n 3m 14d n 2d n d n 4 3 O3m!d nm 4.
The exponential runtime of this algorithm might be reduced for typical problems given a sufficiently informed heuristic. However, as seen in Figure 1 no notion of proximity to the goal expresses the utility of object displacement. A useful placement for the object is one that respects the motion of subsequent obstacles. Since the motion of future objects is postponed in the search, good placements are unknown.
Reverse Search
Given that the utility of an action choice depends on future action choices it appears that forward search may not be a practical method for solving L k problems. A direct method for using information about future choices would reverse the order of action selection. Having chosen the last action, the planner uses the information from this choice in making decisions about earlier actions. Reverse planning is common in assembly problems. However, the implementation and motivation of reverse planning is different in our domain. Assembly planners have fixed goal configurations for all objects in which the motion of the objects is typically highly constrained. Consequently, the reverse search space has a much smaller branching factor due to actual constraints.
In our domain, the final configuration is not predetermined. In fact, reverse search has a larger branching factor than forward search since different object paths, not just placements, constitute different actions (see Section 7). Instead of considering all possible paths, we assume that a path sample is representative of future motion. We then use the monotone assumption to create artificial constraints on the paths taken prior to the future motion. Currently, our approach does not consider different paths for objects. We do, however, take into account all possible orderings in which the objects are moved.
Section 7 gives an explicit representation for the constraints formed by assuming future displacements in a monotone domain. Section 8 uses this representation in an algorithm for solving navigation among movable obstacles (NAMO) problems.
Artificial Constraints
This section defines the precise constraint that decisions about future actions place on prior motion in a monotone domain. Let W 0 be the initial world state. Assume that at some future time step t 7 0, the robot will execute Navigate3W t 1 5 t 3r t 1 r t71 44. Let q t j be the configuration of obstacle O j at time t. By the definition of free space (Equation (6)):
Owing to the symmetry of 2 (Equation (4)), we can invert this relationship:
The robot motion along 5 t defines a swept volume in 1 n . Let V 35 t 4 be the volume of points occupied by the robot during its traversal of 5 t :
Analogously, for valid Manipulate3W t 1 O i 1 G i 1 5 3r t 1 r t71 44, let V 35 t 1 O i 1 G i 4 be the volume occupied by the robot and the object during the joint motion:
For this motion to be valid, Equation (8) indicates that
Owing to the symmetry of 2 :
Equations (20) and (24) indicate that the swept volume of any Navigate or Manipulate operation in W t places a constraint on the configurations of movable objects:
Since objects remain fixed unless moved by Manipulate, then for some final time T :
By the monotone assumption, if the initial configuration of an obstacle conflicts with V T , there is exactly one Manipulate operator that displaces it to a non-conflicting configuration at some time-step t 3t 6 T 4.
Algorithm
In order to apply the method of artificial constraints, our planner consists of two modules: obstacle identification and constraint resolution. Obstacle identification decides the last object that will be manipulated prior to reaching the goal or a subgoal. Constraint resolution plans a Manipulate path for this object and the following Navigate to the goal. The two paths form artificial constraints. We detect objects that violate the constraints in W 0 and recursively plan corresponding Manipulate and Navigate operations. The first grasping configuration identified by a successful resolution step is used as the preceding subgoal for obstacle identification. Both modules backtrack on their choices when the algorithm fails to resolve the constraints.
Obstacle Identification
Planning is initialized by a constrained relaxed planner RCH last (Stilman and Kuffner 2004) . Here O L RCH last operates in 1 R . It is permitted to pass through movable configuration space obstacles with a heuristic one-time cost for entering any object. The constrained relaxed planner RCH last finds a path to the goal and selects the last colliding obstacle, O L , to schedule for manipulation. In Figure 2(b) , RCH 0 last selects the table as the last object for manipulation.
Constraint resolution, described in Section 8.2, validates the heuristic selection with a sequence of Navigate and Manipulate operations. If no such sequence is possible, RCH last is called again, prohibiting any navigation into 2 O i R 3W 0 4. Since constraint resolution fails on the table, RCH 1 last selects the couch for motion in Figure 2 (c). We ensure completeness over the selection of final objects by aggregating O avoid , a set of prohibited Navigate actions for RCH last , as described in Section 3.
When resolution is successful, RCH last is called with the goal of reaching the initial contact configuration identified by constraint resolution. Figure 2(d) shows that after successfully scheduling the manipulation of the couch, RCH 2 last selects the chair for motion. When RCH last finds a collision-free path to the subgoal, the algorithm terminates successfully.
Constraint Resolution
Let T index the final time step of the plan and t be the current time step. We maintain the following sets:
(O t f ) the set of objects O i scheduled for manipulation after time t1
(O t c ) the set of objects scheduled for motion prior to time t1
(2 t ) the union of all artificial constraints V t 3t 6 t 6 T 4. The following three procedures are performed recursively. Each iteration of recursion will plan from state W t , such that operations that follow time step t are assumed to be known.
(1) Choosing an Obstacle and Contact
First, we select an obstacle O d 8 O t c . We then choose a contact, G i . Inverse kinematics yields the contact configuration r c . If the robot is redundant the space of inverse kinematic solutions is sampled, resulting in a set of robot configurations 4r c1 1 r c2 1 2 2 2 1 r cn 5.
We choose a valid contact r t2 3 r ci by searching for a path 5 C 3r 0 1 r t2 4 which verifies that r ci can be reached by the robot without passing through previously scheduled obstacles in their initial configurations:
(2) Dual Planning for Manipulate and Navigate
The Navigate operation to the subsequent contact, or goal, occurs after manipulating object. Conceptually in reverse search it should be planned first. However, we have not yet determined the initial configuration for Navigate since it is equivalent to the final configuration of Manipulate. We propose assembling the Navigate path from two segments: 5 1 is a path from the initial contact with the object, r t1 , to r t and 5 2 is the manipulation path for the object. The robot returns to r t1 , during Navigate.
35 1 4 Plan a partial path 5 1 from r t2 to r t . The path must not pass through any future scheduled obstacle:
Taken alone this path is not intended for a Navigate operation. In the world state W t2 , object O d may still block this path. We choose this path to pass through the lowest number of objects in their initial configuration and minimize the euclidian path length. If the path is not possible, a different grasp, r t2 , is selected.
The robot configuration at the start of the plan 5 2 304 3 r t2 . The final configuration must be selected by the planner.
Since 5 2 maps to the object path 5 2O d , we require the following constraints:
for all s 8 [01 1]1 (29)
Equation (28) states that the object and the robot may not pass through the configuration space obstacles of future scheduled objects. Equation (29) states that the final configuration of O d may not interfere with either 5 1 or 5 2 . Equation (30) requires the final configuration of O d to be consistent with artificial constraints.
Merging 5 1 and 5 2 into a single 5 , we can define the operation Navigate3W t1 1 54. The Navigate is valid after the obstacle has been displaced. Fig. 3 . Pseudo-code for IDENTIFY-OBSTACLE.
(3) Composing Artificial Constraints
Having selected Manipulate and Navigate operations in W t , we can advance the search to W t2 . To do so, we update the three sets described earlier:
Equation (31) fixes the configuration of O d to the initial configuration and marks it as resolved in future states. Equation (32) updates the artificial constraint to include the Manipulate and Navigate in W t2 and W t1 , respectively. Equation (33) updates the set of conflicting objects that must be moved earlier than W t2 to resolve the constraints.
Depth First Search
Sections 8.1 and 8.2 provides details of the components of our planner. Figure 8.3 gives the pseudo-code for IDENTIFY-OBSTACLE and Figure 8 .3 for RESOLVE-CONSTRAINTS. The full planning algorithm is initialized by a call to IDENTIFY-OBSTACLE. It is implemented as depth first search to conserve space required for planning and help with the interpretability. 1 indicates a successful base case while 3nil4 reflects backtracking.
Implementation
The algorithm described in this section is the general algorithm for two-and three-dimensional spaces with arbitrary configuration spaces for the manipulator. In this section we interpret the algorithm for our two-dimensional NAMO domain giving details on planning, experimental results and complexity analysis.
Planning Details
When constructing a NAMO plan, we directly apply the algorithm in Section 8 by selecting a computational representation of paths and artificial constraints.
2 For paths, we choose a grid planner based on an evenly spaced discretization of 1 R . The robot configuration space has three dimensions: 31 1 SO3244. Robot paths are planned in a matrix of resolution 310 cm1 10 cm1 10 4 in each dimension. This yields a simple, resolution-complete search space.
2 In the two-dimensional domain, artificial constraints are sets of points in 1 2 . Owing to the rotation of objects, these sets could have complex curved boundaries. To reduce constraint verification (collision detection) to polygon intersection, we define swept volumes using a local convex hull approximation method similar to the approach of Ganter (1985) and Foisy and Hayward (1994) . We construct local bounding polygons for the object and robot throughout the path.
2 All obstacles and artificial constraints are rasterized in the form of an occupancy grid of the environment. Set membership in world coordinates is confirmed by verifying the occupancy of grid cells. Planning time 0.77 s 0.05 s 0.10 s 2.08 s Choosing a Navigate path (5 1 ) in 1 R is performed using A . The heuristic is the euclidian distance with a penalty for entering 2 R 3O i 4 for the first instance of O i along the path. This heuristic is selected to minimize the number of objects that will violate the artificial constraint in the preceding plan.
Analogously, since Manipulate paths (5 2 ) have no explicit goal, we use best first search to make a selection. The first path and resulting state encountered by the search that satisfy the artificial constraints are chosen by the planner. Heuristically, we penalize states where robot or the manipulated object enter movable configuration space obstacles.
Results
The implemented planner was tested on a number of examples, including all of the figures presented in this paper. Table 1 summarizes the running times on an Intel Pentium M 1.6 GHz processor.
Of the presented examples, Figures 1, 5 and 6 cannot be solved by previous planners (Chen and Hwang 19911 Okada et al. 20041 Stilman and Kuffner 2004) . In Figure 2 , the proposed method is asymptotically faster than SELECTCONNECT due to the early selection of Navigate paths as constraints in contrast to path validation during the Manipulate search. However, this choice precludes completeness in the proposed implementation. For L 1 problems, SELECTCONNECT will discover remote Navigate paths that are not considered by the proposed implementation.
We find these results encouraging for the implementation of this planner on a real robot system. Since the planner searches locally in the configuration space of the robot, the same algorithm can be applied directly to very high-dimensional configuration spaces by replacing grid search methods with sampling-based alternatives. 
Discussion
Since IDENTIFY-OBSTACLE never considers an obstacle more than once at any level of the search tree, it can generate at most m! sequences. Each sequence can contain m objects to be resolved by RESOLVE-CONSTRAINTS. A breadth-first search of 1 R of resolution d in n dimensions has a runtime of O3d n 4. The overall algorithm is asymptotically O3m!d n 4. This is a vast overestimate. In most cases only a few sequences will satisfy the conditions of the planner. While each of three Choose statements in RESOLVE-CONSTRAINTS is an opportunity for backtracking (lines 4, 6 and 8), the present implementation backtracks over object orderings but not over choices of grasps and paths. This section discusses alternative paths, grasp strategies and search methods and their effects on NAMO planning.
Path Selection
Selecting a different simple path for Manipulate or Navigate will yield distinct artificial constraints for the remainder of the search. While enumerating all possible simple paths for manipulation is computationally expensive we propose that future implementations consider ordering or sampling a set of paths that result in significantly different constraints.
The choice of paths can be made by comparing the placements that remain for prior obstacles. Only paths that allow for new placements can affect the progress of the search. In the two-dimensional case, this observation restricts us to a narrow range of displacements that have significant regions without overlap. In three dimensions, swept volumes tend to intersect very little with stable object placements, therefore also narrowing the space of distinct artificial constraints. In the simplest case, we propose to sample paths that maximize the distance margin for neighboring configurations.
Grasp Selection
Grasp selection can affect the feasibility of displacing an object as well as restrict the set of valid paths and therefore artificial constraints. We focus on the former problem of ensuring feasible manipulation. With regards to restrictions on the space of valid paths after grasp, we propose a similar approach to path selection where different grasps are selected by evaluating their potential to create significantly different artificial constraints.
For two-dimensional NAMO planning, as applied to the navigation of humanoid robots (Stilman et al. 2007a ), we identified three important metrics for grasp selection: proximity of grasps to the object perimeter, uniform dispersion and restricted quantity. The first two metrics ensure that the grasps can be reached from arbitrary locations in the robot's configuration space. In particular, it is important that a robot in any disjoint component of free space that contacts an obstacle be allowed to grasp an object if the grasp is available. The last metric serves to restrict the search space. To satisfy these metrics, our algorithm traverses obstacle edges and places grasp points at equidistant intervals. For three-dimensional contacts, the resulting points were projected to their closest valid grasps along the horizontal model axes.
In the case of articulated three-dimensional manipulation, presented by Stilman et al. (2007b) , grasp selection may consider the kinematic or dynamic properties of robot configurations with respect to objects. Analysis based on force closure restricts grasp configurations to a subset of contacts between the robot and the object (Miller 2001) . Alternatively, contacts that do not provide closure may be used with restrictions on subsequent manipulation paths that preserve the contact constraint Lynch and Mason 1996) . In our work (Stilman et al. 2007b ), we pre-computed a set of stable grasps for each object and only considered these configurations for transitions between navigation and manipulation.
Search Methods
In this paper we have presented a grid search strategy for path selection. We chose this approach to simplify analysis and implementation while focusing on the details of NAMO planning. If each of the Choose statements in RESOLVE-CONSTRAINTS is used as a branching point for backtracking, the algorithm is resolution complete for L k M problems. Furthermore, observe that neither IDENTIFY-OBSTACLE nor RESOLVE-CONSTRAINTS rely on grid search. For polyhedral obstacles, the complete planner by Schwartz and Sharir (1983b) can be applied to finding manipulation paths. Using this approach would yield geometric completeness and produce exact solutions. However, the exponential complexity of exact planning may be prohibitive, especially if the planner is to be called multiple times.
One efficient alternative to both complete and resolutioncomplete methods is sampling-based planning. Niewenhuisen's NAMO planner (Nieuwenhuisen and van der Stappen 2006) and our extension of artificial constraints to articulated NAMO domains (Stilman et al. 2007b ) apply randomized search strategies. In both cases local RRT manipulation planning is restricted by space or time to prevent search trees from growing indefinitely when a subproblem cannot be solved. Termination allows the global planner to select alternative objects for displacement. In order to achieve global probabilistic completeness, the search trees must be allowed to grow without limit to ensure the asymptotic exploration of all valid paths. We propose that future implementations consider an incremental approach that iterates growing the global NAMO search with extending local manipulation trees.
Future Work
In this paper, we have presented a general planner for movable obstacles in arbitrary configuration spaces. The heuristic methods of artificial constraints have proven to be fast and effective in resolving complex examples from the sample domain of NAMO. Further discussion of algorithms and applications can be found in Stilman (2007) .
Future work will consider the possibility of reducing the number of object orderings and examining alternative object paths. Some likely classes of heuristics are as follows.
2 Accessibility constraints. Currently we search through all orderings of objects that violate an artificial constraint. However, clearly some objects cannot be reached by the robot before others are moved. These objects must be moved at a later time step.
2 Path heuristics. Reverse search carries significant advantages to forward search in selecting alternative paths. Simply by finding paths that explore distinct, or distant, portions of space we would change the topology of artificial constraints and therefore open distinct possibilities for prior object placements.
Another direction of research is the non-monotone class of problems. Two important examples are shown in Figure 7 . In Figure 7 (a), a single obstacle must be moved twice to reach the goal. Figure 7(b) demonstrates that depending on the length of the hallway, the number of intermediate states required to solve a problem can be arbitrarily large. We are particularly interested in investigating the application of artificial constraints to the detection of cases where intermediate states are necessary. Future work may use the observation that non-monotone problems appear as cycles in constraint space that can be resolved by allowing multiple displacements of an object by the planner.
