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Invariable generation does not pass to finite index
subgroups
Gil Goffer and Nir Lazarovich
Abstract
Using small cancellation methods, we show that the property invari-
able generation does not pass to finite index subgroups, answering ques-
tions of Wiegold [25] and Kantor-Lubotzky-Shalev [14]. We further show
that a finitely generated group that is invariably generated is not neces-
sarily finitely invariably generated, answering a question of Cox [2]. The
same results were also obtained independently by Minasyan [19].
1 Introduction
Definition 1.1 (Dixon [4]). Let G be a group. A subset S ⊆ G invariably
generates G if for every function S → G,s↦ gs, the set of conjugates {sgs ∣s ∈ S}
generates G.
A group G is invariably generated (or IG) if it has an invariably generating
set. That is, if G invariably generates itself. A group G is finitely invariably
generated (or FIG), if it has a finite invariably generating set.
Dixon’s original definition referred to finite groups. However, an equivalent
definition was previously studied by Wiegold in the context of general (finite
or infinite) groups [24]. Kantor, Lubotzky and Shalev [14] were the first to
consider Dixon’s definition for infinite groups, and to notice that it coincides
with Wiegold’s definition.
It is shown in [14,24] that the classes of IG groups and FIG groups are closed
under extensions and include all finite groups. It follows that a group with a
finite index normal IG (resp. FIG) subgroup is IG (resp. FIG). The following
slight generalization is probably known to experts, yet we include a proof of this
theorem in Section 2.
Theorem A. A group containing a finite index IG (resp. FIG) subgroup is IG
(resp. FIG).
In contrast, we prove the following theorem, answering questions of Wiegold
[25] and Kantor-Lubotzky-Shalev [14].
Theorem B. There exists a FIG group with an index 2 non-IG subgroup.
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In the context of topological groups, it was shown in [14] that a topologi-
cally finitely generated group that is topologically invariably generated is not
necessarily finitely invariably generated. We therefore find it relevant to state
the following theorem, answering a question of Cox [2].
Theorem C. There exists a finitely generated group that is invariably gener-
ated, but not finitely invariably generated.
The proofs of Theorem B and Theorem C rely on an iterative small cancella-
tion construction. The same results were obtained independently by Minasyan
[19] using similar methods.
Invariable generation was studied for various groups and classes of groups,
including symmetric groups [4, 5, 23], finite groups [3, 13, 18], wreath products
[2, 17], the Thomspon groups [7], convergence groups [6], linear groups [8, 14]
and topological groups [11,14].
Organization of the paper: In Section 2 we include the proof of Theorem A.
In Section 3 we give a brief statement of the tools used in the proofs of Theorems
B and C. In Section 4 we prove Theorem B. In Section 5 we prove Theorem
C. In Section 6 we give the main definitions for small cancellation theory of
hyperbolic groups following Ol’shanskii [20]. In Section 7, we show that one
can find small cancellation words with specific properties, and prove the main
lemmas of Section 3. Section 8 is devoted to the hexagon property which is an
ingredient of the proof of Theorem B.
2 Proof of Theorem A
Definition 2.1. Let G be a group, and S ⊆ G a subset. A subgroup H ≤ G is
S-conjugacy complete if it intersects the conjugacy classes of all elements of S.
When S = G we say that H is conjugacy complete.
It was observed in [14] that the following are equivalent definitions of IG.
Lemma 2.2. Let G be a group, and S ⊆ G a subset. The following are equiva-
lent:
1. S invariably generates G
2. G does not contain a proper S-conjugacy complete subgroup.
3. Every non-trivial transitive action G ↷ X has an element s ∈ S without
fixed points.
Wiegold [24] proved that the class of IG groups is closed under extensions,
in fact the following slightly stronger result holds.
Proposition 2.3. Let G be a group, N ≤ H ≤ G be subgroups and N ⊲ G. Let
S ⊆ H and S′ ⊆ G. If H is invariably generated by S and G/N is invariably
generated by S′ then G is invariably generated by S ∪ S′.
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Proof. Let G↷X be a transitive action on a set with ∣X ∣ ≥ 2. We want to find
an element of S ∪ S′ which acts without fixed points on X.
Since N is normal, we know that G/N ↷X/N . If ∣X/N ∣ ≥ 2 then since G/N
is invariably generated by S′, there exists an element s′ ∈ S′ that acts without
fixed points on X/N and hence also on X. If ∣X/N ∣ = 1, then N , and hence
H, act transitively on X and since H is invariably generated by S, there is an
element s ∈ S which acts without fixed points on X.
In particular, we can deduce Theorem A.
Proof of Theorem A. If H is a finite index IG (resp. FIG) subgroup of G, then
N = CoreG(H) = ⋂g∈G g−1Hg is of finite index in G. Since every finite group is
FIG, we get that N ≤ H ≤ G satisfy the assumptions of Proposition 2.3 which
implies that G is IG (resp. FIG).
3 Toolbox
In this section we describe the toolbox for the main constructions. Since the
main constructions are based on small cancellation quotients and HNN exten-
sions, we summarize in this section the main relevant lemmas regarding these
two topics. We believe that a reader who is familiar with small cancellation
theory would feel fairly comfortable with these lemmas, whose proofs follow
standard techniques. We therefore postpone their proofs to later sections.
Throughout the rest of the paper we assume familiarity with notions in
hyperbolic group theory (cf. for example [1, 9, 12,20]).
3.1 Small cancellation quotients
We use the small cancellation theory developed by Ol’shanskii [20] for hyperbolic
groups, which we outline more precisely in Section 6.
Roughly speaking, we say that a set of quasigeodesic wordsR in a hyperbolic
group satisfies small cancellation if whenever two words in R fellow-travel, they
do so for a small proportion of their lengths. Similarly, we say that a set
of quasigeodesic words R has small overlap with another set of quasigeodesic
words K, if whenever a word in R fellow-travels a word in K, it does so for a
small proportion of its length.
Lemma 3.1. Let G be a torsion-free hyperbolic group, and let H,K1, . . . ,Kn be
quasiconvex subgroups of G. If H is non-elementary and non-commensurable1
into K1, . . . ,Kn. Then for every m there exists a subset of m words R ={w1, . . . ,wm} ⊆H with arbitrarily small cancellation and arbitrarily small over-
lap with K1, . . . ,Kn.
1we use the term “commensurable” to refer to the equivalence of subgroups up to conju-
gation and passing to finite index. That is, two subgroups H,H′ in G are commensurable if
there exists g ∈ G such that Hg ∩H′ has finite index in both Hg and H′. Similarly, H is
commensurable into H′ if there exists g ∈ G such that Hg ∩H′ has finite index in Hg .
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If moreover G has an involution φ which exchanges two non-commensurable2
elements a, b ∈ H, and φ({K1, . . . ,Kn}) = {K1, . . . ,Kn} then R can be chosen
so that φ(R) =R.
Remark 3.2. LetG andH,K1, . . . ,Kn be as above, and let u1, . . . , um be quasi-
geodesic words in G, then if w1, . . . ,wm ∈X have small enough cancellation and
small enough overlap with K1, . . . ,Kn, then so will the words w1u1, . . . ,wmum.
Lemma 3.3. Let G and K1, . . . ,Kn be as in Lemma 3.1. Then, for every finite
set of words R = {w1, . . . ,wm} with small enough cancellation and small enough
overlap with K1, . . . ,Kn the following holds:
1. The quotient G/ ⟪R⟫ is torsion-free and hyperbolic.
2. For every 1 ≤ i ≤ n, the subgroup Ki embeds in G/ ⟪R⟫ as a quasiconvex
subgroup.
3. For every 1 ≤ i, j ≤ n, if Ki is non-commensurable into Kj in G then the
same holds in G/ ⟪R⟫.
3.2 HNN extensions
The HNN extensions which we use have cyclic edge stabilizers. In this case, one
has the following theorem.
Theorem 3.4 (Theorem 4 in [16] or Theorem 1.2 in [15]). Let G be a hyperbolic
group acting on a tree with cyclic edge stabilizers, then the vertex stabilizers of
G are quasiconvex. In particular, in hyperbolic HNN extensions with cyclic edge
stabilizers, quasiconvex subgroups of vertex groups are quasiconvex in the HNN
extension.
Since we will need more control over the possible conjugations of elements,
we recall the definition of k-acylindrical HNN extensions.
Definition 3.5. Let k ∈ N. An action G ↷ T of a group on a tree is k-
acylindrical if for every 1 ≠ g ∈ G the fixed-point set of g in T has diameter ≤ k.
Equivalently, the pointwise stabilizer in G of a path of length k in T is trivial.
An HNN extension (and more generally a graph of groups) is k-acylindrical
if the action on its associated Bass-Serre tree is k-acylindrical.
It is easy to verify the following sufficient condition for 2-acylindricity of a
double HNN extension.
Lemma 3.6. Let A be a group, and C,C ′,D,D′ be distinct subgroups of A. As-
sume that for all g ∈ A, X ∈ {C ′,D′}, and Y ∈ {C,C ′,D,D′}, gXg−1∩Y ≠ 1 Ô⇒
X = Y, g ∈X. Then, the (double) HNN extension G = ⟨A, s, t ∣ Cs = C ′,Dt =D′⟩
G is 2-acylindrical.
2elements are commensurable if they generate cyclic subgroups which are commensurable.
Similarly, an element is commensurable into a subgroup H if the cyclic subgroup it generates
is commensurable into H.
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Under the condition of 2-acylindricity it is easy to see the following
Lemma 3.7. Let A,C,C ′,D,D′,G be as in Lemma 3.6, and assume that the
edge groups C,C ′,D,D′ are cyclic. Let U,V be two non-commensurable sub-
groups of A. Assume one of the following holds:
1. U,V are not virtually cyclic, or,
2. U = C and V =D.
Then, U and V are non-commensurable in G.
Proof. If U and V are not virtually cyclic, then the conclusion follows easily
from Britton’s Lemma and the assumption that the edge groups are cyclic.
If U = C and V = D then it follows by the Britton’s Lemma and the as-
sumption on C,C ′,D,D′ in Lemma 3.6 that C and V are not commesurable in
G.
4 Proof of Theorem B
Theorem B follows from the following proposition.
Proposition 4.1. There exists a finitely generated non-IG group G, an element
x ∈ G, and an involution φ ∈ Aut(G) such that for all g ∈ G, ⟨xg, φ(xg)⟩ = G.
We first prove that it implies Theorem B.
Proposition 4.1 implies Theorem B. Let G and φ be as in Proposition 4.1. Con-
sider the group G˜ = G ⋊ ⟨φ⟩. By construction, G contains an index 2 non-IG
subgroup. It remains to show that G˜ is FIG. We claim that G˜ is invariably
generated by S = {x,φ}. That is, ⟨xg˜, φg˜′⟩ = G˜ for all g˜, g˜′ ∈ G˜.
Let H˜ = ⟨xg˜, φg˜′⟩. We may assume that φ ∈ H˜, by conjugating H by (g˜′)−1
if necessary.
We can write g˜ = gφ ∈ G˜ where g ∈ G and  ∈ {0,1}. Since φ,xgφ ∈ H˜,
it follows that both xg and xgφ = φ(xg) are in H˜. By the assumption, G =⟨xg, φ(xg)⟩ ⊆ H˜, but since also φ ∈ H˜ we get that H˜ = G˜.
Proof of Proposition 4.1. The proof is by constructing a group G with the de-
sired properties. Let us start withG(0) = F (x,x′, y, y′), the free group generated
by the letters x,x′, y, y′, and let φ ∈ Aut(G(0)) be the involution exchanging
x↔ y, x′ ↔ y′. Enumerate the elements of G(0) = {g1, g2, g3, . . .}.
Assume we have constructed a sequence G(0) ↠ G(1) ↠ . . . of quotients,
G(n) = G(0)/Ni where N1 ≤ N2 ≤ . . . is an increasing sequence of normal
subgroups, and such that the groups G(n) satisfy the following3:
(B1) The subgroup ⟨x,x′⟩ contains some conjugates of g1, . . . , gn.
3we abuse notation and think of elements of G(0) as their images in G(n)
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(B2) ⟨x,x′⟩ is proper.
(B3) The automorphism φ descends to G(n).
(B4) The conjugate xgn φ-generates G(n), i.e, G(n) = ⟨xgn , φ(xgn)⟩.
Consider the limit G = limÐ→G(n) = G(0)/(⋃Nn). It is a finitely generated
group by construction. The subgroup ⟨x,x′⟩ is conjugacy complete by (B1) and
proper by (B2), implying that G is non-IG. In addition, φ is an involution of G
by (B3), and for all g ∈ G, ⟨xg, φ(xg)⟩ = G by (B4).
To complete the proof of Proposition 4.1 it remains to construct a sequence
of quotients as above. To build the sequence G(n) we will use small cancellation,
and therefore we would like to assume more on the groups in the process.
(B5) The group G(n) is a torsion-free hyperbolic group.
(B6) ⟨x,x′⟩ is free and quasiconvex.
(B7) ⟨x,x′⟩ and ⟨y, y′⟩ are not commensurable.
(B8) The elements x, y are non-commensurable. In particular, ⟨x, y⟩ is non-
elementary.
(B9) (The Hexagon Property) If ξ, ξ′ ∈ ⟨x,x′⟩ and z ∈ G(n) satisfy ξz = φ((ξ′)z)
then ξ′ = ξ±1.
Remark 4.2. Note the following:
• (B7) implies (B2). In fact, it follows from (B7) that ⟨x,x′⟩ has infinite
index in G(n).
• (B9) implies that if a, b ∈ G(n) are non-commensurable and φ(b) = a then⟨a, b⟩ is not commensurable into ⟨x,x′⟩. Otherwise, there exists z ∈ G(n),
ξ, ξ′ ∈ ⟨x,x′⟩ and N ∈ N such that aN = ξz and bN = (ξ′)z. Applying φ on
the second equation gives aN = φ((ξ′)z), from which ξz = φ(ξ′z) follows.
(B9) then implies that ξ′ = ξ±1, contradicting the assumption that a, b are
non-commensurable.
It is easy to verify that G(0) satisfies the above (B1) - (B9). Note that (B1)
and (B4) are vacuous for G(0).
Starting with G(n − 1) we will build G(n) in a three step process:
Step 1. Conjugating gn into {x,x′} using HNN. Let g = gn. If g = 1, set
G′(n) = G′′(n) = G(n − 1) and skip to Step 3. Otherwise, the assumptions of
Lemma 3.1 with H = ⟨x,x′⟩ ,K1 = ⟨g⟩ ,K2 = ⟨φ(g)⟩ ,K3 = ⟨y, y′⟩ are satisfied by
(B5), (B6), (B7) and (B8). Therefore, we can find a word w ∈ ⟨x,x′⟩ such that
w satisfies arbitrarily small cancellation in G(n − 1), and has arbitrarily small
overlap with ⟨g⟩ , ⟨φ(g)⟩ and ⟨y, y′⟩. Since φ(w) ∈ ⟨y, y′⟩ it follows that w,φ(w)
satisfy arbitrarily small cancellation and small overlap with ⟨g⟩ , ⟨φ(g)⟩.
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Let G′(n) be the (double) HNN extension
G′(n) = ⟨G(n − 1), s, t∣gs = w,φ(g)t = φ(w)⟩ .
and extend φ by setting it to exchange s↔ t.
Even though G′(n) is not a quotient of G(n−1) one can make sense of prop-
erties (B1)-(B9) for G′(n). By the induction hypothesis g1, . . . , gn are conjugate
into ⟨x,x′⟩ in G(n− 1) and therefore also in G′(n); the new HNN relations also
conjugate g = gn to ⟨x,x′⟩, hence G′(n) satisfies (B1). It is also immediate that
G′(n) satisfies (B2),(B3).
Since w,φ(w) satisfy arbitrarily small cancellation G′(n), by Remark 3.2 we
see that gs = w and φ(g)t = φ(w) are also small cancellation relations (in the
hyperbolic group G(n − 1) ∗ F (s, t)). It follows that w can be chosen so that
G′(n) satisfies (B5) by Item 1 of Lemma 3.3.
Moreover, the groups C = ⟨g⟩ ,D = ⟨φ(g)⟩ ,C ′ = ⟨w⟩ ,D′ = ⟨φ(w)⟩ satisfy the
conditions of Lemma 3.6 as we know that E(C ′) = C ′ and E(D′) = D′ by the
”moreover” part of Lemma 7.9. Therefore the HNN extension G′(n) will satisfy
(B6) by Theorem 3.4. It will also satisfy (B7) and (B8) by Cases 1 and 2 of
Lemma 3.7. The proof that the Hexagon Property (B9) is preserved is slightly
more technical and appears in Lemma 8.1.
Note that at this point G′(n) is not a quotient of G(n − 1), and it satisfies
all properties except for (B4). In the next step, we introduce new relations to
G′(n), to make it a quotient of G(n − 1).
Step 2. Absorbing G′(n) in a quotient of G(i−1) using small cancella-
tion. As explained in Remark 4.2, it follows from (B7) that ⟨x,x′⟩ has infinite
index in G(n − 1), and both are quasiconvex in G′(n) by (B6) and Theorem
3.4. Using Lemma 3.7 we see that the conditions of Lemma 3.1 are satisfied
for H = G(n − 1),K1 = ⟨x,x′⟩ ,K2 = ⟨y, y′⟩ in G′(n). Hence, by the “moreover”
part of the lemma, we can find u ∈ ⟨x,x′, y, y′⟩ such that u,φ(u) have arbitrarily
small cancellation in G′(n), and such that u,φ(u) have arbitrarily small overlap
with the subgroups ⟨x,x′⟩ and ⟨y, y′⟩. Set
G′′(n) = G′(n)/ ⟪s = u, t = φ(u)⟫ .
By the way it is defined the composition G(n−1)↪ G′(n)↠ G′′(n) is onto.
It also follows that G′′(n) satisfies (B1) and (B3). By Remark 3.2 the relations
s = u and t = φ(u) can be chosen to satisfy arbitrarily small cancellation and
small overlap with ⟨x,x′⟩ and ⟨y, y′⟩. Properties (B5), (B6), (B7) and (B8) then
follow from Lemma 3.3, and the Hexagon Property (B9) is postponed to Lemma
8.2. As explained in Remark 4.2, (B2) follows.
At this point, G′′(n) is a quotient of G(n − 1) that satisfies all properties
except for (B4), which will be taken care of in the last step of the construction.
Step 3. Forcing φ-generation using small cancellation. Recall that we
denote g = gn. By (B8) x, y are non-commensurable. It follows that so are xg
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and φ(xg) = yφ(g). As exaplained in Remark 4.2 it follows from Property (B9)
that ⟨xg, φ(xg)⟩ is not commensurable into ⟨x,x′⟩. Using this and (B6), we see
that H = ⟨xg, φ(xg)⟩ and K1 = ⟨x,x′⟩ ,K2 = ⟨y, y′⟩ satisfy the assumptions for
the “moreover” part of Lemma 3.1. Hence, there exist v, v′ ∈ ⟨xg, φ(xg)⟩ such
that v, v′, φ(v), φ(v′) satisfy arbitrarily small cancellation in G′′(n) and have
arbitrarily small overlap with ⟨x,x′⟩ and ⟨y, y′⟩.
In order to take care of property (B4), we set
G(n) = G′′(n)/ ⟪x = v, x′ = v′, y = φ(v), y′ = φ(v′)⟫ .
We have G(n − 1)↠ G′′(n)↠ G(n). It follows from the construction that
G(n) satisfies (B1), (B3) and (B4). As in Step 2, Properties (B5), (B6), (B7)
and (B8) follow from Lemma 3.3. The Hexagon Property (B9) holds by Lemma
8.2, and (B2) follows.
5 Proof of Theorem C
In the following section we construct a finitely generated IG group that is not
FIG, proving Theorem C.
Let F = F (a, b) be the free group generated by a, b, and F = {g1, g2 . . .} be
an enumeration of its elements. Assume we have found a function h ∶ F ×F → F ,
elements {rij}i≥j ⊆ F , and a quotient F ↠ G that satisfy:
(P1) For all s, t, u ∈ F, ⟨as, bt, h(s, t)u⟩ = G.4
(P2) for all n ∈ N, ⟨grn11 , . . . , grnnn ⟩ ≠ G.
It is then easy to see that (P1) implies that G is IG, while (P2) implies that
it is not FIG. We therefore wish to find such data.
We first establish some notation. Set G(0) = F . Enumerate
F × F = {(s1, t1), (s2, t2), . . .}, and(F × F ) × F = {((sj1 , tj1), u1), ((sj2 , tj2), u2), . . .}.
Let N♮ = {i♮ ∈ N ∣ ji♮ ∉ {j1, . . . , ji♮−1}}, i.e the set of indices of the enumeration of(F × F ) × F for which a pair (s, t) is introduced for the first time. When using
the notation i♮, we implicitly assume that the element i♮ is in the set N♮.
Let n ≥ 1. In the nth step of the induction, we will construct:
• A group G(n) which is a quotient G(n − 1)↠ G(n);
• An image for the pair (sjn , tjn) under h, in case this pair has not yet
appeared in a previous level. That is, in case n ∈ N♮.
• Elements rnk ∈ F for all 1 ≤ k ≤ n, and a subgroup Kn ∶= ⟨grn11 , . . . , grnnn ⟩.
• Elements xi♮n ∈ F for all 1 ≤ i♮ ≤ n.
4As usual we interpret elements of F as their image under the quotient map in G
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Such that the following properties hold in G(n):
(C0) G(n) is a torsion-free hyperbolic group.
(C1) ⟨asjn , btjn , h(sjn , tjn)un⟩ = G(n).
(C2) a, b are non-commensurable.
(C3) For all 1 ≤ i♮ ≤ n, h(sji♮ , tji♮ ) is not commensurable into K1, . . . ,Ki♮−1.
(C4) The subgroups K1, . . . ,Kn are quasiconvex and free. Since G is torsion-
free but not free, it follows from Stallings’ Theorem that K1, . . . ,Kn have
infinite index in G(i), and in particular they are proper.
(C5) For all 1 ≤ i♮ ≤ k ≤ n, xi♮k ∈ ⟨asji♮ , btji♮ ⟩ is not commensurable into Kk in
G(n).
Finally, we set G = limÐ→G(n). Notice that property (C1) for G(n) implies
that ⟨asji , btji , h(sjn , tjn)ui⟩ = G(n) for all i ≤ n, sinceG(n) is a quotient ofG(i).
In particular, we get that (P1) holds for G. Furthermore, by the definition of
the groups Ki, Property (C4) implies (P2) for G.
It is easy to see that G(0) = F satisfies the above assumptions. Notice
however that most conditions are vacuous in this case, as they are defined for
i ≥ 1 only.
We now describe the inductive step. Suppose we have defined the groups
G(0), . . . ,G(n−1) with the auxiliary data described above such that they satisfy
(C0) - (C5).
Step 1. Defining h(sjn , tjn). If n ∉ N♮ skip this step. Otherwise, n ∈ N♮ and
hence the image of the pair (sjn , tjn) under h was not previously defined. By
Lemma 7.2, there exists an element in G(n− 1) that is not commensurable into
K1, . . . ,Kn−1. Set h(sjn , tjn) to be such an element.
At this point, (C3) holds also for i = n, in G(n − 1).
Step 2. Constructing G(n). By the induction hypothesis and Step 1, (C3)
for 1 ≤ i♮ ≤ n and (C5) for 1 ≤ i♮ ≤ k < n hold in G(n − 1). It follows that⟨asn , btn , h(sn, tn)un⟩ contains an element which is not commensurable into
K1, . . . ,Kn−1.
By Lemma 3.1, there exist words wa,wb ∈ H = ⟨asjn , btj,n , h(sjn , tjn)un⟩
with arbitrarily small cancellation in G(n − 1) and arbitrarily small overlap
with K1, . . . ,Kn−1, ⟨a⟩ , ⟨b⟩, {⟨h(sji , tji)⟩}i≤n, and {⟨xik⟩}i♮≤k≤n−1. Define
G(n) = G(n − 1)/ ⟪wa = a,wb = b⟫ .
By Item 1 of Lemma 3.3, property (C0) persists under small cancellation quo-
tients, and so it holds in G(n). Moreover, it follows from the new relations
that ⟨asjn , btj,n , hunjn ⟩ = G(n), and so (C1) holds for G(n) as well. Similarly,
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properties (C2) and (C3) hold in the quotient G(n) by Item 3 of Lemma 3.3
and the induction hypothesis.
Regarding the other two properties: For all 1 ≤ i ≤ n− 1, (C4) holds in G(n)
by Item 2 of Lemma 3.3, since the relations have small overlap with K1, . . . ,Kn.
Similarly, (C5) for 1 ≤ i♮ ≤ k ≤ n − 1 holds in G(n) by Item 3 of Lemma 3.3.
It remains to construct Kn and show (C4) for i = n, and (C5) for k = n. This
is done in step 3.
Step 3. Constructing rn1, . . . , rnn and xi♮n. We have seen that (C2) holds
in G(n), i.e a, b are non-commensurable in G(n). Hence for every 1 ≤ i♮ ≤ n,⟨asji♮ , btji♮ ⟩ is non-elementary. Let Qi♮ ≤ ⟨asji♮ , btji♮ ⟩ be some non-elementary
quasiconvex subgroups which exists by Lemma 7.6. By Lemma 5.1 below, find
rn1, . . . , rnn such that Kn ∶= ⟨grn11 , . . . , grnnn ⟩ is quasiconvex and free, and such
that for every 1 ≤ i♮ ≤ n, Qi♮ is not commensurable into Kn. By Lemma 7.2, for
every 1 ≤ i♮ ≤ n there exists xi♮n ∈ Qi♮ that is not commensurable into Kn.
The choice of rn1, . . . , rnn ensures (C4) for i = n. Lastly, (C5) holds for k = n
by the construction of rn1, . . . , rnn and xi♮n.
This completes the proof of Theorem C.
Lemma 5.1. Let G be hyperbolic, let Q1, . . . ,Qm ≤ G be some non-elementary
quasiconvex subgroups of G, and let g1, . . . , gn be infinite order elements of G.
Then, there exist r1, . . . , rn ∈ G such that K = ⟨gr11 , . . . , grnn ⟩ is a quasiconvex free
subgroup and Q1, . . . ,Qm are not commensurable into K.
Proof. Let µ = min{dimH(ΛQ1), . . . ,dimH(ΛQn)}, where dimH(ΛQi) is the
visual dimension of the limit set ΛQi of Qi in the visual boundary ∂G. Paulin
[22] shows that dimH(ΛQi) is equal to the critical exponent of the subgroup
Qi, and is thus invariant under conjugation. Since ΛQi is a commensurability
invariant, the visual dimension is also a commensurability invariant.
By choosing elements r1, . . . , rn ∈ G sparse enough, we can make dimH(ΛK) <
µ where K = ⟨gr11 , . . . , grnn ⟩ is a quasiconvex free group. It follows that Q1, . . . ,Qn
are not commensurable into K, as otherwise ΛQi ⊆ ΛK which will contradict
the monotonicity of the Hausdorff dimension.
6 Preliminaries on small cancellations with small
overlaps
Let G be generated by a finite set S. Let W be a word over S. We write ∥W ∥ to
denote the length of W as a word. We use the same notation, ∥p∥, to denote the
length of a path p. We often abuse notation and identify a path in the Cayley
graph of G with its label. For an element g ∈ G, we denote by ∣g∣ the distance
in Γ(G,S) between g and 1G.
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6.1 Small cancellation conditions
Recall that a set of words R is called symmetrized if it is closed under taking
cyclic permutations and inverses.
Definition 6.1 (pieces). Let R and K be symmetrized sets of words in S, and
 > 0. Let U be a subword of a word R ∈ R. U is called a (K, )-piece if there
exists a word R′ ∈ K such that:
1. R = UV , R′ = U ′V ′ as words, for some words U ′, V, V ′;
2. U ′ = CUD in G for some words C,D in S such that max{∥C∥, ∥D∥} ≤ ;
3. CRC−1 ≠ R′ in G.
U is called an ′-piece if:
1. R = UV U ′V ′, for some U ′, V, V ′;
2. U ′ = CU±1D in G for some words C,D in S such that max{∥C∥, ∥D∥} ≤ ;
Remark 6.2. In case K =R, a (K, )-piece is simply called an -piece, and this
definition coincides with the usual definition found for example in [20,21].
Definition 6.3 (Small cancellation conditions). Let R and K be symmetrized
sets of words in G. We say that R satisfies the C1(, µ, λ, c, ρ,K) condition for
some  ≥ 0, µ > 0, λ ∈ (0,1], c ≥ 0, ρ > 0, if
1. ∥R∥ ≥ ρ for any R ∈R.
2. any word R ∈ R is (λ, c)-quasigeodesic, that is, for every subword V of R
we have ∣V ∣ ≥ λ∥V ∥ − c.
3. for any (R, )-piece U of any word R ∈R, max{∥U∥, ∥U ′∥} < µ∥R∥.
4. for any (K, )-piece U of any word R ∈R, max{∥U∥, ∥U ′∥} < µ∥R∥.
5. for any ′-piece U of any word R ∈R, max{∥U∥, ∥U ′∥} < µ∥R∥.
Remark 6.4. 1. An arbitrary set of words E is said to satisfy C1(, µ, λ, c, ρ)
if its symmetrized closure does.
2. WhenK = {1}, condition 4 trivially holds, and the C1(, µ, λ, c, ρ,K) condi-
tions coincide with the usual C1(, µ, λ, c, ρ) conditions found for example
in [20,21].
Instead of keeping track of quantifiers, it would be convenient to use the
following.
Definition 6.5. Let G,K as in the definitions above. Let P be some property.
We say that there exists a set of words R satisfying P in G with arbitrarily
small cancellation and arbitrarily small overlap with K if there exists λ, c such
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that for all , µ, ρ there exists a set R satisfying P and the C1(, µ, λ, c, ρ,K)-
condition.
Similarly, we say that P holds for sets of words R of G with small enough
cancellation and small enough overlap with K if for every λ, c there exist , µ, ρ
such that P holds for all R satisfying the C1(, µ, λ, c, ρ,K)-condition.
Remark 6.6. Suppose G is hyperbolic and K1, . . . ,Kn are quasiconvex in G.
Fix some generating sets S1, . . . , Sn, S forK1, . . . ,Kn,G respectively. We assume
S contains S1, . . . , Sn. By “small overlap with K1, . . . ,Kn” we mean “small
overlap with K” where K = K1 ∪ . . . ∪ Kn and Ki is the set of all words in Si
which are geodesic in Ki.
6.2 The Greendlinger Lemma
Let G = ⟨S∣O⟩ be a presentation of G, R a set of words and G′ = ⟨S∣O ∪R⟩. Let
∆ be a van Kampen diagram over G′ = ⟨S∣O ∪R⟩ and q a subpath of ∂∆. Let Π
be anR-cell of ∆, i.e., a cell whose boundary is labelled by a word inR. Suppose
Γ is a subdiagram of ∆, containing noR-cells, and such that ∂Γ = s1q1s2q2 where
q1 is a subpath of ∂Π, q2 a subpath of q and max{∣s1∣, ∣s2∣} ≤  for some  > 0.
Then Γ is called an -contiguity subdiagram of Π to q, and the ratio ∥q1∥/∥∂Π∥
is called the contiguity degree of Π to q, denoted by (Π,Γ, q).
Let Σ,Σ′ be subdiagrams of ∆ containing no R-cells and such that ∂Σ and
∂Σ′ have the same label. In this case, replacing Σ by Σ′ will not affect the
label of ∂∆ and the number of R-cells in ∆. Diagrams over ⟨S∣O ∪R⟩ that
can be obtained from each other by a sequence of such replacements are calledO-equivalent.
The following is an analogue to the well-known Greendlinger’s Lemma,
proved in Osin [21, Lemma 4.4, 5.1 and 6.3].
Lemma 6.7. Let G = ⟨S∣O⟩ be hyperbolic and torsion-free. Then for any λ ∈(0,1] and c ≥ 0 there exist µ > 0,  ≥ 0 and ρ > 0 with the following property.
Let R be a symmetrized set of words satisfying C1(, µ, λ, c, ρ) and ∆ a reduced
van-Kampen diagram over ⟨S∣O ∪R⟩ whose boundary is (λ, c)-quasigeodesic.
Assume that ∆ has at least one R-cell. Then there exists a diagram ∆′ which
is O-equivalent to ∆, an R-cell Π in ∆′ and an -contiguity subdiagram Γ of Π
to ∂∆′ such that (Π,Γ, ∂∆′) > 1 − 13µ.
7 Existence of small cancellation words
The goal of this section is to prove Lemma 3.1 which states that there exist
words with arbitrarily small cancellation and arbitrarily small overlap with a
finite union of quasiconvex subgroups.
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7.1 Quasiconvex subgroups
We begin by collecting some properties of quasiconvex subgroups in hyperbolic
groups.
Lemma 7.1. Let H,K be quasiconvex subgroups. The collection {H∩Kg ∣g ∈ G}
of subgroups of H has finitely many (H-)conjugacy classes of subgroup.
Proof. By quasiconvexity of H and K, there exists D such that for every con-
jugate Kg of K that has infinite intersection with H, the coset g−1K must lie
within distance D from H. Hence, Kg is conjugated to K by some g′ = dh
where ∣d∣ ≤D and h ∈H.
Lemma 7.2. Let H be a non-elementary hyperbolic group, and let Q1, . . . ,Qn
be infinite index quasiconvex subgroups. Then, there exists h ∈ H which is not
commensurable into Q1, . . . ,Qn.
Proof. Consider the Gromov boundary ∂H with some metric d. Let Li = ΛQi be
the limit set of Qi in ∂H. Since Qi ≤H is a quasiconvex infinite index subgroup,
Li is a closed meager subset of ∂H. Fix 0 <  < diam(H). By Corollary 2.5
of [10], there are finitely many H-translates of L1, . . . , Ln with diameter > .
Let L be the union of all of those translates. L is a closed meager set.
Hence, the set U = {(x, y) ∈ (∂H)2 ∣ d(x, y) > } ∩ (∂H −L)2 is a non-empty
open set. Since the set of pairs of endpoints {(h∞, h−∞) ∣ h ∈ H} is dense in(∂H)2, we can find an element h such that (h∞, h−∞) ∈ U . The element h is
not commensurable into Q1, . . . ,Qn as otherwise the endpoints h
∞, h−∞ would
be in a translate of L1, . . . , Ln, contradicting the above.
Corollary 7.3. Let G be a hyperbolic group, let H,K1, . . . ,Kk be quasicon-
vex subgroups, and suppose that H is not commensurable into any of the Ki.
Then there exists h ∈H which is not commensurable into any of the Ki.
Proof. By Lemma 7.1 the collection {H ∩Kgj ∣g ∈ G,1 ≤ j ≤ k} is finite up to
conjugation in H. Let Q1, . . . ,Qn denote representatives (up to conjugation in
H) of this collection. By Lemma 7.2 there exists h ∈ H which is not conjugate
in H to any of Qi. In particular, h does not belong to K
g
j for any g ∈ G and
1 ≤ j ≤ k.
7.2 Basic geometry of hyperbolic groups
In this subsection we collect some standard lemmas regarding the geometry
of hyperbolic groups. The proofs of the following lemmas can be found in
Ol’shanskii [20]. Throughout this subsection G is assumed to be a δ-hyperbolic
group.
Lemma 7.4 (Fellow Traveling). Given λ ∈ (0,1], c ≥ 0 there exists δ′ ≥ 0 such
that for every  ≥ 0, there exists ′ ≥ 0 with the following property. If p1q1p2q2
is a (λ, c)-quasigeodesic rectangle and ∥p1∥, ∥p2∥ ≤ , then there exist subpaths
q′i ⊂ qi of length ∥q′i∥ > ∥qi∥ − ′ such that q′1 and q′2 are of Hausdorff distance at
most δ′ from each other.
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Lemma 7.5. Let δ′ > 0, λ ∈ (0,1] and c ≥ 0, then there exists d > 0 with the
following property. Let p, p′ be (λ, c)-quasigeodesic paths of Hausdorff distance
at most δ′ from one another. Let q be a subpath of p and let q′− and q′+ be
projections of q−, q+ on p′ respectively. Namely, q′− (q′+) is a nearest point to q−
(q+) in p′. If ∥q∥ > d then q′− appears before q′+ in p′.
Lemma 7.6. Let x, y ∈ G be non-commensurable elements. Then there exists
N > 0 such that ⟨xN , yN ⟩ ≤ G is a free quasiconvex subgroup.
A group H is called elementary if it is virtually cyclic, i.e, contains a finite
index cyclic subgroup. When G is hyperbolic, every infinite order element g ∈ G
is contained in a unique maximal elementary subgroup E(g) ≤ G, which is given
by E(g) = {x ∈ G ∣ ∃n ≠ 0 ∶ xgnx−1 = g±n}. If G is moreover torsion-free, then
E(g) is cyclic by Stallings’ Theorem.
Lemma 7.7. Suppose that G is moreover torsion-free, and let g, h ∈ G be non-
trivial elements. There exist constants M > 0 and θ > 0 such that:
If for some m ≥ M , xgmy = hn and max{∣x∣, ∣y∣} ≤ θm, then g, h are com-
mensurable and g ≠ h−1. If moreover g = h, then x, y ∈ E(g).
Lemma 7.8 (Corner Trimming). For all λ ∈ (0,1], c ≥ 0 and k ∈ N there exist
δ′ ≥ 0, λ′ ∈ (0,1] and c′ ≥ 0 such that if p1, . . . , pk are (λ, c)-quasigeodesic words,
then there exist (possibly empty) words v1, . . . , vk−1 with ∥vi∥ ≤ δ′ and (possibly
empty) subwords p′1, . . . , p′k of p1, . . . , pk respectively, such that
p1 . . . pk = p′1v1p′2v2 . . . vk−1p′k
in G, and the word on the right hand side is a (λ′, c′)-quasigeodesic in G.
Proof. The case k = 2 follows from slimness of quasigeodesic triangles in hyper-
bolic groups, and for k > 2 it follows by inductively applying the case k = 2.
7.3 Existence of words with arbitrarily small cancellation
Given a set of words R ⊆ F (X,Y ) and words g, h in S we denote by R(g, h)
the symmetrized closure of {R(g, h)∣R ∈R} where R(g, h) is the word obtained
by substituting g, h for X,Y .
Lemma 7.9. Let G be a torsion-free hyperbolic group. Let a, b ∈ G be infinite
order elements in G that are non-commensurable. Let λ ∈ (0,1], c ≥ 0, and let K
be a symmetrized set of (λ0, c0)-quasigeodesic words, that is closed under taking
subwords. Suppose that a is non-commensurable into K. There exist λ ∈ (0,1]
and c ≥ 0 such that for any  ≥ 0, µ > 0, ρ > 0, there are µ′, ρ′,N with the following
property.
If a set of words R ⊂ F (X,Y ) satisfies C1(0, µ′,1,0, ρ′) in F (X,Y ), thenR(aN , bN) satisfies C1(, µ, λ, c, ρ,K) condition in G;
Moreover, for every R ∈R(aN , bN) with small enough cancellation, we have
that the elementary group E(R) = ⟨R⟩.
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Given a word R(X,Y ), we denote by ∥R(X,Y )∥F = ∥R(X,Y )∥F the norm of
R in the free group F (X,Y ) with respect to the generating set X,X−1, Y, Y −1.
For words g, h we denote by ∥R(g, h)∥ the length of a path labeled by R(g, h)
in G, with respect to the generating set S.
Proof. Let λ, c,N0 be such that for any N > N0, any word in ⟨aN , bN ⟩ is (λ, c)-
quasigeodesic (Lemma 7.6), and moreover, any word in K is (λ, c)-quasigeodesic.
Let θ and M be as in Lemma 7.7 for the elements a and b. Let d as in Lemma
7.5, and m > ∥a∥, ∥b∥.
Consider the cyclic groups E(a) and E(b). We denote the elements in E(a)
(and E(b)) by fractional powers of a (resp. b). This notation is justified as the
generator of E(a) can be thought of as a 1r for some integer r, and similarly for
E(b).
Let  ≥ 0, µ > 0, ρ > 0 be arbitrary. Let ′, δ′ be as in Lemma 7.4. Let t > 0 be
a constant with the following property: if an element aL1 in E(a) has length at
most δ′, then L1 < t; if bL2 in E(b) has length at most δ′, then L2 < t. Set
n > max{N0,M,2δ′
θ
,
2m
θ
,2d,2t}, N = n2 (EN )
Let k be a constant such that for every word R ∈ F (X,Y ),
∥R(aN , bN)∥ > k∥R(X,Y )∥F (Ek)
Take µ′, ρ′ positive constants such that
2µ′ < µk
mN
(Eµ′)
and
ρ′ > max{ρ
k
,
1
µ′ ( ′mN + 3)} (Eρ′)
Let R ⊂ F (X,Y ) be a symmetrized set of words satisfying C1(0, µ′,1,0, ρ′), we
wish to show that R(aN , bN) satisfies C1(, µ, λ, c, ρ,K) in G.
It is direct from the construction that for every R ∈ R, ∥R(g, h)∥ ≥ ρ and
R(g, h) is a (λ, c)-quasigeodesic. It remains to show that R(aN , bN) have small
-pieces, ′-pieces, and (K, )-pieces.
Small -pieces. Let U be a maximal (R(aN , bN), )-piece of a word R ∈R(aN , bN), and denote by R˜(X,Y ) the word in R(X,Y ) such that R is a cyclic
permutation of R˜(aN , bN). To show that U is small, assume for contradiction
∥U∥ ≥ µ∥R∥.
Let U ′ be as in Definition 6.1. That is, U ′ is the initial segment of some
word R′ ∈ R(aN , bN), and U ′ = CUD with ∣∣C ∣∣, ∣∣D∣∣ ≤ . Let R˜′ ∈ R(X,Y ) be
such that R′ is a cyclic permutation in G of R˜′(aN , bN). By Lemma 7.4 there
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≤ δ′ ≤ δ′
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. . .
. . .
p =W (aN , bN)
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p1 = aN p2 = bN pl = aN
p′1 p′2 p′l
V
V ′
Figure 1: Piece in R(aN , bN)
exists a subpath of U of length at least ∥U∥− ′ that is of Hausdorff distance at
most δ′ from U ′. Let U0 be such a subpath, of maximal length. See Figure 7.3.
Let W (X,Y ) ⊂ R˜(X,Y ) be a maximal word for which W (aN , bN) is the
label of a subpath p of U0. Write p as p = p1p2 . . . pl, according to the letters in
W (X,Y ). That is, each pi is labeled xNi , xi ∈ {a±1, b±1}. As ∥U0∥ ≥ µ∥R∥ − ′
and ∥xNi ∥ <mN , we have that
l > µ∥R∥ − ′
mN
− 2 (El)
For each i let p′i be the projection of pi on U ′ as explained in Lemma 7.5.
Let yi be an arbitrary letter in {a±1, b±1}∖ {xi}. We claim that if p′i contains a
subpath labeled yLi , then ∣L∣ ≤ n, and this subpath appears in one of the ends
of p′i. Indeed, suppose q′ ⊂ p′i was a subpath labeled yLi for ∣L∣ > n. By Lemma
7.5, and since n
2
> d, there is a subpath q′0 of q′ labeled yL0i , ∣L0∣ > n2 whose
projection on U is contained in pi, and therefore labeled by a power of xi. Since
xi, yi are either non-commensurable, or inverse to each other, it follows that the
rectangle bounded between q′0 and its projection on U contradicts Lemma 7.7.
Finally, since the label yLi ,L < n cannot be delimited by two appearances of xi,
it must be that q′ lies in one of the ends of p′i. It follows that p′i is labeled
by y
Li,1
i x
Si
i y
Li,2
i , where ∣Li,1∣, ∣Li,2∣ ≤ n. Observe further that ∣Si −N ∣ ≤ 2t < n.
That is since the geodesics connecting the subpath of p′i labeled by xSii to its
projection on U0 are of length at most δ
′, and have labels in E(xi), by Lemma
7.7.
We conclude that p′ = p′1p′2 . . . p′l is labeled
(yL1,11 xS11 yL1,21 )(xL2,12 xS22 yL2,22 ) . . . (yLl,1l xSll yLl,2l ) (7.1)
where ∣Li,1∣, ∣Li,2∣, ∣Si − N ∣ < n for all i. However, a word over the alphabet{aN , bN} that is of the above form, must simply equal yL1(xN1 xN2 . . . xNl )yL2 ,
for some ∣L1∣, ∣L2∣ < n.
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In particular, we obtain that U ′, like U , contains a subpath labeled by(xN1 xN2 . . . xNl ) = W (aN , bN). It follows that the segment W (X,Y ) appears in
both R˜(X,Y ) and R˜′(X,Y ). Observe further that
∣∣W (X,Y )∣∣F = l > µ′∥R˜(X,Y )∥F .
Indeed,
l − 1 > µ
mN
∥R∥ − ( ′
mN
+ 3)
> 2µ′∥R˜(X,Y )∥F − µ′∥R˜(X,Y )∥F> µ′∥R˜(X,Y )∥F .
First inequality is a rephrasement of Equation El; to get the second recall that
the µ
mN
∥R∥ is at least 2µ′∥R˜(x, y)∥F by Equation Ek and Equation Eµ′ , while( ′
mN
+ 2) is at most µ′∥R˜(x, y)∥F by Equation Eρ′ .
As by assumptionR(X,Y ) satisfies C1(0, µ′,1,0, ρ′) in F (X,Y ), this implies
that R˜ and R˜′ are cyclic permutations of one another. It follows that also R
and R′ are cyclic permutations of one another.
Denote by p′′ the subpath of p′ labeled by (xN1 xN2 . . . xNl ) = W (aN , bN),
and part p′′ as p′′ = p′′1p′′2 . . . p′′l where p′′i is labeled xNi . We now show that
p = p′′ coincide. Suppose without loss of generality that x1 = a and let i be
the first index for which xi = b±1. Denote the vertices o = (pi−1)+ = (pi)− and
o′′ = (p′′i−1)+ = (p′′i )−, and denote the geodesic connecting them by γ. Notice
that ∥γ∥ ≤ δ′+mn. Indeed, one can connect them by projecting o on (p′i−1)+ and
then walk a little (at most max{∥an∥, ∥bn∥}) along p′. By Lemma 7.7, and since
N > ∥γ∥
θ
, the label of γ must belong to both E(a) and E(b). However, since a, b
are non-commensurable, E(a) ∩ E(b) = {1} and so γ is trivial. It follows that
o = o′′. Now, since the labels of p and p′′ agree, it must be that p = p′′ fully
coincide as paths.
Recall that R and R′ are cyclic permutations of one another. That is: for
some word ∆ in G, one of ∆R = R′∆ or ∆R′ = R∆ holds as words. Without
loss of generality suppose ∆R = R′∆. Since the two copies of W (aN , bN) (the
one in R and the one in R′) are at most ∣∣γ∣∣ from each other, we have that ∆ is
very short relative to R.
We wish to show that ∆ = C, and therefore CRC−1 = R′, contradicting the
assumption that U is an -piece. To do that, we need to observe first that U
and U ′ coincide not only on the labels, but actually as paths.
Recall that U was assumed to be maximal. As p = p′′ coincide, and R, R′
keep agreeing on the labels, we have that U ⊂ R and U ′ ⊂ R′ keep coincide
until the beginning of R (on one side) and the end of R′ (on the other side). In
particular, the start point of R coincides with a point v in U ′ ⊂ R′, such that
R′, read from v, is identical to U (as words). It follows that the initial segment
of U ′ ending at v is labeled by ∆. Finally, reading ∆−1C, from the vertex v, one
arrives back to v. Indeed, ∆−1 read from v arrives at (U ′)−, and C read from
there, ends in v again. Then ∆ = C in G, as required, and the claim follows.
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Small ′-pieces. The argument ′-pieces follows the same lines as for -pieces.
Small (K, )-pieces. We now show that no small (K, )-pieces occur. To do
this, suppose now U is a maximal (K, )-piece of a word R ∈ R(aN , bN). As
before, suppose ∥U∥ ≥ µ∥R∥ and let U ′, U0,W (X,Y ), p and pi, xi, p′i,1 ≤ i ≤ l be
as above. Observe that here as well, Equation El holds. Denote by p
′ be the
projection of p on U ′.
We claim that xi ∈ {b, b−1} for all 1 ≤ i ≤ l. Suppose otherwise, that there
exists i for which xi ∈ {a, a−1}. Since p′i is labeled by a word from K, and a is
not commensurable into K, the (λ, c)-quasigeodesic rectangle bounded between
pi and p
′
i would contradict Lemma 7.7. It follows that W (X,Y ) = Y ±l. In
particular, Y ±(l−1) is a 0-piece of R˜(X,Y ), of length l − 1. However, the last
calculation of the lower bound for l, showing l − 1 > µ′∥R˜(X,Y )∥F , holds here
as well, contradicting the assumption that R(X,Y ) satisfies C1(0, µ′,1,0, ρ′).
The elementary group E(R) is ⟨R⟩. Let now R ∈ R(aN , bN). Since G is
hyperbolic and torsion-free, E(R) is cyclic. In particular, all elements in E(R)
commute with R.
Let z ∈ E(R), and consider the quasigeodesic rectangle t1u1 = u2t2 repre-
senting the relation zRB = RBz. That is, each of t1 and t2 is labeled by z, and
each of u1 and u2 by R
B . Recall that RB is a (λ, c)-quasigeodesic. By Lemma
7.4, there exist ′, δ′′ > 0 depending on λ, c and ∣v∣ such that ui have a subpath
u′i of length ∥ui∥− ′ and such that u′1 and u′2 are of Hausdorff distance at most
δ′′. Take B large enough, so that u′1 contains a subpath u′′1 labeled by R.
As in the proof for -pieces, one shows that the projection of u′′1 on u2
is labeled similarly to u′′1 , and therefore that u′′1 and its projection actually
coincide in the graph. In particular, since R satisfies small enough cancellation
conditions, it must be that the two copies of R have the same ‘phase’. More
precisely, the point (u′1)− belongs to u2, and the label of u2, read from (u′1)−,
starts by R (rather than by a cyclic permutation of it).
Going back to the rectangle t1u1 = u2t2, and considering the common point(u′1)− = (u′2)−, we obtain a triangle t1u¯1 = u¯2, where u¯i is the initial subpath of
ui, ending at (u′1)−. Since both u1 and u2 read from (u′1)− have labels starting
with R, it must be that the label of u¯i is R
ri for some integers ri. The boundary
of the triangle then gives the relation zRr1 = Rr2 , and it follows that z ∈ ⟨R⟩.
As a corollary we can now prove Lemma 3.1.
proof of Lemma 3.1. Say we are given H,K1, . . . ,Kn as in the statement of
the Lemma. Since H is non-elementary, we can find a, b ∈ H that are non-
commensurable. Suppose without loss of generality that the generators of each
of K1, . . . ,Kn belong to S. Since K1, . . . ,Kn are quasiconvex, the set K of all
elements in K1 ∪ ⋅ ⋅ ⋅ ∪Kn is closed under taking subwords, and all words in K
are (λ0, c0)-quasigeodesic with respect to some uniform λ0 ∈ (0,1], c0 ≥ 0.
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The first part of 3.1 then follows immediately from Lemma 7.9. Indeed,
given parameters (, µ, λ, c, ρ), it is enough to construct arbitrarily large sets of
words satisfying C1(0, µ′,1,0, ρ′) in the free group F (X,Y ). Such sets are easy
to construct. For example, take N > max{ρ′, 3
µ′ }, and for 1 ≤ i ≤m set
Wi =XiNY XiN+1Y XiN+2Y . . .XiN+NY, and
W ′i = Y iNXY iN+1XY iN+2X . . . Y iN+NX.
For the ”moreover” part, suppose φ is an involution of G exchanging two
non-commensurable elements a, b ∈ H, and suppose further that K = φ(K). It
is enough to find elements a′, b′ ∈ H non-commensurable in G, such that φ
exchanges a′ ↔ b′ and such that a′ is non-commensurable into K. Indeed, given
such elements, one can then apply Lemma 7.9 with a′, b′, and take the words
W1, . . . ,Wm,W
′
1, . . . ,W
′
m as suggested above.
We will now find such elements. Let h ∈H be an element not commensurable
into K′ = K∪ ⟨a⟩∪ ⟨b⟩. For large enough integers s, S, the elements a′ = (ashs)S
and b′ = (bsφ(h)s)S satisfy the requirements. Indeed, suppose that for some
integer l and g ∈ G we had that g−1a′lg = U is either a power of b′ or a word
in K. We may assume that a′l is much longer than g, by replacing l by a large
multiple. By Lemma 7.4 there exists a major part of a′l that is contained in
a small neighborhood of U . In particular, by largeness of S, this major part
must contain a subpath labeled by ashs. However, for s large enough, this is
impossible by Lemma 7.7, as a is non-commensurable with b and φ(h), and h
is non-commensurable into K.
7.4 Properties of small cancellation quotients
In this subsection we prove Lemma 3.3 which listed three properties of small
cancellation quotients.
Proof of Lemma 3.3. Let G be hyperbolic, let K1, . . . ,Kn ≤ G be quasiconvex
subgroups, let R ⊆ G be a symmetrized finite collection of words satisfying
small enough cancellation and small enough overlap with K1, . . . ,Kn. Let G
′ =
G/ ⟪R⟫.
1. G′ is a torsion-free hyperbolic group. This is proved in [20].
2. Ki are embedded in G
′ as quasiconvex subgroups. We will show
that for every λ ∈ (0,1], c ≥ 0 there exist  ≥ 0, µ > 0, ρ > 0, λ′ ∈ (0,1], c′ ≥ 0
such that if R satisfies C1(, µ, λ, c, ρ,K)-condition, then every k ∈ Ki that is(λ, c)-quasigeodesic in G is (λ′, c′)-quasigeodesic in G′.
It suffices to prove that ∣k∣ > λ′∥k∥−c′ for some λ′ and c′ that are independent
of k. Let k = g for some word g which is a geodesic in G′.
We would like to apply the Greendlinger Lemma to the relation k = g,
however, the word kg−1 might not be a qausi-geodesic. Since k and g are
quasigeodesics, the only problem that could happen is that there might be a
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‘quasi-backtracking’ between k and g−1. To fix this, we perform corner trim-
ming. By Lemma 7.8, there exist δ′ > 0,0 < λ′ < λ, c′ > c (in what follows,
all constants depend only on other constants and never on specific paths) and
words k′, v′, g′ such that k′v′(g′)−1 is a (λ′, c′)-quasigeodesic, k′, g′ are subwords
of k, g respectively, ∥v′∥ < δ′, and kg−1 = k′v′(g′)−1.
If ∥g∥ < λ′∥k∥ − c′ then k ≠ g in G. Therefore any van-Kampen diagram
of the relation k = g must contain an R-cell. Assume that µ is small enough,
and , ρ are large enough (to be determined later) such that the conclusion
of Greendlinger’s Lemma holds for (λ′, c′)-quasigeodesics. Assume R satisfies
C1(, µ, λ, c, ρ,K)-condition, then in some van-Kampen diagram ∆ for the rela-
tion k = g in G′ there exists an R-cell Π and an -contiguity subdiagram Γ of Π
to ∆ such that (Π,Γ, ∂∆) > 1 − 13µ.
Let ∂Γ = s1r′s2q′ where ∣s1∣, ∣s2∣ ≤  and r′ is a subpath of r ∶= ∂Π and q′ is
a subpath of q = k′v′(g′)−1 = ∂∆. We know that ∥r′∥ > (1 − 13µ)∥r∥. Applying
Lemma 7.4 to the quasigeodesic rectangle ∂Γ, there exists ′ and subpaths r′′, q′′
of r′, q′ of lengths ∥r′′∥ > ∥r′∥ − ′ and ∥q′′∥ > ∥q′∥ − ′ which are at Hausdorff
distance δ′′ apart inG. Let k′′ = q′′∩k, g′′ = q′′∩g−1 be (possibly empty) subpaths
of k, g respectively. Let rk, rg be the subpaths of r which are at distance δ
′′ from
k′′, g′′ respectively, and r′′ = rkrg. Combining the above we get,∥rk∥ + ∥rg∥ = ∥r′′∥ > ∥r′∥ − ′ > (1 − 13µ)∥r∥ − ′ > (1 − 14µ)∥r∥
where the last inequality follows if ρ is large enough.
Let us choose µ small enough and ρ large enough so that
15µ∥r∥ + 2δ′ < λ′((1 − 15µ)∥r∥) − c′ − 2δ′. (7.2)
We divide into two cases:
Case 1. ∥rk∥ > µ∥r∥. In this case, we get a contradiction to the small overlap
condition with Ki.
Case 2. ∥rg∥ > (1 − 15µ)∥r∥. In this case, let t1, t2 be paths of length ≤ δ′
such that g′′ = t1r−1g t2. Let rc be the subpath of r which is complementary to
rg, i.e r is a cyclic conjugate of r
−1
g rc. Then g
′′ = t1rct2 in G. But∥t1rct2∥ ≤ ∥t1∥ + ∥rc∥ + ∥t2∥≤ 15µ∥r∥ + 2δ′< λ′((1 − 15µ)∥r∥) − c′ − 2δ′≤ λ′∥rg∥ − c′ − 2δ′≤ ∣rg ∣ − ∥t1∥ − ∥t2∥ ≤ ∥g′′∥
where the third inequality is by (7.2) and the fifth inequality is by (λ′, c′)-
quasiconvexity of rg. This contradicts the assumption that g is a geodesic, as
t1rct2 is a shortcut of a subpath of g.
It follows from the above that Ki embeds in G
′. However, one can also easily
prove it directly. Assume k is a quasigeodesic word in Ki such that k ≠ 1 ∈ G
but k = 1 ∈ G′. Then by Greendlinger’s Lemma, a relation r ∈ R must have
large contiguity degree with k contradicting the small overlap of R with K.
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3. If Ki is non-commensurable into Kj in G then the same holds in
G′. By Corollary 7.3 there exists h ∈ Ki non-commensurable into Kj . We
will outline the proof that the same holds in G′.
Assume that h is commensurable to Kj in G
′. Then, there exists g ∈ G,
which we may assume to be a geodesic in G′, such that ghng−1 = k for some
n ∈ N and k ∈ Kj . Without loss of generality we may assume that h ∈ Kj is
cyclically quasigeodesic, and that n and ∥k∥ are much larger than ∥g∥.
As in the proof of Item 2 above, we wish to apply the Greendlinger Lemma,
and so one has to trim the backtracking corners of the path ghng−1k−1. Since
this relation does not occur in G, by the Greendlinger Lemma, there must be an
-contiguity between a relation r ∈R and the trimmed path of ghng−1k−1. Since
r has small overlap with Ki and Kj , the contiguity cannot have a long overlap
with hn nor with k, as in Case 1 of the proof of Item 2. Since g is geodesic, the
-contiguity cannot have too long of an overlap with g, as otherwise one would
be able to shortcut as in Case 2 of the proof of Item 2.
8 The Hexagon Property
Let G be a group with an involution φ, let X ≤ G be a subgroup. Recall that
G has the hexagon property with respect to X,φ if for all ξ, ξ′ ∈ X and z ∈ G:
ξz = φ((ξ′)z) implies ξ′ = ξ±1.
8.1 Hexagon condition for HNN extensions
Lemma 8.1. Let A be a group with an involution φ, X ≤ A a subgroup. Let
C ≤ X and C ′ ≤ A such that C,C ′,D = φ(C),D′ = φ(C ′) satisfy the conditions
of Lemma 3.6. Set G = ⟨A, s, t ∣ Cs = C ′,Dt =D⟩. Extend φ to an involution of
G by setting φ(s) = t. If A satisfies the hexagon property with respect to X,φ,
then so does G.
Proof. Assume ξz = φ(ξ′z), for some ξ, ξ′ ∈X and z ∈ G.
Write z in normal form as z = a0x1a1 . . . xnan ∈ G, where ai ∈ A,xi ∈{s, s−1, t, t−1}. Without loss of generality, assume that z has the minimal n
among all that satisfy ξz = φ(ξ′z).
By the assumption on A, z ∉ A. Hence, n ≥ 1. The word zφ(z)−1 is reduced
in the HNN extension. By Lemma 3.6, the extension G is 2-acylindrical. It
follows that n ≤ 1.
Write z = axb where a, b ∈ A,x ∈ {s, s−1, t, t−1}. The relation ξz = φ(ξ′z)
becomes
b−1x−1a−1ξaxb φ(b−1x−1a−1ξ′−1axb) = 1.
By symmetry, there are two cases to consider:
Case 1: x = s−1. Here the relation becomes
b−1
♡ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
s a−1ξadcurly∈A s
−1 bφ(b)−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∈A
♡ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
t φ(a−1ξ′−1a)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∈A t
−1 φ(b) = 1.
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By Britton’s Lemma, the word must be non-reduced at both expressions
marked with ♡.
After reducing and rearranging we get (c)b = (d)φ(b) where c = sa−1ξas−1 ∈ C
and d = tφ(a−1ξ′a)t−1 ∈ D = φ(C). Since c ∈ C ≤ X and d = φ(c′) for some
c′ ∈ C ≤ X we can apply the hexagon condition of A to deduce that c′ = c±1.
Tracing back the definition of c, c′, it follows that ξ′ = ξ±1, as desired.
Case 2: x = s. Applying the same argument we get (c′)b = (d′)φ(b) for some
c′ ∈ C ′, d′ ∈ D′. However, this contradicts the assumption that gC ′g−1 ∩D′ = 1
for all g ∈ A.
8.2 Hexagon property for small cancellation quotients
Lemma 8.2. Let G be a torsion-free hyperbolic group with an involution φ, let
X ≤ G be a quasiconvex subgroup. For all R such that φ(R) = R with small
enough cancellation and small enough overlap with X, if G has the hexagon
property with respect to X,φ then so does G/ ⟪R⟫.
Proof. Assume for contradiction that there exist ξ, ξ′ ∈X,z ∈ G such that
ξz = φ((ξ′)z) ∈ G/ ⟪R⟫
but ξ′ ≠ ξ±1. Let us assume that ξ, ξ′ are (λ, c)-quasigeodesics in G, and that z
is a geodesic in G/ ⟪R⟫. The word q ∶= z−1ξzφ(z)−1φ(ξ′)−1φ(z) is trivial in G′
but is not trivial in G since G is assumed to satisfy the hexagon property. We
would like to apply Greendlinger’s Lemma to the path q. However, even though
the path q is a concatenation of 6 quasigeodesic paths in G, it might not be a
quasigeodesic because of “backtracking”. However, one can fix this by trimming
the backtracking corners as described in Lemma 7.8. There exist (possibly
empty) subwords z1, z2, z3, z4 of z and subwords η, η
′ of ξ, ξ′ respectively, and
words v1, . . . , v6 of length ≤ δ′ such that the path
p ∶= z−11 v1ηv2z2v3φ(z3)−1v4φ(η′)−1v5φ(z4)v6
is a conjugate of q in G, and the path p is a (λ′, c′)-quasigeodesic, where δ′, λ′, c′
depend only on λ, c and G. See Figure 8.2. Moreover, by symmetry of zφ(z)−1
we may assume that z2 and z3 end at the same place in z (i.e, z = z′z2u = z′′z3u
as words, for some z′, z′, u). A similar statement holds for z4, z1. By replacing
ξ, ξ′ with large enough powers, we may assume that η and η′ are arbitrarily
long, and in particular non-empty.
Since p and q are conjugates, we have that p = 1 ∈ G/ ⟪R⟫ while p ≠ 1 in
G. By Greendlinger’s Lemma there exists a cell labeled r ∈ R with contiguity
degree > (1−13µ) assuming R satisfies small enough cancellation. Let us denote
by r′, p′ the subwords of r, p respectively which label the opposite sides of the
contiguity subdiagram. As in the proof of Item 2 of Lemma 3.3 let r′′, p′′ be the
δ′′-fellow-travelling subpaths of r′, p′ of length ∥r′′∥ > ∥r′∥ − ′, ∥p′′∥ > ∥p′∥ − ′
provided by Lemma 7.4, and let r′′ = rz1rη . . . rz4, where rz1, rη . . . , rz4 are the
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z−1 z
φ(z) φ(z)−1
ξ
ξ′
z−11 z2
φ(z3)−1φ(z4)
η
η′
v1 v2
v3
v4v5
v6
z−11
case 1
-contiguity
v1
case 2
case 3
η
v2
z2
V
v3
φ(V )
φ(z3)−1
r
r′
q′
v4
η′v5
φ(z4)
v6
Figure 2: The trimmed hexagon, and the 3 cases of the contiguous cell in the
proof of Lemma 8.2
(possibly empty) subwords of r′′ which correspond to the paths that δ′′-fellow-
travel with z−11 , η, . . . , φ(z4) respectively. Since ∥r′′∥ > ∥r′∥ − ′,∥rz1∥ + ∥rη∥ + . . . + ∥rz4∥ > (1 − 13µ)∥r∥ − ′ =∶ ω
We now divide into cases:
Case 1. ∥rη∥ > µ∥r∥ =∶ ω1 or ∥rη′∥ > µ∥r∥. This is impossible when R has
small enough overlap with X since η, η′ ∈X.
Case 2. min{∥rz2∥, ∥rz3∥} > λ−1(µ∥r∥ + 2δ′′ + c) + 2δ′′ =∶ ω2 and the path p′′
contains v3. In this case, let p
′′
z2 = p′′ ∩ z2, p′′v3 = p′′ ∩ v3 and p′′z3 = p′′ ∩ φ(z3)−1.
Since ∥r∥ is a (λ, c)-quasigeodesic and z2 and φ(z3)−1 are geodesics we get that
min{∥p′′z2∥, ∥p′′z3∥} > µ∥r∥+2δ′′. Recall that z2 and z3 end at the same place in z,
thus there is a subword V of z of length ∥V ∥ > µ∥r∥ + 2δ′′ such that V is in p′′z2
and φ(V )−1 is in p′′z3. Let U and U ′ be the subwords of r that δ′′-fellow-travel
with V and φ(V ). ∥U∥ ≥ ∥V ∥ − 2δ′′ > µ∥r∥ and similarly ∥U ′∥ > µ∥r∥. Since
φ(r) ∈ R we get that r has a 2δ′′-piece (and hence an -piece) with φ(r) of
length > µ∥r∥ which is impossible if R has C1(, µ, λ, c, ρ,X).
Similarly one proves the case min{∥rz1∥, ∥rz4∥} > λ−1(µ∥r∥+2δ′′ + c) and the
path p′′ contains v6.
Case 3. ∥rz4∥ > ω − ω1 − ω2 =∶ ω3 (and similarly for rz1, rz2 and rz3). For
small enough µ and large enough ρ we can assume that ω3/∥r∥ is arbitrarily
close to 1, and thus we can assume (∥r∥ − ω3) + 2δ′′ < λω3 − c. However, as in
Case 2 in the proof of Item 2 of Lemma 3.3, there exists a shortcut to z (in G′),
contradicting the assumption that z is a geodesic.
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