Abstract. Anomalies persist in the foundations of ridge regression as set forth in Hoerl and Kennard (1970) and subsequently. Conventional ridge estimators and their properties do not follow on constraining lengths of solution vectors using LaGrange's method, as claimed. Estimators so constrained have singular distributions; the proposed solutions are not necessarily minimizing; and heretofore undiscovered bounds are exhibited for the ridge parameter. None of the considerable literature on estimation, prediction, cross-validation, choice of ridge parameter, and related issues, collectively known as ridge regression, is consistent with constrained optimization, nor with corresponding inequality constraints. The problem is traced to a misapplication of LaGrange's principle, failure to recognize the singularity of distributions, and misplaced links between constraints and the ridge parameter. Other principles, based on condition numbers, are seen to validate both conventional ridge and surrogate ridge regression to be defined. Numerical studies illustrate that ridge analysis often exhibits some of the same pathologies it is intended to redress.
Introduction
Given the full-rank model Y = Xβ+ǫ with zero-mean, homoscedastic, and uncorrelated errors, the ordinary least squares (OLS) estimators β L solve the k equations X ′ Xβ = X ′ Y on minimizing Q(β) = (Y − Xβ) ′ (Y − Xβ). Ill-conditioned models long have posed special challenges, in that β L often exhibits excessive length, inflated variances, instability, and other intrinsic difficulties. Noting these, Hoerl (1962 Hoerl ( , 1964 considered ad hoc solutions β R = { β R λ = (X ′ X + λI k ) −1 X ′ Y ; λ ≥ 0} and noted their successful applications in chemical engineering. Analyses built around these have been labeled ridge regression in statistics, although Levenberg (1944) and Riley (1955) earlier posed such solutions in numerical analysis. Noting that OLS "does not have built into it a method for portraying sensitivity of the solutions to the estimation criterion," Hoerl and Kennard (1970) sought mathematical foundations beyond Gauss's principle with its inherent limitations. Specifically, they asserted that β R are solutions minimizing Q(β) subject to the constraint {β ′ β = c 2 }. Others identify ridge regression instead with the constraints {β ′ β ≤ c 2 } of Balakrishnan (1963) ; however, Hoerl and Kennard (1970) , p. 64, specifically relegate this to approaches other than ridge regression.
Ridge estimators abound, based on estimative, predictive, cross-validative, and numerous other criteria, typically giving disparate choices for λ. Even the early simulations of Dempster, Schatzoff, and Wermuth (1977) identified 57 ridge and related shrinkage estimators. An expository survey and numerical examples are provided in Myers (1990) . In short, a considerable literature, spanning the past thirty-six years, rests on the foundations of Hoerl and Kennard (1970) , ostensibly the mathematics of constrained optimization, to remedy defects of OLS in ill-conditioned systems.
In fact, little of the collective literature known as ridge regression is consistent with the constrained optimization of Hoerl and Kennard (1970) , nor with corresponding inequality constraints. Here the problem is traced to (i) a misapplication of LaGrange's principle, (ii) failure to identify singular distributions, and (iii) invalid links between the constraints and the ridge parameters. These errors are evident also in Marquardt (1970) , Marquardt and Snee (1975) , Golub, Heath and Wahba (1979) , van Nostrand (1980) , and elsewhere throughout the literature. In consequence, much that is known about ridge regression rests on a false premise. By analogy, Hoerl and Kennard (1970) considered generalized ridge regression as solving the modified equations (X ′ X + Λ)β = X ′ Y , with nonnegative ridge parameters Λ = Diag(λ 1 , . . . , λ k ). As noted later, these solutions again are inconsistent with LaGrange minimization. In summary, not to denigrate its usefulness in practice, the collective body of ridge regression rests on little more than heuristics. To the contrary, aspects of ridge regression have proven useful enough, often enough, to deserve sound rationale for their implementation. In this spirit we seek to supplant the missing foundations with alternatives based on conditioning of the linear system X ′ Xβ = X ′ Y . An outline follows.
Supporting developments comprise Section 2, to include notation and the basics of invariance and condition numbers. Section 3 reexamines LaGrange optimization in linear inference. Section 4 develops supporting rationale for ridge regression as currently practiced, and an alternative approach using surrogate ridge models. A case study in Section 5 revisits an ill-conditioned data set considered elsewhere. Section 6 concludes with a brief summary.
Preliminaries

Notation. The symbols R
k and R k + designate Euclidean k-space and its positive orthant; F nk and F C nk comprise the real and complex (n × k) matrices of rank k ≤ n; and S k and S 
, and its Moore-Penrose inverse as
designate its mean vector, its dispersion and correlation matrices as E(Y ) = µ, V(Y ) = Σ, and C(Y ) = R, and its law of distribution as L(Y ).
Invariance and Conditioning.
A function ψ(·) on F C nk is called unitarily invariant if, for each G ∈ F C nk and any unitary matrices U ∈ U(n) and V ∈ U(k), it follows that ψ(G) = ψ(U GV * ). Then ψ(G) depends on G only through its ordered singular values
. Let Ψ comprise the unitarily invariant matrix norms on F C nk ; von Neumann (1937) demonstrated that these are generated as { · φ ; φ ∈ Φ} with G φ = φ(γ 1 , . . . , γ k ). Corresponding norms on F nk are invariant under X → P XQ ′ , Schatten (1970) and Marshall and Olkin (1979) . In particular, the Frobenius norm on
Two types of conditioning are germane to the present study: Type A Conditioning: Stability of the solution z of the linear system Az = b, when the coefficients A ∈ F kk are subjected to small perturbations, is gauged by the condition number c g (A) = g(A)g(A −1 ), where g(·) ordinarily is a norm. The system is well conditioned at A = I k with c g (I k ) = 1.0, larger values reflecting greater ill-conditioning. Specifically, with g(A) = A φ , then {c φ (·); φ ∈ Φ} comprise the unitarily invariant Type A condition numbers, so that {c φ (A) = A φ A −1 φ ; φ ∈ Φ}, as treated in Marshall and Olkin (1979) , Horn and Johnson (1985) , and elsewhere. In particular, take c 1 (A) = α 1 /α k , where {α 1 ≥ . . . ≥ α k } are the ordered eigenvalues of A.
Type B Conditioning: The concept of elasticities is invoked in Belsley, Kuh and Welsch (1980) to link sensitivities of solutions, and of variances of
turbances in the data matrix Z ∈ F nk , as gauged by its condition number c 1 (
Here Z is the result of scaling the columns of X to have (approximately) equal lengths. More generally, the unitarily invariant condition numbers on F nk are c φ (X) = φ(X)φ(X † ), with X † as the Moore-Penrose inverse. The system is well conditioned at X = P I k Q ′ , where c φ (P I k Q ′ ) = c φ (I k ) = 1.0, larger values reflecting greater ill-conditioning. In summary, Belsley et al. (1980) proceed to scale the columns of X → Z to have approximately equal lengths, and to focus on Z φ1 = ξ 1 , so that c 1 (Z) = ξ 1 /ξ k .
The Principal Issues
3.1. LaGrange's Method. Given differentiable functions f (u 1 , . . . , u k ) and g(u 1 , . . . , u k ) such that the gradient ∇g(u 1 , . . . , u k ) = 0 on G 0 = {u ∈ R k : g(u) = 0}, the problem is to minimize f (u 1 , . . . , u k ) subject to the constraint g(u 1 , . . . ,
. It is necessary that gradient vectors in R k be parallel,
recovers the constraint. LaGrange's principle requires solving the k + 1 equations, (3.1) and (3.2) , in the k + 1 unknowns
and (iv) λ * ≥ 0.
For constrained least squares the objective function is now
to be solved for the k + 1 unknowns (β 1 , . . . , β k , λ). Designate these as { β c , λ} such that β ′ c β c = c 2 , as apparently intended by Hoerl and Kennard (1970) . If instead Q(β) is to be minimized subject to {β Marquardt (1970) , and Marquardt and Snee (1975) . For continuity we retain their notation, with their {k, p, β, β b is chosen and that is the one with minimal length." Precisely: "Minimize b ′ b subject to
is chosen to satisfy the restraint (3.2)*." A3. Hoerl and Kennard (1970), p. 59: "Of course, in practice it is easier to choose a k ≥ 0 and then to compute φ 0 . In terms of β * the residual sum of squares becomes φ * (k) 
A5. Marquardt and Snee (1975) , p. 5: "If β * is the solution of (X ′ X + kI) β * = g, then β * minimizes the sum of squares of residuals on the sphere centered at the origin whose radius is the length of β * ." Here g = X ′ Y .
Properties of Solutions.
We next examine distributions of the constrained solutions β c , subject to β ′ c β c = c 2 , to continue the unfinished work of Hoerl and Kennard (1970) , and of β 0 under inequality constraints. To these ends identify the sphere
and the open ball B c = {u ∈ R k : u ′ u < c 2 }, both of radius c, and the complement
be the measure on S c ⊂ R k induced through solutions β c of (3.3) and (3.4); and let µ Bc (·) be the nonsingular measure on
. Stochastic properties of β c and β 0 are given next.
Theorem 1.
Let β c ∈ R k be the constrained solution satisfying (3.3) and (3.4) , and let
(ii) The measure µ 0 (·) for β 0 admits the mixture representation
with mixing probabilities
, where I Bc (t) is the indicator function; and (iv) α = µ(B c ).
We proceed by conditioning on the exclusive outcomes β L ∈ B c and β L ∈ B c c . Clearly β 0 takes the value β L with probability
, as asserted, to give conclusion (iii). Similarly, β 0 takes the value β c with probabilityᾱ = 1 − α as in (iv), its conditional measure as in (i), to complete our proof.
Observe that the singular distribution L( β c ) of conclusion (i) may be added to the list of distributions arising in the analysis of directional data, to include the von Mises-Fisher 
Assertion A2, and its dual A4, appear to be essentially intact. The exception is that "1/k" in expression (3.7)* of Hoerl and Kennard (1970) instead should be "k."
Assertion A5: False. This assertion arises as the dual to A3, excluding (3.6)* of Hoerl and Kennard (1970) . The basic idea is to solve (3.3) as β * (λ) for fixed λ > 0, and then to discover the implied constraint {β ′ β = c (1975) is particularly misleading. Assertions A2, "for a fixed φ a single value for b is chosen and that is the one with minimal length," and A5, that " β * minimizes the sum of squares of residuals on the sphere centered at the origin whose radius is the length of β * ," often are misrepresented as equivalent assertions regarding solutions β R λ of (3.3) alone. See van Nostrand (1980) , for example.
To continue, for fixed c define the equivalence class 6) and let λ c = min{Λ(c)}. Then Assertion A5 may be corrected as follows.
) minimizes the sum of squares of residuals on the sphere centered at the origin whose radius is the length c * of β * , where λ * c = min{Λ(c * )}.
Assertion A5* has profound consequences in practice. Of the many schemes devised for choosing the ridge parameter λ, the user then must examine the corresponding equivalence class for each such λ. If it is a singleton set, then the solution thus attained is minimizing. Otherwise the algorithm A5* must be implemented to attain the minimizing solution. Further details are provided in Section 5.3.
It is clear that β c is the LaGrange solution minimizing Q(β) subject to {β ′ β = c 2 }. To the contrary, Hoerl and Kennard (1970), Marquardt (1970) , Marquardt and Snee (1975) , Golub et al. (1979) , and others concerned with constrained optimization, instead take β R λ as the ridge estimator, solving (3.3) alone for some λ > 0. Together with Assertion A5, this is tantamount to asserting that the k linear equations (3.3) somehow embody the constraint (3.4) as well, which they clearly cannot. Yet β R , not β c , comprise the ridge estimators on which essentially all of ridge regression now rests. Assertion A1 clearly holds for solutions β R λ satisfying (3.3) only. Confusion persists in the meaning of ridge regression. Bunke (1975) , Hocking (1976), and Tibshirani (1996) , for example, assert that ridge regression embodies the inequality constraint {β ′ β ≤ c 2 }, despite the disclaimer of Hoerl and Kennard (1970) . Yet nowhere do these authors acknowledge the constrained solution β 0 of Balakrishnan (1963) , nor its properties as in Theorem 1, opting instead for the ridge solutions { β R λ ; λ ≥ 0} of Hoerl (1962 Hoerl ( , 1964 . On the other hand, the inequality-constrained solution β 0 does have the nonsingular mixture distribution of Theorem 1. However, we are aware of no work in ridge regression that explicitly accounts for the structure of either β c or of β 0 as in Theorem 1. In short, ridge regression in its present form rests essentially on β R through an accident of history. Indeed, expressions for variances and biases; solutions for λ purporting to minimize expected mean squares; prediction, validation, and cross-validation; and other aspects of ridge regression; all are predicated on Assertion A1. If instead either β c or β 0 were taken as starting points, as required under the aegis of constrained optimization, then the ensuing "ridge regressions" would differ dramatically from the conventional one based on { β R λ ; λ ≥ 0}, together with the critical but false Assertion A1, with c 2 now corresponding to λ. These differences necessarily would include issues such as (i) the stability of the solutions β c or β 0 instead of β R λ , in comparison with β L ; (ii) the inflation of variances, taking into account actual variances to be derived from Theorem 1 as reference; (iii) prediction using 
Foundations Via Conditioning
We seek substitutes for the failed principle of constrained optimization as a basis for conventional ridge regression. In what follows we consider { β R λ ; λ ≥ 0} as solutions to (3.3) alone as in Hoerl (1962 Hoerl ( , 1964 , without reference to constrained optimization and discredited assertions thereto as noted. Type A conditioning of the linear system
, from the perspective of both numerical analysis (Levenberg (1944) and Riley (1955) ) and of statistics (Hoerl (1962 (Hoerl ( , 1964 ). A survey is provided subsequently. Moreover, the Type B conditioning of Y = Xβ + ǫ is also germane, since the conditioning of X ′ X depends on that of X, and for further reasons to be cited. A new approach to ill conditioned systems, using surrogate ridge models, rests essentially on Type B conditioning. Details follow.
4.1. Background. Ill-conditioned models typically arise from nonorthogonality of columns of
e., the ratio of the actual variance to the "ideal" variance attained when columns of X are orthogonal, so that W = Diag(w 11 , . . . , w kk ). Often Y = Zβ + ǫ is taken with Z 
Since {c φ (A) = c φ (A −1 ); φ ∈ Φ} from Section 2.2, the Type A condition number for
, so that Lemma 1 is really about dispersion parameters in the equivalent form 
properties of β L and β R λ are summarized in Table 1 , along with the surrogate estimator, β S λ , to be defined subsequently. 
we take Y = X λ β + ǫ as an approximation, or surrogate, for the ill-conditioned model Y = Xβ + ǫ itself, as in the following.
To continue, the order of approximation of X λ for X may be gauged by the Frobenius distance
from the unitary invariance of · F . Moreover, the conditioning of X ′ λ X λ β = X ′ λ Y now may be gauged through Type B conditioning as in Section 2.2. For later reference, basic properties of { β S λ ; λ ≥ 0} are summarized in Table 1 . It remains to compare properties of { β L , β R λ , β S λ }. Direct comparisons are somewhat obscure; however, these become more transparent on invoking canonical forms to be considered next.
Canonical Forms. The singular decomposition
ξ under OLS, as given in Table 2 . Similar expressions for the canonical ridge estimators { θ R λ ; λ ≥ 0}, and the canonical surrogate ridge estimators { θ S λ ; λ ≥ 0}, are reported in Table 2 . Since β = Q θ, E( β) = QE( θ), and V( β) = QV( θ)Q ′ for all three estimators, Table 1 follows directly from Table 2 , and conversely. Moreover, issues regarding the conditioning of { β L , β R λ , β S λ }, as linear data transformations, and conditioning of the corresponding dispersion matrices {V( β L ), V( β R λ ), V( β S λ )}, are considered subsequently. These can be established directly in terms of those of { θ L , θ R λ , θ S λ }, since Q is orthogonal and condition numbers here are unitarily invariant. Table 2 . Properties of { θ L , θ R λ , θ S λ } under standard Gauss-Markov assumptions, where
Specifically, in canonical form we have D ξ θ L = U , so that the Type B condition number c 1 (X) = c 1 (D ξ ) = ξ 1 /ξ k properly gauges the sensitivity of the solution β L to disturbances in X. Similarly, with D parameters as reflected in VIF s and the ill-conditioning of V( β L ). Moreover, at some level the conditioning of E( β R λ ) = T (β) becomes an issue in transforming the parameter space, as in assessing the trade-off between variance and bias. As ridge regression seeks remedies, it is pertinent to ask how well the ridge solutions progress towards those ends. Regarding item (i), the apparent "correlations" in W = X ′ X, namely {w ij / √ w ii w jj }, are taken into {w ij / (w ii + λ)(w jj + λ)} as elements of (X ′ X +λI k ). These in turn decrease in magnitude with increasing λ. Nonetheless, ridge solutions themselves are subject to nonorthogonality, together with attendant difficulties regarding stability, VIF s, and conditioning of their dispersion matrices. Improving stability of the solutions thus hinges on the conditioning of β R λ (Y ) when considered as a data transformation. Moreover, the capacity to ameliorate dispersion problems of OLS hinges on improving VIF s and condition numbers for V( β R λ ). On the other hand, it is widely known that β R λ shrinks stochastically towards the origin, as do its mean and dispersion matrix, with increasing λ. These issues in turn prompt several questions to be considered subsequently.
Q1: Does it follow that stability of β R λ (Y ) necessarily improves with increasing λ?
] decrease with increasing λ? Q3: With regard to variance inflation, does it follow that VIF s for elements of β R λ decrease with increasing λ? Q4: Viewing E( β R λ ) = T (β) as a transformation on the space of parameters, does it follow that its conditioning improves with increasing λ?
For completeness, observe that the foregoing issues pertain not only to the ridge estimators { β R λ ; λ ≥ 0} themselves, but also to other biased solutions to include { β S λ ; λ ≥ 0}.
We next undertake a comparative study of properties of ridge and surrogate ridge solutions, to be continued in the case studies of Section 5.
Some Comparisons.
Regarding the conventional { β R λ ; λ ≥ 0} and surrogate ridge { β S λ ; λ ≥ 0} estimators, both shrink stochastically towards the origin with increasing λ, as do their means and variances, and similarly for { θ R λ ; λ ≥ 0} and { θ S λ ; λ ≥ 0}. Specifically, for a given λ, it is seen from Table 2 that θ S λ achieves lesser shrinkage, both in expectation and variance, than θ R λ .
Condition numbers for various arrays are given in Table 3 for the canonical estimators { θ L , θ R λ , θ S λ }. These arrays include (i) coefficients defining θ(U ) with reference to stability of the solutions; (ii) coefficients defining the parameter transformations E( θ) = T (θ); and (iii) the dispersion matrix V( θ). Entries in Table 3 follow directly from Table 2 and the definition of c 1 (·), on recalling that elements of D ξ = Diag(ξ 1 , . . . , ξ k ) are ordered as {ξ 1 ≥ . . . ≥ ξ k > 0}. Observe, moreover, that the rows of Table 3 may be identified equivalently as { β L , β R λ , β S λ }, and the columns as {c 1 
respectively. This follows since β = Qθ, β = Q θ, and V( β) = QV( θ)Q ′ , Q is orthogonal, and the condition numbers are unitarily invariant.
, as both are OLS in their respective models. Moreover, both condition numbers,
, and its square c 1 [V( β S λ )], decrease monotonically with increasing λ, thus assuring improved conditioning for the surrogate estimators. Condition numbers associated with θ R λ , and thus with β R λ , are more convoluted and will be examined further in Section 5. Table 3 . Condition numbers for data transformations θ(U ), for parameter transformations E( θ) = T (θ), and for V( θ), for each of
Case Studies
5.1. The Data. We reexamine the Hospital Manpower Data as reported in Myers (1990) . Records at n = 17 U. S. Naval Hospitals include: Y : Monthly man-hours; X 1 : Average daily patient load; X 2 : Monthly X-ray exposures; X 3 : Monthly occupied bed days; X 4 : Eligible population in the area ÷ 1000; and X 5 : Average length of patients' stay in days. The basic model is Table 4 , SS Res,λ is the residual sum of squares using ridge regression; σ 2 is the OLS residual mean square; and {e 2 (i,λ) } are the PRESS residuals for ridge regression. Further details are given in Myers (1990) , pp. 392-411, including numerical values for DF λ , C λ , and PRESS λ as reported in Table 4 . Further choices include λ ∈ {0.01, 0.03, 0.05, 0.07, 0.09} and others to be noted subsequently. Table 4 . Choices for λ in the Hospital Manpower Data corresponding to conventional criteria DF λ , GCV λ , C λ , PRESS λ , and HKB λ .
Name
Definition Value for λ
0.0004
0.004787
0.2300
Minimizing Solutions. Often a definitive value for the constraint {β ′ β = c 2 } is not apparent in a particular study. This motivates the dual Assertions A3 and A5 of Section 3.2: (i) choose λ; (ii) solve (3.3) for β R λ ; (iii) evaluate the implied constraint at (3.4) as
; and (iv) assert as in A5 that the solution so attained "minimizes the sum of squares of residuals on the sphere centered at the origin whose radius is the length" of β R λ .
We have claimed that Assertion A5 is false. Evidence is provided in Table 5 , where lengths Table 5 . Lengths of β R λ , and square roots of residual sums of squares 
, are reported as λ ranges systematically over [0, 1] . Recall that this range is stipulated by Hoerl and Kennard (1970) and others when Z ′ Z is in "correlation form." Here
′ consists of rates of change; similar trends are exhibited when β is expanded to include the intercept. It is seen that β R λ initially decreases to a minimum, then increases beyond λ = 1.0, but eventually decreases to zero since β R λ is a shrinkage estimator. Greater detail is seen on recalling from Section 4.4 that β R λ = Q θ R λ ; that Q is orthogonal; and thus, letting g b
2 . This is differentiable; its derivative is
and its path traces evolution of the derivative as λ varies. In particular, at λ = 0 we have
i . This is precipitous for the Hospital Manpower Data in view of the fact that ξ k = ξ 5 = 0.007347.
A detailed local view is provided in Table 6 , to include not only β R λ and R(λ), but also the ridge estimates
′ in rows corresponding to various choices for λ. Values of β R λ for λ ∈ {0.08, 0.11, 0.12} are as in Table 8 .9 of Myers (1990), who Table 6 . Ridge estimators β R λ , lengths of β R λ , and square roots .6), and that β R (0.11) of Table 6 is not minimizing, to be supplanted instead by β R (0.08797) from Table 6 . A continuum of further examples can be constructed by reflecting λ asymmetrically about λ min = 0.09829, the smaller λ of each pair corresponding to the minimizing solution. These clearly constitute counterexamples to Assertion A5. Table 4 are thus inadmissible in view of Assertion A5*.
In short, imbedded in the Hospital Manpower Data are the hidden feasible constraints exhibit multiple sign changes, whereas estimates for other coefficients may have one or more sign changes as well. These and related matters are studied in Zhang and McDonald (2005) , and references cited therein, under special structure of Z ′ Z in correlation form. Properties, to include sign changes, crossings, and rates-of-change of individual ridge estimates, as well as bounds on the number of sign changes, are determined by those authors on identifying zeros and derivatives of polynomials in λ of degree k − 1, under special structure as cited.
These facts alone challenge the meaning of numerous simulation studies purporting to compare alternative criteria for choosing λ, when all such choices have ignored the minimizing constraints on λ. Thus aggregates of minimizing/non-minimizing values are compared with other such aggregates, to the effect of total obfuscation.
We turn next to properties of ridge and surrogate ridge solutions, to include condition numbers and other diagnostics. Computations for the condition numbers proceed as in Table 3 , based on equivalence between conditioning for β and the canonical estimators θ, as noted in Section 4.6. It thus is germane to compare { β S λ ; λ ≥ 0} with { β R λ ; λ ≥ 0} using the data at hand. We next examine critical issues from Section 4.5, applicable both to ridge and to surrogate ridge solutions. Table 7 lists condition numbers and other quantities affiliated with { β R λ ; λ ≥ 0} and { β S λ ; λ ≥ 0}, under values for λ as listed. Question 1 of Section 4.5 is negated for β R λ : Stability of Table 7 . Condition numbers for β R λ (Y ), β S λ (Y ), V( β R λ ), and V( β S λ ); the maximal VIF s V M ( β R λ ) and V M ( β S λ ); and the Frobenius distance D Z (Z λ ) = Z − Z λ F , under various choices for λ. Table 7 show that c 1 [V( β R λ )] temporarily decreases over λ ∈ [0, 0.015], where its minimum is 55.4470, but it increases thereafter. Similarly, the maximal VIF s for β R λ initially decrease and then increase. By comparison, both the condition numbers c 1 [V( β S λ )], and the maximal VIF s for β S λ , decrease with increasing λ. Although initially larger,
Recall that the surrogate Y = Z λ β + ǫ is intended as an approximation to Y = Zβ + ǫ. The order of approximation, as gauged by the Frobenius distance (4.3), is tabulated as the final column of Table 7 . Relative changes, given by Z − Z λ F / Z F , are 0.1123 at λ = 0.05, ranging up to 0.5263 at λ = 0.616964, where the denominator is Z F = 2.236068.
Further details are given in Tables 8 and 9 , from which several entries of Table 7 are drawn. Table 8 examines the evolution of VIF s, and conditioning of the correlation matrices, for β R λ as λ varies. Values for c 1 [C( β R λ )] are included, as Lemma 1 applies in each case. It is found that c 1 [C( β R λ )] achieves its minimum, 61.4449, at λ = 0.0173. In all Table 8 . Variance inflation factors for β R λ , and condition numbers for C( β R λ ) and T (β) = E( β R λ ), for designated values of λ. instances each VIF initially decreases, then increases, but values of λ at which the changes occur differ across the five estimators. If we view E( β R λ ) = T (β) as a transformation on the parameter space, Question 4 of Section 4.5 asks whether its conditioning improves with increasing λ. To the contrary, the last column of Table 8 shows that condition numbers increase explosively with increasing λ. From Table 3 it is clear that corresponding condition numbers for E( β S λ ) = T (β) are square roots of those listed in Table 8 for β R λ . Table 9 give the evolution of VIF s and c 1 [C( β S λ )] for β S λ . A noted departure from Table 8 is that the maximal VIF is V M ( β S λ ) = VIF ( β 1 ) for all cases, independently of λ. Further computations show that the crossing c 1 [C( β R λ )] = 99.56217 = c 1 [C( β S λ )] occurs at λ = 0.02750.
Similar entries in
Conclusions
Little of the considerable literature on ridge regression is found to be consistent with the optimization of Hoerl and Kennard (1970) LaGrange optimization having failed as a rational foundation for conventional ridge regression, alternatives based on conditioning are developed in Section 4. Limitations in Type A conditioning, on which a justification for β R λ rests, prompt the introduction of surrogate ridge solutions, β S λ , to account for ill-conditioning of X on both sides of the OLS equations, X ′ Xβ = X ′ Y . Extensive numerical studies, as reported in Section 5, reexamine the Hospital Manpower Data in a manner complementary to the conventional analyses undertaken in Myers (1990) . It is demonstrated that none of the conditionings of β R λ (Y ), E( β R λ ) = T (β), and V( β R λ ), nor the variance inflation factors, as critical properties of the ridge estimators { β R λ ; λ ≥ 0}, is enhanced monotonically on increasing λ. In contrast, for the surrogate solutions β S λ , all (except T (β)) of these are uniformly enhanced as λ evolves. It is seen that β R λ is better within a narrow range for small λ, but its VIF s and condition numbers often become excessive within the range of λ often recommended in practice. In short, ridge regression often exhibits some of the very pathologies it is intended to redress. In summary, there is a vast and expanding compendium on the so-called theory, methodology, and simulation studies surrounding ridge regression. If indeed constrained optimization is to be pivotal, then the bulk of these studies will have to be reworked to take into account the nonstandard distributions of Section 3.3, as well as constraints for the ridge parameter to be minimizing, as documented in Sections 3.4 and 5.3. It is remarkable that this field of applied engineering has thrived for so long, despite critical false assertions and a dearth of sustaining foundation principles.
