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A ROBBINS-MONRO ALGORITHM FOR
NONPARAMETRIC ESTIMATION OF NAR PROCESS
WITH MARKOV-SWITCHING: CONSISTENCY
By Lisandro Ferm´ın∗,†,§, Ricardo Rı´os¶ and
Luis-Angel Rodr´ıguez∗,‡,§,‖
Universidad de Valpara´ıso§, Universidad Central de Venezuela¶, and
Universidad de Carabobo‖
We consider nonparametric estimation for autoregressive pro-
cesses with Markov switching. In this context, the Nadaraya-Watson
type estimator of regression funtions is interpreted as solution of a
local weighted least-square problem, which does not closed-form so-
lution in the case of hidden Markov switching. We introduce a non-
parametric recursive algorithm to approximate the estimator. Our
algorithm restores the missing data by means of a Monte-Carlo step
and estimate the regression function via a Robbins-Monro step. Con-
sistency of the estimator is proved using the strong α-mixing prop-
erty of the model. Finally, we present some simulations illustrating
the performances of our nonparametric estimation procedure.
1. Introduction. Switching autoregressive processes with Markov regi-
me can be looked at as a combination of hidden Markov models (HMM) and
threshold regression models. The switching autoregressive process have been
introduced in an econometric context by Goldfeld and Quandt (1973) [16]
and they have become quite popular in the literature ever since Hamilton
(1989) [17] employed them in the analysis of the gross internal product of
the USA for two regimes: one of contraction and another of expansion. This
family of models, combines different autoregressive models to describe the
evolution of the process at different periods of time, the transition between
these different autoregressive models being controlled by a HMM.
Switching linear autoregressive processes with Markov regime have been
extensively studied and several applications in economics and finance can
be found in, for instance, Krolzig (1997) [23], Kim and Nelson (1999) [21],
Hamilton and Raj (2003) [18]. This models are also widely used in several
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electrical engineering areas including tracking of maneuvering targets, failure
detection, wind power production and stochastic adaptive control; see for
instance, Tugnait (1982), Doucet et al. (2000), Douc et al. (2005) [5], and
Ailliot and Monbet (2012) [1].
Switching non linear autoregressive models with Markov regime have con-
siderable interest in the statistical community, especially for econometric
series modelling. Such models were considered in particular by Francq and
Roussignol (1997), [13]. They consider models that admit an additive de-
composition, with particular interest in the switching ARCH models, Franq
et al. (2001) [14]. Krishnarmurthy and Ryde´n (1998) [22], Douc et al. (2004)
[9] studied an even more general class of switching non linear autoregressive
processes that do not necessarily admit an additive decomposition.
We consider a particular type of switching non linear autoregressive mod-
els with Markov regime, called Markov Switching Nonlinear Autorregresive
process (MS-NAR) and defined by:
Yk = rXk(Yk−1) + ek (1.1)
where {ek}k≥1 are i.i.d. random variables, the sequence {Xk}k≥1 is an ho-
mogeneous Markov chain with state space {1, . . . ,m}, and r1(y), . . . , rm(y)
are the regression functions, assumed to be unknown. We denote by A the
probability transition matrix of the Markov chain X, i.e. A = [aij ], with
aij = P(Xk = j|Xk−1 = i). We assume that the variable Y0, the Markov
chain {Xk}k≥1 and the sequence {ek}k≥1 are mutually independents.
This model is a generalization of switching linear autoregressive models
with Markov regime, also known as MS-AR model. When the regression
functions ri are linear the MS-NAR process is simply a MS-AR model.
In the parametric case, i.e. when the regression functions depend on an un-
known parameter, the maximum likelihood estimation method is commonly
used. The consistency of the maximum likelihood estimator for the MS-NAR
model is given in Krishnarmurthy and Ryde´n (1998) [22], while the consis-
tency and asymptotic normality are proved in a more general context in
Douc et al. (2004) [9]. Several versions of the EM algorithm and its variants,
for instance SEM, MCEM, SAEM are implemented for the computations of
the maximum likelihood estimator, we refer to [5]. A semiparametric esti-
mation for the MS-NAR model was studied in Rı´os and Rodr´ıguez (2008)
[27], where the authors consider a conditional least square approach for the
parameter estimation and a kernel density estimator for the estimation of
the innovation density probability.
Nevertheless, the first question that must be addressed before studying
“consistency” of any estimation procedure for this models is whether the
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autoregresion functions are identified. In the context of the nonparametric
estimation of MS-NAR model, this problem has not yet been discussed in
the literature. A treatment of this problem can be approached following the
recent results given by De Castro et al. (2015) [7] for nonparametric estima-
tion of HMM models. The general idea is to identify the markov regime, and
then to ensure that the estimation method provides a unique estimate. We
considere nonparametric estimators obtained through the minimization of
a quadratic contrast, which has a unique minimum given by the Nadaraya-
Watson estimator when the Markov chain is observed, ensuring in this case
that the regression functions are identified non-parametrically. However, in
the case of partially observed data we can prove the identifiability up to
label swapping of the hidden states. We do not address in this paper a rig-
orous proof of this statement, because its content is enough material for
other work, moving away from the objectives and techniques outlined in
this article.
In this work we consider a nonparametric regression model. That is, for
i = 1, . . . ,m, we define a Nadaraya-Watson type kernels estimator, given by
rˆi(y) =
∑n−1
k=1 Yk+1K
(
y−Yk
h
)
1Ii(Xk+1)∑n−1
k=1 K
(
y−Yk
h
)
1Ii(Xk+1)
. (1.2)
This Nadaraya-Watson type estimator was introduced for HMM models in
Harel and Puri [19].
In the first part, we establish the uniform consistency, assuming that a re-
alization of the complete data {Yk,Xk}k=1,...,n is known; i.e. the convergence
over compact subsets C ⊂ R,
sup
y∈C
|rˆi(y)− ri(y)| → 0, a.s. (when n→∞).
This is an interesting asymptotic result, but the key feature of MS-NAR
models is that the state sequence {Xk}k≥1 is generally not observable, so
that statistical inference has to be carried out by means of the observations
{Yk}k≥1 only.
In the nonparametric context, the estimators of regression functions ri(y),
for each y and i = 1, . . . ,m, can be interpreted as solutions θ = (θ1, . . . , θm)
of the local weighted least-squares problem
U(y, Y1:n,X1:n, θ) =
n∑
k=1
m∑
i=1
K
(
y − Yk
h
)
1Ii(Xk+1)(Yk+1 − θi)
2,
4 FERMI´N, RI´OS AND RODRI´GUEZ
where the weights are specified by the kernel K, so that the observations Yk
near to y has the largest influence on the estimate of the regression function
at y. This is,
θˆ(y) = argmin
θ∈Θ⊂Rm
U(y, Y1:n,X1:n, θ).
When a realization of the state sequence {Xk}k≥1 is observed the solutions
of this problem is the Nadaraya-Watson kernel estimators rˆi defined in (1.2).
Nevertheless, when {Xk}k≥1 is a hidden Markov chain, the solution do not
have closed-form, and we need to approximate it.
In the second part, we propose a recursive algorithm for the estimation
of the regression functions ri with a Monte-Carlo step which restores the
missing data {Xk}k≥1 by X
t
1:n, and a Robbins-Monro procedure in order to
estimate the unknown value of θ. This approximation minimizes the poten-
tial U by the gradient algorithm
θt = θt−1 − γt∇θU
(
y, Y t1:n,X
t
1:n, θ
t−1
)
,
with {γt} any sequence of real positive numbers decreasing to 0, and ∇θU
the gradient of U with respect to the vector θ ∈ Rm.
In a general context, the Robbins-Monro approach is study in Duflo [11].
Whereas EM-type algorithms with kernel estimation are used in Benaglia
et. al. [4] for finite mixtures of nonparametric multivariate densities, and for
finite mixture of nonparametric autoregression with independents regime in
Franke et. al. [15]. We establish the consistency of the estimator obtained
by our Robbins-Monro algorithm. This asymptotic property is obtained for
each fixed point y.
The paper is organized as follows. In Section 2, we present general condi-
tions on the model that ensure the existence of a probability density distri-
bution, the stability of the model, and we prove that it satisfies the strong
mixing dependence condition. Futhermore, we prove the uniform consistency
of the Naradaya-Watson kernels estimator in the case of complete data. Sec-
tion 3, we prove the main result, the consistency of estimator related to
our Robbins-Monro algorithm. Section 4 contains some numerical experi-
ments on simulated data illustrating the performances of our nonparametric
estimation procedure. The some proofs are deferred to the Appendix A.
2. Preliminary. In this section we shall review the key properties of
MS-NAR model, that we shall need for proving results. Then, we prove
the uniform consistency of the Nadaraya-Watson kernel estimator when is
assumed that a realization of complete data is available.
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2.1. Stability and existence of moments. The study of the stability of the
model is relatively complex for the MS-NAR model. In this section we recall
known results over the stability of this model given by Yao and Attali [30].
Our aim is to resume the sufficient conditions which ensure the existence and
the uniqueness of a stationary ergodic solution for the model, as well as the
existence of moment of order s ≥ 1 of the respective stationary distribution.
E1 The Markov chain {Xk}k≥1 is positive recurrent. Hence, it has an
invariant distribution that we denote by µ = (µ1, . . . , µm).
E2 The functions ri, for i = 1, ...,m, are continuous.
E3 There are exists positive constants ρi, bi, i = 1, ...,m, such that for
y ∈ R, the following holds
|ri(y)| ≤ ρi|y|+ bi.
E4 Eµ(log(ρ(X))) =
∑m
i=1 log ρiµi < 0, where X is random variable with
values in {1, . . . ,m} and distribution µ.
E5 E(|e1|
s) <∞, for some s ≥ 1.
E6 The sequence {ek}k≥1 of random variables has common density prob-
ability function Φ(e) with respect to the Lebesgue measure.
E7 There exists b > 0 such that infe∈CΦ(e) > b, where C is a compact
set of R.
Condition E1 implies that {(Yk,Xk)}k≥1 with space states R×{1, . . . ,m}
is a Markov process. Under condition E2 this is a Feller chain and it is a
strong Feller chain if in addition the condition E6 holds.
The model is called sublinear if conditions E2 and E3 hold. For MS-NAR
sublinear the following result is given.
Proposition 2.1 ( Yao and Attali). Consider a sublinear MS-NAR.
Assuming E1-E7, we have
i) There exists a uniqueness stationary geometric ergodic solution.
ii) If the spectral radius of the matrix Qs =
(
ρsj aij
)
i,j=1...m
is strictly less
than 1, with s the same that in condition E4, then E(|Yk|
s) <∞.
Remark 2.1. For the Markov chain’s stability the moment condition
s ≥ 1 is enough, but for the asymptotic properties of kernel estimator will
be necessary s > 2.
2.2. Probability density . We present a technical lemma where one of the
results states the existence of conditional densities of model, and in addition
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we give a factorization of this density probability. This factorization will be
very useful in the next sections.
Let us first introduce some notations:
• V1:n stands for the random vector (V1, . . . , Vn), and v1:n = (v1, . . . , vn)
we mean a realization of the respective random vector.
• The symbol 1IB(x) denotes the indicator function of set B, which as-
signs the value 1 if x ∈ B and 0 otherwise.
• p(V1:n = v1:n) denotes the density distribution of random vector V1:n
evaluated at v1:n.
We consider the following assumption :
D1 The random variable Y0 has a density function p(Y0 = y0) with respect
to Lebesgue measure.
The following lemma is relevant in the frame of kernel estimation.
Lemma 2.1. Under conditions D1 and E6,
i) The random vector (Y0:n,X1:n) admits the probability density function
p(Y0:n = y0:n,X1:n = x1:n), equal to
Φ(yn − rxn(yn−1)) · · ·Φ(y1 − rx1(y0))axn−1xn · · · ax1x2µx1p(Y0 = y0)
with respect to the product measure λ ⊗ µc, where λ and µc denote
Lebesgue and counting measures, respectively.
ii) If Φ is a bounded density, then the joint density of (Yk, Yk′) satisfies
p(Yk = yk, Yk′ = yk′) ≤ ‖Φ‖
2
∞ for k, k
′ ≥ 1.
For the proof of this lemma we refered to the reader to Appendix A.
2.3. Strong mixing. A strictly stationary stochastic process Y = {Yk}k∈Z
is called strongly mixing, if
αn := sup{|P(A ∩B)− P(A)P(B)| : A ∈ M
0
−∞, B ∈ M
∞
n } → 0, (2.1)
as n→∞, whereMba, with a, b ∈ Z, is the σ-algebra generated by {Yk}k=a:b,
and is absolutely regular mixing, if
βn := E
(
ess sup{P(B|M0−∞)− P(B) : B ∈ M
∞
n }
)
→ 0, (2.2)
as n→∞.
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The values αn are called strong mixing coefficients, and the values βn are
the regular mixing coefficients. For properties and examples under mixing
assumptions see Doukhan [10]. In general, we have 2αn ≤ βn ≤ 1.
Note that the α-mixing coefficients can be rewritten as:
αn := sup{|cov(φ, ξ)| : 0 ≤ φ, ξ ≤ 1, φ ∈ M
0
−∞, ξ ∈ M
∞
n }. (2.3)
In the case of a strictly stationary Markov process X, with space state
(E,B), kernel probability transition A and invariant probability measure µ,
the β-mixing coefficients take the following form (see Doukhan [10], section
2.4):
βn := E
(
sup{|A(n)(X,B)− µ(B)| : B ∈ B}
)
. (2.4)
Proposition 2.2. The MS-NAR model under condition E1 is strictly
stationary, is α-mixing and their coefficients αn(Y ) decrease geometrically.
The proof is postponed to Appendix A.
2.4. Kernel estimator: fully observed data case. In this section we assume
that a realization of the complete data {Yk,Xk}k=1:n is available. We focus in
the uniform convergence over compact sets of the Nadaraya-Watson kernel
estimator defined in (1.2).
For a stationary MS-NAR model, the quantity of interest in the autore-
gression function estimation is r(y) = E(Y1|Y0 = y), which can be rewritten
as
r(y) =
m∑
i=1
E(Y1|Y0 = y,X1 = i)P(X1 = i).
Hence, it is sufficient to estimate each autoregression function
ri(y) = E(Y1|Y0 = y,X1 = i), (2.5)
for i = 1, . . . ,m and y ∈ R.
Let us denote
gi(y) := ri(y)fi(y), (2.6)
fi(y) := µip(Y0 = y). (2.7)
The Nadaraya-Watson kernel estimator of ri is
rˆi(y) =
{
gˆi(y)/fˆi(y) if fˆi(y) 6= 0,
0 otherwise
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with
gˆi(y) :=
1
nh
n−1∑
k=0
Yk+1Kh (y − Yk) 1Ii(Xk+1), (2.8)
fˆi(y) :=
1
nh
n−1∑
k=0
Kh (y − Yk) 1Ii(Xk+1), (2.9)
and Kh(y) = K(y/h).
In order to obtain the convergence of the ratio estimator rˆi = gˆi(y)/fˆi(y)
we apply the method used by G. Collomb, see Ferraty et. al [12], which
studies simultaneously the convergence of gˆi(y) and fˆi(y), when n tend to
∞. But before this, we relate the conditions that will allow us to obtain the
asymptotic results.
Let us take a kernel K : R → R, positive, symmetric, with compact
support such that
∫
K(t)dt = 1. We assume that the kernel K as well as the
density Φ are bounded, i.e
B1 ‖K‖∞ <∞.
B2 ‖Φ‖∞ <∞.
Under condition B1, the kernel K is of order 2, i.e.
∫
tK(t)dt = 0 and
0 <
∣∣∫ t2K(t)dt∣∣ <∞.
Let C be a compact subset of R, we assume the following regularity con-
ditions:
R1 There exist finite constants c, β > 0, such that
∀y, y′ ∈ C, |K(y)−K(y′)| < c|y − y′|β.
R2 The density p0 of Y0, Φ, and ri has continuous second derivatives on
the interior of C.
R3 For all k ∈ N, the functions
ri,k(t, s) = E(|Y1Yk+1| |Y0 = t, Yk = s,X1 = i,Xk+1 = i)
are continuous.
We define g2,i(y) := fi(y)ri,0(y, y) = fi(y)E(Y
2
1 |Y0 = y,X1 = i), which is
continous from condition R3.
Let {hn}n≥1 be a sequence of real number satisfying the following condi-
tion
S1 For all n ≥ 0, hn > 0, limn→∞ hn = 0 and limn→∞ nhn =∞.
NONPARAMETRIC ESTIMATION OF MS-NAR PROCESS 9
Finally, we impose one of the two following moment conditions:
M1 E(exp(|Y0|)) <∞ and E(exp(|e1|)) <∞.
M2 E(|Y0|
s) <∞ and E(|e1|
s) <∞, for some s > 2.
Remark 2.2. Note that M1 implies M2, and M2 implies E5, which is a
sufficient condition for the stability of MS-NAR model.
From independence between Y0 and e1, condition M1 implies
E(exp(|Y1|)) ≤ cE(exp(|Y0|))E(exp(|e1|)).
Moreover, E3 and M2 imply E(|Y1|
s) <∞, this condition is also implied by
M1.
Condition M1 is assumed in order to obtain the a.s. uniform convergence
over compact sets and M2 for the a.s pointwise convergence.
Now, we establish the uniform convergence over compact sets of the
Nadaraya-Watson kernel estimator rˆi defined in (1.2). For this, we need
the following three technical lemmas. Their respectives proofs are reported
to Appendix A.
The first lemma allows to treat in a unified way the asymptotic behavior
of the variances and covariances of fˆi and a truncated version of gˆi. The
others two lemmas given the asymptotic bound for the bias and variance
term in the estimation of the regression functions ri’s.
Lemma 2.2. Assume the model MS-NAR satisfying conditions E1-E2,
E5-E6, D1, B1-B2, R3 and S1. Let
Tk,n = aKh(y − Yk)1Ii(Xk+1) + bYk+11I{|Yk+1|≤Mn}Kh(y − Yk)1Ii(Xk+1).
Then, the following statements hold:
i) var(T0,n) ≈ h(a
2fi(y) + 2abgi(y) + b
2g2,i(y))
∫
K2(z)dz + o(h2).
ii) cov(T0,n, Tk,n)  h
2(a2c1 + 2abc2(y) + b
2c3(y)) + o(h
3).
For all n > 0,
iii) cov(T0,n, Tk,n) ≤ (a
2 + 2abMn + b
2M2n)4‖K‖
2
∞αk−1.
Lemma 2.3. Assume that the model MS-NAR satisfies conditions E1-
E2, E5-E6, D1, B1-B2, R2-R3, S1 and M2. Let {Mn}n≥1 be a positive se-
quence and δ > 1, then the following asymptotic inequalities hold true.
i) P(|gˆi(y)− Egˆi(y)| ≥ ǫ)  4
(
1 + ǫ
2nh
16δ
)−δ/2
+ c1
16Mnζun
ǫh + c2
M
(2−s)
n
ǫ2h2
,
10 FERMI´N, RI´OS AND RODRI´GUEZ
ii) P(|fˆi(y)− Efˆi(y)| ≥ ǫ)  4
(
1 + ǫ
2nh
16δ
)−δ/2
+ c3
16ζun
ǫh .
Lemma 2.4. Assume that the model MS-NAR satisfies conditions E1,
E6, D1, B1 and R2. Then the following statements hold true.
i) supy∈C |Egˆi(y)− gi(y)| = O(h
2).
ii) supy∈C |Efˆi(y)− fi(y)| = O(h
2).
Remark 2.3. Lemma 2.2 is a preliminary result necessary in order to
prove the Lemma 2.3.
Theorem 2.1. Assume that the model MS-NAR (1.1) satisfies condi-
tions E1-E4, E6-E7, D1, B1-B2, R1-R3 and S1. Then,
i) If nh/ log n→∞ and condition M2 holds,
|rˆi(y)− ri(y)| → 0 a.s.
ii) If nh/ log n→∞ and condition M1 holds,
sup
y∈C
|rˆi(y)− ri(y)| → 0 a.s.
The proof of theorem is reported to Appendix A.
3. Main results. In this section we present our Robbins-Monro type
algorithm for the nonparametric estimation of MS-NAR model in the partial
observed data case, and we prove the consistency of the estimator.
The Nadaraya-Watson estimator rˆ(y) = (rˆ1(y), . . . , rˆm(y)), for each y,
can be interpreted as the solution of a local weighted least-squares problem,
in our case this consists to find the minimum of the potential U defined by
U(y, Y1:n,X1:n, θ) =
n∑
k=1
m∑
i=1
Kh(y − Yk)1Ii(Xk+1)(Yk+1 − θi)
2, (3.1)
with respect to θ = (θ1, . . . , θm) in a convex open set Θ of R
m. Thus, the
regression estimator rˆ is given by
rˆ(y) = argmin
θ∈Θ⊂Rm
U(y, Y1:n,X1:n, θ).
In the partial observed data case, this is when we not observe {Xk}k≥1,
we cannot obtain an explicit expresion for the solution rˆ(y). Then, we must
consider a recursive algorithm for the aproximation of this solution. Our
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approach approximates the estimator rˆ(y) by a stochastic recursive algo-
rithm similar to that of RobbinsMonro, [5, 11, 29]. This involves two steps:
first a Monte-Carlo step which restores the missing data {Xn}n≥1, and a
second step where we consider a Robbins-Monro’s approximation in order
to minimize the potential U .
Here are some further notations that we will take into account.
• For each 1 ≤ i ≤ m, ni =
∑n
k=1 1Ii(Xk) is the number of visits of the
Markov chain {Xk}≥1 to state i in the first n steps, and nij(X1:n) =∑n−1
k=1 1Ii,j(Xk−1,Xk) is the number of transitions from i to j in the
first n steps.
• ψt = (θt, At) is a vector containing the estimated functions θt =
(θt1, . . . , θ
t
m) and the estimated probability transition matrix A
t, in
the t-th iteration of the Robbins-Monro algorithm.
3.1. Restoration-estimation Robbins-Monro algorithm.
Step 0. Pick an arbitrary initial realization X01:n = X
0
1 , . . . ,X
0
n. Compute
the estimated regresion functions rˆ0(y) = (rˆ01(y), . . . , rˆ
0
m(y)) from equa-
tion (1.2) in term of the observed data Y1:n and the initial realiza-
tion X01:n, and compute the estimated transition matrix A
0, by A0ij =
nij(X
0
1:n)/n for i, j = 1, . . . ,m. Define θ
0 = rˆ0(y).
For t ≥ 1,
Step R. Restore the corresponding unobserved data by drawing an sample
Xt1:n from the conditional distribution p(X1:n|Y0:n, ψ
t−1).
Step E. Update the estimation ψt = (θt, At) by
θt = θt−1 − γt∇θU
(
y, Y1:n,X
t
1:n, θ
t−1
)
, (3.2)
where ∇θU
(
y, Y1:n,X
t
1:n, θ
t−1
)
= ∇θU
(
y, Y1:n,X
t
1:n, θ
) ∣∣
θ=θt−1
, and
At = nij(X
t
1:n)/n.
Step A. Reduce the asymptotic variance of the algorithm by using the av-
erages θ¯t1/t
∑t
k=1 θ
k instead of θt, which can be recursively computed
by θ¯0 = θ0, and
θ¯t = θ¯t−1 +
1
t
(
θt − θ¯t−1
)
. (3.3)
The following result enables us to write the algorithm as a stochastic
gradient algorithm. Let, Eθ′
(
U(y, Y1:n,X
t
1:n, θ)|Ft−1
)
= u(y, Y1:n, θ) with
Eθ′(·) = E( |θ
′) and Ft−1 the σ-algebra generated by {X
s
1:n}s=1:(t−1). The
proof is given in Appendix A.
12 FERMI´N, RI´OS AND RODRI´GUEZ
Lemma 3.1. For each θ ∈ Θ we have,
u(y, Y1:n, θ) =
1
nh
n∑
k=1
m∑
i=1
Kh(y − Yk)P(Xk+1 = i|Y0:n, θ
′)(Yk+1 − θi)
2 (3.4)
and Eθ′
(
∇θU(y, Y1:n,X
t
1:n, θ)|Ft−1
)
= ∇θu(y, Y1:n, θ).
Therefore, the Restauration-Estimation algorithm is a stochastic gradient
algorithm that minimizes u(y, Y1:n, θ) and it can be written as
θt = θt−1 + γt
(
−∇θu(y, Y1:n, θ
t−1) + ςt
)
, (3.5)
where
ςt = −∇θU
(
y, Y1:n,X
t
1:n, θ
t−1
)
+ Eθ′
(
∇θU
(
y, Y1:n,X
t
1:n, θ
t−1
)
|Ft−1
)
= −∇θU
(
y, Y1:n,X
t
1:n, θ
t−1
)
+∇θu(y, Y1:n, θ
t−1).
So, the stochastic gradient algorithm is obtained by perturbation of the
following gradient system
θ˙ = −∇θu(y, Y1:n, θ).
In the following we describe in detail each step of the algorithm.
Step 0: SAEM algorithm. We use a Stochastic Approximation version
of EM algorithm, proposed by Delyon et al. [8], in order to maximize the
likelihood of the data. Assume that the regression functions are linear and
the noise is gaussian. This algorithm proved to be more computationally
efficient than a classical Monte Carlo EM algorithm due to the recycling of
simulations from one iteration to the next in the smoothing phase of the
algorithm. The used SAEM algorithm is detailed in Section 11.1.6 of [5].
Step R: Carter and Kohn filter. The R step of the algorithm corresponds
to conditional simulation given ψt−1. We describe the sampling method for
the conditional distribution
p(X1:n = x1:n|Y0:n, ψ
t−1)
=
λx1p(Y1|Y0,X1 = x1, ψ
t−1) . . . axn−1xnp(Yn|Yn−1,Xn = xn, ψ
t−1)
p(Y1:n|Y0, ψt−1)
,
for all x1:n ∈ {1, . . . ,m}
N .
Carter and Kohn [6] obtained samples X1:n following a stochastic version
of the hidden Markov model forward-backward algorithm first proposed by
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Baum et al. [3]. This follows by noting that p(X1:n|Y0:n, ψ
t−1) can be de-
composed as
p(X1:n|Y0:n, ψ
t−1) = p(Xn|Y0:n, ψ
t−1)
n−1∏
k=1
p(Xk|Xk+1, Y0:n, , ψ
t−1).
Provided that Xk+1 is known, p(Xk|Xk+1, Y0:n, ψ
t−1) is a discrete distri-
bution, suggesting the following sampling strategy: for k = 2, . . . , n and
i = 1, . . . ,m, compute recursively the optimal filter as
p(Xk = i|Y0:k, ψ
t−1)
∝ p(Yk|Yk−1,Xk = i, ψ
t−1)
m∑
i=1
aijp(Xk−1 = j|Y1:k−1, ψ
t−1).
Then, sample Xn from p(Xn|Y0:n, ψ
t−1) and for k = n − 1, . . . , 1, Xk is
sampled from
p(Xk = i|Xk+1 = xk+1, Y0:k, ψ
t−1) =
aixk+1p(Xk = i|Y0:k, ψ
t−1)∑m
l=1 ailp(Xk = l|Y0:k, ψ
t−1)
.
Following the proof in Rosales [28], we will show that the sequence {Xt1:n}
is an ergodic Markov chain with invariant distribution p(X1:n = x1:n|Y0:n, ψ
∗).
It is sufficient to note that the sequence {Xt1:n}t≥1 is an irreducible and ape-
riodic Markov chain on a finite state space, {1, . . . ,m}N . Irreducibility and
aperiodicity follow directly from the positivity of the kernel,
Q(Xt1:n|X
t−1
1:n , Y0:n, ψ
t)∝ p(Xtn|Y0:n, ψ
t−1)
∏N−1
n=1 p(X
t
n|X
t
n+1, Y0:n, ψ
t−1) > 0.
In this case the standard ergodic result for finite Markov chains applies,
(Kemeny y Snell [20])
‖Q(Xt1:n|X
t−1
1:n , Y0:n, ψ
t−1)− p(X1:n|Y0:n, ψ
∗)‖ ≤ cζt, (3.6)
Moreover, (3.6) is satisfied with c = card({1, . . . ,m}N ), ζ = (1 − 2Qx)
and
Qx = inf
x′,ψ′
Q(x′|x, ψ′),
for x, x′ ∈ {1, . . . ,m}N .
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Step E: Estimation. In each iteration of this algorithm, we evaluate
∇θU(y, Y1:n,X1:n, θ) the gradient of the potential. For each 1 ≤ i ≤ m,
we compute the components
∂U
∂θi
(y, Y1:n,X1:n, θ) = gˆi(y, Y1:n,X1:n)− θifˆi(y, Y1:n,X1:n).
In each iteration this quantity is updated. It has the advantage of that the
ratio rˆi is not computed directly, avoiding the zeros of the function fˆi.
Step A: Average (or Aggregation). To reduce the asymptotic variance of
the estimated parameters {θt}, we adopt the averaging technique introduced
by Polyak and Juditsky (see [24]). The idea is to use the averages {θ¯t} defined
by θ¯t = 1/t
∑t
k=1 θ
k instead of {θt}, which can be recursively computed by
means of the equation (3.3).
3.2. Consistency. The convergence analysis of Robbins-Monro approx-
imations are well studied in Duflo [11] in the general case. In this paper
we use a similar framework as in Cappe et. al. ([5], pa´g. 431), for the con-
vergence of the stochastic gradient algorithm for the likelihood function in
hidden Markov models, considering that in our particular case u(θ) is a
continuously differentiable function of θ. The following convergence result is
given for each y fixed.
Theorem 3.1. Assume that {γt} is a positive sequence such that∑
t
γt =∞,
∑
t
γ2t <∞,
and that the closure of the set {θ¯t} is a compact subset of Θ. Then, almost
surely, the sequence {θ¯t} satisfies limt→∞∇θu(y, Y1:n, θ¯
t) = 0. Furthermore,
limt→∞ θ¯
t = θ∗ and ∇θu(y, Y1:n, θ
∗) = 0, a.s.
Proof. Let M t =
∑t
s=0 γsςs. The sequence {M
t} is an Ft martingale,
in fact
E(M t|Ft−1) = E(γtςt +M
t−1|Ft−1)
= E(γtςt|Ft−1) + E(M
t−1|Ft−1)
= M t−1.
Moreover, it satisfies
∑∞
t=1 E(‖M
t −M t−1‖2|Ft−1) <∞. Indeed,
E(‖M t −M t−1‖2|Ft−1) = γ
2
t E(|ςt|
2|Ft−1)
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and
‖ςt‖
2 =
m∑
i=1
(
∂U
∂θi
(y, Y1:n,X
t−1, θt−1)−
∂u
∂θi
(y, Y1:n, θ
t−1)
)2
=
4
n2h2
m∑
i=1
(
n∑
k=1
(Yk+1 − θ
t−1
i )Kh(y − Yk)
(
Bti (k)|Ft−1)
))2
,
where Bti(k) = 1Ii(X
t
k+1)− E(1Ii(X
t
k+1) are Bernoulli centered random vari-
ables. Then, E(‖ςt‖
2|Ft−1) is
4
n2h2
m∑
i=1
n∑
k,k′=1
(Yk+1 − θ
t−1
i )(Yk′+1 − θ
t−1
i )Kh(y − Yk)Kh (y − Yk′)χ
t
i(k, k
′),
with χti(k, k
′) = cov(1Ii(X
t
k+1), 1Ii(X
t
k′+1)|Ft−1). Thus, by Cauchy-Schwarz’s
inequality we have
χti(k, k
′) ≤
√
var(Bti(k)|Ft−1)
√
var(Bti(k
′)|Ft−1) ≤ 1/4,
and
E(‖ςt‖
2|Ft−1) ≤
1
n2h2
m∑
i=1
(
n∑
k=1
(Yk+1 − θ
t−1
i )Kh(y − Yk)
)2
(3.7)
= ‖Ψ(θt−1)‖2,
where Ψ(θ) = (Ψ1(θ), . . . ,Ψm(θ)) and
Ψi(θ) =
1
n2h2
(
n∑
k=1
(Yk+1 − θi)Kh(y − Yk)
)2
.
By compactness ‖Ψ(θ)‖2 is finite, therefore
E(‖M t −M t−1‖2|Ft−1) ≤ ‖Ψ(θ
t−1)‖2
∞∑
t=1
γ2t <∞.
Thus, by applying conditional Borel-Cantelli lemma in Cappe et. al ([5],
Lemma 11.2.9) the sequence {M t} has a finite limit a.s. and according to
Theorem 11.3.2 in [5] the sequence {θt} satisfies
lim
t→∞
∇θu(y, Y1:n, θ
t) = 0.
By continuity of the function ∇θu we proved that θ
∗ = limt→∞ θ
t satisfies
∇θu(y, Y1:n, θ
∗) = 0, and by Cesa`ro theorem, limt→∞ θ¯
t = θ∗.
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The critical point θ∗ ∈ Θ ⊂ Rm of the gradient of u, has i-th component
θ∗i given by
θ∗i (y, Y1:n) =
∑n−1
k=1 Yk+1Kh(y − Yk)P(Xk = i|Y0:n, θ)∑n−1
k=1 Kh(y − Yk)P(Xk = i|Y0:n, θ)
.
We can prove, following the Theorem 2.1, that θ∗i (y, Y1:n) → ri(y), a.s.,
whenever n→∞. As a consequence we obtain
lim
n→∞
lim
t→∞
θti(y, Y1:n) = ri(y), a.s.
4. Numerical examples. In this section we illustrate the performances
of the algorithms developed in the previous section by applying them to
simulated data. We work a MS-NAR with m = 2 states and autoregressive
functions
r1(y) = 0.7y + 2e
(−10y2), r2(y) =
2
1 + e10y
− 1,
where r1 is a bump function and r2 is a decreasing logistic function. These
functions was considered by Franke et. al. [15]. Let Φ be a gaussian white
noise with variance σ2 = 0.4. The transition probability matrix is given by
A =
(
0.98 0.02
0.02 0.98
)
.
We used a straightforward implementation of the algorithms described.
We generate a sample of length n = 1000. For each k, we simulate Xk and
then use it to simulate Yk. The simulated data is plotted in Figure 1 (left).
0 200 400 600 800 1000
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2.5
Fig 1. Simulated data Y1:n (left). Estimated kernel functions for complete data (X1:n, Y1:n)
(right).
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For the estimation of the regression function ri, we use the standard
gaussian density as the kernel function K, in spite of the fact that it is not
compactly supported. As bandwidth parameter we take h = (n/ log(n))1/5.
Assuming that the complete data {Yk,Xk}k=1:1000 is available, we show
in Figure 1 (right) the performance of r1 and r2 (solid curved line) and their
respective kernel estimates (dotted curved line).
We implemented the Restauration-Estimation algorithm for the data de-
scribed above. The initial estimates for the Markov chain X01:n in the step
0 of our algorithm was obtain by using a SAEM algorithm for the MS-AR
model,
Yn = ρXnYn−1 + bXn + σXnen.
The parameters estimates obtained using this implementation are,
Aˆ =
(
0.983 0.017
0.017 0.983
)
,
and the linear functions estimates are of the form rˆ1(y) = −0.8239y−0.0218
and rˆ2(y) = 0.2943y + 0.6334.
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3
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−1
0
1
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3
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
Fig 2. Parameter estimation for SAEM and scatter plot of simulated data (left). Nonpara-
metric estimation by Robbins-Monro procedure (right).
Figure 2 (left) shows the scatter plot of Yk against Yk−1 and the linear
adjustment.
We implement our Robbins-Monro procedure with t = 1 : T iterations
and the smoothing step was defined as
γt =
{
1 t ≤ T1
(t− T1)
−1 t ≥ T1 + 1
.
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In Figure 2 (right) we show the scatter plot of Yk against Yk−1, r1 and
r2 (solid curved lines) and the respective Robbins-Monro estimates (dotted
curved lines) for the ultimate iteration.
APPENDIX A: PROOF OF TECHNICAL RESULTS
Proof of Lemma 2.1. Take (e1, . . . , en) = T (Y1, . . . , Yn), with ek =
Yk − rXk(Yk−1), for k = 1, . . . , n. Then, the Jacobian matrix of transfor-
mation T is triangular and the absolute value of the Jacobian is equal to 1,
hence in virtue of the change of variables theorem
E(h(Y1:n,X1:n, Y0))
= E(h(T−1(e1:n),X1:n, Y0))
=
∫ ∑
i1:n
h(T−1(u1:n), i1:n, y0))p(e1:n = u1:n,X1:n = i1:n, Y0 = y0)du1:ndy0.
From independence of Y0, {Xk}k≥1 and {ek}k≥1, we have the following fac-
torization
p(e1:n = u1:n,X1:n = i1:n, Y0 = y0) = p(e1:n = u1:n)p(X1:n = i1:n)p(Y0 = y0)
and by conditions D1 and E6 we obtain
E(h(Y1:n,X1:n, Y0))
=
∫ ∑
i1:n
h(T−1(u1:n), i1:n, y0)
n∏
k=1
Φ(uk)
n∏
k=2
aik−1ikµi1p(Y0 = y0)du1:ndy0.
Thus, the first result follows.
Integrating the joint density p(Y n1 = y
n
1 ,X1:n = x1:n, Y0 = y0) we have
p(Yk = yk, Yk′ = yk′) =∑
xn1
∫
p(Y n1 = y
n
1 ,X1:n = x1:n, Y0 = y0)dy0:k−1dyk+1 · · · dyk′−1dyk′+1:n.
Since Φ(yk−rxk(yk−1))Φ(yk′−rxk′ (yk′−1)) ≤ ‖Φ‖
2
∞, then using this bound
in the above expression the remaining integral terms is equal to 1, thus
p(Yk = yk, Yk′ = yk′) ≤ ‖Φ‖
2
∞.
Proof of Proposition 2.2. Let hφ(x1:n) = E(φ(Y0:n)|X1:n = x1:n).
Since we assume that Y0, the Markov chain {Xk}k≥1 and the sequence
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{ek}k≥1 are mutually independents, we have by the properties of the condi-
tional expectation
E(φ(Y0:n)) = E(E(φ(Y0:n)|X1:n = x1:n)) = E(hφ(X1:n)).
Since the sequence {Xk}k≥1 is strictly stationary under condition E1, then
E(φ(Yj:j+n)) = E(hφ(Xj+1:j+n)) = E(hφ(X1:n)) = E(φ(Y0:n)).
Thus, the sequence {Yk}k≥0 is strictly stationary.
On the other hand, for φ : Rk → [0, 1] and ξ : Rl → [0, 1] measurable
functions we have
cov(φ(Y0:k), ξ(Yk+s: k+s+l))
= E (φ(Y0:k)ξ(Yk+s: k+s+l))− E (φ(Y0:k))E (ξ(Yk+s: k+s+l))
= E (hφ(X1:k)hξ(Xk+s+1: k+s+l))− E (hφ(X1:k))E (hξ(Xk+s+1: k+s+l))
= cov(hφ(X1:k), hξ(Xk+s+1: k+s+l)).
Then,
αn(Y )
= sup {|cov(φ(Y0:k), ξ(Yk+s: k+s+l))| : 0 ≤ φ, ξ ≤ 1,
φ ∈ Mk0(Y ), ξ ∈ M
k+s+l
k+s (Y )
}
= sup {|cov(hφ(X1:k), hξ(Xk+s+1: k+s+l))| : 0 ≤ hφ, hξ ≤ 1,
hφ ∈ M
k
1(X), hξ ∈ M
k+s+l
k+s+1(X)
}
≤ αn(X).
Now, we only need to prove that αn(X) decrease geometrically to 0,
when n goes to ∞. For this, we use that if the initial distribution of the
strictly stationary Markov chain X is the invariant measure µ then βn(X) =∑m
j=1 supi=1:m |A
(n)
i,j −µi|µj , and {Xn}n≥1 is geometric ergodic, i.e. there ex-
ists 0 < ζ < 1 such that supi |A
(n)
i,j − µi| ≤ mζ
n, obtaining that
2αn(Y ) ≤ 2αn(X) ≤ βn(X) ≤ mζ
n.
Thus, the result follows.
Proof of Lemma 2.2. Considering the variance term, we have
var(T0,n) = a
2 var (Kh (y − Y0) 1Ii(X1))
+2ab cov
(
Y11I{|Y1|≤Mn}Kh (y − Y0) ,Kh (y − Y0) 1Ii(X1)
)
+b2 var
(
Y11I{|Y1|≤Mn}Kh (y − Y0) 1Ii(X1)
)
.
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Hence,
var(T0,n)
= a2h
∫
fi(y − zh)K
2(z)dz
+2abh
∫
E(Yk+11I{|Yk+1|≤Mn}|Xk+1 = i, Yk = y − zh)K
2(z)gi(y − zh)dz
+b2h
∫
E(Y 2k+11I{|Yk+1|≤Mn}|Xk+1 = i, Yk = y − zh)K
2(z)g2,i(y − zh)dz
−h2
[
a
∫
fi(y − zh)K(z)dz
+b
∫
E(Yk+11I{|Yk+1|≤Mn}|Xk+1 = i, Yk = y − zh)K(z)fi(y − zh)dz
]2
.
From Dominated Convergence Theorem and conditions R2 and R3 we have
when n→∞
Var(T1,n) ≈ h(a
2fi(y) + 2abgi(y) + b
2g2,i(y))
∫
K2(z)dz + o(h2).
Now, for the covariance terms we define U sk = (Yk1I{|Yk|≤Mn})
s, s = 0, 1, 2.
As the process is stationary it suffices to consider
cov
(
U s1Kh (y − Y0) 1Ii(X1), U
l
k+1Kh (y − Yk) 1Ii(Xk+1)
)
.
Due to α-dependency using the inequality of Rio, [25], the covariance is
bounded by
cov
(
U s1Kh (y − Y0) 1Ii(X1), U
l
k+1Kh (y − Yk) 1Ii(Xk+1)
)
≤M s+ln cov (Kh (y − Y0) 1Ii(X1),Kh (y − Yk) 1Ii(Xk+1))
≤M s+ln 4‖K‖
2
∞αk−1.
This gives
cov(T1,n, Tk+1,n) ≤ (a
2 + 2abMn + b
2M2n)4‖K‖
2
∞αk−1.
Set Ck(i, v) = {Xk+1 = i, Yk = v} and denote by A
(k)
ij the (i, j)-th entry of
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the k-th power of the matrix A. Then,
E
(
U s1U
l
k+1Kh (y − Y0) 1Ii(X1)Kh (y − Yk) 1Ii(Xk)
)
=
∫ ∫
Kh (y − u)Kh (y − v)E
(
U s1U
l
k+1|C0(i, u), Ck(i, v)
)
×p(Y0 = u, Yk = v)P(X1 = i,Xk+1 = i)dudv
≤ A
(k)
ii µih
2
∫ ∫
K (u)K (v)E
(
|U s1U
l
k+1||C0(i, y − uh), Ck(i, y − vh)
)
×p(Y0 = y − uh, Yk = y − vh)dudv
≤ A
(k)
ii µih
2
∫ ∫
K (u)K (v)E
(
|Y s1 Y
l
k+1||C0(i, y − uh), Ck(i, y − vh)
)
×p(Y0 = y − uh, Yk = y − vh)dudv.
We evaluate in each case 0 ≤ s+ l ≤ 2, s, l ∈ N.
• For s+ l = 0,
E
(
|Y s1 Y
l
k+1||X1 = i, Y0 = u,Xk+1 = i, Yk = v
)
= 1
and in this case
cov
(
U s1Kh (y − Y0) 1Ii(X1), U
l
k+1Kh (y − Yk) 1Ii(Xk+1)
)
≤ h2A
(k)
ii µi‖Φ‖
2
∞.
• For s+ l = 1 we consider only the case s = 0, l = 1, where it holds,
E
(
|Y s1 Y
l
k+1||X1 = i, Y0 = u,Xk+1 = i, Yk = v
)
= E (|Yk+1||Xk+1 = i, Yk = v)
≤ |ri(v)| + E(|e1|)
so that, by continuity of the function ri(v) and the moment condition
of e1,
cov
(
U s1Kh(y − Y0)1Ii(X1), U
l
k+1Kh (y − Yk) 1Ii(Xk+1)
)
 h2
(
(|ri(y)|A
(k)
ii µi‖Φ‖
2
∞ + o(h)) + E(|e1|)A
(k)
ii µi‖Φ‖
2
∞
)
.
• For s+ l = 2, assume s = 1, l = 1,
E
(
|Y s1 Y
l
k+1||X1 = i, Y0 = u,Xk+1 = i, Yk = v
)
= ri,k(u, v).
Then by continuity of the function ri,k(u, v), then
cov
(
U s1Kh(y − Y0)1Ii(X1), U
l
k+1Kh(y − Yk)1Ii(Xk+1)
)
 h2ri,k(y, y)A
(k)
ii µi‖Φ‖
2
∞ + o(h
3),
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and for s = 0, l = 2 the result is followed in the same way exchanging
ri,k(y, y) by ri,1(y, y).
We consider the truncated variable ∆˜k = ∆k1I{|Yk+1|≤Mn}. It remains to
consider the covariance term,
cov(T1,n, Tk+1,n) = a
2 cov (Kh(y − Y0)1Ii(X1),Kh(y − Yk)1Ii(Xk+1))
+ab cov
(
Kh(y − Y0)1Ii(X1), ∆˜k
)
+ab cov
(
∆˜0,Kh(y − Yk)1Ii(Xk+1)
)
+b2 cov
(
∆˜0, ∆˜k
)
.
By collecting the bounds we obtain,
cov(T1,n, Tk+1,n)  a
2c1h
2 + 2abc2(y)h
2 + b2c3(y)h
2.
Proof of Lemma 2.3. Define the truncated kernel estimator of gi,
g˜i(y) =
1
nh
n−1∑
k=0
∆˜k.
Thus,
P(|gˆi(y)− Egˆi(y)| ≥ 2ǫ)
≤ P(|g˜i(y)− Eg˜i(y)| ≥ ǫ) + P(|gˆi(y)− g˜i(y)− E(gˆi(y)− g˜i(y)|) ≥ ǫ).
By Chebyshev’s inequality,
P(|gˆi(y)− g˜i(y)− E(gˆi(y)− g˜i(y)|) ≥ ǫ) ≤ ǫ
−2var(|gˆi(y)− g˜i(y)|)
and by definition of the variance,
var(|gˆi(y)− g˜i(y)|) ≤ E (gˆi(y)− g˜i(y))
2 .
We give a bound in the right-hand side of the above inequality using
Ho¨lder inequality and the stationary of the model,
E (gˆi(y)− g˜i(y))
2 ≤
1
h2
E
(
Y 21 K
2
(
y − Y0
h
)
1Ii(X1)1I{|Y1|>Mn}
)
≤ h−2E(|Y1|
s)
∥∥Y 2−s1 1I{|Y1|>Mn}K2∥∥∞
≤ ‖K2‖∞M
(2−s)
n h
−2,
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and
s2n = n
2h2var(g˜i(y)) = nvar(∆˜0) + 2
n−1∑
k=1
(n− k)cov(∆˜0, ∆˜k).
Now, we will bound the term s2n. First, using point i) of Lemma 2.2 for
a = 0 and b = 1,
var(∆˜0)  h
2b2c3(y) + o(h
3).
Secondly, we use Tran’s device to split the covariance of ∆˜k into terms:
n−1∑
k=1
(n−k)cov(∆˜0, ∆˜k) =
un∑
k=1
(n−k)cov(∆˜0, ∆˜k)+
n−1∑
k=1+un
(n−k)cov(∆˜0, ∆˜k).
In a similar way that in the first bound, applying part ii) of Lemma 2.2 with
a = 0, b = 1, we obtain for k ≤ un
cov(∆˜0, ∆˜k)  h
2ri,k(y)‖Φ‖
2
∞ + o(h
3). (A.1)
For k > un we apply part iii) of Lemma 2.2 obtaining
cov(∆˜0, ∆˜k) ≤M
2
nαk−1. (A.2)
From inequalities (A.1), (A.2) and taking un = 1/h log n we get
n−1∑
k=1
(n− k)cov(∆˜0, ∆˜k)  c1h
2nun + nM
2
n
∑
k≥un
αk−1
 c1h
2nun + c2nM
2
n
∑
k≥un
ζk−1
= c1h
2nun + c2nM
2
n
ζun
1− ζ
= o(nh).
Therefore, s2n = O(nh).
The Fuk-Nagaev’s inequality (see Rio [26] theorem 6.2), applied to random
variables 1nh
∑n
k=1 ∆˜k, allows as to obtain
P(|g˜i(y)− Eg˜i(y)| ≥ ǫ) = P
(∣∣∣∣∣
n−1∑
k=0
∆˜k
∣∣∣∣∣ > ǫnh
)
≤ 4
(
1 +
λ2
δs2n
)−δ/2
+ 4nMnαunλ
−1.
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In order to the rate of convergence of the precendent term, we take 4λ = ǫnh
obtaining the asymptotic inequality
P(|g˜i(y)− Eg˜i(y)| ≥ ǫ)  4
(
1 +
ǫ2nh
16δ
)−δ/2
+
16cMnζ
un
ǫh
.
Thus, the result (i) follows. We can prove (ii) in a similar way.
Proof of Lemma 2.4. Set ∆k = Yk+1Kh(y − Yk)1Ii(Xk+1), for k =
0 . . . n − 1. Taking conditional expectation of ∆k given Xk+1 = j, Yk = u,
considering the expression for ri(y) given in (2.5) and using the stationarity
of model, we get
E(∆k) = E (E (Yk+1Kh(y − Yk)1Ii(Xk+1) | Xk+1 = j, Yk = u))(A.3)
=
∫
ri(u)Kh (y − u)µip(Y0 = u)du
=
∫
Kh (y − u) gi(u)du.
Since gˆi(y) =
1
nh
∑
k∆k, then the equation (A.3) implies that
Egˆi(y) =
∫
K(u)gi(y − uh)du. (A.4)
By second order Taylor’s expansion of gi at y we obtain,
gi(y − uh) = gi(y)− uhg
′
i(y) +
(uh)2
2
gi
′′(y˜u)
with y˜u = (y − uh)(1 − t) + ty for some t ∈ [0, 1].
As the kernel K is assumed to be of order 2, substituting the Taylor’s
approximation into (A.4) gives
Egˆi(y)− gi(y) =
h2
2
∫
gi
′′(y˜u)u
2K(u)du.
From condition R2, we have that gi
′′ is continuous. Then gi
′′(y˜) converge
uniformly to gi
′′(y) over the compact set C. Hence
Egˆi(y)− gi(y) =
h2
2
gi
′′(y)
∫
u2K(u)du+ o(h2). (A.5)
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Thus,
sup
y∈C
|Egˆi(y)− gi(y)| = O(h
2). (A.6)
The same proof works for the bias of fi, starting from
Efˆi(y) =
∫
K(z)p0(y − zh)µidu.
Proof of Theorem 2.1. We start with the following triangle inequal-
ity on the positivity set of fi(y),
|rˆi(y)− ri(y)| ≤ |gˆi(y)− gi(y)|
1
|fˆi(y)|
+ |fˆi(y)− fi(y)|
∣∣∣∣∣ ri(y)fˆi(y)
∣∣∣∣∣ , (A.7)
this implies the following inequality
sup
y∈C
|rˆi(y)− ri(y)| ≤ sup
y∈C
|gˆi(y)− gi(y)|
1
infy∈C |fˆi(y)|
(A.8)
+ sup
y∈C
|fˆi(y)− fi(y)|
supy∈C |ri(y)|
infy∈C |fˆi(y)|
.
According to the bias-variance decomposition, the proof of the theorem is
achieved through the lemmas 2.3 and 2.4, warranting the existence of strictly
positivity of infy∈C |fˆi(y)|.
Thus, applying Lemma 2.3 with ǫ = ǫ0
√
logn
nh ,Mn = n
γ , un = (h log n)
−1,
and δ large enough so that log(n) = o(r), we have
P
(
|gˆi(y)− Egˆi(y)| ≥ ǫ0
√
log n
nh
)
 4 exp
(
−
ǫ20 log(n)
32
)
+ c1
16nγ+
1
2 ζun
ǫ0(log n)
1
2h
1
2
+ c2
n1+γ(2−s)
ǫ20 log(n)h
 n−
ǫ
2
0
32 + c1
16nγ+
1
2 ζun
ǫ0(log n)
1
2h
1
2
+ c2
n1+γ(2−s)
ǫ20 log(n)h
.
For ϑ = (s − 2)γ − d− 2 > 0 and
ǫ20
32 = (s− 2)γ − d− 1 then,
P
(
|gˆi(y)− Egˆi(y)| ≥ ǫ0
√
log n
nh
)
 cn−(1+ϑ). (A.9)
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Applying the Borel-Cantelli Lemma, the almost surely pointwise conver-
gence of |gˆi(y)− Egˆi(y)| to 0 is proved. We proceed analogously in order to
obtain the almost surely pointwise convergence of |fˆi(y)− Efˆi(y)| → 0.
According to Lemma 2.4 we have
inf
y∈C
|fˆi(y)| ≥ inf
y∈C
|fi(y)| − sup
y∈C
|fˆi(y)− Efˆi(y)| − sup
y∈C
|Efˆi(y)− f(y)|
≥
1
2
inf
y∈C
|fi(y)| > 0.
Thus, the previous results obtained from lemmas 2.3 and 2.4 and inequal-
ity (A.7) given the pointwise convergence of |rˆi(y)− ri(y)|.
In order to obtain the uniform convergence on a compact set C, we
only need to prove an asymptotic inequality of type (A.9) for the term
supy∈C |gˆi(y) − Egˆi(y)|, and analogously for supy∈C |fˆi(y) − Efˆi(y)|, in in-
equality (A.8). For this, we proceed by using truncation device as in Ango
Nze et. al. [2], assuming the moment condition M1.
Let us set ∆k = Yk+1Kh(y − Yk)1Ii(Xk+1) and the truncated variable
∆˜k = ∆k1I{|Yk+1|≤Mn}. Then, we define the truncated kernel estimator of gi
by
g˜i(y) =
1
nh
n−1∑
k=0
∆˜k.
Since ‖K‖∞ <∞, taking Mn = M0 log n, then clearly we obtain
P
(
sup
y∈C
|gˆi(y)− g˜i(y)| > 0
)
≤ nP(|Y1| > M0 log n) ≤ E(exp(|Y1|))n
1−M0
and, by the Cauchy-Schwarz inequality and condition R3,
sup
y∈C
E (|gˆi(y)− g˜i(y)|)
≤
1
h
sup
y∈C
E
(
|Y1|1I{|Y1|>M0 log(n)}Kh (y − Y0) 1Ii(X1)
)
≤
1
h
n−M0/2E(exp(|Y1|))
1/2 sup
y∈C
E
(
|Y1|
2K2h (y − Y0) 1Ii(X1)
)1/2
≤ c4
n−M0/2
h1/2
.
Now, we reduce computations to a chaining argument, (see [12], pa´gs. 32
and 78) for the case of a kernel estimator with bounded variables. Let C be
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covered by a finite number νn of intervals Bk with diameter 2Ln and center
at tk. Then,
sup
y∈C
|g˜i(y)− Eg˜i(y)|
≤ max
k=1,...,νn
|g˜i(tk)− Eg˜i(tk)|+ sup
y∈C
|g˜i(tk)− g˜i(y)|+ sup
y∈C
|Eg˜i(y)− Eg˜i(tk)|
Now, let us examine each term in the right-hand side above. First, we
have from Lemma 2.3
P
(
max
k=1,...,νn
|g˜i(tk)− Eg˜i(tk)| >
ε0
2
√
log n
nh
)
≤
νn∑
k=1
P
(
|g˜i(tk)− Eg˜i(tk)| >
ε0
2
√
log n
nh
)
 νn
(
4n−
ǫ
2
0
128 + c1
32n1/2Mnζ
un
ǫ0(log n)1/2h1/2
)
.
For the second and third terms, we use the following inequality obtained
from condition R1,
|g˜i(tk)− g˜i(y)| ≤ Mn
1
nh
n∑
k=1
|Kh (tk − Yk)−Kh(y − Yk)|
≤ c
Mn
h1+β
|y − tk|
β ≤ c
MnL
β
n
h1+β
,
for some constants c, β > 0. Therefore,
P
(
sup
y∈C
|gˆi(y)− Egˆi(y)| ≥ ǫ0
√
log n
nh
)
 νn
(
4n−
ǫ
2
0
128 + c1
32n1/2Mnζ
un
ǫ0(log n)1/2h1/2
)
+ 2P
(
MnL
β
n
h1+β
≥
ǫ0
2
√
log n
nh
)
+ c4
n−M0/2
h1/2
.
Let us set Lβn = n
− 1
2h
1
2
+βM−1n and νn = c5/Ln we obtain
P
(
sup
y∈C
|gˆi(y)− Egˆi(y)| ≥ ǫ0
√
log n
nh
)

c5
Ln
(
4n−
ǫ
2
0
128 + c1
32n1/2Mnζ
un
ǫ0(log n)1/2h1/2
)
+ c4
n−M0/2
h1/2
.
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Taking un = (h log n)
−1, ϑ =
ǫ20
128+
1+d
2β +d−1 > 0, andM0 = 2(ϑ+1)+d.
We have
P
(
sup
y∈C
|gˆi(y)− Egˆi(y)| ≥ ǫ0
√
log n
nh
)
 cn−(1+ϑ). (A.10)
Hence, the Borel-Cantelli Lemma implies the almost surely convergence of
term supy∈C |gˆi(y)− Egˆi(y)|.
The uniform convergence over a compact set of the regression function rˆi
follows in the same way that for the a.s. pointwise convergence.
Remark A.1. Note that in the proof of the a.s. pointwise convergence,
the probability term in (A.9) is sumable if ϑ = (s− 2)γ − d− 2 > 0. This is
only possible if s > 2, and so the restriction imposed in condition M2 arises.
From the asymptotic inequalities (A.9) and (A.10) we can notice that the
convergence rate in Theorem 2.1 is
√
logn
nh .
Proof of Lemma 3.1. Taking expectation in (3.1), it follows that (3.4)
is true. For the second part, we use simply the fact that the potential U is
absolutly integrable with respect to the measure P(Xt1:n = x|Y0:n, θ
′)µc(dx)
with µc(dx) the counting measure on {1, . . . ,m}
n. So, by the dominated
convergence theorem we have
Eθ′
(
∇θU(y, Y1:n,X
t
1:n, θ)|Ft−1)
)
=
∫
∇θU(y, Y1:n, x, θ)P(X
t
1:n = x|Y0:n, θ
′)µc(dx)
= ∇θ
∫
U(y, Y1:n, x, θ)P(X
t
1:n = x|Y0:n, θ
′)µc(dx)
= ∇θu(y, Y1:n, θ).
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