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Introduction
Estimating the asymptotic behaviour of a particular class of recursions with similar structure arises as a natural problem in the design of algorithms using dynamic programming. In the present paper we demonstrate our approach for solving such problems.
For some integer k ≥ 2 let a vector d = (d 1 , d 2 , . . . , d k ) ∈ R k >0 with positive real components be given. We denote the concatenation of k vectors a 1 , a 2 , . . . , a k ∈ n≥0 R n by a 1 a 2 · · · a k and use to denote the empty vector. Note that a = a = a and that R 0 = { }. We consider a recursively defined function
Recursions similar to (1) arise in various contexts such as random trees, Hu-Tucker coding, group testing and dichotomous search problems (cf. [1, 2, 4, 6, 8, 10, 11] and the references mentioned therein). We encountered this recursion during the design of efficient boolean circuits [12, 13] . The very similar recursion
was studied by Kapoor and Reingold in [9] . Clearly, (1) reduces to (2) if we set k = 2, d 1 = α, d 2 = β and restrict D d to input vectors all components of which are zero. The recursion (1) is closely related to dynamic programming algorithms that generate optimal alphabetic code trees with unequal letter costs [1, 7, 9] . In this context, D d ((a 1 , a 2 , . . . , a n )) equals the cost of an optimal alphabetic code tree with letter costs d 1 , d 2 , . . . , d k , where the cost of a tree is the maximum of the sum of a i and the weighted depth of the ith leaf over all leaves of the tree. Note that this corresponds to the cost function considered by Hu, Kleitman and Tamaki in Problem 2 of [5] .
Since dynamic programming procedures similar to those described by Itai in [7] yield optimal alphabetic trees, there is no immediate need for an estimate of the cost of such trees. In our applications [12, 13] though, we use alphabetic trees to design boolean circuits. In order to evaluate the quality of the circuits, we have to compare the cost of the trees to a lower bound depending on the boolean function that is calculated by the circuit. Hence good estimates for the cost of the trees are crucial to prove approximation guarantees. In the present paper, we study D d . We would like to point out that the definition of D d for and vectors with just one component is arbitrary to some extent and that our approach works for many different reasonable definitions.
Our main result relates the value of D d for vectors with non-zero components to the value of D d for vectors with only zero components by replacing each non-zero component by an appropriate number of zeros. In Section 2, we collect some properties of D d . In Section 3, we prove a series of lemmata needed to perform the above-mentioned replacements, and in Section 4 we derive our main results.
Some properties of D d
The first lemma captures some linearity properties of
Proof. Both properties follow easily by induction from the definition of D d . Therefore, we give some details just for the proof of (ii) and leave the proof of (i) to the reader.
For n = 1, the result is obvious. Now let n ≥ 2 and let
By induction, we obtain
Altogether, we obtain the desired result.
Next, we prove some monotonicity properties. Note that inequalities relating vectors are always meant componentwise.
Proof. We prove the statement by induction on n. For n = 1, the result is trivial.
and the proof is complete.
Proof. By symmetry, it suffices to prove
If n a = 1, then the result is easy to see. Hence we may assume, for contradiction, that n a ≥ 2 and that ab is a counterexample of minimum length n a + n b .
Let
(Note that the vector ab of length n a + n b is split into k parts, say x 1 up to x k , of lengths between 0 and n a + n b − 1. The assumption a s = implies that the part x s is the last to contain entries from a, i.e. if x i has length l i then l 1 + l 2 + · · · + l s−1 < n a and l 1 + l 2 + · · · + l s ≥ n a . Since n a ≥ 1, we can therefore assume w.l.o.g. that a s = .) Since a s b s = ab, the choice of ab implies
Hence we may assume that a = a s and obtain
Replacing non-zero components
Throughout this section we assume that k ≥ 2 and
For n ∈ N 0 = {0, 1, 2, . . .} let z(n) denote the vector consisting of n zeros. Clearly,
Lemma 4 implies that lim n→∞ D(z(n)) = ∞ and hence for
is well defined. Note that, clearly,
Lemma 5. Let n ∈ N 0 , a ∈ R n ≥0 and a ∈ R >0 . Then
Proof. By symmetry, it suffices to prove the first inequality. Let r = f (a + 3D − 2d)
and the result follows. Hence we assume, for contradiction, that the statement is false and that a(a) is a counterexample of minimum length n + 1.
such that a = a 1 a 2 · · · a s−1 a s , a s = and
(Similarly as in Lemma 3, we assume that the s-th part of the decomposition of az(r ) is the last to contain entries of a, i.e. a s = .) We assume that the decomposition in (4) is chosen such that r s is minimum. If s = k, then a s = a, and the choice of a(a) implies
Hence we may assume that s < k.
and Lemma 3 implies
Hence
then Lemmas 2 and 3 imply
and, by Lemma 4, we obtain
Together with the optimality of the decomposition in (4) this implies
i.e. in the decomposition (4) of az(r ) into k parts we can move the last 0 from a s z(r s ) to z(r s+1 ). This implies a contradiction to the condition that r s is minimum. Hence r s ≤ f (a + 3D − 2d), and we obtain
which is a contradiction, and the proof is complete.
If n a + n b ≤ 1, then the result is either obvious or follows from Lemma 5. Hence we may assume, for contradiction, that the statement is false and that a(a)b is a counterexample of minimum length n a + 1 + n b .
If
Hence we may assume that
(Note that the two possibilities considered above reflect the two cases that an optimal decomposition of az(r )b into k parts does not split z(r ) or does split z(r ).)
then we obtain a similar contradiction as in the proof of Lemma 5. Hence
This implies the contradiction
The growth of D d
We now proceed to our main result.
Proof. The left inequality follows easily by induction on n. We leave the proof to the reader. For the right inequality we obtain by Lemmas 1, 3, 4 and 6 1 , a 2 , . . . , a n ))
In the rest of the section, we analyze the growth of D d for integer-valued d in more detail. Note that in view of Lemmas 1 and 2 the following results can easily be extended to general d ∈ R k >0 . From now on, we assume that k ≥ 2 and
Note that in this case D(z(n)) ∈ N 0 for all n ∈ N, and f (α) = f ( α ) for all α ∈ R. Since D(z(0)) = −∞, D(z(1)) = 0 and D(z(2)) ≥ d ≥ 1, (1) implies a recursion for f . It is well known [3] that for a recursion as in Lemma 7 there is a polynomial p that is not identical to zero and some real γ > 1 such that
where γ is a root of the polynomial x D − k i=1 x D−d i .
Corollary 1.
There is some constant c (depending on d) such that
f (a i ) + c for a = (a 1 , a 2 , . . . , a n ) ∈ R n ≥0 . Proof. Clearly, there is some constant c 1 > 0 such that f (m) ≥ c 1 γ m for m ∈ N 0 .
