How round are the complementary components of planar Brownian motion? by Holden, Nina et al.
How round are the complementary components of planar Brownian
motion?
Nina Holden∗ S¸erban Nacu Yuval Peres Thomas S. Salisbury†
October 14, 2018
Abstract
Consider a Brownian motion W in C started from 0 and run for time 1. Let A(1), A(2), . . . denote
the bounded connected components of C −W ([0, 1]). Let R(i) (resp. r(i)) denote the out-radius (resp.
in-radius) of A(i) for i ∈ N. Our main result is that E[∑iR(i)2| logR(i)|θ] <∞ for any θ < 1. We also
prove that
∑
i r(i)
2| log r(i)| = ∞ almost surely. These results have the interpretation that most of the
components A(i) have a rather regular or round shape.
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1 Introduction
Consider a Brownian motion W in C, started from 0 and killed at time 1. Let A = C −W ([0, 1]) denote
the complement of the path of W , and let A(1), A(2), . . . be the connected components of A. See Figure 1.
We are interested in the geometry of the sets A(i), in particular in whether they are round and regular, or
thin and irregular. We will show that, in a certain sense, the former is the case. Let r(i) and R(i) be the
in-radius and out-radius of A(i), respectively, that is, the radius of the largest disk contained in A(i) and
the radius of the smallest disk containing A(i). Denoting the area of A(i) by L(A(i)), we have that
pir(i)2 ≤ L(A(i)) ≤ piR(i)2. (1.1)
We think of A(i) as being regular or round when these bounds are fairly good, and we will prove that this
is indeed the case, in the sense that for θ ∈ R, a.s.,
∞∑
i=1
r(i)2| log r(i)|θ <∞ ⇔
∞∑
i=1
R(i)2| logR(i)|θ <∞ ⇔ θ < 1, (1.2)
and that the same result holds when we take the expectation of the left side in the first two inequalities.
The result (1.2), and the analogous result with expectations, is immediate from Theorem 1.1, which is our
main result, and Proposition 1.2.
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Theorem 1.1. With the above notation, for any θ < 1,
E
[ ∞∑
i=1
R(i)2| logR(i)|θ
]
<∞. (1.3)
Proposition 1.2. With the above notation, almost surely
∞∑
i=1
r(i)2| log r(i)| =∞. (1.4)
W (1)
0
A(i)
Figure 1: Left: A planar Brownian motion (by Christopher J. Bishop). Right: A schematic drawing of a
planar Brownian motion. The set A(i) on the figure is one of the complementary connected components of
the curve.
Several authors have previously studied the properties of the connected components A(i). Mountford
(1989) and Le Gall (1992) obtained results on the areas of the A(i). In particular, Le Gall showed that the
number N () of components that have area at least  satisfies lim→0 | log |2N () = 2pi (see also Le Gall
(1991) for additional details of the proof and slightly sharper estimates). Werner (1994) derived a law
L1 for the asymptotic shape of connected components, showed that it is related to the law of the infinite
component of the Brownian loop, and proved that it can be computed from any one instance of a Brownian
motion. Lawler, Schramm, and Werner (2001) used the SLE process to prove that the outer boundary of a
Brownian loop has dimension 4/3. Honzl (2014) studied the asymptotic number of connected components
in the complement of a Wiener sausage in the plane. Goodman and den Hollander (2014) studied the shape
of the complement of a Brownian motion on a torus of dimension ≥ 3. Properties of the complement of a
random walk have been studied by e.g. Benesˇ (2008); Caser and Hilhorst (1996); van Wijland et al. (1997).
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The particular property of the sets A(i) established in Theorem 1.1 was motivated by a question raised
by Chris Bishop in a conversation with the third author of this paper. Bishop (1997) proved that if Λ is
the limit set of an analytically finite Kleinian group, Ω(i) for i ∈ N is an enumeration of the components of
Ω = S2 −Λ, and R̂(i) is the diameter of Ω(i) for all i ∈ N, then ∑i R̂(i)2 <∞. He asked whether the same
property holds for the complement of a Brownian motion, and we answer his question positively in Theorem
1.1.
The analogue of Theorem 1.1 where W is killed upon hitting the unit disk, rather than at time 1, also
holds. The argument is available from the authors, upon request.
We will deduce Theorem 1.1 from Proposition 1.3. Recall that the out-radius Rz(A˜) with center z ∈ C
of a bounded set A˜ ⊂ C is defined by Rz(A˜) := inf{r ≥ 0 : A˜ ⊂ B(z, r)}, where B(z, r) is the ball
of center z with radius r. In particular, the out-radius R(A˜) of A˜ (with no specified center) is given by
R(A˜) = inf{Rz(A˜) : z ∈ C}. If A˜ is unbounded we define the out-radius of A˜ relative to any point to be 0.
Proposition 1.3. Let τ be a unit rate exponential random variable independent of the planar Brownian
motion W . For any z ∈ C, let Rz > 0 be the out-radius relative to z of the component Az of C−W ([0, τ ])
containing z, which is a.s. well-defined for almost all z ∈ C. Let L(Az) be the Lebesgue measure of Az. Then
for any θ < 1, ∫
C
E
[
R2z(| logRz|+ 1)θ
L(Az)
]
dz <∞. (1.5)
We will prove Proposition 1.3 in Section 2, and we will prove Proposition 1.2 in Section 3. We will
explain at the very end of the introduction how to deduce Theorem 1.1 from Proposition 1.3. The idea of
the proof of Proposition 1.3 is that, on the event that Az is bounded for some given z ∈ C, the fraction
R2z/L(Az) is nearly scale invariant, so we can essentially condition on the value of Rz. We achieve this near
scale invariance by counting the number of visits N made by the Brownian motion to a neighborhood of z of
diameter approximately Rz and conditioning on N . The restrictions of the Brownian motion to each of the
N visits are nearly independent, and in order for L(Az) to be small the restriction of the Brownian motion
to two of the visits would need to trace each other closely, which is highly unlikely. In order to control the
contribution from the logarithmic term in (1.5) we bound from above the probability that W gets very close
to a given point z.
Proposition 1.2 will follow from a result of Werner (1994) on the asymptotic law of the shape of A(i),
and a result of Le Gall (1992) on the areas L(A(i)). Since r(i) ≤ R(i) it is immediate from Theorem 1.1
that a version of the theorem with r(i) instead of R(i) also holds. In Section 3 we will, besides giving the
proof of Proposition 1.2, give a short alternative proof of this result by using an estimate of Le Gall (1992).
Notation. We denote by B(z, r) the ball with center z and radius r. If z = 0 we may write B(r) instead
of B(0, r), and if z = 0 and r = 1 we may write D instead of B(0, 1). We denote by d(x, S) the Euclidean
distance between a point x and a set S, and by d(S, S′) the distance between two sets S and S′. For S ⊂ C
we let |S| denote the diameter of S. We denote by TS the hitting time of S by a Brownian motion. We
denote by Px the law of Brownian motion started at x, and by P
y
x the law of Brownian motion started at x,
conditioned to exit a domain D at y ∈ ∂D, and killed upon exiting (it will be clear from the context what
the domain D is); the expectations Ex and E
y
x are defined similarly.
For Xn, Yn ∈ R+, n ∈ N, we write Xn  Yn (resp. Xn  Yn) if there is a constant C such that Xn ≤ CYn
(resp. Xn ≥ CYn) for all n ∈ N. We write Xn  Yn if Xn  Yn and Xn  Yn. We will always state explicitly
if the constant C depends on other constants; in other words, unless otherwise stated the constant C will be
assumed to be universal. An implicit constant in the proof of a result will be assumed to satisfy the same
dependencies as the implicit constant in the statement of the result.
We end this section by explaining how to deduce Theorem 1.1 from Proposition 1.3.
Proof of Theorem 1.1 from Proposition 1.3. Let A˜(i) for i ∈ N be the bounded components of C−W ([0, τ ]),
and let R˜(i) be the out-radius of A˜(i). Throughout the proof all implicit constants may depend on θ. Since
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for any i ∈ N and z ∈ A˜(i) we have 12Rz ≤ R˜(i) ≤ Rz,
∞∑
i=1
R˜(i)2(| log R˜(i)|+ 1)θ =
∞∑
i=1
R˜(i)2(| log R˜(i)|+ 1)θ
L(A˜(i)) · L(A˜(i)) 
∫
C
R2z(| logRz|+ 1)θ
L(Az) dz.
This estimate and Proposition 1.3 imply
E
[ ∞∑
i=1
R˜(i)2(| log R˜(i)|+ 1)θ
]

∫
C
E
[
R2z(| logRz|+ 1)θ
L(Az)
]
dz <∞.
By scale invariance of W and independence of W and τ ,
E
[ ∞∑
i=1
R˜(i)2(| log R˜(i)|+ 1)θ
]
≥ E
[
1(1 ≤ τ ≤ 2)
∞∑
i=1
(τ1/2R(i))2(| log(τ1/2R(i))|+ 1)θ
]
 E
[ ∞∑
i=1
R(i)2(| logR(i)|+ 1)θ
]
.
We obtain the theorem by combining the latter two equations.
2 Estimates on the out-radius of Brownian components
In this section we will prove Proposition 1.3. Throughout the section W is a planar Brownian motion, and
τ is an independent unit rate exponential random variable. Unless otherwise stated we assume W (0) = 0.
The main input to the proof of the proposition is the following result. See Figure 2 for an illustration.
Proposition 2.1. Let η > 0, let W be a planar Brownian motion started from ∂B(η) or ∂B(η/2), and let
G be the set of connected components of {η/2 < |z| < η} −W ([0, τ ]). Let G∗ be the set of G ∈ G for which
there is a path νG : [0, 1]→ G satisfying |νG(0)| = η/2 and |νG(1)| = η. Then
E
[ ∑
G∈G∗
η2
L(G)
]
 1| log(η ∧ 1/2)| . (2.1)
When proving Proposition 2.1 we consider Brownian motions in λ-domains, which are defined as follows.
See the left part of Figure 3 for an illustration.
Definition 2.2. A simply connected domain D is called a λ-domain if there exist 0 < η1 < η2 such that ∂D
is the union of the following sets:
• a connected curve λ which starts at ∂B(η1), ends at ∂B(η2), and is contained inside {z : 0 < arg(z) <
pi, η1 ≤ |z| ≤ η2},
• the segment σ = {−ri : η1 ≤ r ≤ η2}, and
• the two arcs on the circles ∂B(η1) and ∂B(η2) that connect λ to σ, and which intersect the positive
real line.
We will show in Lemma 2.4 that for a collection of Brownian motions in a λ-domain the connected
components of the complement of the Brownian motions that touch λ, have an expected total inverse area
growing at most polynomially in the number of Brownian motions. This result will be deduced from Corollary
2.3, which follows from Proposition A.6 in the appendix.
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Figure 2: Illustration of the statement of Proposition 2.1.
Before stating the corollary we need to introduce some notation. A polar rectangle q ≡ q(r, θ, dr, dθ)
is a set of the form
q = {r′ exp(iθ′) | r ≤ r′ < r + dr, θ ≤ θ′ < θ + dθ},
where r, dr > 0 and θ, dθ ∈ [0, 2pi). We call dr ≡ dr(q) the radial size, and dθ ≡ dθ(q) the angular size. The
boundary of the rectangle is the union of two line segments and two circle arcs; we refer to these as line
sides and arc sides, respectively.
Let D be a λ-domain D with parameters η1, η2, let n ≥ 1, and let ρ1, ρ2 ∈ (η1, η2) satisfy ρ1 < ρ2. We
will now define a collection Q(D, ρ1, ρ2, n) of polar rectangles. Let dr = (ρ2 − ρ1)/n and dθ = pi/(4n). For
j = 1, . . . , n, let
θ(j) = inf{arg(z) : z ∈ λ, |z| ∈ [ρ1 + (j − 1) · dr, ρ1 + j · dr]}
and let
Qj = q(ρ1 + (j − 1) · dr, θ(j)− dθ, dr, dθ).
That is, we can obtain Qj as follows: start with a rectangle of size dr × dθ that lies just under the positive
x-axis and touches the segment [ρ1 + (j − 1) · dr, ρ1 + j · dr], and rotate it counterclockwise until it touches
λ. We denote this collection of polar rectangles by Q(D, ρ1, ρ2, n)
Q(D, ρ1, ρ2, n) = {Qj : 1 ≤ j ≤ n}.
The following corollary is immediate by Proposition A.6. Observe that the collection Q(D, ρ1, ρ2, n) of
polar rectangles may not satisfy the assumptions of the proposition, but the odd and even subcollections
{Q2j} and {Q2j+1} each satisfy the assumptions, and we may apply the proposition with these collections
instead. See the middle part of Figure 3 for an illustration of the statement of the corollary.
Corollary 2.3. Let D be a λ-domain with parameters η1, η2. Let ρ1, ρ2 ∈ (η1, η2) satisfy ρ1 < ρ2, and let
δ > 0 and n ≥ 1. Let x ∈ D be such that either arg(x) ≤ −pi/4, or x can be connected to the positive real line
by a path contained in {z ∈ D : |z| 6∈ (ρ1− δ, ρ2 + δ)}. Let y ∈ ∂D−λ. Let W be a Brownian motion started
at x, conditioned to exit D at y and killed upon exiting. Let N be the number of rectangles in Q(D, ρ1, ρ2, n)
hit by W . Then
Pyx(N ≥ t)  µt ∀t ≥ 1,
where the implicit constant and µ < 1 are constants depending on η1, η2, ρ1, ρ2 and δ.
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Figure 3: Left: The domain D is a λ-domain with parameters η1 and η2, as defined in Definition 2.2.
Middle: By Corollary 2.3, which follows from Proposition A.6, the probability that the Brownian motion W
from x to y hits a large number of elements in Q before exiting D decays exponentially, uniformly in the
number of elements of Q. Right: Illustration of Lemma 2.4 for n = 2. The lemma says that the expected
inverse area of the gray region grows at most polynomially in the number of Brownian motions Wi.
See the right part of Figure 3 for an illustration of the statement of the following lemma.
Lemma 2.4. Let D be a λ-domain with parameters η1, η2 and let W1, . . . ,Wn be independent Brownian
motions, where each Wi is started at some point xi ∈ D, conditioned to exit D at some point yi ∈ ∂D − λ,
and killed upon exiting. For ρ1, ρ2 ∈ (η1, η2) satisfying ρ1 < ρ2, let E be the connected component of the
following set which intersects the lower half-plane
{z ∈ D : ρ1 < |z| < ρ2, arg(z) > −pi/4}.
Assume all points xi lie outside E and can be connected to the positive real line by a path in D − E. Let S
be the union of all connected components of E − ∪iWi([0,∞)) that touch λ; that is, the set of all points in
E that can be connected to λ by a path that lies inside E and do not meet the Brownian motions. Then
E
[L(S)−1]  n3 (2.2)
where the implicit constant depends only on η1, η2, ρ1 and ρ2.
Proof. Let δ = (ρ2 − ρ1)/3 and let ρ∗1 = ρ1 + δ, ρ∗2 = ρ2 − δ. For any m ≥ 1, consider the collection of m
polar rectangles Q(D, ρ∗1, ρ∗2,m) = {Qj} defined right above the statement of Corollary 2.3. Each rectangle
is contained inside E, touches λ, and has area at least (ρ1δpi/4)/m
2.
Let Ni be the number of rectangles in Q(D, ρ∗1, ρ∗2,m) hit by Wi, and let N be the number of rectangles
hit by some (at least one) Wi. If N < m, then there is at least one Qj that is not hit by any of the Brownian
motions. In that case Qj ⊂ S, so L(S)−1 ≤ L(Qj)−1 ≤ C1m2, where C1 = 4/(ρ1δpi). Hence
P[L(S)−1 > C1m2] ≤ P[N = m] ≤
n∑
j=1
P[Ni ≥ m/n].
Corollary 2.3 guarantees that all Ni have exponential tails, so
P[L(S)−1 > C1m2]  nµm/n,
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where µ < 1 and the implicit constant may depend on η1, η2, ρ
∗
1, ρ
∗
2 and δ, and we get the bound
E
[L(S)−1] = ∫ ∞
0
P[L(S)−1 > x] dx 
∫ ∞
0
nµ(x
1/2C
−1/2
1 −1)/n dx = n3
∫ ∞
0
µy
1/2C
−1/2
1 −1/n dy  n3.
We have obtained a polynomial upper bound for the expected inverse area induced by a collection of
Brownian motions. In Lemma 2.5 we will obtain an exponential bound for a related expectation.
Given η2 > η1 > 0 define
ρ1 = (2/3)η1 + (1/3)η2, ρ2 = (1/3)η1 + (2/3)η2,
and let V = V (η1, η2) and U = U(η1, η2) be the following sets satisfying U ⊂ V ⊂ C. Let V be an annulus
with the negative y-axis removed
V = V (η1, η2) = {z : η1 < |z| < η2} − {z : arg(z) = −pi/2}, (2.3)
and let U be a smaller set of a similar shape, except that part of the set close to the negative y-axis has
been removed
U = U(η1, η2) = {z : ρ1 < |z| < ρ2} − {z : | arg(z) + pi/2| < pi/4}. (2.4)
See Figure 4 for an illustration of the sets U and V and of the statement of the following lemma.
Lemma 2.5. Given η2 > η1 > 0 let U = U(η1, η2) and V = V (η1, η2) be defined as above. For n ∈ N and
xi ∈ ∂U and yi ∈ ∂V for i ∈ {1, . . . , n} let Wi be a Brownian motion started from xi conditioned to exit V at
yi, and killed upon exiting V . For i ∈ {0, . . . , n}, y0 6∈ V and xn+1 6∈ U let Ŵi be a path contained in C−U
which starts at yi and ends at xi+1. Let G be the connected components of V −∪iWi([0,∞))−∪iŴi([0,∞)),
and let G∗ ⊂ G be the set of G ∈ G for which there exists a path νG : [0, 1]→ G ∩H satisfying |νG(0)| = η1
and |νG(1)| = η2, where H is the upper half-plane. Then we have
E
[ ∑
G∈G∗
η22
L(G ∩ U)
]
 µn, (2.5)
where the sum is defined to be 0 if G∗ is empty. The implicit constant and µ ∈ (0, 1) depend only on the
ratio η2/η1.
Proof. For any m ∈ N we can partition the annular region V ∩H into m2 polar rectangles of size (η2 −
η1)/m × pi/m. The union of the boundaries of those rectangles forms a polar grid. Let LP (m) be the set
of all lattice paths on the polar grid that connect the circles ∂B(η1) and ∂B(η2), lie in V ∩H, and do not
self-intersect. Define an order relation on LP (m) by saying that λ > λ′ if λ is left of λ′; more precisely, we
say that λ > λ′ if λ 6= λ′ and there are no parts of λ strictly on the right side of λ′. With this order relation,
for each G ∈ G∗ define λm(G) := max{λ ∈ LP (m) : λ ⊂ G}; if the set {λ ∈ LP (m) : λ ⊂ G} is empty then
λm(G) is not defined, but observe that a.s. for any G ∈ G∗ the path λm(G) is well-defined for all sufficiently
large m. The curve λm(G) can be viewed as an approximation to the left boundary of G from the right,
with the additional constraint that it should be contained in H.
For any λ ∈ LP (m) let Gλ be the union of all components of U −∪iWi([0,∞))−∪iŴi([0,∞)) which are
on the right side of λ and whose closures have a non-empty intersection with λ. In other words, z ∈ Gλ if z
can be connected to λ by a path in U that does not intersect any of the Wi or Ŵi, and which is on the right
side of λ. See Figure 4. Observe that if λ = λm(G) for some G ∈ G∗ then we have Gλ ⊂ G ∩ U . (However,
the inverse inclusion does not necessarily hold.)
Note next that G∗ is finite; in fact |G∗| ≤ n + 1. Between two curves νG and νG′ for G,G′ ∈ G∗, there
must be at least one Brownian motion Wi, since none of the Wi cross these curves. Hence |G∗| ≤ n+ 1.
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Figure 4: Left: Illustration of Lemmas 2.5 and 2.7. Right: Illustration of Gλ in the proof of Lemma 2.5.
Since G∗ is finite, for all m sufficiently large the left boundary approximation λm(G) is well-defined for
all G ∈ G∗. Let λm(G∗) = {λm(G) : G ∈ G∗}. By our observation Gλ ⊂ G ∩ U ,∑
G∈G∗
η22
L(G ∩ U) ≤ lim infm→∞
∑
λ∈λm(G∗)
η22
L(Gλ) .
Fatou’s lemma now gives
E
[ ∑
G∈G∗
η22
L(G ∩ U)
]
≤ lim inf
m→∞
∑
λ∈LP (m)
E
[
η22
L(Gλ)1(λ ∈ λm(G
∗))
]
= lim inf
m→∞
∑
λ∈LP (m)
E
[
η22
L(Gλ) |λ ∈ λm(G
∗)
]
·P[λ ∈ λm(G∗)].
By our definition of V , on the event that λ ∈ λm(G∗) each of the paths Wi are either to the left of λ or
to the right of λ; an upcrossing Wi cannot be both to the left and to the right of λ, since this would imply
that it crosses either λ or the negative imaginary axis. The event {λ ∈ λm(G∗)} amounts to two things.
First, none of the paths Wi or Ŵi hit λ. Second, every rectangle in the polar lattice of size m that lies just
left of λ and is inside the upper half-plane is hit by at least one of the paths Wi or Ŵi. The latter condition
introduces a rather complicated dependency among the Brownian motions Wi that start to the left of λ
and the paths Ŵi, but has no effect on the Brownian motions Wi started to the right of λ. These remain
independent even after conditioning on {λ ∈ λm(G∗)}. Observe that if λ ∈ λm(G∗) and xi is on the right
side of λ, then xi may be connected to the positive real line by a path staying inside V − U , since the path
Ŵi−1 connects xi to V c by a path in V − U . By Lemma 2.4,
E
[
η22
L(Gλ) |λ ∈ λm(G
∗)
]
 n3.
Therefore, using |G∗| ≤ n+ 1,
E
[ ∑
G∈G∗
η22
L(G ∩ U)
]
 n3 lim inf
m→∞
∑
λ∈LP (m)
P [λ ∈ λm(G∗)] = n3E[|G∗|]  n4P[G∗ 6= ∅]. (2.6)
For each i there is a uniformly positive probability (depending on the ratio η2/η1) that Wi intersects both
the negative real line and the positive real line. Since this event implies that G∗ = ∅, we see that P[G∗ 6= ∅]
8
decays exponentially with n, so the right side of (2.6) is  µn, where µ ∈ (0, 1) depends only on the ratio
η2/η1.
The following is an almost immediate corollary of Lemma 2.5, and will imply the upper bound of  1 in
Proposition 2.1.
Lemma 2.6. Let η1, η2, U, V be as in Lemma 2.5. For i ∈ N let xi ∈ ∂U , yi ∈ ∂V and Wi be as in Lemma
2.5. For each n ∈ N and i ∈ {0, . . . , n} let Ŵni satisfy the same properties as Ŵi in Lemma 2.5 (but where
the terminal point of Ŵnn is not required to be equal to xn+1). For each n ∈ N let G∗n be defined as the set G∗
in Lemma 2.5, i.e., it is the set of components G of V − ∪1≤i≤nWi([0,∞)) − ∪0≤i≤nŴni ([0,∞)) for which
there exists a path νG : [0, 1]→ G ∩H satisfying |νG(0)| = η1 and |νG(1)| = η2. Then
E
 ∞∑
n=1
∑
G∈G∗n
η22
L(G ∩ U)
  1,
with the implicit constant depending only on the ratio η2/η1.
Proof. By Lemma 2.5, for all n ∈ N,
E
 ∑
G∈G∗n
η22
L(G ∩ U)
  µn,
and the lemma follows by summation over n ∈ N.
In our proof of Proposition 2.1 we will need a variant of Lemma 2.5 where the law of the Brownian motions
Wi are slightly different. The following lemma gives us the Radon-Nikodym of the process of interest with
respect to the one considered in Lemma 2.5. See Figure 4.
Lemma 2.7. Let U ⊂ V ⊂ C be open sets such that dist(U, V c) > 0. Let W be a Brownian motion satisfying
W (0) = y0 6∈ U , and define for i ∈ N
T0 = 0, T2i−1 = inf{t ≥ T2i−2 : W (t) ∈ U}, T2i = inf{t ≥ T2i−1 : W (t) ∈ V c}
xi = W (T2i−1), yi = W (T2i), ti = Ti − Ti−1,
Wi(t) = W
(
(t ∧ t2i) + T2i−1
)
, Ŵi(t) = W
(
(t ∧ t2i+1) + T2i
)
, ∀t ≥ 0.
(2.7)
Let F be the σ-algebra generated by Ŵi and 1(τ ≤ Ti) for i ∈ N. Let W i be a Brownian motion started
from xi ∈ ∂U , conditioned to exit V at yi ∈ ∂V , and killed upon exiting V . Let t2i be the duration of
W i, and let fxi,yi be the probability density function of t2i. Conditioned on F , and on the event that
τ ∈ (T2n, T2n+1) for some n ∈ N, the upcrossings Wi are independent for i ∈ {1, . . . , n}, and each upcrossing
Wi for i ∈ {1, . . . , n} has a law which is absolutely continuous with respect to the law of W i, such that the
Radon-Nikodym derivative of the law of Wi with respect to the law of W i is given by
exp(−t2i)∫∞
0
fxi,yi(s) exp(−s) ds
. (2.8)
Proof. Conditioned only on the points xi, yi, the upcrossings Wi are independent, and Wi has the same law
as W i for each i ∈ N. On the event we consider in the lemma we have τ ∈ (T2n, T2n+1), which affects the
law of the duration of the upcrossings, so to conclude the proof of the lemma we need to describe the joint
law of t2i for i ∈ {1, . . . , n} and n ∈ N, conditioned on F and on the event τ ∈ (T2n, T2n+1). For y ∈ U c and
x ∈ ∂U let f˜y,x denote the probability density function for the duration of a Brownian motion started from y,
conditioned to exit U c at x, and killed upon exiting U c. Let i ∈ N and n ≥ i, and for j ∈ {1, . . . , 2n+ 1} let
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Aj ⊂ R+ be a set of positive measure. By Bayes’ law, the conditional law of t2i given that τ ∈ (T2n, T2n+1)
and that tj ∈ Aj for all j ∈ {1, . . . , 2n+ 1} − {2i}, is characterized by
P[t2i ∈ A2i | τ ∈ (T2n, T2n+1); tj ∈ Aj for j ∈ {1, . . . , 2n+ 1} − {2i}]
=
P[τ ∈ (T2n, T2n+1); tj ∈ Aj for j ∈ {1, . . . , 2n+ 1}]
P[τ ∈ (T2n, T2n+1); tj ∈ Aj for j ∈ {1, . . . , 2n+ 1} − {2i}]
=
∫
A1
. . .
∫
A2n+1
f(s1, . . . , s2n+1) · g
(∑2n
j=1 sj ,
∑2n+1
j=1 sj
)
ds1 . . . ds2n+1∫
A˜1
. . .
∫
A˜2n+1
f(s1, . . . , s2n+1) · g
(∑2n
j=1 sj ,
∑2n+1
j=1 sj
)
ds1 . . . ds2n+1
=
∫
A2i
fxi,yi(s) exp(−s) ds∫∞
0
fxi,yi(s) exp(−s) ds
,
where
f(s1, . . . , s2n+1) := f˜y0,x1(s1) · fx1,y1(s2) · · · · · f˜yn,xn+1(s2n+1), si ≥ 0,
g(s˜1, s˜2) := P[s˜1 ≤ τ < s˜2] = exp(−s˜1)(1− exp(s˜2 − s˜1)), 0 ≤ s˜1 ≤ s˜2,
A˜j = Aj for j 6= 2i, and A˜2i = R+. We observe that t2i is independent of the values of tj for j ∈
{1, . . . , 2n + 1} − {2i}, and that the Radon-Nikodym derivative of the law of t2i with respect to the law of
t2i is given by (2.8). This implies the lemma.
Definition 2.8. In the setting of Lemma 2.7, we say that Wi is the ith upcrossing of W from ∂U to
∂V .
The following lemma says that if we rescale the sets U, V in the above lemma such that they have a
diameter of order η ∈ (0, 1), then the supremum of the considered Radon-Nikodym derivative converges
uniformly to 1 as η → 0. Furthermore, the lemma gives a lower bound on the number of upcrossings before
time τ for small η.
Lemma 2.9. Let U ⊂ V ⊂ C be as in Lemma 2.7, and assume V is bounded. Let η ∈ (0, 1/2), and define
Uη := {ηz : z ∈ U} and V η := {ηz : z ∈ V }. For x ∈ V η and y ∈ ∂V η let fηx,y be the probability density
function for the duration of a Brownian motion started at x, conditioned to exit V η at y, and killed upon
exiting V η. Then
lim
η→0
cη = 1 for cη := sup
x∈∂Uη,y∈∂V η
(∫ ∞
0
fηx,y(s) exp(−s) ds
)−1
. (2.9)
In other words, if F , W i and the objects in (2.7) are defined as in Lemma 2.7, but with Uη and V η instead
of U and V , then, conditioned on F and on the event τ ∈ (T2n, T2n+1) for some n ∈ N, the supremum of
the Radon-Nikodym derivative of the law of Wi with respect to the law of W i for i ≤ n, converges uniformly
to 1 as η → 0.
Furthermore, if there is a constant C > 0 such that d(W (0), V η) ≤ Cη then P[τ ∈ (T2n, T2n+1)] 
| log η|−1 for all n ∈ N ∪ {0}, where the implicit constant may depend on U , V and C.
Proof. Let tx,y be a random variable with the law of the duration of a Brownian motion started at x ∈ V η,
conditioned to leave V η at y ∈ ∂V η, and killed upon exiting V η. Cranston and McConnell (1983) proved
that E[tx,y]  L(V η)  η2, so P[tx,y > t]  η2/t. The estimate (2.9) follows, since for some constant c > 0∫ ∞
0
fηx,y(t) exp(−t) dt ≥ P[tx,y ≤ η] · exp(−η) ≥ (1− cη) exp(−η)→ 1 as η → 0.
To prove the second claim of the lemma, we assume without loss of generality that 0 ∈ U , and we let
r  1 be such that B(r) ⊂ U and d(B(r), V c) > 2r. Observe that if τ˜ = inf{t ≥ 0 : W (t) ∈ B(ηr)} then
P[τ ∈ (T2n, T2n+1)] ≤ sup
z∈∂V η
Pz[τ < τ˜ ].
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For any z ∈ ∂V η,
Pz[τ > τ˜ ] =
Ez
[∫∞
0
1(W (t) ∈ B(ηr); t ≤ τ) dt]
Ez
[∫∞
0
1(W (t) ∈ B(ηr); t ≤ τ) dt | τ > τ˜] =
∫∞
0
∫
B(ηr)
exp(−t)t−1 exp(−|z − w|2/(2t)) dw dt∫∞
0
∫
B(ηr)
exp(−t)t−1 exp(−|ηr − w|2/(2t)) dw dt ,
(2.10)
where the estimate for the denominator is obtained by considering the expected time spent in B(ηr) by a
Brownian motion started at ∂B(ηr) and stopped at time τ .
Since for any z ∈ ∂V η and w ∈ B(ηr)
exp(−|ηr − w|2/(2t))− exp(−|z − w|2/(2t))
= exp(−|ηr − w|2/(2t)) (1− exp(−|z − w|2/(2t) + |ηr − w|2/(2t)))
 exp(−|ηr − w|2/(2t)) (|z − w|2/(2t)− |ηr − w|2/(2t))  exp(−|ηr − w|2/(2t))η2/t,
it follows that
Pz[τ < τ˜ ] = 1−Pz[τ > τ˜ ] 
∫∞
0
∫
B(ηr)
exp(−t)t−1 exp(−|ηr − w|2/(2t)) · η2/t dw dt∫∞
0
∫
B(ηr)
exp(−t)t−1 exp(−|ηr − w|2/(2t)) dw dt . (2.11)
The numerator of (2.11) is

∫ η2
0
dt+
∫ 1
η2
η2 · η2/t2 dt+
∫ ∞
1
η2 exp(−t) · η2/t2 dt  η2,
and the denominator of (2.11) is

∫ 1
η2
η2t−1 dt  η2| log η|.
We conclude that Pz[τ < τ˜ ]  | log η|−1.
We are now ready to prove Proposition 2.1.
Proof of Proposition 2.1. Step 1. Define D := {η/2 < |z| < η}. We will now define two disjoint annuli
D˜ = {η˜1 < |z| < η˜2} and D˜′ = {η˜′1 < |z| < η˜′2} contained in D, where η/2 < η˜′1 < η˜′2 < η˜1 < η˜2 < η. First let
D̂ and D̂′ be two arbitrary disjoint annuli centered at 0 and contained in D. Letting Q denote the open first
quadrant let φ : D̂ ∩Q→ V˜ be a conformal map with V˜ = V (η̂, η) for some η̂ < η (recall (2.3)), such that φ
maps the restriction of ∂(D̂ ∩Q) to the real (resp. imaginary) axis to ∂B(η) (resp. ∂B(η̂)). Appropriate η̂,
V˜ and φ exist since the extremal distance between ∂B(η) and ∂B(η̂) in V˜ (as defined in e.g. (Lawler, 2005,
Chapter 3.7)) varies continuously as we vary η̂, and it converges to 0 (resp. ∞) when η̂ → η (resp. η̂ → 0).
Therefore we can find an appropriate η̂ such that the extremal distance between ∂B(η̂) and ∂B(η) in V˜ is
the same as the extremal distance between the intersection of ∂(D̂ ∩ Q) with the real and imaginary axis,
respectively, and existence of an appropriate conformal map φ follows. Furthermore, we may assume that
|φ′|  1. Observe that φ interchanges the radial and angular coordinates, in the sense that for any z ∈ D̂∩Q
the radial (resp. angular) coordinate of φ(z) is determined by the angular (resp. radial) coordinate of z.
Define D˜, η˜1 and η˜2 such that φ(D˜∩Q) = H∩ V˜ , with H denoting the upper half-plane. Define D˜′, η˜′1, η˜′2 in
exactly the same way, except that we consider a conformal map from φ˜ : D̂′ ∩Q→ V˜ ′, where V˜ ′ = V (η̂′, η)
for some η̂′ < η.
Since D˜ and D˜′ are disjoint at least one of the sets does not contain x := W (τ). In the remainder of the
proof we will first prove the bound (2.1) on the event that x 6∈ D˜, and then will use symmetry in D˜ and D˜′
to argue that the bound also holds on the event x 6∈ D˜′. It is easier to bound the sum in (2.1) on the event
that x 6∈ D˜, since this event implies that τ does not occur during particular upcrossings of W inside D˜, and
we can apply Lemma 2.7 to describe the law of the upcrossings.
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φη̂ 1
V˜
D
V˜ ∩H
D˜
U˜
D̂ ∩Q
Figure 5: Illustration of objects defined in step 1 in the proof of Proposition 2.1.
For any path ν in the annulus D˜ connecting the boundaries ∂B(η˜1) and ∂B(η˜2), one of the following
holds: ν lies entirely within one of the four half-planes bounded the x- or y-axis, or ν intersects both axes.
By this observation we may define sets Gi and Hi for 1 ≤ i ≤ 4 with union G∗ as follows. Let G ∈ Gi if
G ∈ G∗ and if νG is contained inside the half-plane {(i − 1)pi/2 ≤ arg(z) ≤ (i + 1)pi/2}. We say G ∈ Hi if
G ∈ G∗ and νG connects the segments {r exp((i − 1)pi/2) : η˜1 ≤ r ≤ η˜2} and {r exp(ipi/2) : η˜1 ≤ r ≤ η˜2}
inside the quadrant {(i− 1)pi/2 ≤ arg(z) ≤ ipi/2}. Since
G∗ = (∪1≤i≤4Gi) ∪ (∪1≤i≤4Hi)
we can treat each of the eight sets separately. By symmetry, it is enough to look at G1 and H1.
D
D˜
G
νG
νG′
D˜
νG
Figure 6: Illustration of objects defined in the proof of Proposition 2.1 We have G ∈ G1 and G′ ∈ H1.
Step 2. Define V = V (η˜1, η˜2) and U = U(η˜1, η˜2) (resp. V
′ = V (η˜′1, η˜
′
2) and U
′ = U(η˜′1, η˜
′
2)) by (2.3) and (2.4),
respectively. Consider the upcrossings of W from ∂(U ∪ U ′) to ∂(V ∪ V ′), and condition on the initial and
terminal points of the upcrossings. Furthermore, for each upcrossing we condition on whether the upcrossing
was terminated before τ and whether it was started after τ . Let E˜ be the conditional expectation. Observe
that each upcrossing from ∂(U ∪ U ′) to ∂(V ∪ V ′) is either an upcrossing from ∂U to ∂V or an upcrossing
from ∂U ′ to ∂V ′. Let xi and yi be the initial and terminal point, respectively, of the ith upcrossing Wi from
12
∂U to ∂V , and let N be the number of such upcrossings started before time τ . On the event x 6∈ D˜, we
know that τ does not occur during the upcrossings Wi for i ≤ N . It follows by Lemma 2.7 that on the event
x 6∈ D˜, the upcrossings Wi for i ≤ N are conditionally independent and have a Radon-Nikodym derivative
of the form (2.8) with respect to the associated Brownian motions. By Lemma 2.9 the joint conditional law
of the upcrossings Wi has a Radon-Nikodym derivative relative to the joint law of the associated Brownian
motions which is bounded by cNη for a constant cη satisfying limη→0 cη = 1. By Lemma 2.5 it follows that
E˜
[∑
G∈G1
η2
L(G ∩ U)1(x 6∈ D˜)
]
 (cηµ)N ,
where µ ∈ (0, 1) is a universal constant. Since G1 consists of a single component of area at least L(U)  η2
if N = 0 and x 6∈ D˜, for sufficiently small η ∈ (0, 1/2) such that cηµ < 1,
E
[∑
G∈G1
η2
L(G ∩ U)1(x 6∈ D˜)
]

∞∑
k=0
P[N = k] · (cηµ)k  1| log η| , (2.12)
where we apply Lemma 2.9 to bound P[N = k].
D
V
U
V ′
U ′
W
G ∩ U
xi yi
Wi
Figure 7: Illustration of step 2 in the proof of Proposition 2.1. We condition on the initial and terminal
points of the upcrossings shown in red. On the event that x = W (τ) 6∈ D˜ (which implies x 6∈ V ) we can
bound the expected inverse area of the sets G ∩ U for G ∈ G1.
Next we will apply Lemma 2.6 to argue that
E
[∑
G∈G1
η2
L(G ∩ U)1(x 6∈ D˜)
]
 1. (2.13)
Observe that
E
[∑
G∈G1
η2
L(G ∩ U)1(x 6∈ D˜)
]
=
∞∑
n=0
E
[∑
G∈G1
η2
L(G ∩ U)1(τ ∈ (T2n, T2n+1))
]
,
where the times Tn for n ∈ N ∪ {0} are defined by (2.7). For any fixed n ∈ N, observe that we may define
processes Ŵni and a set G∗n as in Lemma 2.6 such that on the event τ ∈ (T2n, T2n+1), for any G ∈ G1 we
have G ∩ U = G∗ ∩ U for some G∗ ∈ G∗n. Therefore the left side of (2.13) is
≤ η
2
L(U) +
∞∑
n=1
E
 ∑
G∗∈G∗n
η2
L(G∗ ∩ U)1(τ ∈ (T2n, T2n+1))
 ≤ η2L(U) +
∞∑
n=1
E
 ∑
G∗∈G∗n
η2
L(G∗ ∩ U)
 .
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Lemma 2.6 refers to conditioned Brownian motions, but we may average over all choices of xi and yi to get
the corresponding inequality for unconditioned Brownian motions as well. Therefore the above expression is
 1, and (2.13) follows.
By (2.12) and (2.13), for all η > 0,
E
[∑
G∈G1
η2
L(G ∩ U)1(x 6∈ D˜)
]
 1| log(η ∧ 1/2)| . (2.14)
Step 3. Next we consider H1. The idea of the proof for this case is to interchange the radial and angular
coordinates by the conformal map φ defined in step 1 (see Figure 5), such that the case of G ∈ H1 can be
treated similarly as the case of G ∈ G1. Recall the definition of V˜ = V (η̂, η) in step 1. Then define U˜ =
U(η̂, η) ⊂ V˜ by (2.4). Condition on the initial and terminal points xi and yi, respectively, of the upcrossings
Wi from ∂(φ
−1(U˜)) to ∂(D̂ ∩Q) (recalling that φ−1(V˜ ) = D̂ ∩Q), on the corresponding upcrossings in D˜′
instead of D˜ (i.e., the upcrossings from ∂(φ−1(U˜ ′)) to ∂(D̂′∩Q)), and on which upcrossings that are started
(resp. completed) before time τ . Let E˜ denote conditional expectation, and let N be the total number of
upcrossings Wi in D˜ started before time τ . Since φ is conformal, the image of each Wi under φ has the law
of a Brownian motion started from φ(xi), exiting V˜ at φ(yi), and killed upon exiting V˜ . By Lemma 2.9 the
joint conditional law of Wi for i ≤ n on the event τ ∈ (T2n, T2n+1) has a Radon-Nikodym derivative relative
to the law of the associated Brownian motions which is bounded by cNη , where cη → 1 as η → 0. Since
|φ′|  1, we get, as in step 2 by applying Lemma 2.5
E˜
[ ∑
G∈H1
η2
L(G ∩ φ−1(U˜))1(x 6∈ D˜)
]
 (cηµ)N ,
which implies by Lemma 2.9 that for sufficiently small η ∈ (0, 1/2),
E
[ ∑
G∈H1
η2
L(G ∩ φ−1(U˜))1(x 6∈ D˜)
]

∞∑
k=0
P[N = k] · (cηµ)k  1| log η| .
By Lemma 2.6 we get further that for all η > 0
E
[ ∑
G∈H1
η2
L(G ∩ φ−1(U˜))1(x 6∈ D˜)
]
 1| log(η ∧ 1/2)| . (2.15)
Step 4. By (2.14), (2.15) and similar estimates for Gi and Hi, i = 2, 3, 4,
E
[ ∑
G∈G∗
η2
L(G)1(x 6∈ D˜)
]
 1| log(η ∧ 1/2)| .
By a similar argument on the event x 6∈ D˜′, and by using that at least one of the events x 6∈ D˜ and x 6∈ D˜′
occurs, we obtain (2.1).
The next lemma will be applied to bound R2z/L(Az) when Rz is smaller than z.
Lemma 2.10. Let W be a Brownian motion such that W (0) = 0. For z ∈ C and k ∈ N define τ˜k,z :=
inf{t ≥ 0 : |W (t)− z| ≤ 2−kz}. Then for any θ < 1
∞∑
k=1
∫
C
P[τ˜k,z < τ ] · | log(|2−kz| ∧ 1/2)|−1 · (1 + | log |2−kz||)θ dz <∞.
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Proof. Define η = 2−k|z| < |z|/2. Then (see (2.10) for a similar estimate)
P[τ˜k,z < τ ] =
∫∞
0
∫
B(η)
exp(−t)t−1 exp(−|z − w|2/(2t)) dw dt∫∞
0
∫
B(η)
exp(−t)t−1 exp(−|η − w|2/(2t)) dw dt . (2.16)
For |z| < 1 the numerator on the right side of (2.16) is
 η2
∫ |z|2
0
t−1 exp(−||z| − η|2/2t) dt+ η2
∫ 1
|z|2
t−1 dt+ η2
∫ ∞
1
exp(−t) dt  η2(1 + | log |z||).
For η < 1 the denominator on the right side of (2.16) is
 η2 +
∫ 1
η2
η2t−1 dt  η2(1 + | log η|), (2.17)
so for |z|, η < 1 we have P[τ˜k,z < τ ]  (| log |z||+ 1)/(| log η|+ 1).
Letting f(t, w) denote the integrand in the numerator of (2.16), we see that for |z| ≥ 1 and any fixed
 > 0 the numerator of (2.16) is
 ||z| − η|1+η2 · sup
t≥0,w∈B(η)
f(t, w) + η2
∫ ∞
||z|−η|1+
exp(−t) dt
 ||z| − η|1+η2 · ||z| − η|−1+ exp(−21/2||z| − η|) + η2 exp(−||z| − η|1+)
 η2 exp(−21/2−||z| − η|),
where the implicit constant depends on . Choosing  = 1/10 it follows that for |z| ≥ 1 and η < 1 we have
P[τ˜k,z < τ ]  exp(−21/2−1/10|z|)(1 + | log η|)−1. For η ≥ 1 the denominator of (2.16) is  1, so for |z|, η ≥ 1
we have P[τ˜k,z < τ ]  exp(−21/2−1/10||z| − η|)η2  exp(−21/2−1/10−1|z|)|z|2.
The lemma follows by the above bounds for P[τ˜k,z < τ ],
∞∑
k=1
∫
C
P[τ˜k,z < τ ] · | log(|2−kz| ∧ 1/2)|−1 · (1 + | log |2−kz||)θ dz 
∞∑
k=1
∫
D
P[τ˜k,z < τ ]| log |2−kz||−1+θ dz
+
∫
C−D
blog |z|/ log 2c∑
k=1
P[τ˜k,z < τ ] · (1 + | log |2−kz||)θ dz
+
∫
C−D
∞∑
k=blog |z|/ log 2c+1
P[τ˜k,z < τ ](| log |2−kz||+ 1)−1+θ dz

∫
D
∞∑
k=1
kθ−2(1 + | log |z||) dz +
∫
C−D
exp(−|z|/10)|z|2(1 + log |z|)1+θ dz
+
∫
C−D
∞∑
k=1
kθ−2 exp(−|z|/10) dz
<∞.
We are now ready to prove Proposition 1.3.
Proof of Proposition 1.3. We will bound the integrand in the statement of the proposition for each fixed
z ∈ C. By rotational invariance it is sufficient to consider z > 0. Fix z > 0, and for k ∈ Z define
Xk :=
R2z
L(Az) (| logRz|+ 1)
θ1(2−(k+1) ≤ Rz/z < 2−k).
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Then write
E
[
R2z
L(Az) (| logRz|+ 1)
θ
]
=
∞∑
k∈Z, k≤−3
E [Xk] +
0∑
k=−2
E [Xk] +
∞∑
k=1
E [Xk] . (2.18)
In order to bound the terms on the right side we first observe that for any η > 0 and with f(t) = exp(−t)
being the probability density function of τ , scale invariance of Brownian motion gives
P
[
sup
t∈[0,τ ]
|W (t)| > η
]
=
∫ ∞
0
f(s)P
[
sup
t∈[0,1]
|W (t)| > ηs−1/2
]
ds 
∫ ∞
0
exp(−s)s1/2η−1 exp(−η2/(2s)) ds
≤
∫ η
0
η−1/2 exp(−η2/(2s)) ds+
∫ ∞
η
s1/2η−1 exp(−s)s ds  exp(−η/3).
(2.19)
We now bound the terms in the first sum on the right side of (2.18). See Figure 8. Throughout
this paragraph k ≤ −3. We decompose W into two parts: W1 = W |[0,τ ′] and W2 = W |[τ ′,∞), where
τ ′ = inf{t ≥ 0 : |W (t)− z| ≥ 2−(k+2)z}. Conditioned on W (τ ′) the two curves W1 and W2 are independent.
On the event 2−(k+1) ≤ Rz/z < 2−k we know that τ ′ < τ . Conditioned on τ > τ ′ the random variable τ − τ ′
has the law of a unit rate exponential random variable, so by Proposition 2.1 with η = 2−(k+1)z and G∗
defined as in the statement of the proposition (with the annulus centered at z), the estimate (2.1) holds. On
the event 2−(k+1) ≤ Rz/z < 2−k there is a G ∈ G∗ such that G ⊂ Az, so E[Xk | τ > τ ′]  (1 + | log(2−kz)|)θ.
We conclude by (2.19) that
E [Xk]  P[τ > τ ′] ·E [Xk | τ > τ ′]  exp(−2−k−3z/3)(1 + | log(2−kz)|)θ,
so the first sum on the right side of (2.18) is finite and integrable.
z0
W1
W2
W (τ ′)
B(z, 2−(k+2)z)
B(z, 2−(k+1)z)
Az
W (τ)
Figure 8: We bound the eccentricity of Az on the event that 2
−(k+1) ≤ Rz/z < 2−k for k ≤ −3.
Next we bound the terms in the second sum on the right side of (2.18). Throughout the paragraph
k ∈ {−2,−1, 0}. We decompose W into three parts: W˜1 = W |[0,τ˜ ], W2 = W |[τ˜ ,τ̂ ] and W3 = W |[τ̂ ,∞), where
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τ˜ = inf{t ≥ 0 : |W (t)| ≥ 2−1z} and τ̂ = inf{t ≥ τ˜ : |W (t) − z| ≤ 2−5z}. Conditioned on W (τ˜) and
W (τ̂) the processes W1, W2 and W3 are independent. On the event 2
−(k+1) ≤ Rz/z < 2−k we have τ˜ < τ .
Therefore
E [Xk] = P[τ˜ < τ ] ·E [Xk | τ˜ < τ ]
= P[τ˜ < τ ] · (P[τ̂ < τ | τ˜ < τ ] ·E [Xk | τ˜ , τ̂ < τ ] + P[τ̂ ≥ τ | τ˜ < τ ] ·E [Xk | τ˜ < τ, τ̂ ≥ τ ] ). (2.20)
By (2.19) we have P[τ˜ < τ ]  exp(−z2−1/3). By Proposition 2.1 and since τ − τ̂ has the law of a unit rate
exponential random variable conditioned on τ̂ < τ , we have E[Xk | τ˜ , τ̂ < τ ]  | log(z∧1/2)|−1 · (1+ | log z|)θ,
since with η = 2−5z there is a G ∈ G∗ (with G∗ as in Proposition 2.1) such that G ⊂ Az. On the event τ̂ ≥ τ
we have Xk  (1 + | log z|)θ, since B(z, 2−5z) ⊂ Az. Inserting these estimates into (2.20) we get
E [Xk]  exp(−z/6) · (1 + | log z|)θ,
so the second sum on the right side of (2.18) is finite and integrable.
We now bound the terms in the third sum on the right side of (2.18). See Figure 9. We proceed exactly
as when bounding the terms in the second sum, except that we define τ˜ = inf{t ≥ 0 : |W (t) − z| ≤ 2−kz}
and τ̂ = inf{t ≥ τ˜ : |W (t)− z| ≤ 2−(k+1)z}. As before we have τ˜ < τ on the event 2−(k+1) ≤ Rz/z < 2−k,
so (2.20) still holds. By Proposition 2.1 applied with W3 and η = 2
−(k+1)z, we have E[Xk | τ˜ , τ̂ < τ ] 
| log ((2−kz) ∧ (1/2))|−1 · (1 + | log 2−kz|)θ, since on the event 2−(k+1) ≤ Rz/z < 2−k there is a G ∈ G∗
(with G∗ as in Proposition 2.1) such that G ⊂ Az. By Lemma 2.9 applied with U = B(z, 2−(k+1)z) and
V = B(z, 2−kz) we have P[τ̂ ≥ τ | τ˜ < τ ]  | log ((2−kz) ∧ (1/2))|−1. On the event τ̂ ≥ τ we have
Xk  (1 + | log(2−kz)|)θ, since B(z, 2−(k+1)z) ⊂ Az. Inserting these estimates into (2.20) we get
E [Xk] = P[τ˜ < τ ] · | log
(
(2−kz) ∧ (1/2))|−1 · (1 + | log(2−kz)|)θ.
It now follows from Lemma 2.10 that the third sum on the right side of (2.18) is finite and integrable.
W (τ̂)
W (τ˜)
0 z
B(z, 2−(k+2)z)
B(z, 2−(k+1)z)
B(z, 2−kz)
W (τ)
Az
Figure 9: We bound the eccentricity of Az on the event that 2
−(k+1) ≤ Rz/x < 2−k for k ≥ 1.
3 Estimates on the in-radius of Brownian components
In this section we will first prove Proposition 1.2, and then we will give a short independent proof (using a
result by Le Gall (1992)) that the analogue of Theorem 1.1 with r(i) instead of R(i) holds. We will need the
following lemma in our proof of Proposition 1.2, which is an immediate consequence of a result by Le Gall
(1992).
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Lemma 3.1. Let A(i) be the ith largest bounded component of C−W ([0, 1]), and let L(A(i)) be the Lebesgue
measure of A(i). Then
a.s.- lim
i→∞
i(log i)2L(A(i)) = 2pi.
Proof. For any  > 0 let N () be the number of components with area at least , and observe that
N (L(A(i))) = i for any i ∈ N. Le Gall (1992, Theorem 11.6) proved that N () = 2pia()−1| log |−2
for random variables a() satisfying a.s.-lim→0 a() = 1. Therefore, for any c > 0,
N
(
c
i(log i)2
)
· c
i
= 2pia
(
c
i(log i)2
)
i(log i)2
c(log i+ log(log i)2 − log c)2 ·
c
i
→ 2pi a.s. as i→∞. (3.1)
If c > 2pi we see that N (c(i(log i)2)−1) < i for all sufficiently large i; similarly c < 2pi implies that
N (c(i(log i)2)−1) > i for all sufficiently large i. These observations imply the lemma.
Proof of Proposition 1.2. We assume the components of C −W ([0, 1]) are ordered such that (L(A(i)))i∈N
is decreasing. Werner (1994, Theorem 14) proved that there is a constant c > 0 such that
a.s.- lim
n→∞
1
n
∣∣∣{i ∈ {1, . . . , n} : 10r(i) ≥ L(A(i))1/2}∣∣∣→ 3c,
since under the law L1 (which describes the limiting law of the components A(i)), ten times the in-radius
is larger than the square-root of the area with positive probability. Therefore, a.s. for all sufficiently large
n ∈ N, ∣∣∣{i ∈ {n, . . . , 2n− 1} : 10r(i) ≥ L(A(i))1/2}∣∣∣ ≥ cn. (3.2)
By Lemma 3.1, L(A(n))n(log n)2 > 1 a.s. for all sufficiently large n. Therefore, a.s. for all sufficiently large
n, ∑
n≤i<2n
r(i)2| log r(i)| 
∣∣∣{i ∈ {n, . . . , 2n− 1} : 10r(i) ≥ L(A(i))1/2}∣∣∣ · L(A(n))| logL(A(n))|
≥ cn · log n+ 2 log log n
n(log n)2
 (log n)−1.
(3.3)
Since
∑∞
k=1 | log 2k|−1 =∞ the result (i) follows as
∞∑
i=1
r(i)2| log r(i)| =
∞∑
k=0
∑
2k≤i<2k+1
r(i)2| log r(i)| =∞. (3.4)
We will end this section with a short independent proof that, with the notation of Proposition 1.2, the
following holds for any θ < 1
E
[ ∞∑
i=1
r(i)2| log r(i)|θ
]
<∞. (3.5)
Observe that this result is immediate by Theorem 1.1, since r(i) ≤ R(i) for all i ∈ N, and since Theorem
1.1 with θ = 0 implies that the number of components A(i) with an out-radius above (say) 1/10 has a
finite expectation. We will give an alternative proof of (3.5) by using a result of Le Gall (1992). Since
pir(i)2 ≤ L(A(i)) for all i ∈ N, it is sufficient to prove that for any θ < 1,
E
[ ∞∑
i=1
L(A(i))(| logL(A(i))|+ 1)θ
]
<∞. (3.6)
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For any k ∈ Z define
Ik := {i ∈ N : L(A(i)) ∈ [2k, 2k+1)}, Uk :=
∑
i∈Ik
L(A(i)).
First we bound the sum in (3.6) only considering i ∈ I+ for I+ :=
⋃
k≥0 Ik. Define X := supt∈[0,1] |W (t)|,
and note that P[X > M ]  exp(−M2/2) by the Gaussian tail bound. Since X < 1/2 implies I+ = ∅, and
since X < 2n implies |I+|  22n and L(A(i))  22n for all i ∈ I+, we have
E
∑
i∈I+
L(A(i))(| logL(A(i))|+ 1)θ
 ≤ ∞∑
n=0
E
1(2n−1 ≤ X < 2n) ∑
i∈I+
L(A(i))(| logL(A(i))|+ 1)θ


∞∑
n=0
exp(−22n−3) · 22n · 22n(| log 22n|+ 1)θ <∞.
Next we consider the sum in (ii) for i ∈ I− :=
⋃
k<0 Ik. Le Gall (1992, Proposition 3) proved that E[U−k] 
k−2 for all k ∈ N, so
E
∑
i∈I−
L(A(i))(| logL(A(i))|+ 1)θ
  ∞∑
k=1
E
[|I−k| · 2−k| log 2−k|θ]

∞∑
k=1
E
[
2kU−k · 2−k| log 2−k|θ
]  ∞∑
k=1
k−2+θ <∞.
Combining the bounds for the sum over I+ and I−, respectively, completes the proof of (3.5).
A Basic estimates for planar Brownian motion
In the first part of the appendix we state some standard results on hitting probabilities for planar Brownian
motion. In the second part of the appendix we will consider a conditioned Brownian motion W in a domain
D and a collection Q of polar rectangles touching ∂D, and we will prove (under certain assumptions on W ,
D and Q) uniform exponential bounds for the number of polar rectangles hit by W before hitting ∂D.
Standard estimates for planar Brownian motion
Recall throughout the section that if K ⊂ C and W is a Brownian motion, then TK = inf{t ≥ 0 : W (t) ∈ K}
denotes the time W hits K.
Theorem A.1. (Beurling’s theorem). Consider a set K ⊂ C, its radial projection Π(K) = {|z| : z ∈ K}
and the ball B(R). Then a Brownian motion started at 0 and killed upon exiting the ball is more likely to
hit K than Π(K), i.e.,
P0[TK ≤ T∂B(R)] ≥ P0[TΠ(K) ≤ T∂B(R)].
For a proof see for example Werner (1996).
We will also need some standard bounds for Brownian motion. Intuitively, they estimate the probability
that a Brownian motion started near a boundary will “escape” and go for a certain distance without hitting
the boundary.
Proposition A.2. Consider a Brownian motion started at z inside the disk B(R). Then the probability that
a Brownian motion will travel a distance at least r from z before hitting the disk boundary satisfies:
Pz(T∂B(z,r) < T∂B(R)) ≤ 2δ/r,
where δ = R− |z| the distance from z to the boundary.
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Proof. This is a standard result, but for completeness we sketch the proof. Let L be the tangent to ∂B(R)
that is closest to z, and assume without loss of generality that L is the x-axis and z = δi. It is enough to
estimate the probability that a Brownian motion travels distance r before hitting L. We can use the Mo¨bius
map φ(z) = (z + d)/(z − d), d = (r2 − δ2)1/2, to send ∂B(z, r) and L into two axes meeting at the origin at
angle pi/2 + α, where α satisfies sinα = δ/r. We have arg φ(z) = 2α, so the probability of interest is equal
to exactly 2α/(pi/2 + α). The proposition follows by using sinα ≥ (2/pi)α.
Proposition A.3. If 0 < a < b ≤ 1, then the probability that a Brownian motion started at 0 hits the unit
disk before hitting the segment [a, b] satisfies
Pz(T[a,b] > T∂D) ≤ 2
√
a/b.
Proof. Again we only sketch the proof since this is a standard result. By killing the Brownian motion on
∂B(b) and using scale invariance we can assume b = 1. Using the Mo¨bius map z 7→ (z − a)/(1− az) we can
reduce to the problem of estimating the probability that a Brownian motion started at −a exits the disk
before hitting [0, 1]. The conformal map x 7→ √x sends D− [0, 1] into a half-disk and −a into i√a. Now we
use the same arguments as in the proof of Proposition A.2.
Finally, we state an estimate for the probability that a Brownian motion started “near the middle” of
the unit disk hits a small ball that touches the boundary.
Proposition A.4. Let x ∈ (0, 1), z ∈ D and  ≥ 1− x. Then
Pz(TB(x,) < T∂D) ≤ 4/|z − x|
Proof. Assume first that  = 1 − x so B(x, ) is tangent to D and write 1 − z = r exp(iθ). Then the map
φ(y) = 1/(1− y) sends both circles into vertical lines and by conformal invariance it follows that
Pz(TB(x,) < T∂D) = (2 cos θ/r − 1)/(1/− 1).
If  ≤ 1/2 then the last expression is bounded above by 4/r; if  > 1/2 then the same bound holds
automatically, since r ≤ 2 always. We have |z − x| < |z − 1| = r unless z is within  of the unit circle. If
|z − x| < 4 there is nothing to prove. And otherwise the Brownian motion must travel distance at least
|z − x|/2 from z in order to hit B(x, ), and we can apply Proposition A.2.
The case when  > 1−x can be reduced to the previous one, by killing the Brownian motion when exiting
B(x+ ) instead of the unit disk; the probability of hitting B(x, ) can only increase, and the circles are now
tangent; rescaling completes the proof.
Estimates for the number of polar rectangles hit by a Brownian motion
The main result of this section is Proposition A.6, which implies Corollary 2.3.
Consider the following setup: a bounded planar domain D and a Brownian motion W started at some
point x ∈ D, conditioned to exit D at some point y ∈ ∂D and killed upon exiting. Inside D we have a finite
collection Q of disjoint sets Q1, . . . , Qn, all touching ∂D, having regular shapes, and not too close to each
other or x and y. Let N be the number of sets that the Brownian motion visits before it is killed. We will
prove that N has exponential tails under certain assumptions on D, x, y, and Q. Lemma A.8 is a result
for general domains, and the estimate is expressed in terms of a Riemann map φ : D → D. Proposition
A.6 considers the special case where D is a λ-domain (Definition 2.2). The idea of the proof is to show that
an unconditioned Brownian motion W has a uniformly positive probability of exiting D every time it hits a
set Qj (Lemma A.7), and deduce the wanted exponential decay for the conditioned Brownian motion W by
using that φ(x) and φ(y) are bounded away from the image of Q under φ.
Both in Lemma A.8 and Proposition A.6 the set Q will be a collection of polar rectangles satisfying the
following property.
Definition A.5. A finite collection Q = {Qj} of polar rectangles is called nice if:
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(i) The rectangles Qj are not too close or too far from the origin: there exist constants 0 < ρ1 < ρ2 such
that ρ1 ≤ |z| ≤ ρ2 for all j and all z ∈ Qj.
(ii) The radial and angular size of each rectangle are of the same order: there exist constants C1, C2 such
that for all j,
C1 · dr(Qj) ≤ dθ(Qj) ≤ C2 · dr(Qj). (A.1)
(iii) For all j, dθ(Qj) ≤ pi/2.
(iv) The rectangles Qj are disjoint and far from each other, relative to their size: for all i 6= j, d(Qi, Qj) ≥
dr(Qi).
D
x
y
W
λ λ[ρ1, ρ2]
D
x
y
ν ⊂ λ λ[ρ1, ρ2]
uρ1−2
L′′
Figure 10: Left: Illustration of the statement of Proposition A.6. A Brownian motion W started from x
(contained in the gray domain) is conditioned to leave the λ-domain D at y. A nice collection of polar
rectangles Q (not shown on the figure) touch the segment λ[ρ1, ρ2] of λ shown in red. Right: Illustration of
step 5 in the proof of Proposition A.6.
Before we can state the proposition we will introduce some notation. Let λ be a curve as in the definition
of a λ-domain with parameters η1, η2. For any ρ1, ρ2 ∈ [η1, η2] satisfying ρ1 < ρ2, we will let λ[ρ1, ρ2] denote
a connected segment of λ defined as follows. For any ρ ∈ [η1, η2], let
θ(λ, ρ) = inf{θ > 0 : ρ exp(iθ) ∈ λ},
and let uρ = ρ exp(iθ(λ, ρ)). Then define λ[ρ1, ρ2] to be the connected segment of λ between uρ1 and uρ2 .
Proposition A.6. Consider the following objects:
• D is a λ-domain with parameters η1, η2,
• Q = {Qj} is a nice collection of polar rectangles, with parameters ρ1 > η1, ρ2 < η2, C1, C2, such that
each Qj touches λ[ρ1, ρ2] along one of its line sides,
• x ∈ D is a point such that either arg(x) ≤ −pi/4, or there exists a δ > 0 such that x can be connected
to the positive real line by a curve contained in {z ∈ D : |z| 6∈ (ρ1 − δ, ρ2 + δ)},
• y is any point in ∂D − λ.
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Let W be a Brownian motion started at x, conditioned to exit D at y and killed upon exiting. Let N be the
number of rectangles in Q hit by W . Then N has exponential tails:
Pyx(N ≥ t) ≤ Cµt ∀t ≥ 1,
where C > 0 and µ ∈ (0, 1) are constants depending only on η1, η2, ρ1, ρ2, C1, C2 and δ (but do not depend
on the shape of λ or on the number and sizes of the rectangles in Q).
λ
Q˜
Qj
Q∗
Figure 11: The three polar rectangles in the proof of Lemma A.7: Qj , Q˜ and Q
∗. The rectangle Qj touches
λ along its left side.
For a nice collection of polar rectangles that touch a curve (e.g. the boundary of a domain), we can show
that a Brownian motion started inside one of the rectangles is likely to hit the curve before hitting another
rectangle.
Lemma A.7. Let λ be a connected curve and let Q = {Qj} be a nice collection of polar rectangles, so that
each Qj touches λ along one of its line sides. Assume λ is large with respect to the rectangles, so its diameter
|λ| ≥ 2 dr(Qj) for all j. Let Q = ∪Qj. Then for all j and all z ∈ Qj,
Pz(Tλ < TQ−Qj ) ≥ c
for some constant c > 0 that depends only on ρ1, ρ2, C1 and C2.
Proof. The proof involves several steps. For each rectangle Qj we construct a smaller rectangle Q˜ and a
larger one Q∗. We show that a Brownian motion started inside Qj is likely to hit the small rectangle, and
once that happens it is likely to get killed before exiting the large rectangle.
Step 1. Let Qj = q(r, θ, dr, dθ). One of the two line sides of Qj must touch λ; assume without loss of
generality that this is the side L = {r′ exp(i(θ + dθ)) | r ≤ r′ < r + dr} (Figure 11). Let  > 0 satisfy
 < (12ρ1C2)
−1 ∧ (1/2) and consider the sub-rectangle
Q˜ = {r′ exp(iθ′) | r + 1
3
· dr ≤ r′ < r + 2
3
· dr, θ + (1− ) · dθ ≤ θ′ < θ + dθ}.
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Then Q˜ touches the edge L and is shrunk by factors of 1/3 and  with respect to Qj . Since L touches λ,
all points in Q˜ are close to λ. Indeed, let z ∈ Q˜ and let zL the unique point on L with |z| = |zL|. Then
d(z, λ) ≤ d(zL, λ) + d(z, zL), so
d(z, λ) ≤ 2
3
· dr +  · ρ2 · dθ ≤ 3
4
· dr ∀z ∈ Q˜. (A.2)
Since Q is nice, we also have
d(z,Q−Qj) ≥ dr ∀z ∈ Q˜. (A.3)
Now we use Beurling’s theorem for Brownian motion started at z and killed upon exiting B(z, dr). The
radial projection of λ (with center z) is some interval Π(λ). From (A.2), it must contain some number below
(3/4) · dr; since |λ| > 2 dr, it must also contain some number above dr. Hence (3/4 · dr, dr) ⊂ Π(λ) so
Beurling’s theorem guarantees that
Pz(Tλ < TQ−Qj ) ≥ c1 > 0 ∀z ∈ Q˜ (A.4)
where c1 is, by scale invariance, the probability that a Brownian motion started at the origin hits the segment
(3/4, 1) on the x-axis before hitting the unit circle.
Step 2. Now fix δ ∈ (0, 1) and construct a polar rectangle Q∗ by padding Qj on all sides with bands of
relative size δ (Figure 11):
Q∗ = {r′ exp(iθ′) | r − δ · dr ≤ r′ < r + (1 + δ) · dr, θ − δ · dθ ≤ θ′ < θ + (1 + δ) · dθ}.
Clearly Q∗ contains Qj . We claim that if δ is small enough, then Q∗ will not intersect any of the other
polar rectangles. Since the rectangles are at least dr apart, it will be enough to show that any point u ∈ Q∗
is within dr of Qj . Indeed, let v be the point of ∂Qj that is nearest u. The points u and v can be con-
nected by a path made of an arc of length at most δ · (ρ2 + δdr) · dθ ≤ 2δρ2dθ (where the inequality holds
since δ < 1 < ρ2/dr), followed by a straight line of length at most δ · dr. Hence it is enough to choose
δ = 1/(1 + 2C2ρ2).
Step 3. Hence a Brownian motion started at some z ∈ Qj must exit Q∗ before hitting Q−Qj . We claim a
Brownian motion started at z is likely to hit Q˜ before exiting Q∗:
Pz(TQ˜ < T∂Q∗) ≥ c2 > 0 ∀z ∈ Qj . (A.5)
This is clear intuitively; the proof involves a series of simple but tedious calculations. We use the polar
representation of Brownian motion; we need to estimate the probability that a Brownian motion started at
(log |z|, arg z) hits the (cartesian) rectangle
[log(r + (1/3)dr), log(r + (2/3)dr)]× [θ + (1− ) · dθ, θ + dθ]
before exiting the rectangle
[log(r − δ · dr), log(r + (1 + δ) · dr)]× [θ − δ · dθ, θ + (1 + δ) · dθ].
Now we use translation invariance to subtract log r and θ, and scale invariance to factor out dθ. The two
rectangles transform to
[log(1 + (1/3)dr/r)/dθ, log(1 + (2/3)dr/r)/dθ]× [1− , 1]
and
[log(1− δ · dr/r)/dθ, log(1 + (1 + δ) · dr/r)/dθ]× [−δ, 1 + δ]
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and the starting point z transforms to a point z′ ∈ [0, log(1 + dr/r)/dθ]× [0, 1]. From the inequality
t/(x+ t) ≤ log(x+ t)− log x ≤ t/x ∀x, t > 0
it follows that the first rectangle has side length at least ((1/3)(dr/r)/(1 + dr/r))/dθ. Since the collection is
nice, we have dr/dθ ≥ 1/C2 and r + dr ≤ ρ2, so the side length is bounded below by δ1 = 1/(3C2ρ2).
Let s = log(1 + dr/r)/dθ. Similarly we obtain
1/(C2ρ2) ≤ s ≤ 1/(C1ρ1),
and finally, the second rectangle must contain the rectangle
[−δ2, s+ δ2]× [−δ, 1 + δ]
for any δ2 < δρ1/(2C2ρ
2
2).
We have reduced the original problem to the following: consider the rectangle R2 = [0, s] × [0, 1] with
1/(C2ρ2) ≤ s ≤ 1/(C1ρ1). Let R1 be any rectangle of size δ1 ×  contained inside R2, and let R3 be the
rectangle obtained by padding R2 with bands of size δ2 and δ. The rectangles R2 and R3 have fixed or
bounded size, and the diameter of R is bounded from below, so
inf Pz(TR1 < T∂R3) = c2 > 0
where the infimum is taken over all z ∈ R2, all s and all possible positions of R1. This concludes the proof
of (A.5). Note that c2 only depends on ρ1, ρ2, C1 and C2.
Step 4. The strong Markov property and equations (A.4) and (A.5) now yield
Pz(Tλ < TQ−Qj ) ≥ c2c1 ∀z ∈ Qj
and the proof is complete.
We can now prove a generic form of the exponential bound stated at the beginning of this section,
expressed in terms of a Riemann map.
Lemma A.8. Let D be a simply connected domain and let φ be a Riemann map that sends D into the unit
disk. Let W be a Brownian motion started at x ∈ D, conditioned to exit D at y ∈ ∂D and killed upon exiting.
Let Q = {Qj} be a nice collection of polar rectangles, so that each Qj touches ∂D along one of its line
sides, and the diameter |D| ≥ 2 dr(Qj) for all j.
Let N be the number of rectangles in Q hit by W . Then N has exponential tails:
Pyx(N ≥ t) ≤ Cµt ∀t ≥ 1
where C = 4/(µd(φ(Q), φ(y))2 · d(φ(Q), φ(x))) and µ < 1 is a constant depending only on ρ1, ρ2, C1 and C2.
Proof of Lemma A.8. We first consider a free Brownian motion started at x and then we condition on exiting
at y. Recall that the Poisson kernel on the disk is
K(u, v) = (1− |u|2)/|u− v|2.
Consider a small boundary interval I around y, such that its image under φ is an arc of length dy. Clearly
K(φ(x), v) ≥ (1− |φ(x)|)/2 for all v, so the probability that a free Brownian motion started at x exits on I
satisfies
Px(WT∂D ∈ I) ≥ (1− |φ(x)|) · dy/(4pi). (A.6)
Let Q = ∪Qj . From Lemma A.7, once the Brownian motion hits a rectangle, it is likely to hit the
boundary before hitting another rectangle:
Pz(T∂D < TQ−Qj ) ≥ c, ∀j,∀z ∈ Qj .
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Hence if N is the number of rectangles hit before exiting D, the strong Markov property gives the following
bound:
Px(N ≥ t,WT∂D ∈ I) ≤ Px(N ≥ 1) · (1− c)t−1 · sup
z∈Q
Pz(WT∂D ∈ I).
From Proposition A.2, the first factor is bounded by
Px(N ≥ 1) ≤ 2(1− |φ(x)|)/d(φ(Q), φ(x))
while the last factor is easily bounded using the Poisson kernel:
sup
z∈Q
Pz(WT∂D ∈ I) ≤ dy/2pid(φ(Q), φ(I))2.
Hence
Px(N ≥ t |WT∂D ∈ I) ≤ 4 · (1− c)t−1/(d(φ(Q), φ(I))2 · d(φ(Q), φ(x))),
and letting I converge to {y} completes the proof. Note that the proof works even if the rectangles are not
subsets of D (as long as they touch its boundary).
The bound in Lemma A.8 has certain nice features: the exponent µ depends only on the geometry of the
collection of rectangles, but not on their number or size, or on the shape of the domain. However, the other
constant C depends on the Riemann map φ, about which not much is known a priori. We will obtain an
estimate for λ-domains in Proposition A.6 by controlling the map φ and showing that x and y both map far
enough from the elements of Q, see Figure 10 for an illustration.
Proof of Proposition A.6. Let s = (1/2)(η1 + η2) exp(−ipi/4), and let φ be a Riemann map that sends D
into the unit disk and s into the origin. We want to show that φ maps x and y far from where it maps the
polar rectangles Qj . The proof proceeds in several steps.
Step 1. We will now prove that for any ρ, ρ′ > 0 such that η1 < ρ < ρ′ < η2 there is a constant C(ρ, ρ′) such
that the arc length of φ(λ[ρ, ρ′]) is between C(ρ, ρ′) and pi. We will first prove the upper bound. By conformal
invariance, the length of φ(λ[ρ, ρ′]) is equal to 2pi times the probability of the event that a Brownian motion
started at s exits D through λ[ρ, ρ′]. In order to hit λ[ρ, ρ′] before exiting, the Brownian motion started at s
has to hit the segment [η1, η2] on the x-axis before hitting σ. This event has probability 1/2, so all φ(λ[ρ, ρ
′])
have arc length at most pi.
To obtain a lower bound, note that for a Brownian motion started at s to exit through λ[ρ, ρ′], it is
enough if it exits the south-east quadrant through [ρ, ρ′] on the x axis, and then moves in a counterclockwise
direction inside the annulus {ρ ≤ |z| ≤ ρ′} until it hits the negative x axis. Hence if we take C(ρ, ρ′) to be
2pi times the probability of the latter event, then φ(λ[ρ, ρ′]) has arc length at least C(ρ, ρ′). We could ob-
tain more precise estimates for C(ρ, ρ′), but all we will need is that it may depend on η1 and η2, but not on λ.
Step 2. If Brownian motion started at z is likely to exit D through λ[ρ, ρ′], then φ(z) must be close to
φ(λ[ρ, ρ′]). This is clear intuitively, but we need a concrete estimate. Let S be any arc on the unit circle and
let p(S) be the probability that a Brownian motion started at u exits the unit disk outside S. Since the
Poisson kernel satisfies K(u, v) = (1− |u|2)/|u− v|2 ≥ (1− |u|)/2, we have
p(S) ≥ (1− |u|) · l(Sc)/4pi,
where l(Sc) is the complement of S. On the other hand, from Proposition A.2,
1− p(S) ≤ 2(1− |u|)/d(u, S).
Hence d(u, S) ≤ (8pi/l(Sc)) · p(S)/(1− p(S)), and for S = φ(λ[ρ, ρ′]) we obtain
d(φ(z), φ(λ[ρ, ρ′])) ≤ 8Pz(WT∂D /∈ λ[ρ, ρ′]) /Pz(WT∂D ∈ λ[ρ, ρ′]). (A.7)
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Step 3. Fix some small  > 0 and let L = λ[ρ1 − , ρ2 + ]. We show that all points of φ(Qj) are close to
φ(L) for all j. Let z ∈ Qj , and assume for now that dθ(Qj) ≤ pi/4, so the rectangle Qj remains far from the
domain “right” boundary σ. If a Brownian motion started at z exits D outside L, then it must either exit
the annulus {ρ1 −  < |z| < ρ2 + } (in which case it travels at least distance ) or it must exit D on σ (in
which case it travels at least distance η12
−1/2). Since Qj touches λ[ρ1, ρ2], the radial projection of L with
center z contains the interval (|Qj |, ). If we take  ≤ η12−1/2, then Beurling’s theorem and Proposition A.3
give
Pz(WT∂D /∈ L) ≤ 2
√
|Qj |/.
Using conformal invariance and combining the last inequality with (A.7), we obtain that, if |Qj | ≤ /16 and
dθ(Qj) ≤ pi/4, then
d(φ(Qj), φ(L)) ≤ 32
√
|Qj |/.
Note that since the collection is nice, if we have |Qj | ≤ pi/(4C2), then this guarantees that dθ(Qj) ≤ pi/4.
Step 4. We now show that φ(y) is far from φ(L). This is easy: since y /∈ λ, the arc distance between φ(y)
and φ(L) must be at least C(η1, ρ1 − ) ∧ C(ρ2 + , η2). Hence
d(φ(y), φ(L)) ≥ (2/pi)C(η1, ρ1 − ) ∧ C(ρ2 + , η2).
Step 5. It remains to show that φ(x) is far from φ(L). Let L′ = λ[ρ1 − 2, ρ2 + 2] so L′ is a subset of λ
that is slightly larger than L. We will show that the probability p that a Brownian motion started at x exits
D on L′ is bounded above.
If arg(x) ≤ −pi/4, then clearly p ≤ 1/2. Otherwise, we must have |x| ≤ ρ1 − δ or |x| ≥ ρ2 + δ. Consider
the first case and assume  < δ/2. See Figure 10 for an illustration. Recall the definition of uρ1−2 from
step 1, and let ν be the path contained in λ which connects ∂B(η1) and uρ1−2. The path ν may divide
D ∩ {η1 < |z| < ρ1 − δ} into several connected components, and observe that x is in the component which
intersects the positive real line by our assumption on x in the statement of the proposition. The path λ− ν
does not intersect ν by the assumptions on λ in the definition of a λ-domain, and by definition of uρ1−2 the
path λ− ν does not intersect the subset L′′ of ∂B(ρ1 − 2) ∩D which is to the right of uρ1−2. A Brownian
motion started from x which exits D at L′ ⊂ λ − ν must therefore cross ∂B(ρ1 − 2) before it exits D. It
follows that if a Brownian motion started at x exits on L′, it hits the circle ∂B(ρ1 − 2) before the circle
∂B(η1), so
p ≤ log((ρ1 − δ)/η1) / log((ρ1 − 2)/η1).
A similar estimate holds in the second case, so we obtain that for all x,
p ≤ K1 ≡ K1(ρ1, ρ2, η1, η2, δ, ) < 1.
Now, if a Brownian motion started at φ(x) does not exit on φ(L′), then it must travel distance at least
d(φ(x), φ(L′)c) (where recall that φ(L′)c is the complement of φ(L′) in the boundary of the unit disk).
Proposition A.2 gives
1−K1 ≤ 1− p ≤ 2(1− |φ(x)|) / d(φ(x), φ(L′)c),
and this suffices to bound d(φ(x), φ(L)). Indeed, the last inequality gives
d(φ(x), φ(L′)c) ≤ d(φ(x), φ(L)) · 2/(1−K1),
but we also know that the arc distance between φ(L) and φ(L′)c is at least K2 = C(ρ1− 2, ρ1− )∧C(ρ2 +
, ρ2 + 2). Hence by the triangle inequality, d(φ(x), φ(L
′)c) ≥ (2/pi)K2 − d(φ(x), φ(L)), so finally
d(φ(x), φ(L)) ≥ (2/pi)K2/(1 + 2/(1−K1)).
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Step 6. Now all that is left is to combine the previous steps. Take  = (1/3) ·min(ρ1−η1, η2−ρ2, δ, η12−1/2).
Then d(φ(y), φ(L)) ≥ K3 and d(φ(x), φ(L)) ≥ K3 for some positive constant K3 that depends on η1, η2, ρ1, ρ2
and δ. If we also have
|Qj | ≤ K4 := ( · ((K3/64)2 ∧ (1/16))) ∧ (pi/(4C2)) ∧ (|D|/2)
then d(x˜, φ(L)) ≤ K3/2 for all x˜ ∈ φ(Qj). Then from the triangle inequality, d(φ(Qj), φ(y)) ≥ K3/2 and
d(φ(Qj), φ(x)) ≥ K3/2.
Let N be the total number of rectangles hit. We can write N = N1 + N2, where N1 is the number of
rectangles with diameter smaller than K4 that are hit, and N2 is the number of rectangles with diameter
larger than K4 that are hit. Since the collection Q is nice, all its sub-collections are also nice, so Lemma A.8
gives
Pyx(N1 ≥ t) ≤ (32/K33µ) · µt.
To estimate N2, observe that if Qj has diameter larger than K4, then
K4 ≤ |Qj | ≤ dr(Qj) + ρ2 · dθ(Qj) ≤ (1 + C2ρ2) · dr(Qj)
so the area of Qj is bounded below by
L(Qj) ≥ ρ1 · dr(Qj) · dθ(Qj) ≥ (ρ1C1)((K4/(1 + C2ρ2))2 ≡ K5.
Since all rectangles Qj are disjoint and inside the annulus {ρ1 ≤ |z| ≤ ρ2}, there are at most K6 =
pi(ρ22 − ρ21)/K5 rectangles with diameter larger than K4. So N2 ≤ K6, and
Pyx(N ≥ t) ≤ Pyx(N1 ≥ t−K6) ≤ (16/K33 ) · µ−K6−1 · µt.
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