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Abstract
The paper considers exact values of and upper bounds on the maximal cardinality ALq (n, d) of a q-ary Lee code of length n with a
minimum distance d. Special attention is paid to small parameters. Some new results are presented and tables with the presently
known best upper bounds are given for q ∈ {5, 6, 7} and n7.
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1. Introduction
Let Q be a ﬁnite set of cardinality q and dQ : Q × Q → R be a metric. Consider Qn with n ∈ N and
d
∑
((x1, x2, . . . , xn), (x
′
1, x
′
2, . . . , x
′
n)) :=
∑n
i=1dQ(xi, x′i ). Then (Q, dQ) and (Qn, d
∑
) are ﬁnite metric spaces.
A subset C ⊆ Qn is called a q-ary (block) code of length n. If |C|2 then its minimum distance is deﬁned by
d(C) := min{d
∑
(x, x′) ∈ R+|x, x′ ∈ C and x = x′}.
The observation of the metric properties of (Qn, d
∑
) and of its subsets is an essential part of coding theory. The value
u(Qn, d
∑
, d), deﬁned as the maximal cardinality of a code C ⊆ Qn with a minimum distance d(C)d, is frequently
considered. Its determination is a fundamental and often unsolved problem but some lower and upper bounds are well
known. A more general approach to extremal problems in ﬁnite metric spaces was done by the present author in [13].
The most common ﬁnite metric spaces in coding theory are the (n-dimensional q-ary) Hamming spaces (Qn, dH ).
The Hamming metric dH can be introduced by
dH ((x1, x2, . . . , xn), (x
′
1, x
′
2, . . . , x
′
n)) :=
n∑
i=1
dH (xi, x
′
i )
and
dH (xi, x
′
i ) :=
{
0 if xi = x′i ,
1 if xi = x′i .
Furthermore, Aq(n, d) is usually used instead of u(Qn, dH , d). For q5, this function is tabulated for example in
Huffman/Pless [9], Vaessens et al. [18], Bogdanova et al. [6,7].
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Other common ﬁnite metric spaces in coding theory consider Qn with Q = Z/qZ equipped with the Lee metric dL
which can be introduced by
dL((x1, x2, . . . , xn), (x
′
1, x
′
2, . . . , x
′
n)) :=
n∑
i=1
dL(xi, x
′
i )
and
dL(xi, x
′
i ) := min{|xi − x′i |, q − |xi − x′i |}. (1)
Whenever, like on the right-hand side of Eq. (1), an order  is used in Z/qZ, their elements have to be represented by
elements of {0, 1, . . . , q − 1} ⊆ Z. The spaces (Qn, dL) are called Lee spaces. A code in such a space is usually called
a Lee code and ALq (n, d) is used instead of u(Qn, dL, d).
In case of q3, themetrics dH and dL coincide. Lee [10] noticed that also the case ((Z/4Z)n, dL) can be transformed
into ((Z/2Z)2n, dH ), using the mapping
0 → (0, 0), 1 → (0, 1), 2 → (1, 1), 3 → (1, 0). (2)
There is a considerable amount of literature on Lee codes, especially on certain bounds, constructing methods,
existence problems for so-called perfect codes and asymptotic results. But up to now, there seems to be a lack of
systematic investigations of ALq (n, d) for small parameters.
The present paper considers exact values of and upper bounds on ALq (n, d). Special attention is paid to small
parameters. Because of the connection to binary and ternary Hamming spaces, the cases q4 are neglected. Some new
results are presented. Finally, tables with the presently known best upper bounds are given for q ∈ {5, 6, 7} and n7.
2. Bounds
LetQ=Z/qZ with q2 and n ∈ N. IfQ′ ⊆ Q andC,C′ ⊆ Qn then deﬁneQ′ ·C := {(y′ ·x1, y′ ·x2, . . . , y′ ·xn) ∈
Qn|y′ ∈ Q′ and x ∈ C} as well as C + C′ := {(x1 + x′1, x2 + x′2, . . . , xn + x′n) ∈ Qn|x ∈ C and x′ ∈ C′}. Since
the largest possible Lee distance between two words of Qn is nq/2, the parameter d has to satisfy 1dnq/2,
implying ALq (n, d)2. The trivial cases are ALq (n, 1) = qn and ALq (1, d) = q/d, also confer the succeeding bounds
(17) and (18).
Clearly, every construction of a q-ary Lee code of length n with a minimum distance of at least d establishes a lower
bound on ALq (n, d). The following examples will be helpful for the tables in the ﬁnal section.
Theorem 1. AL5 (3, 3)15, AL5 (3, 4)7, AL6 (2, 3)6, AL6 (2, 4)4, AL6 (3, 5)6, AL7 (2, 3)8, AL7 (6, 13)4,
AL7 (7, 15)4.
Proof. In case of q = 5, the desired codes are
{(0, 0, 0), (0, 1, 3), (0, 3, 2)} + Q · {(1, 1, 1)}
and
{(0, 0, 0), (0, 2, 2), (1, 3, 4), (2, 0, 2), (3, 1, 4), (3, 3, 1), (4, 4, 3)}.
In case of q = 6, the desired codes are
Q · {(1, 2)} = {(0, 0), (1, 2), (2, 4), (3, 0), (4, 2), (5, 4)}
and
{0, 1} · {(1, 3)} + {0, 1} · {(3, 1)} = {(0, 0), (1, 3), (3, 1), (4, 4)}
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as well as
{(0, 0, 0), (1, 2, 2), (2, 3, 5), (3, 5, 1), (4, 1, 3), (5, 4, 4)}.
In case of q = 7, the desired codes are
{(0, 0), (0, 4), (1, 2), (2, 5), (3, 0), (4, 3), (5, 1), (5, 5)}
and
{(0, 0, 0, 0, 0, 0), (1, 2, 2, 2, 3, 3), (3, 3, 5, 5, 5, 1), (5, 5, 4, 3, 1, 5)}
as well as
{(0, 0, 0, 0, 0, 0, 0), (1, 1, 3, 3, 2, 4, 5), (3, 5, 1, 5, 4, 5, 2), (5, 3, 5, 1, 5, 2, 4)}. 
Some modiﬁcations of the parameters prove
ALq (n, d)ALq+1(n, d) (3)
and
ALq (n, d)ALq (n, d − 1) (4)
as well as
ALq (n, d)qALq (n − 1, d) (5)
and
ALq (n + n′, d + d ′) min{ALq (n, d), ALq (n′, d ′)}, (6)
confer [13]. The following simple result seems to be a new insight.
Theorem 2. If dnq/2 then
ALq (n, d)
⌊qn
d
⌋
.
Proof. The mapping  : Z/(qn)Z → (Z/qZ)n, y → (x(y)1 , x(y)2 , . . . , x(y)n ) with
x
(y)
i :=
{⌊y + i − 1
n
⌋
if y + i − 1<qn,
0 if y + i − 1qn,
which is a generalization of (2), satisﬁes
dL((y),(y
′)) = min
{
dL(y, y
′), n
⌊q
2
⌋}
.
Hence ALq (n, d)ALqn(1, d) =
⌊ qn
d
⌋
. 
The next theorem is a modiﬁcation of the trivial bound ALq (n + 1, d)ALq (n, d).
Theorem 3. If a ∈ N\{1} and dn q2  as well as⌊
d
a
⌋
+
⌊q
a
⌋
d3 (7)
then ALq (n + 1, d)aALq (n, d).
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Proof. Let d/a = rn − s = (r − 1)s + r(n − s) with r, s ∈ N0 := N ∪ {0} and s <n. Inequality (7) implies
q
a

⌊q
a
⌋
d −
⌊
d
a
⌋
=
⌈
d
(
1 − 1
a
)⌉

⌈
d
2
⌉
2
since a2 and d3. Hence, a ≤ ⌊ q2⌋. Therefore,
ar = a
n
⌊
d
a
⌋
+ as
n
<
d
n
+ a ≤
⌊q
2
⌋
+
⌊q
2
⌋
q. (8)
Furthermore,⌊q
a
⌋
d −
⌊
d
a
⌋
(a − 1)
⌊
d
a
⌋
. (9)
Let C ⊆ Qn with d(C)d and |C| = ALq (n, d). Put
yi :=
⎧⎨
⎩
r − 1 if 1 is,
r if s < in,⌊q
a
⌋
if i = n + 1.
Consider C¯ := {(x, 0) + ky ∈ Qn+1|x ∈ C and 0k <a}. Let z = (x, 0) + ky and z′ = (x′, 0) + k′y be two distinct
words in C¯. In case of k = k′ or x = x′, one gets dL(z, z′) = dL(x, x′)d or, by (7) or (8),
dL(z, z
′) = dL(ky, k′y)(r − 1)s + r(n − s) +
⌊q
a
⌋
d,
respectively. Otherwise, (9) implies
dL(z, z
′)dL(x, x′) − (a − 1)((r − 1)s + r(n − s)) +
⌊q
a
⌋
d.
Consequently, d(C¯)d and ALq (n + 1, d) |C¯| = aALq (n, d). 
In order to formulate the Plotkin bound in Lee spaces, put
Pq(u) := max
⎧⎨
⎩
∑
{j,k}⊆{1,2,...,u}
dL(yj , yk)
∣∣∣∣∣∣ (y1, y2, . . . , yu) ∈ Qu
⎫⎬
⎭ (10)
for u ∈ N0. Then
ALq (n, d) max
{
u ∈ N
∣∣∣ d (u2
)
nP q(u)
}
(11)
is easy to prove, confer [14] and its references. If instead of Pq(u) an upper bound P¯q(u) is known then inequality (11)
can be replaced by
ALq (n, d) ≤ max
{
u ∈ N
∣∣∣ d (u2
)
nP¯q(u)
}
. (12)
This is important because the determination of Pq(u) is a not yet completely solved problem.
Theorem 4. Let u = rq + s with r, s ∈ N0 and s < q. Put f (u) := 1 if u is odd and f (u) := 2 if u is even.
(i) [19] yields
Pq(u) Pˆq(u) :=
⎧⎪⎨
⎪⎩
u2(q2 − 1)
8q
if q is odd,
u2
8
q if q is even.
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(ii)
Pq(u)
⌊
Pˆq(u)
⌋
.
(iii)
Pq(u) P˜q(u) :=
⎧⎪⎨
⎪⎩
u2 − 1
8
q if u is odd,
u(u − 2)
8
q + u
2
⌊q
2
⌋
if u is even
and P˜q(u) ∈ N0.
(iv) If q is even or f (u)qu − 1 then
Pq(u) = P˜q(u).
(v) If q is odd then
Pq(u)r(u + s)q
2 − 1
8
+ Pq(s).
(vi) If q is odd and s ∈ {0, 2, 4, q − 4, q − 2} then
Pq(u) = Pˆq(u).
(vii) If q ∈ {3, 5, 7} then
Pq(u) = Pˆq(u).
Proof. Part (i) is due to Wyner/Graham [19]. Part (ii) follows by deﬁnition. Part (iii)–(v) have been proved by the
present author [14].
(vi) Since (q2 − 1)/8 ∈ N is valid, part (i) and (v) imply
Pˆq(u) = (r2q + 2rs)q
2 − 1
8
+
⌊
s2(q2 − 1)
8q
⌋
and
Pq(u)(r2q + 2rs)q
2 − 1
8
+ Pq(s).
Because of part (ii), it sufﬁces to show
Pq(s) =
⌊
s2(q2 − 1)
8q
⌋
in all ﬁve cases
Pq(0) = 0 =
⌊
02(q2 − 1)
8q
⌋
,
Pq(2) =
⌊q
2
⌋
= q − 1
2
+
⌊
1
2
(
1 − 1
q
)⌋
=
⌊
22(q2 − 1)
8q
⌋
,
Pq(4) = q + 2
⌊q
2
⌋
= 2q − 1 +
⌊
1 − 2
q
⌋
=
⌊
42(q2 − 1)
8q
⌋
,
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Pq(q − 4) = (q − 4)
2 − 1
8
q
=
⌊
(q − 4)2 − 1
8
q + 1 − 2
q
⌋
=
⌊
(q − 4)2(q2 − 1)
8q
⌋
,
Pq(q − 2) = (q − 2)
2 − 1
8
q
=
⌊
(q − 2)2 − 1
8
q + 1
2
(
1 − 1
q
)⌋
=
⌊
(q − 2)2(q2 − 1)
8q
⌋
.
(vii) In view of part (vi), only two more cases have to be considered:
P7(1) = 0 =
⌊
72 − 1
8 · 7
⌋
,
and
P7(6) = 6 · 48 · 7 +
6
2
· 7 − 1
2
= 30 =
⌊
36 · 48
8 · 7
⌋
. 
An open case is for example the determination of P9(15) since Theorem 4 proves only 249P9(15)250.
The application of Pq(3) = q together with (11) and Theorem 2 implies
ALq (n, d) = 2 ⇔ 3d >nq. (13)
The inequalities (11) and (12) give non-trivial results in a certain range only. Tarnanen [17] proved the following bound
for parameters slightly outside this so-called Plotkin range. Put
D :=
⎧⎨
⎩
q2 − 1
4q
if q is odd,
q
4
if q is even
and
 :=
⎧⎪⎨
⎪⎩
3(q2 − 1)
q2 + 3 if q is odd,
3q2
q2 + 8 if q is even
as well as  := n − d/D. If 0 ≤ <√n/(2) then
ALq (n, d)
⌊

(
2n2 + (n − )2)
n − 22
⌋
. (14)
In case ofq=6, one getsD= 32 and= 2711 , implyingAL6 (7, 10)51.Another application isAL7 (7, 11)89. Furthermore,
Astola [4] proved the bound
AL5 (n,  1.20n −
√
0.56n − 1)1 + 2.88n2 − 1.16n (15)
implying AL5 (6, 6)97 and AL5 (7, 7)134.
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Two new applications of Plotkin’s arguments are now presented:
Theorem 5. Let q be even and d be odd. Then
ALq (n, d) max
{
u ∈ N
∣∣∣ (d + 1) (u2
)
−
⌊u
2
⌋
·
⌈u
2
⌉
nP q(u)
}
.
Proof. (i) Let y, y′, y′′ ∈ Q. If, after a possible permutation, y′ = y + z′ and y′′ = y + z′′ with 0z′z′′q/2 then
s := dL(y, y′) + dL(y, y′′) + dL(y′, y′′) = z′ + z′′ + (z′′ − z′) = 2z′′. Otherwise, y′ = y + z′ and y′′ = y + z′′ with
0z′q/2<z′′ and z′′ − z′q/2, implying s = z′ + (q − z′′) + (z′′ − z′) = q. In both cases, s is even.
(ii) Let m(u) be the minimal number of edges in a graph on u vertices with the property that for any three vertices
at least two are adjacent. Turán’s theorem proves m(u) = (u2 )− u/2 · u/2.(iii) Let C ⊆ Qn with d(C)d . On the one hand, ∑{x,x′}⊆CdL(x, x′)nP q(u). On the other hand, consider a
graph on C with an edge between distinct vertices x ∈ C and x′ ∈ C iff dL(x, x′) is even. Because of part (i), for any
three vertices at least two are adjacent. Hence, part (ii) proves∑
{x,x′}⊆C
dL(x, x
′)d
(u
2
)
+ m(u) = (d + 1)
(u
2
)
−
⌊u
2
⌋
·
⌈u
2
⌉
. 
In case of q = 6, this theorem shows AL6 (4, 7)4, AL6 (5, 9)4, AL6 (7, 11)12.
Lemma 6. Let m ∈ {1, 2, . . . ,  q2 } and y1, y2, . . . , yu ∈ Q with 0y1y2 · · · yum. Then
s :=
∑
{j,k}⊆{1,2,...,u}
dL(yj , yk)m ·
⌊u
2
⌋
·
⌈u
2
⌉
.
Proof. Put j := u2 . If yj > 0 then replace yj by yj − 1. If yj+1 <m then replace yj+1 by yj+1 + 1. In both cases,
s is not decreased. After a ﬁnite number of steps, y1 = y2 = · · · = yj = 0 and yj+1 = yj+2 = · · · = yu = m, implying
s = u2  · u2  · dL(0,m). 
Theorem 7. Let m ∈ {1, 2, . . . ,  q2 }.
(i)
ALq (n, d)
⌊ q
m
max
{
u ∈ N
∣∣∣ d (u2
)
(m − 1) ·
⌊u
2
⌋
·
⌈u
2
⌉
+ (n − 1)Pq(u)
}⌋
.
(ii) If q is even and d is odd then
ALq (n, d) ≤
⌊ q
m
max
{
u ∈ N
∣∣∣ (d + 1) (u2
)
≤ m ·
⌊u
2
⌋
·
⌈u
2
⌉
+ (n − 1)Pq(u)
}⌋
.
Proof. (i) Let C ⊆ Qn with d(C)d . Put Rj := {y ∈ Qn|y1 = j} and uj := ∑m−1k=0 |C ∩Rj+k| for j ∈ Q. Estimating∑
{x,x′}⊆⋃m−1k=0 (C∩Rj+k)
dL(x, x
′)
proves
d
(uj
2
)
(m − 1) ·
⌊uj
2
⌋
·
⌈uj
2
⌉
+ (n − 1)Pq(uj ) (16)
by Lemma 6. Consequently,
uj  max
{
u ∈ N
∣∣∣ d (u2
)
(m − 1) ·
⌊u
2
⌋
·
⌈u
2
⌉
+ (n − 1)Pq(u)
}
,
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compare (11). Hence
ALq (n, d) |C| =
∑
j∈Q
|C ∩ Rj | = 1
m
∑
j∈Q
m−1∑
k=0
|C ∩ Rj+k| = 1
m
∑
j∈Q
uj
 q
m
max
{
u ∈ N
∣∣∣ d (u2
)
(m − 1) ·
⌊u
2
⌋
·
⌈u
2
⌉
+ (n − 1)Pq(u)
}
.
(ii) Using the arguments from the third part of the proof of Theorem 5, inequality (16) can be sharpened to
(d + 1)
(uj
2
)
−
⌊uj
2
⌋
·
⌈uj
2
⌉
(m − 1) ·
⌊uj
2
⌋
·
⌈uj
2
⌉
+ (n − 1)Pq(uj ).
The remaining steps are analogous to part (i). 
Examples of the application of this theorem withm=2 areAL5 (3, 4)7,AL5 (4, 5)12,AL5 (5, 6)20,AL6 (2, 3)6,
AL6 (3, 5)6,AL6 (4, 6)18,AL6 (5, 8)12,AL6 (6, 9)18,AL7 (4, 7)14,AL7 (5, 8)42,AL7 (7, 12)31. Furthermore,
m = 3 proves AL7 (2, 4)4, AL7 (5, 9)16.
Another type of bound uses the notion of a ball
Be(x) := {x′ ∈ Qn|dL(x, x′)e}
of radius e around x ∈ Qn. Since its volume is independent from the center, put Vq(n, e) := |Be(x)| for any x ∈ Qn
and additionally Vq(0, e) := 1. In case of a large alphabet, i.e. q2e + 1, the formula
Vq(n, e) =
min{n,e}∑
k=0
2k
(n
k
) ( e
k
)
with a right-hand side independent of q is due to Golomb/Welch [8], also conferAstola [2]. In case of a small alphabet,
i.e. q2e, Astola [1] mentioned the formula Vq(n, e)=∑ej=02j (nj )∑jk=0(−1)k ( jk ) ( e−krj ) for odd q =2r +1 due
to Metsänkylä.
The sphere packing (or Hamming) bound
ALq (n, d)
⌊
qn
Vq(n, e)
⌋
(17)
is a consequence of the fact that balls of radius e := (d − 1)/2 around words with a distance of at least d are disjoint.
If the balls of radius e around the words of a code with a minimum distance 2e + 1 exhaust Qn, the code is called
perfect. The existence problem of perfect Lee codes is discussed for example in [1–3,8,11].
If d is even, the sphere packing bound (17) is weak and can be improved by considering larger disjoint sets which
might be called generalized balls and were introduced by the present author [13]: Let d = 2e be even and put
Ge(x) := Be−1(x) + {(0, . . . , 0, 0), (0, . . . , 0, 1)}.
Since the volume of such a set is independent from the choice of x ∈ Qn, putWq(n, e) := |Ge(x)|. In case of qd=2e,
the statement
Wq(n, e) = Vq(n, e − 1) + Vq(n − 1, e − 1)
=
min{n,e−1}∑
k=0
2k
(n
k
)(e − 1
k
)(
2 − k
n
)
is valid, otherwise Wq(n, e) is smaller. For example Wq(n, e) = Vq(n, e − 1) + Vq(n − 1, e − 1) − 1 if q = 2e − 1 or
q = 2e − 2.
Theorem 8. If d = 2e then
ALq (n, d) ≤
⌊
qn
Wq(n, e)
⌋
. (18)
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Proof. If dL(x, x′)d then Ge(x) ∩ Ge(x′) = ∅. 
In some cases, bound (18) can be improved once more.
Theorem 9. If qd = 2e then
ALq (n, d)
⌊
2qn−1
Wq(n, e)
⌊q
2
⌋⌋
. (19)
Proof. In case of n = 1 or q even, (19) follows from (18). Let n2 as well as q be odd and let C ⊆ Qn with
d(C)d. Put Rj := {y ∈ Qn|(y1, y2, . . . , yn−1) = j} for j ∈ Qn−1. Put  := dL((x1, x2, . . . , xn−1), j) then
|Ge(x) ∩ Rj | = 2max{e − , 0}. Since |Rj | is odd and |Ge(x) ∩ Rj | is even there is an y(j) ∈ Rj\⋃x∈CGe(x).
Therefore,
⋃
x∈CGe(x) is a disjoint union in Qn\{y(j) ∈ Qn|j ∈ Qn−1} implying
|C|
⌊
qn − qn−1
Wq(n, e)
⌋
. 
Corollary 10. If d is even then
ALq (2, d)
⌊
4q
d2
⌊q
2
⌋⌋
.
Proof. Wq(2, e) = d2/2. 
The case d = 2, implying 2nq/2, is solved by the following theorem.
Theorem 11. If n2 or q4 then
ALq (n, 2) = qn−1
⌊q
2
⌋
.
Proof. Since Wq(n, 1) = 2, bound (19) implies ALq (n, 2)qn−1q/2. Furthermore, the code{(
x1, x2, . . . , xn−1,
n−1∑
i=1
xi + 2k
)
∈ Qn
∣∣∣∣∣ x1, x2, . . . , xn−1 ∈ Q and 0k <
⌊q
2
⌋}
proves equality. 
If q is even, the code used in this proof is a special case of a construction given by Racsmány [15]. The ﬁnal theorem
discusses two special cases only.
Theorem 12. AL5 (3, 3)15 and AL7 (2, 3)8.
Proof. (i) Let C ⊆ Q3 be a 5-ary code with d(C)3. Put Rj := {y ∈ Qn|y1 = j} and Cj := C ∩ Rj . Then (17)
implies |Cj |5. In case of |Cj |= 5, the balls of radius 1 around the codewords of Cj exhaust Rj . Consequently, every
word of Rj−1 ∪ Rj+1 has a distance from Cj of at most 2, implying Cj−1 = Cj+1 = ∅. In case of |Cj | = 4, a simple
observation shows that Cj = {(j, 1, 2), (j, 2, 4), (j, 3, 1), (j, 4, 3)} is unique up to isomorphy. Thus
Cj+1 ⊆ {(j + 1, 0, 0), (j + 1, 0, 1), (j + 1, 0, 4), (j + 1, 1, 0), (j + 1, 4, 0)},
proving |Cj+1|1. The same holds for Cj−1. Hence,
|C| ≤ 1
2
∑
j∈Q
|Cj | + |Cj+1| 12 · 5 · 6 = 15
follows.
J. Quistorff /Discrete Applied Mathematics 154 (2006) 1510–1521 1519
(ii) Let C ⊆ Q2 be a 7-ary code with d(C)3. Put again Rj := {y ∈ Qn|y1 = j} and Cj := C ∩ Rj . Clearly,
|Cj |2. In case of |Cj | = 2, it turns out that Cj ={(j, 0), (j, 3)} is unique up to isomorphy. Thus Cj−1 ⊆ {(j − 1, 5)}
and Cj+1 ⊆ {(j + 1, 5)} as well as Cj+2 ⊆ {(j + 2, 1), (j + 2, 2), (j + 2, 4), (j + 2, 5), (j + 2, 6)}. Consequently,
|Cj | + |Cj+1| + |Cj+2|4 (20)
and
|Cj−1| + |Cj | + |Cj+1|3. (21)
Put h := |{j ∈ Q|2 = |Cj |}|. Then (21) implies h3. If h = 3 then (21) shows w.l.o.g. |C0| = |C2| = |C4| = 2 and
(20) proves C1 =C3 =∅. Hence, |C|3 · 2+ 2 · 0 + 2 · 1= 8. If h= 2 then (21) shows w.l.o.g. either |C0| = |C2| = 2,
implying C1 = ∅ and therefore |C|2 · 2 + 1 · 0 + 4 · 1 = 8, or |C0| = |C3| = 2 and (21) proves |C|3 + 3 + 1 = 7. If
h1 then |C|8 is trivial. 
The Elias bound in Lee spaces is discussed and modiﬁed by Berlekamp [5], Astola [3] and Lepistö [11]. For small
parameters like in the tables of the succeeding section, it seems to be weak.
3. Tables
Tables 1–8 with the presently known best upper bounds are given in case of q ∈ {5, 6, 7} and n7. Unmarked
bounds are trivial cases or solved by (13) or Theorem 11, a refers to (3), b refers to (5), c to (10) in connection with (11)
Table 1
Upper bounds on AL5 (n, d), ﬁrst part
q = 5 d = 1 d = 2 d = 3 d = 4 d = 5
n = 1 ∗5 ∗2
n = 2 ∗25 ∗10 ∗5go ∗2
n = 3 ∗125 ∗50 ∗15i
j
∗7f
j
∗3cm
n = 4 ∗625 ∗250 69g 31h 12f
n = 5 ∗3, 125 ∗1, 250 284g 125h 51g
n = 6 ∗15, 625 ∗6, 250 1, 201g 520h 183g
n = 7 ∗78, 125 ∗31, 250 5, 208g 2, 232h 691g
Table 2
Upper bounds on AL5 (n, d), second part
q = 5 d = 6 d = 7 d = 8 d = 9 d = 10 d = 11 d = 12 d = 13 d = 14
n = 3 ∗2
n = 4 ∗5cp ∗2 ∗2
n = 5 20f 6c ∗3cm ∗2 ∗2
n = 6 97d 30b 10c ∗5c
l
∗3cm ∗2 ∗2
n = 7 396h 134d 50b 15c ∗5c
l
∗3cm ∗2 ∗2 ∗2
Table 3
Upper bounds on AL6 (n, d), ﬁrst part
q = 6 d = 1 d = 2 d = 3 d = 4 d = 5 d = 6
n = 1 ∗6 ∗3 ∗2
n = 2 ∗36 ∗18 ∗6f
j
∗4c
j
∗2 ∗2
n = 3 ∗216 ∗108 30g 18h ∗6f
j
∗4cn
n = 4 ∗1, 296 ∗648 ∗144gq 81h 31g 18f
n = 5 ∗7, 776 ∗3, 888 706g 388h 127g 76h
n = 6 ∗46, 656 ∗23, 328 3, 588g 1, 944h 548g 319h
n = 7 ∗279, 936 ∗139, 968 18, 662g 9, 997h 2, 477g 1, 413h
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Table 4
Upper bounds on AL6 (n, d), second part
q = 6 d = 7 d = 8 d = 9 d = 10 d = 11 d = 12 d = 13 d = 14 d = 15
n = 3 ∗2 ∗2 ∗2
n = 4 ∗4e
k
∗4c
l
∗2 ∗2 ∗2 ∗2
n = 5 24b 12f ∗4e
k
∗4c
l
∗2 ∗2 ∗2 ∗2 ∗2
n = 6 125g 72b 18f 10c ∗4c
k
∗4c
l
∗2 ∗2 ∗2
n = 7 492g 298h 108b 51d 12e 8c ∗4c
k
∗4c
l
∗2
Table 5
Upper bounds on AL6 (n, d), third part
q = 6 d = 16 d = 17 d = 18 d = 19 d = 20 d = 21
n = 6 ∗2 ∗2 ∗2
n = 7 ∗2 ∗2 ∗2 ∗2 ∗2 ∗2
Table 6
Upper bounds on AL7 (n, d), ﬁrst part
q = 7 d = 1 d = 2 d = 3 d = 4 d = 5 d = 6
n = 1 ∗7 ∗3 ∗2
n = 2 ∗49 ∗21 ∗8i
j
∗4fa ∗2 ∗2
n = 3 ∗343 ∗147 ∗49go 24h 13g ∗7cr
n = 4 ∗2, 401 ∗1, 029 266g 128h 58g 31h
n = 5 ∗16, 807 ∗7, 203 1527g 720h 275g 175h
n = 6 ∗117, 649 ∗50, 421 9, 049g 4, 201h 1, 384g 1, 029h
n = 7 ∗823, 543 ∗352, 947 54, 902g 25, 210h 7, 287g 6, 192h
Table 7
Upper bounds on AL7 (n, d), second part
q = 7 d = 7 d = 8 d = 9 d = 10 d = 11 d = 12 d = 13 d = 14 d = 15
n = 3 ∗3cm ∗2 ∗2
n = 4 14f 7c ∗3cm ∗2 ∗2 ∗2
n = 5 72g 42f 16f 7c ∗3cm ∗2 ∗2 ∗2 ∗2
n = 6 312g 193h 92g 35c 14c ∗7cp ∗4cj ∗3cm ∗2
n = 7 1, 432g 865h 369g 235h 89d 31f 12c 7c ∗4c
j
Table 8
Upper bounds on AL7 (n, d), third part
q = 7 d = 16 d = 17 d = 18 d = 19 d = 20 d = 21
n = 6 ∗2 ∗2 ∗2
n = 7 ∗2 ∗2 ∗2 ∗2 ∗2 ∗2
and (12), d to (14) and (15), e to Theorem 5, f to Theorem 7, g to (17), h to Theorems 8 and 9, i to Theorem 12.A sharp
bound is indicated by an asterisk (∗). Here, j refers to Theorem 1, k to (4), l to (6), m to Theorem 2, n to Theorem 3, o
to Golomb/Welch [8], p to Mazur [12], q to Astola [2], r to Satyanarayana [16].
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