Necessary conditions are proved for certain problems of optimal control of diffusions where hard end constraints occur. The main results apply to several dimensional problems, where some of the state equations involve Brownian motions, but not the equations corresponding to states being hard restricted at the terminal time. The necessary conditions are stated in terms of weak variations. Two versions of necessary conditions are given, one version involving solutions of variational equations, the other one involving first order adjoint equations.
Introduction
The purpose of the present paper is to prove necessary conditions for the optimal control of certain types of control problems involving diffusions where hard end constraints on solutions occur. The books [1] and [2] contain introductions to the topic of optimal control of diffusions. Various types of maximum principles have been proved for problems of control of diffusions in case of no or soft terminal state restrictions, see e.g. [3] [4] [5] and [6] . Maximum principles for problem with hard terminal restrictions are proved for certain types of continuous time controlled diffusion problems in [7] . In that paper only the drift term contained controls. In this paper controls are allowed to enter also the diffusion term. Singular controls are not discussed, below we merely consider problems where the controls appearing may be said to be absolutely continuous with respect to Lebesgue measure. The restriction to such
The Control Problem and the Statement of the Necessary Condition
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Proof of Theorem 1
The proof consists of three lemmas and six proof steps A.-F., and relies on an "abstract" maximum principle, Corollary I in Appendix. Without loss of generality, from now on let 0 0,
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B) Local controllability of the linear perturbations.
Note that, by (2) , in a shorthand notation,
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where "co" can be omitted due to the concavity of U. To see this, apply Remark W in Appendix.
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by Lemmas B and C in Appendix.
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To see this, in Lemma A let
To obtain (34), put
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Using the notation in Lemma A in Appendix, we write 
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To obtain the conclusion in Theorem 1, we will now apply Corollary I in Appendix, and for this end, we make the following identifications:
By (34) and (51) it follows that the property (61) is satisfied for (40)), and (62) is trivially satisfied by concavity of U, both (61) and (62) in the manner required in Corollary I. By (50), for From (16), in a shorthand notation, we get, for w U * ∈ , and even for . In fact, we have
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continuous. Hence, by Hahn-Banach's theorem (see [8] ) and a representation theorem, for some ( )
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Conclusion
In this paper, necessary conditions for optimal control of diffusions with hard 
The Burkholder-Davis-Gundy inequality yields, for a "universal" constant
Similar inequalities hold for the other terms involving j B . Hence (using also Jensen's inequality) we get ( ) 
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