Parkinson's disease (PD) is one of the serious diseases in the neurodegenerative disease group, whose early stage pre-diagnosis is still very tedious. Radiologists and medical practitioners mostly depended on the analysis of PD patients' magnetic resonance images (MRIs) to identify this disease. Due to presence of grayscale features and uncertain inherited information in MRIs, their pattern recognition and visualization were very complex. With this motivation, a new method for analyzing and visualizing patterns in MRI images was presented in this study. For this purpose, this study adopted fuzzy information gain (FIG) function and Kmeans clustering algorithm. The FIG function was used to quantify the fuzzified pixels information, whereas K-means clustering algorithm was employed to cluster those fuzzified pixels information. Finally, changes in MRIs were recognized and classified into three distinct regions, viz., the minimum changed region (MINCR), the maximum changed region (MAXCR) and the average changed region (AVGCR). Experimental results were provided by comparing PD patients' segmented MRIs with seven well-known image segmentation methods, including adaptive threshold method, watershed method, gray threshold method, fuzzy based method, K-means clustering algorithm, adaptive K-means clustering algorithm and fuzzy c-means (FCM) algorithm. The proposed method achieved an average mean squared error of 63.49, peak signal-to-noise ratio of 30.14 and Jaccard similarity coefficient of 0.92 among nine MRIs of PD. The performance showed an improvement of 20.73%-32.94%, 3.54%-6.20% and 6.98%-64.29% over the average mean squared error, peak signal-to-noise ratio and Jaccard similarity coefficient, respectively compared to other image segmentation methods.
I. INTRODUCTION
To develop pattern recognition and vision method for medical images has become one of the most challenging tasks in view of practical as well as industrial interest [1] - [3] . The medical image segmentation method helps to discover uniform objects alongside their edges and textures [4] . However, MRI segmentation is a very tedious task due to their inherited uncertain structures and inhomogeneities in grayscale inten-The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Imran Tariq . sities [5] . For efficient and faster decision-making, radiologists and medical practitioners highly depended on MRIs [6] . For this reason, image analysts or computer vision experts engaged in developing many algorithms for MRIs segmentation, which differed from objective to objective [7] . By this motivation, an effort is made in this paper to develop segmentation method for the MRIs.
PD is one of the severe neurodegenerative diseases, the prediagnosis of which remains very cumbersome at an early stage, as it depends primarily on clinical or medical evidence. This disease involves motor symptom dysfunction such as VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ tremor, trembling, slow motion (bradykinesia) and altered gait [8] . Despite serious attention given for developing standard tests or methods based on a blood sample or image analysis by the scientific community, there is still no efficient solution for early detection of PD. The experts use positron emission tomography (PET) or single-photon emission computerized tomography (SPECT) scans to evaluate the level of PD [9] . Those two scanning techniques are, however, too costly and are only used in specialized laboratories. Physicians diagnose this disease very lately in most cases, and make delayed decisions for the treatment of this disease when the neuron system of the patients nearly destroyed. In medical terms, the critical stage of this disease is known as Braak Stage III-IV [10] . For the pre-diagnosis of PD, use of CT (computed tomography) or MRI scan has been increased recently. However, diagnosis of PD using MRI suffers from the following issues such as: 1) In most of the cases, MRI of PD patients seem to be normal or no significant changes [11] . Hence, MRI scanning is useful only for recognizing secondary diseases caused by the PD. 2) Tredici et al. [12] addressed that first structural damages due to PD came into notice after 10 years. MRI scanning is not clearly able to differentiate PD patients and non-PD patients [13] . 3) Imaging techniques can only be able to identify the structural changes in brainstem for PD [14] . They are only helpful to diagnose the premotor disease and its progression. 4) Notwithstanding development in digital imaging, experts still rely on the grayscale MRIs for preparing reports [15] . Due to this reason, it is quite likely that severely affected regions have not been recognized in the human's brain.
This study introduces a new segmentation method using the proposed FIG and K-means clustering algorithm. Main objectives are to resolve the problems associated with analyzing the MRIs. The research objectives and contributions of the study are discussed next.
1) To identify a method for uncertainty representation in
MRIs: For this problem, this study found it suitable to use fuzzy set theory [16] . Based on this theory, this study used the concept of fuzzy information (FI) [17] . This FI provides a unique facility by combining uncertain information along with its degree of membership together. PD MRIs were employed for the experimental purpose [19] , whose descriptions are provided in the subsequent section. Empirical analysis revealed the effectiveness of the proposed method over the existing well-known image segmentation methods. List of terms, abbreviations and notations used throughout the article are presented in Table 1 .
The rest of this article is arranged as follows. Section II presents related works in image segmentation. Section III introduces mathematical formulation for uncertainty representation in image. The proposed method for segmentation of MRIs is discussed in Section IV. The findings of experiments are illustrated in Section V. Finally, Section VI deals with the conclusion and future directions.
II. RELATED WORKS IN IMAGE SEGMENTATION
In image processing and pattern recognition, image segmentation is one of the tedious tasks, which have many applications in the domain of computer vision, robotics, object detection, features extraction, and so forth [20] . However, image segmentation is a troublesome mechanism due to involvement of complexities in terms of contrast, brightness, noise, etc [21] . The main purpose of image segmentation is to separate each important object from the rest of the objects [22] . Hence, it is a mechanism of partitioning an image into various parts in such a way that each part has its own area. According to Cheng et al. [23] , it is a method of partitioning an image I into non-overlapping areas A I :
Grayscale image segmentation methods are basically based on partitioning an image by detecting discontinuous gray level values in a particular region [24] . If there is a homogeneity in gray level values of a particular region, then such a partition is done using clustering, thresholding, edge detection, etc [23] . In image processing and pattern recognition, there are numerous benchmark methods available, which include global thresholding method [25] , gray threshold method [25] , adaptive threshold method [26] and watershed method [27] .
In image processing and pattern recognition, fuzzy set theory is broadly used due to its capability to deal with uncertainty very precisely. Tobias and Seara [22] proposed an image segmentation approach by providing threshold to histogram based on the similarity between gray levels, which is assessed through fuzzy measure. Chaira and Ray [28] used four types of fuzzy thresholding approaches, where membership value of each pixel is defined using Gamma membership function. Various applications of fuzzy set theory in image segmentation can be found in these articles [28] - [31] .
Atanassov [32] proposed an intuitionistic fuzzy set (IFS) theory, which is recently used in image processing. Rather than assigning only one degree of membership to a pixel as in the case of fuzzy set theory based approaches, IFS can assign the degrees of memberships based on hesitant information [33] . In IFS, degree of membership of hesitant information is determined using two functions, viz., degree of membership and degree of non-membership. Melo-Pinto et al. [34] presented a method based on IFS for determining whether the pixel belongs to the background or the object. Then, by using a multilevel threshold method, their proposed method performed the image segmentation. Ananthi et al. [35] introduced a new image segmentation method on the basis of constructing IFS from multiple fuzzy sets. Verma et al. [36] used intuitionistic fuzzy c-means (IFCM) algorithm, which is a modified version of FCM, in brain image segmentation. Ananthi et al. [37] presented a new IFS based clustering algorithm to analyze brain tumor using MRIs.
In image segmentation, clustering algorithms were widely used. Based on their applications, they can be categorized into hard clustering and soft clustering algorithms. Hard clustering algorithm helps in finding natural boundaries for the objects, whereas soft clustering algorithm performs the same operation by identifying the fuzzy boundaries for the objects [38] . One of the most common algorithms in the hard clustering group is the K-means clustering algorithm [18] , which assigns each color pixel to the particular cluster based on some distance criteria [39] , [40] . The soft clustering algorithm such as Fuzzy c-means (FCM) [41] is commonly used for representing the objects in non-overlapping manner. FCM carries out segmentation based on fuzzy classification, where each pixel may have different membership degrees in different classes [42] , [43] . In pattern recognition domain, numerous applications of the FCM algorithm have been reported in the literature [44] - [47] . Cinque et al. [48] introduced a modified fuzzy approach for image segmentation by defining a simple model, which is able to instance a prototype for each cluster. Zhao et al. [49] proposed a new a multiobjective spatial fuzzy clustering algorithm for segmenting noisy images.
III. MATHEMATICAL FORMULATION FOR UNCERTAINTY REPRESENTATION
For a problem space, if every event is considered as an individual uncertain information, then it can be represented by its corresponding degree of membership using the fuzzy set. Assuming U = {e 1 , e 2 , . . . , e n } represents a universe of discourse for n number of events, where i = 1, 2, . . . , n.
Various changes in these events can be characterized by categorizing them as low change, moderate change, high change, and so on. For the representation of such changes, we can use the fuzzy set theory. For the universe of discourse U , we can define the fuzzy setX based on the events bỹ
Here, µ represents the degree of membership function used in the fuzzy set theory. Hence, µ(e i ) gives the degree of membership value between range [0, 1] for the event e i that associated with the fuzzy setX . Here, the symbol ''+'' denotes the fuzzy union operation and the symbol ''/'' denotes the separator rather than the commonly used summation and division in algebra, respectively.
Singh and Dhiman [17] introduced the concept of FI on the basis of the above Fuzzy set formulation. Here, we will correlate this concept for the better analysis of MRIs. A FI contains an uncertain set of events and their related fuzzified information. It can be defined for the universe of discourse U as follows.
Definition 1: (FI). A FI for the event e i is a paired set of elements {e i , µ(e i )}, i = 1, 2, . . . , n, which can be denoted bỹ F. Mathematically, it can be expressed as:
The FI does not often give full descriptions of the uncertainty for a given event. In problem space, complete information about the inherent uncertainty can be given by integrating these FI associated with the events. Such a collection of FI, therefore, constitutes a system called FIS. Mathematically, it can be expressed as follows.
Definition 2: (FIS). The FIS is a set of FI defined on the U . It is denoted byK . It can be expressed, mathematically, as: Definition 3: (FIG) . It is a function to quantify uncertainty represented in terms of FI for the set of uncertain events defined in the universe of discourse U . Mathematically, it can be expressed as:
Here, e i ∈ U , and µ(e i ) ∈ [0, 1]. In Eq. (5) , the E(F) is called the FIG function.
IV. THE PROPOSED METHOD
This section introduces the proposed method for the segmentation of MRIs based on FIG and K-means clustering algorithm. Each step of the proposed method is explained in the subsequent subsection.
A. REPRESENTATION OF PIXELS
For an image I input , various changes can be distinguished in terms of color intensities that are associated with those pixels. By combining those pixels, a space can be defined for the I input , which can be termed as a gray pixel space (GPS).
In the following, we will introduce a definition for the GPS in context of I input . Definition 4: (GPS). For an input image I input , it has L levels with X i,j gray level at (i, j) pixel location. A GPS is a collection of X i,j gray pixels that form a space in the image. The GPS for the image I input can be represented as G s . Mathematically, it can be expressed in the following matrix form.
where, the maximum number of rows and columns for the I input are denoted by the m and n, respectively. Here, i = 1, 2, . . . , m and j = 1, 2, . . . , n.
B. FORMATION OF FIS
In the representation of the GPS, there is an absence of clear boundary of each special object, which is hard to be classified as a changed or unchanged pixel. The representation of such pixels that belong to the GPS is an uncertain concept. This inherent uncertainty of nature leads us towards the representation of pixels in terms of FIS. In the following, we formulate the FIS for each pixel that belongs to the GPS. Definition 5: (FIS for the GPS). It is a collection of FI for each pixel that belongs to the GPS. Mathematically, it can be represented as: In Eq. (7) , as shown as bottom of the next page, each 
Here, E(µ(X i,j )) satisfies Eq. (3) and µ(X i,j ) ∈K .
D. CLUSTERING OF FEM
In this study, a set of pixels is assumed as a system, which is called the GPS. Now, it is obvious that if entropy of a particular pixel is changed in the GPS, then its corresponding gray level values will surely be changed. These changes can be studied using similarity and dissimilarity analysis of FIG values associated with the FEM. One of such techniques suitable for this kind of analysis is to employ clustering algorithms.
In the context of clustering FIG values available in the FEM, this study uses the K-means clustering algorithm. For each E(µ(X i,j )) ∈F EM , the K-means clustering algorithm is able to generate k-number of clusters. Steps involved in this algorithm are explained next.
Step 1. Input: F EM : a FEM containing n number of FIG values in the form E(µ(X i,j )), where i = 1, 2, . . . , m and j = 1, 2, . . . , n. k: select the number of clusters.
Step 2. Select K initial clusters in space as:
Here, 1 indicates the first iteration of the algorithm.
Step 3. repeat
Step 4. For the k th iterative step, each E(µ(X i,j )) ∈ S j (k) if the following relation is satisfied:
For i = 1, 2, . . . , K , i = j, where S j (k) denotes the set of FIG values whose cluster centre is Z j (k).
Step 5. Compute the new cluster centres Z j (k + 1) using the following equation as:
where N j is the number of FIG values in the S j (k) and j = 1, 2, . . . , K .
Step 6. Goto Step 3 until cluster centers do not modify any more.
Output: A set consists of K number of clustered FIG values.
E. PATTERN VISUALIZATION
In this study, the segmented MRIs are classified into three different regions, viz., MINCR, MAXCR and AVGCR. They can be defined as follows.
Definition 7: (MINCR, MAXCR and AVGCR). The MINCR, MAXCR and AVGCR can be defined based on thẽ F EM as:
Here, the symbols and represent the fuzzy intersection and union operations among the information associated with two regions.
In this study, more visualization impact will be given by considering the information available in the MINCR, MAXCR and AVGCR. For this purpose, information associated with any set of distinct regions R = {MINCR, MAXCR, AVGCR} can be jointed together. This joint operation is performed by using the proposed function called as a joint region information function (JRIF). In the following, this JRIF can be defined for the set of regions R as follows. [26] , (e) watershed method [50] , (f) gray threshold method [25] , (g) fuzzy based method [29] , (h) K-means clustering algorithm [40] , (i) adaptive K-means clustering algorithm [51] , and (j) FCM algorithm [47] .
Here, the symbol represents the fuzzy union operation among the information associated with two different regions.
The pseudo codes of the proposed method are presented in Fig. 1 , which include two different procedures as PERFORM_CLUSTERING() and PERFORM_ VISUALIZATION().
The procedure PERFORM_ CLUSTERING() is used for segmenting the MRIs, while the procedure PERFORM_VISUALIZATION() is used for the pattern classification and visualization from the segmented MRIs. Fig. 2 shows a flowchart of the proposed method, which clearly describes its working process.
V. EXPERIMENTAL RESULTS
In this section, experimental results related to segmentation of MRIs of PD are discussed. To evaluate the performance of the proposed method, this study carried out experiments [26] , (e) watershed method [50] , (f) gray threshold method [25] , (g) fuzzy based method [29] , (h) K-means clustering algorithm [40] , (i) adaptive K-means clustering algorithm [51] , and (j) FCM algorithm [47] .
on MRIs images of PD. This dataset was acquired from the Image and Data Archive (IDA) [19] . Selected MRIs are shown in Fig. 3 (a)-(i) along with their respective ground truth (GT) images.
A. EXPERIMENTAL SET-UP
The proposed method was developed based on Matlab version R2019a, which was running on a system with Microsoft Windows 10 Home, 64 bits operating system, Core i7-9700F processor, 16 GB main memory and 3.00 GHz CPU. In the course of the experiment, the universe of discourse for the I input was assumed as U = [min(I input ), max(I input )], where min and max give the minimum and maximum grayscale values from the I input , respectively. Then, the FEM (Eq. 8) was defined to start the segmentation process on the basis of K-means clustering algorithm.
B. PERFORMANCE EVALUATION METRICS
The performance of the proposed method was evaluated using the well-known parameters used in image segmentation analysis. These selected metrics include mean squared error (MSE), peak signal-to-noise ratio (PSNR), Jaccard similarity coefficient (JSC) and correlation coefficient (CC). These metrics are described on the basis of original image (I input ), segmented image (I output ) and GT image (I ground ) as follows.
• MSE [52] : The MSE is utilized to calculate an average gray level intensity value lost during the segmentation of the original image Ip. The lower MSE value indicates minimal intensity loss and generates a better segmented image I output . Mathematically, it can be represented as: (17) Here, M ×N denotes the size of image in terms of pixels.
• PSNR [52] : The PSNR has a negative correlation with the MSE, so its higher value shows less distortion and generates a better segmented image I output . Mathematically, it can be represented as:
• JSC [53] : The JSC measures the resemblance between two images. It can be described as the intersection of the pixel sets, divided by the size of the union of the pixel sets. The JSC value lies between the range [0, 1]. A similarity value close to 1 indicates that the segmented regions have a perfect similarity with GT image. It can be defined as:
In Eq. 19, X I output ∩I ground (c) and X I output ∪I ground (c) represent the intersection and union of pixels that belong to the class c in case of both the segmented image and GT image, respectively.
• CC [54] : The CC measure is used to identify the match between the original image and the segmented image.
The CC values lies between the range [−1, 1]. A CC value close to 1 indicates that the segmented regions have a perfect match with original image. It can be defined as:
where r denotes the CC value. In Eq. 20,Ī input andĪ output represent the means of original image and the segmented image, respectively. 
C. DISCUSSION ON SEGMENTATION OF MRI
Original MRIs and their corresponding segmented images are shown in Figs. 4-5 that are obtained from the proposed and existing methods, which include adaptive threshold method [26] , watershed method [50] , gray threshold method [25] , fuzzy based method [29] , K-means clustering algorithm [40] , adaptive K-means clustering algorithm [51] and FCM algorithm [47] . Based on these segmented images, it can be easily observed that the different regions of the human brain were not uniformly segmented using the existing methods. Comparing segmented images with segmented images obtained from the proposed method, it is clear that the regions of the brain are adequately segmented. Segmented images based on the existing methods shown in Figs 4-5 revealed that previous methods can not manage such images because of inconsistent and ambiguous boundaries. On the other hand, the results obtained using the proposed method clearly segmented such images, where boundaries and objects can be easily separated (in Figs. 4-5(b) ). For the better visualization of segmented information, each segmented image was presented through the RGB effect. For images #1-#2, their corresponding RGB effect images were shown in Fig. 4(c) and Fig. 5(c) , respectively.
Finally, statistical analyzes of the proposed method and existing methods were conducted using the MSE, PSNR and JSC metrics. The efficiency of the proposed method was evaluated based on well-known methods that included adaptive threshold method [26] , the watershed method [50] , the gray threshold method [25] , the fuzzy method [29] , the K-means clustering algorithm [40] , the adaptive K-means clustering algorithm [51] , and the FCM algorithm [47] . Table 2 presents the comparisons of the proposed method with other methods in terms of the average MSE values. For images #1-#9, adaptive threshold method [26] , watershed method [50] , gray threshold method [25] , fuzzy based method [29] , K-means clustering algorithm [40] , adaptive K-means clustering algorithm [51] and FCM algorithm [47] had average MSE values of 94.67, 94.43, 93.11, 85.79, 83.16, 81.83 and 80.09, respectively. By contrast, the proposed method achieved an average MSE value of 63.49, which showed significant improvement ranging 20.73%-32.94% over other methods. For the comparisons of average PSNR they were shown in 3. The average PSNR values from the adaptive threshold method [26] , watershed method [50] , gray threshold method [25] , fuzzy based method [29] , K-means clustering algorithm [40] , adaptive K-means clustering algorithm [51] and FCM algorithm [47] were 28.38, 28.40, 28.46, 28.81, 28.95, 29 .04 and 29.11, respectively. By contrast, the proposed method exhibited average PSNR value of 30.14, which showed improvement in average PSNR values over other methods by 3.54%-6.20%. Table 4 shows comparisons of the average JSC for the proposed method with other methods. The average JSC values obtained from other seven methods were 0.56, 0.65, 0.68, 0.76, 0.78, 0.81 and 0.86, respectively. The proposed method achieved an average JSC value of 0.92, which again showed significant improvement of 6.98%-64.29% compared to other methods. These statistical analyses revealed that the proposed method outperformed existing methods for MRIs segmentation of PD.
D. DISCUSSION ON PATTERN CLASSIFICATION AND VISUALIZATION
We have performed the CC analysis among the original MRIs and the three different regions categorized as the MINCR, MAXCR and AVGCR. These three different classified regions for the original images #1-#4 are shown in Fig. 6(b)-(d) , respectively. The CC exhibited by the original MRIs and three different regions are presented in Table 5 . The CC values indicated matching of regions among the original MRIs and three different regions. In Table 5 , the CC values corresponding to the MINCR indicated minimum matching ( Fig. 6(b) ) quantified through the MRIs (Fig. 6(b) ). The radiologists and medical practitioners can use the images related to the MINCR for identifying and locating minor changes in human brain during PD. Similarly, the CC values corresponding to the MAXCR indicated maximum matching as depicted in Table 5 . The MAXCR related images ( Fig. 6(c) ) can be used for identifying and locating maximum changes in human brain during PD. The CC values corresponding to the AVGCR indicated average matching as depicted in Table 5 . These images ( Fig. 6(d) ) can be used for identifying and locating moderate changes in human brain during PD.
For generating more significant patterns through the segmentation, further experiment was carried out to visualize them by combining the FIG values associated with the MINCR and MAXCR. For this purpose, J(MINCR, MAXCR) function was utilized. These results are shown in Fig. 7(b) for the images #1-#9, where patterns of human brain during PD were clearly visualized. The RGB effect was also provided to create more visual impact for the patterns as shown in Fig. 7(c) . Based on the results, it was obvious that the J(MINCR, MAXCR) function highlighted the inherited information from the MINCR and MAXCR together. The proposed method was also able to recognize the patterns as well as able to provide good visual information.
MRI classification with three different regions, i.e. MINCR, MAXCR and AVGCR, were shown in Fig. 6 . MRI classification regions defined by the J(MINCR, MAXCR) function were shown in Fig. 7 . These classification regions were obtained through the segmented MRIs. In these figures, RGB effect was provided to the MRIs classification regions to represent different inherent patterns. The RGB effect is device-dependent in nature [54] , [55] , so the different color combinations were observed in the MRI classification regions described by the MINCR, MAXCR, AVGCR and J(MINCR, MAXCR).
VI. CONCLUSION AND FUTURE DIRECTIONS
For computer-vision researchers, successful segmentation of the MRI remains an issue. This study was conducted to investigate MRIs of PD patients using the proposed segmentation approach based on hybridization of FIS, FIG and K-means clustering algorithm. FIS was used to prepare a fuzzified information system for the grayscale pixels and helped to represent them in terms of degrees of memberships. Then, inherited uncertainty associated with each pixel was obtained In this study, region available in MRIs was classified into three different categories as the MINCR, MAXCR and AVGCR. Results showed that each distinct category of region carried different information, which can help radiologists and medical practitioners for the pre-diagnosis of PD in early stage. For analyzing and visualizing the patterns more effectively, the JRIF function was utilized. This function was able to reflect significant patterns in the segmented MRIs by considering information of the MINCR and MAXCR. The segmented MRIs based on the JRIF can help the medical experts to analyze the changes in MRIs very precisely. The proposed approach was evaluated with the MSE, PSNR, JSC and CC metrics. Empirical analysis demonstrated the effectiveness of the proposed method over the well-known image segmentation methods.
The study's limitation was that the suggested approach was only validated with MRIs of PD patients. The proposed approach may be improved in the future in such a way that it can be applied to other types of MRIs. HUNG-CHOU KUO graduated from National Taiwan University, Taipei, and Kaohsiung Medical University, Kaohsiung, Taiwan.
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