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1. INTRODUCTION 
Weighted row and column sums of an n x n complex matrix have 
always played a central role in the Gerschgorin circle of ideas for obtaining 
regions of eigenvalue inclusion for matrices. The object of this paper is 
to generalize previous results [4], dealing with the sharpness of the boundary 
of an eigenvalue inclusion region for a collection of weighted row sums, to 
general collections of the more recently introduced G-functions (see [3]). 
2. NOTATION 
Following Hoffman [3] and Carlson and Varga [l], let 8,, n 3 2, be 
the collection of all functions f = (fI, . . . , ‘f,J for which f: Dn + R+n, that 
is, + co > fi(A) > 0 for all i = 1, 2,. . . , n, and all A E d=“*n, and for 
which f depends only on the moduli of the off-diagonal entries of any 
A = (a,,J E @n*,, that is, if B = (bi,j) and A = (Q) are in Pen with 
lb,,$l = \LZ~,~I for all i # i, i, j = 1, 2,. . ., n, then fi(B) = fi(A) for i = 
1, 2,. . . , n. An f E 8, is said to be a G-function if, for every A = (a,,j) E 
Cnvn with 
lai,i\ > fi(A), i = 1, 2,. . ., n, (2.1) 
then A is nonsingular. Equivalently, if I is any eigenvalue of A, then 1 
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is contained in at least one of the n disks G/(A) in the complex plane, where 
G,f(A) E {z E @: Iu,,~ - zl < fi(A)}. (2.2) 
Thus, if S(A) denotes the collection of all eigenvalues of A, then for any 
A E 6Fn, 
S(A) c ; G,f(A) zi Gf(A). (2.3) 
i=l 
Next, for any A = (qj) E Pan, let 
Q, 3 (B = (bi,J E Wn: bi,i = ai,i, jbi,jj = l~,,~j,i, j = 1, 2,. . ., TZ}. 
Because any G-function depends only on the moduli of the off-diagonal 
entries of a matrix, the inclusion of (2.3) can be strengthened to S(B) C 
Gf(A) for any B E 9,. Thus, if 
.S(Qn,) E {I E @: det(il1 - B) = 0 for some B EQ~}, 
then for any A E Cnsn and any G-function f in 8,, 
.S(L’,) c Gf(A). 
(2.5) 
(2.6) 
Consider now any non-empty collection 5 of G-functions in 9’)n. As 
(2.6) is then valid for each f E 5, it necessarily follows for any A E Cnzn that 
S&Q,) c n Gf(A) ZF G5(A). (2.7) 
fG , 
As in [4], we are interested in whether the inclusion of (2.7) is sharp for all 
A E Cndn, that is, if each boundary point of the set G5(A) in the complex 
plane is an eigenvalue of some B E QA for every A E Cn-n, which we would 
write as 
aGs(A) c S(Gn,) for any A E Wn. (2.8) 
Next, for any A E Fan, we define 
ti, z {B = (bi,J E Cnsn: b,,i = di,i, jbi,jl < fU,,jls i, i = 1, 2,. 4 ’ > fi>> 
(2.9) 
and analogously set 
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.S(G_J - (1 E @: det(l1 - B) = 0 for some B phi}. (2.10) 
It is clear that 
S(Q,) c S&‘,) c U @(B)> (2.11) 
B&A 
the second inclusion following from (2.7). However, we are interested in 
when the more precise formula 
S(b,) = G5(A) (2.12) 
is valid. We shall consider the questions of (2.8) and (2.12) for general 
collections of G-functions in 8,. 
For f, g E B,, we say that f 2 g if 
fi(A) > g,(A) for all i = 1, 2,. . . , n, and all A E Psn. (2.13) 
A G-function f is minimal (see [l]) if it is minimal with respect to the 
partial order determined by (2.13), that is, if g E Pin is a G-function with 
g < f, then g = f. 
3. SOME LEMMAS 
We begin with 
LEMMAS. For 5 any collection of functions in 8, and for any A E Cnsn, 
define, for any .z E @, 
Y(Z) = I&; A) E inf{max(fi(A) - \u~,~ - zl)}. (3.1) 
j+ l<i<n 
Then, z E G%(A) if and only if Y(Z) 3 0. 
Proof. If ZE G5(A), then it follows from (2.7) that for each f E 5, 
there is an integer i, 1 < i < n, such that Iu,,~ - .zj < fi(A), that is, 
maxlGi+(fi(A) - Iu,,~ - zl) 2 0. As this is true for all f E 5, then 
Y(Z) > 0. Conversely, if V(Z) 2 0, then maxiGiG,(fi(A) - Iu,,~ - zl) 3 0 
for any f E 5. Thus, for each f E 3, there is an i, 1 < i < n, for which 
1ai.a - 21 < fi(A), th a is, z E Gif(A) C Gf(A). AS this is true for each t 
f E 5, then z E G%(A). Q.E.D. 
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For any collection 5 of functions in 8, and for any (fixed) A E Cn~*, 
it is easy to see that y(z) = Y%(z; A) is a (uniformly) continuous function 
of z. This is useful in proving 
LEMMA 2. For 5 any collection of functions in 9, and for any A E @Yen, 
then z E aG5(A) if and only if v(z) = 0 and there exists a sequence of complex 
numbers {.z~}~=~ z&h z, + z for which v(z,) < 0 for all n = 1, 2,. . . . 
Proof. Since Gf(A), from (2.2) and (2.3), is the union of closed bounded 
disks in @, then G5(A) is a closed bounded set in @. Thus, if z E aG5(A) = 
G%(A) ll (G%(A))‘, then z E G%(A), which implies from Lemma 1 that 
v(z) 3 0. On the other hand, if z E (G5(A))‘, there is a sequence {z~}~=~ 
in (G5(A))’ for which z, -+z. ByLemmal,y(z,) (Oforeachn = 1,2 ,.... 
Thus, from the continuity of v, it follows that v(z) = 0, which establishes 
one part of Lemma 2. Conversely, if v(z) = 0 and z, --f z with v(z,J < 0, 
then ZEG*(A) fromLemma 1, andzE (G5(A))‘, that is, ZE 6’G5(A). Q.E.D. 
LEMMA 3. For 3 any collection of G-functions ilt 8,, and for any 
A E Cntn, let z = (tI, . . . , tn) E 62 with t > 0 be such that the n x n matrix 
is a singular M-matrix. Then, 
inf{max(fJA) - tJ} 3 0. 
/ES 1<i<n 
(3.3) 
Proof. For f any G-function, it is known [l, Proposition l] that the 
matrix ‘it.Rf(A), determined from (3.2) with ri 5 f$(A), i = 1, 2,. . . , n, is an 
M-matrix. Consequently, if m%(A) of (3.2) is a singuZar M-matrix, then 
fi(A) cannot be less than ri for all i = 1, 2,. . . , n, that is, maxlG&fi(A) - 
ti) > 0, from which (3.3) follows. Q.E.D. 
Lemma 3 then serves to motivate our next definition. 
DEFINITION 1. Let 3 be a collection of G-functions in 9,. Then, for 
A E @*en, 5 is full at A if, for each t = (tI,. . . , t,J E @” with t > 0 for 
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which the n x n matrix ‘W(A) of (3.2) is a singular M-matrix, then 
;$gzJfi(A) - c)> = 0. (3.4) 
If 3 is full at each A E Cnsn, then 3 is said to be fdl. 
Before proving Lemma 4, it is necessary to introduce some additional 
notation. Given any reducible A E CYn, it is well-known (see [5, p. 461) 
that there is a permutation matrix P E Cnsn and a positive integer m with 
2 < m < n, such that 
where each square submatrix A,,,, k = 1, 2,. . . , m, is either irreducible 
or a 1 x 1 null matrix. The form (3.5), called the reduced normal form of A, 
gives rise to a partitioning of { 1, 2, . . . , n} into m disjoint non-empty sets 
S, = S,(A), corresponding to the distinct connected components of the 
directed graph for A. The subsets S, do not depend on the choice of the 
permutation matrix P. For each i = 1, 2,. . . , n, let (i) denote the unique 
subset SI, containing i, and, for each x E Cn with x > 0, define the G- 
function $5 = (Pi”, . . . , 4,“) in 8, (see [l]) by 
(3.6) 
where we take B,“(A) to be zero if (i) = {i}. If A is irreducible, then we 
define (i) = (1, 2,. . ., n} for each i = 1,2,. . . , n. In this case, the sum 
of (3.6) becomes the familiar row sum 
i = 1,2,. . . , 12, (3.7) 
and as is well-known, yz = (y15,. . . , 7,“) is a G-function in 8, for each 
x E @” with x > 0. 
As a result of Theorem 6 of [l], we can establish 
LEMMA 4. Given A E (Enen, a collection 5 of G-functions in B, is full 
at A if and only if, for every x = (x,, . . . , x,) E @” with x > 0, we have 
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inf{max(f,(A) - jiz(A))} = 0. 
5 l<iSS_n 
(3.3) 
Proof. Suppose that 5 is full at A. Then, for any x E @” with x > 0, 
let ti = I,“(A), i = 1, 2,. . . , n. From [l, Theorem 61, the matrix ‘W(A) 
of (3.2) is a singular M-matrix. Since 5 is full at A, then (3.4) is valid with 
ri = fiz(A), that is, (3.8) holds. Conversely, suppose that 3 is a collection 
of G-functions in 8, which satisfies (3.8) for any x E C” with x > 0. For 
any t = (ti,. . . , tn) E Cn with t 3 0 such that W(A) of (3.2) is a singular 
M-matrix, it follows, whether A is irreducible or reducible, that there is a 
vector y E C” with y > 0 such that (see [l, Theorems 2 and 61) 
ti > f,“(A) for all j = 1, 2,. . ., 12. 
Now, writing f,(A) - tj as the sum 
(f,(A) - tj) = (f,(A) - p,“(A)) + (+j”(A) - rj)> 
it follows that 
(3.9) 
max(fi(A) - tj) < max(fj(A) - qj”(A)) + max(ij”(A) - tj), 
I&<* l<jO l<j<* 
and taking infimums over 5 and invoking (3.8) gives 
inf{max(fj(A) - rj)} < max(Pjy(A) - tj) < 0, 
5 l<jCn l<j<+S 
the last inequality following from (3.9). But as the reverse inequality 
necessarily also holds (see (3.3) of Lemma 3), then inf8{max,~j~,(fj(A) - 
tj)} = 0, that is, 3 is full at A. Q.E.D. 
In what follows, we will consistently use the notation 5’ for the follow- 
ing collection of G-functions in B,, 
3’ = (8” = (Pl”,. . .) 8,~): x E P with x > 0}, (3.10) 
where qi” is defined in (3.6). It is clear from Lemmas 3 and 4 that 5’ is 
full, that is, full at each A E Cnsn. It is also convenient to define the collec- 
tion g of G-functions in 8, as 
g = {P = (Y1@,. . .) Y,=) : x E UY with x > 0}, (3.11) 
where yiz is defined in (3.7). It is clear that g is full at each irreducible 
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matrix in @n,n, for if A is irreducible, then rZ(A) = @(A). We shall later 
show that g is also full. 
4. MAIN RESULT 
With the Lemmas of Sec. 3, we can prove our main result,, which 
generalizes Theorems 4 and 6 of [4]. 
THEOREM 1. Let 5 be a collection of G-functions in 9,. The following 
conditions aye equivalent: 
(i) 3 is fad1 at A ; 
(ii) G%(A) = G5’(A)(= nz,,,G”“(A)); 
(iii) aG*(A) c S(Q,) ; 
(iv) S(b,) = G5(A). 
Proof. First, assume that 5 is full at A. Since 3 is composed of G- 
functions in P:,, then, for any f E 5, it is known (see Fan [2] for the 
irreducible case and [l, Theorem 61 for the general case) that 
fi(A) 3 r”?(A), i= 1,2 ,..., n, (4.1) 
for some x E @” with x > 0. Thus it follows from (4.1) and the definitions 
of Y~(.z; A) and Y~,(z; A) in (3.1) that 
y&; A) >, y&; A) (4.2) 
for all z E @. On the other hand, for any fixed XE @” with x > 0, we can 
write 
f*(A) - lai,i - 21 = (f4A) - l&4)) + (Bp(A) - ja,,i - zl), 
so that 
max(f&l) - lai,i - zl) < max(fJA) - fp(A)) + max(liZ(A) - la,,,-zl). 
1<i<n l<i<Pl l<i<Pl 
Taking infimums over 3 and applying (3.8) of Lemma 4, since 5 is assumed 
full at A, we have 
Y%(z; A) < max(PiZ(A) - la,,i - zl), 
l&G+% 
and since this is true for any x E @” with x > 0, then Q(Z; A) < Y~,(z; A), 
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which, when coupled with the inequality of (4.2), gives us that 
Yg(z; A) = a$y(z; A) (4.3) 
for any z E C. Thus, from Lemmas 1 and 2, we necessarily have from 
(4.3) that (ii) is valid. Thus, if A is irreducible, then I”(A) = r”(A) for 
every x E C” with x > 0, and it follows directly from [4, Theorems 4 and 61 
that (iii) and (iv) are also valid. If, however, A is reducible, one can apply 
the results of [4, Theorems 4 and 61 to each of the diagonal submatrices 
of the reduced normal form for A (see (3.5)) to again conclude that (iii) 
and (iv) are valid. 
Conversely, assume that 3 is not full at A. Thus, there is a t = 
(r1,. . . > z,) E U? with t 3 0 for which the matrix m*(A) of (3.2) is a singular 
M-matrix, such that 
inf{max(fJd) - ri)> = a # 0. 
5 l<i<n 
(4.4) 
From Lemma 3, we know that a must then be positive. Defining o = 
maxiGiGn ti, set a,,i = CJ - tip i = 1, 2,. . . , n, so that each a,,i is non- 
negative. Since f(A), for each f E 3, depends only on the moduli of the off- 
diagonal entries of A, we may assume these entries to be non-negative; 
this then fully defines a non-negative matrix A E Cnsn. 
It is easily seen that cr is p(A), the Perron-Frobenius eigenvalue of the 
non-negative matrix A. Consequently, p(A) E .S(QJ, and thus from (2.7), 
p(A) E @(A). (4.5) 
Consider now t+(A)) = v&(A); A). From (3.1) and (4.4), we have 
G(A)) = i;f{nunV&f) - 1ai.i - #)I)) = i;f{rn;$f@) - rJ1 = c( > 0. 
Next, from Lemma 2, the fact that @(A)) = a > 0 gives us that p(A) $4 
aG5(A). Thus, if 
w = max{p > 0: ,U E G%(A)}, (4.6) 
then (o E aGS(A) and u) > p(A), using the continuity of Y. But again, from 
the Perron-Frobenius theory of non-negative matrices, it follows for any 
I E S(bn,) that [iii < p(A). Th us, we see that w, as defined in (4.6), cannot 
be an eigenvalue of any B E 6,, that is, u $ S(tin,). We have w E aG5(A) C 
G5(A), yet w 4 S(c,) = G5’(A), the last equality following again from 
[4]. Hence, w I$ S@_,J, and none of (ii), (iii) and (iv) hold. Q.E.D. 
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COROLLARY. The collection i of (3.11) is full. 
Proof. From Theorem 1, it suffices to show that .S(h,) = G%(A) for 
all A E C”*“. But this is precisely Theorem 6 of [4]. Q.E.D. 
We remark that if all elements f = (fl,. . . , f,) of a collection 5 of G- 
functions in 9n are continuous, that is, each fi is continuous on enan, 
i = 1,2,..., n, then to show that 5 is full, it suffices to show that 5 is 
full at each irreducible A E en*%. 
5. EXAMPLES 
The collections 5’ and g of (3.10) and (3.11) are of course examples 
of full collections. (In fact, if D is any dense subset of {x E @“: x > O}, 
the collections {r5: x E D> and {?=: x E D} are still full.) However, the 
collection 3 can be viewed as being generated by the single G-function 
Y = re (where e = (1,. . , 1) *) of unweighted row sums, in the sense that 
for every x E Cn with x > 0, 
r”(A) = r(X-IAX), where X = diag(x,, . . . , x,). 
We shall see in Theorem 2 that every element of 9, generates, in a different 
way, a full collection of minimal G-functions. 
Let g be any element in 9,. For any A = (a,,) E cnvn, let 
G@(A) G 
I 
. * (5.1) 
Clearly, 98(A) is a non-negative matrix, and if Yg(A) is reducible, the 
normal reduced form for 98(A) (see (3.5)) gives us a partitioning of Bg(A) 
whose diagonal submatrices 9:,&4) are either irreducible non-negative 
matrices, or 1 x 1 null matrices. Let &g(A) denote the Perron-Frobenius 
eigenvalue of the diagonal submatrix Yi,JA). Note that if A is irreducible, 
then k = 1 = m, and lig(A) is the spectral radius of 98(A). With this, 
define fg = (fig,. . . , f,“) E 9, by 
fig(A) = &g(A) - g&4), where i E S,, i = 1, 2,. . . , n. (5.2) 
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If 9JVg(A) E %Rmfg(A)(A) is reducible, the normal reduced form for %IVg(A) 
gives us a partitioning of ‘%Qjg(A) whose diagonal submatrices are W$(A). 
We have by (5.2) that 
W&(A) = &V)I - ~&(A), k = 1,2,...,m; (5.3) 
by the definition of &g(A), each %Rj”(A) is a singular M-matrix, hence by 
[l, Theorem 61, f” is a minimal G-function. 
On the other hand, consider any minimal G-function f in 9,; for 
each A E cnsn, define rk(A) E maxisSk fi(A), k = 1, 2,. . . , m; and set 
g,(A) E r&4) - fi(A), where i E S,, i = 1, 2,. . . , n. (5.4) 
Because each g,(A) in (5.3) is non-negative and depends only on the moduli 
of the off-diagonal entries of A, go 9,. Now, we have for XV(A) E 
!oV(-q4), 
,E,,k(4 = Tk(A)I - %,kW k = 1,2 ,..., m. (5.5) 
Since f is a minimal G-function, each !!J&(A) is a singular M-matrix, and 
hence r&l) = &g(A), the Perron-Frobenius eigenvalue of $&l). Hence 
by (5.2)) 
fig(A) = lrc9(A) - g,(A) = %(A) - g,(A) = f,(A)? (5.6) 
whereiESk,i = I,2 ,..., n, that is, fg = f. We have thus shown 
LEMMA 5. Given any g E 8,, define fQ E gn by (5.2). Then, fQ is a 
minimal G-function. Conversely, every minimal G-function in 9, has the 
form fg for some g E 9,. 
Next, for any fixed g E 8,, let 38 be the collection of all minimal G- 
functions of the form fh (see Lemma 5), where each h E 8, satisfies, for 
some y = (ri,. . . , yn) E Cn, with y 3 0, 
h,(A) = g,(A) + yi> i = 1, 2,. . . , n, all A E UYn. (5.7) 
Thus, 5’ is generated by a single fixed g E .9’n. We now show that such 
collections 89 are full. Pick any A E @“s”, and any t = (ti, . . , z,) E C” 
with r > 0 for which mm’(A) of (3.2) is a singular M-matrix. Defining 
A,(A) = max(g@) + 4 
i&k 
k = 1, 2,. . . , m, (5.6) 
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set 
yi E &(A) - g,(A) - ti, where i E S,, i = 1, 2,. . ., n. (5.9) 
By definition, y = (rl,. . . , yn) E Cn with y > 0. For this y, let h E 9, be 
given by (5.7). We have 
hi(A) = g,(A) + yi = &(A) - ti, where i E S,, i = 1, 2,. . ., n, 
and, by direct calculation, 
(5.10) 
@;&4) = &h(A)1 - C$&4) = (&*(A) - &(A))1 + V-J&(A), k = 1,2,. . . ,m. 
(5.11) 
Since ‘$$(A) and Xl&(A) are M-matrices, the first of which is singular, we 
must have lkh(A) - ,&(A) < 0 for all k = 1, 2,. . . , m. Now, looking at 
the diagonal entries of the matrices in (5.11)) we have, for all i = 1,2,. . . , n, 
that fib(A) < ti, and hence 
inf(max(fJA) - ti)) < 0. 
fe@ l<iel 
But by Lemma 3, this quantity is non-negative; hence it is zero. It follows 
that 38 is full at A. But as A is arbitrary in Cnslz, we have proved 
THEOREM 2. For any g E 8,, the collection i’jg is full. 
As a final remark, it is clear that if 5 is a full collection, then so is the 
collection 
5+ = {f + ce: f E 5, E > 0}, 
where e E 9, is defined by 
eJA) = 1, i = 1, 2,. . , , n, all A E @la. 
This shows that a full collection of G-functions need not contain any 
minimal G-functions. 
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