Let X 1 and X 2 be two independent and nonnegative random variables with distributions F 1 and F 2 , respectively. This paper proves that if both F 1 and F 2 are of Weibull type and ful…ll certain easily veri…able conditions, then the distribution of the product X 1 X 2 , called the product convolution of F 1 and F 2 , belongs to the class S and, hence, is subexponential.
Introduction
Throughout this paper, all limit relations are for x ! 1 unless otherwise stated and the symbol means that the quotient of both sides tends to 1. Let X 1 and X 2 be two independent and nonnegative random variables with distributions F 1 and F 2 , respectively. The distribution of the sum X 1 + X 2 , written as F 1 F 2 , is called the sum convolution of F 1 and F 2 ; that is, The distribution of the product X 1 X 2 , written as F 1 F 2 , is called the product convolution of F 1 and F 2 ; that is, The class S forms an important subclass of the subexponential class S.
Klüppelberg (1988) …rst introduced the class S and pointed out that the class S contains almost all cited subexponential distributions with …nite means. In recent studies in applied probability, researchers have discovered that the class S enjoys a lot of nicer properties than the class S. In studies concerning asymptotic tail probabilities in many …elds such as queueing theory and risk theory, it is often a standard assumption that underlying distributions belong to the class S . Recent in-depth studies revealing new properties and proposing important applications of the class S can be found in Asmussen (1998) The study of subexponentiality of product convolutions was initiated by Breiman (1965) , reactivated by Embrechts and Goldie (1980) and Cline and Samorodnitsky (1994) , and further extended by Tang (2006a Tang ( , 2006b ), Denisov and Zwart (2007) , and Tang (2008) . This study is important because, like sums, products of random variables are a basic element of modelling in applied …elds and because the study of the tail behavior of certain stochastic quantities of complicated structure can usually be reduced to the study of the tail behavior of sums and products. The reader is referred to Cline and Samorodnitsky (1994) for further discussions. However, the study of subexponentiality of products is often much more di¢ cult than the study of subexponentiality of sums. This is not surprising since, as shown in (1.3), subexponentiality is de…ned in terms of sums and not products.
In this paper we prove that the product convolution of two Weibull-type distributions ful…lling certain mild conditions belongs to the class S . Our work is motivated by an interesting observation of Tang (2008) that the product convolution of two exponential distributions is subexponential.
The rest of this paper consists of three sections. After showing a main result and two related consequences in Section 2, we prepare two propositions in Section 3 and prove the main result in Section 4.
Main result
A distribution F on [0; 1) is said to be of Weibull type if Let X 1 and X 2 be two independent and nonnegative random variables with distributions F 1 and F 2 , respectively, and let G be the distribution of their product
Thus, G = F 1 F 2 . Assume that both F 1 and F 2 are of Weibull type with tails
for some constants p i > 0 and some measurable functions c i ( ) : [0; 1) 7 ! (0; 1) and
and that, for i 2 f1; 2g determined by p i = max fp 1 ; p 2 g, the function b i ( ) is eventually continuously di¤erentiable with derivative b
(2.5)
Note that condition (2.4) cannot be removed from Theorem 2.1. A simple counterexample 
Their Lemma 2.1 shows that if both F 1 and F 2 have Weibullian tails then their product convolution F 1 F 2 also has a Weibullian tail with explicitly given parameters.
A distribution F on [0; 1) is said to belong to the class L( ) for 0 if the relation
holds for all y. Corollary 2.1. If F 1 2 L( 1 ) for some 1 > 0 and F 2 is of Weibull type with shape parameter
Proof. According to (2.6), F 1 ( ) can be expressed as satisfying c 1 (x) ! c 1 > 0 and 1 (x) ! 1 . We can always construct a distribution F 0 with
for some continuous function 0 ( ) : [0; 1) 7 ! (0; 1) such that
Clearly, there exists some positive constant c such that F 1 (x) c F 0 (x). By Lemma A.5 of Tang and Tsitsiashvili (2004) , we obtain
Rewrite (2.7) in the style of (2.3) so that Let fB(t); t 0g be a standard Brownian motion and let be a nonnegative random variable independent of fB(t); t 0g. Denote by Thus, we only need to prove that the distribution of B + ( ) = B( ) _ 0 belongs to the class S . Clearly,
where X and are independent, X follows the distribution (x _ 0) for x 0 with ( ) the standard normal distribution, and D = means equality in distribution. Elementary calculation gives
which shows that the distribution of X is of Weibull type with shape parameter 2. By the assumption on , it is easy to see that p follows a Weibull-type distribution too with shape parameter 2p. Therefore by Theorem 2.1, the distribution of X p in (2.8) belongs to the class S .
Preliminaries
In the rest of this paper, for two positive functions a( ) and b( ), we write a(x) b(x) if
lim sup a(x)=b(x) 1. Let C denote an absolute positive constant whose value may vary from line to line. Proposition 3.1. Let F 1 and F 2 be as given in (2.3). Assume that b 1 = b 2 = 1 and 0 < p 2 p 1 < 1, and write a = (p 1 =p 2 ) 1=(p 1 +p 2 ) . If b 1 ( ) is di¤erentiable and its derivative satis…es
then, for all " > 0,
Proof. For arbitrarily …xed small " > 0, we choose > 0 such that (2 + ")(1
Likewise,
Therefore,
Using integration by parts and substituting (3.3) and (3.4), we obtain that
By (3.1), for all large x, the exponential function behind the di¤erential operator is strictly increasing in y in the indicated interval. It follows from (2.3) and (3.1) that
Split the integral on the right-hand side above into three parts as
:
To obtain (3.2), it su¢ ces to prove that
Note that (x=y)
, as a function of y, decreases when 0 < y ax p 1 /(p 1 +p 2 ) and increases
. On the one hand, we have
On the other hand, it is easy to see that
To prove (3.6), use Taylor's expansion to expand both
in " up to the " 2 term. Then we …nd that the coe¢ cients of the constant terms and the " terms are equal, but the coe¢ cient of the " 2 term of the …rst is smaller than the corresponding coe¢ cient of the second. Therefore, for all small " > 0,
which implies that I 1 (x) = o(I 2 (x)). Similarly as above, for all small " > 0,
which implies that I 3 (x) = o(I 2 (x)). Hence, relation (3.6) holds. This proves that relation (3.2) holds for all small " > 0 (hence, for all " > 0). 
