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Abstract
Wavelet set wavelets were the first examples of wavelets that may not have associated multiresolution
analyses. Furthermore, they provided examples of complete orthonormal wavelet systems in L2(Rd)
which only require a single generating wavelet. Although work had been done to smooth these wavelets,
which are by definition discontinuous on the frequency domain, nothing had been explicitly done over
R
d, d > 1. This paper, along with another one cowritten by the author, finally addresses this issue.
Smoothing does not work as expected in higher dimensions. For example, Bin Han’s proof of existence
of Schwartz class functions which are Parseval frame wavelets and approximate Parseval frame wavelet
set wavelets does not easily generalize to higher dimensions. However, a construction of wavelet sets in
R̂
d which may be smoothed is presented. Finally, it is shown that a commonly used class of functions
cannot be the result of convolutional smoothing of a wavelet set wavelet.
AMS Subject Classification: 42C40, 42B99, 46A11
Key Words and Phrases: Parseval wavelet sets, smoothing, frame bound gaps, partitions of unity,
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1 Introduction
1.1 Motivation
For many years it was thought that a single wavelet could not generate an orthonormal basis for L2(Rd),
d > 1; however, the groundbreaking work of Dai, Larson, and Speegle [1] [2] [3] and Herna´ndez, Wang, and
Weiss [4] [5] introduced wavelet sets, which provided a counter-example to this common belief. However,
with the exception of the recent paper [6], all constructed wavelet sets for Rd, d > 2, yielded wavelets
with very complicated, fractal-like spectral support [7] [8] [9] [2] [3] [10] [11]. Wavelet set wavelets have,
by definition, discontinuous Fourier transforms and so do not even lie in L1(Rd). A number of successful
attempts, some constructive, have been made to smooth 1-dimensional wavelet set wavelets [12] [13] [14]
[15] [4] [5] (see [16] for a summary of the various results). A systematic construction of (non-orthogonal)
Parseval frame wavelet sets without complicated spectral support may be found in [17]. In [18], these
wavelets were smoothed on the frequency domain by convolution with elements of approximate identities,
yielding frame wavelets which converged in Lp to the original Parseval frame wavelets. Not only did this
seemingly natural method yield unexpected results, namely the resulting frame bounds were uniformly
bounded away from one (called frame bound gaps), but the error worsened as the dimension of the wavelet
set increased. In this paper, we attempt to generalize Bin Han’s non-constructive proof of the existence
of Schwartz class functions which approximate Parseval wavelet set wavelets in L2(R) to L2(Rd). We
show that the natural approaches to such a generalization fail. These results show that smoothing of
wavelet sets does not trivially generalize to higher dimensions. Furthermore, we show that a collection
of well-known functions which also approximate wavelet set wavelets generate frames with upper frame
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bounds that converge to 1 and thus cannot result from convolutional smoothing by an approximate
identity.
1.2 Preliminaries
We begin by defining the key mathematical items of interest.
Definition 1. A sequence {ej}j∈J in a separable Hilbert space H is a frame for H if there exist constants
0 < A ≤ B <∞ such that
∀f ∈ H, A‖f‖2 ≤
∑
j∈J
|〈f, ej〉|2 ≤ B‖f‖2. (1)
The maximal such A and minimal such B are the optimal frame bounds. In this paper, the phrase frame
bound will always mean the optimal frame bound, where A is the lower frame bound and B is the upper
frame bound. A frame is Parseval if A = B = 1.
Every orthonormal basis is a frame. One may view frames as generalizations of orthonormal bases
which mimic the reconstruction properties (i.e.: ∀x, x =∑〈x, ej〉ej) of orthonormal bases but may have
some redundancy. Frames first appeared in the seminal paper by Duffin and Schaeffer [19].
Definition 2. Let ψ ∈ L2 (Rd) and define the (dyadic) wavelet system,
W (ψ) = {DnTkψ(x) : n ∈ Z, k ∈ Zd} = {2nd/2ψ (2nx− k) : n ∈ Z, k ∈ Zd}.
If W (ψ) is an orthonormal basis (respectively, Parseval frame, frame) for L2 (Rd), then ψ is an or-
thonormal wavelet (respectively, Parseval frame wavelet, frame wavelet) or simply a wavelet for L2(Rd).
The first wavelet system appeared in Haar’s thesis [20] [21]. For any measurable set S ⊆ Rd, the
characteristic function of S, 1S , is
1S(x) =
{
1 ; x ∈ S
0 ; else
.
Definition 3. If L is a measurable subset of R̂d and W(1ˇL) is an orthonormal basis (respectively, frame
or Parseval frame) for L2(Rd), then L is an orthogonal (respectively, frame or Parseval frame) wavelet
set or simply a wavelet set.
Wavelet sets are completely characterized by simple geometric properties. Classical examples of
such wavelets which predate formal wavelet set theory are the Shannon or Littlewood-Paley wavelet
1ˇ[−1,−1/2)∪[1/2,1) and the Journe´ wavelet 1ˇ[−16/7,−2)∪[−1/2,−2/7)∪[2/7,1/2)∪[2,16/7) . Finally, we comment
on the conventions used in this paper. For a function f ∈ L1(Rd), the Fourier transform of f is defined
to be
F(f)(γ) = fˆ(γ) =
∫
f(x)e−2πix·γdx.
By Plancherel’s Theorem, F extends from L1∩L2 to a unitary operator L2 → L2. We denote the inverse
Fourier transform of a function g ∈ L2(R̂d) as F−1g = gˇ. Our definition of support will not be the
traditional one to get around conflicts between measure and topological closure. For f : Rd → C, the
support of f , supp f is the following equivalence class of measurable sets{
S ⊆ Rd :
∫
Rd\S
|f(x)|dx = 0, and if R ⊂ S then
∫
S\R
|f(x)|dx ≥ 0
}
.
We shall still speak of the support of a function, just as we refer to a function in an Lp space. So,
supp f ⊆ Rd means that at least one element in the equivalence class is a subset of Rd, and f is
compactly supported means that supp f ⊆ K, where K is a compact set. Similarly, if f : Rd → C and for
ǫ > 0, define suppǫ f to be the the equivalence class of measurable sets.{
S ⊆ Rd :
∫
Rd\S
(|f(x)| − ǫ)dx < 0, R ⊂ S ⇒
∫
S\R
(|f(x)| − ǫ)dx ≥ 0
}
.
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1.3 Background
Definition 4. The space C∞c (R
d) consists of functions f : Rd → C which are infinitely differentiable and
compactly supported. Given a multi-index α = (α1, α2, . . . , αd) ∈ (N ∪ {0})d, we write |α| =
∑d
i=1 αi,
xα =
∏d
i=1 x
αi
i , and D
α =
∂α1
∂x
α1
1
∂α2
∂x
α2
2
· · · ∂αd
∂x
αd
d
. An infinitely differentiable function f : Rd → C is an
element of the Schwartz space S (Rd) if
∀n = 0, 1, . . . sup
|α|≤n,α∈(N∪{0})d
sup
x∈Rd
(
1 + ‖x‖2)α |Dαf(x)| <∞.
Clearly S ⊆ L1, so the Fourier transform is well defined on S and is in fact a topological automorphism.
Since C∞c ⊆ S , the (inverse) Fourier transform of a smooth compactly supported function is smooth.
We will denote the Hardy space {f ∈ L2(R) : supp fˆ ⊆ [0,∞)} as H2(R), as in [15].
We now make note of a comprehensive result concerning frame bound estimation, which appeared in
[18] based on results in [22], [23], [24], and [25] and may be viewed as a specific application of a result in
[26].
Theorem 5. Let ψ ∈ L2(Rd), and let a > 0 be arbitrary. Define
Mψ = esssupa≤‖γ‖≤2a
∑
k∈Zd
∑
n∈Z
∣∣∣ψˆ (2nγ) ψˆ (2nγ + k)∣∣∣ and
Nψ = essinfa≤‖γ‖≤2a
∑
n∈Z
∣∣∣ψˆ (2nγ)∣∣∣2 −∑
k 6=0
∑
n∈Z
∣∣∣ψˆ (2nγ) ψˆ (2nγ + k)∣∣∣
 .
If Mψ < ∞ and Nψ > 0, then W (ψ) is a frame with frame bounds A and B satisfying the inequality
Nψ ≤ A ≤ B ≤Mψ. Furthermore, if W(ψ) is a frame, then for
κψ(γ) =
∑
n∈Z
∣∣∣ψˆ (2nγ)∣∣∣2 ,
Kψ = esssupa≤‖γ‖≤2a κψ(γ), and
Kψ = essinfa≤‖γ‖≤2a κψ(γ),
the inequality A ≤ Kψ ≤ Kψ ≤ B holds.
Note that this Theorem implies that W(ψ) is a Parseval frame only if κψ(γ) = 1 for almost all γ.
1.4 Outline and Results
In Section 2.1, we present the results from [14] and [15] which concern the existence of smooth Parseval
frames which approximate 1-dimensional Parseval frame wavelet sets. Bin Han’s methods involve aux-
iliary smooth functions which we try to generalize to higher dimensions in Section 2.2. We show that
forming tensor products or other similarly modified versions of the auxiliary functions from Section 2.1
either fails to yield a Parseval frame or fails to yield a smooth wavelet when used to smooth a certain
type of wavelet set. However, some Parseval wavelet set wavelets in R̂d can be smoothed using methods
inspired by Han’s work, see Section 3. In Section 4 we construct a class of C∞c functions which form
frames with upper frame bounds converging to 1. We conclude with a summary in Section 5 and lengthy
calculations in Section 6.
2 Schwartz class Parseval frames
2.1 Parseval frames for L2(R)
In his Master’s thesis, [14], as well as the paper [15], Bin Han proved the existence of C∞ Parseval frames
for H2(R). The following definition and two lemmas appear in the paper [15].
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Definition 6. For any measurable subset L ⊆ R̂d define
∆(L) = dist
(
L,
⋃
k∈Zd\{0}
(L+ k)
)
.
Lemma 7. There exists a function θ ∈ C∞(R) satisfying θ(x) = 0 when x ≤ −1 and θ(x) = 1 when
x ≥ 1 and
θ(x)2 + θ(−x)2 = 1, x ∈ R.
Definition 8. Given a closed interval I = [a, b] and two positive numbers δ1, δ2 such that δ1+δ2 ≤ b−a,
we define
f(I;δ1,δ2)(x) =

θ
(
x−a
δ1
)
when x < a+ δ1
1 when a+ δ1 ≤ x ≤ b− δ2
θ
(
b−x
δ2
)
when x > b− δ2
Note that supp(f(I;δ1,δ2)) ⊆ [a− δ1, b+ δ2].
Lemma 9. For any positive numbers δ1, δ2, δ3 and 0 < a < b < c,
f(I;δ1,δ2)(2
nx) = f(2−kI;2−kδ1,2−kδ2)(x)
and
f2([a,b];δ1,δ2)(x) + f
2
([b,c];δ2,δ3)(x) = f
2
([a,c];δ1,δ3)(x).
The preceding lemmas are used to prove
Proposition 10 ([15]). Suppose that a family of disjoint closed intervals Ii = [ai, bi], 1 ≤ i ≤ l in (0,∞)
is arranged in a decreasing order, i.e., 0 < bl < bl−1 < . . . < b1 and ∪li=1Ii is a Parseval frame wavelet
set for H2(R). If ∆(∪li=1Ii) > 0. Then for any
0 < δ <
1
2
min{∆(∪li=1Ii), min
1≤i≤l
{bi − ai}, min
1≤i<l
dist(Ii, Ii+1)},
let
ψˆδ = f(I1; δ2 ,δ)
+
l∑
i=2
f(Ii;2−ki−1δ,2−ki−1δ)
where ki is the unique non-negative integer such that 2
kiIi ⊆ [ 12 b1, b1]. We have ψδ ∈ S (R) and W(ψδ)
is a Parseval frame in H2(R).
A similar proposition holds for L2(R). A proof may be found in [16].
Proposition 11. Suppose that a family of disjoint closed intervals Ii = [ai, bi], 1 ≤ i ≤ l in R̂ is arranged
in a decreasing order, i.e., bl < bl−1 < . . . < b1 where bj < 0 < aj−1 and ∪li=1Ii is a Parseval frame
wavelet set for L2(R). If ∆(∪li=1Ii) > 0, then for any
0 < δ <
1
2
min{∆(∪li=1Ii), min
1≤i≤l
{bi − ai}, min
1≤i<l
dist(Ii, Ii+1)},
let
ψˆδ = f(I1; δ2 ,δ)
+
[
l−1∑
i=2
f(Ii;2−ki−1δ,2−ki−1δ)
]
+ f(Il;δ, δ2 )
where for 2 ≤ i ≤ j − 1, ki is the unique non-negative integer such that 2kiIi ⊆ [ 12b1, b1] and for
j ≤ i ≤ l − 1, ki is the unique non-negative integer such that 2kiIi ⊆ [al, 12al]. We have ψδ ∈ S (R) and
W(ψδ) is a Parseval frame in L2(R).
The following theorem from [18] was used to show that shrinking the frequency support of smoothed
Parseval frame wavelets (which were not always even frames, let along Parseval frames) tightens the frame
bounds. The shrinking of the frequency support is related to increasing the sampling of the continuous
wavelet system.
Theorem 12. Let ψˆ ∈ L∞c (R̂d) be a non-negative function. If there exists an ǫ > 0 such that for
L = suppǫ ψˆ,
⋃
n∈Z 2
nL = R̂d up to a set of measure 0, and for L˜ = supp ψˆ, ∆(L˜) > 0, and dist(0, L˜) > 0.
Then, W(ψ) is a frame for L2(Rd). The frame bounds are essinfγ κψ(γ) and esssupγ κψ(γ).
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Using this theorem, we may modify any bounded Parseval frame wavelet set in R̂ so that we may
apply Proposition 11 in order to obtain a smooth Parseval frame wavelet set.
Corollary 13. Let L ⊆ R̂ be a Parseval frame wavelet set. Let N ∈ Z have the trait that 2NL ⊆ (− 1
2
, 1
2
).
Then there exists a ψ ∈ S (R) such that ψˆ ∈ C∞c (R) and W(ψ) is a Parseval frame and the measure of
supp(ψ)\2NL is arbitrarily small.
2.2 Extensions of Han’s construction
We would like to extend Han’s results even further in order to create Schwartz class Parseval frames over
L2(Rd) for d > 1. The basic idea of Han’s construction is to replace each 1[ai,bi](x) with an appropriate
C∞c bump function f([ai,bi];δi,δ˜i)(x), where ∪i[ai, bi] is a Parseval frame wavelet set with ∆(∪i[ai, bi]) > 0.
We will attempt to generalize the smoothing techniques on the class of Parseval frame wavelet sets
{La} = {[−2a, 2a]2\[−a, a]2 : 0 < a < 1
4
}.
Any such La is indeed a Parseval frame wavelet set since each tiles the plane under dyadic dilation and
∆(La) > 0 for 0 < a <
1
4
[27] [3]. These sets are natural ones to start with because of their simplicity. We
need to define an appropriate family of smooth functions to replace each 1La(x, y). We try the following
functions:
h(La;δ, δ2 )
(x, y) (2)
= f([−2a,2a];δ,δ)(x)f([−2a,2a];δ,δ)(y)− f([−a,a]; δ
2
, δ
2
)(x)f([−a,a];δ
2
, δ
2
)(y), and
g(La;δ, δ2 )
(x, y) (3)
=

θ
(
2a−|y|
δ
)
when |x| ∈ [0, 2a− δ] and |y| ∈ [2a− δ, 2a+ δ]
θ
(
2a−|y|
δ
)
θ
(
2a−|x|
δ
)
when |x|, |y| ∈ [2a− δ, 2a+ δ]
θ
(
2a−|x|
δ
)
when |y| ∈ [0, 2a− δ] and |x| ∈ [2a− δ, 2a+ δ]
1 when (|x|, |y|)T ∈ [0, 2a− δ]2\[0, a+ δ
2
]2
θ
(
|y|−a
δ/2
)
when |x| ∈ [0, a− δ
2
] and |y| ∈ [a− δ
2
, a+ δ
2
]
θ
(
|y|−a
δ/2
)
θ
(
|x|−a
δ/2
)
when |x|, |y| ∈ [a− δ
2
, a+ δ
2
]
θ
(
|x|−a
δ/2
)
when |y| ∈ [0, a− δ
2
] and |x| ∈ [a− δ
2
, a+ δ
2
]
0 otherwise,
where θ is as in Lemma 7. We first note that g is well defined even though the piecewise domains overlap.
In order to form h, we tensor the 1-dimensional interval bump functions to create 2-dimensional rectangle
bump functions and then subtract such functions corresponding to [−2a, 2a]2 and [−a, a]2. The function
g may be seen as a piecewise tensor product. In fact, h(La;δ, δ2 )
(x, y) = g(La;δ, δ2 )
(x, y)
for (x, y)T /∈ [−a− δ
2
, a+
δ
2
]2\[−a+ δ
2
, a− δ
2
]2
and supph(La;δ, δ2 )
= supp g(La;δ, δ2 )
. Although both of these functions seem like promising candidates,
neither
∑
n∈Z h
2
(La;δ,
δ
2
)
(2nx, 2ny) nor
∑
n∈Z g
2
(La;δ,
δ
2
)
(2nx, 2ny) are equal to 1 almost everywhere. It
follows from Theorem 5 that neither W(hˇ) nor W(gˇ) are Parseval frames. The proofs of the following 3
propositions are in Section 6.
Proposition 14. Let 0 < a < 1
4
, set L = [−2a, 2a]2\[−a, a]2, and pick a δ such that 0 < δ < 1
2
min{1−
4a, a}. Let h be as in Equation 3. Then ∑n∈Z h2(La;δ, δ2 )(2nx, 2ny) is not equal to 1 a.e.
Proposition 15. Let 0 < a < 1
4
, set L = [−2a, 2a]2\[−a, a]2, and pick a δ such that 0 < δ < 1
2
min{1−
4a, a}. Let g be as in Equation 3. Then ∑n∈Z g2(La;δ, δ2 )(2nx, 2ny) is not equal to 1 a.e.
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However, as the calculations in Section 6 show,∑
n∈Z
g2
(La;δ,
δ
2
)
(2mx, 2ny) = 1 for all
(|x|, |y|)T /∈ {0} ∪
(⋃
m∈Z
2m
[
a− δ
2
, a+
δ
2
]2)
.
So we adjust h(La;δ, δ2 )
(x, y) on C = [a − δ
2
, a + δ
2
]2 ∪ [2a − δ, 2a + δ]2 in hopes of obtaining a Parseval
frame. We do this by setting
f(La;δ, δ2 )
(x, y) = h(La;δ, δ2 )
(x, y) for (|x|, |y|)T /∈ C
and
f(La;δ, δ2 )
(x, y) = f(La;δ, δ2 )
(x˜, y˜),
for (|x|, |y|)T , (|x˜|, |y˜|)T ∈ C, |x|+ |y| = |x˜|+ |y˜|, and |x|+ |y| small enough. Explicitly, f(La;δ, δ2 )(x, y) =
θ
(
2a−|y|
δ
)
|x| ∈ [0, 2a− δ] and |y| ∈ [2a− δ, 2a+ δ]
θ
(
4a−|x|−|y|−δ
δ
)
|x|, |y| ∈ [2a − δ, 2a+ δ], for 4a− 2δ ≤ |x|+ |y| ≤ 4a
θ
(
2a−|x|
δ
)
|y| ∈ [0, 2a− δ] and |x| ∈ [2a− δ, 2a+ δ]
1 (|x|, |y|)T ∈ [0, 2a− δ]2\[0, a+ δ
2
]2
1 |x|, |y| ∈ [a − δ
2
, a+ δ
2
] for 2a ≤ |x|+ |y| ≤ 2a+ δ
θ
(
|y|−a
δ/2
)
|x| ∈ [0, a− δ
2
] and |y| ∈ [a − δ
2
, a+ δ
2
]
θ
(
|x|+|y|−2a+δ/2
δ/2
)
|x|, |y| ∈ [a − δ
2
, a+ δ
2
] for 2a− δ ≤ |x|+ |y| ≤ 2a
θ
(
|x|−a
δ/2
)
|y| ∈ [0, a− δ
2
] and |x| ∈ [a − δ
2
, a+ δ
2
]
0 otherwise.
Proposition 16. Let 0 < a < 1
4
, set L = [−2a, 2a]2\[−a, a]2, and pick a 0 < δ < 1
2
min{1− 4a, a}. Let
ψˆδ = f(La;δ, δ2 )
. For x, y > 0,
ψˆ2δ(~x) + ψˆ
2
δ (2~x) = f
2
([−2a,2a]2\[−a
2
, a
2
]2;δ, δ
4
)
(~x).
Proposition 17. Let 0 < a < 1
4
, set L = [−2a, 2a]2\[−a, a]2, and pick a 0 < δ < 1
2
min{1− 4a, a}. Let
ψˆδ = f(La;δ, δ2 )
. Then ψˆδ ∈ Cc(R̂2)\C1c (R̂2) and W(ψδ) is a Parseval frame for L2(R2).
Proof. Since
supp ψˆδ ⊆ [−2a− δ, 2a+ δ]2
⊆
(
−2a− 1
2
(1− 4a), 2a+ 1
2
(1− 4a)
)2
=
(
−1
2
,
1
2
)2
,
for all n ∈ N ∪ {0} and k ∈ Z2\{0},
ψˆδ (2
n(~x+ k)) ψˆδ(2n~x) = 0 a.e.,
where ~x = (x, y). In order to utilize Theorem 5, we would like to show that
∑
n∈Z
∣∣∣ψˆδ(2n~x)∣∣∣2 = 1 for
a.e. ~x. We will accomplish this by showing that ψˆ2δ(~x)+ ψˆ
2
δ(2~x) = f
2
([−2a,2a]2\[−a
2
, a
2
]2;δ, δ
4
)
(~x). Then it will
follow from iteration that
N∑
n=M
∣∣∣ψˆδ(2n~x)∣∣∣2 = f2([−21−Ma,21−Ma]2\[−2−Na,2−Na]2;2−M δ,2−1−N δ)(~x),
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which is 1 on [21−Ma+ 2−Mδ, 21−Ma− 2−Mδ]2\[2−Na+ 2−1−N δ, 2−Na− 2−1−N δ]2, where
21−Ma− 2−Mδ = 2−M (2a− δ)→∞ as M → −∞
and
2−Na− 2−1−Nδ = 2−N (a− δ
2
)→ 0 as N →∞
So
∑
n∈Z
∣∣∣ψˆδ(2n~x)∣∣∣2 = 1 a.e. By symmetry, it will suffice to show that
ψˆ2δ(~x) + ψˆ
2
δ(2~x) = f
2
([−2a,2a]2\[−a
2
,a
2
]2;δ, δ
4
)
(~x)
for positive x and y, but this follows immediately from the preceding proposition.
Thus W(ψδ) is a Parseval frame, but ψˆδ has cusps along {(2a− δ + t, 2a− δ)T : 0 ≤ t ≤ 2δ}, as well
as other edges. So ψˆδ /∈ C1c (R̂2).
Thus we have found a method to smooth the Parseval frame wavelets 1ˇLa for 0 < a <
1
4
, which is
analogous to Han’s method, but it does not yield Parseval frame wavelets with good temporal decay like
Schwartz functions. It seems that this method should generalize to other Parseval frame wavelet sets in
R̂
2 which have piecewise horizontal and vertical boundaries. However, there does not seem to be an easy
way to write an explicit formula that works in general. Furthermore, only a relatively small number of
Parseval frame wavelet sets have such a boundary. Perhaps not all is lost. Instead of trying to smooth
1K for some already chosen Parseval frame wavelet set K, we now try to build Schwartz class Parseval
frames for L2(R2) directly from the C∞c bump functions over R̂.
3 A construction in higher dimensions
In the preceding work, problems arose around the corners of the boundary of La = [−2a, 2a]2\[−a, a]2
when we tried to smooth 1La . What if there were no corners to deal with? For 0 < a <
1
4
, we define
f([a,2a]×S1; δ
2
,δ)(x, y) = f([a,2a]; δ
2
,δ)(
√
x2 + y2),
where f([a,2a]; δ
2
,δ)(·) is as in Definition 8.
Proposition 18. Let 0 < a < 1
4
. For any 0 < δ < 1
2
min{1− 4a, a}, define ψˆδ : R2 → R by ψˆδ(x, y) =
f([a,2a]; δ
2
,δ)(
√
x2 + y2). Then, ψˆ ∈ S (R2) and W(ψδ) is a Parseval frame for L2(R2).
Proof. By construction, ψˆδ ∈ C∞c (R̂2) ⇒ ψδ ∈ S (R2). Since δ < 12 (1− 4a), ∆(supp ψˆδ) < 0. So for all
n ∈ N ∪ {0} and k ∈ Z\{0},
ψˆδ(2
n(~x+ k))ψˆ(2n~x) = 0 a.e.
where ~x = (x, y)T . Hence, in order to prove that W(ψδ) is a Parseval frame, it suffices to show that∑
n∈Z
∣∣∣ψˆδ(2n~x)∣∣∣2 = 1 a.e. We compute∑
n∈Z
∣∣∣ψˆ(2n~x)∣∣∣2 = ∑
n∈Z
∣∣∣f([a,2a]; δ
2
,δ)
(√
(2nx)2 + (2ny)2
)∣∣∣2
=
∑
n∈Z
∣∣∣f([a,2a]; δ
2
,δ)(2
nz)
∣∣∣2 for z =√x2 + y2 (4)
We know that (4) = 1 for almost all non-negative z, specifically for z > 0. So
∑
n∈Z
∣∣∣ψˆδ(2nxˆ)∣∣∣2 = 1 for
R̂
2 ∋ ~x 6= 0. Thus W(ψδ) is a Parseval frame for L2(R2).
This result and proof generalize to Rd, d > 2.
Corollary 19. Let 0 < a < 1
4
. For any 0 < δ < 1
2
min{1 − 4a, a}, define ψˆδ : Rd → R by ψˆδ(x) =
f([a,2a]; δ
2
,δ)(‖x‖). Then, ψˆ ∈ S (Rd) and W(ψδ) is a Parseval frame for L2(Rd).
Proof. The proof is as above.
We now have Schwartz class Parseval frames for L2(Rd), d > 1 which are elementary to describe.
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4 Partitions of unity
We now switch gears slightly and consider a class of well-known functions in S(R). C∞ partitions of
unity are important tools in analysis and differential topology. While the topic of C∞ partitions of
unity is outside the scope of this paper, we shall utilize a class of functions which is commonly used in
conjunction with that subject, e.g.: [28].
Definition 20. Let f : R̂ → R be the function f(γ) = e− 1γ 1(0,∞). Also, let b,m > 0 be such that
b− 1
m
> 0. Define ϕˆ ∈ C∞c (R̂) as
ϕˆb,m(γ) =
f(b + 1
m
− |γ|)
f(b+ 1
m
− |γ|) + f(|γ| − b+ 1
m
)
.
If a > 4
m
is clear from the context, we shall write ϕˆm = ϕˆ a
4
,m.
ϕˆb,m is a smooth function which takes the value 1 on the disk |x| < b − 1m and the value 0 outside
the disk |x| < b+ 1
m
. We shall now prove that the function is actually monotonic over the positive reals.
Lemma 21. Fix b− 1
m
> 0. Then ϕˆb,m is increasing over (−∞, 0) and decreasing over (0,∞).
Proof. Let γ > 0. We calculate ϕˆ′b,m(γ). The numerator is(
f(b+
1
m
− γ) + f(γ − b+ 1
m
)
)(
−f ′(b+ 1
m
− γ)
)
−f(b+ 1
m
− γ)
(
−f ′(b+ 1
m
− γ) + f ′(γ − b+ 1
m
)
)
,
while the denominator is (
f(b +
1
m
− γ) + f(γ − b+ 1
m
)
)2
,
and thus
ϕˆ′b,m(γ) =
− (f(γ − b+ 1
m
))f ′(b+ 1
m
− γ) + f(b+ 1
m
− γ)f ′(γ − b+ 1
m
)
)(
f(b+ 1
m
− γ) + f(γ − b+ 1
m
)
)2 .
For all γ ∈ R̂, f(γ) ≥ 0 and f ′(γ) = 1
γ2
e
− 1
γ
1(0,∞) ≥ 0. Hence for γ ≥ 0, ϕˆ′b,m(γ) ≤ 0. Since ϕˆb,m is even,
this implies that ϕˆ′b,m(γ) ≥ 0 for γ ≤ 0.
Theorem 22. Let 0 < α < 1
2
and m > max{ 6
a
, 2
1−2a
}. Define
ψˆm = ϕˆm(γ +
3a
4
) + ϕˆm(γ − 3a
4
) ∈ C∞c (R̂).
Then ψm ∈ S(R) and W(ψm) forms a frame with bounds Am and Bm. For all m, Am ≤ 12 , but as
m→∞, Bm → 1.
Proof. As m > 4
a
, ϕˆm is well-defined, and it follows from the definition of ϕˆm that
supp ψˆm = [−a− 1
m
,−a
2
+
1
m
] ∪ [a
2
− 1
m
,a+
1
m
].
Since m > 2
1−2a
, supp ψˆm ⊂ (− 12 , 12 ). By continuity, there exists ǫ > 0 such that [−a,− a2 ) ∪ [a2 , a) ⊆
suppǫ ψˆm. Thus, it follows from Theorem 12 that W(ψm) forms a frame with lower frame bound Am =
Kψm and upper frame bound Bm = Kψm . As ψˆm is even, it suffices to optimize κψm over any positive
dyadic interval. We shall use [a
2
+ 1
2
, a + 1
m
). Since m > 5
a
, κψm (γ) = (ψˆm(γ))
2 + (ψˆm(
γ
2
))2 for
8
γ ∈ [a
2
+ 1
2m
, a+ 1
m
). Also m > 6
a
implies that a− 2
m
> a
2
+ 1
m
. Hence, over [a
2
+ 1
2m
, a+ 1
m
), κψm
= (ψˆm(γ))
2 + (ψˆm(
γ
2
))2
=

(ψˆm(γ))
2 + 0 for a
2
+ 1
2m
≤ γ < a
2
+ 1
m
1 + 0 for a
2
+ 1
m
≤ γ < a− 2
m
1 + (ψˆm(
γ
2
))2 for a− 2
m
≤ γ < a− 1
m
(ψˆm(γ))
2 + (ψˆm(
γ
2
))2 for a− 1
m
≤ γ < a+ 1
m
=

(ϕˆm(γ − 3a4 ))2 for a2 + 12m ≤ γ < a2 + 1m
1 for a
2
+ 1
m
≤ γ < a− 2
m
1 + (ϕˆm(
γ
2
− 3a
4
))2 for a− 2
m
≤ γ < a− 1
m
(ϕˆm(γ − 3a4 ))2 + (ψˆ( γ2 − 3a4 ))2 for a− 1m ≤ γ < a+ 1m
.
Note that
• γ − 3a
4
< 0 for a
2
+ 1
2m
≤ γ < a
2
+ 1
m
since m > 4
a
,
• γ
2
− 3a
4
< 0 for a− 2
m
≤ γ < a− 1
m
,
• γ − 3a
4
> 0 for a− 1
m
≤ γ < a+ 1
m
since m > 4
a
, and
• γ
2
− 3a
4
< 0 for a− 1
m
≤ γ < a+ 1
m
since m > 2
a
.
Thus, κψm is increasing over
a
2
+ 1
2m
≤ γ ≤ a− 1
m
, but is not monotonic over a− 1
m
< γ < a+ 1
m
. Hence
min
a
2
+ 1
2
≤γ≤a− 1
m
κψm(γ) = κψm (
a
2
+
1
2
) =
(
ϕˆm((
a
2
+
1
2m
)− 3a
4
)
)2
=
(
ϕˆm(−a
4
+
1
2m
)
)2
=
(
e−2m/3
e−2m/3 + e−2m
)2
=
(
1
1 + e−4m/3
)2
,
and
max
a
2
+ 1
2
≤γ≤a− 1
m
κψm(γ) = κψm(a−
1
m
)
= 1 +
(
ϕˆm(
1
2
(a− 1
m
)− 3a
4
)
)2
= 1 +
(
e−2m
e−2m + e−2m/3
)2
= 1 +
(
1
1 + e4m/3
)2
.
Note that as m→∞,
min
a
2
+ 1
2
≤γ≤a− 1
m
κψm (γ) → 1
max
a
2
+ 1
2
≤γ≤a− 1
m
κψm (γ) → 1
We shall now consider κψm over (a − 1m , a + 1m ). We start by substituting γ = a + tm , t ∈ (−1, 1) and
expanding κψm over these values:
κψm(a+
t
m
) =
(
ϕˆm(a+
t
m
− 3a
4
)
)2
+
(
ϕˆm(
a
2
+
t
2m
− 3a
4
)
)2
=
(
ϕˆm(
a
4
+
t
m
)
)2
+
(
ϕˆm(−a
4
+
t
2m
)
)2
=
(
e−m/(1−t)
e−m/(1−t) + e−m/(1+t)
)2
+
(
e−2m/(2+t)
e−2m/(2+t) + e−2m/(2−t)
)2
=
(
1
1 + e2mt/(1−t2)
)2
+
(
1
1 + e−4mt/(4−t2)
)2
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At t = 0, κψm takes the value
(
1
2
)2
+
(
1
2
)2
= 1
2
. We claim that for any 0 < δ < 1
2
, κψm(a+
t
m
) converges
uniformly to 1 over [δ, 1− δ]. Choose an arbitrary 0 < ǫ < 2. We claim that for any
m > max
 (1− δ
2) ln(
√
2
ǫ
− 1)
δ
,
(δ2 − 4) ln(1−√1− ǫ
2
)
4δ

|κψm(a+ tm )− 1| < ǫ for all t ∈ [δ, 1− δ]. A routine application of the triangle inequality yields
|κψm(a+
t
m
)− 1| =
∣∣∣∣∣
(
1
1 + e2mt/(1−t2)
)2
+
(
1
1 + e−4mt/(4−t2)
)2
− 1
∣∣∣∣∣
≤
∣∣∣∣∣
(
1
1 + e2mt/(1−t2)
)2∣∣∣∣∣+
∣∣∣∣∣
(
1
1 + e−4mt/(4−t2)
)2
− 1
∣∣∣∣∣ .
Since m >
(1−δ2) ln(
√
2
ǫ
−1)
δ
, for all t ∈ [δ, 1− δ],√
2
ǫ
− 1 < e2mδ/(1−δ2) ≤ e2mt/(1−t2)
⇒ 2
ǫ
< (1 + e2mt/(1−t
2))2
⇒
∣∣∣∣∣
(
1
1 + e2mt/(1−t2)
)2∣∣∣∣∣ < ǫ2 .
Since m >
(δ2−4) ln(1−
√
1− ǫ
2
)
4δ
,
1−
√
1− 2
ǫ
> e−4mδ/(4−δ
2) ≥ e−4mt/(4−t2)
⇒ (e−4mt/(4−t2))2 − 2(e−4mt/(4−t2)) + ǫ
2
> 0
⇒ |(e−4mt/(4−t2))2 − 2(e−4mt/(4−t2))| < ǫ
2
⇒ |1− (1 + e−4mt/(4−t2))2| < ǫ
2
⇒
∣∣∣∣∣1− (1 + e−4mt/(4−t
2))2
(1 + e−4mt/(4−t2))2
∣∣∣∣∣ < ǫ2
⇒
∣∣∣∣ 1(1 + e−4mt/(4−t2))2 − 1
∣∣∣∣ < ǫ2 .
Thus, |κψm(a + tm ) − 1| < ǫ for all t ∈ [δ, 1 − δ]. It is also true that for any 0 < δ < 12 , κψm(a + tm )
converges uniformly to 1 over [−1 + δ,−δ]. The proof works in the same manner, except the triangle
inequality is used in the following way
|κψm(a+
t
m
)− 1| =
∣∣∣∣∣
(
1
1 + e2mt/(1−t2)
)2
+
(
1
1 + e−4mt/(4−t2)
)2
− 1
∣∣∣∣∣
≤
∣∣∣∣∣
(
1
1 + e2mt/(1−t2)
)2
− 1
∣∣∣∣∣+
∣∣∣∣∣
(
1
1 + e−4mt/(4−t2)
)2∣∣∣∣∣ .
Combining this convergence with our knowledge of the values κψm (0) =
1
2
, κψm(a+
1
m
) =
(
1
1+e−4m/3
)2
,
and κψm(a− 1m ) = 1 +
(
1
1+e4m/3
)2
, we conclude that
lim
m→∞
Bm = lim
m→∞
Kψm = 1.
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Using a result from [18], a corollary to Theorem 22 is that these smooth bump functions cannot be
the result of convolutional smoothing with an approximate identity formed by dilations. We reference
the 1-dimensional version of the theorem here.
Theorem 23. For 0 < a < 1/2, let L ⊆ R̂ be the Parseval frame wavelet set [−a,− a
2
] ∪ [a
2
, a]. Also let
g : R̂→ R satisfy the following conditions:
i. supp g ⊆ [−b, c], where b, c > 0 and supp g contains a neighborhood of 0;
ii.
∫
g(γ)dγ = 1; and
iii. 0 <
∫
[ c
2
,c]
g(γ)dγ < 1 and 0 <
∫
[− b
2
,c]
g(γ)dγ < 1.
Define ψˆm = 1L ∗ g(m). For any
m > max
{
2(b+ c)
a
,
b+ c
1− 2a ,
4b + c
a
,
4ci + bi
a
}
,
W(ψm) is a frame with frame bounds Am and Bm, and there exist α < 1 and β > 1, both independent of
m, such that Am ≤ α and Bm ≥ β. These are called frame bound gaps.
Corollary 24. Define ψm as in Theorem 22. Then there does not exist a g : R̂ → R such that ψˆm =
1[−a,a]∪[−a/2,a/2] ∗ g(m), where g(m)(·) = mg(m·).
Proof. Assume that such a g exists. Since the building blocks of ψˆm satisfy supp φˆm = [−a/4−1/m, a/4+
1/m], supp g = [−1, 1]. Furthermore, since φˆm is increasing over (−∞, 0) (Lemma 21), g must be non-
negative. Thus such a g satisfies that hypotheses of Theorem 23, and for large enough m, there exist
frame bound gaps for W(ψm). That is, the upper frame bound of W(ψm) cannot converge to one.
However, this contradicts Theorem 22.
Thus, these functions which are commonly used in mathematics are not the result of convolutional
smoothing.
5 Conclusion
Based on conversations with other authors in the wavelet set community and remarks in published
papers, it seems that smoothing of higher dimensional wavelet set wavelets was assumed to be similar
to smoothing in R. However, Corollary 38 in [18] showed that convolutional smoothing of the Parseval
frame wavelet set wavelets ([−2a, 2a]d\[−a, a]d) on the frequency domain yields systems with upper frame
bounds which increase away from 1 as the d increases. This theme is continued in this paper. We see in
Section 2.2 that natural generalizations of Bin Han’s proof of existence of smooth Parseval wavelets in
L2(R) to L2(R2) also fail. We showed that smoothable wavelet sets do exist in higher dimensions, but
these wavelet sets were created for the sole purpose of being smoothable. Thus, the question remains
whether there exist continuous functions ψˆn for which W(ψn) has frame bounds converging to 1 and for
which, say, ‖1[−a,a]2\[−a/2,a/2]2 − ψˆn‖L2(R̂2) converges to 0 as n → ∞ for some a < 1/2. Furthermore,
we also explicitly construct smooth frame wavelets which have upper frame bounds converging to 1 in
Section 3. Using results about frame bound gaps, this construction shows that basic functions used in
differential topology are not the result of convolutional smoothing.
6 Appendix
We include here the calculation-intensive proofs of the results in Section 2.2.
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Proposition 14. We first rewrite h(La;δ, δ2 )
in terms of θ (from Lemma 7).
θ
(
2a−|y|
δ
)
when |x| ∈ [0, 2a− δ] and |y| ∈ [2a− δ, 2a+ δ]
θ
(
2a−|y|
δ
)
θ
(
2a−|x|
δ
)
when |x|, |y| ∈ [2a− δ, 2a+ δ]
θ
(
2a−|x|
δ
)
when |y| ∈ [0, 2a− δ] and |x| ∈ [2a− δ, 2a+ δ]
1 when (|x|, |y|)T ∈ [0, 2a− δ]2\[0, a+ δ
2
]2
1− θ
(
a−|y|
δ/2
)
when |x| ∈ [0, a− δ
2
] and |y| ∈ [a − δ
2
, a+ δ
2
]
1− θ
(
a−|y|
δ/2
)
θ
(
a−|x|
δ/2
)
when |x|, |y| ∈ [a − δ
2
, a+ δ
2
]
1− θ
(
a−|x|
δ/2
)
when |y| ∈ [0, a− δ
2
] and |x| ∈ [a − δ
2
, a+ δ
2
]
0 otherwise.
We will prove the claim if we show that
∑
n∈Z h
2
(La;δ,
δ
2
)
(2nx, 2ny) < 1 on a set of positive measure. Note
that for (x, y)T ∈ [0, a− δ
2
]× (a− δ
2
, a+ δ
2
],∑
n∈Z
h2
(La;δ,
δ
2
)
(2nx, 2ny) = h2
(La;δ,
δ
2
)
(x, y) + h2
(La;δ,
δ
2
)
(2x, 2y)
=
(
1− θ
(
a− y
δ/2
))2
+ θ2
(
a− y
δ/2
)
= 1 + 2θ
(
a− |y|
δ/2
)[
θ
(
a− |y|
δ/2
)
− 1
]
< 1
since 0 < θ
(
a−|y|
δ/2
)
< 1 for y > a− δ
2
.
Proposition 15. We first compute the following for x, y > 0, making use of Lemma 9:
g2
(La;δ,
δ
2
)
(x, y) + g2
(La;δ,
δ
2
)
(2x, 2y)
θ2
(
2a−y
δ
)
(x, y)T ∈ [0, 2a − δ]× [2a − δ, 2a + δ]
θ2
(
2a−y
δ
)
θ2
(
2a−x
δ
)
(x, y)T ∈ [2a− δ, 2a+ δ]2
θ2
(
2a−x
δ
)
(x, y)T ∈ [2a− δ, 2a+ δ]× [0, 2a − δ]
1 (x, y)T ∈ [0, 2a− δ]2\[0, a+ δ
2
]2
θ2
(
a−y
δ/2
)
+ θ2
(
y−a
δ/2
)
(x, y)T ∈ [0, a− δ
2
]× [a− δ
2
, a+ δ
2
]
θ2
(
a−y
δ/2
)
θ2
(
a−x
δ/2
)
+ θ2
(
y−a
δ/2
)
θ2
(
x−a
δ/2
)
(x, y)T ∈ [a− δ
2
, a+ δ
2
]2
θ2
(
a−x
δ/2
)
+ θ2
(
x−a
δ/2
)
(x, y)T ∈ [a− δ
2
, a+ δ
2
]× [0, a− δ
2
]
1 (x, y)T ∈ [0, a− δ
2
]2\[0, a
2
+ δ
4
]2
θ2
(
y−a/2
δ/4
)
(x, y)T ∈ [0, a
2
− δ
4
]× [a
2
− δ
4
, a
2
+ δ
4
]
θ2
(
y−a/2
δ/4
)
θ2
(
x−a/2
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]2
θ2
(
x−a/2
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]× [0, a
2
− δ
4
]
0 otherwise
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
θ2
(
2a−y
δ
)
(x, y)T ∈ [0, 2a− δ]× [2a− δ, 2a+ δ]
θ2
(
2a−y
δ
)
θ2
(
2a−x
δ
)
(x, y)T ∈ [2a − δ, 2a+ δ]2
θ2
(
2a−x
δ
)
(x, y)T ∈ [2a− δ, 2a+ δ]× [0, 2a− δ]
1 (x, y)T ∈ [0, 2a− δ]2\[0, a+ δ
2
]2
1 (x, y)T ∈ [0, a− δ
2
]× [a− δ
2
, a+ δ
2
]
θ2
(
a−y
δ/2
)
θ2
(
a−x
δ/2
)
+ θ2
(
y−a
δ/2
)
θ2
(
x−a
δ/2
)
(x, y)T ∈ [a− δ
2
, a+ δ
2
]2
1 (x, y)T ∈ [a − δ
2
, a+ δ
2
]× [0, a− δ
2
]
1 (x, y)T ∈ [0, a− δ
2
]2\[0, a
2
+ δ
4
]2
θ2
(
y−a/2
δ/4
)
(x, y)T ∈ [0, a
2
− δ
4
]× [a
2
− δ
4
, a
2
+ δ
4
]
θ2
(
y−a/2
δ/4
)
θ2
(
x−a/2
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]2
θ2
(
x−a/2
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]× [0, a
2
− δ
4
]
0 otherwise.
Continuing inductively we obtain
∑
n∈Z g
2
(La;δ,
δ
2
)
(2nx, 2ny)
=

0 when x = y = 0
θ2
(
a−2my
δ/2
)
θ2
(
a−2mx
δ/2
)
(2mx, 2my)T ∈ [a− δ
2
, a+ δ
2
]2;m ∈ Z
+θ2
(
2my−a
δ/2
)
θ2
(
2mx−a
δ/2
)
1 otherwise.
We would like to show that θ2
(
a−y
δ/2
)
θ2
(
a−x
δ/2
)
+θ2
(
y−a
δ/2
)
θ2
(
x−a
δ/2
)
does not take the value 1 for almost
all (x, y)T ∈ [a− δ
2
, a+ δ
2
]2. Assume that 1
2
< β < 1 and 0 < α < 1. Then β
2β−1
> 1, implying
(α 6= β
2β − 1 ) ⇒ (2αβ − α 6= β)
⇒ (1 + 2αβ − α− β 6= 1)
⇒ (αβ + (1− α)(1− β) 6= 1)
It follows from the intermediate value theorem and continuity that the measure of E = {(x, y)T ∈
[a− δ
2
, a+ δ
2
]2 : 1
2
< θ2
(
a−y
δ/2
)
< 1, 0 < θ2
(
a−x
δ/2
)
< 1} is positive. So for (x, y)T ∈ E,
θ2
(
a− y
δ/2
)
θ2
(
a− x
δ/2
)
+ θ2
(
y − a
δ/2
)
θ2
(
x− a
δ/2
)
= θ2
(
a− y
δ/2
)
θ2
(
a− x
δ/2
)
+
(
1− θ2
(
a− y
δ/2
))(
1− θ2
(
a− x
δ/2
))
6= 1
Proposition 16. We calculate the sum
ψˆ2δ (~x) + ψˆ
2
δ(2~x)
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=
θ2
(
2a−y
δ
)
(x, y)T ∈ [0, 2a− δ]× [2a− δ, 2a+ δ]
θ2
(
4a−x−y−δ
δ
)
(x, y)T ∈ [2a − δ, 2a+ δ]2
θ2
(
2a−x
δ
)
(x, y)T ∈ [2a− δ, 2a+ δ]× [0, 2a− δ]
1 (x, y)T ∈ [0, 2a− δ]2\[0, a+ δ
2
]2
1 (x, y)T ∈ [a− δ
2
, a+ δ
2
]2; 2a ≤ x+ y2a+ δ
θ2
(
a−y
δ/2
)
+ θ2
(
y−a
δ/2
)
(x, y)T ∈ [0, a− δ
2
]× [a− δ
2
, a+ δ
2
]
θ2
(
x+y−2a+δ/2
δ/2
)
+ (x, y)T ∈ [a− δ
2
, a+ δ
2
]2
θ2
(
2a−x−y−δ/2
δ/2
)
for 2a − δ ≤ x+ y ≤ 2a
θ2
(
a−x
δ/2
)
+ θ2
(
x−a
δ/2
)
(x, y)T ∈ [a− δ
2
, a+ δ
2
]× [0, a− δ
2
]
1 (x, y)T ∈ [0, a− δ
2
]2\[0, a
2
+ δ
4
]2
1 (x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]2 for a ≤ x+ y ≤ a+ δ
2
θ2
(
y−a/2
δ/4
)
(x, y)T ∈ [0, a
2
− δ
4
]× [a
2
− δ
4
, a
2
+ δ
4
]
θ2
(
x+y−a+δ/4
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]2 for a− δ
2
≤ x+ y ≤ a
θ2
(
x−a/2
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]× [0, a
2
− δ
4
]
0 otherwise,
=

θ2
(
2a−y
δ
)
(x, y)T ∈ [0, 2a − δ]× [2a − δ, 2a + δ]
θ2
(
4a−x−y−δ
δ
)
(x, y)T ∈ [2a− δ, 2a+ δ]2
θ2
(
2a−x
δ
)
(x, y)T ∈ [2a− δ, 2a+ δ]× [0, 2a − δ]
1 (x, y)T ∈ [0, 2a− δ]2\[0, a
2
+ δ
4
]2
1 (x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]2 for a ≤ x+ y ≤ a+ δ
2
θ2
(
y−a/2
δ/4
)
x, y)T ∈ [0, a
2
− δ
4
]× [a
2
− δ
4
, a
2
+ δ
4
]
θ2
(
x+y−a+δ/4
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]2 for a− δ
2
≤ x+ y ≤ a
θ2
(
x−a/2
δ/4
)
(x, y)T ∈ [a
2
− δ
4
, a
2
+ δ
4
]× [0, a
2
− δ
4
]
0 otherwise,
= f2
([−2a,2a]2\[−a
2
, a
2
]2;δ, δ
4
)
(~x),
as desired.
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