In this paper, we describe an efficient method for obtaining word classes for class language models. The method employs an exchange algorithm using the criterion of perplexity improvement. The novel contributions of this paper are the extension of the class bigram perplexity criterion to the class trigram perplexity criterion, the description of an efficient implementation for speeding up the clustering process, the detailed computational complexity analysis of the clustering algorithm, and, finally, experimental results on large text corpora of about 1, 4, 39 and 241 million words including examples of word classes, test corpus perplexities in comparison to word language models, and speech recognition results. q 1998 Elsevier Science B.V. All rights reserved.
Introduction
The need for a stochastic language model in speech recognition arises from Bayes' decision rule Ž. for minimum error rate Bahl et al., 1983 . The word sequence w ...w to be recognized from the se- For large vocabulary speech recognition, these conditional probabilities are typically used in the Ž. following way Bahl et al., 1983 . The dependence of the conditional probability of observing a word w n at a position n is assumed to be restricted to its Ž. immediate m y 1 predecessor words w q ny m 1...w . The resulting model is that of a Markov ny 1 chain and is referred to as m-gram model. For m s 2 and m s 3, we obtain the widely used bigram and trigram models, respectively. These bigram and trigram models are estimated from a text corpus during a training phase. But even for these restricted models, most of the possible events, i.e., word pairs and word triples, are never seen in training because there are so many of them. Therefore in order to allow for events not seen in training, the probability distributions obtained in these m-gram approaches are smoothed with more general distributions. Usually, Ž. these are also m-grams with a smaller value for m or a more sophisticated approach like a singleton Ž distribution Jelinek, 1991; Ney et al., 1994; In this paper, we try a different approach for smoothing by using word equivalence classes, or word classes for short. Here, each word belongs to exactly one word class. If a certain word m-gram did not appear in the training corpus, it is still possible that the m-gram of the word classes corresponding to these words did occur and thus a word class based m-gram language model, or class m-gram model for short, can be estimated. More general, as the number of word classes is smaller than the number of words, the number of model parameters is reduced so that each parameter can be estimated more reliably. On the other hand, reducing the number of model parameters makes the model coarser and thus the prediction of the next word less precise. So there has to be a tradeoff between these two extremes.
Typically, word classes are based on syntactic semantic concepts and are defined by linguistic experts. In this case, they are called parts of speech Ž. POS . Generalizing the concept of word similarities, we can also define word classes by using a statistical criterion, which in most cases, but not necessarily, is maximum likelihood or, equivalently, perplexity ŽJelinek, 1991; Brown et al., 1992; Kneser and Ney, . 1993; Ney et al., 1994 . With the latter two approaches, word classes are defined using a clustering algorithm based on minimizing the perplexity of a class bigram language model on the training corpus, which we will call bigram clustering for short.
The contributions of this paper are: Ø the extension of the clustering algorithm from the bigram criterion to the trigram criterion; Ø the detailed analysis of the computational complexity of both bigram and trigram clustering algorithms; Ø the design and discussion of an efficient implementation of both clustering algorithms; Ø systematic tests using the 39-million word Wall Street Journal corpus concerning perplexity and Table 1 List of symbols W vocabulary size u, Õ,w, x words in a running text; usually w is the word under discussion, r its successor, y its predecessor and u the predecessor to Õ w word in text corpus position n n Ž. S S w set of successor words to word w in the training corpus Ž. P P w set of predecessor words to word w in the training corpus Ž.
Ž. S S Õ,w set of successor words to bigram Õ,w in the training corpus Ž.
Ž. P P Õ,w set of predecessor words to bigram Õ,w in the training corpus G G number of word classes G G : w ™ g class mapping function Ž . G P,w Ý 1 i.e., number of seen predecessor word classes to word w
e., number of seen successor word classes to word w
Ž. Ž . GW P Ý G P,w i.e., average number of seen predecessor word classes
Ž. Ž . GW P Ý Gw ,P i.e., average number of seen successor word classes wP w Ž. Ž . G P,P,w Ý 1 i.e., number of seen word class bigrams preceding word w
, number of seen word class pairs embracing word w The organization of this paper is as follows: Section 2 gives a definition of class models, explains the outline of the clustering algorithm and the extension to a trigram based statistical clustering criterion.
Section 3 presents an efficient implementation of the clustering algorithm. Section 4 analyses the computational complexity of this efficient implementation. Section 5 reports on text corpus experiments concerning the performance of the clustering algorithm in terms of CPU time, resulting word classes and training and test perplexities. Section 6 shows the results for the speech recognition experiments. Section 7 discusses the results and their usefulness to language models. In this paper, we introduce a large number of symbols and quantities; they are summarized in Table 1 .
Class models and clustering algorithm
In this section, we will present our class bigram and trigram models and we will derive their log likelihood function, which serves as our statistical criterion for obtaining word classes. With our approach, word classes result from a clustering algorithm, which exchanges a word between a fixed number of word classes and assigns it to the word class where it optimizes the log likelihood. We will discuss alternative strategies for finding word classes. We will also describe smoothing methods for the class models trained, which are necessary to avoid zero probabilities on test corpora.
Class bigram models
We partition the vocabulary of size W into a fixed number G of word classes. The partition is represented by the so-called class or category mapping function G : w ™ g Ž .
w mapping each word w of the vocabulary to its word class g . Assigning a word to only one word class is w a possible drawback which is justified by the simplicity and efficiency of the clustering process. For the rest of this paper, we will use the letters g and k Ž. for arbitrary word classes. For a word bigram Õ,w Ž. we use g , g to denote the corresponding class
For class models, we have two types of probability distributions:
Ž < . Ø a transition probability function p g g which 1
w Õ represents the first-order Markov chain probability for predicting the word class g from its w predecessor word class g ; Õ Ž < . Ø a membership probability function p w g esti-0 mating the word w from word class g. Since a word belongs to exactly one word class, we have
w Therefore, we can use the somewhat sloppy notation Ž < . pw g.
w
For a class bigram model, we have then:
Note that this model is a proper probability function, and that we make an independency assumption between the prediction of a word from its word class and the prediction of a word class from its predecessor word classes. Such a model leads to a drastic Ž reduction in the number of free parameters: G P G y .Ž < .Ž . 1 probabilities for the For maximum likelihood estimation, we construct Ž. the log likelihood function using Eq. 1 :
with N P being the number of occurrences of the event given in the parentheses in the training data. To construct a class bigram model, we first hypothesize a mapping function G G. Then, for this hypothesized mapping function G G, the probabilities Ž < .Ž < .Ž . pw g and pg g in Eq. 2 can be estimated
by adding the Lagrange multipliers for the normalization constraints and taking the derivatives. This Ž. results in relative frequencies Ney et al., 1994 :
Ž. Using the estimates given by Eqs. 3 and 4 , we Ž. can now express the log likelihood function F G G bi for a mapping G G in terms of the counts:
Ž . In Brown et al., 1992 the second sum of Eq. 6 is interpreted as the mutual information between the word classes g and g . Note, however, that the Õ w derivation given here is based on the maximum likelihood criterion only.
Class trigram models
Constructing the log likelihood function for the class trigram model
Ž .
2 wu Õ Ž. Taking the derivatives of Eq. 8 for maximum likelihood parameter estimation also results in relative frequencies
u Õ Ž.Ž. Ž. and, using Eqs. 3 , 7 -9 :
Ž.
Exchange algorithm
To find the unknown mapping G G : w y g ,w e w will show now how to apply a clustering algorithm. The goal of this algorithm is to find a class mapping function G G such that the perplexity of the class model is minimized over the training corpus. We use an exchange algorithm similar to the exchange algo-Ž rithms used in conventional clustering ISODATA Ž. . Duda and Hart, 1973, pp. 227-228 , where an observation vector is exchanged from one cluster to another cluster in order to improve the criterion. In the case of language modeling, the optimization Ž. criterion is the log-likelihood, i.e., Eq. 5 for the Ž. class bigram model and Eq. 10 for the class trigram model. The algorithm employs a technique of local optimization by looping through each element of the set, moving it tentatively to each of the G word classes and assigning it to that word class resulting in the lowest perplexity. The whole procedure is repeated until a stopping criterion is met. The outline of our algorithm is depicted in Fig. 1 .
We will use the term to remoÕe for taking a word out of the word class to which it has been assigned in the previous iteration, the term to moÕe for inserting a word into a word class, and the term to exchange for a combination of a removal followed by a move.
For initialization, we use the following method: Ž. we consider the most frequent G y 1 words, and each of these words defines its own word class. The remaining words are assigned to an additional word class. As a side effect, all the words with a zero Ž. unigram count Nw are assigned to this word class and remain there, because exchanging them has no effect on the training corpus perplexity. The stopping criterion is a prespecified number of iterations. In addition, the algorithm stops if no words are exchanged any more. Thus, in this method, we exploit the training corpus in two ways: 1. in order to find the optimal partitioning; 2. in order to evaluate the perplexity.
An alternative approach would be to use two different data sets for these two tasks, or to simulate unseen events using leaving-one-out. That would result in an upper bound and possibly in more robust word classes, but at the cost of higher mathematical Ž. and computational expenses. Kneser and Ney, 1993 employs leaving one out for clustering. However, the improvement was not very significant, and so we will use the simpler original method here. An efficient implementation of this clustering algorithm will be presented in Section 3.
Comparison with alternatiÕe optimization strategies
It is interesting to compare the exchange algorithm for word clustering with two other approaches described in the literature, namely simulated anneal-Ž. ing Jardino and Adda, 1993 and bottom-up cluster-Ž. ing Brown et al., 1992 . In simulated annealing, the baseline optimization strategy is similar to the strategy of the exchange algorithm. The important difference is according to the simulated annealing concept that we accept temporary degradations of the optimization criterion. The decision of whether to accept a degradation or not is made dependent on the so called cooling parameter. This approach is usually referred to as Metropolis algorithm. Another difference is that the words to be exchanged from one word class to another and the target word classes are selected by the so-called Monte Carlo method. Using the correct cooling parameter, simulated annealing converges to the global optimum. In our own experimental tests Ž. unpublished results , we made the experience that there was only a marginal improvement in the perplexity criterion at dramatically increased computa-Ž. tional costs. In Jardino, 1996 , simulated annealing is applied to a large training corpus from the Wall Street Journal, but no CPU times are given. In Ž. addition in Jardino and Adda, 1994 , the authors introduce a modification of the clustering model allowing several word classes for each word, at least in principle. This modification, however, is more related to the definition of the clustering model and not that much to the optimization strategy. In this paper, we do not consider such types of stochastic class mappings.
The other optimization strategy, bottom-up clus-Ž. tering, as presented in Brown et al., 1992 , is also Ž. based on the perplexity criterion given by Eq. 6 . However, instead of the exchange algorithm, the authors use the well-known hierarchical bottom-up Ž clustering algorithm as described in Duda and Hart, . 1973, pp. 230 and 235 . The typical iteration step here is to reduce the number of word classes by one. This is achieved by merging that pair of word classes for which the perplexity degradation is the smallest. This process is repeated until the desired number of word classes has been obtained. The iteration process is initialized by defining a separate word class for Ž. each word. In Brown et al., 1992 , the authors describe special methods to keep the computational complexity of the algorithm as small as possible. Obviously, like the exchange algorithm, this bottom up clustering strategy achieves only a local optimum.
Ž. As reported in Brown et al., 1992 , the exchange algorithm can be used to improve the results obtained by bottom-up clustering. From this result and our own experimental results for the various initial-Ž ization methods of the exchange algorithm see Sec-. tion 5.4 , we may conclude that there is no basic performance difference between bottom-up clustering and exchange clustering.
Smoothing methods

Ž. Ž.
Ž. On the training corpus, Eqs. 3 , 4 and 9 are well-defined. However, even though the parameter estimation for class models is more robust than for word models, some of the class bigrams or trigrams in a test corpus may have zero frequencies in the training corpus, resulting in zero probabilities. To avoid this, smoothing must be used on the test corpus. However, for the clustering process on the training corpus, the unsmoothed relative frequencies Ž.Ž. Ž. of Eqs. 3 , 4 and 9 are still used.
To smooth the transition probability, we use the method of absolute interpolation with a singleton Ž. generalized distribution Ney et al., 1995 Ney et al., , 1997 :
with b standing for the history-independent discount-Ž. ing value, gg ,P for the number of word classes r Õ Ž. seen r times right after word class g , g P, g for
the number of word classes seen r times right before Ž. word class g , and g P,P for the number of wr distinct word class bigrams seen r times in the Ž. training corpus. b g is the so-called singleton w Ž. generalized distribution Ney et al., 1995 Ney et al., , 1997 . The same method is used for the class trigram model.
To smooth the membership distribution, we use the method of absolute discounting with backing off Ž. Ney et al., 1995 Ney et al., , 1997 : However, no smoothing is applied to word classes with no unseen words. With our clustering algorithm, there is only one word class containing unseen words. Therefore, the effect of the kind of smoothing used for the membership distribution is negligible. Thus, for the sake of consistency, absolute interpolation could be used to smooth both distributions.
Efficient clustering implementation
A straightforward implementation of our clustering algorithm presented in Section 2.3 is time consuming and prohibitive even for a small number of word classes G. In this section, we will present our techniques to improve computational performance in order to obtain word classes for large numbers of word classes. A detailed complexity analysis of the resulting algorithm will be presented in Section 4.
Bigram clustering
Ž.
We will use the log-likelihood Eq. 5 as the criterion for bigram clustering, which is equivalent to the perplexity criterion. The exchange of a word between word classes is entirely described by altering the affected counts of this formula.
Efficient method for count generation
Ž. All the counts of Eq. 5 are computed once, stored in tables and updated after a word exchange. As we will see later, we need additional counts describing how often a word class g appears right after and right before, respectively, a word w. These counts are recounted anew for each word currently under consideration, because updating them, if necessary, would require the same effort as recounting, and would require more memory because of the large tables. Ž. Ž. For a fixed word w in Eqs. 11 and 12 , we need to know the predecessor and the successor words, which are stored as lists for each word w, and the corresponding bigram counts. However, we observe that if word Õ precedes w, then w succeeds Õ.
Ž. Consequently, the bigram Õ,w is stored twice, once in the list of successors to Õ, and once in the list of predecessors to w, thus resulting in high memory consumption. However, dropping one type of list would result in a high search effort. Therefore we keep both lists, but with bigram counts stored only in the list of successors. Using four bytes for the counts and two bytes for the word indexes, we reduce the memory requirements by 1r3 at the cost of a minor Ž. search effort for obtaining the count N Õ,w from the list of successors to Õ by binary search. The Ž. Ž. count generation procedure for Eqs. 11 and 12 is depicted in Fig. 2. 
Baseline perplexity recomputation
Ž. We will examine how the counts in Eq. 5 must be updated in a word exchange. We observe that removing a word w from word class g and moving w it to a word class k only affects those counts of Eq. Ž. 5 that involve g or k; all the other counts, and, w consequently, their contributions to the perplexity remain unchanged. Thus, to compute the change in Ž. perplexity, we recompute only those terms in Eq. 5 which involve the affected counts.
We consider in detail how to remove a word from word class g . Moving a word to a word class k is w similar. First, we have to reduce the word class unigram count:
ww Then, we have to decrement the transition counts from g to a word class g / g and from an ww arbitrary word class g / g by the number of times w w appears right before or right after g, respectively: 
ww Ž. We can view Eq. 15 as an application of the inclusionrexclusion principle from combinatorics Ž. Takacs, 1984 . If two subsets A and B of a set Ć are to be removed from C, the intersection of A and B can only be removed once. Fig. 3 gives an interpretation of this principle applied to our problem of count updating. Viewing these updates in terms of the inclusionrexclusion principle will help to understand the mathematically more complicated update formulae for trigram clustering. Note that there is only one word class g from w which w is to be removed, but G candidate word classes to which w is tentatively moved. For an efficient implementation, we remove w once from g . For a tentative move, we compute the effect of w moving word w to word class k but we do not update the counts involving k. This saves us removing w from k again. Thus, we have one removal operation, G moving operations without count updating and one moving operation to the selected word class with count updating.
The complete baseline count updating procedure for word removal is depicted in Fig. 4 . Moving a word to a word class works alike. Inserting all the above described procedures into the outlined algorithm we arrive at the bigram clustering depicted in Fig. 5 , which includes the details that were omitted in Fig. 1. 
Refinement: Restriction to useful updates
Ž.
Ž. Eqs. 13 and 14 are valid for all word classes Ž. g / g . However, there is only an effect if Ng ,w w Ž. / 0 and Nw , g / 0, respectively. We observe that the number of successor or predecessor words to Ž. word w cannot be larger than Nw, and there cannot be more successor and predecessor word classes than successor and predecessor words, respectively. Since most words are infrequent, the number of successor or predecessor word classes for these words is far smaller than G. Thus, there are many unnecessary additions or subtractions. These operations take place in the innermost loop and waste a lot of CPU time. It is therefore computationally more efficient to construct a list of those succes-Ž. sor and predecessor word classes with Ng ,w / 0 Ž. and Nw , g / 0, respectively, and to consider only those word classes on the list instead of all word classes. The complete refined count updating procedure for word removal is depicted in Fig. 6 . Moving a word to a word class works similarly.
Trigram clustering
Trigram clustering principally works in the very same way as bigram clustering, the main difference Ž. being that the clustering criterion now is Eq. 10 . However, this implies the update of counts for word class triples, making the formulae for an efficient word exchange more difficult and their implementation computationally more expensive. As an example, we consider the removal of word w. The bigram and unigram counts change in the same way as for bigram clustering. After changing the word class counts, we also have to change the counts depending directly on w. As above, the update formulae depend on the number of word classes equaling word class g : w Ø If word class g appears only once as argument, w the update formula is:
. Apart from being more complicated, these formulae are also computationally more expensive. In Eq. Ž. 16 , there are two word classes independent of g w instead of one in the bigram case. Consequently, Ž. 2 there can be up to G y 1 counts under considera-Ž. tion, instead of G y 1 in the bigram case. Of course, this extreme will almost never be reached, and the refined algorithm is even more useful here than in the bigram case.
As in the bigram case, the counts for the perplex-Ž. ity formula Eq. 10 are stored in tables, while those counts needed for the word exchange and depending directly on w are computed anew for each word. The underlying structure is based on word trigram counts and must be designed in a memory efficient way Ž. Wessel et al., 1997 . As in the bigram case, the memory efficiency causes the slight computational inefficiency of a binary search.
Computational complexity for the clustering algorithm
In this section, we will derive the computational complexity of the baseline and refined clustering algorithms of Section 3 for both bigram and trigram clustering.
Bigram clustering
The complexity for bigram clustering is directly derived from Figs. 2, 5 and 6. Note that, in the innermost loop of Fig. 5 , we only compute the effect of a count update on the perplexity. The counts themselves remain unchanged. We introduce the no-Ž. tations S S w for the set of successor words to w, Ž. P P w for the set of predecessor words to w, B for the number of word bigrams, and I for the number of iterations of the outer loop. Considering the dominating computationally expensive operations, we can give the estimate for the computational complexity:
For the refined implementation, we introduce the Ž. additional symbols Gw ,P for the number of word Ž. Ž classes g with Nw , g ) 0 i.e., the number of seen .Ž . successor word classes to w , and G P,w for the Ž. Ž number of word classes g with Ng ,w ) 0 i.e., . the number of seen predecessor word classes to w for a given word w. Further, we define the average number of seen predecessor and successor word classes as 11 G s P Gw ,P , G s P G P,w .
Ž.
ÝÝ wPP w WW w w
Considering the dominating computationally expensive operations, we can give the estimate for the computational complexity:
Trigram clustering
To compute those counts from Section 3.3 directly depending on word w, we have to visit all those trigrams with w in the first, center, or last Ž. position. To move a word, we have lists for Eq. 16 Ž. and the two similar formulae, and for Eqs. 13 and Ž.
Ž. 14 . There are also lists for Eq. 17 and the five similar formulae, but these are only used for word removal and not in the innermost loop, where the counts themselves stay unchanged, as in bigram clustering. For the remaining counts, we loop over all word classes g / g , if necessary. w Using the notation from bigram clustering com-Ž. plexity estimation, adding P P Õ,w for the set of Ž. predecessor words to the word bigram Õ,w , Ž. S S Õ,w for the set of successor words to the word Ž.Ž . bigram Õ,w , G P,P,w for the number of counts Ž.
Ž . Ng, g ,w ) 0, G P,w,P for the number of counts 12 Ž. Ž . Ng,w, g ) 0, Gw ,P,P for the number of counts 12 Ž. Nw , g , g ) 0, and T for the number of word 12 trigrams, and limiting ourselves to the dominating computationally expensive operations, we arrive at:
. / Ž. Using Eq. 18 and observing << << S S w, x s P P Õ,w Ž. Ž .
ÝÝ ÝÝ
ÕgP P w we arrive at B I P 3 P B P log
Pww PP ww P wP ž/ / with G , G , and G defined in the same way as PP w PwP wPP G and G .
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Text data experiments
In this section, we will present the results of the clustering process. We will show examples of word classes and report CPU times on a subset of the Wall Street Journal corpus. Further, we will give the perplexities on the test and training corpora for class and word models. We will analyze the effect of several initialization methods on the clustering algorithm. We will report perplexity results for the interpolation of a word trigram and a class trigram model.
Corpus
Several series of experimental tests were performed on a text corpus to measure the performance of the clustering methods presented in this paper. The results were obtained for a subset of the Wall Ž. Street Journal WSJ corpus. We used the official Ž WSJ vocab20o.nvp vocabulary Paul and Baker, .Ž . 1992 , which consists of the approximately 20 000 most frequent words. Each word of this vocabulary is written in upper case. In addition, there were two special words. First, each out-of-vocabulary word was replaced by a symbol for unknown word. Second, to mark the sentence end, a symbol for sentence 50  14  29  91  232  481  1635  100  28  63  183  682  1512  5005  200  120  139  399  2577  5790  21534  500  167  430  1563  -1000  449  1675  3971  -2000  1097  2905 10074 -boundary was added. There were three different training corpora with 1.4 and 39 million words, named ''1 M'', ''4 M'', and ''39 M'' for short. For each of the three training corpora, Table 2 summarizes some statistics. For each of the three event types, namely unigrams, bigrams and trigrams, this table gives the number of total events, of distinct events and of singleton events. In addition, it also shows the fraction n rN, which we can use as 1 estimate for the total probability of new events, i.e., events not seen in the training corpus. The reader should note that the total number of events for unigrams and bigrams is equal to the total number of running words including the symbol for sentence end. This is not true for the trigram events because the trigram dependency is not assumed to reach across a sentence boundary. Therefore for the first word in a sentence, we always use the bigram model.
There are other studies which used more or less the same sets of the training corpus selected from the Ž. WSJ task Rosenfeld, 1994; Ney et al., 1997 . However, there are a couple of small differences which can make a detailed comparison of the results difficult, e.g., the omission of the unknown word for the perplexity measurement or the use of two symbols for sentence beginning and end.
Clustering experiments
We tested various numbers of word classes on all three corpora using both bigram and trigram clustering. For bigram clustering, we tested 50, 100, 200, 500, 1000, and 2000 word classes. For trigram clustering, we tested 50, 100, and 200 word classes only, due to the larger computational effort. For the same reason and as opposed to bigram clustering, we only used ten iterations for trigram clustering. The two special words unknown word and sentence boundary were not subjected to the clustering operation. Instead, each of the two special words was assigned an individual word class beforehand. Table 3 shows the CPU times per iteration for bigram and trigram clustering on an R4400 based SGI workstation using the refined implementation. The CPU time as a function of the number of distinct Ž. bigrams and trigrams see Table 2 , respectively, grows slightly more than linearly, as can be expected Ž. Ž. from Eqs. 19 and 20 . The increase in CPU time as a function of the number of word classes is more than linear but far less than quadratic or cubic for bigram and trigram clustering, respectively. This is Ž. Ž. also in accordance with Eqs. 19 and 20 as a result of the refined implementation. Note that the CPU time varies from 14 to 10 074 seconds per iteration for bigram clustering. The number of iterations for bigram clustering ranges between 14 and 32 with no obvious dependency on the number of word classes or corpus size.
To underline the necessity of the refined implementation, we computed the average number of predecessor and successor word classes for G s 500 word classes on the 39 M corpus as G f 81 and Pw G f 86. Both figures are only a fraction of G s 500.
wP Table 4 shows the CPU time needed for the baseline implementation. Note that the CPU time is dominated by the effort for word moving, which is quadratic in G, not by the corpus size. For 500 word classes, there is a speedup by a factor of four and more as compared to the corresponding CPU times of the refined implementation given in Table 3 . Table 5 shows word classes that have been obtained by trigram clustering on the 39 M corpus for 100 word classes. To avoid a biased selection of word class examples, we present every tenth word class. The words in each word class are listed in descending word unigram count order. Most word classes have an obvious syntactic interpretation, such as nouns in a genitive form, or adjectives. Sometimes, there is some semantic meaning. Word class g s 12, for example, lists verbs of communication Table 5 Every tenth word class from trigram clustering using G s 100 word classes and the 39 M corpus and of expressing a state of mind. However, some word classes are rather heterogeneous, such as word class g s 32 with verbs in different tenses. Table 6 shows the perplexities on the training corpora after clustering. For a large number of model parameters, the training data is well described by the model after maximum likelihood parameter estimation. Therefore, the training corpus perplexities for trigram clustering are lower than for bigram clustering and decrease further with smaller training corpora and larger number of word classes. However, small training corpus perplexities do not tell us much about the performance of the trained model on unseen test data.
Perplexities on training and test corpora
The class bigram and trigram models have been applied to a 324 655 word test corpus with texts from the Wall Street Journal corpus not included in the training corpora. We started each sentence by predicting the first word of it given the sentence boundary symbol, as was the situation in the training. In the case of a trigram model we started with a bigram, because we assumed that the last word of the preceding sentence did not convey any meaning for the first word of the current sentence. Table 7 shows the measured perplexities for the class bigram models. As can be expected, perplexities decrease with increasing numbers of word classes and with increasing training corpus size. For the class trigram models, results are also summarized in Table 7 . On the 1 M corpus, the perplexities increase with increasing numbers of word classes. Obviously, this training corpus is too small to give a useful vocabulary partition. For larger numbers of word classes, we took the class mapping from the bigram clustering and used it to train class trigram model probabilities. To see whether the word classes obtained by the trigram clustering operation were any better than those obtained by the bigram clustering operation, we also applied this procedure to the models with 50, 100 and 200 word classes. In Table  7 , the perplexities obtained by the trigram clustering mapping are clearly better, with the exception of the 1 M corpus. In the case of the 1 M corpus, bigram clustering is the more robust approach.
For comparison, we also provide the perplexities of the word models in Table 8 . We used the word Ž. trigram model described in Ney et al., 1995 , with- out the cache component. We note that the perplexities of the class models are well above those of the word models.
Effect of initialization method
Initialization can play a major role in those iterative processes which only have a local convergence guarantee as it is the case for the exchange clustering algorithm. Therefore, we have examined three different types of initialization: Ø Baseline initialization. This is the method described in Section 2.3 and used in Section 5.2, Ž. where each of the G y 1 most frequent words are assigned to a word class of their own while all of the remaining words are assigned to an additional word class. Ø Random initialization. A word class is assigned to each word at random, with a uniform distribution over the set of word classes. Ø POS initialization. Here, the vocabulary is partitioned into word classes roughly resembling linguistic word classes. To achieve this, we used the tagged lexicon for the Wall Street Journal from the version 1.14 of the rule based tagger by Eric Ž. Brill Brill, 1993 . Our idea was to partition our vocabulary according to the tagged words of Brill's lexicon. However, some words in this lexicon have more than one tag, so no unique mapping function can be derived this way. Furthermore, the words in Brill's lexicon are case sensitive. Therefore, we designed the hierarchy of tags given in Table 9 , where tags defining important word classes with a small number of words come first. For each word of our vocabulary, we searched its corresponding words from Brill's lexicon ignoring case and collected their tags. The word was assigned to the word class defined by the highest-ranking of these tags. Word classes 29-33 cover words with no corresponding word Ž. in the tagged lexicon. The remaining G y 33 word classes are empty. Due to the design of the clustering algorithm, these remaining word classes Ž. will be filled with the G y 33 most frequent Ž. words in the G y 33 first steps of the first iteration. The results are summarized in Table 10 for G s 500 word classes and bigram clustering. With the exception of the smallest corpus, the perplexities are almost the same for all three initialization methods. This leads to the conclusion that either the result of the clustering process is almost independent of the initialization, or a better method still has to be found. However, the method of POS-initialized word classes has an advantage over the other two in terms of convergence speed. An explanation for this result is that the clustering process is very much dominated by the most frequent words. If each word of the vocabulary had its own word class, the resulting model would be the word bigram. Merging two or more words reduces the membership probability for each word and smears out the transition probability, which results in a higher perplexity. This effect is especially drastic for high frequency words. As a result, the clustering process tries to distribute the frequent words uniformly over the word classes. Consequently, there will never be a homogeneous word class of numbers or function words at the end of a clustering process, because of the fact that these words appear quite often. Instead, the frequent words will be spread over all word classes, regardless of the initialization method.
Interpolated models
In a further experiment we combined the class models with the word models. We tested two types of linear interpolation, first the interpolation of the class bigram model with the word trigram model,
and second the interpolation of the class trigram model with the word trigram model,
Ž . Ž . Ž. and 7 , and with the interpolation parameter l. The individual models are included as special cases for l s 1o rl s 0. Thus, the interpolated model can be expected to perform better than the best of the two individual models if the estimation of l is near the optimum. On the other hand, linear interpolation with m-grams reduces the frequent events most, but at the same time these are also the most reliably estimated ones.
To avoid training on the testing data, the interpolation factor l was estimated by dividing each of the three training corpora into a training and a held out part. We kept the class mapping function but used the training part to obtain the relative frequencies for estimating the probabilities of both the class model and the word model. Then, the optimal value of l was found by optimizing over the held-out part. Table 11 summarizes the results of interpolating the class bigram and trigram models with the word trigram model. Note that for a high number of word classes, the interpolated model becomes worse. This is because with G s W, the class model is equivalent to the word model, and the interpolation would have no effect, so the optimum value for G must be somewhere between 1 and W. The perplexities of the interpolated trigram models are impaired by the bad result of the clustering process for the two smaller 1 M and 4 M corpora, though they perform still better than the word model alone. The interpolation of the class trigram model with the word trigram model using the word classes from the bigram clustering process shows the lowest perplexities. We get a reduction by 12% from 230.9 to 202.4 for 200 word classes on the smallest training corpus, where the word trigram model is severely undertrained. For the 39 M corpus, there is only a slight improvement, because there is not much need for smoothing.
Speech recognition experiments
Motivated by the reduction in perplexity for the interpolated model, we performed some experiments with the word graph rescoring part of the automatic Ž speech recognition system of RWTH Ortmanns et . al., 1997 . We used the 1994 ARPA speech recognition task on the North American Business Corpus Ž. NAB . For language model training, there was a corpus of 241 million running words. The word graph rescoring was carried out on the development corpus including 310 sentences with 7387 words by 10 male and 10 female speakers, 199 of the spoken words were out-of-vocabulary words relative to the 20 000 word vocabulary. To avoid the problem of missing words in the word graphs, the word graphs we used were chosen to be conservatively large. The average size of the word graphs used was 1476 arcs per spoken word; some more statistics of our word Ž graphs are summarized in Table 12 Ortmanns et al.,
. 1997, Table VIII, F s 300 .
LAT
We performed bigram clustering for G s 1000, 2000, and 5000 word classes and constructed class trigram models from the resulting class mappings. In Table 13 , these models are compared with a word trigram model trained on the same data, and with the interpolation of the class trigram and word trigram Ž. models as in Eq. 21 . The perplexities of the class trigram models are higher than the perplexity of the word trigram model, similar to the perplexity results in Table 7 . The word error rate for G s 5000 word classes approaches the performance of the word trigram model. However, this class trigram model is based on about 52 million class trigrams compared to about 60 million word trigrams, so there is only little parameter reduction here. Perplexities of the interpolated models are similar to those of Table 11 . Though the perplexities are only slightly better compared to the word trigram model and almost independent of the number of word classes G, there is a clear reduction in word error rate from 13.5% to 13.0% for G s 2000 word classes, which is quite encouraging. Table 14 gives three examples of the speech recognition results. The first two sentences are examples of the positive effect of word classes on speech recognition. The third sentence, however, is an example of some of the rather few word errors introduced by the word classes. These errors might be Ž < . produced by the membership probability pw g 0 w 
Conclusions
In this paper, we have described an efficient method for obtaining word classes for class language models. The method employs an exchange algorithm using the criterion of perplexity improvement. The novel contributions of this paper are the extension of the class bigram perplexity criterion to the class trigram perplexity criterion, the description of an efficient implementation for speeding up the clustering process, the detailed computational complexity analysis of the clustering algorithm, and, finally, experimental results on large text corpora of about 1, 4, 39 and 241 million words including examples of word classes, test corpus perplexities in comparison to word language models, and speech recognition results.
Using the efficient implementation, the computational complexity as a function of the number of word classes is more than linear but far less than quadratic or cubic for bigram and trigram clustering, respectively. Thus, on a standard workstation, useful word classes have been obtained for bigram clustering in less than one CPU hour for 50 word classes and in a couple of CPU days for 2000 word classes on the whole corpus. Trigram clustering has been performed in a couple of days for 200 word classes. Though class models do not reach the performance of word models in terms of perplexity and word error rate, the interpolation of both models has reduced the perplexity from 230.9 to 202.4 on the 1 M corpus and the word error rate from 13.5% to 13.0% on the 1994 NAB H1 development corpus compared to word models. Thus, class models are a useful extension to conventional word m-gram models.
