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ABSTRACT
Neural networks are an attempt to build computer networks called artificial neurons,
which imitate the activities of the human brain. Its origin dates back to 1943 when
neurophysiologist Warren Me Cello and logician Walter Pits produced the first artificial neuron.
Since then there has been tremendous development of neural networks and their applications to
pattern and optical character recognition, speech processing, time series prediction, image
processing and scattered data approximation. Since it has been shown that neural nets can
approximate all but pathological functions, Neil Cotter considered neural network architecture
based on Stone-Weierstrass Theorem. Using exponential functions, polynomials, rational
functions and Boolean functions one can follow the method given by Cotter to obtain neural
networks, which can approximate bounded measurable functions. Another problem of current
research in computer graphics is to construct curves and surfaces from scattered spatial points by
using B-Splines and NURBS or Bezier surfaces. Hoffman and Varady used Kohonen neural
networks to construct appropriate grids. This thesis is concerned with two types of neural
networks viz. those which satisfy the conditions of the Stone-Weierstrass theorem and Kohonen
neural networks. We have used self-organizing maps for scattered data approximation. Neural
network Tool Box from MATLAB is used to develop the required grids for approximating
scattered data in one and two dimensions.
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CHAPTER 1: INTRODUCTION
Although the concept of neural network seems to have a recent history, it’s origin traces
back to 1943 when neurophysiologist Warren Mc Cello and logician Walter Pits produced the
first artificial neuron.

Human Neurons v/s Artificial Neurons

A human brain neuron with the help of fine structures called dendrites collects various
informatics, through structures called axons. The neuron sends out electrical impulses, the axon
in turn is extensively branched; the end of each branch is called synapse. The synapse creates
electrical impulses, which may inhibit or excite the activities of connected neurons. When the
extent of excitation is sufficiently more than the extent of inhibition, the neurons transfer the
electrical impulses to the axon.
When we now apply this concept for computation, we need to design a network of such
neurons to make up what is called an Artificial Neural Network.
Work on artificial neural network commonly referred as ‘Neural Network’, is motivated
by analogy with the brain, which computes in an entirely different way from conventional digital
computers.
Biological neuron, believed to be the structural constituents of brain, is much slower than
silicon logic gates. But inference in biological neural networks is faster than the fastest computer.
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A biological neural network is a nonlinear, highly paralleled device characterized by
robustness and fault tolerance.
• It can learn by adapting its synaptic weights to changes in the surroundings.
• It can handle imprecise, fuzzy, noisy, and probabilistic information.
• It can generalize from known tasks or examples to unknown ones.
ARTIFICIAL NEURAL NETWORK is an attempt to form a model including some or all
of these characteristics.
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Figure 1: Model of the Artificial Neuron
Description:
1) A set of synapses wokj, j = 1,2,m or connecting links, each of which is characterize by a
weight or strength of its own.
2) An adder for summing the input signal weighted by the respective synapses of the
neuron.
3) An activation function for limiting the amplitude of the output of a neuron.
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4) The bias θ has the effect of increasing of lowering the net input of the activation function;
depending on whether it is positive or negative.
In mathematical term, we describe a neuron k by writing the following pair of equation,
m

u(k ) = ∑ w(k)( j)* x(j)
j =1

(1)

& y( k) = f (u( k) −θ )

(2)

Different Architectures Of ANN’S

Neural network architecture refers to the manner in which the neuron of the neural
network is structured. Neural networks can be classified according to the manner of learning.
They can also be characterized in terms of their input and output values as discrete or
continuous. In addition they can also be defined depending upon their recall modes [20, 35].

Perceptron

The perceptron concept was one of the most exciting developments during the early days
of pattern recognition. It is a network of elementary processors that can learn to recognize and
classify pattern continuously. The processors are simple elements arranged in one layer. In the
classical single layer perceptron, given two classes of patterns, attempts to find a linear decision
boundary separating the two classes.
But for situations with multiple classes and nonlinear separating boundaries it proved to
be inadequate, which, led to the development of multi-layer perceptron.
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The multi layer perceptron uses supervised learning, implemented in two phases. In
forward phase network output is computed and in the backward phase weights are adjusted to
minimize error between the observed and desired outputs.

Feed Forward Network

It deals with one directional traversing of signals. (i.e. from input to output). They are
simple networks usually used for pattern recognition. They are also referred as bottom-up or topdown network.
We next describe three types of neural networks, which are used in practice.

Single Layer Feed Forward Network

In a layered network, the neurons are organized in the form of layers. In the simplest
form of layered network, the input layer of source nodes project onto the output layer of neurons
but the vice a versa is not possible. This type of network is called single layered feed forward
network as there are three nodes in both input and output layers.

4

Input Layers

Output Layers

Figure 2: Single Layer Feed Forward Network:

Multilayer Feed Forward Network

This type of feed forward neural network consists of one or more hidden layers whose
computation nodes are called hidden units or hidden neurons. The hidden units or neurons
intervene in between the external input and the network output in some useful manner. On
adding extra hidden layers, the network acquires a global perspective despite its local
connectivity due to the extra set of synaptic connections and extra dimension of neural
interactions. The source nodes in the input layer of the network, supply the input vector, which
constitute the input signals applied to the neurons in the second layer. The output signals of the
second layer are used as inputs to the 3rd layer and so on for the rest of the network.
Thus, the neuron in each layer of the network has as their input the output signals of
preceding layer patterns. The set of output signals of the neuron in the final layer of the network
constitutes of the overall response of the network to the activation pattern supplied by the source
nodes in the input layer. This type of network can represent any L2 function. The only limitation
is that it requires large number of training.
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A pictorial description of a multilayer feed forward network is given below:

Figure 3: Multi-Layer Feed Forward Network

Recurrent Network

A recurrent network may consist of a single layer of neurons with each feeding its output
signal back to the input of all the other neurons.
These networks can be considered as dynamical systems and certain time interval is
needed for their recall to be completed. These are also known as feed back networks.
This type of network is useful in solving pattern recognition and optimization problem. It
has a limitation of identifying up to 0.15n patterns in ‘n’ node network.

Hopefield Network

The hopefield networks are auto-associators. In auto-association both input and output
vectors range over the same vector space. For example, the spelling corrector maps incorrectly
spelled works to correctly spelled works in the same language.
6

In hopefield networks node values are iteratively updated based on a local computation
principle. The new state depends on its net weighted input at a given time.

Figure 4: A Hopefield Network with five nodes

Here unlike other feed forward network no lengthy training procedure is needed.

Training Algorithms

A neural network is characterized by the network topology, the connection strength
between pairs of neurons, node properties and the status updating rules. The updating or learning
rules control weights and/or status of the network and its set of minima correspond to different
stable states of the network.
Classification of learning rules:
There are three broad paradigms of learning:
1) Supervised Learning
2) Unsupervised Learning
3) Reinforcement Learning
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Reinforcement learning is sometimes viewed as a special case of learning. So we
concentrate on the first two types.

Supervised Learning

In this form of learning the weights are adjusted on the basis of direct comparison of the
output of the network with known desired answers. It is called ‘learning with the teacher’.
Examples of supervised learning:
• Perceptron learning rule
• Delta learning rule
• Widrow-Hoff learning rule
• Correlation learning rule
• Outstar learning rule

Unsupervised Learning

Here, sometimes the learning goal is most defined in terms of desired output. The
only available information is the correlation, without direct feed back from the teacher,
and produce output signals corresponding to each input regularity.
Examples of unsupervised learning:
• Hebbian’s rule
• Winner-take-all
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Applications

The basic idea behind the concept of neural of neural network is to make attempt to built
computers, which copy the activities of the brain. However, they have wide spread application in
wide ranging fields from medicine (Cardiovascular System, Electric noses etc.) to business
(Marketing, Credit evaluation etc,). Today neural networks are used in areas like pattern
recognition, optical character recognition, speech processing, medical diagnosis, time series
prediction, image compression etc.

Training Of Neural Network

Procedure to solve simple perceptron:
1. Specify input vectors and target vectors
2. Decide the transfer function to be used
3. Initialize the weight matrix by random numbers between small intervals such as
(-0.5, +0.5)
4. Calculate the output and modify the weight
5. Use the modified weight to calculate the output till convergence reached from all
patterns.
It is said that one of the most significant features of neural networks is its ability to learn
by interacting with the atmosphere or with a pool of given information. So, first of all we try to
understand what learning means.
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In general learning means the process of minimizing error by frequent experiences. In the
context of artificial neural networks, the process of learning is best viewed as an optimization
process. More precisely, the learning process can be viewed as a “search” in a multidimensional
parameter (weight) space for a solution, which gradually optimizes a pre-specified objective
function.
Learning in a neural network is normally accomplished through an adaptive procedure
known as a learning rule or algorithm, where by the weights of the network are incrementally
adjusted so as to improve pre-define performance measure over time.

Basic Learning Rules
Learning laws describe the weight vector for the ith processing unit at time instant (t+1) in
terms of the weight vector at time instant (t) as follows.
wi (t+1) = wi (t) + ∆ wi (t),
Where ∆ wi (t) is the change in the weight vector.
There are different methods for implementing the learning features of a neural network,
leading to several learning laws.

10

Hebbian Learning Law

This rule is given by Hebb in 1949. For Hebbian learning rule the learning signal ‘r’ is
equal simply to neurons output.
r = f(wiTx)
Here the change in the weight vector is given by:
∆ wi = η f(wiTx)x
Therefore, the jth component of ∆ wi is given by:
∆ wij = η f(wiTx)xj
= η yi xj , j = 1,2,. . . . . . . .m
Where yi is the output signal of the ith unit.
x is the input vector.
η is the learning rate parameter and it lies between 0 and 1 that controls the adoption rate.
This law requires weight initialization to small random values around wij = 0 prior to
learning.
The Hebbian training rule represents a purely feed forward, unsupervised learning. The
rule say’s that if the cross product of output and input, or the correlation term yixj is positive,
these results in an increase of weights wij, otherwise the weight decreases. It can be seem that the
output is strengthened in turn for each input presented. Therefore frequent input patterns will
have most influence at the neuron’s weight vector and will eventually produce the large output.
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Example
This example illustrates Hebbian learning rule with bipolar continuous activation function of a
simple network with initial weight vector.
w1 = [1 −1] needs to be trained using the set of 4 input vectors and η=1 and λ=1
T

1
0 
2 
1
x1 =  , x 2 =  , x3 =  , x 4 =  
 −2 
1 
 3
 − 1
f (net) =

2
− 1 (Bipolar continuous function)
1+ exp(−λ net)

Solution
Step 1: Input is x1 applied to the network.
1
net1 = w1 T x1 = [1 −1]   = 3
 −2 
f (net1 ) = 0.9051
Therefore, updated weight is:
 1   1.9051 
1

w 2 =   + 1(0.9051)   = 
 −2   −2.8102 
 −1
Step 2: For this learning step x2 is the input
 0
T
net2 = w2 x 2 = [1.9051 − 2.8102 ]   = − 2.8102
 1
f (net2 ) = − 0.8864
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Therefore, updated weight is:
 0   1.9051 
 1.9051 

 + (−0.8864)   = 
w3 = 
 1   −3.6965
 −2.8101

Step 3: For this learning step x3 is the input
 2
net3 = w3 T x 3 = [1.9051 − 3.6965]   = −7.2793
 3
f (net3 ) = −0.9986
Therefore, updated weight is:
 2   −0.0921
 1.9051 

 + (−0.9986)   = 
w4 = 
 3   −6.6923
 −3.6965

Step 4: For this learning step x4 is the input
1
T
net4 = w4 x 4 = [− 0.0921 − 6.6923]   = 6.6002
 − 1
f (net4 ) = 0.9973
Therefore, updated weight is:
 1   0.9052 
 −0.9921

 + (−0.9973)   = 
w5 = 
 −1  −7.6896 
 −6.6923
This process is repeated until there is no change in the weight vector.
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Perceptron Learning Law

This rule is given by Rosenblall in 1958. For perception learning rule, the learning signal
‘r’ is the difference between the desired and actual neuron’s response. Thus, learning is
supervised and the learning signal is equal to
r = di - oi
Here the change in the weight vector is given by:
∆ wi = η [di - sgn(wiTx)]x
Where sgn(x) is Signum function of x. Therefore, we have
∆ wij = η [di - sgn(wiTx)]xj
= η (di -yi )xj , j = 1,2,. . . . . . . .m
Where di is desired output and yi is the actual output.
This law is applicable only for bipolar output function f(.). This is also called discrete
perceptron learning law. The expression for ∆ wij shows that the weights are adjusted only if the
actual output yi is incorrect, since the term in the square brackets is zero for the correct output. In
implementation, the weights can be initialized to any random initial values.
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Example
Here we implement Perception rule in training of the network using following initial
weights and two training pairs.
 0
 
w1 =  1 ,
 
 0


 

2 
0

 

 
 
 x 1 =  1 ,d1 = −1 ,  x 2 =  −1, d2 = 1

 

 
 
 −1
 −1

 


f (net) = sgn(net)
Repeat the training sequence ( x1 , d1 ) , ( x2 , d2 ) until two correct responses in a row are
achieved.
Solution
Step1: Input is x1 and desired output is d1
2
 
net1 = w1 T x1 = [0 1 0]  1  = 1
 
−1
f (net1 ) = sgn(1) = 1 ≠ d1
Therefore, correction in weight is required.
 0
 2  −4
 
   
w 2 =  1 +1(−1−1)  1  =  −1
 
   
 0
 −1  2 
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Step2: Input is x2 and desired output is d2

net2 = w2 x 2 = [−4
T

0 
 
−3 2]  −1 = −1
 
 −1

f (net2 ) = sgn(−1) = −1≠ d2
Therefore, correction in weight is required.
 −4
 0   −4
 
   
w3 =  −1 + 1(1+ 1)  −1 =  −3
 
   
2
 −1  0 
Step3: Now resubmitting input x1 and desired output is d1

T
net3 = w3 x 1 = [−4

2 
 
−3 0 ]  1  = −11
 
 −1

f (net3 ) = sgn( −11) = −1 = d1
Therefore, no correction in weight vector is required.
Step 4: Now resubmitting input x2 and desired output is d2
0
 
net4 = w4 x 2 = [− 4 − 3 0 ]  −1 = 3
 
 −1
T

f (net4 ) = sgn(3) = 1 = d2
Therefore, no correction in weight vector is required.
Thus, w3 =

−4
−3
0

is the desired weight vector.
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Delta Learning Law

The delta learning rule was introduce only recently for neural network training by
McClelland and Rumelhart in 1986. This rule parallels the discrete perceptron training rule. It
also can be called the continuous perception-training rule.
This rule is valid for continuous activation function and in the supervised training mode.
The learning signal ‘r’ of this rule is called delta and is define as:
r = [di - f(wiTx)] f’(wiTx)
The term f’(wiTx) is called derivative of activation function f(net) computed for net = wiTx
The learning rule can be readily derived from the condition of least squared error between
yi and di. The squared error is define as
E =1/2 (di - yi )2
Which is equivalent to
E = 1/2 [di - f(wiTx) ]2
Gradient vector with respect to wi of the squared error is obtained as:
∇E = - [di - f(wiTx) ] f’(wiTx) x
Since the minimization of the error requires the weight changes to be in negative gradient
direction. Therefore the change in weight is
∆ wi = η [di - f(wiTx)] f’(wiTx)x
Where η is the positive constant
Thus this rule is valid for activation function, which is differentiable as this rule contains
the derivative of activation function. The weights are initialized at any value for this method of
training.
17

Example
Perform two training steps of the network using delta learning rule for r=1 and c = 0.25.
Train the network using the following data points:


2 


 
 x1 =  0 , d1 = −1 ,


 
 −1





1
 1


 
 
 x 2 = −2 , d 2 = 1 , w1 =  0


 
 
 −1
 1


 1
2
f (net) =
− 1, f ' (net ) =   (1− f (net )2 )
 2
1+ exp(−λnet)

Solution
Step 1: Input is x1 and desired output is d1
2 
 
net1 = w1 x1 = [1 0 1] 0  = 2 + 0 −1 = 1
 
1 
T

f (net1 ) = 0.4621
2

f ′(net1 ) = 1/ 2(1− f (net1 ) ) = 0.3932
Therefore, correction in weight is required.
2 
 1
 
 
w 2 =  0 + (0.25)(−1− 0.4621)*(0.3932)  0 
 
 
 −1
 1

= [0.7125 0 1.1437]
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T

Step 2: Input is x2 and desired output is d2
1
 
net2 = w2 T x 2 = [0.7125 0 1.1437]  − 2 = − 0.4312
 
 − 1
f (net2 ) = − 0.212
2

f ′(net2 ) = 1/ 2(1 − f (net2 ) ) = 0.477
Therefore, correction in weight is required.
1
0.1725
 


w3 =  0  + (0.25) (1+ 0.212)*(0.477)  −2 
 


 −1
1.1437

= [0.857 −0.289 0.9992 ] T

Widrow And Hoff LMS Learning Law

The Widrow - Hoff learning rule was given by Widrow in 1962. It is applicable for the
supervised training of neural networks. It is independent of the activation function of neurons
used since it minimize the square of error between the desire output value di and the neuron’s
activation value neti = wiTx
The learning signal ‘r’ for this rule is defined as
r = di - wiTx
Here the change in the weight vector is given by
∆ wi = η [di - wiTx]x
19

Hence the single weight adjustment becomes
∆ wij = η [di - wiTx]xj , for j = 1,2,. . . . . . . .m
This is a special case of the delta-learning law, where the output function is assumed
linear. i.e. f(xi ) = xi
In this case the change in the weight vector is made proportional to the negative gradient
of the error between the desired output and the continuous activation value. Hence this is also
called the Least Mean Square (LMS) error learning law.
Example
Perform two training steps of network using the Widrow-Hoff learning algorithm
for c = 0.25. Train the network using the following data point:


2 


 
 x1 =  0 , d1 = −1 ,


 
 −1





1
 1


 
 
 x 2 = −2 , d 2 = 1 , w1 =  0

 
 

 −1
 1



Solution
Step 1: Input is x1 and desired output is d1
2 
 
T
net1 = w1 x1 = [1 0 1] 0  = 2 + 0 −1 = 1
 
1 
Therefore, correction in weight is required.
 1
2
 
 
w 2 =  0 + (0.25)(−1 −1)  0  = [0
 
 
 1
 −1

20

−0.5 1.5] T

Step 2: Input is x2 and desired output is d2
1
 
T
net2 = w2 x 2 = [0 − 0.5 1.5]  −2  = 1 − 1.5 = − 0.5
 
 − 1
Therefore, correction in weight is required.
 0 
1


 
w3 =  −0.5 + (0.25)(1+ 0.5)  −2 = [0.375 −1.25 1.875] T


 
 1.5 
 −1

Correlation Learning Law

Here the change in the weight vector is given by
∆ wi = η di x
therefore,
∆ wi = η di xj , for j = 1,2,3, . . . . . . .m
This is special case of the Hebbian learning with the output signal yi being replaced by
the desired signal di. But the Hebbian learning is an unsupervised learning, whereas the
correlation learning is a supervised learning, since it uses the desired output value to adjust the
weights. In the implementation of learning law, the weights are initialized to small random
values close to zero.

21

Example
Perform two training steps of network using Correlation learning algorithm
for c = 1. Train the network using the following data point:


2 


 
 x1 =  1 , d1 = −1 ,


 
 −1





0
 0


 
 
 x 2 = −1 , d 2 = 1 , w1 =  1


 
 
−1
 0



Solution
Step 1: Input is x1 and desired output is d1
The weight adjustment is:
w 2 = w1 + cd1 x 1
 0
2
 
 
w 2 =  1 + (1)(−1)  0  = [−2 0 1] T
 
 
 0
 −1

Step 2: input is x2 and desired output is d2
The weight adjustment is:
w3 = w2 + cd2 x 2
 0 
1


 
w3 =  −0.5 + (1)(1)  −2 = [−2


 
 1.5 
 −1

22

−1 0] T

Instar (Winner-Take-All) Learning Law

This is relevant for a collection of neurons, organized in a layer as shown in fig.

1

k

n

Figure 5: Neurons organized in a layer
All the inputs are connected to each of the units in the output layer in a feed forward
manner. For a given input vector x, the output from each unit i is computed using the weighted
sum wiTx
The unit k that gives maximum output is identified. That is wkTx = max (wiTx)
i

Then the weight vector leading to the kth unit is adjusted as follows:
∆ wk = η (x - wk)

therefore

∆ wkj = η (x j - wkj ) , for j = 1,2,3,. . . . . . . . .m
The final weight vector tends to represent a group of input vectors within a small
neighborhood. In implementation, the values of the weight vectors are initialized to random
values prior to learning and the vector lengths are normalized during learning.
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Example
The following patterns are training set:
  0.8  0.1736   0.707  0.342  0.6  

{ X1 , X2 , X 3, X 4 , X5 }=  0.6, −0.9848, 0.707, −0.9397, 0.8 




The normalized initial weights selected at random are:
 1  0  −1
0
w1 =  , w2 =  
0 
0 
and the learning constant is α = 1/2. Evaluate the adjustments of weight vectors during
Winner-Take-All Learning Algorithm.
Solution
Step 1:
1
0
0
w1 = w1 + α (x1 − w1 )

 1 1 0.8 − 0.1 0.9 
= 
=  + 
 0 2  0.6 − 0   0.3
w11 =

w11
w11

 0.949
 −1
, w2 1 =  
w11 = 
0.316 
0
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Step 2:
w1 = w1 + α (x2 − w1 )
2

1

 0.949  1
+
=
 − 0.316 2

1

 0.1736 − 0.949   0.5613 

= 

 − 0.9848 − 0.316   −0.3344 

w12 = 0.472
 0.949
 −1
, w2 1 =  
w11 = 
0.316 
0

Step 3:
3
2
2
w1 = w1 + α (x 3 − w1 )

 1.189  1  0.707 −1.189   0.9795
+ 

 =
=
 −0.708 2 0.707 + 0.708  0.0005
w13 = 0.9896
0.810 
 −1
, w21 =  
w11 = 
 0.979
0
Step 4:
4
3
3
w1 = w1 + α (x 4 − w1 )

 0.810 1  0.342 − 0.810   0.576

= 
+ 
=
 0.979 2  −0.9397 − 0.979   0.959
w1 4 = 1.118
 0.515
 −1
,w2 1 =  
w11 = 
0.857 
0 
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Step 5:
w1 = w1 + α (x5 − w1
5

4

4

 0.515 1
+
=
 0.837 2

)

 0.6 − 0.515  0.5541

= 

 0.8 − 0.857   0.837 

w1 5 = 1.006
 0.5541
 −1
 ,w2 1 =  
w11 = 
 0.832 
0

Outstar Learning Law

The Outstar learning law is related to a group of units arranged in a layer as shown in the
figure.
k

n

1

j

m

d1

dj

dm

1

Figure 6: Outstar Learning is related to a group of units in a layer
In this law, the weights are adjusted so as to capture the desired output pattern
characteristics. The adjustment of the weights is given by
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∆ wjk = η (d j - wjk ), for j = 1,2,3,. . . . . . . . .m
Where the kth unit is the only active unit in the input layer. The vector
d = (d1, d2, d3, . . . . .dm) T is the desired response from the layer of m units. In implementation,
the weight vectors are initialized to zero prior to learning.

Multilayer Neural Networks

Delta Learning Rule For Multi-perceptron Layer

This algorithm is focused on a training algorithm applied to the multilayer feed forward
networks. The algorithm is called the error back-propagation training algorithm.
The back-propagation training algorithm allows experiential acquisition of input/output
mapping knowledge within multilayer networks. Similarly, as in simple cases of the delta
learning rule training studied before, input patterns are submitted during the back-propagation
training sequentially. If a pattern is submitted and its classification or association is determined
to be erroneous, the synaptic weights as well as the thresholds are adjusted so that the current
least mean-square classification of target and actual values, and adjustment, if needed, continue
until all mapping examples from the training set are learned within as acceptable overall error.
Usually, mapping error is cumulative and computed over the full training set.
During the association or classification phase, the trained neural network it-self operates
in a feed forward manner. However, the weight adjustments enforced by the learning rules
propagate exactly backward from the output layer through the so-called “hidden layers” toward
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the input layer. To formulate the learning algorithm, let us take the simple continuous perceptron
network involving K neurons as shown in following figure.

y1

w11

1
o1

wk1
wK1
k

yj

ok

wKj
yJ

K
oK

wKJ

(Fixed inputs)
(Threshold values if fixed input is -1)

Neuron

kth column
of nodes

Figure 7: Single - Layer Network with Continuous Perceptron
The input and the output values of the network are denoted yj and ok, respectively.
We thus denote yj, for j = 1,2,. . . . . . . . . . . . .,J and ok, for k = 1,2,. . . . . . . . K, as signal
values at the jth column of nodes, and kth column of nodes, respectively. As before, the weight wkj
connects the output of the jth neuron with the input to the kth neuron.
Using the vector notation, the forward pass in the network from above figure can be
expressed as follows:
O = T[Wy]
Where the input and output vector and the weight matrix are respectively, The delta
learning rule is only valid for continuous activation function like
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f(net) =

2
-1
1 + exp( −λnet )

(3)

Where λ > 0 in this equation is proportional to the neuron gain determining the steepness
of the continuous function f(net) near net = 0. This activation function is called bipolar
continuous function.
f(net) =

1
1 + exp( −λ net)

(4)

This activation function is called unipolar binary function.
The learning signal f or this rule is called delta. Essentially, any function f (net) that is
monotonically increasing and continuous such that net γ R and f (net) γ(-1,1) can be used
instead of the above function.
Using vector notation, the forward pass in the matrix is, respectively
O = T[netk]

(5)

Where netK can be expressed as Wy for the layer K.
Where the input and output vector and the weight matrix are, respectively,

 y1 
 
 y2 
 ,
y= : 
: 
 
 y 
K

 o1 
 
o2 
 
o= : 
: 
 
oK 
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 w11 w12 w13

 w21 w22 w23

:
:
W=  :
 :
:
:

w w w
 Kj K2 K3

.... w1J 

.... w2 J 

.... : 
.... : 
.... wKJ 

The desired (targeted) output vector is:

 d1 
 
d2 
 
d = : 
 : 
 
 d 
K

This learning rule can be readily derived from the condition of least squared error
between oi and di . Calculating the gradient vector with respect to wi of the squared error defined
as:
K

Ep =1/2∑(dpk −opk)2
k=1

= 1/2

dp- op

2

(6)

For a specific pattern p, where p = 1,2,. . . . . . . . . . P . The subscript p in above equation
refers to a specific pattern that is at the input and produces the output error.
Let us assumed that the gradient descent search is performed to reduce the error Ep
through the adjustment of weights. For simplicity, it is assumed that the threshold values Tk, for
k = 1,2,. . . . . . . .K, are adjustable along with the other weights, and no distinction is made
between the weights and thresholds during learning. Now the thresholds Tk are learned exactly in
the same manner as the remaining weights.
30

That is, WKJ = TK, for k= 1,2,. . . . . . . . . . ,K and the fixed input is of value YJ = -1
We compute individual weight adjustment as follows:

∆wkj = −η

∂E
∂wkj

(7)

Where the error signal term E is defined in (6). For each node in layer k, k = 1,2,. . . . .,K.
we can write using equation (5).

net k =

J

∑w

kj

yj

(8)

j=1

And further, using (5) the neuron’s output is
Ok = f( netk )
The error signal term δ called delta produced by the kth neuron is defined for this layer as
follow

δok = −

∂E
∂(netk )

(9)

It is obvious that the gradient component

∂E
depends only on the netk of a.m. single
∂wkj

neuron, since the error at the output of the kth neuron is contributed to only by the weights wkj, for
j = 1,2 . . . . . . ., J for the fixed k value. This, using the chain rule we may write.

∂E ∂(netk )
∂E
=
.
∂wkj ∂(netk ) ∂wkj

(10)

The second term of the product is the derivative of the sum of products of weights and
pattern wk1y1 + wk2y2 + . . . . . . . . . .+ wkJyJ as in (8). Since the values yj, for j = 1,2,. ..,J , are
constant for a.m. fixed pattern at the input, we obtain
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∂(netk )
= yj
∂wk j

(11)

combining (9) and (11) leads to the following form for (10):

∂E
= −δ ok y j
∂wkj
The weight adjustment formula (7) can now be rewritten using the error signal δok term as
below
∆wkj = ηδokyj , for k = 1,2, . . . .,K and j = 1,2,. . . . . .,J

(12)

This expression represents the general formula for delta training/learning weight
adjustments for a single-layer network. An important thing is that ∆wkj in above expression does
not depend on the form of an activation function. ∆wkj is proportional to the input activation yj ,
and to the error signal value δok at the kth neuron’s output.
To adapt the weights, the error signal term delta δok introduced in (8) needs to be
computed for the kth continuous perceptron.
E( netk ) = E[ ok ( netk ) ]

(13)

Thus, we have from (9)

δok = −

∂E ∂ok
.
∂ok ∂(netk )

Denoting the second term in above expression as a.m. derivative of the activation
function.
f k′(net k ) =

∂ ok
∂E
and
= −(dk − ok )
∂ (net k )
∂ok

Therefore,
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δok = (dk − ok ) f k′(net k ) , for k = 1,2,. . . . . ..,K

(14)

The above equation shows that the error signal term δok depicts the local error (dk - ok) at
the output of the kth neuron scaled by the multiplicative factor fk’(netk), which is the slope of the
activation function computed at the following activation value.
netk = f -1 (ok)
The final formula for the weight adjustment of the single-layer network can now be
obtained as:

∆wkj = η(d k − o k ) fk′(net k )y j

(15)

The weight values become

w kj′ = wkj + ∆w kj , for k=1,2,. . . . . .,K and j=1,2,. . . . .,J
for the unipolar continuous activation functions defined in (4), f ’(netk) can be obtained by
assuming λ = 1 as:

so,

f (net) =

1
1+ exp(−λnet)

f ′(net) =

exp(−net)
[1 + exp(−net )]2

This is written as:
f k′(net) =

1+ exp(−net) − 1
1
.
1 + exp(−net) 1+ exp(−net)

or, if we use (4) again, it can be rearranged to a.m. more useful form involving output
values only
f k′(net ) = o(1 − o) and δ ok = (d k − ok )ok (1 − ok )
By the same way, the bipolar continuous activation function as in (3) can be expressed as:

33

f k′(net) =

1
1
2
1 − o k ) and δ ok = (dk − ok )(1− ok 2 )
(
2
2

Summarizing the discussion above, the updated individual weights under the delta
training rule can be expressed for k = 1,2,. . . . . K, and j = 1,2,. . . . . .,J as follows:

w ′kj = wkj + η(d k − ok ) fk′(net k )y j
1
1 + exp(−net)

for,

ok = f (net) =

and

1
w ′k = wkj + η(d k −o k )(1−o k 2 )y j
2

for,

f (net) =

2
−1
1+ exp(−λnet)

The updated weights under the delta training rule for the single-layer network shown in
the figure can be succinctly expressed using the vector notation.
W ′ = W + ηδ 0 y

t

Where the error signal vector δ0 is defined as a.m. column vector consisting of the
individual error signal terms:

 δ 01 


 δ 02 


δ0 =  : 
 : 


δ 
0K
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Summary Of The Subsequent Chapters

Chapter 2, covers Stone-Weierstrass theorem and related neural networks, which are
alternatives to networks based on logistic squashing functions. Chapter 3, describe B-Spline
curves, surfaces and their properties. Chapter 4, contains Kohonen neural networks algorithm
and their improvements and Chapter 5 deals with development of grids from scattered data using
self-organizing maps using neural network Tool Box from MATLAB and describe further work,
which can be carried out by using self-organizing maps and Radial Basis Functions.

35

CHAPTER 2: STONE-WEIERSTRASS THEOREM IN NEURAL
NETWORKS
Purpose of this chapter is to prove Stone-Weierstrass theorem and show how it is
extended to bound measurable functions by applying Lusin’s theorem. We apply these to
different networks like ‘Decaying-Exponential Network’, ‘Fourier Network’, ‘Modified SigmaPi and polynomial network’, ‘Exponentiated-Function Network’, ‘Partial Fraction Network’ ,
and ‘Modified Logistic Network’ and to ‘Step Function and Perceptron Network’.
In the past several years it has been proved that infinitely large neural networks with a
single hidden layer are capable of approximating all but the most pathological of function
[5,14,16,22]. This assures us that neural networks have two properties:
1) Large networks can produce less error than smaller networks.
2) There are no nemesis functions that cannot be modeled by neural networks.
The Stone- Weierstrass theorem from classical real analysis can be used to show that
certain network architectures possess the universal approximation capability. Here we focus on
architectures satisfying this theorem and which have the two desirable properties of neural
network listed above.
By employing the Stone-Weierstrass theorem in the design of out networks, we also
guarantee that the networks can compute certain polynomial expressions i.e. if we are given
networks exactly computing two functions, ‘f’ and ‘g’ then a larger network can exactly compute
a polynomial expression of ‘f’ and ‘g’.
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Stone -Weierstrass Theorem

Let X be a compact space and A an algebra of continuous real-valued functions on X
which separates the points of X and which contains the constant functions. Then given any
continuous real- valued functions f on X and any ε > 0 there is a function g in A such that for all
x in X we have g(x) - f(x)  < ε. In other words, A is a dense subset of C(x). [23,33]
First of all let us see some useful properties and Propositions to prove Stone-Weierstrass
theorem [33]
Let X be a compact Hausdorff space. Let C(X) the set of all continuous real-valued
function on X.
Properties
1) The set C(X) is a linear space , since any constant multiple of a continuous real valued
function is continuous and the sum of two continuous functions is continuous.
2) The space C(X) becomes normed linear space if we define || f || = max | f(x)| and a metric
space if we set ρ(f,g) = || f-g||. As a metric space C(X) is complete.
3) The space C(X) has a ring structure: the product fg of two function f and g in C(X) is
again in C(X),
4) A linear space A of functions in C(X) is called an algebra if the product of any two
elements in A is again in A. i.e. A is an algebra if for any two function f and g in A and
any real numbers a and b we have af+bg in A and fg in A.
5) A family A of functions on X is said to separate points if given distinct points x and y of X
there is an f in A such that f(X) ≠ f(y)
37

6) The space C(X) also has a lattice surface i.e. if f and g are in C(X) so is the function f∧ g
defined by ( f∧ g )(x) = min[ f(x) , g(x) ] and the function f∨g defined by
(f∨g )(x) = max [ f(x) , g(x) ] . Thus a subset L of C(X) is called a lattice if for every pair
of function f and g in L we have f∧ g and f∨g in L.
Proposition 1: Let L be a lattice of continuous real-valued functions on a compact space X, and
suppose that the function h defined by
h(x) =inf f(x)
f ∈L

is continuous. Then given ε > 0 , there is a g in L such that 0≤ g(x) - h(x) < ε for all x in X.
Proof: For each x in X there is a function fx in L such that fx < h(x) + ε /3. since fx and h are
continuous, there is an open set Ox containing x such that
| fx (y) - fx (x) | < ε /3 and | h(y) - h(x) | < ε /3
for all y ∈ Ox . Hence fx(y) - h(y) < ε for all y in Ox. Now the set Ox cover X, and by
compactness there are a finite number of them, say { Ox1 , . . . . . . . . . . ., Oxn }, which covers X.
Let g = fx1∧ fx2∧. . . . . . . ∧ fxn . Then g ∈ L, and given y in X we may choose i so that y ∈ Oxi ,
whence
g(y) - h(y) ≤ fxi(y) - h(y) < ε.
Proposition 2: Let X be a compact space and L a lattice of continuous real-valued function on X
with the following properties:
i) L separates points; that is , if x ≠ y, there is an f ∈ L with f(x) ≠ f(y).
ii) The constant function belongs to L.
iii) If f ∈ L, and c is any real number, then cf, and c+f also belong to L.
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Then given any continuous real-valued function h on X ε > 0 there is a function g ∈ L
such that for all x ∈ X 0 < g(x) - h(x) < ε .
To prove this proposition we need following two Lemmas.
Lemma 1: Let L be a family of real-valued functions on a compact space X, which satisfies
properties (i) and (ii) of proposition 2. Then given any two real number a and b and any pair x
and y of distinct points of X there is an f ∈ L such that f(x) = a and f(y) = b.
Proof: Let g be a function in L such that g(x) ≠ g(y). Let
f =

a− b
bg(x) − ag(y)
g+
g(x) − g(y)
g(x) − g(y)

Then f ∈ L, by property (iii), and f(x) = a , f(y) = b.
Lemma 2: Let L be as in Proposition 2, a and b real numbers with a≤ b , F a closed subset of X,
and p a point not in F. Then there is a function f in L such that f ≥ a, f(p) = a, and f(x) > b for all
x ∈ F.
Proof: By Lemma 1 we can choose for each x ∈ F a function fx such that fx(p) = a and
fx(x) = b+1. Let Ox = { y: fx(y) > b }. Then the set { Ox } cover F, and since F is compact , there
are a finite number { Oxi , . . . . ., Oxn } which cover F. Let

f = fx1∧ fx2∧. . . . . . ∧ fxn. Then

f ∈ L, f(p) = a, and f > b on L. If we replace f by f∨a, then we also have f ≥ a on X.
Proof of Proposition 2: Given g ∈ C(X), Let L’ = { f : F ∈ L and f ≥ g } . Proposition 2 will
follow Proposition 1 if we can show that for each p ∈ X we have g(p) = inf f(p) , f ∈ L’. Choose a
positive real number η. Since g is continuous, the set
F = { x : g(x) ≥ g(p) + η }
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is closed. Since X is compact, g is bounded on X say by M. By Lemma 2 we can find a function
f ∈ L such that f ≥ g(p) + η, f(p) = g(p) + η, and f(x) > M on F. Since g ≥ g(p) + η on F’, we
have g < f on X. Thus f ∈ L’, and f(p) ≤ g(p) + η. Since η was an arbitrary positive number, we
have g(p) = inf f(p), f ∈ L’ .
Lemma 3: Given ε > 0, there is a polynomial P in one variable such that for all s ∈ [-1,1] we
have | P(s) - |s| | < ε.
∞

Proof: Let

∑c t

n

n

be the binomial series for ( 1 - t )1/2. This series converges uniformly for t in

n=0

the interval [0 , 1]. Hence given ε > 0, we can choose N so that for all t ∈ [0 , 1]
we have | ( 1 - t )1/2 - QN (t) | < ε where QN =

∞

∑c t

n

n

. Let P(s) = QN( 1 - s2 ). Then P is a

n=0

polynomial in s, and | P(s) - |s| | < ε for s∈ [ -1,1 ].
Proof of Stone-Weierstrass Theorem:
Let A’ denote the closure of A considered as a subset of C(X). Thus A’ consist of those
function s on X which are uniform limits of sequence of function from A. It is easy to verify that
A’ is itself an algebra of continuous real-valued functions on X. The theorem is equivalent to the
statement that A’ = C(X). This will follow from Proposition 2 if we can show that A’ is a lattice.
Let f ∈ A’ , and || f || ≤ 1. Then given ε > 0 , || | f | - P( f ) || < ε where P is the polynomial given
in lemma 3. Since A’ is an algebra containing the constants, P(f )∈ A’ , and since A’ is closed
subset of C(X), we have | f | ∈ A. If now f is any function in A, then f / ||f|| has norm1, and so
| f | / || f || and hence also | f | belong to A’ . Thus A’ contains the absolute value of each function
which is in A’. But
f ∨ g = 1/2 ( f + g ) + 1/2 | f - g |
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and

f ∧ g = 1/2 ( f + g ) - 1/2 | f - g |

Thus, A’ is a lattice and must be C(X) by Proposition 2.
The Stone-Weierstrass theorem can be extended to bounded measurable functions by
applying a theorem of Lusin [2]
Lusin’s Theorem: let f(x) be a measurable function defined on [a,b] which is finite almost
everywhere. For δ > 0, there exist a continuous function ϕ(x) such that
mE( f ≠ ϕ ) < δ
If | f(x) | ≤ K, then | ϕ(x) | ≤ K also.

Applying The Stone-Weierstrass Theorem

First we will describe network architecture that satisfies the Stone-Weierstrass theorem
then will discuss the different networks that satisfies the Stone- Weierstrass theorem [6].

Generic Network Architecture

Generic architecture is architecture for networks satisfying the Stone-Weierstrass
theorem. It is a tree structure, in which many neurons on one layer feed a single neuron on the
next layer.
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Figure 8: Tree Structured Network for Modified Logistic Network
In the above figure each box represents a neuron, which computes a weighted sum of
inputs and passes the result through the function shown in the box. As shown this structure has
one or more hidden layers followed by a linear output neuron. We assume that arbitrarily large
neurons are presented in each hidden layer. In the hidden layers, we will employ variety of
squashing functions.
As the approximation capabilities of Generic architecture are unaffected by various
modifications to the tree structure we can extend our theorem to different networks by making
some modifications to the network:
1) As tree-structured networks can be embedded in totally connected networks so our
theorem extend to totally connected networks.
2) If the range of the function being approximated is appropriately bounded, we may
include an invertible continuous squashing function in the output neuron. We obtain this
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result if only if prior to the squashing, we have a continuous function and a linear output
neuron and also the range of approximated function must be properly contained in the
range of the squashing functions.
3) N copies of a network, placed side by side, can compute continuous N-dimensional
vector-valued functions. In other words, single-out put networks generalize to multiple
outputs.
4) Preprocessing of inputs via any continuous invertible functions does not affect the ability
of an architecture to approximate continuous functions.
Let us verify Generic architecture satisfying the Stone- Weierstrass theorem.
Identity Function
The first hypothesis of the Stone-Weierstrass theorem requires that out neural network be
able to compute the identity function f(x) =1. To compute this function set all the synaptic
weights in the network to zero except for a unitary threshold input to the last summation unit. A
more seamless way to compute this function is to use a penultimate-layer squashing function
whose output value is one for an input value of zero. Thus, setting all the synaptic weights to
zero results in an output value equal to one. This eliminates the need for an extraneous threshold
input. With the exception of the modified logistic network, all the networks we are going to
discuss are of this type.
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Separability
The second hypothesis of the Stone-Weierstrass theorem requires that out neural network
be able to compute functions that have different values for different points. Separability is
satisfied whenever a network can compute strictly monotonic functions of each input variable.
All out network has this property.
Algebraic Closure - Additive
The third hypothesis of the Stone-Weierstrass theorem requires that out neural network
be able to approximate sums and products of functions. If a network can compute either of two
functions, f and g then by embedding the networks for f and g in a larger network and then
scaling the synapses of the output neuron by a and b, we construct a network that computes
af + bg . Note that this resulting network also has a tree structure as before.
Algebraic Closure - Multiplicative
This hypothesis of Stone-Weierstrass theorem requires that out neural network be able to
compute product of two functions. Since the output unit of out network is assumed to be linear,
we must represent fg as a sum of functions to functions. Thus the to satisfying the StoneWeierstrass theorem is to find functions that transform multiplication into addition so that the
products can be written as sums. There are three generic functions that accomplish this
transformation. They are: exponential functions, partial fractions, and step functions. We use
these squashing functions to construct networks.
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Networks Satisfying The Stone-Weierstrass Theorem

Decaying-Exponential Network
Decaying-exponential networks use exponential functions, as they are basic process of
transforming multiplication into addition.
Theorem 1: Let ℑ be the set of all functions that can be computed by arbitrarily large decaying
exponential networks on domain D=[0,1]N:



I
 N



ℑ =  f (x 1 ,........,x N ) = ∑ wi exp −∑ w in x n  : wi ,win ∈ℜ 


 n=1

i =1



(16)

Then ℑ is dense in LP[D], for 1≤ p ≤ ∞ .
Proof: Let f and g be two function in ℑ where f is as shown in (16) and g is as fallow

 N

g(x1 ,........, x N ) = ∑ w j exp  −∑ w jn x n 
 n =1

j =1
J

(17)

Then the product of fg may be written as a single summation as follows:
IJ
 N

fg = ∑ wl exp −∑ wln x n 
 n=1

l=1

(18)

where wl = wiwj and wln = win + wjn . Hence fg in ℑ, and the network satisfy the StoneWeierstrass theorem. It follows that ℑ is dense in LP[D], for 1≤ p ≤ ∞.
Remark: In the decaying-exponential network, hidden layer weights Win may be restricted to
integer or non-negative integer values. Alternatively if a threshold input is included in the hidden
layer, output layer weights wi may be restricted to integer values. Restricting weights on both
layers, would violate the hypothesis that the network computes all functions af + bg where a and
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b are real numbers. Note that adding a threshold input on the first layer is equivalent to
multiplying wi by a real constant.
Fourier Network
Fourier networks, introduced by Gallant and White [16], implements Fourier series in
network form. Fourier series, and hence Fourier network, satisfy the Stone-Weierstrass theorem
by the familiar trigonometric identity that transforms multiplication in to addition. Thus by
showing that Fourier networks mimic Fourier series, Gallant and White proved and equivalent
form of the following theorem and corollary.
Gallant and White obtained a sigmoidal cosine squasher by chopping sinusoids into halfcycle sections and add flat tails and then obtained a sinusoid by shifting and summing cosine
squashers. We refer sinusoid, a slightly modified version of the cosine squasher, as a “cosig”
function. This cosig network, describe by Theorem 2 computes a superset of functions computed
by Fourier networks using this cosig() functions.
Theorem 2: Let ℑ be the set of all functions that can be computed by arbitrarily large cosig
networks, on domain D = [0,1]N:


I
 N



ℑ =  f (x 1 ,........,x N ) = ∑ wi cosig − ∑ win x n + θ i  : wi ,w in , θ i ∈ℜ 
 n=1



i =1



(19)

where cosig( ) is a cosine squasher.

0


 1 + cos( 2π x )
cos ig ( x ) = 
2



1


x≤−
−

1
2

1
< x<0
2
x≥0

Then ℑ is dense in LP[D], for 1≤ p ≤ ∞.
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(20)

Remark: The Fourier network, the restricted form of the cosig network has the approximation
capabilities as the cosig network. In Fourier network, in order to yield sinusoids corresponding to
Fourier series, first layer weights win are restricted to fixed values of the form q/4 where q is the
integer.
Modified Sigma-Pi and Polynomial Networks
Polynomial or modified sigma-pi network is also based on exponentials. Rumelhart et
al.[31] have described a sigma-pi neuron that computes sums of product of selected inputs. a
single layer of such neurons is incapable of approximating a function of the form
f(x1,. . . . . ,xN) = xnq, where q is large. It is possible if and only if the network allows inputs to be
multiplied by themselves. So we introduce a modified sigma-pi network or polynomial network,
describe by theorem 3, which has the capability of approximating terms of the form x1q1. . xnqN
where qi is any real number. Barron and Barron [4] and Hornik et al. [22], proved that this kind
of network satisfies the Stone-Weierstrass theorem. In this network synaptic weights serve as
exponents for the inputs. Similar results are obtained by placing a hidden layer of sigma
(summation) neurons before the pi (product) neuron.
Theorem 3: Let ℑ be the set of all functions that can be computed by arbitrarily large modified
sigma-pi networks, on domain D = [0,1]N:



ℑ =  f (x 1 , ........, x N ) =



I

N

∑w∏x
i

i =1

n= 1

Then ℑ is dense in LP[D], for 1≤ p ≤ ∞.
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win
n

: w i , w in



∈ℜ



(21)

Remark: In the modified sigma-pi or polynomial network, the synaptic weights win in the hidden
layer may be restricted to integer or nonnegative integer values. In this way we can obtain a
standard polynomial network.
Exponentiated-Function Network
This network is again base on exponentials. It is obtained by preprocessing inputs to a
modified sigma-pi network. If g is the preprocessing function, the first layer of the sigma-pi
network computes polynomial functions of the form g(x1)n1. . . . g(xN)nN.
Theorem 4: Let ℑ be the set of all functions that can be computed by arbitrarily large
exponentiated-function networks, on domain D = [0,1]N:



I
N


w in
ℑ =  f (x 1 ,........,x N ) = ∑ wi ∏ g(xn ) : g ∈C[0,1],wi , win ∈ℜ 


i =1
n=1



(22)

here g ∈ C[0,1] is invertible. Then ℑ is dense in LP[D], for 1≤ p ≤ ∞.
Remark: In the exponentiated-function network, the synaptic weights win in the hidden layer may
be restricted to integer or nonnegative integer values.
Partial Fraction Networks
Partial fractions are an example of non-exponential functions that translate multiplication
N

into addition. one might suppose that a similar identity holds when wix is replaced by

∑w

x .

in n

n =1

With this change, however the product no longer translates into a finite sum. Attempts to adapt
the partial fraction method to multiple variables fail, and one may conclude that partial fractions
afford a clever way of computing xn but not xnxm. Nevertheless, we could use partial fractions in
a network that computes functions of single variables.
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m=1 1 + mx

f (x ) = ∑

(23)

Modified Logistic Network
Combining the partial fraction idea with exponentials produces a network that computes
arbitrary functions of more than one variable. Furthermore, the combination of partial fractions
and exponentials is similar to a logistic function. The resulting modified logistic network, shown
in figure 8 , obeys the Stone-Weierstrass theorem.
Theorem 5: Let ℑ be the set of all functions that can be computed by arbitrarily large modified
logistic networks, on domain D = [0,1]N:
−1


I
K


 N


ℑ =  f (x 1 ,..., x N ) = ∑ wi 1 + ∑ exp  − ∑ wikn x n   : wi ,w ikn ∈ℜ 
 k =1


 
 n=1
i =1



(24)

Then ℑ is dense in LP[D], for 1≤ p ≤ ∞.
Remark:
1) In the modified logistic network, the synaptic weights wikn in the first hidden layer may
be restricted to integer or nonnegative integer values. Also, the threshold weights may be
added in either the output layer or first hidden layer, and nonnegative real or integer
weights wik may be included in the penultimate layer.
2) The set of functions computed by a modified logistic network with logistic squashing
function appended at the output is a superset of functions computed by a logistic network.
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Step Functions and Perceptron Networks
In the 1940’s, McCulloch and Pitts [27] showed that a network of neurons with stepped
squashing functions, later called as perceptron, could compute any Boolean logic function. A
network of a perceptrons compute only binary functions even though its input is real valued. So,
we use AND gate to compute the product of two such functions. Since perceptron with properly
chosen threshold and synaptic weights is an AND gate, we can construct a perceptron network
that compute f and g.
If we add a linear output neuron to a perceptron network, then it can compute step
functions. Lippmann [25] described, how such a network with two hidden layers could
approximate an arbitrary function f.
First Hidden Layer: It computes hyperplanes , each of which divides the input space into
half-space assigned values of zero and one. The hyperplanes defines the boundaries of convex
regions in the input space. Neurons are added to the first layer until the value of f is nearly
constant over each convex region.
Second hidden Layer : It computes AND functions that determine which convex region
and input point lie in.
Output Layer: It multiplies each output from the second hidden layer by the value of f in
the corresponding convex region.
Thus if two networks can approximate f and g, we can construct a network that computes
fg such that
First hidden layer: Includes the hyperplanes for both f and g.
Second hidden layer: computes AND functions for every intersection of convex regions
from f and g.
50

Output layer: Multiplies each output from the second hidden layer by the value of fg in
the corresponding convex region.
Remark: we cannot apply the Stone-Weierstrass theorem to the aforementioned network because
of a mathematical difficulty i.e. perceptron network computes step functions rather than
continuous functions. Step functions, however, are dense in the set of measurable functions by
the following lemma[33].
Lemma: If f is an almost everywhere bounded and measurable function on a compact space,
then given ε > 0 , there is a step function h such that
| f - h| < ε

(25)

except on the set of measure less than ε.
It means that any continuous function can be accurately approximated by a step function
if the steps are sufficiently small.
Thus, although the Stone-Weierstrass theorem does not apply to out network it satisfies
algebraic closure, so we can explicitly construct networks that computes certain polynomial
expressions.
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Advantage Of Neural Networks Satisfying Stone-Weierstrass Theorem

Since functions satisfying Stone-Weierstrass theorem satisfy closure properties for addition
and function multiplication, a network that satisfies Stone-Weierstrass theorem can compute
weighted sum and product of two functions by using smaller networks. Hence, we can separate a
polynomial expression into smaller terms, which can be approximated by neural networks. These
networks can be recombined to approximate the approximating polynomial. In contrast to this,
we know from the work of Rumelhart, Hinton, and Williams [31] that logistic networks using
sigmoidal squashing functions cannot compute sigmoids. An example to this effect is given by
Cotter (page 291 [6]). It has known that adding layers to networks cannot resolve this problem.

Conclusion

Although we know that the errors due to approximation converge to zero in the limit,
when we use finite networks the errors may be significant. The two types of errors are overshoot
and slow convergence. The third type of error, which may arise in a two-layer network is due to
the difficulty of efficiently approximating the product of two functions. These difficulties are
partially resolved by using neural networks satisfying the conditions of the Stone-Weierstrass
theorem. The main benefit is that these networks transform multiplications into addition.
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CHAPTER 3: B-SPLINES
B-Splines are special spline functions that are well adapted to numerical tasks and are
being used more and more frequently in production-type programs for approximating data. The
B-Splines were so named because they formed a basis for the set of all splines [29].

Definition And Properties Of B-Spline Basis Function

There are a number of ways to define the B-spline basis functions and to prove their
important properties, e.g. by divide differences of truncated power functions by blossoming [30],
and by a recurrence formula due to deBoor, Cox, and Mansfield [7,8,9]. We use the recurrence
formula, since it is the most useful for computer implementation [26].
Let U = { uo,. . . . . . . .,um } be a nondecreasing sequence of real numbers, i.e. uj ≤ uj+1 ,
j = 0,. . . . . . . m-1. The uj are called knots, and U is the knot vector. The jth normalized B-spline
basis function of order k denoted by Njk (u), is defined as
1 if u ∈ [ uj , uj+1 ),
Nj1 (u) =
0 otherwise
k

N j (u) =

u-uj
u j+k-1 - u j

k-1

N j (u) +

u j+ k - u
u j+k - u j+1

k-1

N j+1 (u)

Note that:
• Nj0 (u) is a step function, equal to zero everywhere except on the half-open interval
u ∈ [uj, uj+1 );
• For k > 0, Njk (u) is a linear combination of two (k-1) degree basis functions.
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(26)

• Computation of a set of basis functions requires specification of a knot vector, U, and the
degree, k;
• Equation (26) can yield the quotient 0/0 ; we define this quotient to be zero.
• The Njk (u) are piecewise polynomials, defined on the entire real line generally only the
interval [u0, um] is of interest.
• The half open interval, [uj uj+1), is called the jth knot span; it can have zero length, since
knots need not be distinct.
• The computation of the kth degree functions generates a truncated triangular table
N0,0
No,1
N0,2

N1,0

N0,3

N1,1
N1,2

N2,0

N1,3

N2,1
N0,3
N3,1

N22

:

:

:

N4,0 :
:

:

:
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Properties Of The B-Spline Basis Functions

Assume degree k and a knot vector U = { u0, . . . . . . . . . .,um}
1) Local support property: Njk (u) = 0 if u is outside the interval [uj, uj+1).
2) In any given knot span, [uj, uj+1), at most k+1 of the Njk are nonzero, namely the functions
Nj - kk, . . . . . . .. , Njk.
3) Non-negativity: Njk (u) ≥ 0 for all j, k, and u. This is proven by induction on k.
j

4) Partition of unity: For any arbitrary knot span, [uj, uj+1), ∑ N ik (u) = 1 , for u∈ [uj, uj+1)
i = j− p

5) All derivatives of Njk (u) exist in the interior of a knot span. At a knot Njk (u) is k-p times
continuously differentiable, where p is the multiplicity of the knot. Hence, increasing
degree increases continuity, increasing knot multiplicity decreases continuity.
6) Except for the case k=0, Njk (u) attains exactly one maximum value.

Definition And Properties Of B-Spline Curves
A kth degree B-spline curve is defined by:
n

C(u) = ∑ N kj (u)Pi . . . . . . . . . . . . . a ≤u ≤b

(27)

j =0

Where the Pj are the control points, and the Njk(u) is the kth degree B-spline basis
functions defined on the non periodic ( and non uniform ) knot vector.
U={ a,. . . . . . . . .,a, uk+1,. . . . . . . .,um-k-1, b,. . . . . . . . . ,b } (m+1) knots
k+1

k+1
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Unless stated otherwise, we assume that a = 0 and b = 1. The polygon formed by the {Pj}
is called the control polygon.
Three steps are required to compute a point on a B-spline curve at a fixed u value:
1) Find the knot span in which u lies.
2) Compute the nonzero basis functions.
3) Multiply the values of the nonzero basis functions with the corresponding control points.

Properties Of B-Spline Curves
These properties follow from the properties for the functions Njk(u). Let C(u) be defined by
equation (27).
1) C(u) is a piecewise polynomial curve( since the Njk(u) are piecewise polynomials); the
degree, k, number of control points, n+1, and number of knots, m+1, are related by
m = n+k+1.
2) Endpoints interpolation: C(0) = P0 and C(1) = Pn ;
3) Strong convex hull property: the curve is contained in the convex hull of its control
polygon; in fact, if u ∈ [uj, uj+1 ), k < j < m-k-1, then C(u) is in the convex hull of the
control points Pj-k,. . . . . . .,Pj .
4) Local Modification scheme: moving Pj changes C(u) only in the interval [uj, uj+k+1 ).
5) The control polygon represents a piecewise linear approximation to the curve; this
approximation is improved by knot insertion or degree elevation. As a general rule, the
lower the degree, the closer a B-spline curve follows its control polygon.
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6) Moving along the curve from u=0 to u=1, the Njk(u) function acts like switches; as u
moves past a knot, one Njk(u) switches off, and the next one switches on.
7) Variation diminishing property: no plane has more intersections with the curve than with
the control polygon.
8) The continuity and differentiability of C(u) follow from that of the Njk(u). Thus C(u) is
infinitely differentiable in the interior of knot intervals, and it is at least k-p times
continuously differentiable at a knot of multiplicity p.

Definition And Properties Of B-Spline Surfaces

A B-spline surface S(u,v) is defined by:
n

m

S(u, v) = ∑ ∑ N ip(u) N qj (v) Pi, j , u ∈[u p−1,un+1], v ∈ [vq−1,vm+1 ]
i=0 j =0

is called B-spline surface of order (p,q), where Nip (u) and Nj q(v) are normalized B-spline basis
functions, for the evaluation of which the knots u0,u1,. . . . .,un+p and v0,v1,. . . .,vm+q are
necessary, respectively. The points Pi,j are called control points, while the mesh formed by these
points is called control mesh.
Five steps are required to compute a point on a B-spline surface at fixed (u,v) parameter values:
1) Find the knot span in which u lies, say u ∈ [ui, ui+1 ).
2) Compute the nonzero basis functions Ni-pp(u),. . . . . . . . .,Nip(u)
3) Find the knot span in which v lies, say v ∈ [vj, vj+1 ).
4) Compute the nonzero basis functions Nj-qq(v),. . . . . . . . . ., Njq(v)
5) Multiply the value of the nonzero basis functions with the corresponding control points.
57

Properties Of B-Spline Surfaces

1) Non negativity: Nip(u) Njq(v) ≥ 0 for all i,j,p,q,u,v.
n

2) Partition of unity:

m

∑ ∑N
i =0 j =0

p
i

(u) N qj (v) = 1 for all ( u , v) ∈ [0,1] x [0,1];

3) Nip(u) Njq(v) = 0 if (u,v) is outside the rectangle [ui, ui+p+1 ) x [vj, vj+q+1 ) .
4) In any given rectangle, [uio, uio+1 ) x [vjo, vjo+1 ), at most (p+1)(q+1) basis functions are
nonzero, in particular the Nip (u)Njq(v) for i0-p ≤ i ≤ i0 and j0 -q ≤ j≤ j0 ;
5) If p > 0 and q > 0, then Nip (u)Njq(v) attains exactly one maximum value.
6) Interior to the rectangles formed by the u and v knot lines, where the function is a bivariate
polynomial, all partial derivatives of Nip (u) Njq(v) exist, at a i knot (v knot) it is p-k (q-k) times
differentiable in the u(v) direction, where k is the multiplicity of the knot.
7) The surface interpolates the four corner control points: S(0,0) = P 0,0, S(1,0) = Pn,0,
S(0,1) = P0,m and S(1,1) = Pn,m .
8) Strong convex hull property: if (u,v) ∈ [uio, uio+1 ) x [vjo, vjo+1 ), then S(u,v) is the convex hull
of the control points Pi,j , i0-p ≤ i ≤ i0 and j0 -q ≤ j≤ j0;
9) If triangulated, the control net forms a piecewise planar approximation to the surface; as is the
case for curves, the lower the degree the better the approximation.
10) Local modification scheme: If Pi,j is moved it affects the surface only in the rectangle
[ui, ui+p+1 ) x [vj, vj+q+1 ) ;
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11) The continuity and differentiability of S(u,v) follows from that of the basis functions. In
particular, S(u,v) is p-k (q-k) times differentiable in the u(v) direction at a u(v) knot of
multiplicity k.
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CHAPTER 4: KOHONEN NEURAL NETWORK
There are several applications of approximation and interpolation of scattered data in
computer graphics, hence there are numerous different methods to solve this problem [3,10,21].
In this method one of the two main purpose was to produce a quadrilateral grid, because
B-splines , NURBS surfaces use such a grid as input data [1,15]. On the other hand, our aim was
to try the advantage and effectiveness of the artificial neural networks
Here we are creating different types of B-splines surface by Kohonen neural network in
an iterative way. The quality of approximation can be controlled by the number of iterative steps
and by other numerical parameters. The obtained surface can be used as a coarse approximation
of the scattered data set or as a base surface for further reconstruction process.

The Kohonen Neural Network And The Training Procedure

The Kohonen network, also known as self-organizing MAP, a two- layer unsupervised
continuous valued neural network [17,19,24]. This network is an excellent tool for ordering any
kind of scattered data. The great advantage of this network is its self-organizing ability, which
allows a predefined grid to keep its topology during the training procedure, when this grid moves
toward the input scattered points and follows their spatial structure.
Here the number of input neurons is three, since the network will be trained by the
coordinates of the 3D input points. The output neurons from a quadrilateral grid, and this
topology will be preserved during the whole procedure. All the output nodes are connected to
each input node and a weight is associated to every connection, which are considered as a spatial
coordinates of points of the grid. It is demonstrated in Figure (9). During the training procedure
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weights will be changing, hence this grid will move slowly in the three dimensional space
towards the input points, meanwhile the topology of the grid will remain the same.

Figure 9: The Application of The Kohonen Network for Surface Fitting
A short description of the training
One of the scattered input points is selected randomly to be the input vector of the net. A
winning unit is determined by the minimum Euclidean distance of this point to the output nodes.
The node with the minimum distance is the winning unit. Around this node a neighborhood of
output points is determined according to the topology of the grid. Finally the weights of the
nodes in this neighborhood are updated, i.e. change slightly toward the value of the input vector.
After updating the weights in the neighborhood, a new input vector is presented and the grid will
move a little towards that point etc. thus after several iteration the grid will spread out and follow
the overall shape of the scattered points [11,32].
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Algorithm Of Kohonen Neural Network( Training Procedure)
Let scattered points pr ( x1r ,x2r ,x3r ) ( r = 1,. . . . . . . .,n) be given. The coordinates of these
points will form the input vectors of the net. The net itself contains two layers: the input
layer consists of three nodes and the output layer consists of m nodes. The number m
depends on the number of input vector, generally m = 4* n is used, where n is the number of
input points. However if the number of input points is large, or the input is given by a
distribution, then m can be convenient number independently of the input points. These m
output nodes form a grid with arbitrary, but predefined topology, which follows the overall
shape of the scattered point set. This is quadrilateral in our case because B-splines surfaces
are defined on this kind of grid.
1) Fix the topology of the grid and the number of output nodes m. let the number of input
nodes n = 3. let the training time t =1.
2) Initialize the weights wiwj ( i = 1,2,3 ; j = 1,. . . . . . . . . . .,m) of the network as small
random numbers around the centroid of the point set or according to additional data.
3) Present an input – three coordinates of a randomly selected spatial point Pi(x1, x2 , x3).
4) Compute the output and find winning nodes by
3

dmin = min { dj = ∑ (x i − wij ) 2 ,

j = 1,. . . . . . . . . . . .,m}

i =1

i.e. the node, which is associated to the closest point Qmin of the grid to the output point in
3D.
5) Find the neighbors of the winning node by the neighborhood function N(t) and update the
weights of these nodes by.
Wij( t+1 ) = wij (t) + η(t) (xi – wij(t))
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where η(t) is a real-valued function called gain term.
6) Let t = t + 1 and decrease η(t) and N(t).
7) Go to step (3) and start next iteration until the network is trained. The network is said to
be trained if the movement of the grid (i.e. the value of the gain term) falls under a
predefined limit (Normally η(t) = 0.001)
If the number of input points is relatively small, then the network is said to be trained if
all the input points are on the grid, It we have hundreds of input points, to data given by a
distribution, as in some of the scattered data problems, then this requirement would yield long
computing time. Hence, contrary to most of the other methods, the proposed procedure can
handle a distribution as well as a limited number of spatial points. The network produces a
quadrilateral grid. This particular topology, however, depends only on the original connections
of the output nodes. If a triangular or any other kind of grid would be desired, the nodes can be
connected accordingly. Now we examine some properties of the network, which influence the
efficiency of the training procedure.
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Numerical Controls Of The Training: The Gain Term And The
Neighborhood Function

The algorithm given above contains two hidden functions: the gain term and the
neighborhood function. These functions are for numerical control of the speed and accuracy of
the approximation, i.e. the quality of the final surface.
The gain term η(t) is for control of the measure of movement of the grid. The less the
value of the gain term the smaller the movement of the point Qmin and its neighbors towards the
input point Pi. The value of the gain term has to be in [0,1). If it would be equal to 1, the point
Qmin would reach Pi. The movement of the grid is desired to be large at the first iterations of the
training session, when the overall shape of the scattered data should be found. The final
iterations however require smaller movements when the final tuning of the grid is executed. Thus
the gain term should be a Gaussian function.
η(t) =

1  t 
q 

2

− 
1
e 2
2π

where t is the actual number of iterations and q is a parameter, which has to be fixed in
advance to improve the efficiency of the procedure. If the overall structure of the scattered data
seems to be quite simple, then the decrease of the gain term can be very fast. If the shape is more
complicated then slower change of the gain term is required to achieve good approximation.
Thus later requires more iteration steps for the neural network to be trained.
The other function for the control of the training session is the neighborhood function
N(t). N(t) is for the control of the moving part of the grid : the less the value of the neighborhood
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function the smaller the part of the grid which moves. During the training session movement of
large parts oat the first steps and small parts at the final tune are desired. Thus similarly to the
gain term the neighborhood function is also a Gaussian function.

1
m − 2 

e
N(t) = INT 
 2

t

s

2






Where t is the actual number of iteration, m is the number of output neurons and s is a
parameter, which has to be fixed in advance to improve the efficiency of the procedure. The role
of s is similar to that of q. For simple shape the neighborhood function can be decreased faster
than for more complicated structure to fasten the training session as well. If we have no
information about the input data, q and s can be settled for 200. But unfortunately these
parameters cannot be settled forever since different scattered data sets required different values.
If we fix these parameters q and s as 200, the learning rate and accuracy will be a kind of
average,

The Dynamic Kohonen Network

In the above algorithm number of output nodes m has to be fixed in advance so a good
estimation of the number of output neurons of the network is required. If this number is too
small, then some of the input points can be out of the result grid, while an insufficiently large
number of points can increase the processing time. In our method generally a number of 4n
neurons was given for n input points, which is a reliable choice, but for large n the method can
be rather slow. On the other hand, if number of input points is infinite, then the best number of
neurons also has some uncertainty.
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This problem can be solved by the dynamic version of the Kohonen neural network also
known as growing cell structure [12,13,18,34]. This new version allows changing the number of
output neurons dynamically during the self-organizing process. This ability yields less neurons
and hence a much faster process while on the other hand the method will be more reliable.
The basic idea of the dynamic change of the net is the following
In all iteration of the training an active neuron is chosen, which is the closest vertex of the
grid with respect to the input point. This vertex and its neighbors are moved toward the input
point. Suppose, that a certain neuron, or the neurons of a neighborhood is active very frequently.
This means that geometrically this part of the grid is not dense enough; there are several input
points around this neuron or the neighborhood. So extra neurons will be inserted next to the most
frequently chosen neuron.
Since the insertion of one neuron would deform the topology of the grid, we will insert a
row or a column of neurons instead. This row or column will be inserted to the side of the
neuron, on which the neighbor neuron is the least active. This way the grid will grow
dynamically, and will reach the most appropriate size to the end of the training.

Insertion Of New Neuron

Let the number of output neurons be k x l, where k=2 and l=2, at the beginning of the
procedure. A resource variable λij, ( i = 1,. . . . . . . .,k ; j = 1,. . . . . . . . ,l ) is associated to every
output neuron. The (i0 ,j0)th resource variable will be increased by 1 when the (i0 ,j0)th output
neuron will be active. Moreover, a constant Λ is defined as an upper limit of the λij . If one of the
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variables will be equal to this limit (i.e. this neuron is chosen Λ times), a row or a column will be
inserted next to the associated neuron.
Training steps
All the training steps of the former algorithm are carried out then the following steps
executed:
1) Compute the resource variable with the limit. If there is an index ij, for which
λij = Λ , then
2) Choose the least frequent neighbor of this neuron that is finding
min( λi-1j , λij-1 , λi+1j , λij+1 )
Some of this may not exist if the neuron is on the border of the grid
3) Suppose, that the neighbor we found is the ( i , j-1)th neuron. Then a column will be
inserted between the (j-1)th and jth column. The weights of the neurons of this new
column, as the coordinates of the new vertices of the grid, will be chosen as the average
of the weights of their two neighbors, hence geometrically these new vertices will be the
midpoints of the sections of their neighbors. K or l has to increase accordingly, in this
example l = l+1
4) Reset all the resource variables: λij = 0 , ( i = 1,. . . . . . .,k ; j = 1,. . . . ,l )
A further advantage of this insertion is that the ratio of k and l, i.e. the shape of the grid is
changing automatically and will be the most advantageous after the training procedure.
This dynamic network would be stopped by exceeding a predefined limit for the number
of neurons hence the number of output neurons can even be smaller than the number of
input points.

67

Conclusion

This new algorithm improves the method in two ways. First of all, the training iterations
that is the number of presenting input values decreases dramatically. Since the insertion needs
very limited computing time so this new algorithm is much faster than the original one. On the
other hand, the number of vertices of the final grid also decreases, which generally yields a
smoother surface.
The main drawback of this version is that the convergence of the dynamic version has not
been established theoretically as yet
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CHAPTER 5: CREATING A SELF-ORGANIZING MAP USING MATLAB
(NEURAL NETWORK TOOL BOX)
Important functions for creating Self-Organizing Feature Maps ( SOFM) [28].
SOFM network can be created, designed and simulated using three functions:
1) NEWSOM( )- It is used to create i.e. to initializes the SOFM network
2) TRAIN( )- It is used to train the SOFM network
3) SIM ( )- It is used to Simulate SOFM network
SOMs consist of a single layer with the NEGDIST( ) weight function, NETSUM( ) net
input function and the COMPET( ) transfer function. The weights are initialized with
MIDPOINTS, adaptation and training is done with ADAPTWB( ) and TRAINWB1( ), which
update the weight with LEARNSOM learning rule.

69

Self Organizing Feature MAP Architecture

INPUTS

SOFM LAYER

IW11
S1 X R
P

a1

n1

|| ndist ||

S1 X 1

RX1

C

S1 X 1

S1
R
ni1 = - || IW11 - P ||
a1 = Compet ( n1 )
Figure 10: Self-Organizing Feature Map Architecture
The || ndist || box in this figure accepts the input vector P and the input weight matrix
IW11 and produce a vector having S1 elements. The net input n1 of a SOFM layer is computed by
finding the negative distance between each neuron’s weight vector and the input vector. This
negative distance is calculated by NEGDIST( ) function and the net input n1 is calculated using
NETSUM( ) function. The compet( ) transfer function ‘C’ accepts a net input vector n1 and
produce a 1 for output element ai1 corresponding to i*, the winning neuron. All other output in a1
are 0. Now this winning neuron i* and all neurons within a certain neighborhood Ni*(d) of the
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winning neuron are updated using the Kohonen learning rule. Specially we will adjust all such
neurons i ∈ Ni*(d) as
iW(q) = iW(q-1) + α(p(q) - iW(q-1)) or iW(q) = (1- α) iW(q-1) + α p(q)
Here the neighborhood Ni*(d) contains the indices for all the neuron that lie within the
radius d of the winning neuron i*.
Ni*(d) = { j , dij ≤ d}
Thus, when a vector P is presented t, the weights of the winning neuron and its close
neighbors will move towards P.
This learning is done by LEARNSOM learning function in neural network toolbox.
As the neurons in the layer of and SOFM are arranged originally in physical position
according to a topology function, one can use functions gridtop( ), hextop( ) and randtop( ) for
arranging the neuron in a grid, hexagonal or random topology. Also distance between neurons is
calculated from their positions with a distance function. In neural network toolbox there are four
distance functions to calculate distance from a particular neuron to its neighbors. They are dist( ),
boxdist( ), linkdist( ), and mandist( ). The dist( ) function calculates the Euclidean distance from
a home neuron to any other neuron. The link distance from one neuron is just the number of
links, or steps that must be taken to get to the neuron under consideration. The mandist( )
function uses Manhattan distance between two vectors x and y and it is calculated as
D = sum(abs(x-y)).
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Training Of SOFM Network

Learning in a SOFM occurs for one vector at a time independent of whether the network
is trained directly using trainwb1( ) function or whether it is trained adaptively by adaptwb( )
function. In either case, LEARNSOM is the self-organizing map weight learning function.
During network training, winning neuron is identified and the weights of the winning neuron and
the other neurons in its neighborhood, are moved closer to the input vector at each learning step
using the self-organizing map learning function LEARNSOM. The winning neuron’s weight is
altered proportional to the learning rate. The weights of the neurons in its neighborhood are
altered proportional to half the learning rate. The learning rate and the neighborhood distance
used to determine which neuron are in the winning neuron’s neighborhood are altered during
train through two phases- ordering phase and Tuning Phase.
Learning occurs according to LEARNSOM’s learning parameters. LEARNSOM’s
learning parameters and their default values are as fallow:
LP.order_lr

0.9

Ordering phase learning rate.

LP.order_steps

1000

Ordering Phase steps.

LP.tune_lr

0.02

Tuning phase learning rate.

LP.tune_nd

1

Tuning phase neighborhood distance.

LEARNSOM calculates the weight change dw for a given neuron from the neuron’s
input P, activation A2, and learning rate LR.
dw = lr * a2 * ( p’ - w )

72

where the activation A2 is found from the layer output A and neuron distance i and the
current neighborhood size ND.
a2( i ,q ) = 1,

if a( i , q ) = 1

= 0.5,

if a( j , q ) = 1 and D( I , j ) ≤ nd

=0,

otherwise.

The learning rate LR and neighborhood size NS are altered through the two phases: an
ordering phase and tuning phase.
The ordering phase lasts as many steps as LP.order_steps. During this phase LR is
adjusted from LP.order_lr down to LP.tune_lr, and ND is adjusted from the maximum neuron
distance down to 1. It is during this phase that neuron weights are expected to order themselves
in the input space consistent with the associated neuron positions.
During the tuning phase LR decreases slowly from LP.tune_lr and ND is always set to
LP.tune_nd. During this phase the weights are expected to spread out relatively evenly over the
input space while retaining their topological order found during the ordering phase.
Thus, the neuron’s weight vectors initially take large steps all together toward the area of
input space where input vectors are occurring. Then as the neighborhood size decreases to 1, the
map tends to order itself topologically over the presented input vectors. Once the neighborhood
size is 1, the network should be fairly well ordered and the learning rate is slowly decreased over
a longer period to give the neuron time to spread out evenly across the input vectors.
In short the neurons of a self-organizing map will order themselves with approximately
equal distance between them if input vectors appear with even probability throughout a section
of the input space. Also if input vector occur with varying frequency throughout the input space,

73

the feature map layer will tend to allocate neurons to an area in proportion to the frequency of
input vector there.
Thus, feature map, while learning to categorize their input, also learn both the topology
and distribution of their input.
This Training process is done by TRAIN( ) function in neural network toolbox.

Examples

One- Dimensional Self Organizing Map

This example shows how a one- dimensional self -organizing map will learn to represent
different regions of the input space where input vectors occur.
Hear we are give 100 two- element unit input vectors are spread evenly between 0 decree
and 90 degree over unit circle .we want to train this input using SOFM network using 10
neurons.
Output Of The Program
For Program code, see Appendix A and for Input matrix, see Appendix B.
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Figure 11: Input Curve

Figure 12: Network created by Newsom is plotted using PLOTSOM
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Since all the weight vectors start in the middle of the input vector space, all we see is a
single circle. Now we will train the map for hundred inputs using 10 neurons for 30 epochs.
Training Begins
TRAINR, Epoch 0/30
TRAINR, Epoch 5/30
TRAINR, Epoch 10/30
TRAINR, Epoch 15/30
TRAINR, Epoch 20/30
TRAINR, Epoch 25/30
TRAINR, Epoch 30/30
TRAINR, Maximum epoch reached.

Figure 13: Self-Organizing Map after 30 epochs
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Note that the layer of neurons has begun to self-organizing so that each neuron now
classifies a different region of the input space and adjacent neurons respond to adjacent region.
i.e. the map is evenly spread across the input space and neurons are very evenly spaced reflecting
the even distribution of input vectors. Here the neurons are shown by read dots and blue lines
show the distance between them.
Testing
Here we use SIM( ) function to classify vectors by giving them to the network and seeing
which neuron responds.
s=

(1,1)

1

This means that (1,1) neuron is stimulated with a = 1 i.e. (1,1) neuron is a winning
neuron, so P[1,0] belongs to this class

Two - Dimensional Self-Organizing Map

We will see two examples of for two-dimensional self-organizing maps. These examples
show how a two dimensional self-organizing map can be trained. Here as in first example the
self-organizing map will learn to represent different regions of the input space where input
vectors occur. Moreover neurons will be arrange themselves in a two dimensional grid, rather
than a line.
i) Here first we will create 1000 two-element vectors occurring in a rectangular shape vector
space and then will arrange them in two dimensional grid.
Output Of The Program
For program code, see Appendix A and for input matrix, see Appendix B.
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Figure 14: Scattered Input Data

Figure 15: Network created by Newsom is plotted using PLOTSOM
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Since all the weight vectors start in the middle of the input vector space, all we see is a
single circle. Now we will train the map for thousand input using 30 neurons for 10 epochs.
Training Begins
TRAINR, Epoch 0/10
TRAINR, Epoch 2/10
TRAINR, Epoch 4/10
TRAINR, Epoch 6/10
TRAINR, Epoch 8/10
TRAINR, Epoch 10/10
TRAINR, Maximum epoch reached

Figure 16: Self-Organizing Map After 10 epochs
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Note that the layer of neurons has begun to self-organizing so that each neuron now
classifies a different region of the input space and adjacent neurons respond to adjacent region.
i.e. the map is evenly spread across the input space and neurons are very evenly spaced reflecting
the even distribution of input vectors. Here the neurons are shown by red dots and blue lines
show the distance between them.
Testing
Here we use SIM( ) function to classify vectors by giving them to the network and seeing
which neuron responds.
s = (4,1)

1

This means that (4,1) neuron is stimulated with a = 1 i.e. (4,1) neuron is a winning
neuron, so P[1,0] belongs to this class
ii) Here we will create 400 two-element vectors occurring in a rectangular shape vector space
and then will arrange them in two dimensional grid using 15 neurons.
Output Of The Program
For program code see Appendix A and for input matrix see Appendix B.
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Figure 17: Scattered Input Data

Figure 18: Network is created by NEWSOM is plotted using PLOTSOM
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Since all the weight vectors start in the middle of the input vector space, all we see is a
single circle. Now we will train the map for four hundred inputs using 15 neurons for 100
epochs.
Training Begins
TRAINR, Epoch 0/100
TRAINR, Epoch 25/100
TRAINR, Epoch 50/100
TRAINR, Epoch 75/100
TRAINR, Epoch 100/100
TRAINR, Maximum epoch reached.

Figure 19: Self-Organizing Map after 100 epochs
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Note that the layer of neurons has begun to self-organizing so that each neuron now
classifies a different region of the input space and adjacent neurons respond to adjacent region.
i.e. the map is evenly spread across the input space and neurons are very evenly spaced reflecting
the even distribution of input vectors. Here the neurons are shown by red dots and the distance
between them is show by blue lines.
Testing
Here we use SIM( ) function to classify vectors by giving them to the network and seeing
which neuron responds.
s = (7,1)

1

This means that (7,1) neuron is stimulated with a = 1 i.e. (7,1) neuron is a winning
neuron, so P[1,0] belongs to this class.
Remark
Using self-organizing maps with the help of the neural network Tool Box of MATLAB
we can use the same method to construct surfaces. It should also be remarked that there is
another powerful procedure for approximating certain types scattered data by using Radial Basis
Functions.
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APPENDIX A: PROGRAM CODE
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One Dimensional Self - Organizing Map
Program Code
% This script demonstrates one- dimensional Self-organizing map training.
clc
clear all
% 100 input points are created using following two codes.
angles = 0:0.5*pi/99:0.5*pi;
disp( ' INPUT MATRIX P: ' )
P=[sin(angles);cos(angles)]
% Here P is a required input matrix.
% Now we plot this input using following code.
plot(P(1,:),P(2,:),'.g','markersize',20);
pause
% Now we will define a self- organizing map as a one-dimensional layer of 10 %neurons using
newsom() function.
net = newsom([0 1; 0 1],[10])
% In the above code first argument specifies two inputs each with a range of 0 to %1. The
second determines the network is one %dimensional with 10 neurons.
% Now we can visualize the network we have just created with %plotsom
plot(P(1,:),P(2,:),'.g','markersize',20)
hold;
plotsom(net.iw{1,1},net.layers{1}.distances);
hold off;
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pause
%Now the map is trained for the given input vectors using train() function. Training %is done
for 30 epochs
net.trainparam.epochs=30
net.trainparam.show = 5
net=train(net,P);
%Now we plot trained network with plotsom
plot(P(1,:),P(2,:),'.g','markersize',20)
hold;
plotsom(net.iw{1,1},net.layers{1}.distances);
hold off;
pause;
% The map is used to classify inputs like [1,0] using sim()
s = sim(net,[1;0])

Two–Dimensional Self – Organizing Map
Example 1: Program code
% This script demonstrates two-Dimensional Self-organizing map training.
clc
clear all
% here 1000 random vectpr inputs are created using rands( ) function.
disp( ' INPUT MATRIX P: ' )
P=rands(2,1000)
% Here P is a required input matrix.
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% Now we plot this input using following code.
plot(P(1,:),P(2,:),'+r');
pause
% Now we will use a 5 by 6 layer of neurons to classify the vector %above. we would like each
neuron to respond to a different region of %the rectangle and neighboring neurons to respond to
adjacent region. %Thus we create two-dimensional map of 30 neurons spread out in 5x %6 grid.
net = newsom([0 1; 0 1],[5,6],'gridtop')
% In the above code first argument specifies two inputs each with a %range of 0 to 1, the second
determines the network is two dimensional %with 30 neurons and the third argument specifies
that the topology is %grid topology.
% we can visualize the network we have jst created with plotsom
plotsom(net.iw{1,1},net.layers{1}.distances);
pause
%Now the map is trained for the given input vectors using train() %function. Training is done
for 10 epochs.
net.trainparam.epochs=10
[net,tr,y,p]=train(net,P);
%Now we plot the input data using plot function and trained network %with plotsom
plot(P(1,:),P(2,:),'+r')
hold;
plotsom(net.iw{1,1},net.layers{1}.distances);
hold off;
pause
87

% we can now use sim() funciton to classify vectors by giving them to %the network and seeing
which neuron responds.
s = sim(net,[1;0])
Example 2: Program code
%This script is to distribute input vectors defined below over a 2-dimensional %input space
varying out [0,2] and [0,1]. This data will be used to train a SOFM %with dimension [3,5]
clc
clear all
%we are creating input vector using following code.
P=[rand(1,400)*2 ; rand(1,400)]
% Now we plot these inputs using Plot function
plot(P(1,:),P(2,:),'.g','markersize',20)
pause;
% we create a SOFM network using newsom() function.
net = newsom([0 2; 0 1],[3,5],'gridtop')
% In the above code first argument specifies two inputs with a range of 0 to 2 %and 0 t0 1, the
second determines the network is two dimensional with 15 %neurons and the third argument
specifies that the topology is grid topology.
% we can visualize the network we have jst created with plotsom
plot(P(1,:),P(2,:),'.g','markersize',20)
hold on
plotsom(net.iw{1,1},net.layers{1}.distances)
hold off
88

pause
%Now the map is trained for the given input vectors using train() function. Training %is done
for 100 epochs.
net.trainParam.epochs = 100;
net = train(net,P);
%Now we plot the input data using plot function and trained network with %plotsom
plot (P(1,:),P(2,:),'.g','markersize',20)
hold on;
plotsom(net.iw{1,1},net.layers{1}.distances)
hold off;
pause
% we can now use sim() function to classify vectors by giving them to the %network and seeing
which neuron responds.
s = sim(net,[1;0])

89

APPENDIX B: INPUT MATRIX
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One-dimensional Self – Organizing Map
Input Matrix P
P = Columns 1 through 6
0
1.0000

0.0159
0.9999

0.0317
0.9995

0.0476
0.9989

0.0634
0.9980

0.0792
0.9969

Columns 7 through 12
0.0951 0.1108 0.1266 0.1423 0.1580 0.1736
0.9955 0.9938 0.9920 0.9898 0.9874 0.9848
Columns 13 through 18
0.1893
0.9819

0.2048
0.9788

0.2203
0.9754

0.2358
0.9718

0.2511
0.9679

0.2665
0.9638

0.3271
0.9450

0.3420
0.9397

0.3569
0.9341

0.4154
0.9096

0.4298
0.9029

0.4441
0.8960

0.5000
0.8660

0.5137
0.8580

0.5272
0.8497

0.5801
0.8146

0.5929
0.8053

0.6056
0.7958

0.6549
0.7557

0.6668
0.7453

0.6785
0.7346

Columns 19 through 24
0.2817
0.9595

0.2969
0.9549

0.3120
0.9501

Columns 25 through 30
0.3717
0.9284

0.3863
0.9224

0.4009
0.9161

Columns 31 through 36
0.4582
0.8888

0.4723
0.8815

0.4862
0.8738

Columns 37 through 42
0.5406
0.8413

0.5539
0.8326

0.5671
0.8237

Columns 43 through 48
0.6182
0.7861

0.6306
0.7761

0.6428
0.7660
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Columns 49 through 54
0.6901
0.7237

0.7015
0.7127

0.7127
0.7015

0.7237
0.6901

0.7346
0.6785

0.7453
0.6668

0.7861
0.6182

0.7958
0.6056

0.8053
0.5929

0.8413
0.5406

0.8497
0.5272

0.8580
0.5137

0.8888
0.4582

0.8960
0.4441

0.9029
0.4298

0.9284
0.3717

0.9341
0.3569

0.9397
0.3420

0.9595
0.2817

0.9638
0.2665

0.9679
0.2511

0.9819
0.1893

0.9848
0.1736

0.9874
0.1580

0.9955
0.0951

0.9969
0.0792

0.9980
0.0634

Columns 55 through 60
0.7557
0.6549

0.7660
0.6428

0.7761
0.6306

Columns 61 through 66
0.8146
0.5801

0.8237
0.5671

0.8326
0.5539

Columns 67 through 72
0.8660
0.5000

0.8738
0.4862

0.8815
0.4723

Columns 73 through 78
0.9096
0.4154

0.9161
0.4009

0.9224
0.3863

Columns 79 through 84
0.9450
0.3271

0.9501
0.3120

0.9549
0.2969

Columns 85 through 90
0.9718
0.2358

0.9754
0.2203

0.9788
0.2048

Columns 91 through 96
0.9898
0.1423

0.9920
0.1266

0.9938
0.1108

Columns 97 through 100
0.9989
0.0476

0.9995
0.0317

0.9999
0.0159

1.0000
0.0000
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Two Dimensional Self-Organizing Maps
Example 1: Input Matrix P
P = Columns 1 through 6
-0.5998 0.9684 0.9655 -0.0447 0.6776 -0.7314
0.1722 0.8637 0.8284 -0.2966 -0.2047 -0.5867
Columns 7 through 12
0.6752 -0.5926 0.2540 0.2736 0.1676 -0.4869
-0.7666 0.7790 -0.9828 -0.7634 0.7915 -0.5273
Columns 13 through 18
-0.5894 0.9388 -0.2064 -0.5109 0.6252 -0.7610
-0.6591 0.2072 -0.2738 -0.2782 -0.8584 -0.1676
Columns 19 through 24
0.8058 0.0925 -0.4050 -0.3704 0.5511 -0.9863
0.1110 -0.1011 -0.7944 -0.0591 -0.2765 0.5118
Columns 25 through 30
-0.3234 0.1582 -0.6254
0.3058 -0.7899 -0.7569

0.4423 -0.1875 0.9424
0.2672 -0.6630 -0.5316

Columns 31 through 36
-0.3953 -0.7425 -0.6772 -0.3041 -0.1203 -0.4387
-0.1485 -0.5970 -0.4883 0.8239 0.9976 0.1439
Columns 37 through 42
0.4100 -0.4507
-0.4065 0.4803

0.5317 -0.7280 -0.5316 -0.1501
0.5101 0.2888 -0.2483 -0.5421

Columns 43 through 48
0.3357 -0.6797 -0.8623 0.1288 0.5814 0.2817
0.6997 0.2894 -0.0908 -0.2663 -0.5270 0.6968
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Columns 49 through 54
0.4218
0.0947

0.1966 0.2778 -0.8474 -0.5960 -0.7936
0.1372 -0.8430 0.4476 -0.9949 0.9682

Columns 55 through 60
-0.2551 -0.4458
-0.3208 -0.7922

0.8291
0.9015

0.2322 0.5239 0.6155
0.1385 -0.9284 0.9395

Columns 61 through 66
-0.7508 0.4609 -0.3697 0.4420 0.9422 0.1168
0.7293 -0.0879 -0.5312 -0.9556 0.2942 0.0959
Columns 67 through 72
-0.7908 0.0471
0.6285 -0.6924

0.7696 0.5884 0.7257 -0.0575
0.2652 -0.6658 -0.2005 0.1763

Columns 73 through 78
-0.9323 0.7998 -0.0249 -0.1976 0.7562 -0.0259
0.2786 -0.8022 -0.3189 0.9976 0.9614 -0.5941
Columns 79 through 84
-0.8707 -0.2702 0.0542 -0.7791 0.6126 -0.7964
0.0621 -0.9663 -0.3361 0.1950 0.8400 -0.2697
Columns 85 through 90
0.7689 -0.3775 0.5960 0.7527 -0.2393 -0.6238
-0.0190 0.7790 0.7640 0.0174 0.2573 0.3977
Columns 91 through 96
-0.6105 -0.6589 -0.6226 0.4201 -0.9937 -0.4052
-0.6313 0.5206 -0.5289 0.8401 0.0541 -0.6145
Columns 97 through 102
-0.4870 0.7820 0.3924 0.9038 -0.0170
-0.8250 -0.7257 0.7537 0.4268 0.3827
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0.6718
0.2893

Columns 103 through 108
0.0197 0.8395 -0.4252 -0.8149 -0.5181 0.7658
0.1679 -0.9916 0.2584 0.7046 0.5300 0.5575
Columns 109 through 114
-0.6746 0.9930 -0.1208 0.1051 -0.2617 -0.9893
0.1816 0.1654 0.8982 -0.9111 0.2610 -0.5591
Columns 115 through 120
0.7528 0.7511 -0.2891 0.9001 0.7467 -0.0737
0.4030 -0.8684 -0.5585 0.8893 0.6187 -0.9563
Columns 121 through 126
-0.9830 -0.5879 0.4422 -0.6892 0.5412 -0.4842
-0.8276 0.9613 0.8882 -0.6856 0.8533 0.6377
Columns 127 through 132
-0.3303 0.7373 0.1027 -0.6575
-0.8071 -0.3379 0.4623 0.0708

0.4898
0.0009

0.7092
0.4163

Columns 133 through 138
0.2790 0.0523 0.9402 -0.7313 0.3722 -0.3707
0.4907 -0.1169 0.8455 0.3312 -0.3605 -0.7099
Columns 139 through 144
-0.1525 -0.0585 0.6552 0.6874 -0.2900 0.5448
0.2646 0.6648 0.8800 -0.8009 -0.0588 0.0199
Columns 145 through 150
0.5286 -0.0883 0.1104 0.2322 0.2040 0.4119
0.5169 -0.9665 0.7101 -0.1832 -0.8146 0.5728
Columns 151 through 156
-0.6899 -0.6438 -0.0887 0.4714 -0.6760 0.5309
-0.2580 0.4505 -0.2491 0.5619 -0.6599 -0.4466
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Columns 157 through 162
0.0001 0.5571 0.3842 0.4598 -0.0638 -0.2163
0.0286 -0.9261 -0.9270 0.3345 0.1734 0.8893
Columns 163 through 168
0.7397 0.1907 -0.8912 0.6351 -0.7779 0.6047
-0.7433 0.6248 0.4343 -0.2203 -0.9212 -0.2140
Columns 169 through 174
0.3345 -0.1063 -0.7160 0.0887 -0.7817 -0.9806
0.6414 0.6364 -0.4425 0.5271 -0.4511 0.5285
Columns 175 through 180
0.0848 0.7343 -0.7553 0.5423 -0.5272
-0.6813 -0.6137 0.9244 0.5182 0.1465

0.8019
0.9136

Columns 181 through 186
0.8684 -0.3124 0.6096 0.9104 0.3555 0.2463
0.0471 0.1639 -0.6812 -0.1632 0.4157 0.2999
Columns 187 through 192
-0.4037 -0.0912 -0.3450 0.7876 -0.5254 -0.5725
0.2108 0.0528 -0.3390 -0.1863 0.8784 0.7933
Columns 193 through 198
0.5483 -0.0351 0.3553 -0.8060 -0.7872 0.1477
0.2496 -0.7881 -0.7542 0.5932 0.3813 0.0702
Columns 199 through 204
-0.9978 0.5745 -0.2900 -0.7292 0.1727 -0.3319
0.8291 0.1141 0.1593 -0.4844 -0.9556 0.3126
Columns 205 through 210
-0.7139 0.9187 0.8719 -0.6781
0.3637 -0.9818 -0.0872 0.1418

0.7184 -0.0730
0.2506 0.2089
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Columns 211 through 216
-0.1101 -0.8439
-0.7502 -0.9755

0.0838 -0.2016
0.0599 -0.2533

0.5372
0.7189

0.4215
0.8234

Columns 217 through 222
-0.0730 -0.1545 0.1122 -0.3930 0.9728 -0.4371
0.9051 0.4110 0.8125 0.9378 0.4934 -0.8061
Columns 223 through 228
-0.4720 0.3887 0.2889 -0.3901 0.6287 -0.8182
-0.0459 -0.2512 0.0140 -0.5137 -0.7475 -0.6974
Columns 229 through 234
0.1559 -0.6560 0.6752 0.8281 0.0091 -0.4123
-0.0793 0.7211 -0.4889 -0.4875 0.7181 0.9819
Columns 235 through 240
-0.7137 -0.8642 0.0063 -0.5127 -0.6991 -0.5339
-0.9335 0.1575 -0.2436 -0.1484 -0.2767 0.0801
Columns 241 through 246
-0.9239 0.4133 -0.5472 -0.6103 0.3435 0.5921
0.7317 0.4882 -0.6144 0.5675 0.2449 -0.9810
Columns 247 through 252
-0.3898 -0.4116 -0.7622 0.1311 0.2630 -0.4551
0.0673 0.4365 -0.9018 -0.9927 0.5553 0.5447
Columns 253 through 258
0.8825 -0.2138 -0.5343
-0.3847 0.4546 -0.8447

0.6845 -0.1720 0.8129
0.2745 -0.3177 -0.9804

Columns 259 through 264
-0.9130 -0.2274
-0.4855 -0.5344

0.5923 -0.4750 -0.2597 0.9994
0.7532 0.9170 0.0387 -0.2308
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Columns 265 through 270
-0.2212 -0.1000 -0.8155 0.3306 -0.5769 -0.9043
-0.9474 -0.0839 -0.0705 0.7165 0.2360 -0.8516
Columns 271 through 276
-0.8406 -0.2787 0.8415 0.6359 -0.4173 -0.0478
-0.7871 -0.1865 -0.5662 -0.7878 -0.2387 0.3212
Columns 277 through 282
-0.2904
-0.6353

0.5186
0.3816

0.5547 -0.0071 0.3858 0.5791
0.9369 -0.8753 -0.3974 -0.3068

Columns 283 through 288
0.0010 0.4777 -0.4507 0.1916 0.5846 0.8060
-0.5481 0.6627 -0.7261 -0.1001 0.5821 -0.7986
Columns 289 through 294
-0.3627 -0.6417 -0.3246 -0.8730 -0.7900 -0.1510
0.0286 -0.1434 -0.6221 0.0821 0.4685 -0.5372
Columns 295 through 300
-0.9552
-0.6606

0.9344 -0.8688 -0.0660
0.8870 -0.2847 -0.4366

0.9081 -0.9347
0.6802 -0.3807

Columns 301 through 306
-0.7406 0.8325 -0.6677 0.2756 0.9735 -0.6727
0.2968 -0.5561 -0.6200 -0.7568 -0.3923 -0.1464
Columns 307 through 312
0.4999 -0.4622 -0.9644 -0.1924 -0.2935 0.7194
-0.5720 -0.7409 -0.3904 0.6956 -0.7269 -0.2358
Columns 313 through 318
-0.5421 -0.7712 -0.4951 -0.6585 -0.6219 0.8788
-0.6776 0.1998 0.2109 0.2032 -0.6442 0.2165

98

Columns 319 through 324
0.5825 0.0509 -0.8484 -0.9280
0.7681 -0.6273 -0.0817 0.9955

0.8769 0.3492
0.3696 -0.0023

Columns 325 through 330
0.7268 -0.0154 0.9975 -0.5907 0.8628 0.8382
-0.6806 -0.9028 -0.1606 -0.3899 0.5121 -0.8142
Columns 331 through 336
-0.4477 0.6928 0.8266 0.7439 -0.1076 -0.6426
-0.1520 -0.2585 0.5413 -0.4006 0.6211 -0.4641
Columns 337 through 342
0.6919 0.8464 0.8900 0.5236 -0.8757 0.3054
0.9353 0.6138 -0.8397 -0.0185 -0.4542 0.7009
Columns 343 through 348
0.3373 -0.0326 -0.3127 0.3349 -0.1307 0.6076
0.1745 -0.2092 -0.1119 -0.0587 -0.3298 -0.7004
Columns 349 through 354
-0.2814 -0.9711 0.0019 0.6550 -0.4278 -0.7314
0.8841 0.4359 0.8240 0.4889 0.1169 -0.8142
Columns 355 through 360
0.6254 -0.0703 0.2059 -0.2876 -0.8557
0.8043 0.6055 -0.2251 -0.5063 -0.9653

0.1186
0.1651

Columns 361 through 366
-0.4391 -0.3701 -0.4055 -0.3355 -0.3328 -0.4237
-0.5544 0.8418 -0.2493 0.8397 -0.4725 -0.6653
Columns 367 through 372
0.1259 -0.5671 0.0331 -0.2886 0.4577 -0.8454
0.7539 0.0497 0.4744 0.4799 0.2513 -0.6733
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Columns 373 through 378
0.0813 0.5222 0.6305 0.2258 -0.4421 0.2235
-0.6759 -0.6783 0.7228 -0.4351 0.7640 0.3961
Columns 379 through 384
0.6052 -0.1259 0.0708 -0.5205 0.5176 0.0812
0.3556 -0.0833 -0.3149 0.1557 -0.7567 -0.9542
Columns 385 through 390
0.5760 -0.8435 -0.3166 0.4496 0.7511
0.3600 0.5344 0.5835 -0.8278 -0.6024

0.8864
0.8487

Columns 391 through 396
-0.8363 -0.5193 0.4258 0.0001 -0.3336 0.7419
-0.3886 0.5610 0.8836 0.1192 -0.8112 0.8798
Columns 397 through 402
-0.9686 -0.6760 0.3200 -0.9752 -0.3921 0.6550
-0.2197 -0.3621 0.4448 -0.8605 -0.5501 -0.7999
Columns 403 through 408
0.8379 0.1493 -0.4084 -0.8135
0.8561 -0.7109 -0.3201 0.5416

0.9199 -0.7261
0.5494 0.1950

Columns 409 through 414
0.6762 0.1340 0.3165 0.8310 -0.6197 -0.7489
-0.7818 -0.5896 -0.7424 0.6538 0.0737 -0.3568
Columns 415 through 420
0.0815 0.6785 -0.9706 0.8821 0.4287 0.3595
-0.1691 -0.1859 -0.4207 -0.3506 0.9505 -0.4380
Columns 421 through 426
0.8380 0.6942 0.4499 -0.2312 0.7115 0.6116
-0.5403 0.0149 0.0589 -0.1691 0.8496 -0.4769
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Columns 427 through 432
-0.1072 0.2779 0.2423 -0.9810 -0.3590 0.1389
-0.9563 -0.9200 -0.6870 -0.4061 -0.6591 -0.0260
Columns 433 through 438
0.9751 -0.7437 -0.1550 -0.0862 0.3483 -0.2296
-0.4299 -0.7530 -0.2803 -0.1425 0.8230 0.6155
Columns 439 through 444
-0.8013 0.7733 -0.1459 -0.2710 -0.1834 0.2406
0.4177 0.5989 0.0416 0.1600 0.8745 -0.4441
Columns 445 through 450
0.4128 -0.1352 0.7687 -0.7149 -0.8875 0.5899
0.3042 0.8752 0.6876 -0.3789 -0.3613 0.2098
Columns 451 through 456
-0.8755 0.6454 -0.4919 0.0455 -0.4445 0.2766
0.2908 0.9368 0.3890 -0.6396 -0.6467 -0.3842
Columns 457 through 462
-0.5054 -0.2892 -0.3047 0.9069 0.5320 -0.5984
0.5503 0.2181 -0.6484 -0.7108 0.4265 -0.3151
Columns 463 through 468
0.1774 0.4182 0.6498 0.6260 -0.6892 -0.8352
-0.8961 0.8663 -0.2598 0.5767 -0.2968 -0.9683
Columns 469 through 474
0.6888 -0.6908 -0.5939 0.8679 0.5989 0.7450
-0.1239 0.3673 -0.9585 -0.2089 0.0520 -0.6595
Columns 475 through 480
0.3634 0.2803 -0.6817 -0.5566 -0.1622 -0.7037
-0.8492 0.6232 -0.2761 -0.1636 0.2290 0.4762
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Columns 481 through 486
-0.0702 0.6740 0.5923 0.6390 -0.0934 0.3616
0.3204 -0.6501 -0.0268 -0.4432 0.6086 -0.8923
Columns 487 through 492
0.0115 0.9185 0.7005 0.8175 -0.9411 -0.2433
-0.7774 -0.3363 0.4581 -0.5709 0.2053 0.2872
Columns 493 through 498
0.7782 0.0970 0.5227 0.2310 0.0161 -0.5934
0.4947 -0.8528 0.7329 -0.0049 -0.6635 -0.6615
Columns 499 through 504
0.4155 0.7916 0.4251 -0.5227 -0.6209 -0.9973
-0.8028 -0.1260 -0.0725 0.4233 -0.2367 -0.7994
Columns 505 through 510
-0.7139 0.5708 0.9858 -0.5220 -0.6754 0.9741
0.9155 0.4696 0.8276 0.1813 0.5797 -0.2672
Columns 511 through 516
-0.9512 0.4200 0.3588 0.3432 0.7857 -0.8360
0.7153 0.4511 -0.0385 -0.7860 0.6799 -0.5637
Columns 517 through 522
0.3842
0.3047

0.5035 -0.8893 0.7198 -0.9467 -0.0402
0.4020 -0.4513 -0.2023 -0.0241 0.6772

Columns 523 through 528
0.0655 -0.1883 0.3901 -0.8458 0.2312 -0.6600
0.6922 0.5481 0.7234 0.4988 0.1916 -0.7683
Columns 529 through 534
-0.1001 -0.7582 -0.9493 -0.4816 -0.3621 0.0813
0.0786 -0.9327 0.0927 0.9550 0.4523 -0.7587
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Columns 535 through 540
0.1688 -0.8163 -0.5110
-0.2129 -0.5442 0.5988

0.9475
0.8897

0.3332 -0.1975
0.3680 -0.4441

Columns 541 through 546
-0.2969
-0.5103

0.4040 -0.1923
0.7032 -0.3161

0.2945 0.7165 0.5467
0.5766 -0.1056 -0.7696

Columns 547 through 552
0.3117 0.2288 -0.9254 0.0821 -0.0836 0.3494
-0.4449 0.0618 -0.0693 0.7576 0.2098 -0.4930
Columns 553 through 558
0.3375 0.6955 0.8856 0.6261 0.3898 0.4988
0.1726 0.8791 -0.2975 -0.0523 0.2018 -0.4039
Columns 559 through 564
0.6359 -0.2157 0.1087 0.1794 0.2317 -0.6149
-0.7119 0.0524 -0.0942 -0.4286 -0.0824 -0.6999
Columns 565 through 570
-0.7710 -0.8031
-0.2055 -0.8281

0.8367 -0.1380 -0.6090 0.0477
0.6444 -0.1526 0.7004 -0.3313

Columns 571 through 576
-0.6799 0.7506 -0.0894 -0.1348
-0.0711 -0.4975 -0.3323 0.3020

0.0559
0.6849

0.6220
0.5449

Columns 577 through 582
0.7956 -0.2038 -0.5129 -0.6943 0.8680 -0.5432
-0.3190 -0.0580 -0.2696 -0.1410 0.9886 0.6514
Columns 583 through 588
-0.5307 -0.8628
-0.2190 -0.5753

0.7893
0.5209

0.4063 -0.1321 -0.2253
0.3197 -0.5198 0.0812
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Columns 589 through 594
-0.1645 -0.1161 -0.0693 -0.3235 -0.7502 0.5340
0.9398 -0.3329 -0.0826 0.8396 -0.9608 0.1750
Columns 595 through 600
0.4469 0.4179 -0.8952 -0.6886 -0.2760 -0.7844
0.0232 -0.5764 -0.5766 0.6906 -0.2028 -0.4293
Columns 601 through 606
0.3108 -0.9360 -0.6707 0.3212
-0.0323 0.7584 0.7056 -0.2269

0.9602 -0.3426
0.3895 -0.1420

Columns 607 through 612
0.2505 -0.7144 0.8527 0.6413 0.9872 -0.2656
-0.2824 0.5100 -0.8569 -0.4392 0.1110 0.0843
Columns 613 through 618
-0.0781 0.2525 -0.5564 0.6285 0.8185 0.0229
-0.1502 -0.2702 -0.8223 -0.7319 0.8996 -0.9812
Columns 619 through 624
-0.0978
-0.9733

0.3053
0.1841

0.6490
0.5300

0.5013
0.3822

0.9047 -0.1697
0.4256 -0.3824

0.8836
0.5253

0.1104 -0.3486
0.9913 -0.2606

Columns 625 through 630
0.1315
0.5269

0.9517 -0.1721
0.7672 -0.9536

Columns 631 through 636
0.5893 0.3691 -0.1024 0.1583 0.6767 0.9040
0.7873 -0.6496 0.1574 0.2443 -0.9934 0.6395
Columns 637 through 642
0.6456 -0.3379 0.5810 -0.6263 0.2097 -0.7912
-0.5672 -0.4007 0.7111 0.1435 -0.1872 -0.7506
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Columns 643 through 648
0.0621
0.4526

0.9866 0.5065 0.9141 -0.3031 -0.3367
0.0098 -0.0747 -0.6670 0.4587 -0.3373

Columns 649 through 654
0.4287 -0.7798 0.3709 -0.3011 -0.1640 0.2109
-0.3567 0.4940 -0.5052 0.3353 0.8130 0.6390
Columns 655 through 660
0.7849 -0.9621 0.3672 0.1906 0.7191 0.8220
-0.1624 0.1926 -0.3591 0.2893 0.1852 -0.5235
Columns 661 through 666
0.0805 0.0251 -0.1935 -0.1832 0.3092 -0.9797
-0.9686 0.1544 -0.3693 0.8297 -0.6660 0.2669
Columns 667 through 672
-0.1486 -0.7346 -0.9236 0.1751 -0.1860 -0.1177
-0.3704 -0.9181 -0.1956 -0.8373 -0.4175 -0.8725
Columns 673 through 678
0.1689 0.3482 -0.9360 -0.7200 -0.9006 0.9654
0.5544 -0.5906 0.2754 0.0637 0.4939 -0.2873
Columns 679 through 684
-0.4657 -0.9338 0.7867 -0.7508 0.8399 0.4508
0.3335 0.3184 -0.0149 0.2926 -0.5767 -0.8783
Columns 685 through 690
-0.6160 0.0562 -0.7795 0.6734 -0.3018 0.8577
-0.1649 -0.1363 -0.2031 0.1345 -0.8802 0.9517
Columns 691 through 696
-0.7357 0.0598 -0.0525 0.9571 0.9931 -0.9224
0.8424 0.8368 -0.7136 0.9854 0.4481 -0.7276
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Columns 697 through 702
0.5131 0.1645 -0.7781 0.5289 0.5511 -0.0359
-0.5192 0.0797 -0.6188 0.9732 0.5612 0.2534
Columns 703 through 708
0.9297 0.3694 -0.3195 0.5055 -0.0888 -0.0547
-0.3080 -0.2457 0.2622 -0.0164 -0.9920 0.4361
Columns 709 through 714
-0.9583 -0.1364 -0.4580 -0.6858 -0.7163 0.0644
-0.4900 -0.2199 -0.8375 -0.2729 -0.1497 -0.7139
Columns 715 through 720
-0.9686 -0.2641 0.1683 0.3230 0.5930 -0.5857
0.4545 0.9841 0.1774 0.0270 -0.4526 0.4537
Columns 721 through 726
-0.9454 -0.4963 0.3214 -0.6469 0.2842 0.3294
0.6176 0.0883 -0.5284 0.6509 -0.0337 -0.3678
Columns 727 through 732
0.9983 -0.2235
0.2218 -0.1424

0.5353
0.4636

0.8303
0.9338

0.3527
0.0644

0.3705
0.2851

Columns 733 through 738
-0.6997 0.3723 -0.9687 -0.7019 0.1318 -0.2926
0.6844 -0.0398 -0.7058 -0.5208 -0.2385 -0.4221
Columns 739 through 744
0.5905 -0.8762 -0.6171 0.8403 -0.7840 0.2173
0.3991 0.9661 0.1812 0.2650 0.5151 -0.3227
Columns 745 through 750
-0.2142 -0.6008 -0.4811 -0.5801 0.5605 0.2794
0.8666 0.7287 -0.0581 0.1043 0.0576 0.5740
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Columns 751 through 756
0.3223 0.1357 0.2473 -0.3274 0.1841 0.6337
-0.1172 0.8574 -0.2647 -0.4422 0.1586 -0.2841
Columns 757 through 762
-0.7978 -0.3541 0.0325
0.2968 -0.3043 -0.6954

0.4279 -0.4801 -0.4786
0.0414 0.6279 0.7517

Columns 763 through 768
-0.2259 0.2594 -0.1045 -0.1607 -0.6430 0.6963
-0.6212 -0.0602 -0.4413 -0.6461 -0.3318 0.4020
Columns 769 through 774
0.5943 -0.0609 0.8712 -0.9961 0.1081 0.8132
-0.5109 -0.3669 0.9861 -0.2309 -0.0041 -0.0579
Columns 775 through 780
0.2473 0.0318 0.8512 0.8264 0.4515 0.1917
0.4807 0.6032 -0.7521 0.5680 -0.9088 -0.5841
Columns 781 through 786
-0.1483 0.5464 -0.1469 -0.8662 0.8534 -0.2474
0.8515 -0.0147 0.4252 -0.5625 -0.9211 -0.6103
Columns 787 through 792
-0.8237 0.0586 0.9391 -0.6414
0.5647 0.9094 -0.8835 -0.4772

0.3072 -0.1432
0.7623 0.1642

Columns 793 through 798
-0.8637 0.8163 0.6894 0.2853 0.5083 -0.4726
-0.6355 -0.5089 -0.8618 -0.9495 -0.1408 0.2724
Columns 799 through 804
-0.9434 -0.3081 0.3870 -0.9295 0.4987 0.7018
0.9617 -0.8189 -0.3651 -0.4634 -0.5058 -0.2749

107

Columns 805 through 810
0.8193 0.6679 0.2954 0.2652 0.0479 0.4664
-0.2975 -0.9739 0.8432 0.2400 -0.0943 0.2766
Columns 811 through 816
-0.8749 0.0250 0.2029
0.8348 0.9268 -0.3534

0.4399 -0.0527 -0.4254
0.0065 -0.1847 0.6742

Columns 817 through 822
0.5696 -0.1968 0.6816 0.4512 -0.2590 0.1818
-0.7084 -0.0964 0.8709 -0.9295 0.5016 -0.3327
Columns 823 through 828
-0.4140 0.4855 0.1273 0.5667 -0.5931 -0.8120
-0.0317 -0.4336 0.0538 -0.6364 0.4198 -0.8452
Columns 829 through 834
0.6831 0.4300 -0.1991 -0.2584
0.5355 -0.3264 -0.7844 0.7769

0.4705 -0.9040
0.1368 0.4335

Columns 835 through 840
-0.2217 -0.3609 -0.8186 0.3995 -0.8849 0.3135
-0.8913 -0.8619 -0.3858 -0.9645 -0.7466 -0.0346
Columns 841 through 846
0.7376 -0.4409 -0.5808 -0.0861 0.9089 -0.2532
0.6411 -0.6600 0.9205 0.6903 0.4082 0.6159
Columns 847 through 852
0.4537 0.2737 -0.6526 -0.2841 0.9692 -0.1313
0.7859 0.5806 -0.8490 0.8149 0.2510 0.4146
Columns 853 through 858
-0.3430 -0.2269 -0.6209 -0.5337 -0.5911 0.7511
-0.9452 -0.8249 0.6246 -0.3231 0.3804 0.8014
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Columns 859 through 864
-0.0811 0.7409 -0.1488 -0.0965 -0.8410 -0.5730
0.2045 -0.4490 0.3226 -0.6192 -0.7146 -0.5922
Columns 865 through 870
-0.3784 0.6852 -0.6108 -0.0164 -0.2564 0.4175
-0.2830 -0.8197 0.8297 -0.9177 -0.7562 -0.9434
Columns 871 through 876
0.3559
0.0713

0.3845 0.0851 0.6570 -0.3116
0.3492 -0.8262 0.1619 0.0560

0.7647
0.8304

Columns 877 through 882
0.2307 0.0165 -0.9044 0.1828 0.7105 0.3872
0.9481 -0.8062 -0.3410 0.1628 -0.1330 0.0839
Columns 883 through 888
0.8684 0.6292 -0.6869 -0.7404 0.2638 0.8358
0.1608 -0.6143 -0.3477 -0.9583 -0.4515 -0.6257
Columns 889 through 894
0.3882 0.2422 0.8645 -0.9231 -0.1764 -0.6984
-0.2639 -0.3752 0.5638 0.3378 0.4015 -0.3076
Columns 895 through 900
0.4748 -0.6838 0.4309 0.1615 -0.9390 -0.6845
0.6405 0.3564 0.8609 0.7001 0.6358 0.8839
Columns 901 through 906
-0.5473 -0.9121 -0.3374 -0.3963 -0.2492 -0.7317
-0.9734 0.0321 -0.8659 -0.5055 0.9201 -0.8481
Columns 907 through 912
-0.2600 0.9279
0.7628 -0.6559

0.1293
0.7131

0.0794
0.5481

0.1744 -0.3607
0.4677 -0.8313
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Columns 913 through 918
0.4967 -0.7131
0.6526 -0.8848

0.2358 0.1832 -0.3759 -0.3168
0.5259 -0.7279 -0.0209 0.9549

Columns 919 through 924
-0.6329 -0.7678 0.0859 -0.0492 0.0480 0.2432
-0.3082 0.3720 -0.8563 0.2129 0.7886 -0.6643
Columns 925 through 930
0.6437 -0.9010 -0.6351 -0.2386 0.3984 0.5025
0.8914 0.0168 0.0947 -0.8582 -0.5937 0.3311
Columns 931 through 936
-0.6165 -0.3563 0.7840 0.1382 0.3429 0.6408
0.2303 0.2081 0.0427 -0.1010 0.1287 -0.5433
Columns 937 through 942
-0.4591 -0.7284 -0.8726 0.7028 0.1052 0.5550
0.1934 -0.8309 0.6728 -0.8061 -0.1193 -0.3248
Columns 943 through 948
-0.0364
-0.5119

0.6686 0.7832 -0.5245 0.0478 0.7565
0.3597 -0.3709 -0.5713 0.3305 0.0769

Columns 949 through 954
0.4547 -0.1917 0.0041 -0.6851 -0.0038 0.2248
-0.5144 -0.0137 -0.7595 -0.8179 0.8276 -0.8881
Columns 955 through 960
-0.5326 0.2244 0.4497 -0.4895
-0.3862 -0.7745 0.8463 0.6155

0.6941 -0.4259
0.9708 -0.8760

Columns 961 through 966
0.6028 -0.5718 -0.0682 0.3943 0.6934 -0.1261
0.7874 0.6665 -0.6749 0.9809 -0.4724 0.9340
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Columns 967 through 972
0.7112 -0.5815 -0.7241 0.7042 -0.6121 0.7836
-0.5264 -0.2660 -0.5454 0.4237 -0.7167 0.6997
Columns 973 through 978
-0.5567 -0.7883 0.8170 -0.5850 -0.7909 -0.8663
0.9979 0.5755 0.4686 0.8191 -0.2104 -0.8772
Columns 979 through 984
0.3375 -0.1744 -0.2781 0.2545
0.9431 -0.8678 0.8092 -0.4401

0.7978 -0.8490
0.1911 0.3303

Columns 985 through 990
0.4133 -0.1056 0.4437 -0.9228 -0.9911 0.9675
0.9162 0.4753 0.0406 0.8286 -0.2039 0.2243
Columns 991 through 996
-0.3370 -0.4216 0.9220 0.2906 -0.6792 -0.2389
0.9371 -0.5399 -0.4245 -0.4269 -0.3954 0.7171
Columns 997 through 1000
0.0812 0.1777 -0.7078 -0.9873
0.7693 0.4772 0.9246 0.0550
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Example 2: Input Matrix P
P = Columns 1 through 6
0.1976
0.7086

0.8187
0.3993

1.8327
0.4602

1.3041
0.0448

1.5596
0.4039

0.2238
0.8984

1.5085
0.6867

1.2397
0.0620

1.5431
0.6986

0.4962
0.5276

0.8538
0.9469

0.9247
0.1094

0.2861
0.6225

0.4621
0.3415

1.1204
0.8406

0.2327
0.0947

1.5138
0.2417

1.9697
0.5032

1.0342
0.2013

1.1801
0.0677

0.8883
0.2953

0.7193
0.4724

1.6292
0.9715

1.5190
0.3926

0.1658
0.4573

0.0372
0.0371

1.5303
0.6238

Columns 7 through 12
1.8462
0.4766

0.8105
0.3794

0.5266
0.3177

Columns 13 through 18
1.7252
0.5246

1.6508
0.3154

1.8069
0.3253

Columns 19 through 24
1.8794
0.8852

1.9938
0.0697

1.1610
0.3144

Columns 25 through 30
0.0677
0.3517

0.8031
0.6309

0.7723
0.4790

Columns 31 through 36
1.6300 0.4599 1.3485
0.6325 0.8676 0.5444
Columns 37 through 42
0.4269
0.6051

1.0937
0.9873

1.1261
0.3721

Columns 43 through 48
1.6508
0.6108

1.3709
0.1697

0.9031
0.4961
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Columns 49 through 54
1.4969
0.3143

1.1222
0.3382

0.0634
0.6276

0.9123
0.6961

0.7512
0.6162

1.1483
0.0265

0.7199
0.7546

1.0674
0.3919

1.4085
0.4090

0.4805
0.8291

1.5553
0.1165

1.7268
0.8866

1.8307
0.2372

0.1206
0.1064

1.8891
0.9580

0.4391
0.9402

1.2024
0.6031

1.2089
0.8014

0.8995
0.5907

0.0660
0.2019

1.2564
0.1687

1.1478
0.3349

1.5464
0.4200

0.2031
0.2989

0.5329
0.3141

0.0408
0.9689

1.3260
0.6924

1.0900
0.7172

1.0779
0.4733

1.3048
0.7336

Columns 55 through 60
0.6481
0.8297

1.3873
0.5222

1.8030
0.7614

Columns 61 through 66
0.7734
0.1672

1.3893
0.1918

1.5124
0.4945

Columns 67 through 72
0.1929
0.1382

0.0304
0.2467

1.5250
0.3545

Columns 73 through 78
0.4120
0.8652

1.1989
0.1953

0.2631
0.5455

Columns 79 through 84
1.2042
0.2840

1.5926
0.4571

0.9839
0.2672

Columns 85 through 90
1.1717
0.6332

0.2305
0.7725

0.6485
0.1277

Columns 91 through 96
1.0842
0.3599

1.5690
0.2059

0.9045
0.6842

Columns 97 through 102
0.2154
0.7687

0.1487
0.9363

1.4314
0.1559
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Columns 103 through 108
0.9763
0.9208

0.3433
0.8792

1.0063
0.0867

1.3191
0.0387

1.3411
0.6785

1.8862
0.3745

1.8873
0.7469

1.2159
0.4729

1.7819
0.6400

1.8603
0.7294

1.4833
0.3222

0.1979
0.8380

1.7518
0.2638

1.2965
0.6119

1.6727
0.2508

0.5289
0.1384

0.7129
0.5443

1.5713
0.2963

1.2790
0.1192

1.5713
0.5967

0.0277
0.4046

1.8479
0.9195

1.0061
0.6425

1.2031
0.7651

0.8221
0.2294

1.3056
0.1583

1.3020
0.1989

0.0423
0.5568

0.6031
0.0547

0.7840
0.9960

Columns 109 through 114
1.8007
0.2382

0.0717
0.6060

1.5295
0.0024

Columns 115 through 120
1.1979 0.8871 1.3328
0.2133 0.0542 0.7135
Columns 121 through 126
0.6071
0.9555

0.0200
0.9524

0.0933
0.1335

Columns 127 through 132
1.3631
0.3204

1.7505
0.8004

1.4747
0.6339

Columns 133 through 138
1.8486
0.7876

1.3591
0.0808

1.6893
0.8384

Columns 139 through 144
0.3669
0.3037

1.2524
0.3238

1.9763
0.3763

Columns 145 through 150
0.1628
0.0576

1.2398
0.9098

0.8358
0.1939

Columns 151 through 156
1.7928
0.1252

0.3516
0.5288

0.0844
0.7053
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Columns 157 through 162
1.2909
0.5297

1.2300
0.9937

1.7462
0.8304

0.9221
0.3491

0.2292
0.2025

0.5094
0.3759

1.7275
0.0668

1.7525
0.7301

0.8445
0.4799

0.8914
0.3596

0.3581
0.7289

0.0404
0.1290

0.8231
0.5958

0.5471
0.8207

0.6425
0.6130

1.1402
0.4782

0.8676
0.8503

0.2080
0.4002

1.7030
0.9285

1.3374
0.0310

0.7509
0.0730

1.8448
0.7897

1.9961
0.9147

0.3752
0.3815

1.6313
0.9690

0.0876
0.3192

0.3611
0.5769

0.5004
0.3231

0.6668
0.7785

1.9192
0.7370

Columns 163 through 168
1.7922
0.1305

1.1421
0.7118

0.0815
0.4652

Columns 169 through 174
1.3518
0.7388

1.6819
0.0014

1.1644
0.1224

Columns 175 through 180
0.2903
0.7133

1.3070
0.5490

0.1347
0.2077

Columns 181 through 186
1.0008
0.3082

0.9767
0.7855

1.8661
0.3696

Columns 187 through 192
1.5885
0.6617

1.7097
0.4567

1.0538
0.7726

Columns 193 through 198
1.7876
0.2438

1.5840
0.4416

0.4379
0.0013

Columns 199 through 204
0.6002
0.1870

1.4650
0.6682

1.0315
0.8582

Columns 205 through 210
0.8175
0.4056

0.4867
0.3036

1.1152
0.3833
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Columns 211 through 216
1.9218
0.5750

0.2622
0.1851

1.6649
0.0750

1.7023
0.1880

0.5964
0.7220

1.2326
0.1817

0.5175
0.0418

1.8006
0.3106

0.5538
0.8599

1.7735
0.9769

1.0713
0.0490

1.4931
0.6313

0.0304
0.5781

1.1276
0.0624

1.6231
0.2699

1.9607
0.0660

0.5798
0.6609

0.5371
0.7027

0.8394
0.0516

0.9396
0.5644

1.8288
0.0865

0.7855
0.7548

0.0992
0.1678

0.0053
0.6099

0.6632
0.1036

0.1947
0.8644

1.8887
0.5533

1.9282
0.7413

0.2445
0.4414

0.7320
0.5476

Columns 217 through 222
1.7954
0.7610

0.7284
0.3991

1.1966
0.3255

Columns 223 through 228
1.4509
0.2083

0.6985
0.5963

0.7963
0.9789

Columns 229 through 234
0.2294
0.9011

0.2552
0.6379

0.5907
0.2530

Columns 235 through 240
0.8365
0.8488

1.9365
0.5931

1.4043
0.8410

Columns 241 through 246
0.6100
0.7047

1.3028
0.6500

1.9800
0.4420

Columns 247 through 252
1.3917
0.7718

0.4344
0.3729

0.7754
0.7478

Columns 253 through 258
1.2127
0.7415

0.9271
0.9979

1.5392
0.9733

Columns 259 through 264
1.3398
0.1546

1.6211
0.3604

1.6930
0.4440
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Columns 265 through 270
1.8163
0.6481

1.6700
0.1404

1.0094
0.1315

0.0113
0.2993

0.3657
0.6172

1.5907
0.3936

1.2223
0.8484

1.0584
0.0097

1.3547
0.0276

0.9050
0.4224

1.3488
0.7789

1.5574
0.8776

0.0193
0.9215

0.9191
0.5634

0.3545
0.8521

0.5283
0.6266

0.1161
0.7606

0.4018
0.4244

0.5915
0.8648

0.0233
0.7784

0.9916
0.2473

1.7987
0.8455

0.7856
0.6511

1.9556
0.0609

0.1801
0.5398

1.8475
0.8743

0.3623
0.4246

0.1422
0.5313

1.1424
0.4852

0.8474
0.8206

Columns 271 through 276
1.6454
0.2239

0.5185
0.9423

1.4969
0.2588

Columns 277 through 282
1.3014
0.7457

1.5470
0.5757

1.2015
0.4333

Columns 283 through 288
0.6345
0.0798

0.7791
0.0003

0.4658
0.5491

Columns 289 through 294
1.7835
0.5161

1.4930
0.4448

0.9652
0.4339

Columns 295 through 300
0.8491
0.5325

0.2129
0.3126

0.8734
0.3116

Columns 301 through 306
1.5427
0.5052

1.0848
0.2848

0.6459
0.4786

Columns 307 through 312
0.1907
0.3010

0.5536
0.3117

1.1490
0.5188

Columns 313 through 318
1.7650
0.1670

0.6333
0.5536

0.8339
0.7353
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Columns 319 through 324
1.7366
0.6549

0.4781
0.6167

0.7460
0.3010

1.7622
0.7088

1.8176
0.9802

1.9130
0.0220

0.9772
0.6287

1.6324
0.7436

1.0629
0.1488

1.8694
0.4993

0.5393
0.1665

0.0145
0.1295

1.3913
0.9555

1.0039
0.8763

1.1895
0.3963

0.1085
0.9035

0.3356
0.3052

1.0067
0.7313

0.3756
0.0408

0.7768
0.1108

1.6658
0.8141

0.4155
0.2303

0.3470
0.4341

1.6135
0.2662

1.5000
0.5218

1.0322
0.1800

1.3964
0.2667

0.7766
0.2706

1.9600
0.9820

0.3362
0.8025

Columns 325 through 330
0.6177
0.9070

0.7952
0.6822

1.0293
0.6094

Columns 331 through 336
1.5089
0.6991

1.9798
0.0579

1.7667
0.4928

Columns 337 through 342
0.3532
0.1183

1.8408
0.7689

1.6173
0.2182

Columns 343 through 348
1.2822
0.7761

0.9929
0.6817

1.5770
0.7615

Columns 349 through 354
0.9487
0.2546

1.8886
0.2275

0.1894
0.2473

Columns 355 through 360
1.5952
0.0105

0.7251
0.9036

1.0628
0.6664

Columns 361 through 366
1.2801
0.6512

1.4316
0.0324

0.1292
0.5443

Columns 367 through 372
0.0365
0.3915

1.5684
0.0088

1.1659
0.2574
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Columns 373 through 378
1.3727
0.6776

0.7359
0.9014

1.0033
0.2166

1.2769
0.9336

1.4581
0.9586

1.5794
0.2156

1.9756
0.3676

1.9854
0.8135

1.0072
0.2215

1.5677
0.5730

0.4198
0.5197

1.0959
0.4336

1.1613
0.9071

1.3190
0.5092

1.8000
0.9455

Columns 379 through 384
1.0463
0.3606

0.9689
0.7383

0.4814
0.8073

Columns 385 through 390
0.9984
0.5173

0.3670
0.3351

1.3052
0.6104

Columns 391 through 396
1.5187
0.2588

1.1073
0.6710

0.5832
0.2479

Columns 397 through 400
0.1322
0.4348

0.2943
0.6895

1.8605
0.6701

0.3174
0.6681
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