Abstract. This paper investigates the performance of hidden Markov models (HMMs) for handwriting recognition. The Segmental K-Means algorithm is used for updating the transition and observation probabilities, instead of the Baum-Welch algorithm. Observation probabilities are modelled as multi-variate Gaussian mixture distributions. A deterministic clustering technique is used to estimate the initial parameters of an HMM. Bayesian information criterion (BIC) is used to select the topology of the model. The wavelet transform is used to extract features from a grey-scale image, and avoids binarization of the image.
Introduction
Hidden Markov models (HMMs) are a common classification technique for time series and sequences in areas such as speech recognition, bio-informatics and handwriting recognition. HMMs are used to model processes which behave according to the Markov property: The next state is only influenced by the current state, not by the past.
Using mixture models as the observation probabilities has been proven to be very successful in handwriting recognition. Baum-Welch and Segmental Kmeans are algorithms for training HMMs [1, 2] . Baum-Welch, although proven [3] to converge is not ideal: the convergence claim is proven theoretically, but empirically, there are still conditions where convergence does not occur, or computation restarts are otherwise needed. These restarts can greatly increase the, already lengthy, duration of training. As a first improvement, Segmental K-means are used with single Gaussian observation distributions. However, a simple example of a character image illustrates that distributions are multivariate. This paper proposes to use Segmental K-means with multi-variate Gaussian mixture observation distributions. Segmental K-means has the advantage over Baum-Welch that not every possible path is updated, only the most likely (Viterbi) path [2] , which has a positive effect on computation time.
Because of its great importance, the initialisation of model parameters is investigated in this paper as well and a deterministic method is introduced to address this problem. Ideally, all segmentation is avoided, in the x-y space, but in luminance space as well. Therefore, algorithms are needed which can handle grey-scale. This is important in situations with low-quality images, such as in the Monk system [4] for historical manuscript retrieval.
The primary goal of this paper is not getting the best performance, but rather to see whether the combination of segmental K-means, the solution to the initialisation problem and grey-scale features is feasible for use in handwriting recognition.
Features

Feature Extraction with Wavelet Transform
The wavelet transform is a tool that finds application in many areas including image processing. Due to the multi-resolution property, it decomposes the signal at different scales. For a given image, the wavelet transform produces one low frequency subband image reflecting an approximation of the original image and three high frequency components of the image reflecting the detail. The approximation component is used here as a normalization image in the present recognition problem. In our experiment, we have considered Daubechies wavelet lowpass filter with four coefficients [0.4830, 0.8365, 0.2241, −0.1294] [5] . For a raw input image we first calculate as much as possible the smallest rectangle object region of the image, then normalize it to a square image of size 64 × 64 with an interpolation technique. The wavelet decomposition algorithm with the above lowpass filter is applied to this normalized image to get 32 × 32 image. In this paper, the goal is to exploit the good character representation with the wavelet feature within a hidden Markov scheme. Therefore, a virtual time axis needs to be constructed. An observation sequence is obtained by moving through the image from top to bottom, from left to right. This order is arbitrary, but a good first approach with regards to making segments. 
Feature Reduction with PCA
T be the eigen vector corresponding to eigen value λ i of Σ p×p , where i = 1, 2, ..., p, λ i ≥ λ j for all i < j and all the eigen vectors are mutually orthogonal for different λ i . The Karhunen-Loeve linear transform on the basis of new coordinate system whose axis along {Φ i } is defined as
, where y i is the i th principal component. Since a lower component is less significant than a higher one, depending upon the value of λ i , lower components y i (i > d) can be removed to reduce the dimension of features.
In this experiment for each block out of 8 × 8 = 64 features, the 16 most significant components are chosen for the actual feature vector. Since number of blocks is 16 (4 × 4), the total number of feature vectors is 16, each with a size of 16 features. In our HMM framework each feature vector is considered as an observation symbol (O i ). So for an input image we get an observation sequence 
HMM Parameter Estimation
An HMM consists of three sets of parameters λ = (π, A, B), where π is the initial state probability distribution, A is the state transition probability distribution matrix and B is the observation symbol probability distribution. The modeling of handwritten characters with HMMs can be regarded as the estimation of model parameters λ c for each character class c which represents almost the characteristic of input sequence of data of that particular class. The estimation of model parameters involves mainly three steps: selection of topology, estimation of initial parameters of model λ, based on topology and finally re-estimate λ in such a way that it maximizes the probability P (O|λ) i.e., P (O|λ) ≥ P (O|λ), whereλ is the re-estimated model.
Topology Selection and Initial Parameter Estimation
Before going to estimate the model parameters we need to define the topology of the model which means the number of states, the number of mixture component per state (if observation probability is realized from Gaussian mixture distributions) and the transition between states for the model. Here we always consider ergodic (fully connected states transition) topology for transition between states. The number of states and the number of mixture component per state are chosen randomly from a range of possible values of number of state and number of mixture component. Let N be the number of states and M the number of mixture components per state. Also assume that Q t is a random variable with N possible values {1, 2, ...N }, representing a discrete state. Then we can define A = {a ij } = {P (Q t = j/Q t−1 = i)}, a hidden and time independent stochastic transition matrix and π = {π i } = {P (Q t=1 = i)}, the probability of being in state i at time t = 1. Let a particular observation sequence be described as O = (O 1 = o 1 , ..., O T = o T ) . The probability of a particular observation at a particular time t for state j be described by:
. The complete collection of parameters for all observation distributions is represented by B = {b j (.)}. Let us assume that probability of observation for a particular state is emitted from a Gaussian mixture distribution. So we can write x i denotes the mean of cluster C jk and n jk denotes the number of instances in C jk ) is minimized. Since the first principal direction (the eigen vector corresponding to the largest eigen value of the covariance matrix Σ d×d ) is the direction which contributes the most to the SSE, it is a good candidate direction for splitting the cluster. Starting from a single cluster, divide it into two subclusters, choose the sub-cluster with the largest within-cluster SSE jk as the next cluster to partition, repeat the process until K clusters are produced. At each split stage, for the selected cluster C jk , we divide it into two sub-clusters C (1) jk and C (2) jk according to the following rule: for any x i ∈ C jk , if y i (the projected value of x i in first principle direction of x i ∈ C jk ) ≤ȳ i (mean of y i ), assign x i to C (1) jk , otherwise, assign x i to C (2) jk . The mean value of each cluster is considered as the initial cluster center. Once we get the initial cluster centers, run K-means clustering to get the final clusters. For each cluster C jk we then calculate mean μ jk and covariance matrix Σ jk . And c jk has been calculated by c jk = n jk k n jk . These are the initial parameters for the mixtures.
Initialization of initial state probability and state transition probability: Initial state probabilities and state transition probabilities have been chosen randomly in such a way that they satisfy the following criteria: i π i = 1 and
Re-estimation of Model Parameter through Segmental K-Means
We now define the following variables before describing the Segmental K-Means algorithm:
is the probability of seeing the partial observation sequence, o 1 , o 2 , ..., o t , (until time t) and ending up in state i at time t, given the model λ.
is the probability of the ending partial observation sequence, o t+1 , o t+2 , ..., o T given that we started at state i at time t and the model λ.
is the probability of being in state i at time t and being state j at time t + 1, given the model λ and observation sequence O.
is the probability of being in state i at time t, given the observation sequence O, and the model λ.
Segmental K-Means Algorithm:
The Baum-Welch algorithm defines ξ t (i, j) for all states i and j. In contrast, the segmental k-means algorithm finds the most likely state sequence using the Viterbi algorithm and calculates ξ t (i, j) only over the states found in the most likely state sequence. The algorithm works as follows:
For an input observation sequence o = (o 1 , o 2 , ..., o T )
1. Calculate α t (i) and β t (i) through the Forward-Backward algorithm, which is described explicitly in [1] . To prevent rounding errors in implementations, α t (i) and β t (i) need to be scaled, as discussed in [7] .
Estimate ξ t (i, j)
Find the optimal state sequence for the input sequence o with the Viterbi algorithm [1] and then assign each observation o t to a particular state according to the Viterbi state sequence. Then, ξ t (i, j)= 1 if observation o t assigned to state i and o t+1 assigned to state j 0 otherwise 3. Estimate γ t (i) (the probability of being in state i at time t) from ξ t (i, j) (the probability of being in state i at time t and state j at time t + 1), according to equation (4) and in particular, γ
4. Update the model parametersπ
the expected relative frequency spent in state i at time t = 1.
the expected number of transitions from state i to state j relative to the expected total number of transitions away from state i. We now define the probability that the k th component of the i th mixture generated observation
In case of multiple observation sequences, let us assume that if L be the number of sequences with T l be the length of the sequence l, then the equations above become:
Step-1 to Step-4 is repeated until any observation o t is reassigned a new state in Step-2.
Step 1 to step 4 is repeated as long as any observation is reassigned to a new state in step 2.
Experimental Results
The following experiments are performed on three datasets. The first two are handwritten Bangla numerals and basic characters, the third is a MNIST dataset of 70 000 handwritten arabic numerals. The Bangla numerals dataset consists of 10 000 training instances and 2 000 instances for testing. The Bangla basic characters dataset has 45 classes and the number of training instances are 500 per class, and 100 for testing. Finally, the MNIST dataset is used as well, with 60 000 training instances and 10 000 testing instances. The following accuracies can be reported on the previously mentioned test sets, using the selected models as described in the Model Selection section: 96.25% for Bangla numerals, 80.00% for Bangla basic characters and 97.19% for MNIST dataset. The accuracy on same dataset of basic characters is relatively better than the accuracy is found previously on single stage classification with SVM classifiers [5] .
Model Selection
An important but difficult task is to choose a relevant number of components or a number of hidden states in the HMM when observation probabilities are emitted from a finite mixture distribution. Many criteria (BIC, ICL, PML, etc.) or procedures [8] have been proposed to answer this open question. But there is no guarantee that any particular criterion will work satisfactory on a particular dataset. In this study we have used BIC criterion [9] for selecting the number of states and the number of mixture per state in HMM. If the number of state in the model is N and the number of components in the mixture is M , then according to BIC criterion BIC(λ) = logP (X|λ) − 1 2 ν(λ)log(n), where ν(λ) is the number of free parameters in the model and n is the size of the observation set X generating model {λ} andλ is the Maximum Likelihood estimate of the model λ.
is the number of free parameters for covariance matrix of a mixture, the second term M d is for mean, the third term (M − 1) is for the coefficient of each mixture and the last term (N 2 − 1) is for state probabilities (in the context of ergodic model).
As an example, Fig. 2 shows the BIC values for different numbers of states and mixture components for the model of the Bangla numeral zero and Fig. 3 shows the corresponding model accuracy in the Bangla numerals test set when other competitive models (except zero) are kept constant. From this figure, we can see that the first maximum value of the BIC curve always gives the highest accuracy. In this case, the models λ (4, 8) , λ (6, 5) and λ (8, 4) are the models with the highest accuracy, on the basis of the first maxima point of the BIC curve. Since λ (4, 8) produces the maximal BIC value with respect to other two models (λ (6, 5) and λ (8, 4) ), λ (4, 8) has been chosen as the final model for the numeral zero. 
Conclusion
The learning framework of the Segmental K-Means algorithm for HMMs with Gaussian mixture observation densities has been described. A deterministic method to initialize the model parameter has been presented as well. The main advantage of this framework is that it can easily be switched to the Baum-Welch learning algorithm, which is used conventionally to learn the HMM parameters. The only change in the Segmental K-Means algorithm is step 3. A grey-scale feature has been implemented for recognition of isolated handwritten characters. Initial recognition results show that using the segmental k-means learning method for HMMs is quite efficient for handwriting recognition.
