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1. Introduction
Powers of spaces with product topologies can sometimes be used to characterize the topology of a normed linear space
or a topological group. This is especially true for the product space Rω , where R is the space of real numbers, ω is the
set of ﬁnite ordinals, and the Cartesian product Rω of ω copies of R has the Tychonoff product topology (denoted with a 
to distinguish it from other product topologies). The space Rω with the natural vector space structure on it is a Banach
space. Since all inﬁnite-dimensional separable Banach spaces are homeomorphic (see [2]), all such spaces have a “product
topology structure” on them in the sense that they are all homeomorphic to a power of a space with a product topology.
This applies to a class of functions spaces. In particular, if X is an inﬁnite locally compact separable metric space, then the
space Ck(X) of continuous real-valued functions on X with the compact-open topology is an inﬁnite-dimensional separable
Banach space (for properties of Ck(X), see for example [1,7,12]), so that Ck(X) is homeomorphic to Rω and thus has
a product topology structure on it. Another example of a function space with this product topology structure on it is the
space Hk(R) of (self) homeomorphisms on R with the compact-open topology. In this case, Hk(R) is a topological group
that is homeomorphic to Rω , a fact shown originally by R.D. Anderson in an unpublished manuscript in the late 1960’s
(see [3,9,14]).
One might wonder whether function spaces having topologies other than the compact-open topology can have product
topology structures on them. The ﬁne topology is one such function space topology (see for example [5,8,13]). For a metric
space X , the space H f (X) of homeomorphisms on X with the ﬁne topology is a topological group. This is shown in [10],
and in that paper, the space H f (R) is compared to the product space Rω where the topology is the box product topology.
Although these spaces have similar properties, they are actually not homeomorphic. A new product topology called the
semi-box product topology is introduced in [10], and it is conjectured there that H f (R) is homeomorphic to the product
space Rω where the topology is the semi-box product topology. Then in [11] the semi-box product Rω is shown to be
homeomorphic to the box product (Rω)ω , and this is used to establish that H f (R) is indeed homeomorphic to Rω .
Another kind of function space topology is the uniform topology, which we denote with a subscript u. Now Hu(R) =
Hk(R); however, Ck(R), C f (R) and Cu(R) are all non-homeomorphic to each other. We are interested in whether C f (Rn)
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appropriate product topology.
In this paper we study product topologies on powers of spaces in enough generality to include all the kinds of prod-
uct topologies discussed above. We examine two classes of product topologies: one that includes the Tychonoff, box and
semi-box product topologies, and that we call the general box product topologies; and the second that also includes the
Tychonoff product topology, and that we call the general uniform product topologies. This latter class allows a possible
product topology structure on function spaces with the uniform topology. We look at several examples of these general
product topologies, and we include some results about the properties that these general product spaces must have. As an
application, in the last section, we show that C f (Rn) and Cu(Rn) do indeed have product topology structures in the sense
that C f (Rn) is homeomorphic to Bω with a box product topology and Cu(Rn) is homeomorphic to Bω with a uniform
product topology, where B is any inﬁnite-dimensional separable Banach space. This is also shown for C f (X, Y ) where X is
a locally compact separable metric space with no isolated point and Y is a separable Banach space.
2. General box products
For a topological space X and a set S , the S power of X is the Cartesian product X S given by
X S =
∏
s∈S
Xs
where each Xs is a copy of X . For each s ∈ S , let ps : X S → Xs be the projection map. For an x ∈ X S , we write x = 〈xs〉
where xs = ps(x) for all s ∈ S .
Let X S denote the space X S with the Tychonoff product topology that has base consisting of sets of the form⋂
s∈F
p−1s (Us)
where F is a ﬁnite subset of S and each Us is open in Xs . Also let X S denote the space X S with the box product topology
that has base consisting of sets of the form⋂
s∈S
p−1s (Us)
where each Us is open in Xs . Box product topologies can be found, for example, in [13], and a number of properties for
box products are given in [16]. For example, Theorem 1.3 in [16] tells us that for inﬁnite S , X S is not ﬁrst countable, and
hence not metrizable when X is metrizable.
We now look at a more general setting for product topologies on X S that includes the Tychonoff and box product
topologies.
An ideal base on S is a cover of S having the property that the union of two members is contained in a member. The
ideal on S generated by an ideal base on S consists of the family of subsets of members of the ideal base. In particular, an
ideal on S satisﬁes: the union of two members is a member; the subset of a member is a member; and every ﬁnite subset
of S is a member.
Lemma 2.1. If I is an ideal base on set S, then the subsets of X S of the form U × X S\I where I ∈ I and U is a basic open set in X I ,
is a base for some topology on X S . Furthermore, the ideal on S generated by I gives the same topology on X S that I does.
Proof. Let x ∈ U × X S\I ∩ V × X S\ J where I, J ∈ I , U is a basic open set in X I and V is a basic open set in X J . Let K ∈ I
with I ∪ J ⊆ K . For each s in I , J or K , respectively, let pIs : X I → Xs , p Js : X J → Xs and pKs : XK → Xs be the respective
projection maps. Now
U =
⋂
s∈I
(
pIs
)−1
(Us) and V =
⋂
s∈ J
(
p Js
)−1
(Vs)
where Us and Vs are open in Xs for each respective s. For each s ∈ K , deﬁne
Ws =
⎧⎪⎨
⎪⎩
Us ∩ Vs if s ∈ I ∩ J ,
Us if s ∈ I \ J ,
Vs if s ∈ J \ I,
Xs if s /∈ I ∪ J .
Then each Ws is open in Xs and contains xs . So the set
W =
⋂(
pKs
)−1
(Ws)
s∈K
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x ∈ W × X S\K ⊆ U × X S\I ∩ V × X S\ J ,
which shows that the sets of this form are a base for some topology on X S .
Furthermore, let J be the ideal on S generated by I . Then I ⊆ J . So to show that J gives the same topology on X S
that I does, it suﬃces to show that if J ∈ J and V is a basic open set in X J , then V × X S\ J = U × X S\I for some I ∈ I
and basic open U in X I . So let such J and V be given. Then there exists an I ∈ I with J ⊆ I . Now
V =
⋂
s∈ J
(
p Js
)−1
(Vs)
where each Vs is open in Xs . For each s ∈ I , let
Us =
{
Vs if s ∈ J ,
Xs if s /∈ J .
Then the set
U =
⋂
s∈I
(
pIs
)−1
(Us)
is a basic open set in X I and V × X S\ J = U × X S\I , as needed. 
We call the topology on X S generated by the base in Lemma 2.1 a general box product topology on X S . For this general box
product topology, we call I the index of the product topology. Let I X S denote the space X S with the general box product
topology indexed by I .
Proposition 2.2. If I is an ideal base on set S and if X are Y are homeomorphic spaces, then I X S are IY S are homeomorphic
spaces.
Proof. Let h : X → Y be a homeomorphism. For each s ∈ S , we may consider h as a homeomorphism from Xs onto Ys .
Deﬁne hS :I X S → IY S by taking, for each x ∈ I X S , hS(x) = y ∈ IY S where ys = h(xs) for all s ∈ S . Now hS is
obviously a bijection.
To show that hS is continuous, let
V =
⋂
s∈I
(
qIs
)−1
(Vs)
be a basic open set in Y I where I ∈ I , each Vs is open in Ys and each qIs : Y S → Ys is the projection map. For each s ∈ I ,
let pIs : X
I → Xs be the projection map, and let Us = h−1(Vs). Then
U =
⋂
s∈I
(
pIs
)−1
(Us)
is a basic open set in X I , and one can check that(
hS
)−1(
V × Y S\I)= U × X S\I .
This shows that hS is continuous, and a similar argument shows that (hS )−1 is continuous. 
Box products have been studied using uniformities in [16]. Although we do not use this approach with general box
products, in the next section, we necessarily use uniformities to deﬁne general uniform products.
3. General uniform products
Here we consider a second kind of general product topology on X S that is “uniform” rather than “box”. For this we need
our space X to be a uniform space, say with diagonal uniformity D. Then the topology on X consists of the sets U such
that for each x ∈ U , there is a D ∈ D with D[x] ⊆ U , where
D[x] = {y ∈ X: 〈x, y〉 ∈ D}.
(Two sources for uniform spaces are [7] and [15].) If X is a metric space with metric d, we consider X as a uniform space
with diagonal uniformity D having base consisting of the sets
Dn =
{
〈x, y〉 ∈ X × X: d(x, y) < 1
n
}
for n in the set of positive integers N. We call D the metric uniformity on X obtained from d.
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such s, let Ps : X S × X S → Xs × Xs be the biprojection map deﬁned by
Ps(x, y) =
〈
ps(x), ps(y)
〉= 〈xs, ys〉
for all 〈x, y〉 ∈ X S × X S .
Lemma 3.1. If I is an ideal base on set S, then the subsets of X S × X S of the form⋂
s∈I
P−1s (D)
where I ∈ I and D is a basic member of D (same for all s ∈ I), is a base for a uniformity on X S . Furthermore, the ideal on S generated
by I gives the same uniformity on X S that I does.
Proof. Let B be the family of sets of the form⋂
s∈I
P−1s (D)
where I ∈ I and D is a basic member of D. We need to show the following:
(a) if B ∈ B, then B contains the diagonal in X S × X S ;
(b) if B1, B2 ∈ B, then B3 ⊆ B1 ∩ B2 for some B3 ∈ B;
(c) if B1 ∈ B, then B2 ◦ B2 ⊆ B1 for some B2 ∈ B; and
(d) if B1 ∈ B, then B−12 ⊆ B1 for some B2 ∈ B.
To show property (a), let
B =
⋂
s∈I
P−1s (D)
where I ∈ I and D is a basic member of D, and let x ∈ X S . For each s ∈ I ,
Ps(x, x) = 〈xs, xs〉 ∈ D,
so that
〈x, x〉 ∈
⋂
s∈I
P−1s (D) = B.
To show property (b), let
B1 =
⋂
s∈I
P−1s (D) and B2 =
⋂
s∈ J
P−1s (E)
where I, J ∈ I and D and E are basic members of D. Let K ∈ I with I ∪ J ⊆ K , and let F be a basic member of D such
that F ⊂ D ∩ E . Then deﬁne
B3 =
⋂
s∈K
P−1s (F ).
Now if 〈x, y〉 ∈ B3, then
〈xs, ys〉 = Ps(x, y) ∈ F ⊆ D ∩ E
for all s ∈ K . Since I ∪ J ⊆ K , it follows that
〈x, y〉 ∈
⋂
s∈I
P−1s (D) ∩
⋂
s∈ J
P−1s (E),
so that B3 ⊆ B1 ∩ B2.
To show properties (c) and (d), let
B1 =
⋂
s∈I
P−1s (D)
where I ∈ I and D is a basic member of D. Then there is some basic member E of D with E−1 ⊆ D , so let
B2 =
⋂
P−1s (E).s∈I
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〈xs, zs〉 = Ps(x, z) ∈ E and 〈zs, ys〉 = Ps(z, y) ∈ E,
and hence 〈xs, ys〉 ∈ E ◦ E ⊆ D . From this it follows that 〈x, y〉 ∈ B1, so that B2 ◦ B2 ⊆ B1. For property (d), take 〈x, y〉 ∈ B−12 ,
so that 〈y, x〉 ∈ B2. Then for every s ∈ I ,
〈ys, xs〉 = Ps(y, x) ∈ E,
and hence 〈xs, ys〉 ∈ E−1 ⊆ D. This shows that 〈x, y〉 ∈ B1, so that B−12 ⊆ B1.
Furthermore, let J be the ideal on S generated by I , so that I ⊆ J . Then every basic member of the uniformity using I
is a basic member of the uniformity using J . We need to show that every basic member of the uniformity using J contains
a basic member of the uniformity using I . So let
B =
⋂
s∈ J
P−1s (D)
where J ∈ J and D is a basic member of D. Since J is generated by I , there exists an I ∈ I with J ⊂ I . Then if
B ′ =
⋂
s∈I
P−1s (D),
we have B ′ ⊆ B , as needed. 
We denote the uniformity on X S generated by the base in Lemma 3.1 by DI . Let unionsqI X S denote the space X S with the
general uniform product topology that is generated by the uniformity DI . In particular, a subset U of unionsqI X S is open provided
that for each x ∈ U there exists a basic member D of DI with D[x] ⊆ U . For this general uniform product topology, we
call I the index of the product topology. If I = {S}, then we write unionsqX S for unionsqI X S , and we say that unionsqX S is the space X S with
the uniform product topology. Let us emphasize here that the uniformity and topology on each of unionsqX S and unionsqI X S depend on
the uniformity D on X . When X is a metric space, unless otherwise indicated, the uniformity on X used to deﬁne unionsqX S or
unionsqI X S is the metric uniformity obtained from the metric on X .
Proposition 3.2. If I is an ideal base on set S and if X and Y are uniformly isomorphic uniform spaces, then unionsqI X S and unionsqIY S are
uniformly isomorphic uniform spaces, and are thus homeomorphic as topological spaces.
Proof. Let X and Y be uniform spaces with respective uniformities D and E , and let DI and EI be the respective uniformi-
ties on unionsqI X S and unionsqIY S . Let h : X → Y be a uniform isomorphism. Deﬁne hS :unionsqI X S → unionsqIY S by taking, for each x ∈ unionsqI X S ,
hS(x) = y ∈ unionsqIY S where ys = h(xs) for all s ∈ S . Now obviously hS is a bijection.
To show that hS is uniformly continuous, let C be a basic member of EI , say
C =
⋂
s∈I
Q −1s (E)
where I ∈ I , E ∈ E and each Q s : Y S × Y S → Ys × Ys is the biprojection map. Then since h is uniformly continuous, there
exists a D ∈ D such that for each 〈x1, x2〉 ∈ D , 〈h(x1),h(x2)〉 ∈ E . Deﬁne
B =
⋂
s∈I
P−1s (D),
which is a basic member of DI . Now if 〈x1, x2〉 ∈ B , then for every s ∈ I , we have〈
x1s , x
2
s
〉= Ps(x1, x2) ∈ D,
and hence 〈h(x1s ),h(x2s )〉 ∈ E . It follows that
Q s
(
hS
(
x1
)
,hS
(
x2
)) ∈ E
for all s ∈ I , so that 〈hS(x1),hS (x2)〉 ∈ C . This shows that hS is uniformly continuous, and a similar argument shows that
(hS)−1 is uniformly continuous. 
The next proposition illustrates how the properties of uniform product spaces differ from box product spaces, since X S
is in general not metrizable when X is a metric space.
Proposition 3.3. If X is a metric space, then unionsqX S is metrizable. Furthermore, a base for the topology on unionsqX S consists of the sets of the
form
B∗(x, ε) =
⋂
s∈S
p−1s
(
B(xs, ε)
)
where x = 〈xs〉 ∈ unionsqX S , ε is a positive number, and each B(xs, ε) is the ε-ball in Xs centered at xs.
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X × X: d(x, y) < 1/n}. Then by Lemma 3.1, the uniformity DS on unionsqX S has a countable base consisting of the sets
D∗n =
⋂
s∈S
P−1s (Dn)
for n ∈ N. But that means the topology on unionsqX S generated by its uniformity DS is metrizable. A straightforward argument
shows that for each x ∈ unionsqX S , D∗n[x] ⊆ B∗(x, ε) whenever 1/n ε and B∗(x, ε) ⊆ D∗n[x] whenever ε  1/n. 
4. Examples and properties
We now give some examples of general product topologies on powers of spaces. In each of the following examples, we
assume that X is a T1-space that is not discrete and that S is an inﬁnite set. Also we assume that X is a uniform space
whenever we refer to a uniform product topology on X S .
Example 4.1. If F is the family of ﬁnite subsets of S , then F is an ideal on S and we have F X S = X S , and the topology
on unionsqF X S is equal to the topology on X S .
Example 4.2. The family {S} is an ideal base on X S and the ideal on S that {S} generates is the power set P of S . In this
case, P X S =X S and unionsqP X S = unionsqX S . In general X S and unionsqX S have different (non-homeomorphic) topologies because, for
metric space X , X S is not metrizable by Theorem 1.3 in [16], while unionsqX S is metrizable by Proposition 3.3.
Example 4.3. Let φ : S → [0,1] be a function having image dense in [0,1], and let S be the ideal on S consisting of those
subsets I of S such that the set of accumulation points of φ(I) in [0,1] is contained in {0}. For S equal to the set ω of
ﬁnite ordinals, the space S X S is called the semi-box product space in [10] and [11], and is denoted by X S . In the ﬁrst of
these papers, the semi-box product space is shown to be independent of the choice of function φ, and various topological
properties are shown for this product space. Now unionsqS X S is an example of a general uniform product space that is not
metrizable when X is a metric space. In fact, unionsqS X S is not ﬁrst countable by the following proposition.
Proposition 4.4. For X, S and S as in Example 4.3, the uniform product unionsqS X S is not ﬁrst countable.
Proof. Suppose, by way of contradiction, that unionsqS X S is ﬁrst countable. Let x∗ and x′∗ be distinct points of X . Since X is a
T1-space, the uniformity D on X is separating. So there exists a D∗ ∈ D with x′∗ /∈ D[x∗]. Let x and x′ be the points in unionsqS X S
deﬁned by xs = x∗ and x′s = x′∗ for all s ∈ S . Let {Un: n ∈ N} be a countable base at x in unionsqS X S . Now for each n ∈ N, there
exists a basic member Dn of DS such that Dn[x] ⊆ Un; say
Dn =
⋂
s∈In
P−1s (Dn)
where In ∈ S and Dn ∈ D.
For each n ∈ N,
φ(In) ∩
[
1
n+ 1 ,
1
n
]
is ﬁnite, so there exists an sn ∈ S with
φ(sn) ∈
[
1
n+ 1 ,
1
n
]
\ φ(In).
Let I = {sn: n ∈ N}, which is a member of S such that sn ∈ I \ In for all n ∈ N. Deﬁne
D =
⋂
s∈I
P−1s (D∗),
and let U be the interior of D[x] in unionsqS X S , which is a neighborhood of x. Since {Un: n ∈ N} is a base at x, there exists an
n ∈ N with Un ⊆ U .
First let us show that if s ∈ I , then x′s /∈ ps(U ). Let y be any element of U . Then y ∈ D[x], so that 〈x, y〉 ∈ D . So for each
s ∈ I ,
〈xs, ys〉 = Ps(x, y) ∈ D∗,
and hence
ys ∈ D∗[xs] = D∗[x∗].
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ps(y) = ys = x′∗ = x′s,
and it follows that x′s /∈ ps(U ). In particular, since sn ∈ I , we have psn (U ) = Xsn .
Finally, let us show that psn (U
n) = Xsn . This would show that psn (Un)  psn (U ), and hence Un  U , giving us our desired
contradiction. So let y∗ be any element of Xsn . Deﬁne y ∈ X S by
ys =
{
x∗ if s = sn,
y∗ if s = sn
for all s ∈ S . Then for every s ∈ In , we have s = sn; so that
Ps(x, y) = 〈x∗, x∗〉 ∈ Dn,
and thus 〈x, y〉 ∈ P−1s (Dn). It follows that 〈x, y〉 ∈ Dn , so that y ∈ Dn[x] ⊆ Un . Therefore, y∗ = psn (y) ∈ psn (Un), showing that
psn (U
n) = Xsn . 
Example 4.5. If T is the same as S in Example 4.3 except that T consists of those subsets I of S such that the set of
accumulation points of φ(I) in [0,1] is ﬁnite, then T is an ideal on S with a different property than S in Example 4.3;
in particular, S satisﬁes the property that there is some inﬁnite subset of S whose intersection with each member of S is
ﬁnite, while T may not have that property. Then T X S may be a different product space than S X S .
Example 4.6. Let M be a maximal proper ideal on S containing F . One might question whether different such M can
give rise to different box product spaces or different uniform product spaces. Also one might ask how these product spaces
differ from those in the previous examples.
Example 4.7. Let S0 be an inﬁnite subset of S with inﬁnite complement S1, and let H be the ideal base on S deﬁned by
H = {S0 ∪ F : F ∈ F} where F is the family of ﬁnite subsets of S1. Now HX S is homeomorphic to the product of X S0
and X S1 (see Proposition 4.8 below). An open question is whether HRω is homeomorphic to SRω , where S is the
ideal on S given in Example 4.3. Because of Proposition 4.10 (see also Proposition 2.1 in [11]), this question is equivalent
to asking whether Rω × Rω is homeomorphic to (Rω)ω . None of the general box product spaces are metrizable. On
the other hand, for metric space X , unionsqHX S is metrizable since it is homeomorphic to the product of unionsqX S0 and X S1 (see
Proposition 4.9 below).
Proposition 4.8. For X, S and H as in Example 4.7, the box product HX S is homeomorphic to X S0 × X S1 .
Proof. Deﬁne bijection h :HX S →X S0 ×X S1 by taking, for each x ∈HX S , h(x) = 〈y, z〉 ∈X S0 ×X S1 where ys = xs
for all s ∈ S0 and zs = xs for all s ∈ S1.
To show that h is continuous, let
V =
⋂
s∈S0
p−1s (Vs)
be a basic open set in X S0 where each Vs is open in Xs , and let
W =
⋂
s∈F
p−1s (Ws)
be a basic open set in X S1 where F ∈ F and each Ws is open in Xs . To see that h−1(V ×W ) is a basic open set in HX S ,
let H = S0 ∪ F and for each s ∈ H , let
Us =
{
Vs if s ∈ S0,
Ws if s ∈ F .
Then
U =
⋂
s∈H
p−1s (Us)
is a basic open set in HX S , and h−1(V × W ) = U , showing that h is continuous.
To show that h−1 is continuous, let
U =
⋂
p−1s (Us)
s∈H
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let F = H \ S0. Then for each s ∈ S0, let Vs = Us , and for each s ∈ F , let Ws = Us . Deﬁne
V =
⋂
s∈S0
p−1s (Vs) and W =
⋂
s∈F
p−1s (Ws)
which are basic open sets in X S0 and X S1 , respectively. We see that h(U ) = V ×W , showing that h−1 is continuous. 
Proposition 4.9. For X, S and H as in Example 4.7, the uniform product unionsqHX S is uniformly isomorphic to unionsqX S0 × X S1 with the
product uniformity; and thus unionsqHX S is homeomorphic to unionsqX S0 × X S1 .
Proof. Let Y = unionsqX S0 and Z = X S1 . Deﬁne bijection h :unionsqHX S → Y × Z by taking, for each x ∈ unionsqHX S , h(x) = 〈y, z〉 ∈ Y × Z
where ys = xs for all s ∈ S0 and zs = xs for all s ∈ S1. Now unionsqHX S has uniformity DH . Let D∗ denote the product uniformity
on Y × Z that has basic sets of the form
P−1Y (EY ) ∩ P−1Z (E Z )
where EY and E Z are basic members of the uniformities D{S0} on Y and DF on Z , respectively, and PY : (Y × Z)×(Y × Z) →
Y × Y and P Z : (Y × Z) × (Y × Z) → Z × Z are the biprojection maps.
To show that h is uniformly continuous, let P−1Y (EY ) ∩ P−1Z (E Z ) be a basic member of D∗ . Then
EY =
⋂
s∈S0
P−1s (DY )
for some DY ∈ D, and
E Z =
⋂
s∈F
P−1s (DZ )
for some DZ ∈ D and F ∈ F . Let H = S0 ∪ F and D = DY ∩ DZ ∈ D. Then
B =
⋂
s∈H
P−1s (D)
is a basic member of DH . Now let 〈x1, x2〉 ∈ B , and let 〈y1, z1〉 = h(x1) and 〈y2, z2〉 = h(x2). Then for each s ∈ H ,〈
x1s , x
2
s
〉= Ps(x1, x2) ∈ D ⊂ DY .
So for each s ∈ S0,
Ps
(
y1, y2
)= 〈y1s , y2s 〉= 〈x1s , x2s 〉 ∈ DY ,
which means that 〈h(x1),h(x2)〉 ∈ P−1Y (EY ). A similar argument shows that 〈h(x1),h(x2)〉 ∈ P−1Z (E Z ). Therefore, 〈h(x1),
h(x2)〉 ∈ P−1Y (EY ) ∩ P−1Z (E Z ), showing that h is uniformly continuous.
To show that h−1 is uniformly continuous, let
B =
⋂
s∈H
P−1s (D)
be a basic member of DH where H ∈ H and D ∈ D. Let F = H \ S0, and deﬁne basic members EY of D{S0} and E Z of DF
by
EY =
⋂
s∈S0
P−1s (D) and E Z =
⋂
s∈F
P−1s (D).
Then P−1Y (EY )∩ P−1Z (E Z ) is a basic member of D∗ . Now let 〈〈y1, z1〉, 〈y2, z2〉〉 ∈ P−1Y (EY )∩ P−1Z (E Z ), and let x1 = h−1(y1, z1)
and x2 = h−1(y2, z2). Then 〈y1, y2〉 ∈ EY , so that for all s ∈ S0,〈
x1s , x
2
s
〉= 〈y1s , y2s 〉= Ps(y1, y2) ∈ D.
A similar argument shows that for all s ∈ F , 〈x1s , x2s 〉 ∈ D , and thus for all s ∈ H , 〈x1s , x2s 〉 ∈ D . This means that〈
h−1
(
y1, z1
)
,h−1
(
y2, z2
)〉= 〈x1, x2〉 ∈ B,
showing that h−1 is uniformly continuous, and that h is therefore uniformly isomorphic. 
In the last section, we show that certain function spaces, including C f (Rn), are homeomorphic to a general product
space indexed by the ideal S on ω given in Example 4.3. We end this section with a proposition needed for that, and which
generalizes Proposition 2.1 in [11]. Recall from Example 4.3 that φ :ω → [0,1] is an injection with dense image, and that
S is the family of subsets I of ω such that the set of accumulation points of φ−1(I) in [0,1] is contained in {0}. Now for
every n ∈ ω, deﬁne Mn = φ−1((1/(n + 2),1/(n + 1)]).
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(a) a homeomorphism from Xω onto (Xω)ω;
(b) a homeomorphism from S Xω onto S (Xω)ω;
(c) a homeomorphism from S Xω onto (Xω)ω .
Proof. We use the Mn deﬁned above, which are such that {Mn: n ∈ ω} partitions ω into ω subsets, each of cardinality ω.
Then deﬁne the bijection ψ : Xω → (Xω)ω by〈
ψ(x)n
〉
m = xm
for all x ∈ Xω and m,n ∈ ω with m ∈ Mn . Then the inverse of ψ is given by
ψ−1(y)m = 〈yn〉m
for all y ∈ (Xω)ω and m,n ∈ ω with m ∈ Mn .
For the ﬁrst direction, let
U =
⋂
m∈I
p−1m (Um)
be a basic open set in Xω if I ∈ F , and in S Xω if I ∈ S . In either case, we can write
ψ(U ) =
∏
n∈ω
( ⋂
m∈I∩Mn
p−1m (Um)
)
=
∏
n∈I
( ⋂
m∈I∩Mn
p−1m (Um)
)
×
∏
n∈ω\I
Xω.
Since each I ∪ Mn is ﬁnite in both cases, we see that ψ(U ) is a basic open set in (Xω)ω if I ∈ F , and in both (Xω)ω
and S (Xω)ω if I ∈ S .
For the other direction, let
V =
∏
n∈I
( ⋂
m∈Fn
p−1m (Vm)
)
×
∏
n∈ω\I
Xω
where each Fn is a ﬁnite subset of Mn . Then V is a basic open set in (Xω)ω , S (Xω)ω or (Xω)ω , respectively, if
I ∈ F , I ∈ S or I = ω, respectively. Deﬁne J =⋃{Fn: n ∈ I}. If I = F then J ∈ F , and if I ∈ S or I = ω then J ∈ S . Now we
can write
ψ−1(V ) =
⋂
m∈ J
p−1m (Vm),
which is a basic open set in Xω if J ∈ F , and in S Xω if J ∈ S . 
Note that Proposition 4.10 shows that S (Xω)ω is homeomorphic to (Xω)ω . Compare this to S Xω and Xω ,
which in general are not homeomorphic, as indicated in the Introduction. In particular, SRω contains a closed copy
of Rω while Rω does not [10].
5. Additional properties
For inﬁnite S and I an ideal base on S , the following propositions give examples of properties that can be shown
for box and uniform products in general. Other results about cardinal functions properties of the box product can also be
established (see [10] for the case that X equal R, S equal ω and I equal {ω} or S).
We begin with two propositions that allow one to work with convergence in box products of powers of spaces.
Proposition 5.1. For each ideal base I on S, for each point x and for each net 〈xλ〉λ∈Λ in I X S , the following are equivalent:
(a) 〈xλ〉λ∈Λ converges to x in I X S ;
(b) for every I ∈ I , coﬁnal subset M of Λ and function α :M → I , xα(λ) is in the closure in Xα(λ) of {xμα(λ): μ ∈ α−1(α(λ))} for some
λ ∈ M; and
(c) for every I ∈ I , coﬁnal subset M of Λ and function α :M → I , xα(λ) is in the closure in Xα(λ) of {xμα(λ): μ ∈ α−1(α(λ))} for all λ
in some residual subset of M.
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the negation of (c) is true. Then there exist I ∈ I , coﬁnal subset M of Λ, function α :M → I and coﬁnal subset N of M such
that for every λ ∈ N , xα(λ) is not in the closure in Xα(λ) of {xμα(λ): μ ∈ α−1(α(λ))}. Let J = α(N), which is in I since J ⊆ I .
Then for each s ∈ J , deﬁne Us to be the complement in Xs of the closure of {xμs : μ ∈ α−1(s)}, which is a neighborhood
of xs in Xs . Now let
U =
⋂
s∈ J
p−1s (Us),
which is a neighborhood of x in I X S . To show that 〈xλ〉λ∈Λ is coﬁnally in the complement of U , let λ ∈ N . Then α(λ) ∈ J
and xλα(λ) ∈ {xμs : μ ∈ α−1(s)} ⊆ Xα(λ) \ Uα(λ) . Therefore, for every λ ∈ N , xλ /∈ U , showing that 〈xλ〉λ∈Λ is coﬁnally in the
complement of U , and establishing the negation of (a).
Finally, we show that (b) implies (a), again by using the contrapositive. Suppose the negation of (a) is true. Then there
exist neighborhood
U =
⋂
s∈I
p−1s (Us)
of X in I X S and coﬁnal subset M of Λ such that for every λ ∈ M , xλ /∈ U . Then for every λ ∈ M , there exists an α(λ) ∈ I
such that xλα(λ) /∈ Uα(λ) . This deﬁnes function α :M → I . To show that for every λ ∈ M , xα(λ) is not in the closure in Xα(λ) of
{xμα(λ): μ ∈ α−1(α(λ))}, let λ ∈ M . Then for each μ ∈ α−1(α(λ)), α(μ) = α(λ), so that
xμα(λ) = xμα(μ) /∈ Uα(μ) = Uα(λ).
Since xα(λ) ∈ Uα(λ) , we see that xα(λ) is not in the closure of {xμα(λ): μ ∈ α−1(α(λ))}. This shows the negation of (b), and
completes the proof. 
This characterization for the convergence of nets in products of countable of powers translates to the following charac-
terization for the convergence of sequences.
Proposition 5.2. For a T1-space X and for each ideal base I on S, a sequence 〈xn〉n∈N inI X S converges to a point x inI X S if and
only if it converges pointwise to x and either of the following is true:
(a) for every I ∈ I , inﬁnite subset N of N and injection α :N → I , xnα(λ) = xα(λ) for some n ∈ N; or
(b) for every I ∈ I , inﬁnite subset N of N and injection α :N → I , xnα(λ) = xα(λ) for all n in some inﬁnite subset of N.
Proof. It is straightforward to check that if 〈xn〉n∈N converges to x in I X S then for every s ∈ S , 〈xns 〉n∈N converges to xs
in Xs . Also it is obvious that (b) implies (a). So to prove one direction, suppose that 〈xn〉n∈N converges to x in I X S . We
need to show that (b) is satisﬁed. Now by Proposition 5.1, 〈xn〉n∈N and x satisfy condition (c) of Proposition 5.1 using Λ = N.
If α is an injection, then xα(n) being in the closure in Xα(n) of {xμα(n): μ ∈ α−1(α(n))} implies that xα(n) = xnα(n) , as desired.
To prove the other direction, suppose that 〈xn〉n∈N converges pointwise to x and that (a) is satisﬁed. Suppose, by way of
contradiction, that 〈xn〉n∈N does not converge to x in I X S . Then there exist neighborhood
U =
⋂
s∈I
p−1s (Us)
of x in I X S and inﬁnite subset M of N such that for every n ∈ M , xn /∈ U . So for each n ∈ M , there exists a β(n) ∈ I such
that xnβ(n) /∈ Uβ(n) . Let J = {β(n): n ∈ M}.
If J is ﬁnite, then there is an inﬁnite subset K of M such that {β(n): n ∈ K } is a singleton set. If m is that element of
{β(n): n ∈ K }, we have for all n ∈ K that xnm /∈ Um . But this contradicts the fact that 〈xnm〉n∈N converges to xm in Xm , since〈xn〉n∈N converges pointwise to x.
If J is inﬁnite, then for each m ∈ J , let nm be an element chosen from β−1(m). Let N = {nm: m ∈ J }, which is an inﬁnite
subset of N. For each nm ∈ N , let α(nm) =m. This deﬁnes injection α :N → I . Now for every nm ∈ N ,
xnmα(nm) = x
nm
m = xnmβ(nm) /∈ Uβ(nm),
and hence xnmα(nm) = xα(nm) . But this contradicts condition (a) that we have assumed is satisﬁed, so 〈xn〉n∈N must in fact
converge to x in I X S . 
For the next proposition we need the following concept. Deﬁne equivalence relation ∼ on X S by taking x ∼ y provided
that xm = ym for all but ﬁnitely many m in S . Let C∼(x) be the equivalence class of ∼ in X S that contains x. Now if I
is a subset of S , then for each x ∈ X S , let C∼(x) denote the equivalence class containing x for the equivalence relationI
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Proposition 5.3. If X is a connected metric space, then for each ideal base I on S and each x ∈I X S , the connected component of
I X S containing x is C∼I (x).
Proof. Let X be a connected metric space with metric d, let I be an ideal base on S , and let x ∈ I X S . Now let y ∈
I X S \ C∼I (x), and suppose, by way of contradiction, that y is in the connected component of I X S containing x. Since
y /∈ C∼I (x), there exist an I ∈ I and a countable inﬁnite subset {sn: n ∈ N} of S with ysn = xsn for all n ∈ N. Then for each
n ∈ N, deﬁne
εn = d(xsn , ysn )
n
.
Also for each z ∈I X S , deﬁne
B(z) =
⋂
n∈N
p−1sn
(
B(zsn , εn)
)
where B(zsn , εn) is the open ball in Xsn centered at zsn and having radius εn .
Since y is in the connected component of I X S containing x, the open cover {B(z): z ∈ I X S} of I X S has a ﬁnite
chain B(z1), . . . , B(zk) between x and y where z1 = x, zk = y and B(zi) ∩ B(zi+1) = ∅ for each i = 1, . . . ,k − 1. Let n = 2k,
and for every i = 1, . . . ,k − 1, let
wi ∈ B(zisn , εn)∩ B(zi+1sn , ε)
in Xsn . Then we have
2kεn = d(xsn , ysn )
 d
(
xsn , z
1
sn
)+ d(z1sn ,w1)+ d(w1, z2sn)+ · · · + d(zk−1sn ,wk−1)+ d(wk−1, zksn)+ d(zksn , ysn)
< 2kεn,
which is a contradiction. This shows that if y ∈I X S \ C∼I (x), then y is not in the connected component of I X S contain-
ing x. So C∼I (x) contains the connected component of I X S containing x.
It remains to show that C∼I (x) is connected. We need to write C
∼
I (x) as a union of connected subsets of I X S that
contain x. To this end, let J be the family of subsets J of S such that every member of I has a ﬁnite intersection with J
(it may be that J = F ). For every J ∈ J , let J (x) be the set of y ∈I X S such that ys = xs for all s ∈ S \ J . Certainly J (x)
contains x.
To show that
C∼I (x) =
⋃
J∈J
J (x),
ﬁrst let y ∈ C∼I (x). Deﬁne
J = {s ∈ S: ys = xs},
and let I be any element of I . Now y ∈ C∼I (x), so that ys = xs for all but ﬁnitely many s in I . This means that I ∩ J is ﬁnite,
and since I is arbitrary, J ∈ J . Clearly y ∈ J (x), showing that C∼I (x) is contained in the union of the J (x). For the reverse
containment, let J ∈ J and y ∈ J (x). Then ys = xs for all s ∈ J . For every I ∈ I , I ∩ J is ﬁnite, so that ys = xs for all but
ﬁnitely many s in each such I , showing that y ∈ C∼I (x). This completes the argument that
C∼I (x) =
⋃
J∈J
J (x).
Note that for each J ∈ J , we can write
J (x) =
∏
s∈S\ J
{xs} ×
∏
s∈ J
Xs.
Also because I ∩ J is ﬁnite for each I ∈ I , we see that J (x), as a subspace of I X S , has the Tychonoff product topology.
In particular, each J (x) is homeomorphic to X J . Since X is connected, each J (x) is connected, so that C∼I (x) must be
connected. 
Corollary 5.4. If X is a connected metric space, then for each x ∈X S , the connected component of X S containing x is C∼(x).
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Connected components are closed sets, so the C∼(x) used in Corollary 5.4 are closed subsets of X S . On the other hand,
the C∼(x) are easily seen to be not open in X S . We now take S = {sn: n ∈ N} to be a countably inﬁnite set and we look
at an equivalence relation on X S that is similar to but weaker than the relation ∼ above and is such that its equivalence
classes are open as well as closed in X S . This slightly generalizes statements in [10], and allows us to obtain a topological
sum decomposition of X S . Let X be a metric space with metric d, and let  be the equivalence relation on X S deﬁned
by taking x y provided that 〈d(xsn , ysn )〉n∈N converges to 0 in R. For each x ∈ X S , let C(x) be the equivalence class of 
that contains x. Note that the relation  and the sets C(x) depend on the choice of compatible metric used on X .
Proposition 5.5. For a metric space X and countably inﬁnite set S, the following are true.
(a) For every x ∈X S , C(x) is an open and closed subset of X S .
(b) The space X S is equal to the topological sum of the distinct members of {C(x): x ∈X S}.
(c) If the metric on X is unbounded, then {C(x): x ∈X S} is uncountable.
Proof. Let d be the metric on X and let S = {sn: n ∈ N}. For statement (a), to show that C(x) is open in X S , let y ∈ C(x).
Let
B =
⋂
n∈N
p−1sn
(
B(ysn ,1/n)
)
be the neighborhood of y in X S where each B(ysn ,1/n) is the open ball in Xsn centered at ysn with radius 1/n. One can
readily see that if z ∈ B , then 〈d(zsn , ysn )〉n∈N converges to 0, so that z  y. Since y  x, we have z  x. This shows that
B ⊆ C(x), and therefore C(x) must be open in X S .
To show that C(x) is closed in X S , let y ∈X S \ C(x). Using the same neighborhood B of y as deﬁned above, we
see that if z ∈ B , then 〈d(zsn , ysn )〉n∈N converges to 0, so that z  y. But then z  x, showing that B ⊆X S \ C(x), and that
C(x) is closed in X S . Statement (b) now follows from statement (a).
Finally, for statement (c), we assume that the metric d on X is unbounded. Suppose, by way of contradiction, that
{C(x): x ∈X S} is countable; say{
C(x): x ∈X S}= {C(x): x ∈ M}
where M is a countable subset of X S . Then let α :N → M be a surjection. Since d is unbounded, for each n ∈ N, there
exists a
ysn ∈ X \
n⋃
i=1
B
(
α(i)sn ,1
)
.
This deﬁnes point y = 〈ysn 〉 in X S . Now if i,n ∈ N with i < n, we have d(α(i)sn , ysn )  1. Therefore, for each i ∈ N,〈d(α(i)sn , ysn )〉 does not converge to 0, so that y /∈ C(α(i)). Since α is a surjection, it follows that y /∈
⋃{C(x): x ∈ M},
which contradicts the fact that y must be in some equivalence class of . 
By Corollary 5.4, for any x ∈ X S , the connected component of X S containing x is a subset of C(x). From this
it follows from Proposition 5.5 that if S is countably inﬁnite and the metric on X is unbounded, then X S is neither
connected nor separable.
Now let us turn to some properties of uniform product spaces. In this case, let S be any inﬁnite set (possibly uncount-
able). For a metric space X with metric d, deﬁne equivalence relation ≈ on X S by taking x ≈ y provided that the set
{d(xs, ys): s ∈ S} is a bounded subset in R. For each x ∈ X S , let C≈(x) be the equivalence class of ≈ that contains x. Note
that for the relation ≈, as was the case for relation  above, the relation and the equivalence classes depend on the choice
of compatible metric used on X . The next proposition gives a topological sum decomposition for unionsqX S much like that in
Proposition 5.5 for X S .
Proposition 5.6. For metric space X and inﬁnite set S, the following are true.
(a) For every x ∈ unionsqX S , C≈(x) is an open and closed subset of unionsqX S .
(b) The space unionsqX S is equal to the topological sum of the distinct members of {C≈(x): x ∈ unionsqX S}.
(c) If the metric on X is bounded, then {C≈(x): x ∈ unionsqX S} is a singleton set, so that unionsqX S = C≈(x) for any x ∈ unionsqX S .
(d) If the metric on X is unbounded, then {C≈(x): x ∈ unionsqX S} is uncountable.
Proof. For statement (a), let x ∈ unionsqX S and let D∗1 be the basic member of the uniformity on unionsqX S given by
D∗1 =
⋂
P−1s (D1)s∈S
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and z, the set {d(xs, ys): s ∈ S} is bounded if and only if the set {d(xs, zs): s ∈ S} is bounded. So for such y and z, we
have y ∈ C≈(x) if and only if z ∈ C≈(x). In other words, if y ∈ C≈(x), then D∗1[y] ⊆ C≈(x), and if y ∈ unionsqX S \ C≈(x), then
D∗1[y] ⊆ unionsqX S \ C≈(x). This shows that C≈(x) is both open and closed in unionsqX S .
Statement (b) now follows from statement (a). Also statement (c) is immediate. For statement (d), suppose, by way of
contradiction, that {C≈(x): x ∈ unionsqX S} is countable; say{
C≈(x): x ∈ unionsqX S}= {C≈(x): x ∈ M}
where M is a countable subset of unionsqX S . Then let α :N → M be a surjection and let β :N → S be an injection. Since d is
unbounded, for each n ∈ N, there exists a
yβ(n) ∈ X \
n⋃
i=1
B
(
α(i)β(n),n
)
.
Since β is an injection, this uniquely deﬁnes ys for all s ∈ β(N). Also for each s ∈ S \ β(N), take ys to be any given element
of X . This deﬁnes point y = 〈ysn 〉 in unionsqX S . Now if i,n ∈ N with i < n, we have d(α(i)sn , ysn ) n. Therefore, for each i ∈ N,
the set {d(α(i)s, ys): s ∈ S} is unbounded, so that y /∈ C≈(α(i)). Since α is a surjection, it follows that y /∈⋃{C≈(x): x ∈ M},
which contradicts the fact that y must be in some equivalence class of ≈. 
Proposition 5.6 implies that if the metric on X is unbounded, then unionsqX S is neither separable nor connected. But if the
metric on X is bounded, unionsqX S = C≈ , so that if C≈ is connected, so is unionsqX S . The next proposition shows that C≈ is indeed
connected for certain spaces X . This illustrates the fact that the topology on unionsqX S depends on which compatible metric is
being used on X to generate the uniform structure.
For the next proposition, we take X to be a normed linear space over R, where we denote the norm on X using the
same notation as for the absolute value on R. Then for the metric on X , we use either the unbounded metric d generated
by the norm and deﬁned by
d(x, y) = |x− y|,
or the bounded metric d∗ generated by the norm and deﬁned by
d∗(x, y) = min{|x− y|,1}.
The uniformity on X used in the next proposition is either the unbounded norm uniformity obtained by using d or the
bounded norm uniformity obtained by using d∗ . We let the identity in X be denoted by e.
Proposition 5.7. For normed linear space X and inﬁnite set S, the following are true.
(a) For every x, y ∈ unionsqX S , there is a homeomorphism h mapping unionsqX S onto itself such that h(x) = y and h(C≈(x)) = C≈(y).
(b) For every x ∈ unionsqX S , the connected component of unionsqX S containing x is C≈(x).
(c) If the unbounded norm uniformity is used on X, then C≈(e) is itself a normed linear space, and unionsqX S is homeomorphic to the
topological sum of uncountably many copies of C≈(e).
(d) If the bounded norm uniformity is used on X, then unionsqX S = C≈(e), so that unionsqX S is connected.
Proof. For statement (a), let x, y ∈ unionsqX S . Deﬁne h :unionsqX→ unionsq X S by
h(z)s = zs − xs + ys
for every z ∈ unionsqX S and s ∈ S . It is clear that h is a bijection such that h(x) = y. To see that h(C≈(x)) = C≈(y), we assume
that the unbounded norm uniformity is used on X since this equality is obvious if the bounded norm uniformity is used. If
z ∈ C≈(x), then {|xs − zs|: s ∈ S} is bounded. But for each s ∈ S ,∣∣ys − h(z)s∣∣= |ys − zs + xs − ys| = |xs − zs|.
So {|ys −h(z)s|: s ∈ S} is also bounded, and hence h(z) ∈ C≈(y). The argument for containment in the other direction is the
same using h−1, so that h(C≈(x)) = C≈(y).
To show that h is continuous, let x ∈ unionsqX S and let n ∈ N, so that D∗n[h(x)] is a basic neighborhood of h(x) in unionsqX S where
D∗n =
⋂
s∈S
P−1s (Dn)
and where Dn = {〈a,b〉 ∈ X × X: |a − b| < 1/n}. (This is the same whether we are using the unbounded norm uniformity
on X or the bounded norm uniformity on X .) Now D∗n[x] is a neighborhood of x in unionsqX S . If z ∈ D∗n[x], then we have〈x, z〉 ∈ D∗n , so that for every s ∈ S ,
〈xs, zs〉 = Ps(x, z) ∈ Dn.
R.A. McCoy / Topology and its Applications 157 (2010) 2516–2537 2529Then for each s ∈ S ,∣∣h(x)s − h(z)s∣∣= |ys − zs + xs − ys| = |xs − zs| < 1/n.
This means that 〈h(x)s,h(z)s〉 ∈ Dn , so that h(z) ∈ D∗n[h(x)]. Therefore, h is continuous, and a similar argument shows that
h−1 is continuous.
For statement (b), because of statement (a), it suﬃces to show that C≈(e) is the connected component of unionsqX S con-
taining e. Part (a) of Proposition 5.6 shows that the connected component of unionsqX S containing e is contained in C≈(e). So it
remains to show that C≈(e) is connected. We do this by showing that for each x ∈ C≈(e) there is a path in C≈(e) between e
and x.
So for x ∈ C≈(e), deﬁne φ : [0,1] → C≈(e) as follows. For each s ∈ S , let φs : [0,1] → Xs be the path deﬁned by
φs(t) = txs
for all t ∈ [0,1]. Then for each t ∈ [0,1], deﬁne φ(t) by
φ(t)s = φs(t)
for all s ∈ S . To show that φ is well deﬁned, let t ∈ [0,1]. Then for each s ∈ S ,∣∣φ(t)s∣∣= ∣∣φs(t)∣∣= |txs| = t|xs|.
So it follows that{
d
(
es, φ(t)s
)
: s ∈ S}= {∣∣φ(t)s∣∣: s ∈ S}
= {t|xs|: s ∈ S}
= {td(es, xs): s ∈ S},
which is bounded since {d(es, xs): s ∈ S} is bounded and t ∈ [0,1]. Therefore, φ(t) ∈ C≈(e), and φ is well deﬁned. Also it is
clear that φ(0) = e and φ(1) = x.
To show that φ is continuous, let t ∈ [0,1] and let n ∈ N, so that D∗n[φ(t)] is a basic neighborhood of φ(t) in unionsqX S (where
D∗n is deﬁned as above). Let b be an upper bound of the set {d(es, xs): s ∈ S}. Now
U =
(
t − 1
nb
, t + 1
nb
)
∩ [0,1]
is a neighborhood of t in [0,1]. If t′ ∈ U , then for each s ∈ S ,
∣∣φ(t′)s − φ(t)s
∣∣= ∣∣t′xs − txs∣∣= ∣∣t′ − t∣∣|xs| < 1
nb
|xs| < 1
n
.
So for every s ∈ S ,
Ps
(
φ
(
t′
)
, φ(t)
)= 〈φ(t′)s, φ(t)s〉 ∈ Dn,
and hence φ(t′) ∈ D∗n[φ(t)]. This shows that φ(U ) ⊆ D∗n[φ(t)], and thus φ is a continuous path between e and x. It now
follows that C≈(e) is connected.
Part (d) follows from the deﬁnition of C≈(e) and from part (b). Part (d) of Proposition 5.6 gives the last part of part (c).
The remaining thing to show is that C≈(e) is itself a normed linear space when the unbounded norm uniformity is used
on X . For x, y ∈ C≈(e) and t ∈ R, deﬁne x+ y and tx in the usual way by taking
(x+ y)s = xs + ys and (tx)s = txs
for all s ∈ S . It is clear that x+ y and tx are in C≈(e) and that these operations give a vector space structure on C≈(e). Also
deﬁne the norm of x in C≈(e) by
|x| = sup{|xs|: s ∈ S},
which is not ∞ since x ∈ C≈(e) and the unbounded norm uniformity is used on X . We leave it for the reader to check that
this is a norm and that it is compatible with the topology on C≈(e). 
A couple of these results for the uniform product unionsqX S can be generalized to general uniform product unionsqI X S using an
ideal base I on S . Let X be a metric space with metric d, and let I be an ideal base on S . For each I ∈ I and x ∈ X S , let
C≈I (x) denote the equivalence class containing x for the equivalence relation on X S deﬁned the same as ≈ except that I is
used instead of S . Then for each x ∈ X S , deﬁne C≈I (x) =
⋂{C≈I (x): I ∈ I}.
The proof of the ﬁrst part of the following proposition is similar to the argument used in the ﬁrst part of the proof of
Proposition 5.3, and the proof of the second part is similar to the argument used to prove parts (a) and (b) of Proposition 5.7.
Proposition 5.8. For a connected metric space X, ideal base I on S and x ∈ unionsqI X S , the connected component of unionsqI X S containing x is
contained in C≈I (x); and this connected component is equal to C
≈
I (x) if X is a normed linear space.
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As an application of the box and uniform product topologies, we show that certain function spaces with the ﬁne and
uniform topologies have box and uniform product topology structures on them. For spaces X and Y , C(X, Y ) is the space
of continuous functions from X into Y where the topology is either the compact-open, the ﬁne or the uniform; denoted by
the subscript k, f or u, respectively.
Our space Y will be a normed linear space, where the norm is denoted by the absolute value notation. The compact-
open, ﬁne and uniform topologies on C(X, Y ) all have basic open sets of the form
B(g, T , ε) = {h ∈ C(X, Y ): for every x ∈ T , ∣∣h(x) − g(x)∣∣< ε(x)}
where g is in C(X, Y ) and ε is in the set C+(X) of positive elements of C(X), where T is a compact subset of X for the
compact-open topology and T = X for the other two topologies, and where ε is constant for the uniform topology and
arbitrary for the other two topologies. Also B(g, ε) denotes B(g, T , ε) with T = X .
Theorem 6.1. Let X be the ﬁnite Tychonoff product Rn, and let Y and Z be separable Banach spaces with Z inﬁnite-dimensional. Then
there is a bijection from C(X, Y ) onto Zω that is simultaneously the following:
(a) a homeomorphism from Ck(X, Y ) onto Zω;
(b) a homeomorphism from C f (X, Y ) onto Zω;
(c) a homeomorphism from Cu(X, Y ) onto unionsqZω deﬁned by some compatible uniformity on Z .
Theorem 6.1 and Proposition 4.10 together show that C f (X, Y ) is homeomorphic to the semi-box product SRω where
X and Y satisfy the hypotheses of Theorem 6.1, and S is given in Example 4.3. In Theorem 6.4 below, this is generalized to
spaces X that are locally compact separable metrics spaces with no isolated point.
We prove Theorem 6.1 in two steps by using the following two propositions. Our X is Rn and our Y is a separable
Banach space, and we use 0 to denote the zero element in each. Also C(X, Y ;0) denotes the subspace of C(X, Y ) that
consists of those f such that f (0) = 0. Let B be the closed unit ball in X centered at 0. Since B is compact, C(B, Y ) is
an inﬁnite-dimensional separable Banach space under any of the three function space topologies (which are the same).
Let C(B, Y ;0) be the closed linear subspace of C(B, Y ) consisting of those g such that g(0) = 0, so C(B, Y ;0) is also an
inﬁnite-dimensional separable Banach space.
Proposition 6.2. Let X be the ﬁnite Tychonoff product Rn, and let Y be a separable Banach space. Then there is a bijection from
C(X, Y ) onto C(X, Y ;0) that is simultaneously the following:
(a) a homeomorphism from Ck(X, Y ) onto Ck(X, Y ;0);
(b) a homeomorphism from C f (X, Y ) onto C f (X, Y ;0);
(c) a homeomorphism from Cu(X, Y ) onto Cu(X, Y ;0).
Proof. Since all inﬁnite-dimensional separable Banach spaces are homeomorphic to each other [2], there exists a homeomor-
phism ξ :C(B, Y ) → C(B, Y ;0). We extend ξ to ξˆ :C(X, Y ) → C(X, Y ;0) as follows. With B deﬁned by B = {x ∈ X: |x| 1},
also deﬁne A = {x ∈ X: 1 |x| 2} and C = {x ∈ X: 2 |x|}. Then deﬁne ξˆ by
ξˆ (g)(x) =
⎧⎨
⎩
ξ(g|B)(x) if x ∈ B,
g(x) + (2− |x|)(ξ(g|B)( x|x| ) − g( x|x| )) if x ∈ A,
g(x) if x ∈ C
for all g ∈ C(X, Y ) and x ∈ X . To see that ξˆ is well deﬁned, note that for each g , ξˆ (g) is continuous on each of B , A and C .
One can easily check that the parts of the deﬁnition of ξˆ agree where the domains overlap; in particular, for those |x| = 1
on B ∩ A and for those |x| = 2 on A ∩ C . Also it is clear that each ξˆ (g)(0) = 0 since 0 ∈ B .
If ζˆ :C(X, Y ;0) → C(X, Y ) is deﬁned the same as for ξˆ except ξ−1 is used instead of ξ , then ζˆ is also well deﬁned. To
see that ζˆ ξˆ is the identity on C(X, Y ), let g ∈ C(X, Y ) and let x ∈ X . It is easy to check that ζˆ ξˆ (g)(x) = g(x) for x ∈ B ∪ C ,
so let us take x ∈ A. Then
ζˆ ξˆ (g)(x) = ξˆ (g)(x) + (2− |x|)
(
ξ−1
(
ξˆ (g)|B
)( x
|x|
)
− ξˆ (g)
(
x
|x|
))
=
(
g(x) + (2− |x|)
(
ξ(g|B)
(
x
|x|
)
− g
(
x
|x|
)))
+ (2− |x|)
(
ξ−1
(
ξ(g|B)
)( x
|x|
)
− ξ(g|B)
(
x
|x|
))
= g(x) + (2− |x|)
(
ξ(g|B)
(
x
|x|
)
− g
(
x
|x|
)
+ g
(
x
|x|
)
− ξ(g|B)
(
x
|x|
))
= g(x).
A similar argument shows that ξˆ ζˆ is the identity on C(X, Y ;0). Therefore, ξˆ is a bijection with inverse ζˆ .
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ε ∈ C+(X) with ε constant for the uniform topology, and let T be either a compact subset of X or be equal to X , depending
on the topology. Then B(ξˆ (g), T , ε) is a basic neighborhood of ξˆ (g) in C(X, Y ;0).
Let ε∗ = min{ε(x): x ∈ B ∪ A}, which is a positive number since B ∪ A is compact. By the continuity of ξ , there exists
a δ with 0 < δ < ε∗/4 such that
ξ
(
B(g|B , δ)
)⊆ B(ξ(g|B), ε∗/2).
Thinking of δ as a constant function on B ∪ A, we extend it to an element δ of C+(X) with δ(x) < ε(x) for all x ∈ X .
To see that
ξˆ
(
B(g, T , δ)
)⊆ B(ξˆ (g), T , ε),
let h ∈ B(g, T , δ) and let x ∈ T . If x ∈ B , then∣∣ξˆ (h)(x) − ξˆ (g)(x)∣∣= ∣∣ξ(h|B)(x) − ξ(g|B)(x)∣∣< ε∗/2 < ε(x).
If x ∈ C , then∣∣ξˆ (h)(x) − ξˆ (g)(x)∣∣= ∣∣h(x) − g(x)∣∣< δ(x) < ε(x).
Finally, if x ∈ A, then
∣∣ξˆ (h)(x) − ξˆ (g)(x)∣∣=
∣∣∣∣h(x) + (2− |x|)
(
ξ(g|B)
(
x
|x|
)
− h
(
x
|x|
))
− g(x) − (2− |x|)
(
ξ(g|B)
(
x
|x|
)
− g
(
x
|x|
))∣∣∣∣

∣∣h(x) − g(x)∣∣+ (2− |x|)
∣∣∣∣h
(
x
|x|
)
− g
(
x
|x|
)∣∣∣∣+ (2− |x|)
∣∣∣∣ξ(h|B)
(
x
|x|
)
− ξ(g|B)
(
x
|x|
)∣∣∣∣
< ε∗/4+ ε∗/4+ ε∗/2
 ε(x).
This completes the argument that ξˆ (B(g, T , δ)) ⊆ B(ξˆ (g), T , ε), showing that ξˆ is continuous. A similar argument shows
that ζˆ is continuous, and hence ξˆ is a homeomorphism in all three function space topologies. 
Now in our second step to prove Theorem 6.1, again X is Rn and Y is a separable Banach space. Also B is the closed
unit ball in X centered at 0 and S is the boundary of B . In this case, we need to use C(B, Y ;0, S) which is the closed linear
subspace of C(B, Y ) consisting of those g such that g(0) = 0 and g(x) = 0 for all x ∈ S . We consider C(X, Y ;0), C(B, Y ;0, S)
and C(S, Y ) as uniform spaces with the supremum metric uniformity. In addition, unionsq(C(B, Y ;0, S) × C(S, Y ))ω is deﬁned by
the product uniformity from these uniformities on C(B, Y ;0, S) and C(S, Y ).
Proposition 6.3. Let X be the ﬁnite Tychonoff product Rn with closed unit ball B centered at 0 and having boundary S, and let Y
be a separable Banach space. Then there is a bijection from C(X, Y ;0) onto (C(B, Y ;0, S) × C(S, Y ))ω that is simultaneously the
following:
(a) a homeomorphism from Ck(X, Y ;0) onto (C(B, Y ;0, S) × C(S, Y ))ω;
(b) a homeomorphism from C f (X, Y ;0) onto (C(B, Y ;0, S) × C(S, Y ))ω;
(c) a homeomorphism from Cu(X, Y ;0) onto unionsq(C(B, Y ;0, S) × C(S, Y ))ω .
Proof. Deﬁne μ :C(X, Y ;0) → (C(B, Y ;0, S)×C(S, Y ))ω as follows. For each f ∈ C(X, Y ;0) and m ∈ ω, let μ( f )m = 〈 fm, f ′m〉
where for each x ∈ B ,
fm(x) =
{
f (x+ mx|x| ) − (1− |x|) f (mx|x| ) − |x| f ( (m+1)x|x| ) if x = 0,
0 if x = 0,
and where for each x ∈ S ,
f ′m(x) = f
(
(m + 1)x).
The continuity of f ensures that each fm is continuous on B \ {0}. Also the continuity of f and the compactness of
{x ∈ X: |x|m + 1} ensure that each fm(x) approaches 0 in Y as x approaches 0 in B . Therefore, each fm ∈ C(B, Y ;0, S);
and clearly f ′m ∈ C(S, Y ).
For the inverse of μ, deﬁne ν : (C(B, Y ;0, S) × C(S, Y ))ω → C(X, Y ;0) as follows. Let g = 〈gm, g′m〉m∈ω ∈ (C(B, Y ;0, S) ×
C(S, Y ))ω , and let x ∈ X . With g′−1 equal to the constant 0 function on S and Am = {x ∈ X: m < |x|m + 1} for all m ∈ ω,
let
ν(g)(x) =
{
gm(x− mx|x| ) + (m + 1− |x|)g′m−1( x|x| ) + (|x| −m)g′m( x|x| ) if x ∈ Am,
0 if x = 0.
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Also for |x0| = m > 0, as x approaches x0 in X with |x| > m, it is clear that ν(g)(x) approaches g′m−1( x0|x0| ) in Y . Since
v(g)(x0) = g′m−1( x0|x0| ), we see that ν(g) is continuous and hence in C(X, Y ;0).
To show that νμ is the identity on C(X, Y ;0), let f ∈ C(X, Y ;0). Clearly νμ( f )(0) = 0 = f (0), so let x ∈ Am for m ∈ ω.
Then
νμ( f )(x) = fm
(
x− mx|x|
)
+ (m+ 1− |x|) f ′m−1
(
x
|x|
)
+ (|x| −m) f ′m
(
x
|x|
)
=
(
f (x) − (m+ 1− |x|) f
(
mx
|x|
)
− (|x| −m) f
(
(m+ 1)x
|x|
))
+ (m + 1− |x|) f
(
mx
|x|
)
+ (|x| −m) f
(
(m + 1)x
|x|
)
= f (x).
To show that μν is the identity on (C(B, Y ;0, S) × C(S, Y ))ω , let g = 〈gm, g′m〉m∈ω ∈ (C(B, Y ;0, S) × C(S, Y ))ω , let〈 fm, f ′m〉m∈ω = μν(g) and let m ∈ ω. Clearly fm(0) = 0= gm(0), so let x ∈ B \ {0}. Then
fm(x) = ν(g)
(
x+ mx|x|
)
− (1− |x|)ν(g)
(
mx
|x|
)
− |x|ν(g)
(
(m + 1)x
|x|
)
=
(
gm(x) +
(
1− |x|)g′m−1
(
x
|x|
)
+ |x|g′m
(
x
|x|
))
− (1− |x|)
(
gm−1
(
x
|x|
)
+ g′m−1
(
x
|x|
)
+ 0
)
− |x|
(
gm
(
x
|x|
)
+ 0+ g′m
(
x
|x|
))
= gm(x).
Also if x ∈ S , then
f ′m(x) = ν(g)
(
(m + 1)x)
= gm
(
(m + 1)x− mx|x|
)
+ 0+ g′m(x)
= gm(x) + g′m(x)
= g′m(x).
Therefore, μ is a bijection with inverse ν .
For continuity arguments, let us use a convenient base for the topology on unionsq(C(B, Y ;0, S) × C(S, Y ))ω . The product
metric on C(B, Y ;0, S) × C(S, Y ) has δ-balls of the form B1(g, δ) × B2(g′, δ) where 〈g, g′〉 ∈ C(B, Y ;0, S) × C(S, Y ), δ is a
positive constant, and B1(g, δ) and B2(g′, δ) are the δ-balls in C(B, Y ;0, S) and C(S, Y ), respectively. So Proposition 3.3 says
that the topology on unionsq(C(B, Y ;0, S) × C(S, Y ))ω has a base consisting of the sets
B∗(g,M, δ) =
⋂
m∈M
p−1m
(
B1(gm, δ) × B2
(
g′m, δ
))
where g = 〈gm, g′m〉m∈ω ∈ unionsq(C(B, Y ;0, S) × C(S, Y ))ω , M = ω, and δ is a positive constant. On the other hand, a base for
(C(B, Y ;0, S) × C(S, Y ))ω consists of the sets
B∗(g,M, δ) =
⋂
m∈M
p−1m
(
B1(gm, δm) × B2
(
g′m, δm
))
where g = 〈gm, g′m〉m∈ω ∈ (C(B, Y ;0, S) × C(S, Y ))ω , M = ω, and δ = 〈δm〉m∈ω with each δm a positive constant. Also a
base for (C(B, Y ;0, S) × C(S, Y ))ω consists of the sets
B∗(g,M, δ) =
⋂
m∈M
p−1m
(
B1(gm, δ) × B2
(
g′m, δ
))
where g = 〈gm, g′m〉m∈ω ∈ (C(B, Y ;0, S) × C(S, Y ))ω , M is a ﬁnite subset of ω, and δ is a positive constant. We can now
work with these three spaces simultaneously.
To show that μ is continuous, let f ∈ C(X, Y ;0) and let B∗(μ( f ),M, δ) be a basic neighborhood of μ( f ) in
(C(B, Y ;0, S) × C(S, Y ))ω in the respective topology. In the case that δ is a constant, let δm = δ for all m ∈ ω, and let ε
be the constant function in C+(X) with value δ/3. Otherwise, let ε ∈ C+(X) be such that ε(x) < δm/3 for all m ∈ ω and
x ∈ Am . If M = ω, let T = X ; and if M ⊆ {1, . . . ,m} for some (smallest) m ∈ ω, let T = {x ∈ X: |x|m+ 1}.
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μ
(
B( f , T , ε)
)⊆ B∗(μ( f ),M, δ).
So let h ∈ B( f , T , ε), let m ∈ M , and let x ∈ B \ {0}. Then
∣∣hm(x) − fm(x)∣∣
∣∣∣∣h
(
x+ mx|x|
)
− f
(
x+ mx|x|
)∣∣∣∣+
∣∣∣∣h
(
mx
|x|
)
− f
(
mx
|x|
)∣∣∣∣+
∣∣∣∣h
(
(m + 1)x
|x|
)
− f
(
(m + 1)x
|x|
)∣∣∣∣
< ε
(
x+ mx|x|
)
+ ε
(
mx
|x|
)
+ ε
(
(m + 1)x
|x|
)
 δm.
Also if x ∈ S , then
∣∣h′m(x) − f ′m(x)∣∣= ∣∣h((m + 1)x)− f ((m + 1)x)∣∣
< ε
(
(m + 1)x)
< δm.
So μ(h)m = 〈hm,h′m〉 ∈ B1(μ( f )m, δm) × B2(μ( f )m, δm) for all m ∈ M , showing that μ(h) ∈ B∗(μ( f ),M, δ). Therefore, μ is
continuous for all three cases.
To show that ν is continuous, let g = 〈gm, g′m〉m∈ω ∈ (C(B, Y ;0, S) × C(S, Y ))ω , and let B(ν(g), T , ε) be a basic neigh-
borhood of ν(g) in C(X, Y ;0) in the respective topology. In the case that ε is a constant, for each m ∈ ω, let εm = ε and
let δm = δ = ε/3. In the case that ε varies, for each m ∈ ω, let εm = min{ε(x): x ∈ Am}. In this case, deﬁne δ = 〈δm〉m∈ω by
induction so that, if δ−1 = 0, we have for each m ∈ ω,
δm = 1
2
min{εm+1, εm − δm−1}.
Note that εm − δm−1 is positive since δm−1 < εm from the previous step. We now have 2δm − δm−1  εm for all m ∈ ω. If
T = X , let M = ω; and if T ⊆ {x ∈ X: |x|m+ 1} for some (smallest) m ∈ ω, let M = {0, . . . ,m}.
We need to check that
ν
(
B∗(g,M, δ)
)⊆ B(ν(g), T , ε).
So let h = 〈hm,h′m〉m∈ω ∈ B∗(g,M, δ). For each m ∈ ω, hm ∈ B1(gm, δm) and h′m ∈ B2(g′m, δm). Then if x ∈ Am for m ∈ ω, we
have
∣∣ν(h)(x) − ν(g)(x)∣∣
∣∣∣∣hm
(
x− mx|x|
)
− gm
(
x− mx|x|
)∣∣∣∣+
∣∣∣∣h′m−1
(
x
|x|
)
− g′m−1
(
x
|x|
)∣∣∣∣+
∣∣∣∣h′m
(
x
|x|
)
− g′m
(
x
|x|
)∣∣∣∣
< 2δm + δm−1
 εm
< ε(x).
Therefore, ν(h) ∈ B(ν(g), T , ε), and it follows that ν is continuous for all three cases. So μ is a homeomorphism for all
three cases. 
Finally, Theorem 6.1 is established from Propositions 6.2 and 6.3 by observing that since all inﬁnite-dimensional separable
Banach spaces are homeomorphic, and since C(B, Y ;0, S) × C(S, Y ) is an inﬁnite-dimensional separable Banach space, it
is homeomorphic to the Z in the theorem. This homeomorphism carries the uniformity on C(B, Y ;0, S) × C(S, Y ) to a
compatible uniformity on Z , thus deﬁning unionsqZω so that it is uniformly isomorphic to unionsq(C(B, Y ;0, S) × C(S, Y ))ω .
Our next theorem shows that C f (X, Y ) has a general box product topology structure for a larger class of spaces than
just Rω . For this theorem, refer to Example 4.3 for the deﬁnition of the ideal S on ω that deﬁnes the semi-box product
topology on SRω .
Theorem 6.4. Let X be a locally compact separable metric space with no isolated point, and let Y be a separable Banach space. Then
there is a bijection from C(X, Y ) onto Rω that is simultaneously the following:
(a) a homeomorphism from Ck(X, Y ) onto Rω;
(b) a homeomorphism from C f (X, Y ) onto SRω .
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below (mentioned in a parenthetical note). In general, all we can say is that the bijection in Theorem 6.4 from C(X, Y ) onto
the semi-box product unionsqSRω induces a topology on C(X, Y ) that is coarser than the uniform topology on Cu(X, Y ) and ﬁner
than the compact-open topology on Ck(X, Y ).
Theorem 6.4 is established by combining the next proposition with Proposition 4.10 and the fact that Rω × Rω is
homeomorphic to Rω .
Proposition 6.5. Let X be a locally compact separable metric space with no isolated point, and let Y be a separable Banach space. Then
there is a bijection from C(X, Y ) onto (Rω × Rω)ω that is simultaneously the following:
(a) a homeomorphism from Ck(X, Y ) onto (Rω × Rω)ω;
(b) a homeomorphism from C f (X, Y ) onto (Rω × Rω)ω .
Proof. Since X is locally compact and σ -compact, we can write X =⋃m∈ω Km where each Km is compact and contained
in K ◦m+1, the interior of Km+1. For each m ∈ ω, let Am = Km \ K ◦m−1 where K−1 = ∅; and let Bm = Am ∩ Am+1 and B−1 = ∅.
Each Am and Bm is inﬁnite since X has no isolated point.
For each m ∈ ω, we can say the following. Since Am is compact, the compact-open and ﬁne topologies on C(Am, Y ) are
the same; and since Y is a Banach space, C(Am, Y ) is a Banach space. Also since Am is metrizable and Y is separable,
C(Am, Y ) is a separable Banach space. Finally, since Am is inﬁnite, C(Am, Y ) is an inﬁnite-dimensional separable Banach
space. Now because all inﬁnite-dimensional separable Banach spaces are homeomorphic to each other [2], C(Am, Y ) is
homeomorphic to Rω . For the same reasons, C(Bm, Y ) is homeomorphic to Rω .
For each m ∈ ω, let C(Am, Y ; Bm−1), C(Am, Y ; Bm) and C(Am, Y ; Bm−1, Bm) be the closed linear subspaces of C(Am, Y )
consisting of those f such that f (x) = 0 for all x ∈ Bm−1, x ∈ Bm and x ∈ Bm−1 ∪ Bm , respectively. Then these spaces are
inﬁnite-dimensional separable Banach spaces, so they are also homeomorphic to Rω . In particular, for each m ∈ ω, let
μm :C(Am, Y ; Bm−1, Bm) → Rω
and
λm :C(Bm, Y ) → Rω
be homeomorphisms. In the expressions below, λ−1 is a function with domain consisting of functions with empty domains.
For each m ∈ ω, the Dugundji Extension Theorem (see Theorem IX.6.1 in [6]) implies that there are continuous functions
ζm :C(Bm, Y ) → C(Am, Y ; Bm−1)
and
ξm :C(Bm, Y ) → C(Am+1, Y ; Bm+1)
such that ζm( f ) and ξm( f ) are extensions of f for all f ∈ C(Bm, Y ). In the expressions below, it is consistent to take the
value of ξ−1 at any function with empty domain to be the constant 0 function on A0.
We can now deﬁne
μ :C(X, Y ) → (Rω × Rω)ω
as follows. Let f ∈ C(X, Y ). Then for each m ∈ ω, take μ( f )m = 〈tm, t′m〉 where
tm = μm
(
f |Am − ζ( f |Bm ) − ξm−1( f |Bm−1)
)
and
t′m = λm( f |Bm).
Note that the argument of μm is indeed in C(Am, Y ; Bm−1, Bm), so that tm is well deﬁned, and hence μ is deﬁned. As we
will see, the inverse of μ is
ν :
(
Rω × Rω)ω → C(X, Y ),
deﬁned as follows. Let t = 〈tm, t′m〉m∈ω ∈ (Rω × Rω)ω . Let t′−1 be any element of Rω . Then for each m ∈ ω, take
ν(t)|Am = μ−1m (tm) + ζm
(
λ−1m
(
t′m
))+ ξm−1(λ−1m−1(t′m−1)).
We need to check that for each x ∈ Am ∩ Am+1 = Bm , our deﬁnition of ν(t)(x) is the same when using m as it is when using
m+ 1. First, if we use m, we get
ν(t)(x) = μ−1m (tm)(x) + ζm
(
λ−1m
(
t′m
))
(x) + ξm−1
(
λ−1m−1
(
t′m−1
))
(x)
= 0+ λ−1m
(
t′m
)
(x) + 0.
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ν(t)(x) = μ−1m+1(tm+1)(x) + ζm+1
(
λ−1m+1
(
t′m+1
))
(x) + ξm
(
λ−1m
(
t′m
))
(x)
= 0+ 0+ λ−1m
(
t′m
)
(x),
which is the same. So ν(t) is a well-deﬁned function, and because of the continuity of each of μ−1m , λ−1m , ζm and ξm−1, we
see that ν(t) ∈ C(X, Y ).
We now show that μ is a bijection with inverse ν . First, to show that νμ is the identity on C(X, Y ), let f ∈ C(X, Y ), let
〈tm, t′m〉m∈ω = μ( f ), and let m ∈ ω. Then
νμ( f )|Am = μ−1m (tm) + ζm
(
λ−1m
(
t′m
))+ ξm−1(λ−1m−1(t′m−1))
= ( f |Am − ζm( f |Bm) − ξm−1( f |Bm−1))+ ζm( f |Bm) − ξm−1( f |Bm−1)
= f |Am .
Since this is true for all m, νμ( f ) = f , so that νμ is the identity. Next, to show that μν is the identity on (Rω × Rω)ω , let
t = 〈tm, t′m〉m∈ω ∈ (Rω × Rω)ω , let f = ν(t), let m ∈ ω, and let 〈sm, s′m〉 = μ( f )m . Then
sm = μm
(
f |Am − ζm( f |Bm) − ξm−1( f |Bm−1)
)
= μm
((
μ−1m (tm) + ζm
(
λ−1m
(
t′m
))+ ξm−1(λ−1m−1(t′m−1)))− ζm(0+ λ−1m (t′m)+ 0)− ξm−1(0+ 0+ λ−1m−1(t′m−1)))
= μm
(
μ−1m (tm)
)
= tm.
Also
s′m = λm( f |Bm)
= λm
(
0+ λ−1m
(
t′m
)+ 0)
= t′m.
So μν(t) = t , and hence μν is the identity. It now follows that μ is a bijection with inverse ν .
The space Rω is a normed linear space and, as we do for Y , we use the absolute value notation to denote the norm
on Rω . Now Rω × Rω has a base consisting of the sets B∗(t, δ) × B∗(t′, δ) where B∗(t, δ) and B∗(t′, δ) are the open
δ-balls in Rω centered at t and t′ . Then a base for each of (Rω × Rω)ω and (Rω × Rω)ω consists of the sets
B∗(t,M, δ) =
⋂
m∈M
p−1m
(
B∗(tm, δm) × B∗
(
t′m, δm
))
where t = 〈tm, t′m〉m∈ω ∈ (Rω × Rω)ω , δ = 〈δm〉m∈ω with each δm a positive number, and either M is a ﬁnite subset of ω
for the Tychonoff product topology or M = ω for the box product topology.
To show that μ is continuous, let f ∈ C(X, Y ), let 〈tm, t′m〉m∈ω = μ( f ), and let B∗(μ( f ),M, δ) be a basic neighborhood
of μ( f ) in (Rω × Rω)ω in its respective topology. For each m ∈ M , there exists a positive number σm such that
μm
(
B
(
f |Am − ζm( f |Bm) − ξm−1( f |Bm−1),3σm
))⊆ B∗(tm, δm).
Then for each m ∈ M , there exists a positive number εm less than δm such that
λm
(
B( f |Bm , εm)
)⊆ B∗(t′m, δm),
ζm
(
B( f |Bm , εm)
)⊆ B(ζm( f |Bm), δm),
ξm−1
(
B( f |Bm−1 , εm)
)⊆ B(ξm−1( f |Bm−1), δm).
If M is ﬁnite, then let ε be the constant member of C+(X) with value equal to min{εm: m ∈ M}, and let T = Km+1 for
some (smallest) m ∈ ω with M ⊆ {1, . . . ,m}. If M = ω, then let ε ∈ C+(X) be such that ε(x) < εm for all m ∈ M and x ∈ Am ,
and let T = X . (Note: even if all the δm are the same, the εm may be different from each other since the maps μm are all
different; which shows why μ will in general not be continuous for the uniform topology.)
We need to check that
μ
(
B( f , T , ε)
)⊆ B∗(μ( f ),M, δ).
So let g ∈ B( f , T , ε) and let 〈sm, s′m〉m∈ω = μ(g). Then if m ∈ M and x ∈ Am , we have
2536 R.A. McCoy / Topology and its Applications 157 (2010) 2516–2537∣∣(g|Am − ζm(g|Bm ) − ξm−1(g|Bm−1))(x) − ( f |Am − ζm( f |Bm) − ξm−1( f |Bm−1))(x)∣∣

∣∣g|Am(x) − f |Am(x)∣∣+ ∣∣ζm(g|Bm)(x) − ζm( f |Bm)(x)∣∣+ ∣∣ξm−1(g|Bm−1)(x) − ξm−1( f |Bm−1)(x)∣∣
< σm + σm + σm
= 3σm.
Therefore,
sm = μm
(
g|Am − ζm(g|Bm ) − ξm−1(g|Bm−1)
) ∈ B∗(tm, δm).
Also s′m = λm(g|Bm ) ∈ B∗(t′m, δ), so that μ(g) ∈ B∗(μ(g),M, δ) as needed. This completes the argument that μ is continuous
in both topologies.
To show that ν is continuous, let t = 〈tm, t′m〉m∈ω ∈ (Rω ×Rω)ω , and let B(ν(t), T , ε) be a basic neighborhood of ν(t)
in C(X, Y ) in its respective topology. For each m ∈ ω, let
εm = 1
3
min
{
ε(x): x ∈ Am
}
.
Then for each m ∈ ω, there exists a positive number σm such that
μ−1m
(
B∗(tm,σm)
)⊆ B(μ−1m (tm), εm),
ζm
(
B
(
λ−1m
(
t′m
)
,σm
))⊆ B(ζm(λ−1m (t′m)), εm),
ξm−1
(
B
(
λ−1m−1
(
t′m−1
)
,σm
))⊆ B(ξm−1(λ−1m−1(t′m−1)), εm).
Finally, for each m ∈ ω, there exists a positive number δm less than σm such that
λ−1m
(
B∗
(
t′m, δm
))⊆ B(λ−1m (t′m),σm),
λ−1m−1
(
B∗
(
t′m−1, δm
))⊆ B(λ−1m−1(t′m−1),σm).
Now let δ = 〈δm〉m∈ω . If T ⊆ Km+1 for some (smallest) m ∈ ω, then let M = {1, . . . ,m}; otherwise, for T = X , let M = ω.
We need to check that
ν
(
B∗(t,M, δ)
)⊆ B(ν(t), T , ε).
So let s = 〈sm, s′m〉m∈ω ∈ B∗(t,M, δ), let m ∈ M , and let x ∈ An . Then∣∣ν(s)(x) − ν(t)(x)∣∣= ∣∣(μ−1m (sm) + ζm(λ−1m (s′m))+ ξm−1(λm−1(s′m−1)))(x)
− (μ−1m (tm) + ζm(λ−1m (t′m))+ ξm−1(λm−1(t′m−1)))(x)∣∣

∣∣μ−1m (sm)(x) − μ−1m (tm)(x)∣∣+ ∣∣ζm(λ−1m (s′m))(x) − ζm(λ−1m (t′m))(x)∣∣
+ ∣∣ξm−1(λ−1m−1(s′m−1))(x) − ξm−1(λ−1m−1(t′m−1))(x)∣∣
< εm + εm + εm
 ε(x).
Therefore, ν(s) ∈ B(ν(t), T , ε), showing that ν is continuous in both topologies. It now follows that μ is our desired home-
omorphism in both topologies. 
This completes the proof of Theorem 6.4. It should be possible to remove the “no isolated point” hypothesis of this
theorem. That would require generalizing Proposition 6.5 so that some of the μm and λm could map onto a ﬁnite product
Rn instead of Rω , where n depends on m. It would also require generalizing Proposition 4.10 so that the power space
(Xω)ω is replaced by the general product space ∏m∈ω Ym where each Ym is a copy of Xn for some n in ω ∪ {ω}
depending on m. We have not tried to check these details since our study has been restricted to product topologies on
powers of spaces rather than arbitrary products.
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