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Abstract
Let P be a finite poset and H(P) be the hypergraph whose vertices are the points of P and whose edges are the maximal
intervals in P . We study the domatic number d(G(P)) and the total domatic number dt (G(P)) of the 2-section graph G(P) of
H(P). For the subset Pl,u of P induced by consecutive levels ∪ui=l Ni of P , we give exact values of d(G(Pl,u)) when P is the
chain product Cn1 × Cn2 . According to the values of l, u, n1, n2, the maximal domatic partition is exhibited. Moreover, we give
some exact values or lower bounds for d(G(P ∗ Q)) and dt (G(Pl,u)), when ∗ is the direct sum, the linear sum or the Cartesian
product. Finally we show that the domatic number and the total domatic number problems in this class of graphs are NP-complete.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
A dominating (resp. total dominating) set in an undirected graph G = (V, E) is a subset D of V such that every
vertex of V − D (resp. V ) is adjacent to some vertex in D. A dominating vertex is a vertex which forms a dominating
set, i.e. a vertex adjacent to all other vertices. A partition D of V (G) is called a domatic (resp. total domatic) partition
of G, if each class of D is a dominating (resp. total dominating) set. The maximum number of classes of a domatic
(resp. total domatic) partition of V (G), denoted by d(G) (resp. dt (G)), is called the domatic (resp. total domatic)
number of G. The concept of the domatic number was introduced by Cockayne and Hedetniemi in 1977 [9]. Lower
bounds, upper bounds and many propositions of the domatic numbers were extensively studied. In particular, in [9],
it was proved that for any graph G, d(G) ≤ δ(G)+ 1 and dt (G) ≤ δ(G) where δ(G) denotes the minimum degree of
G. A graph G for which d(G) = δ(G)+ 1, is called domatically full.
Let (P,≤) be a finite poset (usually, we simply write P instead of (P,≤)). A subset I of P of the form
{v ∈ P : p ≤ v ≤ q}, denoted by [p, q], is called an interval. If, in addition, p (resp. q) is a minimal (resp.
maximal) element of P , then [p, q] is called a maximal interval. We use the notation p ≺ q , and we say that q covers
p, if p 6= q and [p, q] = {p, q}, i.e. if there is no element between p and q . The rank function r : P → N satisfies
r(p) = 0 if p is a minimal element and r(q) = r(p) + 1 if p ≺ q. Let Ni (P) = {p ∈ P : r(p) = i} the i th
E-mail addresses: isma bouchemakh2001@yahoo.fr (I. Bouchemakh), saliha ouatiki@yahoo.fr (S. Ouatiki).
0012-365X/$ - see front matter c© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2008.01.034
I. Bouchemakh, S. Ouatiki / Discrete Mathematics 309 (2009) 3674–3679 3675
level and r(P) = max{r(p) : p ∈ P} the rank of P . The hypergraph H(P), sometimes simply denoted by H, whose
vertices are the points of P and whose edges are the maximal intervals of P , is called the order-interval hypergraph of
P . Several interesting results exist about the matching, covering, independence and chromatic numbers of H such as
algorithmic complexity and min–max relations (see [2–7]). In this paper, we investigate other parameters, the domatic
and the total domatic numbers, and we study them for the case of the 2-section graph G(P) of H(P). The vertices of
G(P) are the points of P and two distinct vertices are adjacent if there is an interval containing both vertices. Note
that this graph is the line-graph L(H?(P)) of the dual hypergraph H?(P) of H(P) and⋂I∈I I is exactly the set of its
dominating vertices. Indeed, x ∈⋂I∈I I if and only if x belongs to each interval of I, i.e. for all y ∈ P , y 6= x , there
exists an interval I ∈ I such that x, y ∈ I and this means that x and y are adjacent in G(P), i.e. x is a dominating
vertex.
2. Disjoint sum and linear sum of two posets
Let P and Q be two posets. The disjoint sum P + Q of P and Q is the poset on the union P ∪ Q such that x ≤ y
in P + Q if either x, y ∈ P and x ≤P y or x, y ∈ Q and x ≤Q y.
The linear sum P ⊕ Q of P and Q is the poset on the union P ∪ Q such that x ≤ y in P ⊕ Q if either x, y ∈ P and
x ≤P y or x ∈ P and y ∈ Q, or x, y ∈ Q and x ≤Q y.
The series–parallel posets are those constructed from singletons using only the operations of disjoint sum and linear
sum. They may be characterized by the fact that they contain no subset isomorphic to N (N is a subset of four elements
{x, y, z, t} such that x < y > z < t and these are the only comparability relations).
Proposition 1. Let P and Q be two posets. We have
1. d(G(P + Q)) = min{d(G(P)), d(G(Q))},
2. dt (G(P + Q)) = min{dt (G(P)), d(G t (Q))}.
Proof. (i) It is easy to see that D is a dominating set of G(P + Q) if and only if D = D1 ∪ D2 where D1 (resp. D2)
is a nonempty dominating set of G(P) (resp. G(Q)). Hence, d(G(P + Q)) ≤ min{d(G(P)), d(G(Q))}.
Conversely, if D1, . . . , Dd(G(P)) (resp. D′1, . . . , D′d(G(Q))) is a domatic partition of G(P) (resp. G(Q)), where we
assume without loss of generality that d(G(P)) ≤ d(G(Q)), then
{Di ∪D′i , i = 1, . . . , d(G(P))−1}∪
(
Dd(G(P)) ∪⋃i≥d(G(P)) D′i) is a domatic partition of G(P+Q) i.e., d(G(P+
Q)) ≥ min{d(G(P)), d(G(Q))}.
(ii) Analogous to (i). 
Proposition 2. Let P and Q be two posets. We have
(1) d(G(P ⊕ Q)) ≥ d(G(P))+ d(G(Q)),
(2) dt (G(P ⊕ Q)) ≥ dt (G(P))+ dt (G(Q)).
Proof. (i) It is enough to show that each dominating set of G(P) (resp. G(Q)) is a dominating set of G(P ⊕ Q). Let
D be a dominating set of G(P) and x a vertex of V (G(Q)). On the poset Q, there exists a chain, consisting possibly
only of a singleton, connecting x to some of its minimal elements and by the ⊕ operation, this element is comparable
to all vertices of P , in particular to those of D. Therefore, in G(P⊕Q), x is adjacent to some vertex in D. By duality,
each dominating set of G(Q) is also a dominating set of d(G(P ⊕ Q)).
(ii) Analogous to (i). 
Note that in the connected series–parallel posets, each maximal element is greater than each minimal element. In
P ⊕ Q, this property implies that each maximal (resp. minimal) element of P (resp. of Q) belongs to all maximal
intervals of P⊕Q when P and Q are connected series–parallel posets and then in G(P⊕Q), the set of maximal (resp.
minimal) elements Max(P) (resp. Min(Q)) of P (resp. Q) is a set of dominating vertices. With the same argument as
in Proposition 3, we obtain
Proposition 3. Let P and Q be two posets.
(1) If P is a connected series–parallel poset, then d(G(P ⊕ Q)) ≥ d(G(Q))+ |Max(P)| + d(G(Pr )), where Pr is
the subposet of P induced by P −Max(P).
(2) If Q is a connected series–parallel poset, then d(G(P ⊕ Q)) ≥ d(G(P))+ |Min(Q)| + d(G(Q0)), where Q0 is
the subposet of Q induced by Q −Min(Q).
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3. The Cartesian product
Let P and Q be two posets. The Cartesian product P×Q of P and Q is the poset on the set {(x, y) : x ∈ P and y ∈
Q} and is ordered by (x, y) ≤ (x ′, y′) if x ≤P x ′ and y≤Q y′.
There are some results about the domatic number of the Cartesian product G1×G2 = (V1× V2, E) of two graphs
G1 = (V1, E1) and G2 = (V2, E2), where E = {{(a, c), (a, d)} : a ∈ V1 and {c, d} ∈ E2}∪{{(a, c), (b, c)} : {a, b} ∈
E1 and c ∈ V2}. Chang [8] showed that any 2-dimensional grid Pn1×Pn2 (or Cartesian product of two paths on n1 and
n2 vertices resp.) is domatically full i.e., d(Pn1 × Pn2) = 3 except that d(P2× P2) = d(P2× P4) = d(P4× P2) = 2.
Laborde [12] and Zelinka [15] proved for the special case that k is a positive integer and r = 2k − 1, that the
r -dimensional grid Pn1 × · · · × Pnr is domatically full.
3.1. The domatic and the total domatic numbers of the 2-section graph of the order-interval hypergraph of P × Q
Proposition 4. Let P and Q be two posets. We have
(1) d(G(P × Q)) ≥ d(G(P))d(G(Q)),
(2) dt (G(P × Q)) ≥ dt (G(P))dt (G(Q)).
Proof. (i) Let D = {Di , i = 1, . . . , d(G(P))} (resp. D′ = {D′j , j = 1, . . . , d(G(Q))}) be a domatic partition of
G(P) (resp. G(Q)). We show that D × D′ = {Di × D′j , 1 ≤ i ≤ d(G(P)), 1 ≤ j ≤ d(G(Q))} forms a domatic
partition of G(P × Q). Let (x, y) ∈ P × Q, 1 ≤ i ≤ d(G(P)) and 1 ≤ j ≤ d(G(Q)). If (x, y) 6∈ Di × D′j , then
x 6∈ Di or y 6∈ D′j . In the first case, there exist an element x0 ∈ Di and an interval [p, q] of P such that x, x0 ∈ [p, q]
and in the second case, there exist an element y0 ∈ D′j and an interval [p′, q ′] of Q such that y, y0 ∈ [p′, q ′]. Hence,
(x, y), (x0, y) ∈ [(p, y), (q, y)] if x 6∈ Di and y ∈ D′j , (x, y), (x, y0) ∈ [(x, p′), (x, q ′)] if x ∈ Di and y 6∈ D′j and
(x, y), (x0, y0) ∈ [(p, p′), (q, q ′)] if x 6∈ Di and y 6∈ D′j . Therefore, Di × D′j is a dominating set of P × Q and
D ×D′ is a domatic partition of P × Q.
(ii) Analogous to (i). 
Theorem 5. Let P and Q be two posets. If G(P) and G(Q) are both domatically full, then
d(G(P × Q)) = d(G(P))d(G(Q)).
Proof. From Proposition 4, we have already d(G(P × Q)) ≥ d(G(P))d(G(Q)). Let (x, y) ∈ P × Q. We have
degG(P×Q)(x, y) = degG(P)(x)(degG(Q)(y) + 1) + degG(Q)(y). Therefore, d(G(P × Q)) ≤ δ(G(P × Q)) + 1 =
δ(G(P))(δ(G(Q)) + 1) + δ(G(Q)) + 1 = (δ(G(P)) + 1)(δ(G(Q)) + 1) = d(G(P))d(G(Q)) since P and Q are
domatically full. 
Corollary 6. Let P be a poset and Cn a chain of length n. If G(P) is domatically full, then
(1) d(G(Cn × P)) = (n + 1)d(G(P)),
(2) dt (G(Cn × Q)) ≥ (n + 1)dt (G(Q)).
3.2. The domatic number of the 2-section graph of the order-interval hypergraph of (Cn1 × Cn2)l,u
Let P be the Cartesian product of two chains Cn1 and Cn2 of length n1 and n2, respectively. Let Pl,u be the subposet
of P induced by consecutive levels ∪ui=l Ni of P , 0 ≤ l ≤ u ≤ n1 + n2. Here, we give the exact value of d(G(Pl,u))
as well as the corresponding domatic partition.
Denote for short Gl,u = G(Pl,u) and assume without loss of generality n1 ≤ n2. We denote also by Up(x) and
Dp(x) the upset and downset of x in P , respectively, UP (x) = {y ∈ P : x ≤P y} and DP (x) = {y ∈ P : y≤P x}.
In G0,n1+n2 = G(P), each vertex is a dominating vertex i.e., d(G(P)) = (n1 + 1)(n2 + 1), but this is not true for
any l and u.
Proposition 7. If l ≤ u − n2, then the elements of the set D = [(l, l), (u − n2, u − n1)] are the dominating vertices
of Gl,u .
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Proof. Denote by A (resp. B) the set of minimal (resp. maximal) elements of Pl,u and I the set of its maximal
intervals,
A = {(i, l − i) : 0 ≤ i ≤ l}, B = {(n1 − k, u − n1 + k) : 0 ≤ k ≤ n1 + n2 − u}.
Note the set of dominating vertices
⋂
I∈I I is not empty. Indeed, on the first hand, we have (i, l − i) ≤ (l, l) for each
i , 0 ≤ i ≤ l and on the other hand, we have, (l, l) ≤ (n1 − k, u − n1 + k) for each 0 ≤ k ≤ n1 + n2 − u because
l ≤ u − n2 ≤ n1 − k and l ≤ u − n2 ≤ u − n1 ≤ u − n1 + k. Hence, (l, l) belongs to all maximal intervals of Pl,u .
It remains to prove that
⋂
I∈I I = D.
“⊆” If (x, y) ∈⋂I∈I I , then (x, y) ≥ (i, l− i) for each i , 0 ≤ i ≤ l, and then (x, y) ≥ (maxi i,maxi (l− i)) ≥ (l, l).
Moreover, (x, y) ≤ (n1 − k, u − n1 + k) for each k, 0 ≤ k ≤ n1 + n2 − u, then (x, y) ≤ (mink(n1 − k),mink(u −
n1 + k)) = (u − n2, u − n1).
“⊇” If (x, y) ∈ D, then (l, l) ≤ (x, y) ≤ (u − n2, u − n1) and consequently (i, l − i) ≤ (l, l) ≤ (x, y) ≤
(u − n2, u − n1) ≤ (n1 − k, u − n1 + k), for each 0 ≤ i ≤ l and 0 ≤ k ≤ n1 + n2 − u, i.e., (x, y) ∈⋂I∈I I . 
Theorem 8. If l ≥ n1 or u ≤ n2, we have d(Gl,u) = u − l + 1, dt (Gl,u) = u − l and Gl,u is domatically full.
Proof. We need to consider only the case where u ≤ n2. Indeed, if the equality d(Gl,u) = u− l+ 1 holds for u ≤ n2,
then d(Gl,u) = d(Gn1+n2−u,n1+n2−l) = (n1 + n2 − l)− (n1 + n2 − u)+ 1 = u − l + 1 for l ≥ n1. Similarly, if the
equality dt (Gl,u) = u − l holds for u ≤ n2, then dt (Gl,u) = u − l for l ≥ n1.
Let u ≤ n2. We have
d(Gl,u) ≤ δ(Gl,u)+ 1 ≤ degGl,u (0, u)+ 1
and
dt (Gl,u) ≤ δ(Gl,u) ≤ degGl,u (0, u).
The adjacent vertices of (0, u) are (0, u − i), i = 1, . . . , u − l. Hence d(Gl,u) ≤ u − l + 1 and dt (Gl,u) ≤ u − l
On the other hand, the family {Ni , l ≤ i ≤ u} (resp. {Nl ∪ Nu, Ni , l + 1 ≤ i ≤ u − 1}) is a domatic (resp. total
domatic) partition of Gl,u of size u − l + 1 (resp. u − l). This gives the stated equality. 
Theorem 9. Let l, u, n1 and n2 be integers such that l < n1 and u > n2. We have
d(Gl,u) =
{
(u − n2 + 1)(n2 − l + 1) if l + u ≤ n1 + n2,
(u − n1 + 1)(n1 − l + 1) if l + u > n1 + n2,
and Gl,u is domatically full.
Proof. By duality, we may consider only the case where l + u ≤ n1 + n2.
We have d(Gl,u) ≤ δ(d(Gl,u)) + 1 ≤ degGl,u (0, n2) + 1, with degGl,u (0, n2) = |{(m, n) ∈ Pl,u : 0 ≤ m ≤
u − n2 and l ≤ n ≤ n2}| − 1 = (u − n2 + 1)(n2 − l + 1)− 1. Hence, d(Gl,u) ≤ (u − n2 + 1)(n2 − l + 1).
In order to prove the inverse inequality, we introduce the following notation:
for i ∈ {0, . . . , u − l}, let Ji =
{0, . . . , i} if i ≤ u − n2 − 1,{0, . . . , u − n2} if u − n2 ≤ i ≤ n2 − l,{0, . . . , u − l − i} if n2 − l + 1 ≤ i,
and prove that the (u − n2 + 1)(n2 − l + 1) subsets Dij of Nl+i defined below, constitute well a domatic partition of
Pl,u .
For i ≤ u − n2 − 1, j ∈ Ji , let
Dij = {(k, l + i − k) ∈ [0, n1] × [0, n2] : k ≡ j[i + 1]}.
For u − n2 ≤ i ≤ n2 − l, j ∈ Ji , let
Dij = {(k, l + i − k) ∈ [0, n1] × [0, n2] : k ≡ j[u − n2 + 1]}.
For i ≥ n2 − l + 1, j ∈ Ji , let
Dij = {(i − n2 + l + k, n2 − k) ∈ [0, n1] × [0, n2] : k ≡ j[u − i − l + 1]}.
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Fig. 1. The domatic partition of (C7 × C9)3,11.
To illustrate the sets Dij on the Hasse diagram, we attribute to each element of the interval [(0, l), (u − n2, n2)]
one color so that two different vertices will have two different colors. We obtain exactly (u − n2 + 1)(n2 − l + 1)
colors. To complete the coloring of Pl,u , we proceed as follows: On the level Nl+i , continue the labelling periodically,
going from right to left. Fig. 1 illustrates the following explanation with a particular example where D00 = {x :
x has the color 1}; D10 = {x : x has the color 2}, D11 = {x : x has the color 3}; D20 = {x : x has the color 4},
D21 = {x : x has the color 5}, D22 = {x : x has the color 6}, . . .
Obviously, for all i ∈ {0, . . . , u − l}, {Dij , j ∈ Ji } forms a partition of Nl+i . It remains to prove that each Dij is a
dominating set.
Consider the following n1 + n2 − u + 1 intervals which are obtained from the right most interval by shifting to the
left and fixing the minimal element at the end
Ik =
{[(k, l − k), (u − n2 + k, n2 − k)] if k = 0, . . . , l,
[(l, 0), (u − n2 + k, n2 − k)] if k = l + 1, . . . , n1 + n2 − u.
By the “periodic definition” of the sets Dij , it is clear that the interval Ik contains one (resp. at least one) element of
each Dij for all i , j if k = 0, . . . , l (resp. k = l + 1, . . . , n1 + n2 − u), i.e.,
Ik ∩ Dij 6= ∅
for all possible i , j , k. Moreover, the intervals Ik cover the whole poset Pl,u . Hence, every element is adjacent to some
element of Dij for all possible i , j .
It follows that the (u − n2 + 1)(n2 − l + 1) sets Dij constitute well a domatic partition of Pl,u and d(Gl,u) ≥
(u − n2 + 1)(n2 − l + 1). Consequently, Gl,u is domatically full. 
4. NP-completeness
Many results exist in the literature about the algorithmic aspect of the domatic number problem (see [1,10,11,13,
14]). For several graph classes, either linear time algorithms are described, producing a domatic partition, like for
strongly chordal graphs and interval graphs, or the NP-completeness of the domatic number problem d(G) ≥ k is
proved, like for the split, the chordal, the comparability and the bipartite graphs (for k ≥ 3).
Since the domatic number problem d(G) ≥ k is NP-complete for the bipartite graphs (for k ≥ 3), we may directly
say that the domatic number problem d(G(P)) ≥ k in the 2-section graph of the order-interval hypergraph of a finite
poset P is also NP-complete for k ≥ 3.
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Theorem 10. The problem of the total domatic number dt (G(P)) ≥ k in the 2-section graph of the order-interval
hypergraph of a finite poset P is NP-complete.
Proof. It is clear that this problem belongs to the class NP. We prove the completeness by a polynomial reduction of
the domatic number problem in a graph to our problem. Let G = (V, E) be a graph and k an integer. It is known [10]
that the decision problem d(G) ≥ k is NP-complete. Here, we present a construction which leads to the relation
d(G) = dt (G(P)).
Label the vertices of G by v1, . . . , vn . We associate with G a poset P = V ∪ V ′ where V ′ = {v′i : vi ∈ V } is a
copy of V and the ordering is given in the following way:
for vi ∈ V, v′j ∈ V ′, we have vi < v′j iff vi is adjacent to v j in G or i = j.
Let {Dk, k = 1, . . . , q} be a domatic partition of G. Then {Dk ∪ D′k, k = 1, . . . , q} is a total domatic partition of
G(P). Indeed, for x ∈ V − Dk , there is an element y ∈ Dk such that xy is an edge of E and then in P , x < y′ and
y < x ′, i.e., for every x ∈ V − Dk (resp. x ′ ∈ V ′ − D′k) there exists y′ ∈ D′k (resp. y ∈ Dk) such that xy′ (resp. x ′y)
is an edge in G(P). For x ∈ Dk (resp. x ′ ∈ D′k), we have by construction x < x ′, which means that for every x ∈ Dk
(resp. x ′ ∈ D′k) there exists x ′ ∈ D′k (resp. x ∈ Dk) such that x ′x is an edge in G(P). Therefore, Dk ∪ D′k is a total
dominating set of G(P) and we get the inequality d(G) ≤ dt (G(P)).
Conversely, let {Dk, k = 1, . . . , q} be a total domatic partition of G(P). Since G(P) is a bipartite graph, then
each total dominating set Dk must be decomposed into two nonempty subsets Dik of V and D
′
jk
of V ′. Hence the
families {Dik , k = 1, . . . , q} and {D′jk , k = 1, . . . , q} constitute indeed a domatic partition of G and the inequality
d(G) ≥ dt (G(P)) follows. 
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