In this paper, we study the following semilinear Schrödinger equation with periodic coefficient:
Introduction and main results
In this paper, we consider the following problem
where x = (x 1 , x 2 , · · · , x N ) ∈ R N (N ≥ 1) and V , f satisfy the following conditions:
(V 2 ). The linear operator L :
, u → −△u + V u is invertible and 0 lies in a gap of the spectrum of L.
(f 1 ). f (x, t) is a Caratheodory function and is 1−periodic in each x i , i = 1, · · · , N. f ′ t (x, t) exists for every t ∈ R and for almost all x ∈ R N . And f ′ t (x, t) is a Caratheodory function.
(f 2 ). For some 2 < q < p < 2 * := 2N N −2 , N ≥ 3 ∞, N = 1, 2 and C > 0, |f ′ t (x, t)| ≤ C(|t| q−2 + |t| p−2 ), for any (x, t) ∈ R N × R.
(f 3 ). There exists γ > 2 such that for every t = 0 and x ∈ R N , 0 < γF (x, t) ≤ tf (x, t),
where F (x, t) = t 0
f (x, s)ds.
Note that the power nonlinearity f (x, t) = h(x)|u| p−2 u, with positive 1−periodic h ∈ L ∞ (R N ), h(x) ≥ 0, h ≡ 0 and 2 < p < 2 * , satisfies all the assumptions. Under the assumptions (V 1 ) − (V 2 ) and (f 1 ) − (f 3 ) the functional
is of class C 2 on the Sobolev space H 1 (R N ) and critical points of (1.2) correspond to weak solutions of Equation (1.1).
The operator L = −△ + V (on L 2 (R N )) has purely continuous spectrum which is bounded below and consists of closed disjoint intervals ([16, Theorem XIII.100]). We denote by |L| 1/2 the square root of the absolute value of L. The domain of |L| 1/2 is the space X := H 1 (R N ). On X, we choose the inner product (u, v) X = R N |L| 1/2 u · |L| 1/2 vdx and the corresponding norm ||u|| = (u, u) X . There exists an orthogonal decomposition X = Y ⊕ Z such that Z and Y are the positive and negative spaces corresponding to the spectral decomposing of L. They are invariant under the action of Z N , i.e., for any u ∈ Y or u ∈ Z and for any k = (n 1 , · · · , n N ) ∈ Z N , u(· − k) is also in Y or Z. Furthermore, Equation (1.1) arises from studying of steady state and standing wave solutions of time-independent nonlinear Schrödinger equations. Readers can consult [13] for more physical background and applications of Equation (1.1). Semilinear Schrödinger equation with periodic potential has been studied by many authors in the past decade. In the celebrate papers [7] and [8] , Coti Zelati and Rabinowitz used a variational gluing methods to obtain multi-bump type solutions for Hamilton ODE and elliptic PDEs with periodic potential. The linear parts of the Hamilton ODE and elliptic PDEs they studied are positive definite and the functionals corresponding to these Hamilton ODE and elliptic PDEs have Mountain Pass structures. Coti Zelati and Rabinowitz used the solutions obtained by Mountain Pass theorem as basic building blocks to construct multi-bump solutions. Readers can consult [2] , [11] , [12] and references therein for more recent development in this direction. In [17] , Séré considered some Hamiltonian systems whose linear parts are strongly indefinite, i.e., the dimensions of the positive and negative spaces corresponding to the spectral decomposing are both infinity. He constructed multi-bump solutions for these Hamiltonian systems. But he imposed some convexity conditions on the nonlinear terms of these Hamiltonian systems and then transform them by dual variational methods into some equivalent systems whose variational functionals are bounded below. For the strong indefinite semilinear Schrödinger equation (1.1), Alama and Li constructed multi-bump solutions in [3] by dual variational methods under the assumption that f (x, t) increases strictly in t, i.e., the function F (x, t) is convex. The first work of directly dealing with Equation (1.1) without the convexity assumptions on nonlinear term f was done by C. Troestler and M. Willem in [18] . They obtained the results on the existence of nontrivial solutions to Equation (1.1). In [10] , Kryszewski and Szulkin obtained the result that there exist infinitely many geometrically different solutions to Equation (1.1) whenever f is odd in u. In a very recent paper [1] , Ackermann provided an interesting abstract framework in which multi-bump solutions can be obtained in many situations. It reduces the problem of constructing multi-bump solutions to the problem of finding an isolated solution with nontrivial topology in a specific sense. Using the abstract results in [1] , a very general result on the existence of multi-bump solutions to strong indefinite periodic semilinear Schrödinger equations (even with nonlocal nonlinearities) is obtained. However in [1] , the result on the existence of multi-bump solutions for Equation (1.1) was obtained under the assumptions that the nonlinear term f (x, t) is C 2 and convex in t. Therefore, the question on the existence of infinitely many geometrically different solutions for Equation (1.1) without the assumption that f is odd in t or F (x, t) is convex in t was still left open. Theorem 1.1 of the present paper gives an affirmative answer to this open problem. In the present paper we shall show that Equation (1.1) has a solution u 0 = 0 which has the properties that after reducing the corresponding functional of Equation (1.1) in a neighborhood of u 0 , the critical group of the reduction function in the critical point u 0 is nontrivial. Then using u 0 as a basic building block, we constructed multi-bump solutions for Equation (1.1) by a perturbation technique stemed from Chang and Ghoussoub (see [6] ). To obtain such u 0 , we consider the approximation problem firstly: 6) where Q k is cube of R N with edge length k ∈ N and H 1 per (Q k ) denotes the space of H 1 (Q k )−functions which are k−periodic in x i , i = 1, 2, · · · , N. The variational functional corresponding to (1.6) satisfies Palais-Smale condition and has linking structure (see [14] ). Secondly, using the linking theorem (one can see [19] for reference), we can get a solution u k of (1.6) which satisfies that there exist finite many nontrivial solutions u i , i = 1, · · · , n of Equation (1.1) and sequences {b
Finally, we show that at least one of u i , i = 1, · · · , n has the properties that its critical group of the reduction function is nontrivial. This paper is organized as follows: From Section 2 to Section 4, we use an approximation method, reduction methods and critical point theory to obtain the existence of a special nontrivial solution of Equation of (1.1) which has the properties we mentioned above. In Section 5, we give the proof of Theorem 1.1. In Section 6, we provide the detail proofs of some Lemmas stated in Section 3.
Notation. R, Z and N denote the sets of real number, integer and positive integer respectively. B E (a, ρ) denotes the open ball in E centered at a and having radius ρ. The closure of a set A is denoted by A or cl(A). By → we denote the strong and by ⇀ the weak convergence. dist(a, A) denotes the distance from the point a to the set A. diam(A) denotes the diameter of the set A. By ker A denotes the null space of the operator A. If f is a C 2 functional defined on a Hilbert space H, ∇f (or df ) and ∇ 2 f denote the gradient of f and the second differential of f respectively. And for a, b ∈ R, we denote f a := {u ∈ H : f (u) ≤ a} and f b := {u ∈ H : f (u) ≥ b} the sub-and superlevel sets of the functional f, moreover, f a b := {u ∈ H : b ≤ f (u) ≤ a}. δ i,j denotes the Kronecker notation:
If H is a Hilbert space and W is a closed subspace of H, we denote the orthogonal complement space of W in H by W ⊥ . For a subset A ⊂ H, span{A} denotes the subspace of H generated by A.
A periodic approximation problem
Associated with Equation (1.1), we study the approximation problem in cubes Q k of R N with edge length
where
per (Q k ) has discrete spectrum with eigenvalues λ k,1 ≤ λ k,2 ≤ · · · → +∞ and there exists a finite min{i : λ k,i > 0}. Moreover, every eigenvalue λ k,i is contained in the spectrum of −△ + V on the whole space. This follows from the spectral gap around 0 assumed in Reed and Simon (see [16] ). Therefore, if (−α, β), α, β > 0 denotes the spectral gap around 0 assumed in (V 2 ). We claim that λ k,i ∈ (−α, β) for every k, i ∈ N. We denote by φ k,i the corresponding eigenfunctions.
Let
We may define a new inner product (·, ·) k on E k with corresponding norm || · || k such that
If we denote by P k : E k → Y k and T k : E k → Z k the orthogonal projections, our functional becomes
For convenience, we assume that
and u ∈ E k , the action of b on u, we still denote it by u(· + b), is defined by the following way: For b = (0, · · · , 0, Lemma 9] ) There exists a ρ > r which is independent of k such that
Lemma 2.5. ([14,
Lemma 2.6. ( [13, Theorem 3.4] or [14, Lemma 10 ]) The number
is a critical value of J k and there exists positive number M which is independent of k such that 0 < δ ≤ c k ≤ M < ∞, where
Lemma 2.7. ( [13, Theorem 5.1] or [14, Theorem 11] 
Let K and K k be the sets of critical points of J and (1). There exists β 0 ∈ (0, α 0 ) such that
and there exists constant ǫ 3 > 0 not depending on k such that
It follows that when
, where δ 0 is the constant appeared in (2) . It follows that when k ≥ k ǫ , for any u
Proof. By Lemma 2.3, we know that there exists ǫ 2 > 0 such that for any u ∈ K, J(u) ≥ ǫ 2 . Let l = [ 
If c ∈ (c 0 , c 0 + α 0 ) satisfies that there exists a sequence {u m } such that as m → ∞,
then by Proposition 1.24 of [7] , we deduce that there exist at most l nontrivial solutions
By the condition (*), we know that
is a finite set. It follows that the possible c ∈ (c 0 , c 0 + α 0 ) which satisfies (2.9) is finite. If we choose 
Then by Lemma 2.7 we deduce that there exist at most l nontrivial solutions v i ∈ K c0+α0 , i = 1, · · · , l and l sequence {d
It follows that c 0 + β 0 ∈ A. It is a contradiction. Thus (2.8) holds. By the condition (*) and Proposition 1.55 of [7] , we know that
If there exist two sequences {u
It contradicts the definition of µ. Thus the result of (2) holds.
The proof of result (3) is similar. 2 Remark 2.9. In fact, by Lemma 2.7, we get that as k → ∞, 
can be decomposed into a union of its subsets K (i) k which are disjoint each other. We show that the number of these subsets is finite. If not, by
(2.12) By Lemma 2.2, we get that there exists a subsequence {u im,k } of {u i,k } and u ∈ E k such that ||u im,k − u|| k → 0 as m → ∞. It contradicts (2.12). Therefore, the number of
k is finite. We denote it by m k . Finally, by the result (3) of Lemma 2.8, we get that diam(K
Let H * (A, B) be the * −th singular homology group with coefficient Z 2 . By the definition of c k = inf h∈Γ k max u∈M k J k (h(u)), the Linking Theorem (one can see [15] or [19] for reference) and the proof of Theorem 7.5 of [4] , we have the following Lemma: Lemma 2.11. Let δ = min{δ/2, ǫ 2 } where δ and ǫ 2 are the constants appeared in Lemma 2.4 and Lemma 2.3 respectively, then
By Lemma 2.8 we know that K
In [6] , Chang and Ghoussoub provided a definition of critical group for isolated critical set. In [9] and [5] , the authors defined the Gromoll-Meyer pair (for short GM-pair) for an isolated critical point for C 1 −functional. And in [6] , Chang and Ghoussoub extended the definition of GM-pair into a dynamically isolated critical set (see Definition I.10 of [6] ).
Let f be a C 1 functional on a Finsler manifold M (Banach space is a special case of Finsler manifold) with critical set K f . And let V be a pesudo-gradient vector field V with respct to df on M . A pesudogradient flow associated with V is the unique solution of the following ordinary differential equation in
||V (x)|| and g(x) = min{dist(x, K f ), 1}. A subset W of M is said to have the mean value property (for short (MVP)) if for any x ∈ M and any t 0 < t 1 we have η(x, 
and
15)
After providing the definition of dynamically isolated critical set, the authors of [6] give the definition of critical group for dynamically isolated critical set as follows: Definition 2.13. Let S be a dynamically isolated critical set of a C 1 functional f and let (O, a, b) be any isolating triplet for S. For each integer q, we shall call the qth homology goup
the qth critical group for S, where
Remark 2.14. In [6] , the critical group is defined by the cohomology group of the topology pair
Here we use the homology group instead. All results in [6] still holds for homology group since the properties of cohomology the authors used in [6] 
(2). W − is an exit set for W, i.e., for each x 0 ∈ W and t 1 > 0 such that η(x 0 , t 1 ) ∈ W, there exists
. W − is closed and is a union of a finite number of sub-manifolds that transversal to the flow η.
In [6] , the authors proved the following theorem which can be seen as another definition of the critical group for a dynamically isolated critical set.
Lemma 2.16. (Theorem III.3 of [6]) Let f be a C
1 functional on a C 1 Finsler manifold M and let S be a dynamically isolated critical set for f. Then for any GM-pair (W, W − ) for S, we have
where (O, a, b) is an isolating triplet for S. 
is an isolating triplet for the isolated critical set
, where δ is the constant appeared in Lemma 2.11 and
Thus by the Definition 2.13 and Lemma 2.11, we have
By the condition ( * ) we know that C is a finite set. Without loss of generality, we may assume that
and c 1 < c 2 < · · · < c n0 . Thus by Lemma 2.7, we get that
By Lemma 2.8 and Remark 2.9, we know that if k large enough,
By Proposition 2.2 of [7] , we get that for any 0 < δ < µ (for the definition of µ see (2.11) in the proof of Lemma 2.8), there exists constant ς δ > 0 such that
Then by Lemma 2.7, we get that there exists constant ς δ > 0 which is independent of k, such that
when k large enough. Thus by (2.18), (2.20), Section 2 of [9] or page 49 and page 50 of [5] , we know that we can choose δ ∈ (0, δ 0 ) and ǫ ∈ (0, ǫ 0 ) such that there exist GM-pair
. By (2.17) and Lemma 2.16, we get that
Since W i and W j are disjoint if i = j, we get that
By Lemma 2.16, we have
By Lemma 2.7, we know that there exist a positive integer n, n functions u i ∈ K c0+β0 , i = 1, · · · , n and n sequences {b
Without loss of generality, we may assume that |b
The proofs of the following four Lemmas shall be provided in the appendix. For convenience, we denote f
Lemma 3.1. The following limit holds uniformly for any
ψ k , ϕ k ∈ E k which satisfy ||ψ k || k ≤ 1, ||ϕ k || k ≤ 1, lim k→∞ Q k |f ′ (x, u k ) − f ′ (x, n i=1 u i (· + b i k ))| · |ψ k | · |ϕ k |dx = 0. Lemma 3.2. If { v k } and {v k } are two bounded sequences in H 1 (R N ) which satisfy that || v k − v k || → 0 as k → ∞, then
the following two results holds: (1). The Limit
R N |f (x, v k ) − f (x, v k )| · |ϕ| → 0, k → ∞ holds uniformly for ϕ ∈ H 1 (R N ) which satisfies ||ϕ|| ≤ 1.
(2). The Limit
Lemma 3.3. As k → ∞, the limit
Lemma 3.4. (1). Suppose
holds uniformly for any ψ, ϕ ∈ H 1 (R N ) which satisfy ||ϕ|| ≤ 1, ||ψ|| ≤ 1.
By Lemma 3.1 and Lemma 3.3, we know that the limit
It follows that for any ϕ ∈ E k ,
By (3.4), we get that
By (3.2) and (3.5), we get that for any ϕ ∈ E k ,
holds uniformly for ϕ ∈ E k which satisfies ||ϕ|| k ≤ 1. By Lemma 3.1 and Lemma 3.3, we know that that the following limit holds uniformly for ϕ ∈ E k which satisfies ||ϕ|| k ≤ 1,
Furthermore, the following limits hold uniformly for ϕ ∈ E k which satisfies ||ϕ|| k ≤ 1,
By (3.6) − (3.10), we deduce that the following equality holds uniformly for ϕ ∈ E k which satisfies ||ϕ|| k ≤ 1,
The following notations will be used in this and the next Sections.
•
Lemma 3.6. There exists k 0 ∈ N, δ 0 > 0 and η > 0 which are independent of k such that
Proof. We only give the proof of the result (1), since the proof of the result (2) is similar. If the result (1) is not true, then there exists a sequence { u k } such that u k ∈ E k and as k → ∞,
By (3.12), we know that there exists v k ∈ Π k satisfying ||v k || k = 1 and as k → ∞,
Step 1. We shall prove that if
By (3.13), we get that as k → ∞,
, by (3.14) and
we get that
Since ϕ is an arbitrary function in (ker
Step 2. We shall prove that v i = 0, i = 1, · · · , n. By the result of Step 1 and the definition of Λ k , we know that
Step 3. We shall prove that as
, by the definition of T k , to prove this claim we only need
Without loss of generality, we may assume that
, (by (3.12) and (3.1))
by (3.15), we get that as k → ∞,
This proves the result of this step.
Step 4. We are ready to prove that ||v k || k → 0 as k → ∞. Then it induces a contradiction since ||v k || k = 1 for any k. We prove 16) by (3.12), (3.1) and Lemma 3.3, we get that as k → ∞,
By (3.17) and the fact that
Thus as k → ∞,
By
Step 3, we get that as k → ∞,
By (3.16), (3.18) and (3.19), we get that as k → ∞,
In the same way, we can prove that
It is a contradiction. This completes the proof of this Lemma.
2
Proof. By the definition of
2 By Lemma 3.7, we can define an equivalent norm on Λ k (and (1). There exists a C 1 −mapping
(2). There exists a C 1 −mapping
. There exists a C 1 −mapping
Proof. We only give the prove of result (1), since the proofs of the other results are similar. Set
By Lemma 3.6, we know that there exist k 0 > 0 and
and there exits η > 0 such that ||(
Then by the implicit functional theorem, we get that there exist τ 0 > 0 and a C 1 −mapping
If f : E → F is a C 1 map between two Banach spaces E and F, we denote the derivative operator of f at u by f ′ (u) and the action of f ′ (u) on v ∈ E is denoted by f ′ (u)v. The proofs of the following two Lemmas will be given in appendix.
Lemma 3.10. For any 1 ≤ i ≤ n, the following two statements hold:
Lemma 3.11. (1) . As k → ∞,
Critical groups of reduction functions
By (3.1), (3.20), Lemma 3.11 and Lemma 3.10, we have the following Lemma
Proof. Let
Then by Lemma 3.11, we have
Then by Lemma 3.10, we get
By the invariance of the Z N k action on J k and (3.20), we have 
. (1). If
is a critical point of J k .
(2). If
is a critical point of J.
Proof. We only give the proof of result (1), since the proof of result (2) is similar. If
(4.6) By (4.5) and (4.6), we get that for any
By (4.7) and the result (1) of Lemma 3.8, we know that
is a critical point of J k . 2
Remark 4.3. By the condition (*) and Lemma 4.2, we know that 0 is the unique critical point of
By Lemma 3.6, we know that
is a bounded, invertible and self-adjoint operator in Hilbert space Π k . Let P + k (resp. P − k ) be the orthogonal projection from E k into the positive (resp. negative) subspace Π + k (resp. Π − k ) with respect to the spectral decomposition of
. By Lemma 1 of [9] , we have the following Lemma: 
Remark 4.5. By Lemma 2.8, we know that if k large enough, then K
(i k ) k ⊂ B E k (u k , δ 0 /2). Let K k := {x ∈ B R P n i=1 l i (0, δ 0 /2) : there exists u ∈ K (i k ) k , such that P Λ k (u − u k ) = n i=1 li j=1 x i,j e k i,j }, where P Λ k : E k → Λ k is the orthogonal projection. Then by Lemma 4.2, K k is the critical set of I k in B R P n i=1 l i (0, δ 0 /2). By Lemma 2.8, we know that diam(K k ) → 0 as k → ∞.
Lemma 4.6. If k large enough, then there exists integer m k which satisfies that
Then by Theorem 5.5 of [5] , we get that
Z 2 , by (4.8), we get that
, by (4.9), we get that
By Lemma 2.17 and (4.10), we have
Lemma 4.7. Let (W, W − ) be a GM-pair of the isolated critical point 0 of
is also a GM-pair of the isolated critical set K k of I k with respect to certain pseudo-gradient vector field of I k .
Proof. Since diam(K k ) → 0, as k → ∞, we know that there exists r > 0 such that if k large enough, then B R P n i=1 l i (0, r) ⊂ int(W ), the interior of W , and
l i (0, r/4). Note that
with 0 ≤ ρ(x) ≤ 1 and a vector field
Choosing 0 < ǫ < β/4, by Lemma 4.1, we know that if k large enough, then
We shall prove that ||V (x)|| ≤ 2||dI k (x)|| and (V (x), dI k (x)) ≥ ||d(I k (x))|| 2 , where (·, ·) denotes the inner product in R P n i=1 li . By (4.11), we know that for any x ∈ B R P n i=1 l i (0, r/2),
Thus we have (by (4.12) ).
Since for any x ∈ B R P n i=1
. It is not difficult to verify that (W, W − ) is a GM-pair of I k (x) with respect to V . 
Then by Lemma 4.7, we know that (W, W − ) is also a GM-pair of I k for the isolated critical set K k if k large enough. Thus by Lemma 2.16 and Lemma 4.6, we get that
By [5, Theorem 5.5], we get that
14)
The result of this Lemma follows from (4.13) and (4.14). 2
Proof of Theorem 1.1
If the condition (*) does not hold, then Equation (1.1) has infinitely many geometrically different solutions and the proof terminates. In the following, we always assume that the condition (*) holds.
We denote u i0 by u 0 , where i 0 is the index appeared in Lemma 4.8. By the condition (*), we know that u 0 is an isolated critical point of J. We will use u 0 as a basic "one-bump" solution to construct multi-bump solutions for equation (1.1).
For positive integer m ≥ 2 and
Let N be the kernel of ∇ 2 J(u 0 ) and let N = span{e 1 , · · · , e l }, where l = dim N and e i , i = 1, · · · , l satisfy (e i , e j ) X = δ i,j . Let N bi be the kernel of
As the same argument as Lemma 3.8 and Lemma 4.2, we have the following two Lemmas:
Lemma 5.1. There exist δ > 0 and a
x i e i ) = 0 and ω(0) = 0, where 
Note that H(x) = I i0 (x) for x ∈ B R l (0, δ). By Lemma 4.8, we know that C m0 (I i0 , 0) = 0. Thus we have the following Lemma:
Lemma 5.5. C m0 (H, 0) = 0. 
By Lemma 5.5 and
satisfies the following conditions:
(1). W has the (MVP) property with respect to the flow η.
If H k has no critical point in W, then for any x ∈ B R ml (0, δ) g(x) ≥ ι and ||V (x)|| ≥ ι (5.1)
for some ι > 0. Thus for any x ∈ W , there exists t ≥ 0 such that η(x, t) ∈ W. In fact, if there exists x ∈ W such that for any t ≥ 0, η(x, t) ∈ W, then by the fact that W is a bounded closed set in finite dimension space R ml , we deduce that there exists a sequence {t n } such that t n → +∞ as n → ∞ and η(x, t n ) converges to some point x 0 ∈ W. Then x 0 must satisfy that V 1 (x 0 ) = 0. It contradicts to (5.1). Thus for any x ∈ W, t x = inf{t
It is easy to verify that t x = 0 for any
by Lemma 2.16 and Lemma 5.6, we get that
It is a contradiction. Thus if l k large enough, then H k has at least a critical point x k in B R ml (0, δ). Finally, by Lemma 5.4 and Remark 5.3, we get that
By Lemma 5.7 and Lemma 5.2, we get the following result:
Appendix
In this Section, we shall give the proofs of Lemma 3.1, Lemma 3.3, Lemma 3.10 and Lemma 3.11. The proof of Lemma 3.2 is similar to the proof of Lemma 3.1 and the proof of Lemma 3.4 is similar to the proof of Lemma 3.3.
Proof of Lemma 3.1:
For convenience, we set
and by the fact that {u k } is bounded in H 1 (Q k ), we get that as ǫ → 0, 
By the condition (f 2 ) and Hölder inequality, we get
where q +(q −2)δ ′ ≤ 2 * and
It follows that there exists C ′ 1 > 0 which is independent of k, ψ k and ϕ k such that
Thus there exists C 1 > 0 which is independent of k, ψ k and ϕ k such that
In the same way, there exists C 2 > 0 which is independent of k, ψ k and ϕ k such that
Since f ′ (x, t) is a Caratheodory function, we deduce that for almost all x ∈ R N and for all t ∈ R,
We shall prove that for every ǫ ∈ (0, 1), the following limit holds uniformly for k ∈ N,
If not, then there exist ǫ 0 > 0, η 0 > 0 and sequences {δ m }, {k m } which satisfy that δ m → 0 and
By the condition (f 2 ) and the definition of g δm , we know that there exist C, C ′ > 0 which are independent of m such that
By (6.7), we get that
Moreover, by the fact that there exists constant C > 0 which is independent of m such that
we get that there exists constant C > 0 which is independent of m such that
By (6.13), we may assume that the limit lim m→∞ mes(Ω 0 ǫ0,km ∩ U 0 ǫ0,km ) exists. By (6.10) and Fatou theorem, we get that
By the fact that lim k→∞ Q k |v k | q = 0 and (6.14), we get that
By (6.15) and (6.11), we get that lim sup
It contradicts to (6.9). Thus (6.8) holds uniformly for k ∈ N. Then by (6.8) and
we get that the following limit holds uniformly for k ∈ N, ||ϕ k || k ≤ 1 and
As the same argument as (6.18), we get that the following limit holds uniformly for k ∈ N, ||ϕ k || k ≤ 1 and
By the definition of g δ (x, t) and the condition (f 2 ), we get that for all t ∈ [−2/ǫ, 2/ǫ], there exists constant
By (6.20), we get that for all
where C 2 (ǫ) > 0 is a constant which is independent of ψ k , ϕ k and k.
where C ′′ 2 (ǫ) > 0 is a constant which is independent of ψ k , ϕ k and k. By (6.22) and (6.23), we get that the following limit holds uniformly for ||ϕ k || k ≤ 1 and
(6.24) By (6.18), (6.19) and (6.24), we get that the following limit holds uniformly for ||ϕ k || k ≤ 1 and
Finally, by (6.2), (6.3), (6.5), (6.6) and (6.25), we get that the limit
Proof of Lemma 3.3:
Firstly, we shall prove that as k → ∞, the limit
For convenience, we set Note that
As the same argument as (6.5) and (6.6), we know that there exist constants r > 0, C 1 > 0 and C 2 > 0 which are independent of k, ϕ k and ψ k such that
As the same argument as (6.18) and (6.19), we know that for every ǫ ∈ (0, 1), the following limits holds uniformly for k ∈ N, ||ϕ k || k ≤ 1 and ||ψ k || k ≤ 1,
ǫ , as the same argument as (6.21), we deduce that there exists constant M ǫ,δ > 0 which depends only on ǫ and δ such that
(6.35) We shall prove that for any ǫ > 0, as k → ∞, the limit
holds uniformly for ϕ k , ψ k ∈ E k which satisfy ||ϕ k || k ≤ 1 and ||ψ k || k ≤ 1.
We distinguish it by two cases: Case 1. 0 < q − 2 ≤ 1. In this case, by (6.35), there exists M ǫ,δ > 0 such that
by Lebesgue convergence theorem, we get that as k → ∞,
It follows that as k → ∞, the limit
Case 2. q − 2 > 1. In this case, by (6.35), we get that there exists M ǫ,δ > 0 such that
By Lebesgue convergence theorem, we deduce that, as k → ∞, the limit
holds uniformly for ϕ k , ψ k ∈ E k which satisfy ||ϕ k || k ≤ 1, ||ψ k || k ≤ 1. Therefore, as k → ∞, the limit
Thus (6.36) holds. By (6.27) − (6.34) and (6.36), we get (6.26). Finally, by inductive argument, we can get the desired result of this Lemma.
Proof of Lemma 3.10:
(1). By Lemma 3.8, we get that for any
and for any ψ ∈ N
Note that the limit 
By (6.38) − (6.40) and Lemma 3.2, we get that as k → ∞, . It is easy to verify that the limit
holds uniformly for
⊥ , by (6.42) and (6.39), we get that the limit
. By (6.43) and (6.41), we get that as k → ∞,
Then minus (6.37) by (6.44), by mean value theorem, we get that
, where
and t ∈ [0, 1]. By Lemma 3.6, we know that the operator P ( b
is invertible and there exists constant η > 0 such that (2). Differentiating the equalities (6.37) and (6.38) for the variable x i,s , we get that for any ϕ ∈ (N
Note that the limit
. By (6.39), (6.40), (6.50), the result (1) of Lemma 3.10 and Lemma 3.2, we get that as k → ∞,
By (6.39), (6.40) and (6.48) − (6.52), we can get that
li j=1 x i,j e i,j )e i,s , e i,t ) = 0, we get that
. By (6.55) and (6.50), we get that the limit
. By (6.54) and (6.56), we get that
be an extension of ϕ. We have ϕ ∈ ( N k i ) ⊥ . Then minus (6.53) by (6.57), we get that
. By Lemma 3.6, we know that the operator P ( b Proof of Lemma 3.11:
By (3.20) and the fact that |b
(6.61) By (6.61), we get that the limit ||θ
holds uniformly for h i satisfying |||h i ||| ≤ δ 0 . Thus by the result (1) of Lemma 3.8, we know that as k → ∞, the limit
holds uniformly for h = n i=1 h i satisfying |||h||| ≤ δ 0 and ϕ k ∈ E k satisfying ||ϕ k || k ≤ 1. Thus we deduce that as k → ∞, the limit
h i )) = 0, by (6.63), we get that as k → ∞,
= o(1) (6.64)
holds uniformly for h ∈ B Λ k (0, δ 0 ). By Lemma 3.6, we know that when k ≥ k 0 ,
holds uniformly for h = n i=1 B Λ k (0, δ 0 ). Thus we get that as k → ∞,
65)
The result (1) of this lemma follows from (6.65) and (6.62) directly.
(2). By Lemma 3.8, we know that for any ϕ ∈ Π k ,
Differentiating the above equality for the variable x i,j , we get that Minus (6.67) by (6.76), we get that for any ϕ ∈ Π k ,
h s ))(w holds uniformly for h ∈ B Λ k (0, δ 0 ). By (6.79) and (6.77), we get that holds uniformly for h ∈ B Λ k (0, δ 0 ). Thus the result (2) of this Lemma follows from (6.81) and (6.79) directly. 2
