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Abstract In this paper we study asymptotic proper-
ties of different data-augmentation-type Markov chain
Monte Carlo algorithms sampling from mixture mod-
els comprising discrete as well as continuous random
variables. Of particular interest to us is the situation
where sampling from the conditional distribution of the
continuous component given the discrete component
is infeasible. In this context, we cast Carlin & Chib’s
pseudo-prior method into the framework of mixture mod-
els and discuss and compare different variants of this
scheme. We propose a novel algorithm, the FCC sam-
pler, which is less computationally demanding than any
Metropolised Carlin & Chib-type algorithm. The sig-
nificant gain of computational efficiency is however ob-
tained at the cost of some asymptotic variance. The per-
formance of the algorithm vis-a`-vis alternative schemes
is investigated theoretically, using some recent results
obtained in [3] for inhomogeneous Markov chains evolv-
ing alternatingly according to two different pi∗-reversible
Markov transition kernels, as well as numerically.
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1 Introduction
To sample from mixture models pi∗ comprising a dis-
crete and a continuous random variable, denoted by M
and Z, respectively, is a fundamental problem in statis-
tics. In this paper we study the use of different data-
augmentation-type Markov chain Monte Carlo (MCMC)
algorithms for this purpose. Of particular interest to us
is the situation where sampling from the conditional
distribution of Z given M is infeasible.
In many applications the most natural approach to
sampling from pi∗ goes via the Gibbs sampler, which
samples alternatingly from the conditional distributions
M | Z and Z | M . Since the component M is dis-
crete, the former sampling step is most often feasible
(at least when pi∗ is known up to a normalising con-
stant). On the contrary, drawing Z | M is in general
infeasible; in that case this sampling step is typically
metropolised by replacing, with a Metropolis-Hastings
probability, the value of Z obtained at the previous iter-
ation by a candidate drawn from some proposal kernel.
This yields a so-called Metropolis-within-Gibbs—or hy-
brid—sampler.
However, when the modes of the mixture distribu-
tion are well-separated, implying a strong correlation
between M and Z, the Gibbs sampler has in general
very limited capacity to move flexibly between the dif-
ferent modes, and exhibits for this reason most often
very poor mixing (see [2] for some discussion). Since
this problem is due to model dependence, it effects the
standard Gibbs as well as the hybrid sampler. In order
to cope with this well-known problem, we cast Carlin
& Chib’s pseudo-prior method [1] into the framework of
mixture models. The method extends the target model
with a set of auxiliary variables that are used for moving
the discrete component. When the distribution (deter-
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mined by a set of pseudo-priors) of the auxiliary vari-
ables is chosen optimally (an idealised situation how-
ever), the method produces indeed i.i.d. samples from
the marginal distribution of M under pi∗. Given M , the
Z component is sampled from Z | M in accordance
with the Gibbs sampler, with possible metropolisation
in the case where exact sampling is infeasible. The lat-
ter scheme will be referred as the Metropolised Carlin
& Chib-type (MCC) sampler.
Surprisingly, it turns out that passing directly and
deterministically the value of the Mth auxiliary vari-
able, obtained through sampling from the pseudo-priors
at the beginning of the loop, to the Z component yields
a Markov chain that is still pi∗-reversible (see Theo-
rem 4), and using some novel results obtained in [3] on
the comparison of asymptotic variance for inhomoge-
neous Markov chains we are able to prove (see Theo-
rem 5) that this novel MCMC algorithm, referred to as
the Frozen Carlin & Chib-type (FCC) sampler, gener-
ates a Markov chain whose sample path averages have
always higher asymptotic variance than those of the
MCC sampler for a large class of objective functions.
This is well in line with our expectations, as the MCC
sampler “refreshes” more often the Z component. On
the other hand, since this component is already mod-
ified through sampling from the pseudo-priors, which,
when well-designed, should be close to the true condi-
tional distribution Z | M , we may expect that the ad-
ditional mixing provided by the MCC sampler is only
marginal. This is also confirmed by our simulations,
which indicate only a small advantage of the MCC sam-
pler to the FCC sampler in terms of autocorrelation. As
the FCC algorithm omits completely the Metropolis-
Hastings operation of the MCC sampler, it is consider-
ably more computationally efficient. Thus, we consider
the FCC sampler as a strong alternative to the MCC
sampler in terms of efficiency (variance per unit CPU).
The paper is structured as follows: in Section 2 we
introduce some notation and describe the mixture model
framework under consideration. Section 3 describes the
Carlin & Chib-type MCMC samplers studied in the pa-
per. In Section 4 we prove that the involved algorithms
are indeed pi∗-reversible and provide a theoretical com-
parison of the MCC and FCC samplers. Finally, in the
implementation part, Section 5, we illustrate and com-
pare numerically the algorithms on a two exemples: a
mixture of Gaussian distributions and a model where
the mixture variables are only partially observed.
2 Preliminaries
2.1 Notation
We assume throughout the paper that all variables are
defined on a common probability space (Ω,F ,P). We
will use upper case for random variables and lower case
for realisations of the same, and write “X  x” when
x is realisation of X. We write “X ∼ µ” to indicate
that the random variable X is distributed according to
the probability measure µ. For any µ-integrable func-
tion h we let µ(h) :=
∫
h(x)µ(dx) be the expecta-
tion of h(X) under µ. Similarly, for Markov transition
kernels Mwe write Mf(x) :=
∫
f(x′)M(x, dx′) when-
ever this integral is well-defined. For any two proba-
bility measures µ and µ′ defined on some measurable
spaces (X,X ) and (X′,X ′), respectively, we denote by
µ(dx)µ′(dx′) the product measure µ µ′(dx× dx′) on
(X× X′,X X ′). For (m,n) ∈ Z2 such that m ≤ n, we
denote by Jm,nK := {m,m + 1, . . . , n} ⊂ Z. Moreover,
we denote by N∗ := N \ {0} the set of positive integers.
Finally, given some probability measure pi on (X,X )
we recall, firstly, that a Markov transition kernel M is
called pi-reversible if pi(dx)M(x, dx′) = pi(x′)M(x′, dx)
and, secondly, that pi-reversibility ofM implies straight-
forwardly that this kernel allows pi as a stationary dis-
tribution.
2.2 Mixture models
Throughout this paper, our main objective is to sam-
ple a probability distribution pi∗ on some product space
Y := J1, nK × Z, where (Z,Z) is some (typically un-
countable) measurable space, associated with the σ-
field Y := 2J1,nK  Z. Thus, a pi∗-distributed random
variable Y = (M,Z) comprises an J1, nK-valued (dis-
crete) random variable M and a Z-valued (typically
continuous) random variable Z.
In the following we assume that pi∗(dm×dz) is dom-
inated by a product measure |dm|ν(dz), where |dm|
denotes the counting measure on J1, nK and ν is some
nonnegative measure on (Z,Z), and denote by pi∗(m, z)
the corresponding density function on J1, nK × Z. We
may then define the conditional density and probabil-
ity functions
pi∗(m | z) := pi
∗(m, z)∑n
m′=1 pi
∗(m′, z)
,
pi∗(z | m) := pi
∗(m, z)∫
pi∗(m, z′)ν(dz′)
(1)
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(w.r.t. |dm| and ν, respectively) on J1, nK and Z, respec-
tively. We also define the marginal probability function
pi∗(m) :=
∫
pi∗(m, z)ν(dz)
(w.r.t. |dm|) on J1, nK.
3 Markov chain Monte Carlo methods for
mixture models
Using the conditional distributions (1), a natural way of
sampling pi∗ consists in implementing a standard Gibbs
sampler simulating a Markov chain {Y (1)k ; k ∈ N} with
transitions described by the following algorithm.
Algorithm 1 Gibbs sampler
Require: Y
(1)
k = (m, z),
(i) draw M ′ ∼ pi∗(dm | z) and call the outcome m′
(abbr.  m′),
(ii) draw Z′ ∼ pi∗(dz | m′) z′,
(iii) set Y
(1)
k+1 ← (m′, z′).
Remark 1 Since M is a discrete random variable it is
most often possible to sample M ∼ pi∗(dm | z). In con-
trast, sampling Z ∼ pi∗(dz | m) is not always possible.
In that case, one may replace Step (ii) by a Metropolis-
Hastings step, yielding a Metropolis-within-Gibbs algo-
rithm (see [6, section 10.3.3] for details).
Using the output Algorithm 1, any expectation pi∗(f),
where f is some pi∗-integrable objective function on Y,
can be estimated by the sample path average
pˆi(1)n (f) :=
1
n
n−1∑
k=0
f(Y
(1)
k ).
Even though Algorithm 1 generates a Markov chain
{Y (1)k ; k ∈ N} with stationary distribution pi∗, the dis-
crete component {M (1)k ; k ∈ N} tends in practice to get
stuck in a few states. Indeed, when the variable Z is
sampled from its conditional distribution given M = m,
the probability of jumping to another index m′ 6= m is
proportional to pi∗(m′, z), which may be very low when
the index component M is informative concerning the
localisation of Z. This will lead to poor mixing and,
consequently, high variance of any estimator pˆi
(1)
n (f).
To be specific, let h be some function on J1, nK and as-
sume that we run the Gibbs sampler in Algorithm 1
to estimate
∫
h(m)pi∗(dm). Then {M (1)k ; k ∈ N} is it-
self a Markov chain with transition kernel G, say, and,
starting with M
(1)
0 ∼ pi∗(dm), we have
Cov(h(M
(1)
0 ), h(M
(1)
1 )) = Cov(h(M
(1)
0 ), Gh(M
(1)
0 ))
=
∫
pi∗(dz)
(∫
pi∗(dm | z)h(m)
)2
≥ 0.
Combining this with the fact thatG is pi∗(dm)-reversible,
we obtain
Cov(h(M
(1)
0 ), h(M
(1)
2k+1))
= Cov(Gkh(M
(1)
0 ), G(G
kh)(M
(1)
0 )) ≥ 0.
Moreover, using again that G is pi∗(dm)-reversible,
Cov(h(M
(1)
0 ), h(M
(1)
2k ))
= Cov(Gkh(M
(1)
0 ), G
kh(M
(1)
0 )) ≥ 0.
Finally, letting f(m, z) ≡ h(m), we obtain
Var
(√
npˆi(1)n (f)
)
≥ Var
(
h(M
(1)
0 )
)
,
showing that the Gibbs sampler approximates the index
less accurately than i.i.d. sampling from pi∗(dm).
The pseudo-prior method of B. P. Carlin and S. Chib
[1] was introduced in the context of model selection
and can successfully be adapted to mixture models. By
introducing some auxiliary variables, this method in-
creases the number of moves of the index component.
The algorithm may be regarded as a Gibbs sampler-
based data-augmentation algorithm targeting the dis-
tribution pi defined on the extended state space J1, nK×
Zn by
pi(dm× du) := pi∗(dm× dum)
⊗
j 6=m
ρj(duj), (2)
where u = (u1, . . . , un) ∈ Zn and the probability mea-
sures {ρj ; j ∈ J1, nK} are referred to as pseudo-priors
or linking densities (the terminology comes from [1]).
We assume that also the pseudo-priors are dominated
jointly by the nonnegative measure ν and use the same
symbols ρj for denoting the corresponding densities. As
a consequence, also the measure pi defined in (2) has a
density
pi(m,u) := pi∗(m,um)
∏
j 6=m
ρj(uj) ((m,u) ∈ J1, nK×Zn)
with respect to |dm| νn(du).
The choice of the pseudo-priors is tuned by the user
provided that these are analytically tractable and can
be sampled from. Denote by {Y (2)k ; k ∈ N} the Markov
chain generated by this algorithm, which we will in the
following refer to as the Carlin & Chib-type (CC-type)
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sampler and whose transitions comprise the n+ 1 sub-
steps described in Algorithm 2 below.
Algorithm 2 CC-type sampler
Require: Y
(2)
k = (m,um),
(i) for all j 6= m, draw Uj ∼ ρj  uj ,
(ii) draw M ′ ∼ pi(dm | u) m′,
(iii) draw U ′m′ ∼ pi∗(dz | m′) u′m′ ,
(iv) set Y
(2)
k+1 ← (m′, u′m′).
Intuitively, Algorithm 2 allows different models to
be visited more frequently than in the Gibbs sampler;
indeed, in Step (ii) the probability of moving to the
index m′ is
pi(m′ | u) ∝ pi∗(m′, um′)/ρm′(um′), (3)
where the right hand side is close to pi∗(m′) if the
pseudo-priors are chosen such that ρ`(z) is close to
pi∗(z | `) for all (`, z) ∈ J1, nK × Z. The optimal case
where ρ`(z) ≡ pi∗(z | `) implies, via (3), that
pi(m′ | u) ∝ pi∗(m′).
Thus, in this case, Step (ii) draws actuallyM ′ according
to the exact marginal pi∗(dm) of the class index random
variable regardless the value of u, which implies that the
algorithm simulates i.i.d. samples according to pi∗. This
actually gives a more efficient approximation than that
produced by the Gibbs sampler, whose variance w.r.t.
the index component is, as we remarked previously, al-
ways larger than that obtained through i.i.d. sampling
from pi∗(dm). However, this ideal situation requires the
quantity pi∗(z | `) to be tractable, which is typically not
the case.
As in Remark 1, one may replace Step (iii) in Algo-
rithm 2 by a Metropolis-Hastings step if sampling from
pi∗(dz | m′) is infeasible. This is most often the case
when pi∗(dm × dz) is the a posteriori distribution of
(M,Z) conditionally on one or several observations (see
Section 5.2 for an example). In that case pi∗ is known
only up to a normalizing constant, which prevents sam-
pling from the conditional density pi∗(dz | m′). The re-
sulting algorithm will in the following be referred to
as the Metropolised CC-type (MCC) sampler and is
presented in Algorithm 3, where {R`; ` ∈ J1, nK} is set
of proposal kernels on Z × Z. Assume for simplicity
that all these kernels are jointly dominated by the ref-
erence measure ν and denote by {r`; ` ∈ J1, nK} the
corresponding transition densities with respect to this
measure. Introducing also the Metropolis-Hastings ac-
ceptance probability
α`(u, z) :=
pi∗(`, z)r`(z, u)
pi∗(`, u)r`(u, z)
∧1 ((`, u, z) ∈ J1, nK×Z2),
(4)
the MCC algorithm is described as follows.
Algorithm 3 MCC sampler
Require: Y
(3)
k = (m,um),
(i) for all j 6= m, draw Uj ∼ ρj  uj ,
(ii) draw M ′ ∼ pi(dm | u) m′,
(iii.1) draw Z ∼ Rm′(um′ , dz) z,
(iii.2) set U ′m′ ←
{
z w. pr. αm′(um′ , z),
um′ otherwise,
 u′m′ ,
(iv) set Y
(3)
k+1 ← (m′, u′m′).
Note that Step (iii) generates, given um′ , U
′
m′ ∼
Km′(um′ , du
′), where
K`(u, du
′) := R`(u, du′)α`(u, u′)
+ δu(du
′)
(
1−
∫
R`(u, du
′′)α`(u, u′′)
)
((u, `) ∈ J1, nK). (5)
It can be easily checked (using (4)) that Km′ is indeed a
Metropolis-Hastings kernel with respect to pi(dz | m′);
it is thus pi(dz | m′)-reversible.
Remarkably, it turns out that Step (iii) in Algo-
rithm 3 may be omitted, which may, in some cases,
imply a significant gain of computational complexity.
The MCC sampler then simplifies to what we will re-
fer to as the Frozen CC-type (FCC) sampler which is
described formally as follows.
Algorithm 4 FCC sampler
Require: Y
(4)
k = (m,um),
(i) for all j 6= m, draw Uj ∼ ρj  uj ,
(ii) draw M ′ ∼ pi(dm | u) m′,
(iii) u′m′ ← um′ ,
(iv) set Y
(4)
k+1 ← (m′, u′m′).
As remarked in Theorem 4 in the next section, this
novel algorithm produces a Markov chain {Y (4)k ; k ∈ N}
that indeed admits pi∗ as an invariant distribution. Nev-
ertheless, as stated in Theorem 5 below, this algorithm
is always less efficient in terms of asymptotic variance
than the corresponding MCC sampler. Intuitively, this
stems from the fact that once the indexM ′ is drawn, the
associated continuous component is selected determin-
istically without being “refreshed” (on the contrary to
Step (iii) in Algorithm 3). Nevertheless, as mentioned
above, Algorithm 4 skips completely the Metropolis-
Hastings step (Step (iii)) of Algorithm 3 and is there-
fore considerably less demanding from a computational
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point of view. In addition, as our numerical simulations
indicate that the gain of the asymptotic variance ob-
tained by refreshing, as in the MCC sampler, this com-
ponent instead of freezing the same as in the FCC sam-
pler seems to be limited (see Section 5 for details), we
definitely regard the FCC algorithm as a strong chal-
lenger of the MCC sampler.
4 Theoretical results
4.1 Comparison of asymptotic variance of
inhomogeneous Markov chains
In this section we recall briefly the main result of [3,
Theorem 4], which is propelling the coming analysis.
The following—now classical—orderings of Markov ker-
nels turns out to be highly useful.
Definition 1 Let P0 and P1 be Markov transition ker-
nels on some state space (X,X ) with common invariant
distribution pi. We say that P1 dominates P0
– on the off-diagonal, denoted P1  P0, if for all A ∈
X and pi-a.s. all x ∈ X,
P1(x,A \ {x}) ≥ P0(x,A \ {x}).
– in the covariance ordering, denoted P1 < P0, if for
all f ∈ L2(pi),∫
f(x)P1f(x)pi(dx) ≤
∫
f(x)P0f(x)pi(dx).
The covariance ordering, which was introduced implic-
itly in [7, p. 5] and formalised in [4], is an extension of
the off-diagonal ordering, since, according to [7, Lemma
3], P1  P0 implies P1 < P0. Moreover, it turns out that
for reversible kernels, P1 < P0 implies that the asymp-
totic variance of sample path averages of chains gener-
ated by P1 is smaller than or equal to that of chains
generated by P0 (see the proof of [7, Theorem 4]).
In algorithms of Gibbs-type, the ordering in Defini-
tion 1 is usually not applicable, since the fact that all
candidates are accepted with probability one prevents
the chain from remaining in the same state. The or-
dering is however still meaningful when a component is
discrete.
In the following, let Pi and Qi, i ∈ J0, 1K, be Markov
transition kernels on (X,X ) and let {X(0)k ; k ∈ N} and
{X(1)k ; k ∈ N} be inhomogeneous Markov chains evolv-
ing as follows:
X
(i)
0
Pi−→ X(i)1
Qi−→ X(i)2 Pi−→ X(i)3
Qi−→ · · · (6)
This means that for all k ∈ N and i ∈ {0, 1},
– P
(
X
(i)
2k+1 ∈ dx | F (i)2k
)
= Pi(X
(i)
2k , dx),
– P
(
X
(i)
2k+2 ∈ dx | F (i)2k+1
)
= Qi(X
(i)
2k+1, dx),
where F (i)n := σ(X(i)0 , . . . , X(i)n ), n ∈ N. Now, impose
the following assumption.
(A1) (i) Pi and Qi, i ∈ J0, 1K, are pi-reversible,
(ii) P1 < P0 and Q1 < Q0.
As mentioned above, P1  P0 implies P1 < P0; thus,
in practice, a sufficient condition for (A1)(ii) is that
P1  P0 and Q1  Q0. Under these assumptions, [3]
established the following result.
Theorem 2 ([3]) Assume that Pi and Qi, i ∈ J0, 1K,
satisfy(A1)and let {X(i)k ; k ∈ N}, i ∈ J0, 1K, be Markov
chains evolving as in (6) with initial distribution pi.
Then for all f ∈ L2(pi) such that for i ∈ J0, 1K,
∞∑
k=1
(
|Cov(f(X(i)0 ), f(X(i)k ))|
+|Cov(f(X(i)1 ), f(X(i)k+1))|
)
<∞ (7)
it holds that
v1(f) ≤ v0(f), (8)
where
vi(f) := lim
n→∞
1
n
Var
(
n−1∑
k=0
f(X
(i)
k )
)
(i ∈ J0, 1K). (9)
Remark 3 As shown in [3, Proposition 9], under the
assumption that the product kernels PiQi, i ∈ J0, 1K, are
both V -geometrically ergodic (according to Definition 7
in the same paper), the absolute summability assump-
tion (7) holds true for all objective functions f such
that f and Pif , i ∈ J0, 1K, have all bounded √V -norm;
see again [3] for details.
4.2 The MCC sampler vs. the FCC sampler
In the light of the remarks following Algorithm 4 it is
reasonable to assume that the CC-type sampler (Algo-
rithm 2) and the MCC sampler provides more accurate
estimates than the FCC sampler. However, since nei-
ther {Y (3)k ; k ∈ N} nor {Y (4)k ; k ∈ N} are pi∗-reversible,
[7, Theorem 4] does not allow these two algorithms to
be compared. Nevertheless, using Theorem 2 we may
provide a theoretical justification advocating the MCC
and CC-type samplers ahead of the FCC sampler in
terms of asymptotic variance. To do this we first em-
bed {Y (3)k ; k ∈ N} and {Y (4)k ; k ∈ N} into inhomoge-
neous pi∗-reversible Markov chains {X(3)k ; k ∈ N} and
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{X(4)k ; k ∈ N} defined on Y = J1, nK × Z through, for
i ∈ J3, 4K:
X
(i)
2k =
(
M
(i)
k
Z
(i)
k
)
Pi−→ X(i)2k+1 =
(
Mˇ
(i)
k+1
Zˇ
(i)
k+1
)
Qi−→ X(i)2k+2 =
(
M
(i)
k+1
Z
(i)
k+1
)
Pi−→ · · · (10)
Here we have defined the kernels
– P3((m, z), dmˇ× dzˇ)
:=
∫
· · ·
∫ ∏
j 6=m
ρj(duj)
 δz(dum)pi(dmˇ | u)δumˇ(dzˇ),
– P4 := P3,
– Q3((mˇ, zˇ), dm × dz) := δmˇ(dm)Kmˇ(zˇ, dz) (where
Kmˇ is defined in (5)),
– Q4((mˇ, zˇ), dm× dz) := δmˇ(dm)δzˇ(dz).
Setting Y
(i)
k := (M
(i)
k , Z
(i)
k ), k ∈ N, i ∈ J1, 2K, it can
be checked easily that {Y (3)k ; k ∈ N} and {Y (4)k ; k ∈ N}
have indeed exactly the same distribution as the output
of Algorithm 3 and Algorithm 4, respectively.
Theorem 4 The Markov chains {Y (3)k ; k ∈ N} and
{Y (4)k ; k ∈ N} generated by Algorithm 3 and Algorithm 4,
respectively, have pi∗ as invariant distribution.
Proof. The result is established by noting that Q4
defined above is reversible with respect to any distri-
bution, and in particular it is pi∗-reversible. Moreover,
according to Lemma 6 (below), P3 = P4 and Q3 are also
pi∗-reversible. The statement of the theorem follows. 
Theorem 5 Let {X(i)k ; k ∈ N}, i ∈ J3, 4K, be the Markov
chains (10) starting with X
(i)
0 ∼ pi∗ for i ∈ J3, 4K. Then
for all real-valued functions h such that for i ∈ J3, 4K,
∞∑
k=1
|Cov(h(M (i)0 ), h(M (i)k ))| <∞
it holds that
lim
n→∞
1
n
Var
(
n∑
k=1
h(M
(3)
k )
)
≤ lim
n→∞
1
n
Var
(
n∑
k=1
h(M
(4)
k )
)
.
Proof. By Theorem 4, the processes {X(1)k ; k ∈ N}
and {X(2)k ; k ∈ N} are both inhomogeneous Markov
chains that evolve alternatingly according to the pi∗-
reversible kernels Pi and Qi, i ∈ J1, 2K. Moreover, P3 =
P4  P4, and since Q4 has no off-diagonal component,
Q3  Q4. Now, define Markov chains {X(i)k ; k ∈ N},
i ∈ J3, 4K, as in (10) with X(i)0 ∼ pi, and set f(m, z) ≡
h(m). By construction, Mˇ
(i)
k = M
(i)
k for i ∈ J3, 4K and
k ∈ N∗, implying that
∞∑
k=1
(
|Cov(f(X(i)0 ), f(X(i)k ))|+ |Cov(f(X(i)1 ), f(X(i)k+1))|
)
= pif2 − pi2f + 4
∞∑
k=1
|Cov(h(M (i)0 ), h(M (i)k ))| <∞.
(11)
Moreover, for all n ∈ N∗ and i ∈ J3, 4K,
Var
(
n∑
k=1
h(M
(i)
k )
)
= Var
(
n∑
k=1
h(Mˇ
(i)
k )
)
=
1
4
Var
(
2n∑
k=1
f(X
(i)
k )
)
,
which implies, by (11), that for i ∈ J3, 4K,
lim
n→∞
1
n
Var
(
n∑
k=1
h(M
(i)
k )
)
=
1
2
lim
n→∞
1
n
Var
(
n∑
k=1
f(X
(i)
k )
)
.
Finally, by (11) we may apply Theorem 2 to the chains
{X(i)k ; k ∈ N}, i ∈ J0, 1K, which establishes immediately
the statement of the theorem.

Lemma 6 The Markov kernels P3 and Q3 are both pi
∗-
reversible.
Proof. Write, using the identity
ν(dz)δz(dum)δumˇ(dzˇ)
∏
j 6=m
ν(duj)
= δum(dz)δumˇ(dzˇ)
n∏
j=1
ν(duj),
for any nonnegative measurable function f on (Y,Y),∫∫
f(y, yˇ)pi∗(dy)P3(y, dyˇ)
=
∫
· · ·
∫
f(y, yˇ)pi∗(m, z)|dm|ν(dz)δz(dum)
×
∏
j 6=m
ρj(duj)
 pi∗(mˇ, umˇ)∏j 6=mˇ ρj(uj)∑n
k=1 pi
∗(k, uk)
∏
6`=k ρ`(u`)
× |dmˇ|δumˇ(dzˇ)
=
∫
· · ·
∫
f(y, yˇ)pi∗(m, z)pi∗(mˇ, umˇ)
×
∏
j 6=m ρj(uj)
∏
j 6=mˇ ρj(uj)∑n
k=1 pi
∗(k, uk)
∏
` 6=k ρ`(u`)
×
 n∏
j=1
ν(duj)
 |dm||dmˇ|δum(dz)δumˇ(dzˇ).
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Thus, integrating first over z and zˇ and defining
A(m, mˇ, u)
:= pi∗(m,um)pi∗(mˇ, umˇ)
∏
j 6=m ρj(uj)×
∏
j 6=mˇ ρj(uj)∑n
k=1 pi
∗(k, uk)
∏
6`=k ρ`(u`)
yields∫∫
f(y, yˇ)pi∗(dy)P2(y, dyˇ)
=
∫
· · ·
∫
f((m,um), (mˇ, umˇ))A(m, mˇ, u)
×
n∏
j=1
ν(duj)|dm||dmˇ|.
Now, the symmetry A(m, mˇ, u) = A(mˇ,m, u) implies
the identity
∫∫
f(y, yˇ)pi∗(dy)P3(y, dyˇ) =
∫∫
f(y, yˇ)pi∗(dyˇ)P3(yˇ, dy),
(12)
and as f was chosen arbitrarily, (12) implies that
pi∗(dy)P3(y, dyˇ) = pi∗(dyˇ)P3(yˇ, dy),
which establishes the pi∗-reversibility of P3.
We show that Q3 is pi
∗-reversible. Again, let f be
some nonnegative measurable function on (Y,Y). Then,
using that Km is reversible with respect to pi
∗(dz | m)
for all m ∈ J1, nK, we obtain, denoting yˇ := (mˇ, zˇ) and
y := (m, z),∫
· · ·
∫
f(yˇ, y)pi∗(dyˇ)Kmˇ(zˇ, dz)δmˇ(dm)
=
∫
· · ·
∫
f(yˇ, y)pi∗(dmˇ)pi∗(dzˇ | mˇ)Kmˇ(zˇ, dz)δmˇ(dm)
=
∫
· · ·
∫
f(yˇ, y)pi∗(dmˇ)pi∗(dz | mˇ)Kmˇ(z, dzˇ)δmˇ(dm)
=
∫
· · ·
∫
f(yˇ, y)pi∗(dm)pi∗(dz | m)Km(z, dzˇ)δm(dmˇ).
This implies
∫∫
f(yˇ, y)pi∗(dy)Q3(y, dyˇ)
=
∫∫
f(yˇ, y)pi∗(dyˇ)Q3(yˇ, dy),
which completes the proof. 
5 Numerical illustrations
In this section we compare numerically the performances
of the different algorithms described in the previous
section. The comparisons will be based on two differ-
ent models: firstly, a simple toy model consisting of a
mixture of two Gaussian strata and, secondly, a model
where only partial observations of the mixture variables
are available. All implementations are in Matlab, run-
ning on a MacBook Air with a 1.8 GHz Inter Core i7
processor.
5.1 Mixture of Gaussian strata
Let Y = J1, 2K×R (i.e. Z = R in this case) and consider
a pair of random variables (M,Z) distributed according
to the Gaussian mixture model
pi∗(m, z) =
1
2
φ(z;µm, σ
2) ((m, z) ∈ Y), (13)
where σ > 0, (µ1, µ2) = (−1, 1), and φ(z;µ, σ2) de-
notes the Gaussian probability density function with
mean µ and variance σ2. Even though it is straight-
forward to generate i.i.d. samples from this simple toy
model, we use it for illustrating and comparing the per-
formances of the algorithms proposed in the previous;
in particular, since pi∗(z | m) is simply a Gaussian dis-
tribution in this case, it is possible execute Step (iii) in
Algorithm 2 (which is, as mentioned, far from always
the case; see the next example). For small values of σ,
such as the value σ =
√
.2 used in this simulation, the
two modes are well-separated, implying a strong corre-
lation between the discrete and continuous components.
As a consequence we may expect the naive Gibbs sam-
pler to exhibit a very sub-optimal performance in this
case. In order to improve mixing we introduced Gaus-
sian pseudo-priors
ρ`(u) := φ(u; µ˜`, σ˜
2
` ) ((`, u) ∈ J1, 2K× R)
on R, where (µ˜1, µ˜2, σ˜21 , σ˜22) = (−.5, .5, .15, .25), and ex-
ecuted, using these pseudo-priors, Algorithm 2, Algo-
rithm 3, and Algorithm 4. Moreover, the naive Gibbs
sampler was implemented for comparison. Algorithm 3
used the proposal
R`(u, dz) = ρ`(dz) ((`, u) ∈ J1, 2K× R),
yielding an algorithm that can be viewed as a hybrid
between Algorithm 2 and Algorithm 4 in the sense that
it “refreshes” randomly the continuous component Um′
obtained after Step (ii) by replacing, with the Metropolis-
Hastings probability αm′ , the same by a draw from
ρ′m. Cf. Algorithm 2 and Algorithm 4, where Um′ is re-
freshed systematically according to ρ′m and kept frozen,
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respectively. For each of these algorithms we gener-
ated an MCMC trajectory comprising 101,000 itera-
tions (where the first 1,000 iterations were regarded as
burn-in and discarded) and estimated the correspond-
ing autocorrelation functions. The outcome, which is
displayed in Figure 1 below, indicates increasing au-
tocorrelation for the CC, MCC, FCC, and Gibbs al-
gorithms, respectively, confirming completely the the-
oretical results obtained in the previous section. Inter-
estingly, the FCC algorithm has, despite being close to
twice as efficient in terms of CPU with our implementa-
tion, only slightly higher autocorrelation than the MCC
algorithm (the same applies to both the components).
As expected, the Gibbs sampler suffers from very large
autocorrelation as it tends to get stuck in the different
modes, while the CC algorithm has the highest perfor-
mance at a computational complexity that is compara-
ble to that of the FCC algorithm in this case (due to
Matlab’s very efficient Gaussian random number gen-
erator). Qualitatively, similar outcomes are obtained if
the parametrisations of the target distribution or the
pseudo-priors are changed.
5.2 Partially observed mixture variables
In this example we consider a model with two layers,
where a pair Y = (M,Z) of random variables, forming
a mixture model p˜i on Y = J1, nK × Z of the form de-
scribed in Section 2.2, is only partially observed through
some random variable X taking values in some other
state space (X,X ). More specifically, we assume that
the distribution of X conditionally on Y is given by
some Markov transition density g on Y × X, i.e.
X | (M,Z) ∼ g((M,Z), x)λ(dx),
where λ is some reference measure on (X,X ). When
operating on a model of this form one is typically in-
terested in computing the conditional distribution of
the latent variable Y given some distinguished value
X = x ∈ X of the observed variable. This posterior
distribution has the density
pi∗(m, z | x) = g((m, z), x)p˜i(m, z)∫∫
g((m, z), x)p˜i(m, z)|dm|ν(dz)
((m, z, x) ∈ Y × X)
w.r.t. the product |dm|ν(dz). Since the observation x is
fixed, we simply omit this quantity from the notation
and write pi∗(m, z | x) = pi∗(m, z). Note that pi∗ is again
a mixture model on Y, and our objective is to sample
this distribution.
In order to evaluate, in this framework, the perfor-
mances of the MCMC samplers discussed in the pre-
vious section we let, as in the previous example, Y =J1, 2K× R and consider the Gaussian mixture model
p˜i(m, z) = αmφ(z;µm, σ
2) ((m, z) ∈ J1, 2K× R),
where α1 = 1/4, α2 = 3/4, µ1 = −1, µ2 = 1, and
σ =
√
.2. (Note that letting α1 = α2 = 1/2 yields the
mixture model (13) of the previous example.) In ad-
dition, we let be (M,Z) be partially observed through
X = Z2 + ςε, (14)
where ς =
√
.1 and ε is a standard Gaussian noise vari-
able which is independent of Z. Consequently, the mea-
surement density (with respect to Lebesgue measure) is
given by g((m, z), x) = φ(x; z2, ς2), x ∈ R, in this case.
For the fixed observation value x = .4 we estimated the
posterior distribution
pi∗(m, z) ∝ αmφ(z;µm, σ2)φ(x; z2, ς2)
((m, z) ∈ J1, 2K × R)
and the corresponding posterior mean µz :=
∫
zpi∗(dz)
using Algorithm 3 and Algorithm 4. Note that we are
unable to sample directly the conditional distribution
pi∗(z | m) in this case due to the nonlinearity of the ob-
servation equation (14); thus, Algorithm 2 is excluded
from our comparison. In addition, we implemented the
Gibbs sampler Algorithm 1 with Step (ii) replaced by
a Metropolis-Hastings operation, yielding a Metropolis-
within-Gibbs (MwG) sampler. This Metropolis-Hastings
operation as well as in the corresponding operation in
Step (iii) of the MCC sampler (Algorithm 3) used the
conditional prior distribution as proposal, e.g.
R`(u, dz) = p˜i(dz | m) ((`, u) ∈ J1, 2K× R).
This distribution was also used for designing the pseudo-
priors in the MCC and FCC algorithms, e.g.,
ρ`(dz) = p˜i(dz | m) ((`, u) ∈ J1, 2K× R),
and consequently the MCC sampler can, as in the pre-
vious example, be viewed as a “random refreshment”-
version (using the terminology of [3]) of the FCC sam-
pler. The resulting autocorrelation function estimates
are displayed in Figure 2, which shows that the FCC
and MCC algorithms are clearly superior, in terms of
autocorrelation, to the MwG sampler. Even though the
MCC sampler has, as expected from Theorem 5, a small
advantage to the FCC sampler in terms of autocorrela-
tion, both samplers exhibit, very similar mixing prop-
erties. This is particularly appealing in the light of the
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Fig. 1: Plot of estimated autocorrelation for the standard Gibbs sampler (solid line), Algorithm 2 (dashed line),
Algorithm 3 (dotted line), and Algorithm 4 (dash-dotted line) when applied to the model (13).
Table 1: Posterior means delivered the MwG, MCC,
and FCC algorithms for the partially observed mixture
model (14) together with the corresponding CPU times.
The true posterior mean (for x = .4) is µz = .315.
algorithm mean CPU time (s)
MwG .334 50.9
MCC .311 58.7
FCC .314 33.4
CPU times reported in Table 1, which shows that the
FCC sampler almost to twice as fast as the MCC sam-
pler for our implementation. Table 1 reports also the
posterior mean estimates obtained with the different al-
gorithms, and apparently the slow mixing of the MwG
sampler rubs off on the precision of the corresponding
estimate. The true value, µz = .315, was obtained using
numerical integration.
Figure 3 displays the estimate of the marginal pos-
terior density pi∗(z) obtained by applying a Gaussian
kernel smoothing function to the output of the FCC al-
gorithm. The exact posterior, obtained using numerical
integration, is plotted for comparison.
Finally, we remark that also the results obtained in
this example appear to be relatively insensitive to the
parametrisation of the model and the pseudo-priors.
6 Conclusion
We have compared some data-augmentation-type MCMC
algorithms sampling from mixture models comprising a
discrete as well as a continuous component. By casting
Carlin & Chib’s pseudo-prior into our framework we
obtained a sampling scheme that is considerably more
efficient than the standard Gibbs sampler, which in gen-
eral exhibits poor state-space exploration due to strong
correlation between the discrete and continuous com-
ponents (as a result of the highly multimodal nature of
the mixture model). In the case where simulation of the
continuous component Z conditionally on M is infea-
sible, we used a metropolised version of the algorithm,
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Fig. 2: Plot of estimated autocorrelation for the Metropolis-within-Gibbs sampler (solid line), Algorithm 3 (dotted
line), and Algorithm 4 (dash-dotted line) when applied to the model (14).
referred to as the MCC sampler, that handled this issue
by means of an additional Metropolis-Hastings step in
the spirit of the hybrid sampler. In this case our sim-
ulations indicate, interestingly, that the loss of mixing
caused by simply passing, as in the FCC algorithm, the
value of the Mth auxiliary variable, generated by sam-
pling from the pseudo-priors at the beginning of the
loop, directly to Z without any additional refreshment
is limited. Thus, we consider the FCC algorithm, which
we proved to be pi∗-reversible, as strong contender to
the MCC sampler in terms of efficiency (variance per
unit CPU).
Our theoretical results comparing the MCC and FCC
samplers deal exclusively with mixing properties of the
restriction of the MCMC output to the discrete compo-
nent, and the extension of these results to the contin-
uous component is left as an open problem. However,
we believe that the discrete component is indeed the
quantity of interest, as our simulations indicate that
the degree mixing of the discrete component gives a
limitation of the degree of mixing of the bivariate chain
due to the multimodal nature of the mixture.
There are several possible improvements of the FCC
algorithm. For instance, following [5], only a subset of
the pseudo-priors (namely those with indices belong-
ing to some neighborhood of the current M) could be
sampled at each iteration, yielding a very efficient al-
gorithm from a computational point of view. Such an
approach could be also used for handling the case of an
infinitely large index space (i.e. n =∞).
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