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a b s t r a c t
Acyclic coloring problem is a specialized problem that arises in the efficient computation
of Hessians. A proper edge coloring of a graph G is called acyclic if there is no 2-colored
cycle in G. The acyclic chromatic index of G, denoted by χ ′a(G), is the least number of colors
in an acyclic edge coloring of G. Let G be planar graphs with girth g and maximum degree
∆. In this paper, it is shown that if g ≥ 4 and ∆ ≥ 8, then χ ′a(G) ≤ ∆ + 3; if g ≥ 5 and
∆ ≥ 10 or g ≥ 6 and∆ ≥ 6, then χ ′a(G) = ∆.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, all graphs considered are finite, simple and undirected.We use V (G), E(G), δ(G) and∆(G) (or V , E, δ and∆
for simple) to denote the vertex set, the edge set, the minimum degree and the maximum degree of a graph G, respectively.
As usual [k] stands for the set {1, 2, . . . , k}. A proper vertex (or edge) k-coloring of a graph G is a mapping φ from V (G) (or
E(G)) to the color set [k] such that no pair of adjacent vertices (or edges) are colored with the same color. A proper vertex
(or edge) coloring of a graph G is called acyclic if there is no 2-colored cycle in G. In other words, if the union of any two color
classes induces a subgraph of G which is a forest. The acyclic chromatic number of G, denoted by χa(G), is the least number
of colors in an acyclic vertex coloring of G. The acyclic chromatic index of G, denoted by χ ′a(G), is the least number of colors
in an acyclic edge coloring of G.
Acyclic coloring problem has attractedmore andmore attention since Coleman et al. [6,7] have identified acyclic coloring
as the model for computing a Hessian via a substitutionmethod. It can also be used to bound other parameters like oriented
chromatic number and star chromatic number of a graph, both of which have many practical applications [8,12].
Acyclic edge coloring has been widely studied over past twenty years. The first general linear upper bound on χ ′a(G)
was found by Alon et al. in [1]. Namely, they proved that χ ′a(G) ≤ 64∆. This bound was improved to 16∆ by Molloy and
Reed [13]. Let g denote the girth (the length of the shortest cycle) of a graph G. It was showed that χ ′a(G) ≤ 6∆ if g ≥ 9 and
χ ′a(G) ≤ 4.52∆ if g ≥ 220 by Muthu et al. in [16]. In 2001, Alon et al. [2] stated the Acyclic Edge Coloring Conjecture, which
says that χ ′a(G) ≤ ∆+ 2 for all graphs G. In [2], this conjecture was proved to be true for random d-regular graphs and for
graphs having sufficiently large girth.
The acyclic edge coloring of some special classes of graphs was also considered, including graphs with maximum degree
at most 4 [5], subcubic graphs [4,17], outerplanar graphs [11,15], series–parallel graphs [10], grid like graphs [14], and so
on. For planar graphs, Fiedorowicz et al. [9] gave an upper bound of 2∆+ 29 for planar graphs and of∆+ 6 for triangle-free
planar graphs. Independently, Hou et al. [10] prove thatχ ′a(G) ≤ max{2∆−2,∆+22} for planar graphsG andχ ′a(G) ≤ ∆+2
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for planar graphs G with girth at least 5. Borowiecki and Fiedorowicz [9] showed that χ ′a(G) ≤ ∆ + 15 for planar graphs
G without cycles of length 4. Recently, Yu et al. [18] have considered the planar graphs with large girth and obtained the
following results.
Theorem 1.1. Let G be a planar graph with girth g and maximum degree∆. If
(1) g ≥ 7 and∆ ≥ 12; or
(2) g ≥ 8 and∆ ≥ 6; or
(3) g ≥ 10 and∆ ≥ 5; or
(4) g ≥ 12 and∆ ≥ 4, then χ ′a(G) = ∆.
In this paper, we show the following results.
Theorem 1.2. Let G be a triangle-free planar graph with maximum degree∆ ≥ 8. Then χ ′a(G) ≤ ∆+ 3.
Theorem 1.3. Let G be a planar graph with girth g and maximum degree∆. If
(1) g ≥ 5 and∆ ≥ 10; or
(2) g ≥ 6 and∆ ≥ 6, then χ ′a(G) = ∆.
We use the following notation. Let G be a plane graph. For a vertex v ∈ V (G), let N(v) denote the set of vertices adjacent
to v and d(v) = |N(v)| denote the degree of v. Let Nk(v) = {x ∈ N(v)|d(x) = k} and nk(v) = |Nk(v)|. For S ⊆ V (G), let
N(S) = v∈S N(v). A vertex of degree k is called a k-vertex. We write a ≥ k-vertex for a vertex of degree at least k, and a≤ k-vertex for that of degree at most k. A vertex with maximum degree is called a maximum vertex. We use F(G) to denote
the set of faces of G. A graph which does not contain 3-cycles is called triangle-free.
Let φ : E(G)→ [k] be an edge k-coloring of G. For a vertex v ∈ V (G) and an edge e incident with v, we say that the color
φ(e) appears on v. Let Cφ(v) = {φ(uv)|u ∈ N(v)} and S(v) = [k] \ Cφ(v). An (α, β)-path is a path consisting of edges that
are colored the colors α and β alternatively.
The proofs of Theorems1.2 and1.3 proceedby contradiction. In each case,we suppose thatG is aminimal counterexample
(i.e., with the smallest edge number) to the theorem which is embedded in the plane. We first investigate the structural
properties of G, then use Euler’s formula and the discharging technique to derive a contradiction.
2. Proof of Theorem 1.2
Let G be a minimal counterexample in terms of number of edges to Theorem 1.2. Then every proper subgraph of G is
acyclically edge (∆+ 3)-colorable. Furthermore, G has the following structural properties.
Lemma 2.1. A (∆+ 3)-minimal graph G is 2-connected.
Proof. By contradiction, let v be a cut vertex of G and let C1, C2, . . . , Ct (t ≥ 2) be the connected components of G \ v. By
the choice of G, for each 1 ≤ i ≤ t , there is an acyclic edge coloring φi of Gi = Ci ∪ {v} with∆+ 3 colors. We can permute
the colors in each φi (if needed) such that the colors appearing on the edges incident with v are all different. Now the union
of these colorings will be an acyclic edge coloring of G. 
Lemma 2.2. Let G be a (∆ + 3)-minimal graph and v be a k-vertex of G with all neighbors x1, x2, . . . , xk, then Σki=1d(xi) ≥
∆+ 3+ k.
Proof. Suppose for the contrary that Σki=1d(xi) ≤ ∆ + 2 + k. By the minimality of G,G′ = G − v admits an acyclic edge
(∆ + 3)-coloring φ. Let d(x1) ≥ d(x2) ≥ · · · ≥ d(xk) ≥ 2 by Lemma 2.1 and Ai = kj=i Cφ(xi) for i = 1, 2, . . . , k. Then
|A1| =
kj=1 Cφ(xj) ≤ ∑kj=1(d(xj) − 1) ≤ ∆ + 2 and |Ai| = kj=i Cφ(xj) ≤ ∑kj=i(d(xj) − 1) = ∑kj=1(d(xj) − 1) −∑i−1
j=1(d(xj) − 1) ≤
∑k
j=1(d(xj) − 1) − (i − 1) ≤ ∆ + 3 − i for i = 2, 3, . . . , k. We can choose a color α1 ∉ A1 to color
vx1 and a color αi ∉ Ai and different from α1, . . . , αi−1 to color vxi for i = 2, 3, . . . , k. Doing so we clearly obtain a proper
edge coloring of G. Now we show that there is no 2-colored cycle. Cycles that does not contain v has edges of at least three
colors as the edge coloring of G′ was acyclic. Now a cycle that contain v must contains the edges vxi, vxj, say i < j and an
edge xjt with t ∈ N(xj). By construction, the colors on vxi, vxj, xjt are distinct. Thus the resulting coloring is an acyclic edge
(∆+ 3)-coloring of G, which is a contradiction. 
Lemma 2.3. Let G be a (∆+ 3)-minimal graph and v be a vertex of G. If v is adjacent to a 2-vertex, sayw, then v is adjacent to
at least four ≥4-vertices.
Proof. Suppose for the contrary that v is adjacent to at most three ≥4-vertices. By the minimality of G,G − w admits an
acyclic edge (∆+3)-coloring φ. Let u be the other neighbor ofw. Then |S(u)| = ∆+3− (d(u)−1) = ∆(G)+4−d(u) ≥ 4.
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Note that any color in S(u)must appears on the vertex v, since otherwise, we can color uwwith a color α ∈ S(u)\Cφ(v) and
choose a color β different from α and not appearing on v to colorwv. Since v is adjacent to at most three≥4-vertices, there
exists a≤3-vertex in N(v), say x, such that φ(vx) ∈ S(u). Then we colorwuwith φ(vx) and color vw with a color neither in
Cϕ(v) nor in Cφ(x), this is possible since |Cϕ(v) ∪ Cϕ(x)| ≤ d(v)− 2+ d(x) ≤ ∆+ 1. 
Lemma 2.4. Let G be a (∆+ 3)-minimal graph and v be a 3-vertex of G. Then the neighbors of v are≥5-vertices. Moreover, if
v is adjacent to a 5-vertex, then v is adjacent to at least one maximum vertex.
Proof. Let N(v) = {x, y, z},N(x) = {v, x1, x2, . . . , xk}, where x has minimum degree in N(v). Suppose for the contrary that
d(x) ≤ 4 or d(x) = 5 and max{d(y), d(z)} < ∆. This implies that k ≤ 4. The graph G′ = G − vx admits an acyclic edge
(∆ + 3)-coloring φ by the minimality of G. Let φ(xxi) = i for i = 1, 2, . . . , k. If i ∉ Cφ(v) for all i = 1, 2, . . . , k, then we
can color vxwith a color which appears neither on v nor on v. Otherwise, we have {1, . . . , k} ∩ Cφ(v) ≠ ∅. Without loss of
generality, let φ(vy) = 1.
Case 1. φ(vz) ∉ {1, . . . , k}.
Let φ(vz) = k+1. Then, for k+2 ≤ i ≤ ∆+3, there is a (1, i)-path from v to x through y and x1, since otherwise, we can
color vxwith i properly, with avoiding 2-colored cycle. This implies that k = 3, d(y) = ∆ and Cφ(y) = {1, 5, 6, . . . ,∆+ 3},
or k = 4, d(y) = ∆ − 1 and Cφ(y) = {1, 6, . . . ,∆ + 3}. If there exists a color in {k + 2, . . . ,∆ + 3}, say k + 2, such that
k + 2 ∈ S(z), then we recolor vz with k + 2 and color vx with k + 1. Since there is a (1, k + 2)-path from v to x through
y, there is no (1, k+ 2)-path from v to z through y. This implies that the resulting coloring is an acyclic edge coloring of G,
a contradiction. Otherwise, we have S(z) = {1, 2, 3} if k = 3, or S(z) = {1, 2, 3, 4} if k = 4 and d(z) < ∆. In this case, we
recolor vz with 2 and color vxwith k+ 1.
Case 2. φ(vz) ∈ {1, . . . , k}.
Let φ(vz) = 2. Then, for k+ 1 ≤ i ≤ ∆+ 3, there is either a (1, i)-path from v to x through y or a (2, i)-path from v to x
through z. Consider the color set C = {k+ 1, k+ 2, . . . ,∆+ 3}. If k = 3, then |C | = ∆ > d(z)− 1. If k = 4 and d(z) < ∆,
then |C | = ∆ − 1 > d(z) − 1. Thus there exists a color in C , say k + 1, such that k + 1 ∉ Cφ(z). This implies that there is
a (1, k+ 1)-path from v to x through y. So there is no (1, k+ 1)-path from v to z through y. We recolor vz with k+ 1, the
resulting coloring is an acyclic edge coloring of G′ and the arguments in Case 1 works. 
Using Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2 and∑{d(v) : v ∈ V (G)} =∑{d(f ) : f ∈ F(G)} = 2|E(G)|, we can
derive the following identity.−
v∈V (G)
(d(v)− 4)+
−
f∈F(G)
(d(f )− 4) = −8.
Let w denote a weight function defined by w(x) = d(x) − 4 for each x ∈ V (G) ∪ F(G). So the total sum of weight is
equal to −8. We shall design some discharging rules and redistribute weights according to them. Once the discharging is
finished, a new weight functionw∗ is produced. However, the total sum of weights is kept fixed when the discharging is in
process. On the other hand, we shall show that w∗(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This leads to an obvious contradiction.
The discharging rules are defined as follows.
(R1) Every 2-vertex receives 1 from each neighbor.
(R2) Every 3-vertex receives 14 from each adjacent 5-vertex;
1
3 from each adjacent 6-, or 7-vertex; and
1
2 from each adjacent≥8-vertex.
Now we show that the resultant charge function w∗(x) ≥ 0 for any x ∈ V (G) ∪ F(G). The fact that G is 2-connected by
Lemma 2.1 implies that the boundary of each face f in G is exactly a cycle. Thus d(f ) ≥ 4 and thenw∗(f ) = w(f ) ≥ 0.
Let v be any vertex of G. If d(v) = 2, thenw∗(v) = w(v)+2×1 = 0. If d(v) = 4, then the neighbors of v are≥4-vertices
by Lemmas 2.3 and 2.4, sow∗(v) = w(v) = 0.
Suppose that v is a 3-vertex with neighbors x, y, z, where d(x) ≤ d(y) ≤ d(z). Then w(v) = −1 and d(x) ≥ 5 by
Lemma 2.4. If d(x) ≥ 6, then w∗(v) ≥ w(v) + 3 × 13 = 0. Otherwise, we have d(z) = ∆ ≥ 8 by Lemma 2.4 and so
w∗(v) ≥ w(v)+ 2× 14 + 12 = 0.
Suppose that d(v) ≥ 5. Let w be a neighbor of v with minimum degree in N(v). If d(w) ≥ 4, then w∗(v) =
w(v) > 0. If d(w) = 2, then v is adjacent to at least four ≥4-vertices by Lemma 2.3, so n2(v) + n3(v) ≤ d(v) − 4
and w∗(v) ≥ w(v) − n2(v) × 1 − n3(v) × 12 ≥ w(v) − (d(v) − 4) = 0. Otherwise, we have d(w) = 3. In this
case, if d(v) = 5, then v is adjacent to a ≥4-vertex by Lemma 2.2 and so w∗(v) ≥ w(v) − 4 × 14 = 0. Otherwise,
w∗(v) ≥ w(v)− d(v)× 13 = 23d(v)− 4 ≥ 0 if d(v) = 6 or 7;w∗(v) ≥ w(v)− d(v)× 12 = d(v)−82 ≥ 0 if d(v) ≥ 8.
Thusw∗(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This completes the proof of Theorem 1.2.
3. Proof of Theorem 1.3
Let G be a minimal counterexample in terms of the number of edges to Theorem 1.3. As in the proof of Theorem 1.2, G is
2-connected and has the following lemma.
Lemma 3.1. Let G be a∆-minimal graph and v be a k-vertex with all neighbors x1, x2, . . . , xk, thenΣki=1d(xi) ≥ ∆+ k.
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Lemma 3.2. Let G be a∆-minimal graph and v be amaximum vertex of G. If v is adjacent to a 2-vertexw and the other neighbor
of w is a k-vertex u, then v is adjacent to at most k vertices of degree 2.
Proof. We only have to consider the case that k < ∆. By contradiction, the graph G′ = G − w admits an acyclic edge ∆-
coloringφ. There is only one color, say 1, not appear on v. Then 1must be appears on u, since otherwise,we can color vwwith
1 and choose a color in S(u) and different from 1 to color uw. Since v is adjacent to at least k+ 1 vertices of degree 2, there
are two vertices x, y ∈ N2(v) such that φ(vx), φ(vy) not appearing on u. Assume that φ(vx) = 2, φ(vy) = 3,N(x) = {v, x′}
and N(y) = {v, y′}. If there is no (1, 2)-path from u to v through the vertices x and x′, then color vw with 1 and uw with 2.
Otherwise, φ(xx′) = 1. Similarly, we have φ(yy′) = 1 and there is an (1, 3)-path from u to v through y and y′. This implies
that x′ ≠ y′. We exchange the colors on vx and vy, then colorwv with 1,wuwith 2. The resulting coloring is an acyclic edge
∆-coloring of G, which is a contradiction. 
Lemma 3.3. Let G be a ∆-minimal graph and v be a vertex of G with d(v) < ∆. If v is adjacent to a 2-vertex w, where
N(w) = {u, v}, then v is adjacent to at most d(u)+ d(v)−∆− 1 vertices of degree at most ∆− d(v)+ 1.
Proof. By contradiction, the graph G′ = G − w admits an acyclic edge ∆-coloring φ. As in the proof of Lemma 3.2,
the colors in S(v) must be appear on u and that in S(u) must be appear on v. Since |S(v)| = ∆ − d(v) + 1, we have
|Cφ(u) \ S(v)| = d(u)− (∆− d(v)+ 1)− 1 = d(u)+ d(v)−∆− 2. Since v is adjacent to at least d(u)+ d(v)−∆ vertices
of degree at most ∆ − d(v) + 1, there exists a vertex x in N(v), where d(x) ≤ ∆ − d(v) + 1, such that φ(vx) = 1 does
not appear on u, we color wu with 1 and choose a color in S(v) and not appearing on x to color vw, this is possible since
|Cφ(x) \ {1}| = d(x)− 1 ≤ ∆− d(v) < |S(v)|. This is easy to verify that the resulting coloring is an acyclic edge coloring of
G, which is a contradiction. 
At first, we prove (1) of Theorem 1.3. Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2 may be rewritten as−
v∈V (G)
(3d(v)− 10)+
−
f∈F(G)
(2d(f )− 10) = −20.
Let w(v) = 3d(v) − 10 if v ∈ V (G) and w(f ) = 2d(f ) − 10 if f ∈ F(G). Then the total sum of weights is equal to −20. To
prove the theorem, we are ready to construct a new chargew∗ on G as follows.
(R1.1) Each 3-vertex gets 12 from each adjacent 4-vertex and 1 from each adjacent≥5-vertex.
(R1.2) Let w be a 2-vertex with neighbors u, v, where d(u) ≤ d(v). If d(u) ≤ 3, then w gets 4 from v. If d(u) ≥ 8 or
6 ≤ d(u) ≤ 7 and d(v) < ∆, then w gets 2 from each neighbor. If 4 ≤ d(u) ≤ 7 and d(v) = ∆, then w gets w(u)d(u)−1
from u and d(u)+6d(u)−1 from v. Otherwise,w gets 1 from u and 3 from v.
Let γ (x → y) denote the amount transferred out of an element x into another element y according to the above rules.
Then we have the following observations.
(O1) Let v be amaximumvertex ofG andw be a 2-vertex adjacent to v such that the other neighbor ofw, say u, hasminimum
degree in N(N2(v)). If d(u) ≤ 3, then γ (v → w) = 4. If 4 ≤ d(u) ≤ 7, then γ (v → w) = d(u)+6d(u)−1 > 2. If d(u) ≥ 8,
then γ (v → w) = 2. This implies that γ (v → w) ≥ γ (v → x) for any vertex x ∈ N2(v).
(O2) Let v be a vertex of G with 6 ≤ d(v) < ∆ and w be a 2-vertex adjacent to v such that the other neighbor of w, say
u, has minimum degree in N(N2(v)). If d(u) ≤ 3, then γ (v → w) = 4. If 4 ≤ d(u) ≤ 5, then γ (v → w) = 3.
Otherwise, d(u) ≥ 6. In this case, if d(v) ≥ 8, then γ (v → w) = 2. Otherwise, we have 6 ≤ d(v) ≤ 7. If d(u) = ∆,
then γ (v → w) = w(v)d(v)−1 = 3d(v)−10d(v)−1 ≥ 116 . Otherwise, γ (v → w) = 2. This implies that γ (v → w) ≥ γ (v → x) for
any vertex x ∈ N2(v).
Now we show that the resultant charge function w∗(x) ≥ 0 for any x ∈ V (G) ∪ F(G). The fact that G is 2-connected
implies that the boundary of each face f in G is exactly a cycle. Thus d(f ) ≥ 5 and thenw∗(f ) = w(f ) ≥ 0.
Let v be a 2-vertex of G. Then w(v) = −4. Assume that N(v) = {x, y}, where d(x) ≤ d(y). If d(x) ≤ 3, then
w∗(v) = w(v)+ 4 = 0. If d(x) ≥ 8 or 6 ≤ d(x) ≤ 7 and d(y) < ∆, then w∗(v) = w(v)+ 2× 2 = 0. If 4 ≤ d(x) ≤ 7 and
d(y) = ∆, thenw∗(v) = w(v)+ w(x)d(x)−1 + d(x)+6d(x)−1 = 0. Otherwise,w∗(v) = w(v)+ 1+ 3 = 0.
Let v be a 3-vertex ofGwith neighbors x, y, z, where d(x) ≤ d(y) ≤ d(z). Thenw(v) = −1 and d(x)+d(y)+d(z) ≥ ∆+3
by Lemma 3.1. If d(z) ≥ 5, thenw∗(v) ≥ w(v)+ 1 = 0. Otherwise, d(y) ≥ 4 and thenw∗(v) ≥ w(v)+ 2× 12 = 0.
Let v be a ≥4-vertex of G and w be the neighbor of v with minimum degree in N(v). If d(w) ≥ 3, then w∗(v) ≥
w(v) − 4 × 12 = 0 if d(v) = 4; w∗(v) ≥ w(v) − d(v) × 1 = 2d(v) − 10 ≥ 0 if d(v) ≥ 5. Assume that
d(w) = 2. We may choose w in N2(v) such that the other neighbor of w, say u, has minimum degree in N(N2(v)). We
first consider the case that d(v) = ∆. Then v is adjacent to at most d(u) vertices of degree 2 by Lemma 3.2. If d(u) ≤ 3,
then n2(v) ≤ 3 and w∗(v) ≥ w(v) − n2(v) × 4 − (d(v) − n2(v)) × 1 = 2∆ − 10 − 3n2(v) ≥ 2∆ − 19 > 0
by (O1). If 4 ≤ d(u) ≤ 7, then γ (v → w) = d(u)+6d(u)−1 ≥ γ (v → x) for any x ∈ N2(v) by (O1), so w∗(v) ≥
w(v)− n2(v)× d(u)+6d(u)−1 − (d(v)− n2(v))× 1 = 2∆− 10− n2(v)× 7d(u)−1 ≥ 2∆− 10− 7d(u)d(u)−1 ≥ 6∆−583 > 0. Otherwise,
d(u) ≥ 8 andw∗(v) ≥ w(v)− n2(v)× 2− (d(v)− n2(v))× 1 = 2∆− 10− n2(v) ≥ ∆− 10 ≥ 0 by (O1).
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Next we consider the case that d(v) = ∆ − 1 ≥ 9. Then v is adjacent to at most d(u) − 2 vertices of degree 2 by
Lemma 3.3. If d(u) ≤ 3, then n2(v) = 1 andw∗(v) ≥ w(v)− 4× 1− (d(v)− 1) = 2d(v)− 13 > 0. If 4 ≤ d(u) ≤ 5, then
n2(v) ≤ 3 and γ (v → x) ≤ 3 for any x ∈ N2(v) by (O2). We have w∗(v) ≥ w(v) − n2(v) × 3 − (d(v) − n2(v)) × 1 =
2d(v)− 10− 2n2(v) ≥ 2d(v)− 10− 2× 3 = 2∆− 18 > 0. Otherwise, we have γ (v → x) = 2 for any x ∈ N2(v) and then
w∗(v) ≥ w(v) − n2(v) × 2 − (d(v) − n2(v)) × 1 = 2d(v) − 10 − n2(v) ≥ 2(∆ − 1) − 10 − (∆ − 2) = ∆ − 10 ≥ 0 by
Lemma 3.3.
At last, we consider the case that 4 ≤ d(v) ≤ ∆− 2. Then v is adjacent to at most d(u)+ d(v)−∆− 1 vertices of degree
at most 3 by Lemma 3.3. We have the following cases.
Case 1.1. d(u) = ∆.
Thenn2(v)+n3(v) ≤ d(v)−1. If d(v) = 4, thenw(v) = 2 andγ (v → w) = 23 , sow∗(v) ≥ w(v)−n2(v)× 23−n3(v)× 12 ≥
2 − 3 × 23 = 0 by (O2). If 5 ≤ d(v) ≤ 7, then γ (v → w) ≥ 1 and w∗(v) ≥ w(v) − n2(v) × w(v)d(v)−1 − n3(v) × 1 ≥
w(v) − (d(v) − 1) × w(v)d(v)−1 = 0 by (O2). Otherwise, d(v) ≥ 8 and γ (v → x) = 2 for any x ∈ N2(v), thus
w∗(v) = w(v)− n2(v)× 2− n3(v)× 1 ≥ 3d(v)− 10− 2(d(v)− 1) = d(v)− 8 ≥ 0.
Case 1.2. d(u) < ∆.
Then n2(v) + n3(v) ≤ d(u) + d(v) − ∆ − 1 ≤ d(v) − 2 by Lemma 3.3. Suppose that d(v) ≥ 6. If d(u) ≥ 6, then
γ (v → x) = 2 for any x ∈ N2(v) andw∗(v) ≥ w(v)− n2(v)× 2− n3(v)× 1 ≥ 3d(v)− 10− 2(d(v)− 2) = d(v)− 6 ≥ 0.
Otherwise, d(u) ≤ 5. Since d(v) ≤ ∆ − 2 and d(u) + d(v) ≥ ∆ + 2 by Lemma 3.1, we have 4 ≤ d(u) ≤ 5 and
d(v) ≥ ∆ − 3 ≥ 7. This implies that n2(v) + n3(v) ≤ 3 by Lemma 3.3 and γ (v → x) ≤ 3 for any x ∈ N2(v) by
(O2). We have w∗(v) ≥ w(v) − n2(v) × 3 − n3(v) × 1 ≥ 3d(v) − 10 − 3 × 3 > 0. Assume that 4 ≤ d(v) ≤ 5. If
d(v) = 4, then w(v) = 2 and n2(v) + n3(v) ≤ 2, so w∗(v) ≥ w(v) − n2(v) × 1 − n3(v) × 12 ≥ 2 − 2 = 0. Otherwise,
w∗(v) ≥ w(v)− n2(v)× w(v)d(v)−1 − n3(v)× 1 ≥ w(v)− (d(v)− 2)× w(v)d(v)−1 > 0.
Thusw∗(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This completes the proof of (1).
Now we prove (2). Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2 may be rewritten as−
v∈V (G)
(2d(v)− 6)+
−
f∈F(G)
(d(f )− 6) = −12.
Let w(v) = 2d(v) − 6 if v ∈ V (G) and w(f ) = d(f ) − 6 if f ∈ F(G). Then the total sum of weights is equal to −12. Now
discharging rule is designed as follows.
(R2) Let w be a 2-vertex with neighbors u, v, where d(u) ≤ d(v). If d(u) ≤ 3, then w gets 2 from v. If d(u) = 4 and
n2(u) = 3, thenw gets 23 from u and 43 from v. Otherwise,w gets 1 from each neighbor.
Let γ (x → y) denote the amount transferred out of an element x into another element y according to the above rule.
Now we show that the resultant charge function w∗(x) ≥ 0 for any x ∈ V (G) ∪ F(G). Since d(f ) ≥ 6 for any face
f ∈ F(G), w∗(f ) = w(f ) ≥ 0. Let v be any vertex. Clearly, w∗(v) = w(v) = 0 if d(v) = 3. Now we consider the case that
d(v) = 2. Then w(v) = −2. Assume that N(v) = {x, y}, where d(x) ≤ d(y). If d(x) ≤ 3, then d(y) ≥ ∆ − 1 by Lemma 3.1
and w∗(v) = w(v) + 2 = 0. If d(x) = 4 and n2(x) = 3, then d(y) = ∆ by Lemma 3.3 and w∗(v) = w(v) + 23 + 43 = 0.
Otherwise,w∗(v) = w(v)+ 2× 1 = 0. Nowwe consider the case that d(v) ≥ 4. Letw be the neighbor of v with minimum
degree in N(v). If d(w) ≥ 3, then w∗(v) = w(v) > 0. Otherwise, d(w) = 2. We choose w such that the other neighbor of
w, say u, has minimum degree in N(N2(v)).
Case 2.1. d(v) = 4.
We have w(v) = 2, d(u) ≥ ∆ + 2 − d(v) ≥ 4 by Lemma 3.1 and n2(v) ≤ d(u) + d(v) − ∆ − 1 = d(u) + 3 − ∆ ≤ 3
by Lemma 3.3. If d(u) = ∆, then n2(v) ≤ 3 and w∗(v) ≥ w(v) − max

2× 1, 3× 23
 = 0. Otherwise, n2(v) ≤ 2. Since
d(u) ≥ 4, we have γ (v → x) ≤ 1 for any x ∈ N2(v), sow∗(v) ≥ w(v)− 2× 1 = 0.
Case 2.2. d(v) = 5.
We havew(v) = 4, d(u) ≥ ∆+2−5 ≥ 3 by Lemma 3.1 and n2(v) ≤ d(u)+d(v)−∆−1 ≤ 4 by Lemma 3.3. If d(u) ≤ 3,
then n2(v) = 1 and w∗(v) = w(v) − 2 × 1 = 2 > 0. If d(u) = 4, then n2(v) ≤ 2 and w∗(v) ≥ w(v) − 2 × 43 = 43 > 0.
Otherwise,w∗(v) ≥ w(v)− 4× 1 = 0.
Case 2.3. d(v) ≥ 6.
We havew(v) = 2d(v)− 6 ≥ 6 and n2(v) ≤ d(u) by Lemma 3.2. If d(u) ≤ 3, then γ (v → x) ≤ 2 for any x ∈ N2(v) and
w∗(v) ≥ w(v)− 2× 3 = 2d(v)− 12 ≥ 0. If d(u) = 4, then γ (v → x) ≤ 43 for any x ∈ N2(v) andw∗(v) ≥ w(v)− 4× 43 =
2d(v)− 6− 163 > 0. Otherwise, γ (v → x) = 1 for any x ∈ N2(v) andw∗(v) ≥ w(v)− d(v)× 1 = d(v)− 6 ≥ 0.
Thusw∗(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This completes the proof of (2).
4. Open problems
Determining the acyclic chromatic index of a graph is a hard problem both from theoretical and algorithmic points of
view. Even for complete graphs, the acyclic chromatic index is still not determined exactly. It has been shown by Alon and
Zaks [3] that determining whether χ ′a(G) ≤ 3 is NP-complete for an arbitrary graph G. Recently, Hou et al. [11] proved that
the acyclic chromatic index of any outerplanar graph can be determined completely in a polynomial time. Now we provide
the following open problems.
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Problem 4.1. Find the necessary or sufficient conditions for a graph G with χ ′a(G) = χ ′(G), where χ ′(G) is the chromatic
index of G.
Problem 4.2. Determine the acyclic chromatic index of planar graphs.
Acknowledgements
We would like to thank the referees for providing some very helpful suggestions for revising this paper.
References
[1] N. Alon, C.J.H. McDiarmid, B. Reed, Acyclic coloring of graphs, Random Structures Algorithms 2 (1991) 277–288.
[2] N. Alon, B. Sudakov, A. Zaks, Acyclic edge colorings of graphs, Journal of Graph Theory 37 (2001) 157–167.
[3] N. Alon, A. Zaks, Algorithmic aspects of acyclic edge colorings, Algorithmica 32 (2002) 611–614.
[4] M. Basavaraju, L.S. Chandran, Acyclic edge coloring of subcubic graphs, Discrete Mathematics 308 (2008) 6650–6653.
[5] M. Basavaraju, L.S. Chandran, Acyclic edge coloring of graphs with maximum degree 4, Journal of Graph Theory 61 (3) (2009) 192–209.
[6] T.F. Coleman, J. Cai, The acyclic coloring problem and estimation of spare Hession matrices, SIAM Journal on Algebraic and Discrete Methods 7 (2)
(1986) 221–235.
[7] T.F. Coleman, J.J. Moré, Estimation of spare Hession matrices and graph coloring problems, Mathematical Programming 28 (1984) 243–270.
[8] G. Fertin, A. Raspaud, B. Reed, Star coloring of graphs, Journal of Graph Theory 47 (2004) 163–182.
[9] A. Fiedorowicz, M. Hałuszczak, N. Narayanan, About acyclic edge colourings of planar graphs, Information Processing Letters 108 (2008) 412–417.
[10] J. Hou, J. Wu, G. Liu, B. Liu, Acyclic edge colorings of planar graphs and seriell–parallel graphs, Science in China. Series A 52 (2009) 605–616.
[11] J. Hou, J. Wu, G. Liu, B. Liu, Acyclic edge chromatic number of outerplanar graphs, Journal of Graph Theory 64 (2010) 22–36.
[12] A. Kostochka, E. Sopena, X. Zhu, Acyclic and oriented chromatic numbers of graphs, Journal of Graph Theory 24 (1997) 331–340.
[13] M. Molloy, B. Reed, Further algorithmic aspects of the local lemma, in: Proceedings of the 30th Annual ACM Symposium on Theory of Computing, May
1998, pp. 524–529.
[14] R.Muthu, N. Narayanan, C.R. Subramanian, Optimal acyclic edge colouring of grid like graphs, LectureNotes in Computer Science 4112 (2006) 360–367.
[15] R. Muthu, N. Narayanan, C.R. Subramanian, Acyclic edge colouring of outerplanar graphs, Lecture Notes in Computer Science 4508 (2007) 144–152.
[16] R. Muthu, N. Narayanan, C.R. Subramanian, Improved bounds on acyclic edge coloring, Discrete Mathematics 307 (2007) 3063–3069.
[17] S. Skulrattanakulchai, Acyclic colorings of subcubic graphs, Information Processing Letters 92 (2004) 161–167.
[18] D. Yu, J. Hou, G. Liu, B. Liu, L. Xu, Acyclic edge coloring of planar graphs with large girth, Theoretical Computer Science 410 (2009) 5196–5200.
