Figure 1. Semivariograms of example migratory and resident mule deer. These semivariograms were created to verify our visual inspection of net squared displacement plots. Panel a demonstrates a migratory mule deer, as the semivariance fluctuates throughout. Panel b is of a resident mule deer because the semivariance levels off and remains relatively constant. Table 1 . Correlation matrix. To elucidate collinearity between the variables used in the random forest model, we analyzed the correlation between the top ten most important variables selected by the model. Values range between -1 and 1, demonstrating either a perfect negative or positive linear trend between the variables. Here, the highest correlation is between NDSI December and NDSI February.
. Semivariograms of example migratory and resident mule deer. These semivariograms were created to verify our visual inspection of net squared displacement plots. Panel a demonstrates a migratory mule deer, as the semivariance fluctuates throughout. Panel b is of a resident mule deer because the semivariance levels off and remains relatively constant. Table 1 . Correlation matrix. To elucidate collinearity between the variables used in the random forest model, we analyzed the correlation between the top ten most important variables selected by the model. Values range between -1 and 1, demonstrating either a perfect negative or positive linear trend between the variables. Here, the highest correlation is between NDSI December and NDSI February. Variable importance of the full random forest and the take-one-out random forests, each missing one of the top ten most important predictors. The x-axis and y-axis are the mean decrease in accuracy, so a large mean decrease in accuracy suggests higher importance to the random forest. Across random forests, distance to development was always the most important variable and snow cover in December the second most important variable when they were available (i.e. not removed from the take-one-out random forest). 
