We consider the single commodity strictly convex network flow problem. 
Introduction
Asynchronous iterative methods whereby iterations are carried out in parallel by several processors in arbitrary order and without any synchronization have been devised for parallel and distributed computing systems. The restrictions imposed on asynchronous iterative methods are very weak: no component of the iterate vector is abandoned forever and more and more recent values of the components have to be used as the computation progresses. Asynchronous iterative methods have been implemented very early in distributed systems. We note for example the routing algorithm originally implemented in the Arpanet in 1969 (see [3] ). There is now a great deal of computational experience available with asynchronous iterative algorithms on parallel computers (see [l, 2, 5-7, 13, 15, 181, and [32] ). The advantages of asynchronous iterative algorithms are implementation simplicity, computation flexibility, and potential tolerance to problem data changes. Since there is no synchronization overhead, one may also hope that asynchronous iterations will converge faster. Therefore it is desirable to know the conditions which ensure the convergence of asynchronous iterative algorithms. There are many results in the literature relevant to the convergence of parallel or distributed asynchronous iterative methods. For linear systems of equations Fx = z, the necessary and sufficient condition for the convergence of asynchronous relaxation algorithms is: the matrix F is a so-called H-matrix (see [ 141) . For other convergence results, reference is made to [16] and [23] . For nonlinear systems of equations, convergence results for asynchronous relaxation algorithms have been given when F is off-diagonally antitone and diagonally isotone (see [ 171 and [19] ), an M-function (see [17, 201, and [26] ), or H-accretive (see [27] ). The reader is also referred to [28] .
For nonlinear fixed point problems, the convergence of asynchronous relaxation methods was established for P-contraction mappings (see [2, 4, 91, and [24] ), contraction mappings (see [21] ), and isotone and continuous fixed point mappings (see [3, 4, 8, 9, 251, and [26] ), see also [22] . Asynchronous gradient algorithms for unconstrained optimization are guaranteed to converge if the Hessian matrix of the cost function satisfies a diagonal dominance condition (see [4] and [9], Section 6.3). More generally all these results can be considered as examples of application of the Asynchronous Convergence Theorem of Bertsekas and Tsitsiklis (see [9, p. 4311, see also [4, p. 1141 ). This theorem is also a powerful aid in showing convergence of asynchronous iterative algorithms, as we shall see in Section 3. This paper deals with the single commodity strictly convex network flow problem. We concentrate on the dual of this problem which is unconstrained, differentiable, and well suited for solution via distributed or parallel iterative methods. In [ 81, we have shown that the structure of the dual problem allows the successful application of asynchronous relaxation methods. In this paper we present and prove convergence of gradient and asynchronous gradient methods for solving the dual problem. The convergence results are all new. In particular, the convergence result for asynchronous gradient methods is really different from the convergence result of Bertsekas for unconstrained optimization, which is based on the diagonal dominance of the Hessian matrix of the cost function (see [4] and [9, Sections 6.3 and 7.5)]. Computational results are also presented and analysed in this paper. Synchronous and asynchronous gradient and relaxation algorithms were carried out on a distributed memory multiprocessor.
Section 2 deals with the convex network flow problem. In Section 3 we prove convergence of gradient and asynchronous gradient methods. We present and analyse computational results in Section 4. Conclusions are given in Section 5.
2. The class of convex separable network flow problems Let G = (N, A) be a directed graph. N is referred to as the set of nodes, A c N x N is referred to as the set of arcs, and the cardinal number of N is denoted by n. Let Cij: R + (-m, +OO] be the cost function associated with each XC (i, j) E A. cij is a function of the flow of the arc (i, j) which is denoted by fij. Let d be the single destination node for network traffic, bi > 0 the traffic input at node i E N-(d), and bd = -xiE,,,+) bi the traffic output at d. The problem is to minimize total cost subject to a conservation of flow constraint at each node min C Cij(.fij), (i. j)cA subject to C fij-C fmi =bi, Vi EN.
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