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A Distributed Algorithm for Computing a Common Fixed Point
of a Finite Family of Paracontractions
Daniel Fullmer A. Stephen Morse
Abstract
A distributed algorithm is described for finding a common fixed point of a family ofm > 1 nonlinear
maps Mi : R
n → Rn assuming that each map is a paracontraction and that at least one such common
fixed point exists. The common fixed point is simultaneously computed by m agents assuming each
agent i knows only Mi, the current estimates of the fixed point generated by its neighbors, and nothing
more. Each agent recursively updates its estimate of a fixed point by utilizing the current estimates
generated by each of its neighbors. Neighbor relations are characterized by a time-varying directed
graph N(t). It is shown under suitably general conditions on N(t), that the algorithm causes all agent
estimates to converge to the same common fixed point of the m nonlinear maps.
I. INTRODUCTION
This paper is concerned with the development of a distributed algorithm for enabling a group
of m > 1 autonomous agents to solve certain types of nonlinear equations over a time-varying
network. The type of equations to which we are referring are described by the system
Mi(x) = x, i ∈m (1)
where m
∆
= {1, 2, . . . , m} and Mi : Rn → Rn, i ∈ m. It is assumed that at least one solution
to (1) exists, {i.e., the Mi have at least one common fixed point} and that for i ∈ m, agent i
knows Mi. Each agent i has a time dependent state vector xi(t) taking values in R
n, which is its
estimate of a common fixed point. It is assumed that each agent can receive information from its
neighbors. Specifically, agent i receives the vector xj(t) at time t if agent j is a neighbor of agent
i at time t. We writeNi(t) for set of the labels of agent i’s neighbors at time t, and we always take
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agent i to be a neighbor of itself. Neighbor relations at time t can be conveniently characterized
by a directed neighbor graph N(t) with m vertices and a set of arcs defined so that there is an
arc in N(t) from vertex j to vertex i just in case agent j is a neighbor of agent i at time t. As
each agent is a neighbor of itself, the neighbor graph N(t) has self-arcs at each vertex. In general
terms, the problem of interest is to develop algorithms, one for each agent, which will enable
all m agents to iteratively compute a common fixed point of all of the Mi. This paper focuses
on nonlinear maps which are “paracontractions.” A continuous nonlinear map M : Rn → Rn is
a paracontraction with respect to a given norm ‖ · ‖ on Rn, if ‖M(x) − y‖ < ‖x − y‖ for all
x ∈ Rn satisfying x 6= M(x) and all y ∈ Rn satisfying y = M(y) [1]. In most applications,
paracontractions have multiple fixed points. The concept of a paracontraction has been used in
a system theoretic framework to study variants of the classical consensus problem [2]–[4].
Motivation for this problem stems, in part, from [5] which deals with the problem of devising
a distributed algorithm for finding a solution to the linear equation Ax = b assuming the equation
has at least one solution and agent i knows a pair of the matrices (Ani×ni , b
ni×1
i ) where A =[
A′1 A
′
2 · · · A
′
m
]′
and b =
[
b′1 b
′
2 · · · b
′
m
]′
. Assuming each Ai has linearly independent
rows, one local update rule for solving this problem in discrete time is of the form
xi(t + 1) = Li(x¯i(t)), t = 1, 2, 3 . . . (2)
where Li : R
n → Rn is the affine linear map x 7−→ x− A′i(AiA
′
i)
−1(Aix− bi),
x¯i(t) =
1
mi(t)
∑
j∈Ni(t)
xj(t) t = 1, 2, 3, . . . (3)
and mi(t) is the number of labels in Ni(t) [6]. The map Li is an example of a paracontraction
with respect to the 2-norm on Rn. To understand why this is so, note that y = Li(y) if and only
if Aiy = bi and for any such y, Li(x) − y = Pi(x − y) where Pi is the orthogonal projection
matrix Pi = I − A′i(AiA
′
i)
−1Ai. For any y satisfying Li(y) = y, the inequality x 6= Li(x) is
equivalent to x − y /∈ kerAi and kerAi = image Pi so x − y /∈ image Pi whenever x 6= Li(x)
and y ∈ image Pi. But for such x and y, ‖Pi(x−y)‖2 < ‖x−y‖2. Since Li(x)−y = Pi(x−y),
Li is a paracontraction as claimed.
There are many other examples of paracontractions discussed in the literature [1], [7]. Each
of the following examples is a paracontraction with respect to the 2-norm on Rn.
1) The orthogonal projector x 7−→ argminy∈C ‖x − y‖2 associated with a nonempty closed
convex set C. This been used for a number of applications including the constrained
consensus problem in [8]. The fixed points of this map are vectors in C ⊂ Rn.
2) The gradient descent map x 7−→ x − α∇f(x) where f : Rn −→ R is convex and
differentiable, ∇f is Lipschitz continuous with parameter λ > 0, and α is a constant
satisfying 0 < α < 2
λ
. The fixed points of this map are vectors in Rn which minimize
f [9].
3) The proximal map x 7−→ argminy∈C f(y) +
1
2
‖x − y‖2. associated with a closed proper
convex function f : Rn → (−∞,∞]. The fixed points of this map are vectors in Rn which
minimize f . See [10] as well as [11].
4) Any ‘averaged’ map, which is defined as a map M : Rn → Rn which satisfies M(x) =
αN + (1−α)x for all x ∈ Rn, where N is some map which is nonexpansive with respect
to ‖ · ‖2 and 0 < α < 1. If a map M is averaged with parameter α, we say that M is
α-averaged [12]. In fact, the three examples above are all ‘averaged’ maps [9].
II. PARACONTRACTIONS
In this section, we review several basic properties of paracontractions. Perhaps the most
important is the following well-known theorem published in [1].
Theorem 1: Suppose P is a finite set of paracontractions with respect to some given norm
on Rn. Suppose that all of the paracontractions share at least one common fixed point. Suppose
that P1, P2, . . . is a sequence of paracontractions from P . Then the state x(t) of the iteration
x(t+ 1) = Pt(x(t)), t ∈ {1, 2, . . .}
converges to a point which is a common fixed point of those paracontractions which occur in
the sequence infinitely often.
A number of classical results may be easily established by straightforward application of this
theorem, such as the convergence proof for the method of alternating {or cyclic} projections [1].
Below, certain useful propositions associated with paracontractions are described. The proofs
of these propositions may be found in the appendix. Similar propositions can also be found in
Chapter 4 of [12]. In the following, the set of fixed points of a map P : Rn → Rn is denoted
by F(P ) = {x : x = P (x)}. Additionally the composition of two maps P1 : Rn → Rn and
P2 : R
n → Rn is denoted by P1 ◦ P2.
Proposition 1: Suppose P1 : R
n → Rn and P2 : R
n → Rn are each paracontractions with
respect to same norm ‖ · ‖. Suppose P1 and P2 share at least one common fixed point, or in
other words, F(P1)∩F(P2) 6= ∅. Then the composition P1 ◦P2 is a paracontraction with respect
to ‖ · ‖. Moreover, F(P1 ◦ P2) = F(P1) ∩ F(P2).
It turns out that the set of fixed points of a paracontraction must be both closed and convex:
Proposition 2: Suppose P : Rn → Rn is a paracontraction. Then F(P ) = {x : x = P (x)}
is closed and convex.
Recall that for a paracontraction P : Rn → Rn, it must be the case that ‖P (x) − y‖ <
‖x − y‖ for all x /∈ F(P ) and all y ∈ F(P ). This property is referred to by a number of
different names throughout the literature, such as ‘strictly quasi-nonexpansive.’ Our previous
definition of a paracontraction also requires that the map be continuous. So, a paracontraction is
a continuous, strictly quasi-nonexpansive map. One obvious consequence of the property above
is that ‖P (x) − y‖ ≤ ‖x − y‖ for all x ∈ Rn and all y ∈ F(P ). Maps which satisfy this
condition are called quasi-nonexpansive. So, any map which is a paracontraction must also be
quasi-nonexpansive. This fact will prove useful in the analysis to follow.
Proposition 3: Suppose P : Rn → Rn is a linear map and ‖ · ‖ is some norm on Rn. Then,
P is quasi-nonexpansive with respect to ‖ · ‖ if and only if it is nonexpansive with respect to
‖ · ‖. Moreover, P is a paracontraction with respect to ‖ · ‖ if and only if ‖P (x)‖ < ‖x‖ for any
x /∈ F(P ).
III. THE PROBLEM AND MAIN RESULT
The specific problem to which this paper is addressed is this. Let M1,M2, . . . ,Mm be a set of
m paracontractions with respect to the same norm ‖ · ‖. Suppose that all of the paracontractions
share at least one common fixed point. Find conditions so that the m states of the iterations
xi(t+ 1) = Mi

 1
mi(t)
∑
j∈Ni(t)
xj(t)

 , i ∈m, t ≥ 1 (4)
all converge to the same point as t → ∞, and that point is a common fixed point of the
Mi, i ∈m, where mi(t) and Ni(t) are as defined earlier.
To state the main result of this paper, it is necessary to define certain concepts for sequences
of directed graphs. To begin, we write G for the set of all directed graphs with m vertices. By
the composition of two directed graphs Gp ∈ G and Gq ∈ G with the same vertex set, written
Gq ◦Gp, is meant that directed graph with the same vertex set and arc set defined so that (i, j)
is an arc in the composition whenever there is a vertex k such that (i, k) is an arc in Gp and
(k, j) is an arc in Gq. The definition of graph composition extends unambiguously to any finite
sequence of directed graphs with the same vertex set. We say that an infinite sequence of graphs
G1,G2, . . . in G is repeatedly jointly strongly connected, if for some finite positive integers l
and ρ0 and each integer k > 0, the composed graph Gkl+ρ0−1 ◦ Gkl+ρ0−2 ◦ · · · ◦ G(k−1)l+ρ0 is
strongly connected. The main result of this paper is as follows:
Theorem 2: Let M1,M2, . . . ,Mm be a set of paracontractions with respect to the p-norm ‖ ·‖p
on Rn (for some p satisfying 1 < p < ∞). Suppose the maps M1,M2, . . . ,Mm share at least
one common fixed point. Suppose also that the sequence of neighbor graphs N(1),N(2), . . . is
repeatedly jointly strongly connected. Then the states xi(t) of the m iterations defined by (4) all
converge to the same point as t→∞, and this point is common fixed point of the Mi, i ∈m.
A result similar to Theorem 2 was previously described in [13], but required each N(t), t ≥ 1
to be strongly connected. This paper extends that result to sequences of neighbor graphs which
are repeatedly jointly strongly connected, and presents a special case for which the convergence
analysis is simple and instructive.
From the analysis which follows, it will be obvious that this result also applies to iterations
of the more general form
xi(t+ 1) = Mi

 ∑
j∈Ni(t)
sij(t)xj(t)

 , i ∈m, t ≥ 1 (5)
where sij(t) are nonnegative real-valued weights from a finite set, and for each i ∈m and t ≥ 1,∑
j∈Ni(t)
sij(t) = 1 and sij(t) > 0 if j ∈ Ni(t) and sij(t) = 0 if j /∈ Ni(t). As will be seen in
the sequel, the analysis which follows depends critically on there being only finitely many such
weights.
It is interesting to note that the standard graphical condition for convergence of a consensus
process [14], namely ‘repeatedly jointly rooted,’ is not sufficient to ensure convergence for the
problem considered in this paper. Consider a simple counterexample in which m = 2, M1 and
M2 are orthogonal projectors onto two convex sets C1 and C2 which share a common point,
and the neighbor graphs N(1),N(2), . . . are all equal and have self arcs for agents 1 and 2 as
well as an arc from agent 1 to agent 2. Each neighbor graph in this sequence is rooted (as
defined in [14]), and so the sequence is repeatedly jointly rooted. Suppose the weights sij(t)
are constant s11(t) = 1, s12(t) = 0, s21(t) = 1/2, s22(t) = 1/2 for t ≥ 1. Suppose further
x1(1) ∈ C1 but x1(1) /∈ C2. In this case, it is clear from (4) that x1(t + 1) = M1(x1(t)), t ≥ 1,
but since x1(t) ∈ C1, it follows that x1(t+1) = x1(t), t ≥ 1. Therefore, x1(t), t ≥ 1 is constant
and cannot converge to vector in C2. In fact, if the Mi are the affine linear maps discussed in
(2) then the repeatedly jointly strongly connected condition of Theorem 2 is actually necessary
for convergence, provided the convergence is required to be be exponential [5].
The remainder of this paper is devoted to a proof of Theorem 2.
IV. ANALYSIS
This section is organized as follows. First, in subsection IV-A, the iterations (4) are written as
a single iteration using stacked vectors in Rmn. In subsection IV-B, Theorem 2 is shown under
a special case for which the analysis is straightforward, Finally, in subsection IV-C, Theorem 2
is shown under the general case.
In Theorem 2, the sequence of neighbor graphs is assumed to be repeatedly jointly strongly
connected. This condition is used in the proofs below to show that products of stochastic matrices
meet certain conditions. For an m ×m matrix A with nonnegative entries, we associate the m
vertex directed graph γ(A) defined so that (i, j) is an arc from i to j in the graph just in
case the jith entry of A is nonzero. Graph composition and matrix multiplication are closely
related. Indeed, composition is defined so that for any pair of nonnegative m×m matrices A1,
A2, with graphs γ(A1), γ(A2) ∈ G, γ(A2A1) = γ(A2) ◦ γ(A1). The graph of the product of
two nonnegative matrices A1, A2 ∈ Rn×n is equal to the composition of the graphs of the two
matrices comprising the product. In other words, γ(A2A1) = γ(A2) ◦ γ(A1).
A. Combined Iteration
To proceed, let us note that the family of m iterations given by (4) may be written as a single
iteration of the form
x(t + 1) = M((S(t)⊗ I)x(t)), t ≥ 1 (6)
where for any set of vectors {xi ∈ Rn, i ∈ m}, x ∈ Rmn is the stacked vector
x =


x1
x2
...
xm

 (7)
M : Rmn → Rmn is the map
M(x) =


M1(x1)
M2(x2)
...
Mm(xm)

 , (8)
S(t) is an m × m stochastic matrix whose ijth entry is sij(t) = 1/mi(t) if j ∈ Ni(t) and
sij(t) = 0 if j /∈ Ni(t), I is the n× n identity matrix, and S(t)⊗ I is the Kronecker product of
S(t) with I .
It is clear from the definition ofM that the set of fixed points ofM is F(M) = {
[
x′1 x
′
2 · · · x
′
m
]′
:
xi = Mi(xi), i ∈ m}. In the sequel, we use C ⊂ Rmn to denote the consensus set, C =
{
[
x′1 x
′
2 · · · x
′
m
]′
: xi = xj , i, j ∈m}. Note that the intersection of these sets is F(M)∩C =
{
[
x′1 x
′
2 · · · x
′
m
]′
: xi = xj , xi = Mj(xi), i, j ∈m}. In words, if x is a vector in F(M)∩C,
then each of its subvectors are equal and each subvector is a common fixed point of the maps
M1,M2, . . . ,Mm. The set F(M) ∩ C is nonempty if the maps M1,M2, . . . ,Mm share at least
one common fixed point. To prove convergence of the states xi(t) to the same common fixed
point of the m paracontractions, it suffices to show that x(t) converges to a vector in F(M)∩C.
The analysis in the sequel will involve the use of Theorem 1 with maps which are shown to
be paracontractions with respect to a ‘mixed vector norm’, ‖ · ‖p,q, which we define for stacked
vectors in Rmn of the form as in (7). For a norm ‖ · ‖p on R
n and a norm ‖ · ‖q on R
m, the
mixed vector norm ‖ · ‖p,q on Rmn is defined as follows:
‖x‖p,q =
∥∥∥∥∥∥∥∥∥∥∥


‖x1‖p
‖x2‖p
...
‖xm‖p


∥∥∥∥∥∥∥∥∥∥∥
q
This is a ‘norm of norms,’ first taking the p norm of each subvector xi, i ∈ m, and then taking
the q norm of a vector consisting of those norms.
B. Special Case
With certain additional but somewhat restrictive assumptions, the proof of Theorem 2 turns
out to be a simple application of Theorem 1. Toward this end, suppose each Mi, i ∈ m is a
paracontraction with respect to ‖ · ‖2 and each matrix S(t), t ≥ 1 is doubly stochastic. What
makes this special case much simpler than the analysis for the general case is the fact that, with
these assumptions, both M and S ⊗ I are paracontractions with respect to ‖ · ‖2,2, as shown
below.
Proposition 4: Suppose each map M1, . . . ,Mm is a paracontraction with respect to ‖·‖2. Then
the map M as defined by (8) is a paracontraction with respect to ‖ · ‖2,2.
Proof: First, note that M is continuous since each Mi, i ∈ m is continuous. Next, suppose
x /∈ F(M) and y ∈ F(M). So yi ∈ F(Mi) for i ∈ m, and there is some j ∈ m so that
xj /∈ F(Mj). Since each Mi, i ∈ m is a paracontraction with respect to ‖ · ‖2, it follows that
‖Mi(xi)− yi‖2 ≤ ‖xi − yi‖2 for each i ∈ m. Additionally, ‖Mj(xj)− yj‖2 < ‖xj − yj‖2 since
xj /∈ F(Mj), yj ∈ F(Mj), and Mj is a paracontraction. As a result,
∑
i∈m ‖Mi(xi) − yi‖
2
2 <∑
i∈m ‖xi − yi‖
2
2. Consequently,
‖M(x)− y‖2,2 =
√∑
i∈m
‖Mi(xi)− yi‖22 <
√∑
i∈m
‖xi − yi‖22 = ‖x− y‖2,2 (9)
Thus, M is a paracontraction with respect to ‖ · ‖2,2.
Proposition 5: Suppose S = [sij ] is an m×m doubly stochastic matrix with positive diagonal
entries. Then S ⊗ I is a paracontraction with respect to ‖ · ‖2,2.
Proposition 5 is a simple consequence of Lemma 1, which applies to all doubly stochastic
matrices with positive diagonal entries.
Lemma 1: Suppose S = [sij] is an m × m doubly stochastic matrix with positive diagonal
entries. Then S is a paracontraction with respect to ‖ · ‖2.
Proof: To begin, suppose the graph of S, γ(S), contains q ≥ 1 disjoint weakly connected
components. Let Q be a permutation matrix such that S = Q(diag{T1, . . . , Tq})Q′, where each
Ti, i = 1, . . . , q is an mi × mi doubly stochastic matrix with positive diagonal entries and a
weakly connected graph, and m1, . . . , mq are positive integers such that
∑q
i=1mi = m.
Note that S ′S = Q(diag{T ′1T1, . . . , T
′
qTq})Q
′. Since each Ti, i = 1, . . . , q is a doubly
stochastic matrix with positive diagonal entries, each T ′iTi, i = 1, . . . , q is also a doubly stochastic
matrix with positive diagonal entries. Additionally, since each γ(Ti), i = 1, . . . , q is a weakly
connected graph with self-arcs at each vertex, and γ(T ′iTi) = γ(T
′
i ) ◦ γ(Ti), it follows that each
γ(T ′iTi), i = 1, . . . , q is a strongly connected graph and self-arcs at each vertex. Thus, each
T ′iTi, i = 1, . . . , q is primitive, and so Q(diag{T
′
1T1, . . . , T
′
qTq})Q
′ must have an eigenvalue at
1 of multiplicity q, and all other eigenvalues must have have magnitude less than 1. As S ′S is
similar to Q(diag{T ′1T1, . . . , T
′
qTq})Q
′, it must also have an eigenvalue at 1 of multiplicity q,
and all other eigenvalues must have have magnitude less than 1.
Next, we claim that if x /∈ F(S) then x /∈ F(S ′S). Suppose x ∈ F(S ′S), or in other
words, S ′Sx = x. It follows that diag{T ′1T1, . . . , T
′
qTq}Q
′x = Q′x. Using the Perron-Frobenius
Theorem, Q′x =
[
c11
′ c21
′ · · · cq1′
]′
, where each ci, i = 1, . . . , m is some real value and
the corresponding 1 is the vector of all ones in Rmi .. As each Ti, i = 1, . . . , q is a stochastic
matrix, it follows that diag{T1, . . . , Tq}Q′x = Q′x, and therefore, Sx = x, or in other words
x ∈ F(S).
Now, suppose x /∈ F(S). From the previous claim, x /∈ F(S ′S). Therefore, S ′Sx 6= x and
so x is not an eigenvector of S ′S associated with the eigenvalue 1. But recall that all other
eigenvalues have magnitude less than 1. Consequently, x′S ′Sx < x′x as S ′S is symmetric.
Thus, ‖Sx‖2 < ‖x‖2 and by Proposition 3, S is a paracontraction with respect to ‖ · ‖2.
Proof of Proposition 5: From the definition of ‖ · ‖2,2 it is not difficult to see that for any
vector x ∈ Rmn, ‖x‖2,2 = ‖x‖2. Additionally, S ⊗ I is a doubly stochastic matrix with positive
diagonal entries. So, this proposition follows directly from Lemma 1.
With these preceding tools, we may now prove our main result in this special case. Here, for
simplicity, we also assume that each neighbor graph N(t), t ≥ 1 is strongly connected.
Proof of Theorem 2 for Special Case: Each neighbor graph in the sequence N(1),N(2), . . . has
self arcs at each vertex because each agent is assumed to be a neighbor of itself. So each matrix
S(t)⊗I, t ≥ 1 must have positive diagonal entries. From Proposition 4 and Proposition 5, each
S(t) ⊗ I , t ≥ 1 and M is a paracontraction with respect to ‖ · ‖2,2. Since there is at least one
common fixed point of the maps M1, . . . ,Mm, the maps M and S(t)⊗ I , t ≥ 1 must share at
least one common fixed point. By Proposition 1, each M ◦ (S(t)⊗ I), t ≥ 1 is a paracontraction
and F(M ◦ (S(t)⊗ I)) = F(M)∩F(S(t)⊗ I) for each t ≥ 1. Note that there are only a finite
number of such composed maps, since the entries of each S(t), namely sij(t), may take only
a finite number of possible values. Applying Theorem 1 to the iteration defined by (6), ensures
that x(t) will converge to a fixed point in the intersection of the sets of fixed points of those
M ◦(S(t)⊗I) which occur infinitely often. Since F(M ◦(S(t)⊗I)) = F(M)∩F(S(t)⊗I), the
x(t) must converge to a vector which is in F(M) and also in F(S(t)⊗ I) for those S(t) which
occur infinitely often. However, under the assumption that each each neighbor graph N(t), t ≥ 1
is strongly connected, the graph of each S(t) is strongly connected. By the Perron-Frobenius
Theorem, it follows that F(S(t) ⊗ I) = C for t ≥ 1. So, regardless of which particular S(t)
occur infinitely often, x(t) must converge to a vector in F(M) ∩ C.
It is not difficult to relax the assumption that each neighbor graph N(t), t ≥ 1 is strongly
connected to the more general condition that the sequence of neighbor graphs N(1),N(t), . . . is
repeatedly jointly strongly connected, as in Theorem 2. The key step is to prove that the intersec-
tion of the sets of fixed points of those S(t)⊗I which occur infinitely often is just the consensus
set, C. In fact, this can be shown under a graphical condition even weaker than repeatedly jointly
strongly connected. The definition of repeatedly jointly strongly connected includes a uniformity
condition which requires that, for some fixed finite number l, each successive composition of l
graphs is strongly connected. Instead, the main result can be shown even if this number l varies
with each successive composition of graphs.
While the above proof is a straightforward application of Theorem 2, it does not generalize
to the case in which the S(t) matrices are not doubly stochastic matrices. Instead, it has proven
necessary to reason about composed maps of sufficient length and prove that those maps are
paracontractions with the requisite set of fixed points, as discussed in the following section.
C. General Case
There are two differences which make the proof of Theorem 2 more challenging than the
analysis previously presented for the special case. First, while the matrices S(t) are stochastic,
they need not be doubly stochastic, so Proposition 5 may not apply. In order to establish
convergence with stochastic matrices without requiring these matrices be doubly stochastic, it
has proven useful to instead focus on the ∞-norm, or more precisely ‖ · ‖p,∞. However, this
leads to a second difficulty. Unlike for the case with ‖ · ‖2,2 as shown in Proposition 4, even
if each Mi, i ∈ m is a paracontraction with respect to some norm ‖ · ‖p, M need not be a
paracontraction with respect to ‖ · ‖p,∞.
As an example, consider m = 2, x1 /∈ F(M1), and x2 ∈ F(M2) so that x /∈ F(M). Suppose
that y1 ∈ F(M1) and y2 ∈ F(M2) so that y ∈ F(M). Suppose also that ‖x1−y1‖p ≤ ‖x2−y2‖p,
so that
max
i∈m
‖xi − yi‖p = ‖x2 − y2‖p (10)
Additionally,
‖M1(x1)− y1‖p < ‖x1 − y1‖p ≤ ‖x2 − y2‖p
since M1 is a paracontraction. Because x2 ∈ F(M2), x2 = M2(x2) and consequently ‖M1(x1)−
y1‖p < M2(x2)− y2 From this, it follows that
max
i∈m
‖Mi(xi)− yi‖p = ‖M2(x2)− y2‖p (11)
Using (10), (11), and x2 = M2(x2) and it follows that
max
i∈m
‖Mi(xi)− yi‖p = max
i∈m
‖xi − yi‖p (12)
Thus, ‖M(x) − y‖p,∞ = ‖x − y‖p,∞. So, in this case, M is not a paracontraction with respect
to ‖ · ‖p,∞. However, the map M is always quasi-nonexpansive in this norm.
Proposition 6: Suppose each M1, . . . ,Mm is a paracontraction with respect to ‖ · ‖p. Let M
be the map as defined in (8). Then M is quasi-nonexpansive with respect to ‖ · ‖p,∞.
Proof: Suppose x ∈ Rmn and y ∈ F(M). So yi ∈ F(Mi) for i ∈ m. Since each Mi, i ∈m is
a paracontraction with respect to ‖ · ‖p, it follows that ‖Mi(xi)− yi‖p ≤ ‖xi − yi‖p, i ∈m. As
a result,
max
i∈m
‖Mi(xi)− yi‖p ≤ max
i∈m
‖xi − yi‖p (13)
and therefore ‖M(x)−y‖p,∞ = ‖x−y‖p,∞. Thus, M is a paracontraction with respect to ‖ ·‖2,2.
A similar result follows for stochastic matrices. While the following results are stated for
matrices of the form S ⊗ I with respect to ‖ · ‖p,∞, by taking the dimension of the identity
matrix I to be 1 × 1, these results also apply to general stochastic matrices with respect to
‖ · ‖∞.
Proposition 7: Suppose S = [sij ] is an m × m stochastic matrix. Then S ⊗ I is quasi-
nonexpansive with respect to ‖ · ‖p,∞.
Proof: Suppose x ∈ Rmn. By the triangle inequality, ‖
∑
j∈m sijxj‖p ≤
∑
j∈m sij‖xj‖ for each
i ∈m. But since S is stochastic,
∑
j∈m sij = 1 for each i ∈m. Thus,
‖(S ⊗ I)x‖p,∞ = max
i∈m
‖
∑
j∈m
sijxj‖p ≤ max
i∈m
‖xi‖p = ‖x‖p,∞
Therefore ‖(S ⊗ I)x‖p,∞ ≤ ‖x‖p,∞ for any x ∈ Rmn, so S is nonexpansive with respect to
‖ · ‖∞, By Proposition 3, S ⊗ I is quasi-nonexpansive with respect to ‖ · ‖p,∞.
Proposition 8: Suppose S = [sij] is an m ×m positive stochastic matrix. Then for any real
value p satisfying 1 < p <∞, S ⊗ I is a paracontraction with respect to ‖ · ‖p,∞.
Proof: Since S is positive, by Perron’s Theorem, the set of fixed points of the map x 7−→ (S⊗I)x
is the consensus set, C. Let x =
[
x′1 x
′
2 · · · x
′
m
]′
be any vector in Rmn which is not a fixed
point of S ⊗ I . Then there must exist integers i and j such that xi 6= xj . Suppose first that xi
is a scalar multiple of xj ; i.e. xi = λxj for some scalar λ. Without loss of generality assume
|λ| < 1, so ‖xi‖p < ‖xj‖p. Clearly ‖xi‖p < ‖x‖p,∞ and for all d ∈ m, ‖xd‖p ≤ ‖x‖p,∞ Then
for each k ∈m, ∥∥∑
d∈m skdxd
∥∥
p
≤
∑
d∈m ‖skdxd‖p
=
∑
d∈m skd‖xd‖p <
∑
d∈m skd‖x‖p,∞.
This strict inequality holds because S is positive, which ensures that ski > 0. But
∑
d∈m skd = 1
because S is stochastic so ∥∥∥∥∥
∑
d∈m
skdxd
∥∥∥∥∥
p
< ‖x‖p,∞, k ∈m. (14)
Now suppose that xi is not a scalar multiple of xj . Then for each k ∈m, skixi is not a scalar
multiple of skjxj . By Minkowski’s inequality, ‖skixi + skjxj‖p < ‖skixi‖p + ‖skjxj‖p since ski
and skj are both positive. So
‖skixi + skjxj‖p < ski‖xi‖p + skj‖xj‖p, k ∈m. (15)
By the triangle inequality,∥∥∥∥∥
∑
d=1
skdxd
∥∥∥∥∥
p
≤ ‖skixi + skjxj‖p +
∑
d∈m
d6=i,j
‖skdxd‖p.
Thus using (15), ∥∥∑
d∈m skdxd
∥∥
p
<
∑
d∈m ‖skdxd‖p =
∑
d∈m skd‖xd‖p
≤
∑
d∈m skd‖x‖p,∞ = ‖x‖p,∞
so (14) holds for this case as well. But
‖(S ⊗ I)x‖p,∞ = max
k∈m
∥∥∥∥∥
∑
d∈m
skdxd
∥∥∥∥∥
p
so
‖(S ⊗ I)x‖p,∞ < ‖x‖p,∞. (16)
So, from Proposition 3, S ⊗ I is a paracontraction as claimed.
The previous condition that S be a positive stochastic matrix for S⊗I to be a paracontraction is
rather strong. In a certain sense, this is a necessary condition as well. (See Proposition 3.6 of [15]
for a related statement characterizing the complex-valued matrices which are paracontractions
with respect to ‖ · ‖∞.)
Proposition 9: Suppose S = [sij] is an m ×m stochastic matrix and assume that the set of
fixed points of S ⊗ I is C. If S ⊗ I is a paracontraction with respect to ‖ · ‖p,∞, then S is a
positive matrix.
Proof: Suppose S⊗ I is a paracontraction with respect to ‖ · ‖p,∞ and F(S⊗ I) = C. Assume,
to the contrary, that S is not a positive matrix, which means there must be indices i, k ∈m such
that sik = 0. Consider the stacked vector x ∈ Rmn whose subvectors xj , j ∈m are given by
xj =


0 if j = k
z if j 6= k
where z is any vector in Rn such that ‖z‖p = 1. Note that x is not a fixed point of S ⊗ I since
not all subvectors are equal, and so x /∈ C. Now, consider the ith subvector of (S ⊗ I)x,∑
j∈m
sijxj =
∑
j 6=k
sijz = z
∑
j∈m
sij = z.
Therefore,
‖(S ⊗ I)x‖p,∞ = max
i∈m
‖
∑
j∈m
sijxj‖p = max
i∈m
‖z‖p = ‖z‖p
But, ‖x‖∞ = 1, so ||Sx||∞ = ||x||∞. However, since x /∈ F(S ⊗ I), from Proposition 3 this
contradicts the assumption that S ⊗ I is a paracontraction with respect to ‖ · ‖p,∞.
One approach to prove the main result would be to require that each S(t) be a positive matrix.
This is far too restrictive as it would correspond to the requirement that each of the neighbor
graphs N(t), t ≥ 1 be a complete graph. As will be seen in the sequel, instead of showing that
each individual S(t)⊗ I is a paracontraction, we instead show that composed maps of sufficient
length are paracontractions. The main technical lemma is as follows:
Lemma 2: Let Mi, i ∈ m be a set of m > 1 paracontractions with respect to the standard
p norm ‖ · ‖p on Rn where p is a real value satisfying 1 < p < ∞. Let S(1), S(2), . . . , S(q)
be a set of q ≥ 1 m × m stochastic matrices. If the Mi, i ∈ m have a common fixed point
and the matrix product S(q)S(q − 1) · · ·S(1) is positive, then the composed map Rmn → Rmn,
x 7−→ ((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M)(x)
1) is a paracontraction with respect to the mixed vector norm ‖ · ‖p,∞.
2) has as its set of fixed points all stacked vectors of the form
[
y′ y′ · · · y′
]′
where y
is a common fixed point of the Mi, i ∈ m. In other words, its set of fixed points equals
F(M) ∩ C.
The proof of Lemma 2 may be found in the sequel. In the the proof of Theorem 2 will use
Lemma 2 to show that a subsequence converges to a fixed point. In order to show that the overall
sequence also converges to a fixed point, we need one final lemma. Define x¯(t) = (S(t)⊗I)x(t)
for each t ≥ 1.
Lemma 3: Suppose M and each S(t)⊗ I , t ≥ 1 is quasi-nonexpansive with respect to some
norm ‖ · ‖. If some subsequence of x¯(t) converges to x∗ ∈ F(M)∩ C as t→∞, then x(t) also
converges to x∗ as t→∞.
Proof: From (6), ‖x(t+ 1)− x∗‖ = ‖M((S ⊗ I)x(t))− x∗‖ for any t ≥ 1. Since M is quasi-
nonexpansive and x∗ ∈ F(M), ‖M((S⊗I)x(t))−x∗‖ ≤ ‖(S⊗I)x(t)−x∗‖ for any t ≥ 1. Since
S(t)⊗ I is quasi-nonexpansive and x∗ ∈ C ⊂ F(S(t)⊗ I), ‖(S ⊗ I)x(t)− x∗‖ ≤ ‖x(t) − x∗‖
for any t ≥ 1. In summary, for any t ≥ 1,
‖x(t + 1)− x∗‖ = ‖M((S(t)⊗ I)x(t))− x∗‖
≤ ‖(S(t)⊗ I)x(t)− x∗‖
≤ ‖x(t)− x∗‖
(17)
Let x¯(ρ0), x¯(ρ1), x¯(ρ2), . . . be a subsequence of x¯(t), t ≥ 1 which converges to x∗ ∈ F(M)∩C.
From (17), ‖x(t) − x∗‖ ≤ ‖x(ρk + 1) − x∗‖ for any k ≥ 0 and t > ρk. Additionally, since
x¯(ρk) = (S(ρk)⊗ I)x(ρk), it is also true from (17) that ‖x(ρk +1)− x
∗‖ ≤ ‖x¯(ρk)− x
∗‖. Thus
‖x(t)− x∗‖ ≤ ‖x¯(ρk)− x∗‖ for any k ≥ 0 and t > ρk. As a result, if limk→∞ ‖x¯(ρk)− x∗‖ = 0
then limt→∞ ‖x(t) − x∗‖ = 0. So, if the subsequence x¯(ρk), k ≥ 0 converges to some vector
x∗ ∈ F(M) ∩ C, then the sequence x(t) converges to this same vector.
With the above results, it is now possible to prove our main result.
Proof of Theorem 2: Each neighbor graph in the sequence N(1),N(2), . . . has self arcs at each
vertex because each agent is assumed to be a neighbor of itself. By assumption, the sequence
of neighbor graphs N(1),N(2), . . . is repeatedly jointly strongly connected, so for some finite
positive integers l and ρ0 and each integer k > 0, the composed graph N(kl+ρ0−1)◦N(kl+ρ0−
2)◦· · ·◦N((k−1)l+ρ0) is strongly connected. It is known that the composition of q
∆
= m−1 self-
arced, strongly connected graphs must be complete {c.f., Proposition 4 of [14]}. Consequently,
for each integer k > 0, the composed graph N(kql+ρ0−1)◦N(kql+ρ0−2)◦· · ·◦N((k−1)ql+ρ0)
is complete. Thus for each k > 0, the matrix S(kql+ρ0−1)S(kql+ρ0−2) · · ·S((k−1)ql+ρ0)
is positive.
Define z(k) = x¯((k− 1)ql+ ρ0− 1) for each k ≥ 2, so z(k), k ≥ 1 is a subsequence of x¯(t),
t ≥ 1. Note that z(k) is not defined for k = 1, as that would imply z(1) = x¯(0) if ρ0 = 1, and
x¯(0) is not defined. From the definition of x¯(t) and z(k), it follows that
z(k + 1) =((S(kql + ρ0 − 1)⊗ I)M ◦ · · ·
· · · ◦ (S((k − 1)ql + ρ0)⊗ I)M)(z(k))
(18)
for each k ≥ 2. It follows from Assertion 1 of Lemma 2 that the maps x 7−→ ((S(kql + ρ0 −
1)⊗ I)M ◦ · · · ◦ (S((k−1)ql+ρ0)⊗ I)M)(x), k ≥ 2 are all paracontractions with respect to the
mixed vector norm ‖ · ‖p,∞. Note that there are only finitely many such maps, since each map is
a finite length composition, and the entries of each S(t), namely sij(t), may take only a finite
number of possible values. Furthermore it is clear from Assertion 2 of Lemma 2, that the set
of fixed points of each map is F(M) ∩ C. It is clear from Theorem 1 and (18) that z(k), k ≥ 2
must converge to such a fixed point x∗ ∈ F(M) ∩ C. Since z(k), k ≥ 2 is a subsequence of
x¯(t), t ≥ 1, using Proposition 6, Proposition 7, and Lemma 3 it follows that x(t) must also
converge to this same vector x∗ in F(M) ∩ C.
In the sequel we develop the technical results needed to prove Lemma 2. In the proofs below,
we will make use of the matrix Φ(t, τ) =
[
φij(t, τ)
]
m×m
which we define as Φ(t, τ) = S(t)S(t−
1) · · ·S(τ + 1) for 0 ≤ τ < t ≤ q and Φ(t, t) = I for 0 ≤ t ≤ q. Note that S(t)Φ(t − 1, τ) =
Φ(t, τ) = Φ(t, τ + 1)S(τ + 1), 0 ≤ τ < t ≤ q. For each i ∈ m, let vi(0) ∈ Rn be an arbitrary
but fixed vector, and define
vi(t + 1) =
∑
j∈m
sij(t+ 1)Mj(vj(t)), 0 ≤ t < q. (19)
We shall need the following lemmas.
Lemma 4: Let y∗ be a common fixed point of the Mi, i ∈m. For each i ∈m
‖vi(t)− y
∗‖ ≤
∑
j∈m
φij(t, τ)‖vj(τ)− y
∗‖, (20)
for 0 ≤ τ ≤ t ≤ q.
Proof: Fix 0 ≤ τ ≤ q. If t = τ , then (20) holds for each i ∈ m since φij(t, τ) = 1 whenever
i = j and φij(t, τ) = 0 whenever i 6= j.
Suppose t > τ and (20) holds for some t = µ satisfying τ ≤ µ < q,
‖vi(µ)− y
∗‖ ≤
∑
j∈m
φij(µ, τ)‖vj(τ)− y
∗‖, i ∈m. (21)
From (19) and the triangle inequality it follows that ‖vi(µ+1)−y∗‖ ≤
∑
j∈m sij(µ+1)‖Mj(vj(µ))−
y∗‖. But the Mi are paracontractions, so
‖vi(µ+ 1)− y
∗‖ ≤
∑
j∈m
sij(µ+ 1)‖vj(µ)− y
∗‖, i ∈m. (22)
From (21) and (22), it follows that
‖vi(µ+ 1)− y
∗‖≤
∑
k∈m
sik(µ+ 1)
∑
j∈m
φkj(µ, τ)‖vj(τ)− y
∗‖
=
∑
j∈m
∑
k∈m
sik(µ+ 1)φkj(µ, τ)‖vj(τ)− y
∗‖
for each i ∈m. But φij(µ+ 1, τ) =
∑
k∈m sik(µ+ 1)φkj(µ, τ) by the definition of Φ, so
‖vi(µ+ 1)− y
∗‖ ≤
∑
j∈m
φij(µ+ 1, τ)‖vj(τ)− y
∗‖, i ∈m
which shows that (20) holds for t = µ+1. By induction, (20) holds for any t satisfying τ < t ≤ q.
Since τ was initially fixed, (20) holds for any 0 ≤ τ ≤ t ≤ q.
Lemma 5: Let y∗ be a common fixed point of the Mi, i ∈m. Then for each i ∈m,
‖vi(q)− y
∗‖ ≤
∑
j∈m
φij(q, 0)‖vj(0)− y
∗‖ (23)
and the following statements are true.
1) If there is a t satisfying 0 ≤ t < q and a j ∈ m for which φij(q, t) > 0 and Mj(vj(t)) 6=
vj(t), then
‖vi(q)− y
∗‖ <
∑
p∈m
φip(q, 0)‖vp(0)− y
∗‖. (24)
2) If for every t satisfying 0 ≤ t < q and j ∈ m it is true that Mj(vj(t)) = vj(t) whenever
φij(q, t) > 0, then
vi(q) =
∑
p∈m
φip(q, 0)vp(0). (25)
Lemma 6: If the matrix product S(q)S(q − 1) · · ·S(1) has a strongly connected graph, then
F((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M) = F(M) ∩ C
where ◦ denotes composition.
Proof: Let x ∈ F(M)∩C. Therefore x ∈ C and all of the subvectors xi of x =
[
x′1 x
′
2 · · · x
′
m
]′
must be equal. This in turn implies that (S(t) ⊗ I)x = x, t ∈ q since each S(t) is a
stochastic matrix. Since x ∈ F(M), M(x) = x. Thus (S(t) ⊗ I)M(x) = x, t ∈ q so
((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M)(x) = x. Hence x ∈ F((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M)
and thus F(M) ∩ C ⊂ F((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M).
For the reverse inclusion, let x ∈ F((S(q) ⊗ I)M ◦ · · · ◦ (S(1) ⊗ I)M). Set v(0) = x and
let v(t) =
[
v′1(t) v
′
2(t) · · · v
′
m(t)
]′
, 0 ≤ t ≤ q, where vi(0) = xi, i ∈ m and for t ∈ q,
each vi(t) is as defined in (19). Then v(q) = v(0) = x. Let y
∗ be a common fixed point of the
Mi, i ∈m. In view of (23),
‖vi(q)− y
∗‖ ≤
∑
j∈m
φij(q, 0)‖vj(0)− y
∗‖, i ∈m.
Thus w ≤ Φ(q, 0)w where ‖vi(q)−y∗‖ is the ith component of the n-vector w and ≤ here means
component-wise. Since Φ(q, 0) = S(q)S(q− 1) · · ·S(1) has a strongly connected graph, Φ(q, 0)
is irreducible. It follows that w = Φ(q, 0)w {c.f., page 530 of [16]}. By the Perron-Frobenius
Theorem, all components of w must be the same so all ‖vi(q)−y∗‖, i ∈m must have the same
value.
Suppose that for some t satisfying 0 ≤ t < q and i, j ∈m, φij(q, t) > 0 andMj(vj(t)) 6= vj(t).
By Assertion 1 of Lemma 5,
‖vi(q)− y
∗‖ <
∑
p∈m
φip(q, 0)‖vp(0)− y
∗‖.
Since v(q) = v(0), it follows that vp(0) = vp(q) and therefore,
‖vi(q)− y
∗‖ <
∑
p∈m
φip(q, 0)‖vp(q)− y
∗‖.
Thus
‖vi(q)− y
∗‖ <
∑
p∈m
φip(q, 0)‖va(q)− y
∗‖
where a ∈ m is such that ‖va(q) − y∗‖ = maxp∈m ‖vp(q)− y∗‖. Since
∑
p∈m φip(q, 0) = 1,
‖vi(q)− y∗‖ < ‖va(q)− y∗‖. This contradicts the fact that all of the ‖vi(q)− y∗‖, i ∈ m have
the same value. Therefore for every t satisfying 0 ≤ t < q and j ∈ m, it must be true that
Mj(vj(t)) = vj(t) whenever φij(q, t) > 0.
By hypothesis, the graph of Φ(q, 0) is strongly connected so for each j ∈m there must be a
k ∈m such that φkj(q, 0) > 0. This implies that vj(0) ∈ F(Mj), j ∈ m. Therefore x ∈ F(M).
Additionally, the hypothesis of Assertion 2 in Lemma 5 is satisfied. Therefore
vi(q) =
∑
p∈m
φip(q, 0)vp(0), i ∈m.
Thus v(q) = (S(q) ⊗ I) · · · (S(1)⊗ I)x. But v(q) = v(0) = x, so x = ((S(q) · · ·S(1)) ⊗ I)x.
Since S(q) · · ·S(1) is strongly connected, the Perron-Frobenius Theorem ensures that all of the
subvectors xi of x =
[
x′1 x
′
2 · · · x
′
m
]′
must be equal and thus x ∈ C. Therefore F((S(q)⊗
I) · · · (S(1)⊗ I)) ⊂ F(M) ∩ C.
We now have the necessary lemmas to prove our main technical result.
Proof of Lemma 2: First, recall that C = {
[
y′1 · · · y
′
m
]′
: yi = yj, i, j ∈ m} and F(M) =
{
[
y′1 · · · y
′
m
]′
: yi ∈ F(Mi), i ∈m}. From this and Lemma 6 it follows that
F((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M)
= {
[
y′ · · · y′
]′
: y ∈
⋂m
i=1F(Mi)}
Thus Assertion 2 of the theorem is true.
Pick y¯ ∈ F((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M) and x /∈ F((S(q)⊗ I)M ◦ · · · ◦ (S(1)⊗ I)M).
In view of Lemma 6, either x /∈ F(M) or x /∈ C; moreover y¯ ∈ F(M) and y¯ ∈ C. Thus, y¯ must
be of the form y¯ =
[
y′ y′ · · · y′
]
for some vector y ∈ Rn. In addition, y must be a common
fixed point of the Mi, i ∈m.
Set vi(0) = xi, i ∈ m where
[
x′1 x
′
2 · · ·x
′
m
]′
= x and let vi(t), t ∈ q be as defined by
(19). To complete the theorem’s proof, it is sufficient to show that if v(0) /∈ F(M) or v(0) /∈ C,
then
‖vi(q)− y‖p < max
j∈m
‖vj(0)− y‖p, i ∈m. (26)
This is sufficient because (26) impliesmaxj∈m ‖vj(q)−y‖p < maxj∈m ‖vj(0)−y‖p, and therefore
‖((S(q)⊗ I)M ◦ · · · (S(1)⊗ I)M)(v(0))− y‖p,∞ < ‖v(0)− y‖p,∞.
Fix i ∈ m. We claim that if there is a t satisfying 0 ≤ t < q and a j ∈ m for which
φij(q, t) > 0 and Mj(vj(t)) 6= vj(t) then (26) holds. To justify this claim note first that
∑
j∈m
φij(q, 0)‖vj(0)− y‖p≤
(∑
j∈m
φij(q, 0)
)
max
j∈m
‖vj(0)− y‖p.
But
∑
j∈m φij(q, 0) = 1 so∑
j∈m
φij(q, 0)‖vj(0)− y‖p ≤ max
j∈m
‖vj(0)− y‖p. (27)
If there is a t satisfying 0 ≤ t < q and a j ∈m for which φij(q, t) > 0 and Mj(vj(t)) 6= vj(t),
then by Assertion 1 of Lemma 5
‖vi(q)− y‖ <
∑
j∈m
φij(q, 0)‖vj(0)− y‖p.
Since this and (27) imply (26), the claim is true.
To complete the proof there are two cases to consider, the first being when v(0) /∈ F(M). In
this case there is some j ∈m such that vj(0) /∈ F(Mj). By hypothesis, Φ(q, 0) = S(q) · · ·S(1)
is positive and so φij(q, 0) > 0. Therefore with this value of j and t = 0, φij(q, t) > 0 and
Mj(vj(t)) 6= vj(t). Hence (26) holds in this case.
Now consider the case when v(0) /∈ C. Note that Φ(q, 0)⊗I is a paracontraction by Proposition 8
and the assumption that Φ(q, 0) = S(q) · · ·S(1) is a positive matrix. Clearly
‖(Φ(q, 0)⊗ I)v(0)− y¯‖p,∞ < ‖v(0)− y¯‖p,∞. (28)
In other words
max
j∈m
∥∥∥∥∥
∑
k∈m
φjk(q, 0)vk(0)− y
∥∥∥∥∥
p
< max
j∈m
‖vj(0)− y‖p . (29)
As noted in the above claim, if there is a t satisfying 0 ≤ t < q and a j ∈ m for which
φij(q, t) > 0 and Mj(vj(t)) 6= vj(t) then (26) holds. If on the other hand, there is no t satisfying
0 ≤ t < q and j ∈ m for which φij(q, t) > 0 and Mj(vj(t)) 6= vj(t) then Assertion 2 of
Lemma 5 applies, and so
vi(q) =
∑
p∈m
φip(q, 0)vp(0).
Therefore
‖vi(q)− y‖p =
∥∥∥∥∥
∑
p∈m
φip(q, 0)vp(0)− y
∥∥∥∥∥
p
Additionally, ∥∥∥∥∥
∑
p∈m
φip(q, 0)vp(0)− y
∥∥∥∥∥ ≤ maxj∈m
∥∥∥∥∥
∑
k∈m
φjk(q, 0)vk(0)− y
∥∥∥∥∥
p
Finally, from this and (29), it follows that (26) is true.
V. CONCLUDING REMARKS
It may be possible to relax the condition that the sequence of neighbor graphs be ‘repeatedly
jointly strongly connected’ in Theorem 2 to a more general graphical condition which does not
require a uniformity condition, as discussed in the special case. However, the proof technique for
the general case used in this paper relied on showing that certain composed maps are paracon-
tractions and may not be amenable to this extension. It would also be interesting to determine
necessary conditions on the sequence of neighbor graphs which ensure convergence. Finally, the
definition of a paracontraction seems to be too general as to establish meaningful convergence
rates. With this in mind, it may be useful to consider stronger versions of paracontractions for
which convergence rate results may apply.
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VI. APPENDIX
Proof of Proposition 1: Suppose x ∈ F(P1) ∩ F(P2). By definition, x = P1(x) = P2(x) and
so x = P1(P2(x)) = (P1 ◦ P2)(x). Therefore F(P1) ∩ F(P2) ⊂ F(P1 ◦ P2).
Next suppose x ∈ F(P1 ◦ P2). Let y be a common fixed point of P1 and P2, i.e. y ∈ F(P1)
and y ∈ F(P2). Since P1 and P2 are both paracontractions and x ∈ F(P1 ◦ P2),
‖x− y‖ = ‖P1(P2(x))− y‖ ≤ ‖P2(x)− y‖ ≤ ‖x− y‖ (30)
If, however, x /∈ F(P2) then ‖P2(x) − y‖ < ‖x − y‖ and so ‖x − y‖ < ‖x − y‖, which is a
contradiction. So it must be the case that x ∈ F(P2). Therefore,
‖x− y‖ = ‖P1(P2(x))− y‖ = ‖P1(x)− y‖ ≤ ‖x− y‖ (31)
Similarly, if x /∈ F(P1), then ‖P1(x) − y‖ < ‖x − y‖ and so ‖x − y‖ < ‖x − y‖, which is a
contradiction. So x ∈ F(P1) as well as x ∈ F(P2), which implies F(P1 ◦P2) ⊂ F(P1)∩F(P2).
To show that P1 ◦ P2 is a paracontraction, Suppose x /∈ F(P1 ◦ P2) and y ∈ F(P1 ◦ P2). We
have previously shown F(P1 ◦ P2) = F(P1) ∩ F(P2). As a result, y ∈ F(P1) and y ∈ F(P2).
Additionally, either x /∈ F(P1) or x /∈ F(P2). We claim that ‖P1(P2(x)) − y‖ < ‖x − y‖. If
x /∈ F(P2) then ‖P1(P2(x))−y‖ ≤ ‖P2(x)−y‖ < ‖x−y‖. If instead x ∈ F(P2), it must be the
case that x /∈ F(P1), and so ‖P1(P2(x))− y‖ = ‖P1(x)− y‖ < ‖x− y‖. Therefore, the claim is
true. Since both P1 and P2 are paracontractions, they are continuous, and so their composition
P1 ◦ P2 is continuous as well. Consequently, P1 ◦ P2 is a paracontraction.
Proof of Proposition 2: To show that F(P ) is convex, suppose x1, x2, . . . , is a sequence of
vectors in F(P ) which converges to a vector x∗, in other words, limk→∞ xk = x
∗. Since P is a
paracontraction, it is continuous, and thus limk→∞ P (xk) = P (x
∗). But each xk is a fixed point
of P , x = P (x), so limk→∞ xk = limk→∞ P (x
∗). Combining the above facts, it follows that
x = P (x∗), and so x∗ ∈ F(P ). Therefore, F(P ) is closed.
To show that F(P ) is convex, assume x, y ∈ F(P ). Suppose z = αx+(1−α)y for some value
α ∈ (0, 1). Assume, towards a contradiction, that z /∈ F(P ). First, using the triangle inequality,
‖x− y‖ = ‖x− P (z) + P (z)− y‖ ≤ ‖P (z)− x‖+ ‖P (z)− y‖
Since z /∈ F(P ), P is a paracontraction, and x, y ∈ F(P ), it follows that both ‖P (z) − x‖ <
‖z − x‖ and ‖P (z)− y‖ < ‖z − y‖. Thus,
‖x− y‖ < ‖z − x‖ + ‖z − y‖ (32)
From the definition of z,
‖z − x‖ = ‖αx+ (1− α)y − x‖ = (1− α)‖x− y‖
and
‖z − y‖ = ‖αx+ (1− α)y − y‖ = α‖x− y‖.
Consequently,
‖z − x‖+ ‖z − y‖ = (1− α)‖x− y‖+ α‖x− y‖ = ‖x− y‖
From this and (32), it follows that ‖x − y‖ < ‖x − y‖, which is a contradiction. Therefore
z ∈ F(P ) and so F(P ) is convex.
Proof of Proposition 3: To prove the first claim, assume P is quasi-nonexpansive with respect
to ‖ · ‖. Suppose x and y are vectors in Rn. By linearity of P , it follows that ‖P (x)−P (y)‖ =
‖P (x−y)−0‖. Additionally, 0 = P (0), or in other words, 0 ∈ F(P ). Thus, ‖P (x−y)−0‖ ≤ ‖x−
y−0‖ = ‖x−y‖, using the assumption that P is quasi-nonexpansive. So ‖P (x)−P (y)‖ ≤ ‖x−y‖
and therefore P is nonexpansive.
Next, assume P is nonexpansive with respect to ‖ · ‖. Suppose x ∈ Rn and y ∈ F(P ).
Since y is a fixed point of P , ‖P (x)− y‖ = ‖P (x)− P (y)‖. But P is nonexpansive, therefore
‖P (x)− P (y)‖ ≤ ‖x− y‖. Thus, ‖P (x)− y‖ ≤ ‖x− y‖ and so P is quasi-nonexpansive.
To prove the second claim, assume P is a paracontraction with respect to ‖ · ‖. Suppose
x /∈ F(P ). Since P is linear, 0 = P (0), or in other words, 0 ∈ F(P ). Thus, ‖P (x)‖ =
‖P (x)− 0‖ < ‖x− 0‖ = ‖x‖, using the assumption that P is a paracontraction.
Next, assume ‖P (x)‖ < ‖x‖ for any x /∈ F(P ). Since P is linear and ‖ · ‖ is a norm, P is
continuous as well. Note that for any vector y /∈ F(S⊗I), x−y /∈ F(S⊗I) because x /∈ F(P ).
Since ‖P (x)‖ < ‖x‖ holds for all vectors which are not fixed points of P , it must be true that
‖P (x)− y‖ < ‖x− y‖ so P is a paracontraction.
