A model characterising strong normalisation for Klop's extension of λ-calculus is presented. The main technical tools for this result are an inductive definition of strongly normalising terms of Klop's calculus and an intersection type system for terms of Klop's calculus.
Introduction
Klop's extended λ-calculus [Klo80] is a generalisation of Nederpelt's calculus [Ned73] : it was introduced to infer strong normalisation from weak normalisation. We recall that strong normalisation means that all reductions are terminating while weak normalisation means that at least one reduction is terminating. The basic idea of Klop's calculus is very simple and elegant: a redex (λx.M )N with x not in the free variables of M reduces to the pair [M, N ], instead of reducing to M . In this way no subterm is discarded, and strong normalisation coincides with weak normalisation, as proved in [Klo80] . More precisely we use the variant of Klop's λ-calculus discussed by Boudol in [Bou03] : we call it λ * -calculus. In [HL99] Honsell and Lenisa give an inverse limit construction HL ∞ which solves the domain equation
where [D → ⊥ D] is the set of strict continuous functions from D to D (a continuous function f is strict if f (⊥) = ⊥). In a companion paper [TDC06] we proved that HL ∞ characterises strong normalisation of λ-terms. In the present paper we interpret the λ * -calculus in HL ∞ and we show that HL ∞ characterises also strong normalisation of λ * -terms. More precisely our results are:
• a λ * -term S is strongly normalising iff HL ∞ does not interpret S as bottom in the environment which associates top to all variables;
• a λ * -term S is persistently strongly normalising iff HL ∞ interprets S as top in the environment which associates top to all variables; where a λ * -term S is persistently strongly normalising if for all n and all strongly normalising λ * -terms T 1 , . . . , T n the application ST 1 , . . . , T n is strongly normalising too.
This proof is based on:
• an inductive definition of the sets of strongly normalising and persistently strongly normalising λ * -terms;
• an extension of the intersection type assignment system of [HL99] for λ-terms to λ * -terms using the rule for typing pairs of [Bou03] .
As proved in [HL99] , we can give a finitary logical description of HL ∞ using intersection types. In other words we can define an intersection type theory HL * which is the Stone dual of HL ∞ in the sense of [Abr91] . This allows us to express the interpretation of a λ * -term S in the model HL ∞ by means of the types derivable for S in the type system HL * . The present paper is organised as follows. In Section 2 we introduce Klop's extended λ-calculus and we discuss the inductive definition of strongly normalising and persistently strongly normalising λ * -terms. In Section 3 we define the model HL ∞ and the intersection type assignment system HL * , and finally we prove the characterisation results.
Klop's extended λ-calculus
Following [Klo80] we extend the syntax of λ-terms with a pairing operator [ , ], i.e. we have the following syntax for λ * -terms:
Λ * is the set of λ * -terms. In writing λ * -terms we use vector notation in the standard way, i.e. λ x.S T denotes λx 1 . . . x n .ST 1 . . . T m where x is x 1 , . . . , x n and T is T 1 , . . . , T m . We use lh( ) to denote the vector length.
Following [Bou03] we use [S,
it becomes S for n = 0 and T empty.
On Λ * Boudol [Bou03] defines the following reduction rules:
The relation → κ is the contextual closure of these rules and the relation → * κ is the reflexive and transitive closure of → κ .
For example
A λ * -term is weakly normalising if it has a finite reduction sequence. A λ * -term is strongly normalising if all reduction sequences starting from it are finite. Let WN * and SN * be respectively the set of weakly normalising and of strongly normalising λ * -terms. In [Bou03] Boudol shows:
We show that the application of a pair to a sequence of λ * -terms is strongly normalising iff the application of the first element of the pair to that sequence is strongly normalising and the second element of the pair is strongly normalising.
Proof. The only if part of this lemma is Lemma 3.2 of [TDC06] . The if part is easy observing that if there is an infinite reduction out of S U or T , then there is also an infinite reduction out of
We define the set PSN * of persistent strongly normalising λ * -terms as the set of λ * -terms which preserve the strong normalisation property under application to an arbitrary number of strongly normalising λ * -terms, i.e. S ∈ PSN * if for all X ∈ SN * we get S X ∈ SN * . The pairing of λ * -term in PSN * with a λ * -term in SN * remains in PSN * and the application of a λ * -term in SN * to a λ * -term in PSN * remains in SN * . These are the claims of the following lemma, respectively: the proof is given in [TDC06] .
Similarly to [TDC06] we also consider the class SN * n of λ * -terms which preserves the strong normalisation property under application to n strongly normalising λ * -terms, i.e. M ∈ SN * n if for all X 1 , . . . , X n ∈ SN * we get M X 1 . . . X n ∈ SN * . Clearly SN * 0 = SN * . Figure 1 defines the sets PSN and SN n : all rules but the last two are similar to the rules of [TDC06] which give the inductive definition of the corresponding In the remaining of the present section we will show the correctness of our inductive definitions.
Theorem 2.4 PSN = PSN
* and SN n = SN * n . To prove this, we need another theorem and a few lemmas, which we can obtain by extending results in [TDC06] to λ * -terms in a straightforward way. We call the following theorem "Substitution Theorem" , since it allows to replace different variables by different λ * -terms in SN * , instead of the same λ * -term in SN * , preserving the strong normalisation property.
Theorem 2.5 (Substitution Theorem for SN
Proof. The proof of the same statement for λ-terms given in [TDC06] extends without changes to λ * -terms. 2
The first lemma shows a property of the set SN * , which easily follows from Theorem 2.1 and Lemma 2.2.
The following lemma, which is the key result for proving the completeness of the given inductive definition, uses in a crucial way the "Substitution Theorem" for SN * , Theorem 2.5.
Lemma 2.7 If λ x.x S ∈ SN *
n where x ∈ x and lh( x) = n, then λ x.S ∈ PSN * for all S ∈ S.
Proof. For an arbitrary X ∈ SN * with lh( X) = n, we have
Suppose lh( S) = m and y ∈ F V ( S). By Theorem 2.5,
We can show now the soundness and completeness of the given inductive characterisations.
Proof of Theorem 2.4 [TDC06] shows that PSN = PSN * and SN n = SN * n holds when we restrict to λ-terms, i.e. it shows PSN ∩ Λ = PSN * ∩ Λ and SN n ∩ Λ = SN * n ∩ Λ. The present proof and that of [TDC06] are similar. We will show that the rules generate ONLY terms which satisfy the given conditions, that is, PSN ⊆ PSN * and SN n ⊆ SN * n . This claim is proved by induction on the formation rules. It suffices to show that if the statement holds for the premises then it holds for the conclusion. For example for the rule
it is enough to show (λ x.x S) X ∈ SN * for all X ∈ SN * of length n. By induction
By Lemma 2.3(ii) , we have X j S[ x := X] ∈ SN * . By Lemma 2.6, we have (λ x.x S) X ∈ SN * . We also consider the rule:
We assume m ≥ n, the proof for m < n being similar. Let x 1 x 2 = x and lh( x 1 ) = n. For given X ∈ SN * of length n , by induction hypothesis, we have
Then λ x 2 .S T and λ x 2 .U are in SN * , where P
[S , U ] T we can conclude using Lemma 2.2.
We will show that the rules generate ALL terms which satisfy the given conditions, that is, PSN ⊇ PSN * and SN n ⊇ SN * n . First notice that the conclusions of the given rules cover all possible shapes of λ * -terms but λ x.x S with lh( x) = n and x ∈ x for both PSN and SN m with n < m. This is sound since in this case we can always find λ-terms X such that (λ x.x S) X does not have normal form. We refer to the proof of Theorem 4.9 in [TDC06] for this construction. We show that if the statement holds for the conclusion then it must hold for the premises in each rule without .
The most interesting case is that of the rule
By Lemma 2.7 λ x.x S ∈ SN * n implies λ x.S ∈ PSN * for all S ∈ S. Another interesting case is the rule:
whose proof follows from Lemma 2.2. The proof for the last rule is similar. For the remaining rules the proof is by a double induction on the length of the longest reduction sequence to normal form and on the structure of terms. The induction hypothesis applies since either the terms in the premises are obtained by reducing the term in the conclusion or they are smaller than the term in the conclusion. 
where d 1 ⇒ d 2 denotes the step function defined by
The inverse limit construction HL ∞ obtained starting from D 0 and i 0 is a model of the λI-calculus and of the λNK-calculus as shown in [HL99] . The interpretation of λ-terms in HL ∞ is defined in the standard way:
where (F, G) is a strict retraction from [HL ∞ → ⊥ HL ∞ ] to HL ∞ . We recall that a pair of functions (f, g) is a strict retraction from D to E if they satisfy all the following conditions: f and g are continuous; f :
We can easily extend the interpretation to λ * -terms by the clause:
This clause is quite natural in view of the fact that S is the meaningful term in [S, T ], while T is only recorded since it could have an infinite computation.
As proved in [HL99] , we can give a finitary logical description of HL ∞ using intersection types. In other words we can define an intersection type theory HL which is the Stone dual of HL ∞ in the sense of [Abr91] .
The set of types of HL is build out of the constants ϕ and ω by the arrow and intersection constructors:
We define a preorder relation on types whose axioms and rules are justified by:
• viewing "→" as the function space constructor and "∩" as set intersection, • by considering the types ϕ and ω in correspondence with the elements s, , respectively, but reversing the partial order in HL ∞ (this correspondence will be made explicit by the mapping m defined below). Figure 2 defines the preorder ≤: we write τ ∼ σ as short for τ ≤ σ and σ ≤ τ . Notice that ω and ϕ are respectively the smallest and the biggest types. We recall that filters of types are sets of types upper closed and closed under intersection. Let F be the set of all filters: it is easy to check that F is an ω-algebraic Fig. 3 . Typing rules complete lattice with respect to set theoretic inclusion whose bottom element is the empty set and whose top element is the set of all types. Moreover as shown in [HL99] F is isomorphic to HL ∞ through the mapping:
where
We extend the intersection type assignment system of [HL99] to λ * -terms: we call HL * the resulting system. We use Γ to denote a basis, i.e. a mapping from variables to types. The typing rules are shown in Figure 3 : they are standard, but for the typing rule for pairs of λ * -terms which is given in [Bou03] . We denote by derivability in this system. It is easy to verify that strengthening and weakening are admissible rules in this system.
The type assignment system enjoys a Generation Lemma whose restriction to Λ is proved in [DCHM05] . The proof of the last clause which is the only new clause follows easily by induction on deductions.
Lemma 3.1 (Generation Lemma)
We can now formulate Stone duality for the model HL ∞ generalising the result proved in [HL99] for λ-terms.
Theorem 3.2 (Stone Duality)
We have
Proof. The proof is by induction on S. The same statement restricted to λ-terms is proved in [HL99] . Therefore we only need to consider the case of pairs, i.e. let
Let ρ be the environment which associates to all variables. We can characterise strongly normalising and persistently strongly normalising λ * -terms in the model HL * respectively as the λ * -terms whose meaning in the environment ρ is different from ⊥ and equal to . I.e. we have:
The proof of this theorem uses the above discussed isomorphism between HL ∞ and F. The theorem in fact can be reformulated as follows:
The remaining of the present section is devoted to the proof of this theorem. Subsection 3.1 shows the if part by means of a realizability interpretation of intersection types. The only if part can be shown using the inductive definitions of SN * n and PSN * given in Section 2: this proof is the content of Subsection 3.2.
Proof of Theorem 3.4 (⇐)
In order to develop the reducibility method we consider Λ * as the applicative structure whose domain is the set of λ * -terms and whose application is just the application of terms.
We first define a mapping between types and sets of λ * -terms.
Definition 3.5 The interpretation of types is the mappping [[ ]]
defined by:
We extend to Λ * the standard definition of saturated set, as given for example in Krivine [Kri90] , [Kri93] . Definition 3.6 A set S ⊆ Λ * is saturated if for all S, T, U ∈ Λ * :
We can show that all sets in the range of our interpretation of types are saturated. The preorders on types agree with the set theoretic inclusion between type interpretations.
Lemma 3.8 If
Proof. By induction on the length of the derivation of τ ≤ σ. 
We can prove that our type assignment system is sound for the above semantic satisfiability.
Theorem 3.10 (Soundness)
Proof. By induction on the derivation of Γ S : τ .
Case 1. The last step is (Ax), i.e. Γ, x : τ x : τ . Then Γ, x : τ |= x : τ by Definition 3.9(iii).
* by Lemma 3.8. We conclude by Lemma 3.7.
Case 3. The last step is (→ E), i.e. Γ S : τ → σ, Γ T : τ ⇒ Γ ST : σ. Then by the induction hypothesis Γ |= S : τ → σ and Γ |= T :
Case 4. The last step is (→ I), i.e. Γ, x : τ S : σ ⇒ Γ λx.S : τ → σ. By the induction hypothesis Γ, x : τ |= S : σ. Let θ |= Γ and let We can take θ 1 (x) = x, being θ 1 |= Γ ω , because all variables belong to PSN * . Obviously, θ 1 (S) = S for every λ * -term S. Therefore we get that S ∈ SN * . Similarly from Γ ω S : ω we get S ∈ PSN * . 2
Notice that this proof is an extension of the proof given in [HL99] for Λ to Λ * .
Proof of Theorem 3.4 (⇒)
It is useful to have the invariance of typing under subject expansion. This property has been proved in [HL99] for Λ. Proof. The proof of (i) done in [HL99] for Λ extends to Λ * . For (ii) let Γ [S, T ] : τ . By Lemma 3.1(iv) we get Γ S : τ and Γ T : σ for some type σ. Since x ∈ F V (S) by strengthening and weakening we derive Γ, x : σ S : τ . We conclude using rules (→ I) and (→ E).
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