Introduction
Applications of stochastic analysis to the theory of partial differential equations (PDE in short) have their source in stochastic representations of solutions; let L V be a second order differential operator on R n of the form
where a ij , b i , 1 ≤ i, j ≤ n, and V are appropriately smooth functions from R n to R. The solution u = u(x, t) of the Cauchy problem of the PDE ∂u ∂t = L V u, u(·, 0) = f is represented as
where {X(t, x)} t≥0 is the diffusion process stating from x at time 0, which is generated by L 0 , and E stands for the expectation with respect to the underling probability measure. This kind of expression goes back to the studies in 1940's made 2 SETSUO TANIGUCHI by K. Itô [It] , R. Cameron-W. Martin [CM] , and M. Kac [Ka] . In this paper, we shall first give a review on such expressions for classical and generalized reflectionless potentials, and n-soliton solutions of the Korteweg-de Vries (KdV in short) equation 3 . Secondly, we shall apply our probabilistic expression to the stochastic KdV equation observed in [W] . Finally we shall give an alternative proof of the probabilistic expressions of reflectionless potentials by using the filtering theory.
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Reflectionless potentials
A classical reflectionless potential u s with scattering data s = {η j , m j } 1≤j≤n ∈ S is by definition the function
Applying the inverse scattering theory to the Schrödinger operator −(d/dx) 2 + u s , one can spell out the scattering data s from u s . Thus we can identify the space
of all classical reflectionless potentials with S. We say that u is a generalized reflectionless potential if there exist µ > 0 and {u n } ∞ n=1 ⊂ Ξ 0 such that u n converges to u uniformly on compacts and
where Spec(−(d/dx) 2 + u n ) stands for the spectrum of −(d/dx) 2 + u n . Let Ξ be the space of all generalized reflectionless potentials. The space Ξ was used by D. Lundina [L] and V. Marchenko [Ma2] to study the Cauchy problem of the KdV equation, and by S. Kotani [Ko1, Ko2] to construct the KdV-flow.
Let W be the space of all continuous functions w : [0, ∞) → R with w(0) = 0. We denote by {X(x)} x≥0 the coordinate mapping on W; X(x) : W w → X(x, w) = w(x) ∈ R. Let Σ be the space of all finite measures on R with compact support. For σ ∈ Σ, P σ denotes the probability measure on W under which {X(x)} x≥0 is a centered Gaussian process with covariance function
we may and will identify Σ with G. [T2] ), and hence we can define ψ :
σ by taking advantage of stochastic integrals. Namely, take an n-dimensional Brownian motion {b(x)} x≥0 on the probability space (Ω, F, P ). Representing elements of R n as column vectors, we define the R n -valued Ornstein-Uhlenbeck process {ξ σ (x)} x≥0 and the R-valued centered Gaussian process {X σ (x)} x≥0 by
respectively, where
is the standard inner product in R n , and c = t (c 1 , . . . , c n ), the transposed vector of (c 1 , . . . , c n ). It is easily seen that P σ coincides with the induced measure
For σ = n j=1 c 2 j δ pj ∈ Σ 0 , without loss of generality, we may and will assume that there exist m < n and 1
Let 0 < r 1 < · · · < r n−m be the roots of the algebraic equation
We define the mapping ψ :
The second assertion should be understood as follows. Due to the first assertion, one has that ψ(
completely by ψ(P σ ). In this sense, one thinks of ψ(P σ ) as an element in Ξ 0 . In the proof of (2.3) given in [IkT] , the change of variable formula on W, so called the Cameron-Martin formula, played a key role. In the next section, we shall give a new proof of the identity (2.3) by using the filtering theory.
To see the bijectivity described in the assertion (iii), it suffices to construct the inverse mapping of ψ. For this purpose, let u = u s ∈ Ξ 0 (s ∈ S) and e + (x; ζ) be the right Jost solution of the Schrödinger operator
On account of the above observation on the Jost solution, one can give stochastic expressions on (−∞, 0];
The above bijectivity extends to that between G and Ξ;
Then u ∈ Ξ. Conversely every u ∈ Ξ is of the above form.
For σ ∈ Σ, σ n 's constructed as follows satisfy the conditions described in (i);
where β > 0 has been chosen so that supp σ ⊂ [−β, β].
The KdV equation
As is well known ( [MiJD] ), soliton solutions of the KdV equation and the τ -function of the KdV hierarchy are of the same form as classical reflectionless potential. Namely, the τ -function of the KdV hierarchy is given by
, and
As was seen in [IkT] , we also have a stochastic expression of the τ -function. To recall this, let σ ∈ Σ 0 and ψ(σ) = {η j , m j } ∈ S. If we denote by R the diagonal matrix diag[η j ] with η j 's being the diagonal entries, then there exists
and define the n × n-matrix φ(x, t) by
Then, for every (x, t), det φ(x, t) = 0 and one can define the n × n-matrix β t (x) by
We then have that
(ii) If t = (t, 0, . . . ), then the function
is an n-soliton solution of the KdV equation (1.1).
We next consider the stochastic KdV equation dealt with in [W] ;
where a ∈ R and {W (t)} t≥0 is a 1-dimensional Brownian motion which is independent of {b(x)} x≥0 . For t ≥ 0, let t = (t, 0, . . . ) and write A(x, t) and β t (x) for A(x, t) and β t (x). Define
Then we have that Theorem 3.2. The function given by
is a solution of the stochastic KdV equation (3.1).
Proof. In repetition of the argument in [IkT] , we have that
for any x 0 ∈ R. While the stochastic KdV equation dealt with by Wadati [W] was of the form
, after the standard change of variables, his result is rewritten in our setting as follows; the function
solves the stochastic KdV equation (3.1). Combining this with (3.2), we arrive at the desired assertion.
The filtering theory
The results in the previous sections, which connects the Gaussian measures and reflectionless potentials and the KdV equation, start from the identity (2.3). In [IkT] , the identity was shown by using the Cameron-Martin formula on the Wiener space. In this section, we first give an alternative proof of (2.3) with the help of the linear filtering theory. Secondly we investigate Φ σ from the Gaussian filtering theoretical point of view to revisit the Marchenko formula.
Proof of (2.3) via the linear filtering theory. Let
. Throughout this subsection, we assume that
The general case follows from this one in the standard limiting procedure as was seen in [IkT] . Let {b(x)} x≥0 be an n-dimensional Brownian motion on a filtered probability space (Ω, F, P, {F x } x≥0 ), and define {ξ σ (x) = t (ξ 1 σ (x), . . . , ξ n σ (x))} x≥0 and {X σ (x)} x≥0 as in Section 2.
Take a 1-dimensional Brownian motion {N (x)} x≥0 with N (0) = 0, which is independent of {b(x)} x≥0 , and set
given Z x , and
It was shown by Kleptsyna-Le Breton [KlB] that
Combined with the definition of X σ (x), this implies that
where
Since the n × n-matrix valued function P = (P ij ) is the error matrix of the linear filtering problem
it obeys the ordinary differential equation
where I denotes the n × n unit matrix. See [BJ] . Thus, what is needed to show (2.3) is a precise expression of
where 0 denotes the n × n zero matrix. Since
we see that det U 0 (x) = 0 for any x ≥ 0. It is then easily checked that
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Let 0 < r 1 < · · · < r n be the roots of (2.1), and set η j = √ r j . Define n×n-matrices A, B, C and (2n) × (2n)-matrix S by
Then det S = 0 and it holds that
det(A − B) = 0 and det C = 0. We then have that
Due to (4.3), this implies that
Define n × n-matrices X, Y, Z by
In conjunction with the definition of r k 's, this yields that
In the sequel, we compute n i,j=1 Q ij (x) algebraically, and do not use the dependence of η j 's on p i 's. Hence, in what follows we only assume that p i = p j and 
, we obtain that
we have that
Denote by T (ζ) the cofactor matrix of T (ζ), and set Q(ζ)
.
If we use T <i> (ζ) to indicate the matrix obtained by replacing the i-th line of
In the above expression, for p = 0, ζ 
and its cofactor matrix K, it holds that n i,j=1
Hence if we set 
Plugging this into (4.9), we obtain that
Combining this with (4.6), (4.7) and (4.8), we arrive at
From this, (4.1) and (4.4), the identity (2.3) follows.
The Gaussian filtering theory.
In this subsection, we give a probabilistic interpretation of the Marchenko formula ( [Ma1] ) in the inverse scattering theory through the Gaussian filtering theory.
We start with recalling the Gaussian filtering theory. Let u ∈ Ξ and, as an application of Theorem 2.3, take P σ ∈ G so that u = ψ(P σ ) on [0, ∞). Let Ω = W × W, and define the probability measure P = P σ × P δ0 on Ω. Notice that P δ0 is the Wiener measure on W. Denote by {(X(x), N (x))} x≥0 the coordinate mapping of Ω; X(x, w) = w 1 (x), N (x, w) = w 2 (x) for w = (w 1 , w 2 ) ∈ Ω. Define It was shown by Kleptsyna-Le Breton [KlB] that 
S(y)dy .
Hence we have that
This identity is exactly the Marchenko formula in the inverse scattering theory ([Ma1] ). Thus we have revisited the Marchenko formula via the stochastic calculus.
