




am Beispiel von Lithiumsilikatgl¤asern
Inaugural-Dissertation
zur Erlangung des naturwissenschaftlichen Doktorgrades
im Fachbereich Chemie und Pharmazie
der Mathematisch-Naturwissenschaftlichen Fakult¤at





Dekan: Prof. Dr. JENS LEKER
Erster Gutachter: Prof. Dr. ANDREAS HEUER
Zweiter Gutachter: HD Dr. DIRK WILMER
Tag der Mu¨ndlichen Pru¨fungen: 07., 12., 15.10.2004
Tag der Promotion: 15.10.2004
Die Abbildungen 3.2, 3.4, 3.6, 3.8, 3.9, 3.11, 3.12, 3.13, 3.14, 3.15, 3.18 und 3.19 wurden bereits
in leicht vera¨nderter Form in [45] vero¨ffentlicht. Reproduced by permission of the PCCP Owner
Societies.
Die Abbildungen 4.2, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8 und 4.9 wurden bereits in leicht vera¨nderter Form




2 Theoretische Grundlagen und Umsetzung 9
2.1 Computersimulationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Grundlagen und Realisation der MD-Technik . . . . . . . . . . . . . . . . 9
2.3 Periodische Randbedingungen . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Potentialtrunkierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Nachbarschaftslisten - das link cell Verfahren . . . . . . . . . . . . . . . . 12
2.6 EWALD-Summe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.7 Ensembles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7.1 Skalierung der Geschwindigkeiten . . . . . . . . . . . . . . . . . . 15
2.7.2 NOSE´-HOOVER-Thermostat . . . . . . . . . . . . . . . . . . . . . 15
2.8 Elektrische Felder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Charakterisierung der komplexen Ionendynamik 17
3.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Struktur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Dynamik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1 Mittleres Verschiebungsquadrat und Diffusionskoeffizienten . . . . 21
3.3.2 Inkoha¨rente Streufunktion . . . . . . . . . . . . . . . . . . . . . . 23
3.3.3 Kooperativita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.4 Ortsaufgelo¨ste Betrachtung der Ionendynamik I . . . . . . . . . . . 25
3.3.5 Ortsaufgelo¨ste Betrachtung der Ionendynamik II . . . . . . . . . . 27
3.3.6 Diskussion der Funktion w(t) . . . . . . . . . . . . . . . . . . . . . 28
3.4 Ergebnisdiskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4 Ru¨ckkorrelationen und Heterogenita¨ten 33
4.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Dreizeitenkorrelationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.1 Definition von Dreizeitenkorrelationen . . . . . . . . . . . . . . . 34
4.2.2 Momente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2.3 Das erste Moment im Limes t01→ 0 . . . . . . . . . . . . . . . . . 35
4.3 Modellrechnungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.1 Harmonischer Oszillator . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.2 Periodisches Potential . . . . . . . . . . . . . . . . . . . . . . . . 37
5
6 INHALTSVERZEICHNIS
4.3.3 Potential mit alternierenden Barrieren - alternate barrier Modell . . 38
4.3.4 Random trap Modell . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Ergebnisse der MD-Simulationen . . . . . . . . . . . . . . . . . . . . . . . 40
4.4.1 Bisherige Erkenntnisse . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4.2 Hin- und Ru¨ckdynamik . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4.3 Dynamische Heterogenita¨ten . . . . . . . . . . . . . . . . . . . . . 42
4.5 Ergebnisdiskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5 Mikroskopische Untersuchung der Sprungdynamik 47
5.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 Simulationen mit immobilisiertem Silikatnetzwerk . . . . . . . . . . . . . 48
5.2.1 Vergleich der Temperaturabha¨ngigkeit der Diffusionskoeffizienten . 49
5.2.2 Vergleich von Ru¨ckkorrelationen . . . . . . . . . . . . . . . . . . . 49
5.3 Lithium und seine Umgebung wa¨hrend des Sprungs . . . . . . . . . . . . . 50
5.3.1 Definition von Lithiumspru¨ngen . . . . . . . . . . . . . . . . . . . 50
5.3.2 Relevante Bezugssysteme . . . . . . . . . . . . . . . . . . . . . . 52
5.3.3 Bestimmung der Parameter τ und smin . . . . . . . . . . . . . . . . 53
5.3.4 Ra¨umliche Verteilung der Lithiumspru¨nge . . . . . . . . . . . . . . 53
5.3.5 Untersuchte Gro¨ßen . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.3.6 Lithiumdynamik wa¨hrend eines Sprungs . . . . . . . . . . . . . . . 55
5.3.7 Partielle Lithium-BO- und Lithium-NBO-Korrelationsfunktion . . . 58
5.3.8 Sauerstoffdynamik am Sattelpunkt eines Lithiumsprungs . . . . . . 59
5.3.9 Sauerstoffdynamik am Ausgangsplatz eines Lithiumsprungs . . . . 63
5.4 Ergebnisdiskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6 Nichtlineare Antwort der Ionendynamik 69
6.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Ergebnisse der Simulationen . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.3 Ergebnisdiskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7 Zusammenfassung und Ausblick 75
Literaturverzeichnis 79
A Danksagung 83
B Tabellarischer Lebenslauf 85
Kapitel 1
Einleitung
Das Wissen und die Fa¨higkeit, Materialien als solche zu erkennen, sie zu verbessern und
einzusetzen, mo¨gen diese beispielsweise Stein, Eisen, Papier oder Silizium sein, hat grund-
legend zur Entwicklung der menschlichen Gesellschaft beigetragen. Viele Beispiele der Ge-
schichte zeigen, daß die Sta¨rke und Durchsetzungsfa¨higkeit verschiedener Kulturen ha¨ufig
verbunden ist mit dem Zugang zu Materialien und der Technologie, diese einzusetzen. Der
u¨berwiegende Anteil heute bekannter Materialien ist in der Vergangenheit nach dem Prin-
zip von Versuch und Irrtum entwickelt worden. Heutzutage verfu¨gen Naturwissenschaftler
daru¨berhinaus u¨ber ein tiefgreifendes Versta¨ndnis der Grundprinzipien des Aufbaus und
der Funktionsweise von Materialien auf molekularer und atomarer Ebene. Dieses Wissen,
gepaart mit dem enormen Fortschritt der Computertechnik, hat in der ju¨ngeren Vergangen-
heit die Tu¨r geo¨ffnet, um mit Hilfe von Computersimulationen strukturelle und dynamische
Materialeigenschaften zu charakterisieren und auf mikroskopischer Ebene zu erforschen,
Materialien und ihre Herstellung weiterzuentwickeln sowie Vorhersagen u¨ber ihr Verhal-
ten im Alltagseinsatz zu treffen. Dieser Fortschritt der Materialwissenschaften kommt einer
wissenschaftlichen und entwicklungstechnischen Revolution gleich, deren Ende noch bei
weitem nicht abzusehen ist.
Der ionische Ladungstransport spielt eine zentrale Rolle in vielen modernen Materiali-
en fu¨r Hochtechnologie-Anwendungen, wie etwa der elektrochemischen Energieumwand-
lung in Festko¨rperbatterien und Brennstoffzellen, der chemischen Sensorik oder der Elek-
trochromie. Vor diesem Hintergrund ist in den vergangenen Jahren eine Fu¨lle von kristalli-
nen, glasfo¨rmigen und polymeren Ionenleitern unterschiedlichster chemischer Zusammen-
setzung und mit den verschiedensten Eigenschaften entwickelt worden. All diese verschie-
denen Materialien haben miteinander die Eigenschaft gemein, daß in ihnen bewegliche
Ionen besta¨ndig Platzwechsel- oder Umlagerungsvorga¨nge vollfu¨hren und ihnen auf die-
se Weise ihren Charakter als Festko¨rperelektrolyte verleihen, der sich makroskopisch als
gekoppelter Transport von Stoff und Ladung beobachten la¨ßt. Die weitere Entwicklung und
Optimierung ionenleitender Materialien bedarf daher nicht nur der Bestimmung makrosko-
pischer Transportgro¨ßen, sondern erfordert insbesondere ein detailliertes Versta¨ndnis der
ionischen Strukturen, Wechselwirkungen und Bewegungsabla¨ufe. Allgemeiner gesprochen,
ist ein verbessertes Versta¨ndnis des komplizierten Vielteilchenproblems der Ionendynamik
wu¨nschenswert, das sowohl Wechselwirkungen der Ionen untereinander als auch mit der
Matrix umfaßt, die sie umgibt. Die theoretische Beschreibung solcher Vielteilchensysteme
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ist eine anspruchsvolle und bis heute nicht vollsta¨ndig gelo¨ste Aufgabe. Neben experimen-
tellen Untersuchungen ko¨nnen hier Computersimulationen sowohl realistischer Systeme wie
auch schematischer Modelle einen wichtigen Beitrag zum theoretischen Versta¨ndnis der mi-
kroskopischen und makroskopischen Vorga¨nge in ionenleitenden Materialien leisten.
Ein glasfo¨rmiger Vertreter ionenleitender Materialien ist das Lithiumsilikatsystem, das
in dieser Arbeit anhand von Molekulardynamiksimulationen untersucht wird. Es steht bei-
spielhaft fu¨r viele ionenleitende Gla¨ser, so daß sich viele Ergebnisse dieser Arbeit auf qua-
litativer Ebene auf eine Vielzahl a¨hnlicher Materialien u¨bertragen lassen.
Die vorliegende Arbeit ist wie folgt strukturiert: In Kapitel 2 werden zuna¨chst die grund-
legenden Techniken erla¨utert, die bei der Erzeugung der Simulationsdaten angewandt wur-
den. Es schließt sich Kapitel 3 an, in dem die komplexe Ionendynamik charakterisiert wird.
Hierbei werden viele Gro¨ßen untersucht, die auch experimentell zuga¨nglich sind. Insbeson-
dere wird dargelegt, wie die im Rahmen dieser Arbeit untersuchten Gro¨ßen mit der fre-
quenzabha¨ngigen elektrischen Leitfa¨higkeit korrespondieren. Von besonderem Interesse ist
das dispersive Verhalten der Ionendynamik, das sich bei tiefen Temperaturen fu¨r Frequen-
zen ν < 1011 Hz in einer abnehmenden Frequenzabha¨ngigkeit der Leitfa¨higkeit a¨ußert, die
schließlich bei kleinen Frequenzen in ein Gleichstromplateau u¨bergeht. Der Weg zu einem
besseren Versta¨ndnis dieses Verhaltens fu¨hrt unweigerlich u¨ber die Untersuchung von Ru¨ck-
korrelationen und dynamischen Heterogenita¨ten. Diese werden in Kapitel 4 systematisch
anhand von Dreizeitenkorrelationsfunktionen analysiert. Durch die mikroskopische Unter-
suchung der Sprungdynamik in Kapitel 5 la¨ßt sich ebenfalls viel u¨ber Ru¨ckkorrelationen
und dynamische Heterogenita¨ten lernen. Insbesondere werden hier Erkenntnisse u¨ber den
Einfluß der Pfadstruktur und der Netzwerkdynamik auf das Verhalten der Ionen gewonnen.
Experimentell sind Informationen u¨ber die Pfadstruktur fester Ionenleiter u¨ber nichtlineare
Leitfa¨higkeitsspektroskopie zuga¨nglich. Allerdings verfu¨gt man fu¨r derart komplexe Syste-
me bislang nur u¨ber ein wenig ausgebildetes Versta¨ndnis des nichtlinearen Verhaltens der
Ionendynamik. In der Hoffnung diesbezu¨glich Fortschritte zu erzielen, werden in Kapitel 6
Simulationen von Systemen unter dem Einfluß starker elektrischer Felder ausgewertet. Ab-
schließend sind die wichtigsten Ergebnisse dieser Arbeit in Kapitel 7 zusammengefaßt, das
zusa¨tzlich einen Ausblick gibt.
Kapitel 2
Theoretische Grundlagen und technische
Umsetzung
2.1 Computersimulationen
Viele technologisch relevante Materialien verdanken ihren besonderen Nutzen ihren struktu-
rellen wie dynamischen mikroskopischen Eigenschaften. Fu¨r ein grundlegendes Versta¨ndnis
ist daher das Studium solcher Materialien auf mikroskopischer Ebene von großem Nutzen.
Leider erlauben Experimente hier ha¨ufig nur einen unzureichenden Einblick. Diesen ko¨nnen
jedoch Computersimulationen ermo¨glichen. Einhergehend mit gut kontrollierbaren Bedin-
gungen sind bei dieser Methode sowohl mikroskopische als auch makroskopische Informa-
tionen u¨ber das simulierte System leicht zuga¨nglich.
Durch den anhaltenden technischen Fortschritt auf dem Gebiet der Mikroelektronik ste-
hen heutzutage bezahlbare Parallelrechensysteme zur Verfu¨gung, mit deren Hilfe es mo¨glich
ist, sowohl große Systeme mit hohen Teilchenzahlen zu simulieren, als auch lange Simula-
tionsdauern zu realisieren.
Diese Arbeit greift auf die Methode der Molekulardynamik(MD)-Simulation zuru¨ck.
2.2 Grundlagen und Realisation der MD-Technik
Das zentrale Prinzip von MD-Simulationen besteht im Lo¨sen der NEWTON’schen Bewe-
gungsgleichungen fu¨r Atome und/oder Moleku¨le [1]. Durch die Wechselwirkung mit den
anderen Teilchen in der Simulationszelle wirkt auf das ite Teilchen die Kraft:
Fi = mir¨i =−∇ ∑
j 6=i
φi j. (2.1)
Analog kann eine Gleichung zur Beschreibung des Drehmoments formuliert werden. Da
jedoch im Rahmen dieser Arbeit ausschließlich Simulationen an Systemen durchgefu¨hrt
wurden, die nur Atome (d.h. Punktmassen) enthalten, kann auf die Besprechung der Rotati-
onsbewegung verzichtet werden.
Das in dieser Arbeit verwandte Potential φi j beschreibt die Wechselwirkung zwischen
9
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den Atomen i und j als Summe aus BUCKINGHAM- und COULOMB-Potential:





+ Ai j exp(−Bi jri j). (2.2)
Hierbei bedeutet ri j den Abstand zwischen dem iten und dem jten Teilchen. Die Poten-
tialparameter Ai j, Bi j, Ci j und die Teilchenladungen qi, q j sind in Tabelle 2.1 aufgelistet.
Sie entstammen ab initio Rechnungen von HABASAKI et al. [28, 29], wurden jedoch um
die Beitra¨ge der VAN DER WAALS’schen Wechselwirkung zwischen den Lithiumionen bzw.
zwischen Lithium und Silizium erga¨nzt [6].
Aus Gl. (2.2) erha¨lt man limr→0 φi j(r) =−∞. Um bei der Initialisierung einer Simulati-
on mit zufa¨lliger Ausgangskonfiguration unrealistische kurzreichweitige Anziehungseffekte
auszuschließen, wurde die Potentialfunktion (2.2) um eine harmonische Korrektur fu¨r sehr
kleine Teilchenabsta¨nde erga¨nzt [6]:
φi j(ri j < Di j) = φi j(Di j) + Gi j(ri j−Di j)2. (2.3)
Die genauen Werte von Di j und Gi j sind nur von rein technischer Bedeutung und fu¨r das
Simulationsergebnis irrelevant, da nach initialer Equilibrierung einer Simulation bei hohen
Temperaturen keine Absta¨nde ri j < Di j mehr auftreten.
Zur numerischen Integration der Bewegungsgleichung (2.1) wurde das Programm ”Mol-
dy“ von REFSON in der Version 2.16e eingesetzt [73, 74]. Hierbei findet ein predictor-
corrector-Algorithmus Verwendung:
i ri(t + δt) = ri(t) + δt r˙i(t) + δt
2
6 [4r¨i(t)− r¨i(t−δt)]
ii r˙(p)i (t + δt) = r˙i(t) + δt2 [3r¨i(t)− r¨i(t−δt)]
iii r¨i(t + δt) = Fimi + f (r˙
(p)
j (t + δt), j = 1 . . . i . . .N)
iv r˙(c)i (t + δt) = r˙i(t) + δt6 [2r¨i(t + δt) + 5r¨i(t)− r¨i(t−δt)]
v Ersetze r˙(p)i durch r˙
(c)
i und wiederhole Schritt iii bis v
bis zur Konvergenz.
(2.4)
i j qi/e Ai j/eV Bi j · A˚ Ci j/(eV · A˚6)
O −1,381)
−1,228422)
O 1759 2,8464 215,0
Si 10734 4,7959 70,82
Li 2391 4,0182 33,21
Si 2,40
Si 8,734 ·108 15,2207 23,33
Li 239343 9,4286 10,93
Li 0,87
Li 67203 6,8297 5,13
qO wird je nach Zusammensetzung des Systems x Li2O · (1−x) SiO2 so
gewa¨hlt, daß das Gesamtsystem elektroneutral ist. 1) x = 0,5; 2) x = 0,1.
Tabelle 2.1: Potentialparameter nach [6, 28, 29].
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Fu¨r alle Simulationen in dieser Arbeit wurde ein Elementarzeitschritt von δt = 2 fs gewa¨hlt.
Die Funktion f in Schritt iii des Algorithmus (2.4) steht fu¨r Beitra¨ge zur Beschleunigung,
die abha¨ngig von den Teilchengeschwindigkeiten sind, wie sie z.B. bei Verwendung von
Thermostaten oder Barostaten auftreten. Man beachte, daß in Schritt iii nur f fu¨r jede Wie-
derholung der Iteration neu berechnet werden muß, nicht jedoch die aufwendig zu berech-
nende Kraft Fi.
2.3 Periodische Randbedingungen
Computersimulationen werden u¨blicherweise mit Teilchenzahlen 10 ≤ N ≤ 10000 durch-
gefu¨hrt, die verglichen mit den Teilchenzahlen N ≈ 1023 in der Natur oder im Experiment
sehr klein sind. Die Systemgro¨ße wird durch den beno¨tigten Arbeitsspeicher und vor allem
durch die Rechenzeit limitiert. Die kleine Teilchenzahl bedingt, daß die Simulationszel-
le verglichen mit makroskopischen Proben eine relativ große Oberfla¨che im Verha¨ltnis zum
Volumen besitzt. Da die Kra¨fte, die ein Teilchen in der Na¨he der Oberfla¨che erfa¨hrt, sich sehr
stark von denen im Inneren einer Probe unterscheiden, dies aber u¨berproportional ha¨ufig ist,
wa¨re es ohne entsprechende Vorkehrungen unmo¨glich, Simulationen durchzufu¨hren, die re-
levante Aussagen zu den Vorga¨ngen im Probeninneren zulassen.
Das Problem der Oberfla¨cheneffekte kann durch Anwendung periodischer Randbedin-
Abbildung 2.1: Zweidimensionales periodisches System. Teilchen ko¨nnen u¨ber jede der vier
Kanten jeder Zelle in diese eindringen oder sie verlassen. In einem dreidimensionalen Sy-
stem wa¨re dieser U¨bergang u¨ber die sechs Fla¨chen einer wu¨rfelfo¨rmigen Zelle mo¨glich.
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gungen u¨berwunden werden [1]. Hierbei wiederholt sich die Simulationszelle mit Kan-
tenla¨nge L periodisch im Raum und bildet ein unendliches Gitter. Verla¨ßt ein Teilchen die
urspru¨ngliche Simulationszelle und tritt in das daru¨berliegende Abbild der Zelle ein, so
tritt in gleicher Weise ein Abbild dieses Teilchens von unten in die Simulationszelle ein.
Abb. 2.1 stellt einen solchen Vorgang in zwei Dimensionen dar. Die urspru¨ngliche Simula-
tionszelle ist hier grau unterlegt dargestellt. Ihre Abbilder sind mit A, B, C, etc. markiert.
U¨berquert Teilchen 1 eine Zellgrenze, so u¨berqueren auch dessen Abbilder 1A, 1B, 1C, usw.
die entsprechende Grenze. So bleibt die Anzahldichte in der urspru¨nglichen Zelle wie auch
im unendlich fortgesetzten System konstant. Man beachte, daß es nicht notwendig (und
unmo¨glich) ist, die Koordinaten aller Teilchenabbilder in den periodisch fortgesetzten Zel-
len zu speichern, sondern es lediglich der Speicherung der Teilchen in der urspru¨nglichen
Simulationszelle bedarf.
Wa¨hlt man Teilchenzahl und Zellvolumen ausreichend groß, so spu¨rt das einzelne Teil-
chen nicht, daß die Simulationszelle periodisch fortgesetzt ist, sondern verha¨lt sich so, als
wa¨re das umgebende Volumen unendlich groß [1].
2.4 Potentialtrunkierung
Durch die Einfu¨hrung periodischer Randbedingungen ergibt sich ein neues Problem. Da ein
Teilchen jetzt nicht mehr nur mit den anderen Teilchen in der Simulationszelle wechselwirkt
sondern auch mit allen Teilchenabbildern in allen Abbildern der Simulationszelle, mu¨ßten
nun zur Bestimmung der auf das Teilchen wirkenden Kraft unendlich viele Beitra¨ge berech-
net werden. Da dies nicht mo¨glich ist, bedarf es Techniken, die Anzahl der zu berechnen-
den Beitra¨ge zu reduzieren. Bei kurzreichweitigen Wechselwirkungen, die sta¨rker abfallen
als r−3, wird dies durch Trunkierung des Potentials erreicht. Die Wechselwirkungsbeitra¨ge
werden nur bis zu einem kritischen Teilchenabstand rc beru¨cksichtigt und daru¨berhinaus
vernachla¨ssigt.
2.5 Nachbarschaftslisten - das link cell Verfahren
Die meisten einfachen MD-Programme durchlaufen eine Schleife u¨ber alle Teilchenpaare,
bestimmen den zugeho¨rigen Teilchenabstand r und berechnen die entsprechenden Wech-
selwirkungsbeitra¨ge falls r < rc. Dabei wird die Wechselwirkung zwischen zwei Teilchen
jeweils nur einmal beru¨cksichtigt (minimum-image Konvention), so daß rc beschra¨nkt ist auf
rc ≤ 12L. Ein weiterer schwerwiegender Nachteil dieser Methode ist, daß sich der Zeitauf-
wand dieser Methode fu¨r N Teilchen verha¨lt wie O(N2).
Im Programmpaket ”Moldy“ ist mit dem link cell Verfahren ein insbesondere fu¨r große
Teilchenzahlen N besser geeigneter Algorithmus implementiert. Hierbei wird die Simula-
tionszelle in eine gegebene Anzahl kleinerer Zellen unterteilt. Wa¨hrend jedes Zeitschritts
wird fu¨r jede Unterzelle eine Liste mit den darin enthaltenen Teilchen erstellt. Fu¨r die Be-
rechnung der Wechselwirkungsbeitra¨ge kommen nur Paare von Teilchen in Frage, die sich
in Unterzellen befinden, deren Abstand zueinander kleiner als rc ist. Damit kann zu Beginn
der Simulation fu¨r jede Unterzelle eine feste Liste von Unterzellen bestimmt werden, die
wa¨hrend jedes Zeitschritts abgearbeitet werden muß. Sowohl der Rechenaufwand fu¨r die
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Bestimmung der Teilchenlisten fu¨r die einzelnen Unterzellen als auch die Anzahl der zu
berechnenden Wechselwirkungsbeitra¨ge verha¨lt sich wie O(N) [1, 73, 74].
2.6 EWALD-Summe
Langreichweitige Wechselwirkungen, die mit r−3 oder schwa¨cher abfallen, konvergieren
nicht innerhalb einer endlichen Entfernung r. Sie ko¨nnen daher nicht trunkiert werden. In
diesem Fall beno¨tigt man andere Methoden, um den Rechenaufwand zu reduzieren.
Die relevante langreichweitige Wechselwirkung fu¨r das Studium der Ionendynamik ist




/ri j in Gl. (2.2) repra¨sentierte COULOMB-Potential. Es ist ent-
scheidend, diesen Term so zu zerlegen, daß man nur noch rasch konvergierende Terme





bzw. erfc(x) = 2√pi
R ∞
x dξexp(−ξ2)
= 1− erf(x) .
(2.5)










Der Term erfc(αr)/r konvergiert rasch im realen Raum. erf(αr)/r ist dagegen eine steti-
ge Funktion, deren FOURIER-Transformierte rasch konvergiert. Dies wird bei der EWALD-
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Hierbei bedeuten n den Gittervektor auf eines der Abbilder der periodisch fortgesetzten Si-
mulationszelle, k = 2pin/L den reziproken Gittervektor und ε0 die elektrische Feldkonstante.
Mit dem Parameter α kann eingestellt werden, wie die Berechnung der COULOMB-Energie
auf den realen und den reziproken Raum verteilt wird.
Anschaulich werden bei der EWALD-Summation die Punktladungen in der direkten
Summe erga¨nzt durch GAUSS-Funktionen mit umgekehrtem Vorzeichen, so daß sich die
1Die Summe ∑′n ist gleichbedeutend mit ∑n, wenn wie hier keine mehratomigen Moleku¨le definiert sind.






Abbildung 2.2: EWALD-Summe: Die Ladungsdichte ρq(r) wird auf realen und reziproken
Raum aufgeteilt.
integrierte Ladungsdichte aufhebt. Durch Addition der hinzugefu¨gten Ladungsdichte mit
gleichem Vorzeichen wie die urspru¨nglichen Punktladungen im reziproken Raum wird die
zusa¨tzliche Ladungsdichte im Realraum wieder kompensiert (siehe Abb. 2.2). Da man hier-
bei auch die Wechselwirkungsenergie der hinzugefu¨gten Ladungsdichte mit sich selbst be-
rechnet, wird diese in Gl. (2.7) von der Summe der Terme fu¨r den realen und den reziproken
Raum wieder abgezogen.
2.7 Ensembles
Wa¨hrend klassischer MD-Simulationen werden die Bewegungsgleichungen einer festen An-
zahl N Teilchen in einer Simulationszelle mit festem Volumen V gelo¨st. Hierbei bleibt die
Gesamtenergie E des Systems konstant. Mit dieser Methode werden also mikrokanonische
Ensembles oder NV E-Ensembles erzeugt. Es gibt jedoch gute Gru¨nde, sich fu¨r Ensembles
anderer Erhaltungsgro¨ßen zu interessieren. Ha¨ufig mo¨chte man z.B. eine mo¨glichst gute
Vergleichbarkeit mit experimentellen Daten erlangen, die in den allermeisten Fa¨llen bei
konstanter Temperatur und konstantem Druck gemessen werden. Aus zwei Gru¨nden war
es fu¨r diese Arbeit besonders interessant, u¨ber Techniken zu verfu¨gen, die die Temperatur
und damit statt der Gesamtenergie die kinetische Energie konstant halten ko¨nnen:
1. U¨blicherweise wird eine MD-Simulation bei einer sehr hohen Temperatur initiali-
siert. Um eine gewu¨nschte tiefere Temperatur einstellen zu ko¨nnen, beno¨tigt man ein
wirksames Instrument, mit dem man wa¨hrend der Equilibrierungsphase u¨berschu¨ssige
kinetische Energie aus dem System entfernen kann.
2. Diese Arbeit behandelt ionenleitende Gla¨ser. Der u¨berwiegende Teil der Simulationen
wurde unterhalb der Glasu¨bergangstemperatur durchgefu¨hrt, so daß das Silikatgeru¨st
innerhalb eines simulierbaren Zeitrahmens nur noch lokale Bewegungen vollfu¨hrt.
Daher kann das Silikatgeru¨st nicht vollsta¨ndig equilibriert werden, und wird im Ver-
gleich zur Gleichgewichtsstruktur mit einer zu hohen potentiellen Energie eingefro-
ren. Wa¨hrend der Simulation eines NV E-Ensemble wu¨rde dadurch langsam die Tem-
peratur steigen und wa¨re somit insbesondere fu¨r lange Simulationen schwer zu kon-
trollieren. Es ist daher wu¨nschenswert, ein kanonisches (NV T -)Ensemble zu simulie-
ren.
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2.7.1 Skalierung der Geschwindigkeiten
Die mittlere kinetische Energie < Ekin > f ist fu¨r jeden Freiheitsgrad f des Systems durch
den Gleichverteilungssatz gegeben:




Hierbei bedeuten T die Temperatur und kB die BOLTZMANN-Konstante. Die effektive Tem-












Fu¨r ein dreidimensionales System mit N Teilchen ohne Rotationsfreiheitsgrade (z.B. Atome











wobei mi die Masse und vi die Geschwindigkeit des iten Teilchens bedeutet.
Die einfachste Art, die Temperatur zu kontrollieren, besteht darin, in regelma¨ßigen Zeit-






wobei T die angestrebte Temperatur bedeutet [74]. Wa¨hrend der Equilibrierung des Systems
wird durch wiederholtes Einstellen der instantanen Temperatur auf den gewu¨nschten Wert
die kinetische Energie ihrem Bestimmungswert angena¨hert.
Da die instantane kinetische Energie im Nenner von Gl. (2.11) bei endlichen Tem-
peraturen fluktuiert, findet u¨blicherweise eine modifizierte Form von Gl. (2.11) Verwen-
dung. Strenggenommen sollte zur Skalierung die mittlere kinetische Energie < Ekin > wie
in Gl. (2.9) verwandt werden. Da diese Gro¨ße aber erst nach Beendigung der Simulation
zur Verfu¨gung steht, wird ein partieller Mittelwert < Ekin >′ u¨ber eine bestimmte Anzahl
(5000 in dieser Arbeit) aufeinanderfolgender Zeitschritte verwendet, um die Temperatur mit







Eine anspruchsvollere Mo¨glichkeit zur Kontrolle der Temperatur ist die Kopplung des Sy-
stems an ein Wa¨rmereservoir. Hierfu¨r hat NOSE´ eine HAMILTON-Funktion fu¨r ein erweiter-
tes System vorgeschlagen, die auch die Freiheitsgrade des Wa¨rmereservoirs beru¨cksichtigt
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[65]. Damit erzeugte Trajektorien geho¨ren zum kanonischen Ensemble. NOSE´s Ansatz wur-
de von HOOVER aufgegriffen und in einfacherer und besser anwendbarer Weise neu formu-
liert [1,47]. In dieser Form kommt der NOSE´-HOOVER-Thermostat auch im Programmpaket
”Moldy“ zur Anwendung [74]. Statt der Bewegungsgleichung (2.1) appliziert REFSON:
r¨i = Fimi −ζr˙i,ζ˙ = gQkB(T −T ).
(2.13)
ζ ist die dynamische Variable des Wa¨rmereservoirs, und Q ist ein fiktiver Masseparameter,






Um Simulationen unter dem Einfluß elektrischer Felder durchfu¨hren zu ko¨nnen, wurde die




(Fi + qiE) . (2.15)
Entsprechend wurde die Bewegungsgleichung (2.13) fu¨r den NOSE´-HOOVER-Thermostaten
erga¨nzt. Bei der Durchfu¨hrung von Simulationen mit angelegten a¨ußeren Feldern im kano-
nischen Ensemble ist jedoch darauf zu achten, daß im System zusa¨tzliche gerichtete Bewe-
gungen auftreten, deren Beitra¨ge zur kinetischen Energie nicht als Beitra¨ge zur Temperatur








Hierbei bezeichnet < r˙ >spec(i) den mittleren Geschwindigkeitsvektor aller Teilchen, die
derselben Spezies angeho¨ren wie das ite Teilchen.










Abbildung 3.1: Typische Frequenz-
abha¨ngigkeit der Leitfa¨higkeit σ(ν) am Bei-
spiel von amorphem 0,5 Ag2S · 0,5 GeS2nach
Messungen von CRAMER et. al [15].
Die Ionendynamik amorpher Materialien ist
sehr komplex. Dies ist beispielsweise abzu-
lesen an der starken Frequenzabha¨ngigkeit
der Leitfa¨higkeit [23, 24, 69, 70]. Diese Fre-
quenzabha¨ngigkeit spiegelt direkt das Vor-
handensein von Hin- und Ru¨ckspru¨ngen
der einzelnen Ionen wider. Die Komple-
xita¨t der Ionendynamik ru¨hrt aus dem Zu-
sammenwirken der zeitabha¨ngigen COU-
LOMB-Wechselwirkung der Ionen unterein-
ander und der zeitunabha¨ngigen Wechsel-
wirkung der Ionen mit dem ra¨umlich un-
geordneten und auf lokalisierte Dynamik
beschra¨nkten Netzwerk. Interessanterweise
a¨hnelt sich das frequenzabha¨ngige Verhal-
ten verschiedener Materialien stark [24].
Sogar Simulationen ungeordneter Sprung-
modelle zeigen eine a¨hnliche Frequenzabha¨ngigkeit [23, 55, 60].
Typischerweise zeigt die frequenzabha¨ngige Leitfa¨higkeit verschiedene charakteristi-
sche Regime. Fu¨r ein Natriumsilikatsystem findet man beispielsweise ein mikroskopisches
Regime fu¨r Frequenzen ν> 1013 Hz, ein Regime im Frequenzbereich 1013 Hz> ν> 1011 Hz,
in dem sich im Idealfall die Leitfa¨higkeit wie σ(ν) ∝ ν2 verha¨lt, und fu¨r Frequenzen ν <
1011 Hz ein Regime mit einem mit abnehmender Frequenz ν kontinuierlichen Abfall der
Leitfa¨higkeit σ(ν) [84]. In doppelt logarithmischer Darstellung fa¨llt der Skalierungsex-
ponent bei tiefen Temperaturen im letztgenannten Bereich von eins auf null ab, bis das
Gleichstromplateau σ(ν) = σdc erreicht ist. Abbildung 3.1 verdeutlicht dieses Verhalten
anhand von Messungen von CRAMER et. al an amorphem 0,5 Ag2S · 0,5 GeS2 [15]. Ei-
ne mo¨gliche Interpretation dieses Verhaltens ordnet diesen drei Regimen lokale Vibratio-
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nen, lokalisierte stochastische Dynamik sowie Sprungdynamik zu [15]. Eine fu¨r die fre-
quenzabha¨ngige Leitfa¨higkeit wichtige Beobachtung ist die Gu¨ltigkeit des Zeit-Temperatur-
Superpositionsprinzips. Fu¨r die meisten Materialien dru¨ckt sich dies in der SUMMERFIELD-
Skalierung aus, d.h. σ(ν)/σdc ist nur von ν/(T σdc) abha¨ngig [79].
Fu¨r das Versta¨ndnis der komplexen Ionendynamik ist es von Bedeutung, die Frequenz-
abha¨ngigkeit der Leitfa¨higkeit σ(ν) mit der Realraumdynamik der Ionen in Verbindung
zu setzen. Auf diese Weise ko¨nnen interessante Erkenntnisse u¨ber die Natur der Ionendy-
namik erlangt werden. Dies kann erreicht werden, indem man versucht, die Leitfa¨higkeit





den sich diese beiden Observablen konzeptionell hinsichtlich eines Aspekts: Wa¨hrend die
Leitfa¨higkeit auch Effekte durch Vielteilchenkorrelationen beru¨cksichtigt, ist das mittlere
Verschiebungsquadrat eine Einteilchengro¨ße. Experimentell werden die Vielteilchenkorre-
lationen durch das HAVEN-Verha¨ltnis HR ausgedru¨ckt [42,52]. Dieses kann im allgemeinen
auch frequenzabha¨ngig sein (HR(ν)), wird aber experimentell meistens durch nur einen Wert
angena¨hert. Ha¨ufig findet man fu¨r feste Ionenleiter mit ungeordneten Strukturen Werte von
HR nahe eins. 1/HR ist ein Maß fu¨r die Anzahl Ionen, die signifikant miteinander korre-




mit Hilfe der Theorie der linearen Antwort










Hierbei bedeuten q die Ladung der Ionen und ρ die Ionendichte. w(t) ist die zeitliche Ablei-








Die ra¨umliche Analyse dynamischer Prozesse ist eine der Sta¨rken von Computersimulatio-
nen, da hier detaillierte mikroskopische Informationen vorliegen. In diesem Kapitel soll ins-
besondere die Gro¨ße w(t) studiert werden. Es wurde bereits auf der Grundlage von Gl. (3.1)
gezeigt, daß fu¨r eine signifikante Dispersion der Leitfa¨higkeit die Frequenzabha¨ngigkeit von
σ(ν) und die Zeitabha¨ngigkeit von w(t) sich nahezu spiegelbildlich zueinander verhalten,
wenn man die Zeit t mit 1/(pi2ν) identifiziert [24]. Daher ist die Funktion w(t) von gro¨ßter
Bedeutung fu¨r die direkte Verbindung zu Leitfa¨higkeitsexperimenten, da man hoffen kann,
die drei charakteristischen Regime der frequenzabha¨ngigen Leitfa¨higkeit σ(ν) auch im Ver-
lauf von w(t) wiederzufinden. Nach Gl. (3.1) entspricht ein Skalierungsverhalten w(t) ∝ t−α
in der Frequenzdoma¨ne σ(ν) ∝ να.
Zur Charakterisierung der komplexen Ionendynamik wurden hauptsa¨chlich Simulatio-
nen des Lithiumsilikatsystems 0,5 Li2O · 0,5 SiO2 durchgefu¨hrt und ausgewertet (vgl. auch
[6,30,32,67]). Ferner wurden Simulationen des Systems 0,1 Li2O · 0,9 SiO2 durchgefu¨hrt,
fu¨r die der Vollsta¨ndigkeit halber ebenfalls einige Daten angegeben sind. Fu¨r dieses Sy-
stem wurden allerdings strukturelle Unterschiede zu experimentellen Daten beobachtet (sie-
he Abschnitt 3.2), weswegen sich der Großteil der Untersuchungen auf das lithiumreiche
System bezieht. Die Simulationen des Systems x Li2O · (1− x) SiO2 sind mit N = 1152
(x = 0,5) bzw. N = 1200 (x = 0,1) Teilchen und der experimentell bei Raumtemperatur
gemessenen Massendichte von 2,34 gcm−3 bzw. 2,24 gcm−3 durchgefu¨hrt worden [22].
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T =   750 K
T = 1240 K
T = 4000 K
Abbildung 3.2: Lithium-Lithium-Korrela-
tionsfunktion fu¨r 0,5 Li2O · 0,5 SiO2.










T =   920 K
T = 1000 K
Abbildung 3.3: Lithium-Lithium-Korrela-
tionsfunktion fu¨r 0,1 Li2O · 0,9 SiO2.
3.2 Struktur
Die Wahrscheinlichkeit, im Abstand r von einem Teilchen der Spezies k ein Teilchen der















Es bedeuten Nk bzw. Nl die Teilchenanzahl der Spezies k bzw. l und ri j = |rki − rlj| den
Abstand zwischen dem iten Teilchen der Spezies k und dem jten Teilchen der Spezies l. Fu¨r
die δ-Funktion gilt:
δ(x) = 0 fu¨r x 6= 0, undR
V d
3x δ3(x) = 1. (3.4)
Abb. 3.2 zeigt die Lithium-Lithium-Korrelationsfunktion bei verschiedenen Temperaturen
fu¨r ein System der Zusammensetzung 0,5 Li2O · 0,5 SiO2. Es la¨ßt sich ein scharfes Ma-
ximum fu¨r die na¨chste Nachbarposition bei rnn ≈ 2,6 A˚ erkennen. Die Maxima der zwei-
ten, dritten und vierten Nachbarschaftsschale sind ebenfalls zu erkennen, werden jedoch
zunehmend schwa¨cher. Auffa¨llig ist, daß nur fu¨r die sehr hohe Temperatur T = 4000 K
eine deutliche Verbreiterung des na¨chsten Nachbar-Maximums zu beobachten ist, wohin-
gegen es zwischen T = 750 K und T = 1240 K kaum zu einer Verbreiterung kommt. Das
la¨ßt darauf schließen, daß die Tieftemperaturbreite des na¨chsten Nachbar-Maximums der
Lithium-Lithium- Korrelationsfunktion hauptsa¨chlich auf die Netzwerkunordnung und nicht
auf thermische Fluktuationen zuru¨ckzufu¨hren ist.
In Abb. 3.3 ist die Lithium-Lithium-Korrelationsfunktion eines Systems der Zusammen-
setzung 0,1 Li2O · 0,9 SiO2 bei zwei verschiedenen Temperaturen dargestellt. Auch hier
erkennt man ein scharfes Maximum fu¨r die na¨chste Nachbarposition bei rnn ≈ 2,9 A˚ sowie
ein weiteres Maximum fu¨r die zweite Nachbarschaftsschale. Weitere Maxima sind kaum
ausgepra¨gt.
Um zu u¨berpru¨fen, ob es zu ra¨umlichen Korrelationen von Lithiumionen kommt, wurde
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T =   750 K
T = 1240 K
T = 4000 K
Abbildung 3.4: h(r) fu¨r 0,5 Li2O · 0,5 SiO2.









T =   920 K
T = 1000 K
Abbildung 3.5: h(r) fu¨r 0,1 Li2O · 0,9 SiO2.









Die Funktion h(r) gibt die Anzahl der Lithiumionen in einer Kugel mit dem Radius r um
ein zentrales Lithiumion relativ zu der Anzahl an, die aus einer zufa¨lligen Lithiumvertei-
lung resultieren wu¨rde. Sie ist ein direktes Maß dafu¨r, ob ein Lithiumion im Abstand r von
mehr (h(r)> 1) oder weniger (h(r)< 1) Lithiumionen umgeben ist, als bei einer zufa¨lligen
Verteilung zu erwarten wa¨re.
Die erste Nachbarschaftsschale reicht bis zum ersten Minimum rmin der Lithium-Lithium-
Korrelationsfunktion, d.h. rmin ≈ 4,4 A˚ fu¨r das System 0,5 Li2O · 0,5 SiO2, und rmin ≈
4,6 A˚ fu¨r das System 0,1 Li2O · 0,9 SiO2. Der Wert h(r = rmin) gibt Auskunft daru¨ber,
ob sich in der ersten Nachbarschaftsschale eines Lithiumions mehr oder weniger ande-
re Lithiumionen befinden als bei einer statistischen Verteilung. In Abb. 3.4 ist h(r) fu¨r
0,5 Li2O · 0,5 SiO2 bzw. in Abb. 3.5 fu¨r 0,1 Li2O · 0,9 SiO2 dargestellt.
Fu¨r die hohe Lithiumkonzentration und tiefe Temperaturen erha¨lt man h(r = rmin)≈ 0,9.
Dieser Wert ist auf die gegenseitige Abstoßung der Ionen untereinander zuru¨ckzufu¨hren. Fu¨r
T = 4000 K erha¨lt man eine nahezu statistische Verteilung, da diese bei hohen Temperaturen
entropisch dominiert wird.
Aus Experimenten ist bekannt, daß bei geringeren Konzentrationen des Alkalimetalls
Alkali-Cluster gebildet werden [25,27,83]. Qualitativ ist dies ebenfalls in Abb. 3.5 zu beob-
achten. Man findet h(r = rmin)≈ 1,3. Angesichts der Ergebnisse aktueller NMR-Untersuch-
ungen von VOIGT ist dieser Wert allerdings noch deutlich zu niedrig. Diese zeigen fu¨r ein
Glas der Zusammensetzung x Li2O · (1−x) SiO2, daß sich das Lithium fu¨r x≤ 0,25 in einer
nahezu unvera¨nderten Umgebung befindet [83]. Mo¨glicherweise verhindern die extrem ho-
hen Abku¨hlungsgeschwindigkeiten in der Simulation eine sta¨rker ausgepra¨gte Bildung von
Alkali-Clustern.
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T = 1240 K
T =   980 K
T =   750 K
T =   700 K
T =   640 K





von Li in 0,5 Li2O · 0,5 SiO2.














T = 1000 K
T =   920 K





von Li in 0,1 Li2O · 0,9 SiO2.
3.3 Dynamik
3.3.1 Mittleres Verschiebungsquadrat und Diffusionskoeffizienten














der Lithiumionen im System x Li2O · (1− x) SiO2 mit x = 0,5 bzw. x = 0,1 bei verschie-
denen Temperaturen. Fu¨r beide Zusammensetzungen und alle dargestellten Temperaturen
la¨ßt sich ein deutliches subdiffusives Regime ausmachen, d.h. ein Bereich, in dem sich das




∝ tα mit 1 > α ≥ 0. Dieses Regime ist
fu¨r tiefe Temperaturen zunehmend sta¨rker ausgepra¨gt. Es sei angemerkt, daß bei deutlich









∝ t u¨bergeht [6].
Die Diffusionskoeffizienten ko¨nnen aus den Daten fu¨r das mittlere Verschiebungsqua-








erhalten werden. Die Temperaturabha¨ngigkeit der Diffusionskoeffizienten ist in Abb. 3.8
in einer ARRHENIUS-Auftragung dargestellt. Die Ionendynamik jedes der beiden Systeme
wird jeweils durch nur eine Aktivierungsenergie Ea charakterisiert. Fu¨r x = 0,5 erha¨lt man
Ea = 0,58 eV zwischen T = 6000 K und T = 640 K, fu¨r x = 0,1 ergibt sich Ea = 0,87 eV
zwischen T = 6000 K und T = 920 K. Mit den entsprechenden Daten fu¨r die Diffusion
der Netzwerkkomponenten aus [6] la¨ßt sich die jeweilige Computer-Glasu¨bergangstempe-
ratur abscha¨tzen zu Tg ≈ 1100 K (x = 0,5) bzw. Tg ≈ 1600 K (x = 0,1). Diese sind in Abb.
3.8 nicht als Vera¨nderung in der Temperaturabha¨ngigkeit der Lithiumdiffusion auszuma-
chen. Dies la¨ßt vermuten, daß die Lithiumdynamik bereits bei ho¨heren Temperaturen von
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Ea = 0,87 eV
Ea = 0,58 eV
Abbildung 3.8: Temperaturabha¨ngigkeit des
Lithiumdiffusionskoeffizienten im System
x Li2O · (1− x) SiO2. Die durch Dreiecke
gekennzeichneten Daten entstammen [6].
der Netzwerkdynamik entkoppelt ist.
Bereits in Abschnitt 2.7 wurde dar-
auf hingewiesen, daß experimentelle Da-
ten u¨blicherweise unter konstantem Druck
gewonnen werden, MD-Simulationen da-
gegen meist auf eine Simulationszelle mit
konstantem Volumen begrenzt sind. Um die
aus den Simulationen erhaltenen Aktivie-
rungsenergien besser mit experimentellen
Daten Vergleichen zu ko¨nnen, wurde die
Simulation des Systems mit x = 0,5 bei
T = 6000 K mit dem Druck der Simulati-
on bei T = 1500 K wiederholt. Aus dieser
Simulation erha¨lt man einen um den Faktor
1,6 ho¨heren Diffusionskoeffizienten, was
einer Erho¨hung der Aktivierungsenergie um
0,08 eV entspricht, also etwa Ea = 0,66 eV. Dieser Wert ist in guter U¨bereinstimmung mit
dem Wert von Ea = 0,59 eV aus Leitfa¨higkeitsexperimenten [11]. Unterhalb der Glasu¨ber-
gangstemperatur Tg ist mit dem Netzwerk auch das Volumen nahezu eingefroren, weswe-
gen man bei Systemen mit konstantem Druck eine Unstetigkeit des Diffusionskoeffizienten
D(T ) bei Tg erha¨lt.
In den Abbildungen 3.9 und 3.10 sieht man, daß die Kurven des mittleren Verschie-
bungsquadrats fu¨r die verschiedenen Temperaturen zusammenfallen, wenn man die Zeit t
ersetzt durch t∗ = (D(T )/D0)t. Fu¨r D0 wurde jeweils der zur tiefsten Temperatur geho¨rige
Diffusionskoeffizient gewa¨hlt. Dies deutet darauf hin, daß fu¨r das subdiffusive Regime das
Zeit-Temperatur-Superpositionsprinzip gilt.















T = 1240 K
T =   980 K
T =   750 K
T =   700 K






0,5 Li2O · 0,5 SiO2 mit t∗ = D(T )D0 t und
D0 = D(T = 640 K).















T = 1000 K






0,1 Li2O · 0,9 SiO2 mit t∗ = D(T )D0 t und
D0 = D(T = 920 K).
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3.3.2 Inkoha¨rente Streufunktion

















T = 1240 K
T =   980 K
T =   750 K
T =   700 K
T =   640 K
Abbildung 3.11: S(qmax, t) mit qmax =
2,4 A˚−1. Es wurde jeweils eine KWW-
Funktion angepaßt (gepunktete Linie).
Vom theoretischen Standpunkt ist die par-
tielle inkoha¨rente Streufunktion S(q, t) des
Lithiums eine wichtige Observable zur Cha-
rakterisierung der Ionendynamik. Sie ist de-
finiert als:
S(q, t) = 〈cos(q[r(t)− r(0)])〉 . (3.8)
Fu¨r isotrope Systeme ist sie nur abha¨ngig
vom Absolutwert q des Wellenvektors q.
Insbesondere fu¨r q = qmax = 2pi/rnn (qmax =
2,4 A˚−1 fu¨r x = 0,5, bzw. qmax = 2,2 A˚
−1
fu¨r x = 0,1) erha¨lt man Informationen u¨ber
die dynamischen Prozesse auf der La¨ngen-
skala des na¨chsten Nachbarabstands des Li-
thiums. Die Abb. 3.11 zeigt die inkoha¨rente
Streufunktion S(qmax, t) des Lithiums fu¨r x = 0,5. Die Zeitspanne, in der sie abfa¨llt, ist ein
geeignetes Maß fu¨r die Zeitskala, auf der die Ionen sich von einem Platz zum na¨chsten
bewegen.
Fu¨r glasbildende Flu¨ssigkeiten erwartet man, daß S(q, t) im Langzeit-Regime das Zeit-
Temperatur-Superpositionsprinzip erfu¨llt [26]. Offenbar gilt dies auch fu¨r die hier betrachte-
te Lithiumdynamik. In Abb. 3.11 wurde den S(qmax, t)-Kurven jeweils eine KOHLRAUSCH-
WILLIAMS-WATTS-Funktion (KWW-Funktion) Aexp(t/τ)β mit β = 0,45 angepaßt (re-
pra¨sentiert durch die gepunkteten Linien). Es zeigt sich, daß die Temperaturabha¨ngigkeit
von τ ebenfalls ein aktivierter Prozeß ist. Man erha¨lt eine Aktivierungsenergie von Ea =
0,70 eV.
3.3.3 Kooperativita¨t
Ist das HAVEN-Verha¨ltnis HR konstant, so sind mittleres Verschiebungsquadrat und Leit-
fa¨higkeit direkt miteinander verbunden. Dies ist insbesondere der Fall, wenn HR ≈ 1, d.h.
wenn nur geringe dynamische Korrelationen zwischen den Ionen bestehen. Ein Maß fu¨r die
Kooperativita¨t der Ionen untereinander auf der Zeitskala t ist die Gro¨ße Ncoop(t):
Ncoop(t) =
∑i j Xi(t)X j(t)
∑i X2i (t)
, (3.9)
wobei Xi(t) eine dynamische Gro¨ße des Ions i bedeutet, die im Mittel null ist, d.h. ∑i Xi(t) =
0 [20]. Im Rahmen dieser Arbeit wurde fu¨r Xi(t) die Abweichung des Verschiebungsqua-
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T = 1240 K
T =   980 K
T =   750 K
T =   700 K
T =   640 K
Abbildung 3.12: Kooperativita¨t der Lithi-
umdynamik bei verschiedenen Temperaturen,
charakterisiert durch Ncoop(t∗).
Fu¨r die praktische Umsetzung ist es wich-
tig, daß Ncoop(t) von Subsystemen bestimmt
wird, da hierdurch die Statistik entschei-
dend verbessert werden kann [20]. In die-
sem Fall wird ein Subsystem jeweils durch
einen Abstand von 8,5 A˚ um ein Zentral-
teilchen i begrenzt.
Die Ergebnisse sind in Abb. 3.12 dar-
gestellt. Zur besseren Vergleichbarkeit sind
die Ergebnisse gegen t∗ aufgetragen. Er-
wartungsgema¨ß wird Ncoop(t∗) = 1 fu¨r sehr
kleine und sehr große Werte von t∗ er-
reicht, fu¨r die die Ionen sich unabha¨ngig
voneinander verhalten. Fu¨r alle Temperatu-
ren erkennt man eine maximale Kooperati-
vita¨t bei t∗ ≈ 500 ps1. Dieser Zeitpunkt ent-
spricht dem U¨bergang vom subdiffusiven ins diffusive Regime. Fu¨r die tiefen Temperaturen
sind etwa bis zu fu¨nf Teilchen dynamisch korreliert. Im Gegensatz zu glasbildenden Syste-
men beobachtet man eine vergleichsweise geringe Temperaturabha¨ngigkeit von Ncoop. Ein
weiterer Unterschied zu glasbildenden Flu¨ssigkeiten besteht darin, daß diese in der Na¨he
des Glasu¨bergangs Maximalwerte fu¨r Ncoop von u¨ber 20 aufweisen ko¨nnen [20]. Verglichen
damit sind die hier dargestellten Werte von Ncoop klein.
Um zu verstehen, wie Ncoop und das HAVEN-Verha¨ltnis HR zusammenha¨ngen, bedenke
man, daß auf einer qualitativen Ebene beide Gro¨ßen die dynamische Kooperativita¨t der Io-
nen beschreiben. Im einfachsten Fall verhalten sich genau M N Teilchen identisch, aber





Um einen quantitativen Zusammenhang zwischen Ncoop und HR herzustellen, betrachte man



















, da die Molekulardynamik gegenu¨ber Zeitumkehr inva-
riant ist. Es sei tm eine Zeit weit im diffusiven Langzeitregime, d.h. wesentlich la¨nger als die








































1Man beachte, daß dieser Wert kein Absolutwert ist, da er sich auf die skalierte Zeitskala t∗ bezieht.
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Fu¨r stationa¨re Prozesse kann fu¨r die Integrationsgrenzen null bzw. 2tm eingesetzt werden.
Setzt man diese Beziehungen in Gl. (3.9) ein und ersetzt
R 2tm
0 dtvi(t) durch ri(2tm)− ri(0),
so erha¨lt man:
HR = 1/Ncoop(t→∞)
fu¨r Xi(t) = ri(t)− ri(0), (3.15)
wodurch Gl. (3.11) auch u¨ber das einfache Bild unabha¨ngiger Subsysteme mit M N ge-
koppelten Ionen hinaus an Bedeutung gewinnt.
Leider sind bei Verwendung der vorliegenden Daten die statistischen Ungenauigkeiten
sehr groß, wenn man Xi(t) so wa¨hlt wie in Gl. (3.15), wohingegen man eine wesentlich bes-
sere Statistik fu¨r die Wahl von Xi(t) entsprechend Gl. (3.10) erha¨lt. Es hat sich in [20] jedoch
fu¨r ein System harter Kugeln gezeigt, daß das Maximum eines auf Grundlage der Absolut-
werte der Verschiebungsvektoren berechnetes Ncoop(t) (wie hier pra¨sentiert) in sehr guter
Na¨herung u¨bereinstimmt mit dem Langzeitgrenzwert von Ncoop(t) mit Xi(t) = ri(t)− ri(0).
Also ist der Maximalwert von Ncoop(t) in Abb. 3.12 tatsa¨chlich ein gutes Maß fu¨r das in-
verse HAVEN-Verha¨ltnis im Grenzfall der Frequenz null. Der resultierende Tieftemperatur-
wert von HR ≈ 14 ist in U¨bereinstimmung mit typischen experimentellen Werten [52]. Trotz
dieses eher moderaten Wertes wird im Zusammenhang mit der Langzeitdiffusion daru¨ber
diskutiert, ob der damit verbundenen Kooperativita¨t hier eine Schlu¨sselrolle zufa¨llt [34].
3.3.4 Ortsaufgelo¨ste Betrachtung der Ionendynamik I
Fu¨r eine weitergehende Diskussion von w(t) (und letztlich σ(ν)) wa¨re es hilfreich, weiter-
gehende Informationen u¨ber die Realraumdynamik zu erlangen. Zu diesem Zweck wurde
die VAN-HOVE-Selbstkorrelationsfunktion Gs(r, t) der Lithiumionen bestimmt [40]:
Gs(r, t)≡ 〈δ(r−|r(t)− r(0)|)〉 . (3.16)
Sie beschreibt die Wahrscheinlichkeit, daß ein Lithiumion in der Zeit t die Strecke r u¨ber-
windet. Die Ergebnisse sind in Abb. 3.13 dargestellt. Man erkennt deutlich, daß die Ionen-
dynamik fu¨r kurze Zeiten auf eine kleine Distanz begrenzt ist. Fu¨r la¨ngere Zeiten ist es
den Ionen selbstversta¨ndlich mo¨glich, zunehmend gro¨ßere Regionen des Systems zu explo-
rieren. Das erste Maximum jenseits der lokal begrenzten Kurzzeitdynamik bei d0 ≈ 2,6 A˚
zeigt, daß Hu¨pfprozesse mit einer bestimmten Sprungla¨nge d0 ein relevanter Bestandteil
der Lithiumdynamik sind. In guter Na¨herung stimmt d0 mit dem na¨chsten Nachbarabstand
rnn u¨berein, den man aus der partiellen Zweiteilchen-Korrelationsfunktion gLiLi des Lithi-
ums erha¨lt. Die weiteren Maxima in der Funktion gLiLi lassen sich ebenfalls im Verlauf von
Gs(r, t) wiederfinden. Das legt die Vermutung nahe, daß das Silikatnetzwerk den Lithium-
ionen wohldefinierte Pla¨tze zur Verfu¨gung stellt, die durch Energiebarrieren voneinander
getrennt sind, die ho¨her als kBT sind. Hauptsa¨chlich vollfu¨hren die Ionen Spru¨nge zwi-
schen den benachbarten Pla¨tzen. Diese Vorstellung impliziert, daß die Zeit zur U¨berquerung
eines Sattelpunkts zwischen zwei Pla¨tzen in der Energielandschaft deutlich ku¨rzer ist, als
die Zeit, in der die Ionen sich auf ihren Pla¨tzen befinden, wo sie nur lokale Bewegungen
vollfu¨hren. Diese Schlußfolgerung stimmt qualitativ mit fru¨heren Simulationsergebnissen
u¨berein [5, 13, 31, 67, 78], sowie mit dem Bild, den ein Blick auf ausgewa¨hlte Trajektorien
vermittelt [45].
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t =       0,1 ps
t =       1,6 ps
t =     25,6 ps
t =   409,6 ps
t = 3276,8 ps
Abbildung 3.13: VAN-HOVE-Selbstkorrela-
tionsfunktion Gs(r, t) von Lithium.













T = 1240 K
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local der Lithiumionen, die
sich zur Zeit t weniger als rmin = 1,5 A˚ be-
wegt haben.
Das erste Minimum der VAN-HOVE-Selbstkorrelationsfunktion Gs(r, t) bei rmin ≈ 1,5 A˚
kann herangezogen werden, um die lokale Vibrationsdynamik (|δr(t)|< 1,5 A˚) gegenu¨ber
langreichweitiger Dynamik (|δr(t)| > 1,5 A˚) abzugrenzen. Es kann natu¨rlich nicht ausge-
schlossen werden, daß vereinzelte Ionen lokalen Fluktuationen auf einer gro¨ßeren La¨ngen-
skala als 1,5 A˚ unterliegen, jedoch hat sich dieser Wert als signifikant im Sinne der oben be-
schriebenen Abgrenzung herausgestellt. Das Szenario von Spru¨ngen zwischen wohldefinier-
ten Potentialsenken impliziert, daß die Ionen relativ lange ihren lokalen Platz explorieren,
bevor sie diesen auf einer Zeitskala verlassen, die na¨herungsweise durch die Zeit gegeben
ist, in der die Funktion S(qmax, t) abfa¨llt. Um die lokale Dynamik auf den Lithiumpla¨tzen




local der Lithiumionen be-
stimmt, die sich zur Zeit t weniger als 1,5 A˚ bewegt haben. Die entsprechenden Kurven




local konstant, d.h. schon nach so kur-
zer Zeit hat ein Lithiumion seine lokale Potentialsenke gro¨ßtenteils vollsta¨ndig exploriert.


















Abbildung 3.15: Temperaturabha¨ngigkeit von〈
r2(t→ ∞)〉local. Die durchgezogene Linie re-






Zeiten bei der Temperatur T = 1240 K
ru¨hrt daher, daß man sich hier oberhalb
der Glasu¨bergangstemperatur befindet und
das Netzwerk zu relaxieren beginnt. Man
beachte, daß die Temperaturabha¨ngigkeit
der lokalen Explorationszeit sehr gering
ist. Eine genauere Betrachtung ergibt, daß〈
r2(t)
〉
local fu¨r die drei tiefen Tempera-
turen weiterhin schwach ansteigt bis t ≈
10 ps (T = 750 K) bzw. t ≈ 100 ps (T =
640 K). Dies indiziert das Vorhandensein ei-
ner Substruktur der verschiedenen Lithium-
pla¨tze. Bei tiefen Temperaturen ko¨nnte die
vollsta¨ndige Exploration des lokalen Poten-
tialminimums mit der U¨berquerung einiger
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niedriger Energiebarrieren verbunden sein, was den langsamen Anstieg bis zum Plateauwert
verglichen mit dem Verhalten in einem ebenma¨ßigen lokalen Potential erkla¨ren wu¨rde.
Fu¨r lange Zeiten erreichen alle Kurven einen konstanten Wert
〈
r2(t→∞)〉local. Eine
Ausnahme bildet die Kurve fu¨r T = 1240 K, bei der der Wert bei t = 10 ps verwendet
wurde. In Abb. 3.15 sind die Plateauwerte als Funktion der Temperatur dargestellt. Am Ver-
gleich zur Ursprungsgeraden, die an die Datenpunkte angepaßt wurde, erkennt man, daß
sich
〈
r2(t→∞)〉local na¨herungsweise proportional zur Temperatur verha¨lt. Dies entspricht
der Erwartung fu¨r die Dynamik in einem harmonischen Potential. Daher kann die loka-
le Ionendynamik durch ein harmonisches Potential charakterisiert werden, und die lokalen
Fluktuationen sind mit dem DEBYE-WALLER-Faktor verbunden [4].
3.3.5 Ortsaufgelo¨ste Betrachtung der Ionendynamik II
So wie das erste Minimum rmin = rmin,0 der VAN-HOVE-Selbstkorrelationsfunktion Gs(r, t)
den initialen Lithiumplatz von der ersten Nachbarschaftsschale trennt, so kann man anhand
des zweiten Minimums rmin,1 die erste von der zweiten Nachbarschaftsschale unterschei-
den, die zweite und dritte Nachbarschaftsschale sind durch das dritte Minimum rmin,2 von-
einander getrennt, usw. Dies ist in Abb. 3.16 illustriert. Anhand der Simulationsdaten wur-
de die Wahrscheinlichkeit pi(t) berechnet, ein Teilchen zum Zeitpunkt t0 + t a) innerhalb
seiner initialen Potentialmulde (i = 0; |r(t0 + t)− r(t0)| < rmin,0), b) innerhalb der ersten
Nachbarschaftsschale (i = 1; rmin,0 ≤ |r(t0 + t)− r(t0)| < rmin,1), c) innerhalb der zweiten
Nachbarschaftsschale (i = 2; rmin,1 ≤ |r(t0 + t)− r(t0)|< rmin,2) oder d) in noch gro¨ßerem
Abstand zur Ausgangsposition (i = 3; |r(t0 + t)− r(t0)| ≥ rmin,2) zu finden. Hierfu¨r wur-
den die ersten drei Minima rmin,0 = 1,7 A˚, rmin,1 = 3,8 A˚ und rmin,2 = 6,8 A˚ der VAN-
HOVE-Selbstkorrelationsfunktion Gs(r, t = 10 ns) bei der tiefsten Temperatur T = 640 K









i beschreibt den Beitrag des jeweiligen




aller Lithiumionen. Somit gilt:










i = 0 i = 1 i = 2 i = 3
T = 640 K
t = 10 ns
Abbildung 3.16: Definition der verschie-
denen Nachbarschaftsschalen anhand der
VAN-HOVE-Selbstkorrelationsfunktion













Die einzelnen Beitra¨ge sind fu¨r fu¨nf ver-
schiedene Temperaturen zwischen T =
640 K und T = 1240 K als Funktion der ska-
lierten Zeit t∗ = t D(T )/D(T = 640 K) in
Abb. 3.17 dargestellt. Die deutlichen Maxi-
ma der Beitra¨ge fu¨r Spru¨nge in die na¨chste
(i = 1) und u¨berna¨chste (i = 2) Nachbar-
schaftsschale zeigen, daß es fu¨r jedes Sub-
ensemble eine charakteristische Zeit t∗ gibt,
zu der dessen Beitrag zur Dynamik von
besonderer Relevanz ist. Interessanterwei-
se zeigen die Einzelbeitra¨ge jedoch im Ge-
gensatz zur Summe aller Beitra¨ge (siehe
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i zum mittleren Verschiebungsqua-
drat bei verschiedenen Temperaturen der Teilchen, die sich innerhalb der Zeit t∗ a) noch
auf ihrem Ausgangsplatz befinden (i = 0), b) bis in die erste Nachbarschaftsschale bewegt
haben (i = 1), c) bis in die zweite Nachbarschaftsschale bewegt haben (i = 2), oder d) bis in
die dritte Nachbarschaftsschale oder daru¨berhinaus bewegt haben (i = 3).
Abb. 3.9) keine Zeit-Temperatur-Superposition. Stattdessen sind die Kurven fu¨r tiefere Tem-
peraturen zunehmend zu kleineren und gro¨ßeren Zeiten t∗ verbreitert und die Maxima we-
niger stark ausgepra¨gt. Man erha¨lt also bei tiefen Temperaturen eine deutlich breitere Ver-
teilung der Diffusionsgeschwindigkeiten der einzelnen Ionen. D.h., bei tiefen Temperaturen
treten vermehrt dynamische Heterogenita¨ten auf.
3.3.6 Diskussion der Funktion w(t)
Nun ist es mo¨glich, w(t) zu diskutieren. Die La¨ngenskala von rmin = 1,5 A˚, die man aus der
VAN-HOVE-Selbstkorrelationsfunktion bei T = 750 K erha¨lt, erlaubt, zwischen lokalen und











Diese Funktion ist in Abb. 3.18 dargestellt. Ihre Temperaturabha¨ngigkeit ist eher schwach
ausgepra¨gt. Fu¨r t > 20 fs skaliert wlocal(t) ungefa¨hr mit t−2.
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T = 1240 K
T =   980 K
T =   750 K;
T =   700 K;
T =   640 K;
w -wlocal}
Abbildung 3.19: w(t) bei verschiedenen
Temperaturen. Fu¨r die drei tiefsten Tempe-
raturen ist auch die Differenz w(t)−wlocal(t)
dargestellt.
1. Fu¨r t < 20 fs erkennt man das ballistische Regime, d.h. w(t) ∝ t.
2. Fu¨r 20 fs< t < 1 ps la¨ßt sich ein starker Abfall von w(t) erkennen.
3. Fu¨r t > 1 ps fa¨llt w(t) deutlich schwa¨cher ab, bis es fu¨r lange Zeiten konstant wird.
Wa¨hrend fu¨r die beiden hohen Temperaturen T = 1240 K und T = 980 K der Langzeitabfall
von w(t) sehr schwach ist, wird dieser fu¨r tiefere Temperaturen signifikant sta¨rker. Fu¨r die
tiefste Temperatur T = 640 K u¨berspannt er schließlich sogar mehr als eine Dekade.
Dieses Verhalten der Funktion w(t) soll nun mit dem typischer experimenteller Daten
fu¨r die frequenzabha¨ngige Leitfa¨higkeit σ(ν) verglichen werden (siehe Abschnitt 3.1). Die
dort diskutierten Frequenzregime korrespondieren eins zu eins mit den charakteristischen
Zeitregimen der Funktion w(t):
1. Die Schwingungsmoden fu¨r ν > 1013 Hz entsprechen dem ballistischen Regime in
der Zeitdoma¨ne. Der Wert von 1/(pi2ν)≈ 10 fs ist in guter U¨bereinstimmung mit dem
entsprechenden Zeitregime von w(t).
2. Wie bereits erwa¨hnt wurde, kann das Verhalten σ(ν) ∝ ν2 im Bereich 1013 Hz > ν>
1011 Hz einer stochastischen Dynamik im harmonischen Potential zugeordnet werden
[15]. Fu¨r die Zeitabha¨ngigkeit von w(t) einer geda¨mpften Schwingung erwartet man
w(t) ∝ exp(−kt) mit einer Zerfallskonstanten k [17]. Bei einem komplizierten System
wie einem festen Ionenleiter sollte eine Verteilung von Zerfallskonstanten vorliegen,
die in einer vera¨nderten Zerfallscharakteristik resultiert, aber nach wie vor σ(ν) ∝
ν2 fu¨r ν < 1/kmax ergibt, wie man es durch FOURIER-Transformation erha¨lt. kmax
bedeutet hierbei die obere Grenze in der Verteilung der Zerfallskonstanten. Auf jeden
Fall erwartet man einen starken Abfall in U¨bereinstimmung mit dem Verhalten von
w(t) im Zeitregime 20 fs< t < 1 ps.
3. Die schwa¨chere Abnahme von σ(ν) fu¨r ν < 1011 Hz wird ebenfalls durch die w(t)-
Kurven bei den drei tiefen Temperaturen wiedergegeben. Fu¨r T ≥ 980 K ist w(t) fu¨r
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t > 1 ps nahezu konstant. Vom Natriumsilikatsystem ist zum Vergleich eine Dispersi-
on der Leitfa¨higkeit σ(ν), ausgedru¨ckt durch σ(ν ≈ 1011 Hz)/σdc, von etwa 107 bei
Raumtemperatur bekannt. Sie nimmt mit steigender Temperatur ab und verschwindet
bei T ≈ 900 K.
Basierend auf Leitfa¨higkeitsspektren wird ein U¨bergang von vibratorischer zu langreich-
weitiger Dynamik bei etwa ν≈ 1011 Hz postuliert. Dies entspricht der physikalischen Intui-
tion, entbehrt aber einer strikten Herleitung. Hier ko¨nnen Computersimulationen zusa¨tzliche
Informationen liefern, da hier mikroskopische Kenntnisse der Ionendynamik zuga¨nglich
sind. Es wurde insbesondere der aus lokaler Schwingungsdynamik resultierende Beitrag
wlocal(t) identifiziert (siehe Abb. 3.18). Erwartungsgema¨ß dominiert dieser Beitrag die Funk-
tion w(t) fu¨r kurze Zeiten. Der Beitrag der langreichweitigen Dynamik kann abgescha¨tzt
werden aus der Differenz w(t)−wlocal(t). Dieser ist fu¨r die drei tiefen Temperaturen eben-
falls in Abb. 3.19 aufgetragen. Fu¨r diese Temperaturen sieht man, daß die Dispersion fu¨r
t > 1 ps hauptsa¨chlich auf langreichweitige Bewegungen zuru¨ckzufu¨hren ist. Fu¨r T = 640 K
betra¨gt die Dispersion, d.h. das Verha¨ltnis w(t = 1 ps)/w(t→∞), in etwa 20.
3.4 Ergebnisdiskussion
Die in diesem Kapitel pra¨sentierte Analyse erlaubt ein verbessertes Versta¨ndnis der fre-
quenzabha¨ngigen Leitfa¨higkeit. Hierfu¨r ist es hilfreich, daß die Zeitabha¨ngigkeit von w(t)
(der zeitlichen Ableitung des mittleren Verschiebungsquadrats) eng verbunden ist mit dem
Frequenzverhalten von σ(ν). Viele der aus den Simulationen erhaltenen Gro¨ßen wie etwa
die Aktivierungsenergie und das HAVEN-Verha¨ltnis sind in guter U¨bereinstimmung mit ent-
sprechenden experimentellen Daten. Insbesondere hat sich gezeigt, daß das System nur fu¨r
Temperaturen unterhalb von 900 K ein deutlich dispersives dynamisches Verhalten als Re-
sultat langreichweitiger Bewegungen aufweist. Es ist daher auch nur Simulationen im Be-
reich von Nanosekunden mo¨glich, den Effekt von Hin- und Ru¨ckspru¨ngen wiederzugeben,
wie sie in Experimenten beobachtet werden. Auf den ersten Blick scheint dieses Ergebnis
der Tatsache zu widersprechen, daß selbst bei T = 1240 K ein subdiffusives Regime im mitt-
leren Verschiebungsquadrat (siehe Abb. 3.6) zu erkennen ist. Die gezeigte Analyse von w(t)
hat jedoch ergeben, daß das subdiffusive Regime bei hohen Temperaturen lokaler Schwin-
gungsdynamik zuzuordnen ist. Daher tra¨gt es nur zum Hochfrequenzregime von σ(ν) bei,
das vibratorische Eigenschaften widerspiegelt.
Langreichweitige Dynamik herrscht fu¨r t > 1 ps, bzw. ν < 1011 Hz vor. Diese Beob-
achtung scheint im Gegensatz zur Schlußfolgerung in [59] zu stehen, wonach das nearly-
constant-loss-Verhalten und somit die Dynamik fu¨r Frequenzen deutlich unterhalb von 1011
Hz eher auf anharmonische Schwingungen als auf Hu¨pfdynamik zuru¨ckzufu¨hren ist. Es ist
jedoch a priori nicht klar, ob im U¨bergangsbereich von lokaler zu langreichweitiger Dyna-
mik ausschließlich Hu¨pfbewegungen zu dieser beitragen.
Wie in Abb. 3.19 zu sehen ist, erha¨lt man nach Abzug des Beitrags wlocal(t) von w(t)
fu¨r kurze Zeiten einen Plateaubereich. Dieses Ergebnis befindet sich in U¨bereinstimmung
mit den Ergebnissen aktueller Arbeiten an amorphem 0,5 Ag2S · 0,5 GeS2 [15]. Selbst-
versta¨ndlich ist es nicht mo¨glich, aus experimentellen Daten den Schwingungsbeitrag zu
isolieren, jedoch kann dieser fu¨r einige Materialien abgescha¨tzt werden [15]. Die Interpre-
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tation von w(t)−wlocal(t) als den aus Spru¨ngen zwischen diskreten Pla¨tzen resultierenden
Beitrag zur Ionendynamik ist fu¨r lange Zeiten gerechtfertigt. Generell ist dies so lange der
Fall, wie Schwingungs- und Sprungdynamik nicht miteinander korreliert sind. Daß dies zu-
trifft, erwartet man intuitiv fu¨r Zeitskalen, die signifikant la¨nger sind als die Zeit, die ein Ion
beno¨tigt, um von einem Platz zu einem angrenzenden anderen Platz zu gelangen. Es bleibt
bislang unbeantwortet, zu welchem Zeitpunkt es zur U¨berschneidung von Schwingungs-
und Sprungdynamik kommt, und welche Bedeutung w(t)−wlocal(t) fu¨r kleinere Zeiten als
besagtem Zeitpunkt zukommt.
Ein anderer wichtiger Aspekt ist mit dem Zeit-Temperatur-Superpositionsprinzip ver-
bunden. Die Skalierung, wie sie in den Abbildungen 3.9 und 3.10 zu sehen ist, entspricht der
SUMMERFIELD-Skalierung, wie leicht anhand von Gl. (3.1) u¨berpru¨ft werden kann. Wie aus
Gl. (3.1) hervorgeht, ist es zur Bestimmung der Absolutwerte des mittleren Verschiebungs-
quadrats nicht ausreichend allein σ(ν) zu messen. Jedoch ist es anhand von Messungen
der Hochfrequenz-Dielektrizita¨tskonstanten ε′(∞) mo¨glich, Informationen u¨ber die Abso-




fu¨r kurze Zeiten bzw. hohe Frequenzen zu
erhalten, wo ausschließlich lokale Fluktuationen beitragen [41,69,70]. In U¨bereinstimmung
mit den hier dargestellten Ergebnissen (siehe Abb. 3.15) erha¨lt man na¨herungsweise c(T ) ∝
T [41]. Fu¨r einen weitergehenden Vergleich des Skalierungsverhaltens mit experimentellen
Daten sind Simulationen bei noch tieferen Temperaturen vonno¨ten. Bekanntermaßen ist es
ein typisches Problem von Computersimulationen, die dafu¨r notwendigen Simulationsdau-
ern bei akzeptabler Rechenzeit zu realisieren. Angesichts der aktuellen und der in Ku¨rze zu
erwartenden Computergenerationen, sollten jedoch Fortschritte in dieser Richtung in naher
Zukunft mo¨glich sein.
Schließlich soll die Tatsache nicht unkommentiert bleiben, daß verschiedene Aktivie-
rungsenergien fu¨r die Diffusion bzw. Leitfa¨higkeit sowie die inkoha¨rente Streufunktion ge-
funden wurden. In glasbildenden Systemen beobachtet man bei tiefen Temperaturen einen
a¨hnlichen Effekt, wenn man die Rotationskorrelationsfunktion (die sich im wesentlichen
wie eine translatorische inkoha¨rente Streufunktion verha¨lt) mit der Diffusionskonstanten
vergleicht. In [16] wird erkla¨rt, daß ein solches Verhalten mit einer Verbreiterung der War-
tezeitverteilung verbunden sein kann. Die Diffusionskonstante wird hauptsa¨chlich durch die
schnellen Ionen bestimmt. Im Gegensatz dazu ist es fu¨r den Abfall der inkoha¨renten Streu-
funktion (auf der Zeitskala τ) wesentlich, daß sich auch die langsamen Ionen bewegt haben.
Daher wu¨rde eine Zunahme der Heterogenita¨t das Produkt aus Diffusionskonstante und Re-
laxationszeit τ erho¨hen. Qualitativ ist dies auch ein Ergebnis der besprochenen Simulati-
onsresultate. Obwohl die Heterogenita¨ten tatsa¨chlich mit sinkender Temperatur zunehmen,
kann jedoch nicht eindeutig gesagt werden, ob dies die einzige Erkla¨rung fu¨r die verschie-
denen Aktivierungsenergien ist. Auf jeden Fall ist diese Fragestellung aber experimentell
zuga¨nglich, da mittels mehrdimensionaler NMR-Spektroskopie Observablen gemessen wer-
den ko¨nnen, von denen angenommen wird, daß sich diese wie die inkoha¨rente Streufunktion
verhalten [82].
Die Zunahme der Heterogenita¨t, wie sie indirekt anhand der verschiedenen Aktivie-
rungsenergien zu sehen ist, impliziert streng genommen, daß die Tieftemperaturdynamik
nicht nur eine in der Zeit skalierte Version der Dynamik bei ho¨heren Temperaturen ist.
Zum gleichen Ergebnis kommt man, wenn man die einzelnen Beitra¨ge zum mittleren Ver-
schiebungsquadrat der lokalen Dynamik sowie von Spru¨ngen in die na¨chste, u¨berna¨chste
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und weitere Nachbarschaftsschalen bei verschiedenen Temperaturen vergleicht (siehe Abb.
3.17). Diese zeigen keine Zeit-Temperatur-Superposition. Umso erstaunlicher ist es, daß
die Summe all dieser Beitra¨ge, das mittlere Verschiebungsquadrat, das Zeit-Temperatur-
Superpositionsprinzip befolgt. Daher muß man schließen, daß das mittlere Verschiebungs-
quadrat und die inkoha¨rente Streufunktion nicht sensitiv sind fu¨r diese Abweichungen vom
Zeit-Temperatur-Superpositionsprinzip. Tatsa¨chlich wurde bereits u¨ber ein a¨hnliches Pha¨no-
men in einem glasbildenden System harter Kugeln berichtet, welches stark dichteabha¨ngige
Abweichungen vom GAUSS’schen Verhalten aufweist, obwohl das mittlere Verschiebungs-





In Abschnitt 3.1 wurde bereits angesprochen, daß die Ionendynamik in ungeordneten Sy-
stemen aufgrund der u¨berlagerten Wechselwirkungen der Ionen untereinander u¨ber COU-
LOMB-Kra¨fte sowie mit dem ungeordneten Netzwerk a¨ußerst komplex ist. Man ko¨nnte da-
her annehmen, daß sowohl eine Erho¨hung der statischen als auch der dynamischen Unord-
nung in diesen Systemen zu einem Anstieg der Zahl korrelierter Vor- und Ru¨ckspru¨nge fu¨hrt
(vgl. hierzu [75]). Allerdings wurden in Simulationen von Natriumsilikat bei T = 2000 K
keine solchen Korrelationen beobachtet [54]. Daru¨berhinaus ko¨nnte das Vorhandensein ver-
schiedener Netzwerkumgebungen dazu fu¨hren, daß in einem gegebenen Zeitintervall einige
Ionen eine ho¨here Mobilita¨t aufweisen als andere, d.h. es existieren dynamische Heteroge-
nita¨ten. Unglu¨cklicherweise ko¨nnen aus Leitfa¨higkeitsexperimenten oder, was gleichbedeu-
tend ist, aus der Zeitabha¨ngigkeit des mittleren Verschiebungsquadrats keine direkten In-
formationen u¨ber dynamische Heterogenita¨ten gewonnen werden. Ein gewisser Fortschritt
in dieser Richtung wurde jedoch bereits auf Basis von Computersimulationen erreicht. Ver-
gleicht man das mittlere Verschiebungsquadrat einzelner Ionen innerhalb eines bestimmten
Zeitintervalls miteinander, so erha¨lt man eine breite Verteilung [37]. Dies entspricht im we-
sentlichen einem ausgepra¨gten nicht-GAUSS’schen Verhalten, wie es fu¨r dynamische Hete-
rogenita¨ten bekannt ist [19]. Andere Gruppen haben interessante ra¨umliche Strukturen der
mobilen Regionen gefunden [48, 53].
Ein anderes System mit intrinsisch komplexer Dynamik ist eine glasbildende Flu¨ssigkeit.
Ein bestimmtes Teilchen in einem Glasbildner erfa¨hrt mit sinkender Temperatur eine dra-
matische Mobilita¨tsabnahme [4]. Dies ist in hohem Ausmaß mit dem Ka¨figeffekt verbun-
den, da bei tiefen Temperaturen ein Zentralteilchen von den benachbarten Teilchen stark
eingeschra¨nkt wird [26]. Dies fu¨hrt zu einer stark subdiffusiven Dynamik, d.h. zu korre-
lierter Hin- und Ru¨ckdynamik. Daru¨berhinaus zeigen glasbildende Systeme dynamische
Heterogenita¨ten [10, 12, 43, 76]. Diese Eigenschaft wurde durch geeignete Dreizeitenkor-
relationsfunktionen quantifiziert, welche Informationen u¨ber die Dynamik wa¨hrend zweier
aufeinanderfolgender Zeitintervalle enthalten [18, 44, 68].
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Durch Anwendung dieser Dreizeitenkorrelationsfunktionen ko¨nnten ebenfalls viele
grundlegende Fragen zur Komplexita¨t der Ionendynamik beantwortet werden. Wie wich-
tig sind Ru¨ckkorrelationen? Sind Hin- und Ru¨ckkorrelationen auf na¨chste Nachbarpla¨tze der
Ionen beschra¨nkt? Wie ha¨ngt die Tendenz zu Hin- und Ru¨ckkorrelationen von der untersuch-
ten Zeitskala ab? Sind dynamische Heterogenita¨ten temperaturabha¨ngig und widersprechen
somit dem Zeit-Temperatur-Superpositionsprinzip, das fu¨r viele andere Gro¨ßen, wie etwa
die Leitfa¨higkeit beobachtet wird? Diese und weitere Aspekte werden in diesem Kapitel
durch den Einsatz geeigneter Dreizeitenkorrelationsfunktionen analysiert. Untersucht wer-
den die Trajektorien des bereits bekannten Systems 0,5 Li2O · 0,5 SiO2. Es wurden auch
bereits erste Messungen von Dreizeitenkorrelationsfunktionen mittels mehrdimensionaler
NMR-Spektroskopie durchgefu¨hrt. Die Resultate zeigen klar, daß dynamische Heteroge-
nita¨ten in ungeordneten Ionenleitern allgegenwa¨rtig sind [82].
4.2 Dreizeitenkorrelationen
4.2.1 Definition von Dreizeitenkorrelationen
Abbildung 4.1: Definition von Dreizeitenkor-
relationen.
Wie bereits erwa¨hnt, ist das dispersive Ver-
halten der Leitfa¨higkeit bzw. das subdiffu-
sive Verhalten des mittleren Verschiebungs-
quadrats verbunden mit korrelierter Hin-
und Ru¨ckdynamik. Es soll nun ein Forma-
lismus eingefu¨hrt werden, der es erlaubt
die Eigenschaften der Hin- und Ru¨ckdyna-
mik detailliert aufzukla¨ren. Es sei daran er-
innert, daß Standardobservablen zur Cha-
rakterisierung dynamischer Eigenschaften
wie das mittlere Verschiebungsquadrat die
jeweiligen Positionen der einzelnen Ionen
zu zwei verschiedenen Zeitpunkten t0 und





mittelt man u¨ber alle Konfigurationen zu allen Zeiten t0 und t1, fu¨r die gilt
t1− t0 = t. Die Hin- und Ru¨ckdynamik ist hingegen spezifisch fu¨r die Teilcheneigenschaften
wa¨hrend zweier aufeinanderfolgender Zeitintervalle. Formal kann dies als Dreizeitenkorre-
lation beschrieben werden, indem man eine dritte Zeit t2 > t1 einfu¨hrt. Diese Idee ist in Abb.
4.1 dargestellt. r01 = |r01|= |r1−r0| ist die Distanz, die ein Teilchen im ersten Zeitintervall
t01 = t1−t0 zuru¨cklegt. r12 = (r01 ·r12)/r01 ist die Distanz, die ein Teilchen parallel zu r01 im
zweiten Zeitintervall t12 = t2− t1 zuru¨cklegt. Im Falle eines Ru¨cksprungs, wie z.B. in Abb.
4.1, ist r12 negativ. Die zusa¨tzliche Information, die man aus der Dynamik wa¨hrend zwei-
er verschiedener Zeitintervalle gegenu¨ber der Dynamik nur eines Zeitintervalls erha¨lt, ist
in der bedingten Wahrscheinlichkeit p(r12|r01) enthalten. Diese gibt die Wahrscheinlichkeit
eines bestimmten Wertes von r12 unter der Bedingung an, daß das entsprechende Teilchen
im ersten Zeitintervall die Strecke r01 zuru¨ckgelegt hat.
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4.2.2 Momente
Statt die vollsta¨ndige Wahrscheinlichkeitsfunktion zu untersuchen, sollen hier das erste Mo-





werden. Die Interpretation beider Funktionen ist recht anschaulich. r¯(r01) entha¨lt Informa-
tionen u¨ber die Relevanz von Hin- und Ru¨ckdynamik. Ist die Richtung der Dynamik in bei-
den Zeitintervallen unkorreliert, so erwartet man r¯(r01) = 0. Ein negativer Wert von r¯(r01)
ist dagegen ein direkter Nachweis fu¨r das Vorhandensein von Hin- und Ru¨ckdynamik.
Das zweite Moment v(r01) entha¨lt Informationen u¨ber das Vorhandensein dynamischer
Heterogenita¨ten. Sind alle Teilchen gleichermaßen mobil, so ist die im zweiten Zeitintervall
zuru¨ckgelegte Strecke unabha¨ngig von der im ersten Zeitintervall u¨berbru¨ckten Distanz.
Daher wu¨rde in diesem Fall v(r01) nicht von r01 abha¨ngen. Eine Abha¨ngigkeit von r01 wu¨rde
dagegen die Existenz schneller und langsamer Ionen bedeuten. Das Subensemble der Ionen
mit kleinem r01 wird vor allem langsame Ionen enthalten. Fu¨r die Ionen mit großem r01
verha¨lt es sich entsprechend umgekehrt. Daher werden Ionen mit kleinem r01 sich auch im
zweiten Zeitintervall t12 weniger weit bewegen als die Ionen mit großem r01. Dies fu¨hrt zu
einer monotonen Zunahme von v(r01) mit r01.
4.2.3 Das erste Moment im Limes t01→ 0
Fu¨r t01→ 0 la¨ßt sich ein direkter Zusammenhang zwischen dem mittleren Verschiebungs-
quadrat und dem ersten Moment r¯(r01) herstellen. Der Einfachheit halber stelle man sich













Die linke Seite kann um t01 = 0 linear entwickelt werden. Auf der rechten Seite la¨ßt sich




fu¨r sehr kleine t01 auch durch Γeffd20t01 beschrieben wer-
den kann (entsprechend der Kurzzeitdiffusion in reinen Hu¨pfmodellen mit einer effekti-
ven Sprungrate Γeff). Da fu¨r sehr kurze Zeiten nur Spru¨nge auf den na¨chsten Nachbarplatz
mo¨glich sind, kann 〈r(t01)r(t12)〉 als Γeffd0t01r¯(d0) ausgedru¨ckt werden. Setzt man diese












Diese Beziehung zeigt direkt, daß man im Fall rein diffusiver Dynamik, d.h. w(t) = const.,
r¯(d0) = 0 erha¨lt, es also keine korrelierte Hin- und Ru¨ckdynamik gibt. Fu¨r subdiffusives
Verhalten erha¨lt man (jenseits eines eventuellen Schwingungsregimes) 0< w(t)< w(0) und
somit−1/2< r¯(d0)/d0 < 0. Subdiffusives Verhalten ist also gleichbedeutend mit dem Vor-
handensein von korrelierten Hin- und Ru¨ckspru¨ngen. Daru¨berhinaus weist das erste Mo-
ment r¯(d0) nach Gl. (4.2) eine untere Grenze bei −(1/2)d0 auf. Diese wird fu¨r w(t) = 0
erreicht, d.h. im Grenzfall langer Zeiten der lokalen Dynamik, wenn auf jede Hin- ei-
ne Ru¨ckbewegung folgt. Schließlich kann eine Verbindung hergestellt werden zwischen
dem Maß an Dispersion, also w(t → ∞)/w(0), und dem ersten Moment r¯(d0) im Grenz-
fall t01→ 0 und t12→ ∞.
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Diese formale Behandlung basiert auf einem Sprungmodell mit einzelnen Pla¨tzen. Es
wa¨re zu u¨berlegen, ob dies auch ein geeignetes Modell fu¨r realistischere Systeme ist, bei
denen die Teilchen um die einzelnen Pla¨tze fluktuieren. Dies ist insbesondere der Fall fu¨r
Ionenleiter, wie sie in dieser Arbeit studiert werden. Im Gegensatz dazu ist die Sprungdyna-
mik fu¨r glasbildende Systeme nicht so wichtig, weswegen man fu¨r diese keine so einfache
Beziehung zwischen der zeitlichen Ableitung w(t) des mittleren Verschiebungsquadrats und
dem ersten Moment r¯(r01) formulieren kann.
Gl. (4.2) besagt auch, daß das erste Moment r¯(r01) fu¨r t01→ 0 verglichen mit dem mitt-
leren Verschiebungsquadrat keine zusa¨tzlichen Informationen entha¨lt. Fu¨r endliche Werte
von t01 kann r¯(r01) allerdings nicht la¨nger durch w(t) vorhergesagt werden. Dadurch wird
die gegenu¨ber dem mittleren Verschiebungsquadrat neue Information u¨ber die Natur der
korrelierten Hin- und Ru¨ckdynamik zuga¨nglich. Von besonderem Interesse ist hierbei die
Abha¨ngigkeit des ersten Moments r¯(r01) von r01. Beispielsweise kann man hieraus Er-
kenntnisse daru¨ber erlangen, ob langreichweitige Ru¨ckkorrelationen vorhanden sind, wie
diese z.B. Perkolationsansa¨tze zur Ionendynamik beinhalten, oder ob nach Vollendung ei-
nes Sprungs auf einen na¨chsten Nachbarplatz die Erinnerung an den vorangegangenen Platz
ausgelo¨scht ist.
4.3 Modellrechnungen
Das erste Moment r¯(r01) und das zweite Moment v(r01) sind von HEUER fu¨r einige einfache
eindimensionale Modelle berechnet worden [46]. Diese Analyse umfaßt die Vorhersage des
Grenzverhaltens anhand mathematischer U¨berlegungen und die numerische Berechnung der
Funktionen mittels Monte-Carlo-Simulationen. Die wichtigsten Ergebnisse sind hier noch
einmal zusammengefaßt, um zu verdeutlichen, welche Informationen die Gro¨ßen r¯(r01) und
v(r01) beinhalten.
4.3.1 Harmonischer Oszillator
Dieses Modell ist wichtig, um die Hin- und Ru¨ckdynamik innerhalb der einzelnen Poten-
tialmulden zu beschreiben. Das Minimum des harmonischen Oszillators sei bei r = 0. Beide
Zeiten t01 und t12 seien la¨nger als die Equilibrationszeit des Oszillators, d.h. das mittlere
Verschiebungsquadrat ist bereits konstant.
Im Mittel findet man das System nach dem ersten Zeitintervall am Ort:
〈r1〉= 12r01. (4.3)
Fu¨r große t12 erreicht das System im Mittel 〈r2〉= 0, und man erha¨lt:
r¯(r01) = 〈r2〉−〈r1〉=−12r01. (4.4)
Der ru¨ckziehende Effekt im zweiten Zeitintervall ist also proportional zur zuru¨ckgelegten
Distanz im ersten Zeitintervall.
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4.3.2 Periodisches Potential
















Abbildung 4.2: r¯(r01) einer Monte-Carlo-
Simulation eines einfachen periodischen
Cosinus-Potentials. Das Potential ist in dem
kleinen Ausschnitt skizziert.
Im na¨chsten Schritt wird ein Potential ana-
lysiert, das sowohl lokale Schwingungen als
auch Sprungdynamik entha¨lt. Dieses sei ein
periodisches Potential Epot(r) mit Minima
bei ganzzahligen Werten von r:
Epot(r) = E0 [1− cos(2pir)] . (4.5)
In Abb. 4.2 ist die Funktion r¯(r01) als
Ergebnis einer kinetischen Monte-Carlo-
Simulation bei der Temperatur T = 0,4 E0
dargestellt. Die qualitativen Eigenschaften
des Systems ha¨ngen nicht vom genauen
Wert der Temperatur ab. Das Zeitintervall
t01 wurde so gewa¨hlt, daß das Teilchen
auf dieser Zeitskala das initiale Minimum
mit eine Wahrscheinlichkeit von etwa 50 %
verla¨ßt. Weiterhin wurde das zweite Zeitintervall t12 = 10 t01 gewa¨hlt. Die r01-Abha¨ngigkeit
von r¯(r01) la¨ßt sich einfach verstehen:
1. Fu¨r r01 1 beobachtet man im wesentlichen das Verhalten eines harmonischen Os-
zillators.
2. Fu¨r r01 = 0,5 hat sich das Teilchen typischerweise in die Na¨he eines Maximums (in
einem mehrdimensionalen System entsprechend in die Na¨he eines Sattelpunkts) zwi-
schen zwei Potentialminima bewegt. Fu¨r ein unendlich großes t01 ist aus Gru¨nden der
Symmetrie 〈r1〉 genau auf dem Maximum (Sattel). Da ein Teilchen auf dem Maxi-
mum (Sattelpunkt) keine effektive Kraft zu einer der beiden Seiten erfa¨hrt, erha¨lt man
r¯(0,5) = 0. Fu¨r endliche Werte von t01 bleibt ein Teilchen nach einer Bewegung um
r01 = 0,5 im Mittel innerhalb der initialen Potentialsenke1. Daher hat r¯(r01) in Abb.
4.2 eine Nullstelle bei etwas gro¨ßeren Werten von r01 als 0,5.
3. Na¨hert sich r01 daru¨berhinaus weiter dem Wert eins, hat das Teilchen definitiv ein Ma-
ximum (einen Sattel) u¨berquert. Daher hat nun die effektive Kraft dieselbe Richtung
wie die urspru¨ngliche Sprungrichtung. Dies ergibt einen positiven Wert von r¯(r01).
4. Fu¨r r01 = 1 erha¨lt man wieder dasselbe Ergebnis wie fu¨r r01 = 0, also r¯(r01) = 0.
1Fu¨r sehr kurze t01 ist die einzig vorstellbare Mo¨glichkeit fu¨r ein Teilchen, sich um r01 = 0,5 zu bewegen,
bei −0,5 zu starten und dann ins Minimum hinunterzurollen, d.h. r1 = 0.
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4.3.3 Potential mit alternierenden Barrieren - alternate barrier Modell

















Abbildung 4.3: r¯(r01) einer Monte-Carlo-
Simulation eines Potentials mit alternierenden
Barrieren. Das Potential ist in dem kleinen
Ausschnitt skizziert.
Bislang wurde nur die Ru¨ckdynamik in-
nerhalb einer Potentialmulde diskutiert. Im
Falle von Ionenleitern erwartet man Hin-
und Ru¨ckkorrelationen sowohl durch sta-
tische als auch durch dynamische Unord-
nung. Es soll nun ein einfaches Modell be-
sprochen werden, das nicht triviale Hin-
und Ru¨ckdynamik entha¨lt. Das Potential
ist in dem kleinen Ausschnitt in Abb. 4.3
gezeigt. Durch die alternierenden Barrie-
renho¨hen vollfu¨hrt ein Teilchen viele Hin-
und Ru¨ckspru¨nge bis es den lokalen Po-
tentialka¨fig verlassen kann. Die beiden ver-
schiedenen U¨bergangsraten seien Γ1 und Γ2
mit Γ1 Γ2. Das Ziel ist es, r¯(r01 = 1) zu
berechnen. Fu¨r sehr lange Zeiten t01, d.h.
t01Γ2  1, a¨hnelt die Dynamik der eines random walk, so daß Hin- und Ru¨ckkorrelati-
onen unwichtig sein sollten, d.h. r¯(1) ≈ 0. Daher kann man sich auf den Fall t01Γ2  1














(1−Γ1t12) [1− exp(−2Γ1t12)] fu¨r t01Γ1 1. (4.7)
Somit gibt es einen Grenzwert fu¨r t01 → 0, der bei t01 ≈ 1/Γ1 erreicht wird, also auf
der Zeitskala des schnellsten Sprungprozesses. Fu¨r gro¨ßere Werte von t01 nehmen die
zuru¨ckziehenden Effekte mit der Zeit ab, wie man in Gl. (4.7) daran erkennt, daß r¯(1) fu¨r t01
der Gro¨ßenordnung 1/Γ2 null wird. Die physikalische Begru¨ndung hierfu¨r ist, daß fu¨r lange
Zeiten t01 auch die hohe Barriere im ersten Zeitintervall u¨berquert werden kann. Dies redu-
ziert den ru¨ckziehenden Effekt im darauffolgenden Zeitintervall erheblich. Daher entha¨lt die
Abha¨ngigkeit von t01 wertvolle Informationen u¨ber die fu¨r die Dynamik relevanten Zeitska-
len und indiziert, auf welcher Zeitskala (hier t01 ≈ 1/Γ2) das System durch einen einfachen
random walk beschrieben wird.
Fu¨r t12 → 0 erha¨lt man trivialerweise r¯ → 0, da dann im zweiten Zeitintervall keine
Dynamik stattfindet. Im Gegensatz dazu ist der Ru¨cksprungeffekt fu¨r t12→ ∞ am gro¨ßten.
Daher ist dies der zur Beurteilung des Ru¨cksprungverhaltens relevante Grenzwert, weswe-
gen sich die restliche Diskussion dieses Modellsystems auf diesen Fall beschra¨nkt.
Um die vollsta¨ndige Abha¨ngigkeit des ersten Moments r¯(r01) von r01 zu erfassen, ist
wiederum eine Monte-Carlo-Simulation notwendig. Das Cosinus-Potential aus Gl. (4.5) ist
in den Intervallen . . ., [-1; 0], [1; 2], [3; 4], . . . mit einem Faktor von 1,5 multipliziert wor-
den. Die Temperatur betra¨gt T = 0,5 E0. t01 wurde so gewa¨hlt, daß die Kurzzeitbedingung
t01 < 1/Γ1 erfu¨llt ist. Entsprechend wurde t12 gema¨ß der Langzeitbedingung t12  1/Γ2
gewa¨hlt. Die U¨bergangsrate ist proportional zur Versuchsfrequenz im Minimum, die mit
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der Quadratwurzel der Kraftkonstanten sowie dem BOLTZMANN-Faktor skaliert. Man er-
wartet daher Γ2/Γ1 ≈
√
1,5exp [(2−3)/0,5] ≈ 0,17. Damit und mit Gl. (4.6) erha¨lt man
r¯(1)≈−0,22.
Die Ergebnisse fu¨r r¯(r01) sind in Abb. 4.3 wiedergegeben. Sie a¨hneln denen des pe-
riodischen Potentials bis auf einen systematischen Abwa¨rtstrend. Es handelt sich daher
um eine U¨berlagerung der Korrelationseffekte periodisch angeordneter Potentialsenken und
-barrieren mit denen, die auf unterschiedliche Barrierenho¨hen zuru¨ckzufu¨hren sind. Der ab-
gescha¨tzte Wert von r¯(1) stimmt in vernu¨nftigem Maße mit dem numerischen Wert von
−0,25 u¨berein.
4.3.4 Random trap Modell
Schließlich sei noch ein einfaches Modell besprochen, das es ermo¨glicht, die Hauptmerkma-
le des zweiten Moments v(r01) zu verstehen. Gegeben ist eine (eventuell hochdimensionale)
Anordnung von Potentialsenken verschiedener Tiefe. Solche Modelle wurden im Zusam-
menhang mit unterku¨hlten Flu¨ssigkeiten umfangreich untersucht [21, 64, 66]. Verschiedene
Raten Γi sind zufa¨llig den verschiedenen Potentialsenken zugeordnet. Fu¨r ein solches einfa-
ches Modell ist die Dynamik rein diffusiv. Das besondere Interesse gilt hier dem Verha¨ltnis
V (t)≡ v(r01 = 1, t)/v(r01 = 0, t) fu¨r t01 = t12 = t. Gema¨ß dem in Abschnitt 4.2 Geschriebe-
nen ist V (t) ein Maß fu¨r die Bedeutung dynamischer Heterogenita¨ten.
In [46] wird folgende Beziehung hergeleitet:
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Abbildung 4.4: V (t) einer Monte-Carlo-
Simulation des random trap Modells. Das Po-
tential ist in dem kleinen Ausschnitt skizziert.
Ohne dynamische Heterogenita¨ten macht es
keinen Unterschied, ob sich ein Teilchen im
ersten Zeitintervall bewegt oder nicht, da
dann v(r01 = 1, t) = v(r01 = 0, t) gilt. Man
ha¨tte dann nur einen einzigen Wert fu¨r Γ, so
daß trivialerweise 〈Γ〉= 1/〈1/Γ〉 und somit
V (t) = 1 gelten wu¨rde. Fu¨r eine Verteilung
von Sprungraten ist dagegen das Produkt
〈Γ〉 〈1/Γ〉 gro¨ßer als eins. Dies kann fu¨r ei-
ne bimodale Verteilung der Raten Γ1 und
Γ2, gewichtet mit a1 bzw. a2, leicht nach-
vollzogen werden. Eine einfache Rechnung
ergibt V (t) = 1 + (a1a2)(Γ1−Γ2)/(Γ1Γ2),
was fu¨r eine bimodale Verteilung strikt
gro¨ßer als eins ist. Fu¨r sta¨rker ausgepra¨gte
dynamische Heterogenita¨ten, d.h. fu¨r eine
breitere Verteilung der Raten Γ, steigt V (t) weiter an. Somit ist V (t → 0) ein direktes Maß
fu¨r dynamische Heterogenita¨ten.
Fu¨r den entgegengesetzten Grenzfall t→ ∞ ist ein Teilchen mit r01 = 0 mo¨glicherweise
zu seiner Ausgangsposition zuru¨ckgekehrt. Dies bedeutet, daß die Bedingung r01 = 0 kein
besonderes Auswahlkriterium fu¨r langsame Teilchen mehr ist. Es ist daher V (t → ∞) = 1
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zu erwarten. Zwar ha¨ngt das genaue zeitliche Verhalten der Gro¨ße V (t) von vielen Details
des Modells ab, wie etwa der Anzahl benachbarter Potentialmulden, jedoch gelten diese
Grenzwerte generell.
Abb. 4.4 gibt die Ergebnisse fu¨r V (t) einer Monte-Carlo-Simulation des random trap
Modells wieder. Der Simulation liegen zwei Fluchtraten zugrunde, die durch a1 = 0,035,
a2 = 0,965, Γ1 = 0,005 und Γ2 = 0,1 charakterisiert sind. Fu¨r diese spezielle Parameter-
wahl ist das Produkt 〈Γ〉 〈1/Γ〉 = 1,61. Wie man sieht, besta¨tigen die numerischen Daten
die theoretischen Vorhersagen fu¨r das Grenzverhalten bei kurzen bzw. langen Zeiten. Inter-
essanterweise zeigt V (t) ein Maximum. Qualitativ bedeutet dies, daß auf der Zeitskala des
Maximums die dynamischen Heterogenita¨ten am sta¨rksten ausgepra¨gt sind. Eine genauere
Diskussion dieses Verhaltens liegt jedoch außerhalb des Rahmens dieser Arbeit.
4.4 Ergebnisse der MD-Simulationen
4.4.1 Bisherige Erkenntnisse
Eine der Beobachtungen in Kapitel 3 sowie [45,61,78] ist, daß die Ionendynamik in Alkali-
silikatgla¨sern sich unterteilen la¨ßt in lokale Vibrationen und Spru¨nge zwischen benachbarten
Pla¨tzen. Die VAN-HOVE-Selbstkorrelationsfunktion des untersuchten Systems fu¨r Lithium
zeigt ein stark ausgepra¨gtes Maximum bei d0 ≈ 2,6 A˚, das durch ein Minimum bei et-
wa 1,5 A˚ vom Maximum am Ursprung abgetrennt ist. Dies la¨ßt darauf schließen, daß in
der Glasmatrix definierte Lithiumpla¨tze im Abstand von 2,6 A˚ vorliegen, die jeweils durch
einen Sattel voneinander getrennt sind.
Daru¨berhinaus wurde gezeigt, daß die zeitliche Ableitung w(t) des mittleren Verschie-
bungsquadrats fu¨r t > 1 ps durch langreichweitige Dynamik dominiert wird, d.h. |r(t)−
r(0)| ≥ 1,5 A˚. Die Funktion w(t) zeigt bei tiefen Temperaturen auch fu¨r t > 1 ps noch ei-
ne ausgepra¨gte Zeitabha¨ngigkeit. Dies zeigt, daß hier Hin- und Ru¨ckkorrelationen fu¨r die
langreichweitige Dynamik bedeutend sind. Die Zeitskala, auf der die langreichweitigen dy-
namischen Prozesse ablaufen, ist diejenige, auf der die inkoha¨rente Streufunktion S(qmax, t)
abfa¨llt (siehe Abb. 3.11).
4.4.2 Hin- und Ru¨ckdynamik
Eine quantitative Analyse der Hin- und Ru¨ckdynamik ist auf Basis des ersten Moments
r¯(r01) mo¨glich. In Abb. 4.5 sind die Ergebnisse fu¨r einen festen Wert t01 = 102,4 ps und
verschiedene t12 fu¨r die Temperatur T = 750 K dargestellt. Fu¨r große Werte von r01 wird die
Statistik dieser Kurven leider sehr schlecht, da hier nur wenige Teilchen beitragen. Dieses
Problem nimmt fu¨r kurze t01 und/oder lange t12 zu. Daher beschra¨nken sich die Abbildungen
4.5 bis 4.7 auf den Bereich mit vernu¨nftigem Signal-Rausch-Verha¨ltnis, soweit sich dies
anhand des Kurvenverlaufs abscha¨tzen la¨ßt.
Qualitativ a¨hneln die Kurven denen in Abb. 4.3. Fu¨r kleine r01 entspricht das Verhal-
ten dem in einem harmonischen Potential, wie sich an der guten U¨bereinstimmung mit
der gepunkteten Linie fu¨r r¯(r01) = −(1/2)r01 erkennen la¨ßt. Das sich fu¨r gro¨ßere r01 an-
schließende nichtmonotone Verhalten ist auf das Vorhandensein eines Sattelpunkts zwi-
schen benachbarten Lithiumpla¨tzen zuru¨ckzufu¨hren. Abb. 4.5 zeigt deutlich, daß der Anteil
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t12 =       0,2 ps
t12 =       1,6 ps
t12 =     12,8 ps
t12 =   102,4 ps
t12 =   819,2 ps
t12 = 3276,8 ps
t01 = 102,4 ps
Abbildung 4.5: Das erste Moment r¯(r01) fu¨r
t01 = 102,4 ps und verschiedene t12 bei T =
750 K. Die gepunktete Linie markiert r¯(r01) =
−(1/2)r01.
der Hin- und Ru¨ckdynamik mit t12 zu-
nimmt. Dies entspricht den theoretischen
Vorhersagen.
Es fa¨llt auf, daß die Funktion r¯(r01) fu¨r
die beiden gro¨ßten Werte von t12 fu¨r r01 >
d0 ≈ 2,6 A˚ weiter abfa¨llt. Dies bedeutet,
daß die ru¨ckziehenden Effekte sta¨rker wer-
den, wenn im Zeitintervall t01 ein Sprung
in die u¨berna¨chste Nachbarschaftsschale er-
folgt. Diese Beobachtung geht u¨ber ein Sze-
nario hinaus, das nur auf Hin- und Ru¨ck-
spru¨ngen zwischen benachbarten Pla¨tzen
aufbaut.
Von besonderem Interesse ist die Ab-
ha¨ngigkeit von der La¨nge des Zeitintervalls
t01, die bereits fu¨r das Potential mit alternie-
renden Barrieren diskutiert wurde. Da das Hauptaugenmerk auf der korrelierten Hin- und
Ru¨ckdynamik zwischen Nachbarpla¨tzen liegen soll, befindet sich die Gro¨ße r¯(d0) im Fo-
kus des Interesses, die die Dynamik eines Teilchens im Anschluß an einen Sprung u¨ber
die na¨chste Nachbardistanz im ersten Zeitintervall charakterisiert. Fu¨r t12 wird ein großer
konstanter Wert gewa¨hlt (t12 = 4,1 ns fu¨r T = 640 K). Die Vergleichbarkeit verschiedener
Temperaturen wird sichergestellt, indem der jeweilige Wert fu¨r t12 proportional zur rezi-
proken Diffusionskonstanten gewa¨hlt wird. Auf diese Weise kommt man zu t12 = 26 ps fu¨r
T = 1240 K, t12 = 102 ps fu¨r T = 980 K, t12 = 0,8 ns fu¨r T = 750 K und t12 = 2,0 ns
fu¨r T = 700 K. Die Ergebnisse sind in Abb. 4.6 dargestellt. Fu¨r lange Zeiten t01 wird der
ru¨ckziehende Effekt offensichtlich deutlich kleiner. Dies stimmt mit der theoretischen Vor-
hersage fu¨r das Potential mit alternierenden Barrieren u¨berein. Der Kurzzeitgrenzwert von
r¯(d0) = −1,3 A˚ wird nur fu¨r die tiefste Temperatur T = 640 K na¨herungsweise erreicht.










T = 1240 K
T =   980 K
T =   750 K
T =   700 K
T =   640 K
Abbildung 4.6: Das erste Moment r¯(d0 =
2,6 A˚) in Abha¨ngigkeit von t01. Der Wert
von t12 wurde fu¨r jede Temperatur propor-
tional zur reziproken Diffusionskonstanten
gewa¨hlt.











T = 1240 K
T =   980 K
T =   750 K
T =   700 K
T =   640 K
Abbildung 4.7: Das erste Moment r¯(d0 =
2,6 A˚) in Abha¨ngigkeit von t∗01. Im Ver-
gleich zu Abb. 4.6 wurde die Zeitachse ska-
liert: t∗01 = (D(T )/D(T = 640 K))t01.
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Interessanterweise ha¨lt die Abha¨ngigkeit der Funktion r¯(d0) von t01 u¨ber mehrere Dekaden
an. Dies zeigt, daß die Lithiumionen eine breite Barrierenverteilung wahrnehmen.
Fu¨r einen festen Wert t01 nimmt die Relevanz korrelierter Hin- und Ru¨ckdynamik mit
sinkender Temperatur zu. Nach dem bisherigen Stand der Diskussion ist mit der Dispersi-
on entsprechend Gl. (4.2) der Kurzzeitgrenzwert t01 ≈ 1 ps verbunden. Da fu¨r t01 > 1 ps
langreichweitige Prozesse relevant werden, sollte t01 = 1 ps als untere Grenze in Gl. (4.2)
gewa¨hlt werden. U¨berpru¨ft man dies beispielsweise fu¨r T = 750 K, so erha¨lt man r¯(d0) =
−1 A˚, was nach Gl. (4.2) w((t→ ∞)/w(1 ps) = 0,23 entspricht. Dies paßt zu dem in Abb.
3.19 abgelesenen Wert von 0,2. Da Gl. (4.2) einem strikten Hu¨pfmodell entspringt, kann
man keine exakte U¨bereinstimmung der beiden Werte erwarten. Da von den hier gezeigten
Temperaturen nur die mit T ≤ 750 K in die Na¨he des Grenzwertes von r¯(d0) =−1,3 A˚ kom-
men, sind die zuru¨ckziehenden Effekte und die daraus resultierende Dispersion im mittleren
Verschiebungsquadrat nur fu¨r diese tiefen Temperaturen relevant.
In Abb. 4.7 sind alle r¯(d0)-Kurven als Funktion von t∗01 dargestellt, d.h. um einen Faktor
D(T )/D(T = 640 K) skaliert. Im Rahmen der statistischen Ungenauigkeiten la¨ßt sich eine
U¨bereinstimmung feststellen, insbesondere fu¨r die drei tiefsten Temperaturen. D.h. auch fu¨r
so eine komplizierte Gro¨ße wie korrelierte Hin- und Ru¨ckdynamik beobachtet man Zeit-
Temperatur-Superposition.
4.4.3 Dynamische Heterogenita¨ten
Schließlich sollen die Ergebnisse fu¨r das zweite Moment pra¨sentiert werden. In Abb. 4.8
ist v(r01) bei der Temperatur T = 750 K fu¨r verschiedene Zeiten t01 = t12 dargestellt. Man
kann klar zwischen zwei verschiedenen Bereichen unterscheiden, zwischen denen bei et-
wa r01 ≈ 2 A˚ zu trennen ist. Fu¨r r01  2 A˚ ist das zweite Moment v(r01) deutlich kleiner
als fu¨r r01 ≥ 2 A˚. Wie bereits diskutiert wurde, ist dies ein deutliches Zeichen fu¨r dynami-
sche Heterogenita¨ten. Nach einem Sprung u¨ber 2 A˚ hat ein Ion im wesentlichen den Sattel
u¨berwunden und ist bereits auf dem na¨chsten Platz. Das bedeutet, ein Teilchen, das den
lokalen Sattel u¨berquert hat, ist im darauffolgenden Zeitintervall deutlich schneller. Aus-
gehend von r01 = d0 nimmt das zweite Moment v(r01) mit steigendem r01 weiter zu, al-










t01 = t12 =       0,2 ps
t01 = t12 =       1,6 ps
t01 = t12 =     12,8 ps
t01 = t12 =   102,4 ps
t01 = t12 =   409,6 ps
t01 = t12 = 1638,4 ps
Abbildung 4.8: v(r01) bei T = 750 K fu¨r ver-
schiedene Zeiten t01 = t12.













T = 1240 K 
T =   980 K
T =   750 K
T =   700 K
T =   640 K
Abbildung 4.9: V (t∗) = v(d0)/v(0) bei ver-
schiedenen Temperaturen unter Verwendung
einer skalierten Zeitachse.
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lerdings ist dieser weitere Anstieg deutlich schwa¨cher. Diese Beobachtung wu¨rde zu einer
lediglich schwachen ra¨umlichen Korrelation der Ionenpla¨tze mit vergleichbarer Mobilita¨t
passen. Insbesondere widerspricht sie einem Szenario kompakter Bereiche mit jeweils an-
derer Mobilita¨t der Ionen. In diesem Fall wu¨rde ein Teilchen, das im ersten Zeitintervall
zwei Spru¨nge absolviert hat, im Mittel zu einem schnelleren Bereich geho¨ren als eines, das
im ersten Zeitintervall nur einmal gesprungen ist. Dieser Unterschied wa¨re im mittleren Ver-
schiebungsquadrat wa¨hrend des zweiten Zeitintervalls sichtbar, da sich Teilchen in schnel-
leren Regionen im Mittel auch im zweiten Zeitintervall weiter bewegen sollten. Dies wu¨rde
zu einem starken Anstieg des zweiten Moments v(r01) u¨ber den na¨chsten Nachbarabstand
d0 hinaus fu¨hren.
Um die Zeit- und die Temperaturabha¨ngigkeit genauer zu untersuchen, wurde die Gro¨ße
V (t) = v(d0)/v(0) in Abha¨ngigkeit von t = t01 = t12 fu¨r verschiedene Temperaturen be-
rechnet. V (t) ist ein direktes Maß fu¨r dynamische Heterogenita¨ten auf der La¨ngenskala
des na¨chsten Nachbarabstands. Um die verschiedenen Temperaturen besser vergleichen zu
ko¨nnen, wurden erneut alle Zeiten mit dem Faktor D(t)/D(T = 640 K) skaliert. Die Er-
gebnisse sind in Abb. 4.9 dargestellt. Man sieht deutlich, wie sich das Ausmaß dynami-
scher Heterogenita¨ten mit sinkender Temperatur vergro¨ßert. Das bedeutet, daß auf der Ebe-
ne dynamischer Heterogenita¨ten das Zeit-Temperatur-Superpositionsprinzip nicht gilt. Bei
der tiefsten Temperatur T = 640 K erha¨lt man ein Maximum von V (t) ≈ 5,5. Diese Zahl
impliziert, daß das mittlere Verschiebungsquadrat eines Teilchens im zweiten Zeitintervall
5,5 Mal gro¨ßer ist, wenn es im ersten Zeitintervall einen Sprung vollfu¨hrt hat, verglichen
mit einem Teilchen, das sich nach der Zeit t01 noch am initialen Platz befindet.
4.5 Ergebnisdiskussion
In diesem Kapitel wurde gezeigt, wie mit Dreizeitenkorrelationsfunktionen modellfreie In-
formationen u¨ber das Wesen und die Natur der komplexen Ionendynamik erlangt werden
ko¨nnen. Die Hin- und Ru¨ckdynamik wird durch das erste Moment der bedingten Dreizei-
tenwahrscheinlichkeitsfunktion charakterisiert, die dynamischen Heterogenita¨ten durch ihr
zweites Moment. Die wichtigsten Ergebnisse sind:
1. Die langreichweitigen Ru¨ckkorrelationen u¨ber den na¨chsten Nachbarabstand hinaus,
2. der allma¨hliche Ru¨ckgang der Ru¨ckkorrelationen mit zunehmender La¨nge t01 des er-
sten Zeitintervalls,
3. das Zeit-Temperatur-Superpositionsprinzip fu¨r die korrelierte Hin- und Ru¨ckdynamik,
4. die ausgepra¨gten dynamischen Heterogenita¨ten bei tiefen Temperaturen und
5. das Fehlen von Zeit-Temperatur-Superposition fu¨r dynamische Heterogenita¨ten.
Diese Ergebnisse sollen nun hier eingehend diskutiert werden.
In Ionenleitern bei tiefen Temperaturen liefert das na¨herungsweise unbewegliche Netz-
werk den Ionen ein pseudoexternes Feld. Infolgedessen wurden einige Versuche unternom-
men die Ionendynamik mit Hilfe einfacher Gittermodelle zu modellieren, wie dem random
barrier Modell oder dem random energy Modell [7, 23]. In diesen Modellen sind ebenfalls
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langreichweitige Ru¨ckkorrelationen enthalten. Nur in einfachen Modellen wie dem alter-
nate barrier Modell (siehe Abschnitt 4.3.3) sind Hin- und Ru¨ckspru¨nge auf den na¨chsten
Nachbarabstand beschra¨nkt. Der Grund fu¨r die weitreichenden Ru¨ckkorrelationen erschließt
sich intuitiv: Die Ionen suchen nach einfach zuga¨nglichen Pfaden. Insbesondere bei tiefen
Temperaturen ko¨nnen sich die Ionen eher entlang dieser Pfade bewegen. Nur fu¨r lange Zei-
ten ist es mo¨glich, solche Pfade zu verlassen. Diese Vorstellung ist konsistent mit Perkolati-
onsansa¨tzen, die erfolgreich zur Beschreibung der Ionendynamik im random barrier Modell
sowie im random energy Modell herangezogen wurden [23, 77].
Es ko¨nnte interessant sein, dieses Szenario mit dem unterku¨hlter Flu¨ssigkeiten zu ver-
gleichen. Dort bewegen sich alle Teilchen auf derselben Zeitskala. Ein pseudoexternes Feld
existiert nicht. Die Komplexita¨t der Dynamik ru¨hrt von der Notwendigkeit einer kooperati-
ven Dynamik der stark miteinander interagierenden Teilchen her. Ein einfaches Bild hier-
von wa¨re, sich ein einzelnes Teilchen lokalisiert in einem Ka¨fig vorzustellen, der durch die
umgebenden Teilchen gebildet wird. Dem lokalen Ka¨fig zu entkommen und im na¨chsten
Ka¨fig wieder eingefangen zu werden, ist der in diesem Szenario relevante Relaxationspro-
zeß. In diesem Fall ist das erste Moment r¯(r01) fu¨r gro¨ßere Werte von r01 als dem typi-
schen na¨chsten Nachbarabstand konstant [18], da nach Verlassen des Ausgangska¨figs keine
signifikante Erinnerung mehr an diesen besteht. Die Abha¨ngigkeit von r01 des ersten Mo-
ments r¯(r01) fu¨r r01 > d0 zeigt, daß dieses einfache Bild eines Ka¨figs fu¨r die Ionendynamik
nicht anwendbar ist. Eine mo¨gliche Erkla¨rung fu¨r diesen Effekt ko¨nnte in der statisch unge-
ordneten Energielandschaft fester Ionenleiter liegen, die zu einer deutlichen Reduktion der
Vielteilchenkorrelationen fu¨hrt, so daß Ka¨figen, die durch Ionen in der Umgebung gebildet
werden, weniger Bedeutung zufa¨llt. Alternativ ko¨nnte man argumentieren, daß das Vorhan-
densein langreichweitiger COULOMB-Kra¨fte zu langreichweitigen Ru¨ckkorrelationen fu¨hrt.
Dieser Aspekt bedarf weiterhin der Kla¨rung.
Beim alternate barrier Modell spiegelt die Abha¨ngigkeit von t01 des ersten Moments
r¯(r01) die Ho¨he der tiefsten und der ho¨chsten relevanten Barriere im System wider. Auf
der Zeitskala, auf der die ho¨chste relevante Barriere u¨berquert wird, sollte keine Hin- und
Ru¨ckdynamik sichtbar sein. Tatsa¨chlich la¨ßt sich in Abb. 4.6 fu¨r T = 750 K erkennen, daß
die Ru¨ckkorrelationen fu¨r t01 ≈ 1 ns klein werden. Die Relaxationszeit, d.h. die Zeit, in
der die inkoha¨rente Streufunktion S(qmax, t) abfa¨llt, ist von gleicher Gro¨ßenordnung. Im
alternate barrier Modell erwartet man im Gegensatz zu den numerischen Daten im Be-
reich 1/Γ2 < t01 < 1/Γ1 einen linearen Zusammenhang zwischen r¯(d0) und t01. Dies zeigt,
daß das hier behandelte Lithiumsilikatsystem im Gegensatz zum alternate barrier Modell
u¨ber eine breite Verteilung relevanter Barrieren verfu¨gt. Daru¨berhinaus ist in Abb. 4.6 kein
Grenzwert fu¨r kurze Zeiten auszumachen. Stattdessen fa¨llt r¯(d0) auch fu¨r die ku¨rzesten ana-
lysierten Zeiten weiter ab. Daraus la¨ßt sich das Vorhandensein von U¨berga¨ngen mit sehr
niedrigen Sa¨tteln oder mo¨glicherweise auf breite anharmonische Potentiale schließen, die
schon auf der Zeitskala einiger hundert Femtosekunden relevant sind.
Das alternate barrier Modell unterscheidet sich noch in einem weiteren Punkt vom
Lithiumsilikatsystem. Beim alternate barrier Modell ist die typische Sprungzeit von der
Gro¨ßenordnung 1/Γ1. Man kann zeigen, daß zum einen der Abfall von w(t) auf dieser Zeit-
skala am sta¨rksten ist, und daß zum anderen S(q = 2pi, t ≈ 1/Γ1) bereits deutlich kleiner als
eins ist. Dagegen ist im Lithiumsilikatsystem beispielsweise bei T = 640 K der Abfall von
w(t), der auf langreichweitige Prozesse zuru¨ckzufu¨hren ist, am sta¨rksten im Bereich von Pi-
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kosekunden, wo allerdings S(qmax, t) noch sehr nah am Wert des Kurzzeitplateaus ist. Diese
Diskrepanz ko¨nnte durch die Einfu¨hrung einer zusa¨tzlichen Streuung der Platzenergien ge-
lindert werden. Dadurch wu¨rde der Abfall der inkoha¨renten Streufunktion S(qmax, t) zu Zei-
ten der Gro¨ßenordnung 1/Γ2 verschoben. Qualitativ bedeutet dies, daß die Kurzzeitdynamik
in asymmetrischen Doppelmuldenpotentialen stattfindet. Es bleibt die Frage, ob dieses Sze-
nario auch fu¨r das Lithiumsilikat in Frage kommt, ob also schnelle Hin- und Ru¨ckspru¨nge
in asymmetrischen Doppelmuldenpotentialen mo¨glich sind. Ein anderes Szenario, um die
beschriebene Diskrepanz auszura¨umen, wird weiter unten besprochen.
In [53] wurden fu¨r Natriumsilikat bei T = 2000 K keine Ru¨ckkorrelationen beobachtet.
Dies paßt zu den experimentellen Daten fu¨r Natriumsilikatgla¨ser, wonach die Dispersion erst
bei T ≈ 1000 K einsetzt [84]. Fu¨r das hier besprochene Lithiumsilikatsystem verschwin-
det die Dispersion bei einer a¨hnlichen Temperatur. Dies zeigt sich in einer sehr kleinen
Zeitabha¨ngigkeit von w(t > 1 ps) bei T = 980 K (siehe Abb. 3.19). Trotzdem ist bereits
diese schwache Ru¨ckkorrelation in Abb. 4.6 deutlich sichtbar. Es wird weiter unten noch
diskutiert werden, daß diese Ru¨ckkorrelationen auf einige wenige Ionen zuru¨ckzufu¨hren
sind. Es ist daher mo¨glich, daß einer weniger detaillierten Analyse diese Ru¨ckkorrelationen
entgehen.
Die zumindest na¨herungsweise Erfu¨llung des Zeit-Temperatur-Superpositionsprinzips
in Abb. 4.6 bedeutet, daß die zuru¨ckziehenden Effekte unvera¨ndert bleiben, wenn man die
verschiedenen Temperaturen auf entsprechend justierten Zeitskalen betrachtet. Man beach-
te, daß diese Aussage u¨ber die bisherigen Erkenntnisse bezu¨glich der Zeit-Temperatur-
Superposition des mittleren Verschiebungsquadrats hinausgeht. Wie bereits gesagt wurde,
ist letztere Gro¨ße nur mit dem Grenzwert fu¨r t01 → 0 mit r¯(r01) verbunden. Die Zeit-
Temperatur-Superposition in Abb. 4.6 ko¨nnte zur Unterscheidung zwischen verschiedenen
Modellen der Ionendynamik beitragen.
Die deutlichen Heterogenita¨ten, charakterisiert durch das zweite Moment, sind in Ein-
klang mit der oben angesprochenen breiten Verteilung relevanter Barrieren. Tatsa¨chlich
kompliziert eine solche Verteilung die Interpretation der Dispersion w(t → ∞)/w(0) im
Hinblick auf korrelierte Hin- und Ru¨ckspru¨nge. Dies sei veranschaulicht am einfachen Fall
zweier zeitweise benachbarter unterschiedlich schneller Ionensorten mit Sprungraten Γ1
Γ2, die mit den Wahrscheinlichkeiten p1 bzw. p2 auftreten. Denkt man an eine logarithmi-
sche GAUSS-Verteilung der Sprungraten, sollte p1 > p2 gewa¨hlt werden. Damit sowie mit











Die Sprungwahrscheinlichkeit eines Teilchens der Spezies i wa¨hrend des kurzen Zeitinter-
valls t01 ist proportional zu seiner Sprungrate und zur Wahrscheinlichkeit seines Auftretens,
was durch die Terme piΓi beru¨cksichtigt wird. Innerhalb der angesprochenen Grenzen und
unter der Annahme, daß |r¯1| nicht viel kleiner oder gro¨ßer als |r¯2| ist, kann man folgende









Dieses Ergebnis besagt, daß die Dispersion in hohem Maße durch die Ru¨cksprungeigen-
schaften der schnellen Spezies bestimmt wird. Man kann daher nicht ohne weiteres von der
46 KAPITEL 4. RU¨CKKORRELATIONEN UND HETEROGENITA¨TEN
Dispersion des mittleren Verschiebungsquadrats auf die mittleren Ru¨cksprungeigenschaften
aller Ionen (hier ausgedru¨ckt durch [p1r¯1 + p2r¯2]/d0) schließen.
Diese Erkenntnis ero¨ffnet eine andere Erkla¨rung fu¨r die sehr verschiedenen Zeitskalen,
auf denen der Abfall der Funktion w(t) maximal ist (Pikosekunden), bzw. die inkoha¨rente
Streufunktion S(qmax, t) abfa¨llt (Nanosekunden). Einige wenige schnelle Ionen mit signi-
fikanter Hin- und Ru¨ckkorrelation ko¨nnen die Zeitabha¨ngigkeit der Gro¨ße w(t) dominie-
ren, tragen aber kaum zur inkoha¨renten Streufunktion S(qmax, t) bei. Tatsa¨chlich beobachtet
man fu¨r das random energy Modell, daß die Hin- und Ru¨ckkorrelationen fu¨r die schnell-
sten Teilchen am sta¨rksten sind. Ob dieses Szenario oder die zuvor diskutierte energetische
Unordnung den Effekt der unterschiedlichen Zeitabha¨ngigkeiten von w(t) und S(qmax, t)
dominiert, bedarf weiterer Kla¨rung.
Es wurde gezeigt, daß das Ausmaß an Heterogenita¨ten temperaturabha¨ngig ist. Im Ge-
gensatz dazu erfu¨llt die inkoha¨rente Streufunktion S(qmax, t) das Zeit-Temperatur-Superpo-
sitionsprinzip. Die gleichen Beobachtungen wurden auch fu¨r glasbildende Flu¨ssigkeiten ge-
macht [19]. Fu¨r solche Systeme spiegelt sich im nichtexponentiellen Verhalten von S(qmax, t)
die breite Verteilung der Relaxationszeiten wider. Daher ko¨nnte man annehmen, daß der
KWW-Exponent β mit einem zunehmenden Maß an Heterogenita¨t abnimmt. Die Erkla¨rung,
warum dies nicht der Fall ist, steht noch aus.
Es ist interessant, den hier gezeigten Ansatz mit dem von HABASAKI und HIWATARI
zu vergleichen [37]. Diese haben fu¨r das gleiche System bei T = 700 K die Verteilung der
Verschiebungsquadrate aller Teilchen wa¨hrend einer Nanosekunde berechnet. Sie beobach-
ten eine große Varianz, was eine Verteilung der Relaxationszeiten nahelegt. Dieses Ergebnis
stimmt qualitativ mit den hier gezeigten Resultaten u¨berein. Ein Vorteil des hier dargestell-
ten Ansatzes ist, daß durch die Untersuchung der Abha¨ngigkeit von r01 auch Informationen
u¨ber die vorliegenden La¨ngenskalen zuga¨nglich sind. Daru¨berhinaus besitzt der Wert von
V (t→ 0) eine direkte Bedeutung bezu¨glich der Ratenverteilung.
Nachdem nun viele verschiedene Gro¨ßen der komplexen Ionendynamik bestimmt und
quantitativ untersucht wurden, wa¨re es von Interesse, diese mit mikroskopischen Eigen-
schaften, wie beispielsweise der Sauerstoffverteilung um die Lithiumionen in Bezug zu set-
zen, um zu untersuchen, ob vor allem die Wechselwirkung der Ionen untereinander oder die






Abbildung 5.1: Visualisierung des
ANDERSON-STUART-Modells [2, 50, 62].
In den vorangegangenen Kapiteln wurde
mehrfach angesprochen, daß die untersuch-
ten Lithiumsilikatgla¨ser unterhalb der Glas-
u¨bergangstemperatur keine langreichweiti-
ge Sauerstoff- oder Siliziumdynamik auf-
weisen. Die Struktur des Silikatgeru¨stes ist
eingefroren. Innerhalb dieser festen Struk-
tur vollfu¨hren die Sauerstoff- und Silizium-
atome Schwingungen um ihre Ruhelage.
Obwohl diese Schwingungsdynamik lokal
begrenzt ist, ist nicht auszuschließen, daß
sie einen nicht zu unterscha¨tzenden Einfluß
auf die Lithiumdynamik hat.
Zur Berechnung der Aktivierungsener-
gie der Kationenbewegung in Alkalisili-
katgla¨sern interpretierten ANDERSON und
STUART diese als Summe des Energiebeitrags Eb zur U¨berwindung der elektrostatischen
Kra¨fte auf dem Ausgangsplatz und des Energiebeitrags Es zum O¨ffnen eines Weges durch
das Silikatgeru¨st zu einem benachbarten freien Platz [2]. Hieraus ist das bekannte Bild der
Ionenbewegung von MARTIN und ANGELL entstanden [50, 62], das in leicht vera¨nderter
Form in Abb. 5.1 dargestellt ist. Da beide Vorga¨nge eine Interaktion der Alkalispezies mit
Sauerstoff beinhalten, wu¨rde es nicht verwundern, wenn die lokale Sauerstoffdynamik einen
deutlichen Einfluß auf diese beiden Beitra¨ge zur Aktivierungsenergie der Sprungdynamik
der Kationen ausu¨ben wu¨rde.
Daß die Schwingungsdynamik des Sauerstoffs die Dynamik der Alkalikationen erheb-
lich beeinflußt, ist ebenfalls aus MD-Simulationen von ANGELL et al. ersichtlich. Diese ha-
ben bei einem Natriumsilikatsystem die Sauerstoffmasse verzehnfacht, um dessen Schwin-
gungsfrequenz zu verringern [3]. Das Resultat ist ein deutlicher Ru¨ckgang des mittleren
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Verschiebungsquadrats der Natriumionen. Eine starke Verlangsamung der Ionendynamik
beobachten auch HABASAKI et al., die ein Lithiumsilikatsystem mit immobilisiertem Sau-
erstoff simulieren [39]. A¨hnlich sind auch SUNYER et al. bei der Simulation eines Natri-
umsilikatsystems vorgegangen [80]. Dabei haben sie die Sauerstoff- und Siliziummasse mit
einem Faktor µ skaliert. Fu¨r µ→ ∞ ist dies gleichbedeutend mit der Immobilisation des
Netzwerks. Sie beobachten bei einer Zunahme des Faktors µ fu¨r gleiche Zeiten eine Ab-
nahme des mittleren Verschiebungsquadrats der Natriumionen. Daru¨berhinaus begru¨nden
sie die abnehmende Mobilita¨t der Ionen damit, daß bei steigendem µ die U¨berlappung der
vibratorischen Zustandsdichte zwischen Natrium- und Netzwerkdynamik abnimmt.
Neben den Fragen, ob ein Alkaliion die anziehenden Kra¨fte an seinem Ausgangsplatz
u¨berwinden kann und ob es sich einen Weg durch das Silikatnetzwerk zu einem anderen
Platz bahnen kann, ist fu¨r das Zustandekommen eines Sprungs natu¨rlich u¨beraus wich-
tig, ob sich u¨berhaupt ein freier Platz in Reichweite des Alkaliions befindet. Diese Frage
gewinnt insbesondere dann an Bedeutung, wenn die Anzahldichten der Ionen und der Io-
nenpla¨tze anna¨hernd gleich groß und daher die meisten Pla¨tze besetzt sind. Die in einem
Lithiumsilikatsystem vorhandenen Pla¨tze wurden von LAMMERT sowie HABASAKI et al.
mit unterschiedlichen Verfahren identifiziert [38, 58]. Sie finden, daß etwa 97 % [58] bzw.
92 % [38] der vorhandenen Lithiumpla¨tze besetzt sind. Es ist daher davon auszugehen, daß
sich in der Na¨he der meisten Lithiumionen kein freier Platz befindet. Diese Ionen sind dar-
auf angewiesen, daß zuna¨chst ein benachbartes Ion einen Sprung vollfu¨hrt, bevor sie auf den
dann freigewordenen Platz springen ko¨nnen. Fu¨r einen makroskopischen Ladungstransport
ist daher ein kooperativer Sprungmechanismus notwendig, bei dem die Spru¨nge aufeinan-
der folgen. Solche korreliert aufeinanderfolgenden Spru¨nge sind von CORMACK et al. in
einem Natriumsilikatsystem beobachtet worden [14]. Fu¨r verschiedene Lithiumsilikatsyste-
me finden HABASAKI et al. korreliert aufeinanderfolgende Spru¨nge insbesondere fu¨r Ionen
mit hoher Mobilita¨t [32–35]. Sie begru¨nden dies damit, daß ein auf einen initialen Sprung
folgender Sprung den freiwerdenden Ionenplatz schnell wieder besetzt und somit einen kor-
relierten Ru¨cksprung des initial gesprungenen Ions unterbindet. Es handelt sich somit um
einen essentiellen Mechanismus, um die starken Ru¨ckkorrelationen der Ionen im Glasnetz-
werk zu u¨berwinden und langreichweitige Diffusion der Ionen zu ermo¨glichen.
Wie schon erwa¨hnt, ist das vornehmliche Ziel dieses Kapitels, mo¨gliche Zusammenha¨nge
zwischen Netzwerk- und Ionendynamik zu untersuchen. Allerdings ist in diesem Zusam-
menhang der Einfluß der Netzwerkstruktur nicht zu vernachla¨ssigen. Fu¨r das Auftreten kor-
reliert aufeinanderfolgender Spru¨nge ist entscheidend, daß das Glasnetzwerk hierfu¨r hoch-
dimensionale Sprungpfade zur Verfu¨gung stellt [35]. Um besser zu verstehen, wie die Io-
nendynamik durch das Netzwerk beeinflußt wird, kann es daher hilfreich sein, auch diesen
Aspekt zu beru¨cksichtigen.
5.2 Simulationen mit einem ku¨nstlich immobilisierten Si-
likatnetzwerk
Um den Einfluß der Netzwerkdynamik auf die Lithiumdynamik sichtbar zu machen, wurden
MD-Simulationen mit einer modifizierten Version des Programms ”Moldy“durchgefu¨hrt.
Diese appliziert den Algorithmus (2.4) nur fu¨r eine oder mehrere ausgesuchte Teilchenspe-
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zies und ha¨lt die Positionen der anderen Teilchen konstant. So ist es beispielsweise mo¨glich,
die Lithiumdynamik in einem ku¨nstlich immobilisierten Glasnetzwerk zu simulieren. Eben-
so kann die Lithiumdynamik studiert werden, wenn nur Silizium oder nur Sauerstoff unbe-
weglich ist.
5.2.1 Vergleich der Temperaturabha¨ngigkeit der Diffusionskoeffizien-
ten


















Ea = 0,58 eV
Ea = 0,98 eV
Abbildung 5.2: Vergleich der Temperaturab-
ha¨ngigkeit des Lithiumdiffusionskoeffizien-
ten D verschiedener Szenarien ku¨nstlich im-
mobilisierter Spezies im Glasnetzwerk.
Fu¨r all diese Fa¨lle wurden bei verschiede-
nen Temperaturen Lithiumtrajektorien er-
stellt. Hieraus wurde jeweils das mittlere
Verschiebungsquadrat und mit Hilfe von Gl.
(3.7) der Diffusionskoeffizient bestimmt.
Abb. 5.2 zeigt die resultierenden Daten in
einer ARRHENIUS-Darstellung. Die Akti-
vierungsenergie wird von Ea = 0,58 eV
beim vollsta¨ndig mobilen Netzwerk u¨ber
das Netzwerk mit immobilisiertem Silizi-
um bzw. immobilisiertem Sauerstoff bis zu
Ea = 0,98 eV beim vollkommen immobili-
sierten Netzwerk sukzessive erho¨ht. Bemer-
kenswert ist, daß unterhalb der Glasu¨ber-
gangstemperatur der Lithiumdiffusionsko-
effizient fu¨r das Szenario mit immobilisier-
tem Sauerstoff fast bis auf den Wert fu¨r das
vollsta¨ndig unbewegliche Netzwerk abfa¨llt. In jedem Fall scheint es so, daß der Sauerstoff
gegenu¨ber dem Silizium den eindeutig gro¨ßeren Einfluß auf die Lithiumdynamik ausu¨bt. Da
es insbesondere der Sauerstoff ist, der in direkten Kontakt mit dem Lithium tritt, verwundert
dies nicht.
5.2.2 Vergleich von Ru¨ckkorrelationen
In Abschnitt 4.2.2 wurde das erste Moment r¯(r01) der bedingten Wahrscheinlichkeit
p(r12|r01) erla¨utert, daß sich ein Ion, nachdem es im ersten Zeitintervall die Strecke r01
zuru¨ckgelegt hat, im darauffolgenden zweiten Zeitintervall um r12 parallel dazu weiterbe-
wegt. Ein negativer Wert ist ein direktes Maß fu¨r die Relevanz von Ru¨ckkorrelationen. Die
Funktion r¯(r01) wurde sowohl fu¨r den Fall des immobilisierten Netzwerks wie auch fu¨r das
bewegliche Netzwerk bei der Temperatur T = 980 K fu¨r verschiedene Zeitintervalle t12 be-
stimmt. Das erste Zeitintervall t01 = 2,56 ps wurde so kurz gewa¨hlt, daß innerhalb dieser
Zeit mo¨glichst kein Sprung in die zweite Nachbarschaftsschale stattfinden oder auf einen
Sprung in die na¨chste Nachbarschaftsschale ein Ru¨cksprung folgen kann. Der Vergleich
zwischen beiden Szenarien ist in Abb. 5.3 zu sehen. Innerhalb des Systems mit immobili-
siertem Netzwerk weist die Ionendynamik wesentlich ausgepra¨gtere Ru¨ckkorrelationen auf.
Die gepunkteten Linien kennzeichnen den fu¨r die stochastische Dynamik eines harmoni-
schen Oszillators zu erwartenden Verlauf von r¯(r01) =−(1/2)r01. Wie man sieht, treten fu¨r
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Abbildung 5.3: Vergleich des ersten Mo-
ments r¯(r01) fu¨r a) das mobile und b) das im-
mobilisierte Netzwerk. Die gepunkteten Li-
nien markieren r¯(r01) =−(1/2)r01.







Abbildung 5.4: Schematische Darstellung
der potentiellen Energie Epot der Lithiumio-
nen als Funktion des Abstands r vom lokalen
Potentialminimum im immobilisierten und
im beweglichen Netzwerk im Vergleich zum
harmonischen Oszillator.
die Simulation mit immobilisiertem Netzwerk die Abweichungen vom Verhalten des har-
monischen Oszillators erst fu¨r deutliche gro¨ßere Werte von r01 auf. Beispielsweise weicht
bei der Simulation mit beweglichem Netzwerk fu¨r das la¨ngste Zeitintervall t12 = 328 ps der
Wert von r¯(r01 ≈ 0,8 A˚) um etwa 5 % von r¯(r01) =−(1/2)r01 ab, wohingegen bei immobi-
lisiertem Netzwerk erst der Wert r¯(r01 ≈ 1,5 A˚) eine entsprechende Abweichung aufweist.
Offensichtlich bewirken die Schwingungsbewegungen des Netzwerks eine Absenkung der
bei einem Sprung vom Lithium zu u¨berwindenden Barriere. Dies geht mit einer Abweichung
vom harmonischen Potential bei geringeren Absta¨nden vom lokalen Potentialminimum ein-
her, als dies fu¨r das immobilisierte Netzwerk der Fall ist. Eine schematische Darstellung des
resultierenden Potentials ist in Abb. 5.4 zu sehen.
5.3 Zeitlich und ra¨umlich aufgelo¨ste Untersuchung von Li-
thium und seiner Umgebung wa¨hrend des Sprungs
Um den Einfluß der Netzwerkdynamik auf die Ionendynamik genauer zu untersuchen, wur-
den die Lithiumtrajektorien auf Spru¨nge untersucht. Damit ist man nunmehr in der Lage,
wa¨hrend des betreffenden Zeitintervalls gezielt u¨ber dynamische Gro¨ßen von solchen Teil-
chen zu mitteln, die unmittelbar an Lithiumspru¨ngen beteiligt sind.
5.3.1 Definition von Lithiumspru¨ngen
Allgemein verbindet man mit einem Sprung, daß innerhalb relativ kurzer Zeit eine relativ
große Strecke zuru¨ckgelegt wird. Ein Kriterium fu¨r den Sprung eines Lithiumions ist also,
daß dieses wa¨hrend der Sprungdauer τ eine bestimmte Mindeststrecke smin zuru¨cklegt. Da
in diesem Fall Spru¨nge zwischen benachbarten Lithiumpla¨tzen von Interesse sind, sollten
τ und smin entsprechend gewa¨hlt werden. Aus der VAN-HOVE-Selbstkorrelationsfunktion
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ist das erste Minimum rmin ≈ 1,5 A˚, das die lokale Potentialmulde von der ersten Nach-
barschaftsschale abgrenzt, sowie die mittlere Sprungla¨nge d0 ≈ 2,6 A˚ bekannt (siehe Abb.
3.13). Ein sinnvoller Wert fu¨r besagte Mindeststrecke sollte im Bereich rmin ≤ smin ≤ d0
liegen. Durch die Identifikation der Lithiumpla¨tze war es LAMMERT mo¨glich, die mittle-
re Verweildauer der Lithiumionen außerhalb eines Platzes mit 500 fs anzugeben [58]. Da
zu einem Sprung allerdings nicht nur die Verweilzeit zwischen den Lithiumpla¨tzen geho¨rt,
sondern zusa¨tzlich beru¨cksichtigt werden muß, daß sich ein Ion von der Gleichgewichtsla-
ge seines Ausgangsplatzes aus diesem heraus und nach Eintritt in die neue Potentialmulde
zu seiner zuku¨nftigen Gleichgewichtsposition bewegen muß, ist die gesamte Sprungdau-
er τ etwas la¨nger. Andererseits sollte τ nicht zu groß gewa¨hlt werden, damit ein Teilchen,
das in diesem Zeitintervall einmal gesprungen ist, keinen Ru¨cksprung oder einen weiteren
Sprung vollfu¨hrt. Die genauen Daten fu¨r τ und smin sind vor diesem Hintergrund empirisch
zu bestimmen (siehe Abschnitt 5.3.3).
Es sei t0 der Zeitpunkt, zu dem sich ein Lithiumion gerade auf dem energetischen Sat-
telpunkt zwischen zwei benachbarten Pla¨tzen befindet. Da die Positionen der Lithiumionen
stark fluktuieren, hat es sich als sinnvoll erwiesen, zur Bestimmung des Ortes rsl des Sat-
telpunkts bzw. des Ausgangs- und des Endplatzes rinit und rend des Lithiumions, dessen
Positionen u¨ber einen kurzen Zeitraum zu mitteln. Zur Bestimmung des Sattelpunkts be-
tra¨gt die La¨nge dieses Zeitintervalls 200 fs, zur Bestimmung der Lithiumpla¨tze ist dies 1 ps.



























r(t = t0 + τ/2 + ∆t). (5.3)
tslice = 20 fs ist das Zeitintervall zwischen zwei wa¨hrend der Simulation gespeicherten Ko-
ordinatensa¨tzen. Um einen Sprung zu finden, wird fu¨r jedes Lithiumion jeder gespeicherte
Zeitpunkt der Trajektorie testweise als t0 in die Gleichungen (5.1) bis (5.3) eingesetzt. Fu¨r
einen Sprung muß gelten:
|rend− rinit| ≥ smax. (5.4)
Fu¨r einen Sprung wird man typischerweise eine ganze Reihe aufeinanderfolgender Zeit-
punkte finden, die diese Bedingung erfu¨llen. Der Sattelpunkt soll sich am Ort rsl befinden.
Daher erwartet man diesen in der Mitte zwischen dem Ausgangs- und dem Endplatz, d.h.:
|rend− rsl|− |rsl− rinit| → 0. (5.5)
Von allen aufeinanderfolgenden mo¨glichen Zeitpunkten, die Gl. (5.4) erfu¨llen wu¨rden, wird
derjenige als charakteristischer Zeitpunkt t0 fu¨r diesen einen Sprung ausgewa¨hlt, fu¨r den die
linke Seite von Gl. (5.5) minimal ist.
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5.3.2 Relevante Bezugssysteme
Fu¨r die gefundenen Lithiumspru¨nge sollen die Dichten von Lithium und Sauerstoff als Funk-
tion von Ort und Zeit aufgezeichnet werden. Um diese Gro¨ßen sinnvoll mitteln zu ko¨nnen,
muß dies in einem Bezugssystem geschehen, das fu¨r die charakteristischen Vera¨nderungen
wa¨hrend eines Sprungs die no¨tige Sensitivita¨t bietet. Es werden daher alle Lithiumspru¨nge
auf einer Zeitachse tS relativ zum jeweiligen Zeitpunkt t0 betrachtet, zu dem das Ion sich auf
dem Sattelpunkt befindet. Es gilt:
tS = t− t0. (5.6)
Will man Informationen u¨ber die Vorga¨nge in der Na¨he des Sattelpunkts erlangen, so inter-
essieren statt der Ortsvektoren r die Abstandsvektoren rS vom Sattelpunkt rsl:
rS = r− rsl. (5.7)
Sollen hingegen Informationen u¨ber die Geschehnisse in unmittelbarer Umgebung der Li-
thiumpla¨tze gesammelt werden, so ist die relevante Gro¨ße der Abstandsvektor rI vom Aus-
gangsplatz rinit:
rI = r− rinit. (5.8)










Hierbei bedeuten θS bzw. θI den Winkel, den die jeweiligen Vektoren mit dem Sprungvektor
rend− rinit einschließen. Entsprechend bedeuten φS bzw. φI den Winkel in der Ebene senk-
recht zum Sprungvektor. Allerdings sind in diesem Fall nur Funktionen von rS und θS bzw.
rI und θI relevant.
Analog zu rI ko¨nnte man auch einen Abstandsvektor rE zum Lithiumplatz rend nach dem
Sprung definieren. Allerdings erha¨lt man aufgrund der Zeitumkehrinvarianz fu¨r die Dichte
ρi der Teilchenspezies i:
ρi(rE,θE, tS) = ρi(rI,θI,−tS)
mit rE = rI
und θE = θI,
(5.10)
und somit keine neuen Informationen. Aus dem gleichen Grund gilt:
ρi(rS,θS, tS) = ρi(−rS,θS,−tS), (5.11)
so daß es fu¨r die Betrachtung der Dynamik am Sattelpunkt ausreichend ist, Zeiten tS ≤ 0 zu
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Abbildung 5.5: 〈|r(tS)− r(−tS)|〉 fu¨r a) ver-
schiedene Werte von smin und b) verschiede-
ne Werte von τ.
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Abbildung 5.6: Mittlere Sprungrate 〈Γ〉 in
Abha¨ngigkeit von der La¨nge des Zeitinter-
valls τ.
5.3.3 Bestimmung der Parameter τ und smin
Das beschriebene Verfahren wurde mit verschiedenen Werten von τ und smin an Lithium-
trajektorien bei der Temperatur T = 980 K ausprobiert. Zuna¨chst ist darauf zu achten, daß
die mittlere Sprungla¨nge d0 ≈ 2,6 A˚ reproduziert wird. Um dies zu u¨berpru¨fen, wurde der
mittlere Abstand 〈|r(tS)− r(−tS)|〉 eines springenden Lithiumions zum Zeitpunkt tS zu sei-
ner Position zum Zeitpunkt−tS bestimmt. Dieser na¨hert sich fu¨r tS > 1 ps einem konstanten
Wert an, welcher der mittleren Sprungla¨nge entspricht. Die Funktion 〈|r(tS)− r(−tS)|〉 ist
in Abb. 5.5a) fu¨r τ = 2 ps und verschiedene Werte von smin dargestellt. Wie man sieht, wird
fu¨r gro¨ßere Werte von smin auch die mittlere Sprungla¨nge der gefundenen Lithiumspru¨nge
gro¨ßer. Eine akzeptable U¨bereinstimmung mit d0≈ 2,6 A˚ erha¨lt man fu¨r smin = 2 A˚. In Abb.
5.5b) ist fu¨r diesen Wert der Wert von τ variiert worden. Im hier gezeigten Rahmen ergibt
sich daraus jedoch keine signifikante A¨nderung der mittleren Sprungla¨nge.
Die Lithiumionen beno¨tigen eine endliche Zeit, um von einem Platz zu einem benach-
barten Platz zu springen. Daher lassen sich innerhalb eines zu kleinen Zeitintervalls τ nur
Spru¨nge sehr schneller Ionen finden. Wa¨hlt man hingegen den Wert von τ zu groß, so be-
steht fu¨r sehr schnelle Lithiumionen die Mo¨glichkeit, daß sie entweder innerhalb dieses
Zeitintervalls wieder auf den Ausgangsplatz zuru¨ckspringen, oder sie vollfu¨hren in dieser
Zeit mehr als nur einen Sprung. In jedem dieser Fa¨lle wird die Anzahl Nhop der gefundenen
Spru¨nge nicht maximal sein. Werden die Trajektorien eines Systems mit NLi Lithiumionen
wa¨hrend des Zeitintervalls t2− t1 ausgewertet, so ist also der Wert von τ optimal, fu¨r den
die mittlere Sprungrate 〈Γ〉 = Nhop/NLi/(t2− t1) eine Maximum aufweist. In Abb. 5.6 ist
〈Γ〉 gegen τ aufgetragen. Man erha¨lt einen Plateauwert von 〈Γ〉 ≈ 17,7 (ns)−1 im Bereich
1,6 ps≤ τ≤ 2,4 ps. Wa¨hlt man daß Zeitintervall τ kleiner oder gro¨ßer, so fa¨llt 〈Γ〉 erkennbar
ab. Fu¨r die folgende Analyse wurde daher τ = 2 ps gewa¨hlt.
5.3.4 Ra¨umliche Verteilung der Lithiumspru¨nge
Wie in Kapitel 4 gezeigt werden konnte, geho¨ren zu den wichtigen Eigenschaften fester Io-
nenleiter dynamische Heterogenita¨ten, d.h. zu einem gegebenen Zeitpunkt existieren sowohl
schnelle als auch langsame Ionen. Das Vorhandensein von Ionenpla¨tzen la¨ßt vermuten, daß
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dieses Verhalten durch die Materialstruktur bestimmt wird. Es ist daher nicht von intrinsisch
schnellen respektive langsamen Ionen auszugehen, sondern eher von ra¨umlichen Bereichen,
in denen sich die Ionen schnell oder langsam fortbewegen ko¨nnen. Zwecks Charakterisie-
rung dieser Bereiche wurde die Simulationszelle in kubische Unterzellen vom Volumen 1 A˚3
eingeteilt. Fu¨r jede dieser Unterzellen wird geza¨hlt, wie ha¨ufig man einen Lithiumsprung
findet, dessen Sattelpunkt sich darin befindet. Fu¨r den Fall starker dynamischer Heteroge-
nita¨ten erwartet man, einige wenige Unterzellen mit einer großen Anzahl von Sprungereig-
nissen sowie deutliche Abweichungen von einer diesbezu¨glichen POISSON-Verteilung zu
finden.
Diese Abweichungen lassen sich leicht quantifizieren. Wa¨hrend einer Simulationsdauer
von 1 ns wurde aufgezeichnet, wie groß der Anteil der Unterzellen mit n Sprungereignissen
ist. Dies fu¨hrt zur Verteilung qn. Diese wird u¨ber zwanzig aufeinanderfolgende Zeitintervalle
von 1 ns gemittelt. Verhielte sich die so bestimmte Verteilung wie eine POISSON-Verteilung,
wu¨rde man erwarten:




Definitionsgema¨ß umfassen alle Unterzellen, die zu n > 1 beitragen, einen Sattelpunkt. Im
Gegensatz hierzu muß im Falle der zu n = 0 beitragenden Unterzellen unterschieden werden
zwischen jenen, die keinen Sattelpunkt enthalten, und solchen, die zwar einen Sattelpunkt
enthalten, welcher aber wa¨hrend des Zeitintervalls von 1 ns nicht von einem Ion u¨berquert
wird. Von vornherein la¨ßt sich nicht sagen, wieviele Unterzellen zur jeweiligen Gruppe
geho¨ren. Da fu¨r diese Auswertung nur solche Unterzellen von Interesse sind, die einen Sat-
telpunkt enthalten, ist der Wert von q0, den man aus den Simulationsdaten erha¨lt, hier nicht
von Nutzen.
Von einer POISSON’schen Statistik ausgehend ist in drei Schritten verfahren worden:













T = 980 K
T = 750 K
T = 700 K
immobilisiertes
Netzwerk
Abbildung 5.7: Verha¨ltnis qn/pn der ra¨um-
lichen Verteilung der Spru¨nge auf die Simu-
lationszelle zu einer POISSON-Verteilung.
1. Berechnung des Wertes von λ mittels
der Beziehung q1/q2 = λ/2.
2. Abscha¨tzung des Wertes von q0 mit-
tels der Beziehung q0/q1 = λ.
3. Normierung der q-Verteilung auf
eins.
Die resultierende q-Verteilung kann direkt
mit der p- oder POISSON-Verteilung vergli-
chen werden. Abweichungen sind ein un-
mittelbares Maß fu¨r die Relevanz dynami-
scher Heterogenita¨ten, d.h. fu¨r eine breitere
Verteilung der Sprungereignisindizes n als
man fu¨r eine POISSON’sche Statistik erwar-
ten wu¨rde.
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In Abb. 5.7 ist das Verha¨ltnis qn/pn gegen n fu¨r Simulationen mit mobilem Netzwerk
bei den drei verschiedenen Temperaturen T = 700 K, T = 750 K und T = 980 K sowie eine
Simulation mit immobilisiertem Netzwerk bei T = 980 K dargestellt. Abweichungen von
der POISSON’schen Statistik sind direkt anhand des Verhaltens qn/pn 6= 1 zu erkennen. Alle
vier Kurven zeigen dramatische Abweichungen von eins. Im Fall des mobilen Netzwerks
nehmen die Abweichungen mit sinkender Temperatur zu, d.h. bei Abku¨hlung gewinnen die
dynamischen Heterogenita¨ten an Bedeutung. Besonders interessant ist, daß fu¨r das System
mit immobilisiertem Netzwerk die dynamischen Heterogenita¨ten bei T = 980 K etwa so
ausgepra¨gt sind wie fu¨r das System mit mobilem Netzwerk bei T = 700 K. Die Immobilisa-
tion des Netzwerks scheint also einen starken Einfluß auf die dynamischen Heterogenita¨ten
zu haben, wie er sonst nur durch Abku¨hlung erreicht wird.
5.3.5 Untersuchte Gro¨ßen
Die mittlere Dichte Pi(rS,θS, tS) der Spezies i im Abstand rS vom Sattelpunkt eines Lithi-





Hierbei bedeutet 〈ρi(rS,θS, tS)〉 die u¨ber alle gefundenen Spru¨nge gemittelte Anzahldichte
der Spezies i an allen Orten rS = (rS,θS,0≤ φS < 2pi) zur Zeit tS. Die mittlere Anzahldich-
te der Spezies i in der Simulationszelle mit Kantenla¨nge L ist durch ρ¯i = Ni/L3 gegeben.
Die mittlere relative Sauerstoffdichte kann zudem noch unterteilt werden in den Anteil PBO
verbru¨ckender Sauerstoffatome (bridging oxygen, BO) sowie den Anteil PNBO nicht ver-
bru¨ckender Sauerstoffatome (non-bridging oxygen, NBO):
PBO(rS,θS, tS) = 〈ρBO(rS,θS, tS)〉/ρ¯O ,
bzw. PNBO(rS,θS, tS) = 〈ρNBO(rS,θS, tS)〉/ρ¯O .
(5.15)
Dahingegen kann man bei der mittleren relativen Lithiumdichte unterscheiden zwischen
dem Anteil PHLi des Lithiumions, dessen Sprung gerade beobachtet wird, sowie dem Anteil
PALi der anderen Lithiumionen:
PHLi(rS,θS, tS) = 〈ρHLi(rS,θS, tS)〉/ρ¯Li ,
bzw. PALi(rS,θS, tS) = 〈ρALi(rS,θS, tS)〉/ρ¯Li .
(5.16)
5.3.6 Lithiumdynamik wa¨hrend eines Sprungs
Die in Gl. (5.16) definierten Gro¨ßen PHLi und PALi sind in Abb. 5.8 als Funktion des Ab-
stands rS vom Sattelpunkt und des Winkels θS fu¨r fu¨nf verschiedene Zeiten tS zwischen
tS =−2 ps und tS = 0 mit Hilfe einer logarithmischen Farbkodierung dargestellt. Die Daten
beziehen sich auf ein System bei der Temperatur T = 980 K, fu¨r das Trajektorien mit einer
Simulationsdauer von 20 ns vorliegen.
Zum Zeitpunkt tS =−2 ps hat die mittlere relative Dichte PHLi springender Lithiumionen
ein ausgepra¨gtes Maximum am Ort des Ausgangsplatzes bei rS ≈ −1,2 A˚. Ein Ausla¨ufer
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tS = -2 ps
tS = -500 fs
tS = -120 fs
tS = -40 fs
tS = 0
ΡHLi (rS,θS, tS) ΡALi (rS,θS, tS)
Abbildung 5.8: Mittlere orts- und zeitabha¨ngige relative Dichte PHLi(rS,θS, tS) des Lithiums
wa¨hrend eines Sprungs (links) bzw. PALi(rS,θS, tS) des u¨brigen Lithiums.
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mittlerer Dichte erstreckt sich u¨ber den Sattelpunkt bis etwa rS ≈ 1 A˚ in den zuku¨nftigen
Lithiumplatz hinein. Dies ist auf Hin- und Ru¨ckspru¨nge zuru¨ckzufu¨hren. Daru¨berhinaus ist
beinahe das gesamte Diagramm ein Bereich niedriger oder sehr niedriger Dichte. Diese wei-
ten Ausla¨ufer geringer Dichte sind wenigen sehr schnellen Ionen zuzuordnen, die erst noch
auf den Ausgangsplatz springen mu¨ssen, bevor sie von dort weiterspringen. Bei tS =−500 fs
konzentriert sich die Dichte zunehmend auf den Ausgangsplatz. Das Maximum hat sich
leicht auf den Sattelpunkt zubewegt und befindet sich nun bei rS ≈ −1 A˚. Zum Zeitpunkt
tS = −120 fs erstreckt sich ein Dichtemaximum zwischen Ausgangsplatz und Sattelpunkt
mit Schwerpunkt bei rS ≈ 0,7 A˚. Die Konzentration der gesamten Dichte auf einen zuneh-
mend kleineren Bereich ist fortgeschritten und setzt sich auch zum Zeitpunkt tS = −40 fs
fort. Fast die gesamte Lithiumdichte PHLi befindet sich nun innerhalb eines Radius von et-
wa 1,1 A˚ um rS ≈−0,4 A˚. Etwa ein Viertel der Gesamtdichte befindet sich bereits jenseits
des Sattelpunkts. Bei tS = 0 sind die springenden Lithiumionen schließlich nahezu radial-
symmetrisch um den Sattelpunkt verteilt. Die Intensita¨t ist innerhalb eines Radius von etwa
0,5 A˚ maximal und fa¨llt mit gro¨ßerer Entfernung vom Sattelpunkt stark ab.
Wie bereits in Abschnitt 5.1 erwa¨hnt wurde, sind fast alle Lithiumpla¨tze besetzt. Als
Konsequenz dessen sieht man in Abb. 5.8, daß zum Zeitpunkt tS = −2 ps am zuku¨nftigen
Platz des Lithiumions, das einen Sprung vollfu¨hrt, die mittlere relative Dichte PALi anderer
Lithiumionen noch sehr hoch ist. Mit fortschreitender Zeit verringert sich die Dichte anderer
Lithiumionen auf dem zuku¨nftigen Platz, bis schließlich bei tS = 0 in einem Radius von etwa
1,5 A˚ um den Sattelpunkt die Dichte anderer Lithiumionen fast u¨berall null ist. Insgesamt
findet man bei etwa 83 % der gefundenen Spru¨nge im Zeitintervall −2 ps ≤ tS ≤ 0 ein
anderes Ion auf dem zuku¨nftigen Platz des springenden Ions.
Die in Abb. 5.8 dargestellte zeitliche Entwicklung der relativen mittleren Dichte PALi
anderer Lithiumionen auf dem zuku¨nftigen Platz bedeutet nicht nur, daß sich kurz vor dem
Sprung eines Lithiumions mit hoher Wahrscheinlichkeit auf dem Platz, den der Sprung als
Ziel hat, noch ein anderes Ion befindet. Aufgrund der Zeitumkehrinvarianz ist dies gleichbe-
deutend damit, daß mit ebenso hoher Wahrscheinlichkeit der Platz, den ein Lithiumion durch
einen Sprung verlassen hat, nach kurzer Zeit durch ein anderes Ion wieder besetzt wird.











T = 980 K
T = 750 K
T = 640 K
immobilisiertes
Netzwerk
Abbildung 5.9: Wahrscheinlichkeit pv(tS),
daß der Ausgangsplatz eines Lithiumsprungs
zur Zeit tS noch nicht durch ein anderes Lithi-
umion besetzt ist.
Dies soll nun na¨her untersucht werden.
Laut LAMMERT betra¨gt der effektive Ra-
dius eines Lithiumplatzes etwa 0,6 A˚ [58].
Ein Platz, den ein Lithiumion zum Zeit-
punkt tS = 0 verlassen hat, sei zuna¨chst frei.
Na¨hert sich zu einem spa¨teren Zeitpunkt
tS > 0 ein anderes Lithiumion der Positi-
on rinit des Ausgangsplatzes auf weniger
als besagte 0,6 A˚, so kann der Ausgangs-
platz als wieder besetzt angesehen werden.
Die Wahrscheinlichkeit pv(tS), daß ein zum
Zeitpunkt tS = 0 durch einen Sprung verlas-
sener Lithiumplatz zu einem spa¨teren Zeit-
punkt tS > 0 immer noch frei ist, ist in
Abb. 5.9 fu¨r drei verschiedene Temperatu-
ren zwischen T = 640 K und T = 980 K
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sowie fu¨r das System mit immobilisiertem Netzwerk bei T = 980 K dargestellt. Man be-
achte, daß die Wahrscheinlichkeit eines korrelierten Folgesprungs durch 1− pv(tS) gegeben
ist. Alle Graphen fallen zwischen tS ≈ 0,1 ps und tS ≈ 5 ps sehr stark ab. Daru¨berhinaus
mu¨nden sie in ein Plateau, bzw. fallen nur noch a¨ußerst schwach ab. Fu¨r die drei dargestell-
ten Kurven mit mobilem Netzwerk scheint der Abfall von pv(tS) umso schneller vonstatten
zu gehen, je ho¨her die Temperatur ist, wobei selbst fu¨r die tiefste Temperatur T = 640 K
bereits pv(tS = 1 ps) < 0,5 ist. Interessanterweise zerfa¨llt pv(tS) fu¨r das System mit im-
mobilisiertem Netzwerk bei T = 980 K zwischen tS ≈ 0,1 ps und tS ≈ 1 ps noch schneller
als als die entsprechende Funktion des Systems mit mobilem Netzwerk, weist fu¨r gro¨ßere
Werte von tS aber einen sehr a¨hnlichen Verlauf auf. Fu¨r eine Erkla¨rung dieses Verhaltens
muß zuna¨chst noch der Einfluß der Netzwerkdynamik auf die Lithiumdynamik genauer un-
tersucht werden.
5.3.7 Partielle Lithium-BO- und Lithium-NBO-Korrelationsfunktion
Um nachfolgend die Dichteverteilung verbru¨ckenden und nicht verbru¨ckenden Sauerstoffs
um charakteristische Punkte der Sprungdynamik des Lithiums besser diskutieren zu ko¨nnen,
sollen an dieser Stelle zuna¨chst die in Abb. 5.10 dargestellten partiellen Korrelationsfunk-
tionen des Lithiums mit verbru¨ckendem und nicht verbru¨ckendem Sauerstoff besprochen
werden. Die Definition fu¨r die partielle Zweiteilchen-Korrelationsfunktion gi j(r) ist in Gl.
(3.3) gegeben.














Abbildung 5.10: Partielle Korrelationsfunkti-
on gLiBO(r) fu¨r Lithium mit verbru¨ckendem
Sauerstoff bzw. gLiNBO(r) fu¨r Lithium mit
nicht verbru¨ckendem Sauerstoff.
Die Funktion gLiNBO(r) nimmt ab dem
Abstand r ≈ 1,6 A˚ endliche Werte an.
Fu¨r kleinere Absta¨nde r ist sie strikt null.
Das Maximum fu¨r die erste Sauerstoffscha-
le ist sehr ausgepra¨gt und liegt bei r ≈
2,0 A˚. Es wird durch ein Minimum bei r ≈
2,9 A˚ vom zweiten, deutlich weniger ausge-
pra¨gten Maximum bei r ≈ 4,4 A˚ getrennt.
Zu gro¨ßeren Absta¨nden folgen weitere Ma-
xima mit abnehmender Intensita¨t.
Ein erstes Maximum deutlich geringerer
Intensita¨t zeigt die partielle Li-BO-Korrela-
tionsfunktion gLiBO(r) bei r≈ 2,2 A˚. Selbst
das Maximum der zweiten Sauerstoffschale
bei r ≈ 4,3 A˚ zeigt eine signifikant ho¨here
Intensita¨t. Die beiden ersten Maxima wer-
den durch ein Minimum bei r ≈ 2,8 A˚ ge-
trennt. Zu gro¨ßeren Absta¨nden r folgen weitere Maxima mit abnehmender Intensita¨t, die
gegenu¨ber denen der Funktion gLiNBO(r) jeweils zu etwas geringeren Werten von r ver-
schoben sind. Fu¨r kleinere Absta¨nde als r ≈ 1,7 A˚ ist gLiBO(r) = 0.
Diese Daten ko¨nnen nun mit den entsprechenden charakteristischen Werten verglichen
werden, die die zeitabha¨ngige mittlere relative Dichte verbru¨ckenden sowie nicht verbru¨ck-
enden Sauerstoffs als Funktion des Abstands rS zum Sattelpunkt eines Lithiumsprungs bzw.
rI zum initialen Lithiumplatz liefert.
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5.3.8 Sauerstoffdynamik am Sattelpunkt eines Lithiumsprungs
Betrachtet man die mittlere relative Dichte PBO des verbru¨ckenden Sauerstoffs in Abb. 5.11,
so fa¨llt zuna¨chst auf, daß diese in der Na¨he des Sattelpunkts des Lithiumsprungs generell
sehr gering ist. Dies widerspricht jenem Teilaspekt des Bildes von MARTIN und ANGELL
(siehe Abb. 5.1), wonach es in der Na¨he des Sattelpunkts vor allem die verbru¨ckenden Sau-
erstoffatome sind, zwischen denen sich ein Lithiumion einen Weg hindurch bahnen mu¨ßte.
Die Dichte verbru¨ckenden Sauerstoffs fa¨llt in Richtung beider Lithiumpla¨tze auf null ab.
Von besonderem Interesse ist die zeitliche Entwicklung in der Ebene parallel zur Raumrich-
tung θS = pi/2, die den Sprungvektor senkrecht am Sattelpunkt schneidet. Bei tS =−2 ps ist
noch kein klares Maximum zu erkennen, und die Dichte fa¨llt in dieser Richtung ungefa¨hr
bei rS ≈ 1 A˚ auf null ab. Mit fortschreitender Zeit vergro¨ßert sich der Abstand, ab dem
die Sauerstoffdichte von null verschieden ist, bis schließlich bei tS = 0 innerhalb eines Ab-
stands von rS ≈ 1,7 A˚ fast keine Dichte verbru¨ckenden Sauerstoffs mehr zu erkennen ist.
Gleichzeitig bildet sich ein Maximum bei rS ≈ 2,1 A˚ heraus.
Eine a¨hnliche, aber viel deutlichere Entwicklung beobachtet man in Abb. 5.11 bei der
mittleren relativen Dichte PNBO der nicht verbru¨ckenden Sauerstoffatome. Bei tS = −2 ps
ist im gesamten Diagramm außerhalb der beiden Lithiumpla¨tze eine endliche Sauerstoff-
dichte zu finden. Auch hier liegt das besondere Augenmerk auf der Sattelpunktsebene bei
θS = pi/2. Ein sehr breites Maximum befindet sich bei rS ≈ 1,8 A˚. Die Dichte fa¨llt bei
rS ≈ 0,6 A˚ auf null ab. Wa¨hrend die Zeit fortschreitet, weicht diese deutlich zuru¨ck. Das
Dichtemaximum wird gleichzeitig senkrecht zum Sattelpunkt scha¨rfer und intensiver, ra-
dial dazu etwas breiter. Zum Zeitpunkt tS = 0 ist die Funktion im gesamten Bereich bis
rS ≈ 1,5 A˚ nahezu u¨berall null. Das Dichtemaximum ist leicht verschoben zu rS ≈ 1,9 A˚.
Die zeitliche Entwicklung der Funktionen PBO und PNBO in der Sattelpunktsebene zeigt
ein deutliches Zuru¨ckweichen des Sauerstoffs vom Sattelpunkt, wa¨hrend sich das Lithium
diesem na¨hert, um ihn zu u¨berqueren. Der Mechanismus a¨hnelt einer Schiebetu¨r um den
Sattelpunkt, die durch Sauerstoffatome gebildet wird. Wa¨hrend eines Lithiumsprungs muß
sich diese o¨ffnen, damit das Lithiumion passieren kann.
Um diesen Effekt besser sichtbar zu machen, wurde die mittlere relative Dichte PNBO
der nicht verbru¨ckenden Sauerstoffatome sowie die mittlere relative Dichte PBO der ver-
bru¨ckenden Sauerstoffatome innerhalb einer 0,5 A˚ dicken Schicht um die Sattelpunktsebene
bestimmt. Diese sind in den Abbildungen 5.12 und 5.13 jeweils fu¨r verschiedene Zeiten tS
als Funktion des Abstands rS vom Sattelpunkt dargestellt. Zum Vergleich ist jeweils noch
die entsprechende Funktion eines Systems mit immobilisiertem Netzwerk dargestellt.
In Abb. 5.12 zeigen alle Kurven der Funktion PNBO ein deutliches erstes Maximum, das
sich mit fortschreitender Zeit von rS ≈ 1,8 A˚ bei tS = −2 ps zu rS ≈ 1,9 A˚ bei tS = 0 ver-
schiebt. Zu kleinen Werten von rS fa¨llt die Dichte auf null ab. Zu gro¨ßeren Absta¨nden rS
vom Sattelpunkt durchlaufen die Kurven ein erstes Minimum bei rS ≈ 2,9 A˚ (tS = −2 ps)
bzw. rS ≈ 3,0 A˚ (tS = 0). Es folgen weitere Maxima. Zum Zeitpunkt tS = −2 ps ist PNBO
bei rS = 1,5 A˚ bis auf PNBO ≈ 1,8 abgefallen. Mit fortschreitender Zeit wird das Maxi-
mum zunehmend schmaler. Insbesondere in Richtung zum Sattelpunkt des Lithiumsprungs
ist eine deutliche Verringerung der Dichte nicht verbru¨ckenden Sauerstoffs zu erkennen. Bei
tS = 0 betra¨gt sie an der Stelle rS = 1,5 A˚ nur noch PNBO ≈ 0,2. Auch das zweite Maximum
wird mit fortschreitender Zeit geringfu¨gig zu ho¨heren Werten von rS verschoben. Fu¨r noch
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tS = -2 ps
tS = -500 fs
tS = -120 fs
tS = -40 fs
tS = 0
ΡBO(rS,θS, tS) ΡNBO (rS,θS, tS)
Abbildung 5.11: Mittlere orts- und zeitabha¨ngige relative Dichte PBO(rS,θS, tS) des ver-
bru¨ckenden (links) bzw. PNBO(rS,θS, tS) des nicht verbru¨ckenden (rechts) Sauerstoffs
wa¨hrend eines Lithiumsprungs.
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tS = -2      ps
tS = -  500 fs
tS = -  120 fs
tS =       0
immobilisiertes
Netzwerk
Abbildung 5.12: Mittlere relative Dichte
PNBO(rS, tS) nicht verbru¨ckenden Sauer-
stoffs innerhalb einer 0,5 A˚ dicken Schicht
in der Sattelpunktsebene.














tS = -2      ps
tS = -  500 fs
tS = -  120 fs
tS =       0
immobilisiertes
Netzwerk
Abbildung 5.13: Mittlere relative Dichte
PBO(rS, tS) verbru¨ckenden Sauerstoffs inner-
halb einer 0,5 A˚ dicken Schicht in der Sattel-
punktsebene.
gro¨ßere Absta¨nde rS ist keine zeitliche Vera¨nderung von PNBO erkennbar. Das erste Maxi-
mum bei rS ≈ 1,9 A˚ der Funktion PNBO des Systems mit immobilisiertem Netzwerk ist der
entsprechenden Kurve des Systems mit mobilem Netzwerk bei tS = 0 sehr a¨hnlich, beinhal-
tet allerdings im Bereich 1,5 A˚≤ rS≤ 1,9 A˚ eine etwas ho¨here Dichte. Dies wird allerdings
zu ho¨heren Werten von rS deutlich u¨berkompensiert, so daß innerhalb eines 0,5 A˚ dicken
Zylinders um den Sattelpunkt, dessen Radius durch das erste Minimum bei rS ≈ 3,0 A˚
gegeben ist, die Gesamtdichte nicht verbru¨ckender Sauerstoffatome im System mit immo-
bilisiertem Netzwerk etwa 10 % geringer ist als im System mit beweglichem Netzwerk zum
Zeitpunkt tS = 0. Jenseits von rS ≈ 3,0 A˚ ist die Statistik der Funktion PNBO des Systems
mit immobilisiertem Netzwerk leider zu schlecht, um eine fundierte Aussage zu machen.
In Abb. 5.13 sind die entsprechenden Kurven der Funktion PBO dargestellt. Die Inten-
sita¨t des ersten Maximums betra¨gt fu¨r alle Kurven nur etwa 8 % der entsprechenden Inten-
sita¨t nicht verbru¨ckenden Sauerstoffs. Dies ist sogar noch geringer, als man aufgrund des
Vergleichs der entsprechenden partiellen Zweiteilchen-Korrelationsfunktionen in Abb. 5.10
erwarten wu¨rde. Dagegen weisen die weiteren Maxima gegenu¨ber dem nicht verbru¨ckenden
Sauerstoff eine kaum geringere Intensita¨t auf. Das erste Maximum liegt zum Zeitpunkt
tS = −2 ps bei rS ≈ 2,0 A˚ und verschiebt sich zu rS ≈ 2,1 A˚ bei tS = 0. Ein a¨hnlicher
Trend ist fu¨r das zweite Maximum bei rS ≈ 4,2 A˚ (tS = −2 ps) bzw. rS ≈ 4,3 A˚ (tS = 0)
sichtbar, wa¨hrend im Rahmen der gegebenen Statistik fu¨r das dritte Maximum keine zeit-
liche Vera¨nderung zu beobachten ist. Das erste Minimum verschiebt sich von rS ≈ 2,6 A˚
zum Zeitpunkt tS = −2 ps zu rS ≈ 2,7 A˚ zum Zeitpunkt tS = 0. Am deutlichsten ist das
mit der Zeit voranschreitende Zuru¨ckweichen der Dichte PBO verbru¨ckenden Sauerstoffs zu
gro¨ßeren Absta¨nden rS vom Sattelpunkt jedoch bei kleinen Werten rS, wo die Kurven mit
fortschreitender Zeit bei immer gro¨ßeren Werten von rS auf null abfallen. So beobachtet
man bei tS = −2 ps an der Stelle rS = 1,7 A˚ den Wert PBO ≈ 0,2, wohingegen dieser Wert
zum Zeitpunkt tS = 0 auf PBO ≈ 0,03 abgefallen ist. Leider ist die entsprechende Kurve
fu¨r das System mit immobilisiertem Netzwerk mit einer sehr schlechten Statistik behaftet.
Aber auch fu¨r diese Funktion ist zu erkennen, daß sie bei rS ≈ 1,7 A˚ bereits fast vollsta¨ndig
abgefallen ist. Ihr erstes Maximum liegt allerdings bei rS ≈ 1,9 A˚, und somit na¨her am Sat-
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telpunkt als jenes des Systems mit mobilem Netzwerk zu allen dargestellten Zeitpunkten.
Die Lage weiterer Maxima zu diskutieren ist aufgrund des starken Rauschens nicht mo¨glich.
Wie schon Abb. 5.11 zeigen auch die Abbildungen 5.12 und 5.13 deutlich den bereits
angesprochenen ”Schiebetu¨r“-Mechanismus. Dieser ist mit einem kritischen Abstand zum
Sattelpunkt von rS ≈ 1,5 A˚ bzw. rS ≈ 1,7 A˚ fu¨r nicht verbru¨ckende bzw. verbru¨ckende
Sauerstoffe verbunden, innerhalb dem sich mo¨glichst kein Sauerstoffatom befinden soll-
te, wa¨hrend das Lithiumion den Sattelpunkt passiert. Dies entspricht in etwa den Werten
von r ≈ 1,6 A˚ bzw. r ≈ 1,7 A˚, bei denen die partielle Zweiteilchen-Korrelationsfunktion
von Lithium mit nicht verbru¨ckendem bzw. verbru¨ckendem Sauerstoff auf null abfa¨llt. Die
geringfu¨gige Differenz zwischen den Werten fu¨r den nicht verbru¨ckenden Sauerstoff muß
nicht heißen, daß der optimale Abstand zwischen diesem und dem Lithiumion nicht erreicht
wird, da dieses die Sattelpunktsebene nicht zwingend bei rS = 0 passiert. Der ”Schiebetu¨r“-
Mechanismus setzt sich bis in die zweite Sauerstoffschale um den Sattelpunkt des Lithium-
sprungs fort, wie anhand der Vera¨nderung der zweiten Maxima zu erkennen ist. In der ersten
Sauerstoffschale dominieren deutlich die nicht verbru¨ckenden Sauerstoffatome. Da diese an
nur ein Siliziumatom gebunden sind, ist davon auszugehen, daß sie beweglicher und somit
fu¨r den ”Schiebetu¨r“-Mechanismus funktionell vorteilig sind.
















Abbildung 5.14: Wahrscheinlichkeit pi,crit(tS)
ein Teilchen der Spezies i (i = NBO; BO; O)
zum Zeitpunkt tS < 0 mit unterkritischem Ab-
stand zum Sattelpunkt eines Lithiumsprungs
zu finden. Der kritische Abstand betra¨gt rS =
1,5 A˚ (NBO) bzw. rS = 1,7 A˚ (BO).
Aus den Abbildungen 5.11, 5.12 und
5.13 ist ersichtlich, daß zum Zeitpunkt
tS = 0 ein bestimmter kritischer Abstand
des Sauerstoffs zum Sattelpunkt mo¨glichst
nicht unterschritten wird. Umgekehrt la¨ßt
sich ebenso formulieren, daß dieser Pfad
fu¨r die Lithiumdiffusion versperrt ist, solan-
ge sich innerhalb des kritischen Radius ein
Sauerstoffatom befindet. In Abb. 5.14 ist die
Wahrscheinlichkeit pi,crit(tS) dargestellt, zu
einem Zeitpunkt tS < 0 vor dem Sprung ein
Teilchen der Spezies i innerhalb des jewei-
ligen kritischen Abstands zum Sattelpunkt
zu finden. Hierbei bedeuten pNBO,crit(tS)
bzw. pBO,crit(tS) die Wahrscheinlichkeit,
zum Zeitpunkt tS ein nicht verbru¨ckendes
Sauerstoffatom bei rS < 1,5 A˚ bzw. ein ver-
bru¨ckendes Sauerstoffatom bei rS < 1,7 A˚
zu finden. Die Wahrscheinlichkeit, daß der
Sattelpunkt zum Zeitpunkt tS durch das eine oder das andere Ereignis blockiert ist, ist mit
pO,crit(tS) bezeichnet.
Es ist gut zu erkennen, daß zum Zeitpunkt tS = −1 ps etwa 10 % der Sprungpfade
des Lithiums durch Sauerstoff versperrt sind. Dies geschieht hauptsa¨chlich durch nicht ver-
bru¨ckende Sauerstoffatome. Ein starker Abfall der Funktion pO,crit(tS) bis fast auf null infol-
ge des ”Schiebetu¨r“-Mechanismus ist zwischen tS ≈ −200 fs und tS ≈ −50 fs zu beobach-
ten. Richtet man das Augenmerk auf la¨ngere Zeitra¨ume, so fa¨llt auf, daß alle drei Funktionen
fu¨r tS . −5 ps stark ansteigen. So betra¨gt pO,crit(tS = −100 ps) ≈ 0,7, d.h. etwa 70 % der
Sattelpunkte sind 100 ps vor der U¨berquerung durch ein Lithiumion durch Sauerstoff ver-
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sperrt. Dies zeigt, daß die Netzwerkdynamik außer durch den ”Schiebetu¨r“-Mechanismus,
der in etwa auf der Zeitskala des Lithiumsprungs stattfindet, auch noch auf la¨ngeren Zeitska-
len Einfluß auf die Ionendynamik nimmt. Bei der in diesem Fall beobachteten Temperatur
T = 980 K werden binnen einiger zehn bis hundert Pikosekunden durch das O¨ffnen und
Schließen der Verbindungswege zwischen Lithiumpla¨tzen durch Sauerstoff Diffusionspfade
geknu¨pft oder Verknu¨pfungen aufgehoben. Es ist anzunehmen, daß sich hierdurch im Lau-
fe der Zeit fu¨r die Ionen eine gro¨ßere Anzahl Mo¨glichkeiten ero¨ffnet, ihren Platz mittels
eines Sprungs zu verlassen. Bei der Immobilisation des Netzwerks bleiben dagegen initial
versperrte Pfade dauerhaft geschlossen, und die Ionendynamik bleibt auf die einmal vorhan-
denen Diffusionspfade beschra¨nkt.
5.3.9 Sauerstoffdynamik am Ausgangsplatz eines Lithiumsprungs
Ebenso wie die Sauerstoffdynamik am Sattelpunkt ist auch die Sauerstoffdynamik am Lithi-
umplatz von Interesse. Daher wurde die mittlere relative Dichte PBO(rI, tS) bzw. PNBO(rI, tS)
des verbru¨ckenden bzw. nicht verbru¨ckenden Sauerstoffs als Funktion der Zeit tS und des
Abstands rI vom initialen Lithiumplatz innerhalb des dem Sprungvektor abgewandten Halb-
raums bestimmt, d.h. im Bereich pi/2≤ θI ≤ pi.
Die Funktion PNBO(rI, tS) ist fu¨r tS≤ 0 sowie das System mit immobilisiertem Netzwerk
in Abb. 5.15 bzw. fu¨r tS≥ 0 in Abb. 5.16 dargestellt. Zum Zeitpunkt tS =−1 ps erkennt man
ein schmales, intensives erstes Maximum bei rI ≈ 2,1 A˚. Es folgen ein Minimum bei rI ≈
3,1 A˚, ein zweites Maximum bei rI ≈ 4,3 A˚ sowie weitere weniger ausgepra¨gte Maxima.
Zu kleinen Werten von rI fa¨llt die Funktion PNBO(rI, tS) auf null ab. Zwischen tS = −1 ps
und tS = 0 nimmt die Intensita¨t des ersten Maximums von PNBO ≈ 1,9 auf PNBO ≈ 1,3 ab.
Gleichzeitig wird das Maximum breiter. So beobachtet man an der Stelle rI = 1,5 A˚ einen
Anstieg von PNBO ≈ 0,04 auf PNBO ≈ 0,2. Zwischenzeitlich ist das erste Maximum bei tS =
−120 fs und tS =−40 fs zu rS ≈ 2,0 A˚ verschoben, liegt zum Zeitpunkt tS = 0 aber wieder
bei rS≈ 2,1 A˚. Das zweite Maximum verliert von tS =−1 ps bis tS = 0 ebenfalls geringfu¨gig
an Intensita¨t und scheint sich minimal zu kleineren Absta¨nden rI vom Ausgangsplatz des
Lithiumions zu bewegen. Fu¨r tS > 0 nimmt das erste Maximum wieder an Intensita¨t zu, bis
es bei tS = 1 ps PNBO ≈ 1,5 erreicht. Gleichzeitig wird es wieder etwas schmaler. Ebenso
setzt beim zweiten Maximum eine leichte Ru¨ckentwicklung zum Ausgangszustand ein. Das
erste Maximum des Systems mit immobilisiertem Netzwerk liegt ebenfalls bei rI ≈ 2,1 A˚,
ist aber deutlich schmaler als im Fall des mobilen Netzwerks. Daru¨berhinaus lassen sich
aufgrund der schlechten Statistik keine weiteren Maxima oder Minima ausmachen.
In Abb. 5.17 bzw. Abb. 5.18 ist die mittlere relative Dichte PBO(rI, tS) verbru¨ckenden
Sauerstoffs fu¨r tS ≤ 0 sowie das System mit immobilisiertem Netzwerk bzw. fu¨r tS ≥ 0 dar-
gestellt. Wie schon bei der entsprechenden Zweiteilchen-Korrelationsfunktion in Abb. 5.10
weist auch hier jeweils das erste Maximum eine niedrigere Intensita¨t auf als das zweite. Im
Zeitintervall −1 ps≤ tS ≤ 0 findet man das erste Maximum bei rI ≈ 2,3 A˚. Mit fortschrei-
tender Zeit verliert es an Intensita¨t und wird etwas breiter. So beobachtet man beispielswei-
se an der Stelle rI = 1,6 A˚ zum Zeitpunkt tS = −1 ps PBO ≈ 0,002, bei tS = 0 hingegen
PBO ≈ 0,02. Insgesamt ist dieser Effekt jedoch weniger deutlich ausgepra¨gt als fu¨r nicht
verbru¨ckenden Sauerstoff. Im Zeitintervall 0< tS≤ 1 ps verschiebt sich das erste Maximum
zu rI ≈ 2,4 A˚. Es wird dabei wieder etwas schmaler und gewinnt an Intensita¨t. Das zweite
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tS = -1      ps
tS = -  120 fs
tS = -    40 fs
tS =         0
immobilisiertes
Netzwerk
Abbildung 5.15: Mittlere relative Dichte
PNBO(rI, tS) nicht verbru¨ckenden Sauerstoffs
als Funktion des Abstands rI vom initia-
len Lithiumplatz im vom Sprungvektor ab-
gewandten Halbraum fu¨r tS ≤ 0 sowie das
System mit immobilisiertem Netzwerk.















tS =       0
tS =     40 fs
tS =   120 fs
tS = 1      ps
Abbildung 5.16: Mittlere relative Dichte
PNBO(rI, tS) nicht verbru¨ckenden Sauerstoffs
als Funktion des Abstands rI vom initia-
len Lithiumplatz im vom Sprungvektor ab-
gewandten Halbraum fu¨r tS ≥ 0.
Maximum befindet sich zum Zeitpunkt tS = −1 ps bei rI ≈ 4,3 A˚. Es verschiebt sich bis
tS = 0 auf rI ≈ 4,2 A˚, um sich anschließend wieder zuru¨ck zu rI ≈ 4,3 A˚ zu bewegen. Die
ersten beiden Maxima werden durch ein Minimum bei rI ≈ 2,9 A˚ getrennt. Das System mit
immobilisiertem Netzwerk liefert leider nur eine Funktion PBO(rI) mit starkem Rauschen,
die ein erstes Maximum bei rI ≈ 2,3 A˚ aufzuweisen scheint. Dieses ist allerdings intensiver
und schmaler als jene der Kurven fu¨r das System mit mobilem Netzwerk.
Im Gegensatz zur Sauerstoffdynamik am Sattelpunkt des Lithiumsprungs stellt sich
diese am Lithiumplatz deutlich komplizierter dar. Dies liegt zum einen daran, daß in den
hier gezeigten Diagrammen am Lithiumplatz kein eindeutig dominierender Effekt wie der
”Schiebetu¨r“-Mechanismus am Sattelpunkt existiert. Stattdessen u¨berlagern sich hier zum
einen elektrostatische und sterische Effekte, zum anderen wechselwirken die Sauerstoffa-
tome in der Na¨he des Lithiumplatzes nicht nur mit dem Lithiumion, das den Platz verla¨ßt,
sondern unter Umsta¨nden auch mit demjenigen, das diesen Platz anschließend einnimmt.
Zuna¨chst la¨ßt sich jedoch anhand der Diagramme feststellen, daß wa¨hrend des Lithium-
sprungs deutliche Vera¨nderungen sowohl in der ersten als auch in der zweiten Sauerstoff-
schale vonstatten gehen. Selbst daru¨berhinaus sind noch minimale zeitliche A¨nderungen
sichtbar. Daß das erste und das zweite Maximum der Funktion PNBO bei tS =−120 fs sowie
tS =−40 fs um 0,1 A˚ zu kleineren Werten von rI verschoben sind, ko¨nnte daher ru¨hren, daß
die Sauerstoffatome durch die COULOMB-Anziehung des sich entfernenden Lithiumions
diesem nachgezogen werden. Zum Zeitpunkt tS = 0 verla¨ßt das Lithiumion den Platz, das
nun zum lokalen Ladungsausgleich fehlt. Infolgedessen vergro¨ßern sowohl verbru¨ckende
als auch nicht verbru¨ckende Sauerstoffatome ihren Abstand rI zum Lithiumplatz wieder.
Infolge des Zuru¨ckweichens des Lithiumions vom Platz ko¨nnten sich fu¨r benachbarte Sau-
erstoffatome neue Ra¨ume und somit mehr Fluktuationsmo¨glichkeiten bieten. Dies ist eine
mo¨gliche Erkla¨rung fu¨r die Verbreiterung der ersten Maxima im Zeitintervall−1 ps≤ tS≤ 0.
Die anschließende leichte Verschma¨lerung der ersten Maxima wa¨re dann durch eine erneute
Einengung des Platzes durch einige wenige schnelle Folgespru¨nge anderer Lithiumionen zu
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tS = -1      ps
tS = -  120 fs
tS = -    40 fs
tS =         0
immobilisiertes
Netzwerk
Abbildung 5.17: Mittlere relative Dichte
PBO(rI, tS) verbru¨ckenden Sauerstoffs als
Funktion des Abstands rI vom initialen Li-
thiumplatz im vom Sprungvektor abgewand-
ten Halbraum fu¨r tS ≤ 0 sowie das System
mit immobilisiertem Netzwerk.











tS =       0
tS =     40 fs
tS =   120 fs
tS = 1      ps
Abbildung 5.18: Mittlere relative Dichte
PBO(rI, tS) verbru¨ckenden Sauerstoffs als
Funktion des Abstands rI vom initialen Li-
thiumplatz im vom Sprungvektor abgewand-
ten Halbraum fu¨r tS ≥ 0.
erkla¨ren. Dies ko¨nnen jedoch nur Ansa¨tze zu einem Versta¨ndnis der relevanten Effekte am
Lithiumplatz sein, fu¨r das es weiterer Forschung bedarf.
5.4 Ergebnisdiskussion
Durch die Immobilisation des Netzwerks konnte gezeigt werden, daß die lokalen Bewegun-
gen des Netzwerks von a¨ußerster Relevanz fu¨r die Lithiumdynamik sind. Vergleicht man die
Temperaturabha¨ngigkeit der Lithiumdiffusionskoeffizienten, so beobachtet man im System
mit unbeweglichem Netzwerk einen dramatischen Ru¨ckgang der Diffusionsgeschwindigkeit
einhergehend mit einem entsprechenden Anstieg der Aktivierungsenergie. Partielle Immo-
bilisation einzelner Netzwerkspezies zeigt, daß den gro¨ßten Anteil an diesem Effekt die Im-
mobilisation des Sauerstoffs hat. Dieses Resultat steht im Einklang mit fru¨heren Ergebnissen
aus MD-Simulationen von Natrium- und Lithiumsilikatsystemen mit ku¨nstlich verringerter
Mobilita¨t der Netzwerkspezies [3, 39, 80]. Der Vergleich des ersten Moments r¯(r01) der Sy-
steme mit beweglichem und immobilisiertem Netzwerk zeigt signifikant sta¨rker ausgepra¨gte
Ru¨ckkorrelationen der Ionendynamik im zweiten System, und fu¨hrt zu dem Schluß, daß die
Sattelpunkte zwischen zwei Lithiumpla¨tzen im System mit immobilisiertem Netzwerk ener-
getisch deutlich ho¨her liegen.
In diesem Kapitel wurde ein wirkungsvolles Instrumentarium vorgestellt, um Zeitpunkt
und Ort von Ionenspru¨ngen zu bestimmen. Damit ist es mo¨glich, sowohl die Ionendynamik
wa¨hrend des Sprungs als auch die Dynamik des umliegenden Netzwerks zu studieren. Durch
die zeitlich und ra¨umlich aufgelo¨ste Untersuchung der Dichteverteilung von Lithiumionen
wa¨hrend des Sprungs sowie von verbru¨ckenden und nicht verbru¨ckenden Sauerstoffatomen
und anderen Lithiumionen in der unmittelbaren Umgebung ist ein aufschlußreiches Bild der
mikroskopischen Sprungdynamik entstanden. Es konnte gezeigt werden, daß der Platz, den
ein Lithiumsprung zum Ziel hat, mit hoher Wahrscheinlichkeit noch unmittelbar vor diesem
Sprung durch ein anderes Lithiumion besetzt ist. Ebenso wird mit hoher Wahrscheinlich-
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keit der durch einen Lithiumsprung frei gewordene Platz in ku¨rzester Zeit durch ein anderes
Lithiumion besetzt. Dies deckt sich mit den Beobachtungen im Natriumsilikatsystem von
CORMACK et al. [14]. Ebenso entspricht es der Vorstellung von HABASAKI et al., wo-
nach fu¨r einen makroskopischen Ladungstransport ein Mechanismus von korrelierten Fol-
gespru¨ngen notwendig ist, um die starken Ru¨ckkorrelationen innerhalb des Glasnetzwerks
zu u¨berwinden [32–35].
Es wurde beschrieben, wie sich die Sauerstoffatome in der Na¨he des Sattelpunkts von
diesem entfernen, wa¨hrend sich ein Lithiumion na¨hert, um diesen zu u¨berspringen. Die Be-
wegung des Sauerstoffs wa¨hrend eines Lithiumsprungs in der Na¨he des Sattelpunkts erinnert
an eine Schiebetu¨r, die sich o¨ffnet, um das Lithiumion passieren zu lassen. Verbru¨ckende wie
nicht verbru¨ckende Sauerstoffatome nehmen hierbei einen Mindestabstand zum Sattelpunkt
ein, der in etwa dem Abstand entspricht, bei dem die jeweilige Zweiteilchen-Korrelations-
funktion mit Lithium auf null abfa¨llt. Sauerstoffatome in der ersten und in der zweiten Sauer-
stoffschale um den Sattelpunkt weichen dabei zuru¨ck. Die Dichte verbru¨ckenden Sauerstoffs
ist in der ersten Sauerstoffschale um den Sattelpunkt deutlich geringer, als man aufgrund
der Li-BO-Korrelationsfunktion erwarten wu¨rde. Es ist naheliegend, daß die eingeschra¨nkte
Beweglichkeit der verbru¨ckenden Sauerstoffatome fu¨r den ”Schiebetu¨r“-Mechanismus un-
vorteilhaft ist.
Es konnte ebenfalls gezeigt werden, daß mit dem Lithiumsprung deutliche Vera¨nder-
ungen der ra¨umlichen Verteilung der Sauerstoffdichte am Lithiumplatz einhergehen. Leider
ist es hier nicht wie beim ”Schiebetu¨r“-Mechanismus mo¨glich, die Vera¨nderungen einem
bestimmten Effekt zuzuordnen. Man muß vielmehr davon ausgehen, daß es sich um eine
U¨berlagerung verschiedener Effekte handelt, deren Aufschlu¨sselung in Zukunft noch wei-
terer Forschung bedarf.
Der Vergleich der ra¨umlichen Verteilung der Sprungereignisse auf die Simulationszel-
le mit einer POISSON-Verteilung zeigt fu¨r alle untersuchten Systeme ausgepra¨gte dynami-
sche Heterogenita¨ten. Dieses Verhalten wird umso deutlicher, je tiefer die Temperatur des
untersuchten Systems ist. Die Immobilisation des Netzwerks fu¨hrt zu einer Zunahme der
dynamischen Heterogenita¨ten, wie sie sonst nur infolge starker Abku¨hlung zu beobachten
ist. Aus den stark unterschiedlichen Verteilungen der Sprungdynamik auf das Volumen der
Simulationszelle la¨ßt sich schließen, daß dem Lithium durch die Netzwerkdynamik und ins-
besondere durch den ”Schiebetu¨r“-Mechanismus im mobilen Netzwerk ein sehr viel sta¨rker
verknu¨pftes und vera¨steltes Netz von Diffusionspfaden zur Verfu¨gung steht. Beim System
mit immobilisiertem Netzwerk kann hingegen davon ausgegangen werden, daß sich die
langreichweitige Ionendynamik auf Pfade beschra¨nkt, bei denen jeweils die ”Schiebetu¨r“
aus Sauerstoffatomen im geo¨ffneten Zustand eingefroren wurde. Dies erho¨ht einerseits die
Anzahl der Sprungereignisse in den betroffenen Volumenelementen, andere Pfade bleiben
hingegen dauerhaft verschlossen. Eine mo¨gliche Erkla¨rung fu¨r die erho¨hte Wahrscheinlich-
keit der Neubesetzung eines verlassenen Platzes durch ein anderes Ion im Zeitraum zwi-
schen 0,1 ps und 1 ps nach einem erfolgten Sprung ko¨nnte sein, daß die wenigen durch das
unbewegliche Netzwerk zur Verfu¨gung gestellten Pfade aufgrund der in geo¨ffnetem Zustand
eingefrorenen ”Schiebetu¨ren“ eine ho¨here Durchla¨ssigkeit fu¨r Lithiumionen aufweisen.
Im Zusammenhang mit dem Verknu¨pfungsgrad der Lithiumdiffusionspfade ist auch die
Wahrscheinlichkeit von Bedeutung, daß sich zu einem gegebenen Zeitpunkt vor einem Sprung
ein Sauerstoffatom innerhalb des kritischen Abstands zum Sattelpunkt befindet. Es sind
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zwar unmittelbar vor einem Sprung nur etwa 10 % der Sattelpunkte durch vornehmlich
nicht verbru¨ckende Sauerstoffatome versperrt, die dann den besprochenen ”Schiebetu¨r“-
Mechanismus zeigen. Betrachtet man jedoch la¨ngere Zeitskalen, so beobachtet man, daß bis
zu 70 % der Sprungpfade zwischen zwei Lithiumpla¨tzen zuvor durch Sauerstoff blockiert
sind. Durch die Dynamik des Netzwerks werden also fortwa¨hrend Verknu¨pfungen von Dif-
fusionspfaden gelo¨st und neu geknu¨pft. Es ist anzunehmen, daß durch die Netzwerkfluk-
tuationen strukturelle Unterschiede der Glasmatrix teilweise verschmiert werden. Geht man
davon aus, daß dieser Prozeß bei tieferen Temperaturen als der in diesem Kapitel hauptsa¨ch-
lich betrachteten Temperatur T = 980 K langsamer vonstatten geht, so wu¨rde dies sicherlich
zu einer Zunahme dynamisch heterogenen Verhaltens beitragen.
HABASAKI et al. haben auch in MD-Simulationen von Mischalkalisilikaten kooperati-
ve Spru¨nge der jeweiligen Alkaliionen gefunden [33]. Die Kooperativita¨t beschra¨nkt sich
allerdings auf Folgespru¨nge derselben Alkalispezies. Im Zusammenhang mit dem Mischal-
kalieffekt wird diskutiert, ob durch die Unterbrechung von Diffusionspfaden einer Spezies
durch die Pla¨tze der jeweils anderen Spezies insbesondere die Diffusion durch kooperative
Spru¨nge verlangsamt wird. Tatsa¨chlich zeigen Monte-Carlo-Simulationen von HABASAKI
et al., daß durch die Blockade einzelner Diffusionspfade insbesondere die Diffusionskoef-
fizienten von Systemen mit kooperativen Sprungmechanismen verringert werden [36]. Im
hier untersuchten Lithiumsilikatsystem sind sowohl fu¨r ein bewegliches wie fu¨r ein im-
mobilisiertes Netzwerk in hohem Maße korrelierte Folgespru¨nge zu beobachten. Eventuell
kann auch die starke Verringerung der Diffusionskoeffizienten dieses Systems durch die Im-
mobilisation des Netzwerks anhand der damit einhergehenden dauerhaften Blockade von
Diffusionspfaden erkla¨rt werden.
Kapitel 6
Nichtlineare Antwort der Ionendynamik
auf starke elektrische Felder
6.1 Einfu¨hrung
Ein Standardinstrument zur Charakterisierung der Ionendynamik in Gla¨sern und anderen
ungeordneten ionenleitenden Materialien ist die Leitfa¨higkeitsspektroskopie. Dabei kom-
men u¨blicherweise niedrige Feldsta¨rken zum Einsatz, bei denen sich die Stromdichte pro-
portional zur Sta¨rke des angelegten Feldes verha¨lt. In diesem Fall ist die frequenzabha¨ngige
Leitfa¨higkeit mit dem mittleren Verschiebungsquadrat der mobilen Ladungstra¨ger u¨ber die
Theorie der linearen Antwort verbunden. Na¨heres hierzu findet sich in Abschnitt 3.1. Bei
sehr hohen Feldsta¨rken beobachtet man hingegen nichtlineare Abha¨ngigkeiten der Strom-
dichte vom elektrischen Feld. Diese nichtlinearen Effekte treten bei Gleichfeldmessungen
an ionenleitenden Gla¨sern oberhalb von etwa 5 ·106 V/m auf [9, 49, 57, 63, 81, 85].
Die nichtlineare Abha¨ngigkeit der Stromdichte j(E) vom elektrischen Feld E ließe sich
leicht berechnen, wenn die beweglichen Ionen jeweils einen random walk in einer homoge-
nen Potentiallandschaft durchfu¨hren wu¨rden. Korrelationen zwischen aufeinanderfolgenden









Hierbei bedeuten ρ die Anzahldichte, Γ die mittlere Sprungrate und a die Sprungla¨nge der
beweglichen Ladungstra¨ger. Im u¨brigen ist Gl. (6.1) unabha¨ngig von der Frequenz des an-
gelegten Feldes. Bei kleinen Feldsta¨rken kann man den Sinus Hyperbolicus durch sein Ar-
gument ersetzen und erha¨lt das OHM’sche Gesetz:
j(E) = jΩ(E) = σ1E. (6.2)
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U¨blicherweise bewegen sich die Ionen allerdings sowohl bezu¨glich vorangegangener
Sprungereignisse als auch bezu¨glich anderer Ionen in ihrer na¨heren Umgebung korreliert.
Die Stromdichte ist dann eine komplexe frequenzabha¨ngige Funktion des elektrischen Fel-
des. Daru¨berhinaus ist sie eine ungerade Funktion. Eine Entwicklung der Stromdichte in
einer Potenzreihe entha¨lt daher nur ungerade Terme:








+ . . . . (6.5)
Hierbei ist σˆ1(ν) der lineare Leitfa¨higkeitskoeffizient bei der Frequenz ν, der bei niedri-
gen elektrischen Feldsta¨rken bestimmt wird. Entsprechend bezeichnen σˆ3(ν), σˆ5(ν), usw.
Leitfa¨higkeitskoeffizienten ho¨herer Ordnung. ROLING konnte an einfachen Zufallsbarrier-
en-Modellen zeigen, daß diese deutlich sensibler fu¨r die Struktur der Ionenpla¨tze und der
Diffusionspfade sind [71,72]. Daher ko¨nnen nichtlineare Leitfa¨higkeitsuntersuchungen hier
wichtige Erkenntnisse liefern.
Obwohl die Dynamik der Ionen durch unabha¨ngige Zufallsbewegungen in homogenen
Potentiallandschaften nur unzureichend beschrieben wird, versucht man bei Gleichfeldmes-
sungen ha¨ufig, die Feldsta¨rkeabha¨ngigkeit der Stromdichte j(E) durch Sinus-Hyperbolicus-
Funktionen auszudru¨cken. Die Sprungla¨nge a fungiert hierbei als Anpassungsparameter.
Tatsa¨chlich gelingt diese Anpassung im Bereich kleiner Abweichungen vom linearen Ver-
halten recht gut. Auf diese Weise sind fu¨r die Gro¨ße a experimentelle Werte im Bereich
20 A˚. a< 30 A˚ gefunden worden [8, 9, 49, 57, 63, 85]. Dies ist ein vielfaches der Elemen-
tarsprungla¨nge d0, die etwa dem na¨chsten Nachbarabstand rnn der beweglichen Kationen
entspricht. Beispielsweise wurde in Kapitel 3 gezeigt, daß fu¨r ein System der Zusammen-
setzung 0,5 Li2O · 0,5 SiO2 d0≈ rnn ≈ 2,6 A˚ betra¨gt. In der Vergangenheit wurden mehrere
Versuche unternommen, die Diskrepanz zwischen den Gro¨ßen d0 und a zu erkla¨ren.
MAURER gibt zu bedenken, daß sich die Sta¨rke Eeff des effektiv auf ein Ion wirken-
den elektrischen Feldes vera¨ndert, wa¨hrend sich dieses von einem Platz am Ort x = 0 zu
einem Nachbarplatz bei x = d0 bewegt [63]. Die effektive Feldsta¨rke Eeff ist hierbei mit
der Sta¨rke E des angelegten Feldes u¨ber die Beziehung
R d0
0 dxEeff = Ed0 verbunden. Unter
der Annahme einer zufa¨lligen Verteilung nicht u¨berlappender, durch das Feld induzierter
Dipole ist es ihm damit mo¨glich, die Sprungla¨nge von Natriumionen in einem Natronkalk-
glas mit d0 ≈ 5,5 A˚ anzugeben. Allerdings bedarf diese Auswertung einer Abscha¨tzung
des frequenzabha¨ngigen Dielektrizita¨tskoeffizienten ε(ν→ 0) fu¨r den Gleichstromfall, was
faktisch der Einfu¨hrung eines zweiten Anpassungsparameters im Argument des Sinus Hy-
perbolicus entspricht.
Eine andere mo¨gliche Erkla¨rung wa¨re, daß aus kooperativen Bewegungen mehrerer Io-
nen effektive Ladungsverschiebungen u¨ber eine Strecke a d0 resultieren. Dies ist von
LACHARME und ISARD durch den Vergleich der Ergebnisse von Hochfeldmessungen an
Mischalkaligla¨sern mit denen an Einalkaligla¨sern ausgeschlossen worden [57]. Trotz der
am ho¨heren HAVEN-Verha¨ltnis festzumachenden deutlich geringeren Kooperativita¨t der Io-
nendynamik zeigen die Mischalkaligla¨ser vergleichbare Werte fu¨r a.
Beim Versuch, die Theorie schwacher Elektrolyte auf Gla¨ser auszuweiten, liefern IN-
GRAM et al. verschiedene Erkla¨rungsansa¨tze fu¨r die Leitfa¨higkeit von ionenleitenden Gla¨-
sern bei elektrischen Feldern im Bereich der nichtlinearen Antwort [49]. Sie gehen hierbei
davon aus, daß nur solche Ionen mobil sind, die sich statt auf regula¨ren auf interstitiel-
len Pla¨tzen befinden. Ein Ansatz basiert beispielsweise auf der Annahme, daß sich unter
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dem Einfluß des angelegten elektrischen Feldes das Gleichgewicht zwischen Ionen auf re-
gula¨ren und solchen auf interstitiellen Pla¨tzen zugunsten letzterer verschiebt. Neben weite-
ren Schwierigkeiten, die diese Vorgehensweise mit sich bringt, ist allerdings die Annahme
von interstitiellen Pla¨tzen in amorphen Festko¨rpern als Analogon zu Zwischengitterpla¨tzen
in Kristallen a¨ußerst problematisch.
ISARD verweist schließlich auf die breite Verteilung von Barrierenho¨hen zwischen den
Ionenpla¨tzen [51]. Er betrachtet die Diffusionspfade der Ionen als ein Netz von OHM’schen
und kapazitiven Widersta¨nden, welche die Potentialbarrieren repra¨sentieren. Nach den
KIRCHHOFF’schen Gesetzen ist der Spannungsabfall an einem OHM’schen Widerstand pro-
portional zu seinem Nennwert. Laut ISARD wird die Gleichstromleitfa¨higkeit einer Glas-
probe durch eine relativ kleine Anzahl sehr hoher Barrieren bestimmt, an denen die ange-
legte Spannung hauptsa¨chlich abfa¨llt. Somit ko¨nnten an solchen Barrieren lokal deutlich
ho¨here Feldsta¨rken vorliegen als die des angelegten Feldes. Daher soll es schon bei kleine-
ren a¨ußeren Feldern zu signifikanten Abweichungen vom linearen Verhalten kommen, als
dies anhand von Gl. (6.1) zu erwarten wa¨re, woraus die hohen Werte fu¨r den Anpassungspa-
rameter a d0 resultieren. Dies setzt allerdings voraus, daß die niedrigeren Barrieren dem
Strom keinen nennenswerten Widerstand entgegenbringen. Es werden experimentell jedoch
bereits Abweichungen vom linearen Verhalten bei Feldsta¨rken festgestellt, bei denen der
durch das a¨ußere Feld erzeugte Potentialunterschied benachbarter Pla¨tze im Bereich eini-
ger Tausendstel Elektronenvolt liegt. Dem stehen Sattelpunktsenergien von einigen Zehntel
Elektronenvolt gegenu¨ber [33].
Bei Feldsta¨rken oberhalb von E = 107 V/m weisen die experimentellen Daten fu¨r die
Stromdichte j(E) vielfach große Abweichungen vom linearen Verhalten auf, die nicht mehr
durch einen Sinus Hyperbolicus ausgedru¨ckt werden ko¨nnen [9, 57]. Einige Autoren haben
daher in der Vergangenheit die Ionendynamik bei hohen Feldsta¨rken durch ein POOLE-
FRENKEL-Verhalten charakterisiert [8, 9, 57]. Dies sollte urspru¨nglich die durch ein elek-
trisches Feld unterstu¨tze thermische Anregung von Elektronen in ein Leitungsband cha-
rakterisieren, in welchem ihre Mobilita¨t als feldunabha¨ngig angenommen wird [8]. Die
Stromdichte ist in diesem Fall ein Produkt eines Geschwindigkeitsterms, der linear mit
der Feldsta¨rke E ansteigt, und eines Terms fu¨r die Konzentration freier Ladungstra¨ger, der
sich exponentiell zu
√
E verha¨lt. Bei hohen Feldsta¨rken wird die Stromdichte j(E) daher
durch die Funktion exp
√
E dominiert. Tatsa¨chlich la¨ßt sich eine solche Funktion auch an
die Meßwerte der Stromdichte j(E) bei hohen Feldsta¨rken E anpassen [8, 9, 57]. Aller-
dings sind fu¨r ionenleitende Gla¨ser die theoretischen Voraussetzungen nicht gegeben, die
dem POOLE-FRENKEL-Verhalten zugrundeliegen. Daru¨berhinaus liefert auch die Anpas-
sung einer POOLE-FRENKEL-Funktion einen La¨ngenparameter der deutlich gro¨ßer ist als
die Elementarsprungla¨nge der Ionen.
Trotz einiger Ansa¨tze in der Vergangenheit, die Ionendynamik in amorphen Festko¨rpern
unter dem Einfluß großer elektrischer Felder zu charakterisieren, konnte auf diesem Ge-
biet bislang kein zufriedenstellendes theoretisches Versta¨ndnis erlangt werden. Es ist weder
klar, welche genaue Bedeutung dem Anpassungsparameter a zukommt, noch warum dieser
fu¨r so viele unterschiedliche Materialien einen a¨hnlichen Wert liefert. Als ein hilfreiches
Mittel, um das diesbezu¨gliche Versta¨ndnis zu verbessern, ko¨nnten sich MD-Simulationen
mit angelegten elektrischen Feldern herausstellen. Durch sie ist es mo¨glich, den Einfluß des
elektrischen Feldes auf die Ionendynamik auf mikroskopischer Ebene zu studieren.
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Abbildung 6.1: Mittlere zeitabha¨ngige Ver-
schiebung 〈x(t)〉 der Lithiumionen in Rich-
tung des elektrischen Feldes bei der Tempe-
ratur T = 750 K. Den Simulationsergebnis-
sen (Fehlerbalken) wurden Ursprungsgera-
den (durchgehend) angepaßt. Von links nach
rechts sind dargestellt: E/(V/m) = 5 · 109;
2,3 ·109; 1,1 ·109; 7,3 ·108; 5 ·108; 3,4 ·108;
2,3 ·108; 1,1 ·108; 5 ·107.











Abbildung 6.2: Mittlere zeitabha¨ngige Ver-
schiebung 〈x(t)〉 der Lithiumionen in Rich-
tung des elektrischen Feldes bei der Tempe-
ratur T = 1240 K. Den Simulationsergebnis-
sen (Fehlerbalken) wurden Ursprungsgera-
den (durchgehend) angepaßt. Von links nach
rechts sind dargestellt: E/(V/m) = 5 · 109;
2,3 ·109; 1,1 ·109; 7,3 ·108; 5 ·108; 3,4 ·108;
2,3 ·108; 1,1 ·108; 5 ·107.
6.2 Ergebnisse der Simulationen
Es wurden bei den zwei Temperaturen T = 750 K und T = 1240 K Simulationen des Sy-
stems 0,5 Li2O · 0,5 SiO2 bei jeweils neun verschiedenen Feldsta¨rken zwischen E = 5 ·
107 V/m und E = 5 · 109 V/m mit Simulationsdauern zwischen 2 ns und 12 ns durchge-
fu¨hrt. Um Einschalteffekte ausschließen zu ko¨nnen, wurden die ersten 1−2 ns der erzeugten
Trajektorien nicht zur Auswertung herangezogen. Anhand der restlichen Daten wurde die












wobei E den elektrischen Feldvektor kennzeichnet. Die Daten sind in den Abbildungen 6.1
und 6.2 dargestellt. Es wurde jeweils versucht, den Datenpunkten eine Ursprungsgerade




Die so erhaltene Abha¨ngigkeit der Stromdichte j(E) von der elektrischen Feldsta¨rke E ist in
Abb. 6.3 dargestellt. Es wurde jeweils an die ersten Punkte bei kleinen Feldsta¨rken eine Ur-
sprungsgerade angepaßt. Abweichungen von mehr als 10 % vom linearen Verhalten sind bei
beiden Temperaturen bei E ≈ 2,5 ·108 V/m zu beobachten. Zum Vergleich: In der Literatur
werden experimentell Abweichungen dieser Gro¨ßenordnung bei verschiedenen Gla¨sern fu¨r
T ≈ 300 K im Bereich 1 ·107 V/m≤ E . 2 ·107 V/m gefunden [49, 57, 63, 81, 85].
Fu¨r unabha¨ngige Teilchen, deren Dynamik sich auf zufallsgesteuerte Platzwechselpro-
zesse beschra¨nkt, ist die lineare Abha¨ngigkeit der Flußdichte jΩ(E) von der elektrischen
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T = 1240 K
T =   750 K
j(E) ∝ E
Abbildung 6.3: Feldsta¨rkeabha¨ngige Strom-
dichte j(E) bei verschiedenen Temperatu-
ren. Das lineare Verhalten j(E) ∝ E ist durch
die durchgezogenen Linien gekennzeichnet.








T = 1240 K
T =   750 K
Gl. (6.10); a = 6 Å
Abbildung 6.4: Nichtlinearita¨tsfaktor κ(E∗)
als Funktion der skalierten Feldsta¨rke E∗ =
T0
T E bei verschiedenen Temperaturen. Die
durchgezogene Linie entspricht einer An-
passung gema¨ß Gl. (6.10).
Feldsta¨rke E durch die Gleichungen (6.2) und (6.3) gegeben. Kooperative Effekte werden
durch das HAVEN-Verha¨ltnis HR beru¨cksichtigt. Die in Abb. 6.3 an die Daten angepaßten




Durch die Geradenanpassung erha¨lt man fu¨r das HAVEN-Verha¨ltnis die Werte HR ≈ 0,4 bei
T = 750 K bzw. HR ≈ 0,6 bei T = 1240 K, womit man sich in guter U¨bereinstimmung mit
experimentellen Werten befindet [52].
Abweichungen vom linearen Verhalten lassen sich somit durch einen feldsta¨rkeabha¨ng-




Der Nichtlinearita¨tsfaktor κ ist in Abb. 6.4 als Funktion der skalierten Feldsta¨rke E∗ = T0T E
mit T0 = 750 K dargestellt, um eine eventuelle Temperaturabha¨ngigkeit wie in Gl. (6.1)
auszublenden und die Daten fu¨r die beiden verschiedenen Temperaturen besser vergleichen
zu ko¨nnen.
Wu¨rden die Ionen jeweils einen random walk in einer homogenen Potentiallandschaft
vollfu¨hren, wa¨re HR = 1, und man ko¨nnte den Za¨hler in Gl. (6.9) durch Gl. (6.1) ausdru¨ck-
en. Setzt man außerdem noch Gl. (6.2) ein, so erha¨lt man fu¨r den Nichtlinearita¨tsfaktor als












In Abb. 6.4 wurde versucht, Gl. (6.10) an die Daten anzupassen. Dies gelingt wie bei
vielen experimentellen Daten nur fu¨r kleine Abweichungen vom linearen Verhalten [9, 57],
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na¨mlich fu¨r κ(E∗)< 2 (T = 1240 K) bzw. κ(E∗)< 4 (T = 750 K). Diese Werte korrespon-
dieren fu¨r beide Temperaturen mit derselben unskalierten Feldsta¨rke E ≈ 8 · 108 V/m. In
dem Bereich, der sich mittels Gl. (6.10) anpassen la¨ßt, scheint κ(E∗) temperaturunabha¨ngig
zu sein, wohingegen κ(E∗) bei ho¨heren Feldsta¨rken fu¨r die tiefere der beiden Temperaturen
eine deutlich sta¨rkere Abha¨ngigkeit von E∗ zeigt. Aus der Anpassung erha¨lt man a≈ 6 A˚. In
Abschnitt 6.1 wurde bereits angesprochen, daß experimentell gefundene Werte im Bereich
20 A˚ . a < 30 A˚ liegen. Die hier bestimmten Werte sind also deutlich kleiner. Dabei muß
aber auch beachtet werden, daß die experimentellen Daten bei T ≈ 300 K ermittelt wurden.
Davon zeigen einige bei steigender Temperatur eine leichte Abnahme des Parameters a [9].
Es ist daher nicht auszuschließen, daß Hochfeldmessungen der Gleichstromleitfa¨higkeit bei
vergleichbaren Temperaturen a¨hnliche Werte fu¨r a liefern wu¨rden, zumal hier tendenziell
eine a¨hnliche Temperaturabha¨ngigkeit vorliegt, wenn auch nur fu¨r hohe Feldsta¨rken, bei
denen sich κ(E∗) nicht mehr durch Gl. (6.10) anpassen la¨ßt.
6.3 Ergebnisdiskussion
Im Rahmen dieser Arbeit ist es gelungen, das Programmpaket ”Moldy“ so zu modifizie-
ren, daß MD-Simulationen mit a¨ußeren elektrischen Feldern mo¨glich sind (siehe hierzu
Abschnitt 2.8). Damit sind bei den beiden Temperaturen T = 750 K und T = 1240 K MD-
Simulationen bei verschiedenen a¨ußeren Feldern im Bereich 5 ·107 V/m≤ E ≤ 5 ·109 V/m
durchgefu¨hrt worden. Anhand der erhaltenen Lithiumtrajektorien ist die feldsta¨rkeabha¨ng-
ige Stromdichte j(E) bestimmt worden. In Abb. 6.3 la¨ßt sich gut erkennen, daß sich die
Stromdichte j(E) zuna¨chst proportional zur Feldsta¨rke E verha¨lt. Oberhalb von E ≈ 2,5 ·
108 V/m weicht sie hingegen zunehmend vom linearen Verhalten ab.
Diese Abweichungen lassen sich durch den Nichtlinearita¨tsfaktor κ(E) quantifizieren.
Dieser la¨ßt sich fu¨r Feldsta¨rken E < 8 ·108 V/m als Quotient eines Sinus Hyperbolicus mit
seinem Argument anpassen, wie man es theoretisch fu¨r unabha¨ngige Teilchen in homogenen
Potentiallandschaften erwarten wu¨rde. Die Skalierung der elektrischen Feldsta¨rke E∗ = T0T E
zeigt, daß κ(E∗) und somit der Anpassungsparameter a ≈ 6 A˚ im Bereich der Anpassung
temperaturunabha¨ng sind. Experimentelle Daten bei Raumtemperatur liefern zwar vier- bis
fu¨nffach ho¨here Werte, haben mit den hier gefunden Werten aber gemein, daß sie ebenfalls
deutlich gro¨ßer sind als die Elementarsprungla¨nge, die fu¨r das untersuchte System d0 ≈
2,6 A˚ betra¨gt.
Die Tatsache, daß die nichtlineare Feldsta¨rkeabha¨ngigkeit der Stromdichte j(E), die in
diesem Fall bei elektrischen Feldern E & 2,5·108 V/m auftritt, sich lediglich fu¨r Feldsta¨rken
E < 8 · 108 V/m durch einen Sinus Hyperbolicus darstellen la¨ßt, legt die Vermutung nahe,
daß das vorliegende Lithiumsilikatsystem nur wenig gemein hat mit einem Modellsystem
unabha¨ngiger random walker in homogenen Potentiallandschaften, fu¨r das Gl. (6.1) gilt.
Im Rahmen dieser Arbeit bleiben nach wie vor viele Fragen zum nichtlinearen Verhalten
der Ionendynamik unter dem Einfluß starker elektrischer Felder unbeantwortet. Durch die
MD-Simulation dieses Szenarios ist allerdings ein erster Schritt getan worden, um solche
Pha¨nomene zuku¨nftig anhand von Computersimulationen genauer erforschen zu ko¨nnen.
Kapitel 7
Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit sind MD-Simulationen eines glasfo¨rmigen Lithiumsilikatsystems
durchgefu¨hrt und ausgewertet worden, das beispielhaft fu¨r eine Vielzahl ionenleitender Ma-
terialien mit ungeordneter Struktur ist. Hierbei ist schwerpunktma¨ßig ein System der Zusam-
mensetzung 0,5 Li2O · 0,5 SiO2 untersucht worden, das viele aus Experimenten bekannte
strukturelle und dynamische Gro¨ßen gut reproduziert.
Die zentrale Gro¨ße zur Charakterisierung der Ionendynamik ist die frequenzabha¨ngige
Leitfa¨higkeit σ(ν). Ihr Frequenzverhalten ist eng verbunden mit der Zeitabha¨ngigkeit der
Funktion w(t), der zeitlichen Ableitung des mittleren Verschiebungsquadrats. Diese Arbeit
pra¨sentiert eine Vielzahl von Untersuchungen, die direkt oder indirekt zu einem besseren
Versta¨ndnis der Zeitabha¨ngigkeit der Funktion w(t) fu¨hren. Von besonderem Interesse ist
hierbei das dispersive Verhalten der langreichweitigen Dynamik, das sich bei Temperaturen
unterhalb von 900 K in dem deutlichen Abfall der Funktion w(t) fu¨r lange Zeiten t > 1 ps
widerspiegelt. Man beachte hierbei, daß auch bei ho¨heren Temperaturen subdiffusives Ver-
halten zu beobachten ist. Dieses ist u¨berwiegend Resultat lokaler Schwingungsdynamik.
Durch die Bestimmung des Anteils wlocal(t) der lokalen Dynamik ist es jedoch gelungen,
die Beitra¨ge zu w(t) fu¨r Schwingungs- und Sprungdynamik fu¨r lange Zeiten zu unterschei-
den.
Das dispersive Verhalten ist eine Folge von Ru¨ckkorrelationen der langreichweitigen
Dynamik. Im Rahmen dieser Arbeit ist die Relevanz von Ru¨ckkorrelationen mit Hilfe des
ersten Moments der bedingten Dreizeitenwahrscheinlichkeitsfunktion p(r12|r01) untersucht
worden. Es konnte gezeigt werden, daß die Ru¨ckkorrelationen deutlich u¨ber den na¨chsten
Nachbarabstand der Ionen hinausreichen. Dies la¨ßt sich damit erkla¨ren, daß sich die Io-
nen innerhalb der Glasmatrix bevorzugt auf leicht zuga¨nglichen Pfaden bewegen. Ob dies
aufgrund langreichweitiger COULOMB-Wechselwirkungen geschieht oder Folge der durch
eine statisch ungeordnete Potentiallandschaft reduzierten Vielteilchenkorrelation ist, ist Ge-
genstand gegenwa¨rtiger wissenschaftlicher Diskussion. Die deutliche Verlangsamung der
Ionendynamik und die Zunahme von Ru¨ckkorrelationen innerhalb eines ku¨nstlich immo-
bilisierten Netzwerks ko¨nnen hierbei als Argument fu¨r die zweite Variante herangezogen
werden.
Die Ru¨ckkorrelationen nehmen mit zunehmender La¨nge des ersten Zeitintervalls der
bedingten Dreizeitenwahrscheinlichkeitsfunktion ab und verschwinden auf der Zeitskala,
auf der die ho¨chste relevante Barriere u¨berquert wird, d.h. auf der die partielle inkoha¨rente
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Streufunktion S(qmax, t) fu¨r Lithium auf null abfa¨llt. Fu¨r alle ku¨rzeren Zeiten beobachtet
man eine nichtlineare Abha¨ngigkeit der Ru¨ckkorrelationen von der La¨nge des ersten Zeit-
intervalls, die auf eine breite Verteilung der Barrierenho¨hen schließen la¨ßt, die auch extrem
niedrige Sa¨ttel und/oder breite anharmonische Potentiale beinhaltet.
Die Ru¨ckkorrelationen sind temperaturunabha¨ngig. Dies a¨ußert sich in der Zeit-Tem-
peratur-Superposition, die die Ru¨ckkorrelationen ebenso wie das mittlere Verschiebungs-
quadrat zeigen. Die zweite dieser beiden Gro¨ßen ist allerdings nur im Grenzfall eines ver-
schwindenden ersten Zeitintervalls mit dem ersten Moment der bedingten Dreizeitenwahr-
scheinlichkeitsfunktion verbunden, weswegen allein aus der Zeit-Temperatur-Superposition
des mittleren Verschiebungsquadrats nicht zwingend auf eine Temperaturunabha¨ngigkeit
der Ru¨ckkorrelationen geschlossen werden kann.
Eine andere Gro¨ße, die ebenfalls das Zeit-Temperatur-Superpositionsprinzip erfu¨llt, ist
die inkoha¨rente Streufunktion S(qmax, t). Diese liefert allerdings eine signifikant ho¨here Ak-
tivierungsenergie als die Temperaturabha¨ngigkeit des Diffusionskoeffizienten, die man aus
dem mittleren Verschiebungsquadrat erha¨lt. Eine mo¨gliche Erkla¨rung hierfu¨r wa¨re eine Zu-
nahme dynamischer Heterogenita¨ten bei tiefen Temperaturen. Eine solche beobachtet man
nach Aufschlu¨sselung der Beitra¨ge verschieden schneller Ionen zum mittleren Verschie-
bungsquadrat. Dies zeigt auch, daß weder die inkoha¨rente Streufunktion noch das mittlere
Verschiebungsquadrat und somit w(t) direkte Ru¨ckschlu¨sse auf das Ausmaß dynamischer
Heterogenita¨ten zulassen. Ebenso bedeutet diese Erkenntnis, daß anhand der Dispersion der
Funktion w(t) keine Informationen u¨ber die Ru¨ckkorrelationen aller Ionen zuga¨nglich sind.
Durch modellhafte U¨berlegungen konnte gezeigt werden, daß es vor allem die schnellen
Ionen sind, die die Dispersion von w(t) dominieren. Somit scheint es wahrscheinlich, daß
w(t) durch einige wenige schnelle Ionen mit ausgepra¨gtem Ru¨cksprungverhalten bestimmt
wird, die aber kaum zur inkoha¨renten Streufunktion S(qmax, t) beitragen. Eine andere denk-
bare Erkla¨rung fu¨r die Diskrepanz der gefundenen Aktivierungsenergien ko¨nnte allerdings
auch sein, daß die Kurzzeitdynamik aufgrund einer breiten Verteilung von Platzenergien
innerhalb asymmetrischer Doppelmuldenpotentiale stattfindet.
Dynamische Heterogenita¨ten sind im Rahmen dieser Arbeit anhand des zweiten Mo-
ments der bedingten Dreizeitenwahrscheinlichkeitsfunktion p(r12|r01) eingehend untersucht
worden. So war es mo¨glich zu zeigen, daß das Auftreten dynamischer Heterogenita¨ten tem-
peraturabha¨ngig und ihr Ausmaß bei tiefen Temperaturen besonders ausgepra¨gt ist. Ge-
genu¨ber fru¨heren Untersuchungen bietet das hier vorgestellte Verfahren den Vorteil, daß
es auch Informationen bezu¨glich der vorliegenden La¨ngenskalen und Ratenverteilungen zu-
ga¨nglich macht. Außerdem wurde die ra¨umliche Verteilung der Ionendynamik untersucht
und festgestellt, daß diese im Vergleich zu einer POISSON-Verteilung stark heterogen ist.
Diese Heterogenita¨ten sind fu¨r tiefere Temperaturen sta¨rker ausgepra¨gt. Immobilisation des
Glasnetzwerks erho¨ht ebenfalls das Ausmaß der Heterogenita¨ten. Dies la¨ßt vermuten, daß
durch die Glasmatrix verschiedene Bereiche bereitgestellt werden, in denen sich die Ionen
schnell oder langsam verhalten.
Durch die Immobilisation des Glasnetzwerks konnte auch gezeigt werden, daß die Li-
thiumdynamik in großem Maße durch die Dynamik der Netzwerkspezies beeinflußt wird,
obwohl sie nur lokale Schwingungsbewegungen vollfu¨hren. Werden diese unterdru¨ckt, be-
obachtet man eine Zunahme der Ru¨ckkorrelationen und eine Verlangsamung der Ionendy-
namik. Offensichtlich ist ein bewegliches Netzwerk in der Lage, den Ionen eine weniger sta-
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tische Pfadstruktur zur Verfu¨gung zu stellen. Exemplarisch hierfu¨r steht der in dieser Arbeit
vorgestellte ”Schiebetu¨r“-Mechanismus, bei dem durch ein Zuru¨ckweichen des Sauerstoffs
wa¨hrend der Sprungbewegung eines Ions die Potentialbarriere abgesenkt wird.
In diesem Zusammenhang muß erwa¨hnt werden, daß zur U¨berwindung der starken Ru¨ck-
korrelationen ein kooperativer Sprungmechanismus mit korrelierten Folgespru¨ngen vorteil-
haft ist, um einen makroskopischen Ladungstransport zu gewa¨hrleisten. Ein solcher Mecha-
nismus wird auch fu¨r das untersuchte System beobachtet. Fu¨r dessen Erfolg ist das Vorhan-
densein einer fein vera¨stelten Pfadstruktur notwendig. Dies ist durch die lokalen Schwin-
gungsbewegungen des Netzwerks gewa¨hrleistet, die zu einer Fluktuation der Potentialbar-
rierenho¨hen fu¨hren, so daß effektiv ein engmaschigeres Netz von Pfaden zur Verfu¨gung
steht.
Im Rahmen dieser Arbeit ist es gelungen, MD-Simulationen mit elektrischen Feldern
im Bereich der nichtlinearen Antwort durchzufu¨hren. Weitere Untersuchungen auf diesem
Gebiet ko¨nnten in naher Zukunft zu einem besseren Versta¨ndnis des nichtlinearen Verhal-
tens der Ionendynamik bei hohen Feldsta¨rken beitragen. Die Leitfa¨higkeitskoeffizienten
ho¨herer Ordnung sind sehr sensitiv auf die Pfadstruktur, so daß hieru¨ber eventuell Infor-
mationen zuga¨nglich sind, welche zur U¨berpru¨fung und Erga¨nzung der Aussagen dieser
Arbeit bezu¨glich der Pfadstruktur dienen ko¨nnten. Um den Einfluß der Fluktuationen des
Netzwerks auf die Lithiumdynamik besser zu verstehen, wa¨re es auch interessant, zuku¨nftig
die zeitliche Vera¨nderung von Platz- und Sattelpunktsenergien genauer zu untersuchen. So
wa¨re es auch mo¨glich, diesen Effekt zu quantifizieren.
Die tiefste Temperatur, die im Rahmen dieser Arbeit simuliert wurde, betra¨gt 640 K.
Viele Auswertungen mußten aus Gru¨nden der besseren Statistik sogar bei noch ho¨heren
Temperaturen wie 750 K oder 980 K durchgefu¨hrt werden. Selbstversta¨ndlich wa¨re es wu¨n-
schenswert, Simulationen bei Temperaturen mo¨glichst nahe den experimentellen Tempera-
turen bzw. den Einsatztemperaturen der untersuchten Materialien durchfu¨hren zu ko¨nnen,
um die bestmo¨gliche Vergleichbarkeit der Resultate zu gewa¨hrleisten. Wie bereits mehr-
fach angesprochen wurde, ist die damit einhergehende Zunahme der Rechenzeit infolge der
Verlangsamung dynamischer Prozesse ein generelles Problem von Computersimulationen.
Andererseits hat sich die Rechenleistung bezahlbarer Computersysteme wa¨hrend der Be-
arbeitungszeit dieser Arbeit in etwa verfu¨nffacht. Somit ist zuku¨nftig eine kontinuierliche
Verringerung des Temperaturunterschieds zwischen Simulation und Experiment bzw. An-
wendung zu erwarten.
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