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Abstract—A collection of converse theorems for inte-
gral quadratic constraints (IQCs) is established for linear
time-invariant systems. It is demonstrated that when
a system interconnected in feedback with an arbitrary
system satisfying an IQC is stable, then the given system
must necessarily satisfy the complementary IQC. These
theorems are specialized to derive multiple versions of
converse passivity results. They cover standard notions
of strict passivity as well as passivity indices that charac-
terize the tradeoffs between passivity surplus and deficit.
Converse frequency-weighted small-gain and passivity
theorems are also established.
Index Terms—robust stability, integral quadratic con-
straints, passivity, small-gain
I. INTRODUCTION
Integral quadratic constraints (IQCs) are a well-
established tool for robustness analysis of feedback
interconnected systems from the input-output perspec-
tive [17], and stand as a parallel to the state-space
methods based on dissipativity [24], [16], [2]. The IQC
analysis, as it was first introduced in [18], provides
a sufficient condition under which robust closed-loop
stability of nonlinear systems can be certified. It gen-
eralizes the standard small-gain and passivity results,
besides allowing the use of dynamical multipliers to
reduce conservatism. Despite its immense versatility,
necessity of the IQC condition has rarely been studied
in the literature. The objective of this paper is to es-
tablish certain converse IQC results in the linear time-
invariant (LTI) setting, so as to further substantiate and
promote the utility of IQCs in robust stability analysis.
The converse IQC results in this paper are concerned
with uncertainties described by IQCs. Specifically, it
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is shown in Section III that if a feedback intercon-
nection of a given system and any uncertain system
satisfying an IQC is (robustly) stable, then the given
system must satisfy the complementary IQC. The proof
relies on the multiplier admitting a specific J-spectral
factorization [6] and the construction of a destabliz-
ing open-loop component in the well-known small-
gain theorem [25]. In effect, the results demonstrate
that IQC analysis is not conservative if the feedback
interconnection is required to be robust against all the
uncertainties as characterized by a specific IQC.
By specializing the IQC results to particular forms
of multipliers, various versions of converse passivity
theorems are derived in Section IV. They cover both
input and output strict passivity [22], as well as com-
pensation for the lack of passivity in one subcom-
ponent with excess passivity in another, as elegantly
quantified by the notion of passivity indices [23], [3],
[15], [22]. While converse passivity theorems have
been investigated in the time-varying setting in [13],
they cannot be used to recover the LTI results in this
paper. In particular, the set of (nonlinear time-varying)
uncertainties in [13] is larger than that considered
in this paper, which is taken to be LTI. This gives
rise to different ramifications in the sufficiency and
necessity proofs of the results. Furthermore, unlike
the necessity proofs in [13], which rely on the S-
procedure lossless theorem [19], the ones in this paper
are constructive. It is also noteworthy that the single-
input-single-output version of the converse passivity
theorems in this paper has been considered in [4]
using arguments from the Nyquist stability theory. The
latter paper is motivated by applications in robotics, as
is further elaborated in [21]. Specifically, in order to
guarantee the stability of a controlled robot interacting
with a passive but otherwise unknown environment, the
converse passivity theorem dictates that the robot must
exhibit some form of strict passivity as seen from its
interaction ports.
In Section V, we establish a generalization of a
converse IQC result to infinite-dimensional multipli-
ers. This is subsequently employed to prove converse
frequency-weighted small-gain and passivity theorems.
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2They naturally extend the standard small-gain and
passivity results through the use of frequency weights
so as to reduce conservatism in robustness analysis.
The results presented in Section IV can be proven
via a path that is technically more direct and of a
similar spirit [10]. The approach adopted in [10] fo-
cuses only on obtaining the converse passivity results,
while the theorems presented in Sections III to V are
applicable in a much broader range, where uncertain
LTI systems are characterized by general quadratic
forms that may even be defined by infinite-dimensional
multipliers.
Concluding remarks are provided and several future
research directions discussed in Section VI. The next
section presents the notation and mathematical prelim-
inaries used throughout the paper.
II. NOTATION AND PRELIMINARIES
The results described in this paper hold in both the
continuous-time (CT) and discrete-time (DT) domains.
Thus, notation is selected to facilitate the development
that respects this fact.
R (C), Rn (Cn), Rn×m (Cn×m) denote the sets of
real (complex) numbers, n-dimensional real (complex)
vectors, and n × m real (complex) matrices, respec-
tively. Let the extended real set R¯ := R ∪ {±∞} and
the nonnegative orthant of Rn be denoted by Rn+. The
sets of integers and non-negative integers are denoted
as Z and Z+, respectively. The so-called “stability
region” is denoted by S, which represents the open
left-half of the complex plane for the CT case, and
the open unit disk for the DT case. The boundary of
S (i.e., “stability boundary”) is denoted by ∂S, which
is the imaginary axis for the CT case and the unit
circle for the DT case. The “instability region” is the
complement of S, denoted as Sc.
Given a matrix M , the transpose and conjugate
transpose are denoted by MT and M∗, respectively.
The maximum singular value of M is denoted by
σ¯(M). For a square matrix M , the Hermitian part of
M (scaled by a factor of 2) is denoted by He(M) :=
M+M∗. The notation M > 0 (M ≥ 0) means that the
matrix M is positive definite (positive semi-definite).
The n-dimensional identity matrix and n × m zero
matrix are denoted by In and 0n×m, respectively. The
subscripts of these matrices are dropped when their
dimensions are clear from the context.
We use L n2 to denote the space of Rn-valued,
CT square-integrable functions on R+, or DT square-
summable functions on Z+, with the usual norm and
inner product denoted by ‖ · ‖L2 and 〈·, ·〉L2 , respec-
tively. The superscript is dropped when the dimension
is evident from the context. The extended L n2 space
is denoted as L n2e. This consists of functions f that
satisfy PT f ∈ L n2 , for all T > 0, where PT denotes
the truncation operator defined as:
(PT f)(t) =
{
f(t) for t ≤ T
0 otherwise
.
Let G : L2 → L2 be a linear operator. G is said to
be causal if PTGPT − PTG = 0 for all T > 0. The
induced norm of G is defined to be
‖G‖ = sup
u∈L2,u6=0
‖Gu‖L2
‖u‖L2
.
G is said to be bounded if ‖G‖ ≤ γ for some γ > 0.
G is said to be “stable” if G is causal and bounded.
The adjoint of G is denoted by G∗ and G is said to
be self-adjoint if G = G∗, in which case the notation
G ≥ 0 means 〈u,Gu〉L2 ≥ 0 for all u ∈ L2, and
G > 0 means there exists  > 0 such that 〈u,Gu〉L2 ≥
‖u‖2L2 for all u ∈ L2. Finally, G ≤ (<)0 means−G ≥ (>)0.
When G commutes with the forward shift operator,
it can be represented in the frequency domain as
multiplication by a transfer function matrix, which is
denoted by Gˆ : λ 7→ Gˆ(λ). In this case, G is called
linear-time-invariant (LTI). It is well-known that when
an LTI system G is stable, Gˆ is analytic and bounded
in Sc, and
‖G‖ = ‖Gˆ‖∞ := ess sup
λ∈∂S
σ¯(Gˆ(λ)).
The space of all such Gˆ is denoted by the sym-
bol H∞. It is also well known that when G is
finite-dimensional LTI with a state-space realization
(A,B,C,D), Gˆ(λ) = C(λI − A)−1B + D, which
belongs to the real rational subspace of H∞, denoted
by RH∞. When the dimensions of G are of signif-
icance, we write Gˆ ∈ RHn×m∞ to emphasize that G
has m inputs and n outputs. Let F denote the space
of continuous functions on ∂S. It is well known that
any transfer function matrix Xˆ ∈ H∞ ∩ F satisfying
Xˆ(λ∗)T = Xˆ(λ)∗ can be approximated arbitrarily
closely in ‖ · ‖∞ by elements in RH∞ [5, Lemma
A.6.11].
A stable LTI system G is called passive if
〈u,Gu〉L2 ≥ 0 for any u ∈ L2. It is called in-
put strictly passive if there exists  > 0 such that
〈u,Gu〉L2 ≥ ‖u‖2L2 for any u ∈ L2, and out-
put strictly passive if there exists  > 0 such that
〈u,Gu〉L2 ≥ ‖Gu‖2L2 for any u ∈ L2. It is well
known that G is passive if and only if (iff)
He(Gˆ(λ)) ≥ 0 for all λ ∈ ∂S,
3G is input strictly passive iff
He(Gˆ(λ)) > 0 for all λ ∈ ∂S,
and G is output strictly passive iff for some  > 0,
He(Gˆ(λ)) ≥ Gˆ(λ)∗Gˆ(λ) for all λ ∈ ∂S.
Note that input strict passivity implies output strict
passivity, as
He(Gˆ(λ)) > 0 =⇒
∃ε > 0, s.t. He(Gˆ(λ)) ≥ εI ≥ ε‖G‖2 Gˆ(λ)
∗Gˆ(λ).
Thus, if we denote the sets of all (LTI) passive sys-
tems, output strictly passive systems, and input strictly
passive systems by P , PO, and PI , respectively, we
have the following relation
PI ⊂ PO ⊂ P. (1)
Notice that both inclusions are strict. To see this, we
note that the zero system is output strictly passive but
not input strictly passive; any non-zero skew symmetric
matrix (viewed as a static system) is passive but not
output strictly passive.
The input passivity index of G is the largest ν
such that 〈u,Gu〉L2 ≥ ν‖u‖2L2 for any u ∈ L2,
or equivalently, He(Gˆ(λ)) ≥ 2νI for all λ ∈ ∂S.
Evidently, G is input strictly passive when ν > 0.
The output passivity index of G is the largest ρ
such that 〈u,Gu〉L2 ≥ ρ‖Gu‖2L2 for any u ∈ L2,
or equivalently, He(Gˆ(λ)) ≥ 2ρGˆ(λ)∗Gˆ(λ) for all
λ ∈ ∂S. Evidently, G is output strictly passive when
ρ > 0. For more details on passivity indices, the reader
is referred to [3], [15].
III. MAIN CONVERSE RESULTS ON IQCS
+
+
d2
d1
u1
u2y2
y1
G1
G2
Figure 1. Positive feedback interconnection of G1 and G2.
Consider the feedback interconnection of LTI causal
systems G1 and G2 mapping L2e to L2e, as illustrated
in Figure 1. Algebraically, we have{
u2 = y1 + d2
u1 = y2 + d1
{
y1 = G1u1
y2 = G2u2
. (2)
In the following, we denote the feedback interconnec-
tion of G1 and G2 by [G1, G2].
Definition 1. [G1, G2] is said to be well-posed if the
map ([ u1y1 ] , [
y2
u2 ]) 7→
[
d1
d2
]
defined by (2) has a causal
inverse on L2e. It is stable if it is well-posed and the
inverse is bounded.
Remark 1. Note that when [G1, G2] is well-posed, the
map
[
d1
d2
] 7→ [ y1y2 ] can be expressed as[
G1 0
0 G2
] [
I −G2
−G1 I
]−1
=[
G1(I −G2G1)−1 G1(I −G2G1)−1G2
(I −G2G1)−1 − I (I −G2G1)−1G2
]
Suppose G1 and G2 are both stable. Under this as-
sumption, the above identity implies that [G1, G2] is
stable if and only if (I − Gˆ2Gˆ1)−1 ∈ H∞. It can
be shown that (I − Gˆ2Gˆ1)−1 ∈ H∞ if and only if
det(I − Gˆ2(λ)Gˆ1(λ)) 6= 0 for all λ ∈ Sc. Moreover,
by definition, stability of [G1, G2] implies that the maps[
d1
d2
] 7→ [ y1y2 ] and [ d1d2 ] 7→ [ u1u2 ] have finite gains.
Henceforth we also use [G1, G2] to denote the map[
d1
d2
] 7→ [ y1y2 ]. Suppose one of the systems, say G2,
is taken from a set U . We define uniform feedback
stability in the following.
Definition 2. [G1, G2] is said to be uniformly stable
over U if [G1, G2] is stable for all G2 ∈ U , and there
exists γ > 0 such that
sup
G2∈U
‖[G1, G2]‖ ≤ γ.
Let Π be an (n+m)× (n+m), finite-dimensional
LTI, bounded self-adjoint operator, and partition Π into[
Π11 Π12
Π∗12 Π22
]
, such that the dimensions of Π11 and Π22
are n×n and m×m, respectively. Define the following
Π-weighted quadratic forms:
qΠ(G) := G
∗Π11G+G∗Π12 + Π∗12G+ Π22
qcΠ(H) := Π11 +H
∗Π∗12 + Π12H +H
∗Π22H.
Lastly, with qΠ and qcΠ, define the sets
G1 :=
{
G : Gˆ ∈ RHn×m∞ , qΠ(G) < 0
}
and
G2 :=
{
H : Hˆ ∈ RHm×n∞ , qcΠ(H) > 0
} (3)
and let G¯1 and G¯2 be defined similarly to G1 and
G2, but with “<” and “>” replaced by “≤” and
“≥”, respectively. Note that in the IQC literature [18],
[12], qΠ(G) and qcΠ(H) are commonly written in the
4following compact forms:
qΠ(G) =
[
G
I
]∗
Π
[
G
I
]
and qcΠ(H) :=
[
I
H
]∗
Π
[
I
H
]
.
Moreover, Π is often referred to as a multiplier.
The main results of this paper are established in the
following three theorems, which concern necessary and
sufficient conditions for (robust) stability and uniform
stability. For the remainder of this section, we assume
that systems G1 and G2 are such that Gˆ1 ∈ RHn×m∞
and Gˆ2 ∈ RHm×n∞ .
A. Robust Stability
Theorem 1. Consider the feedback interconnected sys-
tem shown in Figure 1 with stable subsystems G1 and
G2, the multiplier Π and the sets Gi, G¯i, i = 1, 2, stated
in (3). Suppose Π admits a J-spectral factorization
Π = Ψ∗JΨ :=
[
ψ1 ψ2
ψ3 ψ4
]∗ [
I 0
0 −I
] [
ψ1 ψ2
ψ3 ψ4
]
such that the following conditions hold:
(1.1) ψi, i = 1, · · · , 4 are stable, and ψ−14 is stable;
(1.2) ψ1 − ψ2ψ−14 ψ3 is injective;
(1.3) Π11 := ψ∗1ψ1 − ψ∗3ψ3 ≥ 0;
(1.4) Π22 := ψ∗2ψ2 − ψ∗4ψ4 ≤ 0.
Then the system [G1, G2] is stable for all G2 ∈ G2 if
and only if G1 ∈ G¯1.
Proof: Sufficiency follows the well-known
quadratic separation theorem, see [9], and also [18]
where the roles of G1 and G2 are swapped. Here we
only prove necessity. Suppose to the contrapositive
that G1 6∈ G¯1. Then
(ψ1G1 + ψ2)
∗(ψ1G1 + ψ2)
− (ψ3G1 + ψ4)∗(ψ3G1 + ψ4) 6≤ 0.
(4)
If ψˆ3(λ)Gˆ1(λ)+ψˆ4(λ) is not invertible at λ = λ˜ ∈ Sc,
then let G2 be −ψ−14 ψ3. We see that I − Gˆ2Gˆ1 is not
invertible at λ˜ and hence [G1, G2] is not stable. On the
other hand,
qcΠ(G2) = (ψ1 − ψ2ψ−14 ψ3)∗(ψ1 − ψ2ψ−14 ψ3), (5)
and thus qcΠ(G2) > 0 since ψ1−ψ2ψ−14 ψ3 is injective.
This implies G2 ∈ G2.
If ψˆ3(λ)Gˆ1(λ) + ψˆ4(λ) is invertible in Sc, then
M := (ψ1G1 + ψ2)(ψ3G1 + ψ4)
−1
is stable, and inequality (4) implies that ‖M‖L2 6≤ 1.
Hence by the small gain theorem, there exists stable
finite-dimensional LTI operator ∆ with ‖∆‖L2 < 1,
such that det(I − ∆ˆ(λ)Mˆ(λ)) = 0 for some λ ∈ ∂S.
For the CT case, a constructive proof of this result can
be found in [25, Theorem 9.1]. For the DT case, the
proof is similar.
Since ψ∗2ψ2−ψ∗4ψ4 ≤ 0, we have ‖ψ2ψ−14 ‖L2 ≤ 1.
Therefore, by the small gain theorem it follows that
I−∆ψ2ψ−14 is invertible and ψ−14 (I−∆ψ2ψ−14 )−1 =
(ψ4 −∆ψ2)−1 is stable. Define
G2 := −ψ−14 (I −∆ψ2ψ−14 )−1(ψ3 −∆ψ1).
One can readily verify that (I −∆M)(ψ3G1 +ψ4) =
(ψ4 −∆ψ2)(I −G2G1). Since ψ3G1 + ψ4 and ψ4 −
∆ψ2 are both invertible, we see that I − ∆ˆ(λ)Mˆ(λ)
being singular at some λ ∈ ∂S implies the same for
I − Gˆ2(λ)Gˆ1(λ), and hence [G1, G2] is not stable.
The relationship among G1, G2, M , and ∆ can be
interpreted by a chain-scattering formalism [14]; see
Figure 2 for an illustration.
Finally, we show that G2 := −ψ−14 (I −
∆ψ2ψ
−1
4 )
−1(ψ3 − ∆ψ1) belongs to G2. To see this,
let ζ1 = ψ1 + ψ2G2 and ζ2 = ψ3 + ψ4G2. We have
the following equalities:
ζ2 = ψ3 − (I −∆ψ2ψ−14 )−1(ψ3 −∆ψ1)
= −(I −∆ψ2ψ−14 )−1∆ψ2ψ−14 ψ3
+ (I −∆ψ2ψ−14 )−1∆ψ1
= ∆(I − ψ2ψ−14 ∆)−1(ψ1 − ψ2ψ−14 ψ3)
and
ζ1 = ψ1 − ψ2ψ−14 (I −∆ψ2ψ−14 )−1(ψ3 −∆ψ1)
= (I + ψ2ψ
−1
4 (I −∆ψ2ψ−14 )−1∆)ψ1
− ψ2ψ−14 (I −∆ψ2ψ−14 )−1ψ3
= (I − ψ2ψ−14 ∆)−1(ψ1 − ψ2ψ−14 ψ3).
Thus we have ζ2 = ∆ζ1 and
qcΠ(G2) = ζ
∗
1 (I −∆∗∆)ζ1 > 0,
as required.
We can also prove the following theorem, where G2
is replaced by G¯2 and G¯1 by G1. Note that the con-
ditions required for the J-spectral factors are slightly
different in this case.
Theorem 2. Consider the feedback interconnected sys-
tem shown in Figure 1 with stable subsystems G1 and
G2, the multiplier Π and the sets Gi, G¯i, i = 1, 2, stated
in (3). Suppose Π admits a J-spectral factorization
Π = Ψ∗JΨ :=
[
ψ1 ψ2
ψ3 ψ4
]∗ [
I 0
0 −I
] [
ψ1 ψ2
ψ3 ψ4
]
such that the following conditions hold:
(2.1) ψi, i = 1, · · · , 4 are stable, and ψ−14 is stable;
(2.2) Π11 := ψ∗1ψ1 − ψ∗3ψ3 ≥ 0;
5G1∆
[
ψ1 ψ2
ψ3 ψ4
]
G2
M
v1
v2 u2
u1
Figure 2. The chain-scattering transformation utilized in the proof
of Theorem 1. Note that the block in the middle relates the signals
v1, v2, u1, and u2 by the equations v1 = ψ1u1 + ψ2u2 and
v2 = ψ3u1+ψ4u2. Thus, setting v1 and u1 to be Mv2 and G1u2,
respectively, the aforementioned equalities lead to an expression of
M in terms of G1 and ψi’s. Similarly, setting v2 and u2 to be ∆v1
and G2u1, we obtains an expression for G2.
(2.3) Π22 := ψ∗2ψ2 − ψ∗4ψ4 < 0.
Then the system [G1, G2] is stable for all G2 ∈ G¯2 if
and only if G1 ∈ G1.
Proof: Sufficiency follows from results in [18],
[9]. Necessity can be proven by exactly the same
arguments as those in the proof of Theorem 1, except
for the following minor differences. First, in the case
where ψ3G1 +ψ4 is not boundedly invertible, we only
need to show G2 := −ψ−14 ψ3 satisfies a non-strict
quadratic inequality; i.e., to show that the quantity
qcΠ(G2) given in (5) is positive semi-definite. Hence
the condition that ψ1 − ψ2ψ−14 ψ3 is injective is not
required.
On the other hand, the ∆ operator now satisfies
‖∆‖L2 ≤ 1 and hence we require Π22 := ψ∗2ψ2 −
ψ∗4ψ4 < 0, in order to guarantee that (ψ4 − ∆ψ2)−1
exists and is stable, which in turn enables the subse-
quent arguments.
Remark 2. We note that the condition about the
negative-definiteness of Π22 is crucial (cf. (2.3) of
Theorem 2). The condition allows the zero system to
reside in the set G1. If this were not the case, the
necessity part of the theorem would be invalid, as
[0, G2] is stable for any stable G2 (and all systems
in G¯2 are stable).
B. Robust Uniform Stability
One can relax the strict negativeness on Π22 by
enforcing uniformity on closed-loop stability. Specifi-
cally, we have the following theorem.
Theorem 3. Consider the feedback interconnected sys-
tem shown in Figure 1 with stable subsystems G1 and
G2, the multiplier Π and the sets Gi, G¯i, i = 1, 2, stated
in (3). Suppose Π admits a J-spectral factorization
Π = Ψ∗JΨ :=
[
ψ1 ψ2
ψ3 ψ4
]∗ [
I 0
0 −I
] [
ψ1 ψ2
ψ3 ψ4
]
such that the following conditions hold:
(3.1) ψi, i = 1, · · · , 4 are stable, and ψ−14 is stable;
(3.2) Π11 := ψ∗1ψ1 − ψ∗3ψ3 ≥ 0;
(3.3) Π22 := ψ∗2ψ2 − ψ∗4ψ4 ≤ 0.
Then the system [G1, G2] is uniformly stable for any
G2 ∈ G¯2 if and only if G1 ∈ G1.
Proof: If G1 ∈ G1, then stability of [G1, G2] for
any G2 ∈ G¯2 is proven in [9] and [18]. Uniform
stability of [G1, G2] is inferred from the proof of
stability in [18], where the bound on the gain is shown.
See also Lemma 4.1.2 of [11] for a proof of uniform
stability on a more general setting, for which the LTI
setting considered here is a special case.
For necessity, the arguments follow similar lines as
presented in the proof of Theorem 2. Suppose G1 6∈ G1
and ψ3G1 + ψ4 is not boundedly invertible. Then by
selecting G2 as −ψ−14 ψ3 ∈ G¯2, we have G2 ∈ G¯2 and
[G1, G2] is unstable.
On the other hand, if ψˆ3(λ)Gˆ1(λ)+ ψˆ4(λ) is invert-
ible in Sc, then
M := (ψ1G1 + ψ2)(ψ3G1 + ψ4)
−1
is stable, and G1 6∈ G1 implies that ‖M‖L2 6< 1.
Hence by the small gain theorem, there exists sta-
ble LTI operator ∆ with ‖∆‖L2 ≤ 1, such that
det(I − ∆ˆ(λ)Mˆ(λ)) = 0 for some λ ∈ ∂S, which
implies that [M,∆] is not stable. We will now show
that, by ∆, it is possible to either destabilize [G1, G2]
by some G2 ∈ G¯2, or construct a series of G2’s in
G¯2 such that the gain of [G1, G2] becomes arbitrarily
large.
Since ψ∗2ψ2−ψ∗4ψ4 ≤ 0, we have ‖ψ2ψ−14 ‖L2 ≤ 1.
As ‖∆‖L2 ≤ 1, (I −∆ψ2ψ−14 ) may not be invertible.
Thus we let ∆ρ := ρ ·∆ with 0 < ρ < 1 and
G2ρ := −ψ−14 (I −∆ρψ2ψ−14 )−1(ψ3 −∆ρψ1). (6)
Clearly, G2ρ is well-defined and stable for all ρ < 1,
as ‖∆ρ‖L2 < 1. Now one can readily verify that
(I −G2ρG1)−1G2ρ
= −(ψ3G1 + ψ4)−1(I −∆ρM)−1(ψ3 −∆ρψ1).
Hence ‖(I−G2ρG1)−1G2ρ‖ → ∞ as ρ→ 1, because
det(I−∆ˆρ(λ)Mˆ(λ))→ 0 for some λ ∈ ∂S as ρ→ 1.
This in turn implies ‖[G1, G2ρ]‖ → ∞ as ρ → 1.
Lastly, to see that G2ρ ∈ G¯2, we note that the derivation
in the last paragraph of the proof of Theorem 1 remains
6entirely the same when ∆ is replaced by ∆ρ. Hence
qcΠ(G2ρ) = ζ
∗
1 (I−ρ2∆∗∆)ζ1 > 0 for all ρ < 1. Thus,
we conclude that [G1, G2] is not uniformly stable over
G¯2.
IV. CONVERSE PASSIVITY THEOREMS
In this section, we apply Theorems 1 to 3 to derive
multiple converse passivity theorems. First, we note
that, a minus sign will be applied to system G1 as
in [−G1, G2] throughout this section in order to stay
in line with the negative feedback convention in the
passivity literature. In Section IV-A, converse passivity
theorems based on the notion of robust closed-loop
stability are discussed, while theorems related to the
notion of robust uniform stability are discussed in IV-B.
A. Robust Stability
The following proposition follows from Theorem 1
by taking an appropriate multiplier Π and Π-weighted
quadratic forms.
Proposition 1. Consider the feedback interconnected
system [−G1, G2] such as the one shown in Figure 1,
where the subsystems G1 and G2 are square and
stable. Then the system is stable for any input strictly
passive G2 if and only if G1 is passive.
Proof: Let Π =
[
0 I
I 0
]
. It can be readily verified
that Π has the required J-spectral factorization with
ψ1 = ψ2 = ψ3 =
1√
2
I and ψ4 = − 1√2I . Clearly,
ψ−14 is stable and ψ1 − ψ2ψ−14 ψ3 =
√
2I is injective.
Thus, the conditions required for J-spectral factors
are satisfied. By definition, the set G2 with quadratic
form qcΠ(·) is the set of all (LTI) input strictly passive
systems. To see this, note that
G2 ∈ G2 ⇔ ∃  > 0 s.t. 〈u, (G
∗
2 +G2)u〉L2 =
2 〈u,G2u〉L2 ≥ ‖u‖2L2 ,∀u ∈ L2.
Likewise, one can readily verify that
−G1 ∈ G¯1 ⇔ 2 〈u,−G1u〉L2 ≡ −2 〈u,G1u〉L2 ≤ 0,∀u ∈ L2.
Hence G1 is passive. This concludes the proof.
Remark 3. Since the sets PI , PO, and P satisfy
the strict inclusion relationship described in (1), we
immediately have the following conclusions by Propo-
sition 1:
• G1 being passive is necessary for [−G1, G2] to
be stable for all output strictly passive G2, and
in fact, for all passive G2.
• G1 being output strictly passive is sufficient but
not necessary for [−G1, G2] to be stable for all
input strictly passive G2.
• G1 being input strictly passive is sufficient but
not necessary for [−G1, G2] to be stable for all
input strictly passive G2.
To see the “not necessary” part of the last two
statements, take any non-zero skew-symmetric matrix
as G1, which is passive but not output strictly nor
input strictly passive. The sufficiency direction stated in
Proposition 1 yields that such G1 will result in stable
[G1, G2] for all input strictly passive G2.
Furthermore, the condition that G1 is passive can
also be proven to be sufficient for [−G1, G2] to be
stable over PO. This leads to the following necessary
and sufficient condition.
Proposition 2. Consider the feedback interconnected
system [−G1, G2] such as the one shown in Figure 1,
where the subsystems G1 and G2 are square and
stable. Then the system is stable for any output strictly
passive G2 if and only if G1 is passive.
Proof: Necessity is established in Proposition 1
and Remark 3. Sufficiency is in fact well-known, see
e.g. [3], [7], [22]. Here we show that the result can also
be obtained by applying Theorem 1. Let  > 0 be any
positive real number and Π =
[
0 I
I −I
]
, which has
the required J-spectral factorization with ψ1 = ψ3 =
(
√
−√2)−1I , ψ2 =
√
I , and ψ4 =
√
2I . Thus, by
applying Theorem 1 we obtain the following condition:
[−G1, G2] is stable for all G2 satisfying He(Gˆ2(λ)) >
Gˆ2(λ)
∗Gˆ2(λ) for all λ ∈ ∂S if and only if
He(Gˆ1(λ)) ≥ −I for all λ ∈ ∂S. (7)
If G1 is passive, then (7) holds for any  > 0. This in
turn implies [G1, G2] is stable for each and every G2
that is output strictly passive.
Lastly, the following sufficient condition can also be
proven by applying Theorem 1.
Proposition 3. Consider the feedback interconnected
system [−G1, G2] such as the one shown in Figure 1,
where the subsystems G1 and G2 are square and
stable. If G1 is output strictly passive, then the system
is stable for any passive G2.
Proof: Let  > 0 be such that He(Gˆ1(λ)) ≥
Gˆ1(λ)
∗Gˆ1(λ) for all λ ∈ ∂S. Define Π :=
[
I I
I 0
]
and one can readily verify that G1 ∈ G¯1, where G¯1
defined by the quadratic form qΠ(·). Moreover, Π has
the required J-spectral factorization with ψ1 =
√
2I ,
7Conditions for robust stability of [−G1, G2] over a set of G2.
G1 ∈ P G1 ∈ PO G1 ∈ PI
∀G2 ∈ P NS S NS
∀G2 ∈ PO NS NS NS
∀G2 ∈ PI NS NS NS
Table I
N / N: the condition in the top row (is / is not) necessary for
stability over the set in the first column.
S / S: the condition in the top row (is / is not) sufficient for stability
over the set in the first column.
ψ3 =
√
I , ψ2 = ψ4 = (
√
2 − √)−1I . Thus, by
applying Theorem 1, we conclude that [G1, G2] is
stable for all G2 satisfying He(Gˆ2(λ)) > −I for all
λ ∈ ∂S, which in turn implies [G1, G2] is stable for
all passive G2.
Remark 4. As before, the strict inclusion relationship
described in (1) together with the sufficient conditions
stated in Propositions 2 and 3 immediately lead to the
following conclusions
• G1 being output strictly passive is sufficient but
not necessary for [−G1, G2] to be stable for all
output strictly passive G2.
• G1 being input strictly passive is sufficient but
not necessary for [−G1, G2] to be stable for all
output strictly passive G2.
• G1 being input strictly passive is sufficient but
not necessary for [−G1, G2] to be stable for all
passive G2.
Finally, we note that it is well-known that G1 being
passive is not sufficient for [−G1, G2] to be stable for
all passive G2. Take G1 = G2 =
[
0 I
−I 0
]
for exam-
ple; G1 and G2 are both passive but I + G1G2 = 0,
which is not invertible. As such, [−G1, G2] is not even
well-posed, let alone stable. Table IV-A summarizes
the conditions for robust stability we have discovered
so far.
B. Robust Uniform Stability
If we impose uniformity on closed-loop stability,
then Theorem 3 can be applied to obtain the follow-
ing necessary and sufficient condition for robustness
against passivity, which can be viewed as the dual of
Proposition 1.
Proposition 4. Consider the feedback interconnected
system [−G1, G2] such as the one shown in Figure 1,
where the subsystems G1 and G2 are square and
stable. Then the system is uniformly stable for any
passive G2 if and only if G1 is input strictly passive.
Proof: Let Π =
[
0 I
I 0
]
. It has been established in
Proposition 1 that the Π has the J-spectral factorization
which satisfies conditions (1.1) to (1.4), and therefore
also conditions (3.1) to (3.3). Furthermore, by the ar-
guments similar to those in the proof of Proposition 1,
one can readily verify that with this Π, G¯2 is the set
of all LTI passive systems, while
−G1 ∈ G1 ⇔ ∃  > 0 s.t. 〈u,−(G
∗
1 +G1)u〉L2 =−2 〈u,G1u〉L2 ≤ −‖u‖2L2 ,∀u ∈ L2.
Hence G1 is input strictly passive. This concludes the
proof.
Remark 5. By Proposition 4 and the strict inclusion
relationship (1), we may arrive at the following con-
clusions:
• G1 being input strictly passive is sufficient for
[−G1, G2] to be uniformly stable for all output
strictly passive G2 and for all input strictly pas-
sive G2.
• G1 being output strictly passive is necessary for
[−G1, G2] to be uniformly stable for all passive
G2.
• G1 being passive is necessary for [−G1, G2] to
be uniformly stable for all passive G2.
The following necessary and sufficient conditions
also follow immediately from Theorem 3 by taking
appropriate Π’s.
Proposition 5. Consider the feedback interconnected
system [−G1, G2] such as the one shown in Figure 1,
where the subsystems G1 and G2 are square and
stable.
(5.1) Given any ε > 0, the system is uniformly sta-
ble for all G2 satisfying Gˆ2(λ)∗ + Gˆ2(λ) ≥
εGˆ2(λ)
∗Gˆ2(λ) ∀λ ∈ ∂S if and only if G1 satisfies
Gˆ1(λ)
∗ + Gˆ1(λ) > −εI ∀λ ∈ ∂S.
(5.2) Given any ε > 0, the system is uniformly stable
for all G2 satisfying Gˆ2(λ)∗+Gˆ2(λ) ≥ −εI ∀λ ∈
∂S if and only if G1 satisfies Gˆ1(λ)∗ + Gˆ1(λ) >
εGˆ1(λ)
∗Gˆ1(λ) ∀λ ∈ ∂S.
Proof: Statements (5.1) and (5.2) are obtained by
applying Theorem 3 with Π =
[
0 I
I −εI
]
and Π =[
εI I
I 0
]
, respectively. The arguments are similar to
those in the previous propositions. Here we omit the
details.
8By combining Propositions 4 and 5, we obtain the
following result that relates the passivity indices of G1
to those of G2.
Proposition 6. Consider the feedback interconnected
system [−G1, G2] such as the one shown in Figure 1,
where the subsystems G1 and G2 are square and
stable. Let the input and output passivity indices of G1
be ν1 and ρ1 > 0, respectively. Then, given ν2 ∈ R
and ρ2 ≥ 0,
(6.1) the system is uniformly stable for all G2 with
output passivity index at least ρ2 if and only if
ν1 + ρ2 > 0.
(6.2) the system is uniformly stable for all G2 with input
passivity index at least ν2 if and only if ρ1 +ν2 >
0.
The first statement in the Proposition 6 provides a
lower bound on the input passivity deficit in G1 for
which an excess of output passivity in an arbitrary G2
can compensate. The second statement lower bounds
the output passivity surplus in G1 that is needed to
compensate for a lack of input passivity in an arbitrary
G2. Sufficiency of these statements is well known in
the literature; see [3], [15] and the references therein.
The proofs of necessity given in this paper are novel.
Statement (5.1) leads to the following conditions
regarding uniform stability over the set of output
strictly passive systems.
Proposition 7. Consider the feedback interconnected
system [−G1, G2] such as the one shown in Figure 1,
where the subsystems G1 and G2 are square and
stable.
(7.1) If the system is uniformly stable for all output
strictly passive G2, then G1 is passive.
(7.2) If G1 is passive, then for any ε > 0, the system is
uniformly stable for all G2 with output passivity
index ε.
Proof: Statement (7.2) follows straightforwardly
the sufficiency part of statement (5.1). To establish
statement (7.1), note that if G1 is not passive, then
there exists ε > 0 such that He(Gˆ1(λ)) 6> −εI at some
λ ∈ ∂S. Hence by the necessity part of statement (5.1),
G1 would fail to make [−G1, G2] uniformly stable for
all G2 satisfying He(Gˆ2(λ)) ≥ εGˆ2(λ)∗Gˆ2(λ) ∀λ ∈
∂S, and thus [−G1, G2] is not uniformly stable for all
output strictly passive G2.
Remark 6. Another straightforward argument for es-
tablishing statement (7.1) is to note that G1 being
passive is necessary for stability of [−G1, G2] to hold
over all output strictly passive G2. Hence the same
Conditions for robust uniform stability of [−G1, G2] over a set of
G2.
G1 ∈ P G1 ∈ PO G1 ∈ PI
∀G2 ∈ P NS NS NS
∀G2 ∈ PO NS S S
∀G2 ∈ PI NS S S
Table II
N: the condition in the top row is necessary for stability over the set
in the first column.
S S: the condition in the top row (is / is not) sufficient for stability
over the set in the first column.
must hold for uniform stability, since the latter is a
stronger notion than the former. By the same token, G1
being passive is also necessary for uniform stability of
[−G1, G2] to hold over all input strictly passive G2.
One may notice that there is a gap between the
necessary condition (7.1) and the sufficient condition
(7.2). The following proposition shows that this gap
cannot be closed.
Proposition 8. G1 being output strictly passive is not
sufficient for uniform stability of [−G1, G2] to hold
over all output strictly passive G2, nor in fact, over
all input strictly passive G2.
Proof: To see this, one simply needs to note that
the zero system is output strictly passive, and the sets
of all output strictly passive systems PO and input
strictly passive systems PI both contain systems whose
gains are arbitrarily large. Therefore [0, G2] can never
be uniformly stable over PO or PI .
As the set of output strictly passive systems is
contained in the set of passive systems, it is clear
from Proposition 8 that G1 being passive is also not
sufficient for uniform stability of [−G1, G2] to hold
over PO or PI .
Table IV-B summarizes the conditions for robust
uniform stability we have discovered so far.
V. GENERALIZATIONS TO INFINITE-DIMENSIONAL
MULTIPLIERS
In this section, we derive a generalization of The-
orem 3 to the case where the multiplier involved is
not restricted to be of finite dimension. This is then
specialized to deriving a couple of interesting results,
namely frequency-weighted small-gain and passivity
theorems.
Let Π be an (n + m) × (n + m) LTI and bounded
self-adjoint operator. Note that unlike Section III, the
multiplier Π is not required to be finite-dimensional
here. The following result is in order.
9Theorem 4. Consider the feedback interconnected sys-
tem shown in Figure 1 with stable subsystems G1 and
G2, the multiplier Π and the sets Gi, G¯i, i = 1, 2, stated
in (3). Suppose Π admits a J-spectral factorization
Π = Ψ∗JΨ :=
[
ψ1 ψ2
ψ3 ψ4
]∗ [
I 0
0 −I
] [
ψ1 ψ2
ψ3 ψ4
]
such that the following conditions hold:
(4.1) Ψˆ, ψˆ−14 ∈ H∞ ∩ F and Ψˆ(λ∗)T = Ψˆ(λ)∗ for all
λ ∈ ∂S;
(4.2) Π11 := ψ∗1ψ1 − ψ∗3ψ3 ≥ 0;
(4.3) Π22 := ψ∗2ψ2 − ψ∗4ψ4 ≤ 0.
Then the system [G1, G2] is uniformly stable for any
G2 ∈ G¯2 if and only if G1 ∈ G1.
Proof: The proof is largely similar to that of
Theorem 3, with the exception that in the necessity
direction one would need to employ the argument that
any transfer function matrix Xˆ ∈ H∞ ∩ F satisfying
Xˆ(λ∗)T = Xˆ(λ)∗ can be approximated arbitrarily
closely in ‖ · ‖∞ by elements in RH∞.
More specifically, note that G2ρ as defined in (6),
though satisfies qcΠ(G2ρ) > 0 (∀ 0 < ρ < 1), does
not necessarily belong to G¯2 because ψi, i = 1, · · · , 4,
may not be rational. To complete the remaining steps
of the proof, let Gr2ρ belong to RH∞ and note that
(I −Gr2ρG1)−1Gr2ρ − (I −G2ρG1)−1G2ρ
= (I −Gr2ρG1)−1(Gr2ρ −G2ρ)+
(I −Gr2ρG1)−1(Gr2ρ −G2ρ)G1(I −G2ρG1)−1G2ρ.
Thus,
‖(I −Gr2ρG1)−1Gr2ρ − (I −G2ρG1)−1G2ρ‖ ≤
‖Gr2ρ −G2ρ‖ (n1(ρ) + n1(ρ)n2(ρ)) ,
where n1(ρ) := ‖(I − Gr2ρG1)−1‖ and n2(ρ) :=
‖G1(I−G2ρG1)−1G2ρ‖. The above inequality implies
that, given any ρ ∈ (0, 1) and G2ρ defined in (6),
one can find Gr2ρ ∈ RH∞ such that ‖Gr2ρ − G2ρ‖
is sufficiently small and
‖(I −Gr2ρG1)−1Gr2ρ‖ ≥ ‖(I −G2ρG1)−1G2ρ‖ − c,
where c is a constant that upper bounds
‖Gr2ρ −G2ρ‖ (n1(ρ) + n1(ρ)n2(ρ)) .
Note that such a constant exists because ‖Gr2ρ −
G2ρ‖ = ‖Gˆr2ρ − Gˆ2ρ‖∞ can be made arbitrarily small
for any given G2ρ. Finally, notice that since qcΠ(·)
is quadratic and hence continuous, qcΠ(G2ρ) > 0
implies qcΠ(G
r
2ρ) > 0 whenever ‖Gr2ρ − G2ρ‖ is
sufficiently small. Thus, we have shown that for ev-
ery G2ρ constructed in Theorem 3, one can find a
Gr2ρ ∈ G¯2 such that ‖[G1, Gr2ρ]‖ is lower bounded by
‖(I − G2ρG1)−1G2ρ‖ − c, which diverges to infinity
as ρ→ 1.
A. Frequency-weighted small-gain theorem
The following result is a generalization of the well-
known small-gain theorem.
Proposition 9. Let ψˆ1 ∈ H∞ ∩F be a scalar function
satisfying ψˆ1(λ∗) = ψˆ1(λ)∗ for all λ ∈ ∂S, and
γˆ(λ) := |ψˆ1(λ)|2. Then given Gˆ1 ∈ RH∞, [G1, G2] is
uniformly stable over all Gˆ2 ∈ RH∞ satisfying
σ¯(Gˆ2(λ)) ≤ γˆ(λ) ∀λ ∈ ∂S
if and only if
σ¯(Gˆ1(λ)) <
1
γˆ(λ)
∀λ ∈ ∂S.
Proof: The claim follows from Theorem 4 by
taking Π =
[
γI 0
0 −I
]
and Ψ =
[
ψ1I 0
0 I
]
.
To recover the standard small-gain theorem, simply
take ψ1 = 1.
B. Frequency-weighted passivity theorem
The next result is a generalization of the well-known
passivity theorem.
Proposition 10. Let θ : ∂S → (−pi2 , pi2 ) be a con-
tinuous function and θ(λ∗) = −θ(λ) for all λ ∈ ∂S.
Then given a square Gˆ1 ∈ RH∞, [G1, G2] is uniformly
stable over all Gˆ2 ∈ RH∞ satisfying
eθ(λ)Gˆ2(λ) + e
−θ(λ)Gˆ2(λ)∗ ≥ 0 ∀λ ∈ ∂S
if and only if
e−θ(λ)Gˆ1(λ) + eθ(λ)Gˆ1(λ)∗ < 0 ∀λ ∈ ∂S.
Proof: The claim follows from Theorem 4 by
taking by taking
Π =
[
0 eθI
e−θI 0
]
and Ψ =
1√
2
[
eθ1I eθ2I
eθ1I −eθ2I
]
,
where θ1, θ2 ∈ H∞ ∩ C are any two functions that
satisfy θ1(λ∗) = −θ1(λ)∗, θ2(λ∗) = −θ2(λ)∗, and
also θ2(λ)− θ1(λ)∗ = θ(λ) for all λ ∈ ∂S.
To recover the standard passivity theorem, simply
take θ = 0.
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VI. CONCLUSIONS
This paper established multiple versions of converse
integral quadratic constraint (IQC) results within the
linear time-invariant setting. They involve both closed-
loop stability and uniform closed-loop stability, in
conjunction with various requirements on the multi-
pliers defining the corresponding IQCs. These results
corroborate the utility of IQCs in robustness analysis
by demonstrating that such analysis is not conservative
provided that the feedback system is required to be
robustly stable against all uncertainties described by
a certain IQC. The IQC results were then special-
ized to derive several converse passivity theorems for
multivariable transfer functions, which have implica-
tions in control systems interacting with unknown but
passive environment (e.g. robotics). Generalized small-
gain and passivity theorems with frequency weighting
functions were also established based on an extension
of a converse IQC result.
Future work may involve seeking converse results
for linear time-varying state-space systems and large-
scale interconnected networks. Converse results on
classes of negative imaginary systems [1], [20] and sys-
tems manifesting mixed small-gain, passivity, and neg-
ative imaginariness across frequencies are also worth
investigating. Examining converse IQC conditions that
only hold on segments of the frequency axis in the
spirit of the generalized Kalman-Yakubovich-Popov
lemma [8] is another interesting direction.
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