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Abstract
We show that the Maximum Entropy Principle (MEP) (Phys. Rev. 106 (Part I and II) (1957)
620–630; Phys. Rev. 108 (1957) 171–630), when considered as a constrained extremization
problem, deﬁnes in a natural way a Morse Family and a related isotropic (Lagrangian in the
ﬁnite-dimensional case) submanifold of an inﬁnite-dimensional linear symplectic space. This
geometric approach becomes useful when dealing with the MEP with nonlinear constraints and
it allows to derive Onsager-like reciprocity relations as a consequence of the isotropy.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The Maximum Entropy Principle (MEP), in its broadest sense, is a general inference
principle that allows to single out a unique state (a probability distribution ) among
those that are compatible with the macroscopic information available (under the form
of a constraint on ): the selected distribution is the one that maximize the (convex)
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entropy functional
S() = −
∫
 log → max on the set F()− c = 0.
If the constraints are linear in , there is a unique maximizer and the consequences
of the application of the MEP formalism are extensively treated in the literature. The
case of nonlinear constraints has deserved lesser attention because nonlinear constraints
on the probabilities arise only in special models 1 and because most of the analytical
tools used to seek the solution are unapplicable in the nonlinear case. However, the
consideration of nonlinear constraints seems to be a necessary starting point to model
phase transitions phenomena using the MEP formalism in the light of catastrophe theory,
i.e. as folds (singularities of the projection) in a certain submanifold in parameters
space.
The guiding lines of this paper are as follows: (i) in Section 2, we restate the MEP as
an inﬁnite-dimensional-constrained extremization problem. In particular, the probability
distribution  is in L ⊂ L∞() and the (nonlinear) constraints are described by F :
L → C, where C is a non-reﬂexive Banach space. The entropy S and the constraint
F are supposed to be strictly differentiable in the Fréchet sense in order to apply the
Lagrange Multipliers method—brieﬂy reviewed in Section 3— with Lagrange function
(here c∗ ∈ C∗ are the multipliers),
G(c, c∗,) = S()− 〈c∗, F ()− c〉;
(ii) in Section 4, we extend to the Banach spaces setting a classical theorem on gen-
erating (or Morse) families for Lagrangian submanifolds (see e.g. [2]) and in Section
5 we establish the conditions under which the Lagrange function G is a Morse family.
Then, we are able to prove that for the set of constrained extrema
G = {(c, c∗,) : F()− c = 0, G(c, c∗,) = 0}
its (c, c∗)-projection
 = {(c, c∗) : (c, c∗,) ∈ G} ⊂ C × C∗
is an isotropic submanifold of the weakly symplectic space C × C∗, i.e. the symplectic
two form  vanishes when restricted to ;
(iii) for the particular probability model introduced by Jaynes to apply MEP formal-
ism to non-equilibrium statistical mechanics (see Section 2 below), the couples (c, c∗)
are, respectively, the recorded time evolution of the observables describing the macro-
scopic evolution of the system (ﬂuxes, in the Onsager theory terminology) and the
related Lagrange Multipliers are the associated forces. We show that, as a consequence
of the isotropy of  the couples (c, c∗) obey Onsager reciprocity relations.
1 Examples are the Ising model in the mean-ﬁeld approximation where the average value of the energy
satisﬁes a nonlinear (quadratic) constraint, or the phase problem in crystallography that, when tackled
using the MEP, contains a nonlinear constraint (see [5]).
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A synthetic derivation of a Lagrangian submanifold from the MEP with nonlinear
constraints is contained in [16].
2. A probabilistic model for a non-homogeneous system in a non-stationary state
In this section, we introduce brieﬂy a model for a statistical description of a classical
continuum system which is derived from the one that was introduced by Jaynes ([12,13],
see also [6–10]) to give a complete formulation (based on the MEP) of non-equilibrium
statistical mechanics for a quantum system. The aim of this paper, however, is to
investigate some geometric features of this probabilistic model in its general form,
without reference to speciﬁc applications.
The space of possible (microscopic) states of the system S has the structure of a
probability space S = (,A, d) where  is a possibly non-countable set of ﬁnite
measure, A is a -algebra on  and d is a non-negative measure on .
A statistical state of the system S is a (non-normalized) probability distribution 
on  that we suppose to be bounded above zero on ; the set of possible statistical
states is thus the set
L = { : → (0,+∞) s.t.  ∈ L∞(), and Ess inf() > 0}
which is an open subset of the (non-reﬂexive) Banach space L∞(). The (informa-
tion theory) entropy associated with the statistical state  is described by the convex
functional
S() = −
∫

 log  d if
∫

 d = 1. (2.1)
Usually, the domain of S is taken to be the subset of L1() where the entropy integral
exists; in this paper, however, we restrict S to the smaller open set L ⊂ L∞()
to ensure that S is strictly differentiable in the Fréchet sense (see appendix for the
differentiability properties of S). This stronger requirement is motivated by the fact that
we want to apply the Lagrange Multiplier method to ﬁnd constrained extrema of our
problem.
In the general case, the information available on the statistical state can be repre-
sented under the form of average values for observables of the system and the Max-
imum Entropy probability distribution has to be found among those that satisfy the
constraints. The choice of which observable are to be recorded to realize a complete
description of the system is a subjective matter; different experimenters may have a
different initial knowledge of the system and so they may set up a different set of
observables. Here, we limit ourselves to the case where a set of k observables are
selected, and we assume that they describe the results of measurements made on the
system at different times and in different spatial regions occupied by the system. In
this way, we model a spatially non-homogeneous system possibly in a non-stationary
state.
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We introduce the space–time information-gathering region Rl = [0, l] × Rl , where
Rl ⊂ R3 is a compact set, and the space–time dependent 2 observable l (; ),
l : ×Rl → R, l = l (; ),  = (t, x) ∈ Rl , l = 1, . . . , k.
Usually the information on the system is represented by average values of the ob-
servables, thereby imposing a constraint on  of the form
〈l〉() =
∫

()l (; ) d = cl() ∀ ∈ Rl .
Here, we place ourselves in a more general setting and we assume that the information
available on the system is a nonlinear function of the probability distribution , i.e.
we suppose that the statistical states compatible with the recorded evolution of the
observables of the system verify
F()− c = 0, F : L→ C(R,Rk), (2.2)
where we have supposed that Rl = R and l =  ∀l = 1, . . . , k for simplicity. Note
that C = C(R,Rk) is the non-reﬂexive (separable) Banach space of the continuous
functions deﬁned on a compact of a metric space. The information gathered in the
space–time region R allows us to deﬁne a probability distribution that describes the
system at time . The problem of the time evolution of this probability distribution,
which will not be addressed in this paper, is treated in e.g. [12,13].
Now, we can restate the MEP as a constrained maximization problem:
(MEP) The statistical state that describes the system at time  on the basis of the
information c ∈ C(R,Rk) gathered in the space–time region R is the probability
distribution ˆ ∈ L that renders S maximum among those that satisfy the constraints
F0() =
∫

 d = 1, F () = c.
For the sake of simplicity, in the sequel we will enclose the normalization constraint
into the deﬁnition of F as the l = 0 constraint.
3. Lagrange multipliers method
We give a synopsis of the Lagrange multipliers method in the Banach spaces setting
(see e.g. [1]).
2 A crucial point in the formulation of this model is the speciﬁcation of the space–time dependence
of the observable , which remains obscure in a classical (not quantum) description of the system. In
a quantum system, the observables can be identiﬁed with (space–time dependent) Heisemberg operators
ˆ() whose time evolution obeys von Neumann equation and the result of a macroscopic measurement
on the system provides the constraint Tr[ˆˆ()] = c() for the density matrix ˆ (see [12,13]).
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Proposition 1. Let X, Y be Banach spaces, L ⊂ X an open subset of X, S : L → R,
F : L → Y be strictly differentiable functions in xˆ, with Fx(xˆ) surjective. If xˆ is a
constrained extremum of S on F←(y), there exists a unique y∗ ∈ Y ∗ (the topological
dual of Y) such that the function G : Y × Y ∗ × L→ R
G(y, y∗, x) = S(x)− 〈y∗, F (x)− y〉 (3.1)
has an unconstrained extremum in xˆ, i.e.
Gx(y
∗, x) = Sx(x)− 〈y∗, Fx(x)〉 = 0. (3.2)
Eq. (3.2) is used to ﬁnd the candidate constrained extrema x = x(y∗). The value of
the Lagrange multiplier is recovered using the constraint equation F(x(y∗)) − c = 0.
To apply Proposition 1 to our MEP problem, we identify
X = L∞(), L = L ⊂ L∞(), Y = C = C(R,Rk)
and we consider the Lagrange function G : C × C∗ × L→ R,
G(c, c∗,) := S()− 〈c∗, F ()− c〉. (3.3)
For later use, we introduce also the sets
U = C∗ × L∞(), u = (c∗,) ∈ U, W = C∗ × L ⊂ U (3.4)
and the trivial vector bundle  : C × U → C.
Second-order conditions for the maximization problem are contained in the following
Proposition in [1].
Proposition 2. Let X, Y be Banach spaces, L ⊂ X an open subset of X, S : L → R,
F : L → Y functions having a second-order Fréchet derivative in xˆ, with Fx(xˆ)
surjective. If xˆ is a local constrained minimum (resp., maximum) then (3.2) holds and
Gxx(y
∗, x)[h, h]0 (resp., 0) ∀h ∈ ker Fx(xˆ).
If, moreover, Gxx is positive (resp., negative) deﬁnite on ker Fx , i.e. there exists an
 > 0 such that
Gxx(y
∗, x)[h, h]  2||h||2 (resp.,  − 2||h||2) ∀h ∈ ker Fx(xˆ),
then xˆ is a local constrained minimum (resp., maximum).
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In the sequel, we will study the set G of triples (y, y∗, x) such that x is a constrained
extremal of S on F←(y) and y∗ is the associated Lagrange multiplier, that is
G = {(y, y∗, x) ∈ Y × Y ∗ × L : F(x)− y = 0, Gx(y∗, x) = 0}. (3.5)
We will call G the critical set associated to our maximization problem.
This is the setting of our extremum problem for a convex functional with non-convex
constraints. To apply the Lagrange multiplier method to our problem, we assume,
according to Proposition 2, that
(H) the constraint function F in (2.2) is twice strictly differentiable and F is sur-
jective.
4. The isotropic submanifold  associated to G
Our aim now is to introduce the geometric object (a submanifold ) associated to the
critical set G introduced in (3.5). This will be done by proving the extension to the
Banach spaces setting of a theorem (see [17], Lecture 6) on the geometric structure of
the set of critical points of a real function G(c, u) with parameters u. These functions
are called Morse functions or Morse families and they arise naturally in the geometric
theory of optics. See e.g. [2] for some applications in mathematical physics.
Before stating the theorem, we recall some standard facts about Banach spaces that
will be of use in the sequel (see [4]).
1. A closed subspace L of a Banach space X is a splitting subspace if there exist a
closed subspace M ⊂ X such that X = M + L, and L ∩M = {0}.
2. Let T : X → Y be a surjective [resp., injective] linear, continuous operator
between Banach spaces. The following are equivalent:
(i) the operator T admits a right [resp., left] linear, continuous inverse,
(ii) ker T ⊂ X [resp., T (X) ⊂ Y ] is a splitting subspace of X (of Y).
3. If C is a Banach space, then C× C∗ is a weakly symplectic space with respect to
the canonical two-form
((a, a∗), (b, b∗)) = 〈b∗, a〉 − 〈a∗, b〉 ∀ (a, a∗), (b, b∗) ∈ C × C∗;
moreover  = d	 where 	 is the canonical Liouville one-form
〈	(a, a∗), (b, b∗)〉 = 〈a∗, b〉.
A subspace  of C × C∗ is called isotropic if  = 0 on .
Let C, U be Banach spaces, and  : C × U → C, (c, u) = c be the trivial vector
bundle ﬁbration over C. Let W ⊂ U be an open subset of U and G : C ×W → R be
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a sufﬁciently smooth function and denote with Gc, Gu its partial Fréchet derivatives.
Let
G = {(c, u) ∈ C ×W : Gu(c, u) = 0} (4.1)
be the set of critical points of G along the ﬁbers of . Note that the set G deﬁned
in (3.5) is an instance of the one deﬁned in (4.1) above via the identiﬁcations in (3.3)
and (3.4)2. Moreover, let us introduce the map
iG : G ⊂ C ×W → C × C∗, (4.2)
(c, u) → ((c, u),Gc(c, u)) = (c,Gc(c, u)) (4.3)
and deﬁne
 = iG(G) ⊂ C × C∗.
Theorem 3. Let G : C ×W → R be a Morse family, that is (here e = (c, u))
(i) for all e ∈ G the tangent map TGu(e) : C × U → U∗ is surjective.
Then, for all e ∈ G the tangent map T iG(e) : TeG → C × C∗ is injective.
If moreover, for all e ∈ G,
(ii) the kernel ker TGu(e) is a splitting subspace of C × U , and
(iii) the range of T iG(e) is a splitting subspace of C × C∗,
then  = iG(G) is an immersed isotropic submanifold of T ∗C = C × C∗.
Proof. Let us observe that TeG = ker TGu(e) ⊂ C × U for all e ∈ G, and that, if
hypotheses (i) and (ii) hold, then G is a closed immersed splitting submanifold of
C×W (see e.g. [15]). Moreover, we denote with e˙ = (c˙, u˙) ∈ C×U the generic vector
of the tangent space at e = (c, u) ∈ C ×W . The linear maps TGu(e) and T iG(e),
e ∈ G, written in components, are
TGu(e) : C × U → U∗ (4.4)
(c˙, u˙) → Guc(e)c˙ du+Guu(e)u˙ du (4.5)
and
T iG(e) : ker TGu(e) → C × C∗ (4.6)
(c˙, u˙) → (c˙,Gcc(e)c˙ dc +Gcu(e)u˙ dc). (4.7)
To prove the injectivity of T iG(e), we have to show that ker T iG(e) = {0} for all
e ∈ G, that is
e˙ ∈ ker TGu(e) and T iG(e)e˙ = 0 ⇔ e˙ = 0. (4.8)
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Expanding the left-hand side of (4.8), the above equivalence condition reads


Guc(e)c˙ du+Guu(e)u˙ du = 0,
c˙ = 0,
Gcc(e)c˙ dc +Gcu(e)u˙ dc = 0,
⇔
{
c˙ = 0C,
u˙ = 0U (4.9)
which is equivalent to the following reduced condition:
{
Guu(e)u˙ du = 0,
Gcu(e)u˙ dc = 0, ⇔ u˙ = 0U . (4.10)
Now let  : U → C∗ × U∗ be the linear map deﬁned by the l.h.s. of (4.10) and let

 : C∗ × U∗ → (C × U)∗ be the natural isomorphism. Let us consider the linear map

 ◦  deﬁned below for all e ∈ G
U −→ C∗ × U∗ 
−→ (C × U)∗
u˙ → (Gcuu˙ dc,Guuu˙ du) → Gcuu˙ dc +Guuu˙ du.
(4.11)
Since 
 is an isomorphism, injectivity of 
 ◦ is equivalent to the injectivity of  and
hence of T iG(e). Moreover, 
 ◦  is (r − 2)-times differentiable if G is Cr . To prove
the injectivity of 
 ◦  we use the following proposition that holds for Banach spaces
X, Y (see [3, p. 40]):
Proposition 4. The linear continuous map A ∈ L(X, Y ) is surjective if and only if
its transposed map At : Y ∗ → X∗ deﬁned as 〈At(y∗), x〉 = 〈y∗, Ax〉 is a weak
isomorphism onto its image.
Let us consider the linear continuous map TGu(e) : C×U → U∗, for e ∈ G, which
is surjective by hypothesis (i). Its transposed is the map TGtu(e) : U∗∗ → (C × U)∗,
which is injective by Proposition 4. Moreover, if U∗ is equipped with the weak topology,
then U∗∗ = U (see [3, p. 27]). We show that 
 ◦ is injective by proving that TGtu(e)
coincides with 
 ◦ (e) on U . To this, take any w˙ ∈ U and any e˙ = (c˙, u˙) ∈ C × U .
Then
〈
 ◦ (e)(w˙), e˙〉 = 〈Gcuw˙ dc +Guuw˙ du, (c˙, u˙)〉 = Gcuw˙c˙ +Guuw˙u˙
and
〈TGu(e)t (w˙), e˙〉 = 〈w˙, T Gu(e)(e˙)〉 = 〈w˙,Gucc˙ du+Guuu˙ du〉,
which obviously do coincide due to the symmetry of mixed partial derivatives Gcu.
This concludes the proof of injectivity of T iG.
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If moreover, the range of T iG(e) is a splitting subspace of C×C∗, then  = iG(G)
is an immersed submanifold of C × C∗ (see [15, p. 26]).
We are left to prove that  is an isotropic submanifold of the linear, weakly sym-
plectic space C × C∗ that is to show that i∗G = 0. It holds that
i∗G = i∗G(d	) = d(i∗G	)
and in the sequel we set 	G := i∗G	 ∈ 1(G). Therefore, for e˙ ∈ TeG
〈	G, e˙〉 = 〈i∗G	, e˙〉 = 〈	(Gc(e)), T iG(e)e˙〉 = Gc(e)c˙,
i.e.
	G(e) = Gc(e) dc. (4.12)
Since Gu(e) = 0 for all e ∈ G, we have that
	G(e) = Gc(e) dc +Gu(e) du = dG(e) ∀e ∈ G
hence, for e ∈ G,
(e) = d(i∗G	(e)) = d(dG(e)) = 0 (4.13)
and  is an isotropic (exact) submanifold. 
Remark. When C, U are ﬁnite-dimensional Banach spaces, it is well known that every
subspace is a splitting subspace, therefore hypotheses (ii), (iii) of Theorem 3 are always
satisﬁed. Moreover, a linear map between ﬁnite-dimensional vector spaces is surjective
if and only if its transposed map is injective. Also, it is a standard result that, if TGu
is surjective, then dim  = dim G = dim C + dim U − dim U = dim C hence  is a
maximally isotropic i.e. a Lagrangian submanifold of C × C∗.
4.1. Transversality of  via the implicit function theorem
In this Section, we suppose that the hypothesis (i) of Theorem 3 holds and that
the hypotheses to apply the implicit function theorem are veriﬁed for the critical set
G = {(c, u) ∈ C ×W : Gu(c, u) = 0} i.e. we assume that
(iv) Guu(c, u) is a (linear, continuous) isomorphism for all (c, u) ∈ G.
As a consequence, locally at c, the set G coincides with the graph of a (locally
deﬁned) smooth function u˜ : W ⊂ C →W , i.e.
Gu(c, u˜(c)) = 0 ∀c ∈ W ⊂ C.
Now we show that, if (i) and (iv) hold then, locally at c, hypotheses (ii) and (iii) are
satisﬁed.
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Indeed, by looking at (4.4), it is easy to recognize that the linear continuous surjective
map TGu restricted to {0} × U coincides with Guu : U → U∗, which is invertible.
Hence, the linear continuous map  : U∗ → {0} × U , (u∗) = (0,G−1uu (u∗)) provides a
right inverse to TGu, i.e. TGu ◦  = idU∗ , which is equivalent to say that ker TGu is
a splitting subspace of C × U . Hence, (ii) holds. Now we turn to hypothesis (iii).
Preliminarly, note that hypothesis (iv) has an important consequence for the form
of the immersed submanifold  = iG(G) introduced by Theorem 3. By recalling the
deﬁnition of iG in (4.2), and by setting G˜(c) = G(c, u˜(c)), c ∈ W , we have that
G˜c(c) = Gc(c, u˜(c))+Gu(c, u˜(c))u˜c(c) = Gc(c, u˜(c)) ∀c ∈ W.
Hence, the map iG introduced in (4.2) has the local representation
i
G˜
(c) = (c, G˜c(c)) ∀c ∈ W.
We can give an explicit form to the tangent map T i
G˜
(c) for c ∈ W ⊂ C
T i
G˜
(c) : C → C × C∗, T i
G˜
(c)(v) = (v, G˜cc(c)v).
The range of T i
G˜
(c) is the following subspace of C × C∗:
D(c) := T i
G˜
(c)(C) = C × G˜cc(c)(C)
which is a splitting subspace of C × C∗, because the linear continuous injective map
T i
G˜
(c) has as an obvious (linear continuous) left inverse 1 : C×C∗ → C, the projection
on the ﬁrst factor. Hence hypothesis (iii) of Theorem 3 is true and the submanifold 
has a local representation as the graph of the differential of G˜
 = i
G˜
(
G˜
) = {(c, G˜c(c)) : c ∈ W ⊂ C}. (4.14)
The pull–back of the Liouville 1-form 	 is (see formula (4.12))
	
G˜
(c) = i∗
G˜
	(c) = G˜c(c) dc.
In this case we say that all the parameters u can be eliminated in the deﬁnition of the
isotropic submanifold . In the ﬁnite-dimensional setting (see remark below Theorem
3) the elimination of the parameters is equivalent to the transversality of the Lagrangian
submanifold  to the ﬁbers of T ∗C. In the sequel, for simplicity’ sake, we will speak
of transversality of  even in the inﬁnite dimensional setting to refer to the case where
all the parameters u can be eliminated.
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5. When the Lagrange function G is a Morse family
The Lagrange function G deﬁned in (3.3) and the associated critical set (3.5) ﬁt
naturally via the identiﬁcations (3.4) into the scheme of Morse families. Moreover, the
immersion iG : G ⊂ C×W → C×C∗ in (4.2) takes the simple form with u = (c∗,)
iG(c, c
∗,) = ((c, c∗,),Gc(c, c∗,)) = (c, c∗), (5.1)
where c∗ is the Lagrange multiplier associated to c.
We look ﬁrst at the conditions that render hypothesis (i) of Theorem 3 true in our
case. A straightforward computation shows that the tangent map TGu has the following
block representation:
TGu =
(−1C 0 F
0 F t G
)
,
where 1C is the identity map in C, F t : C∗ → L∞()∗ is the transposed map of
F : C → L∞(), deﬁned as 〈F t(c∗), ˙〉 = 〈c∗, F˙〉, and G : L∞() → L∞()∗
is the second-order partial Fréchet derivative of G. Moreover, the transposed map TGtu
has the following block representation:
TGtu =


−1C 0
0 F tt
F t G
t


 (5.2)
and we know (see Proposition 4) that TGu is surjective if and only if TGtu is a weak
isomorphism onto its image. Note, however (see [3, p. 27]) that if L∞()∗ is equipped
with the weak topology, then L∞()∗∗ = L∞() and moreover that on L∞()
F tt ≡ F and Gt ≡ G. (5.3)
From (5.2) it is easy to derive that the injectivity of the linear, strongly continuous
map TGtu is equivalent to the condition
ker F ∩ kerG = {0} on G. (5.4)
Hence, hypothesis (i) of Theorem 3 holds for G if and only if (5.4) holds.
Note that if the constraint F is linear, then G reduces to S (here S is the entropy
function) which is a non-degenerate positive quadratic form, hence ker S = {0} on
the whole space and (5.4) holds in this case.
Now we turn to hypothesis (ii) and (iii) of Theorem 3. In the general case, they
can be checked using the above block representation (5.2). However, if the implicit
function theorem holds, they can be investigated as developed in the previous Section
4.1. Below we show that if the extremum point  is a maximum or a minimum that
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can be detected through the second order sufﬁcient condition of Proposition 2 then the
hypotheses to apply the implicit function theorem are satisﬁed. Precisely, Proposition 5
below gives a sufﬁcient condition (not a necessary one in the general case) for injectivity
and surjectivity of Guu(c, u) in order to apply the implicit function Theorem.
Proposition 5. If the (symmetric) second-order Fréchet derivative Gxx(c, u) is positive
(or negative) deﬁnite on ker Fx for all (c, u) ∈ G, i.e. there exists an  > 0 such that
Gxx(y
∗, x)[h, h] 2||h||2 (resp.,  − 2||h||2) ∀h ∈ ker Fx(xˆ),
then the linear and continuous map Guu is an isomorphism (it is injective and
surjective).
Proof. The block representation of Guu is as follows:
Guu(c, u) =
(
0 Fx
F tx Gxx
)
.
Injectivity of Guu amounts to prove that
{
Fxx˙ = 0Y ,
F tx y˙
∗ +Gxxx˙ = 0X∗ , ⇔
{
x˙ = 0X,
y˙∗ = 0Y ∗ . (5.5)
Now, if x˙ = 0, the equation F txy˙∗ = 0 implies that y˙∗ = 0, since F tx is injective (Fx
is surjective by hypothesis) and we are done. As a reductio ad absurdum hypothesis,
suppose that Fxx˙ = 0, x˙ = 0, i.e. x˙ ∈ ker Fx . Now, multiplying the second equation
by x˙ = 0 we get immediately
Gxx[x˙, x˙] = 0 with x˙ = 0
which is an absurdum.
Now we look at the surjectivity of Guu. As before, see Proposition 4, Guu is surjective
if and only if its transposed map Gtuu is a weak isomorphism onto its image. But, as
before, if X∗ is equipped with the weak topology, then X∗∗ = X, and the map Gtuu :
Y ∗ ×X∗∗ → Y ∗∗ ×X∗ restricted to Y ∗ ×X coincides (use (5.3) with  = x) with Guu,
which we have proved to be injective. 
Therefore, when a constrained extremal is a local maximum or minimum that can
be detected by looking at Gxx (see Proposition 2 above), then by Proposition 5 we can
invoke the implicit function theorem so that condition (iv) of Section 4.1 is satisﬁed.
If the hypothesis (iv) hold, locally at W, (see (5.1))
i
G˜
: W → C × C∗, i
G˜
(c) = (c, c˜∗(c)).
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The locally deﬁned submanifold  = iG(G) (which has a local representation as the
graph of the differential of G˜(c), see (4.14)) becomes in this case
 = i
G˜
(G) = {(c, c˜∗(c)) : c ∈ W ⊂ C}
and the pull–back of the Liouville 1-form 	 is (see formula (4.12))
i
G˜∗	(c) = c˜∗(c) dc.
6. Isotropy implies Onsager reciprocity relations
In this section, we suppose that hypothesis (iv) to apply the implicit function theorem
is satisﬁed for our constrained extremization problem. This is the case, for example, if
the constrained extremum ˆ of our MEP problem
S()→ max, F () = c
is a local maximum (or minimum) that can be detected by looking at G. In this case,
we represent locally the isotropic submanifold  by means of the Lagrange multipliers
associated to our constrained extremization problem:
 = iG(G) = {(c, c˜∗(c)) : c ∈ W ⊂ C(R,Rk)}
and the pull–back of the Liouville 1-form 	 to G is
	
G˜
(c) = i
G˜∗	(c) = c˜∗(c) dc =
k∑
i=0
c˜∗i (c) dci . (6.1)
Now we recall some standard fact on C(R,Rk), the space of continuous functions
deﬁned on the compact of a metric space R ⊂ R4 with values in Rk . First note that
there are natural isomorphisms
C(R,Rk) ≈
k∏
i=1
C(R,R), C∗(R,Rk) ≈
k∏
i=1
C∗(R,R),
and that the every element c∗ ∈ C∗(R,R) can be given the form
〈c∗, c〉 =
∫
R
c d,
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where d is a Borel charge on R. By Lebesgue decomposition theorem, for every
measurable set E ⊂ R
d(E) = a(E)+ s(E)+ d(E) =
∫
E
() d+ s(E)+ d(E), (6.2)
where a is an absolutely continuous charge, s a singular charge and d a discrete charge.
The density , a.e. deﬁned on R, is a summable function with respect to the Lebesgue
measure d on R.
Using the above-introduced natural isomorphism, the elements of C∗(R,Rk) can be
given the form
〈c∗, c〉 =
∫
R
k∑
i=0
ci di . (6.3)
Using the representation of C∗(R,Rk) given by (6.3) we can represent 	
G˜
in (6.1) as
〈	
G˜
(c), w〉 =
k∑
i=0
〈	i
G˜
(c), wi〉 =
∫
R
k∑
i=0
wi di (c), ∀w ∈ C(R,Rk),
where di (c) represents a Borel charge on R smoothly depending on c ∈ W .
Let us consider the particular case that the Borel charges di reduces—see (6.2)—to
their absolutely continuous part, with densities
i :W ×R→ R, i = i (c, )
which are summable functions in the  variable and smooth functions, by the implicit
function theorem, in the c variable. The isotropy of the submanifold  ⊂ C(R,Rk)×
C∗(R,Rk) amounts to say that the 1-form 	
G˜
(c) is closed, i.e. that d	
G˜
(c) = 0. Hence,
the above closededness condition takes the form (summation over repeated indices is
understood)
d	
G˜
(c)(w, v)=
〈
i
cj
(c)wj , vi
〉
−
〈
j
ci
(c)vi, wj
〉
,
=
〈

cj
∫
R
i (c, )vi d, wj
〉
−
〈

ci
∫
R
j (c, )wj d, vi
〉
,
=
∫
R
(
vi
i
cj
(c, )wj − wj jci (c, )vi
)
d,
=
∫
R
(
i
cj
(c, )− j
ci
(c, )
)
wjvi d = 0,
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which, by the arbitrariness of v,w ∈ C(R,Rk), implies the Onsager reciprocity relations
i
cj
(c, )− j
ci
(c, ) = 0 ∀ ∈ R ∀i, j = 0, . . . , k.
In the above derivation, we have tacitly assumed that the hypotheses to apply Lebesgue’
dominated convergence theorem are satisﬁed. Note also that we have derived the above
reciprocity relations under the restrictive hypothesis that the Lagrange Multipliers can
be identiﬁed with their associate absolutely continuous charge . The physical meaning
of the associated singular and discrete charge as in (6.2) will be investigated in a
subsequent paper.
Appendix A. Fréchet differentiability of the entropy S
Let us consider the open subset of L∞()
L = { : → (0,+∞) s.t.  ∈ L∞(), and Ess inf() > 0}.
Moreover, let us introduce the map f (t) = t log t and note that f ∈ Cr([ε, 1
ε
],R) ∀r ∈
N,∀ε > 0.
To ascertain the Frechet differentiability of S in (2.1)1 it is enough to study the
Frechet differentiability of the composition operator
 : L ⊂ L∞()→ L∞(), () = f ◦  =  log 
since the entropy functional S can be written as the composition of  with the linear,
hence C∞ operator of integration over .
Proposition 6. The composition operator  is of class Cr for all r ∈ N.
The proof will make use of a polynomial approximation argument contained in [14]
slightly adapted to our case. First, let us notice that, since L∞() is a commutative
Banach algebra with unity with respect to the pointwise product of functions, the
product map (, ) →  is C∞ and analytic. Then, for every polynomial function p
the composition operator with a polynomial  → p() = p ◦  is C∞ and analytic.
Now, by the Stone–Weierstrass theorem, the map f can be approximated (in the Cr
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norm) by a sequence of polynomials in [ε, 1
ε
] ⊂ R, that is
lim
n→∞
r∑
i=0
sup
t∈[ε, 1
ε
]
| Dif (t)−Dipn(t) |= 0.
Given a 0 ∈ L, by deﬁnition of L, there exists an  > 0 such that
0 <  < Ess inf(0) < Ess sup(0) <
1

and it is easy to see that there exists a  > 0 such that the above inequalities hold
for every  ∈ B(0, ), the open ball in the L∞() norm centered at 0 with radius
. It is enough to show that, for 0 ∈ L,  is a Cr map in an open ball B(0, ). To
this, it is enough to show that the operator  can be approximated by the sequence of
differentiable operators n = pn ◦ , n ∈ N. Since
|| pn ◦  ||∞  sup
t∈[ε, 1
ε
]
| pn(t) | ∀ ∈ B(0, ¯) ∀n ∈ N
inequality (3.2) in [14], p. 927 is satisﬁed. Hence, by Theorem 4.1 in [14],  is of
class Cr from B(0, ¯) to L∞() for all r ∈ N.
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