With repeated exposure, people become better at identifying presented items and better at rejecting items that have not been presented. This differentiation effect is captured in a model consisting of item detectors that learn estimates of conditional probabilities of item features. The model is used to account for a number of findings in the recognition memory literature, including (a) the basic differentiation effect (strength-mirror effect ), (b) the fact that adding items to a list reduces recognition accuracy (list-length effect) but extra study of some items does not reduce recognition accuracy for other items (null list-strength effect), (c) nonlinear effects of strengthening items on false recognition of similar distractors, (d) a number of different kinds of mirror effects, (e) appropriate z-ROC curves, and (f) one type of deviation from optimality exhibited in recognition experiments.
When we become familiar with something--an object, a person, or an item in a memory experiment--we come to recognize it more reliably. This general observation applies across a range of paradigms, including perceptual identification and recognition memory. Familiarization--defined here in terms of the amount or duration of exposure to an item--increases the probability of correct identification and recognition. In this article we consider the nature of this familiarity effect.
One way familiarity might affect identification and recognition is through what might be thought of as a bias effect. The essential idea is captured by many detector-based models, such as the logogen model of Morton (1969) . In such models, familiarization of an item increases the resting activation or bias of the detector for that item. This in turn increases the probability that an input will be identified as that item.
The assumption that familiarity affects a bias term makes some sense because familiarity often covaries with likelihood of occurrence: Typically, stimuli that are more likely to occur will be more familiar. If we have partial or ambiguous information, we increase our likelihood of being correct if we select more probable alternatives. Thus, a tendency to identify uncertain items as examples of familiar ones should lead to an increased overall likelihood of correct identification, relative to an unbiased strategy. Such biases may actually affect what we see as well as what we are willing to say we might have seen in a perceptual identification task. For example, in the interactive activation model of visual word identification (McClelland & Rumelhart, 1981) , word frequency determines the resting activation level of each word unit, thereby exerting a biasing effect on the tendency to see the corresponding word, and, by means of top-down influences, the tendency to see the letters in that word. These perceptual activations then serve as the basis of overt identification responses. Morton's (1969) model and the interactive activation model have both been useful in many ways, but in our view their treatment of familiarity effects seems to miss a crucial element. In both cases, the implicit assumption appears to be that there is no effect of familiarization on our knowledge of the item itself. Intuitively, one might suppose that the more familiar one is with a particular item, the more one would know about how to differentiate it from other items.
The idea that familiarity increases our ability to differentiate one item from another has a long history in the animal conditioning literature. ~ In conditioning studies, it has frequently been found that preexposure to stimuli to be used in discrimination training often facilitates later discrimination learning, especially when the to-be-discriminated stimuli are similar to each other (E. Gibson & Walk, 1956; Oswalt, 1972) . E. Gibson (1940) introduced the concept of differentiation to account for this 724 We are indebted to Lisa Saksida for bringing this literature to our attention.
phenomenon. The Gibsons discussed it in several later works (E. Gibson, 1969; J. Gibson & Gibson, 1955) but offered no specifics on the underlying mechanism that might give rise to differentiation.
Thus far we have considered these matters in the context of perceptual identification experiments, but similar issues arise in experiments on recognition memory for items such as words that are presented for study in lists. Because there are extensive relevant findings, we focus attention on this single-item recognition paradigm in this article. A key finding that has been the focus of a great deal of attention concerns the effects of familiarization of items during the study phase of such an experiment, produced either through longer exposure relative to other items or through repetition. Recently, a serious challenge to most existing models of recognition memory has arisen in the form of a (null) finding that appears to suggest that differentiation plays an important role: Familiarization of one subset of items in a study list does not appear to affect recognition accuracy for other items from the same list.
The situation can best be appreciated by considering it within the context of a classic model, Gillund and Shiffrin's (1984) search of associative memory (SAM) model of recognition memory. In the original version of this model, a memory image (analogous to one of Morton's logogens) is created when an item is studied, and associations are formed between the memory image and the study context and between the memory image and the actual stimulus. For example, if the word piano appeared as a study list item, a memory image would be formed for it, and a positive strength value would be assigned to the association between this image and the stimulus word and between the image and the study context.
Familiarization of an item in the original SAM model strengthens both the image-stimulus association and the imagecontext association. The strengthening of the image-context association tends to have an effect much like that of strengthening the bias term in Morton's (1969) model. Specifically, it tends to lead to an increase in the activation of the memory image of a more familiar item, relative to a less familiar item, whether the item itself or some other item is presented as a probe of memory. Thus, there is an increase in the activation of the memory image of that item, both when the item is presented as a recognition stimulus and when a different item is presented. The extra, spurious activation arising in the latter case tends to degrade performance, leading the model to predict that recognition accuracy for a particular studied item (as measured by d' ) will decrease when the familiarity of other items in the list is increased. In fact, however, no such effect is found . This null effect of familiarization with some items on accuracy of recognition of other items is now widely known as the null list-strength effect. It has become one of the focal points of recent studies of recognition memory because it poses difficulties not only for the original version of the SAM model, but for many other prior models of recognition memory as well.
To account for the null list-strength effect, Shiffrin, Ratcliff, and Clark (1990) introduced the idea that, as the associations of a memory image with its corresponding stimulus and context are strengthened, the associations of the memory image and all other potential stimuli are correspondingly weakened. These alterations of association strength have the combined effect of decreasing the activation of the memory image of a particular item when some other stimulus is presented at the time of test. Adopting the terminology previously used by the Gibsons, Shiffrin et al. (1990) described the resulting effect as a differentiation of the response of the system to old and new items: Familiarization of an item appears to increase the activation of the corresponding memory image when the stimulus item is presented at test, but does not appear to produce an increase in activation of the memory image when other stimulus items are presented. In a subsequent discussion, Murnane and Shiffrin (1991a) conceptualized differentiation in terms of the assumption that the similarity between a stored item and a cue item with which it was not rehearsed decreases as the stored item becomes stronger or better learned, presumably because the differences between the two become more salient. The more dissimilar the item cue and the stored item, the less the stored item is likely to be activated by the item cue. (p. 871) In addition to the null list-strength effect, another key aspect of the recognition memory literature can be viewed as reflecting the effects of differentiation. Indeed, in this case the relation to differentiation is more direct: When all of the items on a list are given extra exposure compared with a baseline condition, participants become less likely to falsely recognize new items at the same time as becoming more likely to correctly recognize the old, studied items. This effect, which we call the strengthmirror effect, would naturally be expected if a differentiation process were operating in recognition memory experiments.
The present article seeks to provide an account of the basis of the differentiation process. The concept of differentiation we present here appears to be consistent with the concept as construed both by the Gibsons and by Shiffrin et al. (1990) . Indeed, it may be interpreted as a theory of what differentiation amounts to and how it might actually occur as a result of experience.
Our central hypothesis is simply this:
As we become familiar with something, we come to have more accurate knowledge of its characteristics. That is, we come to have clearer knowledge of what properties it has and what properties it does not have.
We suggest that this increased clarity of knowledge of the properties of the item is a crucial aspect of familiarization and is the basis of the phenomenon of differentiation. Our model assumes that when an item is presented to an individual, the item creates a psychological experience that can be characterized as a set of experienced features or attributes. We suppose further that these features are probabilistically related to the identity of the item. For example, the word piano evokes a psychological experience of auditory, visual, and other properties, and this psychological experience will differ from occasion to occasion.
We can then characterize the memory trace a person forms for an item in terms of a set of quantities that capture the estimated likelihood of occurrence of the various possible features in presentations of the item: Stated precisely, each of these quantities can be viewed as an estimate of the conditional probability of experiencing the corresponding feature, given that the experience was produced by the item. Using these ideas, we can capture our proposal about the effect of familiarization in the form of the following, slightly more technical, version of our hypothesis:
Familiarization with an item gives rise to a refinement of psychological quantities that serve as estimates of the probabilities that particular features will be experienced upon the presentation of the item.
Given this characterization of our hypothesis, we have framed our model explicitly in probability estimation terms. For example, the items of information a participant stores from an experience of an item or computed from a test presentation of an item are represented as estimates of conditional probabilities. We do not suppose that participants actually experience these probabilities per se; rather, we suggest that it is useful to construe the items of information stored as isomorphic to estimated probabilistic quantities and to construe the operations performed by the memory system as preserving this isomorphic relationship. There are two reasons why this approach seems useful to us: First, it allows us to draw ideas from statistics and probability theory into the formulation of our computational model, and second, it allows us to determine to what extent the behavior of our model is "rational" or "optimal" from the point of view of probabilistic inference. The enterprise bears some relationship to the "rational analysis" approach advocated by Anderson (1990) . We agree with Anderson that it is useful to explore the extent to which human behavior can be construed as an optimal response of a system with physical limitations to a probabilistic world, though we have found ourselves repeatedly observing that model features that can be seen as rational or optimal from some points of view lead to real performance limitations that can be far from optimal in certain task situations. Several aspects of our model, including the ones we next consider, appear to have this characteristic, as we will discuss later.
A key feature of the model is the assumption that the initial representation of an item, based, say, on a single brief presentation, will contain relatively noisy and generic or undifferentiated estimates of the probability of occurrence of the item's features. As we become more and more familiar with the item, the estimates of these probabilities become more dependent on the actual features of the item and move away from their initially noisy and generic values. When the item is later encountered in a memory test, these refinements in the feature probability estimates lead to an increase in the estimated likelihood that the entire set of features experienced are indeed those of the item. In our model, this estimated likelihood corresponds to the subjective ' 'sense of familiarity" that we might have upon encountering an item in a memory test, and the change in this estimate is the basis for the increase in the sense of familiarity associated with an item as the number of times we have encountered it increases. The increase in the estimated likelihood is not just a bias; in fact, it is accompanied by a simultaneous decrease in the estimated likelihood when the set of features arises from some other, unrelated item. Thus, familiarity breeds differentiation.
Illustration of the Process of Differentiation
To make these ideas concrete, we present here a simple example of the differentiation process at work. In this example, there are four possible features that an item might have, and on average half of these are active in any given item. We will suppose that a particular set of two of these features tend to be activated by the presentation of a specific word, which might as before be piano, whereas the remaining two features tend not to be activated when this word is shown. The presentation of the word piano during study results in the formation of a detector for this item. Initially, the detector forms estimates of these probabilities that are moved _-+.I0 from the generic value of .50 toward the values actually encountered in the presentation of the word, as shown in Table 1 .
With these initial estimates of the probabilities of occurrence of the individual features of the word piano, we can consider the probability of observing a particular set of features, given that they actually represent the stored word piano. We consider two possible sets of features that might be observed: those corresponding to the features of piano itself, and those that might be characteristic of some other word, say, sofa. To represent the average case of another item generated at random, we will imagine that sofa also has two of the four features, one of which it shares with piano, and the other of which it does not. The computation of the estimate of the likelihood of observing the entire ensemble of features embodies the simple assumption that the probability of an entire pattern is just the product of the probabilities of the individual elements of the pattern. This assumption, which is often invoked in probabilistic inferences as a simplifying approximation, may or may not be correct in reality, so this is one of the ways in which the quantities computed must be viewed as corresponding to estimates of probabilities rather than true probabilities. We apply this computation first to the feature values corresponding to the word piano: The first value is a 1, and this is expected to be a 1, with probability .60. The second value is a 0. Because a 1 is expected with probability .4, and 0 is the complementary event, the probability of the 0 is also .60. Similar reasoning applies to the rest of the features. Taking the product of the four feature-value probabilities, all of which are .60, we obtain an estimated probability of • 130 of observing the values actually characteristic of the word piano. This relatively low probability essentially reflects our uncertain estimates of the probabilities of the features of the word. Now we apply this same procedure to determine the probability that the features characteristic of the word sofa were produced by the item corresponding to our parameterized detector for piano. We get the same results as before where the features of sofa and piano agree, but we get smaller feature probabilities in those cases where the features disagree. Thus, the detector's estimate of the probability that the third feature is a 1 is .40, and a 1 is observed for this feature in the case of the word sofa. Furthermore, the estimate of the probability that the fourth feature is a 1 is .60, but a 0 is observed for this feature when the input comes from the word sofa, so the probability of observing a 0 in this case is also .40. On the basis of the initial estimates of the individual feature probabilities, the estimated likelihood of observing the values experienced for the word sofa is .058. Clearly, there is a difference between this and the value obtained for the word piano, but the piano pattern is only a little more than twice as likely as the sofa pattern. Suppose, however, the word piano is studied has led to a differentiation of the response of the detector: It gives a higher estimated likelihood when the item that it stands for is presented and a lower estimated likelihood when some other item is presented. The assumption that the detectors are initialized with generic estimates of the probabilities of the individual features and adapt these estimates relatively slowly deserves some discussion in the context of the issue of optimality, as mentioned above. One might think it would make more sense to change the estimate immediately to 1 upon encountering a feature value of 1. Two perspectives on this matter might be entertained. According to one of these, gradual learning could be seen as rational or optimal in the sense that it avoids overcommitment based on preliminary evidence. This perspective can be justified by the idea that items themselves can actually give rise to varying patterns of features from time to time, so that, although some of the initially encountered values might be reliable features of the object, others might not. For example, sometimes we may think of the beautiful music a piano makes, and other times we may think how difficult it can be to play. In our simplified example described above, each presentation of an item resulted in the very same set of features, but in the complete model the feature values of items are probabilistic, so they do vary from presentation to presentation. If in reality features are probabilistic in this way, then treating the probability of a feature as 1 or 0 on the basis of a single presentation would be inappropriate and incorrect. When features really are probabilistic, starting with a generic estimate and moving gradually away from the generic estimate on the basis of experience may be a better approximation to true optimality. Another perspective might assume that the memory system is physically limited in how rapidly it can change in response to inputs. According to this perspective, the memory system may be sluggish because of physical limitations on how rapidly the underlying neural mechanisms can change. In certain cases this sluggishness will, happily enough, turn out to approximate optimality, but in others (when, for example, there is no uncertainty about features) it will no longer approximate optimality quite as well. One way of synthesizing these perspectives would be to note that biological resources (energy and molecular structures) must ultimately be allocated to make the underlying changes in the brain, and evolution may have chosen a policy that represents a reasonable compromise that approaches optimality in many cases without the overexpenditure of its resources.
A further necessary aspect of the complete model can also be viewed as a blessing or a curse, depending on one's perspective. In the actual model, both the initial estimates of feature probabilities and the calculation of estimated likelihoods are subject to noise or variability. This noise was left out of our example above for expository clarity, but it is crucial to the fit of the model to the data. There are certainly circumstances under which noise can foster optimal solutions to computational problems, though even in these cases the noise must be gradually reduced or averaged out for true optimality of performance (Hinton & Sejnowski, 1983; MoveUan & McClelland, 1995) . Many times, however, noise seems most plausibly viewed as an inherent limiting factor. In these cases, the presence of the noise itself can be thought of as nonoptimal. However, the decisionmaking processes that are applied, given the noise, may still be coping with it in the best possible way.
For the sake of accounting for data, we don't have to take a stand on the optimality or lack thereof of the various features of a model. However, our opinion is that, in most cases, the truth about the optimality of many model properties lies somewhere between the obvious extremes. That is, we think cognition is likely to depend on mechanisms that both are constrained by physical limitations and have been constrained by evolution to function sensibly, even if they are not completely optimal for every possible situation. In view of this, we don't think rationality or optimality should be the basis for deciding whether to accept a proposed model for any particular case. Rather, it pro-vides a heuristic guide in the search for an adequate model and a basis for evaluating how close to optimal the mechanisms used by the system under study actually are.
The above example captures the essence of our claims about the nature of the differentiation process, and the further discussion of its optimality or lack thereof indicates that there are specific features of the model, in particular its noisiness and gradualness, that play a role in its account for relevant data. There remain a few additional aspects of the model that we have not yet introduced for the sake of communicating these most central points. Below, the entire model is described in complete detail, with these additional aspects included, following a presentation of the recognition memory phenomena that the model will address.
Before turning to these matters, we note that there are a number of extant models that deal with aspects of recognition memory. In addition to SAM (e.g., Mumane & Shiffrin, 1991b) , such models include the rational model described by Anderson and Milson (1989) , the recognition portions of the theory of distributed associated memory (TODAM; Murdock & Kahana, 1993) , Minerva II (Hintzman, 1988) , the neural network model described by Chappell and Humphreys (1994) , the attentionlikelihood model conceived of by Glanzer, Adams, Iverson, and Kim (1993) , and the newer REM model as discussed by Shiffrin and Steyvers (1997) ) Our model combines insights from a number of these models and accounts for much of the same data that some of the other models account for. A comparison of our model to these others is provided in the General Discussion.
Data
In a pure single-item recognition paradigm, items such as words are first presented in a study list. In fact, in many of the studies we cite, words were presented in sentences (Mumane & Shiffrin, 1991a) or word pairs , generally with the intention of reducing displaced rehearsals. At test, in all studies cited here, single words were presented, some of which had been on the list, and some of which were new. In most studies cited here, the participant's task was to judge whether each test word is old or new (a small number of studies involved confidence or frequency judgments). Participants may correctly accept a word as old (a hit) or correctly reject a new word. They may incorrectly judge a new word to be old (a false alarm) or incorrectly judge an old word to be new (a miss).
Data are often characterized in terms of quantities derived from signal detection theory (Green & Swets, 1966) . This theory assumes that recognition judgments are based on a continuous random variable. For recognition one may think of this variable as the sense of familiarity that a participant has upon experiencing an item at test. The value of the variable is thought to be drawn from one of two normal distributions, one characterizing the old stimuli and one characterizing the new stimuli. The theory also assumes participants adopt a criterion value of the random variable, such that they respond old whenever the random variable exceeds the criterion, and new otherwise. Standardly, the proportion of hits (hit rate) and the proportion of false alarms (false alarm rate) are the key dependent measures.
Two other quantities, d' and /3, are often derived from these measures. The first of these, d', is a measure of discriminability of the two distributions, reflecting their separation in units of their standard deviation. The quantity/3 reflects the placement of the criterion with respect to the old and new distributions. It corresponds to the likelihood that the observation comes from the old distribution, divided by the likelihood that it comes from the new distribution, at the value of the continuous random variable where the response criterion is located (these likelihoods correspond to the heights of the two distributions at the criterion). Moving the criterion up on the continuum (so that a higher value of the variable is required for an old response) corresponds to an increase in/3, and in fact if the distributions are normal, the log of/3--hereinafter ln[/3] --increases linearly with the criterion.
If the participants' response criterion is manipulated (e.g., by manipulating payoffs or the probability of presenting old items at test), or if participants are required to place their responses in designated confidence categories (so that the boundaries between confidence categories can be treated as distinct criteria), curves called z-ROC curves may be plotted. If the underlying distributions are normal, the slope of the z-ROC curve will be an estimate of the ratio of the standard deviations of the two distributions (Cr,e~/~ro~a). Signal detection theory is, of course, of tremendous relevance to single-item recognition and other psychological phenomena, but we have found it important to look directly at the primary data as well as the derived signal detection measures. The derived measures help summarize the effects of certain variables, but their use can obscure important relationships in the data. In particular, researchers often tend to focus on d' and to pay less attention to/3. This may be in part because of the belief that changes in t3 can arise from criterion shifts that could be extraneous to the underlying effects of interest.
Although extraneous factors can influence /3, other factors can as well. In fact, /3 will change if the criterion remains constant and there are changes in the means or standard deviations of one or both of the distributions produced by old and new stimuli. Thus, changes in/3 may not reflect effects of experimental variables on the placement of the criterion with respect to the psychological variable; instead, the experimental variables might be affecting the psychological variable itself. Because, as we shall see, such changes occur in our model and produce/3 effects, we consider both d' and/3 effects in our presentation of the data and in our later discussion of the accounts offered by our model for the data.
Differentiation, the Strength-Mirror Effect, and the Null List-Strength Effect
We now describe the particular effects within the single-item recognition paradigm in which we are interested. We consider 2 After we presented a preliminary version of our model at two conferences , we learned that Shiffrin was simultaneously and independently developing a model with some similar characteristics (Shiffrin, oral conference presentation, March 27, 1995) . A technical report describing this model (Shiffrin, 1995) and a subsequent publication (Shiffrin & Steyvers, 1997 ) have since appeared. first the results obtained in comparing performance with a pure weak list, where items are presented once during study, to performance with a pure strong list, where items are either presented a number of times or just once but for a longer time. These list types are called pure to contrast them with a mixed condition described below. Table 2 shows data from the pure conditions of several such list-strength experiments. experiments manipulated strength by means of presentation time. Experiment 1 presented single words. In all their other experiments, words were presented in pairs. In Murnane and Shiffrin's (1991a) experiments, words were presented in sentences, and sentences were presented three times for the pure strong lists.
In all cases the increase in the hit rate as one goes from the pure weak to the pure strong list is accompanied by a decrease in the false alarm rate. This is the strength-mirror effect, which we take to be due to the differentiation process. Note, however, that the changes in false-alarm rate are generally somewhat smaller than those of the hit rate in Table 2 . The data from Ratcliff et al. (1990) suggest a trend toward a reduction in ln [/3 ], but the effect was not completely consistent across the experiments in that article and was not apparent in Murnane and Shiffrin (1991a) .
The two conditions in Table 2 are from experiments that also included a mixed condition, in which half of the items were seen once, and half were seen three times or for a longer time. The former are called mixed weak items, and the latter are called mixed strong. Interest in these experiments focuses on whether there is a difference in performance between pure weak and mixed weak items and between mixed strong and pure strong items, as measured by d'. When the first list-strength experiments were performed by Ratcliff et al. (1990) , they pointed out that all extant models predicted that d' would be worse in the mixed weak condition than in the pure weak condition and worse in the pure strong condition than in the mixed strong condition. In fact, they found no difference, and many subsequent experiments have confirmed this conclusion. Table 3 shows the mixed conditions of the Murnane and Shiffrin (1991a) studies, which, when compared with the corresponding entries in Table 2 , exemplify the null list-strength effect: d' for mixed weak items tends to be about the same as d' for pure weak items, and d' for mixed strong items tends to be about the same as d' for pure strong items.
In a meta-analysis of just the pure weak and mixed weak conditions of a large number of list-strength experiments, Chappell and Humphreys (1994) pointed out that there is a trend for both the hit rate and the false alarm rate to decrease as one goes from the pure weak to the mixed weak condition. This trend is exemplified by the Murnane and Shiffrin (1991a) data shown in Table 3 . In agreement with this, Hirshman (1995) has done an extensive meta-analysis of list-strength experiments, as well as a number of his own experiments, focusing on the change in/3 as one goes from pure weak to mixed weak and from mixed strong to pure strong lists. He concluded that/3 increases for each of these comparisons.
In the preceding section, we saw that when familiarity of items is strengthened, sensitivity increases, and there is a strength-mirror effect. In this section, we see that the strengthening of other list items does not affect d' for items of a given strength but does appear to lead to a decrease in both hits and false alarms and a corresponding increase in/3. Many treatments have focused on the d' effects but have ignored the influences on/3. In our model, both the d' and the/3 effects of strength and list-strength are explained by the differentiating effects of familiarization. Murnane and Shiffrin (1991a) experiments. HR = hit rate; FAR = false alarm rate; B1 = Block 1; B2 = Block 2; eq = equal arithmetic condition. 
Similarity and Strengthening
Another experiment that illustrates the differentiation process at work was performed by Hintzman and Curran (1995) . Following Hintzman, Curran, and Oppy (1992) , they presented a list of nouns in which individual nouns appeared 1 time, 3 times, 8 times, or 20 times. At test, experimenters requested judgments of frequency (JOF), and distractors included very similar words to those on the list: a singular noun ff the plural had occurred on the list, or a plural if the singular had occurred on the list. Hintzman and Curran were particularly interested in false recognition of these similar distractors. Our consideration of this data concerns only whether the participant gives a JOF response of 0 (corresponding to a new response in our model) or a JOF response greater than 0 (corresponding to an old response). In fact, Hintzman et al. (1992) were strongly of the opinion that participants make a recognition decision first, then go on to make a frequency judgment only if they judge the item to be old. Not only was there a bimodal distribution over frequency judgments in evidence, with a mode at 0, but in two experiments they asked for recognition judgments and obtained a very similar pattern of results to that obtained with JOF = 0 versus JOF > 0. Thus, it seems appropriate to model these data in a model of item recognition. Figure 1 shows JOF = 0 proportions. The decrease and then increase in proportion of JOF = 0 indicates that false recognition of similar items first increases up to three presentations of the studied item, then decreases again with further presentations. The decrease is clearly quite small, and in fact Hintzman and Curran (1995) emphasized how poorly participants learn to reject similar distractors, even after as many as 20 presentations. But all of Hintzman and Curran's and Hintzman et al.'s (1992) experiments showed a O-shaped effect. In our model, the LIshaped trend in JOF = 0 responses is indicative of the differentiation process at work. The fact that JOF = 0 responses to similar distractors level off below 100% suggests that differentiation is generally incomplete. We see later that the pr6babilistic nature of item representations in our model provides an explanation for this aspect of the data.
List-Length Effect
Rather than strengthening some list items, another manipulation is to increase the length of the list. The decline in performance when this is done is called the list-length effect. Table 4 shows the hit and false alarm rates, as well as d' and ln [~] . Ratcliff and Murdock (1976) had words studied individually and reported proportions of high confidence hits and correct rejections for various output positions and three list lengths. The entries in Table 4 are averages across output position (described in the ment studied words in sentences. The short condition had 50 words in 10 sentences; the long condition had 150 words in 30 sentences. For their Experiment 2, we averaged over Block 1 and Block 2 and compared with the L3 items, which were at the end of the long list, thus controlling for lag. Gronlund and Ohrt (1994) 3 presented and tested single words, control!ing for lag in the two conditions. Gronlund and Ohrt's Experiment 2 presented all words in one list, but they came from two categories of different sizes.
In general, these experiments show a slightly smaller effect of list length on hit rates than false alarm rates. The ln[/3] measures shown in Table 4 , computed from the mean hit and false alarm rates shown, indicate a trend for a smaller In[/3] in the long condition, though this trend is clearly reversed in one of the reported studies (Experiment 1 of Gronlund & Ohrt, 1994) .
Frequency-Mirror Effect
Mirror effects in item recognition have most commonly been studied in the context of such variables as preexperimental word frequency and concreteness (for early studies of the word-frequency effect, see, e.g., Balota & Neely, 1980; Mandler, Goodman, & Wilkes-Gibbs, 1982; Rau & Proctor; . Words of lower frequency and words of higher concreteness tend to produce larger values of d', and with very few exceptions (e.g., Hoshino, 1991) ; when there is a difference in d' between two conditions in a recognition experiment, the hit rate will be higher for the superior condition, and the false alarm rate will be lower (for reviews, see Glanzer & Adams, 1985; Glanzer et al., 1993) . It is worth noting that the frequency effect can be produced by a within-list design. For example, if a single list containing highand low-frequency words is studied and the test list similarly contains such a mixture, the frequency-mirror effect is observed (e.g., Morris, 1978) , so that low-frequency test words produce both a higher hit rate and a lower false alarm rate than words of higher frequency. Hintzman, Canlton, and Curran (1994) made the point that describing a mirror effect in the terms used above is not sufficiently precise. Thus, if a large decrease in false alarm rate as one goes from the weak condition to the strong condition is accompanied by a miniscule increase in the hit rate, this should not simply be classified as a mirror effect. In fact, in a number of Hintzman et al.'s experiments they found the equivalent of a more conservative (higher)/3 in the strong condition for both frequency and abstract-concreteness manipulations. Hoshino (1991) also reported such tests, finding significant differences in the same direction and in fact no significant increase in hit rate in three out of four experiments. Calculating In[/3] from the hit and false alarm rates reported by Glanzer and Adams (1990) , we found the same trend reported by Hintzman et al. (1994) . However, there are experiments, such as Experiment 4 of Ratcliff, McKoon, and Tindail (1994) , in which the effect, if present, is relatively small (the increase in hit rate from high to low word frequency, averaged over several strength and liststrength conditions, is .082, whereas the average decrease in false alarm rate is .099). Thus, it appears that there is a tendency for a higher In[/3], as well as a higher d', with lower frequency 3 The data shown in Table 4 were provided by Daryl Ohrt (personal communication, December 1994).
McCLELLANDANDCHAPPELL and higher concreteness, but the extent of this tendency appears to vary considerably.
z-ROC Curves
Many investigators have considered the effects of various manipulations on the slopes of z-ROC curves. As we detail below, slopes are usually less than 1. From a signal-detection theory point of view, slopes less than 1 would be consistent with larger variance in the distribution of familiarity values produced by old items, relative to new.
Effects of experimental manipulations on z-ROC slopes are not entirely consistent across studies. In some studies, there is no reliable effect; in others, z-ROC slope tends to decrease as d' increases. Ratcliff, Sheu, and Gronlund (1992) plotted z-ROC curves for all conditions in a list-strength experiment, both by varying the proportions of old and new words at test and through confidence ratings. They found straight lines, with slopes around 0.8. The slope varied little between the various list-strength conditions. Similarly, Yonelinas ( 1994, Experiment 3) found slopes of 0.79 and 0.80 for weak and strong conditions, stronger items having been presented for longer. It is clear, however, that the slope must change at some point, as it must approach 1 for very weak items. Ratcliff et al. (1994) verified this, finding slopes of the order of 0.95 when items were presented for 50 ms, 0.9 for 100 ms, and 0.8 for 400 ms. In recent studies, Glanzer, Kim, Hilford, and Adams (in press) have shown z-ROC slopes decreasing as d' increases as a function of several variables affecting item strength. Gronlund and Elam (1994) studied the effect of list-length on the z-ROC curve slopes. In their first experiment, they found that slopes for both conditions were not significantly different from 1. In that experiment, participants participated in 4 to 7 sessions, with 8 short and 8 long lists per session. In a second experiment participants saw and were tested on only one list. The average slopes were 0.60 for the short condition and 0.69 for the long condition. This finding gives some weight to the suggestion by Glanzer et al. (1993) that the constant slopes found by Ratcliff et al. (1992) came about because of the large number of lists participants saw in those experiments (the Glanzer et al., 1993 , model predicts that slope should decrease with item strength). Interestingly, Ratcliff et al. (1994) found no dependence of the z-ROC slope on list length; in their experiment, participants saw 18 lists per session for 7 or 10 sessions. Conversely, Yonelinas (1994) presented participants with similarly large numbers of lists and did find an effect of list length on the z-ROC curve slope. Overall then, the evidence suggests that z-ROC slopes do tend to decrease with shorter lists and that the effect is more robust when the possibility of cross-list influence is minimized.
Turning to studies manipulating item variables, Glanzer and Adams (1990) found that there was a strong trend for the z-ROC slope to be lower in the stronger (higher d') condition, when strength was determined by word properties such as frequency or concreteness. They were in agreement that the slope should be less than 1 and in the range of 0.6-0.8. Ratcliff et al. (1994) also found a significant effect of word frequency on z-ROC curve slope, with low-frequency words having a lower slope.
The findings of the series of studies and meta-analyses by Glanzer et al. (in press) are consistent with the following summary: z-ROC slopes are generally less than 1. Most experimental variables that affect d' also affect z-ROC slope, but under many conditions the effects are quite small and therefore are not always reliable. In some studies, strength-related variables that affect d' do not affect z-ROC slopes once d' exceeds a value of about 0.5, but other studies find strength-related effects on z-ROC slopes over a wider range of d'.
Cumulative Confidence Rating Data
A recent study by Balakrishnan and Ratcliff (1996) addressed a set of issues related to the extent and nature of the information that participants use for placing response criteria in recognition memory experiments. Consider the situation in which an observer must decide whether an input represented as a value on a continuum (such as a familiarity continuum) corresponds to a "signal" item (an old item on a memory test) or to a "noise" item (a new item in a memory test). With complete information about the distribution of values generated by signals and the distribution of values generated by noise, an ideal or optimal observer could compute the likelihood that the input value received on a particular trial comes from the signal distribution and the likelihood that it comes from the noise distribution. By dividing the first value by the second, the observer would then have a likelihood ratio indicating the relative likelihood that the value represents signal versus noise. Response criteria that form boundaries between response and confidence categories could then be assigned to particular values of the likelihood-ratio variable. For example, a most-sure-new response might be assigned to likelihood-ratio values less than a criterion at .05, moderately sure-new to values between .05 and a second criterion at .25, unsure-new to values between .25 and a third criterion at 1.0, and unsure-old to values between 1.0 and a fourth criterion at 2.0, etc. What is crucial here is not the example values but the fact that they are quantified in terms of the likelihood-ratio variable, not the underlying familiarity variable. Balakrishnan and Ratcliff (1996) considered the possibility that participants in recognition memory experiments can and do compute the relevant likelihood ratios and compare them to criteria that are fixed at particular likelihood-ratio values. They showed that under these conditions, cumulative confidence rating curves obtained in the different conditions of a list-strength experiment should cross. A cumulative confidence rating curve is a curve in which confidence category rank (ordered from most-sure-new to most-sure-old) is plotted on the horizontal axis against the cumulative total proportion of responses falling in that category or any lower category. The predicted crossings are shown in Figure 2 . As illustrated in the figure, the three curves for new stimuli from the pure-weak, pure-strong, and mixed conditions should all cross; the two curves for weak-old stimuli from the pure-weak and mixed-weak conditions should cross; and the two curves from strong-old stimuli from the purestrong and mixed-strong conditions should cross. The reason for this effect is that strengthening old items lowers the likelihood ratio for items with low familiarity and raises the likelihood ratio for items with high familiarity. Balakrishnan and Ratcliff's (1996) analysis led them to test 
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Figure 2. Distribution crossover predictions of the likelihood ratio model considered by Balakrishnan and Ratcliff (1996) , for the case in which the "familiarity" distributions for new, weak-old, and strong-old stimuli are all normal and have equal variance. Crossing also occurs in other cases. See text for additional explanation. Reprinted from Figure for the predicted crossings of cumulative confidence ratings curves, but they found that in fact the curves from the appropriate conditions of a single-item recognition memory experiment run for this purpose did not cross. This finding poses a strong challenge to the model of Glanzer et al. (1993) and any other model in which participants are thought to adjust their likelihood-ratio computations on the basis of the characteristics of items in particular list conditions. It might be thought that our model would make the same prediction as the class of models tested by Balakrishnan and Ratcliff (1996) for the crossing of cumulative confidence curves because, like them, our model makes responses on the basis of likelihood ratios. However, our model differs from the models mentioned above in that the hypotheses our model contrasts in the likelihood ratios its detectors use do not rely on information about the distribution of values associated with other items used in the experiment. Each detector relies solely on information about the single item it detects and general statistical properties of all items, rather than other items that may be on the fist. As a result, the curaulative confidence curves calculated in our model are not constrained a priori to cross. There are other factors that might cause the curves to cross, but as is seen in our simulations, the patterning of the curves in the simulation is quite consistent with the pattern seen in the Balakrishnan and Ratcliff data.
Summary
The literature on recognition memory includes a broad range of findings, including the strength-mirror effect; the null list-strength effect; the list-length effect; z-ROC curve slopes less than one and often, but not always, affected by item strength, list length, or frequency; a U-shaped effect of item repetitions on false recognition of similar items; the mirror effect due to stimulus properties such as preexperimental word frequency; effects of list strength and word frequency on the signal-detection parameter In [/~] ; and noncrossing of cumulative confidence curves in a list-strength experiment. Table 5 summarizes all of these effects. A number of these findings appear to implicate processes related to differentiation; that is, the findings appear to suggest that many variables that increase correct recognition of old items also facilitate correct rejection of new items.
It should also be noted that many of these findings present problems for current memory models, especially when they are considered in combination. Consider first the list-length effect together with the null list-strength effect. The increasing false alarm rate in the list-length effect indicates that one presentation of an item increases the false alarm rate. We do not have data for two presentations, but all the data reviewed for list-strength (Chappell & Humphreys, 1994) and pure-strength manipulations (see earlier in this section) indicate that as we go from one to three presentations the false alarm rate certainly does not increase, and instead appears to decrease (differentiation). Thus the relationship between the number of presentations of an item and false alarm rate is nonlinear, and in fact nonmonotonic. This is why this combination of findings is such a problem for the linear global-matching models . Hintzman et al.'s (1992) and Hintzman and Curran's (1995) experiments illustrate this same general nonmonotonicity more graphically, with distractors that are similar to the studied items.
As we have already noted, several of the newer models do address some aspects of the data. However, as is seen when we consider these in the General Discussion, none of these models have addressed all of the phenomena listed in Table 5 , and some of the models make incorrect predictions for some of these effects. It is thus of considerable interest to see whether the model we present in the next section, which synthesizes some of the key aspects of other models, can accommodate all of these experimental findings.
Model
The model considers a situation in which a human participant is given a series of study items, one at a time, from a single multi-item list, and forms memory representations of these items in the course of the study phase of the experiment. During a later test phase the participant is given a series of items, some of which occurred during study and some of which did not. We assume that each test item is compared to the stored representation of each of the list items and that for each the participant computes an estimate of the likelihood that the test item is a representation of the item that generated the stored representation. If any one of these estimates exceeds a criterion, the participant will respond old; otherwise, the participant will respond new.
Several of the essential features of the model are qualitatively described in the introduction. Here, we present these features in full detail, accompanied by other features that were previously left out in an effort to make the essential elements of the model clear. We begin with a description of the featural representations of items themselves, and then turn to the ways in which these are represented and processed in the memory system. The presentation uses mathematical formulas for precision, but we have endeavored as much as possible to spell out key points in words, so that readers interested in the general points may follow the presentation even if they do not follow all of the details of the notation.
Items and Their Features
During a study or test presentation of an item, we assume that what the memory system has access to is a pattern of values, S, across a set of N feature dimensions. For concreteness, one may think of the dimensions as represented by units and the values as represented by the activations of the units. Only two values, 1 or 0 (active or inactive) are allowed. The set of feature values elicited by an item is not completely fixed; rather, each stimulus used in the experiment may be thought of as a probabilistic generator of patterns of activation. This corresponds to the idea that each time we view a particular stimulus or think about a particular word we represent it slightly differently. The generator item determines the probability that each feature will be active in our representation of it, but there is occasional variability in the specific features that are actually present in the representation. Therefore, we are concerned with the probabilities of particular features being active when a particular item is being presented. We denote these probabilities: p~ = p(Si = liP'), where I ' represents the condition that the features were produced by the generator for item #. Note that we follow the convention of using Greek superscripts to individuate items and Latin subscripts to individuate features that may be present in items.
In the item generators, the probabilities for each feature unit being active are conditionally independent of the activities of other feature units. That is, the probability that a particular unit will have the value 1 or 0 is not affected by the actual values assigned to other units. This assumption is adopted as a simple default in lieu of other more complex assumptions, and it is unlikely that the principles under consideration are affected by this assumption. For example, if certain features tended to occur together or not at all, the computations of actual probabilities would be far more complex, but the effects of experience that we will describe would still operate in the same general way. (Correlated features add less information per feature than uncor-related features, and in the limit, perfectly correlated features can be treated as single features.) As a result, the conditional probability of a given pattern of activation, S, across the units, given that it was generated by item #, is
( 1) i That is, if the unit is active we multiply by the conditional probability, otherwise, the complementary event has occurred, and we multiply by 1 minus the conditional probability. We may also say this is the probability of this pattern, S, being generated by the item generator, I v.
In the general case, the p~' could take different values for all values of i. However, we restrict our analysis to the simple case where an expected fraction of units, f, has a high conditional probability, pl, whereas the remainder have a low conditional probability, po.
Item Representations
The memory system in the model works with vectors, one to represent the current input, S, and one to represent the detector formed by the model for each list item that has been studied. The current input, S, is a pattern of 0s and Is, these being the only two values allowed for input units. The ith element of this pattern is represented by Si.
The vector associated with each detector, D v, is a pattern of real numbers in the { 0, 1 } interval. Every time a new item is encountered during study, a new detector unit is assigned to it. Thus, the #th detector unit represents the/zth study item. The value of the detector's ith element is the detector's estimate of the probability that the ith input will have a value of 1, when the input was generated by item #. These estimates are represented using the notation p~. We use p instead of p in these and the remaining quantities to indicate that they are estimates, rather than the true probabilities.
Operation of Item Detectors
In this section, we develop the equations characterizing the behavior of each item detector on presentation of a test item, where we take its task to be the computation of a quantity representing an estimate of the log-odds that the input, S, was generated by the item, I ~, for which the detector stands. This quantity depends on the likelihood computation discussed in the introduction. The actual computation involves additional factors that were not highlighted earlier because they are not affected by differentiation. We call this quantity the log-odds. In this and other cases, we avoid the continual repetition of the word estimated for simplicity, but we retain the use of Greek letters for the actual quantities as a reminder that all of these quantities are estimates.
The computation of the log-odds is taken directly from a Bayesian hypothesis-testing framework. The log-odds is the logarithm of the ratio of estimates of what are called the posterior probabilities of two hypotheses, one being the main hypothesis of interest, and the other being some null hypothesis or reasonable contrasting alternative (Kass & Raftery, 1995) . The posterior probability of a hypothesis is simply the probability of the hypothesis, given the "evidence"; in this case, the evidence is the set of values represented over the input units, S.
In the log-odds computation, each detector contrasts two hypotheses: (a) the hypothesis that S was generated by the item corresponding to the detector, which we represent as the event I v, and (b) the hypothesis that it wa__s not generated by that item, which we represent as the event I ~. The ratio of the posterior probabilities is called the odds ratio; the logarithm of that ratio is the log-odds.
The odds ratio of the posterior probabilities of two hypotheses can be expressed in terms of the ratio of two products, each proportional to one of the two posterior probabilities. Each product consists of two factors: an estimate of the prior probability of the hypotheses and an estimate of the likelihood of the evidence, given the hypothesis. For our case, this relationship takes the form
Here, p(l v IS) is the estimated posterior probability of the hypothesis that S was generated by I ~, and p(IriS) represents the estimated posterior probability of the contrary hypothesis. The odds rati___o can be viewed__as the product of two factors,
p( S [ l V) / p( S [ l v) and p( IU) / p( lV), called the likelihood ratio and the prior odds, respectively. Taking logs of both sides, we
obtain the log-odds that item # generated the input S, represented by wv(S). The log-odds is the key decision variable used in our model. It is a sum of two terms, the log of the likelihood ratio, called the log-likelihood, and the log of the prior odds:
We now consider separately how the log likelihood and the log of the prior odds are estimated.
The numerator in the likelihood ratio, p(SIl~), is the key factor we considered in the introduction, namely the estimated probability of the input given that it was generated by item/z, and p(l ~) represents the estimated prior probability that the input would be generated by item #. Equation 1 indicates how the true conditional probability p(S[I v) can be computed if the actual probabilities of occurrence of the features, p f, are available. As already indicated, the detector forms estimates of these conditional probabilities, pf, during study, using a "learning rule" described below. Using the pf, our detector can estimate the conditional probability of an input pattern using a version of Equation 1, in which we replace the true probabilities with their estimated values
This computation incorporates the assumption that the feature values in the input patterns are conditionally independent, given that the input pattern was generated by item/z. This may not always be true in real experience, and we view it as an approximarion that might be built into the memory system to allow the estimation of relevant probabilities to proceed. Now we consider p(SIl~), the estimated probability of the input, given that it was not generated by item/z. The event P encompasses all of the events corresponding to presentations derived from other list items as well as those corresponding to all nonlist items. We assume that the detectors have no actual knowledge of quantities being computed by the other detectors. Instead, each detector uses an estimate of the probability of the input, given that it was generated by some completely unknown item generator. This estimate is just the probability of observing the particular ensemble of features, under the assumption that each feature occurs independently of the others, and with a probability equal to the overall probability of occurrence of each feature in patterns. This estimate would be correct if in fact the feature values used in the item generators were assigned independently. Again, this independence assumption is true of the inputs actually used in our simulations but may not be true of real items encountered in experiments, so again the model treats the memory system as employing assumptions that allow the estimation of relevant probabilities. In the inputs we use in our simulations, the actual probability that an individual feature will take the value 1 is simply equal tofp~ + (1 -f)Po and is the same for all features. Although in principle this quantity would have to be estimated (and might in principle be estimated separately for each feature), we assume that the estimate used for each feature in each detector, represented by p,, actually corresponds to the true probability, to avoid proliferation of free parameters in the model. Given this assumption, the estimated probability of the input given that it was generated by an unknown generator becomes
Combining the numerator and denominator and taking logs, we obtain the following expression for the log likelihood:
This quantity plays a central role in our model. For ease of reference, we represent it as h~ (S) .
Turning now to the prior odds, the numerator, p(I~), represents the participant's estimate of the probability that a particular input will in fact be item /z. The true probability that a particular test item is study list item # is just the probability that a particular test item will be drawn from the study list, p(list), times the probability of choosing item # given that an item is chosen from the study list, p (I~llist). The latter probability is 1/L, where L is the length of the list. We assume that the participant uses estimates of the relevant quantities, denoted #(list) and A, to estimate the probability of occurrence of the item using p(l ~) = I/A p(list). The denominator of the prior odds is an estimate of the probability that the input will not be produced by study item/z. We assume that the participant uses the complement of the estimated probability that the item would
The prior odds then simplifies to
p( I ~) A -p(list)
In summary, substituting the various expressions we have derived above back into Equation 3, we obtain the following expression for the log-odds for item/.t:
The sum over i is the log-likelihood h"(S), and the added term to the right is the log of the prior odds. We now consider how the values of the crucial p~' variables that enter into the calculation of h~(S) are learned.
Learning
A key idealization we have adopted in the model is the following: We assume that every presentation of a particular item within the study phase of a memory experiment always results in the reselection of the same detector unit. How the right detector would be selected for reactivation is not currently modeled, though we imagine that a realistic system for reactivation might rely on computations quite similar to those that occur during test in the model as currently implemented. In such a system, it is likely that the idealization would not be completely accurate, in that a re-presentation of an item would sometimes be treated as a new item, and some new items may occasionally produce false reactivation of a previously studied item. We return to this matter in the General Discussion.
In any case, the learning process as it takes place in the model is as follows. When a detector is first created, it is initialized with noisy, generic values for its estimates of the probabilities of features occurring in the item for which it stands. The actual observed features of the item are then used to adjust these estimates, according to the learning rule described below. On all subsequent re-presentations of the item during study, the same detector is again selected, and the observed-feature values from these subsequent presentations are used each time to make further adjustments to the feature probability estimates.
The learning rule for adjusting the estimates has its basis and history both in the neural network and the Bayesian inference literature and is based on the idea that if a sequence of 0s and ls is generated by an independent, random process with a fixed probability of producing a 1, then a running average of the sequence of 0s and ls is a useful estimate of the probability.
Several neural network and connectionist researchers (Grossberg, 1976; Rumelhart & Zipser, 1986; vonder Malsburg, 1973) have explored a learning rule based on this property. The rule produces connection weights that are estimates of the probability that the unit on the input side of a connection is active, given that the unit on the receiving or output side of the connection is active (see also Levy, Colbert, & Desmond, 1990 , for development and physiological support of similar equations). We use a version of this rule to calculate estimates of the conditional probability that an input feature is active in instances of a particular item:
We will often use the term weight for the feature probability estimates, p~, both because of the connectionist inspiration for the learning rule and for ease of reference.
According to this rule, when the weights of detector/~ are updated at a given time t, the weight for feature unit i will increase (toward a maximum value of 1 ) if the ith input value is 1 arid decrease toward 0 otherwise. It is easy to show that if this rule is applied repeatedly, then the value of the p~(t) will come to hover around the conditional probability that the ith feature equals 1 for the #th item. In fact, if the learning rate, ~, decreases over time, the weight will actually converge to the correct value of the conditional probability (White, 1989) . For this reason, we gradually reduce e each time a detector learns. The specific approach we use for reducing ~ is based on the following Bayesian considerations.
In a Bayesian approach, each probability estimate can be thought of as having an associated distribution, called the beta distribution, with parameters a and b (e.g., Novick & Jackson, 1974) . Here, a can be thought of as a representation of the number of times a 1 has been observed for S~ in a presentation of item/z, and b can be thought of as a representation of the number of times a 0 has been observed. The best estimate of the conditional probability pf that S~ = 1 in item # is then simply a/(a + b), which is the mean of the beta distribution.
Initial values of a and b establish a prior value for this mean. The procedure for updating the beta distribution parameters is to add 1 to either a or b after each observation of the S~, depending on whether S~ is a 1 or a 0. The updated estimate of the conditional probability then becomes a a+Si a+b-*a+b+ 1
We have found that initial values of a and b can be chosen such that a/(a + b) = p, and ~+e Si
When e is small, its value approximates 1/(a + b).
The above equations suggest the scheme that we have used in our simulations for reducing ~ as experience with an item accumulates. The learning rate for the sth presentation of an item is given by 
Random Initial Values of the Weights
Now that we have a learning rule, we mast decide what starting value the weights p~ should have. As previously noted, the weights are initialized with noisy, generic values. Specifically, the weights are given random initial values whose mean is equal to the average probability of a 1 occurring across all of the elements of all items:
The actual values are obtained by generating a value, x, according to a normal distribution with mean #, and standard deviation a,, and then taking the logistic of these numbers, 1 logistic(x) = 1 + e -x to obtain initial weights between 0 and 1. We treat or, as a free parameter and find the value of #, that yields the desired value of Pa (see Appendix) . The use of the logistic-normal distribution for the initial values of the weights, p~, means that logit(p~') will be normally distributed, where logit(x) = In x/(1 -x).
Thus, we can see the initialization as specifying a normally distributed random initial estimate of the log-likelihood of the feature, given that the experience arose from I ~.
Decision Noise in Item Detectors
As noted in the introduction, a source of variability that remains invariant regardless of the amount of learning proved to be necessary to account for all of the data. Without this, the model's performance tended to improve too quickly with repeated exposures. We incorporated a source of such variability by assuming that some of the weights on each item detector remain permanently fixed at their initial values. The fraction of weights that can learn, called K, thus becomes a parameter of the model. Because the weights at each detector are assigned random initial values, as explained above, the presence of weights that do not learn effectively adds noise independently to the decision process at each detector. The noise varies from trial to trial depending on which input features have values of 1, but noise is uncorrelated across detectors because the initial values of the weights are independent. Other ways of adding independent noise to each detector would be expected to have comparable effects.
Analytic Solution and Theoretical Distributions
An approximate analytic solution, characterizing the distribution of log-likelihoods that would be computed by a detector under various conditions, is given in the Appendix. Figure 3 uses this solution to allow us to show how the distributions of log-likelihoods for stimuli produced by the generator corresponding to the detector (same stimuli; see Figure  3 , right curves) and for stimuli produced by other generators (different stimuli; see Figure 3 , left curves) will change with the number of presentations. The distribution at the back of the figure represents the response of the detector to either kind of stimulus before any learning has actually taken place; the distribution is the same for both cases. In the Appendix, formulae are derived for all moments of these distributions. To produce Figure 3 we assume, approximately correctly, that these distributions are normal.
The distribution at the back of Figure 3 is the single distribution of log-likelihoods produced for all items by a new detector before any learning has occurred. The remaining distributions come in pairs, showing that the means of these distributions for same and different stimuli move apart as the number of presentations increases. This movement of the means as a function of experience in the full model corresponds to the movement of the estimated conditional probabilities in the introductory presentation illustrated in Table 1 . Though the standard deviations of the distributions also increase somewhat, the difference between the means is increasing faster than the standard deviations. Further, the mean for distributions on the left is moving away from the origin faster than the standard deviation is increasing, leading to differentiation (with a fixed criterion).
Estimated Log Odds and the Criterion for Recognition Responses
An important constraint in the design of our model concerns the question of the placement of the criterion for determining function of the number of presentations. The distribution at the back left is the distribution for all stimuli just after the detector is initialized, before any learning has occurred. The distributions to the right of this baseline distribution are for stimuli produced by the generator cormsponding to the detector, after successive stimulus presentations. The distributions moving forward and to the left of the baseline distribution are for stimuli produced by generators for other items.
whether an item is old or new. In some approaches, the placement of the criterion has been left out of consideration as a nuisance variable, and attention has focused only on the sensitivity variable d'. Our approach has been, instead, to assume that participants in a given experiment adopt a fixed criterion for responding that they apply to all conditions. The reason for this is that many of the effects of greatest interest in the recognition memory literature, including the numerous "mirror" effects, involve statements about the relative movement of hit and false alarm rates, which are discarded in a pure sensitivity analysis.
To make predictions for such variables, we must take the placement of the decision criterion explicitly into account. One approach is to allow differences between experimental conditions to affect the placement of the response criterion. We have avoided this approach, instead preferring to consider the possibility that changes in hit and false alarm rate actually reflect the effects of experimental variables on the actual sense of familiarity rather than the placement of the criterion. In particular, we assume that the performance of the model depends on whether the estimated log odds of any of the detectors exceeds a criterion Wc. Although Wc may vary as a function of instructional variables, such as the degree to which the experimenter encourages participants to be liberal or conservative in their recognition responses, we have assumed that it is held constant within experiments or sets of experiments from the same laboratory in which variables such as list length, item and list strength, and preexperimental word frequency are manipulated.
Our use of the log-odds as the crucial decision variable, rather than the log-likelihood, allows the model to incorporate effects of changes in list length and the probability that a test item is old without abandoning the use of a fixed criterion across conditions that manipulate these variables. The estimated log-odds differs from the estimated log-likelihood by a term that depends on the estimated list length and the estimated probability that a test item comes from the list.
The effect of using the log estimated odds is equivalent to using the estimated log-likelihood ratio with a stipulated criterion adjustment determined by the variables A and p(list), which would be the standard practice under signal detection theory (Green & Swets, 1966) . Our choice to treat these variables as affecting the computations performed by the detectors reflects the possibility that the memory system itself is sensitive to the number of list items. This could occur if the detectors actually compete in some way, as they would in a neural network implementation like the one we consider in the general discussion, or in models such as ACT* (Anderson, 1983) , where spreading activation is divided among the recipients, which in this case would be the detectors.
The probability that the log-odds of any of the detectors exceeds criterion is equivalent to the probability that the largest estimated log-odds value exceeds the threshold. Thus, the statistics of performance depend ultimately on the distribution of the maximum of the estimated log-odds over all the detectors. We consider the distributions of these maxima as we present relevant aspects of the simulations and also analytically in the Appendix.
Simulation of a Participant's Performance in an Experiment
Each simulation run corresponds to the running of one simulated subject in a recognition memory experiment. The proce-dure used in the simulation serves as a summary of the model's account of the processes that take place in such a situation. The first step in each run, before simulating the memory experiment itself, is the creation of a set of generators for the study and test items that will be used in the experiment. Each such generator, represented by p u, is simply a list of values specifying, for each of the N elements of an item representation, what the probability of that element having a value of 1 will be. These elements, represented by p~, are set independently for each feature of each item and take the value Pl with probability f or P0 with probability 1 -f.
Next comes the simulation of the study phase of the experiment. FOr the study phase, some of the items are designated study items, and examples of these are generated one at a time using the pU associated with one of the item generators. That is, a vector of 0s and Is is generated, where the probability of a 1 in each component is the corresponding component ofp u. FOr each unique study item, a detector is created at random, with its weights initialized as described above. At this stage a proportion, K, of the weights are randomly chosen to be the ones capable of learning. These weights then begin learning the conditional probabilities of the item using Equation 7. When an item is presented more than once, the same detector is again selected, thereby refining its estimates of the probabilities of the features present in the corresponding item. On the sth presentation, the learning rate is given by Equation 8.
In the test phase, items based on both studied (old) and notstudied (new) item generators are presented. FOr each test item, an input pattern S is generated according to the corresponding generator p ~. Each of the learned detectors then computes its estimate of the log-odds for S, using Equation 6. If any detector has an estimated log-odds above the criterion, Wc, the model makes an old decision; otherwise, the response is new.
Parameters and Fitting Method
In assessing the adequacy of the model, we wished to show that the model could account for the findings summarized in Table 5 , particularly those that have been robustly replicated across experiments. In addition, we sought quantitative fits to certain carefully chosen illustrative experiments. As described in the Appendix, in order to fit our stochastic model we used our approximate analytic solution in combination with the gradient descent algorithm PRAXIS (Gegenfurtner, 1992) .
The fitting process was greatly simplified by setting some simulation variables that in principle could be treated as estimates to their actual values. Specifically, the estimated listlength parameter A was set to the actual length of the list used in the experiment being simulated. Likewise, the estimated probability that a test item would be old p(old) was set to the actual probability that an old item would be tested (which was almost always .5 ). Also, as previously mentioned, the estimated probability that a feature will be 1, p~, was set to the actual expected value as determined by the item generator parameters f, Po, and p~. This left only eight parameters to be fitted in the simulations (see Table 7 , below).
Assessing fit with confidence intervals. What constitutes an
adequate fit? Ideally, we would adopt the following approach: For each experimental point (e.g., Hit Rate in some condition) of interest, we would calculate an empirical confidence interval (Loftus & Masson, 1994 ) and a confidence interval for the model's prediction and use these to decide if the two are substantially different by computing a confidence interval for the difference between the means. We could be, say, at least 99% confident that the difference between the means was not greater than 6, the width of the 99% confidence interval for the difference between the experimental and simulation values, if that confidence interval spanned 0. The confidence interval spans 0 if and only if the absolute value of the difference between the values is less than 6/2. The smaller the width of the confidence interval, the more meaningful this would be. Thus, there would be two "criteria" for our fits; the confidence level and the width of the confidence interval, 6. We would then consider a fit to be adequate if for all the data points of interest the simulation means are within 6/2 of the empirical means. If we assume (almost certainly conservatively) that the various condition means are independent, and there are c of them included in our confidence intervals, then we can be at least 0.99 c confident that we are within 6 of all of them. Three issues arose with respect to the application of the above approach.
Estimating experimental confidence intervals. For one of the experiments we fit, the statistics of interest are z-ROC slopes and intercepts, for which statistics allowing computation of experimental confidence intervals have been provided. However, in other cases, the published papers do not provide data that would allow calculation of empirical confidence intervals. In such cases, we have nominated values for these confidence intervals that seem reasonable, trying to err slightly on the side of making the confidence intervals narrower than they might really be, so as to call attention to cases of potential misfit between the model and the experimental data.
Minimizing simulation confidence interval widths. For hit
and false alarm rates, we estimated that the experimental confidence intervals we are working with are in the range of 3% to 4% (i.e., ___ 1.5% to +__ 2%). These intervals are relatively wide, and if a similar width was allowed for the simulation, it would be too easy to get the model's predictions inside the resulting combined confidence interval. To avoid this problem, we ran very large numbers of replications of the simulation at the end of the parameter search, so that the model's confidence intervals would be on the order of one tenth of the size of the estimated experimental confidence intervals. The contribution of the variability of the simulation to the overall confidence interval then becomes negligible. Given that we have the computing power to make these confidence intervals this small, there is no good reason not to do so. Thus, the total confidence interval is taken to be the experimental confidence interval. In the case of other statistics such as z-ROC slopes and intercepts, we were not able to calculate the simulation confidence intervals. Here, we ran very large numbers of simulation replications so that, once again, the noise in the simulation should be negligible, with the goal of producing simulated values within the experimental confidence intervals.
One fit or many separate fits? Finally, we confronted the problem of consistency of simulation parameters across experiments. One approach to this issue could have been to try to simulate the results of several experiments all at once with a single simulation, adopting a common set of parameters for all.
The extreme version of this approach proved to be unworkable because there were large procedural differences between experiments that result in relatively large differences in overall performance levels. On the other hand, piecemeal simulation of individual experiments was highly unsatisfactory as well. The approach we adopted, then, was to carry out just three separate simulations, each fit separately to a set of findings from an ensemble of related experiments.
In general, the model was allowed to fit the data using different parameters in each of the three simulations. However, it turned out to be possible to use most of the same parameter values for both the first and the second simulations. In what follows, then, we report the complete set of parameters for the first and third simulations. For the second simulation, we present only those parameters that differed between the first and the second simulations.
Simulations

Overview
We have addressed the empirical phenomena described previously through three main simulation experiments. The first addresses the strength-mirror, list-length, and null list-strength effects. This simulation targets the data from the relatively homogeneous set of experiments by Murnane and Shiffrin (1991a) . Although these investigators did not consider z-ROC slopes in their experiments, our reading of the literature suggested that a slope of 0.8 would be expected, and so we included this value among the "data points" that the parameters are optimized to fit. The results of this simulation were also used to determine whether the model produced cumulative confidence data conforming to the pattern found for human participants by Balakrishnan and Ratcliff (1996) .
Our second simulation addresses the effects of repeated exposures to an item on false-recognition to similar distractors, as studied by Hintzman et al. (1992) and Hintzman and Curran (1995) . They presented a number of experiments, but not with the homogeneity of conditions that characterized the Murnane and Shiffrin (1991a) experiments. We have therefore chosen one of their experiments that seemed representative, involved a large number of participants, and was closest to a recognition experiment, the "neutral" condition in Hintzman and Curran's (1995) Experiment 1. Because all of the experiments in this series showed an initial increase in false recognition up to three presentations of studied items then a decrease in the false recognition rate from three to eight presentations, we required this also from the model. Besides the false recognition behavior, this data constrains the model in a regime where the Murnane and Shiffrin (1991a) data did not, testing the model's handling of asymptotic hit and false alarm rates for very large numbers of study trials.
Our third simulation addresses the word-frequency mirror effect. Rather than consider this effect by itself, we chose to simulate the results of an experiment that simultaneously considered the strength-mirror and list-strength effects, their possible interaction with word frequency, and their influence on z-ROC slope and intercept (the latter is closely related to d'). In the experiment in question (Experiment 4 of Ratcliff et al., 1994) , a frequency manipulation is crossed with a strength/list-strength manipulation, and three levels of confidence are used with both old and new responses, thus allowing the analysis of effects on z-ROC parameters. The simulation of this experiment also provides a context for a consideration of the basic frequencymirror effect and the extent of asymmetry in this effect.
Differentiation, the Strength-Mirror Effect, and the Null List-Strength Effect
The strength-mirror, list-strength, and list-length effects are all clearly exemplified in the experiments of Murnane and Shiffrin (1991a) . We have targeted the average results across several experiments for our simulation because these experiments produce relatively homogeneous results, the qualitative patterns are generally consistent, and the average over all of the experiments produces hit and false-alarm rates for the various conditions that are quite close to the data of one of the individual experiments (Experiment 4eq in Table 2 ). The data from each of the experiments and the averages derived from them for use in the fitting process are shown in Tables 2, 3 , and 4. For the list-strength simulations, there were 50 unique items in each list. Weak items were presented once, and strong items were presented three times. For the list-length simulation, items were presented once each, and there were 50 unique items in the short list and 150 in the long list. (In the simulation, the short list in the list-length simulation is the same as the pure weak list in the list-strength simulation, so the same results appear in each of these cases. Note that in the simulated experiments, some but not all of the data is common to these two conditions).
We attempted to fit the mean hit and false-alarm rate data from the various conditions of the experiments with 6 = 0.03; as explained above, this is achieved when the simulated mean is within 6/2, or 0.015, of the data for each simulated data point. The best fit we obtained is shown in Tables 6 and 8 and is based on the parameter values shown in Table 7 . The desired fit was achieved for all data points but the mixed-weak hit rate, which is just over .03 smaller in the experimental data than in the simulation. Table 6 shows the list-strength simulation fits. Differentiation is in evidence; false alarm rates decline as one goes from the Table 2 . Sim. = simulation; HR = hit rate; FAR = false alarm rate.
pure weak to the pure strong condition. In fact, differentiation is also evidenced by the fact that false alarm rates decline as one goes from pure weak to mixed weak, and from mixed strong to pure strong. The reason is that each of these comparisons involves an increase in the fraction of the studied items that are strong, and strong item detectors are less likely to be strongly activated by new items. Also, the In[/3] values increase as one goes to the stronger condition, in agreement with the data. Note, however, that in the simulations it is the distributions that are moving rather than the criterion, which has a fixed value. In the simulation, there are very tiny effects of list-strength on d', consistent with the null list-strength effect. Strengthening the #th item will just slightly reduce k u (S) when S is generated by another item, for example, a weak or new item. This is due to differentiation. Because both mixed weak and new items are affected, the effect on d' is small and in fact its direction depends on the parameters. In fact, enough replications of the simulation can generally be run to establish a reliable liststrength effect, but in our experience with a wide range of parameter values the effect is generally very small, and most experiments would not have the power to detect an effect of the predicted size.
The discrepancy between experimental and simulated mixed weak hit rates deserves some consideration. The discrepancy reflects the fact that in the experimental data the hit rate drops more from pure weak to mixed weak than from mixed strong to pure strong, but in the simulation the drop is about the same. The difference between pure weak and mixed weak hit rates varied widely across the experiments reported in Tables 2 and  3 (hit rate differences, pure weak -mixed weak, ranged from 20% to -6%), suggesting that the effect in the data might be unreliable. Table 8 shows that the model captures the list-length effect as it appears in the Murnane and Shiffrin (1991a) experiments. In understanding the processes at work here, it should first be Note. N = number of elements in each stimulus vector; K = probability that weight is able to learn;f = fraction of elements having high probability of being active in an item; P0 = probability of being active, for low probability elements of an item; p~ = probability of being active, for high probability elements of an item; tr~ = standard deviation of normal distribution generating initial weights; • = initial value of the learning rate parameter; Wc = criterion value of estimated log-odds at each detector. items, this is the maximum across L identical distributions. For old items, one detector will correspond to the test item, so that its distribution will have a larger mean than the L -1 distributions for the other detectors. On most occasions, the maximum estimated log odds will be that of this corresponding detector, although not always. Operating on these distrib___utions are two opposing factors.
List-Length Effect
One is the p(list)/[A -p(list)] term in Equation 6
, which will reduce the estimated log-odds by about one third in going from the short to the long list. It may seem surprising that this change does not more dramatically reduce hit and false alarm rates. But in fact there is very large variance in these ratios. The ratios vary from about -8 to 10 for old pure weak items (see distributions in Figure 4 below). A factor of one third corresponds to subtracting 1.1 from the ratios, which has a relatively small effect given the large variance. The other factor opposing this change is that there are three times as many detectors in the long condition. This second factor has a different sized effect in the case of hits and false alarms. For hits, the decision is only occasionally affected by detectors other than the one corresponding to the test item, so that the total number of detectors does not have a large effect. In this case, the first factor tends to dominate, and the hit rate goes down. On the other hand, the number of detectors has much more of an effect on the false alarm rate, which is based on the maximum of L identical distributions. We see in the simulation that the tripling of the number of detectors dominates the effect of subtracting 1.1 from all the estimated log-odds ratios, resulting in an increase in the false alarm rate.
z-ROC Curves
Because of a large amount of data indicating that z-ROC curves should have slopes close to 0.8, and because the d's for the Murnane and Shiffrin (1991a) experiments are in a similar range to the experiments showing that, we considered the model's ability to fit z-ROC slopes of 0.8 in the first simulation. Figure 4 shows z-ROC curves derived from the model on the basis of 300 replications. They were obtained by varying Wc, the criterion at each detector, from -4.2 to 0. All other parame- ters w, ere kept the same as in the Murnane and Shiffrin (1991a) simulations. Note that the same curves could have been obtained by varying p(list), which would correspond to the experimental manipulation of varying the proportions of old and new items. The slopes were pure weak, 0.79, mixed weak, 0.82, mixed strong, 0.79, pure strong, 0.84, and long list, 0.79. Thus, strengthening and lengthening are not substantially affecting z-ROC slope with this parameter set.
As we noted in the model description, the recognition decision is effectively based upon whether or not the maximum estimated log-odds across the detectors is above criterion. Thus, this quantity is analogous to the familiarity of the item, which can be used as the decision variable in accord with the principles of signal detection theory. Their shapes are therefore of interest. Figure 5 shows the distributions of the maximum estimated logodds ratios for the pure weak condition. The ratio of the standard deviations is 0.65, which is somewhat different from the observed slope of the z-ROC curve. The discrepancy is due to the fact that the distributions deviate slightly from normal. Figure 1 shows the results of simulating Hintzman and Curran's ( 1995 ) Experiment 1 (here we simulate JOF = 0 as equivalent to the model's standard no responses, and JOF > 0 as equivalent to the model' s yes responses). The value of ~5 adopted for the simulation of this experiment was .04, so that simulated JOF > 0 rates for old and similar test items should have fallen within _+ 2% of the experimental values. The use of a slightly larger value of 6 seemed appropriate here because the data came from a single experiment.
Similarity and Strengthening
Similarity was modeled by generating pairs of vectors so that if one has a Pl unit, the other one also does with probability (0.765). Otherwise, the parameters were the same as for the simulation above, except for the number of units (N = 138), the initial learning rate (e = 0.42), and the criterion used (tcc = -2.2).
In agreement with the data, false recognition first increases and then decreases with repetition of the studied item. The simulation actually exhibits a very gradual decrease, which tends to slow to a stop when more than 10 or so repetitions have occurred, similar to the effect found also in other studies of this type reported by Hintzman and Curran ( 1995 ) . Thus, the simulation captures these important qualitative trends in the data. The fit is also quantitatively quite close to the data, coming within 6/2 of the experimental results, with the exception of the hit rate for items presented 3 times, where the model's performance exceeds that of the participants by about 9%. To gain some insight into the pattern of false recognition of similar distractors, and to see why the model does not achieve a fuller ultimate degree of differentiation, we begin by considering the effect of learning a specific item on a single trial on the estimated log-likelihood (which is linearly related to the estimated log odds) for test items as a function of their similarity to the item learned. Figure 6 shows how this varies as a joint function of r/, similarity of the test item to the learned item, and s, the number of learning trials. At all levels of similarity shown, the estimated log-likelihood first increases and then decreases with learning. For higher similarities more learning is required before this downturn occurs.
We might expect that differentiation as a function of frequency of presentation should follow the theoretical curves shown in Figure 6 . If this were so, we would expect that with sufficient trials there would always be perfect differentiation. In principle, one feature of miss-match is enough to send the estimated likelihood ratio to 0 if the detector's estimate of the probability of the value of the feature is 1.0. In this case a; will be 1 for features whose value is 1, and 0 for features whose value is 0. However, two factors not illustrated in Figure 6 mitigate against this. One is the gradual decrementing of the learning rate. This reduction in learning rate has a minor effect compared to the second factor, which is the presence of random variation in the representation of each stimulus. This variability means that crucial differentiating features will have estimated probabilities that are not extremal, thereby allowing items that differ on a small number of features to produce respectable partial matches (moderate estimated log-likelihood ratios).
Interestingly, Hintzman and Curran (1995) have found that participants can achieve perfect differentiation, but only if they /0.7 8 0.6 1"1 Figure 6 . Estimated log-likelihood ratio k as a function of degree of learning based on a single presentation of an item, and similarity of a test item to the studied item. The abscissa s represents the number of learning trials; the ordinate r/represents the similarity of the test item to the studied item.
are forced (rather than simply urged) on a trial-by-trial basis to make explicit note of the features of a stimulus item that differentiate it from similar distractors. In their case, stimulus words were singular or plural and the similar distractor was the plural if the stimulus was singular or vice versa. When participants were required to indicate through the use of a buttonpress whether a fragment (e.g., bel . . .) of a stimulus should be singular or plural (e.g., bell or bells), they did learn to completely differentiate repeated stimuli from similar distractors. This could be modeled within our framework by assuming that Hintzman and Curran's manipulation eliminates the variability in the encoding of the relevant features. For example, pl for the plural feature would then be either 1 or very close to it.
Effects of Word Frequency
In previous sections, we have considered how item strengthening or repetition can produce mirror effects. Here, we consider the characteristics of particular items themselves. Because preexperimental word frequency has been extensively studied, we focus on that variable. As previously discussed, words of lower frequency produce a higher d' and there is a mirror effect, such that hit rates are higher and false alarm rates are lower for lowfrequency words than for high-frequency words. In addition, the value of In[B] is generally larger for low-frequency words. This is often accompanied by an asymmetry in the effect of frequency on hit and false alarm rates, the effect being larger for false alarms. A third empirical observation, also mentioned previously, is the fact that z-ROC slopes appear to be shallower for low-frequency words.
In an attempt to understand these data, it is important to bear in mind that the mirror effect occurs even when the presentation of high-and low-frequency items is mixed at both study and test. This presents a particular challenge in understanding why the false alarm rate is lower for low-frequency words than for high-frequency words. One might be tempted, for example, to suppose that, at study, participants allocate more attention to low-frequency words than to high-frequency words. This could explain why hit rates are greater for low-frequency words than for high-frequency words, but by itself it does not explain why the false alarm rates for new low-frequency words are lower than false alarm rates to new high-frequency words because, at test, both high-and low-frequency words are compared to detectors for all of the studied items. Somehow the new low-frequency items produce fewer old responses than new high-frequency items, and because they were not previously studied, this effect cannot be attributed to differences in encoding processes occurring at the time of study alone.
One approach to this issue, advocated by Glanzer et al. (1993) , is to suggest that participants may attend to some features of an item but not others. Word frequency is assumed to affect the fraction of features attended, with the fraction (a) assumed to be greater for words of low frequency. In Glanzer et al.'s theory, this attention difference applies both at the time of study and at the time of test; crucially, then, at test, a larger fraction of features are sampled for low-frequency words.
Our approach involves the possibility that high-and lowfrequency words differ in terms of their featural content. This is similar to the approach taken by Shiffrin and Steyvers (1997) (see General Discussion). In our approach to this matter, we examine the possibility that representations of low-frequency words are less variable than representations of high-frequency words. Support for this possibility comes from the fact that there are far more definitions of high-frequency words than low-frequency words (often the various definitions are related; Hoeffner, 1996) . This assumption is captured by setting the parameter P0 to a higher value for high-frequency words. This means that high-frequency words effectively have greater noise in their representation; low firing units fire with a slightly higher probability giving a larger number of "on-bits" that tend to be inconsistent across presentations of the same item.
To assess the model's adequacy to account for the effects of word frequency, we have chosen to fit the data from Experiment 4 of Ratcliff et al. (1994) . This experiment was chosen for several reasons. First, the frequency manipulation was crossed with a strength/list-strength manipulation, and participants were asked for confidence ratings, so that several phenomena and their interplay were all assessed at once. Second, the pattern of effects obtained in the Ratcliff et al. experiment are consistent with those reported in other studies. Table 9 shows the experimental data, which are reported in terms of slope and intercept of the z-ROC curves. The z-ROC intercept is a measure of sensitivity closely related to d'. The effects of both strength and word frequency on the z-ROC intercept value were reliable: The experiment thus captured the expected effects of both frequency and strength on this variable. Considering z-ROC slope, there was a reliable overall effect of frequency, with lower slopes for low-frequency than high-frequency words. There were no reliable effects of strength or list strength on this variable. The experiment also produces a frequency-mirror effect that is slightly asymmetrical. This can be seen in the hit and false alarm data collapsed over confidence categories and is shown for the pure weak strength condition in Table 11 later in the article. Third, the authors report standard errors for both the slope and the intercept of their z-ROC curves, allowing a close assessment of the model's fit to the various aspects of the empirical data. As shown in the table, the confidence intervals are relatively wide for several of these data points. This may be responsible for some of the differences between individual conditions. In particular, the differences in intercept between corre- sponding pure and mixed conditions are likely to be spurious, given their lack of systematicity and the massive documentation of the null list-strength effect. Our simulations focused initially on fitting the z-ROC statistics presented in Table 9 . In accordance with Ratcliff et al.'s (1994) experiment, study lists had 32 items, half high frequency and half low frequency. Strength was manipulated in the experiment by varying the length of study of items; we model this by having different learning rates, e~ and es, for strong and weak items. As already discussed, word frequency was assumed to affect the Po parameter, so that we require two values, one for high frequency words (Poh) and one for words of low frequency (Pot).
In the model the overall rate of occurrence of active features is higher for high-frequency words because of the higher value of p0. This raises an issue in our model; what value of p, should we use at test in Equation 4 and for the average value of our initial weights? In the simulations reported here we use the "average" Pa,
although it is not clear that the two frequency classes should be given equal weight.
The fitting process was allowed to find new values of all of the parameters, and Table 10 shows the parameters found in fitting the data from this experiment. Table 9 shows the simulation results for comparison to the experimental data. With one exception, to be discussed below, the fitted z-ROC slopes and intercepts are within the experimental confidence intervals.
The results obtained by the fitting process show all the effects that are reliable in the experiment. Specifically, the model produces larger z-ROC intercepts for strong than for weak items and larger intercepts for low-than for high-frequency words. The model also captures the experimental finding of smaller z-ROC slopes for low-frequency words relative to high-frequency words (mean slopes were .665 vs .773 for the simulation and .712 vs .777 for the experiment). Furthermore, the model appears to capture the null list-strength effect, both for the z-ROC slopes and intercepts. In the simulations, the effects of list-strength (pure vs. mixed list) on z-ROC intercept are minuscule and, likewise, there are no consistent effects of list-strength on z-ROC slopes.
The simulations deviate from the experiments in two ways: First, the simulation shows a clear effect of item strength on z-ROC slope, contrary to the experiment. Second, the simulated intercept for the high-frequency pure weak condition falls outside the experimental confidence interval. Considering the second point first, it is quite possible that the intercept in this condition is low because of random fluctuation. The value is below the value for the corresponding mixed weak condition, and the generality of the null list-strength effect suggests that the two values should be very nearly the same. (At least 1 out of 16 experimentally determined data points should fall outside of the 99% confidence interval around its true expected value with a probability of. 15, so a single discrepancy of this magnitude is not terribly surprising.)
The model's prediction that item strength will affect z-ROC slopes is perhaps more problematic, because with the current parameters at least the expected effect is large enough (.67 for weak items vs .76 for strong) that it might have been detectable. Clearly, this matter deserves careful consideration, because it represents a potential empirical shortcoming of the model. We will hold further discussion of this point until a later section. Figures 7 and 8 show the simulation z-ROC curves for all conditions.
Frequency-Mirror Effect: Is There an Asymmetry?
Although our simulation of the findings of Ratcliff et al. (1994) has concentrated on the effects of preexperimental fre- Note. N = number of elements in each stimulus vector; K = probability that weight is able to learn;f = fraction of elements having high probability of being active in an item; Poh = probability of being active, for low probability elements of high-frequency words; Pot = corresponding value for lOw-frequency items; Pt = probability of being active, for high probability elements of an item; ~, = standard deviation of normal distribution generating initial weights; ew = initial learning rate for weak items; e~ = initial learning rate for strong items.
quency and strength on the z-ROC slope and intercept, most other studies of the frequency-mirror effect have focused on basic hit rate and false alarm rate data, noting that for lowfrequency words, hit rate tends to be higher and false alarm rate to be lower than for high-frequency words. As noted in our review of data, many studies find that the frequency-mirror effect is not quite symmetric: The effect on hit rate is usually somewhat smaller than the effect on false alarm rate, and there is a trend toward a higher (more stringent) criterion in the lowfrequency condition. Analysis of the results from Ratcliff et al. (1994) from this point of view, however, shows a relatively slight effect. For example, in the pure weak condition of the Ratcliff et al. experiment, collapsing over confidence categories, overall hit rates are 8.4% higher for low-than high-frequency words, false alarm rates are 9.5% lower, and the value of ln[/3] is only slightly larger for the low-frequency words, as shown in Table 11 . We assessed the frequency-mirror effect in our simulation, using the same parameters as for the main simulation of z-ROC slopes and intercepts and found very similar effects, with two different values of the criterion ~c chosen to approximately bracket the range of the existing experimental data. There is a slight asymmetry in the expected direction. For the more stringent value of the criterion, the effect is not apparent in the hit and false alarm rates, but it is evident in ln[/~]. In this case, the criterion is well into the tails of the distributions of values produced by new stimuli, causing a compression in the effect of movement of these distributions on raw false-alarm rates.
Cumulative Confidence Curves
As previously discussed, Balakrishnan and Ratcliff (1996) considered a list-strength experiment where participants made confidence judgements about test items. They showed that under certain optimal or ideal-observer models, the cumulative confidence ratings curves for certain conditions should cross, as illustrated in Figure 2 . However, in their experiment they found no evidence of the expected tendency for the curves to cross. Instead, they found the pattern presented in Figure 9 . The experi- ment actually included three strength levels--weak (one presentation of 250 ms), moderate (two such presentations), and strong (four presentations)--and two mixed conditions--weak-moderate and weak-strong. We omitted the moderate condition because there were no special effects of this condition. Balakrishnan and Ratcliff stated the following: "Instead of following any crossover pattern, a much better description of these results is that the functions are not very different and they are ordered" (p. 625). As Figure 9 illustrates, the curves for new items are ordered, except that the curves for mixed weak and pure strong false-alarm rates tend to merge. For old items, the curves are clearly ordered by item strength. A good description of the relation between curves for items of similar strength but differing in list strength would be that they are nearly indistinguishable. (Note that the pure weak hit rate curve leads the mixed weak hit rate curve at both extremes, and corresponding curves never differ from each other by more than 4%.) Figure 10 shows such curves for our model, using parameters from our first simulation of the strength, list-strength, and listlength effects in the data of Murnane and Shiffrin (1991a) . We emphasize that no additional parameter manipulations have been made specifically to fit the details of Balakrishnan and Ratcliff's (1996) results. We have simply run new simulations using the parameters from our first simulation to look at the cumulative confidence curves. In each condition, 50,000 trials were run to increase the precision of the predicted curves. The curves are formed from the simulated distributions of estimated log-odds ratios for each of the conditions and assume that participants place their criteria for determining response choice and confidence at points along the subjective likelihood continuum that remain fixed across all conditions of the experiment.
The simulated curves do not show the pattern of crossing illustrated in Figure 2 , but instead conform closely to the pattern found in the empirical curves obtained in Balakrishnan and Ratcliff (1996) and shown in Figure 9 . The actual shapes of the simulated and experimental curves should not be compared, because the experimental ratings categories are not likely to span equal intervals along the subjective likelihood continuum. The degree of separation of the group of curves for new items Note. Difference is obtained by subtracting the HR or FAR for high-frequency words from the corresponding quantity for low-frequency words. HR = hit rate; FAR = false alarm rate.
from the two groups of curves for old items and the degree of separation of the curves for weak-old items from the curves for strong-old items should not be compared either, because these effects depend on the details of the strength conditions, which apparently differed between the Murnane and Shiffrin (1991a) and the Balakrishnan and Ratcliff experiments. However, the ordering of the curves and their relations to each other within groups can be compared. Within the new items, the functions are ordered pure strong, mixed, and pure weak, as in the experiment. Also as in the experiment, the functions appear to converge at the top. Within the old items, the functions are ordered by item strength, with weak rising before strong. Curves Figure 9 . Cumulative frequency distributions of confidence ratings by condition in the recognition memory experiment of Balakrishnan and Ratcliff (1996) . Ratings ranged from 1 (most-sure-new) to 10 (mostsure-old), with the boundary between old and new placed between Categories 5 and 6. F = frequency; PS = pure strong; MS = mixed strong; MW = mixed weak; PW = pure weak; FA = false alarm; HR = hit rate. Printed from raw data supplied by J. D. Balakrishnan, March 9, 1996 . Most, but not all, of the data shown here were presented in Figure 8 of "Testing Models of Decision Making Using Confidence Ratings in Classification" by J. D. Balakrishnan and R. Ratcliff, 1996, Journal of Experimental Psychology: Human Perception and Performance, 22, p. 624. Copyright 1996 by American Psychological Association. Adapted with permission of the authors.
for different list contexts but the same item strength are virtually identical, again as in the experiment. There appears to be a slight discrepancy between data and experiment at the low end of the curves for new items, such that at the low end, the curves are more separated in the simulation than in the data. We return to this point in the next section where we consider discrepancies between the model's behavior and the experimental data.
Our model differs from the models considered by Balakrishnan and Ratcliff (1996) in that the likelihood ratios computed by the detectors in our model are not the same as the likelihood ratios that must be computed to perform optimally in the sense considered by Balakrishnan and Ratcliff. In particular, the likelihood ratios used in our model do not take into account the distribution of likelihoods associated with other test items in the same test list. Instead, these ratios reflect the relative likelihood that the presented test item corresponds to a particular detector versus the generic "item" in which each feature occurs with probability Pa. This relative likelihood is assumed to correspond to the sense of familiarity associated with the particular item. The model assumes that participants produce confidence rating data by placing multiple criteria along the continuum of values associated with this variable and do not adjust these criteria to changes in the distributions of these values in different experimental conditions. The effects of strength of studied items on cumulative confidence curves are due to effects of strengthening on the responses of the detectors.
Although the cumulative confidence curves in our model may still potentially cross, this would be due directly to the shapes of the distributions of hu(S) produced by the operation of the detectors and not to the use of optimal decision criteria in the sense considered by Balakrishnan and Ratcliff (1996) . In our simulations, we have found that the curves can cross where they converge at the very high end, but the effect is too far into the tail to be detectable experimentally, yielding the pattern seen in Figure 9 , in which the curves appear to converge rather than to cross. Balakrishnan and Ratcliff (1996) suggested that the pattern of results that they found empirically--in which cumulative confidence curves are said to shift from condition to condition--can be accounted for by assuming that participants adopt response and confidence criteria that retain a fixed spacing on a Figure 10 . Cumulative curves for the distributions of log-odds for old and new stimuli from tests of recognition memory for pure and mixed lists of strong and weak items. Parameters used were those from the simulation of Murnane and Shiffrin (1991a) , presented in Table 7 . PS = pure strong; MW = mixed weak; PW = pure weak; FA = false alarm; MS = mixed strong; HR = hit rate.
subjective continuum across all strengthened list-strength conditions. To account for the effects that strength and list strength have on these curves, this approach assumes that participants shift the entire set of criteria along the subjective continuum by an amount that depends on the ensemble of item strengths. Thus, to account for the cumulative curves for the new item data as a function of the strength of items on the list, this approach assumes that the criteria are placed lowest for the pure weak, highest from the pure strong, and at an intermediate location for the mixed condition. This contrasts with our assumption that the criteria stay completely fixed and that it is the distributions of psychological states produced by old and new stimuli that are affected directly by the strength of the items on the list. These two models make different predictions for the effects of list context on new versus old responses. The criterion shift account predicts exactly equivalent effects on old and new items as a function of list context. For example, the shift from strongnew to mixed-new should be the same as the shift between pure-strong-old to mixed-strong-old, and the shift from mixed-new to weak-new should be the same as the shift from mixed-weak-old to pure-weak-old. In our model, the effect on old items need not be the same as the effect on new items. Indeed, the effect tends to be slightly larger for new than for old items because the list context items make more of a difference to the distribution of estimated likelihood values for new items. For old items the response of the model is strongly dominated by the detector for the item itself, so that the detectors for other items make a relatively small difference. The data seem to hint at the sort of differential effect predicted by our model, in that among the old items, the curves for different list contexts at the same level of item strength are virtually identical, whereas there appears to be slightly more separation of the curves for new items (note that for weak items, the empirical curves actually intersect at both ends, counter to the notion that there is a shift). However, the effects are obviously too small overall to take seriously. Further research will be necessary to test this subtle difference between the two approaches.
Residual Issues Concerning the Correspondence Between the Model and Experimental Data
Overall, the simulations have captured the experimental phenomena listed in Table 5 and have come quite close to capturing the specific condition means and experimental effects where this was attempted. The model did miss one data point in each of the main simulations: The mixed weak hit rate for Murnane and Shiffrin (1991a) , the pure weak z-ROC intercept for highfrequency words in Ratcliff et al. (1994) , and the proportion of JOF = 0 for three-times presented items from Hintzman and Curran (1995) . Such a number of misses is not unexpected given the number of data points fitted overall, and these cases do not appear to be particularly systematic. Indeed, in the first two of the three cases, the data points being fit seem to deviate from the general pattern that characterizes the overall body of relevant data. Of course, further study may reveal that one or more of these discrepancies is telling us something about a way in which the model may be inaccurate, or that the model is incorrect in some other completely different way.
One place to look carefully for other signs of mismatch between the model and the data is in various trends seen in the model that may not occur in the data or vice versa. Here we consider three cases where the degree of correspondence between trends in the model and data is not completely clear.
Effects of strength on z-ROC slope.
With most values of the parameters, the model tends to predict that factors affecting d' or z-ROC intercept will also affect z-ROC slope: z-ROC slope tends to decrease as d' increases. To a large extent, the empirical data bear out this relationship: (a) Several studies (though not all) report that z-ROC slopes are lower for shorter lists than for longer ones. Some of the studies that do not report slope effects showed many lists of differing lengths to the same participants, possibly contributing to a washout of effects of list length on z-ROC slope in these cases. (b) Several studies report that z-ROC slopes are lower for low-frequency than for high-frequency words, consistent with higher d' and z-ROC intercepts for words of lower frequency. (c) When items of extremely low strength are used (on the basis of very brief durations) so that d' is very small, z-ROC slopes are very close to 1, whereas with more typical strengths (d' -> 0.5) slopes are definitely somewhat lower. The one difficulty is the inconsistency of experimental results concerning the effects of item strength on z-ROC slope, once d' exceeds 0.5. Although many studies find such effects, there are several studies that show no effects of item strength when d' is investigated in the range between about 0.5 to 3.0 or so (see Glanzer et al., in press, for new data and a thorough review). On the basis of current evidence, it is difficult to tell whether the absence of slope changes with d' changes in some studies is a significant problem for our model. Two points seem worth mentioning in this connection.
First, the relatively straight lines obtained in many group z-ROC curves and the relatively homogeneous z-ROC slopes across conditions may obscure facts that are only apparent in those rare experiments where sufficient data are obtained to plot z-ROC curves for each condition for each participant. One important observation that emerges from one such study (Ratcliff et al., 1994, Experiment 5 ) is the finding that there are substantial individual differences in z-ROC slope between participants, and indeed many participants produce z-ROC slopes that are highly nonlinear. Ratcliff et al. explored the possibility that rather uninteresting factors such as occasional random guess responses might be responsible for some of these deviations from linearity. The point here is that contaminating influences that distort linearity will also distort calculated z-ROC slopes and might contribute to obscuring a small but real effect of strength on z-ROC slope. To the eye, some of the participants that produce the most linear z-ROC curves show a tendency for shallower slopes in the stronger condition, at least in the lowfrequency word condition. Second, the model does not produce large effects of strength on z-ROC slope throughout the parameter space. In fact, the effects of strength on z-ROC slope were very small and unsystematic with the parameters used for the Mumane and Shiffrin (1991a) simulations. In fitting the Ratcliff et al. (1994) results, the parameters found were such that a moderately large effect of strength on z-ROC slope was predicted, but it is possible that an overall fit about as good could be obtained if the model was forced to find parameters producing little or no effect of strength on z-ROC slope. Thus, it may be that the model is not intrinsically inconsistent with the small (undetectable) effects of strength on z-ROC slope in some experiments. Furthermore, given the large individual differences among participants seen in Experiment 5 of Ratcliff et al., it is possible that there are real individual differences in those parameters that control covariation of z-ROC slope with d', so that some p~ticipants show such effects, but others do not. If this were the case, one might expect it to be difficult to find robust evidence of slope varying with strength in a typical multiparticipant experiment.
Changes in l~.
The literature on the effects of experimental variables on 8 is somewhat murky, and there are only two effects that appear to be relatively clear: (a) The value of ~ increases (becomes more conservative) as list-strength increases, and (b) 8 also appears to increase for low-frequency words, relative to words of higher frequency. Our model captures both of these effects. These changes in 8 occur even though the criterion Wc remains the same for different conditions within a given simulation. Differences between conditions reflected in the calculated values of 8 are due to changes in the distributions of estimated log-odds, not to shifts in the placement of the criterion.
For effects of other experimental values, such as study time, list length, and so forth, the experimental data do not present a clear picture of the direction of shift in 8-Correspondingly, we noticed in our simulations that different choices of parameters affected the amount or even the direction of change in 8. Further empirical investigations of effects of these variables on ~ need to be undertaken so that the trends can be more clearly delineated. It is only in this way that we can have a sufficient basis to consider whether the effects are systematic enough to be worth trying to trace to experimental factors that might relate to variations in the parameters of the model.
Effects of strength and list-strength on cumulative confidence curves.
Our model correctly accounts for many of the features of the cumulative confidence curves reported by Balakrishnan and Ratcliff (1996) . Most importantly, it captures the empirical fact that the curves do not exhibit the strong pattern of crossing predicted by some accounts. However, there is a slight discrepancy between the model and the data of Balakrishnan and Ratcliff (1996) that deserves some discussion. This is the fact that the cumulative curves for new items are relatively more separated in the simulation than in the data, especially at the low confidence end.
One possible factor that may contribute to this discrepancy is the fact that the simulations were based on parameters used in fitting the experiment of Murnane and Shiffrin ( 1991 a) rather than parameters specifically based on the data from the experiment of Balakrishnan and Ratcliff (1996) . There are differences of method between these experiments. Words were presented in sentences in Murnane and Shiffrin but were unrelated words in Balakrishnan and Ratcliff, and very brief presentations led to much lower values of d' in the latter case. What we do not know at this time is whether parameter values that would capture the observed d' values for the different conditions would also produce an improved fit to the relative shapes of the cumulative confidence curves. It is possible that in the relevant portion of the parameter space, the effect of strengthening may be primarily to shift cumulative response curves rather than change their slope. On the experimental side, we do not know whether cumulative confidence curves from experiments like those of Murnane and Shiffrin would actually produce cumulative confidence curves for new items that are separated at the bottom but converge at the top like those seen in the simulation shown in Figure  10 . Further research is needed to address these points.
General Discussion
We have introduced a new model of single-item recognition based on item detectors that estimate feature probabilities. The salient property of these detectors is their tendency to compute subjective likelihood estimates that gradually differentiate as a function of experience. As each detector learns an item, it also becomes better at rejecting other items. Using these detectors, our model succeeds in modeling various mirror effects, the listlength effect, the null list-strength effect, z-ROC curves in various experiments, the main findings of Balakrishnan and Ratcliff (1996) on effects of item and list strength on cumulative confidence rating curves, and the findings of Hintzman et al. (1992) regarding the effects of strengthening and similarity.
Our model is far from the final word on recognition memory, and we have already indicated several places where its fit to experimental data may not be perfect. However, it appears to us that the correspondence to the data is good enough for it to be worth considering the key aspects of the model that appear to be crucial to its successes. Some of these aspects have implications for general issues that confront information processing models of perception and memory. Our discussion begins with these matters and then proceeds to a comparison with other models, a consideration of some remaining issues, and a brief exploration of possible extensions.
Key Aspects of the Model and Implications for General Issues
Use of patterns to represent items in memory. Our model reflects an emerging trend in thinking of a memory, not simply as a node with associative connections to other nodes, but as a pattern represented by a vector of features. This assumption is shared with the theory of distributed associated memory (TODAM; Murdock & Kahana, 1993) , the Minerva II model of Hintzman (1988) , the memory models proposed by Grossberg (1978; Carpenter & Grossberg, 1993) , the associative memory model of Chappell and Humphreys (1994) , and the attentionlikelihood model of Glanzer et al. (1993) . This property is also shared with a number of distributed connectionist models (Hinton, McClelland, & Rumelhart, 1986; Knapp & Anderson, 1984; McClelland & Rumelhart, 1985) , although these have not typically been related to single-item recognition data as in the present article, and with the matrix model of Humphreys, Bain, and Pike (1989) .
The idea that an item consists of a pattern or vector of features is a prerequisite to our notion of differentiation, because differentiation concerns knowledge about the likelihoods of these features. In this connection it is interesting to compare our account of differentiation with the account used by , who described differentiation in terms of "associations" between memory images and items. Differentiation both increased the association between an item and its corresponding memory image and decreased the association between an item and other images in memory. With the introduction of the notion that items and memory images (the item detectors in our model) are composed of a set of elements, an understanding of such associations as reflecting some sort of correspondence between the elements becomes available. This conceptualization then makes accessible a broad range of theoretical possibilities, in which experiences alter the elements of the memory representation, thereby affecting the degree of correspondence between the representation and a test item. Furthermore, it is very natural to think about a wide range of factors, including the richness of an item's representation (number of nonzero features), uniqueness (number of atypical features), similarity to other items (number of shared features), and so on. Models incorporating these factors thus provide a systematic basis for exploring the effects of such variables in ways we have only begun to hint at here.
Intrinsic variability in representation and processing. A
second idea at the heart of our approach is the notion that both representation and processing in memory are intrinsically variable. The notion that features are probabilistic gives rise to the idea of using conditional probabilities to represent knowledge of the features of items and to the use of Bayesian ideas about how these probabilities might be updated and used.
In addition to variability in feature representation, we found that additional intrinsic variability in processing is necessary for the model to be able to account for all of the data. We also found that the strength-mirror effect only occurs if there is some variability in the initial estimates of the conditional probabilities embodied in the detectors when they are initialized. Without this variability, relatively weakly learned items produce relatively few false alarms, and with additional learning, the .standard deviation of strengthened items changes more than the mean, so that the false alarm rate tends to increase rather than decrease as items are strengthened. The assumption that there is initial variability in the conditional probability estimates overcomes this tendency, thereby allowing learning to lead to a reduction rather than an increase in false alarm rates.
The fact that variability shows up in so many places in our model is consistent with the idea that a certain degree of randomness is a general principle of human information processing (Ashby & Lee, 1993; McClelland, 1993) . There is a very long history of using intrinsic variability in reaction time models (e.g., Ratcliff, 1978) , and both Ashby (1982) and Luce (1986) have pointed out the shortcomings of models like the cascade model (McClelland, 1979) in which variability is tacked on as an afterthought rather than built into processing itself. For another case in which incorporation of intrinsic variability appears necessary to account for psychological data, see McClelland, 1991 . In any case, inclusion of the relevant sources of variability allowed the model not only to exhibit the strength-mirror effect, but several other effects considered in this article as well. The null list-strength effect, the nonlinear effect of strengthening items on the false recognition of similar items, and the mirror effect simulations particularly benefited from the various sources of intrinsic variability in the operation of the detectors.
Construing familiarity in terms of estimated likelihoods.
Our model follows a thread dating back to the introduction of signal detection theory, which introduced the notion that human performance must address the inherently probabilistic relation between signals and underlying events, and a consideration of the possibility that performance might bear some relation to Bayesian inference. Starting with Anderson ( 1990; Anderson & Milson, 1989) , several investigators have adopted a Bayesian perspective in memory research, and models that follow a Bayesian approach have been introduced for a wide range of different tasks. Perhaps the recognition memory task has seen the greatest profusion of such models, including those of Anderson and Milson (1989) , Glanzer et al. (1993) , Shiffrin and Steyvers (1997) , and our own model based on estimated likelihoods.
Most of the older models that use feature vectors to represent items in memory do not frame their consideration of issues in item recognition with respect to the idea of estimating likelihoods, but processes at work in these models may be closely related to those at work in our model. Indeed, the learning rule we have used is closely related to the learning rule used by Grossberg (1976) , as previously noted, and it may turn out that there are strong connections between our models and those he has pioneered. Similarly, it may be possible to relate the learning processes in other models such as TODAM or Minerva II to the process of updating conditional probabilities as conceived in our current approach. In this connection it might be noted that the discovery of the null list-strength effect casts doubt on many of the earlier models, including TODAM, Minerva II, and the Matrix model of Humphreys et al. (1989) . It may well be that the incorporation of a subjective-likelihood-based approach into these models could overcome these empirical difficulties. Indeed this change could bring some of these models, particularly Minerva II, into fairly close alignment with the model we have presented here. One reaction to likelihood-based approaches to modeling memory has come from Hintzman (1994 Hintzman ( , 1997 , who has asked whether human participants could possibly be as sophisticated as the models appear to require and whether they couldpossibility have access to the statistical quantities that the models appear to depend on. He suggested that relatively simple models might provide just as good an account as the Bayesian models. Specifically, he suggested a model in which participants do apparently simple things, such as register the occurrence of features in presentations of items and weight the effects of matches and mismatches between the features of a test item and the features of a stored item by the number of times the feature was registered during study.
We have considerable sympathy with Hintzman's position, and indeed, we have stressed that our model uses quantities that serve as estimates of statistical quantities. We do not assume that participants have access to the true values of these quantities, or even that they experience them as probabilistic quantities per se. Furthermore, in designing the model, we made an effort to avoid requiring participants to have detailed background knowledge of such quantities. Although the model has various parameters, these are in most cases properties of items and item detectors rather than statistical quantities we imagine that participants use in calculating likelihoods. We do assume participants have access to an estimate of the overall probability of feature occurrence, pa, as well as an estimate of the list length A and of the probability that a test item is from the study list, p(list). We fixed the values of the estimates of these quantities in the simulations to their actual values, but we did this only to reduce the number of free parameters and not because we believe participants have access to the true values. Inaccurate estimates of these parameters would be largely undetectable as long as they stayed constant throughout the set of conditions contrasted in a given simulation because they will mostly affect the value of the criterion parameter, 12c.
The model does assume that participants keep track of the values of many variables that serve as estimates of probabilistic quantities, namely the p~'. These quantities serve as estimates of the probability of the occurrence of particular features in particular items. However, the model explicitly assumes that initial estimates of these quantities are noisy and uses a very simple procedure for adjusting the estimates. If the feature is observed in an item, the estimate of its probability is increased, and if the feature is not observed the estimate of its probability is decreased. The size of the change is proportional to the difference between the observed value of the feature in the current input and the existing estimate of its probability:
( 11) This is not such a complex procedure and is in fact exploited in many connectionist models. A slight complication arises from the gradual reduction of e as a function of number of presentations of a particular item. As we suggested above, the reduction of c might correspond to a gradual waning of a novelty reaction as a function of repeated presentation.
It is also worth considering the sophistication and complexity of the computations that must be performed at test to compute the likelihood ratio that a test item matches a particular detector. The model assumes that participants use the individual feature likelihood ratios in calculating item likelihood ratios:
h~(S) = t~ " IS i In \PaI(P-'I + (1 -S,)In \1(1--P~/l'p~ld (12) The calculation may seem complex, but it can be described simply as follows: The "match" of a test item to a stored item is a sum over all of the features of the item representation. For each feature, if the feature is present in the test item, we add to the match a number reflecting the estimated likelihood of the feature being present in the item relative to the base rate, Pa. If the feature is absent, we add to the match a number reflecting the estimated likelihood of the feature being absent in the item relative to the base rate of feature absence, 1 -Pa. The particular function relating the estimated likelihoods of feature presence or absence to the amount added is not linear, but it is monotonic, and adherence to the exact form of this function may be relatively unimportant. Thus, it may be that a relatively simple summation of feature-by-feature quantities can produce variables that have the same computational characteristics as those that might be computed by a more self-consciously Bayesian likelihood calculation.
In sum, what may seem at first to be a complex statistical computation may reduce to a few relatively simple operations. Operations of a comparable complexity are used in all of the models we are aware of. The particulars of the computations assumed here can be justified in Bayesian terms, but this does not require the mechanism that computes them to be especially complex.
Use of separate representations for items in memory.
Our model assumes that items are represented by detectors, each of which is separate from all of the others in that it keeps track of statistical quantities relevant to a particular item. These quantities are updated separately as the item is learned and used separately at the time of test. This approach differs from that of many models introduced in the last two decades, including models we have participated in developing (McClelland & Rumelhart, 1985; Chappell & Humphreys, 1994) . In these models, the stored parameters in the memory system (the connection weights) participate in the representation of many items, and there is no separate unit for each item, but instead a population of units, each of which participates in the representation of many items. Some readers may wonder, then, whether the present model represents an insufficiency of the distributed approach or a rejection by us of that approach to memory representation.
In our view, memory really is distributed at an underlying level. However, we take the relative degree of success of the model as suggesting that for present purposes at least, a localist approach can serve as an extremely useful and valuable abstraction. The localist approach is applicable in part because the literature we have considered deals with conceptually distinct items, namely words. Some of the properties of distributed models (e.g., their ability to learn a systematic mapping such as the mapping from spelling to sound and then to be able to apply this to novel items; Plaut, McClelland, Seidenberg, & Patterson, 1996) simply do not arise in the case of single-item recognition. What the localist approach allows us is the ability to conceptualize memory in terms of representation and updating of meaningful item-specific quantities, such as estimates of probabilities of particular features occurring in particular items (the p~) and the likelihood that a particular input matches a particular item previously studied (k~ [S] ). In a distributed model, these quantifies will not be kept separate, and yet it may still be the case that in some sense the distributed network is computing what abstractly amounts to these particular quantities.
There is obviously a serious research question concerning exactly what sort of distributed memory model could successfully store the necessary quantities and perform the necessary computations. A full consideration of this issue is beyond the scope of this discussion, but it is worth noting that processes related to those we see here can be exhibited by some distributed memory models. We will just note that we expect a successful distributed model to employ relatively sparse distributed representations, so that each item is represented by only activating a relatively small subset of the pool of available elements. Below, we describe one such model (Chappell & Humphreys, 1994) that is already known to capture many aspects of the data addressed by our present model. We also consider this matter further in the section on possible connectionist implementations.
Optimality of behavior. The introduction of Bayesian ap-
proaches to the representation and calculation of probabilistic quantities often accompanies the view that it is useful to construe human behavior and cognition as rational or optimal in some way, or at least to consider the possibility that human behavior may be rational or optimal. The optimality or lack thereof of human behavior is quite a broad issue of some social relevance, and we want to avoid creating the impression that our research sheds much light on this as a general issue. However, we can observe that in our experience, optimality can only be defined--let alone achieved--with respect to a set of assumptions about the true state of affairs that holds in the situation where the behavior or cognition occurs and about the knowledge that an individual has available for use in the situation. The gradual procedure our model uses to adjust estimates of feature probabilities may be optimal if features are probabilistic, but if the features are in fact deterministic, the gradual adjustment procedure would be decidedly nonoptimal. Also, if an individual is assumed to have access to sufficient statistics characterizing the distributions of the decision variable for each of the two classes of items (old or new) in a memory experiment, then one can consider whether this information is used optimally to set the criterion for assigning inputs to classes. If individuals do not have access to that information, they could still be behaving optimally in the sense of doing the best they possibly can on the basis of the information that is available to them.
In general, we have considerable sympathy with Simon's (1972) notion of bounded rationality, which explicitly considered the fact that true optimality generally requires omniscience and unbounded computation.
Familiarity and differentiation. Finally, we turn our attention back to the point with which we began, namely the basic idea that familiarity arises from a process of differentiation. This idea lies at the heart of the strength-mirror and null liststrength effects, and many other aspects of the model's behavior. The effect that familiarization has on cumulative confidence curves, shifting the curve for no responses down the confidence categories and shifting the curve for yes responses up the confidence categories, likewise reflects the differentiation process at work.
In our view, differentiation is also a fundamental process in perceptual learning that arises in a very wide range of psychological research contexts. There are many findings in animal learning that appear to call for some form of differentiation as a result of familiarization, including, for example, the positive effect of preexposure to similar stimuli on rate of acquisition of discriminative responses in animals (see Saksida, 1998 , for recent discussion and a model of this phenomenon). There are also several findings from human perceptual and information processing that appear to suggest the idea that familiarity produces differentiation. For example, there are several cases in which participants are actually faster or more likely to reject close matches to high-frequency stimuli than to low-frequency stimuli (Cole, 1973; Van Orden, 1987) . If, as in Morton's (1969) logogen model, we restrict the effect of familiarization entirely to the bias term, these findings would be difficult to account for. However, if we assume that familiarity leads to increased certainty concerning the features of an item (e.g., the letters or phonemes of a word), then we should be better at rejecting close mismatches to high-frequency items than to lowfrequency items, exactly as Cole and Van Orden found.
Comparison With Previous Models
In this section, we consider three other recent models that address many of the phenomena we have addressed, and we compare and contrast these models with our own.
The attention-likelihood model. Glanzer et al. (1993) presented a model of recognition memory built around the idea that participants use likelihoods in discriminating old from new stimuli. This model has pointed the way for other models such as ours and the REM model of Shiffrin and Steyvers (1997) . However, there are substantial differences between this initial likelihood-based model and the newer models. Glanzer et al. assumed that all items are represented by vectors of the same number, N, of features, and that the recognition decision is based on the number of features out of a sample, n, from the total of N, found to be "marked" at the time of test. Prior to study, items in all conditions are assumed to have the same proportion, p(new), of their features marked. During study and test, n(i) = a(i)N of these features are sampled. The condition is denoted by i; more features are sampled in the stronger condition (e.g., low-frequency words) at study and at test. This is said to be because more attention is paid by participants to lower-frequency words. During study, features sampled that are not already marked become marked, so that the proportion of marked features in studied items is
At test, the decision is not based on the number, x, out of the sample, n(i), found to be marked per se, but on the likelihood ratio of this number--that is, the probability of obtaining this number under the assumption that an old item is being tested, divided by the probability of obtaining this number under the assumption that a new item is being tested. Now these probabilities are given by
where j indicates old or new and q ( i, j ) = 1 -p ( i, j) . Glanzer et al. (1993) showed that the true log-likelihood ratio is given by
The attention-likelihood model differs in three important ways from our model. Most importantly, the likelihoods involved are quite different in nature. In our model, a test item is assessed against all of the detectors. Each detector reports its estimate of the log likelihood that the input matches it. This loglikelihood is based only on the degree of familiarization with the item the detector represents. In contrast, in the attentionlikelihood model, a test item accesses only its own representation, where the number, x, of marked features out of the n(i) sampled features are determined. A single likelihood ratio is then computed, which in this case depends on (estimates of) the number of marked features in new items and in old items from the same condition. The effect of this is to make the likelihood ratio values that are used as the basis of decisions dependent not just on the number of marked features of an item, but on the relationship between this number and the number of marked features of other items in the same condition. This characteristic of the attention-likelihood model appears to lead it to predict that cumulative confidence rating curves for different strength and list-strength conditions should cross in a way that is not consistent with the pattern seen in Balakrishnan and Ratcliff (1996) .
A second difference between the attention-likelihood model and our model lies in the fact that our model explicitly relies on estimates of the relevant probabilistic quantities, whereas Glanzer et al.'s (1993) relies on true values of these quantities. However, as they admitted and Hintzman (1994) was at pains to point out, it is not clear that the recognition system will have access to the probabilities in Equation 13. Hintzman therefore proposed replacing p and q with expressions that explicitly indicate that the relevant variables must be estimated. Glanzer et al. showed that for some purposes their theory is quite robust to poor estimations of these probabilities, and hence to the possibility that participants may not use true likelihoods. First, d's calculated within a condition are not affected by the transformation represented by Equation 13 (this is true of any linear transformation) and thus by errors in estimation of the quantities used in the equation. However, the distances between the means for different conditions will be affected by the transformation. Glanzer et al. stated, however , that the basic mirror pattern is preserved despite quite wide ranging estimates of the p(new) and the p(i, old) values. They illustrated this point with a case where the recognition system only uses one estimate for p (i, old) , the average of those for the two conditions. It thus appears that some modification of the Glanzer et al. model using estimated rather than true likelihoods may be a viable candidate to account at least for some aspects of the data. However, for such a model to be viable, specific procedures for deriving estimates of the relevant quantities would have to be proposed. It would only then be possible to assess the model's ability to address some of the subtler aspects of the experimental data, such as changes in ln[/~] as a function of conditions. Whether an estimated likelihood version of the model would avoid the incorrect prediction that certain cumulative confidence curves would cross cannot be determined until a specific basis for the estimation process is proposed.
A final difference between our model and the attention-likelihood model is that in our model, the actual featural content of items plays a role, whereas in the attention-likelihood model, all that matters is whether features of an item are marked. This difference allows our model access to a host of factors that are likely to play roles in recognition memory, as discussed above in the paragraph on the use of patterns to represent items. In particular, in our model we can address effects of item similarity, and we can address effects of word frequency in terms of differences in featural content or featural variability, instead of relying solely on differences in attention as the basis for such differences. Although different items may well elicit different degrees of attention, we believe that other item-specific factors also play a role in recognition memory and that these can be more adequately captured in models that make reference to item content.
The REM model. As we have already noted, there are many similarities between our model and the REM model of Shiffrin and Steyvers (1997) . REM was developed independently and at about the same time as our model, and in our view, the successes of both models derive from two facts: (a) both use inherently noisy, vector-based representations of items in memory; and (b) both derive procedures for the representation and use of inherently probabilistic information within a Bayesian, likelihood framework. In REM, each study item consists of a vector of elements, and each element may take any one of an infinite number of values that are assigned numeric indices increasing from 1. The probability that an element will have the ith value is g(1 -g)i-1, where g is a probability. During learning, the model samples a subset of the elements of each item vector and forms a detector for each, in which the values of the sampled elements are recorded. Values are recorded correctly with probability c (with probability 1 -c, a random value is recorded for a sampled element). During test, the number of features in the test item that match the features of each detector are counted, and the likelihood that such a number of features would match is computed, under the hypothesis that the test item matches the detector and under the hypothesis that they do not match. The likelihood ratio thus obtained is then used to compute the overall odds ratio that the sample was based on any of the stored items, and if the odds are greater than 1 that it was, the model responds that the item is old, on the basis of knowledge of the feature probability distribution and the parameters g and c.
In light of the fact that the models were developed independently, it is striking how many similarities exist between the two models. Both models represent items as vectors of elements, though each element takes on only one of two possible values (0 and 1 ) in our case instead of an infinite range of possibilities in REM. In both models, the sampled values of features are subject to random perturbation. During test, both models compute estimates of the odds that the test item came from the generator for each studied item, as represented by the corresponding detector. The decision procedure is slightly different in that our model depends on whether the likelihood computed by any single detector exceeds a threshold, whereas the REM computation involves a sum of quantities computed by the detectors, but we doubt that this sum plays a significant role in accounting for the results of most experiments. As a result of these similarities, it is not surprising that the models account for many of the same empirical phenomena.
One positive feature that is shared by our model and by REM is the fact that both provide ways of capturing the possibility that material-based mirror effects may be due at least in part to differences in the featural properties of stimuli. For example, Shiffrin and Steyvers (1997) suggested that the value of g may be lower for low-frequency words. This is tantamount to the assumption that these words tend to have rarer feature values. Rarer feature values are more diagnostic than less rare values; it is relatively unlikely for a sample and a detector to match on a rare value by chance. This same idea could be captured in our model by assuming that the values of some of the parameters of the model (e.g., f) might vary from feature to feature, with high-frequency words having more features with relatively large values off.
Another factor that can vary between words is the consistency of the representations they evoke from presentation to presentation. In our simulations, we considered the possibility that features of frequent words may be more context sensitive and therefore less consistent than the features of infrequent words. We simulated this possibility by using a larger value of the Po for frequent words so that their representations would be more variable. With this manipulation we were able to show that differences would lead to corresponding mirror effects. Though Shiffrin and Steyvers (1997) did not consider the possibility that materials might vary in consistency, their model could potentially capture this factor by assuming that their parameter c varies between different types of materials. In our view, the two models have merely considered two alternative ways of accounting for one particular type of item effect in recognition memory. It is likely that either approach could have been taken within either model. Further research is necessary to see whether these approaches can be distinguished empirically.
In spite of the many similarities between the models, there are two important differences. One important difference is that our model learns estimates of the probability that features take on particular values, whereas Shiffrin and Steyvers's (1997) model assumes that these probabilities are general and known in advance (through the parameters g and c). Shiffrin and Steyvers' model is like the Glanzer et al. (1993) model in this respect. Indeed, Shiffrin and Steyvers described their model as one that calculates actual conditional probabilities rather than estimates of these probabilities. As they point out, however, this calculation of actual conditional probabilities breaks down in simulations of mixed lists of items (such as mixed lists of high-and low-frequency words). In general, as we have already stressed, it seems likely that it will be necessary to assume that participants are working not with actual probabilities but with estimates. In any case, it is necessary to specify where the probabilities or estimates that are used come from. As already discussed, our model assumes that all such quantities, with the exception of p~, are initialized at random and subject to adaptation as a result of experience; even Pa might ultimately be the product of preexperimental learning.
The second important difference between the models is related to the first. What our model learns about items is very different from what is learned in the REM model. In REM, the value assigned to the model's representation on a particular feature dimension is determined the first time that dimension is sampled. On any given presentation, only some dimensions are sampled, and the sampling process is imperfect, thereby creating uncorrectable inaccuracies in the representation. Once it is sampied, its value becomes fixed and cannot be further refined; later presentations can only fill in features that were not sampled initially. In contrast, our model adjusts its estimate of the probability that each feature has a particular value (because features only take values of 0 or 1, the model needs only to estimate the probability that the value is 1, because 0 is the only other possibility). The same feature may be sampled repeatedly, and as sampling continues the model's estimate of the probability that the feature takes on a particular value becomes more refined. This difference has several important consequences. One is that it allows our model to learn the actual properties of the underlying generators in a more complete way. If in fact the underlying generators of stimuli are really probabilistic, the probabilities of the various element values provide a more complete characterization of the generators than the values that happen to have been recorded from a particular sample produced from these probabilities. In general, we believe that the structure of experience is probabilistic and that models that actually learn estimates of probabilities will therefore prove ultimately to be more adequate. The second consequence relates to the effects of multiple exposures to the same item during learning. In both models, the random perturbation of features during learning means that the samples on different trials may be different. In our model, repeated sampling leads to gradual convergence on the actual underlying probabilities, whereas in Shiffrin's model, no such convergence is possible.
These two different approaches lead to two different ways of understanding the findings of the studies of Hintzman et al. (1992) and Hintzman and Curran ( 1995 ) , in which participants did not generally learn to completely differentiate items from other very similar items. In REM, the failure to achieve complete differentiation is seen as a sign that initial coding decisions are not altered by later experience. In our model, the failure reflects instead the natural variability in the results of the encoding operation from trial to trial. The variability can be reduced by forcing accurate encoding of differentiating features.
In summary, our model shares many features with the REM model. REM tends to be cast in terms of calculations of actual likelihoods, but in practice it appears that some estimation is always needed in REM as well, so in the end this difference may come down to a matter of viewpoint. The other difference relates primarily to whether one thinks that it is features or estimates of the probabilities of features that are learned. It will be interesting to see if experiments can be devised that will distinguish these two alternative approaches to item representation in memory. Chappell and Humphreys (1994) . Chappell and Hum- phreys proposed a neural network model of recognition memory. An auto-associator was assumed to store long-term semantic memories of the items that might occur in the experiment, forming a kind of vocabulary. At study, associations were learned between context and the units making up these items. Weights within the auto-associator were also increased slightly, thereby slightly expanding the size of the attractor basins for studied words. At test, the decision was based upon whether or not convergence to the appropriate memory minimum occurred. This model gave good fits to all of the data modeled here, with the exception of mirror effects, which were not considered. Chappell and Humphreys's (1994) model in fact did have differentiation-like processes. Thus, as any one item's weights in the auto-associator were strengthened, the critical overlaps for all other items increased slightly, which would make it slightly more difficult to converge on them. However, with the parameters used, the effect was infinitesimally small (Chappell, 1993) . A slightly larger, but still small, effect was due to the global inhibition in the auto-associator being increased as items were studied.
A major difference between that model and the present one is that the Chappell and Humphreys (1994) model assumed that episodic memories are formed through associations between context and existing memory representations, and the detectors are essentially the existing memory minima in the auto-associator. The present model forms entirely new detectors during study and treats recognition memory as if the only items with which the test stimuli are compared are those that arose from the study of the list currently under test. Below, we consider how sensitivity to context may be incorporated into the present model.
Further research is planned to better understand the relationships between the two models and to see if they can be empirically differentiated (see the section below on possible connectionist implementations of our model).
Issues Facing the Model
In this section, we consider a number of issues facing the model that might be addressed in subsequent research.
How do repeated presentations access the same detector?
In our simulations, we have assumed that once a detector is formed, it is accessed by all subsequent repetitions of stimuli based on the same underlying item generator. Because stimuli are in fact only probabilistically based on these generators, it is not trivial to determine which detector if any should be reactivated when a new sample from the same generator is presented. Here we ask, "How might reaccessing of the same detector occur, and how reliable might it actually be?" Regarding the first point, we suggest that the same mechanism that is used for recognition can also be used for reselection of the same detector when a repetition occurs during study. Obviously, this process would not be fool-proof, but it should be noted that probability of success in reaccessing the same detector might be considerably higher during study than it would be at test. This would be the case if encoding varied less within study than between study and test, or if there is any decay or regression of the effects of each experience on the parameters of detectors (the p~) as a function of time between presentations.
Factors affecting the effective learning rate. The previous paragraph suggests that the effective magnitude of changes in the p~ may vary as a function of the length of the study-test interval. For simple cases, the effects of this can be modeled by assuming that the effective learning rate varies with the duration of the study-test interval. What other variables would affect the effective learning rate? It seems obvious and natural to suppose that the amount of time available for study of an item would also affect the initial size of the adjustments made to the weights, as we did in modelling Ratcliff et al.'s (1994) data.
In these simulations, we have explicitly assumed that the learning rate decreases with the number of presentations of the same item. Although this is justified from the point of view of leading to convergence on optimal estimates of the weights, it is somewhat less easy to see how this might be implemented. Somehow the system would have to keep track of the number of times an item had been presented or some reasonable proxy of this number. One possibility is that relatively novel stimuli lead to a novelty response that in turn amplifies the rate of learning; as stimuli become more familiar this novelty response would lessen, and with it the effective learning rate. Perhaps this novelty response is mediated by the same mechanisms that mediate recognition; that is, perhaps the amount of learning is based on the estimated likelihood that the experience was in fact produced by the generator corresponding to one of the stored detectors.
Possible connectionist implementation ? Throughout this article we have alluded occasionally to connectionist ideas. We draw our learning rule from the competitive learning rule as used by Rumelhart and Zipser (1986) , and we have associated the estimated conditional probabilities stored in the model with the weights in a connectionist network. Could the model in fact be implemented in a connectionist network and if so how would the implementation actually proceed? One possibility would be to use a localist connectionist model like the one actually used by Rumelhart and Zipser. Such networks have the same structure as is illustrated in Figure 11 . One set of units corresponds to our feature units (and these take activations of 1 and 0), and the other set of units corresponds to our detectors. The units are initialized with small random weights. When a stimulus comes in, the unit that most closely matches it becomes activated and adjusts its weights. It can be seen that these processes closely parallel those in our model, suggesting that it will be worth examining the relationship in more detail in subsequent research.
A second possibility is to use a more distributed connectionist model, such as the one proposed by Chappell and Humphreys (1994) , as mentioned earlier in this discussion. It seems likely that the hippocampal region of the brain, which of course is crucial for recognition memory (Squire, 1992) , uses a sparse, distributed model somewhat like that of Chappell and Humphreys (1994; for further discussion, see McClelland, McNaughton, & O'Reilly, 1995; O'Reilly & McClelland, 1994 ). An examination of the relationship among Bayesian models like the one presented in this article, localist connectionist models such as Rumelhart and Zipser's (1986) , and distributed connectionist models may ultimately lead to an understanding of the relationship between the neural mechanisms underlying human memory and their psychological consequences for performance in memory tasks.
Extensions
As suggested in the introduction and previously in this discussion, the concept of differentiation is as relevant in perception and perceptual learning as it is in the domain of memory. Although there has been some relevant modeling work related to perceptual learning in animals (Saksida, 1998; Myers, Gluck, & Grainger, 1994 ), this appears to us to be an area that is ripe for ~t D S. 1 Figure 11 . Schematic diagram of possible connectionist implementation of the recognition model. Input units (bottom row) allow representation of the values of the input features S~; units in the upper row correspond to item detectors Dr; and arrows to a detector unit from each input unit represent the connection weights that encode knowledge of feature probabilities conditional on the hypothesis that the input is an example of the item corresponding to the detector. further exploration. Within the recognition memory framework, there are also several possible extensions. Here, we mention two extensions that seem most direct and natural.
Context and recognition.
As noted in our comparison of the present model to that of Chappell and Humphreys (1994) , we have up to now neglected context in memory retrieval and the possible role of memories formed outside the experimental study context. This obviously reflects a limitation of the present model, because recognition is clearly susceptible to interference from items on different lists as well as from extraexperimental items. Our model can be extended to include influences of extralist memories while retaining the strong sensitivity to context that memory clearly exhibits, if the memory vectors include features of both the item and the context. Indeed, we might think of each experience as consisting of the concatenation of two vectors representing stimulus and context features. During study of a single list, the context stays relatively constant. If at test this context is treated as part of all of the memory probes, and if the context is sufficiently distinct from other contexts, memory vectors for experiences that occurred in other contexts will have very low estimated likelihood ratios and will have negligible probabilities of reaching criterion. Thus, our present model can be seen as a special case of a more general model in which context explicitly plays a role.
These modifications would increase the convergence between the present approach and the approach to modeling memory represented by the SAM model (Gillund & Shiffrin, 1984 ) and the REM model (Shiffrin & Steyvers, 1997) . With respect to the latter, Shiffrin and Steyvers suggested that memory vectors encompass both context and stimulus features, but they neglected the context components in their analysis of length, strength, and mirror effects, on the basis of an argument very similar to the one that we have just given. These suggestions link the current proposals back to key features of the SAM model. In the introduction, we saw that familiarity in SAM is a product of stimulus and context terms. We also saw how our item detectors capture the differentiation assumed in the modified version of SAM, and we noted that the model's estimated likelihoods correspond to SAM's stimulus-image associations. These observations can be extended to the context-image associations: The contribution to the total estimated likelihood that would be provided by the context portion of the feature vector in our extended model (and in the full version of REM) corresponds to the contribution of the context-image associations to the total activation of a particular memory image in SAM. Because the contributions of concatenated vectors are multiplied in the computation of likelihoods, the concatenation of context and item vectors is essentially the same mathematically as the multiplication of context-image and stimulus-image associations in determining the activation of a memory image in the SAM model.
Latency. It may not be immediately apparent how our model might be extended to model latency data. However there is a model that "Ward (1947) developed and that Stone (1960) suggested as a choice reaction-time model" (Luce, 1986, p. 340) . 4 This is the Sequential Probability Ratio Test (SPRT) 4 We would like to thank Marius Usher for bringing this model to our attention. random walk model. If a sequence of observations is made of a random variable S, call them Sin, then if the log-likelihood ratio is evaluated for each observation, the sum of the loglikelihood ratios is the overall log-likelihood ratio for the sequence of observations. Upper and lower boundaries may be set for this sum so that appropriate decisions are made when one of these boundaries is crossed. The sum describes a random walk. Wald and Wolfowitz (1948) showed that this sampling procedure is optimal in the sense that if the error probabilities are fixed, then the number of observations before a decision is reached is, on average, no greater than it would be with any other rule. (Luce, 1986 , p. 340) Swensson and Green (1977) showed that basing decisions on log-likelihoods in this way predicts that the latency distributions for, say, yes responses are the same for stimuli from both possible classes. This is rarely the case in data, so this model can usually be easily rejected.
However, the quantities calculated in our model are not true log-likelihoods for the S, only estimated ones. Preliminary simulations reveal that if we accumulate estimated log-likelihoods, with items generating a new S for each observation, different latency distributions are obtained for hits and false alarms. Such a model would implement an analog of Ratcliff's (1978) model, with the average estimated log-likelihood for a test item in our model being related to the average "drift" for an item in that model. And Ratcliff's decision rule is equivalent to basing the decision on whether or not the maximum of the cumulatives of the estimated log-likelihoods for the detectors has crossed the upper or lower detector boundaries. A natural extension of the present work would involve an examination of whether all the effects we have considered here would be preserved in a simulation of detector activation as a thresholded-time-dependent process.
Conclusion
Our discussion suggests there are similarities between the mechanisms in our model and those in several other models, and that the ideas we and others have explored will lead to useful extensions and elaborations. These mechanisms have allowed us to model the nonlinear length-strength dissociation and false recognition data for similar distractors, which challenged the global matching models. Our model can also produce appropriate z-ROC curves in a range of paradigms.
We believe that our model represents part of an ongoing assimilation of two key ideas into models of memory and information processing. One is the idea that memories are patterns rather than atomic items. The other is the idea that learning is a process related to the estimation of statistical quantities, such as conditional probabilities. These ideas seem likely to continue to play key roles in our efforts to understand many aspects of cognition and memory. Note that the formulae for new and old items are special cases of this, with 77 = f and ~ = 1, respectively. Thus, this formula gives us all (noncentral) moments for new, old, and similar items. To determine variances we find the expected value with p = 2 and subtract out the For computation, this may be further rearranged so that integrals, which must be performed to find the expected value of the log terms, are not repeatedly evaluated. When the expectations are with respect to the lognormal distribution, we do not believe they are analytially determinably, and we use numerical integration. Now we may find the means, standard deviations, and skewness for a detector. For N units we multiply the means and standard deviations by N and qr~ respectively. The skewness is found by dividing the skewness for each unit by ~ (because #3 increases with N, and the standard deviation with qN). These calculations may be checked by simulation to any desired accuracy.
To go further, we need to make an assumption about the distribution of k for a detector, as this cannot be computed. To make Figure 3 we assume normal distributions. However, our simulations show that we do not get sufficiently accurate calculations assuming this distribution, as the true distributions have substantial skewness. We thus use instead Azzalini's ( 1985 ) skew-normal distribution. If ~b (x -/1/a) is the density function for a normal distribution with mean St and standard deviation a, and ~[(x -/z/a)] is the corresponding cumulative density function, then Azzalini's density function is
(Appendix continues)
where h determines the amount of skewness and may be negative to give negative skewness. The cumulative density function and moment generating functions are (Azzalini, 1985) M(t) = 2e~'+~2"2~( crkt T(h, a) is Owen's T for the computation of which Azzalini gives references for computer routines.
We find that the skewness is rr + (~ -2)X Note that -a < r < a, where Thus, having computed the skewness of the distribution at the detector for a given item type, we may now determine k.
The mean and standard deviation of the skew-normal distribution are given by (Azzalini, 1985) m =# + 1,~--~' s = ell 2 k 2 rrl +k 2" Once m and s have been computed for the detector and k is known, these equations may be inverted to give # and a. In [p(list)l(Ap(list) )] is then added to the mean (see Equation 6 ) to convert to logodds. Then the cumulative density, F, may be used, with the criterion, ~:c, to compute the probability that a given type of target item gives a log-odds above criterion for a given individual detector. As noted earlier, however, the distributions upon which decisions are effectively made are the maxima of the log-odds ratios across all the detectors. For new items we are effectively finding the maximum from L identical distributions. If they have cumulative density functions, F(x), then the cumulative distribution of the maximum is (Casella & Berger, 1990) Fx ..... (x) = [F(x)] L.
In general, the distribution of the maxima will have less variance than that of the individual distributions, which is the main reason our new item distribution has less variance than the old item distribution.
Finally, then, we can calculate false alarm and hit rates. For example, for the pure weak false alarm rate it will be FARew = 1 -Ft(wcl#N, ~r~, XN) , where #N, ~rN, and ku are parameters of the skew-normal distribution for a new item. The hit rate in this condition is = 1 -F(wc[#o, at, ) to) FL-l(tdCl#N, tYiV, hN) , where #o, at, and ko are parameters of the skew-normal distribution for an item presented to the detector that learned it. Writing these equations for all conditions of the list-strength and list-length experiments, one can derive predictions for the whole class of models which base their decision on the maximum of a set of detectors (Chappell, 1998) .
Hew
To achieve the fits, we used the approximate analytic solution just derived. We used PRAXIS (Gegenfurtner, 1992) to find best fitting parameters for this approximation. Then a large stochastic simulation (typically 5,000 simulated participants per condition) was run with the parameters thus found. When the stochastic simulation disagreed with the analytic approximation, we estimated correction factors to apply to the estimates of performance generated by the analytic solution. These correction factors were then incorporated into the approximation, and PRAXIS was then run again with the new correction factors. This process continued until the actual stochastic simulation at the end of a PRAXIS run produced an adequate fit, or until the results stopped improving from one run to the next.
