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The modeling of physical systems inherently involves constructing a mathe- 
matical approximation from observable data and/or a priori assumptions. 
This study refines some recent work on causal interpolation and causal approxi- 
mation as system modeling techniques. Sufficient conditions for causal inter- 
polators to approximate continuous causal systems are established. State 
realizations for minimal norm causal interpolators are also established. 
1. INTRODUCTION 
The identification and/or representation of a “black-box” phenomenon from 
external measurements is a modeling problem of contemporary interest. The 
relevant literature gives ample testimony to the diversity of problems and 
techniques that come within the bounds of this problem class. 
Automatic control theorists, for example, have been pursuing identification 
problems for linear dynamic systems (see survey [I]) for several years. In the 
nonlinear setting the representation of a black box by polynomic or multilinear 
models has had a recent resurgence of interest (see survey [2]). Such an approach 
is essential where the input-output behavior is nonlinear even for small signals. 
A recent article by Palm and Poggio [3] has underscored the importance of 
polynomic modeling, i.e., Volterra-Wiener expansions, in the biological systems 
domain. 
The present paper utilizes a Hilbert space setting and considers two distinct 
problems. 
The “interpolation problem” can be summarized as follows. We start with a 
collection of observed input-output pairs {(ui ,yJ: i = I,..., nz>. From these a 
map, @, is sought such that 
Yi = @i(%), i = l,..., m. 
If the pairs are derived from experimental observation then the map @ is obviously 
a representation of the black box, valid over existing data. 
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The interpolation problem can be augmented with various contraints, for 
example, that 
(i) 0 be continuous, 
(ii) 4b be linear, 
(iii) 0 be causal 
(iv) Cp be polynimic, 
(v) @ be of minimum norm, 
(vi) @ satisfy a priori structure. 
(2) 
With appropriate choice of constraints everal potential applications come in 
view. First there is a strong connection with pattern identification problems, i.e., 
(ui} are the patterns, {JJ~} are the signatures, and CD is the pattern redognizer. 
Second, there is a connection with fault detection wherein {vi} are possible 
fault categories and {JJJ are the desired fault signatures. More recently it has 
been determined that a form of the interpolation problem can be applied to the 
design of adaptive systems [4] and observers [5]. 
The second problem of interest is the “approximation problem.” Here an 
input domain, K, is specified for the black-box system, f. Input-output data 
((Ui ,yi): i = I,..., } m are also in hand and the problem is to choose Y such that 
YE-f 
on the domain K. The constraints of Eq. (2) are also useful constraints for the 
approximation problem. For example, with the constraints equation (2vi) being 
a linear dynamical structure, the approximation problem posed above is con- 
sistent with the literature touched on in [ 11. 
While the interpolation and approximation problems have an obvious simi- 
larity it is clear that approximating systems need not interpolate and conversely 
interpolating systems need not approximate. The present study establishes 
conditions under whidh the dual property holds, that is, the interpolating 
system does also approximate. 
2. MATHEMATICAL PRELIMINARIES 
It is convenient to focus specifically on the Hilhert space L,(u) over the finite 
or infinite interval, V, and equipped with the usual inner product. We shall 
need also the orthoprojector family { pt: t E u} given by 
P xl (B) = 49, P < t, 
(3) 
xz 0, I9 > t. 
A function f: L,(V) + L,(v) is causal provided Ptf = PffPt, all t E V. 
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The set {(ui , yi): i = l,..., m> is said to be linearly well posed if it satisfies the 
condition 
-fl aiptui) = 0 j 2 a,(Pty,) = 0, 
i=l 
all tE u. 
In [6] it is shown that linearly well-posed sets admit a causal linear map, @, 
satisfying Eq. (1). In addition one such map is explicitly constructed. In [7] 
the linear solution is shown to have a state realization embodied in a family of 
m linear differential equations. 
When the set {(ui , yi): i = l,..., m} is not linearly well posed then [6] provides 
a causal polynomic map satisfying the input-output constraints. This polynomic 
map is of order m - 1 (we shall clarify “order” later) and is by no means 
unique. 
In the same setting [8,9], consider the polynomic approximation of continuous 
functions on L,(V). In particular if K C L,( v is an arbitrary compact set and iff ) 
is a continuous causal function on L,(u) then [8] shows the existence of a causal 
polynomic map, 3, on L,(u) such that 
holds for arbitrary E > 0. Moreover, [9] shows thatf has a state variable realiza- 
tion which is linear in state behavior and polynomic in its state-to-output map. 
Vector Extensions 
In addition to H = L,(U) it is helpful to introduce several sets and spaces 
related to H. First the notation H( j) is defined by 
H(j) = (x: x is square integrable over uj}, j = 0, I,..., n.
The space H(0) denotes the scalar field. For p, Q E H(j) we have 
(P, 4) (j) = iulp(sl ..* sj) ~61 *-a sj) d&A -*- d&j), j = I,..., 71. 
The case j = 0 is taken as scalar multiplication and H(1) = H. 
Two constructions are of interest. Consider first he product space 
2 = H(0) x H(1) x ..- x H(n) 
which is equipped with the inner product 
6, Y) = XOYO + (Xl a Y,)(l) + -.. + (xn 3 Y?z>@‘$ 
(5) 
(6) 
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where xj , yj E H(j), j = 0, I,..., n and 
x = (x0 ) x1 )..., x ), 
3’ = (Yo Y Yl **-.I YJ. 
It is obvious that Z is a Hilbert space. 
The second construction is denoted by H. For arbitrary x E H we form the 
vector 
x =(1,x,x2 7..., 4 (7) 
where 
x+x1 ... cxj) = X(Ml) x(a2) *‘- x(q), “j E v, i = l)..., n.
It is clear that H C 2 and that this inclusion is proper. For x, y E H it follows 
easily that 
(xv Y) = 1 + (Xl , Y,)(l) + ... + (%I 9 r,>(n)* 
We note also that H is not a linear subspace. 
Consider now an arbitrary set K C H. The set K = {x: x E K} is formed using 
Eq. (3). 
LEMMA 1. If K is closed in H then K is closed in 8. 
Proof. Let (Z> C K denote a sequence with limit 5 E 2. For every E > 0 
there exist k such that (here I/ - 11 is the norm on H) 
E2 3 IIzi - L$l12 = I 5, - 1 I2 + II 51(.) - -q-)1” + II f2(*, *) - Zi(*) ~i(~)l12 + ... 
for all i >, k. It follows immediately that 
II ty-Y, .) - Z(.) ,..., Zi(-)I\ < E, j = 0, I,..., n. 
In particular for K closed we have that 5, E K. Now using the equality 
[2(% P> - M4 41(P) = 51(% 8) - zw zw 
+ Zi(Wi(P> - &;(P)l + &;(B)m4 - 51641 
and standard norm inequalities it follows that 
and hence, since E is arbitrary, 
52t.9 .I = i%;(-> a.). 
An immediate corollary of Lemma 1 is that H is closed in 2. 
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Consider now x, y E Hand associated vectorized forms x, y E H. The identities 
!I x - y II2 = II x - y II2 + *** + II x - Y l12n> 
II x II2 = 1 + II x II2 + .** + II x l12n 
(9 
follow immediately from Eqs. (6) and (7). When II x - y 11 < 1, respectively 
II x /I < 1, the closed forms 
1 -llx-Yl12” 
lIx-Yl12=/lx-Yl12 l-1, x-y,,2 9 
,I x I,2 = 1 - II x l12n+2 
1 - II x II2 
are also easily verified. 
LEMMA 2. If K is compact in H then K is compact in Z. 
Proof. Using Eq. (10) it follows easily that if {xi ,..., xk} is an c-net for K, 
with 0 < B < Q, then {x1 ,..., xk} is a 2+net for K. 
3. FUNCTION APPROXIMATION 
Let 7: H -+ H denote the map T(X) = x computed in Eq. (7). It is clear that 
7 is 1 : 1, onto, and not linear. 
For every function f: H -+ H there is an associated function f: H -+ H 
computed by fr = f. When f is Lipschitz on H we use the symbol 
1 f ( = sup IIfW -f(Y>ll ) 
e+l/ llx-Yll 
x,y~H, 
to denote the Lipshitz norm. By a slight abuse of notation we use also 
, g 1 = sup II A4 - g(Y)ll 
X#Y I/x--Yll ’ 
x,y~H, 
whenever g: H --f H and the indicated sup is finite. 
LEMMA 3. If f is Lipschitz on K C H then f is Lipschitz from r(K) = K into 
HandIf <IfI. 
Proof. The lemma follows from the identity 
Ilf 64 - f (Y)ll = II f(x) - f(Y>ll > II f(x) - f(Y)ll 
IIX-YII II x - Y II II x - Y II 
and the onto property of 7. 
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Consider then K C H, where K is compact and {xi ,..., x > C K is an E-net 
for K. Letf be any Lipshitz function with domain including K. 
THEOREM 1. If @: H + H is any bounded linear transformation satisfying 
then 
@Xi = f(X$), i = l,...,p, 
;uupP(4-f(X)ll <(I@1 + If /)E’, (11) 
where p(x) = (@ )( ) 7 x an E’ can be made arbitrarily small. d 
In short, if bounded linear @ interpolates the set ((xi, f(x*)); i = l,...,p} 
then q interpolates the set ((xi , f (xi)): i = l,..., p} and moreover approximates 
f on K. We note that 9 is not linear. 
Proof. In view of Lemma 2, (xi ,..., x } is an &-net for K, when E < 4 in 
fact E’ < 2~. For arbitrary x E K there exists an xi from the net satisfying 
11 x - xj /I < E’. Now 
@x - f(x) = [@x - @xj] + [f(Xj) - f(x)], 
where @(xi) = f (xj) has b een used. Standard norm inequalities and the Lipschitz 
property of @ and f establishes 
Zf II @(x> - f(x)ll d (I @ I + I f I) E’. 
Using the fact that r carries K one to one and onto K and f(x) = f(x), Q(x) = 
p(x), and I f I ,< I f I, Eq. (11) follows. 
EXAMPLE. To illustrate Theorem 1 we consider the causal Lagrange inter- 
polation developed in [6]. For this we take v = [0, co], H = L,(u). Let K C H 
be compact and for E > 0 let (z+ ,..., u } be a set satisfying 
(i) {q ,..., u } is an E-net for K, 
(ii) {Ptq ,..., Ptu,} is a distinct set for t > 0. 
The n2 functions, mij , are defined by 
\ I 
z 0, t = 0. 
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Each rnij is scalar-valued continuous in t. The m;j functions 
to the functions 
M,(u; t) = n mij(u; t), i = I,...,P. 
j#i 
The relevant properties of the Mi include 
(i) Ptu = Ptw j MJu; /I) = k&(v, /I), f9 < t, 
(ii) A&(24,; t) = Sij , t E u, 
(iii) A&(24, a) is continuous on v - 0. 
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(13) 
Let f be an arbitrary causal, uniformly continuous function with domain 
containing KU (z+ ,..., u }. Let yt = f(uJ, i = I,..., p and denote by dP the 
operator-valued measure associated with the resolution of the identity given 
Eq. (3). From [6] we have the theorem: 
THEOREM 2 [6]. The causal Lagrange interpolation f the well-posed problem 
given by 
~(4 = f 1 dJY-9 yiW(u; 4, UEH, 
i=l 
satis$es the causal interpolation problem. 
Now Theorem 1 states that if a linear CD: H + H exists uch that v = @T, 
then v approximates f on K. The existence of @ follows from inspection. Indeed 
with p = 3 it follows from Eqs. (12) and (13) that MI , for instance, expands to 
the form 
where 
K(t) = II WI - 4l-” II WI - uAI-~- 
Using the concrete form of H = L, 
s W4 Y&W 4 
= j,‘,d 4t, ~1 3 ~2) 44 4~2) 4 4 + j-” w,(t, 4 44 h + we(t), t >o, 
0 
(14) 
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where 
Since all &I6 are similar in form, and since Eq. (14) is obviously a linear map on &’ 
the demonstration of Q, is complete. 
4. INTERPOLATORS THAT OPTIMALLY APPROXIMATE 
Returning now to Theorem 1 we consider the merits of the various possible 
linear a’s satisfying the theorem. One property which is obviously desirable 
is that 1 CD 1 be small. A second desirable property is that the ratio E’/E be mini- 
mized. In view of Eq. (10) this ratio is minimized when n is the smallest integer 
for which a @ can be constructed. The above observations point toward the 
following considerations. 
Let 7 be a finite index set. Using the multipower maps 
we form the polynomic operators 
The kernels of q, are assumed to be Hilbert-Schmidt type and we introduce the 
norms 
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PROBLEM. For each 7 determine whether a ~(7; 0) exists satisfying Eq. (I). 
If such a ~(7; *) exists determine the one with minimum norm. 
We note that Eq. (15) computes aho a linear map 0(T) with domain H(T). 
Here H(y) denotes the vectorization of H with nonzero entries in the jth 
component only ifj E 7. It is not difficult toshow that j Q(y)] = 1 ~(7; *)I. 
For given 1 and {ui ,..., us} let 
Pij((rI; t, = C C”i 3 PtUj)k, i,j= 1 )...) p, t E v. 
WI 
The matrix V(l; t) is formed using pij as the row-column entries. When 7 = (1) 
we see that V(y; t) is the Gramian matrix of the set {Pb, ,..., Pb,}. 
Result 1 (see [IO]). 
(a) 1f 7’ C 7 then rank V(l’; t) < rank V(y; t), all t E V. 
(b) If t’ < t then rank V(T; t’) < rank V(T; t), all 1. 
A rather direct proof of Result 1 can be constructed along the following lines. 
It can be verified that V(T; t) is the Gramian of the vectorized set {Ptul ,..., 
Ptu,} C H(a). Result l(a) reflects the fact that allowing more nonzero com- 
ponents in the vectorized set will not decrease the linear independence. Result 
l(b) reflects the fact that longer time histories also do not decrease linear inde- 
pendence. 
For our second result we need the vector y(t) = co&(t),..., y,(t)), where 
yi = f(q), i = l)...) p.
Result 2 (see [lo]). A causal solution to the polynomic interpolation over 7 
exists if and only of y(t) E Range V(l; t), a.e. t E V. 
One consequence of this result is that for the sets 
7 = (0) ,...) (0, l,...) m}
a natural question is to find the smallest m such that V({O,..., m}; t) is non- 
singular. The causal Lagange interpolator examined earlier identifies sufficient 
conditions for m < p - 1. Examples can be constructed for which this limit is 
taken on ;however, in most cases m is small relative top. 
Result 3 (see [lo]). Suppose that det V(T; t) # 0, t > 0. Then the unique 
minimal norm interpolating IJI has kernels given by 
TJ& (111 ,***, aj) = l7j(t, 011 ,*--9 “j) v-1(7; t, Y(t), 
where 
nj(t, 011 Y..-, aj) = row((Ptul)(tiJ *** (PtUl)($),..., P(‘Up)(Oll) ‘.* (P”U,)(CXj)), j > 1, 
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and 
ITo = row(1, l,..., 1). 
The explicit form of Result 3 provides a direct computation of 1 v /. Indeed 
it is easy to verify that 
c j- ..a / 1 qj(t, a1 ,..., aj)l” da, -a- dol, = y*(t) V-l(T; t) y(t) 
isg 
and hence 
(17) 
Since Eq. (15) identifies also a linear map @(a) on H(fl) with 1 e, j = / @ 1 these 
results can be summarized as follows. 
Let f be a causal function of H which is Lipschitz on K u {ur ... u,) C H. 
For E > 0 let (ur ,..., u } be an e-net for K. The index set 7 has the property 
that V(T; t) is invertible. 
THEOREM 3. The unique solution to the problem of Eq. (1) with constraints 
(2i), (2iii), (2iv), (2v), and 7 spec$ed is ~(7: a). Moreover, 
z:,p lit(x) - ~(7; x)ll < [(s, y*(t) V-l(l; t) y(t) dt)“’ + If I] E’, 
where 
(E’)2 = c 2j. 
iE7 
if0 
State realization. It should be noted that the specification of the inter- 
polator-approximator of this section is entirely independent of the state 
variable context, We show now that a state variable realization can also be 
obtained. 
Suppose that x(t) = ~(7; u)(t) and using Result 3 and Eqs. (15), (16) it 
follows that 
where 
4t> = Y*(t) rlW? 
dt) = VTi; t> c St a.1 it 17j*(B, ,..a, A> u(B1) ... 4%) dP, ... dPj . 
jcg O 
(18) 
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Using the explicit form of l7, we see that 
t 
s s 
--- t Ll,*@J ,..., &) z&3,) ..- u(,t$) d/3, *-a d& 
0 0 
(19) 
= co1 (e-e, [j-,” u,(B) u(B) d/3]‘, -*) , j = 0, I,..., k.
In the Appendix the computation of V-l(T; t) is considered. The simplest 
case is when V(T[; t) is invertible for all t E v - 0 and we restrict attention to this 
case here, as in the Appendix. The result we need from the Appendix is that 
there exist matrices F(t), a(t), E(t) such that (Eq. (A3)) 
where 
g vll; t) = -v-yq; t)F*(t) @(t)F(t) v-q; t), (20) 
g Q(t) = E*(t) aqt) E(t). (21) 
For convenience we define the diagonal matrix 
V(t) = diag[u,(t),..., up(t)] 
and the memoryless nonlinear function 
Y[h] (t) = c (j + 1) V(t) col(h,j, &j,..., Xsj), AERD. 
(iflbq 
Using Eqs. (20), (21) and ordinary differentiation the following result can be 
verified. 
THEOREM 4. Suppose z(t) = ~(7; u)(t) for the qo of Theorem 3. Let 
i(t) = U(t) W), 
x(t) = Y[E(t)l, 
(24 
where b = col(1, l,..., 1). Then 
4(t) = - w1T; t) F*(t) @5(t) F(t) T(t) + v-q; t) x(t) u(t), 
w = Y*(t) rlw 
(23) 
The matrices G(t), V-*(1; t) are computed by Eqs. (20), (21). 
It is noted that this realization is that of two linear systems coupled by a 
memoryless nonlinear function. 
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5. CONCLUSION 
To place our mathematical results in a systems context we return to the dis- 
cussion of Section 1. Consider, for example, a natural system such as the neuro- 
muscular system of the human arm. In modeling such a system one can envision 
using selected input-output tests. The complicated internal interactions of such 
a system preclude any possibility ofusing conventional models. 
The information in hand is likely to be of the following sort. If the neuro- 
muscular system is preconditioned appropriately then the input-response pairs 
((14~ , yJ: i = l,..., n}are experimentally repeatable. The system is assumed to be 
causal and continuous but no other a priori information is available. A model is 
to be constructed which reproduces the existing experimental data. It is helpful 
if the modeling process is repeatable and if the resultant model has a minimal 
sensitivity othe experimental process. 
Our results provide an effective response to such problems. Theorem 1 
shows that interpolators which can be linearly realized on a vectorized space have 
an approximation property. Specifically the construction of Section 4 and [IO] 
interpolates the existing data. For any E > 0 and any input set such that {ui} 
is an c-net the construction also approximates in an optimal way the neuro- 
muscular system. This latter property provides the minimal sensitivity to 
experimental variation. 
APPENDIX: COMPUTING V-l(l;t) 
In this Appendix we show that V-l(v; t) can be computed by a matrix 
differential equation. For convenience consider the polynomial 
p(x) = 1 xk, XER. 
key 
The entries of the matrix V(y; t) can be written in the form 
w; qij = P((% , -,>>, t E v. 
Using calculus we have 
-g w; Qij = P(<x, , P”%>> xi(t) 4th t E v, 
where pi(x) is the ordinary derivative of p. 
With Eq. (Al) as a motivation let max(q) = K and let 
PTX), j = 0, 1,. , K, 
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denote the derivatives of p(x), here p”(x) = p(x) and p”(x) = k!. Using these 
polynomials we define the R + 1 matrices GO,..., W, where o” = V and 
P(% = p”(c% 3 f%>), i,j=l n. ,***, 
The diagonal matrix X(t) = diag(x,(t),..., x,(t)) is needed as is the n(k + 1) x 
n(K + 1) block subdiagonal matrix 
0 0 
E=XO 0. I 1 0 x0 
By direct inspection it can be verified that 
Result. (d/d)@ = E*@E, where CD is the n(k + 1) x n(k + 1) block 
diagonal matrix 
@ = diag(@O,..., CD”). 
On a component basis 
$ @O(t) = x(t) W(t) X(t), 
g @d(t) = x(t) @+1(t) X(t), j = l,..., k - 1, (-42) 
$ @k(t) = 0. 
Using V 5 @ and (d/dt)( V-l} = - V-%D” V-1 we see that 
g-(7; t)} = -v-q; t)zqt)* @(t)F(t) V-l(t), 
W) 
whereF(t) is the n(k + 1) x n block column matrix 
F(t) = col(0, X(t), 0,o ,...) 0 . 
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