We construct a density estimator and an estimator of the distribution function in the uniform deconvolution model. The estimators are based on inversion formulas and kernel estimators of the density of the observations and its derivative. Asymptotic normality and the asymptotic biases are derived.
Introduction and results
Let X 1 , . . . , X n be i.i.d. observations, where X i = Y i + Z i and Y i and Z i are independent. Assume that the unobservable Y i have distribution function F and density f . Also assume that the unobservable random variables Z i have a known density k. Note that the density g of X i is equal to the convolution of f and k, so g = k * f where * denotes convolution. So we have
(1.1)
The deconvolution problem is the problem of estimating f or F from the observations X i . A selected group of deconvolution problems allows explicit inversion formulas of (1.1) expressing the density of interest f in terms of the density g of the data. In these cases we can estimate f by substituting for instance a kernel density estimate of g in the inversion formula. In Van Es and Kok (1998) this strategy has been pursued for deconvolution problems where k equals the exponential density, the Laplace density, and their repeated convolutions.
A standard kernel estimator for more general deconvolution problems is based on the Fourier transform, see for instance Wand and Jones (1995) . If w denotes a kernel function and h > 0 a bandwidth then the estimator f nh (x) of the density f at the point x is defined as f nh (x) = 1 2π
with φ emp equal to the empirical characteristic function of the sample, i.e.
and φ w and φ k equal to the characteristic functions of w and k respectively. An important condition for these estimators to be properly defined is that the characteristic function φ k of the density k has no zeroes. For the deconvolution problems discussed in Van Es and Kok (1998) this yields the same estimators as when we invert a kernel estimator.
In this note we consider uniform deconvolution where Z is Uniform[0, 1) distributed. In this particular deconvolution problem we assume to have i.i.d. observations from the density
For estimation of the distribution function F in this problem we refer to Van Es (1991), Groeneboom and Wellner (1992) and Van Es and Van Zuijlen (1996). Here we proceed with estimation of the density f .
Because of the zeroes of the characteristic function of the uniform distribution a Fourier type kernel estimator can not be constructed for uniform deconvolution. On the other hand the formula (1.4) can easily be inverted. By iterating F (x) = g(x) + F (x − 1) we get
Likewise, we might as well iterate F (x) = −g(x + 1) + F (x + 1). This gives
The fact that the expressions for f and F in (1.5) and (1.6) are equal also follows from the fact that
For an arbitrary density g, that is not of the form (1.4), the inversions will in general not yield distribution functions or densities, nor will they coincide. In particular, if we substitute a kernel density estimator
for g we get different estimators for f from (1.5) and (1.6), namely
Because of the bounded support of the kernel estimator g nh these sums are in fact finite sums. Moreover, f lef t nh will be periodic for x large enough and f right nh for x small enough. The first of these estimators has been discussed in Groeneboom and Jongbloed (2002) . Under the restriction that f is concentrated on the interval [0,1], and that f is bounded away from zero, its worse performance compared to a kernel smoothed nonparametric maximum likelihood estimator (NPMLE) of F is stressed. Our aim is to show that a kernel type estimator of f can be constructed that, for f concentrated on [0,1], has the same asymptotic bias and variance as the one based on the NPMLE of F , cf. Theorem 1.1 below. Admittedly, it lacks the desirable properties that the estimates are nonnegative and that their integral is equal to one, which are guaranteed for the kernel smoothed NPMLE. By truncating at zero and rescaling to integral one these properties can be restored. For the effect of this normalisation on the L 1 distance and other distances to the true density f , see Ka luszka (1998). (2002) show that f lef t nh (x) is asymptotically normally distributed. More precisely, as n → ∞, h → 0 and nh → ∞, they show
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However, by a similar proof it follows that
Apparently the first estimator has a small variance for small values of x and the second estimator for large values of x. Hence it makes sense to combine the two. Consider
for some fixed 0 ≤ t ≤ 1. The density derivative estimators used in the two estimators f lef t nh (x) and f right nh (x) are evaluated at two sets of points that are at least at a distance one from each other. Hence they are asymptotically uncorrelated. This implies
This variance is minimal if t equals 1 − F (x). The minimal value is F (x)(1 − F (x)) w ′ (u) 2 du. It turns out that if we substitute an estimatorF n (x) of F (x) for t, that is consistent in mean squared error, we will achieve the minimal variance. So we introduce
(1.17)
The following theorem establishes asymptotic normality and the asymptotic bias of this estimator. Its proof is given in Section 2.
Condition K
The function w is a differentiable symmetric probability density function with support [-1,1].
Theorem 1.1 Assume that Condition K is satisfied and thatF
Furthermore, if f is twice continuously differentiable on a neighborhooud of x and
Now let us construct a suitable estimatorF n (x) of F (x). The inversion formulas (1.5) and (1.6) can again be used to constuct estimators
and
Of course the bandwidths used in (1.23) and (1.24) do not have to be equal to the bandwidth used in the estimator f nh (x) itself.
By similar techniques as in the proof of Theorem 1.1 one can show
Then the asymptotic variance ofF n (x) is equal to 1 4 w(u) 2 du/nh and
for a bandwidth h of order n −1/5 . To be fit for use in the construction of the density estimator we have to ensure that (1.21) holds. This means that the bandwidth h of f nh (x) should satisfy h ≫ n −9/35 . This not an essential restriction since the asymptotically optimal bandwidth that follows from Theorem 1.1 is of order n −1/7 and is thus allowed.
As an illustration we have simulated a sample of size n = 500 from the convolution of the standard normal density (f ) and the uniform density. The resulting estimates are given in figures 1 and 2. For f lef t nh and f right nh we have used the bandwidth h = 1 and for F n we have chosen h = 0.7. Indeed, we see that the original estimates are relatively accurate in one tail and almost periodic in the other tail. The combined estimate is accurate in both tails. The same steps that led to the density estimator (1.17) can be repeated to construct an estimator of F with smaller variance than the estimator (1.29). Define F nh (x) by
(1.31)
We get the following analogue of Theorem 1.1. Its proof is given in Section 2. 
Theorem 1.2 Assume that Condition K is satisfied and thatF n (x) is an estimator of F (x)
with E (F n (x) − F (x)) 2 → 0. (1.32) Then, as n → ∞, h → 0, nh → ∞, √ nh(F nh (x) − E F nh (x)) D → N(0,τ 2 ), (1.33) withτ 2 = F (x)(1 − F (x)) w(u) 2 du. (1.34)
Furthermore, if f is continuously differentiable on a neighborhood of x and
If we use the specific estimatorF n (x) given by (1.29) then condition (1.35) requires h ≫ n −9/25 . Again this is not an essential restriction since the asymptotically optimal bandwidth that follows from Theorem 1.2 is of order n −1/5 . and the true distribution function F . based on the same sample of n = 500 observations as above. Here the bandwidth use is h = 0.7. Again, the original estimates are relatively accurate in one tail and almost periodic in the other tail. The combined estimate is accurate in both tails. Note the reduced variance in the tails of F nh compared to that of F n in Figure 2 .
Proofs

Proof of Theorem 1.1
Note that
where
First we compute the expectations of the estimators. By (1.5) we have
and similarly
So the expectation of both f lef t nh (x) and f right nh (x) is equal to the expectation of an ordinary kernel estimator based on direct observations from f . Since it is a convex combination of these two, this property is shared by f (t) nh (x). From (2.41) and (2.42) we see that
The next lemma gives the even moments of U n,i .
Lemma 2.1 For m even we have for
Similarly it is readily seen that the products of terms w ′ x−j l −X i h vanish if h < 1/2 and if the j l are not all equal. Now write 
We will now check the Lyapounov condition for 1 n n i=1 (U n,i − E U n,i ) to be asymptotically normal, i.e. for some δ > 0 we have to check
We get, for suitable constants c 1 and c 2 to be obtained from Lemma 2.1,
This proves asymptotic normality of (f
nh (x) for fixed t. To finish the proof of the theorem we must show that we can replace t = 1 − F (x) by a consistent estimator. Write
Note that the expectation of f right nh (x) − f lef t nh (x) is zero and that by similar arguments as above
for some variance σ 2 . By (1.18) we haveF n (x) − F (x) P → 0 and hence by Slutsky's theorem
Furthermore by the Cauchy-Schwarz inequality
This shows that √ nh 3 (f nh (x) − E f nh (x)) has the same asymptotic normal distribution as
, which proves the first statement of the theorem. To prove the second statement note that by (2.43) and a standard argument in kernel estimation we have
Together (2.52) and (2.53) prove the second statement of the theorem.
Proof of Theorem 1.2
We copy the proof of Theorem 1.1. Note that nh (x) is also equal to (2.58) and (2.59).
For the variance of F The Lyapounov condition for 1 n n i=1 (V n,i − E V n,i ) to be asymptotically normal can be checked as in the proof of Theorem 1.1. This proves asymptotic normality of (F (t)
nh (x) for fixed t. The fact that we can replace t = 1 − F (x) by a consistent estimator 1-F n (x) and the bias expansion also follow as in the corresponding parts of the proof of Theorem 1.1.
