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CLOSED QUANTUM SUBGROUPS OF LOCALLY COMPACT QUANTUM
GROUPS
MATTHEW DAWS, PAWE L KASPRZAK, ADAM SKALSKI, AND PIOTR M. SO LTAN
Dedicated to Leonid Vainerman on the occasion of his 65th birthday
Abstract. We investigate the fundamental concept of a closed quantum subgroup of a locally
compact quantum group. Two definitions — one due to S. Vaes and one due to S.L. Woronowicz
— are analyzed and relations between them discussed. Among many reformulations we prove
that the former definition can be phrased in terms of quasi-equivalence of representations of
quantum groups while the latter can be related to an old definition of Podles´ from the theory of
compact quantum groups. The cases of classical groups, duals of classical groups, compact and
discrete quantum groups are singled out and equivalence of the two definitions is proved in the
relevant context. A deep relationship with the quantum group generalization of Herz restriction
theorem from classical harmonic analysis is also established, in particular, in the course of our
analysis we give a new proof of Herz restriction theorem.
1. Introduction
In this paper we study the notion of a closed quantum subgroup of a locally compact quan-
tum group. The theory of quantum groups phrased in operator algebra language is already well
established as a rapidly developing field on the border between noncommutative geometry and
abstract harmonic analysis. Nevertheless, the fundamental notion of a closed (quantum) subgroup
has not received enough attention so far. There have been several “working definitions” of such an
object, but most efforts were directed toward developing other aspects of the theory. The first to
look at quantum subgroups of (compact) quantum groups was P. Podles´ ([31, 32], see also a later
discussion in [30]). His view was motivated by the straightforward noncommutative generalization
of the inclusion homomorphism from the subgroup to the group and required the existence of a
surjective ∗-homomorphism between the algebras of continuous functions on respective quantum
groups. This point of view, however, has many disadvantages and drastically limits the number
of subgroups (e.g. many quantum groups do not have the trivial subgroup in this sense). Soon
it was realized that in the context of compact quantum groups one should rather require the ex-
istence of a surjective ∗-homomorphism between the universal versions of algebras of continuous
functions on respective quantum groups. This approach, adopted for example in [3] and [4], avoids
the problems mentioned above and also enables a purely algebraic reformulation in terms of the
underlying Hopf ∗-algebras. It was not clear, however, whether it would lead to a satisfactory
notion for arbitrary locally compact quantum groups.
In 2005 in [43] S. Vaes proposed another definition of a closed quantum subgroup of a locally
compact quantum group, phrased in the language of von Neumann algebras. This definition was
used in the same paper to develop the full force of the theory of induced representations and
homogeneous spaces for quantum groups. Earlier another definition of a closed subgroup of a
locally compact quantum group was proposed in [44, Definition 2.9] by Vaes and Vainerman. We
show that the definition of Vaes and that given by Vaes and Vainerman are equivalent. It should
be stressed that the argument needed to show that the definitions of a closed quantum subgroup
proposed in [43, 44] give the standard notion of a closed subgroup in classical case is quite subtle.
It can be formulated as saying that an inclusion of a closed subgroup H into a locally compact
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group G induces a normal inclusion of respective group von Neumann algebras vN(H) →֒ vN(G)
and is equivalent to the fact that the restriction to H of regular representation of G is quasi-
equivalent to the regular representation of H . This is, in turn, equivalent to the conclusion of the
Herz restriction theorem which says that the map of Fourier algebras associated to H →֒ G is a
surjective contraction ([15], cf. also Section 4). All this has been known to the experts for a long
time (cf. [16, 42, 10, 11, 44]); a detailed proof can be found in the 2008 thesis of C. Zwarich ([52]).
The definition given in [43] is very well adapted to the problems studied in that paper, but it was
not clear whether it is optimal in other contexts and how it relates to the notion studied earlier for
compact quantum groups. As mentioned above it is also relatively difficult to see that it actually
generalizes the classical notion of a closed subgroup. Yet another possible definition, related to the
recently introduced notion of morphisms between quantum groups ([27]), was suggested to us by
S.L. Woronowicz. Woronowicz’s definition is phrased entirely in the language of C∗-algebras and
it is notably easier to see that it generalizes the ordinary notion of a closed subgroup of a locally
compact group (see Section 4). The main focus of this paper is on understanding the relations
between the definitions of a closed quantum subgroup of a locally compact quantum group given
by Vaes and Woronowicz and providing their equivalent reformulations.
The definition of Woronowicz is deeply connected with the notion of a C∗-algebra generated by a
quantum family of multipliers (which we analyze in Subsection 1.1) and turns out to be equivalent
to the reformulation of the original idea of Podles´, i.e. corresponds to the existence of a surjective ∗-
homomorphism between the universal versions of the algebras of continuous, vanishing at infinity,
functions on respective locally compact quantum groups. On the other hand the definition of Vaes
can be rephrased in a simplified way (still in the von Neumann algebraic language) and turns out
to be intimately connected with the notion of quasi-equivalence of representations of quantum
groups ([40], cf. Theorem 3.4). Moreover, we show that this definition of a closed subgroup of a
quantum group is strongly tied to the generalization to quantum groups of the Herz restriction
theorem (cf. Remark 3.8).
We show that the definition of Vaes is stronger than the definition of Woronowicz, in the sense
that if H and G are locally compact quantum groups and H is a closed quantum subgroup of G
in the sense of Vaes, then it is also a closed quantum subgroup of G in the sense of Woronowicz.
Further we prove that they are equivalent in all special cases one usually considers: classical groups
(both definitions describe the standard notion of a closed subgroup), duals of classical groups (both
definitions describe a group epimorphism in the opposite direction), compact quantum groups
and discrete quantum groups (Sections 4, 5 and 6). In particular this opens the way to finding
all compact quantum subgroups of a given locally compact quantum group G via the theory of
idempotent states (as studied for example in [36]) since each compact quantum subgroup of G gives
rise to a state on the algebra of functions on G, which is idempotent with respect to the convolution
product, and such states can be sometimes computed directly using Fourier transform methods.
In the context of compact quantum groups this strategy was employed in [14] to re-establish the
list of all quantum subgroups of SUq(2), originally found by Podles´ in [32].
In the course of our investigation we make crucial use of the quantum group versions of the
Fourier and Fourier-Stieltjes algebras (cf. [9, Section 8]). It is worth noting that our work produces
a new proof of the classical Herz restriction theorem (see Section 4). In the group-dual case we use
the results of M. Ilie and R. Stokke on weak∗-continuous maps of Fourier-Stieltjes algebras ([18])
which we are also able to generalize (to some extent) to the quantum group setting (Proposition
5.3). This exemplifies the connections of our article with recent extensions of noncommutative
harmonic analysis to the context of locally compact quantum groups (see for example [17] and
references therein).
Finally let us note that the differences between the definitions of a closed quantum sub-
group according to Vaes and Woronowicz bear a striking similarity to the interplay between the
Kustermans-Vaes definition of a locally compact quantum group (formulated in [23]) and the def-
inition of a quantum group used in [40, 27] and based on the theory of manageable and modular
multiplicative unitaries ([50, 39]). Again, the former definition is stronger and in all examples one
finds that the two approaches are equivalent. Moreover, in special cases of classical groups, duals
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of classical groups, compact and discrete quantum groups we have results on existence of Haar
measures, so the Kustermans-Vaes approach is equivalent with the one used by So ltan-Woronowicz.
At the present stage of research in the theory of quantum groups it is very difficult to predict
whether the definitions of a closed quantum subgroup given by Vaes and Woronowicz are equiv-
alent. We conjecture that in the full generality they are different. However, it seems very likely
that in large classes of well-behaved locally compact quantum groups, e.g. the regular or even
semi-regular ones, the two definitions will turn out to be equivalent.
Let us give now a brief description of the paper. In the remainder of this section we collect
necessary preliminaries from the theory of C∗-algebras (Subsection 1.1), locally compact quantum
groups (Subsection 1.2) and homomorphisms of quantum groups as defined in [27] (Subsection
1.3). Section 2 focuses on the theory of representations of quantum groups and the notion of quasi-
equivalence of such representations. We also relate this notion to the problem of generation of C∗-
algebras by quantum families of multipliers, which later turns out to be crucial for understanding
the interplay between the definitions of closed quantum subgroups given by Vaes and Woronowicz.
These are introduced in Section 3 with the relations between them unraveled. We provide several
equivalent reformulations of either definition and show that the former implies the latter (in the
sense described above). We also give sufficient conditions for the two definitions to be equivalent.
Section 4 is devoted to the study of both definitions of a closed quantum subgroup in the special
case of classical groups. We prove there in detail that both are equivalent to the standard definition
of a closed subgroup and discuss the direct connection between the definition of Vaes and the Herz
restriction theorem. Then in Section 5 we conduct a similar investigation for the case of duals of
classical groups. In this case also the definitions of Vaes and Woronowicz agree. Finally in Section
6 we show that the two definitions are equivalent for compact and discrete quantum groups (more
precisely a compact quantum group H is a closed subgroup of a locally compact quantum group
G in the sense of Vaes if and only if it is a closed subgroup of G in the sense of Woronowicz, and
a similar result holds for subgroups of discrete quantum groups).
1.1. C∗-algebras and morphisms. Throughout the paper we will use the language of the theory
of C∗-algebras as introduced in [47, 48, 49, 24]. In particular for C∗-algebras A and B a morphism
from A to B is a ∗-homomorphism Φ from A into the multiplier algebra M(B) of B which is
non-degenerate, i.e. the set Φ(A)B of linear combinations of products of the form Φ(a)b (a ∈ A,
b ∈ B) is dense in B (by the Cohen factorization theorem this is equivalent to the condition
that Φ(A)B = B). The set of all morphisms from A to B will be denoted by Mor(A,B). The
non-degeneracy of morphisms ensures that each Φ ∈ Mor(A,B) extends uniquely to a unital
∗-homomorphism M(A) → M(B) which we will sometimes denote by Φ¯. This also defines the
operation of composition of morphisms (see [47, 49, 24]). For a Hilbert space H the C∗-algebra
of compact operators on H will be denoted by K(H). Any C∗-algebra A acting on H (written
A ⊂ B(H)) will act non-degenerately, so that the identity map idA : A→ A is a morphism from A
to K(H). More generally a representation of A on H is by definition an element of Mor
(
A,K(H)
)
.
The notion of a morphism of C∗-algebras generalizes that of a continuous map between locally
compact Hausdorff spaces. We have the following well known result:
Theorem 1.1. Let X and Y be locally compact Hausdorff spaces and let B = C0(X) and A =
C0(Y ). Then
(1) any continuous φ : X → Y defines a morphism Φ ∈ Mor(A,B) via
Φ(f) = f ◦φ, (f ∈ A); (1.1)
(2) for any Φ ∈ Mor(A,B) there exists a continuous φ : X → Y such that (1.1) holds.
Fixing Φ and φ so that (1.1) holds we moreover have
(3) the range of Φ is contained in B = C0(X) if and only if φ is a proper map,
(4) φ has dense image if and only if Φ is injective,
(5) φ is injective if and only if Φ has strictly dense range.
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The strict topology on a multiplier algebra mentioned in Theorem 1.1 is described e.g. in [49,
Section 2] or [24, Chapter 1]. The proof of the above theorem is a simple exercise in elementary
topology and we leave it to the reader (see e.g. [46, Exercises to Chapter 2]).
Let A be a C∗-algebra. The dual space A∗ is naturally a module over A and we will denote the
natural left action of a ∈ A on ϕ ∈ A∗ by a · ϕ, so that (a · ϕ)(b) = ϕ(ba) for all b ∈ A. Note that
if C ⊂ B(H) then C acts in a natural way on the functionals in B(H)∗ = K(H)
∗ and we have
C · K(H)∗ = CK(H) · K(H)∗ = K(H) · K(H)∗ = K(H)∗. (1.2)
(all sets above are automatically closed by the Cohen factorization theorem).
For C∗-algebras A and B their minimal tensor product will be denoted by A ⊗ B. For von
Neumann algebras M and N the von Neumann algebra tensor product of M and N will be denoted
by M⊗¯N. The tensor flip a ⊗ b 7→ b ⊗ a will be denoted by σ regardless of which C∗-algebras
are being considered. We will also use the same symbol “⊗” to denote tensor product of Hilbert
spaces.
In [49] S.L. Woronowicz introduced a very important notion of a C∗-algebra generated by
elements which do not necessarily belong to it. We will use a crucial part of his theory dealing
with C∗-algebras “generated by a quantum family of multipliers”. Let A and C be C∗-algebras and
let T ∈ M(C ⊗ A). By analogy with the classical situation (when C is commutative) the element
T is referred to as a quantum family of elements of M(A) labeled by the spectrum of C (cf. [49,
Formula (2.5)]).
Definition 1.2 ([49, Definition 4.1]). Let A and C be C∗-algebras. We say that A is generated by
T ∈ M(C ⊗ A) if for any Hilbert space H, any representation ρ of A on H and any C∗-algebra
B ⊂ B(H) the condition that (id⊗ ρ)(T ) ∈M(C⊗ B) implies that ρ ∈ Mor(A,B).
Examples of the situation described in Definition 1.2 are plentiful. For the simplest case consider
a C∗-algebra A generated by a finite set of elements a1, . . . , an ∈ A (in the usual sense, i.e. the
closure of the set of algebraic combinations of the elements a1, . . . , an and their adjoints coincides
with A). Then A is generated by T ∈M(Cn ⊗ A) with
T =
n∑
i=1
ei ⊗ ai,
where {e1, . . . , en} is the standard basis of C
n. More complicated examples of C∗-algebras gener-
ated by quantum families of multipliers are given in [49, Section 4]. In this paper we will be mostly
interested in examples of this situation arising from representations of locally compact quantum
groups to be studied in Subsection 1.2, Section 2 and Section 3.
Remark 1.3. Let H and K be Hilbert spaces and consider C∗-algebras A1,A2 ⊂ B(H) and C ⊂ B(K).
Suppose that T ∈ B(K ⊗ H) is such that T ∈ M(C ⊗ A1) ∩M(C ⊗ A2) and T generates both A1
and A2. Then A1 = A2, as the identity representation of A1 is a morphism in Mor(A1,A2), and
similarly the identity representation of A2 is a morphism in Mor(A2,A1). This argument appeared
already in [49].
Usually it is difficult to check that a given T ∈ M(C⊗A) generates A. For the needs of this paper
it will be very useful to apply the following criterion. Note that if T ∈ M(C⊗ A) and C ⊂ B(H),
then each functional ω ∈ B(H)∗ defines an element of C
∗, so that, in particular, (ω⊗ id)(T ) ∈M(A)
([24, Proposition 8.3], [25, Lemma A.3]).
Lemma 1.4. Let A and C be C∗-algebras with C ⊂ B(H) for a Hilbert space H. Let T ∈M(C⊗A)
be unitary and define
S =
{
(ω ⊗ id)(T ) ω ∈ B(H)∗
}
⊂M(A).
If S ⊂ A and S generates A (as a subset of the C∗-algebra A) then T ∈M(C⊗ A) generates A.
Proof. Let K be a Hilbert space and let ρ be a representation of A on K such that (id ⊗ ρ)(T ) ∈
M(C ⊗ B) for a certain C∗-algebra B ⊂ B(K). It is easily seen that ρ(S) ⊂ M(B), which implies
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that ρ(A) ⊂M(B) because S generates A. Furthermore(
ρ(S)B
)—‖·‖
=
{
ρ
(
(c · ω ⊗ id)(T )
)
b c ∈ C, b ∈ B, ω ∈ B(H)∗
}—‖·‖
=
{
(ω ⊗ id)
(
(id⊗ ρ)(T ) (c⊗ b)
)
c ∈ C, b ∈ B, ω ∈ B(H)∗
}—‖·‖
=
{
(ω ⊗ id)(c⊗ b) c ∈ C, b ∈ B, : ω ∈ B(H)∗
}—‖·‖
= B,
where in the first equality we used the formula (1.2) and in the last one we used the fact that
(id⊗ ρ)(T ) is unitary in M(C⊗ B). This shows that ρ ∈ Mor(A,B) and ends the proof. 
Remark 1.5. Sometimes it is important to use the notion of a C∗-algebra generated by a quantum
family of multipliers in a different version. More precisely let A and C be C∗-algebras and let
T ∈ M(A ⊗ C) (note the different order of tensor factors from the one in Definition 1.2). We
will say that T ∈ M(A ⊗ C) generates A if σ(T ) ∈ M(C ⊗ A) generates A in the sense described
in Definition 1.2. It can happen that a given T ∈ M(C ⊗ A) generates A and at the same time
T ∈ M(C⊗A) generates C. Coming back to the analogy with classical situation we would say that
in the first statement T is a quantum family of multipliers of A labeled by the spectrum of C and
in the second statement T is a quantum family of multipliers of C labeled by the spectrum of A.
Throughout the paper we will use the so-called leg-numbering notation. This is explained in a
number of texts on quantum groups, e.g. [33, 2].
1.2. Locally compact quantum groups and their universal versions. For the theory of
locally compact quantum groups we refer the reader to [23] and to [25] for an equivalent approach
with different initial axioms. Most results of this paper are true in a potentially more general
setting of quantum groups defined by modular multiplicative unitaries ([39, 40, 27]), but we will
stay within the theory of Kustermans and Vaes. For a locally compact quantum group G the
corresponding C∗-algebra of “continuous functions on G vanishing at infinity” will be denoted by
C0(G). This C
∗-algebra is equipped with a comultiplication ∆G ∈ Mor
(
C0(G),C0(G) ⊗ C0(G)
)
.
There is also the reduced bicharacter WG ∈ M
(
C0(Ĝ) ⊗ C0(G)
)
(see [17, Page 53]), where Ĝ
denotes the dual of G. The Haar weights provide a realization of both C0(G) and C0(Ĝ) on the
Hilbert space L2(G). Then WG ∈ B
(
L2(G) ⊗ L2(G)
)
is a multiplicative unitary ([2]) called the
Kac-Takesaki operator of G ([25]). The comultiplication is then implemented by WG:
∆G(f) = W
G(f ⊗ 1)(WG)∗
for all f ∈ C0(G) (note that we are using the conventions of [2, 50, 25, 40, 27] favoring right Haar
weights over left ones). The embedding of C0(G) into B
(
L2(G)
)
defines also the von Neumann
algebra L∞(G) as C0(G)
′′. Moreover we have
C0(G) =
{
(ω ⊗ id)(WG) ω ∈ B
(
L2(G)
)
∗
}—‖·‖
. (1.3)
In fact C0(G) is generated by the quantum family W
G ∈M
(
C0(Ĝ)⊗C0(G)
)
in the sense described
in Definition 1.2 ([50]). Moreover the C∗-algebra C0(Ĝ) is generated by quantum family W
G ∈
M
(
C0(Ĝ)⊗ C0(G)
)
(note the difference, cf. Remark 1.5).
The dense subspace
AG =
{
(ω ⊗ id)(WG) ω ∈ B
(
L2(G)
)
∗
}
⊂ C0(G) (1.4)
(no closure) is called the Fourier algebra of G ([9, Section 8]). Note that the vector space AG is
indeed a subalgebra of C0(G) ([2, Proposition 1.4]). We will identify the quotient of B
(
L2(G)
)
∗
by the functionals which vanish on C0(G) with L
∞(G)∗. It is clear that one can use this space of
functionals instead of B
(
L2(G)
)
∗
in all formulas of the form (1.4) or (1.3).
Lemma 1.6. Let G be a quantum group and let η ∈ C0(G)
∗ be non-zero. Then (id ⊗ η)(WG) ∈
M
(
C0(Ĝ)
)
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Proof. If η 6= 0 then it must be non-zero on the norm dense set AG. Therefore there is a normal
functional ω on B
(
L2(G)
)
such that η
(
(ω ⊗ id)(WG)
)
6= 0. Consequently
ω
(
(id⊗ η)(WG)
)
6= 0
which clearly implies that (id⊗ η)(WG) 6= 0. 
The first consequence of Lemma 1.6 is that AG is isomorphic as a vector space to L
∞(Ĝ)∗; in
particular it is a Banach space with the norm transported from L∞(Ĝ)∗. Indeed this is the point
of view of classical harmonic analysis ([12]). We will view the Fourier algebra both as a Banach
space and a subspace of C0(G).
The universal object related to G is a C∗-algebra which we will denote by Cu0(G), endowed with
a comultiplication ∆u
G
∈ Mor
(
Cu0(G),C
u
0(G) ⊗ C
u
0(G)
)
. This object was introduced and analyzed
in [22]. In the more general setting of quantum groups defined by modular multiplicative unitaries
the universal C∗-algebra corresponding to G is studied in [40, Section 5]. The reduced bicharacter
lifts to the universal level, i.e. we have the universal bicharacter
V V
G ∈M
(
Cu0(Ĝ)⊗ C
u
0(G)
)
([22, Proposition 3.8] and [27, Proposition 4.8]). Following the conventions of [40] the reducing mor-
phisms for G and Ĝ will be denoted by ΛG ∈ Mor
(
Cu0(G),C0(G)
)
and Λ
Ĝ
∈ Mor
(
Cu0(Ĝ),C0(Ĝ)
)
respectively (see [40, Definition 35]). We have
(Λ
Ĝ
⊗ ΛG)(V V
G) = WG. (1.5)
The elements (id⊗ ΛG)(V V
G) and (Λ
Ĝ
⊗ id)(V VG) will be denoted by
W
G ∈ M
(
Cu0(Ĝ)⊗ C0(G)
)
and WG ∈ M
(
C0(Ĝ)⊗ C
u
0(G)
)
(1.6)
respectively. We have
Cu0(G) =
{
(ω ⊗ id)( WG) ω ∈ B
(
L2(G)
)
∗
}—‖·‖
(1.7)
([40, Formula (5.14)]) and consequently the C∗-algebra Cu0(G) is generated by the quantum family
W
G ∈ M
(
C0(Ĝ)⊗ C
u
0(G)
)
(by Lemma 1.4, cf. [40] and Proposition 2.1).
The universal dual is determined by the quantum group G only up to isomorphism, so when ΛG
is an isomorphism (i.e. G is coamenable) then we can declare that Cu0(G) = C0(G) and ΛG = id.
Then
V V
G = WG and WĜ = WĜ.
Similarly, when Ĝ is coamenable then
V V
Ĝ = WĜ and WG = WG. (1.8)
Note that quantum groups which are classical (i.e. quantum groups G for which C0(G) is com-
mutative) are always coamenable.
Proposition 1.7. Let G be a locally compact quantum group. Then the reducing map ΛG is
injective on the subspace {
(id⊗ η)(WĜ) η ∈ B
(
L2(Ĝ)
)
∗
}
. (1.9)
The proof is obvious:(
(id⊗ η)(WĜ) 6= 0
)
=⇒
(
η 6= 0
)
=⇒
(
(id⊗ η)(WĜ) 6= 0
)
by Lemma 1.6 applied to Ĝ. Note that Proposition 1.7 can be viewed as a generalization of the
very useful [51, Proposition 3.2]. The image of ΛG on the subspace (1.9) is exactly the Fourier
algebra AG. It follows that ΛG
(
Cu0(G)
)
= C0(G).
The Fourier-Stieltjes algebra of G is the space
BG =
{
(η ⊗ id)(V VG) η ∈ Cu0(Ĝ)
∗
}
⊂ M
(
Cu0(G)
)
(see [9, Section 8], note that in that paper BG was embedded into M
(
C0(G)
)
and not into
M
(
Cu0(G)
)
). A reasoning analogous to that in the proof of Lemma 1.6 shows that BG is isomorphic
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as a vector space to Cu0(Ĝ)
∗. Indeed, as
{(
id ⊗ [ω◦ΛG]
)
(WG) ω ∈ L∞(G)∗
}
is dense in Cu0(Ĝ)
([40, Section 5]), a non-zero η must be non-zero on some element of the form
(
id⊗ [ω◦ΛG]
)
(WG),
so (ω◦ΛG)
(
(η ⊗ id)(V VG)
)
6= 0. In particular (η ⊗ id)(V VG) 6= 0.
In what follows we shall utilize both pictures of AG and BG — as Banach spaces of functionals
and at the same time as (non-closed) subspaces of C0(G) and M
(
Cu0(G)
)
respectively.
A quantum group G is compact if the C∗-algebra C0(G) is unital. In this case we write C(G)
instead of C0(G). Dually, G is discrete if Ĝ is compact. In this case C0(G) is a c0-direct sum
of matrix algebras and we write c0(G) instead of C0(G). We also write in this case ℓ
∞(G) for
L∞(G). Discrete quantum groups are always coamenable ([33]). We refer to [51] for the complete
account of the theory of compact quantum groups and to [33, Section 3] for a thorough treatment
of discrete quantum groups.
Finally let us mention that on the level of bicharacters the duality between G and Ĝ is imple-
mented by the tensor flip and the adjoint operation:
V V
Ĝ = σ(V VG)∗. (1.10)
It follows that
W
Ĝ = σ(WG)∗ and WĜ = σ(WG)∗.
1.3. Homomorphisms of locally compact quantum groups. LetG and H be locally compact
quantum groups. In [27] it is shown that the following three classes of objects are in a one-to-one
correspondence:
(1) strong quantum homomorphisms : morphisms
π ∈Mor
(
Cu0(G),C
u
0(H)
)
such that
(π ⊗ π)◦∆uG = ∆
u
H◦π;
(2) bicharacters (from H to G): unitaries
V ∈M
(
C0(Ĝ)⊗ C0(H)
)
such that
(∆
Ĝ
⊗ idC0(H))(V ) = V23V13,
(idC0(Ĝ) ⊗∆H)(V ) = V12V13.
(1.11)
(3) right quantum homomorphisms : morphisms
ρ ∈ Mor
(
C0(G),C0(G)⊗ C0(H)
)
such that
(∆G ⊗ id)◦ρ = (id⊗ ρ)◦∆G,
(id⊗∆H)◦ρ = (ρ⊗ id)◦ρ.
All these should be thought of as alternative descriptions of a fixed homomorphism from H to
G. Note that the reduced bicharacter WG of G introduced in Subsection 1.2 is a bicharacter from
G to G in the above sense and describes the identity homomorphism. Sometimes, to simplify the
language, we will refer to a strong quantum homomorphism π as above as a homomorphism from
H to G. A strong quantum homomorphism π is related to the bicharacter V via the formula
V =
(
Λ
Ĝ
⊗ [ΛH◦π]
)
(V VG), (1.12)
while the right quantum homomorphism ρ is given by
ρ(x) = V (x⊗ 1C0(H))V
∗
for any x ∈ C0(G) ⊂ B
(
L2(G)
)
.
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One can also check (see [27, Lemma 3.4]) that for a unitary V ∈ M
(
C0(Ĝ) ⊗ C0(H)
)
the
conditions (1.11) are equivalent to the following “twisted” pentagonal equations:
V23W
G
12 = W
G
12V13V23, in M
(
C0(Ĝ)⊗K
(
L2(G)
)
⊗ C0(H)
)
, (1.13a)
WH23V12 = V12V13W
H
23, in M
(
C0(Ĝ)⊗K
(
L2(H)
)
⊗ C0(H)
)
. (1.13b)
The next result, namely [27, Proposition 3.14], describes in the simplest way the construction
of the dual homomorphisms (cf. (1.11)).
Proposition 1.8. If V is a bicharacter from H to G, the unitary V̂ = σ(V ∗) ∈ M
(
C0(H)⊗C0(Ĝ)
)
is a bicharacter from Ĝ to Ĥ.
Proposition 1.8 makes possible the following definition:
Definition 1.9. Let π be a morphism from H to G with corresponding bicharacter V . Then the
strong quantum homomorphism defined by V̂ is called the dual of π and will be denoted by π̂, so
that π̂ ∈ Mor
(
Cu0(Ĥ),C
u
0(Ĝ)
)
.
Let us note the most fundamental equality relating π to π̂ (and determining π̂ uniquely) con-
tained in [27, Theorem 4.15]:
(id⊗ π)(V VG) = (π̂ ⊗ id)(V VH). (1.14)
By applying (Λ
Ĝ
⊗ ΛH) to both sides and using (1.12) we obtain(
Λ
Ĝ
⊗ [ΛH◦π]
)
(V VG) = V =
(
[Λ
Ĝ
◦π̂]⊗ ΛH
)
(V VH). (1.15)
Moreover if π1 and π2 are strong quantum homomorphisms associated with homomorphisms from
G1 to G2 and from G2 to G3 respectively then
π̂2◦π̂1 = π̂1◦π2, (1.16)
since (1.14) characterizes the dual strong quantum homomorphism. Thus if π is an isomorphism
of C∗-algebras then so is π̂.
Theorem 1.10. Let G and H be locally compact quantum groups. Consider a homomorphism
from H to G such that the corresponding π ∈ Mor
(
Cu0(G),C
u
0(H)
)
is an isomorphism, i.e. π is
a one-to-one map from Cu0(G) onto C
u
0(H). Then there exists an isomorphism πr of C0(G) onto
C0(H) such that πr◦ΛG = ΛH◦π.
Theorem 1.10 says that isomorphisms in the category of locally compact quantum groups con-
sidered in [27] drop down to C∗-algebraic isomorphisms of the reduced level. In what follows we
will refer to this situation by simply saying that G and H are isomorphic. A proof of this result
may be given along the lines of [22, Proposition 8.7] (cf. also [22, Proposition 7.1]). In Section 3
we will give a short proof of Theorem 1.10 using representation theory of locally compact quantum
groups and techniques developed in this paper. Let us note that these techniques make no use of
the existence of Haar weights and are equally applicable to quantum groups arising from modular
multiplicative unitaries.
2. Representations of locally compact quantum groups
In this section we recall some basic notions of the representation theory of locally compact quan-
tum groups ([2], [40, Section 3]) and establish alternative characterizations of quasi-equivalence of
two representations of a given quantum group (Theorem 2.2).
Let G be a locally compact quantum group and let H be a Hilbert space. A strongly continuous
unitary representation of G on H is a unitary element U ∈M
(
K(H)⊗ C0(G)
)
such that
(id⊗∆G)(U) = U12U13.
We will usually write simply of “representations of G”. Moreover the Hilbert space H will be
usually decorated by the subscript U , so that U ∈ M
(
K(HU )⊗ C0(G)
)
.
For such a representation U of G the subspace
AU =
{
(id⊗ ω)(U) ω ∈ L∞(G)∗
}—‖·‖
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is a non-degenerate C∗-subalgebra of B(H) (it was denoted “BU” in [40]). In fact U is a multiplier
of AU ⊗ C0(G) and the quantum family U ∈ M
(
AU ⊗ C0(G)
)
generates AU ([50, 40]).
We will also use at some point the notation
AU =
{
(id⊗ ω)(U) ω ∈ L∞(G)∗
}
.
It is easy to check that AU is an algebra — this is a quantum group analogue of the “Fourier
space of a representation” defined in [1, Definition (2.1)]; note for example that AWG is the Fourier
algebra A
Ĝ
of Ĝ. Observe further that a bicharacter from H to G is a representation of H on L2(G)
and it follows from Proposition 1.8 that V̂ is a representation of Ĝ on L2(H).
The generating property for representations can be reformulated in terms of their slices. In the
following proposition note the use of the notion of a C∗-algebra generated by a quantum family
of multipliers in the version described in Remark 1.5.
Proposition 2.1. Let U be a representation of G on a Hilbert space H and let A be a non-
degenerate C∗-subalgebra of B(H). Assume that U ∈ M
(
A ⊗ C0(G)
)
. Then the following are
equivalent:
(1) U ∈M
(
A⊗ C0(G)
)
generates A;
(2) A = AU .
Proof. A direct consequence of the fact that U generates AU and Remark 1.3 (cf. [40, Subsection
3.5]). 
The standard notions of representation theory were all collected in [40, Section 3].
• Two representations U and V of G are equivalent if there exists a unitary operator T ∈
B(HU ,HV ) such that
(T ⊗ 1)U = V (T ⊗ 1).
• If H is a Hilbert space then the trivial representation of G on H is
IH = 1B(H) ⊗ 1C0(G) ∈M
(
K(H)⊗ C0(G)
)
.
• The tensor product of two representations U and V is the representation
U ⊤V ∈M
(
K(HU ⊗ HV )⊗ C0(G)
)
defined by
U ⊤V = U13V23.
• Representation U and V are quasi-equivalent if there exists a Hilbert space H such that
IH
⊤U and IH ⊤V are equivalent ([40, Proposition 13]).
The following theorem will be crucial in the next section, when we analyze a definition of a
closed quantum subgroup proposed in [43]. The implication (1)⇒(2) is [40, Corollary 15].
Theorem 2.2. Let U and V be representations of G on HU and HV respectively. The following
three conditions are equivalent:
(1) U is quasi-equivalent to V ;
(2) there exists a (necessarily unique) normal ∗-isomorphism γ : A′′U → A
′′
V such that
(γ ⊗ id)(U) = V ;
(3) we have{
(η ⊗ idB(L2(G)))(U) η ∈ B(HU )∗
}
=
{
(µ⊗ idB(L2(G)))(V ) µ ∈ B(HV )∗
}
. (2.1)
Proof. (1)⇒(2). Suppose that U and V are quasi-equivalent. Let K be a Hilbert space and let
T : K⊗ HU → K⊗ HV be a unitary such that
T12U23T
∗
12 = V23. (2.2)
Take ω ∈ B
(
L2(G)
)
∗
and put x = (id ⊗ ω)(U) and y = (id ⊗ ω)(V ). Equation (2.2) shows that
T (1K⊗ x)T
∗ = 1K⊗ y. This implies that T (1K⊗A
′′
U )T
∗ ⊂ 1K⊗¯A
′′
V . Applying a similar argument
in the converse direction we observe that actually T (1K ⊗ A
′′
U )T
∗ = 1K⊗¯A
′′
V so there exists a
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normal ∗-isomorphism γ : A′′U → A
′′
V such that 1K ⊗ γ(x) = T (1K ⊗ x)T
∗ for all x ∈ A′′U . Using
equation (2.2) we see that (γ ⊗ id)(U) = V .
(2)⇒(1). Let γ : A′′U → A
′′
V be an normal ∗-isomorphism such that (γ ⊗ id)(U) = V . It is a
well known fact (see e.g. [7, Theorem III.2.2.8]) that γ is of the form 1K ⊗ γ(x) = T (1K ⊗ x)T
∗
for some Hilbert space K and a unitary operator T : K ⊗ HU → K ⊗ HV . It is then easy to check
that T12U23T
∗
12 = V23, which proves the quasi-equivalence of U and V .
(2)⇒(3). Since for any µ ∈ B(HV )∗ the composition µ◦γ is a normal functional on A
′′
V , there
exists η ∈ B(HV )∗ such that µ◦γ = η
∣∣
A′′
V
. This shows that{
(η ⊗ idB(L2(G)))(U) ω ∈ B(HU )∗
}
⊃
{
(µ⊗ idB(L2(G)))(V ) µ ∈ B(HV )∗
}
.
Exchanging the roles of U and V we get the opposite inclusion; hence (3) follows.
(3)⇒(2). Let κ˜ be the extension of the antipode κ of G to an unbounded operator acting
on M
(
C0(G)
)
(see [50, Theorem 1.6]). Recall that κ˜ is a densely defined operator acting on its
domain D(κ˜) ⊂M
(
C0(G)
)
such that for any representation U ∈ M
(
K(HU )⊗C0(G)
)
of G and any
η ∈ B(HU )∗ we have (η ⊗ id)(U) ∈ D(κ˜) and
κ˜
(
(η ⊗ id)(U)
)
= (η ⊗ id)(U∗). (2.3)
Consider the set X ⊂ L∞(G)∗ defined so that ω ∈ X if and only if ω
∗◦ κ˜ extends to a bounded
normal functional on L∞(G). Define further AXU =
{
(id ⊗ ω)(U) ω ∈ X
}
. Equation (2.3) and
the fact that U is a representation ensures that AXU is a weakly dense ∗-subalgebra of A
′′
U .
Let us define a map γ0 : A
X
U → A
′′
V by the following formula:
γ0
(
(id⊗ ω)(U)
)
= (id⊗ ω)(V ), ω ∈ X.
Fix ω ∈ X . Since V ∈ M
(
AV ⊗ C0(G)
)
, the expression (id ⊗ ω)(V ) makes sense. Moreover if
(id ⊗ ω)(U) = 0 then for any η ∈ B(HU )∗ we have ω
(
(η ⊗ id)(U)
)
= 0 and by our assumption
ω
(
(µ ⊗ id)(V )
)
= 0 for any µ ∈ B(HV )∗. The last property means that (id ⊗ ω)(V ) = 0 and
shows that γ0 is well-defined (cf. Lemma 1.6). It can be checked that γ0 is a ∗-homomorphism,
for example
γ0
(
(id⊗ ω)(U)
)∗
=
(
(id⊗ ω)(V )
)∗
=
(
id⊗ [ω∗◦κ˜]
)
(V ) = γ0
((
(id⊗ ω)(U)
)∗)
.
In the next step we shall show that γ0 may be extended to a normal ∗-isomorphism γ : A
′′
U → A
′′
V .
Take x ∈ AU . Using Kaplansky’s density theorem, we may find a bounded net (xi)i∈I of elements
in AXU , say xi = (id ⊗ ωi)(U) with ωi ∈ X such that w-lim
i∈I
xi = x. Let M ∈ R+ be the
corresponding bound: ‖xi‖ ≤M . In what follows we shall prove that
(
γ0(xi)
)
i∈I
weakly converges
to a certain element y ∈ A′′V . Take now µ ∈ (A
′′
V )∗. For each i ∈ I we have µ
(
γ0(xi)
)
=
ωi
(
(µ⊗ id)(V )
)
. For η ∈ (A′′U )∗ such that (µ⊗ id)(V ) = (η ⊗ id)(U) we obtain µ
(
γ0(xi)
)
= η(xi).
In particular
∣∣µ(γ0(xi))∣∣ ≤M‖η‖ and lim
i∈I
µ
(
γ0(xi)
)
= η(x). Interpreting A′′V as the dual of (A
′′
V )∗
we conclude that the family
(
γ0(xi)
)
i∈I
of functionals on (A′′V )∗ is pointwise bounded. By the
Banach-Steinhaus theorem it is norm bounded. Let N ∈ R+ be a bound:
∥∥γ0(xi)∥∥ ≤ N for all
i ∈ I. Noting that the map (A′′V )∗ ∋ µ 7→ lim
i∈I
µ
(
γ0(xi)
)
∈ C is a bounded functional with the
norm not greater than N we conclude the existence of y ∈ A′′V , such that y = w-lim
i∈I
γ0(xi). This
enables us to define the aforementioned extension by putting γ(x) = y. If xi −−→
i∈I
0 then for each
µ as above lim
i∈I
µ
(
γ0(xi)
)
= lim
i∈I
η(xi) = 0, so that y = 0. This implies that γ is well defined.
The equality γ(x∗) = γ(x)∗ for any x ∈ AXU and the fact that the star operation is weakly
continuous imply that γ(x∗) = γ(x)∗ for any x ∈ A′′U . We will now show using once again (2.1)
that for any x, x′ ∈ A′′U we have γ(xx
′) = γ(x)γ(x′). Note that, in the notation of the previous
paragraph, for any i ∈ I we have µ
(
γ0(xi)
)
= η(xi) for a certain η ∈ (A
′′
U )∗. Passing to the limit
we get µ
(
γ(x)
)
= η(x), for any x ∈ A′′U . Note also that
(η · x)(x′i) = η(xx
′
i) = µ
(
γ(xx′i)
)
=
(
µ · γ(x)
)(
γ(x′i)
)
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for any x, x′i ∈ A
X
U . Again, passing to the limit, we get
(η · x)(x′) =
(
µ · γ(x)
)(
γ(x′)
)
for any x ∈ AXU and x
′ ∈ A′′U . Replacing x ∈ A
X
U with a bounded, weakly convergent net (xi) of
elements of AXU and passing to the limit yields (η · x)(x
′) =
(
µ · γ(x)
)(
γ(x′)
)
for any x, x′ ∈ A′′U .
Finally we compute:
µ
(
γ(xx′)
)
= η(xx′) = (η · x)(x′) =
(
µ · γ(x)
)(
γ(x′)
)
= µ
(
γ(x)γ(x′)
)
which shows that γ(xx′) = γ(x)γ(x′) for any x, x′ ∈ A′′U .
Exchanging the roles of U and V leads to the inverse ∗-homomorphism γ−1 : A′′V → A
′′
U . This
shows that γ is normal, since isomorphisms of von Neumann algebras are automatically normal
([41, Corollary 3.10, page 135]). 
It was shown in [40] that a unitary representation U of G is quasi-equivalent to WG if it is
right absorbing, i.e. for any other representation V of G the tensor product V ⊤U is equivalent to
IHV
⊤U (this can be viewed as a version of the Fell absorption principle). We finish the section
with a proposition which describes relation between quasi-equivalence of a given representation U
of G with WG and the fact that U ∈ M
(
K(HU )⊗ C0(G)
)
generates C0(G).
Proposition 2.3. Let U be a representation of G quasi-equivalent to WG. Then the unitary
element U ∈ M
(
AU ⊗ C0(G)
)
generates C0(G). On the other hand a representation U which
generates C0(G) need not be quasi-equivalent to W
G (even when G is a locally compact group).
Proof. From Theorem 2.2(3) it follows that{
(ω ⊗ idB(L2(G)))(U) ω ∈ B(HU )∗
}
=
{
(µ⊗ idB(L2(G)))(W
G) µ ∈ B
(
L2(G)
)
∗
}
.
Since for Y =
{
(µ ⊗ idB(L2(G)))(W
G) µ ∈ B
(
L2(G)
)
∗
}
we have Y = C0(G), we see that Y
generates C0(G) as a C
∗-algebra. Lemma 1.4 implies that U ∈M
(
AU ⊗C0(G)
)
generates C0(G).
For the second part it suffices to observe the following fact: let U1 and U2 be representations
of a locally compact quantum group G and let U be their direct sum ([40, Subsection 3.3.1]). If
U1 ∈M
(
K(HU1)⊗ C0(G)
)
generates C0(G) then so does U ∈M
(
K(HU1 ⊕ HU2)⊗ C0(G)
)
.
Let G = Z and let U1 and U2 be the regular and trivial representation of G. Then U =
U1 ⊕ U2 ∈ M
(
K(ℓ2(Z) ⊕ C) ⊗ c0(Z)
)
generates c0(Z). It cannot be quasi-equivalent to W
Z, as
then, according to Theorem 2.2, we would have a (normal) ∗-isomorphism between von Neumann
algebras A′′U = L
∞(T) ⊕ C and A′′WZ = L
∞(T). However, the latter algebra is non-atomic, so we
would have a contradiction.

3. Closed quantum subgroups of locally compact quantum groups
This section is central to our paper. We begin by introducing two possible definitions of a closed
quantum subgroup of a given quantum group, the first of which appears in [43] and the second
was suggested to us by S.L. Woronowicz. Then we provide alternative, simplified descriptions for
both of them (Theorems 3.4 and 3.6) and analyze their mutual relations (Theorems 3.5 and 3.7).
We also present here a proof of Theorem 1.10.
The aforementioned definitions are as follows:
Definition 3.1 ([43, Definition 2.5]). Let G, H be locally compact quantum groups. Then H is
said to be a closed quantum subgroup of G in the sense of Vaes if there exists a morphism π from
H to G and a normal injective ∗-homomorphism γ : L∞(Ĥ)→ L∞(Ĝ) such that
γ
∣∣
C0(Ĥ)
◦Λ
Ĥ
= Λ
Ĝ
◦π̂. (3.1)
Definition 3.2 (Woronowicz). Let G, H be locally compact quantum groups. Then H is said to be
a closed quantum subgroup of G in the sense of Woronowicz if there exists a morphism π from H
to G such that the associated bicharacter V ∈M
(
C0(Ĝ)⊗ C0(H)
)
generates C0(H).
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The conditions above take as a starting point a morphism π from H to G. We will sometimes
say that H is a closed quantum subgroup of G in the sense of Vaes (respectively, in the sense of
Woronowicz) via the morphism π. In Section 4 we will explain why when both H and G are locally
compact groups both definitions are equivalent to the classical notion of H being (homeomorphic
to) a closed subgroup of G.
We will see later that the various examples of quantum subgroups considered in the literature
are all closed quantum subgroups in the sense of both Vaes and Woronowicz. The case of compact
and discrete subgroups is treated in Section 6. The non-compact examples of quantum subgroups
in [38, Sections 3 and 4] and those coming from Rieffel deformation presented in [20] are all closed
subgroups in the sense of Vaes and Woronowicz ([20, Section 6], cf. also Theorem 3.5). Another
class of examples is provided by the bicrossed product construction (see e.g. [44, 45]). If (G1,G2)
is a matched pair of locally compact quantum groups in the sense of [45, Definition 2.1] then Ĝ1
is a closed quantum subgroup of the bicrossed product of G1 and G2 both in the sense of Vaes
and Woronowicz.
In the next theorem we note that the definition of Vaes can be reformulated in various simplified
ways (note especially condition (2), which does not assume a priori the existence of a homomor-
phism between H and G). In particular the definition of Vaes-Vainerman ([44, Definition 2.9]) is
equivalent to Definition 3.1.
Theorem 3.3. Let G, H be locally compact quantum groups. Then the following conditions are
equivalent:
(1) H is a closed quantum subgroup of G in the sense of Vaes;
(2) there exists a normal injective ∗-homomorphism γ : L∞(Ĥ)→ L∞(Ĝ) such that
(γ ⊗ γ)◦∆
Ĥ
= ∆
Ĝ
◦γ; (3.2)
(3) there exists a normal injective ∗-homomorphism γ : L∞(Ĥ)→ L∞(Ĝ) such that the unitary
(γ ⊗ id)(WH) ∈ L∞(Ĝ)⊗¯L∞(H) is a bicharacter from H to G — in particular it belongs
to M
(
C0(Ĝ)⊗ C0(H)
)
.
It will become clear from the proof of Theorem 3.3 that the map γ mentioned in point (2) is
the same as the one in (3) and still the same as the map γ from Definition 3.1. Moreover we show
in the proof that γ restricted to C0(Ĥ) is an element of Mor
(
C0(Ĥ),C0(Ĝ)
)
.
Proof of Theorem 3.3. (1)⇒(2) — trivial.
(2)⇒(3). The map γ′ = γ
∣∣
C0(Ĥ)
is naturally a representation of the C∗-algebra C0(Ĥ) on L
2(G).
Consider the unitary V = (γ′ ⊗ id)(WH) ∈ M
(
K
(
L2(G)
)
⊗ C0(H)
)
. Applying γ ⊗ γ ⊗ id to both
sides of the equality
(∆
Ĥ
⊗ id)(WH) = WH23W
H
13
(viewed as an equality of operators in L∞(Ĥ) ⊗¯L∞(Ĥ) ⊗¯L∞(H)) and using the equation (3.2) we
see that
V13 = (W
G
12)
∗V23W
G
12V
∗
23. (3.3)
The right side of the above expression belongs to M
(
C0(Ĝ) ⊗ K
(
L2(G)
)
⊗ C0(H)
)
and V13 has
legs only in the first and third tensor factor. Thus V ∈ M
(
C0(Ĝ) ⊗ C0(H)
)
. Note that (3.3) is
precisely (1.13a). The application of γ ⊗ id⊗ id to the pentagonal equation for WH implies that
(1.13b) holds and V is a bicharacter.
(3)⇒(1). Note first that as V ∈M
(
C0(Ĝ)⊗ C0(H)
)
, it follows that
γ′ = γ
∣∣
C0(Ĥ)
∈Mor
(
C0(Ĥ),C0(Ĝ)
)
because WH ∈M
(
C0(Ĥ)⊗ C0(H)
)
generates C0(Ĥ).
Let π ∈ Mor
(
Cu0(G),C
u
0(H)
)
be the strong quantum homomorphism associated with the bichar-
acter V and let π̂ ∈Mor
(
Cu0(Ĥ),C0(Ĝ)
)
be the dual quantum homomorphism. Then on one hand
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we have (recall the dependencies between V , V̂ and π̂ listed in Subsection 1.3)
(id⊗ γ′)(WĤ) = V̂
and on the other hand
V̂ =
(
ΛH ⊗ [ΛĜ◦π̂]
)
(V VĤ).
(this is (1.15) combined with (1.10)). Comparing the above and using the fact that
WĤ = (ΛH ⊗ ΛĤ)(V V
Ĥ)
(i.e. (1.5) for the quantum group Ĥ) we obtain(
ΛH ⊗ [γ
′◦Λ
Ĥ
]
)
(V VĤ) =
(
ΛH ⊗ [ΛĜ◦π̂]
)
(V VĤ).
This can be rewritten as (
id⊗ [γ′◦Λ
Ĥ
]
)
( WĤ) =
(
id⊗ [Λ
Ĝ
◦π̂]
)
( WĤ).
and upon application of (ω ⊗ id) with ω ∈ B
(
L2(H)
)
∗
yields
(γ′◦Λ
Ĥ
)
(
(ω ⊗ id)( WĤ)
)
= (Λ
Ĝ
◦π̂)
(
(ω ⊗ id)( WĤ)
)
for any such ω. By (1.7) this implies that (3.1) holds. This ends the proof. 
Theorem 3.3 and a straightforward application of Theorem 2.2 yields the following result.
Theorem 3.4. Let G, H be locally compact quantum groups and suppose that V ∈ M
(
C0(Ĝ) ⊗
C0(H)
)
is a bicharacter describing a morphism π from H to G. Then the following conditions are
equivalent:
(1) H is a closed quantum subgroup of G in the sense of Vaes via the morphism π;
(2) the bicharacter V is quasi-equivalent to WH (as a representation of H);
(3) AV̂ = AWĤ .
Proof. The equivalence of (2) and (3) follows immediately from Theorem 2.2, as the sets appearing
in (3) here coincide with the analogous sets in condition (3) of that theorem (recall that V̂ = σ(V ∗),
WĤ = σ(WH)∗). The equivalence of (1) and (2) follows again from Theorem 2.2 and (the proof
of) Theorem 3.3. 
It now follows from Theorem 3.4 and Proposition 2.3 that there is a natural relation between
Definitions 3.1 and 3.2.
Theorem 3.5. If H is a closed quantum subgroup of G in the sense of Vaes, it is also a closed
quantum subgroup of G in the sense of Woronowicz.
Proof. Immediate consequence of Theorem 3.4 and Proposition 2.3. 
It is not clear if Definitions 3.1 and 3.2 are equivalent; in other words, whether Theorem 3.5
admits the converse. This would follow if we could show that a bi-character U ∈M
(
C0(Ĝ)⊗C0(H)
)
describing a homomorphism from H to G which generates C0(H) must be quasi-equivalent to W
H
(the example in Proposition 2.3 showed it need not be the case if we only assume that U is
a representation of H). In the following sections we will show that in fact the equivalence of
Definitions 3.1 and 3.2 holds in many natural cases.
Now we show that Definition 3.2 also admits several natural equivalent reformulations. We
collect them in the next theorem.
Theorem 3.6. Let G, H be locally compact quantum groups and consider a homomorphism from
H to G described by a bicharacter V ∈ M
(
C0(Ĝ) ⊗ C0(H)
)
, a strong quantum homomorphism
π ∈ Mor
(
Cu0(G),C
u
0(H)
)
and a right quantum homomorphism ρ ∈ Mor
(
C0(G),C0(G) ⊗ C0(H)
)
.
Then the following conditions are equivalent (recall that V̂ := σ(V )∗ is a representation of Ĝ):
(1) V ∈M
(
C0(Ĝ)⊗C0(H)
)
generates C0(H) (in other words H is a closed quantum subgroup
of G in the sense of Woronowicz);
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(2) AV̂ = C0(H);
(3) the right quantum homomorphism ρ is strongly non-degenerate:
ρ
(
C0(G)
)(
C0(G)⊗ 1C0(H)
)
= C0(G)⊗ C0(H) (3.4)
(in particular the left hand side of (3.4) is contained in the right hand side);
(4) π
(
Cu0(G)
)
= Cu0(H);
(5) (ΛH◦π)
(
Cu0(G)
)
= C0(H).
Proof. (1)⇔(2). This follows from Proposition 2.1 and an obvious fact that V ∈M
(
C0(Ĝ)⊗C0(H)
)
generates C0(H) if and only if V̂ ∈M
(
C0(H)⊗ C0(Ĝ)
)
generates C0(H) (cf. Remark 1.5).
(2)⇔(3). We compute:
ρ
(
C0(G)
)(
C0(G)⊗ 1
)
=
{
V
(
(x · ω ⊗ id)(WG)∗ ⊗ 1
)
V ∗(y ⊗ 1) x ∈ C0(Ĝ), y ∈ C0(G), ω ∈ B
(
L2(G)
)
∗
}—‖·‖
=
{
(ω ⊗ id⊗ id)
(
V23(W
G
12)
∗V ∗23(x⊗ y ⊗ 1)
)
x ∈ C0(Ĝ), y ∈ C0(G), ω ∈ B
(
L2(G)
)
∗
}—‖·‖
=
{
(ω ⊗ id⊗ id)
(
V ∗13(W
G
12)
∗(x⊗ y ⊗ 1)
)
x ∈ C0(Ĝ), y ∈ C0(G), ω ∈ B
(
L2(G)
)
∗
}—‖·‖
=
{
(ω ⊗ id⊗ id)
(
V ∗13(x ⊗ y ⊗ 1)
)
x ∈ C0(Ĝ), y ∈ C0(G), ω ∈ B
(
L2(G)
)
∗
}—‖·‖
= C0(G)⊗
{
(ω ⊗ id)(V ) ω ∈ B
(
L2(G)
)
∗
}—‖·‖
= C0(G)⊗ AV̂
In the third equality we used the bicharacter property of V (Eq. (1.13a)) and in the fourth equality
we used the fact that WG ∈ M
(
C0(Ĝ) ⊗ C0(G)
)
is unitary. The above computation shows that
AV̂ = C0(H) if and only if ρ
(
C0(G)
)(
C0(G)⊗ 1
)
= C0(G)⊗ C0(H).
(2)⇔(5). Taking into account (1.7), (1.6) and (1.12) we find that V =
(
id⊗ [ΛH◦π]
)
( WG) and
(ΛH◦π)
(
(ω ⊗ id)( WG)
)
= (ω ⊗ id)(V ). (3.5)
Thus
(ΛH◦π)
(
Cu0(G)
)
= (ΛH◦π)
({
(ω ⊗ id)( WG) ω ∈ B
(
L2(G)
)
∗
}—‖·‖)
=
{
(ΛH◦π)
(
(ω ⊗ id)( WG)
)
ω ∈ B
(
L2(G)
)
∗
}—‖·‖
= AV̂ .
(4)⇔(5). Since (4)⇒(5) is clear, it remains to show the converse implication. Consider the
universal lift of V u ∈ M
(
C0(Ĝ) ⊗ C
u
0(H)
)
defined as V u = (id ⊗ π)( WG), cf. [27, Section 4]. To
show the desired implication it suffices to establish the following equality:{
(ω ⊗ id)(V u) ω ∈ B
(
L2(G)
)
∗
}—‖·‖
= Cu0(H)
(cf. the proof of (2)⇔(5)). Noting that1
V u13 = V
∗
12 W
H
23V12( W
H
23)
∗ (3.6)
we compute:{
(ω ⊗ id)(V u) ω ∈ B
(
L2(G)
)
∗
}—‖·‖
=
{
(ω ⊗ µ⊗ id)
(
V ∗12 W
H
23V12( W
H
23)
∗
)
ω ∈ B
(
L2(G)
)
∗
, µ ∈ B
(
L2(H)
)
∗
}—‖·‖
=
{
(ω ⊗ µ⊗ id)
(
W
H
23V12( W
H
23)
∗
)
ω ∈ B
(
L2(G)
)
∗
, µ ∈ B
(
L2(H)
)
∗
}—‖·‖
=
{
(η ⊗ µ⊗ id)
(
W
H
23W
H
12( W
H
23)
∗
)
η ∈ B
(
L2(H)
)
∗
, µ ∈ B
(
L2(H)
)
∗
}—‖·‖
=
{
(η ⊗ µ⊗ id)(WH12 W
H
13) η ∈ B
(
L2(H)
)
∗
, µ ∈ B
(
L2(H)
)
∗
}—‖·‖
=
{
(η · x⊗ id)( WH13) η ∈ B
(
L2(H)
)
∗
, x ∈ C0(Ĥ)
}—‖·‖
= Cu0(H).
1To prove (3.6) we first note that we have (∆
Ĥ
⊗id) WH = WH
13
W
H
23
as WH is the unique lift of WH to a bicharacter
in M
(
C0(Ĥ)⊗ Cu0(H)
)
described in [27, Proposition 4.14]. This can be rewritten as WH
12
W
H
13
= WH
23
WH
12
( WH
23
)∗.
Slicing with ω ∈ B
(
L2(H)
)
∗
on the left leg we obtain the formula (ΛH ⊗ id)∆
u
H
(x) = WH
(
ΛH(x)⊗ 1
)
( WH)∗ for all
x ∈ Cu
0
(H). Now we apply id ⊗ ΛH ⊗ id to both sides of (id ⊗ ∆
u
H
)(V u) = V u
12
V u
13
. By the previous formula this
reads WH
23
V12( WH23)
∗ = V12V u13 which is (3.6).
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The second equality follows from the unitarity of V , in the third one we used the fact that
V ∈ M
(
C0(Ĝ) ⊗ C0(H)
)
generates C0(H) and in the fourth equality we used the equation
W
H
23W
H
12( W
H
23)
∗ = WH12 W
H
13 (see derivation of formula (3.6)). 
Condition (3) in Theorem 3.6 classically corresponds to properness and freeness of the natural
action of H on G induced by the homomorphism from H to G, see Section 4. It was introduced
in the context of quantum groups by Podles´ in his thesis [31, Definicja 2.2], see also [32] and
[38, Proposition 2.3] for a complete discussion. Condition (4) is a natural reflection of a general
principle that injectivity on the level of point transformations is equivalent to surjectivity on the
level of induced transformations on algebras of functions (but cf. Theorem 1.1(5)). One can ask
the following question: are the conditions (1)-(3) above equivalent in general to the surjectivity
of the extension of π to multiplier algebras π¯ : M
(
Cu0(G)
)
→ M
(
Cu0(H)
)
? The Pedersen-Tietze
theorem ([46, Theorem 2.3.9]) implies that π¯ is surjective if π is, provided that Cu0(G) (and hence
Cu0(H)) is σ-unital.
With the results obtained in this section in hand we are ready to give a proof of Theorem 1.10.
Proof of Theorem 1.10. We are assuming that the strong quantum homomorphism π ∈
Mor
(
Cu0(G),C
u
0(H)
)
is an isomorphism. Consider the dual strong quantum homomorphism
π̂ ∈ Mor
(
Cu0(Ĥ),C
u
0(Ĝ)
)
. By (1.16) π̂ is an isomorphism. We will show that π̂ identifies Ĝ
with a Vaes-closed subgroup of Ĥ. Let V̂ be the bicharacter associated to π̂:
V̂ =
(
ΛH ⊗ [ΛĜ◦π̂]
)
(V VĤ).
As
W
Ĥ
(
Λ
Ĥ
(x)⊗ 1
)
( WĤ)∗ = (Λ
Ĥ
⊗ id)∆u
Ĥ
(x)
for all x ∈ Cu0(Ĥ) (see Footnote 1), it follows that
V̂
(
Λ
Ĥ
(x)⊗ 1
)
(V̂ )∗ =
(
Λ
Ĥ
⊗ [Λ
Ĝ
◦π̂]
)
∆u
Ĥ
(x).
Let Y ∈ M
(
K(HY ) ⊗ C0(H)
)
be a representation of H. By the results of [22, 27], there exists a
unique ϕ ∈ Mor
(
Cu0(H),K(H)
)
such that (ϕ ⊗ Λ
Ĥ
)(V VĤ) = Y . Set X = (ϕ ⊗ π̂−1)(V VĤ). Then
(id⊗∆u
Ĥ
)(X) = X12X13 because π̂
−1 intertwines the coproducts. Further(
id⊗ Λ
Ĥ
⊗ [Λ
Ĝ
◦π]
)
(X12X13) = V̂23
(
(id⊗ Λ
Ĥ
)(X)
)
12
(V̂23)
∗,
so (
id⊗ [Λ
Ĝ
◦π]
)
(X) ⊤ V̂ =
(
(id⊗ Λ
Ĥ
)(X)
)∗
12
V̂23
(
(id⊗ Λ
Ĥ
)(X)
)
12
which means that
(
id⊗[Λ
Ĝ
◦π]
)
(X) ⊤ V̂ is equivalent to IHY ⊤ V̂ . However
(
id⊗[Λ
Ĝ
◦π]
)
(X) = Y , so
that, as Y was arbitrary, V̂ is right-absorbing. It follows from [40] (see remark before Proposition
2.3) that V̂ is quasi-equivalent to WĤ. By Theorem 3.4 Ĝ is a closed quantum subgroup of Ĥ in
the sense of Vaes.
By Theorem 3.3 and the comment after it, there exists a morphism γ̂1 ∈ Mor
(
C0(G),C0(H)
)
such that
γ̂1◦ΛG = ΛH◦π.
Applying identical reasoning to π̂−1 we obtain the existence of γ̂2 ∈Mor
(
C0(H),C0(G)
)
such that
γ̂2◦ΛH = ΛG◦π
−1
(note that we use once again the fact that π̂−1 = π̂−1). Since ΛG and ΛH are surjections we see
that γ̂1 and γ̂2 are mutually inverse and we can set πr = γ̂1. 
We recall from Subsection 1.2 that the Fourier algebra and the Fourier-Stieltjes algebra of a
locally compact quantum group are the Banach spaces
AG = L
∞(Ĝ)∗ and BG = C
u
0(Ĝ)
∗
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which we embedded into C0(G) and M
(
Cu0(G)
)
respectively with the maps
AG ∋ ω 7−→ (ω ⊗ id)(W
G),
BG ∋ η 7−→ (η ⊗ id)(V V
G).
We also note that AG embeds in BG via Λ
∗
Ĝ
◦ı∗, where ı is the embedding C0(G) →֒ L
∞(G) (we
will also use the symbol “ı” to denote the analogous embedding for other quantum groups). It
is easy to check that this embedding is isometric. Moreover the induced embedding of AG into
M
(
Cu0(G)
)
actually embeds the Fourier algebra into Cu0(G).
Theorem 3.7. Let H be a closed subgroup of G in the sense of Woronowicz via the morphism
π : Cu0(G)→ C
u
0(H). Then the following are equivalent:
(1) π restricts to a map T : AG → AH which has dense range (for the AH norm);
(2) π̂∗ : BG → BH restricts to a map S : AG → AH which has dense range;
(3) H is a closed subgroup of G in the sense of Vaes.
Moreover we can replace “dense range” by “surjection” in (1) and (2). If these conditions
hold, then S and T are the same map, which is nothing but the pre-adjoint of the implicit map
γ : L∞(Ĥ)→ L∞(Ĝ) appearing in (3).
Proof. Let ω ∈ L∞(Ĝ)∗ = AG, set µ = Λ
∗
Ĝ
(
ı∗(ω)
)
∈ Cu0(Ĝ)
∗, and let a be the image of ω in
BG ⊂ M
(
Cu0(G)
)
, so a = (µ⊗ id)(V VG). Then
π(a) = (µ⊗ π)(V VG) =
(
π̂∗(µ)⊗ id
)
(V VH),
so that π(a) is (the image of) π̂∗(µ) in BH. It is now clear that (1) and (2) are equivalent.
If (2) holds then the map S satisfies Λ∗
Ĥ
◦ ı∗ ◦S = π̂∗ ◦Λ∗
Ĝ
◦ ı∗, and as Λ∗
Ĝ
◦ ı∗ and Λ∗
Ĥ
◦ ı∗ are
isometries, S must be bounded. Set γ = S∗ : L∞(Ĥ) → L∞(Ĝ), so as S has dense range, γ is
injective. Then we have that
γ◦Λ
Ĥ
= S∗◦Λ
Ĥ
= S∗◦ı∗∗◦Λ∗∗
Ĥ
∣∣
Cu
0
(Ĥ)
= ı∗∗◦Λ∗∗
Ĝ
◦π̂∗∗
∣∣
Cu
0
(Ĥ)
= ı◦Λ
Ĝ
◦π̂.
As γ is weak∗-continuous, it now follows that γ is a ∗-homomorphism, and so (3) holds.
Finally, if (3) holds, then we have a normal injective ∗-homomorphism γ : L∞(Ĥ) → L∞(Ĝ)
with γ◦ı◦Λ
Ĥ
= ı◦Λ
Ĝ
◦π̂. Thus, for ω ∈ L∞(Ĝ)∗, we have that
π̂∗
(
(Λ∗
Ĝ
◦ı∗)(ω)
)
= (Λ∗
Ĥ
◦ı∗◦γ∗)(ω),
and so π̂∗ restricts to a map S : AG → AH. As γ is injective and hence an isometry, γ∗ is a
surjection and so S, which agrees with γ∗ once appropriate identifications are made, is also a
surjection. This shows (2), and also demonstrates the claim about replacing “dense range” by
“surjection”. 
Remark 3.8. From Theorem 3.7 we immediately see that H is a closed subgroup of G in the
sense of Vaes, via the morphism π : Cu0(G) → C
u
0(H), if and only if π restricts to a surjection
AG → AH. In the classical case, the Herz restriction theorem ([15, 1]) says exactly that if H is a
closed subgroup of G, then the restriction map (which is nothing but π : C0(G)→ C0(H)) gives a
surjection AG → AH . In other words the definition of a Vaes-closed subgroup is tailored exactly
so that the quantum version of the Herz restriction theorem holds.
4. Commutative case
Let now G and H be locally compact groups, so in particular Cu0(G) = C0(G) and C
u
0(H) =
C0(H). Any homomorphism from H to G (in the sense of quantum groups — as defined in
Subsection 1.3) is then described by a π ∈ Mor
(
C0(G),C0(H)
)
. Moreover π is necessarily of the
form π(f) = f ◦θ, where θ : H → G is a continuous homomorphism (cf. Theorem 1.14).
Given a situation as above, consider the natural right action of H on the topological space G
given by
G×H ∋ (g, h) 7−→ g · h = g θ(h) ∈ G. (4.1)
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Let us also introduce the so called canonical map γ : G×H → G×G for this action
γ(g, h) = (g, g · h) =
(
g, g θ(h)
)
. (4.2)
([37]). Let ρ ∈ Mor
(
C0(G),C0(G) ⊗ C0(H)
)
and Γ ∈ Mor
(
C0(G) ⊗ C0(G),C0(G) ⊗ C0(H)
)
be
the morphisms of C∗-algebras corresponding to (4.1) and (4.2):
ρ(f)(g, h) = f(g · h), f ∈ C0(G), g ∈ G, h ∈ H,
Γ(F )(g, h) = F
(
γ(g, h)
)
, F ∈ C0(G)⊗ C0(G), g ∈ G, h ∈ H.
Lemma 4.1. Let θ : H → G be a continuous homomorphism with corresponding action of H on
G as in (4.1) and canonical map γ : G×H → G×G. Then the following are equivalent:
(1) θ is a homeomorphism onto its closed image;
(2) the action of H on G is free and proper i.e. γ is injective and proper;
(3)
(
ρ
(
C0(G)
)(
C0(G)⊗ 1
)
= C0(G) ⊗ C0(H).
Proof. (1)⇒(2). If θ is a homeomorphism, then γ is a homeomorphism onto its range, as for (g, g′)
in the range of γ (i.e. g′ = g · h for some h ∈ H) we have γ−1(g, g′) =
(
g, θ−1(g−1g′)
)
. Hence γ is
in particular injective and proper.
(2)⇒(1). Assume that γ is injective and proper. Clearly θ is then injective. Similarly, if θ
were not proper, then there would be a compact set K ⊂ G with θ−1(K) non-compact. But then
γ−1
(
{e} ×K
)
= {e} × θ−1(K) would not be compact either.
Hence θ is injective and proper. Proper continuous maps between locally compact spaces
are automatically closed ([8, Chapter 1, §10]). Hence θ has a closed image, and as a bijective
continuous closed map is in fact a homeomorphism.
(2)⇔(3). Note first that(
ρ
(
C0(G)
)(
C0(G) ⊗ 1
)
= Γ
(
C0(G)⊗ C0(G)
)
.
Hence (3) is equivalent to the fact that γ is injective and proper by Theorem 1.1. 
Theorem 4.2. Suppose that G and H are locally compact groups. Then the following conditions
are equivalent:
(1) H is a closed quantum subgroup of G in the sense of Vaes;
(2) H is a closed quantum subgroup of G in the sense of Woronowicz;
(3) H is homeomorphic to a closed subgroup of G.
Proof. Condition (1) implies (2) by Theorem 3.5. Conditions (2) and (3) are equivalent by Lemma
4.1 and Theorem 3.6. It remains to note that (3) implies (1). By theorem 3.3 this is precisely [52,
Corollary 4.2.6] (which is a consequence of [1, Theorem (3.23)]). 
Remark 4.3.
(1) Let G be a locally compact group and let H be a locally compact quantum group. If H is a
closed subgroup of G in the sense of Woronowicz then by Theorem 3.6 there is a surjection
from C0(G) onto C0(H), so that H is in fact a classical group. By Theorem 4.2, H is then
also a closed subgroup of G in the usual sense.
(2) Let H be a locally compact group and let G be a locally compact quantum group. If
H is a closed subgroup of G in the sense of Woronowicz then the associated morphism
π : Cu0(G)→ C0(H) factors through the algebra C0(G˜), where G˜ is the intrinsic group of
G as defined by Kalantar and Neufang (a locally compact group associated to G, see [19]).
It follows from Theorem 3.6 that H is a closed subgroup of G˜ (again in the usual sense).
Theorem 3.7 shows that the existence of an injective normal ∗-homomorphism from vN(H)
to vN(G) is naturally very closely related to the Herz restriction theorem (cf. Remark 3.8). To
analyze the situation closer assume that H is a closed subgroup of a locally compact group G and
consider the following statements:
(1) the restriction map from C0(G) to C0(H) yields a surjective map from AG to AH ;
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(2) the prescription λh 7→ λ
(G)
h , h ∈ H (where λh denotes the (unitary) left shift by h on
L2(H) and λ
(G)
h the corresponding (unitary) left shift by h on L
2(G)) extends to a normal
injective ∗-homomorphism from vN(H) to vN(G);
(3) the restriction of the left regular representation of G to H is quasi-equivalent to the left
regular representation of H .
It is very easy to see that they are all logically equivalent ((2) is essentially the definition of
quasi-equivalence in (3), and the equivalence of (1) and (2) follows from a basic functional analytic
argument, appearing already in [16, Section 0]). The first condition is the Herz restriction theorem.
The third one can be viewed as a statement related to the theory of induced representations, and
the induction-restriction procedure, as [26, Theorem 4.2] states that the left regular representation
of G is the induction of the left regular representation of H . Interestingly, we could not locate an
explicit statement of the condition (3) in literature. In the remainder of this section we will give
an alternative proof of the implication (3)⇒(1) in Theorem 4.2. In particular this gives a new
proof of Herz restriction theorem (cf. Remark 3.8). Our reasoning is based on existence of locally
Baire cross-sections for the canonical projection G→ G/H ([21]).
Following the notation of [21, Section 4] we let q : G/H → G be a locally bounded Baire
cross-section to the canonical quotient map G→ G/H. We denote by Φ the bijection
(G/H)×H ∋
(
[g], h
)
7−→ q([g])h ∈ G.
Let µ and β be Haar measures on G and H respectively and let λ be a quasi-invariant measure
on G/H with associated ρ-function ρ ([13, Section 2.6]). In [21, Section 4] E.T. Kehlet shows that
ψ 7−→ ρ−
1
2 · ψ◦Φ (4.3)
is a unitary map L2(G,µ)→ L2
(
(G/H)×H,λ× β
)
. We note that
Φ
(
[g], h
)
h′ = Φ
(
[g], hh′
)
, (4.4)
and the function ρ satisfies
ρ(gh′) = ∆H(h
′)
∆G(h′)
ρ(g) (4.5)
([13]).
We identify L2(G/H, λ)⊗ L2(H) with L2
(
(G/H)×H,λ× β
)
in the usual way (the respective
measures are regular) and define a unitary T : L2(G/H, λ) ⊗ L2(H) → L2(G) as the inverse of
(4.3), i.e.
(Tψ)(g) = ρ(g)
1
2ψ
(
Φ−1(g)
)
.
For h′ ∈ H let Rh′ be the unitarized operator of right translation by h
′ on L2(H) and let RGh′
denote the operator of right translation by h′ on L2(G). Fix g ∈ G and let Φ−1(g) =
(
[g0], h0
)
.
Taking into account (4.4) and (4.5) we compute((
T (1⊗Rh′)T
∗
)
ψ
)
(g) = ρ(g)
1
2
((
(1⊗Rh′)T
∗
)
ψ
)(
Φ−1(g)
)
= ρ(g)
1
2∆H(h
′)
1
2 (T ∗ψ)
(
[g0], h0h
′
)
= ρ(g)
1
2∆H(h
′)
1
2 ρ
(
Φ
(
[g0], h0h
′
))− 1
2ψ
(
Φ
(
[g0], h0h
′
))
= ρ(g)
1
2∆H(h
′)
1
2 ρ(gh′)−
1
2ψ(gh′)
= ρ(g)
1
2∆H(h
′)
1
2
(
∆H(h
′)
∆G(h′)
)− 1
2
ρ(g)−
1
2ψ(gh′)
= ∆G(h
′)
1
2ψ(gh′) = (RGh′ψ)(g).
Thus T (1 ⊗ Rh′)T
∗ = RGh′ . This means that the (right) group von Neumann algebra vN(H)
is isomorphic to the von Neumann subalgebra of vN(G) generated by the right shifts on G by
elements from the subgroup H . This embedding is the map γ from Definition 3.1. In particular
H is a closed subgroup of G in the sense of Vaes.
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5. Cocommutative case
Let again G and H be locally compact groups. Recall that in this case the dual locally compact
quantum groups Ĝ and Ĥ of G and H are respectively defined by putting C0(Ĝ) = C
∗
r(G),
C0(Ĥ) = C
∗
r(H). We have the following result.
Theorem 5.1. Let π be a morphism from Ĥ to Ĝ and let, as usual, π̂ denote the dual morphism
from G to H, so that
π̂ : C0(H) ∋ f 7−→ f ◦θ ∈ M
(
C0(G)
)
, (f ∈ C0(H))
for some continuous homomorphism θ : G→ H. Then the following conditions are equivalent:
(1) Ĥ is a closed quantum subgroup of Ĝ in the sense of Vaes (via the morphism π);
(2) Ĥ is a closed quantum subgroup of Ĝ in the sense of Woronowicz (via the morphism π);
(3) θ maps G onto H and the induced map θ˜ : G/ker θ → H is a homeomorphism.
Proof. That (1)⇒(2) is Theorem 3.5.
Suppose that (2) holds, so that the morphism π : C∗(G) → C∗(H) maps to C∗(H) and is
surjective. Since G and H are classical groups, the algebras AH , BH , AG and BG (as defined in
Subsection 1.2) are the classical Fourier and Fourier-Stieltjes algebras of H and G respectively.
In particular we have that BH = C
∗(H)∗, and similarly BG = C
∗(G)∗. Thus π∗ : BH → BG is
weak∗-weak∗-continuous. Let G0 be the closure of the image of θ in H , and let θ0 : G → G0 be
the corestriction of θ. By [18, Lemma 4.2] it follows that θ0 is an open surjection. We claim that
G0 = H , from which (3) will follow. Indeed, if G0 6= H then as AH (and hence also BH) is a
regular algebra of functions on H (see [12, Lemme 3.2] or [52, Proposition 4.1.8]) we can find a
non-zero b ∈ BH with b(s) = 0 for all s ∈ G0. As a map between function algebras, π
∗ is simply
π∗(b) = b◦θ, and so π∗(b) = 0. However, as π is surjection, π∗ is an isometry, and so π∗(b) 6= 0, a
contradiction. Thus G0 = H as required.
If (3) holds then as bothK = ker θ and G/K are locally compact groups in their own right, they
carry Haar measures, which we may normalize so that the Weyl formula holds: for f ∈ C00(G),∫
G
f(s) ds =
∫
G/K
∫
K
f(st) dt d(sK).
It is not hard to see that the map
IK : L
1(G) ∋ f 7−→
∫
K
f(st) dt ∈ L1(G/K)
is an algebra homomorphism and a metric surjection; see [28, Section 1.9.12] for example. We
notice that then I∗K : L
∞(G/K) → L∞(G) is an injective normal ∗-homomorphism which inter-
twines the coproducts. As G/K is homeomorphic to H , the Haar measures on H and on G/K
are proportional, and so the map
γ0 : L
∞(H) ∋ F 7−→ F ◦θ˜ ∈ L∞(G/K)
is well-defined, and is hence a normal ∗-isomorphism which intertwines the coproduct. Then set
γ = I∗K ◦γ0 : L
∞(H) → L∞(G). So γ is an injective normal ∗-homomorphism which intertwines
the coproducts, and a simple check shows that γ
∣∣
C0(H)
= π̂, so (1) holds. 
Remark 5.2. Let G be a locally compact group and let H be a locally compact quantum group. If
H is a closed subgroup of Ĝ in the sense of Woronowicz then π : C∗(G) → Cu0(H) is a surjection,
and so Cu0(H) is cocommutative, hence of the form C
∗(H) for some H , and it then follows that H
is a quotient of G.
Let us give some indications of how the proof of [18, Lemma 4.2] proceeds. Firstly, arguing
as in the proof of (3)⇒(1) above, it is not hard to reduce the problem to the case when θ is an
injection. The key result is then [6, Theorem 1.3] which tells us that π∗(BH) contains AG (as it
is a weak∗-closed, conjugate closed, C∗(G)-module which, as a space of functions on G, separates
the points of G; this final claim uses the assumption that θ is injective).
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These ideas can be readily generalized to the setting of locally compact quantum groups.
Proposition 5.3. Let G and H be locally compact quantum groups and let π : Cu0(G)→ C
u
0(H) be a
strong quantum homomorphism identifying H as a Woronowicz-closed subgroup of G. Furthermore,
suppose that π∗(BH) contains the image of AG under the map Λ
∗
G
. Then G and H are isomorphic.
Proof. As π is onto, π∗ is an isometry onto its range, and so there is an isometric map φ : L∞(G)∗ →
Cu0(H)
∗ with π∗◦ φ = Λ∗
G
; clearly φ is a Banach algebra homomorphism. Let
ψ = φ∗
∣∣
Cu
0
(H)
: Cu0(H) −→ L
∞(G).
Then ψ◦π = φ∗◦π∗∗
∣∣
Cu
0
(G)
= Λ∗∗
G
∣∣
Cu
0
(G)
= ΛG, so we have the diagram
Cu0(G)
ΛG


pi
// // Cu0(H)
ψ
zz✉✉
✉
✉
✉
✉
✉
✉
✉
C0(G)
As π is onto, it follows that ψ is a ∗-homomorphism. Therefore it follows easily that ψ intertwines
the coproducts. From the results of [27, Section 4] there is a strong quantum homomorphism
ψ0 : C
u
0(H) → C
u
0(G) with ΛG◦ψ0 = ψ. Thus ΛG◦ψ0◦π = ΛG. By passing to bicharacters and
applying [27, Lemma 4.13] it follows that ψ0◦π is the identity on C
u
0(G). In particular, π must be
injective, and so an isomorphism. Thus the quantum groups G and H are isomorphic by Theorem
1.10. 
6. Compact and discrete cases
In this section we establish the equivalence of Definitions 3.1 and 3.2 when a potential quantum
subgroup is compact (Theorem 6.1) and when the “larger” quantum group is discrete (Theorem
6.2). The first of these results shows in particular that if both quantum groups in question are
compact, the definitions studied in this paper coincide with the one currently adopted in literature
(see [3], [4], etc.); the second can be thought of as the generalization of the Herz restriction theorem
to the context of discrete quantum groups.
6.1. Compact subgroups. Let G and H be locally compact quantum groups and assume further
that H is compact. We will show in Theorem 6.1 that H is a closed subgroup of G in the sense
of Vaes if and only if it is a closed subgroup of G in the sense of Woronowicz. However, before
proceeding with this theorem let us make the following observation: consider a homomorphism
from H to G described by π ∈ Mor
(
Cu0(G),C
u(H)
)
(remember that H is compact). Based on
Theorem 1.1(5) one could define injectivity of the homomorphism from H to G as the property
that the range of π is strictly dense in M
(
Cu(H)
)
. But Cu(H) is unital, so strict density of the
range of π is equivalent to its norm-density. Moreover, since the image of a C∗-algebra under
a ∗-homomorphisms is closed, π must be a surjection. By Theorem 3.6 this means that H is a
closed subgroup of G in the sense of Woronowicz. In other words, the above argument shows that
a compact quantum group H with an injective homomorphism into G is automatically a closed
subgroup of G in the sense of Woronowicz (thus by Theorem 6.1 it is also closed in the sense of
Vaes). In particular the notion of a quantum subgroup used e.g. in [38, Sections 4 and 5], [36], [4]
is identical to those given in Definitions 3.1 and 3.2.
Before proceeding let us also quickly note that a Woronowicz-closed subgroup of a compact
quantum group is automatically compact (so, by Theorem 6.1 it is also Vaes-closed). The reason
for this is that a quotient of a unital C∗-algebra is obviously unital (cf. Theorem 3.6(4)).
Theorem 6.1. Let H be a closed subgroup of G in the sense of Woronowicz and assume that H
is compact. Then H is a closed subgroup of G in the sense of Vaes.
Proof. The subgroup H is compact, so we can write Cu0(Ĥ) = c0(Ĥ), as the quantum group Ĥ
is discrete and hence coamenable. Moreover the C∗-algebra c0(Ĥ) is a c0-direct sum of matrix
algebras. It is not difficult to see the following
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• the multiplier algebra M
(
c0(Ĥ)
)
is canonically isomorphic to the double dual c0(Ĥ)
∗∗,
• for any C∗-algebra C of operators and any Φ ∈ Mor
(
c0(Ĥ),C
)
the extension of Φ to a
mapping M
(
c0(Ĥ)
)
→ M(C) ⊂ C′′ is σ-weakly continuous; in fact the extension of Φ to
multipliers coincides with its normal extension ([29, Theorem 3.7.7]).
Now, just as in the proof of Theorem 3.6 (Eq. (3.5)) we have
(ΛH◦π)
(
(ω ⊗ id)( WG)
)
= (ω ⊗ id)(V ). (6.1)
Since V ∈M
(
C0(G)⊗ C0(H)
)
generates C0(H), we have by Proposition 2.1 that{
(η ⊗ id)(V ) η ∈ L∞(Ĝ)∗
}
is dense in C(H).
Therefore if ω ∈ L∞(H)∗ is non-zero then it must be non-zero on some element (η ⊗ id)(V ). It
follows that
η
(
(id⊗ ω)(V )
)
6= 0,
so (id⊗ ω)(V ) 6= 0. In view of (6.1) this means that Λ
Ĝ
◦π̂ is injective on the subspace{
(id⊗ ω)(WH) ω ∈ L∞(H)∗
}
⊂ c0(Ĥ)
which coincides with the Fourier algebra
A
Ĥ
=
{
(id⊗ ω)(WH) ω ∈ L∞(H)∗
}
,
as Ĥ is coamenable (cf. (1.8)). This last subspace contains the Pedersen ideal of c0(Ĥ) (cf. (6.3)).
By [7, Proposition II.8.2.4] this implies injectivity of Λ
Ĝ
◦π̂ on all of c0(Ĥ). Finally ΛĜ◦π̂ remains
injective after extension to ℓ∞(Ĥ) = M
(
c0(Ĥ)
)
because this extension coincides with the extension
to the multiplier algebra and such extensions always preserve injectivity ([24, Proposition 2.1]). 
The arguments similar to these above appeared earlier in [35], an article which studies the
relations between compact quantum subgroups of a coamenable locally compact quantum group
G and left invariant C∗-subalgebras of C0(G).
6.2. Subgroups of discrete quantum groups. The main result of this subsection is the fol-
lowing:
Theorem 6.2. Let H be a closed subgroup of G in the sense of Woronowicz and assume that G
is discrete. Then H is discrete and H is a closed subgroup of G in the sense of Vaes.
We will prove Theorem 6.2 by generalizing to the setting of discrete quantum groups the theorem
of Herz [15], [1, Proposition 3.23] and using Theorem 3.7 (cf. Remark 3.8).
Since G is a discrete quantum group, the C∗-algebra C0(G) = C
u
0(G) = c0(G) is a c0-direct
sum:
c0(G) =
⊕
α∈R
Mnα
and the embedding of BG into M
(
Cu0(G)
)
is in this case
BG = C
u(Ĝ)∗ ∋ η 7−→ (η ⊗ id)(V VG) ∈M
(
c0(G)
)
= ℓ∞(G) (6.2)
(and AG is then mapped to the space of slices of W
G = WG with normal functionals on L∞(Ĝ)).
In particular one can use the functionals dual to the canonical basis of the Hopf ∗-algebra sitting
inside C(G) ([51, Theorem 2.2], [5, Theorem 5.1]). These are normal and we easily see that their
image in the mapping (6.2) spans the Pedersen ideal c00(G) of c0(G). The ideal c00(G) is the
algebraic direct sum of the same family of matrix algebras. On the other hand these functionals
are linearly dense in L∞(Ĝ)∗ (they correspond to density matrices on L
2(Ĝ) which are of finite
rank). Therefore
c00(G) ⊂ AG (6.3)
with AG viewed as a subspace of c0(G).
Theorem 6.3. The space AG is the closure in BG of c00(G).
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Proof. As we mentioned before stating Theorem 6.3 the space c00(G) viewed inside BG is the space
of functionals which are normal on L∞(Ĝ) and whose density matrix is a finite rank operator.
The closure of this space of functionals inside the space of all functionals on Cu(Ĝ) is the space of
all functionals which are normal on L∞(Ĝ), i.e. the space AG. 
Proof of Theorem 6.2. The C∗-algebra C0(G) = c0(G) is a c0-direct sum of matrix algebras:
c0(G) =
⊕
α∈R
Mnα .
By [7, Proposition II.8.2.4] any ideal in c0(G) is of the form⊕
α∈R0
Mnα .
for someR0 ⊂ R (the direct sum is still in c0-sense). Now if π : c0(G)→ C
u
0(H) is the epimorphism
corresponding to the embedding of H into G and R0 corresponds to the kernel of π, we see that
Cu0(H) is the c0-direct sum
Cu0(G) =
⊕
α∈R\R0
Mnα .
For the same reason the algebra C0(H) which is a (potentially proper) quotient of C
u
0(H) is also
a c0-direct sum of matrix algebras. In particular C0(H) is an ideal in C0(G)
∗∗. By [34, Theorem
4.4] H is a discrete quantum group. In particular Cu0(H) = C0(H) = c0(H).
Consider the adjoint of the map π̂ : Cu(Ĥ)→ Cu(Ĝ), i.e.
π̂∗ : BG −→ BH.
We now note that π̂∗ maps c00(G) into c00(H). Indeed, π̂
∗ is the operation of pre-composing a
functional with π̂. In particular, on the level of ℓ∞(G), where BG is embedded, we have
π̂∗
(
(η ⊗ id)(V VH)
)
=
(
[η◦π̂]⊗ id
)
(V VH)
= (η ⊗ id)
(
(π̂ ⊗ id)(V VH)
)
= (η ⊗ id)
(
(id⊗ π)(V VG)
)
= π¯
(
(η ⊗ id)(V VG)
)
,
where π¯ is the canonical extension of π to M
(
c0(G)
)
= ℓ∞(G). Also π̂∗ is a contraction for the
norms on BG and BH (as an adjoint map of a contraction π̂ : C
u(Ĥ) → Cu(Ĝ)). It follows from
Theorem 6.3 that π̂∗ restricts to a contraction
T : AG −→ AH
with dense range; this completes the proof by applying Theorem 3.7. 
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