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Abstract-Ability to detect leaks in the Strategic Petroleum Reserve’s brine pipeline depends on the 
ability to observe small drops in pressure. e.g. changes of the order of 0.3 psi (pounds per square inch). 
Typical pressure variation includes a random component (referred to as measurement noise) due primarily 
to measurement error and a systematic component (referred to as process noise) due to various internal 
and external disturbances such as offshore tides, temperature changes. and pump action. Much of the 
systematic component can be removed through time series modeling. with residuals from the model 
representing the random component. This paper addresses the estimation of the noise components through 
time series models applied to test data. 
Effectiveness of leak-detection algorithms based on test statistics (e.g. two-minute averages of 
pressure readings) can bc determined from known or estimated standard deviations of the process and 
measurement noise components. The U.S. Depanment of Energy (operator of the Strategic Petroleum 
Reserve) plans to use the results of the time series analysis. together with hydraulic models. in order to 
establish leak-detection procedures that will meet Environmental Protection Agency requirements. 
1. INTRODUCTION 
The brine disposal system at the West Hackbet-ry site of the Strategic Petroleum Reserve (SPR) 
includes a 17.4-mile-long pipeline from the inland site to the Gulf of Mexico. The pipeline 
passes through an ecologically important wetlands area, as well as the Sabine National Wildlife 
Refuge. Consequently, the Environmental Protection Agency (EPA) has required the Department 
of Energy (DOE) to install a viable leak-detection system to ensure preservation of the area. 
Pipeline leak-detection systems are based on the principle that a leak will cause a sudden 
drop in pressure and an increase in flow rate. Such changes can often be detected by pressure 
sensors and flowmeters that are appropriately located along the pipeline. Unfortunately, small 
or slowly developing leaks tend to produce only slight drops in pressure. Such slight changes 
will not be detectable unless measurement noise can be significantly reduced (through averaging 
or other means) and the data can be adjusted for systematic process variations (through, for 
example, time series modeling). Lacking these enhancements, alarms indicating leaks would 
have to be set at very low pressure level of, say, . I psi; since noise levels are greater than ~ I 
psi, such alarm settings will certainly lead to frequent false alarms. 
The EPA originally approved a system consisting of a flowmeter and pressure sensor at 
the site, along with a flowmeter and a pressure sensor at the offshore diffuser. Due to installation 
and operational problems at the offshore diffuser, an alternate leak-detection system was sought. 
Aerospace Corporation ATR-83(7047)-2 ( 1983) proposed an alternative onshore leak-detection 
system comprised of one flowmeter and one pressure gauge at the site and a single pressure 
gauge on the beach. That study also provided a candidate leak-detection algorithm that could 
detect a 4% leak with high (0.95) probability. Furthermore, the algorithm’s alarm setting would 
produce only 1 false alarm in 47 days. assuming monitoring once per hour. The conclusions 
were based on the assumption of steady-state pressure fluctuations of about 0. I psi and the use 
of a Sensotec pressure sensor. Sensitivity of the results to various assumptions including process 
and measurement noise levels were also considered. 
Soon after publication of the report. three tests were scheduled and conducted at West 
Hackberry with the objective of characterizing the process and measurement noise. The first 
two tests reported 2-minute average pressure readings over 72-hour periods. The third test 
covered approximately a 90-hour period and reported second-to-second pressure readings at the 
site and the beach. along with data from a flowmeter and a separate pressure sensor at the site 
recording measurements every ten seconds. Analysis of the data from this third test is the subject 
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of this paper. All tests were conducted by Bay Technology Associates (BTA) of Bay St. Louis. 
Mississippi, an engineering firm under subcontract to the Naval Data Buoy Office (NDBO). A 
similar-purpose test at the SPR’s Bryan Mound site in Texas was subsequently conducted. 
Section 2 of this paper includes a summary of flow and presure data, together with plots 
of the original data series and moving averages of the data. Both pressure and flow data series 
at West Hackberrry show long stable periods, along with short-term periodic oscillations par- 
ticularly in the pressure data. Large sudden drops and increases in pressure and flow were 
apparent at times of pump shutdown and startup, respectively. After such events. the process 
stabilized reasonably quickly (usually within a few minutes). 
Section 3 discusses Bi.omedical Programs (BMDP) and International Mathematical and 
Statistical Libraries, Inc. (IMSL) statistical routines used to analyze the time series. Included 
are technical comments on limitations, advantages and numerical difficulties that become ap- 
parent after detailed use of these routines. 
Spectral analyses of the time series were conducted in order to detect time periodicities 
that may exist in the data series. Spectral plots indicate for beach and site pressure data a 
periodic component of between 8 and IO seconds in length. These results, suggest that there 
might be value in modeling periodic components by way of autoregressive terms or seasonal 
differences. This periodic pattern was even more noticeable in an atypical period at the beginning 
of the test, so it may be indicative of some natural oscillation attributable to pump action. 
Section 4.1 discusses decomposition of the pressure and flow time series into a systematic- 
variation component (process noise) and a random-variation component (measurement noise) 
about a steady-state level. Such a decomposition is critical to the determination of feasibility 
of the leak-detection system and difSers from the standard applications of time series models. 
The process noise components may contain some real changes in pressure and flow which are 
natural small systematic oscillations about a mean level. Since such behavior is unrelated to a 
leak in the pipeline, it is advantageous to remove it through a time series model. Box-Jenkins 
autoregressive integrated moving-average (ARIMA) models were fit to the series. The fitted 
models were then used to forecast second-to-second pressure readings, in an attempt o determine 
whether an improved leak-detection algorithm, based on the more realistic model, could be 
devised. Overall variation (process and measurement variation) turned out to be below 0.1 psi 
for pressure readings at the beach, with the exception of one highly noisy segment (with a 0.33- 
psi variation) at the beginning of the test. Approximately 59% of this variation during normal 
periods at the beach appeared to be process noise. Overall variation in pressure at the site was 
about 0.25 psi. Over 95% of this variation was process noise. 
Flow data showed greater variability than pressure data. Despite this large noise problem, 
flowmeters can still be useful as a check against sharp drops in pressure that are due to site 
changes (i.e. pump shutdown), at which time drops in flow will normally also be observed. 
These phenomena appeared consistently over the 4-day test period. Theoretically, a leak is 
indicated by an increase in flow accompanying a drop in pressure. Consequently, less-than- 
precise flowmeters can be useful in differentiating between site changes which cause pressure 
drops and leaks. 
Section 4.2 presents, as a substitute for the two-minute average algorithm discussed in [I] 
simplified prediction algorithms (weighted average of past data) that can be implemented on a 
microprocessor. The appropriate weights are approximated from the fitted Box-Jenkins models. 
Based on the prediction algorithms, an improved leak-detection method can be imple- 
mented. It employs predictions of pressure readings, based on a weighted average of the most 
recent 120 readings. These weights are approximations to the weights determined from the 
model. 
Hydraulic models used in the Aerospace Technical Report( 1983) (see also Ndefo( 1982)) 
indicate that a 4-5% leak will produce pressure drops of at least 4 psi at both site and beach. 
Depending on the location of the leak and the flow rate, the actual pressure drop detected at 
the beach could range from 4 to 30 psi. It seems clear from the analysis that the proposed leak- 
detection system will be able to detect such leaks given the use of appropriate sensors. Applying 
the proposed modification described in Sec. 4.2, even smaller leaks can be detected. Slow leaks 
may also be detectable through the use of tracking signals or other statistical tests for forecast 
inadequacies (see Sec. 5). 
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Fig. I. Beach pressure data: entire test period 
2. DATA SUMMARIES 
Test 3 data consist of pressure readings measured in pounds per square inch (psi), taken 
at both the beach and site every second for the entire 90-hour period, along with flowmeter 
measurements in feet per second (fps) taken at the site at ten-second intervals over the 90 hours. 
An additional pressure sensor. located at the site, recorded measurements every ten seconds, 
but analysis of these data is not included in this report. 
Figure I, a summary of pressure data at the beach for the entire test period, is characterized 
by long stable periods followed by sharp drops or rises in pressure due to “site changes” (e.g., 
turning on or off of pumps). A leak at some point along the pipeline might induce a drop in 
pressure similar to that caused by a pump shutoff. Figure 2. covering the same time period, 
illustrates pressure measurements as recorded at the site. It is important to note the time delay 
from site to beach. namely the time it takes for pressure changes initiated at the site to take 
effect at the beach. in order to pinpoint the location of a leak. There is some evidence from 
the data that this delay is approximately 22 sec. If there is a leak along the pipeline not too 
near to the site. this time differential would be shorter. Furthermore, and more significantly. 
the flow rate at the site would increase rather than decrease (as it would if the source of the 
drop in pressure is a pump shutoff). It is assumed that the time synchronization between the 
site and beach data recording is good to within 1 sec. 
Figure 3 presents flow data at the site for the entire test period. Note that the flow always 
decreases when the pressure drops significantly; an indication that a pump shutoff rather than 
a leak occurred. An automated procedure for distinguishing pump shutoffs from leaks can take 
advantage of this tandem behavior of pressure and flow. 
Plots. such as that of Fig. 1. of second-to-second pressure data illustrate an apparent cyclic 
behavior having period between 8 and 10 sec. 
3. STATISTICAL SOFTWARE 
Two software packages provided much of the statistical capability required for the analysis 
described in later sections. The first. Biomedical Programs (BMDP). totally dedicated to sta- 
tistical computing. is controlled and instructed through the use of command files. The second, 
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Fig. 2. Site pressure data: entire test period. 
International Mathematical and Statistical Libraries (IMSL), consists of a set of FORTRAN 
subroutines to be called when needed from a main program provided by the user. All instructions 
and data are passed in array form to IMSL routines, which then return the output in an array. 
This procedure gives the user the ability and responsibility, absent in BMDP, to decide how to 
display the output. 
BMDP programs IT and 2T were used extensively. Program IT provides data inspection; 
in particular, the plotting of individual cases and of a condensed view of the data. 
Fig. 3. Flow data: entire test period. 
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Fig. 4. Second-to-second beach pressure data segment 
Program 2T produced the bulk of the output for analysis, output primarily consisting of 
printouts and plots of autocorrelations and partial autocorrelations. These, along with finite 
differencing. provide the information needed to determine an appropriate algebraic form for the 
model. Once a model has been selected, its coefficients are estimated from the data, and then 
residuals (model-predicted values minus actual data values) from the model may be studied to 
evaluate the adequacy of the model. After an adequate model has been chosen, it is used to 
forecast future values of the time series. (See Sec. 4 for details.) 
1MSL routines FTAUTO, FTML. and FTCAST have many of the same capabilities as 
BMDP’s 2T, but IMSL routines seem to exhibit better convergence properties than do BMDP’s 
programs. IMSL has the further advantage of defaulting to another IMSL routine, rather than 
to a constant, when no initial estimates are provided for the iteration scheme. Numerical 
difficulties experienced using BMDP in certain instances made it necessary to use IMSL oc- 
casionally. A listing of a computer program which uses these IMSL routines and computes the 
Ljung-Box Q (LBQ) statistics (see Sec. 4) is given in Fig. 5. 
4. TIME DOMAIN ANALYSIS 
4.1 Box-Jenkins modeling 
The Box-Jenkins autoregressive integrated moving average (ARIMA) models are based 
on an idea of Yule[22] that time series for which successive values are highly dependent, can 
be usefully regarded as arising from a series of independent “shocks” a, which are passed 
through a linear filter to produce the series X,. This general linear process is formally defined 
by the following equation: 
?I 
x, = I* + 0, + 2 dJ, a,-, (1) 
,= I 
where the a, are independent random shocks each with mean zero and variance 03, p. is the 
mean of the X, series. and the 8, are appropriate coefficients. 
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DIMENSION GR~O.A(4SOO).ALBP(36~,ARD(Z) 
DIMENSION PRESS(ZlOO).INDT8).ARPS~3~,PMAS~Z) 
DIflENSION ACV(36,,AC(36).PACV(36),UKAREA~36) 
DIIIENSION LV(S,,DARPS(31,FCST(3,lO,,SAVE~2100) 
DATA LV/2100.2,1.1.10~ 
N=2100 
DO 10 J=l.N 
READ(3.21, PRESS(J) 
SAVETJ,=PRESS(J) 
21 FORMAT(12X.FlO.3, 
10 CONTINUE 
DATA IND/0.2.1.1.30,5.0.2~ 
00000010 
00000020 
00000030 
00000040 
00000050 
00000060 
00000080 
00000090 
00001i095 
00000100 
00000110 
00000120 
00000130 
00000140 
00000150 
00000160 
00000170 
_. 
IND(l,=N 
CALL FTML(PRESS.IND,ARPS.PMAS,PHAC,UNV.GR,A,IER~ 
WRITE(4.12, N 
12 FORMAT(lX.'SAMPLE SIZE = 'rI5) 
WRITE(4.20) ARFS 
20+~~~;A~~lX.'UNDIFFLRENCED AUTOREGRESSIVE ESTIMATES: 1, 
ARD(i,=ARPS(ll-1 
00000i80 
00000190 
00000200 
_ 00000210 
06000220 
00000230 
00000240 
00000250 
00000260 
00000270 
00000280 
00000290 
00000300 
00000310 
00000320 
00000330 
00000340 
00000350 
00000360 
00000370 
00000380 
ooouo39o 
00000~.00 
00000410 
00000420 
00000430 
00000440 
00000450 
00000460 
00000470 
00000480 
00000490 
00000500 
00000510 
00000520 
00000530 
00000540 
00000550 
00000560 
00000565 
00000570 
00000575 
00000580 
00000590 
00000600 
00000610 
00000620 
ARO(2, =-ARPSTJ, 
WRITE(4.19, (ARD(I7.1'1.2) 
FORMAT(lX.'AUTOREGRESSIVE ESTIMATES: '.2FlO.C, 
URITE(4.22, PMAS(1) 
FORMAT(lX.'MOVING AVERAGE ESTIMATES: '.JF10.4, 
WRITE(4.32, PMAC 
FORHAT(lX.'OVERALL MDVING AVERAGE CONST: '.F10.6, 
WRITE(4,42, WNV 
FORMAT(lX,'WHITE NOISE VARIANCE: ',F10.4, _ 
WRITE(4.23, IER 
FORHATL' IER = '.14.///, 
CALL FTAUTO(A.N-IND(4).36.36.7.AMEAN,VAR.ACV,AC,PACV, 
l WKAREA, 
WRITE(4.25, AMEAN.VAR 
FORMATTlX,'MEAN AND VARIANCE = '.2F12.4./, _ : ._ 
WRITE(4.26, ACV 
FORMAT(1X.'AUTOCOVARIANCES',~,6~6FlO.4,/,,/, 
WRITE(4.277 AC 
FORMAT(1X,'AUTOCORRELATIONS'./r((6FlO.4,/,,/, . . . . . 
WRITE(C,ZL, PACV 
FORHAT(lX,'PARTIAL AUTOCORRELATIONS'./,6(6F10.4,/,, 
_ 
19 
22 
32 
42 
23 
.__ 25 
26 
27 
2G 
0’0.0 
00 50 Knl.36 
Q=Q*ACTK)*AC(K7/FLOAT(N-K) 
ALBQTK,-N*(N+Z,*Q 
CONTINUE 
WRITE(4.29, ALSQ 
FORMAT(lX,'LBQ'./.6(6F10.4,/,, 
CALL FTCASTTSAVE.ARD.PMAS,PMAC, 
URITE(4.20, DARPS 
WRITE(4.42) WNV 
WRITE(4.23, IER 
WRITE(4.30, 
FORHAT<//,' ','INDEX'.6X.'FOREC 
+'DIFFERENCE',3X.'CONF. LIMIT',/ 
DO 40 1'1.10 
._ 
50 
29 
._ 
.05, tLV.D ARPS. 
AST' 
1 
‘.8X. 'ACTU IAL'. 4x. 
. 
FCST 
._ 
, WNV ,IERl 
30 
READ(3.21) PRESS(I) 
;;;Fff;ST(2.1)-PRESS0 
WRIFEL4.45, IPN.FCST(2.1) PRESS(I,.DIFF.FCST(3.I) 
45 FORMAT(lX,I5.4F14.5.FlO.5i 
CO CONTINUE 
STOP 
END 
- 
Fig. 5. Listing of Box-Jenkins program using IMSL routines. 
Conditions such as C,L, 1 Jli 1 < x must be imposed on the 4, in order that the series 
CF=, JI, u,_, converge in mean square. These conditions are related to the “stationarity and 
invertibility conditions” discussed by Box and Jenkins [6, pp. 49-5 I]. Under the invertibility 
conditions, when only finitely many 4; are non-zero, Eq. ( I) can be re-expressed as the following 
infinite autoregressive representation: 
7. 
y, = 0, + 2 Y, y,-,, 
,=I 
(2) 
whereY,=X,- p.fort= I,2 ,..., fc. 
For many stationary time series the infinite sums IX,‘=, $, (I, -, or XT=, y, Y,_, can be truncated 
to a small number of terms if, respectively. 1 +, / is small forj > (1 or / y, I is small for j > p. 
In such instances, finite moving-average processes of order cj or autoregressive processes of 
order p, respectively, can provide a reasonable approximation to the stationary process. 
Unfortunately, it is often the case that such finite representations require a large number 
9 of moving-average parameters on a large number 17 of autoregressive parameters. In such 
cases, Box and Jenkins point out that a “parsimonious representation” (i.e. one having a small 
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number of parameters p or 9) can be achieved using a “mixed” autoregressive moving-average 
process given by the following equation: 
Y, = f: 4, Y,_, + i eL a,_l + a, 
,=I k=I 
where Y, and a, are as defined in (2) and (I) respectively, and the 4, and & are coefficients. 
For non-stationary time series, Eq. (3) is not directly applicable. However, the “variate 
difference method” of Tintner[ 181 can often be applied to remove polynomial trends or other 
related non-stationary behavior. After suitable differencing an ARMA model can often be fit 
to the differenced series. This means that Eq. (3) can be used to represent a series Z, that is 
the d-th difference of the Y, series. If, for example, d = I then Z, = Y, - Y,_, , while if d = 2, 
thenZ, = W, - W,_,, where W, = Y, - Y,-,. Ford = 2, we haveZ, = Y, - 2Y,_, + Y,-?. 
In practice, a reasonable stationary model can be obtained after a few differences, usually 
no more than 2 or 3. An early reference for this work is Yaglom[2 11. Box and Jenkins[6] 
popularized the autoregressive integrated moving-average (ARIMA) modeling of non-stationary 
time series. Its application to a wide variety of time series was also illustrated by them and 
subsequently by many others. 
Box and Jenkins provide a systematic method for identifying the model (i.e. determining 
the order of the model, the integers p, d, and 9), estimating the coefficients (i.e. the 8, and 
+,), and applying diagnostic checks involving the residual series. Box and Jenkins also suggest 
a “portmanteau lack-of-fit test” based on work of Box and Pierce[8]. 
An improvement on this test due to Box and Ljung[7] led to the so-called “Ljung-Box Q 
test statistics” which are computed in the BMDP Box-Jenkins program (2T) and can be printed 
out along with the sample autocorrelation function for the residual series. These statistics 
(mentioned previously in Sec. 3) are referred to as LBQ statistics. They depend on the number 
m of lagged autocorrelations summed and are obtained by the following formula: 
Q,,, = n(n + 2) c d (II - /I)-‘. 
k=I 
(4) 
where rl is the sample estimate of the lag k autocorrelation. Under the hypothesis that the chosen 
model correctly describes the series Q,,, has asymptotically approximately a chi-square distri- 
bution with m-p-q degrees of freedom. 
Non-stationarity of time series can be observed by noting slowly decaying high positive 
autocorrelation estimates in the sample autocorrelation function for the original series. The series 
is differenced once, and the sample autocorrelations for the differenced series are computed. 
If high positive slowly decaying estimates persist in the sample autocorrelation function for the 
differenced series, a second difference is taken. Differencing is continued until the sample 
autocorrelation function exhibits rapid decay. We shall see that for the pressure series, first 
differencing is sufficient and it could be argued that no differencing is needed. 
After suitable differencing, the differenced series is treated as a stationary series and a 
model of the form (3) is deemed adequate. 
In recent years, new approaches to the determination of the number of parameters in an 
ARMA model have been considered. See, for example, Parzen[14], Woodward and Gray[20], 
Gray. Kelley, and Mclntire[ I I], Akaike[Z, 31, Cleveland[ IO], and Schwatz[l6]. 
Akaike’s AIC criterion and Parzen’s CAT criterion provide automatic procedures for de- 
ciding the order of the model. These methods remove the subjective judgement required by the 
Box-Jenkins approach and there is some empirical evidence that these procedures work well 
(see examples in [3] and also the examples in [ 15, 378-3801). However the reader should be 
aware that the AIC criterion has been shown to be inconsistent (see Shibata[ 171) and care should 
always be taken not to rely too heavily on automatic procedures. 
A very recent paper by Tsay and Tiao[ 191 provides another approach based on the intro- 
duction of an extended sample autocorrelation function. That paper briefly discusses the pitfalls 
of earlier methods. 
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2600: :..:: _- - 
STANDARD ERROR OF TNE WEAN 
225.6653 .._ ____... 
= 0.0019 
T-VALUE OF MEAN (AGAINST ZERO) =. 121560.3125 1. ,: :. .: - 
_ -. 
AUTOCDRRELATIO 45 
..- . . 
_. 
-’ l- 12 .73 
::: 
.52 .41 
.:: 
.39 '.41 .45 .4a '-.45 
ST.E. .02 _ .I1: *:: 
L.-B. a lE3 2EJ j:: ;:: iE3 i:'5 ii: ;!: .;:: iE3 i::. jE3 
‘&.F 
L.-B. i 
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'. -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 : 
LAG CGRR. +----+----+----+----+ ~~~~+~~~~+~~~~+~~~~+~~~~+~~~~+ . 
: 0.728 613
5' 
0.51a 
0.4sa 
: zt: 
: 0:414 . 51
9 0.40 
:: x: 
;; 0:406 .37s 
:: 0.354 48
:: 0.364 76
:: O.JI8 0.3 5 
:: 0.363 
22 
:: 
;: 
27. :.::: . 
f : :.::: 
:: 0:309 .290
:: 0.284 73
:3 :s: 
36. 0:294 
+;+xxxxxxxxxxxxxxxxx 
+1*xxxxxxxxxxxxxx __ 
+ 1x+xxxxxxxxxxx 
l 1x*xxxxxxxxx 
+ 1x*xxxxxxxx _ __. 
+ 1x*xxxxxxxx 
l 1x+xxxxxxxx 
+ 1x*xxxxxxxxx ; __ 
l 1x*xxxxxxxxxx 
l 1x*xxxxxxxxxx ._ 
+ 1xtxxxxxxxxx 
_ . . 
4 
+ 
l 
+ 
+ 
+ 
+ 
4 
+ 
4 
1xx*xxxxxxx : 
:xx*xxxxxx 
-’ - 1xx*xxxxxx 
. + 
4 
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4 
+ 
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+’ 
+ 
+ 
+ 
+ 
+ 
+ 
.- _ 
_ -. 
_ . 
_ .._. .- 
_. . _ - 
._ 
._ -. 
i 
r '101 OF ?A1 
: 0.726 17
: 0.049 13
: 0.061 96
: x: 
9 0:114 
:: 0.026 07
:s -:z 
:3 p; 
:: 0:053 
:: x:: 0 007 
:! ::j:: 
:: -0:oes .031 
:: 0.043 3
:: -0.002 0.021 
:: 0.041 .042 
:: 0.032 46
I 
l 1*xxxxxxxxxxxxxxxxx 
+1*xXx __ 
+1x : “_I . 
+1* -. 
+1*x 
*1*x 
+1+xXx '.._ I: :.: 
+x+xX 
+1*xX 
*1x 
. _.. . 
._ 
. .-_ 
_ - 
.-. - _. .- 
._ 
. 
_.. 
__ .-. 
32 D.031 _.. *1x __... ~. 
:: 
0.017 *I* . __.. - _.._.._ .- 
0.005 *I+ - 
:: 
0.051 ._.~ *IX 
e.024 : - *IX 
Fig. 6. BMDP Box-Jenkins output: mean. standard error of mean. ACF and PACF. 1st 4O-minute beach pressure 
data sqment. 
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4.2 Application to pressure ar~d,florc* series 
We shall now illustrate the application of the various Box-Jenkins modeling phases (i.e. 
identification. estimation. diagnostic checking and forecasting) to a 40-minute segment of 
pressure data at the beach. Similar analyses were conducted on pressure and flow data at the 
site. 
Figure 6 displays output from a BMDP run on a 40-minute segment of beach pressure 
data. Sample autocorrelations and partial autocorrelations are plotted, and mean pressure reading 
and standard error of the mean for 2400 one-second pressure measurements are computed. The 
mean value of the series is 225.66 psi and the standard error is 0.0019. Multiplying 0.0019 by 
the square root of the sample size (2400) yields a standard deviation of 0.0931 for the series. 
It follows that the overall fluctuation (measurement and process variation) about the mean value 
is about 0.1 psi. 
The autocorrelation function reveals high positive correlation with slow decay (i.e. lag 1 
correlation of 0.728. decaying to 0.294 at lag 36). This indicates a possible need to difference 
the series. 
Figure 7 exhibits autocorrelations and partial autocorrelations for the differenced series. 
The significant negative correlation at lag I, followed by rapid decay. indicates that first 
differencing was adequate for removing non-stationarity in the series. The oscillatory behavior 
of the autocorrelations suggests the presence of a second-order autoregressive component. Since 
neither the autocorrelation function (acf) nor partial autocorrelation function (pacf) abruptly 
drops off (i.e. acf’s significant up to lag 9 and pacf’s significant to lag 8), a mixed model seems 
appropriate. The decrease in the autocorrelation from lag 1 to lag 2 suggests a first-order moving- 
average component. The tentative ARIMA (p,d,q) model would then be ARIMA (2,1, I ). Also 
fitted were the models ARIMA ( 1.1.1) and ARIMA (0,l ,l). 
Figure 8 lists estimates of the three model parameters for ARIMA (2,1,1). The high t 
ratios indicate that all three parameters are statistically significantly different from zero. The 
residual mean square of 0.003603 is the estimated variance of the “random shock” series (i.e. 
the series a, in Eq. (3)). Recall that variance about the mean was 0.00866 = (0.0931)‘. Because 
the variance of the residuals is 0.003603, we conclude that 0.00866 - 0.003603 = 0.00503 
is the amount of variation explained by the model. Since this amount represents approximately 
59% of the total variation. it seems apparent that the model would be useful for forecasting the 
true pressure values. It has been suggested that since the moving average parameter is near one 
an AR(2) model would work equally well. 
Figure 9 portrays the estimated acf of the residual series. Most correlations are not sig- 
nificantly different from zero. Correlations at lags 23 and 9 are statistically significant, indicating 
slight inadequacies in the model. Slight model inadequacies are to be expected when a large 
volume of data is involved, and these are evident in the LBQ statistics. The ARIMA (2,1,1) 
model provided the best fit among the three tentative models based on the LBQ statistics, the 
acf’s and pacf’s of the residuals (i.e. acf’s and pacf’s of the residuals appeared most similar to 
those for white noise). 
It is important to remember that these statistical models are approximations to the actual 
process behavior. Any particular model will exhibit a substantial degree of lack of fit when 
very long time series are modeled. Adding terms to the model to attempt to account for such 
inadequacies is not recommended since it complicates the model and likely does not improve 
predictions of future pressure readings. 
Figure 10 displays the estimated acf’s for the residuals of the ARIMA (2,1.1) model fit 
to a stable g-hour segment of pressure readings. Correlations at lags 9 and 23 stand out and an 
oscillatory pattern is evident. There was little change in the value of the moving-average 
coefficient. namely 0.9827 as compared with 0.9834. but there are more significant changes 
in the autoregressive coefficients. namely 0.5836 and 0.0584 as compared with 0.5297 and 
0.1090. respectively. The estimated residual variance. 0.004289. is also slightly larger than the 
estimate. 0.003603. for the 40-minute segment. 
We also fit the ARIMA (2. I. I ) model to a second 40-minute segment on a different day 
of the test. Figure 1 1 displays the coefficient estimates for that second segment. Note that the 
estimates are close to those obtained for the first segment. 
Based on our work up to this point. we have identified a reasonable model and have found 
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that it provides a good fit to disparate segments of the time series. Because the major objective 
of our work was to be able to use discrepancies between the actual pressure and our expectation 
of what it should be (in order to detect leaks). the next step is to apply the model to forecast 
pressure readings. 
Figure 12 exhibits 48 forecasts of pressure readings corresponding to the first 35 minutes 
of data for the first segment. The coefficients had been estimated using only the first 35 minutes 
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Fig. I2 Forecasts usms ARIMA (2. I. I ) model based on 35-minutes of first 40-minute beach pressure 
data segment. 
of data. Forecasts and actual values for 1 to 48 steps (seconds) beyond the 35 minute point are 
presented. Also given are standard errors of forecast estimates. These standard errors are based 
on the estimated residual variance and the assumption that the model is correct. We note that 
the forecast errors tend to be within 2 standard errors. 
For the first segment the estimated standard ecor of the one-step-ahead forecast is 0.05904. 
Recall that the standard deviation about the mean was approximately 0.093; hence, we consid- 
erably improve our estimate of the next pressure reading using the model, as compared with 
predicting the sample mean value is every case (i.e. a standard error of 0.059 as compared to 
0.093). 
We assume the portion of the variation explained by the model to be the process noise 
component. The portion attributable to the residual series is thereby considered to be the 
measurement noise component. Table 1 decomposes the variation of the beach pressure data, 
Table I. Process and measurement noise decomposition 
Procehb 
Notse 
Measurement 
Noise 
Total 
Variatmn 
Sate Flo\s Site Pressure 
Standard Standard 
Deviation Deviation 
Variance (fps) Variance (psi) 
0.0005 0.012 0.0550 0.235 
0.0057 0.076 0.0026 0.05 I 
0.006’ 0.079 0.0576 0.240 
Beach Pressure 
Standard 
Deviation 
Variance (psi) 
0.005 I 0.072 
0.0036 0.060 
0.0087 0.093 
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site pressure data and site flow data based on -IO-minute segments. The ARIMA (7. I. I ) model 
fit best to the site and beach pressure. while the flow data fit best to an ARIMA (0.0.3). 
A simplified forecasting algorithm using a weighted average of the immediate past 120 
time points was implemented for the pressure series at site and beach. The algorithm is based 
on the weights for the ARIMA (2. I, 1) model. 
We shall give the formula for the weights using the operator notation as introduced in[7]. 
The backshift operator B is defined by 
BX, = X,_,. (5) 
We can then define a polynomial operator b(B) = I - 6,B - C&B’ as follows: 
+(B)X, = (1 - c&B - &B’)X, = X, - 6,X,_, - &X,mT. 
In operator notation, the ARIMA (2, I. I) model is expressed by 
(1 - +,B - 4+B2) (1 - B) X, = ( I - B,B) (I, 
Applying (1 - O,B)-’ to both sides of Eq. (6). we obtain 
(I - B,B)-’ (I - +,B - c&B?) (I - B) X, = (I, 
(6) 
(7) 
Expanding and multiplying out gives 
(I + 8,B + Bi’B? + Bi’B’ + . .) (I - (1 + $,)B - (& - +,)B’ + &B”) X, = u,. (8) 
Further multiplication and collecting terms yields for the left-hand side of (8) 
[l + (6, - (1 + 4,)) B + 03; - 8,(1 + 4,) - (4: - 4,)W 
+ c 8’1 (ef - 0; (1 + 4,) - 8,(41 - 4,) + 4:) B”Y x,. (9) 
/=0 
The coefficients of B, B’, B’, . are then the weights that we should apply to past X’s in 
order to forecast X,. Note that a, has expectation zero, and so the best prediction for a, itself is 
zero. Given the coefficients 8,, 4, and &, exact weights can be determined from (9). We 
observe that for the estimated values O,, 4, and & for beach and site pressure. 6, + 1 - 8, 
is large, 4? - 4, + 0,( 1 + 4,) - 0; is small, while the remaining weights are much smaller. 
Consequently, a simple approximation scheme would use the weights given above of X,_ , and 
X,_? and assign the remaining weight to the average of observations Xr_3. X,_,. . . X,-,Zo. 
The above technique provides a simple algorithm which could easily be implemented on 
a microprocessor as part of an improved leak-detection system. 
5. SUMMARY AND CONCLUSIONS 
Plots of brine-pipeline pressure and flow data exhibit long stable periods having apparent 
short-term (8-10 set) periodic oscillation. The short-term oscillation is more apparent in the 
pressure data than in the flow data, because the latter contains considerably more measurement 
noise. Large sudden drops in pressure and flow are clearly observed at times of pump shutdown: 
correspondingly large increases are seen when additional pumps are turned on. Both processes 
appear to stabilize reasonably quickly (usually within a few minutes), although flow measure- 
ments are relatively more variable than pressure readings. Due to physical proximity of the 
pumps, pressure levels at the site are higher than at the beach by a factor of three. and 
consequently. overall noise at the site is also higher. 
Box-Jenkins modeling was applied to the pressure and flow time series in Sec. 4, primarily 
in order to decompose the total variation into a measurement noise and a process noise com- 
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ponent, as illustrated in Table I. A secondary objective was to improve the leak-detection 
algorithms. Our findings were as follows: 
1. For the flow data. 92% of the variation is estimated to be measurement noise and 
consequently, very little can be done to improve predictions of future flow readings. 
2. For the site pressure data, 95% of the variation is estimated to be process noise; therefore, 
a prediction algorithm. based on the model, can considerably improve forecasts for site pressure 
readings. Such an algorithm will allow the system to have almost the same sensitivity to pressure 
changes at the site as it is capable of at the beach. 
3. For the beach pressure data, 59% of the variation is due to process noise; hence, some 
improvement in leak-detection capability at the beach can be achieved through use of the model. 
Simplified algorithms yield forecasts similar to those obtained from Box-Jenkins models. 
particularly for the site pressure data. These algorithms are easily implemented on a micro- 
processor. If pressure forecasts exceed actual pressure readings by more than a pre-specified 
tolerance. flowmeter data should be used to confirm the existence of a leak or to indicate the 
occurrence of a pump or valve change. 
Forecasts based on models may also have a role to play in the detection of slow leaks with 
the aid of a tracking signal to monitor forecasts (see Chernick[9]), or a nonparametric test such 
as the runs tests (see Lehmannll2. pp. 313-3151). 
Because of the high measurement noise level in the flow data, we recommend that the 
pressure data be used as the primary source for detecting leaks. This conclusion is in accord 
with plans for an onshore-based leak-detection system. Since a real leak will cause an increase 
in flow as well as a decrease in pressure. flow data can be useful in confirming the existence 
of moderate leaks that have already been detected by observations of significant pressure drops 
at both the site and beach. For leaks resulting in small pressure drops it may not be possible 
to confirm the leak based on flow measurements. Either such pressure changes must be reconciled 
against site operation records or surrogates such as pressure ratios described by Book and 
Chernick[S] must be computed to determine whether site changes may have caused the pressure 
drop. 
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