Abstract. We give a partial answer to a conjecture concerning an overdetermined problem for the Helmholtz equation.
Introduction
Let Ω ⊂ R n (n ≥ 2) be a smooth bounded connected open set. Let a, b ∈ R and λ ∈ C be constants. We consider solutions of the overdetermined elliptic boundary value problem for the Helmholtz equation: where ∂/∂ν is the outward normal derivative. If b = 0 and if we consider nonconstant solutions, we get as a special case Schiffer's problem (Yau [13] , p. 688, problem 80). If a = 0 and b = 0, the problem was posed by Berenstein [1] when n = 2 (see also Berenstein and Yang [2] when n ≥ 3).
In 1981 Williams [10] proved that if ∂Ω is Lipschitz and (1)-(3) has a nonconstant solution for b = 0, then ∂Ω is real analytic. In 2002 Williams [11] proved that if ∂Ω is C 1 and (1)-(3) has a nonconstant solution u ∈ C 2 (Ω), then ∂Ω is real analytic. The following conjecture is stated in [11] (see also [12] ):
Conjecture. Let Ω ⊂ R n be a Lipschitz bounded connected open set. Assume that R
n \Ω is connected. If (1)-(3) has a nonconstant solution for some constants λ ∈ C and a, b ∈ R, then Ω is a ball.
When ∂Ω is of class C 2,α with α ∈ (0, 1] we may assume that λ > 0 in trying to prove the conjecture; see [11] Remark 1, p. 299.
We shall prove the following theorem. 
2) Assume moreover that Ω is convex and symmetric about a hyperplane. If there is a nonconstant solution u ∈ C 2 (Ω) of (1)-(3) with λ ≤ λ 2 , then Ω is a ball.
Recently Deng [5] has obtained some results when n = 2 and b = 0. More precisely, let 0 = μ 1 < μ 2 ≤ μ 3 ≤ · · · denote the eigenvalues of −Δ for the Neumann problem in Ω. If λ < μ 8 , then Ω is a disk. If Ω is strictly convex and centrally symmetric and λ < μ 13 , then Ω is a disk.
We shall need the following particular case of [9] .
where c denotes some constant. Then Ω is a ball and u is radially symmetric.
Preliminaries
For ν ∈ C and z ∈ C\(−∞, 0], the ν-th Bessel function is defined by
Here is a collection of some basic properties of the Bessel function; see [3] .
.
3) For r > 0 we have 
We shall repeatedly use the following function:
With the help of Lemma 1 (3) we easily verify that Δz + z = 0.
Proof.
√ λ 1 is the first positive zero of J n 2 −1 and (1)- (3) is unique and is given by
Moreover, a = 0 if u is nonconstant. The proposition follows using Lemma 1.
Proposition 2. Retain the setting of Proposition
Proof. The eigenspace corresponding to λ 2 is the n-dimensional space generated by the linearly independent eigenfunctions
We first show that a = 0. Indeed, if a = 0, there exist
We have ∂u ∂ν
which is not constant since by Lemma 1 J n 2 +1 ( √ λ 2 ) = 0, and we get a contradiction. Now the only nonconstant solution of (1) Proof. Since u is nonconstant, λ = 0 and a = 0. If w = (u − a)/λa we have
By [4] , Lemma 2, we have
For all x ∈ Ω there exists y ∈ ∂Ω such that y j = x j for j = k and tx + (1 − t)y ∈ Ω for 0 < t ≤ 1. Then u(x) = u(y) = a and we reach a contradiction since u is nonconstant. Suppose that there exist
Multiplying (6) by ∂u/∂x k , integrating over Ω and using (5) we get
which implies that α k = 0. Therefore the functions ∂u/∂x j are linearly independent eigenfunctions for the Dirichlet problem with eigenvalue λ. Since λ 1 is a simple eigenvalue, we deduce that λ ≥ λ 2 .
Remark 1. Assume that n = 2, λ = λ 2 and b = 0. If (1)-(3) has a nonconstant solution, then Ω is a ball; see [1] . Moreover, when n = 2, Proposition 3 is established in [1] .
Proof of Theorem 1
Let u ∈ C 2 (Ω) be a nonconstant solution of (1)- (3) with λ ≤ λ 2 . By [11] ∂Ω is real analytic. Then we can assume that λ > 0.
We denote by ϕ an eigenfunction corresponding to λ 1 ; ϕ can be taken positive by [3] .
Suppose that a = 0. If w = (u − a)/λa we have
Proof. Assume the contrary. Let C 1 and C 2 denote two connected components of Ω 1 . Define
Then we have
which implies that λ ≥ λ 2 , and we reach a contradiction when λ < λ 2 . When λ = λ 2 we have
We deduce that ψ is an eigenfunction corresponding to λ 2 (see [6] ). Owing to the regularity theory ψ is analytic in Ω. Since ψ vanishes in Ω\(C 1 ∪ C 2 ), we obtain a contradiction.
Now we can give a proof of Theorem 1. 1) Suppose first that λ = λ 1 . Multiplying (1) by ϕ and integrating over Ω we get
Since ∂ϕ/∂ν < 0 on ∂Ω (see [7] , p. 212), we deduce that a = 0. Since u is nonconstant, u = Cϕ, where C ∈ R\{0}. Hence from Theorem 2, it follows that Ω is a ball. Now let 0 < λ < λ 1 . a = 0 since u is nonconstant. Then w = (u − a)/λa satisfies (7). Suppose that Ω 1 = ∅. By Lemma 2, Ω 1 is connected. If v = w + 1/λ we have
Then v is an eigenfunction corresponding to the first eigenvalue of −Δ for the Dirichlet problem in Ω 1 . Since Ω 1 is strictly contained in Ω, λ > λ 1 (see [3] ) and we have a contradiction. Therefore Ω 1 = ∅. Then Δw ≤ 0 in Ω and the maximum principle implies that w > 0 in Ω. As above we conclude with the help of Theorem 2.
2) Since the problem is invariant under translations and rotations we can assume that Ω is symmetric about the plane T = {x ∈ R n ; x n = 0}. If E ⊂ R n we denote by E its reflection in T . By 1) we can assume that λ 1 < λ ≤ λ 2 .
we deduce that v = 0. Therefore ∂w/∂x n = 0 on Ω ∩ T . Let R n + = {x ∈ R n ; x n > 0} and A = Ω ∩ R n + . i) Assume that ab > 0. ∂w/∂x n = (b/λa)ν n on ∂Ω. Since Ω is convex and symmetric about T and ∂Ω is analytic, ν n (x) > 0 for all x ∈ ∂Ω ∩ R n + . Therefore, for all x ∈ ∂Ω ∩ R n + , there exists r > 0 such that ∂w/∂x n > 0 in B(x, r) ∩ Ω. Suppose first that B = {x ∈ A ; ∂w/∂x n (x) < 0} = ∅. Then ∂w/∂x n = 0 on ∂B and ∂w/∂x n > 0 in B . There exists α > 0 so that
Then, using the same arguments as in the proof of Lemma 2, we get λ > λ 2 and we have a contradiction. Therefore ∂w/∂x n ≥ 0 in A and the maximum principle implies that ∂w/∂x n > 0 in A. We deduce that ∂w/∂x n < 0 in A . We claim that w < 0 in Ω. Let x = (x , x n ) ∈ Ω. Since Ω is convex and symmetric about T there exist t 1 < 0 < t 2 such that (x , t j ) ∈ ∂Ω for j = 1, 2 and (x , t) ∈ Ω for t 1 < t < t 2 .
We have ∂w/∂x n (x , t) < 0 for t 1 < t < 0 and ∂w/∂x n (x , t) > 0 for 0 < t < t 2 . Since w(x , t j ) = 0 for j = 1, 2 we deduce that w(x) < 0, and our claim is proved. Then Theorem 2 implies that Ω is a ball. ii) Assume that ab < 0. Now ∂w/∂x n < 0 on ∂Ω ∩ R n + . If {x ∈ A ; ∂w/∂x n (x) > 0} = ∅, we obtain a contradiction using the same argument as in i). Therefore ∂w/∂x n ≤ 0 in A, and arguing as in i) we obtain that w > 0 in Ω. Then Theorem 2 implies that Ω is a ball, a contradiction to Proposition 1. We conclude that ab < 0 cannot occur.
iii) Suppose that b = 0.
Lemma 3. We have
Proof. ∂Ω is locally the graph of an analytic function of n − 1 variables ρ; that is, ∂Ω is locally defined by
Then the outward unit normal ν is given by
We have
Differentiating (9) with respect to x k for k ∈ {1, · · · , n − 1} and multiplying by ν n we get
Multiplying (10) by ν k and adding we obtain
for 1 ≤ j ≤ n. (11) and (12) imply that ∂ 2 w/∂x
n . Then (10) implies that ∂ 2 w/∂x k ∂x n = −ν k ν n . Using (10) again the lemma follows. Equation (11) in the proof of Lemma 3 implies that for all x ∈ ∂Ω ∩ R n + there exists r > 0 such that ∂w/∂x n > 0 on B(x, r) ∩ Ω. If C = {x ∈ A ; ∂w/∂x n (x) < 0} = ∅, then ∂w/∂x n = 0 on ∂C and we get a contradiction as in i). If C = ∅, then as in i) we show that w < 0 in Ω and Theorem 2 implies that Ω is a ball, a contradiction to Proposition 1. We conclude that b = 0 cannot occur.
Case 2: λ = λ 2 . Suppose first that a = 0. Then b = 0 since u is nonconstant and u is an eigenfunction corresponding to λ 2 . u is symmetric in x n ; hence ∂u/∂x n = 0 on Ω ∩ T . We can assume that b > 0. Since ∂u/∂x n = bν n on ∂Ω, we have ∂u/∂x n > 0 on ∂Ω ∩ R n + . If D = {x ∈ A ; ∂u/∂x n < 0} = ∅, we have ∂u/∂x n = 0 on ∂D and we obtain a contradiction as in Case 1 i). Therefore ∂u/∂x n ≥ 0 in A. Arguing as in Case 1 i) we obtain that u < 0 in Ω, and we reach a contradiction since the second eigenfunction changes sign. Therefore a = 0. As before w = (u − a)/λa satisfies (7). If ab > 0 (resp. ab < 0), as in Case 1 i) (resp. ii)) we obtain that w < 0 (resp. w > 0), and we conclude that Ω is a ball, a contradiction to Proposition 2. Therefore b = 0. Arguing as in Case 1 iii) we show that Ω is a ball.
Remark 2. Theorem 1 (2) complements Berenstein's result (see Remark 1).
Concluding remarks
Below we give an alternative proof of Theorem 1 (1) when λ < λ 1 , which seems of independent interest.
Let χ be the torsion function relative to Ω, that is, Δχ + 1 = 0 in Ω , χ = 0 on ∂Ω.
Since χ = ϕ = 0 on ∂Ω and ∂ϕ/∂ν = 0 on ∂Ω, the function ψ defined by
extends to a continuous function on Ω. Now we define a sequence of functions (χ n ) n∈N as follows: χ 0 = χ and, for n ≥ 0, Δχ n+1 + χ n = 0 in Ω , χ n = 0 on ∂Ω.
We begin with the following lemma. 
