We present high-accurate numerical results for one-loop integrals by multiple-precision arithmetic, which realizes reliable numerical computation for numerically unstable problems. The quantitative analysis of numerical singularities and the convergence property of one-loop integrals by multiple-precision arithmetic are also shown.
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Introduction
The purpose of the present paper is to show an effective use of multiple-precision arithmetic in evaluation of one-loop integrals appearing in the higher order correction of the cross section for collisions of elementary particles. Since exact treatments of loop integrals are hard in most cases, development of numerical treatments is important [3] .
A one-loop integral is formally defined as the limit of the regularization for a singular integral. In [1] , Doncker et al. have introduced an extrapolation method to evaluate the limit. However inappropriate choice of parameters results in wrong evaluation.
Our approach is direct computation of integrals involving sufficiently small regularization parameters by fast multiple-precision arithmetic. In the next section we give a remark on rounding errors in floating-point arithmetic, and we introduce a fast multiple-precision arithmetic in §3. In §4, we describe the one-loop box type integral on infrared divergent physics process. Numerical results with the proposed multiple-precision arithmetic are shown in §5, and its imaginary parts are also discussed in §6.
Floating-Point Arithmetic and Rounding Errors
In digital arithmetic, a real number is treated in a fixed-point format or a floating-point format, and the latter is mainly used in scientific computations. A floating-point format consists of three components: a sign part, an exponent part, and a fractional part. Two kinds of floating-point arithmetic are defined as the standard in IEEE754. One is single precision, and the other is double precision. The latter is used in the most scientific computations, and it has approximately 16.0 decimal digits precision.
Since the real values are approximated with floating-point values in numerical computation, we cannot avoid rounding errors. Moreover rounding errors prevent us to treat mathematical theory exactly on digital computers. For instance, we consider the inequality a 2 + b 2 ≥ 2ab with a = 1.022 and b = 1.038 by four decimal digits arithmetic. In the example the exact value of a 2 is 1.044484, which is rounded to 1.044. We denote this a ⊗ a = 1.044 where ⊗ means multiplication with rounding. Similarly b 2 = 1.077444. Thus b ⊗ b = 1.077. Hence we get a ⊗ a ⊕ b ⊗ b = 2.121. On the other hand, the right hand side of the inequality 2ab = 2.121672 is rounded to 2.122. Therefore a ⊗ a ⊕ b ⊗ b is smaller than 2 ⊗ a ⊗ b in the precision. Moreover floating-point arithmetic for 1/(xy + zw − 2st) with x = z = s, y = w = t probably includes large rounding errors with odd sign.
Multiple-Precision Arithmetic Environment "exflib"
We introduce a multiple-precision arithmetic environment "exflib" (extended precision floatingpoint arithmetic library) [4] . It enables us to allocate arbitrary precision to the fractional part of a floating-point number. Thus we can make rounding errors arbitrary small with enough precision and virtually achieve numerical computation without rounding errors. In particular we can perform direct numerical computation for numerically unstable problems.
The proposed environment is designed for scientific computation with one hundred up to several thousand decimal digits, and its advantages lie in fast computation, small memory requirement, 
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One-Loop Box Type Integral on Infrared Dirergent Process
We apply multiple-precision arithmetic to numerical evaluation of the one-loop box type loop integral on infrared divergent physics process [2] , that turns to lim ε↓0 I(ε), where
Here λ is fictious photon mass, m e is electron mass, m f is fermion mass, s and t are Mandelstam variables. The square root of s is center-of-mass energy. We suppose that t is negative. In the following numerical computations, values shown in Table 1 are used. 
Numerical Evaluation of One-Loop Integral
In this section numerical analysis of lim ε↓0 I(ε) by multiple-precision arithmetic are shown. The proposed method consists of four techniques: preventing cancellations in numerical integrations, decomposition of an integral domain at numerical singularities, the use of a high-accurate quadrature rule and the use of multiple-precision arithmetic.
The function D(x, y, z) has zero in the integral domain, which is a smooth surface shown in Figure 1 . Great attention must be paid to change of the sign of the the numerator D(x, y, z) 2 − ε 2 for high accurate integration. Actually some values of the most inner integral I (0) of I(ε) are shown in Table 2 . Such oscillation causes cancellation in floating-point arithmetic and inaccuracy for numerical integration. To prevent cancellation we decompose it into two positive parts as and we let the integrals on the right hand side as I (1) (x, y; ε) and I (2) (x, y; ε) respectively. Moreover Figure 4 shows the profile of 1−x 0 I (1) (x, y; ε) dy. From the figure we decompose the domain at
The numerical results for I (1) (ε) and I(ε) are shown in Table 3 and in Table 4 respectively. We use the adoptive double exponential rule. In Table 4 , N 0 and N 1 are discretization numbers for intervals [0, x 1 ] and [x 1 , 1]. Computational time with exflib is also shown in Table 4 on a PC cluster. Each node is equipped with four quad-core Opteron 8350 (2.3GHz). Parallel computation is done with 512 processes by MPI. Figure 5 (a) and (b) show the convergence of I(ε). They show the integral value I(ε) monotonically decreases as ε tends to zero. From Table 4 and Figure 5 , the one-loop box integral under
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Hiroshi Fujiwara Table 3 : Cancellation in numerical computation of (5.1)
10 −60 +2.00601 × 10 55 −3.55354 × 10 −7 10 −65 +2.00601 × 10 60 −3.56173 × 10 −7 10 −70 +2.00601 × 10 65 −3.56174 × 10 −7 10 −75 +2.00601 × 10 70 −3.56174 × 10 −7 10 −80 +2.00601 × 10 75 −3.56174 × 10 −7 
Imaginary Parts
The corresponding imaginary part of I(ε) is
On the other hand, replacing s in D(x, y, z) by s + √ −1ε gives another integral [5]
Numerical evaluations of J 1 and J 2 by the proposed method with multiple-precision arithmetic exflib are shown in Table 5 and Table 6 . From the results, limits of J 1 (ε) and J 2 (ε) under parameters in Table 1 are
(40 decimal digits) 10 −65 7.4307142045801809644314794618809912814913846718 × 10 −9 10 −75 7.4307378573533941681705149815470591000403736745 × 10 −9 10 −100 7.4307378573533965334478366172912721987088430722 × 10 −9 10 −110 7.4307378573533965334478366172912721987090795999 × 10 −9
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Our numerical results shows that the limits of J 1 (ε) and J 2 (ε) as ε tends to zero coinsides in 40 decimal digits accuracy.
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