algorithm recovers the original auditory streams by searching for the maximized log likelihood of the separated signals, computed by the pdfs (probability density functions) of the projections onto the subspaces. Empirical observations show that the projection histogram is extremely sparse, and the use of generalized Gaussian distributions [2] yields a good approximation.
Subspace Decomposition: Let us consider a monaural separation of a mixture of two signals observed in a single channel, such that the observation is given by
where x i (t) is the tth observation of the ith source. It is convenient to assume all the sources to have zero mean and unit variance. The goal is to recover all x i (t) given only single sensor input y(t).
The problem is too ill-conditioned to be mathematically tractable since the number of unknowns is 2×T given only T observations. Our approach, illustrated in fig. 1 , begins with decomposing the mixture signals into N disjoint subspace projections v k (t), each filtered to contain only energy from a small portion of the whole space:
where P is a projection operator, N is the number of subspaces, and w kn is the nth coefficient of the kth coordinate vector w k whose lag is d k . Suppose the appropriate subparts of an audio signal lie on a specific subspace over short times. The separation is then equivalent to searching for subspaces that are close to the individual source signals. More generally, u ik (t) is approximated by modulating the mixed projections v k (t):
where a "latent variable" λ k is a weight on the projection of subspace k, which is fixed over time.
We can adapt the weights to bring projections in and out of the source as needed. The original sources x i (t) are then reconstructed by recombining {u ik (t)|k = 1, . . . , N } and performing the inverse transform of the projection. Proper choices of the weights λ k enable the isolation of a single source from the input signal and the suppression of all other sources and background noises.
A set of subspaces that effectively split independent streams is essential in the success of the separation algorithm. Fig. 2 shows an example of desired subspaces. Two ellipses represent two different source distributions, whose energy concentrations are directed by the arrows. If we project the mixture onto the arrows (1-dim subspaces), the original sources can be recovered with the error minimized by the principle of orthogonality. To obtain an optimal basis, we adopt ICA, which estimates the inverse-translation-operator such that the resulting coordinate can be statistically as independent as possible [3] .
Estimating Source Signals: The estimation of λ k can be accomplished by simply finding the values that maximize the probability of the subspace projections. The success of the separation algorithm for our purpose depends highly on how closely the ICA density model captures the true source coefficient density. The histograms of natural sounds reveal that p(u ik ) is highly super-Gaussian [3] .
Therefore we use a generalized Gaussian prior [2] that provides an accurate estimate for symmetric non-Gaussian distributions in modeling the underlying distribution of the source coefficients, with a varying degree of normality in the following general form: p(u) ∝ exp (− |u| q ). We approximate the log probability density of the projections according to eq. 3:
We define the object function Ψ k of subspace k by the sum of the joint log probability density of u 1k (t) and u 2k (t), over the time axis:
The problem is equivalent to constrained maximization in the closed interval [0, 1]; we can find a unique value of λ k at either boundaries (0 or 1), or local maximum by Newton's method. From the testing data set, two sources out of the four are selected and added sample-by-sample to generate a mixture signal. The proposed separation algorithm was applied to recover the original sources. Table 1 reports the separation results when Fourier and the learned ICA bases are used.
The proposed method deals with binary mixtures only. The performances are measured by signalto-noise ratio (SNR). With learned ICA subspaces, the performances were improved more than 1dB on the average, compared to Fourier basis. In terms of the sound source types, generally mixtures containing music were recovered more cleanly than the male-female mixture for both bases. 
Conclusion
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