A Curious Link Between Prime Numbers, the Maundy Cake Problem and
  Parallel Sorting by Blanchette, Jonathan & Laganière, Robert
A Curious Link Between Prime Numbers, the
Maundy Cake Problem and Parallel Sorting.
Jonathan Blanchette, Robert Laganière
School of Electrical Engineering and Computer Science
University of Ottawa
Ottawa, Canada K1N 6N5
jblan016@uottawa.ca
November 5, 2019
Abstract
We present new theoretical algorithms that sums the n-ary comparators output
in order to get the permutation indices in order to sort a sequence. By analysing
the parallel ranking algorithm, we found that the special comparators number of
elements it processes divide the number of elements to be sorted. Using the divide
and conquer method, we can express the sorting problem into summing output
of comparators taking a prime number of elements, given that this prime number
divides the initial disordered sequence length. The number of sums is directly related
to the Maundy cake problem. Furthermore, we provide a new sequence that counts
the number of comparators used in the algorithms.
1 Introduction
Computing is generally done using binary comparators. Perhaps the most intuitive way
of sorting is by using brute force. If we count the number of times an element is larger
than another, then effectively we indirectly are implementing Insertion Sort or the similar
Selection sort. By counting the number of times an element is larger than the others
in the sequence, we effectively ranked the element. By obtaining the rank, we can sort
the sequence with a permutation. However, ranking (to count the number of times an
element is larger than another) can be assigned to multiple processors simultaneously
and is therefore highly parallelisable. In the insertion sort or the selection sort algorithm,
the depth is of the order of the sequence length. Since we rank in parallel, we have
in the end a reduction (or a sum) of O (N) comparator arrays. Again, using GPU’s,
this can be reduced in O (log (N)) time. But in most algorithms, comparators used are
binary. In this paper, we study if we can use comparators that take more than 2 numbers.
More specifically, we see what comparator sizes are possible given N , the size of the
sequence to be ranked. When we count the number the number of partial ranks(output of
a comparator bank) required to be reduced, we get a direct connection to the Maundy
cake problem [2]. Additionally, we analyse the number of comparators that will have to
be used and we provide a new number theoretical sequence related to them.
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2 CONVERTING A SORTING PROBLEM INTO A SUM PROBLEM.
The new divide and conquer algorithms are mainly theoretical since it is not scalable
for large N . It still requires O (N2) processors running in parallel in the worse case and it
requires to factorise a large number which is a nondeterministic polynomial time (NP)
problem [3]. Another possible drawback is that the processors need to output n-ary
comparators, hence they could need special hardware to implement them.
We present in this section a way of dividing the parallel selection sorting problem into
prime comparators and their unique connection patterns.
Sorting a sequence is a non-linear in the sense that the matrix that transforms the
sequence is a permutation matrix P x that depends on the data itself, i.e.
s = P Txx (1)
We will drop the data dependence subscript for brevity so P x = P . Furthermore,
P =
[
epi0 . . . epiN−1
]
(2)
where ei is a zero N × 1 vector except the ith entry equals 1. Hence if we define nN×1 to
be:
nN×1 =
[
0 1 . . . N − 1]T (3)
then,
P Tn = pi (4)
where pi =
[
pi0 . . . piN−1
]T .
2 Converting a sorting problem into a sum problem.
Note that, unless otherwise stated, Zero-indexing is used in this project. If we consider
equation 1 and 2 we see that what really is important is the indices pi to order a sequence.
That is if we solve for pi, we indirectly know what our sorted sequence s is since pi fully
characterizes the permutation matrix. In this section we will use comparator units that
output ranks or keys pi of the corresponding input sequence number x, instead of using
them to output a “swapped in order” sequence s. If we consider that a K-ary comparator
CK×1 or simply CK , it would output keys ∈ [0, 1, · · · , K − 1]:
CN (xN×1) = pi (5)
For example, C3
([
6.4 −9.3 0.1]T) = [2 0 1]T and C2 ([−40.56 10.76]T) = [0 1]T .
Consider for now that the sequence has no repeated elements. Then, for the case where
we have exactly 2 elements to compare, we can model C2 as being a boolean function that
outputs 0 and 1 for false and true respectively:
C2
([
x0
x1
])
=
[
(x0 > x1)
(x1 > x0)
]
=
[
δ [x0 − x1]
δ [x1 − x0]
]
= pi (6)
The relation above is important enough to be given a special notation ci,j for output of
the comparison (xi > xj) = δ[xi − xj] = ci,j. We can rewrite eq. 6 into:
C2
([
x0
x1
])
=
[
c0,1
c1,0
]
(7)
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2.1 Binary partial ranks
The first algorithm is very intuitive. To illustrate it with an example, if in a sequence
of 16 numbers I told you that one of the elements is bigger than exactly 6 elements,
then we know that this is the seventh element. We don’t need to know the order of the
other elements to infer this. Hence it is possible to do sorting in parallel by finding the
permutation index of a sequence element by counting the number of times one element is
higher that the other. So we sum together the partial ranks to get the correct index. In
vector notation, the permutation vector piN×1 is a sum of elements of partial ranks stored
in a matrix CN×N (x) or just CN .
CN (x) = pi = CN1N×1 (8)
The entry (i, j) of matrix CN are defined by:
ci,j =

δ[xi − xj], if i > j
1− δ[xi − xj], if j > i
0 if i = j
or perhaps more clearly:
CN =

0 c0,1 c0,2 . . .
c¯0,1 0 c1,2 . . .
c¯0,2 c¯1,2 0 . . .
... . . .
 (9)
Here c¯ is the 1-bit complement of c. The diagonal is assigned a 0 by default because it never
contributes to the ordering permutation. The lower diagonal are filled with complements
of the upper diagonal elements because this way the permutation indices can’t repeat
themselves. Note that if x has repeated values there could be multiple possible solution for
pi since the elements pii could be repeated. Despite that, even if there are equal elements
in the vector x, the permutation indices will correspond to a sorted vector, i.e. the sorting
algorithm is stable. The matrix CN is skew-symmetric in the 1-bit sense, in other words
the negative sign is replaced with the boolean complement. Let us denote the space of
the boolean skew-symmetric matrices by SN×N and the possible comparison matrix space
by CN×N . In general, not all boolean skew-symmetric matrices correspond to a possible
x, or CN×N ( SN×N for N > 2. For example, there is no sequence x that correspond to
the following matrix:
S4 =

0 0 0 1
1 0 1 0
1 0 0 1
0 1 0 0

The indexing vector pi will correspond to the indices of a stable sorting algorithm if the
permutation indices are unique. The structure imposed on CN also ensures that the
solution pi has unique elements.
Proof: Let v (CN) denote the 12 (N − 1)N × 1 vector obtained from the vectorized
matrix vec (CN) by eliminating all the diagonal and lower diagonal elements of CN . For
example if N = 3, c = v (CN) =
[
c0,1 c0,2 c1,2
]T . Then the sum of partial indices is:
CN1N×1 = ∆N× 1
2
(N−1)Nc+ n (10)
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The matrix ∆N× 1
2
(N−1)N = ∆N has the following recursive structure:
∆N =
[
∆N−1 IN−1×N−1
0TN−1×1 −1TN−1×1
]
(11)
The smallest of theses matrices is: ∆2 =
[
1
−1
]
. We have1 rank (∆N) = N − 1 and
1T∆N = 0
T
1
2
(N−1)N×1 (12)
Combining equations 8,10 and4 we obtain:
∆Nc+ n = P
Tn (13)
Assume that indeed pi has repeated values, then P T has repeated 1’s in at least a column
and at least a zero column. In other words, assume rank (P ) < N . If we multiply the
left of eq. 13 with 1T we get: 1T∆N× 1
2
(N−1)Nc+ 1
Tn = 1TP Tn. Because of eq. 12, this
reduces to: 1Tn = 1TP Tn. However, for this equation to hold P T must be of full rank.
This contradicts the assumption.
Algorithm 1 Binary algorithm
1: for i = 0 to N − 2 do
2: for j = 1 to N − 1 do
3: if x[i] > x[j] then
4: c[i][j] = 1
5: c[j][i] = 0
6: else
7: c[i][j] = 0
8: c[j][i] = 1
9: end if
10: end for
11: end for
12: for (i 6= j) and (j = 0 to N) do
13: pi[i] = pi[i] + c[i][j]
14: end for
15: for j = 0 to N do
16: s[pi[i]] = x[i]
17: end for
The cumulative sum is done in parallel too. Since the elements in the sum are binary,
it could be possible to use logical circuits to implement this. So it is possible to convert
the problem of sorting of N numbers into the problem of N-1 binary cumulative sums.
For a sequence of length N, the comparison complexity required to sort N numbers (CN)
in terms of the quantity of binary comparisons (C2) is :
CN ≡ N
2 −N
2
C2 = O(N2)C2 (14)
1This is a matrix rank, not to be confused with a sorting order rank.
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Note that we can see this directly from equation 9 since there are N2−N
2
disjoint binary
comparisons to represent CN , so the above equation reads as: A N -ary comparison is
equivalent to N2−N
2
C2 simultaneous binary comparisons. The quadratic term shows that
the algorithm is practically useless for large sequences. Recall that only short sequences
are of interest here.
x0
x1
x2
x3
Σ
Σ
Σ
Σ
pi0
pi1
pi2
pi3
L0
L1
L2
Figure 1: The comparators only outputs ranks, they don’t swap the compared numbers.
The ranks from the three parallel levels L0, L1 and L2 are added together in the end.
There are three levels and each level has 2 binary comparators.
The question arises if we can minimize the number of parallel levels labelled Li using
ternary or even K-ary comparisons. In fact, this is possible, for example a sequence
of length 9 can be separated into 4 parallel nets using ternary comparisons only. The
generalization of this for K-ary comparisons is the aim of the next subsection. Furthermore,
we would like the levels to be maximal, i.e. the number of K-ary comparators per level is
N
K
.
2.2 Smallest divisor partitioning of partial ranks
Let the sequence length N be factored into a pair of divisors:
N = d ·D (15)
In the above equation, d is the smallest prime divisor of N , and D is the largest divisor
of N or the conjugate divisor of d since D = N/d. The topology of the connections of
such networks is what determines if the network design sorts correctly. Before stating the
general formula, we will enunciate some definitions.
The MATLAB convenient notation for a vector permutation is used, i.e.:
yN×1 = xN×1 (piN×1) =⇒ yi = xpii ; i ∈ [0, N − 1] (16)
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The M × L matrix Ei,j,M×L, or simply Ei,j, has 1 in its (i, j) entry and 0’s elsewhere.
Thus,
Ei,j = δiδ
T
j (17)
Let an index vector vj,k ∈ Rd×1 be constructed with it’s ith element defined as:
vi,j,k = (j + k · i) mod D +D · i (18)
where i ∈ [0, d− 1], j ∈ [0, D − 1], k ∈ [0, D − 1]. Let a second index vector wj ∈ RD×1
with it’s ith element defined as wi,j = (i) mod D +D · j:
wj = nD×1 + i · D · 1D×1 (19)
Then we have:
piN×1 =
d−1∑
j=0
δj,d×1 ⊗ CD×1 (x (wj)) +
D−1∑
k=0
D−1∑
j=0
(
d−1∑
i=0
Evi,j,k,i,N×d
)
Cd×1 (x (vj,k)) (20)
Here ⊗ denotes the Kronecker product. The pattern for the connections are illustrated
with an example figure with N = 6 network that looks like:
L3,6 L2,6 L2,6 L2,6
C3 C3
C2
C2
C2
C2
C2
C2
C2
C2
C2
Figure 2: At the left N3,6 is the ternary network, the others are binary networks. The
binary and ternary comparators are labeled with C2 and C3 respectively. There are 1 level of
ternary comparators and there are 3 levels of binary comparators hence L6,6 ≡ L3,6 +3L2,6.
There is 2 ternary comparators in the ternary level and 3 binary ones per binary level, i.e.
C6 ≡ 2C3 + 9C2.
We can decompose a sorting network of N numbers into one D-ary network and D
d-ary nets:
LN,N ≡ 1 · LD,N +D · Ld,N (21)
Let CD denote a D-ary comparison. Then each network Ld,N contains D d-ary
comparisons:
Ld,N ≡ N
d
· Cd = D · Cd (22)
Each comparator unit Cpi can be modelled by any algorithm, provided it saves the
permutation indices.
Substituting eq.22 into 21 we get the mixed comparisons complexity:
CN ≡ d · CN/d +
(
N
d
)2
· Cd (23)
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Partial ranks, or output of LN,dj and their sum.
Partial rank from levels
i xi L8,4 L8,2 L8,2 L8,2 L8,2 pii
0 5 2 0 0 0 0 2
1 12 3 1 1 1 1 7
2 2 0 0 0 0 0 0
3 3 1 0 0 0 0 1
4 5 0 1 1 1 0 3
5 7 0 1 1 1 0 5
6 8 3 1 0 1 1 6
7 6 1 1 1 0 1 4
Table 1: Example of summing partial ranks with divisor partitioning (eq.20) with N = 8.
Here, D = 4 and the first column of outputs corresponds to 2 quaternary comparator
ranks placed one above the other, hence it’s partial ranks go from 0 to 3. The last column
are the ranks, or the sum of all the partial ranks.
If we take take eq. 23, and substitute in eq.14, we show that the binary complexity are
the same for both algorithms:
CN ≡ d · 1
2
((
N
d
)2
− N
d
)
C2 +
(
N
d
)2
· 1
2
(
d2 − d) C2 = 1
2
(N − 1)NC2 (24)
The above relation is a hint that both algorithms are equivalent. If we use algorithm 1, to
model all comparisons, the whole network reduces to binary comparisons. This effectively
reduces the conjugate divisor algorithm into alg. 1. Although this substitution wouldn’t
be interesting because the goal of this section was to see if it was possible to use non
binary comparators, this reduction means that the two algorithms are equivalent.
Proof:
If we take eq.20 and substitute all comparisons with eq.8 without summing in the
columns together we get:
CN =
d−1∑
j=0
Ej,j,d×d ⊗CD×D (x (wj)) +
D−1∑
k=0
D−1∑
j=0
Cd×d (x (vj,k))⊗Ek,j,D×D (25)
The above equation shows that the binary matrix CN can be represented as an addition
of small discontinuous tiles i.e., CD’s and Cd’s.
2.3 Prime partitioning of partial ranks
Let
N =
m∏
i
fi =
n∏
j
p
kj
j (26)
Where fi are prime factors of N and f1 ≤ · · · ≤ fm. The pj ’s are the unique prime factors
and kj is their corresponding power and p1 < · · · < pn. If D can be further decomposed
into prime factors then we can reapply the algorithm iteratively on equation 21 until no
further decompositions are possible. Using this iterative scheme, we can sort N numbers
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using minimal sized partitions consisting of the prime factors of N . We start the steps by
rewriting equation 21:
LN,N ≡ 1 · L N
f1
,N +
N
f1
· Lf1,N (27)
We then repeat the recursion until we can’t factor any more:
LN,N ≡ L N
f1
,N +
N
f1
· Lf1,N ≡ (L N
f1f2
,N +
N
f1f2
· Lf2,N) + Nf1 · Lf1,N ≡ · · ·
We then end up with the sum:
LN,N ≡
m∑
i=1
N∏i
j=1 fj
Lfi,N =
m∑
i=1
(
m∏
j=i
fj
)
Lfi,N
fi
(28)
This sequence can be then be organised wrt to it’s unique prime factors:
LN,N ≡
n∑
i=1
N∏i
j=1 p
kj
j
pkii − 1
pi − 1 Lpi,N (29)
Applying equation 22 to 28, we get a formula for the different types of comparisons:
CN ≡
m∑
i=1
N∏i
j=1 fj
(
N
fi
)
Cfi = N
m∑
i=1
(
m∏
j=i
fj
)
Cfi
f 2i
(30)
CN ≡
n∑
i=1
N∏i
j=1 p
kj
j
pkii − 1
pi − 1
N
pi
Cpi (31)
The proof for eq.31 follows the same lines as the proof for equation 33. If we substitute
each Lpi,N in equation 28 with 1, we get the number of column vectors of keys to be
added in the final adder step:
|LN | =
m∑
i=1
N∏i
j=1 fj
(32)
Consequently, the addition complexity C
⊕
N = |LN | − 1. A special case of eq. 28 when
N = pk include:
LN,N ≡ N − 1
p− 1 Lp,N (33)
Proof: We start with equation 28 and set all primes pi = p. We get a geometrical series
LN,N ≡
∑m
i=1 p
m−iLp,N = pm−1 1−p−m1−p−1 Lp,N and 33 follows.
The comparison complexity for prime powers is:
CN ≡ N − 1
p− 1 ·
N
p
Cp (34)
A second case of eq. 28 when N = pk11 p
k2
2 include:
LN,N ≡ pk22
pk11 − 1
p1 − 1 Lp1,N +
pk22 − 1
p2 − 1 Lp2,N . (35)
Now upon inspecting the formula for |LN | in equation 32 we see that the upper bound is
obtained when the number of prime factors m is maximal and the denominator is minimal.
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This happens only when N = 2m. Then |L2m| = N − 1. The minimum is when N is prime
and hence |Lp| = 1 and so we have:
1 ≤ |LN | ≤ N − 1;N ≥ 2 (36)
The formula provided in the sequence of OEIS A006022 [1], (related to the Maundy cake
problem [2]) is:
a (N) = max
(
[d · a (N/d) + 1]∀d|N
)
(37)
applying the iteration until we cover all the values we end up with the formula for |LN |.
In other words, a (N) = |LN | implies that |LN | are Nim numbers.
If we are interested in the total number of comparisons regardless of the number of
input the comparators take we get by setting all Cfi to 1:
|CN | ≡
m∑
i=1
N2
fi
∏i
j=1 fj
(38)
It can be shown using the same arguments to show the limits in 36 that:
1 ≤ |CN | ≤ N
2 −N
2
;N ≥ 2 (39)
The first 50 terms are:
0, 1, 1, 6, 1, 11, 1, 28, 12, 27, 1, 58, 1, 51, 28, 120, 1, 105, 1, 154, 52, 123, 1, 260, 30, 171, 117, 298,
1, 281, 1, 496, 124, 291, 54, 534, 1, 363, 172, 708, 1, 545, 1, 730, 309, 531, 1, 1096, 56, 685.
p
N 2 3 5 7 11 13 . . . |LN |
2 1 1
3 1 1
4 3 3
5 1 1
6 3 1 4
7 1 1
8 7 7
9 4 4
10 5 1 6
11 1 1
12 9 1 10
13 1 1
14 7 1 8
15 5 1 6
16 15 15
Table 2: Coefficients in Lp,N of eq.29 and |LN,N |.
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p
N 2 3 5 7 11 13 . . . |CN |
2 1 1
3 1 1
4 6 6
5 1 1
6 9 2 11
7 1 1
8 28 28
9 12 12
10 25 2 27
11 1 1
12 54 4 58
13 1 1
14 49 2 51
15 25 3 28
16 120 120
Table 3: Coefficients in Cpi of eq.31 and |CN |.
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