Abstract: This paper describes a semi-supervised regularized method for additive logistic regression. The graph regularization term of the combined functions is added to the original cost functional used in AdaBoost. This term constrains the learned function to be smooth on a graph. Then the gradient solution is computed with the advantage that the regularization parameter can be adaptively selected. Finally, the function step-size of each iteration can be computed using Newton-Raphson iteration. Experiments on benchmark data sets show that the algorithm gives better results than existing methods.
Introduction
Generalized additive models (GAMs) have been successfully used for nonlinear problems in statistics [1] . They generate solutions by a sum of functions 
, ..., x (m) ) T . They are used to solve regression problems using the residual based Backfitting algorithm and to solve other generalized linear models (GLMs) using the Fisher scoring procedure (for the exponential family only) or the NewtonRaphson iteration based Backfitting algorithm [2] . GAMs can be more generally considered to be a set of functions of all the input features:
( ) F = x 1 ( , ). If the "base functions" f(x, γ) are not easy to compute or there is a large dictionary of candidate over-complete base (i.e., for a classification tree with k terminal nodes, the number of functions [3] is bounded from (np) k ·2 k 2 ), this procedure can be modified to a greedy forward stage-wise algorithm. With fixed F t−1 (x), the algorithm finds the new function to be F t (x) = F t−1 (x)+β t f t (x). This approach is useful since the base function can be arbitrary, including both parametric and non-parametric methods for regression, classification, and also signal processing.
For the binary classification problem in machine learning, the well-known Boosting is equivalent to forward stage-wise additive modeling [1] . More specifically, the popular AdaBoost algorithm [4] can be seen as a gradient descent solution of the additive logistic regression model: ( 1| ) ( ) log ,
P y F P y
x where P(y= 1|x) is the probability of an input point belonging to a positive class. AdaBoost in essence minimizes the exponential cost functional of the margin [5, 6] . The algorithm gives more attention to large negative margins, To whom correspondence should be addressed. E-mail: zcs@mail.tsinghua.edu.cn; Tel: 86- which results in large weights for the misclassification data.
To boost a "base learner" (or "weak learner") to deal with the partially labeled data, the margin of unlabeled data should be defined [7] . Bennet et al. [8] introduced "pseudo-classes" of unlabeled points. Their method, ASSEMBLE (Adaptive Semi-Supervised ensEMBLE) method, has two advantages that the "base learner" can be any supervised classifier and the adaptive step-sizes can be efficiently computed. Regularization theory was originally developed to solve ill-posed problems. Recently, it has been extended to become an important part of statistical learning. Although Boosting performs well in generalization property, it still needs regularization [9] . Regularization for Boosting has been studied for years [10] . It has many forms, such as the L1 or L2 penalty terms in the inner product space of the hypothesis coefficients [6, 11] , a term in the reproducing kernel Hilbert space (RKHS) of the combined function [12] , and a term based on graph analysis of the "base learner" [13] . For semi-supervised learning [14, 15] , the regularization term based on the graph Laplacian is often used [16] [17] [18] [19] . It is intuitive that every point's label should be similar to the labels of points in its local neighborhood. Therefore, besides maximizing the minimal margins, a smoother combined function with respect to the known labeled and unlabeled points would be very helpful. The graph Laplacian operator regularizes the function to be smooth on the constructed graph. Moreover, it can approximate to the Laplace-Beltrami operator on manifold which measures the smoothness of the defined function on the manifold [20] . In this paper, we propose a semi-supervised regularized additive logistic regression algorithm. The framework contains the graph regularization term of the combined functions together with the cost functional of the margin. Thus, the solution is the negative gradient direction in each iteration. The algorithm has several advantages:
The algorithm includes a clear explanation of the solutions to the two functions. The first term minimizes the exponential negative margin cost functional. The second term corrects the current label of each point based on their neighbor information and smooths the combined function. Both are easily computed using defined pseudo-classes on their respective distributions.
The solution gives an adaptive regularization parameter. This parameter guarantees that the cost functional of the margin decreases in each iteration. With the definition of the two types of pseudo-classes, the function step-size for each iteration can be computed using a Newton-Raphson iteration.
The regularization result can be seen as a form of the shrinkage strategy [1] . Therefore, the additive model both reduces the margin cost and smooths the functions.
Regularized Semi-Supervised Additive Logistic Regression
For the semi-supervised learning problem, assume that the learner is learning from a set of observed examples D={X, y}. Suppose that there are l labeled points and u unlabeled points. Then, the observed input points can be written as X = {X L , X U }, where
is an m dimensional vector. In the two-class case, the label y ∈ Y can only be the binary values {1, −1}.
The observed label set is y = y L ={y 1 , y 2 , ..., y l }. For labeled points, {X L , y L } are randomly generated according to some unknown probability p(x, y). For unlabeled points, X U are randomly generated from the marginal probability p(x). In the additive logistic regression framework, the additive model has the form:
where f t (x): X→{1,−1} is the "base learner" (hypotheses), t is the iteration number, and c t is the weighting coefficient of the function f t . The function F(x) which minimizes the exponential criterion
is the symmetric logistic transform of P(y = 1|x) [5] .
Semi-supervised regularization framework
The general semi-supervised regularization framework on the combined function is
where λ is a parameter that controls the tradeoff between the two terms.
is the expected risk. Many functions can be used for loss function V (y, F(x)), such as the square loss in the least-squares methods and the soft margin model in support vector machines (SVMs). Here, we used the loss function in Eq. (2) used in the AdaBoost algorithm [4] , which is the exponential negative margin.
2 I F is the regularization term based on the manifold, which is given by , ,
where ∆ M is the Laplace-Beltrami operator on the data manifold defined as [20] .
The solution F * (x) is a function → R X which lies in a bounded convex subset of the inner product space (S, 〈 , 〉 ) equipped with the inner product
x where for any hypotheses
and any linear combinations F and
F F are contained in the space S.
Empirical approximation
Equation (3) was applied to the observed data using the empirical risk to replace the expected risk. In this case, the unlabeled data information is incorporated using the inner product defined as
Therefore, for the semi-supervised case, the empirical risk is given by
where the margin of an input point is denoted as M(x). For labeled points, the margin is defined as yF(x). For unlabeled points, the margin can be defined as |F(x)| [7] . By defining the pseudo-class ( ) sign( ( ))
an unlabeled point, the margin is rewritten as ( ) ( ),
which has the same form as that of the labeled points [8] . Since ( ) {1, 1},
this margin is equal to |F(x j )|. The coefficients α i (i = 1, 2, ..., l+u) are the weights that emphasize the labeled data. For example, α can be selected to make the summed weight of the labeled points equal to 90%. This is a reasonable value since the initial iterations need to use the labeled data to generate the pseudoclass of unlabeled points as accurately as possible. Then, the unlabeled points in the latter iterations will efficiently help to increase the accuracy.
To use the manifold regularization term, the Laplace-Beltrami operator is approximated using the graph Laplacian based on the labeled and unlabeled data point cloud. Here, we adopt the normalized graph Laplacian L. In this empirical case, the inner product is then given by
We define G = (V , E ) as an exponential weighted neighborhood graph associated to a point cloud. V is the vertex set of the graph, which can be defined on the training set, including both labeled and unlabeled data.
E is the edge set which contains the pairs of neighboring vertices (x i , x j ). The neighboring vertices can be defined such that either 
then the normalized graph Laplacian [16] is
where the diagonal matrix D satisfies D ii = d i , and
is the degree of vertex x i . Here, the adjacency matrix and the normalized graph Laplacian are both symmetric. The following Theorem shows the relationship between the graph Laplacian and the LaplaceBeltrami operator on the data manifold. Theorem 1 [20] Let data points (x 1 , x 2 , ..., x n ) be sampled from a uniform distribution on a manifold
where ∆ M is the Laplace-Beltrami operator on the manifold.
Having defined the weighted graph, the regularization term can be formulated to use the geometric information from both the labeled and unlabeled data based on Eq. (6):
where
T . This regularization term preserves the intrinsic geometry of the data and the local structure of the graph or manifold. This smoothness criterion constrains the learning function from being changed much from the nearby points.
Then, the empirical cost functional of the semisupervised learning framework can be defined as
The first term is the fitting term which maximizes the minimum margin, while the second term is the smoothness term that regularizes the combined function to be sufficiently smooth on the manifold or graph.
Gradient Descent Solution
The additive model is equivalent to finding a combined classifier based on a large dictionary of candidate hypotheses. Since the optimal solution cannot be easily found in a large dictionary, a greedy method is used where the function in each iteration points to the downhill direction of the cost functional. Thus, the combined function is more accurate and smoother.
Adaptive regularization
The solution can be viewed as a gradient descent method in the inner product space. This is motivated by the first-order approximation:
which is the exact negative gradient direction cannot be easily found. Thus, the algorithm searches for a function f =
f f λ + that maximizes the inner products:
Since the algorithm learns the two functions that point in the downhill directions of two terms in Eq. (9), the algorithm may increase the objective function. To guarantee that the cost functional in Eq. (9) decreases, the adaptive parameter λ is used as a controller. Supposing that f (1) and f (2) have been computed as the negative gradient directions of the cost functional in Eqs. (10) and (11), λ can be chosen as described in Lemma 1.
, 0, f < and denote as (2) 2 (2) (1) 1 2 we have
Proof Expand Eq. (13) as
Then the objective
Since the learned function is to be the negative gradient direction, Eq. (15) should be negative. − 4ac<0, the fitting term and the smoothness term both decrease. In the case b≤ 0, the decrease of the smoothness term is greater than the increase of the fitting term for any λ>0. Then λ can be assigned to control the decrease rate. In the case b>0 and b 2 − 4ac≥0, then λ is chosen such that the fitting term decreases and the smoothness term increases. The parameter λ controls the decrease of the fitting term, since excessive decrease may make the algorithm overfitting due to noise in the data and the hypotheses of a point is inconsistent with its neighborhood. This is equivalent to the shrinkage strategy for the learned function [1] . So, set 2 
, 2
where 0<V <1.
The "base" learner
Suppose that the algorithm is run t times. In the t + 1 iteration, the function f t+1 is found to maximize the inner product 1 ( ), . 
is the derivative of the margin cost functional with respect to the margin at point x.
Thus, in the t+1 iteration the desired gradient descent direction of J 1 (F t ) is (1) (1 can be used to train a learner with the distribution (1) . 
This means that the pseudo-classes are affected by the functions of their neighbors. If a point's neighbors do not have the same labels based on the combined functions, the pseudo-class of this point will be flipped. When using the gradient descent where
where (2) ,( , ) 2
and Z 2 is also a normalization constant. Therefore, the new function 
with the distribution (2) .
t D
When the labels of points are not consistent in the manifold structure, the algorithm obtains large weights, so it will sample the ⎧ ⎪ ⎨ ⎪ ⎩ roughest regions in the next iteration to train the learner. The so-called "clustering assumption" states that points which have the same labels are in the same structure and the boundary lies in the low density region. After several iterations, if the data satisfy this "weak" assumption, the two pseudo-classes ( ) y x and ˆ( ) y x will be consistent, which will make the learned functions f (1) and f (2) consistent. Therefore,
1 ( ), 0 J F f ∇ < and (1) 2 ( ), 0, J F f ∇ < which makes the cost functional decrease with respect to an arbitrary parameter λ. Then the parameter can be adjusted to a fixed value and the cost function will converge to a fixed value.
Newton-Raphson iteration for step-size
A Newton-Raphson iteration is used to estimate the step-size c t+1 for the function f t+1 , where 
Experiments
The algorithms were tested on three Boosting benchmarks (Twonorm, Heart, and Thyroid) [21] and the USPS digits data set [22] . For the Boosting benchmarks, the first 10 splitting sets were used with the labeled data randomly chosen from the training data. For USPS data set, 800 points were randomly selected for training and 500 points for testing in each run. All the training sets were split into different sized labeled and unlabeled data sets. We chose four different labeling percentages, which are 5%, 10%, 25%, and 50%. All the algorithms were run 10 times to get the means and standard deviations of the error rates. For the Boosting benchmarks, the algorithms were run 500 iterations and for the USPS data set they were run 200 iterations.
For comparison, AdaBoost and SSBoost (ASSEMBLE) were used for the base line results to evaluate RegSSBoost. All the algorithms used the exponential cost functional. A decision stump (a decision tree with only one split) was used as the "base learner". The labeled data were used in the training set to train the discrete version of AdaBoost, and both labeled and unlabeled data were used to train SSBoost and Reg-SSBoost. Nearest neighbor algorithm was used to get the initial pseudo-classes of the unlabeled data for the two semisupervised methods. The number of neighbors was fixed as k = 6 to construct the neighborhood graph. The labeled points were emphasized at the beginning of the semi-supervised algorithms by setting / The results in Table 1 show that the Reg-SSBoost is better than AdaBoost and SSBoost. Note that with few labeled data points, SSBoost may be worse than AdaBoost. The results for three of the experiments with 5% of the training data being labeled, are shown in Fig. 1 .
For AdaBoost, the training error rapidly decreases to zero, while for SSBoost, it rapidly converges. Figure  1b shows that the training error initially increases because the nearest neighbor algorithm is used to get the initial pseudo-classes of the unlabeled data. The error rate is then lower than that using the decision stump. With the starting of the SSBoost algorithm, the weights α i focus the algorithm to use the labeled points to classify the unlabeled points. Therefore, the "weaker classifier" decision stump relabels the unlabeled points without consideration of the initial pseudo-classes. Even though the test error is decreasing, SSBoost cannot obtain better results than AdaBoost using the same labeled points. The decision stumps learn many wrong pseudo-classes for the unlabeled data and the SSBoost algorithm does not have a m e c h a n i s m t o (Fig. 1c) , the training error decreases rather than increases, because the second term of the learned function uses the initial pseudo-classes of the unlabeled data and corrects them. The regularization term constrains the combined function at a point to be similar to its neighbors. Therefore, it finds a better and smoother function after several iterations. For the USPS data in Figs. 1f and 1i , the training error and test error are still decreasing even after we run the algorithm for 200 iterations. The USPS digits data are very well-suited for the manifold or graph based methods, since the data are distributed on a structured manifold in the original high dimensional space. Therefore, by using the neighborhood information of points, we can significantly reduce the classification error. 
Conclusions
This paper describes a semi-supervised framework for regularized additive logistic regression. The algorithm can boost any supervised "weak learner" to be "strong" for partially labeled data. Wrongly labeled initial pseudo-classes are corrected by adding a graph based regularization term to the original cost. The new empirical cost measures both the exponential negative margin and the smoothness of the combined function over the graph, which is defined on both the labeled and unlabeled data. Therefore, the additive function is smoother since each point is affected by its neighbors.
The gradient descent method is used to compute two functions for the two types of pseudo-classes and two distributions in each iteration. The regularization parameter can be adaptively selected using the suboptimal solution, to both guarantee and shrink the decrease of the margin cost functional. The step-size is computed using a Newton-Raphson iteration.
Future work will evaluate other regularization terms, develop a real version of the additive model, and generalize the algorithms to the multi-class case.
