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Abstract 
In this article, the problem of the number of spikes (level crossings) of the stationary narrowband Gaussian process has 
been considered. The process was specified by an exponentially-cosine autocorrelation function. The problem had been solved 
earlier by Rice in terms of the joint probabilities’ density of the process and its derivative with respect to time, but in our 
article we obtained the solution using the functional of probabilities’ density (the functional was obtained by Amiantov), as 
well as an expansion of the canonical stochastic process. In this article, the optimal canonical expansion of a narrowband 
stochastic process based on the work of Filimonov and Denisov was also considered to solve the problem. The application of 
all these resources allowed obtaining an exact analytical solution of the problem on spikes of stationary narrowband Gaussian 
process. The obtained formulae could be used to solve, for example, some problems about the residual resource of some 
radiotechnical products, about the breaking sea waves and others. 
Copyright © 2016, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V. 
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crossings) of a stationary stochastic process was first 
solved by Rice [1] in terms of joint probability den- 
sity W ( ξ ( t ) , ˙ ξ ( t ) ) of the process ξ (t ) and its deriva- 
tive with respect to time ˙ ξ (t ) . This solution was 
included in many textbooks and review papers on sta- 
tistical radio engineering and radio physics, for exam- 
ple, in Refs. [2–4] . ✩ Peer review under responsibility of St. Petersburg Polytechnic 
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(Peer review under responsibility of St. Petersburg Polytechnic University)This problem still has not lost its relevance. The 
formula for finding the number of level crossings can 
be used for solving the following applied problems 
[5–7] : 
about the residual operating time of some radio 
hardware (e.g., expensive massive transformers); 
about the breaking marine (oceanic) gravitational 
waves (if the solution of these problems is based 
on spectral methods). 
However, in obtaining the formula for the number 
of level crossings on a sufficiently short interval t in 
Ref. [ 3 , p. 456], the differential d ˙ ξ was used instead 
of the increment of a random process derivative  ˙ ξ , 
but the limiting transfer operation t → 0 was not ction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ) 
. 
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 performed, which in our opinion was not quite
correct. As a result of this, Rice’s formula became
approximate. 
In solving such problems, the researcher normally
uses a power spectral density graph and (or) that of
an autocorrelation function. 
In view of this, it is of interest to obtain the exact
analytical solution of this problem using the probabil-
ity density functional [8] and the canonical decompo-
sition of a random process [9,10] . 
Finding the probability density functional F ( x ( t ))
which shows the relative probability of a trajectory
appearing is, for an arbitrary autocorrelation function,
a fairly complex mathematical problem related to solv-
ing the Fredholm integral equation. However, Ref.
[8] obtained an exact expression for the probability
density functional. This expression will be used as a
basic one in this work and will be presented below. 
Let us examine the trajectories of a stationary nar-
rowband Gaussian stochastic process x ( t ), given by the
power spectral density ( 1 ) and its corresponding au-
tocorrelation function ( 2 ) on the [–T /2, T /2] interval:
Ф ( f ) = 2a σ
2 
( 2π) 4 ( f − f 0 ) 2 + ( 2π) 2 f 2 
, (1)
K ( τ ) = σ 2 exp ( −a | τ | ) 
(
cos ( ω 1 τ ) + a 
ω 1 
sin ( ω 1 | τ | ) 
)
,
(2)
where 
ω 0 = 2π f 0 , ω 2 0 = ω 2 1 + a 2 , 
Let us introduce the notation 
H 0 = exp 
[
− 1 
4 σ 2 a 2 ω 2 0 
([
aω 2 0 x 
2 
1 + ax 2 1 
]
+ [aω 2 0 x 2 2 + ax 2 2 ])
]
, 
where x 1 and x 2 are, respectively, the initial and the
final values of the trajectory of the random process
x ( t ) on some interval [–T /2, T /2]. 
Taking into account the notation introduced (for this
interval), the probability density functional of the pro-
cess ( 1 ), ( 2 ) has the following form [8] : 
F ( x ( t ) ) = h H 0 exp 
[ 
− 1 
4 σ 2 a 2 ω 2 0 
( ∫ T 
2 
− T 2 
x 
′′ 2 ( t ) dt 
+ a 2 
∫ T 
2 
− T 2 
x 
′ 2 ( t ) d t + ω 4 0 
∫ T 
2 
− T 2 
x 2 ( t ) d t + 2ω 2 0 
∫ T 
2 
− T 2 
x 
′′ 
( t ) dt 
) ] 
, (3)
where x ′ ( t ) and x ′ ′ ( t ) are the first and the second
derivatives of x ( t ); the interval [–T /2, T /2] is arbi-
trary; h is a parameter depending on the partition rank
of an n -dimensional function of the distribution of
the stochastic process under consideration at n → ∞ ,
identical for different implementations of x ( t ) [8] . 
From now on we shall assume that the T value is
equal to the first-harmonic period T 0 of the canoni-
cal expansion of a stochastic process in terms of a
trigonometric basis. 
Let us write the general form of the canonical ex-
pansion of the narrowband process x ( t ) with a zero
mathematical expectation in this basis: 
x ( t ) = A 0 + 
∞ ∑ 
k=1 
A k cos 
(
2πk 
T 0 
t + ϕ k 
)
, (4)
the coefficients A 0 and A k in this basis are Gaussian
random values with a zero mathematical expectation
and variances σ 2 k , uncorrelated with each other; ϕ k 
are random values uniformly distributed in the [ 0; 2π ]
interval. 
The variances σ 2 k are found from the well-known
autocorrelation function [9] : 
σ 2 0 = 2 
∫ T 
2 
0 
σ 2 exp ( −a | τ | ) 
×
(
cos ( ω 1 τ ) + a 
ω 1 
sin ( ω 1 | τ | ) 
)
dτ, (5)
σ 2 k = 2 
∫ T 
2 
0 
σ 2 exp ( −a | τ | ) 
×
(
cos ( ω 1 τ ) + a 
ω 1 
sin ( ω 1 | τ | ) 
)
cos 
(
2πk 
T 
τ
)
dτ. 
(6)
Excluding from expansion ( 4 ) the terms of the se-
ries for which σ 2 k  1 , the expansion x ( t ) can be ap-
proximately represented as a finite sum: 
x ( t ) = 
N ∑ 
k= M 
A k cos 
(
2πk 
T 0 
t + ϕ k 
)
, (7)
with 
N ∑ 
k= M 
σ 2 k ≈ σ 2 . 
It is known from Ref. [9] that the following con-
ditions should be fulfilled to optimally choose the T 0
period of the canonical expansion: 
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minimal, 
(2) the sum of variances σ 2 k in expansion ( 7 ) should 
be close to the total variance σ 2 . 
These conditions can be satisfied only in the case 
when the canonical expansion period T 0 is inversely 
proportional to the effective width in the graph of the 
power spectral density [9] . 
For the narrowband random process ( 1 ) and ( 2 ), 
the effective width  f of the graph of the power spec- 
tral density is determined by a characteristic scale of 
changes in the ‘enveloping’ curve of the autocorrela- 
tion function, i.e., by the parameter a , so for a nar- 
rowband and sufficiently high-frequency process with 
no constant component, the inequality 
T 0 ≥ 1 
ak 
, 
is satisfied, where k is the number of the least har- 
monic of the canonical expansion. 
If we imagine an optimal canonical expansion ( 7 ), 
then k can be set to equal M . The inversely propor- 
tional relationship between T 0 and a is in agreement 
with Kotelnikov’s sampling theorem [11] . 
Notice that the subsequent solution remains un- 
changed if a non-optimal canonical expansion is used, 
and another (larger) value of T is taken. 
In view of the above-derived formulae, we shall 
obtain an expression for the average number of spikes 
over the time T 0 . 
Let us introduce the following notation: 
x ( t ) = 
N ∑ 
k= M 
x k ( t ) , x k ( t ) = A k cos 
(
2πk 
T 0 
t + ϕ k 
)
. (8) 
It is not too difficult to obtain that 
F ( x k ( t ) ) 
= h H 0 exp 
[
−2πA 
2 
k k 2 
T 0 
· 4 k 
2 + a 2 
4 a 2 ω 2 σ 2 T 2 0 
− ω 
2 T 0 
16 a 2 σ 2 
]
. (9) 
We should note that the number of oscillations of 
the k th harmonic over the time T 0 is equal to 2 k. 
Using the expression for the probability density 
functional ( 9 ), let us find the probability of the ap- 
pearance of a k th harmonic with the amplitude ex- 
ceeding the | С | level (the magnitude of the quantity is 
taken because c can be both above and below zero) . 
Since A k obeys the Gaussian statistics, we obtain the 
following: P ( x k ( t ) , C ) 
= 1 
	norm 
∫ + ∞ 
∣∣∣С ∣∣∣
1 
σk 
√ 
2π
exp 
[
− A 
2 
k 
2σ 2 k 
− 2πA 
2 
k k 2 
T 0 
· 4 k 
2 + a 2 
4 a 2 ω 2 σ 2 T 2 0 
− ω 
2 T 0 
16 a 2 σ 2 
]
d A k , (10) 
where 	norm = 
∑ N 
k= M 
∫ + ∞ 
−∞ 
1 
σk 
√ 
2π exp [ −
A 2 k 
2σ 2 k 
− 2πA 2 k k 2 T 0 
· 4 k 2 + a 2 4 a 2 ω 2 σ 2 T 2 0 −
ω 2 T 0 
16 a 2 σ 2 ] d A k . 
Taking into account probability ( 10 ), the formula 
for calculating the average number of crossings over 
the level C in time T takes the form: 
N = 2 
	norm 
N ∑ 
k= M 
k 
∫ + ∞ 
∣∣∣С ∣∣∣
1 
σk 
√ 
2π
exp 
[
− A 
2 
k 
2σ 2 k 
−2πA 
2 
k k 2 
T 0 
· 4 k 
2 + a 2 
4 a 2 ω 2 σ 2 T 2 0 
− ω 
2 T 0 
16 a 2 σ 2 
]
d A k . (11) 
Let us prove that to find the average number of a 
random process crossing over the level C , it is suf- 
ficient to consider only the trajectories consisting of 
a single harmonic. For this purpose, we shall con- 
sider realization sequences of a random process. Let 
us define a principal set as the realization sequence 
on the interval [–T 0 /2, T 0 /2] ( T 0 is the first-harmonic 
period of the canonical expansion of a stochastic pro- 
cess). An extended set is then defined as the realiza- 
tion sequence of the stochastic process on the interval 
[–NT 0 /2, NT 0 /2] ( N is an integer). Since the pro- 
cess is root-mean-square periodic, the number of level 
crossings by a trajectory from the extended set shall 
equal kN , where k is the number of level cross- 
ings by a trajectory over the time T in the principal 
interval . 
If we substitute the trajectories from the extended 
set into expression ( 3 ), the following conclusion can 
be reached: there exists a number N , starting from 
which the realization probability of any linear com- 
bination becomes much less than that for any canon- 
ical decomposition harmonic taken separately. Thus, 
the mean number of level crossings in the [–NT 0 /2, 
NT 0 /2] interval will depend on the realization prob- 
ability of individual harmonics and on their number 
of level crossings. Since the average number of level 
crossings on the [–NT 0 /2, NT 0 /2] time interval is equal 
to KN , where K is the average number of level cross- 
ings over the time T , we shall obtain that the average 
level crossing over the time T will also depend only 
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 on the realization probability of individual harmonics
and on the number of their level crossings. It follows
from this that formula ( 11 ) is valid. 
Formula ( 11 ) can be used to determine the num-
ber of crossings of a stationary Gaussian narrowband
stochastic process over an arbitrary level c . 
Formula ( 11 ) is an exact analytical solution of the
problem on the average number of spikes (level cross-
ings) by a stationary stochastic process for the con-
sidered model of the autocorrelation function, and can
be extended to other similar models of narrowband
processes. 
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