Abstract. A general procedure is described for treating a movable singularity in an integral. This enables us to change the original integral I0 into GI¡, where G depends only on the parameters of the singularity and /, is a new integral which exists for all values of the parameters. The results are then applied to the particular problem of evaluating f1
1. Introduction. In obtaining numerical solutions to certain three-dimensional diffraction problems, we found it necessary to evaluate integrals of the form
The result I(k) was to be subsequently integrated with respect to the parameter k, say, To perform the second quadrature in the cases in which Q includes the point k = 1, it is necessary to explicitly exhibit the logarithmic singularity of I(k) as k -» 1. where K(k) = w(l) is the elliptic integral of the first kind. In fact, on putting u = K(k)t, we have (1.4) I(k) = K(k) /(sn Kt) dt.
This form (1.4) then explicitly manifests the singular function K(k) as a multiplicative factor, so that a logarithmic weight quadrature scheme can be used to evaluate (1.2) . At this point, we were faced with the problem of evaluating the Jacobi elliptic functions for the modulus k near 1, or, alternately, finding another scheme for treating the singularity in (1.1). This problem has led us to study more general cases of the same type as (1.1).
At the outset, in Section 2, we derive a simple error bound of quadrature which serves both as an intuitive guideline for obtaining the transformation, and as a tool by which we can quantitatively determine the effectiveness of a transformation.
In Section 3, we give a general transformation of the integral. The transformation of the independent variable is defined as an integral (see (3.6) ). In this form, it is possible to deduce various properties of the transformation, although it is not generally possible to express the transformation or its inverse explicitly, both of which are eminently desirable in practice. It is expected, however, that in a number of instances in applications, it is worthwhile to compute the transformation and its inverse by a brute force technique. Whenever possible, we have tried to keep the proofs of Section 3 constructive.
The authors felt Section 3 to be important to numerical analysts, since this section exploits the connection between the region of analyticity of an integral and the rate of convergence of numerical quadrature, and, furthermore, this section leaves the numerical analyst with an intuitive approach towards choosing an effective transformation of the integral. In addition, he sees that transformations of the integral which remove the dominant effect of singularities exist in great profusion.
A byproduct of the analysis of Section 3 is an explanation of why the classical WKB method is effective in the asymptotic solution of differential equations [16] .
The reader who is interested only in the integral (1.1) may skip Section 3 and proceed directly to Section 4. Here he finds various effective methods of evaluating (1.1), some new quadrature schemes, and some effective methods for evaluating elliptic integrals, together with error bounds.
2. An Error Bound. Let En(g) be the error of a quadrature scheme, i.e.
where w(x) is integrable over (-1, 1), the w¡ are weights, and the x¡ are points on the closed interval [-1, 1], such that E"{g) = 0 whenever g is a polynomial of degree p. Let g(z) be holomorphic in the ellipse Sp (of complex numbers z = x + iy) with foci at z = ±1 and sum of semiaxes equal to p, and let g(x) be real. Define We have assumed in (2.4) that w(x) > 0 in (-1, 1). We remark that if g(x) in (2.1) is not real when x is real the term pp+1 in (2.3) is replaced by (p -l)pp. This is readily verified by expanding g(x) in a series of Chebyshev polynomials (see Barnhill [19] for the details).
3. The General Transformation. Let c be a vector in a domain C of complex numbers in a finite-dimensional space. Let a = (a,, a2,..., am) be fixed real numbers and let x,, x2, ..., xm be m complex numbers which may depend upon c. Let us define
where r(x) is an entire function. We shall assume that x -x¡ # 0 for all (x, c) e (-1,1) x C, and that the integral
exists and is finite for all c e C. We consider evaluating the integral
where, for simplification of the developments of this section, we shall assume that f(x) is an entire function.** Quadrature schemes that are exact for polynomials of degree p are most extensively tabulated. Also inspection of (2.3) tells us that the larger the region in which g is analytic, the more rapidly the error of quadrature approaches zero as p -» oc. In what follows, we shall, therefore, attempt to construct a transformation which reduces (3.3) to an integral of the form (2.1), and for which the resulting function g(x) is analytic in as large a domain as possible. Best results would be achieved in this respect by choosing w(x) = F(a, x) as a weight function and constructing a set of quadrature formulas with respect to this weight function. We could achieve this by constructing quadrature formulas for certain fixed values of the parameters and then obtaining formulas for intermediate values of the parameters by use of polynomial interpolation. While this procedure may be worthwhile, particularly in the case when it is necessary to evaluate (3.3) for **In practice, the functions f(x) and r(x) may have singularities in the finite plane, provided that these are far from the region of integration relative to those displayed in (3.1). a large number of different functions /, in the present paper we study the use of a transformation, which we now describe.
Let &x be a path in the complex x-plane such that the segment of adjoining -1 and 1 is a straight line such that the integral (3.4) F(a, t) dt, taken along ¡?x, exists for each x on 2PX, and such that the points x0, x,,..., xr are on 0>x, where x0 = 1. Let w{y) be a function defined for complex y and independent of c such that w(y) > 0 if -1 < y < 1. Here w(y) is any suitable weight function chosen by the user. Let 3Py be a path in the complex y plane such that the segment of 3Py joining -1 and 1 is a straight line and such that the r + 1 distinct points {y¡}í=o with y0 = 1 are on 3Py. Let {hj(y)}rj=0 be a set of functions such that h0(t) = 1, such that hj(y) is real when y is real, such that each integral r. This may be explicitly carried out as follows. Let x denote the vector of order r + 1 with jth element equal to the left of (3.6) when x is replaced by x;_,, and set*** e = (e0,..., er)T. Then, since [H,j] is nonsingular, the solution of [H¡j]e = x uniquely determines e for all ce C. Theorem 3.1. Let x = x(y) be determined by (3.6) as described above. This transformation reduces the integral (3.3) to the integral (3.7) h = e + I eMy) My)f(x(y)) dy.
Proof The proof follows by direct substitution of (3.6) into (3.3).
The constants e, in general depend on the parameters a;. Hence, if r > 0, (3.7) offers no advantage over (3.3), if we attempt to evaluate (3.7) using S ejhj(y))w(y) ***!•' denotes the transpose of the vector r.
as a weight function. We may, however, have gained over (3.3), if we either (i) replace (3.7) by r + 1 new integrals choosing Äj.^)«^) as a weight function in the /'th. or (ii) choose w(y) as a weight function to evaluate (3.7). In order to minimize the bound (2.3), it is preferable in each of these cases that x(y) be an analytic function in as large a region as possible. In the cases (ii) we also want the function hj(y) to be analytic in as large a region as possible.
Let Spx) and êpy) be ellipses of complex numbers with foci at ± 1 in the x and y planes respectively, such that for each ellipse the sum of its semiaxes is p, and such that x(y) is analytic for y e S(y). Let w = F{y) be a conformai map of £{p onto \w\ < 1, such that F(-l) = 0. If we suppose that x(y)e Spx) whenever ye £{y), Schwarz's Lemma (see e.g. [4] ), applied to the function G(F(y)) = F(x(y)), yields \G(F{y))\ g \F(y)\ for all yeSf.
Since, moreover, g(F(l)) = F(l) Schwarz's Lemma yields G(F(y)) = F(y), from which x(y) = y.
We have thus proved the following negative result: Lemma 3.2. Let x(y) be analytic in Spy). Unless x(y) = y, there exist points y e £{y),
such that x(y) $ £(p\ Hence, if x(y) ^ y, then, given any positive number B, there exist entire functions /(f), such that sup l/OOl . B, while sup \f(x(y))\ > B.
We have considerable freedom of choice in picking the weight function w(t). In practice, we would be apt to pick a weight function for which quadrature formulas are extensively tabulated. On the other hand, since the bound (2.3) can in general be made smaller when x{y) is analytic in a larger domain, picking a weight function w{t), for which quadrature formulas are tabulated, does not always yield the most rapidly converging quadrature scheme.
By Lemma 3.2, the bound (2.3), applied to (3.7), in either case (i) or case (ii) above is in general minimal when x(y) = y. Since the construction of high degree Gaussian quadrature formulas is no longer a formidable task (5), it is worthwhile to keep in mind the following result, the proof of which illustrates a construction of x(y): Theorem 3.3. Corresponding to any positive number e, any compact subset U of the parameter domain C can be covered by a finite number of N neighborhoods U¡, j = 1, 2,..., N, such that for c e Uj there exists a function w(t) and a set of functions h ft) with the property that, ifx(y) is defined by (3.6), then \x(y) -y\ < e, -1 ^ y ^ 1.
Proof. The following proof of this theorem illustrates a construction of w(f) for the transformation (3.6). Let c° be a point of S and let ô > 0. Define Uj by Here we assume that r ^ 0 is taken sufficiently small such that only integrable singularities are included on each side of (3.10) and such that in (3.6) y = x¡(c0) is a singularity of the same type as x = x,. By our hypotheses on'the independence of hj{t), the conditions (3.10) uniquely determine e},j = 0,1,..., r as continuous functions of c. When c = c0, we have e0 = 1 and e¡ = 0, j = 1,2, ...,r. Consequently, if ô is chosen sufficiently small, e, can be made to differ by as little as we please from its value when c = c0. Hence, if ô is sufficiently small the assertion of Theorem 2.2 follows for ce U ¡. That U can be covered by a finite number of the U ¡ is a consequence of the compactness of U. Corollary 3.4. If the integral on the left of {2.9) becomes unbounded as c approaches certain boundary points of C then at least one of the e¡ on the right of (3.6) becomes unbounded.
Proof. That at least one of the e/s must become unbounded follows from the fact that P hj{t)w{t)dt exists for all j = 0, 1,..., r and for all c e C.
We conclude this section with some additional remarks concerning the transformation (3.6).
Remarks. .t Given f(x), (3.11) defines F(x); further, with the exception of x = 1/m, the singularities of F(x) are of the same type as those of f{x), and F(x) is holomorphic wherever f(x) is holomorphic. 2. In the notation of Theorem 2.2 it is often the case that relatively few sets U¡ are required to cover U, particularly if instead of "nearness of x{y) to >>" we require "analyticity of x{y) in some domain". This leads us to the following. Note that the function t = t{y) defined by (4.7) is an entire function of y. Note also that although the bound on the right of (4.5) approaches zero faster as n -> oo than that given by (4.8), the form (4.4') has an advantage over (4.4) in the case when / is part of a repeated integral, and integration with respect to x is also requiredff\ since an effective numerical integration of (4.4) with respect to x requires two different procedures, while the integration of (4.7) requires only one: Gaussian quadrature using log(l -x) as a weight function.
The Numerical Evaluation of
In this integral, k is a parameter such that 0 ;£ k ^ 1. We shall assume that f{x) is an entire function, real when x is real. An effective method of evaluating (4.9) would be of considerable value because of the frequent occurrence of elliptic integrals in practice. The above problem arose in our attempt to evaluate a three-dimensional integral connected with the solution of the reduced wave equation (V2 + X2)u = 0 in three dimensions (2) . In that case, / was an inner integral and k a function of two other variables. As it was necessary to integrate the result also with respect to these other variables, a knowledge of the type of singularity that / has as k -> 1 was important. In evaluating (4.9), we wanted the number of evaluation points to be small, since the evaluation of / was an often used subroutine in a larger program. Also, it was necessary to compute / very accurately-to within 10 ~7 relative error.
In what follows, we illustrate several procedures for evaluating /. Some of these procedures are effective over the whole range of k, while others are effective only over a part of the range 0 ^ k < 1. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Thus, convergence is quite rapid when k is small. However when k is a function of other variables, and additional integrations are required with respect to these variables, the above method has a disadvantage for k near 1 since it does not display the singularity of / as a function of k. 4.4. A Method for Large k. In this section we use the procedure of Section 2 to develop a method suitable for k near 1. The method is, in fact, suitable for all k in the range 0 5¡ k < 1, although the rate of convergence is not as rapid as that of some of the other methods for intermediate and small values of k.
In view of (4.9), we have M F{x)dx I = (4.13)
Thus, F(x) has a singularity at the point x = -1 ; (since f{x) is assumed to be entire by our assumptions of Section 3) this is the nearest singularity of F(x) to the integration segment [0, 1]. In (4.13) we put
choosing a so that x = 0 when y = 0. We then obtain Note that x{y), defined in (4.15), is an entire function of y and also a one-to-one function mapping 0 ^ y ^ 1 onto 0 ^ x ^ 1. Hence, the integral on the right of (4.16) exists for all values of k. The dominant portion of the singularity of (4.9) as a function of k is contained in a, this being a particularly desirable feature from the point of view of repeated integration.
The integral on the right of (4.16) can now be evaluated by use of Gaussian quadrature with 1/(1 -y)1'2 as a weight function (see (4.1), (4.2)). Setting (ii) y = 1//í0 when x = l/k, 0 < k, k0 < 1.
We thus attempt to match up the singularities as described in Section 3. Using the notations F{x, k) dt
we find, on substituting (4.20) into (4.19) , that a and ß satisfy a simultaneous pair of linear equations whose determinant is and where x{y) is given by (4.24').
Let us check whether (4.24') is a one-to-one transformation. To this end we have Lemma 4.1. For a given k0 e (0, 1), the transformation (4.24) maps -1 S rá 1 onto -1 f¡¡ x ^ 1 ¡7i a one-to-one manner if and only ifk is such that
Proof It is readily seen by use of (4.19) that (4.24) is one-to-one if and only if dy/dx > 0 a.e., which implies that both of the requirements (i) a ^ 0 and (ii) (a + ß) 2ï 0 are satisfied. For if a < 0 we must have ß > 0 in order to meet the first of (4.20); in this case a + ßy2 has a simple zero in (-1, 1) . Similarly, if a = 0, then ß > 0. Clearly a + ß ^ 0 implies that y. + ßy2 ^ 0. -1 ^ y g 1, sincettt there is at most one y in (0, 1) such that a + ßy2 = 0. Consequently, if a + /3 < 0 then a + ßy2 < 0 for \y\ (\y\ < 1) sufficiently near 1. The inequality a + ß ^ 0
where en «(= cn(u, /c0)) is defined by en u = (1
follows that E0 -(1 -/c0)/C0 ^ 0 (>0) for all /c0 in 0 ?S ^o < 1 (0 < fc0 < !)■
Similarly, E'0 -k^K'o ^ 0. Therefore, the only condition which may not be satisfied for all k in 0 ^ k < 1 is the condition a 3: 0. Using (4.26) we see that this condition is satisfied for all k such that (4.27) holds. For example, when fe0 = l/v'2 (4.27) holds for all k such that 0.059 ... ^ k < 1.
Similarly, we are able to deduce the behavior of x = x(v) defined by (4.24) when tttl.e., from the above, since a g 0 and |jc| + \ß\ < 0.
y is complex by use of formulas in [7, pp. 12-13] . These formulas were used to obtain one of the graphs of Figure 1 . Let k0 = 1/^2 and let Sp be defined as in Section 2. Then Figure 1 enables us to obtain for any given k in 0 < k < 1 the value of p with the property that x(y) is bounded if and only if y e S p. In Section 4.6 we shall describe a method of using this graph for obtaining error bounds. We expect that the above method compares favorably with that described in [10] and [14] or that described in [11, pp. 598-599] .
The representation (4.40) converges slowly for fe near 1. To find a representation oftheJacobi elliptic functions when fe -» 1, we observe that dn(u) = {1 -fe2sn2(w)}1/2 has the Fourier series representation -, Z sech 7 (« + 2nK) *F"
