suggestions of other grand challenges for which the great advances and investments in nanoscience and nanotechnology could be fruitfully applied. 3À6 After considering over 100 responses, the White House recently announced "A Nanotechnology-Inspired Grand Challenge for Future Computing". 6 There may yet be more.
Since the discovery of the first solid-state electronic switch in 1947, 7 transistor dimensions have been aggressively down-scaled to enhance their functionality, performance, and speed, while lowering the manufacturing cost. Today's 14-nm technology node 8 utilizes
Si that is patterned into "fins" 9 with a minimum fin thickness of 8 nm (corresponding to ∼15 Si atoms across), and a minimum gate length of 20 nm. One can argue that the transistors of today are already at the molecular scale. A typical 14-nm node processor has a die size of 80À130 mm 2 with 1.3À1.9 billion transistors. More than half of the die area is typically allocated to memory. Throughout this evolutionary path, the layout of the transistors and circuits has remained planar, meaning that the active components are laid out side-by-side (with only a few exceptions). Today's processors can perform computation at unprecedented speeds. For instance, complex mathematical problems that would have been considered nearly impossible to solve by a human can be readily computed using today's processors. Yet, when it comes down to data processing, for instance, of an image or a video, the human brain remains far superior despite the tremendous progress that has been made in the field of image processing. It is incredible how the human sensory nervous system can use data from multitude of senses, such as sight, hearing, taste, smell, and touch to form a concept of its environment instantaneously and to deliver a rapid response. Importantly, the brain uses minimal energy compared to state-of-the-art computer processors for handling such operations. Finally, unlike today's processors, the human brain has the ability to learn and to develop from daily experiences, which makes it even more efficient in processing sensory data. This effect exists throughout our lives but is most remarkably apparent in the early development stages. The human brain consists of a complex three-dimensional (3D) network of ∼100 billion neurons, with each neuron interconnected to as many as 10 000 other neurons. While the basic structure of the brain is known, the underlying mechanistic details of its operation are still not well understood. The BRAIN Initiative was announced by the White House in 2013 to facilitate research that would provide us with a better understanding of this complex and remarkable organ. 1, 2 It is understood that each neuron is not just a switch but rather a sophisticated circuit that takes positive and negative inputs from multiple other neurons to determine its outputs. The interconnection between different neurons evolves through learning and memory. In other words, the brain is a reconfigurable processor. Developing a new class of computer processors that in some ways function like a human brain by more efficiently processing large data sets is of utmost interest. Given the low manufacturing cost of electronics, we have seen sensors being implemented all around us in a seamless fashion. Example sensors include outdoor/indoor temperature, air quality, home security, motion detectors for lighting or air control, location and navigation, pulse rate and health monitoring, and more. Make no mistake, this proliferation is just the beginning of exponential growth. It is projected that within the next 10 years, over a trillion electronic sensors will be wirelessly integrated that can supply us with a continuous wealth of information displayed on hand-held devices such as smart phones or smart watches. That corresponds to roughly a thousand sensors per person in the world. One challenge, One can argue that the transistors of today are already at the molecular scale.
Published online 10.1021/acsnano.5b07205 EDITORIAL however, is to develop processors powerful enough that can instantaneously process such large volumes of data and provide us with useful information about our health, security, and environment.
One approach to achieve the above objective is to use the third dimension in assembling active electronic switches to form monolithic 3D circuits (Figure 1) . 10 Doing so not only presents a new dimension for increasing the device density per unit area of a die but also enhances performance and functionality by enabling new architectures. For instance, in this design layout, logic and memory components can be vertically integrated with only tens of nanometers spacing as opposed to millimeter or more separation of today's processors. A challenge with monolithic 3D integration, however, is layer-by-layer processing of high-quality semiconductors and devices. Development of electronic materials that can be processed at low temperatures, without damaging the underlying device layers, is a necessity. In this regard, the use of layered transferred thin films or directly grown one-or two-dimensional semiconductors is an attractive approach. 11 However, with 3D device integration, power consumption and heat dissipation need to be carefully addressed.
Of particular importance is the development of a new electronic switch that can operate at significantly lower voltages (and thus power) than conventional metal oxide semiconductor field-effect transistors (MOSFETs). Heat dissipation is already a challenge for today's electronics where active switches are laid out in 2D. By stacking the devices in the third dimension, heat dissipation becomes even more challenging. Research in this area needs to be further expanded to explore a new switch capable of operating by a few millivolts (rather than hundreds of millivolts, which is the lower operating bound of MOSFETs). This advance would present a ∼10 000Â reduction of power consumption per switch. Research directions toward this goal include tunneling transistors, which operate based on a different switching mechanism, and negative capacitance transistors, which provide an internal voltage up-convertor. However, both directions have proven to be challenging. While the former looks promising in modeling and simulations, experimental results have been rather poor partly because of the materials' nonidealities, including defects. On the other hand, negative capacitance transistors have not yet been shown to exhibit significant advantages over traditional MOSFETs, with recent theoretical work showing only a 2À3Â reduction in power; while impressive, it is not sufficiently large to meet the future needs. Improving materials quality at the atomic scale and exploring new material systems free of defects is critical for tunnel transistors. In fact, this materials demand is true for any future device architecture to ensure uniformity and performance. As noted above, today's transistors are already at the molecular (or macromolecular) scale. Chemists have for years developed synthetic approaches for producing molecules with perfect arrangements of atoms. Perhaps, concepts from synthetic chemistry can be applied to future semiconductor materials. Furthermore, the search for a new millivolt switch must be expanded in the future.
Developing a new class of computer processors that in some ways function like a human brain by more efficiently processing large data sets is of utmost interest. It is worth noting that heat dissipation is also an issue in the human brain. In fact, a large fraction of the human brain volume is allocated for heat dissipation and energy delivery. 12 Besides exploration of low-power devices, new schemes for heat management may prove necessary for future 3D electronics. Finally, reconfigurable circuit architectures may be an attractive path for the development of processors that can learn and evolve over time. In this regard, memristors could also play important roles as significant materials advances have been made in this field over the past several years. 13, 14 It is an exciting time for the field of electronic materials and devices. The challenges are immense, and so are the opportunities and potential impact. To meet future needs, interdisciplinary approaches are needed; merging the expertise of chemists, chemical engineers, physicists, device engineers, and circuit and system designers. Chemists, chemical engineers, and physicists enabled and started the Si integrated circuit (IC) industry. They played critical roles in developing microfabrication process technologies and establishing the solid-state physics that has driven the engineering of today's electronic devices. They were also many of the founders of the major IC companies that now exist. Moving forward, the roles of chemists and nanoscientists will be equally important as we have reached device dimensions where atomic-scale control of composition is a necessity. Since its first issue, ACS Nano has promoted research in nanoscale electronic materials, advanced materials characterization techniques at the atomic scale, nanofabrication processes, and new device architectures that can serve as the building blocks for the "Nanotechnology-Inspired Grand Challenge for Future Computing" recently announced by the White House. 6 Disclosure: Views expressed in this editorial are those of the authors and not necessarily the views of the ACS.
