Efficient operation of wireless networks and switches requires using simple scheduling algorithms. In general, simple greedy algorithms (known as Greedy Maximal Scheduling -GMS) are guaranteed to achieve only a fraction of the maximum possible throughput. It was recently shown that in networks in which the Local Pooling conditions are satisfied, GMS achieves 100% throughput. Moreover, in networks in which the σ-Local Pooling conditions hold, GMS achieves σ% throughput. In this extended abstract, we characterize all the network graphs in which Local Pooling holds under primary interference constraints. We then show that in all bipartite graphs (i.e., input-queued switches) of size up to 7 × n, GMS is guaranteed to achieve 66% throughput, thereby improving upon the previously known 50% lower bound. Finally, we study the performance of GMS in interference graphs and show that in certain specific topologies its performance could be very bad. Overall, we demonstrate that using graph theoretical techniques can significantly contribute to our understanding of greedy scheduling algorithms. The proofs of the results have been omitted for brevity and can be found in [1] .
INTRODUCTION
The effective operation of wireless and wireline networks relies on the proper solution of the packet scheduling prob- * For the full paper, see [1] . † Contact Author: berk@ee.columbia.edu Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. lem. In wireless networks, the main challenge stems from the need for a decentralized solution to a centralized problem. Even when centralized processing is possible, as is the case in input-queued switches, designing low complexity algorithms that will enable efficient operation is a major challenge.
A centralized joint routing and scheduling policy that achieves the maximum attainable throughput region was presented by Tassiulas and Ephremides [8] . That policy applies to a multihop network with a stochastic packet arrival process and is guaranteed to stabilize the network whenever the arrival rates are within the stability region (i.e., it provides 100% throughput). However, algorithms based on [8] require the solution of a global optimization problem.
Hence, there has been an increasing interest in simple (potentially distributed) algorithms. One such algorithm is the Greedy Maximal Scheduling (GMS) algorithm (also termed Maximal Weight Scheduling or Longest Queue First -LQF). This algorithm selects the set of served links greedily according to the queue lengths [7] . Namely, at each step, the algorithm selects the heaviest link (i.e., with longest queue size), and removes it and the links with which it interferes from the list of candidate links. The algorithm terminates when there are no more candidate links. Such an algorithm can be implemented in a distributed manner.
Dimakis and Walrand [3] presented sufficient conditions, called Local Pooling (LoP), for GMS to provide 100% throughput. The LoP conditions were recently generalized to provide the σ-Local Pooling (σ-LoP) conditions under which GMS achieves σ% throughput [4, 5] .
From a practical point of view, identifying graphs that satisfy LoP and σ-LoP can provide important building blocks for partitioning a network (e.g., via channel allocation) into subnetworks in which GMS performs well [2] . Another possible application is to add artificial interference constraints to a graph that does not satisfy the LoP conditions in order to turn it into a LoP-satisfying graph. We now briefly describe our network model, and provide our results.
MODEL AND PRELIMINARIES
Consider a network graph G = (V, E), where V = {1, . . . , n} is the set of nodes, and E ⊆ {ij : i, j ∈ V, i = j} is a set of links indicating pairs of nodes between which single-hop data flow can occur. We assume independent, stochastic arrivals to the edges in a slotted system. A scheduling algorithm selects a set of edges to activate at each time slot and transmits packets on those edges. Since they must not interfere under primary interference constraints 1 , the selected edges form a matching. Let M(G) be a 0-1 matrix with |E| rows, whose columns represent the maximal matchings of G. We define the stability region (or capacity region) Λ * of a network as the set of all arrival vectors λ for which there exists a stable scheduling algorithm. A stable scheduling algorithm (which we also refer to as a throughput-optimal algorithm or an algorithm that achieves 100% throughput) is defined as an algorithm for which the Markov chain that represents the evolution of the queues is positive recurrent for all arrivals in the stability region. It was shown in [8] that the Maximum Weight Matching algorithm that selects the matching with the largest total queue sizes at each slot is stable. When an algorithm is not throughput-optimal, the efficiency ratio γ * indicates the fraction of the stability region for which the algorithm is stable (i.e., the queues are bounded for all arrival rates λ ∈ γ * Λ * ). We briefly reproduce the definitions of Local Pooling (LoP) presented in [2, 3] . In the following, e denotes the vector having each entry equal to one.
Definition 2.2 (Overall Local Pooling -OLoP).
A network graph G satisfies OLoP, if every subgraph S of G satisfies SLoP.
In [3] , Dimakis and Walrand proved that if a graph satisfies OLoP, GMS achieves 100% throughput. In networks in which OLoP is not satisfied, σ-Local Pooling [4, 5] provides a way of estimating the efficiency ratio γ * of GMS. Below, we provide a different definition called σ-SLoP that is equivalent to the original one from [4, 5] . |E| such that
We say that a graph satisfies σ-OLoP, if all of its subgraphs satisfy σ-SLoP. We can then define the local pooling factor of a graph as follows: 1 Primary interference constraints imply that each pair of simultaneously active links must be separated by at least one hop. [4] ). The local pooling factor σ * (G) of a network graph G is the largest value of σ for which σ-SLoP is satisfied for all subgraphs S.
It was proved in [4] that the local pooling factor σ * of a graph is equal to the efficiency ratio γ * of GMS in that graph. For instance, if a graph has a local-pooling factor of 2/3, GMS is stable for all arrival rates λ ∈ 2/3Λ * and therefore achieves 66% throughput. Note that σ * (G) = 1, if and only if G satisfies the OLoP condition.
These definitions and theorems can easily be extended to interference (or conflict) graphs, which are graphs in which an edge exists between two nodes if the corresponding two links interfere with each other. A scheduling algorithm must pick an independent set at each slot so that neighboring nodes will not be activated simultaneously.
RESULTS

Network graphs that satisfy OLoP under primary interference
In this section, we characterize all the network graphs in which Local Pooling holds under primary interference constraints. We start with a structural description of F-free graphs. The reason for our interest in F-free graphs is the fact that the class of F-free graphs is precisely the class of network graphs that satisfy OLoP under primary interference. Define the F family of graphs to contain cycles of size larger than 6 (except the 7-cycle) and graphs formed by two cycles of size 5 or 7, linked by a single k-edge path. If k = 0, the cycles share a common node. We will say that a graph G is F-free, if it does not contain any graph F ∈ F as a subgraph.
We describe the structure of F-free graphs in terms of the so-called "block decomposition." Block decompositions give a tree-like decomposition of a graph in the following sense. We construct a tree structure in which we replace each node of the tree by a block of a given type. The adjacent blocks are attached to each other through a common vertex.
It turns out that the block decomposition of an F-free graph is relatively simple in the sense that there are only two types of blocks. Blocks of the B1 type are constructed by starting with a cycle of length five or seven. Then we
Throughput guarantees (bounds on σ * ) for various interference graph families. We refer the reader to [1] for explanations on these families. may add some additional edges between nodes of the cycle, subject to some constraints. Finally, we may iteratively take a node x of degree 2 and add a clone x of x. The blocks of type B2 can be any graph pictured on Fig. 2 . It will turn out that F-free graphs have at most one block of the B1 type and that all other blocks are of the B2 type. This means that F-free graphs can be constructed by starting with a block that is either of the B1 or of the B2 type, and then iteratively adding a block of the B2 type by 'glueing' it on an arbitrary node. Fig. 2 shows an example of an F-free graph. The tree-like structure is clearly visible. The graph has one block of the B1 type. This block consists of a cycle of length 7 together with two cloned nodes. The other blocks are of the B2 type. Some of them are attached to the block of the B1 type. Others are attached to other blocks of the B2 type. Notice that trees and 2 × n complete bipartite graphs, which were previously known to satisfy OLoP [2, 5] , are, as should be expected, subsumed by this structure. We then prove the following theorem in [1] : Theorem 3.1. Let G be a connected graph and let {B1, B2, . . . , Bq} be the block decomposition of G. Then G is F-free, if and only if there is at most one block that is of the B1 type and all other blocks are of the B2 type.
Having described the structure of all F-free graphs, we use this structure to prove our main result: Theorem 3.2. A network graph G satisfies OLoP under primary interference, if and only if G is F-free. Theorem 3.2 shows that if a network graph G does not satisfy OLoP under primary interference, then G contains some F ∈ F as a subgraph. For example, it was previously shown that the Petersen graph ( Fig. 1-(a) ) fails OLoP [4] . Using Theorem 3.2 we can immediately see this from the fact that it contains, for example, C6 and the graph formed by two 5-cycles linked by a single edge as a subgraph.
With the knowledge of all graphs that satisfy OLoP, we provide a linear-time algorithm in [1] for testing whether a network graph satisfies OLoP under primary interference.
3.2 t × n switches with t ≤ 7 satisfy σ * ≥ 2/3
In the previous section, we characterized the full set of graphs that satisfy OLoP. It is only natural to ask the question: what happens to graphs that do not satisfy OLoP?
In this section, we show that every bipartite graph G that has one side with at most 7 nodes satisfies σ * (G) ≥ 2/3, which implies that σ * (Kt,n) = 2/3 for 3 ≤ t ≤ 7, n ≥ 3. We also note that this bound is close to being tight by presenting a bipartite graph with 10 nodes on one side for which σ * (G) < 2/3. Consider the Desargues graph D in Fig. 1-(b) . For D, σ(D) = 3/5. Since D is a subgraph of K10,10, this implies that σ * (Kt,n) ≤ 3/5 for all t ≥ 10, n ≥ 10. In [1] , we prove lemmas leading to the following corollary, which states that GMS achieves 66% throughput in 7 × n input-queued switches:
Corollary 3.1. σ * (Kt,n) = 2/3 for 3 ≤ t ≤ 7, n ≥ 3.
Interference graphs and their σ * -values
Our focus so far has been on network graphs and primary interference constraints. We now consider general interference graphs that represent various transmission constraints. Under general interference constraints, a scheduling algorithm has to select an independent set from the interference graph at each slot. We are interested in the performance of a low-complexity GMS algorithm which greedily picks the nodes with the largest weight (this algorithm is also referred to as the Maximal Weighted Independent Set algorithm). Our results are summarized in Fig. 3 which illustrates throughput guarantees of GMS in several important graph families. The reader is referred to [1] for a description of the different families.
