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On the initial value problem for the Navier-Stokes equations with
the initial datum in critical Sobolev and Besov spaces
D. Q. Khai, N. M. Tri
Institute of Mathematics, Vietnam Academy of Science and Technology
18 Hoang Quoc Viet, 10307 Cau Giay, Hanoi, Vietnam
Abstract: The existence of local unique mild solutions to the Navier-Stokes
equations in the whole space with an initial tempered distribution datum
in critical homogeneous or inhomogeneous Sobolev spaces is shown. Espe-
cially, the case when the integral-exponent is less than 2 is investigated. The
global existence is also obtained for the initial datum in critical homogeneous
Sobolev spaces with a norm small enough in suitable critical Besov spaces.
The key lemma is to establish the bilinear estimates in these spaces, due to
the point-wise decay of the kernel of the heat semigroup.
§1. Introduction
We consider the Navier-Stokes equations (NSE) in d dimensions in spe-
cial setting of a viscous, homogeneous, incompressible fluid which fills the
entire space and is not submitted to external forces. Thus, the equations we
consider are the system:

∂tu = ∆u−∇.(u⊗ u)−∇p,
div(u) = 0,
u(0, x) = u0,
which is a condensed writing for

1 ≤ k ≤ d, ∂tuk = ∆uk −
∑d
l=1 ∂l(uluk)− ∂kp,∑d
l=1 ∂lul = 0,
1 ≤ k ≤ d, uk(0, x) = u0k.
The unknown quantities are the velocity u(t, x) = (u1(t, x), . . . , ud(t, x)) of
the fluid element at time t and position x and the pressure p(t, x).
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A translation invariant Banach space of tempered distributions E is called a
critical space for NSE if its norm is invariant under the action of the scaling
f(.) −→ λf(λ.). One can take, for example, E = Ld(Rd) or the smaller space
E = H˙ d2−1(Rd). In fact, one has the chain of critical spaces given by the
continuous embeddings
H˙
d
2
−1(Rd) →֒ Ld(Rd) →֒ B˙
d
q
−1,∞
q (R
d)(d≤q<∞) →֒ BMO−1(Rd) →֒ B˙−1,∞∞ (Rd).
(1)
It is remarkable feature that NSE are well-posed in the sense of Hadarmard
(existence, uniqueness and continuous dependence on data) when the initial
datum is divergence-free and belong to the critical function spaces (except
B˙−1,∞∞ ) listed in (1) (see [7] for H˙
d
2
−1(Rd), Ld(Rd), and B˙
d
q
−1,∞
q (Rd), see [28]
for BMO−1(Rd). The recent ill-posedness result for B˙−1,∞∞ (R
d)) with d ≥ 3
was established in [3]. However, the ill-posedness in B˙−1,∞∞ (R
d) is still open
when d = 2.
In the 1960s, mild solutions were first constructed by Kato and Fujita ([20],
[16]) that are continuous in time and take values in the Sobolev space Hs(Rd),
(s ≥ d
2
−1), say u ∈ C([0, T ];Hs(Rd)). In 1992, a modern treatment for mild
solutions in Hs(Rd), (s ≥ d
2
− 1) was given by Chemin [11]. In 1995, using
the simplified version of the bilinear operator, Cannone proved the existence
of mild solutions in H˙s(Rd), (s ≥ d
2
− 1), see [7]. Results on the existence of
mild solutions with value in Lq(Rd), (q > d) were established in the papers
of Fabes, Jones and Rivie`re [14] and of Giga [17]. Concerning the initial
datum in the space L∞(Rd), the existence of a mild solution was obtained by
Cannone and Meyer in ([7], [10]). Moreover, in ([7], [10]), they also obtained
theorems on the existence of mild solutions with value in Morrey-Campanato
space M q2 (R
d), (q > d) and Sobolev space Hsq (R
d), (q < d, 1
q
− s
d
< 1
d
), and
in general in the case of a so-called well-suited space W for NSE. NSE in
the Morrey-Campanato spaces were also treated by Kato [22], Taylor [33],
Kozono and Yamazaki [24].
In 1981, Weissler [34] gave the first existence result of mild solutions in the
half space L3(R3+). Then Giga and Miyakawa [18] generalized the result to
L3(Ω), where Ω is an open bounded domain in R3. Finally, in 1984, Kato
[21] obtained, by means of a purely analytical tool (involving only the Ho¨lder
and Young inequalities and without using any estimate of fractional powers
of the Stokes operator), an existence theorem in the whole space L3(R3). In
([7], [8], [9]), Cannone showed how to simplify Kato’s proof. The idea is to
take advantage of the structure of the bilinear operator in its scalar form.
In particular, the divergence ∇ and heat et∆ operators can be treated as a
single convolution operator. In 1994, Kato and Ponce [23] showed that NSE
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are well-posed when the initial datum belongs to the homogeneous Sobolev
spaces H˙
d
q
−1
q (Rd), (d ≤ q < ∞). Recently, the authors of this article have
considered NSE in mixed-norm Sobolev-Lorentz spaces, see [25]. In [27],
we showed that NSE are well-posed when the initial datum belongs to the
Sobolev spaces H˙sq (R
d) with non-positive-regular indexes (q ≥ d, d
q
−1 ≤ s ≤
0). In [26], we showed that the bilinear operator
B(u, v)(t) =
∫ t
0
e(t−τ)∆P∇.(u(τ, .)⊗ v(τ, .))dτ (2)
is bicontinuous in L∞([0, T ]; H˙sq (R
d)) with super-critical, non-negative-regular
indexes (0 ≤ s ≤ d − 1, q > 1, and s
d
< 1
q
< min
{
s+1
d
, s+d
2d
}
), and we obtain
the inequality
∥∥B(u, v)∥∥
L∞([0,T ];H˙sq )
≤ Cs,q,dT
1
2
(1+s− d
q
)
∥∥u∥∥
L∞([0,T ];H˙sq )
∥∥v∥∥
L∞([0,T ];H˙sq )
.
In this case existence and uniqueness theorems of local mild solutions can
therefore be easily deduced.
In this paper, first, for d ≥ 3, s ≥ 0, p > 1, and r > 2 be such that
s
d
< 1
p
< 1
2
+ s
2d
and 2
r
+ d
p
− s ≤ 1, we investigate mild solutions to NSE
in the spaces Lr
(
[0, T ]; H˙sp(R
d)
)
. We obtain the existence of local mild solu-
tions with arbitrary initial tempered distribution datum in the Besov spaces
B
s− 2
r
,r
p . In the case of critical indexes 2r − s+ dp = 1, we obtain the existence
of global mild solutions when the norm of the initial tempered distribution
datum in the Besov space B˙
s− 2
r
,r
p is small enough. The particular case of the
above result, when s = 0, was presented in the book by Lemarie-Rieusset
[29]. We also note that the Cauchy problem for an incompressible magneto-
hydrodynamics system with positive viscosity and magnetic resistivity, in the
framework of the Besov spaces was considered in [30].
Next, we present two different algorithms for constructing mild solutions
in C([0, T ]; H˙
d
q
−1
q (Rd)) or C([0, T ];H
d
q
−1
q (Rd)) to the Cauchy problem for the
Navier-Stokes equations when the initial datum belongs to the Sobolev spaces
H˙
d
q
−1
q (Rd)
(
or H
d
q
−1
q (Rd)
)
. We use the first algorithm to consider the case
when the initial datum belongs to H˙
d
q
−1
q (Rd) or H
d
q
−1
q (Rd) with 3 ≤ d ≤ 4
and 2 ≤ q ≤ d. Our results, when q = d, are a generalization the ones
obtained in [29]. With the second algorithm, we can treat the case when
the initial datum belongs to the critical spaces H˙
d
q
−1
q (Rd) with d ≥ 3 and
1 < q ≤ d. The cases q = 2 and q = d were considered by many authors, see
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([7], [9], [11], [12], [16], [20], [21], [29], [31]). A part of our results in the case
when 2 < q < d can also be obtained by using the interpolation method of
the results between the spaces H˙
d
2 and Ld.
So we will concentrate our efforts on the case 1 < q < 2. To obtain the exis-
tence theorem in C([0, T ]; H˙
d
q
−1
q (Rd)), we need to establish the continuity of
the bilinear operator B from
L2q
(
[0, T ]; H˙
d+2−2q
q
dq
d+1−q
)
× L2q
(
[0, T ]; H˙
d+2−2q
q
dq
d+1−q
)
to C([0, T ]; H˙
d
q
−1
q (R
d)),
and establishes the continuity of the bilinear operator B from Lr([0, T ];Hsp)×
Lr([0, T ];Hsp) into L
r([0, T ];Hsp). In order to evaluate the norm of the bilinear
operator B in these spaces we use Lemma 7 which estimates the point-wise
product of two functions in H˙sq (R
d).
The paper is organized as follows. In Section 2 we recall some embedding
theorems in the Triebel and Besov spaces and auxiliary lemmas. In Section
3 we present the main results of the paper.
In the sequence, for a space of functions defined on Rd, say E(Rd), we will
abbreviate it as E.
§2. Some imbedding theorems
In this paper we use the definition of the Besov space Bs,pq , the Triebel
space F s,pq , and their homogeneous space B˙
s,p
q and F˙
s,p
q in [5, 6, 13, 32]. A
known property of these spaces is the Riesz potential Λ˙s = (−∆)s/2 which is
an isomorphism from B˙s0,pq onto B˙
s0−s,p
q and from F˙
s0,p
q to F˙
s0−s,p
q , see [4].
Let 1 < q < ∞ and s < d/q, we define the homogeneous Sobolev space
H˙sq as the closure of the space S0 =
{
f ∈ S : 0 /∈ Suppfˆ} in the norm
‖f‖H˙sq = ‖Λ˙sf‖q. Let us recall the following lemmas.
Lemma 1. Let 1 ≤ p, q ≤ ∞ and s ∈ R.
(a) If s < 1 then the two quantities
(∫ ∞
0
(
t−
s
2
∥∥et∆t 12 Λ˙f∥∥
q
)pdt
t
)1/p
and
∥∥f∥∥
B˙s,pq
are equivalent.
(b) If s < 0 then the two quantities
(∫ ∞
0
(
t−
s
2
∥∥et∆f∥∥
q
)pdt
t
)1/p
and
∥∥f∥∥
B˙s,pq
are equivalent.
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Proof : See ([15], Proposition 1, p. 181 and Proposition 3, p. 182), or
see ([29], Theorem 5.4, p. 45).
The following lemma is a generalization of the above lemma.
Lemma 2. Let 1 ≤ p, q ≤ ∞, α ≥ 0, and s < α. Then the two quantities
(∫ ∞
0
(t−
s
2
∥∥et∆tα2 Λ˙αf∥∥
Lq
)p
dt
t
) 1
p
and
∥∥f∥∥
B˙s,pq
are equivalent.
Proof : Note that Λ˙s0 is an isomorphism from B˙s,pq to B˙
s−s0,p
q , then we
can easily prove the lemma.
Lemma 3. For 1 ≤ p, q, r ≤ ∞ and s ∈ R, we have the following embedding
mappings.
(a) If 1 < q ≤ 2 then
B˙s,qq →֒ H˙sq →֒ B˙s,2q , Bs,qq →֒ Hsq →֒ Bs,2q .
(b) If 2 ≤ q <∞ then
B˙s,2q →֒ H˙sq →֒ B˙s,qq , Bs,2q →֒ Hsq →֒ Bs,qq .
(c) If 1 ≤ p1 < p2 ≤ ∞ then
B˙s,p1q →֒ B˙s,p2q , Bs,p1q →֒ Bs,p2q , F˙ s,p1q →֒ F˙ s,p2q , F s,p1q →֒ F s,p2q .
(d) If s1 > s2, 1 ≤ q1, q2 ≤ ∞, and s1 − dq1 = s2 − dq2 then
B˙s1,pq1 →֒ B˙s2,pq2 , Bs1,pq1 →֒ Bs2,pq2 , F˙ s1,pq1 →֒ F˙ s2,rq2 , F s1,pq1 →֒ F s2,rq2 .
(e) If p ≤ q then
Bs,pq →֒ F s,pq , B˙s,pq →֒ F˙ s,pq .
(f) If q ≤ p then
F s,pq →֒ Bs,pq , F˙ s,pq →֒ B˙s,pq .
(g)
F s,qq = B
s,q
q , F˙
s,q
q = B˙
s,q
q .
(h) If 1 < q <∞
Hsq = F
s,2
q , H˙
s
q = F˙
s,2
q .
Proof : For the proof of (a) and (b) see Theorem 6.4.4 ([2], p. 152). For
the proof of (c) see [1] and [2]. For the proof of (d) see Theorem 6.5.1 ([2],
p. 153) and [4]. For the proof of (e), (f), (g), and (h) see [1] and [4].
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Lemma 4. Let p ≥ 1 and s ∈ R. Then the following statements hold
(1) Assume that u0 ∈ Hsp. Then
et∆u0 ∈ L∞([0,∞);Hsp) and
∥∥et∆u0∥∥L∞([0,∞);Hsp) ≤ ∥∥u0∥∥Hsp .
(2) Assume that u0 ∈ H˙sp. Then
et∆u0 ∈ L∞([0,∞); H˙sp) and
∥∥et∆u0∥∥L∞([0,∞);H˙sp) ≤ ∥∥u0∥∥H˙sp .
Proof : (1) We have∥∥et∆u0∥∥Hsp = ∥∥et∆(Id−∆)s/2u0∥∥Lp =
1
(4πt)d/2
∥∥∥ ∫
Rd
e
−|ξ|2
4t
(
(Id−∆)s/2u0
)
( .− ξ)dξ
∥∥∥
Lp
≤ 1
(4πt)d/2
∫
Rd
e
−|ξ|2
4t
∥∥((Id−∆)s/2u0)( .− ξ)∥∥Lpdξ
=
1
(4πt)d/2
∫
Rd
e
−|ξ|2
4t
∥∥u0∥∥Hspdξ = ∥∥u0∥∥Hsp , t ≥ 0.
(2) The proof of (2) is similar to the proof of (1).
Theorem 1. Let E be an Banach space, and let B : E × E → E be a
continuous bilinear form such that there exists η > 0 so that
‖B(x, y)‖ ≤ η‖x‖‖y‖,
for all x and y in E. Then for any fixed y ∈ E such that ‖y‖ ≤ 1
4η
, the
equation x = y −B(x, x) has a unique solution x ∈ E satisfying ‖x‖ ≤ 1
2η
.
Proof : See Theorem 22.4 ([29], p. 227).
The following lemmas, in which we estimate the point-wise product of
two functions in H˙sp(R
d) is more general than the Ho¨lder inequality. In the
case when s = 0, p ≥ 2, we get back the usual Ho¨lder inequality.
Lemma 5. Assume that
1 < p, q < d and
1
p
+
1
q
< 1 +
1
d
.
Then there exists a constant C independent of u, v such that the following
inequality holds ∥∥uv∥∥
H˙1r
≤ C∥∥u∥∥
H˙1p
∥∥v∥∥
H˙1q
, ∀u ∈ H˙1p , v ∈ H˙1q ,
where 1
r
= 1
p
+ 1
q
− 1
d
. In the subsequence the above kinds of conclusions will
be shorten as ∥∥uv∥∥
H˙1r
.
∥∥u∥∥
H˙1p
∥∥v∥∥
H˙1q
.
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Proof : By applying the Leibniz formula for the derivatives of a product
of two functions, we have∥∥uv∥∥
H˙1r
≃
∑
|α|=1
∥∥∂α(uv)∥∥
Lr
≤
∑
|α|=1
∥∥(∂αu)v∥∥
Lr
+
∑
|α|=1
∥∥u(∂αv)∥∥
Lr
.
From the Ho¨lder and Sobolev inequalities it follows that∑
|α|=1
∥∥(∂αu)v∥∥
Lr
≤
∑
|α|=1
∥∥∂αu∥∥
Lp
∥∥v∥∥
Lq1
.
∥∥u∥∥
H˙1p
∥∥v∥∥
H˙1q
,
where
1
q1
=
1
q
− 1
d
.
Similar to the above proof, we have∑
|α|=1
∥∥u(∂αv)∥∥
Lr
.
∥∥u∥∥
H˙1p
∥∥v∥∥
H˙1q
.
This gives the desired result∥∥uv∥∥
H˙1r
.
∥∥u∥∥
H˙1p
∥∥v∥∥
H˙1q
.
Lemma 6. Assume that
0 ≤ s ≤ 1, 1
p
>
s
d
,
1
q
>
s
d
, and
1
p
+
1
q
< 1 +
s
d
. (3)
Then the following inequality holds∥∥uv∥∥
H˙sr
.
∥∥u∥∥
H˙sp
∥∥v∥∥
H˙sq
, ∀u ∈ H˙sp , v ∈ H˙sq ,
where 1
r
= 1
p
+ 1
q
− s
d
.
Proof : It is not difficult to show that if p, q, and s satisfy (3) then there
exist numbers p1, p2, q1, q2 ∈ (1,+∞) (may be many of them) such that
1
p
=
1− s
p1
+
s
p2
,
1
q
=
1− s
q1
+
s
q2
,
1
p1
+
1
q1
< 1,
p2 < d, q2 < d, and
1
p2
+
1
q2
< 1 +
1
d
.
Setting
1
r1
=
1
p1
+
1
q1
,
1
r2
=
1
p2
+
1
q2
− 1
d
,
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we have
1
r
=
1− s
r1
+
s
r2
.
Therefore, applying Theorem 6.4.5 (p. 152) of [2] (see also [19] for H˙sp), we
get
H˙sp = [L
p1 , H˙1p2]s, H˙
s
q = [L
q1, H˙1q2]s, H˙
s
r = [L
r1 , H˙1r2]s.
Applying the Ho¨lder inequality and Lemma 5 in order to obtain∥∥uv∥∥
Lr1
.
∥∥u∥∥
Lp1
∥∥v∥∥
Lq1
, ∀u ∈ Lp1 , v ∈ Lq1 ,∥∥uv∥∥
H˙1r2
.
∥∥u∥∥
H˙1p2
∥∥v∥∥
H˙1q2
, ∀u ∈ H˙1p2, v ∈ H˙1q2.
From Theorem 4.4.1 (p. 96) of [2] we get∥∥uv∥∥
H˙sr
.
∥∥u∥∥
H˙sp
∥∥v∥∥
H˙sq
.
Lemma 7. Assume that
0 ≤ s < d, s
d
<
1
p
,
s
d
<
1
q
, and
1
p
+
1
q
< 1 +
s
d
. (4)
Then we have the inequality∥∥uv∥∥
H˙sr
.
∥∥u∥∥
H˙sp
∥∥v∥∥
H˙sq
, ∀u ∈ H˙sp , v ∈ H˙sq ,
where 1
r
= 1
p
+ 1
q
− s
d
.
Proof : Denote by [s] the integer part of s and by {s} the fraction part
of s. Using formula for the derivatives of a product of two functions, we have∥∥uv∥∥
H˙sr
=
∥∥Λ˙s(uv)∥∥
Lr
=
∥∥Λ˙{s}(uv)∥∥
H˙
[s]
r
≃∑
|α|=[s]
∥∥∂αΛ˙{s}(uv)∥∥
Lr
=
∑
|α|=[s]
∥∥Λ˙{s}∂α(uv)∥∥
Lr
=
∑
|α|=[s]
∥∥∂α(uv)∥∥
H˙
{s}
r
.
∑
|γ|+|β|=[s]
∥∥∂γu∂βv∥∥
H˙
{s}
r
.
Set
1
p˜
=
1
p
− s− |γ| − {s}
d
,
1
q˜
=
1
q
− s− |β| − {s}
d
.
Applying Lemma 6 and the Sobolev inequality in order to obtain∥∥∂γu∂βv∥∥
H˙
{s}
r
.
∥∥∂γu∥∥
H˙
{s}
p˜
∥∥∂βv∥∥
H˙
{s}
q˜
.
∥∥u∥∥
H˙
|γ|+{s}
p˜
∥∥v∥∥
H˙
|β|+{s}
q˜
.
∥∥u∥∥
H˙sp
∥∥v∥∥
H˙sq
.
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This gives the desired result∥∥uv∥∥
H˙sr
.
∥∥u∥∥
H˙sp
∥∥v∥∥
H˙sq
.
Remark 1. Lemmas 5, 6, and 7 are still valid when the homogeneous space
H˙sp is replaced by the inhomogeneous space H
s
p .
§3. The main results
For T > 0, we say that u is a mild solution of NSE on [0, T ] corresponding
to a divergence-free initial data u0 when u satisfies the integral equation
u = et∆u0 −
∫ t
0
e(t−τ)∆P∇.(u(τ, .)⊗ u(τ, .))dτ.
Above we have used the following notation: For a tensor F = (Fij) we define
the vector ∇.F by (∇.F )i =
∑d
i=1 ∂jFij and for vectors u and v, we define
their tensor product (u⊗v)ij = uivj. The operator P is the Helmholtz-Leray
projection onto the divergence-free fields
(Pf)j = fj +
∑
1≤k≤d
RjRkfk, (5)
where Rj is the Riesz transforms defined on a scalar function g as
R̂jg(ξ) =
iξj
|ξ| gˆ(ξ).
The heat kernel et∆ is defined as
et∆u(x) = ((4πt)−d/2e−|.|
2/4t ∗ u)(x).
If X is a normed space and u = (u1, u2, ..., ud), ui ∈ X, 1 ≤ i ≤ d, then we
write
u ∈ X, ‖u‖X =
( d∑
i=1
‖ui‖2X
)1/2
.
3.1. On the continuity and regularity of the bilinear operator
In this subsection a particular attention will be devoted to the study of
the bilinear operator B(u, v)(t) defined by (2).
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Lemma 8. Let
d ≥ 3, s ≥ 0, p > 1, r > 2, and T > 0 (6)
be such that
s
d
<
1
p
<
1
2
+
s
2d
and
2
r
+
d
p
− s ≤ 1. (7)
Then the bilinear operator B(u, v)(t) is continuous from
Lr([0, T ];Hsp)× Lr([0, T ];Hsp)
into
Lr([0, T ];Hsp),
and the following inequality holds∥∥B(u, v)∥∥
Lr([0,T ];Hsp)
≤ CT 12 (1+s− 2r− dp )∥∥u∥∥
Lr([0,T ];Hsp)
∥∥v∥∥
Lr([0,T ];Hsp)
, (8)
where C is a positive constant independent of T.
Proof : We have
∥∥B(u, v)(t)∥∥
Hsp
≤
∫ t
0
∥∥∥e(t−τ)∆P∇.(u(τ, .)⊗ v(τ, .))∥∥∥
Hsp
dτ =∫ t
0
∥∥∥e(t−τ)∆P∇.(Id−∆)s/2(u(τ, .)⊗ v(τ, .))∥∥∥
Lp
dτ, (9)
where the operator (Id−∆) s2 is defined via the Fourier transform as(
(Id−∆) s2 g)∧(ξ) = (1 + |ξ|2) s2 gˆ(ξ).
We have (
e(t−τ)∆P∇.(Id−∆)s/2(u(τ, .)⊗ v(τ, .)))
j
=
e(t−τ)∆
d∑
l,k=1
(
δjk − ∂j∂k
∆
)
∂l(Id−∆)s/2
(
ul(τ, .)vk(τ, .)
)
.
From the property of the Fourier transform we have(
e(t−τ)∆P∇.(Id−∆)s/2(u(τ, .)⊗ v(τ, .)))∧
j
(ξ) =
e−(t−τ)|ξ|
2
d∑
l,k=1
(
δjk − ξjξk|ξ|2
)
(iξl)
(
(Id−∆)s/2(ul(τ, .)vk(τ, .)))∧(ξ),
10
and therefore (
e(t−τ)∆P∇.(Id−∆)s/2(u(τ, .)⊗ v(τ, .)))
j
=
1
(t− τ) d+12
d∑
l,k=1
Kl,k,j
( .√
t− τ
)
∗
(
(Id−∆)s/2(ul(τ, .)vk(τ, .))), (10)
where
K̂l,k,j(ξ) =
1
(2π)d/2
.e−|ξ|
2
(
δjk − ξjξk|ξ|2
)
(iξl).
Applying Proposition 11.1 ([29], p. 107) with |α| = 1 we obtain
|Kl,k,j(x)| . 1
(1 + |x|)d+1 .
Thus, the tensor K(x) = {Kl,k,j(x)} satisfies
|K(x)| . 1
(1 + |x|)d+1 . (11)
So, we can rewrite the equality (10) in the tensor form
e(t−τ)∆P∇.(Id−∆)s/2(u(τ, .)⊗ v(τ, .)) =
1
(t− τ) d+12
K
( .√
t− τ
)
∗
(
(Id−∆)s/2(u(τ, .)⊗ v(τ, .))).
Set
1
p˜
=
2
p
− s
d
,
1
h
=
s
d
− 1
p
+ 1. (12)
Note that from the inequalities (6) and (7), we can check that the following
relations are satisfied
1 < h, p˜ <∞ and 1
p
+ 1 =
1
h
+
1
p˜
.
Applying the Young inequality for convolution we obtain∥∥∥e(t−τ)∆P∇.(Id−∆)s/2(u(τ, .)⊗ v(τ, .))∥∥∥
Lp
.
1
(t− τ) d+12
∥∥∥K( .√
t− τ
)∥∥∥
Lh
∥∥∥(Id−∆)s/2(u(τ, .)⊗ v(τ, .))∥∥∥
Lp˜
. (13)
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Applying Lemma 7∥∥∥(Id−∆)s/2(u(τ, .)⊗ v(τ, .))∥∥∥
Lp˜
=
∥∥u(τ, .)⊗ v(τ, .)∥∥
Hsp˜
.
∥∥u(τ, .)∥∥
Hsp
∥∥v(τ, .)∥∥
Hsp
. (14)
From the estimate (11) and the equality (12), we have∥∥∥K( .√
t− τ
)∥∥∥
Lh
= (t− τ) d2h∥∥K∥∥
Lh
≃ (t− τ) s2− d2p+ d2 . (15)
The inequalities (13), (14), and (15) imply that∥∥∥e(t−τ)∆P∇.(Id−∆)s/2(u(τ, .)⊗ v(τ, .))∥∥∥
Lp
.
(t− τ) s2− d2p− 12∥∥u(τ, .)∥∥
Hsp
∥∥v(τ, .)∥∥
Hsp
. (16)
From the inequalities (9) and (16), we get
∥∥B(u, v)(t)∥∥
Hsp
.
∫ t
0
(t− τ) s2− d2p− 12∥∥u(τ, .)∥∥
Hsp
∥∥v(τ, .)∥∥
Hsp
dτ.
Applying of Proposition 2.4 (c) in ([29], p. 20) for the convolution in the
Lorentz spaces, we have the following estimates∥∥∥∥∥B(u, v)(t)∥∥
Hsp
∥∥∥
Lrt (0,T )
=
∥∥∥∥∥B(u, v)(t)∥∥
Hsp
∥∥∥
Lr,rt (0,T )
≤
∥∥∥∥∥B(u, v)(t)∥∥
Hsp
∥∥∥
L
r, r2
t (0,T )
.
∥∥1[0,T ]t s2− d2p− 12∥∥Lr′,∞
∥∥∥∥∥u(t, .)∥∥
Hsp
∥∥v(t, .)∥∥
Hsp
∥∥∥
L
r
2 ,
r
2
t (0,T )
, (17)
where 1
r′
+ 1
r
= 1 and 1[0,T ] is the indicator function of set [0, T ] on R.
By applying the Ho¨lder inequality we get∥∥∥∥∥u(t, .)∥∥
Hsp
∥∥v(t, .)∥∥
Hsp
∥∥∥
L
r
2 ,
r
2
t (0,T )
=
∥∥∥∥∥u(t, .)∥∥
Hsp
∥∥v(t, .)∥∥
Hsp
∥∥∥
L
r
2
t (0,T )
≤
∥∥∥∥∥u(t, .)∥∥
Hsp
∥∥∥
Lrt (0,T )
∥∥∥∥∥v(t, .)∥∥
Hsp
∥∥∥
Lrt (0,T )
. (18)
Note that ∥∥∥1[0,T ]t s2− d2p− 12∥∥∥
Lr′,∞
≃ T 12 (1+s− 2r− dp ). (19)
Therefore the inequality (8) can be deduced from the inequalities (17), (18),
and (19).
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Remark 2. Lemma 8 is still valid when the inhomogeneous space Hsp is
replaced by the homogeneous space H˙sp .
Lemma 9. Let
d ≥ 3, 0 ≤ s < d, p > 1, r > 2, and T > 0
be such that
1
p
<
1
2
+
s
2d
,
2
p
≥ s+ 1
d
, and
2
r
+
d
p
− s = 1.
Then the bilinear operator B(u, v)(t) is continuous from
Lr
(
[0, T ]; H˙sp
)× Lr([0, T ]; H˙sp)
into
L∞
(
[0, T ]; B˙
d
p˜
−1, r
2
p˜
)
,
where
1
p˜
=
2
p
− s
d
,
and we have the inequality∥∥B(u, v)∥∥
L∞
(
[0,T ];B˙
d
p˜−1,
r
2
p˜
) ≤ C∥∥u∥∥
Lr([0,T ];H˙sp)
∥∥v∥∥
Lr([0,T ];H˙sp)
, (20)
where C is a positive constant independent of T.
Proof : To prove this lemma by duality (in the x-variable),
(
see Proposi-
tion 3.9 in ([29], p. 29)
)
, let us consider an arbitrary test function
h(x) ∈ S(Rd) and evaluate the quantity
It =
〈
B(u, v)(t), h
〉
=
∫
Rd
(
B(u, v)(t)
)
(x)h(x)dx. (21)
We have
〈
B(u, v)(t), h
〉
=
∫ t
0
〈
e(t−τ)∆P∇.(u(τ, .)⊗ v(τ, .)), h〉dτ =∫ t
0
〈
e(t−τ)∆Λ˙P
∇
Λ˙
.
(
u(τ, .)⊗ v(τ, .)), h〉dτ =∫ t
0
〈
P
∇
Λ˙
.
(
u(τ, .)⊗ v(τ, .)), e(t−τ)∆Λ˙h〉dτ =∫ t
0
〈
P
∇
Λ˙
.Λ˙s
(
u(τ, .)⊗ v(τ, .)), e(t−τ)∆Λ˙Λ˙−sh〉dτ. (22)
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By applying the Ho¨lder inequality in the x-variable, from the equality (22)
and the fact that (see [29])
P and
∇
Λ˙
are continuous from Lp into Lp, 1 < p <∞,
we get
|It| ≤
∫ t
0
∥∥∥P∇
Λ˙
.Λ˙s
(
u(τ, .)⊗ v(τ, .))∥∥∥
Lp˜
∥∥e(t−τ)∆Λ˙Λ˙−sh∥∥
Lp˜′
dτ
.
∫ t
0
∥∥Λ˙s(u(τ, .)⊗ v(τ, .))∥∥
Lp˜
∥∥e(t−τ)∆Λ˙Λ˙−sh∥∥
Lp˜′
dτ, (23)
where
1
p˜
+
1
p˜′
= 1.
Applying Lemma 7, we have∥∥Λ˙s(u(τ, .)⊗ v(τ, .))∥∥
Lp˜
=
∥∥u(τ, .)⊗ v(τ, .)∥∥
H˙sp˜
.
∥∥u(τ, .)∥∥
H˙sp
∥∥v(τ, .)∥∥
H˙sp
. (24)
From the inequalities (23) and (24), applying the Ho¨lder inequality in the
t-variable, we deduce that
|It| .
∫ t
0
∥∥u(τ, .)∥∥
H˙sp
∥∥v(τ, .)∥∥
H˙sp
∥∥e(t−τ)∆Λ˙Λ˙−sh∥∥
Lp˜′
dτ ≤
( ∫ t
0
(∥∥u(τ, .)∥∥
H˙sp
∥∥v(τ, .)∥∥
H˙sp
) r
2dτ
) 2
r
(∫ t
0
(∥∥e(t−τ)∆Λ˙Λ˙−sh∥∥
Lp˜′
) r
r−2dτ
) r−2
r
≤ ∥∥u∥∥
Lr([0,T ];H˙sp)
∥∥v∥∥
Lr([0,T ];H˙sp)
(∫ t
0
(∥∥e(t−τ)∆Λ˙Λ˙−sh∥∥
Lp˜′
) r
r−2dτ
) r−2
r
. (25)
From Lemma 1 and note that Λ˙s0 is an isomorphism from B˙s,pq to B˙
s−s0,p
q
(see [4]), we have the following estimates
(∫ t
0
(∥∥e(t−τ)∆Λ˙Λ˙−sh∥∥
Lp˜′
) r
r−2dτ
) r−2
r ≤
(∫ ∞
0
(∥∥et∆Λ˙Λ˙−sh∥∥
Lp˜′
) r
r−2dt
) r−2
r
=
(∫ ∞
0
(
t
r−4
2r
∥∥et∆t 12 Λ˙Λ˙−sh∥∥
Lp˜′
) r
r−2
dt
t
) r−2
r ≃ ∥∥Λ˙−sh∥∥
B˙
4−r
r ,
r
r−2
p˜′
≃ ∥∥h∥∥
B˙
4−r
r −s,
r
r−2
p˜′
=
∥∥h∥∥
B˙
1− d
p˜
, rr−2
p˜′
. (26)
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From the equality (21) and the inequalities (25) and (26), we get∣∣〈B(u, v)(t), h〉∣∣ . ∥∥u∥∥
Lr([0,T ];H˙sp)
∥∥v∥∥
Lr([0,T ];H˙sp)
∥∥∥h∥∥∥
B˙
1− d
p˜
, rr−2
p˜′
.
However, B˙
1− d
p˜
, r
r−2
p˜′ is exactly the dual of B˙
d
p˜
−1, r
2
p˜ , (the restriction
2
p
≥ s+1
d
is mainly because we are interested in non-negative indexes), therefore we
conclude that∥∥∥B(u, v)(t)∥∥∥
B˙
d
p˜−1,
r
2
p˜
.
∥∥u∥∥
Lr([0,T ];H˙sp)
∥∥v∥∥
Lr([0,T ];H˙sp)
, 0 ≤ t ≤ T. (27)
Finally, the estimate (20) can be deduced from the inequality (27).
Combining Theorem 1 with Lemma 8, we get the following existence
results, the particular case of which, when s = 0, was obtained in [29].
Theorem 2. Let
d ≥ 3, s ≥ 0, p > 1, and r > 2,
be such that
s
d
<
1
p
<
1
2
+
s
2d
and
2
r
+
d
p
− s ≤ 1.
(a) There exists a positive constant δs,p,r,d such that for all T > 0 and for all
u0 ∈ S ′(Rd) with div(u) = 0, satisfying
T
1
2
(1+s− 2
r
− d
p
)
∥∥et∆u0∥∥Lr([0,T ];H˙sp) ≤ δs,p,r,d, (28)
there is a unique mild solution u ∈ Lr([0, T ]; H˙sp)) for NSE.
If
et∆u0 ∈ Lr
(
[0, 1]; H˙sp
)
,
then the inequality (28) holds when T (u0) is small enough.
(b) If 2
r
+ d
p
− s = 1 then there exists a positive constant δs,p,d such that we
can take T =∞ whenever ∥∥et∆u0∥∥Lr([0,∞];H˙sp) ≤ δs,p,d.
Proof : (a) From Lemma 8, we use the estimate∥∥B∥∥
Lr([0,T ];H˙sp)
≤ Cs,p,r,dT
1
2
(1+s− 2
r
− d
p
),
where Cs,p,r,d is a positive constant independent of T . From Theorem 1 and
the above inequality, we deduce the existence of a solution to the Navier-
Stokes equations on the interval (0, T ) with
4Cs,p,r,dT
1
2
(1+s− 2
r
− d
p
)
∥∥et∆u0∥∥Lr([0,T ];H˙sp) ≤ 1.
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If et∆u0 ∈ Lr([0, 1]; H˙sp) then this condition is fulfilled for T = T (u0) small
enough, this is obvious for the case when 2
r
+ d
p
− s < 1 since
lim
T→0
T
1
2
(1+s− 2
r
− d
p
) = 0. For the case when 2
r
+ d
p
− s = 1, the condition is
fulfilled since we have lim
T→0
∥∥et∆u0∥∥Lr([0,T ];H˙sp) = 0.
(b) This is obvious.
Remark 3. From Theorem 5.3 ([29], p. 44), if u0 ∈ Bs−
2
r
,r
p ∩ S ′(Rd) then
et∆u0 ∈ Lr([0, 1]; H˙sp). From Lemma 2, if u0 ∈ S ′(Rd) the two quantities∥∥u0∥∥
B˙
s− 2r ,r
p
and
∥∥et∆u0∥∥Lr([0,∞];H˙sp) are equivalent.
3.2. Solutions to the Navier-Stokes equations with initial value
in the critical spaces H
d
q
−1
q (Rd) and H˙
d
q
−1
q (Rd) for 3 ≤ d ≤ 4, 2 ≤ q ≤ d.
Lemma 10. Let d ≥ 3 and 2 ≤ q ≤ d. Then the bilinear operator B(u, v)(t)
is continuous from
L4
(
[0, T ]; H˙
d
q
−1
2dq
2d−q
)
× L4
(
[0, T ]; H˙
d
q
−1
2dq
2d−q
)
into
L∞
(
[0, T ]; B˙
d
q
−1,2
q
)
,
and we have the inequality∥∥B(u, v)∥∥
L∞([0,T ];H˙
d
q−1
q )
.
∥∥B(u, v)∥∥
L∞
(
[0,T ];B˙
d
q−1,2
q
)
≤ C∥∥u∥∥
L4
(
[0,T ];H˙
d
q−1
2dq
2d−q
)∥∥v∥∥
L4
(
[0,T ];H˙
d
q−1
2dq
2d−q
), (29)
where C is a positive constant and independent of T.
Proof : Applying Lemma 9 with r = 4, p = 2dq
2d−q
, and s = d
q
− 1, we get
1
p˜
=
2
p
− s
d
=
2d− q
dq
−
d
q
− 1
d
=
1
q
,∥∥B(u, v)∥∥
L∞
(
[0,T ];B˙
d
q−1,2
q
) . ∥∥u∥∥
L4
(
[0,T ];H˙
d
q−1
2dq
2d−q
)∥∥v∥∥
L4
(
[0,T ];H˙
d
q−1
2dq
2d−q
). (30)
From (b) of Lemma 3, we have
B˙
d
q
−1,2
q →֒ H˙
d
q
−1
q . (31)
Finally, the estimate (29) can be deduced from the inequality (30) and the
imbedding (31).
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Lemma 11. Let d ≥ 3 and 2 ≤ q ≤ d. Then the bilinear operator B(u, v)(t)
is continuous from
L4
(
[0, T ];H
d
q
−1
2dq
2d−q
)
× L4
(
[0, T ];H
d
q
−1
2dq
2d−q
)
into
L∞
(
[0, T ];H
d
q
−1
q
)
,
and we have the inequality∥∥B(u, v)∥∥
L∞
(
[0,T ];H
d
q−1
q
) ≤ C∥∥u∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
)∥∥v∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
), (32)
where C is a positive constant and independent of T.
Proof : To prove this lemma by duality (in the x-variable), let us consider
an arbitrary test function h(x) ∈ S(Rd). Similar to the proof of Lemma 9,
we have∣∣∣〈(√Id−∆) dq−1B(u, v)(t), h〉∣∣∣ . ∥∥u∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
)∥∥v∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
)∥∥h∥∥
B˙0,2
q′
,
where
1
q
+
1
q′
= 1.
However the dual space of B˙0,2q′ is B˙
0,2
q , therefore we get∥∥∥(√Id−∆) dq−1B(u, v)(t)∥∥∥
B˙0,2q
.
∥∥u∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
)∥∥v∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
). (33)
From (b) of Lemma 3 and the estimate (33), we have∥∥∥B(u, v)(t)∥∥∥
H
d
q−1
q
=
∥∥∥(√Id−∆) dq−1B(u, v)(t)∥∥∥
Lq
=∥∥∥(√Id−∆) dq−1B(u, v)(t)∥∥∥
H˙0q
.
∥∥∥(√Id−∆) dq−1B(u, v)(t)∥∥∥
B˙0,2q
.
∥∥u∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
)∥∥v∥∥
L4
(
[0,T ];H
d
q−1
2dq
2d−q
), 0 ≤ t ≤ T. (34)
Finally, the estimate (32) can be deduced from the inequality (34).
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Lemma 12. Let d ≥ 3 and 2 ≤ q ≤ 4.
(a) If u0 ∈ H
d
q
−1
q (Rd) then∥∥et∆u0∥∥
L4
(
[0,∞);H
d/q−1
2dq/(2d−q)
) . ∥∥u0∥∥Hd/q−1q .
(b) If u0 ∈ H˙
d
q
−1
q (Rd) then∥∥∥et∆u0∥∥∥
L4
(
[0,∞);H˙
d/q−1
2dq/(2d−q)
) ≃ ∥∥u0∥∥B˙d/q−3/2,4
2dq/(2d−q)
.
∥∥u0∥∥H˙d/q−1q .
Proof : (a) From Lemma 1, we have the estimates
∥∥∥et∆u0∥∥∥
L4
(
[0,∞);H
d/q−1
2dq/(2d−q)
) = (∫ ∞
0
∥∥∥et∆(√Id−∆)d/q−1u0∥∥∥4
L2dq/(2d−q)
dt
)1/4
=
(∫ ∞
0
(
t
1
4
∥∥∥et∆(√Id−∆)d/q−1u0∥∥∥
L2dq/(2d−q)
)4dt
t
)1/4
≃
∥∥∥(√Id−∆)d/q−1u0∥∥∥
B˙
−1/2,4
2dq/(2d−q)
. (35)
Applying (b), (c), and (d) of Lemma 3 in order to obtain
Lq = H˙0q →֒ B˙0,qq →֒ B˙0,4q →֒ B˙−1/2,42dq/(2d−q). (36)
From the inequality (35) and the imbedding (36), we get∥∥∥et∆u0∥∥∥
L4
(
[0,∞);H
d/q−1
2dq/(2d−q)
) ≃ ∥∥∥(√Id−∆)d/q−1u0∥∥∥
B˙
−1/2,4
2dq/(2d−q)
.
∥∥(√Id−∆)d/q−1u0∥∥Lq = ∥∥u0∥∥Hd/q−1q .
(b) Similar to the proof of (a) we have
∥∥et∆u0∥∥
L4
(
[0,∞);H˙
d/q−1
2dq/(2d−q)
) ≃ ∥∥Λ˙ dq−1u0∥∥B˙−1/2,4
2dq/(2d−q)
.
∥∥Λ˙ dq−1u0∥∥Lq = ∥∥u0∥∥H˙d/q−1q ,
and
∥∥∥Λ˙ dq−1u0∥∥∥
B˙
−1/2,4
2dq/(2d−q)
≃ ∥∥u0∥∥B˙d/q−3/2,4
2dq/(2d−q)
.
Combining Theorem 1 with Lemmas 4, 8, 10, and 12 we obtain the following
existence result.
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Theorem 3. Let 3 ≤ d ≤ 4 and 2 ≤ q ≤ d. There exists a positive constant
δq,d such that for all T > 0 and for all u0 ∈ H˙d/q−1q (Rd) with div(u0) = 0
satisfying ∥∥et∆u0∥∥
L4
(
[0,T ];H˙
d/q−1
2dq/(2d−q)
) ≤ δq,d, (37)
NSE has a unique mild solution u ∈ L4([0, T ]; H˙d/q−12dq/(2d−q))∩C([0, T ]; H˙d/q−1q ).
Denoting w = u− et∆u0, then we have
w ∈ L4([0, T ]; H˙d/q−12dq/(2d−q)) ∩ L∞([0, T ]; B˙d/q−1,2q ).
Finally, we have∥∥et∆u0∥∥
L4
(
[0,T ];H˙
d/q−1
2dq/(2d−q)
) . ∥∥u0∥∥B˙d/q−3/2,4
2dq/(2d−q)
.
∥∥u0∥∥H˙d/q−1q ,
in particular, for arbitrary u0 ∈ H˙d/q−1q (Rd) the inequality (37) holds when
T (u0) is small enough; and there exists a positive constant σq,d such that for
all
∥∥∥u0∥∥∥
B˙
d/q−3/2,4
2dq/(2d−q)
≤ σq,d we can take T =∞.
Proof : By applying Lemma 8 with r = 4, p = 2dq
2d−q
, s = d
q
− 1, and
notice that 1 + s− 2
r
− d
p
= 0 we have
∥∥B∥∥
L4
(
[0,T ];H˙
d/q−1
2dq/(2d−q)
) ≤ Cq,d,
where Cq,d is a positive constant independent of T . From Theorem 1 and the
above inequality, we deduce that for any u0 ∈ H˙
d
q
−1
q such that
div(u0) = 0,
∥∥et∆u0∥∥
L4
(
[0,T ];H˙
d/q−1
2dq/(2d−q)
) ≤ 1
4Cq,d
,
NSE has a mild solution u on the interval (0, T ) so that
u ∈ L4([0, T ]; H˙d/q−12dq/(2d−q)). (38)
From Lemma 10 and (38), we have B(u, u) ∈ L∞([0, T ]; H˙d/q−1q ). From (2)
of Lemma 4, we have et∆u0 ∈ L∞
(
[0, T ]; H˙
d/q−1
q
)
. Therefore
u = et∆u0 −B(u, u) ∈ L∞([0, T ]; H˙d/q−1q ).
In the space Hd/2−1 or Ld (see [29]), the solutions can also be constructed by
a successive approximation via the integral equation and therefore they are
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continuous in time up to the initial time. Since et∆ is a (C0)-semigroup in
Hsq and H˙
s
q with finite integral-exponent (q < ∞), by the same way as, we
can easily show that the obtained mild solution u ∈ C([0, T ]; H˙d/q−1q ).
From (b) of Lemma 12, we have∥∥et∆u0∥∥
L4
(
[0,T ];H˙
d/q−1
2dq/(2d−q)
) . ∥∥et∆u0∥∥
L4
(
[0,∞);H˙
d/q−1
2dq/(2d−q)
)
≃
∥∥∥u0∥∥∥
B˙
d/q−3/2,4
2dq/(2d−q)
.
∥∥u0∥∥H˙d/q−1q <∞.
Hence, the left-hand side of the inequality (37) converges to 0 when T tends
to 0. Therefore, for arbitrary u0 ∈ H˙
d
q
−1
q there is T (u0) small enough such
that the inequality (37) holds. Also, there exists a positive constants σq,d such
that for all
∥∥∥u0∥∥∥
B˙
d/q−3/2,4
2dq/(2d−q)
≤ σq,d and T =∞ the inequality (37) holds.
Remark 4. Theorem 3 in the particular case q = d is Proposition 20.1
in [29].
Theorem 4. Let 3 ≤ d ≤ 4 and 2 ≤ q ≤ d. There exists a positive constant
δq,d such that for all T > 0 and for all u0 ∈ H
d
q
−1
q (Rd) with div(u0) = 0
satisfying ∥∥et∆u0∥∥
L4
(
[0,T ];H
d/q−1
2dq/(2d−q)
) ≤ δq,d, (39)
NSE has a unique mild solution u ∈ L4([0, T ];Hd/q−12dq/(2d−q))∩C([0, T ];Hd/q−1q ).
Finally, we have ∥∥et∆u0∥∥
L4
(
[0,T ];H
d/q−1
2dq/(2d−q)
) ≤ ∥∥u0∥∥Hd/q−1q ,
in particular, for arbitrary u0 ∈ H
d
q
−1
q the inequality (39) holds when T (u0)
is small enough;
Proof : The proof of Theorem 4 is similar to the one of Theorem 3, by
combining Theorem 1 with Lemmas 4, 8, 11, and 12.
3.3. Solutions to the Navier-Stokes equations with initial value
in the critical spaces H˙
d
q
−1
q (Rd) for d ≥ 3 and 1 < q ≤ d.
We consider two cases 2 < q ≤ d and 1 < q ≤ 2 separately.
3.3.1. Solutions to the Navier-Stokes equations with initial value
in the critical spaces H˙
d
q
−1
q (Rd) for d ≥ 3 and 2 < q ≤ d.
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Lemma 13. Let d ≥ 3 and 2 < q ≤ d. Then for all p such that
2 < p < min
{(d− 2)q
d− q , d+ 2
}
, (if q = d then
(d− 2)q
d− q = +∞),
the bilinear operator B(u, v)(t) is continuous from
Lp([0, T ]; H˙
2+d−p
p
p )× Lp([0, T ]; H˙
2+d−p
p
p )
into
L∞
(
[0, T ]; B˙
d+p−2
p
−1, p
2
dp
d+p−2
)
,
and we have the inequality∥∥B(u, v)∥∥
L∞
(
[0,T ];H˙
d
q−1
q
) . ∥∥B(u, v)∥∥
L∞
(
[0,T ];B˙
d+p−2
p −1,
p
2
dp
d+p−2
)
≤ C∥∥u∥∥
Lp
(
[0,T ];H˙
2+d−p
p
p
)∥∥v∥∥
Lp
(
[0,T ];H˙
2+d−p
p
p
), (40)
where C is a positive constant independent of T.
Proof : Applying Lemma 9 with r = p and s = 2+d−p
p
, we get
1
p˜
=
2
p
− s
d
=
d+ p− 2
dp
,∥∥∥B(u, v)∥∥∥
L∞
(
[0,T ];B˙
d+p−2
p −1,
p
2
dp
d+p−2
) . ∥∥u∥∥
Lp
(
[0,T ];H˙
2+d−p
p
p
)∥∥v∥∥
Lp
(
[0,T ];H˙
2+d−p
p
p
). (41)
Applying (e), (d), and (h) of Lemma 3 in order to obtain
B˙
d+p−2
p
−1, p
2
dp
d+p−2
→֒ F˙
d+p−2
p
−1, p
2
dp
d+p−2
→֒ F˙
d
q
−1,2
q = H˙
d
q
−1
q . (42)
Therefore the estimate (40) is deduced from the inequality (41) and the
imbedding (42).
Lemma 14. Let 2 < q < p < +∞. Then for all u0 ∈ H˙
d
q
−1
q we have the
estimates ∥∥et∆u0∥∥
Lp
(
[0,∞);H˙
2+d−p
p
p
) ≃ ∥∥u0∥∥
B˙
d
p−1,p
p
.
∥∥u0∥∥
H˙
d
q−1
q
.
21
Proof : From Lemma 1, we have the estimates∥∥et∆u0∥∥
Lp
(
[0,∞);H˙
2+d−p
p
p
) ≃ ∥∥u0∥∥
B˙
d
p−1,p
p
. (43)
Applying (b), (d), and (c) of Lemma 3 in order to obtain
H˙
d
q
−1
q →֒ B˙
d
q
−1,q
q →֒ B˙
d
p
−1,q
p →֒ B˙
d
p
−1,p
p . (44)
From the estimate (43) and the imbedding (44), we have∥∥∥et∆u0∥∥∥
Lp
(
[0,∞);H˙
2+d−p
p
p
) ≃ ∥∥u0∥∥
B˙
d
p−1,p
p
.
∥∥u0∥∥
H˙
d
q−1
q
.
Theorem 5. Let d ≥ 3 and 2 < q ≤ d. Then for any p be such that
q < p < min
{(d− 2)q
d− q , d+ 2
}
,
there exists a constant δq,p,d > 0 such that for all T > 0 and for all
u0 ∈ H˙d/q−1q (Rd) with div(u0) = 0 satisfying∥∥et∆u0∥∥
Lp
(
[0,T ];H˙
2+d−p
p
p
) ≤ δq,p,d, (45)
NSE has a unique mild solution u ∈ Lp([0, T ]; H˙ 2+d−ppp ) ∩ C([0, T ]; H˙d/q−1q ).
Denoting w = u− et∆u0, then we have
w ∈ Lp([0, T ]; H˙ 2+d−ppp ) ∩ L∞([0, T ]; B˙ d+p−2p −1, p2dp
d+p−2
)
.
Finally, we have∥∥∥et∆u0∥∥∥
Lp
(
[0,T ];H˙
2+d−p
p
p
) ≤ ∥∥u0∥∥
B˙
d
p−1,p
p
.
∥∥u0∥∥
H˙
d
q−1
q
,
in particular, for arbitrary u0 ∈ H˙d/q−1q the inequality (45) holds when T (u0)
is small enough; and there exists a positive constant σq,p,d such that for all∥∥u0∥∥
B˙
d
p−1,p
p
≤ σq,p,d we can take T =∞.
Proof : The proof of Theorem 5 is similar to the one of Theorem 3,
by combining Theorem 1 with Lemmas 4, 8 (for r = p, s = 2+d−p
p
), 13,
and 14.
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Remark 5. The case q = d was treated by several authors, see for example
([7], [12], [21]). However their results are different from ours.
3.3.2. Solutions to the Navier-Stokes equations with initial value
in the critical spaces H˙
d
q
−1
q (Rd) for d ≥ 3 and 1 < q ≤ 2.
Lemma 15. Let d ≥ 3 and 1 < q ≤ 2. Then the bilinear operator B(u, v)(t)
is continuous from
L2q
(
[0, T ]; H˙
d+2−2q
q
dq
d+1−q
)
× L2q
(
[0, T ]; H˙
d+2−2q
q
dq
d+1−q
)
into
L∞
(
[0, T ]; B˙
d
q
−1,q
q
)
,
and we have the inequality∥∥B(u, v)∥∥
L∞
(
[0,T ];H˙
d
q−1
q
) . ∥∥B(u, v)∥∥
L∞
(
[0,T ];B˙
d
q−1,q
q
)
≤ C
∥∥∥u∥∥∥
L2q
(
[0,T ];H˙
d+2−2q
q
dq
d+1−q
)∥∥∥v∥∥∥
L2q
(
[0,T ];H˙
d+2−2q
q
dq
d+1−q
),
where C is a positive constant independent of T.
Proof : Applying Lemma 9 with r = 2q, p = dq
d+1−q
, and s = d+2−2q
q
, we
get
1
p˜
=
2
p
− s
d
=
1
q
,
and from (a) of Lemma 3, we have∥∥B(u, v)∥∥
L∞
(
[0,T ];H˙
d
q−1
q
) . ∥∥B(u, v)∥∥
L∞
(
[0,T ];B˙
d
q−1,q
q
)
.
∥∥∥u∥∥∥
L2q
(
[0,T ];H˙
d+2−2q
q
dq
d+1−q
)∥∥∥v∥∥∥
L2q
(
[0,T ];H˙
d+2−2q
q
dq
d+1−q
).
Lemma 16. Assume that u0 ∈ H˙
d
q
−1
q with d ≥ 3 and 1 < q ≤ 2. Then∥∥∥et∆u0∥∥∥
L2q
(
[0,∞);H˙
d+2−2q
q
dq
d+1−q
) ≃ ∥∥u0∥∥B˙(d+1)/q−2,2q
dq/(d+1−q)
.
∥∥u0∥∥H˙d/q−1q .
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Proof : By using (a), (c), and (d) of Lemma 3 in order to obtain
H˙
d
q
−1
q →֒ B˙
d
q
−1,2
q →֒ B˙
d
q
−1,2q
q →֒ B˙(d+1)/q−2,2qdq/(d+1−q) . (46)
Applying Lemma 1 and from the imbedding (46) we have the estimates∥∥∥et∆u0∥∥∥
L2q
(
[0,∞);H˙
d+2−2q
q
dq
d+1−q
) ≃ ∥∥Λ˙ d+2−2qq u0∥∥B˙−1/q,2q
dq/(d+1−q)
≃ ∥∥u0∥∥B˙(d+1)/q−2,2q
dq/(d+1−q)
.
∥∥u0∥∥H˙d/q−1q .
Theorem 6. Let d ≥ 3 and 1 < q ≤ 2. There exists a positive constant
δq,d such that for all T > 0 and for all u0 ∈ H˙d/q−1q (Rd) with div(u0) = 0
satisfying ∥∥∥et∆u0∥∥∥
L2q
(
[0,T ];H˙
d+2−2q
q
dq
d+1−q
) ≤ δq,d, (47)
NSE has a unique mild solution u ∈ L2q([0, T ]; H˙ d+2−2qqdq
d+1−q
) ∩C([0, T ]; H˙d/q−1q ).
Denoting w = u− et∆u0, then we have
w ∈ L2q([0, T ]; H˙ d+2−2qqdq
d+1−q
) ∩ L∞([0, T ]; B˙ dq−1,qq ).
Finally, we have∥∥∥et∆u0∥∥∥
L2q
(
[0,T ];H˙
d+2−2q
q
dq
d+1−q
) ≤ ∥∥u0∥∥B˙(d+1)/q−2,2q
dq/(d+1−q)
.
∥∥u0∥∥H˙d/q−1q ,
in particular, for arbitrary u0 ∈ H˙d/q−1q (Rd) the inequality (47) holds when
T (u0) is small enough; and there exists a positive constant σq,d such that for
all ‖u0‖B˙(d+1)/q−2,2q
dq/(d+1−q)
≤ σq,d we can take T =∞.
Proof : The proof of Theorem 6 is similar to the one of Theorem 3, by
combining Theorem 1 with Lemmas 4, 8 (for r = 2q, p = dq
d+1−q
, s = d+2−2q
q
),
15, and 16.
Remark 6. The case q = 2 was treated by several authors, see for example
([7],[16], [29]). However their results are different from ours.
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