Abstract-Information retrieval involves finding some required information in a collection of information or in database. The collection not necessarily be in one language only as information does not limited to language. The simplest way to search for the information is to look at every item in the collection and when the need to translate the languages being used arises, this is where the techniques and methods that were being developed for the cross-lingual retrieval system will take place. This article reviews some recent researches focusing on topics in cross-lingual information retrieval and their role in current research directions in the wide area of information retrieval.
INTRODUCTION
The area of Information Access has evolved to perform many sophisticated tasks such as the information retrieval, question answering tasks, summarization, multimedia information retrieval, text mining and clustering and Web information retrieval. Information retrieval (IR) is the act of finding material usually documents of an unstructured form (usually text) that satisfies an information need within large collections usually stored in computers [1] . These tasks not restricted to only documents in one language but also in other languages. But the classical IR regards the documents in foreign language as the unwanted "noise" [2] . These needs introduce new area of IR which takes into account all the documents received regardless of the languages being used. This is where the cross-lingual and multi-lingual IR plays a part. In classical IR search engines, both the query and the retrieved documents are in the same language. The retrieved documents in the cross-lingual IR system can be in a language different from the query language used by a user. But now rather than focusing only on two languages, IR system also can retrieved documents in multiple languages. Of course there are also lots of problems arises with these enhanced systems.
Cross-lingual IR has become more important in recent years. The basic idea behind the cross-lingual IR is to retrieve documents in a language (or called as the target language) different from the query language (or the source language) used by the user to develop the query. This may be desirable even when the user is not a speaker of the language used in the retrieved documents. Once the user knows that the information about their needs exist and is relevant, the retrieved documents can be translated by a human translator for future use of the user. For example, the user search for "traditional food" and receives documents in Malay about "kuih ketayap" which is one of the Malaysian traditional foods. Then the Malay documents can be translated manually into English language.
The classical IR which is in mono-lingual where the query and the documents are in a same language is obviously proven successful since at present, searching has been the most used tool in the Web. However, when it comes to crosslingual IR the situation is quite different. Reference [3] mention that there are few satisfactory quality cross-lingual IR systems available for the Web, but cross-lingual approaches for restricted domain (for example the medicine and geo-informatics) have shown to be more rewarding.
II. CROSS-LINGUAL IR EVALUATION CAMPAIGNS
At present, numbers of tracks and workshops have been introduced to support the research in cross-lingual IR area. Cross-language Evaluation Forum (CLEF) is being promoting research in multilingual system development since 2000 and deals mainly with European languages. The NTCIR (NII Test Collection for IR System) workshop designed to enhance researches mainly in Japanese and other Asian languages. Cross-language retrieval track was offered at Text Retrieval Conference (TREC) only up to the year 2000 but it is still being studied in both CLEF and NTCIR.
III. CROSS-LINGUAL IR CURRENT RESEARCH

A. Improving Dictionary-based Cross-lingual IR
Using the dictionary based translation is a traditional approach in cross-lingual IR systems but significant performance degradation is observed when queries contain words or phrases that do not appear in the dictionary. This is called the Out-of-Vocabulary (OOV) problems [4] . This is to be expected even in the best of dictionaries. Input queries by user usually short and even the query expansion cannot help to recover the missing words because of information lacking. Generally, OOV terms are proper names or newly created words. For example, a user wants to search the information about the Influenza A (H1N1) disease in Malaysia by entering "H1N1 Malaysia" as the query. The H1N1 is a newly created term and may not be included in a dictionary which was published only a few years ago. If the term H1N1 is omitted from the query translation, it is most likely that the user will not get any relevant documents at all. OOV terms include compound words, proper nouns and technical terms [5] . In many documents technical terms and proper names are important text elements. Dictionaries only include the most commonly used proper nouns and technical terms used such as major cities and countries. Their translation is crucial for a good cross-language IR system. A common method used to handle un-translatable keywords is to include the untranslated in the target language query. If this word does not exist in the target language, the query will be less likely to retrieve relevant documents.
Named entities (NEs) are essential components of texts, especially news texts [6] . NEs extraction and translation are vital in the field of NLP for research on machine translation, cross-language information retrieval, bilingual lexicon construction, and so on. There are three types of NEs [7] ; entity names (organizations, persons and locations), temporal expressions (dates and times), and number expressions (monetary values and percentages). Organizations, person and location named entities are difficult to handle with a fixed set of rules, since new entity names are constantly being created and hence the growing need to investigate techniques for NEs extraction and translation. Bilingual dictionaries often have few entries for NEs [8] . But, when NEs are wrongly segmented as ordinary words and translated with a bilingual dictionary, the results are often poor.
Wikipedia [9] has becoming an important resource in the cross-lingual IR recently. Many researchers have conducted studies and experiments using the free online encyclopedia. Researchers in reference [8] have developed a JapaneseChinese IR system based on the query translation approach. The system employs a more conventional Japanese-Chinese bilingual dictionary and Wikipedia for translating query terms. They studied the effects of using Wikipedia and proposed that Wikipedia can be used as a good NEs bilingual dictionary. By exploiting the nature of Japanese writing system, the query terms are processed differently based on the forms they are written in. To cope with term disambiguation, they have adopted an iterative disambiguating method based on the PageRank algorithm. The method proved to be effective and outperforms the previous Japanese-Chinese system's tests.
A recent Wikipedia-based study by reference [10] showed that query translations for cross-lingual IR can be performed using only Wikipedia. An advantage of using Wikipedia is that it allows translating phrases and proper nouns well. It is also very scalable since it is easy to use the most up to date version of Wikipedia which makes it able to handle actual terms. The approach is that the queries are mapped to Wikipedia concepts and the corresponding translations of these concepts in the target language are used to create the final query. The system build by the authors called WikiTranslate is evaluated by searching with topics in Dutch, French and Spanish in an English data collection. The system which achieved a performance of 67% compared to the monolingual baseline can be valuable alternative to current translation resources and that the unique structure of Wikipedia (for example the text and internal links) can be very useful in CLIR. The use of Wikipedia might also be suitable for Interactive CLIR, where user feedback is used to translate the query, since Wikipedia concepts are very understandable for people.
B. Translation Resources beyond Human-constructed
Dictionaries Query suggestion aims to suggest relevant queries for a given query, which help users to specify their information needs better [11] . It is closely related to query expansion but the query suggestion aims to suggest full queries that have been formulated by users in another language. Reference [11] proposed query suggestion by mining relevant queries in different languages from up-to-date query logs as it is expected that for most user queries, we can find common formulations on these topics in the query log in the target language. Therefore, cross-lingual query suggestion also plays a role of adapting the original query formulation to the common formulations of similar topics in the target language. Used as a query translation system, the proposed method demonstrates higher effectiveness than traditional query translation methods using either bilingual dictionary or machine translation tools.
C. Ontologies
Researchers in [12] carried out a research to retrieve English documents relevant to Persian queries using bilingual ontologies to annotate the documents and queries. A bilingual ontology consists of an ontology and a bilingual dictionary. Ontology is a formal, explicit specification of a shared conceptualization. It contains a set of distinct and identified concepts related by a set of relations [13] . They use the ontology to expand the query with related terms in pre and post translation expansion and the combined approach significantly improves cross-lingual performance.
Researchers in [3] analysed the query translation in crosslingual IR based on feature vectors and usage of context information during the query translation. They pointed out that by using information external to the query, such as the ontologies and document collections, the effect of disambiguation and polysemi can be reduced. The characteristics of a feature vector are dependent on the quality of both the ontology and the document collection being used. As the research is still in progress, they still need to fully implement the approach for more thorough testing and evaluation. But an advantage of this approach is the adaptability to several languages, which can be done by adding other dictionaries and thesauruses.
D. Interaction with the User
One of the criticisms frequently made of research in the CLIR domain is that too much attention has been given to questions of retrieval functionality and effectiveness with little regard to the real needs of the end user [14] . Interactive query expansion (IQE) [15] is a potentially useful technique to help searchers formulate improved query statements, and ultimately retrieve better search results. However, IQE is seldom used in operational settings because IQE is generally not integrated into searchers' established informationseeking behaviours (e.g., examining lists of documents), and it may not be offered at a time in the search when it is needed most (i.e., during the initial query formulation). These challenges can be addressed by coupling IQE more closely with familiar search activities, rather than as a separate functionality that searchers must learn. Researchers in [16] introduced and evaluated a variant of IQE known as RealTime Query Expansion (RTQE). As a searcher enters their query in a text box at the interface, RTQE provides a list of suggested additional query terms, in effect offering query expansion options while the query is formulated. The results show that offering RTQE leads to better quality initial queries, more engagement in the search, and an increase in the uptake of query expansion. However, the results also imply that care must be taken when implementing RTQE interactively. There are a lot more current approaches in query processing in order to enhance the effectiveness of information retrieval but not being covered in here.
E. Query Expansion
Research done in [17] focusing on a new query expansion method which combined the ontology-based collaborative filtering and neural networks to increase the performance of expansion method. Collaborative filtering is a method that assesses similarities among the previous users then recommends the documents that are accessed by the users to the current users [18] . Example of collaborative filtering is in Fig. 1 . But the limitation of the collaborative filtering is that it cannot find any connection between users and their similar users when little information was given by the user at the beginning of the search. Researchers in [17] proposed the use of ontology-based collaborative filtering to analyze semantic relationships between similar users where these external ontologies can provide some personal information about all the users and their interests. Radial basis function networks are used to acquire the most relevant web documents and their corresponding terms from these similar users' queries. The method can improve the precision and only requires users to provide less query information at the beginning than traditional collaborative filtering methods.
Researchers in [19] proposed a query expansion method using a more fine-grained term reweighting process. The process uses statistics from the representation of documents in various fields, such as their titles, the anchor text of their incoming links, and their body content. The authors proposed a novel query expansion mechanism on fields by combining field evidence available in a corpus then an adaptive query expansion mechanism that selects an appropriate collection resource, either the local collection, or a high-quality external resource, is proposed for query expansion on a perquery basis. The two proposed query expansion approaches are thoroughly evaluated using two standard Text Retrieval Conference (TREC) Web collections and from the experimental results, there is a statistically significant improvement compared with the baselines. They concluded that the adaptive query expansion mechanism is very effective when the external collection used is much larger than the local collection and it can improve the effectiveness and robustness of query expansion. Table 1 summarizes the approaches which have been discussed taken by the researchers in current cross-lingual IR studies.
IV. THE FUTURE OF CROSS-LINGUAL IR RESEARCH
A. Available for All Languages
Currently most of the cross-lingual research involved only top commonly used languages in the world for example English, Mandarin, Spanish and Hindi. Also, research has being done on languages that has being influenced most by the economic and commercial of a country [14] . That means in overall only a few languages have been through the development of test corpus and an extensive formal evaluation. It is unfair to only consider the cross-lingual IR research focussing only on these languages. There are a lot of other languages that are equally important to the people which they use to search for information. There is a need for research that focus on these languages and currently many research have been done based on the native languages of the researchers such as the Indonesian [20] and Urdu [21] . It shows that cross-lingual IR is possible to be available for every language. 
SUMMARIZATION OF APPROACHES IN CURRENT CROSS-LINGUAL IR STUDIES
Approaches
Researchers Methods • Query expansion using more fine-grained term reweighting process • Uses statistics from the representation of documents (titles, body content)
Using
B. Multi-lingual IR
When there are many languages are available to be used for searching information, there will raise the issue of multilingual IR. This type of IR is not restricted to only two languages but can also include as many languages as the system can. This will eventually broaden the search results that are retrieved which are relevant to the queries from the users and enhance the system's effectiveness. But on the other hand, users will have to spend time and maybe money to manually translate all the related documents to their mother-tongue language.
C. Information Supply
In the past decade IR model assumes human to engage in activity that generates the information need. This need is verbalized and then expressed as a query to search engine. In the 30 th European Conference on IR Research, ECIR 2007, one of the keynote talks focused on the future research of the IR field which will concentrate on two trends, both representing what researcher in [22] called as "short-circuits" of the IR model. The first trend is the context driven Information Supply (IS) where Web IR will include the supply of relevant information from multiple sources without explicit query from the user. The IS concept greatly precedes information retrieval and what is new in the web framework is the ability to supply relevant information specific to a given activity and a given user, while the activity is being performed. Thus the entire verbalization and query formulation phase are eliminated. The second trend is social search driven by the fact that the Web has evolved to being a huge repository of knowledge and a vast social environment. By this, it is more effective to ask the members of a given web environment rather than construct elaborate queries. Although this short-circuits only the query formulation, but information finding activities that are not expressible at all as queries can be done against a fixed corpus. These will somehow direct the research moving beyond the limited and can addressed all the challenges in cross-lingual IR.
V. CONCLUSION
Cross-lingual IR provides new paradigms in searching documents through myriad varieties of languages across the world and it can be the baseline for searching not only among two languages but also in multiple. This report explains a description on cross-lingual IR, its challenges and current methods and techniques to overcome problems for efficient and resourceful searching. This report meant for reviewing not all but some of the latest researches in the area of cross-lingual IR.
