To obtain reliable spectral estimation from magnetic resonance spectroscopic imaging (MRSI) data. Methods: The proposed method takes advantage of prior knowledge: 1) along the spectral dimension in the form of spectral bases, and 2) along the spatial dimensions in the form of spatial regularizations (e.g., smoothness or transform sparsity) and jointly estimates parameters from all the voxels. Results: Simulation and in vivo studies have been performed to demonstrate the performance of the proposed method. A Cramér-Rao-bound-based analysis is also provided. Conclusion: Incorporation of both spatial and spectral constraints can significantly improve spectral quantification of MRSI data. Significance: The proposed method is expected to be useful for various quantitative MRSI studies.
I. INTRODUCTION

M
AGNETIC resonance spectroscopic imaging (MRSI) is a unique tool for noninvasive, label-free molecular imaging, with a wide range of potential applications from early detection and diagnosis of various diseases [1] , [2] , to physiological studies [3] . Reliable spectral quantification (i.e., obtaining accurate estimates of spectral parameters) is a key problem for quantitative studies using MRSI. One challenge is due to the inherently low sensitivity of nuclear magnetic resonance (NMR) techniques and the nonlinearity associated with the estimation problem. Significant efforts have been made in the past decades to address this challenge. For example, the Hankel singular value decomposition (HSVD) method [4] , the Hankel Lanczos singular value decomposition (HLSVD) method [5] , the linear prediction singular value decomposition (LPSVD) method [6] , and the Hankel total least squares (HTLS) method [7] , solve the spectral estimation problem by exploiting the linear prediction structure of the MRSI signals. However, these linear prediction methods have limited capability for incorporating prior knowledge (e.g., resonance structures) [8] , [9] , thereby limiting their robustness and accuracy in practice.
State-of-the-art methods (e.g., VARPRO [10] , LCModel [11] , AMARES [12] , QUEST [13] , AQSES [14] , Young et al. [15] , etc.) impose stronger spectral constraints in the form of spectral bases (obtained through quantum mechanics simulations [16] or from in vitro experiments under the same experimental setup), and achieve much more robust quantification than linear prediction methods. Although these methods have been successful in processing experimental MRSI data, they perform quantification voxel-by-voxel separately without exploiting the spatial characteristics of the imaging object. The resulting spectral estimates may still have large uncertainties, especially when the SNR is low (e.g., due to acquisition time constraints and/or high spatial resolution).
To deal with the large uncertainties in estimated parameter maps, several quantification methods exploring spatial prior knowledge have been proposed. Early efforts (e.g., Soher et al. [17] and LCModel [11] ) make use of parameters estimated from neighboring voxels to obtain a better initial guess or a stronger constraint to mitigate the local minimum problem. Recently, methods incorporating spatial prior knowledge through regularization have also been reported, promoting smoothness of the parameter maps (e.g., AQSES-MRSI [18] and Kelm et al. [19] ), which have led to significant improvements.
In this study, we describe a new method to jointly estimate spectral parameters for all the voxels of interest. This method enables us to take advantage of both spectral and spatial characteristics of the molecules of interest. More specifically, built on state-of-the-art methods, a regularization framework is introduced to enforce spatial constraints across the entire image object (i.e., spatial smoothness or transform sparsity), and the resulting regularized nonlinear least-squares problem is solved efficiently using a variable-projection-based strategy. The proposed method leads to significantly improved spectral estimation, which is validated using both simulation and experimental MRSI data. Theoretical analyses using the constrained Cramér-Rao bound (CRB) [20] further quantify the benefits of using spatial constraints.
The rest of this paper is organized as follows. Sections II and III describe the proposed formulation and algorithm, followed by a theoretical characterization of its performance in Section IV. Section V shows the effectiveness of the proposed method using simulation and in vivo results, with comparison to a state-of-the-art time-domain quantification method, and Section VI contains the concluding remarks of this paper. A preliminary version of this study was reported in [21] . 1 
II. PROPOSED METHOD
A. Signal Model With Spectral Constraints
Given the spatiospectral/spatiotemporal reconstruction of an image object, the MRSI signal at voxel location x p and time instant t q can be expressed as
for p = 1, . . . , P , q = 1, . . . , Q, where n pq represents additive noise (often assumed to be complex Gaussian without spatial correlation), a m , T are prior knowledge of the NMR spectral structure of different molecules and can be obtained from either quantum simulation (e.g., GAVA [16] and NMR-SCOPE [22] ) or in vitro experiments. Given the signal model in (2), a common practice to obtain the estimated parameters is to solve the following nonlinear leastsquares problem (or maximum likelihood estimation problem for the white Gaussian noise)
Since the problem is disjoint for each individual voxel x p , the spectral parameters in (3) can be solved independently.
However, this approach does not take advantage of the spatial characteristics of the spectral parameters (especially for MRSI data). For example, the line shape of a spectrum is usually similar to those for the surrounding voxels because of the smoothness of field inhomogeneity and tissue properties (two primary factors affecting line shapes) in image objects. Moreover, metabolite concentrations are expected to be smooth within a same tissue. Therefore, we propose a joint estimation formulation to effectively exploit the spatial prior knowledge in θ and a in a Bayesian framework, which is described in detail next.
B. Joint Estimation With Spatial Constraints
We rewrite (3) as a joint estimation problem to determine a and θ from all the voxels simultaneously, as fol-
T , and
. . .
the spectral estimation problem can be reformulated as
where R(a, θ) is a regularization term imposing constraints on a and θ (note (4) would be equivalent to the subproblems in (3) if R(a, θ) = 0). While many different choices can be used for R(a, θ), our current study focuses on imposing piece-wise smoothness regularization, which is motivated by the fact that in most biological samples, those spectral parameters (e.g., metabolite concentrations and T * 2 relaxation times) have rather smooth spatial distributions within a same tissue type. In addition, we propose to impose regularization for each metabolite individually, i.e.
where the superscript "(m)" represents the mth metabolite. More specifically, we use
where λ m and η m are regularization parameters. The weighted the weighting matrix W θ is designed to preserve edges [23] 
where w p 1 ,p 2 ≥ 0 is a weighting coefficient, Ω p 1 is the set of voxels that are in the adjacent neighbor to voxel p 1 , and x p is the pth element of x, p = 1, . . . , P . Conceptually, the weighting coefficients w p 1 ,p 2 should be large in smooth areas (to promote smoothness), and be small across edges (to preserve edges). One practical way to derive them from reference anatomical images was proposed by Haldar et al. [23] .
The second penalty term in (6) is to impose spatial prior knowledge (i.e., piece-wise smoothness) in a. A natural choice is to enforce sparsity in a transformed domain such as the wavelet transform and total variation (TV) transform [24] . In this study, we choose W a to be the second-order total generalized variation (TGV) transform [25] , [26] W a {u} 1 = min
where α 0 > 0 and α 1 > 0 are two regularization parameters, and (E(p)) j is the jth entry of the vectorization of E(p). The operators ∇ and E are given by
where ∂ x and ∂ y denote the finite difference along the x-and y-directions, and p 1 and p 2 are the two segments of p corresponding to the lengths of ∂ x u and ∂ y u, respectively. We can see from (8) that in an extreme case that α 1 α 0 , this second-order TGV regularization is the same with TV regularization. As a generalization of TV, TGV seeks an optimized balance between different orders of smoothness, so it is generally better at preserving edges and intracompartment heterogeneity [25] , [26] . Meanwhile, we would like to note that TGV is just one choice to demonstrate the impact of spatial constraints in improving MRSI quantification. Other regularization terms can also be included into the proposed approach for further improvement. Combining (4)- (6) yields
III. ALGORITHM
The optimization problem in (9) is a large-scale nonlinear problem and computationally expensive to solve. To address this issue, we propose to solve the problem in following two steps:
where a 0 in (10) will be used as the initial value for solving (11) . These two problems are relatively easy to handle compared to the original problem in (9): (10) can be solved using a variable projection strategy [27] , and (11) is an 1 -norm regularized leastsquares problem that can be solved by many efficient algorithms.
A. Estimation of θ
The optimization problem in (10) can be reformulated as
where " †" represents the Moore-Penrose pseudoinverse. The replacement of "a" in (10) by "K(θ) † d" follows the variable projection strategy [27] . A proof of equivalence to (10) can be found in [28] .
One advantage of the variable projection strategy is a significant reduction in the dimensionality of parameter space (by decoupling the nonlinear and linear parameters). Meanwhile, the gradient of the cost function in (12) is still well defined, because
is the standard variable projection functional as in [27] , and W θ θ (m ) 2 2 is a quadratic term of θ (thus, differentiable with respect to θ). Therefore, with the initialization of θ coming from a voxel-by-voxel method (e.g., QUEST), we can use the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm [29] , which does not store the Hessian matrix explicitly and consumes less memory during run time (thus suitable for large-scale problems).
B. Estimation of a
After we obtain an estimate of θ (i.e.,θ), we solve the 1 -norm regularized least-squares problem in (11) . Here, we use an alternating direction method of multipliers (ADMM) [30] , which is recently shown to be efficient in solving large-scale convex, nonsmooth problems.
We first present the algorithm for the case that W a in (11) is a linear operator (e.g., the wavelet and TV transform) and can be represented by a matrix multiplication, i.e., W a {a (m ) } = W a a (m ) . As proposed by Guo et al. [26] , we need an auxiliary variable u so that (11) is equivalent to
We can now use ADMM to solve (13) . Let
Then, (13) can be solved iteratively using the following updating procedure, whose convergence is guaranteed by the ADMM algorithm [31] :
Subproblem (14a) can be solved explicitly using shrinkage. Subproblem (14b) is quadratic, and can be readily solved by standard convex optimization tools. Equation (14c) is simply an element-wise update, and γ is the selected step length. As stated earlier, the aforementioned iterative algorithm is designed for linear W a . Plugging the definition of TGV in (8) into (11), we can see the optimization problem is slightly different
However, the algorithm described in (14) can still be extended to this case, by defining
Therefore, when W a represents the TGV transform, the iterative algorithm described by (14) can still be used after the reformulation described in (16) . For a more detailed summary of the algorithm, please refer to our supplementary file.
IV. PERFORMANCE CHARACTERIZATION
To gain an insight into the quantitative improvement offered by the proposed method, we used the constrained CRB theory [20] , [32] to analyze its performance. It is well known that if the parameter a in (11) is sparse in the transformed domain, then the problem in (11) can be considered as a relaxed version of the following constrained optimization problem:
where S is some integer dependent on {η m } M m =1 . Therefore, one way to characterize the performance of the proposed method is to characterize (17) instead. Assuming the estimatedθ = θ * (we use "*" to denote the true parameter hereafter), the performance of the problem in (17) can be characterized by calculating its constrained CRB, which lower bounds the variances of estimated parameters. Specifically, the total variance ofâ in (17) is bounded by
whereâ i is the ith element ofâ, F is the Fisher information matrix of (17), and A is selected to be those columns of W
−1 a
corresponding to the support of W a a (m ) [33] . In contrast, the estimator in (3) has no spatial sparsity constraint, as it performs quantification voxel-by-voxel. Its performance can then be characterized by the unconstrained CRB, which can be obtained by letting A be the identity matrix.
We further define a quotient Q I
which characterizes how much improvement the proposed method can possibly achieve, i.e., the amount of variance reduction by introducing spatial regularizations.
V. EXPERIMENTAL SETUP
A. Simulation Study
A 2-D MRSI simulation dataset was generated for evaluating and analyzing the performance of the proposed method. The synthetic data were generated using the following model:
The readout bandwidth was 2000 Hz, and the matrix size was 80 × 80. Six common NMR detectable metabolites in the human brain, n-acetylaspartate (NAA), creatine (Cre), choline (Cho), glutamate (Glu), myo-inositol (mIn), and glutamine (Gln), were used. The metabolite concentration distributions ({a m } 6 m =1 ) were designed such that they are smooth within each type of tissue (gray matter, white matter, and cerebrospinal fluid (CSF), etc.), but different across different types of tissues. The concentration ratios among metabolites and T 2 values were adjusted based on literature values from [3] (we have chosen the concentration of total choline for Cho). The corresponding spectral basis functions, ϕ m (t), were obtained by quantum mechanics simulation [GAVA [16] ; shown in Fig. 1(a) ]. The spectral 2 integration of the simulated dataset is shown in Fig. 1(b) . White Gaussian noise was added to the dataset [see Fig. 1(c) ]. Three typical spectra at different SNR levels are shown in Fig. 1(d) .
B. In Vivo Study
In vivo experiments were carried out to demonstrate the effectiveness of the proposed method in practice. The MRSI data were acquired from a healthy volunteer on a Siemens 3-T MRI scanner using a 2-D bipolar echo-planar spectroscopic imaging (EPSI) sequence with outer-volume saturation (OVS) [34] and water suppression (CHESS [35] ). The residual water and subcutaneous lipid signals were further removed using the union-ofsubspaces method proposed by Ma et al. [36] . The readout bandwidth was 100 kHz, the echo time was 30 ms, the echo spacing was 1.42 ms, the scan time was about 31 min, and the nominal resolution was 4.6 mm (field-of-view 220 mm× 220 mm, matrix size 48 × 48). The reference image to derive W θ was from a coregistered MP RAGE [37] image.
VI. RESULTS
A. Simulation Study
We have evaluated the performance of the proposed method and compared it with QUEST [13] , a standard method used in practice. As is done in other state-of-the-art frequency-domain methods (LCModel [11] , etc.) and time-domain methods (AQSES [14] , etc.), QUEST performs spectral quantification voxel-by-voxel using a set of predetermined spectral bases without incorporating spatial regularizations. Fig. 2 compares the quantification results from the simulation MRSI dataset for NAA, Cre, Cho, Glx (Glutamate+Glutamine) and mIn using QUEST and the proposed method, respectively. Fig. 3 shows several spectra synthesized using the estimated parameters and their corresponding errors with respect to (w.r.t.) the ground truths.
From Fig. 2 , it can be seen that the estimated concentration maps by QUEST (row b) were significantly noisier (larger spatial variations) than those by the proposed method (row c), especially for metabolites with lower concentrations (e.g., Cho). This improvement is further illustrated by the error maps and relative errors, w.r.t., the ground truth (rows d and e in Fig. 2) . The relative errors of each metabolite (shown as red numbers) are defined as
where a andâ are the true and the estimated concentration maps, respectively. Fig. 3 confirms this improvement: the spectra synthesized using parameters estimated by QUEST showed noticeable errors, w.r.t., the ground truths, which were significantly reduced by the proposed method.
B. In Vivo Study
Spectral fittings from some representative voxels were evaluated as shown in Fig. 4 (the fitting was done jointly for NAA, Cre, Cho, Glu, Gln, and mIn). Both methods had residuals close to the noise floor, indicating comparable performance in terms of spectral fitting. The quantified concentration maps are shown in Fig. 5 . It can be seen that the QUEST results showed significant spatial variations (indicating large estimation variance), which were reduced by the proposed method. This observation is consistent with the simulation results.
C. Performance Analysis
Simulation data were used to perform the CRB analyses as described in Section IV. To simplify the calculation, the sparsifying transform W a was chosen to be the wavelet transform. We assumed that the nonlinear parameter θ was known a priori, then the CRB calculations for the proposed method and QUEST simply followed (18) and (19), respectively. Fig. 6(a) shows the calculated CRB for the proposed method (blue) and QUEST (red) at different sparsity levels. We can see that the proposed method has a much lower CRB compared to QUEST, indicating that the estimation variance of the proposed method (i.e., incorporating spatial sparsity constraints) can be smaller. The curve also indicates that the incorporation of spatial sparsity constraints on W a a can be more effective when W a a is sparser, as expected. The difference in the theoretical lower bounds is consistent with the estimation variances obtained in Monte-Carlo simulations shown in Fig. 6(b) . The solid line in (20) , which can be calculated by the ratio between the two lines in (a). Similar to Q I , we also define Q I as the ratio between the two lines in (b), which is plotted as the dashed line in Fig. 6(c) . We can see the significant improvement resulting from incorporating sparsity regularizations from the lines in Fig. 6(c) . Note that when there are fewer nonzero entries in W a a, the discrepancy between Q I and Q I becomes larger, which is expected in practice because the optimization algorithm does not produce the oracle estimator [33] .
In the aforementioned analysis, we have assumedθ to be accurate. In practice, however,θ is a random vector and may not be exactly the same as the true θ . In this case, the CRB analyses for QUEST still follows (19) by calculating the Fisher information matrix treating both a and θ as unknown parameters. As for the proposed method, we can absorb the model discrepancy caused by Δθ = θ * −θ into an additional noise term. The resulting total noise thus has a larger variance so that we can adjust the "SNR" accordingly when calculating the constrained CRB. Specifically, let f (θ) = K(θ)K(θ) † d, and J f be the Jacobian matrix of f at θ = θ * , then we can linearize f by Therefore, we can approximate (12) bŷ
where
and W is obvious. Let h(θ) = K(θ)a * , and J h be the Jacobian matrix of h at θ = θ * , then the model discrepancy in solving a caused by usingθ instead of θ * can be modeled by an additional noise term Δn as follows:
Therefore, to perform CRB analysis for the case where θ is not known a priori, we can first approximateθ by (21), then adjust the CRB according to a new "total noise variance" [the sum of the variances of n and the additional noise Δn given by (22)].
The adjusted CRB at different sparsity levels and corresponding Monte-Carlo simulation results are shown in Fig. 7 . By comparing with the corresponding results in Fig. 6 , we can see that when θ is not known a priori, the performance of the proposed method becomes slightly worse, which is expected because of the increase in model order and nonlinearity introduced by θ. It can also be seen from Fig. 7 that when the ground truth is sparser, either the adjusted CRB or Monte-Carlo simulations will be smaller, indicating again that the incorporation of spatial prior knowledge will be more powerful. The small gap between the two lines at the right end implies that the adjustment method is appropriate at least under this experimental setup. Fig. 8 further demonstrates the reduction in estimation errors by incorporating spatial sparsity regularizations. We can observe that the trends of the two curves are consistent with those in Fig. 6(c) . The gap between Q I and Q I implies potential improvement beyond the proposed joint estimation method.
VII. DISCUSSION
We have demonstrated the effectiveness of jointly imposing spatiospectral constraints in improving MRSI spectral quantification. Quantification methods incorporating spatial prior have been previously reported but in a rather restrictive form. For example, in [17] , initial guess of the nonlinear optimization problem is modified based on estimates from neighboring voxels from a previous run. In LCModel, a "center-out" sweeping strategy is used when dealing with multivoxel spectroscopic signals, in order to get better starting estimates and "soft constraints" from preceding central voxels for outer voxels [38] . These early methods explore the smoothness of parameter maps to reduce the chance of being trapped in local minima. However, since the problem formulation is the same, the best performance achievable (i.e., CRB) remains unchanged.
Recent methods incorporate spatial prior knowledge as a regularization term, penalizing the parameter variation within neighboring voxels [18] , [19] . The proposed method differs from these methods in the following key aspects. First, the proposed method solves the regularized optimization problem jointly for all the voxels of interest, instead of using a specific "visiting schedule" (e.g., row-wise [18] or checkerboard [19] ). Second, a more general piece-wise smoothness regularization (through using the edge-preserving TGV penalty) is used to better exploit the prior information in the spatial domain, jointly with the spatial regularization on nonlinear parameters (as done in [18] and [19] ). Third, the spatial regularization terms applied to the nonlinear parameters are also edge preserving, which is appealing because the T 2 relaxation times are well known to vary among different tissue types. Although it is discussed in [18] that a weighting scalar derived from MRI segmentation or classification can be applied to reflect tissue types, the proposed method constructs the edge-preserving weighting matrix W θ automatically without fine tuning many parameters. Finally, theoretical performance analysis of the proposed method is provided based on constrained CRB, which has not been adequately done in related works. Some comparison between AQSES-MRSI [18] and the proposed method can be found in our supplementary file.
There are two issues that need to be carefully accounted for when applying the proposed method. The first one is that it requires manual selection of many hyperparameters, i.e., μ m 's and γ in ADMM, α 0 and α 1 in the definition of TGV, and λ m 's and η m 's in (6) . It has been shown that ADMM converges if μ m > 0 and 0 < γ < ( √ 5 + 1)/2, but its converging rate is generally unknown [26] . As a result, the specific selection of μ m and γ for fast convergence requires experience in the ADMM algorithm. α 0 and α 1 control the tradeoff between penalizing firstand second-order finite differences of the concentration maps. In the results shown in this paper, we have consistently chosen α 1 = 10α 0 , which have proven to be a reasonable choice for concentration maps. The other parameters, λ m 's and η m 's, are related to the noise level of MRSI signals and the distribution of underlying images (i.e., nonlinear parameter maps and concentration maps). While the noise variance can be readily computed from the tail of the MRSI signals, the distribution of underlying images can be estimated from a previous run of voxel-by-voxel approach. Based on this information, we can first select λ m 's or η m 's by making the data consistency term and spatial regularization terms in (10) and (11) comparable, and then, tune them by visual inspection. Since η m 's are the only hyperparameters that directly regularize spatial variation of concentration maps, the quantification results are fairly robust to the selection of other parameters according to our experience. Finally, we note that for a fixed acquisition protocol, these parameters typically only need to be optimized for one dataset and used for others.
The other issue is that the joint estimation framework is computationally expensive to solve. Specifically, a typical nonlinear least-squares solution algorithm (e.g., BFGS) has the computational complexity of O(n 2 ), where n is the number of parameters to estimate. In the case of quantification of MRSI signals, a voxel-by-voxel approach has the computational complexity of O(P N 2 ), where P is the total number of voxels to quantify and N is the number of parameters within each voxel. On the other hand, if the estimation is done jointly, the computational complexity will be O(P 2 N 2 ), which is tremendously larger than voxel-by-voxel approaches given the huge number of voxels P . We have used several strategies to address the computation issue. First, a previous run of a voxel-by-voxel approach is used for better initialization and convergence of our joint estimation. Second, we decoupled the estimation of θ and a into two steps to simplify the optimization problem suitable for efficient algorithms (i.e., L-BFGS and ADMM). Finally, for the solution of nonlinear parameters, a variable-projection strategy is used to further reduce the number of parameters. The combination of these strategies has reduced the computational time significantly, although more advanced algorithms can be developed to better address the computational problem, especially when extending the proposed method to volumetric MRSI data.
VIII. CONCLUSION
We have presented a new method for spectral quantification from noisy MRSI data. The proposed method jointly estimates the spectral parameters from all the voxels of interest, enabling the effective use of both spatial and spectral constraints. Both simulation and experimental results demonstrated a significant improvement in estimation accuracy by the proposed method, which is also theoretically confirmed by a constrained CRB analysis. The proposed method may prove useful for spectral quantification in various MRSI studies.
