Light Field Saliency Detection with Deep Convolutional Networks by Zhang, Jun et al.
1Light Field Saliency Detection with
Deep Convolutional Networks
Jun Zhang, Yamei Liu, Shengping Zhang, Ronald Poppe, and Meng Wang
Abstract—CNN-based methods have been proven to work well
for saliency detection on RGB images owing to the outstanding
feature representation abilities of CNNs. However, their perfor-
mance will degrade when detecting multiple saliency regions
in highly cluttered or similar backgrounds. To address these
problems, in this paper we resort to light field imaging, which
records the color intensity of each pixel as well as the directions
of incoming light rays, and thus can improve performance
for saliency detection owing to the usage of both spatial and
angular patterns encoded in light field images. However, it is
not trivial to use CNN-based methods for saliency detection
on light field images because these methods are not specifically
designed for processing light field inputs and current light field
datasets are not sufficiently large to train CNNs. To overcome
these issues, we first present a new Lytro Illum dataset, which
contains 640 light fields and their corresponding micro-lens
images, central-viewing images as well as ground-truth saliency
maps. Comparing to the current light field saliency datasets [1],
[2], the new dataset is larger, of higher quality, contains more
variations and more types of light field inputs, which is suitable
for training deeper networks as well as better benchmarking
algorithms. Furthermore, we propose a novel end-to-end CNN-
based framework for light field saliency detection as well as its
several variants. We systematically study the impact of different
variants and compare light field saliency with regular 2D saliency
on the performance of the proposed network. We also conduct
extensive experimental comparisons, which indicate that our
network significantly outperforms state-of-the-art methods on the
proposed dataset and has desired generalization abilities on other
existing datasets.
I. INTRODUCTION
L IGHT field imaging [3] not only captures the color inten-sity of each pixel but also the directions of all incoming
light rays. The directional information inherent in a light field
implicitly defines the geometry of the observed scene [4]. In
recent years, with a micro-lens array inserted between the main
lens and the photosensor, commercial and industrial light field
cameras such as Lytro [5] and Raytrix [6] have taken light
field imaging into a new era. The obtained light field can be
represented by 4D parameterization (u, v, x, y) [7], where uv
denotes the viewpoint plane and xy denotes the image plane,
as shown in Figures 1(a) and (c). The 4D light field can be
further converted into multiple 2D light field images, such as
multi-view sub-aperture images [7], micro-lens images [8], and
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Fig. 1. Illustrations of light field representations. (a) Micro-lens image
representation with the given location (x∗, y∗). (b) Micro-lens images at
sampled spatial locations. (c) Sub-aperture image representation with the given
viewpoint (u∗, v∗). (d) Sub-aperture images at sampled viewpoints, where
(u0, v0) represents the central viewpoint.
epipolar plane images (EPIs) [9]. These light field images have
been exploited to improve the performance of many applica-
tions, such as material recognition [10], face recognition [11],
[12], depth estimation [13]–[17], super-resolution [9], [18],
[19] and saliency detection [1], [2], [20], [21].
This paper studies the new problem of saliency detection
on light field images. Previous attempts [1], [2], [20], [21]
focus on developing hand-crafted light field features at the
superpixel level by utilizing heterogenous types of light field
images (e.g., color, depth, focusness, or flow). However, these
methods strongly rely on low-level cues and are incapable
to extract high-level semantic concepts, which makes them
unable to handle highly cluttered backgrounds or predict
uniform regions inside salient objects.
In recent years, convolutional neural networks (CNNs) have
been successfully used to learn an implicit relation between
pixels and salience on RGB images [22]–[28]. These CNN-
based methods have often combined with object proposal [22],
post-processing [23], contextual features [24], [25], attention
models [26], [27], as well as recurrent structure [28]. Although
these approaches achieve improved performance on bench-
mark datasets, they often suffer from complex network archi-
tectures. Besides, geometric constraints are not fully exploited
owing to the limited information in RGB images, which have
been shown to be beneficial in saliency detection [29], [30].
In this paper, we propose a novel method to predict the
salience of a given light field by utilizing deep learning
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Fig. 2. Architecture of our network. The LFNet converts the micro-lens image array of light fields into feature maps, which are followed by a modified
DeepLab-v2 backbone model.
technologies. Even with the emergence of CNNs on RGB
images, there are still three key issues for saliency detection
on light field images: (1) The RGB datasets [31]–[33] are
not sufficient to address significant variations in illumination,
scale, background clutter, among others. (2) Previous light
field saliency datasets LFSD [1] and HFUT-Lytro [2] include
only 100 and 255 light fields captured by the first-generation
Lytro cameras, respectively, so they are not large enough to
train deep convolutional networks without severely overfitting.
In addition, the unavailability of multi-views in the LFSD
dataset and the color distortion of the sub-aperture images
in the HFUT-Lytro dataset are not enough to evaluate existing
methods. (3) The adoption of CNN-based architectures to light
field saliency detection is not trivial because the existing CNNs
for 2D images are not sufficient to represent 4D light field
data. Thus, novel architectures must be developed for saliency
detection on light field images.
Based on the aforementioned issues, we introduce a com-
prehensive, realistic and challenging benchmark dataset for
light field saliency detection. Using a Lytro Illum camera,
we collect 640 light fields with significant variations in terms
of size, textureness, background clutter and illumination, etc.
Comparing to the low quality and limited angular resolutions
of light fields in previous datasets [1], [2], we provide a high-
quality micro-lens image array for each light field, which
contains multiple viewpoints for each spatial location. The
micro-lens image array is first used as input for light field
saliency detection. Then, we annotate per-pixel ground truth
for each central viewing image.
To explore spatial and multi-view properties of light fields
for saliency detection, we further propose a novel deep
convolutional network based on the modified DeepLab-v2
model [34] as well as several subnetwork variants (LFNet)
specifically designed for light field images. Figure 2 provides
an overview of the proposed network. The LFNet processes
the micro-lens image array by learning angular convolutional
kernels, and is followed by five convolutional blocks for en-
coding spatial features, atrous spatial pyramid pooling (ASPP)
to capture multi-scale information, a score layer with 1 × 1
convolution to generate the probability value of salience/non-
salience, a sum-pooling layer for score fusion, and a final up-
sampling layer with bilinear interpolation to guarantee that
the predicted map and the ground truth map have the same
spatial resolution. In addition, dropout and data augmentation
are applied during training to prevent overfitting.
Our contributions are summarized as follows.
• We construct a new light field dataset for saliency detec-
tion, which comprises of 640 high-quality light fields and
the corresponding per-pixel ground-truth saliency maps.
To our knowledge, this is the largest light field dataset
so far that enables efficient deep network training for
saliency detection, and address new challenges in saliency
detection such as inconsistent illumination and small
salient objects in the cluttered or similar background.
• We propose an end-to-end deep convolutional network for
predicting saliency on light field images. In particular, we
propose several novel architectures applied on the micro-
lens image arrays to learn multi-view information. To the
best of our knowledge, no work has been reported in the
literature on employing deep learning techniques for light
field saliency detection.
• We provide an analysis on the proposed architecture vari-
ants specifically designed for light-field inputs. We also
compare our best-performing architecture with the 2D
model using the central viewing image from quantitative
and qualitative prediction results as well as by visualizing
learned weights and feature maps of different layers. Our
experiments suggest that the benefits of light field multi-
view information in saliency detection. Moreover, we
show that our network strongly outperforms state-of-the-
art methods on the proposed dataset and generalizes well
to other existing datasets. It acts as an important baseline
for future work in light field saliency detection.
II. RELATED WORK
A. Light field datasets for saliency detection
There are only two existing datasets designed for light field
saliency detection, which are constructed using Lytro’s first-
generation cameras. The first Light Field Saliency Database
(LFSD) [1] contains 100 light fields with 360 × 360 spatial
resolution, in which a rough focal stack and a central viewing
image are provided for each light field. The image in this
dataset usually has one foreground salient object in the high
3color contrast background. The limited complexity of the
dataset is not sufficient to address the variety of challenges
for saliency detection when using a light field camera, such
as illumination variations and small objects in the similar or
cluttered background, etc. Later, Zhang et al. [2] proposed the
HFUT-Lytro dataset, which consists of 255 light fields with
complex backgrounds and multiple salient objects. Each light
field has a 7 × 7 angular resolution and 328 × 328 pixels of
spatial resolution. However, the color channels in their sub-
aperture images are distorted owing to the under-sampling
during decoding [35]. Moreover, we can know that there is
a lack of larger light field datasets for saliency detection in
prior works. In this work, we use a Lytro Illum camera to
build a larger, higher-quality and challenging saliency dataset
by capturing larger variations in illuminance, scale, position,
which is an important step towards deep learning based light
field research. We also generate the micro-lens image array for
each light field, which is not provided in previous datasets.
B. Saliency detection on light field images
Previous methods on light field saliency detection mainly
rely on superpixel-level hand-crafted features [1], [2], [20],
[21]. The pioneering work [1] shows the feasibility of detect-
ing salient regions using all-in-focus images and focal stacks
from light fields. Zhang et al. [20] explored the light field
depth cue in saliency detection, and further computed light
field flow fields over focal slices and multi-view sub-aperture
images to capture depth contrast [2]. In [21], a dictionary
learning based method is presented to combine various light
field features using a sparse coding framework. Notably,
these approaches share the assumption that dissimilarities
between image regions imply salient cues. In addition, some of
them [2], [20], [21] also utilize refinement strategies to enforce
neighboring constraints for saliency optimization. In contrast
to the above methods, we propose a deep convolutional
network by learning efficient angular kernels without extra
refinement on the upsampled image.
C. Deep learning for saliency prediction
More recently, remarkable advances in deep learning drive
research towards the use of CNNs for saliency detection [22]–
[28]. Different from conventional learning-based methods,
CNNs can directly learn an end-to-end mapping between 2D
images and saliency maps. Since the task is closely related to
pixel-wise image classification, most works have built upon the
most successful architectures for image recognition on the Im-
ageNet dataset [36], often initializing their networks with the
VGG network [37]. For example, several methods [24], [25]
directly use CNNs to learn effective contextual features and
combine them to infer saliency. Some other methods [38], [39]
extract features at multiple scales and generate saliency maps
in a fully convolutional way. Recently, attention models [26],
[27] have been introduced into saliency detection to mimic the
visual attention mechanism of focusing on informative regions
in visual scenes. Another direction for improving the quality
of the saliency maps is the use of recurrent structure [28],
which mainly serves as a refinement to correct previous errors.
Although deep CNNs have achieved great success in saliency
detection, none of them addresses problems in the 4D light
field. Directly applying the existing network architectures to
light field images would not be appropriate because a stan-
dard network is not particularly good at capturing viewpoint
changes in light fields. Our work can be viewed as the first
piece of work that aims for light field saliency detection by
developing end-to-end deep convolutional networks.
III. THE LYTRO ILLUM SALIENCY DATASET
To train and evaluate our network for saliency detection, we
collect a new light field dataset.
A. Light field representation
There are various ways to represent the light field [7],
[40], [41], we adopt the two-plane parameterization [7] to
define the light field as a 4D function L (u, v, x, y), where
u × v indicates the angular resolution and x × y indicates
the spatial resolution. As illustrated in Figures 1(a) and (b), a
set of all incoming rays from the uv plane intersected with
a given micro-lens location (x∗, y∗) produces a micro-lens
image with multiple viewpoints LM (u, v, x∗, y∗). The micro-
lens images over different locations can be arranged into a
micro-lens image array. As shown in Figures 1(c) and (d), all
the micro-lens regions on the xy plane receive the incoming
rays from a given angular position (u∗, v∗), which produces
a sub-aperture image with all locations LS (u∗, v∗, x, y). The
central viewing image is formed by the rays passed through
the main lens optical center (u = u0, v = v0). Since the sub-
aperture images contain optical distortions caused by the light
rays passed through the lens [42], [43], in this paper, we
build our network based on the micro-lens images, which have
been shown advantages over the sub-aperture images for scene
reconstruction [44].
B. Dataset construction
Figure 3 illustrates the procedure of our light field dataset
construction. First, a set of 4D light fields are obtained by
using a Lytro Illum camera shown in Figure 3(a). Second,
we use Lytro Power Tools (LPT) [45] to decode light fields
from raw 4D data to 2D sub-aperture images so that each light
field has the spatial resolution of 540 × 375 and the angular
resolution of 14× 14. To reach a compromise on the training
time and the detection accuracy, we sample 9× 9 viewpoints
from each light field to generate new sub-aperture images, as
shown in Figure 3(b). Third, we generate a micro-lens image
by sampling the same spatial location from each sub-aperture
image, which further produces a micro-lens image array of
size 4860 × 3375 shown in Figure 3(c). The red highlight
region indicates one pixel with 9 × 9 observation viewpoints
in Figure 3(c), comparing to one pixel only with the central
view in Figure 3(d). We initially collect 800 light fields and
manually annotate the per-pixel ground-truth label for each
central viewing image. To reduce label inconsistency, each
image is annotated by five independent annotators. We only
regard a pixel as saliency if it is verified by at least three
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Fig. 3. Flowchart of the dataset construction. (a) Lytro Illum camera. (b)
Sub-aperture images. (c) Micro-lens image array. (d) The ground-truth map
for the central viewing image.
Fig. 4. Some representative central viewing images (top) and their corre-
sponding ground-truth saliency maps (bottom) from the proposed Lytro Illum
dataset.
annotators. In the end, our new dataset contains 640 light fields
with 81 views.
Figure 4 shows eight examples of central viewing images
and their corresponding ground-truth saliency maps in the pro-
posed dataset. We can see that there are significant variations
in illumination, spatial distribution, scale and background of
salient objects. Besides, there are multiple regions for some
of saliency annotations.
IV. LIGHT FIELD SALIENCY NETWORK
We propose an end-to-end deep convolutional network
framework for light field saliency detection as shown in
Figure 2. Based on the micro-lens image array, LFNet is
designed to transfer the light field inputs to feature maps in
different ways. Then, the feature maps are fed to the modified
DeepLab-v2 [34] to predict saliency maps.
A. Backbone model
We formulate light field saliency detection as a binary pixel
labeling problem. Saliency detection and semantic segmenta-
tion are closely related because both of them are pixel-wise
labeling tasks and require low-level cues as well as high-level
semantic information. Inspired by previous literature in se-
mantic segmentation [34], [46], [47], we design our backbone
model based on DeepLab [47], which is a variant of FCNs [46]
modified from the VGG-16 network [37]. There are several
variants of DeepLab [34], [48], [49]. In this work, we mainly
use DeepLab-v2 [34], which introduces ASPP to capture
multi-scale information and long-range spatial dependencies
among image units.
The modified network is composed of five convolutional
(conv) blocks, each of which are divided into convolutions
followed by a ReLu. A max-pooling layer is connected after
the top conv layer of each conv block. The ASPP is applied on
top of “Block5”, which consists of four branches with atrous
rates (r = {6, 12, 18, 24}). Each branch contains one 3 × 3
convolution and one 1× 1 convolution. The resulting features
from all the branches are then passed through another 1 × 1
convolution and summed to generate the final score value. The
network further employs bilinear interpolation to upsample
the fused score map to the original resolution of the central
viewing image, which produces the saliency prediction at the
pixel level. In addition, we add dropout to all the conv layers
of the five blocks to avoid overfitting and set the 1 × 1 conv
layer with 2 channels after ASPP to produce saliency and non-
saliency score maps. The detailed architecture is illustrated in
Figure 5.
B. LFNet variants
Our network is essentially a modified DeepLab-v2 network
augmented with a light field input process. We add a light
field module, which we refer as LFNet shown in Figure 2. We
convert the 4D light field into a 2D micro-lens image array
before feeding it to the network. In particular, we propose
three different LFNet variant architectures to process the light
field micro-lens image arrays before “Block1” of the backbone
model, in which convolutional methods with kernel sizes,
stride size and sampled viewpoints are all tailored to light field
inputs to capture angular changes in light fields. The proposed
LFNet architectures are shown in Figure 6. In the following
section, we present the architectures of the variants in detail.
1) LFNet-9×9: As described in Section III-B, each micro-
lens image has 9×9 viewpoints and can be considered as one
of the pixel locations. The spatial resolution is 540×375 thus
the size of the whole micro-lens image array is 4860× 3375.
In this architecture, we design angular convolutional kernels
across all the viewpoint directions, as shown in Figure 6(a).
The kernel size share the same angular resolution of one
micro-lens image, and the number of kernels and the stride
size are set to extract angular features for each micro-lens
image. Specifically, we propose 64 angular kernels, each of
which is a 9× 9 filter. The stride of convolution operations is
9, which leads to 540× 375× 64 feature maps. Each point on
the feature map can be considered as being captured by the
81 lenslets. These kernels differ from common convolutional
kernels applied on 2D images in that they only detect the an-
gular changes in the micro-lens image array. This architecture
directly learns the angular information from light field images,
and thus is expected to distinguish salient foregrounds and
backgrounds with similar colors or textures.
2) LFNet-3 × 3: Motivated by the effectiveness of the
smaller kernels in VGG-16 [37] and Inception v2 [48], we
replace the 9× 9 convolution in LFNet-9× 9 with two layers
of 3× 3 convolution (stride= 3) shown in Figure 6(b), which
increases the number of parameters but enhances the network
nonlinearity.
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3) LFNet-star shaped: We design atrous angular convo-
lutional kernels to capture long-range angular features. The
atrous rates are set to sample representative viewpoint di-
rections. Different from LFNet-9 × 9, we select star-shaped
viewpoints (i.e. four directions θ = {0◦, 45◦, 90◦, 135◦}) from
each micro-lens image. To implement viewpoint sampling and
angular filtering, we use atrous convolution with five atrous
rates, as shown in Figure 6(c). The resulting feature maps
are concatenated and combined using 1 × 1 convolutions
for later processing. In fact, it has been shown that using
selected angular directions is beneficial in the context of depth
estimation [15], [50].
V. EXPERIMENTAL RESULTS
A. Settings
1) Implementation and training: The computational en-
vironment has an Intel i7-6700K CPU@4.00GHz, a 15GB
RAM, and an NVIDIA GTX1080Ti GPU. We trained our
network using the Caffe library [51] with the maximum
iteration step of 160K. We initialize the backbone model
with DeepLab-v2 [34] pre-trained on the PASCAL VOC 2012
segmentation benchmark [52]. The newly added conv layers
in LFNet, the first layer of “Block1”, and the score layer are
initialized using the Xavier algorithm [53]. The whole network
is trained end-to-end using the stochastic gradient descent
(SGD) algorithm. To leverage the training time and the image
size, we use a single image batch size. The momentum and
the weight decay are set to 0.9 and 0.0005, respectively. The
base learning rate is initialized as 0.01 for the newly added
conv layers in LFNet and the first layer of “Block1”, while
0.001 with the “poly” decay policy for the remaining layers. A
dropout layer with probabilities p = [0.1, 0.1, 0.2, 0.2, 0.3, 0.5]
is applied after conv layers for “Block1”–“Block5” and ASPP,
respectively.
We use the softmax loss function defined as
L = − 1
W ×H
W∑
i=1
H∑
j=1
log
ez
yi,j
i,j
ez
0
i,j + ez
1
i,j
(1)
where W and H indicate the width and height of an image,
z0ij and z
1
ij are the last two activation values of the pixel
(i, j), yij is the ground-truth label of the pixel (i, j). Note
that yij is 1 only when pixel (i, j) is salient. Our code
and dataset are available at https://github.com/pencilzhang/
LFNet-light-field-saliency-net.git.
2) Datasets: Three datasets are used for benchmarking: the
proposed Lytro Illum dataset, the HFUT-Lytro dataset [2], and
the LFSD dataset [1]. Our network is trained and evaluated
on the proposed Lytro Illum dataset using a five-fold cross-
validation. The trained model is further tested on the other two
datasets to evaluate the generalization ability of our network.
Note that the unavailable viewpoints in the LFSD dataset and
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Fig. 7. Light field image examples in (a) the HFUT-Lytro dataset and (b)
the proposed Lytro-illum dataset. The central viewing image (left) and nine
randomly sampled sub-aperture images (right) are shown for each example.
the color distortion of sub-aperture images in the HFUT-Lytro
dataset (see examples in Figure 7 for visual comparison) are
too low to evaluate our method. To apply the trained model
on the two datasets, we pad the angular resolutions to 9 × 9
using the central viewpoint.
3) Data augmentation: In order to obtain more training
data to achieve good performance without overfitting, we aug-
ment the training data aggressively on-the-fly. To facilitate this
augmentation, we use geometric transformations (i.e. rotation,
flipping and cropping), changes in brightness, contrast, and
chroma as well as additive Gaussian noise. Specifically, we
rotate the micro-lens image array 90, 180, and 270 degrees,
and perform horizontal and vertical flipping. To change the rel-
ative position of the saliency region in the image, we randomly
crop two subimages of 3519× 2907 size from the micro-lens
image array. Then for one subimage and the image arrays with
0, 90, and 180 degrees of rotation, we adjust the brightness by
multiplying all pixels by 1.5 and 0.6, respectively, and both
chroma and contrast by the multiplication factor 1.7. Finally,
we add the zero-mean Gaussian noise with variance of 0.01
to all images. In total, we expand the micro-lens image array
by 48 ((4× 4 + 8) × 2) such that the whole training dataset
is increased from 512 to 24, 576.
4) Evaluation metrics: We adopt five metrics to evaluate
our network. The first one is precision-recall (PR) curve.
Specifically, saliency maps are first binarized and then com-
pared with the ground truths under varying thresholds. The
second metric is Fβ–measure, which considers both precision
and recall
Fβ =
(1 + β2)Precision ·Recall
β2 · Precision+Recall (2)
where β2 is set to 0.3 as suggested in [31]. The third metric
is Average Precision (AP), which is computed by averaging
the precision values at evenly spaced recall levels. The fourth
metric is Mean Absolute Error (MAE), which computes the
average absolute per-pixel difference between the predicted
map and the corresponding ground-truth. Additionally, to
amend several limitations of the above four metrics, such as
interpolation flaw for AP, dependency flaw for PR curve and
Fβ–measure, and equal-importance flaw for all the metrics, as
TABLE I
QUANTITATIVE RESULTS ON THE PROPOSED LYTRO ILLUM DATASET
Method F-measure WF-measure MAE AP
LFNet-star shaped 0.8045 0.7426 0.0555 0.9120
LFNet–3× 3 0.8066 0.7471 0.0562 0.9118
LFNet-9× 9 0.8116 0.7540 0.0551 0.9124
(a) (b) (c) (d) (e)
Fig. 8. Visual comparison of different LFNet variants. (a) Central viewing
images. (b) Ground-truth maps. (c) LFNet-9×9. (d) LFNet-3×3. (e) LFNet-
star shaped.
suggested in [54], we use weighted Fwβ (WF)–measure based
on weighted precision and recall as the fifth metric
Fwβ =
(1 + β2)Precisionw ·Recallw
β2 · Precisionw +Recallw (3)
where w is a weighting function based on the Euclidean
distance to calculate the pixel importance from the ground-
truth.
B. Ablation Study
1) LFNet variants: We present a detailed performance
comparison among different LFNet variant architectures on
the proposed Lytro Illum dataset: LFNet-9× 9, LFNet-3× 3,
and LFNet-star shaped. As described in Section IV-B, these
variants only differ in the convolution operations applied on
their light field inputs. The quantitative results of the compar-
ison are shown in Tables I, from which we can see that the
LFNet-9×9 architecture achieves the best performance for all
metrics on the proposed dataset. We hypothesize that treating
every micro-lens image as a whole and applying the angular
kernels that have the same size with the angular resolution
of the light field can help exploit the multi-view information
in the micro-lens image array. The detection performances of
two other variants are reduced owning to that more parameters
would make the network learning difficult.
Figure 8 presents qualitative results of all variants. As
illustrated in the figure, we can see that these variants can
separate the most salient regions from the similar or cluttered
background. Comparing to other variants, LFNet-9×9 outputs
cleaner and more consistent predictions for the regions with
specular reflection (row 1), the small salient object (row 2),
and the similar foreground and background (rows 2 and 3).
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Fig. 9. Visualization comparison between LFNet-9 × 9 (top) and 2D-central view (bottom). (a) Visualization of the first conv layers. (b) Light field input
with its highlighted regions. (c) Saliency predictions. (d) Ground-truth maps.
TABLE II
QUANTITATIVE COMPARISON BETWEEN LFNET-9× 9 AND 2D-CENTRAL
VIEW ON THE PROPOSED LYTRO ILLUM DATASET
Method F-measure WF-measure MAE AP
LFNet-9× 9 0.8116 0.7540 0.0551 0.9124
2D-central view 0.8056 0.7446 0.0597 0.9016
Moreover, we can see that LFNet-9× 9 better predicts salient
regions without being highly affected by the light source (row
4) that is not addressed by existing datasets. These results
demonstrate that the proposed network variants are likely
to extract potential depth cues by learning angular changes,
which are helpful to saliency detection. The kernels with the
same size of the angular resolution show better capability in
depth discrimination.
2) 4D light field saliency vs. 2D saliency: To further delve
into the difference between regular image saliency and light
field saliency, we present some important properties of light
field features that can better facilitate saliency detection. We
compare 4D light field saliency (the best-performing LFNet-
9× 9 model) with 2D model using the central viewing image
as input (2D-central view). The quantitative results are shown
in Tables II. We found that light field saliency detector with
multi-views turns out to perform better than the 2D detector
only with the central view.
To provide complementary insight of why light field
saliency works, we visualize the weights of the first conv
layers of LFNet-9 × 9 and 2D-central view in Figure 9(a)
to compare angular and spatial patterns. We can see that the
learned weights from LFNet-9× 9 have noticeable changes in
angular space, suggesting the viewpoint cue of light field data
is well captured. The angular changes are also consistent with
the viewpoint variations of micro-lens images, as shown in
Figure 9(b). The results are attributed to the newly designed
conv method in which the kernel size is the same as the angular
resolution of the micro-lens image, the channel number equals
to the number of viewpoints, and the stride size guarantees
TABLE III
EFFECTS OF THE ANGULAR RESOLUTION ON THE PROPOSED DATASET
Angular resolution F-measure WF-measure MAE AP
7× 7 0.8018 0.7406 0.0567 0.9135
9× 9 0.8116 0.7540 0.0551 0.9124
11× 11 0.8006 0.7392 0.0567 0.9109
angular features are extracted for each micro-lens image.
Therefore, our 4D saliency detector produces more accurate
saliency map than the 2D detector shown in Figure 9(c).
In addition, we show the feature maps obtained from the two
models in Figure 10. It can be seen that different layers encode
different types of features. Higher layers capture semantic
concepts on the salient region, whereas lower layers encode
more discriminative features for identifying the salient region.
The proposed 4D saliency detector can well discriminate the
white spout from the white pants, as shown in Figure 10(a).
However, as illustrated in the Block1-conv1 and Block5 of
Figure 10(b), most of the feature maps from the 2D detector
have small or zero values that are not discriminative enough
to separate the salient teacup from the pants. Thus the 2D
detector produces features cluttered with background noise
in the following ASPP and score fusion. More comparisons
of saliency maps between the two models can be seen in
Figure 11.
3) Effect of the angular resolutions: To show the effect
of the angular resolutions in the network, we compare the
performance of the LFNet-9 × 9 architecture with varying
number of viewpoints in Table III. Note we change the kernel
size to stay the same with the angular resolution. The results
are all converged with 160K iterations. From the table, we
can see that the network using 9 × 9 viewpoints shows the
overall best performance. Increasing the angular resolution
to 11 × 11 cannot improve the performance, which can be
explained by the fact that the viewing angles at the boundary
are very oblique [55] and the narrow baseline of the light field
camera leads to high viewing redundancy with higher angular
8Block1-conv1
Score fusion
(a) (b)
Block5
ASPP
Fig. 10. Feature maps obtained from (a) LFNet-9×9 and (b) 2D-central view
from different layers. From top to bottom: the first conv features of Block1,
Block5 output features, ASPP features with four atrous rates, and the score
fusion maps via sum-pooling. For ASPP and sum fusion, the non-salience and
salience scores are shown in the left and right subfigures, respectively.
(a) (b) (c) (d)
Fig. 11. Visual comparison of LFNet-9× 9 and 2D-central view.(a) Central
viewing images. (b) Ground-truth maps. (c) LFNet-9×9. (d) 2D-central view.
resolutions [7], [56].
4) Overfitting issues: Overfitting is a common problem
related to training a CNN with limited data. In this section,
we analyse the proposed network by introducing different
strategies to handle overfitting: data augmentation (DG) and
dropout. The results obtained from LFNet-9× 9 are shown in
TABLE IV
QUANTITATIVE RESULTS ON THE PROPOSED LYTRO ILLUM DATASET.
BOLD: BEST, UNDERLINE: SECOND BEST
Method F-measure WF-measure MAE AP
LFS [1] 0.6107 0.3596 0.1697 0.6193
WSC [21] 0.6451 0.5945 0.1093 0.5958
DILF [20] 0.6395 0.4844 0.1389 0.6921
Multi-cue [2] 0.6648 0.5420 0.1197 0.6593
LFNet-9× 9 0.8116 0.7540 0.0551 0.9124
TABLE V
QUANTITATIVE RESULTS ON THE HFUT-LYTRO DATASET. BOLD: BEST,
UNDERLINE: SECOND BEST
Method F-measure WF-measure MAE AP
LFS [1] 0.4868 0.3023 0.2215 0.4718
WSC [21] 0.5552 0.5080 0.1454 0.4743
DILF [20] 0.5543 0.4468 0.1579 0.6221
Multi-cue [2] 0.6135 0.5146 0.1388 0.6354
LFNet-9× 9 0.6693 0.5998 0.1032 0.7324
TABLE VI
QUANTITATIVE RESULTS ON THE LFSD DATASET. BOLD: BEST,
UNDERLINE: SECOND BEST
Method F-measure WF-measure MAE AP
LFS [1] 0.7525 0.5319 0.2072 0.8161
WSC [21] 0.7729 0.7371 0.1453 0.6832
DILF [20] 0.8173 0.6695 0.1363 0.8787
Multi-cue [2] 0.8249 0.7155 0.1503 0.8625
LFNet-9× 9 0.8105 0.7378 0.1164 0.8561
Figure 12. Obviously, the network is overfitting with original
training data as shown in Figure 12(a). As expected, both DG
and dropout are crucial to minimize overfitting as shown in
Figures 12(b)–(d). Figure 12(e) presents the corresponding
PR curves. It can be seen that by increasing the amount
and diversity of the data and the number of dropout between
different layers with certain probabilities during training, the
performance of the network increases as well.
C. Comparison to state-of-the-arts
We compare our best performing model LFNet-9×9 to four
state-of-the-art methods: Multi-cue [2], DILF [20], WSC [21],
and LFS [1]. The results are obtained using the authors’ im-
plementations. Tables IV–VI and Figure 13 show quantitative
results on three datasets.
Overally speaking, our approach outperforms other methods
on three datasets without any post-processing for refinement,
which proves the advantage of the proposed deep convolu-
tional network for light field saliency detection. In particular,
we observe that the proposed approach shows significant
performance gains when compared to previous methods on
the proposed dataset for all metrics. The performance is
decreased on the HFUT-Lytro and LFSD datasets, which is
owing to the limited viewpoint information in these datasets.
Therefore, a large number of filters learnt on the proposed
dataset are significantly underused during generalization. This
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Fig. 12. Training and validation loss for LFNet-9× 9 on the proposed Lytro Illum dataset. (a) Original training data. (b) Training with DG. (c) Training with
dropout. (d) Training with DG and dropout. (e) PR curves for different strategies.
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Fig. 13. Comparison on three datasets in terms of PR curve. (a) The proposed Lytro Illum dataset. (b) HFUT-Lytro dataset. (c) LFSD dataset.
demonstrates that different light field datasets do affect the
accuracy of methods. Multi-cue [2] and DILF [20] methods
show better performance than our approach in terms of F-
measure and AP on the LFSD dataset. The reason is that
these methods use external depth features and post-processing
refinement to improve the performance.
Some qualitative results are shown in Figure 14. We can see
that our approach can handle various challenging scenarios,
including multiple salient objects (rows 1 and 2), highly
cluttered backgrounds (rows 3 and 5), small salient objects
(rows 4 and 7), inconsistent illumination (rows 1 and 6), and
salient objects in similar backgrounds (rows 8, 9 and 10). It is
also worth noting that without any post-processing methods,
our approach can highlight salient objects more uniformly than
other methods.
VI. CONCLUSION
This paper introduces a deep convolutional network for
saliency detection on light fields by exploiting multi-view
information in micro-lens images. Specifically, we propose
LFNet variants to process the micro-lens image array. This
paper can be viewed as the first work that addresses light
field saliency detection using an end-to-end CNN. To facilitate
training such a deep network, we introduce a challenging
saliency dataset with light field images captured from a
Lytro Illum camera. In total, 640 high quality light fields are
produced, making the dataset the largest among existing light
field saliency datasets. Extensive experiments demonstrate that
comparing to 2D saliency, 4D light field saliency can learn
additional angular information contributing to increase the
performance of saliency detection. The proposed network out-
performs the state-of-the-art methods on the proposed dataset
and generalizes well to the existing datasets. In particular, our
approach is capable of detecting salient regions in challenging
cases, such as the similar salient foreground and background,
inconsistent illuminant, multiple salient objects, and cluttered
background. Our work suggests promising future directions
of exploiting spatial and angular patterns in light fields and
deep learning technologies to advance the state-of-the-art in
pixel-wise prediction tasks.
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