A new system of nonlinear fuzzy variational inclusions involving A, η -accretive mappings in uniformly smooth Banach spaces is introduced and studied many fuzzy variational and variational inequality inclusion problems as special cases of this system. By using the resolvent operator technique associated with A, η -accretive operator due to Lan et al. and Nadler's fixed points theorem for set-valued mappings, an existence theorem of solutions for this system of fuzzy variational inclusions is proved. We also construct some new iterative algorithms for the solutions of this system of nonlinear fuzzy variational inclusions in uniformly smooth Banach spaces and discuss the convergence of the sequences generated by the algorithms in uniformly smooth Banach spaces. Our results extend, improve, and unify many known results in the recent literatures.
Introduction
Variational inequality was initially studied by Stampacchia 1 in 1964 . In order to study many kinds of problems arising in industrial, physical, regional, economical, social, pure, and applied sciences, the classical variational inequality problems have been extended and generalized in many directions. Among these generalizations, variational inclusion introduced and studied by Hassouni and Moudafi 2 is of interest and importance. It provides us with a unified, natural, novel innovative, and general technique to study a wide class of the problems arising in different branches of mathematical and engineering sciences see, e.g., 3-7 . ρ X t sup 1 2 x y x − y − 1 : x ≤ 1, y ≤ t .
2.2
A Banach space X is said to be uniformly smooth if
X is called q-uniformly smooth if there exists a constant c > 0 such that ρ X t ≤ ct q , ∀q > 1.
2.4
Note that J q is single-valued if X is uniformly smooth. Concerned with the characteristic inequalities in q-uniformly smooth Banach spaces, Xu 61 proved the following result. 
2.9
Definition 2.5. Let X be a q-uniformly smooth Banach space, T, A : X → X and let η : X×X → X be single-valued mappings.
i T is said to be accretive if T x − T y , J q x − y ≥ 0, ∀x, y ∈ X; 2.10
ii T is said to be strictly accretive if T is accretive and ix η ·, u is said to be ρ, ξ -relaxed cocoercive with respect to A if there exist constants ρ, ξ > 0 such that
2.18
In a similar way to viii and ix , we can define the Lipschitz continuity of the mapping η ·, · in the second variable and relaxed cocoercivity of η u, · with respect to A. Definition 2.6. Let X be a q-uniformly smooth Banach space, η : X × X → X and let H, A : X → X be three single-valued mappings. Set-valued mapping M : X → 2 X is said to be
iii strictly η-accretive if M is η-accretive and the equality holds if and only if x y;
iv r-strongly η-accretive if there exists a constant r > 0 such that 
where
In what follows, we denote the collection of all fuzzy sets on X by F X {A | A : X → 0, 1 }. A mapping S from X to F X is called a fuzzy mapping. If S : X → F X is a fuzzy mapping, then the set S x for any x ∈ X is a fuzzy set on F X in the sequel we denote S x by S x and S x y for any y ∈ X is the degree of membership of y in S x . For any A ∈ F X and α ∈ 0, 1 , the set
is called a α-cut set of A.
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A fuzzy mapping S : X → F X is said to satisfy the condition * if there exists a function a : X → 0, 1 such that for each x ∈ X the set S x a x : y ∈ X : S x y ≥ a x 2.26 is a nonempty closed and bounded subset of X, that is, S x a x ∈ CB X . By using the fuzzy mapping S satisfying the condition * with corresponding function a : X → 0, 1 , we can define a set-valued mapping S as follows:
2.27
In the sequel, S, T , L, D, G, W, and K are called the set-valued mappings induced by the fuzzy mappings S, T, L, D, G, W, and K, respectively.
A New System of Fuzzy Variational Inclusions
In this section, we introduce some systems of fuzzy variational inclusions q-uniformly smooth Banach spaces X and their relations.
Let X 1 be a q 1 -uniformly smooth Banach space with q 1 > 1, let X 2 be a q 2 -uniformly smooth Banach space with q 2 > 1, let E, P :
are any nonlinear operators such that for all z ∈ X 1 , M ·, z :
is an A 2 , η 2 -accretive with g u ∈ dom N ·, t for all u ∈ X 2 . Now, for given mappings a, b, c, d : X 1 → 0, 1 and e, f, g : X 2 → 0, 1 , we consider the following system. System 3.1. For any given a ∈ X 1 , b ∈ X 2 , λ 1 > 0, λ 2 > 0, our problem is as follows: 
It is easy to see that S, T, L, and D are fuzzy mappings satisfying the condition * with constant functions a x 1, b x 1, c x 1, d x 1 for all x ∈ X 1 , respectively, and G, W, and K are fuzzy mappings satisfying the condition * with constant functions e y 1, f y 1, g y 1 for all y ∈ X 2 , respectively. Also
3.3
Then System 3.1 is equivalent to the following:
System 3.3 is called a system of nonlinear set-valued variational inclusions with A, η -accretive mappings.
System 3.4. If T : X 1 → X 1 is a single-valued mapping, then System 3.3 collapses to the following system of nonlinear variational inclusions: 
3.6
System 3.5 was introduced and studied by Peng and Zhu in 59 .
System 3.6. If a b 0, λ 1 λ 2 1, and P Q ≡ 0, then System 3.3 can be replaced by the following:
which is studied by Lan and Verma 54 .
System 3.7. If T : X 1 → X 1 is a single-valued mapping, then System 3.6 collapses to the following system of nonlinear variational inclusions: Find x, u ∈ X 1 , y, w ∈ X 2 such that u ∈ S x , w ∈ G y and
and G : X 2 → X 2 are identity mappings, then System 3.7 reduces to the following system:
3.9
System 3.8 is investigated by Jin 55 when S and G are the identity mappings.
and G : X 2 → X 2 are two single-valued mappings, then System 3.4 is equivalent to the following:
which is introduced and studied by Lan 39 when S and G are identity mappings.
System 3.10.
When p h S G ≡ I, a b 0, System 3.9 can be replaced to the following:
which is studied by Jin 56 .
N x for all x, y ∈ H 2 ×H 2 , then System 3.7 reduces to the following generalized system of set-valued variational inclusions: Find x, u ∈ H 1 , y, w ∈ H 2 such that u ∈ S x , w ∈ G y , and
which is studied by Lan et al. 57 when M, N are A-monotone mappings and there exists single-valued mapping ψ :
System 3.12. If g p h f − T ≡ I, then System 3.11 collapses to the following system of nonlinear variational inclusions: System 3.14. If M x ∂ϕ x and N y ∂φ y for all x ∈ H 1 and y ∈ H 2 , where ϕ : H 1 → R ∪ { ∞} and φ : H 2 → R ∪ { ∞} are two proper, convex, and lower semicontinuous functionals, and ∂ϕ and ∂φ denote subdifferential operators of ϕ and φ, respectively, then System 3.13 reduces to the following system: 
which is the just system in 24 when S and G are singlevalued and S G ≡ I.
and F S x , y ρ 2 S x y − x for all x, y ∈ H, where ρ 1 > 0 and ρ 2 > 0 are two constants, then System 3.15 is equivalent to the following:
Find an element x, y ∈ K × K such that
which is the system of nonlinear variational inequalities considered by Verma 22 with S G.
Remark 3.17. If x y, S G and ρ 1 ρ 2 , then System 3.16 reduces to the following classical nonlinear variational inequality problem:
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Existence Theorems
In this section, we prove the existence theorem for solutions of Systems 3.1. For our main results, we have the following lemma which offers a good approach to solve System 3.1. 
where ρ 1 > 0 and ρ 2 > 0 are two constants.
Proof. The conclusion follows directly from Definition 2.10 and some simple arguments. 
4.4
where Proof. For any given ρ 1 > 0 and ρ 2 > 0, define mappings Φ ρ 1 :
as follows:
where a ∈ X 1 and b ∈ X 2 are the same as in System 3.1, and let a, b, c, d : X 1 → 0, 1 and e, f, g :
It is easy to see that X 1 × X 2 , · * is a Banach space see 34 . For any given ρ 1 > 0 and ρ 2 > 0, define a mapping Q ρ 1 ,ρ 2 : for all x, y ∈ X 1 × X 2 . Then, for any given x, y , x , y ∈ X 1 × X 2 , ε > 0 and
4.10
where a, b, c, d : X 1 → 0, 1 , e, f, g : X 2 → 0, 1 and 4.6 holds. Since
4.11
Letting 
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Thus, by Lemma 2.1, we have
Since f is κ, e 1 -relaxed cocoercive and μ-Lipschitz continuous, we conclude that
By 4.11 and ζ-H 1 -Lipschitz continuity of T ,
Since E x, · is ι 1 -Lipschitz continuous in the second variable and G is ξ -H 2 -Lipschitz continuous, by 4.11 , we have
4.18
Since P x, · is ι 2 -Lipschitz continuous in the second variable, W is ζ -H 2 -Lipschitz continuous, p 2 is δ 2 -Lipschitz continuous, P ·, y is ν 2 -Lipschitz continuous in the first variable, and L is γ-H 1 -Lipschitz continuous, using 4.11 , we deduce that
4.19
and also
18
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Again, by Lemma 2.1, it follows that
4.21
Since A 1 is β 1 -Lipschitz continuous, f is μ-Lipschitz continuous, and T is ζ-Lipschitz continuous, by 4.11 , we get
4.22
Since E p · , y is θ 1 , s 1 -relaxed cocoercive with respect to f , where f x 
4.23
Hence, using 4.21 -4.24 , we have
4.25
where c q 1 is the constant as in Lemma 2.1. Using 4.14 -4.20 , and 4.25 , it follows that
4.27
Similarly, for any u, m, s, y , u , m , s , y ∈ X 1 × X 1 × X 2 × X 2 , it follows from 4.3 and Proposition 2.11 that
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4.28
Since g is σ, e 2 -relaxed cocoercive and -Lipschitz continuous, we have
Since F ·, y is ρ 1 -Lipschitz continuous in the first variable and S is ξ-H 1 -Lipschitz continuous, by 4.11 , we obtain
4.31
Since Q x, · is υ 2 -Lipschitz continuous in the second variable, k is π 2 -Lipschitz continuous, Q ·, y is ρ 2 -Lipschitz continuous in the first variable, D is -H 1 -Lipschitz continuous, and K is γ -H 2 -Lipschitz continuous, using 4.11 , we conclude that
4.33
21
4.34
Since A 2 is β 2 -Lipschitz continuous and g is -Lipschitz continuous, we have
Since F u, h · is θ 2 , s 2 -relaxed cocoercive with respect to g A 2 • g, F x, · is υ 1 -Lipschitz continuous in the second variable, and h is π 1 -Lipschitz continuous, we get
4.37
Therefore, it follows from 4.34 -4.37 that 
4.40
It follows from 4.26 and 4.39 that
4.41
where ω ε max{ϕ 1 ε ϕ 2 ε , φ 1 ε φ 2 ε }. Using 4.8 and 4.41 , we deduce that 
4.43
Similarly, we have sup
4.44
By 4.43 , 4.44 , and the definition of Hausdorff pseudo-metric, we have
Letting ε → 0, one has
and ψ 2 is the constant as in 4.40 . From 4.4 , we know that 0 ≤ ω < 1 and so it follows from 4.46 that R ρ 1 ,ρ 2 : 
Iterative Algorithm and Convergence
In this section, motivated by Theorems 4.2 and 4.4, Lemmas 4.1 and 2.4, we construct the following iterative algorithms for approximating solutions of Systems 3.1 and 3.3 and discuss the convergence analysis of the algorithms. 
Θ n α n e n r n , y n 1 1 − α n y n α n y n − g y n R η 2 ,A 2 N ·,y n ,ρ 2 Ω n α n f n k n , S x n u n ≥ a x n , u n − u ≤ 1 1 1 n H 1 S x n , S x , 
