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In process industry, there is a great 
need for reliable process monitoring 
techniques that give three dimen-
sional real time information on 
the process. In process tomography, 
the inner properties of the process 
are reconstructed based on the 
boundary measurements. In this 
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putational costs. Both numerical sim-
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ABSTRACT
In this thesis, new computational methods for industrial process tomog-
raphy (PT) are developed. These new computational methods aim at im-
proving the robustness of PT imaging against the model uncertainties and
inaccuracies, and decrease the computational costs. The robustness is im-
proved by careful statistical modelling of uncertainties and inaccuracies
in the models used in PT imaging. The computational costs are decreased
by using reduced-order models in the computations.
PT applications often involve targets that are rapidly time-varying and
hence the target may significantly change during the measurement se-
quence. In this thesis, the state estimation approach is taken to overcome
the problems related to the nonstationarity of the target. In the state esti-
mation approach, models for both the measurements and target evolution
are utilized making it possible to incorporate fluid dynamical models into
the reconstruction. In this thesis, the convection-diffusion equation and
the Navier-Stokes equations based evolution models are used. Further,
as the state estimation is a statistical approach, it is possible to incor-
porate statistical information about the uncertainties and inaccuracies of
the models in the reconstruction. In this thesis, the approximation error
(AE) approach is taken to model the uncertainties and inaccuracies. Espe-
cially the uncertainties in the velocity field are considered. Two different
approaches are taken. In the first approach, a statistical model for the un-
certainties caused by the nonstationary velocity field is constructed and
utilized in the reconstruction. In the second approach, the reconstruc-
tion problem is reformulated as a parameter estimation problem, and the
velocity field and the concentration distribution are simultaneously es-
timated. Other approximations and sources of uncertainties considered
in this thesis include the use of coarse discretization, truncated compu-
tational domain and reduced-order models, unknown electrode contact
impedances in EIT, and unknown boundary conditions.
In this thesis, the use of highly reduced-order models in PT is pro-
posed to reduce the computational burden of the reconstruction. The ulti-
mate aim in using reduced-order models in the reconstruction is to enable
real time process monitoring in PT. The model reductions in the velocity
field evolution model and the EIT measurement model are considered. In
both cases, the model reduction is based on the proper orthogonal de-
composition (POD) representation of spatially distributed variables. In
the reduced-order POD representation, the variable is projected into a
subspace spanned by orthogonal basis functions referred to as the POD
modes. The governing idea here is that, in a case of highly correlated data,
a low number of POD modes account for most of the data. In such cases, it
is thus possible to write a relatively accurate reduced-order representation
of the variable with only a small number of POD modes.
All the methods developed in this thesis are tested with simulations,
and some of the methods also with experimental data. The results show
that by taking the AE approach and modelling the uncertainties in the ve-
locity field, it is possible to at least partially compensate for the AEs and
improve the quality of concentration reconstructions over the reconstruc-
tions obtained without the AE modelling. The results also show that by si-
multaneously estimating the velocity field and concentration distribution
it is possible to obtain feasible velocity field estimates and significantly
improve the concentration distribution estimates over those obtained and
without velocity estimation. The experimental results show the feasibil-
ity of the AE approach in three-dimensional EIT flow imaging using state
estimation approach and fluid dynamical evolution models. Further, the
tests carried out with the POD based reduced-order EIT measurement
model show that the reconstruction time can be decreased to less than
5% of the time required for conventional reconstructions without signifi-
cant loss of accuracy. This decrease in computational costs may be large
enough to enable real time absolute EIT process monitoring.
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1 Introduction
In tomographic imaging, the aim is to obtain information about the tar-
get based on boundary measurements. Tomographic imaging is probably
most well known for its medical applications [1–3]. From the early 1990’s
there has been a growing interest in using tomographic imaging in indus-
try [4–7]. In the context of industrial imaging, the use of tomographic
imaging is often referred to as process tomography (PT). The information
obtained from the process with PT is typically used for process monitor-
ing, control, and design purposes.
For PT, various imaging modalities based on different physical phe-
nomena have been proposed. X-ray [8,9], gamma-ray [10–13], and positron
emission tomography [14–16], which are the most common tomographic
imaging modalities used in medicine, have already been applied to in-
dustrial imaging. Further, electrical impedance tomography (EIT) [17–23],
electrical capacitance tomography (ECT) [24–27] and magnetic induction
tomography (MIT) [28–32] have been utilized both in medical and indus-
trial imaging. Recently, many new promising imaging modalities for PT
have been proposed, including diffuse optical tomography (DOT) [33–35],
ultrasonic tomography [36–42], and heat conduction tomography [43–46].
Naturally, the modality is selected based on the application and type
of information one is willing to have on the process. Typical applica-
tions of PT include monitoring of separators [47–55], industrial mixers
of different kind [56–63], mass transport processes [32, 64], multiphase
flows [39, 42, 65–76] and chemical reactors [77, 78].
PT applications often involve targets that are rapidly time-varying
and hence the target may significantly change during the measurement
sequence. In conventional stationary reconstruction methods, the non-
stationarity of the target is not taken into account. Therefore, the use
of conventional reconstruction methods in PT may lead to biased esti-
mates. An option to enhance the estimates for nonstationary processes is
to model the evolution of the target and employ the information given by
the evolution model in the reconstruction.
The evolution model can be incorporated into the reconstruction, for
example, by taking the state estimation approach [79–83]. In the state
estimation approach, the evolution and observation models together con-
stitute the state-space model based on which the reconstructions are com-
puted. As the targets in PT often involve fluid flows, fluid dynamical
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models are suitable physical evolution models in these cases [84–86]. In
previous research, the state estimation approach to PT with a fluid dy-
namical evolution model has been studied in cases of stationary or slowly
varying velocity fields.
In PT, the reconstuction problem is typically an ill-posed inverse prob-
lem. That is, the reconstructions are very sensitive to measurement noise
and modelling errors. The state-space models used in the PT reconstruc-
tion are often inaccurate or biased for example because of parameter un-
certainties, unknown boundary conditions, geometry mismodelling and
model reduction due to computational demand. By taking the approx-
imation error (AE) approach [83, 87], both the uncertainties and inaccu-
racies in the models may be taken into account and compensated in the
reconstruction. In the AE approach, the statistics of the uncertainties and
inaccuracies of the model are estimated and employed in the observa-
tion model (stationary case) or the state-space model (nonstationary case).
The computational scheme in the AE approach consists of a Monte Carlo
simulation that involves numerous evaluations of both the accurate but
computationally expensive model and the approximative and computa-
tionally efficient model that is actually used in the reconstructions. The
uncertainties of the models are taken into account by drawing the uncer-
tain parameters in the accurate model from their respective probability
distributions in each evaluation and fixed values for the parameters in the
approximative model are used. As the AE approach requires numerous
evaluations of the models, the estimation of the AE statistics may become
a tedious task. However, it is necessary to carry out the precomputations
only once for each problem and before the actual measurements are car-
ried out.
In this thesis, new computational methods for PT are developed to
improve the accuracy, reliability and efficiency of industrial tomographic
imaging. To test the developed methods, both numerical and experimen-
tal studies are carried out. In all tests, EIT is chosen as the imaging modal-
ity. It should be noted, however, that the computational methods devel-
oped in this thesis are not confined to EIT only and the extensions to other
imaging modalities are mostly straightforward.
Aims and contents of this thesis
The aims of this thesis are
1. To study whether the errors caused by unknown nonstationary ve-
locity fields in PT may be compensated. More precisely, the aim is
2 Dissertations in Forestry and Natural Sciences No 138
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to use a stationary evolution model in the reconstruction and treat
the nonstationary velocity field as a nuisance term and marginalize
it away with the AE approach. (I)
2. To study the feasibility of simultaneous estimation of nonstationary
velocity fields and concentration distributions based on EIT. For this
aim, a reduced-order Navier-Stokes model based on the proper or-
thogonal decomposition (POD) is written and implemented in the
state-space model. (II)
3. To investigate experimentally the nonstationary AE approach and
state estimation in the case of absolute EIT imaging of moving flu-
ids. (III)
4. To construct a computationally efficient but reasonably accurate
reduced-order observation models for PT based on the POD. In par-
ticular, the Bayesian inverse problems framework will be adopted
and the POD modes used in the reduced-order model will be con-
structed based on the prior information on the target. The proposed
model reduction scheme is applied to EIT and reconstructions based
on both simulated and experimental data are computed. (IV)
This thesis is organized as follows. In Chapter 2, the state estimation
approach to PT is briefly reviewed. In addition, reviews of the convection-
diffusion and Navier-Stokes equations that model the evolution of a con-
centration distribution and velocity field, respectively, and the complete
electrode model that is an observation model for EIT are given. AE mod-
elling is reviewed in Chapter 3. The review of the new computational
methods developed in Publications I-IV and the obtained results are given
in Chapter 4. Finally, in Chapter 5, the summary and conlusions of the
thesis are given.
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2 State estimation in process
tomography
The reconstruction problems in PT are often ill-posed inverse problems,
that is, they are very sensitive to the measurement noise and modelling
errors. Furthermore, the target to be reconstructed is often time-varying
and the measurements are obtained sequentially. Often the measurements
obtained at a time do not carry enough information about the target to al-
low for a reasonable reconstruction. This may be the case for example
when imaging moving fluids in a pipe flow based on EIT. If a feasible
stochastic evolution model for the target, however, can be constructed,
it can be utilized as temporal prior information by recasting the recon-
struction problem as a statistical state estimation problem [81,83]. In state
estimation, two different models for the target are constructed: a model
for the evolution of the target and a model for the measurements. These
two models together constitute a state-space model from which the esti-
mates are computed. Typically state estimation problems are solved with
recursive, Kalman filter type of algorithms [88, 89].
In this Chapter, the state estimation in PT is reviewed. As exam-
ple cases, state estimation problems involving reconstructions of rapidly
time-varying concentration or conductivity distributions with EIT mea-
surements are considered. The convection-diffusion (CD) equation and
the Navier-Stokes equations are used as the evolution models for the con-
centration distribution and velocity field, respectively, and the EIT obser-
vations are modelled with the complete electrode model (CEM).
2.1 STATE ESTIMATION APPROACH TO TOMOGRAPHY
The first numerical studies on state estimation in tomographic reconstruc-
tion were carried out in [79, 80, 90]. In these papers, either EIT or electric
wire tomography was used as the imaging modality. Further, state estima-
tion with other modalities including electrical capacitance, optical diffu-
sion, magnetic inductance, electric wire, and infrared species tomography
have been studied [90–93]. In [79, 80, 82, 91–93], a simple non-physical
random walk (RW) evolution model was employed. In [94–96], the EIT
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reconstructions obtained with the state estimation approach were com-
pared with conventional stationary reconstructions. In these studies, the
state estimation approach gave more reliable reconstructions of the non-
stationary target than the stationary reconstruction methods.
The problem of state estimation in tomography with more realistic,
physics based models has also been studied. In [84–86, 97–101], fluid dy-
namical models, in [90] a heat equation based model, in [102, 103] kine-
matic models and in [104, 105] hydrogeophysical evolution models, were
employed. Further in [106], an ordinary differential equation based evo-
lution model for the state of the system was employed in EIT imaging of
the human chest. In [84, 102], comparisons between the state estimates
obtained with the physics based evolution models and the RW models
were carried out. It was shown that an appropriate physics based evolu-
tion model serves as good temporal prior information for the target and
therefore improves the state estimates in comparison with the estimates
obtained with the RW evolution models. Recently, also parameter esti-
mation problems in which the state variables and model parameters, for
example concentration distribution and velocity field, are simultaneously
estimated have been studied [102, 107]. In addition to numerical studies,
the state estimation approach to PT has also been experimentally eval-
uated, see for example [94–96, 108–110] for studies with a RW evolution
model and [90,101,103,111] for studies with physics based evolution mod-
els.
2.2 EVOLUTION MODELS
In PT, many reconstruction problems are related to transport phenom-
ena [112, 113] in which the evolution of the target is typically of CD-type.
In this thesis, the evolution of the chemical substance concentration in a
single-phase flow is modelled with the CD equation. The CD equation is
a partial differential equation (PDE) that models the evolution of a con-
centration distribution under a velocity field. The velocity field in single-
phase flow is modelled with the Navier-Stokes (NS) equations which are
non-linear PDEs. It should be noted that in PT, it is not always necessary
for the evolution models to be accurate descriptions of the true target.
The use of approximative evolution models is usually sufficient as long
as the related uncertainties are carefully modelled. In this section, the CD
equation and the NS equations are briefly reviewed.
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2.2.1 Convection-diffusion equation
Consider an electrolyte dissolved in a single-phase fluid. Denote the con-
centration distribution of conductive ions by c = c(~r, t) and the velocity
field by ~v = ~v(~r, t). Here,~r ∈ RD, D = 2, 3, denotes the spatial coordinates
and t is time. The CD equation is of the form:
∂c
∂t
= ∇ · κ∇c−~v · ∇c (2.1)
where κ = κ(~r) is the diffusion coefficient. For the derivation of the CD
equation, see for example [114]. In this thesis, flows in pipelines are con-
sidered and the following boundary and initial conditions are set:
c(~r, t) = cin(~r, t), ~r ∈ ∂Ωin (2.2)
∂c
∂~n
= 0, ~r ∈ (∂Ωwall ∪ ∂Ωout) (2.3)
c(~r, 0) = c0(~r) (2.4)
where cin(~r, t) is a function describing the concentration entering the do-
main Ω through the input boundary ∂Ωin and c0(~r) is the initial concen-
tration. See Figure 2.1 for a schematic view of an example domain. In PT,
cin(~r, t) is often at least partially unknown and may therefore be consid-
ered as a stochastic process and modelled as
cin(~r, t) = c¯in(~r, t) + ξ(~r, t) (2.5)
where c¯in(~r, t) and ξ(~r, t) are the deterministic and stochastic part of cin,
respectively. The boundary condition (2.3) states that there is no diffusion
through the walls or the outflow boundary. Usually this boundary condi-
tion is not correct on the output boundary ∂Ωout, but as shown in [84], if
the convection term is dominant in the CD equation, the error induced by
the invalid boundary condition on ∂Ωout is negligible.
In practice, the solution of the problem (2.1)-(2.4) is usually numer-
ically approximated, resulting in the following finite-dimensional recur-
sive evolution model
ct+1 = Ft+1ct + st+1 + ηt+1 (2.6)
where the discretized concentration is denoted by ct ∈ RN , the subscripts
denote the discrete time indices and Ft = Ft(~v) ∈ RN×N is the so-called
state transition matrix. For the construction of Ft and st with the finite
element method (FEM) see, for example [84, 100, 115]. The vector st+1 =
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Figure 2.1: A schematic view of the computational domain Ω for the convection-diffusion
equation.
st+1(~v, c¯in) ∈ RN is obtained as a time integral of the deterministic part
of cin, and ηt = ηt(~vt, ξt) ∈ RN corresponds to the stochastic part of cin.
In this thesis, ηt is approximated as a sequentially uncorrelated Gaussian
random variable such that ηt ∼ N (η¯t, Γηt). For the details of a model
for ηt based on approximative handling of the stochastic term ξ(~r, t), see
[84, 85]. In Chapter 4, the approximation error approach is employed to
model ηt similarly as in [86].
2.2.2 The Navier-Stokes equations
In this thesis, the evolutions of the velocity and pressure fields in single-
phase laminar fluid flows are modelled with the NS equations. The NS
equations are based on the continuity equation for the conservation of
mass and the conservation of momentum equations.
The NS equations for incompressible Newtonian fluids are usually
written in the form
∂~v
∂t +~v · ∇~v− µρ∆~v + 1ρ∇p− ~f = 0
∇ ·~v = 0 (2.7)
where ~v = ~v(~r, t) is the velocity field, ρ is the density of the fluid, µ is the
constant viscosity, p = p(~r, t) is the pressure field, and ~f = ~f (~r, t) is the
external force applied to the system, such as gravity.
The solutions of the NS equations are usually approximated numeri-
cally, for example with the finite volume method (FVM), FEM, or spectral
element method. In this thesis, FEM is used. In the numerical approxi-
mation of the NS equations’ solutions, attention must be paid to the dis-
cretization of the domain and time integration [116–118]. Too coarse dis-
cretization and inaccurate time integration may cause unacceptably high
errors to the solutions.
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In this thesis, the evolution model for the velocity field is constructed
by applying a pressure elimination technique to the NS equations and
writing a discrete approximation for the the velocity field. This results in
a non-linear system of ordinary differential equations (ODE) [119–121]. In
this thesis, cases with time invariant boundary conditions are considered.
The solutions of the system of ODEs are approximated with a Runge-
Kutta method [122] resulting a recursive evolution model
vt+1 = F (vt), (2.8)
where vt is the discretized velocity field at time t and F is the non-linear
evolution mapping for the velocity. For details on numerical solution of
the NS equations see, for example, [117, 123, 124].
2.3 ELECTRICAL IMPEDANCE TOMOGRAPHY
In EIT measurements, a set of alternating currents are injected to the target
through an array of boundary electrodes and the resulting voltages on the
electrodes are measured. Based on these measurements the internal con-
ductivity distribution of the target is reconstructed. EIT has applications,
for example, in process industry, and medical and geophysical imaging.
In process industry, EIT is used for process monitoring [52, 84, 125–127],
control [97, 98, 128] and design purposes [56]. Medical applications in-
clude, for example, lung imaging [129, 130] and breast cancer detection
[131,132]. In geophysics, EIT has been applied, for example, to monitoring
soil water saturation [104, 133] and investigation of landslides [134, 135].
The advantages of EIT are the very good temporal resolution (with ex-
isting systems, up to 1500 frames per second [136–138]), non-intrusive
and radiation-free measurements, and low-cost measurement devices. A
drawback of EIT is often the relatively low spatial resolution.
2.3.1 Complete electrode model
For physically realizable quasi-stationary EIT measurements, the com-
plete electrode model (CEM) [19] is the most accurate observation model
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known. The CEM is of the form:
∇ · (σ∇u) = 0, ~r ∈ Ω (2.9)
u + z(`)σ
∂u
∂~n
= U(`), ~r ∈ Ωe(`) , ` = 1, 2, . . . , L (2.10)
σ
∂u
∂~n
= 0, ~r ∈ ∂Ω\∂Ωe (2.11)∫
e(`)
σ
∂u
∂~n
dS = I(`), ` = 1, 2, . . . , L (2.12)
where σ = σ(~r) is the conductivity distribution, u = u(~r) is amplitude
of the electrical potential in target domain Ω, and L is the number of the
electrodes. Further, U(`), I(`), and z(`), respectively, are the electric po-
tential, current and contact impedance corresponding to the `th electrode
Ωe(`) , and ∂Ωe = ∪L`=1∂Ωe(`) is the union of boundary patches covered
by the electrodes. For a schematic view of the measurement setup, see
Figure 2.2. The injected currents must satisfy the current conservation
law
L
∑
`=1
I(`) = 0 (2.13)
and a reference level of the potential u needs to be fixed for example by
setting
L
∑
`=1
U(`) = 0. (2.14)
It has been shown that the conditions (2.13-2.14) ensure the uniqueness
and existence of the (weak) solution of the CEM [139].
The finite element (FE) approximation of the CEM and an additive
noise model lead to the observation model:
V = R¯(σ)I + e (2.15)
where vector V consists of the observed voltages, I = (I(1), . . . , I(L))T is
the vector of injected currents, and e denotes the measurement noise. For
the FE approximation of the CEM, see, for example, [140].
In PT, the conductivity distribution is often rapidly time-varying and
thus the target to be reconstructed changes considerably between consec-
utive current injections. The observation model depends on time only
through the conductivity and injected current, and the time-varying ob-
servation model can be written as
Vt = R(σt)It + et (2.16)
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Figure 2.2: A schematic view of the computational domain Ω. The bold lines at the
boundary of the domain are the electrodes.
where the subscript t is a discrete time index referring to the time instant
of the measurement. In this thesis, et is approximated as a Gaussian ran-
dom variable such that et ∼ N (e¯t, Γet). Note that the mapping R does
not depend on the current pattern. To simplify the notations below, we
denote Rt(σt) = R(σt)It.
Above, the observation model was written in terms of the conductivity
σ. Often in PT, however, one is interested in some other quantity that
better describes the process, such as the concentration of some chemical
dissolved in liquid [84] or the volume fraction of gas in a multi-phase
flow [141]. If the quantity of interest is the concentration distribution and
the reconstructions are computed based on EIT measurements, a model
between the conductivity σ and concentration c is needed and it is written
as σ = σ(c). The observation model corresponding to (2.16) is written in
terms of c as
Vt = R∗t (ct) + et (2.17)
where R∗t (ct) = Rt(σ(ct)) and ct is the concentration at time t. In the
following section, a state-space model consisting of the observation model
(2.17) and an evolution model for the concentration is used in the state
estimation.
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2.4 NONSTATIONARY INVERSION
In this thesis, the time-varying concentration distribution is estimated
based on EIT measurements. The evolution model (2.6) and the obser-
vation model (2.17) constitute the following state-space representation
ct+1 = Ft+1ct + st+1 + ηt+1 (2.18)
Vt = R∗t (ct) + et. (2.19)
It should be noted that the state-space model (2.18-2.19) is a feasible de-
scription for the problem only if the noise processes ηt+1 and et are mod-
elled so that they represent all uncertainties in the corresponding models.
As the measurements in PT are typically obtained at discrete times, only
discrete-time models are considered in this thesis. For state estimation
with continuous-time models see for example [142–145].
In statistical state estimation, the posterior probability density that
is the conditional probability density of the state variable given a se-
quence of measurements is formed. Further, the conditional expecta-
tions E
{
ct|Dˆ
}
of ct at each time t are usually computed and used as
point estimates. Here, Dˆ = {V`, ` ∈ I} and I is a set of time in-
dices. Most commonly, one is to consider the filtering problem in which
I = {1, . . . , t}. Also smoothing problems, for example with the fixed-
interval smoother in which I = {1, . . . , l}, l > t, or prediction problems
in which I = {1, . . . , l}, l < t may be considered.
If the state and observation noise processes can be modelled as se-
quentially uncorrelated processes, (2.18) defines a first order Markov pro-
cess which allows for recursive estimation schemes. In practice, approxi-
mating the state noise as Markov process is usually adequate, even though
the noise processes are often sequentially correlated. Furthermore, it
should be noted that a Markov process of order N can always be written
as the first order Markov process by stacking consecutive time instants
in the model. In the next subsection, a short review of a recursive state-
estimation scheme based on the extended Kalman filter [89, 143–145] is
given.
2.4.1 Extended Kalman filter
In cases of linear state-space models and additive Gaussian models for
the noise processes, all related (conditional) probability distributions are
Gaussian and therefore full inference of the state of the system necessitates
only the computation of the (conditional) means and covariances. These
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can be obtained by the Kalman filter (KF) recursions [88]. In the test
cases considered in this thesis, either the measurement model or both the
measurement and state evolution models are, however, nonlinear and the
KF recursions cannot be directly applied.
The simplest approach to the filtering problem corresponding to the
nonlinear state-space model is to perform global linearization of the mod-
els with respect to some reference point and apply the Kalman filter to
the resulting linear state-space model. This approach is often referred to
as linearized Kalman filtering. The drawback of the global linearization
is that as the true state gets further from the linearization point, the lin-
earization error increases leading to biased estimates. Moreover, a feasible
selection of a global reference point can be difficult or even impossible.
To overcome the problems caused by the global linearization, one can
perform local linearization of the models at the best state estimates avail-
able at time, that are the predictor and filter estimates. With local lin-
earizations, the Kalman filter recursions are referred to as the extended
Kalman filter (EKF). With the state-space model (2.18-2.19) the EKF is of
the form
ct+1|t = Ft+1ct|t + st+1 + η¯t+1 (2.20)
Γt+1|t = Ft+1Γt|tFTt+1 + Γηt+1 (2.21)
Kt+1 = Γt+1|t JTR∗t
(
JR∗t Γt+1|t J
T
R∗t
+ Γet
)−1
(2.22)
ct+1|t+1 = ct+1|t + Kt+1
(
Vt+1 − R∗t (ct+1|t)− e¯t
)
(2.23)
Γt+1|t+1 =
(
I − Kt+1 JR∗t
)
Γt+1|t (2.24)
where JR∗t =
∂R∗t (c)
∂c
∣∣∣
c=ct|t−1
is the Jacobian matrix of the mapping R∗t .
Other approximative recursive schemes for state estimation in non-
linear cases are, for example, unscented [145–147], ensemble [148, 149],
iterated extended [143, 145] and the second order extended Kalman fil-
ters [145, 150–152], and the Gaussian sum filters [89, 147, 153, 154]. It
should be noted that these variants of the Kalman filter, as well as the
EKF, do not possess any optimality properties of the Kalman filter esti-
mates. They have, however, been shown to yield feasible estimates for
nonlinear nonstationary state estimation problems in many applications,
given that the model uncertainties have been carefully modelled, see for
example [105, 155].
In cases of nonlinear or non-Gaussian models, the computation of the
conditional distributions and the related inference can be accomplished
Dissertations in Forestry and Natural Sciences No 138 13
Antti Lipponen: Nonstationary flow fields, model reduction and
approximation errors in process tomography
by using general sequential Bayesian procedures such as particle filtering
[83,145,147,156–158]. Particle filtering is a sequential Markov chain Monte
Carlo method which in cases of large dimensional problems, such as a
typical PT reconstruction problem, becomes an excessively demanding
task with respect to computational resources. Therefore, particle filters
are not considered in this thesis.
2.4.2 Parameter estimation
Often in practical state estimation problems, some of the parameters in
the state-space model are unknown. For example in the estimation of a
time-varying concentration distribution based on EIT measurements, the
velocity field that affects the evolution of the concentration is usually at
least partially unknown. In parameter estimation problems, the unknown
parameters are estimated in addition to the primary unknowns.
Consider the parameter estimation problem corresponding to a non-
linear state-space model:
ct+1 = Fˆt+1(ct;~vt) + ηt+1 (2.25)
Vt = R∗t (ct) + et (2.26)
where (2.25) is the CD evolution model, Fˆt+1(ct;~vt) = Ft+1ct + st+1 is an
evolution mapping for the concentration distribution ct corresponding to
the velocity field ~vt, cf. equation (2.18), and (2.26) is the EIT observation
model. In this case, the augmented state variable Xt is constructed such
that
Xt =
[
ct
~vt
]
(2.27)
and a state evolution model for the augmented state variable Xk is written
as
Xt+1 =
[
Fˆt(ct,~vt)
Fˆ (~vt)
]
+
[
ηt+1
ξˆt+1
]
(2.28)
where Fˆ (vt) is the evolution mapping for the velocity field and ξˆt+1 the
corresponding noise process. In addition, the observation model (2.26)
can be written in terms of the augmented state variable Xt. Based on the
state-space model constituted by such observation model and the evolu-
tion model (2.28), the augmented state variable Xt including the velocity
field ~v can be estimated for example with the EKF. In [107], this type
of parameter estimation problem was considered. In this study, a low-
dimensional parameterization for the velocity field was written and a RW
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evolution model for the velocity field parameters was written. Further, the
related noise processes were modelled as Gaussian and the augmented
state variable Xt was estimated with the EKF. In [107], the velocity fields
were either stationary or slowly varying. In Publication II, a similar pa-
rameter estimation problem was studied in the case of a highly nonsta-
tionary velocity field. In this paper, a reduced-order NS equations based
evolution model for the velocity field was used.
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3 Approximation error mod-
elling
Image reconstruction problems in PT are usually ill-posed inverse prob-
lems, that is, the reconstructions are sensitive to the measurement noise
and modelling errors caused by uncertainties and inaccuracies in the mod-
els [83, 159]. Typical sources of modelling errors in PT are uncertain
parameters in the models, unknown boundary conditions, mismodelling
of geometries, and model reduction due to computational demand. The
modelling errors may be compensated by taking the recently introduced
approximation error (AE) approach. The idea in the AE approach is to
construct a statistical model for the AEs and write it as the part of the
overall model used in the reconstruction [83, 87]. The construction of the
statistical model for the AEs is accomplished by constructing two types of
models: accurate models for simulating the target evolutions and mea-
surements, and reduced-order approximate models used in the recon-
struction. For example, discretization errors are compensated by using
significantly denser FE meshes in the accurate models than in the reduced-
order models. Further, in the approximate models, fixed values for the
uncertain parameters are used. In the accurate models, by contrast, the
uncertain parameters are modelled as random variables. The statistics of
the AEs due to the uncertainty of the parameters and model reduction are
estimated with Monte Carlo simulations.
The AE approach was introduced in [83]. In this book, the approach
was applied to compensate for the discretization errors in cases of full
angle CT and image deblurring problems. The compensation of the dis-
cretization errors in stationary problems with the AE approach was also
studied, for example, in [160, 161] (EIT) and [162, 163] (DOT). Recovery
from the errors caused by truncated computational domains with the AE
approach was investigated in [161, 163, 164]. The AE approach has also
been applied to the compensation of the errors caused by unknown pa-
rameters in the models. The errors caused by the unknown shape of
the target boundary and unknown contact impedances in EIT were con-
sidered in [165] and [161], respectively. Further in [166], the shape of
the target boundary was estimated in addition to the target conductivity
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with EIT based on the AE statistics. In [167], the AE approach was taken
to compensate for the errors caused by linearizing the EIT observation
model. In OT, the recovery of the estimates from errors caused by, for
example, the use of approximative model for light propagation [168] and
anisotropic scattering [169] has been studied.
The extension of the AE approach to the nonstationary problems was
developed in [155, 170, 171]. In [170, 171], the nonstationary AE approach
was studied to compensate for the errors due to coarse spatial discretiza-
tion in cases of a one-dimensional (1D) heat conduction (thermal diffu-
sion) and stochastic convection-diffusion problems. In [155], a nonsta-
tionary, nonlinear 1D heat equation based inverse problem was studied.
In this paper, the approximation errors caused by both the coarse spatial
and temporal discretizations were taken into account and the nonstation-
ary AE approach was extended to nonlinear and parameter estimation
problems. In [86], a PT reconstruction problem was studied. In this pa-
per, the errors caused by unknown concentration distribution on the in-
put boundary of the computational domain were compensated with an
approach similar to the AE approach. In all the cited publications, the
AE approach was found to improve the reconstructions in comparison
with the reconstructions in which the AEs were neglected. The use of
the AE approach does not increase the on-line computational costs of the
reconstruction. This is because all the time consuming AE computations
need to be carried out only once, before the measurements are carried out.
Furthermore, the error estimates for the reconstructions were reported to
provide better assessment of the true errors with the AE approach than
without it [155, 171]. In this chapter, the AE approach is briefly reviewed
both in cases of stationary and nonstationary problems.
3.1 APPROXIMATION ERRORS IN STATIONARY INVERSE
PROBLEMS
Stationary inverse problems deal with targets that are non-varying during
the measurements. To obtain feasible reconstructions, some regularization
techniques (deterministic framework for inverse problems) or statistical
prior information on the target (statistical framework for inverse prob-
lems) is needed.
In the statistical (Bayesian) framework for inverse problems, the solu-
tion of a stationary inverse problem is the posterior probability distribu-
tion. For example, consider the case in which the observation model is a
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time invariant version of (2.17):
V = g(c) + e (3.1)
where V consists of EIT measurements, c is a time-invariant concentra-
tion, g is the mapping between c and V, and e is the observation noise.
Then, the posterior probability distribution is the conditional distribution
of c given the measurements V. Using the Bayes’ formula, the posterior
probability density can written as
pi(c|V) = pi(V|c)pic(c)
piV(V)
∝ pi(V|c)pic(c) (3.2)
where pi(V|c) is the likelihood density defined by the observation model,
pic(c) is the prior probability density for the concentration including the
prior information about the target and the marginal density piV(V) can be
seen as a normalization factor. In practice, some point or spread estimate
from the posterior distribution is often computed. One of the most com-
mon point estimates is the maximum a posteriori (MAP) estimate cˆMAP
which is the solution of the optimization problem:
cˆMAP = arg maxc pi(c|V). (3.3)
Other widely used point estimates include the conditional mean estimate
cˆCM = E{c|V} and the maximum likelihood estimate cˆML = arg maxc pi(V|c).
For more information on solving stationary inverse problems in the sta-
tistical framework, see, for example, [83]. Next, a short review on the AE
approach in stationary inverse problems is given.
Assume that a discrete observation model
V = g˜(c˜;γ) + e (3.4)
is written such that it is sufficiently accurate but too time consuming to
be used in the reconstruction. Here, g˜ : RM˜ → RN is the measurement
mapping, c˜ ∈ RM˜ is the state of the target, and γ and e denote the un-
certain model parameters and the measurement noise, respectively. In the
case of EIT, the uncertain model parameters could include for example the
contact impedances. In this thesis, e is modelled as a Gaussian distributed
random variable such that e ∼ N (e¯, Γe).
Often in practical applications, the computational resources are lim-
ited and the allowable time for the computations is short. Therefore, a
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reduced-order observation model that may be used with low computa-
tional costs is often used. Further, the uncertain parameters of the ob-
servation model are approximated with some fixed values γ¯. Let the
reduced-order observation model be of the form
V ≈ g(c; γ¯) + e (3.5)
where g : RM → RN is the measurement mapping. Further, c ∈ RM,
M < M˜, is a reduced-order approximation of the concentration c˜ and e is
as in the equation (3.4). In the model reduction, the reduced-order concen-
tration c often corresponds to a coarser FE mesh than c˜. The interpolation
mapping between the two meshes is denoted with P : RM˜ → RM such
that
c = P(c˜). (3.6)
The idea in the AE approach is to write a measurement model that
includes an additive AE term in it. This is based on the following straight-
forward manipulations of equation (3.4):
V = g˜(c˜;γ) + g(c; γ¯)− g(c; γ¯) + e (3.7)
= g˜(c˜;γ) + g(c; γ¯)− g(P(c˜); γ¯) + e (3.8)
= g(c; γ¯) + ε+ e (3.9)
where
ε = g˜(c˜;γ)− g(P(c˜); γ¯) (3.10)
is the AE, that is, the discrepancy between the outputs of the measurement
mappings g and g˜.
As c˜ and γ are random variables, it follows that ε is also a random
variable. In the AE approach, the approximative second order statistics of
ε are computed with Monte Carlo simulations as follows. First, a sample
set of targets and uncertain parameters
{
c˜(i),γ(i)
}p
i=1
is constructed by
drawing samples from appropriate prior probability distributions. Next,
the discrepancy term ε(i) corresponding to each sample pair c˜(i), γ(i) is
computed using equation (3.10). Then, based on the sample set
{
ε(i)
}p
i=1
,
the second order statistics for ε are approximated by computing the sam-
ple mean ε¯ and the sample covariance matrix Γε. Finally, a Gaussian
approximation for ε is written such that ε ∼ N (ε¯, Γε). The state c, the
approximation error ε and the measurement noise e are modelled as mu-
tually uncorrelated variables in this thesis. With these approximations,
the observation model (3.9) is of the form
V = g(c; γ¯) + eˆ (3.11)
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where eˆ ∼ N (e¯ + ε¯, Γe + Γε). For the AE method taking into account the
correlations between c and ε, see for example [165, 172].
3.2 APPROXIMATION ERRORS IN NONSTATIONARY IN–
VERSE PROBLEMS
Assume that a discrete state-space model
c˜t+1 = f˜t+1(c˜t;ωt) (3.12)
Vt = g˜t(c˜t;γt) + et (3.13)
is written such that the AEs due to discretization and domain truncation
are negligible. Here, the subscript t ∈ N denotes the time index. In the
state-space model (3.12-3.13), f˜t+1 : RM˜ → RM˜ and g˜t : RM˜ → RN de-
note the evolution and observation mappings, respectively. The uncertain
parameters in the evolution and observation mapping are denoted by ωt
and γt, respectively, and the measurement noise process by et. In this
thesis, the measurement noise process is modelled as a Gaussian random
variable et ∼ N (e¯t, Γet). The state of the system and measurements are de-
noted by c˜t ∈ RM˜ and Vt ∈ RN , respectively. In practice, this state-space
model is constructed similarly to the state-space model used in the state
estimation but with significantly denser discretization (M˜ >> M), higher
order time stepping and a computational domain that is large enough to
induce only negligible truncation errors. It should be noted that different
discretizations for the evolution and observation models may be used.
Denote the mapping from c˜t corresponding to the dense mesh to ct
corresponding to the coarse mesh by h : RM˜ → RM. The reduced-order
state of the system ct can thus be written as ct = h(c˜t).
In the nonstationary AE scheme [155, 171, 173], the following trivial
manipulations are applied to the evolution model (3.12) and the observa-
tion model (3.13):
h(c˜t+1) = h( f˜t+1(c˜t;ωt)) + ft+1(ct; ω¯t)− ft+1(ct; ω¯t) (3.14)
Vt = g˜t(c˜t;γt) + gt(ct; γ¯t)− gt(ct; γ¯t) + et (3.15)
where h(c˜t+1) = ct+1, ft+1 and gt are the approximative evolution and
observation models, respectively, and ω¯t and γ¯t represent fixed values
used for the uncertain model parameters ωt and γt. The state-space model
(3.14-3.15) can be rewritten as
ct+1 = ft+1(ct; ω¯t) + ϑt+1 (3.16)
Vt = gt(ct; γ¯t) + εt + et (3.17)
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where
ϑt+1 = h( f˜t+1(c˜t;ωt))− ft+1(h(c˜t); ω¯t) (3.18)
and
εt = g˜t(c˜t;γt)− gt(h(c˜t); γ¯t). (3.19)
The equations (3.16) and (3.17) constitute the approximative state-space
model. Here the random processes ϑt and εt+1 represent the AEs in the
evolution model ft+1 and the observation model gt, respectively.
The idea behind computing the approximate statistics of ϑt+1 and εt
is similar to that in the stationary case and is carried out as follows. First,
a sufficiently long evolution of the state of the system {c˜t}Tt=1 is computed
using the evolution model (3.12). The observations corresponding to each
c˜t in the evolution are simulated using the accurate observation model
g˜t(c˜t;γt). In the evaluations of the accurate evolution and observation
models, the uncertain parameters ωt and γt are drawn from the appropri-
ate prior probability distributions. Further, the sample sets {ϑt}Tt=1 and
{εt}Tt=1 are computed with the equations (3.18) and (3.19), respectively.
Finally, ϑt and εt are approximated as (discrete-time) Gaussian stochastic
processes. Usually E {ϑt}, E {εt}, Γϑt and Γεt , the expectations and the
covariance matrices of ϑt and εt, are approximated as time-invariant, and
they are computed as the ergodic averages based on the computed sample
sets. Typically εt and et are approximated as mutually uncorrelated vari-
ables and, for example, the EKF is applied to solve the state estimation
problem.
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4 Review on the results in
Publications I-IV
In this chapter, a brief review of the results obtained in Publications I-IV
is given.
4.1 PUBLICATION I: NON-STATIONARY INVERSION OF CON-
VECTION-DIFFUSION PROBLEMS – RECOVERY FROM
UNKNOWN NON-STATIONARY VELOCITY FIELDS
Previously, the state estimation approach to PT has only been studied
in cases of stationary velocity fields or fields that can be described as
slowly time-varying flows with translational invariance, for examples see
[84, 100, 101, 107]. However, many industrial processes involve complex
rapidly time-varying velocity fields. In such cases, the use of a stationary
flow model can lead to heavily biased estimates. The aim of this study
was to employ the nonstationary AE approach to compensate for the er-
rors induced by the stationary velocity field approximation in the case of
concentration imaging with EIT under highly nonstationary flow.
4.1.1 Approximation error modelling
In Publication I, the AE approach was taken to model and compensate for
the evolution model AEs caused by the stationary velocity field approx-
imation and coarse FE discretization. The AE modelling in this publica-
tion follows the general idea of the AE modelling in nonstationary inverse
problems described in Section 3.2.
In AE computations, a sample evolution of the concentration distribu-
tion {cˆt}Tt=1 was constructed with a CD equation based model:
cˆt+1 = Fˆt+1 cˆt+1 + sˆt+1 (4.1)
where Fˆt+1 = Fˆt+1(~v) is the evolution mapping corresponding to the time-
varying velocity field ~v = ~v(~r, t), sˆt+1 = sˆt+1(~v, cin) where cin is the con-
centration at the input boundary ∂Ωin (see Section 2.2.1), and the sub-
scripts denote the discrete time indices. In the construction of the sample
Dissertations in Forestry and Natural Sciences No 138 23
Antti Lipponen: Nonstationary flow fields, model reduction and
approximation errors in process tomography
evolution {cˆt}, a time-varying velocity field based on the Navier-Stokes
flow model, a random evolution for the concentration distribution enter-
ing the computational domain and a relatively dense FE mesh were used.
Further, an approximative evolution model for the concentration with
stationary velocity field approximation and constant input concentration
was written. To decrease the computational burden of the evolution model,
a relatively coarse FE mesh was used for the concentration resulting in the
following CD model:
ct+1 = F¯ct + s¯ (4.2)
where ct denotes the concentration in the coarse mesh, F¯ = Ft(~vav) is
the time-averaged evolution mapping corresponding to a time-averaged
velocity field ~vav of a precomputed computational fluid dynamics (CFD)
simulation, and s¯ is the deterministic input term corresponding to con-
stant input concentration and stationary velocity field approximations.
The approximative model (4.2) was employed in the AE model by rewrit-
ing the evolution model (4.1) as
ct+1 = h(cˆt+1) = h(Fˆt+1 cˆt + sˆt+1) (4.3)
= h(Fˆt+1 cˆt + sˆt+1) + F¯ct + s¯− F¯ct − s¯ (4.4)
= F¯ct + s¯ + wt+1 (4.5)
where ct = h(cˆt) and
wt+1 = h(Fˆt+1 cˆt + sˆt+1)− F¯ct − s¯. (4.6)
To model the AE wt statistically, a sample evolution {wt}Tt=1 was com-
puted corresponding to the concentration evolution {cˆt}Tt=1 by utilizing
the equation (4.6). The AE wt in (4.5) was approximated as a (discrete-
time) Gaussian stochastic process. The time-invariant expectation and
covariance of wt were computed as ergodic averages of the sample evo-
lution {wt}Tt=1. The evolution model (4.5) was finally utilized in the state
estimation.
4.1.2 Simulations and models
To evaluate the proposed approach, a standard CFD benchmark case,
flow around the cylinder in two-dimensions was considered. In the flow
around the cylinder, a cylindrical obstacle in a pipe causes formation of
time-dependent vortices behind the cylinder also known as the von Kár-
mán vortex street. In this study, three different test cases were considered.
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The test cases differed from each other in the velocity field evolutions
which had qualitatively different types of vortices. The different velocity
field evolutions were generated by adjusting the input flow rates resulting
in the Reynolds’ numbers of 50, 85 and 120. In this numerical simulation
study, the computed velocity fields and randomly generated input con-
centration distributions were used for simulating the time-evolving con-
centration distributions which were further used in the generation of the
EIT data used as measurements in the state estimation. Here only two
current injections patterns were selected. Both patterns consisted of cur-
rent injections made on the opposite sides of the target. The selection of
only two current injection patterns was based on good results in [111,174].
In state estimation, the state-space model consisted of the CD model
(4.5) and the CEM (2.17):
ct+1 = F¯ct+1 + s¯ + wt+1 (4.7)
Vt = R∗t (ct) + et. (4.8)
The AE process wt+1 was modelled as described above using a sam-
ple evolution of a concentration distribution under nonstationary velocity
field consisting of 8000 time steps. In the AE computations, the Reynolds’
number was assumed to be known and AE processes were modelled
for each test case separately, based on flow simulations corresponding
to known Reynolds’ numbers. In the observation model, a linear model
between the concentration c and the conductivity σ was assumed.
4.1.3 Results
To study the AE modelling associated with the nonstationary velocity field
and unknown input boundary conditions, the state estimates were com-
puted with and without modelling the AEs of the evolution model. In the
latter case, the state noise process was modelled as in [84]. In both cases,
the discretization errors in the observation model were taken into account
with the AE approach as described in Chapter 3 using the same concen-
tration evolution as used for the evolution model AE computations. The
state estimation problems were solved with the EKF. The results corre-
sponding to Reynolds’ number 50 are shown in Figure 4.1.
The reconstructions without modelling the evolution model AEs were
unreliable; the inclusions with low concentration were not very well tracked.
By modelling the AEs, the reconstructions became more feasible. Behind
the cylinder, the vortical structures of the concentration distributions were
Dissertations in Forestry and Natural Sciences No 138 25
Antti Lipponen: Nonstationary flow fields, model reduction and
approximation errors in process tomography
Figure 4.1: Left column: True concentration distribution. Middle column: estimated
concentration distribution without AE approach. Right column: estimated concentration
distribution with AE approach. Each row corresponds to a different time index shown left
in the figure.
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clearly better traced when the AE models were employed. Also in the
estimates with the AEs modelled, the inclusions were already, at least
roughly, localized in the neighbourhood of the input boundary – even
though the EIT measurements were not very sensitive to the concentra-
tion variations in this domain. In the test cases with Reynolds’ numbers
85 and 120, the effect of the AE approach was not as clear as in the case
of Reynolds’ number 50, see Publication I.
4.1.4 Discussion
In this publication, the nonstationary AE approach in EIT imaging of con-
centration distributions was numerically studied with two-dimensional
(2D) simulations. It was shown that the nonstationary AE approach is
able to at least partially compensate for the approximation errors caused
by the stationary velocity field approximation and discretization errors in
the evolution model. Further, the proposed approach does not increase
the online computational burden of state estimation when compared with
estimation without AE modelling. The approach proposed in this publi-
cation is not confined only to EIT and the extension to other modalities
and to three dimensions are mostly straightforward.
The recovery of the state estimates from the unknown nonstation-
ary velocity field was most successful in the test case with the lowest
Reynolds’ number and it was not performing equally well in the tests
with highly nonstationary flows. In the next section and Publication II, an
alternative approach to recover from the unknown velocity field is con-
sidered. In this approach, the velocity field ~v is simultaneously estimated
with the concentration distribution.
4.2 PUBLICATION II: REDUCED-ORDER ESTIMATION OF
NONSTATIONARY FLOWS WITH EIT
The first studies dealing with the tomographic estimation of velocity fields
were based on stationary imaging. These studies showed that it is some-
times possible to infer the velocity field using a sequence of reconstruc-
tions at different time instants. For example, the cross-correlation EIT
flowmeter [175], uses a sequence of tomographic images corresponding
to two or more electrode layers. The velocity field is inferred based on the
correlations between the images corresponding to different electrode lay-
ers at different time instants. For experimental results computed with the
cross-correlation approach, see also [53, 70, 76, 78, 176–178]. A drawback
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in these cross-correlation approaches is that if the target changes consid-
erably during the measurements, the velocity field estimates may become
biased because the conductivity estimates are based on the stationarity
assumption. Further, the cross-correlation approaches are based on the
reconstructed 2D slices of the target at the sensor planes and the flow
profile is assumed to be translationally invariant along the pipe between
these planes. Because of these assumptions and simplifications, the use
of cross-correlation approach may lead to biased velocity profile estimates
especially in cases of highly turbulent flows. Because of the drawbacks
in the cross-correlation approach, in some cases it may be advantageous
to formulate the velocity field estimation as a nonstationary parameter
estimation problem.
The nonstationary parameter estimation approach to the estimation
of velocity fields using PT was proposed in [107]. In this study, EIT was
used as the measurement modality and the conductivity evolution was
modelled with the CD equation. The velocity field in all test cases was,
however, translationally symmetric. Further, the velocity field in the state
estimation was presented with a few basis functions and a nonphysical
RW model was used as the evolution model for the basis function coeffi-
cients. Despite these simplifications and limitations, the estimates for the
velocity field were reasonable, showing that the simultaneous estimation
of the velocity field and conductivity distribution is at least in principle
a feasible approach. In Publication II, the nonstationary estimation of ve-
locity fields introduced in [107] was extended by implementing a physics
based reduced-order Navier-Stokes evolution model for the velocity field.
For a brief description of the nonstationary parameter estimation prob-
lems, see Chapter 2.
4.2.1 Reduced-order evolution model for the velocity field
The reduced-order Navier-Stokes evolution model used in the state esti-
mation in Publication II was based on the reduced-order representation
for the velocity field. This representation was written as
~v(~r, t) ≈ ~v0(~r) +
N
∑
i=1
αi(t)~vi(~r) (4.9)
where ~v0(~r) is the time-average of the velocity field, ~vi(~r) and αi(t) ∈ R
are respectively the ith basis function and the corresponding time-varying
coefficient for the velocity field.
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The basis for the velocity field was selected based on the proper or-
thogonal decomposition (POD). That is, the basis functions ~vi were se-
lected such that they minimize the functional
E{‖~v−~v0 −
N
∑
i=1
αi ~vi‖2} (4.10)
over all N dimensional bases. The basis functions selected this way are
referred to as the POD modes of the velocity field. We denote the POD
modes by~vPODi . In practice, the POD is applied to a simulated evolution of
the velocity ~v, and the N most significant POD modes for the velocity field
are obtained as the eigenvectors of the velocity field covariance matrix Γ~v
corresponding to the N largest eigenvalues [179].
4.2.2 Simulations and models
In Publication II, the same test case as in Publication I, a 2D flow around
the cylinder was selected. The true velocity field was simulated with the
NS equations and the CD equation was used for the true evolution of the
concentration.
In computing the POD modes for the velocity field, first a velocity field
evolution {vt}Tt=1 was obtained by numerically solving the Navier-Stokes
equations. Here vt is the discretized velocity field at time t and T = 4000.
Second, the covariance matrix Γv for the velocity field was computed as
Γv =
1
T − 1
T
∑
i=1
(~vi − v0) (~vi −~v0)T (4.11)
where v0 is the time average velocity field in the evolution. Third, the
eigenvalue decomposition
Γv = UΛUT (4.12)
was computed and the POD modes were obtained as the eigenvectors of
Γv (the columns of U ).
The truncated POD representation was written with the mean velocity
~v0 and the two POD modes ~vPOD1 and ~v
POD
2 corresponding to two largest
eigenvalues as:
~vt ≈ ~v0 +
2
∑
i=1
α
(i)
t ~v
POD
i . (4.13)
See Figure 4.2 for the mean velocity and the two POD modes. Despite
the low number of POD modes, this POD representation captured 96%
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~v0
~vPOD1
~vPOD2
Figure 4.2: The mean flow field ~v0, and the first and second POD modes ~vPOD1 and ~v
POD
2
for the velocity field, respectively, used in Publication II.
of the variance in the full flow. Finally, the solutions of the NS equations
were restricted to the subspace spanned by the reduced-order represen-
tation (4.13) and the reduced-order evolution model for the velocity field
parameters αt was obtained. The resulting non-linear evolution model is
of the form αt+1 = F˜ (αt). For more details on constructing the reduced-
order NS model see, for example, [180–183].
As in Publication I, EIT was used as the measurement modality and
the CEM was used as the observation model. Further, a linear model be-
tween the conductivity σ and the concentration c was used. The reduced-
order evolution model for the velocity field was augmented with the CD
model as shown in Section 2.4.2, and the resulting model was used as the
overall evolution model. With these selections of the models, the state
space model used in the state estimation was of the form[
ct+1
αt+1
]
=
[
Fˆt(ct,~vt)
F˜ (αt)
]
+
[
ηt+1
ξˆt+1
]
(4.14)
Vt = R∗t (ct) + et (4.15)
where ct is the concentration distribution, αt contains the velocity field
parameters, Fˆt is the evolution mapping for the concentration, and ηt+1
and ξˆt+1 are the state noise processes corresponding to Fˆt and F˜ , respec-
tively. Further, Vt denotes the measured voltages, R∗t is the measurement
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mapping, et is the noise process related to the measurement model, and
the subscripts are the time indices. In the modelling of the noise pro-
cesses, the uncertainties and errors that were due to using coarse finite
element approximations, unknown input concentration and the reduced-
order representation of the velocity field were treated using the AE ap-
proach similarly as in Section 4.1.
4.2.3 Results
In Publication II, the estimates for the concentration and velocity field
were computed with the EKF in two different cases: flow with Reynolds’
number 100 and flow with temporally varying Reynolds’ number. The
aim of the latter test case was to evaluate how fast the estimates are able
to adapt to the changes in the flow conditions, and, especially, to study if
the state estimation predicts the vortices even when they are not present.
Note that the basis for the velocity was based on a flow with Reynolds
number 100, and the structure of the evolution model allowed vortices
to be present in the estimates. Therefore, there was a possibility that the
velocity field estimates would show vortices even if they were not present
in the actual flow.
The true concentration and the velocity field, and the state estimates
corresponding to the test case with Reynolds’ number 100 are shown in
Figure 4.3. Both the concentration and velocity field estimates correspond
to the true values surprisingly well. In the simulation, the estimates for
the velocity field seem to recover from the incorrect initial conditions and
covariances by about the 100th time step. The concentration estimates are
clearly superior to those obtained in Publication I.
Also in the second case (see Publication II), the concentration and
velocity field estimates corresponded to the true values very well. The
most interesting result in this case was that the reconstructions adapted
well to the changing flow conditions. The estimates recovered from the
initial uncertainty and showed stationary flow before the vortices began to
be generated. Furthermore, the estimates showed the gradual transition
phase with a delay of about 50 time steps. The steady flow phase with
vortex shedding and the second gradual transition phase to stationary
flow were also well estimated with about the same delay of about 50 time
steps as in the first transition phase.
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Figure 4.3: Left column: True concentration distribution and velocity field. Right column:
estimated concentration distribution and velocity field. Each row corresponds to a different
time index shown left in the figure.
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4.2.4 Discussion
Based on the numerical studies, the simultaneous estimation of the con-
centration distribution and complex rapidly time-varying flow field is
possible with tomographic imaging when adequate state-space model is
utilized. Furthermore, the proposed estimation scheme does not only
make the flow field estimation possible but also improves the concentra-
tion estimates remarkably, providing clearly superior estimates to those
obtained in Publication I. However, the dual estimation of the flow field
and concentration distribution significantly increases the computational
burden and possibly prohibits online estimation with the present day
computing power. Nevertheless, the proposed reconstruction scheme has
promising offline applications and it could be used, for example, for to-
mographic validation of CFD results.
Despite the promising simulation results, the proposed approach still
suffers from some limitations. For example tracking the movement of an
object with EIT requires that conductivity inhomogeneities are present
in the target and therefore the flow field cannot be inferred from ho-
mogeneous targets. The approach is, however, not confined to any spe-
cific measurement modality and therefore the measurement modality can
be selected according to the target such that some inhomogeneities are
present.
The numerical study only considered a 2D case with the CD equa-
tion as the evolution model. In reality, however, the targets are always
three-dimensional and the target may include a multi-phase flow. Never-
theless, the extensions of the proposed approach to three dimensions and
to more complex evolution models, for example some multiphase flow
models, are mostly straightforward. Of course these extensions will fur-
ther increase the computational burden. Furthermore, the experimental
verification of the approach is still a topic of further research. In the simu-
lation study, for example the truncation errors induced by the truncation
of the computational domain and errors caused by the unknown contact
impedances were not studied. These errors, however, have been shown
to be compensable with the AE approach, see for example the results in
Publication III.
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4.3 PUBLICATION III: NONSTATIONARY APPROXIMATION
ERROR APPROACH TO IMAGING OF 3D PIPE FLOW: EX-
PERIMENTAL EVALUATION
In Publication III, an experimental verification of nonstationary pipe flow
imaging with EIT was carried out. The data used in this study was
from the same experiment as in [174]. In [174], nonstationary EIT re-
constructions of the pipe flow were computed with difference imaging
that required reference measurement data corresponding to a known tar-
get. With difference imaging, qualitatively good reconstructions of the
target were obtained. In Publication III, no reference measurements were
utilized and absolute EIT reconstructions were computed. The AE ap-
proach was employed to model and compensate for the errors caused by
the model uncertainties and inaccuracies. In particular, the inaccuracies
and uncertainties due to the truncation of the computational domain, dis-
cretization, unknown contact impedances of electrodes used in EIT mea-
surements and partly unknown boundary condition in the convection-
diffusion model were considered in this study.
4.3.1 Measurement configuration
The measurement setup consisted of a pipeline filled with tap water and
an EIT measurement device with an electrode array consisting of 64 elec-
trodes aligned in four layers. In the experiments, tap water was circulated
in the pipeline and water-filled table tennis balls were inserted into the
pipe as tracer objects. The speed of the flow was set approximately to
50 cm/s. The aim of the experiment was to track the balls based on EIT
measurements. Two current injection patterns were repetitively used and
the time between consecutive current injections was deliberately set to a
relatively high value, 50 ms, to ensure the nonstationarity of the target.
4.3.2 State-space models and approximation error modelling
In the AE computations, the EIT measurements were modelled with the
CEM and the evolution of the target with the CD equation. Here, the
choice of modelling a multi-phase flow with a single-phase model was
made for computational feasibility. With the selected models, the state-
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space model used in the AE computations was of the form:
σˆt+1 = Fˆσˆt + sˆt (4.16)
Vt = Rˆ∗t (σˆt, zt) + et (4.17)
where σˆt = kct is the conductivity at time t corresponding to a mesh
that is dense and large enough not to induce significant discretization
or truncation errors, ct denotes the concentration distribution, and k is a
constant. Further, Fˆ denotes the CD evolution mapping, sˆt corresponds
to the conductivity entering the domain at the input boundary and Rˆ∗t
is the CEM based mapping that maps the conductivity σˆt and contact
impedances zt to voltages Vt at time t.
Following the AE scheme introduced in Chapter 3, the state-space
model (4.16-4.17) used in the state estimation was written as
hˆ(σˆt+1) = Fσt + s + wˆt (4.18)
Vt = R∗t (σˆt, z) + eˆt + et (4.19)
where hˆ(σˆt) = σt, and wˆt = hˆ(Fˆσˆt + sˆt)− (Fσt + s) and eˆt = Rˆ∗t (σˆt, zt)−
R∗t (hˆ(σˆt), z˜) are the AE processes. Here the conductivity σˆt corresponds
to a coarse and truncated mesh, F and R∗t are the approximative evolution
and measurement mappings, respectively, s is a time-invariant approxi-
mation for the concentration at the input boundary of the domain, and
z˜ denotes the fixed contact impedance values. To ensure the numerical
stability of the approximative evolution model, a rather high value for the
diffusion coefficient was intentionally used in the construction of F and
s. The AE processes wˆt and eˆt were modelled as Gaussian random pro-
cesses and the approximative second order statistics were computed as
described in Chapter 3. For the AE computations, a concentration evo-
lution consisting of 3000 time steps and randomly positioned Gaussian
shaped blobs as input concentration, and randomly sampled values for
the contact impedances zt were used.
4.3.3 Results
Stationary reconstructions and state estimates with and without the AE
model were computed. The stationary reconstructions were computed as
the maximum a posteriori (MAP) estimates with a smoothness prior for
the conductivity. The state estimates were computed with the EKF.
Each of the stationary reconstructions was computed corresponding
to measurements of two current injections. Based on rough, visually esti-
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Figure 4.4: Sequential stationary reconstructions of a target passing the electrode array.
mated fluid velocity, the target moved about 2.5 cm during a single cur-
rent injection. Therefore, as the stationarity assumption of the target was
violated, the stationary reconstructions shown in Figure 4.4 are not feasi-
ble: blobs with lower conductivity appeared at some time instants but the
sizes, locations and absolute values of the blobs do not correspond to the
true target. Furthermore, the stationary reconstruction usually requires
more data than that corresponding to two different current injections – the
information carried by these measurements does not adequately comple-
ment the (stationary) prior information to yield feasible reconstructions.
However, increasing the number of current injections would not have im-
proved the reconstructions as the target would have changed even more
during the measurements.
Photographs of the experiment showing a table tennis ball approach-
ing the electrode array are shown in Figure 4.5. The state estimates with
and without the AE approach at six different time instants are shown in
Figure 4.6. These time instants correspond to times when the ball was
passing the electrode array. In the state estimates computed without the
AE approach, the location of the ball is very roughly tracked. The size
and shape of the ball, however, are not recognizable in the reconstruc-
tions. Furthermore, severe artefacts appear in the reconstructions, espe-
cially near the pipe boundaries. These errors in the estimates are expected
to be results of modelling errors.
In the state estimates computed with the AE approach, resistive balls
are well tracked in the reconstructions, and their shapes and sizes are in
good agreement with reality. The minimum of the estimated conductivity
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Figure 4.5: Sequential photographs of the experiment showing a tracer object (table tennis
ball) approaching the electrode array.
of the inclusions, however, is slightly higher than the true conductivity
of the balls, which was zero. Nevertheless, the contrast with absolute
imaging is significantly better than in [174] where difference imaging was
applied to the same experiment. In Publication III, the sensitivity of the
reconstructions to the cross-sectional location of the ball in the pipe was
also studied. The locations of the balls were in good agreement with the
photos taken from the experiment. Also the diameters of the estimated
targets corresponded relatively well to the true target. For a table of the
estimated target diameters see Publication III.
4.3.4 Discussion
In Publication III, the feasibility of the nonstationary absolute EIT imaging
with the recently proposed nonstationary AE approach was experimen-
tally evaluated. The results show that by employing the nonstationary AE
approach to modelling the uncertainties and inaccuracies in absolute EIT
imaging yields a significant improvement on the estimates. Furthermore,
the AE approach does not increase the computational costs in the state
estimation compared to the state estimation scheme without the AE ap-
proach: the most time consuming precomputations need to be carried out
only once and before the measurements are carried out.
Despite the good results, the AE model construction in this study was
not complete. Only some of the AEs associated with the uncertainties and
inaccuracies of the flow and observation model were taken into account.
Some obvious error sources were still neglected. For example, the test
case involved a multi-phase flow, and a single-phase flow model was used
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Figure 4.6: First row: State estimates without the AE approach. Second row: State
estimates with the AE approach. Each column corresponds to a different time instant. The
times relative to the leftmost figures are shown on top of the figures.
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as the evolution model. Further, the nonstationarity of the velocity field
was not accounted for. Taking into account these errors in the estimation
scheme might improve the reconstructions even more.
In this study, a rather simple test case was used to experimentally
show the feasibility of the proposed approach. The test case involved liq-
uid flowing in a pipe and solid circular shaped tracer objects with the
same size and constant conductivity. As the evolution model, however, a
single-phase CD model was used. Regardless of this mismodelling, the
reconstructions were relatively good. In this study, the CPU time used
for estimating one time step forward in the state estimation scheme took
about 21 seconds 1 and is unacceptably high for online monitoring. The
high computational costs were mostly due to high-dimensional state of
the system and the consequential high-dimensional evolution and obser-
vation models. To address the issue of high-dimensional state of the sys-
tem and computationally expensive observation model, a reduced-order
model for EIT is proposed in Publication IV.
4.4 PUBLICATION IV: REDUCED-ORDER MODEL FOR EIT
BASED ON POD
In EIT, the observation model is usually numerically approximated with
the FEM, and the finite dimensional approximations for the electrical
conductivity σ and potential field u are often written using locally sup-
ported piecewise polynomial basis functions. Typically, relatively dense
FE meshes are needed to model the measurements with a sufficient ac-
curacy. Therefore, the use of locally supported FE bases often leads to a
high dimensional problem which may require a large amount of memory
and time to solve. In Publication IV, a reduced-order model for EIT was
proposed to overcome the problems related to the computationally expen-
sive FEM based observation models. The proposed model was tested by
employing it in stationary EIT reconstruction problems.
Similarly as the reduced-order Navier-Stokes model described in Sec-
tion 4.2.1, the reduced-order EIT model proposed in Publication IV was
based on the POD modes. The POD representations for both the conduc-
tivity distribution σ and the electric potential field u, which is the solu-
tion of the EIT forward problem, were written. The construction of the
POD representation of the conductivity was based on conductivity sam-
1CPU time measured in Matlab environment with Dell Precision T7400 work-
station (two quad core Intel Xeon E5420 CPUs and 32 Gb of RAM)
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ples drawn from the prior probability distribution of the conductivity, and
the POD representation of the potential field was based on potential field
samples corresponding to the conductivity samples. The POD approxi-
mation of the conductivity was similar to those used in papers [184–187]
where the POD was used to construct a reduced-order basis for the prob-
lem parameters in inverse problems. The POD approximation of the elec-
tric potential field was similar to those in papers [181–183,188,189] where
the POD modes were used for constructing the FE basis for the solution
of a partial differential equation (PDE). A similar type of approach as in
Publication IV was recently published in [190]: a reduced-order basis was
written for both the parameters and the solutions of a PDE problem in the
case of statistical inverse problem of groundwater flow. In [190], however,
the bases for the reduced-order representations were constructed using an
optimization-based greedy sampling method instead of the POD. Further,
the prior information on the model parameters was not employed as in
Publication IV.
4.4.1 Reduced-order modelling in EIT based on POD
In Publication IV, the reduced-order observation model for EIT was con-
structed as follows. First, the reduced-order approximations for the dis-
cretized conductivity σh and electric potential field uh were written as
σh ≈ σ0 +
Nσ
∑
i=1
ασi φ
σ
i (4.20)
uh ≈ u0 +
Nu
∑
j=1
αuj φ
u
j (4.21)
where σ0 = E{σ} and u0 = E{u} are the expectations of σ and u, respec-
tively. Further, φσi and φ
u
j are the basis functions for σ
h and uh, respec-
tively, and ασi and α
u
j are the corresponding coefficients. In this study, the
basis functions φσi and φ
u
j were selected as the POD modes corresponding
to σh and uh, respectively. That is, the basis functions were selected such
that the functionals
E{‖σh − σ0 −
Nσ
∑
i=1
ασi φ
σ
i ‖2} (4.22)
and
E{‖uh − u0 −
Nu
∑
j=1
αuj φ
u
j ‖2} (4.23)
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were minimized over all Nσ and Nu dimensional bases, respectively. In
practice, the POD bases are obtained as eigenvectors of conductivity and
potential covariance matrices Γσ and Γu corresponding to the Nσ and Nu
largest eigenvalues, respectively.
The POD modes for the reduced-order approximations were constructed
as follows. First, a Gaussian prior density piσ was constructed and used to
model the prior information on the conductivity σ. Second, a set of con-
ductivity samples {σ(i)}Mi=1 was randomly drawn from the prior. Third,
the sets of potential field samples {u(i,`)}Mi=1 for each current injection
pattern ` were computed by solving the EIT forward problem with a con-
ventional FEM based model corresponding to the conductivity samples
{σ(i)}. Further, the covariance matrices Γu,` were approximated as the
sample covariance matrices of the sample sets {u(i,`)}. Finally, the POD
modes for σ and u(`) corresponding to each current injection pattern were
computed as the eigenvectors of the conductivity prior covariance matrix
Γσ and the approximated covariance matrices Γu` , respectively.
The reduced-order EIT model was constructed by inserting the reduced-
order representations (4.20) and (4.21) using POD modes as the basis
functions into the conventional FE implementation, see Publication IV
for details. As the reduced-order POD representations are typically low-
dimensional, the model reduction results in a dense but low-dimensional
system of equations that is fast to solve. In Publication IV, the proposed
reduced-order measurement model for EIT was evaluated by employing
it in EIT reconstruction problems.
4.4.2 Measurement configuration, prior models and approxima-
tion errors
The reduced-order observation model for EIT was evaluated both with
numerical and experimental tests. In the numerical tests as well as in
the experiment, a circular target with a diameter of 28 cm and 16 equally
spaced electrodes attached at the boundary of the target was considered
and the opposite current injection scheme was selected.
In this publication, a Gaussian prior model σ ∼ N (σ0, Γσ) was se-
lected such that the covariance matrix was written as
Γσ(i, j) = a exp
{
−‖~ri −~rj‖
2
2b2
}
+ cδij (4.24)
where Γσ(i, j) is the covariance matrix element (i, j) corresponding to con-
ductivity values at nodes located in ~ri and ~rj. Further, a, b and c are
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positive scalar parameters and δij is the Kronecker delta symbol. This
selection of the prior density piσ yields high probabilities for spatially
smooth conductivities and small probabilities for conductivities with dis-
continuities or large spatial variations. In Publication IV, two different
priors for the conductivity were tested. The priors differed from each
other on the degree of smoothness. It was found that the larger the de-
gree of smoothness for the conductivity was, the smaller number of POD
modes were required to form a feasible reduced-order representation for
both the conductivity σ and electric potential field u. For more details on
the dependence of the prior parameters and the number of POD modes
in the reduced-order representations, see Publication IV.
The POD modes for the conductivity σ and electric potential field
u corresponding to each current injection were computed as described
above. The reduced-order measurement model was written as
V = RPOD(σ) + w + v (4.25)
where V consists of the measured voltages, RPOD(σ) denotes the POD-
based reduced-order measurement model, w = R(σ) − RPOD(σ) is the
AE due to the reduced-order measurement model, R(σ) denotes the con-
ventional FE based measurement model, and v is the measurement noise.
The AE term w was approximated as a Gaussian random variable and the
second order statistics were computed based on the same conductivity
samples that were used in the POD computations. Further, v was mod-
elled as a Gaussian random variable and mutually uncorrelated with w.
4.4.3 Results
In all tests, the prior with smaller degree of smoothness was selected and
the POD modes for the σ and u were constructed as described above.
The numbers of the POD modes used for constructing the reduced-order
model were selected as the minimum amount of basis such that 99.75% of
total variances were retained by the POD modes. This yielded reduced-
order representations consisting of 119 basis functions for the conductivity
and 68 basis functions for the potential. Further, the AE modelling and
the precomputations involving the constructions of all the matrices that
are independent of the measurement data were carried out. It should
be noted that these precomputations need to be computed only once for
each measurement geometry, current injection patterns and prior model.
The absolute EIT reconstructions were computed as the maximum a pos-
teriori (MAP) estimates. Also reconstructions with a conventional FEM
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based observation model were computed. Three simulated targets and
the reconstructions computed both with conventional and reduced-order
models are depicted in Figure 4.7.
In the reconstructions shown in Figure 4.7, the positions of the in-
clusions are well reconstructed. However, there is a small distortion in
the shapes of the inclusions. Furthermore, the contrast is slightly bet-
ter in the cases of conventional models. The computation times for the
reconstructions corresponding to the conventional model were about 34
s and for the reconstructions corresponding to the reduced-order model
significantly less, about 1.2 seconds. That is, the computation times for
the reduced-order reconstructions were less than 4% of the computation
times of the conventional models.
The reconstructions based on experimental data for three different tar-
gets are shown in Publication IV. Also in the case of experimental data,
the reconstructions were reliable and no significant difference between the
conventional and reduced-order reconstructions were found.
The effect of the number of POD modes in the reduced-order approx-
imations was also evaluated. In this test, the target shown in the middle
row of Figure 4.7 was used. Figure 4.8 shows a table of reconstructions
and reconstruction times for different reduced-order representations cor-
responding to different numbers of POD modes for the conductivity and
the electric potential field. The results show that the reconstructions are
feasible even with a very small number of POD modes as the basis. If
the demand for accuracy in the reconstructions is slightly relaxed from
the reconstructions shown in Figure 4.7, the computation time could be
decreased by more than two orders of magnitude. The shape of the target
is well reconstructed when only 50 and 5 basis functions for the conduc-
tivity and potential, respectively, are used. In this case, the computation
time is only 71 ms. By adding more basis functions to the reduced-order
representations the contrast of the reconstruction is enhanced.
4.4.4 Discussion
In Publication IV, a reduced-order observation model for EIT was pro-
posed. The model was based on the reduced-order POD representations
of the conductivity and electric potential field. The feasibility of the model
was evaluated by employing it in an EIT reconstruction problem both with
simulated and experimental data. The results show that it is possible to
employ a very low-dimensional model in EIT and still get reasonable re-
constructions. The extensions of the proposed reduced-order reconstruc-
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Figure 4.7: Left column: True targets. Middle column: Conventional reconstructions
σˆFEM. Right column: Reduced-order reconstructions σˆPOD. The reconstruction times are
shown in the parenthesis on top of the reconstructions.
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Figure 4.8: Reduced-order reconstructions and reconstruction times with different num-
bers of POD modes for the conductivity σ (Nˆ) and the electric potential field u (Mˆ). The
true target is shown in the middle row of Figure 4.7.
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tion method to three dimensions and other imaging modalities are mostly
straightforward. Recently in [191], the proposed reduced-order model
was employed in a nonstationary EIT problem. The results in the cited
paper agreed with the ones obtained in Publication IV: it was found out
that the reduced-order model significantly decreases the computational
burden of the reconstruction without a significant loss of accuracy.
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5 Summary and conclusions
In this thesis, new computational methods for reconstruction problems
in PT were developed. The use of these methods improve the reliabil-
ity of the reconstructions and reduce the computation time compared to
the conventional methods. The developed methods are also more robust
against uncertainties and inaccuracies in the models than the conventional
methods. All the developed methods were tested with simulations, and
some of the methods also with experimental data.
In Publication I, the reconstruction of time-varying concentration dis-
tributions under nonstationary flow conditions was considered. In the re-
construction, the flow field was approximated as stationary and the AEs
caused by this mismodelling were taken into account with the nonstation-
ary AE approach. It was found out that the proposed approach is able
to at least partially compensate for the AEs and improve the quality of
the estimates over the estimates obtained without the AE modelling. Fur-
thermore, it was noted that the computational costs in the reconstruction
are not increased by the proposed approach as all the time consuming
computations are carried out before the state estimation.
In Publication II, a nonstationary concentration distribution and the
underlying nonstationary velocity field were the simultaneously recon-
structed based on EIT measurements. Earlier studies had shown that such
an estimation scheme is in principle feasible since the evolution of an in-
homogeneous concentration carries information also on the velocity field.
The earlier results, however, were restricted to either stationary or slowly
varying velocity fields and simplified nonphysical models. In this study, a
Navier-Stokes equations based reduced-order evolution model for the ve-
locity field was used. The obtained velocity field estimates were in good
agreement with the actual velocity fields. Further, it was found that the
proposed approach significantly improves the concentration distribution
estimates over the results obtained in Publication I. The drawback of the
proposed approach is that it is still computationally too expensive for real
time applications. Nevertheless, the results suggest that it is possible to
construct a flow field meter based on tomographic measurements. This
type of flow field meter would have numerous applications, for example,
in process industry as mass flow meter and in the verification of CFD
simulation results.
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In Publication III, the feasibility of the state estimation approach with
fluid dynamical models to imaging of three-dimensional flows was exper-
imentally evaluated. The main focus was on applying the AE approach to
recover from the modelling errors caused by a coarse discretization, the
truncation of the computational domain, and unknown diffusion coeffi-
cient and contact impedances. All reconstructions were based on absolute
imaging; that is, no reference measurements were utilized in the recon-
structions. The reconstructions with the AE model were compared with
stationary and nonstationary reconstructions without the AE model. The
nonstationary reconstructions with the AE model were feasible while the
other reconstructions were highly biased. The study demonstrated the
importance of accounting for the model inaccuracies and uncertainties in
absolute imaging: enhancing the state-space representation with AE mod-
els yields a significant improvement in the reconstructions.
In Publication IV, a reduced-order observation model for EIT based
on POD was proposed. The feasibility of the EIT model was evaluated
by employing it in absolute EIT reconstruction problems. In the tests,
EIT reconstructions were computed both with simulated and experimen-
tal data. The tests showed that by employing the proposed model in the
EIT reconstruction, the reconstruction time can be decreased to less than
5% of the time required for conventional reconstructions without signifi-
cant loss of accuracy. The results in Publication IV suggest that employing
the reduced-order EIT model may even enable the use of EIT in new ap-
plications where it was not possible before due to high computational
costs. Further, it should be noted that applying the proposed reduction
approach to similar tomographic imaging problems is a straightforward
task.
In process industry, there is a great need for reliable process mon-
itoring techniques that give three dimensional real time information on
the process. With feasible and reliable process monitoring techniques the
process may be controlled to maximize the quality of the product and
minimize the costs. During the last three decades, a considerable effort
has been made to develop tomographic techniques for industrial imag-
ing. Still today, however, the commonly used reconstruction algorithms
in PT are relatively intolerant of both measurement noise and modelling
errors and often involve prohibitively large computational costs for real
time monitoring. These limitations in the reconstruction algorithms are
partly responsible for the relatively low use of PT techniques in the in-
dustry. The new computational methods developed in this thesis address
both the problem of high computational costs and intolerance of mea-
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surement and modelling errors in the reconstruction. By employing the
methods developed in this thesis it may be possible to improve the reliabil-
ity of information produced by the PT sensors, decrease the computation
time to get more valuable information on rapid temporal behaviour of the
process, or even get new type of information, such as the velocity field in-
formation, on the process. The methods developed may even expand the
use of PT to processes in which the monitoring was not possible before,
for example, due to high computational costs.
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Antti Lipponen
Nonstationary Flow Fields, 
Model Reduction and Approximation 
Errors in Process Tomography
In process industry, there is a great 
need for reliable process monitoring 
techniques that give three dimen-
sional real time information on 
the process. In process tomography, 
the inner properties of the process 
are reconstructed based on the 
boundary measurements. In this 
thesis, new computational methods 
for process tomography are devel-
oped. These new computational 
methods aim at improving the robust-
ness of process tomography imaging 
against the model uncertainties and 
inaccuracies, and decrease the com-
putational costs. Both numerical sim-
ulations and experiments are used to 
evaluate the methods developed.
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