Abstract. Cubic and quartic non-autonomous differential equations with continuous piecewise linear coefficients are considered. The main concern is to find the maximum possible multiplicity of periodic solutions. For many classes, we show that the multiplicity is the same when the coefficients are polynomial functions of degree n, or piecewise linear functions with n segments.
Introduction
Consider the Abel differential equation
where z is real and A(t), B(t) are continuous functions. Let z(t, c) be the solution that satisfies the initial condition z(0, c) = c. A solution ϕ is periodic if it satisfies the boundary condition ϕ(0) = ϕ (1) . The equation has a center at z = 0 if there exists an open interval I containing 0 such z(t, c) is periodic for all c in I. The concept is related to the classical center problem of polynomial two-dimensional systems, see [5] . Several research articles were published in the last twenty five years to find conditions which are necessary and sufficient for the existence of a center, see [12] . The displacement function q is defined by q(c) = z(1, c) − c. Zeros of q identify initial points of solutions of periodic solutions. Note that q is a holomorphic function defined on an open set containing the origin. The multiplicity of a periodic solution ϕ is that of ϕ(0) as a zero of q. In the neighborhood of z = 0, we can write (1.2) z(t, c) = ∞ n=1 a n (t) c n ,
for 0 ≤ t ≤ 1; the a n (t) are continuous and satisfy the following initial conditions. a 1 (0) = 1, a n (0) = 0, n > 1.
The multiplicity of the origin is k, k ≥ 2, if and only if a i (1) = 0, i = 2, · · · , k − 1, a k (1) = 0.
Moreover, z = 0 is stable when a k (1) < 0, and it is unstable when a k (1) > 0. The Abel differential equation has a center at the origin if and only if
The functions a n (t) satisfy the equations Formulae for the a n (t), in terms of A(t) and B(t), were derived in [5] for 2 ≤ n ≤ 8. Now, we consider the quartic differential equation
where z is real and A(t), B(t) are continuous functions. With the same definition of multiplicity, the formulae for a n (t) becomes:
Formulae for the a n (t), in terms of A(t) and B(t), were derived in [4] for 2 ≤ n ≤ 8.
The class of equations (1.4) has received some attention in the literature. The main concern is to estimate the number of periodic solutions. The qualitative behavior of the solution curves depends entirely on the periodic solutions; see, for example, [10] . The problem was suggested by C. Pugh as a version of Hilbert's sixteenth problem; it is listed as Problem 7 by Steve Smale in [11] . Equations of the form (1.3), have been studied in [8] and [10] using the methods of complex analysis and topological dynamics. The variable z was assumed to be complex. The reason is that periodic solutions cannot then be destroyed by small perturbations of the right-hand side of the equation. Suppose that ϕ is a periodic solution of multiplicity k. This solution is counted as k solutions. By applying Rouche's theorem to the function q, for any sufficiently small perturbations of the equation, there are precisely k periodic solutions in a neighborhood of ϕ (counting multiplicity). On the other hand, upper bounds to the number of periodic solutions of equation (1.4) can be used as upper bounds to the number of periodic solutions when z is limited to be real-valued. This is the reason that the coefficients are not allowed to be complex-valued. The results presented in [8] could be used for equations with piecewise linear coefficients; the coefficients in [8] are only required to be continuous.
The equation (1.4) was considered in [2] and [4] . The main concern was the multiplicity of z = 0 when the coefficients are polynomial functions in t, and in cos t and sin t. Equations with at least 10 real periodic solutions were constructed. These periodic solutions are bifurcated from a periodic solution of multiplicity 10. In this paper, we consider the case in which A(t) and B(t) are continuous piecewise linear functions.
T simplify the presentation, we introduce the functions Definition. µ 1 (m, n) = Maximum {multiplicity of z = 0 when B(t) and A(t) are polynomial functions of degree m and n, respectively}. µ 2 (m, n) = maximum {multiplicity of z = 0 when B(t) and A(t) are continuous piecewise linear functions, with m and n segments, respectively}. For µ 2 the segments are connected at
In the next section, we consider the cubic equation. First, sufficient conditions for the existence of a center at z = 0 are given. Then we prove the following result.
The quartic equation is considered in Section 3. We prove our second result. 
These results provide evidences for the following conjecture. 
for all m and n.
Cubic Equations
The formula (1.3) is nonlinear with an increasing number of terms. In computing multiplicity, another linear formula is used. To derive this linear formula, we use the expansion of the inverse Poincaré mapping
where V 0 (1) = 1, and V k (1) = 0, k > 1. From the two expansions (1.2) and (2.1), we have
It follows from equating the coefficients of c i in both sides that if
z k with respect to t and then substitute in (1.1); we obtain
From equating the coefficients of z k in both sides, we have
This formula is linear and easier to implement than the formula for a n . We summarize these remarks as follows. 
and is unstable when V k (1) < 0.
The procedure of using the inverse Poincare map is classical, see [9] . Similar formulae were obtained in [3] using Liapunov functions approach.
First, we present conditions on the functions A(t) and B(t) that imply z = 0 is a center. Theorem 2.2. Suppose that A(t) and B(t) are continuous functions. The condition
is satisfied by all solutions of equation (1.1) if and only if
Proof. Suppose that A(t) and B(t) satisfy the above condition. Let z(t) be a solution of (1.1) defined on the interval [0, 1]. Consider the functions
The functions are defined on the interval [0, 1 2 ]. Differentiate z 1 (t) and z 2 (t) and then substitute in the differential equation; this giveṡ
Hence, z 1 (t) and z 2 (t) are solutions of the differential equatioṅ
On the other hand,
). The uniqueness theorem implies that z 1 (t) ≡ z 2 (t). Therefore,
In particular, z(0) = z(1). Conversely, assume that all solutions z(t) starting in a neighborhood of the origin satisfy the condition z(
. Now, we differentiate both sides and substitute in the equation to obtain
for all small z. Therefore,
If A(t) and B(t) satisfy the condition in Theorem 2.2 then
are odd functions. It follows from the theory of Fourier series that these functions are of the form sin(4πt) g(cos(4πt)), where g is a continuous function. Therefore, A(t) and B(t) satisfy the composition condition. Recall that A(t) and B(t) satisfy the composition condition if A(t) = s ′ (t)A 1 (s(t)) and B(t) = s ′ (t)B 1 (s(t)), where s(t) is a periodic function and A 1 and B 1 continuous functions. We refer the reader to [5] for more details.
Lemma 2.3. [5]
If A(t) and B(t) satisfy the composition condition then z = 0 is a center for equation (1.1).
is a continuous piecewise linear function defined on the interval [0, 1], then f (t) can be written in the form
If t k−1 ≤ t ≤ t k then t−t i +|t−t i | = 0 for i > k−1, and t−t i −|t−t i | = 2t−2t i for i ≤ k − 1. Therefore, in each subinterval [t i−1 , t i ], the formula becomes
The slope of this line segment is m i Corollary 2.4. Suppose that A(t) and B(t) are piecewise linear continuous functions. Let m k and n k be the slopes of the line segments t k−1 < t < t k , k = 1, 2, · · · , n of A(t) and B(t), respectively. If A(
Proof. We show that A(t) satisfies the conditions in Theorem 2.2. For a given t, let S 1 , S 2 , · · · , S k be the segments that contain the interval
where, s i is the slope of the line segment S i . Simplifying the right hand side gives
and hence,
The same argument is applied to B(t). Hence, A(t) and B(t) satisfy the conditions in Theorem 2.2. (2) Suppose that f (t) satisfy the conditions in Corollary 2.2. If the number of segments is even then the two middle segments have the same slope and hence can be considered of one segment with length 2 n and we call it the middle segment. To understand the shape of f (t), we start from middle segment and add two parallel segments, one at each side. We continue in this process until we cover the interval Notation. Let η k denotes V k (1) modulo the ideal generated by V 2 (1), V 3 (1), · · · , V k−1 . The multiplicity of the solution z = 0 is k when η 2 = η 3 = · · · = η k−1 = 0, and η k = 0. We use the theory of Gröbner bases to simply the base of an ideal. The Gröbner basis of the ideal generated by η 2 , η 3 , · · · , η k is denoted by G k . The Computer Algebra System Maple is used in computing Gröbner bases; see [7] . Now, we prove Theorem 1.1. In the case that the coefficients are polynomial functions, the results were proved in [1] , [5] and [6] . We present the proofs for completeness.
Proof. (Theorem 1.1 ) We compute the Gröbner bases G 2 , G 3 , · · · , G k , such that vanishing all polynomials in G k implies that the origin is a center. The existence of G k follows from Hilbert's finiteness theorem. The basis G k is the basis of the center ideal. This ideal is called the Bautin ideal; see, for example, [12] . To show that z = 0 is a center, we need sufficient and necessary conditions for a center.
(1) Let
The Gröbner basis is given by
These three conditions imply that B(t) = b e A(t). Lemma 2.3 implies that z = 0 is a center. With the notation, s(t) is the definite integral of A(t). Therefore, µ 1 (2, 2) = 4. In the case of piecewise linear coefficients, we let
We obtain a similar Gröbner basis
These conditions imply that B(t) = b e A(t). Same argument used above implies that µ 2 (2, 2) = 4. (2) Let
The basis is given by The case g = 0 is considered in part (1) and the case c = 0 is considered in the part (3). We assume that gc = 0. The basis becomes
Adding η 8 to the basis gives
Hence µ 1 (2, 3) = 8. Next, let
The case that c−a = 0 is considered in the part (3). When c−a = 0, we make the change of variables
This transformation reduces the equation into a similar one but c−a is replaced by 1. It should be mentioned that this transformation does not change the multiplicity. Hence, we let c − a = 1. The basis is given by
These conditions imply that A(t) ≡ 0, and hence the origin is a center. (3) It follows from Proposition 2.1 that if the multiplicity is greater than 2 then
is a linear function then the multiplicity is greater than 2 when B(t) = u (2 t − 1), where u is a constant. With the transformation
we can assume that u = 1. We write the polynomials in the form
This form is used in [1] and it gives smaller Gröbner bases. It is clear that if a = b = c = d implies that z = 0 is a center. The composition condition in Lemma 2.3 is satisfied with s(t) = t 2 − t.
The bases for all the cases are given by
If the degree of A(t) is 7 then G 11 = a, b, c, d .
For the case of piecewise linear coefficients, we take
and the forms of A(t) are taken separately. In each case the center follows from Corollary 2.4.
The basis is given by
With three segments, we take
And this gives
Similarly, for 4, 5, 6 and 7 segments the forms of A(t) and the bases are given in by:
Quartic Equations
A linear recursive formula for computing the multiplicity can be derived as in Section 2. In this case, the functions V k (t) are defined by: (3.1) 4) . In this case, the origin can not be a center. It is shown in [4] that z = 0 is an isolated periodic solution. For a given class of coefficients the Gröbner bases are computed until G k = 1 ; in this case the set of polynomials in G k do not have a common zero and therefore the maximum possible multiplicity is k. It is shown in [4] that µ 1 (2, 2) = 8, and it is shown in [2] that µ 1 (2, 3) = 10. We include proofs of these results also.
The Gröbner basis is given by It follows that G 8 = 1 . For the case piecewise linear coefficients, we take
Remark 3.2.
(1) To see the effect of connection points on multiplicity, we repeat the computations in Theorem 1.2(i) with many values of the connection points. The results are the same. In particular, µ 2 92, 2) = 8. As an example, we give the Gröbner basis G 7 and η 8 when the connection point is at Proof. We put η 2 = 0, and then take B(t) = 2 at − a.
The function A(t) is written as A(t) = b t + c when 0 ≤ t ≤ h, and A(t) = d t + b h + c − d h when h ≤ t ≤ 1. To compute η 3 , η 4 , η 5 , we use the following formulae derived in [4] . It is clear that the last polynomial does not have a real solution. Hence, µ 2 (1, 2) = 5.
