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1. INTR~DuCTI~N 
Let h(4) and {Q~(x)} be two sequences of orthogonal polynomials. In 
several recent papers (e.g., see references [I] to [5]) Askey, Fitch, and Gasper 
have pointed out that projection formulas of the types 
have important applications to the theory of orthogonal polynomials. For most 
of the applications of (1.1) and (1.2) mentioned in these papers, one does not 
need to have explicit formulas for the kernels (measures and coefficients, 
respectively) since only their non-negativity was needed. By concentrating 
on the special case in which &(x) and qn( x are the classical orthogonal ) 
polynomials (Jacobi polynomials and their limits) the above-mentioned 
authors were able to develop methods for determining when the kernels are 
non-negative. In this paper we further extend these methods to obtain many 
results on when projection formulas of the above types hold for the discrete 
orthogonal polynomials of Hahn, Krawtchouk, Meixner, and Charlier [lo, 
14, 171. Since Jacobi polynomials are limits of Hahn polynomials (see (1.5) 
below), non-negativity results for Jacobi polynomials will also follow from 
our work. 
For 01, /3 > - 1, N a non-negative integer and n = 0, l,..., N we shall 
define the Hahn polynomials by 
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where (u),, = 1, (u)~ = a(u + 1) ... (a + k - 1) for k 3 1. These polyno- 
mials are orthogonal with respect to a measure which has jumps at 
x = 0, l,..., N of magnitudes 
For a detailed discussion of the basic properties of Hahn polynomials, see 
Karlin and McGregor [14], where a slightly different notation is used. Note 
that the Hahn polynomials have been normalized so that 
Q,(o; a, /3, N) = Q&i a, B, N) = 1. 
For two sequences {Qn(x; a, b, N)}, {Qn(x; IX, /?, N)} of Hahn polynomials 
the projection formulas may be written as 
N 
Q&Y a, 6, N) = C 4x, Y> Q~(Y; 01, P> NJ> (1.3) 
y=o 
Q&i a> 6, N) = i B(n, 4 Qdx; 01, A N), 
k=O 
(1.4) 
where A(x, y) = A(x,y; a, b, LX, /3, N), B(n, k) = B(n, k; a, b, OL, /I, N) and 
x,y,n,li =o, I,...) N. Here, as elsewhere, it is assumed that a, b, (Y, /I > - 1. 
In dealing with the problem of determining when the coefficients in (1.3) 
and (1.4) are non-negative we are guided by what has been discovered so far 
for the limiting Jacobi polynomials cases which follow from (1.3) and (1.4) 
by means of the limiting relation 
P$@(l - 2x) 
P;J’( 1) = jym Q&k a> P, N) 
=F[--n,n+a+$+l;cf+1;X], (1.5) 
where PF*@)( ) . h J b’ p 1 x is t e ace 1 o ynomial of degree 12. Due to (1.5) a limiting 




pc.b)(l) = -1 pFsB’(l) “h% (1.6) 
where - 1 < x < 1 and the measure dv,(y) = dv,(y; a, b, 01, @) is inde- 
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pendent of n. For the special case a = 01 + cc, b = /3 - p, p > 0 the non- 





= qa + p + 1) (1 - LX)+@ l&$/)( y) 
qc.f + 1) Q) s 5 pj&a.B’o (1 -Y)” (Y - XF dY3 
P >o, x < 1, (1.7) 
which was found by Bateman (see [S] and [9, p. 781) in the hypergeometric 
form 
F[a, b; c + p; x] = ;f,;; j1 y’:‘(I - Y)“-~F[u, b; c; xy] dy, 
0 
o<c<c+p, x < 1. 
(1.8) 
In Section 2 we shall derive a discrete analog of Bateman’s integral (and a 
generalization to $, functions) and then use it to obtain an analog of (1.7) 
for the Hahn polynomials from which it follows that if a = O! + p, 6 = /3 - p, 
then all of the coefficients in (1.3) are non-negative for N = 0, l,..., if and 
only if TV > 0. We also derive an analog for Hahn polynomials of the integral 
representation 
= 2”F(cY + p + 1) (1 + X)n+a*l 
r(a + 1) Q&L) (1 - X)a+@ s 
l Pj$(y) (1 - r>” (y - XT-1 dr 
z Pp’(1) (1 + y)n+a+rr+1 ’ 
p >o, -l<x<l. (1.9) 
(1.9) is Equation (3.7) in Askey and Fitch [4]. This formula can also be 
obtained directly from Batman’s integral by using the formula 
gg&+ (q+[--n,--n-/?OL+l;~], (1.10) 
[17, (4.3.2)]. 
Observe that formula (1.9) is not of the form (1.6) since the measure in 
(1.9) depends on 7t. However, as mentioned by Askey in [l, p. 751, when 
a > 01, b = /3, a simple argument based on formula (1.9) and the positivity of 
the Poisson kernel for Jacobi series can be used to show that (1.6) holds with a 
nonnegative measure. In Section 3 we give an appropriate discrete Poisson 
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kernel for the Hahn polynomials and then use its non-negativity and our 
discrete analog of (1.9) to prove that if b = /3 then all of the coefficients in 
(1.3) are non-negative for N = 0, l,..., if and only if a > 01. Additional 
observations are then used to formulate some interesting conjectures con- 
cerning the non-negativity of A(x, y). Also, discrete analogs of quadratic 
transformations are used to obtain a generalization of the Feldheim-Vilenkin 
formula (see (3.15) and (3.21)). 
Equation (1.4) is studied in Section 4 where it is shown that the coeffiicents 
B(n, lz) are independent of N. This enables us to apply to (1.4) the results 
already obtained by Askey and Gasper [5] for Jacobi polynomials. Section 5 
deals with analog of formulas (1.3) and (1.4) for the Meixner, Krawtchouk, 
and the Charlier polynomials, while Section 6 is concerned with relations 
between these polynomials. Projection formulas of the Dirichlet-Mehler 
type will be considered in [13]. 
2. SUMMATION FORMULAS 
We first derive the following four formulas in which it is assumed that x is 
a non-negative integer: 
Qn(x; a, ,8, N - p) = i (;) ‘;;)/ !;I-’ Qn(y; 01, B, W- (2.3) 
y=o 
That Bateman’s integral is a limiting case of (2.1) can be seen by replacing 
x, y, and d in (2.1) by Nx, Ny, and -N, respectively, and making N -+ co 
to get 
F[u, b; c + p; x] = qc + p) xl-c-fi = 
r(c) n4 I 
yc-l(x - y)“-l F[a, b; c; y] dy, 
0 
which, on replacing y by xy, gives (1.8). In the same way (1.7) and (1.9) 
can be obtained from (2.2) and (2.4), respectively. 
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Clearly (2.1) implies (2.2) and (2.3). Note that, if n = 0, l,..., min(M, N) 
and x = 0, I,..., M, then (2.3) gives 
adX; a, B, M) = i. (3 (-N)yyM; M)z-y ads; ~,fl, w (2.5) 
3c 
which is a projection formula with non-negative coefficients when M 3 N 
(some coefficients are negative when M < N). Also note that a formula 
recently obtained by Lee [15, (13)] is a special case of (2.5), and that the 
generating function (1.11) in [14] is a limiting case of (2.5). Just as (1.9) 
can be obtained from (1.8) by using (1 .lO), we may obtain (2.4) from(2.1) 
by using 
which is a discrete analog of (1.10). Equation (2.6) is a special case of the 
formula 
which is the relation between Fp(0) and Fn(4) on page 22 of Bailey’s book [6]. 
Therefore it suffices to prove (2.1). 
In proving (2.1) we use the following finite difference analogue of Leibnitz’ 
formula for the n-th difference of a product 
(2.8) 
where the difference operator is defined by 
and we also use a special case of Toscano’s finite difference representation 
[16, p, 4031 for generalized hypergeometric functions: 
(2.9) 
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where a, ,..., a, , b, ,..., 6, are considered to be independent of c. If x is a 
non-negative integer, then it follows from (2.8), (2.9) and Vandermonde’s 
theorem that 
-x, c + a, c + 6; 
3F2 [c, c + d 1 
= C-1)” W r(c + 4 A,= J”(c + 4 W + b) 
r(c + a) r(c + b) r(c) r(c + d) 
= (-1)” w UC + 4 &z! I 
r(c + h) r(c + a> r(c + 4 
r(c + a) r(c + b) w I r(c -t- A) r(c + 4 
x d 1/ w + 4 m + 6) 
’ r(c + 4 r(c + 4 
z x I@ + 4, (-%Y -y, c + a, c + b; = co ’ II-0 Y NC 3F2 c +A, c +d [ 1 
which, on changing the parameters, gives (2.1). 
The same argument can be used to generalize (2.1) to 
F 
[ 
-x, a, ,..., a,; 
z~+l *+l c + /.L, b, ,..., b, 1 
(2.10) 
and to derive the general formula 
F D+l 
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where x, p, Q, j, k are non-negative integers. Many formulas can be obtained 
from (2.11) by using transformation formulas and taking limits, and some of 
them of special interest will be studied in the following sections. 
3. NON-NEGATIVITY OF A(x,y) 
From the orthogonality relation [14] 
= (-1)” (-ml (a + 1>7l (a+ B + l)n P + O1 + B + 1) 
n!(N + cY. + B + qn (B + l)n a+B+1 ’ 
and, in particular, rra = 1, we see that (1.3) holds with 
To see that the A(x, y) are uniquely determined in formula (1.3), it suffices 
to use the dual orthogonality relation [14] 
(3.3) 
where, X, y are integers and 0 < X, y < N. 
It is obvious from (2.2) that 
A@, y; a + p, p - p,h, p, N) > 0, forx,y=O,l,..., N, 
N = 0, l,..., 
(3.4) 
if and only if p > 0. However, because of the complicated nature of the sum 
in (3.2), one cannot hope to obtain an explicit formula for A(x, y; a, b, LX, /3, N) 
which will enable one to easily see when it is non-negative. Even to establish 
the special case that 
A(x,Y;ol+~L,B,a,8,N>30, forx,y =O,l,..., N, 
(3.5) 
N = 0, l,..., 
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if and only if p > 0, we have to proceed in a roundabout manner. Askey’s 
argument [l, p. 751 for the limiting Jacobi polynomial case of (3.5) suggests 
that an analogous argument, using (2.4) in place of (1.9), should work. 
The crucial tool used in Askey’s argument is the positivity of the Poisson 
kernel for Jacobi series which is known to follow for 01, @ > -1 from 
Bailey’s formula [7] : 
= qo + p + 2) (1 - t) (1 + t)-=-s-2 
2”+B+T(cY + 1) q3 + 1) 
x F,[(a + B + 2)/2, (a + B + 3)/2; (31 + 1, B + 1; a2/k2, b2/k21, 
(3.6) 
where F4 is the fourth type of Appell’s functions, 
h(cX:,@ _ ‘jr@ + O1 + p + I> (2n + O1 + /? + ‘> 
n - 2”+B+T(n + a + 1) F(n + /3 + 1) 
and 
a = sin 8 sin v, b = cos e cos cp, k = (H2 + t’12)/2. 
Since the part of the coefficient in the sum (2.4) which depends on n is 
(x - y - N),/(-N), , this suggests that in deriving a discrete analog of 
(3.6) we should consider the discrete Poisson kernel 
for .a = 0, l,..., N. However, even if we established the non-negativity of 
this sum we would still have to deal with the complication that instead of 
Q&; 01,8, N) on the right side of Equation (2.4), as one would want by 
analogy with (1.9), we have Q&v; LX, /3, N + y - x). One possible plan of 
attack would be to compute the coefficients in a formula of the form 
Qn(y; a, 8, N + .Y - x> = i C(x, Y, z; 01, A N) Q&i 01, A W> Y<X 
2x0 
(3.8) 
and hope that they are non-negative. But, by (2.3), we have 
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from which it is obvious that the coefficients in (3.8) are not all non-negative. 
It is for this reason that in our recent paper [12] we not only considered the 
sign of (3.7) but also the sign of the more general kernel 
In [12] we derived a formula for this kernel which has Bailey’s formula (3.6) 
as a limiting case and from which it can be seen that if 01, /3 > -1 and if 
x, y, z, N, Mare non-negative integers such that 
O<x<N, O<r<M, 0 < z < min(N, M), 
then Sz(x, y; 01, /I, N, M) > 0. Since 
lx 7% N)n Q,(Y; 01, B, N + Y - 4 n 
= z. P(Z; 01, B, N) &+v-a(~, Y; a, 6, N, N + Y - 4 Q&i 01, P, NJ, 
it follows that the coefficients in (3.10) are all non-negative for y = 0, l,..., x; 
and so from (2.4) and (3.10) we have that (3.5) holds for p >, 0. That (3.5) 
fails for p < 0, can be seen by looking at the coefficient 
A(1, 0; a, b, 01, ,& 1) = (’ + ‘) (’ + ‘) - (a + ‘) @’ + ‘) P(O; 01 
(0 + l)(B + 1) 
/3 N) ,> * 
(3.11) 
Also note that the coefficient 
AU,& 4 h % P, 2) = 
a+b-a-p 
(a + 1) (lx + p + 4) p(2; OL, B, 2, (3.12) 
shows that a + b > OL + /3 is a necessary condition for all of the coefficients 
in (1.3) to be non-negative. Hence, using (1.3) for a = o( + CL, b = /I, p 3 0, 
and then using (1.3) with a, b, 01, B replaced by a + CL + Y, B - Y, a+ P, B 
where y > 0, we have 
THEOREM 1. If a + b 3 01+ p and /I 3 b, then 
4x, Y; a, b, a> P, N) 2 0, x, y = 0, l,..., N, N = 0, l,.... (3.13) 
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However, (3.13) fails if either 
a+b<or+/3 or (a + 1) (B + 1) < (a + 1) (6 + 1). 
Therefore if we let 
D(a, ,8) = {(a, b): (3.13) holds}, 
then the line segment 
{(a, 6): a + b = a + j?, a > 01, b > -I} 
is part of the (lower) boundary of D(Lu, 8). C onsideration of A(x, y) for small 
values of x, y, N shows that the half-line (a + 1) (/3 + 1) = (a + 1) (ZJ + l), 
a > 01, is not part of the (upper) boundary of D(or, 6) when a: # p and suggests 
the following conjectures. 
CONJECTURE 1. D(oI, a) = {(a, b): a + b 2 2cq a t 6). 
CONJECTURE 2. If /? > LX, then 
D(a, /I) 3 {(a, 6): a + 6 > a + p, p - 01 2 6 - u}, 
CONJECTURE 3. If 01 > /3, then part of the upper boundary of D(ar, ,B) is 
contained in the set 
x [P~*B’(l)]“p~*b’(-l)/p~.b)(l) = 01 . 
CONJECTURE 4. 
D(cw, p) = ((a, 6): there is a non-negative measure d&y) = dpz(y; a, 6, a~, j?) 
stlch that (1.6) holds for --I < x < 1, n = 0, I,... >. 
In view of Theorem 1, to prove Conjecture 1 it suffices to prove (3.13) for 
a = b = 01 + p = /3 + II, p > 0. It is already known [4, (4.18)] that under 
these conditions formula (1.6) holds with a non-negative measure. This can 
be proved by using the formula 
q = xV[-n/2, (1 - n)/2; 01 + 1; (9 - l)/~a] (3.14) 
n 
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2qa + /.L + 1) X12+2a+a 
I 
l &“‘( y) (1 - y”>* (ya - x2)F-l & 
= r(a + 1) I$) (1 - .Xa)a+u z P;*“‘(l) yn+am+au+1 ’ 
p > 0, O<x<l, (3.15) 
and then using (3.6) and the argument employed to prove Corollary 1 in [4]. 
Formula (3.15) was found in equivalent forms by Feldheim [l I] and Vilenkin 
[18] by using different methods. In [4, p. 4211, (3.15) is obtained from the 
cases p = *& of (1.9) by using the quadratic transformations [17, p. 591: 
&y’(x) p($-“2)(2x2 - 1) 
m= py2,(1) ' 
exkx) 
xp(~*ly2,2 - 1) 
m= ap;*"12yq * (3.17) 
One difficulty encountered in trying to extend these arguments to the 
Hahn polynomial case is that there are no known simple relations like (3.16) 
and (3.17) connecting Hahn polynomials of orders (~1, LX) and (01, 13). There 
are discrete analogs of (3.16) and (3.17), but they involve Saalschiitzian 
4Fa( 1) functions: 
f&&(x; a, 017 N) = 4F3 [ 
-n, n f a + g, -x, x - N; 
a + 1, -N/2, (1 - IV)/2 I ’ 
Qzn+@; a> a> N) = 
-n, 12 + 01 + $, -X, X - N; 
N+4F3 [a + 1, (1 - N)/2, (2 - N)/2 1 ’ (3.19) 
Formulas (3.18) and (3.19) were derived from [6, p. 33, (1) with c = (1 - n)/2] 
and [6, p. 30, (2) with c = a/2] by using (2.6). From (2.6), [6, p. 33, (1) with 
d = 1 - n - c] and the relation Q,(N - x; 01, 01, N) = (- 1)” &Jx; 01, CY, N) 
we have 
Qn(x; 0~) ~1, N) 
= i-1)” W - Wn 
(-Mm 
x4F3 [ 
-n/2, (1 - n)/2, OL + 1 + x, x - N; 1 (3.20) a + 1, (1 + 2x - n - N)/2, (2 + 2x - n - N)/2 
= (2~ - Wn -n/2, (1 - n)/2,01 + 1 + N - x, --x; 
(-% 4F3 [a + 1, (1 + N - 2x - n)/2, (2 + N - 2x - n)/2 1 ’ 
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which is a discrete analog of (3.14). Use of (3.20) and (2.10) gives 
Q&; a + P, a! + PL, N) 
(3.21) 
x 2’s [ 
-y, -42, (1 - n)/2,a + CL + 1 + N - x; 
,+l,(l +N-2~--)/2,(2+N-22x-@/2 I ’ 
which is a generalization of (3.15). Unfortunately, the above 4F3’s are not 
Hahn polynomials. Neither are they Saalschiitzian. It should be possible to 
use (3.21) to prove Conjecture 1, but so far I have not been able to do so. 
The principal difficulty lies in obtaining suitable generalizations to 4F3 
functions of the formulas in [12]. 
By analogy with the dual case described in Section 4, it seems likely that 
the two sets considered in Conjecture 2 are equal. Conjectures l-4 are 
motivated by a study of the sets 
D(a, B, N) = {(a, b): 4, Y; a, 6, CL, 8, N) > 0 for all (x, y)). 
In all of the cases considered with 01 > /3, it was found that the upper boundary 
of D(a, ,$ N) was contained in the set 
((a, b): a 2 a, b > ,8, A(N, 0; a, b, a, ,8, N) = O}. 
Since the computations involved are quite lengthy, they will not be presented 
here. In graphing the sets D(a, /3, N) f or small values of N and for special 
values of (a, /I) it was found that D(ar, /3,0) r) D(a, /3, 1) 3 D(a, /3, 2) 1 ..* . 
This suggests that 
D(a, 8) = fi D(a, A N) 
N=O 
and, combined with what happens in the dual case in Section 4, motivates 
Conjecture 4. It should be noted that, once Conjecture 1 is proved, then Con- 
jecture 2 for /3 = a! + 1 can be proved by using the relation 
Q&; a, 01, N) + Qn+& a> 01, N) = 2(1 - x/N>Qn(x; a, a + 1, N - 11, 
just as was done in [l, p. 751 for the limiting Jacobi polynomial case. Also 
note that, from (2.5) and Theorem 1, it follows that, if a + b > OL + 8, 
/3 3 b and if x, n, N, M are non-negative integers satisfying x < M, 
7t < N < M, then all of the coefficients in the projection formula 





4. NON-NEGATIVITY OF B(n,K) 
From the formula 
n!(a + l)k (n + a + b + l)k 
= k!(n - k)! (a + l)h (k + 01 + /3 + l)h (4.1) 
k-n,k+CY+l,n+k+a+b+l; 
x3F3[k+u+1,2k+a+p+2 I 
it is clear that the coefficients B(n, k) in (1.4) are independent of N. One way 
to establish (4.1) is to use the formula 
k=O 
j = 0, I)...) N, (4.2) 
(4.3) 
= (-l)+v!j!(2K +a +/3 + l)r(j+Cx+ 1)qK far +j3+1) 
(N--j)!K!(j-k)!&+l)r(j+k+ar+/3+2) ’ 
Then (4.1) follows by using (4.2) in the #s(l) formula for Q,(x; a, b, N) and 
picking out the coefficient of Qlc(x; 01, /3, N). 
In proving (4.3) we shall use the following analog of Rodrigues’ formula 




( 1 n 
d,V(x - n, n + a, n + p, N - n), 
where 
see [14, (1.8)]. First multiply both sides of (4.2) by p(x; 01, /3, N) Qm(x; 01, p, N), 
0 G n < j, and then use (3.1) and (4.4) to obtain 
n+P 
( 1 r&G P, N) N 
= N Ilw+L1+p+1 
( H n N > 
C ( -x)~ &%(x - n, n + a, n + /3, N - n). .=j 
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Now sum by parts 12 times to get 
r--n 




= (-W” (fl 4 a + l)jpn c r(y;j + cd, n + p, A’ -j) 
‘l/=0 
= (-I)+” (n f cx + l)i-w (” + n ; “; B + 1) , 
by Vandermonde’s theorem. This gives (4.3) and so completes the proof of 
(4.1). 
Since the B(n, R) are independent of N, application of the limit operation 
in (1.5) to formula (1.4) gives 
so that, using 
we have 
(4.5) 
Therefore, from the results obtained in [S] for the coefficients in (4.5) we 
have: 
THEOREM 2. Let 
M(cx, /I) = ((a, b): B(n, k; a, b, a, j3, N) 2 for all n, k, N), 
W, B) = ((u, b): a + b > a+ 8, B - 01 > b - 4, 
R(M, 8; i> = ((a, b): (a, b + j) E R(a, IT>. 
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THEOREM 3. Let 
S(U, B) = {(a, @: a 3 01, b= B), 
S(a, P; j) = ((a, b): (a, b + A E Sb, B>>, 
T(a, p) = {(a, b): a + b 3 01 + j3, a - b > 2or - 2/3, up - bcu 
>, b - a + (Y - /3, (a + 6) (a/3 - bar + 31s - 301+ 2a - 2b) 
2 2(201 - 2/3 + b - a)}, 
T(a, B; j) = {(a, 4: (a, b -t-j> E WG B)>. 
If a >/3, then 
and 
M(a, B) C {(a, b): a > a, a - b > 2ff- 215, a/3 - bcx 3 b - a + a - B} 
u[&%B~~~]. 
For additional observations and, in particular, the result that, if 
-1 <a<O, then 
M(or,(~)={(a,b):a~b,(ar+2)(a~+b~)-2(~+1)ab-((ol-2)(a+b) 
- 4c% 3 O}, 
we refer the reader to [5]. The above corrects a misprint in [5, (1.6)]. 
The argument used to derive formula (4.1) also shows that, if n = 0, l,..., M 
and x = 0, l,..., min(M, IV), then 
min(n.N 
Q,@; a, b, W = z. Wn, k a, b, 01, B, M N)Q&; 01, B, N) (4.6) 
PROJECTION FORMULAS 191 
q-N), (a + l)k (n + a + b + l)k 
= k!(n - v (-Wk (a + l)* (k + a + p + l)k (4-V 
[ 
k-n,k-N,k+a+l,n+k+a+b+l; 
x4F3 k-M,k+a+1,2k+or+~+2 I* 
In view of our results for (3.22) which is the dual of (4.6), we would expect 
that, if a = OL, b =/l and M > N, then formula (4.6) would have non- 
negative coefficients. However, this is not the case since, for example, 
q2, 0; a, 8, a, p, 3,2) = -2/3(ar + B + 2) < 0. 
If 1 < M < N, then 
q1,o; 01, /3, 01,/I, A& N) = 1 - N/M < 0; 
so again we have some negative coefficients. These examples and a more 
detailed study of (4.7) suggest that the coefficients in (4.6) do not have any 
particularly interesting sign patterns when N # M. 
5. MEIXNER, KRAWTCHOUK, AND CHARLIER POLYNOMIALS 
If we normalize the Meixner polynomials to equal 1 at x = 0, then they 
may be defined by 
M&; A c) = @Q,a(x; B - 1, N(l - 4/c, N) 
= F[--n, --x; /3; 1 - c-l], 
where /? > 0, 0 < c < 1, and 71 = 0, I,...; see [lo, p. 2251. The Meixner 
polynomials are orthogonal with respect to a measure which has jumps at 
x = 0, l,... of magnitudes @(&./x! For these polynomials we can apply the 
limit operation in (5.1) to formula (1.4) and use (4.1) to obtain the projection 
formula 





= k! (n - k)! (& 
‘(’ - ‘) lkF k - n, k + /3; k + 6; 
c(1 - a) 




If Q = c or /3 = b, then the hypergeometric function in (5.3) can be summed 
to give: 
n! m, k 6 a, BT 4 = /qn _ k)! [ c(1 - a) k a(1 - c) I[ a-c 1 
n-k 
a(l-C) ’ (5.4) 
nwk (b - P)n-k 
Eh k 4 4 A 4 = k!(n _ k)! (b)n . (5.5) 
Formulas (5.4) and (5.5) were obtained independently by P. A. Lee in his 
unpublished dissertation. Askey has observed that (5.3) can be obtained by 
combining Lee’s results. Here we shall prove 
THEOREM 4. Let 0 < a, c < 1 and b, fl > 0. Then 
W, k; b, a, B, c) 2 0, k = 0, l,..., n, n = 0, 1 ,..., (5.6) 
ifand only if a > c, b Z/3. 
Since the right sides of (5.4) and (5.5) are non-negative when a 3 c and 
b > j3, by using (5.2) for R = c, b > p, and then using (5.2) for B = b, 
a > c, we find that if a > c and b >, /3, then (5.6) holds. This can also be 
seen from (5.3) by using [9, p, 105, (3)] to write 
F[ k+b 




n-kF k - n, b - p; c(l - u) 
a(1 - c) a(1 - c) ktb 3 c-a . 
To show that a >, c, b >, /3 is a necessary condition for (5.6) to hold, we 
first use (5.3) to observe that in order to have 
E(k+l,k;b,a,j3,~)=(~+$(~)~[ $-;,‘lb[l- $l-;;;;;I;;] 
k 
3 0, 
for k = 0, l,..., we need ~(1 - c) > c(1 - a); i.e., a > c. If a > c and 
r = c(1 - a)/[~(1 - c)] then 0 < Y < I and so from (5.3) and [9, p. 77, 
(14)] we have 
(nr)e E(n, 0; b, a, 8, c) = (nr)eF[---n, p; b; Y] 
= ,f”,, [l + 0 ($)I, as n- 00, 
which implies that (5.6) fails when -1 < b - /3 < 0. If a = c, then from 
(5.5) it is clear that (5.6) fails when b < fi. Therefore it only remains to show 
that, if a > c and b < /3 - 1, then (5.6) fails. This can easily be seen by 
observing that, if (5.6) held under these conditions, then by using our non- 
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negativity results for (5.2) when b, a, /3, c are replaced by p - &, Q, 6, a, 
respectively (note: b < j3 - t), it would follow that every 
but this contradicts our above results since --I < (fl - 4) - /3 < 0. 
It is clear from (5.1) that &2,(x; 8, c) = M,(n; 8, c); and so, replacing 
n, K, x in (5.2) by x, y, n, respectively, we have 
J&&(x; ha) = i: e, y; 6, a, Is, 4 JKh(y; B, 4 (5.7) 
y-0 
which is the dual of (5.2). Notice that we could have derived this formula 
directly from (2.11) and then used it to get (5.2) and (5.3). From Theorem 4 
it follows that all of the coefficients in (5.7) are non-negative for x = 0, l,.,,, if 
and only if a >, c, b >, ,B. 
If the Krawtchouk polynomials are normalized to equal 1 at x = 0, then 
we may define them by 
where it is assumed that 0 <p < 1 and n = 0, l,..., N; see [14, p. 381 and 
[IO, p. 2241. The Krawtchouk polynomials are orthogonal with respect to a 
measure which has jumps at x = 0, I,..., N of magnitudes (z)p”(l - P)~-*. 
For these polynomials it follows from (2.11) and (5.8) that, if x = 0, l,..., M 
and n = 0, l,..., min(M, N), then 
min(55,f-d 
&Ax; q> W = C G(xt Y; 9, P, M 4 KAY; P, NJ (5.9) 
?t=O 
with 
G(x, Y; q, P, W N) 
Y - X,Y - N;Ph 
Y---M 1 
= (--Nh,PY(q - )“-” 0 [ xF Y - % N - mP/(p - 9) (--ML/P Y Y--M I ,




G-(x, y; q, p, fv, NJ = p”(q ;j$p)+” (3 ’ 
G(x, y;p,p, M, N) = ‘-N)i:N~- M)w (3 ’ 
z 
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Clearly all of the coefficients in (5.11) are non-negative if and only if 
q > p; while all of th e coefficients in (5.12) are non-negative if and only if 
M > N. From the second formula in (5.10) it is obvious that the coefficients 
in (5.9) are non-negative when q > p, M 3 N. That these restrictions are 
not always necessary can be seen by considering special cases, e.g., M = 0 
with N arbitrary. However, the restriction q >, p is needed when M > N - 1 
since then G(M, N - 1; q, p, M, N) is a positive multiple of q - p. Also, 
since G( 1,O; q, p, M, N) = 1 - iVp/Mq for M > 1, the restriction M > N 
is needed whenever p > p or p/q is sufficiently close to 1. Since 
qx; P, N) = K@; P, N) 
these observations also apply to the dual formula 
minh,hr) 
K&x; q, M) = C G(n, k 4, P, M, N) K&; P, W (5.13) 
k=O 
where the coefficients are given by (5.10) and where it is assumed that 
91 = 0, I,..., M and x = 0, 1,. . . , min(M, N). 
For the Charlier polynomials 
c&c; a) = 4~~ K&x; u/N, N) = zFo[-n, --x; ; -l/a], a > 0, (5.14) 
which are orthogonal [lo, p. 2261 with respect to a measure having jumps at 
x = 0, l,... of magnitudes 8/x!, it follows from (2.11) that 
c&; 4 = i (;) a’b-qb - up c,(y; a), 
11-O 
(5.15) 
and, since c,(x; a) = c,(n; a), 
4% 4 = kgo (3 a%-n(b - up-k c&c; u). (5.16) 
In (5.15) and in (5.16) all of the coefficients are clearly nonnegative for 
?z, x = 0, l,... if and only if b > a. 
6. FORMULAS CONNECTING DISCRETE ORTHOGONAL POLYNOMIALS 
Of the sixteen projection formulas of the type (1.2) in which qn(z) and 
pk(.x) are chosen from the four discrete orthogonal systems of Hahn, Meixner, 
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Krawtchouk, and Charlier we have, so far, studied only the four formulas in 
which both qn(x) and p&) belong to the same system (i.e., they are both 
Hahn polynomials, or both Meixner polynomials, etc.). For the remaining 
twelve formulas we can quickly compute the coefficients by applying the 
limit operations in (5.1), (5.8) and (5.14) to (4.6) and using (4.7). In particular, 
we have 
minhsf) n!M!(N - k)! (a + l),p+ 
Kn(x;psN)= k&) k!(n-~)!N!(M--)!(K+ol+~+l)* 
’ 3F3 [ 
k--n,k-Wk+~+l;l/P Qk(X;a,p,M) 
(6-l) 
k - N, 2k + a + ,6 + 2 I 9 
x F[k - n, k + /!3; k - N; cp-l(c - 1)-l] Mk(x; /3, c), 
(6.2) 
where n, x = 0, I,..., N and it is assumed in (6.1) that x < M. Formulas 
(6.2) and (6.3) also follow from (2.11). Since 
k-n,k+/tI; c 
dk-N P(C - 1) 1 
and 
= [ l + p(l”_ c) rk+ [ 
F n-N,k+B; 
k-N P(1 -& + c 1 
,F,[k - n; k - N; -u/p] = e-“/D ,Fl[n - N; k - N; u/p], 
it is obvious that the coefficients in (6.2) and (6.3) are non-negative when 
0 <p < 1, 0 <c < 1, /I > 0, and a > 0. The non-negativity of the 
coefficients in (6.1) is equivalent to that of the functions 
and it is not at all obvious when these functions are non-negative. Let us 
first look at the case when N = M. From 
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it follows thatf(1, 0; p, N, 01, /I, IV) < 0 ifp < (a + ~)/(cx + fi + 2), and that 
f(k + 1, k; p, N, LX, /3, N) < 0 for sufficiently large k when p < &. However, 
if p 3 (LX + ~)/(cY + /3 + 2) and p > 4, then each f(n, k; p, N, a, /I, N) 3 0 
and, in fact, we have the following general result. 




1 a+p+2 ’ 
then the coej%ients in (6.1) are non-negative. 
On account of our results for (5.13) it is enough to prove Theorem 5 for 
the case N = M. When N = M, formula (6.1) is a limiting case of (1.4) and 
so its coefficients are given by 
v-2 B(n, k $4 (1 - P) 4 01, B, N). (6.5) 
Then it easily follows from Theorems 2 and 3 that (6.5) is non-negative 
whenever (6.4) holds, which completes the proof of Theorem 5. Unfortun- 
ately, the coefficients in the nine remaining formulas assume negative values 
unless very restrictive conditions are placed on their parameters; so these 
formulas will not be displayed here. 
Of the twelve projection formulas of the dual type which we have not 
discussed so far, there again seems to be only three with interesting sign 
patterns. Two of them are the duals of (6.2) and (6.3): 
x qy - x, Y + B; y - N; cp-‘(c - 1)-11 mz(y; B, 4 
(6.6) 
&-&; p, N) = i WV - YY ay y=. y!(x _ y)! N!pY llj;[r - xi Y - N; --a/PI 4~; 4, 
(6.7) 
which can be derived either from (2.11) or from (6.2) and (6.3). From our 
results for the coefficients in (6.2) and (6.3) it follows that the coefficients in 
(6.6) and (6.7) are non-negative when 0 < p < 1, 0 < c < 1, /? > 0, and 
a > 0. The third formula is 
K&c; p, N) = f 1(x, Y; P, N, (~3 A W Q~(Y; 0~s i? W, 
y=O 
68) 
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which is the dual of (6.1). By orthogonality 
I(? y; P, N 01, B, M) 
(6.9) 
but so far I have not been able to find a simple enough formula for this 
sum from which its non-negativity would follow for some non-trivial special 
cases. When N = M formula (6.8) can be obtained as a limiting case of 
(1.3) by using (5.8); so that from Conjectures 1 and 2 and our results for (5.9) 
we are led to 
CONJECTURE 5. If /3>a>-l, 1 >p>+ and N>iVI, then 
4x, Y; P, N, a> 8, W 3 0, x = 0, l,..., N, y = 0, I,..., iv. (6.10) 
The dual case of Theorem 5 suggests that, if 01 > B and the restriction 
1 > p > 4 in Conjecture 5 is replaced by 1 > p 3 (a’+ l)/(a + /3 + 2), 
then (6.10) should hold. However, this is not the case since, e.g., 
42, 0; (a + l)/(a + B + 2h2, % B, 2) < 0, 
when 01 = 1, /3 = 0. A limiting case of Conjecture 3 suggests that, if 01 > jz? 
and N > M, then (6.10) will hold provided that p is not less than any q, 
O<q<l, forwhich 
l$ 2 h’,“+(l - I/q)n [P~SB’(l)]” = 0; 
n=O 
but so far I have not been able to prove this. 
Addendum. After this paper was written, the author observed that (2.11) 
also follows from formula (113) in C. S. Meijer’s paper [Expansion theorems 
for the G-function, V, Proc. Kon. Ned. Akad. v. Wet., Series A, 56 (1953), 
349-3571 and that a generalization of Meijer’s formula has been given by 
J. L. Fields and Jet Wimp in [Expansions of hypergeometric functions in 
hypergeometric functions, Math. Comp. 15 (1961), 390-3951. C. F. Dunk1 
and D. E. Ramirez recently obtained formula (5.11) by using the fact that the 
Krawtchouk polynomials are characters on a certain measure algebra. 
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