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The present study attempted to replicate the results found in Roch and Paquin
(2004). Raters in their study viewed a video tape performance and rated a target's
performance during a leaderless group discussion. Their results indicated that as item
specificity decreased (i.e., as items became more vague), there was an increase in
interrater agreement, a positive correlation between item difficulty and interater
agreement, and a positive correlation between performance and interrater agreement.
The present study also examined the impact of item exposure as it related to these
hypotheses and the relationship between item exposure and interrater agreement. Using a
sample of 299 participants, the present study used the same video of a leaderless group
discussion, rating form, and specificity ratings as used in Roch and Paquin (2004). The
results of this study found a positive correlation between specificity and agreement and
that item exposure significantly positively impacted interrater agreement.
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CHAPTER 1
Introduction
Over the past few decades, the use of 360 degree performance appraisals has
increased within both large and small organizations (Wohlers & London, 1989). 360
performance appraisals involve the use of a group of raters from a variety of intracorporate levels in relation to the individual being rated. These raters may include
supervisors, peers, subordinates, clients, and customers of the individual who is being
rated; these are also known as "between group" ratings. In addition, 360 performance
appraisal systems often involve multiple raters within each level or group. For example,
an individual might have four subordinates, three peers, and two supervisors rating him
or her. Whenever there are multiple raters, interrater agreement becomes an important
issue. When interrater agreement is high, it provides the individuals who are being rated
with a clearer picture regarding their strengths and weaknesses. When agreement is low,
however, the information is less useful. For example, let us say that three people rate a
person; one rater provides a high rating, one a low rating, and the third an average rating.
If only the average rating of all raters is provided to the ratee, the ratee may be left with a
poor indication of his or her actual strengths and weaknesses due to the misleading nature
of ratings based upon an average, in that the average might be composed of ratings that
cover the entire spectrum of the rating scale. Such a situation would occur, for example,
when one supervisor rates the ratee as high in one performance dimension and the other
supervisor might rate him or her low in that particular dimension. When averaging these
ratings, the overall performance for that particular dimension would be average when in
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reality, one rater felt that the individual performed above average and the other rater felt
that the individual performed below average.
On the other hand, if ratees are provided with all the ratings, the information is
still problematic because it is difficult to determine if the observed differences represent
different levels of observed performance or if they are simply the result of inadequacies
in the appraisal system (e.g., rater error). Unfortunately, a lack of rater agreement is
typical for many 360 feedback systems, since there is a greater likelihood that raters
between groups may be observing different levels of performance (Fleenor, Fleenor, &
Grossnickle, 1986). This is due to the types of behavior being observed by one group
differing from the type of behavior being observed by another group (Bozeman, 1997;
Mount, Judge, Scullen, Sytsma, & Hezlett, 1998; Facteau & Craig, 2001; Van Der
Heijden & Nijhof, 2004). For example, ratees may display different behaviors in the
presence of their supervisors than behaviors they display in the presence of their peers.
Therefore, it is understandable that raters between groups might provide different ratings
than raters within a particular rating group. However, a general lack of rater agreement is
also common within levels/groups of raters (Fleenor et. al, 1986).
The following sections will define, discuss, and report results of studies
conducted on interrater reliability and interrater agreement with respect to 360
performance appraisals and conclude with a review of the various explanations of the
reasons interrater reliability and agreement fall below commonly accepted levels.

3

Interrater

Reliability

There are two types of rater reliability indices commonly studied, interrater
reliability and interrater agreement. Rothstein (1990) contended that if the reliabilities of
the measures are low, then the decisions made by performance appraisals (e.g., hiring,
promotion, etc.) have questionable value. The most common form of reliability
measured within the literature of 360 degree performance appraisals is interrater
reliability, which is also know as internal consistency. This form of reliability measures
the systematic variance in a set of ratings in relation to the total variance in the ratings
(James, Demaree, & Wolf, 1984).
Classical Test Theory defines reliability as a correlation between parallel tests
(Crocker & Algina, 1986). Parallel tests are defined to be two tests that a) measure the
same construct with different items and b) measure it equally well (Crocker & Algina).
According to Kozlowski and Hattrup (1992), raters are not parallel tests. Therefore,
classical test theory does not support interrater reliability as a computation involving
parallel tests. Accordingly, although ratings from two raters can be correlated, the
subsequent coefficients cannot validly be interpreted as interrater reliability.
The acceptable level of reliability and agreement is typically set at .70 (e.g.,
Conway & Huffcutt, 1997). The meta-analysis by Viswesvaran, Ones, and Schmidt
(1996) reported within-group interrater reliability of A9-.ll

as the bounds of an 80%

confidence interval. The highest average within-group reliability reported was .52 for
supervisors. Two other meta-analyses reported even lower reliabilities. Conway and
Huffcutt (1997) reported the following average within group reliabilities: subordinates
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.30, peers .37, and supervisors .50. Finally, Viswesvaran, Ones, and Schmidt (2002) also
reported low within-group interrater reliabilities, with the highest reliability range being
the supervisors who possessed reliabilities of .45-.63.
Interrater

Agreement

Interrater agreement occurs when the raters reach a consensus on a particular
rating, (i.e., each rater provides the same rating). For example, Rater A and Rater B both
provide a rating of 5 when rating the employee, thus being in agreement on the
employee's level of performance. Some authors (e.g., Fleenor et. al, 1986) contend that
the use of reliability measures to assess the quality of 360 performance appraisal systems
is insufficient because it does not identify rater agreement. For example, consider two
raters, Rater A and Rater B. Rater A consistently rates one point lower than Rater B.
Even though Rater A and Rater B consistently provide different ratings (i.e., do not agree
on any ratings), the raters will still be considered reliable. Consequently, it may be more
appropriate to the use both interrater agreement and interrater reliability estimates to
assess the quality of the feedback appraisal system. As stated by James, Demaree, and
Wolf (1984), interrater agreement is the extent to which raters agree on a particular
rating; therefore, the raters are reaching a consensus on a rating in terms of both the level
of the rating and the pattern of ratings across dimensions. Interrater agreement is
computed using a complex formula and the product of this formula is r wg or interrater
agreement.
Most of the studies in the literature report interrater reliability (e.g., Conway &
Huffcutt, 1997; Viswesvaran et. al, 1996; Viswesvaran et. al, 2002), and two report
interrater agreement (e.g., Fleenor et al., 1986; Wohlers & London, 1989). Only one
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study (Fleenor et al., 1986) directly dealt with the topic of interrater agreement and its
relationship to 360 performance appraisals. This study examined the relationship between
interrater reliability and interrater agreement of subordinate ratings.
Tinsley and Weiss (1975) and Fleenor et al., (1986) provided three scenarios all
of which involve multiple raters and multiple ratees. The first scenario involved low
interrater agreement and high interrater reliability. This occurred when the pattern of
ratings between the various raters was similar, but no rater assigned the same rating to a
particular ratee. This scenario resulted in high interrater reliability, but low agreement as
no rating provided by a rater was the same for a particular ratee.
The second scenario involved high interrater agreement and low interrater
reliability. High interrater agreement and low interrater reliability occurred when most of
the ratees were assigned similar ratings, a scenario known as range restriction. In this
case, while the similar ratings resulted in high agreement, there was little variability
between the raters (all raters having given high ratings) so there was low interrater
reliability.
The third scenario contained both high interrater agreement and high interrater
reliability. This scenario occurred when the raters assigned the same ratings to the same
ratees reflecting their performance levels and there were variable levels of performance
between ratees (i.e., high ratings, low ratings, and average ratings). These two factors
resulted in high interrater agreement and high interrater reliability.
The first two scenarios exemplify how the use of only one of the indices does not
result in an accurate reflection of reliability. The third scenario indicates that when both
indices are used in tandem, a more accurate measure of the construct can be obtained.
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Whether rating an individual's performance for developmental or administrative
purposes, it is necessary for there to be agreement between raters within a particular
rating group (i.e., supervisors or peers) (Bozeman, 1997). Agreement in turn will provide
the individuals being rated with more consistent evidence of their performance, and most
importantly, where performance needs to be improved. If there is no agreement between
the raters within the particular rating group, then the individual being rated is left in
somewhat of a developmental limbo (not having a clear idea of his or her performance
level). For example, assume three subordinates are rating a supervisor's performance on
various dimensions. One rates the manager low on a majority of the dimensions, the
second rates the manager average on the dimensions, and the third rates the manager high
on the dimensions. This results in high interrater reliability, as the pattern across raters is
the same, but there is low agreement as they are providing ratings of different levels of
performance. This can result in the manager not knowing where to focus his or her efforts
for future development, because of the inconsistency across raters.
Explanations
The authors of the various meta-analyses offered explanations for the reasons
within-group reliabilities are so low. Viswesvaran et. al., (1996) stated that low withingroup reliability might be due to some dimensions such as "interpersonal competence"
and "communication competence" being more difficult to rate than others, but the authors
did not offer any empirical evidence to support such a conclusion. Conway and Huffcutt
(1997) also indicated that various cognitive dimensions such as "problem solving" and
"decision making" are more difficult to rate, thus resulting in lower within-group
reliabilities. Viswesvaran et al., (2002) in a second meta-analysis, stated that certain
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dimensions are not more difficult to rate and instead concluded that the raters were not
evaluating the same construct when they made their ratings. For example, two raters are
rating the dimension "organizational communication," but Rater A has a different idea of
what "organizational communication" is than Rater B. Therefore, the two raters are not
measuring the same construct.
The first part of a two-part study performed by Wohlers and London (1989) found
that certain dimensions were more difficult to rate than others were. The second part of
the study examined the relationship of item difficulty (how difficult it is to rate a
particular item) and interrater agreement. The authors found a moderately strong
negative correlation of -.47 between item difficulty and interrater agreement, indicating
that as item difficulty increased, interrater agreement decreased. The authors also found
that the most consistent ratings came from items that had clear linkages to observable
behavior, meaning that the more behaviorally specific an item, the more consistent the
ratings. Viswesvaran et al., (2002) suggested that low interrater agreement was not
necessarily due to item difficulty, but rather was the result of raters not evaluating the
same construct. One argument is that when an item is difficult to rate then it is not clearly
defined; therefore, it is very difficult to assign ratings to a construct that is not clearly
defined. It seems that Viswesvaran et al., (2002) as well as Wohlers and London (1989)
were arriving at the same problem; the problems of difficulty and measuring the wrong
construct are potentially related.
Roch and Paquin (2004) performed a study addressing the issue of interrater
agreement and behavioral specificity. Given the lack of research on item specificity and
interrater agreement, the authors did not make any directional hypothesis. The stimulus
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during the study was a video of a leaderless group discussion. During the study,
participants viewed the video and then rated a single target's performance. The rating
form used in the study was created by the authors and consisted of four dimensions:
Team Work, Oral Communication, Professionalism, and Problem Solving. The item list
contained 86 items that were written with varying levels of specificity to correspond to
the previously mentioned dimensions. Two rating scales were included on the item list.
The first rating scale was a 1 to 5 graphic rating scale that measured the target's
performance on each item. The second rating scale was also a 1 to 5 graphic rating scale
that measured the difficulty of each item. Item specificity was established by expert
ratings on the 86 items provided by Roch and Paquin (2004). In their study, the experts
consisted of doctoral students at a Midwestern University who participated in a frame of
reference training seminar regarding specificity. After the seminar, the raters
independently assigned each item a specificity rating based on a five-point, graphic rating
scale ( 1 "objective" to 5 "subjective"). The mean of the expert ratings was used as the
level of specificity for each item.
The results of the Roch and Paquin (2004) study were very interesting and in
some cases counterintuitive. The authors found three results. First, as the items became
less behaviorally specific, rater agreement increased. Second, an increase in item
difficulty resulted in an increase in rater agreement. Finally, as rater agreement
increased, so did the performance ratings. To explain these results, Roch and Paquin
(2004) indicated that individual raters might have used a "safe" rating on items that are
more difficult to rate. Safe ratings are context dependent and occur when the rater
provides a rating that is unusually high, low, or in the middle.

Specifically, the authors

9

concluded that when the items became more difficult to rate and less specific, the
participant would revert to what is known as a "safe rating."

Present Study
The present study involved using participants from a southeastern university. This
study used the leaderless group discussion video and rating form that was used in Roch
and Paquin (2004). The treatment condition's stimulus was a PowerPoint projection of
the rating from which consisted of the rating scales and item list. After the video was
presented, participants in both conditions were asked to rate a particular target's
performance on items varying in levels of specificity.
The present study addressed two issues. The first purpose was to ascertain
whether the results from Roch and Paquin (2004) were merely a statistical anomaly or if
the results could be replicated. Roch and Paquin's conditions were replicated by utilizing
the same video and item list. One of the groups in the present study allowed for a direct
comparison between the results provided by Roch and Paquin (2004) and the current
study. The Roch and Paquin results included three interesting points. First, as interrater
agreement increased, the items became less specific. Second, as the items became more
difficult to rate, interrater agreement also increased. Third, interrater agreement increased
as performance ratings of the target increased. These three results represent the first set
of hypotheses.
Hypothesis

la: Interrater agreement will be negatively related to item specificity.

Hypothesis

lb: Interrater agreement will be positively related to item difficulty.

Hypothesis

lc: Interrater agreement will be positively related to the target's

performance ratings.
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The second purpose of the present study was to examine the potential difference
between raters who have been exposed to the item list and raters who have not been
exposed to the item list. Given the nature of 360 performance appraisals, two
assumptions were made. First, in real world situations raters will typically have some
exposure to the item list before making their ratings. Second, it is rare that the raters will
have the rating form in front of them while they are observing a particular individual. To
be more in line with real world situations, the present study examined the impact of
limited exposure to the list of the 360 performance system on subsequent ratings.
Prior exposure to the items leads to the second set of hypotheses.
Hypothesis 2a: Individuals who have prior exposure to the item list will view the
dimensions (Oral Communication, Problems Solving, Team Work, and
Professionalism) as less difficult to rate than individuals who did not have prior
exposure to the list.
Hypothesis 2b: Prior exposure to the item list will lead to higher interrater
agreement.

CHAPTER 2
Method
Participants
The present study obtained a sample of 299 students from a large southeastern
university, with 154 participants in the control condition and 145 participants in the
treatment condition. The demographic break down for the study was 68 males and 230
females with one individual not reporting gender. The ethnicity for the participants was
231 Caucasians, 42 African Americans, 13 other, 6 Asians, 4 Hispanics, and 2 individuals
who failed to report ethnic information.
Participants in this study were selected solely from psychology classes that
required research experience or offered extra credit for participation in research studies as
part of the course structure. The study was listed on an online study board at the
university along with the other studies available to students in these classes. Once the
students selected the study, they were able to sign up for various time slots. Timeslots
were randomly designated as either Condition A (i.e., prior exposure to item list) which
was the treatment condition or Condition B (i.e., no prior exposure to the item list) which
represented the control group.
Stimulus
The stimulus was a 27-minute video of a leaderless group discussion. The video
involved four role players: two male and two female. The target of the video was the
same female role player for all groups. Both the video and target were the same as in
Roch & Paquin (2004).
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Rating form
The item list (see Appendix A) for this study was developed by Roch and Paquin
(2004). The rating form included 86 items and four dimensions: team skills, oral
communications, professionalism, and problem solving. The rating form included two
five-point Likert scales. Performance

Ratings ranged from 1 "not at all" to 5 "to a very

great extent" and Difficulty of Ratings ranged from 1 "very easy to rate" to 5 "very
difficult to rate."
Procedure
Timeslots were randomly designated as Condition A or Condition B. Each group
session contained a minimum of one participant and a maximum of 20 participants.
Participants in Condition A viewed both the rating scales and the item list projected via
an LCD projector. They viewed the rating scales for five seconds after which the slide
would transition to the item list. The item list was presented over the course of six
PowerPoint slides with up to 15 items per slide. The items were presented in a sequential
fashion, with each appearing in three second intervals. Each item was followed by the
next item until 15 items were presented per slide. Once presented, items remained on the
screen until all 15 items for that slide were presented. After viewing the last slide, the
participants were told which person in the video to rate. This was followed by the 27minute video of the leaderless group discussion. Participants in Condition B (control)
were simply told which person to rate and then viewed the video. After viewing the
video, both groups received the item list (see Appendix A).

CHAPTER 3
Results
Replication

of Previous

Research

The first set of hypotheses (la, lb, and lc) was tested using data from the control
condition. This was done specifically to allow for comparisons with the results reported
by Roch and Paquin (2004).
Hypothesis la predicted that interrater agreement would be negatively related to
item specificity (i.e., as the items became less specific, interrater agreement would
increase). Specificity ratings were provided by a data set used in the original study by
Roch and Paquin (2004), which contained mean "expert ratings" regarding the specificity
(objectivity) of each item. The data in the present study were analyzed by a one-tailed
significance test of a Pearson's correlation between r w g performance ratings for the
control condition and the item specificity ratings provided by Roch and Paquin. The
results indicated a significant correlation of r = .36, p < .05. This is the expected
direction of Hypothesis l a because of the way in which the item specificity scale was
scored. The specificity scale consisted of a graphic rating scale ranging from 1 to 5, with
the anchors of 1 "objective" and 5 "subjective."
Hypothesis lb speculated that interrater agreement of performance items would
be positively related to item difficulty. This hypothesis was tested via a one-tailed
Pearson's correlation between r wg performance ratings and the mean of item difficulty.
The results did not support this hypothesis (r = -.037, p > .05).
Hypothesis lc postulated that interrater agreement of performance ratings would
be positively related to the target's performance ratings. These data were analyzed by a
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one-tailed Pearson's correlation between r wg performance ratings and the mean
performance rating. These results were not significant (r = -.216, p >.05)
Impact of Prior Item

Exposure

Hypothesis 2a predicted that individuals who had prior exposure to the item list
would view the dimensions (Oral Communication, Problems Solving, Team Work and
Professionalism) as less difficult to rate than individuals who did not have prior exposure
to the list. This hypothesis was analyzed by creating a composite score for each of the
dimensions. A q-sort analysis was performed using four raters to identify the dimension
in which each item belonged. The cutoff for agreement was 75% at least three out of the
four raters had to agree on the dimension for a given item. Items that did not meet this
criteria were discarded. The dimensions used were the same as the dimensions in the
original study: Oral Communication, Team Work, Problem Solving, and Professionalism.
Two other categories were created: none of the dimensions and discarded items. For the
results of the q-sort analysis, see Appendix B. The analysis resulted in 15 items in Oral
Communication, 20 items in Team Work, 12 items in Professionalism, 21 items in
Problem Solving, 6 items not belonging to any dimension, and 12 discarded items. A
composite score of difficulty was then created by adding all of the difficulty ratings for
each dimension into a single score. For each dimension, a t-test was then used to test the
difference between Condition A and Condition B. The dependent variable was the
composite difficulty score for each dimension. No significant differences were observed
for Oral Communication, t{297) = .033, p >.05; Problem Solving, f(297) = .601, p > .05;
or Professionalism, t(297) = .455, p >.05. For the Teamwork dimension, however, a
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significant difference was obtained £(297) = 3.69, p < .05 between the control condition
(M = 55.8, SD = 15.7) and the treatment condition (M = 62A,SD=

14.6).

Hypothesis 2b predicted that exposure to the item list would lead to higher
interrater agreement. These data were analyzed by using an independent samples t-test
with r wg performance ratings as the dependent variable and the condition type (treatment
or control) as the independent variable. These results were significant, r(170) = 4.39, p <
.05. (M=.31, SD=.12) control condition and (M = .39, SD = .13) treatment condition.
Post Hoc

Analysis

The results of Hypothesis 2b indicated that the treatment condition had
significantly higher interrater agreement of performance scores. Since there was
significantly greater interrater agreement for the treatment condition than the control
condition, these results prompted that further analysis of the treatment condition be
performed regarding the first set of hypotheses. These analyses were performed using the
data from the treatment condition and testing the first set of hypotheses again.
Hypothesis la was analyzed via a Pearson's one-tailed correlation of r wg
performance ratings and item specificity ratings. The results, once again, indicated a
significant positive correlation (r= .48, p < .05). Fisher's r-to-z transformation was used
to test the differences between the correlation obtained in the Hypothesis la for the
control condition and the treatment condition. The test indicated that there was no
significant difference between the correlations.
Hypothesis lb was analyzed using Pearson's correlation of r wg performance
ratings and mean item difficulty for each item. The results of this analysis revealed a
significant positive correlation (r = .42, p < .05).
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Hypothesis lc was analyzed using Pearson's one-tailed correlation of r wg
performance ratings and mean performance for each item. These results were not
significant (r = .06 ,p > .05).
An analysis was conducted to determine the relationship between item specificity
and the extent to which ratings exhibited central tendency. First, items were placed into
specificity categories by rounding the specificity levels provided by Roch and Paquin
(2004) to the nearest whole number. For example, an item with a specificity level of 1.2
would be placed in category "1," while an item with a level of 1.6 would be placed in
category "2." This resulted in five different specificity categories. Second, performance
ratings and r wg were then averaged for all of the items within each of the five specificity
categories for both the treatment and control condition (see Tables 1 and 2). The results
of this analysis indicated the performance ratings congregated around 3.00 for both
conditions but was more prevalent for the treatment condition. The results for the
treatment condition also revealed that the most subjective category contained the highest
average of interrater agreement.

Table 1
Compared means analysis for the control condition
Average interrater
Specificity Categorization
agreement
.21
1 Objective
.32
2
.30
3
.34
4
.35
5 Subjective

Performance average
2.56
3.00
2.77
2.65
2.85
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Table 2
Compared means analysis for the treatment condition
Average interrater
. „
.
Specificity Categorization
agreement
1 Objective
.24
2
.40
3
.40
4
.41
5 Subjective
.49

_
Performance average
_
2.69
3.11
2.96
2.92
3.14

CHAPTER 4
Discussion
The first set of hypotheses (la, lb, lc) was included in this study to test the results
obtained by Roch and Paquin (2004). The three main results from Roch and Paquin
were: As the items became less specific, interrater agreement on performance increased;
as item difficulty increased, there was an increase in interrater agreement; and as
interrater agreement increased, so did the performance ratings. The second set of
hypotheses (2a and 2b) examined if item exposure had an impact on interrater agreement
and if prior exposure to the items would result in a decrease in item difficulty.
The results of Hypothesis la replicated the results found by Roch and Paquin
(2004) in that, as the items became less specific (more vague), there was an increase in
interrater agreement. This result was also found for the treatment condition, with no
significant difference in the correlations between the treatment and control condition.
This suggests that the results in Roch and Paquin (2004) were not a statistical anomaly.
Unfortunately, the exact cause of the relationship is impossible to conclusively identify at
this time. One possible reason for these results, however, is that when an item is not
clearly defined, the rater is not entirely sure what he or she is measuring. When raters are
not sure what they are measuring, they may not be able to categorize the specific
behaviors being exhibited by the ratee to a particular item. This can result in a lack of
information required by the rater to make an appropriate rating. It is possible that this
lack of information can result in the rater's committing central tendency rating error. The
compared means analysis revealed that all of the means for the various specificity
categories were congregated around the middle of the performance scale. This suggests

18

19

the possibility of an error such as central tendency may have occurred for all the items.
The most subjective category for both conditions also contained the highest average
interrater agreement. This bolsters the possibility that while central tendency errors may
be present to a certain extent for all items, it is more pronounced for the more subjective
items. The final possibility is that the target's performance was average, but no "true"
accuracy ratings were obtained by Roch and Paquin (2004) nor were accuracy ratings
ascertained during the development of this study.
Initially, the relationship between interrater agreement and item difficulty for the
control condition was non-existent. These results are contrary to the results found by
Roch and Paquin (2004), which indicated a positive relationship between item difficulty
and interrater agreement.

Yet, when this relationship was tested post hoc with the

treatment condition, the results were a moderate positive significant relationship between
interrater agreement and item difficulty. This suggests that, for the treatment condition,
as the items became more difficult to rate, there was an increase in interrater agreement.
The compared means analysis for the treatment condition also supported this relationship.
The compared means analysis indicated that the most vague items, which were the most
difficult to rate, also contained the highest average interrater agreement with an average
performance rating near the center of the scale (M=3.15). As such, central tendency error
could be responsible for such findings. It is unclear at this juncture as to why the
treatment condition supported this hypothesis while the control condition did not.
Hypothesis lc attempted to determine if there was a positive relationship between
the level of performance and interrater agreement. The control and treatment condition,
however, indicated no relationship beiween level of performance and interrater
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agreement. Roch and Paquin (2004) suggested the possibility of a positive relationship
between level of performance and interrater agreement. The results of the present study,
however, did not reveal a positive linear relationship between these two factors. One
explanation for the differences in the results of the two studies is the possibility of a
statistical anomaly occurring in one of the studies. Another possibility might be due to a
central-oriented "safe rating." Roch and Paquin (2004) reported that a "safe rating" could
either be high, low, or middle-oriented and that the type of "safe rating" is context
dependent. The compared means analysis suggests that it is plausible the raters in the
current study provided an average rating, since the ratings for each specificity category
converge around the rating of 3.00. Another study (Kulas, Stachowski, & Haynes, 2006)
involving a graphic rating scale also found an effect in which the neutral/average
category was used as a "dumping ground" for ratings. It is possible that this occurrence
resulted in the lack of a linear relationship between interrater agreement and
performance, as indicated by the non-significant results with this particular hypothesis.
The current study shows the possibility of a middle-oriented safe rating whereas Roch
and Paquin (2004) indicated a high-oriented safe rating.
The second set of hypotheses was designed to specifically test the effects of prior
exposure to the item list. The results of Hypothesis 2a indicated that prior exposure to
the item list significantly increased interrater agreement. A possible explanation of this
effect is that in viewing the item list the rater was becoming more familiar with the items,
therefore making the rater more receptive to particular behaviors being exhibited by the
target and potentially obtaining more information for making a particular rating. Yet, in
previous arguments, it has been postulated that a lack of information resulted in ccntral

tendency error. So what is the effect in this case? It is possible that there is a lack in the
quality of the information being presented in that the treatment condition was only briefly
exposed to the item list, thus providing no quality information regarding the item list such
as clarification of difficult items. However, there was enough information contained in
the exposure of the list to impact interrater agreement. It is also possible that the control
condition's lack of information resulted in middle-oriented safe ratings and the
information provided to the treatment condition was enough to result in a more precise
measurement of the target's performance. It is clear that further investigation is needed
to decipher the cause of these results.
The analysis of Hypothesis 2b required the creation of a composite variable,
which placed the individual items into their corresponding dimensions according to the qsort analysis. The original hypothesis stated that the treatment condition would view the
four dimensions significantly less difficult to rate than the control condition. Three of the
four analyses indicated no significant results. Analysis of the "Team Work" dimension
indicated that the control condition found those items to be significantly easier to rate
than the treatment condition. At this point, no logical explanation of this particular
phenomenon can be offered and further investigation is needed as to the reasoning behind
this effect.
Limitations
This study had several potential limitations. One of the limitations was the
method by which the item list was presented in the treatment condition. During the
presentation of the item list, the first item appeared on the PowerPoint projection for
three seconds and then the next item appeared on the screen directly underneath the
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previous item. This cycle continued until 15 items were presented per slide. At this point
the slide became blank and the process was repeated for the next 15 items. This process
continued until the entire 86 item list was presented. This meant that the first item
appeared on the screen for 45 seconds while the fifteenth item only appeared on the
screen for three seconds. This method of presentation could have resulted in primacy or
recency effects.
Another potential limitation was rater fatigue. In the current study, each rater was
asked to rate the target's performance and the perceived difficulty rating for 86 items. As
such, each rater was asked to make 172 individual ratings, which could result in rater
fatigue. This particular limitation is more plausible when dealing with college
undergraduates, since the raters were possibly only motivated by fulfilling a class
requirement or gaining extra credit. In real settings, raters are more likely to be motivated
because making ratings is part of their job and they may have a better understanding of
the potential impact of ratings on a particular rate (e.g., the ratings being used for
developmental or administrative purposes).
Future

Research
The results of this study combined with the results of Roch and Paquin (2004)

indicate that as the items become less specific there is an increase in interrater agreement.
The first step for future research is to identify the cause of this effect. Roch and Paquin
(2004) speculated that this effect might be the result of raters making a "safe" rating.
Future research, however, should examine this explanation as this conclusion was purely
speculation. Future studies could also analyze the direction (positive, negative, or
central) of these "safe" ratings; are the raters necessarily providing higher ratings? The
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results of the present study suggest that the answer is "no," but further investigation is
needed.
Prior exposure to the item list does appear to increase interrater agreement.
Future research needs to focus on the amount of item exposure and rater familiarity with
the rating scale. Is there a linear relationship between the length of the prior exposure to
the rating list and interrater agreement? When raters have prior experience using a
particular rating form and item list, does prior experience increase interrater agreement?
At what point along the experience continuum does interrater agreement stop increasing?
There is strong evidence that training increases interrater agreement by reducing rating
errors and giving the raters a common frame of reference. Future research can also
examine the relationship between rater training and item specificity. For example, does
the effectiveness of Frame of Reference Training vary with the varying levels of item
specificity? Regarding types of training, rater dimension training essentially explains the
particular behaviors that might be observed for each dimension, with this type of training
it would be interesting to examine the level of difficulty for certain dimensions as well as
possible variances in interrater agreement and item specificity regarding individuals who
received rater dimension training.
Conclusion
The present study has replicated some of the results from Roch and Paquin (2004)
and it has also identified some interesting effects, mainly the potential impact of central
tendency. This study arrived at three conclusions. First, there is a relationship between
interrater agreement and item specificity; as the items become less specific there is an
increase in interrater agreement, although this agreement may be the result of central
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tendency rating error. Second, exposure to the item list results in an increase in interrater
agreement. Finally, as the items become more difficult to rate, there is an increase in
interrater agreement but only for those with prior exposure to the item list.
The potential impact of central tendency error is seen throughout this study. The
potential "dumping ground" effect seems to be related to central tendency and, in the case
of the current study, this effect is possibly due to the raters' lack of information on which
to base their ratings. Yet when more information (item exposure) was provided there was
an increase in agreement, and agreement was highest for the most vague items. The
results indicate a positive correlation between difficulty and interrater agreement, but this
is only true for individuals who had prior exposure (more information) to the item list. It
seems that item difficulty and information play a role in rater agreement, but more
research is needed to understand that role.
The result of this study along with the results of Roch and Paquin (2004) are more
complex than originally perceived. In fact, some of the results are counter intuitive and
require more investigation into the cause of some of the effects seen within these two
studies. At first there was an argument that higher interrater agreement is needed when
using certain tools such as 360 performance appraisals. The results of this study indicate
that higher interrater agreement is not always a "good thing," and in fact, higher
agreement is possibly the result of central tendency rating error. Researchers and
practitioners should be wary of high levels of agreement and understand that the high
levels may be either accurate or the result of rating error. The type of rating error has yet
to be determined.
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Appendix A
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Please use the following rating scales to rate the performance of the target person and the
difficulty of the item. Remember when rating performance you are rating the target
persons performance in the leaderless group discussion. Be sure to rate their performance
on every item. When you rate difficulty you are rating the difficulty of each item. Be
sure that in rating performance you place your answer in the column labeled
"Performance" and the column labeled "Difficulty" for rating difficulty.

Please use the following scales to rate the corresponding items.
Performance Rating
1
2
3
4
5
Not at all
To a very great extent

Difficulty Rating
1
2
Very easy

3

4

5
Very Difficult to rate

Item
1.
2.
3.
4.
5.
6.

Accepted other's ideas
Acted appropriately
Acted judiciously
Acted professionally
Acted with poise and maturity
Allowed another group member to speak by saying
such things like "Mary has something to say" or
"Let's hear what Joe has to say."

7.
8.

Analyzed problems well
Asked fellow group members if they all agreed
either with own opinion or someone else's opinion.
9. Asked other team members for their opinions by
saying such things as "What do you think?"
10. Asked others regarding the details of their plans
11. Asked the group how the group should proceed by
saying such things as "what is our next step" or
"what do you think we should do next."
12. Avoided use of speech crutches (such as "umm,"
"ah," and "err")
13. Behaved conscientiously
14. Behaved suitably

Performance

Difficulty
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Performance
1
Not at all

Rating
2
To a very great extent

Difficulty Rating
1
2
Very easy

Very Difficult to rate

Item
15. Blamed others or made excuses
16. Communicated effectively
17. Comprehended group functioning
18. Constructed clear sentences
19. Delivered message in a manner appropriate to
audience
20. Delivered message in an effective manner
21. Delivered message in an enthusiastic manner
22. Delivered the message competently
23. Demonstrated an inappropriate sense of humor
24. Demonstrated appropriate body language
25. Dressed professionally
26. Gave consideration to others' plans
27. Had a good grasp of the problem
28. Had short hair
29. Helped to clarify group goals
30. Highlighted group functioning
31. Identified trade-offs
32. Included other team member's ideas in the solution
33. Integrated proposals from several team members
34. Knew how to resolve conflicts
35. Knew how to solve problems
36. Lost temper or appeared frustrated
37. Made eye contact with other people
38. Made inappropriate comments
39. Made logical arguments or statements
40. Mentioned possible solutions to the problem
41. Paid attention to others' plans
42. Perceived relationships among the plans
43. Pointed out problems with the plans
44. Praised other team members by saying such things as
"good" , "good idea", or "I like that" in response to
their ideas.
45. Presented message in an organized manner
46. Processed information

Performance

Difficulty

31

Performance
J
Not at all

Rating
2

Difficulty Rating
]
2
Very easy

3

4

5
To a very great extent

3

4

5
Very Difficult to rate

Item
47. Processed information effectively
48. Proposed an answer to the problem
49. Proposed priorities for the plans
50. Proposed solutions
51. Protected minority point of view
52. Provided clarification of the problem
53. Raised voice in response to others' comments
54. Rambled
55. Recognized strategic opportunities for success
56. Remained quiet while other people were speaking
57. Sat erect in his/her chair
58. Saw connections between plans
59. Saw how the plans fit together
60. Sifted irrelevant data
61. Sought consensus
62. Spoke in a concise manner
63. Spoke in a loud manner
64. Spoke well
65. Spoke with adequate volume and enunciation
66. Successfully involved others in group process
67. Summarized other people's views and questions
68. Supports others' viewpoints
69. The individual was an effective oral communicator
70. The person had effective team skills
71. The person was an effective problem solver.
72. Treated others in a professional manner
73. Tried to satisfy group goals
74. Twisted hair around fingers
75. Understood group functioning
76. Used a constructive approach to resolve conflicts
77. Used coarse or vulgar language
78. Used gestures fittingly
79. Used information from multiple sources

Performance

Difficulty
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80.
81.
82.
83.
84.
85.

Used sound criteria for selecting options
Used suitable language
Used visual aids
Varied pitch of voice
Welcomed diverging viewpoints
Wore a vest
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Appendix B
Dimension List
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Dimension: Oral Communication
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.

Avoided use of speech crutches (such as "umm," "ah," and "err")
Communicated effectively
Constructed clear sentences
Delivered message in a manner appropriate to audience
Delivered message in an effective manner
Delivered message in an enthusiastic manner
Made logical arguments or statements
Presented message in an organized manner
Rambled
Spoke in a concise manner
Spoke in a loud manner
Spoke well
Spoke with adequate volume and enunciation
The individual was an effective oral communicator
Varied pitch of voice

Dimension: Teamwork
1. Accepted others ideas
2. Allowed another group member to speak by saying such things like "Mary has
something to say" or "Let's hear what Joe has to say"
3. Asked fellow group members if they all agreed either with own opinion or
someone else's opinion.
4. Asked other team members for their opinions by saying such things as "What do
you think?"
5. Asked others regarding the details of their plans
6. Gave consideration to others' plans
7. Helped to clarify group goals
8. Highlighted group functioning
9. Included other team member's ideas in the solution
10. Knew how to resolve conflicts
11. Paid attention to others' plans
12. Praised other team members by saying such things as "good" , "good idea", or "I
like that" in response to their ideas.
13. Protected minority point of view
14. Sought consensus
15. Successfully involved others in group process
16. Supports others' viewpoints
17. The person had effective team skills
18. Tried to satisfy group goals
19. Understood group functioning
20. Welcomed diverging viewpoints
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Dimension: Professionalism
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.

Acted appropriately
Acted Judiciously
Acted professionally
Acted with poise and maturity
Behaved suitably
Demonstrated an inappropriate sense of humor
Dressed professionally
Lost temper or appeared frustrated
Made inappropriate comments
Treated others in a professional manner
Used coarse or vulgar language
Used suitable language

Dimension: Problem Solving
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

Analyzed problems well
Had a good grasp of the problem
Knew how to solve problems
Mentioned possible solutions to the problem
Perceived relationships among the plans
Pointed out problems with the plans
Processed information
Processed information effectively
Proposed an answer to the problem
Proposed priorities for the plans
Proposed solutions
Provided clarification of the problem
Recognized strategic opportunities for success
Saw connections between plans
Saw how the plans fit together
Sifted irrelevant data
The person was an effective problem solver
Used a constructive approach to resolve conflicts
Used accurate logic in analyses
Used information from multiple sources
Used sound criteria for selecting options

Items not belonging to any dimension
1.
2.
3.
4.
5.
6.

Had short hair
Made eye contact with other people
Twisted hair around fingers
Used gestures fittingly
Used visual aids
Wore a vest
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Discarded Items
1. Asked the group members how the group should proceed by saying such things as
"what is our next step" or "what do you think we should do next"
2. Behaved conscientiously
3. Blamed others or made excuses
4. Comprehended group functioning
5. Delivered the message competently
6. Demonstrated appropriate body language
7. Identified trade-offs
8. Integrated proposals from several team members
9. Raised voice in response to others' comments
10. Remained quiet while other people were speaking
11. Sat erect in his/her chair
12. Summarized other people's views and questions

