Shirky. In the current chapter I diverge from this norm to examine a body of literature only rarely acknowledged by mainstream digital politics scholarship. This literature contains politicallyrelevant research by computer scientists and information scientists and is published under a variety of disciplinary labels, but will be referred to here as social computing research. As its name implies, social computing research's purview includes any aspect of human behavior involving both digital technology and more than one person (Parameswaran & Whinston, 2007; Wang, Carley, Zeng, & Mao, 2007) . Politics accounts for a small but thriving subset of this literature, which also encompasses health, business, economics, entertainment, artificial intelligence, and disaster response, among other topics.
establishes social computing as a highly ubiquitous activity of study:
Social computing shifts computing to the edges of the network, and empower (sic) individual users with relatively low technological sophistication in using the Web to manifest their creativity, engage in social interaction, contribute their expertise, share content, collectively build new tools, disseminate information and propaganda, and assimilate collective bargaining power. (p. 763) Both of the above quotes emphasize the two essential elements of social computing: digital tools ("computing" broadly construed) and social interaction. Of course, researchers in communication, sociology, anthropology, and other social-scientific disciplines have explored topics such as "computer-mediated communication" and "cyberculture" for decades. This similarity in subject matter invites the question of how social computing research differs from approaches with which we are more familiar.
The main difference between social computing research and research traditions grounded in social science is as paradigmatic as that between social science and critical theory (Fink & Gantz, 1996; Potter, Cooper, & Dupagne, 1993) . Whereas social science's goals are to explain empirical outcomes while promulgating theory, and critical theory's is to foment social change, social computing research is devoted to the development of new techniques for organizing, analyzing, and improving the user experience of social computing software and its output. As such, social computing studies are usually published in highly technical articles that focus on methods, analysis, and evaluation at the expense of what we would consider "theory" (Freelon, 2014) . The call for papers for the 2014 conference on Computer-Supported Collaborative Work (CSCW), a prominent social computing publication venue, expresses this notion in its introduction: "We invite submissions that detail existing practices, inform the design or deployment of systems, or introduce novel systems, interaction techniques, or algorithms" (CSCW, n.d.) . 2 Further evidence for this claim can be seen in the strong presence of employees of well-known tech companies such as Google, Microsoft, and Yahoo on major social computing conferences' program committees. Of course, theory is not always entirely absent: some articles include a few theoretical references of relevance to the project at hand, but the discussions tend to be much shorter than in most social science fields. And articles are often accepted without referencing any social science theories at all.
In addition to downplaying theory, social computing research relies heavily on computational methods such as social network analysis, machine learning, computational linguistics, and algorithmic preprocessing of raw web data. These methods are common in computer science and information science, disciplines which many (though by no means all) social computing researchers call home. Programming serves at least two major purposes in social computing: 1) to develop and improve digital platforms for social interaction, and 2) to evaluate their performance efficiently and at scale. Qualitative methods such as ethnography and depth interviews are occasionally seen, often as part of a multi-method approach with one or more computational methods. However, such studies are fairly rare, as the next section will demonstrate. The field places the highest value on research techniques and metrics that can be implemented algorithmically. The ability to visualize quantitative results in intuitive and innovative ways is also highly prized.
The final characteristic of social computing research of relevance to the digital politics researcher may seem rather obvious: the field is not principally concerned with politics per se, but rather with social computer use. In other words, social computing researchers typically analyze political cases to make broader points about social computing systems and affordances rather than about politics. Matters of system development and algorithm optimization almost always come first, and broader implications for politics are discussed secondarily if at all. As a result, the results sections of social computing research papers often leave many implications of theoretical interest unexplored. Later in this chapter I will attempt to reclaim some of these implications in order to clarify their value for students of political science and communication.
But first, I will examine in detail the most common methods social computing researchers employ.
Methods in social computing research on politics
Social computing research is sometimes published in journals, but many of the most relevant studies for our purposes are published in the proceedings of prominent conferences in computer science, information science, and human-computer interaction. Haphazardly selecting papers from these conferences would bias my discussion, so instead I chose them using a systematic and replicable method. Table 1 ). These form the basis of the discussions in this section and the next.
[ Table 1 I classified an extremely heterogeneous collection of methods as "computational" in accordance with the operational definition given above. These fall into three general subcategories: data collection, preprocessing, and analysis.
Data collection
All major social media services, including Twitter, Facebook, and Youtube, offer application programming interfaces (APIs) through which large amounts of data can be harvested computationally. By far the easiest way to collect these data is by writing a script in the programming language of one's choice. Some articles that analyzed social media content briefly described their data collection process, including such details as the language and specific API used (Mascaro, Black, & Goggins, 2012; Ratkiewicz et al., 2011; Skoric, Poor, Achananuparp, Lim, & Jiang, 2012) , while others did not (Diaz-Aviles, Orellana-Rodriguez, & Nejdl, 2012; A. Garcia, Standlee, Beckhoff, & Cui, 2009; Golbeck & Hansen, 2011; Jürgens, Jungherr, & Schoen, 2011; Vallina-Rodriguez et al., 2012) . Interfacing with APIs to extract data is evidently such a routine activity in social computing research that documenting its details is optional. Studies that examined content from sources without APIs-blogs for example-usually used their own custom web-scraping scripts (Adamic & Glance, 2005; Nahon & Hemsley, 2011; Ulicny, Kokar, & Matheus, 2010) .
For researchers in disciplines like political science and communication that are relatively new to computational methods, this lack of detail on data collection methods is unfortunate. I do not intend to imply that it is the responsibility of social computing researchers to educate outsiders on the elementary aspects of social media data collection, but only to observe that those interested in getting started researching social media content will not learn much about how to collect it from articles in the field. Textbooks on social media analysis (Leetaru, 2012; Russell, 2013 ) are more helpful in this regard, but their utility will inevitably decrease with time due to the rapid developmental pace of social media platforms. Some enterprising political science and communication researchers will be able to teach themselves effectively using such resources, but until computational methods become a disciplinary priority, social scientists' ability to collect and analyze social media data will remain marginal.
Preprocessing
Preprocessing encompasses a miscellany of techniques to convert raw text and other content collected from the web into research-grade data suitable for quantitative and qualitative analysis. Examples include manipulating social media posts into formats suitable for calculating descriptive statistics (Mascaro et al., 2012) , social network analysis (Adamic & Glance, 2005; Jürgens et al., 2011; Ratkiewicz et al., 2011) , simple time-series plots (Vallina-Rodriguez et al., 2012) , statistical associations with non-social media data (Golbeck & Hansen, 2011; Skoric et al., 2012) , automated content analysis (Diaz-Aviles et al., 2012; Stieglitz & Dang-Xuan, 2012) , and analysis of metadata such as "likes" or star ratings (D. Garcia, Mendez, Serdült, & Schweitzer, 2012) . Like data collection, computational preprocessing requires programming skills by definition, but while the former is a rote task that rarely changes substantially between projects, the latter is completely open-ended.
Indeed, creativity in preprocessing determines the kinds of analyses that can be applied to one's data; as such it is more akin to an art than a science.
The articles in the sample furnish a number of examples of the dizzying range of choices researchers face when preprocessing their data. In using social network methods to analyze relationships between social media users, a preprocessing script may count @-mentions, retweets relationships, and/or follow relationships as tie indicators, among other features Golbeck & Hansen, 2011; Jürgens et al., 2011; Ratkiewicz et al., 2011) . The findings of the ensuing social network analysis will obviously differ based on which tie indicators were used. Similarly, most types of automated text analysis require some preprocessing to allow the algorithms to output intelligible results. In a sentiment analysis of political tweets, Stieglitz and Dang-Xuan (2012) imported Twitter-specific jargon and emoticons from their dataset into a dictionary of positively-and negatively-valenced terms which they used to classify tweets as positive or negative in tone. Using a similar dictionary-based technique, Diaz-Aviles, OrellanaRodriguez, and Nejdl (2012) Garcia et al., 2012; Sarmento, Carvalho, Silva, & de Oliveira, 2009; Stieglitz & Dang-Xuan, 2012) . Unsupervised learning approaches attempt to detect latent structure in texts inductively and automatically; one of its applications to politics research is the identification of topics mentioned in political texts (Fang et al., 2012) .
Supervised learning, in contrast, is a deductive method whose goal is to identify pre-established content categories automatically. It begins with a traditional content analysis, the results of which the algorithm uses as exemplars to classify previously unexamined texts. Several social computing research teams have used supervised learning to predict the political leanings of social media users Jiang & Argamon, 2008; Park, Ko, Kim, Liu, & Song, 2011) . Finally, network methods have proven themselves quite versatile, with applications in the study of political spam , communication patterns among political bloggers (Adamic & Glance, 2005; Nahon & Hemsley, 2011; Ulicny et al., 2010) , and political gatekeeping in social media (Jürgens et al., 2011) .
This very brief survey was intended to highlight some of the ways computational methods have been used to study political topics. The kinds of research questions social computing scholars pursue using these methods are limited by their field-specific concerns; thus, there are many opportunities for innovative work by enterprising scholars in other fields with different concerns. The following section substantiates this point more fully.
Theory in social computing research on politics
There is a great deal of variation in how social computing research addresses theoretical concerns. Two broad approaches to theory are apparent in the current sample. The first is an explicit approach that closely resembles the norm in social science: relevant theoretical contributions from prior research are explored in an in-depth literature review, and then empirical research questions and/or hypotheses are derived from them. The depth of these literature reviews varies widely, as we shall see. The second approach is implicit in that theoretical concerns about politics are not discussed at all, but the methods or findings could be integrated into theory-based research by innovative authors. This section will first discuss the theoretical implications of explicitly theoretical papers, and then offer suggestions as to how implicitly theoretical work can inform existing theoretical traditions.
Explicitly theoretical work
Social computing research that explicitly incorporates theory does so in a similar fashion to social science. In fact, some such papers are theoretically rigorous enough to be published in a traditional political science or communication journal (Munson & Resnick, 2010; Nahon & Hemsley, 2011; Wei & Yan, 2010 Only one cluster of theories attracted attention from more than one or two papers: online political polarization, homophily, and selective exposure. The research on this topic fell into two categories: studies of online content and evaluations of design interventions. The content-based research analyzed text and metadata from YouTube, the American political blogosphere, Twitter, online newspaper comments, and Yahoo!'s search query logs. Most of these studies found clear evidence of online homophily, e.g. that the blogosphere is divided in terms of hyperlinking patterns (Adamic & Glance, 2005) , liberal blogs tend to link primarily to liberal election videos and mutatis mutandis for conservatives (Nahon & Hemsley, 2011) , the Twitter followers of media outlets tend to skew liberal or conservative (Golbeck & Hansen, 2011) , and liberals and conservatives tend to use ideologically distinctive queries in search engines (Weber et al., 2012) .
The design intervention studies evaluated the effects of human interaction with systems designed to promote exposure to opinion-challenging content (Munson & Resnick, 2010) and critical thinking about politics (Baumer et al., 2009; Baumer, Sinclair, & Tomlinson, 2010) .
Unsurprisingly, all three of these studies reported some degree of success in their stated goals.
The remaining explicitly theoretical pieces covered a hodgepodge of theoretical concerns.
Kaschesky and Riedl (2011) 
Implicitly theoretical work
Most of the studies reviewed for this chapter did not discuss theory in any substantial way (although some of these cited social science papers to discuss their empirical results). A few lacked literature reviews altogether (Jiang & Argamon, 2008; Jürgens et al., 2011; . Those that included them tend to focus on previous studies' methodological efficiency and range of application, and they generally frame their contributions in those terms as well (Diakopoulos & Shamma, 2010; Diaz-Aviles et al., 2012; Fang et al., 2012; D. Garcia et al., 2012; Michael Kaschesky, Sobkowicz, & Bouchard, 2011; Kim, Valente, & Vinciarelli, 2012; Sarmento et al., 2009; Skoric et al., 2012; Younus et al., 2011; Zhang et al., 2009) . In a representative example, Awadallah, Ramanath, and Weikum (2010) presented a new method for classifying political debate arguments as pro or con. Much previous work in the area had at that point been context independent-for example, judging a statement as inherently positive or negative, whereas pro/con judgments depend upon how the debate position is phrased. Further, previous work had also required manually-classified training data, which is time-consuming and expensive. Awadallah's approach was both context-sensitive and fully automatic, which constitute substantive contributions in the social computing research tradition.
Perhaps the best way to demonstrate the value of implicitly theoretical work is to describe its attempted goals, most of which fall into one or more of three categories:
classification, forecasting, and description. Classification, the largest category, consists of studies that aim to fully or partially automate the process of labeling digital content (mostly but not exclusively text). Some of the classification tasks in this sample include labeling political texts as positive or negative (which is also known as sentiment analysis) (Diakopoulos & Shamma, 2010; Diaz-Aviles et al., 2012; D. Garcia et al., 2012; Sarmento et al., 2009) , pro or con (Awadallah et al., 2010) , subjective or objective (Younus et al., 2011) , and liberal or conservative Fang et al., 2012; Golbeck & Hansen, 2011; Jiang & Argamon, 2008) . Forecasting studies seek to predict patterns or outcomes in the digital realm or offline; examples include elections (Skoric et al., 2012) , public opinion polls (Diaz-Aviles et al., 2012; Hong & Nadler, 2011) , and the diffusion of political opinions online (M. Kaschesky & Riedl, 2011; Michael Kaschesky et al., 2011) . Descriptive studies are similar to their counterparts in social science except that they use very little or no theory (and sometimes no prior research at all) to guide them. As a result, their attempts to discover how platforms such as Twitter were used in particular contexts vary widely in their methodological specifics (Mascaro et al., 2012; VallinaRodriguez et al., 2012) .
Each of these categories is implicitly theoretical in its own way. Classification studies do not quite go far enough to qualify as social science; their goal is typically to optimize algorithmic performance rather than to contribute to theory. From a social science perspective they resemble Forecasting is more the province of natural scientists and economists than most of social science, which is more concerned with explanation.
5 That said, we should recall that forecasting encompasses within it correlation and time precedence, which are two of Babbie's (2012) three essential components of causation. The remaining component, the elimination of potential alternative causes, then becomes the task of the social scientist. In the rush to build models that can predict elections based on user-generated data, it is the social scientist rather than the social computing researcher who will be interested in why the model works. Finally, most descriptive studies would not pass muster in most social science journals because of their long-standing bias against atheoretical work. Nevertheless, they can still offer the social scientist a sense of the methodological possibilities afforded by new social computing platforms, which could then be incorporated into research questions and/or hypotheses that build theory.
Conclusion and future work
As I have shown, social computing research has produced much of interest to the digital politics researcher. The field has employed computational methods and Big Data since the 1990s, and still conducts much of the cutting-edge research in these areas. In contrast, political science and communication are still very firmly invested in their traditional methods, which are not always optimally suited for analyzing digital data. Engagement with the best social computing research studies has been and will continue to be essential for all social scientists interested in applying computational methods in their home disciplines. The field's theoretical contributions are not always as obvious, but with a bit of work, students of digital politics will be able to profitably draw upon them for inspiration.
I close this chapter with two general recommendations for social scientists who find this sort of work valuable. The first is simply to learn a programming language suitable for manipulating and analyzing large datasets. While researchers can conduct a few descriptive analyses on large datasets without knowing how to program, most research-grade operations require the ability to work directly with code. Collaborating with social computing researchers may work well for some projects, but as we've seen, they have different standards for what constitutes a contribution (and corresponding publication incentives). Moreover, social scientists can recognize theoretically-relevant patterns in data that computer scientists can't-thus it greatly benefits the former to know how to explore large-scale datasets firsthand. (Imagine having to rely on statistician for all your statistics!) For the beginning computational researcher I recommend learning the Python programming language, both because it offers a number of libraries and modules specifically for collecting, preprocessing, and analyzing data; and also because its growing popularity in academic circles offers critical support for new learners. R, the statistical language and programming environment, is more advanced in terms of the variety and complexity of statistical models it supports, but has a steeper learning curve than Python.
As computational research become more accepted in the disciplines in which digital politics research is conducted, graduate faculties should strongly consider how best to teach its methods to their students. of how to achieve this outcome lies beyond the scope of this chapter, but at a minimum, committed departments will need to thoroughly revise their hiring practices, tenure guidelines, graduate curricula, and departmental resources (including appropriate hardware, software, and data subscriptions), among other reforms.
My second recommendation pertains to the construct validity of digital traces. Construct validity is the extent to which an operationalized metric actually measures the underlying concept it is intended to measure (Babbie, 2012) . As I have documented elsewhere (Freelon, 2014) , social computing research studies do not always amply demonstrate the construct validity of the traces they use as metrics. To take an example from the current sample, Ulicny et al.
(2010) purport to measure four concepts of academic and practical relevance in the Malaysian blogosphere: relevance, specificity, timeliness, and credibility. Without any reference to prior literature, they define these concepts in terms of manifest digital traces, including use of a real name, network authority, number of comments, and number of unique nouns, among others. Not only are these metrics biased in favor of what can be collected and measured easily, there is no discussion of whether the metrics are comprehensive, and if not, which aspects of the underlying concepts might be omitted. While a lack of attention to construct validity is by no means universal in social computing research, it is common (Fang et al., 2012; A. Garcia et al., 2009; Jürgens et al., 2011; Mascaro et al., 2012; Younus et al., 2011) .
Social science research on politics is ultimately concerned with abstract concepts such as power, influence, preference, ideology, and homophily, among many others. Traces such as retweets, Facebook "likes," social media follow relationships, and hyperlink patterns are only interesting inasmuch as they faithfully and consistently indicate such concepts. Yet just as we should avoid studying traces for their own sake, we should also refrain from simply assuming that retweets are endorsements, hyperlinks signify authority, and "likes" imply approval.
Credible arguments for these positions should be submitted and substantiated. In some cases, it will be possible to make logical arguments on the basis of a trace's inherent properties, as in the observation that retweets represent peer-to-peer information propagation. But whenever possible, a trace's imputed meaning should draw on empirical observation: close qualitative observation of how traces are used can help fulfill this purpose (Boyd, Golder, & Lotan, 2010) .
The rise of computational techniques in social science has barely begun, and digital politics scholars (including me) still have much to learn. Social computing researchers offer some of the most methodologically sophisticated work currently available, and many of them are interested in very familiar subject matter. For these reasons, we would do well to learn what we can from them.
Suggested reading
On social computing: 3 I chose not to conduct a formal content analysis here mainly due to the great diversity of methods comprising the "computational" category, which proved difficult for a non-expert coder to identify consistently. 4 Readers interested in more in-depth discussions of these methods than I offer here are recommended to consult Graesser, McNamara, and Louwerse (2010) and Petchler and Gonzalez-Bailon (this volume). 5 For more on the differences between scientific prediction and explanation, see Shmueli and Koppius (2011) .
