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We consider an M/G/1 queueing system under PMk -service policy. As soon as the workload exceeds
threshold k > 0, the service rate is increased from 1 to M P 1 and is kept until the system becomes empty.
After assigning several costs, we show that there exists a uniqueMminimizing the long-run average cost per
unit time.
 2005 Elsevier Inc. All rights reserved.
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It is considered PMk -service policy for an M/G/1 queueing system, which was introduced in Bae
et al. [1]. When a customer arrives, the server starts to work with service rate 1, that is, the work-
load of the server starts to decrease by one per unit time. The arrival process of the customers is a
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J. Kim et al. / Applied Mathematical Modelling 30 (2006) 38–48 39and identically distributed with distribution function G and mean m > 0. If the workload exceeds
threshold k > 0, then the server increases his/her service rate to M P 1 instantaneously, and the
decrease in the workload becomes M per unit time. The service rate is maintained until the sys-
tem becomes empty. If the workload never exceeds k throughout a busy period, the server ﬁn-
ishes the busy period with a service rate of 1. After an idle period, the server restarts with a
service rate of 1 on a customers arrival. Of course, if the workload added by the ﬁrst customer
in a busy period is more than k, the server works with a service rate of M throughout the busy
period.
The PMk -policy was originally introduced by Faddy [2] as a policy for releasing water from a
ﬁnite dam with input formed by a Wiener process. The Faddys policy starts to release water
by M per unit time when the level of water reaches threshold k and keeps the release rate until
the dam is empty. Zuckerman [3] extended Faddys result using discounted costs. Lee and Ahn
[4] later applied the policy to an inﬁnite dam with compound Poisson inputs, which is close to
the D-policy in an M/G/1 queueing system. D-policy was introduced by Balachandran [5] and
studied by many researchers. Recently, Artalejo [6] analyzed the M/G/1 queueing system with
D-policy and Artalejo [7] and Feinberg and Kella [8] studied the optimality of D-policy for an
M/G/1 queue. Kitaev and Serfozo [9] are also notable, in which an M/M/1 queue with dynami-
cally controlled arrival and service rates is studied.
Bae et al. [1] studied the workload process of an M/G/1 queue under the PMk -service policy and
obtained a stationary distribution of the process. In this paper, we extend the earlier analysis by
assigning costs related to the service rate, the duration of idle period and workload, and then seek-
ing to minimize the long-run average cost by varying M. It is shown that there exists a unique M
which minimizes the long-run average cost per unit time.2. Long-run average cost per unit time
We assign the following four costs to the system:
• h(M) = the operating cost per unit time with the service rate being M, M P 1.
• g(M) = the cost for increasing the service rate from 1 to M, M P 1.
• Ci = the penalty per unit time while the server is idle.
• Ch = the cost per unit time for the system holding a unit workload.
It is assumed that h and g are nonnegative, nondecreasing, and twice diﬀerentiable convex func-
tion including linear functions. We also assume that h(1) = g(1) = 0 and that neither h nor g is a
constant function. When q = mm P 1, we assume M > q for the stability of the system, and when
q < 1, M P 1 since M is the increased service rate.
Let {X(t); t P 0} be the workload process of anM/G/1 queueing system with PMk -service policy.
Note that the time epochs when the server starts to work form embedded regeneration points of
workload process {X(t); t P 0}. We derive {X1(t); t P 0} and {X2(t); t P 0} from {X(t); t P 0}.
Process {X1(t); t P 0} is formed by separating the periods of service rate 1 from the original pro-
cess and then connecting these together. Process {X2(t); t P 0} is similarly formed by separating
and connecting the periods of service rate M. Processes {X1(t); t P 0} and {X2(t); t P 0} are
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For sample paths of {X(t)}, {X1(t)}, and {X2(t)}, see Figs. 1–3.
Let Fi(x) be the stationary distribution function of {Xi(t); t P 0}, and Ti be the length of a cycle
in {Xi(t); t P 0}, for i = 1,2. Let F(x) be the stationary distribution function of {X(t); t P 0} and
T be the length of a regeneration cycle in {X(t); t P 0}.X(t)
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Fig. 1. A sample path of workload process {X(t); t P 0}.
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λ
t
T1
0
rate 1
X1(t)
Fig. 2. A sample path of {X1(t); t P 0}.
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E½T  F 1ðxÞ þ
bE½T 2
E½T  F 2ðxÞ þ
1=m
E½T  ;where a = G(k) and b = H 0(k)/(mH(k)), and a and b are the probabilities that period of service rate
1 and M exist, respectively, in a cycle of {X(t); t P 0}. H(x) is deﬁned byHðxÞ ¼
X1
n¼0
qnG	ne ðxÞ;where GeðxÞ ¼ ð1=mÞ
R x
0 ð1
 GðuÞÞdu, the equilibrium distribution function of G and *n is the n-
fold recursive Stieltjes convolution with G	0e being a Heaviside function. E[T1] and E[T2] are given
byE½T 1 ¼ 1mGðkÞ HðkÞ 
 1

H 0ðkÞ
HðkÞ
Z k
0
HðuÞdu
 
;
E½T 2 ¼ E½SaM 
 q ;
andE½T  ¼ aE½T 1 þ bE½T 2 þ 1=m;
where Sa is the random variable representing the starting level in a cycle of {X2(t); t P 0} and its
distribution isPrðSa > sÞ ¼ mHðkÞH 0ðkÞ
Z k
0

ð1
 Gðs
 uÞÞdHðuÞ 
 m
Z k
0
ð1
 Gðs
 uÞÞHðuÞdu; s P k.
F1(x) and F2(x) are represented as follows:F 1ðxÞ ¼
HðxÞ 
 1
 ðH 0ðkÞ=HðkÞÞ R x
0
HðuÞdu
maE½T 1 ;andF 2ðxÞ ¼
R x
0 HMðuÞdu
ME½T 2 ; 0 6 x 6 k;R x
0
HMðuÞdu

R x
k
R u
k HMðu
 sÞf ðsÞdsdu
ME½T 2 ; x > k;
8>><
>>:where HMðxÞ ¼
P1
n¼0ðq=MÞnGn	e ðxÞ and f(Æ) is a probability density function of Sa.
Considering M as a variable, we can calculate the expected total cost during a cycle T. E[T] is
expressed asE½T  ¼ Aþ b E½Sa
M 
 q ;whereA ¼ aE½T 1 þ 1m ¼
1
m
HðkÞ 
 H
0ðkÞ
HðkÞ
Z k
0
HðxÞdx
 
.
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 q ;
E½cost for increasing the service rate during T  ¼ bgðMÞ;
andE½penalty during idle period in T  ¼ Ci
m
.Observe thatE½holding cost during T  ¼ ChðaE½total workload during T 1
þ bE½total workload during T 2Þ.By applying the Renewal Reward Theorem (see Ross [10, p. 133]), we can calculate average total
workload during T1 as follows:E½total workload during T 1 ¼ E½T 1
Z k
0
xdF 1ðxÞ
¼ 1
mGðkÞ kHðkÞ 

Z k
0
HðxÞdx
 H
0ðkÞ
HðkÞ
Z k
0
xHðxÞdx
 
¼ B; we say.
E[total workload during T2] is given byE½total workload during T 2 ¼ E½S
2
a
2ðM 
 qÞ þ
mE½SaE½S2
2ðM 
 qÞ2 ; ð1Þwhere S is the random variable representing the workload added by a customer. The derivation of
Eq. (1) is given in Appendix A. We denote E[total workload during T2] by u(M).
The long-run average cost per unit time is E[total cost during T]/E[T].3. The optimal fast service rate
Let C(M) be the long-run average cost per unit time. ThenCðMÞ ¼ bE½SahðMÞ þ ðM 
 qÞ bgðMÞ þ ChbuðMÞ þ Ci=mþ ChaBf g
AðM 
 qÞ þ bE½Sa ;and when q = 1, C(M) is obtained by letting m go to 1/m in the above formula. We can show that
there exists a unique M which minimizes C(M). By diﬀerentiating C(M) with respect to M, we
haveC0ðMÞ ¼ bE½SaNðMÞðAðM 
 qÞ þ bE½SaÞ2
;
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 qÞ
E½Sa þ b
 
E½Sah0ðMÞ þ ðM 
 qÞðg0ðMÞ þ Chu0ðMÞÞf g 
 AhðMÞ þ bðgðMÞ
þ ChuðMÞÞ þ Cim þ ChaB.First, we show that N(M) is a strictly increasing function on M.N 0ðMÞ ¼ AðM 
 qÞ
E½Sa þ b
 
E½Sah00ðMÞ þ 2g0ðMÞ þ ðM 
 qÞg00ðMÞf
þ Chð2u0ðMÞ þ ðM 
 qÞu00ðMÞÞg.Recall that h00(M), g 0(M), and g00(M) are nonnegative, and observe that2u0ðMÞ þ ðM 
 qÞu00ðMÞ ¼ mE½SaE½S
2
ðM 
 qÞ3 > 0.Hence, N 0(M) > 0. Note that the sign of C 0(M) is the same as that of N(M).
We investigate the sign of N(1) in case q < 1 and the sign of limM!q+N(M) in case q P 1. When
q < 1,Nð1Þ ¼ Að1
 qÞ
E½Sa þ b
 
E½Sah0ð1Þ þ ð1
 qÞg0ð1Þf g þ Cim þ ChaB

 Ch A E½S
2
a
2E½Sa þ
mE½S2
1
 q
 
þ mbE½SaE½S
2
2ð1
 qÞ2
( )
;which may assume either a positive or negative value. When q P 1,lim
M!qþ
NðMÞ ¼ bE½Sah0ðqÞ 
 AhðqÞ þ bgðqÞ þ Cim þ ChaBþ Ch
A
E½Sa limM!qþðM 
 qÞ
2u0ðMÞ
þ Chb lim
M!qþ
ðM 
 qÞu0ðMÞ þ uðMÞf g
¼ 
1;
sincelim
M!qþ
ðM 
 qÞ2u0ðMÞ ¼ lim
M!qþ

E½S
2
a
2

 mE½SaE½S
2
ðM 
 qÞ
 
¼ 
1;andlim
M!qþ
ðM 
 qÞu0ðMÞ þ uðMÞf g ¼ lim
M!qþ

 mE½SaE½S
2
2ðM 
 qÞ2
 !
¼ 
1.
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 qÞ
2
Aþ bE½Sa=ðM 
 qÞf g2and thatNðMÞ
ðM 
 qÞ2 ¼ A
ðM 
 qÞh0ðMÞ 
 hðMÞ
ðM 
 qÞ2 þ Chb
u0ðMÞ
M 
 qþ
uðMÞ
ðM 
 qÞ2
( )
þ ChAu
0ðMÞ
E½Sa þ
Ag0ðMÞ
E½Sa
þ bh
0ðMÞ=E½Sa þ bgðMÞ þ Ci=mþ ChaB
ðM 
 qÞ2 þ
bg0ðMÞ
M 
 q . ð2ÞThe last two terms of the right side of Eq. (2) are nonnegative for M > q, and limM!1Ag 0(M)/
E[Sa] > 0 since g is not constant. It remains to show that the limits of the ﬁrst three terms are non-
negative to prove limM!1C 0(M) > 0.
As for the ﬁrst term of the right side of Eq. (2), we observe that numerator
(M 
 q)h 0(M) 
 h(M) is nondecreasing function in M > q since its derivative is (M 
 q)h00(M).
Therefore, it is either bounded or goes to inﬁnity as M goes to inﬁnity. If the numerator is
bounded,lim
M!1
ðM 
 qÞh0ðMÞ 
 hðMÞ
ðM 
 qÞ2 ¼ 0;and if it goes to inﬁnity, applying the LHospitals law yieldslim
M!1
ðM 
 qÞh0ðMÞ 
 hðMÞ
ðM 
 qÞ2 ¼ limM!1
h00ðMÞ
2
P 0.The direct calculation gives the limits of the second and third terms.lim
M!1
u0ðMÞ
M 
 q þ
uðMÞ
ðM 
 qÞ2
 !
¼ lim
M!1

 mE½SaE½S
2
2ðM 
 qÞ4
 !
¼ 0;andlim
M!1
u0ðMÞ ¼ lim
M!1

 E½S
2
a
2ðM 
 qÞ2 

mE½SaE½S2
ðM 
 qÞ3
 !
¼ 0.We have derived limM!1C 0(M) > 0, and hence N(M) > 0 for suﬃciently large M. To summa-
rize, we have the following conclusion:
(a) When q < 1,
(i) If N(1) P 0, then C 0(M) > 0 for all M > 1 and hence C(M) is minimized at M = 1.
(ii) If N(1) < 0, then there exists M* (M* > 1) such that C 0(M) < 0 for M <M* and
C 0(M) > 0 forM >M*. Therefore, there exists a uniqueM =M* which minimizes C(M).
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M =M*.
The M* is the solution of the equation N(M) = 0.4. Example
Consider a production line in which the orders for products arrive according to a Poisson pro-
cess with rate m. The order amounts are independent and exponentially distributed with mean m.
The production line operates initially at a rate of 1 w.l.o.g. and therefore the demands for prod-
ucts are supplied one per unit time. If the sum of the amounts of unexecuted orders exceeds k, the
speed of the production line is increased to M and remains constant until all orders are supplied.
Let the operating cost of the production line be h(M) =M 
 1 per unit time while the speed of
the production line is M. Let the cost for increasing the line speed from 1 to M be
g(M) = 3(M 
 1). The penalty Ci = 0.1 is assigned per unit time while the production line is idle,
and a delay cost Ch = 0.3 also arises per unit time for each unit within each unexecuted order. For
the stability of the system, we assume mm <M.
Let q = mm, h = 1/m 
 m. Then the terms needed to ﬁnd M* are given bya ¼ 1
 e
k=m; b ¼
ð1
 qÞe
hk
1
 qe
hk if q 6¼ 1;
m
k þ m if q ¼ 1;
8><
>:
A ¼
1
 qð2
 q þ hkÞe
hk
qhð1
 qe
hkÞ if q 6¼ 1;
kmþ m2 þ k2=2
kþ m if q ¼ 1;
8>><
>>:andB ¼
1
 ð1þ hk þ h2k2=2Þe
hk
h2ð1
 e
k=mÞð1
 qe
hkÞ if q 6¼ 1;
k3
6ðkþ mÞð1
 e
k=mÞ if q ¼ 1.
8>><
>>:The ﬁrst and second moments of S and Sa are given byE½S ¼ m; E½S2 ¼ 2m2;
andE½Sa ¼ k þ m; E½S2a ¼ k2 þ 2kmþ 2m2;
where we use the fact that the distribution of Sa is the same as that of k + S, which is due to the
memoryless property of the exponential distribution.
Table 1
Optimal values of M
m m k M*
0.7 0.7 5 1.31567
10 2.34216
15 3.44340
1.0 5 1.71002
10 2.61202
15 3.61469
1.3 5 2.04290
10 2.81014
15 3.58680
1.0 0.7 5 1.63322
10 2.58362
15 3.64103
1.0 5 2.04918
10 2.74903
15 3.42228
1.3 5 2.44184
10 3.01367
15 3.47890
1.3 0.7 5 1.86811
10 2.64392
15 3.47180
1.0 5 2.33199
10 2.85281
15 3.26335
1.3 5 2.80818
10 3.27269
15 3.63119
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we can easily discover that the higher we set the threshold k, the higher we need to set the value of
M*. But the arrival rate m of orders and the mean amount m of each order do not always show
positive relations to the values of M*. See the case of k = 15.
Our model is also applicable to the server or router in a network when the processing speed is
controllable and when one seeks to ﬁnd the optimal value of increased speed.5. Conclusions
We consider the workload process of an M/G/1 queueing system, in which the service rate is
initially 1 and is increased to M as soon as the process exceeds the threshold k, and the rate M
J. Kim et al. / Applied Mathematical Modelling 30 (2006) 38–48 47is returned to 1 when the workload becomes 0. Under the service policy, say PMk -service policy, we
assign costs related to the service rate, the duration of idle period, and workload, and then ﬁnd the
optimal value of M which minimizes the long-run average cost per unit time.
In the future, it will be natural to extend this study by controlling both M and k. The extended
study would answer the question of when and how much we should increase the service rate.
However, the study would cause diﬃcult mathematical analysis.Appendix A
We consider the workload process of M/G/1 queue with exceptional ﬁrst service where arrival
rate is m and service rate is M.
Customers are classiﬁed into two types: type 0 customer is the one who ﬁnds the server idle at
his/her arrival, and type 1 customer is the one who ﬁnds the server busy at arrival. Let the work-
load added by the type 0 customer have the same distribution as Sa, and let the workload added
by the type 1 customer have the same distribution as S. Denote the workload process by V(t) and
arrival process by K(t).
Note that the jth customer has contributed V jSj=M þ S2j=ð2MÞ to the total workload of the ser-
ver when he/she departs the queue, where Vj represents the workload at the moment the jth cus-
tomer arrives and Sj is the workload added by the jth customer. Hence, by using argument similar
to Wolﬀ [11, p. 278], we observeR t
0
V ðsÞds
t
¼ 1
t
XKðtÞ
j¼1
V jSj
M
þ S
2
j
2M
 !
þ error term
t
¼ 1
t
XK0ðtÞ
j¼1
S2j
2M
þ
XK1ðtÞ
j¼1
V jSj
M
þ S
2
j
2M
 !( )
þ error term
t
¼ K0ðtÞ
t

XK0ðtÞ
j¼1
S2j
2M
( )
1
K0ðtÞ þ
K1ðtÞ
t

XK1ðtÞ
j¼1
V jSj
M
þ S
2
j
2M
 !( )
1
K1ðtÞ þ
error term
t
; ð3Þwhere K0(t) means the number of type 0 customers up to t and K1(t) of type 1 customers. In the
right side of the last equality in Eq. (3), the ﬁrst summation is the sum for the type 0 customers
and the second of type 1 customers.
Let p0 denote the proportion of the type 0 customers and let V
1
be the average workload of the
server seen by the type 1 customers at the moment of the arrivals. By letting t go to inﬁnity, we
havelim
t!1
R t
0 V ðsÞds
t
¼ mp0 E½S
2
a
2M
þ mð1
 p0Þ V
1
E½S
M
þ E½S
2
2M
 !
; ð4Þwhere we use the independence of Vj and Sj. p0 is obtained by dividing the expected idle period by
the expected busy cycle.p0 ¼ 1=m
1=m þ E½Sa=ðM 
 qÞ ¼
M 
 q
M 
 qþ mE½Sa .
48 J. Kim et al. / Applied Mathematical Modelling 30 (2006) 38–48If we let V be limt!1
R t
0
V ðsÞds=t, it can be seen that by using PASTAV ¼ p0  0þ ð1
 p0ÞV 1 ¼ ð1
 p0ÞV 1. ð5Þ
Substituting Eq. (5) into Eq. (4) givesV ¼ m p0E½S
2
a þ ð1
 p0ÞE½S2
2ðM 
 qÞ .Finally, we haveE½total workload during a busy cycle ¼ V E½busy cycle ¼ m p0E½S
2
a þ ð1
 p0ÞE½S2
2ðM 
 qÞ 
1=m
p0
¼ E½S
2
a
2ðM 
 qÞ þ
mE½SaE½S2
2ðM 
 qÞ2 ;which is equivalent to the expected total workload during T2 in Section 2.References
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