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Negative Frequency Waves?
Or: What I talk about when I talk about propagation
Paul Kinsler∗
Blackett Laboratory, Imperial College London, Prince Consort Road, London SW7 2AZ, United Kingdom.
(Dated: Wednesday 29th August, 2018)
The existence of waves with negative frequency is a surprising and perhaps controversial claim which has
recently been revisted in optics and for water waves. Here I explain a context within which to understand the
meaning of the “negative frequency” conception, and why it appears in some cases.
Introduction
Claims or analyses involving negative frequency waves oc-
cur in a wide range of fields: quantum mechanics, optics &
EM [1, 2], and acoustics and water waves [3]. However,
some regard the notion of negative frequencies as unphysical.
Here I describe four alternative views of the universe with a
view to clarifying why negative frequencies might appear, and
whether or not we should be worried: the omniscient, the tra-
ditional, the directed, and the causal.
The “traditional” and the “directed” pictures, involving
propagation along time axis and one selected spatial axis re-
spectively, have already been compared for a range of acoustic
wave equations [4]. In particular, the convenience of spatial
propagation in optics, and the additional utility of the unidi-
rectional approximation has been widely studied (see e.g. [5]
and references therein). Here I am most interested in compar-
ing the traditional & directed views, and restrict notation to
Cartesian coordinates for simplicity; although extension to al-
ternate systems is of course possible [6]. It is important to note
that in practical terms, utilising spatial propagation amounts to
making an approximation, since not only the initial conditions
but the ongoing propagation require a knowledge of the future
which we rarely have.
It is useful to mention two ideas before we start: first, the
standard notion of the casual past of a point in time and space,
generally called the past light cone; and second, the computa-
tional past of that point. This notion of computational past ap-
plies primarily to numerical simulations, but can also be use-
ful from more abstract perspective. It consists of both the set
of initial conditions and/or computed data which might have
affected the calculated state of that chosen point.
In what follows I will denote the profile of the wave field
under discussion as F , but rather than festooning it with a
plethora of typographical tics (bars, tildes, primes, and the
like) to indicate what arguments may or may not have been
transformed, I use its arguments alone to define F’s meaning
– whether time t or space r = (x,y,z), whether it is a spectra
with frequency ω or wavevector k = (kx,ky,kz), and so on.
Further, I will not consider any specifics as to why a specified
wave field might develop a certain character or characteristics
– pulses, oscillations, spectral features and the like – just what
we can say about the wave given the available knowledge.
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In addition to the four sections addressing each of the omni-
scient, traditional, directed, and causal pictures in turn, along
with a brief conclusion, there are appendices which address
some issues relevant in particular to the field of nonlinear op-
tics: the handling of time-response models, and the appear-
ance of negative frequency terms.
I. OMNISCIENT: ALL TIME AND ALL SPACE
The omniscient position is taken when we claim all possible
knowledge about how some wave has and will move through
its environment. Here we might express our knowledge of
some wave-field F by writing it with full space and time ar-
guments: i.e. F(t,r). Most likely, this view is a result of us
having an analytic solution to some specific case of the phys-
ical model we are interested in.
Given this fully known wave field solution F(t,r), we are at
liberty to Fourier transform in either time or space (or both) as
we see fit. In the resulting double spectrum F(ω,k), we will
quite naturally see not only positive and negative frequency
components, but also forward and backward wavevector com-
ponents along each spatial coordinate axes.
Since the spectrum of some function is closely related to the
complex conjugate of that spectrum for negative frequencies,
we know for the doubly transformed F(ω,k) that F(ω,k) =
F(−ω,−k). Notably, in this case there is no obvious dis-
tinction between a positive frequency disturbance evolving in
one direction and a negative frequency disturbance evolving
in the opposite direction. We therefore need not be troubled
by the presence of negative frequencies, since we can reinter-
pret them as oppositely directed positive ones – we might, for
example, refer to the idea that a positron is only an electron
travelling backwards in time1.
It is also possible to consider a “limited omniscience” po-
sition, where we claim complete knowledge of the wave be-
haviour in some defined region of space and time. This might
be from some (past) experimental results, or be a numerical
or analytic solution valid over that limited extent. In such a
case, both time and space can be Fourier transformed, and
the remarks above about handling and/or interpreting nega-
tive frequencies still hold. However, whilst such after-the-fact
1 Of course the handling of most particles is complicated by their mass,
whereas photons, being massless, can be their own antiparticle.
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FIG. 1: Temporal propagation of waves, where disturbances (or
pulses) evolve either forward or backward in space. At any point
in the propagation, we know the spatial behaviour of our wave field
at all points in space, as indicated by the pale green vertical lines.
The pale green shaded triangles indicate the past light cones (i.e.
the causal past) of a wave element (black circles) at selected times
along the path of the disturbance. In a temporally propagated numer-
ical simulation which has a maximum wave speed, the causal past
matches the computational past. A notional interface has been added
to the diagram to show how a reflection would behave.
analysis is typically very useful, caution should be taken when
applying the conclusions to an on-going propagation: in such
inescapably dynamical situations, the alternatives discussed in
the next three sections are more applicable.
II. TRADITIONAL: TEMPORAL PROPAGATION
The traditional position is taken when we claim all knowl-
edge about how the wave has moved through its environment
up until now. This picture is shown on fig. 1, and assumes the
normal preferred direction of propagation along the time axis,
which is usually from t = −∞, through t = 0, and towards
t =+∞.
Here we might express our knowledge of the wave-field F
by writing it at the current time t0 with full space arguments:
i.e. Ft0(r); and where is is implied that we also knew Ft(r) at
all past times t < t0 also. The starting state of our propagation
matches the early-time boundary conditions – i.e. what would
normally be considered to be the initial conditions. An elec-
tromagnetic FDTD simulation [7, 8], along with many other
finite element approaches, uses this traditional approach. In
this sense the starting state for some temporally propagated
simulation – the “computational initial conditions” – are the
same as the traditional physical initial conditions2.
2 However, if we were to decide to propagate backwards in time from t =+∞
to t =−∞, as is sometimes done when we have preferred final-time bound-
ary conditions, note that those become the computational initial conditions,
Given some wave field state Ft(r) known over all space r at
some specified time t = t0, we are at liberty to Fourier trans-
form in space, but not time. The spatial transform will give
us the wavevector or momentum-like properties of the wave
field, in a spectrum Ft0(k). This will contain both forward and
backward wavevector components along each spatial coordi-
nate axis, and we can calculate it not only at the current time
t0, but also all past times t < t0.
For simplicity, imagine we are following some trajectory
through time and space, while counting interesting events that
occur locally. Time is always increasing but we might travel
any direction through space, although it is easier to think of
the case where our position is fixed. Naturally, our count of
interesting events will only ever increase, thus any estimate of
the time period T between events would be a positive number;
as would any frequency estimation f in events-per-second.
However, the events themselves may have different spatial
characteristics: notably, we may see objects that pass us trav-
elling left, or perhaps travelling right. The differing charac-
ter of events, accessible to us through our spatial knowledge
Ft(r), allows us to impose a sign (or signs) when adjusting our
counting total – perhaps +1 for left-going objects, and -1 for
right-going ones.
Having discussed how a counting/timing argument that
gives us a strictly positive frequency estimate can be con-
verted into a signed count using spatial information, let us
revist the temporally propagated spatial spectrum Ft0(k) of
our notional wave field. As already noted, the spatial spec-
trum of the wave has both positive and negative wavevector
components. Starting with the well known velocity relation
for waves v = ω/k, we can use this to claim that the positive
wavevector part of the spectrum represents forward evolving
waves (with v > 0), while the negative wavevector part rep-
resents backward evolving waves (with v < 0). However, we
have to be careful: even a static field profile will have positive
and negative wavevector components, since for real-valued
Ft(z), Ft(−k) = F∗t (k). It is the changing complex phase(s)
of Ft(k) that represents the shift in Ft(z) profile from one po-
sition to another.
Note that I have so far only discussed frequency estimates.
Strictly speaking, in this picture, any system state exists only
at an instant in time, so of itself that state has no frequency
content at all. Further, even given our knowledge of past
states, we cannot calculate a true frequency dependence, be-
cause we do not have the entire wave history to hand: we have
the past but not the future. The best we might do in getting an
up-to-date idea of the spectrum is apply a Laplace transform3
over the known past information, converting t into a Laplace-
spectral s, and get a hybrid spectrum F ′t0(s,k). Nevertheless,
it may be possible to characterise the dominant frequency-
like properties of the propagation as a function of the know
and that the computational past of any point in the propagation will be its
future light cone. The interested reader might try drawing a suitable coun-
terpart to fig. 1 themselves.
3 Although any one-sided transform that seemed appropriate, if applied over
past (known) data, would also be fine.
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wavevector; and so be able to use a reference frequency Ω(k)
[4] as a basis on which to simplify the propagation – perhaps
by assuming it to be unidirectional.
However, if we judge that omitting the future behaviour will
have a negligible effect, or that it is irrelevant since we only
care about an experiment or computation that has already fin-
ished, we can simply take data from the appropriate past time
interval, and calculate the frequency spectrum of that. This
after-the-fact analysis of past data returns us to a version of
the omniscient position, albeit one limited in scope, so that
the same view of negative frequencies as there can be applied.
This is what is usually done (either implicitly or explicitly),
which is of course the reason why so many frequency re-
sponses & spectra appear in the literature, textbooks, and on
datasheets.
So in this traditional picture, we need not be overly trou-
bled by negative frequencies. Either we are being very rig-
orous, and so deny that a true frequency spectrum exists at
all, or we have a spectrum calculated from known histori-
cal data, which has negative frequencies reinterpretable as
positive ones, just as in the omniscient picture. As a final
note, and as a result of the considerations above, the spectro-
scopists habit of giving spatial (wavevector, or momentum-
like) spectra rather than temporal (frequency, or energy-like)
ones makes sense from a theoretical perspective, as well as
from a practical experimental one.
III. DIRECTED: SPATIAL PROPAGATION
The directed position is taken when we claim all knowledge
about how the wave the wave has moved in a preferred direc-
tion along some chosen path through its environment. This
picture is shown on fig. 2, where the path is along the z axis
from z = −∞, through z = 0, and towards z = +∞. Here we
might express our knowledge of the wave-field F by writing
it at the current position (e.g. z = z0) with full time and trans-
verse space arguments: i.e. Fz0(t,x,y); and where it is im-
plied that we also knew Fz(t,x,y) at all prior positions z < z0
along that path also. This often seems a very natural thing to
do, especially when considering unidirectional beam propa-
gation in waveguides or optical fibres. In particular, this posi-
tion is made most explicit in the PSSD (pseudospectral spatial
domain) method for propagating electromagnetic pulses, but
also in many others [5, 9–12]. Here, the starting state at z = zi
for some spatially propagated simulation – the “computational
initial conditions” – could be written Fzi(t,x,y), and are em-
phatically not the same as the traditional physical initial con-
ditions at a time t = ti (written as e.g. Fti(x,y,z)). Contrast, for
example, the starting states on figs. 1 and 2.
Given some wave field state Fz(t,x,y) known at some spec-
ified path position z0, we are at liberty to Fourier transform
in x and y space, and over time t, but not along the propgation
axis z. The result will be a mixed spectrum Fz(ω,kx,ky) as cal-
culable for the current position z0, as well as prior locations
z < z0. The spatial transform of this will give us the trans-
verse wavevector spectrum of the wave field, which will con-
tain both positive and negative wavevector components along
z
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FIG. 2: Spatial propagation of waves, where disturbances (or pulses)
evolve either forward or backward in time. At any point in the prop-
agation, we know the full time behaviour of our wave field – both
history and future, as indicated by the pale pink horizontal lines..
The light pink shaded triangles indicates the computational past of a
wave element at particular points (black circles) along the path of the
disturbance. Note that unlike the temporally propagated case shown
in fig. 1, the computational past of a spatially propagated system is
not the same as the causal past. A notional interface has been added
to the diagram to show how reflections behave – i.e. in an unexpected
way [4]. This is because a reflection should have been put in the ini-
tial conditions, but was not due to an (assumed) lack of knowledge
of that future behaviour.
each transverse coordinate axes. The temporal transform, us-
ing the known full past-and-future history of that transverse
behaviour, will contain both positive and negative frequency
components. This outcome is particularly convenient because
(assumed) knowledge of the full time behaviour enables a fre-
quency spectrum to be calculated, and arbitrary temporal ma-
terial response (dispersion) to be implemented in a numeri-
cally efficient way using (see commentary in e.g. [4, 5, 13]
and references therein).
For simplicity, and in analogy to the comparable discus-
sion for the traditional picture, imagine we are following some
trajectory through space and time, while counting interesting
events that occur locally along that path. In this picture, the
spatial coordinate along our propagation axis (e.g. z) is always
increasing but our trajectory can move forward or back along
the other spatial axes (x, y), and even forward of back in time;
although it is easier to think of the case where our x, y position
is fixed, as is time t. Naturally, our count of interesting events
will only ever increase, but rather than measuring second be-
tween events (or events per second), it would be in meters
between events (or events per meter) – not a temporal period
(or frequency), but a spatial interval λ or spatial recurrence
rate (wavevector) kz = 2pi/λ . Consquently, any λ (or kz) esti-
mation we might make would be a positive number. However,
the events themselves may have different characteristics: no-
tably, we may see objects that pass us travelling along a trans-
verse spatial axis in either direction. Further, since Fz(t,x,y)
contains a full time history, this picture can even encode ob-
jects travelling forward or backward in time! The differing
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character of events, accessible to us through the spatial and
temporal knowledge in Fz(t,x,y), allows us to impose a sign
(or signs) when adjusting our counting total – perhaps +1 for
future-going objects, and -1 for past-going ones.
Having discussed how a counting/distance argument that
gives us a strictly positive wavevector estimate can be con-
verted into a signed count using temporal information, let us
revist the spatially propagated frequency spectrum Fz0(ω) of
our notional wave field. As already noted, the frequency spec-
trum of the wave has both positive and negative frequency
components. Again using the well known velocity relation for
waves v = ω/k, we can now claim that the positive frequency
part of the spectrum represents forward (in time) evolving
waves (with v > 0), while the negative wavevector part repre-
sents backward (in time) evolving waves (with v < 0). How-
ever, we have to be careful: even a static wave will have posi-
tive and negative frequency components, since for real-valued
F(t), F(−ω) = F∗(ω). It is the changing complex phase of
F(ω) that represents the shift in F(t) profile from one time to
another.
Note that I have so far only discussed estimates of the prop-
agation axis wavevector kz. In this picture, any system state
exists only at a specific location (e.g. z = z0) along its path,
and so of itself that state provides no information about a kz
at all. Further, even given our knowledge of previous states
on the path, we cannot calculate a true kz, because we only
know about where we have been (z ≤ z0), not where we are
yet to go (z > z0). The best we might do is apply a Laplace
transform over the data from behind us along our path, con-
verting z into a Laplace-spectral qz, and get hybrid spectrum
F ′z0(ω,kx,ky,qz). Nevertheless, it is usually extremely advan-
tageous to characterise the dominant kz-like properties of the
propagation as a function of the known frequency and so be
able to use a reference kz(ω) [4, 5] as a basis on which to
simplify the propagation – perhaps by assuming it to be uni-
directional.
So in the directed picture, we can directly obtain a true
frequency spectrum at any point in our propagation, and that
spectrum will have negative components. These negative fre-
quencies have a precise and well-defined meaning, but that
meaning results from the convenient (but physically approxi-
mate) decision to treat propagation as if it were along a spatial
path, rather than forward in time.
IV. CAUSAL: THE PAST LIGHT CONE
The causal position taken when we claim all knowledge al-
lowed by causal signalling about how the wave has moved
through its environment. Here we might express our knowl-
edge of some wave-field F by writing it F(τ,B); where τ and
B are the proper time interval into the past and B the vector
“rapidity” needed for a signal to travel from the past to our
current location. These τ and B are constructed in a simi-
lar way to Rindler coordinates, and quite naturally respect the
light cone. This has been discussed in more detail elsewhere
[14].
Since here our frequency-like quantity relates to the proper
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FIG. 3: Causal propagation, where our knowledge only advances
with the edge of a single point’s (observer’s) lightcone; here I show
the point travelling at slightly less than the maximum speed (i.e. of
that of light) for clarity. At any point in the propagation, we know
only the behaviour in our past lightcone; we show three such past
lightcones, one being inscribed with curves showing how the rapidity
B varies at a selection of fixed proper time τ intervals. The initial
conditions are a single point, and the final state the lightcone border.
A notional interface has been added to the diagram to show how
reflections behave.
time τ and not t, and because our wavevector-like quantity
relates to B and not r, I leave any more systematic analysis to
later work. However, note that τ is like time t in the sense that
it is one sided – we only know the past; and that B is like r in
that spans all (allowed) points in space.
On fig. 3 I indicate in diagram form how a strictly causal
simulation might proceed if we consider the knowledge of (an
observer) at a single point e.g. one co-moving with a point
on the wave profile. The starting state of this causal prop-
agation matches what would we would know the instant we
switched on some sensors – i.e. only that of the observer’s cur-
rent location. Here, the starting state for some causally propa-
gated simulation – the “computational initial conditions” – are
a limited (single point) subset of the traditional physical initial
conditions, which tend to assume a much greater knowledge
of the environment. If desired, these causal initial conditions
could be expanded to cover the past light cone of the initial
point. This initial knowledge would then expand, because as
we propagate, we would integrate our model of the system to
add a “new layer” to the outside of our prior past light cone to
get our new (updated) past light cone.
It is debatable whether this rather purist causal picture is
of much use in a scientific setting, except perhaps as part of
a thought experiment. Nevertheless, it could be invaluable
when considering cause and effect or the dynamical responses
in specific situations, such as a metamaterial element being
driven in the ultrafast and nanoscopic regime. On a more
colourful level, for those engaged in spaceship combat at rel-
ativistic velocities – or more likely, those science fiction au-
thors writing about such things – it is the only view of the
known environment that makes sense.
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V. SUMMARY
The above discussion shows that negative frequencies can
have a well grounded and physical basis – as long as we either
are sufficiently omniscient and have a complete knowledge of
the behaviour we consider relevant, or if we start from the
premise that choosing spatial propagation is reasonable. In
such cases we cannot object to the appearance of negative fre-
quency components, but it is worth noting that that we are not
omniscient, and that spatial propagation – however useful –
is (in practice) an approximation of reality. This means that
the concept of negative frequencies must be treated with some
caution in any kind of dynamical situation.
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Appendix: Time response models
The time response of a propagation medium is handled
rather differently in the temporal and spatial propagation ap-
proaches. Consider a set of material properties ni that follow
some kind of dynamical (temporal) response models defined
by a differential equation. The differential equations for each
ni will depends on both the local material states and that of the
local field:
∂ kt ni = ri({n j},F). (5.1)
Typical examples might be nonlinear response delays [9], a
free carrier density model [17], a Raman response [18, 19],
or even just a Drude or Lorentz oscillator [14] giving rise to
dispersion. The requirement here for the model to be properly
causal is that the order of the time derivative k is greater than
any other time derivative parts present in the response function
(or operator) ri [20].
I In the traditional time propagated picture, each spatial lo-
cation needs to not only know its field state F(r), but also its
material property state(s) ni(r). In some situations, values of
5
NEGFRQ Negative Frequency Waves?
Dr.Paul.Kinsler@physics.org
http://www.kinsler.org/physics/
F or ni from earlier times – i.e. values from the computational
past of the simulation – may need to be stored for use in sub-
sequent computations. Further, as the propagation proceeds
step-by-step in time, both the field F(r) and current material
properties ni(r) need to be updated.
I In the (directed) space propagated picture, each currently
held state of the field holds the time history of each point.
This means that it is never necessary to store the computa-
tional past of the simulation, since the values for earlier times
are already incorporated into the current computational state
F(t,x,y). We can simply solve equations such as eqn. (5.1)
by directly integrating them from the distant past up to the de-
sired time, using only that current state information. And, as
already mentioned, if the response model is linear and has a
known frequency response, as in the case of typical dispersive
behaviours, it can be applied quickly and efficiently as a sim-
ple pahse shift applied to the frequency spectrum – a process
requiring only two Fourier transforms and a multiplication.
Appendix: Nonlinear optics and negative frequencies
There are some specific issues relating to nonlinear optics
(NLO) and negative frequencies which bear additional exam-
ination. Consider the nonlinear Schrödinger equation (NLSE)
as derived from Maxwell’s equations in the 1+1D regime of
(t,z), with some sources of dispersion and a perturbative third
order (Kerr) nonlinearity. Generally in NLO it is written in
the convenient (i.e. directed) spatially propagated picture, in a
unidirectional approximation with fields evolving forward in
time only, as the zNLSE [5]
∂zE+(t) = ıK E+(t)+∑
j
β j ∂ jt E+(t)+ ıχz
∣∣E+(t)∣∣2 E+(t),
(5.2)
but note that it is also possible to derive a temporally propa-
gated version, for the case of a unidirectional field evolving
forward in space only, as the tNLSE4
∂tD+(z) = ıΩD+(z)+∑
j
γ j ∂ jz D+(z)+ ıχt |D+(z)|2 D+(z).
(5.3)
Note that in the “directed” spatial zNLSE eqn. (5.2) all
sources of dispersion – whether due to time-dependent ma-
terial response or the geometric properties of a confining
waveguide – are treated as if they were solely due to a time-
dependent response (by means of the power series in time
derivatives). In contrast, in the “traditional” temporal zNLSE
eqn. (5.3), all sources of dispersion in the tNLSE are treated as
if they were solely due to the local geometric properties of that
material (by means of the power series in spatial derivatives).
However, given that most dispersions are rather weak in ap-
plications NLSE propagation, either picture can plausibly be
4 Author’s derivation, unpublished
assumed to be able to treat dispersion accurately enough for
such purposes.
In both these cases we can see that it would be useful to
Fourier transform the field to get temporal and spatial spectra
E˜+(ω) and D¯+(k) respectively, because then the dispersion
model can be directly applied as a simple polynomial phase
shift, i.e. either of
β (ω) =∑
j
β j . (−ıω) j (5.4)
γ(k) =∑
j
γ j . (ık) j (5.5)
It often stated that a Kerr nonlinearity causes third harmonic
generation, but we now also need to consider what this gener-
ation is a “third harmonic” of. In the usual zNLSE model of
eqn. (5.2), an existing harmonic field E+(t)' E+0 e−ıω1t +c.c.
leads to not only some self phase modulation (SPM) but
also third harmonic frequency generation at ω3 = 3ω1. In
the tNLSE model of eqn. (5.3), an existing harmonic field
D+(z)'D0+eık1z+c.c. leads to not only some self phase mod-
ulation (SPM) but also third harmonic wavevector generation
at k3 = 3k1.
For clarity, let us write this out as carefully as possible,
in the case where we spilt the real-valued fields E+ or D+
into complex conjugate halves, in the style of [15]. With
E+(t) = E ′(t)e−ıω1t +E ′∗(t)e+ıω1t , the zNLSE equation can
be partitioned into two complex conjugate halves. We can also
dispense with the exponential oscillation by setting ω1 = 0 –
although it is often useful to include such carrier oscillations
when the fields are narrow band, having them written explic-
itly rather than implicitly is not required. The two complex
conjugate zNLSE equations are
∂zE ′(t)e−ıω1t = ıK E ′(t)e−ıω1t +∑
j
β j ∂ jt E ′(t)e−ıω1t
+ ıχz
[
E ′(t)3e−3ıω1t +3E ′(t)2
[
E ′(t)
]∗ e−ıω1t] ,
(5.6)
∂zE ′∗(t)e+ıω1t = ıK E ′∗(t)e+ıω1t +∑
j
β j ∂ jt E ′∗(t)e+ıω1t
+ ıχz
[
E ′∗(t)3e+3ıω1t +3E ′∗(t)2
[
E ′∗(t)
]∗ e+ıω1t] .
(5.7)
The sum of these two equations is just eqn. (5.2). Further,
since they are exact complex conjugates of one another, we
can solve just one version, which automatically gives us a so-
lution to the other, and hence the solution to the real valued
field E+(t).
Note in particular that the nonlinearity in this exact mathe-
matical re-expression of the zNLSE equation drives only res-
onant or third-harmonic frequencies. There is no explicit cou-
pling to negative frequencies, which can be seen most clearly
when assuming finite ω1 and a constant E ′; then, eqn. (5.6)
does not drive negative frequencies of itself. Nevertheless,
although the complex E ′(ω) might start with content solely
in positive frequencies, its frequency bandwidth is not re-
stricted. Consequently after propagating some distance it may
well have evolved into a field whose spectrum is very wide,
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perhaps even extending past the origin. In this state, multi-
frequency interactions that drive the field at negative frequen-
cies could indeed occur as a result of the nonlinearity – re-
member that if represented in the frequency domain, the cubic
nonlinear term transforms into a double convolution over the
entire frequency spectra.
However, we could, if we wanted, make such “negative fre-
quency” driving terms appear explicitly by repartitioning the
whole nonlinear term into different complex conjugate halves,
e.g. by writing not eqn. (5.6) but
∂zE ′(t)e−ıω1t = ıK E ′(t)e−ıω1t +∑
j
β j ∂ jt E ′(t)e−ıω1t
+ ıχz
[
E ′(t)3e−3ıω1t +
3
2
E ′(t)2
[
E ′(t)
]∗ e−ıω1t
+
3
2
[
E ′(t)
]∗2 E ′(t)e+ıω1t] ,
(5.8)
and there is of course also a matching complex congugate
counterpart of eqn. (5.7), and the sum of both will be equal
to the original zNLSE equation. Whether or not this repre-
sentation containing explicit driving of negative frequencies
might be useful is another matter, but it is certainly possi-
ble to (re)express the mathematical model in order to con-
struct them. But, apart from specific numerical difficulties that
might occur when solving these propagation equations, the so-
lutions gained from either form should be identical: both are
just different ways of representing the same physical model.
Naturally one can apply the same method to the tNLSE as
well, setting D+(z) = D′(z)eık1t +D′∗(z)e−ık1z, and arriving at
two complex conjugate equations
∂zD′(z)e+ık1z = ıK D′(z)e+ık1z +∑
j
γ j ∂ jz D
′(z)e+ık1z
+ ıχt
[
D′(z)3e+3ık1z +3D′(z)2
[
D′(z)
]∗ e+ık1z] ,
(5.9)
∂zD′∗(z)e−ık1z = ıK D′∗(z)e−ık1z +∑
j
γ j ∂ jz D
′∗(z)e−ık1z
+ ıχt
[
D′∗(z)3e−3ık1z +3D′∗(z)2
[
D′∗(z)
]∗ e−ık1z] .
(5.10)
As we should expect, these two equations sum to eqn. (5.3).
Also, here there again is no explicit coupling to opposite parts
of the wavevector spectra D′(k) in each equation, although (as
before) we might repartition the nonlinear term to construct it,
if we so desired.
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