Abstract
Introduction
There are lots of computer resource in the cloud environment, including CPU, memory, bandwidth and so on. And the method to schedule tasks effectively has become one hotspot in the field of computer science. The task scheduler in cloud computing environment is to determine a proper assignment of resources to the tasks of jobs to complete all the jobs received from users. Until now, researchers have proposed some static, dynamic and mixed forms of resource scheduling strategy in cloud computing environment, such as: FIFO (First In and First Out) and its simple extensions, ISH [1] , ETF [1] , GA-based task scheduling and so on [2] [3] [4] [5] . The first two algorithms are simple and belong to the static strategy, but usually with poor performances. Because the resources pool quotas and job queues are partly depended on artificial settings. However, GA-based task scheduling algorithms belong to heuristic intelligent algorithm, while there are always some problems such as low convergence, one-sided target and so on.
Considering the shortage of the existing task scheduling algorithms in cloud computing, a new task scheduling based on improved genetic algorithm is presented. The well-distributed strategy, which makes individuals distribute uniformly in the solution space by using the chromosome matching rate when the initial population is generated, is proposed to avoid the premature convergence effectively. And the Quality of Service (QoS) is introduced to improve the fitness function, which can not only find the corresponding relation between the task and the virtual machine quickly and effectively, but also can reflect users' satisfaction on the scheduling results.
Task scheduling
There are many similarities as well as differences on resource scheduling between in cloud computing and other environments. The most remarkable difference is the object of scheduling. The objects of traditional resource scheduling are the threads and tasks running on entity resources which belong to the fine grained scheduling. But the objects of scheduling in the cloud environment are virtual machines which belong to the coarse grained scheduling. There are lots of computation resources, store resources and other resources in cloud computing environment. The task scheduling algorithm not only needs to be congruent with the deadline of the jobs, but also concern the users' expectations on the bandwidth and cost of the resources. So, the task scheduling in cloud computing environment should be a multi-objective scheduling.
Mapreduce model divides jobs into several interdependent tasks after users submit jobs into the cloud computing environment. The execute process of tasks can be represented by a Directed Acyclic Graph (DAG) which is shown in Figure 1 .The nodes are the tasks to be executed. The directed edges show the dependent relationships of the tasks. 
Then the total execution time of all the tasks could be expressed as follows:
Network transmission decided by bandwidth has a significant effect on those applications which communicate with others frequently or contain a large amount of information. Given that wm BW is the bandwidth of the resource, then the total used bandwidth of all the tasks can be defined as follows:
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where C is the unit price of resources, and i P is the number of resources. Then, the total price of all the tasks could be obtained from Equation 5 .
Assuming that
is the breakdown rate of resources obtained by resource monitor system. The user expected function about the completion rate can be obtained by Equation 6 .
The execution of a task is said to achieve user satisfaction when the resource consumption of the task is near to the value users have expected. is the real resource consumption of the task . is the resource consumption of the task which is the user expectation value. Formally, the user satisfaction function could be expressed as:
Where is a balance constant, and 
Genetic algorithm
Genetic Algorithm (GA) in particular became popular through the work of John Holland in the early 1970s [6] . GA generates solutions to optimization problems using techniques inspired by natural evolution [7] . And it becomes a widely used global optimization algorithm in many fields with its remarkable characteristics of high-efficiency, stability, suitability for parallel processing [8] .
There are always some problems such as premature convergence in the Basic Genetic Algorithm (BGA). Several algorithms and methods have been proposed to solve the task scheduling problems. Most of them, however, only unilaterally consider reducing the completion time and the average completion time, such as [2,9-11] or reflecting users' integrated requirements on the network bandwidth, price and so on. Therefore, researches focusing on all of the aspects are needed. According to the basic algorithm idea of GA and characteristics of task scheduling in cloud computing environment, a new optimization method based on the BGA for solving the above-mentioned problems is presented. The improved algorithm can avoid the premature convergence effectively by using the chromosome matching rate. In addition, considering the definition of QoS, its fitness function can take users' expectations including the service response time, network bandwidth, task expenses and reliability as the standard to measure the scheduling results.
Encoding of chromosomes
Binary encoding and float encoding are the most common types of encoding. Considering the division of jobs in cloud computing environment, this paper adopts an indirect encoding type: resource-task encoding. The total number of all the tasks is the length of each chromosome. The value of each gene is the resource number at the same locus. For example ,given the length of each chromosome 10 and the value range of each gene is from 1 to 3.
The chromosome {2,3,1,2,3,2,1,2,2,1} means that the first task is carried out on the second virtual machine (resource), and the second task is carried out on the third virtual machine, and so on. Therefore, three tasks have been sent to the first virtual machine to be executed: 3 T , 7 T and 10
T .Five tasks have been sent to the second virtual machine and two to the third virtual machine.
Initial population generating
The initial population has great influence on convergence of GA. The population size is usually set to be between 50 and 160.Given the population size S , the length of each chromosome N , then the initial population is generated randomly.
Fitness function
During each successive generation, individual solutions are selected through a fitness function. It measures the quality of the represented solution. So, the fitness function is a crucial part of GAs. The fitness function is always designed to be a one-sided target function in the traditional GA, which is not suitable for cloud computing.The satisfaction of the service in cloud computing environment can be measured by Quality of Service (QoS). Considering the commercial objective of cloud computing and QoS model, the fitness function can be set as Equation 8 .
Operators

Selection Operation
The objective of selection operation is to make the better solutions have a higher probability to be transmitted to the next generation. The value of selection rate can be defined as:
where i f is the fitness value of the individual i . The roulette wheel selection schema is adopted to implement the selection step. The cumulative probability of the individual i could be obtained from Equation 11 .
Crossover and Mutation
Crossover is known as a basic genetic operator. It partially exchanges information between the two selected chromosomes [6, 12] . Once the string is picked at random to be subjected to crossover from the population, it randomly chooses several crossover points and exchanges the alleles with its mate to form two new strings. For example, two crossing chromosomes-and can exchange one or more alleles. Mutation helps avoid sticking at the local optimum and guarantee the population diversity. Chromosome reversal strategy is used as the mutation methodology in this paper. The chromosome randomly selects its substring and inverts it.
Proposed Algorithm Procedure
The main procedure of the new algorithm is described as follows.
Step1: Generate an initial population P(0) using the matching rate. Step2: Sort the fitness values of the chromosomes in ascending order, k=0.
Step3: Choose two chromosomes using the roulette wheel and prepare them for crossover and mutation.
Step4: Use crossover and mutation to create a new population P(k+1), k=k+1.
Step5: If the maximum number of generations or a convergence is not reached, then return to Step 2.
Experimental results and evaluation
A simulation experiment is designed to compare the scheduling performance of the BGA and Improved Genetic Algorithm (IGA). The experiments have been carried out on the simulation platform named CloudSim. The initial parameters of the algorithms are as follows: maximum number of generations 80, resource number 20, crossover probability 0.8, mutation probability 0.2. The value range of task number is from 20 to 100, and the weight coefficient array { As it is shown in Figure2, the average finish time of the BGA at the preliminary stage is less than that of IGA. However, as the number of generations increases, the advantages of the IGA become more and more obvious. The reason is that the crossover and mutation of the IGA improve its global search ability. The fitness value could reflect users' satisfaction of the scheduling result. The scheduling result is congruent with users' satisfaction when the fitness value is 0. If the fitness value is bigger than 0, it means the scheduling result exceeds users' expectations. It can be seen from the experimental results that the IGA has higher fitness value than standardized Genetic Algorithm, which means the scheduling result of IGA can satisfy users' expectations better. 
Conclusions
Resource scheduling becomes more complex as the introduction of virtualization technology in cloud computing [13] . This paper presented an improved task scheduling algorithm based on the basic genetic algorithm combined QoS for the task scheduling in cloud computing, with the objective to satisfy users' expectations on service response time, network bandwidth, task expenses and reliability. The results show that the new IGA based task scheduling algorithm not only can be able to get higher resources utilization, but also has the ability to reflect the conformity between the schedule result and users' expectations. In addition, the next step is to focus on the study of dynamic queue scheduling algorithm to the realization of a universal task scheduling algorithm and combine with other related algorithm to make comprehensive comparisons according to the different performance index.
