1 Recent advances in the field of artificial intelligence have revealed 2 principles about neural processing, in particular about vision. 3 Previous works have demonstrated a direct correspondence 4 between the hierarchy of human visual areas and layers of deep 5 convolutional neural networks (DCNNs), suggesting that DCNN 6 is a good model of visual object recognition in primate brain. 7 Studying intracranial depth recordings allowed us to extend pre-8 vious works by assessing when and at which frequency bands the 9 activity of the visual system corresponds to the DCNN. Our key
Previous work demonstrated a direct correspondence between the hierarchy of the human visual areas and layers of deep convolutional neural networks (DCNN) trained on visual object recognition. We used DCNNs to investigate which frequency bands correlate with feature transformations of increasing complexity along the ventral visual pathway. By capitalizing on intracranial depth recordings from 100 patients and 11293 electrodes we assessed the alignment between the DCNN and signals at different frequency bands in different time windows. We found that gamma activity, especially in the low gamma-band (30 − 70 Hz), matched the increasing complexity of visual feature representations in the DCNN. These findings show that the activity of the DCNN captures the essential characteristics of biological object recognition not only in space and time, but also in the frequency domain. These results also demonstrate the potential that modern artificial intelligence algorithms have in advancing our understanding of the brain. DCNN, while the gamma activity of higher visual areas is better 48 captured by the higher layers of the DCNN. We also found that 49 while the neural activity in the theta range (5 − 8 Hz) was not 50 aligned with the DCNN hierarchy, the representational geom-51 etry of theta activity was correlated with the representational 52 geometry of higher layers of DCNN. 53 
Materials and Methods

54
Our methodology involves four major steps described in the fol-55 lowing subsections. In "Patients and Recordings" we describe 56 the visual recognition task and data collection. In "Processing 1 of Neural Data" we describe the artifact rejection, extraction of Figure 1 Overview of the analysis pipeline. 250 natural images are presented to human subjects (panel A) and to an artificial vision system (panel B) . The activities elicited in these two systems are compared in order to map regions of human visual cortex to layers of deep convolutional neural networks (DCNNs). A: LFP response of each of 11293 electrodes to each of the images is converted into the frequency domain. Activity evoked by each image is compared to the activity evoked by every other image and results of this comparison are presented as a representational dissimilarity matrix (RDM). B: Each of the images is shown to a pre-trained DCNN and activations of each of the layers are extracted. Each layer's activations form a representation space, in which stimuli (images) can be compared to each other. Results of this comparison are summarized as a RDM for each DCNN layer. C: Subject's intracranial responses to stimuli are randomly reshuffled and the analysis depicted in panel A is repeated 10000 times to obtain 10000 random RDMs for each electrode. D: Each electrode's MNI coordinates are used to map the electrode to a Brodmann area. The figure also gives an example of electrode implantation locations in one of the subjects (blue circles are the electrodes). E: Spearman's rank correlation is computed between the true (non-permuted) RDM of neural responses and RDMs of each layer of DCNN. Also 10000 scores are computed with the random RDM for each electrode-layer pair to assess the significance of the true correlation score. If the score obtained with the true RDM is significant (the value of p < 0.001 is estimated by selecting a threshold such that none of the probes would pass it on the permuted data), then the score is added to the mapping matrix. The procedure is repeated for each electrode and the correlation scores are summed and normalized by the number of electrodes per Brodmann area. The resulting mapping matrix shows the alignment between the consecutive areas of the ventral stream and layers of DCNN.
categories were not included in this analysis. All the included 1 stimuli had the same average luminance. All categories were pre-2 sented within an oval aperture (illustrated on Figure 1 ). Stimuli target through a right-hand button press and were given feed-7 back of their performance after each report. A 2-s delay was 8 placed after each button press before presenting the follow-up 9 stimulus in order to avoid mixing signals related to motor action 1 with signals from stimulus presentation. Altogether, we measured 2 responses to 250 natural images. Each image was presented only 3 once. The images were 3.5 x 4.7 cm on the screen, with a viewing 4 distance of 60-80 cm. To summarize, once the neural signal processing pipeline is 5 complete, each electrode's response to each of the stimuli is rep-6 resented by one number -the average band power in a given Once we extracted the features from both neural and DCNN 10 responses our next goal was to compare the two and use a simi-11 larity score to map the brain area where a probe was located to a 12 layer of DCNN. By doing that for every probe in the dataset we 
30
Representational Dissimilarity Matrices
31
We built a representation dissimilarity matrix (RDM) of size 32 number of stimuli × number of stimuli (in our case 250 × 250) 33 for each of the probes and each of the layers of DCNN. Note 34 that this is a non-standard approach: usually the RDM is com-35 puted over a population (of voxels, for example), while we do 36 it for each probe separately. We use the non-standard approach 37 because often we only had 1 electrode per patient per brain area.
38
Given a matrix RDM feature space a value RDM feature space ij in the 39 ith row and jth column of the matrix shows the Euclidean dis-40 tance between the vectors v i and v j that represent images i 41 and j respectively in that particular feature space. Note that the 42 preprocessed neural response to an image in a given frequency 43 band and time window is a scalar, and hence correlation distance 44 is not applicable. Also, given that DCNNs are not invariant to 45 the scaling of the activations or weights in any of its layers, we 46 preferred to use closeness in Euclidean distance as a more strict measure of similarity. In our case there are 10 different feature The second step was to compare the RDM probe p of each probe 6 p to RDMs of layers of DCNN. We used Spearman's rank 7 correlation as measure of similarity between the matrices:
As a result of comparing RDM probe p with every RDM layer l 9 we obtain a vector with 9 scores: (ρ pixels , ρ conv1 , . . . , ρ fc8 ) that 
Statistical significance and controls
To assess the statistical significance of the correlations between 23 the RDM matrices we ran a permutation test. In particular, we 24 reshuffled the vector of brain responses to images 10000 times, the score obtained on the original (unshuffled) data with the dis-1 tribution of scores obtained with the surrogate data. If the score 2 obtained on the original data was bigger than the score obtained 3 on the surrogate sets with p < 0.001 significance, we considered 4 the score to be significantly different. The threshold of p = 0.001 5 is estimated by selecting such a threshold that on the surrogate 6 data none of the probes would pass it.
7
To size the effect caused by training artificial neural network 8 on natural images we performed a control where the whole anal-9 ysis pipeline depicted on Figure 1 is repeated using activations 10 of a network that was not trained -its weights are randomly 11 sampled from a Gaussian distribution N (0, 0.01).
12
For the relative comparison of alignments between the bands 13 and the noise level estimation we took 1,000 random subsets 14 of half of the size of the dataset. 
where A is a subset of brain areas, L is a subset of layers, and 31 S a l is the set of all probes in area a that significantly correlate 32 with layer l. 33 We express volume of visual activity as presenting our results and they do take hierarchical structure 1 into account.
2
The ratio of complex visual features to all visual features is 3 defined as the total volume mapped to layers conv5, fc6, fc7 4 divided by the total volume mapped to layers conv1, conv2, 5 conv3, conv5, fc6, fc7:
Note that for this measure layers conv4 and fc8 are omit-7 ted: layer conv4 is considered to be the transition between the Layers of DCNN are coded by integer range from 0 to 8. 22 We denote Spearman rank correlation of those two vectors as 23 alignment 24 ρ = Spearman(areas, layers).
We note that although the hierarchy of the ventral stream is usu- 
13
In particular, we used RSA to compare the representational 14 geometry of different DCNN layers and the activity patterns of 15 different frequency bands of single electrodes (see Figure 1 ). We activity was assigned to visual areas (areas 17, 18, 19, 37, 20) . Figure 4 . 5 We note that the alignment in the gamma bands is also present 6 at the single-subject level as can be seen in Figure 6 .
7
Apart from the alignment we looked at the total amount of 8 correlation and its specificity to visual areas. On the right panel 9
of Figure 4 we can see that the volume of significantly correlating 10 activity was highest in the high gamma range. Remarkably, 97% 11 of that activity was located in visual areas, which is confirmed 12 by Figure 3 where we see that in the gamma range only a few 13 electrodes were assigned to Brodmann areas that are not part of 14 the ventral stream.
15
Activity in other frequency bands 16 To test the specificity of gamma frequency in visual object 17 recognition, we assessed the alignment between the DCNN and 18 other frequencies. The detailed mapping results for all frequency 19 bands and time windows are presented in layer-to-area fashion on 20 Figure 5 . The results on the right part of Table 2 show the align-21 ment values and significance levels for a DCNN that is trained for 22 object recognition on natural images. On the left part of Table   23 2 the alignment between the brain areas and a DCNN that has 24 not been trained on object recognition (i.e. has random weights) 25 is given for comparison. One can see that training a network to 26 classify natural images drastically increases the alignment score 27 ρ and its significance. One can see that weaker alignment (that In order to take into account the intrinsic variability when was present in those areas.
25
Gamma activity is more specific to convolutional 26 layers, while the activity in lower frequency bands is 27 more specific to fully connected layers 28 We analysed volume and specificity of brain activity that corre- analysis. In the "Methods" section we have defined total volume 33 of visual activity in layers L. We used this measure to quantify 34 the activity in low and high gamma bands. We noticed that while Figure 7 Area-specific analysis of volume of neural activity and complexity of visual features represented by that activity. Size of the marker shows the sum of correlation coefficients between the area and DCNN for each particular band and time window. Color codes the ratio of complex visual features to simple visual features, i.e. the comparison between the activity that correlates with the higher layers (conv5, fc6, fc7) of DCNN to the lower layers (conv1, conv2, conv3). Intense red means that the activity was correlating more with the activity of higher layers of DCNN, while the intense blue indicates the dominance of correlation with the lower areas. If the color is close to white then the activations of both lower and higher layers of DCNN were correlating with the brain responses in approximately equal proportion.
the fraction of gamma activity that is mapped to convolutional On the other hand the activity in lower frequency bands (theta, 6 alpha, beta) showed the opposite trend -fraction of volume in gamma frequency activity, while the fully connected layers that 11 do not directly correspond to intuitive visual features, carry infor-12 mation that has more in common with the activity in the lower 13 frequency bands. , 2015) . All filters are canonical to AlexNet trained on ImageNet and can be explored using the above-mentioned visualization tool or visualized directly from the publicly available weights of the network. C. Specificity of neural responses across frequency bands and time windows for each layer of DCNN. Size of a marker is the total activity mapped to this layer and the intensity of the color is the specificity of the activity to the Brodmann areas constituting the ventral stream: visual areas is carried by the gamma frequencies (Van Kerkoerle   1   et al., 2014; Bastos et al., 2015; Michalareas et al., 2016) . As the 2 DCNN is a feedforward network our current findings support the 3 idea that gamma rhythms provide a channel for feedforward com-4 munication. However, our results by no means imply that gamma 5 rhythms are only used for feedforward visual object recognition. activity has also implications from cognitive processing perspec-20 tive (Vidal et al., 2006; Wyart and Tallon-Baudry, 2008) . In the 21 current work we approached the data analysis from the machine 22 learning point of view and remained agnostic with respect to the 23 oscillatory nature of underlying signals. Importantly, we found 24 that numerically the alignment to the DCNN was stronger and 25 persisted for longer in low gamma frequencies. However, high 1 gamma was more prominent when considering volume and speci-2 ficity to visual areas. These results match well with the idea that 3 whereas high gamma signals reflect local spiking activity, low 4 gamma signals are better suited for adjusting communication 5 between brain areas (Fries, 2005 (Fries, , 2015 .
6
Two groups of areas in the visual system are mapped 7 to two groups of layers in the DCNN 8 We observed that the significant alignment depended on the fact 9 that there are two groups of layers in the DCNN: the convo-10 lutional and fully connected layers. We found that these two 11 types of layers have similar activity patterns (i.e. representational 12 geometry) within the group but the patterns are less correlated 13 between the groups (Figure 2 hope is that the present work contributes to understanding the 21 functional differences between lower and higher visual areas.
22
Feedforward and feedback computations in object 
Limitations
The present work relies on data pooled over the recordings 48 from 100 subjects. Hence, the correspondence we found between 49 responses at different frequency bands and layers of DCNN is 50 distributed over many subjects. While it is expected that single 51 subjects show similar mappings (see also Figure 6 ), the variability 52 in number and location of recording electrodes in individual sub-53 jects makes it difficult a full single-subject analysis with this type 54 of data. We also note that the mapping between electrode loca-1 tions and Brodmann areas is approximate and the exact mapping 2 would require individual anatomical reconstructions and more 3 refined atlases. Also, it is known that some spectral compo-4 nents are affected by the visual evoked potentials (VEPs). In 5 the present experiment we could not disentangle the effect of 6 VEPs from the other spectral responses as we only had one rep-7 etition per image. However, we consider the effect of VEPs to be 8 of little concern for the present results as it is known that VEPs 9 have a bigger effect on low frequency components, whereas our 10 main results were in the low gamma band.
11
It must be also noted that the DCNN still explains only a between these two systems in spatial, temporal and spectral 10 domains.
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