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We develop a semi-discrete approximation framework for linear nonautonomous 
nonhomogeneous functional differential equations of retarded type. The approx- 
imation schemes are constructed and convergence results are obtained through the 
approximation of an associated abstract evolution operator. Computer implemen- 
tation of the schemes is outlined and a spline-based method included in the 
framework is constructed. Extensions of the semi-discrete methods to schemes 
incorporating full discretization and difference equation approximation are also 
discussed. Numerical results for several examples demonstrating the feasibility of 
the schemes are presented. 
1. INTRODUCTION 
Our presentation deals with spline-based approximation theory for linear 
nonautonomous nonhomogeneous functional differential equations (FDE) 
via approximation of the associated evolution operator for the homogeneous 
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equation. Our theoretical framework and the resulting convergence results 
are analogous to the Trotter-Kato-type approach for convergence of solution 
semigroups for autonomous delay systems as developed in [8]. We restrict 
our discussions to piecewise linear spline approximations, but have 
attempted to state the theoretical results in a form so that one might, if one 
so desired, easily extend the ideas in a rather straightforward manner to treat 
higher-order spline approximation schemes. 
One might also view the discussions here as one concrete realization of the 
evolution operator theory presented for abstract nonautonomous equations in 
[ 141. Indeed, as we shall see below our approach is very closely related to 
the efforts of Reber in [ 17, 181, who used the Krein approach to develop for 
nonautonomous FDE control problems an approximation theory based on 
the so-called “averaging” approximations of [4,5]. However, since the 
spline-based methods of [8] have been shown to offer considerable 
improvement over the averaging schemes, and since the needs for schemes to 
treat nonautonomous problems are rather obvious in a number of areas of 
applications (for one example, see the discussion of the tracking models in 
[ 24]), we feel that our modest contribution below toward the development of 
spline schemes is warranted. We demonstrate the computational efficacy of 
our ideas by presenting a sample of our numerical findings in Section 6. 
Other authors have considered approximation schemes for nonautonomous 
delay systems. Both Delfour [ 111 and Rebert [ 181 consider optimal control 
problems for linear nonautonomous retarded FDE and develop “full 
discretization” techniques (state and time discretization) that employ the 
averaging ideas of [ 4,5 ]. Kappel and Schappacher in [ 13 ] consider 
nonlinear nonautonomous delay systems which they approximate by linear 
interpolating spline schemes in the “state” space V. This results in essen- 
tially an averaging-type scheme as opposed to the spline schemes discussed 
below. In a similar spirit Kunisch [ 151 discusses the averaging and essen- 
tially equivalent linear interpolating spline schemes for optimal control of 
neutral FDE with nonautonomous retarded terms. 
It is possible to take other approaches to a spline approximation theory 
for delay systems. In [2] we combine dissipativeness of nonlinear operators 
with Gronwall estimates to develop one approach to approximation of 
nonlinear FDE. These ideas are pursued in ]7, lo] to yield spline approx- 
imation methods (in the context of parameter estimation schemes) for quite 
general nonlinear nonautonomous systems of FDE. In addition to differing 
in spirit from the approach of [7, lo], our results below are applicable to 
linear systems with nonsmooth coefficients while the theory of [7, IO] 
requires some smoothness on the coefficient matrices if it is applied to linear 
systems. 
For our detailed development below we consider ordinary differential 
equation (ODE) or semi-discrete approximations to linear FDE. These ODE 
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for the “Fourier” coefficients of the approximate solution relative to a fixed 
spline basis must then be solved by a high-order ODE solver (a fourth-order 
Runge-Kutta in the case of the examples presented in Section 6). An alter- 
native approach involving immediate full discretization (in both time and 
state) and resulting in a difference equation approximation of the FDE could 
be taken in the spirit of the efforts of Rosen in ] 19, 201. We give a brief 
indication of some of these ideas in Section 5 but will not pursue a full 
detailed development along these lines. 
While we shall not discuss such applications directly, the reader should be 
aware that the approximation ideas developed here are readily (and 
profitably) used in optimal control and parameter estimation problems (e.g., 
see [I, 3, 5, 6, 9, 12, 16, 211). 
The presentation below is organized in the following manner. In Section 2 
we summarize equivalence results between FDE and abstract evolution 
equations. We also establish a dissipative condition for the operators 
involved that is crucial in our development. Basic approximation results are 
given in Section 3, first for systems with continuously differentiable coef- 
ficients and then for systems with L, coefficient matrices. This is followed 
by Section 4 in which we develop a particular piecewise linear spline scheme 
in detail and explain how it is to be implemented. A brief discussion of full 
discretization ideas is given in Section 5. We conclude the paper with some 
representative numerical findings in Section 6. 
Notation throughout is completely standard with respect to symbols for 
%, L,, etc. We denote the usual Sobolev spaces IV:!+’ of functions f with 
f (k-1) absolutely continuous and fCk’ in L, by Hk. For Lebesgue spaces of 
R”-valued functions on (a, b) we adopt the notation L,"(a, b), while Yn,,, 
denotes the space of n square matrices. Finally, we shall sometimes use D@ 
to represent the derivative of a function $. 
2. THE LINEAR NONAUTONOMOUS FUNCTIONAL DIFFERENTIAL 
EQUATION AND ITS EQUIVALENT FORMULATION 
AS AN ABSTRACT EVOLUTION EQUATION 
In this section we describe the functional differential equation (FDE) 
initial value problem for which we seek approximation schemes and give an 
equivalent formulation of it as an abstract evolution equation in an infinite 
dimensional Hilbert space. Many of the results and ideas which are outlined 
and summarized below are discussed in detail in [ 18, Sections 2 and 31. 
We consider n-vector systems of the form 
i(t)= L(f)X, +f(t). t 2 s, (2.1) 
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with initial conditions specified at t = s given by 
x(s) = II, x.7 = 4, (2.2) 
where fC L;,,& +co), 7 E R”, 4 E LP(--r, 0) and x, denotes the function 
6 + x(t + 8), --r < 0 < 0. We assume that for each t > s, the linear operator 
L(t) : L;(--r, 0) + R” has the form 
L(t) 4 = 2 A i(t) #(-ri) + j-O A (t, 8) 4(O) d0, 
i=O -r 
(2.3) 
with 0 = r. < t, < r2 ... <t,,=r, AiEL,([s,+a3),JZ<xn), i=O,1,2...v 
and the function t-A(t, +) an element of L,([s, +co), Lz([-Y, O], Y:,,,)). 
The point evaluations of 4 E L;(-r, 0) required in the evaluation of L(t) 4 
pose no essential conceptual difftculties since, roughly speaking, we shall 
interpret solutions of (2.1) as functions satisfying that equation in integrated 
form (i.e., the differentiated form in the almost everywhere sense) and thus 
any occurrence of L(t) 4 for # only an L, “function” can be considered as 
appearing under an integral with the L(f) Q then denoting an equivalence 
class of functions. For a further discussion of this point, we refer the reader 
to [8]. 
A solution to (2.1), (2.2) is a function x: [s - r, T] --t R”, T > s, such that 
x E H’(s, r>, x satisfies Eq. (2.1) almost everywhere in [s, T], x(s) = v and 
X, = $. Standard arguments [ 171 can be used to show that the FDE initial 
value problem (2.1), (2.2) has a unique solution which depends continuously 
upon the initial conditions and the nonhomogeneous term J: We shall on 
occasion employ the notation x(t; ‘1, #,f) (and ~~(4, $,f)) in order to denote 
this unique solution (and its past history on [t - Y, t]) to (2.1) (2.2) 
corresponding to a particular choice of q, 4 and f: 
We next define the Hilbert space Z by 
Z=R”xL;(--r,O), 
with inner product 
(. 3 . >z = (. 3 . )R” + (. 3 . ),.zl 
and reformulate the FDE initial values problem (2.1), (2.2) as an abstract 
evolution equation in Z. Corresponding to f = 0, it is possible to define a 
solution operator for (2.1), (2.2) on Z by 
w, s)(v, 4) = (-a v, $4 O), -4% 490)). 
It is easily verified that for T > s the operators { U(t, s): t E [s, T] } are 
continuous in t and uniformly bounded. In addition, U(t, s) is an evolution 
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operator on Z in that the uniqueness of solutions to (2.1), (2.2) guarantees 
that it satisfies U(s, s) = Z and the transition property U(t, s) = U(t, r) U(r, s) 
for all s < r < t < < T. 
Returning to the nonhomogeneous problem, we define, for arbitrary 
&f-E ~;,lo,(~~ +m), 
~(6 s; rl, &f) = W, s)(% $1 + !” U(t, s)(f(s), 0) ds. 
5 
(2.4) 
For each (r], 4) E Z,fE L;,,,c(~, +co) and t > s the expression given in (2.4) 
exists and is continuous in t. Furthermore, it can be shown that 
z(t, s; r.7, (4.f) = (x(c rl, 4J-)3 X,(% iJ-)I* (2.5) 
Equation (2.5) states that (2.4) and (2.1) (2.2) are equivalent, and, in fact, 
forms the basis for the approximation schemes developed in the next section. 
Indeed, we construct convergent approximations to the solution of (2.1), 
(2.2) via the construction of convergent approximations to z of (2.4). 
If one is willing to impose additional restrictions on (2.1) (2.2) a stronger 
result can be established. Consider the initial value problem (2.1) (2.2) with 
the additional assumption that the coefftcient matrices, the kernel in the 
distributed term and the nonhomogeneous term be continuously differentiable 
in t and that (q,#) E W= ((r~, 4) E Z: 4 E H’(-r, 0), q = 4(O)}. It then can 
be shown that z given in (2.4) is the unique solution to the abstract evolution 
equation in Z given by 
i(f) = .d(t) z(f) + (f(r), 01, (2.6) 
4s) = (% $1, (2.7) 
where for each t > s the operators .&(t) are defined on dom .ti(t) = W by 
~~(~)@(Oh Q) = Mf) $4 4). (2.8) 
In addition, it can be verified that 
is also a solution to (2.6), (2.7) and hence must coincide with z. Thus under 
these stronger hypotheses (2.lt(2.2), (2.4) and (2.6~(2.7) are all 
equivalent. 
The existence of an inner product on Z, equivalent to the standard inner 
product on Z defined above, and an o for which the operator <d(t) - WZ is 
dissipative plays an essential role in many of the arguments which follow. 
Toward this end, we define the same inner product on Z as that employed in 
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]8] and [lo] f or similar purposes. Let p be the step function on 1-r. 0 ] 
delined by 
P(8) =j, -t,,-j+ 1 < 0 < -Z,,-j, j= l, 2,..., vv 
and Z, the space Z with inner product ( . , . ), given by 
((6 w>, (rl, @I),, = t“r + lo v(@) 4(e) p(e) de. -I 
It is easily verified that the (. , . ), inner product is equivalent to the 
standard inner product on Z and, moreover, the following lemma can be 
established. 
LEMMA 2.1. For each t > s, I& - ol is dissipative in Z,. That is, 
W(t) z, zjp < w(z, + 
for each z E W with 
,=;m, ++m;+++ 1 
and 
ml = \‘ lA,lm + IA la,.. 
i-0 
It is in fact the case that <d’(t) - WZ is maximal dissipative. That is to say, 
.d(t) - WI is onto. The verification of this latter claim can be found in [ 18, 
Section 31. The reader should note that while the hypothesis of Lemma 3.3 in 
[ 181 includes the assumption of smooth coeffkients on the right-hand side of 
the FDE, it is easily seen that this assumption does not play a role in the 
arguments used to show that .cP(t) - WZ is onto. 
Remark 2. I. By the Lumer-Phillips theorem (cf. [ 25, Section IX.8 ]) the 
fact that, for t E (s, +co) fixed, .d((t) - WZ is a maximal dissipative operator 
on the Hilbert space Z is sufficient to conclude that d(t) is the infinitesimal 
generator of a go semigroup of bounded linear operators on Z. 
3. APPROXIMATION RESULTS 
Following the ideas discussed in [8] we base our approximation schemes 
on the following construction. For each N = 1, 2 ,..., {Z,, P,, “d*,(t)} will be 
called an approximation scheme for the initial value problem (2-l), (2.2) if 
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{Z,} is a sequence of finite dimensional subspaces of Z,, (PN) is a sequence 
of operaors, where for each N, PN: Z, + Z, is the orthogonal projection from 
Z, onto Z, and {d’(t)} is a sequence of t-dependent operators on Z,,. 
THEOREM 3.1. Consider the FDE initial value problem (2.1), (2.2) under 
the additional assumption that Ai E C’( [s, +a~), Yn,,,), t -+ A(t, . ) E 
C’([s, +a), L,((--r, O>, %,,)> and suppose that (Z,V, P,V,~<V(t)} is an 
approximation scheme for (2. l), (2.2) satisfying the following conditions: 
(1) Z,C W=dom(&(t))N= 1,2,.... 
(2) For each t > s, &V(t): Zh.+ Z,+, is defined by .<‘(t) = 
P@‘(t), N = 1, 2.... 
(3a) lim,+, P,V2 = z in Z for all z E Z. 
(3b) For @E W with PNIJ/= PN(~(0), v/) = (y/,(O), w,) we have 
lim N+a: L(t) wn7 = L(t) v in R” for each t E ]s, T] and lim,,, DvN = Dv in 
LT(-r, 0) with 1 D(IJI/, - IJI) <K ]D’v], K independent of N and I+Y for all 
IJI E W with I,U E H2(-r, 0) and Dy/ = @. 
Then if UN(t, s) denotes the evolution operator (fiindamental matrix solution) 
corresponding to the finite dimensional ordinary differential equation in Z, 
given by 
i,N(t) = ‘14N(t) ‘N@), 
we have that 
,j% 1 [pN U(t, s) - UN(f, s> PN] &,I = O, + 
for each z0 E Z, untformly in t for t E [s, T) . 
Proof. An application of Lemma 2.1 and the fact that the P, are 
orthogonal projections yield the following: For zN E Z,, 
(dN(t) 'N' 'N)p = (PNd(t) 'NT 'N)p = (Ld(f) 'NY 'N'N), 
= (54(t) z N, 'N)LI G o(zN, 'N)@ 
where o is defined in the statement of Lemma 2.1 and is independent of N. 
The calculation above and the fact that dN(t) is a bounded linear operator 
defined on the finite dimensional space Z, are sufficient to guarantee that 
..dN(t) - cd, N = 1, 2 ,..., are maximal dissipative, and, moreover, 
a(dN(t)) c (A E C : Re 1 < w}, N = 1, 2 ,..., t > s. 
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Thus for all A E C with Re A > o the resolvent operators R(A, .dN(t)) exist 
and by standard arguments (cf. [ 14, p. 851) we have 
1 
< ReI-o’ 
N = 1, 2,..., CE [s, +a>. (3.1) 
Inequality (3.1) and the same arguments used to establish the validity of 
Theorem 3.5 in [IS] allow us to conclude that 
where M is a constant independent of N and L(. ) is the homogeneous part 
of the right-hand side of the FDE (2.1). The reader is instructed to note that 
while the constant M derived in the proof of Theorem 3.5 in [ 18) does 
depend on L( . ), our M does not. This is a consequence of the fact that the 
weighting function p in the inner product (. , . ), is independent of the A ;, 
whereas that in the inner product (s, . )A chosen by Reber is not. The 
significance of our choice for the inner product will be apparent in the 
discussions below pertaining to extensions of our convergence results to 
equations with the Ai, A only in L, . 
Let D be the subset of Z defined by 
D = {@I, 0) E Z: 4 E C*(-r, 01, v = 4(O), L(s) 4 = d(O)). 
Using the fact that .cP(s) is the infinitesimal generator of a qO semigroup of 
operators on 2 (cf. Remark 2.1), arguments similar to those used to verify 
Lemma 2.2 of 18) can be used to establish the fact that D is dense in Z. 
Consider next the initial value problem in Z given by 
i(t) = d(t) z(t), (3.2) 
4s) = 20 3 zo E D, (3.3) 
and the following identity derived from it: 
P&J(f) = sxfyN(f) PNZ(f) + [PN,-d(f) z(t) - giv(f) PNZ(f)l. 
Recalling that the PN are orthogonal projections, and therefore uniformly 
bounded. we have 
f [P&t)] = ‘$&)[PNZ(f)l + IPN~W 44 - 4(f) ~!v4)1~ 
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and thus, by the variation of constants formula, 
PNZ(f) = UN@, s) P,z(s) + 1’ u)Jt, r)[P,.cP(r) - s&(r) PNJ z(t) dr. (3.4) s 
Since z,, E D c W, the unique solution z to (3.2), (3.3) is given by 
z(t) = w, s) zo 5 
and hence (3.4) can be rewritten as 
P,U(t, s) z. - U,.&, s) P,z, = 
J 
tJv(f, r)lP,#‘(r) - .<J(T) P,vI Z(T) dt. 
s 
Therefore 
Let z = (g(O), 4) E Z be such that 4 E H2(-r, 0). 
Then 
N-m for 
rNd(t) z - J&(f) P 
each t E Is, 7’1 by condition WI. Thus 
Nz + 0 for each t E [s, r], and each z = (d(O), 4) E Z 
with 4 E H2(-r, 0). 
NOW under the smoothness assumption on L( . ) for z. = (4(O), 4) E D we 
have that x(. ; d(O), 4, 0) E H2(s, +a). Consequently x,@(O), 4, 0) E 
H*(-r, 0) for r > s. Therefore in the light of the equivalence established in 
Section 2, and the arguments above, we have 
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I PNLd(t) - -440 PNI 44 
= I [PNJW - ‘%m PNI w, s> zll I 
= ) [PN-d(t) - 4,(f) PN](x(f; 4(O), @,0),x,(4(0), 4, O>)l (3.6) 
-10 
for each t E [s, T] with the convergence being dominated. Indeed, 
x E H~(s, +a~) and an application of condition (3b) yields 
I P,d (0 - xv(f) PNI 4)12 
where the bound on he second term in the above estimates is a consequence 
of condition (3b) and (x”(t), x;“) E PN(x(t), x~). We note that it is not true in 
general that x;” = (x”),. To see that the convergence in the first term is 
dominated as well, we first observe that x”(t) + x(t) uniformly in t for 
t E [s - r, T]. This follows from condition (3a) and the fact that the subset 
of 2 given by (z(r) : t E [s, T] } is compact (being the continuous image of a 
compact set in R). Then, since for -r ,< 0 < 0 
x;(e) = x;(O) + j”’ (Dx;y)(u) da, 
0 
we have 
lx;“(e) - x,(4 G N’(o) - x,W + i,; I WY - x,>@>l da 
< I x:(O) - x,(O)1 + r “’ I D(xy - x,)12 
< lx”(t) -x(t)1 + r”2KID2xt12 
< Ix”(t) - x(t)1 + r”2KID2xlL~~s-r,~~ 
< IxN - xl, + r”2KID2xIL;(s~r,7). 
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Therefore 
. f IAj(.)I, + r”2 
c j=O IiJ 
O JA(-,8))2do “2 
-i- i 11 
. 
cc 
Returning to (3.5), the convergence stated in (3.6), together with the 
dominated convergence theorem, allows us to conclude that for each z. E D, 
1 PNiJ(tr s) z. - UN(f, s) PNzol + 0 as N+ co, uniformly in t for t E IS, T]. 
But D is a dense subset of Z and the operators 
are uniformly bounded in N. Therefore 
uniformly in t for t E [s, T] for each z E Z. 
Remark. It is possible to obtain estimates for the rate of convergence of 
the evolution operators on restricted classes of initial data. The relevant 
arguments are in the same vein as those used to derive the estimates for the 
rate of convergence in the autonomous case. The details of these arguments 
can be found in [8]. 
Turning our attention to the nonhomogeneous problem, for (n, 4) E Z and 
E G,ds~ +a> we consider the approximating finite dimensional 
nonhomogeneous ordinary differential equation in Z, given by 
Using the variation of constants formula, we can write down the solution to 
this initial value problem. It is given by zN(& s; 71, #,f) = UN(f, s) P,Jq, 4) + 
si UN(f, a) P,(f(a), 0) da for t > S. An application of arguments analogous 
to those used to verify Theorem 3.2 of [8] will establish the validity of the 
following theorem. 
THEOREM 3.2. Under the hypotheses and conditions of Theorem 3.1 we 
have: 
(a) For (rl, 4) E Z andfE L;(s, T), 
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uniformly in t for t E [s, T] and uniformly in f for f in bounded subsets of 
LX& r). 
(b) For (x&),y,&)) E Z, defined by k&)~yN(t)) = z,& s; v, #,f)y 
we have 
uniformly in t for t E [s, T]. 
(c) If (fk} is a sequence in Ly(s, T) converging weakly to f then 
,,lj& Zr&, s; 4% 4,fk) = 4t, s; r, hf 11 
uniformly in t for t E [s, T]. 
Remark. Although it will not be discussed in this paper, part (c) of 
Theorem 3.2 above plays an essential role in the application of our approx- 
imation results to the solution of optima1 control problems governed by FDE 
of the form (2.1). These ideas are discussed in detail for the case of an 
autonomous equation in [ 5 1. 
We conclude this section with a discussion of the details involved in 
extending the approximation results above to FDE initial value problems of 
the form (2.1), (2.2) with nonsmooth right-hand sides. Define 
Then A,cA and for J.= @,,A ,,...rA.,A)=(Ao(. ,A),A,(*,A) ,..., 
A.(.,A),A(-, .,n)), an element of A or /1,, define 
Let L(t; A) be the operator defined in (2.3), where the coefficient matrices are 
the components of I. Let UA(t, s) denote the solution operator and 
x( . , n, 4, 0, A) the solution of the FDE initial value problem (2.1) (2.2) with 
f = 0 and L(t) = L(t; ,I). Let d(t; I): WC Z-1 Z denote the operator 
defined in (2.8) with L(t) = L(t; A) and let UA,,,(t, s) denote the solution 
operator for the approximating initial value problem in Z, : 
i,v(t) = .wQt; /I) z,\,(t), 
TN(S) = z.;, 
238 
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-&(t; /I) = P,d(t; A). 
LEMMA 3.1. Let 1 E A be fixed. Then there exists a sequence {A,} c A, 
such that IA, -& + 0, k + 03. Moreover, for z0 = (4(O), $) E W, we have 
W&S)Zo- Kd~~~)~oI~awk-ux IMr 
where K = K(A) is a constant independent of k and zO. 
ProojI The existence of the sequence {A,} c A, with A, + 1 is a conse- 
quence of the fact that A, is a dense subset of A. Next, we let 
where the extreme right-hand equalities in (3.7) and (3.8) follow from the 
equivalence established in Section 2. We note that for each t > s, z(t), 
zJt) E W. By [ 18, Theorem 3.151, for Ak E A, and z. E W, we can write 
zk(f) = z. + 1 ’ .d(a; AJ zk(o) do, s 
and by [ 10, p. 231, for 1 E A and z. E W, 
z(t)=z,+ ‘.u’(o;A)z(o)do. 
1 s 
Let A(t) = z(t) - zk(t). Then A(t) E W and 
A(t) = 1’ [cd@; A) z(a) - .&(a; A,) z&)] do 
s 
’ = 
I 
(d’(a; A)[z(a) - z,Ju)] + [~@‘(a; A) -- .d’(u; A,)] zk(u)} do 
s 
’ = J [-&(a; A) d(u) + &&(a) ~~(a)] do, s 
(3.9) 
where 
6.dk(U) = .&(a; /I) - d(u; A,). 
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If we then apply [2, Lemma 2.11, (3.9) implies 
Iwl; = IP(s + 2 j’ iW(c 1) 44JW), 
s 
+ (J~@‘&J> z&h d(u)), 1 do. 
But d(s) z 0 and (cf. Lemma 2.1) 
WCJ; ~)~(u), 44), ,< wP(~)l;. 
Therefore, an application of the Gronwall inequality yields 
I~(# < 2f {4W(~)l’+ il6~4(4z,(a)l* + %W)l’) da s 
= !‘I (2~4) + l)lA(u)l’ do + \’ 16~@@) z&J>~* da, 
5 -S 
< 
!^ 
’ /6dk(u) zk(u)12 da e(2“(*)+‘)(Lps). 
8 
Consider the integrand in the last expression above: 
I ~.@xu> z&)l’ 
= I L&b; A> - cQf(P 4Jl(xGJ; $w), $4 0, &>, x,@(O), $4 0, &>)l’ 
= IWkJ; A> -w; &>I 4#0), (40, &), O>l’ 
= 2 [A i(u; I) - A i(u; A&] x(u - ri ; (j(O), q%, 0, A,) 
i=O 
+ J” [A (U, 6; 1) - A (0, 8; A,>] X(0 + 8; #(o), 4, 0, &) doi *. 
-r 
Recalling that for A, E A, and z. E W 
I U& s) zo/ <A4 lzol ew(Ak)(r-s), 
by (3.8) we have 
145 W, 4, 0, &>I < M I z. I ew(+, s-r<r<T, 
and hence 
40Y'Yh'I I6 
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where Z? is independent of k for all k sufficiently large. Therefore, for 
0 E [& q, 
= fT* /zo/* I;1 -/I,&. 
Thus, we have 
I uA(f? s) zo - ~A,(~~ s) zo/* 
= /z(t) -Z&)12 = Id(t 
< 
1 
1; ~6.~k(u)z,(a)/2 da 1 e'2"'A'+'~"-" 
< 
ii 
lx.' lzol* /A -J&do 
-s I 
,+k”t !)(I- S) 
< (p-s)p Izoi2 I~--;lkI~e*‘““~‘+l”/-\‘, 
which implies 
/~~~~~~~~O-~~x~f’~~~OI~~I~oII~--~lcor 
where 
K = jqp ,)I/2 e’“‘A’+ IN-S). 
Let A=(A,,A , ,..., A “, A) E /i be given and consider the FDE initial value 
problem 
i(t) = qt; A) x,, 
(x(s), x,1 = zo = (VT 4). 
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Using the fact that W is dense in 2 and A, is dense in A, for E > 0 given, we 
can choose F0 E W such that 
Izo - fol <2+(-y 
and 1 E A, such that 
IGI, < 
E 
K(k)(&/M) e-w(A)(r-s) + I z. I) ’ 
Since 
we have 
Now, 
I PN uA(tY s> - %v(t? s> 41 zll I 
~l~,~,~~~~~~~,--z’,lI+Il~,~~,~~~~~--P,~x~~,~>l~~l 
+ I PNUXk s> - ~X,d4 s> PNI &I + I ~X,/v(f~ s)PNFO - zoll 
<Me w(A)(T-s) Iz -&I + K(l)l& I/i -XI, 
+ / [PN Ux(t, S) - UX,~(~, s) I’,,,] f. I + M Iz - ,?“I ew’x)(7 --‘) 
<Me 
E w(A)(T-$1 _ e-w(A)(T-s) 
M 
+Me oJ(XH-S) ze- w(A)(r-s) 
M 
where the second term in the final expression above tends toward zero 
uniformly in t for t E [s, T] by Theorem 3.1 and the coeffkient of the third 
term tends toward 1 as E -+ 0 as a consequence of the continuity of w with 
respect to A. 
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To summarize, (3.10) above reveals that in order to obtain an approx- 
imate solution to (2. l), (2.2) corresponding to A E /i it suffices to apply our 
approximation schemes to an approximating FDE initial value problem. 
That is, apply them to (2.1), (2.2) corresponding to 1 E /1, a smooth approx- 
imation to 1. However, when acually implemented in practice, the approx- 
imation schemes which we have developed rely upon the application of 
standard discrete numerical methods for ordinary differential equations to 
the initial value problem 
i,(t) = sF4N(c A) z,v(f), (3.11) 
z,&) = P,z,. (3.12) 
If we replace ~dN(t; A) with .$,(f; x) and if the time step in the ordinary 
differential equation integration is chosen sufficiently small, the resulting 
numerical solution would be indistinguishable from the one obtained by 
simply integrating (3.1 l), (3.12) as it stands. Thus, although the convergence 
result stated in Theorem 3.1 applies only to FDE initial value problems with 
smooth coefficients, in practice our approximation schemes are applicable to 
FDE with right-hand sides in L, as well. 
4. SPLINE APPROXIMATIONS AND THEIR IMPLEMENTATION 
In this section we outline the ideas involved in realizing the approximation 
schemes discussed in Section 3 in a manner appropriate for computer 
implementation. The formulation employed in [8] for schemes developed for 
autonomous equations can be modified so as to be applicable to schemes for 
nonautonomous equations as well. Therefore, with the exception of the 
modifications required by the time dependence of the operator M(t), the 
results below are a summary of results found in [ 81. We conclude the section 
with the construction of a particular realization using spline functions which 
satisfy the hypotheses and conditions of Theorem 3.1. 
Let {Z,, PN, ~$,(t)} be an approximation scheme for the FDE initial value 
problem (2.1), (2.2) which satisfies the hypotheses and conditions of 
Theorem 3.1. Assume dim Z, = k, < co, N = 1, 2,.... We recall condition (1) 
of Theorem 3.1, which states that Z, c W, and fix a basis for Z,V, 
@’ = @y(O), /?,“), j = 1, 2 ,..., k,, with j3; E H’(--r, 0). Let p” denote the 
it x k, matrix function defined on (--r, 0) by 
and let 
8” = ca”(O), P”). 
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For any zN E Z,, we can write 
zN=/TaN= (/3"(O)a,,/?"a,), 
where aN E Rkh is the coordinate vector representation of zN with respect to 
the basis {@‘}j”“i , . 
Central to our approximation schemes is the finite dimensional approx- 
imating ordinary differential equation initial value problem in Z,v given by 
iN@) = 4(t) ZN(Q + uf(0~ Oh (4.1) 
ZN(S) = P,(% 4). (4.2) 
If we let w,Jt), F,Jt), and wi denote coordinate vector representation of 
z&h Pdf(G O>, and pdv, $1, respectively, and if we let AN(f) denote the 
matrix representation for the operator “dN(t), all with respect to the basis 
{&“}j”“;, , the initial value problem (4. I), (4.2) reduces to 
k.w(t) = A&) W,vW + ~df)r 
W,&) = wi.3 
which can then be solved via standard numerical methods for the integration 
of ordinary differential equations. However, in order to do this, we must first 
compute 
with respect to the basis {&}j”:, . We begin with (1). 
Since P,. is the orthogonal projection Z, + Z,, the orthogonality 
relationship in Z,, 
P!Vh $1 - (113 4) I 1 -TV, (4.3) 
uniquely determines P,(q, $), and therefore w:. as well. Expression (4.3) is 
equivalent to 
(li”, /I%;. - (q, q5)), = 0, 
which implies 
(p^,y, pW;.)p = @M, (a $Q), 3 
or 
(4.4) 
244 BANKS AND ROSEN 
where 
and 
QN = GN, IN), = P”(O)‘P”(O) f I” /3”(ejr P”(B) ~(0) de, 
--I 
h,(r, 4) = (P’, @I, #I), = P”(o)’ v + j” P”(e)“ 4(@ PC@) de. 
-I_ 
Therefore 
The calculations above provide a means by which F,.(t) can be computed as 
well. Indeed, (4.4) implies 
but 
and hence, 
WI = Q, ‘P”(O)‘f(f). 
We next address (2). Let $,&, = (d,(O), dN) E Z,,, and suppose a,E. E Rh\ is such 
that 
4, = /Pa,. 
Furthermore, for each t > s, let r,(t) be such that 
It then follows, of course, that 
yN@) = AN(f) aN ’ (4.5 1 
Since ~$(t) 4, = PN.M(t) JN = P,&(t) tiN, Dd,), y,(t) is the coordinate 
vector representation for (L(t) d,,,, DdN). Therefore, by (4.4), 
QNy,Jt> = h,JL(t) #NY D#N) = Hal PNaN, (DP”) aN> = fCv(f) a,~, 
where 
ffN@) = kvw) PN. (W")> 
= P"(O)' W)PN) + j" P"(W PP")(Q PC@) de. 
-r 
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Thus 
or 
which by (4.5) implies 
AdO = Qi ’ ff,v(fh 
Since we have assumed that {Z,, P,, ,&‘v(f)) satisfies the hypotheses and 
conditions of Theorem 3.1, it follows that 
J\; BN%l(f) = MC % hf>, x,h 4Lf))Y 
and 
uniformly in t for t E [s, r] and uniformly in f for f in bounded subsets of 
Jq(s, T). 
We conclude this section with the description of a particular approx- 
imation scheme which is included in the framework constructed in Section 3. 
While the scheme we develop is closely related to the spline-based schemes 
discussed in [6] and [8], slight differences in formulation necessitate the 
presentation of the scheme’s development in detail. 
Consider the partition of [--r, 0] given by {f,~}~zO with $ = -j(r/N), 
j = 0, 1) 2 )...’ N, and define 
Z,\. = ((q, $) E Z : q = 4(O), Q a first-order spline function with 
knots at ty, j = 0, 1, 2 ,..., N). 
The set ZL is a finite dimensional subspace of Z with dim ZA, = n(N + 1). A 
basis for Zk may be constructed as follows: 
For (f~}jN_O as above, and each j = 0, 1, 2 ,..., N, let ey(. ) : [-T, 01 + R 
denote the “hat” functions defined by 
e!(e) = F (0 - t.l;), t,y < 9 ,< 0, 
= 0, otherwise, 
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+e- tj”,,,, ty+, <O<ty,j= 1, 2 ,..., N- 1, 
= 0, otherwise, 
e;(s)=-+~,), --Y < e c t” 1 N--l? 
= 0, otherwise, 
and let 
lJ;+ I,k = @y(O) ok, eyuk>, j = 0, 1, 2,. . ., N, k = 1, 2 ,..., n, 
with vk = (O,..., 0, 1, O,..., 0)‘E R”, where the 1 appears in the kth position. 
It can easily be verlied that {fi;“};~~“’ is a basis for Zh. Let P,; be the 
orthogonal projection Z, + Zh and define .-d,:,(t) = PA..&(t). 
THEOREM 4.1. The approximation scheme { Zi,, P.k,, d,:.(t)} satisJes all 
of the conditions in the statment of Theorem 3.1. 
Proof, Since conditions (1) and (2) of Theorem 3.1 are trivially satisfied 
by {Z;, Pi, L&;(t)}, we need only to argue that it satisfies condition (3) as 
well. That {Zh, Pi, &‘~(t)) satisfies condition (3a) is established in the proof 
of Theorem 4.1 in 181. Therefore we only discuss condition (3b) here. 
Let $ = (4(O), q5) E W with 4 E H*(-r, 0) and let J,,v = P,i,$ = (#,JO), q5,N). 
Theorem 2.5 of [ 22 ] ( see also Theorem 21 of 1231) implies 
and 
(4.7) 
where 4; denotes the interpolatory spline for 4 E H2(-r, 0) with knots at 
(t,y}j”. 0. From (4.6) and (4.7) we find 
(4.8) 
(4.9) 
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Making use of the norm equivalence relation 
I ’ Iz G I. ID G fi I. Iz, 
together with the minimality properties of the orthgonal projection 
Pkr : Z, -+ ZL, we find 
where 
We next use the Schmidt inequality [ 221 to estimate I D($” - 4Lz)12. Since $,v, 
&. are linear on each sub-interval [ tj”, ty-, ] we have 
where we have used (4.7) and (4.10) in making the estimates above. 
Therefore, by (4.9) and (4.1 I), we find 
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(4.12) 
i(N)= 0 ; . i 1 
Noting that Z?(N) < K, K independent of N and 4 E H2(-r, 0), we have 
and 
which establishes the second part of condition (3b). To see that for each t, 
L(t) q5n; + L(t) q5, it can be argued (cf. [ 8, Theorem 4.1 I) that (4.12) implies 
IM@ - 4(@ < 0 ; 3 t 1 
as N-co, uniformly in 0 for B E I-r, 0 1. Therefore, for each f > s, 
W(f) #,v - W 41 G 0 (l/N) as N--t co and condition (3b) has been 
established. 
For (p~};~~;’ I), the ZJ\, basis defined earlier, the matrices Q,v and H,(t) 
take on a particularly simple form. Indeed, for the case v = 1 (and therefore 
p(B) = I), we have 
Q;, = r/N 
‘1 
and 
0 1, 
where 
Ha’(t) = 
with 
and 
'A,(t) + D;(t) D:(t) . . . DE- I(l) .4,(t) + D;(t 
0 0 . 0 0 
0 0 
D:(t) = \” A (t, 0) e:(e) de, 
r 
L 
H,;? = 
1 I 
2 -7 0 0’ 
0 
+\ 
;qyh 
0 
I 
i 0 -4 
0 0 I 
1 
i -7 
0 I, 
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for N = 2, 3,..., where @ denotes the Kronecker product and I is the n x n 
identity matrix. 
As in the case of the approximation schemes developed for autonomous 
equations in [ 8 1, modifications of the results presented above can be used to 
verify that approximation schemes employing higher-order spline functions 
and satisfying the conditions in the statement of Theorem 3.1 can be 
constructed. 
5. APPROXIMATION SCHEMES INCORPORATING TIME DISCRETIZATION 
In this section we briefly outline and discuss two alternative approx- 
imation scheme formulations based upon the approximation framework and 
state discretization techniques developed in Section 3. However, the two 
schemes which we are going to introduce differ from the strictly semi- 
discrete schemes discussed previously in that these schemes incorporate 
various degrees of time discretization together with the state discretization. 
In particular, the first alternative allows for the discretization of the time 
dependence of the operator L(t). This capability is extremely desirable when 
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the time-dependent matrix coefficients on the right-hand side of the FDE are 
computationally expensive to evaluate. On the other hand, the second scheme 
allows for the complete discretization of all time dependence appearing in the 
equation. These schemes result in difference equation approximations and are 
in the same spirit as the approximation techniques discussed in [ 18 ] and 
[ 201. We discuss each alternative separately and in turn. 
Let {Z,, PN, M’(t)] be an approximation scheme for the initial value 
problem (2.1), (2.2) and for each t > s define the operators -<i(t): Z,. + Z,V 
by 
(5.1) 
for k = i, i + l,..., where i is that integer for which (i - l)(r/N) < s ,< i(r/N). 
We consider the ordinary differential equation in Z, given by 
i/v(t) = 4(t) z,v(t). (5.2) 
Since .aN(t) is piecewise constant, the evolution operator corresponding to 
(5.2) is of the following form: 
If (i - l)(r/N) < s < t < i(r/N), 
O,Jf,.s)=exp [(I-s).dN (i$]]. 
If (i - l)(r/N) < s < i(r/N) < +.. <j - l(r/N) < t <j(r/N), 
Oh,(t. s) = exp 
K 
t- (j- l)$j.<v (j+)] exp [-$qv i(j- l)$j ] .*. 
. ..exp [X.4, ((i+l)+j]exp[ ii+-sj.+[i$j]. 
It then follows that 
and therefore, for t < T, 
1 lYv(t, s)l < MewcTps), 
where 
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THEOREM 5.1. Consider the FDE initial value problem (2. l), (2.2) under 
the additional assumption stated in Theorem 3.1. Suppose further that 
(Z,, PN, .&(t)} is an approximation scheme satisfying conditions (l), (2), 
and (3) of Theorem 3.1. Then tf {Z,, P,V, .<V(t)} is an approximation scheme 
with .~$,(t) defined as in (5.1), we have 
lim I(PNU(t, s) - &(t, s) PN] zO/ = 0, 
N+rn 
for each z0 E Z uniformly in t for t E [s, T]. 
Proof As in the proof of Theorem 3.1, it can be argued that for zO E D 
I Q&, s) P*Jo - p, U(f, s) zl.l I 
-’ zz ii,@, s)[.c$&) P,V - P,V.cP(,)] U(s. s) z0 dr 
s 
<Me u(T-s) 
I 
T I[J&(s) P,V - P,@‘(T)] z(z, s)l dr. (5.3) 
7 
The desired result will clearly follow if we can demonstrate that for each 
7 E [s, T] the integrand in the last expression in (5.3) above tends to zero as 
N-r co, with the convergence being dominated. Fortunately, however, this 
can be argued in precisely the same manner in which it was done in the 
proof of Theorem 3.1 with one minor exception. We must show that for 
(j - l)(r/N) < t <j(r/N), z(t, s) = (x(r), xX) and P,Vz(~, s) = (x”(s), XT), 
with the convergence being dominated. Using the estimates computed in 
proving the analogous claim in Theorem 3.1, we have 
. (I-P-Xl, + r”2 1%~ - xT)lz> 
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+O as N-co, (5.4) 
where we have used conditions (3a) and (3b) to conclude that the first term 
above tends to zero and the continuity of the right-hand side of the FDE to 
conclude that the second term tends to zero as well. Recalling that by 
condition (3b) we have 
ID(x: - xr)lz < KD’x,I, < K lD24,, 
it then follows that the convergence in (5.4) is dominated. 
Finally, as was the case in Theorem 3.1, D dense in Z and the operators 
I ii,ct, s) P, - PN q, s) J uniformly bounded are sufficient to guarantee 
convergence on all of Z and the theorem is proven. 
We next turn our attention to the second alternative, which involves the 
total discretization of the time dependency in the equation. Let (Z,, qv, 
&(t)} be an approximation scheme for the initial value problem (2.1) (2.2) 
satisfying the hypotheses and conditions of Theorem 3.1. Suppose further 
that I& and i are as they were defined in (5.1). Then for each N = 1, 2,..., 
and each t > s, define the operator V,v(t, s) : Z,. + Z,, by 
V‘v(L s) = (I - (t - s) 2*,(t)) ’ 
if 
and by 
V,& s) = I- t - j- 1 L JY (t) ( ( ( ) N) N )-’ (1-++1)+))-“- 
if 
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In light of the arguments regarding the maximal dissipativeness of the 
operators ~$(t) - WI given in the proof of Theorem 3.1, we have that for N 
sufficiently large, the operator inverses required in the definition of vv(t, s) 
above exist. Furthermore, using (3.1) it is easily verified that 
and hence, for s < t < T, V,(t, s) is uniformly bounded. In fact, it can be 
shown that for all N sufficiently large there exists an C;, > 0 such that 
/ V‘v(t’s)l < MeGcrms), (5.5) 
where 
M=&. 
THEOREM 5.2. Let {Z,, PN, .kN(t)} be an approximation scheme for the 
initial value problem (2. l), (2.2) under the additional smoothness assumption 
stated in Theorem 3.1. Suppose further that (Z,, P,, .&,(t)) satisfies 
conditions (1) (2), and (3) of that theorem. Then for VN(t, s) as defined 
above. we have 
lim 
N-tCC 
1 [P,V U(t, s) - VJt, s) P,4,] zO 1 = 0, 
for each z,, E Z uniformly in t for t E [s, T] . 
The proof of Theorem 5.2 can be argued in a manner similar to that used 
by Yosida in the proof of Theorem XIV.2 in [25]. We shall outline the 
essential ideas. Using the definition of VN(t, s) and the resolvent identity (i.e., 
for ,&, .9 linear operators and A E p(~6’) np(J9) we have R(A; ~‘9) - 
R(A; ,L?) = R(il; Jq(d - .8) R(k; .kp) i is not difficult to show that for N t 
sufficiently large 
iY,(t,s)=-VN(t,s).aN(s) I- iT--s 3(s) ( ( N ), N )-I. (5.6) 
This in turn implies that for z0 E D 
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(5.7) 
= 
[ 
g V&, 7) Phf 
I 
PN U(7, s) zo + V&, 7) P,P, g U(7, s) zo 
ZZ v,(t,T)[P.=S(r)-~~(r)(l- (i~-r)&(r,)-Ip,l U(r,s)z,. 
Integrating both sides of (5.7) from s to t we find 
IP, w, s> - VN(f, s) PNI zo 
x U(7, s) z. dt. 
Using the bound given in (5.5) we have, for z. E D and z(t, s) = U(t, s) zo, 
x I b&(7> f’, - P&‘(7)] ~(7, s> I dr 
+o’(t,r) I[ (I- (++&(7))-‘-I] P,d(r)z(r,s)~ dr 
< ~1 
I 
7‘ I [-4(7) P,w - P.w~(7)I ~(73 s)l d7 
s 
We have already argued (cf. proof of Theorem 5.1) that g, + 0 as N + co, 
uniformly in t for c E [s, T]. Consider the term &. Since 
(I- (i~-7)$d7~))‘=P,,o ((ix-r).&(r)), 
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where P, 0(z) denotes the (1,0) entry in the Pade table of rational function 
approximations to the exponential, we can apply [20, Theorem 10.3 1 and 
thus conclude that for each rE [s, ZJ 
as N -+ co. Furthermore, since z0 E D and z(r, s) = (x(r), xr), we have 
< (M (l-lo+)-‘+ Ij2,(L(r)x,,DrJ2 
,< CM jl-~~j-‘+lj2/L(r)X~,2+,Dx~,2, 
for N sufficiently large. Therefore F2 + 0 as N + 00 uniformly in t for 
t E [s, T] and hence 
/p2. qt, s) - v.&, s) p,, I zo I -3 0 as N-co, 
uniformly in t for t E [s, T] for each z0 E D. Since D is a dense subset of Z 
and the operators [PNU(t, s) - V,Jt, s) PN] are uniformly bounded we once 
again can extend the convergence to all of Z and the theorem is proven. 
If we define 
“dt, s; I?> OJ-) = V,& s> P,h 4) + 1’ Y&r 5) P.&-(r), 0) dt, s 
then all of the statements in Theorem 3.2 regarding the convergence of the 
40Y.Yh’l 17 
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approximations to the solution of the nonhomogeneous problem remain valid 
with z,,, replaced by either TN or w,. 
Remark. The operators UN(t, s) and fi,Jt, s) defined previously must be 
computed indirectly. That is, they are computed as the numerical solution to 
the ordinary differential equation initial value problems in Z,V given by 
ri,<t, s> = ‘q$) Un;(t, s>, 
U,&, s) = I 
and 
respectively. The operator VN(t, s), on the other hand, can be computed 
directly. Although in practice we never actually compute the operators CJV, 
&,, or V,, the above observation reveals that when one uses the fully 
discrete scheme, there is no further approximation required beyond the 
approximation of .d(t) by ‘&(t) and z,, by PNzo. However, the time 
discretization employed in the definition of IfJt, s) is essentially a 
backwards Euler scheme which is only first-order convergent (cf. [20]). It is 
unlikely, therefore, that the discrete scheme we have presented would 
perform as well as the semi-discrete schemes used in conjunction with, say, a 
fourth-order Runge-Kutta method to integrate the approximating ordinary 
differential equation. The discrete scheme should not, however, be totally 
discarded in that it does represent a starting point for the development of a 
discrete approximation framework (similar to the one developed for 
autonomous delay systems in 1201) encompassing time discretizations of 
arbitrarily high order. 
6. NUMERICAL RESULTS 
In this section we discuss a variety of numerical examples which 
demonstrate the feasibility of the approximation methods developed in 
Sections 3 and 4. All computations were performed using a software package 
written for the IBM 370 Model 1.58 computer at Brown University. Since our 
primary objective was to test our approximation methods and their 
convergence properties, factors such as computational efficiency and storage 
requirements were given only secondary consideration in the design of our 
programs. We note that software packages developed to implement the spline 
approximation schemes for linear autonomous functional differential 
equations discussed in [Sl can easily be modified so as to be able to generate 
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approximate solutions to nonautonomous equations via the schemes which 
we have presented above. 
In all of the examples which follow, the approximation scheme employed 
represents a realization of the linear spline scheme discussed in Section 4. In 
order to analyze the convergence properties of the scheme we have computed 
either exact solutions via the method of steps or highly accurate approximate 
solutions using the method of steps combined with a fourth-order 
Runge-Kutta integration scheme for ordinary differential equations. In the 
latter case, we emphasize that, although our reference solutions are approx- 
imate, they were computed using methods which are completely independent 
of the approximation schemes which we are testing, and hence should not 
lead to invalid conclusions. In fact, for the examples for which exact 
solutions were available, we also computed approximate reference solutions 
and found them to be virtually indistinguishable from numerical tabulations 
of the exact solutions. The examples for which the exact solution was used as 
the reference solution are those for which the appropriate formulas have been 
provided. 
The entries 8, in the tables which follow represent the absolute differences 
between the reference solution x (exact or approximate) and our approximate 
solutions evaluated at sample points (tk} along the interval of interest. That 
is, 
6,V = IxjCf/o - [P"(O) w"(t!f)ljl 3 
for j= 1 or 2, depending on the usage below, where w”(t) = 
(w:(t),..., WE+ I(t))’ is the solution vector of the approximating ordinary 
differential equation computed using a fourth-order Runge-Kutta method 
and /I” denotes the matrix function on (--r, 0) defined in terms of the linear 
spline basis given in Section 4. 
Example 6.1 
For our first example we consider the first-order homogeneous equation 
i(t) = x(r) + tx(t - 1). 
on the interval [0, 21 with constant initial data given by 
x”(e) = 1, -1 <B<O. 
For this example we have computed the exact solution and it is given by 
x(t) = 2e’ - t - 1, tE 10, 11, 
= 2e’ + (t’ - 8) e’-’ + t2 + 2t + 2, tE [1,2]. 
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Upon inspection of the numerical results given in Table 6.1, it is easily seen 
that convergence is second order. 
Example 6.2 
For our next example we consider the governing equation from an optimal 
control problem discussed in [IS], 
i(t) = 6tx(t - 1) + u*(t), t E [O, 21, 
x,(B) = 1, -1 <e,<o, 
u*(t) = -3at* - 6at + 10~1, t E [O, 11, 
= a, tE 11,213 
where a = -23.5/44.8. The nonhomogeneous term u* appearing in the 
equation above is the point in L,(O, 2) where the functional 
cqu) = $x2(2) + f jl: u’(t) dl 
achieves its minimum subject to the equation above. The exact solution is 
given by 
x(t) = -at3 + 3(1 -a) t* + 1Oat + 1, t E [O, 11, 
= (-1.2a) t5 + 4.5~~ + (26a - 12) t” 
+ (12 - 36a) t* + at + (16.2a - .5), 
tE [1,2]. 
The numerical results for this example can be found in Table 6.2. Once 
again, the convergence is essentially second order. 
TABLE 6.1 
0 1.0 0 0 0 0 0 
0.25 1.31805 0.03 10 0.0108 0.0024 0.0006 0.0002 
0.5 1.7974 0.0655 0.0167 0.0043 0.0010 0.0002 
0.75 2.4840 0.1079 0.0275 0.0069 0.00 17 0.0004 
1.0 3.43656 0.1482 0.0391 0.0097 0.0024 0.0005 
1.25 4.7773 0.1933 0.05 19 0.0145 0.0036 0.0009 
1.5 6.73324 0.2859 0.0823 0.0205 0.005 1 0.0013 
1.75 9.6190 0.4560 0.1282 0.0325 0.008 1 0.0020 
2.0 13.9050 0.7405 0.2007 0.05 I6 0.0130 0.0033 
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TABLE 6.2 
1 .U(f) 64 6” 6 I6 6 12 
0 1.0 0 0 0 0 
0.25 -0.01733 0.0238 0.0034 0.0010 0.0002 
0.5 -0.41378 0.0002 0.0008 0.0002 0.0000 
0.75 -0.14017 0.0089 0.00 13 0.0009 0.0002 
1.0 0.85267 0.1353 0.0405 0.0122 0.0039 
1.25 1.43499 0.1222 0.0095 0.0048 0.0004 
1.5 0.7359 0.1716 0.0082 0.0042 0.0013 
1.75 PO.2029 0.3263 0.0670 0.0125 0.0033 
2.0 0.52455 0.2170 0.0657 0.0186 0.0055 
Example 6.3 
Here we consider the scalar second-order homogeneous equation 
f(t) + ti(t - 1) + x(t) = 0. 
On the interval [0, 31 with initial conditions given by 
x,(B) = cos(8 + l), 
-1 <e<o. 
io(0) = -sin(0 + l), 
Rewriting the initial value problem above as a first-order system we have 
Y,(@ = L 
cos(8 + 1) I -sin(Q + 1) ’ -1 <B<O, 
where 
Y(t) = 
x(t) I I i(t) . 
Our numerical results for y, = x and y2 = X: are tabulated in Tables 6.3 and 
6.4, respectively. For this two-dimensional example, the convergence is 
observed to be quadratic for both components of the solution. 
Example 6.4 
We again consider a damped oscillator with delayed damping. In this 
example, however, we place the time-varying coefficient in front of the 
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TABLE 6.3 
I Y,(f) 4 64 63 6 I 6 
0 0.54030 0.00168 0.0003 0.0000 0.0000 
0.5 0.075816 0.0046 0.0009 0.0002 0.000 I 
1.0 -0.34086 0.0217 0.0076 0.0019 0.0005 
1.5 -0.46758 0.0637 0.0163 0.0041 0.0009 
2.0 -0.14448 0.0885 0.0211 0.0051 0.0012 
2.5 0.487092 0.0546 0.0092 0.0018 0.0003 
3.0 0.86544 0.0868 0.0291 0.0079 0.0022 
TABLE 6.4 
0 -0.84147 0.0021 0.0003 0.0000 0.0000 
0.5 -0.95738 0.0126 0.0035 0.0009 0.0002 
I.0 -0.62366 0.0247 0.0060 0.0015 0.0003 
1.5 0.17833 0.0221 0.0050 0.00 I I 0.0002 
2.0 1.07236 0.0198 0.0081 0.0024 0.0008 
2.5 1.2591 0.1283 0.0369 0.0096 0.0025 
3.0 0.01298 0.2552 0.0447 0.0085 0.0218 
restoring term instead of the damping term as was the case in the previous 
example. The initial value problem is given by 
w + .qt - 1) + rx(t) = 0, tE [O, 31, 
x,(B) = cos(8 + l), 
-1 <e<o, 
i,(8) = -sin(0 + 1). 
or 
N)= [ :f :, ]YWf [ 8 _9 ]Y(r- 11, tcE lO?31. 
Ycd4 = [ 
cos(8 + 1) 
-sin(0 + 1) I ’ 
-1 <s<o, 
where 
44 
YW = a(t) [ 1 ?
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if written as an equivalent first-order system. Examination of the numerical 
results contained in Tables 6.5 and 6.6 reveals that the quadratic 
convergence is unaffected by the placement of the time-varying coefficient. 
Once again, we have second-order convergence in borh the x and 1 com- 
ponents. 
Example 6.5 
In this example we consider a damped oscillator with sinusoidal external 
force and delayed restoring force having a time-varying coeffkient. The 
initial value problem is given by 
2(t) + i(t) + tx(t - 1) = sin t, 
x0(e) = sin(8 + I), 
io(e) = cos(e + I 1, 
-1 <e<o, 
or 
TABLE 6.5 
0 0.540302 0.001 I 0.0002 0.0000 0.0000 
0.5 0.133213 0.0121 0.0032 0.0008 0.0002 
1.0 -0.166604 0.0370 0.0096 0..0024 0.0006 
1.5 -0.230397 0.0605 0.0152 0.0037 0.0009 
2.0 -0.035350 0.0480 0.0098 0.0023 0.0005 
2.5 0.262053 0.0240 0.0085 0.0023 0.0006 
3.0 0.365969 0.1226 0.0307 0.0076 0.0019 
TABLE 6.6 
0 -0.841470 0.0021 0.0003 0.0000 0.0000 
0.5 -0.752190 0.0184 0.0044 0.0012 0.0003 
1.0 -0.396825 0.0213 0.0062 0.0016 0.0004 
1.5 0.149976 0.0069 0.0050 0.0012 0.0004 
2.0 0.577757 0.0884 0.0225 0.0056 0.0015 
2.5 0.504380 0.1601 0.0384 0.0094 0.0024 
3.0 -0.163431 0.0899 0.0148 0.0029 0.0006 
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YW = 
x(t) 
[ 1 i(t) . 
As the numerical results in Tables 6.7 and 6.8 substantiate, second-order 
convergence in both the x and i components of the solution is maintained 
even with the inclusion of the nontrivial forcing term. However, as will 
become apparent from the numerical results discussed in Example 6.9, the 
rate of convergence is sensitive to the smoothness of the function appearing 
as the nonhomogeneous term in the equation. 
Example 6.6 
For the second-order equation 
.C(t)+e-‘i(t- l)+x(t)=sint, tE 10,31, 
with initial data 
x,(B) = cos(8 + 1 ), 
io(f9) = - sin(8 + I), 
-I <e<o, 
TABLE 6.7 
0 0.841470 0.002 1 0.0003 0.0000 0.0000 
0.5 1.067646 0.0006 0.0007 0.000 1 0.0000 
1.0 1.243813 0.0125 0.0027 0.0007 0.0002 
1.5 1.341552 0.0152 0.0040 0.0010 0.0003 
2.0 1.269265 0.0057 0.0006 0.000 1 0.0000 
2.5 0.902306 0.0147 0.0049 0.00 12 0.0003 
3.0 0.132715 0.0425 0.0115 0.0029 0.0007 
TABLE 6.8 
0 0.540302 0.0017 0.0002 0.0000 0.0000 
0.5 0.395912 0.0174 0.0034 0.0008 0.0002 
1.0 0.2965 13 0.0098 0.0029 0.0008 0.0002 
1.5 0.063469 0.0033 0.0007 0.0004 0.000 1 
2.0 -0.395815 0.0115 0.0047 0.0009 0.0002 
2.5 -1.111002 0.0238 0.0054 0.0014 0.0003 
3.0 -1.97221 0.0355 0.009 I 0.002 1 0.0005 
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the numerical results given in Tables 6.9 and 6.10 exhibit second-order con- 
vergence. 
Example 6.1 
In this example we consider the same damped oscillator as the one 
discussed in Example 6.5. Here, however, we exclude the external forcing 
function and provide discontinuous initial data. The initial value problem is 
given by 
i(t) + i(t) + tx(t - 1) = 0, fE IO, 31, 
X”(B) = 1, 8E [-1,-f], 
=- 1, 8E (-&O], 
q)(e) = 0. 
The numerical results for this example can be found in Tables 6.11 and 6.12. 
From the data contained in these tables, it can easily be inferred that the rate 
of convergence is sensitive to the smoothness of the function given as initial 
TABLE 6.9 
0 0.540302 0.00 1 I 0.0002 0.0000 0.0000 
0.5 0.106974 0.0093 0.0026 0.0007 0.0002 
I.0 -0.171978 0.04 13 0.0108 0.0027 0.0007 
1.5 -0.134712 0.067 1 0.0167 0.004 1 0.0010 
2.0 0.217952 0.0554 0.0123 0.0029 0.0007 
2.5 0.745662 0.0035 0.0033 0.0010 0.0003 
3.0 1.227099 0.0904 0.0239 0.006 1 0.00 16 
TABLE 6.10 
0 -0.841470 0.002 1 0.0003 0.0000 0.0000 
0.5 -0.791286 0.0217 0.006 1 0.0015 0.0004 
1.0 -0.269420 0.0232 0.0050 0.0012 0.0003 
1.5 0.416949 0.0 121 0.0039 0.00 11 0.0003 
2.0 0.944983 0.0766 0.0206 0.0052 0.00 I3 
2.5 1.08968 0.1262 0.0308 0.0077 0.0019 
3.0 0.756316 0.1253 0.0284 0.0069 0.00 17 
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TABLE 6.11 
I 
0 
0.5 
1.0 
1.5 
2.0 
2.5 
3.0 
x(r) 
~ 1 .ooo 0.0430 0.0070 0.0003 0.0000 
-1.018469 0.0094 0.0324 0.0260 0.0069 
-0.994824 0.0482 0.0549 0.02 1 I 0.0013 
-0.119412 0.0701 0.0112 0.0137 0.0010 
-0.34424 1 0.1063 0.0615 0.0164 0.0004 
0.304900 0.1421 0.0257 0.0064 0.004 I 
1.063963 0.1508 0.0018 0.0028 0.0059 
TABLE 6.12 
0 0.0 0 0 0 0 
0.5 -0.106530 0.0766 0.0442 0.0252 0.0143 
1.0 0.228874 0.0286 0.0349 0.0114 0.0 I20 
1.5 0.641839 0.0407 0.04 1 1 0.0263 0.0033 
2.0 1.099665 0.0880 0.0161 0.0167 0.005 I 
2.5 1.463359 0.0484 0.0838 0.0074 0.0034 
3.0 1.494070 0.0533 0.0387 0.0018 0.0066 
data. Indeed, the convergence exhibited in both the x and X: components of 
the solution is clearly not second order. It is interesting to note that initial 
data that is continuous but not C’ can also lead to subquadratic 
convergence. We shall see this in the next example. 
Example 6.8 
Here we consider the second-order equation 
Z’(t) + ri(t - 1) + x(r) = 0, r’s (0,3], 
with continuous but not C’ initial data 
x,(8) = 1 + 8, BE [-1, -41, 
=-- 0, BE [-f, 01, 
a,(e) = 1, e E [-1, -f 1, 
=- 1, eE (-;,o]. 
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Written as a first-order system, the initial value problem becomes 
4;(t)= [VI ; IL.(l)+ [; :JY(f- l), 
i+e h(e) = 1 I 1 y eE I-i,-41, 
-e zz [ 1 -1 ’ eE (-4 01, 
with 
Y(f) = 
x(t) L I i(t) * 
It is evident from Tables 6.13 and 6.14 that second-order convergence has 
not been achieved. In fact there does not appear to be a discernable pattern 
to the convergence. It can be pointed out that the initial data for this 
example is contained in Zh, N > 2, where Z,; denotes the linear spline 
approximation spaces being used (see Section 4). It is evident from this 
TABLE 6.13 
0 0.0 0.0 0.0 0.0 0.0 
0.5 -0.5 0.0937 0.036 1 0.0122 0.0045 
1.0 -0.843932 0.2110 0.0138 0.0149 0.0113 
1.5 -0.736574 0.3184 0.0264 0.0263 0.0202 
2.0 -0.123418 0.2915 0.0013 0.020 1 0.0188 
2.5 0.629872 0.0372 0.0027 0.0108 0.0074 
3.0 0.75609 1 0.3846 0.0384 0.000 1 0.0105 
TABLE 6.14 
I .h(f) 62 64 6, 6 IO 
0 -1.0 0.0819 0.0122 0.0005 0.0000 
0.5 -1.0 0.0735 0.0717 0.307 0.0214 
1.0 -0.289816 0.1923 0.0159 0.0032 0.0159 
1.5 0.752107 0.0427 0.0296 0.0007 0.009 1 
2.0 1.57099 0.287 I 0.0718 0.0383 0.0180 
2.5 1.172884 0.6506 0.0309 0.0580 0.040 
3.0 -0.920864 0.6728 0.0716 0.0309 0.0239 
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example that this feature need not have a positive effect upon the perfor- 
mance of the approximation schemes. This is in contrast to the behavior 
observed for the averaging schemes discussed in IS] when applied to 
autonomous equations. 
Example 6.9 
For our final example we again consider the damped oscillator with 
delayed restoring force of Example 6.5. Here, however, we include a discon- 
tinuous external forcing function in the equation. The initial value problem is 
given by 
2(t) + i(t) + tx(t - 1) = 10uo.&), lE 10,313 
x,(e) = cos(8 + l), 
-1 <B<O, 
io(f?) = -sin(8 + I), 
where u,,, denotes the unit step at t = 0.5 defined by 
u”.,(f) = 03 t < 0.5, 
= 1, 0.5 < t. 
Rewritten as a first-order system, the above problem becomes 
i)(t)= [; ll ]v(r)+ [ ot ; JY(f- I)+ (p. J u”.?(G 
Y,(e) = I cos(8 + 1) -sin(f9+ 1) I ’ -1 <e<o, 
where 
x(t) 
YW = i(t) L 1 . 
Not unexpectedly, we found that the observed rate of convergence for our 
approximation schemes was sensitive to the discontinuity in the forcing 
function. As the numerical results in Tables 6.15 and 6.16 bear out, 
convergence in the first component of the solution appears to be second 
order throughout, while in the case of the 1 component, quadratic 
convergence is obtained at some of the sample points but not at others. The 
discontinuity in the nonhomogeneous term introduces a jump in the second 
derivative of the solution. This, in turn, will degrade the performance of the 
approximation schemes. 
Although a complete characterization of the convergence properties of the 
approximation schemes we have developed would be extremely diffkult if 
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TABLE 6.15 
I Y,(t) 62 6, 6, 6 Ih 
0 0.540302 0.0017 0.0002 0.0000 0.0000 
0.5 0.191454 0.0 182 0.0044 0.0010 0.0003 
1.0 0.982577 0.1672 0.0454 0.0108 0.0027 
1.5 3.330325 0.2486 0.0585 0.0148 0.0037 
2.0 6.63 1893 0.2137 0.055 1 0.0133 0.003 1 
2.5 10.105261 0.0876 0.0077 0.00 17 0.000 I 
3.0 12.380963 0.2126 0.0654 0.0177 0.0050 
TABLE 6.16 
t .vAr) 
0 PO.841470 
0.5 -0.557825 
1.0 3.386594 
1.5 5.823277 
2.0 7.133736 
2.5 6.298532 
3.0 2.180855 
0.002 1 0.0003 0.0000 
0.0214 0.0043 0.0023 
0.1169 0.0115 0.0047 
0.0522 0.0022 0.0010 
0.0543 0.026 1 0.0104 
0.2048 0.0628 0.0143 
0.4984 0.1208 0.0318 
6, J,h 
0.0000 
0.00 IO 
0.0012 
0.0004 
0.0036 
0.004 I 
0.0086 
not impossible to obtain, based on the numerical evidence which we have 
presented, the following conclusion can be safely drawn. Our schemes appear 
to yield quadratic convergence for initial value problems in which the initial 
data, external forcing function, coefficients, and therefore the solution are 
smooth. On the other hand, it is a relatively simple matter to break the 
second-order convergence in some or all of the components of the solution 
through the introduction of irregularity into the solution. 
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