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Abstract
In a graph convolutional network, we assume
that the graph G is generated w.r.t. some obser-
vation noise. During learning, we make small
random perturbations ∆G of the graph and try
to improve generalization. Based on quantum
information geometry, ∆G can be character-
ized by the eigendecomposition of the graph
Laplacian matrix. We try to minimize the loss
w.r.t. the perturbed G+ ∆G while making ∆G
to be effective in terms of the Fisher informa-
tion of the neural network. Our proposed model
can consistently improve graph convolutional
networks on semi-supervised node classifica-
tion tasks with reasonable computational over-
head. We present three different geometries on
the manifold of graphs: the intrinsic geometry
measures the information theoretic dynamics
of a graph; the extrinsic geometry character-
izes how such dynamics can affect externally a
graph neural network; the embedding geome-
try is for measuring node embeddings. These
new analytical tools are useful in developing a
good understanding of graph neural networks
and fostering new techniques.
1 INTRODUCTION
Recently, neural network architectures are intro-
duced [GMS05, SGT+09, BZSL14, DBV16, KW17,
HYL17, VCC+18] to learn high level features of objects
based on a given graph among these objects. These graph
neural networks, especially graph convolutional networks
(GCNs), showed record-breaking scores on diverse learn-
ing tasks. Similar to the idea of data augmentation, this
paper improves GCN generalization by minimizing the
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expected loss w.r.t. small random perturbations of the in-
put graph. In order to do so, we must first have a rigorous
definition of the manifold of graphs denoted byM, which
is the space of all graphs satisfying certain constraints.
Then, based on the local geometry ofM around a graph
G ∈ M, we can derive a compact parameterization of
the perturbation so that it can be plugged into a GCN.
We will show empirically that the performance of GCN
can be improved and present theoretical insights on the
differential geometry ofM.
Notations
We assume an undirected graph G without self-loops con-
sisting of n nodes indexed as 1, · · · , n. Xn×D denotes
the given node features,Hn×d denotes some learned high-
level features, and Yn×O denotes the one-hot node labels.
All these matrices contain one sample per row. The graph
structure is represented by the adjacency matrix An×n
that can be binary or weighted, so that aij ≥ 0, and
aij = 0 indicates no link between nodes i and j. The
neural networks weights are denoted by the matrix W l,
where l = 1, · · · , L indexes the layers. We use capital
letters such as A, B, · · · to denote matrices and small
letters such as a, b, · · · to denote vectors. We try to use
Greek letters such as α, β, · · · to denote scalars. These
rules have exceptions.
Problem Formulation
In a vanilla GCN model (see the approximations [KW17]
based on [DBV16]), the network architecture is recur-
sively defined by
H l+1 = σ
(
A˜H lW l
)
, H0 = X,
where H ln×dl is the feature matrix of the l’th layer with
its rows corresponding to the samples, W ldl×dl+1 is the
sample-wise feature transformation matrix, A˜n×n is the
normalized adjacency matrix so that A˜ = (D+I)−
1
2 (A+
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I)(D + I)−
1
2 , I is the identity matrix, D = diag(A1)
is the degree matrix, 1 is the vector of all ones, diag()
means a diagonal matrix w.r.t. the given diagonal en-
tries, and σ is an element-wise nonlinear activation func-
tion. Based on a given set of samples X and option-
ally the corresponding labels Y , learning is implemented
by minW ` (X,Y,A,W ), where ` is a loss (e.g. cross-
entropy), usually expressed in terms of Y and HL, the
feature matrix obtained by stacking multiple GCN layers.
Our basic assumption is that A is observed w.r.t. an under-
lying generative model as well as some random observa-
tion noise. In order to make learning robust to these noise
and generalize well, we minimize the expected loss
min
W
∫
q(φ |ϕ)` (X,Y,A(φ),W ) dφ, (1)
where A(φ) is a parameterization of graph adjacency ma-
trices,A(0) = A is the original adjacency matrix, q(φ |ϕ)
is a zero-centered random perturbation so that A(φ) in a
“neighborhood” of A, and ϕ is the freedom of this pertur-
bation.
To implement this machinery, we must answer a set of
fundamental questions: À How to define the manifoldM
of graphs, i.e. the space of A? Á How to properly define
the neighborhood {A(φ) : φ ∼ q(φ |ϕ)}? ÂWhat is the
guiding principles to learn the neighborhood parameters
ϕ? We will build a geometric solution to these problems,
provide an efficient implementation of eq. (1), and test
the empirical improvement in generalization. Our con-
tributions are both theoretical and practical, which are
summarized as follows:
• We bridge quantum information theory with graph
neural networks, and provide Riemannian metrics in
closed form on the manifold of graphs;
• We build a modified GCN [KW17] called the Fish-
erGCN that can consistently improve generalization;
• We introduce algorithm 1 to pre-process the graph
adjacency matrix for GCN so as to incorporate high
order proximities.
The rest of this paper is organized as follows. We first
review related works in section 2. Section 3 introduces
basic quantum information geometry, based on which the
following section 4 formulates the manifold of graphs
M and graph neighborhoods. Sections 5 and 6 present
the technical details and experimental results of our pro-
posed FisherGCN. Sections 7 and 8 provide our theoreti-
cal analysis on different ways to define the geometry of
M. Section 9 concludes and discusses future extensions.
2 RELATEDWORKS
Below, we related our work to deep learning on graphs
(with a focus on sampling strategies), adversary learning,
and quantum information geometry.
Graph Neural Networks
The graph convolutional network [KW17] is a state-of-
the-art graph neural network [GMS05, SGT+09] which
performs convolution on the graphs in the spectral do-
main. While the performance of GCNs is very attractive,
spectral convolution is a costly operation. Thus, the most
recent implementations, e.g. GraphSAGE [HYL17], takes
convolution from spectral to spatial domain defined by
the local neighborhood of each node. The average pool-
ing on the nearest neighbors of each node is performed
to capture the contents of the neighborhood. Below we
describe related works which, one way or another, focus
on various sampling strategies to improve aggregation
and performance.
Structural Similarity and Sampling Strategies
Graph embeddings [PARS14, GL16] capture structural
similarities in the graph. DeepWalk [PARS14] takes
advantage of simulated localized walks in the node
proximity which are then forwarded to the language
modeling neural network to form the node context.
Node2Vec [GL16] interpolates between breadth- and
depth-first sampling strategies to aggregate different types
of neighborhood.
MoNet [MBM+17] generalizes the notion of coordinate
spaces by learning a set of parameters of Gaussian func-
tions to encode some distance for the node embedding,
e.g. the difference between degrees of a pair of nodes.
Graph attention networks [VCC+18] learn such weights
via a self-attention mechanism. Jumping Knowledge Net-
works (JK-Nets) [XLT+18] also target the notion of node
locality. Experiments on JK-Nets show that depending on
the graph topology, the notion of the subgraph neighbor-
hood varies, e.g. random walks progress at different rates
in different graphs. Thus, JK-Nets aggregate over various
neighborhoods and considers multiple node localities. By
contrast, we apply mild adversary perturbations of the
graph Laplacian based on quantum Fisher information so
as to improve generalization. Thus, we infer a “correction”
of the Laplacian matrix while JK-Net aggregates multiple
node localities.
Sampling strategy has also an impact on the total size
of receptive fields. In the vanilla GCN [KW17], the re-
ceptive field of a single node grows exponentially w.r.t.
the number of layers which is computationally costly and
results in so-called over smoothing of signals [LHW18].
Thus, stochastic GCN [CZS18] controls the variance of
the activation estimator by keeping the history/summary
of activations in the previous layer to be reused.
Both our work and Deep Graph Infomax
(DGI) [VFH+19] take an information theoretic ap-
proach. DGI maximizes the mutual information between
representations of local subgraphs (a.k.a. patches) and
high-level summaries of graphs while minimizing the
mutual information between negative samples and the
summaries. This “contrasting” strategy is somewhat
related to our approach as we generate adversarial
perturbation of the graph to flatten the most abrupt
curvature directions. DGI relies on the notion of positive
and negative samples. In contrast, we learn maximally
perturbed parameters of our extrinsic graph representation
which are the analogy to negative samples.
Lastly, noteworthy are application driven pipelines, e.g.
for molecule classification [DMI+15].
Adversarial Learning
The role of adversarial learning is to generate difficult-to-
classify data samples by identifying them along the de-
cision boundary and “pushing” them over this boundary.
In a recent DeepFool approach [MFF16], a cumulative
sparse adversarial pattern is learned to maximally confuse
predictions on the training dataset. Such an adversar-
ial pattern generalizes well to confuse prediction on test
data. Adversarial learning is directly connected to sam-
pling strategies, e.g. sampling hard negatives (obtaining
the most difficult samples), and it has been long investi-
gated [GPAM+14, Sch92] in the community, especially
in the shallow setting [BNL11, KXC11, XBN+15].
Adversarial attacks under the Fisher information metric
(FIM) [ZFY+19] propose to carry out perturbations in
the spectral domain. Given a quadratic form of the FIM,
the optimal adversarial perturbation is given by the first
eigenvector corresponding to the largest eigenvalue. The
larger the eigenvalues of the FIM are, the larger is the
susceptibility of the classification approach to attacks on
the corresponding eigenvectors.
Our work is related in that we also construct a quantum
version of the FIM w.r.t. a parameterization of the graph
Laplacian. We perform a maximization w.r.t. these pa-
rameters to condition the FIM around the local optimum,
thus making our approach well regularized in the sense
of flattening the most curved directions associated with
the FIM. With the smoothness constraint, the classifica-
tion performance typically degrades, e.g. see the impact
of smoothness on kernel representations [MKHS14]. In-
deed, study [TSE+19] further shows there is a fundamen-
tal trade-off between high accuracy and the adversarial
robustness.
However, our min-max formulation seeks the most effec-
tive perturbations (according to [ZFY+19]) which thus
simultaneously prevents unnecessary degradation of the
decision boundary. With robust regularization for medium
size datasets, we avoid overfitting which boosts our clas-
sification performance, as demonstrated in the following
section 6.
Quantum Information Geometry
Natural gradient [Ama16, AKO19, PB14, ZSDG18,
SN17] is a second-order optimization procedure which
takes the steepest descent w.r.t. the Riemannian geome-
try defined by the FIM, which takes small steps on the
directions with a large scale of FIM. This is also sugges-
tive that the largest eigenvectors of the FIM are the most
susceptible to attacks.
Bethe Hessian [SKZ14], or deformed Laplacian, was
shown to improve the performance of spectral cluster-
ing on a par with non-symmetric and higher dimensional
operators, yet, drawing advantages of symmetric positive-
definite representation. Our graph Laplacian parameteri-
zation also draws on this view.
Tools from quantum information geometry are applied to
machine learning [BJL18, MC18] but not yet ported to
the domain of graph neural networks. In information ge-
ometry, one can have different matrix divergences [NB13]
that can be applied on the cone of p.s.d. matrices. We
point the reader to related definitions of the discrete Fisher
information [CLZ19] without illuminating the details.
3 PREREQUISITES
Fisher Information Metric
The discipline of information geometry [Ama16] studies
the space of probability distributions based on the Rie-
mannian geometry framework. As the most fundamental
concept, the Fisher information matrix is defined w.r.t.
a given statistical model, i.e. a parametric form of the
conditional probability distribution p(X |Θ), by
G(Θ) =
∫
p(X |Θ)log p(X |Θ)
∂Θ
log p(X |Θ)
∂Θ>
dX.
(2)
By definition, we must have G(Θ)  0. Following
H. Hotelling and C. R. Rao, this G(Θ) is used (see sec-
tion 3.5 [Ama16] for history) to define the Riemannian
metric of a statistical model M = {Θ : p(X |Θ)},
which is known as the Fisher information metric ds2 =
dΘ>G(Θ)dΘ. Intuitively, the scale of ds2 corresponds
to the intrinsic change of the model w.r.t. the movement
dΘ. The FIM is invariant to reparameterization and is
the unique Riemannian metric in the space of probability
distributions under certain conditions [Cˇen82, Ama16].
Bures Metric
In quantum mechanics, a quantum state is represented
by a graph (see e.g. [BGS16]). Denote a parametric
graph Laplacian matrix asL(Θ), and the trace-normalized
Laplacian ρ(Θ) = 1tr(L(Θ))L(Θ) is known as the density
matrix, where tr(·) means the trace. One can therefore
generalize the FIM to define a geometry of the Θ space.
In analogy to eq. (2), the quantum version of the Fisher
information matrix is
Gij(Θ) = 1
2
tr [ρ(Θ)(∂Li∂Lj + ∂Lj∂Li)] , (3)
where ∂Li is the symmetric logarithmic derivative that
generalizes the notation of the derivative of logarithm:
∂ρ
∂θi
=
1
2
(ρ · ∂Li + ∂Li · ρ).
Let ρ(Θ) be diagonal, then ∂Li = ∂ log ρ/∂θi. Plugging
into eq. (3) will recover the traditional Fisher information
defined in eq. (2). The quantum Fisher information metric
ds2 = dΘ>G(Θ)dΘ, up to constant scaling, is known as
the Bures metric [Bur69]. We use BM to denote these
equivalent metrics and abuse G to denote both the BM and
the FIM. We develop upon the BM without considering
its meanings in quantum mechanics. This is because
À it can fall back to classical Fisher information; Á its
formulations are well-developed and can be useful to
develop deep learning on graphs.
4 AN INTRINSIC GEOMETRY
In this section, we define an intrinsic geometry of graphs
based on the BM, so that one can measure distances on
the manifold of all graphs with a given number of nodes
and have the notion of neighborhood.
We parameterize a graph by its density matrix
ρ = U diag(λ)U> =
n∑
i=1
λiuiu
>
i  0, (4)
where UUT = UTU = I so that U is on the unitary
group, i.e. the manifold of unitary matrices, ui is the i’th
column of U , λ satisfies λ ≥ 0, λ>1 = 1 and is on the
closed probability simplex. Notice that the τ ≥ 1 smallest
eigenvalue(s) of the graph Laplacian (and ρ which shares
the same spectrum up to scaling) are zero, where τ is the
number of connected components of the graph.
Fortunately for us, the BM w.r.t. this canonical pa-
rameterization was already derived in closed form (see
eq.(10) [H9¨2]), given by
ds2 =
1
2
n∑
j=1
n∑
k=1
(u>j dρuk)
2
λj + λk
. (5)
For simplicity, we are mostly interested in the diagonal
blocks of the FIM. Plugging
dρ =
n∑
i=1
[
dλiuiu
>
i + λiduiu
>
i + λiuidu
>
i
]
into eq. (5), we get the following theorem.
Theorem 1. In the canonical parameterization ρ =
U diag(λ)U>, the BM is
ds2 = dλ>G(λ)dλ+
n∑
i=1
du>i G(ui)dui
=
n∑
i=1
[
1
4λi
dλ2i + dλic
>
i dui
+
1
2
du>i
n∑
j=1
(
(λi − λj)2
λi + λj
uju
>
j
)
dui
]
,
where ci are some coefficients which we do not care about
that can be ignored in this paper.
One can easily verify that the first term in theorem 1
coincides with the simplex geometry induced by the FIM.
Note that the BM is invariant to reparameterization, and
we can write it in the following equivalent form.
Corollary 2. Under the reparameterization λi = exp(θi)
and ρ(θ, U) = U diag(exp(θ))U>, the BM is
ds2 =
n∑
i=1
[
exp(θi)
4
dθ2i + exp(θi)dθic
>
i dui
+
1
2
du>i
n∑
j=1
[
(exp(θi)− exp(θj))2
exp(θi) + exp(θj)
uju
>
j
]
dui
]
.
This parameterization is favored in our implementation
because after a small movement in the θ-coordinates, the
density matrix is still p.s.d.
The BM allows us to study quantatively the intrinsic
change of the graph measured by ds2. For example, a
constant scaling of the edge weights results in ds2 = 0
because the density matrix does not vary. The BM of
the eigenvalue λi is proportional to 1/λi, therefore as the
network scales up and n→∞, the BM of the spectrum
will scales up. By the Cauchy-Schwarz inequality, we
have
tr(G(λ)) = 1
4
(1>λ−1)(1>λ) ≥ n
2
4
. (6)
It is, however, not straightforward to see the scale of
G(ui), that is the BM w.r.t. the eigenvector ui. We there-
fore have the following result.
Corollary 3. tr(G(ui)) = 12
∑n
j=1
(λi−λj)2
λi+λj
≤ 12 ;
tr(G(U)) = 12
∑n
i=1
∑n
j=1
(λi−λj)2
λi+λj
≤ n2 .
Remark 3.1. The scale (measured by trace) of G(U) is
O(n) and U has O(n2) parameters. The scale of G(λ) is
O(n2) and λ has (n− 1) parameters.
Therefore, informally, the λ parameters carry more in-
formation than U . Moreover, it is computationally more
expensive to parameterize U . We will therefore make our
perturbations on the spectrum λ.
We need to make a low-rank approximation of ρ so as to
reduce the degree of freedoms, and make our perturbation
cheap to compute. Based on the Frobenius norm, the
best low-rank approximation of any given matrix can be
expressed by its largest singular values and their corre-
sponding singular vectors. Similar results hold for approx-
imating density matrix based on the BM. While BM is
defined on an infinitesimal neighborhood, its correspond-
ing non-local distance is known as the Bures distance
DB(ρ1, ρ2) given by
D2B(ρ1, ρ2) = 2
(
1− tr
(√
ρ
1
2
1 ρ2ρ
1
2
1
))
.
For diagonal matrices, the Bures distance reduces to the
Hellinger distance up to constant scaling.
We have the following low-rank projection of a given
density matrix.
Theorem 4. Given ρ0 = U diag(λ)U>, where λ1, · · ·λn
are monotonically non-increasing, its rank-k projection
is
ρ¯k0 = arg min
ρ:rank(ρ)=k
DB(ρ, ρ0) =
∑k
i=1 λiuiu
>
i∑k
i=1 λi
.
Our proof in the supplementary material1 is based on
Theorem 3 [MMPidZ08]. We may simply denote ρ¯k0 as ρ¯0
with the spectrum decomposition ρ¯0 = U¯0 diag(λ¯0)U¯>0 .
Hence, we can define a neighborhood of A by varying the
spectrum of ρ¯k(A). Formally, the graph Laplacian of the
perturbed A w.r.t. the perturbation φ is
L(A(φ)) = tr(L(A)) ρ(A(φ)) (7)
1The supplementary material is in the appendix of https:
//arxiv.org/abs/1903.04154. Our codes to reproduce
all reported experimental results are available at https://
github.com/stellargraph/FisherGCN.
so that its trace is not affected by the perturbation, and the
perturbed density matrix is
ρ(A(φ)) = ρ(A) + U¯ diag
(
exp(θ¯ + φ)
1> exp(θ¯ + φ)
− λ¯
)
U¯>,
(8)
where the second low-rank term on the rhs is a perturba-
tion of ρ¯k(A) whose trace is 0 so that ρ(A(φ)) is still a
density matrix. The random variable φ follows
qiso(φ) = U
(
φ | 0,G−1(θ¯)) , (9)
which can be either a Gaussian distribution or a uniform
distribution2, which has zero mean and precision matrix
G(θ¯) up to constant scaling. Intuitively, it has smaller
variance on the directions with a large G, so that q(φ) is
intrinsically isotropic w.r.t. the BM.
In summary, our neighborhood of a graph with adjacency
matrix A has k most informative dimensions selected
by the BM, and is defined by eqs. (7) to (9). To com-
pute this neighborhood, one needs to pre-compute the
k largest eigenvectors of ρ(A), which can be performed
efficiently [MM15] for small k. LanczosNet [LZUZ19]
also utilizes an eigendeompositiona sub-module for a
low-rank approximation of the graph Laplacian. Their
focus is on building spectral filters rather than geometric
perturbations. An empirical range of k is 10 ∼ 50.
One may alternatively parameterize a neighborhood by
corrupting the graph links. However, it is hard to control
the scale of the perturbation based on information theory
and to have a compact parameterization.
5 FISHER-BURES ADVERSARY GCN
Based on the previous section 4, we know how to define
the graph neighborhood. Now we are ready to implement
our perturbed GCN, which we call the “FisherGCN”.
We parameterize the perturbation as
φ(ϕ, ε) = G−1/2(θ¯) diag(ϕ)ε = exp
(
− θ¯
2
)
◦ ϕ ◦ ε,
(10)
where “◦” means element-wise product,  follows the uni-
form distribution over [− 12 , 12 ]k or the multivariate Gaus-
sian distribution, and corollary 2 is used here to get G(θ¯).
The vector 0 < ϕ ≤  contains shape parameters (One
can implement the constraint through reparameterization
ϕ = /(1 + exp(−ξ))), where  is a hyper-parameter
specifying the radius of the perturbation. If ϕ = 1, then
φ follows qiso(φ) in eq. (9). Then, one can compute the
2Strictly speaking, U(φ |µ,Σ) should be the pushforward
distribution w.r.t. the Riemannian exponential map, which maps
the distribution on the tangent space to the parameter manifold.
randomly perturbed density matrix ρ(A(φ)) and corre-
sponding Laplacian matrix L(A(φ)) based on eqs. (7)
and (8).
Our learning objective is to make predictions that is ro-
bust to such graph perturbations by solving the following
minimax problem
min
W
max
ϕ
− 1
NM
N∑
i=1
M∑
j=1
log p(Yi |Xi, A(φ(ϕ, εj)),W ),
(11)
where M (e.g. M = 5) is the number of perturbations.
Similar to the training procedure of a GAN [GPAM+14],
one can solve the optimization problem by alternatingly
updating ϕ along5ϕ, the gradient w.r.t. ϕ, and updating
W along −5W .
For brevity, we highlight the key equations and steps
(instead of a full workflow) of FisherGCN as follows:
À Normalize A (use the renormalization trick [KW17]
or our algorithm 1 that will be introduced in sec-
tion 6);
Á Compute ρ¯k(A) (theorem 4) by sparse matrix fac-
torization [MM15] (only the top k eigenvectors of
ρ(A) is needed, and this needs only to be done for
once);
Â Perform regular GCN optimization
(a) Use eq. (10) to get the perturbation φ;
(b) Use eqs. (7) and (8) to get the perturbed density
matrix ρ(A(φ)) and the graph Laplacian matrix
L(A(φ));
(c) Plug A˜ = I − tr(L(A))ρ(A(φ)) into eq. (1).
Notice that the A matrix (and the graph Laplacian) is
normalized in stepÀ before computing the density matrix,
so that the multiple multiplications with A in different
layers do not cause numerical instability. This can be
varied depending on the implementation.
Our loss only imposes k (e.g. k = 10 ∼ 50) additional
free parameters (the rank of the projected ρ¯k(A)), while
W contains the majority of the free parameters. As com-
pared to GCN, we need to solve the k leading eigenvectors
of ρ(A) before training, and multiply the computational
cost of training by a factor of M . Notice that ρ(A) is
sparse and the eigendecomposition of sparse matrix only
need to be performed once. Instead of computing the
perturbed density matrix explicitly, which is not sparse
anymore, one only need to compute the correction term[
U¯n×k diag
(
exp(θ¯ + φ)
1> exp(θ¯ + φ)
− λ¯
)
U¯>k×n
]
Xn×D
which can be solved efficiently in O(knD) time. If k
is small, this computational cost can be ignored (with
no increase in the overall complexity) as computing AX
has O(md) complexity (m is the number of links). In
summary, our FisherGCN is several times slower than
GCN with roughly the same number of free parameters
and complexity.
FisherGCN can be intuitively understood as running mul-
tiple GCN in parallel, each based on a randomly perturbed
graph. To implement the method does not require under-
standing our geometric theory but only to follow the list
of pointers ÀÁÂ shown above.
6 EXPERIMENTS
In this section, we perform an experimental study on semi-
supervised transductive node classification tasks. We use
three benchmark datasets, namely, the Cora, CiteSeer
and PubMed citation networks [YCS16, KW17]. The
statistics of these datasets are displayed in table 1. As
suggested recently [SMBG18], we use random splits of
training:validation:testing datasets based on the same
ratio as the Planetoid split [YCS16], as given in the
“Train:Valid:Test” column in table 1.
We will mainly compare against GCN which can repre-
sent the state-of-the-art on these datasets, because our
method serves as an “add-on” of GCN. We will dis-
cuss how to adapt this add-on to other graph neural net-
works in section 9 and refer the reader to [SMBG18]
for how the performance of GCN compares against the
other methods. Nevertheless, we introduce a stronger
baseline called GCNT . It was known that random walk
similarities can help improve learning of graph neural
networks [YHC+18]. We found that pre-processing the
graph adjacency matrix A (with detailed steps listed in
algorithm 1) can improve the performance of GCN on
semisupervised node classification tasks3 This processing
is based on DeepWalk similarities [PARS14] that are ex-
plicitly formulated in Table 1 [QDM+18]. Algorithm 1
involves two hyperparameters: the order T ≥ 1 deter-
mines the order of the proximities (the larger, the denser
the resulting A; T = 1 falls back to the regular GCN);
the threshold ν > 0 helps remove links with small prob-
abilities to enhance sparsity. In the experiments we fix
T = 5 and ν = 10−4. These procedures correspond to a
polynomial filter with hand-crafted coefficients. One can
look at table 1 and compare the sparsity of the processed
adjacency matrix by algorithm 1 (in the “SparsityT ” col-
3During the review period of this paper, related works ap-
peared [WSZ+19, AEHPK+19] which build a high order GCN.
Comparatively, our GCNT is closely based on DeepWalk simi-
larities [PARS14] instead of power transformations of the adja-
cency matrix.
Table 1: Dataset statistics. Note the number of links reported in previous works [KW17] counts duplicate links and
some self-links, which is corrected here. “#Comps” means the number of connected components. “Sparsity” shows the
sparsity of the matrix A˜. “SparsityT ” shows its sparsity in GCNT (with mentioned settings of T and ).
Dataset #Nodes #Links #Comps #Features #Classes Train:Valid:Test Sparsity SparsityT
Cora 2,708 5,278 78 1,433 7 140:500:1000 0.18% 9.96%
CiteSeer 3,327 4,552 438 3,703 6 120:500:1000 0.11% 3.01%
PubMed 19,717 44,324 1 500 3 60:500:1000 0.03% 3.31%
Table 2: Testing loss and accuracy in percentage. The hyperparameters (learning rate 0.01; 64 hidden units; dropout
rate 0.5; weight decay 5× 10−4) are selected based on the best overall testing accuracy of GCN on Cora and CiteSeer.
Then we use these hyperparameters across all the four methods and three datasets. The reported mean±std scores are
based on 200 runs (20 random splits; 10 different initializations per split). The splits used for hyperparameter selection
and testing are different.
Testing Accuracy Testing Loss
Cora CiteSeer PubMed Cora CiteSeer PubMed
GCN 80.52± 2.3 69.59± 2.0 78.17± 2.4 1.07± 0.04 1.36± 0.03 0.75± 0.04
FisherGCN 80.70± 2.2 69.80± 2.0 78.43± 2.4 1.06± 0.04 1.35± 0.03 0.74± 0.04
GCNT 81.20± 2.3 70.31± 1.9 78.99± 2.6 1.04± 0.04 1.33± 0.03 0.70± 0.05
FisherGCNT 81.46± 2.2 70.48± 1.7 79.34± 2.7 1.03± 0.03 1.32± 0.03 0.69± 0.04
umn) v.s. the original sparsity (in the “Sparsity” column)
to have a rough idea on the computational overhead of
GCNT v.s. GCN.
Our proposed methods are denoted as FisherGCN and
FisherGCNT , which are respectively based on GCN and
GCNT . We fix the perturbation radius parameter  = 0.1
and the rank parameter k = 10.
Algorithm 1: Pre-process A to capture high-order prox-
imities (T ≥ 2 is the order; ν > 0 is a threshold)
A← diag−1(A1)A;
S,B ← A;
for t← 2 to T do
B ← BA;
S ← S +B;
A← 1T S ◦ (1n×n − I);
A← A ◦ (A > ν);
A← A+A> + 2I;
A← diag− 12 (A1) A diag− 12 (A1);
The testing accuracy and loss are reported in table 2.
We adapt the GCN codes [KW17] so that the four meth-
ods are compared in exactly the same settings and only
differ in the matrix A that is used for computing the
graph convolution. One can observe that FisherGCN and
GCNT can both improve over GCN, which means that
our perturbation and the pre-processing by algorithm 1
both help to improve generalization. The best results
are given by FisherGCNT with both techniques added.
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Figure 1: Learning curves (averaged over 200 runs) in
accuracy on the Cora dataset.
Th large variation is due to different splits of the train-
ing:validation:testing datasets [SMBG18], and therefore
these scores vary with the split. In repeated experiments,
we observed a consistent improvement of the proposed
methods as compared to the baselines.
Figure 1 shows the learning curves on the Cora dataset
(see the supplementary material for the other cases). We
can observe that the proposed perturbation presents higher
training and testing scores during learning. The perfor-
mance boost of FisherGCN is more significant if the num-
ber of epochs is limited to a small value.
7 AN EXTRINSIC GEOMETRY
In this section and the following section section 8, we
present analytical results on the geometry of the mani-
fold of graphs. These results are useful to interpret the
proposed FisherGCN and are useful to understand graph-
based machine learning.
We first derive an extrinsic geometry of a parametric graph
embedded in a neural network. Based on this geometry,
the learner can capture the curved directions of the loss
surface and make more effective perturbations than the
isotropic perturbation in eq. (8). While the intrinsic geom-
etry in section 4 measures how much the graph itself has
changed due to a movement onM, the extrinsic geometry
measures how varying the parameters of the graph will
change the external model. Intuitively, if a dynamic ∆G
causes little change based on the intrinsic geometry, one
may also expect ∆G has little effect on the external neural
network. However, in general, these two geometries im-
pose different Riemannian metrics on the same manifold
M of graphs.
Consider the predictive model represented by the condi-
tional distribution p(Y |X,A(φ),W ). Wlog consider φ
is a scalar, which serves as a coordinate system of graphs.
We use GE to denote the extrinsic Riemannian metric (the
upper script “E” is for extrinsic) that is to be distinguished
with the intrinsic G. Based on the GCN computation in-
troduced in section 1, we can get an explicit expression
of GE .
Theorem 5. Let ` = − log p(Y |X,A(φ),W ), ∆l =
∂`/∂H l denote the back-propagated error of layer l’s
output H l, and Σ′l denote the derivative of layer l’s acti-
vation function. Then
GE(φ)
=
1
N
N∑
i=1
(
L−1∑
l=0
(
H lW l(∆l+1 ◦ Σ′l+1)>
∂A˜
∂φ
)
ii
)2
=
1
N
N∑
i=1
(
L−1∑
l=0
(
H l∆>l
∂A˜
∂φ
)
ii
)2
;
GE(W l)
=
1
N
N∑
i=1
(
vec
(
(∆l+1 ◦ Σ′l+1)>A˜H l
)
× vec>
(
(∆l+1 ◦ Σ′l+1)>A˜H l
))
,
where vec() means rearranging a matrix into a column
vector.
The information geometry of neural networks is mostly
used to develop the second order optimization [PB14,
AKO19], where GE(W ) is used. Here we are mostly
interested in GE(φ), and our target is not for better opti-
mization but to find a neighborhood of a given graph with
large intrinsic variations. A movement with a large scale
of GE can most effectively change the predictive model
p(Y |X).
Let us develop some intuitions based on the term inside
the trace on the rhs of GE(φ). In order to change the
predictive model, the most effective edge increment daij
should be positively correlated with (hl>i ∆lj + ∆
>
lih
l
j),
which means how the hidden feature of node i (node j)
is correlated with the increment of the hidden feature of
node j (node i). This makes intuitive sense.
The meaning of theorem 5 is mainly theoretical, giving
an explicit expression of GE for the GCN model, which,
to the best of the authors’ knowledge, was not derived
before (most literature studies the FIM of a feed-forward
model such as a multi-layer perceptron). This could be
useful for future works for natural gradient optimizers
specifically tailored for GCN. On the practical side,
Theorem 5 also helps to understand the proposed minimax
optimization. On the manifoldM of graphs, we make
the rough assumption that A(0) = A is a local minimum
of ` along the φ coordinate system, that is, adding a small
noise to A will always cause an increment in the loss.
The random perturbation in eq. (10) corresponds to the
distribution
q(φ |ϕ) = U
(
φ | 0,G−1/2(θ¯) diag(ϕ ◦ ϕ)G−1/2(θ¯)
)
,
and our loss function in eq. (11) is obtained by apply-
ing the reparameterization trick [KW14] to solve the
expectation in eq. (1). If ϕ = 1, then q(φ |ϕ) =
U(φ | 0, 2G(θ¯)−1) falls back to the isotropic qiso(φ). Let-
ting ϕ free allows the neighborhood to deform (see fig. 2
left). Then, through the maximization in eq. (11) w.r.t. ϕ,
the density q(φ) will focus on the neighborhood of the
original graph A where the loss surface is most upcurved
(see fig. 2 right). These directions have large GE and
make the perturbation effective in terms of the FIM of the
graph neural network. Consider the reverse case, when
the density q(φ) corresponds to small values of GE . Such
perturbations are long the flat directions of the loss sur-
face and will have little effect on learning the predictive
model.
8 AN EMBEDDING GEOMETRY
We present a geometry of graphs which is constructed
in the spatial domain and is closely related to graph
embeddings [PARS14]. Consider representing a graph
by a node similarity matrix Wn×n (e.g. based on al-
gorithm 1), which is row-normalized and has zero-
ANs1(A)Ns2(A)
Figure 2: Learning a neighborhood (yellow region) of a
graph where the loss surface is most curved corresponding
to large GE .
diagonal entries. These similarities are assumed to be
based on a latent graph embedding Yn×d: pij(Y ) =
1
Zi
exp
(−‖yi − yj‖2), where Pn×n is the generative
model with the same constraints as the W matrix, and
Zi is the partition function. Then, the observed FIM
(that leads to the FIM as the number of observations
increase) is given by the Hessian matrix of KL(W :
P (Y )) evaluated at the maximum likelihood estimation
Y ? = arg minY KL(W : P (Y )), where KL denotes
the Kullback-Leibler divergence. We have the following
result.
Theorem 6. W.r.t. the generative model pij(Y ), the diag-
onal blocks of the observed FIM Gˆ of a graph represented
by the similarity matrix W is
Gˆ(yk) =4L(W − P (Y )) + 8L(P (Y ) ◦Dk)
− 4(Bk)>Bk,
where yk is the k’th column of Y , L(W − P (Y )) is
the Laplacian matrix computed based on the indefi-
nite weights (W − P (Y )) after symmetrization, Dk =
(yik − yjk)2, and Bk = L(pij(yik − yjk)).
The theorem gives the observed FIM, while the expected
FIM (the 2nd and 3rd terms in theorem 6) can be alter-
natively derived based on [SMM14]. To understand this
result, we can assume that P (Y )→W as the number of
observations increase. Then
dyk>Gˆ(yk)dyk = 4
n∑
i=1
[ n∑
j=1
pij(yik − yjk)2(dyik − dyjk)2
−
(
n∑
j=1
pij(yik − yjk)(dyik − dyjk)
)2 ]
is in the form of a variance of (yik−yjk)(dyik−dyjk) =
1
2d(yik − yjk)2 w.r.t. pij . Therefore a large Rieman-
nian metric dyk>Gˆ(yk)dyk corresponds to a motion dyk
which cause a large variance of neighbor’s distance incre-
ments. For example, a rigid motion, or a uniform expan-
sion/shrinking of the latent network embedding will cause
little or no effect on the variance of d(yik − yjk)2, and
hence corresponds to a small distance in this geometry.
This metric can be useful for developing theoretical per-
spectives of network embeddings, or build spatial per-
turbations of graphs (instead of our proposed spectral
perturbation). As compared to the intrinsic geometry in
section 4, the embedding geometry is based on a gen-
erative model instead of the BM. As compared to the
extrinsic geometry in section 7, the embedding geometry
is not related to a neural network model.
9 CONCLUSION AND DISCUSSIONS
We imported new tools and adapted the notations from
quantum information geometry to the area of geometric
deep learning. We discussed three different geometries on
the ambient space of graphs, with their Riemannian met-
rics provided in closed form. The results and adaptations
are useful to develop new deep learning methods. We
demonstrated their usage by perturbing graph structures
in a GCN, showing consistent improvements in transduc-
tive node classification tasks.
It is possible to generalize FisherGCN to a scalable setting,
where a mini-batch only contains a sub-graph [HYL17]
of m n nodes. This is because our perturbation has a
low-rank factorization given by the second term in eq. (8).
One can reuse this spectrum factorization of the global
matrix to build sub-graph perturbations.
If A contains free-parameters [VCC+18], one can com-
pute the low-rank projection ρ¯k(A) using the original
graph that is parameter free, based on which the pertur-
bation term can be constructed. Alternatively, one can
periodically save the graph and recompute ρ¯k(A) during
learning.
Based on [KW17], we express a graph convolution opera-
tion on an input signal x =
∑n
i=1 αiui ∈ <n as
[I − tr(L)ρ(A)]x = x− tr(L)Ei∼λ(αiui),
where E denotes the expectation. The von Neumann
entropy of the quantum state ρ is defined by the Shannon
entropy of λ, that is −∑ni=1 λi log λi. If we consider a
higher order convolutional operator (in plain polynomial),
given by
ρω(A)x =
1
λω1
U diag(λ)ωU>x = Ei∼ λωλω1 (αiui).
The von Neumann entropy is monotonically decreasing as
ω ≥ 1 increases. As ω →∞, we have ρω(A)x→ α1u1
(if λ1 is the largest eigenvalue of ρ(A) without multi-
plicity). Therefore, high order convolutions enhance the
signal w.r.t. the largest eigenvectors of ρ. Therefore our
perturbation is equivalent to adding high order polyno-
mial filters. It is interesting to explore alternative pertur-
bations based on other distances, e.g. matrix Bregman
divergence [NMBN13]. An empirical stay on comparing
different types of perturbations in the GCN setting is left
as future work.
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A Proof of Theorem 1
By eq. (5), we have
ds2 =
1
2
n∑
j=1
n∑
k=1
(u>j dρuk)
2
λj + λk
. (12)
We also have
dρ =
n∑
i=1
[
dλiuiu
>
i + λiduiu
>
i + λiuidu
>
i
]
.
Because {ui} are orthonormal, we have(
u>j
n∑
i=1
[
dλiuiu
>
i + λiduiu
>
i + λiuidu
>
i
]
uk
)
= dλjδjk + λku
>
j duk + λjdu
>
j uk
Wrt the λ parameters, we have
ds2 =
1
2
∑
j
(dλj)
2
2λj
=
1
4
∑
i
1
λi
dλ2i (13)
The first term on the rhs is proved. Now we consider the U parameters. On the unitary group, we have ∀j, k,
u>j uk = constant, (14)
therefore
d(u>j uk) = du
>
j uk + ujdu
>
k = 0. (15)
Therefore
(λku
>
j duk + λjdu
>
j uk)
2 = (λku
>
j duk + λkdu
>
j uk + (λj − λk)du>j uk)2
= (λj − λk)2(du>j uk)2. (16)
Plugging back into eq. (12), we get the Riemannian metric in the U coordinates. Notice that the cross terms dλidui are
ignored.
B Proof of corollary 2
The result is straightforward by plugging
dλi = exp(θi)dθi (17)
into the statement of theorem 1.
C Proof of corollary 3
We only need to prove the first part of corollary 3, that leads to the second part.
By theorem 1, we have
tr(G(ui)) = 1
2
tr
 n∑
j=1
(
(λi − λj)2
λi + λj
uju
>
j
)
=
1
2
n∑
j=1
tr
(
(λi − λj)2
λi + λj
uju
>
j
)
=
1
2
n∑
j=1
(
(λi − λj)2
λi + λj
tr(uju
>
j )
)
=
1
2
n∑
j=1
(λi − λj)2
λi + λj
. (18)
Because |λi − λj |
λi + λj
≤ 1, (19)
we got a stronger result
tr(G(ui)) ≤ 1
2
n∑
j=1
|λi − λj |. (20)
Note that for density matrix the trace are normalized and we have 0 ≤ λi ≤ 1, Therefore
tr(G(ui)) ≤ 1
2
n∑
j=1
|λi − λj | ≤ 1
2
n∑
j=1
|0− λj | = 1
2
n∑
j=1
λj =
1
2
. (21)
D Proof of theorem 4
We first notice that DB is invariant to unitary transformations: for any unitary U , we have
DB(Uρ1U
>, Uρ2U>) = DB(ρ1, ρ2). (22)
Therefore
DB(ρ, ρ0) = DB(ρ, UΛU
>) = DB(U>ρU,Λ),= DB(U>V RV >U,Λ) (23)
where Λ = diag(λ), and R = diag(r1, · · · , rn). By Theorem 3 [MMPidZ08], the optimal V ? = U so that the first
density matrix on the rhs is diagonal, and the optimal R must have the same order as Λ. The problem reduces to
min 2(1−
∑
i
√
riλi) (24)
with respect to the constraints
∀i, ri ≥ 0 (25)∑
i
ri = 1 (26)
r has k non-zero entries (27)
The optimal r? must be composed of the largest k eigenvalues of the given density matrix, i.e., λ1, λk after re-scaling,
that is, {
ri = γλi (if i = 1, · · · k)
ri = 0 (otherwise)
(28)
We have ∑
i
ri = γ
∑
i
λi = 1. (29)
Therefore γ = 1/
∑
i λi. Now we have both R and V and can express the optimal low-rank projection, which is given
by theorem 4.
E Proof of theorem 5
By eq. (1), we have
dH l+1 = Σ ◦ (A˜dH lW l) + Σ ◦ (A˜H ldW l) + Σ ◦ (dA˜H lW l). (30)
and
d`
= tr(
∂`
∂H l+1
>
dH l+1)
= tr
(
∂`
∂H l+1
> (
Σ ◦ (A˜dH lW l) + Σ ◦ (A˜H ldW l) + Σ ◦ (dA˜H lW l)
))
= tr
(
(
∂`
∂H l+1
>
◦ Σ>)(A˜dH lW l)
)
+ tr
(
(
∂`
∂H l+1
>
◦ Σ>)(dA˜H lW l)
)
+ tr
(
(
∂`
∂H l+1
>
◦ Σ>)(A˜H ldW l)
)
= tr
(
W l(
∂`
∂H l+1
◦ Σ)>A˜dH l
)
+ tr
(
(
∂`
∂H l+1
◦ Σ)>A˜H ldW l
)
+ tr
(
H lW l(
∂`
∂H l+1
◦ Σ)>dA˜
)
(31)
Therefore
∂`
∂H l
= A˜
(
∂`
∂H l+1
◦ Σ
)
W l>;
∂`
∂W l
= H l>A˜(
∂`
∂H l+1
◦ Σ);
∂`
∂A˜
= H lW l(
∂`
∂H l+1
◦ Σ). (32)
Note only all layers contributes to the gradient w.r.t. A˜, and the above expression has to be corrected accordingly.
Strictly speaking, this gradient has to be projected to be symmetric based on the constraint of the A˜ matrix.
The stated results are straightforward from the definition of the FIM (see [Ama16]) in eq. (2), and the above chain-rule
equations.
F Learning Curves
See fig. 3 for learning curves on the CiteSeer and PubMed datasets. One can observe that the proposed FisherGCN
and FisherGCNT have better training and validation scores during learning. Their performance improvement is more
significant at earlier epochs. These curves are evaluated on the training and validation datasets. See table 2 for the
final scores on the testing datasets. See table 3 for the testing scores using the Planetoid split [YCS16]. Observe that
different split lead to a large variation of the testing scores.
G Experimental Settings
As all our methods are different implementations of GCN, we first tune the vanilla GCN on the Cora and CiteSeer
datasets based on random splits of the training:validation:testing datasets over the following configuration grid:
• learning rate {0.02, 0.01, 0.005, 0.001};
• Dropout rates {0.5, 0.8};
Table 3: Testing loss and accuracy on the canonical split [YCS16] using the same hyperparameters (learning rate 0.01;
64 hidden units; dropout rate 0.5; weight decay 5× 10−4). The reported mean±std scores are based on 50 different
initializations of the neural network weights.
Testing Accuracy Testing Loss
Cora CiteSeer PubMed Cora CiteSeer PubMed
GCN [KW17] 81.5 70.3 79.0 − − −
GCN 81.42± 0.5 70.62± 0.5 78.81± 0.4 1.07± 0.01 1.37± 0.01 0.74± 0.01
FisherGCN 81.87± 0.3 70.92± 0.3 78.92± 0.3 1.06± 0.00 1.36± 0.00 0.73± 0.00
GCNT 81.88± 0.4 71.61± 0.3 79.11± 0.4 1.05± 0.01 1.33± 0.01 0.70± 0.00
FisherGCNT 82.20± 0.3 71.82± 0.3 79.05± 0.2 1.03± 0.00 1.32± 0.00 0.69± 0.00
• L2 regularization strength {0.002, 0.001, 0.0005};
• Number of layers 2;
• Hidden layer dimensionality {16,32,64};
We try to select the best configuration as indicated in the caption of table 2 based on the overall testing scores on these
two datasets. Notice that this “best” choice depends on the early stopping strategy and the random splits used in the
parameter searching process. Then, we apply the exactly the same set of hyperparameters to all methods and datasets.
We set the maximum number of epochs to 500 and use the same early stopping strategy for all compared methods.
The learner is terminated is the 10-MA (moving average over the past 10 epochs) validation loss turns larger than the
100-MA validation loss, and the 10-MA validation accuracy turns smaller than the 100-MA validation accuracy.
H Proof of theorem 6
We denote the KL divergence as
E =
∑
i
∑
j
wij log
wij
pij
=
∑
i
∑
j
[wij logwij + wijDij ] + log
∑
j
exp(−Dij)
 ,
where Dij = ‖yi − yj‖2. Therefore
dE =
∑
i
∑
j
wijdDij +
1
Zi
∑
j
exp(−Dij)(−dDij)

=
∑
i
∑
j
(wij − pij(Y )) dDij . (33)
As
dDij = d‖yi − yj‖2 = 2(yi − yj)>(dyi − dyj),
we have
dE =
∑
i
∑
j
(wij − pij(Y )) 2(yi − yj)>(dyi − dyj)
= 2
∑
i
∑
j
(wij − pij(Y )) (yi − yj)>(dyi − dyj)
= 2tr
(
dY > diag ((W − P (Y ))1)Y )
+ 2tr
(
dY > diag
(
(W> − P>(Y ))1)Y )
− 2tr (dY > (W − P (Y ))Y )
− 2tr (dY > (W> − P>(Y ))Y ) .
Therefore
∂E
∂Y
= 2 diag ((W − P (Y ))1)Y + 2 diag ((W> − P>(Y ))1)Y
− 2 (W − P (Y ))Y
− 2 (W> − P>(Y ))Y
=4Lsym(W − P (Y ))Y,
where Lsym(W − P (Y )) is the Laplacian matrix wrt the indefinite weights 12
[
W +W> − P (Y )− P>(Y )].
By eq. (33),
d2E =
∑
i
∑
j
(wij − pij(Y ))d2Dij −
∑
i
∑
j
dpij(Y )dDij . (34)
By noticing
d2Dij = 2 (dyi − dyj)> (dyi − dyj) = 2
∑
l
(dyil − dyjl)2 ,
the first term on the RHS of eq. (34) turns out to be
d2E1 = 2
∑
i
∑
j
∑
l
(wij − pij(Y )) (dyil − dyjl)2 . (35)
Therefore,
∂2E1
∂yl∂yl
= 4Lsym(W − P (Y )). (36)
The second term of eq. (34) yields
d2E2 =−
∑
i
∑
j
dpij(Y )dDij
=−
∑
i
∑
j
d
(
1
Zi
exp(−Dij)
)
dDij
=
∑
i
∑
j
1
Zi
exp(−Dij) (dDij)2 −
∑
i
∑
j
1
Z2i
exp(−Dij)dDij
∑
j
exp(−Dij)dDij
=
∑
i
∑
j
pij(Y ) (dDij)
2 −
∑
j
pij(Y )dDij
2
 . (37)
We have
(dDij)
2 = 4
∑
k
∑
l
(yik − yjk)(yil − yjl)(dyik − dyjk)(dyil − dyjl),
and therefore
d2E2 =4
∑
i
∑
j
∑
k
∑
l
pij(Y )(yik − yjk)(yil − yjl)(dyik − dyjk)(dyil − dyjl)
− 4
∑
i
∑
j
pij(Y )
∑
k
(yik − yjk)(dyik − dyjk)
2
=4
∑
i
∑
j
∑
k
pij(Y )(yik − yjk)2(dyik − dyjk)2
− 4
∑
i
∑
k
∑
j
pij(Y )(yik − yjk)(dyik − dyjk)
2 (ignoring all terms with k 6= l) (38)
For the first term, we have
∂2E21
∂yk∂yk
= 8Lsym(P ◦Dk). (39)
where Dkij = (yik − yjk)2 means the pair-wise distance along the k’th dimension, and “◦” is elementwise product.
For the second term, we have
∂2E22
∂yk∂y>k
= −4(Bk)>(Bk), (40)
where
bkij =
{ ∑
j pij(Y )(yik − yjk) if i = j;
−pij(Y )(yik − yjk) otherwise. (41)
Putting everything together, we get
∂2E
∂yk∂y>k
= 4Lsym(W − P (Y )) + 8Lsym(P (Y ) ◦Dk)− 4(Bk)>Bk. (42)
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Figure 3: Learning curves (over 200 runs on 20 different splits of the training:validation:testing datasets) in accuracy on
the CiteSeer and Pubmed datasets.
