ABSTRACT The influence of different mechanisms on surface and subsurface temperature anomalies is considered along Line-P, an oceanographic line extending from Vancouver Island into the Gulf of Alaska
Introduction
The region considered in the present study is located in the north-east Pacific (NEP), and is studied using data from Line-P, an oceanographic survey line extending from 35 km offshore of Vancouver Island to Ocean Station Papa (OSP), (50°N; 145°W), in the Gulf of Alaska (Fig. 1) .
The climatological conditions in the region surrounding Line-P are also shown in Fig. 1 . A broad current, called the North Pacific Current or the West Wind Drift, flows eastward and constitutes the northern limb of the clockwise sub-tropical gyre and the southern limb of the counterclockwise Alaskan gyre. When it approaches the coast of Vancouver Island, it splits into a northward flow entering the Alaskan gyre, to constitute the Alaska Current (called the Alaskan Stream in the western part of the Gulf of Alaska), and a southward current entering the California Current System. On the order of tens of kilometres from the shore, coastal currents can also be found, driven by freshwater inputs and by wind through upwelling (Royer, 1981) .
In summer, the North Pacific High dominates the NEP and implies upwelling-favourable winds all along the coast of North America, coinciding with the strongest southward California Current. In winter, the extension and deepening of the Aleutian Low in the Gulf of Alaska leads to downwellingfavourable (poleward) winds along the west coast of North America northward of approximately 37°N, consistent with the strongest Alaska Current and the weakest or even reversed California Current (Strub and James, 2002a) . Winter is also the stormy season, during which the wind speed reaches its highest values in the NEP.
This general situation is a simple climatological sketch of the circulation in the NEP, and from one year to another, the physical state in the region can be significantly different. Upper-ocean temperature anomalies (departing from the mean seasonal cycle) are a particularly important parameter for considering the physical and ecological state in the ocean and also inland. For instance, the sea surface temperature (SST) variability in the Gulf of Alaska has been related to the return of the Fraser River Sockeye Salmon (McKinnell et al., 1999) , snow and streamflow in British Columbia (Hsieh and Tang, 2001; Hsieh et al., 2003) , Canadian prairie wheat yield (Hsieh et al.,1999) and also first bloom dates in Alberta (Beaubien and Freeland, 2000) .
Interannual variability is primarily related to El Niño-Southern Oscillation (ENSO) events, which modify oceanic conditions along all of the eastern Pacific margin. The influence of the tropical Pacific occurs through different dynamical processes. The warm surface water accumulating in the eastern equatorial Pacific during El Niño (EN) events implies a deepening of the thermocline and an elevation of the sea surface at the coast, which propagate as coastally trapped waves from the equator up to the coast of Alaska (Enfield and Allen, 1980; Huyer and Smith,1985) . This signal can modify the temperature field along Line-P close to the coast due to a displacement of the thermocline (resulting in temperature anomalies around its usual depth) or due to current anomalies (and a subsequent displacement of the mean alongshore temperature gradient), through geostrophic adjustment resulting from changes in sea-surface heights (SSHs) at the coast.
Stronger alongshore winds are also usually associated with strong ENs (weaker during strong La Niñas (LNs)), resulting in stronger (weaker) coastal downwelling in winter, thus changing the temperature, salinity and nutrient conditions at 164 / Alexandre Laîné et al. Fig. l Map showing the location of Line-P; the location and direction of the alongshore wind stresses used to derive the upwelling/downwelling index (thin arrows); a simplified sketch of the currents (large arrows) and the climatological SST (Levitus) found in the NEP.
the coast (Simpson, 1984) . The influence of anomalous coastal upwelling or downwelling on the temperature field comes from an increased rate of cold deep water being upwelled or warm upper-layer water being downwelled, and also from coastal current anomalies resulting from SSH changes at the coast. The alongshore wind anomalies may be part of large-scale atmospheric pressure systems arising from the atmospheric response to equatorial SST anomalies during EN or LN events (Schwing et al., 2002) . The relative importance of oceanic and atmospheric mechanisms during ENSO events in explaining the coastal anomalies depends on the region considered. The influence of the oceanic connection is stronger from the equator to the Gulf of California, whereas local and basin-scale winds usually have a predominant effect farther north up to the Alaskan Peninsula (Strub and James, 2002b; Qiu, 2002; Enfield and Allen, 1980) . Variability of oceanic conditions in the north-east Pacific also occurs over interdecadal timescales. During the twentieth century, radical shifts on large scales in the North Pacific (around 1947 and 1977) were first noticed in marine biology (Kawasaki, 1983; Lluch-Beldaet al., 1989) . Later, Mantua et al. (1997) introduced an index, the Pacific Decadal Oscillation (PDO) (defined as the leading principal component of monthly SST over the North Pacific since 1900), which is correlated to many North Pacific climatic and biological time-series (Chavez et al., 2003) .
Although most of the large-scale variability can be related to either ENSO or the PDO, some extreme conditions can occur in the NEP that appear to be independent of either mode of variability. For example, extreme conditions were observed in the summer of 2002 along more than 1500 km of the California Current. Strong negative temperature anomalies, never before observed despite decades of records, were found in July 2002 between 30-and 150-m depth off Oregon and Vancouver Island (Freeland et al., 2003) . Southward advection of temperature anomalies in the California Current during spring and summer 2002 (Barth, 2003; Kosro, 2003) , as well as zonal advection anomalies in the North Pacific Current (Strub and James, 2003) , are at least part of the explanation. The current anomalies themselves seem to be caused by large-scale atmosphere-ocean processes (Murphree et al., 2003) . Nevertheless, other mechanisms may also have played a role leading to these extreme conditions.
Other processes which might influence upper ocean temperature anomalies include wind mixing, Ekman pumping, Sverdrup balance, sensible and latent heat transfers, and radiative forcing. Positive wind speed anomalies result in stronger turbulent mixing between relatively warm surface water and colder deep water, leading to upper-layer ocean temperature anomalies. Basin-scale wind changes can also result in wind stress curl anomalies at the surface, which would imply upwelling anomalies through Ekman pumping, or meridional current anomalies following the Sverdrup balance. Anomalous atmospheric pressure systems may also disturb the usual heat and humidity content of the air advected over specific regions of the NEP, thus changing the sensible and latent heat transfers and eventually the radiative balance from different cloud cover and cloud composition.
The aim of this study is to understand the general behaviour of Line-P temperature anomalies by determining the dominant forcing mechanisms influencing them. This knowledge is fundamental to understanding NEP upper-ocean temperature anomalies, which have a wide range of physical and ecological impacts inland and in the ocean. It could also be a first step to understanding the temperature anomalies associated with ENSO events and the PDO index through their connections to specific forcing mechanisms.
This paper starts with a presentation of the data and the specific technique used to relate given forcing anomalies to temperature anomalies along Line-P (Section 2). We then present the results for mechanisms found to be dominant a posteriori. They include the displacement of the mean temperature gradient due to Ekman transport anomalies in the zonal and meridional directions (Section 3a), wind mixing process (Section 3b), coastal upwelling and downwelling (Section 3c), coastal wave propagation and coastal current anomalies along the west coast of the United States (Section 3d). The results for the other forcing mechanisms whose anomalies could not be correlated to Line-P temperature anomalies using our technique, thus considered to have a minor influence, are briefly discussed in Section 3e (Ekman pumping, Sverdrup balance, sensible and latent heat fluxes, solar and long-wave radiation, the advection of temperature anomalies along the North Pacific Current and Alaska Current anomalies), along with a discussion on the limitations of the technique used. Finally, Section 4 provides the conclusions of the present work.
Data and method a Data
The original data consist of hydrographic casts performed along Line-P from May 1956 to September 2002, which include measurements of temperature, salinity and pressure. The samples were first restricted to the farthest station P13, also called OSP, and were gradually performed at different locations along the line, until the 13 stations were definitively established in August 1964. The sampling along Line-P was frequent until June 1981 (approximately every six weeks), and was later carried out at a rate of two to six times per year. A more complete history of Line-P sampling is presented in Whitney and Freeland (1999) .
Since the depth range and the vertical sampling intervals are different from one cast to another, we interpolated temperature values to every 5 m to obtain a standard format. We worked with the data from the surface to a depth of 500 m. To get monthly data, we averaged all the values available in a given month for every depth increment. In most cases, the resulting monthly datum was only derived from a few casts, and should be carefully considered, especially at the surface where conditions may vary daily. It is a less important issue at greater depths where temperature is expected to vary on longer timescales. Nevertheless, larger depth intervals at greater depths lead to inacurracies in the interpolation. Monthly values for the zonal and meridional wind stresses are obtained directly by multiplying the monthly means of the wind speed by the wind component in the given direction. The wind stress is defined as = ρ A c D ||u||u, where u is the wind vector, ρ A is the air density and c D is the drag coefficient. In this study, we only use time-series of the wind stress anomalies for correlation purposes. Multiplying a time-series by a constant does not change the results of a correlation, so the fact that we do not consider the density of air and the drag coefficient is equivalent to assuming them to be constant. It is an approximation since the density of air may vary and since the drag coefficient is a function of the wind speed. Another approximation results from reconstructing wind stress monthly means from the monthly values of the wind speed and of the wind component, instead of using, for example, daily winds. This may weaken the difference between the monthly values of the wind and the wind stress components. Indeed, using the wind components instead of those reconstructed wind stress components in Sections 3a and 3c gives similar results.
b Methods 1 METHOD DESCRIPTION We want to consider the direct effect of the anomalies of a given forcing field on the Line-P temperature field. For that, we take advantage of the unique length of Line-P records (one of the longest in the history of oceanographic lines) to perform a statistical analysis. Canonical Correlation Analysis (CCA) is a generalization of the concept of correlation between two variables for finding patterns of maximum correlation between two sets of variables (Von Storch and Zwiers, 1999, Section 14) . If x = [x 1 , …, x k ] and y = [y 1 , …, y l ] are the two sets of variables, CCA finds the optimal linear combinations and , such that the correlation between the canonical variates u and v is maximized. In our case, x consists of the leading principal components (PCs) extracted from a principal component analysis (PCA) of the monthly Line-P temperature dataset, after removal of the seasonal cycle at each point. Each PC, x i , is therefore
associated with a spatial pattern, and u also represents the temporal variation of a mode, later referred to as the Line-P CCA mode. A regular PCA is not possible for our Line-P dataset since it contains too many gaps. We used an alternative method which handles data with gaps (Von Storch and Zwiers, 1999, Section 13.2.8). Hence, the PCA extracts the main variations of Line-P anomalies, reduces the noise (trapped in secondary PCs), and also gives time-series without gaps for the CCA.
The number of Line-P PCs to be used in the CCA has to be large enough to include a small variability that may be associated with a given mechanism, but our dataset also contains much noise, which may appear even in the leading modes. We used nine PCs for Line-P temperature anomalies (representing 63% of the total variance), the variance explained by the tenth PC being significantly lower than the variance explained by the previous modes (not shown). In any case, the results of this study do not change significantly when adding more PCs, with only increased noise in the spatial patterns.
The second input set of variables y has to account for the main anomaly variations of the forcing mechanism considered. In the case of forcing mechanisms acting directly over the surface of the ocean, it consists of the three leading PCs of proxy variables and v is also associated with a spatial pattern. The PCA is performed for the same period of time as for the Line-P PCs (May 1956 -September 2002 over the domain directly overlying Line-P: (47.5°N; 52.5°N) × (125°W; 145°W) (3 × 9 points). The number of spatial points is small, which explains the use of only three PCs to account for the main variability over this domain. Also, adding more PCs does not change the results significantly. In the case of remote or localized forcing mechanisms, a proxy is averaged over a specific region to form an index, and the result of the CCA is the Line-P mode that is most highly correlated with this index.
All the input time-series used for the CCA have been smoothed using a three-month running mean. Also, if we perform the CCA with all frequencies included in the input timeseries, long-term oscillations might explain most of the correlation found and in fact correspond to indirect broadscale variations (such as the PDO). To obtain the modes of maximum correlation for variations with periods ranging from a few months to a few years, we subtracted the five-year running mean from all input time-series. The CCA then finds the two combinations for the two sets of variables which give the highest correlation only with respect to the higher frequencies of the input time-series. The two combinations of variables found by the CCA (with only high frequencies considered) are then applied to the original time-series (low frequencies included) to get the real temporal variations of the CCA modes, which eventually contain interdecadal oscillations. Actually, if the Line-P temperature anomaly mode was totally determined by the forcing anomaly mode, the variations of the two modes would also match for low frequencies, even if only high frequencies were used in the CCA. Nevertheless, since the Line-P mode always captures extra variability not directly accounted for by the forcing considered, it is useful to consider how the two CCA timeseries match for low frequencies when nothing has been done to correlate them. This may help in seeing if the Line-P mode captures variability not accounted for by the forcing mode.
Time lags, ranging from -20 to +20 months, have also been applied between the two input sets of variables before performing the CCA, in order to determine the timing of maximum CCA correlation. Line-P response to the forcing is then considered and studied for this lag. A comparison between the CCA correlations found around zero-lag (when we expect to find the response, hence the highest correlations) and the correlations at large lags (when low correlations are expected) helps in considering the relevance of the results. Nevertheless, a more objective test is also used.
To test if a correlation is significant, we compute random normally distributed time-series, with the same variance as the actual ones used, and perform 1000 equivalent CCAs. We can then consider the percentage of random CCAs giving lower correlations than the correlation found from the study, which gives an idea of the significance of the mode.
As the original time-series are autocorrelated, the effective sample size is not the total length of the data. We use the first zero crossing method to determine the effective sample size. The first lag l 0 for which the autocorrelation coefficient reverses sign gives an autocorrelation timescale. A crude estimation of the effective sample size is then N eff = N/l 0 , where N is the number of points in the original time-series. The variable N eff is different for each time-series but we need only one value to generate the random tests. For each forcing mechanism studied, we used the mean effective sample size of all CCA input time-series (Line-P and forcing ones) for the 1000 random CCA runs.
METHOD LIMITATIONS
The CCA method only exhibits simple and direct relationships between the two input sets of variables. The approximation is that the forced field at a given time u(t) (Line-P temperature anomalies in our case) is considered to be directly related to the forcing field also at a fixed time (although potentially lagged) v(t -l). Nevertheless, in the real world the ocean acts as a low-pass filter that, for instance, integrates the atmospheric white noise to produce a reddened ocean response (Hasselmann, 1976) . A simple form of equation that allows for this integration is the stochastic climate model (Frankignoul and Hasselmann, 1977): where θ represents an oceanic variable (for example SST), F the atmospheric forcing, and λ -1 the timescale of the oceanic response that may be determined from lagged autocorrelations. The approach in our paper is consistent with assuming the timescale of the oceanic response to be sufficiently short so that the time derivative in the above equation can be ignored, and the ocean temperature becomes directly proportional to the forcing. This assumption might be reasonable for mechanisms that have a short response time, such as coastal upwelling, but is less reasonable for open water processes for which λ -1 is usually estimated to be 1-2 years from different oceanic variables (e.g., from isopycnal displacement in Cummins and Lagerloef (2002) . It should therefore be kept in mind that only fast-responding processes are likely to be well captured in this study.
Results a Ekman Transport
When a steady wind stress is applied to the surface of the ocean, a depth-integrated transport flows 90°to the right of the stress in the northern hemisphere (Gill, 1982) : (1) where U E is the Ekman transport, τ is the wind stress, k the vertical unit vector (pointing upward), ρ is the density of the water, and f is the Coriolis parameter.
We expect temperature anomalies in the Ekman layer to be proportional to the strength of the Ekman transport anomalies and the temperature gradient along the direction of the transport: (2) where the superscript, a, refers to anomalies, T ET (a) (α) represents the temperature anomalies found in the Ekman layer for a wind stress applied in the direction α; U Eα (a) represents the Ekman transport anomalies associated with it; and ∂Τ/∂X α-90 represents the horizontal temperature gradient in the direction α -90°.
Taking the time derivative into account, the equation of motion in the Ekman layer becomes:
(3) and we can expect slightly different behaviours than in the case of steady motion. In particular, considering an oscillatory wind stress applied at the surface of the ocean, τ = τ a e iωt , and looking for solutions with the same frequency, U E = U Ea e iωt, the equation becomes: (4) and we can expect a phase shift between the Ekman transport and the applied wind stress.
We have studied the effect of an applied wind stress over Line-P in the zonal and the meridional directions separately. Anomalies are calculated for the region (47.5°N; 52.5°N) × (125°W; 145°W). The first three PCs used for the CCA are Temperature Anomalies Along Line-P, North-east Pacific Ocean / 167
calculated for the same period as for Line-P data (May 1956 -September 2002 . For the zonal wind stress anomalies, the highest correlation is found for Line-P temperature anomalies lagging wind stress anomalies by +2 months (Fig. 2a) . This peak in correlation around zero-lag indicates that the two signals are significantly correlated, which is also confirmed by the test (see the table in Fig. 2) . The forcing CCA spatial pattern (Fig. 2b) indicates positive zonal (i.e., westerly) wind stress anomalies over the whole domain with a strong gradient in the offshore direction. The Line-P CCA spatial pattern (Fig. 2c) consists of negative temperature anomalies concentrated in the upper layer and spread along Line-P. Their strength decreases regularly with depth and are almost null around 150 m. At station 1 (0 km along Line-P, 35 km from the coast), very strong anomalies are present up to a depth of 100 m. The correlation of the two time-series is lower when the long-term variations are added. The Line-P mode has a strong low-frequency signal, contrary to the forcing CCA time-series (Fig. 2d) .
The negative sign of the Line-P surface temperature anomalies associated with positive zonal wind stress anomalies is consistent with anomalous advection of cooler water from the 168 / Alexandre Laîné et al. north as expected from Ekman theory. Nevertheless, a strong offshore increase in the magnitude of the forcing anomalies along Line-P does not correspond to a similar increase in the surface temperature anomalies. For a given zonal wind stress anomaly over Line-P, the surface temperature anomalies should be greater in the case of a stronger mean meridional temperature gradient. Thus, the meridional surface temperature gradient may be decreasing in strength inversely to the applied zonal windstress anomalies in the offshore direction. We averaged long-term mean (Levitus) ocean temperature from the surface to a depth of 20 m and derived the meridional temperature gradients. In Fig. 3a , the gradient becomes weaker (absolute value) from the coast to around 134°W, ranging from -4.5 to nearly -2.5°× 10 -3 °C km -1 . From 134°W to 145°W, there is a slight trend towards stronger gradients. From the coast to 135°W, the strong increase in zonal wind stress anomalies (Fig. 2b) is associated with a significant decrease in the strength of the meridional surface temperature gradient. From 135°W to 145°W, the two fields are almost constant in magnitude. This relationship is consistent with the weak spatial variability of surface temperature anomalies observed along Line-P. The depth over which large temperature anomalies occur (around 100-m depth) is consistent with typical Ekman layer depth, usually thought to be between 10 and 100 m deep (Gill, 1982) . As the coast of Vancouver Island is roughly directed north-westward, the positive zonal wind stress anomalies have an alongshore component directed south-eastward which can lead to anomalous upwelling around station 1.
The highest CCA correlation found for a lag of +2 months suggests a phase shift between the wind stress and the resulting Ekman transport. The long-term variations of the Line-P time-series, not found in the forcing series, suggest that another mechanism influences the low-frequency variability of the surface temperature along Line-P.
For the meridional wind stress anomalies, a peak in the canonical correlation appears at a lag of +1 month (Fig. 4) , significant at 94%. The forcing CCA spatial pattern indicates positive anomalies over the entire domain, with the strongest ones being found between 130°W and 135°W. The corresponding Line-P CCA pattern consists of weak negative surface temperature anomalies at a distance greater than 400 km along Line-P (west of 130°W) and strong nearshore positive anomalies. The nearshore anomalies extend down to 100-m depth and are centred 100 km from station 1 at approximately 30-m depth.
From Ekman theory, the meridional wind stress anomalies induce zonal transports. To interpret the surface temperature anomalies observed in the Line-P CCA mode, we calculated the mean zonal surface temperature gradient along Line-P (Fig. 3b) . From around 130°W to 145°W, the zonal temperature gradient is positive, associated with warmer temperature in the eastward direction. Positive meridional wind stress anomalies are expected to result in anomalous eastward transport, leading to negative temperature anomalies for this section of Line-P, as observed in the Line-P CCA spatial pattern (Fig. 4c) . The strongest forcing anomalies found between 130°W and 135°W are associated with moderate zonal temperature gradients, compared to farther offshore, which can explain the small variability of the surface anomalies in this region. East of 129°W, the zonal surface temperature gradient is negative, and positive meridional wind stress anomalies should lead to positive surface temperature anomalies, as is actually observed. The location of the transition between negative and positive temperature anomalies around 400 km along Line-P is explained well by the change in the sign of the mean zonal temperature gradient.
Close to the coast, the temperature anomalies result from a coastal effect of the wind stress. Positive meridional wind stress anomalies along the coast result in downwelling anomalies, which influence the coastal currents. This effect is studied in more detail later.
The two time-series are less well correlated for the longterm variations, where the low-frequency signal is large for the Line-P mode, but not for the forcing time-series.
b Wind Mixing
Wind speed affects the rate of mixing of the ocean surface layer. Energy arguments suggest that the rate of deepening of the mixed layer (rate of gain of potential energy) might be related to the cube of the wind speed (the rate at which work is done on the sea surface). Positive wind speed anomalies are expected to be associated with negative temperature anomalies in the surface layer; meanwhile, as warmer surface waters are mixed down, positive temperature anomalies are also expected near the bottom of the mixed layer.
To test if we can get higher correlations for wind speed cube anomalies, we examined the highest CCA correlation between a zero and 3-month lag for different powers of the wind speed, and found that the correlation dropped for powers greater than 1 (not shown). We suspect that with increasing powers, the noise gets amplified compared to the signal, which results in lower correlations. Hence, we will only consider anomalies of the wind speed, i.e., with the power equal to 1.
A peak in correlation occurs for a lag of +2 months (Fig. 5 ), significant at 95%. The forcing CCA spatial pattern consists of positive anomalies centred around 140°W south of Line-P. Close to the coast (east of 130°W), the wind speed anomalies are very weak. For the Line-P CCA spatial pattern, the temperature anomalies appear at the surface all along Line-P. In the far offshore section (farther than 1100 km along Line-P), the surface variability is the strongest of all and anomalies extend down to 100 m with a relatively smooth decrease. In the intermediate section (300 to 1100 km along Line-P), the anomalies are concentrated in the upper 40 m. The nearshore section (0 to 300 km) has weak negative anomalies near the surface and weak positive ones below.
The negative sign of the surface temperature anomalies associated with positive wind speed anomalies is consistent with enhanced mixing with colder deeper water. The spatial variation in the strength of the surface temperature anomalies is also consistent with the variations in the strength of the overlying wind speed anomalies. The strongest ones are found far offshore and the anomalies are very weak in the nearshore domain. The different depths of the anomalies in the three domains tend to follow the climatological mixed layer depth (Laîné, 2004, Fig. 3.6) , which is much shallower near shore.
c Upwelling and Downwelling Northward (southward) alongshore winds lead to onshore (offshore) Ekman transports, which result in accumulation (depletion) of surface water at the coast, thus leading to coastal downwelling (upwelling). Stronger (weaker) upwelling implies cold (warm) anomalies in the upper layer close to the coast associated with more (less) cold deep water being upwelled. In contrast, stronger (weaker) downwelling is expected to result in positive (negative) temperature anomalies. Thus, northward alongshore wind stress anomalies should result in positive temperature anomalies at the coast, although the relationship might not be linear and the depth of the temperature anomalies might also be a function of the actual upwelling or downwelling context.
Apart from the direct effect of upwelling anomalies, another associated process is also expected to change the temperature field at the coast through anomalous coastal currents. Anomalous upwelling (downwelling) rates cause the surface height to drop (rise) slightly, the pycnocline to rise (drop), and subsequent northward coastal current anomalies in the upper layer to be negative (positive) through geostrophic adjustment. Finally, coastal current anomalies result in a displacement of the mean alongshore temperature gradient. Therefore, positive coastal temperature in the upper layer is also expected from northward alongshore wind stress anomalies through current anomalies.
The alongshore wind stress near the coast at Line-P is computed from the average of alongshore wind stress components at six locations surrounding the west coast of Vancouver Island (Fig. 1) . Since there is some uncertainty in the alongshore direction, CCA was computed using the wind stress component rotated at various angles, counterclockwise from the alongshore direction. The highest canonical correlation was found for a rotation of 15°and a lag of +1 month (Fig. 6) .
As expected, the main variability occurs near the coast. Two main positive anomaly centres are found, with the first down to 100 m at station 1 (0 km along Line-P, 35 km from the coast), and the second around 30-m depth at station 3 (87 km from station 1, 70 km from the coast). The temperature anomalies decrease down to 300 m along the continental slope, and farther offshore to a little beyond 100 m. Line-P time-series contain strong low-frequency signals compared to the forcing, but the long-term oscillations are synchronized, for most periods, between the two.
The observed positive coastal temperature anomalies are expected for northward alongshore wind stress. We see downwelling effects from the deep strong anomalies found at station 1, by the accumulation of warm surface water at the coast and an enhanced northward coastal current. The broader variability, centred at station 3, may correspond to northward advection anomalies by the broader coastal current.
d Perturbations Along the West Coast of North America
Advection anomalies for the entire California Current can lead to temperature anomalies found along Line-P, as has been suggested as an explanation for the 2002 anomalies (Barth, 2003; Kosro, 2003) . Northward coastal current anomalies result in a northward displacement of the mean temperature gradient at the coast, thus leading to positive temperature anomalies at the coast in the upper layer (see Section 3c).
The displacement of isopycnals and SSH associated with alongshore wind stress anomalies, responsible for the coastal current anomalies through geostrophic adjustment at a given location, can also propagate northward as coastally trapped waves. Those waves can reach Line-P and lead to temperature a) b) anomalies (especially around the usual depth of the permanent thermocline) due to isopycnal perturbations. We studied Line-P temperature anomalies resulting from perturbations from the south (coastal current anomalies and coastal wave propagation) by using SSH anomalies at Crescent City as an input time series for the CCA. Crescent City is located in northern California and sea levels were recorded prior to our first available data for Line-P. The dataset is close to complete and was made available through a web page courtesy of the NOAA Center for Operational Oceanographic Products and Services. We converted the hourly time-series into a monthly time-series by first applying a 29.5-day running mean to remove the lunar fortnightly tide (14.77-day period), then averaging the values in a given month. Figure 7 shows the peak correlation at a lag of +1month. The Line-P CCA spatial pattern indicates strong positive anomalies at station 1 down to 100 m. These anomalies extend westward along Line-P in the upper 100 m with decreasing strength. Weakening anomalies are also observed over the continental slope down to 450 m. The far offshore domain also includes moderate positive temperature anomalies down to 200 m. Line-P mode and the forcing time-series contain similar interannual to decadal oscillations, even if the correlation decreases from 0.63 to 0.56 when interdecadal oscillations are included.
The sign of Line-P temperature anomalies is consistent with the expected physics. Positive SSH anomalies should indeed be associated with northward coastal current anomalies and a situation where isopycnals are anomalously deep. The positive temperature anomalies along Line-P thus come from the northward displacement of the mean alongshore temperature gradient due to coastal current anomalies and the northward propagation of perturbations as coastal waves. The latter phenomenon can also be seen from the deep extension of temperature anomalies over the continental slope. Most of the SSH anomalies at Crescent City result from local alongshore wind stress anomalies, which are suggested by similar results obtained by the CCA performed with alongshore wind stress anomalies averaged over the west coast of the United States (not shown). The Crescent City sea level anomalies also include anomalies originating farther south, especially coastal waves propagating from the tropics during strong EN events, as indicated by the strong positive anomalies found during several EN events (in particular during the winters of 1957/1958, 1982/1983, 1991/1992, 1992/1993 and 1997/1998 ) and negative anomalies during several LN events (1956/1957, 1963/1964, 1970/1971, 1974/1975, 1984/1985 and 1988/1989) . The interannual to decadal Line-P oscillations are explained well by the forcing time-series (Fig. 7c) . Although the correlation decreases when the five-year running mean is included, it is only due to a nearly 50-year period oscillation in the Line-P time-series (with lower values before 1978 and higher after 1978), which is missing in the forcing timeseries, creating an offset for the decadal oscillations. Thus, the yearly to decadal oscillations in the Line-P mode can be explained by a remote influence from the south, mostly associated with ENSO events.
e Other Mechanisms and Discussion Laîné (2004) also studied various other forcing mechanisms for Line-P temperature anomalies. However, he found either 172 / Alexandre Laîné et al. insignificant correlations or significant correlations but with the sign and/or distribution of anomalies disagreeing with the physics expected from the mechanism considered. These unsuccessful studies include:
• wind stress curl anomalies over Line-P to account for Ekman pumping or Sverdrup balance anomalies; • net sensible and latent heat flux anomalies over Line-P; • clear sky downward solar and long-wave flux anomalies over Line-P to account for anomalous atmospheric conditions; • net cloud forcing solar and long-wave flux anomalies over Line-P to account for cloud effects on radiation; • advection of temperature anomalies along the North Pacific Current (input forcing time-series being the average of SST anomalies over the domain west of Line-P (48°N; 52°N) × (160°W; 170°W); and • Alaska Current anomalies derived from alongshore wind stress anomalies along the eastern margin of the Gulf of Alaska. These results are not shown in this paper but can be found in Laîné (2004) . Pickett and Paduan (2003) showed the strong influence of Ekman pumping on coastal upwelling in the California Current System. Murphree et al. (2003) also indicate that seasonal variations of the wind stress curl strongly influence the upper ocean temperature along most of the NEP eastern margin. Farther offshore, Cummins and Lagerloef (2002) found that a large fraction of the pycnocline variability at OSP (last station of Line-P) can be explained by the local Ekman pumping forcing. In fact, the discrepancy with our results, for which no significant correlations could be found between wind stress curl anomalies and Line-P upper layer temperature anomalies, is probably due to the non-integration of the atmospheric forcing in our method (see Section 2b2), contrary to the study of Cummins and Lagerloef (2002) , in which a simple stochastic model had been used to integrate the atmospheric forcing. Note also that this non-integration limitation consists of an approximation for the results found for other forcing, even when significantly correlated and physically consistent. Indeed, the role of Ekman transport on upper-ocean temperature anomalies for example should also be integrated; the advection of the mean gradient is obviously stronger after two months of positive zonal wind stress anomalies than after one month of negative anomalies followed by one month of positive anomalies. As already discussed in Section 2b2, our technique is probably only suitable for capturing fast-responding processes.
Hence, the influence of other mechanisms might also have a role in determining temperature anomalies in the NEP. It may explain why no forcing is found responsible for the low-frequency signal of offshore temperature anomalies along Line-P and why only a small part of the total variance of Line-P temperature anomalies can be explained by a given mechanism. Finally, the results of this study should be considered as an analysis of the mean anomalous mechanisms acting on temperature anomalies in the NEP. When analysing a specific situation, such as the 2002 anomalies (see Section 1), we also need to consider the interactions between the different mechanisms, i.e., the setting of anomalous conditions by a given mechanism at a given time followed by another forcing anomaly and so on. Those interactions are not explicitly taken into account in our study. 
Conclusions
In this section, we will consider the different spatial domains along Line-P, and present the dominant forcing mechanisms for each. The two domains are the offshore section of Line-P (farther than 400 km along Line-P, or 225 km from shore) and the coastal section (as far as 300 km along Line-P or 180 km from shore).
a Offshore Domain The only forcing mechanisms for which the offshore temperature anomalies were consistent with the forcing anomalies, were the Ekman transport due to the zonal and meridional wind stress, and wind mixing. In the case of zonal wind stress anomalies, the strength of the forcing anomalies found over the region and the variability of the mean meridional surface temperature gradient could explain the strength of the observed temperature anomalies. The deepest depth to which temperature anomalies could be found was consistent with an Ekman layer of the order of 100 m. In the case of wind mixing, the strength of wind speed anomalies was strong over the domain, and the depth of the temperature anomalies was consistent with typical mixed layer depths. For meridional wind stress anomalies, the strength of the observed ocean temperature anomalies was significantly smaller than for the previous two processes. It may be impossible to know if one of the two supposedly most influential mechanisms (Ekman transport due to zonal wind stress anomalies and wind mixing) has a stronger influence than the other, especially since the zonal wind stress and the wind speed are related, and the two CCA correlations are of the same order (0.50 and 0.46 for zonal wind stress anomalies and for wind speed anomalies, respectively). Also, the correlation between the two forcing CCA time-series is significant (0.53, low frequencies removed), which indicates that the mechanisms partly occur simultaneously, making any statistical attempt to distinguish their roles futile. Nevertheless, the Line-P CCA spatial patterns are different for the entire domain in the two studies (Fig. 2c and Fig. 5c ), which suggests that the modes do not exactly capture the same variability. Also, since the spatial distribution of the anomalies was consistent with the forcing considered in each case, the two Line-P modes seem to represent the influence of each mechanism over the entire domain, and especially for the offshore section of Line-P.
b Coastal Domain Coastal anomalies were significantly strong and consistent with the results expected when the forcing anomalies were derived from zonal and meridional wind stress (Section 3a), upwelling/downwelling favourable wind stress along the coast of Vancouver Island (Section 3c) and SSH at Crescent City (Section 3d). The influence of zonal and meridional windstress anomalies over nearshore temperature anomalies is included in the study of coastal upwelling and downwelling.
For the two remaining most influential mechanisms (coastal upwelling/downwelling and perturbations along the coast of North America), we suspect that the two influences strongly overlap. Indeed, during strong ENSO events, alongshore wind anomalies offshore from Vancouver Island could be related to alongshore wind anomalies farther south, and/or coastal wave propagation from the tropics (see Section 1). In fact, SSH anomalies at Crescent City and alongshore wind stress anomalies offshore from Vancouver Island are not significantly correlated (0.36), which suggests that the two distinct influences can be captured. Although the two Line-P spatial patterns appear similar (which is expected from a coastal influence of both mechanisms), some distinct features (an anomaly centred around 70 km along Line-P in Fig. 6b and a deeper extension of anomalies along the continental slope in Fig. 7b ) suggest that the separate influences are indeed captured by our CCA and that both mechanisms are important. We conclude that the dominant mechanisms responsible for temperature anomalies as far as 180 km from the coast are coastal upwelling and downwelling (wind stress anomalies along the Vancouver Island coast) and anomalous conditions farther south (involving coastal current anomalies and/or propagation of coastal waves).
Comparing the long-term oscillations of forcing and Line-P temporal coefficients indicates that Line-P decadal oscillations are mostly associated with coastal phenomena The interannual to decadal oscillations of coastal upwelling and downwelling anomalies are similar to the associated Line-P mode (despite a smaller amplitude, Fig. 6c ), as do SSH anomalies at Crescent City and its associated temperature anomalies along Line-P (despite a multidecadal oscillation in the Line-P mode not being found in the forcing time-series, Fig. 7c ). Those oscillations are mostly related to ENSO events (Section 3d).
c Perspectives
The inability of our study to detect the influence of Ekman pumping anomalies on upper ocean temperature despite the results of earlier studies is probably due to a limitation of our method which does not integrate the forcing over time. The Ekman pumping process, along with other mechanisms (especially in the offshore domain) may not have been extracted because of the slow oceanic response associated with them (Section 2b2). It can also explain why we did not find any forcing mechanisms associated with a nearly 50-year oscillation of upper ocean temperature anomalies in the NEP. The next step would be to use an ocean model to integrate the atmospheric forcing before applying CCA to find relations between the outputs of this model and the Line-P PCs, as in Lagerloef (1995) .
It is also interesting to note the use that can be made of hydrographical line surveys through the use of PCA. It indeed gives monthly data of a complete oceanic transect from samples originally much sparser in time and space. Also, not initially obvious is the fact that the information contained in the leading PCs is relevent despite the large number of gaps in the original datasets. It can, thereafter, be used to perform statistical analysis as illustrated in this study.
