A genetic algorithm for assigning train arrival dates at a maintenance centre by Gu, H et al.
IFAC PapersOnLine 52-13 (2019) 957–962
ScienceDirect
Available online at www.sciencedirect.com
2405-8963 © 2019, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.
Peer review under responsibility of International Federation of Automatic Control.
10.1016/j.ifacol.2019.11.318
10.1016/j.ifacol.2019.11.318 2405-8963
A Genetic Algorithm for Assigning Train
Arrival Dates at a Maintenance Centre
Hanyu Gu ∗, Mark Joyce ∗∗, Hue Chi Lam ∗,1, Mark Woods ∗∗,
Yakov Zinder ∗




∗∗ UGL Unipart, Sydney, NSW, Australia
(e-mail: mark.joyce@uglunipart.com, mark.woods@uglunipart.com).
Abstract:
The paper is concerned with planning heavy maintenance of train-sets at a maintenance centre.
The heavy maintenance process is complex and, for each train-set, the actual duration of
maintenance is uncertain at the time of planning. The allocation of the dates when train-
sets should arrive at the maintenance centre is crucial phase of the planning procedure. The
objective function is a weighted sum of two components, the expected total penalty for not
meeting the required number of train-sets in active service and the total cost for the deviation
(earliness and tardiness) from the desired dates of arrival. A genetic algorithm is presented for
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1. INTRODUCTION
The urban passenger trains have long been the backbone
of the public transportation system and are one of the
most popular modes of transport in many cities around
the world. For example, in Sydney, Australia, the urban
passenger rail network spans over 815 kilometres of track
and delivered 340.7 million passenger journeys in the 2016
- 17 financial year (Sydney Trains, 2017). This paper
presents an optimisation procedure for the key phase of
planning the heavy maintenance of passenger trains in the
urban transportation systems - the assignment of dates
when the rolling stock should arrive at the maintenance
centre.
The rolling stock is considered unsafe after a certain time
period and the regular maintenance of the urban pas-
senger trains must comply with the corresponding safety
regulations. For this reason, each maintenance operation
is assigned the desired date of its commencement with
the possibility of some deviation from this due date. The
increase of this deviation is undesirable since the perfor-
mance of the maintenance too early would cause unneces-
sary loss of the rolling stock remaining mileage, whereas
the performance of the maintenance too late would impact
the network reliability. This leads to the introduction of an
arrival time window within which the train can arrive at
the maintenance centre. Any violation of this time window
is undesirable.
The maintenance, in general, falls into two broad cat-
egories: light maintenance and heavy maintenance. The
1 corresponding author
process of light maintenance, involving inspection and
cleaning, has a short cycle time and the maintenance work
can, therefore, be performed within a day or overnight at
the rolling stock depot. On the other hand, the process
of heavy maintenance, involving not only inspection and
cleaning but also components change-out, has a long cycle
time of at least one month and the maintenance work
must be conducted in specialised maintenance centres. The
duration of heavy maintenance depends on the fleet type
and scope of work. Older fleet types typically require a
longer duration of maintenance.
The rolling stock arrives at the maintenance centre in
groups. Each group is typically comprised of four cars and
is referred to as a set or a train-set (see for example Lai
et al. (2015)). A train-set upon arriving at the maintenance
centre is taken offline and shunted to the first operation
line, where thorough inspections and replacement of some
components and parts such as air-conditioning units are
performed. After that, each train-set undergoes various
maintenance operations such as bogies replacement, brakes
testing, the public address system testing, etc. In order
to undergo one type of service after another, a train-set
has to be shunted between several lines. The duration of
each operation depends on the condition of the train-set;
the availability and composition of the workforce, which is
comprised of technicians and engineers with a broad range
of skills; the availability of spare parts; and many other
factors, and is therefore uncertain at the time of planning.
Furthermore, the necessity to use the special lines for each
type of maintenance operations and the necessity to shunt
train-sets between these lines impose the restriction on
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the number of train-sets which can undergo maintenance
simultaneously.
As previously mentioned, heavy maintenance has long and
uncertain cycle time during which the train-sets must be
completely withdrawn from service. This implies that the
allocation of arrival dates at the maintenance centre has
a direct impact on the number of trains in active service.
If too many train-sets are taken out of service, there are
not enough trains to meet the demand, especially during
peak hours. Hence, for each type of train-sets there is a
permissible number of train-sets that can be out of service
simultaneously.
As a result of the complexity of the heavy maintenance
process, the actual cycle time of each train-set at the
maintenance centre is uncertain at the time of planning.
This brings about challenges to the planner in assigning
the train-sets’ arrival dates that minimises a weighted sum
of two components, the expected total penalty for violating
the permissible number of out-of-service train-sets, and the
total cost for the deviation (earliness and tardiness) from
the desired dates of arrival.
The remainder of the paper is organised as follows. Sec-
tion 2 presents a review of relevant publications. Section
3 presents the heavy maintenance planning problem of
urban passenger trains with uncertain duration. Section 4
discusses the proposed Genetic Algorithm (GA). Section
5 presents the results of the computational experiments.
The conclusion and directions of further research are given
in Section 6.
2. RELATED WORKS
The literature on the planning heavy maintenance of trains
is limited. As an early work, the problem is addressed
by Sriskandarajah et al. (1998), in which a deterministic
model with 27 trains and a planning horizon of one year is
considered. Using GA, the author aims at finding a sched-
ule that minimises the total cost of earliness and tardiness.
The work of Doganay and Bohlin (2010) addresses the fleet
level maintenance scheduling problem where they optimise
the maintenance cost and the spare part cost. The authors
present a deterministic mixed integer linear programming
model with a planning horizon of two years for the studied
problem.
The aforementioned publications and our paper are con-
cerned with a long-term planning strategy for the planning
heavy maintenance of trains. Furthermore, details of the
maintenance activities are not considered. Instead, cycle
time is used to represent the total duration of the stay
of a train-set at the maintenance centre. The difference
between our paper and the existing literature is that we
treat the maintenance duration of train-sets as random
variables while existing literature considers maintenance
duration as a constant.
The problem considered in this study is closely related to
the Resource Levelling Problem (RLP). In RLP, there is a
set of activities which requires the consumption of various
types of resource. The problem aims at finding a schedule
which minimises the fluctuations in the consumption of
resources under the restriction of precedence constraints
and project deadline. The study in Li and Demeulemeester
(2016) considers uncertain duration and aims at min-
imising the positive deviation from the desired resource
utilisation. The approach is based on genetic algorithm.
The study of Li and Demeulemeester (2016) considers
activities with precedence constraints and project dead-
line constraint. In contrast, the study considered in our
paper does not include precedence constraints. Further-
more, each train-set has a due date which leads to the
introduction of the cost for earliness and tardiness with
respect to the due date.
The problem considered in this study is also closely related
to the Single Machine Scheduling Problem (SMSP) with
the earliness and tardiness objective. In this problem, a
set of jobs has to be processed on a single machine and
preemptions are not permitted. Each job has a processing
time and a due date by which the job should ideally be
completed. The earliness and tardiness are the difference
between the due date and the completion time of the
job if the job is completed before or after the due date,
respectively. It is well-known that the SMSP with the
earliness and tardiness penalty is strongly NP-hard (Wan
and Yuan, 2013). Apart from the linear earliness and
tardiness penalty function which have been extensively
studied in the literature, a recent trend has been to
consider the quadratic penalty function (Vila and Pereira,
2013; Valente et al., 2011) because it is more practical
to apply a heavy penalty for a large deviation from the
desired due date.
3. PROBLEM DESCRIPTION
The heavy maintenance planning problem can be de-
scribed as follows. Train-sets, constituting the set N =
{1, · · · , n}, are to undergo heavy maintenance at a main-
tenance centre during a planning period of T days. The
planning horizon is discretised into calendar days which
are indexed from 0 to T − 1.
Each train-set j ∈ N has an integer due date θj , which
is the preferred day of the commencement of maintenance
relative to the start of the planning period. There are m
types of trains and the set of all train-sets is partitioned
into m families. Each train-set belongs to a train family
F k, k ∈ S = {1, · · · ,m}. For each train family F k
and each day t, let Ckt be the permissible number of
out-of-service train-sets. The value of Ckt is determined
according to the predicted demand and is smaller if day
t falls on public holidays. For each day t, let Ct be
the permissible number of train-sets which can undergo
maintenance simultaneously.
After the arrival of a train-set at the maintenance centre,
inspection and several maintenance operations must be
carried out without interruption on the first operation line.
For each train family F k, let pk be the minimum duration
on the first operation line. If a train-set of train family
F k arrives at the maintenance centre on day t, no other
train-sets can arrive in the interval [t, t+ pk − 1].
The cycle time of each train-set j is a random variable
Dj , and D = [D1, · · · , Dn]. Train-sets in the same family
F k follow the same probability distribution. It is further
assumed that all Dj are independent.
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For each train-set j ∈ N , let nonnegative integer sj be
the arrival day of train-set j at the maintenance centre.
The objective is to obtain an arrival plan s = (s1, · · · , sn)
that minimises a weighted sum of two components. The
first component of the objective function, denoted by G1,
is the sum of the expected penalties for violating the limits
Ct and Ckt. More specifically, for any arrival plan s and
any integers 1 ≤ k ≤ m and 0 ≤ t < T , the number of





B(sj , t), (1)
where
B(sj , t) =
{
1 if sj ≤ t and sj +Dj ≥ t+ 1
0 otherwise
. (2)
Then, the total number of trains that reside at the main-





In what follows, the notation Wt and W
k
t can be used
instead of Ws,t and W
k
s,t if it is clear what arrival plan is
considered and therefore the omission of s does not cause


















where (a)+ := max(a, 0); E[·] denotes the expectation
operator; δ and δkt are the daily penalties for violating
the respective limits.
The second component of the objective function, denoted
by G2, is the total cost of earliness and tardiness. The
earliness and tardiness of train-set j are defined as follows:
Ej = max(0, θj −∆− sj), (5)
Tj = max(0, sj −∆− θj), (6)
where ∆ defines the duration of the admissible earli-
ness/tardiness time window. Hence, the earliness is the
difference between the beginning of the arrival time win-
dow and the arrival day of a train-set, while tardiness is
the difference between the end of the arrival time window
and the arrival day of a train-set. As has been mentioned









where λ1 is the earliness cost factor and λ2 is the tardiness
cost factor.
We introduce a binary variable, yjk, which is equal to
1 if train-set j arrives before train-set k and equal to 0
otherwise. The problem can be formulated as follows:
Z = min (α G1 + β G2) (8)
subject to
0 ≤ sj ≤ T − 1, ∀j ∈ N (9)
sj + pj ≤ sk +M(1− yjk), for j, k ∈ N, j < k (10)
sk + pk ≤ sj +Myjk, for j, k ∈ N, j < k (11)
yjk ∈ {0, 1}, ∀j, k ∈ N, j < k (12)
sj ∈ {0} ∪ Z+, ∀j ∈ N (13)
where G1 and G2 are defined by (1)-(7); α and β are
weights reflecting the relative importance of the two com-
ponents of the objective function; sj and yjk are the
decision variables; and M is a sufficiently large constant.
Constraint set (9) ensures that each train-set must arrive
for maintenance on a particular day within the planning
horizon. Constraint set (10) and (11) are disjunctive con-
straints which enforce that either train-set j arrives before
train-set k or train-set k arrives before train-set j. Con-
straint set (12) and (13) are the integrality constraints.
4. GENETIC ALGORITHM
In this section, a Genetic Algorithm (GA) is presented.
Then, the decoding procedure that is used to transform
a chromosome into an arrival plan is described. Next, the
method that is used to calculate the objective function
is presented. Finally, the evolutionary strategy is also
described.
4.1 The genetic algorithm
Since the pioneer publications of Holland (1975) and
Goldberg et al. (1989), GA has been extensively applied
to scheduling problems.
For the problem considered in this paper, a solution is
an arrival plan s = (s1, · · · , sn) that specifies the arrival
days for all train-sets. Each arrival plan is encoded as
a chromosome whose size is equal to the number of
train-sets. Each gene j in the chromosome is a random
number generated according to the uniform distribution
U(0,1) which determines the priority of a train-set j ∈ N
(see Figure 1 for an example). The benefit of using the
random key to encode the solution is that we do not
directly deal with the train-set indexes. Hence, all children
chromosomes generated by crossover and mutation are
guaranteed to be decoded into feasible solutions.
Fig. 1. Random key encoding example
The GA starts with the generation of an initial population
of POP chromosomes. Then, each chromosome of the
initial population is decoded into a corresponding feasible
arrival plan (see Section 4.2). Next, the fitness value of
each arrival plan of the initial population is computed
by evaluating the objective function according to (4) and
(7) (see Section 4.3). In each iteration, the current pop-
ulation of chromosomes is evolved into the new popula-
tion through 4 main steps, including parents selection,
crossover, mutation, and offspring selection (see Section
4.4). This process is repeated until no more improvement
is made for stop iter iterations.
4.2 The decoding procedure
The decoding procedure transforms a chromosome into a
feasible arrival plan. The decoding procedure is inspired
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that minimises a weighted sum of two components. The
first component of the objective function, denoted by G1,
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Ct and Ckt. More specifically, for any arrival plan s and
any integers 1 ≤ k ≤ m and 0 ≤ t < T , the number of





B(sj , t), (1)
where
B(sj , t) =
{
1 if sj ≤ t and sj +Dj ≥ t+ 1
0 otherwise
. (2)
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the difference between the end of the arrival time window
and the arrival day of a train-set. As has been mentioned
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where G1 and G2 are defined by (1)-(7); α and β are
weights reflecting the relative importance of the two com-
ponents of the objective function; sj and yjk are the
decision variables; and M is a sufficiently large constant.
Constraint set (9) ensures that each train-set must arrive
for maintenance on a particular day within the planning
horizon. Constraint set (10) and (11) are disjunctive con-
straints which enforce that either train-set j arrives before
train-set k or train-set k arrives before train-set j. Con-
straint set (12) and (13) are the integrality constraints.
4. GENETIC ALGORITHM
In this section, a Genetic Algorithm (GA) is presented.
Then, the decoding procedure that is used to transform
a chromosome into an arrival plan is described. Next, the
method that is used to calculate the objective function
is presented. Finally, the evolutionary strategy is also
described.
4.1 The genetic algorithm
Since the pioneer publications of Holland (1975) and
Goldberg et al. (1989), GA has been extensively applied
to scheduling problems.
For the problem considered in this paper, a solution is
an arrival plan s = (s1, · · · , sn) that specifies the arrival
days for all train-sets. Each arrival plan is encoded as
a chromosome whose size is equal to the number of
train-sets. Each gene j in the chromosome is a random
number generated according to the uniform distribution
U(0,1) which determines the priority of a train-set j ∈ N
(see Figure 1 for an example). The benefit of using the
random key to encode the solution is that we do not
directly deal with the train-set indexes. Hence, all children
chromosomes generated by crossover and mutation are
guaranteed to be decoded into feasible solutions.
Fig. 1. Random key encoding example
The GA starts with the generation of an initial population
of POP chromosomes. Then, each chromosome of the
initial population is decoded into a corresponding feasible
arrival plan (see Section 4.2). Next, the fitness value of
each arrival plan of the initial population is computed
by evaluating the objective function according to (4) and
(7) (see Section 4.3). In each iteration, the current pop-
ulation of chromosomes is evolved into the new popula-
tion through 4 main steps, including parents selection,
crossover, mutation, and offspring selection (see Section
4.4). This process is repeated until no more improvement
is made for stop iter iterations.
4.2 The decoding procedure
The decoding procedure transforms a chromosome into a
feasible arrival plan. The decoding procedure is inspired
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Algorithm 1 Genetic Algorithm
1: Input: Input data of all the train-sets
2: Output: Arrival plan s = (s1, · · · , sn)
3: procedure
4: Generate initial population P0[POP ] randomly
5: Decode P0[POP ] → s[POP ]
6: Evaluate s[POP ] → G[POP ]
7: Set the current best objectiveG∗ = min(G[POP ]),
and the current best plan s∗
8: Set t = 0
9: Set i = 0
10: while i < stop iter do
11: Perform parents selection → Parents[POP ]
12: Perform crossover → Children[POP/2]
13: Perform mutation Children[POP/2]
14: Decode Children[POP/2] → s[POP/2]
15: Evaluate s[POP/2] → G[POP/2]
16: Select offspring → Pt+1[POP ]
17: if (new best objective is found) then
18: Update G∗, s∗
19: Set i = 0
20: else Set i = i+ 1
21: Set t = t+ 1
22: return s∗
by Li and Demeulemeester (2016) and is detailed in Al-
gorithm 2. The mean cycle time is used in the decoding
procedure for the following reasons: (i) the decoding pro-
cedure has to be computationally efficient because it is
frequently invoked in the GA, and (ii) by using the mean
cycle time of the train-sets, some levels of uncertainty has
been taken into consideration.
The decoding procedure starts with an empty set of
planned train-sets (N
′
). For each day t, Wt(N
′
) denotes
the total number of train-sets, residing in the maintenance
centre on day t, and for each family F k, W kt (N
′
) denotes
the total number of train-sets of family F k, residing in the
maintenance centre on day t. For each train-set j ∈ N , d̄j is
the mean cycle time of train-set j. CB denotes the current
best performance measure value. The value of the objective
function G = αG1 + βG2 is not used as the performance
measure value because the violation of the limits is always
equal to zero at the early stages of the decoding procedure.


























In each iteration, a train-set j ∈ N , whose random key
value is the smallest, is selected. From all feasible days
within the planning horizon, the arrival day of train-set j is
chosen such that it gives the smallest performance measure
value as computed according to (14). The procedure is
repeated until the arrival days of all the train-sets have
been determined.
Algorithm 2 Decoding Procedure
1: Input: A chromosome






) = 0, W kt (N
′
) = 0, ∀t ∈ [0,T -
1]
5: while N \N ′ = ∅ do
6: CB = ∞
7: Select a train-set j from N \N ′ with minimum
random key
8: for θ ∈ [0, T − 1] do
9: if there is no sk such that sk < θ and
sk + pk > θ and there is no sk such that sk > θ and
θ + pj > sk then
10: PM = 0
11: for t = θ to θ + d̄j − 1 do






















15: if PM < CB then
16: CB = PM , sj = θ
17: else continue
18: N
′ ← N ′∪ j
19: return s
4.3 Evaluation of the objective function
For each scheduled train-set and each day t, the arrival
plan permits to calculate the probability that this train-
set will be at the maintenance centre on day t. Hence, the
number of train-sets on day t is a sum of several Bernoulli
random variables and therefore is distributed according
to the Poisson Binomial Distribution. This observation
together with Biscarri et al. (2018) permit the efficient
calculation of the distributions for all Wt and W
k
t . This, in
turn, leads to a fast algorithm for evaluating the objective
function.
4.4 Evolutionary strategy
The evolutionary strategy evolves the current generation
towards better successive generation. It includes parent se-
lection, resource-based crossover, two-point crossover, mu-
tation, and offspring selection. The evolutionary strategy,
inspired by Li and Demeulemeester (2016), is described in
subsequent paragraphs.
The parent selection phase selects the top POP/2 best
chromosomes in the current population as the father chro-
mosomes. The remaining chromosomes form a pool of
candidates from which two chromosomes are randomly
chosen each time, and the one with a smaller fitness value
is nominated as the mother chromosome. The process is
repeated until POP/2 mother chromosomes are obtained.
One father chromosome is paired with one mother chro-
mosome to form a pair of parent chromosome.
The crossover phase operates on the POP/2 parent chro-
mosomes to produce POP/2 children chromosomes. Fol-
lowing the idea of Li and Demeulemeester (2016), the
crossover phase includes a resource-based crossover op-
erator which is applied to the parent chromosomes with
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the top POP/4 best father chromosomes, and a two-point
crossover operator which is applied to the remaining par-
ent chromosomes. In the resource-based crossover opera-
tor, for a father chromosome and its corresponding arrival
plan, a partial plan of length ε is randomly chosen in
[0.25T, 0.75T ], a crossover point t is selected such that G1
is minimised for the interval [t, t+ ε]. Then, for the train-
sets whose arrival days fall within the interval [t, t + ε],
the value of the corresponding gene is added by 5000 and
given to the child chromosome. The values of other genes
are obtained from the mother chromosome (see Figure 2
for an example).
Fig. 2. Resource-based crossover example
In the two-point crossover operator, two crossover points t1
and t2 are randomly selected. The genes between t1 and t2
of the child chromosome are set equal to the corresponding
genes in the father chromosome while the values of other
genes are obtained from the mother chromosome (see
Figure 3 for an example) .
Fig. 3. Two-point crossover example
The mutation phase attempts to replace the values of some
genes in the child chromosome. For each gene in the child
chromosome, a random number is generated according to
the uniform distribution U(0, 1). If this random number is
less than mutation prob, the corresponding gene value is
replaced by a new random key generated according to the
uniform distribution U(0, 1) (see Figure 4 for an example).
Fig. 4. Mutation example
Before the process of offspring selection, a migration phase
is performed in which new chromosomes are randomly
generated. The number of newly generated chromosomes
is set equal to a proportion mig prob of the population
size. This step is added to the GA to prevent premature
convergence (Valente et al., 2011). Finally, the top POP
best chromosomes from the union set of parent chromo-
somes, children chromosomes, and the newly generated
chromosomes are selected as the candidates of the new
population.
5. EXPERIMENTAL RESULTS
All algorithms are implemented in Python 2.7. The com-
putational experiment is conducted on a computer with
Intel i5-6300U 2.4GHz processor and 8GB of RAM.
The proposed GA is tested on data provided by a big
maintenance centre. The planning horizon is one year.
There are three train families with 35 train-sets in total.
The parameters of the train families are presented in Table
1. Limit normal and limit special indicate the permissible
number of out-of-service train-sets on normal days and on
special days, respectively.
Table 1. Parameters for the train families
Train Family |Fk| pk Limit normal Limit special
1 25 4 3 1
2 5 5 2 1
3 5 5 1 1
Furthermore, the remaining parameters are given as fol-
lows: Ct = 5, ∆ = 14, δt = 1, δkt = 1 on normal days, δkt
= 10 on special days, λ1 = λ2 = 1.
Nine scenarios are generated with different weights for the
two components, G1 and G2, of the objective function.
Details of the assignment of weights α and β for all the
scenarios are presented in Table 2.
Table 2. Assignment of α and β
Scenario α β Scenario α β
1 1000 1 6 100 1
2 300 1 7 50 1
3 200 1 8 10 1
4 180 1 9 1 1
5 150 1
The GA parameter values used in this study is specified
as follows: POP = 20, mig prob = 0.05, mutation prob =
0.05, and stop iter = 40.
Table 3 provides the results of GA for all the scenarios. The
best solution of the initial population is reported under
the column titled “In Pop”. The relative improvement
in the objective function value over the best solution of
the initial population is reported under the column titled
“%Rel”. For example, The relative improvement of GA for
scenario 1 is calculated as (417, 581− 341, 962)/417, 581×
100% = 18.11%.
On average, the relative improvement of the proposed
GA over the best solution of the initial population is
approximately 19.1%. The largest improvement of 31.69%
is observed in scenario 7 while the smallest improvement
of 11.42% is observed in scenario 3. Furthermore, it is
noted that the relative improvement becomes worse as the
relative weight of α increases.
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the top POP/4 best father chromosomes, and a two-point
crossover operator which is applied to the remaining par-
ent chromosomes. In the resource-based crossover opera-
tor, for a father chromosome and its corresponding arrival
plan, a partial plan of length ε is randomly chosen in
[0.25T, 0.75T ], a crossover point t is selected such that G1
is minimised for the interval [t, t+ ε]. Then, for the train-
sets whose arrival days fall within the interval [t, t + ε],
the value of the corresponding gene is added by 5000 and
given to the child chromosome. The values of other genes
are obtained from the mother chromosome (see Figure 2
for an example).
Fig. 2. Resource-based crossover example
In the two-point crossover operator, two crossover points t1
and t2 are randomly selected. The genes between t1 and t2
of the child chromosome are set equal to the corresponding
genes in the father chromosome while the values of other
genes are obtained from the mother chromosome (see
Figure 3 for an example) .
Fig. 3. Two-point crossover example
The mutation phase attempts to replace the values of some
genes in the child chromosome. For each gene in the child
chromosome, a random number is generated according to
the uniform distribution U(0, 1). If this random number is
less than mutation prob, the corresponding gene value is
replaced by a new random key generated according to the
uniform distribution U(0, 1) (see Figure 4 for an example).
Fig. 4. Mutation example
Before the process of offspring selection, a migration phase
is performed in which new chromosomes are randomly
generated. The number of newly generated chromosomes
is set equal to a proportion mig prob of the population
size. This step is added to the GA to prevent premature
convergence (Valente et al., 2011). Finally, the top POP
best chromosomes from the union set of parent chromo-
somes, children chromosomes, and the newly generated
chromosomes are selected as the candidates of the new
population.
5. EXPERIMENTAL RESULTS
All algorithms are implemented in Python 2.7. The com-
putational experiment is conducted on a computer with
Intel i5-6300U 2.4GHz processor and 8GB of RAM.
The proposed GA is tested on data provided by a big
maintenance centre. The planning horizon is one year.
There are three train families with 35 train-sets in total.
The parameters of the train families are presented in Table
1. Limit normal and limit special indicate the permissible
number of out-of-service train-sets on normal days and on
special days, respectively.
Table 1. Parameters for the train families
Train Family |Fk| pk Limit normal Limit special
1 25 4 3 1
2 5 5 2 1
3 5 5 1 1
Furthermore, the remaining parameters are given as fol-
lows: Ct = 5, ∆ = 14, δt = 1, δkt = 1 on normal days, δkt
= 10 on special days, λ1 = λ2 = 1.
Nine scenarios are generated with different weights for the
two components, G1 and G2, of the objective function.
Details of the assignment of weights α and β for all the
scenarios are presented in Table 2.
Table 2. Assignment of α and β
Scenario α β Scenario α β
1 1000 1 6 100 1
2 300 1 7 50 1
3 200 1 8 10 1
4 180 1 9 1 1
5 150 1
The GA parameter values used in this study is specified
as follows: POP = 20, mig prob = 0.05, mutation prob =
0.05, and stop iter = 40.
Table 3 provides the results of GA for all the scenarios. The
best solution of the initial population is reported under
the column titled “In Pop”. The relative improvement
in the objective function value over the best solution of
the initial population is reported under the column titled
“%Rel”. For example, The relative improvement of GA for
scenario 1 is calculated as (417, 581− 341, 962)/417, 581×
100% = 18.11%.
On average, the relative improvement of the proposed
GA over the best solution of the initial population is
approximately 19.1%. The largest improvement of 31.69%
is observed in scenario 7 while the smallest improvement
of 11.42% is observed in scenario 3. Furthermore, it is
noted that the relative improvement becomes worse as the
relative weight of α increases.
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Table 3. Results of GA
Scenario In Pop GA %Rel
1 417,581 341,962 18.11
2 150,158 132,345 11.86
3 111,955 99,165 11.42
4 104,314 92,363 11.46
5 92,853 72,170 22.27
6 73,752 59,084 19.89
7 52,509 35,868 31.69
8 34,363 27,959 18.64
9 30,280 22,235 26.57
Average 118,640 98,128 19.10
The solution time (in minutes) of GA is reported in Table
4. The average solution time of the proposed GA is 20.56
minutes. The GA requires a significant amount of time for
scenarios 5 and 6 as compared to other scenarios, at 41
and 40 minutes respectively.
Table 4. Solution time (in minutes)
Scenario GA Scenario GA
1 16 6 40
2 10 7 23
3 10 8 10




This paper considered the key phase of planning the
heavy maintenance of passenger trains in which one has to
specify for each train-set the date when this train should
arrive at the maintenance centre. It is well-known that
the deterministic resource levelling problem and the single
machine scheduling problem with earliness and tardiness,
which are closely related to the problem considered in
this paper, are NP-hard. Hence, a genetic algorithm was
proposed for the considered problem.
The proposed metaheuristic, inspired by Li and Demeule-
meester (2016) and Valente et al. (2011), provided an
efficient way to solve the planning heavy maintenance
of train-sets. Indeed, computational results, with data
provided by one of the leading maintenance centres in
Australia, revealed that significantly improved arrival plan
can be obtained for test cases consisting of 35 train-sets
and a planning horizon of one year. At the best of the
authors’ knowledge, the considered problem has not been
discussed in the literature previously. So, the results of the
computational experiments can be viewed as a benchmark
for further research.
Future work can further improve the proposed genetic
algorithm with the application of a local search procedure
as suggested by Valente et al. (2011). Another possibility
for future research is to test other metaheuristics such
as iterated local search or tabu search on the considered
problem in order to improve the solution quality and
reduce the solution time.
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