INTRODUCTION
In the past decades, many low-level feature extraction meth ods have been proposed and proved to be successful for image classification [1, 2, 3] . Naturally, these features and their combinations have been introduced into different re mote sensing applications, such as object detection and land cover classification [4, 5, 6] . Comparing with single feature, multiple features provide abundant information on object s, especially those in very high resolution (VHR) images. However, how to combine the mass of information more effectively is still a big challenge.
One solution is feature fusion, which assigns differen t weights to different features, or combines several features for final decision. For example, Huang et al [7] combines two types of linear feature according to their spatial relationship. Cross validation is used to validate the consistency of two fea tures. Li et al [8] fuse color and texture into one feature for object detection. They combine color histogram and the uni form local binary patterns using kernel principal component analysis. Then the maximum likelihood approach is used to select optimal feature set from the fused features.
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Griffith University Nathan, QLD 4111, Australia Nevertheless, measuring the relevance of each individual feature to image classes is highly dependent on the images to be classified. To handle this problem, Zhang et al. [5] intro duced a path alignment method to linearly combine multiple features in order to obtain a unified low-dimensional repre sentation of these features. Tuia et at. [4] proposed a multiple kernel learning method to learn relevant weights of differen t features. However, both methods have not considered the dependency between different features and image classes.
To overcome this limitation, we propose a method that u tilizes marginalized kernel for feature fusion. This method first extracts color and shape features, and uses the bag-of words (B oW ) method to convert them into vectors. For each class, a classifier is then trained on the concatenated feature vector using Ll-Iogistic regression (LR ) method [9] to obtain a sparse representation of discriminative visual words. The weight contribution in each visual words are used to construct a marginalized kernel [lO, 11] . This kernel takes into account the probability that two images belongs to the same class and the image-to-c1ass distance. Therefore, the marginalized k ernel covers more complete description of data distribution. We show that the proposed method is effective, allowing bet ter classification accuracy than the Support Vector Machine (S VM) classifier based on radial basis function kernel. To our knowledge, this is the first time that marginalized kernel is introduced to remote sensing community.
FEATURE FUSION AND IMAGE
CLASSIFICATION
In this section, we first introduce the notation of the proposed method. Then we describe a linear regression model which is used to learn a set of weighting parameters for extracted mul tiple features. These weights are used to compute marginal ized kernels, which are then used to train an SVM classifier. In the rest of the paper, we call it a logistic regression feature fusion (LRFF ) method.
IGARSS 2013
1. Notations and Definition
We commence from the following definition. Assume we have a training set S = {(Xi, y;) };=l...m of m labeled ob jects, where each Xi is an image patch containing object with a specific type. Yi E {I, ... , N} is the label of correspond ing object, and Y = {Yl,"" Ym}. For each image patch, n different features can be extracted. Using the bag-of-words method [12] , each type of feature can be clustered to gener ate separate codewords. By assigning features to the closest codes words, an image patch is converted to a vector of con catenated histogram of codewords. If the size of visual dic tionaries are d1, ... , dn for each type of feature, respectively, then the length of the final feature vector is d = �� dj.
Logistic regression
To fuse multiple features and determine the most relevan t ones for classification, we adopt a logistic regression (L R) model. For each class, the model learning is treated in a binary classification setting, i.e., Yi E {+1,-1}, in which Yi = + 1 means the object belongs to the class and Yi = -1 means it is not. The goal of this step is to learn a class-specific weight fJ , which will be used in the final kernel construction step. The objective function of LR is written as
where A > 0 is the regularization parameter, and fJ is a weight vector. This model learns a parameter fJ for each class. A codeword with a high weight contributes signifi cantly to discriminate positive and negative examples. Here, Ll-regularization term is used to penalize all weights equally. It also prevents overfitting and limit the number of codewords selected for the classification step.
Marginalized kernel
From the LR model, both linear and nonlinear information of the model can be obtained. The linear information corre sponds to the distance to the hyper-plane is reflected in the term fJ � X, while the nonlinear information is the conditional probabilities p(Y lx) given by the LR model. Both information will be used in the marginalized kernel [10] , which is defined as follows:
where p(ylx) and p(y 'lx') are probabilities that X and x' belong to classes Y and y', respectively. Kz(z, z') is a joint kernel over the labeled samples z = (x, y), which is defined by:
Kz(z,z') = Sim(y,y') x fJ� X X fJ�x'
Here Sim(y, y') is the similarity between y and y' (0 ::; S(y, y') ::; 1). The term fJ � x correspond to the image-to class distance which has been proved to be effective in the nearest-neighbor based image classification [13] . If the hy perplanes of classes y and y' are close, two objects locate on the same side of the hyperplanes lead to a positive product fJ � x x fJ�x. Consequently, the kernel K (x, x') will return a high similarity. For simplicity purpose, let Sim(y, y') = 1 where y = y' and Sim(y, y') = 0 otherwise. Then final marginalized kernel becomes:
K(x,x') = LP (Y lx , fJy)xp(Ylx',fJy)xfJ�xxfJ�x' (4) yEY Thus, the SVM classifier H is given by
The above steps are summarized in Algorithm 1. Calculate the marginalized kernel K (x, x'); Learn the SVM classifier H.
The proposed method leads to sparse occurrence of code words for each class due to the use ofLl-norm. Furthermore, different feature weights give the intuition that the signifi cance of features vary with respect to the class of objects. Example weights learned for two object classes are shown in Fig.l .
Once the marginalized kernel-based classifier is learnt, it can be used to classify unseen image samples. For each nov el image sample, multiple image features are extracted and converted to vectors using the bag-of-words method, follow ing the steps in the training stage. Then the SVM classifier with marginalized kernels are used for classifying each un seen sample.
EXPERIMENTS
The experiments were run on a Quickbird [14] objects in five categories which correspond to five land cover types, i.e., land, lawn, resident area (RA) , road and tree. In the preprocessing stage, 1674 objects of these five classes have been segmented by a commercial software eC ognition [15] . Then these objects were randomly split into a training set and a testing set. The experiments were run ten times with the average classification accuracy reported. Table 1 lists three features used for the fusion and classi fication. Each feature is represented as a single vector. These feature vectors encode images properties, i.e., shape and color related infonnation. The number of codewords are set to be 300, 250 and 250 for SIFT, hue and LSS, respectively.
The proposed method was compared against a baseline SVM method which uses original feature with the radial ba sis function (R BF) kernel to construct the similarity matrices, K(Xi,Xj) = exp(-l' llx i-Xj I12),1' > O. The penaIty param eter C and kernel parameter I' are obtain using 5-fold cross validations. Overall accuracy (OA) and Kappa coefficient are utilized to evaluate the classification performance.
The objective of the first experiment is to compare the per formance of the proposed feature fusion method against the baseline method. The results are shown in Table 2 . It can be observed from the table that fusion of three features is better than fusion of only two features. The LRFF has demonstrated clear advantage over the baseline method in both evaluation criteria. Fig. 2 shows results by the proposed method on an image patch cropped from the original image, with land cover types labeled in different colors.
To analyze the influence of the training set size to the clas sification accuracy, we have trained the classification model with different numbers of training samples. These included 50, 100, 150,200 and 250 training samples for each class, re spectively while the rest of the samples were put into the test ing set. The curves in Figure 3 shows that the perfonnance of the LRFF method and the baseline method improves with the increase of the number of training samples. The LRF F method has consistently performed better than the baseline 
CONCLUSION AND FUTURE WORK
In this paper, we have introduced a method to combine dif ferent features for object classification. The success of the proposed method is due to the following two reasons: 1) the learned conditional probabilities of the LR model are used in the kernel construction, 2) image-to-c1ass similarity has been taken into account to define the similarity between two ob jects. Our future work will focus on more advanced feature combination method in order to construct more powerful ker nel description in image classification.
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