Graph grammars can be regarded as a generalization of context-free grammars from strings to graphs. Over the past 30 years a rich theory of graph grammars and their languages has been developed. However, there are no graph automata. There is no duality between generative and recognizing devices, as it is known for the Chomsky hierarchy of formal languages.
Introduction
Graph grammars originated in the late 1960s, motivated by considerations in pattern recognition and visual languages, and in the attempt to generalize the theory of formal languages from strings to graphs. Since then a rich theory of graph grammars and their languages has been developed. A state-of-the-art presentation of the foundations of the major approaches to graph grammars is given in the Handbook of Graph Grammars and Graph Transformations [45] . The theory of graph languages is primarily based on generative devices with strong support from logic and algebraic approaches. Many types of graph grammars and replacement systems have been introduced in the literature and have been investigated in various directions. This has created a rich theory of graph languages. We refer the interested reader to [45] .
However, the dual to grammars is missing. There is no systematic approach towards recognizing devices for graph languages. There are no graph automata, which fit to well established classes of graph grammars, that are stated in inclusion diagrams of classes of graph languages, see e.g., Fig. 4 .11 in [17] and Fig. 1.23 in [25] . Courcelle [11, p. 54] remarks that "no notion of finite-state graph automata is known". This seems to be a gap in the theory of graph languages. There were some early approaches to graph automata, e.g., the web automata by Rosenfeld and Milgram [44] and the cellular automata by Wu and Rosenfeld [52, 53] and Remila [43] . However, web automata are equivalent to Turing machines and the computational power of cellular automata is in the range of linear bounded automata. This is far beyond the capabilities of context-free graph languages. These approaches were directed towards the communication in networks and not towards the recognition of sets of graphs. Finally, the automata for graphs of Cook and Rackoff [8] have been used to search mazes and describe path problems in graphs [2] .
We consider simple, undirected, node labelled graphs, and sets of such graphs generated by NCE graph grammars. NCE graph grammars are node replacement systems with a neighbourhood controlled embedding. They have been introduced in [32] and were preceeded by the NLC graph grammars from [29, 30] . NCE and NLC are generally equivalent and constitute a fundamental type of graph grammars from which other important classes of graph grammars have been derived by a specialization, in particular the linear [19] , the boundary [46, 47] , and the confluent graph grammars [10] . There are extensions to graphs and grammars with directed edges and with edge labels [40] and the related eNCE graph grammars [22] , which are superior to NCE. These approaches have been surveyed recently in [17, 25] .
In this paper we introduce finite graph automata, and consider the straight and the alternating versions. They are the first approaches to recognizing devices which fit to some known subclasses of context-free graph grammars. Finite graph automata are seen as the canonical extensions of finite state automata from strings and trees to graphs. Graph automata operate on node labelled graphs. A finite graph automaton consists of a finite state control and a finite set of instructions. It uses a collection of heads or guards, which are placed at some nodes of the input graph. A graph automaton reads and processes an input graph step by step as directed by the instructions. In a move some heads are placed at new nodes, which instantaneously read the induced subgraph. The heads check some consistency conditions that are expressed by node labels. If the instruction is applicable, the automaton changes states and removes superfluous heads. The automaton stops if the graph has been read completely or if there is an error. A graph automaton accepts if after a sequence of consistent moves the input graph is completely scanned and a final state is reached.
There is another view to graph automata, namely graph searching. Graph searching is a game on graphs invented by Parsons [42] . Here a graph represents a system of tunnels in which a fugitive is hidden. A team of searchers traverses the edges of the graph seeking to capture the fugitive, while the latter moves around the edges of the graph with unbounded speed, and trying to avoid the searchers. Alternatively, we can think of a contaminated graph, say with a gas, in which case the team of guards is clearing the graph sweeping the edges. The objective of the game is to have all edges cleared after a finite number of moves. A move is placing a guard at a node, or removing a guard. In the node-searching version an edge is cleared by placing a guard at both endpoints. A guard at a node hinders the fugative or the gas to pass. Initially, all the edges are contaminated. After each move the edges are partitioned into two classes: cleared and contaminated. An edge instantaneously becomes recontaminated, if there is an unguarded path from a contaminated edge. A search strategy is a sequence of moves that will clear an initially contaminated graph. In graph searching the objective is to determine the minimal number of guards needed to search a graph, which is NP-hard [39] . This number is closely related to other important graph parameters, such as interval-width, path-width or vertex separation, see [3, 15, [33] [34] [35] . This is the other goal of our approach towards graph automata. So far the graph search strategy has not been of primary concern and has been used only as a means to approach the minimal number of searchers. There are no particular investigations how the searchers do their job, and how the search strategy is described. Graph automata contribute to this point. A graph automaton has only a finite state control and uses only finitely many instructions for the description of a graph search strategy. However, there is some inherent nondeterminism involved. Moreover, there is no a priori upper bound on the number of guards. At last, the search strategy of a graph automaton works only on node labelled graphs from the recognized language.
Let's take a closer look at the behaviour of graph automata and the way the heads are directed on an input graph and visit and guard some nodes. After each move the guarded nodes separate the input graph into a visited and a yet undiscovered part. The heads watch the edges inbetween, which we shall call bridges. These edges define an edge-separator or a cut of the input graph. Their removal would disconnect the input graph into at least two connected components. In a move, a small piece of the yet unvisited part is discovered, and the frontier of guarded nodes and bridges advances beyond the discovered piece. These moves are continuous and do not leave a gap. Cleared nodes and edges are not recontaminated. This means a monotone search strategy, graph searching without recontamination [3, 4, 34, 36, 39] . Hence, graph automata are plans for monotone search strategies on graphs. The search strategies are special. A strategy is described by a finite set of instructions and is executed by a nondeterministic finite state machine. The behaviour of a graph automaton resembles common graph traversals, such as depth-first or breadth-first search, or Dijkstra's shortest path algorithm. Such traversals perform a sequence of discrete moves. After each move the graph is partitioned into visited, unvisited and guarded nodes. For efficient graph traversals emphasis is laid on the data structures for the guarded nodes. Efficiency is not of concern here. Graph automata are designed as the dual of graph grammars and proceed in such a way that their computations reconstruct derivations of the associated graph grammars, and conversely. This one-to-one correspondence is established for linear and for boundary NCE graph grammars. Our main results state that finite graph automata are equivalent to linear graph grammars and recognize exactly the class of linear NCE graph languages, and that alternating graph automata are equivalent to boundary graph grammars and recognize exactly the class of boundary NCE graph languages.
The equivalence between graph grammars and graph automata can be specialized to hold for apex graph grammars and for connected graph languages. The emptiness, finiteness, and connectivity problems can be solved directly at the graph automata. The known NLand P-completeness results for linear and boundary graph languages are established in a straightforward manner, and reduce to reachability problems on directed and alternating graphs. Furthermore, the algorithms for the solution of the recognition problem of connected linear and boundary graph languages of bounded degree can be implemented using graph automata [19, 20, 46] . In fact, the essential features of these algorithms are captured by graph automata. The established complexity bounds are readily seen from the automata, and there are hints for an improvement.
Classical concepts from automata theory are transferred to finite graph automata, such as reduction, pumping properties, deterministic state transitions, determinism, and minimization. While reduction, pumping, and the power set construction for deterministic state transitions work properly, evidence is given that finite graph automata must operate in a nondeterministic fashion, since they recognize representations of NP-complete problems in linear time, such as 3-PARTITION. The equivalence problem is undecidable, which prevents a minimization procedure.
Finally, we attempt to generalize graph automata to deal with node and edge labelled graphs and make them equivalent to eNCE graph grammars. In various respect eNCE graph grammars are "nicer" than NCE graph grammars. Edge labels increase the power of generating graph languages, even if the generated graphs have only a single edge label [22] , and they make the various types of graph replacement systems comparable, see [13, 17, 23, 25] . However, a generalization of graph automata to node and edge labelled graphs does not work, since our graph automata cannot trace dynamic edge relabellings. Hence, graph automata are bound to node labelled graphs and to NCE-like graph grammars.
The paper is organized as follows. The basic definitions on graphs and graph grammars are given in Section 2. In Section 3 we introduce finite graph automata and describe their behaviour on input graphs.As a main result we prove the equivalence of finite graph automata and linear graph grammars. In Section 4 we proceed to alternating graph automata and boundary graph grammars and prove their equivalence. The concept of pushdown graph automata is addressed, which do not fit into the common framework of automata. In Section 5 we study classical automata theoretic properties, such as reduction, pumping, deterministic state transitions, determinism, and minimization. Finally, in Section 6 we let graph automata deal with connectivity, which explicitly covers the assumption from [6] , and we discuss the limits of graph automata on node and edge labelled graphs.
This paper is an extension of [6] , where the equivalence of finite graph automata and linear NCE graph grammars has been shown under the connectivity restriction.
Preliminaries
We first recall the basic definitions concerning graphs and graph grammars. For background material, particularly on node replacement graph grammars, we refer to the surveys of Engelfriet and Rozenberg [16, 17, 24, 25] .
Node labelled graphs
We consider simple, undirected, node labelled graphs. A set of such graphs is called a graph language. Graph languages are generally infinite. Examples are the sets of labelled chain graphs, cycles, binary trees, or complete (bipartite) graphs. The node labels are used for the embedding mechanism. In connection with graph grammars there are other types of graphs, such as directed graphs, node and edge labelled graphs and hypergraphs. We can deal with node and edge labelled graphs and with directed edges, provided they are static and the labels and the direction are not changed in rewriting steps. This excludes dynamic edge relabellings and eNCE graph grammars and their languages.
We need some fundamental notions of graphs such as induced subgraphs, isomorphism, complementary subgraphs, neighbours, bridges and ports, which are defined next.
Let T be a finite alphabet of node labels. A (node labelled) graph H = (V , E, ) consists of a finite set of nodes V, a set of undirected edges E ⊆ {{u, v} | u, v ∈ V , u = v} without self-loops and multiple edges, and a node labeling function : V → T . A node with label a is called an a-node. The components of H are denoted by V (H ), E(H ), and (H ), respectively.
Graphs are considered up to isomorphism. A graph isomorphism is a bijection between the sets of nodes of two graphs respecting the node labels and the edges. This is the view of graph grammars and graph automata. The nodes themselves are not relevant. Their unique numbers in a data structure are hidden. For our convenience we shall identify isomorphic graphs and use disjoint copies. Graphs are drawn as usual with the nodes shown as points or squares and the labels attached or enclosed, and with straight line edges.
Two nodes u and v are neighbours if there is an edge {u, v} connecting them. The set of neighbours of a subset of nodes V is neigh(
The degree of a node is the number of its neighbours, and the degree of a graph H is the maximal degree of its nodes. We say that the edge {u, v} is incident with the nodes u and v, and vice versa. A path is a sequence of mutual neighbours. A graph H is connected if every two nodes are connected by a path, otherwise, H decomposes into its connected components. H and V determine the complementary graph H − H , the set of bridges and the ports. If H is connected, then the converse holds, too. If a set of bridges is given together with their proper direction, e.g., with the ports, then is an edge-separator or a cut of H and partitions the set of nodes into V and V − V , where V is the set of nodes, which are connected to right endpoints of bridges without using bridges, and V − V is the set of nodes, which are connected to left endpoints of bridges without using bridges. If H is not connected, then a set of bridges together with a representative of every connected component of H without a bridge uniquely determine a partition of a graph into H and H − H .
These notions are illustrated in Fig. 1 . The graph H has five nodes with the labels a and b. The subgraph H induced by the three shaded nodes is the triangle. The complementary graph H − H consists of the two nodes to the left and the vertical connecting edge. These nodes are the ports of H . The bridges are drawn with arrows.
Ports and bridges play a prominent role in various contexts. When traversing graphs, say by depth-first search or by breadth-first search or using Dijkstra's shortest path algorithm, the algorithms compute sequences of ports and store them in appropriate data structures [9] . In the theory of graph grammars one considers graphs with an embedding, where the embedding is a specification of a set of bridges, see [25, p. 17] . In a rewriting step, a node is replaced by a new subgraph, and the embedding describes the reconstruction of bridges. The number of bridges is an important parameter of graphs. It is the size of an edge separator of the given graph H. Accordingly, a set of ports is a node separator of H, whose deletion disconnects H. The sizes of node separators are an important parameter in graph searching [3] .
Next, we state some simple facts about bridges and ports, which are easily established. First, the direction of the bridges changes, if the subgraph H and its complement H − H are exchanged. Ports and bridges play an important role in graph grammars. They are used to establish connections in a specific way. However, the ports are not addressed directly by their endpoints, but by their labels. The impact thereof is that ports with the same label are treated in the same way. Then (H, C) can be described as a graph with augmented node labels of the form ( (v), C(v)).
Lemma 1. Let H be a subgraph of a graph H. Then bridges(H, H
− H ) = {(v, u) | (u, v) ∈ bridges(H, H )} and ports(H, H − H ) = {v ∈ V (H ) | (u, v) ∈ bridges(H, H )}.
Graph grammars
Next, we introduce the basic notions of graph grammars. Graph grammars provide a mechanism for local transformations of graphs. They are used to define sets of labelled graphs. Here we consider graph grammars from the NCE family of node replacement systems. NCE stands for node label controlled embedding. NCE and the equivalent NLC graph grammars were introduced by Janssens and Rozenberg in the early 1980s, see [29, 30, 32] . Since then many types of NCE-like graph grammars have been considered in the literature, including boundary [46] and linear graph grammars [19] , and their specialization to apex graph grammars [18, 21] . Just these types are of interest here.
Very important are the extensions with edge labels. General graph grammars dealing with node and edge labels have been introduced in [40] and the NLC-type grammars in [22] . Edge labels and a dynamic edge relabelling are very useful and effective. They make graph grammars more powerful concerning the ability to generate graph languages and much "nicer" with normal forms, closure under node and edge relabellings [22] and new characterizations in terms of regular string and tree languages [22] . Most importantly, they lead to a unification among the various types of graph replacement systems. This is expressed in inclusion diagrams, see Fig. 1 .23 in [17] and Fig. 4 .11 [25] . We do without edge labels, since they raise new problems for graph automata, as explained in Section 6. We could deal with directed node and edge labelled graphs and with graph grammars with static edge labels and directions. Static means that the edge labels and the direction of the edges are not changed in rewriting steps. According to their labels we speak of terminal and nonterminal nodes. Terminal nodes are static, whereas nonterminal nodes are dynamic and are replaced by daughter graphs.
A production A → (D, C) can be applied to any node v with label A. Then v is replaced by the daughter graph D, and connections are established between the neighbours of v and the nodes of D as specified by C. Let H and H be graphs, let v be a node of H, and let p : A → (D, C) be a production such that the sets of nodes of H and D are disjoint. Then
A derivation H ⇒ * H is a sequence of derivation steps. Then it is said that H has been derived from H.
The language generated by the graph grammar G is L(G) = {H | s ⇒ * H , where s is the axiom with label S and H has only terminal nodes}.
Notice that a derivation step is defined through the standard notion of substitution, replacing a node by an embedded graph (D, C). Graphs are considered up to isomorphism, and so are derivation steps and derivations. This is established by the disjointness of the hosts H and the daughter graphs D.
There is a natural and well-established graphic notation for the productions, which we shall use throughout. For A → (D, C) draw the right-hand side graph D with the nonterminal nodes as squares and the terminal nodes as points and (whenever possible) straight line edges. For the left-hand side draw a large rectangle with label A around D. For every embedding relation (a, w) ∈ C draw a line from an a-labelled point outside the large rectangle to the node w ∈ V (D).
Example 5. Let G = (N, T , P , S) be a graph grammar with N = {S, A}, T = {a, b, c}, and productions P = {p 1 , p 2 , p 3 , p 4 } as shown in Fig. 2 . The language L(G) consists of all chain graphs of the form a n b n c n with n 1, which are folded into three horizontal lines and are generated columnwise from left to right as shown in Fig. 3 .
We restrict ourselves to linear and boundary graph languages and consider linear and boundary graph grammars in normal form for their generation. Linear and boundary are restrictions on the form of the productions. These grammars are specialized to apex, which is a restriction on the embedding. The normal form of the graph grammars is important for the construction of an equivalent graph automaton. The normal form has no impact on the generative capabilities on such graph grammars and can be constructed effectively. This has been proved by Rozenberg and Welzl [46] for boundary NLC graph grammars, and by Engelfriet and Leih [19] for linear NLC graph grammars. It it fully analogous for NCE graph grammars, and carries through to apex. Definition 6. A graph grammar G = (N, T , P , S) is linear if the right-hand side of every production has at most one nonterminal node. G is boundary if for every production A → (D, C) there are no edges between nonterminal nodes of D. G is apex if in addition the embedding establishes edges only between terminal nodes.
A linear (boundary) graph grammar G is in normal form if G has no empty productions and no chain productions and G is context consistent and neighbourhood preserving, see Section 1.3.4 in [25] . A production A → (D, C) is empty if D is the empty graph, and a chain production if D consists of a single nonterminal node. G is context consistent and neighbourhood preserving if each nonterminal A knows its context, which is defined by a context describing function from N to 2 T and the neighbourhood is exactly described by C. The embedding C is such that for every graph H derived from the axiom and for every
, and for every application of a production A → (D, C) to v with H ⇒ H , a node u is a neighbour of v if and only if u is a neighbour of some node of D, i.e., neigh(H, v) = neigh(H , V (D)). Apex grammars have been introduced in [21] using directed graphs. The adaptation to undirected graphs is obvious. Apex graph languages are often used with a node relabelling or with dynamic edge labels [18, 22] . We use the plain version. The graph grammar from 
Finite graph automata
What are the essentials of finite state machines? What are their capabilities on different structures, such as strings, trees, or graphs? What should they be? What are implicit assumptions and what must be checked explicitly? Such questions were discussed in the early days of automata theory. They reappear since graphs are arbitrary relational structures, and not just chains or trees that underlie strings and terms.
For convenience we consider machines without autonomous moves. Moreover, the machines are one-way and read every item of the input exactly once. Recomputations are excluded and at least one item is read per step. Finally, the machines are nondeterministic. This is natural in connection with grammars.
First, we consider strings.A string is a linear sequence of symbols. The associate machines are finite automata, precisely ε-free nondeterministic finite state automata. The hardware consists of a finite state control and an input tape with a single read-only head. The software is the transition relation. In a move the automaton reads a new symbol of the input string and changes states according to its transitions. Notice that the automaton does not know the position of the symbol in the input string, i.e. the index i, when it reads the ith symbol from the left. The automaton accepts, if it has reached a final state after a complete scan of the input string.
A finite automaton has no mechanism to detect the end of a string in advance. Sometimes there are endmarkers. In general, the end is signaled by an external event. The head searches for the next input symbol and there is none. An automaton reads every symbol of the input string exactly once and it reads left-to-right. These conventions imply that the head separates the already scanned part of the input string from the yet unvisited remainder. Thus the head plays the role of a guard. The current state is from a finite, abstract set and summarizes the information concerning past inputs that is needed to determine the behaviour on subsequent inputs. It is well-known that finite state automata accept exactly the regular sets, see [28] .
At the next stage consider finite tree automata. They operate on finite labelled trees, or terms over a ranked alphabet, which are processed bottom-up or top-down [27] . A bottomup tree automaton initially marks every leaf of an input tree with a final state. In each computation step a new node v with label a is marked by some state s, if its children v 1 , v 2 , . . . , v k were marked by the states s 1 , s 2 , . . . , s k , respectively, and there is an instruction (s 1 , s 2 , . . . , s k , a) → s. A bottom-up tree automaton accepts an input tree, if finally the root is marked by an initial state. The root is distinguished as the only node without a predecessor. The behaviour of top-down tree automata is similar, now starting at the root and finishing, when all leaves are marked by a final state. There is no order for processing an input tree by a tree automaton, such as preorder, inorder, postorder or breadth first search.
There is a direction, bottom-up or top-down. While being processed a tree is partitioned into a visited and an unvisited part. The frontier is marked by the nodes which have been evaluated by states.
What is the machinary behind tree automata? How are the trees stored and given as input to a tree automaton? This is totally automatic and implicit. Tree automata do not operate on a specific representation or data structure for trees. A tree automaton distinguishes the leaves and the root and it automatically proceeds to all children or to the parent of a node.
Graphs have a much richer structure than trees or strings. Strings have been regarded as labelled chain graphs, when the string generation capacities of graph grammars has been investigated, see [17] . The trees are known as the connected and acyclic graphs, where a distinguished node serves as a root and induces a direction.
From the above discussion it is clear that graph automata must be equipped with a mechanism to scan an input graph and distinguish the visited from the yet undiscovered part. It shall operate on graphs up to isomorphism, and shall not use a particular data structure or unique numbers for the nodes. A graph automaton shall not have global information on the input graph, such as the numbers of nodes and edges. Nor shall it see the whole graph at once, for example by placing a head at every node. This approach is used for cellular automata and for an analysis of communication structures and computer networks. A graph automaton shall operate with local information and shall use a collection of heads or guards to visit nodes and edges. An explicit marking or colouring of the nodes as in classical graph traversal algorithms does not seem adequate for finite graph automata. This is some kind of bookkeeping and requires extra memory and read-write capabilities.
Therefore, a finite graph automaton consists of a finite state control and a collection of heads or guards. These are directed by the instructions and are used to check the applicability of an instruction. In a move the graph automaton places some heads at new, yet unvisited nodes. These heads have total control over their subgraph and read and process it instantaneously. Moreover, they check their neighbourhood by a communication with the heads on former nodes on the existence or nonexistence of edges between their nodes, and on the existence of edges towards the yet undiscovered remainder. The old heads also check for such edges. In this way the graph automaton reads a new subgraph. Then it changes states and may remove some heads, which do no more guard bridges. The heads are positioned such that they separate the visited from the yet undiscovered portion of the input graph. The graph automaton halts and accepts if it has reached a final state after scanning the whole graph. A graph automaton has no explicit mechanism to check whether or not all nodes have been visited. This is implicit and signaled by an external event, just as in the case of finite (string) automata and finite tree automata.
Graph automata are nondeterministic in several respects. First, there is a choice of the next state. For finite state machines this nondeterminism can be eliminated by the powerset construction. Secondly, there is the choice of the new nodes and the subgraph to be read. This is inherently nondeterministic, in particular for disconnected graphs, as indicated by graphs representing instances of 3-PARTITION, see Section 5. Nondeterminism is natural, since we deal with graph grammars and graph automata, as in the Chomsky hierarchy.
Graph grammars and graph automata operate on node labelled graphs. For their substitutions graph grammars use graphs with an embedding (D, C). The embedding can be described by node labels consisting of pairs ( (v), C(v)), where C(v) describes the context of v. This concept must be extended to include yet undiscovered edges.
Definition 7.
An augmented label over a node label alphabet T is a triple (a, X, t) with a ∈ T , X ⊆ T , and t ∈ {true, false}. An augmented graph H is a graph with augmented node labels. If (a, X, t) is the augmented label of some node v, then a is the underlying node label, X is a partial context of v, and t indicates the existence or nonexistence of further edges to yet unvisited nodes. The left context of H consists of all labels stored at the second components,
The underlying graph H is the graph with the same sets of nodes and edges, and with the underlying labels. H is called an augmentation of H, and H and H are identified, when the meaning is clear from the context. Now we are ready to define graph automata and their computations.
Definition 8.
A finite graph automaton A = (Q, T , , q 0 , F ) consists of a finite set of states Q, the alphabet T of node labels, the initial state q 0 ∈ Q, the set of final states F ⊆ Q, and a finite set of transitions of the form (q, W , Y ) → q , where q and q are states, W is an augmented graph, and Y ⊆ T is a set of node labels. A is apex, if the Y-component in each instruction (q, W , Y ) is the empty set.
When an instruction i : (q, W , Y ) → q is executed, the finite graph automaton changes states from q to q and reads the new subgraph W, which is isomorphic to the graph underlying W . It checks the neighbourhood of W, which is encoded into the augmented node labels and conditions expressed by Y. The instruction is executable, if these conditions hold. This is formally defined by configurations and computations. Define the pre-and post conditions by As usual, let Kٛ * K denote the transitive closure of ٛ such that Kٛ * K describes a computation of a graph automaton from configuration K to configuration K . We shall consider only computations starting at an initial configuration (q 0 , H ) with some input graph H.
The language accepted by a graph automaton A is
To see how the applicability works see Fig. 4 . The node labels are a, b. The subscripts are added to address the nodes. The remainder R of the graph H is shaded. The two left nodes a 1 and b 1 are the ports. Then the instruction (q, W , Y ) → q is applicable to the configuration (q, R) such that the subgraph underlying W consists of the subgraph induced by a 2 and b 2 . The second components of the augmented graph tell that the a-node of W has at least one and only a-neighbours to its left, and accordingly for the b-node. The ports are addressed in this way. The true labels tell that both nodes of W have neighbours to the right. The set Y in the instruction must be {b}, since the port b 1 has a neighbour beyond W. The instruction is not applicable to any other subgraph, since a 3 has a b-port as a neighbour and b 3 has no b-port as a neighbour.
For the operational view of a computation step (q, R)ٛ(q , R ) by an instruction (q, W , Y ) → q suppose that the input graph H is scanned left to right. There is an order imposed by the graph automaton, which we assume is left to right. Suppose that the remainder R is the right part of H. R has not yet been visited and there are heads or guards at the neighbours of R.
These are the nodes of ports(H, R). Now the graph automaton places heads at some nodes of R. The subgraph induced by these nodes is isomorphic to W, the graph underlying W . This subgraph is processed instantaneously and read in this move. Simultaneously, the graph automaton checks the consistency of the move. First, the labels of the ports are recorded at the instruction. If b is the label of a port, then b is stored at the left context of W or at Y, and conversely, for every such b there is a port with label b. The bridges between ports and nodes of W are specified by the second condition. For every node w of W, if (a, X, t) is the augmented node label of w, then for every port u with label b ∈ X there is an edge between u and w in H, and vice versa. These edges are cleared in this move. The third condition describes the bridges that are preserved in this move. These are the bridges from ports with a label in Y. If A is apex, there are no such bridges. And finally, there are new bridges from the node w to the right and into the remainder R − W as specified by t.
It is important to note that all guarded nodes with the same label behave in the same way, both for the edges to a node w of W and for the remaining edges to the remainder R. If all edges incident with a guarded node are cleared, then the guard is superfluous and is removed. By the search strategy there is no risk of a recontamination.
An example shall help in understanding finite graph automata and their behaviour. The set of accepted graphs consists of the chain graphs of the form a n b n c n . This example demonstrates the power of finite graph automata, since the set {a n b n c n |n 1} is not a context-free string language [28] .
are the augmented graphs given in Fig. 5 .
On an input a n b n c n with n 2 the graph automaton A can only apply the second instruction, and it must finish with the fourth instruction. Intermediately, it uses the third instruction. Because of the edge between the a-and b-nodes it must first read the leftmost a-and b-nodes, and it can read any c-node. However, if it does not read the leftmost (last) c-node, it will later run into an error. If n 3 and A picks a c-node in the middle then after the next move, there are two c-nodes, which are ports, and every such c-port must be connected to the other c-nodes. Similarly, if A picks the c-node that is connected to the b-node, there will be two b-nodes, which are ports and which must be connected to the other b-nodes. If the proper nodes are read in the first step, then the graph automaton works deterministically and sweeps the graph from left to right, reading the next column of an a-, b-, and c-node, and accepts if and only if the a-, b-, and c-chains have the same length and the b-and c-chains are connected, which is checked in the final step. This is readily seen by a left-to-right sweep over Fig. 6 .
For the main result of this section on the equivalence of linear graph grammars and finite graph automata we transform productions of the grammar into instructions of the automaton, and vice versa. We use the normal form of the productions. The procedure resembles the transformations between right linear grammars and finite automata or context-free grammars and pushdown automata [28] . The terminal subgraph W is not empty, since the production is neither empty nor a chain production. The restriction to apex is preserved, since C(v) = Y = ∅. Since G is context consistent and neighbourhood preserving, the production is completely described by the associate instruction, and vice versa. This one-to-one correspondence is the key to the equivalence of linear graph grammars and finite graph automata.
We are now ready for the first of our main results, which extends the result of [6] to arbitrary graphs. It remains to prove by induction that derivations of G translate one-to-one into computations of A, and vice versa.
be the production applied to v i and let W i the terminal subgraph of D i . Finally, let R i be the subgraph of H that is derived from v i using the productions p i , . . . , p n−1 as in the above derivation of H. For convenience, L i is called the left part of H and R i is the right part or the remainder.
First, for 0 i n, H = L i + R i , since L 0 = R n = ∅ and R 0 = L n = H , and in the ith 
is an accepting computation of A, where in the ith move the associate instruction is used.
To see this, it must be shown that the associate production is applicable and yields the next configuration. The applicability is guaranteed for i = 0, since every terminal node v has an augmented node label of the form ( (v), ∅, t), where t = true, if v is connected with the nonterminal of the right-hand side of p 0 and Y = ∅.
By induction, consider the step H i ⇒ H i+1 for some i, 0 i < n. First suppose that i n − 2 and let D i = W i + v i+1 , where W i is the terminal subgraph of D i and v i+1 is the nonterminal node. Then W i = ∅, since the graph grammar G is chain free. Let (A i , W i , Y i ) → A i+1 be the instruction associated with p i . Since G is context consistent and the neighbours of v i are the ports of R i , the set of labels of the ports is C(v i+1 ) ∪ w∈V ( W i ) C(w). Since G is neighbourhood preserving and the neighbours of v i are the ports of R i , a port u ∈ ports(H, R i ) is connected to a node of R i − W i if and only if u is connected to v i+1 if and only if the label of u is in Y. Accordingly, for every terminal node w of W i , w is connected to v i+1 if and only if w is connected to some new node z ∈ R i+1 if and only if the augmented label of w is of the form ( (w), X, t) with t = true. Hence, the associate instruction is applicable and yields
is a terminal production, then D i = ∅, since G has no empty productions, and the applicability conditions of the associate instruction (A i , W i , Y i ) → q f hold with Y i = ∅ and augmented labels of the form (a, X, false).
Conversely, by the same reasoning, if a graph H is accepted by a computation (S, R 0 )ٛ(A 1 , R 1 )ٛ · · · ٛ(A n−1 , R n−1 )ٛ(q f , ∅), then there is a derivation of H using the productions associated with the instructions H 0 ⇒ H 1 ⇒ · · · ⇒ H n−1 ⇒ H n = H , and for 0 i < n,
To see this, observe that the ports of R i in H are exactly the neighbours of v i in H i . For i = 0 this is obvious, since R 0 = ∅ and so are the ports and the neighbours of the axiom with label S. Suppose the relation holds up to some i. Then consider the ports of R i+1 and the neighbours of v i+1 . Let
The third application conditions implies that the ports of R i with a label in Y i are exactly the ports which remain. The fourth application conditions implies that a terminal node w ∈ V (W i ) becomes a port iff its augmented label is of the form (a, X, t) with t=true.
is an associate instruction and A i+1 = q f , then Y i = C(v i+1 ) and for every node w of W i with augmented label ( (w), X, t), t = true if and only if there is an edge between w and the nonterminal node v i+1 . Hence, the ports of R i+1 are the neighbours of v i+1 .
Finally, we show by induction that H − R i = L i for 0 i n. For i = 0 this is obvious, since the graphs are empty. Suppose the claim holds for H − R i and L i .
is the instruction applied in the ith step, then for the nodes and the internal edges,
Consider the edges between nodes from H − R i and W i and from L i and W i , respectively. There is an edge {u, w} with u from H − R i and w from W i if and only if u is a port from R i and the augmented label of w is (a, X, t) with (u) ∈ X, and X = C(w) in the associate production. The ports of R i and the neighbours of the nonterminal node v i coincide. Hence the edge {u, w} is established by the replacement step. Conversely, if the edge {u, w} with u from L i and w from W i is established by the replacement step, then the edge is checked by the application conditions of the instruction (A i , W i , Y i ) → A i+1 and exists between H − R i and W i .
For the converse simulation there is again a one-to-one transformation from the instructions of a finite graph automaton to the productions of a linear graph grammar. Here, the application conditions of the instructions are translated into the context describing function of the productions, such that the resulting grammar is in normal form.
Theorem 12. For every finite graph automaton A there is a linear graph grammar G such that L(A) = L(G).
Proof. The linear graph grammar G = (N, T , P , S) is constructed from the finite graph automaton A = (Q, T , , q 0 , F ) as follows:
The set of nonterminals N ⊆ Q × 2 T consists of pairs of states and sets of terminal node labels. It is constructed with the productions. The second component is the context describing function. Let S = (q 0 , ∅). For every instruction (q, W , Y ) → q there is an associate production A → (D, C), where A, D and C are as follows: 
Moreover, if q ∈ F is a final state, Y = ∅ and every augmented label of a node w is of the form (a, X, t) with t = false, then there is a further terminal production A → (D, C), where D coincides with W underlying W , C = {(b, w) | b ∈ X for the augmented node label (a, X, t) of w} and A = (q, LC( W )).
By construction, G has no empty productions and is chain-free. Moreover, G is context consistent, since the context describing function is the projection onto the second components of the nonterminals, and G is neighbourhood preserving. To see this use induction and let v be a node in some graph H that has been derived from the axiom, and let u be a neighbour of v. Let A → (D, C) be a production applied to v. Since G is context consistent, there is a pair (b, w) ∈ C with b = (u), and the new node w becomes a neighbour of u after the replacement.
It remains to prove that computations of A correspond one-to-one to derivations of G. This goes by induction and follows along the lines of the proof of Theorem 11, and is again based on the invariant, that the ports of the remainders and the neighbours of the nonterminals coincide. Thus we can conclude L(G) = L(A).
Combining these results we obtain the equivalence of linear graph grammars and graph automata. The apex restriction is obviously preserved.
Theorem 13. For graph languages L, L is generated by a linear graph grammar G if and only if L is accepted by a finite graph automaton A. Moreover, G is apex if and only if A is apex.
This theorem generalizes the result from [6] , where a connectivity restriction was imposed. Connectivity is discussed in Section 5.
Alternating graph automata
Alternation is an established concept for parallel computations. The computations of alternating machines are represented as trees, where in a computation step a proper child of an existential configuration is chosen and the children of a universal configuration are processed independently and in parallel. For languages of graphs this concepts fits to the tree like structures that come with confluent and in particular with boundary graph grammars. Boundary graph grammars generalize linear graph grammars in the sense that they allow two or more nonterminals at the right-hand sides of the productions. However, there are no edges between nonterminal nodes. This distinguishes boundary from confluent and other more general graph grammars, see [17, 25] . Fig. 7 describes the productions of a boundary graph grammar generating the transitive binary trees, where each node has an edge to each ancestor towards the root. A derivation is illustrated in Fig. 8 using a nesting to display the hierarchical tree structure.
Here two nonterminals of a right-hand side of a production and the subderivations originating from them are totally independent. The derived subgraphs are not directly connected. Any connection between two such subgraphs must go through terminal nodes that have been generated previously. A derivation partitions into independent subderivations, which do not interact with each other. The independent subderivations can be processed in parallel. This leads to alternating finite graph automata. Alternating finite graph automata are just like finite tree automata, except that they have alternating moves. The concept of alternation has been introduced in [7] . A computation is a tree of configurations which is evaluated for acceptance. Formally, one distinguishes existential and universal states and configurations. We modify this concept and combine the two modes into a choice of universal steps. In an accepting computation, the proper universal steps are chosen. This coincides with the concept of alternation in [48] . In a universal step, the alternating graph automaton simultaneously enters a k-tuple of states and it partitions the remaining graph into k not connected components and processes these components separately and in parallel. The main result of this section states that alternating finite graph automata correspond to boundary graph grammars in the same way as finite graph automata correspond to linear graph grammars.
Definition 14.
Let T be an alphabet of node labels and let k be a positive integer. A k-augmented label is a tuple (a, X, t 1 , . . . , t k ) with a ∈ T , X ⊆ T , and t i ∈ {true, false} for 1 i k. A node label is augmented if it is k-augmented for some k 1. An augmented graph H is a graph, where every node has an augmented node label. If (a, X, t 1 , . . . , t k ) is the k-augmented label of some node v, then a is the simple label, X is a partial context of v and every t i indicates the existence or nonexistence of further edges to yet unvisited nodes in k pairwise not connected components. The left context of H consists of all labels stored at the second components, LC( H ) = {b ∈ T | b ∈ X for some augmented node label (a, X, t 1 , . . . , t k ) of some node v ∈ V ( H )}. The right context is a k-tuple whose ith component consists of all underlying node labels with t i = true, RC( H ) = (T 1 , . . . , T k ) where T i = {a ∈ T | there is some node v with augmented node label (a, X, t 1 , . . . , t k ) with t i = true}, 1 i k. The graph obtained by the projection onto the simple node labels is called the underlying graph. H = (V , E, ) is an augmentation of H = (V , E, ). Definition 15. An alternating finite graph automaton A = (Q, T , , q 0 , F ) consists of a finite set of states Q, an alphabet T of node labels, the initial state q 0 ∈ Q, the set of final states F ⊆ Q, and a finite set of transitions of the form (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) , where q, q 1 , . . . , q k are states, W is a k-augmented graph, and Y 1 , . . . , Y k are sets of node labels. A is apex if the Y-components in each instruction are empty.
A configuration on an input graph H is a pair K = (q, R), where q ∈ Q is the current state and R is an induced subgraph of H, the remainder of H. K is accepting if K = (q, ∅) for some q ∈ F , and is rejecting if K = (q, ∅) for some q ∈ F or if K = (q, R) with R = ∅ and there is no applicable instruction. Rejecting configurations with R = ∅ often express an error situation.
The computation of an alternating finite graph automaton is a computation tree, whose parent to child relation is defined by the instructions. In a move it chooses among several instructions. However, for the application of an instruction certain conditions must hold.
When an instruction (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) is executed at a configuration K = (q, R), the alternating finite graph automaton reads a new subgraph W of the remainder R, and simultaneously enters the states q 1 , . . . , q k and proceeds in parallel on independent subtasks. It checks the neighborhood of W, which is encoded into the augmented node labels of the augmentation W and further conditions expressed by Y 1 , . . . , Y k . The instruction is executable, if the following conditions hold: (w) = (a, X, t 1 , . . . , t k ) with t i = true. The novelty here is condition (3) and the partition of the remainder into pairwise not connected components. For k = 1 the conditions are the same as for finite graph automata. This case can be regarded as an existential move. k 2 describes universal moves.
The computation tree of an alternating finite graph automaton on a graph H is a tree of configurations with the initial configuration K = (q 0 , H ) as the root. A configuration K = (q, R) has the children K 1 , . . . ,
Since existential and universal moves are merged, a computation tree on H is accepting, if all leaves are accepting configurations.
The language accepted by an alternating finite graph automaton A is L(A) = {H | there is an accepting computation tree on H }.
The alternating graph automaton A accepting the transitive binary trees and associated with the graph grammar from Fig. 7 has two states q 0 , q 1 with q 1 final, and four instructions. The augmented graphs consist of single nodes, which are described by their augmented labels. In each move A visits a single a-node, and usually branches into two subcomputations. The instructions of A are (q 0 , (a, ∅, false) , ∅) → q 1 , (q 0 , (a, ∅, true, true) , ∅, ∅) → (q 0 , q 0 ), (q 0 , (a, {a}, true, true) , {a}, {a}) → (q 0 , q 0 ), and (q 0 , (a, {a}, false) , ∅) → q 1 .
The operational view of a move Kٛ(K 1 , . . . , K k ) of an alternating finite graph automaton by an instruction (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) is as follows: Let R be the remainder of an input graph H. The graph automaton reads a new subgraph W of R placing guards at the nodes of W and processing W instantaneously. W is isomorphic to the graph underlying W . Moreover, there are guards at the ports of R. Then R − W is partitioned into k components R 1 , . . . , R k , which are pairwise not connected. This is an implicit assumption. For every component the automaton checks the consistency of the instruction according to the augmented node labels of W and the sets of node labels Y 1 , . . . , Y k . Every guard at a port of R is addressed at least once by an augmented node label or by a label of some Y i and all ports must have such a label. The bridges from ports to nodes in W are specified by the augmented node labels. The remaining bridges and the new bridges from nodes in W are described by (3) . They are distributed over the components. When the application conditions hold, the alternating graph automaton partitions its task into k independent subtasks, which are processed in parallel. For 1 i k it enters state q i and keeps only the guards of R i . These guards watch only the bridges towards R i . The other parts R 1 , . . . , R i−1 , R i+1 , . . . , R k of R − W are declared "clear" and are left to the other subtasks. Each subtask considers only its component of the input graph, which may consist of several connected components of the remainder of the input graph, some of which may not even be addressed by the right endpoints of guarded bridges.
Note that an alternating finite graph automaton has no built-in capability for a disconnectivity check. If the remainder is partitioned into several disconnected components R 1 , . . . , R k , the heads or guards may check that the right endpoints of the guarded bridges are partitioned into k groups. The fact that there is no path between right endpoints from different groups is doable with the computational power of nondeterministic logarithmic space machines. It is a check for the absense of paths, and this is not very intuitive with only a few guards. Recall that two head can easily check the existence of a path by successively guessing the next node and checking the edge. See the discussion on connectivity in Theorem 27.
The main result of this section is the equivalence of boundary graph grammars and alternating finite graph automata. The equivalence comes from a one-to-one transformation between the productions of a grammar and applicable instructions of an automaton and vice versa. This correspondence directly translates into derivation trees and computation trees. It is a direct generalization of the transformations used in Section 3 for linear graph grammars and finite graph automata. The partition into independent subtasks is the crucial point.
Let p : A → (D, C) be a production of a boundary graph grammar G in normal form. p is a terminal production if D is a terminal graph, and is nonterminal otherwise. Let W be the terminal subgraph of D and D = W + (v 1 + · · · + v k ) with k nonterminal nodes v 1 , . . . , v k . These are not directly connected by edges, since G is boundary. W = ∅ since G is in normal form.
Assume that k 2. The case k = 1 and the terminal case are the same as for finite graph automata. The instruction associated with p is (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ), where q = A and W is a k-augmentation of W. For every terminal node w ∈ V ( W ) the augmented label is ( (w), C(w), t 1 , . . . , t k ) with t i = true for 1 i k if and only if there is an edge {w, v i } between w and the ith nonterminal node v i and Y i = C(v i ). The apex property is preserved.
Since the graph grammar is boundary, there are no edges between the subgraphs derived from distinct nonterminals on the right-hand side of a production. Since G is context consistent and neighbourhood preserving, every production is completely described by the associated instruction, and vice versa. These observations are the key to the equivalence of boundary graph grammars and alternating finite graph automata.
Theorem 16. For every boundary graph grammar G in normal form there is an alternating finite graph automaton A such that L(G) = L(A).

Proof. From G = (N, T , P , S) construct the associate graph automaton
It remains to prove that derivations of G translate one-to-one into computations of A, and vice versa. In fact, the one-to-one correspondence holds between derivation trees as described in [25] and computation trees. This goes by induction and follows the pattern of the proof of Theorem 11.
Let H 0 ⇒ * H i ⇒ H i+1 ⇒ * H be a derivation of some graph H ∈ L(G) from the axiom H 0 , and let L i be the terminal subgraph of H i . Suppose that in the ith step a nonterminal node v of H i is replaced using a production A → (D, C). Suppose that D = W +(v 1 +· · ·+v k ), where D is the terminal subgraph of D and v 1 , . . . , v k are k nonterminal nodes of D. For 1 j k let R j be the subgraph of H derived from v j and using the same productions as in the above derivation, and let R = W + (R 1 + · · · + R k ) be the subgraph derived from v. By the context-freeness lemma (see Lemma 1.3.18 in [25] ) the subderivation from v is composed of the first step v ⇒ D and followed by independent subderivations v j ⇒ R j , 1 j k.
Then neigh(H i , v) = ports(H, R) and neigh(H i+1 , v j ) = ports(H, R j ) for 1 j k. This is the key invariant and is formally proved by induction, using exactly the same arguments as in the proof of Theorem 11. Since the grammar is context consistent and neighbourhood preserving, the associate production (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) is applicable to the configuration K = (A, R) . The augmented node labels of the terminal nodes of W describe exactly the edges between these nodes and the ports of R, and for 1 j k the edges from the nodes of W to the jth component R j are described by t j , and the edges from the ports to R j by Y j . Distinct components R j and R j with j = j are not connected, because there are no edges between nonterminal nodes. The application yields k independent subcomputations on (q j , R j ), where q j is the nonterminal label of v j . Hence, there is an accepting computation tree of A on H which is one-to-one associated with the derivation H 0 ⇒ * H of G.
Conversely, suppose there is an accepting computation tree on an input graph H. Let (q, R) be a vertex of the computation tree with children (q 1 , R 1 ), . . . , (q k , R k ). Then there is an instruction (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) which is applicable to (q, R) and yields the k-tuple of configurations ((q 1 , R 1 ), . . . , (q k , R k ) ). Consider a derivation H 0 ⇒ * H r ⇒ H r+1 ⇒ * H such that all ports of R have been generated by the subderivation S ⇒ * H r . Let H r = L + v + U , where L is the terminal subgraph of H r and v is a nonterminal node, which is replaced in the next step using the associate production. U is an unknown part, and consists of nonterminal nodes, which are pairwise not connected. The invariant and key observation is the fact that the ports of R are exactly the neighbours of v. This is independent from the rewriting of the other nonterminal nodes in U. This invariant is proved by induction on the length of the derivation. It holds initially, since the sets of ports and neighbours are empty. Consider the step from H r to H r+1 . The associate production replaces v by W + v 1 + · · · + v k with k nonterminal nodes. For 1 j k the neighbours of v j are exactly the ports of R j . The arguments are the same as in the proof of Theorem 11. Hence the invariant holds. Moreover, the neighbours of v j do not change, when other nonterminal nodes v j with j = j or descendants thereof are rewritten. This comes from the boundary property, which make the neighbours of nonterminal nodes stationary. Hence, the move (q, R)ٛ ((q 1 , R 1 . . . , q k ) is simulated by the derivation step using the associate production, and by induction, the computation of A transforms one-to-one into a derivation of G. Thus we can conclude L(A) = L(G).
For the converse simulation there is again a one-to-one transformation from the instructions of an alternating finite graph automaton to the productions of a boundary graph grammar. The application conditions of the instructions are translated into the context describing function of the productions and yield a boundary graph grammar in normal form.
Theorem 17. For every alternating finite graph automaton A there is a boundary graph grammar G such that L(A) = L(G). Moreover, G is in normal form.
Proof. The boundary graph grammar G = (N, T , P , S) is constructed from A = (Q, T , , q 0 , F ) by a one-to-one transformation. The set of nonterminals N ⊆ Q × 2 T consists of pairs of states and sets of terminal node labels. It is constructed with the productions. The second components are the context describing function. Let S = (q 0 , ∅).
For every instruction (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) there is an associate production A → (D, C). First suppose that the instruction is not final.
where v j is a new nonterminal node with label q j for 1 j k. W includes the edges between the terminal nodes. For every node w ∈ V (W ) there is an edge {w, v j } if and only if the augmented label of w is of the form (a, X, t 1 , . . . , t k ) with t j = true. The embedding C consists of all pairs (b, w) with w ∈ V (W ) and b ∈ X for the augmented node label (a, X, t 1 , . . . , t k ) of w, and of the pairs (b, v j ) with b ∈ Y j and 1 j k. Finally, compute the labels of the nonterminal nodes. Let A = (q, Z) be the node label of v, where Z = LC( W ) ∪ ∪ j Y j . For 1 j k, v j has the node label A j = (q j , Y j ∪ {a ∈ T | (a, X, t 1 , . . . , t k ) is an augmented label of some w and t j = true}). Moreover, if k = 1, q 1 ∈ F , Y = ∅, and every augmented label of a node w is of the form (a, X, false), then there is a further terminal production A → (D, C), where D = W, C = {(b, w) | b ∈ X for the augmented node label (a, X, false) of w} and A = (q, {b ∈ T | (a, X, false) is an augmented label of some w and b ∈ X}).
By construction G is a boundary graph grammar in normal form. It remains to prove that L(A) = L(G). This follows directly from the fact, that every accepting computation of A on an input graph H is one-to-one translated into a derivation S ⇒ * H of G such that the computation tree and the derivation tree match. This matching is as follows: For every configuration (q, R) of the accepting computation tree of H there is a nonterminal node v in some graph of the derivation S ⇒ * H such that (i) the ports of R are the neighbours of v and (ii) there is a derivation v ⇒ R in G, and conversely. This claim is formally proved by induction. The arguments are the same as in the proof of Theorem 12. The coincidence of the ports and neighbours comes from the one-to-one correspondence between the instructions of A and the productions of G and the normal form of G. By induction it is readily seen that there is a derivation of R from v, and conversely, the subtree of the computation tree is accepting.
Combining these results we obtain the equivalence of boundary graph grammars and alternating graph automata, which directly goes through for apex.
Theorem 18. For graph languages L, L is generated by a boundary graph grammar G if and only if L is accepted by an alternating graph automaton A. Moreover, G is apex if and only if A is apex.
The equivalence between (linear) boundary graph grammars and (finite) alternating graph automata can be generalized to hold for directed and for edge labelled graphs and the corresponding e(d)NCE graph grammars, if the e(d)NCE graph grammars are static and do not change the direction of the edges and the edge labels by the embeddings. This is a severe restriction and removes the capability of dynamic edge relabellings [22] . Also, notice that our apex graph grammars deal with plain node labelled graphs and do not allow node and edge relabellings as in [18, 21] . This destroys the characterization of bounded degree languages by apex graph grammars from [18] , as the set of cycles with a-nodes and a single b-node shows, using arguments similar to the ones in [14] . The equivalence does not hold for the commonly used eNCE graph grammars [25] . We stress this point in Section 6.
Remark. In this setting it seems natural to consider pushdown graph automata. Pushdown graph automata can be designed along the lines of the construction of alternating graph automata, such that the computation trees are processed by a pushdown automaton using a stack and adapting the applicability conditions. This is doable, but pushdown graph automata are less abstract than alternating graph automata. Their instructions are no more atomic, which violates the common concept of automata [27, 28] . They need a subroutine to read and write sets of nodes of the input graph H on the stack. This comes from the applicability conditions. If R is the current remainder in a computation, then the applicability conditions of an instruction of a finite or alternating graph automaton control all bridges between H −R and R. Graph pushdown automata operate sequentially and must save the information on the applicability. They must store the ports explicitly. A symbolic representation by the node labels does not suffice, since nodes with the same label occur at different stages. Computations on the transitive binary trees from Fig. 7 may serve an example. Consider an instruction (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) of an alternating graph automaton. Define an environment as a set of nodes of a given input graph H. An associate instruction of a pushdown graph automaton is of the form (q, W , U) → (q , U 1 , . . . , U k ), where q, q are states, W is a k-augmented graph, and U, U 1 , . . . , U k are environments with
for the augmented node label (a, X, t 1 , . . . , t k ) of u}. Now the subroutine for the read and write operations on the stack must be able to copy the nodes from U and from V (W ) to construct the environments. Environments U can be linear in the size of the input graph, such that single moves of an alternating graph automaton with the implicit assumptions would take linear time on a pushdown graph automaton.
Automata theoretic properties
In this section we transfer some common concepts from finite automata to finite graph automata, such as reduction, pumping, determinism, and minimization. This provides another and more direct view to some decision problems with some improvements on the complexity.
First we consider reduced automata. They are useful, because they may have fewer states. And there is an immediate answer to the emptiness problem. The language L(A) of a finite graph automaton A is nonempty if and only if there is an accessible accepting state if and only if the reduced equivalent has a non empty set of states. Graph grammars can be reduced in the same way as context-free string grammars [49, 50] , however, the reduction procedure for graph automata is different.
Definition 19.
A state q of a (finite or alternating) graph automaton A = (Q, T , , q 0 , F ) is accessible if there is a graph H and a computation on H with (q 0 , H )ٛ * (q, R) for some remainder R. q is useful if there is an accepting computation (q 0 , H )ٛ * (q, R)ٛ * (q , ∅) with q at an intermediate stage. A graph automaton is reduced if every state is useful.
For the removal of an inaccessible state it is insufficient to consider just the state transitions of the instructions, as in standard finite automata or in graph grammars. Additionally, the applicability must be checked. This built-in feature of finite graph automata can be integrated into the solution of the accessibility problem. First we consider finite graph automata and then discuss the extension to alternating finite graph automata.
Theorem 20. For every finite graph automaton A there is a reduced finite graph automaton A with L(A) = L(A ). A can be computed nondeterministically in logarithmic space (in the size of A).
Proof. Let A = (Q, T , , q 0 , F ) and consider an input graph H. Consider the applicability conditions. An instruction i : (q, W , Y ) → q is applicable to some configuration K = (q, R), if the labels of the ports are uniquely determined by the augmented node labels of W and Y. (q, R)ٛ(q , R ) is a computation step, if pre(i) = context(H, R) and post(i) = context(H, R ). At the start of an accepting computation pre(i) = ∅ holds for the first instruction and post(i) = ∅ holds at the end. For a state q let pre(q) = {pre(i) | i : (q, W , Y ) → q is an instruction}.
As an appropriate data structure construct a directed graph with nodes (q, Z) and directed edges (q, Z) → (q , Z ), if there is an instruction i : (q, W , Y ) → q with Z = pre(i) and Z = post(i). Then a state q is accessible if and only if there is a directed path from (q 0 , ∅) to (q, Z) for some Z in pre(q). The only if-direction is obvious. For the if-direction construct an input graph H from the path. Consider an arc (q, Z) → (q , Z ) induced by an instruction i : (q, W , Y ) → q . Then add W to the input graph constructed so far and add edges between ports and W as described by LC( W ), such that for every b-port there is an edge to some node w in W if and only if b ∈ X for the augmented node label (a, X, t) of w. The b-ports with b ∈ Y are kept. Then a state q is useful if and only if (q, Z) is reachable from (q 0 , ∅) for some Z ∈ pre(q) and (q, Z) reaches (q f , ∅) with q f ∈ F . The reduced finite graph automaton A is obtained from A by removing all useless states and their instructions. Clearly, L(A) = L(A ).
The accessibility and usefulness tests must find a path in a directed graph with m nodes, where m is the number of instructions of the automaton. This is the common graph accessibility problem (GAP) and is NL-complete, where NL is the class of nondeterministic logarithmic space computations [41] .
From the aforesaid we directly obtain the best possible solution of the emptiness problem of finite graph automata or linear NCE graph grammars. It is not harder than the emptiness problem of finite state automata on strings or of linear graph grammars, where it was known before [49] , but has not been stated explicitly. See also the remark given below.
Corollary 21.
The emptiness problem for finite graph automata is NL-complete.
Next, we consider pumping or iteration properties of finite graph automata. The existence of pumping is obvious. If a reduced finite graph automaton repeats a situation (q, pre(i)) on an input graph H, then it can repeat the inbetween subcomputation arbitrarily. Computations of length at least | | must have a repetition, which can be checked in nondeterministic logarithmic space.
We do not attempt to analyse this in depth and to develop a formal description of a pumping lemma for finite graph automata. It would come as a specialization of the H (n) B, -construct from [29] , where a general pumping lemma has been elaborated.
For completeness we state the best possible complexity bound for the finiteness problem of linear graph languages; the NL-hardness is due to the fact that the emptiness and the finiteness problems of finite string automata are NL-hard. Alternatively, one may use linear (graph) grammars for this result and the equivalence proved in Section 3.
Corollary 22.
The finiteness problem of finite graph automata is NL-complete.
In a direct and well established way these results generalize to alternating graph automata. The concepts and their complexity parallels those for context-free string grammars or pushdown automata, and increases the complexity from nondeterministic logarithmic space to polynomial time.
Let A be an alternating finite graph automaton. A state q of A is accessible, if there is a configuration (q, R) in a computation tree on an input graph H. This is solved as above by a path finding procedure. Consider useless states. If an instruction (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ) is applied in some computation, then the computation can be completed, if every subcomputation can be completed. This is the well-known generalization of graph accessibility (GAP) to alternating graph accessibility (AGAP) or the circuit value problem, and is P-complete [41] . Using these tests we remove all inaccessible and all useless states of A and the instructions using such states. The resulting automaton is reduced and equivalent, which is shown as for finite string automata.
Theorem 23. For every alternating finite graph automaton A there is a reduced alternating finite graph automaton A with L(A) = L(A ). A can be computed in polynomial time (in the size of A).
Corollary 24. The emptiness and the finiteness problems of alternating finite graph automata are P-complete.
Remark. The complexity bounds should be seen in relation to the complexity of these problems for edge labelled graphs and eNCE graph grammars. eNCE graph grammars use terminal and nonterminal edge labels; the latter may turn into "blocking" edges. The elimination of blocking edges is very costly, and raises the complexity by an exponential, as shown in [49, 50] . The above results are the nonblocking cases, with the same complexity bounds for grammars and automata.
We now turn to determinism. A finite graph automaton is deterministic, if there is at most one instruction (q, W , Y ) → q for every triple (q, W , Y ). Hence there is no choice of a next state. Note that this determinism is different from the determinism of graph grammars in [37, 49, 51] .
Since the pre-and post-conditions are determined by the instruction, the usual power set (or subset) construction for finite automata can be applied and yields a determinism of the state transitions. The formal construction and proof can be adopted directly from finite automata [28] .
Theorem 25. For every graph automaton A there exists a deterministic graph automaton A such that L(A) = L(A ).
Although a deterministic graph automaton has no choice of the next state, it is not fully deterministic. And there is evidence that finite graph automata need nondeterminism for their computations. Finite graph automata operate in linear time in the size of the input graph, and a simulation of a move takes at most linear time for the consistency checks. However, finite graph automata recognize graphs which represent NP-complete problems. If graph automata were fully deterministic, this would imply P = NP.
As an example consider a generalization of 3-PARTITION [26] . This example has been used to establish NP-hard membership problems for restricted graph grammars in [1] . An instance of 3-PARTITION consists of an integer B and a set of 3m integers A = {a 1 , . . . , a 3m | B/4 < a i < B/2 for 1 i 3m} and such that A partitions into m triples a i 1 , a i 2 , a i 3 with B = a i 1 + a i 2 + a i 3 for 1 i m. 3-PARTITION is NP-complete in the strong sense. As a generalization consider graphs consisting of 3m a-chains and m b-chains, such that the size of three a-chains equals the size of one b-chain. If all b-chains have the same size B, and the sizes of the a-chains range between B/4 and B/2, then we have an instance of 3-PARTITION.
Graph automata can easily recognize such graphs comparing three a-chains and one b-chain repeatedly. A graph automaton is described in Example 26. The graph automaton must make the proper guesses, which triple of a-chains fits to a b-chain. Initially, it reads an a-node and a b-node using W 1 . The augmented graph W 2 attaches an a-node and a b-node to the current a-and b-chains, respectively. W 3 cuts the a-chain, and W 4 simultaneously cuts the a-and b-chains, and the computation repeats in state q 1 . The states q 1 , q 2 and q 3 serve as a counter modulo three.
Example 26. The finite graph automaton A has the states q 0 , . . . , q 4 , with the final state q 4 , and the instructions (q 0 , W 1 , ∅) → q 1 , (q 1 , W 2 , ∅) → q 1 , (q 1 , W 3 , ∅) → q 2 , (q 2 , W 2 , ∅) → q 2 , (q 2 , W 3 , ∅) → q 3 , (q 3 , W 2 , ∅) → q 3 , (q 3 , W 4 , ∅) → q 1 , and (q 3 , W 4 , ∅) → q 4 , where the augmented graphs are shown in Fig. 9 .
Finally, we turn to minimization. The Myhill-Nerode theorem states that every finite (string) automaton has an equivalent unique minimal deterministic finite automaton, and the minimal automaton is effectively computable. A parallel result cannot be obtained for finite graph automata. To the contrary, the equivalence problem is undecidable for graph automata, since every linear context-free string language can be recognized by a finite graph automata using the representation of strings by labelled chain graphs, and the equivalence problem is undecidable for linear context-free languages [28] . This idea has been used in [31] .
Connectivity and edge labels
In the preliminary version [6] we had imposed the connectivity of the graphs. This is not necessary, and it can be integrated into graph automata. The connectivity of boundary graph languages has been studied in detail in [47] and in a more general framework using monadic second order logic MSOL [11, 12] . Graph automata can directly deal with connectivity, which is simpler than using graph grammars, as a comparison with the construction in Theorem 5.2 in [47] shows. Proof. If the subgraph H − R of a connected input graph H consists of several connected components, then these components must be connected by paths in the remainder R. This must be controlled by A and is recorded by a set of connectivity pairs, which are pairs of labels of ports of R at the beginning and the end of the connecting paths. The invariant is the connectivity of H −R, if for every connectivity pair (a, b) there are additional paths between the a-ports and b-ports. Moreover, if A is an alternating automaton, it must be guaranteed, that the subgraphs processed in the independent subtasks are connected to H − R. These connections are encoded into the applicability conditions of the instructions, where they can be checked.
The graph automaton A = (Q , T , , q 0 , F ) is an extended version of A = (Q, T , , q 0 , F ). Its states are pairs (q, Z), where q is a state of A and Z is a set of connectivity pairs (b, c) with b, c ∈ T . For a connectivity pair (b, c) the order is not important, and b = c is possible. Z is empty at the start and at acceptance. A simulates A on the states from Q and simultaneously keeps track of the set of connectivity pairs.
Consider an instruction ((q, Z), W , Y 1 , . . . , Y k ) → ((q 1 , Z 1 ), . . . , (q k , Z k )) of A . If q i is non-final, then the subgraph processed by the ith subtask is connected to H − R + W , if Y i = ∅ or there is a node in W whose augmented node label has t i = true. This condition must hold.
Suppose that the scanned subgraph W consists of several connected components W 1 , . . . , W r . A component W i is connected to H − R if there is a node in W i with X = ∅ for the augmented label (a, X, t 1 , . . . , t k ). Otherwise, W i induces a new connectivity pair. There are nodes of W i whose augmented node labels have t j = true for some j. Then choose a node label b and insert the connectivity pair (a, b) into Z j . The node label b is in Y j or is the label of a node in another component W i whose augmented label has t j = true. In the latter case, it must be guaranteed that W i is connected to H − R. In total, if every connection pair (b, c) expresses a connection between all b-and c-ports in the respective components, then W is connected and is connected to H − R. This property is checked at every instruction of A .
Moreover, every connectivity pair (b, c) of Z must be treated. (b, c) is deleted, if there is are nodes in a component W i with b and c in the X-components of the augmented node labels. Otherwise, (b, c) is transferred to some Z j , with a possible relabelling of b and c.
is relabelled to (b , c) which is then inserted into Z j if c ∈ Y j and there is a node in W with an augmented node label (b , X, t 1 , . . . , t k ) with b ∈ X and t j = true. (b, c) is relabelled to (b , c ) which is then inserted into Z j if there are nodes in distinct components of W whose augmented nodes labels are (b , X, t 1 , . . . , t k ) with b ∈ X and t j = true and (c , X , t 1 , . . . , t k ) with c ∈ X and t j = true. One of these options suffices.
It remains to show that the connectivity invariant is preserved. If H − R together with the connection of all (b, c) ports in Z is connected, then H −R +W together with the connection of all (b, c) ports in all Z j is connected. By inspection this holds for every connected component W i of the scanned graph W. If two components of H − R are connected via the connectivity pair (b, c), then these components are connected to nodes in a connected component W i , or there is a new connectivity pair (b, c ) or (b , c ) in Z j for some j, which establishes the connectivity.
A starts in (q 0 , ∅) and accepts in a state (q, ∅) with a final state q ∈ F . Hence, every graph H ∈ L(A ) is connected. Clearly, L(A ) ⊆ L(A), since A simulates A. If a graph H ∈ L(A) is connected and the subgraph H − R processed at an intermediate stage has several components, then these components are connected in the remainder R by a path starting from a b-port in one component and ending at a c-port in the other component. Hence, there is a path connection the components, and the labels of the first and last nodes are a connection pair (b, c) in Z.
The construction of A from A must check paths through the instructions which is doable in nondeterministic logarithmic space.
Clearly, we can consider other graph theoretic properties that are of interest for graph automata and their languages. However, this has been studied using graph grammars and monadic second order logic [11] . By the equivalence of graph grammars and graph automata we cannot obtain new results. However, graph automata may help to simplify and improve known results.
The membership problem is feasible on connected languages of bounded degree, whereas it remains NP-hard, if one of these properties is missing [5] . Connected linear graph languages of bounded degree are recognizable in nondeterministic logarithmic space [19] , and connected boundary graph languages of bounded degree are in LOG(CFL) [20] , the class of languages log-space reducible to the context-free languages or accepted by alternating Turing machines with logarithmic space and polynomial size computation trees [48] . These results are directly re-established using graph automata, and there is room for an improvement. This comes from the particular use of nondeterminism and of path problems in undirected graphs, which belong to the complexity class SL of symmetric logarithmic space [38] , which is a subclass of the class NL of nondeterministic logarithmic space, see chapter 16.4 in [41] . In more detail, consider the recognition algorithms of Engelfriet and Leih [19, 20] on connected linear (boundary) graph languages of bounded degree via graph automata. Let H be an input graph of size n. If the graph language has bounded degree, then the set of bridges is bounded by a constant, and the bridges can be stored explicitly using logarithmic space (for the numbers of the endnodes). Moreover, if H is connected, then the set of bridges characterizes the remainder. Hence, O(log n) space suffices to record a configuration (q, R).
Consider the simulation of a move of a graph automaton by an instruction (q, W , Y 1 , . . . , Y k ) → (q 1 , . . . , q k ), where k = 1 for finite graph automata. The nodes of the subgraph that are read in this move are connected to the right endpoints of the bridges without crossing bridges. These nodes are guessed and checked by solving a path problem on H using logarithmic space. A node v of H can be taken as the node of the graph underlying W , if there is an undirected path from a right endpoint of a bridge to v without using bridges.
The consistency constraints can be checked directly using the stored bridges, and the set of bridges is updated as described by Lemma 2. For alternating graph automata the set of bridges must be partitioned such that the resulting components are not connected. The partition is guessed. It is feasible if the consistency constraints hold, and if nodes from different groups are not connected. The feasibility is a test of the absense of paths. Additionally, a connectivity check can be integrated into the graph automaton or its implementation, which again is a path problem in undirected graphs.
Hence, an implementation of a graph automaton uses logarithmic space and may use nondeterminism at three places: (1) choose the next input subgraph, (2) choose the partition into connected components, and (3) solve undirected path problems. It is not clear whether the full computational power of machines in the classes NL and LOG(CFL) is needed for these tasks. The tests for connectivity and the path problems are on undirected graphs and can be solved in symmetric logarithmic space [38] , which is a subclass of the class of nondeterministic logarithmic space, see chapter 16.4 in [41] . The exact complexity of the membership problem of linear (boundary) graph languages is not yet known.
Finally, we demonstrate the limits of graph automata. NCE graph grammars operate on node labelled graphs. This causes some deficits, which restricts their usability and carries over to graph automata. Only the node labels can be used for storing information, which is then used by the embedding mechanism and serves for local distinctions. This is often too weak and can be used to fool grammars and automata. It is known that NCE graph grammars are incapable to generate some elementary graph languages as the set of cycles [14] or the edge-complements of chain graphs [22] , if there is only a single node (and a single or no edge) label. This deficit can be overcome by the extension to node-and edge labelled graphs and eNCE graph grammars, which in various respect are "nicer" than NCE graph grammars, see [12, 13, 25] . eNCE has a dynamic edge relabelling, and this increases the computational power [22] .
A graph automaton operates on the final graph. It records information in the states and in the instructions. This is static. There are no means for a dynamic manipulation of the labels that are attached to the nodes and edges of the input graph. This deficit is not overcome by an extension to node and edge labels. Recall the basic definition of finite graph automata from Definition 8. To deal with edge labels we extend the augmented node labels to the form (a, X, t), where a is a node label, X consists of a set of pairs of node and edge labels for the ports and the exiting bridges, and t is a set of edge labels indicating that there are -edges from the ports to the remainder beyond the currently visited subgraph. However, if the final graph has only a single node label, the extension by edge labels is vacuous. Hence, the extension towards a dynamic edge relabelling fails. Graph automata cannot accept the set of cycles with single node and edge labels, where the arguments from [14] apply.
Summary
Our main results show that graph automata and NCE graph grammars correspond to each other on node labelled graphs. Evidence is given that a similar result fails for pushdown automata and for graph grammars with a dynamic edge relabelling and even with node relabellings. Similarly, there are no signs for more powerful graph automata which are equivalent to confluent and arbitrary NCE graph grammars. These difficulties may indicate why the theory of graph languages has been developed using grammars and not automata.
Graph automata are special programs for graph search strategies. It deserves further investigations, how such strategies operate, how they can be described, and how they influence the number of searchers.
