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Abstract—This paper proposes an efficient approach for
tuning L1feedback filter of adaptive controller for multi-
input multi-output (MIMO) systems. The feedback filter
provides performance that trades off fast closed loop dy-
namics, robustness margin, and control signal range. Thus
appropriate tuning of the filter’s parameters is crucial to
achieve optimal performance. For MIMO systems, the pa-
rameters tuning is challenging and requires a multi-objective
performance indices to avoid instability. This paper proposes
a fuzzy-based L1feedback filter design tuned with multi-
objective particle swarm optimization (MOPSO) to remove
these bottlenecks. MOPSO guarantees the appropriate se-
lection of the fuzzy membership functions. The proposed
approach is validated using twin rotor MIMO system and
simulation results demonstrate the efficacy of here proposed
while preserving the system stabilizability.
Index Terms—Fuzzy logic control, multi-objective particle
swarm optimization, L1Adaptive control, fuzzy-L1 adaptive
controller, Filter tuning, Fuzzy membership function tuning,
pareto front, twin rotor MIMO system, Fuzzy membership
function optimization, Robustness, Adaptation, MO-PSO.
I. INTRODUCTION
RECENTLY, L1 adaptive controller has beenproposed to handle both single-input single-output
(SISO) and multi-input multi-output (MIMO) nonlinear
systems with uncertain parameters, unmodeled
dynamics and/or unmeasurable external disturbances.
L1 adaptive controller provides fast adaptation and
robustness to complete unknown dynamics. It was
initially introduced for SISO system with unknown
uncertainties [1] and since then, it has been developed
successfully for linear SISO systems with time
varying uncertainties [2], nonlinear SISO systems
with uncertainty [3], [4], nonlinear MIMO systems
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with unmatched uncertainties [5], and for many
other systems [6]. In addition to the aforementioned
applications, L1 adaptive controller has also been used
extensively in aerospace applications [7], [8]. It has
three fundamental components namely the predictor,
projection operators, and a low pass filter [6]. The low
pass filter functions to mitigate the effect of both the
system uncertainties and the frequency range of the
control signal. Thus a careful design of this filter is
crucial since it ensures both the fast adaptation and
boundedness of transient and steady state performance.
The selection of the feedback filter coefficients
has been long debated due to the trade-off between fast
closed loop dynamics and robustness margin [6], [9],
[10]. The optimal selection of the filter parameters for
different structures have been studied extensively in [6].
Several heuristics have been proposed in the literature
to estimate optimal filter coefficient. The list includes
but not limited to using convex optimization with linear
matrix inequalities (LMI) [11], [6], MATLAB solver for
multi-objective optimization [12], and more recently a
greedy randomized algorithm [9].
It is remarked that the range and rate of the
error between reference signals and actual outputs
play an important role in the trade-off between fast
closed loop dynamics and robustness margin. Most of
the previous work that address filter design assumed
constant filter coefficients [6], [9], [10], [11], [12], [13]
and optimal filter parameters are selected offline. One
important inference from these work highlights the
tradeoff between filter bandwidth and the robustness
margin and to avoid deteriorating the robustness,
slower closed loop dynamics is imposed. However,
this imposition degrades the output performance of the
system [6]. This problem is more pronounced especially
in the case of trajectory tracking problems. One way
to overcome this limitation is to tune feedback filter
parameters online in order to into account the adverse
relationships between error values and the feedback
filter gains [14].
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Fuzzy logic controller (FLC) has been widely
used in control applications to design smooth control
signals for nonlinear systems. It has also been used to
tune controller parameters for enhancing closed loop
performance. For instance, FLC has been deployed for
optimal tuning of PID controllers [15], [16]. FLC achieves
optimality in many applications through proper choice
of membership functions, scaling factors of input
values, and rule-based [17]. Defining membership
functions, linguistic variables, and other parameters of
FLC using a trial and error approach is nontrivial and
time consuming. To circumvent this bottleneck, global
optimization tools such as Particle Swarm Optimization
(PSO) can be employed to find optimal solutions in the
search space with predefined constraints.
PSO [18] is a global search technique that has
been found efficient in many control applications
and other fields of study. It has been used to tune
membership functions variables [14], and find optimal
control parameters of adaptive fuzzy controller [19]. In
addition, the multi objectives version of PSO known as
Multi-Objective Particle Swarm Optimization (MOPSO)
was introduced to obtain best compromise solution
among many conflicting objectives [20]. In total,
heuristic techniques provide effective global search
solution for complex problems [14], [20], [21].
This paper considerably expands the scope of the
fuzzy-L1 adaptive controller for nonlinear SISO system
introduced in [22], [14]. In [14], PSO is responsible for
finding best parameters of the input-output membership
function based on a trade-off cost functions:
Obj =
tsim
∑
t=0
(
γ1e2 (t) + γ2u2 (t)
)
(1)
where e (t) = r (t)− y (t), e (t) and u (t) are the system
error and control signal respectively. γ1 and γ2 are
weights that can be selected arbitrarily. The single
objective function in (1) is designed to handle SISO
systems which could result in loss of controllability
when directly applied to MIMO systems. A closer
scrutiny of (1) reveals that one objective could be
favored over the other because the implementation
results in linear weighting of two objectives. By
consequence, the imposed weights and the final
solution confines the solution on the pareto front and
will not guarantee a best compromise solution. To
avoid this problem, a Multi-objective PSO (MOPSO)
is here proposed to optimize the parameters of input
and output membership functions of FLC-based L1
adaptive controller. Fuzzy logic is implemented to tune
the feedback filter gains according to the values of
the error and its rate. A compromise solution can be
obtained between control signal and error regardless
of the difference in their range. The best compromise
solution will be obtained through the Pareto-optimal
front which is regarded to be a more feasible solution
[20]. It is remarked that during preliminary experiment
for small initial error and in accordance with robustness
margin reduction, traditional L1 adaptive controller
became unstable. This observation reinforces one of
the limitations of traditional L1 adaptive controller.
For this reason, we could not benchmark the proposed
enhancement with traditional L1 adaptive controller in
the result discussion section. In the future, the problem
can be extended to regulate the output consensus of
heterogeneous uncertain nonlinear multi-agent systems
for example ([23], [24], [25]), using tuned L1 adaptive
controller.
The problem addressed here is two-fold: (i) fuzzy-
L1 adaptive controller is developed for nonlinear MIMO
systems, (ii) multi-objective optimization is adapted to
find the optimal parameters of the tuned filter. This
paper is organized as follows. Section II presents a
brief overview of L1 adaptive controller for unmatched
nonlinear systems. Section III details the idea of fuzzy
filter design and the structure of the proposed control.
Section IV formulates the optimization problem and
presents multi-objective particle swarm optimization for
FLC design. Illustrative examples are used to validate
the robustness of the proposed approach in section V.
Concluding remarks are highlighted in section VI.
II. GENERAL OVERVIEW OF L1 ADAPTIVE CONTROLLER
For convenience, this section gives a brief review
of L1 adaptive control design. Consider the following
nonlinear system dynamics
x˙ (t) =Amx (t) + Bmωu (t) + f (x (t) , z (t) , t) , x (0) = x0
x˙z (t) =g(x (t) , xz (t) , t), xz (0) = xz0
z (t) =g0 (xz (t) , t)
y (t) =Cx (t)
(2)
where x (t) ∈ Rn is the system measured state vector,
u (t) ∈ Rm is the control input vector, y (t) ∈ Rm is the
system output vector, Bm ∈ Rn×m is the desired input
state matrix which is assumed to be known and constant
with full column rank; the pair (Am, Bm) is controllable
and C ∈ Rm×n is known output state matrix and
constant with full row rank and (Am, Cm) is observable.
Am ∈ Rn×n, known as Hurwitz matrix, includes
the desired dynamics for the closed-loop system,
ω ∈ Rm×m is a gain matrix that signifies uncertain
system input; xz (t) is the state vector of unmodeled
internal dynamics and z (t) is the output of internal
dynamics. f : R×Rn ×Rp → Rn, g0 : Rl ×R → Rp
and g : R × Rl × Rn → Rl are unknown nonlinear
continuous functions.
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The system in (2) can be written as
x˙ (t) =Amx (t) + Bm (ωu (t) + f1 (x (t) , z (t) , t))
+ Bum ( f2 (x (t) , z (t) , t)) , x (0) = x0
x˙z =g (x (t) , xz (t) , t) , xz (0) = xz0
z (t) =g0 (xz (t) , t)
y (t) =Cx (t)
(3)
With reference to (3), highly nonlinear system with
strong coupling and unmatched nonlinearities is di-
vided into two parts. The first part f1 (·) includes the
matched unknown nonlinear components and the sec-
ond part f2 (·) contains unmatched unknown nonlin-
ear components. Bum ∈ Rn×(n−m) is a constant matrix
and should be selected such that Bm × Bum = 0 and
rank([Bm, Bum]) = n. Let X , [x>, z>], f1 (t, X) : R ×
Rn × Rp → Rm and f2 (t, X) : R × Rn × Rp → Rn−m
be unknown nonlinear functions that align with the
following assumptions [5], [6].
Assumption 1. The control input is partially known with
known sign and the system input gain matrix ω is assumed
to be nonsingular and unknown with strictly row-diagonally
dominant matrix form but with the signs of diagonal elements
known.
ω ∈ Ω ⊂ Rm×m
where Ω is assumed to be known convex compact set.
Assumption 2. Let B ∈ R+, f (0, t) be uniformly bounded
such that fi (0, t) ≤ B ∀ t ≥ 0
Assumption 3. Partial derivatives of the nonlinear functions
are continuous and uniformly bounded, where for any δ > 0,
there exist d fxi (δ) > 0 and d fti (δ) > 0 such that for arbitrary‖x‖∞ ≤ δ and any u, the partial derivatives of fi (t, X)) is
piecewise-continuous and bounded,∥∥∥∥∂ fi (t, X)∂x
∥∥∥∥ ≤ d fxi (δ) , ∥∥∥∥∂ fi (t, X)∂t
∥∥∥∥ ≤ d fti (δ) i = 1, 2
Assumption 4. The internal dynamics are BIBO stable with
respect to xz0 and x (t) and there exist Lz > 0 and Bz > 0
such that
‖zt‖L∞ ≤ Lz ‖x (t)‖L∞ + Bz∀t ≥ 0
Assumption 5. Transmission zeros of the transfer matrix are
stable where zeros of Hm (s) = C(sI − Am)−1Bm are located
in the open left half of the complex plane.
Considering the following notations:
Hxm (s) , (sIn − Am)−1 Bm,
Hxum (s) , (sIn − Am)−1 Bum,
Hm (s) , C (sIn − Am)−1 Bm,
Hum (s) , C (sIn − Am)−1 Bum,
D (s) is a strictly proper transfer matrix, K ∈ Rm×m with
ω ∈ Ω included in L1 adaptive controller and guarantees
stability of the strictly proper transfer function C (s) such
as:
C (s) , ωKD (s) (Im +ωKD (s))−1 (4)
D (s) should be selected such that C (s) H−1 (s) is a
proper stable transfer matrix and in this case, D (s) =
1/s · Im, which leads to
C (s) , ωK (sIm +ωK)−1 (5)
The structure of L1 adaptive controller can simply be
described as in Fig. 1 where the controller is divided
into state predictor, projection operators and feedback
filter. Although L1 adaptive controller allows decoupling
between adaptation and robustness margin through high
gain, the structure of L1 adaptive controller introduces
coupling between fast closed loop dynamics and robust-
ness margin.
State Predictor: The following state predictor is consid-
ered:
˙ˆx (t) =Am xˆ (t) + Bm
(
ωˆu (t) + θˆ1 ‖x (t)‖∞ + σˆ1
)
+ Bum
(
θˆ2 ‖x (t)‖∞ + σˆ2
)
, xˆ (0) = x (0)
yˆ (t) = cxˆ (t)
(6)
where xˆ ∈ Rn is the predicted state vector and yˆ ∈ Rm
is the predicted output vector. ωˆ ∈ Rm×m, θˆ1 (t) ∈ Rm,
θˆ2 (t) ∈ Rn−m, σˆ1 (t) ∈ Rm and σˆ2 (t) ∈ Rn−m are
all adaptive estimates and they are defined using the
following adaptation laws [6].
˙ˆω = ΓProj
(
ωˆ,−
(
x˜>PBm
)> (
u (t)>
))
, ωˆ (0) = ωˆ0
˙ˆθ1 = ΓProj
(
θˆ1,−
(
x˜>PBm
)> ‖x (t)‖∞) , θˆ1 (0) = θˆ10
˙ˆθ2 = ΓProj
(
θˆ2,−
(
x˜>PBum
)> ‖x (t)‖∞) , θˆ2 (0) = θˆ20
˙ˆσ1 = ΓProj
(
σˆ1,−
(
x˜>PBm
)>)
, σˆ1 (0) = σˆ10
˙ˆσ2 = ΓProj
(
σˆ1,−
(
x˜>PBm
)>)
, σˆ2 (0) = σˆ20
(7)
where x˜ , xˆ− x (t), Γ ∈ R+ is the adaptation gain, and P
is the solution of Lyapunov equation A>m P+ PAm = −Q
with P and Q are symmetric and positive definite
matrices. The projection operator ensures that ωˆ ∈ Ω,
||θˆi||∞ ∈ Θi, ||σˆi|| ≤ ∆i, where θbi and δbi are determined
numerically. Projection operators will be evaluated as
defined in [26].
Control Law: Control signal is calculated as follows
u (s) = −kD (s) ηˆ (s) (8)
where r (s) and ηˆ (s) are the Laplace transforms of r (t)
and ηˆ (t) = ωˆu (t) + ηˆ1 + ηˆ2 − Kgr (t) respectively. The
feedforward gain for zero steady state error is calculated
using Kg , −1(CA−1m Bm)−1; K > 0 is a feedback diago-
nal matrix gain and D (s) = 1s is a strictly proper transfer
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function. D (s) and K ensure strictly proper stable closed
loop system with ηˆ1 and ηˆ2 evaluated using
ηˆ1 , θˆ1 ‖x (t)‖∞ + σˆ1 (9)
ηˆ2 , θˆ2 ‖x (t)‖∞ + σˆ2 (10)
The DC gain is C (0) = Im. More details on L1 adaptive
controller for highly nonlinear unmatched system are
given in [5], [6]. The schema of L1 adaptive control is
depicted in Fig. 1.
III. OPTIMAL FUZZY-TUNING OF THE FEEDBACK FILTER
In this work, the main objectives are to design FLC to
tune the parameters of L1 adaptive feedback filter and
to produce a smooth output signal y (t) that tracks a
reference signal r (t) with the desired performance as
depicted in Fig. 2. The tuned filter enables the selection
of fast closed loop dynamics with proper robustness
margin. The appropriate parameters of the feedback
filter are determined online during the control process.
A. Structure of Fuzzy Logic Controller
The difference between the regulated output vector
y (t) and the reference input vector r (t) is the error
vector e (t). The infinity norm of error e (t) and rate of
error e˙ (t) are the two fuzzy inputs. Each of ‖e (t)‖∞
and ||e˙ (t) ||∞ are multiplied by weight gains kp and kd
respectively, where kp and kd are proportional and the
differential weights respectively. The selection of these
gains will be adjusted such that the input of FLC is
normalized between 0 and 1.
kp ≤ 1‖e‖∞
, kd ≤ 1‖e˙‖∞
(11)
The selection of the norms guarantees stable dynamics
of L1 adaptive controller with FLC feedback filter. The
output of FLC is the inverse of the feedback filter gain
Ki,i = 1/k f where i = 1, . . . , m. The feedback gain matrix
of L1 adaptive controller will be selected such as K = kIm
if ‖e (t)‖∞ is less than or equal ke where k is a constant.
ke is a constant value and will be defined based on prior
knowledge. The formulation of MOPSO will be covered
in details in Section 3. Fig. 2 gives the general schema
of the proposed control structure.
In L1 adaptive controller, fast closed loop dynamics
improve tracking capabilities but increase the control
signal range and reduce robustness margin. Fuzzy-
L1 adaptive controller is proposed to ensure fast closed
loop performance and to enhance the robustness margin.
The design of FLC considers two objective functions that
account for the control signal range and summation of
the tracking error. Reducing the control signal range
contradicts the reduction of error tracking. Therefore,
multi-objective optimization technique is necessary to
achieve an optimal compromise solution. In this sce-
nario, a set of trade-off solutions will be obtained. This
set is otherwise known as Pareto-optimal front [27]. The
input and output of FLC membership functions will be
optimized using MOPSO.
IV. MULTI-OBJECTIVE PARTICLE SWARM
OPTIMIZATION
Particle Swarm Optimization (PSO) is an evolutionary
heuristic that mimics the social behavior of bird swarm-
ing or fish schooling [18]. PSO initiates population of
particles randomly in space with each particle repre-
senting a potential solution. Each particle has a set of
parameters and moves randomly in a multi-dimensional
space in search of optimal solution. The velocity of each
particle in space has a significant role in targeting the
best candidate solution. In addition, velocity and posi-
tion adjustments for each particle rely on the experiences
gained from its own velocity, location and neighboring
particles’ locations. The velocity and position of each
particle are updated as follows:
vi,d (t) =α (t) vi,d (t− 1) + c1r1
(
p∗i,d (t− 1)− pi,d (t− 1)
)
+ c2r2
(
p∗∗i,d (t− 1)− pi,d (t− 1)
)
(12)
pi,d (t) = vi,d (t) + pi,d (t− 1) (13)
where Pi is the candidate solution with Pi (t) =
[pi,1 (t) , . . . , pi,M (t)] ∈ RM; M is the number of opti-
mized parameters, Vi is the velocity of candidates given
as Vi (t) = [vi,1 (t) , . . . , vi,M (t)] ∈ RM, i = 1, 2, . . . , N; N
is the population size, and P (t) = [P1 (t) , . . . , PN (t)] ∈
RN×M. It should also be noted that across all dimensions
the velocity should be bounded such that vi,d (t) ∈
[−vmaxi,d , vmaxi,d ], where the maximum velocity is defined
as in (14) [20].
vmaxi,d =
xmaxi,d − xmini,d
Nint
(14)
where Nint is the number of intervals and d = 1, 2, . . . , M;
p∗i and p
∗∗
i are local and global best solutions for each
particle respectively. Other parameter settings such as
c1 and c2 are personal and social behavior of parameters
and r1 and r2 are randomly set to values between 0 and
1 [18].
In MOPSO, non-dominated local best set S∗i with pre-
specified size stores a set of non-dominated solutions.
At the initial stage, non-dominated local set starts with
S∗i = Pi (0) after which non-dominated solutions will
be added to the set with predefined size. Clustering is
employed to reduce size of the non-dominated local set
to a predefined value. Average distance between two
pairs of clusters will be evaluated and the minimal dis-
tance will be combined into one cluster. Larger distances
are retained for search enhancement and for coverage
of more space. Non-dominated global set S∗∗i stores all
non-dominated solutions starting from Pi (0) up to last
iteration. Similarly, clustering algorithm is implemented
to reduce the non-dominated global set into a predefined
set size. The output of non-dominated global set cluster-
ing will constitute the Pareto optimal front. All historical
records of non-dominated solutions through the search
To cite this article: Hashim A. Hashim, Sami El-Ferik, Babajide O. Ayinde, and Mohamed A. Abido. ”Optimal Tuning of
Fuzzy Feedback filter for L1 Adaptive Controller Using Multi-Objective Particle Swarm Optimization for Uncertain
Nonlinear MIMO Systems.” arXiv preprint arXiv:1710.05423 (2017).
 
gk  
)(tr  )(tu  
)(ˆ tx  
)(tx  
1 Adaptive Control 
)(~ tx  
  
  
System 
Model 
Estimated 
System 
Adaptive estimates by 
projection operators   
Feedback 
Filter 
  
  
Fig. 1. General structure of L1 adaptive controller
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
)(tu  
)(ˆ tx  
)(tx  
Fuzzy- 1 Adaptive Control 
)(~ tx  
  
  
System 
Model 
Estimated 
System 
Adaptive estimates by 
projection operators   
  
  
Rule 
Base 
Feedback 
Filter 
Parameter 
Tuning 
MOPSO tuning ( )u t  
Output Membership 
Function 
( )e t  
Input 
Membership 
Function 
gk  
1( )r t  
( )mr t  
( )e t

 
( )e t

 
Fig. 2. Proposed fuzzy-L1 adaptive control structure with MOPSO Tuning.
process is stored in the external. The external set is
updated continuously through the dominance algorithm
[20] and then the clustering algorithm is subsequently
used to find the non-dominated solutions of the union
between external and global set.
Local best P∗i and global best P
∗∗
i respectively belong
to S∗i and S
∗∗
i . The complete multi-objective algorithm
can be found in [20] and the multi-objective optimization
problem can be formulated as follows
E (i) =
tsim
∑
t=0
[
e21 (t) + . . . + e
2
m (t)
]
U (i) = ‖u1 (t)‖∞ + . . . + ‖um (t)‖∞
min Obj(i, :) =
(
E (i) , U (i)
)
pmini,d ≤ pi,d (t) ≤ pmaxi,d
vmini,d ≤ vi,d (t) ≤ vmaxi,d
(15)
where Pi is the candidate solution that contains the
optimized parameters or variables of the membership
functions; e (t) = r (t)− y (t); e (t) and u (t) are system’s
error and control signal respectively. Parameters of input
and output membership functions are optimized to min-
imize the constrained objective function in (15). MOPSO
is formulated to search for the Pareto-optimal front and
a compromise solution will be selected from the set of
nondominated solutions.
The flow diagram of MOPSO algorithm is shown in Fig.
3. The algorithm is used with L1 adaptive controller for
uncertain MIMO nonlinear systems to find the optimal
parameters of fuzzy membership functions for a prede-
fined number of generations [20].
Remark 1. In the proposed approach filter properties such as
strictly proper and low pass characteristics with C (0) = 1
are preserved. In addition, the control input constitutes an
independent objective in the optimization that freely moves
within the sets. Controllability and stability of the Fuzzy-
based-L1 adaptive controller are preserved in line with sta-
bility analysis in [1].
V. RESULTS AND DISCUSSIONS
The performance in terms of tracking capability and
robustness of the proposed controller is evaluated using
a highly nonlinear unmatched system with strongly
coupled dynamics. Robustness of the controller was
examined by imposing uncertainties in the TRMS pa-
rameters. TRMS was chosen to evaluate the performance
of L1 adaptive control because it belongs to the class
of unmatched system with very aggressive model non-
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linearity and coupled dynamics. Also, the system is
nonlinear in terms of control input u.
A. Twin Rotor MIMO System Description
Twin Rotor has strong coupling between the main and
tail rotors and it emulates the helicopter dynamics in the
pitch and yaw angle dynamics [28], [29]. The laboratory
set up of TRMS is shown in Fig. 4.
The system is controlled by two control signals u1, u2
which are transferred into momentum torques τ1 and
τ2. The pitch angle ψ describes the motion of the main
propeller which is to be controlled vertically. The tail
rotor is controlled in the horizontal direction through the
yaw angle φ. Pivot beam with a weighted mass in TRMS
is installed for stabilization and to allow free motions.
The mathematical model of TRMS is described by six
states: vertical angle, yaw angle, pitch angular velocity,
yaw angular velocity, and two momentum torques. Two
Fig. 4. Laboratory set-up of TRMS.
potentiometers are fitted at the pivot in order to measure
φ and ψ. The full description of TRMS are detailed in
[28]. The model of TRMS is as given in [22], [29]:
x˙1 =x2
x˙2 =
a3
a1
x25 +
a5
a1
x5 − a7a1 sin(x1)−
a8
a1
x2 +
0.0362
a1
x24sin(2x1)
− a12
a1
(
a3x25 + a5x5
)
x4cos(x1)
x˙3 =x4
x˙4 =
a4
a2
x26 +
a6
a2
x6 − a10a2 x4 − 1.75(kc/a2)
(
a3x25 + a5x5
)
x˙5 =− a16a15 x5 +
a13
a15
u1
x˙6 =− a18a17 x5 +
a14
a17
u2
where the state vector [ψ, ψ˙, φ, φ˙, τ1, τ2]> are designated
as x = [x1, x2, x3, x4, x5, x6]>; the output vector y =
[ψ, φ]> as [x1, x3]> and input vector is u = [u1, u2]>. The
parameters of TRMS used for the experiments are listed
in Appendix A, Table III.
B. Fuzzy-L1 adaptive controller implementation:
The TRMS model in more general form can be ex-
pressed as:
x˙ (t) =Amx (t) + Bm(ωu (t) + f1(x (t) , z (t) , t))
+ Bum(ωu (t) + f2(x (t) , z (t) , t)), x (0) = x0
y (t) = Cx (t)
where
A =

0 1 0 0 0 0
0 − a8a1 0 0
a5
a1
0
0 0 0 1 0 0
0 0 0 − a10a2 −1.75
kc
a2
a5
a6
a2
0 0 0 0 − a16a15 0
0 0 0 0 0 − a18a17

,
Bm =

0 0
0 0
0 0
0 0
a13
a15
0
0 a14a17
 , Bum =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

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C =
[
1 0 0 0 0 0
0 0 1 0 0 0
]
and
f1(x (t) , t)) =
[
0 0 0 0 0 0
]>
f2(x (t) , t)) =

0
a3
a1
x25 − a7a1 sin(x1) +
0.0362
a1
x24sin(2x1)− a12a1
(
a3x25 + a5x5
)
x4cos(x1)
0
a4
a2
x26 − 1.75(kc/a2)
(
a3x25
)
0
0

Adaptive estimates are defined as θˆ1 (t) ∈ [−50, 50]12,
θˆ2 (t) ∈ [−50, 50]14, σˆ1 (t) ∈ [−15, 15]12, σˆ2 (t) ∈
[−15, 15]14, with 1n := [1, . . . , 1]> is a column-vector,
ωˆ11 (t) , ωˆ22 (t) ∈ [0.25, 5], Q = I6, Γ = 100000 and
desired poles are assigned to −20± 0.3i,−25± 0.5i and
−27 ± 0.5i and the steady state feedback gain K =
10
(
1 0
0 1
)
, with k = 10 and D (s) = K 1s . Fuzzy control
parameters kp, kd, and ke are given as 3.45 , 0.05,
and 0.09 respectively. The complete schematic of fuzzy-
L1 adaptive controller is shown in Fig. 5.
The relationship between error values and robust-
ness margin are portrayed in Fig. 6, where classical
L1 adaptive control was applied to highly nonlinear
TRMS. It can be observed that robustness margin was re-
duced to certain level due to the selection of L1 adaptive
control coefficients. Two scenarios are considered in
Fig. 6. In the first scenario, the nonlinear TRMS was
supposed to start from zero initial conditions with initial
error vector e (0) = [0, 0]> when the reference input
was r (t) = 0.45 sin(0.2t) for both angles. The outcome
of the first scenario is shown in Fig. 6(a) and it can
be observed that excellent tracking output performance
was achieved with small control signal range. In the
second scenario, the initial error vector was set to e (0) =
0.2875[1, 1]> and desired reference was defined to be
r (t) = 0.45 sin(0.2t + pi5 ) for both angles. In accordance
with robustness margin reduction, the system stability
became unstable as shown in Fig. 6(b). It is remarked
that the observations in Fig. 6, 6(a) and 6(b) reinforces
the limitations of traditional L1controller.
The aforementioned limitations are addressed by en-
forcing slower closed loop dynamics, which could also
deteriorate the tracking performance [9]. These conflict-
ing objectives are best handled using multiobjective op-
timization approach to achieve a compromise solution.
C. Membership Function Optimization
Input and output membership functions for fuzzy-
L1 adaptive controller are here designed to improve
robustness margin and reduce the control signal range
in comparison with traditional L1 adaptive controller.
Triangular membership functions are selected and the
constraint values of input and output membership func-
tions are parameterized by lower, center and upper val-
ues. Each error-range or error-rate membership functions
TABLE I
RULE BASE OF FLC.
∆e/e˙ L S VS Z
L VL VL L M
S VL L M S
VS L M S VS
Z M S VS Z
have four triangular linguistic variables covered by 8 op-
timized parameters. The output membership functions
include six triangular linguistic variables covered by 16
parameters. It must be noted that the optimized parame-
ters of membership functions are pi for i = 1, . . . , 32. The
rule base of the proposed FLC feedback filter is defined
in Table I with linguistic variables: VL for very large, L
for large, M for medium, S for small, VS for very small
and Z for zero.
The two input membership functions have linguistic
variables L, S, VS and Z and the output membership
functions have six linguistic variables VL, L, M, S, VS
and Z.
D. MOPSO results
Each particle in MOPSO has been designed to have 32
parameters. Parameters of pi, i = 1, . . . , 32 are optimized
to minimize E and U simultaneously. Initial settings of
MOPSO algorithm are listed in Table II with maximum
number of generations equal to 50. The system was
simulated for 23 seconds and the data was captured
every 0.01 seconds. The reference input was chosen to
be cos(0.5t) with zero initial conditions. After 50 gen-
erations, the optimal variables of the input and output
membership functions based on the best trade-off solu-
tion are illustrated in Fig. 7, 8 and 9. Fig. 10 shows the
locations of all fitness values including non-dominated
solutions in MOPSO search process. MOPSO was im-
plemented to generate a compromise solution through
error and control signal range minimization. A quick
observation from Fig. 10 reveals that reduction in control
signal range increases the error with performance dete-
rioration and vice versa. The pareto optimal front was
formed by clustering a set of non-dominated solutions
into best 50 solutions and most realistic compromise
solution obtained. The output performance of fuzzy-
L1 adaptive controller with optimized membership func-
tions is presented in Fig. 11. The behavior of the feedback
filter and the reduction in the error signal are depicted
in Fig. 12.
FLC with optimized parameters obtained from best
compromise solution is incorporated into L1 adaptive
controller to tune the parameters of the feedback filter.
In order to study the effect of fuzzy feedback filter with
To cite this article: Hashim A. Hashim, Sami El-Ferik, Babajide O. Ayinde, and Mohamed A. Abido. ”Optimal Tuning of
Fuzzy Feedback filter for L1 Adaptive Controller Using Multi-Objective Particle Swarm Optimization for Uncertain
Nonlinear MIMO Systems.” arXiv preprint arXiv:1710.05423 (2017).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
gk  
1( )r t  )(tu  
)(ˆ tx  
)(tx  
Fuzzy- 1 Adaptive Control 
Actual System 
Estimated System 
)(~ tx  
  
  
1
s
 
1 2ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )mt t u t t t       
 
FLC 
( )e t

 
( )e t

 
1 fK k  
pk  
dk  
ee k  
K k  
No Yes 
1
2 2ˆ ˆ( ) ( ) ( ) ( )m m ums H s H s s 
  
m mK 
 
( )mr t  
  
      1 2( ) ( ) ( ) , ( ) , ( )
( ) ( )
m m umx t A x t B u t f t x t B f t x t
y t Cx t
   

 
 
 
1 1
2 2
ˆˆˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) || ( ) || ( )
ˆ ˆ( ) || ( ) || ( )
ˆ ˆ( ) ( )
m m
um
x t A x t B t u t t x t t
B t x t t
y t Cx t
  
 


   
 

 
1 1 2 2
ˆ ˆˆ ˆ ˆ( ), ( ), ( ), ( ), ( )
Evaluate
t t t t t    
 
s
1
 
Fig. 5. The proposed fuzzy-L1 adaptive controller for nonlinear MIMO system.
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Fig. 6. L1 adaptive controller for nonlinear TRMS.
L1 adaptive controller, the performance of the proposed
control structure was examined for tracking capability,
control signal range and robustness to uncertainties us-
ing TRMS. Two-case experiments were conducted using
a composite reference signal which comprises of cosine
wave, step input and other smooth functions.
Case 1: the controller is implemented on a nonlinear
TRMS model without uncertainties and time variant
parameters.
Case 2: the controller is applied to a nonlinear TRMS
model with time variant and uncertain parameters.
For case 1, the output performance of the proposed
control signal is shown in Fig. 13. It can be observed
that both angles were able to track different reference
signals considered. The behavior of fuzzy feedback gain
filter was shown in Fig. 14 for the purpose of simulating
change in filter gain with respect to output response and
error signals. Fig. 14 presents the change in error signal
with respect to tracking performance of Fig. 13.
For case 2, time-varying parameters uncertainties
in TRMS were considered. The output performance
of fuzzy-L1 adaptive controller is shown in Fig. 15.
The proposed fuzzy-L1 adaptive controller was
applied on nonlinear TRMS with parameters
ai = ai(1 + 0.2sin(0.3t)) for i = 1, 3, . . . , 13 and
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TABLE II
PARAMETERS SETTING FOR MOPSO.
Parameter α c1 c2 Global Set Size (Pareto-Optimal Front) Local Set Size
Settings 0.99 2 2 50 10
Fig. 7. Optimized error membership function.
Fig. 8. Optimized error rate membership function.
Fig. 9. Optimized output membership function.
ai = ai(1 + 0.2cos(0.25t)) for i = 2, 4, . . . , 14. It is
revealed in this case that the proposed approach is
efficient and robust against parameter uncertainties
and unmodeled dynamics. Similarly, combinations
of different reference signals were considered for
both pitch and yaw angles. The output performance
shows that the proposed controller was able to track
the desired response. The closed-loop system was
also shown to be robust to presence of time-varying
uncertainties as revealed in Fig. 15. Fig. 16 shows the
gain of filter response of the proposed controller and
the corresponding change in errors.
It can be observed that the proposed controller guar-
antees smooth tracking performance and improves the
robustness margins. In the case of classical L1 adaptive
controller, the robustness margin was exceeded and the
system was into instability. The results validate the ef-
fectiveness and robustness of the fuzzy-L1 adaptive con-
troller compared to the traditional L1 adaptive controller.
The proposed approach is capable of tuning the feedback
filter gains for both SISO and MIMO systems and pro-
viding a fast closed loop dynamics while maintaining
the robustness margin and stability. The fast tracking
performance and less control signal range shown are
further reinforced by the results shown in Fig. 13 and
15.
VI. CONCLUSION
In this paper, fuzzy-L1 adaptive controller has been
proposed for nonlinear MIMO systems. Fuzzy controller
has been designed to tune the parameters of the feedback
filter gain of L1 adaptive controller. Multi-objective parti-
cle swarm optimization algorithm has been employed to
find optimal variables for input and output membership
functions based on best compromise solution between
two conflicting objectives. Feedback filter parameters of
the L1 adaptive controller were tuned by FLC in order
to improve the robustness margins. Highly nonlinear
MIMO system was used to show the efficacy of the
proposed approach. Results validate the effectiveness
and robustness of the proposed approach on nonlin-
ear system with time-varying uncertainties. The smooth
tuning of the feedback filter enhances the robustness
margin and reduces the control signal range. In addition,
fast closed loop dynamics has been attained with better
robustness performance.
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TABLE III
TWIN-ROTOR PARAMETERS.
variable Description Value
a1
(
kg.m2
)
Moment of inertia 6.8× 10−2
a2
(
kg.m2
)
Moment of inertia 2.0× 10−2
a3 Static parameter 0.0135
a4 Static parameter 0.0924
a5 Static parameter 0.02
a6 Static parameter 0.09
a7 (N.m) Gravity momentum 0.32
a8 (N.m.sec/rad) Friction momentum 6× 10−3
a9 (N.m.sec/rad) Friction momentum 1× 10−3
a10 (N.m.sec/rad) Friction momentum 0.1
a11 (N.m.sec/rad) Friction momentum 0.01
a12 (rad/sec) gyroscopic momentum 0.5
a13 rotor gain 1.1
a14 rotor gain 0.8
a15 Vertical rotor gain 1.1
a16 Vertical rotor gain 1
a17 Horizontal rotor gain 1
a18 Horizontal rotor gain 1
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