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Sur la concentration de
certaines fonctions additives⇤
R. de la Bretèche & G. Tenenbaum
Abstract. Improving on estimates of Erdős, Halász and Ruzsa, we provide new upper and
lower bounds for the concentration function of the limit law of certain additive arithmetic
functions under hypotheses involving only their average behaviour on the primes. In
particular we partially confirm a conjecture of Erdős and Kátai. The upper bound is
derived via a reappraisal of the method of Diamond and Rhoads, resting upon the theory
of functions with bounded mean oscillation.
Keywords: probabilistic number theory, Erdős-Wintner theorem, BMO functions, Berry–
Esseen inequality, arithmetic functions, additive functions, concentration functions, dis-
tribution of arithmetic functions.
1. Présentation des résultats
Le concept de fonction arithmétique additive est le pendant arithmétique de celui de
somme de variables aléatoires indépendantes en théorie des probabilités. L’étude de la
régularité de la répartition de tels objets est à ce titre une branche essentielle de la théorie
probabiliste des nombres.
La fonction de concentration
QF (h) := sup
z2R
{F (z + h) − F (z)} (h > 0)
d’une fonction de répartition F est classiquement une mesure e↵ective de sa régularité.
Dans le cas des fonctions arithmétiques, on considère usuellement le comportement




��{n 6 x : f(n) 6 z}��
obtenue en identifiant f : N⇤ ! R à une variable aléatoire sur l’espace
⌦x := {n : 1 6 n 6 x}
muni de la probabilité uniforme.
La meilleure majoration quantitative de la fonction QFx est due à Ruzsa [12]. Améliorant
des estimations d’Erdős [5] et Halász [9], il a montré que l’on a, uniformément lorsque f
décrit la classe des fonctions additives,
(1·1) R(x; f) := QFx(1) ⌧
1p
Wf (x)
où l’on a posé
Wf (x) := min
λ2R
�
λ2 + Uf (x,λ)
 
, Uf (x,λ) :=
X
p6x
min{1, (f(p) − λ log p)2}
p
·
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⇤ Nous prenons en compte ici certaines corrections ultérieures à la publication de cet article.
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Ici et dans la suite, la lettre p désigne exclusivement un nombre premier. Ce résultat fournit
l’ordre de grandeur correct à la fois pour f(n) = ⌦(n) :=
P
p⌫kn ⌫ et pour f(n) = c log n.
Ainsi, il découle de (1·1) que
R(x;⌦) ⌧ 1p
log2 x
, R(x; c log) ⌧ 1
c
⇣





(1·2) R(x;⌦) ⇠ 1p
2⇡ log2 x
, R(x; c log) ⇠ 1 − e−1/c
�
1 ⌧ c = o(x)
�
.
Ici et dans la suite, nous désignons par logk la k-ième itérée de la fonction logarithme.
La première relation (1·2) résulte d’estimations classiques de type Selberg–Delange —
voir par exemple [13], formule (III.4.70) — ; la seconde découle d’un calcul élémentaire
standard.
Cependant, la majoration (1·1) est généralement moins précise lorsque f(p) tend assez
vite vers 0. Ainsi, dans l’exemple historique
(1·3) f(n) := log{n/'(n)} (n > 1),
où ' désigne la fonction indicatrice d’Euler, on a
Wf/"(x) 6 Uf/"(x, 0) ⇣ log2(1/") (0 < " 6 1/2, x > x0(")),




(0 < " 6 1/2, x > x0(")),





Plus généralement, lorsque la fonction additive réelle f vérifie les hypothèses du

















la fonction f possède une fonction de répartition limite F , égale au produit de convolution
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L’inégalité de Kolmogorov–Rogozin (voir par exemple [13], th. III.2.8) implique donc






En majorant Wf/"(x) par Uf/"(x, 0), on peut alors vérifier facilement que la borne
supérieure de (1·1) est au mieux de l’ordre de celle de (1·5).
Dans ce travail, nous nous proposons d’améliorer significativement (1·5) pour une sous-







Il est à noter que cette condition implique la convergence des trois séries (1·4) et qu’elle
lui est en fait équivalente lorsque, par exemple, f > 0.
Dans l’esprit des résultats de la bibliographie précédemment cités, notre objectif
principal consiste ici à obtenir des bornes supérieures et inférieures pour QF (") qui sont
valables dans un cadre très général, et en particulier avec des conditions de régularité sur
la suite {f(p)}p2P aussi lâches que possible.
Lorsque, à l’inverse, l’on dispose d’informations précises sur la régularité de {f(p)}p2P,
on peut estimer directement la fonction caractéristique de la loi de F , comme dans l’article
d’Erdős et Kátai [7] relatif au cas f(p) := 1/(log p)c avec c > 1, ou employer une technique
élémentaire du type de celle d’Erdős dans [6] — pour le cas 0 < c < 2, voir aussi Babu
[1] et l’exercice 259, dû à Sa↵ari, de [13], résolu dans [14]. L’arbitre de ce travail a obtenu
par la seconde voie un résultat analogue lorsque 1 < c 6 2 qui sera sans doute publié
séparément.
Pour énoncer notre résultat principal, nous introduisons la notation







de sorte que limN!1 "f (N) = 0 sous la condition (1·6). De plus, pour tous w > 2,
p 2 P, nous désignons par {%j(p,w; f)}Jj=1 la suite croissante des nombres |f(p) − f(q)|
(q 6 w, q 2 P) et posons
δp(z; f) := %bzc(p, z2; f)/z (z > 2).
Notant zj := 22
j
(j > 0), nous définissons alors






(j > 1, z > 2)
et




σ⇤f (j, z) (z > 2).
Nous dirons qu’une fonction arithmétique additive f est admissible si elle vérifie (1·6), si
f(p) 6= 0 ) f(p) 6= f(q) (p, q 2 P, p 6= q),
et si µf (z) := "f (z)σf (z)2 est bornée. Dans ce cas, nous posons
λf := lim sup
z!1
µf (z)1/3.
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Il est à noter que le Théorème 1.1 infra pourrait, par la même technique, être étendu
au cas où le nombre des solutions de l’équation f(p) = f(q) avec p, q 2 P est contrôlé en
moyenne. Nous n’avons pas inclus une telle généralisation dans ce travail.
Nous obtenons l’énoncé suivant.
Théorème 1.1. Il existe une constante absolue K telle que, pour toute fonction
arithmétique additive réelle admissible f , on ait









À l’instar du travail novateur de Diamond et Rhoads [2] que nous généralisons ici, notre
méthode d’approche du Théorème 1.1 repose sur la théorie des fonctions à oscillation
moyenne bornée.(1)
L’amélioration de l’inégalité de Kolmogorov–Rogozin contenue dans le Théorème 1.1
fournit génériquement l’ordre de grandeur exact, ainsi que nous le déduirons de la
minoration suivante.
Théorème 1.2. Soit f une fonction arithmétique additive vérifiant (1·6). Alors la
fonction de répartition F de la loi limite de f vérifie











où N = N" est tel que "N = "f (N) < 12" lorsque " ! 0.
Remarque. Dans [7], Erdős et Kátai obtiennent une minoration de l’ordre de grandeur de
QF (") en fonction de la quantité
P
p>z f(p)
2/p. Ce résultat est de qualité équivalente à
celui du Théorème 1.2.
Le Théorème 1.2 s’applique facilement. Le résultat suivant correspond au cas de
décroissance rapide de la suite {f(p)}p2P, et recouvre donc le cas classique (1·3).
Corollaire 1.3. Soient c > 0 et f une fonction arithmétique additive réelle vérifiant
|f(p)| ⌧ 1/pc (p 2 P). Alors
QF (") >




(1·10) f(p) ⇣ 1/pc, |f(p) − f(q)| � min(|p − q|, p)/pc+1 (p, q 2 P),




où la constante implicite est indépendante de c.
Démonstration. Il est immédiat que la relation (1·6) est satisfaite. La minoration résulte
donc du Théorème 1.2 en choisissant "N ⌧ 1/Nc et donc N" = "−1/c+o(1).
Sous les hypothèses supplémentaires indiquées, on vérifie sans peine à l’aide de la
majoration classique de Brun–Titchmarsh (cf. par exemple [13], th. I.4.16)
(1·11) ⇡(x + y) − ⇡(x) ⌧ y
log x
(y > x1/2)
que δp(z; f) � (log z)/pc (z < p 6 z2), d’où
σf (z)2 ⌧ zc/(log z)2.
1. Souvent désignées par l’acronyme BMO (Bounded Mean Oscillation), voir [11].
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Comme "f (z) ⌧ 1/{zc log z}, il s’ensuit que f est admissible et λf = 0. La majoration
résulte donc du Théorème 1.1 via un calcul standard. ut
Corollaire 1.4. Soient c > 1 une constante assez grande et f une fonction additive telle
que f(p) ⇣ 1/(log p)c (p 2 P) et |f(p) − f(q)| � |p − q|/{p(log p)c+1} (p, q 2 P, q < p).
Alors
(1·12) QF (") ⇣ "1/c (" ! 0+).
Démonstration. Grâce à (1·11), on obtient
δp(z; f) � 1/{(p + z log p)(log z)c} (z < p 6 z4/3),
d’où, par un calcul facile,
σf (z)2 ⌧ (log z)c.
Comme "f (z) ⇣ 1/{c(log z)c}, on voit que f est admissible et que λf ⌧ c−1/3. En
















La majoration contenue dans (1·12) résulte donc de (1·9). La minoration résulte du choix
N" ⇣ exp("−1/c) dans le Théorème 1.2. ut




lorsque "f (z) ⌧ 1/zδ et min26p<q6z |f(p) − f(q)| > 1/zA où A et δ sont des constantes
arbitraires. La méthode de majoration du présent travail, très générale, semble mal
adaptée à ces hypothèses : elle ne fournit dans ce cas qu’une estimation du type
QF (") ⌧ {log(1/")}−c où c est une constante positive dépendant de A et δ.
(ii) Il est établi dans [7] que l’encadrement
"1/c ⌧ QF (") ⌧ "1/c(log2 1/")2 (0 < " 6 13 )
est valide lorsque f est la fonction fortement additive définie par f(p) := 1/(log p)c (c > 1).
Erdős et Kátai émettent l’hypothèse que la minoration fournit l’ordre de grandeur exact
pour tout c > 1. Notre Corollaire 1.4 confirme donc cette conjecture dans un cadre général
dès que c est assez grand.
Grâce à un emploi canonique de l’inégalité de Berry–Esseen, le Théorème 1.1 peut être
employé pour estimer la vitesse de convergence de la fonction de répartition Fx vers celle
de la loi limite F . Nous explicitons le résultat dans un cas particulier représentatif.
Corollaire 1.5. Soient c > 0 et f une fonction arithmétique additive réelle vérifiant
|f(p)| ⌧ 1/pc et
P
p⌫ |f(p⌫)|/p⌫ < 1. Lorsque x tend vers l’infini, on a
kF − Fxk1 := sup
z2R
|F (z) − Fx(z)| ⌧c QF (1/Tx) + 1/ log x,
où l’on a posé Tx := xc log3 x/(10 log2 x).
En particulier, sous les hypothèses (1·10), nous avons
(1·13) kF − Fxk1 ⌧c
log2 x
(log x) log3 x
(x > 16).
Le cas des fonctions n 7! log{'(n)/n} et n 7! log{σ(n)/n} où σ(n) désigne la somme
des diviseurs de n correspond à c = 1. L’estimation (1·13) cöıncide alors avec un résultat
d’Elliott — [3], théorème 5.6.
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2. Démonstrations
2·1. Valeurs moyennes de polynômes trigonométriques
Le résultat suivant est une extension facile d’un résultat de Gallagher [8] fournissant
une majoration de la norme quadratique d’un polynôme de Dirichlet et dont une inégalité
bien connue de Montgomery et Vaughan ([10], cor. 2) constitue une forme plus précise.
Nous notons e(x) := e2⇡ix (x 2 R).
Lemme 2.1. Soient N 2 N⇤, {λn}Nn=1 une suite finie de nombres réels distincts. Pour
1 6 n 6 N , 1 6 j < N , on note {%j(n)}N−1n=1 la suite constituée des nombres |λn − λm|
(1 6 m 6 N, m 6= n) réarrangée par ordre croissant, et l’on pose δn(r) := %r(n)/r




















où la constante implicite est absolue.













A(x)e(−tx) dx = S(−t) sin(⇡t/2T )
⇡t/2T
·













Posons alors Nk :=
P
|2Tλn−k|61 |an| (k 2 Z) et observons que |A(x)| 6 TNk lorsque
|x − k/2T | 6 1/4T . Il suit Z
R




Notons {λ⇤j : 1 6 j 6 Jk} la suite des λn comptés dans Nk, réordonnée par ordre croissant,
et posons bj := |an| si λ⇤j = λn, δ⇤j := T (λ⇤j+r − λ⇤j ) (1 6 j 6 Jk − r). Si Jk 6 r, nous
avons clairement N2k 6 r
P
|2Tλn−k|61 |an|
2. Dans le cas contraire, nous pouvons écrire,































En sommant sur k, nous obtenons bien l’inégalité annoncée. ut
2·2. Un résultat d’oscillation moyenne bornée
Étant donnés ↵ et β 2 R, 2 6 ↵ < β, nous posons
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Le lemme suivant montre que, sous des conditions peu restrictives concernant f , la
fonction S est à oscillation moyenne bornée. La démonstration simplifie et généralise
celle de Diamond et Rhoads [2].













où EI(S) désigne la valeur moyenne de S sur I := [a, b].
Démonstration. Nous pouvons supposer sans perte de généralité que ↵ et β sont entiers.
Plaçons-nous d’abord dans la circonstance où b− a 6 {σf (↵)/"f (↵)}2/3. Il existe v 2 I
















Considérons ensuite le cas b− a > {σf (β)/"f (β)}2/3. Nous scindons la somme S(t) aux













|Sj(t) − Y |2 dt (Y 2 R)
avec Y := 0.



























Cela implique bien (2·2).
Il reste à traiter le cas où {σf (↵)/"f (↵)}2/3 < b− a 6 {σf (β)/"f (β)}2/3. Il existe alors
un entier γ 2 [↵,β[ tel que









J(↵,β) 6 J(↵, γ) + J(γ, γ + 1) + J(γ + 1,β)
⌧ 1p
log ↵
+ µf (γ)1/3 +
1
γ + 1
+ µf (γ + 1)1/3.
Cela complète la démonstration puisque γ > ↵. ut
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2·3. Preuve du Théorème 1.1
Soit











la fonction caractéristique de F . Pour tous ↵, β tels que 2 6 ↵ < β, nous pouvons écrire
















De plus, nous avons classiquement (voir par exemple le lemme III.2.9 de [13])




Bien entendu, comme | bF (⌧)| 6 1, nous pouvons également élever l’intégrande à une
puissance positive quelconque n’excédant pas l’unité sans altérer la validité de cette
estimation.
Comme dans [2], nous faisons appel au résultat de [11] selon lequel il existe une constante
absolue b > 0 telle que, si B désigne un majorant quelconque du membre de gauche




ebS↵,β(⌧)/B d⌧ ⌧ eb|EI(S↵,β)|/B.
Soit M la constante implicite dans (2·2). Nous choisissons ↵ suffisamment grand pour que



















Il suit, pour c := min(1, b/B),
QF (") ⌧ "
Z 1/"
−1/"

















Cela implique le résultat annoncé en faisant tendre β vers l’infini et en observant que
c > min(1,K/λf ) pour le choix K := b/2M . ut






(8p 6 N) p⌫kn ) f(p⌫) = 0,
(8p > N) p | n ) p2 - n,
(8p > N) |f(p)| > 1 ) p - n
9>=
>; ·






























|f(n)| 6 "NCNx + o(x).
Il s’ensuit que











On obtient le résultat indiqué en spécialisant N = N" puisque N" ! 1 lorsque " ! 0.
2·5. Preuve du Corollaire 1.5
Désignons par bF et bFx les fonctions caractéristiques respectives de F et Fx. L’inégalité
de Berry–Esseen — voir par exemple Elliott [4], lemme 1.47 — s’écrit







| bF (⌧) − bFx(⌧)| d⌧|⌧ | (T > 0).
La Corollaire 1.5 est donc une conséquence immédiate du lemme suivant, dont la
démonstration est calquée sur celle du cas f(n) = log(n/'(n)) traité par Elliott [3].
Lemme 2.3. Dans les hypothèses du Corollaire 1.5, nous avons
bFx(⌧) = 1 + O(⌧) (⌧ 2 R), bF (⌧) − bFx(⌧) ⌧c 1/(log x)2 (|⌧ | 6 Tx).
Démonstration. La première estimation découle immédiatement de la majoration










Pour démontrer la seconde, nous introduisons la fonction multiplicative h := µ ⇤ ei⌧f ,
de sorte que h(p⌫) = ei⌧f(p
⌫) − ei⌧f(p⌫1) (p 2 P, ⌫ > 1) et




















où hti désigne la partie fractionnaire du nombre réel t. Pour tout # 2]0, 1[, il vient












Choisissons # := 5(log2 x)/ log x et posons Px := T
1/c

























6 2 log2 Px + O
�
#(log Px)P#x + 1
�
6 {2 + o(1)} log2 x.
En reportant dans (2·3), il suit
bF (⌧) − bFx(⌧) ⌧ x−#(log x)2+o(1) ⌧ 1/(log x)2. ut
Remerciements. Les auteurs expriment leurs chaleureux remerciements à l’arbitre pour
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251 pp.
Régis de la Bretèche
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