In three experiments we test the assumption that idioms have their own lexical entry, which is linked to its constituent lemmas (Cutting & Bock, 1997) . Speakers produced idioms or literal phrases (Experiment 1), completed idioms (Experiment 2), or switched between idiom completion and naming (Experiment 3). The results of Experiment 1 show that identity priming speeds up idiom production more effectively than literal phrase production, indicating a hybrid representation of idioms. In Experiment 2, we find effects of both phonological and semantic priming. Thus, elements of an idiom can not only be primed via their wordform, but also via the conceptual level. The results of Experiment 3 show that preparing the last word of an idiom primes naming of both phonologically and semantically related targets, indicating that literal word meanings become active during idiom production. The results are discussed within the framework of the hybrid model of idiom representation.
Introduction
In everyday conversations speakers rely heavily on preformatted utterances. They talk about the skeletons in their neighbourÕs closet, about the new position they are looking forward to, and they bet their shirt that their colleagueÕs new car cost an arm and a leg. Such utterances are not new creations of the speakers themselves. Instead, they are Fixed Expressions (FEs) that belong to the conventional repertoire of the native speaker of a language. Both meaning and form of these utterances are standardized, often allowing for only minimal variation.
Fixed Expressions are phrasal units, and they exist in many varieties (e.g., phrasal verbs, restricted collocations, idiomatic expressions, and sayings and proverbs). Idiomatic expressions or idioms are a particularly interesting variant of FEs, because their meaning is partly or completely non-compositional. That is, the relationship between the meanings of the words that make up the idiom and the idiom as a whole is at best indirect, if there is any relation at all. This is most obvious in idioms that are opaque, like, for example, kick the bucket. The literal meaning of this phrase does not suggest its figurative meaning to die. Still, native speakers of English know that last night Jim kicked the bucket means that Jim is dead. Of course, a literal reading is not excluded; in a context where there has been a discussion about people kicking buckets, the literal reading will be preferred.
Typically, idioms allow only few variations. Their words cannot generally be replaced or modified. For example, replacing road by path in hit the road yields a phrase that only has a literal interpretation and, at best, 0749-596X/$ -see front matter Ó 2005 Elsevier Inc. All rights reserved. doi: 10.1016/j.jml.2005.11.001 can be understood as a creative modification of the original idiom. The same holds for the insertion of a modifier as in they hit the icy road and for manipulations of the syntactic structure (the road was hit by them).
Still, idioms (or FEs in general) have hardly been addressed in standard accounts of language production, despite the fact that, from an empirical point of view, they are anything but exceptions. Jackendoff (1995) suggests that the number of FEs that speakers know (including names, titles, poems, and the like) and the number of single words in their vocabulary are at least of the same order of magnitude. He also argues that given their linguistic properties, the natural place to store FEs is the mental lexicon. This implies that estimates of the size of the (passive) mental lexicon (about 60,000 words; Miller, 1991) may have to be doubled. Even if only a portion of the FEs is actually part of the average speakerÕs active lexicon, clearly they are far from special: speakers use them quite frequently, which makes them an inherent feature of ''native-like'' language use (Pawley & Syder, 1983) .
Incorporating idioms into the mental lexicon requires a theory of how they are stored, accessed, and processed. Much work has been done about the comprehension of idioms, but only few studies have been devoted to their production.
Both the non-literalness and the syntactic constraints of idioms show that we are dealing with special units of linguistic processing. Unlike literal phrases, idioms are not constructed on-line during speaking, suggesting that they must be retrieved from long-term memory. Their mental representation must comprise at least the set of words, their syntactic idiosyncrasies, and their figurative interpretation. The present study has been designed to further develop our understanding of how idioms are stored and produced.
After discussing the literature on idiom comprehension and production, we will present the findings from three experiments that explore the production of Dutch idiomatic expressions. We focus on the mental representation of idioms in the speakerÕs lexicon and the relationship between the idiom as a whole and the words it contains. We will argue that despite their special linguistic features, idioms are not exceptional from the point of view of the speaker and that they can be incorporated into standard models of language production.
Idiom comprehension
Psycholinguistic studies of idiom comprehension have addressed the questions of how idiomatic expressions are identified as such, how listeners derive the meaning of an idiomatic expression, and what role literal word meanings play in that process. Though the results of these studies cannot tell us much about the processes that come into play when idioms are produced, they can clarify how idioms are stored and represented in the mental lexicon, given the assumption that the same network of abstract concepts and linguistic representations is used for both language comprehension and production (e.g., Kempen & Harbusch, 2002; Roelofs, 2003) .
Early accounts of idiom comprehension proposed a word-like representation of idioms in the mental lexicon (e.g., Bobrow & Bell, 1973; Swinney & Cutler, 1979) , suggesting that the single words that make up the phrase and the semantic and syntactic information they contain do not play a role for the idiom as a unit. However, several observations argue against such a representation: There is correct stress assignment in idioms and many of them show (restricted) syntactic flexibility (Katz, 1973) . Moreover, Peterson, Burgess, Dell, and Eberhard (2001) demonstrated a syntactic priming effect for idiomatic phrases, independent of the degree of the structural flexibility of a given idiom. Furthermore, the word-like account precludes the possibility of parts of an idiom carrying part of the idiomatic meaning. However, idioms can have components that refer separately to the components of their figurative referents. Such idioms are defined as semantically decomposable (Nunberg, Sag, & Wasow, 1994) . For example, in break the ice, ice refers to a ''cold'' social atmosphere and break to the process of changing it. Thus, in semantically decomposable idioms certain roles and relationships between the entities addressed in the idiom can be mapped onto their figurative counterparts. Based on this observation, Gibbs and Nayak (1989) point out that, in decompositional idioms, internal modifications only change part of the idiomÕs meaning. They assume that each component makes its own contribution to the figurative interpretation of the idiom as a whole.
A related question concerns the role of the literal meanings of the words of an idiom. For literal language, processing has been shown to be non-optional, that is, we cannot decide not to process linguistic information (e.g., Miller & Johnson-Laird, 1976) . This suggests that the literal meanings of the words of an idiom also become active during idiom comprehension. However, some additional process must be involved that can discover the non-literal nature of the utterance and that precludes noticeable disturbance by the utteranceÕs literal meaning.
Cacciari and colleagues have focused on this question. Cacciari and Tabossi (1988) showed that, in the absence of contextual cues to the idiomatic meaning of a phrase, the activation of the literal meaning of its last word (that had been ambiguous between a literal and an idiomatic interpretation up to this position) precedes the activation of the idiomatic word meaning by about 300 ms. In contrast, given an idiomatic context, both the literal and the idiomatic word meanings are available immediately upon presentation. Cacciari and Glucksberg (1991) acknowledge that active literal meanings do not have to play a functional role in idiom understanding. Nevertheless, their activity can be measured, that is, the comprehension system does not seem to switch to a completely different manner of processing when running into idioms.
With their Configuration Hypothesis, Cacciari and Tabossi (1988) propose a theoretical framework accounting for their findings. An idiomatic phrase is assumed to activate the same lexical items that would otherwise be involved in the comprehension of literal discourse. This process immediately yields the wordsÕ literal interpretation. Access to the idiomatic meaning of a phrase requires recognizing the phrase as a special configuration. This configuration emerges after some information that uniquely identifies the idiom as such (the idiomÕs key) has been processed. The interpretation of an idiomatic phrase is therefore literal until the configuration has been recognized. This theory clearly differs from the unitary approach referred to earlier, because each word is represented in the lexicon only in one form and need not be marked as literal or idiomatic (Cacciari & Tabossi, 1988) . Thus, the Configuration Hypothesis stresses the compositional aspect of idioms. In addition, the theory accounts for the syntactic parsing of idioms. However, the authors do not specify how the syntactic constraints that are typical of idiomatic expressions are represented within the framework. Moreover, the definition of idiom key is unsatisfactory in that it does not enable its unambiguous identification in arbitrary idioms (but see also Tabossi & Zardon, 1993) .
In sum, idiom comprehension suggests that a theory of idiom representation has to solve a paradox: how to account for the unitary nature of idioms, given the literal interpretation of the single words involved.
Idiom production
One must be cautious when generalizing from idiom comprehension theories to a theory of idiom production. It should be kept in mind that the speakerÕs situation is quite different from that of the listener. The process of speaking starts with the conceptual message and ends with an utterance that can be taken either literally or not. While the listener makes a decision about one or the other interpretation, there is no doubt on the part of the speaker about the message to be conveyed. Still, in the case of idioms, the compositional meaning of the words produced does not match that message (see Nooteboom, 1999 , for a discussion of speech errors and monitoring in idioms). The message that underlies an idiom often cannot even be paraphrased satisfactorily. Idioms have their own characteristic conceptual conditions and it seems therefore perfectly straightforward to assume, with Levelt (1989) , that idioms have their own entry on the level of lexical concepts (see also Flavell & Flavell, 1992) . Accordingly, the first question that arises is how the speaker handles this seeming contradiction. On the one hand, we must investigate what role the individual words of an idiom play in production and how they are activated. On the other hand, we must assume some unitary conceptual representation of idioms.
To our knowledge, Cutting and Bock (1997) conducted the first experimental study answering some of the questions about the storage of idiomatic expressions in the mental lexicon and their retrieval during production. They studied semantic and syntactic influences on experimentally elicited idiom blends. Participants read two simultaneously presented (idiomatic) phrases (e.g., meet your maker and kick the bucket) and then, after a delay of 2 s, produced one of them in response to a cue. This procedure was expected to give rise to competition between the phrases, thereby setting the stage for the production of spontaneous phrase blends.
In their first experiment, Cutting and Bock (1997) investigated the sensitivity of idiom blends to both the internal structure and the figurative meaning of the idioms involved. They found that identical figurative meanings of two competing idioms resulted in significantly longer production latencies. Moreover, idioms with the same syntactic structure were more likely to blend than idioms with different structures. When examining intra-idiom errors in more detail, they found that these errors follow a grammatical class constraint (see also Stemberger, 1982) . The authors conclude that idioms are not produced as ''frozen phrases,'' but instead are syntactically analyzed.
In their second experiment, Cutting and Bock (1997) showed that phrase pairs with the same meaning produced more blends than phrase pairs with different meanings, irrespective of whether they were idiomatic or not. Moreover, the grammatical class constraint held for both conditions, that is, it was blind to the (non-) idiomaticity of the blending phrases. The results are interpreted as evidence for the activity of literal word meanings during the production of idiomatic phrases.
In a third experiment, Cutting and Bock (1997) investigated the hypothesis proposed by Gibbs and Nayak (1989) that the lexical representation of semantically decomposable idioms is less rigidly specified and more susceptible to change than that of non-decomposable idioms. All idiom pairs presented shared both their syntactic structure and their figurative meaning, but differed in decompositionality (e.g., shoot the breeze and chew the fat as non-decomposable pair and hold your tongue and button your lip as decomposable pair). The error rates were the same for both kinds of pairs, that is, the (non-)decompositionality of an idiom was not mirrored in the production process. The authors conclude that the lexical representations of decomposable and non-decomposable idioms are the same when they enter into the production process.
Based on these findings, Cutting and Bock suggest a way of integrating idiom production into current models of language production (Dell, 1986; Levelt, 1989) . They assume that each idiom has its own lexical concept node. Thus, idioms are represented as unitary entities on at least one processing level. The authors assume furthermore that one concept can activate multiple lexical concept nodes (including other idioms), as is the case in non-idiomatic phrase production. For example, the concept that activates the lexical-conceptual representation of kick the bucket is assumed to activate meet your maker as well. This may lead to competition and to semantic blends, as in meet the bucket maker.
In contrast, semantic decomposition is modeled by multiple concepts activating one lexical concept node. Thus, for example, the lexical concept pop the question (to propose marriage) is linked to both the concepts for suddenly and to propose. However, in contrast to Gibbs and NayakÕs (1989) hypothesis, this representational difference has no effect on the syntactic flexibility of compositional and non-compositional idioms. Once the level of (lexical) concepts has been passed, processing decompositional and non-decompositional idioms does not differ anymore. Decomposition of idiomatic expressions is thus relegated to the conceptual, not the syntactic domain (see Fig. 1 ).
When an idiomatic lexical concept node has been activated, activation spreads in two directions: first, the lemmas that together constitute the idiom get activated. Second, activation spreads to syntactic information in the form of prefabricated phrasal frames. Accordingly, the model explains blending errors in syntactically similar idioms by means of shared phrasal frames. Cutting and Bock conclude that ''Idioms may be special in their relationships to nonlinguistic concepts, but they are not special in the way they are produced in normal language use.' ' (p. 69) In sum, Cutting and Bock (1997) subscribe to the view that, although idioms are stored as a whole on some level of processing, they cannot be word-like entries without internal structure. Thus, Cacciari and TabossiÕs (1988) view on idiom comprehension (Configuration Hypothesis) is mirrored in speech production.
The common factor of these theories is their solution of the above-mentioned paradox: idioms can be both unitary in that they require their own lexical entry, and compositional, in that they make use of simple lemmas in the mental lexicon. These simple lemmas can be used within an idiomatic context, but they are not restricted to it.
The present evidence for such a ''hybrid'' account of idiom production is largely based on elicited speech error data (Cutting & Bock, 1997) . Though speech errors are a valuable source for theories of language production, they cannot show that error-free production takes place along the same pathways. A theory of idiom representation therefore needs to be complemented with data that show the pathway of activation during normal speech production. We will present three experiments which tested the predictions of the hybrid account for error-free speech production with different reaction time paradigms. In addition to these experiments, we independently assessed the decomposability of the idioms Fig. 1 . Model of the lexicon according to Cutting and Bock (1997) . As the modelÕs architecture is based on DellÕs (1986) model of language production, we assume all connections to be bidirectional. that were used in this study. While Cutting and Bock (1997) did not find evidence for an influence of decomposability on speech error rates, we wanted to take into account the possibility that decomposability might affect speech onset latencies for idioms.
In the first experiment, we tested the two core assumptions of the hybrid account of idiom production: idioms are composed out of single words and they have their own representation in the mental lexicon that spreads activation to all its component parts. In the second and third experiments, we explored the consequences of this account for the network of semantic representations in the mental lexicon. Specifically, we investigated to what extent literal word meanings become active during idiom production.
The results of the decomposability rating, as well as a post hoc analysis of the data from all three experiments with Decomposability as a covariate, can be found in Appendix A.
Experiment 1
The first set of predictions that can be deduced from a hybrid account of idiom representation concerns the possibility of priming the simple lemmas that belong to a phrase. If simple lemmas involved in idiom production are indeed the same as those involved in compositional phrase production, it must be possible to prime these lemmas. Activating a lemma by means of an identity prime speeds up production (e.g., Glaser & Dü ngelhoff, 1984) . Thus, priming road in clean the road by means of the word road itself can be expected to result in shorter production latencies, compared to a condition where the prime is unrelated to the target word. If our assumption that simple lemmas are involved in idiom production is correct, a similar effect of identity priming should be found for the production of hit the road as well. Therefore, we predict a significant main effect of prime type. In particular, we predict an effect of priming from identity primes (i.e., prime words that are identical to one of the words in the phrase), but not from control-primes that are phonologically and semantically unrelated to the to-be-produced utterance.
However, we do not expect the priming effect for idiomatic and literal phrases to be of the same magnitude. Instead, we predict a stronger effect from the identity prime in the case of idioms. Consider the case of hit the road. Hearing the word road should activate the lemma road and, if it is indeed connected with a common idiom representation, the lexical entry hit the road should be activated as well. Upon selection of this entry, further activation spreading will result in higher activation levels of all simple lemmas attached to the idiom, thus speeding up their selection. In our example, hit can be selected more easily, thereby affecting the production latencies for hit the road. A literal phrase like clean the road on the other hand cannot profit to the same amount from road being primed. Though priming of road should speed up production of the phrase involving that word to some extent, no benefit for the other lemmas belonging to the phrase is expected. The priming effect of road for clean the road should be smaller than that for hit the road, because no common lexical entry gets selected that binds the word clean to road. Their combination is transient and a consequence of conceptual decisions. In other words, we expect an interaction between the factors Prime Type (either related to one of the words of the phrase or unrelated) and Idiomaticity (literal vs. idiomatic phrases). If this interaction obtains, it argues for a connection in the mental lexicon between simple lemmas via a common idiom representation.
We tested these predictions in a cued-recall experiment. Participants produced idiomatic and literal phrases in response to a visually presented prompt word. Primes were presented auditorily and simultaneously with the prompt word presentation. They were either identical with the target or semantically and phonologically unrelated. Response time analyses were carried out in order to determine the effects of Priming and Idiomaticity on response latencies.
Method

Participants
Sixteen participants were tested, who were all undergraduate students of the University of Nijmegen and native speakers of Dutch. They were paid for their participation.
Materials
We constructed 16 item pairs on the basis of 16 idiomatic expressions, all of the same syntactic structure: [VP [PP Prep [NP art N] ] V]. They were all judged by six native speakers to be well-known Dutch idiomatic phrases. All phrases were finite Dutch phrases, as for example . . .viel buiten de boot (word-by-word translation: Ô. . .fell outside the boat,Õ i.e., the finite past tense form of an idiom meaning Ôto be excluded from somethingÕ).
Each idiomatic item was paired with a literal phrase that had the same syntactic form and the same noun as its idiomatic counterpart. A combination of an idiomatic and a literal phrase together yielded one item pair. Thus, for example, . . .viel buiten de boot and . . .ging met de boot (literally Ôwent with the boat,Õ i.e., took the boat) form two members (idiomatic and literal) of the same item pair.
Every item required a prompt word that could trigger the production of the phrase. For 13 item pairs, the prompt word was a common Dutch name (e.g., Jan). The same name was chosen for both items in an item pair (idiomatic and literal). For the remaining three item pairs, the prompts consisted of a short phrase (name [possessive s] [noun]), for example, JanÕs feestje. . . ÔJanÕs party. . .Õ vs. JanÕs dochter. . . ÔJanÕs daughter. . .,Õ which was different for the two versions of an item pair, but yet neutral with respect to the phrasesÕ contents. Together, a name and a phrase always formed a complete sentence.
Some of the idioms required a direct object in their finite form (e.g., Karin. . .hield hem op de hoogte, ÔKar-in. . .kept him informedÕ). In these cases, the other item of an item pair was matched in length, whether or not it was necessary from a syntactic point of view. This was accomplished by means of the insertion of modifiers (Karin. . .schrok erg van de hoogte, ÔKarin. . .was freightened by the height a lotÕ). The complete list of all items and the respective prompt words is given in Appendix B.
The identity prime for each item was its noun, which was therefore the same for the idiomatic and literal item of a pair. In addition, 16 unrelated prime words were retrieved from the CELEX database (Baayen, Piepenbrock, & Van Rijn, 1993) . They were frequency matched nouns that were semantically and phonologically unrelated to the phrases and their component words. A complete list of all primes is given in Appendix C.
All primes were spoken by the same female native speaker of Dutch and were recorded on DAT-tape in one session.
Procedure
Participants were tested individually and each session was recorded on DAT tape. The visual stimuli were presented on a computer screen, the acoustic stimuli via headphones. Responses were spoken into a microphone that was attached to a voice key, which in turn signaled the computer that a response had been initiated. The experiment was controlled by NESU (Nijmegen Experiment Set-Up). An experimental session included a preparatory learning phase and two experimental cued-recall blocks with a pause in between.
Learning
After reading the instructions, participants were presented with a list of eight names and associated phrases (half of them idiomatic and half of them literal). They were asked to memorize the phrases in such a way that they could produce the phrase fluently whenever they were presented with the names. When the participants indicated that they knew all phrases by heart, they were presented a list of names alone (in random order) and had to produce the appropriate phrases as quickly and fluently as possible. The production was judged by the experimenter. Any errors, dysfluencies or pauses led to a repetition of the learning phase and the rehearsal. Only when the participants succeeded in fluently producing all phrases, the first experimental block was started.
Cued recall
An experimental block consisted of the repeated presentation of eight previously learned prompt words and the production of their associated phrases by the speakers. After a fixation cross had appeared in the center of the screen, participants saw one of the prompt words. At the same time, a prime word was presented via the headphones. This prime was either identical to the noun of the to-be-produced phrase or unrelated. The participantsÕ task was to react to the visually presented prompt word by producing the appropriate phrase as quickly as possible.
The responses triggered a voice key, signalling the production onset latency of the response. If the speaker failed to respond within 4200 ms, the computer automatically registered a missing response and a new trial was presented.
Each block consisted of 128 trials that were presented in pseudo-random order: there were at most two consecutive trials in the same condition (with condition defined as one of the four possible combinations of the variables Priming, two levels, and Idiomaticity, two levels). The minimum distance between two appearances of an item was three trials. Every first presentation of an item counted as a practice trial, thus serving to refresh the participantÕs memory of the items within the context of the experimental situation. The participants were instructed to react as quickly as possible, but in a fluent fashion and without making mistakes. They were also asked to reduce coughing, etc., as far as possible and to avoid unnecessary noises that would set off the voice key. They were informed that they would be recorded on audio tape.
Participants could pause between experimental blocks. A second learning set was presented after participants indicated that they were ready to continue. The procedure was identical to the first part of the experiment, except that new names and phrases had to be learned and produced.
Design
The design included two within-subject factors (Idiomaticity and Prime Type, with two levels each), yielding four experimental conditions. Every speaker saw one item out of each of the 16 item pairs, one half being idiomatic items, the other half literal. Both idiomatic and literal items were equally distributed over two experimental blocks. Every item was presented equally often with an identity prime as with an unrelated prime. The combination of an item with one of its primes was repeated eight times within a block, yielding 128 trials per block and 256 trials per subject. Since each participant only saw either the literal or the idiomatic item of an item pair, two different item lists were created. In addition, the order of block presentation was counterbalanced, yielding four different experimental lists. Every list was tested on four participants, who each received a different randomized version.
Analyses
For every participant every first measurement of an item was excluded from the data set. The DAT-tape recordings were checked for erroneous or missing responses and dysfluencies. A response was scored as erroneous if either the word order had been changed or if one or more words had been replaced. However, this rule did not hold for preposition or verb exchanges in idiomatic phrases if they reflected variants of the same idiom. For example, brengt hem op de hoogte (informs him) was considered equivalent with houdt hem op de hoogte (keeps him informed), if used consistently over the trials.
Reaction time data and error percentages were entered into separate analyses of variance with Idiomaticity and Prime Type as within-subject factors. Separate analyses were carried out with either Subjects or Items as random factors, yielding F 1 and F 2 statistics, respectively.
Results
Three percent of all data points were erroneous or dysfluent. An analysis of error percentages revealed no significant difference between the idiomatic and the literal phrases (on average 3.6% errors (SD = 2.2) for the idiomatic phrases vs. 2.6% errors (SD = 1.6) for the literal phrases; t = À1.270, p = .223, one-tailed test). The mean production latencies are shown in Table 1 .
The results confirm our hypotheses. There is no main effect of Idiomaticity (F 1 and F 2 < 0). The main effect of Priming (average speech onset latencies of 906 ms in the unrelated condition vs. 820 ms in the related condition) is significant (F 1 (1, 15) = 42.67, MS e = 119,076, p < .001, F 2 (1, 15) = 46.58, MS e = 117,242, p < .001), and so is the interaction (57 ms difference for the literal phrases vs. 115 ms for the idiomatic phrases, F 1 (1, 15) = 5.89, MS e = 13,617, p < .05; F 2 (1, 15) = 7.29, MS e = 15,155, p < .05).
Though the main effect of Idiomaticity has proven to be non-significant, there is still a 32 ms difference in mean speech onset latencies in the unrelated condition. However, paired comparisons show that this difference is not significant (t 1 = À1.235, SD = 103, p = .118, t 2 = À1.3804, SD = 94, p = .094, one-tailed test). The difference between the mean speech onset latencies in the related condition (26 ms), with idiomatic phrases being faster than literal phrases, is significant in the analysis by subjects only (t 1 = 2.020, SD = 53, p < .05, t 2 = 1.3201, SD = 89, p = .103).
Discussion
The results support the hypothesis that during the planning of an idiomatic phrase the single words that make up the utterance are accessed separately. Both idiomatic and literal phrases can be primed successfully by means of priming one of their content words. This effect supports the compositional nature of idiomatic expressions. Moreover, the effect of Priming is stronger in the case of idioms. This is in favor of our hypothesis that the different components of an idiom are bound together by one common entry in the mental lexicon. Priming one of an idiomÕs elements results in spreading activation from the element to all the remaining elements via a common idiom representation, resulting in faster availability of these elements. For literal items, no such common representation exists. Priming speeds up the availability of the primed element, but cannot help preparing the remaining elements of the phrase. Taken together, the results of Experiment 1 confirm the idea of a hybrid account of idiom representation.
An important assumption of this model is that during the production of an idiomatic expression the same word representations that are used in literal language production are involved. Thus, for example, the production of the idiom She was skating on thin ice involves the same representations of thin and ice that are involved in literal utterances like, for example, Their tent was covered with a thin layer of ice. Fixed expressions and literal language only differ with respect to the source of word activation: while the words of a literal phrase are activated by their own lexical concepts, the words of a fixed expression will benefit from a common idiom node. Nevertheless, spreading activation from the word level to the concept level will lead to active literal word meanings in both cases.
This view of a direct link between fixed expressions and the semantic network of lexical concepts in the mental lexicon is mirrored in various taxonomies of idiomatic expressions (e.g., Cacciari & Glucksberg, 1991; Nunberg et al., 1994; Gibbs, Nayak, Bolton, & Keppel, 1988; Glucksberg & Keysar, 1993 ) that assume a contribution of literal word meanings to the idiomatic interpretation, be it to different degrees. Experimental evidence for the activity of literal word meanings during Peterson et al., 2001 ). On the production side, Cacciari and Glucksberg (1991) argue that literal word meanings contribute to an idiomÕs productive use in discourse, and Cutting and Bock (1997, Experiment 2) show that literal meaning similarity between an idiom and a non-idiomatic phrase enhances the probability of blending errors between the two. We designed two experiments to test the assumption that literal word meanings become active during idiom production: Experiment 2 addresses the question whether the production of idioms involves the same lemmas that are otherwise part of non-idiomatic language production and have their own meaning and lexical concept. Experiment 3 tests if these literal word meanings are active when an idiom is produced.
Experiment 2
If idioms make use of word representations that are unique to the idiom, idiom production should not be affected by the presentation of a prime word that is semantically related to one of its words. If, however, the building blocks of an idiom are simple lemmas that are not unique to the idiom, they can either be activated by the idiom representation (and thus function as parts of an idiom), or by their own lexical concept as parts of a literal utterance. In these cases, the production of a simple lemma should be sensitive to the presentation of a semantically related prime word (compared to an unrelated condition). Such a sensitivity has been shown outside the domain of idiom production (e.g., Levelt et al., 1991; Peterson & Savoy, 1998) . We tested this prediction in an idiom completion task that required the production of the last word of an idiom in response to a visually presented idiom fragment. Completing wellknown idioms allows to study idiom production without an initial learning phase (as in Experiment 1), as reading the first part of the idiom provides easy access to its remaining parts. In our case, participants were asked to produce the last word of an idiom. This procedure allowed us to measure speech onset latencies for single words instead of phrases.
Acoustic prime words were presented at different stimulus onset asynchronies (SOAs), relative to the presentation of the visual stimulus. These prime words were either semantically related, phonologically related, or unrelated to the to-be-produced target word. Phonological priming manipulates the preparation of a wordÕs phonological form and is therefore expected to be independent from meaning related factors like Idiomaticity. Given the possibility of a null effect for the semantic condition, the phonological effect can function as a general indicator of the paradigmÕs sensitivity to priming.
Method Participants
Seventy-one participants were tested, all being undergraduate students of the University of Nijmegen and native speakers of Dutch. They were paid for their participation.
Materials
Sixteen Dutch idiomatic expressions were chosen as experimental items. They all were presented as finite phrases in past tense form, and they all shared the same syntactic structure:
Jan viel door de mand. Jan fell through the basket. Jan was exposed/failed. The first part of the sentence (up to the determiner) functioned as stimulus for producing the last word of the idiom. Thus, the presentation of Jan viel door de . . . was the stimulus for producing mand. In addition to the written stimulus, participants were presented with acoustic primes. These primes were either unrelated, phonologically related, or semantically related to the last word of the idiom. All prime words were short Dutch nouns, and they were all spoken by the same female native speaker of Dutch. All acoustic primes were recorded in one session. The semantic primes were chosen such that they belonged to the same semantic field as the noun of a particular item. The phonological primes were chosen such that they shared the nounÕs onset. For example, the prime words for the word mand Ôbas-ketÕ that belongs to Jan viel door de. . . were map (ÔfileÕ; phonological prime) and korf (ÔbasketÕ; semantic prime).
Primes that are related to one item functioned as unrelated primes for the other items. The complete materials are listed in Appendix D.
Procedure
Participants were tested individually, and each session was recorded on DAT tape. The visual stimuli were presented on a computer screen, the acoustic stimuli via headphones. Responses were spoken into a microphone that was attached to a voice key, which in turn signaled the computer that a response had been initiated. The experiment was controlled by NESU.
The production of the correct nouns required the participants to be familiar with the idiomatic expressions. This was tested in a paper-and-pencil cloze task at the beginning of each experiment. Participants were presented a list of the 16 idioms without their respective nouns that they were asked to fill in. Each idiom was preceded by a short literal paraphrase, for example ''Jan was quite ashamed'' or ''Jan sank through the . . .. Participants were asked to indicate on a scale from 1 to 5 how difficult it was to fill in the blank (with 1 = ''very easy'' and 5 = ''very difficult''). The list was then checked by the experimenter and difficult items were clarified. Up to this point, the participants were not aware of the fact that they would have to produce these idioms in the remainder of the experiment. For the online task, participants were instructed to produce the missing nouns, just as they had done in the cloze task, in response to the sentence fragments on the computer screen. They were instructed to react as quickly as possible, but in a fluent fashion and without making mistakes. They were asked to reduce coughing, etc., as far as possible and to avoid unnecessary noises that would trigger the voice key. Participants were told that in addition to the visual stimuli they were going to be presented acoustic stimuli (that had to be ignored) via the headphones, and that their responses would be recorded on audio tape. The experiment started with a short practice session of 15 trials, in which participants could get acquainted with the different tasks and the experimental setting. They were then presented 512 experimental trials in four blocks. The blocks were separated by a short pause. A new block was started when the participant indicated that he or she was ready to proceed. After a fixation cross had appeared in the center of the screen, participants saw one of the sentence fragments that they had seen earlier in the cloze task. Dependent on the experimental condition, an acoustic prime word or distractor was presented via the headphones. Prime onset was varied in relation to sentence presentation (stimulus onset asynchrony, SOA). The participantsÕ task was to react to the visually presented sentence fragment by producing the appropriate noun as quickly as possible. Four different SOAs were tested (À150, 0, 100, and 200 ms, between Subjects). Response times were measured from visual stimulus presentation on. When the voice key triggered, the visual stimulus got removed from screen and a new trial was initiated. If, however, participants failed to respond within 2000 ms, the trial was stopped automatically and counted as a timeout error.
Design
Within each of the four SOAs, each of the 16 items was presented in 32 trials. Each item appeared in the following conditions: (1) with a semantic prime, (2) with a phonological prime, (3) with an unrelated prime, and (4) without prime.
Each item was presented eight times under each of the four conditions. In the unrelated condition, semantic and phonological primes were rotated over items such that they functioned as unrelated primes. Four unrelated primes/distractors stemmed from the group of phonological primes, and the four remaining ones stemmed from the group of semantic primes (yielding the two subconditions Phon-unrel and Sem-unrel). Together, this design resulted in 512 trials per experimental session.
Analyses
DAT-tape recordings of 71 participants were checked for erroneous or missing responses and dysfluencies. Data from seven participants were removed from the data set, because of more than 10% errors. Item 16 was removed from the data set, because of more than 22% errors (compared to 6% errors on average). For the remaining data, an analysis of errors was conducted.
Error percentages per Subject per condition were analyzed in a series of planned comparisons between different levels of the factor Priming, which has four levels: Phon-rel (phonologically related), Sem-rel (semantically related), No prime or distractor, and Unrel (unrelated). The factor level Unrel can further be divided into Phonunrel (unrelated primes from the set of phonologically related primes) and Sem-unrel (unrelated primes from the set of semantically related primes).
Reaction times exceeding twice the standard deviation from the Subject means (per priming condition) counted as outliers and were excluded from the set of valid responses (2.7% of the valid responses). The reaction time data of the remaining set of correct responses were analyzed in a series of planned comparisons.
Results and discussion
The cloze task showed that participants were highly familiar with the idioms that were presented in the experiment. The average cloze probability was 84%, and the average difficulty score was 1.8. Ninety-five percent of all items that were not completed correctly in the cloze task were subsequently identified by the participants as well-known idioms. In the on-line experiment, five percent of all responses were errors. Table 2 shows the mean error percentages per level of prime type and SOA. In general, participants made fewer errors when a related distractor word was presented than when an unrelated distractor word was presented. Planned comparisons show a significant difference between Phon-rel and Phon-unrel and between Sem-rel and Sem-unrel for SOAs 0, 100, and 200. For SOA À150, the direction of the difference follows that of the other SOAs. When no prime word was presented, participants made fewer errors than when an unrelated prime was presented, and more errors than when a related prime was presented. T statistics for planned comparisons of the error percentages in the related and unrelated conditions are provided in Table 3 . The mean reaction times per level of Priming per SOA are shown in Table 4 . A comparison of the unrelated condition to the no-prime condition across SOAs shows that completing the phrase when hearing an unrelated word took on average 74 ms longer than completing it while no acoustic stimulus was presented. Similar to the difference in errors, this difference mirrors the processing of an extra stimulus. Therefore, we used the unrelated condition as a baseline for all effects of related priming. The resulting relative effects per SOA are illustrated in Fig. 2 .
Planned comparisons of the mean reaction times in the related and unrelated conditions reveal significant priming effects (two-tailed test) for both phonologically related and semantically related primes, for SOAs À150, 0, and 100. t statistics are provided in Table 5 .
For SOA 200, the phonological effect is significant, but in the subject analysis the semantic effect is only marginally significant. However, it should be kept in mind that when comparing the related conditions (Phon-rel and Sem-rel) to the unrelated conditions (Phon-unrel and Sem-unrel), the number of observations in the unrelated conditions is only half the number of observations in the related conditions. Thus, in terms of sample size, one might rather want to compare the related conditions to the overall unrelated condition (unrel), which summarizes the RTs of trials with unrelated distractors from both the set of phonologically related and the set of semantically related distractors. In that case, the effect of the semantically related condition for SOA 200 is significant as well (t 1 (1, 15) = À2.891, SD = 36.1, p = .011; t 2 (1, 14) = À3.468, SD = 28.4, p = .004).
The results show that the production of nouns as parts of idiomatic expressions can be speeded up by both phonologically related and semantically related acoustic distractors. The priming effect of phonologically related words confirms the sensitivity of the paradigm for the effects of acoustic priming. The effects of phonological and semantic priming have been found to be significant across all four SOAs tested. The graph in Fig. 2 shows the relative effect of Priming across SOAs, illustrating that the effect of phonological priming is strongest when the prime is presented in parallel with or shortly after the idiom fragment. In contrast, the effect of semantic priming is strongest if the prime is presented 150 ms before the sentence fragment. Thus, we find a general pattern of early semantic and later phonological effects. The fact that speech onset latencies for the production of an idiom noun can be influenced successfully with a semantically related distractor confirms the prediction made by the hybrid account of idiom production. Specifically, the results indicate that the very same lexical entry can be activated in fundamentally different ways. It can either be selected because of its semantics (as in normal language production), or because it has a fixed link to the representation of an idiomatic expression. It is important to note that, in both cases, we are dealing with the same lexical entry. If the representation of ice as part of skate on thin ice were different from ice as frozen water, then no effect of the semantically related distractor should have been established at all. Thus, the effects found support the assumption that the representation of an idiom activates simple lemmas that are lexical entries on their own. These simple lemmas are not special to the idiom, but are natural elements of the speakerÕs lexicon.
Experiment 3
Experiment 2 showed that idioms can be primed with a prime word that is semantically related to one of its content words. The priming effect strongly suggests a semantic link between these two words, but it does not prove that this link is bidirectional, that is, that activation actually spreads from an idiom word to its conceptual representation when an idiom is produced. In other words, it still remains to be shown that literal word meanings become active during idiom production.
Experiment 3 was designed to exploit a preparation effect that should arise when speakers who are planning to complete an idiomatic expression have to switch task and read out loud a visually presented word that is semantically related to the literal meaning of the target word. The preparation of the idiomÕs target lemma should co-activate words that are semantically related. For example, the preparation of ice as part of skate on thin ice should result in the co-activation of freeze. This co-activation is expected to affect the speech onset latencies in a reading task. Specifically, the semantically related target freeze is expected to be available faster than a semantically unrelated target like, e.g., tree. The prepa- ration effect thus should be mirrored in shorter speech onset latencies for freeze than for tree.
Method A variant of a task used by Peterson and Savoy (1998) was used to explore the activation of literal word meanings during idiom production. In this task, the preparation of the last word of an idiomatic expression (completion task) was used to prime the production of visually presented target words (reading task). Again, target words could be either phonologically related, semantically related, or unrelated. The phonologically related condition was included in order to measure the sensitivity of the paradigm for the influence of idiom word preparation on word reading.
Participants
Seventy-two participants were tested, all being undergraduate students of the University of Nijmegen and native speakers of Dutch. They were paid for their participation.
Materials
The materials were identical to those used in Experiment 2, with two exceptions. Item 16 Jan viel in de smaak (ÔJan fell into the taste,Õ meaning ÔJan was very popularÕ) was replaced by Jan viste achter het net (ÔJan fished behind the net,Õ meaning ÔJan did not get what he wantedÕ), due to the large number of errors for this item in Experiment 2. The words that had been presented as auditory primes in Experiment 2 now functioned as visual targets in the naming task.
Procedure
The experimental set-up was identical to the one described for Experiment 2. Again, participants were presented with a paper-and-pencil cloze task that tested their familiarity with the items before the actual experiment started.
For the on-line task, participants were told that their main task was the fast completion of visually presented idiom fragments in response to a question mark that would appear on the screen below the idiom fragment. They were also told that instead of a question mark, in some cases a word could be presented. In this case, participants would have to switch task and read out loud the word stimulus. Although in the instruction the latter task was presented as a secondary task, the actual ratio of completion trials and reading trials was 50:50. Both kinds of trials started with the presentation of a fixation cross, followed by the presentation of the idiom fragment. In the completion trials, a red question mark appeared after 100, 200, 300 or 400 ms (SOA), in a center position right beneath the idiom fragment. Response latencies were measured from the presentation of the question mark onward. The screen was cleared as soon as the voice key was triggered. If no response was given within 1200 ms, the screen was cleared automatically and the response was coded as timeout error. In the reading trials, a word appeared in red letters in the same position as the question mark would have appeared in the completion trials. The interval between the presentation of the idiom fragment and the word varied according to the SOA. The word could be either phonologically related, semantically related, or unrelated to the target word. Participants were instructed to read the word out loud instead of completing the idiom. Response latencies were measured from the presentation of the target word onward. As in the procedure used by Peterson and Savoy (1998) , trial length was kept short in order to avoid strategic behavior and to encourage the preparation of idiom completion immediately after the beginning of idiom fragment presentation.
Design
Within each of the four SOAs, each of the 16 items was presented in 32 trials. Half of the trials were completion trials, the other half were reading trials. In the reading trials, each item appeared in three different conditions: (1) with a phonologically related target (Phon-rel), (2) with a semantically related target (Semrel), and (3) with an unrelated target (Unrel).
Each item was presented four times in condition one, four times in condition two, and eight times in condition three. In the unrelated condition, semantically and phonologically related targets were rotated over items such that they functioned as unrelated targets. Four unrelated targets stemmed from the group of phonologically related targets, and the four remaining ones stemmed from the group of semantically related targets (yielding the two subconditions Phon-unrel and Sem-unrel) . With 16 different items, the design resulted in a total of 512 trials per experiment.
Analyses
DAT-tape recordings of 72 participants were checked for erroneous or missing responses and dysfluencies. Data from eight participants were removed from the data set, because of more than 20% errors in the idiom completion trials. For the remaining data, an analysis of errors was conducted.
Error percentages per subject per condition were analyzed in a series of planned comparisons between different levels of the factor Relatedness, which has three levels: Phon-rel (phonologically related), Sem-rel (semantically related), and Unrel (unrelated). The factor level Unrel can further be divided into Phon-unrel (unrelated primes from the set of phonologically related primes) and Sem-unrel (unrelated primes from the set of semantically related primes).
For the reading trials, reaction times that exceeded twice the standard deviation from the Subject · condition means counted as outliers and were excluded from the set of valid responses (2.7% of the responses). The reaction time data of the remaining set of correct responses were analyzed in a series of planned comparisons. Separate error and reaction time analyses were conducted for the four different SOAs.
Results and discussion
The average cloze probability was 89%, and the average difficulty score was 1.5. Ninety-five percent of all items that were not completed correctly in the cloze task were subsequently identified as well-known idioms.
In the on-line experiment, six percent of all responses were errors. As expected, most errors were made in the completion trials (8.3%). In the reading trials, error percentages are relatively low (3.6%). Table 6 shows the mean error percentages per level of prime type and SOA. Planned comparisons show no significant difference between Phon-rel and Phon-unrel and between Sem-rel and Sem-unrel for any of the SOAs. The only significant difference is the one between tasks. Participants make more errors in the idiom completion task than in the word reading task. T statistics for the planned comparisons of the mean error percentages in the related and the unrelated conditions are provided in Table 7 . The mean reaction times per level of relatedness and SOA are shown in Table 8 . The relative effects of the related primes per SOA are illustrated in Fig. 3 . The last column in Table 8 shows the reaction times for the completion task. With longer SOAs, reaction times decrease in this task. This can be seen as evidence for the preparation of the utterance in response to the idiom fragment when subjects do not know yet what kind of task they have to perform. If subjects applied a strategy (e.g., wait until either the question mark or a word appears before preparing the response), no such decrease would have been observed.
Planned comparisons of the related and unrelated conditions reveal significant effects of idiom preparation for phonologically related and semantically related targets at different SOAs. At a SOA of 100 ms, both effects become significant in the subject analysis, but not in the item analysis. At SOA 200, the semantic effect is established in both subject and item analysis. The opposite holds for SOA 300. Here, only the phonological effect is established. SOA 400 shows a significant effect of phonology, but again only in the subject analysis. T statistics are provided in Table 9 . A more detailed item analysis was conducted in order to identify possible subgroups of items. An interaction of item group and condition might have explained the rather weak effects in the item analyses. However, no such subgroups were found. Fig. 3 illustrates the time course of the phonological and the semantic effect across the different SOAs. Although only the strongest effects reach significance in both item and subject analyses, the figure shows clear trends in the predicted direction. Like in Experiment 2, a pattern of early semantic effects and later phonological effects is established.
The results indicate that the preparation of a word as part of an idiom can affect the production latencies of words that are phonologically or semantically related to this word. Again, the presence of a phonological effect confirms the sensitivity of the paradigm to measure these effects. The presence of a semantic effect can be seen as evidence for the activation of literal word meanings during the production of idioms. The effect has been predicted by the hybrid account of idiom production, because it assumes the activation of the lexical concept nodes of the lemmas that have been selected as parts of the idiom representation.
General discussion
Three experiments were conducted to test a hybrid account of idiom representation. Such an account assumes that idioms are both unitary and compositional, although at different levels of their cognitive representation. They have a unitary idiomatic concept that points to individual lemmas. These lemmas together constitute the idiom, but they are not bound exclusively to an idiomatic meaning. For example, the idiom he hit the road Ôhe leftÕ will involve the same lemma ''road'' that is active during the production of ''he cleaned the road'' (i.e., a literal phrase). It is the source of activation for ''road'' that differs in the two cases.
In Experiment 1, we observed a significant main effect of Priming during phrase production. Hearing a word identical to the noun of the phrase that is being planned significantly reduces production latencies for that phrase, relative to an unrelated condition. This holds for both idiomatic and literal phrases, suggesting that the underlying representation of idioms is a word-based representation. This idea is further supported by a significant interaction between Priming and Idiomaticity. The relative reduction in planning time accomplished by identity priming is larger in the case of idioms than in the case of literal phrases.
Thus, part-whole priming of idioms is not only possible, it is even more effective than part-whole priming of literal phrases. This is exactly what a hybrid account p values are given for the one-tailed test. Values for t 1 refer to the analysis with Subjects as random factor, values for t 2 refer to the analysis with items as random factor (df = 15 in both cases). of idiom representation predicts, assuming that the individual words that constitute an idiom are separately addressable processing units, linked together in a common representation. Boosting the activation of one element of the idiom that is being planned affects all the remaining elements. The observed latency reduction by an identity prime must be ascribed to the enhanced availability of all the words that make up the idiom. In contrast, the reduction in literal phrase planning time represents the maximum gain that phrase planning can get from the enhanced availability of only one of its elements. Experiment 2 showed that production latencies for a simple lemma that is produced as part of an idiomatic phrase are considerably shorter when primed with a semantically related word than when primed with an unrelated one. Spreading activation within the semantic network enhances the availability of the target lemma. Experiment 3 shows that the same effect arises when the preparation of an idiomÕs simple lemma functions as a prime for the production of a semantically related word. Again, spreading activation within the semantic network is assumed to be responsible for the effect. These findings imply that the literal word meanings become active during the production of idiomatic expressions. They are in line with results found by Cutting and Bock (1997) , who found an increase in blending errors when there was literal meaning overlap between an idiom and a phrase. They also fit well with the idea that literal word meanings play a role in the productive use of idioms in discourse, as proposed by Cacciari and Glucksberg (1991) .
A post hoc analysis of all three experiments that included Decomposability as additional factor showed that the priming effects that we established are not dependent on the extent to which the separate words of an idiom contribute to its overall meaning. However, our analysis also shows that there is at least some sensitivity of speech onset latencies for Decomposability. For Experiments 2 and 3 we find that high Decomposability is sometimes related to longer speech onset latencies (and in one case to shorter speech onset latencies). This is an interesting finding, because Cutting and Bock (1997) did not find an effect of Decomposability on speech error rates for idioms. However, the set-up of our experiments and the relative inconsistency of the effects does not allow further conclusions as to the origin of these effects.
In sum, all three experiments support a hybrid account of idiom production as formulated by Cutting and Bock (1997) . Together with their speech error data, the results of this study constitute a firm empirical basis for the assumption of idioms as being compositional and non-compositional at the same time.
As was outlined in the introduction, the hybrid account of idiom production is generally compatible with Cacciari and TabossiÕs (1988) model of idiom comprehension. According to their configuration hypothesis, all elements of an idiom contribute to the activation of an idiom representation. Special elements of an idiom (the idiom key) will lead to direct activation of the idiom representation in the mental lexicon, even before its last element has been perceived. In terms of an activation model, the necessity of an idiom key can easily be reformulated as the presence of an activation threshold. Accordingly, an idiom is recognized once its activation rises above a certain critical threshold. As some elements might activate an idiom more than others, idiom recognition speed will vary with the order of elements perceived.
The fact that the available evidence in the field of idiom processing supports two highly compatible theories of idiom comprehension and production is by no means trivial. It supports a view in which both the lexical-conceptual and the lexical-syntactic processing level are shared between comprehension and production (e.g., Kempen & Harbusch, 2002; Roelofs, 2003) . According to this view, it should be possible to read a language processing model in two directions: top-down (from concepts to lemmas) as a production model, and bottom-up as a comprehension model. However, as we will discuss below, this mental exercise reveals an inconsistency in Cutting and BockÕs account with respect to the connections between processing levels. We therefore propose a modification of the hybrid model enabling reading it in both directions. Moreover, this modification will offer an alternative for Cutting and BockÕs suggestion to represent the syntactic format of idioms by means of phrasal frames.
In Cutting and BockÕs (1997) model, idioms are represented by their own lexical concepts that spread activation to the lexical-syntactic (lemma) level. Unlike simple concepts that represent single words, idiom concepts spread activation to more than one word at the same time. Still, all connections that run top-down from the level of lexical concepts to the lemma level express a meaning relationship. Accordingly, these connections can be labelled ''is (partly) expressed by'': hit (concept) is expressed by hit (lemma) , and hitÀtheÀroad (concept) is partly expressed by hit (lemma) , the (lemma) , and road (lemma) .
Consequently, connections in the opposite direction (i.e., from lemma to concept) should express the relationship ''has the meaning of'': hit (lemma) has the meaning of hit (concept) . However, this does not work in the case of idioms: hit (lemma) does not have the meaning of hit-the-road (concept) . Instead, hit (lemma) is simply one of the elements of the idiom. Thus, the bottom-up connection between these two nodes expresses a hierarchical ''element-of'' relationship. In other words, the hybrid model requires two distinct types of connections from the lemma level to the lexical-conceptual level: one that expresses a meaning relationship, and one that expresses a simple allocation of one element to another. The different types of connections are illustrated in Fig. 4. The assumption of qualitatively different connections implies that there are distinct processing mechanisms for idioms and for literal language. However, that stands in contrast to the notion that idioms are not special (e.g., Cutting & Bock, 1997) .
In our view, this contradiction can be solved by introducing a superlemma, a separate representation of the idiomatic phrase on the lexical-syntactic processing level. The superlemma is a representation of the syntactic properties of the idiom that is connected to its building blocks, the simple lemmas (see Fig. 5 ). Thus, the hybrid character of the model is kept in good order. In addition, the connections between processing levels are now identical for both idioms and simple words. Specifically, all connections between the lemma level and the lexical concept level express a meaning relationship. The ''element-of'' connections between the simple lemmas and the idiom representation are now restricted to connections within the lemma level. With respect to these connections, we assume a spreading activation process that is similar to the the activation flow between lexical concepts.
In this approach, the selection and processing of an idiom representation is highly similar to the selection and processing of a single word. By representing idioms with their own lemma, idiom production follows the same rules of lexical competition and lexical selection as single words do. Thus, we assume that the production of the idiom hit the road requires the selection of its superlemma. Since lexical selection involves competition among co-activated lemmas, the superlemma hit the road competes, for example, with leave and will only be selected if it is the most highly activated node in the system. The probability of selecting the target superlemma from the mental lexicon is the ratio of the superlemmaÕs degree of activation and the total activation of all lemmas (superlemmas and simple lemmas) in the lexicon (known as LuceÕs ratio). Upon selection of the superlemma, the syntactic constraints that come along with the idiom become available to the production system. They delimit or modify the syntactic properties of the simple lemmas involved. Moreover, the selection of the target superlemma fixates the set of simple lemmas that are to be selected in subsequent processing steps. We assume that superlemma selection is a condition on activation spreading towards the ''dependent'' simple lemmas. The process of simple lemma selection is, again, based on LuceÕs ratio. The target lemma is always in competition with all other active superlemmas and simple lemmas.
Thus, our modified version of the hybrid model simplifies the assumptions about the connections between processing levels at the expense of the introduction of a new node. However, these costs are balanced by the fact that the model renders the notion of phrasal frames unnecessary. By representing an idiomatic expression on the lexical-syntactic level, all syntactic constraints that come along with the idiom can be accommodated with one type of representation (the lemma). Moreover, the superlemma approach differs from the phrasal frame approach in that it specifies the grammatical relations between the actual lemmas involved in the idiom. A superlemma is best characterized as a (phrasal) function over some set of simple lemmas. It specifies the syntactic relationships between the individual lemmas, sometimes modifying the pre-existing syntactic options of the simple lemmas it dominates. For instance, the passive option of the simple lemma ''hit'' is disabled by the idiomÕs superlemma (''hit the road''). In terms of the Performance Grammar formalism (Kempen & Harbusch, 2002) one might say that the task of the superlemma is to finetune the ''lexical frames'' that are associated with individual lemmas. In this view, the syntactic features of the superlemmaÕs elements form the building blocks of its structure. This structure is reduced in its syntactic potential, making the idiom syntactically less flexible. For example, the syntactic information for the idiom hit the road might be represented as shown in Fig. 6 .
In our view, the constraint-based representation of the syntactic features of an idiom can easily explain the syntactic idiosyncrasies of individual idioms. For the shared phrasal frames, however, this is more difficult to accommodate, as illustrated by the following examples.
Phrasal frames provide a phrase structure with open slots that can be filled with the simple lemmas that are activated by the idiomÕs lexical concept in parallel. Thus, the sentence John hit the road is assumed to have activated a phrasal VP frame with open slots for a verb and a direct object. Filling in hit and the road in these slots seems rather straightforward. However, the situation is more complicated in the case of a VP with an additional NP: be a wolf in sheepÕs clothing. The phrasal VP frame provides two slots for two nouns that are possible fillers. In the phrasal frame approach it has not been specified how the system knows where the nouns sheep and wolf should be inserted. The nounsÕ lemmas themselves are not assigned to specific grammatical roles, and the phrasal frame is an abstract syntactic structure that is blind to the relationship between the concepts and the active lemmas. Therefore, the system cannot know whether it is a wolf in sheepÕs clothing or rather a sheep in wolfÕs clothing that the speaker intended. However, this order is not arbitrary, and changing it means loosing the idiomatic meaning of the phrase. Additional syntactic constraints must be assumed to solve the problem within the phrasal frame approach. Within the superlemma approach, no such problem arises. The syntactic relationships and constraints that come with the idiom are directly applied to the set of simple lemmas involved in the idiom. No additional operation is required that merges syntax and lemmas. When the simple lemmas get activated, they will already be provided with their (Kempen, 1996; Kempen & Harbusch, 2002; Vosse & Kempen, 2000) .
exact position in the idiomÕs syntactic structure. At the same time, the superlemma account can still explain idiom blends like those observed by Cutting and Bock (1997, Experiment 1) . These blends result from the simultaneous activation of two superlemmas with similar meanings and/or syntactic structures. In sum, the superlemma model offers a theoretical extension of the hybrid model of Cutting and Bock (1997) . In addition to explaining the available empirical data on idiom production, it spells out the syntactic nature of idiom representations in more detail and makes clear-cut assumptions about how the syntactic constraints that come along with an idiom are realized during idiom production. Also, the superlemma approach is equally capable of solving the paradox that idioms seem to entail: the holistic nature of idiomatic expressions is not at variance with their generation out of single words in grammatical encoding. Most important, the theory is still fully compatible with our knowledge about non-idiomatic phrase production. As we mentioned in the introduction, the production of fixed expressions (and of idioms as prototypical FEs) is the rule rather than the exception. Therefore, both idiomatic and literal production should be captured by a single, consistent production theory. Consequently, we propose the hybrid model as a general model of the representation and processing of fixed expressions, which exist in various degrees of syntactic fixedness, semantic transparency, and decomposability. Although theoretically attractive, the validity of the model for these different types of FEs is not self-evident. For example, one might argue that the degree of decomposability has influence on the extent to which single word representations are involved in the processing of an idiom. Clearly, further research will be needed in order to explore the validity of the model for the various types of FEs. In addition, future research will be needed in order to distinguish empirically between Cutting and BockÕs model of idiom representation and the superlemma model.
To control for possible interactions of our experimental manipulations with the decomposability of the items involved, we subjected our data to a post hoc analysis. To this aim, we collected Decomposability scores for all idioms that were used in Experiments 1-3. Following the procedure described in Gibbs and Nayak (1989) , we asked 40 participants to assess the contribution of the individual words to the idiomsÕ meaning. However, since we intended to include Decomposability into our analysis as a post hoc covariate, we treated it as a numerical variable rather than as a categorical one. Thus, instead of asking participants to categorize the items as either semantically decomposable, abnormally decomposable, or non-decomposable, we asked participants to rate each itemÕs decomposability on a scale from 1 to 6 (the higher the score, the more decomposable the item). The item order was randomized for each participant. Average scores per item set, as well as their median and range are shown in Table A.1. Average decomposability scores for each individual item are listed together with the items in Appendices B and C.
We re-analyzed the data sets of Experiments 1-3 with linear mixed-effect (multilevel) analyses of covariance, with Decomposability as additional numerical predictor, and Subject and Item as crossed random effects (Bates, 2005; Bates & Sarkar, 2005; Pinheiro & Bates, 2000) . We discuss the results of these analyses per experiment.
In Experiment 1 we examined the effect of identity primes on the speech onset latencies for literal and idiomatic phrases. Our earlier analyses show a main effect of Priming and an interaction between Priming and Idiomaticity. This interaction is due to a stronger priming effect for idioms than for literal phrases. To examine a possible contribution of Decomposability to the priming effect for idioms, we re-analyzed the speech onset latencies for these items. Decomposability was added as a fixed factor.
An ANOVA on the parameter estimates of the regression model reveals a significant main effect of Priming (F (1, 1744) = 55.65, MS = 2,252,803, p < .001). Neither the main effect of Decomposability nor the interaction between Priming and Decomposability are significant (F < 0). Thus, the extent to which the idioms that we used in Experiment 1 were decomposable did not affect the size of the priming effect.
In Experiment 2 all items were idiomatic phrases. The experiment tested the effect of Phonological and Semantic Priming on the speech onset latencies for the last word of an idiom. Adding Decomposability as a numeric predictor variable in the analysis confirmed the earlier found pattern of effects. An ANOVA on the parameter estimates of the regression model of the complete data set shows a significant main effect of Priming (F (4, 27388) = 152.82, MS = 4,023,970, p < .001), as well as a significant interaction of Priming and SOA (F (12, 27388) = 10.18, MS = 268,171, p < .001). In addition, we find a significant interaction between Priming and Decomposability (F (4, 27388) = 6.26, MS = 164,780, p < .001), as well as between SOA and Decomposability (F (3, 27388) = 6.15, MS = 161,930, p < .001). Also, the three-way interaction between Priming, SOA, and Decomposability is significant (F (12, 27388) = 1197838, Table 3 reveals that all but one effect (Semantic Priming at the longest SOA) remain significant if we allow Decomposability to explain part of the variance in the data. Thus, the overall pattern of Phonological and Semantic Priming that we found in this experiment cannot be ascribed to effects of the decomposability of the items involved. However, the post hoc analysis does reveal some influence of Decomposability on speech onset latencies. For SOA 200, we find a significant interaction between Phonological Priming and Decomposability. Inspection of the relative effect sizes for the fixed effects in the regression model reveals that speech onset latencies in the phonologically related priming condition are longer for idioms that score high on Decomposability (b = 40). In other words, the effect of Phonological Priming is weaker for highly decomposable idioms when SOA = 200.
For SOA = À150 and SOA = 0 ms we find a significant interaction between Semantic Priming and Decomposability. Effect sizes for the fixed effects reveal that these interactions are due to longer speech onset latencies for more decomposable items in the semantically related condition (b = 34 and 47, respectively). That is, the effect of Semantic Priming is weaker for highly decomposable idioms in SOA = À150 and SOA = 0 ms.
Taken together, re-analysis of the data of Experiment 2 with Decomposability as extra factor supports our earlier analyses. The effects we obtained for Phonological and Semantic Priming cannot be ascribed to effects of Decomposability. In addition to our earlier results, the analysis also shows that there is at least some effect of idiom Decomposability on the speech onset latencies for words that belong to an idiomatic phrase.
In Experiment 3, we tested the effect of idiom preparation on production latencies for words that are phonologically or semantically related to the idiomÕs noun. We found effects of Semantic Priming at early SOAs and effects of Phonological Priming which were stronger at late SOAs. We re-analyzed the data in order to uncover a possible influence from the decomposability of the idioms (i.e., the primes in the study) on the speech onset latencies for the target words.
An ANOVA on the parameter estimates of the regression model for the complete data set shows significant main effects of Priming (F (3, 14959) = 9.05, MS = 66,420, p < .001) and Decomposability (F (1, 14959) = 4.97, MS = 36,465, p < .05), as well as a significant interaction between Priming and SOA (F (3, 86452) = 3.93, MS = 28,817, p < .01). The results show that, also in this data set, the decomposability of the items involved can explain part of the variance. We conducted separate analyses of Phonological and Semantic Priming (per SOA) to see if our earlier pattern of results still holds if we take Decomposability into account. Tables A.4 and A.5 show the effects of idiom preparation per SOA and per type of Priming. There are significant effects of Phonological Priming for three out of four SOAs. Also, the effect of Semantic Priming is significant for the two earliest SOAs. This pattern confirms our earlier results. In addition to these results, we also find an influence of decomposability on speech onset latencies for some combinations of SOA and type of Priming. The analysis of the phonological priming data shows a main effect of Decomposability for SOA = 100 and SOA = 300 ms (b = 9 and 11, respectively). Speech onset latencies increase with higher scores of decomposability. For SOA = 400 ms we find a significant interaction between Phonological Priming and Decomposability (b = À17). That is, the effect of Phonological Priming is stronger if subjects prepare highly decomposable idioms. The analysis of the semantic priming data shows a main effect of Decomposability for SOAs = 200 and SOA = 300 ms (b = 10 and 30, respectively). That is, speech onset latencies are longer if subjects prepare highly decomposable idioms.
Taken together, the results of the re-analysis show that idiom decomposability explains some of the variance in our data. However, their inconsistency and the set-up of our experiment do not allow further conclusions about their origin. Most importantly, the effects do not weaken our interpretation of the priming results that we established in Experiments 1-3. 
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