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Abstract
In this paper, we give explicit formulas for the spectrum of the Hodge Laplacian acting on forms of
degree 1 on complex Grassmannian Gr2(Cm+2) for m 3.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cette note, nous déterminons explicitement le spectre du Laplacien de Hodge agissant sur les formes
de degré 1 sur la Grassmannienne complexe Gr2(Cm+2) pour m 3.
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1. Introduction
For a compact Riemannian manifold M of dimension n, let Ωp(M) denote the space of
differential forms of degree p = 0,1, . . . , n on M . The Hodge Laplacian  acting on Ωp(M)
has discrete real eigenvalues with finite multiplicities. Its spectrum, denoted by Specp(M), is
explicitly known in certain cases (see, e.g., [1,4,5]).
In the present work, we consider the case where M is the Grassmannian Gr2(Cm+2) of
complex 2-planes in Cm+2. This Kähler manifold is identified with the compact Riemannian
symmetric space U(m + 2)/U(m) × U(2). Applying the Littlewood–Richardson rule for the
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m 3.
2. Preliminaries
Let M = G/K be a compact Riemannian symmetric space, where G is a compact connected
Lie group and K is a closed subgroup of G. Let g and k be the respective Lie algebras of G
and K . We fix a G-invariant positive definite inner product 〈,〉 on g, and we set m = k⊥,〈,〉. Let
T be a maximal torus in G. We denote by h its Lie algebra. The inner product 〈,〉 on h extends
to a Hermitian inner product 〈,〉 on the dual (hR)∗ := (ih)∗. We choose a positive Weyl chamber
of T , and we denote by +
G
the corresponding system of positive roots.
The tangent bundle TM of M is isomorphic to the homogeneous vector bundle associated to
the adjoint representation of K in m, i.e., TM ∼= G ×K,Ad m. The restriction to m of 〈,〉 induces
a G-invariant Riemannian metric on M . We extend it canonically to a Hermitian metric, denoted
by 〈,〉, on ∧p(T ∗M)C where (T ∗M)C is the complexified cotangent bundle of M . We define an
inner product (,) on Ωp(M) by
(ω1,ω2) =
∫
M
〈ω1,ω2〉dμ,
where dμ is the natural G-invariant measure associated to the metric on M .
Note that
∧p
(T ∗M)C ∼= G ×K,∧p Ad∗ ∧p(m∗)C, where ∧p Ad∗ is the representation in-
duced by Ad on the exterior power
∧p
(m∗)C. Generally, for a finite dimensional representation
ρ :K −→ GL(V ), a smooth section s of the homogeneous vector bundle G×K,ρ V can be iden-
tified with a smooth V -valued function s˜ on G such that
s˜(gk) = ρ(k)−1s˜(g)
for all g ∈ G and k ∈ K . The space C∞(G,V )K,ρ of all such s˜ is a G-module by the G-action
(g · s˜)(x) = s˜(g−1x)
for g, x ∈ G. In particular, the vector space Ωp(M) can be identified with Ep :=
C∞(G,
∧p
(m∗)C)K,
∧p Ad∗ as G-module.
Let  = dd∗ + d∗d be the Hodge Laplacian of (M, (,)). Let {X1, . . . ,Xq} be an orthonormal
basis of g with respect to 〈,〉. Under the identification Ωp(M) = Ep , we have  = Ω
G
where
ΩG := −
q∑
j=1
X2j
is the Casimir operator of G relative to 〈,〉 (compare [3, Proposition 5.3]).
Let Ĝ be the unitary dual of G. For each γ ∈ Ĝ, let (πγ ,Vγ ) be a representative of the
equivalence class γ . We denote by L2(
∧p
(T ∗M)C) the Hilbert space of all square-integrable
sections of the bundle
∧p
(T ∗M)C over M . Using the Peter–Weyl theorem, one obtains
L2
(∧p
(T ∗M)C
)
∼=
⊕̂
γ∈Ĝ
Vγ ⊗ HomK
(
Vγ ,
∧p
(m∗)C
)
.
Assume that
∧p
(m∗)C ∼=⊕δ∈Λ mδWδ , where Λ ⊂ K̂ , Wδ is an irreducible K-module and
mδ ∈ N∗ for each δ ∈ Λ. Then we have
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(∧p
(T ∗M)C
)
∼=
⊕̂
γ∈Ĝ
⊕
δ∈Λ
mδ
(
Vγ ⊗ HomK(Vγ ,Wδ)
)
∼=
⊕̂
γ∈Ĝ
⊕
δ∈Λ
mδmγ |K (δ)Vγ ,
with mγ |K (δ) := dimCHomK(Vγ ,Wδ).
For γ ∈ Ĝ, we denote by λγ the highest weight of γ . Recall that
ΩG|Vγ = c(γ )Id with c(γ ) = 〈λγ + 2δG,λγ 〉,
where δG = 12
∑
α∈+G α (see, e.g., [6, Lemma 5.6.4]). Therefore the spectrum of  on forms of
degree p on M is given by
Specp(M) =
{
c(γ ) = 〈λγ + 2δG,λγ 〉; γ ∈ Ĝ, δ ∈ Λ,mγ |K (δ) = 0
}
.
We conclude this section with the following useful remark. Assume, moreover, that M =
G/K is a Kähler manifold. Let J be the complex structure on TM . J acts on a 1-form ω ∈
T ∗M by (Jω)(X) = ω(JX) for X ∈ TM . We denote by the same letter its extension to the
complexification (T ∗M)C =:∧1 M . If∧1,0
M := {ω ∈ (T ∗M)C; Jω = iω}
and ∧0,1
M := {ω ∈ (T ∗M)C; Jω = −iω},
then we have the direct sum decomposition
∧1
M =∧1,0 M ⊕∧0,1 M . We denote by Ω1,0(M)
(resp. Ω0,1(M)) the space of smooth sections of the bundle ∧1,0 M (resp. ∧0,1 M). Consider
the Hodge Laplacian  of M defined with respect to the Kähler metric and acting on Ω1(M).
As a real operator,  satisfies
Spec1(M) =
{
λ ∈ R; ∃0 = ω ∈ Ω1,0(M),ω = λω}.
3. Tensor products and the Littlewood–Richardson rule
In this section, we briefly recall some standard facts from the representation theory of the
unitary group G = U(p) (p  2). For a detailed exposition of this subject, we refer to [2].
On g = u(p), we use the G-invariant inner product given by
〈X,Y 〉 = −Tr(XY) (X,Y ∈ g).
We denote by h the Lie algebra of the maximal torus
T = {A = diag(eiθ1 , . . . , eiθp ); θk ∈ R for k = 1, . . . , p}
in G. For k = 1, . . . , p, we define a linear functional on hC by
ek
⎛
⎝h1 . . .
hp
⎞
⎠= hk.
The complex bilinear extension of B := −〈,〉 gives rise to an inner product on (ih)∗ such that
〈ek, el〉 = δk,l for all 1 k, l  p. Let us fix the following system of positive roots
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Recall that finite dimensional irreducible representations of G are parametrized by their highest
weights which are of the form λ =∑pj=1 λj ej (or simply λ = (λ1, . . . , λp)) with
λj ∈ Z for all 1 j  p, and λ1  λ2  · · · λp.
A representation τ of G is called polynomial if all of its matrix coefficients g −→ 〈τ(g)v,w〉
are polynomial functions of the entries gi,j . This notion is preserved under passage from a
representation to an equivalent representation and under direct sums, tensor products, and subrep-
resentations. Moreover, it is well known that an irreducible representation τλ of G with highest
weight λ = (λ1, . . . , λp) is polynomial if and only if λp  0.
Let Λ = (Λ1, . . . ,Λp) be an integral form of U(p) (i.e., Λj ∈ Z for j = 1, . . . , p) with
Λ1 Λ2  · · ·Λp  0. We define the depth d of Λ to be the largest index j such that Λj = 0.
We associate to Λ its Young diagram which consists of d left-justified rows of boxes with Λj
boxes in the j th row. The integers
(1, . . . ,1︸ ︷︷ ︸
Λ1
, . . . , d, . . . , d︸ ︷︷ ︸
Λd
)
are called the symbols of Λ. The total number of boxes in the diagram is ‖Λ‖ =∑dj=1 Λj .
Let τμ and τν be two irreducible polynomial representations of G with highest weights μ and
ν, respectively. The tensor product τμ ⊗ τν decomposes into irreducibles as
τμ ⊗ τν ∼=
⊕
depthλp
Cλμ,ντλ.
The integers Cλμ,ν are the so-called Littlewood–Richardson coefficients.
Suppose that τλ occurs in τμ ⊗ τν in the sense that Cλμ,ν = 0. Then we can construct new
diagrams of λ, i.e., diagrams corresponding to λ obtained by adding ‖ν‖ boxes to the diagram
of μ and by putting a symbol of ν in each additional box. The Littlewood–Richardson rule says
that the multiplicity Cλμ,ν is equal to the number of new diagrams of λ such that
(a) the integers in each row are increasing from left to right,
(b) the integers in each column are strictly increasing from top to bottom,
(c) the integers in the new diagram, when read from right to left and row by row starting form
the top row, are such that each initial segment never has more of an integer i than an integer
j with j < i.
4. Spectrum of the Hodge Laplacian on Gr2(Cm+2)
We shall use freely the notations introduced in the previous sections. Let (G,K) =
(U(m + 2),U(m) × U(2)) with m 3. The Riemannian symmetric space M = G/K is diffeo-
morphic to the complex Grassmannian Gr2(Cm+2). Let 〈,〉 be the inner product on g = Lie(G)
defined as in Section 3. We consider the G-invariant Riemannian metric on M induced by 〈,〉.
Denoting by m the orthogonal complement of k = Lie(K) in g with respect to 〈,〉, we have
m =
{(
0 A
−At 0
)
; A ∈ M(m × 2,C)
}
.
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m, it follows that
∧1,0
M is a homogeneous vector bundle. Observe that(∧1,0
M
)
eK
∼= Cm ⊗ (C2)∗,
where e is the neutral element in G. As a K-module, W := Cm ⊗ (C2)∗ is irreducible with
highest weight η = (1,0, . . . ,0)(0,−1) (i.e., η = e1 − em+2). The Peter–Weyl theorem tells us
that
L2
(∧1,0
M
)
∼=
⊕̂
γ∈Ĝ
Vγ ⊗ HomK(Vγ ,W)
∼=
⊕̂
γ∈Ĝ
m(λγ , η)Vγ ,
where λγ is the highest weight of γ ∈ Ĝ, and m(λγ , η) := dimCHomK(Vγ ,W).
We fix the following system of positive roots of G
+
G
= {ek − el; 1 k < l m + 2}.
Note that
δG = 12
∑
α∈+G
α = 1
2
m+2∑
j=1
(m − 2j + 3)ej .
Identifying Gr2(Cm+2) with M = G/K , we obtain
Spec1
(
Gr2(Cm+2)
)= {c(γ ) = 〈λγ + 2δG,λγ 〉; γ ∈ Ĝ,m(λγ , η) = 0}.
With the notations above, we have:
Proposition 1. Let τλ be an irreducible representation of U(m + 2) (m  3) with highest
weight λ. The multiplicity m(λ,η) is non-zero if and only if λ belongs to one of the following
sets:
(1)
{
(k + 1, k − j,0, . . . ,0︸ ︷︷ ︸
m−2
, j − k,−k − 1); k  j  0};
(2)
{
(k + 2, k − j,0, . . . ,0︸ ︷︷ ︸
m−2
, j − k − 1,−k − 1); k  j  0};
(3)
{
(k + 1, k − j + 1,0, . . . ,0︸ ︷︷ ︸
m−2
, j − k,−k − 2); k  j  0};
(4)
{
(k + 1, k − j + 1,0, . . . ,0︸ ︷︷ ︸
m−2
, j − k − 1,−k − 1); k  j  0};
(5)
{
(k + 1, k − j + 1,1,0, . . . ,0︸ ︷︷ ︸
m−3
, j − k − 1,−k − 2); k  j  0};
(6)
{
(k + 1, k − j + 1,1,0, . . . ,0︸ ︷︷ ︸
m−3
, j − k − 2,−k − 1); k  j  1}.
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For the first step, let τμ˜ and τν˜ be two irreducible representations of U(m + 2) with highest
weights μ˜ = (N + 1,N, . . . ,N,0,0) and ν˜ = (N,N − 1,0, . . . ,0), respectively, where N  3.
We are going to determine all the irreducible representations occurring in τμ˜ ⊗ τν˜ .
Consider an integral form λ˜ = (λ˜1, . . . , λ˜m+2) of U(m + 2) with λ˜1  λ˜2  · · · λ˜m+2  0
such that the Littlewood–Richardson coefficient Cλ˜
μ˜,ν˜
is non-zero. We fix a new diagram of λ˜
satisfying the conditions (a), (b) and (c) mentioned in the preceding section. The entries of this
diagram are the symbols of ν˜, namely the integers
(1, . . . ,1︸ ︷︷ ︸
N
,2, . . . ,2︸ ︷︷ ︸
N−1
).
We denote by n1 the number of 1’s in the first row. The number of 2’s in the second (resp.
(m+ 1)th) row is denoted by n2 (resp. n3). It is clear that 2 cannot be an entry in the first row. If
λ˜m+2 = 0, then all the entries in the (m+2)th row have to equal 2. According to the Littlewood–
Richardson rule, there is three possible cases:
Case 1. The form λ˜ and its new diagram are such that
λ˜ = (N + 1 + n1,N + n2,N, . . . ,N︸ ︷︷ ︸
m−2
,N − n1 + n3,N − 1 − n2 − n3).
Of course, we have here 0  n1  N and 0 n2 + n3  N − 1. The condition (b) implies that
N − 1 − n2 − n3 N − n1, i.e., n2 + n3 + 1 n1. Furthermore, by the condition (c), we must
have the inequality n1  n2 + n3. Hence we have n1 = n2 + n3 or n1 = n2 + n3 + 1.
Case 2. The form λ˜ and its new diagram are such that
λ˜ = (N + 1 + n1,N + 1 + n2,N, . . . ,N︸ ︷︷ ︸
m−2
,N − 1 − n1 + n3,N − 1 − n2 − n3).
In this case the entry in the second row and the (N + 1)th column is equal to 1. It is obvious
that N − 1 n1  n2  0 and that 0 n2 + n3 N − 1. Since the condition (b) is satisfied, we
must have N − 1 − n2 − n3  N − 1 − n1, i.e., n2 + n3  n1. Now, the condition (c) implies
the inequality n1  n2 + n3 − 1. Thus we deduce that n1 = n2 + n3 − 1 or n1 = n2 + n3. If
n1 = n2 + n3 − 1, then we must have n3  1 because n1  n2.
Case 3. The form λ˜ and its new diagram are such that
λ˜ = (N + 1 + n1,N + 1 + n2,N + 1,N, . . . ,N︸ ︷︷ ︸
m−3
,N − 1 − n1 + n3,N − 2 − n2 − n3).
In this case the entry in the second (resp. third) row and the (N + 1)th column is equal to 1
(resp. 2). Note that 0 n1  N − 1 and that 0 n2 + n3  N − 2. Similarly with the previous
cases, the condition (b) implies that N − 2 − n2 − n3  N − 1 − n1, i.e., n2 + n3 + 1  n1.
Moreover, the inequality n1  n2 + n3 holds by the condition (c). It follows that n1 = n2 + n3 or
n1 = n2 + n3 + 1.
The result of the analysis of the above three cases shows that Cλ˜
μ˜,ν˜
= 0 if and only if λ˜ belongs
to one of the following sets:
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{
(N + 1 + n2 + n3,N + n2,N, . . . ,N︸ ︷︷ ︸
m−2
,N − n2,N − 1 − n2 − n3);
n2  0, n3  0 with 0 n2 + n3 N − 1
};
(2)
{
(N + 2 + n2 + n3,N + n2,N, . . . ,N︸ ︷︷ ︸
m−2
,N − 1 − n2,N − 1 − n2 − n3);
n2  0, n3  0 with 0 n2 + n3 N − 1
};
(3)
{
(N + n2 + n3,N + 1 + n2,N, . . . ,N︸ ︷︷ ︸
m−2
,N − n2,N − 1 − n2 − n3);
n2  0, n3  1 with 1 n2 + n3 N − 1
};
(4)
{
(N + 1 + n2 + n3,N + 1 + n2,N, . . . ,N︸ ︷︷ ︸
m−2
,N − 1 − n2,N − 1 − n2 − n3);
n2  0, n3  0 with 0 n2 + n3 N − 1
};
(5)
{
(N + 1 + n2 + n3,N + 1 + n2,N + 1,N, . . . ,N︸ ︷︷ ︸
m−3
,N − 1 − n2,N − 2 − n2 − n3);
n2  0, n3  0 with 0 n2 + n3 N − 2
};
(6)
{
(N + 2 + n2 + n3,N + 1 + n2,N + 1,N, . . . ,N︸ ︷︷ ︸
m−3
,N − 2 − n2,N − 2 − n2 − n3);
n2  0, n3  0 with 0 n2 + n3 N − 2
}
.
For the second step, let τλ be an irreducible representation of U(m + 2) with highest weight
λ = (λ1, . . . , λm+2). Fix an integer N  3 such that λm+2 + N  0, and denote by τλ˜ the irre-
ducible representation of U(m + 2) with highest weight λ˜ = (λ1 + N, . . . , λm+2 + N). If DN
denotes the one-dimensional irreducible representation detN of U(m + 2), then τλ˜ ∼= τλ ⊗ DN .
Let τη˜ be the unique (up to equivalence) irreducible representation of U(m)×U(2) with highest
weight η˜ = (N + 1,N, . . . ,N)(N,N − 1). Observe that
mτ
λ˜|U(m)×U(2)
(τη˜) = m(λ,η).
If τμ˜ and τν˜ are the representations considered in the first step, then we have
mτ
λ˜|U(m)×U(2)
(τη˜) = Cλ˜μ˜,ν˜ .
In particular, we deduce that m(λ,η) = 0 if and only if Cλ˜
μ˜,ν˜
= 0. Since the integer N  3 is arbi-
trary, the result of the proposition follows immediately from the conclusion of the first step. 
Finally, we state the following theorem, the proof of which is clear if we use the above propo-
sition.
Theorem 1. The spectrum of the Hodge Laplacian acting on forms of degree 1 on the Grass-
mannian Gr2(Cm+2) (m 3) is the union of the following sets:
(1) {2αk + 2βk,j ; k  j  0};
(2) {αk + αk+1 + βk,j + βk+1,j ; k  j  0};
(3) {2αk + 2βk+1,j ; k  j  0};
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(5) {2αk + βk+1,j + βk+2,j + m − 2; k  j  1},
where αk = (k + 1)(k +m + 2) and βk,j = (k − j)(k +m − j + 1) for k  j  0.
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