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Abstract
An explicit formula expressing the coefficients of the R˜-polynomials as a linear combinations of
those of the corresponding R-polynomials is given. Several systems of inequalities satisfied by the
coefficients of the R-polynomials are shown and applied to obtain a lower bound for the coefficient
of q2 in Kazhdan–Lusztig polynomials. Finally we present a basis of the space of polynomials of
a given degree with respect to which both Kazhdan–Lusztig and R-polynomials have some nice
(conjectural) non-negativity properties.
© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
In their profound paper [10], Kazhdan and Lusztig introduced a new family of
representations of Hecke algebras and hence of Coxeter groups. The main tools of this
work are two families of polynomials with integer coefficients which have become known
as the R-polynomials and the Kazhdan–Lusztig polynomials, both indexed by pairs of
elements u, v of W , with u ≤ v in the Bruhat order.
The first family appears in an inversion formula for an element of the natural basis of the
Hecke algebras. The second family has been introduced for describing a new basis, called
the Kazhdan–Lusztig basis, for the Hecke algebra, which consists of elements that are
fixed by a particular involution. The R-polynomials satisfy a quite simple recursive relation
and their importance is also due to the fact that their knowledge is actually equivalent to
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that of the Kazhdan–Lusztig polynomials which, on the other hand, satisfy a much more
complicated recurrence.
This work is mainly devoted to non-negativity properties of R-polynomials. We present
several systems of inequalities involving the coefficients of these polynomials and an
explicit formula for the coefficients of the so-called R˜-polynomials as a function of those
of the corresponding R-polynomials. The R˜-polynomials have been extensively studied
in the literature and several combinatorial interpretations for their coefficients have been
given (see, e.g., [1,4,5]).
One of the main open conjectures regarding Kazhdan–Lusztig polynomials is the non-
negativity of their coefficients. This conjecture was also one of the main motivations of
this paper, due to the strong interplay between Kazhdan–Lusztig and R-polynomials. The
positivity of the coefficient of q in Kazhdan–Lusztig polynomials has been independently
proved by Dyer [7] and Tagawa [14]. We prove a lower bound for the coefficient of q2 of
Kazhdan–Lusztig polynomials as a function of the coefficient of q and the length of the
corresponding Bruhat interval.
Finally, we present two bases for the vector space of polynomials of degree smaller than
or equal to a positive integer n and we prove that R-polynomials have always non-negative
(or always non-positive) coefficients with respect to these bases. Moreover, we conjecture
that the coefficients of Kazhdan–Lusztig polynomials with respect to these bases are
always non-negative. Furthermore, we show how a known result of Brenti [2] (and its
recent generalization of the author, Brenti and Marietti to a poset theoretic context [3]),
can be reformulated in terms of these bases, thus providing a signed combinatorial
interpretation in terms of chains in the Bruhat graph and lattice paths, of the coefficients of
Kazhdan–Lusztig polynomials with respect to these bases.
The paper is structured as follows. In Section 2 we give some notation and preliminary
results, in Section 3 we express the coefficients of R˜-polynomials as linear combinations
of those of the corresponding R-polynomials, in Section 4 we show a lower bound for
the coefficient of q2 of Kazhdan–Lusztig polynomials and in Section 5 we present two
linear bases of the space of polynomials with respect to which both Kazhdan–Lusztig and
R-polynomials have some nice (conjectural) non-negativity properties.
2. Notation and preliminaries
In this section we collect some notation and preliminary definitions and results that are
needed in the rest of this work.
For n, m ∈ Z, [n, m] is the set of integers z such that n ≤ z ≤ m, and, for n ∈ N, [n] :=
[1, n]. If R = N,Z, then R[x1, . . . , xn] is the set of polynomials in the variables x1, . . . , xn
with coefficients in R. If i ∈ Z and P ∈ R[q, q−1], [qi ]P is the coefficient of qi in P .
For n ∈ Z and k ∈ N we let(n
k
)
= n(n − 1) · · · (n − k + 1)
k! .
If P is a proposition then we let
χ(P) :=
{
1, if P is true
0, otherwise.
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We refer the reader to [9, Chapter 5] for general notations and definitions concerning
Coxeter systems. In particular, for a Coxeter group W and u, v ∈ W , we write u ≤ v to
mean that u is smaller than or equal to v in the Bruhat order of W . All the results appearing
in this section are due to Kazhdan and Lusztig, unless otherwise stated, and their proofs
can be found in [10].
Let (W, S) be any Coxeter system. Consider the free module
H :=
∑
v∈W
LTv
over the ring of Laurent polynomials L := Z[q 12 , q− 12 ] generated by a set of elements
Tv parametrized by W . We call the set {Tv : v ∈ W } the natural basis of H. Then the
condition
TvTs := qχ(vs<v)Tvs + χ(vs < v)(q − 1)Tv
for all s ∈ S and v ∈ W , defines onH a unique structure of an associative algebra over L,
called the Hecke algebra of W .
It follows directly from the definition of the product in H that any element Ts , s ∈ S,
is invertible and we have T −1s = q−1Ts − (1 − q−1). Also notice that, if s1 · · · s is a
reduced expression for v, then Tv = Ts1 · · · Ts and hence all elements Tv are invertible
in H. When we express the inverse of Tv as a linear combination of the elements of the
natural basis, the Bruhat order appears in a quite surprising way. Here and in what follows
we let (u, v) := (v) − (u), for all u, v ∈ W .
Theorem 2.1. Let v ∈ W. Then
(Tv−1)
−1 = (−q)−(v)
∑
u≤v
(−1)(u)Ru,v(q)Tu,
where Ru,v(q) ∈ Z[q] has degree (u, v) and Rv,v(q) = 1.
The polynomials Ru,v(q) appearing in Theorem 2.1 are called the Kazhdan–Lusztig R-
polynomials or simply the R-polynomials and an easy consequence of this result is that
they satisfy the following recursive relation.
Corollary 2.2. Let u, v ∈ W and s ∈ S be such that vs < v. Then
Ru,v(q) = χ(us < u) (q − 1)Ru,vs(q) + qχ(us<u)Rus,vs(q),
where Rx,y(q) := 0 if x ≤ y.
Note that Corollary 2.2 can be used to compute all R-polynomials taking as initial
conditions Rw,w(q) = 1, for all w ∈ W and Ru,v(q) = 0 for all u, v ∈ W such that
u ≤ v.
The following results are two useful properties of this family of polynomials.
Proposition 2.3. Let u, v ∈ W, u ≤ v,  := (u, v). Then
• Ru,v(1) = 0.
• [qi ]Ru,v(q) = (−1)[q−i ]Ru,v(q), for all i ∈ [0, ].
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The reader may easily verify that even the simplest examples of R-polynomials do not
have non-negative coefficients. This is the reason why, in studying the combinatorics of
these polynomials, it is often useful to introduce the following linear transformation. We
define, for all u, v ∈ W , a new polynomial R˜u,v by the requirement
Ru,v(q) = q (u,v)2 R˜u,v(q− 12 − q 12 ).
It is not difficult to verify that this condition determines uniquely the polynomial R˜u,v(q).
It turns out that R˜u,v(q) is a monic polynomial of degree (u, v) with non-negative integer
coefficients, satisfying the following recursive relation.
Proposition 2.4. Let u, v ∈ W, s ∈ S be such that u ≤ v and vs < v. Then
R˜u,v(q) = χ(us > u) q R˜u,vs(q) + R˜us,vs(q).
In particular [qi ]R˜u,v(q) ≥ 0 for all i ∈ N.
We will see in Section 3 an alternative explicit definition of these polynomials.
R˜-polynomials have been deeply studied in the literature and several combinatorial
interpretations of their coefficients have been given (see [3,4,6] for general Coxeter groups
and [1] for the special case of symmetric groups).
Now we introduce a fundamental involution on H. For all P(q) ∈ L we define
ι(P)(q) := P(q−1) and for all w ∈ W we define ι(Tw) := (Tw−1)−1. It can be proved
that these conditions extend uniquely to an algebra endomorphism ofH that we still call ι.
In order to construct a uniform approach to the representation theory of Hecke algebras,
Kazhdan and Lusztig introduced a special basis of H, again indexed by W , consisting of
elements fixed by ι. One may easily check that the elements Cs := q− 12 (Ts + 1) are fixed
by ι. These are the first elements of the basis we are looking for.
Theorem 2.5. For each v ∈ W there exists a unique element Cv ∈ H, such that
ι(Cv) = Cv and
Cv = q−
1
2
v
∑
u≤v
Pu,v(q)Tu,
where Pv,v(q) = 1 and, for u < v, Pu,v(q) ∈ Z[q] has degree less than or equal to
(u,v)−1
2 .
We refer to the basis {Cv : v ∈ W } as the Kazhdan–Lusztig basis of H. The
polynomials Pu,v(q) are known as the Kazhdan–Lusztig polynomials or simply the K L-
polynomials.
The interplay between R- and K L-polynomials is described by the following formula.
Theorem 2.6. Let u, v ∈ W. Then
q(u,v)Pu,v
(
1
q
)
=
∑
u≤z≤v
Ru,z(q)Pz,v(q).
The most famous conjecture on K L-polynomials, open since their definition in 1979, is
that they have non-negative coefficients. However, for Coxeter groups having a geometry
“behind” (for example for the symmetric group and all other finite or affine Weyl groups)
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this fact has been proved in [11] but no combinatorial proof of it is known so far. The
only result that holds in complete generality concerns the coefficient of q , and it has been
independently proved by Tagawa [14] and Dyer [7].
Theorem 2.7. Let u, v ∈ W. Then
[q]Pu,v ∈ N.
3. An explicit definition of R˜-polynomials
In this section we prove a formula for the coefficients of an R˜-polynomial as linear
combinations of the coefficients of the corresponding R-polynomial. As a consequence
of this result we establish a system of linear inequalities satisfied by the coefficients of
R-polynomials and we show that they are all best possible.
For  ∈ N, we denote byR the set of all R-polynomials Ru,v(q) such that u, v belong
to some Coxeter group with u ≤ v and (u, v) = . For example,R0 = {1},R1 = {q −1},
R2 = {q2 − 2q + 1} andR3 = {q3 − 3q2 + 3q − 1, q3 − 2q2 + 2q − 1}.
Before stating the main result of this section we need two preliminary lemmas.
Lemma 3.1. For all j, k, n ∈ N, with j ≤ k, we have
k∑
i= j
n − 1 − 2i
n − 1 − 2k
(
n − 2 − k − i
k − i
)
= n − 2 j
n − 2k
(
n − 1 − k − j
k − j
)
.
Proof. Note that the statement of this lemma makes sense also if any of the denominators
vanishes, i.e. if either n = 2k or n = 2k +1. For this, it is enough to observe that n−1−2k
and n − 2k divide
(
n−2−k−i
k−i
)
and
(
n−1−k− j
k− j
)
respectively as polynomials in the variable
n, for all i ≤ j ≤ k, and hence the denominators can always be simplified.
We fix k and n and we proceed by induction on k − j . If k = j the sum in the left-
hand side reduces to only one term and it is not difficult to verify that both sides are
equal to 1. So let k > j . For notational convenience we let ai := n−1−2in−1−2k
(
n−2−k−i
k−i
)
and
b j := n−2 jn−2k
(
n−1−k− j
k− j
)
. The lemma will be proved if we show that b j −b j+1 = a j . In fact
b j − b j+1 = n − 2 j
n − 2k
(
n − 1 − k − j
k − j
)
− n − 2 j − 2
n − 2k
(
n − 2 − k − j
k − j − 1
)
= n − 2 j
n − 2k
n − 1 − k − j
n − 2k − 1
(
n − 2 − k − j
k − j
)
− n − 2 j − 2
n − 2k
k − j
n − 2k − 1
(
n − 2 − k − j
k − j
)
= (n − 2k)(n − 2 j − 1)
(n − 2k)(n − 2k − 1)
(
n − 2 − k − j
k − j
)
,
where we have used the well-known properties of the binomial coefficients
(
n
k
) =
n
n−k
(
n−1
k
)
and
(
n
k
) = k+1
n−k
(
n
k+1
)
. 
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Let u, v ∈ W , u ≤ v, and s ∈ S be such that vs < v and us > u. Then we always
have u ≤ vs, while us and vs can be either compatible or incompatible in Bruhat order. It
follows that, by Corollary 2.2, any R ∈ R,  ≥ 2, can be expressed as
R = (q − 1)S + εqT, (3.1)
for some S ∈ R−1, T ∈ R−2 and ε ∈ {0, 1},
Lemma 3.2. Let R ∈ R be such that R = (q−1)S+εqT , for some S ∈ R−1, T ∈ R−2
and ε ∈ {0, 1}. Then
[q−1− j ]S =
j∑
h=0
[q−h]R − ε
j−1∑
h=0
[q−2−h]T,
for all j ∈ N.
Proof. If j ≥  the left-hand side of the statement is clearly zero and hence the result
follows from Proposition 2.3, applied to R and T . To prove the statement for j ≤  we
proceed by induction on − j , the case − j = 0 having already been proved. So suppose
j < . We have, by (3.1) and our induction hypothesis,
[q−1− j ]S = −[q−1− j ]R + [q−2− j ]S + ε[q−2− j ]H
= −[q−1− j ]R +
j+1∑
h=0
[q−h]R − ε
j∑
h=0
[q−2−h]T + ε[q−2− j ]T
=
j∑
h=0
[q−h]R − ε
j−1∑
h=0
[q−2−h]T
and we are done. 
If R ∈ R and k ∈ N we let
tk(R) := [q−2k]R˜.
In particular we have that tk(R) = 0 if k > 2 . The following result is a simple observation
that is stated as a lemma for future reference.
Lemma 3.3. Let R ∈ R and k > 0. If R = (q − 1)S + εqT , for some S ∈ R−1,
T ∈ R−2 and ε ∈ {0, 1}, then
tk(R) = tk(S) + ε tk−1(T ).
Proof. It is straightforward recalling that, by Proposition 2.4, R˜ = q S˜ + εT˜ . 
We are now ready to state and prove the main result of this section.
Theorem 3.4. Let  ∈ N and R ∈ R. Then for all k ∈ N we have
k∑
i=0
 − 2i
 − 2k
(
 − 1 − k − i
k − i
)
[q−i ]R = tk(R).
F. Caselli / European Journal of Combinatorics 27 (2006) 1005–1021 1011
Proof. One comment is in order before starting the proof. As in Lemma 3.1, note that
 − 2k is a factor of ( − 2i)
(
−1−k−i
k−i
)
as a polynomial in the variable , and hence the
left-hand side of the statement is always well defined.
We proceed by induction on . If  = 0 then R = R˜ = 1 and the only (possibly) non-
zero term on the left-hand side corresponds to i = 0. So, for k = 0 the statement reduces
to [q0]R = t0(R). If k > 0 then both sides are easily seen to be equal to 0. If  = 1,
then R = q − 1 and R˜ = q . For k = 0 we get [q]R = t0(R). If k > 0 we have two
non-zero terms in the left-hand side corresponding to i = 0, 1. In this case the statement
is 11−2k
(−k
k
)
[q0]R − 11−2k
(−k−1
k−1
)
[q]R = tk(R). An elementary calculation shows that
both sides of this equality vanish.
So we can now assume that  ≥ 2.
We know that R can be written as R = (q − 1)S + εqT for some S ∈ R−1, T ∈ R−2
and ε ∈ {0, 1}. By our induction hypothesis and Lemma 3.2, we have
[q−k]R = [q−k−1]S − [q−k]S + ε[q−k−1]T
=
k−1∑
i=0
 − 1 − 2i
 − 1 − 2k
(
 − 2 − k − i
k − i
)
[q−1−i ]S + tk(S)
−
k−1∑
h=0
[q−h]R + ε
k−2∑
h=0
[q−2−h]T + ε[q−k−1]T .
By Lemma 3.2 and the well known formula for inverting sums
∑k
i=0
∑i
h=0 =∑k
h=0
∑k
i=h , we have
[q−k]R =
k−1∑
i=0
 − 1 − 2i
 − 1 − 2k
(
 − 2 − k − i
k − i
)(
−
i∑
h=0
[q−h]R + ε
i−1∑
h=0
[q−2−h]T
−
k−1∑
h=0
[q−h]R + tk(S) + ε
k−1∑
h=0
[q−2−h]T
)
= −
k−1∑
h=0
k−1∑
i=h
 − 1 − 2i
 − 1 − 2k
(
 − 2 − k − i
k − i
)
[q−h]R −
k−1∑
h=0
[q−h]R
+ ε
k−1∑
h=0
[q−2−h]T + ε
k−1∑
h=0
k−1∑
i=h+1
 − 1 − 2i
 − 1 − 2k
(
 − 2 − k − i
k − i
)
× [q−2−h]T + tk(S).
Putting together the linear combinations of the coefficients of R and T respectively, and
then applying Lemma 3.1, we get
[q−k]R = −
k−1∑
h=0
k∑
i=h
 − 1 − 2i
 − 1 − 2k
(
 − 2 − k − i
k − i
)
[q−h]R
+ ε
k−1∑
h=0
k∑
i=h+1
 − 1 − 2i
 − 1 − 2k
(
 − 2 − k − i
k − i
)
[q−2−h]T + tk(S)
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= −
k−1∑
h=0
 − 2h
 − 2k
(
 − 1 − k − h
k − h
)
[q−h]R
+ ε
k−1∑
h=0
 − 2h − 2
 − 2k
(
 − 2 − k − i
k − i
)
[q−2−h]T + tk(S).
So, applying our induction hypothesis to T , we have
[q−k]R = −
k−1∑
h=0
 − 2h
 − 2k
(
 − 1 − k − h
k − h
)
[q−h]R + εtk−1(T ) + tk(S)
and the result follows from Lemma 3.3. 
Theorem 3.4 allows us to give the following explicit definition of the R˜-polynomials.
Corollary 3.5. Let u, v ∈ W, u ≤ v, and (u, v) = . Then
R˜u,v(q) =
/2∑
k=0
k∑
i=0
 − 2i
 − 2k
(
 − 1 − k − i
k − i
)
[q−i ]Ru,v(q) q−2k.
Proof. This follows directly from Theorem 3.4, recalling that, by Proposition 2.4, if j ≡
 mod 2 then [q j ]R˜u,v = 0 and deg(R˜u,v) = . 
An immediate consequence of Theorem 3.4 and of Proposition 2.4 is the following
system of linear inequalities satisfied by the coefficients of any R-polynomial.
Corollary 3.6. Let  ∈ N and R ∈ R. Then for all k > 0 we have
k∑
i=0
 − 2i
 − 2k
(
 − 1 − k − i
k − i
)
[q−i ]R ≥ 0.
Note that the inequalities appearing in Corollary 3.6 are all best possible, in the sense
that for all k,  there exists an R-polynomial R of degree  satisfying this inequality with
an equal sign. In fact, it is known that R := (q − 1) ∈ R. Then R˜ = q and hence, by
Theorem 3.4, R satisfies Corollary 3.6 in a non-strict way for all k > 0.
4. On the coefficient of q2 of Kazhdan–Lusztig polynomials
This small section is devoted to the proof of a lower bound for the coefficient of q2 in a
generic Kazhdan–Lusztig polynomial Pu,v , as a function of the coefficient of q and of the
length of the interval  := (u, v). With this purpose we let W be any Coxeter group and
fix u, v ∈ W , u ≤ v with  = (u, v) ≥ 5 (if (u, v) < 5 then [q2]Pu,v = 0). Moreover,
we denote
Ci := {x : u ≤ x ≤ v and (x) = (v) − i},
for i ∈ [].
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We recall that if x, y ∈ W , x < y, are such that (x, y) = 2, then
|{w ∈ W : x < w < y}| = 2. (4.1)
Lemma 4.1. We have |C1| ≤ |C2|.
Proof. Let K be the cardinality of the set {(a, b) : a ∈ C2, b ∈ C1 and a  b}. By (4.1),
for all a ∈ C2 there exist exactly two elements b1 and b2, such that a < bi < v, i = 1, 2.
In particular we have K = 2|C2|. Now note that for any b ∈ C1 there exists z ∈ C3 such
that z < b (since Bruhat intervals are graded). Then, by (4.1), there exist two elements
a1 and a2 such that z < ai < b, i = 1, 2. It follows that K ≥ 2 |C1| and the proof is
complete. 
Theorem 4.2. For all Coxeter group W and all u, v ∈ W, u ≤ v,
[q2]Pu,v(q) + ( − 2)[q]Pu,v(q) + 12( − 3) ≥ 0,
where  := (u, v) ≥ 5.
Proof. Recall that an R-polynomial Rx,y is a monic polynomial of degree equal to (x, y)
for all x ≤ y, and that a K L-polynomial Px,y is a polynomial with constant term equal to
1 and degree bounded by 12 ((x, y) − 1). By Theorem 2.6, we have
[q]Pu,v = [q−1]
∑
u≤z≤v
Ru,z Pz,v
=
∑
z∈C1
[q−1]Ru,z + [q−1]Ru,v
= |C1| + [q−1]Ru,v (4.2)
and
[q2]Pu,v = [q−2]
∑
u≤z≤v
Ru,z Pz,v
= [q−2]
( ∑
z∈C3∪C2∪C1
Ru,z Pz,v + Ru,v
)
=
∑
z∈C3
[q]Pz,v +
∑
z∈C2
1 +
∑
z∈C1
[q−2]Ru,z + [q−2]Ru,v.
By Corollary 3.6, Theorem 2.7 and (4.2), we have
[q2]Pu,v ≥
∑
z∈C3
[q]Pz,v + |C2| +
∑
z∈C1
[q−2]Ru,z − 12( − 3) − ( − 2)[q
−1]Ru,v
≥ |C2| − |C1| ( − 1) − 12( − 3) + ( − 2) |C1| − ( − 2)[q]Pu,v
= |C2| − |C1| − ( − 2)[q]Pu,v − 12( − 3)
and the claim follows directly from Lemma 4.1. 
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5. Another family of inequalities
In this section we find another family of systems of linear inequalities satisfied by the
coefficients of R-polynomials that looks simpler than Corollary 3.6, since the coefficients
appearing in these new inequalities are just binomial coefficients.
Lemma 5.1. Let i, k, m ∈ N, i ≤ k. Then
k∑
j=i
(
m − k − j − 1
k − j
)
=
(
m − k − i
k − i
)
.
Proof. We proceed by induction on k − i . For i = k this is trivially true, since both sides
are equal to 1, so we suppose i < k. Then it is enough to prove that(
m − k − i − 1
k − i
)
=
(
m − k − i
k − i
)
−
(
m − k − i − 1
k − i − 1
)
and this is just a reformulation of the well known formula ( nk ) = ( n−1k )+ ( n−1k−1). 
Theorem 5.2. Let k,  ∈ N, and h ∈ Z be such that h ≥ − + k − 1. Then for all R ∈ R
k∑
i=0
(
2 − k − i + h
k − i
)
[q−i ]R ≥
(
 − k + h
k
)
.
Proof. Note that if k = 0 then the theorem is trivial, so we can assume k ≥ 1. We proceed
by induction on . If  = 0, 1 then we can easily verify that equality holds for any choice
of the parameters k and h. So assume  ≥ 2.
As usual, we let R = (q − 1)S + εqT , with S ∈ R−1 and T ∈ R−2 and ε ∈ {0, 1}.
Then, applying Lemma 3.2 and the induction hypothesis for  − 1 with parameters k and
h + 1, we have
[q−k]R = [q−1−k]S − [q−k]S + ε[q−1−k]T
= −
k−1∑
i=0
(
2 − 2 − k − i + h + 1
k − i
)
[q−1−i ]S +
(
 − 1 − k + h + 1
k
)
−
k−1∑
j=0
[q− j ]R + ε
k−1∑
j=0
[q−2− j ]T .
By Lemmas 3.2 and 5.1, we have
[q−k]R = −
k−1∑
j=0
k∑
i= j
(
2 − k − i + h − 1
k − i
)
[q− j ]R +
(
 − k + h
k
)
+ ε
k−1∑
j=0
k∑
i= j+1
(
2 − k − i + h − 1
k − i
)
[q−2− j ]T
= −
k−1∑
j=0
(
2 − k − j + h
k − j
)
[q− j ]R +
(
 − k + h
k
)
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+ ε
k−1∑
j=0
(
2 − k − j − 1 + h
k − j − 1
)
[q−2− j ]T .
Finally, applying our induction hypothesis for  − 2 with parameters k − 1 and h + 2, we
may conclude that
[q−k]R ≥ −
k−1∑
j=0
(
2 − k − j + h
k − j
)
[q− j ]R +
(
 − k + h
k
)
+ ε
(
 − k + 1 + h
k − 1
)
≥ −
k−1∑
j=0
(
2 − k − j + h
k − j
)
[q− j ]R +
(
 − k + h
k
)
. 
Again, we may observe that all the inequalities appearing in Theorem 5.2 are best
possible. In fact, the same argument used in the proof of Theorem 5.2 shows that the R-
polynomial R := (q − 1) satisfies
k∑
i=0
(
2 − k − i + h
k − i
)
[q−i ]R =
(
 − k + h
k
)
,
for all k ∈ N, and h ∈ Z, h ≥ − + k − 1
6. A common basis forKL- and R-polynomials
Let (W, S) be any Coxeter system. We denote by T the set of reflections of W , i.e.,
T := {w−1sw : w ∈ W, s ∈ S}. Following [6] we say that a total ordering <T of T is a
reflection ordering if, for any reflection subgroup (i.e. a subgroup generated by reflections)
W ′, we have that either a <T aba <T · · ·<T bab <T b or b <T bab <T · · ·<T aba <T a,
where {a, b} is the set of canonical generators of W ′. It can be proved that such orderings
always exist (see [6]).
Following [5], we define the Bruhat graph of W as the directed edge-labeled graph
whose set of vertices is W ; then, for u, v ∈ W , we put an arrow from u to v, u t→ v labeled
by a reflection t , if u = vt and (u) < (v). It is well-known that u ≤ v if and only if there
exists a directed path in the Bruhat graph from u to v.
Now fix u, v ∈ W such that u ≤ v and set  := (u, v). Fix also a reflection ordering in
the set T of reflections of W and consider a directed path ∆ in the Bruhat graph from u to
v, i.e.
∆ = [u0 = u, u1, . . . , u(∆) = v]
such that ui > ui−1 for i = 1, . . . , , and ui = ui−1ti for some ti ∈ T . Therefore, we may
identify∆ with the ordered set of reflections (t1, . . . , t). Set
D(∆) := {i ∈ [(∆) − 1] : ti+1 <T ti }.
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We call D(∆) the descending set of ∆. Now define
T∆ := {(∆) − D(∆)} ∪ {(∆)},
where (∆) − D(∆) is the set of all n ∈ N such that n = (∆) − d for some d ∈ D(∆).
For example, consider in S(4) the following reflection ordering:
12 <T 13 <T 23 <T 14 <T 24 <T 34.
Take u = 1234 and v = 4321. A path in the Bruhat graph from u to v is the following
1234 34−→ 1243 12−→ 2143 24−→ 2341 13−→ 4321.
In this case we have (∆) = 4, t1 >T t2, t2 <T t3 and t3 >T t4, so D(∆) = {1, 3} and
T∆ = 4 − {1, 3} ∪ {4} = {1, 3, 4}.
In what follows, a lattice path of length m is a function Γ : [0, m] → Z such that
Γ (0) = 0 and |Γ (i) − Γ (i − 1)| = 1 for all i ∈ [m]. Now let S be a subset of [m]
containing m. We denote by E(S) the set of all lattice paths of length m that are negative
exactly in T , and if Γ is a lattice path we denote by r(Γ ) the number of rises of Γ ,
i.e. r(Γ ) = |{i ∈ [m] : Γ (i − 1) < Γ (i)}|. For example, if Γ is the following lattice
path
then Γ ∈ E({3, 5, 6}) and r(Γ ) = 2.
The following result is due to Brenti [2] and it has been recently generalized in [3].
Theorem 6.1. Denote by B(u, v) the set of all directed paths in the Bruhat graph from u
to v. Then
Pu,v(q) =
∑
∆∈B(u,v)
(−1)(∆)−|T∆|q (u,v)−(∆)2
∑
Γ∈E(T∆)
(−q)r(Γ ).
Consider now the second sum in the formula above and call it Ξ∆(q), i.e.
Ξ∆(q) =
∑
Γ∈E(T∆)
(−q)r(Γ ).
The first natural question about this function is to understand when it is equal to zero. For
this purpose it will be useful to introduce the following notation. Suppose T is a finite
subset of Z. Then a jump of T of length i is a pair {k, k + i} of elements of T such that
T ∩[k, k+i ] = {k, k+i}, while a strip of T of length i is a subset {k, k+1, k+2, . . . , k+i}
of T such that k − 1, k + i + 1 ∈ T . Such a strip will be called internal if there exists an
element of T greater than k + i and will be called the external strip otherwise.
For example let T = {−5,−3,−2, 0, 2, 3, 4, 6, 7}. Then {−5,−3}, {−2, 0}, {0, 2} and
{4, 6} are jumps of length 2, {−3 − 2} is an internal strip of length 1, {2, 3, 4} is an internal
strip of length 2 and {6, 7} is the external strip and it is of length 1.
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Set T˜∆ = T∆ ∪ {−1} so that T˜∆ is contained in [−1, (∆)] and contains the extremal
points of this interval by definition.
Lemma 6.2. Let∆ be a path in the Bruhat graph from u to v. Then Ξ∆(q) = 0 if and only
if T˜∆ has no internal strips or jumps of odd length.
Proof. Note that Γ (i) − i is even for all i = 0, . . . , m. Now it is clear that if {i, j} is a
jump then Γ (i + 1) = Γ ( j − 1) = 0 and hence j − i is even and in this case we can
certainly construct a path in the interval [i + 1, j − 1] with the prescribed negative points.
On the other hand, if {i, i + 1, . . . , j} is an internal strip then Γ (i − 1) = Γ ( j + 1) = 0
and hence j − i is even and we can construct a path in the interval [i − 1, j + 1] with the
prescribed negative points and the proof is complete. 
The next natural problem is to write down explicitly a formula for Ξ∆(q) in terms of
the descent set of ∆. It turns out that Ξ∆(q) depends only on jumps and strips of T˜∆.
Lemma 6.3. Suppose T˜∆ has ji jumps of length 2i and si internal strips of length 2i and
let h be the length of the external strip (if T˜∆ has no external strip take h = 0). Then
Ξ∆(q) =
∏
i
c
ji
i−1c
si
i
 h2 ∑
d=0
h + 1 − 2d
h + 1
(
h + 1
d
)
(−q)d+ (∆)−h−12
where, for n ∈ N, cn := 1n+1
(
2n
n
)
is the n-th Catalan number.
Proof. From the proof of Lemma 6.2 it is clear that for any jump of length 2i we have
to choose a Dyck path of length 2(i − 1) and for any internal strip of length 2i we have
to choose a Dyck path of length 2i and it is well known that the Dyck paths of length 2i
are exactly ci (see, i.e., [13, Corollary 6.2.3]). Now we want to count how many paths we
can choose in the external strip that make a fixed number of rises, say d . This problem is
clearly equivalent to the problem of counting lattice paths of length h +1 which are always
strictly below the x-axis except on the starting point, and ends in (h + 1, 2d − h − 1). This
problem has a classical solution (see, e.g., [13, Ex. 6.20]) that we briefly recall here for the
reader’s convenience. If Γ is such a path, we necessarily have Γ (1) = −1 and hence we
may consider paths from (1,−1) to (h + 1, 2d − h − 1). Now let Γ be a path from (1,−1)
to (h + 1, 2d − h − 1) that touches the x-axis and denote by i0 the minimum integer i such
that Γ (i) = 0. Then we define the following path
Γ˜ (i) :=
{−Γ (i), if i ≤ i0,
Γ (i), if i ≥ i0.
It is easy to check that the correspondenceΓ → Γ˜ is a bijection from the set of paths from
(1,−1) to (h + 1, 2d − h − 1) that touch the x-axis and the set of all paths from (1, 1) to
(h+1, 2d−h−1). Now, since the paths from (1,−1) to (h+1, 2d−h−1) are
(
h
d
)
and the
paths from (1, 1) to (h +1, 2d −h −1) are
(
h
d+1
)
, it follows that the paths from (1,−1) to
(h + 1, 2d − h − 1) that do not touch the x-axis are
(
h
d
)
−
(
h
d+1
)
= h+1−2dh+1
(
h+1
d
)
. 
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Now we put together these results. If∆ is a path in the Bruhat graph we let ji(∆) be the
number of jumps of∆ of length 2i and s j (∆) be the number of internal strips of length 2i .
Then we set
c∆ =
∏
i
c
ji (∆)
i−1 c
si (∆)
i
if ∆ has all internal strips and jumps of even length (and c∆ = 0 otherwise), and
Φh(q) =
 h2 ∑
d=0
h + 1 − 2d
h + 1
(
h + 1
d
)
(−q)d
so that
Ξ∆(q) = c∆(−q)
(∆)−h∆−1
2 Φh∆(q),
where h∆ is the length of the external strip of T˜∆. It follows that
Pu,v(q) =
∑
∆∈B(u,v)
(−1)(∆)−|T∆|q (u,v)−(∆)2 c∆(−q)
(∆)−h∆−1
2 Φh∆(q)
=
∑
∆∈B(u,v)
(−1)(∆)−|T∆|+ (∆)−h∆−12 c∆q
(u,v)−h∆−1
2 Φh∆(q)
=
∑
∆∈B(u,v)
d∆Fh∆,(u,v)(q)
where
d∆ = (−1)(∆)−|T∆|+
(∆)−h∆−1
2 c∆
and
Fh,(q) =
 h2 ∑
d=0
h + 1 − 2d
h + 1
(
h + 1
d
)
(−q)dq −h−12 .
So we have that any path ∆ in the Bruhat graph from u to v contributes to the
Kazhdan–Lusztig polynomial Pu,v with a scalar multiple (possibly zero) of a polynomial
that depends only on the length of the external strip of T˜∆. Note that the polynomials Fh,
are all of degree  −12 .
Note also that if  is odd, say 2m+1, then the length of the external strip associated with
a certain ∆ satisfying c∆ = 0 is even and it ranges between 0 and 2m, while if  is even,
say 2m, then the length of the external strip is odd and it ranges between 1 and 2m − 1. In
both cases the number of polynomials Fh, that occur in the previous expression of Pu,v is
exactly  −12  + 1.
Lemma 6.4. Let  ∈ N. Then the set Fh, with h smaller than  and of different parity is a
basis of the vector space of polynomials of degree ≤  −12 .
Proof. This is easy to see because the polynomials Fh, are expressed with respect to the
standard basis 1, q, . . . , q −12  by means of a lower triangular matrix. 
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Now let us fix  odd, say 2m + 1, and denote O j := F2 j,2m+1(q) j ∈ [0, m]. With this
notation we have:
O j =
j∑
d=0
(−1)d 2 j + 1 − 2d
2 j + 1
(
2 j + 1
d
)
qd+m− j
=
j∑
i=0
(−1) j−i 2i + 1
2 j + 1
(
2 j + 1
j − i
)
qm−i
=
m∑
i=0
Ai, j qm−i ,
where Ai, j := (−1) j−i 2i+12 j+1
(
2 j+1
j−i
)
, for i, j ∈ [0, m]. It is a particular case of the main
results in [8] and [12] that the inverse A−1 of the matrix A is given by A−1i, j =
( j+i
j−i
)
,
i, j ∈ [0, m]. Hence, if we express an R-polynomial R ∈ Rm in terms of the basis
O0, . . . , Om , and we denote by ri the coefficient of Oi in this expansion we obtain
(−1)mri = (−1)m
m∑
j=0
( j + i
j − i
)
[qm− j ]R
= (−1)m
m∑
j=0
(
m − j + i
m − j − i
)
[q j ]R
=
m∑
j=0
(
m − j + i
m − j − i
)
[qm− j ]R ≥ 0
by Proposition 2.3 and Theorem 5.2, used with k = m − i and h = 0.
Similarly, if  is even, say 2m + 2, denote E j := F2 j+1,2m+2(q), j ∈ [0, m]. Then we
have
E j =
j∑
i=0
(−1)i+ j 2i + 2
2 j + 2
(
2 j + 2
j − i
)
qm−i =
j∑
i=0
Bi, j qm−i ,
where Bi, j := (−1)i+ j 2i+22 j+2
(
2 j+2
j−i
)
. It is also a consequence of [8] or [12] that the inverse
of the matrix B is given by B−1i, j =
( j+i+1
j−i
)
. Hence, if we express an R-polynomial
R ∈ Rm in terms of the basis E0, . . . , Em, and we denote by ri the coefficient of Ei in this
expansion we obtain (−1)mri ≥ 0, by Theorem 5.2, used with h = 1.
We summarize what we have just proved in the following result.
Theorem 6.5. For m ∈ N let Om := {O0, . . . , Om} and Em := {E0, . . . , Em} be the
two bases of the space of polynomials of degree smaller than or equal to m defined
above. Moreover let P be a K L-polynomial of an interval of length 2m + 1 and R be
an R-polynomial of an interval of length m. If we express these polynomials as a linear
combination of the elements of the basis Om
P =
∑
ni Oi R =
∑
ri Oi .
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then
ni =
∑
∆∈B(u,v):h∆=2i
d∆
and
(−1)mri ≥ 0.
On the other hand, if P ′ is a K L-polynomial of an interval of length 2m + 2 and R′ is
an R-polynomial of an interval of length m and we express these polynomials as a linear
combination of the elements of the basis Em
P ′ =
∑
ni Ei R′ =
∑
ri Ei
then
ni =
∑
∆∈B(u,v):h∆=2i+1
d∆
and
(−1)mri ≥ 0.
Conjecture 6.6. In the notation of Theorem 6.5 the coefficients ni are all non-negative.
The previous conjecture is clearly weaker than the non-negativity conjecture for the
ordinary coefficients, since the change of coordinates is given by the matrix A−1i, j =
( j+i
j−i
)
in intervals of odd length, and by B−1i, j =
( j+i+1
j−i
)
in intervals of even length.
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