I. Background and Objectives
During the National Ignition Facility (NIF) program Title I and Title I1 Los Alamos was tasked to review the work described above in 1 and to perform
In some cases, the Los Alamos CFD CFD design calculations in areas 2 to 4.
calculations are used to benchmark hand calculations or calculations using the SINDA/FLUINT lumped-parameter code.
The objectives of this report are to provide general guidelines on the technical approach to performing and interpreting any and all CFD calculations, and to document results from NIF-related, two-dimensional CFD light fixture case studies illustrating these guidelines and pertaining to area 1.
CFD Self-Consistency Checks and Accuracy
Performing a CFD calculation involves defining the problem geometry, discretizing the solution domain (preparing a grid), imposing boundary conditions, and selecting physical models. When these steps are complete the CFD code is run to 2 calculate fluid mechanics and heat transfer phenomena and the results are studied. While the process seems fairly straightforward, there are details and complications that can lead to lack of convergence and long computer run times.
By virtue of mathematical modeling the use of CFD involves approximations, so we are always concerned about the veracity of results. To obtain meaningful results, several CFD self-consistency checks should be performed, including grid independence, convergence, and mass and energy balances.
Preparing a "good" grid is essential and can make the difference between obtaining a solution and not. More orthogonal grids produce more accurate results and fewer problems with convergence. Ideally, several successively refined grids could be run until the computed results stop changing. However, for large problems it may not be feasible to double the number of grid elements to assess the effects of grid refinement. In such cases it may be possible to refine the grid only in critical areas or areas of high gradients and/or to use a more accurate (than first-order) differencing scheme if the grid is pretty good to begin with. Grids must be sufficiently refined near walls to properly deal with viscous boundary layer effects (area reduction and separation) and thermal boundary layer effects (heat input or removal). However, there is a dilemma in this area because more computational cells translate into longer computer runs, especially for 3-D problems where doubling the grid density in three coordinate directions increases the number of computational cells by a factor of 8.
Convergence of a CFD calculation to the correct solution is obtained when the "residuals" of all the computed variables have been reduced at least 3 orders of magnitude, as a rule-of-thumb. The residual for a given variable, say u, v, w, p, h, K, or 3 E, is the difference between the right-and left-hand sides of the algebraic equation for this variable summed over the whole grid. With each pass through the segregated solver (sequential solution of equations), these residuals should become smaller if the solution is converging. For transient calculations, the time step size plays a role in convergence.
Another essential self-consistency check of a CFD calculation is to insure accurate mass and energy balances, that is, conservation of mass and energy. Typically, we try to converge the outlet mass flow rate to within 0.1% of the incoming mass flow rate, whereas for qualitative calculations 1% may be sufficient. On the energy (or enthalpy) we desire a balance to within 1%; but, for buoyancy-driven flows this may be difficult to achieve and we might settle for 5% to 10%.
For CFD design problems like those associated with the NIF, namely, buoyancydriven flows, or flows in large facilities, or flows where very small temperature differences play an important role, we have found that double-precision arithmetic is mandatory to obtain much more accurate and meaningful results.
Sometimes our lack of knowledge of physical properties of a problem plays a role in determining the accuracy of results, for example, the emissivity of a surface may not be well characterized, nor may the turbulent behavior of the fluid be well understood.
However, it is possible to perform sensitivity studies, we make conservative assumptions, and we apply engineering judgment. Ultimately, CFD calculations should be benchmarked against experimental data where possible. Laminar flows and conduction heat transfer can be calculated very accurately. In general, we can resolve to within approximately 1 %.
Importance of Capturing Fluid Mechanics and Heat Transfer Phenomena
The relative importance of turbulence, buoyancy, radiation, and temperature dependence of properties are physics phenomena that should be assessed in each problem using hand calculations. The NIF flow and thermal fields are produced by a large-scale HVAC flow situation with moderate heat addition primarily from the light fixtures.
In the NIF, the flow condition is expected to be turbulent based on Reynolds number calculations; therefore, the effects of increased shear and mixing should be included by using an appropriate turbulence model in CFD calculations. The "standard" two-equation K-E model [l] has been used and has generally been accepted as appropriate.
The relative importance of fluid buoyancy compared with fluid inertia can be quantified by comparing the Grashof number (buoyant to viscous forces) to the Reynolds number (inertia to viscous forces) squared [2] . If this ratio is greater than approximately 1 .O, then the flow is buoyancy-dominated. We have found this to be the case outside but near the NIF beam tubes, as well as inside the beam tubes. This condition is true even though the beam tube wall temperatures may only be a few tenths of a degree Celsius higher than the fluid temperature. Consequently, buoyancy terms must be included in the momentum equations for NIF CFD calculations.
While it is tempting to neglect radiation heat transfer for temperatures near ambient and for small temperature differences to save computational complexity and computer time, this approach for NIF-type flows neglects an important heat transfer mechanism as we will show in Sec. V. Several studies [3, 4, 5, 61 have shown that, for numerical models of free convection in enclosures, the flow and temperature fields are I strongly dependent on radiation heat transfer. Consequently, to obtain an accurate representation of the thermal fields in numerical models of free convection, radiation heat transfer must be included.
IV. Importance of Choice of Boundary Conditions
ARer setting up a CFD problem geometry and preparing a suitable grid, boundary conditions must be specified for flow inlets and outlets and for walls. Wall boundary conditions include adiabatic, constant heat flux, constant temperature, and symmetric.
For turbulent flows, such as in the NIF, a "law-of-the-wall" approximation [7] is often assumed to reduce the number of grid cells required near heating or cooling walls.
The law-of-the-wall assumption provides a semi-empirical curve fit to velocity and temperature versus distance profiles near walls over a single cell. These profiles are needed to determine velocity and temperature gradients at the wall surface for calculation of shear stresses and conduction heat transfer. The criterion of 35 <= y+ <= 350, where the inner variable y+ is a dimensionless distance used in law-of-the-wall equations for velocity and temperature versus distance from the wall, should be met.
For each boundary condition case, it is important for modeling purposes to understand how the CFD code implements the boundary condition. For example, in the case of constant heat flux defined for a given wall area in the absence of radiation, the code will calculate a wall temperature (using the law-of-the-wall) consistent with conducting the entire specified amount of heat into the adjacent cells of fluid. If radiation is turned on, the code will calculate a wall temperature consistent with both conducting and radiating heat into the fluid, while maintaining the same specified heat flux. With I 6 radiation, the constant heat flux wall temperature will be lower than the wall temperature without radiation. In both cases, the amount of heat delivered to the flow will be the same.
In the case of constant temperature defined for a given wall area in the absence of radiation, the code will calculate a conduction heat flow into the adjacent fluid (using the law-of-the-wall) depending on the fluid temperature in the first cell near the wall. If radiation is turned on, the code will calculate a larger heat flow representing both conduction and radiation from the surface.
In some areas of the NIF lighting is the major space heat load component. For CFD computation of the steady-state velocity fields and temperature fields (which can affect beam pointing) in these areas, two questions arise. The first is how do we model the light fixtures, and the second is whether or not it is necessary to include radiation heat transfer in the calculations.
It has been observed in [SI that "Only part of the energy from lights is from convective heat, which is picked up instantaneously by the air conditioning apparatus.
The remaining portion is in the form of radiation that affects the conditioned space once it has been absorbed and re-released by the walls, floors, furniture, etc. This absorbed energy contributes to space cooling load only after a time lag, so part of this energy is reradiated...." Thus, for NIF we expect the light fixtures to contribute heat to the interior spaces both by convection and by radiation (or re-radiation). Reference [8] recommends an additional "special allowance factor" of 1.2 in general applications to account for ballast losses when determining lighting heat loads.
The energy distribution between convection and radiation for non-recessed, nonventilated, fluorescent light fixtures is estimated to be 29% and 58%, respectively, with 13% conduction losses [9] . A recent Los Alamos experimental study of a typical fluorescent fixture yielded 38%, 52%, and 10% for this energy distribution [lo] .
It is evident that radiant energy plays a significant role in the modeling of light fixtures. For a CFD light fixture model a choice must be made between using a constant heat flux or a constant temperature boundary condition on a wall (ceiling) to simulate the heat release. The consequences of one choice or the other are investigated in Sec. V.
V. CFD Simulations of Thermal Interactions Between a NIF Light Fixture, Beam
Tube, and the HVAC Airflow
The purpose of the four NIF-related case studies presented here is to investigate the same two questions: (1) how can we best model NIF light fixtures, and (2) is it important to include radiation in NIF calculations?
The results were obtained with CFX (CFXLS), a mature, commercial, full-physics, industry-driven CFD computer code that has been developed under IS0 9001 requirements, and has been validated with numerous test problems. We have found the CFX code to be relatively "user-friendly" with good post-processing capabilities. CFX was formerly known as CFDS-FLOW3D.
The CFX modeling capabilities used in this study were two-dimensional, steady CFX features grid generation flexibility using a multi-block scheme with bodyfitted grids, that is, grid boundaries that fit or map to the geometry. CFX models complex structures as an assemblage of "blocks." While the hexahedral grid structure within each block is "structured," the overall global connectivity of the blocks is essentially free or unstructured. It also has the capability to do moving, sliding, rotating, and globally unstructured grids.
CFX has CAD compatibility with UG, ProE, PATRAN, IDEAS, and does not have to depend on IGES graphical exchanges.
Regarding numerics, CFX is a finite volume, implicit, Navier-Stokes solver with and voltage regulating ballast) [lo] , was used in the model since it is representative of the majority of the light fixtures in NIF laser bays. For the cases involving radiation heat transfer, the value of emissivity for the light fixture was adjusted to 0.6 to provide approximately a 30% and 70% division between convection and radiation heat transfer, respectively, from the light source [lo] . For model simplicity, only the lower half of the light fixture was used in the present geometry. This was justified since the described light fixture dissipates roughly 70% of its heat by radiation (visible and infrared wavelengths) in a downward direction for a downward facing fixture. An experimental investigation of the heat dissipation characteristics of a fluorescent light fixture and a similar modeling approach are discussed in detail [lo] .
Finally, the left and right sides of the model were set as symmetry planes, based upon a representative center-to-center light spacing used in the NIF. While this model attempts to mock a section of the NlF laser bay geometry, its main purpose is to illustrate modeling of a light fixture. Consequently, since the geometry does not correspond exactly to the real NIF geometry in a particular laser bay location, the reader is cautioned to interpret the results carefully.
A uniform grid with a center-to-center cell spacing of 2.54 mm (1 in.) was used with the present model which resulted in a total number of 60 288 computational cells.
This grid discretization was determined to be adequate in capturing the temperature and velocity gradients near the light fixture and beam tube.
Hand calculations of fluid mechanics dimensionless numbers are essential to characterize the physical processes and to select CFD physical models. Accordingly, the 
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The final two tests of convergence were mass and energy balances of the model system. For the qualitative steady-state problems considered in this study, convergence was assumed when there was less than a 5% difference in the inlet and outlet flows of mass and energy. In all four temperature contour plots of Figure 2 through Figure 5 , the same temperature scale has been used to allow for direct comparison. A summary of the light surface temperatures and heat transfer rates by convection and radiation from the light fixture is given in Table 1 . A discussion of the individual results for each of the four models is presented following Table 1 . , .
. _l___.. In choosing a constant surface temperature rather than a constant surface heat flux boundary condition to represent a heat-generating surface, extreme care must be taken to ensure that the correct amount of heat is being dissipated by the representative surface.
For example, if a 100 W air heater is being modeled as a constant temperature surface, the temperature value must be chosen correctly so that 100 W of power passes through the heater surface, The temperature value that satisfies the energy balance will depend on such things as the surrounding gas physical properties, gas velocity, and whether or not radiation heat transfer is being accounted for. Thus, unlike the constant surface heat flux boundary condition in which the surface temperature is calculated to satisfy the energy balance, the constant surface temperature boundary condition must be manipulated to converge on a correct energy balance. As will be shown with the following two CFX models, the constant surface temperature boundary condition can lead to significant energy balance discrepancies, especially if radiation heat transfer is neglected. (Figure 3) . Since the physical properties and inlet velocity of the gas are the same for the constant heat flux and surface temperature boundary conditions for the models depicted in Figure 3 and Figure 4 , respectively, and since radiation heat transfer is included in both models, the temperature fields for both models are identical (see Table   1 ). This is expected since the constant surface temperature model has the same light fixture boundary temperature and heat transfer processes as the constant surface heat flux model.
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Distance (m) N 4 Velocity (m/s) If radiation heat transfer is removed from the constant surface temperature model, convection heat transfer will be the sole means for removing heat from the light fixture.
If in addition, the surface temperature boundary condition value is unaltered, the amount of heat dissipated by the light fixture will be significantly less than that predicted with the presence of radiation heat transfer. amount of heat dissipated from that surface could be significantly less than the actual power dissipation of the object. In addition, the absence of radiation heat transfer could lead to unrealistic temperature and flow fields near radiatively participating surfaces. As mentioned earlier, this is consistent with the findings of several previous studies [4, 5, 6, 71.
VI. Summary Remarks and Conclusions
The objectives of this report were to provide general guidelines on the technical approach to performing and interpreting any and all CFD calculations, and to document results from NIF-related, two-dimensional CFD light fixture case studies illustrating these guidelines. In particular, a CFD study was conducted to investigate the strengths and deficiencies in modeling a fluorescent light fixture as either a constant surface heat flux or constant surface temperature boundary condition, both with and without radiation heat transfer. The results of this study support a number of general conclusions.
(1) Several means exist for determining the convergence and accuracy of a CFD model solution. These include checks for grid independence, convergence of the dependent variable residuals, mass and energy balances, and comparison with experimental data.
(2) While the energy dissipation characteristics of a light fixture are extremely complex, a reasonable and conservative approximation can be made as to the thermal effect of a light fixture on a ventilated space. we are well advised to at least check the heat injection against the light fixture rated power.
