The surge of activity in the resolution of fine scale features in the field of earth sciences over the past decade necessitates the development of robust yet simple algorithms that can tackle the various drawbacks of in silico models developed hitherto. One such drawback is that of the restrictive computational cost of finite element method in rendering resolutions to the fine scale features, while at the same time keeping the domain being modeled sufficiently large. We propose the use of the augmented lagrangian method commonly used in the treatment of hanging nodes in contact mechanics in tackling the drawback. An interface is introduced in a typical finite element mesh across which an aggressive coarsening of the finite elements is possible. The method is based upon minimizing an augmented potential energy which factors in the constraint that exists at the hanging nodes on that interface. This allows for a significant reduction in the number of finite elements comprising the mesh with concomitant reduction in the computational expense.
Introduction
The quantum of work devoted to modeling of fine scale features in the subsurface in the recent decade has spawned a need for simple yet powerful algorithms to simulate the same in silico with low computational cost. The main barrier to these simulations lies in the restrictively fine mesh that needs to be invoked to resolve the finer features of the corresponding physics, while at the same time keeping the domain under consideration sufficiently large. The most logical approach to this problem is to allow for Email addresses: saumik@utexas.edu (Saumik Dana), mfw@ices.utexas.edu (Mary. F. Wheeler) a fine mesh to exist in the regions which need a fine mesh, and a coarse mesh to exist in regions which do not need a fine mesh. The authors have in the past developed a method to simulate subsurface flow on a fine mesh and subsurface mechanics on a coarse mesh while allowing for the coupling between the physics of flow and mechanics via a staggered solution algorithm (Dana et al. [2] ). The aforementioned work, though, is restrictive in the sense that the mesh for the mechanics domain needs to be uniformly coarser than the mesh for the flow domain. This makes the algorithm infeasible for problems involving fine scale features for the mechanics. With that in mind, in this work, we propose an adden- dum to the aforementioned algorithm. We invoke the concept of hanging nodes in finite elements. It essentially means that there is an interface in the mechanics mesh across which an aggressive refinement is possible, thus allowing for fine elements on one side of the interface and coarser elements on the other side of the interface. An example is given in Figure 1 .
Summary of the various formulations for treatment of hanging nodes developed hitherto
The concept of hanging nodes itself is not new, and has been given its due diligence as far back as in the 1980s, 1990s and early 2000s (see the works of Felippa [4] , Powell [10] , Hallquist et al. [5] , Simo et al. [13] , Wriggers and Simo [15] , Parisch [9] , Papadopoulos and Taylor [7] , Papadopoulos and Taylor [8] , McDevitt and Laursen [6] , El-Abbasi and Bathe [3] , Becker et al. [1] , Puso and Laursen [11] , Puso and Laursen [12] , Wriggers [14] and Wriggers and Zavarise [16] ). The problem is looked upon as optimization of a functional with a constraint which dictates the geometry of the interface of the hanging nodes. Representing C (u) as the potential energy functional of a system with u respresenting the displacement field, the optimization problem statement is simply put forth as: Minimize C (u) subject to a constraint g(u) = 0.
Penalty formulation
The penalty formulation penalizes the non-satisfaction of the constraint by augmenting the energy functional to be minimized as follows
where is a large penalty parameter. A large enough penalty parameter closes the gap between the solution obtained through the penalty formulation and the original minimization problem solution. On the other hand, a large penalty parameter leads to highly ill-conditioned stiffness matrix in the eventual system of equations obtained at the discrete level. As a result, the choice of penalty parameter is a compromise between solution accuracy and solution stability.
Lagrangian formulation
The lagrangian formulation, on the other hand, enforces the constraint by introducing a lagrange multiplier term to the energy functional to be minimized as follows
where λ is the force conjugate to the constraint g(u) = 0, and is refered to as the lagrange multiplier. Although this method allows for the exact satisfaction of the constraint, the increase in number of degrees of freedom of the original system by the number of lagrange multipliers makes the augmentation computationally expensive.
Augmented lagrangian formulation
The augmented Lagrangian formulation circumvents this issue by introducing the following functional to be minimized
with the constraint
where λ k is the lagrange multiplier evaluated at the k th iteration. As is evident from the formulation, the lagrange multiplier is evaluated iteratively till it reaches an asymptotic value. The lagrange multiplier, is not an additional degree of freedom, and hence the system size does not increase as compared to the original minimization problem. The biggest advantage of this method is that the solution stability is not a function of the penalty parameter, and furthermore the lagrange multiplier iterative process reaches the true asymptotic value regardless of the value of the penalty parameter.
The functional to be minimized
From the geometrical standpoint, the interface is treated as a union of coinciding faces of the general hexahedral finite elements sharing the hanging nodes as shown in Figure 1 . One of the faces is refered to as the slave surface while the other face is refered to as the master surface. Let us refer to elements containing the slave surfaces as slave elements and elements containing the master surfaces as master elements. Let x s represent a generic point on the surface of slave element E s containing the slave surface and let x m represent the orthogonal projection of x s onto the surface of master element E m containing the master surface. Let u s and u m represent the displacement field evaluated at x s and x m respectively. Let C s and C m be the strain energies of E s and E m respectively. Then the augmented functional to be minimized is
where g ≡ u s − u m is the refered to as the penetration function, λ ≡ 1 2 (t s + t m ) is the force conjugate to the constraint g = 0; introduced in a mean sense, and t s and t m are force conjugates to g at x s and x m respectively. The term 1 is the total strain energy of E s and E m , the term 2 is the lagrange multiplier term and the term 3 is the penalty term. The term 2 enforces the constraint g = 0 via lagrange multipliers, and the term 3 penalizes any deviation from the constraint g = 0. The integrals are evaluated with respect to one of the surfaces (in this case surface of E s or the slave surface). In essence, the slave elements are all the fine mesh finite elements sharing the interface.
Orthogonal projections
Let X m i , i = 1, .., 8 and X s j , j = 1, .., 8 be the coordinates of the finite element nodes of E s and E m respectively. Let (ξ, η, µ) represent the spatial field in reference elementÊ and let N i (ξ, η, µ), i = 1, .., 8 represent the shape functions. Then we have
where (ξ m , η m , µ m ) and (ξ s , η s , µ s ) are the coordinates of x m and x s respectively mapped onto the reference elementÊ . It is critical to note that (ξ s
x m is the orthogonal projection onto the master surface of x s on the slave surface. The orthogonality condition is satisfied by
Substituting (2.1) and (2.2) in (2.3), we get 
where T OL is a pre-specified tolerance.
Variation of the functional
Let U be the vector of displacement degrees of freedom at the finite element nodes and let P represent the vector of nodal forces. Then the system of equations after the minimization of the augmented energy functional would be
where K is the stiffness matrix. We rearrange the vector U in the following form
where U s are the displacement degrees of freedom corresponding to all the slave element nodes, U m are the displacement degrees of freedom corresponding to all the master element nodes and U r are the displacement degrees of freedom corresponding to all the remaining nodes on the fi-nite element mesh. The system of equations (3.1) is then written as
where K d is the stiffness matrix that is obtained after the minimization of the original energy functional. The objective is to obtain expressions for the submatrices K ss , K sm , K ms and K mm that arise as a result of the minimization of additional terms (lagrange multiplier term and penalty term) in the augmented energy functional. For the sake of clarity, we rewrite the augmented lagrangian functional as follows
The first variation of the energy functional would be
which can also be written as
Numerical integration for evaluation of surface integrals
Let E s respresent the set of slave elements E s . The contribution to the integral C in Equation (3.3) over every slave surface is evaluated as a sum of the integrands evaluated at the four gauss points multiplied by the determinant of the jacobian of the mapping from the reference 2D element to the slave surface as follows
where |E s | is the number of slave surfaces, and is equal to the number of slave elements. The determinant of the jacobian varies from slave surface to slave surface since every slave surface belongs to a different slave element, and hence the jacobian of the mapping from the reference 2D element to the slave element varies from one element to the other. Now, corresponding to each gauss point on the reference element to which the slave surface is mapped onto, there is an actual physical point on the slave surface. Let's refer to that point as x s . We employ the logic elucidated in module 2.1 to evaluate the orthogonal projection x m of x s onto the master surface.
Evaluating the force conjugates one gauss point at a time
The force conjugate to the constraint evaluated at (ξ s , η s , µ s ) is given by is the normal to the slave surface evaluated at (ξ s , η s , µ s ), D is the 6 × 6 constitutive matrix, B| (ξs,ηs,µs) is the 6×24 strain displacement interpolation matrix evaluated at (ξ s , η s , µ s ) and U s| Es is the restriction of U s to slave element E s . Similarly, the force conjugate to the constraint evaluated at (ξ m , η m , µ m ) is given by
where where S s and S m are equations of the slave and master surfaces respectively. The equations of the surfaces given coordinates of the four points are obtained using the procedure of singular value decompositions as described in Dana et al. [2] .
Evaluating the penetration function one gauss point at a time
The penetration function is given by
where N is the 3×24 shape function matrix
Evaluating the surface integral
In lieu of Equations (4.2) -(4.4), the surface integral (4.1) is evaluated as
where K ss , K sm , K ms and K mm are obtained after assembling the following contributions K mm| Es , K sm| Es , K ms| Es and K ss| Es from each slave element E s
System of Equations
The system of equations is obtained by equating the variation of the functional to zero as follows
which is eventually written as
where K ss , K sm , K ms and K mm are given in Equation (4.5).
Procedural framework
The steps to be followed for the treatment of hanging nodes in hexahedral meshes are
• Identify the elements sharing the interface • Identify the elements on the fine mesh side as slave elements and elements on the coarse mesh side as master elements • Identify the faces of the slave elements on the interface as slave surfaces and faces of the master elements on the interface as master surfaces • Use singular value decompositions (see Dana et al. [2] ) to obtain the equations of the slave and master surfaces
• In the numerical integration module, map the slave and master surfaces to 2D reference elements • For every gauss point on the reference element which every slave surface has been mapped onto, identify the point on the slave surface. Use the equation of the slave surface to obtain the normal to the slave surface at that point.
• Obtain the orthogonal projection of that point onto the master surface. Use the equation of the master surface to obtain the normal to the master surface at that point.
• Obtain the contributions to the submatrices from each slave element • Assemble the contributions to obtain the global submatrices
