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A variant of the Circuit Value Problem is introduced, in which every gate implements the
NOR function¬(x∨ y), and one of the inputs of every kth gate must be the (k− 1)th gate.
The problem, which remains P-complete, is encoded as a simple formal language over a
two-letter alphabet, which can be succinctly represented by language equations of several
types. Using this representation, a conjunctive grammar with 8 rules, a Boolean grammar
with 5 rules and an LL(1) Boolean grammar with 8 rules for this language are constructed.
Another encoding of the problem is represented by a trellis automaton with 11 states and
a linear conjunctive grammar with 20 rules.
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1. Introduction
The notion of a language complete for a family of languages with respect to one of the standard types of reductions is
among the main concepts of computation theory. For every noteworthy class of automata or grammars, which generates a
language family containing a complete set, it is interesting to find a succinct specification of such a set. For instance, for the
class of recursively enumerable sets, the standard specification of a complete set is a universal Turing machine, and finding
the smallest such machines has been a subject for research since the 1960s [14]. The smallest currently known examples
are obtained by simulating a particular recently discovered elementary cellular automaton known as Rule 110 [1,16].
For automata of a limited computational power, complete sets can be found as well. For instance, Galil [6] found a
P -complete language recognized by a two-way deterministic pushdown automaton; his construction was improved by
Ladner [13]. The existence of a one-way real-time cellular automaton accepting a P -complete languagewas demonstrated by
Ibarra and Kim [10]. A linear conjunctive grammar for a P -complete problem was constructed by the author [18]. A natural
P -complete problem for time-bounded cellular automata was recently found by Neary and Woods [15].
Results of this kind are equally important for formal grammars. It is known that all linear context-free languages are
contained in NLOGSPACE , and Sudborough [28] constructed an example of a linear context-free grammar that generates
an NLOGSPACE-complete language. Such a result is essential to understand the expressive power of these grammars and
to assess their parsing complexity. Having a succinct example is especially good, as it shows the refined essence of the
expressive power of linear context-free grammars in an easily perceivable form.
This paper considers hard sets in two extensions of the context-free grammars. These are conjunctive grammars [17],
in which the rules may contain conjunction of multiple terms representing intersection of languages, and Boolean
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grammars [21] that additionally use negation, which represents complementation. These grammars are important, because,
on one hand, they are sufficiently powerful to give natural descriptions of many non-context-free languages, including a
theoretically important family of unary languages [11]; on the other hand, they inherit all practical context-free parsing
algorithms, such as the cubic-time Cocke–Kasami–Younger [17,21], the polynomial-time generalized LR [23], as well as the
recursive descent [24]. The semantics of Boolean grammars is defined by language equations [21], or by amore sophisticated
method due to Kountouriotis et al. [12] based upon three-valued languages.
The languages generated by Boolean grammars lie in P [21], and it is known that P -completeness occurs already in their
fairly restricted subfamily. This is the family of linear conjunctive grammars, which is notable for being computationally
equivalent to trellis automata [19], also known as one-way real-time cellular automata [2–4,10,27]. The existence of a trellis
automaton recognizing a P -complete language was demonstrated by Ibarra and Kim [10], though no explicit construction
was presented. The known linear conjunctive grammar for a P -complete problem simulates a 45-state trellis automaton
over a 9-letter alphabet [18], and thus contains as many as 164035 = 452 · 92 + 9 + 1 rules according to the formal
construction [19]. This is currently the smallest Boolean grammar generating a P -complete language. The importance of
these grammars calls for constructing significantly smaller representations, which would expose some essentials of their
expressive power and provide with good examples for the future research.
This paper begins with describing the formalisms studied in this paper: conjunctive grammars, Boolean grammars and
trellis automata are explained in Sections 2.1–2.3. Then a variant of the standard P -complete problem, the Circuit Value
Problem [8,9,13], is introduced. The proposed Sequential NOR Circuit Value Problem requires all gates of a circuit to implement
the negation of disjunction of two arguments, and one of these arguments must be the previous gate, that is, all gates are
arranged in a chain. The P -completeness of this problem is established in Section 3.
One possible encoding of this problem as a formal language is defined in Section 4, and a few representations of this
language using language equations with different sets of operations are constructed. These language equations are then
transcribed as a conjunctive grammar with 8 rules, as a Boolean grammar with 5 rules, and as another Boolean grammar
with 8 rules belonging to the subclass of LL(1) Boolean grammars [24], which can be parsed using a generalization of
the recursive descent. The latter result implies P -completeness of some variants of the recursive descent parsing used in
software engineering [5].
An alternative encoding of Sequential NOR CVP is defined in Section 5, and a trellis automatonwith 11 states recognizing
its yes-instances is constructed. Although it can be inferred from the known results on cellular automata that there exists a
much smaller, 4-state trellis automaton for a different P -complete language [15,26], the given 11-state automaton is useful
because it can be simulated by a well-understandable linear conjunctive grammar containing 20 rules.
2. Conjunctive grammars, Boolean grammars, trellis automata
2.1. Conjunctive grammars
Conjunctive grammars extend the context-free grammars by allowing an operation of conjunction in its rules.
Definition 1. A conjunctive grammar is a quadruple G = (Σ,N, P, S), in which
• Σ and N are disjoint finite non-empty sets of terminal and nonterminal symbols, respectively;
• P is a finite set of rules, each of the form
A → α1& . . .&αn,
where A ∈ N , n ⩾ 1 and αi ∈ (Σ ∪ N)∗;• S ∈ N is a nonterminal designated as the start symbol.
The semantics of conjunctive grammars can be defined in two equivalent ways: by term rewriting or by language
equations. The term rewriting for conjunctive grammars uses terms over two operations, concatenation and conjunction;
this is a direct generalization of the context-free derivation operating on strings over Σ ∪ N , which may be regarded as
terms over a single associative operation, the concatenation.
The conjunctive terms are defined as follows:
1. ε is a term;
2. Every symbol fromΣ ∪ N is a term;
3. IfA andB are terms, thenAB is a term;
4. IfA1, . . . ,An (n ⩾ 1) are terms, then (A1& . . .&An) is a term.
Define the following term rewriting:
1. Any occurrence of a nonterminal symbol A in any term can be replaced by the body of any rule for A enclosed in
parentheses:
. . . A . . . =⇒ . . . (α1& . . .&αn) . . . ,
for every rule A → α1& . . .&αn ∈ P . For convenience, one can omit the parentheses for context-free rules with n = 1.
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2. Any occurrence of a conjunction of several identical terminal strings as a subterm can be replaced by one such string:
. . . (w& . . .&w  
n
) . . . =⇒ . . . w . . . ,
for allw ∈ Σ∗ and for all n ⩾ 1.
Let=⇒∗ be the reflexive and transitive closure of=⇒. The language generated by a termA can be defined as the set of all
strings overΣ derivable fromA in zero or more steps:
LG(A) = {w | w ∈ Σ∗, A =⇒∗ w}.
The language generated by a grammar is the set of all strings over its terminal alphabet derivable from its start symbol:
L(G) = LG(S).
An equivalent definition is given by language equations, which generalize the equations for context-free grammars
defined by Ginsburg and Rice [7] by allowing an extra operation of intersection. The system of language equations associated
with a conjunctive grammar G = (Σ,N, P, S) uses the set N as the set of variables and contains the following equation for
each variable A ∈ N:
A =

A→α1&...&αm∈P
m
i=1
αi.
A solution of such a system is a vector of languages (. . . , LC , . . .)C∈N , such that the substitution of LC for C , for all C ∈ N ,
turns each equation into an equality. Like in the context-free case, it is known that this system always has solutions, and
that among them there is a least one with respect to componentwise inclusion. For every variable A ∈ N , the A-component
of this least solution is denoted by LG(A), with L(G) defined as LG(S). The equivalence of the two definitions is proved as in
the context-free case.
Consider an example of a conjunctive grammar for a standard non-context-free language:
Example 1 ([17]). The following conjunctive grammar generates the language {anbncn | n ⩾ 0}:
S → AB&DC
A → aA | ε
B → bBc | ε
C → cC | ε
D → aDb | ε
The rules for the nonterminalsA,B,C andD are context-free, and they generate the languages L(A) = a∗, L(B) = {bncn|n ⩾ 0},
L(C) = c∗ and L(D) = {ambm | m ⩾ 0}. Then the conjunction in the rule for S specifies the following combination of the
conditions given by AB and DC:
{aibjck | j = k}  
L(AB)
∩ {aibjck | i = j}  
L(DC)
= {aibjck | i = j and j = k}  
L(S)
= {anbncn | n ⩾ 0}.
According to the generative semantics, the string abc is in L(G) because of the following derivation:
S =⇒ (AB&DC) =⇒ (aAB&DC) =⇒ (aB&DC) =⇒ (abBc&DC) =⇒ (abc&DC) =⇒∗ (abc&abc) =⇒ abc.
2.2. Boolean grammars
These grammars are a further extension of the context-free grammars featuring the negation alongwith the conjunction.
Definition 2. A Boolean grammar [21] is a quadruple G = (Σ,N, P, S), in which
• Σ and N are disjoint finite sets of terminal and nonterminal symbols, respectively;
• P is a finite set of rules of the form
A → α1& . . .&αm&¬β1& . . .&¬βn (A ∈ N, m+ n ⩾ 1, αi, βj ∈ (Σ ∪ N)∗); (1)
• S ∈ N is the start symbol of the grammar.
Intuitively, a rule (1) can be read as ‘‘if a string satisfies the syntactical conditions α1, . . . , αm and does not satisfy any of
the syntactical conditions β1, . . . , βn, then this string satisfies the condition represented by the nonterminal A’’. This intuitive
interpretation is formalized by the following system of language equations, in which the nonterminal symbols represent the
unknown languages, and for every A ∈ N , there is an equation
A =

A→α1&...&αm&¬β1&...&¬βn∈P
[ m
i=1
αi ∩
n
j=1
βj
]
.
Then the languages generated by the nonterminals of the grammar are defined by the corresponding components of a certain
solution of this system. In the simplest definition, the systemmust have a unique solution,with some further restriction [21].
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According to this definition, some grammars, such as S → S and S → ¬S, are deemed invalid, but in practice every
reasonably written grammar satisfies the definition. A deeper approach to defining the semantics of Boolean grammars
was presented by Kountouriotis et al. [12], who interpreted every Boolean grammar in terms of three-valued languages.
However, all grammars constructed in this paper can be understood without going into the intricacies of formal definitions.
Note that there is no known definition of Boolean grammars by derivation.
Consider the following example:
Example 2 ([24]). The following Boolean grammar generates the language {ambncn |m, n ⩾ 0,m ≠ n}:
S → AB&¬DC
A → aA | ε
B → bBc | ε
C → cC | ε
D → aDb | ε
The nonterminals A, B, C and D have the same rules as in Example 2, and accordingly generate the same languages. Then the
propositional connectives in the rule for S specify the following combination of the conditions given by AB and DC:
{aibjck | j = k}  
L(AB)
∩{aibjck | i = j}  
L(DC)
= {aibjck | j = k and i ≠ j}  
L(S)
= {ambncn |m, n ⩾ 0,m ≠ n}.
Two subfamilies of Boolean grammars defined by analogy with the context-free case will be used in this paper. The first
of them is the family of grammars usable with the linear time recursive descent parsing:
Definition 3 ([24]). A Boolean grammar G = (Σ,N, P, S) is said to be LL(k), with k ⩾ 1, if for every nonterminal A, for
every lookahead string u ∈ Σ⩽k = {w | w ∈ Σ∗, |w| ⩽ k} and for every sequence of rules Bi−1 → ηiBiθi& . . . (or
Bi−1 → ¬ηiBiθi& . . .) with 1 ⩽ i ⩽ ℓ, such that B0 = S and Bℓ = A, there exists at most one rule
A → α1& . . .&αm&¬β1& . . .&¬βn,
such that the language
LG((α1& . . .&αm&¬β1& . . .&¬βn)θℓ . . . θ1)
contains u or, if |u| = k, any strings that begin with u.
An LL(k) parsing table is a function Tk : N × Σ⩽k → P ∪ {−}, such that T (A, u) gives this unique rule if it exists, and
otherwise may assume the value of− or of any rule for A.
The other family is the family of linear Boolean grammars, in which every rule A → α1& . . .&αm&¬β1& . . .&¬βn has at
most one reference to a nonterminal symbol in each αi and βj, that is, αi, βj ∈ Σ∗NΣ∗ ∪ Σ∗. Linear conjunctive grammars,
in which the negation is never used, are known to generate the same family of languages as linear Boolean grammars [19],
and are additionally equivalent to the simplest family of cellular automata, which will now be defined.
2.3. Trellis automata
Trellis automata, also known under a systematic name of one-way real-time cellular automata, can be equally defined by
their cellular automata semantics (using evolution of configurations) and through the trellis representing their computation.
According to the latter approach, due to Čulík et al. [2,3], a trellis automaton processes an input string of length n ⩾ 1 using a
uniform triangular array of n(n+1)2 processor nodes, as presented in the figure below. Each node computes a value froma fixed
finite set Q . The nodes in the bottom row obtain their values directly from the input symbols using a function I : Σ → Q .
The rest of the nodes compute the function δ : Q × Q → Q of the values in their predecessors. The string is accepted if
and only if the value computed by the topmost node belongs to the set of accepting states F ⊆ Q . This is formalized in the
following definition.
Definition 4. A trellis automaton is a quintupleM = (Σ,Q , I, δ, F), in which:
• Σ is the input alphabet,
• Q is a finite non-empty set of states,
• I : Σ → Q is a function that sets the initial states,
• δ : Q × Q → Q is the transition function, and
• F ⊆ Q is the set of final states.
The result of the computation on a stringw ∈ Σ+ is denoted by∆ : Σ+ → Q , which is defined inductively as∆(a) = I(a)
and ∆(awb) = δ(∆(aw),∆(wb)), for any a, b ∈ Σ and w ∈ Σ∗. Then the language recognized by the automaton is
L(M) = {w |∆(w) ∈ F}.
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Trellis automata are known to be equivalent to linear conjunctive and linear Boolean grammars:
Proposition 1 (Okhotin [19]). Let L ⊆ Σ+. The following statements are equivalent:
1. L is generated by a linear conjunctive grammar;
2. L is generated by a linear Boolean grammar;
3. L is recognized by a trellis automaton.
These representations can be effectively transformed into each other.
In particular, the conversion of a trellis automaton to a linear conjunctive grammar can be done quite straightforwardly
by using a nonterminal Aq to represent each state q of the automaton, and by defining the rules
Aq → bAq′′&Aq′c (for all q′, q′′ ∈ Q with q = δ(q′, q′′) and for all b, c ∈ Σ),
as well as a rule AI(a) → a for every a ∈ Σ . If there is a unique accepting state q, then Aq may be taken for a start symbol,
and otherwise a new start symbol has to be defined. In this way an automaton with n states andm letters is converted to a
grammar with at most n+ 1 nonterminal symbols and at mostm2n2 +m+ n rules.
A more complicated construction is known [20], which always produces a grammar with 2 nonterminals. Furthermore,
it can be applied to show the existence of linear conjunctive grammars with 1 nonterminal generating P -complete
languages [20]. However, this construction produces exponentially many rules, each of an exponential size, and thus is
unsuitable for producing any succinct representations.
3. A variant of Circuit Value Problem
A circuit is an acyclic directed graph, in which the incoming arcs in every vertex are considered ordered, every source
vertex is labelled by a variable from a certain set {x1, . . . , xm} with m ⩾ 1, each of the rest of the vertices is labelled by
a Boolean function of k variables (where k is its in-degree), and there is a unique sink vertex. For every Boolean vector of
input values (σ1, . . . , σm) assigned to the variables, the value computed at each gate is defined as the value of the function
assigned to this gate on the values of its predecessor vertices. The value computed at the sink vertex is the output value of
the circuit on the given input.
The Circuit Value Problem (CVP) is stated as follows: given a circuit with gates of two types, f (x) = ¬x and g(x, y) = x∧y,
and given a vector (σ1, . . . , σm) of input values assigned to the variables (σi ∈ {0, 1}), determine whether the circuit
evaluates to 1 on this vector. The pair (circuit, vector of input values) is called an instance of CVP. This is the fundamental
problem complete for P with respect to logarithmic-spacemany-one reductions, whichwas proved by Ladner [13]. A variant
of this problem is theMonotone Circuit Value Problem (MCVP), in which only conjunction and disjunction gates are allowed.
As shown by Goldschlager [8], MCVP remains P -complete.
Amultitude of other particular cases of CVP are known to be P -complete [9]. A newvariant of this standard computational
problem will be used in this paper. A sequential NOR circuit is a circuit satisfying the following conditions:
• The notion of an input variable is eliminated, and the circuit is deemed to have a single source vertex,which, by definition,
assumes value 1.
• A single type of gate is used. This gate implements the NOR function ¬(x ∨ y), also known as Peirce’s arrow. It is well
known that every Boolean function can be expressed as a formula over this function only.
• The first argument of every kth NOR gate has to be its direct predecessor, the (k−1)th vertex, while the second argument
can be any of the previous vertices, from the source vertex up to the (k − 1)th vertex. For that reason, these gates shall
be called restricted NOR gates.
The problem of testing whether such a circuit evaluates to 1 is called the Sequential NOR Circuit Value Problem.
It is not hard to see that instances of the ordinary CVP can be mechanically translated to circuits of this restricted form.
Let any circuit with conjunction and negation gates be given. The first two gates of the resulting sequential NOR circuit have
to be C1 = 1 and C2 = ¬(C1 ∨ C1) = 0. Every time the given circuit refers to a variable, the resulting circuit refers to C1
if the given value of this variable is 1, and to C2 otherwise. Each negation gate ¬Cj in the input circuit can be expressed via
two restricted NOR gates as follows:
Ci = ¬(Ci−1 ∨ C1) (= ¬(Ci−1 ∨ 1) = ¬1 = 0)
Ci+1 = ¬(Ci ∨ Cj) (= ¬(0 ∨ Cj) = ¬Cj)
Note that the first gate Ci resets the computation to 0 regardless of the value computed in Ci−1, while the second gate Ci+1
substitutes this constant 0 into the NOR function to obtain negation.
A conjunction of two gates, Cj and Ck, can be implemented using the following five restricted NOR gates:
Ci = ¬(Ci−1 ∨ C1) (= 0)
Ci+1 = ¬(Ci ∨ Cj) (= ¬Cj)
Ci+2 = ¬(Ci+1 ∨ C1) (= 0)
Ci+3 = ¬(Ci+2 ∨ Ck) (= ¬Ck)
Ci+4 = ¬(Ci+3 ∨ Ci+1) (= ¬(¬Cj ∨ ¬Ck) = Cj ∧ Ck)
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The gates Ci and Ci+1 compute¬Cj as above, the gates Ci+2 and Ci+3 similarly compute¬Ck, and the last gate Ci+4 computes
NOR of Ci+1 and Ci+3, which is exactly the conjunction of Cj and Ck.
The resulting sequential NOR circuit evaluates to 1 if and only if the original circuit evaluates to 1. Furthermore, this
transformation clearly can be carried out by a logarithmic-space transducer. This proves the following simple result:
Lemma 1. Sequential NOR CVP is P -complete with respect to logarithmic-space reductions.
The above reduction clearly indicates that sequential NOR circuits are mathematically not any simpler than the circuits
of the general form. However, sequential NOR circuits are more suitable for specification by automata and grammars due
to their syntactical simplicity. Such a circuit is completely described by a vector of natural numbers, and these numbers
represent references to each other. This allows for much simpler representations than for the circuits of the general form.
4. Constructing language equations and Boolean grammars
The expressive means of the context-free grammars are centered at the recursive definition of languages, where the
membership of a string in the language is defined as a function of the membership of shorter strings in the languages
generated by nonterminals of this grammar, and longer strings may be obtained only by concatenating several shorter
strings. These principles are inherited by conjunctive and Boolean grammars. An encoding of the given P -complete problem
that is particularly suitable for a recursive definition shall be defined as follows.
4.1. Encoding of circuits
Every sequential NOR circuit shall be represented as a string over the alphabet {a, b}∗. Consider any such circuit:
C1 = 1,
C2 = ¬(C1 ∨ Cj2),
C3 = ¬(C2 ∨ Cj3),
...
Cn−1 = ¬(Cn−2 ∨ Cjn−1),
Cn = ¬(Cn−1 ∨ Cjn),
wheren ⩾ 1 and1 ⩽ ji < i for all i. The gateC1 is represented by the empty string. Every restrictedNORgateCi = ¬(Ci−1∨Cji)
is represented as a string ai−ji−1b. The whole circuit is encoded as a concatenation of these representations in the reverse
order, starting from the circuit Cn and ending with . . . C2C1:
an−jn−1b a(n−1)−jn−1−1b . . . a3−j3−1b a2−j2−1b.
The language of correct circuits that have value 1 has the following fairly succinct definition:
{an−jn−1ba(n−1)−jn−1−1b . . . a3−j3−1ba2−j2−1b | n ⩾ 0 and ∃y1, . . . , yn ∈ {0, 1}, such that y1 = yn = 1 and
for each i (2 ⩽ i ⩽ n), 1 ⩽ ji < i and yi = ¬(yi−1 ∨ yji)}.
This is a P -complete language, and it has a simple structure that resembles the examples common in formal language theory.
As it will now be demonstrated, this set can indeed be very succinctly defined by language-theoretic methods.
4.2. Representation by language equations
The set of well-formed circuits that have value 1 (that is, the yes-instances of the CVP) can be defined inductively as
follows:
• The circuit ε has value 1.
• A circuit ambw has value 1 if and only if both of the following statements hold:
1. w is not a circuit that has value 1;
2. w is in (a∗b)mu, wherem ⩾ 0 and u is not a circuit that has value 1.
Checking the representation amb(a∗b)mu requiresmatching the number of a’s in the beginning of the string to the number
of subsequent blocks (a∗b), as shown in Fig. 1. This can naturally be specified by a context-free grammar for the following
language:
L0 =

m⩾0
amb(a∗b)m. (2)
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Fig. 1. Looking up a gate.
To be precise, the language L0 is linear context-free and deterministic context-free; furthermore, there exists an LL(1)
context-free grammar for this language.
Using L0 as a constant, one can construct the following language equation, which is the exact formal representation of
the above definition of the set of circuits that have value 1:
X = a∗bX ∩ L0X . (3)
First of all, this equation has a unique solution: indeed, if there were two solutions, one could take a shortest string in
their symmetric difference, and deduce that these solutions would differ on a shorter string. It remains to see that a string
representing some circuit belongs to this solution if and only if the circuit evaluates to 1. As per the above inductive
definition, for a string ambw, Eq. (3) states that ambw ∈ X if and only if ambw /∈ a∗bX and ambw /∈ m′⩾0 am′b(a∗b)m′X ,
which is equivalent to w /∈ X and w /∈ (a∗b)mX . The basis of the induction, ε ∈ X , is also implied by the equation, since
ε /∈ a∗bX and ε /∈ L0X regardless of the value of X , and hence ε ∈ a∗bX ∩ L0X .
This is worth being stated as the main result of this paper:
Theorem 1. There exists an LL(1) context-free language L0 ⊆ {a, b}+, which is at the same time linear context-free, such that
the unique solution of the language equation X = a∗bX ∩ L0X is a P -complete language. The language L0 is given by the grammar
{S → aSAb, S → b, A → aA, A → ε}.
There is one detail to be clarified. The unique solution of Eq. (3) contains all valid descriptions of circuits that evaluate
to 1, but besides them it also contains many strings that do not describe any circuits, such as the string a. If needed, this
‘‘garbage’’ could be eliminated by intersecting X with the set of well-formed circuits, which could be represented by an
extra equation. However, this would lead to a larger description, and since Eq. (3) already has a P -complete unique solution,
no elaborations are necessary.
A few more equations can be formally inferred from (3). Two constants in this equation can be combined into one,
resulting in the following variant of this equation:
Corollary 1. Consider the linear context-free language L1 = L0 ∪ a∗b ⊆ {a, b}+. Then the language equation X = L1X has a
P -complete unique solution.
Yet another variant of this equation is obtained by substituting it in itself: the equation X = L1L1X has the same
unique solution. Here nested concatenation and complementations form a monotone operation on languages, known as
dual concatenation [22] for being the logical dual of the concatenation of languages:
K ⊙ L = K · L = {w | ∀u, v ∈ Σ∗ : w = uv ⇒ u ∈ K or v ∈ L}.
In terms of this operation, the above equation is reformulated as follows:
Corollary 2. Let L2 = L1, which is also a linear context-free language. Then the unique solution of the equation X = L2⊙ (L1 · X)
is P -complete.
Eq. (3) uses complementation and intersection to specify the NOR function as it is. There is another way of specifying
the same condition, which does not require the use of complementation. Instead of the variable X from (3), consider two
variables, T and F (standing for true and false), which correspond to circuits evaluating to 1 and 0, respectively. Now the
problem can be represented as follows:
T = (a∗bF ∩ L0F) ∪ ε
F = a∗bT ∪ L0T . (4)
This system has a unique solution (LT , LF ), and every string w representing a circuit is either in LT or in LF , depending on
whether the value of the circuit is 1 or 0.
Hence the following variant of Theorem 1 is obtained:
Theorem 2. There exists an LL(1) context-free language L0 ⊆ {a, b}+ (the same as in Theorem 1), such that both components of
the unique solution of the system of language equations (4) are P -complete languages.
Four representations of the circuit value problem by language equations have been given. These representations can now
be used to obtain succinct formal grammars for the set of yes-instances of this problem.
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Table 1
LL(1) parsing table for the given Boolean grammar.
ε a b
S S → E&¬AbS&¬CS S → E&¬AbS&¬CS S → E&¬AbS&¬CS
A — A → aA A → ε
C — C → aCAb C → b
E E → ε E → aE E → bE
4.3. Representations by conjunctive and Boolean grammars
The system of language equations (4) constructed above can be represented by the following conjunctive grammar:
T → AbF&CF | ε
F → AbT | CT
A → aA | ε
C → aCAb | b
The nonterminal C generates exactly the language L0 used in Eq. (4). This establishes the following result:
Theorem 3. There exists an 8-rule conjunctive grammar that generates a P -complete language.
The language equation (3) can be rewritten as the following Boolean grammar:
S → ¬AbS&¬CS
A → aA | ε
C → aCAb | b
This grammar uses negation to specify the NOR function exactly as it is defined. It also has another advantage over the
conjunctive grammar for a similar language given in the previous section: its slightly modified variant can be used with the
recursive descent parsing method [24]. Define a new nonterminal symbol E generating {a, b}∗, and use it in the rule for S as
follows:
S → E&¬AbS&¬CS
A → aA | ε
C → aCAb | b
E → aE | bE | ε
This grammar is LL(1), and the corresponding parsing table T1 is given in Table 1. A recursive descent parser is constructed
according to this table by a formal procedure, and it contains a procedure A() for every nonterminal symbol A ∈ N , which
transcribes the rules for A. In particular, conjunction is implemented by scanning a substring of the input string multiple
times, negation is represented by an exception handler, and exceptions are raised by the program whenever it is unable to
parse a substring according to the grammar. The reader is referred to the corresponding paper [24] for details.
For the above grammar, the recursive procedure S() corresponding to the start symbol will recursively call itself on
shorter and shorter suffixes of the input, thus evaluating relevant gates of the circuit. Each time S() reports a successful
parse whenever both recursive calls to itself are unsuccessful. In particular, the empty string is successfully parsed because
it cannot be parsed as AbS or as CS.
It has to be noted that a straightforward recursive descent parser will work in exponential time on this grammar, but a
memoization of procedure calls [24] reduces the execution time down to linear.
The following result can be stated:
Theorem 4. There exists a 5-rule Boolean grammar that generates a P -complete language. The same language is generated by an
8-rule LL(1) Boolean grammar.
Taking a closer look at the recursive descent parser for this grammar, it is worth noting that all branches of computation
of the procedure S() terminate at the end of the input string, and hence all comparisons between pointers in the parser’s
code always hold true. Therefore, these checks become redundant and can be removed from the generated program. In
this simplified form, the parser becomes similar to ad hoc extensions of recursive descent parsing, such as the one recently
proposed by Ford [5]. Viewing specifications of those parsers as formalisms for language definition, one can see that those
formalisms are capable of expressing the same P -complete set in exactly the same way as shown in this section.
5. Constructing linear conjunctive grammars and trellis automata
The encoding of sequential NOR circuits defined in the previous section was particularly suited for Boolean grammars.
However, it does not go well with linear grammars or trellis automata, as they cannot represent concatenation of
languages [29]. A slightly different encoding of circuits will now be defined.
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Fig. 2. Sketch of the computation.
5.1. Another encoding of circuits
Again, circuits will be represented by strings over the alphabet {a, b}. Consider any sequential NOR circuit
C1 = 1
C2 = ¬(C1 ∨ Cj2)
C3 = ¬(C2 ∨ Cj3)
...
Cn−1 = ¬(Cn−2 ∨ Cjn−1)
Cn = ¬(Cn−1 ∨ Cjn)
where n ⩾ 2 and 1 ⩽ ji < i for all i. The gates C1 and C2 are represented by strings a and b, respectively. Every restricted
NOR gate Ci = ¬(Ci−1 ∨ Cji) with i ⩾ 3 is represented as a string baji . The whole circuit is encoded as a concatenation of
these representations in the reverse order, starting from the gate Cn and ending with . . . C3C2C1. The encoding continues
with a letter b and a suffix bn representing the work space needed by the trellis automaton to store the computed values of
the gates:
bajnajn−1 . . . baj4baj3ba  
gate descriptions
b b . . . b  
bn: work space
The set of syntactically correct circuit descriptions can be formally defined as follows:L = {bajn bajn−1 . . . baj3 bab bn | n ⩾ 2 and 1 ⩽ ji < i for each i}.
The language of correct descriptions of circuits that evaluate to 1 is obtained similarly to the previous encoding:
L1 = {bajnbajn−1 . . . baj3bab bn | n ⩾ 2 and ∃x1, x2, . . . , xn ∈ {0, 1}, such that x1 = xn = 1, x2 = 0 and
for all i (3 ⩽ i ⩽ n), 1 ⩽ ji < i and xi = ¬(xi−1 ∨ xji)}.
5.2. Representation by a trellis automaton
The goal is to construct a trellis automaton that accepts a string fromL if and only if it is in L1. Thus the behaviour of the
automaton on strings from {a, b}+ \L is undefined, and the actual language it recognizes is different from L1. As in the case
of Boolean grammars, it would not be difficult to check the syntax by the automaton. However, disregarding the strings not
inL results in a simpler construction and in fewer states.
The automaton uses 11 states, and its set of states is defined as Q = {?, 00, 01, 0↖, 0↗, 0, 10, 11, 1↖, 1↗, 1}. The initial
function is defined by I(a) = 0↗ and I(b) = 0↖, while the set of accepting states is F = {1}.
The overall structure of the computation of the automaton on a valid encoding of a circuit is given in Fig. 2. The suffix bn
of the encoding is used by the automaton as the ‘‘work space’’, and the diagonal spawned to the left from every ith b in this
suffix represents the computed value of the ith gate of the circuit. Each diagonal initially holds the question mark; in other
words, ∆(wbi) = ? for every sufficiently short suffix of the circuit description, with the exception of b and ε. The value of
the ith gate is computed on the substring starting at the description of the ith gate and ending with bi; formally,
∆(bajibaji−1 . . . baj3babbi) =

0, if Ci = 0;
1, if Ci = 1.
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Fig. 3. Computing the value of the (n+ 1)th gate.
This computed value is propagated to the left, so that each subsequent state in this diagonal is of the form xp, with x ∈ {0, 1}
being the value of the gateCi, and p ∈ {0, 1,↖,↗,␣} representing a state of an ongoing computation of the trellis automaton.
In order to compute the value of each ith gate, the automaton should read the gate description baji and look up the values
of the gates Cji and Ci−1, which were computed on shorter substrings of the encoding and are now being propagated in the
diagonals. To be more precise, the value of the gate Cji should be brought to the (i − 1)th diagonal in the form of the state
x
xji
i−1, and then the value of Ci is computed and placed in the correct diagonal by a single transition.
The exact states of such a computation are given in Fig. 3, where the main data flow is marked with dark grey. Assume
that the encoding of the (n+1)th gate is baj and it is propagated to the lower left border of Fig. 3 in the form of the states 0↗
for each a and the state 0↖ for b. The diagonals spawned from bn+1 arrive to the lower-right border of the area as states xi,
x0i or x
1
i for each gate i, and as ? for the last (n+ 1)th gate. Fig. 3 illustrates how the value of the (n+ 1)th gate is computed,
while the already computed values of the rest of the gates are preserved.
Furthermore, consider a full computation of the automaton on a string ba2ba3ba2babb5 ∈ L1, given in Fig. 4. The data
flow is marked with dark grey in the same way as in Fig. 3.
Now it is time to define all transitions used in this computation. The vertical line of states in {0↖, 1↖}marked with dark
grey representsmatching the number of a’s in the description of the gate to the number of diagonals with gate values, which
allows seeking for the gate Cj. This vertical line is maintained by transitions of the form
δ(k↗, ℓ) = ℓ↖ (for k, ℓ ∈ {0, 1}).
There are two cases of how this line can begin, that is, how the bottom state 1↖ is computed. If the previous gate Cn refers to
a gate other than C1, then the above general form of transitions gives δ(0↗, 1) = 1↖. However, if Cn is defined as Cn−1 = C1,
then the state 11 will appear instead of 1 (this will be explained along with the below construction), and the following extra
transition is needed to handle this case:
δ(0↗, 11) = 1↖.
The states to the left of this vertical line belong to {0↗, 1↗}, and these states are computed by the following transitions:
δ(k↗, ℓ↗) = ℓ↗ (for k, ℓ ∈ {0, 1}).
Beside the vertical line the transitions are:
δ(k↗, ℓ↖) = ℓ↗ (for k, ℓ ∈ {0, 1}).
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Fig. 4. A sample computation of the 11-state trellis automaton.
Now consider the states to the right of the dark grey vertical line, which are all from {0, 1}. Beside the vertical line they
are computed by the transitions
δ(k↖, ℓ) = ℓ (for k, ℓ ∈ {0, 1}),
while further to the right the transitions are
δ(k, ℓ) = ℓ (for k, ℓ ∈ {0, 1}).
All actual computations are done in the upper left border of the area in Fig. 3. Assume that the gate referenced by the
gate Cn+1 is not C1, that is, j ⩾ 2 (as in the figure). Then the transition in the leftmost corner of the area is
δ(0↖, 1↗) = 1,
(note that this place is recognized by the automaton because the value of C1 is 1) and the border continues to the up-right
by the transitions
δ(k, ℓ↗) = ℓ (for k, ℓ ∈ {0, 1}).
Eventually the upper left border meets the dark grey vertical line, which marks the diagonal corresponding to gate Cj. The
transition at this spot is
δ(k, ℓ↖) = ℓℓ (for k, ℓ ∈ {0, 1}),
and thus the value ℓ of the jth gate is put to memory. This memory cell is propagated in the up-right direction by the
transitions
δ(kℓ,m) = mℓ (for k, ℓ,m ∈ {0, 1}).
This continues until the question mark in the (n + 1)th diagonal is encountered, when the value of the (n + 1)th gate can
be computed by the following transition
δ(kℓ, ?) = ¬(k ∨ ℓ) ∈ {0, 1} (for k, ℓ ∈ {0, 1}).
Otherwise, if the (n+ 1)th gate refers to the gate C1, then the transition in the left corner of the figure is
δ(0↖, 1↖) = 11,
which immediately concludes the dark grey vertical line. The rest of the computation is the same as in the above description.
Having described the contents of the upper left border of the area in Fig. 3, it is now easy to give the transitions that
compute its lower right border, as these states are computed on the basis of the upper left border of the computation for Cn.
If Cn refers neither to C1 nor to C2, then, as shown in the figure, the second state in the lower right border is computed by
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Fig. 5. The beginning of the computation.
Table 2
The transition table of the 11-state trellis automaton.
? 0 1 0↗ 1↗ 0↖ 1↖ 00 01 10 11
? ?
0 ? 0 1 0 1 00 11 0 0 1 1
1 ? 0 0 00 0 0
0↗ 1↖ 0↖ 1↖ 0↗ 1↗ 0↗ 1↗ 1↖
1↗ 0↖ 0↗ 0↗
0↖ ? 0 1 0↖ 1 ? 11
1↖ ? 0 0 0
00 1 00 10
01 0 01 11
10 0 00
11 0 01
the transition δ(1↖, 0) = 0, which has already been defined. If Cn refers to C1, then there will be a state 01 instead of 0, and
if Cn refers to C2, there will be 00 in this position, so the following transitions are necessary:
δ(1↖, 0k) = 0 (for k ∈ {0, 1}).
The rest of the states in the lower right border are either computed by the earlier defined transitions δ(k, ℓ) = ℓ, or by the
transitions
δ(k, ℓm) = ℓ (for k, ℓ,m ∈ {0, 1}).
This completes the list of transitions used to compute the value of each gate starting from C3. A few more transitions are
required to initialize the computation and to set the values of C1 and C2.
Each symbol b in a gate description baj is propagated in the right-up direction by the transition
δ(0↖, 0↗) = 0↖.
The question marks are created from any two subsequent b’s by the transition
δ(0↖, 0↖) = ?.
The question marks are reduplicated by the transitions
δ(q, ?) = ? (for q ∈ {?, 0, 1}),
and by one more transition that is invoked in the case of Cn+1 = ¬(Cn ∨ Cn):
δ(0↖, ?) = ?.
The beginning of the computation is illustrated in Fig. 5: as every valid circuit description has a substring babbb, these
transitions are needed in every computation. Here the value of C1 is set by the transition
δ(0↗, ?) = 1↖,
while processing the gate C2 requires the transition
δ(1↖, ?) = ?.
This concludes the description of the transition function. Tomake it total, the rest of the transitions can be defined arbitrarily.
Some transitions defined above will actually never occur. Note that no sequential NOR circuit may have two consecutive
gates with value 1: if Cn = 1, then Cn+1 = ¬(Cn ∨ Cjn+1) = ¬1 = 0. This makes the transitions δ(q, q′) with
q, q′ ∈ {1, 1↗, 1↖, 10, 11} impossible, and as 11 such transitions have been defined above, they may be safely undefined
(or redefined arbitrarily). With this correction, the transition table of the automaton is given in Table 2.
The correctness of the given construction is stated in the following lemma,which specifies the state computed on (almost)
every substring of a valid encoding of a circuit.
Lemma 2. Letwbn withw ∈ {a, b}∗ and n ⩾ 1 be a description of a circuit with the values of gates x1, . . . , xn ∈ {0, 1}. Then:
i. ∆(uwbn) ∈ {xn, x0n, x1n, x↖n , x↗n } for every u ∈ {a, b}∗;
ii. ∆(wbi) ∈ {xi, x0i , x1i } for 1 ⩽ i ⩽ n, and∆(wbn) = xn.
80 A. Okhotin / Theoretical Computer Science 412 (2011) 68–82
iii.∆(aiwbj) =
x
↗
i if j < i,
x↖i if j = i,
xi if j > i.
(1 ⩽ i < n, 1 ⩽ j ⩽ n);
iv.∆(baiwbj) =

xi if j < i,
xxij if j ⩾ i.
(1 ⩽ i < n, 1 ⩽ j ⩽ n)
v. ∆(aiwbnbj) = ? for i ⩾ 0 and j ⩾ 1.
A formal proof is omitted, as every transition has been explained along with the construction. It could be carried out by
an induction on the length ofw. The result can be stated as follows:
Theorem 5. There exists an 11-state trellis automaton with 50 useful transitions that recognizes a P -complete language over a
2-letter alphabet.
However, this result is surpassed by a greatmargin by themore advancedmethods based upon the ‘‘Rule 110’’ elementary
cellular automaton. It is known fromNeary andWoods [15] that the problemof determining the bit computed by this cellular
automaton on a given input of length n in time n2 is P -complete. As noted by Ollinger [26], this 2-state CA can be directly
encoded into a trellis automaton as follows:
Proposition 2 (Ollinger [26]). There exists a 4-state trellis automaton over a 4-letter alphabet, as well as a 6-state trellis
automaton over a 2-letter alphabet, both recognizing P -complete languages.
Nevertheless, the larger automaton constructed in Theorem 5 has its reasons for existence: besides providing a simple
proof of P -completeness, it can also be transformed to a small linear conjunctive grammar.
5.3. Representation by a linear conjunctive grammar
Linear conjunctive grammars for P -complete languages can be formally constructed by simulating trellis automata, but
these grammars will be large. The smallest 4-state 4-letter trellis automaton representing ‘‘Rule 110’’ computation yields
a grammar containing as many as 42 · 42 + 4 = 260 rules. A direct simulation of the 11-state automaton from Theorem 5
yields a grammar with 50 · 22+ 2 = 202 rules. However, since the computation of the latter automaton is well understood,
it can be recreated by a succinct manually constructed grammar.
The goal is now to construct a linear conjunctive grammar that will generate the same information as computed by the
11-state trellis automaton defined in the previous section. The set of nonterminals of this grammar is {S1, S0, C1, C0, A, B,Q },
of which S1 is the start symbol.
Each nonterminal Sx with x ∈ {0, 1} represents circuits of value x and corresponds to the states {x, x0, x1, x↖, x↗} of the
trellis automaton. These strings are defined, as always, inductively on their length. The basis of induction, or the shortest
string generated by S1, is produced by the following rule:
S1 → babb.
Once the value of a gate is known, appending descriptions of any further gates to the left of the circuit description does not
change its value:
Si → aSi | baSi (i ∈ {0, 1}).
The value of a gate is undetermined if there are more b’s in the work space than there are gate descriptions. These
undetermined values, which correspond to the state ? of the trellis automaton, are marked by the nonterminal Q :
Q → aQ | bQb | bbb.
The rules for Q operate independently of the computation of the values of the gates.
The value of every next gate is computed as follows. For a circuit bajnwbn, the grammar should match the number jn to
the gates in the ‘‘work space’’ in order to find the correct diagonal represented by the substring ajnwbjn . This matching is
done by the following two nonterminals:
A → aAb | baB
B → aB | baB | b.
Here the nonterminal B generates all circuit descriptions without the work space symbols, and A generates all strings in
an(ba+)+bbn, for n ⩾ 0. The value xjn is thus determined by whether this substring is generated by S0 or by S1, and is
collected by the nonterminal C0 or C1 using the following rules:
Ci → bA&Si (i ∈ {0, 1}).
Each nonterminal Ci with x ∈ {0, 1} represents the states {0i, 1i} of the trellis automaton, that is, one bit of information. This
value is communicated to longer strings by the rules
Ci → Cib (i ∈ {0, 1}),
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and once the next uncomputed gate is reached, its value is determined as follows:
S1 → C0&S0b&bQ
S0 → C1&bQ
S0 → S1b&bQ .
Here the references to S0b and S1b use the value of the previous gate and the conjunction with bQ ensures that the value of
this gate was not computed before.
The full set of rules in this linear conjunctive grammar is defined as follows,
S1 → aS1 | baS1 | C0&S0b&bQ | babb
S0 → aS0 | baS0 | C1&bQ | S1b&bQ
C1 → C1b | bA&S1
C0 → C0b | bA&S0
A → aAb | baB
B → aB | baB | b
Q → aQ | bQb | bbb
and the correctness of the construction is stated similarly to Lemma 2:
Lemma 3. Letwbn withw ∈ {a, b}∗ and n ⩾ 1 be a description of a circuit with the values of gates x1, . . . , xn ∈ {0, 1}. Then:
i. uwbn ∈ L(Sxn) for every u ∈ {a, ba}∗;
ii. ∆(aiwbi) ∈ L(A) for all i ⩾ 0, and∆(aiwbj) /∈ L(A) for i ≠ j;
iii. ∆(baiwbj) ∈ L(Cxi) for all j ⩾ i;
iv. aiwbnb ∈ L(Q ) for all i ⩾ 0;
v. The languages L(S0), L(S1) and L(Q ) are disjoint;
vi. The languages L(C0) and L(C1) are disjoint.
This property can be proved by induction on the length of the strings. The P -completeness of the generated language follows.
Theorem 6. There exists a 20-rule linear conjunctive grammar generating a P -complete language over a 2-letter alphabet.
6. Further work
The newvariant of the circuit value problemhas proved to be very suitable for representation by grammars and automata.
Encoding the circuits by strings of the form ai1b . . . ainb allows defining yes-instances by the same kind of induction as found
in context-free grammars, with the help of extra Boolean operations. This is a fundamental aspect of the expressive power
of Boolean grammars, conjunctive grammars and their linear subfamilies.
It is likely that the size of the grammars generating P -complete sets can be further reduced (for instance, from 5 to 4
rules in a Boolean grammar), or that it can be reduced with respect to a different descriptional complexity measure (e.g.,
by constructing a 5-rule 2-nonterminal Boolean grammar). The size of a linear conjunctive grammar is in particular need of
improvement, as 20 rules are still too many. Constructing such grammars could be a challenging exercise.
The following research question is left open: it remains unknownwhether there exists an LL(k) conjunctive grammar for
any P -complete problem. Finding this out would shed some light on the actual expressive power of this little investigated
subfamily of Boolean grammars [25].
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