ABSTRACT Educational buildings consume about 2% of the total energy in a country, which leads to energy cost concerns for building operators. To reduce the building energy cost, an effective way is to intelligently schedule heating, ventilation, and air conditioning (HVAC) systems, which account for above 40% of the total energy consumption in educational buildings. In this paper, we investigate an energy optimization problem for HVAC systems in university campus buildings. To be specific, we first formulate a total cost optimization problem that minimizes the sum of energy cost related to HVAC systems and thermal discomfort cost associated with occupants considering zone occupancy pattern and thermal preference of occupants in each zone. Due to the existence of uncertain parameters as well as spatially and temporally coupled constraints, it is very challenging to solve the formulated problem. To this end, we propose a distributed model predictive control algorithm based on the alternating direction method of multipliers, which has high scalability with an increasing number of zones and can protect user privacy. Extensive simulations based on the real-world traces show that the proposed distributed algorithm could effectively reduce the total cost and offer a flexible tradeoff between energy cost and thermal discomfort.
I. INTRODUCTION
Buildings consume about 40% of the total energy and about 70% of the total electricity in a country, e.g., USA [1] . Among all building types, educational buildings account for about 2% of the total energy consumption in a country [1] , which leads to energy cost concerns for building operators. For example, the energy cost of buildings in a university may be up to 2 million dollars per year [2] . Considering the truth that above 40 percent of the total energy in educational buildings are consumed by heating, ventilation, and air conditioning (HVAC) systems [1] , the energy cost of university campus buildings could be reduced by efficiently scheduling HVAC systems. To reduce the energy cost of HVAC systems, an intuitive way is to reduce HVAC power input, which would affect the thermal comfort of occupants. Thus, it is very necessary to jointly consider energy cost and thermal comfort when designing energy optimization algorithms for HVAC systems in university campus buildings.
In this paper, we intend to study an energy optimization problem for HVAC systems in university campus buildings, where each building consists of multiple zones. In each zone, its indoor temperature is adjusted by an independent HVAC system. To achieve the above aim, we firstly formulate an optimization problem that minimizes the sum of energy cost related to HVAC systems and thermal discomfort cost associated with occupants in a long-term time horizon by taking into account zone occupancy pattern and thermal preference of occupants in each zone. To solve the formulated problem, there are two challenges. On one hand, there are many uncertain system parameters, e.g., electricity price, outdoor temperature, and the most comfortable temperature level in each zone. Obtaining their values in a long-time horizon is impractical since prediction error would become larger with an increase of prediction horizon [3] , [4] . On the other hand, there are spatially-coupled constraints and temporallycoupled constraints, which are related to the total power consumption of HVAC systems in all buildings and zone indoor temperature, respectively. When centralized algorithms are adopted for the formulated problem, all zone-related information has to be transmitted to a centralized energy management system, which may result in the privacy exposure of occupants, e.g., individual thermal preferences of occupants. Moreover, centralized algorithms are not scalable with the increase of zone number. When timely control decisions are required, centralized algorithms may be infeasible.
To overcome the above challenges, we propose a distributed model predictive control (MPC) algorithm based on alternating direction method of multipliers (ADMM) [5] . Specifically, we firstly transform a long-term total cost minimization problem into a rolling horizon control problem, which just needs parameter information in the near future. Then, the control problem is solved by an ADMM-based algorithm, which can be implemented by the local controller of each zone in parallel. By exchanging few information with controllers in neighbor zones, the global optimization objective could be achieved. Therefore, the proposed algorithm has high scalability and can protect user privacy.
The main contributions of this paper are summarized as follows.
1) By taking into account zone occupancy pattern and thermal preference of occupants in each zone, we formulate an optimization problem that minimizes the sum of energy cost associated with HVAC systems and thermal discomfort cost related to occupants in multiple university campus buildings, where each building has multiple connected zones. 2) We propose a distributed MPC algorithm to solve the formulated problem based on ADMM, which has scalability with an increasing number of zones and offers privacy protection for occupants. 3) Extensive simulations based on real-world traces show that the proposed algorithm could effectively reduce the total cost. Moreover, it provides a flexible tradeoff between energy cost and thermal comfort. The rest of this paper is organized as follows. In Section II, the related work is introduced. In Section III, we present the system model and formulate a total cost minimization problem. In Section IV, we propose a distributed MPC algorithm to solve the formulated problem based on ADMM. Then, simulations are conducted in Section V. Finally, conclusions are provided in Section VI.
II. RELATED WORK
There have been some studies on the distributed energy optimization of HVAC systems. For example, Kwak et al. [6] presented a multi-agent system to save energy in commercial buildings. Yu et al. [7] proposed a distributed energy optimization algorithm for HVAC systems in commercial buildings based on the framework of Lyapunov optimization techniques and binary search. Jindal et al. [8] proposed a heuristic-based distributed HVAC energy optimization algorithm for minimizing the overall HVAC energy consumption of a university building. Wang et al. [9] proposed a distributed MPC algorithm for HVAC systems in commercial buildings, where the air supply rates of all zones are coupled. Radhakrishnan et al. [10] proposed a learning-based hierarchical distributed algorithm to minimize HVAC energy consumption in a multizone commercial building. Hao et al. [11] presented an agent-based approach to control HVAC systems in commercial buildings for providing ancillary services. Hou et al. [12] proposed a distributed MPC framework via the Proximal Jacobian ADMM method for a multi-zone commercial building. Zheng and Cai [13] proposed a distributed demand response control strategy for HVAC systems in residential buildings based on the framework of Lyapunov optimization techniques. Hatanaka et al. [15] proposed a hierarchical/distributed optimization algorithm based on passivity for HVAC systems in multiple buildings. Zhang et al. [16] proposed a distributed algorithm to minimize the daily electricity cost of multi-building energy systems based on Lagrangian dual decomposition. Zhang et al. [17] studied a multi-building decision making problem and presented a distributed learning algorithm based on game theory.
Different from the above-mentioned studies, this paper considers multiple buildings and each building with multiple zones. Moreover, by taking into account zone occupancy pattern, thermal preference of occupants in each zone, spatiallycoupled constraints related to the total power consumption of HVAC systems in all buildings, and temporally-coupled constraints related to zone indoor temperature, we formulate an optimization problem that minimizes the sum of energy cost related to HVAC systems and thermal discomfort cost associated with occupants in university campus buildings. In addition, we propose a distributed MPC algorithm based on ADMM to solve the formulated problem, which has high scalability and low computational complexity. More details of differences between our work and existing works are summarized in Table 1 .
III. SYSTEM MODEL AND PROBLEM FORMULATION
We consider M university campus buildings and each of them has N connected zones (e.g., classrooms, laboratories, and offices). For each zone, its indoor temperature could be adjusted by an independent HVAC system. Let an undirected graph G = (V, E) represent the structure of the whole system, where V = {1, 2, . . . , MN } is the vertex set and E ⊂ V × V is the edge set. The adjacency matrix of G is the MN × MN matrix whose (i, j) entry is 1 if (i, j) ∈ E, and 0 otherwise. Let N i = {j ∈ V : (i, j) ∈ E, i = j} be the set of zones connected to zone i. In addition, we consider a time-slotted system in this paper and the duration of a time slot is assumed to be one hour. Since the heat gain from the adjacent zones is (sometimes much) less than the total heat gain from the outside and the inside of a zone, we neglect temperature interferences of adjacent zones for simplicity [18] . Without loss of generality, we focus on the heating mode of all HVAC systems in winter.
A. HVAC MODEL
Let T i,t be indoor temperature at time slot t and T i,1 be the initial temperature of zone i in o F. In the heating mode, with the electric power input x i,t , the dynamics of indoor temperature in zone i could be described by [17] , [19] 
where T out t denotes the outdoor temperature at slot t; a i , b i , and c i are thermal constants of zone i. Specifically, 0 < a i < 1 is the factor of inertia,
, where η i is the thermal conversion efficiency and A i is the overall thermal conductivity in kW / o F.
For each zone, the temperature should be kept within an acceptable range, which could be described by
where T min i,t and T max i,t denote minimum and maximum indoor temperature, respectively.
In this paper, we consider HVAC systems with inverters, which means that HVAC input power could be continuously adjusted [22] . Since the range of electric power input x i,t is limited, we have
where x min i,t and x max i,t denote the minimum and maximum power input of the HVAC system in zone i, respectively.
Due to the existence of distribution infrastructure limit (e.g., the thermal limit of transformers) [17] , the total power input of all HVAC systems should be less than a threshold x. Then, we have
B. COST MODEL
In this paper, we consider two kinds of cost, namely energy cost associated with the heating coil and thermal discomfort cost related to occupants. Similar to [21] , we define thermal discomfort cost in each zone at slot t
2 at slot t + 1, which reflects the relative importance of temperature deviation with respect to energy cost. The value of σ i,t is closely related to the occupancy status of zone i. For example, σ i,t = 0 when the zone is closed at night, while σ i,t = σ i when it is open during the day. Here, σ i is a constant that can be set manually. Hence, the total cost of each zone at time slot t can be given by
where S t denotes electricity price in $/kWh at slot t.
C. PROBLEM FORMULATION
In this paper, we intend to minimize the total cost associated with HVAC systems in H time slots. Then, the total cost minimization problem can be formulated as follows,
where decision variables are x i,t for ∀ i, t.
To solve P1, it is necessary to know the values of electricity price, outdoor temperature, and the most comfortable temperature level in each zone. However, due to the randomness of such parameters, the prediction accuracy would become lower with the increase of prediction length. Thus, the reasonable way is to exploit the prediction information in the near future. Based on the above analysis, we intend to use MPC framework to handle uncertainties. To be specific, P2 should be solved at the current time slot t c based on the forecasted VOLUME 6, 2018 information, which is assumed to be accurate within the given prediction horizon h (1 ≤ h ≤ H ) as in existing works [23] . Then, just the optimal decision variables at the current time slot t c is adopted as the actual decision. Next, the starting point of the prediction horizon moves to the next time slot t c + 1. The above process repeats until the starting point of the prediction horizon is H − h + 1.
(P2) min
where
IV. ALGORITHM DESIGN
P2 is a convex optimization problem with temporally constraint (2) and spatially constraint (4). When (4) is neglected, the remaining optimization problem could be decomposed into MN subproblems. Continually, the subproblems could be solved in a parallel and distributed manner. The key idea of solving each subproblem is to transform it into a quadratic programming problem. However, due to the existence of (4), P2 has to be solved in a centralized way, where all information (e.g., indoor temperature T i,t , the most comfortable temperature level T ref i,t+1 , and thermal cost coefficient σ i,t+1 ) associated with each zone, outdoor temperature and electricity price should be collected by a centralized energy management system. The details of solving P2 in a centralized way could be found in Appendix. The drawbacks of the centralized way are obvious: (1) the centralized MPC algorithm is not scalable since its computational complexity grows significantly with the increase of decision variables [24] ; (2) large amount of information needs to be transmitted from each zone to the centralized energy management system, which may result in the privacy exposure of occupants, especially when individual thermal preferences of occupants are considered. To overcome the above-mentioned drawbacks, we intend to propose a distributed algorithm to solve P2 based on ADMM [25] - [27] . Let X i = {x i : (2) − (3)} and x = { x, x, . . . , x} (h−1)×1 . Then, the problem (7) can be rewritten into a compact form as follows,
where (8b) is the local constraint set and (8c) is the global coupled constraint.
A. THE DUAL FORM
Let λ ∈ R (h−1)×1 be the nonnegative dual vector associated with the coupled constraint (8c
P4 is also equivalent to P5 as follows,
B. THE CONVERSION TO A CONSENSUS OPTIMIZATION PROBLEM
P5 can still not be solved in a fully distributed way since λ is a common variable of g i (λ). To facilitate the design of a distributed algorithm, P5 can be rewritten as a consensus problem P6 as follows when considering the edge-wise constraints, (P6) min
T is the local copy of λ for the zone i and λ j is the copy for its adjacent zone j. (11b) enforces the consensus among all the local copies. Since P6 is a convex optimization problem with equality constraints, we are motivated to design a distributed algorithm based on ADMM. To achieve the above aim, we adopt a set of auxiliary variable ω = ω i,j : (i, j) ∈ E . Then, P6 problem can be further rewritten as follows,
respectively. Then, the augmented Lagrangian of (12) could be given by (13) , as shown at the bottom of the previous page. Following the framework of two-block standard ADMM, four steps should be executed at iteration k,
C. DISTRIBUTED ADMM ALGORITHM
According to the transformation technique in [20] , the above four steps can be simplified by adopting the following equations,
for all (i, j) ∈ E, i and k. Finally, the simplified ADMM iteration steps are summarized as follows,
where (17) , the minimization problem can be rewritten as (19) , as shown at the bottom of this page, where φ i (λ i , x i ) is defined implicitly. Since φ i (λ i , x i ) is strictly convex in λ i and strictly concave in x i , (19) is also equivalent to max
T be the multiplier associated with the constraint λ i ≥ 0, (19) can be rewritten as (20) , as shown at the bottom of this page. The solution of the inner minimization of (20) is given (20) , (21) , as shown at the bottom of this page, could be obtained. After the optimal solution of (21) is obtained, we can update λ k i as follows,
To show the above process more clearly, we provide the message delivery of distributed algorithmic implementation in Fig. 1 . To be specific, the local controller of zone i exchanges λ i with the controllers of neighboring zones. Next, the local controller of each zone independently solves (21) . Finally, λ i in iteration k + 1 could be updated. The above process repeats until a stopping condition is satisfied.
Supposing the stopping condition is satisfied at iteration k [20] , the solution from the ADMM algorithm can be given as
Corresponding to the MPC control law, we have
Continually, the indoor temperatures of all zones in all buildings at slot t c + 1 can be updated as follows,
D. THE STOPPING CRITERION
To obtain the stopping condition of the proposed distributed algorithm, we define two performance metrics as follows,
is the optimal solution of P3. 
where 1 (h−1)×1 is a vector with all ones. In addition,
is the optimal (ε, δ)-relaxed solution.
To check the feasibility of (28), it is necessary to know the exact value of x * i , which is impractical in the process of executing the proposed ADMM-based algorithm. According to the relationship between the optimal value of a primal problem and that of the corresponding dual problem [28] , we have
which is approximately equal to
Then, the proposed algorithm offers the following relative performance guarantee if
When checking the feasibility of (27) and (29), a coordinator should be adopted to collect some general information (e.g., values of
) from all HVAC local controllers in all zones at each iteration. To simplify the process of message transmission, we adopt a message controller in each building, which just needs to transmit the message with the following values to the coordinator, i.e.,
, where l a = (m−1)N +1, l b = mN , and m is the index of buildings. If (27) and (29) are feasible, the coordinator will broadcast a termination message to all building message controllers, which will forward the termination message to all zone HVAC controllers. Since no privacy information (e.g., T ref i,t+1 ) is collected in the process of checking stopping conditions, the proposed algorithm could protect user privacy.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed distributed algorithm. For algorithmic efficiency comparison, a centralized MPC algorithm is adopted as the baseline, which can solve P2 based on MPC framework. In addition, we adopt a greedy scheme for algorithmic optimality comparison, which minimizes the total cost in the current time slot without violating all constraints.
A. SIMULATION SETUP
We conduct simulations using MATLAB R2017a, which is running on a laptop with a single Intel Core i7-5500U CPU and 4GB RAM. In addition, quadprog function in MATLAB R2017a is adopted to solve quadratic programming problems involved in the proposed algorithm and the centralized MPC algorithm. We consider five campus buildings, which are labeled from 1 to 5. In each building, there are ten thermal zones, i.e., M = 5 and N = 10. Moreover, the communication connections among all zones are shown by Fig. 2 for simplicity. The main simulation parameters are listed as follows: H = 96, h = 8, a i = 0.9608 [21] , η i = 1 [21] , = 78.8 o F. Electricity price and outdoor temperature traces are adopted as in [19] , which are shown in Fig. 3 .
B. SIMULATION RESULTS

1) ALGORITHM FEASIBILITY
To show the feasibility of the proposed algorithm, we provide the results associated with indoor temperature, HVAC power input in each zone, and total power input of all HVAC systems in Fig. 3 . In Fig. 4(a) , indoor temperatures of odd and even zones are always varying within their respective normal ranges. Thus, the constraint (2) is satisfied. In Fig. 4(b) , it can be observed that HVAC power consumption in each zone is always not greater than the given power limit, which shows that the constraint (3) can be guaranteed. In Fig. 4(c) , the total HVAC power consumption is always not greater than the given power limit, i.e., the constraint (4) is not violated. In summary, all constraints of P2 could be satisfied by the proposed algorithm.
2) ALGORITHM OPTIMALITY AND COMPLEXITY
As mentioned in Section IV-D, the proposed algorithm could achieve the near-optimal performance. As shown in Fig. 5(a) , the relative performance gap between the centralized MPC algorithm and the proposed algorithm is always smaller than 0.04% when ε = 0.001 MN and δ = 10 −4 . Although they have almost the same performance in terms of optimality, their computation complexities are very different. Here, we evaluate the impact of zone number on the algorithmic complexity, where N is varying from 10 to 60. Due to the lack of parallel implementation environment, we provide the serial implementation time of the proposed algorithm. In Fig. 5(b) , it can be seen that the computation time of the proposed algorithm grows much slower than the centralized MPC algorithm with the increase of zone number when serial implementation is considered. Since the proposed algorithm decomposes the original problem into several subproblems, which could be solved by each zone controller in a distributed and parallel manner. Then, the parallel implementation time could be obtained based on serial implementation time. It can be observed that the parallel implementation time is about 3 seconds, which means timely control decisions could be made under the proposed algorithm. In summary, the proposed distributed algorithm offers high scalability with an increasing number of zones.
3) THE IMPACT OF h
In this subsection, we evaluate the impact of prediction horizon h on the algorithmic performance. In Fig. 6(a) , the total cost decreases with the increase of h. The reason is that the proposed algorithm intends to make more sensible decisions VOLUME 6, 2018 by exploiting more prediction information. For example, the proposed algorithm with h = 8 conducts preheating more earlier than the case with h = 2 (note that such case is equivalent to the greedy scheme), which can help to reduce thermal discomfort of occupants as shown in Fig. 6(b) . Although larger h results in lower total cost, it does not mean that h should be chosen as large as possible, which imposes higher requirements on prediction algorithms. In practice, an appropriate h should be selected to implement the tradeoff between prediction accuracy and prediction horizon.
4) THE IMPACT OF σ i
As mentioned before, σ i,t equals to σ i during the opening time. It is obvious that larger σ i contributes to the reduction of temperature deviation from the most comfortable temperature levels. To evaluate the overall temperature deviation over all zones, we adopt a metric ATD, which is equal to
, where H on denotes the total number of zone opening slots; I i,t+1 = 1 if σ i,t+1 = 0 and I i,t+1 = 0 otherwise. In Fig. 7 , the curves show the tradeoff between energy cost and ATD. The reason is explained as follows: the largest ATD corresponding to the situation with the lowest indoor temperature. To reduce ATD, more energy will be consumed by HVAC systems, resulting in larger energy cost. In summary, the proposed algorithm can implement the flexible tradeoff between energy cost and ATD by adjusting the value of σ i .
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we investigated the problem of minimizing the sum of energy cost related to HVAC systems and thermal discomfort cost associated with occupants in university campus buildings. To deal with system uncertainties and spatially-coupled/temporally-coupled constraints, we proposed an ADMM-based distributed MPC algorithm to solve the formulated problem. Extensive simulations showed the advantage of the proposed algorithm over traditional MPC algorithm in terms of algorithmic efficiency. In addition, the proposed algorithm can reduce the total cost effectively and offer flexible tradeoff between energy cost and thermal comfort by choosing the appropriate prediction horizon and temperature cost coefficient. In future work, we intend to investigate the energy optimization of HVAC systems in university building microgrids [29] , where renewable generators, energy storage devices, and HVAC systems could coordinate with each other to achieve lower total cost. In addition, it is worthy to consider different zone occupancy patterns and individual thermal preference of each occupant when designing HVAC energy optimization algorithms, since different zones since different zones may have different occupancy patterns and occupants in the same zone may have different thermal preferences. Finally, we could use machine learning methods to dynamically learn thermal discomfort cost of each occupant so as to make more sensible decisions on HVAC scheduling.
APPENDIX THE SOLUTION TO P2
When directly solving P2, we need to transform it into a quadratic programming problem, which could be solved efficient convex optimization algorithms. The details of the transformation process are given as follows.
Since the current temperature T i,1 is known for each room, we can rewrite (1) as
Therefore, the temperature within the prediction horizon h can be given by (31), as shown at the bottom of this page.
Information associated with all zones is collected and processed by a centralized energy management system, so we have (32), as shown at the bottom of this page, and its compact form is given by
Taking into account the temperature and consumption limits of all zones, we have (34), as shown at the bottom of this page. Hence, (2) and (3) can be rewritten as (35) and (36), respectively.
Substituting (33) into (35), we have
Let Ey denote the (h − 1)-order unit matrix, then the constraint (4) can be written as
where the number of Ey in E is MN . Combining (37) and (38), we have
In the above, the constraints of the quadratic programming problem are given in (36) and (39), which are equivalent to (7b) in P2.
. . . Next, we will provide the derivation process of the objective function as follows. Firstly, we use a diagonal matrix to represent the thermal cost coefficient of zone i in the prediction horizon, i.e., 
where G = 2τ T γ τ and g = I T + 2τ T γ ( ϕ + FD − R) . Finally, P2 could be transformed into the quadratic programming problem as follows,
s.t. (36), (39). (41b)
