We prove a vertex isoperimetric inequality for the n-dimensional Hamming ball B n (R) of radius R. The inequality is sharp up to a constant factor for sets that are comparable to B n (R) in size. For example, for n/4 ≤ R ≤ n/2, the vertex boundary of a subset A of B n (R) is of size at least Ω(|A| / √ n) for all A such that |B n (n/4)| ≤ |A| ≤ 1 2 |B n (R)|. The proof relies on a local expansion phenomenon in hypercubes. The local Lubell-YamamotoMeshalkin inequality bounds from below the size of the lower and upper shadows of a collection of r-sets. Each of the two bounds is essentially sharp. We show, however, that there is no non-trivial example for which both bounds are simultaneously sharp.
Introduction

Isoperimetric inequalities
Isoperimetric inequalities allow to control the boundary size or surface area of bodies in terms of their volume. The classical isoperimetric inequality states that in Euclidean spaces, balls have the smallest surface area per given volume. Such inequalities are fundamental in geometry, and are deeply related to many areas of mathematics and physics.
In this paper, we are concerned with discrete spaces. For a graph G = (V, E) and a subset X of vertices, the vertex boundary 1 ∂ G X of X is the collection of vertices in V \ X which have a neighbor in X. The vertex isoperimetric problems for graphs concern the minimum possible vertex boundary size of X given its size.
We focus on two classical families of graphs. The n-dimensional hypercube Q n is the graph whose vertex set consists of all subsets of [n], and two subsets are adjacent if they differ by exactly one element. We abbreviate ∂ Qn by ∂ n throughout the article. Denote by B n (r) the family of all subsets of [n] of size at most r ∈ R. The n-dimensional Hamming ball B n (r) of radius r is the graph Q n induces on B n (r).
An ideal isoperimetric inequality characterizes the minimizers of the boundary size. Harper found such a proof for the hypercube [Har66] .
Theorem 1 (Harper) . For every X, Y ⊆ [n], we say that X < Y in the simplicial order if |X| < |Y |, or |X| = |Y | and min((X ∪ Y ) \ (X ∩ Y )) ∈ X. If A consists of k vertices of Q n , then |∂ n A| ≥ |∂ n A 0 |, where A 0 is the set of k smallest vertices according to the simplicial order.
Here we prove an isoperimetric inequality for Hamming balls.
Theorem 2 (Isoperimetric inequality for Hamming balls). Given n, R ∈ N such that R ≤ n and A ⊆ B n (R). Set ε := R 3n . Let r 0 be the smallest r such that |B n (r)| ≥ ε |A|. If R ≤ n − r 0 , then the vertex boundary of A in the Hamming ball satisfies
where c :
Theorem 2 is only interesting when c > 0, that is, when A is not almost full: (1 + ε) |A| < |B n (R)|. The following corollary helps to understand the statement of the theorem, and also holds when |A| is pretty close to |B n (R)|.
Corollary 3. For every 0 < ρ < 1/2, there is a positive integer n 0 so that the following holds. For every integers n ≥ n 0 , R ≤ n/2, for every A ⊆ B n (R) such that
the vertex boundary of A in the Hamming ball satisfies
The connection between isoperimetric problems on the hypercube Q n and on the n-dimensional Euclidean space R n equipped by the canonical Gaussian measure was first explored by Bobkov [Bob97] . He gave an elementary proof of the Gaussian isoperimetric inequality stating that among all sets of a given Gaussian measure in R n , half-spaces minimize the Gaussian boundary measure.
Our results can, therefore, be seen as the discrete analog of the following isoperimetric inequality. Hamming balls are minimizers of the vertex boundary in the discrete cube, and half-spaces are minimizers in Gaussian space. The isoperimetric problem in the Hamming ball thus corresponds to the isoperimetric problem in a half-space H endowed with the conditional Gaussian measure. For the isoperimetric problem in H, the minimizers of the boundary measure are sets of the form H ∩ M where M is a half-space so that the hyperplanes defining H and M are perpendicular (see [Lee06, Proposition 5 .1]).
Local expansion
The proofs of Theorem 2 and Corollary 3 are given in Section 3. The key ingredient in the proof is a local expansion statement for hypercubes. To put it in context, we first recall a classical result in extremal combinatorics, the Kruskal-Katona theorem [Kru63, Kat68] .
Denote by S n (r) the family of the subsets of [n] of size r. The vertex boundary of A ⊆ S n (r) in Q n can be partitioned into two parts: the lower shadow ∂ − n A := (∂ n A) ∩ S n (r − 1) and the upper shadow ∂ + n A := (∂ n A) ∩ S n (r + 1).
Theorem 4 (Kruskal-Katona). For every A ⊆ S n (r),
where A 0 and A 1 are the sets of the largest and smallest |A| elements of S n (r) according to the simplicial order.
As the quantitative form of the Kruskal-Katona theorem is unwieldy, in applications one usually uses the weak form due to Lovász [Lov93, Ex. 13.31(b)] or the local Lubell-Yamamoto-Meshalkin (LYM) inequalities. The local LYM inequality can be proved simply by a double counting argument.
Lemma 5 (Local LYM inequality). For every A ⊆ S n (r),
Although the local LYM inequalities are even weaker than the weak form due to Lovász, they are essentially sharp. For example, the lower shadow of the final segment A 0 := {X ∈ S n (r) : 1 ∈ X} in the simplicial order is of size r n−r |A 0 |, and the upper shadow of the initial segment A 1 := {X ∈ S n (r) : 1 ∈ X} is of size n−r r |A 1 |. The two sets A 0 and A 1 above are very different. It is, hence, natural to ask if the two local LYM inequalities can be essentially sharp for the same A. Of course, when A = ∅ or A = S n (r), equalities hold for both inequalities. However, we dash the hopes of a "non-trivial" subset that behaves like both an initial segment and a final segment.
Theorem 6 (Local expansion). Suppose r, s are two positive integers and n = r + s. If A ⊆ S n (r) is of size |A| = α n r , then the vertex boundary of A in Q n satisfies
This phenomenon is reminiscent in the sum-product theorem of Bourgain, Katz and Tao [BKT04] . Given a subset A of a finite field F p , the sum set A+A = {a + b : a, b ∈ A} could have size comparable to A if A behaves like an arithmetic progression, and the product set A · A = {a · b : a, b ∈ A} could have size comparable to A if A behaves like a geometric progression. However, the sum-product theorem indicates that a "non-trivial" A cannot simultaneously behave like an arithmetic progression and a geometric progression.
The proof of Theorem 6 is given in Section 2. The statements and the proof are inspired by the work of Christofides, Ellis and Keevash [CEK13] . They established a vertex isoperimetric inequality for the graph S n (r) with the vertex set S n (r), where two subsets are adjacent if their symmetric difference is of size two. Their inequality is an approximate version of a 'folklore' conjecture [BL04, Conjecture 1] reported by Bollobás and Leader.
Theorem 7 (Christofides, Ellis and Keevash). Suppose r, s are two positive integers and n = r + s.
For our purpose, Theorem 6 seems stronger than Theorem 7, for we do not know how to deduce Theorem 3 from Theorem 7. In fact, in the special case that r, s ≥ n/5, Theorem 6 can be understood as the reason behind Theorem 7. Indeed, by the pigeonhole principle, Theorem 6 implies that at least one of the following inequalities holds:
In the former case, observe that
Together with Lemma 5, we obtain
Now, Theorem 7 follows as r ≥ n/5. In the latter case, a similar argument works.
Sharpness
We end the introduction with several comments on the sharpness of our results. In [CEK13, Section 1], Theorem 7 was shown to be sharp in the following sense: given α 0 ∈ (0, 1/2), there are sets C ⊆ S n (r) of all possible relative sizes α
Here is an example of one such set. Let C be the family of subsets of size r, for r odd and n even, defined by
One can show that the relative size of C is 1/2 by considering the involution that sends X to {n − x : x ∈ X}. Its vertex boundary in the sphere S n (r) satisfies (4).
One can show that any example satisfying (4) would give a similar statement on the sharpness of Theorem 6. Given α 0 ∈ (0, 1/2), for every r, s ≥ α 0 n such that r + s = n, there are sets C ⊆ S n (r) of all possible relative sizes α ∈ [α 0 , 1 − α 0 ] such that
We now move to the sharpness of Corollary 3. We only provide on example that is about half of B n (R) in size, and omit the general construction. Assume for simplicity that n is even and consider the set defined by
One can explicitly find its vertex boundary
The size of the vertex boundary is Θ(1/ √ n) |B n (R)|. The involution described above shows that the relative size of M in B n (R) is uniformly bounded away from 0 and 1. Coming back to the discussion that follows Theorem 3 of the conditional Gaussian measure on a half-space H, we see that the M defined above is closely related to the minimizer in the Gaussian case. By viewing a subset of [n] as its indicating vector, the Hamming ball B n (R) can be thought of as a half-space whose bounding hyperplane is orthogonal to v 1 := (1, 1, . . . , 1), and M as the intersection of B n (R) with a half-space whose bounding hyperplane is orthogonal to v 2 := (1, 1, . . . , 1, −1, −1, . . . , −1), where v 2 has equal number of 1's and −1's. As in the Gaussian case, the two defining vectors v 1 and v 2 are orthogonal.
Local expansion estimate
Our proof of Theorem 6 is by induction, and its outline is similar to that of the proof in [CEK13] . However, ours differs from theirs in one key aspect. We need to choose "where to apply induction" whereas in [CEK13] this was immaterial.
Proof of Theorem 6. The proof is by induction.
Without loss of generality, we may assume r ≤ s, since Theorem 6 is symmetric with respect to r and s. Indeed, if we replace A ⊆ S n (r) by the family A ′ = {[n] \ X : X ∈ A} ⊆ S n (n − r), then |A| = |A ′ | and |∂ n (A)| = |∂ n (A ′ )|, while the right hand side of (3) is invariant under this switch.
For r = 1, we know ∂ − n A and ∂ + n A precisely (we can assume that α > 0):
Estimate |∂ n A| as follows:
This proves the base case r = 1. For the induction step, let r ≥ 2. We first choose where to apply induction. Since each set in A is of size r, by the pigeonhole principle, some element of [n] 
Thus, A 0 ⊆ S n−1 (r) and A 1 ⊆ S n−1 (r − 1). Now, we can bound |∂ n A| from below in two ways:
The first bound holds since we can partition the lower shadow ∂ − n A and the upper shadow ∂ + n A into two parts depending on whether or not n is in them. The second bound holds for the following two reasons:
1. ∂ n−1 A 1 is contained in the part of ∂ n A that contains n.
∂
+ n−1 A 0 and A 1 contribute to the parts of ∂ + n A and ∂ − n A that do not contain n.
The rest of the proof is a computation that leads to the desired inequality. We start by setting some notation.
be the relative sizes of A 0 and A 1 . As |A| = |A 0 | + |A 1 |, we have
which implies α = s n α 0 + r n α 1 .
As α is a convex combination of α 0 and α 1 , their ordering is α 0 ≤ α ≤ α 1 . Set δ := α 1 − α 0 ≥ 0. Using (7), we can express α 0 , α 1 in terms of α and δ:
Set c := 
Two estimations
We are ready to state our two main estimations. By the induction hypothesis, we know that
Similarly, we obtain
Combining (6a), (9) and (10), we obtain the first estimation:
Combining (6b), (10) and the local LYM inequality
we obtain the second estimation:
To simplify notation, denote by L 1 , L 2 the expressions in the last brackets of (11) and (12) respectively:
We first estimate L 2 − Q as follows:
Henceforth, we may assume that δ < δ * .
We estimate L 1 − Q as follows. We can bound c 0 in terms of c:
Thus sc 0 > sc + 1 2sc and similarly rc 1 − rc > 1 2rc . Collect the terms involving the same powers of δ as follows:
Since 1 − 2α ≥ −1 and
This can be seen as a quadratic polynomial of δ and the coefficient of δ 2 is negative. Notice that D(0) ≥ 0. As 0 ≤ δ ≤ δ * , by the concavity of D, it suffices to show that D(δ * ) ≥ 0. Using
We leave the tedious verification of (15) ≥ 0 for s ≥ 7 to Appendix A. For the remaining 15 cases 2 ≤ r ≤ s ≤ 6, unfortunately (15) < 0 sometimes. Noticing that α, α 0 and α 1 take discrete values, one can instead check (13) for these cases by brute force.
Remark 1. Our definition of α, α 0 , α 1 coincide with the ones in the proof of Theorem 2 in [CEK13] , whereas their δ := α 0 − α is defined differently. Our choice of "where to apply induction" indicates that their δ is at most 0. Hence the δ > 0 case can be avoided there.
Isoperimetric inequality for Hamming balls
In this section, we fix n ∈ {1, 2, 3, . . . } and we surpress n in the subscripts of B n (r), S n (r) etc. The last ingredient we need before proving the isoperimetric inequality is the following simple estimate of |S(r)| in terms of |B(r)|.
Lemma 8. For every 0 ≤ r < n, |S(r)| |B(r)| ≥ |S(r + 1)| |B(r + 1)| .
In particular, if r ≤ n/2, then
Proof. Observe that for every k ∈ [r], we have
Proof of Theorem 2. Recall that r 0 is the smallest r ≤ R such that |B(r)| ≥ ε |A|, for ε := R/(3n). Without loss, we may assume that R, r 0 and c are positive for otherwise (1) becomes trivial. For every r ∈ {0, 1, . . . , R}, let A r = A ∩ S(r), let α r := |A r | / |S(r)| be the relative size of A r in its sphere S(r), and let b r be the size of ∂A ∩ S(r). Our goal is therefore to bound
Suppose for a moment that |A R | ≥ (1 − 2ε) |A|. By Lemma 5, we estimate R r=0 b r by just
Notice that n ≥ 3, since n ≥ R + r 0 ≥ 2 and when n = 2 and R = 1 we have r 0 = 0 (as 1 = |B(0)| ≥ ε|A|). Thus, n ε |A| as c < 1 and r 0 ≤ R ≤ n.
Hereafter, we only consider the case that
The proof proceeds by analyzing two different scenarios, summarized by the following two claims. The first claim deals with sets whose densities α r are not equidistributed. The second claim deals with sets whose densities α r are not very close to 1. 
max {α r : r 0 ≤ r < R} > 1 − 2c 3 (17b) cannot hold at the same time. For the sake of contradiction assume that both inequalities hold. By choice of r 0 , |B(r 0 − 1)| < ε |A| .
From (17a), we know that α r − α r ′ < c 3 for all r 0 ≤ r, r ′ ≤ R. Together with (17b), we get α r > 1 − c for all r 0 ≤ r ≤ R. Note that
which is equivalent to c > 1 − 1/ |B(R)| |A| − ε . This contradicts our choice of c.
Proof of Claim 1. By Lemma 5, for every r ∈ {1, 2, . . . , R − 1},
For every r ∈ {r 0 , r 0 + 1, . . . , R − 1}, we know that r 0 ≤ r < r + 1 ≤ R ≤ n − r 0 . Thus both |S(r + 1)| and |S(r)| are at least |S(r 0 )|. By Lemma 8, thus, both are at least |B(r 0 )| / √ n ≥ ε |A| / √ n.
Combining with the last two inequalities, we obtain
Summing over r completes the proof:
Proof of Claim 2. For every r ∈ {1, 2, . . . , R − 1}, let
From Lemma 5 and Theorem 6, we know that
Thus we can estimate b r and b r+1 more precisely using δ + r :
As b r and b r+1 are clearly non-negative, we obtain
The right hand side of the last inequality is a piecewise linear function of |A r+1 |, which achieves its minimum at n−r r+1 |A r | or n−r r+1 |A r | + δ + r . Evaluating at these two points gives
Similarly, we can estimate b r + b r−1 more precisely using δ − r :
Combining the last two inequalities gives
For every r ∈ {r 0 , r 0 + 1, . . . , R − 1}, both √ r and √ n − r are at least √ r 0 , and moreover 1−α r ≥ The proof of the theorem is hence complete.
Proof of Corollary 3. Let ε, r 0 and c be defined as in Theorem 2. Clearly ε ∈ (0, 1/6) as R ≤ n/2. Moreover, the assumption (2) implies that |B(R)| ≥ 2 |B(⌊ρn⌋)|. Hence R > ρn and ε ≥ ρ/3. We break the rest of the proof into two cases. for sufficiently large n.
