Given a positive definite matrix A, we characterize the unique diagonal matrix D, D A, with the smallest determinant. Equivalently, given an ellipsoid A, we characterize the unique ellipsoid of the largest volume contained in A, with principal axes parallel to the coordinate axes.
Introduction
Throughout this article, all matrices are real valued, A T represents the transpose of the matrix A, and for matrices A, B, we say A > B if A − B is positive definite, and A B if A − B is positive semi-definite. For a positive integer n, vectors in R n will be considered as n × 1 matrices and for an x ∈ R n we say The following problem studied in this article is motivated by the computer simulation of multivariate Gaussian random variables by the acceptance/rejection method (see [3] ) using a product of one-dimensional Gaussian distributions.
Problem 1 (Diagonal problem). Suppose A is a positive definite matrix. Minimize det(D) over all diagonal matrices D for which D A.
[6] gives efficient numerical methods for finding the optimizer of Problem 1 using interior methods; our goal in this article is a theoretical analysis of the problem.
Problem 1 has an interesting geometrical interpretation. We have D A if and only if x T Dx x T Ax for all x, or, after normalization, that n x T Ax for all x with x T Dx = n. So D A if and only if the ellipsoid x T Ax n contains the ellipsoid x T Dx = n. The volume of the ellipsoid x T Dx = n is n n/2 ω n / √ det(D) where ω n is the volume of the unit ball in R n . So Problem 1 is equivalent to the following problem:
Given an ellipsoid A in R n , find the ellipsoid D, contained in A with principal axes parallel to the coordinate axes, of the largest volume.
Definition. Sym(n) will denote the set of real valued, symmetric matrices of order n. Given positive integers n 1 , . . . , n k and n with n 1 + · · · + n k = n, we define B(n 1 , . . . , n k ) to be the subset of Sym(n) consisting of block matrices B of the form One may generalize Problem 1 by conducting the search for the optimizer over block matrices of a certain type instead of diagonal matrices.
Problem 2.
Suppose A is a positive definite matrix of order n and n 1 , . . . , n k are positive integers so that n = n 1 + · · · + n k . Minimize det B over all block matrices B ∈ B(n 1 , . . . , n k ) for which B A.
The following theorem gives a characterization of the optimizer of Problem 2. A corollary of Theorem 1 characterizes the optimizer of Problem 1. 
Theorem 1 (Block characterization). The infimum is attained in Problem

Corollary 2 (Diagonal characterization
In Corollary 2, the characterization condition (ii) is the significant condition; condition (i) just determines the correct scalar multiple of a diagonal matrix. Geometrically, condition (ii) determines the lengths of the principal axes of the optimal ellipsoid up to a constant; condition (i) determines the constant.
In [4] (see [1] for a more recent exposition), John considered the question: Given a convex set K in R n with a non-empty interior, determine the ellipsoid of largest volume contained in K; note that no restrictions are placed on the orientation of the principal axes of the ellipsoids (unlike the situation considered in our problem). John obtained necessary and sufficient conditions for an ellipsoid E to be the largest ellipsoid contained in the convex set K. If E is the largest ellipsoid in the convex set K then trivially the smallest that K can be is E. John also considered the following question: if E is the largest ellipsoid in K then how large can K be? His answer was, if E is centered at the origin (WLOG) then K is contained in nE so E ⊆ K ⊆ nE, and if K is symmetric then E ⊆ K ⊆ √ nE. Further this result is optimal in the sense that these limits are attained for certain K-see [1] .
If K itself is an ellipsoid then the answer to John's largest ellipsoid question is trivial-the largest ellipsoid is K itself. Problem 1 is the determination of the largest ellipsoid, with axes parallel to the coordinate axes, contained in the ellipsoid K. As done for John's problem, an interpretation of Corollary 2 provides a characterization of this maximal ellipsoid. The second question posed by John suggests we ask-if x T Dx = n is the largest volume ellipsoid with axes parallel to coordinate axes which is contained in x T Ax n, then how large is the ellipsoid x T Ax n. For such A, the ellipsoid x T Ax n may have points with |x| as large as we wish (by changing A), but there are still some restrictions on the size of the ellipsoid x T Ax n in certain directions as stated in the next theorem. If B is the optimizer of Problem 2 then B A and in particular B block(A); the theorem gives a lower bound on block(A) and hence places some restrictions on how large the ellipsoid x T Ax = n can be. The proof of Theorem 3 will also show that if B is the optimizer for Problem 2 then the kernel of B − A has dimension at least max(n 1 , . . . , n k ).
The characterization in Corollary 2 is still far from satisfactory because we cannot verify easily whether a particular diagonal matrix D is the optimizer of Problem 1; the difficulty is the verification of condition (ii) in the characterization. However, Corollary 2, does provide a mechanism for constructing all matrices A > 0 for which a given diagonal matrix D > 0 is the solution of Problem 1-see Section 7.
The characterization in Corollary 2 may be used effectively in some special cases, covering a substantial number of matrices, for which the optimizer of Problem 1 is related to the solution of an interesting non-linear system of algebraic equations Ax = x −1 where x ∈ R n . The following lemma discusses the number of solutions of this equation. This equation and its solutions also play an important role in certain other geometrical problems.
Lemma 4.
Suppose A is a positive definite matrix of order n × n. The equation
has exactly 2 n solutions in R n ; these solutions are on the ellipsoid x T Ax = n and there is exactly one solution in each 'quadrant' of R n . D − A is singular when D is the optimizer of Problem 1. The next three theorems study the special cases when the nullity of D − A is 1 or n − 1 or when the entries of A are "conveniently signed."
is the optimizer of Problem 1.
Section 7 contains a discussion of situations in which the kernel of D − A is one-dimensional. Theorem 5 asserts that, in certain situations, the optimal solution of Problem 1 is obtained by examining the exactly 2 n solutions of (1) .
If 
The next theorem gives the solution of Problem 1 for the large family of "conveniently signed matrices." Definition. A matrix A 0 is said to be conveniently signed if we can find a vector with ±1 entries so that all the entries of the matrix (a ij i j ) are non-negative. Problem 1 and its generalization Problem 2 fall into a general category of problems of determinant maximization subject to linear matrix inequality constraints. [6] discusses many applications where such problems arise and also characterizes the optimizer of this family of problems. Our characterization in Theorem 1 is derived from the result in [6] . [6] also discusses a numerical algorithm to solve this family of problems. Solutions of the algebraic equation (1) in the complex domain C n (where the behavior is quite different) were used by Ball in [2] to obtain results on the complex plank problem.
Theorem 7 (Conveniently signed A). For a matrix
Proof of Theorem 1
Theorem 1 may be derived from an application of the Kuhn-Tucker conditions, or Fenchel duality, or from other results in convex optimization. We have chosen to use Theorem 3.1 in [6] because it seems the shortest route. Theorem 3.1 in [6] is a result specialized to our problem and is a consequence of results from convex optimization.
We convert our problem to the setting in [6] -see (1.1) in [6] .
, and B is a block matrix iff B −1 is a block matrix (with the same structure), we have B * is the optimizer of Problem 2 iff B −1 * is the optimizer of the following problem.
Problem 3. Given an n
Since the map M → log det M is strictly concave on the set of positive definite matrices [5, Theorem 7.6 .7] and the constraint set B ∈ B(n 1 , . . . , n k ), A −1 B > 0 is convex, Problem 3 has at most one solution. We now prove the existence of an optimizer for Problem 3 (hence for Problem 2) and the characterization condition in Theorem 1.
Identifying 
where the sums range only over the "block" indices (i, j ) for which i j , and E ij is the n × n matrix whose only non-zero entries are the (i, j ) and (j, i) entries and these entries are 1. By a "block" index (i, j ) we mean those indices for which the (i, j )th entry of some matrix in B(n 1 , . . . , n k ) is non-zero. From (3.1) in [6] and some computations, we may show that the problem dual to Problem 3 is
Since the dual problem is strictly feasible, from Theorem 3.1 in [6] , the primal optimum is achieved, that is Problem 3 has an optimizer. Further, since the primal problem is also strictly feasible, from the first paragraph of [6, p. 514 So B * is an optimizer for Problem 2 iff B −1 * is an optimizer for Problem 3, that is iff there is
Proof of Theorem 3
We state a simple lemma which we use in the proof of Theorem 3. The lemma gives a condition which is equivalent to condition (ii) in Theorem 1 and Corollary 2 and is also useful in a construction discussed in Section 7. The lemma follows from simple arguments so we will not give its proof. 
Proof of the lower bound
Our proof is motivated by the proof of John's theorem in [1] . If B is the optimal matrix for Problem 2, for A, then I is the optimal matrix for Problem 2 with A replaced by B −1/2 AB −1/2 , and the statement of Theorem 3 also respects such a modification because block(B −1/2 AB −1/2 ) = B −1/2 block(A)B −1/2 . Hence it is enough to prove Theorem 3 for those A for which I is the optimizer of Problem 2. To keep the notation simple, we will prove Theorem 3 only in the special case where k = 2, that is B consists of two blocks. The proof for general k follows from obvious modifications to our proof.
So suppose A > 0 and is such that I is the optimal matrix for Problem 2. Then, from Theorem 1, I A and I − A is singular. So 1 is an eigenvalue of A and is the largest eigenvalue of A. If the kernel of I − A is m-dimensional then A has the spectral decomposition
where 0 < λ i < 1, the vectors u i are orthonormal, and u i , i = 1, . . . , m, are eigenvectors of A corresponding to the eigenvalue 1, and for i = m + 1, . . . , n, u i is an eigenvector corresponding to λ i . Then from Theorem 1 and Lemma 8
where the P i are matrices of order n i × m. Then the orthonormality of the u i implies that
Further, (3) is equivalent to
From (5) 
Using this back in (5) we obtain
Hence block(A)
which concludes the proof of the theorem. We also note that since P i is an n i × m matrix, (5) implies that m n i -this proves the remark after the statement of Theorem 3 in the introduction.
Tightness of the lower bound
We provide examples to show that the estimate is tight when all the blocks are the same size or when there are only two blocks.
Equal sized blocks.
We provide an example with only two equal sized blocks-the generalization to k equal sized blocks will be obvious. Let n = 2m and choose m orthonormal vectors
. Choose an additional m vectors u i , i = m + 1, . . . , n, in R n so that the u i , i = 1, . . . , n, are orthonormal; also choose a λ in the interval (0, 1). Define the positive definite matrix of size n with the spectral decomposition
We claim that I is the solution of Problem 2 for A, for all λ < 1, and block(A) − Two blocks. So k = 2 and n 1 and n 2 are two positive integers so that n = n 1 + n 2 . Below e i and e i will represent vectors in R n 1 and R n 2 respectively whose ith entry is 1 and all other entries are zero. Define the vector u in R n as u = 
Proof of Theorem 5 and Lemma 4
Define H = {h ∈ R n : h > 0, Π(h) = 1} and if A is a positive definite n × n matrix then define the ellipsoids 
Consider the max-min problem associated with the min-max problem, Problem 4.
Problem 5. Given A > 0, find the optimizer of max x∈A min h∈H x T D(h)x.
It may be shown easily that the optimal value of Problem 5 is bounded above by the optimal value of Problem 4-Theorem 5 deals with the special situation where these two optimal values are equal.
Proposition 9 (Solution of Problem 5). The optimal value of Problem 5 is attained at a point
where y is any solution of
for which Π(y 2 ) is the smallest (amongst all solutions). The optimal value for Problem 5 is nΠ(y −2 ) 1/n .
If (x, h) is an optimal point for Problem 5 then (−x, h)
is also an optimal point. It is possible that Problem 5 has more than two optimal points; we do not know how these various optimal points are related.
Proof of Proposition 9. Firstly, for a fixed
To see this, note that if h = [h 1 , . . . , h n ] T is in H, then from the AM-GM inequality, we have
with equality occurring if h 1 x 2 1 = · · · = h n x 2 n = λ for some λ 0. So, if all the x i are non-zero then the minimum value is as claimed above and it occurs when h i = λ/x 2 i ; since
Hence, if no coordinate of x is zero then the optimal h is h = Π(x 2 ) 1/n x −2 . If one of the x i is zero, say x 1 = 0 then we can make h 1 large and h 2 , h 3 , . . . , h n as small as we wish while maintaining h 1 · · · h n = 1. So h 1 x 2 1 + · · · + h n x 2 n may be brought as close to zero as we wish. Hence the claim is true in both cases.
So to solve Problem 5, we need to resolve the equivalent problem
This problem clearly attains its supremum and the supremum is attained at a point x with all its components non-zero. From Lagrange multipliers, at the optimal x in A , we have A −1 x = μx −1 for some μ. Since x T A −1 x = n we have μ = 1; hence any optimizer of (10) is a solution of
Further, the maximum is attained at the solutions x of (11) for which Π(x 2 ) is the largest. The corresponding optimal h is h = Π(x 2 ) 1/n x −2 . Taking 
The optimal value of Problem 1 is Π(p), hence from the discussion of the equivalence of Problems 1 and 4, discussed at the beginning of Section 4 (also see (8) 
where the last step follows from Proposition 9. Hence there must be equality at all stages of the above equation and we have proved (b). 2
Proof of Lemma 4. By definition, any solution x of (1) will have all its coordinates non-zero and x T Ax = x T x −1 = n implying x is on the ellipsoid A. Let M be the subset of A consisting of points none of whose coordinates are zero, that is
Then M is a manifold of dimension n − 1 with 2 n connected components-the components being the intersections of the ellipsoid A with the 'quadrants' of R n . We will show that (1) has exactly one solution in each component of M; to keep the notation simple M will represent just one of its components for the rest of this proof. Define the map ψ : M → R with ψ(x) = Π(x 2 ); ψ has an obvious extension to M (the closure of M) and to R n . It is clear that ψ attains its supremum on M and the supremum is non-zero. Since ψ is zero on the boundary of M and ψ is differentiable on M, the maximum is attained at a critical point in M, that is at a point x ∈ M where ∇ψ(x) = λ∇(x T Ax − n) which is equivalent to 2ψ(x)x −1 = λAx. One may see that λ = 0 and hence Ax = x −1 because x T Ax = n since x ∈ M. Hence, the largest value of ψ on M occurs at a point x ∈ M which is a solution of (1), implying (1) has a solution in M. It remains to show that this is the only solution of (1) 
in M.
If x and y are two solutions of (1) in M then Ax = x −1 , Ay = y −1 , and
Proof of Theorem 6
For 
Hence we need to prove Theorem 6 only when u = e.
The case when D(q) is not the minimizer
Suppose D(p) is the solution of Problem 1 for A = D(q)−ee T and D(p) = D(q).
Then some entry of p must be strictly smaller than the corresponding entry of q otherwise D((p + q)/2) would be a strictly better candidate than the optimal D(p). We claim that the nullity of D(p) − A is 1 and this claim combined with Theorem 5 proves Theorem 6.
To prove that the nullity of D(p) − A is 1, we define r = p − q-note that at least one entry of r = p − q is negative. Actually, exactly one entry of r is negative because if (say) r 1 < 0, r 2 
We must have 1 + r n > 0 because taking
n + 2(n − 1)x n for all x n , and the right-hand side may be made negative, if 1 + r n 0, by choosing x n to be a large negative number. Next, using the representation (12), 
The case when D(q) is the minimizer
We 
This may be stated more succinctly as D(q) is the optimizer for Proof. Since P is convex and hence a connected subset of R n 2 and the map P = (p ij ) → ij p ij is continuous and real valued, the range must be an interval. We have to find the end points of this interval.
Any P ∈ P may be written as
Then Lemma 10 follows if we determine the range of the map from V to R defined by
The range is a closed interval because the domain is compact. For (v 1 , . . . , v n ) ∈ V, we have |v 1 
which proves Lemma 10. 2
Proof of Theorem 7
Suppose A > 0 is conveniently signed with respect to the vector . Let x be the unique solution of Ax = x −1 in the same quadrant as . Since the entries of (a ij i j ) have the same sign as the entries of (a ij x i x j ), we may conclude that the entries of M = D(x)AD(x) are non-negative. 
Discussion of results
Problem 1 may also be considered as the characterization of all positive definite matrices A for which a given positive diagonal matrix D is the solution of Problem 1. One may easily show that this is equivalent to the characterization of all A > 0 for which I is the solution of Problem 1, or equivalently the characterization of all ellipsoids A: x T Ax = 1 for which the optimal ellipsoid is the unit sphere.
While we do not have a procedure to check whether I is the optimal matrix for Problem 1 for a given A > 0, the procedure below (based on Corollary 2) will construct all A > 0 for which I is the optimal matrix for Problem 1. Choose n unit vectors u 1 , . . . , u n in R n and define the n × n matrix M = [u 1 , . . . , u n ]. Choose an orthonormal basis {v 1 , . . . , v k } for the range of M T (the row space of M) and complete it to an orthonormal basis {v 1 , . . . , v n } for R n . Next, choose real numbers λ 1 , . . . , λ n with λ i = 1 for i = 1, . . . , k and 0 < λ i 1 for i = k + 1, . . . , n and take A to be the positive definite matrix with the spectral decomposition A = and Lemma 8 generate an explicit characterization in the n = 3 case of all A > 0 for which the optimal matrix for Problem 1 is a multiple of I (that is the optimal ellipsoid is a sphere). For a 3 × 3 matrix A > 0, the optimal ellipsoid will be a sphere iff one of the following holds:
• A is a multiple of I ;
• the eigenspace corresponding to the largest eigenvalue of A is one-dimensional and v 2 = e for some vector v in this eigenspace; • the eigenspace corresponding to the largest eigenvalue of A is two-dimensional and if u = [u 1 , u 2 , u 3 ] T is the eigenvector corresponding to the other/smallest eigenvalue of A, then 2 max i |u i | i |u i |.
