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Abstract
In this research we explore an operator that models functions’ trends
concisely, and apply it to address Calculus related issues. The first issue
is the monotony analysis of functions at points where their derivative van-
ishes (either zeroed or non-existent). The operator in question provides
information about functions’ momentary trend of change particularly in
such cases, hence it can be considered an extension of the derivative’s sign.
The second issue is an extension of the fundamental theorem of Calculus
(FTC) to higher dimensions. The FTC has powerful extensions in differ-
ent branches of Analysis, and one of them has been broadly applied to
fast computerized integration. This theorem relates the definite integral
of a scalar function over a rectangular domain to the values of the definite
integral at the domain’s corners. We suggest to further extend this the-
orem to more general domains, by applying the monotony classification
operator to a novel semi-discrete integration method along curves.
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Part I
Introduction
1 Motivation
The main novel concept we will discuss models a function’s momentary trend
of change, rather than its momentary rate of change.
In part 2 we will investigate this operator (namely, a function’s “detach-
ment”) when applied to functions of a single real variable, and relate it to
familiar concepts in Calculus. In part 3 we will apply this operator to clas-
sify monotony of curves, and in turn suggest an extension to a version of the
fundamental theorem of Calculus in the plane.
2 Introduction to part 2: Calculus of detachment
2.1 Previous work
Classifying a function’s monotony is a problem to whom researchers have ded-
icated numerous discussions in uncountably many academic papers and books
(to name a few, see [14, 15, 16]). In order to classify the monotony of a func-
tion at a point one often evaluates the sign of the derivative there, or that of
higher order derivatives if necessary. However, this methodology could use an
adjustment in end cases where the derivative is zeroed or non-existent.
For example, consider the family of monomials fk : R+ → R, fk (x) = xk
where k > 0. Let us detail their derivatives from right at x = 0 for different
assignments of k:
∂+fk (0) =

0, k > 1
1, k = 1
Undefined, 0 < k < 1.
However, those functions are increasing throughout their definition domain.
Thus, in case the derivative vanishes, the notion of the function’s rate of change
is insufficient to classify the monotony of the function in a neighborhood of the
point. The common practice is to apply one of the following methods:
1. Calculating higher order derivatives at the specific point, e.g. f ′′2 (0) =
2 > 0 implies that x = 0 is a local minimum. However, higher derivatives
of fk don’t exist for k < 1 .
2. Calculating the first derivative’s values around the given point, assuming
that the function is smooth enough.
3. Comparing the function’s values at a neighborhood of the point to its
value at the point.
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2.2 Our goal
Out of the three methods we mentioned above, the third is the only one where
we don’t apply the derivative operator. Moreover, we don’t seem to apply any
operator. This is in spite of the fact that the third method doesn’t make any
assumptions on the function’s smoothness, and as such may be considered most
intuitive.
In the third method we approximate the function’s momentary trend of
change. We would like to encapsulate this method rigorously as an operator
of its own. We would then gain an operator that works in end cases
where the derivative vanishes, creating a rigorous casing to the procedure
of deducing the monotony of a broader set of functions.
3 Introduction to part 3: The fundamental the-
orem of Calculus in R2
3.1 Previous work
The fundamental theorem of Calculus (FTC) has several extensions in different
branches of Analysis, to name a few - Stokes’ theorem and Lebesgue’s differen-
tiation theorem. However, there is also a recent extension of the FTC that has
been applied broadly to fast computerized integration, due to its computational
benefit.
Shortly, this version of the FTC is formulated as follows (see also theorem 1
in [1, 2]). Let D ⊂ R2 be a rectangular domain, and let f be a function in R2
that admits an antiderivative F (x, y) ≡ ˜
[0,x]×[0,y]
fdudv. Then:
¨
D
f
−→
dx =
∑
−→x∈∇·D
αD (~x)F (~x) ,
where ∇·D is the set of corners of D, and αD : R2 → {0,±1,±2} is a parameter
determined according to the type of corner that ~x belongs to. See an illustration
in figure 10.1.
The computational gain of this theorem refers to its discrete version. We
could evaluate the function F at the preprocessing stage in O (n) (where n is
the number of points in the discrete space), and then in real time, evaluate the
definite integral over any rectangular domain efficiently in O (1) by calculating
a linear combination of the antiderivative’s values at the domain’s corners.
Crow was the first to introduce this theorem as a discrete algorithm (see [19])
under the name ’Summed area tables’. Viola and Jones applied the discrete
algorithm to efficiently calculate sums of rectangles in images. They named it
’Integral Image’, and introduced it to the computer vision community in [6].
The idea behind the Integral Image algorithm has become a base to dozens
of other algorithms for fast integration, to name a few see [12, 13, 11, 10].
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Popular applications of the algorithm are efficient face and pedestrian detection
(as performed in [6, 7]).
Doretto et al. (see theorem 1 in [1, 2]) were the first to formulate the Integral
Image algorithm as a an extension of the FTC over continuous domains.
Pham et al. (see [8]) further extended Doretto et al.’s theorem and formu-
lated it as an efficient discrete integration algorithm over ploygonial domains.
3.2 Our goal
We suggest to deepen theoretical aspects of Doretto et al.’s theorem in the
following manner:
1. Introduce a rigorous tool for classification of monotony along curves, in
a manner that is independent of the curves’ parametrization. We do so
by applying the notion of the curve’s trend of change. In particular, this
tool provides a theoretical methodology for classification of corners along
rectangular curves, and a rigorous definition of the parameter αD from
Doretto et al.’s theorem follows.
2. Apply the monotony classification tool to introduce a semi-discrete inte-
gration method over curves that enables to extend Doretto et al.’s theorem.
First we define the integration method over monotonic curves, and in turn
extend it to general curves. In particular, for closed curves, we obtain that
the double integral of a function f over a domain equals the discrete line
integral of the antiderivative F over the domain’s edge. In that sense we
extend Doretto et al.’s theorem to general domains.
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Part II
Calculus of Detachment
4 Defining a function’s momentary trend of change
While a function’s derivative models a function’s rate of change, its sign does
not always describe its trend of change. For example, consider the function
f (x) = x3: its derivative is zeroed at x = 0, though this function increases
all over its definition domain, including at x = 0. True, one could infer - for
example by calculating higher order derivatives - that x = 0 is an inflection point
(and as such, one concludes that f maintains its monotony there). However, we
would like to introduce a tool that classifies a function’s monotony particularly
at points such as inflection, cusps and discontinuities, without having to rely on
the function’s differentiability or on higher order derivatives whose calculation
is not always algebraically simple or numerically efficient.
Our goal in this part is to define an operator that classifies a function’s
monotony at a point. This operator should often agree with the sign of the
function’s derivative, and be able to query the trend of change also in case the
derivative vanishes (zeroed or non-existent).
Let us first define the term “momentary trend of change” of a continuous
function.
↓ l ↑
↓ −1 −1 0
l −1 0 +1
↑ 0 +1 +1
Table 1: A continuous function’s momentary trend of change at a point is either
0 or ±1. It is determined according to the function’s monotony in a small enough
left neighborhood of the point (denoted by the arrows to the left) with respect
to its monotony in a small enough right neighborhood (denoted by the arrows
above). A bidirectional arrow denotes that the function is constant.
Definition 1. Momentary trend of change. Given a continuous real
function f and a point x0 in its definition domain, we say that the function’s one-
sided momentary trends of change at x0 are δ± ∈ {0,±1} (from left and right
respectively), if there exists a left neighborhood I− and a right neighborhood
I+ of x0 such that sgn [f (x)− f (x0)] = δ± for each x ∈ I± respectively. The
momentary trend of change is then sgn (δ+ − δ−).
4.1 Defining a function’s detachment
We would like to define an operator that evaluates a function’s momentary
trend of change. Similarly to the definition methodology of the derivative, that
7
Figure 4.1: The geometric interpretation of the one-sided detachments. For
example, the function’s detachment from right at a point is +1 iff the point is
a one-sided local minimum of the function from right.
begins by calculating the slope of a secant (which turns into a tangent in the
limit process), we first calculate the trend of change in an interval and from it
deduce, via a limit process, the momentary trend of change.
Given a real function f , say we wish to answer the question: “what is the
function’s trend of change in an interval [a, b]”, that is, whether the function’s
value increased, decreased or wasn’t changed at the end of the interval with
respect to its value at the beginning of the interval. Then we would sim-
ply calculate the sign of the difference between f (b) and f (a), denoted by
sgn [f (b)− f (a)].
If the limit of the trend of change exists from either sides of a point, then it
represents the momentary (one-sided) trend of change there. In such a case we
say that the function is one-sided detachable at the point.
Definition 2. One-sided detachable function at a point. Given
a real function f , we say that it is detachable from left or from right at a point
x ∈ R, if either of the following one-sided limits exist, respectively:
lim
h→0±
sgn [f (x+ h)− f (x)] .
Contrary to the case with the derivative, we don’t require a function’s one
sided detachments to be equal for it to be considered detachable. Applying that
sort of requirement would have restricted the detachment to be defined merely
at extrema points, as we prove later on. Instead, we say that a function is
detachable if it is one-sided detachable from both sides.
Definition 3. Detachable function at a point. We say that a func-
tion is detachable at a point if it is one-sided detachable from both sides there.
Now that we’ve defined the property of “detachability”, let us define the
one-sided detachment operator itself.
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Figure 4.2: The idea behind the definition of the detachment is as follows. Let us
observe the term: ∆y = f (x+ ∆x)−f (x). If f is continuous then lim
∆x→0
∆y = 0.
Thus it makes no sense to apply the limit process directly to ∆y. The derivative,
however, becomes informative by comparing ∆y to ∆x, via a fraction, prior to
applying the limit process. The detachment uses less information, and ∆y is
quantized, via the function sgn (·). A function’s detachment does not reveal the
information regarding a function’s rate of change, and in return it is defined for
a broad set of non-differentiable functions.
Definition 4. One-sided detachment at a point. Given a function
f that is one-sided detachable from left or from right, we define the left or right
detachments applied to f respectively, as:
f ;± : R→ {0,±1}
f ;± (x) ≡ lim
h→0±
sgn [f (x+ h)− f (x)] .
Recalling that a function’s derivative is defined in a similar manner to its
one-sided derivatives might lead us to define the detachment similarly to the one-
sided detachments, in the following manner: f ; (x) ≡ lim
h→0
sgn [f (x+ h)− f (x)] .
However, with that sort of definition the detachment would not describe the
function’s momentary trend of change (see definition 1). In contrast, the fol-
lowing definition does encapsulate definition 1.
Definition 5. Detachment at a point. Given a detachable function f ,
we define the detachment operator applied to f as:
f ; : R→ {0,±1}
f ; (x) ≡ sgn [f ;+ (x)− f ;− (x)] .
If f : [a, b]→ R is defined over a closed interval then we naturally define the
detachment of f at the endpoints as f ; (a) ≡ f ;+ (a) and f ; (b) ≡ −f ;− (b)
5 Comparing the detachment with the sign of the
derivative
The intuition may mislead to assume that the detachment is merely the sign
of the derivative. Had it been the case, it wouldn’t make sense for us to define
the detachment as a stand-alone operator in the first place. However, in this
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section we show that while a function’s detachment is related to the signs of
its one-sided derivatives in many cases, there are also other cases where those
operators yield different results when applied to a function. In fact, the existence
of one doesn’t necessarily imply the existence of the other. Thus, in a sense the
derivative and the detachment are complementary in the task of classifying the
monotony of functions.
To get started, let’s compare the detachment with the sign of the derivative
when applied to some elementary functions.
Example 6. Let us consider the following cases:
• Non zero slope: Let f (x) = x. Then f is differentiable and detachable
from right at x = 0, and it holds that f ;+ (0) = sgn [∂+f (0)] = +1.
• Discontinuity: Let g (x) = ceiling (x), where ceiling (x) is the least integer
that is greater than x. Then g is detachable at x = 0, however it is neither
differentiable nor continuous from right there.
• Extremum: Let h (x) = x2. This function is differentiable and detachable
from right at x = 0, however:
+1 = h;+ (0) 6= sgn [∂+h (0)] = 0.
• Inflection: Let ` (x) = x3. This function is differentiable and detachable
at x = 0, however:
+1 = `; (0) 6= sgn (`′ (0)) = 0.
• Oscillation: Let r (x) =
{
x2 sin
(
1
x
)
, x 6= 0
0, x = 0
. Then r is differentiable,
and not detachable, at x = 0.
Example 6 illustrates that there are cases where the detachment differs from
the sign of the derivative. This phenomena takes place due to the discontinuity
of the sgn (·) function at x = 0, that causes the inequality at formula 5.1 to
hold in some cases:
sgn lim
h→0±
[
f(x+h)−f(x)
h
]
6= lim
h→0±
sgn
[
f(x+h)−f(x)
h
]
= ±f ;± (x) . (5.1)
Because of the difference between the detachment and the sign of the deriva-
tive, it makes sense to consider the detachment as a stand-alone operator.
However, note that in some cases a function’s detachment equals the sign of
its derivative - for example, if the derivative exists and isn’t zeroed, see corollary
8 below. To that extent we quote the following familiar claim.
Claim 7. Let f and g be real functions. Let: lim
y→η
f (y) = l and lim
x→ξ
g (x) = η. If
f is continuous at η (i.e. l = f (η)) then lim
x→ξ
f (g (x)) = l.
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Figure 5.1: An illustration to the detachment of a function, that is defined also
at cusps, where the derivative is undefined. It is visualized that f is ’torn’ by
the detachment operator at the function’s extrema points - hence this operator’s
name.
Corollary 8. Let x ∈ R such that a function f is differentiable from both sides
at x and ∂±f (x) 6= 0. Then f is detachable at x and:
f ; (x) = sgn [sgn (∂+f (x)) + sgn (∂−f (x))] .
Proof.
f ;± (x0) ≡ lim
h→0±
sgn [f (x+ h)− f (x)] = ± lim
h→0±
sgn
[
f (x+ h)− f (x)
h
]
= ±sgn
[
lim
h→0±
f (x+ h)− f (x)
h
]
= ±sgn (∂±f (x0)) ,
where the third transition holds due to corollary 7 combined with our as-
sumption that the derivative is not zeroed (and that the sign function is only
discontinuous at x = 0). Hence according to the definition the detachment,
f ; (x) = sgn
[
f ;+ (x)− f ;− (x)
]
= sgn [sgn (∂+f (x)) + sgn (∂−f (x))] .
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5.1 Taylor expansion
The Taylor expansion of a function f that is differentiable infinitely many times
around a point x is:
f (x+ h) = f (x) + hf ′ (x) +
h2
2
f ′′ (x) +
h3
6
f ′′′ (x) + . . .
This term can be rewritten (by applying the sign operator followed by a limit
process) as:
f ;± (x) = ± lim
h→0±
sgn
[∑
i
hi−1
i!
f (i) (x)
]
. (5.2)
Writing the one-sided detachments as in equation 5.2 emphasizes that the de-
tachment does not always equal the sign of the derivative, and that in case the
function’s first derivative is zeroed, then its detachment is dependent of higher
order derivatives at the point.
5.2 Computational cost
Let us consider a computer algorithm that approximates the value of a function’s
limit using a discrete version of Cauchy’s or Heine’s definitions of the limit
process. It would take the computer more resources to approximate the sign of
a function’s derivative than to approximate its detachment. This is due to two
differences between those operators.
The first difference is the existence of the division operator at the definition
of the derivative, that does not appear at the definition of the detachment.
The second difference is the fact that the limit process at the definition of
the detachment is applied to the sign function, hence the set of values it accepts
is small. In contrast, the set of values that the limit process may accept at
the definition of the derivative is uncountable. Thus as a computer algorithm
approximates the limit with candidates as at the definition of the limit process,
in the case of the detachment it has only three candidates to the limit’s value
while there are theoretically uncountably many candidates in the case of the
derivative.
6 Analyzing the set of detachable functions
In this section we analyze the detachability of a few functions, and apply it to
spot the detachable functions in the real functions space, see figure 6.1.
• Let us consider the following function:
f (x) =
{
x, x ∈ Q
x3, x /∈ Q.
12
Then f is detachable at x = 0, and:
f ;− (0) = −1, f ;+ (0) = +1,
hence f ; (0) = sgn
[
f ;+ (0)− f ;− (0)
]
= +1, from which we conclude that f
increases at x = 0, while f is not differentiable there.
• Let us consider the following continuous function:
f (x) =
{
x sin
(
1
x
)
, x 6= 0
0, x = 0.
Then f is not detachable from right nor left at x = 0, and so is the
following differentiable function:
g (x) =
{
x2 sin
(
1
x
)
, x 6= 0
0, x = 0.
To some extents the fact that the detachment does not exist at x = 0
neither for f nor for g is expectable, as those functions’ local trend of
change (see definition 1) is undefined there due to their oscillation.
• The function f (x) = |x| is detachable at x = 0 although it is not differ-
entiable there. The detachment of f is:
f ; (0) = sgn
[
f ;+ (0)− f ;− (0)
]
= +1− (+1) = 0.
• It is untrue that if f is detachable at a point x then there exists a neighbor-
hood I (x) such that f is detachable in I. As a counterexample consider
the following function at x = 0:
f (x) =

2, x = 0
1, x ∈ Q\ {0}
0, otherwise.
This example also demonstrates that a function may be detachable at a
point even if its one-sided limits do not exist there from either sides.
• Let f (x) = 1Z. Then f ; ≡ 0, although f is discontinuous in Z.
• Let use consider the function:
f (x) =
{
tan (x) , x 6= pi2 + pik
0, x = pi2 + pik
, k ∈ Z.
Then f is detachable at its discontinuity points, and its detachment there
equals −1.
• The following variation of Riemann’s function:
f (x) =
{
1
q , x =
p
q ∈ Q
0, x ∈ R\Q,
is nowhere detachable.
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Figure 6.1: Spotting the set of detachable functions in the space of real functions.
Each fi forms an example to a function that satisfies the illustrated properties at
x = 0: f1 (x) = 1Z (x), f2 (x) =
√|x|, f3 (x) = x, f4 (x) = {x2 sin ( 1x) , x 6= 0
0, x = 0
, f5 (x) =
{
x sin
(
1
x
)
, x 6= 0
0, x = 0
, and f6 (x) = 1Q (x).
7 Relating the detachment to key concepts in
Calculus
In this section we survey the relation between a function’s detachment and its
other attributes: monotony, continuity and differentiability.
7.1 Monotony
Theorem 9. If a function f satisfies f ;− = f
;
+ in an interval [a, b] then it is a
step function there.
Proof. The proof idea is similar to that of Behrends and Geschket in [20]. Let f
be detachable in [a, b] such that f ;− = f
;
+ there. Then, according to the definition
of the detachment, each point in [a, b] is a local extremum. Given n > 0, let us
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denote by Mn the set of all points x ∈ [a, b] for which f receives the greatest
value in their 1n -neighborhood, and similarly denote by mn the set of all points
in the interval where f receives the least value in their 1n -neighborhood. Clearly
Mn
⋂
mn is not necessarily empty, in case f is constant in a sub-interval of [a, b].
Now, since each x ∈ [a, b] is a local extremum of f , we obtain:
[a, b] =
⋃
n∈N
[
mn
⋃
Mn
]
,
hence
f ([a, b]) =
⋃
n∈N
[
f (mn)
⋃
f (Mn)
]
.
To prove the argument we need to show that for each n ∈ N, the set:
f (mn)
⋃
f (Mn)
is countable. Without loss of generality, let us show that f (mn) is countable.
Let y ∈ f (mn) . Let Dy be a 12n -neighborhood of f−1 (y). Let z ∈ f (mn)
with z 6= y, and let x ∈ Dy
⋂
Dz. Then there exist xy, xz ∈ mn such that
f (xy) = y, f (xz) = z and:
|xy − x| < 1
2n
, |xz − x| < 1
2n
.
Hence, |xy − xz| < 1n . Since in both the n-neighborhoods of xy, xz, f receives its
largest value in xy and xz, it must hold that f (xy) = f (xz), contradicting the
choice of y 6= z. Hence, Dy
⋂
Dz = ∅. Now, let us observe the set C = [a, b]
⋂
Q.
Each set Dy, for y ∈ f (mn), contains an element of C. Since Dy, Dz are disjoint
for each y 6= z and since C is not countable, then f (mn) is also countable.
Hence, f ([a, b]) is countable, which implies that f is a step function.
The second direction is incorrect: for a step function it may not hold that
f ;− = f
;
+ in the entire interval, for example f (x) = 1{x|x≤0} (x), where −1 =
f ;− (0) 6= f ;+ (0) = 0.
Moreover, it is untrue that if a function satisfies f ;− = f
;
+ in an interval (a, b)
then it is constant there except, maybe, in a countable set of points. See an
illustration in figure 7.1.
Lemma 10. If a function f satisfies f ; ≡ δ in an interval (a, b) where δ ∈ {±1}
then f is strictly monotonous there.
Proof. Without loss of generality, let us assume that f ; ≡ +1 in the interval. Let
x1, x2 ∈ (a, b) such that x1 < x2. We would like to show that f (x1) < f (x2).
From the definition of the one-sided detachment, there exists a left neighborhood
of x2 such that f (x) < f (x2) for each x in that neighborhood. Let t 6= x2 be an
element of that neighborhood. Let s = sup {x|x1 ≤ x ≤ t, f (x) ≥ f (x2)}. On
the contrary, let us assume that f (x1) ≥ f (x2). Then s ≥ x1. If f (s) ≥ f (x2)
(i.e., the supremum is accepted in the defined set), then since for any x > s it
15
Figure 7.1: An illustration to a step function f that satisfies f ;− = f
;
+ everywhere
although it is not constant.
holds that f (x) < f (x2) ≤ f (s), then f ;+ (s) = −1, contradicting f ;+ ≡ +1 in
(a, b) . Hence the maximum is not accepted. Especially it implies that s 6= x1.
Therefore according to the definition of the supremum, there exists a sequence
xn → s with {xn}∞n=1 ⊂ (x1, s) such that:
f (xn) ≥ f (x2) > f (s) ,
i.e., f (xn) > f (s), contradicting our assumption that f ; (s) = +1 (which im-
plies that f ;− (s) = −1). Hence f (x1) < f (x2) .
7.2 Continuity
It is clear from the definition that any function is detachable at a point if and
only if its values all reside on the same vertical side of the point close enough
to it. Thus, any step and removable discontinuity is a detachability point, and
the only essential discontinuities where a function is not detachable are those
where the signs of the differences between the function’s value and those of its
partial limits there, vary.
Let us introduce a certain anomaly of the detachability attribute with respect
to continuity. Recall that if a function is one-sided continuous (from right or
from left) everywhere in an open interval, then it is also continuous from both
sides there at infinitely many points. This statement, however, does not hold
for a function’s one-sided detachment. By the way of example, consider the
following function:
f : R\ {0} → R
f (x) =
{
1
x , x ∈ Q
− 1x , x ∈ R\Q.
16
Clearly f is detachable from right everywhere in R+ and detachable from left
everywhere in R−. However, f is nowhere detachable (from both sides).
Theorem 11. If a function f satisfies f ;+ = −f ;− in an interval (a, b) and it is
continuous there then f is strictly monotonous there.
Proof. In case f ; ≡ 0 in the interval then according to theorem 9 f is a step
function, and its continuity implies that it is also constant there. Otherwise,
according to lemma 10 it is enough to show that f ; is constant in (a, b). Let
x, y ∈ (a, b) . Assume that x < y. On the contrary, suppose that f ; (x) 6= f ; (y) .
Let us distinguish between two main cases, where the rest of the cases are
handled similarly:
First case. Suppose that f ; (x) = +1, f ; (y) = −1. Since f ;+ = −f ;−, then
the one-sided detachments are not zeroed and f ;− (y) = f
;
+ (x) = +1, hence
argmax
t∈[x,y]
f (t) /∈ {x, y}. f is continuous in [x, y], hence there exists t0 ∈ (x, y)
where f accepts its maximum, hence f ;− (t0) = f
;
+ (t0) = −1, contradicting the
assumption f ;− (t0) = −f ;+ (t0).
Second case. Suppose that f ; (x) = +1, f ; (y) = 0. Let us denote:
s = sup {t|x < t < y, f (t) 6= f (y)} .
If s = −∞ then f is constant in [x, y] , hence f ;+ (x) = 0, hence either f ;+ (x) 6=
−f ;− (x) or f ;+ (x) = f ;− (x) = 0, a contradiction. Hence, s ∈ (x, y]. The case
s = y is impossible since it would imply that f ;− (y) 6= 0. Hence s ∈ (x, y). From
the continuity of f , there exists a left neighborhood of s where f (t) 6= f (y) for
each t in that neighborhood, and a right neighborhood of s where f (t) = f (y)
for each t in that neighborhood. Hence f ;− (s) 6= 0, f ;+ (s) = 0, and especially
f ;+ (s) 6= −f ;− (s), a contradiction.
Note that the function’s continuity is a necessary condition in the formulation
of theorem 11. For example, consider the function:
f : (0, 2)→ R
f (x) =
{
x+ 1, 0 < x < 1
−x+ 2, 1 ≤ x < 2 .
Then f satisfies f ;+ = −f ;− in (0, 2), however f is not strictly monotonous there.
7.3 Differentiability
If a function is differentiable everywhere it doesn’t necessarily imply that it is
detachable everywhere, and vice versa. For example, let
f (x) =
{
sin
(
1
x
)
, x 6= 0
2, x = 0
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and:
g (x) =
{
x2 sin
(
1
x
)
, x 6= 0
0, x = 0
.
then f is detachable everywhere and not differentiable at x = 0. Further, g is
differentiable everywhere and not detachable at x = 0.
The following example shows that it is also untrue that if a function is
differentiable almost everywhere then it is detachable almost everywhere.
Example 12. Let us consider the following function:
f : [0, 1]→ R
f (x) =
{
0, x /∈ Q
n−3, x = mn , m, n are coprime.
Let x /∈ Q. f is not differentiable at x if and only if there exists a constant e > 0
and there exists a sequence xn → x such that:
|f (xn)− f (x)| = |f (xn)| > e |x− xn| .
Since f (xn) > 0 for the elements of the sequence, then these elements are all
rational numbers. Let us call an irreducible fraction pq ’a good approximation
of the number x’ if
∣∣∣x− pq ∣∣∣ < 1q3 .
We show that the measure of the set of irrational numbers in the interval
[0, 1] that have infinitely many good approximations, is zero. Let C p
q
be the
set of points x for whom pq is a good approximation of x. It is clear from the
definition that the probability (and hence the measure) of the event is at most
2
q3e . Now, let us sum up all the probabilities. The denominator q may at most
appear at q different irreducible fractions, hence the sum of the probabilities is
bounded by the sum:
∞∑
q=1
2
q2e <∞. Hence, according to Borel–Cantelli’s lemma,
it follows that the measure of the set of points that have infinitely many good
approximations is zero. Hence, the function is differentiable almost everywhere,
while it is clearly nowhere detachable.
8 Reviewing closure properties of detachable func-
tions
The detachable functions are:
1. Closed under multiplication by a scalar.
2. Closed under addition, assuming that their one-sided detachments are
equal. Moreover, if f ;± (x) = g
;
± (x) = δ then (f + g)
;
± (x) = δ.
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However, detachable functions are also:
1. Not closed under addition in case their one-sided detachments are not
equal, see example 13.
2. Not closed under multiplication.
3. Not closed under composition, see example 14.
Example 13. Consider the following functions:
f (x) =

−1, x = 0
|n| , x = 1n , n ∈ Z
0, otherwise,
and:
g (x) = 1{0}.
Then f, g are detachable while f + g isn’t detachable at x = 0.
Example 14. Consider the following functions:
f (x) =
{∣∣sin ( 1x)∣∣ , x 6= 0
− 12 , x = 0
and:
g (x) = x2.
Then f, g are detachable while g ◦ f isn’t detachable at x = 0.
9 Formulating analogues to Calculus theorems
In this part we formulate analogues to the Calculus theorems, that rely on the
detachment operator.
9.1 Fermat’s theorem
Claim 15. Let f : (a, b)→ R and let x0 ∈ (a, b) be a local extremum of f . Then
f ; (x0) = 0.
Proof. Since x0 is a local minimum or a local maximum then there exist left
and right neighborhoods I± such that f (x0) < f (x) , ∀x ∈ I± or f (x0) >
f (x) , ∀x ∈ I± respectively. Hence f ;± (x0) = +1 or f ;± (x0) = −1 respectively,
and either way f ; (x0) = sgn
[
f ;+ (x0)− f ;− (x0)
]
= 0.
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9.2 Rolle’s theorem
Claim 16. Let f : [a, b] → R be continuous in [a, b] such that f (a) = f (b) .
Then, there exists a point c ∈ (a, b) where f ; (c) = 0.
Proof. f is continuous in a closed interval, hence according to Weierstrass’s the-
orem, it receives there a maximum M and a minimum m. In case m < M , then
since it is given that f (a) = f (b), one of the values m or M must be an image
of one of the points in the open interval (a, b) . Let c ∈ f−1 ({m,M}) \ {a, b}.
Since f receives a local extremum at c, then according to claim 15, f ; (c) = 0.
In case m = M , then f is constant and the claim holds trivially.
Note that the claim’s correctness relies on the fact that the interval [a, b] is
closed. For example, the function:
f : [0, 1]→ R
f (x) =
{
−1, x ∈ {0, 1}
x, x /∈ {0, 1}
satisfies the claim’s conditions in the open interval (0, 1), while the claim’s
statement does not hold for f since 0 /∈ f ;|(0,1).
9.3 Lagrange’s mean value theorem
The following theorem is illustrated in figure 9.1.
Theorem 17. Let f : [a, b]→ R be continuous in [a, b] and detachable in (a, b).
Assume that f (a) 6= f (b). Then for each v ∈ (f (a) , f (b)) there exists a point
cv ∈ f−1 (v) such that:
f ; (cv) = sgn [f (b)− f (a)] .
Proof. Without loss of generality, let us assume that f (a) < f (b) . Let v ∈
(f (a) , f (b)). We prove a stronger claim: there exists a point cv ∈ f−1 (v)
where f ;+ (cv) = +1 and f
;
− (cv) 6= +1. Since f is continuous, then Cauchy’s
intermediate theorem assures that f−1 (v) 6= ∅. On the contrary, let us assume
that f ;+ (x) = −1 for each x ∈ f−1 (v) . Let xsup = sup f−1 (v) . The maximum
is accepted since f is continuous, hence f (xsup) = v. Then according to our as-
sumption f ;+ (xsup) = −1, and especially there exists a point t1 > xsup such that
f (t1) < f (xsup) = v. But f is continuous in [t1, b] , thus according to Cauchy’s
intermediate theorem, there exists a point s ∈ [t1, b] for which f (s) = v, which
contradicts the choice of xsup. In a similar manner it is impossible that f
;
+ (x) = 0
for each point x ∈ f−1 (v) , because in that case the same contradiction would
rise from f ;+ (xsup) = +1. Hence, S = f−1 (v)
⋂{
x|f ;+ (x) = +1
} 6= ∅. Let us
show that S must contain a point x for which f ;− (x) 6= +1. Let xinf = inf (S) .
First we show that f ;+ (xinf) = +1. From the continuity of f it follows that
f (xinf) = v, hence xinf > a. If f
;
+ (xinf) 6= +1, then xinf is an infimum, and
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not a minimum, of S. Hence according to the definition of infimum, there ex-
ists a sequence of points xn ↘ xinf , such that xn ∈ S for each n. Especially,
f (xn) = v, hence f
;
+ (xinf) = 0 (otherwise, f would not be detachable from
right, and especially, would not be detachable, at xinf). But f
;
+ (xinf) = 0 im-
plies that there is a right neighborhood of xinf where f is constant (f (x) = v
for each x in that neighborhood), and especially f ;+ (x) = 0 for each x in that
neighborhood, which contradicts the definition of xinf as an infimum of a set
whose points’ right detachment is +1. Hence xinf = min (S) , which implies that
f ;+ (xinf) = +1. On the contrary, suppose that f
;
− (xinf) = +1. Then especially
there exists t2 < xinf with v = f (xinf) < f (t2). But f is continuous in [a, t2] ,
and f (a) < f (t2) = v, hence according to Cauchy’s intermediate theorem,
f−1 (v)
⋂
(a, t2) 6= ∅. Let s = max
[
f−1 (v)
⋂
(a, t2)
]
. Then it can be shown in
a similar manner that f ;+ (s) = +1, hence s ∈ S, which forms a contradiction
since s < xinf . Thus cv ≡ xinf satisfies that f (cv) = v, f ;+ (cv) = +1, and
f ;− (cv) 6= +1. Thus, f ; (cv) = +1.
Note that a revision of theorem 17 where the statement is: “for each value
v ∈ (f (a) , f (b)) there exists cv where: sgn [f ′ (cv)] = sgn [f (b)− f (a)]”, is
incorrect, since f is not promised to be differentiable in (a, b).
9.4 Darboux’s theorem
We formulate a claim that is analogous to Darboux’s theorem in the sense that
they both state sufficient conditions to the surjectivity of a function’s derivative
or detachment in a given interval, respectively.
Claim 18. Let f be continuous and detachable in a neighborhood of the point
x0 ∈ R, denoted by I (x0). If x0 is a local extremum of f , then f ; is surjective in
I (x0), and there are uncountably many points in I (x0) where the detachment
of f is ±1.
Proof. Without loss of generality, let us assume that x0 is a local maximum,
hence there exists t− ∈ I (x0) with t− < x0, such that f (t−) < f (x0). Now, f is
continuous in [t−, x0] and detachable in (t−, x0) , hence according to theorem 17,
for each value v− ∈ (f (t−) , f (x0)) there exists a point cv− ∈ f−1 (v−)
⋂
(t−, x0)
that satisfies f ; (cv−) = sgn [f (x0)− f (t−)] = +1. Hence there are uncountably
many points in that neighborhood where the detachment of f is +1. Similarly,
there exist uncountably many points in the right neighborhood of x0 where the
detachment of f is −1. Further, since x0 is a maximum, then according to claim
15, f ; (x0) = 0. Thus, Im
(
f ;|I(x0)
)
= {0,±1}, i.e., f ; is surjective in I (x0).
Note that the continuity of f in the statement of theorem 18 is a necessary
condition. By the way of example, let f (x) = 1{0}. Then x = 0 is a local
maximum of f , however ±1 /∈ f ; = {0} .
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Figure 9.1: An illustration to theorem 17. In the depicted graph there is
only one point cv that satisfies the stronger claim whose proof is suggested:
f ;− (cv) 6= +1 and f ;+ (cv) = +1 where f ; (cv) = sgn [f (b)− f (a)]. Notice
that for {t1, t2, t3} ∈ f−1 (v) , it holds that f ; (t1) = +1, f ; (t3) = 0 and
f ; (t2) = −1.
Lagrange’s mean value theorem Theorem 17
f in [a, b] Continuous Continuous
f in (a, b) Differentiable Detachable
Statement f ′ (c) = f(b)−f(a)b−a f
; (cv) = sgn [f (b)− f (a)]
# Points ∃c ∀v ∈ (f (a) , f (b)) : ∃cv
Figure 9.2: A comparison between theorem 17 and Lagrange’s mean value the-
orem.
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9.5 Newton-Leibniz’s axiom
Newton-Leibniz’s axiom states the relation between the definite integral of a
function’s derivative over an interval, and the function’s values at the interval’s
endpoints. Therefore, an analogous result that involves the detachment would
provide a tool to calculate the definite integral of a function’s detachment over
an interval.
If we don’t assume that a function f is continuous, and {(xi, xi+1)}ni=1 is a di-
vision of [a, b] such that f ;|(xi,xi+1) ≡ δi ∈ {0,±1}, then we get immediately from
the definition (and since f ; is a step function) that
b´
a
f ; (x) dx =
n∑
i=1
δi (xi+1 − xi).
However, in case f is continuous we can formulate a stronger method to calculate
the left hand-side that is based on the one-sided detachments.
Theorem 19. Let f : [a, b] → R be detachable and continuous in [a, b]. Let
{(xi, xi+1)}ni=1 be a division of [a, b] such that f ;|(xi,xi+1) ≡ δi ∈ {0,±1}. Then:
bˆ
a
f ; (x) dx = −
[
n∑
i=1
f ;+ (xi)xi +
n+1∑
i=2
f ;− (xi)xi
]
. (9.1)
Proof. Note that f ; is integrable, since it is a step function. Let us also denote
that if i is an index such that f ;+ (xi) = −f ;− (xi), then the item f ;+ (xi)xi +
f ;− (xi)xi in the right hand-side of equation 9.1 is zeroed. Therefore, we can
reduce the discussion to those indexes i where f ;+ (xi) 6= −f ;− (xi).
Let us show the claim’s correctness via induction on the number m of points
in the interval (a, b) where f ;+ (xi) 6= −f ;− (xi). For m = 0, f is monotonous in
(a, b). Hence,
bˆ
a
f ; (x) dx = δ1 (b− a) ,
where f ;|(a,b) ≡ δ1. Hence,
bˆ
a
f ; (x) dx =

b− a = − [f ;+ (a) + f ;− (b)] , δ1 = +1
0 = − [f ;+ (a) + f ;− (b)] , δ1 = 0
a− b = − [f ;+ (a) + f ;− (b)] , δ1 = −1,
and the claim holds in each such case.
Let us assume the claim’s correctness for m−1, and show its correctness for
m. In other words, let {(xi, xi+1)}mi=1 be a division of (a, b) such that f ; ≡ δi in
each (xi, xi+1), and f
;
+ (xi) 6= −f ;− (xi) for each 2 ≤ i ≤ m. According to the
induction’s hypothesis, we know that:
xmˆ
a
f ; (x) dx = −
[
m−1∑
i=1
f ;+ (xi)xi +
m∑
i=2
f ;− (xi)xi
]
.
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Further, we know that
xm+1´
xm
f ; (x) dx = δm (xm+1 − xm). According to our as-
sumption, f ;+ = −f ;− in the entire interval (xm, xm+1). Since f is also contin-
uous in (xm, xm+1), then according to theorem 11, we know that f is strictly
monotonous there. Let us distinguish between three possible cases:
If δm = 0, then f is constant in (xm, xm+1), and from its continuity in
[a, b] we know that it is constant also in the closed interval [xm, xm+1]. Hence
f ;+ (xm) = f
;
− (xm+1) = 0.
If δm = +1, then f is strictly increasing in (xm, xm+1). From the continuity,
f ;+ (xm) = +1 and f
;
− (xm+1) = −1.
If δm = −1, then f is strictly decreasing in (xm, xm+1). From the continuity,
f ;+ (xm) = −1 and f ;− (xm+1) = +1.
To summarize, in each such case we get that
xm+1´
xm
f ; (x) dx = δm (xm+1 − xm) =
− [f ;+ (xm)xm + f ;− (xm+1)xm+1], which finalizes the induction’s step.
Example 20. Let us consider the following function:
f : [−2, 10]→ R
f (x) =

−x+ 5, x ∈ [−2, 2]
x+ 1, x ∈ (2, 7]
8, x ∈ (7, 10].
Then:
f ;− (x) =

+1, x ∈ (−2, 2]
0, x ∈ (7, 10]
−1, x ∈ (2, 7],
f ;+ (x) =

+1, x ∈ [2, 7)
0, x ∈ (7, 10)
−1, x ∈ [−2, 2),
and:
f ; (x) = sgn
[
f ;+ (x)− f ;− (x)
]
=

+1, x ∈ (2, 7]
0, x ∈ {2}⋃ [7, 10]
−1, x ∈ [−2, 2).
Thus:
10ˆ
−2
f ; (x) dx = −4 + 5 = 1,
and indeed:
−
[
3∑
i=1
f ;+ (xi)xi +
4∑
i=2
f ;− (xi)xi
]
= − [(−1) · (−2) + (+1) · 2 + 0 · 7 + (+1) · 2 + (−1) · 7 + 0 · 10] = 1.
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Note that the function’s continuity is a necessary condition in the formulation
of theorem 19. As a counterexample, consider the following function:
f : [0, 2]→ R
f (x) =
{
x, x ∈ [0, 1]
3, x ∈ (1, 2].
Then:
f ; : [0, 2]→ {0,±1}
f ; (x) =
{
+1, x ∈ [0, 1]
0, x ∈ (1, 2].
and the theorem’s statement doesn’t hold:
1 =
2ˆ
0
f ; (x) dx 6= − [f ;+ (0) · 0 + f ;+ (1) · 1 + f ;− (1) · 1 + f ;− (2) · 2] = 0.
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Part III
The Fundamental Theorem of
Calculus in R2
Our main goal in this part is to formulate a natural extension to the fundamental
theorem of Calculus (FTC) in R2, that is based on a recent extension of the
FTC to rectangular domains in the plane. While Green’s theorem refers to a
vector field and its partial derivatives, we would like to formulate a theorem
that refers to a scalar function and its antiderivative.
This part is structured as follows. In section 10 we quote a recent gener-
alization of the FTC to the plane, due to Doretto et al. (see theorem 1 in
[1, 2]). The theorem we introduce relates the double integral of a function over
a rectangular domain to the values of its antiderivative at the domain’s corners.
Having formulated that theorem, in the next sections we pave the way towards
extending it to general domains rather than just rectangular ones. In section 11
we suggest a method to classify the monotony of curves independently of their
parametrization, by applying the detachment operator - and particularly obtain
a theoretical methodology for classification of corners. In section 12 we apply
the monotony classification tool to introduce a novel semi-discrete integration
method along curves, namely “discrete line integration” - first along monotonic
curves and then along general curves. Finally, in section 13 we apply the discrete
line integral to extend the FTC to general domains in R2.
10 The FTC in R2
In this section we quote without proving a recent version of the FTC formulated
by Doretto et al. in [1]. To that extent let us define the terms of a generalized
rectangular domain (GRD) and a function’s antiderivative in R2.
Definition 21. Generalized rectangular domain. If a domain D ⊂
R2 satisfies ∂D =
⋃
ω∈Ω
Iω, where each Iω is perpendicular to one of the axes of
R2, then we say that D is a “generalized rectangular domain” and abbreviate it
by “GRD”.
Definition 22. Antiderivative. We define the antiderivative of a function
f : R2→ R as follows:
F : R2→ R
F (x, y) ≡ ˜
[0,x]×[0,y]
fdudv.
The function F exists assuming that the conditions of Fubini’s theorem for
indefinite integrals hold for f .
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Figure 10.1: An illustration to theorem 23, the FTC in R2. The theo-
rem states that given an integrable function f , its antiderivative F (x, y) ≡
y´
v=0
x´
u=0
f (u, v) dudv, and a rectangular domain (highlighted in the above figure),
then:
˜
D
f (x, y) dxdy = F (J)−2F (K)+F (L)−F (M)+F (N)−F (O)+F (P )+
F (Q) − F (R). The coefficients of the antiderivative at the corner points are
the parameter αD from the formulation of the theorem, and they are uniquely
determined according to the corner type.
The following theorem is a formulation of the FTC in R2, to which we refer
in our discussion as “the FTC in R2” for convenience (although there are many
other extensions of the FTC to higher dimensions, such as Stokes’ theorem, as
surveyed at Pfeffer’s work, see [21]).
Theorem 23. (Doretto et al.) Let D ⊂ R2 be a GRD, and let f a
function in R2 that admits an antiderivative F . Then:
¨
D
f
−→
dx =
∑
~x∈∇·D
αD (~x)F (~x) ,
where ∇·D is the set of corners of D, and αD : R2 → {0,±1,±2} is a parameter
determined according to the type of corner that ~x belongs to.
27
11 Classifying a curve’s monotony
For the simplicity of our discussion we focus on R2, and assume that all the
curves are continuous, simple, finite, oriented and non oscillating (in a sense
that will be clear later). Moreover, we assume that the closed curves are pos-
itively oriented, and the domains are simply connected. Having said that, the
discussion can be naturally extended to higher dimensions and to curves with
more general attributes.
In section 10 we introduced the FTC over a GRD - yet without properly clas-
sifying corners along the domain’s edge. Hence, we would like to introduce a
tool for classification of corners along a curve, which is a special case of classify-
ing the monotony of the curve. In sake of coherency and a proper classification,
we would require from the classification tool to be dependent upon the curve’s
spatial representation and orientation, and independent of its parametrization.
Let us analyze different parametrizations of the same curve and watch how
the derivative yields different results for each of them.
Example 24. Let us examine a curve C that consists of two line segments,
C : (1, 0) → (0, 0) → (0, 1). Let us evaluate its derivative at the corner point
(0, 0) for different parametrizations, determined by the value of a parameter
k > 0:
C : γk (t) = (xk (t) , yk (t)) , 0 ≤ t ≤ 2
γk (t) =

(
(1− t)k , 0
)
, 0 ≤ t ≤ 1(
0, (t− 1)k
)
, 1 ≤ t ≤ 2.
• For k = 1, the curve’s one-sided derivatives are ∂+x1 (1) = 0, ∂−x1 (1) =
−1, ∂+y1 (1) = +1 and ∂−y1 (1) = 0.
• For k > 1, the curve’s one-sided derivatives are all zeroed at (0, 0).
• For k < 1, the curve’s one-sided derivatives do not exist at (0, 0).
The consequence is that the vector (∂+x, ∂−x, ∂+y, ∂−y) |t=t0 is not a valid
tool for classification of corners (since this vector is dependent of the curve’s
parametrization). In a way this fact is not surprising, as the derivative is a
tool measuring velocity, and what are parametrizations of the curve if not a
description of the speed of movement along the curve.
11.1 Detachments vector of a curve
In this subsection we suggest that the vector of the curve’s detachments is a
coherent tool for classifying the monotony of a broad set of curves, in the sense
that it is independent of the curve’s parametrization.
Definition 25. Detachable curve. We say that a curve C is detach-
able at a point z ∈ C if there exists a continuous parametrization γ (t) =
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(x (t) , y (t)) , 0 ≤ t ≤ 1 of C for whom z = (x (t0) , y (t0)) such that x, y are
detachable at t0.
We show that in case a curve is detachable at a point, then x;±, y
;
± there are
independent of its parametrization. To that extent let us define the following
spatial property of the curve.
Definition 26. Neighborhood system of a point. Given a point
z = (x0, y0) in the plane, we define its neighbourhood system as the following
eight domains:
Oi,j (z) ≡ {(x, y) |sgn (x− x0) = i, sgn (y − y0) = j}i,j∈{0,±1} ,
where we omit the degenerated domain O0,0 = {(x, y)} from the neighborhood
system.
Let z be a point on a detachable curve C. Since C is oriented, we can refer
to the set of points on C that are preceding or following z with respect to the
orientation. Let us denote those points by C|z− and C|z+ respectively.
We claim that C is detachable at z if and only if C|z− and C|z+ are each
contained in the same domain out of the neighborhood system of z, close enough
to z. Let us formulate it rigorously. Let γ (t) = (x (t) , y (t)) be any continuous
parametrization of a detachable curve C such that γ (t0) = z. Then:
x;+ (t0) = δ1 ∧ x;− (t0) = δ2 ∧ y;+ (t0) = δ3 ∧ y;− (t0) = δ4
⇐⇒

sgn [x (t0 + h)− x (t0)] = δ1, h→ 0+
sgn [x (t0 + h)− x (t0)] = δ2, h→ 0−
sgn [y (t0 + h)− y (t0)] = δ3, h→ 0+
sgn [y (t0 + h)− y (t0)] = δ4, h→ 0−
⇐⇒
{
∃r+ > 0 : Br+ (z)
⋂
C|z+ ⊆ Oδ1,δ3 (z)
∃r− > 0 : Br− (z)
⋂
C|z− ⊆ Oδ2,δ4 (z) .
(11.1)
Since condition 11.1 is independent of the curve’s parametrization, we conclude
that so is the vector {δi}1≤i≤4. Hence the following definition.
Definition 27. Detachments vector of a detachable curve.
Suppose that a curve C is detachable at z ∈ C. We define the curve’s de-
tachments vector at z as:
~δ (C) |z ≡
(
x;+, x
;
−, y
;
+, y
;
−
) |t0 ,
where (x (t) , y (t)) is any continuous parametrization of C for whom z =
(x (t0) , y (t0)).
Since a curve’s detachments vector is independent of its parametrization, in
the next sections we omit the notion of the curve’s parametrization in case it is
non obligatory.
Remark 28. Let C be a curve, and let z be a point on C. Then:
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1. If C admits a constant detachments vector then ~δ (C) |z accepts one of the
following values:
{(−1,+1, 0, 0) , (0, 0,+1,−1) , (+1,−1,+1,−1) , (+1,−1,−1,+1)}⋃
{(−1,+1,−1,+1) , (−1,+1,+1,−1) , (+1,−1, 0, 0) , (0, 0,−1,+1)} .
2. If z is a right corner (a corner of a GRD) then ~δ (C) |z accepts one of the
following values:
{(+1, 0, 0,−1) , (−1, 0, 0,−1) , (0,−1,+1, 0) , (0,+1,+1, 0)}⋃
{(0,+1,−1, 0) , (0,−1,−1, 0) , (−1, 0, 0,+1) , (+1, 0, 0,+1)} .
11.2 A curve’s detachment
In this subsection we introduce an attribute of a curve at a point, namely its
detachment there, that is determined according to the domains (out of the
point’s neighborhood system) in which the curve resides close to the point.
The geometric interpretation of the curve’s detachment at a point z ∈ C is
the sign of the sum of αO±i,j(z), where O
±
i,j (z) are the domains (out of the point’s
neighborhood system) that reside left to the curve in C|z± respectively, and αD
is determined as at the FTC in R2 (theorem 23).
This definition extends the parameter αD from the FTC in R2, in the sense
that it coalesces with it at right corners. The geometric interpretation of a
curve’s detachment will become clearer once we apply it to extend the FTC in
R2 to more general domains in section 13.
We extract definition 29 by reverse engineering the possible values of the
curve’s detachment given this geometric interpretation (see figure 11.1).
Definition 29. Detachment of a curve. Let C be a detachable curve.
We define the detachment of the curve C at the point z ∈ C as a function of its
detachments vector ~δ (C) |z = (δ1, δ2, δ3, δ4) as follows:
C ; : R2 → {0,±1}
C ; (z) = δ4sgn (δ4 − δ2)− δ3sgn (δ3 + δ1) .
12 Defining the discrete line integral
In this section we introduce an integration method whose aim is to naturally
extend the FTC in the plane to non-rectangular domains. In subsection 12.1
we define the integration method for monotonic curves, in subsection 12.2 we
formulate some of its algebraic properties, and in subsection 12.3 we extend the
integration method to general curves.
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Figure 11.1: A summary of the curve’s detachment at a point as a function
of its detachments vector there. “Positive”, “Negative” and “Zero” stand for a
detachment of +1,−1 and 0 respectively.
12.1 Defining the discrete line integral for monotonic curves
Definition 30. Monotonic curve. We say that a curve is monotonic
if its detachments vector is constant, except perhaps at its endpoints. The
detachment of a monotonic curve is defined as its (constant) detachment at
internal points.
Corollary 31. Let C be a monotonic curve. Then C is entirely contained in a
(possibly degenerated) rectangle whose opposite vertices are the endpoints of C.
Proof. Let γ (t) = (x (t) , y (t)) , 0 ≤ t ≤ 1 be any continuous parametrization
of C. According to remark 28 combined with theorem 11, both the functions x
and y are strictly monotonous there. Without loss of generality, let us analyze
two possible values of the curve’s constant detachments vector ~δ (C). In case
~δ (C) = (+1,−1,+1,−1) then for each 0 < t < 1 it holds that x (0) < x (t) <
x (1) and y (0) < y (t) < y (1) , hence the curve’s points are fully contained in
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the square [x (0) , y (0)] × [x (1) , y (1)] . In case ~δ (C) = (−1,+1, 0, 0) then for
each 0 < t < 1 it holds that x (1) < x (t) < x (0) and y (0) = y (t) = y (1), and
the statement holds.
Definition 32. Straight path of a pair of points. Given a pair of
points,
{x = (a, b) , y = (c, d)} ⊂ R2,
we define the following paths:
γ+ (x, y) : (a, b)→ (a, d)→ (c, d)
γ− (x, y) : (a, b)→ (c, b)→ (c, d)
as the positive and negative straight paths of {x, y}, respectively. We denote
the mentioned points along the paths as follows:
γ1 (x, y) = (a, b) , γ
+
2 (x, y) = (a, d) , γ
−
2 (x, y) = (c, b) , γ3 (x, y) = (c, d) .
If we omit the sign subscript, then a positive sign is assumed. Thus, γ (x, y) ≡
γ+ (x, y) and γ2 (x, y) ≡ γ+2 (x, y).
Definition 33. Paths of a curve. Let C be a given a monotonic curve
with endpoints {z0, z1}. Then we define the curve’s positive and negative paths,
denoted by C± respectively, as the straight paths between the endpoints:
C± ≡ γ± (z0, z1) .
We denote the points along the curve’s paths by C±i (z0, z1) = γ
±
i (z) (see
definition 32 above). If we omit the sign subscript, then a positive sign is
assumed. Thus, Ci ≡ C+i .
Figure 12.1: Local domains of a monotonic curve. The positive domain is the
left hand-side of the curve that is bounded by its positive straight path. Note
that as the curve’s orientation flips, so do the signs of the local domains.
Definition 34. Local domains. Given a monotonic curve C, we define the
positive and negative local domains of C, namely D± (C), as the closed domains
whose boundaries satisfy:
∂D± (C) ≡ C±,
where C± are the positive and negative paths of C respectively. If we omit the
sign subscript then a positive sign is assumed. Thus, D (C) ≡ D+ (C).
32
A monotonic curve’s local domains may be degenerated in case some entries
of the curve’s detachments vector are zeroed.
Definition 35. discrete line integral over a monotonic curve.
Let C ⊂ R2 be a curve, and let ` ⊂ C be a monotonic subcurve of C, whose
constant detachment is δ. Let us consider a function f : R2 → R that admits
an antiderivative F . Then we define the discrete line integral of F along
the curve ` in the context of the curve C as follows: 
`⊂C
F ≡
¨
D(`)
f
−→
dx− δF (`2) + 1
2
[`;1F (`1) + `
;
3F (`3)] ,
where `;i = C
; (`i).
If the context is clear then we denote the term
ffl
`⊂C
F as
ffl
`
F .
Figure 12.2: An illustration to the definition of the discrete line integral over
a monotonic curve. In this example, the curve C has a highlighted subcurve,
denoted by `. The detachments vector of ` is constant (~δ (`) = (−1,+1,−1,+1)),
and its detachment is δ = −1. Further, the detachment at the subcurve’s
endpoints is `;1 = −1 and `;3 = −1 for the point `1 and `3 respectively. Hence
according to the definition:
ffl
`
F =
˜
D(`)
f
−→
dx+ F (`2)− 12 [F (`1) + F (`3)] .
12.2 Algebraic properties of the discrete line integral
Lemma 36. Let C be a curve, and let α, β be monotonic subcurves of C such
that α
⋃
β is monotonic and continuous. Let f : R2 → R be a function that
admits an antiderivative F . Then: 
α
⋃
β
F =
 
α
F +
 
β
F.
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Figure 12.3: An illustration to the proof of lemma 36. On the right: the dis-
crete line integral over the curve LMN is
ffl
LMN
F ≡ ˜
D
f (x, y) dxdy + F (C) −
1
2 [F (L) + F (N)]. On the left: the discrete line integrals over LM is:
ffl
LM
F ≡
˜
D1
f (x, y) dxdy+F (C1)− 12 [F (L) + F (M)], and the discrete line integral over
MN is:
ffl
MN
F ≡ ˜
D2
f (x, y) dxdy + F (C2) − 12 [F (M) + F (N)]. Hence by ap-
plying the FTC in R2 (theorem 23) to the rectangular domain MC1CC2, we
obtain
ffl
LM
F +
ffl
MN
F =
ffl
LMN
F .
Proof. In sake of convenience let us denote γ = α
⋃
β. Let us assume that
α
⋂
β = {α3} = {β1} and that γ1 = α1, γ3 = β3. Since ~δ (α) = ~δ (β) = ~δ (γ),
then the curves also share a constant detachment δ. According to the definition
of the discrete line integral along monotonic curves, we have:
ffl
α
F =
¨
D(α)
f
−→
dx− δF (α2) + 1
2
[α;1F (α1) + α
;
3F (α3)]
ffl
β
F =
¨
D(β)
f
−→
dx− δF (β2) + 1
2
[α;3F (α3) + β
;
3F (β3)]
ffl
γ
F =
¨
D(γ)
f
−→
dx− δF (γ2) + 1
2
[α;1F (α1) + β
;
3F (β3)] .
Applying the FTC in R2 to the rectangle α2α3β2γ2 results with:
¨
D(γ)
f
−→
dx =
¨
D(α)
f
−→
dx+
¨
D(β)
f
−→
dx
+δ {[F (α2) + F (β2)]− [F (α3) + F (γ2)]} .
Hence by inspecting all the possible values for α;1, α
;
3, β
;
3 and δ, we conclude the
statement’s correctness.
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Corollary 37. Let C be a detachable curve and let ` be a monotonic subcurve
of C whose detachment is δ. Denote by −` and −C the curves ` and C with
flipped orientations, respectively. Suppose that the detachments along the curves
±` are nowhere zeroed, not even at their endpoints `1, `3. Let f : R2 → R be a
function that admits an antiderivative F . Then it holds that:
 
−`⊂−C
F = −
 
`⊂C
F.
Proof. Applying the FTC in R2 (theorem 23) to the rectangle whose boundary
is `1`+2 `3`
−
2 results with:¨
D+(`)
f
−→
dx+
¨
D−(`)
f
−→
dx = δ
{
F (`1) + F (`3)−
[
F
(
`+2
)
+ F
(
`−2
)]}
. (12.1)
The corollary follows by combining equation 12.1 with the definitions of
ffl
±`⊂±C
F ,
while considering all the cases of δ and ~δ (`) |`1,`3 , rearranging the terms and
applying the definition of the discrete line integral for `.
Corollary 38. Let ` be a monotonic curve such that `; ≡ 0, also at the curve’s
endpoints `1, `3. Then for any function F it holds that
ffl
`
F = 0.
Proof. According to remark 28, and since the curve’s detachment is zeroed, the
curve’s detachments vector satisfies:
~δ (`) ∈ {(+1,−1, 0, 0) , (−1,+1, 0, 0) , (0, 0,+1,−1) , (0, 0,−1,+1)} .
Thus, the (positive) local domain of ` is degenerated, hence the integral over it
is zeroed. Further, all the terms that involve the detachment at the definition
of the discrete line integral are zeroed as well. Hence, the discrete line integral
of any function along ` is zeroed.
12.3 Defining the discrete line integral for general curves
We now extend the definition of the discrete line integral over monotonic curves
- to unions of such curves.
Definition 39. Monotonic division of a curve. Let C be a detachable
curve in R2. A monotonic division of C is an ordered set {(`i, δi)}1≤i≤n, such
that each `i is a monotonic subcurve of C whose detachment is δi, and C =⋃
1≤i≤n
`i.
Definition 39 is illustrated in figure 12.4.
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Figure 12.4: An illustration to a monotonic division of a detachable curve. Note
that the division is not minimal, in the sense that we may coalesce the following
curves and remain with a monotonic division (since their detachments vectors
are equal): `1 with `2; `3 with `4; and `8 with `9. By coalescing those curves
we form a minimal monotonic division of the curve.
Definition 40. Discrete line integral over a detachable curve.
Let C be a detachable curve, and let {(`i, δi)}1≤i≤n be a monotonic division of
a subcurve ` ⊂ C. Let us consider a function f : R2 → R that admits an an-
tiderivative F . Then the discrete line integral of F over ` in the context
of the curve C is defined as follows: 
`⊂C
F ≡
∑
i
 
`i⊂C
F,
where each
ffl
`i⊂C
F is calculated according to the definition of the discrete line
integral over monotonic curves, see definition 35.
Note that the term of discrete line integral over a detachable curve is well
defined because the right hand-side is independent of the curve’s division, due
to the additivity of the discrete line integral over monotonic curves (lemma 36).
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13 Extending the FTC further
In this section we apply the definition of the discrete line integral to extend the
FTC to general domains rather than merely rectangular ones. To that extent
let us formulate the following lemma.
Lemma 41. Let {(`i, δi)}1≤i≤n be a monotonic division of a closed and detach-
able curve γ. Let f : R2 → R be a function that admits an antiderivative F . Let
M,N,O be the endpoints of the curves `1, `2 respectively (where N = `1
⋂
`2).
Let:
α ≡ `1
⋃
`2
⋃−−→
MO,
and:
β ≡
n⋃
i=3
`i
⋃−−→
OM.
Then:  
γ
F =
 
α
F +
 
β
F.
Proof. We show that
ffl
γ
F − ffl
β
F − ffl
α
F = 0. Let us evaluate the terms
ffl
α
F,
ffl
β
F
and
ffl
γ
F :
 
α
F =
 
`1⊂α
F +
 
`2⊂α
F +
 
−−→
MO⊂α
F, (13.1)
 
β
F =
 
−−→
OM⊂β
F +
 
`3⊂β
F +
 
n−1⋃
i=4
`i⊂β
F +
 
`n⊂β
F, (13.2)
 
γ
F =
 
`1⊂γ
F +
 
`2⊂γ
F +
 
`3⊂γ
F +
 
n−1⋃
i=4
`i⊂γ
F +
 
`n⊂γ
F. (13.3)
From now on we assume that γ is structured as depicted in figure 13.1. This
assumption enables a more readable proof.
By definition the discrete line integral of F over `1 in the context of the
curve γ equals:
 
`1⊂γ
F =
¨
D(`1)
f
−→
dx− δ1F (O′) + 1
2
[γ; (N)F (N) + γ; (O)F (O)] ,
where δ1 is the detachment of the monotonic curve `1, and γ; (N) , γ; (O) are the
detachments at the points N and O in the context of the curve γ, respectively.
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Similarly, the discrete line integral of F over `1 in the context of the curve α
equals:
 
`1⊂α
F =
¨
D(`1)
f
−→
dx− δ1F (O′) + 1
2
[α; (N)F (N) + α; (O)F (O)] ,
where α; (N) , α; (O) are the detachments at the points N and O in the
context of the curve α, respectively.
Hence: 
`1⊂γ
F −
 
`1⊂α
F =
1
2
[γ; (O)− α; (O)]F (O) = 1
2
[(+1)− 0]F (O) = 1
2
F (O) .
Similarly:
 
`2⊂γ
F −
 
`2⊂α
F =
1
2
[γ; (M)− α; (M)]F (M) = 1
2
[−1− (−1)]F (M) = 0,
 
n−1⋃
i=4
`i⊂γ
F −
 
n−1⋃
i=4
`i⊂β
F = 0,
 
`3⊂γ
F −
 
`3⊂β
F =
1
2
[γ; (M)− β; (M)]F (M) = 1
2
[−1− (−1)]F (M) = 0,
 
`n⊂γ
F −
 
`n⊂α
F =
1
2
[γ; (O)− β; (O)]F (O) = 1
2
[+1− 0]F (O) = 0.
Thus, when placing those values at equations 13.1,13.2 and 13.3, we have:
 
γ
F −
 
β
F −
 
α
F = F (O)−
  
−−→
OM⊂β
F +
 
−−→
MO⊂α
F
 . (13.4)
Once again, according to the definition of the discrete line integral:
 
−−→
OM⊂β
F =
¨
OMM′′
f
−→
dx−
(−−→
OM
);
F (M ′′) +
1
2
[β; (O)F (O) + β; (M)F (M)] ,
 
MO⊂α
F =
¨
OMM′
f
−→
dx−
(−−→
MO
);
F (M ′) +
1
2
[α; (O)F (O) + α; (M)F (M)] .
Hence:  
−−→
OM⊂β
F +
 
−−→
MO⊂α
F =
¨
OM′MM′′
f
−→
dx+ F (M ′) + F (M ′′)− F (M) .
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Figure 13.1: An illustration to the proof of lemma 41.
When we place this result in equation 13.4, we have that: 
γ
F −
 
β
F −
 
α
F = F (O)− F (M ′)− F (M ′′) + F (M)−
¨
OM′MM′′
f
−→
dx = 0,
where the last transition is due to the FTC in R2 (theorem 23). This shows
that under our assumptions
ffl
γ
F − ffl
β
F − ffl
α
F = 0, and we are done.
We made the following assumptions throughout the proof:
γ; (O) = +1, γ; (M) = −1, ~δ (`1) = (−1,+1,+1,−1) , ~δ (`2) = (−1,+1,−1,+1) .
The other cases to be handled are different constellations of the curve γ, that
vary for different values of ~δ (`1) , ~δ (`2) (each accepts 8 values according to
corollary 28) and γ; (M) , γ; (O). There are 82 ∗ 32/4 = 144 different cases,
where the division by 4 results from redundancy due to symmetry. The proof
is complete by a computerized inspection of the other cases.
Now we can formulate the extension of the FTC in R2 that relies on the
definition of the discrete line integral.
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Theorem 42. Let D ⊆ R2 be a domain whose edge is detachable. Let f : R→ R
be a function that admits an antiderivative F . Then:
¨
D
f
−→
dx =
 
∂D
F.
Proof. Let {(`i, δi)}1≤i≤n be the minimal monotonic division of ∂D. We intro-
duce a proof by induction on n. The case n = 1 is degenerated.
For n = 2, without loss of generality let us assume the case illustrated in
figure 13.2, we have that:
 
`1
F =
¨
D(`1)
f
−→
dx− δ1F (N ′) + 1
2
[γ; (M)F (M) + γ; (N)F (N)] ,
 
`2
F =
¨
D(`2)
f
−→
dx− δ2F (M ′) + 1
2
[γ; (M)F (M) + γ; (N)F (N)] .
Hence, in the illustrated case we have that:
 
∂D
F =
 
`1
F +
 
`2
F =
¨
NN′MM′
f
−→
dx+
ˆ ˆ
D
f
−→
dx+F (M ′)+F (N ′)−F (M)−F (N) .
However, according to the FTC in R2,
˜
NN′MM′
f
−→
dx = F (M)+F (N)−F (M ′)−
F (N ′), hence:  
∂D
F =
¨
D
f
−→
dx.
Figure 13.2: An illustration to the proof of theorem 42 for n = 2. The domain’s
edge is `1
⋃
`2, where the subcurves’ positive domains are colored according to
the legend on the left.
For n = 3, without loss of generality we consider three cases. The rest of
the cases are handled similarly.
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Figure 13.3: An illustration to the proof of theorem 42 for n = 3 (the first case).
The domain’s edge is
3⋃
i=1
`i, where the subcurves’ positive domains are colored
according to the legend on the left.
Case 1, as depicted in figure 13.3. We have that:
 
`1
F =
¨
D(`1)
f
−→
dx− δ1F (N ′) + 1
2
[γ; (M)F (M) + γ; (N)F (N)] ,
 
`2
F =
¨
D(`2)
f
−→
dx− δ2F (M ′) + 1
2
[γ; (N)F (N) + γ; (O)F (O)] ,
 
`3
F =
1
2
[γ; (O)F (O) + γ; (M)F (M)] .
Hence, in the illustrated case it holds that:
 
∂D
F =
 
`1
F +
 
`2
F +
 
`3
F =
¨
D(`1)
⋃
D(`2)
f
−→
dx− [F (N)− F (N ′) + F (M)− F (M ′)]
=
¨
D
f
−→
dx,
where the last transition is once again due to the FTC in R2.
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Case 2, as depicted in figure 13.4. We have that:
 
`1
F =
1
2
[γ; (M)F (M) + γ; (N)F (N)] ,
 
`2
F =
1
2
[γ; (N)F (N) + γ; (O)F (O)] ,
 
`3
F =
¨
D(`3)
f
−→
dx− δ3F (N) + 1
2
[γ; (O)F (O) + γ; (M)F (M)] .
Hence, in the illustrated case it holds that:
 
∂D
F =
 
`1
F +
 
`2
F +
 
`3
F =
¨
D(`3)
f
−→
dx+ F (N)− F (N) =
¨
D
f
−→
dx.
Figure 13.4: An illustration to the proof of theorem 42 for n = 3 (the second
case). The domain’s edge is
3⋃
i=1
`i, where the local positive domain of `3 is colored
according to the legend on the left.
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Figure 13.5: An illustration to the proof of theorem 42 for n = 3 (the first case).
The domain’s edge is
3⋃
i=1
`i, where the subcurves’ positive domains are colored
according to the legend on the left.
Case 3, as depicted in figure 13.3. We have that: 
`1
F =
¨
D(`1)
f
−→
dx− δ1F (N ′) + 1
2
[γ; (M)F (M) + γ; (N)F (N)] ,
 
`2
F =
¨
D(`2)
f
−→
dx− δ2F (O′) + 1
2
[γ; (N)F (N) + γ; (O)F (O)] ,
 
`3
F =
¨
D(`3)
f
−→
dx− δ3F (M ′) + 1
2
[γ; (O)F (O) + γ; (M)F (M)] .
Hence, in the illustrated case it holds that: 
∂D
F =
 
`1
F +
 
`2
F +
 
`3
F =
¨
D(`1)
⋃
D(`2)
f
−→
dx−
¨
D(`3)
f
−→
dx =
¨
D
f
−→
dx.
Let us now apply the induction’s step. Suppose that the theorem holds for
any domain whose boundary consists of less than n monotonic subcurves. Let D
be a domain whose boundary, ∂D, is written as a minimal monotonic division of
n+ 1 monotonic subcurves. Let us divide D into two subdomains, Dα and Dβ ,
by connecting (via a straight line) between the non-shared endpoints of two
adjacent monotonic subcurves of the division (such as the line
−−→
OM in figure
13.1). According to lemma 41, it holds that: 
∂D
F =
 
∂Dα
F +
 
∂Dβ
F,
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However, according to the induction’s hypothesis, and since ∂Dα and ∂Dβ both
consist of at most n monotonic subcurves, it holds that:
 
∂Dβ
F =
¨
Dβ
f
−→
dx,
 
∂Dα
F =
¨
Dα
f
−→
dx.
Further, according to the definition, Dα
⋃
Dβ = D, hence:
 
∂D
F =
 
∂Dα
F +
 
∂Dβ
F =
¨
Dα
⋃
Dβ
f
−→
dx =
¨
D
f
−→
dx.
Example 43. Let us apply the discrete line integral to a domain formed by a
finite unification of rectangles, and see in which sense theorem 42 consolidates
with the FTC for such domains. Let f : R2 → R be a function that admits an
antiderivative F .
For a rectangle ABCD whose edges are parallel to the axes, it holds that:
 
BADC
F =
 
−−→
BA
F +
 
−−→
AD
F +
 
−−→
DC
F +
 
−−→
CB
F
=
1
2
[+F (B)− F (A)]
+
1
2
[+F (D)− F (A)]
+
1
2
[+F (D)− F (C)]
+
1
2
[+F (B)− F (C)]
= F (B) + F (D)− [F (A) + F (C)] .
More generally, applying the discrete line integral to the edge of a GRD re-
sults with a linear combination of the antiderivative at the corners, where each
coefficient (that equals the value of αD there) is determined according to the
detachments (each half is contributed by the discrete line integral over curves
from either sides of the corner). This case is depicted in figure 13.6.
Example 44. Let us apply the discrete line integral to a detachable curve γ
(where γ = ∂D), as depicted in figure 13.7. Let f : R2 → R be a function that
admits an antiderivative F .
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Figure 13.6: An illustration to theorem 42 for a GRD.
Figure 13.7: An illustration to example 44 that demonstrates theorem 42 for a
general curve. The domain’s edge is γ =
8⋃
i=1
γi, where the subcurves’ (positive)
local domains are colored according to the legend on the left.
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It holds that:  
γ1
F =
¨
D(γ1)
f
−→
dx− 1
2
F (L) + F (L′) ,
 
γ2
F =
¨
D(γ2)
f
−→
dx− F (M ′) ,
 
γ3
F =
¨
D(γ3)
f
−→
dx+ F (N ′) ,
 
γ4
F =
¨
D(γ4)
f
−→
dx+
1
2
F (P )− F (O′) ,
 
γ5
F =
¨
D(γ5)
f
−→
dx+
1
2
F (P )− F (P ′) ,
 
γ6
F =
¨
D(γ6)
f
−→
dx+ F (Q′) ,
 
γ7
F =
¨
D(γ7)
f
−→
dx− F (R′) ,
 
γ8
F =
¨
D(γ8)
f
−→
dx− 1
2
F (L) + F (S′) .
Adding up those equations, while considering the equality
¨
L′S′S′′L
f
−→
dx = F (S)− F (S′) + F (S′′)− F (L′)
and applying the FTC in R2, results with
ffl
γ
F =
˜
D
f
−→
dx as theorem 42 states.
Example 45. We could apply theorem 42 to perform parallel computations of
domains’ areas. We define the function f (x, y) ≡ 1 such that F (x, y) ≡ xy.
Then, given a domain D, we divide it according to an arbitrary monotonic
division and calculate: ¨
D
1dxdy =
∑
i
 
`i
xy,
where each
ffl
`i
xy can be calculated simultaneously by different processing units,
and eventually be aggregated to form the area of D. We thus spare the integra-
tion over the GRD at the interior of D.
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Part IV
Epilogue
The novel operators we explored in this paper (detachment and discrete line
integral) are semi-discrete in the sense that while they address problems over
continuous domains, their definitions encapsulate ideas from discrete mathe-
matics. This is in accordance with Lovasz’s approach (see [22]), that urges
combinations of those mathematical branches.
There are still questions to be asked on those operators, for instance in
elementary calculus (further exploring extensions to the definition of the de-
tachment), advanced Calculus (extending the discrete line integral to higher
dimensions to further generalize the FTC there), Numerical Analysis and com-
puter applications (optimizations of the detachment and the discrete line in-
tegral), and Calculus education (researching a possible impact of teaching the
detachments to students - on their ability to better grasp the limit concept).
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Figure 13.8: An illustration to different monotonic divisions of the same closed
curve (the upper is the minimal such division). The subtler the division is,
the larger the internal GRD becomes - over whom the integral is calculated
by aggregating the antiderivative’s values at the endpoints of each monotonic
curve’s (positive) local domain.
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