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 1．はじめに：パラメトリックモデルとモデル評価
 統計的データ解析では，与えられたデータに対し適当た統計的モデルを構成し，それにもと
づいて有益な情報を抽出しようとする．よい情報を得るためにはよいモデルが必要で，そのた
めには統計的モデルを評価する基準にもとづく最適化が必要である．赤池によって提唱された
エントロピー最大化原理に従えば，統計的モデルのよさはKL情報量（エントロピー）によっ
て評価される．しかし，実際のデータ解析においては通常，真の分布はわからたいのでKL情
報量はそのままの形では役にたたたい．対数尤度は（定数項を無視して）KL情報量を推定した
ものであると解釈できる．従ってモデルが未知のパラメータを持つ場合には，対数尤度を評価
基準として最適化を行なうことによって，よいモデルが得られる．これが最尤法であり，統計
的モデルの統一的な推定法を与える．
 例として，非定常時系列のトレンドを多項式によって推定する問題を考えてみよう．多項式
回帰モデルには係数と残差分散がパラメータとして含まれているが，これらのパラメータは最
尤法によって簡単に推定できる．しかし，統計的モデリングの観点からすると，これは最適化
の第1のステップにすぎたい．多項式回帰の場合，いくら精度よくパラメータ推定を行なって
も，多項式の次数が不適当であれば，まったく無意味たトレンドの推定値が得られることがあ
ることはよく知られている．赤池情報量規準AICはパラメータが最尤法で定められたモデル
のKL情報量を（定数項を無視して）推定したものである．従ってAICを最小化することに
よって次数の決定ができ，これが統計的モデリングにおける最適化の第2ステップを構成す
る．
 AICの導入により次数選択の問題もほば機械的に行なえるようにたったので，統計的モデリ
ングとは与えられたモデル族の中でAIC最小のモデルを機械的に捜せば事足りるという印象
を与えるかもしれたい．しかし実際はまったく逆で，モデル間の客観的た比較が可能となった
ことによって，よりよいモデルを利用することがたいせつであることがはっきりと認識される
ようにたった．これによってモデル選択という最適化の第3ステップが生じるが（図1），この
ステップは前もって決まったモデル族の中でAICを最小化するだけで解決するものではなく，
対象の特性および解析の目的を考慮して，よりよいモデルの開発が要求される．
 本稿では，非定常時系列解析におけるトレンド推定の問題を例としながら，統計的モデリン
グにおいてこのようた意味での最適化，すなわちモデルの改良が行なわれる様子を考えてみる
ことにする．
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図1．統計的モデリングにおける3段階のモデリング．
 2．ベイズモデルと状態空間表現の利用
 現実のデータのトレンドは，多項式のようだ簡単なパラメトリックモデルではうまく表現で
きたいものが多い．このような場合には，大規模たパラメトリックモデルが用いられるように
たってきている．トレンド推定では
 （2．！）         観測値（ル）＝トレンド（広η）十白色雑音（〃。）
という表現を考えるが，従来のモデリングではトレンド広・に多項式などの硬いモデルを想定し
た．しかしデータが少ない場合，AICによる次数選択では低い次数が選択され，トレンドの動
きがうまく表現できないことがある．この場合，単に次数を高くしても変動が大きくなるだげ
で，よい結果は得られたいことはよく知られている．この問題を解決するために，最近ではト
レンド成分に直接，多項式のようだ関数形を仮定せず，トレンド成分の時間変化の仕方にモデ
ルを導入する方法が用いられている．例えば，トレンド成分は滑らかに変化する成分であると
考えると，トレンド項のモデル（成分モデル）として后階差分がOに近いとするモデル，すた
わち
 （2．2）           〃左。＝o、。
が考えられる．o、。は平均0，分散τ2の正規分布に従う白色雑音で，τ2＝Oの場合には，このト
レンド成分モデノレの実現値は后一1次の多項式となるが，一般にτ2＞Oの場合には，局所的には
多項式に近い性質を持ちだから大局的には極めて柔軟た関数を表すことができる．
 （2．！）と（2．2）の二つのモデノレは（后＝2の場合）
ルーm、ll，1・一h11・一［：1∬一［・・1
とおくことによって状態空間表現
                   κn＝Fκm＿1＋Gon （2．3）
                   ル＝Hκ。十m。
の形で表現することができるので，カルマンフィルタを利用すれば条件付き分布力（ツ、1ツ、，．．．，
y。一、，θ）が自動的に計算できる．
 一般に時系列モデルの場合には観測値は独立ではたいので，尤度の計算のためには観測値
ハ，．．．，〃の同時分布を考える必要があるが，条件付き分布を用いると
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            Z（θ）：109力（y、，．．．，y．1θ）
               w              ：Σ109力（ツ、1ツ、，．．．，y、一、，θ）
               n三1
と表せるので，状態空間表現を用いれば時系列モデルの尤度計算，およびパラメータ推定が統
一的に行なえることにたる．従って線形ガウス型のモデルに関する限り，このようにして計算
できる対数尤度を非線形最適化のアルゴリズムによって最大化することによって，最尤推定値
を求めることができる．トレンドモデルの場合，パラメータτ2およびσ2は最尤法で，またト
レンド成分モデルの次数后はAICによって求めることができる．
3．より複雑な表現を考える
 ［季節調整モデル］
 実際の時系列では，（2．1）と（2．2）の単純なモデルだけではうまくいかたいことがある．経済
時系列では毎年決まったバターンを繰り返す季節成分が含まれている一ことが多い．この場合に
は
 （3．1）     観測値（ル）＝トレンド（左。）十季節成分（∫。）十ノイズ（〃。）
という表現を使い，季節成分モデノレとしては1年前とほぼ同じ値をとる成分を表すモデルを想
定すればよい．とくに
（3．2）
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とおけば季節調整モデルの状態空間表現が得られるので，トレンド推定の場合と同様にパラ
メータの推定やトレンドや季節成分の推定が行なえる．図2にはこの方法によって経済データ
の季節調整を行なった結果が示してある．
 ［定常AR成分の導入コ
 通常の季節データに対しては上記の標準的季節調整モデルによってよい結果が得られるが。
図2の場合には，ノイズ項に周期的変動が残っているようにみえる．また場合によっては，推
定されたトレンドが波を打っていることがあり，このようたトレンドでは長期的た傾向を把握
することは困難で，長期間の予測にもほとんど役にたたたいことがわかる（北川（1986））．こ
のようた場合，自己回帰成分モデル
                  m （3．3）           加＝Σ仇如一｛十〇。。
                  ゴ＝1
に従う新しい成分を導入し
 （3．4）  観測値（ル）＝トレンド（左。）十季節成分（8。）十AR成分（加）十ノイズ（m。）
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図2．RAUTODLRSデータ（アメリカの自
   動車の小売り販売高）の対数の標準的
   季節調整．
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図3．RAUTODLRSデータのAR項を含
   む季節調整．
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図4．RAUTODLRSデータの曜日効果の
   推定値と曜日効果と季節成分の和．
という分解を考えるとよい．
 図3には（3．2）の場合と同様に，状態空間表現を利用してこの分解を行なった結果が示して
ある．標準的モデルの場合にはAIC＝580．1であったが，このAR成分を含むモデルの場合
AIC＝550．3で，あてはまりがよいことがわかる．北川（1986）にはこの二つのモデルによって
長期予測を行なった場合の相違が示してある．
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 図5．（a）データ，（b）ガウス型モデルによるトレンドの推定値，（c）非ガウス型モデルによ
    るトレンドの推定値．
 ［曜日調整］
 デパートの毎月の売上高だとのデータでは，ひと月の中に含まれる日曜日や土曜日だとの数
の違いが欠きた影響を及ぼすことがある．この場合，第m番目の月に含まれる各曜日の数を
a〃，タ＝1，．．．，7と表すと
 （3．5）                      彦an＝β、an1＋… 十β7an。
によって曜日効果を表すことができる．従って
 （3．6）  観測値（ル）＝トレンド（サ。）十季節成分（∫。）十曜日効果（〃。）十ノイズ（mη）
という分解を行なえば，曜日効果を考慮にいれた季節調整ができることにたる．必要ならば
AR項を加えてもよい．
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 図4には，図2，3と同じデータにこのタイプの季節調整を行なった結果が示してある．季節
成分と曜日効果の和がトレンドのまわりの変動をよく表していることがわかる．このモデルの
場合，AIC＝503．！で標準的モデルのAICとくらべてかたりよいことが確認できる．
 4．分布の形を変えてみる：非ガウス型モデル
 これまでトレンドの推定のためにいろいろなモデルを考えてきたが，実際のデータ解析では
トレンドにジャンプがあったり，異常値が含まれていて，これらの取扱いに困ることがある．
この場合には，（2．3）において，o。あるいは〃、にコーシー分布だとの非ガウス分布を用いた非
ガウス型のモデルを考えると便利である．このようた非ガウス型モデルに対しては，線形ガウ
ス性を利用したカルマンフィルタや固定区間平滑化のアルゴリズムは利用できたいが，類似の
非ガウス型フィルタや平滑化の公式を導くことができるので，数値近似等を利用した計算が可
能である（Kitagawa（1987），北川（1989））．
 図5にはトレンドにジャンプと折れ曲がりがあるデータと，ガウス型および非ガウス型モデ
ルによるトレンドの推定値が示してある．ガウス型モデルではトレンドが波打ち，またジャソ
ブが明確には捉えられていたいが，非ガウス型モデルの利用によって，滑らかでかつジャンプ
のあるトレンドをうまく再現できていることがわかる．この方法は非ガウス型の季節調整に拡
張できる（Kitagawa（1989））．
 5．ほかの情報を使ってみる
 いかに巧妙たモデルを考えても，決まった情報を用いていたのでは限度がある．このような
場合，ほかに使える情報を捜すことによって，著しい改善が得られることがある．例えば，地
下水位の観測データの解析においては，単純にトレンドを推定してもほとんど有益た情報は得
られない．しかし，気圧，地球潮汐，降雨の効果を表現する適当なモデノレを構成し，水位デー
タを
 （5．1）      水位＝トレンド十気圧効果十潮汐効果十降雨効果十ノイズ
と分解してみると，トレンド項に地震の影響がはっきり現れてくる（松本地（1989））．
                 参考 文 献
［情報量規準，ベイズモデル，回帰モデル］
Akaike，H．（1980）、Like1ihood and Bayes procedure，B〃e∫乞αm∫肋桃枕s（eds．J．M．Bemardo，M．H．
   De Groot，D．V．Lind1ey and A，F．M．Smith），143－166，University Press，Va1encia，Spain．
坂元慶行，石黒真木夫，北川源四郎（1983）．情報量統計学，共立出版．
［季節調整］
Gersch，W．and Kitagawa，G．（1983）．The prediction of time series with trends and seas㎝alities，
   ∫ommZげ肋∫加e∬ma亙。omomク。∫肋∫地s，1，253－264．
Kitagawa，G．and Gersch，W．（1984）．A smoothness priors－state space approach to the mode1ing of
   time series with trend and seasonality，ノ1λmeκ∫肋眺左λs∫oα，79，378－389．
北川源四郎（1986）．時系列の分解，統計教理，34，255－271．
［非ガウス型モデル］
Kitagawa，G．（1987）．Non－Gaussian state space mode1ing of nonstationary time series，∫λmeグ
非定常時系列モデルと最適化 245
    ∫女zκ∫左 ノ1∫soc．，76．1032－1063．
北川源四郎（1989）．非ガウス型時系列モデリング，オペレーションズリサーチ，34，541－546．
Kitagawa，G．（1989）．Non－Gaussian seasonal adjustment，Comμ‘㈱Mα仇λ力μ．，18，503－514．
［地下水位データの解析コ
松本則夫，高橋誠，北川源四郎（1989）．地震にともなう地下水位変動の定量的な検出法の開発，地質調査
    所月報，40，613－623．
