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Resumo
O objetivo deste trabalho e´ estudar os aspectos f´ısicos e matema´ticos da quantizac¸a˜o
canoˆnica de teorias escalares-tensoriais, em particular da Teoria de Brans-Dicke, usando
um fluido perfeito como componente de mate´ria do universo, introduzido via formalismo
de Schutz. Fazemos um estudo completo do cara´ter autoadjunto do operador de energia
efetivo proveniente da quantizac¸a˜o desta teoria. Tal quantizac¸a˜o e´ feita atrave´s do v´ın-
culo de energia obtido da descric¸a˜o Hamiltoniana da Relatividade Geral, a equac¸a˜o de
Wheeler-DeWitt, de onde recuperamos uma equac¸a˜o do tipo Schro¨dinger, considerando
o paraˆmetro temporal dado pelo fluido que compo˜e o universo. Tambe´m apresentamos
o caso da quantizac¸a˜o da Teoria de K-esseˆncia para um limite particular, onde recu-
peramos um comportamento de um fluido perfeito em Relatividade Geral via Schutz.
Introduzimos tambe´m a noc¸a˜o de quantizac¸a˜o afim como alternativa ao me´todo canoˆnico
e apresentamos os conceitos matema´ticos nos quais ele e´ baseado, aplicando o me´todo
num exemplo cosmolo´gico de um universo dominado por poeira. Tambe´m fazemos uma
ana´lise semicla´ssica qualitativa da Teoria de Brans-Dicke.
Palavras Chave: cosmologia quaˆntica, teorias escalares-tensoriais, Brans-Dicke,
quantizac¸a˜o afim, operadores autoadjuntos, extenso˜es autoadjuntas.
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Abstract
The proposal of this work is to study the mathematical and physical aspects of the ca-
nonical quantization of scalar-tensor theories, Brans-Dicke Theory in particular, using a
perfect fluid as the universe’s matter component, inserted by Schutz’s formalism. We do
a thorough analysis of the self-adjointness of the effective energy operator obtained in the
quantization of theory. Such quantization is made through the Wheeler-DeWitt equation,
the energy constraint from the Hamiltonian description of General Relativity, to obtain
a Schro¨dinger-like equation, taking the temporal parameter to be given by the fluid that
permeates the universe. Also, we present the quantization of the K-essence Theory, for
a particular limit which we recover a perfect fluid behavior from General Relativity by
Schutz. We also introduce the notion of affine quantization as an alternative to the ca-
nonical method, and present the mathematical concepts needed for the theory. We apply
this method in a cosmological example, of a universe filled with dust. Also, we do a
qualitative semiclassical analysis of the Brans-Dicke Theory.
Key Words: quantum cosmology, scalar-tensor theories, Brans-Dicke, affine quanti-
zation, self-adjoint operators, self-adjoint extensions.
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Introduc¸a˜o
A f´ısica atualmente e´ ramificada em duas a´reas aparentemente incompat´ıveis, uma que
unifica as forc¸as eletrofraca e forte e uma teoria que fornece uma explicac¸a˜o para a gravi-
dade. Essa divisa˜o e´ melhor assimilada analisando a grande diferenc¸a entre as teorias da
Relatividade Geral e da Mecaˆnica Quaˆntica. Ambas correspondem a teorias muito bem
testadas cuja diferenc¸a entre elas e´ o domı´nio de atuac¸a˜o de cada uma: uma e´ a f´ısica
que descreve o universo macrosco´pico e a outra sistemas microsco´picos. No entanto, ape-
sar da aparente dicotomia, presume-se que elas podem ser unificadas numa so´ e existem
va´rias propostas para tal, embora nenhuma ainda possa ser confirmada, devido ao alto
grau de abstrac¸a˜o e dificuldades em realizar experimentos que confirmam predic¸o˜es cos-
molo´gicas. Sendo assim, os estudos sobre o assunto resultam em predic¸o˜es que, ao menos
por enquanto, na˜o podem ser testadas. Uma das teorias de unificac¸a˜o mais estudada e´
a Cosmologia Quaˆntica, que parte do pressuposto que o universo deve ser estudado de
acordo com as leis da Mecaˆnica Quaˆntica, em especial em sua fase primordial, onde os
efeitos quaˆnticos sa˜o mais expressivos. Assim, obtemos informac¸o˜es importantes sobre a
origem do universo, incluindo predic¸o˜es sobre a singularidade inicial e a fase inflaciona´ria.
Ale´m das dificuldades em determinar a natureza da singularidade inicial, outros pro-
blemas em Cosmologia continuam em aberto. Por exemplo, os problemas do Horizonte
e da Planeza, que correspondem respectivamente ao fato de haver uma homogeneidade
na medic¸a˜o da radiac¸a˜o co´smica de fundo que o modelo padra˜o na˜o consegue explicar
e ao fato do universo observado atualmente ser plano, com a densidade cr´ıtica pro´xima
da unidade, que e´ um problema de condic¸o˜es iniciais. A fase inflaciona´ria foi sugerida
para explicar estas observac¸o˜es, mas ainda sem fornecer uma justificativa plaus´ıvel sobre
o porqueˆ dela pro´pria ocorrer. Outra proposta que pode vir a elucidar tais problemas e´
a de que o universo pode na˜o ter comec¸ado de uma singularidade, mas sim da contrac¸a˜o
de um universo anterior, que atinge um volume mı´nimo e volta a se expandir. Estes sa˜o
conhecidos como modelos de ricochete. Ale´m dessas questo˜es supracitadas, ainda ha´ um
outro miste´rio a ser resolvido no cosmo: a atual fase de expansa˜o acelerada. Se considerar-
mos apenas as componentes conhecidas do universo, a Relatividade Geral na˜o preveˆ esta
acelerac¸a˜o atual. A ideia mais aceita atualmente e´ que ha´ mais coisas no universo do que
podemos observar, apelidadas de componentes escuras de mate´ria e energia. Estima-se
que estas compo˜em aproximadamente 95% do total de massa-energia do universo e que a
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energia escura seria a responsa´vel por esta expansa˜o acelerada.
Dentre as ideias para resolver estas questo˜es, em particular a natureza da inflac¸a˜o e
das componentes escuras, algumas propostas de modificac¸a˜o da Relatividade Geral foram
criadas. A teoria de Einstein foi inovadora por propor uma explicac¸a˜o sobre o que seria
a forc¸a gravitacional, introduzida por Isaac Newton ha´ alguns se´culos atra´s, e afirma que
a forc¸a da gravidade e´ um efeito geome´trico, dada pela distorc¸a˜o que a mate´ria causa no
espac¸o-tempo. As modificac¸o˜es sugeridas levam este fato em considerac¸a˜o. Por exemplo,
alguns alegam que o espac¸o-tempo e´ uma variedade munida de duas me´tricas, os chamados
modelos de bi-gravidade. Outros propo˜em que a gravitac¸a˜o seja descrita por uma func¸a˜o
do escalar de curvatura da quadrivariedade: as Teorias de f(R). Tambe´m pode-se acoplar
campos escalares-tensoriais a` gravitac¸a˜o, isto e´, a` geometria do espac¸o-tempo. Essas sa˜o
as ditas Teorias Escalares-tensoriais, como Brans-Dicke, K-esseˆncia e Horndeski. No caso
da Teoria de Brans-Dicke, temos um campo escalar na˜o-minimamente acoplado a` parte
gravitacional da Lagrangiana de Einstein-Hilbert, cuja estrutura implica na presenc¸a de
uma constante ω, de forma que fazendo ω → ∞, recuperamos a Relatividade Geral.1
De fato, estima-se que ω > 40.000, o que torna Brans-Dicke virtualmente indistingu´ıvel
da RG, classicamente. A ideia enta˜o seria verificar se quanticamente ha´ uma diferenc¸a
significativa.
Por outro lado, temos a Mecaˆnica Quaˆntica, que e´ bastante contraintuitiva em com-
parac¸a˜o com a f´ısica cla´ssica. Observa´veis, na f´ısica, representam tudo o que pode ser
mensurado, como posic¸a˜o, momento e energia. Na Mecaˆnica Quaˆntica, tais observa´veis
sa˜o descritos por operadores num espac¸o de Hilbert e que atuam em uma func¸a˜o de onda,
sendo esta o “objeto” que realmente representa o estado quaˆntico do sistema. Tais ope-
radores devem ser autoadjuntos: eles precisam ser sime´tricos, isto e´, Hermitianos, pois
a medida de uma grandeza e´ dada pelos autovalores do operador e esta tem que sempre
ser real e o domı´nio do operador deve coincidir com o do adjunto a este, pois na˜o deve
haver ambiguidade na hora de decidir se e´ o operador ou seu adjunto que representa o
observa´vel f´ısico. No entanto, a quantizac¸a˜o de uma teoria cla´ssica pode na˜o levar a um
operador (de energia, por exemplo) autoadjunto, como parece ser o caso na quantizac¸a˜o
de Brans-Dicke, ou mesmo, em alguns casos, ate´ na quantizac¸a˜o da pro´pria RG usual.
Todavia, podemos tentar estender o operador em questa˜o de forma a torna´-lo autoad-
junto. Estender, neste caso, significa mudar o seu domı´nio, isto e´, mudar as condic¸o˜es de
contorno das func¸o˜es de onda que descrevem o sistema. Podem haver apenas uma ou in-
finitas extenso˜es autoadjuntas para o operador, cada uma, obviamente, descrevendo uma
dinaˆmica diferente. A questa˜o de determinar a melhor extensa˜o recai exatamente onde
grande parte dos problemas de f´ısica recai: determinar condic¸o˜es de contorno adequadas.
Um dos maiores problemas ao tentarmos quantizar um sistema cla´ssico gravitacional
e´ relacionado ao tempo. Classicamente, a descric¸a˜o Hamiltoniana da gravitac¸a˜o e´ feita
1Com excec¸a˜o ao caso onde o trac¸o do tensor energia-momento e´ nulo.
3atrave´s de sistemas vinculados e o principal v´ınculo que diz que a Hamiltoniana total de um
sistema cla´ssico e´ nula. Um resultado esperado se pensarmos no universo como um todo,
ja´ que este e´ um sistema fechado e a energia total deve ser conservada, mas surpreendente
pelo fato de poder ser aplicado a qualquer sistema cosmolo´gico. Ja´ quanticamente, o
operador de energia fornece a evoluc¸a˜o temporal do sistema estudado, de acordo com a
famosa equac¸a˜o de Schro¨dinger, o que na˜o condiz com a equac¸a˜o de Wheeler-DeWitt.
Percebe-se claramente uma abordagem diferente em relac¸a˜o ao tempo nestas duas a´reas
da f´ısica. Macroscopicamente, o tempo e´ relativo, e´ uma coordenada do espac¸o-tempo
que buscamos quantizar; ja´ em sistemas microsco´picos, o tempo e´ um paraˆmetro externo
que na˜o tem o status de observa´vel, ou seja, na˜o e´ um operador quaˆntico. Esse e´ um
dos maiores problemas da Cosmologia Quaˆntica, chamado de problema do tempo, e uma
forma de abordar esta questa˜o e´ identificando um paraˆmetro interno da teoria cla´ssica
como tempo, de forma que a Hamiltoniana efetiva evolua em relac¸a˜o a este de acordo
com a equac¸a˜o de Schro¨dinger. Por exemplo, podemos afirmar que o tempo e´ dado pela
presenc¸a de mate´ria e, neste caso, o universo so´ evolui se o conteu´do material dele na˜o for
nulo.
Em suma, a Cosmologia Quaˆntica e´ uma proposta de quantizac¸a˜o de uma teoria
cla´ssica de gravitac¸a˜o, descrita pela sua formulac¸a˜o Hamiltoniana, identificando um paraˆ-
metro interno, como por exemplo a componente de mate´ria, como mecanismo de relo´gio.
Considerando que o domı´nio da Mecaˆnica Quaˆntica sa˜o sistemas microsco´picos, a CQ se
aplica aos primeiros esta´gios do universo, onde os efeitos quaˆnticos ainda sa˜o relevantes.
Pore´m, ainda precisamos especificar de que forma ela e´ feita, isto e´, explicitar a forma
como observa´veis cla´ssicos sa˜o identificados com operadores quaˆnticos. O me´todo canoˆ-
nico e´ baseado na quantizac¸a˜o feita na Mecaˆnica Quaˆntica usual, transformando posic¸a˜o
em um operador de multiplicac¸a˜o e momento em operador de derivac¸a˜o. Fisicamente,
a simplicidade desta quantizac¸a˜o e´ uma vantagem e os cena´rios cosmolo´gicos podem ser
estudados atrave´s dos valores esperados das varia´veis em questa˜o, como e´ feito na MQ.
Com isso podemos fazer algumas predic¸o˜es sobre o universo primordial e suas condic¸o˜es
iniciais, lembrando sempre que, no limite cla´ssico, a teoria deve prever o modelo cosmo-
lo´gico atual. Escolhemos, neste caso, trabalhar no mini-superespac¸o, uma configurac¸a˜o
que possui um nu´mero reduzido de graus de liberdade. Assume-se que e´ uma aproxi-
mac¸a˜o via´vel para o superespac¸o no qual acredita-se que vivemos, com infinitos graus
de liberdade. Esses modelos no mini-superespac¸o sa˜o os mais estudados em Cosmologia
Quaˆntica e nos fornecem informac¸o˜es u´teis sobre alguns aspectos do universo primordial.
Por outro lado, algumas questo˜es matema´ticas devem ser consideradas com mais cautela,
como aspectos sobre o cara´ter autoadjunto dos operadores quantizados neste caso. Outro
me´todo, chamado de quantizac¸a˜o afim, leva em considerac¸a˜o simetrias do espac¸o de fase
(semiplano positivo, no caso da Cosmologia) do sistema para identificar observa´veis com
operadores a partir de um me´todo integral covariante. Matematicamente bonito, e´ um
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me´todo em que a questa˜o do cara´ter autoadjunto e´ resolvida mais naturalmente e a f´ısica
pode ser estudada pela ana´lise semicla´ssica, resultante da aplicac¸a˜o inversa do mapa de
quantizac¸a˜o.
Esta tese e´ resultado dos trabalhos publicados e/ou aceitos para publicac¸a˜o [1], [2],
[3] e dos trabalhos submetidos [4] e [5]. A proposta principal e´ analisar a quantizac¸a˜o
canoˆnica da Teoria de Brans-Dicke, investigando os aspectos matema´ticos e abordando os
cena´rios cosmolo´gicos que surgem deste sistema quaˆntico. O objetivo e´ entender se a n´ıvel
quaˆntico o campo escalar da teoria tem um papel mais evidente do que a n´ıvel cla´ssico.
A ideia e´ utilizar um fluido perfeito via formalismo de Schutz como paraˆmetro temporal.
Tambe´m quantizamos a Teoria de K-esseˆncia e a usamos como exemplo de outras formas
de inserirmos o tempo durante a quantizac¸a˜o, utilizando o campo escalar da teoria como
mecanismo de relo´gio num caso especial. Ale´m disso, abordamos brevemente o me´todo
da quantizac¸a˜o afim, na˜o ta˜o conhecido, e apresentamos suas vantagens como me´todo e
como fonte de predic¸o˜es. Os Cap´ıtulos 1 e 2 sa˜o destinados a` revisa˜o ba´sica do conteu´do
necessa´rio para o objetivo. O Cap´ıtulo 3 e´ uma apresentac¸a˜o dos conceitos ba´sicos sobre
a quantizac¸a˜o afim e uma ana´lise de um exemplo cosmolo´gico. O Cap´ıtulo 4 e´ o resultado
central desta tese, sobre a quantizac¸a˜o da Teoria de Brans-Dicke. Apresentamos um apeˆn-
dice sobre a ana´lise matema´tica do operador momento na semirreta real, que e´, no fundo,
a origem dos problemas matema´ticos no caso da Cosmologia Quaˆntica. Na Conclusa˜o,
descrevemos os resultados de forma mais cr´ıtica e comentamos sobre os projetos futuros.
Cap´ıtulo 1
Relatividade Geral e Cosmologia
Em 1905, Albert Einstein (1879 - 1955) publicou seu primeiro artigo sobre Relatividade
Especial, “Sobre a Eletrodinaˆmica de Corpos em Movimento” 1, e comec¸ou uma revoluc¸a˜o
na forma como entendemos as leis da f´ısica. Neste artigo, Einstein se baseou nas leis de
Maxwell do eletromagnetismo, mais precisamente na ideia de que os campos ele´trico e
magne´tico sa˜o uma so´ entidade que e´ diferenciada apenas pelo movimento em relac¸a˜o a
um referencial, para afirmar, considerando a constaˆncia na velocidade da luz, que o tempo
e espac¸o sa˜o relativos ao referencial adotado. Esta ideia original culminou mais tarde na
criac¸a˜o da Teoria da Relatividade Geral, que mudou nossa visa˜o sobre o universo. Em
1915, Einstein criou esta teoria revoluciona´ria da gravitac¸a˜o, transformando o problema
do movimento dos corpos celestes de uma questa˜o em dinaˆmica para uma em cinema´-
tica, unificando espac¸o e tempo num u´nico espac¸o quadridimensional, que e´ distorcido
pela presenc¸a de mate´ria. Essa distorc¸a˜o, isto e´, a curvatura do espac¸o-tempo, e´ o que
entendemos como gravidade.
Para muitos, a Relatividade Geral (RG) e´ a mais bela teoria f´ısica ja´ criada. Mate-
maticamente encantadora, constru´ıda a partir de uma geometria rece´m-criada na e´poca,
incorporando a noc¸a˜o de espac¸os curvos; e fisicamente desafiadora, respondendo a questa˜o
deixada por Newton ha´ se´culos atra´s: o que e´ a gravidade? Como toda teoria revoluciona´-
ria, a RG tambe´m demorou ate´ conseguir a aceitac¸a˜o que merecia [6], mas pela primeira
vez na histo´ria foi poss´ıvel criar teorias consistentes sobre o universo e testa´-las, trans-
formando a Cosmologia, antes vista com certo preconceito, num ramo se´rio da f´ısica. A
partir de enta˜o, com os trabalhos iniciais de Alexander Friedmann (1888 - 1925), George
Lemaˆıtre (1894 - 1966), George Gamow (1904 - 1968) e as observac¸o˜es de Edwin Hubble
(1889 - 1953), o estudo teo´rico do cosmo passou a ser visto com novos olhos e uma nova
era da f´ısica se iniciou.
No se´culo anterior ao surgimento da RG, a geometria na˜o-euclidiana ganhou novos
contornos com a tese de doutorado do matema´tico Georg Friedrich Bernhard Riemann
1Zur Elektrodynamik bewegter Ko¨rper, no original em alema˜o.
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(1826 - 1866), que foi feita fora da a´rea de interesse deste apenas para impressionar seu
respeita´vel orientador Carl Fiedrich Gauss (1777 - 1855). A ideia de que espac¸os eucli-
dianos podem ser generalizados, de forma que as “retas paralelas” deste espac¸o possam
convergir/divergir, violando o quinto postulado de Euclides, e´ uma das caracter´ısticas da
RG. O caminho de mı´nimo “esforc¸o”, ou seja, de menor resisteˆncia, que um corpo pode
seguir e´ uma geode´sica (generalizac¸a˜o da reta) num espac¸o curvo e um corpo massivo
deforma este espac¸o de modo que as geode´sicas convirjam em sua direc¸a˜o, dando a im-
pressa˜o de que estes corpos esta˜o se atraindo. Na˜o ha´ mais a noc¸a˜o de forc¸a de atrac¸a˜o
que Newton introduziu, o fenoˆmeno se torna apenas uma consequeˆncia do movimento de
menor resisteˆncia dos corpos.
Em nossa apresentac¸a˜o, vamos fazer uma pequena revisa˜o sobre os principais conceitos
geome´tricos e f´ısicos por tra´s da RG e do Formalismo 3 + 1, que sera˜o u´teis mais a frente.
Tambe´m faremos uma introduc¸a˜o elementar de Cosmologia, para abordar as terminologias
e notac¸o˜es que sera˜o usadas posteriormente. Na˜o iremos estender esta parte de revisa˜o
ale´m do necessa´rio para a construc¸a˜o da teoria mais que apresentaremos, para evitarmos
a dispersa˜o da atenc¸a˜o e mantermos o foco apenas no que e´ relevante para esta tese. Para
os leitores mais curiosos que se interessarem por uma abordagem mais ampla sobre os
assuntos, ver [7, 8, 9, 10, 11, 12, 13].
1.1 Um pouco de geometria
A grande revoluc¸a˜o da Relatividade Geral foi a interpretac¸a˜o geome´trica dada para a
atrac¸a˜o entre dois corpos, em oposic¸a˜o a forc¸a de natureza desconhecida introduzida por
Newton. O universo e´ descrito por um espac¸o quadridimensional, chamado de espac¸o-
tempo, que tem a propriedade de ser “deformado” com a presenc¸a de mate´ria. Esta
deformac¸a˜o, representada na geometria diferencial pela curvatura, e´ o que conhecemos
como gravidade. Para entendermos melhor o que e´ o espac¸o-tempo e o que significa
essa curvatura mencionada, vamos precisar de alguns conceitos geome´tricos essenciais.
Em verdade, qualquer apresentac¸a˜o detalhada sobre os conceitos ba´sicos de geometria
diferencial ocuparia muito mais espac¸o do que um cap´ıtulo de tese deveria ter, enta˜o a ideia
desta sec¸a˜o e´ apresentar apenas uma noc¸a˜o ba´sica para o entendimento da matema´tica
por tra´s da RG. Para quem se interessar em um estudo mais completo, sugiro que leiam
o segundo cap´ıtulo de [7].
A noc¸a˜o de “espac¸o curvo” e´ formalizada no conceito matema´tico de variedade. Uma
variedade n-dimensional M e´ um conjunto de pontos que localmente podem ser mape-
ados em uma vizinhanc¸a de Rn. Topologicamente falando, M e´ uma colagem de va´rias
vizinhanc¸as do Rn. Mais formalmente, M =
⋃
α{Uα, φα} tal que
1. Uα sa˜o conjuntos abertos.
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2. As func¸o˜es φα sa˜o chamadas de mapas e sa˜o tais que φα : Uα → Oα ⊂ Rn sa˜o de
classe C∞2 e que possuem inversa.
3. Se Uα ∩ Uβ 6= ∅, enta˜o φβ ◦ φ−1α e´ uma aplicac¸a˜o de φα[Uα ∩ Uβ] ⊂ Oα para
φβ[Uα ∩ Uβ] ⊂ Oβ.
O mapa φα e´ o que nos permite falar de coordenadas de uma variedade; dadas coordenadas
{xµ} de Rn, enta˜o as curvas {φ−1α (xµ)} formam um sistema coordenadas locais de M .
Por simplicidade, na˜o vamos fazer distinc¸a˜o entre os conjuntos de coordenadas {xµ} e
{φ−1α (xµ)}. A aplicac¸a˜o Φ = φβ ◦ φ−1α e´ chamada de mudanc¸a de coordenadas (ver Figura
1.1).
Figura 1.1: As vizinhanc¸as Uα e Uβ do ponto p ∈ M sa˜o mapeados em Rn. O ponto p e´
mapeado na origem de cada sistema. A aplicac¸a˜o φβ ◦ φ−1α e´ um difeomorfismo entre os
conjuntos hachurados de Rn.
Dado um ponto p qualquer numa variedade M , a colec¸a˜o de vetores tangentes a` M
neste ponto chama-se espac¸o tangente da variedade M no ponto p e e´ comumente denomi-
nado por TpM . O espac¸o tangente num ponto tem a mesma dimensa˜o n que a variedade
2Cont´ınuas e com todas as derivadas cont´ınuas.
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M e e´ isomorfo a Rn. Dado um sistema de coordenadas {xµ} numa vizinhanc¸a do ponto
p, enta˜o
(e1, e2, . . . , en) =
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xn
)
= (∂1 , ∂2 , . . . , ∂n) (1.1)
e´ uma base para TpM . Os vetores de TpM sera˜o denotados por X
µ. Um funcional linear
ω : TpM → R e´ chamado de vetor covariante, covetor ou forma linear e o conjunto de
todas as formas lineares diferenciais no ponto p formam um espac¸o vetorial, denotado por
T ∗pM , que chama-se espac¸o dual ou espac¸o cotangente. Dado um sistema de coordenadas
{xµ} numa vizinhanc¸a do ponto p, o conjunto {dxµ}, que tambe´m pode ser denotado por
{eµ}, forma uma base para T ∗pM de forma que
eµ eν = δ
µ
ν . (1.2)
Os vetores covariantes sera˜o denotados por ωµ. Ao mudarmos as coordenadas {xµ} para
{xµ′}, onde xµ′ = xµ′(x1, . . . , xn), definimos as func¸o˜es
Φµ
′
µ =
∂xµ
∂xµ′
; Φµµ′ =
∂xµ
′
∂xµ
(1.3)
e, com isso, pode-se mostrar que os vetores contravariantes e covariantes se transformam
da seguinte forma 3 [7]:
Xµ
′
= Φµ
′
µ X
µ ; ωµ′ = Φ
µ
µ′ ωµ . (1.4)
Podemos generalizar esta ideia de vetores e covetores para a noc¸a˜o de tensores. Um tensor
e´ uma aplicac¸a˜o multilinear
T sr : T
∗
pM × . . .× T ∗pM︸ ︷︷ ︸
r times
×TpM × . . .× TpM︸ ︷︷ ︸
s times
→ R , (1.5)
que sera´ denotado, especificando um sistema de coordenadas locais, por T µ1...µsν1...νr . A
mudanc¸a de coordenadas e´ feita da seguinte forma
T µ
′
1 ... µ
′
s
ν′1 ... ν′r = Φ
ν1
ν′1
. . .Φνrν′r Φ
µ′1
µ1
. . .Φµ
′
s
µs T
µ1 ... µs
ν1 ... νr . (1.6)
Dizemos que T µ1 ... µsν1 ... νr e´ r vezes covariante e s contravariante.
Por enquanto, apresentamos apenas a ideia topolo´gica do que e´ uma variedade. Para
a estudarmos de um ponto de vista geome´trico, precisamos inserir um elemento a mais
que vai nos fornecer uma forma de medir distaˆncias neste ambiente. Tal medida e´ feita
atrave´s de um tensor covariante bilinear na˜o-degenerado gµν chamado de me´trica, que
tambe´m pode ser representado pelo elemento de linha
ds2 = gµν dx
µdxν . (1.7)
3Usaremos continuamente a notac¸a˜o de Einstein: ı´ndices superiores e inferiores iguais simbolizam um
somato´rio.
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Como gµν e´ na˜o-degenerado, a sua inversa existe e e´ tal que [gµν ]
−1 = gµν , de forma que
gµη g
ην = δνµ . (1.8)
Podemos usar a me´trica para transformar um tensor covariante em um contravariante e
vice-versa da seguinte forma,
T ν = gµν Tµ ou Tν = gµν T
µ , (1.9)
comumente chamado de “subir ou descer ı´ndices”.
Assim como a noc¸a˜o de distaˆncia entre dois pontos teve que ser generalizada para
a noc¸a˜o de me´trica, a noc¸a˜o de derivac¸a˜o tambe´m tem que ser adequada para espac¸os
curvos. Para isso introduzimos a ideia de conexa˜o. Uma conexa˜o ∇ em um ponto p de
uma variedade M e´ um operador no espac¸o tangente TpM que leva um vetor X a um
operador diferencial ∇X , chamado de derivada covariante na direc¸a˜o X no ponto p. Esta
e´ a generalizac¸a˜o da ideia de derivada direcional em um espac¸o Rn. Dado um sistema de
coordenadas {xα} numa vizinhanc¸a do ponto p, a derivada covariante na direc¸a˜o eβ de
um vetor Y α e´ representada por Y α;β e e´ dada por
Y α;β =
∂Y α
∂xβ
+ Γαβγ Y
γ . (1.10)
Ja´ a derivada covariante de um covetor ωα na direc¸a˜o eβ e´ dada por
ωα;β =
∂ωα
∂xβ
− Γγαβ ωγ . (1.11)
Podemos generalizar a derivada covariante para um tensor qualquer. Os coeficientes Γαβγ
sa˜o chamados S´ımbolos de Christoffel. Dada uma me´trica gµν , existe apenas uma conexa˜o
∇ tal que gµν;α = 0, para qualquer α. Esta e´ dita uma conexa˜o compat´ıvel com a me´trica
(conexa˜o de Levi-Civita).4 Neste caso, os s´ımbolos de Christoffel sa˜o escritos da seguinte
forma
Γαβγ =
1
2
gαµ (gµβ,γ + gµγ,β − gβγ,µ) , (1.12)
sendo gαβ,γ = ∂γ gαβ.
Agora, suponha uma curva parametrizada λ(t) em M e X(t) o campo tangente a esta
curva. Definimos a derivada covariante de um campo Y ao longo da curva λ(t) como
sendo DY/∂t ≡ ∇XY . Em particular, se escolhermos um sistema de coordenadas {xα(t)}
tal que Xα(t) = dxα/dt, temos
DY α
∂t
=
∂Y α
∂t
+ Γαβγ Y
γ dx
β
dt
. (1.13)
4Sem torc¸a˜o, isto e´, Γαβγ = Γ
α
γβ . Vamos considerar aqui apenas as conexo˜es livre de torc¸a˜o e
compat´ıveis com a me´trica.
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Algo importante para se observar e´ que a derivada covariante na˜o e´ mais definida num
ponto, mas sim ao longo de uma curva na variedade. Definimos o transporte paralelo de
um tensor T ao longo da curva λ(t) pela seguinte propriedade
DT
∂t
= 0 . (1.14)
O transporte paralelo e´ definido sobre uma curva, enta˜o o resultado do transporte paralelo
de um vetor do ponto p ao ponto q pode diferir dependendo da escolha do caminho adotado
(ver Figura 1.2). Tambe´m, se a conexa˜o e´ compat´ıvel com a me´trica, esta sempre sera´
transportada paralelamente, por qualquer caminho.
Figura 1.2: Ao fazer o transporte paralelo de um vetor por dois caminhos distintos,
obtemos resultados diferentes, como exemplificado na diferenc¸a dos vetores no polo norte
da esfera. Um caminho e´ o subindo diretamente da linha do equador para o polo e ou
outro e´ seguindo pelo equador e depois subindo. Nos dois caminhos o ponto inicial e final
sa˜o os mesmos.
Uma curva λ(t) = xα(t) e´ dita uma geode´sica se o seu campo de vetores tangentes
Xα(t) for transportado paralelamente ao longo de λ(t), isto e´, se
DXα
∂t
= 0 ⇒ D
∂t
dxα
∂t
= 0 . (1.15)
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As geode´sicas sa˜o a generalizac¸a˜o de linhas retas do espac¸o Rn. Usando (1.13), conclu´ımos
que uma curva xα(t) sera´ uma geode´sica se, para um paraˆmetro afim t, temos
d2xα
dt2
+ Γαβγ
dxβ
dt
dxγ
dt
= 0 . (1.16)
Esta e´ conhecida como Equac¸a˜o da Geode´sica. Esta noc¸a˜o de geode´sica e´ muito impor-
tante tanto na matema´tica quanto na f´ısica. Matematicamente, uma geode´sica mini-
miza/maximiza 5 a distaˆncia entre dois pontos quaisquer de uma variedade; fisicamente,
part´ıculas livres percorrem geode´sicas, que sa˜o o caminho de menor resisteˆncia.
Como dissemos, o transporte paralelo de um vetor de um ponto p a um ponto q de uma
variedade ao longo de duas curvas diferentes (que passam por ambos os pontos) pode na˜o
resultar no mesmo vetor (ver Figura 1.2). Isso se deve ao fato das derivadas covariantes
geralmente na˜o comutarem. Uma forma de medir esta “na˜o comutatividade” e´ atrave´s do
tensor de curvatura de Riemann Rαβγδ. A na˜o comutatividade e´ resultado da deformac¸a˜o
do espac¸o em comparac¸a˜o ao euclidiano, portanto Rαβγδ e´ uma forma de medir a diferenc¸a
entre a variedade e o espac¸o euclidiano, por isso recebe o nome de tensor de “curvatura”.
Dados vetores Xµ, Y µ, Zµ, definimos
RαβγδX
γY δZβ =
(
Zα;δY
δ
)
;γ
Xγ − (Zα;δXδ);γ Y γ − Zα;δ (Y δ ;γXγ −Xδ ;γY γ)
= (Zα;δγ − Zα;γδ)XγY δ . (1.17)
Sendo Xµ, Y µ vetores arbitra´rios, temos que:
Rαβγδ Z
β = Zα;δγ − Zα;γδ , (1.18)
que expressa a na˜o comutatividade da segunda derivada covariante de Zµ em termos do
tensor de Riemann. Escolhendo um sistema de coordenadas, o tensor de curvatura pode
ser escrito como:
Rαβγδ = Γ
α
δβ,γ − Γγγβ,δ + ΓαγµΓµδβ − ΓαδµΓµγβ . (1.19)
O tensor de curvatura possui as seguintes propriedades de simetria:
Rαβ(γδ) = 0 ⇔ Rαβγδ = −Rαβδγ ; (1.20)
Rα[βγδ] = 0 ⇔ Rαβγδ +Rαδβγ +Rαγδβ = 0 (1.21)
e satisfaz a` identidade de Bianchi:
Rαβ[γδ;] = 0 ⇔ Rαβγδ; +Rαβγ;δ +Rαβδ;γ = 0 . (1.22)
5Usando a esfera como exemplo, as geode´sicas sa˜o c´ırculos ma´ximos, dados dos pontos sobre a super-
f´ıcie, a geode´sica produz dois caminhos poss´ıveis: um de menor distaˆncia e o outro (dando a volta na
esfera) de maior distaˆncia.
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A contrac¸a˜o do tensor de curvatura,
Rαβ = R
µ
αµβ , (1.23)
e´ chamada de tensor de Ricci e definimos o escalar de Ricci, ou escalar de curvatura,
como
R = gµνRµν = R
µ
µ . (1.24)
1.2 O espac¸o-tempo
Um dos maiores avanc¸os do se´culo XIX se deve a James Clerk Maxwell (1831 - 1879),
que percebeu que os campos ele´tricos e magne´ticos sa˜o partes constituintes de um mesmo
campo, chamado de eletromagne´tico, pore´m observados de referenciais inerciais diferentes.
Isso sugere que as leis da f´ısica sa˜o invariantes por referenciais inerciais. Isto motivou
Einstein a questionar as leis da mecaˆnica de Newton, que eram inconsistentes com as
equac¸o˜es de Maxwell do Eletromagnetismo. A constaˆncia da velocidade da luz sugere que
tempo e espac¸o sa˜o uma so´ entidade, que Einstein chamou de espac¸o-tempo.
Matematicamente falando, o espac¸o-tempo e´ uma variedade quadridimensional pseudo-
riemanniana. O “pseudo” e´ referente ao fato da me´trica na˜o ser positiva definida. Como
um tensor covariante de posto 2, a me´trica pode ser representada por uma matriz invers´ıvel
n × n, onde n e´ a dimensa˜o da variedade em questa˜o, logo a me´trica do espac¸o-tempo
pode ser representada por uma matriz 4 × 4. O espac¸o-tempo tem como coordenadas
(x0, x1, x2, x3), onde x0 = ct representa o tempo e xi as treˆs coordenadas espaciais. Uma
das peculiaridades das variedades pseudo-riemannianas e´ que a me´trica neste caso, por na˜o
ser positiva definida, tem autovalores positivos e negativos. Chamamos de assinatura da
me´trica a configurac¸a˜o (− . . .−+ . . .+), 6 onde os sinais + e − representam o nu´mero de
autovalores negativos e positivos desta matriz. A posic¸a˜o dos sinais − e + nos pareˆnteses
e´ definida pela posic¸a˜o dos respectivos autovalores na diagonal da matriz, quando esta
e´ diagonalizada. O espac¸o-tempo tem assinatura (+,−,−,−), 7 ou seja, o autovalor
referente a` parte temporal da me´trica e´ positivo, enquanto os referente a`s coordenadas
espaciais sa˜o negativos. Uma me´trica com esta assinatura e´ chamada de me´trica de
Lorentz.
Para uma variedade com me´trica de Lorentz, dado um vetor Xµ no espac¸o tangente
de um ponto p, teremos treˆs possibilidades:
gµνX
µXν > 0 ⇒ Xµ e´ um vetor do tipo tempo;
gµνX
µXν = 0 ⇒ Xµ e´ um vetor do tipo luz;
gµνX
µXν < 0 ⇒ Xµ e´ um vetor do tipo espac¸o.
(1.25)
6 A Ref. [7] define assinatura como a diferenc¸a entre o nu´mero de autovalores positivos e negativos.
7 Livros cla´ssicos de RG costumam usar a assinatura (−,+,+,+). A assinatura que usaremos
(+,−,−,−) e´ mais comum em livros de Teoria Quaˆntica de Campos.
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Assim, o espac¸o tangente num ponto se divide em treˆs regio˜es: os vetores nulos, ou do
tipo luz, formam um cone duplo em TpM , chamado de cone de luz, que separa os vetores
do tipo espac¸o dos vetores do tipo tempo (ver Figura 1.3). O cone de luz nos fornece a
noc¸a˜o de causalidade: um evento so´ pode afetar o outro se este estiver dentro de seu cone
de luz futuro, assim como so´ podera´ ser afetado por eventos dentro do seu cone de luz
passado. Em suma, dois eventos so´ podem interagir se sa˜o conectados por um campo de
vetores do tipo tempo, em outras palavras, se esta˜o em contato causal.
Figura 1.3: O cone de luz de um ponto no espac¸o-tempo. O vetor v1 e´ do tipo espac¸o,
v2 esta´ sob a superf´ıcie do cone, e´ um vetor do tipo luz e v3 e´ um vetor do tipo tempo.
Eventos conectados por um campo vetorial do tipo espac¸o na˜o esta˜o em contato causal.
Apesar de termos introduzido as coordenadas (ct, x, y, z) anteriormente, a mais genial
ideia da Relatividade Especial foi perceber que na˜o ha´ um observador privilegiado no
espac¸o-tempo, isto e´, na˜o ha´ coordenadas privilegiadas. Um mesmo evento pode ser
descrito por outras coordenadas (ct′, x′, y′, z′) sem perda de generalidade. Isso implica
que na˜o ha´ a noc¸a˜o de “eventos simultaˆneos” no espac¸o-tempo, uma vez que a coordenada
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temporal na˜o permanece inalterada. No entanto, dados dois eventos, o intervalo entre
estes,
(∆s)2 = (c∆t)2 − (∆x)2 − (∆y)2 − (∆z)2 , (1.26)
e´ invariante por transformac¸a˜o de coordenadas. Em outras palavras, se mudarmos o sis-
tema de coordenadas, (∆s)2 permanecera´ constante. Por isso, dizemos que a Relatividade
Especial e´ uma teoria de um espac¸o quadridimensional, chamado de espac¸o de Minkowski,
cuja me´trica de Minkowski deste espac¸o e´ definida como
ηµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 (1.27)
e o elemento de linha se torna:
ds2 = ηµν dx
µdxν . (1.28)
Aqui e de agora em diante vamos considerar c = 1.
1.3 Relatividade Geral
Na Relatividade Geral, a gravidade deixa de ser uma forc¸a de natureza enigma´tica que
atua sobre os corpos e se torna algo intr´ınseco ao espac¸o em que vivemos. O espac¸o-
tempo e´, enta˜o, uma variedade M com uma me´trica Lorentziana gµν que representa a
gravidade. O conteu´do material do universo e´ descrito por campos em M , tal como o
campo eletromagne´tico, e a teoria obtida depende destes campos de mate´ria inseridos.
Mais geralmente, pode-se postular a existeˆncia de um campo ainda na˜o detectado, como
no caso da Teoria de Brans-Dicke, onde postula-se a existeˆncia de um campo escalar
de longo alcance que e´ acoplado a` gravidade, ou seja, a` curvatura do espac¸o-tempo, e
que pode explicar, por exemplo, as componentes escuras do universo ou o mecanismo de
inflac¸a˜o.
Dentre os campos de M , a me´trica gµν se diferencia por seu cara´ter geome´trico. O
postulado de causalidade da RG [7] nos diz que um sinal entre dois pontos p e q numa
mesma vizinhanc¸a convexa U ⊂M so´ pode ser enviado se p e q podem ser conectados por
uma curva C1 inteiramente contida em U , tal que seu campo tangente seja ou do tipo-
tempo ou nulo em cada ponto da curva. Isto vem do fato observacional de que nenhum
sinal pode ser enviado mais ra´pido do que a velocidade da luz, que viaja em geode´sicas
nulas. Enta˜o, a me´trica e´ um campo intr´ınseco que representa o movimento dentro do
espac¸o-tempo e, portanto, as equac¸o˜es de movimento sera˜o todas descritas em func¸a˜o de
gµν . Por outro lado, para descreveˆ-la precisamos de um tensor sime´trico T
µν , chamado
de tensor energia-momento, que nos fornece informac¸o˜es sobre a densidade de energia e
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pressa˜o da mate´ria. Uma propriedade fundamental do tensor T µν e´ que este deve obedecer
a` equac¸a˜o de conservac¸a˜o
∇µT µν = T µν ;µ = 0 , (1.29)
conhecida como lei de conservac¸a˜o do tensor energia-momento. O postulado da causali-
dade nos fornece uma forma de encontrar a me´trica a menos de um fator conforme [7], isto
e´, nos permite encontrar uma classe de equivaleˆncia de me´tricas da forma g˜µν = Ω
2gµν .
Com a condic¸a˜o (1.29) podemos encontrar o fator conforme Ω.
Ate´ agora na˜o dissemos como calcular explicitamente a me´trica ou o tensor energia-
momento. Para isto, vamos utilizar o princ´ıpio da mı´nima ac¸a˜o para encontrar as equac¸o˜es
de campo. Seja L uma func¸a˜o escalar, chamada Lagrangiana, que depende do campo
Φi(xµ), de suas derivadas covariantes e da me´trica. 8 As equac¸o˜es de campo sa˜o obtidas
variando-se a ac¸a˜o
S =
∫
D
L dν , (1.30)
onde D e´ o domı´nio da func¸a˜o L e dν e´ a medida do espac¸o em questa˜o. No caso do
espac¸o-tempo a medida e´ dada por d4x. O princ´ıpio da mı´nima ac¸a˜o diz que a variac¸a˜o
da ac¸a˜o e´ nula, ou seja, δS = 0. Desta equac¸a˜o, considerando que a Lagrangiana so´
depende das derivadas primeiras dos campos, obtemos as equac¸o˜es de Euler-Lagrange
δS
δΦi
=
∂L
∂Φi
−∇µ
(
∂L
∂ (∇µΦi)
)
= 0 , (1.31)
va´lidas para todo i, isto e´, para todo campo9 expresso na Lagrangiana.
Na Relatividade Geral, como ja´ dito, a gravidade e´ representada pela curvatura R
do espac¸o-tempo e este fato e´ traduzido na Lagrangiana do campo gravitacional definida
como
LG = 1
8piG
√−g R , (1.32)
sendo g o determinante da me´trica. O fator
√−g e´ a Jacobiana da me´trica; algumas
refereˆncias definem a medida dν como
√−g d4x, mas escolhemos inseri-lo na definic¸a˜o da
Lagrangiana, para que esta contenha toda a dependeˆncia da me´trica que aparece na ac¸a˜o.
A constante (8piG)−1 pode ser deduzida considerando-se o limite Newtoniano das equac¸o˜es
derivadas da Lagrangiana; G e´ a constante gravitacional apresentada por Newton. Vamos
daqui em diante usar unidades tais que G = 1. 10 Assim, a Lagrangiana da Relatividade
Geral e´ dada por
L = LG + LM , (1.33)
8O campo Φi pode ter natureza escalar ou tensorial, neste caso.
9Estamos considerando apenas campos independentes.
10O valor de G e´ dado por 6, 67408(31)× 10−11m3 kg−1s−2. Na unidade em que G = 1 uma massa de
1028gm e´ equivalente a 1cm.
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em que a Lagrangiana de mate´ria LM depende do campo de mate´ria inserido na teoria.
A variac¸a˜o da ac¸a˜o da RG com relac¸a˜o a` me´trica gµν nos fornece as seguintes equac¸o˜es
de campo:
Rµν − 1
2
gµν R = 8pi Tµν . (1.34)
O tensor Tµν e´ obtido da Lagrangiana de mate´ria, enquanto a parte esquerda da equac¸a˜o
acima e´ obtida da Lagrangiana gravitacional. Essas sa˜o conhecidas como Equac¸o˜es de
Einstein, que relacionam a gravidade (curvatura do espac¸o-tempo) com a mate´ria.
Observe que ate´ agora na˜o foi necessa´rio explicitar a me´trica gµν do espac¸o-tempo,
apenas nos baseamos nos postulados da cosmologia para encontrar as Equac¸o˜es de Einstein
(1.34), que formam um sistema de equac¸o˜es diferenciais parciais para as componentes da
me´trica. Dadas condic¸o˜es de simetria para a me´trica e especificando a componente de
mate´ria, pode-se, em tese, resolver as equac¸o˜es (1.34) para encontra´-la. Por exemplo, a
soluc¸a˜o das equac¸o˜es de Einstein para um universo homogeˆneo e isotro´pico em expansa˜o
ou contrac¸a˜o, e´ dada por
ds2 = N2(t)dt2 − a2(t) (dx2 + dy2 + dz2) . (1.35)
As func¸o˜es N(t) e a(t) sa˜o positivas e so´ dependem da coordenada temporal. Sa˜o cha-
madas func¸a˜o lapso e fator de escala, respectivamente. A me´trica (1.35) e´ chamada de
Friedmann-Lemaˆıtre-Robertson-Walker (FLRW), em homenagem aos f´ısicos que a encon-
traram de forma independente nos anos ’20: Friedmann, Lemaˆıtre, Howard P. Robertson
(1903 - 1961) and Arthur Geoffrey Walker (1909 - 2001). Esta e´ a me´trica mais simples
para um universo em expansa˜o, que atende aos pressupostos ba´sicos da cosmologia de
que na˜o ha´ uma posic¸a˜o ou direc¸a˜o privilegiada no universo (homogeneidade e isotropia).
Outras condic¸o˜es geram soluc¸o˜es diferentes: dada uma massa pontual, se exigirmos sime-
tria esfe´rica considerando-se a toda ela concentrada no centro da esfera, encontramos a
me´trica de Schwarzschild, por exemplo.
A formulac¸a˜o da RG esta´ baseada na ideia de que a u´nica fonte para o campo gravita-
cional e´ dada pela mate´ria por meio de sua energia, pore´m pode-se inferir que o pro´prio
va´cuo tenha energia e adicionar na equac¸a˜o (1.34) um termo (gµνΛ) para representa´-la. Λ
e´ chamada de constante cosmolo´gica. Algumas teorias sugerem que outros campos ale´m
do de mate´ria interferem no campo gravitacional, como e´ o caso da Teoria de Brans-Dicke
e de outras teorias escalares-tensoriais.
1.4 Formalismo ADM
A descric¸a˜o cla´ssica da Relatividade Geral pode ser toda feita atrave´s do Formalismo La-
grangiano, como vimos na sec¸a˜o anterior. Pore´m, a quantizac¸a˜o 11 de um sistema e´ feita
11A quantizac¸a˜o canoˆnica e afim que faremos aqui na tese. Outras teorias de unificac¸a˜o, como a Teoria
das Cordas, se baseiam em te´cnicas de Teoria Quaˆntica de Campos e, neste caso, a descric¸a˜o da RG pelo
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levando-se em considerac¸a˜o a energia deste, ou seja, atrave´s de sua Hamiltoniana. Enta˜o,
com o intuito de quantizar a Teoria da Relatividade Geral, precisamos fazer a descric¸a˜o
desta atrave´s do Formalismo Hamiltoniano. No entanto, por ser invariante por difeo-
morfismos em geral, para se obter uma formulac¸a˜o Hamiltoniana consistente e´ necessa´rio
desvendar os v´ınculos na teoria, que eventualmente sera˜o considerados tambe´m durante
a quantizac¸a˜o. Vamos apresentar os conceitos ba´sicos do Formalismo 3 + 1, tambe´m
chamado de Formalismo ADM, em homenagem aos f´ısicos que desenvolveram o me´todo:
Richard Arnowitt (1928 - 2014), Stanley Deser (1931 - ) e Charles W. Misner (1932 - );
para, posteriormente, comentarmos sobre o formalismo Hamiltoniano de sistemas vincu-
lados. Para um estudo mais detalhado sobre o assunto, recomendamos [10, 11].
A ideia por tra´s do Formalismo 3 + 1 e´ decompor o espac¸o-tempo numa folheac¸a˜o de
hipersuperf´ıcies do tipo espac¸o, ou seja, cujos vetores tangentes sa˜o todos do tipo espac¸o.
Assim, para cada t = constante, ha´ uma hipersuperf´ıcie Σ(t) do tipo espac¸o, chamada de
folha (para um estudo mais detalhado sobre folheac¸o˜es, veja [14] e [15]). O espac¸o-tempo
M enta˜o tem a topologia de um produto cartesiano: M = R × Σ. A me´trica gµν de M
induz12 uma me´trica sime´trica hij em Σ, tal que
ds2 = dτ 2 − hijdxidxj . (1.36)
Observe que escolhemos a assinatura da me´trica hij das hipersuperf´ıcies Σ(t) como sendo
(+ + +), mesmo considerando que estas sa˜o hipersuperf´ıcies do tipo espac¸o e definindo
anteriormente vetores do tipo espac¸o como tendo norma negativa em (1.25). Esta escolha
foi feita convenientemente para que os resultados coincidissem (a menos de um sinal) com
os da literatura cla´ssica no assunto, [10, 11], que usam a assinatura (− + + +). Assim,
todas as contas podem ser refeitas da mesma forma, tomando apenas o cuidado de subir
e descer ı´ndices espaciais com a me´trica gij = −hij. Ainda assim, temos hik hkj = δji .
Dado um ponto p de uma hipersuperf´ıcie Σ(t), dois vetores se destacam na imersa˜o
do ponto p no espac¸o-tempo, que sa˜o o vetor n normal a` hipersuperf´ıcie Σ(t) e o vetor
tangente ∂t, referente a varia´vel temporal τ = N t, onde N e´ uma func¸a˜o real. Dada uma
base de vetores {ei} de TpΣ, a projec¸a˜o de ∂t sob a normal nα e´ dada pelo vetor Nα de
tal forma que
Nα = N nα +N ieαi , (1.37)
sendo N i func¸o˜es reais. Geometricamente falando, podemos interpretar a func¸a˜o N como
sendo o mo´dulo da distaˆncia infinitesimal entre duas folhas Σ(t) e Σ(t+ dt) e as func¸o˜es
N i mostram o deslocamento do ponto p seguindo o fluxo temporal, como mostra a Figura
1.4. As func¸o˜es N e N i sa˜o chamadas de func¸a˜o lapso e func¸a˜o shift, respectivamente.
Com esta decomposic¸a˜o 3 + 1, a me´trica e sua inversa sa˜o da forma
formalismo Hamiltoniano na˜o e´ necessa´ria.
12Essa ideia de induc¸a˜o e´ melhor formalizada usando-se os conceitos de imersa˜o da hipersuperf´ıcie no
espac¸o-tempo, de pull back e de push foward [10].
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Figura 1.4: O ponto p0 na folha Σ(t) e´ transportado para o ponto p1 na folha Σ(t + dt)
pelo fluxo do tempo co´smico t. As func¸o˜es lapso N e shift N i representam o deslocamento
do ponto pelas folhas.
gµν =
[
N2 −NkNk −Ni
−Nj −hij
]
; gµν =
[
1
N2
−N i
N2
−Nj
N2
N iNj
N2
− hij
]
. (1.38)
O elemento de linha e´ dado da seguinte forma
ds2 = N2dt2 − hij
(
N idt+ dxi
) (
N jdt+ dxj
)
. (1.39)
No entanto, apenas escrever a me´trica com as chamadas varia´veis ADM acima na˜o e´
suficiente para caracterizar completamente a folheac¸a˜o. E´ necessa´rio saber como cada
folha, isto e´, cada hipersuperf´ıcie imersa se curva dentro do espac¸o-tempo. Para isto,
definimos o tensor em K : TpΣ× TpΣ→ R, tal que13
K(u, v) = −u · ∇v n ; ∀u, v ∈ TpΣ , (1.40)
que mede o desvio da normal n de TpΣ com relac¸a˜o ao vetor u na direc¸a˜o v. K e´ chamado
de segunda forma fundamental ou curvatura extr´ınseca da superf´ıcie Σ. Como usual,
fazemos
Kij = K(ei, ej) = −ei · ∇ej n . (1.41)
Pode-se mostrar que o tensor Kij e´ sime´trico e, usando a me´trica (1.39), suas componentes
sa˜o dadas por:
Kij =
1
2N
(
h˙ij −N(i;j)
)
; Kij = − 1
2N
(
h˙ij +N (i;j)
)
, (1.42)
13Estamos usando a definic¸a˜o de [10], outras refereˆncias, como [8], [9], podem definir a curvatura
extr´ınseca positiva.
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com Ni;j = Ni,j − 3ΓkijNk sendo a derivada covariante de Ni na hipersuperf´ıcie Σ. Os
coeficientes 3Γkij sa˜o os s´ımbolos de Christoffel da me´trica hij. Tambe´m,
K00 = N
iN jKij e K0i = N
jKij . (1.43)
Com isto, podemos escrever a ac¸a˜o da RG, S =
∫
d4xLG, com LG dada em (1.32), em
func¸a˜o das quantidades N,N i, hij e Kij:
S =
∫
dt d3xN
√
h
(
K2 −KijKij − 3R
)
+
+ 2
∫
dt d3x
(√
hK
)
− 2
∫
dt d3x
(√
hKN i +
√
hhijN,j
)
;i
, (1.44)
onde h = det(hij), K = h
ijKij = K
i
i e com
3R sendo o escalar de Ricci da superf´ıcie Σ com
a me´trica hij. As duas u´ltimas integrais sa˜o termos de superf´ıcie, enta˜o na˜o contribuem
para as equac¸o˜es de movimento e, portanto, podemos descarta´-las. Das Equac¸o˜es de
Euler-Lagrange (1.31), encontramos os v´ınculos:
K2 −KijKij + 3R = 0 ; (1.45)
2
√
h
(
Kij − hijK)
;j
= 0 . (1.46)
Estas duas equac¸o˜es nos dizem que na˜o podemos folhear o espac¸o-tempo de forma arbitra´-
ria; a escolha da decomposic¸a˜o 3 + 1 tem que ser tal que (1.45) e (1.46) sejam satisfeitas.
Ate´ enta˜o, ainda estamos fazendo uma descric¸a˜o da RG pelo formalismo Lagrangiano
usando a decomposic¸a˜o ADM, onde a Lagrangiana gravitacional e´ dada por
LG(N,N i, gij, N˙ , N˙ i, g˙ij, t) = N
√
h
(
K2 −KijKij − 3R
)
, (1.47)
lembrando que gij = −hij.14 Vamos, enta˜o, passar para o Formalismo Hamiltoniano. Na
mecaˆnica anal´ıtica, dada uma Lagrangiana L(qi, q˙i, t), a densidade Hamiltoniana corres-
pondente e´ dada pela transformac¸a˜o de Legendre
H(qi, pi, t) =
∑
i
q˙ipi − L(qi, q˙i, t) , (1.48)
sendo o pi o momento canoˆnico da coordenada q
i, definido por
pi =
∂L
∂q˙i
. (1.49)
Pore´m alguns sistemas possuem Lagrangianas singulares e pode acontecer das velocida-
des q˙i na˜o serem unicamente expressas em termos do momento pi, devido a` existeˆncia de
v´ınculos entre as coordenadas canoˆnicas, como e´ o caso da Relatividade Geral. Nestes
14Consideramos gij aqui ao inve´s de hij para na˜o haver confusa˜o na definic¸a˜o de Hamiltoniana, visto
que, por causa da nossa escolha de assinaturas para o espac¸o-tempo e para a hipersuperf´ıcie σ, o sinal da
Lagrangiana muda se escrita em termos de hij , enta˜o temos que compensar esta mudanc¸a.
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casos, para desenvolvermos uma dinaˆmica Hamiltoniana consistente com o sistema La-
grangiano, adicionamos os v´ınculos da teoria a` Hamiltoniana canoˆnica de forma que a
densidade Hamiltoniana total do sistema seja dada por
HT (qi, pi, λk, t) =
∑
i
q˙ipi − L(qi, q˙i, t) +
m∑
k=0
λk Φk(q
i, pi) , (1.50)
onde Φ(qi, pi) sa˜o chamados de v´ınculos prima´rios, m e´ o total de v´ınculos prima´rios do
sistema e λm sa˜o multiplicadores de Lagrange. Para um estudo completo sobre sistemas
vinculados, recomendamos [11]. De (1.47) e (1.49), encontramos os momentos conjuga-
dos.15 de hij, N e N
i:
piij =
∂LG
∂h˙ij
=
√
h
(
Kij − hijK) ; (1.51)
piN =
∂LG
∂N˙
= 0 ; (1.52)
pii =
∂LG
∂N˙ i
= 0 . (1.53)
Assim, pela transformac¸a˜o de Legendre, obtemos a densidade Hamiltoniana:
H = (NH0 − 2N iHi) , (1.54)
onde definimos
H0 := 3R
√
h−Gijklpiijpikl =
(
3R +K2 −KijKij
)√
h ; (1.55)
Hi := 2piij ;j =
(
Kj i;j −K;i
)√
h , (1.56)
sendo o tensor Gijkl dado por
Gijkl :=
1
2
√
h
(hikhjl + hilhjk − hijhkl) . (1.57)
Das Equac¸o˜es de Hamilton, o equivalente a Equac¸a˜o de Euler-Lagrange, obtemos os se-
guintes v´ınculos
∂H
∂N
= −H0 = −p˙iN = 0 ; (1.58)
∂H
∂N i
= Hi = −p˙ii = 0 , (1.59)
que sa˜o consistentes com (1.45) e (1.46). Estas equac¸o˜es (1.58) e (1.59) mostram que as
func¸o˜es lapso e shift sa˜o multiplicadores de Lagrange dos v´ınculos de energia (Hamiltoni-
ana) e de momento, respectivamente. Isto nos diz que as u´nicas varia´veis dinaˆmicas sa˜o
hij e pi
ij.
15Sobre a notac¸a˜o do momento, quando tratamos de part´ıculas, o mais usual e´ que o momento seja
representado pela letra p, como na equac¸a˜o (1.49) Pore´m, ao tratarmos de campos, como e´ o caso da RG,
modificamos a notac¸a˜o para a letra grega equivalente pi.
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1.5 Cosmologia cla´ssica
A Cosmologia, como o nome sugere, e´ o estudo do cosmos, isto e´, da origem, dinaˆmica, fase
atual e futuro do universo em que vivemos. Desde o comec¸o das civilizac¸o˜es ha´ registro
sobre a observac¸a˜o dos corpos celestes e, junto a isto, teorias sobre o que e´ e como funciona
o cosmos. Com o surgimento da Relatividade Geral pode-se estabelecer teorias coerentes
e testa´veis sobre o universo, que explicavam as observac¸o˜es astronoˆmicas. A teoria de
Einstein previu um modelo que o pro´prio teve dificuldades em aceitar, a princ´ıpio, de um
universo na˜o-esta´tico. George Lemaˆıtre, em meados da de´cada de 20, propoˆs um universo
em expansa˜o, que mais tarde foi confirmado pelas excelentes observac¸o˜es de Hubble. Ele
supoˆs que, se o universo esta´ em expansa˜o agora, enta˜o no passado toda a mate´ria do
universo deveria estar contra´ıda num u´nico ponto, que ele chamou de “a´tomo primordial”
e que mais tarde receberia o nome de Big Bang. Posteriormente, George Gamow, jun-
tamente com seu enta˜o aluno de doutorado Ralph A. Alpher (1921 - 2007), propoˆs que
elementos mais leves, como hidrogeˆnio, he´lio e l´ıtio, so´ poderiam ter sido criados neste ce-
na´rio do universo primordial, num processo conhecido como Nucleoss´ıntese do Big Bang.
Em 1964, Arno Penzias (1933 - ) e Robert Wilson (1936 - ), dois radioastroˆnomos, aci-
dentalmente detectaram um ru´ıdo vindo do ce´u: uma radiac¸a˜o quase isotro´pica que e´
resqu´ıcio de um universo jovem, conhecida como radiac¸a˜o co´smica de fundo ou CMB16.
Assim, o Modelo Padra˜o da Cosmologia foi criado: uma teoria para o cosmos cujo sucesso
reside nas observac¸o˜es de um universo em expansa˜o feitas por Hubble, na explicac¸a˜o para
o surgimento de part´ıculas leves dada pela Nucleoss´ıntese do Big Bang e nas observac¸o˜es
da radiac¸a˜o co´smica de fundo. Nesta sec¸a˜o, vamos apenas apresentar a terminologia e
notac¸a˜o necessa´rias para o melhor entendimento dos cena´rios cosmolo´gicos previstos pela
quantizac¸a˜o. Para um estudo mais completo sobre Cosmologia, recomendamos [12, 13].
A expansa˜o do universo e´ determinada pelo fator de escala a do universo, que de-
pende do tempo. A dinaˆmica da expansa˜o e´ dada pelas Equac¸o˜es de Einstein (1.34).
Relembrando:
Rµν − 1
2
gµνR = 8pi Tµν . (1.60)
A homogeneidade e a isotropia exigem que as componentes do tensor energia-momento
sejam dadas por
T00 = ρ(t) ; Ti0 = 0 ; Tij = a
2p(t)δij , (1.61)
onde ρ e p sa˜o a densidade de energia pro´pria e a pressa˜o do fluido, respectivamente.
Com isto, extra´ımos duas equac¸o˜es independentes de (1.60), conhecidas como Equac¸o˜es
de Friedmann: (
a˙
a
)2
=
8pi
3
ρ− K
a2
, (1.62)
16sigla para Cosmic Background Radiation.
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derivada da componente 00 de (1.60), e
a¨
a
=
4pi
3
(ρ+ 3p) , (1.63)
derivada a partir da primeira (1.62) e da equac¸a˜o obtida tirando-se o trac¸o de (1.60).
O termo K e´ a curvatura espacial do espac¸o tempo. Devido a simetria do universo,
devemos ter K = −1, K = 0 ou K = 1: um universo hiperbo´lico, plano ou esfe´rico,
respectivamente. Assim, dado ρ e p, depois de especificado K, podemos resolver o sistema
(1.62) e (1.63) para encontrarmos o valor de a em func¸a˜o do tempo. Por exemplo, num
universo plano dominado por radiac¸a˜o, isto e´, ρ = p/3, temos que a ∝ t1/2. Este e´ o cena´rio
para o universo primordial. Quando ha´ a predominaˆncia de mate´ria na˜o-relativ´ıstica,
posteriormente, temos a ∝ t2/3.
Para entendermos melhor o significado das Equac¸o˜es de Friedmann, vamos introduzir
o raio de Hubble, ou paraˆmetro de Hubble, que mede a rapidez que o fator de escala muda,
H(t) ≡ da/dt
a
. (1.64)
Chamamos de constante de Hubble o valor H0 do paraˆmetro de Hubble hoje. A densidade
cr´ıtica do universo ρcr, isto e´, a densidade necessa´ria para parar a expansa˜o do universo,
pode ser dada em func¸a˜o de H:
ρcr ≡ 3H
2
8pi
. (1.65)
A curvatura espacial K pode ser determinada comparando-se a densidade atual ρ0 com
ρcr. Se ρ0 > ρcr, enta˜o a curvatura K e´ positiva, se ρ0 = ρcr, enta˜o K = 0 e para ρ0 < ρcr,
temos um universo hiperbo´lico. Da equac¸a˜o (1.62), obtemos:(
H(t)
H0
)2
=
ρ
ρcr
− K
a2H20
. (1.66)
Observe que, para a → 0, podemos desprezar o termo de curvatura e enta˜o a densidade
cr´ıtica ρcr e´ essencialmente igual a ρ. Por outro lado, ainda hoje, ρ0 e´ um valor muito
pro´ximo ao da densidade cr´ıtica. Isso e´ explicado se considerarmos um universo plano,
isto e´, K = 0. Este e´ conhecido como problema da planeza e a pergunta enta˜o passa a
ser: “Por que temos um universo plano?”.
Recentemente outro modelo cosmolo´gico tem sido considerado, que leva em considera-
c¸a˜o na˜o apenas os treˆs pilares dos quais o Modelo Padra˜o e´ fundamentado, mas tambe´m
a atual fase de expansa˜o acelerada. Este recebeu o nome de ΛCDM, pois leva em consi-
derac¸a˜o as componentes escuras, supondo que a mate´ria escura seja fria, isto e´, part´ıculas
na˜o-relativ´ısticas. Nesta proposta, as Equac¸o˜es de Einstein sa˜o modificadas para acomo-
dar a constante Λ. Este modelo tambe´m propo˜e uma fase inflaciona´ria para o universo,
que explicaria, dentre outras coisas, as observac¸o˜es sobre a radiac¸a˜o co´smica de fundo.
Estima-se que a inflac¸a˜o comec¸ou aos 10−32s. O universo, neste modelo, teve enta˜o uma
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fase dominada pela radiac¸a˜o, seguido de uma fase dominada por poeira e, por fim, a fase
atual de expansa˜o acelerada, que e´ resultado de um universo dominado pela constante cos-
molo´gica, que representa a energia escura. Observe que o Big Bang, tanto aqui quanto no
Modelo Padra˜o, e´ representado por uma singularidade de cara´ter problema´tico. A teoria
preveˆ que toda mate´ria-energia do universo esteve, no momento inicial,17 contra´ıda num
u´nico ponto. Esta ideia e´ bastante controversa e evoca muitas questo˜es sobre a natureza
desta singularidade. Um dos objetivos da Cosmologia Quaˆntica e´ justamente analisar se
fenoˆmenos quaˆnticos “resolvem” esta singularidade, isto e´, se propo˜e a explicar a origem
do universo.
17O tempo tambe´m foi criado a partir do Big Bang.
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Cap´ıtulo 2
Cosmologia Quaˆntica
O in´ıcio do se´culo XX foi muito especial para a f´ısica; paralelamente ao surgimento da
Teoria da Relatividade Geral, houve o desenvolvimento de uma outra teoria revoluciona´ria:
a Mecaˆnica Quaˆntica. Em 1900, na tentativa de explicar o fenoˆmeno da radiac¸a˜o de
corpo negro,1 Max Planck (1858 - 1947) postulou que a energia deveria ser quantizada
em pacotes discretos que ele chamou de quanta. Ele propoˆs que a energia das ondas
eletromagne´ticas de frequeˆncia ν e´ dada por mu´ltiplos inteiros da quantidade hν, onde h
e´ conhecida como constante de Planck. Em 1905, seguindo as ideias de Planck, Einstein
propoˆs uma explicac¸a˜o para o efeito fotoele´trico,2 sugerindo que a luz tambe´m devesse
ser discretizada em pequenos pacotes de energia, ou pequenas part´ıculas, aos quais ele
deu o nome de fo´ton. A partir da´ı, a ideia de quantizac¸a˜o se popularizou e va´rias outras
contribuic¸o˜es importantes foram feitas por nomes como Niels Bohr (1885 - 1962), Arthur
Holly Comptom (1892 - 1962), Paul Dirac (1902 - 1984), Erwin Schro¨dinger (1887 - 1961),
Werner Heisenberg (1901 - 1976), etc.
A Mecaˆnica Quaˆntica e´ bastante contraintuitiva se comparado a` Mecaˆnica Cla´ssica.
Por causa disto, muitos f´ısicos renomados demoraram ate´ aceita´-la, fato bem representado
pela famosa frase de Einstein “Deus na˜o joga dados”, em alusa˜o a` natureza probabil´ıstica
dada aos sistemas quaˆnticos. A incompatibilidade entre f´ısica de micro e macro estruturas
e´ uma questa˜o ainda em aberto e se tornou um dos mais famosos e interessantes problemas
da f´ısica: a busca pela teoria que vai unificar os desconexos campos da Relatividade Geral
e da Mecaˆnica Quaˆntica. Algumas teorias ganharam forc¸a com o passar do tempo, tais
como a Teoria das Cordas e a Teoria Quaˆntica de Lac¸os (LQG - sigla em ingleˆs), mas
nenhuma poˆde ainda ser confirmada. Enquanto a Teoria das Cordas se baseia em te´cnicas
de Teoria Quaˆntica de Campos, LQG e´ baseada na descric¸a˜o Hamiltoniana da RG. A
Cosmologia Quaˆntica e´ uma teoria de quantizac¸a˜o do cosmos que tambe´m e´ baseada no
1A radiac¸a˜o eletromagne´tica te´rmica emitida por sistemas em equil´ıbrio termodinaˆmico, ou por um
corpo negro: um corpo opaco e na˜o-reflexivo.
2A emissa˜o de ele´trons de um material quando luz e´ lanc¸ada sobre este.
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formalismo ADM apresentado no cap´ıtulo anterior, iniciada com os trabalhos de Bryce
DeWitt (1923 - 2004), John Wheeler (1911 - 2008) e Misner no final da de´cada de 60 -
in´ıcio da de´cada de 70 [16]. A Cosmologia Quaˆntica parte do pressuposto de que a f´ısica
quaˆntica pode ser aplicada a tudo, incluindo o universo [17]. Neste caso, a func¸a˜o de
onda Ψ representa o universo e, portanto, a quantizac¸a˜o e´ feita quando este esta´ dentro
da escala de Planck, estimadamente 5.4 × 10−44s, o tempo de Planck;3 na Cosmologia
Cla´ssica, esse seria o per´ıodo anterior ao da inflac¸a˜o, no universo primordial [18]. E, assim
como e´ feito na Cosmologia Cla´ssica, assumiremos algumas propriedades fundamentais,
tais como homogeneidade e isotropia, e reduziremos as varia´veis livres para um nu´mero
finito, gerencia´vel. Este espac¸o com graus de liberdade reduzidos, isto e´, de dimensa˜o
finita, e´ chamado de mini-superespac¸o. Assim, o modelo se torna uma aproximac¸a˜o da
teoria total. Os sistemas considerados no mini-superespac¸o sa˜o comumente chamados de
modelos teste; eles abordam aspectos importantes para a teoria, enquanto evitam outros,
nos permitindo assim estudar certos comportamentos de forma isolada.
Neste cap´ıtulo introduto´rio sobre o assunto, apresentaremos a ideia por tra´s da Quan-
tizac¸a˜o Canoˆnica e de como abordaremos os principais problemas inerentes a` Cosmologia
Quaˆntica: o cara´ter autoadjunto do operador energia e o problema do tempo. A primeira
sec¸a˜o e´ uma introduc¸a˜o a` Mecaˆnica Quaˆntica e nas sec¸o˜es seguintes apresentamos os ele-
mentos ba´sicos para a quantizac¸a˜o de uma teoria e como explicamos os problemas que
podem aparecer, fechando o cap´ıtulo com um exemplo interessante. Para o leitor mais
interessado, sugerimos [19, 20, 21].
2.1 A Mecaˆnica Quaˆntica
A interpretac¸a˜o dos resultados de medic¸o˜es quaˆnticas ainda hoje e´ motivo de debate, em
especial com o advento das teorias de unificac¸a˜o. Ao medirmos, por exemplo, a posic¸a˜o
de uma part´ıcula, a questa˜o que surge naturalmente e´ ”onde esta se encontrava anteri-
ormente?”. Extrapolando este tipo de questionamento para a Cosmologia Quaˆntica, faz
sentido quantizar o universo como um todo? Esta e´ uma questa˜o bastante delicada e con-
troversa dentro da teoria quaˆntica: os problemas de medida de um observa´vel quantizado
e a fronteira entre o cla´ssico e o quaˆntico. Em suma, um sistema quaˆntico e´ descrito por
uma func¸a˜o que descreve um comportamento ondulato´rio de probabilidade. No caso de
uma part´ıcula, pode-se considerar que esta e´ uma onda no espac¸o, fato conhecido como
dualidade onda-part´ıcula. O comportamento de onda e de part´ıcula da luz, por exem-
plo, e´ bem representado pelo famoso experimento da fenda dupla, feito originalmente por
Thomas Young (1773 - 1829), num contexto da o´tica ondulato´ria, no in´ıcio do se´culo XIX
e depois reproduzido num contexto de MQ por Clinton Davisson (1881 - 1958) e Lester
Germer (1896 - 1971) em meados da de´cada de 20.
3O tempo de Planck e´ definido como tPlanck = (G~)1/2/c5/2.
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A Mecaˆnica Quaˆntica usual e´ baseada na interpretac¸a˜o de Copenhagen, onde podemos
predizer apenas a probabilidade da decorreˆncia de certas medidas e a observac¸a˜o de um
evento interfere no resultado final, como mencionado. Os princ´ıpios da Mecaˆnica Quaˆntica
podem ser resumidos em quatro [22]:
i. Os estados quaˆnticos sa˜o descritos por func¸o˜es de onda Ψ(r, t), que conteˆm toda a
informac¸a˜o do sistema.
ii. A func¸a˜o de onda tem uma interpretac¸a˜o probabil´ıstica. A densidade de probabili-
dade de posic¸a˜o da part´ıcula e´ dada pelo mo´dulo quadrado de Ψ(r, t), isto e´,
dP(r, t) = C∣∣Ψ(r, t)∣∣2 d3x , (2.1)
onde C e´ uma constante de normalizac¸a˜o.
iii. Os observa´veis cla´ssicos sa˜o descritos quanticamente por operadores (autoadjuntos),
que sa˜o aplicados na func¸a˜o de onda Ψ. A medida e´ sempre dada por um autovalor
(real) do operador correspondente ao observa´vel a ser medido.
iv. A equac¸a˜o que descreve a evoluc¸a˜o de Ψ(r, t) e´
i~
∂
∂t
Ψ(r, t) = − ~
2
2m
∆Ψ(r, t) + V (r, t) Ψ(r, t) . (2.2)
A func¸a˜o V (r, t) e´ o potencial do sistema e ~ = h/2pi, onde h e´ a constante de
Planck. A equac¸a˜o (2.2) e´ conhecida como Equac¸a˜o de Schro¨dinger.
Para um estudo mais detalhado sobre Mecaˆnica Quaˆntica, sugerimos [22, 23, 24].
No caso da Cosmologia Quaˆntica, a func¸a˜o de onda Ψ representa o universo em que
vivemos e toda a informac¸a˜o nele contida. Assumimos um mini-superespac¸o gerado pela
homogeneidade e isotropia, onde a ”posic¸a˜o”r e´ dada pelo fator de escala a, que representa
o volume do universo, V = a3. Assim, a evoluc¸a˜o do universo ainda deve ser dada por uma
equac¸a˜o do tipo Schro¨dinger, segundo o postulado (iv) acima, que sera´ obtida a partir da
Equac¸a˜o de Wheeler-DeWitt, como veremos nas pro´ximas sec¸o˜es.
Pore´m, a interpretac¸a˜o de Copenhagen em si na˜o pode ser aplicada a` Cosmologia
Quaˆntica, pois esta necessita de um observador externo para explicar o colapso da func¸a˜o
de onda. Pore´m, existem abordagens da Mecaˆnica Quaˆntica que buscam um melhora-
mento desta interpretac¸a˜o neste aspecto e que nos permite entender a CQ ainda consi-
derando estes postulados, que sa˜o a base da MQ atual. Podemos utilizar, por exemplo,
a teoria de Histo´rias Consistentes [25, 26, 27], que e´ uma tentativa de dar uma cara´ter
universal a Mecaˆnica Quaˆntica mantendo os fundamentos da interpretac¸a˜o de Copenha-
gen [28]. Existem ainda outras interpretac¸o˜es, criadas a fim de resolver essa questa˜o do
observador e da medida. Alguns exemplos sa˜o a Interpretac¸a˜o de Va´rios Mundos, no qual
presume-se que todas as possibilidades de medidas acontecem ao mesmo tempo, criando
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mundos paralelos e realidades alternativas [29], e a Interpretac¸a˜o de Bohm-de Broglie, cuja
premissa e´ que as part´ıculas seguem trajeto´rias bem definidas, e o comportamento ondu-
lato´rio e´ obtido a partir de outras equac¸o˜es que exploram a dinaˆmica da func¸a˜o de onda.
Esta interpretac¸a˜o tem sido aplicada a muitos modelos de mini-superespac¸os [30, 31, 32],
obtidos pela imposic¸a˜o de homogeneidade das hipersuperf´ıcies espaciais.
Para nossos fins, vamos nos focar nos postulados apresentados anteriormente e evitar
a poleˆmica questa˜o da interpretac¸a˜o utilizada. Nos limitaremos a afirmar que escolhe-
mos usar, por exemplo, a interpretac¸a˜o de Histo´rias Consistentes para nossa Cosmologia
Quaˆntica. Para um aprofundamento no assunto de Interpretac¸a˜o da Mecaˆnica Quaˆntica,
recomendamos [28].
2.2 Quantizac¸a˜o de uma teoria cla´ssica
A ideia por tra´s da mecaˆnica quaˆntica, resumida nos postulados apresentados anteri-
ormente, e´ que um sistema quaˆntico na˜o seria representado pelos observa´veis cla´ssicos,
como posic¸a˜o, momento e energia; ao inve´s disso, o estado e´ descrito por uma func¸a˜o de
onda Ψ(r, t) num espac¸o de Hilbert e estes observa´veis cla´ssicos sa˜o representados por
operadores que, aplicados sobre a func¸a˜o de onda, nos fornecem um valor para a medida
destes, esta sendo um autovalor do operador em questa˜o. Tais operadores devem ser au-
toadjuntos e seus autovalores sa˜o sempre nu´meros reais. Outra forma de representar os
estados quaˆnticos e´ atrave´s da notac¸a˜o de Dirac, ou notac¸a˜o bra-ket ; com ela, o estado e´
representado pelo vetor |Ψ〉, sendo o seu conjugado representado por 〈Ψ|, tal que
〈Ψ|Ψ〉 = ‖Ψ‖2 . (2.3)
Os vetores 〈Ψ| e |Ψ〉 sa˜o chamados de bra e ket da func¸a˜o Ψ, respectivamente. Os
operadores mais usuais sa˜o o operador posic¸a˜o Qˆi, momento Pˆi e energia Hˆ, referentes
aos observa´veis cla´ssicos xi, pi e H(xi, pi, t). Os operadores Qˆi e Pˆi sa˜o tais que
QˆiΨ(xi, t) = xiΨ(xi, t) ; Pˆi = −i ∂
∂xi
Ψ(xi, t) . (2.4)
E o operador de energia Hˆ e´ tal que
HˆΨ(xi, t) = i~
∂
∂t
Ψ(xi, t) . (2.5)
Essa e´ a Equac¸a˜o de Schro¨dinger dada em (2.2).
A func¸a˜o de onda tem uma interpretac¸a˜o probabil´ıstica: a probabilidade de encontrar
a part´ıcula numa certa regia˜o U e´ dada por
P(U , t) =
∫
U
∣∣Ψ(r, t)∣∣2dν , (2.6)
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onde dν e´ o elemento de volume. A probabilidade de encontrar a part´ıcula em todo
o espac¸o deve ser 1, por isso exigimos que as func¸o˜es de onda sejam normalizadas e,
portanto, elas devem ser quadradointegra´veis: as func¸o˜es de onda que descrevem sistemas
f´ısicos devem tender a zero nas bordas do domı´nio. O valor esperado de um observa´vel Oˆ
em relac¸a˜o a uma part´ıcula no estado Ψ e´ definido como
〈Oˆ〉 = 〈Ψ|Oˆ|Ψ〉 =
∫
D
Ψ∗ OˆΨdν , (2.7)
onde D e´ o domı´nio da func¸a˜o Ψ. O valor esperado nos diz que a medida me´dia resultante
da observac¸a˜o de va´rias part´ıculas no estado Ψ sera´ 〈Ψ〉. As autofunc¸o˜es de energia
formam uma base para o espac¸o de Hilbert e, enta˜o, os estados quaˆnticos podem ser
escritos como combinac¸o˜es lineares de autoestados de energia. Assim, considerando uma
func¸a˜o unidimensional, para simplificar
Ψ(x, t) =
∞∑
n=1
cn ψn(x) e
− iEnt~ , (2.8)
sendo cn ∈ C e En os autovalores de energia, ou seja,
Hˆψ(x) = Enψ(x) . (2.9)
O mo´dulo quadrado dos coeficientes cn nos fornece a probabilidade da medic¸a˜o da energia
do estado Ψ resultar no valor En, em particular temos
∞∑
n=1
∣∣cn∣∣2 = 1 . (2.10)
A Cosmologia Quaˆntica engloba estes conceitos ba´sicos da MQ na tentativa de quan-
tizar o universo. Os operadores da mecaˆnica quaˆntica sa˜o, como ja´ dito, representac¸o˜es
de observa´veis cla´ssicos e, classicamente, a energia do sistema e´ dada pela Hamiltoniana.
Por isso fizemos a descric¸a˜o da RG com o formalismo ADM, pois o operador Hamilto-
niano e´ essencial para esta formulac¸a˜o: a equac¸a˜o de movimento dos estados quaˆnticos
envolve diretamente a energia do sistema. A Quantizac¸a˜o Canoˆnica de um sistema e´ feita
quantizando-se a Hamiltoniana H(x, px), que e´ uma func¸a˜o da posic¸a˜o e do momento,
atrave´s dos operadores (2.4). Assim, encontramos o operador Hamiltoniano Hˆ(Qˆ, Pˆ ), que
e´ escrito em func¸a˜o dos operadores Qˆ e Pˆ . No entanto, vimos que, na Relatividade Geral,
a Hamiltoniana possui o v´ınculo (1.58). A quantizac¸a˜o deste e´ chamada de Equac¸a˜o de
Wheeler-DeWitt :
Hˆ = 0 . (2.11)
Se comparado com a equac¸a˜o de Schro¨dinger (2.5), onde o Hamiltoniano da func¸a˜o de onda
fornece a evoluc¸a˜o temporal desta, ha´ uma discrepaˆncia o´bvia. Este fato e´ parte de uma
aparente incompatibilidade entre Mecaˆnica Quaˆntica e Relatividade Geral chamado de
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problema do tempo. A questa˜o surge por causa do diferente tratamento do tempo nas duas
teorias. Na MQ, o tempo na˜o e´ considerado um observa´vel [21], e´ apenas um paraˆmetro
externo; enquanto que na RG, o tempo e´ considerado uma coordenada do espac¸o-tempo,
estando em pe´ de igualdade com as outras varia´veis espaciais. Essa diferenc¸a e´ evidenciada
nesta comparac¸a˜o entre a equac¸a˜o de Schro¨dinger e a equac¸a˜o de Wheeler-DeWitt, em que
o tempo parece sumir durante a quantizac¸a˜o da teoria cla´ssica. Uma forma de encarar este
problema seria considerar que a Hamiltoniana da teoria cla´ssica carrega uma componente
que faz o papel do tempo. Sendo assim, ao quantizarmos o v´ınculo (2.11), obtemos uma
equac¸a˜o do tipo-Schro¨dinger, considerando a evoluc¸a˜o da func¸a˜o de onda em relac¸a˜o a
este paraˆmetro. Voltaremos neste problema mais para frente.
Em todo caso, a Cosmologia Quaˆntica se baseia na quantizac¸a˜o do v´ınculo de energia,
considerando que a Hamiltoniana carrega um paraˆmetro T , de forma que
H(xi, pi, pT ) = 0 . (2.12)
O momento deste paraˆmetro deve aparecer linearmente, tal que a quantizac¸a˜o deste v´ın-
culo resulte numa equac¸a˜o do tipo (2.2) e enta˜o definimos o operador Hamiltoniano Hˆ
de acordo com a equac¸a˜o (2.5). Pore´m, ao tomarmos esta abordagem, na˜o ha´ garantia
nenhuma de que o operador Hˆ sera´ autoadjunto. Se o operador na˜o for autoadjunto, a
teoria na˜o sera´ coerente na Interpretac¸a˜o de Copenhagen, enta˜o e´ preciso verificar esta
condic¸a˜o e, caso na˜o seja, se e´ poss´ıvel estender o operador de forma que esta extensa˜o
seja autoadjunta. Nas pro´ximas sec¸o˜es vamos abordar esta questa˜o e tambe´m o problema
do tempo.
2.3 Operadores e extenso˜es autoadjuntos
Operadores autoadjuntos teˆm um papel fundamental na Mecaˆnica Quaˆntica usual, como
vimos. Frequentemente confunde-se as noc¸o˜es de operador autoadjunto e sime´trico (Her-
mitiano). De fato, nos domı´nios mais recorrentes na MQ, estas definic¸o˜es sa˜o sinoˆnimas,
pore´m ha´ operadores sime´tricos que na˜o sa˜o autoadjuntos e, enta˜o, precisamos distinguir
estas duas noc¸o˜es. Em todo caso, para operadores que sa˜o apenas sime´tricos, ha´ a possi-
bilidade deles poderem ser estendidos para um operador autoadjunto; estas sa˜o chamadas
sugestivamente de extenso˜es autoadjuntas. Nesta sec¸a˜o, vamos definir a diferenc¸a entre os
operadores sime´trico e autoadjuntos e como saber se existem extenso˜es. Para um estudo
completo sobre o assunto, recomendamos [33] e [34].
Dados uma me´trica 〈·, ·〉 no espac¸o de Hilbert H 4 e um operador T : D(T ) ⊂ H → H,
o seu adjunto T ∗ e´ tal que:
〈T ∗ψ, φ〉 = 〈ψ, Tφ〉 , ψ, φ ∈ D(T ) . (2.13)
4Usamos a notac¸a˜o usual para o espac¸o de Hilbert H, que tambe´m usamos para representar a Hamilto-
niana cla´ssica de um sistema. Entendemos que na˜o havera´ confusa˜o por estarem em contexto diferentes.
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O domı´nio de T ∗ e´ dado pelas func¸o˜es ψ que satisfazem a relac¸a˜o (2.13) acima, isto e´,
D(T ∗) = {ψ | 〈T ∗ψ, φ〉 = 〈ψ, Tφ〉 ; ∀φ ∈ D(T )}. Dizemos que T e´ um operador sime´trico,
ou Hermitiano, se
〈Tψ, φ〉 = 〈ψ, Tφ〉 , ∀ψ, φ ∈ D(T ) , (2.14)
isto e´, se o operador e´ igual a seu adjunto restrito ao domı´nio D(T ). Observe que, para
um operador sime´trico, D(T ) ⊂ D(T ∗). Se T e´ sime´trico e
D(T ) = D(T ∗) , (2.15)
enta˜o dizemos que T e´ um operador autoadjunto. Se um operador e´ apenas sime´trico,
ha´ casos em que seu domı´nio pode ser estendido de forma que ele se torne autoadjunto,
ou seja, o operador com o novo domı´nio tem um adjunto com o mesmo domı´nio. Este
operador com o domı´nio estendido e´ chamado de extensa˜o autoadjunta. Assim, se T˜ e´
uma extensa˜o do operador sime´trico T , temos que
D(T ) ⊂ D(T˜ ) = D(T˜ ∗) ⊂ D(T ∗) . (2.16)
E´ importante comentar que nem todo operador sime´trico pode ser estendido para um
operador autoadjunto, mas, quando puder, este pode ter ate´ infinitas diferentes extenso˜es.
Essa questa˜o de operadores e extenso˜es autoadjuntos foi minunciosamente estudada por
John von Neumann (1903 - 1957) logo apo´s do advento da Mecaˆnica Quaˆntica. Um crite´rio
u´til para determinar a existeˆncia de extenso˜es e´ dado pelo Teorema de von Neumann [34]:
Seja T um operador sime´trico com domı´nio D(T ) denso no espac¸o de Hilbert H e
suponha que existe uma aplicac¸a˜o antilinear C : H → H, chamada conjugac¸a˜o, tal que
C(D(T )) ⊂ D(T ) , C2 = Id e CT = TC . (2.17)
Enta˜o T admite extensa˜o autoadjunta.
Observe que, usando este teorema, podemos deduzir que todo operador T com coeficien-
tes reais e´ autoadjunto ou admite extenso˜es autoadjuntas ao considerarmos a aplicac¸a˜o
antilinear C : φ 7→ φ∗, que e´ simplesmente tomar o complexo conjugado da func¸a˜o no
espac¸o de Hilbert H, se considerarmos o domı´nio tal que C(D(T )) ⊂ D(T ).
O teorema de von Neumann fornece um me´todo para saber se o operador admite ou
na˜o extenso˜es, pore´m na˜o obtemos nenhuma informac¸a˜o sobre a quantidade de extenso˜es
ou sobre como encontra´-las. Para solucionar este problema, usaremos um outro me´todo
que envolve o ca´lculo de soluc¸o˜es de uma equac¸a˜o de autovalores imagina´rios, conhecido
como me´todo de von Neumann ou me´todo dos ı´ndices de deficieˆncia. Dado um operador
sime´trico T com domı´nio D(T ) denso no espac¸o de Hilbert H, vamos denotar por K±(T )
os espac¸os gerados pelas soluc¸o˜es φ das equac¸o˜es
T ∗(φ) = ±iφ , φ ∈ D(T ∗) , (2.18)
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respectivamente. Os subespac¸os K±(T ) sa˜o chamados espac¸os de deficieˆncia e suas di-
menso˜es n± = dimK±(T ) sa˜o chamadas ı´ndices de deficieˆncia. Atrave´s dos ı´ndices de
deficieˆncia, von Neumann mostrou que
i. Se n+ = n− = 0, enta˜o o operador possui uma u´nica extensa˜o autoadjunta, ou seja,
ele e´ essencialmente autoadjunto;
ii. se n+ = n− = n, as extenso˜es autoadjuntas sa˜o correspondentes um-a-um com os
operadores unita´rios entre K+ e K−;
iii. se n+ 6= n−, o operador na˜o possui extenso˜es.
Um operador essencialmente autoadjunto, como dito anteriormente, e´ aquele que e´ auto-
adjunto ou possui uma u´nica extensa˜o autoadjunta. Por praticidade, escolhemos daqui
em diante ignorar a diferenc¸a entre estes e operadores autoadjuntos. A esseˆncia deste
teorema reside no fato dos autovalores dos operadores autoadjuntos sempre serem reais.
Assim, se n+ = n− = 0, a equac¸a˜o (2.18) na˜o tem soluc¸a˜o e isto indica que o operador e´
autoadjunto. No caso do item (ii), as autofunc¸o˜es que teˆm autovalores imagina´rios for-
mam um subespac¸o que pode ser “exclu´ıdo” do domı´nio do operador adjunto, de forma
que, restrito ao novo subconjunto, o operador recupera o cara´ter autoadjunto.
E´ poss´ıvel calcular as extenso˜es, se estas existirem, a partir dos operadores unita´rios
entre os espac¸os K+ e K−, pore´m este e´ um trabalho longo e, dependendo do operador,
pode haver um nu´mero infinito destes operadores unita´rios, o que torna o ca´lculo anal´ıtico
impratica´vel. Apresentamos no Apeˆndice o ca´lculo para obter as extenso˜es do operador
momento. Por enquanto, vamos apresentar uma extensa˜o para operadores limitados,
chamada extensa˜o de Friedrich, cujas caracter´ısticas sa˜o fisicamente (e matematicamente)
convenientes. Dado um operador T , se este for limitado inferiormente e os ı´ndices de von
Neumann forem iguais, existe uma u´nica extensa˜o, chamada Extensa˜o de Friedrich, que
e´ obtida a partir da forma quadra´tica associada ao operador T .
Considere um operador sime´trico T e seja q(φ, ψ) = 〈φ, Tψ〉, para φ, ψ ∈ D(T ).
Enta˜o, q e´ uma forma quadra´tica fecha´vel e seu fecho q˜ e´ a forma quadra´tica de um
operador autoadjunto u´nico T˜ . T˜ e´ uma extensa˜o positiva de T e o limite inferior de seu
espectro e´ o mesmo do que de q. Ale´m disso, T˜ e´ a u´nica extensa˜o autoadjunta de T cujo
domı´nio esta´ contido no domı´nio da forma q˜.
Uma forma quadra´tica e´ uma aplicac¸a˜o q : Q(q) × Q(q) → C que e´ linear na primeira
entrada e antilinear na segunda. O conjunto Q(q) e´ chamado domı´nio da forma e e´ um
subespac¸o denso do espac¸o de Hilbert. Uma forma quadra´tica positiva, isto e´, q(ψ, ψ) ≥ 0,
para ψ ∈ D(q), e´ dita fechada se Q(q) e´ completo sob a norma
‖ψ‖2+1 ≡ ‖ψ‖2 + q(ψ, ψ) , (2.19)
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que e´ chamada de norma da forma. Para um operador sime´trico e positivo T , podemos
definir uma forma quadra´tica positiva da seguinte maneira
q(φ, ψ) = 〈φ, Tψ〉 , (2.20)
com D(q) = D(T ). O fecho q˜ de q e´ constru´ıdo usando-se a norma da forma ‖ · ‖2+1, de
acordo com o teorema acima, e ele e´ associado a uma u´nica extensa˜o autoadjunta T˜ , tal
que D(T˜ ) ⊂ D(q˜). Esse teorema e´ consequeˆncia de outro conhecido como Teorema B.L.T
[33], que diz que uma transformac¸a˜o linear limitada5 sempre possui uma extensa˜o linear e
limitada. Nesta caso, apresenta-se uma forma linear que gera uma transformac¸a˜o do tipo,
sendo escolhida pertinentemente (2.20) tal que a simetria seja preservada. Apresentamos
no Apeˆndice o ca´lculo da extensa˜o de Friedrich para o operador −d2/dx2.
Matematicamente, todas as extenso˜es sa˜o via´veis e, fisicamente, cada uma gera uma
dinaˆmica diferente. No entanto, a extensa˜o de Friedrich e´ compat´ıvel com o esperado
fisicamente, ja´ que esta tem o mesmo limite inferior que o operador e, ale´m disso, e´ a u´nica
cujo domı´nio esta´ contido no domı´nio da forma quadra´tica definida pelo operador. Em
outras palavras, ela preserva o estado fundamental de energia e as condic¸o˜es de contorno
sa˜o encontradas de forma mais evidente do que usando-se o me´todo de Von Neumann,
uma vez que pode ser obtida atrave´s da norma da forma quadra´tica associada.
2.4 O problema do tempo
A incompatibilidade entre a interpretac¸a˜o do tempo na Mecaˆnica Quaˆntica e na Relativi-
dade Geral e´ um dos grandes motivos pelo qual ainda na˜o temos uma teoria de unificac¸a˜o
definitiva. Para as teorias como a Cosmologia Quaˆntica, que sa˜o baseadas no formalismo
Hamiltoniano da RG, o problema do tempo se concretiza no fato da RG ser um sistema
vinculado e, por isso, na˜o ter uma Hamiltoniana efetiva que gere evoluc¸a˜o em relac¸a˜o a
um paraˆmetro temporal generalizado. Va´rias hipo´teses sobre a natureza do tempo foram
formuladas, dentre elas a de que o pro´prio tempo pode ser quantizado [35, 36]. Nosso
interesse e´ quantizar o v´ınculo (1.58), enta˜o vamos identificar o tempo com um paraˆmetro
interno do sistema, de forma que a Hamiltoniana em questa˜o gere evoluc¸a˜o em relac¸a˜o
a este. Pore´m, no mini-superespac¸o, usando a me´trica (1.35), a u´nica varia´vel dinaˆmica
do universo e´ o fator de escala, por causa do v´ınculo (1.58), que nos diz que a func¸a˜o
lapso N e´ um multiplicador de Lagrange. A Lagrangiana gravitacional (1.32), depois de
descartado termos de derivadas totais, se escreve como
LG = 6
N
aa˙2 . (2.21)
Pela (1.49), encontramos
pia =
∂LG
∂a˙
=
12
N
aa˙ . (2.22)
5Bounded linear transformation, no ingleˆs - de onde vem a sigla B.L.T.
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Enta˜o, pela equac¸a˜o (4.95), temos
HG = N
24
pi2a
a
. (2.23)
Observe que, se tivermos apenas a parte gravitacional da RG, a Hamiltoniana cla´ssica
(2.23) e´ func¸a˜o apenas do fator de escala a e seu momento pia e, neste caso, a equac¸a˜o de
Wheeler-DeWitt, HˆG = 0, implicaria num operador de energia que na˜o evolui, ou seja,
na˜o ha´ um paraˆmetro temporal na teoria. Portanto, e´ necessa´rio introduzir algo a mais
ale´m da parte gravitacional da Relatividade Geral, que fara´ o papel do tempo.
Das opc¸o˜es mais comuns para a escolha do tempo, esta˜o a introduc¸a˜o de um campo
escalar na teoria [3, 37], que pode fazer o papel de tempo como um paraˆmetro externo,
assim como ele e´ na MQ; ou utilizar o conteu´do material do universo para gerar a evoluc¸a˜o
temporal desejada [38, 39]. Esta u´ltima se baseia na termodinaˆmica, na ideia de que a
entropia da´ sentido a` seta do tempo. Usar um campo escalar como escolha de tempo e´
interessante, pois na pro´pria MQ o tempo e´ um paraˆmetro externo ao sistema, o mesmo
ocorre neste caso. A ideia e´ considerar uma teoria escalar e linearizar o campo de forma
que o seu momento aparec¸a linear na equac¸a˜o. Vamos abordar um exemplo desta situac¸a˜o
na pro´xima sec¸a˜o. Por enquanto, vamos considerar um fluido perfeito como componente
material do universo e mostrar como este pode ser usado como paraˆmetro temporal,
atrave´s do Formalismo de Schutz. Em 1970, Bernard Schutz (1946 - ) desenvolveu um
formalismo para descrever a quadrivelocidade de um fluido barioˆnico perfeito atrave´s de
seis potenciais [40]:
Uν =
1
µ
(;ν + ζξ;ν + θs;ν) . (2.24)
Os potenciais µ e s sa˜o a massa inercial e a entropia do sistema, ζ e ξ esta˜o relacionados
com a rotac¸a˜o do fluido e na˜o esta˜o presentes em modelos do tipo FLRW. Ja´  e θ na˜o
teˆm um claro significado f´ısico [38]. A quadrivelocidade deve obedecer a` condic¸a˜o de
normalizac¸a˜o
UνUν = 1 . (2.25)
Cada potencial possui sua pro´pria “equac¸a˜o de movimento”, que fornece uma descric¸a˜o
hidrodinaˆmica equivalente a`s equac¸o˜es usuais baseadas na divergeˆncia do tensor de tensa˜o.
Schutz mostrou que essa formulac¸a˜o pode ser resultado do princ´ıpio variacional de uma
Lagrangiana de mate´ria dada por LM = √−g p, onde p e´ a pressa˜o do fluido.
Assim, para obtermos a Hamiltoniana de mate´ria HM , introduzimos a componente de
mate´ria, definida pela equac¸a˜o de estado p = αρ, usando o formalismo de Schutz, onde a
constante α representa o tipo de mate´ria da qual o fluido e´ constitu´ıdo. Como dissemos,
para um universo FLRW, a quadrivelocidade do fluido e´ dada por
Uν =
1
µ
(;ν + θs;ν) . (2.26)
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Depois de algumas considerac¸o˜es termodinaˆmicas [41], a Lagrangiana de mate´ria toma a
forma
LM = − a
3
N
1
α
α
(α + 1)
1
α+1
(˙+ θs˙)
1
α+1 e−
s
a , (2.27)
onde ja´ descartamos os termos de superf´ıcie. Usando os me´todos canoˆnicos descritos na
Sec¸a˜o 1.4, a partir desta Lagrangiana obtemos a super-Hamiltoniana de mate´ria
HM = −piα+1a−3αes , (2.28)
com pi = −Nρ0U0a3, sendo ρ0 a densidade de repouso do fluido. O pro´ximo passo e´
linearizar o momento, de forma que a nova coordenada possa assumir o papel de tempo
durante a quantizac¸a˜o. Vamos usar as transformac¸o˜es canoˆnicas
T = −pise−spi−(α+1) ; piT = piα+1es (2.29)
 = − (α + 1) pis
pi
; pi = pi . (2.30)
Neste caso, a super-Hamiltoniana da componente de mate´ria se torna
HM = − N
a3α
piT . (2.31)
Com isto, a quantizac¸a˜o do v´ınculo da Hamiltoniana total HT = HG+HM = 0, sendo HG
a Hamiltoniana da parte gravitacional e HM dado por (2.31), pode ser interpretado como
uma equac¸a˜o de Schro¨dinger cujo paraˆmetro T dado em (2.29) e´ tomado como tempo.
Observe que o paraˆmetro temporal esta´ totalmente ligado ao tipo de mate´ria escolhido e
a` entropia s do fluido.
2.5 Teoria de K-esseˆncia
Uma teoria escalar e´ caracterizada pela introduc¸a˜o de um campo escalar externo a` geo-
metria do espac¸o-tempo, podendo estar acoplado ou na˜o a` gravidade, que visam explicar
alguns problemas em aberto da cosmologia. Vamos abordar nesta sec¸a˜o a Teoria de K-
esseˆncia e investigar a possibilidade de obter uma varia´vel temporal de uma forma similar
ao emprego das vara´veis de Schutz, usando uma lei de poteˆncia no termo cine´tico na˜o-
canoˆnico [3]. Dentre va´rias outras propostas de teorias escalares encontradas na literatura,
as Teorias de K-esseˆncia teˆm uma posic¸a˜o bastante particular. Criadas inicialmente para
descrever a fase inflaciona´ria do universo, estas tambe´m teˆm sido usadas para explicar a
fase atual de expansa˜o acelerada. Essa classe de teorias considera termos cine´ticos na˜o-
canoˆnicos ao inve´s de um campo escalar autointeragente, como e´ o caso do caso do campo
escalar com um potencial. Em alguns casos, o comportamento de K-esseˆncia pode ser
recuperado de uma ac¸a˜o de cordas efetiva, como acontece com a ac¸a˜o DBI6 [42, 43]. Em
6Dirac-Born-Infield.
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um contexto cosmolo´gico, uma das caracter´ısticas destas teorias e´ que, sob algumas hi-
po´teses, elas podem produzir uma dinaˆmica de fluidos a n´ıveis de fundo e perturbativos.
Isso e´ particularmente verdade para a expressa˜o de lei de poteˆncia da energia cine´tica,
que pode reproduzir uma relac¸a˜o linear entre pressa˜o e densidade p = αρ e a velocidade
do som para perturbac¸o˜es adiaba´ticas do fluido.
A ac¸a˜o da teoria geral de K-esseˆncia pode ser escrita como
S =
∫
d4x
√−g (R− f(X) + V (φ)) , (2.32)
com g = det [gµν ], f(X) uma func¸a˜o arbitra´ria do termo cine´tico X = φ;ρ φ
;ρ e V (φ)
um termo potencial. Se f(X) = X, a teoria de um sistema minimamente acoplado com
um campo escalar autointeragente e´ recuperada. No que se segue, vamos nos concentrar
em leis de poteˆncia do modelo de K-esseˆncia, para os quais temos f(X) = Xn, onde
n e´ um nu´mero real e  = ±1. Com a introduc¸a˜o da constante , a possibilidade de
uma configurac¸a˜o fantasma7 e´ levada em conta; o sistema usual de um campo escalar
gravitacional corresponde a n = 1 e  = 1. Ale´m disso, vamos considerar V (φ) = 0. Neste
caso o cena´rio de fluido cosmolo´gico com p = αρ e α = constante e´ reproduzido pelo
modelo de K-esseˆncia, observando-se que
α =
1
2n− 1 . (2.33)
Considerando a me´trica FLRW (1.35), depois de integrac¸o˜es por partes e descarte das
derivadas totais, a ac¸a˜o (2.32) se reduz a
S =
∫
dt
(
6
N
a˙2a− a3N1−2nφ˙2n
)
. (2.34)
Observe que, como o n pode ser um nu´mero real arbitra´rio, (φ˙)2n pode na˜o ser sempre po-
sitivo. Para garantirmos analicidade do ca´lculo do momento, vamos considerar φ˙ positivo,
mas podemos estender o resultado para toda a reta real.
Os momentos conjugados correspondentes para o fator de escala a e o campo escalar
φ sa˜o
pia =
12
N
aa˙ ; piφ = −2n  a3N1−2n φ˙2n−1 . (2.35)
Para expressarmos φ˙ em termos de piφ devemos inverter a relac¸a˜o acima. Para n = 2k,
onde k e´ um nu´mero natural diferente de zero, o radicando deve ser positivo ( = −1);
para n = 2k + 1, o radicando na˜o precisa ser positivo, mas a analicidade e´ perdida na
origem pi = 0. Apesar disso, vamos prosseguir de forma mais geral, ja´ que a configurac¸a˜o
que nos interessa implica condic¸o˜es diferentes para n. A Hamiltoniana e´ dada por
H = N
[
1
24
pi2a
a
+ (2n− 1) (−a3)− 12n−1 (piφ
2n
) 2n
2n−1
]
. (2.36)
7Um sistema cuja energia cine´tica e´ negativa. A ideia de que a natureza das componentes escuras do
universo seja fantoˆmica e´ recorrente na Cosmologia [44].
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No limite n→∞, o momento conjugado associado a φ aparece linear na Hamiltoniana:
H = N
[
1
24
pi2a
a
+ piφ
]
, (2.37)
enta˜o o campo φ pode assumir o papel de tempo na quantizac¸a˜o desta teoria. Algumas
observac¸o˜es importantes: observe que tal limite, n→∞, deve ser tratado com cautela no
caso de permitirmos valores negativos para φ˙, uma vez que as sequeˆncias (φ˙)2k e (φ˙)2k+1
divergem para valores opostos, no caso de φ˙ < 0. Pore´m, este problema pode ser facilmente
contornado fazendo a ana´lise separadamente para piφ positivo e negativo e considerando-se
o sinal correto ao escrevermos φ˙ em relac¸a˜o ao momento piφ. E´ poss´ıvel mostrar que a
colagem desta separac¸a˜o e´ suave. Ale´m disso, note que, mesmo que a Hamiltoniana seja
bem definida no limite n→∞, a Lagrangiana na˜o e´, divergindo para o caso limite, o que
parece ser uma particularidade para um fluido de pressa˜o nula (α → 0), como o obtido
neste caso.
A quantizac¸a˜o e´ feita canonicamente de acordo com (2.4). Depois de fazermos a
redefinic¸a˜o φ/24→ φ, a equac¸a˜o de Schro¨dinger correspondente8 se escreve como
− ∂2aΨ−
q
a
∂aΨ = ai∂φΨ , (2.38)
onde introduzimos um fator de ordenamento9 q. Esta e´ essencialmente a mesma equac¸a˜o
encontrada com o formalismo de Schutz em [39]. No que segue, vamos considerar q = 1.
Neste caso e´ poss´ıvel mostrar que o operador Hamiltoniano efetivo e´ autoadjunto [1].
Outras escolhas para q podem ser adotadas sem alterac¸a˜o significante dos resultados finais.
O operador Hamiltoniano obtido da equac¸a˜o do tipo Schro¨dinger (2.38) e´ sime´trico, ou
Hermitiano, se introduzirmos uma medida na˜o trivial na computac¸a˜o do produto escalar
no espac¸o de Hilbert:
(φ, ψ) =
∫ ∞
0
φ∗ψ a2da . (2.39)
Vamos considerar os estados estaciona´rios Φ tais que Ψ(a, φ) = Φ(a)e−iEφ. Enta˜o a
equac¸a˜o (2.38) toma a forma
∂2aΦ +
1
a
∂aΦ + aEΦ = 0 . (2.40)
Esta equac¸a˜o e´ limitada inferiormente e e´ sempre poss´ıvel escolher a energia como sendo
estritamente positiva, isto e´, E > 0, o que e´ importante para a estabilidade do sistema.
Fazendo 4E/9→ E, (2.40) e´ uma equac¸a˜o de Bessel cuja soluc¸a˜o e´ dada por
Φ(a) = A(E) J0
(
Ea
3
2
)
, (2.41)
8Lembrando que ~ = 1.
9Relacionado ao fato dos operadores momento e posic¸a˜o na˜o comutarem. Mais detalhes sobre o fator
de ordenamento no cap´ıtulo seguinte.
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onde A(E) e´ um fator de normalizac¸a˜o. Descartamos a segunda soluc¸a˜o da equac¸a˜o de
Bessel, que e´ uma func¸a˜o de Neumann, pois esta diverge na origem.
A soluc¸a˜o (2.41) pode levar a um cena´rio cosmolo´gico na˜o-singular, como mostrado
em [39]. De fato, vamos considerar um pacote de ondas constru´ıdo com a seguinte super-
posic¸a˜o
Ψφ(a) =
∫ ∞
0
ye−αy
2
J0
(
ya
3
2
)
dy =
1
2 (γ + iφ)
e−
a3
4(γ+iφ) , (2.42)
com y =
√
E e α = γ + iφ, sendo γ > 0. Agora, calculamos o valor esperado para o fator
de escala, considerando φ a varia´vel temporal correspondente. O valor esperado e´
〈a〉φ =
∫ ∞
0
Ψ∗aΨ a2da = C
(
γ2 + φ2
) 1
3 , (2.43)
sendo C uma constante. Isto implica num poss´ıvel universo com ricochete, sem singula-
ridade, pois 〈a〉 ≥ Cγ2/3. Ale´m disso, assintoticamente, ou seja, quando φ → ∞, temos
〈a〉 ∝ φ2/3.
Podemos facilmente verificar que a correspondeˆncia com o cena´rio cosmolo´gico cla´s-
sico e´ recuperado assintoticamente. Usando FLRW, encontramos as equac¸o˜es diferenciais
(Equac¸o˜es de Friedmann (1.62), (1.63)), fixando o tempo co´smico tal que N = 1:(
a˙
a
)2
=
(2n− 1)
6
 φ˙2n ; φ˙2n−1 = Ka−3 , (2.44)
onde K e´ uma constante de integrac¸a˜o. Portanto, temos a seguinte equac¸a˜o para o fator
de escala:
3
(
a˙
a
)2
= Ka−
6n
2n−1 =: ρφ , (2.45)
sendo K uma combinac¸a˜o das constantes anteriores. A soluc¸a˜o geral e´ dada por
a ∝ t 2n−13n ; φ ∝ tn−1n . (2.46)
No limite n→∞, a soluc¸a˜o se torna:
a ∝ t 23 ; φ ∝ t . (2.47)
Esta u´ltima relac¸a˜o confirma a afirmac¸a˜o anterior que φ pode essencialmente fazer o
papel do tempo no limite n→∞. Ale´m disso, neste limite o fator de escala se comporta
como num universo dominado por poeira. Classicamente temos a relac¸a˜o a ∝ φ2/3, que
suporta o resultado encontrado assintoticamente para o modelo quaˆntico. Vale ressaltar
que estes resultados sa˜o os mesmos encontrados em [39] para um fluido perfeito utilizando
o formalismo de Schutz. Assim, do ponto de vista dos resultados, na˜o ha´ originalidade.
A novidade esta´ no formalismo utilizado nesta sec¸a˜o.
Cap´ıtulo 3
Quantizac¸a˜o Afim
A quantizac¸a˜o canoˆnica, apesar de simples, apresenta algumas particularidades que podem
ser vistas como desvantagens. Por exemplo, o fato da quantizac¸a˜o ser feita canonicamente
sobre as quantidades cla´ssicas posic¸a˜o e momento, leva a operadores que na˜o comutam,
sendo necessa´rio impor “a ma˜o” um fator de ordenamento, como veremos mais a frente. A
operac¸a˜o canoˆnica e´ estendida para os observa´veis cla´ssicos f(q, p) de forma que f(q, p)→
f(Qˆ, Pˆ ), pore´m encontramos um problema ao tentarmos quantizar func¸o˜es singulares
ou com domı´nios na˜o usuais. Inclusive, a questa˜o do cara´ter autoadjunto abordado no
Cap´ıtulo 2 e´ um reflexo deste problema, visto que o sistema cosmolo´gico e´ sempre definido
para valores positivos do fator de escala (que determina o volume do universo), ou seja,
na semirreta real. Alguns operadores, que sa˜o originalmente autoadjuntos, se definidos
na reta real deixam de ser, no caso de restringirmos o domı´nio para a semirreta por causa
da singularidade geome´trica na origem. Tendo em vista estas dificuldades de aˆmbitos
f´ısicos e matema´ticos do me´todo canoˆnico, outros me´todos de quantizac¸a˜o ganharam
forc¸a na tentativa de sana´-los. Uma alternativa interessante para sistemas com varia´veis
dinaˆmicas estritamente positivas e´ a Quantizac¸a˜o Afim, que recebe este nome por ser um
me´todo baseado em grupos de simetrias do espac¸o cotangente, que combina translac¸o˜es e
dilatac¸o˜es, o Grupo Afim, e que, portanto, preserva tais propriedades (simetrias) durante
a quantizac¸a˜o.
Podemos atribuir as primeiras ideias por tra´s deste tipo de me´todo de quantizac¸a˜o a
Schro¨dinger, que em 1926 ja´ estudava superposic¸o˜es de estados quaˆnticos com caracter´ıs-
ticas muito similares aos seus ana´logos cla´ssicos [45], mas so´ mais tarde, na de´cada de 60,
que a teoria ganharia um formato mais elaborado, com os trabalhos de John R. Klauder
(1932 - ), Roy J. Glauber (1925 - ) e Valentim Bargamnn (1908 - 1989). Glauber cunhou
o termo “estados coerentes” para esta superposic¸a˜o de estados quaˆnticos na qual a teoria
se baseia. Mais recentemente, este me´todo de quantizac¸a˜o tem sido aplicado a` Cosmo-
logia Quaˆntica com resultados satisfato´rios [46, 47, 48]. De fato, existe toda uma classe
de quantizac¸a˜o covariante por integrac¸a˜o baseadas nos grupos de simetria dos espac¸os de
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fase, dependendo da configurac¸a˜o deste. No nosso caso, como ja´ dito, o espac¸o de fase
e´ um semiplano e o grupo de simetrias e´ o Afim. A quantizac¸a˜o afim e´ covariante, no
sentido que relaciona simetrias cla´ssicas, que sa˜o operac¸o˜es geome´tricas, com quaˆnticas, as
transformac¸o˜es unita´rias. E e´ uma quantizac¸a˜o por integrais, o que nos permite usar todos
os recursos do ca´lculo integral para lidar com func¸o˜es singulares cla´ssicas e distribuic¸o˜es.
Para leitores mais interessados, recomendamos [5, 45, 49].
Neste cap´ıtulo, vamos introduzir os conceitos ba´sicos por tra´s da quantizac¸a˜o afim,
apresentando as vantagens do me´todo e a interpretac¸a˜o semicla´ssica resultante desta quan-
tizac¸a˜o [5]. O objetivo do cap´ıtulo e´ apresentar um alternativa interessante a` quantizac¸a˜o
canoˆnica, mostrando suas vantagens sobre esta. A primeira sec¸a˜o e´ dedicada a` introduc¸a˜o
do Grupo Afim no qual e´ baseado o me´todo de quantizac¸a˜o. Em seguida definimos a
aplicac¸a˜o que leva os observa´veis cla´ssicos em operadores. Na Sec¸a˜o 3.3 fazemos o cami-
nho inverso, definindo a aplicac¸a˜o inversa, que leva os operadores quaˆnticos em func¸o˜es
cla´ssicas, que seriam as correc¸o˜es semicla´ssicas dos observa´veis quaˆnticos. Finalmente, a
u´ltima sec¸a˜o apresenta um exemplo cosmolo´gico para um universo dominado por poeira,
onde aplicamos todas as ferramentas da quantizac¸a˜o afim, obtendo bons resultados.
3.1 O grupo afim
A quantizac¸a˜o afim e´ utilizada em sistemas definidos num domı´nio estritamente positivo,
ou seja, a evoluc¸a˜o temporal da quantidade f´ısica e´ sempre positiva, como, por exemplo,
uma part´ıcula se movendo na semirreta real. Neste tipo de sistema, o espac¸o de fase
e´ dado pelo semiplano positivo Π+ := {(q, p) | p ∈ R , q > 0}, equipado com a medida
dq dp. Definimos o Grupo Afim Aff+(R) como sendo o conjunto Π+ munido da operac¸a˜o
(multiplicac¸a˜o)
(q, p)(q0, p0) =
(
qq0,
p0
q
+ p
)
. (3.1)
O elemento inverso e´ dado por
(q, p)−1 =
(
1
q
,−qp
)
(3.2)
e a unidade do grupo e´ (1, 0). O grupo afim age na semirreta real da seguinte forma:
x 7→ (q, p) · x = x
q
+ p , x ∈ R . (3.3)
O grupo representa dilac¸o˜es e translac¸o˜es no espac¸o de fase. Escolhemos a medida dq dp
porque ela permanece invariante com respeito a` ac¸a˜o pela esquerda do grupo sob ele
mesmo (q, p) 7→ (q0, p0)(q, p) ∈ Aff+(R):
(q′, p′) = (q0, p0)(q, p) =
(
q0q,
p
q0
+ p0
)
⇒ dq′dp′ = (q0 dq)
(
dp
q0
)
= dq dp . (3.4)
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Se, ao inve´s, considera´ssemos a ac¸a˜o pela direita, ou seja, (q, p) 7→ (q, p)(q0, p0), a medida
invariante seria dq dp/q.
Vamos introduzir alguns conceitos ba´sicos sobre grupos, que usaremos em seguida [50].
Uma representac¸a˜o de um grupo G e´ uma func¸a˜o cont´ınua linear g 7→ T (g), onde, para
cada g ∈ G, temos T (g) : L(V) → V , sendo V um espac¸o vetorial e L(V) o espac¸o das
func¸o˜es cont´ınuas lineares sobre V . Da linearidade, seguem as seguintes propriedades:
T (g1g2) = T (g1)T (g2) ; T (e) = Id , (3.5)
onde e e´ a unidade do grupo G e Id e´ a identidade do espac¸o V . Segue que
T (g−1) = [T (g)]−1 . (3.6)
Uma representac¸a˜o e´ dita unita´ria se os operadores lineares T (g) sa˜o unita´rios com res-
peito ao produto interno de V , isto e´,
〈T (g)v1, T (g)v2 〉 = 〈v1, v2〉 , ∀v1, v2 ∈ V . (3.7)
E, por fim, uma representac¸a˜o e´ dita irredut´ıvel se na˜o existir nenhum subconjunto na˜o-
trivial V0 ⊂ V tal que, para todo vetor v0 ∈ V0, temos T (g)v0 ∈ V0, para todo g ∈ G.
Isto quer dizer que na˜o existe nenhum subconjunto de V que seja invariante pela ac¸a˜o da
representac¸a˜o, a menos do subconjunto trivial {Id}. Uma propriedade importante das
representac¸o˜es unita´rias irredut´ıveis e´ dada pelo Lema de Schur :
Sejam T e T ′ representac¸o˜es unita´rias irredut´ıveis dos espac¸os V e V ′, respectivamente.
Se S : V → V ′ e´ uma aplicac¸a˜o linear limitada tal que
ST (g) = T ′(g)S , ∀g ∈ G , (3.8)
enta˜o ou S e´ um isomorfismo de V para V ′, ou S = 0. Em particular, se V = V ′, temos
S = c Id, onde c e´ uma constante real.
Isto nos diz que representac¸o˜es unita´rias irredut´ıveis comutam com isomorfismos e, por-
tanto, podem ser aplicadas tanto antes quanto depois da ac¸a˜o de um grupo.
O grupo afim tem duas representac¸o˜es unita´rias irredut´ıveis na˜o equivalentes U±, am-
bas sa˜o quadradointegra´veis no espac¸o Π+ [51], ou seja,∫
Π+
∣∣ 〈φ|U(q, p) |φ〉 ∣∣2dq dp <∞ ; φ ∈ H(R0+) . (3.9)
Sem perda de generalidade, vamos considerar apenas a representac¸a˜o U = U+. No espac¸o
de Hilbert H = L2(R0+, dx), U(q, p) age da seguinte forma
U(q, p)ψ(x) =
eipx√
q
ψ
(
x
q
)
. (3.10)
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As representac¸o˜es unita´rias irredut´ıveis sa˜o usadas para construir os estados coerentes
sob os quais o me´todo e´ baseado. Por serem unita´rias e irredut´ıveis, as representac¸o˜es
garantem a resoluc¸a˜o da identidade para os estados coerentes, que e´ o que nos permite usa´-
los na quantizac¸a˜o, como veremos na pro´xima sec¸a˜o. A quantizac¸a˜o afim foi idealizada
de forma a preservar as simetrias do espac¸o de fase. Simetria, em matema´tica, esta´
diretamente conectada a` ideia de grupos, por isso a parte alge´brica mais pesada desta
primeira sec¸a˜o.
3.2 Quantizac¸a˜o por integrac¸a˜o
A identificac¸a˜o do espac¸o de fase como um grupo oferece uma ampla gama de possibili-
dades para a quantizac¸a˜o integral. A ideia e´ transformar uma func¸a˜o f cla´ssica em um
operador Af , isto e´, quantizar a func¸a˜o f , utilizando uma representac¸a˜o unita´ria irredu-
t´ıvel U do grupo G e o seguinte me´todo de quantizac¸a˜o,
f 7→ Af =
∫
G
M(g)f(g) dν(g) , (3.11)
onde g e´ um elemento deG eM e´ um operador limitado deH tal queM(g) = U(g)MU−1(g).
Pelo Lema de Schur, obtemos ∫
G
M(g) dν(g) = I , (3.12)
garantindo assim a resoluc¸a˜o da identidade, isto e´, AI = I. Observe que ate´ agora na˜o
especificamos nada sobre o espac¸o de fase do sistema ou sobre o grupo que age sobre ele.
De fato, este tipo de quantizac¸a˜o por integrac¸a˜o pode ser feito para qualquer sistema cujo
espac¸o de fase possa ser descrito por grupo de simetrias. Para nossos fins, o grupo em
questa˜o e´ G = Aff+(R) e, portanto, g = (q, p). Vamos escolher o operador M tal que
M = |ψ〉〈ψ| , ψ ∈ L2(R∗+, dx) ∩ L2(R∗+, dx/x) . (3.13)
A func¸a˜o ψ e´ escolhida de forma arbitra´ria, respeitando-se a condic¸a˜o de quadradointe-
grabilidade exposta em (3.13), e e´ chamada de vetor fiducial.1 A ac¸a˜o da representac¸a˜o
unita´ria irredut´ıvel U sobre o vetor fiducial |ψ〉 gera os chamados estados coerentes afins :
|q, p〉 = U |ψ〉 ⇒ 〈x|q, p〉 = U〈x|ψ〉 = e
ippi
√
q
ψ
(
x
q
)
. (3.14)
A arbitrariedade da escolha dos vetores fiduciais e´ reflexo da liberdade que temos de
escolher o operador limitado M na definic¸a˜o de quantizac¸a˜o apresentada pela equac¸a˜o
(3.11). De fato, essa indeterminac¸a˜o inicial com relac¸a˜o aos estados coerentes na˜o impede
de encontrarmos os operadores quaˆnticos, a menos de uma constante, como veremos. Mas,
1Tambe´m chamada, em ingleˆs, de “wavelet”, que se traduz como “ondinha”. Preferimos utilizar apenas
a nomenclatura “vetor fiducial”, por este´tica no portugueˆs.
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e´ claro, essa liberdade de escolha esta´ vinculada a`s condic¸o˜es dadas pelas equac¸o˜es (3.12)
e (3.13), uma vez que queremos preservar as simetrias do espac¸o. Para um estudo mais
completo sobre estados coerentes, recomendamos [52].
No nosso caso, M(g) = U(g)MU−1(g) = U |ψ〉〈ψ|U−1 = |q, p〉〈q, p| e, enta˜o, a equac¸a˜o
(3.13) se traduz como ∫
Π+
|q, p〉〈q, p| dqdp
2pic−1
= I , (3.15)
onde escolhemos dν(g) = dqdp/2pic−1, que e´ invariante pela ac¸a˜o a` esquerda do grupo
afim (3.4), e c−1 e´ dado pela fo´rmula
cγ :=
∫ ∞
0
∣∣ψ(x)∣∣2 dx
x2+γ
, (3.16)
com γ = −1. Observe que a imposic¸a˜o ψ ∈ L2(R∗+, dx/x) dada na definic¸a˜o (3.13) e´
para garantir a resoluc¸a˜o da identidade, ja´ que precisamos que c−1 < ∞. O mais geral
e´ considerar vetores fiduciais complexos, mas, por simplicidade, vamos utilizar apenas
vetores fiduciais reais. Na˜o ha´ perda de generalidade, uma vez que a escolha de ψ e´
relativamente arbitra´ria. Ao escolhermos uma ψ normalizada, temos que
c−2 =
∫ ∞
0
∣∣ψ(x)∣∣2dx = 1 . (3.17)
Vamos mostrar que o u´nico impacto da escolha dos vetores fiduciais e´ sobre esses coefici-
entes cγ, definidos na equac¸a˜o (3.16).
A quantizac¸a˜o afim de uma func¸a˜o cla´ssica f(q, p) por estados coerentes e´, enta˜o,
definida como
f(q, p) 7→ Af =
∫
Π+
f(q, p) |q, p〉〈q, p| dqdp
2pic−1
. (3.18)
Os respectivos operadores dos principais observa´veis cla´ssicos q e p sa˜o dados por Aq e
Ap e podem ser obtidos atrave´s da equac¸a˜o (3.18). O ca´lculo dos operadores Aqβ , sendo
β uma constante real qualquer, e Ap sa˜o feitos usando uma func¸a˜o teste φ no espac¸o das
posic¸o˜es da seguinte forma:
〈x|Aqβ |φ〉 =
∫ ∞
0
∫ ∞
−∞
dqdp
2pic−1
qβ 〈x|q, p〉〈q, p|
∫ ∞
0
dx′ x′〉〈x′|φ〉
=
∫ ∞
0
∫ ∞
−∞
dqdp
2pic−1
∫ ∞
0
dx′ qβ−1e−ip(x
′−x)ψ
(
x
q
)
ψ
(
x′
q
)
φ(x′)
= −
∫ ∞
0
dq
c−1
qβ−1
∣∣∣ψ(x
q
) ∣∣∣2φ(x)
= −cβ−1
c−1
xβφ(x) ,
onde usamos a mudanc¸a de varia´veis q 7→ u = x/q. Para Ap, vamos usar a propriedade
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da delta de Dirac δ′ ∗ f = δ ∗ f ′:
〈x|Ap|φ〉 =
∫ ∞
0
∫ ∞
−∞
dqdp
2pic−1
p 〈x|q, p〉〈q, p|
∫ ∞
0
dx′ x′〉〈x′|φ〉
=
∫ ∞
0
∫ ∞
−∞
dqdp
2pic−1
∫ ∞
0
dx′
1
q
i
d
dx′
[
e−ip(x
′−x)
]
ψ
(
x
q
)
ψ
(
x′
q
)
φ(x′)
= − i
c−1
(∫ ∞
0
|ψ(u)|2 du
u
)
d
dx
φ(x)− i
c−1
(∫ ∞
0
ψ(u)
d
du
ψ(u) du
)
φ(x)
= −i d
dx
φ(x) .
Da segunda para a terceira linha usamos a mesma substituic¸a˜o feita no caso anterior e da
terceira para quarta usamos que 2
∫
ψ′(u)ψ(u)du = |ψ(u)|2|∞0 = 0, pois as func¸o˜es ψ sa˜o
quadradointegra´veis. Assim, temos que:
Aqβ = −
cβ−1
c−1
Qˆβ ; Ap = Pˆ = −i d
dx
, (3.19)
sendo Pˆ e Qˆ os operadores canoˆnicos usuais, como definidos em (2.4).
Outras func¸o˜es cla´ssicas, como o produto qp e a “energia cine´tica” p2 podem ser quan-
tizadas da mesma forma, resultando em:
Aqp =
c0
c−1
QˆPˆ + Pˆ Qˆ
2
; Ap2 = Pˆ
2 + κψQˆ
−2 , (3.20)
onde κψ e´ uma constante dada por
κψ =
1
c−1
∫ ∞
0
|ψ′(x)|2 x dx . (3.21)
A quantizac¸a˜o por integrac¸a˜o resolve, enta˜o, dois problemas presentes na quantizac¸a˜o
canoˆnica e cuja soluc¸o˜es sa˜o impostas a ma˜o. O primeiro e´ o problema do ordenamento
na quantizac¸a˜o do produto qp, que acontece porque derivada e posic¸a˜o na˜o comutam.
Aqui a simetrizac¸a˜o (QˆPˆ + Pˆ Qˆ)/2 acontece naturalmente. O segundo problema e´ que,
como mostrado no Apeˆndice, a quantizac¸a˜o canoˆnica da energia cine´tica Pˆ 2 na˜o e´ essen-
cialmente autoadjunta no domı´nio L2(R+, dx) e o operador regularizado acima (3.20) e´
essencialmente autoadjunto2 para κψ ≥ 3/4. Essa condic¸a˜o sobre κψ tambe´m ajuda a
restringir a escolha do vetor fiducial ψ (3.13). Ale´m disso, a reflexa˜o na origem do espac¸o
de fases e´ substitu´ıda por um ricochete suave resultante do potencial quaˆntico κψq
−2 que
aparece. Outra vantagem deste me´todo e´ a possibilidade de quantizar func¸o˜es cla´ssicas
com certa descontinuidade ou mesmo distribuic¸o˜es, como no caso da func¸a˜o delta de Di-
rac. A func¸a˜o (distribuic¸a˜o) cla´ssica que representa um ponto (q0, p0) no espac¸o de fase e´
dada por δ(q0,p0)(q, p) := δ(q − q0)δ(p − p0). O mapa (3.11) para a func¸a˜o δ(q0,p0) resulta
em
δ(q0,p0) 7→ Aδ(q0,p0) =
|q0, p0〉〈q0, p0|
2pic−1
. (3.22)
O operador quaˆntico equivalente a` delta de Dirac e´, enta˜o, o Projetor.
2Ver Sec¸a˜o 4.3.1, equac¸a˜o (4.31).
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3.3 Interpretac¸a˜o semicla´ssica
O mapa de quantizac¸a˜o f 7→ Af apresentado na sec¸a˜o anterior e´ completado com um
retrato semicla´ssico, a operac¸a˜o inversa, representada pela func¸a˜o fˇ(q, p), que pode ser
interpretado como a correc¸a˜o semicla´ssica da func¸a˜o cla´ssica original f(q, p). Esta nova
func¸a˜o e´ definida como o valor esperado do operador Af com relac¸a˜o aos estados coerentes
fˇ(q, p) = 〈q, p|Af |q, p〉 . (3.23)
De fato, dado um estado |φ〉, a sua distribuic¸a˜o de probabilidade no espac¸o de fase,
resultante da resoluc¸a˜o da identidade (3.15), e´ dada por
ρφ(q, p) =
∣∣〈q, p|φ〉∣∣2
2pi c−1
. (3.24)
Dadas autofunc¸o˜es de energia de um operador Hamiltoniano Hˆ, |φ(t)〉 = e−iHˆt|φ(t0)〉, por
exemplo, quantizado com o me´todo afim AH = Hˆ de uma Hamiltoniana cla´ssica H(q, p),
podemos computar a evoluc¸a˜o temporal da distribuic¸a˜o de probabilidade do estado no
espac¸o de fase:
ρφ(q, p, t) =
1
2pi c−1
∣∣〈q, p|e−iHˆt|φ〉∣∣2 . (3.25)
O retrato semicla´ssico gera equac¸o˜es com trajeto´rias bem definidas e, como veremos no
exemplo da Sec¸a˜o 3.4, o pico da distribuic¸a˜o de probabilidade temporal contorna essa
trajeto´ria, como esperado.
Voltando para o mapa semicla´ssico, das equac¸o˜es (3.18) e (3.23), temos
fˇ(q, p) =
∫
Π+
f(q′, p′) 〈q, p|q′, p′〉〈q′, p′|q, p〉 dq
′dp′
2pic−1
, (3.26)
de onde obtemos:
fˇ(q, p) =
1
2pic−1
∫∫
Π+
dq′ dp′
qq′
∫∫ ∞
0
dx dx′f(q′, p′)
[
eip(x
′−x) e−ip
′(x′−x)×
×ψ
(
x
q
)
ψ
(
x
q′
)
ψ
(
x′
q
)
ψ
(
x′
q′
)]
. (3.27)
Esta func¸a˜o, como dito, representa o valor me´dio de f(q, p) com respeito a` distribuic¸a˜o
de probabilidade dos estados coerentes. Talvez esse fato seja melhor exemplificado na
ana´lise da func¸a˜o semicla´ssica do operador Aδ(q0,p0) , ou seja, a correc¸a˜o semicla´ssica da
func¸a˜o delta de Dirac. Da equac¸a˜o (3.22), temos que
δˇ(q0,p0)(q, p) =
|〈q, p|q0, p0〉|2
2pic−1
=
1
2pic−1qq0
∣∣∣ ∫ ∞
0
dx e−ix(p−p0)ψ
(
x
q
)
ψ
(
x
q0
) ∣∣∣2 . (3.28)
A nova func¸a˜o (3.28) no espac¸o de fase, centrado no ponto (q0, p0), regulariza a distribuic¸a˜o
de probabilidade original da delta de Dirac. Esta correc¸a˜o ilustra o princ´ıpio da incerteza
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de Heisenberg: na˜o podemos medir com precisa˜o um ponto do espac¸o de fase, isto e´,
posic¸a˜o e momento ao mesmo tempo. A Figura (3.1) mostra a func¸a˜o δˇ(0,0), dada pela
equac¸a˜o (3.28), com a escolha do vetor fiducial
ψν(x) =
(ν
pi
) 1
4 1√
x
exp
[
−ν
2
(
lnx− 3
4ν
)2]
, (3.29)
onde ν e´ um nu´mero real positivo.
Figura 3.1: Representac¸a˜o em 3D, para diferentes valores de ν, para a δ de Dirac regu-
larizada na origem, com a escolha do vetor fiducial (3.29), que decresce rapidamente. A
figura na esquerda e´ para of ν = 2 e a da direita e´ para ν = 4.
As correc¸o˜es semicla´ssicas das func¸o˜es posic¸a˜o, momento, energia cine´tica e do produto
qp, podem ser facilmente calculadas. Encontramos que
qˇβ =
cβ−1c−β−2
c−1
qβ ; pˇ = p ; pˇ2 = p2 +
λψ
q2
e qˇp =
c0c−3
c−1
qp , (3.30)
lembrando que cγ e´ dado por (3.16) e λψ e´ uma constante que tambe´m depende da escolha
do vetor fiducial
λψ =
∫ ∞
0
[ψ′(x)]2 (1 + c−1x) dx . (3.31)
Com isto, apresentamos algumas das noc¸o˜es ba´sicas por tra´s do me´todo da quantizac¸a˜o
afim, incluindo a correc¸a˜o semicla´ssica natural ao me´todo. As trajeto´rias semicla´ssicas da
energia, por exemplo, no espac¸o de fase “coincidem” com a distribuic¸a˜o de probabilidade
prevista pela quantizac¸a˜o, no sentido que elas se sobrepo˜em. Vamos ver um exemplo desta
quantizac¸a˜o aplicada a um sistema cosmolo´gico [5].
3.4 Cosmologia Quaˆntica num universo com poeira
Vamos aplicar num modelo de dinaˆmica de poeira em Cosmologia Newtoniana apresen-
tado no Cap´ıtulo 1 de [53]. Vamos considerar uma esfera de raio q(t) em um universo
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homogeˆneo e isotro´pico preenchido com poeira, isto e´, mate´ria com pressa˜o negligencia´vel
em comparac¸a˜o a sua densidade de energia. A gravitac¸a˜o Newtoniana e´ aplica´vel em casos
de gravidade baixa e raio pequeno. Tambe´m, pelo Teorema de Gauss, pode-se ignorar o
efeito gravitacional numa part´ıcula dentro da esfera, por causa da mate´ria presente do
lado de fora, algo que tambe´m pode ser justifica´vel dentro da alc¸ada da Relatividade Geral
(Teorema de Jebsen-Birkoff [54]). Assim, a equac¸a˜o de Newton aplicada a uma massa de
prova m localizada na superf´ıcie da esfera e´ dada por
mq¨ = −GmM
q2
, (3.32)
onde M e´ a massa da esfera, que e´ independente do tempo. Logo, a Hamiltoniana corres-
pondente e´ dada por,
H =
p2
2
− k
q
; k = GM . (3.33)
A quantizac¸a˜o afim deste modelo cla´ssico, considerando vetores fiduciais normalizados,
isto e´ c−2 = 1 e usando as fo´rmulas (3.19) e (3.20), resulta no operador Hamiltoniano:
AH =
P 2
2
+
κψ
2
1
Q2
− k
c−1
1
Q
, (3.34)
sendo κψ definido em (3.21). E, aplicando as fo´rmulas (3.30), obtemos a equac¸a˜o semi-
cla´ssica para energia constante E:
E =
p2
2
+
λψ
2q2
− k
q
, (3.35)
onde λψ esta´ definido em (3.31). Essa e´ a correc¸a˜o semicla´ssica de (3.33). Note que, neste
caso, na˜o ha´ “renormalizac¸a˜o” do acoplamento gravitacional k, isto e´, a quantizac¸a˜o na˜o
depende do vetor fiducial, a menos das constantes envolvidas.
O espectro do operador AH e´ ana´logo ao espectro do a´tomo de hidrogeˆnio obtido da
soluc¸a˜o da equac¸a˜o radial de Schro¨dinger com momento angular na˜o-nulo. Enta˜o, te-
mos que distinguir entre um espectro pontual, correspondente a estados ligados, ou um
espectro cont´ınuo, correspondente a estados espalhados. Neste exemplo, estados ligados
representam uma esfera pulsante, enquanto estados espalhados correspondem a um rico-
chete sem recolapso. Os autovalores En das autofunc¸o˜es φn do operador (3.34) no caso
de estados ligados e´ dada por
1
2
(
−∂2x +
κψ
x2
− 2
c−1
GM
x
)
φn = Enφn . (3.36)
Redefinindo os paraˆmetros
τ 2n = −2En ; α =
1
2
+
1
2
√
1 + 4κψ , (3.37)
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as soluc¸o˜es quadradointegra´veis desta equac¸a˜o sa˜o dadas por polinoˆmios de Laguerre
associados,
φn(x) = N(n, α) e
−τnx (κnx)
α L(2α−1)n (2τnx) , (3.38)
com n ∈ N e escolhendo N(n, α) dada pela expressa˜o:
N(n, α) = 2α
√
τn
(n+ α)n! Γ(2α + n)
, (3.39)
de forma que os autoestados (3.38) sejam normalizados. Assim, os autovalores da equac¸a˜o
(3.38) sa˜o dados por
τn =
GM
c−1 (n+ α)
⇒ En = − G
2M2
2(c−1)2(n+ α)2
. (3.40)
Podemos, enta˜o, encontrar a func¸a˜o de distribuic¸a˜o de evoluc¸a˜o temporal (3.25) esco-
lhendo os vetores fiduciais normalizados |ψ〉, tais que
ψ(x) =
9√
6
x
3
2 e−
3x
2 , (3.41)
de forma que as constantes κψ e c−1 sejam, respectivamente, 3/4 e 1, ale´m de mantermos
c−2 = 1. Isso nos garante que nosso operador Hamiltoniano (3.34) seja autoadjunto.
Tambe´m, pela equac¸a˜o (3.37), κψ = 3/4 nos da´ α = 3/2. Com esta escolha, o coeficiente
λψ, equac¸a˜o (3.31), e´ dado por
λψ =
272
24
∫ ∞
0
(
x− 2x2 + x3) e−3x (1 + x) dx = 15
8
(3.42)
e enta˜o a expressa˜o semicla´ssica de energia (3.35) se torna
E =
p2
2
+
15
16
1
q2
− GM
q
. (3.43)
Essa equac¸a˜o gera uma trajeto´ria bem definida para uma energia E espec´ıfica no espac¸o
de fase, dados valores para G e M .
Numa outra ana´lise, vamos calcular a distribuic¸a˜o de probabilidade de um estado |φ〉.
Vamos escolher como estado inicial o estado coerente |φ〉 = |q0, p0〉. A distribuic¸a˜o de
probabilidade independente do tempo no espac¸o de fase e´, enta˜o,
ρφ(q, p, t) = ρq0,p0(q, p, t) =
1
2pi
∣∣〈q, p| e−iAH t |q0, p0〉∣∣2 . (3.44)
De forma a conseguir uma ideia qualitativa desta distribuic¸a˜o, projetamos o estado inicial
no subespac¸o de dimensa˜o finita Hm, gerado pelo conjunto ortonormal dos estados ligados
{|φn〉}0≤n≤m, de forma que |q0, p0〉 possa ser escrito como uma combinac¸a˜o dos autoestados
de energia |φn〉, que formam uma base neste espac¸o:
|q0, p0〉 7→ |q0, p0〉m :=
m∑
n=0
Cn(q0, p0) |φn〉 , (3.45)
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Truncamos a dimensa˜o m de Hm para obter uma expressa˜o anal´ıtica bem definida para
ρφ. Os coeficientes sa˜o definidos como Cn(q0, p0) := 〈φn|q0, p0〉 e enta˜o, para um α geral,
temos
Cn(q0, p0) =
∫ ∞
0
〈φn|x〉〈x|q0, p0〉 dx =
∫ ∞
0
φ∗
eip0x√
q0
ψ
(
x
q0
)
, (3.46)
onde φn e ψ sa˜o dados por (3.38) e (3.41). Assim, encontramos
Cn(q0, p0) =
9
25/2
√
6
Γ(α + 5/2)
Γ(2α)
√
Γ(2α + n)
(n+ α) (n!)3
(κnq0)
α+1/2
×
(
4
2κnq0 + 3− 2iq0p0
)α+ 5
2
2F1
(
−n , α + 5
2
; 2α ;
4κnq0
2κnq0 + 3− 2iq0p0
)
, (3.47)
sendo 2F1(−n, b; c; z) um polinomial hipergeome´trico de Gauss de grau n. Com o valor
α = 3/2 e para os pontos (q0, p0) = (1, 0), esta expressa˜o se reduz para
Cn =
√
27
32κn2
√
8n!
Γ(5 + n)
Γ(5 + n)
n!
(
4κn
3 + 2κn
)4
F
(
−n , 4 ; 5 ; 4κn
3 + 2κn
)
. (3.48)
Enta˜o, a evoluc¸a˜o temporal (3.25) para α = 3/2 escolhendo como estado inicial um estado
inicial espec´ıfico (q0, p0) e´ dada por
ρφ(q, p, t) =
1
2pi
∣∣∣ m∑
n=0
C∗n(q, p)Cn(q0, p0)e
−iEnt
∣∣∣2 , (3.49)
com Cn dado por (3.47).
A expressa˜o acima (3.49) e´ va´lida como boa aproximac¸a˜o somente se os estados iniciais
|q0, p0〉 puderem ser representados como uma combinac¸a˜o linear de estados ligados. De
fato, esta condic¸a˜o depende da escolha de (q0, p0). Um ca´lculo nume´rico feito na conver-
geˆncia da norma resulta em limm→∞ 2pi ρφ(q0, p0, t = 0) ' 1. Apresentamos na Figura 3.2
um exemplo do comportamento dinaˆmico com estado inicial dado por q0 = 4 e p0 = 0.
Observe na Figura 3.2 que a distribuic¸a˜o de probabilidade tem a evoluc¸a˜o do seu pico
de densidade contornando a trajeto´ria semicla´ssica, como esperado. Nos ca´lculos acima,
usamos as fo´rmulas [55]∫ ∞
0
du e−u uγ
(
L(γ−1)n (u)
)2
= (2n+ γ)n! Γ(γ + n) , (3.50)
e tambe´m∫ ∞
0
du e−su uγ L(δ)n (u) =
Γ(γ + 1)
n!
Γ(δ + n+ 1)
Γ(δ + 1)
s−γ−1 2F1
(
−n, γ + 1; δ + 1; 1
s
)
, (3.51)
que sa˜o va´lidas para Re (s) > 0 ,Re (γ) > −1.
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Figura 3.2: A representac¸a˜o do espac¸o de fase do comportamento dinaˆmico quaˆntico de
um estado coerente inicial |q0 = 4, p0 = 0〉. Escolhemos G = 1 e M = 2. Em cada
figura, a curva com linha definida representa a trajeto´ria semicla´ssica dada pela equac¸a˜o
(3.43) para estes valores particulares, enquanto o gra´fico de cores representa o aumento,
do azul para o vermelho, da densidade ρ(q, p). As diferentes figuras mostram a evoluc¸a˜o
da densidade ρ(q, p). O crescimento do tempo esta´ representado nas figuras de cima para
baixo, esquerda para direita.
Cap´ıtulo 4
Teoria de Brans-Dicke
Uma das mais antigas propostas de modificac¸a˜o da Relatividade Geral e´ a teoria escalar-
tensorial, que supo˜e um acoplamento na˜o-mı´nimo de um campo escalar com o escalar
de curvatura, com a intenc¸a˜o inicial de inserir a variac¸a˜o temporal no acoplamento gra-
vitacional, mas que foi utilizada tambe´m para explicar alguns problemas em aberto da
cosmologia, como os mecanismos de inflac¸a˜o e a atual expansa˜o acelerada do universo.
Neste tipo de modificac¸a˜o da RG, a gravitac¸a˜o na˜o e´ dada apenas pela parte geome´trica
do espac¸o-tempo, sendo tambe´m influenciada por campos escalares-tensoriais externos.
No in´ıcio da de´cada de 60 [56], Carl H. Brans (1935 - ) e Robert H. Dicke (1916 - 1997)
propuseram uma teoria consistente da gravitac¸a˜o supondo um acoplamento na˜o-mı´nimo
dependente do tempo na parte geome´trica. Este e´ feito atrave´s de um campo escalar de
longo alcance, que se acopla ao escalar de curvatura. A Teoria de Brans-Dicke, como
ficou conhecida, tambe´m apresenta uma nova constante de acoplamento adimensional ω,
a constante de Brans-Dicke, introduzida de tal forma que, para um acoplamento gravita-
cional constante, a RG e´ recuperada no limite ω →∞ [57], com excec¸a˜o aos casos em que
o tensor energia-momento tem trac¸o nulo [58, 59]. Enta˜o, a Lagrangiana gravitacional
que define a Teoria de Brans-Dicke e´ dada por
LG =
√−g
[
ϕR− ω ϕ;ρ ϕ
;ρ
ϕ
]
, (4.1)
sendo ϕ = ϕ(t) um campo escalar definido no espac¸o-tempo.
Hoje em dia a Teoria de Brans-Dicke e´ bem vinculada. Estima-se que, na auseˆncia
de um termo potencial, o valor da constante ω e´ superior a 40.000 [60, 61]. Ou seja,
na pra´tica, a Teoria de Brans-Dicke e´ indistingu´ıvel da Relatividade Geral, ao menos
classicamente. No entanto, o campo escalar de Brans-Dicke e´ predito na teoria cosmolo´gica
de Supercordas e corresponde a` part´ıcula dilaton, que se acopla diretamente a` mate´ria [62].
O dilaton e´ o equivalente ao graviton para uma teoria com um acoplamento gravitacional
dinaˆmico, como esta. Outra motivac¸a˜o para o estudo da teoria vem com o interesse
pelas teorias f(R) que, na presenc¸a de um potencial escalar de origem gravitacional,
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corresponde a` Teoria de Bans-Dicke generalizada para ω = 0, no formalismo me´trico
[63]. No formalismo de Palatini [64], a teoria e´ equivalente a` BD para ω = 3/2. Ale´m
disso, a quantizac¸a˜o desta teoria pode revelar novas dinaˆmicas no universo primordial.
Partindo deste princ´ıpio, vamos quantiza´-la utilizando o conteu´do material como provedor
do paraˆmetro temporal do sistema, como sugerido na Sec¸a˜o 2.4.
Para nosso propo´sito, vamos considerar a Lagrangiana (4.1) mais uma componente de
mate´ria gene´rica (a princ´ıpio) descrita pela Lagrangiana de mate´ria LM . Uma abordagem
mais simples do modelo cosmolo´gico quantizado e´ feita considerando-se a Teoria de Brans-
Dicke no mini-superespac¸o. Para tal, vamos considerar a me´trica homogeˆnea e isotro´pica
FLRW (1.35). Relembrando,
ds2 = N2(t) dt2 − a2(t) (dx2 + dy2 + dz2) . (4.2)
Assim, a Lagrangiana pode ser escrita, depois do descarte dos termos de superf´ıcie, como
LG = 1
N
{
6
[
ϕaa˙2 + a2a˙ϕ˙
]− ω a3 ϕ˙2
ϕ
}
. (4.3)
Neste caso, as varia´veis dinaˆmicas sa˜o o fator de escala a e o campo escalar ϕ. Os
momentos conjugados de a e ϕ sa˜o dados por
pia =
∂L
∂a˙
=
1
N
[
6
(
2ϕaa˙+ a2ϕ˙
)]
; piϕ =
∂L
∂ϕ˙
=
1
N
(
6a2a˙− 2ωa3 ϕ˙
ϕ
)
, (4.4)
de onde obtemos as relac¸o˜es
a˙ =
N
12ϕa
(
2ωpia − piϕϕ
3 + 2ω
)
; ϕ˙ =
N
2a3
(
piaa− piϕϕ
3 + 2ω
)
. (4.5)
Assim, a Hamiltoniana gravitacional e´ dada por HG = piaa˙ + piϕϕ˙ − LG e, introduzindo
a componente de mate´ria atrave´s do formalismo de Schutz (Sec¸a˜o 2.4), reescrevemos a
equac¸a˜o (4.3) em termos dos momentos conjugados (4.4), para obtermos a Hamiltoniana
total
HT = N
{
1
(3 + 2ω)
[
ω
12ϕa
pi2a +
1
2a2
piapiϕ − ϕ
2a3
pi2ϕ
]
− 1
a3α
piT
}
. (4.6)
Nesta equac¸a˜o, pia e piϕ sa˜o os momentos conjugados do fator de escala a e do campo escalar
ϕ, respectivamente. O momento piT esta´ relacionado com a componente de mate´ria, de
acordo com (2.29). Esta e´ a Hamiltoniana cla´ssica da Teoria de Brans-Dicke.
Neste cap´ıtulo vamos tratar da quantizac¸a˜o canoˆnica desta teoria, estudando os aspec-
tos matema´ticos do operador de energia de forma a obtermos um modelo quaˆntico consis-
tente, segundo a Interpretac¸a˜o de Copenhagen. Vale lembrar que e´ poss´ıvel trabalhar com
a Cosmologia Quaˆntica desta teoria em outras interpretac¸o˜es, como, por exemplo, Bohm-
De Broglie [65]. Na primeira sec¸a˜o, encontramos o operador Hamiltoniano do sistema
quaˆntico proveniente da Teoria Cla´ssica de Brans-Dicke no mini-superespac¸o, seguindo
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para a ana´lise do cara´ter autoadjunto na segunda sec¸a˜o. A terceira sec¸a˜o e´ destinada ao
estudo do caso particular das escolhas da mate´ria radiativa, α = 1/3, e da mate´ria r´ıgida,
α = 1, para o fluido perfeito. Por fim, mostramos o cena´rio cosmolo´gico proveniente desta
quantizac¸a˜o e estudamos a equivaleˆncia entre os referenciais de Einstein e de Jordan [2, 4].
4.1 A quantizac¸a˜o da teoria
Adotando a estrate´gia trac¸ada no Cap´ıtulo 2, vamos quantizar o v´ınculo (1.58) usando
a Hamiltoniana total da Teoria de Brans-Dicke (4.6). A equac¸a˜o de Wheeler-DeWitt
quantizada resulta numa equac¸a˜o tipo-Schro¨dinger, de onde obtemos o operador Hamil-
toniano Hˆ que descreve o sistema quaˆntico e que evolui de acordo com a coordenada T . A
quantizac¸a˜o canoˆnica pik 7−→ −i∂k, incluindo os fatores de ordenamento p¯ e q¯, nos fornece
ω
12ϕ
(
1
a
∂2aΨ +
p¯
a2
∂aΨ
)
+
1
2a2
∂a∂ϕΨ− 1
2a3
(
ϕ∂2ϕΨ + q¯∂ϕΨ
)
=
i(3 + 2ω)
a3α
∂TΨ . (4.7)
Os fatores de ordenamento sa˜o necessa´rios por causa da na˜o-comutatividade dos opera-
dores posic¸a˜o e momento. Por exemplo, classicamente temos
a pi2a = pia a pia = pi
2
a a = a
l pia a
m pia a
n , (4.8)
sendo l,m, n nu´meros reais gene´ricos tais que l + m + n = 1. Ao quantizarmos a u´ltima
expressa˜o da igualdade, encontramos o operador(
al ∂a a
m ∂a a
n
)
φ =
[
a ∂2a + (m+ n+ 1) ∂a + n(m+ n− 1) a−1
]
φ , (4.9)
onde φ e´ uma func¸a˜o teste qualquer. Como l,m e n sa˜o gene´ricos, podemos escolheˆ-los de
forma a zerar o u´ltimo termo, isto e´, n(m + n− 1) = 0. As constantes definidas a partir
destas gene´ricas sa˜o chamadas de fatores de ordenamento.
Observe que a equac¸a˜o diferencial (4.7) e´ na˜o separa´vel. Para evitarmos a derivada
cruzada ∂a∂ϕ, vamos fazer a seguinte mudanc¸a de coordenadas:
a→ ϕ− 12 b ; ϕ→ ϕ . (4.10)
Na verdade, esta na˜o e´ uma mudanc¸a de coordenadas qualquer: neste caso ela e´ equivalente
a uma transformac¸a˜o conforme no espac¸o-tempo, definida por g˜µν = φ gµν , sendo gµν a
me´trica (4.2) original. Com isto, estamos mudando do referencial de Jordan, em que o
campo escalar esta´ acoplado ao escalar de Ricci, para o de Einstein, cujo campo escalar
se acopla ao termo de mate´ria [66, 67]. Com estas novas coordenadas temos, pela regra
da cadeia,
∂
∂a
=
∂b(a, ϕ)
∂a
∂
∂b
+
∂ϕ′(a, ϕ)
∂a
∂
∂ϕ′
= ϕ′
1
2
∂
∂b
; (4.11)
∂
∂ϕ
=
∂b(a, ϕ)
∂ϕ
∂
∂b
+
∂ϕ′(a, ϕ)
∂ϕ
∂
∂ϕ′
=
b
2ϕ′
∂
∂b
+
∂
∂ϕ′
. (4.12)
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Inserimos a linha na varia´vel ϕ para na˜o haver confusa˜o nas equac¸o˜es (4.11) e (4.12)
acima, pore´m vamos voltar a ignorar a diferenc¸a entre ϕ e ϕ′. Redefinindo T → T/24,
um ca´lculo direto mostra que a equac¸a˜o (4.7) se torna
−
{
ϕ
1
2
b
[
∂2b +
p
b
∂b
]
− 12
(3 + 2ω)
ϕ
3
2
b3
[
ϕ∂2ϕ + q∂ϕ
]}
Ψ =
ϕ
3α
2
b3α
i∂TΨ , (4.13)
com os novos fatores de ordenamento p e q dados da seguinte forma:
p =
2ωp¯+ 9− 6q¯
3 + 2ω
; q = q¯ . (4.14)
E´ a partir desta equac¸a˜o (4.13) que vamos definir o operador Hamiltoniano do sistema, a
partir da identificac¸a˜o com a equac¸a˜o de Schro¨dinger Hˆ Ψ = i ∂TΨ. Neste caso, o operador
Hamiltoniano da Teoria de Brans-Dicke quantizada, utilizando-se um fluido perfeito para
obtenc¸a˜o de um paraˆmetro temporal, e´ dado por:
Hˆ = − b
3α
ϕ
3α
2
{
ϕ
1
2
b
[
∂2b +
p
b
∂b
]
− 12
(3 + 2ω)
ϕ
3
2
b3
[
ϕ∂2ϕ + q∂ϕ
]}
. (4.15)
Uma vez definido o operador Hamiltoniano da teoria (4.15), ainda precisamos verificar
as propriedades matema´ticas deste, para obtermos uma teoria consistente, como explicado
no Cap´ıtulo 2. O Hamiltoniano e´ sime´trico, isto e´,
〈φ, Hˆψ〉 = 〈Hˆφ, ψ〉 , (4.16)
no domı´nio de func¸o˜es suaves de suporte compacto D(Hˆ) = C∞0 (R2+), se definirmos o
produto escalar com uma medida na˜o usual,
〈φ, ψ〉 =
∫ ∞
0
∫ ∞
0
(φ∗ ψ) bp−3α+1 ϕq+
(3α−5)
2 db dϕ . (4.17)
Note que a medida que define o produto escalar depende da escolha dos fatores de orde-
namento p e q e do tipo de mate´ria adotada, representado pela constante α. Como vimos
na Sec¸a˜o 2.3, e´ preciso um pouco mais de cuidado para determinar se o operador e´ ou na˜o
autoadjunto, que deixaremos para a pro´xima sec¸a˜o.
4.2 Cara´ter autoadjunto do operador Hamiltoniano
Para verificarmos o cara´ter autoadjunto do operador de energia (4.15), vamos utilizar a
estrate´gia apresentada na Sec¸a˜o 2.3. Precisamos verificar se o operador (4.15) e´ autoad-
junto, ou, considerando que ele e´ sime´trico, se podemos mudar seu domı´nio de forma a
obtermos uma extensa˜o autoadjunta. Uma observac¸a˜o importante sobre o domı´nio dos
operadores em MQ e´ que, como vimos no Cap´ıtulo 2, eles devem ser de suporte compacto,
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isto e´, as func¸o˜es devem ir a zero nas extremidades, uma propriedade proveniente da in-
terpretac¸a˜o probabil´ıstica da func¸a˜o de onda, uma vez que a integral desta em todo o
domı´nio deve ser finita. Como Hˆ e´ sime´trico, se considerarmos o produto interno (4.17),
devemos ter que o domı´nio do Hamiltoniano (4.15) e´ dado por D(Hˆ) = C∞0 (R2+, dµ), onde
dµ e´ a medida na˜o usual
dµ(b, ϕ) = bp−3α+1ϕq+
(3α−5)
2 dbdϕ . (4.18)
Relembrando o Teorema de von Neumann na Sec¸a˜o 2.3, a aplicac¸a˜o C : φ 7→ φ∗, que e´
simplesmente tomar o complexo conjugado no espac¸o L2(R2+, dµ) das func¸o˜es quadradoin-
tegra´veis1 com medida dµ, e´ tal que
C2 = Id ; CHˆφ = HˆCφ , φ ∈ D(Hˆ) , (4.19)
pois o Hamiltoniano e´ um operador diferencial com coeficientes reais. Assim, a condic¸a˜o
(2.17) do Teorema de Von Neumann e´ satisfeita e, portanto, o Hamiltoniano (4.15) ou
e´ autoadjunto, ou possui extenso˜es autoadjuntas, se suas autofunc¸o˜es pertencerem ao
domı´nio do operador. Isso quer dizer que sempre vai existir um conjunto de func¸o˜es
com condic¸o˜es de fronteira adequadas no qual o operador (4.15) sera´ autoadjunto, isto
e´, os resultados de suas medidas sera˜o sempre reais, o que nos garante um sistema f´ısico
consistente.
Ainda resta a du´vida sobre para quais casos o Hamiltoniano ja´ e´ autoadjunto e em
que casos admite extensa˜o. Para respondeˆ-la, vamos usar o me´todo de von Neumann,
descrito na Sec¸a˜o 2.3, e determinar os ı´ndices de deficieˆncia n± de Hˆ. O me´todo se baseia
em encontrar o nu´mero de soluc¸o˜es independentes da equac¸a˜o de autovalor
Hˆ∗Ψ = ±iΨ , (4.20)
dentro do domı´nio do operador adjunto Hˆ∗, D(Hˆ∗) = {ψ ∈ L2/Hˆψ ∈ L2}, sendo L2 =
L2(R2+, dµ). Por ter apenas coeficientes reais, o adjunto Hˆ∗ do Hamiltoniano tem a mesma
forma de (4.15), portanto a equac¸a˜o de autovalor (4.20) se torna
− b
3α
ϕ
3α
2
{
ϕ
1
2
b
[
∂2b +
p
b
∂b
]
−$ ϕ
3
2
b3
[
ϕ∂2ϕ + q∂ϕ
]}
Ψ = ηΨ , (4.21)
com η = ±i e $ = 12(3 + 2ω)−1. Ou, equivalentemente,
ϕ
1
2
b
[
∂2b +
p
b
∂b
]
−$ ϕ
3
2
b3
[
ϕ∂2ϕ + q∂ϕ
]
Ψ = −ϕ
3α
2
b3α
ηΨ . (4.22)
Se usarmos Ψ(b, ϕ) = X(b)Y (ϕ), obtemos a seguinte equac¸a˜o diferencial parcial:
b2
[
X¨
X
+
p
b
X˙
X
]
−$ϕ
[
ϕ
Y
′′
Y
+ q
Y
′
Y
]
= −η ϕ
3α−1
2
b3(α−1)
, (4.23)
1O espac¸o das func¸o˜es L2(R2+, dµ) e´ o fechamento do espac¸o das func¸o˜es de suporte compacto
C∞0 (R2+, dµ) [33].
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onde o ponto denota a derivac¸a˜o em relac¸a˜o a` varia´vel b e a linha em relac¸a˜o a` ϕ. Essa
equac¸a˜o e´ separa´vel apenas para os casos particulares α = 1/3 e α = 1, isto e´, apenas
para mate´ria radiativa e mate´ria r´ıgida.
Uma vez que a equac¸a˜o diferencial (4.23) e´ separa´vel, o conjunto L2 das func¸o˜es qua-
dradointegra´veis com a medida (4.18) e´ um produto direto dado por
L2(R2+, dµ(b, ϕ)) = L2(R+, bp−3α+1 db)⊗ L2(R+, ϕq+
(3α−5)
2 dϕ) . (4.24)
Esta e´ uma informac¸a˜o importante, pois assim podemos separar o domı´nio do operador
Hamiltoniano em um produto direto D(Hˆ) = D(Hˆb) ⊗ D(Hˆϕ), onde Hˆb e Hˆϕ sa˜o os
operadores com respeito a`s varia´veis b e ϕ, respectivamente, que compo˜em o operador
Hamiltoniano e, como isso, podemos garantir que o Hamiltoniano Hˆ = Hˆb ⊗ Hˆϕ sera´
autoadjunto se ambos Hˆb e Hˆϕ forem, de acordo com o Teorema [33]
Sejam Tk operadores autoadjuntos em Hk. Seja P (x1, ..., xn) um polinoˆmio de coe-
ficientes reais e grau nk na k-e´sima varia´vel e suponha que D
e
k seja o domı´nio em que
o operador T nkk seja essencialmente autoadjunto. Enta˜o P (T1, ..., Tn) e´ essencialmente
autoadjunto em De =
⊗n
k=1 D
e
k.
Isso nos permite, por exemplo, verificar individualmente o cara´ter autoadjunto de Hˆb
e Hˆϕ, uma vez que o operador Hˆ sera´ autoadjunto se ambos os forem. Enta˜o, vamos
analisar apenas os casos α = 1/3 e α = 1 para os quais a equac¸a˜o (4.23) e´ separa´vel,
transformando o problema de resolver uma equac¸a˜o diferencial parcial (EDP) para o de
solucionar um sistema de equac¸o˜es diferenciais ordina´rias (EDO).
4.3 Ana´lise do cara´ter autoadjunto de Hˆ
Nesta sec¸a˜o, faremos um estudo do cara´ter autoadjunto do operador de energia para estes
dois casos de fluido radiativo e composto de mate´ria r´ıgida [2], mas vamos analisar os
cena´rios cosmolo´gicos apenas para o caso α = 1/3 [4].
4.3.1 Caso da mate´ria radiativa
Segundo o modelo padra˜o da Cosmologia [12, 13], nos esta´gios iniciais o universo foi
dominado por mate´ria radiativa, que corresponde a α = 1/3 na equac¸a˜o de estado do
fluido p = αρ, onde p e´ a pressa˜o do fluido e ρ e´ a densidade de massa. Classicamente, o
fluido e´ invariante conforme a n´ıveis cla´ssicos. Espera-se que esta propriedade se conserve
a n´ıvel quaˆntico; vamos verificar isso explicitamente. Para este caso, o operador Hˆ (4.15)
e´ dado por
Hˆ = −∂2b −
p
b
∂b +
$
b2
[
ϕ2∂2ϕ + q ϕ∂ϕ
]
. (4.25)
4.3. ANA´LISE DO CARA´TER AUTOADJUNTO DE Hˆ 57
Aplicando este operador na equac¸a˜o de autovalor (4.20) e usando separac¸a˜o de varia´veis
Ψ(b, ϕ) = X(b)Y (ϕ), obtemos da equac¸a˜o (4.23) o seguinte sistema de equac¸o˜es diferen-
ciais ordina´rias:
HˆbX(b) =
(
−∂2b −
p
b
∂b + 
k2
b2
)
X(b) = η X(b) ; (4.26)
Hˆϕ Y (ϕ) = $
(
ϕ2∂2ϕ + q ϕ∂ϕ
)
Y (ϕ) =  k2 Y (ϕ) , (4.27)
sendo k2 ∈ R a constante de separac¸a˜o e  = ±1. Essa imposic¸a˜o sobre a constante de
separac¸a˜o esta´ ligada, como veremos mais a frente, a` convergeˆncia do pacote de ondas.
Note que a equac¸a˜o (4.27) permanece a mesma se considerarmos o ca´lculo dos estados
estaciona´rios de energia. Portanto, mesmo antes da ana´lise do cara´ter autoadjunto da
Hamiltoniana, devemos ter a func¸a˜o Y (ϕ) de quadradointegra´vel para termos um pro-
blema fisicamente admiss´ıvel. Veremos que uma condic¸a˜o necessa´ria para que Y (ϕ) seja
quadradointegra´vel e´ que q = 1. Por enquanto vamos analisar os operadores Hˆb e Hˆϕ
separadamente.
Considere o operador Hˆb no domı´nio D(Hˆb) = C
∞
0 (R+, bp db). O operador unita´rio
U : L2(R+, bpdb)→ L2(R+, db), tal que U : φ(b) 7→ bp/2φ(b), preserva o domı´nio D(Hˆb) e,
consequentemente, as propriedades do operador Hˆb, pelo Lema de Schur, como visto na
Sec¸a˜o 3.1. Temos que
UHˆb U
−1 = b
p
2
(
−∂2b −
p
b
∂b + 
k2
b2
)
b−
p
2 = −∂2b +
1
b2
[p
2
(p
2
− 1
)
+ k2
]
. (4.28)
Fazendo Hˆ ′b = UHˆb U
−1, a equac¸a˜o (4.26) se resume a
Hˆ
′
bX
′
= ηX
′
, (4.29)
com X
′
= UX. O operador Hˆ ′b da equac¸a˜o (4.28) e´ um tipo de Laplaciano bem conhecido
na literatura [34, 68]. Podemos garantir uma condic¸a˜o para que este operador seja au-
toadjunto e, portanto, garantir condic¸o˜es para as quais a equac¸a˜o (4.26) possui soluc¸a˜o,
usando o Teorema a seguir:
Seja V (r) um potencial cont´ınuo e sime´trico em R∗+ e seja ∆ o operador tipo-Laplaciano
∆ =
∂2
∂r2
− λ
r2
. (4.30)
Enta˜o ∆ + V (r) sera´ essencialmente autoadjunto em C∞0 somente se V (r) satisfizer
V (r) +
λ
r2
≥ 3
4
1
r2
, (4.31)
onde λ e´ uma constante real.
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Assim, o operador (4.28) e´ essencialmente autoadjunto se
p
2
(p
2
− 1
)
+  k2 ≥ 3
4
⇒  k2 ≥ 3
4
− p
2
(p
2
− 1
)
⇒
2|k| ≥
√−p2 + 2p+ 3 ; se  = 1
2|k| ≤√p2 − 2p− 3 ; se  = −1 . (4.32)
Para ambos os intervalos serem satisfeitos, os polinoˆmios no interior das ra´ızes devem ser
positivos, logo devemos ter −1 ≤ p ≤ 3 para  = 1 e p ≤ −1 ou p ≥ 3 para  = −1.
Portanto, estabelecemos uma condic¸a˜o sobre o fator de ordenamento p em relac¸a˜o ao
cara´ter autoadjunto do operador Hamiltoniano. Ou seja, garantimos que existe ao menos
uma soluc¸a˜o X(b) da equac¸a˜o (4.29) - e, consequentemente, da equac¸a˜o (4.26) - para
ambos os casos −1 ≤ p ≤ 3 se  = 1 e p ≤ −1 ou p ≥ 3 se  = −1, tal que X ∈ D(Hˆb). De
fato, as soluc¸o˜es X sa˜o combinac¸o˜es de polinoˆmios e func¸o˜es de Bessel, mas na˜o vamos
explicita´-las por enquanto, pois queremos apenas determinar as condic¸o˜es para existeˆncia
de tais soluc¸o˜es. Vamos nos referir a elas como X(j)(b, k), pois elas tambe´m dependem da
constante de separac¸a˜o k, o que sera´ importante quando montarmos um pacote de ondas.
Para o leitor mais interessado, as soluc¸o˜es sa˜o explicitadas em [2].
Uma vez que garantimos as condic¸o˜es para a existeˆncia de soluc¸o˜es X(j)(b, k) para a
equac¸a˜o de autovalores (4.23) (com α = 1/3), ao inve´s de analisar o cara´ter autoadjunto
do operador Hˆϕ, vamos prosseguir com o me´todo de von Neumann para encontrar os
ı´ndices de deficieˆncia n± para o operador Hˆ. Para isto, nos resta encontrar as soluc¸o˜es
Y (ϕ) da equac¸a˜o (4.27). Lembrando que o objetivo na˜o e´ explicitar o nu´mero de soluc¸o˜es
independentes da equac¸a˜o de autovalor, mas sim encontrar condic¸o˜es para que estas exis-
tam. Em todo caso, observe que (4.27) e´ uma equac¸a˜o de Euler de segunda ordem e suas
soluc¸o˜es independentes sa˜o
Y+(ϕ) = ϕ
σ+ρ ; Y−(ϕ) = ϕσ−ρ , (4.33)
com σ e ρ da seguinte forma
σ =
1− q
2
; ρ =
√
σ2 + 
k2
$
. (4.34)
Portanto, a soluc¸a˜o geral da equac¸a˜o de autovalor (4.23), para um fluido radiativo, e´ dada
pelo pacote de ondas
Ψ
(j)
± (b, ϕ) =
∫
K
A(k)X(j)(b, k)ϕσ±ρ dk . (4.35)
O coeficiente A(k) e´ uma func¸a˜o de renormalizac¸a˜o e tem suporte compacto no intervalo
K ⊂ R, onde k e´ va´lido. E´ por esta equac¸a˜o que escolhemos a constante de separac¸a˜o das
equac¸o˜es (4.26) e (4.27) somente positiva ou somente negativa (indicado pelo  = ±1),
porque de outra forma o pacote de ondas descrito acima divergiria, inclusive no caso
4.3. ANA´LISE DO CARA´TER AUTOADJUNTO DE Hˆ 59
de autovalores f´ısicos de energia. Ale´m disso, e´ importante notar que a constante de
separac¸a˜o k, sobre a qual constru´ımos o pacote de ondas, na˜o e´ completamente arbitra´ria:
ela depende do fator de ordenamento p. Por exemplo, se  = 1, o conjunto K dos valores
de k e´ dado por
K+ =
(
−∞,−
√−p2 + 2p+ 3
2
]
∪
[ √−p2 + 2p+ 3
2
,∞
)
, (4.36)
ou seja, e´ a unia˜o dos segmentos de reta de −∞ ao ponto −P com a semirreta positiva
de origem em P , sendo P = (
√−p2 + 2p+ 3)/2. Para  = −1, temos
K− =
[
−
√
p2 − 2p− 3
2
,
√
p2 − 2p− 3
2
]
. (4.37)
Nos resta verificar quais soluc¸o˜es (4.35) esta˜o no domı´nio D(Hˆ∗) do operador Hˆ∗.
Como sa˜o autofunc¸o˜es de Hˆ, so´ precisamos determinar se sa˜o de quadradointegra´vel com
a medida imposta (4.18). A norma de Ψ
(j)
± e´ dada por∥∥∥Ψ(j)± ∥∥∥2 = ∫∫
R2+
db dϕ
∫∫
K2
dk′ dk A′∗AX ′∗ (j) X(j) b ϕ±(ρ+ρ
′∗)−1 , (4.38)
onde A′ = A(k′), X ′ (j) = X(j)(b, k′) e ρ′ = ρ(k′). Mudando as coordenadas de forma que
ϕ→ eu, a integral em ϕ se torna:∫ ∞
0
ϕ±(ρ+ρ
′∗)−1 dϕ =
∫ ∞
−∞
e±(ρ+ρ
′∗) du . (4.39)
Esta integral diverge para ambos os casos ± se (ρ + ρ′∗) tiver uma componente real.
Portanto, pela definic¸a˜o de ρ, equac¸a˜o (4.34), para que (ρ+ρ′∗) seja puramente imagina´rio,
devemos ter σ = 0, ou seja q = 1, e $ < 0 para  = 1 ou $ > 0 para  = −1. Nestas
condic¸o˜es obteremos soluc¸o˜es convergentes. Assim, temos ρ = i|k|/√|$| e, enta˜o, a
integral sobre u e´ uma Delta de Dirac:∫ ∞
−∞
exp
[
±i (|k| − |k
′|)√|$| u
]
du = 2pi
√
|$|δ(±|k| ∓ |k′|) . (4.40)
Esta e´ a condic¸a˜o sobre q que esta´vamos procurando. E´ interessante notar tambe´m a
relac¸a˜o entre , que e´ definido como o sinal da constante de integrac¸a˜o nas equac¸o˜es
(4.26) e (4.27), e o sinal de $, que esta´ relacionada a constante de Brans-Dicke. Depois
de integrarmos em k (ou k′), a norma (4.38) se resume a∥∥∥Ψ(j)± ∥∥∥2
D(Hˆ)
=
∫
K
∥∥A(k)X(j)(b, k)∥∥2
D(Hˆb)
dk . (4.41)
Ja´ determinamos para quais casos a norma de X(j) converge, enta˜o encontramos todas as
condic¸o˜es para a existeˆncia de soluc¸o˜es quadradointegra´veis, isto e´, as condic¸o˜es para a
existeˆncia ou na˜o de extenso˜es autoadjuntas. Em resumo:
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1. Se q = 1 e $ > 0, ha´ duas possibilidades:
i. Para p ≤ −1 ou p ≥ 3, o Hamiltoniano (4.25) ja´ e´ (essencialmente) autoadjunto.
ii. Caso contra´rio, para −1 < p < 3, na˜o e´ autoadjunto, mas possui extenso˜es
autoadjuntas.
2. Se q = 1 e $ < 0, temos possibilidades similares:
i. Para −1 ≤ p ≤ 3 o Hamiltoniano (4.25) ja´ e´ (essencialmente) autoadjunto.
ii. Para p < −1 ou p > 3, na˜o e´ autoadjunto, mas possui extenso˜es autoadjuntas.
Na˜o calculamos explicitamente os ı´ndices de deficieˆncia, pois o objetivo e´ determinar
os casos para os quais o operador Hamiltoniano possui extenso˜es e, para isto, precisamos
verificar apenas se os ı´ndices de deficieˆncia sa˜o iguais. No entanto, nosso ca´lculo sugere que
ha´ um nu´mero infinitos de extenso˜es autoadjuntas. Isso porque o fator de superposic¸a˜o
A(k) (de suporte compacto em K), introduzido na equac¸a˜o (4.38), e´ arbitra´rio. Para
todos os outros casos na˜o citados na ana´lise acima, os autovalores de energia na˜o sa˜o
quadradointegra´veis e, portanto, estes na˜o representam situac¸o˜es f´ısicas.
4.3.2 Caso da mate´ria r´ıgida
O caso α = 1 e´ muito similar ao anterior, com ana´lises ana´logas. Aqui, o operador
Hamiltoniano (4.15) se torna
Hˆ = $ϕ
{
∂2ϕ +
q
ϕ
∂ϕ − 1
ϕ2
[
b2
$
(
∂2b +
p
b
∂b
)]}
(4.42)
e e´ sime´trico com a medida bp−2ϕq−1dbdϕ, obtida substituindo α = 1 na medida (4.18).
Neste caso, vamos considerar o operador Hˆ1 tal que Hˆ = ϕHˆ1. Ou seja, o operador
Hamiltoniano (4.42) e´ um produto de dois operadores: Hˆ = Qˆ⊗ Hˆ1, onde Qˆ e´ o operador
posic¸a˜o. O operador Qˆ e´ claramente autoadjunto com o espectro cont´ınuo dado pela reta
real, enta˜o precisamos verificar se o operador Hˆ1 tambe´m o e´, pois assim teremos que Hˆ
sera´ autoadjunto, pelo teorema apresentado no final da Sec¸a˜o 4.2. Enta˜o temos
Hˆ1 = $
{
∂2ϕ +
q
ϕ
∂ϕ − 1
ϕ2
[
b2
$
(
∂2b +
p
b
∂b
)]}
. (4.43)
Observe que (4.43) e´ muito similar ao operador (4.25) do caso α = 1/3, a menos de
uma constante multiplicativa, apenas invertendo as varia´veis. Portanto, podemos pro-
ceder de forma similar ao caso anterior. Vamos considerar um operador unita´rio V :
L2(R+2, bp−2ϕqdbdϕ)→ L2(R2+, bp−2dbdϕ), tal que V : φ(b, ϕ) 7→ ϕq/2φ(b, ϕ). Logo:
V Hˆ1V
−1 = $
{
∂2ϕ −
1
ϕ2
[
q
2
(q
2
− 1
)
+
b2
$
(
∂2b +
p
b
∂b
)]}
. (4.44)
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Considerando separac¸o˜es de varia´veis, obtemos o seguinte sistema de EDO’s:
Hˆ1bX(b) =
b2
$
(
∂2b +
p
b
∂b
)
X(b) = k2X(b) ; (4.45)
Hˆ1ϕY (ϕ) = $
{
∂2ϕ −
1
ϕ2
[q
2
(q
2
− 1
)
+ k2
]}
Y (ϕ) = ηY (ϕ) . (4.46)
Pelas mesmas razo˜es que no caso anterior, vamos fixar p igual a um. O operador
Hˆ1ϕ = $
{
∂2ϕ −
1
ϕ2
[q
2
(q
2
− 1
)
+ k2
]}
(4.47)
e´ (essencialmente) autoadjunto se
q
2
(q
2
− 1
)
+ k2 ≥ 3
4
⇒ k2 ≥ 3
4
− q
2
(q
2
− 1
)
(4.48)
⇒
2|k| ≥
√−q2 + 2q + 3 ; se  = 1
2|k| ≤√q2 − 2q − 3 ; se  = −1 . (4.49)
Logo, devemos ter −1 ≤ q ≤ 3 se  = 1 e q ≤ −1 ou 3 ≥ q se  = −1 para que este
intervalo seja satisfeito. Assim, para esses casos, existem soluc¸o˜es Y (ϕ) para a equac¸a˜o
(4.46). De fato, Y (ϕ) sa˜o combinac¸o˜es de polinoˆmios e func¸o˜es de Bessel modificadas, que
dependem de k. Agora, para achar a restric¸a˜o mencionada acima sobre p, vamos aplicar
a mesma estrate´gia do caso α = 1/3.
A equac¸a˜o (4.45) e´ uma equac¸a˜o de Euler de segunda ordem, como (4.27), e suas
soluc¸o˜es sa˜o dadas por (4.33), pore´m com a varia´vel sendo b ao inve´s de ϕ. Portanto, a
soluc¸a˜o geral para a equac¸a˜o de autovalor Hˆψ = ±iψ para Hˆ dado por (4.42), e´ da forma
Ψ
(j)
± =
∫
K
A(k)ϕY (i)(ϕ, k) bµ±ν dk , (4.50)
com A(k) sendo a func¸a˜o de normalizac¸a˜o e
µ =
1− p
2
; ν =
√
µ2 + $k2 . (4.51)
Comparando (4.50) com a equac¸a˜o (4.35), podemos recuperar a conclusa˜o obtida para o
caso α = 1/3, sem perda de generalidade. Temos que:
1. Se p = 1 e $ > 0, ha´ duas possibilidades:
i. Para q ≤ −1 ou q ≥ 3, o operador Hamiltoniano (4.42) ja´ e´ (essencialmente)
autoadjunto.
ii. Caso contra´rio, para −1 < q < 3, na˜o e´ autoadjunto, mas possui extenso˜es
autoadjuntas.
2. Se p = 1 e $ < 0, temos possibilidades similares:
i. Para −1 ≤ q ≤ 3 o operador (4.42) ja´ e´ (essencialmente) autoadjunto.
ii. Para q < −1 ou q > 3, na˜o e´ autoadjunto, mas possui extenso˜es autoadjuntas.
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4.3.3 Sobre os resultados matema´ticos
E´ poss´ıvel identificar uma similaridade entre o caso de radiac¸a˜o e o de mate´ria r´ıgida.
Talvez a diferenc¸a mais nota´vel seja o fato de que ha´ uma troca de pape´is entre o fator
de escala e o campo escalar, de um caso para o outro. E, embora na˜o tenhamos calculado
explicitamente o nu´mero de extenso˜es autoadjuntas poss´ıveis, para ambos os casos no´s
estimamos que hajam infinitas extenso˜es, por causa da arbitrariedade do fator de super-
posic¸a˜o A(k). Apesar do conteu´do apresentado nesta sec¸a˜o ser original, os resultados
para o caso de mate´ria radiativa podem ser obtidos de uma forma alternativa [69], com a
ana´lise da quebra de simetria no espac¸o de fase do sistema.
Assim, matematicamente a teoria e´ bem consistente se tomarmos um certo cuidado
com o espac¸o de Hilbert escolhido. Devemos definir uma me´trica na˜o trivial para garantir-
mos simetria. Embora tenhamos conclu´ıdo que sempre pode haver extenso˜es autoadjuntas,
so´ encontramos condic¸o˜es espec´ıficas para a existeˆncia dessas para os casos das mate´rias
radiativa e r´ıgida, que geram uma equac¸a˜o diferencial separa´vel. Lembrando que as con-
dic¸o˜es sa˜o dadas em func¸a˜o dos fatores de ordenamento introduzidos, que, a princ´ıpio, sa˜o
arbitra´rios. A escolha deles na˜o influencia nos resultados, uma vez que a medida dµ do
espac¸o de Hilbert e´ escrita em func¸a˜o deles de forma a anular a dependeˆncia deles. Com a
parte matema´tica garantida, podemos analisar os cena´rios cosmolo´gicos que surgem desta
teoria.
4.4 Cena´rios cosmolo´gicos
Para esta parte, assumiremos que o universo primordial foi dominado por radiac¸a˜o. A
quantizac¸a˜o da Teoria de Brans-Dicke com um fluido perfeito de mate´ria radiativa re-
sulta, como vimos, num sistema cujo estados estaciona´rios de energia ψ(b, ϕ) satisfazem
a equac¸a˜o de autovalor {
∂2b +
p
b
−$ ϕ
b2
[
∂2ϕ +
1
ϕ
∂ϕ
]}
ψ = −Eψ . (4.52)
A soluc¸a˜o geral da equac¸a˜o de Schro¨dinger (4.13) e´ dada por Ψ(b, ϕ, T ) = ψ(b, ϕ) eiET .
Vamos definir
$ = ε|$| ; σ = lnϕ√|$| , (4.53)
onde ε = 1 se $ > 0 e ε = −1 se $ < 0.2 Assim, a equac¸a˜o (4.52) se torna[
∂2b +
p
b
− ε 1
b2
∂2σ
]
ψ = −Eψ . (4.54)
2Na˜o confundir esse novo ε com o das sec¸o˜es  anteriores.
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De forma similar ao da Sec¸a˜o 4.3.1, pelo me´todo de separac¸a˜o de varia´veis, fazemos
ψ(b, σ) = X(b)Y (σ) e, enta˜o, a soluc¸a˜o para a equac¸a˜o diferencial (4.54) e´ dada por
X(b) = b
1
2
(1−p)
[
A1Jν(
√
E b) + A2Y−ν(
√
E b)
]
; (4.55)
Y (σ) = B1 e
ikσ +B2 e
−ikσ , (4.56)
sendo A1,2 e B1,2 constantes de integrac¸a˜o e Jm e Ym sa˜o func¸o˜es de Bessel de primeira
e segunda ordem, respectivamente. Fixamos a constante de separac¸a˜o −k2, para termos
soluc¸o˜es quadrado integra´veis, como explicado na sec¸a˜o anterior. Tambe´m definimos
ν =
√(
p− 1
2
)2
− ε k2 . (4.57)
Pore´m, observe que as soluc¸o˜es acima sa˜o soluc¸o˜es de ondas planas, que na˜o sa˜o quadra-
dointegra´veis. A condic¸a˜o de normalizac¸a˜o na˜o e´ atendida para uma onda plana, pore´m
e´ satisfeita se construirmos um pacote de ondas. Assim, a func¸a˜o de onda e´ representada
pela superposic¸a˜o de ondas planas de autovalor A(k,E). Para construirmos nosso pacote
de ondas Ψ(b, σ, T ), vamos descartar a func¸a˜o de Bessel de segunda ordem, ou seja, vamos
fazer A2 = 0, uma vez que esta diverge na origem [70]. Sem perda de generalidade, vamos
escolher tambe´m B2 = 0. A ana´lise para o caso B1 = 0 e´ ana´loga. Logo,
Ψ(b, σ T ) =
∫ ∞
0
∫ ∞
−∞
b
1
2
(1−p)A(k,E)Jν
(√
E b
)
eikσ eiETdk dE . (4.58)
Escolhemos o fator de normalizac¸a˜o
A(k,E) = e−k
2
(√
E
)ν+1
e−γE , (4.59)
com γ > 0 um nu´mero real. Desta forma, fazendo E = x2, o pacote de ondas se torna
Ψ(b, σ T ) = b
1
2
(1−p)
∫ ∞
0
∫ ∞
−∞
e−k
2
xν+1e−βx
2
Jν (xb) e
ikσ dk dx , (4.60)
com β = γ − iT . Integrando em x [71], obtemos
Ψ(b, σ T ) = b
1
2
(1−p)
∫ ∞
−∞
e−k
2
eikσe−βx
2 bν
(2β)ν+1
e−
b2
4β dk , (4.61)
Este e´ o pacote de ondas do modelo quantizado de Brans-Dicke. Note que, por enquanto,
ainda na˜o especificamos p, mas deixamos impl´ıcito que o valor dele esta´ determinado de
forma que o operador seja autoadjunto, seguindo a conclusa˜o da sec¸a˜o anterior.
Como estamos mantendo p gene´rico, na˜o vamos resolver a integral em k na equac¸a˜o
(4.61) por enquanto. Neste caso, a norma N = ‖Ψ‖2 e´ dada por
N =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
0
e−k
2−k′2ei(k−k
′)σ b
ν+ν′∗+1
(2β)ν+1 (2β∗)ν
′∗+1 e
−γ b2
4ββ∗ dbdσdkdk′ , (4.62)
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onde ν ′ = ν(k′). A norma foi calculada de acordo com o produto interno (4.17), introdu-
zido na sec¸a˜o 4.1, para α = 1/3. Lembrando que a integrac¸a˜o em σ gera uma delta de
Dirac, equac¸a˜o (4.40), a integrac¸a˜o em σ e em k′ resulta em
N =
∫ ∞
−∞
∫ ∞
0
e−2k
2 bν+ν
∗+1
(2β)ν+1 (2β∗)ν
∗+1 e
−γ b2
4ββ∗ db dk . (4.63)
Vamos nos concentrar no caso ε = −1, no qual o operador Hamiltoniano e´ limitado
inferiormente e e´ essencialmente autoadjunto para −1 ≤ p ≤ 3. Para o caso ε = 1, ha´
uma ambiguidade para o espectro das coordenadas, devido ao fato da energia na˜o ter um
limite inferior. Ter´ıamos problemas, por exemplo, para montar o pacote de ondas, uma
vez que consideramos apenas valores positivos de E em (4.58). Para ε = −1, temos que
ν ∈ R e a expressa˜o acima (4.63) e´ dada por
N =
∫ ∞
−∞
∫ ∞
0
e−2k
2 b2ν+1
(4ββ∗)ν+1
e−γ
b2
4ββ∗ db dk . (4.64)
Definindo novas varia´veis como
B = ββ∗ = γ2 + T 2 ; y =
b√
B
, (4.65)
a norma se torna
N =
∫ ∞
−∞
∫ ∞
0
e−2k
2 y2ν+1
4ν+1
e−γ(
y
2 )
2
db dy , (4.66)
que e´ independente do tempo, como quer´ıamos.
Podemos agora computar os valores esperados de b e de σ. Para b, fazemos de forma
similar ao ca´lculo da norma. Seguindo os mesmos passo, encontramos
〈 b 〉 =
√
γ2 + T 2
N
∫ ∞
−∞
∫ ∞
0
e−2k
2 y2ν+2
4ν+1
e−γ(
y
2 )
2
db dy . (4.67)
Isto significa que o fator de escala b se comporta como
〈 b 〉 ∝
√
γ2 + T 2 , (4.68)
em acordo com [1]. Observe que, como γ > 0, b e´ sempre uma quantidade positiva.
Isso quer dizer que o universo nunca encolhe ate´ um volume zero, o que nos diz que a
singularidade inicial na˜o e´ esperada neste modelo: um ricochete e´ formado no universo
primordial, onde temos o comportamento de um universo em contrac¸a˜o, atingindo um
volume mı´nimo e iniciando uma fase em expansa˜o. Este resultado e´ va´lido para qualquer
fator de ordenamento p. O ca´lculo do valor esperado de σ e´ um pouco mais elaborado.
Temos que
〈σ 〉 = 1N
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
∫ ∞
0
e−k
2−k′2σ ei(k−k
′)σ
× b
ν+ν′+1
(2β)ν+1(2β∗)ν′+1
e−
γ
4
b2
ββ∗ db dσ dk dk′ . (4.69)
4.5. OS REFERENCIAIS DE JORDAN E DE EINSTEIN 65
Considere a identidade
σ ei(k−k
′)σ = −i∂k ei(k−k′)σ . (4.70)
Com isto, a integral sobre σ resulta numa delta de Dirac (4.40) e, usando a propriedade
da func¸a˜o delta δ′ ∗ f = δ ∗ f ′, a expressa˜o acima se reduz a
〈σ 〉 = − iN
∫ +∞
−∞
∫ ∞
0
e−
γ
4
b2
ββ∗ e−k
2 bν+1
(2β)ν+1(2β∗)
[
dν
dk
ln
(
b
2β∗
)
−2k
]
db dk . (4.71)
Observe que, neste caso, ν e´ dado pela equac¸a˜o (4.57), o que nos diz que a integral
acima e´ ı´mpar em k e, portanto, e´ igual a zero, 〈σ〉 = 0. Portanto, temos que o valor
esperado de σ e´ zero. No entanto, esse resultado depende diretamente da escolha do
fator de superposic¸a˜o A(k), em especial ao fato de termos escolhido uma func¸a˜o par. Se
tive´ssemos escolhido uma func¸a˜o ı´mpar, ao inve´s, o resultado seria diferente. Por exemplo,
escolhendo A(k) = e−k−k
2
encontramos a expressa˜o
〈σ〉 = − i
N
∫ +∞
−∞
∫ ∞
0
e−2k−2k
2
4|k|+1
y2|k|+1 e−
γ
4
y2 k
|k| ln
[
y
4
(
α
α∗
) 1
2
]
dy dk . (4.72)
O ntegrando na˜o tem paridade definida, neste caso. Fazendo
α = γ + iT = Reiθ , R =
√
γ2 + T 2 , θ = arctan
(
T
γ
)
, (4.73)
o valor esperado de σ se torna,
< σ >= σ0 + σ1 arctan
(
T
γ
)
, (4.74)
onde σ0 e σ1 sa˜o constantes. Notavelmente, estas mudanc¸as na superposic¸a˜o na˜o afetam
o comportamento do valor esperado do fator de escala no referencial de Einstein b.
4.5 Os referenciais de Jordan e de Einstein
Retornando para a equac¸a˜o de Schro¨dinger no referencial de Jordan, vamos discutir sobre
as condic¸o˜es que devem ser impostas sobre o operador Hamiltoniano efetivo para que
este seja autoadjunto neste referencial. Tambe´m veremos as consequeˆncias disto para
os cena´rios cosmolo´gicos. A transformac¸a˜o conforme g˜µν = ϕ
−1gµν feita na Sec¸a˜o 4.1,
representada por (4.10), leva as coordenadas do referencial de Jordan, de varia´veis a e
ϕ, para o referencial de Einstein, com as coordenadas b e σ. Assim, podemos sempre
transformar as coordenadas na soluc¸a˜o (4.61) de forma que esta se torne uma soluc¸a˜o
tambe´m no referencial de Jordan. No entanto, na˜o e´ suficiente garantir a equivaleˆncia
entre as soluc¸o˜es nos dois referenciais. Ainda e´ preciso verificar as condic¸o˜es para que o
operador Hamiltoniano no referencial de Jordan [4]
HˆJ =
ω
12(3 + 2ω)
{
1
ϕ
[
∂2a +
p
a
∂a
]
+
6
ω
[
1
a
∂a∂ϕ − 1
a2
(
ϕ∂2ϕ + q∂ϕ
)]}
(4.75)
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seja autoadjunto, lembrando que os fatores de ordenamento p e q se relacionam com p
e q de acordo com (4.14). De fato, [72] mostrou a equivaleˆncia entre as soluc¸o˜es dos
dois referenciais em um modelo anisotro´pico e reconheceu a importaˆncia dos fatores de
ordenamento para assegurar a equivaleˆncia entre os dois referenciais.
O primeiro passo e´ determinar para qual medida o Hamiltoniano (4.75) e´ sime´trico.
Vamos supor que o produto interno no referencial de Jordan tenha a forma
(ξ,Ψ) =
∫
ξ∗Ψarϕsda dϕ , (4.76)
Os paraˆmetros r e s devem ser obtidos de forma que o operador (4.75) seja sime´trico. Isto
e´,
(ξ, HˆJΨ) =
∫
ξ∗(HˆJΨ)arϕsda dϕ =
∫
(HˆJξ
∗)Ψarϕsda dϕ = (HˆJξ,Ψ) . (4.77)
Calculando explicitamente, considerando que func¸o˜es no domı´nio de HˆJ , isto e´, func¸o˜es
cujo termos de superf´ıcie sa˜o nulos, temos
(ξ, HˆJΨ) = (HˆJξ,Ψ)
+
∫
ξ∗Ψ
{
(r − p)(r − 1) + 6
ω
s
[
(r − 1)− (s+ 1− q)
]}
× ar−2 ϕs−1 da dϕ
+
∫
(∂ϕξ
∗)
6
ω
[
(r − 1)− 2(s+ 1− q)
]
Ψ ar−2 ϕs da dϕ
+
∫
(∂aξ
∗)
[
2(r − p) + 6 s
ω
]
Ψ ar−1 ϕs−1 da dϕ . (4.78)
Portanto, o operador HˆJ e´ sime´trico se as seguintes condic¸o˜es forem satisfeitas:
(r − p) + 3 s
ω
= 0 ;
(r − 1)− 2[(s+ 1)− q] = 0 ;
(r − p)(r − 1) + 6
ω
s[((r − 1)− (s+ 1) + q] = 0 .
(4.79)
Este sistema tem soluc¸a˜o u´nica dada por
r =
2p− 2(3− 2q)
(3 + 2ω)
+ (3− 2q) ; s = p− (3− 2q)
(3 + 2ω)
. (4.80)
Como no caso do referencial de Einstein, a medida depende dos fatores de ordenamento
p e q, ale´m da constante ω.
Assim, conclu´ımos que, no referencial de Jordan, o operador Hamiltoniano (4.75) e´
sime´trico com a medida dµJ = a
rφs da dφ, onde r e s sa˜o dadas por (4.80). Se quisermos
ter soluc¸o˜es quadradointegra´veis, devemos fixar q = 1, como fizemos nas sec¸o˜es anteriores,
e a equac¸a˜o (4.80) se torna,
r =
2(p+ ω) + 1
3 + 2ω
; s =
p− 1
3 + 2ω
, (4.81)
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onde consideramos a transformac¸a˜o da dϕ = ϕ−
1
2db dσ. No entanto, e´ mais conveniente
trabalhar com as coordenadas (b, σ) ao inve´s de (a, ϕ). A medida dµJ se transforma como
arϕs da dϕ 7→ bre−rσ/2 esσ eσ/2db dσ = breσ(2s−r+1)/2 db dσ = brdb dσ . (4.82)
Observe que suprimimos as linhas nas expresso˜es contendo σ. Assim, temos
dµJ = b
r db dσ , (4.83)
que e´ equivalente a dµE apenas para r = p = p = 1. Para um r arbitra´rio, o pacote de
ondas Ψ dado por (4.61) na˜o e´ quadradointegra´vel. De fato:
N =
∫ ∞
0
∫ ∞
0
Ψ∗Ψbrdb dσ
=
∫ +∞
−∞
∫ +∞
0
e−2k
2 b2ν+1−p+r
(4αα∗)ν+1
e−γ
b2
4αα∗ db dk , (4.84)
onde ja´ integramos em σ e em k′. Mudando as varia´veis de forma similar ao feito na sec¸a˜o
anterior, obtemos
N = B p−r2
∫ +∞
−∞
∫ +∞
0
e−2k
2 y2ν+1−p+r
4ν+1
e−γ(
y
2 )
2
dy dk . (4.85)
Lembrando que B = γ2 + T 2, temos que a norma N e´ independente do tempo somente
para p = p = r = 1. Consequentemente, o operador Hamiltoniano no referencial de
Jordan so´ e´ autoadjunto se esta condic¸a˜o for va´lida, que e´ a mesma condic¸a˜o para a
equivaleˆncia entre as medidas nos dois referenciais.
Tambe´m podemos verificar a equivaleˆncia calculando a transformac¸a˜o inversa de (4.82),
ou seja, escrevendo dµE nas coordenadas (a, ϕ). Neste caso, temos
bp¯db dσ 7→ ap¯ φp¯/2 φ−1/2 da dφ = ap¯φ(p¯−1)/2 da dφ , (4.86)
que e´ equivalente a dµJ apenas se p = p = 1, ou seja, para r = 1 e s = 0. Enta˜o, a
equivaleˆncia entre os referenciais de Jordan e Einstein implica numa escolha privilegiada
do fator de ordenamento imposto durante a quantizac¸a˜o. Devemos ter p = 1 (implicando
p = 1 no referencial de Einstein) para obtermos um operador Hamiltoniano autoadjunto
tambe´m no referencial de Jordan.
Vamos agora calcular os valores esperados do fator de escala a no referencial de Jor-
dan. Como dito acima, e´ mais conveniente usarmos as coordenadas (b, σ), enta˜o vamos
considerar a medida dµJ dada em (4.83). Deixando um r arbitra´rio a priori, temos
〈a〉 = 〈 be−σ2 〉 = 1
N
∫ +∞
−∞
∫ ∞
0
Ψ∗ b e−
σ
2 Ψ brdb dσ . (4.87)
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Substituindo o pacote de ondas (4.61), a expressa˜o (4.87) se torna,
〈a〉 = 1
N
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
0
e−k
2−k′2 e[i(k−k
′)− 1
2
]σ
× b
ν+ν′∗+1−p+r
(2α)ν+1(2α∗)ν′∗+1
e−γ
b2
2αα∗ db dσ dk dk′ , (4.88)
que diverge por causa da integrac¸a˜o em σ. Isto e´, 〈a〉 diverge em ambos os referenciais,
em Einstein e em Jordan. Para o campo escalar original ϕ, temos
〈ϕ〉 = 〈e
√
|$|σ〉 = 1
N
∫ +∞
−∞
∫ ∞
0
Ψ∗ e
√
|$|σ Ψ brdb dσ , (4.89)
que tambe´m diverge devido a integral em σ. No entanto, as quantidades 〈b〉 e 〈σ〉 con-
vergem em ambos os referenciais. De fato, para o valor esperado de σ a integral em k
continua sendo ı´mpar, mesmo para um valor arbitra´rio de r. Enta˜o, no referencial de
Jordan tambe´m obtemos
〈σ〉 = 0 . (4.90)
No entanto, como observado na sec¸a˜o anterior, esse resultado depende da forma (ou
melhor, da paridade) do fator de superposic¸a˜o A(k). Por outro lado, de forma muito
similar ao que fizemos em (4.67) e usando a norma (4.85), obtemos o valor esperado de b
no referencial de Jordan
〈b〉 ∝
(√
γ2 + T 2
)1+p−r
, (4.91)
que se reduz para 〈b〉 ∝ √γ2 + T 2 quando p = 1 (p = 1), reproduzindo (4.68), como
esperado. Assim, segundo nossa ana´lise, uma conclusa˜o plaus´ıvel seria que, ale´m de um
ordenamento privilegiado, tambe´m temos observa´veis privilegiados, isto e´, as quantidades
que observamos sa˜o, na verdade, b e σ.
4.6 Quantizac¸a˜o Afim: ana´lise semicla´ssica da teoria
de Brans-Dicke
A proposta desta sec¸a˜o e´ aplicar o me´todo afim do Cap´ıtulo 3 na Teoria Cla´ssica de Brans-
Dicke, apresentada no in´ıcio deste cap´ıtulo. Vamos nos limitar a ana´lise semicla´ssica
da teoria, buscando fazer uma ana´lise qualitativa do problema. Assim, na˜o faremos a
quantizac¸a˜o per se da teoria, mas estudaremos as correc¸o˜es quaˆnticas proveniente da
quantizac¸a˜o afim. Relembrando a Hamiltoniana cla´ssica da Teoria de Brans-Dicke (4.6),
considerando o fluido perfeito composto de mate´ria radiativa α = 1/3:
HT = N
a
{
1
(3 + 2ω)
[
ω
12ϕ
p2a +
1
2a
papϕ − ϕ
2a2
p2ϕ
]
− pT
}
, (4.92)
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onde trocamos a notac¸a˜o para o momento de pi para p por convenieˆncia. As varia´veis
a e ϕ sa˜o estritamente positivas e enta˜o podemos fazer a quantizac¸a˜o afim para elas,
como demonstrado nas sec¸o˜es passadas. Ja´ a varia´vel de Schutz T associada ao fluido
pode assumir qualquer valor real, logo o grupo de simetria do espac¸o de fases na˜o e´ mais
o grupo afim, como no caso das varia´veis estritamente positivas. E´ poss´ıvel fazer uma
quantizac¸a˜o por integrac¸a˜o tambe´m para casos como este, usando, por exemplo, o grupo
de Weyl-Heisenberg de simetrias do plano [52], ou mesmo usar a quantizac¸a˜o canoˆnica
neste caso, que funciona perfeitamente bem para o caso em que a varia´vel percorre toda a
reta real, livre de singularidades e, portanto, sem problemas de cara´ter autoadjunto. Os
estados coerentes |a, pa〉 e |ϕ, pϕ〉 sa˜o dados por
|a, pa〉 = Ua|ψa〉 ⇒ 〈x|a, pa〉 = Ua〈x|ψa〉 = e
ipapi
√
a
ψa
(x
a
)
(4.93)
|ϕ, pϕ〉 = Uϕ|ψϕ〉 ⇒ 〈x|ϕ, pϕ〉 = Uϕ〈x|ψϕ〉 = e
ipϕpi
√
ϕ
ψϕ
(
x
ϕ
)
. (4.94)
Note que estamos considerando, a princ´ıpio, vetores fiduciais diferentes ψa e ψϕ para as
varia´veis a e ϕ, respectivamente.
O v´ınculo de Wheeler-DeWitt, HT = 0, resulta na seguinte equac¸a˜o
ω
12ϕ
p2a +
1
2a
papϕ − ϕ
2a2
p2ϕ = (3 + 2ω)pT . (4.95)
Observe que o ordenamento na˜o e´ mais um problema no caso da quantizac¸a˜o afim, enta˜o
podemos fatorar os termos Na−1(3 + 2ω)−1 da equac¸a˜o sem perda de generalidade, res-
tando apenas a equac¸a˜o cla´ssica simplificada (4.95). Seguindo o mapa (3.11) e lembrando
das equac¸o˜es (3.19) e (3.20), a quantizac¸a˜o das outras componentes da Hamiltoniana se
da´ da seguinte forma:
f1(a, pa) = a
−1pa 7→ Af1 = −
i
c−1(a)
(
1
a
∂a − 1
2a2
)
; (4.96)
f2(ϕ, pϕ) = ϕp
2
ϕ 7→ Af2 =
c0(ϕ)
c−1(ϕ)
ϕ∂2ϕ +
c0(ϕ)
c−1(ϕ)
∂ϕ − c
(1)
−2(ϕ)
c−1(ϕ)
1
ϕ
, (4.97)
com as constantes c
(j)
γ (a) e c
(j)
γ (ϕ) definidas por
c(j)γ (a) =
∫ ∞
0
[ψ(j)a (x)]
2 dx
x2+γ
; c(j)γ (ϕ) =
∫ ∞
0
[ψ(j)ϕ (x)]
2 dx
x2+γ
. (4.98)
Enta˜o, fazendo a quantizac¸a˜o, encontramos a seguinte equac¸a˜o do tipo Schro¨dinger:
1
(3 + 2ω)
(
λ1ω
1
ϕ
∂2a + λ2ω
1
ϕa2
− λ3 1
a
∂a∂ϕ − λ4 ϕ
a2
∂2ϕ + λ5
1
a2
∂ϕ
)
Ψ = i∂TΨ (4.99)
que e´ uma equac¸a˜o diferencial parcial na˜o separa´vel. As constantes λj sa˜o dadas por:
λ1 =
1
12c−1(ϕ)
; λ2 =
c
(1)
−3(a) + 6c−3(a)c
(1)
−2(ϕ)
12c−1(ϕ)c−1(a)
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λ3 =
1
2c−1(a)
; λ4 =
c0(ϕ)c−3(a)
2c−1(ϕ)c−1(a)
; λ5 =
c−3(a)
2c−1(a)
[
c0(ϕ)
c−1(ϕ)
− 1
2c−3(a)
]
,
que dependem somente da escolha dos vetores fiduciais ψa e ψϕ. O operador do sistema
quaˆntico, enta˜o, e´ dado por
Hˆ =
1
(3 + 2ω)
[
λ1ω
1
ϕ
∂2a + λ2ω
1
ϕa2
− λ3 1
a
∂a∂ϕ − λ4 ϕ
a2
∂2ϕ + λ5
1
a2
∂ϕ
]
. (4.100)
Ao inve´s de tentarmos encontrar as soluc¸o˜es desta equac¸a˜o (4.99), que e´ na˜o separa´vel,
como vimos, vamos fazer a ana´lise semicla´ssica do problema. Identificamos pT com os
poss´ıveis n´ıveis de energia do sistema e, enta˜o, a correc¸a˜o semicla´ssica da equac¸a˜o (4.95)
se torna
ω κ1
1
ϕ
p2a + ω κ2
1
ϕa2
+
1
2a
papϕ − κ3 ϕ
a2
p2ϕ = (3 + 2ω) pT (4.101)
onde as constantes κj sa˜o dadas por
κ1 =
c−3(ϕ)
12c−1(ϕ)
;
κ2 =
c−3(ϕ)
12c−1(ϕ)
(
c0(a)c
(1)
−3(a)
c−1(a)
+ c
(1)
−2(a)
)
− c−3(a)c−4(a)
2c−1(a)
(
c0(ϕ)c−3(ϕ)
c−1(ϕ)
+ c
(1)
−2(ϕ)
)
;
κ3 =
c−3(a)c−4(a)
2c−1(a)
c0(ϕ)c−3(ϕ)
c−1(ϕ)
.
Ao inve´s de escolhermos vetores fiduciais espec´ıficos, vamos fazer uma ana´lise qualitativa
desta equac¸a˜o. Com a liberdade de escolha, podemos supor sem perda de generalidade
que κ1, κ2 e κ3 sa˜o positivos. Enta˜o, tomando ω > 0, podemos analisar o comportamento
do fator de escala em relac¸a˜o a` evoluc¸a˜o do campo escalar. Assim, qualitativamente,
escolhemos κ1 = κ2 = κ3 = E = 1, sendo E = (3 + 2ω)pT a energia do sistema, e
plotamos o espac¸o de fase do fator de escala para diferentes tipos de comportamento do
campo escalar.
Na Figura (4.1a), o campo escalar e´ constante (ϕ = 1, neste caso), isto e´, pϕ = 0,
ou seja, recuperamos a Relatividade Geral. Neste caso, como esperado, observamos um
ricochete nos primo´rdios do universo, com um valor mı´nimo na˜o-nulo para o seu volume.
Para um campo com “baixa” velocidade, Figura (4.1b), ale´m do ricochete, observamos a
presenc¸a de uma fase inflaciona´ria, gerada pela evoluc¸a˜o do campo. Pore´m, a partir de
um certo limite de velocidade para o campo escalar, representado pelas Figuras (4.2), a
continuidade e´ quebrada e perdemos o ricochete, embora o fator de escala nunca atinja
o zero. Isto parece na˜o corresponder a um sistema f´ısico. Desta ana´lise, conclui-se que
o campo escalar da Teoria de Bras-Dicke deve ter uma evoluc¸a˜o limitada, de modo a
gerar uma configurac¸a˜o fisicamente esta´vel. Neste caso, ele se apresenta como um modelo
de ricochete, gerador de uma fase inflaciona´ria, Gra´fico (4.1b), onde o momento cresce
rapidamente para pequenos valores do fator de escala. Observe, no entanto, que para
a muito grande, a curva semicla´ssica coincide com o previsto pelo modelo padra˜o. Os
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(b) Campo escalar com baixa velocidade
Figura 4.1: A abscissa corresponde ao fator de escala a e a ordenada ao seu momento
pa. A Figura (4.1a) indica um ricochete no universo primordial, enquanto a Figura (4.1b)
indica, ale´m de um ricochete, uma fase inflaciona´ria.
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(a) Campo escalar (aprox.) na velocidade limite
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(b) Campo escalar com alta velocidade
Figura 4.2: A abscissa corresponde ao fator de escala a e a ordenada ao seu momento
pa. A Figura (4.2a) mostra uma quebra de continuidade ao cruzar uma certa velocidade
limite para o campo escalar. Ao considerarmos ”altas” velocidades, Figura (4.2b), a des-
continuidade fica mais evidente. Esta configurac¸a˜o parece na˜o descrever uma situac¸a˜o
f´ısica coerente.
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gra´ficos sa˜o curvas representadas no espac¸o de fase do sistema, enta˜o a inclinac¸a˜o da
curva e´ a acelerac¸a˜o do paraˆmetro a. Observe nos Gra´ficos (4.1b), (4.2a) e (4.2b) as
curvas apresentam uma inclinac¸a˜o caracter´ıstica de uma fase inflaciona´ria.
Conclusa˜o
A proposta principal da tese foi estudar os aspectos matema´ticos e f´ısicos da quantizac¸a˜o
canoˆnica da Teoria de Brans-Dicke, introduzindo um fluido perfeito via formalismo de
Schutz para usar mate´ria como paraˆmetro temporal. Devido ao fato das varia´veis envol-
vidas na configurac¸a˜o, o fator de escala do universo e o campo escalar de Brans-Dicke,
serem estritamente positivas, o me´todo canoˆnico deve ser tratado com mais cautela, uma
vez que, no domı´nio da semirreta real positiva, os operadores que representam observa´veis
podem na˜o ser autoadjuntos. O nosso estudo sobre o cara´ter autoadjunto do operador
Hamiltoniano obtido da teoria cla´ssica mostrou que sempre e´ poss´ıvel obter extenso˜es
autoadjuntas para este, caso ele ja´ na˜o seja essencialmente autoadjunto. Nossos ca´lculos
sugerem, no entanto, a existeˆncia de uma infinidade de extenso˜es, sendo que temos uma
privilegiada, que preserva o estado fundamental de energia, apenas para o caso em que
o operador e´ limitado inferiormente, que corresponde a escolha de campos fantasmas. A
condic¸a˜o de ser autoadjunto ou ter extenso˜es e´ determinada pela constante de Brans-Dicke
e pela escolha do ordenamento imposto no Hamiltoniano, devido ao fato dos operadores
momento e posic¸a˜o na˜o comutarem. Para que o operador seja sime´trico, precisamos de-
finir uma medida na˜o trivial para o espac¸o de Hilbert das func¸o˜es de onda, que tambe´m
depende dos ordenamentos escolhidos. Isso e´, de certa forma, esperado, uma vez que e´
poss´ıvel fazer uma analogia entre o operador de energia com o Laplaciano, que “exige”
uma medida na˜o trivial se escrito em coordenadas polares. A imposic¸a˜o de que o pacote
de onda seja quadradointegra´vel, naturalmente nos forc¸a a escolher um ordenamento pri-
vilegiado para posic¸a˜o e momento relativos ao campo escalar, no entanto o ordenamento
com relac¸a˜o ao fator de escala pode ser considerado arbitra´rio, matematicamente falando.
A princ´ıpio, classicamente, consideramos um fluido perfeito de conteu´do material ge-
ne´rico, mas eventualmente demos prefereˆncia para as mate´rias radiativas e r´ıgida. Mate-
maticamente falando, apenas com estes tipos de mate´ria poder´ıamos encontrar soluc¸o˜es
separa´veis para a equac¸a˜o de Schro¨dinger. Fisicamente, consideramos mais plaus´ıvel ana-
lisar o caso apenas para mate´ria radiativa, uma vez que supo˜e-se que o esta´gio inicial do
universo seja dominado por radiac¸a˜o e que esta e´ invariante conforme, o que e´ importante,
ja´ que fazemos uma transformac¸a˜o conforme de coordenadas. Alguns aspectos curiosos
surgiram ao fazermos o estudo do cena´rio cosmolo´gico proveniente desta quantizac¸a˜o. Ao
montarmos um pacote de ondas cuja norma resultasse numa expressa˜o anal´ıtica indepen-
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dente do tempo, o ca´lculo do valor esperado do fator de escala resulta numa quantidade
positiva que nunca se anula. Isso indica um ricochete no universo primordial, evitando
a singularidade inicial. Este resultado indica que um ricochete e´ esperado deste modelo,
gerando um universo em contrac¸a˜o, seguido de uma fase em expansa˜o, na qual no encon-
tramos. Por outro lado, encontramos que o valor esperado do campo escalar, descrito em
escalas logar´ıtmas, e´ nulo.
Pore´m, como mencionado, para obtermos um sistema mais trata´vel, de forma anal´ıtica,
fazemos uma transformac¸a˜o conforme de coordenadas, sendo o fator conforme definido
pelo pro´prio campo escalar. Isso implica em sairmos do referencial de Jordan original,
em que a Teoria de Brans-Dicke e´ definida, para o referencial de Einstein, cujo campo
escalar passa a se acoplar minimamente a` gravidade. Ate´ enta˜o, mantivemos arbitra´rio o
ordenamento com relac¸a˜o aos operadores momento e posic¸a˜o referentes ao fator de escala.
O cara´ter autoadjunto do operador Hamiltoniano tambe´m foi analisado no referencial
de Jordan. Encontramos que a norma da func¸a˜o de onda so´ e´ independente do tempo
para um valor espec´ıfico do paraˆmetro de ordenamento. Esse valor coincide com o que
resulta na equivaleˆncia das medidas dos dois referenciais, Einstein e Jordan. Tambe´m,
os valores esperados do fator de escala e do campo escalar convergem apenas para as
varia´veis definidas no referencial de Einstein. Isso sugere que, a n´ıvel quaˆntico, Einstein
e´ o referencial f´ısico, o que e´ um resultado surpreendente. Pore´m, esta e´ apenas uma
indicac¸a˜o, este ainda e´ um resultado que precisa ser verificado mais afundo.
Ainda apresentamos dois objetivos secunda´rios. O primeiro foi a introduc¸a˜o do es-
tudo da quantizac¸a˜o canoˆnica da Teoria de K-esseˆncia, onde mostramos que, para um
caso particular, podemos tomar o campo escalar da teoria para definirmos o paraˆmetro
temporal, recuperando um comportamento similar ao obtido atrave´s da quantizac¸a˜o da
Relatividade Geral com o formalismo de Schutz. Entretanto, este caso particular envolve
um limite peculiar, onde temos uma Hamiltoniana bem definida e simples, mas perdemos
a consisteˆncia na descric¸a˜o Lagrangiana. A quantizac¸a˜o deste sistema tambe´m preveˆ um
ricochete esperado. Outra meta secunda´ria foi a introduc¸a˜o das noc¸o˜es ba´sicas sobre a
quantizac¸a˜o afim, feita no Cap´ıtulo 3. Com uma teoria matema´tica mais densa, envol-
vendo Teoria de Grupos, este me´todo ganhou uma revitalizac¸a˜o recentemente e destaque
em trabalhos em Cosmologia Quaˆntica. Mostramos que alguns problemas do me´todo de
quantizac¸a˜o canoˆnica sa˜o naturalmente resolvidos. Com o me´todo afim, a quantizac¸a˜o da
func¸a˜o cla´ssica do produto entre momento e posic¸a˜o resulta num operador simetrizado,
evitando o problema da na˜o-comutac¸a˜o dos operadores canoˆnicos de posic¸a˜o e momento,
que no me´todo canoˆnico exige a inserc¸a˜o a ma˜o de fatores constantes de ordenamento.
O cara´ter autoadjunto dos operadores tambe´m se torna mais evidente, transformando
o problema numa questa˜o da escolha adequada dos vetores fiduciais, necessa´rios para a
quantizac¸a˜o.
O me´todo afim tambe´m e´ completo com uma descric¸a˜o semicla´ssica, dada pela aplica-
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c¸a˜o inversa do mapa de quantizac¸a˜o. Apesar de utilizar estados coerentes para definirmos
a quantizac¸a˜o, o papel destes na teoria e´ apenas determinar algumas constantes que os
operadores carregam. Sendo assim, obedecendo a` imposic¸a˜o de que os vetores fiduciais
que definem os estados coerentes devem ser de quadradointegra´veis em duas medidas
distintas, ha´ uma arbitrariedade na escolha destes, que pode ser interpretado como um
ajuste adequado para as constantes que aparecem nos operadores. Fechamos o cap´ıtulo
sobre o tema com um exemplo da quantizac¸a˜o de um universo (Newtoniano) dominado
por poeira, onde aplicamos os conceitos inseridos durante a apresentac¸a˜o do conteu´do e
finalizamos mostrando o ricochete gerado pela quantizac¸a˜o, bem como a distribuic¸a˜o de
probabilidade da energia no espac¸o de fase do sistema, cujo pico evolui no tempo seguindo
a trajeto´ria semicla´ssica prevista pelo me´todo. Aproveitamos essa liberdade na escolha
dos vetores fiduciais para fazer uma descric¸a˜o semicla´ssica qualitativa da Teoria de Brans-
Dicke pelo me´todo afim. Encontramos uma previsa˜o de ricochete para um campo escalar
constante, assim como no caso da quantizac¸a˜o canoˆnica. No entanto, pudemos supor um
campo escalar que variasse com o tempo e conclu´ımos que, para velocidades baixas, ha´ a
presenc¸a de uma fase inflaciona´ria, ale´m do ricochete. Todavia, ha´ uma quebra de conti-
nuidade no volume do universo para casos de alta velocidade, o que parece indicar que o
campo escalar tem que ter um momento limitado.
Para trabalhos futuros, vamos continuar explorando este cena´rio, investgando, por
exemplo, o caso ε > 0, que e´ um campo na˜o-fantoˆmico. Pretendemos explorar as possibi-
lidades do me´todo afim para o caso de teorias escalares-tensoriais, fazendo a quantizac¸a˜o
no referencial de Einstein para tentar obter soluc¸o˜es separa´veis e comparar os dois re-
ferenciais, analisando se ha´ equivaleˆncia entre eles tambe´m neste modelo e o que isso
acarreta na teoria. Tambe´m almejamos estender a ana´lise pelo me´todo canoˆnico para
outras teorias escalares-tensoriais e tambe´m para teorias do tipo f(R), como continuac¸a˜o
do trabalho feito na tese. Outra possibilidade a ser explorada e´ a ana´lise da equivaleˆncia
entre os referenciais de Einstein e Jordan para outros tipos de mate´ria, como corpo r´ıgido,
por exemplo, que tambe´m gera soluc¸o˜es separa´veis no referencial de Einstein. Dentre as
possibilidade que podemos explorar ainda na Cosmologia Quaˆntica esta˜o a mudanc¸a na
interpretac¸a˜o da Mecaˆnica Quaˆntica, considerando DeBroglie-Bohm ao inve´s de Copenha-
gen, e o estudo de mecanismos de relo´gio, um assunto interessante e ainda em aberto.

Apeˆndice: Aspectos Matema´ticos do
Operador Momento
.
Os problemas de cara´ter autoadjuntos apresentados no Cap´ıtulo 2 aparecem por um
motivo em especial: o domı´nio considerado para as varia´veis do mini-superespac¸o e´ a
semirreta real, isto e´, as varia´veis sa˜o estritamente positivas. Neste domı´nio, o operador
momento Pˆ , no caso, o operador de derivac¸a˜o, na˜o e´ autoadjunto. Este problema e´
herdado pelo operador Hamiltoniano, que e´, como visto, escrito em func¸a˜o dos operadores
posic¸a˜o. Neste apeˆndice, vamos fazer uma ana´lise matema´tica sobre este operador e sobre
Pˆ 2, seguindo as refereˆncias [33] e [34]. No mini-superespac¸o que consideramos para uma
teoria escalar tensorial, temos a > 0 e ϕ > 0, sendo a o fator de escala e ϕ o campo
escalar da teoria. Pore´m, para apresentar um melhor exemplo de como as ferramentas
matema´tica apresentadas na Sec¸a˜o (2.3), vamos considerar neste apeˆndice o operador
momento no segmento [0, 1].
Seja Pˆ = i d/dx o operador momento, com o domı´nio sendo os conjuntos de todas as
func¸o˜es φ absolutamente cont´ınuas que se anulam na fronteira. Isto e´:
D(T ) = {φ |φ ∈ AC[0, 1], φ(0) = 0 = φ(1)} ,
sendo AC[0, 1] e´ o conjunto das func¸o˜es absolutamente cont´ınuas, em outras palavras,
cont´ınua a menos de um nu´mero enumera´vel de pontos, de forma que seu fecho e´ cont´ınuo.
O operador Pˆ e´ sime´trico neste domı´nio. De fato:
〈ψ, Pˆφ〉 = i
∫ 1
0
ψ∗
(
d
dx
φ
)
dx = i [ψ∗φ]10 − i
∫ 1
0
(
d
dx
ψ∗
)
φdx
=
∫ 1
0
(
Pˆψ
)∗
φdx = 〈Pˆψ, φ〉 .
Assim, temos que Pˆ ∗ = Pˆ . Aplicando o me´todo de von Neumann, vamos encontra as
soluc¸o˜es linearmente independentes da equac¸a˜o de autovalor
Pˆ ∗φ = i
d
dx
φ = ±i φ .
Essa equac¸a˜o tem duas soluc¸o˜es linearmente independentes para o segmento [0, 1]:
φ+ = e
x ; φ− = e−x .
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Portanto, os ı´ndices de deficieˆncia deste operador sa˜o n+ = n− = 1 e enta˜o este operador
possui extenso˜es autoadjuntas.
As extenso˜es Pˆα sa˜o dadas pelo conjunto das func¸o˜es ψ que satisfazem
〈φ, Pˆψ〉 = 〈Pˆ φ, ψ〉 ,
com φ = φ+ + λφ−, sendo λ um nu´mero real qualquer. Assim,
〈φ, Pˆψ〉 = i
∫ 1
0
(
ex + λe−x
)( d
dx
ψ
)
dx
= i
[(
ex + λe−x
)
ψ
]1
0
− i
∫ 1
0
(
ex − λe−x)ψ dx
= i
[(
e+
λ
e
)
ψ(1)− (1 + λ)ψ(0)
]
+ 〈Pˆ φ, ψ〉 ,
ou seja, devemos ter(
e+
λ
e
)
(1 + λ)−1ψ(1)− ψ(0) = 0 ⇒ ψ(0) = αψ(1) ,
com α = (e + λe−1)(1 + λ)−1. Portanto, as extenso˜es Pˆα sa˜o tais que seus domı´nios sa˜o
dados pela condic¸a˜o acima. Como α e´ arbitra´rio, temos que o operador momento possui
infinitas extenso˜es.
O caso para o operador Pˆ 2 foi apresentado na Sec¸a˜o 4.3.1, onde vimos que o operador
−d2/dx2 + k/r2 so´ e´ essencialmente autoadjunto para k ≥ 3/4 (equac¸a˜o (4.31)). Em
particular, para k = 0 o operador possui extenso˜es autoadjuntas. Como este e´ um ope-
rador limitado inferiormente, vamos encontrar a extensa˜o de Friedrich dele, que preserva
o estado fundamental. Seja Pˆ 2 = −d2/dx2 com domı´nio C∞0 (0, 1) das func¸o˜es cont´ınuas
no intervalo (0, 1). Lembrando que a extensa˜o e´ constru´ıda a partir da forma quadra´-
tica (2.20), q(φ, ψ) = 〈φ, ψ〉, e seu domı´nio Q(q) deve ser fechado sob a norma (2.19).
Relembrando:
‖ψ‖2+1 = ‖ψ‖2 + q(ψ, ψ) .
Isso significa que, dada uma sequeˆncia de func¸o˜es {ψn} ⊂ Q(q) convergentes tais que
ψn → ψ na norma ‖ · ‖+1, enta˜o ψ ∈ Q(q). Em outras palavras,
‖ψ − ψn‖2+1 → 0 .
Neste caso, a norma da forma e´ dada por
‖ψ‖2 = −
∫ 1
0
ψ∗
(
d2
dx2
ψ
)
dx+ ‖ψ‖2
=
∫ 1
0
(
d
dx
ψ
)2
dx+ ‖ψ‖2 = ‖ψ′‖2 + ‖ψ‖2 .
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Assim, tomando func¸o˜es ψn ∈ Q(q), a condic¸a˜o ‖ψ − ψn‖2+1 → 0 nos diz que precisamos
ter
|ψn(a)− ψ(a)| → 0 ,
para todo a ∈ (0, 1), ja´ que func¸a˜o e derivada, neste caso, devem convergir. Em particular,
devemos ter ψ(0) = 0 = ψ(1), ja´ que as derivadas tem que convergir suavemente tambe´m.
Assim, a extensa˜o de Friedrich do operador −d2/dx2 e´ a extensa˜o autoadjunta que possui
condic¸o˜es de fonteira ψ(0) = 0 = ψ(1). O espectro desta extensa˜o e´ {(npi)2 ; n ∈ N}, que
correspondem aos autofunc¸o˜es {sen(npix)}. Como o operador e´ limitado inferiormente
por pi, a extensa˜o tambe´m o e´.
Introduzimos apenas o ba´sico sobre este rico assunto neste apeˆndice. Para um estudo
mais completo, por exemplo, sobre as extenso˜es do operador −d2/dx2 + 1/x2, tambe´m
recomendamos [68].
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