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Introduction
The 2007-2009 crisis has intensified the need for indicators of the risk aversion of market participants. It has also become increasingly commonplace to assume that changes in risk appetites are an important determinant of asset prices. Not surprisingly, the behavioral finance literature (see e.g. Baker and Wurgler, 2007) has developed "sentiment indices," and financial institutions have created a wide variety of "risk aversion" indicators (see Coudert and Gex (2008) for a survey).
One simple candidate indicator is the equity variance premium, the difference between the squared VIX index and an estimate of the conditional variance of the stock market. The VIX index is the "risk-neutral" expected stock market variance for the US S&P500 contract and is computed from a panel of options prices. Well-known as a "fear index" (Whaley, 2000) for asset markets, it reflects both stock market uncertainty (the "physical" expected volatility), and a variance risk premium, which is also the expected premium from selling stock market variance in a swap contract. Bollerslev, Tauchen and Zhou (2009) show that an estimate of this variance premium predicts stock returns; Bekaert, Hoerova, and Lo Duca (2013) show that there are strong interactions between monetary policy and the variance premium, suggesting that monetary policy may actually affect risk aversion in the market place. The variance premium uses objective financial market information and naturally "cleanses" option-implied volatility from the effect of physical volatility dynamics and uncertainty, leaving a measure correlated with risk aversion.
How to measure the variance premium is not without controversy however, because it relies on an estimate of the conditional variance of stock returns. For example, the measure proposed in Bollerslev, Tauchen and Zhou (2009) , BTZ, henceforth, assumes that the conditional variance of stock market returns is a martingale, an assumption which is not supported by the data, leading to potentially biased variance premiums. In this paper, we tackle several measurement issues for the variance premium, assessing a plethora of state-of-the-art volatility models and making full use of overlapping daily data, rather than sparse end-of-month data, which is standard.
The conditional variance measure is of interest in its own right. First, there is a long literature on the trade-off between risk, as measured by the conditional variance of stock 5 market returns, and the aggregate risk premium on the market (see e.g. French, Schwert and Stambaugh (1987) for a seminal contribution). This long line of research has mostly failed to uncover a strong positive relationship between risk and return (see Bali, 2008, for a summary). Second, stock market volatility can also be viewed as a market-based measure of economic uncertainty. For example, Bloom (2009) shows that heightened "economic uncertainty" decreases employment and output. Interestingly, he uses the VIX index to measure uncertainty, so that his results may actually be driven by the variance premium rather than uncertainty per se.
Using more plausible estimates of the variance premium and stock market volatility, we then assess whether they predict stock returns, economic activity, as well as financial instability, an economic outcome that has garnered considerable policy interest in the aftermath of the recent financial crisis. We find that the well-known results in BTZ exaggerate the predictive power of the variance premium for stock returns. However, the equity variance risk premium remains a reliable predictor of stock returns. Stock market volatility does not predict the stock market, but it is a much better predictor of economic activity than is the equity variance premium. It also predicts financial instability more strongly than does the variance premium, especially at longer horizons.
The remainder of the paper is organized as follows. Section 2 discusses the econometric framework that we use to forecast volatility, and lays out our model selection procedure. Section 3 reports the results of our specification analysis and forecasting performance comparison. Section 4 uses the preferred estimates of the variance premium and stock market volatility to predict stock returns, economic activity and financial instability. Section 5 concludes.
Econometric Framework
We define the variance risk premium as:
Here the VIX is the implied option volatility of the S&P500 index for contracts with a maturity of one month, and
RV is the S&P500 realized variance measured over the next month (22 trading days) using 5 minute returns. Note that 2 ) 22 (
is the return to buying variance in a variance swap contract. Therefore, technically speaking, 6 the variance risk premium refers to the negative of VP. Since that number is mostly negative, we prefer to define it as we did in equation (1).
Economically, the squared VIX is the conditional return variance using a "riskneutral" probability measure, whereas the conditional variance uses the actual "physical" probability measure. The risk-adjusted measure shifts probability mass to states with higher marginal utility (bad states) and this implies that in many realistic economic settings, the variance premium will be increasing in the economy's risk aversion.
The unconditional mean of the variance premium is easy to compute by simply computing the average of
. However, we are interested in the conditional variance premium as described in equation (1), which relies on the physical conditional expected value of the future realized variance. The common approach to estimate this uses empirical projections of the realized variance on variables in the information set, and subtracts this estimated expected variance from the 2 VIX to arrive at VP. Hence, the problem is reduced to one of variance forecasting.
Our data start on January 02, 1990 (the start of the model-free VIX series) 2 and covers the period until October 01, 2010. We have a total of 5208 daily, overlapping observations. The recent crisis period presents special challenges as stock market volatilities peaked at unprecedented levels, but at the same time the crisis represents an informative period during which uncertainty and risk aversion may have been particularly pronounced. Nevertheless, if we decompose the sample variance of the VIX time series in contributions by crisis and non-crisis observations, the former dominate despite representing a relatively small part of the sample. We deal with these challenges by considering both models that predict the level and the logarithm of realized variances, and by putting much emphasis on parameter stability in our model selection procedure. In addition, we focus on out-of-sample forecasting exercises where we conduct the insample estimations mostly on non-crisis observations, so that the influence of the crisis on the parameter estimates and model selection is mitigated.
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Variance forecasting
There is an extensive econometric literature on volatility forecasting. It is now generally accepted that models based on high frequency realized variances dominate standard models in the GARCH class (see e.g. Chen and Ghysels, 2012) and we therefore examine the state-of-the-art models in that class. These models stress the importance of persistence (using lagged realized variances as predictors), additional information content in the most recent return variances (Corsi, 2009) , asymmetry between positive and negative return shocks (the classic volatility asymmetry, see e.g. Engle and Ng, 1993) and potentially differing predictive information present in jump versus continuous volatility components (Andersen, Bollerslev, and Diebold, 2007) . We accommodate all of these elements in our model.
In the finance literature, it has been pointed out as early as in Christensen and Prabhala (1998) that option prices as reflected in implied volatility should have information about future stock market volatility. This motivates using the VIX as a predictive variable. Recent articles using the VIX in similar forecasting exercises include Busch, Christensen and Nielsen (2011) who examine a number of variance forecasting models embedding option-implied volatility for bond, currency and stock markets, and Andersen and Bondarenko (2007) who mostly focus on measurement issues with the officially published VIX index. Of course, because the VIX also embeds a risk premium, it will not be an unbiased predictor of future realized volatility. Chernov (2007) argues that spot volatility is likely to have additional information about future volatility.
Finally, it is well-known that estimation noise hurts out-of-sample forecasting performance. Simple models such as the martingale model may therefore outperform more complex models. We therefore also consider a number of non-estimated models that are special cases of our general framework.
Our most general forecasting model can be represented as follows: Finally, following Corsi and Renò (2012), we add negative returns over the past day, week and month, to incorporate a potential leverage effect (see Campbell and Hentschel, 1992; Bekaert and Wu, 2000) . To model the leverage effect at different frequencies, we
In addition to forecasting realized variance in levels, we also consider models that predict the logarithm of the realized variance. The logarithmic counterpart of the model 9 in (2) reads: Because variances have right-skewed distributions, but logarithmic variances tend to have near Gaussian distributions, it may be easier to predict logarithmic variances with linear models. However, ultimately, we still need to identify the model that best forecasts the level of the realized variance. To this end, when we consider a logarithmic model, we assume log-normality to predict levels of monthly realized variances: 
Model selection procedure
Our model selection procedure consists of comparing the out-of-sample forecasting performance of a set of 31 estimated and non-estimated models and examining their stability. The models are summarized in Table 1 . For estimated models, we consider 14 variants of the encompassing model in levels (equation (2)) and in logarithms (equation (5)), respectively. We estimate the models using OLS. Models 1 through 13 have fixed combinations of predictors. Models 14 for the level and the logarithmic specification, respectively, are models with a set of predictors selected by a general-to-specific (Gets) model selection procedure (using the full sample). While sequential Wald tests present problems in terms of selecting the size of tests (see e.g. Bhargava, 1987), we rely on the large body of work on model selection by David Hendry and co-authors, see e.g. Campos, Hendry and Krolzig (2003) and Hendry and Krolzig (2005) . We use the recent implementation by Autometrics in the econometrics software package OxMetrics (see Doornik, 2009 , for details) Thus, we estimate 28 models in total. In terms of practical implementation, we use 5% as the target size for our tests, the default value in the software; we also do not use indicator saturation techniques, but test for parameter instability separately. We use PcGive, version 13 (see Doornik and Hendry, 2009 ).
In Table 2 , we discuss the level and logarithmic models chosen by the Gets-model selection analysis. The standard errors below the parameters are computed using 44 Newey-West (1987) lags. The model selection yields models with monthly, weekly and daily continuous variation in both cases. In the level regression model, the general-tospecific model selection procedure retains monthly jumps, in addition to negative returns at all three frequencies. In the logarithmic model, the squared VIX is chosen, along with the daily negative returns.
In addition, we consider 3 non-estimated models: the lagged squared VIX (model 29); the lagged realized variance (model 30; this is the model used in BTZ); and 0.5 times the lagged squared VIX plus 0.5 times the lagged realized variance (model 31).
We estimate the models using daily data between January 1, 1990 and July 15, 2005 (representing about 75% of the full sample) and use the rest of the sample (till October 01, 2010) to measure forecasting performance. The parameters are not updated.
We examine five different criteria. We compute the root-mean-squared error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE; the absolute error in percent of the actual realized variance). We evaluate whether the forecast error measures are significantly different among competing forecasting models through the Diebold and Mariano (1995) test (with standard errors computed using 44 Newey-West lags), using a 10% significance level. We also compute the R 2 of MincerZarnowitz (1969) forecasting regressions, that is, we compute the R 2 in a regression of actual data on their forecasted values. 5 The final criterion we examine is a simple joint
Chow test for parameter stability over the last part of the sample versus the estimation part of the sample. Ericksson (1992) discusses formally how mean-squared-error minimization and parameter constancy are both necessary (but not sufficient) conditions to obtain a good forecasting model. We also produce the average correlation of the forecasts produced by a particular model with the forecasts produced by the winning model on each of the first 4 criteria. This gives a sense of how close different forecast models are economically. Table 3 produces the statistics and the average ranking of our 31 considered models according to the criteria discussed above. Recall that for the logarithmic models, we are predicting the level of the realized variance as discussed in Section 2. The first column reports whether the model is stable according to the Chow test (using 10% significance level). Stable models are bolded. In the second column, we report the in-sample RMSE (denoted RMSE*). In the next three columns, we report the out-of-sample RMSE, MAE and MAPE criteria. 6 We note that the out-of-sample RMSE is considerably larger than its in-sample counterpart. This is also true for the MAE criterion, but it is not true for the MAPE criterion, where out-of-sample errors are often smaller than in-sample errors (not reported out-of-sample quantitative criteria (RMSE, MAE, MAPE, and R 2 ). If a model were to be the top model on each criterion, it would get a correlation of 1. Finally, we rank models in each of the four categories (from 1, best, to 31, worst) and produce the average ranking score for each model in the last column of Table 3. 12 Using this information, we winnow down our set of models by requiring a good model to be bolded in at least 3 out of 4 quantitative criteria. This leaves us with only 7 models: level models 1, 4, 8, 10, 11, 13 and 14. Model 14 produces the best average ranking score (3.75) but is not stable. Indeed, only three of these seven models are stable: models 1, 8 and 11. Model 8 has the second best average score (4). It is also the only model which gets four bolds. Model 11 has the fourth best average score (6.5).
Model Selection Results
Meanwhile, model 1 ranks only 16 in the average score. We therefore select models 8 and 11 as the winning models. Model 8 is Corsi's HAR model, supplemented with the squared VIX. Model 11 features continuous and jump variations at all three frequencies.
More generally, the presence of realized variances (or their continuous components) at all three frequencies is important in delivering lower error statistics. In terms of R 2 , more complex models (level models 8, 9, 11, 13, 14 and logarithmic models 9 and 11) yield substantially higher values than the other models.
Over the full sample, the resulting coefficients for models 8 and 11 (with heteroskedasticity-robust standard errors in brackets) are: (2011) (model 2). Compared to the top models, the martingale and simple autoregressive models perform an order of magnitude worse but the squared VIX -realized variance model delivers quite similar performance. Of the simpler models, Model 3 is best on all four criteria (only Model 1 does better on MAPE). It also has the best average score among the simpler models, and the sixth best average score overall.
Additional exercises
We performed two alternative exercises. First, we repeated our analysis with two alternative sample splits in the out-of-sample forecasting exercise. We estimated the models using data until June 16, 2003 (about 65% of the full sample) and until August 1, are remarkably robust. For the 65% split, out-of-sample forecasting performance is uniformly better, with lower errors and higher R 2 , with the best model attaining an R 2 of just over 59%, i.e., 2% higher than in the 75% split. The winning models are the same as in the 75% split: model 4 on MAPE, model 8 on MAE, and model 14 on R 2 and RMSE.
Models that get 3 bolds out of 4 are models 1, 3, 4, 8, 10, and 14 (all in levels), with models 4, 10 and 14 being unstable (as in the 75% sample split Second, we re-consider our forecasting exercise with end-of-month data. In most of the existing articles (including BTZ, Londono, 2011, and Busch, Christensen and Nielsen, 2011) , end-of-month data are used to estimate conditional variance models. The use of daily data should lead to more efficient estimates, but the correlation between daily and monthly data induced by the overlapping data structure may make the increase in efficiency minor. We estimated all our models using end-of-the-month data till mid-2005, mimicking the 75% sample split used in our main forecasting exercise with daily data.
We then use the obtained regression coefficients to construct daily out-of-sample realized variance forecasts for the remainder of the sample. Computing the usual criteria, we check whether we can accept the various models by looking for three bolds on our four quantitative criteria (MAPE, MAE, RMSE, and R 2 ), and we verify the stability criterion. Interestingly, model 8 based on monthly estimates does well relative to the best models based on the daily information. When estimated using the full sample, the monthly model puts less weight on the squared VIX and RV (22) , and more weight on RV (5) 
Economics and Predictability
Risk and risk aversion
In Figure 1 , we plot the daily series for the variance risk premium (VP henceforth; Lehman event seems to have caused both massive uncertainty and massive risk aversion.
When realized variances show extreme peaks, the VP series can become negative,
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which happens more for model 11 than for model 8. This is a disadvantage of all these models. It is unlikely that during these periods of stress, there was a sudden increase in risk appetite. The more mundane explanation is that realized variances likely have different components with different levels of mean reversion. In a massive crisis, some of the realized variance movements should probably be allowed to mean-revert more quickly and not affect the conditional variance as much as they do now. The models with jumps could theoretically capture this by having negative coefficients on the jump terms.
However, model 11 puts a large positive coefficient on the monthly and weekly jump components, and a very small negative one on the daily jump component. Overall, it is likely that a non-linear model may be better equipped to capture the behavior of CV and VP in severe crises.
Predicting stock market returns
The BTZ recently showed that the variance risk premium has predictive power for future stock returns, which is logical since it harbors information about aggregate risk aversion.
As shown above, their measure implicitly uses a volatility model that is strongly rejected by the data. We therefore reconsider the predictive power of both the equity variance risk premium ("risk") and the conditional variance of the stock market ("uncertainty"), using our improved measures of the conditional variance of stock market returns.
We start with regressions using only the variance premium as a predictor of equity returns. Like BTZ, we rely on end-of-the-month observations but we consider various estimates of the variance premium. 8 Table 4 , Panel A contains the results. The left hand side variable is always excess stock returns (the S&P500 return in excess of the threemonth T-bill rate; expressed in annualized percentages). We use three different horizons, monthly, quarterly and annual (denoted by 1, 3 and 12, respectively), averaging returns over a quarter/year. The overlap in the monthly data creates serial correlation in the error term that must be corrected for in creating standard errors. We use a relatively large number of Newey-West lags, namely max{3, 2*horizon}, to do so, rather than create standard errors under the null of no predictability, as in Hodrick (1992) . While the Hodrick estimator has very good size properties, selecting a large number of lags may improve power (see Sun, Phillips, and Jin, 2008) .
In the last specification in Panel A, we show that the squared VIX itself fails to predict stock returns. Just above, we repeat the BTZ specification that uses the past realized variance as the estimate of the conditional variance of stock market returns. The resulting variance premium proxy predicts stock market returns at all three horizons with the predictive power strongest at the quarterly horizon, both in terms of magnitude of the coefficient and the adjusted R 2 . The R 2 for the martingale model in the quarterly regression increases from 7% in the original BTZ sample to 13% in our sample. Thus, including the financial crisis actually strengthens BTZ's results. Compared to the predictability results when using the two best models -models 8 and 11 -to estimate the variance premium, BTZ's martingale model maximizes the predictive power of the variance premium for returns. For the best models, there is only statistically significant predictive power at the longer horizons and the R 2 drops from 13% to somewhere between 2 and 4.5%. 9 In unreported results, we find that the realized variance predicts stock returns with a negative sign at the monthly and quarterly horizon (significant at the 10% and 5% level, respectively). However, the coefficients are an order of magnitude smaller than for the BTZ variance premium, and the R 2 is just above 2% in the quarterly regression.
This generates somewhat of a puzzle regarding the origin of the strong predictive power of the BTZ-variance premium. If the realized variance is not a strong predictor of stock market returns and the VIX itself does not predict them at all, why does their difference provide strong predictive power? The coefficient on the variance premium can be decomposed as follows:
It turns out that the variance of the squared VIX is rather similar to the variance of RV, which is itself more than three times higher than the variance of the variance risk premium. Therefore, the variance premium coefficient at the quarterly frequency scales up the small positive coefficient on the VIX and the larger negative coefficient on stock market volatility by a factor of three.
10
Economically, it does appear that the variance risk premium uncovers a component in the VIX index that is related to future stock market returns, but the statistical evidence is not very strong. Apart from the small sample, one possible reason for this is the wellknown fact that equity risk premiums are likely driven by multiple state variables (see Ang and Bekaert; 2007, Menzly, Santos and Veronesi, 2004) so that the univariate regressions are necessarily mis-specified. In the consumption-based asset pricing model of Bekaert, Engstrom and Xing (2009), risk aversion and uncertainty are the two state variables driving time-variation in the equity risk premium.
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We therefore investigate bivariate regressions using both the variance premium and the conditional variance as predictors. The results are in Panel B of Table 4 . The VP is overall the stronger predictor over the quarterly and annual horizons. The CV coefficients are (with one exception) negative and sometimes significantly so for models 8 and 11. is modest, varying between 0.63 and 0.71 across models. Moreover, the time-varying risk premium component in equity returns comes predominantly from the variance risk premium, not from time-varying economic uncertainty. The effects of economic uncertainty on risk premiums we do document seem short-lived. This suggests that the alternative class of models (see Campbell and Cochrane, 1999) , which relies on countercyclical changes in risk aversion to generate variation in risk premiums, has more chance of being the true economic mechanism explaining time-variation in equity risk premiums.
In Panel C, we consider a multivariate regression including other well-known predictor-variables, namely the real 3-month rate (the three-month T-bill minus CPI inflation, denoted 3MTB), the logarithm of the dividend yield (denoted Log(DY)), the credit spread (the difference between Moody's BAA and AAA bond yield indices, denoted CS) and the term spread (the difference between the 10-year and the 3-month Treasury yields, denoted TS); all variables expressed in annualized percentages. The addition of the other variables strengthens the predictive power of the variance premium for equity returns, with the coefficients uniformly increasing. However, the uncertainty coefficients are now smaller and mostly insignificantly different from zero.
As to the other variables, the term structure variables are never significant. Both the real rate and the term spread have consistently positive coefficients. The credit spread obtains a negative coefficient that is not significantly different from zero, and the dividend yield is at best significant at the 10% level, mostly at the longer horizons. Here, the crisis adversely affected the predictive power of these variables. Excluding crisis data, the dividend yield and the credit spread are highly statistically significantly different from zero for all specifications (at all horizons in case of the dividend yield and at longer horizons in case of the credit spread), with the dividend yield having the expected positive coefficient, but the credit spread negatively affecting the equity premium.
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The adjusted R 2 's remains small at the one month horizon, but now becomes quite large at the quarterly (13 to 19% range) and annual horizons (around 27%). It is likely that this high explanatory power may partially reflect statistical bias (see Boudoukh, Richardson and Whitelaw, 2007) .
Given that our preferred VP and CV measures are based on the estimated models 8
and 11, we conduct a robustness check which accounts for the sampling error in the VP and CV in our regressions. Specifically, we draw 500 alternative VP and CV series from the distribution of VP and CV estimates. To do so, we retain the coefficients from the forecasting projection together with their asymptotic covariance matrix. Then, we draw 500 alternative parameter coefficients from the distribution of these estimates, generating alternative VP and CV estimates. We then feed these into our predictive regressions generating a distribution of coefficients, standard errors and t-statistics. As the first-stage projections are tightly estimated, the coefficients and standard errors are not materially affected, and our main inference regarding stock return predictability remains intact.
Predicting the Real Economy and Financial Instability
In Table 5 , we examine the predictive power of the variance risk premium and stock market volatility for economic activity as measured by industrial production growth (the 13 There is no issue of multi-collinearity in the regression as the dividend yield-credit spread correlation is low (close to zero over the pre-crisis sample; and 0.2 over the full sample). While the negative credit spread coefficient may surprise some readers, BTZ also report negative coefficients for the credit spread in univariate excess return regressions. It is conceivable that the credit spread is a good indicator of economic prospects (for example, it is relatively highly correlated with economic uncertainty) and therefore helps cleanse the dividend yield from variation driven by cash flows, rather than risk premiums (see Golez, 2012 for a recent interesting attempt to cleanse the dividend yield of cash flow effects in a predictability regression). 20 log-difference of the total industrial production index expressed in annualized percentages; growth over a quarter/year is averaged). Bloom (2009) shows that uncertainty shocks lead to a rapid drop and rebound in aggregate output and employment.
In a model with adjustment costs to labour and capital, this occurs because higher uncertainty causes firms to temporarily pause their investment and hiring. In some of his empirical work, Bloom actually uses the VIX to help measure uncertainty shocks. Here, we investigate whether the VIX and/or its two components predict economic activity in a simple regression framework.
The last specification shows that the squared VIX itself predicts economic activity with a negative sign at all horizons (significant at the 1% level). In terms of economic significance, a 1% (monthly) move in the VIX near the mean leads approximately to a 1%
(annualized) drop in the industrial production growth over the next quarter. The bivariate regressions with its two components show that whatever predictive power the VIX has for future output, is coming from the uncertainty component. The coefficient on VP is negative at monthly and quarterly horizons, but it is always statistically insignificantly different from zero. The coefficient on CV is always negative and statistically significant at the 1% level for all three horizons. As with stock return regressions, we check robustness of our results to accounting for the sampling error in the VP and CV estimates.
Our results are unaltered. We conclude that CV is a robust and significant predictor of economic activity.
Our results here add to a rapidly growing literature on predicting economic activity with economic uncertainty measures. For example, Stock and Watson (2012) argue that financial disruptions and heightened uncertainty helped produce the Great Recession.
Allen, Bali, and Tang (2012) derive a measure of aggregate systemic risk using data on stock returns for banks and show that high levels of this measure predict future economic downturns. Bachmann, Elstner and Sims (2013) use survey expectations data to construct an empirical proxy for time-varying business-level uncertainty. They show that surprise movements in the uncertainty proxy lead to significant reductions in production. Finally, Gilchrist, Sim, and Zakrajsek (2010) analyze how fluctuations in uncertainty interact with financial market imperfections in determining economic outcomes.
One economic outcome that has garnered considerable policy interest since the recent 21 global crisis is financial instability. In Table 6 The VIX itself has a high predictive power for the one-and three-months ahead indicators (significant at the 1% level). The R 2 is over 40% at the monthly horizon and over 30% at the quarterly horizon. When both components of the VIX enter the regressions, the uncertainty component has a higher predictive power than the variance premium component. Uncertainty is significant at 1% level at all three horizons, and the magnitude of its coefficients is uniformly higher than for the VP, particularly at the quarterly and annual horizons. The VP coefficient is significant at the monthly horizon (at the 5-10% level) but not (with the exception of model 11) at the quarterly or annual frequency. These results are robust to accounting for the sampling error in the VP and CV estimates. Overall, a high predictive power of variables based on US data for a European financial stress indicator is noteworthy. 
Conclusions
We decompose the squared VIX, the risk neutral expected stock market variance, into two components, the conditional (physical) variance of the stock market (CV) and the equity variance premium (VP), which is the difference between the two (VP=VIX 2 -CV).
14 We also considered three alternative financial stress indicators: a (proprietary) CISS indicator based on US data, an indicator developed by the Kansas Fed and an indicator developed by the St. Louis Fed.
Results for the US CISS are very similar to those for the EMU CISS (the correlation between the two indicators is 0.8). For the Fed-developed indicators, results are similar with two qualifications. First, the coefficients on the VP component are now statistically significant at 1% level at both the monthly and quarterly frequency. This is not surprising as both indicators include the VIX itself as one of the components (unlike the CISS indicators). Second, the R 2 's are higher at the monthly and quarterly frequency compared to the regressions with the EMU CISS indicator. VP and CV have a higher predictive power for financial stress in the US compared to Europe.
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Because this decomposition critically depends on the accuracy of the model for CV, we first conduct an extensive analysis of state-of-the-art variance forecasting models, where we make sure to also consider the squared VIX itself as a potential predictor. Indeed, one of our winning models includes the VIX.
We use these models to re-examine and expand the evidence on the predictive power of VP and CV for stock returns, economic activity (as measured by industrial production) and financial stress indicators (tracked by central banks). We find that the variance premium is a significant predictor of stock returns, but the conditional variance mostly is not. However, CV robustly and significantly predicts economic activity with a negative sign, whereas VP has no predictive power for future output growth. Lastly, CV has a relatively higher predictive power for financial instability than does the variance premium. nd column shows the in-sample root-mean-squared error (RMSE*). The next four columns show the out-of-sample root-mean-squared error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and Mincer-Zarnowitz R 2 (see pp. 10-11 for the "bolding" criteria). The 7 th column produces the average correlation of each model with the winning models in the RMSE, MAE, MAPE, R 2 categories. The 7 th column produces the average ranking score of each model in the RMSE, MAE, MAPE, R 2 categories. 
