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Multi-circled singularities, Lelong numbers, and
integrability index
Alexander Rashkovskii
Abstract
By comparing Green functions of multi-circled plurisubharmonic singular-
ities u in Cn to their indicators, we prove formulas for higher Lelong num-
bers Lk(u) and integrability index λu (the latter one being due to Kiselman)
and extend Howald’s result on multiplier ideals for monomial ideals to multi-
circled singularities. This also leads to an elementary proof of the relations
λu ≤ k−1Lk(u)1/k, 1 ≤ k ≤ l, for the multi-circled singularities, where l is the
codimension of the set u−1(−∞). For k = 1 and arbitrary plurisubharmonic
function u the inequality is due to Skoda, and for k = n and any plurisub-
harmonic u with isolated singularity the relation is due to Demailly. We also
describe all multi-circled functions for which the inequalities are equalities.
We also prove these inequalities, by a reduction to Demailly’s result, in
the general case of (not necessarily multi-circled) plurisubharmonic functions.
In addition, we get a description of all plurisubharmonic singularities u whose
integrability index is given by the lower bound in Skoda’s inequality, i.e.,
λu = n
−1
L1(u).
Subject classification: 32U05, 32U25, 32U35, 13H15.
1 Introduction and results
Recall that an upper semicontinuous function u on a complex manifold M is called
plurisubharmonic (psh) if for every holomorphic mapping ξ from the unit disk into
M , the function u ◦ ξ is subharmonic. A basic example is u = c log |f | with c > 0
and a function f holomorphic on M – or, more generally, a holomorphic mapping
f : M → Cp (| · | means the Euclidean norm.)
We restrict ourselves to local considerations, so in the sequel we deal with func-
tions defined near 0 ∈ Cn. Let O0 denote the ring of germs of analytic functions f
at 0, and let m = {f ∈ O0 : f(0) = 0} be its maximal ideal. The log-transformation
f 7→ log |f | maps O0 into the collection PSH0 of germs of psh functions. We will
say that a psh germ u is singular at 0 if u is not bounded in any neighborhood
of 0. For functions u = log |f |, f ∈ O0, this means f ∈ m. Asymptotic behavior
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of arbitrary psh functions can be much more complicated; nevertheless, all their
standard ”rough” characteristics can be viewed as extensions of the corresponding
notions for analytic functions.
A basic characteristic of singularity of u ∈ PSH0 is its Lelong number
νu = lim inf
z→0
u(z)
log |z| .
If f ∈ m, then νlog |f | = mf , the multiplicity (vanishing order) of f at 0. If I =
〈f1, . . . , fp〉 is the ideal in O0 generated by f1, . . . , fp, then
mI = min{mf : f ∈ I} = νmaxk log |fk| = νlog |f |.
Let u ∈ PSH0. Assuming (ddcu)k well-defined for all k ≤ l, denote
Lk(u) = ν((dd
cu)k, 0) = (ddcu)k ∧ (ddc log |z|)n−k(0), (1)
the higher order Lelong numbers of u, that is, the Lelong numbers of the currents
(ddcu)k, at 0. Here d = ∂ + ∂¯, dc = (∂ − ∂¯)/2πi, so (ddc log |z|)n charges 0 with the
unit mass.
In particular, L1(u) = νu for any u ∈ PSH0, and if (ddcu)n is well defined near 0,
then Ln is the Monge-Ampe`re mass of u at 0: Ln(u) = (dd
cu)n(0). If u = log |f | for
a holomorphic mapping f whose zero set has codimension l at 0, then Ll(u) equals
the multiplicity of the mapping f at 0. For an m-primary (zero-dimensional) ideal
I generated by f1, . . . , fp, its Samuel multiplicity equals Ln(log |f |), and the Lelong
numbers Lk(log |f |) are the mixed multiplicities of n-tuples of ideals consisting of k
copies of I and n− k copies of m.
One more characteristic, introduced in various contexts by several authors (first,
probably, in [23]) and attracted recently considerable attention (e.g., [1], [2], [7], [8],
[9]), [10], [13]), is the integrability index (at 0)
λu = inf{λ > 0 : e−u/λ ∈ L2loc(0)}. (2)
If f = (f1, . . . , fp) ∈ mp, the value λlog |f | is known as the Arnold multiplicity of the
ideal I generated by fj, and its inverse
lc(I) = λ−1log |f | (3)
is the log canonical threshold of I. The value of lc(I) can be ”computed” by means
of log resolution of I (see, e.g., [14]).
A classical result due to Skoda [23] states that:
n−1νu ≤ λu ≤ νu, (4)
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the extremal situation being realized, for example, for u = log |z| (for the first
inequality) and u = log |z1| (for the second one).
Recently, in [5] and [18], the log canonical threshold of a zero dimensional ideal
I was related to its Samuel multiplicity e(I):
lc(I) ≥ n
e(I)1/n , (5)
with an equality if and only if the integral closure of I is a power of the maximal
ideal. It was used in [7] for a corresponding bound for psh functions u with isolated
singularity at 0, and extended then in [26] to all u with (ddcu)n well defined,
λu ≤ n−1 Ln(u)1/n. (6)
A direct proof of Demailly’s inequality (6) without using (5) was obtained then in
[1]. Notice that (6) implies (5) by setting u = log |f | with f = (f1, . . . , fp) generators
of I. To the best of our knowledge, the question of equality in (6) is open. Observe
also that none of the bounds (4) and (6) implies the other one.
While computation of the standard Lelong number is quite easy, this is not the
case for the higher Lelong numbers and the integrability index. It is thus desirable
to simplify this, say, by replacing the function with another one whose asymptotic
behavior is easier to handle. For example, given a function u ∈ PSH−(D) (which
means that it is negative and plurisubharmonic in a domain D) with isolated sin-
gularity at 0, its residual Monge-Ampe`re mass at 0 can be shown to coincide with
that of gu, the regularized upper envelope of all functions v ∈ PSH−(D) such that
v ≤ u + O(1) [21]. The function gu (the greenification of u) satisfies (ddcgu)n = 0
outside 0, so its total mass in D coincides with that at 0.
This function keeps also the higher Lelong numbers and the integrating factor,
see section 2. Observe however that we do not know if the relation Lk(u) = Lk(gu)
holds true for all u such that (ddcu)k is well defined.
We consider then multi-circled psh singularities u(z) = u(|z1|, . . . , |zn|); their
collection will be denoted by MC0. They can be considered as a plurisubharmonic
counterpart for the notion of monomial ideals (those that can be generated by mono-
mials). On the other hand, as was shown in [21], the function log |F | has, up to
a bounded term, multi-circled singularity for generic holomorphic mappings F . In
Section 3.1 we show that the greenification gu of u ∈ MC0 in the unit polydisk
D
n coincides with the (local) indicator Ψu introduced in [16]. As a consequence,
Lk(u) = Lk(Ψu) (whenever defined) and λu = λΨu . This gives relatively easy com-
putations of these characteristics for the indicators: for higher Lelong numbers, by
means of mixed Minkowski’s (co)volumes, and for the integrability index – by means
of the directional Kiselman-Lelong numbers, see Sections 3.2 and 3.3. The latter
one repeats a result of Kiselman [13]) and is used in Section 3.4 for a description of
the multiplier ideals for multi-circled singularities in the spirit of Howald’s result for
monomial ideals [11]; a similar extension was made, as we recently learned, in [10].
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Finally, we obtain relations between the Lelong numbers Lk(u) and the integra-
bility index λu, that fill the gap between Skoda’s (4) and Demailly’s (6) inequalities,
λu ≤ k−1Lk(u)1/k, 1 ≤ k ≤ l, (7)
where l is the codimension of an analytic set A such that u−1(−∞) ⊂ A. In Section
3.5 we do that for u ∈ MC0 as a consequence of the corresponding relations for the
indicator Ψu; in addition, we describe all u ∈ MC0 with equality in (7) for some
k ≤ n: these are those whose indicators have the form Ψu(z) = Bmaxj∈J log |zj|
with B ≥ 0 and J = (j1, . . . , jk).
In Section 4, relations (7) are proved for the general (not necessarily multi-
circled) case, by reduction to Demailly’s inequality (6). As a consequence, we get
bounds for the log canonical threshold of an ideal in terms of mixed Samuel multi-
plicities. In addition, we describe all plurisubharmonic singularities u whose integra-
bility index is given by the lower bound in Skoda’s inequalities (4), i.e., λu = n
−1νu.
2 Green and Green-like functions
Let D ⊂ Cn be a bounded hyperconvex neighborhood of 0, and let u ∈ PSH−(D),
u(0) = −∞. Consider the class Fu,D of negative psh functions v in D such that
v(z) ≤ u(z) +O(1) near 0, then the regularization of its upper envelope,
gu(z) = gu,D(z) = lim sup
y→z
sup{v(y) : v ∈ Fu,D}, (8)
is a psh function in D, maximal on D \ {gu = −∞}. It is called the complete
greenification of u at 0 in D [21].
If u is locally bounded and maximal on a punctured neighborhood of 0, then
gu = Gu, the Green–Zahariuta function for u. In this case we have
u = gu +O(1) near u
−1(−∞). (9)
Relation (9) holds true if u = log |f |+O(1) for a holomorphic mapping f : Cn0 → Cp0,
even without the maximality and isolated singularity assumptions; in this situation,
gu = GI , the pluricomplex Green function for the ideal I generated by the compo-
nents of the mapping f , see [22].
In the general case of non-maximal singularity, even isolated, relation (9) is no
longer true; nevertheless, this does not affect the Lelong numbers Lk (1).
Proposition 2.1 If u has isolated singularity at 0, then
Lk(u) = Lk(gu), 1 ≤ k ≤ n.
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Proof. By the Choquet lemma, there exists a sequence uj ∈ Fu,D increasing a.e.
to gu; obviously they can be chosen to have isolated singularity at 0. Therefore,
the currents (ddcuj)
k converge to (ddcgu)
k, see [25, Thm. 5] (the statement of that
theorem is on the convergence of (ddcuj)
n only, while the proof uses induction in
the degree k).
By Demailly’s Semicontinuity theorem for Lelong numbers [6], this implies
lim sup
j→∞
Lk(uj) ≤ Lk(gu).
The relations uj ≤ u + O(1) ≤ gu give, by Demailly’s Comparison theorem [6],
Lk(u) ≤ lim supLk(uj) and Lk(gu) ≤ Lk(u). 
Remarks. 1. For k = n, this was proved in [20, Thm. 1].
2. We do not know if Lk(u) = Lk(gu) for any u with well-defined (dd
cu)k.
The greenification keeps also the value of of the integrability index, without any
isolated singularity assumption.
Proposition 2.2 For any u ∈ PSH0, λu = λgu.
Proof. This follows from the Semicontinuity theorem for the integrability index [8],
applied to a sequence uj ∈ Fu,D increasing a.e. to gu. 
3 Multi-circled singularities
In this section we work with multi-circled singularities u ∈ MC0, that is, germs
u ∈ PSH0 such that u(z) = u(|z1|, . . . , |zn|). The function
û(t) = u(et1 , . . . , etn)
is then convex on the set {t ∈ Rn : tj ≤ −N, 1 ≤ j ≤ n} for some N > 0 and
increasing in each of the variables tj ; we will call it the convex image of u.
Denote 1 = (1, . . . , 1). Since the function û(t−2N1)− û(t) is decreasing in each
tj, one has û(t)+C ≤ û(t−2N1) ≤ û(t) for all t, so we can always assume û defined
and negative on Rn− = {t ∈ Rn : tj < 0, 1 ≤ j ≤ n} and, accordingly, u defined
(and negative) on the unit polydisk Dn.
The collection of all negative convex functions on Rn−, increasing in each variable,
will be denoted by CNV−.
3.1 Indicators and greenifications
We fix the domain D to be the unit polydisk Dn. Given u ∈ PSH−(Dn), we would
like to compare the corresponding greenification gu with the indicator of u defined
in [16] as follows.
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Let νu(a) denote the Lelong-Kiselman number of u in the direction a ∈ Rn+ =
{a ∈ Rn : aj > 0, 1 ≤ j ≤ n}, that is,
νu(a) = lim inf
x→0
u(x)
φa(x)
,
where
φa(x) = max
k
a−1k log |xk|. (10)
Then the function
Ψu(x) = νu(− log |x1|, . . . ,− log |xn|) (11)
extends from Dn∗ = D
n \ {x1 · . . . · xn 6= 0} to a function plurisubharmonic in Dn,
the indicator of u. Its convex image Ψ̂u(t) = Ψu(e
t1 , . . . , etn) is a convex function on
Rn−, satisfying Ψ̂u(c t) = c Ψ̂u(t) for any c > 0. In particular, it is the restriction to
Rn− of the characteristic function of a closed convex set Γu ⊂ Rn+,
Ψ̂u(t) = sup
a∈Γu
〈a, t〉, (12)
with the property Γu + R
n
+ ⊂ Γu, so
Γu = {a ∈ Rn+ : 〈a, t〉 ≤ Ψ̂u(t) ∀t ∈ Rn−.} (13)
We will call Γu the indicator diagram of u. When u = log |f | for f ∈ O0, Γu is the
Newton polyhedron of f at 0 in the sense of Kushnirenko.
Every function u ∈ PSH−(D) satisfies the relation u ≤ Ψu [16]; moreover, it
dominates every function v participating in the definition of the gu, so
gu ≤ Ψu. (14)
In the case of multi-circled singularities, the indicators can be defined the other
way round. Namely, convexity of û implies that the ratio
hu(c) =
û(ct)− û(t)
c− 1 (15)
is increasing in c for any t ∈ Rn−, so we introduce first the function Ψ̂u as the limit
of hu(c) as c→∞ or, equivalently,
Ψ̂u(t) = lim
c→∞
c−1 û(ct), t ∈ Rn−, (16)
then we set Ψu(x) = Ψ̂u(log |x1|, . . . , log |xn|) on Dn∗ and extend it to the whole Dn.
Note also that the greenification gu of u ∈ MC0 can be also defined equivalently
by considering first the envelope
guˆ = sup{v̂ ∈ F̂u}, (17)
where
F̂u = {v̂ ∈ CNV− : v̂(t) ≤ û(t) +O(1) as |t| → ∞},
and then writing it down as the convex image of gu, i.e., guˆ = ĝu.
6
Theorem 3.1 gu = Ψu for any u ∈ MC0.
Proof. In view of (14), we need to prove only the inequality gu ≥ Ψu or, actually,
guˆ ≥ Ψ̂u.
For any c > 0, denote Tcû(t) = c
−1û(ct). The function Tcuˆ belongs to the class
CNV− and has the same indicator Ψ̂u, however it need not lie in the class F̂u.
Let s > 0. Since both Tsû and Ψ̂u are continuous functions on the simplex
Σ = {θ ∈ Rn− :
∑
θj = −1}, the mentioned monotonicity of the ratios (15) implies
uniform convergence of T̂su to Ψ̂u on Σ as s→∞. Therefore, for any ǫ > 0 one can
find s0 > 0 such that |Tsu − Ψ̂u| ≤ ǫ/2 on Σ for all s > s1. Similarly, we get the
relation |Ts(Tcû)− Ψ̂u| ≤ ǫ/2 on Σ for all s > sc and so, Tcû(t) ≤ û(t) + ǫ|t| for all
t ∈ Rn− with |t| ≥ max{s1, sc}, which implies
Tcû(t) + ǫ
∑
j
tj ≤ û(t), |t| ≥ max{s1, sc}.
Therefore, the function Tcû(t) + ǫ
∑
j tj belongs to the class F̂u, which gives us
Tcû(t) + ǫ
∑
j tj ≤ guˆ. Since ǫ is arbitrary, relation (16) completes the proof. 
3.2 Monge-Ampe`re masses
Given k ≤ n, the Monge-Ampe`re operator (ddcu)k is well defined on plurisubhar-
monic functions u whose unbounded locus UL(u) has codimension at least k [6].
For u ∈ MC0 this means
UL(u) = {z : zij = 0, 1 ≤ j ≤ l}, l ≥ k. (18)
For such a function, the k-th Lelong number Lk is defined by (1).
Theorem 3.2 Let u ∈ MC0 satisfy (18), then
Lk(u) = Lk(Ψu), 1 ≤ k ≤ l. (19)
Proof. Proposition 2.1 and Theorem 3.1 imply (19) for u ∈ MC0 with UL(u) = {0}.
If dim u−1(−∞) > 0, consider restrictions u|S to k-dimensional linear spaces S
such that u|S has isolated singularity. By Siu’s theorem (see, e.g., [6, Thm. 5.13]),
for almost all S ∈ G(k, n) one has Lk(u|S) = Lk(u) and Ψu|S = Ψu|S. Then we refer
to the already proved case of isolated singularity. 
Note that these relations are nontrivial even in the class of multi-circled sin-
gularities, because there exist u ∈ MC0, locally bounded outside 0 and such that
lim supz→0 u(z)/Ψu(z) > 1. For example, we can take
u(z1, z2) = max{−| log |z1||1/2, log |z2|}+max{log |z1|, log |z2|}
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and observe that Ψu = max{log |z1|, log |z2|}, while lim supz→0 u(z)/Ψu(z) = 2.
One of the benefits of formula (19) is a possibility of computing the residual
Monge-Ampe`re mass Lk(u) as the (mixed) covolume.
Given a convex set A ⊂ Rn+, we define its covolume as
Covol (A) = Vol (Rn+ \A),
and consider a form Covol (A1, . . . , An) on n-tuples of complete convex subsets
A1, . . . , An of R
n
+, multilinear with respect to Minkowski’s addition and such that
for any A with bounded complement in Rn+ we have Covol (A, . . . , A) = Covol (A).
For any k ≤ n, denote by Covolk(A) the (mixed) covolume of the n-tuple con-
sisting of k copies of the set A and n− k copies of the set
∆ = {a ∈ Rn+ :
∑
j
aj ≥ 1}.
As was shown in [19], for any indicator Ψu with isolated singularity at 0,
Ln(Ψu) = n! Covol (Γu), (20)
where Γu is the indicator diagram of u (12). Since ∆ = Γlog |z|, the polarization
formula for multilinear forms µ(s1, . . . , sn),
µ(s1, . . . , sn) =
(−1)n
n!
n∑
j=1
∑
ii<...<ij
µ
(∑
k
sik , . . . ,
∑
k
sik
)
, (21)
applied to the Monge-Ampe`re operators and covolumes, extends (20) to the mixed
setting, so Theorem 3.2 implies
Corollary 3.3 If u ∈ MC0 satisfies (18), then
Lk(u) = n! Covolk(Γu), 1 ≤ k ≤ l.
3.3 Integrability index and directional Lelong numbers
Here we use Proposition 2.2 and Theorem 3.1 for re-proving Kiselman’s result [13]
on computation of the integrability index λu (2) of a multi-circled function u by
means of its Lelong-Kiselman numbers.
In what follows, we will repeatedly use the following elementary
Lemma 3.4 Let
F (r) =
∫
A
e−rg(t) dVp(t), r > 0,
where g is a bounded convex function on a bounded convex open set A ⊂ Rp. Then∫ ∞
0
F (r) dr <∞ (22)
if and only if infA g > 0.
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Proof. Evidently, (22) implies g ≥ 0 on A. Let g(t0) = 0 for a point t0 ∈ A. Since
g is convex, the overgraph of g contains the intersection of a neighborhood U of t0
with a cone with vertex at t0. By a coordinate change, this means 0 ≤ g(t) ≤ γ|t|
for t ∈ U ∩ A. Therefore, there exists C > 0 such that F (r) ≥ cr−1 for all r > 0,
which contradicts (22). The reverse implication is evident. 
It is easy to compute the integrability index for an indicator, i.e., a multi-circled
function Ψ ∈ PSH−(Dn) whose convex image Ψ̂ satisfies Ψ̂(ct) = c Ψ̂(t) for every
c > 0.
Lemma 3.5 For any indicator Ψ, its integrability index λΨ = supt Ψ̂(t)/
∑
tj, and
Ψ/λΨ 6∈ L2loc(0).
Proof. Since Ψ depends only on absolute values of the variables, it suffices to check
the integral over the unit polydisk Dn. By transition to the function Ψ̂(t), we get
for any λ > 0,
1
(2π)n
∫
Dn
e−2Ψ/λ dV2n =
∫
Rn
+
e2(
∑
tj−Ψ̂(t)/λ) dVn =
∫ ∞
0
∫
Λ
e−2r(1+Ψ̂(t)/λ) dVn−1(t) dr,
where Λ = {t ∈ Rn− :
∑
k tk = −1}. Therefore, by Lemma 3.4, the integral converges
if and only if λ > sup{−Ψ̂(t) : t ∈ Λ}. 
Theorem 3.6 For any u ∈ MC0,
λu = λΨu = sup
a∈Rn
+
νu(a)∑
i ai
(23)
and e−u/λu 6∈ L2loc(0).
Proof. By (11), this follows from Proposition 2.2, Theorem 3.1, Lemma 3.5 and the
inequality u ≤ Ψu +O(1).

Note that for Ψu with isolated singularity (23) can be rewritten as
λ−1u = lim inf
z→0
log |z1 . . . zn|
Ψu(z)
, (24)
representing thus it as the relative type of log |z1 . . . zn| with respect to Ψu.
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3.4 Multiplier ideals
Here we use formula (23) for a description of multiplier ideals for multi-circled
singularities. When the singularity is generated by a monomial ideal, this repeats
Howald’s results [11]. See also [10] and [17].
Let J (u) be the multiplier ideal of a function u ∈ PSH0, i.e., the collection of
functions (germs) f ∈ O0 such that |f |e−u ∈ L2loc near 0.
Lemma 3.7 If u ∈ MC0, then the ideal J (u) is monomial.
Proof. Let f =
∑
cαz
α ∈ J (v), then for a polydisk D around 0, we have∫
D
|f |2e−2u dV =
∑
α,β
cαcβ
∫
D
zαz¯βe−2u(|z1|,...,|zn|) dV (z) =
∑
α
|cα|2
∫
D
|zα|2e−2u dV,
which implies zα ∈ J (u) for any α such that cα 6= 0. 
Let Γu ⊂ Rn+ be the indicator diagram (12) of u. Denote 1 = (1, . . . , 1) ∈ Zn+.
Proposition 3.1 Let u ∈ MC0. Then zα ∈ J (u) iff α + 1 ∈ intΓu.
Proof. We start with showing J (u) = J (Ψu). Since u ≤ Ψ(u) + O(1), we have
J (u) ⊂ J (Ψu).
We can assume that u ∈ PSH−(Dn). For any W ∈ MC0∩PSH(Dn), the function
w(t) =W (et1 , . . . , etn) is convex on Rn−. Take any any α ∈ Zn+, then
1
(2π)n
∫
Dn
|zα|2e−2W dV2n =
∫
Rn
+
e2(〈α+1,t〉−w(t)) dVn = C(α)
∫
Rn
+
e2(
∑
sj−wα(s)) dVn,
(25)
where c(α) =
∏
j(1 + αj)
−1 and wα(s) = w((1 + α1)s1, . . . , (1 + αn)sn).
As a consequence, zα ∈ J (W ) iff the integral of the right hand side in (25) is
finite, and the finiteness of the integral implies λwα ≤ 1.
Let um be a sequence satisfying um ≤ u +O(1) and increasing a.e. to gu = Ψu.
Then J (um) ⊂ J (u). On the other hand, the functions
um,α(z) = um(|z1|1+α1 , . . . , |z1|1+α1)
increase almost everywhere to
Uα(z) = Ψu(|z1|1+α1 , . . . , |z1|1+α1).
By the upper semicontinuity of the integrability index, λ(um,α) decrease to λ(Uα).
By Proposition 3.6, e−Uα/λU,α 6∈ L2loc, so zα ∈ J (Ψu) implies limλ(um,α) < 1. In
turn, this means zα ∈ J (um), so J (Ψu) ⊂ J (um) ⊂ J (u).
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Finally, we need a description for J (Ψu). By the first equality in (25), zα ∈
J (Ψu) iff ∫
Rn
+
e2(〈β,t〉−Ψ̂u(t)) dVn =
∫ ∞
0
∫
Λβ
e−2r(1+Ψ̂u(t)) dVn−1(t) dr <∞,
where β = α + 1 and Λβ = {t ∈ Rn− : 〈β, t〉 = −1}. By Lemma 3.4, the integral
converges iff Ψ̂u(t) > −1 on Λβ, which is equivalent to 〈β, t〉 < Ψ̂u(t) for all t ∈ Rn−
and thus to β 6∈ intΓu. 
3.5 Integrability index and Lk
To compare integrability index λ(u) with higher order Lelong numbers Lk(u), u ∈
MC0, we need the following computation of LK(φa) for the functions φa defined by
(10), a ∈ Rn+.
Lemma 3.8 Lk(φa) = (max|J |=k aJ)
−1, where aJ = aj1 · . . . ·ajk for J = (j1, . . . , jk).
Proof. For k = n this is a well-known fact (see, for example, [6]). When k < n, we
can use Siu’s theorem stating that the Lelong number ν(T, 0) of any positive closed
current T of bidegree k equals the minimum of the Lelong numbers ν(T |S, 0) of its
restrictions T |S to k-dimensional linear subspaces S, and the minimum attains at
almost all subspaces S. For the current T = (ddcφa)
k and almost all S, one has
u|S = maxj∈I aj−1 log |zj| + O(1), where a k-tuple I ⊂ {1, . . . , n} is formed by the
indices of the first k largest components aj of the vector a. Since for the restrictions
one can use the aforementioned computation of the highest Lelong number, the
lemma is proved. 
Theorem 3.9 Let u ∈ MC0 be such that (ddcu)k is well defined near 0 for some
k ≤ n. Then
λu ≤ k−1Lk(u)1/k. (26)
Proof. For any a ∈ Rn+, the bound u ≤ ν(u, a)φa + O(1) implies, by Demailly’s
Comparison Theorem,
Lk(u) ≥ [ν(u, a)]kLk(φa). (27)
By Lemma 3.8 and the inequality of arithmetic and geometric means,
Lk(u)
1/k ≥ ν(u, a)
max|J |=k a
1/k
J
≥ kν(u, a)∑
i ai
. (28)
By Theorem 3.6, this implies the desired bound. 
Remark. As is easy to see, none of the relations (26), k = 1, . . . , n, can be
deduced from the others, even for u = φa. Let a = (δ, 1, N) with δ < 1 < N , then,
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denoting the right hand side of (26) by τk, we get τ1 = δ
−1, τ2 = (4N)
−1/2, and
τ3 = (27δN)
−1/3, so by varying the values δ and N one can achieve all the orderings
between τ1, τ2, and τ3.
Observe that, according to (24), λφa = (
∑
k ak)
−1.
We can also characterize those multi-circled singularities u for which inequalities
(26) become equalities.
Theorem 3.10 For a function u ∈ MC0, the equality
λu = k
−1Lk(u)
1/k (29)
occurs if and only if its indicator Ψu has the form
Ψu(z) = Bmax
j∈J¯
log |zj| (30)
for some B ≥ 0 and a k-tuple J¯ = (j1, . . . , jk) ⊂ {1, . . . , n}.
Proof. By Theorems 19 and 3.6, it suffices to prove the result for u = Ψu 6≡ 0.
Direct computations show that (29) holds for the indicator (30), so let us prove the
reverse statement.
We treat first the case k = n. By Theorem 3.6 and inequalities (28), one has
Ln(u)
1/n = sup
a∈Rn+
ν(u, a)
(a1 · . . . · an)1/n = n supa∈Rn+
ν(u, a)∑
i ai
= nλu.
Pick a sequence a(s) ∈ {Rn+ :
∑
j aj = 1} such that ν(u, a(s)) tends to λu. Let a¯ be a
limit point for {a(s)}s. By the continuity of the indicator Ψu, λu = ν(u, a¯). By the
inequality of arithmetic and geometric means,
(a¯1 · . . . · a¯n)1/n ≤ n−1
∑
i
a¯i
with an equality if and only if all the a¯i are equal. Therefore, Ln(u) = [ν(u)]
n.
Since Ψu ≤ ν(u)maxi log |zj| and their Monge-Ampe`re masses at 0 coincide, we
get Ψu = ν(u)maxi log |zj |, which follows, for example, from [21, Lemma 6.3]; one
can however deduce it also from Corollary 3.3.
Now let k < n. Using the same reasoning as above, we get λu = ν(u, a¯) =
lima→a¯ ν(u, a) for some a¯ ∈ Rn+ with
∑
j a¯j = 1. Since for any k-tuple J , in the
relations
(a¯J )
1/k ≤ k−1
∑
j∈J
a¯j ≤ k−1
∑
1≤j≤n
a¯j
the second inequality is an equality if and only if al = 0 for all l 6∈ J , and the first
one is an equality if and only if all the aj for j ∈ J are equal, we deduce that, after
a renumeration, a¯j = k
−1 for 1 ≤ j ≤ k and aj = 0 for k + 1 ≤ k ≤ n.
So we have Ψu ≤ Ψ˜u = ν(u, a¯)max1≤j≤k log |zk| and, at the same time, Lk(Ψu) =
Lk(Ψ˜u). As in the proof of Theorem 3.2, we use the relations Lk(u|S) = Lk(u) and
Ψu|S = Ψu|S for restrictions to almost all k-dimensional linear spaces S such that
u|S has isolated singularity and refer to the already proved case k = n. 
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4 Integrability index and higher Lelong numbers:
general case
To get inequalities (27) for arbitrary u ∈ PSH0, one can apply the known result
on Ln(u) [7] to restrictions of u to ”good” linear subspaces, a relation between the
integrability indices of the function and its restriction being provided by a result
from [8].
We will assume here the unbounded locus UL(u) to be contained in an analytic
set of codimension at least k, so the current (ddcu)k will be well defined [6].
Theorem 4.1 If UL(u) for a function u ∈ PSH0 is contained in an analytic set of
codimension at least k, then
λu ≤ k−1Lk(u)1/k (31)
Proof. Let UL(u) ⊂ Z for an analytic set Z of codimension l, and take any k ≤ l.
By Thie’s theorem, (see also [6], Chapter 3, Thm. 5.8), there exist local coordinates
x = (x′, x′′), x′ = (x1, . . . , xk), x
′′ = (xk+1, . . . , xn), and domains U
′ ⊂ Cj , U ′′ ⊂
Cn−j such that U ′ × U ′′ ⋐ U , Z ∩ (U ′ × U ′′) is contained in the cone {|x′| ≤ γ|x′′|}
with some constant γ > 0, and the intersection Z(x′′0) of the set U
′ × {x′′0} with
the variety Z is at most finite for each x′′0 ⊂ U ′′. (For k = l, the projection of
Z ∩ (U ′ × U ′′) onto U ′′ is a ramified covering with a finite number of sheets.)
Since Z(0′′) = 0′′, the function u′(x′) = u(x′, 0′′) is locally bounded on U ′ \ 0′, so
the main result of [7] – namely, inequality (6) – applied to u′ gives us the relation
λ(u′) ≤ k−1 Lk(u′)1/k.
We have Lk(u
′) = (ddcu′)k(0) = (ddcu)k ∧ (ddc log |z′′|)n−k which, by the choice
of coordinates, equals Lk(u).
Finally, by [8, Prop. 2.2] (stating that the integrability index of a plurisubhar-
monic function does not exceed that of its restriction to any complex manifold),
λ(u) ≤ λ(u′), and the proof is complete. 
As a corollary, we get a bound on log canonical threshold for ideals in terms of
their mixed Rees multiplicities in the sense of [3].
Letm be the maximal ideal of the ringO0 of analytic germs at 0, and e(I1, . . . , In)
be the mixed Samuel multiplicity of m-primary ideals I1, . . . , In [24]. In [3] it was
extended to any n-tuples of ideals Ij as
σ(I1, . . . , In) = max
r∈Z+
e(I1 +mr, . . . , In +mr)
and was shown to be finite under additional conditions on the ideals Ij . In particular,
this is the case if I1 = . . . = Ik and Ik+1 = . . . = In = m, where I is an ideal whose
variety V (I) has codimension l ≥ k. We denote this mixed multiplicity by ek(I).
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Corollary 4.2 If codimV (I) ≥ k, then
lc(I) ≥ k
ek(I)1/k .
Proof. If f1, . . . , fm are generators of the ideal I, then ek(I) equals Lk(u) for the
function u = maxj log |fj|. For k = n this was proved in [7], and for k < n it
follows from the polarization formula (21) for both the mixed Rees multiplicities
and mixed Monge-Ampe`re operators. Therefore the conclusion follows directly from
Theorem 4.1. 
Unlike the case of multi-circled singularities (see Theorem 3.10), we do not
know if an equality in (31) implies that the greenification gu satisfies gu(z) =
Bmax1≤s≤k log |zjs|. As follows from what is proved in [5], this is so for u with
isolated analytic singularity, i.e., u = log |F | + O(1) for a holomorphic mapping F
with isolated zero at 0.
On the other hand, an equality in the lower bound in Skoda’s inequalities (4) can
be easily described in terms of the indicator Ψu. Observe that both the functions
u = log |z| and u = log |z1 · . . . · zn| satisfy λu = n−1νu, which suggests that this class
is quite large.
Theorem 4.3 If u ∈ PSH0, then λu = n−1νu if and only if the point n−1νu1 belongs
to the boundary of the indicator diagram Γu (13) of u.
Proof. Since u is dominated near 0, up to a bounded term, by its indicator Ψu, we
have the chain of relations
λΨu ≥ n−1νΨu = n−1νu = λu ≥ λΨu ,
which implies λu = n
−1νu if and only if λΨu = n
−1νΨu , so we can assume u = Ψu.
Then the representation (23) shows that νu(a) ≤ n−1νu
∑
aj for any a ∈ Rn+. In
terms of the convex image Ψ̂u of the indicator, this rewrites as
Ψ̂u(t) ≥ 〈t, c1〉 ∀t ∈ Rn−, (32)
where c = n−1νu. In view of the representations (12) and (13), this means precisely
c1 ∈ Γu. Moreover, for any ǫ ∈ (0, c), the point (c − ǫ)1 6∈ Γu, because otherwise
(32) for t = −1 would give −νu ≥ −νu + nǫ. 
In the end, we would like to notice that a slightly stronger variant of Demailly’s
inequality (6) can be deduced from (5) by means of a representation of the integra-
bility index λu obtained in [9] (for n = 2) and [4] as
λu = sup
V ∈Vqm
V (u)
A(V )
, (33)
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where Vqm is the collection of quasi-monomial valuations on PSH0 and A(V ) is
thinness of a valuation V . For precise definitions we refer the reader to [4]. An
important fact to be used here is that any such valuation can be represented as a
relative type (in the sense of [21]),
V (u) = lim inf
z→0
u(z)
φ(z)
(34)
with a certain psh weight φ, maximal outside 0 and possessing a few additional
properties. For example, the only multi-circular weights corresponding to quasi-
monomial valuations are of the form c φa (c > 0, a ∈ Rn+), see [21]. In particular,
such a representing weight φ is tame, which means that there exists a sequence of
functions φj = log |Fj | approximating φ:
φ ≤ j−1φj +O(1) ≤ (1− C/j)φ. (35)
When V is generated by φa, we have actually A(V ) =
∑
ak, so the representation
(23) is a particular case of (33).
Denote the collection of such quasi-monomial weights by Wqm.
Theorem 4.4 For any u ∈ PSH0 such that (ddcu)n is well defined near 0,
λu = sup
φ
λφ ≤ n−1 sup
φ
Ln(φ)
1/n ≤ n−1Ln(u)1/n, (36)
where the supremum is taken over all weights φ ∈ Wqm dominating u, that is,
φ ≥ u+O(1).
Proof. Let V ∈ Vqm and φ ∈ Wqm be its representing weight. Since u ≤ V (u)φ+O(1)
(which follows from (34) and the maximality of φ), Demailly’s Comparison theorem
[6] gives
Ln(u)
1/n ≥ V (u)Ln(φ)1/n. (37)
In view of (5), λφj ≤ n−1Ln(φj)1/n and, using this together with (35), we get
Ln(φ)
1/n ≥ n(1− C/j)λφ for each j and so,
Ln(φ)
1/n ≥ nλφ.
By (33),
λφ ≥ V (φ)
A(V )
=
1
A(V )
,
so the estimation in (37) continues to
Ln(u)
1/n ≥ nV (u)λφ ≥ n V (u)
A(V )
.
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Denote φ′ = V (u)φ ∈ Wqm, then u ≤ φ′ +O(1) and
n−1Ln(u)
1/n ≥ n−1Ln(φ′)1/n ≥ λφ′ ≥ V (u)
A(V )
.
Finally, we use again (33) and the obvious relation λφ′ ≤ λu. 
Remarks. 1. Note that (36) is a stronger relation than (6). For example, any
quasi-monomial weight φ dominating the function u = max{log |z1|, 14 log |z1z2|, log |z2|}
is φa with a = (a1, a2) ∈ A = {a1, a2 ≥ 1, a1 + a2 ≤ 4}. Therefore,
λu = sup
a∈A
λφa =
1
2
sup
a∈A
√
L2(φa) =
1
4
<
1
2
√
2
=
1
2
√
L2(u).
2. Using the relation Lk(u)
1/k ≥ V (u)Lk(φ)1/k instead of (37), we get a similar
refinement of Theorem 4.1:
λu ≤ k−1 sup
φ
Lk(φ)
1/k ≤ k−1Lk(u)1/k.
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