Abstract. Let I α be the bilinear fractional integral operator, B α be a more singular family of bilinear fractional integral operators and 
Introduction
A locally integrable function f is said to belong to BMO space if there exists a constant C > 0 such that for any cube Q ⊂ R n , 1 |Q| Q |f (x) − f Q |dx ≤ C,
f (x)dx and the minimal constant C is defined by f * . There are a number of classical results that demonstrate BMO functions are the right collections to do harmonic analysis on the boundedness of commutators. A well known result of Coifman, Rochberg and Weiss [8] states that the commutator support. In recent years, the compactness of commutators has been extensively studied already, as Chen, Ding and Wang [5] , [6] and Wang [22] . The interest in the compactness of [b, T ] in complex analysis is from the connection between the commutators and the Hankel-type operators. In fact, the authors of [13] and [14] have applied commutator theory to give a compactness characterization of Hankel operators on holomorphic Hardy spaces H 2 (D), where D is a bounded, strictly pseudoconvex domain in C n . It is perhaps for this important reason that the compactness of [b, T ] attracted ones attention among researchers in PDEs.
In the multilinear setting, the boundedness results for commutators with symbols in BMO started to receive attention only a few years ago, see [15] , [17] , [18] or [20] . Compactness results in the multilinear setting have just began to be studied. Bényi and Torres [3] , Bényi et al. [1] and [2] showed that symbols in CMO again produce compact commutators. Specially, Bényi et al. in [1] showed that if b ∈ CMO, the commutator [b, B α ] i (i = 1, 2) is a separately compact operator. More precisely, it is obtained that if b ∈ CMO and g ∈ L jointly compact? We intend to study this question in future work, however, in this paper, we first give the necessary condition for commutators [b, B α ] i are jointly compact. Another subject of this paper is to consider the characterization of compactness of the iterated commutator of I α . In 2015, Chaffee and Torres [4] characterized the compactness of the linear commutators of bilinear fractional integral operators acting on product of Lebesgue spaces. In this paper, the characterization of compactness of the iterated commutators will be considered.
To state the main result of this paper, we first recall some necessary notions and notation.
It is well known that the fractional integral I α of order α(0 < α < n) plays an important role in harmonic analysis, PDE and potential theory (see [19] ). Recall that I α is defined by
For the bilinear case, the bilinear fractional integral operator I α , 0 < α < 2n, is defined by
In this paper, we will consider the following equivalent operator
Its iterated commutators with b = (b 1 , b 2 ) is given by
We will now examine a more singular family of bilinear fractional integral operators,
This operator was first introduced by Grafakos in [9] , and later studied by Grafakos and Kalton [10] and Kenig and Stein [12] . The commutators [b, B α ] i of B α with b can be written as
In what follows, we need only consider one of these two commutators.
For 1 < p ≤ q < ∞, recall that the Muckenhoupt class of weights consists of all nonnegative, locally integrable functions ω such that
We also recall the definition of the multiple or vector weights used in the bilinear setting.
, and q such that
where the notation µ ω = ω q 1 ω q 2 . It was shown by Moen in [16] that if ω ∈ A P,q then ω
and µ ω ∈ A 2q . In addition, the weights in A P,q are precisely those for which
is bounded. Now we return to our main results.
. For the local integral function b and b = (b, b), the following are equivalent,
Main lemmas
As mentioned in the introduction, CMO is the closure in BMO of the space of C ∞ functions with compact support. In [21] , it was shown that CMO can be characterized in the following way.
To prove Theorem 1.1 and Theorem 1.2, we need the following results.
Lemma 2.2. Support that b ∈ BMO with b * = 1. If for some 0 < ǫ < 1 and a cube Q with its center at x Q and r Q , b is not a constant on cube Q and satisfies
|y−x Q | n/p 2 +n and f is defined by
There exists constants γ 1 , γ 2 , γ 3 satisfying γ 2 > γ 1 > 2 and γ 3 > 0, such that (2.6)
Moreover, there exists a constant 0 < β << γ 2 depending only on p 1 , p 2 , n such that for all measurable subsets E ⊂ x :
Proof. It is easy to check that f satisfies
and g satisfies that g L p 2 = C and for x ∈ (2nQ) c , y ∈ Q, we get
We first establish the following several technical estimates. For a cube Q with center x Q and satisfying (2.4) for some ǫ > 0 and x ∈ (2nQ) c , the following point-wise estimates hold:
where f, g as above and the constants involved are independent of b, f, g and ǫ.
To prove (2.9), from the fact that b * = 1 and x ∈ (2nQ) c , we have
For (2.10), by x ∈ (2nQ) c and y ∈ Q, we have |x − y| ≈ |x − x Q |. Using that
Finally using that |f (y)| ≤ |Q| −1/p 1 we obtain (2.20) as follows.
Now, we give the proofs of (2.6)-(2.7). Note that for b ∈ BMO, we have
Taking ν > 16, by (2.9) we obtain
where we have used that 2n − α +
For µ > ν, using (2.10) and the estimates above, we get
) .
Once again, the constants appearing above are independent of Q. It is easy to see that we can select γ 1 , γ 2 in place of ν, µ with γ 2 >> γ 1 , then (2.13) and (2.14) are verified for some γ 3 > 0. We now verified (2.8). Let E ⊂ γ 1 r Q < |x − x Q | < γ 2 r Q be an arbitrary measurable set. It follows from Minkowski inequality that
Taking 0 < β < min{C 1/n , γ 2 } and sufficiently small, then (2.8) holds.
Lemma 2.3. Support that b ∈ BMO with b * = 1. If for some 0 < ǫ < 1 and a cube Q with its center at x Q and r Q , b is not a constant on cube Q and satisfies
where c 0 = |Q|
14)
Proof. Since Q b(y) − b Q dy = 0, it is easy to check that f i satisfies
For a cube Q with center x Q and x ∈ (2 √ nQ) c , the following point-wise estimates hold:
where f i as above and the constants involved are independent of b, f i and ǫ.
To prove (2.16), from the fact that b * = 1 and x ∈ (2 √ nQ) c , we have
For (2.17), using that b(
For (2.18), by the fact |f 2 (y 2 )| ≤ 2|Q| −1/p 2 and Q f 2 (y 2 )dy 2 = 0, we can also estimate
It is easy to see that
Finally using that f 1 has mean zero we obtain (2.20) as follows.
Now, we give the proofs of (2.13)-(2.15). Taking ν > 16, by (2.18) we obtain
where we have used that s ≤ 2 s/2 for 4 ≤ ⌊log 2 ν⌋ ≤ s.
Similarly, we also have
Then for µ > ν, using (2.16), (2.17) and the estimates above, we get
We can select γ 1 , γ 2 in place of ν, µ with γ 2 >> γ 1 , then (2.13) and (2.14) are verified for some γ 3 > 0. We now verified (2.15). Let E ⊂ γ 1 r Q < |x − x Q | < γ 2 r Q be an arbitrary measurable set. It follows from Minkowski inequality that
The same estimate as Lemma 2.2 and taking 0 < β < min{C 1/n , γ 2 }, we can obtain the desired result.
In the proof of the boundedness of the iterated commutators, the following two important properties of the weights we will be using.
Lemma 2.4. ([4]) Let
In the proof of Theorem 1.2, we need the following weighted version of the Frechét-Kolmogorov-Riesz theorem. We refer to works by Hanche-Olsen and Holden [11] and Clop and Cruz [7] . Lemma 2.5. Let 1 < q < ∞ and ω ∈ A q . Suppose that the subset F ⊂ L q (ω) satisfies the following conditions: (i) norm boundedness uniformly
(ii) translation continuity uniformly
(iii) control uniformly away from the origin
Another reduction in the proof of Theorem 1.2 will be made by slightly modifying the bilinear fractional integral operator. This technique comes from Krantz and Li [14] (see also [1] , [4] ). More precisely, for any δ > 0 small enough, the kernel
and for all multi-indexes with |γ| ≤ 1,
we have
To prove b be an element of CMO, we will adapt some arguments from [5] , see also [4] , which in turn are based on the original work in [21] 
2 ) to L q (µ ω ), because ω ∈ A P,q by Lemma 2.6.
To show that (2.22) holds, we can use a similar method as in [4, p.491] , the proof of this results is very similar to that of linear commutator case, we omit the detail. Now we give the estimate for (2.23). Denote
2 ) to L q (µ ω ), because ω ∈ A P,q by Lemma 2.1. To prove the uniform equicontinuity of F, we must see that
To do this, we write
For I 1 (x, t), we simply have
which implies that
Similarly, we also have that for j = 2, 3
and
We now give the estimate for I 4 (x, t). We may assume that |t| ∈ (0, δ/4). Thus, if max{|x − y 1 |, |x − y 2 |} ≤ δ/2 we have 
2 ) to L q (µ ω ).
Obviously (A2) ⇒ (A3). So it remains to show that (A3) ⇒ (A1). By Lemma 2.3 and the same argument as Theorem 1.1, we need only to prove b ∈ BMO.
(A3) ⇒ (A1): Let z 0 ∈ R n such that |(z 0 , z 0 )| > 2 √ n and let δ small enough such that δ < 1. Take B = B (z 0 , z 0 ), δ √ 2n ⊂ R 2n be the ball for which we can express (|y 1 | 2 + |y 2 | 2 ) n−α/2 as an absolutely convergent Fourier series of the form (|y 1 | 2 + |y 2 | 2 ) n−α/2 = j a j e iv j ·(y 1 ,y 2 ) , (y 1 , y 2 ) ∈ B,
where j |a j | < ∞ and we do not care about the vectors v j ∈ R 2n , but we will at times express them as v j = (v The desired result follows from here.
