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Pra´ce se zaby´va´ detekcı´ textur v obraze pomocı´ metody Local binary patterns (LBP). Tex-
turnı´m prˇı´znakem je histogram hodnot LBP ve zkoumane´m obraze a klasifikace textur je
prova´deˇna pomocı´ umeˇle´ neuronove´ sı´teˇ. S pouzˇitı´m teˇchto metod je vytvorˇen obecny´ de-
tektor textur, jehozˇ konkre´tnı´ aplikace je zameˇrˇena na rozpozna´va´nı´ objektu˚ na letecky´ch
snı´mcı´ch.
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Abstract
This thesis focuses on texture detection through the use of Local binary patterns (LBP). The
LBP histogram extracted from the image is used as the texture feature and the image is
classified by an artificial neural network. By using these methods, an universal texture
detector is implemented, which is then specialized for the aerial image object recognition.
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Tato pra´ce se zaby´va´ jednı´m z vy´znamny´ch te´mat pocˇı´tacˇove´ grafiky, ktery´m je pocˇı´tacˇove´
videˇnı´. Tato oblast ma´ sˇiroke´ mozˇnosti uplatneˇnı´ v praxi a stejneˇ tak bohaty´ je i repertoa´r
zde pouzˇitelny´ch metod, prˇicˇemzˇ pra´veˇ textura je jednou z cenny´ch informacı´ pro analy´zu
obrazu.
Cı´lem te´to pra´ce je prozkoumat problematiku zpracova´nı´ obrazu a detekce objektu˚
v obraze podle textury – je tedy nutne´ zvolit, podle jaky´ch texturnı´ch prˇı´znaku˚ se budou
textury klasifikovat, a vybrat vhodny´ na´stroj pro jejich klasifikaci. Na tomto teoreticke´m
za´kladeˇ je pak implementova´n detektor textur, ktery´ je specializova´n na rozpozna´va´nı´
objektu˚ na letecky´ch snı´mcı´ch.
Prvnı´ teoreticka´ kapitola (2) popisuje obecne´ za´klady zpracova´nı´ obrazu a vysveˇtluje
za´kladnı´ pojmy pocˇı´tacˇove´ grafiky. Da´le prˇedstavuje texturu a jejı´ vlastnosti a veˇnuje se
teorii popisu textur.
Druha´ teoreticka´ kapitola (3) se zevrubneˇ veˇnuje problematice umeˇly´ch neuronovy´ch
sı´tı´, ktere´ budou pouzˇity pro klasifikaci textur. Jsou nastı´neˇny vlastnosti a parametry sı´teˇ
du˚lezˇite´ pro u´speˇsˇnou klasifikaci v te´to oblasti. Obeˇ teoreticke´ kapitoly byly jizˇ na´plnı´
semestra´lnı´ho projektu.
Kapitola 4 se jizˇ ty´ka´ vlastnı´ho na´vrhu detektoru textur pro letecke´ snı´mky. Zaby´va´ se
konkre´tnı´mi zpu˚soby klasifikace textur, zpu˚sobem segmentace obrazu i vlastnı´ strukturou
syste´mu pro detekci textur. V za´veˇru kapitoly jsou pak prezentova´ny objekty, ktere´ syste´m
bude detekovat. V na´sledujı´cı´ kapitole (5) jsou zdu˚razneˇny vy´znacˇne´ body prˇi vlastnı´
implementaci syste´mu.
V kapitole 6 jsou pak prezentova´ny prakticke´ vy´sledky cˇinnosti detektoru textur
(na umeˇly´ch a na´sledneˇ i rea´lny´ch obrazovy´ch datech) a je provedena diskuze vy´stupu˚
syste´mu.
Za´veˇrecˇna´ kapitola pra´ce pak shrnuje dosazˇene´ vy´sledky a nastinˇuje mozˇny´ dalsˇı´ vy´voj
a rozsˇı´rˇenı´ v ra´mci diplomove´ pra´ce.
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Kapitola 2
Zpracova´nı´ obrazu, analy´za a
klasifikace textur
Pocˇı´tacˇova´ grafika jako soucˇa´st informatiky se zaby´va´ tvorbou (synte´zou) nebo analy´zou
graficke´ obrazove´ informace [3]. Tato pra´ce spada´ do oblasti pocˇı´tacˇove´ho videˇnı´, kdy
obrazovou informaci (v prˇı´padeˇ te´to pra´ce se jedna´ o letecke´ snı´mky) chceme jisty´m
zpu˚sobem interpretovat – konkre´tneˇ rozpoznat objekty zvolene´ho typu. Obrazem budeme
da´le rozumeˇt obrazovou informaci prˇevedenou do formy 2D rastrove´ matice slozˇene´ z jed-
notlivy´ch obrazovy´ch bodu˚, kterou lze zı´skat naprˇ. snı´ma´nı´m digita´lnı´ kamerou.
Klasifikace obrazu je pak proces, ktery´ bodu˚m dane´ho obrazu prˇirˇadı´ prˇı´slusˇnost k neˇjake´
trˇı´deˇ nebo oblasti. Zpu˚sobu˚ klasifikace obrazu je cela´ rˇada, tato pra´ce se zaby´va´ statistickou
klasifikacı´ obrazu na za´kladeˇ textur pomocı´ metody Local binary patterns.
2.1 Textura a jejı´ vlastnosti
Pro texturu zatı´m nebyla nalezena obecna´ jednotna´ definice, prˇicˇemzˇ existujı´ pochybnosti,
zda takova´ definice vu˚bec existuje. Z tohoto du˚vodu je analy´za textur problematicka´,
protozˇe spra´vnost analyticky´ch metod nemu˚zˇe by´t matematicky doka´za´na a musı´ tedy
by´t oveˇrˇova´na empiricky – navzdory tomu je analy´za textur u´speˇsˇneˇ aplikova´na v rˇadeˇ
oblastı´.
Textura mu˚zˇe by´t neforma´lneˇ definova´na naprˇ. jako vizua´lnı´ nebo hmatova´ charakteri-
stika povrchu teˇlesa [4]. Te´meˇrˇ vsˇechny objekty ve vesmı´ru, pokud je pozorujeme z vhodne´
vzda´lenosti, majı´ texturu. Velikost elementu˚, ze ktery´ch textura sesta´va´, se ru˚znı´ – od velmi
maly´ch cˇa´stic (zrnka pı´sku) po obrovske´ (hveˇzdy v galaxii). Vnı´ma´nı´ textury za´visı´ mimo
jine´ na meˇrˇı´tku a u´hlu pohledu (naprˇ. textura papila´rnı´ch liniı´ na lidske´ ku˚zˇi je viditelna´
pouze do jiste´ vzda´lenosti), na prostrˇedı´ a na osveˇtlenı´.
Textura jako vlastnost obrazu mu˚zˇe by´t charakterizova´na jako opakujı´cı´ se struktura
primitiv, tzv. texelu˚ [10]. Texel ma´ stejny´ tvar, rozlozˇenı´ intenzit, orientaci cˇi velikost.
2.2 Motivace
Textury hrajı´ du˚lezˇitou roli v analy´ze obrazu˚ a pocˇı´tacˇove´m videˇnı´. Acˇkoliv informace
o barva´ch v obraze je takte´zˇ vy´znamna´, jsou situace, kdy ji nelze pouzˇı´t (naprˇ. prˇi zmeˇna´ch
osveˇtlenı´) nebo takovou informaci vu˚bec nema´me (naprˇ. obraz z kamery pro nocˇnı´ videˇnı´).
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Obra´zek 2.1: Prˇı´klady ru˚zny´ch textur
Oblasti, ve ktery´ch analy´za textur nale´za´ uplatneˇnı´, jsou naprˇ. klasifikace a kontrola
kvality materia´lu˚, analy´za medicı´nsky´ch obrazu˚, rekonstrukce povrchu analy´zou textury,
biometrie nebo klasifikace a segmentace rea´lny´ch sce´n – v prˇı´padeˇ te´to pra´ce se jedna´
o letecke´ snı´mky.
Rozpozna´va´nı´ objektu˚ na letecky´ch snı´mcı´ch je vhodnou aplikacı´ analy´zy textur. S jejich
pomocı´ lze v za´vislosti na zvolene´m meˇrˇı´tku rozezna´vat ru˚zne´ druhy porostu˚ (na za´kladeˇ
textury je naprˇ. mozˇne´ rozpoznat les napadeny´ ku˚rovcem od zdrave´ho lesa), zemeˇdeˇlsky´ch
ploch (rozpozna´va´nı´ osety´ch plodin), za´stavby (hustota, typ) nebo dalsˇı´ch objektu˚. Proble´m
pomeˇrneˇ znacˇne´ variability a nehomogenity textur v rea´lny´ch letecky´ch snı´mcı´ch lze rˇesˇit
klasifikacı´ vyuzˇı´vajı´cı´ metod umeˇle´ inteligence – v tomto prˇı´padeˇ pomocı´ umeˇle´ neuronove´
sı´teˇ.
2.3 Rozdeˇlenı´ a klasifikace textur
Textury mohou by´t na za´kladeˇ jejich vzhledu kategorizova´ny neˇkolika zpu˚soby zalozˇeny´mi
na lidske´m vnı´ma´nı´. Posuzovany´mi vlastnostmi pak mohou by´t naprˇ. drsnost, pravidel-
nost, kontrast, smeˇrovost nebo komplexnost [14]. Z hlediska analyticky´ch metod se rozlisˇujı´
dva vy´znamne´ druhy textur: strukturnı´ a stochasticke´.
2.3.1 Strukturnı´ textury
Strukturnı´ textury jsou cˇasto umeˇle´ (vytvorˇene´ cˇloveˇkem – naprˇ. cihlova´ zed’) a velmi
pravidelne´. Texely jsou v takove´m prˇı´padeˇ dostatecˇneˇ velke´ a snadno odlisˇitelne´ od pozadı´.
Popis takovy´ch textur pak vycha´zı´ z typu˚ a rozmı´steˇnı´ elementu˚, ktere´ je tvorˇı´. Strukturnı´
textury se nejcˇasteˇji popisujı´ polygona´lnı´mi sı´teˇmi nebo gramatikami.
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Obra´zek 2.2: Prˇı´klady strukturnı´ch textur
Obra´zek 2.3: Prˇı´klady stochasticky´ch textur
2.3.2 Stochasticke´ textury
Stochasticke´ textury jsou nejcˇasteˇji prˇı´rodnı´ho pu˚vodu. Jelikozˇ v tomto prˇı´padeˇ uzˇ nelze
jednotlive´ texely snadno odlisˇit, prˇi popisu tohoto typu textur se vycha´zı´ z rozlozˇenı´ inten-
zit. Jelikozˇ pocˇet primitiv v texturˇe je mnohem veˇtsˇı´ nezˇ jejich variabilita, jsou vhodny´m
na´strojem pro popis stochasticky´ch textur statisticke´ metody. Z textury jsou tak zı´ska´ny
prˇı´znakove´ vektory, ktere´ se na´sledneˇ klasifikujı´ do neˇkolika trˇı´d. Dveˇ z perspektivnı´ch
metod pro analy´zu stochasticky´ch textur jsou uvedeny v na´sledujı´cı´ch kapitola´ch:
Ga´borovska´ analy´za
Ga´borovska´ analy´za je zalozˇena na filtrova´nı´ obrazu bankou filtru˚. Texturnı´mi prˇı´znaky
jsou pak odezvy filtru˚ v jednotlivy´ch bodech. Tato metoda vykazuje v praxi velice dobre´
vy´sledky a je v soucˇasne´ dobeˇ povazˇova´na za sˇpicˇkovy´ na´stroj v oblasti analy´zy textur.
Nevy´hodami te´to metody jsou prˇedevsˇı´m pomeˇrneˇ vy´znamna´ vy´pocˇetnı´ na´rocˇnost
(dı´ky pouzˇite´mu filtrova´nı´) a ovlivnitelnost zmeˇnami osveˇtlenı´.
Local binary patterns
Metoda Local binary patterns (LBP) [6] byla pu˚vodneˇ vytvorˇena k doplneˇnı´ informace
o loka´lnı´m kontrastu obrazu. Je to velmi silna´ metoda, ktera´ v sobeˇ kombinuje statisticky´ a
strukturnı´ prˇı´stup k analy´ze textur. Na za´kladeˇ LBP vznika´ v poslednı´ dobeˇ vcelku velke´
mnozˇstvı´ variant a odvozeny´ch metod a vy´zkum v te´to oblasti se da´ oznacˇit jako slibny´.
Dokonce se ukazuje, zˇe metodologie odvozene´ z LBP by nemusely slouzˇit jen pro popis
textur, ale zˇe by se mohly sta´t obecny´mi na´stroji pro popis i jiny´ch vlastnostı´ obrazu.
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Princip klasifikace textur na za´kladeˇ LBP je jednoduchy´: pro kazˇdy´ bod analyzovane´ho
obrazu je vypocˇten LBP ko´d a texturnı´m prˇı´znakem pro dany´ obraz je pak histogram teˇchto
ko´du˚. Ze za´kladnı´ verze LBP, ktera´ pracovala s 8-mi okolı´m obrazove´ho bodu, byly pos-
tupneˇ odvozeny dalsˇı´ varianty, z nichzˇ neˇktere´ budou v na´sledujı´cı´ kapitole prezentova´ny.
Hlavnı´mi prˇednostmi te´to metody jsou vy´pocˇetnı´ nena´rocˇnost, invariance vu˚cˇi rotaci
a vu˚cˇi zmeˇna´m osveˇtlenı´, relativneˇ jednoducha´ implementace (a to i v hardwaru) a
prˇedevsˇı´m pak velmi dobra´ schopnost extrakce texturnı´ch prˇı´znaku˚ z obrazu. Z teˇchto
du˚vodu˚ byla tato metoda zvolena pro implementaci v ra´mci te´to pra´ce.
2.4 LBP Metodologie
2.4.1 Odvozenı´
Na´sledujı´cı´ odvozenı´ vycha´zı´ z [4]. Jak jizˇ bylo uvedeno, pro texturu neexistuje univerza´lnı´
definice. Pro u´cˇely LBP je proto textura T v loka´lnı´m obrazove´m okolı´ definova´na pomocı´
distribuce intenzit P + 1 (P > 0) obrazovy´ch bodu˚:
T = t(gc, g0, . . . , gP−1), (2.1)
kde gc je intenzita strˇedove´ho obrazove´ho bodu a gp(p = 0, . . . ,P − 1) jsou intenzity P od
sebe stejneˇ vzda´leny´ch obrazovy´ch bodu˚ lezˇı´cı´ch na kruzˇnici o polomeˇru R (R > 0) kolem
strˇedove´ho obrazove´ho bodu (viz obra´zek 2.4).
Sourˇadnice bodu˚ lezˇı´cı´ch na kruzˇnici kolem strˇedove´ho bodu jsou tedy pak








kde (xc, yc) jsou sourˇadnice strˇedove´ho bodu. Intenzity okolnı´ch obrazovy´ch bodu˚, jejichzˇ
sourˇadnice neodpovı´dajı´ prˇesneˇ jednotlivy´m obrazovy´m bodu˚m, jsou interpolova´ny1.
P = 8,  R = 1.0 P = 12,  R = 2.5 P = 16,  R = 4.0
Obra´zek 2.4: Strˇedovy´ obrazovy´ bod a okolnı´ obrazove´ body lezˇı´cı´ na kruzˇnici kolem neˇj. Body, ktere´
nelezˇı´ prˇesneˇ na mrˇı´zˇce, jsou interpolova´ny. Zobrazeny jsou trˇi zrˇejmeˇ nejpouzˇı´vaneˇjsˇı´ kombinace
hodnot P a R.
1Pro P = 8 a R = 1.0 nejsou v praxi okolnı´ body interpolova´ny, ale berou se body v 8-mi okolı´ strˇedove´ho
bodu.
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Loka´lnı´ textura pak mu˚zˇe by´t beze ztra´ty informace reprezentova´na pomocı´ intenzity
strˇedove´ho obrazove´ho bodu a rozdı´lu˚ mezi nı´m a okolnı´mi obrazovy´mi body:
T = t(gc, g0 − gc, . . . , gP−1 − gc). (2.4)
Za prˇedpokladu, zˇe rozdı´ly jsou neza´visle´ na strˇedove´m obrazove´m bodeˇ, lze pak psa´t:
T ≈ t(gc)t(g0 − gc, . . . , gP−1 − gc). (2.5)
Jelikozˇ t(gc) vyjadrˇuje celkovy´ jas obrazu a nema´ tedy na loka´lnı´ texturu vliv, lze jej
ignorovat – pak tedy dosta´va´me:
T ≈ t(g0 − gc, . . . , gP−1 − gc). (2.6)
Tı´m je dosazˇeno invariance vu˚cˇi zmeˇna´m intenzity obrazu. Abychom dosa´hli invari-









1 pro x ≥ 00 pro x < 0. (2.8)
Konecˇneˇ kazˇde´mu zname´nku rozdı´lu s(gp − gc) je prˇirˇazena binomicka´ va´ha 2p a
dosta´va´me tak pro kazˇdou kombinaci rozdı´lu˚ zname´nek unika´tnı´ LBP ko´d, ktery´ charak-




s(gp − gc)2p. (2.9)












Obra´zek 2.5: Vy´pocˇet za´kladnı´ho LBP8,1 ko´du. Intenzity obrazu jsou podle vztahu 2.9 prahova´ny
dle strˇedove´ho obrazove´ho bodu a okolnı´m obrazovy´m bodu˚m jsou prˇirˇazeny va´hy. LBP ko´d pro
dany´ obrazovy´ bod je tedy bina´rneˇ 11111000, decima´lneˇ 8 + 16 + 32 + 64 + 128 = 248.
2.4.2 Pouzˇitı´ v praxi
V praxi je vztah 2.9 interpretova´n jako bezzname´nkove´ bina´rnı´ cˇı´slo o de´lce P bitu˚2 (takovy´
LBP ko´d pak tedy mu˚zˇe naby´vat 2P ru˚zny´ch hodnot). Texturu (jako distribuci intenzit






2Toto je jeden z du˚vodu˚ prˇı´znive´ vy´pocˇetnı´ na´rocˇnosti LBP, jelikozˇ soucˇasne´ CPU disponujı´ instrukcemi
pro bitove´ operace. Vy´hody tohoto prˇı´stupu vyuzˇı´vajı´ i na´sledujı´cı´ rozsˇı´rˇenı´ LBP.
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Tento histogram je pak uzˇit jako texturnı´ prˇı´znak. ”Za´kladnı´” LBP jsou ovsˇem z neˇkolika
du˚vodu˚ neprakticke´:
• De´lka histogramu roste exponencia´lneˇ s pocˇtem bodu˚ v okolı´, cozˇ zteˇzˇuje na´slednou
klasifikaci (zˇa´doucı´ je mensˇı´ de´lka histogramu).
• Za´kladnı´ verze nenı´ invariantnı´ vu˚cˇi rotaci.
• Frekvence vy´skytu˚ jednotlivy´ch LBP ko´du˚ se vy´znamneˇ lisˇı´ – neˇktere´ ko´dy jsou stati-
sticky nezajı´mave´.
• Nevy´hodou za´kladnı´ho LBP i jeho na´sledujı´cı´ch variant je loka´lnost – LBP o fixnı´m
polomeˇru sˇpatneˇ postihujı´ sˇirsˇı´ prostorove´ za´vislosti v texturˇe. Toto rˇesˇı´ varianta
multi-resolution LBP [7], ktera´ je nad ra´mec te´to pra´ce (strucˇneˇ lze rˇı´ci, zˇe multi-
resolution LBP kombinuje do jednoho texturnı´ho prˇı´znaku neˇkolik LBP ko´du˚ s ru˚zny´-
mi hodnotami P a R).
2.4.3 Invariance vu˚cˇi rotaci
Jelikozˇ obrazove´ body v okolı´ strˇedove´ho bodu jsou rozmı´steˇny na kruzˇnici, lze invariance
vu˚cˇi rotaci dosa´hnout jednodusˇe – za strˇed rotace je povazˇova´n kazˇdy´ obrazovy´ bod a jemu
prˇı´slusˇny´ LBPP,R ko´d je rotova´n do referencˇnı´ polohy – sve´ho minima [9]. Tı´m se vsˇechny
rotovane´ verze jednoho ko´du mapujı´ na jednu hodnotu (a za´rovenˇ se zmensˇuje celkovy´
pocˇet ru˚zny´ch LBP ko´du˚ v te´to varianteˇ).
Rotacˇneˇ invariantnı´ LBP ko´d je tedy definova´n takto:
LBPriP,R = min
{
ROR(LBPP,R, i) | i = 0, 1, . . . ,P − 1
}
(2.11)
Funkce ROR(x, i) prova´dı´ bitovy´ posuv bina´rnı´ho cˇı´sla x o de´lce P bitu˚ i-kra´t doprava




2kak, ak ∈ {0, 1}, (2.12)








P−i+kak i > 0
x i = 0
ROR(x,P + i) i < 0
(2.13)
Je evidentnı´, zˇe jednotlivy´m LBPriP,R ko´du˚m prˇı´slusˇı´ ru˚zny´ pocˇet RORP,R ko´du˚, ktere´ se
na neˇ mapujı´ (krajnı´mi prˇı´pady jsou ko´dy obsahujı´cı´ same´ jednicˇky nebo same´ nuly, ktere´
se mapujı´ samy na sebe). Prˇı´klady rotacˇneˇ invariantnı´ch LBP ko´du˚ jsou na obra´zku 2.6.
Nejmensˇı´ u´hel, pro ktery´ je rotacˇneˇ invariantnı´ LBP ko´d uzpu˚soben, za´visı´ na pocˇtu
bodu˚ v okolı´ strˇedove´ho bodu P: αmin = 360
◦
P . Konkre´tneˇ pro LBP8,R je tento u´hel 45
◦, cozˇ je
pro praxi prˇı´lisˇ “hruba´” kvantizace. Toto lze rˇesˇit zveˇtsˇova´nı´m pocˇtu P bodu˚ v kruhove´m
okolı´, avsˇak za´rovenˇ je trˇeba vzı´t v u´vahu jizˇ zmı´neˇny´ exponencia´lnı´ na´ru˚st de´lky his-
togramu a za´rovenˇ volit polomeˇr R tak, aby body nebyly prˇı´lisˇ blı´zko sebe a tı´m nezana´sˇely
do zı´skany´ch dat zbytecˇnou redundanci.
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2.4.4 Uniformnı´ LBP
Vycha´zı´me z heuristicke´ hypote´zy, zˇe jista´ podmnozˇina LBP8,1 ko´du˚ tvorˇı´ valnou veˇtsˇinu
(neˇkdy azˇ prˇes 90 %) vsˇech LBP8,1 ko´du˚ extrahovany´ch z beˇzˇneˇ se vyskytujı´cı´ch textur [8].
Tato podmnozˇina se nazy´va´ uniformnı´ LBP.
Uniformnı´ LBP majı´ omezeny´ pocˇet prˇechodu˚ mezi jednicˇkami a nulami – LBP ko´dy
s vysˇsˇı´m pocˇtem teˇchto prˇechodu˚ jsou pro popis textury statisticky nespolehlive´.
Uniformita U okolı´ G obrazove´ho bodu je definova´na:
U(GP) =
∣∣∣s(gP−1 − gc) − s(g0 − gc)∣∣∣ + P−1∑
p=1
∣∣∣s(gp − gc) − s(gp−1 − gc)∣∣∣. (2.14)
Za uniformnı´ jsou povazˇova´ny LBP ko´dy, pro ktere´ je U ≤ 2.






x xor ROR(x, 1), p
)
, (2.15)
Funkce F(x, i) extrahuje i-ty´ bit z bina´rnı´ho cˇı´sla x:
F(x, i) = ROR(x, i) and 1. (2.16)
Prˇı´klady uniformnı´ch LBP ko´du˚ jsou na obra´zku 2.6.
Spojenı´m vy´hodny´ch vlastnostı´ rotacˇneˇ invariantnı´ho a uniformnı´ho LBP dosta´va´me
na´sledujı´cı´, v praxi velice dobrˇe pouzˇitelnou variantu LBP:
2.4.5 Rotacˇneˇ invariantnı´ uniformnı´ LBP
Na kruhove´ okolı´ obrazove´ho bodu, jehozˇ LBP ko´d je uniformnı´, mu˚zˇeme pohlı´zˇet tak,
zˇe obsahuje pouze dveˇ souvisle´ “oblasti”. Pak rotacˇneˇ invariantnı´ varianta tohoto uni-
formnı´ho ko´du (ktera´ vznikne rotacı´ do minima´lnı´ polohy) mu˚zˇe by´t charakterizova´na
pouze pomeˇrem souvisly´ch “oblastı´” nul a jednicˇek. Ru˚zny´ch rotacˇneˇ invariantnı´ch uni-
formnı´ch ko´du˚ (LBPriu2P,R ) je tedy celkem P + 1.
LBPriu2P,R ko´d je prakticky urcˇen pocˇtem jednicˇek, pokud je za´kladnı´ LBP ko´d uniformnı´ –




p=0 s(gp − gc) U(GP) ≤ 2
P + 1 jinak.
(2.17)
2.5 Popis textur pomocı´ LBP
V te´to kapitole bude rozebra´no, jak lze prakticky vyuzˇı´t na´stroje LBP ke klasifikaci textur, a
budou prezentova´ny pouzˇite´ metody klasifikace zalozˇene´ na neparametricke´ (statisticke´)




Obra´zek 2.6: Prˇı´klady ko´du LBP8,1. Ko´dy v hornı´ rˇadeˇ jsou rotacˇneˇ invariantnı´. Ko´dy v kazˇde´m
sloupci vzniknou rotacı´ ko´du v prvnı´m rˇa´dku dane´ho sloupce. Ko´dy v leve´m ra´mecˇku jsou uniformnı´.
Ko´dy v pru˚secˇı´ku ra´mecˇku˚ jsou tedy LBPriu28,1 .
2.5.1 Texturnı´ prˇı´znak
Pro kazˇdy´ bod zkoumane´ho obrazu je vypocˇten LBP ko´d. Texturnı´m prˇı´znakem je pak
histogram LBP ko´du˚ zı´skany´ch ze vsˇech bodu˚ zkoumane´ho obrazu. V praxi je nejvhodneˇjsˇı´
variantou LBP pro toto pouzˇitı´ LBPriu2P,R (viz kapitolu 2.4.5), jelikozˇ ostatnı´ prezentovane´
varianty LBP nejsou invariantnı´ vu˚cˇi rotaci nebo obsahujı´ statisticky nevy´znamne´ hodnoty,
resp. jejich histogram ma´ prˇı´lisˇ velky´ pocˇet sloupcu˚.
Proble´m klasifikace textur tedy budeme da´le rˇesˇit jako proble´m klasifikace histogramu˚
LBP.
Normalizace texturnı´ho prˇı´znaku
Abychom mohli vza´jemneˇ porovna´vat textury zı´skane´ z ru˚zneˇ velky´ch obrazu˚ (cˇili LBP
histogramy obsahujı´cı´ ru˚zne´ pocˇty vzorku˚), je trˇeba LBP histogramy prˇed klasifikacı´ nor-





kde b j je pra´veˇ je normalizovany´ sloupec pu˚vodnı´ho histogramu, bi je sloupec pu˚vodnı´ho
histogramu, b′j je sloupec normalizovane´ho histogramu a B je pocˇet sloupcu˚ histogramu.
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Kapitola 3
Umeˇle´ neuronove´ sı´teˇ a jejich uzˇitı´
pro klasifikaci textur
Problematika umeˇly´ch neuronovy´ch sı´tı´ je velmi rozsa´hla´ a nenı´ teˇzˇisˇteˇm te´to pra´ce, proto
zde budou naznacˇeny pouze za´kladnı´ principy du˚lezˇite´ pro aplikaci v oblasti klasifikace
textur.
Na umeˇlou neuronovou sı´t’ mu˚zˇeme zjednodusˇeneˇ pohlı´zˇet jako na adaptivnı´ vy´pocˇetnı´
model inspirovany´ biologicky´mi neuronovy´mi sı´teˇmi, kde vza´jemneˇ propojena´ skupina
neuronu˚ meˇnı´ v tre´ninkove´ fa´zi svoji strukturu na za´kladeˇ vstupnı´ch a vy´stupnı´ch dat.
Pokud jsou parametry umeˇle´ neuronove´ sı´teˇ pro dany´ proble´m vhodneˇ nastaveny, mohou
by´t vy´sledky poskytovane´ umeˇlou neuronovou sı´tı´ velmi robustnı´ (za´rovenˇ je ale pomeˇrneˇ







Obra´zek 3.1: Prˇı´klad jednoduche´ neuronove´ sı´teˇ sesta´vajı´cı´ ze 2 vstupnı´ch neuronu˚, 4 neuronu˚ ve
skryte´ vrstveˇ a jednoho vy´stupnı´ho neuronu.
Za´kladnı´ topologie umeˇle´ neuronove´ sı´teˇ sesta´va´ ze skupiny vstupnı´ch a vy´stupnı´ch
neuronu˚, mezi ktery´mi se nacha´zı´ vrstva (prˇı´padneˇ neˇkolik vrstev) skryty´ch neuronu˚
(viz obra´zek 3.1). Ve fa´zi ucˇenı´ prˇiva´dı´me na vstupnı´ neurony tre´novacı´ data a za´rovenˇ sı´ti
prˇedkla´da´me ocˇeka´vany´ vy´sledek. Sı´t’ pak v za´vislosti na teˇchto datech meˇnı´ svoji strukturu
tak, aby prˇi vstupu nezna´my´ch dat dovedla tato data na za´kladeˇ tre´ninku klasifikovat.
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3.1 Vlastnosti ovlivnˇujı´cı´ u´speˇsˇnost umeˇle´ neuronove´ sı´teˇ
V aplikaci umeˇle´ neuronove´ sı´teˇ pro u´cˇely te´to pra´ce je trˇeba vhodneˇ zvolit zejme´na
parametry, ktere´ majı´ vliv na na´sledujı´cı´ vlastnosti sı´teˇ:
3.1.1 Volba architektury sı´teˇ
Obecneˇ je volba architektury sı´teˇ (pocˇet vstupu˚ a vy´stupu˚, pocˇet skryty´ch neuronu˚, spoje
mezi nimi, tre´ninkovy´ algoritmus) pro konkre´tnı´ proble´m nesnadna´, protozˇe ji lze jen teˇzˇko
prˇedvı´dat, ale prˇitom mu˚zˇe mı´t na u´speˇsˇnost sı´teˇ fata´lnı´ vliv. Prˇı´lisˇ male´ sı´teˇ nemusı´ dobrˇe
reprezentovat zvolenou funkci, naproti tomu prˇı´lisˇ velke´ sı´teˇ jsou na´chylne´ k prˇetre´nova´nı´.
3.1.2 Volba aktivacˇnı´ funkce
Volba aktivacˇnı´ funkce mu˚zˇe za´sadnı´m zpu˚sobem ovlivnit fungova´nı´ cele´ sı´teˇ. U neˇktery´ch
aktivacˇnı´ch funkcı´ lze volit i jejich strmost a tı´m da´le meˇnit citlivost sı´teˇ. Cˇasto pouzˇı´vanou
aktivacˇnı´ funkcı´ je symetricky´ sigmoid, neboli hyperbolicky´ tangens:




kde s je pozˇadovana´ strmost. Oborem hodnot te´to funkce je interval 〈−1, 1〉.
3.1.3 Prˇetre´nova´nı´
Prˇi tre´nova´nı´ sı´teˇ se mu˚zˇe sta´t, zˇe je sı´t’ vystavena prˇı´lisˇ velke´mu mnozˇstvı´ tre´novacı´ch
dat, na ktera´ se adaptuje prˇı´lisˇ “teˇsneˇ” a ztra´cı´ tak schopnost generalizace. Tomuto lze
prˇedejı´t testova´nı´m sı´teˇ na nezna´my´ch datech v pru˚beˇhu ucˇenı´ – ucˇenı´ pak koncˇı´, kdyzˇ
chyba v detekci nezna´my´ch dat zacˇne po urcˇite´m obdobı´ klesa´nı´ opeˇt stoupat.
3.2 Kaska´dovite´ ucˇenı´ umeˇle´ neuronove´ sı´teˇ
Na rozdı´l od “tradicˇnı´” architektury umeˇle´ neuronove´ sı´teˇ, kdy v pru˚beˇhu ucˇenı´ jsou
upravova´ny va´hy v jizˇ pevneˇ dane´ topologii sı´teˇ, kaska´dovite´ ucˇenı´ pracuje tak, zˇe do
pra´zdne´ sı´teˇ (obsahujı´cı´ pouze vstupnı´ a vy´stupnı´ neurony) postupneˇ prˇida´va´ jednotlive´
neurony. Rodina architektur tohoto typu se nazy´va´ Cascade-Correlation [2, 12].
V jednom kroku je generova´na mnozˇina “kandida´tsky´ch” neuronu˚. Kazˇdy´ z nich je
inicializova´n jinak nezˇ ostatnı´ a tre´nova´n neza´visle na ostatnı´ch. Na´sledneˇ je vybra´n ne-
jslibneˇjsˇı´ kandida´t a ten je prˇida´n do sı´teˇ natrvalo. Sta´vajı´cı´ cˇa´st sı´teˇ je pak upravena pro
nejlepsˇı´ kooperaci s novy´m neuronem. Jakmile je do sı´teˇ prˇida´n novy´ neuron, va´hy na jeho
vstupu jsou da´le nemeˇnne´. Postup cˇinnosti algoritmu je ilustrova´n na obra´zku 3.2.
Tento prˇı´stup ma´ neˇkolik vy´hod:
• velmi rychle´ ucˇenı´
• sı´t’ sama urcˇı´ svoji velikost (nenı´ tedy trˇeba odhadovat pocˇet neuronu˚) a topologii
• sı´t’ si zachova´va´ jizˇ vytvorˇenou strukturu, i pokud se soubor tre´novacı´ch dat zmeˇnı´
Krite´rium pro zastavenı´ ucˇenı´ mu˚zˇe by´t dvojı´: konec nastane po dosazˇenı´ urcˇite´ chyby
(jako v klasicke´ topologii) nebo po urcˇite´ dobeˇ stagnace tre´ninku kandida´tnı´ch neuronu˚,

















Obra´zek 3.2: Prvnı´ trˇi fa´ze kaska´dovite´ho ucˇenı´: (1) V sı´ti obsahujı´cı´ pouze vstupnı´ a vy´stupnı´ vrstvu
jsou tre´nova´ny spoje mezi teˇmito dveˇma vrstvami. (2) Je vytvorˇena prvnı´ skupina kandida´tnı´ch
neuronu˚ a ty jsou tre´nova´ny v ra´mci sı´teˇ. (3) Nejslibneˇjsˇı´ kandida´t je vybra´n do skryte´ vrstvy, jeho




Na´vrh detektoru textur pro letecke´
snı´mky
Tato kapitola popisuje na´vrh detektoru textur se specializacı´ pro rozpozna´va´nı´ objektu˚




Shodu distribucı´ LBP o B sloupcı´ch mezi vzorem M a obrazem S lze meˇrˇit neparamet-
ricky´mi statisticky´mi testy. Velkou vy´hodou tohoto prˇı´stupu je, zˇe o distribuci LBP v tomto
prˇı´padeˇ nenı´ nutne´ cˇinit zˇa´dne´ prˇedpoklady. Take´ cˇasova´ na´rocˇnost je ve srovna´nı´ s meto-
dami klasifikace vyuzˇı´vajı´cı´mi ucˇenı´ s ucˇitelem podstatneˇ nizˇsˇı´, avsˇak neparametricka´
klasifikace nenı´ tak robustnı´.
Metoda G statistic





Sb log Mb (4.1)
Cˇı´m vysˇsˇı´ je vy´sledna´ hodnota, tı´m jsou distribuce S a M podobneˇjsˇı´.
Metoda χ2







Zde naopak cˇı´m mensˇı´ je vy´sledna´ hodnota, tı´m jsou distribuce S a M podobneˇjsˇı´.
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V tomto prˇı´padeˇ opeˇt cˇı´m vysˇsˇı´ je vy´sledna´ hodnota, tı´m jsou distribuce S a M podobneˇjsˇı´.
4.1.2 Klasifikace pomocı´ umeˇle´ neuronove´ sı´teˇ
Jak bylo uvedeno, texturnı´m prˇı´znakem je LBP histogram, ktery´ bude vstupem pro umeˇlou
neuronovou sı´t’. Ta tedy bude mı´t tolik vstupnı´ch neuronu˚, kolik sloupcu˚ ma´ histogram.
Pro vy´stupnı´ neurony jsou dveˇ mozˇnosti:
1. Jednou sı´tı´ budeme klasifikovat vsˇechny typy textur – pak tedy neuronova´ sı´t’ musı´
mı´t pro kazˇdy´ typ textur jeden vy´stup (prˇı´padneˇ jesˇteˇ jeden vy´stup pro “neurcˇitou”
klasifikaci).
2. Pro klasifikaci n typu˚ textur pouzˇijeme n neuronovy´ch sı´tı´, kdy kazˇda´ z nich bude
mı´t jen jeden vy´stup. Teoreticky tato varianta prˇina´sˇı´ cˇasovou (doba ucˇenı´ a detekce)
i prostorovou (pocˇet pouzˇity´ch neuronu˚) u´sporu, ovsˇem pro klasifikaci n typu˚ textur
je pak nutne´ neˇjaky´m zpu˚sobem “slozˇit” jednotlive´ dı´lcˇı´ klasifikace. Navı´c prˇida´nı´
dalsˇı´ho typu rozpozna´vany´ch objektu˚ je tak mnohem jednodusˇsˇı´.
Pro implementaci v ra´mci te´to pra´ce (viz da´le) byla zvolena druha´ mozˇnost.
4.2 Segmentace obrazu
V ra´mci segmentace musı´me rˇesˇit vhodne´ deˇlenı´ obrazu na regiony pro pouzˇitı´ s LBP a
take´ (vzhledem ke zvolene´mu zpu˚sobu klasifikace pomocı´ vı´ce neuronovy´ch sı´tı´ s jednı´m
vy´stupem) segmentaci obrazu na za´kladeˇ neˇkolika dı´lcˇı´ch klasifikacı´.
4.2.1 Deˇlenı´ obrazu na regiony
Vzhledem k principu fungova´nı´ LBP, kdy texturnı´m prˇı´znakem je histogram vypocˇteny´ ze
skupiny obrazovy´ch bodu˚, je trˇeba neˇjaky´m vhodny´m zpu˚sobem rozdeˇlit segmentovany´
obraz na regiony, ktere´ budeme klasifikovat zvla´sˇt’, a dı´lcˇı´ klasifikace pro tyto regiony pak
opeˇt spojit.
Vhodny´m rˇesˇenı´m je rozdeˇlenı´ segmentovane´ho obrazu na pravidelna´ cˇtvercova´ okna.
Kazˇde´ okno pak klasifikujeme jako samostatny´ obraz a obrazovy´m bodu˚m, ktere´ jsou
soucˇa´stı´ tohoto okna, prˇirˇadı´me klasifikaci z nadrˇazene´ho okna. Takto zı´ska´me pomeˇrneˇ
hrubeˇ segmentovany´ obraz, kdy hranice klasifikovany´ch oblastı´ jsou pravou´hle´.
Volba velikosti okna
Du˚lezˇity´m parametrem je velikost okna. Cˇı´m mensˇı´ okno bude, tı´m “jemneˇjsˇı´” bude
vy´sledny´ segmentovany´ obraz, ale hrozı´ nebezpecˇı´, zˇe pro velmi mala´ okna bude klasi-
fikace neprˇesna´ nebo dokonce chybna´, protozˇe v takove´m prˇı´padeˇ mu˚zˇe by´t texturnı´
prˇı´znak – LBP histogram – zkreslen maly´m pocˇtem hodnot.
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Prˇekryv oken
Nevy´hodu popsanou v prˇedchozı´m oddı´le odstranˇuje metoda segmentace s prˇekry´va´nı´m
oken. Okna jsou klasifikova´na stejneˇ jako v prˇedchozı´m prˇı´padeˇ, ale vza´jemneˇ se prˇekry´vajı´,
a jeden obrazovy´ bod je tedy klasifikova´n vı´cekra´t (viz obra´zek 4.1). Klasifikace jednoho
obrazove´ho bodu je pak urcˇena klasifikacemi vsˇech oken, ktere´ tento obrazovy´ bod ob-
sahujı´.
Obra´zek 4.1: Prˇı´klad oken velikosti 8 s prˇekryvem 2. Vyznacˇeny´ obrazovy´ bod je tedy soucˇa´stı´ celkem
16 oken a efektivnı´ segmentace obrazu je po oknech velikosti 2.
Tento princip efektivneˇ vede k tomu, zˇe nejmensˇı´ segmentovana´ oblast obrazu je take´
cˇtverec, ale o straneˇ rovne´ vzda´lenosti sousednı´ch prˇekry´vajı´cı´ch se oken a nikoliv o straneˇ
rovne´ velikosti oken. Tak lze s pomocı´ (z hlediska extrakce texturnı´ho prˇı´znaku) bezpecˇneˇ
velky´ch oken dosa´hnout pomeˇrneˇ “jemne´” segmentace obrazu.
Urcˇenı´ absolutnı´ klasifikace obrazove´ho bodu prˇi prˇekryvu oken
Jelikozˇ kazˇdy´ obrazovy´ bod bude klasifikova´n neˇkolikra´t, je trˇeba jeho celkovou klasifikaci
urcˇit tak, aby jejı´ hodnota byla vzˇdy absolutnı´, tzn. neza´visla´ na velikosti a prˇekryvu oken.














Absolutnı´ hodnota klasifikace Ci obrazove´ho bodu po i-te´m pru˚chodu prˇes dany´ obrazovy´
bod je pak rovna:




kde Cmax je maxima´lnı´ prˇı´pustna´ absolutnı´ hodnota klasifikace obrazove´ho bodu, cw je
normalizovana´ hodnota klasifikace pro aktua´lnı´ okno (cw ∈ 〈0, 1〉) a C0 = 0.
Jine´, me´neˇ prˇesne´, avsˇak vy´pocˇetneˇ rychlejsˇı´ metody pro zı´ska´nı´ absolutnı´ klasifikace
obrazove´ho bodu (naprˇ. plovoucı´ pru˚meˇr) se v praxi uka´zaly jako nevyhovujı´cı´ (zmı´neˇny´
plovoucı´ pru˚meˇr do klasifikovane´ho obrazu zana´sˇı´ sˇum a vytva´rˇı´ artefakty).
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4.3 Struktura syste´mu pro detekci textur
Vytvorˇeny´ syste´m sesta´va´ ze cˇtyrˇ hlavnı´ch cˇa´stı´, z nichzˇ kazˇda´ se skla´da´ z neˇkolika modulu˚:
1. syste´m pro extrakci tre´novacı´ch dat z obrazu˚
2. syste´m pro tre´nink umeˇle´ neuronove´ sı´teˇ na za´kladeˇ teˇchto dat
3. syste´m pro segmentaci obrazu za pomoci neuronove´ sı´teˇ (prˇı´padneˇ vı´ce sı´tı´) zı´skany´ch
v prˇedchozı´m kroku
4. podpu˚rne´ moduly pro zobrazenı´ LBP, neparametrickou klasifikaci textur aj.













Obra´zek 4.2: Extrakce tre´novacı´ch dat.
Struktura tohoto podsyste´mu je na obra´zku 4.2. Z obrazu nacˇtene´ho pomocı´ zvla´sˇtnı´ho
modulu jsou modulem pro extrakci tre´novacı´ch dat zı´ska´na tre´novacı´ data tak, zˇe pro
zdrojovy´ obraz (nebo jeho cˇa´st) je vypocˇten histogram uzˇivatelem zvolene´ varianty LBP
ko´du. V tomto kroku musı´ uzˇivatel prˇidat informaci o klasifikaci zpracova´vane´ho obrazu,
ktera´ je pak pouzˇita pro ucˇenı´ umeˇle´ neuronove´ sı´teˇ.
Kromeˇ toho, zˇe zdrojovy´ obraz lze zpracovat jako celek, lze i nechat ze zdrojove´ho
obrazu na´hodneˇ generovat okna, ktera´ jsou pak zpracova´na jako samostatne´ obrazy. To je
uzˇitecˇne´, pokud chceme z jednoho zdrojove´ho obrazu zı´skat veˇtsˇı´ mnozˇstvı´ tre´novacı´ch
dat.
Vy´stupem te´to cˇa´sti syste´mu jsou data pro ucˇenı´ neuronove´ sı´teˇ, ktera´ obsahujı´ texturnı´
prˇı´znaky (vstupy neuronove´ sı´teˇ) a jejich klasifikaci ucˇitelem (vy´stupy neuronove´ sı´teˇ).





Obra´zek 4.3: Tre´nink umeˇle´ neuronove´ sı´teˇ na za´kladeˇ tre´novacı´ch dat.
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Struktura tohoto podsyste´mu (viz obra´zek 4.3) je jednoducha´ – data vytvorˇena´ v prˇed-
chozı´m kroku jsou pouzˇita pro vytvorˇenı´ umeˇle´ neuronove´ sı´teˇ za pomoci specia´lnı´ho
modulu. Spolu s vhodny´mi tre´novacı´mi daty je nastavenı´ parametru˚ ucˇenı´ kriticke´ pro
u´speˇsˇnost na´sledneˇ vytvorˇene´ neuronove´ sı´teˇ. Lze zvolit chybu a maxima´lnı´ pocˇet neuronu˚
v sı´ti.
Vy´stupem te´to cˇa´sti syste´mu je neuronova´ sı´t’ naucˇena´ rozpozna´vat zadany´ typ objektu˚.




























Obra´zek 4.4: Segmentace obrazu s pomocı´ umeˇle´ neuronove´ sı´teˇ.
Pro klasifikaci kazˇde´ho typu objektu˚ je pouzˇita zvla´sˇtnı´ neuronova´ sı´t’ s jednı´m vy´stupem.
Segmentace obrazu pro n typu˚ objektu˚ je tedy rˇesˇena tak, zˇe zdrojovy´ obraz je n-kra´t klasi-
fikova´n, pokazˇde´ zvla´sˇtnı´ neuronovou sı´tı´ pro jeden typ objektu (viz obra´zek 4.4). Teˇchto
n klasifikacı´ pak musı´me spojit do fina´lnı´ho segmentovane´ho obrazu (viz obra´zek 4.5).
Pro kazˇdy´ obrazovy´ bod obrazu, ktery´ chceme segmentovat, ma´me vektor A = (a1, . . . , an)
intenzit obrazovy´ch bodu˚ ai na stejny´ch sourˇadnicı´ch zı´skany´ch klasifikacı´ z n klasifika´toru˚.
To, do jake´ho segmentu zkoumany´ obrazovy´ bod zarˇadı´me, je urcˇeno:
r(A) =
imax ∀a j; j ∈ {1, 2, . . . ,n} − imax : a j + t < aimax0 jinak, (4.6)
kde imax je index prvku A s ostrˇe maxima´lnı´ intenzitou a t je pra´h segmentace (cˇı´m veˇtsˇı´
pra´h, tı´m veˇtsˇı´ musı´ by´t rozdı´l mezi maxima´lnı´ intenzitou a kazˇdou dalsˇı´ z vektoru A).
Segment obrazovy´ch bodu˚, ktere´ toto nesplnˇujı´, je oznacˇen jako neurcˇity´.
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obraz segmentovaný pro objekty typu 1
obraz segmentovaný pro objekty typu 2
obraz segmentovaný pro objekty typu n
ﬁnální segmentovaný obraz
Obra´zek 4.5: Skla´da´nı´ obrazu˚ zvla´sˇt’ klasifikovany´ch pro n typu˚ objektu˚.
Pro segmentaci obrazu tı´mto zpu˚sobem je urcˇen zvla´sˇtnı´ modul, ktery´ je pouzˇitelny´
i samostatneˇ. Vstupy tohoto modulu jsou obraz, ktery´ chceme klasifikovat, a neuronova´
sı´t’ zı´skana´ tre´ninkem v prˇedchozı´m podsyste´mu. Vy´stupem tohoto modulu je obraz, ve
ktere´m obrazove´ body svojı´ intenzitou vyjadrˇujı´ klasifikaci obrazovy´ch bodu˚ pu˚vodnı´ho
obrazu podle dane´ neuronove´ sı´teˇ.
Vy´stupy klasifikace pu˚vodnı´ho obrazu pro kazˇdy´ z hledany´ch typu˚ objektu˚ jsou pak
spojeny v segmentacˇnı´m modulu do jednoho vy´stupnı´ho obrazu, kde intenzity obrazovy´ch
bodu˚ vyjadrˇujı´ prˇı´slusˇnost do jednotlivy´ch segmentu˚ obrazu.
4.4 Detekce objektu˚ na letecky´ch snı´mcı´ch podle textury
V te´to kapitole bude popsa´na specializace vytvorˇene´ho detektoru pro konkre´tnı´ oblast.
Bude popsa´na volba a typy rozpozna´vany´ch objektu˚ a ucˇenı´ umeˇle´ neuronove´ sı´teˇ pro
obrazova´ data obsahujı´cı´ tyto objekty.
4.4.1 Obrazova´ data a rozpozna´vane´ objekty
Vnı´ma´nı´ a rozpozna´va´nı´ textur podstatneˇ za´visı´ na volbeˇ meˇrˇı´tka (viz kapitolu 2.1), proto
se take´ volba rozpozna´vany´ch objektu˚ odvı´jı´ od zvolene´ho meˇrˇı´tka. Obrazova´ data byla
prˇevzata z [1] v meˇrˇı´tku prˇiblizˇneˇ 3.4 m na jeden obrazovy´ bod. Jedna´ se o letecke´ snı´mky
Cˇeske´ republiky. Volba typu˚ rozpozna´vany´ch objektu˚ probeˇhla na za´kladeˇ vizua´lnı´ho
porovna´nı´, prˇicˇemzˇ je potrˇeba si uveˇdomit, zˇe implementovany´ detektor pracuje pouze
s intenzitou obrazu, ne s jeho jednotlivy´mi barevny´mi slozˇkami.
Lesnı´ porosty
Textura lesnı´ch porostu˚ je pomeˇrneˇ jednodusˇe odlisˇitelna´ od ostatnı´ch a ve srovna´nı´
s ostatnı´mi vykazuje take´ malou variabilitu (viz obra´zek 4.6). Mensˇı´ proble´my mohou
zpu˚sobovat stromy v za´stavbeˇ, naprˇı´klad na zahrada´ch nebo dvorech domu˚. Take´ mohou
by´t problematicke´ chatove´ nebo zahra´dka´rˇske´ kolonie (prˇı´klad je na poslednı´m obra´zku
z rˇady), ktere´ je tedy vhodne´ explicitneˇ zarˇadit bud’ mezi lesnı´ porosty, nebo za´stavbu.
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Obra´zek 4.6: Prˇı´klady textur ru˚zny´ch lesnı´ch porostu˚
Za´stavba
Jak je videˇt z prˇı´kladu˚, textury, na ktery´ch je obsazˇena za´stavba, jsou velice variabilnı´ (viz
obra´zek 4.7). Tato variabilita se odvı´jı´ od hustoty osı´dlenı´ (pomeˇr budov a ostatnı´ch objektu˚,
nejcˇasteˇji zeleneˇ – naprˇ. vesnice vs. centra velky´ch meˇst), od sta´rˇı´ za´stavby (naprˇ. budovy
modernı´ch sı´dlisˇt’ vs. historicka´ sı´dla) i od urbanismu ru˚zny´ch oblastı´ (“makrostruktura”
historicky´ch osı´dlenı´ s nepravidelny´m usporˇa´da´nı´m vs. sı´dlisˇteˇ staveˇna´ “na zelene´ louce”).
Acˇkoliv jsou tyto textury znacˇneˇ ru˚znorode´, sta´le jsou celkem jednodusˇe odlisˇitelne´ od
ostatnı´ch vybrany´ch typu˚ textur (azˇ na vy´sˇe uvedene´ proble´my prˇi detekci lesnı´ch porostu˚).
Sta´le se zvysˇujı´cı´ variabilita za´stavby (naprˇ. ru˚zne´ architektonicke´ styly, vliv urbanismu
atd.) klade velke´ na´roky na obsazˇnost vzorovy´ch obrazovy´ch dat pro tento typ textur.
Zemeˇdeˇlske´ plochy
Pole jsou dalsˇı´ vy´znamnou skupinou textur obsazˇenou na letecky´ch snı´mcı´ch. Variabilita
je zde znacˇna´, ovsˇem velmi vy´hodna´ je rotacˇnı´ invariance LBP (vy´znamny´m texturnı´m
prvkem jsou cˇasto viditelne´ “bra´zdy”, prˇirozeneˇ vytvorˇene´ ve vsˇech mozˇny´ch smeˇrech –
viz prvnı´ prˇı´klad na obra´zku 4.8).
Nevy´hodou je cˇasta´ “plochost” textury, kdy textura pole neobsahuje zˇa´dne´ vy´razneˇjsˇı´
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Obra´zek 4.7: Prˇı´klady textur ru˚zny´ch druhu˚ za´stavby
znaky, resp. viditelnou kresbu (zrˇetelne´ na poslednı´m prˇı´kladu z obra´zku 4.8). V takovy´ch
prˇı´padech mu˚zˇe docha´zet k za´meˇna´m s texturou lesnı´ch porostu˚ (zvla´sˇteˇ v prˇı´padech, kdy
textura lesa je naprˇ. vlivem komprese obrazu prˇı´lisˇ “vyhlazena´”) nebo texturou za´stavby
(ploche´ strˇechy domu˚ atp.).
Vodstvo
Na zı´skany´ch obrazovy´ch datech nejsou tak velke´ vodnı´ toky, aby se jejich textura mohla
projevit vzhledem k minima´lnı´ vhodne´ velikosti okna (viz prvnı´ prˇı´klad na obra´zku 4.9).
Dalsˇı´m proble´mem je, zˇe velke´ vodnı´ plochy (prˇehrady, jezera atp.) prakticky nemajı´
texturu (viz druhy´ prˇı´klad na obra´zku 4.9), cozˇ mimo jine´ vede prˇi rozpozna´va´nı´ ke kolizı´m
s neˇktery´mi podobneˇ “plochy´mi” texturami polı´. Jelikozˇ ale zastoupenı´ zemeˇdeˇlsky´ch
ploch v zı´skany´ch obrazovy´ch datech neˇkolikana´sobneˇ prˇevysˇuje vodnı´ plochy, nejsou
vodnı´ plochy (ve prospeˇch polı´) rozpozna´va´ny.
Dalsˇı´ objekty
Na za´kladeˇ vizua´lnı´ inspekce dostupny´ch obrazovy´ch dat ze zdroje [1] lze tvrdit, zˇe tex-
tury lesnı´ch porostu˚, zemeˇdeˇlsky´ch ploch a za´stavby v teˇchto obrazovy´ch datech zcela
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Obra´zek 4.8: Prˇı´klady textur ru˚zny´ch druhu˚ zemeˇdeˇlsky´ch ploch
prˇevazˇujı´.
Pro dalsˇı´ mozˇne´ typy objektu˚ (naprˇ. pru˚myslove´ area´ly, lomy nebo povrchove´ doly)
nenı´ v porovna´nı´ s vy´sˇe uvedeny´mi typy dostatek obrazovy´ch dat tak, aby umeˇla´ neu-
ronova´ sı´t’ mohla na jejich za´kladeˇ zı´skat pozˇadovanou obecnost, resp. minima´lnı´ chybu.
Dalsˇı´ typy objektu˚ (naprˇ. silnice, zˇeleznice atp.) nejsou vzhledem k minima´lnı´ velikosti
okna natolik prostoroveˇ vy´razne´, aby se u nich dalo mluvit o texturˇe.
Rozpozna´vane´ objekty
Rozpozna´vany´mi objekty tedy z vy´sˇe uvedeny´ch du˚vodu˚ budou:




Tre´novacı´ data jsou generova´na ze zdroje [1]. Jsou nalezeny vhodne´ fragmenty odpovı´dajı´cı´
jednotlivy´m typu˚m rozpozna´vany´ch objektu˚. Ty jsou pak pro snazsˇı´ generova´nı´ tre´novacı´ch
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Obra´zek 4.9: Prˇı´klady ru˚zny´ch vodnı´ch ploch
dat spojeny pomocı´ graficke´ho editoru do jednoho umeˇle vytvorˇene´ho “bezesˇve´ho” obrazu
(viz prˇı´klady na obra´zku 4.10), ktery´ tak vypada´ jako jedina´ celistva´ textura.
Z tohoto umeˇle vytvorˇene´ho obrazu jsou pak pomocı´ prˇı´slusˇne´ho modulu na´hodneˇ
generova´na okna, ze ktery´ch jsou extrahova´na tre´novacı´ data (tento proces je podrobneˇ
popsa´n v kapitole 4.3.1).
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Obra´zek 4.10: Uka´zky tre´novacı´ch dat (vy´rˇezy)
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Kapitola 5
Implementace detektoru textur a
detekce objektu˚
Tato kapitola popisuje vlastnı´ implementaci detektoru textur. Pro implementaci detektoru
byl zvolen jazyk C/C++.
5.1 Na´stroje pro implementaci
5.1.1 Toolkit MDSTk
Pro manipulaci s obrazy byl pouzˇit toolkit MDSTk [11] (Medical Data Segmentation Toolkit)
vyvı´jeny´ na FIT VUT v Brneˇ Ing. Michalem Sˇpaneˇlem. MDSTk obsahuje knihovnu a mod-
uly pro manipulaci s 2D a 3D obrazy zameˇrˇene´ pu˚vodneˇ na segmentaci medicı´nsky´ch
obrazovy´ch dat.
Z hlediska uzˇivatele je syste´m slozˇen z jednotlivy´ch modulu˚, z nichzˇ kazˇdy´ je zameˇrˇen
na urcˇity´ u´kol (naprˇ. nacˇı´ta´nı´ obrazu˚ v ru˚zny´ch forma´tech, filtrova´nı´, segmentace, zobra-
zova´nı´ aj.). Moduly lze neˇkolika zpu˚soby spojovat a vytva´rˇet tak slozˇiteˇjsˇı´ aplikace pro
konkre´tnı´ potrˇeby uzˇivatele.
V ra´mci te´to pra´ce byla knihovna MDSTk doplneˇna o ko´d pro pra´ci s LBP a dalsˇı´
potrˇebne´ na´stroje. Na´sledneˇ byly vytvorˇeny moduly umozˇnˇujı´cı´ klasifikaci a segmentaci
obrazu na za´kladeˇ textur (viz da´le).
Prˇehled implementovany´ch modulu˚ a jejich parametru˚ je v dotatku B.
5.1.2 Knihovna FANN
FANN [5] (Fast Artificial Neural Network Library) je open source knihovna, ktera´ v jazyce C
implementuje umeˇle´ neuronove´ sı´teˇ s ru˚znou topologiı´ a obsahuje i na´stroje pro pra´ci
s prˇı´slusˇny´mi daty. Tato knihovna byla zvolena z du˚vodu prˇı´znive´ rychlosti a jednodu-
chosti pouzˇitı´.
Datove´ soubory generovane´ jednotlivy´mi moduly (naprˇ. data pro tre´nink neuronove´
sı´teˇ nebo soubory obsahujı´cı´ natre´novanou neuronovou sı´t’) jsou pra´veˇ ve forma´tu kni-
hovny FANN.
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5.2 Implementace jednotlivy´ch cˇa´stı´ detektoru textur
5.2.1 Vy´pocˇet a extrakce LBP
Toolkit MDSTk poskytuje na´stroje pro manipulaci s obrazem a prˇı´stup k jednotlivy´m obra-
zovy´m bodu˚m. Za pomocı´ teˇchto funkcı´ jsou implementova´ny funkce pro vy´pocˇet neˇkolika
variant LBP, prˇicˇemzˇ u vsˇech lze libovolneˇ volit hodnoty pocˇtu vzorku˚ P a polomeˇru R.
V ra´mci optimalizace rychlosti vy´pocˇtu je vhodne´ na za´kladeˇ vztahu 2.2 prˇedem
vypocˇı´tat relativnı´ sourˇadnice vsˇech okolnı´ch obrazovy´ch bodu˚ v za´vislosti na hodnota´ch
P a R (prˇi rˇa´doveˇ tisı´cı´ch azˇ milio´nech vy´pocˇtu˚ jednotlivy´ch LBP pro jeden obraz je cˇasoveˇ
na´rocˇne´ pro kazˇdy´ obrazovy´ bod pocˇı´tat 2P hodnot s vyuzˇitı´m goniometricky´ch funkcı´).
Pro P = 8 a R = 1 je vy´pocˇet relativnı´ch sourˇadnic da´le optimalizova´n prˇı´mo na body
v 8-mi okolı´ strˇedove´ho bodu.
Implementova´ny jsou za´kladnı´ verze LBPP,R, rotacˇneˇ invariantnı´ LBPriP,R, uniformnı´
LBPu2P,R a rotacˇneˇ invariantnı´ uniformnı´ LBP
riu2
P,R . Vsˇechny tyto verze jsou implementova´ny
tak, zˇe je nejprve pro kazˇdy´ obrazovy´ bod vypocˇten za´kladnı´ LBPP,R ko´d a hodnota z neˇj
zı´skana´ je za pomoci vyhleda´vacı´ tabulky mapova´na na zvolenou variantu LBP. Vyh-
leda´vacı´ tabulka je zvolena opeˇt z du˚vodu optimalizace rychlosti vy´pocˇtu, nebot’ rozsˇı´rˇene´
varianty LBP popsane´ v kapitola´ch 2.4.3, 2.4.4 a 2.4.5 jsou pomeˇrneˇ vy´razneˇ vy´pocˇetneˇ
na´rocˇneˇjsˇı´ nezˇ za´kladnı´ varianta.
Z principu LBP vyply´va´, zˇe pro body, ktere´ jsou okraji obrazu blı´zˇe nezˇ R obrazovy´ch
bodu˚, nelze LBP vypocˇı´tat, jelikozˇ k takovy´m bodu˚m nelze zı´skat kompletnı´ okolı´.
Hodnoty LBP zı´skane´ z dane´ho obrazu jsou ukla´da´ny do histogramu, jehozˇ velikost
(pocˇet sloupcu˚) za´visı´ na zvolene´m zpu˚sobu mapova´nı´. Tento histogram je pak prˇed
pouzˇitı´m pro klasifikaci normalizova´n dle vztahu 2.18.
5.2.2 Neparametricka´ klasifikace
Byly implementova´ny vsˇechny zpu˚soby neparametricke´ klasifikace textur popsane´ v kapi-
tole 4.1.1. Zvla´sˇtnı´ modul umozˇnˇuje porovnat dvojici obrazu˚ pomocı´ zvolene´ho typu a
mapova´nı´ LBP. Vsˇechny porovna´vane´ histogramy jsou vzˇdy normalizova´ny.
5.2.3 Klasifikace pomocı´ umeˇle´ neuronove´ sı´teˇ
Pro implementaci umeˇle´ neuronove´ sı´teˇ bylo vyuzˇito na´stroju˚ z knihovny FANN, prˇicˇemzˇ
sı´t’ vyuzˇı´va´ architekturu s kaska´dovity´m ucˇenı´m popsanou v kapitole 3.2. Pro proble´m
analy´zy textur s vyuzˇitı´m LBP se tato architektura uka´zala ve srovna´nı´ s klasickou topologiı´
jako rˇa´doveˇ rychlejsˇı´.
Jako krite´ria pro ukoncˇenı´ ucˇenı´ lze zvolit maxima´lnı´ pocˇet neuronu˚ v sı´ti a pozˇadovanou
chybu. Nastavenı´ ostatnı´ch parametru˚ (maxima´lnı´ pocˇet epoch stagnace v ru˚zny´ch fa´zı´ch
ucˇenı´ atd.) na vy´chozı´ hodnoty poskytovane´ knihovnou FANN se uka´zalo jako vyhovujı´cı´.
Vhodnou aktivacˇnı´ funkcı´ se pro skryte´ i vy´stupnı´ neurony je hyperbolicky´ tangens
(3.1) s vy´chozı´ strmostı´. Prˇi klasifikaci prˇı´kladu˚ ucˇitelem ve fa´zi ucˇenı´ by tedy meˇly by´t





V te´to kapitole budou prˇedstaveny zvolene´ parametry detektoru a na´sledneˇ vy´sledky
pra´ce detektoru textur na umeˇly´ch i rea´lny´ch obrazovy´ch datech.
6.1 Extrakce texturnı´ch prˇı´znaku˚
(a) (b) (c) (d)
(e) (f) (g) (h)
Obra´zek 6.1: Ru˚zne´ textury pouzˇite´ v testech extrakce texturnı´ch prˇı´znaku˚ a neparametricke´ klasi-
fikace.
Na obra´zku 6.2 jsou LBPriu28,1 histogramy prˇı´slusˇne´ textura´m z obra´zku 6.1. I na za´kladeˇ
vizua´lnı´ho porovna´nı´ histogramu˚ lze rˇı´ci, zˇe naprˇ. textury na obra´zcı´ch 6.1(c) a 6.1(d)
jsou si podobneˇjsˇı´ nezˇ textury na obra´zcı´ch 6.1(g) a 6.1(h). LBP histogram sa´m o sobeˇ
ma´ tedy pomeˇrneˇ velkou vypovı´dacı´ hodnotu. Exaktnı´ srovna´nı´ textur na za´kladeˇ teˇchto
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(a) (b) (c) (d)
(e) (f) (g) (h)
Obra´zek 6.2: Normalizovane´ histogramy LBPriu28,1 pro prˇı´slusˇne´ prˇı´klady textur z obra´zku 6.1.
histogramu˚ nabı´zı´ na´sledujı´cı´ kapitola.
6.2 Neparametricka´ klasifikace
Na´sleduje uka´zka prakticky´ch vy´sledku˚ pro textury z obra´zku 6.1. Textury na obra´zcı´ch
6.1(a) a 6.1(b), resp. 6.1(c) a 6.1(d) jsou vizua´lneˇ podobne´, ostatnı´ dvojice uzˇ ne. Tuto
skutecˇnost by meˇly experimenta´lnı´ vy´sledky reflektovat.
6.1(a) 6.1(c) 6.1(e) 6.1(f)
6.1(b) 0.008 0.009 0.033 0.057
6.1(d) 0.016 0.002 0.017 0.041
6.1(g) 0.024 0.012 0.022 0.045
6.1(h) 0.065 0.058 0.019 0.017
Tabulka 6.1: Neparametricka´ klasifikace – porovna´nı´ dvojic textur z obra´zku 6.1. Vy´sledky pro
statisticky´ test χ2 a opera´tor LBPriu28, 1.0.
Tabulky 6.1, 6.2 a 6.3 obsahujı´ vy´sledky porovna´nı´ vsˇech dvojic textur z obra´zku 6.1
pomocı´ vsˇech statisticky´ch testu˚ z kapitoly 4.1.1. Texturnı´m opera´torem byl v tomto prˇı´padeˇ
LBPriu28, 1.0.
Ve vy´sledcı´ch si mu˚zˇeme povsˇimnout neˇkolika jevu˚: Rozptyl hodnot χ2 je nejveˇtsˇı´ ze
vsˇech implementovany´ch metod, cozˇ cˇinı´ tento statisticky´ test nejvı´ce “citlivy´m”. Vsˇechny
statisticke´ testy navı´c spra´vneˇ vykazujı´ shodnost dvou vy´sˇe uvedeny´ch dvojic textur. Na
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6.1(a) 6.1(c) 6.1(e) 6.1(f)
6.1(b) 0.96 0.95 0.89 0.86
6.1(d) 0.92 0.97 0.92 0.87
6.1(g) 0.92 0.94 0.92 0.89
6.1(h) 0.84 0.84 0.92 0.93
Tabulka 6.2: Neparametricka´ klasifikace – porovna´nı´ dvojic textur z obra´zku 6.1. Vy´sledky pro
statisticky´ test H a opera´tor LBPriu28, 1.0.
6.1(a) 6.1(c) 6.1(e) 6.1(f)
6.1(b) 0.96 0.97 0.97 0.99
6.1(d) 0.97 0.96 0.97 0.96
6.1(g) 0.97 0.97 0.97 0.96
6.1(h) 0.98 0.99 0.97 0.95
Tabulka 6.3: Neparametricka´ klasifikace – porovna´nı´ dvojic textur z obra´zku 6.1. Vy´sledky pro
statisticky´ test L a opera´tor LBPriu28, 1.0.
druhou stranu, vsˇechny testy oznacˇı´ dvojici textur 6.1(b) a 6.1(c) jako podobnou, acˇkoliv
vizua´lneˇ tyto textury prˇı´lisˇ podobne´ nejsou. Vizua´lneˇ neprˇı´lisˇ shodne´ dvojice textur oznacˇı´
testy χ2 i H jako nepodobne´, ale test L v neˇkolika prˇı´padech na rozdı´l od ostatnı´ch selha´va´.
Z tohoto testu vyply´va´, zˇe pro neparametrickou klasifikaci jsou vhodne´ statisticke´
testy χ2, prˇı´padneˇ H. Tyto testy veˇtsˇinou spra´vneˇ identifikujı´ podobne´ textury, ovsˇem
v neˇktery´ch prˇı´padech jako podobne´ oznacˇı´ i vizua´lneˇ naprosto odlisˇne´ textury.
Na´sleduje porovna´nı´ neparametricke´ klasifikace pro ru˚zne´ LBP opera´tory. Tabulky 6.4,






6.1(a) × 6.1(b) 0.008 0.026 0.031
6.1(b) × 6.1(c) 0.009 0.012 0.010
6.1(f) × 6.1(g) 0.045 0.075 0.087
6.1(a) × 6.1(h) 0.065 0.029 0.020
Tabulka 6.4: Neparametricka´ klasifikace – porovna´nı´ vybrany´ch dvojic textur z obra´zku 6.1.
Vy´sledky pro statisticky´ test χ2 a ru˚zne´ parametry LBP opera´toru˚.
Lze pozorovat znacˇny´ vliv meˇrˇı´tka textury na porovna´nı´ textur. U nejperspektivneˇjsˇı´ho
testu (χ2) se projevuje nepravidelne´ kolı´sa´nı´ hodnot. Rozptyl hodnot se za´rovenˇ se zveˇtsˇujı´-
cı´m se pocˇtem vzorku˚ a polomeˇrem prohlubuje, avsˇak ne vzˇdy spra´vny´m smeˇrem (prvnı´
a poslednı´ prˇı´pad v tabulce). Veˇtsˇı´ polomeˇr a pocˇet vzorku˚ tedy v porovna´nı´m se za´kladnı´
variantou neprˇinesly za´sadnı´ zprˇesneˇnı´ vy´sledku˚, navı´c za´kladnı´ varianta je dı´ky mensˇı´mu







6.1(a) × 6.1(b) 0.96 0.92 0.93
6.1(b) × 6.1(c) 0.95 0.94 0.96
6.1(f) × 6.1(g) 0.89 0.87 0.87
6.1(a) × 6.1(h) 0.84 0.91 0.94
Tabulka 6.5: Neparametricka´ klasifikace – porovna´nı´ vybrany´ch dvojic textur z obra´zku 6.1.






6.1(a) × 6.1(b) 0.96 0.90 0.69
6.1(b) × 6.1(c) 0.97 0.95 0.75
6.1(f) × 6.1(g) 1.00 0.86 0.63
6.1(a) × 6.1(h) 0.98 0.88 0.71
Tabulka 6.6: Neparametricka´ klasifikace – porovna´nı´ vybrany´ch dvojic textur z obra´zku 6.1.
Vy´sledky pro statisticky´ test L a ru˚zne´ parametry LBP opera´toru˚.
6.3 Klasifikace pomocı´ umeˇle´ neuronove´ sı´teˇ
6.3.1 Volba LBP opera´toru
Zvoleny´m LBP opera´torem je varianta LBPriu28,1 . Vhodnou velikostı´ okna je pro tuto variantu
32 obrazovy´ch bodu˚. Prˇi te´to velikosti jizˇ nehrozı´ nebezpecˇı´ male´ho (zkreslujı´cı´ho) pocˇtu
vzorku˚ a za´rovenˇ je tato velikost jesˇteˇ prˇijatelneˇ mala´ v pomeˇru k velikosti rozpozna´vany´ch
objektu˚ v dane´m meˇrˇı´tku.
6.3.2 Vlastnosti a objem tre´novacı´ch dat
Experimenta´lneˇ bylo zjisˇteˇno, zˇe vhodny´ pocˇet tre´novacı´ch dat (tj. jednotlivy´ch oken) pro
kazˇdy´ typ rozpozna´vany´ch objektu˚ je (s ohledem na dobu ucˇenı´, velikost sı´teˇ a u´speˇsˇnost
detekce) v rˇa´du jednotek tisı´cu˚. Umeˇla´ neuronova´ sı´t’ pak dosahuje velikosti rˇa´doveˇ stovek
neuronu˚ (vzhledem k pouzˇite´ architekturˇe sı´teˇ je v kazˇde´ skryte´ vrstveˇ pra´veˇ jeden neu-
ron) a dosazˇena´ chyba se pohybuje v rˇa´dech mensˇı´ch nezˇ 0.0001, anizˇ by se projevilo
prˇetre´nova´nı´ sı´teˇ. Pocˇet tre´novacı´ch epoch je v rˇa´dech desı´tek tisı´c a maxima´lnı´ pocˇet
epoch stagnace ucˇenı´ je vy´chozı´ hodnota poskytovana´ knihovnou FANN, tj. 12.
Bylo pozorova´no, zˇe du˚raz na obsazˇnost tre´novacı´ch dat (tj. zahrnutı´ pokud mozˇno
co nejvı´ce ru˚znorody´ch prˇı´kladu˚ textur) je v tomto prˇı´padeˇ du˚lezˇiteˇjsˇı´ nezˇ snaha o mini-
malizaci chyby nebo dosazˇenı´ urcˇite´ velikosti sı´teˇ – jiny´mi slovy, nejlepsˇı´m zpu˚sobem, jak
zvy´sˇit u´speˇsˇnost detektoru textur, je pokrytı´ co nejveˇtsˇı´ variability textur v tre´novacı´ch
datech, jelikozˇ ru˚znorodost klasifikovany´ch obrazovy´ch dat je znacˇna´.
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6.4 Vy´stupy detektoru textur
V te´to kapitole budou prezentova´ny vy´sledky pra´ce detektoru textur na konkre´tnı´ch obra-
zovy´ch datech.
6.4.1 Klasifikace
Na´sleduje uka´zka klasifikace provedena´ pomocı´ umeˇle´ neuronove´ sı´teˇ s parametry pop-
sany´mi v prˇedcha´zejı´cı´ kapitole. Jelikozˇ pro klasifikaci n typu˚ objektu˚ ma´me n neuronovy´ch
sı´tı´, v te´to kapitole budeme prezentovat jejich vy´stupy zvla´sˇt’ a na´sledujı´cı´ kapitola se bude
veˇnovat spojenı´ teˇchto vy´stupu˚ a fina´lnı´ segmentaci letecke´ho snı´mku podle textur.
Za´sadnı´ ota´zkou prˇi klasifikaci je volba velikosti oken a jejich prˇekryvu (viz kapi-
tolu 4.2). Volba okna by meˇla prˇiblizˇneˇ korespondovat s velikostı´ okna pouzˇite´ho prˇi
extrakci tre´novacı´ch dat (aby nedocha´zelo ke zkreslenı´ vlivem prˇı´lisˇ rozdı´lny´ch pocˇtu˚
vzorku˚ v LBP histogramech), ovsˇem prˇekryv oken za´sadneˇ ovlivnˇuje vy´sledne´ “rozlisˇenı´”
klasifikovane´ho obrazu (a na druhou stranu take´ dobu vy´pocˇtu).
Test klasifikace na umeˇle´m obrazu
Klasifikaci otestujeme nejprve na umeˇle´m obrazu, tj. obrazu sestavene´m v graficke´m
editoru z textur tak, zˇe zna´me jejich hranice, a mu˚zˇeme je tedy prˇesneˇ konfrontovat
s vy´sledkem klasifikace.
(a) (b)
Obra´zek 6.3: Umeˇle vytvorˇeny´ testovacı´ obraz a hranice textur v neˇm.
Velikost prˇekryvu oken je v te´to pra´ci “volna´ promeˇnna´”, jelikozˇ nenı´ zada´n prˇı´mo u´cˇel
detekce objektu˚ na letecky´ch snı´mcı´ch (jine´ rozlisˇenı´ vyzˇaduje proste´ zjisˇteˇnı´ prˇı´tomnosti
neˇjake´ho objektu na snı´mku a jine´ naprˇ. segmentace za u´cˇelem vytvorˇenı´ mapy). Proto
bude pro kazˇdy´ obraz vzˇdy prezentova´no neˇkolik vy´sledku˚ klasifikace s meˇnı´cı´ se velikostı´
prˇekryvu oken.
Jak bylo popsa´no v kapitole 4.3.3, vy´stupem kazˇde´ho klasifika´toru je obraz, v neˇmzˇ
body svojı´ intenzitou vyjadrˇujı´ svoji klasifikaci (bod s minima´lnı´ intenzitou, tj. cˇerny´,
znamena´, zˇe textura v tomto bodeˇ vu˚bec neodpovı´da´ texturˇe z tre´novacı´ch dat, pro bı´lou
naopak). Jelikozˇ prakticke´ vy´stupy z klasifika´toru˚ jsou v nezpracovane´ podobeˇ vizua´lneˇ
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neprˇı´lisˇ vypovı´dajı´cı´ (hlavneˇ prˇi male´m prˇekryvu oken), jsou klasifikovane´ obrazy pro
veˇtsˇı´ na´zornost obarveny´ pomocı´ prostrˇedku˚ toolkitu MDSTk1.
Na obra´zku 6.4 je klasifikace umeˇle´ho testovacı´ho obrazu pro vsˇechny trˇi typy rozpozna´-
vany´ch objektu˚ s ru˚zny´mi velikostmi prˇekryvu oken. Vidı´me, zˇe hranice textur prˇiblizˇneˇ
odpovı´dajı´, pro male´ hodnoty prˇekryvu oken jsou hranice prˇesneˇjsˇı´. Je ovsˇem vhodneˇjsˇı´
klasifikovane´ obrazy pouzˇı´t jako mezistupenˇ v segmentaci, nezˇ samostatneˇ – v takove´m
prˇı´padeˇ by bylo lepsˇı´ klasifikovany´ obraz prahovat, abychom dostali jasneˇjsˇı´ vy´sledek.
6.4.2 Segmentace
Du˚lezˇitou volbou je nastavenı´ prahu segmentace, ktery´ urcˇuje, jak velky´ musı´ by´t vza´jemny´
rozdı´l mezi jednotlivy´mi klasifikovany´mi obrazovy´mi body, ktery´m chceme prˇirˇadit neˇjaky´
segment obrazu. Pomocı´ nastavenı´ prahu2 mu˚zˇeme urcˇovat mı´ru (ne)jistoty segmentace –
pokud pouzˇijeme maly´ pra´h, stacˇı´ relativneˇ male´ rozdı´ly k tomu, aby byl segment prˇirˇazen.
Tak zı´ska´me obraz s relativneˇ maly´m pocˇtem obrazovy´ch bodu˚ v segmentu oznacˇene´m
jako “nejasny´” – na druhou stranu, neˇktere´ body mohou by´t segmentova´ny nespra´vneˇ. Pro
velky´ pra´h je situace opacˇna´.
Prˇirozeneˇ by se meˇly body oznacˇene´ jako “nejasne´” vyskytovat hlavneˇ v mı´stech
prˇechodu textur nebo na jejich hranicı´ch. Velke´ oblasti takovy´ch bodu˚ na jiny´ch mı´stech prˇi
beˇzˇne´m (tj. nijak extre´mnı´m) nastavenı´ prahu znamenajı´, zˇe na takovy´ch mı´stech selha´va´
klasifikace – jinak rˇecˇeno, v takovy´ch mı´stech je vı´ce druhu˚ textur klasifikova´no s prˇiblizˇneˇ
stejnou silou, cozˇ nenı´ zˇa´doucı´. Vhodny´m rˇesˇenı´m takove´ situace je zlepsˇenı´ fungova´nı´
klasifika´toru˚, nejle´pe pomocı´ prˇida´nı´ problematicky´ch textur do sady tre´novacı´ch dat a
nove´ho tre´nova´nı´ sı´teˇ.
Test segmentace na umeˇle´m obrazu
Ve cˇtvrte´m sloupci obra´zku 6.4 je zobrazena fina´lnı´ segmentace testovacı´ho obra´zku 6.3(a).
Pra´h je nastaven na hodnotu 256, ktera´ odpovı´da´ 116 celkove´ho rozsahu intenzity obra-
zovy´ch bodu˚.
Vidı´me, zˇe segmentovany´ obraz relativneˇ dobrˇe odpovı´da´ skutecˇny´m hranicı´m tex-
tur z obra´zku 6.3(b), prˇicˇemzˇ vy´sledek segmentace se prˇirozeneˇ zlepsˇuje se zmensˇujı´cı´
se velikostı´ prˇekryvu okna. V prvnı´ch dvou rˇa´dcı´ch se objevuje pomeˇrneˇ velky´ pocˇet
chybneˇ segmentovany´ch regionu˚ – rˇesˇenı´m je prˇirozene´ zjemneˇnı´ segmentace tak, jak je
videˇt v dalsˇı´ch rˇa´dcı´ch vy´sledku˚.
Obrazove´ body na´lezˇejı´cı´ do “nejasne´ho” segmentu pozorujeme v drtive´ veˇtsˇineˇ na
hranicı´ch segmentovany´ch oblastı´, cozˇ je spra´vne´ chova´nı´. Segmentace je vı´ce chybova´
hlavneˇ na okrajı´ch obra´zku, cozˇ je ale u pouzˇite´ metody norma´lnı´ jednak z du˚vodu prin-
cipu fungova´nı´ texturnı´ho opera´toru (viz kapitolu 5.2.1) a jednak proto, zˇe na okrajı´ch
obra´zku nenı´ pro jeden obrazovy´ bod tolik prˇekry´vajı´cı´ch se oken, jako “uvnitrˇ” obrazu.
Ve zvolene´m rˇesˇenı´ jsou okrajove´ cˇa´sti obra´zku, ktere´ tedy z principu nemohou by´t prˇesneˇ
segmentova´ny, vzˇdy ponecha´ny.
1Nutno podotknout, zˇe toto kolorova´nı´ do obrazu nezana´sˇı´ zˇa´dnou novou informaci, ale slouzˇı´ pouze
k vizua´lnı´mu zvy´razneˇnı´.
2Pra´h se zada´va´ jako minima´lnı´ pozˇadovany´ rozdı´l intenzit klasifikovany´ch obrazovy´ch bodu˚ (absolutneˇ).
V implementovane´m programu je intenzita obrazove´ho bodu cele´ cˇı´slo v rozsahu 〈0, 4096).
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Segmentace rea´lny´ch obrazu˚
V te´to kapitole budou prezentova´ny prakticke´ vy´sledky segmentace obrazu na rea´lny´ch
obrazovy´ch datech. Je zobrazen je vzˇdy pu˚vodnı´ obraz (vlevo) a pu˚vodnı´ obraz prˇekryty´
polopru˚hledny´m segmentovany´m obrazem (vpravo) kvu˚li snazsˇı´mu porovna´nı´. Modra´
barva znacˇı´ segment za´stavby, cˇervena´ zemeˇdeˇlske´ plochy a zelena´ lesnı´ porosty. Cˇerna´,
ktera´ se objevuje sporadicky, znamena´, zˇe pro dane´ obrazove´ body nebylo mozˇne´ jed-
noznacˇneˇ rozhodnout, do ktere´ho segmentu patrˇı´.
Klasifikace a segmentace je provedena se stejny´m nastavenı´m jako prˇi testu na umeˇle´m
obrazu v prˇedchozı´ kapitole. Vzda´lenost prˇekryvu oken je rovna dveˇma obrazovy´m
bodu˚m.
Uka´zka segmentace rea´lne´ho obrazu je na obra´zku 6.5, dalsˇı´ se nacha´zı´ v dodatku
A. Vidı´me, zˇe detekce za´stavby je v drtive´ veˇtsˇineˇ prˇı´padu˚ u´speˇsˇna´. Na obra´zku A.3(b)
byla jako za´stavba klasifikova´na i oblast obsahujı´cı´ dopravnı´ komunikaci – ovsˇem to je
v porˇa´dku, jelikozˇ dopravnı´ infrastruktura nenı´ samostatneˇ rozpozna´va´na a v tre´novacı´ch
datech je zahrnuta pra´veˇ v za´stavbeˇ. Oblast s rˇı´dkou za´stavbou mu˚zˇe by´t take´ obcˇas
klasifikova´na jako les.
Je videˇt, zˇe odlisˇenı´ lesnı´ch porostu˚ a zemeˇdeˇlsky´ch ploch je problematicke´ zejme´na
tam, kde textura neobsahuje zˇa´dnou “kresbu”. Naopak tam, kde majı´ zejme´na zemeˇdeˇlske´
plochy texturu vy´razneˇjsˇı´ (naprˇ. na obra´zku 6.5(b)), detekce funguje dobrˇe. Na u´speˇsˇnost
rozpozna´nı´ ma´ take´ vliv velikost rozpozna´vany´ch objektu˚ vzhledem k velikosti okna
(konkre´tneˇ naprˇı´klad meze nebo remı´zky jsou ve veˇtsˇineˇ prˇı´kazu˚ zanedba´ny).
Celkoveˇ detekce funguje velmi dobrˇe tam, kde se v obrazu nale´za´ dostatecˇneˇ zrˇetelna´
(ale nikoliv z hlediska kontrastu, ale spı´sˇe z hlediska prˇı´tomnosti jiste´ struktury) tex-
tura. “Pra´zdnou” texturu mu˚zˇeme z principu zarˇadit do tre´novacı´ch dat pouze pro jednu
skupinu rozpozna´vany´ch objektu˚, cozˇ pak vede k popisovany´m za´meˇna´m.
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Obra´zek 6.4: Klasifikace a segmentace umeˇle´ho testovacı´ho obrazu z obra´zku 6.3. V prvnı´ch
trˇech sloupcı´ch jsou klasifikace obrazu postupneˇ pro lesnı´ porosty, zemeˇdeˇlske´ plochy a za´stavbu,
v poslednı´m sloupci je vy´sledny´ segmentovany´ obraz. Velikost oken je ve vsˇech prˇı´padech 32 obra-
zovy´ch bodu˚ a jejich prˇekryv je postupneˇ shora dolu˚ 32, 16, 8, 4 a 2 obrazove´ body.
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(a) (b)
Obra´zek 6.5: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace. Dalsˇı´ vy´sledky segmentace jsou




Cı´lem te´to pra´ce bylo prozkoumat zpu˚soby klasifikace textur a za pomoci vybrane´ metody
implementovat detektor textur, ktery´ bude slouzˇit k detekci objektu˚ na letecky´ch snı´mcı´ch.
Tento cı´l se podarˇilo splnit. Teˇzˇisˇteˇ pra´ce je v oblasti pocˇı´tacˇove´ho videˇnı´, prˇicˇemzˇ prob-
lematika klasifikace textur ma´ teoreticke´ vy´chodisko v metoda´ch umeˇle´ inteligence.
Pro extrakci texturnı´ch prˇı´znaku˚ byla zvolena metoda Local binary patterns a neˇktere´
jejı´ modifikace, ktere´ lze na za´kladeˇ prakticky´ch vy´sledku˚ hodnotit jako velmi perspek-
tivnı´. Da´le byly prezentova´ny dva zpu˚soby klasifikace textur. Prˇı´stup zalozˇeny´ na nepara-
metricke´ klasifikaci je vy´pocˇetneˇ pomeˇrneˇ nena´rocˇny´, i kdyzˇ ne zcela robustnı´. Velkou
vy´hodou ovsˇem v tomto prˇı´padeˇ je, zˇe prˇed vlastnı´m porovna´nı´m nenı´ trˇeba mı´t zˇa´dne´
informace – proto se tento zpu˚sob hodı´ zejme´na pro orientacˇnı´ porovna´va´nı´ textur.
Druhy´m zpu˚sobem je klasifikace pomocı´ umeˇle´ neuronove´ sı´teˇ. Tato metoda se ukazuje
jako velmi robustnı´, i kdyzˇ jejı´ u´speˇsˇnost prˇı´mo za´visı´ na tre´novacı´ch datech a parametrech
sı´teˇ, ktere´ je ne vzˇdy snadne´ zvolit optima´lneˇ. Pro klasifikaci kazˇde´ho typu objektu˚ je
pouzˇita jedna neuronova´ sı´t’.
Detektor textur byl implementova´n v jazyce C++ za pomoci toolkitu MDSTk. Byla
vytvorˇena rˇada modulu˚, jejichzˇ spojova´nı´m lze vytvorˇit slozˇiteˇjsˇı´ syste´m. Kromeˇ toho byly
do knihovny MDSTk prˇida´ny (prˇı´slusˇneˇ dokumentovane´) trˇı´dy a funkce pro pra´ci s LBP,
ktere´ lze v ra´mci toolkitu da´le vyuzˇı´t.
Nakonec byly zvoleny rozpozna´vane´ typy objektu˚ a byly prezentova´ny prakticke´
vy´sledky segmentace. Acˇkoliv segmentace nenı´ absolutneˇ prˇesna´ (a vzhledem k te´meˇrˇ
neomezene´ diverziteˇ textur vyskytujı´cı´ch se v rea´lu ani absolutneˇ prˇesna´ by´t nemu˚zˇe),
jsou dosazˇene´ vy´sledky vı´ce nezˇ uspokojive´, zvla´sˇteˇ kdyzˇ uva´zˇı´me relativnı´ nena´rocˇnost
metody.
Mozˇny´ch rozsˇı´rˇenı´ te´to pra´ce je cela´ rˇada – samozrˇejmeˇ lze snadno zmeˇnit specializaci
detektoru na jine´ textury (pomocı´ zmeˇny tre´novacı´ch dat) a stejneˇ jednodusˇe lze i meˇnit
pocˇet rozpozna´vany´ch objektu˚ s ohledem na segmentaci (to vsˇe na uzˇivatelske´ u´rovni).
Co se ty´cˇe programove´ cˇa´sti pra´ce, zajı´mavou oblastı´ pro dalsˇı´ zkouma´nı´ jsou modifikace
LBP, ktery´ch je cela´ rˇada a ktere´ majı´ velmi zajı´mave´ vlastnosti. Dalsˇı´m te´matem k rozsˇı´rˇenı´
pra´ce je vlastnı´ zpu˚sob klasifikace textur na za´kladeˇ texturnı´ch prˇı´znaku˚.
Celkoveˇ lze rˇı´ci, zˇe pozˇadavky zada´nı´ bakala´rˇske´ pra´ce se podarˇilo splnit u´speˇsˇneˇ.
Vy´sledky produkovane´ implementovany´m detektorem textur jsou i prˇes drobne´ nedostatky
dobre´, prˇicˇemzˇ existuje hned neˇkolik cest, jak detektor da´le vylepsˇit. Vedlejsˇı´m (ale niko-
liv zanedbatelny´m) efektem te´to pra´ce je navı´c rozsˇı´rˇenı´ funkcˇnosti toolkitu MDSTk






Obra´zek A.1: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace.
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(a) (b)
Obra´zek A.2: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace.
(a) (b)
Obra´zek A.3: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace.
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(a) (b)
Obra´zek A.4: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace.
(a) (b)
Obra´zek A.5: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace.
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(a) (b)
Obra´zek A.6: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace.
(a) (b)
Obra´zek A.7: Rea´lny´ testovacı´ obraz a vy´sledek jeho segmentace.
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Dodatek B
Prˇı´rucˇka uzˇivatele pro noveˇ
implementovane´ moduly
Jelikozˇ vsˇechny noveˇ implementovane´ moduly jsou soucˇa´stı´ toolkitu MDSTk, jejich in-
stalace a zpu˚sob pouzˇitı´ jsou shodne´ s ostatnı´mi moduly toolkitu a lze je tedy nale´zt
v dokumentaci MDSTk. Zde bude pouze strucˇneˇ popsa´n na´zev, u´cˇel a parametry kazˇde´ho
nove´ho modulu.
mdsSliceLBPHistogram
Vstup: Obraz MDSTk typu slice.
Vy´stup: LBP histogram vstupnı´ho obrazu dle parametru˚ modulu.




riu2 Rotacˇneˇ-invariantnı´ uniformnı´ (2) LBP (vy´chozı´).
[-s] Pocˇet bodu˚ v okolı´ strˇedove´ho obrazove´ho bodu (hodnota P).
Vy´chozı´ hodnota: 8.
[-r] Vzda´lenost okolnı´ch bodu˚ od strˇedove´ho obrazove´ho bodu
(hodnota R). Vy´chozı´ hodnota: 1.0
[-p] Forma´tova´nı´ vy´stupnı´ho histogramu. Mozˇne´ hodnoty:
g Pseudograficke´ (sloupce kresleny pomocı´ ASCII znaku˚).
Vy´chozı´.
c Index sloupce a jeho hodnota ve forma´tu CSV.
mdsSliceLBPCompare
Vstup: Dva obrazy MDSTk typu slice.
Vy´stup: Cˇı´selna´ hodnota vyjadrˇujı´cı´ podobnost zadany´ch obrazu˚ na za´kladeˇ
jejich textury. Vyuzˇı´va´ neparametricke´ metody klasifikace.
Parametry: [-m] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-s] Stejne´ jako u modulu mdsSliceLBPHistogram.
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[-r] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-c] Metoda klasifikace. Mozˇne´ hodnoty:
chi Metoda χ2. Nejprˇesneˇjsˇı´ (vy´chozı´).
intersct Pru˚nik histogramu˚.
gstat G-statistic.
all Vsˇechny prˇedchozı´ metody s popisem.
mdsSliceLBPExtract
Vstup: Obraz MDSTk typu slice.
Vy´stup: Novy´ (nebo modifikovany´ sta´vajı´cı´) datovy´ soubor FANN obsahujı´cı´
tre´novacı´ data pro umeˇlou neuronovou sı´t’ extrahovana´ ze zadane´ho souboru.
Parametry: -f Soubor, do ktere´ho se budou ukla´dat tre´novacı´ data.
-c Klasifikace vstupnı´ho souboru uzˇivatelem pro ucˇenı´ umeˇle´
neuronove´ sı´teˇ (vy´chozı´: 1.0).
[-m] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-s] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-r] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-d] Pokud je zada´no a soubor se jme´nem zadany´m pomocı´ parametru
-f jizˇ existuje, jeho obsah bude prˇepsa´n (v opacˇne´m prˇı´padeˇ
se nova´ data prˇidajı´ na jeho konec).
[-w] Pokud je zada´no, jsou ze vstupnı´ho obrazu na´hodneˇ generova´na
cˇtvercova´ okna a kazˇde´ je zpracova´no jako samostatny´ obraz.
Hodnota parametru je sˇı´rˇka takto generovany´ch oken.
[-n] Pocˇet na´hodneˇ generovany´ch oken (vy´chozı´: 16).




Parametry: -t Soubor s tre´novacı´mi daty pro umeˇlou neuronovou sı´t’.
[-e] Pozˇadovana´ chyba ucˇenı´. Vy´chozı´: 0.001.
[-m] Maxima´lnı´ pocˇet neuronu˚ v sı´ti. Vy´chozı´: 500.
[-b] Pocˇet prˇidany´ch neuronu˚ mezi po sobeˇ na´sledujı´cı´mi vy´pisy.
Vy´chozı´: 1000.
mdsSliceLBPANNClassify
Vstup: Obraz MDSTk typu slice.
Vy´stup: Obraz MDSTk typu slice, ve ktere´m body svojı´
intenzitou vyjadrˇujı´ svoji klasifikaci podle neuronove´ sı´teˇ.
Parametry: -f Soubor obsahujı´cı´ natre´novanou neuronovou sı´t’.
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[-m] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-s] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-r] Stejne´ jako u modulu mdsSliceLBPHistogram.
[-w] Velikost oken, ktere´ se klasifikujı´ zvla´sˇt’ (jako jeden region).
Vy´chozı´: 64 obrazovy´ch bodu˚.
[-p] Prˇekryv oken. Vy´chozı´: 64 obrazovy´ch bodu˚.
mdsSliceLBPSegment
Vstup: Alesponˇ 2 obrazy MDSTk typu slice, kazˇdy´ klasifikovany´ pro jeden
typ objektu˚.
Vy´stup: Obraz MDSTk typu slice segmentovany´ na za´kladeˇ vstupnı´ch obrazu˚.
Parametry: [-t] Pra´h segmentace. Pokud se intenzita obrazovy´ch bodu˚ na
odpovı´dajı´cı´ch sourˇadnicı´ch nelisˇı´ alesponˇ o pra´h, je segment
oznacˇen jako neurcˇity´. Vy´chozı´: 512.
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