On the Hilbert series of polarised orbifolds by Selig, Michael N.
University of Warwick institutional repository: http://go.warwick.ac.uk/wrap
A Thesis Submitted for the Degree of PhD at the University of Warwick
http://go.warwick.ac.uk/wrap/77578
This thesis is made available online and is protected by original copyright.
Please scroll down to view the document itself.
Please refer to the repository record for this item for information to help you to
cite it. Our policy information is available from the repository home page.
M
A
E
G
NS
I
T A T
MOLEM
UN IVERSITAS
  WARWI
CE
NS
IS
On the Hilbert Series of Polarised Orbifolds
by
Michael Nicolas Selig
Thesis
Submitted to the University of Warwick
for the degree of
Doctor of Philosophy
Department of Mathematics
June 2015
Contents
Acknowledgments iii
Declarations v
Abstract vi
Chapter 1 Introduction and preliminaries 1
1.1 Introduction, motivation and history . . . . . . . . . . . . . . . . . . 1
1.2 Basic concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Weighted projective space . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Cyclic quotient singularities . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 The Hilbert syzygies theorem . . . . . . . . . . . . . . . . . . . . . . 14
Chapter 2 The isolated singularity case 18
2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Main result and proof . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Examples and applications . . . . . . . . . . . . . . . . . . . . . . . . 32
Chapter 3 Generalising the formula to arbitrary rational functions 44
3.1 Definitions, examples and observations in the curve orbifold locus case 44
3.2 The “isolated” case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 The curve locus case . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Generalisations of the “curve” locus case . . . . . . . . . . . . . . . . 60
Chapter 4 The curve orbifold locus case revisited 70
4.1 Main theorem and examples . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 First parsing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3 Contributions from orbipoints . . . . . . . . . . . . . . . . . . . . . . 81
4.4 Contributions from orbicurves . . . . . . . . . . . . . . . . . . . . . . 82
4.5 End of proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
i
Chapter 5 Further problems and generalisations 94
5.1 Understanding the curve orbifold locus more completely . . . . . . . 94
5.2 Towards general results with arbitrary orbifold locus . . . . . . . . . 97
5.3 General formulae without the symmetric assumption . . . . . . . . . 102
Appendix A MAGMA code and functions 104
ii
Acknowledgments
First and foremost massive thanks are due to my supervisor Miles Reid for guidance,
support and help throughout the course of my PhD, especially when things (perhaps
inevitably) became difficult. His deep subject knowledge, ability to generate ideas
and sheer enthusiasm for the topic have all been invaluable, as has his ability to
navigate through the administrative loops when required.
I am also grateful to Gavin Brown for a number of useful discussions, and
Shengtian Zhou for sharing her insight in these areas. Throughout my time at War-
wick I have been fortunate enough to be backed by a team of colleagues and visiting
experts, and I would like to thank all of them for the assistance they provided.
My work at Warwick was supported by an EPSRC grant.
I was fortunate enough to be able to visit places as far away as Moscow, Seoul
and Shanghai in the course of my studies and would like to thank Yuri Prokhorov,
Yongnam Lee and Meng Chen for inviting me and making sure I was suitably looked
after. Thanks also must go to my friends Kuzma, Yongjoo and Yoonsuk for taking
time out of their busy lives to help me feel welcome and show me around.
My journey as a budding Mathematician started a long time before I arrived
at Warwick and I am indebted to everybody who has assisted me along the way,
including my old school teachers and friends, and lecturers, friends and colleagues
from Bath and Cambridge.
Thank you also to all the friends I have made at Warwick: my Maths col-
leagues including Sarah, Umar, Sohail, Eduardo, Seung-Jo, Taro, Andrew, Tom,
Enrico, Sara et al; those I have made through fencing – Ian, Alasdair, Domnhall,
Calum, Audoin, Lorenzo, Jon, Alex, Francine, Dan, Rob and Sierra amongst many
iii
others; and those from all other walks of life, too numerous to mention. Cricket has
also been a huge part of my life and I am hugely proud of what our team achieved
over the last few years, so you guys deserve my gratitude simply for being so much
fun.
I cannot put into words how lucky I am to have the most brilliantly supportive
family: my parents have been unwavering in their support, my grandparents have
provided me with a second home in London and showered me with love, affection
and food, whilst my two brothers Tom and Dan are absolutely everything one could
wish for. I am delighted that Sisi has joined our family and am now hoping for
nieces/nephews to corrupt shortly.
Last but very much not least my eternal thanks to my much better half
Caroline, who has put up with more than anybody should ever have to, and without
whose love and support I would simply have been unable to get through this.
iv
Declarations
Chapters 1 and 2 are exposition material following the available literature (especially
[Buckley, Reid, and Zhou, 2013]) with worked examples for practice. Chapter 4
builds on work done by Shengtian Zhou as written up in [Zhou, 2011]. Chapters 3
and 5 are completely my own and to the best of my knowledge original.
v
Abstract
We are interested in calculating the Hilbert series of a polarised orbifold
(X,D) (that is D is an ample divisor on an orbifold X). Indeed, its numerical
data is encoded in its Hilbert series, so that calculating this sometimes gives us
information about the ring, notably possible generators and relations, using the
Hilbert syzygies theorem. Vaguely, we have PX(t) =
Num
Denom where Num is given
by the relations and syzygies of R and Denom is given by the generators. Thus in
particular we hope that we can use the numerical data of the ring to deduce possible
explicit constructions.
A reasonable goal is therefore to calculate the Hilbert series of a polarised
(X,D); we write it in closed form, where each term corresponds to an orbifold
stratum, is Gorenstein symmetric and with integral numerator of “short support”.
The study of the Hilbert series where the singular locus has dimension at
most 1 leads to questions about more general rational functions of the form
N∏
(1− tai)
with N integral and symmetric. We prove various parsings in terms of the poles at
the µai ; each individual term is Gorenstein symmetric, with integral numerator of
“short support” and geometrically corresponds to some orbifold locus.
Chapters 1 and 2 are expository material: Chapter 1 is basic introductory material
whilst in Chapter 2 we explain the Hilbert series parsing in the isolated singular-
ity case, as solved in Buckley et al. [2013] and Zhou [2011] and go over worked
examples for practice. Chapter 3 uses the structure of the parsing in the isolated
case and the expected structure in the non-isolated case to discuss generalisations
to arbitrary rational functions with symmetry and poles only at certain roots of
unity. We prove some special cases. Chapter 4 discusses the Hilbert series parsing
in the curve orbifold locus case in a more geometrical setting. Chapter 5 discusses
further generalisations and issues. In particular we discuss how the strategies used
in Chapter 3 could work in a more general section, and the non symmetric case.
vi
Chapter 1
Introduction and preliminaries
In this Chapter we first discuss some motivation and history, then go on to intro-
duce all the necessary basic concepts and notation. We assume all varieties to be
projective and normal over C.
1.1 Introduction, motivation and history
We are interested in calculating the Hilbert series of a polarised orbifold (X,D)
with given invariants. The Hilbert series should depend only on the numerical data
of (X,D) such as the first few plurigenera, its basket of singularities, etc. and be
parsed in such a way that each term clearly corresponds to an orbifold stratum and
has numerator integral and symmetric. In other words we wish to pursue the “Ice
cream functions” viewpoint adopted in Zhou [2011] and Buckley et al. [2013]. Ice
cream functions have the same periodicity as the Dedekind sums introduced in Reid
[1985] but have integral and symmetric numerators and are easy to calculate.
Our motivation comes from explicit problems in birational geometry, namely the
construction and classification of 3-folds and 4-folds with given invariants and sin-
gularities. Indeed given a polarised orbifold (X,D), the graded ring
R(X,D) =
⊕
m≥0
H0(X,OX(mD))
gives an embedding of the variety X ∼= Proj(R(X,D)) into some weighted projec-
tive space. Finding generators and relations for the ring R(X,D) therefore gives a
possible construction for the variety X, and studying the Hilbert series of R(X,D)
is one way of finding generators and relations (via the Hilbert syzygies theorem as
1
stated in 1.5.1).
Embedding X into some weighted projective space works similarly to embedding
X into the usual Pn except that it will most often be singular and hence have
some pathologies. We restrict ourselves in particular to quasismooth and well-
formed orbifolds (see Section 1.3 for the relevant definitions). In practice moreover
all our calculations restrict themselves to canonical (and nearly always terminal)
singularities. Let us briefly here recally the definitions:
Definition 1.1.1. Let X be a normal variety and suppose the canonical class KX
is Q-Cartier (see Section 1.2 for the relevant definition). Then X is said to have
canonical (respectively terminal) singularities if for one (equivalently all) resolution
of singularities f : Y → X with exceptional locus ∪Ei we have
KY = f
∗(KX) +
∑
aiEi
with all ai ≥ 0 (respectively > 0).
This restriction is natural from the point of view of birational geometry and
in particular the minimal model program (MMP) where these types of singularities
occur naturally in the course of contracting KX -negative curves. More specifically,
terminal singularities occur in the terminal objects in MMP (namely either minimal
models or Mori fibre spaces), whilst canonical singularities occur in canonical models
(of varieties of general type). See original papers by Mori [1982], Kawamata et al.
[1987] or Matsuki [2013] for an excellent readable introduction to MMP; see Reid
[1980] for the reference paper on canonical 3-folds.
In fact this restriction to the canonical or terminal case drives some of the moti-
vation for our work. Indeed we note the following:
1. A surface is terminal if and only if it is smooth;
2. A surface is canonical if and only if it has Du Val singularities, namely a point
isomorphic to one of the following hypersurface singularities:
• An: w2 + x2 + yn+1 = 0 (n ≥ 1);
• Dn: w2 + y(x2 + yn−2 = 0 (n ≥ 4);
• E6: w2 + x3 + y4 = 0;
• E7: w2 + x(x2 + y3) = 0;
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• E8: w2 + x3 + y5 = 0.
3. Terminal singularities in dimension 3 are isolated (see for example Reid [1983]
or Mori et al. [1985] for criteria for 3-fold singularities to be terminal).
Moreover by Iano-Fletcher [2000] lemmata 9.2 and 9.3 the cyclic quotient canonical
surface singularities are just the An singularities, of type
1
n+1(1,−1), and the cyclic
quotient terminal 3-fold singularities are of type 1r (1,−1, a) for some a coprime to
r. However 3-folds with canonical singularities and 4-folds with terminal singular-
ities will usually have singular behaviour in dimension 1 (so not isolated) but no
higher (see Reid [1980], Mori et al. [1988] or Morrison and Stevens [1984]). Thus
any attempt to construct or classify such varieties needs to take into account such
behaviour.
On the other hand there is no reason a priori for our methods to restrict to
the terminal case, so that these results could lead us (or others) to consider similar
non-terminal problems in the future.
Our work builds on previous attempts to use Riemann–Roch methods to con-
struct varieties. The plurigenera forumlae in Reid [1985] could be used to construct
orbifolds with isolated singularities, whilst those developed in Buckley [2003] and
Buckley and Szendroi [2004] were used for 3-folds with curve orbifold locus. These
took the point of view of using Dedekind sums in their calculations, which can be
summarised in slogan form by the formula
PX(t) = A(t) +
∑
P∈B
MP
where the term A(t) is a Riemann–Roch contribution obtained from the usual (see
Borel and Serre [1958])
RR(X,D) = (ch(OX(D)) · Td(TX))[n]
calculated on a resolution of singularities of X. In particular A(t) deals exclusively
with the growth of the plurigenera. The remaining terms MP are local contribu-
tions from the basket of singularities B (P is not to be thought of as necessarily a
point here) and are calculated via Dedekind sums. They have strict r periodicity
corresponding to the type 1r of the singularity. All the terms here are rational.
On the other hand more recent work in Zhou [2011] and Buckley et al. [2013] has
built on this point of view to obtain a different style of formula which we summarise
3
as
P (t) = PI(t) +
∑
P∈B
Porb(P )
where PI should be thought of as a global contribution, which depends only on
the first handful of plurigenera (in particular PI does not control the growth of
the plurigenera), and the Porb contributions (sometimes called Ice cream functions)
have the same r periodicity as the Dedekind sum contributions MP earlier. This
formula is obtained from the previous one by attributing a fractional part of the
growth contribution to the local contributions. In doing so we can make all the
terms integral and symmetric, whilst keeping the periodicity the same.
This approach was used in Zhou [2011] and Buckley et al. [2013], however their
efforts focused on the isolated singularity case, with some progress towards the curve
orbifold locus case. We build on their work, and find further results in the curve
case, in Section 3.3 and Chapter 4. This is especially important since as mentioned
before 3-folds with canonical singularities and 4-folds with terminal singularities will
usually have orbifold behaviour in dimension 1 but no higher. Whilst we do not yet
provide a complete formula in the curve case, we are really not far off, and the only
information which is lacking is a collection of integers and therefore most assuredly
countable.
In fact we go further. In Sections 3.2 and 3.4 in particular we strip away the
geometry and study the Hilbert series PX purely as a rational function with fixed
poles at certain roots of unity, and strong symmetry (see definition 2.1.2). Looking
at these poles, we are able to deduce a parsing in the way we wish by simply
subtracting the part of P which has a maximal pole at these roots of unity and
proceeding inductively. Our formulae are all constructive, and preserve integrality
and symmetry as in the geometric case. Whilst in this work we still restrict ourselves
to the “curve” case (see Sections 3.3 and 3.4) the higher dimensional cases should
really follow from exactly the same methods (we discuss this in more detail in Section
5.2).
We make no apologies for the fact that our work contains numerous examples.
We regularly refer to the lists drawn up in the second part of Iano-Fletcher [2000]; in
particular we use some of the famous 95 families of Fano 3-fold hypersurfaces which
were first discovered by Reid in 1979. In the beautiful paper of Corti, Pukhlikov
and Reid Corti et al. [2000] it was shown that a general member of all these families
is birationally rigid and therefore in particular irrational. A similar result was
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proved in Cheltsov and Park [to appear] in the quasismooth case. Other studies
around the birational geometry of Fano 3-folds include Ahmadinezhad and Zucconi
[2014], Ahmadinezhad and Okada [2015]. Moreover our results provide us with
many examples of quasismooth Fano 4-fold hypersurfaces. It would be interesting
to study their birational geometry similarly, for example questions over rigidity or
rationality; it might be that some of the techniques used in the paper Corti et al.
[2000] could be used for 4-fold Fano hypersurfaces. We don’t do this here, but do
dare to suggest that this would be an interesting area to take this research further.
More generally we believe that the work done here should link with other work on
constructing and classifying terminal orbifolds (Fano, Calabi-Yau, etc.). We hope
that these results may be used to further existing lists such as in Iano-Fletcher
[2000], Altmok et al. [2002] or Brown and Kasprzyk [to appear], and possibly add
to the graded ring database (http://www.grdb.co.uk/). There are also natural links
as mentioned to explicit birational geometry of Fano varieties, rationality of Fano
varieties. Finally, the study of Calabi-Yau varieties has natural links to mirror
symmetry; see for example the papers Okada [2009], Okada [2013] or Coates et al.
[2012]; for a more gentle introduction see Thomas [2005] or Cox and Katz [1999].
1.2 Basic concepts
Definition 1.2.1. Let X be a (normal, projective) variety. A Weil divisor is a formal
linear combination of prime divisors (that is, irreducible codimension 1 subvarieties
of X) with integer coefficients, i.e.
D =
N∑
i=1
niZi where ni ∈ Z and Zi ⊂ X are prime divisors.
A Q-divisor is such a sum where we allow the coefficients ni ∈ Q.
A Cartier divisor is a Weil divisor D such that the sheaf of sections OX(D) is
invertible, so D is everywhere locally given as the divisor of some rational function
f ; thus we can view Cartier divisors as a collection (Ui, fi) where the Ui form an
open cover of X and the fi are rational functions on X.
A Q-Cartier (Q-)divisor is a Weil (Q-)divisor D such that mD is Cartier divisor
for some integer m > 0.
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We say X is Q-factorial if every Weil divisor is Q-Cartier.
The notion of Q-factorial means we can define things like intersection num-
bers and pullbacks on all Weil divisors. Indeed, these are usually only well-defined
for Cartier divisors, but if X is Q-factorial, we can extend this linearly. For example,
for a map φ : Y → X where X is Q-Cartier we define
φ∗(D) =
1
m
φ∗(mD)
where mD is a Cartier divisor, say given by (Ui, fi) so φ
∗(mD) is just the Cartier
divisor given by the system (φ−1(Ui), φ∗(fi)).
Definition 1.2.2. Let D be a divisor on a variety X. We define as usual the
Riemann-Roch space
H0(X,OX(nD)) = {f ∈ C(X) : div(f) + nD ≥ 0} ∪ {0};
choosing a basis for H0(X,OX(nD)) gives a rational map
φnD : X 99K P(H0(X,OX(D))).
We define the graded ring associated to D by
R(X,D) =
⊕
n≥0
H0(X,OX(nD)).
A divisor D is said to be ample if for some integer n > 0 the associated map
φnD defines an embedding into projective space and OX(nD) ∼= OX(1) under this
embedding.
A polarised variety (X,D) is a variety X together with a given choice of ample
Weil divisor D. In this case X ∼= Proj(R(X,D)) and OX(D) ∼= O(1) under this
isomorphism.
Notation 1.2.3. We write as usual hi(X,OX(D)), hi(OX(D)) or even hi(D) (by
abusive notation) for dimCH
i(X,OX(D)).
Definition 1.2.4. We define the Hilbert series of a graded ring R =
⊕
n≥0Rn over
C as
PR(t) =
∑
n≥0
dimC(Rn)t
n.
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The Hilbert series of a divisor D on X is denoted by P(X,D) and is just the Hilbert
series of R(X,D). In particular for a polarised variety (X,D) we sometimes denote
this by PX or even P where there is no potential for confusion, so that
P (t) =
∑
n≥0
h0(X,OX(nD))tn.
Notation 1.2.5. By abusive notation we refer to h0(X,OX(n)) as the n-th pluri-
genus of X and sometimes write
Pn = h
0(X,OX(n))
so that for a polarised variety (X,D) we have
Pn = h
0(nD).
1.3 Weighted projective space
We now introduce the fundamental concept of weighted projective space; this is an
analogue of the usual projective space, except we allow the coordinates to have dif-
ferent weights. In general if D is an ample divisor on X writing R(X,D) in terms
of generators and relations, the generators will have degrees bigger than 1. Conse-
quently X ∼= Proj(R(X,D)) will give an embedding into some weighted projective
space, rather than the usual projective space.
The main reference for this part is [Iano-Fletcher, 2000].
Definition 1.3.1. Let a0, . . . , an ∈ N and define a C× action on Cn+1 by
λ · (x0, . . . , xn) = (λa0x0, . . . , λanxn).
We then define the quotient
P(a0, . . . , an) =
Cn+1 \ {0}
C×
.
We call this quotient the weighted projective space with weights a0, . . . , an.
It is a projective variety of dimension n.
To consider this as a geometric quotient, we need to define what the functions on
it are. These are simply the C× invariant rational functions in C(x0, . . . , xn), that
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is, a regular function on an open U can be written as a quotient fg where f, g are
weighted homogeneous polynomials in x0, . . . , xn (xi has weight ai) of same degree,
and g is nowhere vanishing on U .
We note the following proposition (see Iano-Fletcher [2000] lemmata 5.5 and
5.7).
Proposition 1.3.2. 1. P(a0, . . . , an) ∼= P(qa0, . . . , qan) for any q ∈ N;
2. if q = hcf(a0, . . . âi, . . . , an) then
P(a0, . . . , an) ∼= P(a0/q, . . . , ai, . . . , an/q).
This motivates the following definition.
Definition 1.3.3. A weighted projective space P(a0, . . . , an) is well formed if for
any i
hcf(a0, . . . , âi, . . . , an) = 1.
As a consequence of the previous proposition every weighted projective space
is isomorphic to a well formed one. From now on, we assume all ambient weighted
projective spaces to be well formed. We write wP or wPn for a non specified weighted
projective space, that is, where we do not write down the weights explicitly. We will
also use the abbreviation WPS for weighted projective space, to lighten notation.
Definition 1.3.4. Let X ⊂ wP be a Zariski closed subvariety and
pi : Cn+1 \ {0} → wP the quotient. The affine cone over X is denoted CX and is
the completion of pi−1(X) in Cn+1. In the case where X = Proj(R(X,D)) we have
simply CX = Spec(R(X,D)). We say X is quasismooth if CX is nonsingular away
from the origin.
Remark 1.3.5. We have
Proj(R(X,D)) =
Spec(R(X,D)) \ {0}
C×
where the C× action is induced by the action on the ambient An+1 \ {0} which
the cone lies in (this action takes An+1 to wPn in which X lies with this choice of
polarisation). Thus in particular this implies that any singularity on X must come
from the ambient WPS wPn. Moreover, assuming the ambient WPS is well-formed
and X has dimension at least 3, X is nonsingular in codimensions 0 and 1 (in the
terminology of [Iano-Fletcher, 2000] this says X is well formed ).
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1.4 Cyclic quotient singularities
We now introduce an important class of singularities.
Definition 1.4.1. Let X be a projective variety of dimension n and r, a1, . . . , an
be natural numbers. A point P ∈ X is said to be a cyclic quotient singularity of
type 1r (a1, . . . , an) if there is a local analytic isomorphism
P ∈ X ∼= 0 ∈ A
n
µr
where µr ⊂ C× denotes the group of rth roots of unity and the action of µr on An
is given by
 · (x1, . . . , xn) = (a1x1, . . . , anxn).
Again, this is a geometric quotient and the functions on the right are induced from
µr invariant functions on An, so we have
An
µr
= SpecC[x1, . . . , xn]µr .
Such a singularity is called isolated if it lies on no singular locus of higher dimension.
The following is immediate.
Lemma 1.4.2. With notation as above, a singular point P of type 1r (a1, . . . , an) is
isolated if and only if all the ai are pairwise coprime to r, that is for each i we have
hcf(r, ai) = 1.
Remark 1.4.3. For a cyclic quotient singularity of type 1r (a1, . . . , an) (not necessarily
isolated) the orbinates xi are local sections of OX(ai)(= OX(aiD) in the setting of
a polarised orbifold (X,D)) and the local index one cyclic cover given by the local
isomorphism OX(r) ∼= OX is nonsingular.
The quotient map pi : An → An/µr induces a direct sum decomposition of
pi∗OAn into eigensheaves
Li := {f : (f) = i · f for all  ∈ µr} for i ∈ Z/r = Hom(µr,C×).
Example 1.4.4. Consider P(1, 1, 2), with coordinates x, y, z respectively. The affine
piece z 6= 0 has coordinates x2z , xyz , y
2
z so is isomorphic not to A
2 but to the cone
(uw = v2) ⊂ A3〈u,v,w〉. You can check then that the coordinate point Pz = (0 : 0 : 1)
is a cyclic quotient singularity of type 12(1, 1).
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More generally, we write Pxi = Pi = (0 : · · · : 0 : 1 : 0 : · · · : 0) for the ith
coordinate point of P(a0, . . . , an) (xi is the homogeneous coordinate of weight ai).
Then Pi is of type
1
ai
(a0, . . . , âi, . . . , an), since the affine piece given by xi 6= 0 is
isomorphic to An/µai where the group action is precisely given by  · zj = ajzj .
Let us now view some examples where X ⊂ wP is a variety embedded in
some weighted projective space. The following calculations follow from the work
in Iano-Fletcher [2000], in particular lemmata 9.4 and 9.5, and Section 10 which
provides examples of similar calculations.
Example 1.4.5. Consider X = X6 = (f6 = 0) ⊂ P(1, 2, 3, 5) with coordinates
x, y, z, t of weights 1, 2, 3, 5 respectively. First let me explain the notation: take a
hypersurface of weighted degree 6 inside the weighted projective space. There are
of course many of these, for example x6 + y3 = 0 or xt + z2 = 0. The collection
of such hypersurfaces forms a family (in this case just a vector space), and we
take a sufficiently general member of this family, i.e. choose coefficients for all the
monomials of weighted degree 6 so that the equation doesn’t induce any unnecessary
singularities, and the resulting variety is quasismooth. Intuitively you can just think
of this as something like having all the monomials appear with non-zero coefficients
in the equation (the condition is not rigorously either necessary or sufficient).
Returning to X6 ⊂ P(1, 2, 3, 5), the weights of x, y, z divide the degree of
the equation, so the coordinate points Px, Py, Pz /∈ X. To spell this out consider
Pz = (0 : 0 : 1 : 0); z
2 has weighted degree 6, but all other monomials of degree 6
vanish at Pz so that
f(Pz) = coefficient of z
2 in f 6= 0 for sufficiently general f.
However Pt ∈ X since no pure power of t has degree 6, so all monomials of degree 6
vanish at Pt (since they all involve at least one other coordinate apart from t). As
a point in the ambient WPS Pt =
1
5(1, 2, 3) but of course X is a surface so we only
need two local coordinates. We notice that xt has degree 6, so
∂f
∂x
(Pt) = coefficient of xt in f 6= 0 for sufficiently general f
thus by the implicit function theorem we can invert x. Intuitively, along the affine
piece t = 1 we can write x as a function of the other coordinates so we can eliminate
x. Thus Pt ∈ X is of type 15(2, 3).
The general strategy for a coordinate point Pi ∈ X ⊂ wPn is to find monomi-
als xjx
s
i and for exactly the same reasons you can then eliminate xj as a coordinate
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(again, setting xi = 1 will give xj as a function of the other coordinates, or apply
the implicit function theorem since ∂∂xj (xjx
s
i )(Pi) = coefficient of xjx
s
i 6= 0).
Example 1.4.6. Consider now X12,15 = (f12 = g15 = 0) ⊂ P(1, 3, 4, 5, 7, 8) where
the coordinates are x, y, z, t, u, v. Assume as before X to be general; it has a 17(1, 3, 4)
point at Pu and a
1
8(1, 3, 5) point at Pv.
Notice that the ambient WPS has a 14(1,−1, 1) line of singularities along
L = P(4, 8)〈z,v〉. However L * X since f |L = z3 + zv doesn’t vanish identically
along L (notice that g|L ≡ 0). How many points of intersection does X have with
L, i.e. how many zeroes does z3 + zv have along L? Notice that L ∼= P1〈z2,v〉 so the
equation of f along L is z(z2 + v) which is linear in the coordinates of L viewed as
a projective line (indeed we may assume z 6= 0 so z = 1 since z = 0 gives Pv). Thus
X has one 14(1,−1, 1) singularity at some general point of L.
We now introduce the concept of maximal Pfaffians of skew matrices, as an
example of a 5× 5 resolution of a codimension 3 ring.
Recall that a 5× 5 skew matrix is given by exactly ten elements, since such
a matrix must have 0s on the diagonal and the elements below the diagonal are
determined by those above it. We write such a matrix M as
M =

m12 m13 m14 m15
m23 m24 m25
m34 m35
m45
 .
Then we define (up to sign) the Pfaffians of M as
Pf1 = Pf2345 = m23m45 −m24m35 +m25m34
Pf2 = Pf1345 = m13m45 −m14m35 +m15m34
Pf3 = Pf1245 = m12m45 −m14m25 +m15m24
and so on. To calculate Pfi we delete the ith row and column and from the resultant a b cd e
f

calculate (up to sign) af − be+ cd.
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These Pfaffians satisfy
(Pf1,Pf2,Pf3,Pf4,Pf5)M ≡ 0 ≡M(Pf1,Pf2,Pf3,Pf4,Pf5)T ,
i.e. 5 linear combinations of the defining equations are identically 0.
Codimension 3 Gorenstein rings whose corresponding graded rings have a 5 × 5
resolution are given by 5 equations corresponding to Pfaffians of a 5×5 skew matrix
(see Buchsbaum and Eisenbud [1977] theorem 2.1; in fact this theorem states that
all codimension 3 Gorenstein rings arise as the maximal Pfaffians of
(2m + 1) × (2m + 1) skew matrices; see the following section for more details; see
also Altınok for examples of constructing codimension 3 varieties arising from the
Pfaffians of 5× 5 skew matrices).
Example 1.4.7. Define X = (Pf(M) = 0) ⊂ P(1, 3, 4, 5, 7, 8, 11) (with coordinates
x, y, z, t, u, v, s) where
M =

s a9 b7 c4
d12 e10 f7
v −t
y
 .
X is a codimension 3 Fano 3-fold, realised as the unprojection of Y12,15 ⊂ P(1, 3, 4, 5, 7, 8)
along the divisor D = P(1, 4, 7)〈y,t,v〉 with unprojection variable s, as given by the
following commutative diagram:
E ⊂ X1
P ∈ X -
ﬀ
σ
D ⊂ Y
φ
-
Here, σ : X1 −→ X is an extremal extraction centred at P and φ : X1 −→ Y is the
anticanonical morphism; Y can be viewed as the midpoint of a Sarkisov link. See
Brown et al. [2012] section 3.2 or [Papadakis and Reid, 2004] for more details on
this point of view. The 5 equations of X are
F12 = a9y + b7t+ c4v
G15 = d12y + e10t+ f7v
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and the 3 unprojection equations
sy = bf − ce
st = cd− af
sv = ae− bd.
Here a, b, c, d, e, f are general polynomials of the relevant degree. In fact we can
replace s, v,−t, y by more general polynomials of weights 11, 8, 5, 3 respectively to
get a more general variety (the reason we have written it in this form is to make the
unprojection format clear).
As before, we look for the singularities of X. Things are different here in that
the Pfaffian format of the equations gives a stronger requirement for the relation
between the weight of the corresponding variable and the degrees of the equations:
for Pi /∈ X it is no longer sufficient that the corresponding weight ai divides one
of the degrees of the equations (equivalently for Pi ∈ X it is not necessary that
the weight ai divides none of the degrees of the equations; the condition of course
remains sufficient). Indeed, each equation is made up of 3 terms, corresponding
each to 2 entries in the matrix; for a coordinate xi to appear as a pure power in the
equation, it needs to appear as a pure power in (at least) one of these 3 terms, so
in both of the corresponding 2 entries in the matrix.
Looking at our example, we see that Px /∈ X since for sufficiently general a, b, c, d, e
and f , x will appear as a pure power in the unprojection equations. Similarly Py /∈ X
since ay ∈ F12 so all we require is for y3 ∈ a which is the case for sufficiently general
a (or, if taking the bottom right entry to be also more general, we also need y to
appear in it). Similarly Pz /∈ X by taking z ∈ c, z3 ∈ d so that z4 appears in the
equation of degree 16 (notice that as written z3 can’t appear in F12 but it can if we
replace v by a polynomial involving z2). Also Pt /∈ X using et ∈ G15 (notice that
this is the only possibility here, so we need t2 to appear in e and t to appear in the
entry where we have written −t above), and Pu /∈ X using bf in the equation of
degree 14 (again, the only possibility, so we need u ∈ b ∩ f).
However Pv ∈ X even though X has an equation of degree 16; indeed for
Pv /∈ X we would need v2 to appear in the equation st− cd+ af but the only way
for this to happen is for v ∈ (s∩ t)∪ (c∩ d)∪ (a∩ f) which can’t happen for reasons
of weights. Thus, no matter how we choose our entries in the matrix, Pv ∈ X. Now
Pv is of type
1
8(1, 3, 5) since v eliminates z by zv ∈ F12 (using z ∈ c), u by uv ∈ G15
and s by sv in the equation of degree 19, exactly as before.
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Exactly as in previous calculations we also have Ps ∈ X (this time 11 doesn’t
divide any of the degrees of the equations) and s hits y, t, v by the unprojections
equations, so Ps is of type
1
11(1, 4, 7). Notice for example that we can’t eliminate
z since sz /∈ G15 even by modifying the entries of the matrices, because of their
weights; similarly sx /∈ F12.
Definition 1.4.8. An orbifold is a variety X which is everywhere locally the quo-
tient of An by a finite group action, acting freely in codimension 1. In our cases,
the group action will always be cyclic.
Example 1.4.9. All weighted projective spaces, as well as quasismooth varieties
in weighted projective spaces, are orbifolds; indeed, they only have cyclic quotient
singularities.
1.5 The Hilbert syzygies theorem
We now state the version of the Hilbert syzygies theorem relevant to our case.
First recall the following definition (see for example Eisenbud [1995] for a general
introduction or Bruns and Herzog [1998] for a more detailed exposition on Cohen-
Macaulay and Gorenstein rings).
Theorem 1.5.1. Let S = C[x0, . . . , xN ] with xi (possibly) weighted variables be
considered as a graded ring and I ⊂ S a homogeneous ideal. Put R = S/I, which
is both a graded ring and a graded S-module. Then R has a resolution by free
S-modules, that is, there is an exact sequence
0← R← P0 ← P1 ← · · · ← Pc ← 0,
with each Pi =
⊕ni
j=1 S(−di,j).
Moreover if R is Gorenstein and the resolution is minimal, then
c = codimS(I),
P0 = S,
Pc = P
∨
0 ⊗ S(−α) = S(−α),
where α is the adjunction number and equals kR +
∑
ai with ωR ∼= R(kR) and
wtxi = ai for each i.
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Finally, duality applies, so that
Pc−i = HomS(Pi, Pc) = P∨i ⊗ Pc
thus if R is Gorenstein
Pc−i =
ni⊕
j=1
S(di,j − α) i.e.
nc−i = ni and dc−i,j = −di,j + α.
Remark 1.5.2. There are many equivalent definitions for what it means for an ab-
stract ring R to be Gorenstein, for example in terms of minimal injective resolutions,
or the canonical module. We do not give the technical definitions here since they
add little in the context of our work; the interested reader is invited to consult
Eisenbud [1995] Chapters 18 and 21, or for a more concise treatment Matsumura
and Reid [1989] Sections 17 and 18. Rather we point out that the case we are ulti-
mately interested in, a polarised variety (X,D) where R = R(X,D) is Gorenstein,
is thus covered. In this case X ∼= Proj(R) ⊂ P(a0, . . . , an) and R being Gorenstein
is equivalent to the conditions:
• H i(X,OX(mD)) = 0 for all 0 < i < dimX and all m;
• KX = kXD for some kX
(see Goto and Watanabe [1978] 5.1.11 and 5.1.9 respectively). Then by the above
theorem R has a free resolution of length c, the codimension of X, and
Pc = S(−(kX +
∑
ai)).
Using the above resolution and additivity of the Hilbert series, we get the
following:
Corollary 1.5.3. With the notation as above, denoting by PR the Hilbert series of
R we have
PR(t) =
∑
i,j(−1)itdi,j∏
l(1− tal)
.
Notice that the above form of the Hilbert series doesn’t uniquely determine
the degrees of possible relations and syzygies for R (there could be cancellation
between positive and negative terms in the sum).
Example 1.5.4. Assume in all that follows that D = OX(1) and R = R(X,D) is
Gorenstein. If X = (fd = 0) ⊂ P(a0, . . . , an) (in this case kX = d −
∑
ai) then R
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has a resolution
0← R← S f←− S(−d)← 0
and the Hilbert series of X is
P (t) =
1− td∏
(1− tai) .
If X = (fd1 = gd2 = 0) ⊂ P(a0, . . . , an) is a complete intersection of codimension
2 (in this case kX = d1 + d2 −
∑
ai) then R has a resolution
0← R← S (f,g)←−−− S(−d1)⊕ S(−d2)
(−g
f
)
←−−−− S(−d1 − d2)← 0
and the Hilbert series of X is
P (t) =
1− td1 − td2 + td1+d2∏
(1− tai) .
More generally if X is a complete intersection of degrees d1, . . . , dc (in this case
kX =
∑
dj −
∑
ai) then its Hilbert series is
P (t) =
∏
(1− tdi)∏
(1− taj ) ;
indeed, if we suppose X = (f1 = · · · = fc = 0) (assume fi has degree di for each i)
then the fi form a regular sequence in R and so the resolution of R is the Koszul
complex K◦(f1, . . . , fd) given by
Kl =
⊕
S · ei1...il ,
the free S-module of rank
(
c
l
)
with basis {ei1...il |1 ≤ i1 ≤ · · · ≤ il ≤ c} if 0 ≤ l ≤ c
and Kl = 0 otherwise. The differential is then given by
d(ei1...il) =
l∑
j=1
(−1)j+1fijei1...iˆj ...il
(see for example Eisenbud [1995] Chapter 17 or Matsumura and Reid [1989] Section
16). In particular in the case c = 2 we recover the resolution given above, whilst for
general c the resolution has length c and is
0← R← S ← Sc ← · · · ← Sc ← S ← 0.
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Now supposeX ∼= Proj(R) has codimension 3; then we know following Buchsbaum
and Eisenbud [1977] that if R is Gorenstein then X = (Pf(M) = 0) ⊂ P(a0, . . . , an)
is given by the maximal 2m × 2m Pfaffians of a (2m + 1) × (2m + 1) skew matrix
(the complete intersection case corresponds to m = 1). Moreover if the Pfaffians
have degree di for 1 ≤ i ≤ 2m + 1) then kX =
∑
i(α − di) −
∑
i di −
∑
j aj and
α = kX +
∑
ai and R has a resolution
0← R← S (Pf M)←−−−−
2m+1⊕
i=1
S(−di) M←−
2m+1⊕
i=1
S(−α+ di) (Pf M)
T
←−−−−− S(−α)← 0
and the Hilbert series of X is
P (t) =
1−∑2m+1i=1 tdi +∑2m+1i=1 tα−di − tα∏
(1− tal) .
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Chapter 2
The isolated singularity case
In this Chapter we discuss a Hilbert series parsing for a polarised orbifold with only
isolated orbifold points following [Buckley, Reid, and Zhou, 2013]. We introduce
the necessary preliminary results and terminology, give the statement of the main
result, explain the ideas behind the proof, and discuss examples and applications.
2.1 Preliminaries
The setting is as follows: let (X,D) be a projective polarised variety. Suppose
n = dimX, and denote by KX the canonical class of X. Assume X is quasismooth
and well-formed (as in definition 1.3.4); in particular recall this implies that any
singularity on X must come from the ambient WPS wPN and that X is nonsin-
gular in codimensions 0 and 1. Thus all the singularities of X are cyclic quotient
singularities and X is an orbifold.
Further assume (X,D) is projectively Gorenstein, that is, the ring R(X,D) is
Gorenstein. What this means is it is Cohen-Macaulay, so satisfies
Hj(X,OX(mD)) = 0 for all 0 < j < n and all m
(see Goto and Watanabe [1978], 5.1.11), and KX = kXD for some kX ∈ Z (see
Goto and Watanabe [1978], 5.1.9), called the canonical weight so in particular KX
is Cartier. We write c = kX + n+ 1 for the coindex.
Moreover hn(mD) = h0((kX −m)D) for all integers m using Serre duality.
Thus calculating h0 is essentially the same as calculating the Euler characteristic χ
which is given by a known (but not necessarily computable especially for n ≥ 4)
Riemann-Roch formula.
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One consequence of R being Gorenstein is that using the Hilbert syzygies theo-
rem and Serre duality, we can prove following Buckley et al. [2013] that it satisfies
Gorenstein symmetry, namely:
Lemma 2.1.1. Let R = R(X,D) be as above (so in particular R is a graded Goren-
stein ring of dimension n+ 1 and canonical weight k, that is ωR ∼= R(k)).
Then the Hilbert series of R (equivalently of (X,D)) satisfies
tkP
(
1
t
)
= (−1)n+1P (t). (2.1)
Although we state this for a polarised variety, the fact holds for all rings
satisfying the emphasised hypotheses.
Definition 2.1.2. If a rational function P satisfies property (2.1) we say P is
Gorenstein symmetric of degree k .
Proof. Suppose R = S/I where S = C[x0, . . . , xN ], with wtxi = ai for all i. Then
we can apply theorem 1.5.1 to get a free resolution of R
0← R← P0 ← P1 ← · · · ← Pc ← 0,
with
c = N − n
P0 = S
Pi =
ni⊕
j=1
S(−di,j)
Pc = S(−α) where α = k +
∑
ai
nc−i = ni
dc−i,j = −di,j + α.
Then we calculate
P
(
1
t
)
=
∑c
i=0(−1)i
∑ni
j=1 t
−di,j∏N
l=0(1− t−al)
.
The denominator is then equal to
t−
∑
al(−1)N+1
∏
(1− tal),
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while (using the duality properties given above) the numerator becomes
c∑
i=0
(−1)c−i
nc−i=ni∑
j=1
t−dc−i,j
= t−α
∑
i
(−1)c−i
∑
j
tdi,j
= (−1)ct−α
∑
i,j
(−1)itdi,j ,
so that
P
(
1
t
)
= (−1)N+1−ct−(α−
∑
l al)
∑
i,j(−1)itdi,j∏
l(1− tal)
= (−1)N+1−ct−(α−
∑
l al)P (t),
which yields the result, using k = α−∑l al and c = N − n.
Remark 2.1.3. We are interested in proving Gorenstein symmetry of rational func-
tions where the denominator is a product of (N + 1) factors of the form (1 − tai)
(ai ∈ N). Under those circumstances it is easy to see directly from the definition
that a rational function N(t)∏N
i=0(1−tai )
is Gorenstein symmetric of degree k if and only if
N(t) =
∑k2
i=k1
bit
i is palindromic or antipalindromic, supported precisely on [k1, k2]
such that k1 + k2 = k +
∑
ai.
Moreover, the sum and difference of two Gorenstein symmetric functions of
same degree is again Gorenstein symmetric of same degree and with same parity of
dimension (the (−1)n factors should be equal, so the dimensions agree mod 2).
The final ingredient we need before we can state the main result for the isolated
singularities case is the existence of the inverse mod function for polynomials. The
set-up is the following:
Lemma 2.1.4. Let F ∈ Q[t] be monic of degree d with non-zero constant coefficient.
Suppose A ∈ Q[t] is coprime to F .
Then for any integer γ there is a unique Laurent polynomial B ∈ Q[t, t−1]
such that
1. AB ≡ 1 (mod F );
2. B is supported on the interval [tγ , tγ+1, . . . , tγ+d−1].
We define InvMod(A,F, γ) := B.
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Proof. The quotient ring Q[t](F ) =: V is a Q-vector space of dimension d with basis
1, t, . . . , td−1. As the constant term of F is non-zero, F and t are coprime so that t
has an inverse mod F . That is, multiplication by t is an endomorphism of V hence
so is multiplication by tγ for any γ ∈ Z; in particular such a map takes a basis of V
to another basis, so that tγ , . . . , tγ+d−1 is a basis for V over Q for any γ ∈ Z.
Finally, any A coprime to F is invertible mod F and its inverse B is uniquely
determined in any basis of V .
We give a construction in the case which interests us (namely cyclic quotient
singularities). Let r, a1, . . . , an be natural numbers and put
A =
n∏
i=1
(1− tai),
h = hcf(1− tr,
n∏
i=1
(1− tai)),
F =
1− tr
h
.
Notice that if all the ai are pairwise coprime to r then h = 1 − t. Since we have
factored out the hcf, A and F are coprime. We put d = deg(F ) ≤ r − 1.
First assume γ ≥ 0. Then tγA and F are coprime polynomials, so applying
Euclid’s algorithm, we get a unique B of degree strictly less than d such that
tγAB + FG = 1
and we can just set B = tγB.
If now γ < 0, first notice that tr ≡ 1 mod F , so that also tmr ≡ 1 mod F for
all m ∈ N.
Now choose m large enough so that mr + γ ≥ 0.
Again, by Euclid’s algorithm find B of degree less than d such that
tmr+γAB + FG = 1
and set B = tγB = t
mr+γB
tmr .
For more general F you need to deal with powers of the matrix Mt : V → V
corresponding to multiplication by t; in the above case we just have M rt = 1.
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Example 2.1.5. Let
F =
1− t5
1− t = 1 + t+ t
2 + t3 + t4
and
A =
1− t2
1− t = 1 + t.
Put γ = −4 < 0. In this case we have r = 5 so we can choose m = 1 in the previous
notation. We are looking for B,G such that tAB + FG = 1.
We proceed by long division: we have
F = A(t2 + 1) + 1
hence
B = −t2 − 1
or equivalently
B = t−2 − t−4.
Notice that B is Gorenstein symmetric of degree −6.
Example 2.1.6. Let
F =
1− t7
1− t = 1 + t+ · · ·+ t
6
and
A =
1− t5
1− t = 1 + t+ · · ·+ t
4.
Put γ = −4 < 0. In this case we have r = 7 so again we can choose m = 1. We
are looking for B,G such that t3AB + FG = 1. Long division yields the following
calculations:
t3A = tF + (−t− t2)
t− t2 = tF − t3A
F = (t+ t2)(t4 + t2 + 1) + 1
so that
1 = F + (t+ t2)(−t4 − t2 − 1)
= F (1 + t) + t3A(t4 + t2 + 1)
and thus
B = t−4 + t−2 + 1.
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Again, notice that B is Gorenstein symmetric of degree −4.
2.2 Main result and proof
We now have the tools to state the main result in the isolated singularities case,
following [Buckley, Reid, and Zhou, 2013].
Theorem 2.2.1. Let (X,D) be a polarised variety of dimension n ≥ 2. Suppose
(X,D) is quasismooth, well-formed, projectively Gorenstein of canonical weight kX
and has orbifold locus consisting of only isolated points
B = {Q of type 1r (a1, . . . , an)}
(recall that “isolated” means all the ai are pairwise coprime to r).
Then we can write the Hilbert series P (t) = P(X,D)(t) as
P (t) = PI(t) +
∑
Q∈B
Porb(Q, kX)(t) (2.2)
where
1. PI(t) =
A(t)
(1−t)n+1 where A(t) the unique integral palindromic polynomial of
degree c = kX + n + 1 if kX ≥ 0 or n if kX < 0, such that the series PI and
P coincide up to and including degree
⌊
c
2
⌋
;
2. the contribution from each orbifold point Q ∈ B of type 1r (a1, . . . , an) is
Porb(Q, kX) =
B(t)
(1− t)n(1− tr)
where
B(t) = InvMod
(
n∏
i=1
1− tai
1− t ,
1− tr
1− t ,
⌊ c
2
⌋
+ 1
)
has integral coefficients and is Gorenstein symmetric of degree
kX + n+ r and is supported precisely on the interval[⌈
c− 1
2
⌉
+ 1,
⌊
c− 1
2
⌋
+ r − 1
]
(thus Porb(Q, kX) is Gorenstein symmetric of degree kX).
Remark 2.2.2. The initial term PI deals with the plurigenera P1, . . . , Pb c
2
c but does
not control the growth of the plurigenera; the orbifold points also contribute to the
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growth.
Definition 2.2.3. We define the ith Dedekind sum σi by
σi
(
1
r (a1, . . . , an)
)
=
1
r
∑
∈µr;aj 6=1∀j=1,...,n
i
(1− a1) . . . (1− an)
so that  runs over the roots of unity for which the denominator is non zero. We
define the Dedekind sum polynomial as
∆
(
1
r
(a1, . . . , an)
)
=
r∑
i=1
σr−iti
which is supported in [t, . . . , tr].
Notice that σr+i = σi for all i so that we need only concern ourselves with σi for
i = 0, 1, . . . , r − 1.
Recall the following result from [Reid, 1985]:
Proposition 2.2.4. For i = 0, . . . , r − 1, the Dedekind sums σi
(
1
r (a1, . . . , an)
)
are
the unique solution to the r × r system of equations
r−1∑
i=0
σi
i =
0 if  ∈ µaj for some j,1∏n
j=1(1−−aj )
otherwise.
(2.3)
where the unknowns are the σi and the equations are indexed by  ∈ µr.
Consider now again a cyclic quotient singularity 1r (a1, . . . , an) (not necessarily
isolated) and put as before
A =
n∏
i=1
(1− tai),
h = hcf(1− tr, A),
F =
1− tr
h
.
Notice that in (2.3) the requirement for  ∈ µr \ (∪µaj ) is exactly equivalent to 
being a root of F . In particular if the singularity is isolated this happens if and only
if  6= 1.
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The following result is key.
Theorem 2.2.5. With the notation as above we have
∆ = ht · InvMod(htA, F, 0). (2.4)
Proof. F is coprime to t, h as well as A so that the InvMod defined in the right hand
side makes sense. Now ∆ is divisible by h (see Buckley et al. [2013] lemma 2.7) and
t so the theorem is equivalent to proving
∆
ht
= InvMod(htA, F, 0).
Taking out a factor of t from ∆ shifts it to the correct support, so that it is now
enough to prove
∆
ht
· htA = ∆ ·A ≡ 1 mod F.
Now let  be a root of F (recall this means  ∈ µr \ (∪µai)). Then by (2.3) we see
that
∆() =
r∑
i=1
σr−ii
=
r−1∑
i=0
σi
−i
=
r−1∑
i=0
σi(
−1)i
=
1∏n
j=1(1− aj )
,
where the second equality follows from substituting i for r − i and r = 1 and the
final equality follows from (2.3) applied to −1. It then follows immediately that
A()∆() = 1 and since this holds for all roots of F , F divides A∆− 1 which proves
the claim.
The following shows that the ice-cream functions do indeed have the correct
periodicity.
Proposition 2.2.6. With notation as above, suppose hcf(ai, r) = 1 for all i (that
is, we are in the isolated singularity case) so that hcf(1 − tai , 1 − tr) = 1 − t and
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r − 1 = degF . Let γ be any integer. Then
(1− t)n ·∆ ≡ InvMod
(∏(1− tai
1− t
)
, F, γ + 1
)
= InvMod
(
A
(1− t)n , F, γ + 1
)
=
γ+r−1∑
j=γ+1
θjt
j
(2.5)
where the θj are integers calculated from Dedekind sums (see later for an explicit
formula).
Proof. The first equality follows immediately from the fact that A∆ ≡ 1 mod F.
To see the integrality of the coefficients, note that each of the individual factors
1−taj
1−t are coprime to F so that
InvMod
(∏(1− taj
1− t
)
, F
)
≡
∏
InvMod
(
1− taj
1− t , F
)
.
Since changing the support doesn’t modify the integrality of the coefficients, it is
therefore enough to show that each InvMod(1−t
aj
1−t , F ) has integral coefficients. Write
a for aj to lighten notation. Since (a, r) = 1, let b be such that ab ≡ 1 mod r. We
claim that
b−1∑
i=0
tai =
1− tab
1− ta ≡ InvMod
(
1− ta
1− t , F
)
,
whence the result. Indeed we have
1− ta
1− t ·
1− tab
1− ta =
1− tab
1− t
=
1− t1+lr
1− t ,
so that evaluating at any root of F (equivalently any  ∈ µr \ {1}) gives 1, which
implies the claim as before.
Corollary 2.2.7. For an isolated singularity P of type 1r (a1, . . . , an),
Porb
(
1
r
(a1, . . . , an), kX
)
−
∑r−1
i=1 (σr−i − σ0)ti
1− tr =
IP (t)
(1− t)n+1 (2.6)
where the numerator IP is a polynomial with rational coefficients.
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Proof. Put
B(t) = InvMod
 n∏
j=1
(
1− taj
1− t
)
, F,
⌊ c
2
⌋
and then compute
Porb
(
1
r
(a1, . . . , an), kX
)
−
∑r−1
i=1 (σr−i − σ0)ti
1− tr
=
B(t)− (1− t)n(∑i=0 σr−iti −∑r−1i=0 σ0ti)
(1− t)n(1− tr)
=
B(t)− (1− t)n∆− σ0
∑r−1
i=0 t
i
(1− t)n(1− tr)
=
FG− σ0F
(1− t)n(1− tr)
=
G− σ0
(1− t)n+1
as required.
Computing explicitly mod F we see that with the notation as in Proposition
2.2.6
θj =
n∑
l=0
(−1)l
(
n
l
)
(σl−j − σl−γ)
so that in particular for γ =
⌊
c
2
⌋
the numeratorB(t) = InvMod
(∏n
j=1
(
1−taj
1−t
)
, F, b c2c
)
is palindromic, with top term vanishing if the coindex c is even, so that by the remark
about Gorenstein symmetry,
Porb
(
1
r
(a1, . . . , an), kX
)
=
B(t)
(1− t)n(1− tr)
is Gorenstein symmetric in dimension n of degree
d =
b c2c+ 1 + b c2c+ r − 2− r − n if c is evenb c2c+ 1 + b c2c+ r − 1− r − n if c is odd
so that in either case d = c− 1− n = kX . That is, we have proved:
Corollary 2.2.8. For an isolated singularity of type 1r (a1, . . . , an), Porb
(
1
r (a1, . . . , an), kX
)
is Gorenstein symmetric of degreee kX , with numerator supported precisely in the
interval [⌈
c− 1
2
⌉
+ 1,
⌊
c− 1
2
⌋
+ r − 1
]
.
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We are now in a position to prove the main theorem. The key is that the
Porb function has the same r periodicity as
∆
1−tr . But we know that the orbifold
strata give a contribution of the form∑r−1
1 (σr−i − σ0)ti
1− tr (2.7)
to the Riemann–Roch formula, by [Reid, 1985], so these should combine to give a
contribution which looks like Porb plus some stuff; forcing this stuff into the RR
contribution gives the initial term in the format required. The proof now follows by
the following steps.
Step 1: reduce to a usual Riemann–Roch formula. Give an interpretation
of the usual Riemann–Roch formula (see Borel and Serre [1958])
RR(X,D) = (ch(OX(D)) · Td(TX))[n]
for a singular X. We do this by considering a resolution of singularities f : Y → X
and pulling back the relevant expressions to Y . As in the non-singular case RR(mD)
is a polynomial in m of degree n.
We then prove that
χ(X,OX(D))− RR(X,D) =
∑
Q∈SingX
cQ(D)
is a sum of fractional terms cQ(D) ∈ Q which depend only on the local analytic
type of X and D at each singular point Q ∈ SingX. Thus in particular we may
assume for fixed Q an orbifold point of type 1r (a1, . . . , an) and any m ≥ 1 that X
is a global quotient An/C∗ where mD ∼= OX(1) so that by [Reid, 1985] we have
cQ(mD) = (σr−m − σ0)
(
1
r (a1, . . . , an
)
.
Remark 2.2.9. This trick of assuming the local quotient is a global one is really
a “stacky process”; the proof that we have a suitable Riemann-Roch contribution
so that χ(D) − RR(D) depends only on the local geometry of (X,D) near each
orbifold point is what allows us in this case to circumvent the language of stacks.
See [Buckley et al., 2013] for a more detailed explanation about this.
Step 2: split the Hilbert series into a RR component and a Dedekind
sum component. Using that (X,D) is Cohen-Macaulay and Serre duality, we
28
get that for any m ≥ 0
χ(mD) =
n∑
i=0
(−1)ihi(mD)
= h0(mD) + (−1)nhn(mD)
= h0(mD) + (−1)nh0((kX −m)D),
so that
P (t) =
∑
m≥0
(χ(mD) + (−1)n+1h0((kX −m)D))tm
=
kX∑
m=0
(RR(mD) + (−1)n+1h0((kX −m)D))tm
+
∑
m>kX
RR(mD)tm +
∑
m≥0,Q
cQ(mD)t
m
if kX ≥ 0, or just ∑
m≥0
RR(mD)tm +
∑
m≥0,Q
cQ(mD)t
m
otherwise.
Step 3: reduce the RR contribution to that of a rational function with
denominator (1− t)n+1 by “differencing”. We use the following lemma:
Lemma 2.2.10. For l ≥ 0 let Q(t) = ∑i≥l h(i)ti be a series where h is a polynomial
of degree n. Then (1− t)n+1Q is a polynomial of degree l + n.
Proof. This is a straightforward induction on n. First if h is a constant then Q(t) =
h
∑
i≥l t
i = h · tl1−t so that (1− t)Q = h · tl as claimed.
Now for the inductive step: we have that
(1− t)Q = h(l)tl + (h(l + 1)− h(l))tl+1 + . . .
= h(l)tl +
∑
i≥l+1
(h(i)− h(i− 1))ti,
where h(i)−h(i−1) is a polynomial of degree at most n−1 in i so that by induction
L(t) := (1− t)n
∑
i≥l+1
(h(i)− h(i− 1))ti
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is a polynomial of degree at most l + 1 + n− 1 = l + n hence
(1− t)n+1Q = (1− t)nh(l)tl + L(t)
is a polynomial of degree l + n as claimed.
Applying this lemma to the polynomial RR(mD) we have that if kX ≥ 0
then
R(t) := (1− t)n+1
∑
m>kX
RR(mD)tm
is a polynomial of degree kX + n+ 1 = c hence so is
(1− t)n+1(P (t)−
∑
m,Q
cQ(mD)t
m) = (1− t)n+1S(t) +R(t)
where we have written
S(t) :=
kX∑
m=0
(RR(mD) + (−1)n+1h0((kX −m)D))tm
for the terms of degree up to kX of P not depending on the singularities of X.
If kX < 0 then we have
(1− t)n+1(P (t)−
∑
m,Q
cQ(mD)t
m) = (1− t)n+1
∑
m≥0
RR(mD)tm
which is a polynomial of degree n by the lemma.
Thus we have proved the following proposition:
Proposition 2.2.11.
P (t) =
N(t)
(1− t)n+1 +
∑
m≥0,Q∈SingX
cQ(mD)t
m
where N is a polynomial with rational coefficients, of degree c = kX+n+1 if kX ≥ 0,
or n otherwise.
Step 4: force the Dedekind sum contributions into Porb contributions.
Fix a singularity Q of type 1r (a1, . . . , an) and use the r periodicity of the Dedekind
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sums. We have∑
m≥0
cQ(mD)t
m =
∑
m≥0
(σr−m − σ0)tm
=
∑r−1
m=1(σr−m − σ0)tm
1− tr since the m = 0 term gives σr − σ0 = 0
= Porb
(
1
r
(a1, . . . , an), kX
)
− IQ(t)
(1− t)n+1
using Corollary 2.2.7. Thus we get the following proposition:
Proposition 2.2.12.
P (t) =
A(t)
1− tn+1 +
∑
Q∈SingX
Porb(Q, kX),
where A(t) = N(t)−∑Q IQ(t) with notation as before.
Step 5: show that A is as claimed in the theorem. Notice that A is palin-
dromic, since P (t) and all the Porb contributions are Gorenstein symmetric in dimen-
sion n of degree kX hence so is
A(t)
1−tn+1 which shows by the remark about Gorenstein
symmetry that A =
∑k2
k1
bjt
j is palindromic with k1 + k2 = n+ 1 + kX . It therefore
remains to show that k1 = 0 (we have k1 ≥ 0 since A is a genuine polynomial, not
just a Laurent polynomial) and A has integer coefficients.
If c < 0 then A(t) = 0 (as it is a polynomial). If c ≥ 0 then notice that each Porb
contribution starts in degree
⌊
c
2
⌋
+ 1. We write
A0(t) :=
b c2c∑
i=0
Pit
i,
so that
A(t)
(1− t)n+1 = A0(t) +
∑
i>b c2c
Qit
i
for some (integral) coefficients Qi where A0 has integral coefficients.
Now since A is palindromic it depends only on its first
⌊
c
2
⌋
+ 1 coefficients. By
the above we have
A(t) = (1− t)n+1A0(t) + (1− t)n+1
∑
i>b c2c
Qit
i
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where the second term on the right hand side only involves terms of degrees greater
than
⌊
c
2
⌋
so A is determined by the first term which has integral coefficients. More-
over the degree 0 term is P0 = 1 6= 0. This completes the proof.
Remark 2.2.13. In fact from the above we deduce that A(t) =
∑c
j=1 Ij(t)t
j where
Ij =

∑j
l=0(−1)j−lPl
(
n+1
j−l
)
if j ≤ ⌊ c2⌋∑j
l=0(−1)c−j−lPj−l
(
n+1
c−j−l
)
if j >
⌊
c
2
⌋
.
Thus writing a program to calculate PI given P1, . . . , Pb c2c is relatively straightfor-
ward; we reuse the program written for MAGMA from [Zhou, 2011]. For completion,
we reproduce this program as well as that for calculating the Porb contributions (in-
cluding the non-isolated case) in the appendices.
2.3 Examples and applications
We now look at examples and applications.
Example 2.3.1. Consider the weighted projective line P(5, 7); notice that this is
not well-formed. The canonical weight is k = −12 so that the coindex is c =
−12 + 1 + 1 = −10 < 0, and so γ = b c2c+ 1 = −4. Thus in this case PI = 0.
It has singularities 15(2) and
1
7(5). We thus have
P (t) =
1
(1− t5)(1− t7)
or in terms of the theorem
P (t) =
−t−4 − t−2
(1− t)(1− t5) +
t−4 + t−2 + 1
(1− t)(1− t7) .
Indeed, previously we had established that
−t−4 − t−2 = InvMod
(
1− t2
1− t ,
1− t5
1− t ,−4
)
t−4 + t−2 + 1 = InvMod
(
1− t5
1− t ,
1− t7
1− t ,−4
)
.
Example 2.3.2. Consider now the surface S17 ⊂ P(2, 3, 5, 7). Recall that we assume
S17 to be quasismooth, and so adjunction gives that S is a K3 surface, and so kX = 0
and the coindex c = 3. Thus to determine the initial term PI we need only the first
plurigenus, and because the ambient weighted projective space has no coordinate of
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weight 1, P1 = 0. Thus using the formula for PI we get
PI(t) =
1− 3t− 3t2 + t3
(1− t)3 .
Exactly the same singularity analysis as before then shows that S has basket of
singularities
B = {12(1, 1), 13(1, 2), 15(2, 3), 17(2, 5)}
corresponding to the 4 coordinate points. As before we can calculate
Porb
(
1
2(1, 1), 0
)
=
t2
(1− t2)(1− t)2
Porb
(
1
3(1, 2), 0
)
=
t2 + t3
(1− t3)(1− t)2
Porb
(
1
5(2, 3), 0
)
=
2t2 + t3 + t4 + 2t5
(1− t5)(1− t)2
Porb
(
1
7(2, 5), 0
)
=
3t2 + t3 + 2t4 + 2t5 + t6 + 3t7
(1− t7)(1− t)2 .
Then
PS(t) = PI(t)+Porb
(
1
2(1, 1), 0
)
+Porb
(
1
3(1, 2), 0
)
+Porb
(
1
5(2, 3), 0
)
+Porb
(
1
7(2, 5), 0
)
which we can check is equal to
1− t17
(1− t2)(1− t3)(1− t5)(1− t7)
as expected.
Example 2.3.3. Consider another K3 surface S11 ⊂ P(1, 2, 3, 5). It has singularities
1
2(1, 1),
1
3(1, 2),
1
5(2, 3), and P0 = P1 = 1. Then
PI(t) =
1− 2t− 2t2 + t3
(1− t)3
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and exactly the same type of InvMod and Porb calculations as before yield
PS(t) =
1− 2t− 2t2 + t3
(1− t)3
+
t2
(1− t)2(1− t2) +
t2 + t3
(1− t)2(1− t3) +
2t2 + t3 + t4 + 2t5
(1− t)2(1− t5)
=
1− t11
(1− t)(1− t2)(1− t3)(1− t)5
as expected.
All we have done in these examples so far is illustrate how the theorem
works; we are starting with a given variety and an embedding, and checking that
the parsing as written above is correct. However our objective is to reverse this: we
want to start from a (hypothetical) variety with given invariants and see whether
we can construct it explicitly.
Example 2.3.4. Starting from the surface S17 ⊂ P(2, 3, 5, 7), assume we just want
to modify the singularities a bit. For example, say we want to try to construct a
quasismooth polarised K3 surface (so kX = 0) still with P1 = 0 (so in particular the
initial term PI is unchanged) but this time assume it has as singularities
B = {2× 12(1, 1), 13(1, 2), 14(1, 3), 17(2, 5)} .
The good thing is we already know all but one of the Porb contributions from these
points, as well as PI , so the calculations we have to do are very short. We get
P (t) = PI(t) + 2Porb
(
1
2(1, 1), 0
)
+ Porb
(
1
3(1, 2), 0
)
+ Porb
(
1
4(1, 3), 0
)
+ Porb
(
1
7(2, 5), 0
)
=
1− t10 − t11 + t21
(1− t2)(1− t3)(1− t4)(1− t5)(1− t7)
which is exactly the same Hilbert series as X10,11 ⊂ P(2, 3, 4, 5, 7), which is also a
K3 surface with P1 = 0 so we have a chance. It remains to check that X has the
singularities we are after.
ConsiderX10,11 ⊂ P(2, 3, 4, 5, 7) with equations (f10, g11) and coordinates x, y, z, t, u
respectively. Suppose X is sufficiently general (see Chapter 1) so that Px, Pt /∈ X.
On the other hand Py, Pz, Pv ∈ X are of type 13(1, 2), 14(1, 3), 17(2, 5) respectively.
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Now consider the line L<x,z> = P(2, 4) ∼= P1<x2,z>. Then g|L ≡ 0 but
f |L = x5 + x3z + z2
= x((x2)2 + x2z + z2)
which is a quadratic expression in the coordinates of the P1 (where x 6= 0; if x = 0
we recover Pz), so that L ∩X consists of 2 points of type 12(1, 1).
Thus the singularities do coincide, so that the variety X10,11 ⊂ P(2, 3, 4, 5, 7) is a
K3 surface with the required properties. Thus this numerical model exists.
Example 2.3.5. Consider a Fano 3-fold X with kX = −1 and so c = 3. Suppose
X has P1 = 2 (equivalently genus 0) and basket of singularities
B = {13(1, 1, 2), 14(1, 1, 3), 17(1, 1, 6)} .
Then
PI =
1− 2t− 2t2 + t3
(1− t)4
Porb
(
1
3(1, 1, 2),−1
)
=
t2 + t3
(1− t3)(1− t)3
Porb
(
1
4(1, 1, 3),−1
)
=
t2 + t3 + t4
(1− t4)(1− t)3
Porb
(
1
7(1, 1, 6),−1
)
=
t2 + t3 + t4 + t5 + t6 + t7
(1− t7)(1− t)3
so that
P = PI + Porb
(
1
3(1, 1, 2),−1
)
+ Porb
(
1
4(1, 1, 3),−1
)
+ Porb
(
1
7(1, 1, 6),−1
)
=
1− t9 − 2t10 − t11 − t12 + t14 + t15 + 2t16 + t17 − t26
(1− t)2(1− t3)(1− t4)(1− t5)(1− t6)(1− t7)
which is the Hilbert series of a 5× 5 resolution, corresponding to the codimension 3
orbifold X9,10,10,11,12 ⊂ P(1, 1, 3, 4, 5, 6, 7). Such an X could be given by the maximal
4× 4 Pfaffians of a 5× 5 skew matrix with weights
7 7 6 5
6 5 4
5 4
3
 .
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Can we now construct a Pfaffian with these weights having the correct singularities?
Let x, y, z, t, u, v, s be the coordinates of weights 1, 1, 3, 4, 5, 6, 7 respectively. The
first thing to notice is that if we restrict our attention to terminal singularities (see
the introduction for a discussion on this) we need each of these coordinates to appear
in the matrix (else X would be a cone, which is not terminal), and as a pure power
in at least one of the entries (else X is a coordinate point of embedding dimension
6, and thus not terminal).
Now we want Px, Py, Pu, Pv /∈ X so that a pure power of x, y, u, v must appear in
the equations of X; however Ps, Pt, Pz ∈ X and of the singularity types required; in
particular then s must hit each of t, u, z in the equations (so as to eliminate t, u, z
by the implicit function theorem). Because s has degree 7, we may as well take
m12 = s and then this occurs in the Pfaffians Pf3,Pf4,Pf5 hitting m45,m35,m34
respectively, so these entries must contain z, t, u respectively; since m45 is the only
entry of weight 3 we may as well assume m45 = z (for the others note there are
several entries of the required weight).
For x, y this can happen in any of the equations so we leave these for the end,
but for u the only possibility is that u2 occurs in one of the equations of degree 10
(these are Pf2 and Pf3). In other words u ∈ m15 ∩ (m24 ∪m34) but remember s has
to hit u so we need u ∈ m34.
Now consider Pv /∈ X. Again v2 must appear in the equation of degree 12, namely
Pf5. Looking at the weights the only possibility is v ∈ m14∩m23. Thus far, we have
reduced the question to a matrix
s M7 v + . . . u+ . . .
v + . . . L5 C4
u+ . . . t+ . . .
z
 .
Now consider Pz ∈ X. This means I can’t have z3 appearing in Pf1 or z4 appearing
in Pf5. The former excludes z
2 ∈ m23 so we may as well take m23 = v and now the
latter is excluded already. However we must be able to eliminate t, v from Pz (we
have already eliminated s from sz ∈ Pf3); since zv ∈ Pf1 takes care of v it remains
to consider t so we may as well have z2 ∈ m14 and t ∈ C4 ∩D4. Adding in powers
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of x, y where we previously had ”+ . . . ” we are left with
s M7 v + z
2 u
v L5 t
u+ x5 t+ y4
z
 .
It now remains to choose M7 and L5 suitably to as to get powers of x, y appearing in
the equations. It is easy to see for entirely similar reasons that this forces x5, y5 ∈ L5
and x7 ∈M7. Thus the matrix can be chosen as
s s+ x7 v + z2 u
v x5 + y5 t
ux5 t+ y4
z
 .
One checks the Pfaffians to give rise to the correct singularities (however this is
straightforward, as we have constructed our matrix in such a way). By modifying
the entries of the matrix in a suitable fashion, we do still get a family of varieties
with these properties.
These examples though are really too restrictive. What often happens in
practice is we fix an initial term, and then allow the singularities to vary slightly,
and “hunt” recognisable Hilbert series amongst those you obtain.
More precisely, we fix a choice of kX and dimension n (hence we also fix the
coindex c), and the first b c2c plurigenera. This fixes the initial term PI . We now fix
some choices of 1ri singularities, with 1 ≤ i ≤ d say. Now for each i, we allow X to
have up to ji × 1ri singularities. Now we compute a possible Hilbert series
P = PI +
d∑
i=1
ki × Porb
(
1
ri
)
for every possible 0 ≤ ki ≤ ji (recall we allow X to have up to ji singularities of
type 1ri ).
For a fixed choice of kX , n, plurigenera, and singularity types, it is easy enough
to write up programs in the computer algebra program MAGMA which will do this
(using programs to calculate each Porb and the PI beforehand). The question is
then whether we can recognise any of the resulting Hilbert series. Recall from the
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introduction we can recognise the form of a Hilbert series in codimension 1, 2 or 3
easily enough (see later remark about the codimension 4 case). If we are very lucky,
MAGMA will give as an output a Hilbert series already in recognisable form (we
will only need to factorise the denominator).
Most of the time though even when the orbifold does exist in low codimension,
MAGMA will have done some cancellation which makes it hard. The strategy is
then to multiply the resulting Hilbert series by a collection of terms of the form
(1− tl) until you get a recognisable Hilbert numerator (the (1− tl) terms correspond
to a coordinate of weight l in the ambient projective space). To do this, we run
through the following algorithm.
1. The first plurigenera P1 gives the number of generators of degree 1 of the
ambient WPS. Therefore multiply P by (1− t)P1 .
2. If there is a single singularity of type 1r , then this corresponds either to a
coordinate point in the ambient wP where the corresponding coordinate has
weight r or a coordinate stratum L ⊂ wP of dimension at least 1, giving at
least 2 coordinates with weight divisible by r. In either case, the denominator
of P has at least one (1− tr) factor, so multiply P by (1− tr).
3. If there are more than one singularity of same type 1r appears more than once,
then this corresponds to a coordinate strata L ⊂ wP of dimension at least 1
(at least a line) giving 2 coordinates with weight divisible by r. In this case,
the denominator of P has at least 2 (1− tr) factors, so multiply P by (1− tr)2.
Again, it is easy enough to get MAGMA to do this or even to do it by hand. What
comes out from this algorithm is a polynomial. We refer to this output as a “Hilbert
almost numerator”. If we are lucky, it is exactly the numerator of a Hilbert series,
and the (1 − tl) terms we have multiplied the Hilbert series by gives exactly the
weights of the coordinates in the ambient wPn. For example, if looking with a 3-
fold with P1 = 2 and precisely 1 type of each of 3 singularity types (say
1
r1
, 1r2 and
1
r3
), then the output may return the numerator 1− tm which says that the possible
Hilbert series is
1− tm
(1− t)2(1− tr1)(1− tr2)(1− tr3)
which is that of a hypersurface of degree m in P(1, 1, r1, r2, r3) (of course we still
have to check that this hypersurface has the required singularities, which in this
case is just the requirement that all the ri are pairwise coprime and divide m).
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Most of the time though we are not so lucky, and the output is not immediately
recognisable as a Hilbert numerator. Sometimes the output is just not extractable,
X may not exist or may lie in too high codimension for us to be able to compute it.
Sometimes the “Hilbert almost numerator” needs just a bit of tweaking to make it
into a Hilbert numerator. Indeed, we cannot expect the coordinates of the ambient
wPn to be those given; instead we can expect:
1. we may simply have other generators of the ambient wPn corresponding to
non singular coordinate points, so not appearing in our Hilbert series parsing.
That is, we might need to multiply the output by a (1− ts) factor where s is
not one of the ri (in practice this is the easiest case to spot and fix);
2. a type of singularity appearing once may actually correspond to a line of
singularities in the ambient wPn (intersecting X in exactly one point). So
we try for a single 1r singularity to multiply the output by another factor of
(1− tr);
3. a line of singularities may correspond to coordinates strictly divisible by r, not
equal to r. For example, a line of 12 singularities may correspond to coordinates
of weights 2, 4 or even 6, 10. So we may have to try multiplying the output by
factors like (1 + ts) or slightly more complicated combinations;
4. it could be that the ambient wPn has two lines of singularities (say 1r and
1
s )
which intersect. For example it could have coordinates of weights 2, 3, 6 so that
the denominator of the Hilbert series does have 2× (1− t2) and 2× (1− t3) as
factors, but not independently. In this case we will need to divide our output
by the extra (1 − t) factor, and then multiplying by some other factor. In
our example, we divide by (1 − t) and multiply by (1 − t + t2). Note that
in practice it is often simpler to divide by an entire (1 − tr)(1 − ts) and then
multiply by the remaining (1− ta) (in our example this would mean dividing
by (1− t2)(1− tr) and then multiplying by (1− t6)).
Example 2.3.6. To illustrate this method, suppose for example we want to con-
struct a Fano 3-fold with P1 = 2 and with singularities of type
1
2(1, 1, 1),
1
3(1, 1, 2)
and 15(1, 2, 3). Suppose we allow our Fano to have 0, 1 or 2 of the singularity types
given and no other singularities. We can now search for such Fanos using MAGMA.
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Indeed, we have
PI =
1− 2t− 2t2 + t3
(1− t)4
Porb
(
1
2(1, 1, 1),−1
)
=
t2
(1− t2)(1− t)3
Porb
(
1
3(1, 1, 2),−1
)
=
t2 + t3
(1− t3)(1− t)3
Porb
(
1
5(1, 1, 4),−1
)
=
t2 + t3 + t4 + t5
(1− t5)(1− t)3 .
We then use MAGMA to produce a list of possible “Hilbert almost numerators”.
To emphasise the point, what we are doing is producing a list of possible candidates
for Fano 3-folds (27 candidates in total). Not all these candidates occur, and some
will be unextractable (too high codimension, or equivalently, a too complicated
numerator of the Hilbert series). However if the Fano does occur, then its Hilbert
series is
P = PI + iPorb
(
1
2(1, 1, 1),−1
)
+ jPorb
(
1
3(1, 1, 2),−1
)
+ kPorb
(
1
5(1, 1, 4),−1
)
where i, j, k run over [0, 1, 2].
Better than that, for each of these candidates, if this Hilbert series is right, then
we know the denominator must have as factors (1− t)2 (because P1 = 2 so that the
ambient weighted projective space has 2 coordinates of weight 1), and (1− t2)i(1−
t3)j(1 − t5)k (here the fact we are restricting to i, j, k ≤ 2 means this is correct as
written; in general we would be looking at mi,mj and mk where mi = 2 if i ≥ 2
and i otherwise; similarly for mj ,mk).
Write the following code in MAGMA, using the functions Porb(r, [a1, . . . , an],−kX)
and initial([P0, . . . , Pb c
2
c]) as given in the appendices.
>Px := Porb(2,[1,1,1],-1);
>Py := Porb(3,[1,1,2],-1);
>Pz := Porb(5,[1,1,4],-1);
>
>for i,j,k in [0..2] do
>P := initial([1,2],-1,3)+i*Px+j*Py+k*Pz;
>P*(1-t)^2*(1-t^2)^i*(1-t^3)^j*(1-t^5)^k; [i,j,k];
>end for
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We ask it to return not only the “Hilbert almost numerator” but also the [i, j, k]
tuple which has given it.
We now analyse the outputs. Ignoring the [0, 0, 0] case (X would be smooth),
the first manageable case seems to be [0, 1, 2] corresponding to 1 × 13(1, 1, 2) and
2× 15(1, 1, 4). In this case the “Hilbert almost numerator” is
Q = 1 + t4 − t10 − t14.
This looks similar to a codimension 2 complete intersection, except the degrees don’t
match up, and we would need one more coordinate. However, it is easy enough to
see that
(1− t4)Q = 1− t8 − t10 + t18 =: N
which is the Hilbert numerator of a complete intersection of degrees 8, 10. Thus we
are in case 1 above and the Hilbert series is
P =
1− t8 − t10 + t18
(1− t)2(1− t3)(1− t4)(1− t5)2
which gives as possible candidate X8,10 ⊂ P(1, 1, 3, 4, 5, 5). One checks entirely as
before that X has the required singularities (the 2 × 15(1, 1, 4) points correspond
to the equation of degree 10 which is quadratic in the coordinates of the line of 15
points).
Now look at the output corresponding to 2× 13(1, 1, 2) and 1× 15(1, 1, 4). We have
Q = 1− t3 + t9 − t12.
In this case again it looks like a codimension 2 output, and we see that the cancel-
lation required is
(1− t9)Q = 1− t3 − t18 + t21
suggesting X3,18 ⊂ P(1, 1, 3, 3, 5, 9). Here we have an equation of degree 3 and a
coordinate of weight 3. Thus X would be a linear cone which is excluded, so we
eliminate one of our coordinates of degree, to obtain X18 ⊂ P(1, 1, 3, 5, 9). On the
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level of the Hilbert series we are using
1− t3 − t18 + t21
1− t3 = 1− t
18
so that
P =
1− t3 − t18 + t21
(1− t)2(1− t3)2(1− t5)(1− t9) =
1− t18
(1− t)2(1− t3)(1− t5)(1− t9) .
In other words we are in the case 3 above (the line of 13 points corresponds to
coordinates of weights 3 and 9) and we have actually done (1 + t3 + t6)Q to get
the correct Hilbert numerator. We check again that X18 ⊂ P(1, 1, 3, 4, 9) has the
required singularities.
Proceeding in a similar way we get the following:
• the output [2, 1, 1] gives X7,8 ⊂ P(1, 1, 2, 3, 4, 5) with basket
B = {2× 12(1, 1, 1), 1× 13(1, 1, 2), 1× 15(1, 1, 4)} .
We mutiply the “Hilbert almost numerator” Q by (1+ t2) (the line of 12 points
corresponds to coordinates of weights 2 and 4);
• the output [2, 2, 0] eventually gives X12 ⊂ P(1, 1, 2, 3, 6) with basket
B = {2× 12(1, 1, 1), 2× 13(1, 1, 2)} .
Because we necessarily have 2 lines of singularities, we guess we may be in case
4 above, so mutiply by 1+t
3
1−t2 (we know that if our guess is correct then there
will be a coordinate of weight divisible by 6, which will hence have a (1− t6)
as a factor; we make this factor by multiplying one of our (1 − t3) factors by
(1+t3); we divide by (1−t2) because we know the second coordinate of weight
divisible by 2 has been taken care of). In this case, this immediately gives us
the result we were after (we would normally expect to maybe apply case 3
above as well);
• the output [1, 0, 2] eventually gives X20 ⊂ P(1, 1, 4, 5, 10) with basket
B = {1× 12(1, 1, 1), 2× 15(1, 1, 4)} .
This is in fact a hybrid of cases 2, 3 and 4 above and a bit more work, but in
the end we multiply Q by (1 + t5)(1 + t2).
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There is one further example of interest. The output [1, 2, 1] gives
Q = 1 + t4 − t6 − 2t7 − t8 + t10 + t14
which looks like it could be in Pfaffian form although missing one coordinate. Mul-
tiplying by (1− t4) gives as possible Hilbert series
P =
1− t6 − 2t7 − 2t8 + 2t10 + 2t11 + t12 − t18
(1− t)2(1− t2)(1− t3)2(1− t4)(1− t5)
which is the Hilbert series of the codimension 3 X6,7,7,8,8 ⊂ P(1, 1, 2, 3, 3, 4, 5). We
look therefore for a suitable matrix of weights
5 5 4 4
4 3 3
3 3
2
 .
Let x, y, z, t, u, v, s be the coordinates of weights 1, 1, 2, 3, 3, 4, 5 respectively. An
entirely similar calculation to that in the previous Pfaffian example gives a possible
M =

s s+ x5 v v + y4
v + z2 t u+ x3
t+ y3 u
z
 .
The only real difficulty is caused by the 1 point along the line L<z,v> ∼= P1<z2,v> of
1
2 points. The resulting equations of degree 6, 8 and 8 restricted to the line give
z(v + z2) and v(v + z2) (the latter for both equations of degree 8). Thus neither
Pz nor Pv are in X so that the equation of degree 6 restricts to a linear equation
in v, z2 (since z 6= 0 on L ∩X) and this vanishes also on the equations of degree 8.
The check that the other singularities coincide is exactly as in the previous example
(in particular s hits z, t, u but not v for example); notice that for this particular
construction the 2× 13 points occur at Pt, Pu.
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Chapter 3
Generalising the formula to
arbitrary rational functions
In this Chapter we wish to generalise the formula obtained in the previous section.
A main motivation is the construction of 4-folds since whilst terminal singularities
in 4 dimensions are not well known, in general quasismooth terminal orbifolds will
have curve orbifold behaviour, so that any attempt at making lists in the spirit of
[Iano-Fletcher, 2000] or [Altmok, Brown, and Reid, 2002] (for example as in [Brown
and Kasprzyk, to appear]) will have to take such behaviour into account.
3.1 Definitions, examples and observations in the curve
orbifold locus case
Definition 3.1.1. Let X ⊂ wP be an orbifold of dimension n. We say a curve
C ⊂ X is of (generic) type 1s (b1, . . . , bn−1) if for a general hyperplane H ⊂ wP, the
point C ∩H ⊂ X ∩H is of this type.
A point P ∈ C on such a curve is said to be a dissident point if its singularity
type is different from that of the curve (so that P will be of type 1r where s | r).
Example 3.1.2. The (not well-formed) weighted projective surface P(1, 2, 6) con-
tains the weighted projective line P(2, 6) as a locus of 12(1) singularities (i.e. ordinary
nodes), with the dissident point Pz of type
1
6(1, 2).
The variety X18 ⊂ P(1, 2, 2, 4, 9) contains the curve C = X∩P(2, 2, 4) of type
1
2(1, 1) with a dissident point of type
1
4(1, 1, 2).
More generally a point of type 1r (a1, . . . , an) where si = hcf(r, ai) > 1
for some i is a dissident point on precisely the corresponding curve(s) of type
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1
si
(a1, . . . , âi, . . . , an) where aj denotes the residue of aj mod s.
As in the isolated case we expect each orbipoint to contribute a Porb type
function to the Hilbert series; in practice (see following sections for more details) we
do this by attributing to the strictly periodic Dedekind sum not only some of the
growth contribution, but also for the dissident points some part of the contribution
from the curve(s) on which it lies. This is a continuation of the dichotomy of
parsing the Hilbert series into a collection of fractional periodic terms (Dedekind sum
contributions), or integral symmetric terms that in fact have the same periodicity
(ice cream functions).
In practice we find that the orbicurves contribute two terms to the Hilbert series:
1. a term corresponding to the degree of the curve AC ; this looks like a Porb
contribution, except that the denominator is of the form (1 − ts)2(1 − t)n−1.
Indeed this generalises to arbitrary dimensional strata, since if X has a 1σ
orbifold strata of dimension d then its graded ring R(X,D) has at least d+ 1
generators divisible by σ so that its Hilbert series has a pole of order d+ 1 at
the σth roots of unity. In the curve case, multiplying by (1− tms) corresponds
to taking a transverse hyperplane section in |msD| for some m and transforms
this term into that of an isolated orbifold point (on a variety of dimension
n− 1);
2. a term corresponding to the normal bundle of the curve BC , with denominator
(1 − ts)(1 − t)n; this term is killed by taking a hyperplane section (since we
can no longer see the normal bundle) and you can’t recover it afterwards.
Both terms depend not only on properties of the underlying curve, but also the
dissident points on it, as we shall see explicitly and explain later on.
Remark 3.1.3. Both observations above are key to our philosophy of generalising
these types of formulae.
1. The fact that we expect a (1 − ts)2 contribution in the denominator because
the Hilbert series has a double pole at sth roots of unity is what suggests that
a more general result does exist. Indeed, fitting together combinations of the
various orbifold terms to recover the Hilbert series is essentially a “crossword
puzzle” involving the partial fraction decomposition of the series and the var-
ious terms involved. On the face of it, the fact that we can solve this puzzle
doesn’t seem to depend on the geometry of X (although the results can be in-
terpreted as such). Based on this approach, the key ingredients of the Hilbert
series are
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• the degree of its Gorenstein symmetry
• the number of factors in the denominator
• its poles and their orders.
On the face of it it should therefore be possible to generalise our results to
rational functions with these properties.
2. The fact that we wish to split the curve contribution into two contributions
corresponds to a wish to keep the numerator supported on as short an interval
as possible (in this case, a residue mod 1−t
s
1−t ). We could otherwise have grouped
both terms together, but then the interval of support would have length 2s−1
rather than s− 1 as is currently the case.
Let us now look at some explicit examples illustrating the parsing in various
curve orbifold cases.
Example 3.1.4. Consider X13 ⊂ P(1, 1, 3, 3, 5). This is a Calabi-Yau 3-fold, so
kX = 0 and c = 4. The first plurigenera are P0 = 1, P1 = 2, P2 = 3 so that
PI =
1− 2t+ t2 − 2t3 + t4
(1− t)4 .
It has an orbipoint of type 15(1, 1, 3) at Pu and an orbicurve C = P(3, 3)<z,t> of
transverse type 13(1, 2) and of degree
1
3 . The contribution from the orbipoint is
Porb(Pu, 0) =
t3 + t5
(1− t5)(1− t)3 ;
the AC contribution is
AC =
Porb(C, 3)
1− t3 =
−t4
(1− t3)2(1− t)2 .
The BC contribution is
BC =
3t3
(1− t3)(1− t)3
and we recover
P =
1− t13
(1− t)2(1− t3)2(1− t5) = PI + Porb(Pu) +AC +BC .
Example 3.1.5. Consider now X13 ⊂ P(1, 1, 2, 3, 3, 4). This is a Fano 4-fold with
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kX = −1 and c = 4. The first plurigenera are P0 = 1, P1 = 2, P2 = 4 so that
PI =
1− 3t+ 4t2 − 3t3 + t4
(1− t)5 .
It has an orbipoint of type 14(1, 2, 3, 3) at Pv and two orbicurves
C1 = P(2, 4)<z,v> of type 12(1, 1, 1) and degree
1
4 and C2 = P(3, 3)<t,u> of type
1
3(1, 1, 2) and degree
1
3 . On this occasion the orbipoint is a dissident point on C1,
whilst C2 has no dissident points. The contribution from Pv is
Porb(Pv,−1) = −t
4
(1− t4)(1− t2)(1− t)2
(notice the (1 − t2) factor in the denominator, corresponding to the orbinate z of
weight 2 | 4; we will discuss this phenomenon in more detail later). For the orbicurve
C1, we have that BC1 = 0 whilst
AC1 =
−t3
(1− t2)2(1− t)3 .
For the orbicurve C2, the AC2 contribution is just
AC2 =
Porb(C2, 2)
1− t3 =
−t4
(1− t3)2(1− t)3 .
The BC2 contribution is
BC =
2t3
(1− t3)(1− t)3
and we recover
P =
1− t13
(1− t)2(1− t2)(1− t3)2(1− t4) = PI + Porb(Pv) +AC1 +AC2 +BC2 .
Example 3.1.6. Let us now look at a dissident point lying at the intersection of
two orbicurves. Consider X13 ⊂ P(1, 1, 2, 3, 6), a Calabi-Yau 3 fold. P0 = 1, P1 =
2, P2 = 4 give
PI =
1− 2t+ 2t2 − 2t3 + t4
(1− t)4 .
X has an orbipoint of type 16(1, 2, 3) at Pu lying at the intersection of the two
orbicurves C1 = P(2, 6)<z,u> of type 12(1, 1) and degree
1
6 and C2 = P(3, 6)<t,u> of
type 13(1, 2) and degree
1
6 . We find
AC1 = BC1 = AC2 = 0
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for example by noticing in the partial fraction decomposition that the contribution
Porb(Pu) =
t6
(1− t)6(1− t)(1− t2)(1− t3)
has taken care of all terms whose denominator have factor (1− t2)2 or (1− t3)2 in
the partial fraction decomposition of P . Thus we see that
BC2 =
t3
(1− t3)(1− t)3
and again check that
P =
1− t13
(1− t)2(1− t2)(1− t3)(1− t6) = PI + Porb(Pu) +AC1 +AC2 +BC2 .
Remark 3.1.7. The calculations to find the parsing described in the above examples
are somewhat involved. We can do this either using the geometric formulae of the
following section, or by looking at the corresponding partial fraction decompositions,
and fitting them together. The key in this case is not the calculation, but merely
the observation that such a partial fraction decomposition does exist with each
individual term being Gorenstein symmetric of same degree, and with numerator
integral and of “short support”. As explained above, this leads to the conjecture
that the key properties of the Hilbert series P may not be its geometry, but rather
its algebra, and specifically its symmetry and poles, and the relations between the
poles. This is what leads to the hunt for a more general result on rational functions
which need not be Hilbert series, and occupies the remainder of this chapter.
3.2 The “isolated” case
We have an analogous result to the isolated orbifold locus case as follows.
Theorem 3.2.1. Let a0, . . . , am ∈ N be pairwise coprime and
P (t) =
N(t)∏
i(1− tai)
be Gorenstein symmetric of degree k. Suppose that N has a zero of order exactly d
at 1 (d could be 0); let n = m− d and put as before c = k + n+ 1. Then there is a
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partial fraction decomposition
P (t) =
I(t)
(1− t)n+1 +
m∑
i=0
Ni(t)
((1− tai)(1− t)n
where each term is Gorenstein symmetric of degree k and each numerator Ni is
integral and supported on [⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ ai − 1
]
,
an interval of length at most ai − 1.
Remark 3.2.2. In the main theorem of the previous section, the rational function P
had denominator the product of N+1 terms (1− tai) whilst each term in the partial
fraction decomposition had denominator the product of n+ 1 such terms, where n
was the dimension of the variety and in general n ≤ N . Thus you can think of n
as being the analogue of the dimension; saying that the polynomial N has a zero
of order d at 1 is the same as saying that (1 − t)d | N and d is the highest such
power; geometrically you should think of d as the codimension. Shrinking m by d
(equivalently removing all (1− t) factors from the numerators) is what allows us to
keep the short support assumption for the numerators I,Ni.
Notation 3.2.3. We refer to the denominator (1− t)n+1 as the initial denominator
(in correspondance with the initial term in the Hilbert series parsing).
Let us give a couple of illustrative examples.
Example 3.2.4. 1. Consider
P (t) =
1 + t2 + t3 + t5
(1− t)2(1− t3) ;
P is Gorenstein symmetric of degree 0 in the sense of Definition 2.1.2. There
is only one non-initial denominator [1, 1, 3] and we have that P splits as
P =
1− t− t2 + t3
(1− t)3 +
2t2 + 2t3
(1− t)2(1− t3) .
2.
P =
1 + t3 + t6
(1− t)(1− t2)(1− t3) ;
P is Gorenstein symmetric of degree 0. There are two non-initial denominator
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[1, 1, 2], [1, 1, 3] and we have that P splits as
P =
1− 2t− 2t2 + t3
(1− t)3 +
t2
(1− t)2(1− t2) +
3t2 + 3t3
(1− t)2(1− t3) .
The proof revolves around the following lemma.
Lemma 3.2.5. Suppose P (t) is as in the theorem above. Fix i. Then there is a
polynomial Bi, constructed as a residue mod
1−tai
1−t such that the rational function
P − Bi
(1− t)n(1− tai)
has no poles on µai \ {1}.
Proof. To lighten notation, set
Ai =
∏
j 6=i
(
1− taj
1− t
)
Fi =
1− tai
1− t .
Now put
Ni =
N
(1− t)d · InvMod(Ai, Fi)
and let
Bi ≡ Ni mod Fi.
Then by construction we have that
(1− t)dAiBi ≡ N mod Fi
and
Bi
(1− tai)(1− t)n =
(1− t)dAiBi∏m
j=0(1− taj )
so that
P − Bi
(1− tai)(1− t)n =
N − (1− t)dAiBi∏m
j=0(1− taj )
;
the numerator is divisible by Fi (equivalently vanishes at all  ∈ µai \ {1}) whereas
the denominator has a pole of order (at most) 1 at these, so that
P − Bi
(1− tai)(1− t)n
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has no poles on µai \ {1}, as claimed.
Proposition 3.2.6. With notation as above, we can choose Ni ≡ Bi with support
on [⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ ai − 1
]
.
Moreover Ni is integral, symmetric so that
Ni
(1− tai)(1− t)n
is Gorenstein symmetric of degree k.
Proof. Use notation as in the proof of the previous lemma. By the results of chapter
2 Bi is integral, and symmetric. Now the lemma 4.5.6 of Zhou [2011] tells us that
we can shift Bi until it is centred at
c+ai
2 . If we now trim Bi from either end then we
maintain its symmetry and end up with a Ni supported on the desired interval.
We now finish off the proof of the theorem.
Proof. For each i we construct Ni as above. Then
A = P −
m∑
i=0
Ni
(1− tai)(1− t)n
has no poles at any of the µai \ {0}. The only pole of A is therefore at 1 and of
order at most n+ 1 so that
A = P −
m∑
i=0
Ni
(1− tai)(1− t)n =
I
(1− t)n+1 .
Now A is Gorenstein symmetric of degree k since all the other terms are. Moreover
I has integer coefficients by exactly the same reasoning as in Step 5 of Chapter 2.
This completes the proof.
3.3 The curve locus case
We now consider the case analogous to the curve singularity. Here we have come
across some difficulties. Recall that geometrically a point singularity will be of the
form 1r (b1, . . . , bn). Put si = hcf(r, bi); then the si are pairwise coprime and possibly
some si > 1. The Porb contribution from such a point typically has denominator
(1− tr)
∏
(1− tsi)
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and deals with the maximal (single) poles at µr \
⋃
µsi . However this term also
contributes to some of the poles (of order at most 2) at the sith roots of unity.
Trying to generalise this to the case of an arbitrary rational function proves to be
difficult. The issue here is that we have a function with denominator
m∏
i=0
(1− tai)
which we want to parse into terms with denominator some product of n+1 (1− tbj )
terms where usually n < m. For a “main period” r (suppose say r = a0 for now) we
wish to find an analogue of a 1r (b1, . . . , bn) (the bi should be thought of as ai reduced
mod r) to tell us how to deal with the maximal poles at µr; this should give us a
term with denominator
(1− tr)
n∏
i=1
(1− tsi)
where si = hcf(r, bi) = hcf(r, ai) for the corresponding ai. However in general letting
si = hcf(r, ai) we could have many more than n of the si being nontrivial, and we
simply do not know which of these will occur in the denominator. This means that
we cannot as of yet prove a parsing for a general P without reference to a concrete
orbifold by first dealing with the “point” contributions.
On the other hand, consider the “curve” contributions: these are the terms we
expect in the partial fraction decomposition to have denominator of the form
(1− ts)2(1− t)n−1 or (1− ts)(1− t)n.
Where the curve is a pure curve (no dissident points) then this works because these
terms deal entirely with the poles at sth roots of unity. In general however the curve
has dissident points which modify the curve contribution and in particular take care
of the fractional part of the curve contribution.
It turns out there are two potential ways around this:
1. ignore issues about the dimension. Allow all the si to appear in the denomi-
nators so that the denominators appear to be “too large”;
2. instead of insisting that (1− ts)2 appears in the denominator explicitly, parse
the curve contribution into a collection of (1−ts)(1−tai) for all the ai of which
s is a factor. In this case the point contributions appear as denominators
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(1 − tai)(1 − t)n, that is the point contributions stand on their own, at the
expense of not seeing a curve contribution, but rather a collection of contri-
butions belonging to the same curve.
We discuss both these strategies in more detail in the next section.
For now therefore we discuss the case where the rational function is a Hilbert
series of a polarised orbifold. Here we have the following result:
Theorem 3.3.1. Let (X,D) be a quasismooth, well-formed, projectively Gorenstein
polarised orbifold of dimension n ≥ 2; we again denote its canonical weight by kX
and its coindex by c. Suppose X has orbifold strata
B = {points Q of type 1r (a1, . . . , an)} (not necessarily isolated)
B′ = {curves C of transverse type 1s (b1, . . . , bn−1) }.
Then its Hilbert series has the form
PX(t) = PI(t) +
∑
Q∈B
Porb(Q, kX) +
∑
C∈B′
(AC +BC) (3.1)
where the terms on the right are as follows:
1. PI deals with the first b c2c plurigenera;
2. for each Q ∈ B we set si = hcf(ai, r), A =
∏
i
1−tai
1−tsi and F =
1−tr
h where
h = hcf (
∏
(1− tai), 1− tr) = (1− t)∏(1−tsi1−t ); then
Porb(Q, kX) =
InvMod(A,F, γ)
(1− tr)∏i(1− tsi) ,
where γ =
⌊
c
2
⌋
+ deg h so that the numerator is a residue mod 1−t
r
h supported
in [⌊ c
2
⌋
+ deg h,
⌊
c− 1
2
⌋
+ r − 1
]
;
3.
AC =
DC
(1− t)n−1(1− ts)2
where DC is a residue mod
1−ts
1−t supported on[⌊ c
2
⌋
+
⌊
s− 1
2
⌋
+ 1,
⌊
c− 1
2
⌋
+
⌊s
2
⌋
+ s− 1
]
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4.
BC =
NC
(1− t)n(1− ts)
where NC is also a residue mod
1−ts
1−t supported on[⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ s− 1
]
.
The numerators NC , DC and InvMod(A,F, γ) are all integral and palindromic, so
that each individual term is Gorenstein symmetric of degree kX .
In this Chapter we prove the result using the rational function properties
similar to the previous section. Our strategy is therefore first to resolve singularities
so as to deduce a first parsing, then deal with the point contributions similarly to
the previous Chapter; what remains is a rational function whose denominator is a
product of (1 − ts)2 terms where all the s are pairwise coprime, and we deal with
this in the same way as we have done the general “isolated” case in this Chapter.
In the following Chapter we will focus more on the geometric properties, and offer
a partial interpretation for the curve contributions.
Resolution of singularities and first parsing Assume (X,D) is as in the
theorem. First, using similar methods to those in [Buckley, 2003] and [Buckley,
Reid, and Zhou, 2013] (see [Buckley and Szendroi, 2004] section 2.2 in particular)
we resolve the singularities on X and deduce a Riemann–Roch type formula.
Theorem 3.3.2. Let (X,D) be as above. Then for any integer m
χ(OX(mD)) = RR(X,mD) +
∑
P∈B
cP (mD) +
∑
C∈B′
sC(mD)
where the contributions cP and sC depend only on the type of singularities, i.e. on
a local neighborhood of P (respectively of a generic point on C).
The terms cP and cS were calculated in [Zhou, 2011], section 5.1. Using the
above theorem and the same “differencing” technique as in Chapter 2, we deduce a
first parsing of the Hilbert series as follows.
Theorem 3.3.3. We have
PX(t) = I(t) +
∑
P∈B
Pper(P )(t) +
∑
C∈B′
Pper(C)(t)
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where
1.
I(t) =
AI(t)
(1− t)n+1
where AI is rational, of degree c if kX ≥ 0 or n otherwise;
2. for P of type 1r (a1, . . . , an) we have
Pper(P )(t) =
∑r−1
i=1 (σr−i − σ0)(P )ti
1− tr
with the generalised Dedekind sums σj defined as in Chapter 2;
3. for a curve C of type 1s (b1, . . . bn−1) we have that
Pper(C)(t) =
QC
(1− ts)2
where QC is rational.
Remark 3.3.4. In the following Chapter we give a more explicit formula for Pper(C).
However at this stage all that interests us is that it has poles (of order ≤ 2) only at
µs.
Contributions from orbipoints Consider a point of type 1r (a1, . . . , an) not nec-
essarily isolated. Denote si = hcf(ai, r) for each i, let σi and ∆ be as in the previous
Chapter, and put
A =
n∏
i=1
(1− tai)
h = hcf(A, 1− tr) =
∏
i
(
1− tsi
1− t
)
· (1− t)
F =
1− tr
h
.
We start with the following analogue to proposition 2.2.6:
Proposition 3.3.5. With the notation as above let d = degF and let γ be any
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integer. Then
∏
(1− tsi) ·∆ ≡ InvMod
(∏(1− tai
1− tsi
)
, F, γ + 1
)
= InvMod
(
A∏
(1− tsi) , F, γ + 1
)
=
γ+d∑
j=γ+1
θjt
j
(3.2)
where the θj are integers calculated from Dedekind sums.
Proof. The first equality follows from the fact that ∆ · A ≡ 1 mod F as proved
in theorem 2.2.5. Therefore all that remains to be shown is the integrality of the
coefficients.
Again as in the proof of proposition 2.2.6 we notice that each 1−t
ai
1−tsi is pairwise
coprime to F so we have
InvMod
(∏(1− tai
1− tsi
)
, F
)
=
∏
InvMod
(
1− tai
1− tsi , F
)
and shifting the support does not change integrality, so that it is sufficient to prove
that InvMod
(
1−ta
1−ts ,
1−tr
(1−ts)g
)
has integral coefficients, where r, a are integers,
s = hcf(a, r) and g is a polynomial coprime to 1− ts. We let b, l be such that
ab = s+ lr by the Euclidean algorithm, and claim that
b−1∑
i=0
tai =
1− tab
1− ta ≡ InvMod
(
1− ta
1− ts ,
1− tr
(1− ts)g
)
.
This is because
1− tab
1− ta ·
1− ta
1− ts =
1− ts+lr
1− ts
which is equal to 1 at all  ∈ µr \ µs so in particular at all roots of 1−tr(1−ts)g .
Using this result we have the following:
Proposition 3.3.6. With notation as above
Porb
(
1
r (a1, . . . , an)
)
=
∆
1− tr+
A(t)
(1− t)n+1 +
n∑
j=1
Qj(t)
(1− tsj )2(1− t)n−1 +
Rj(t)
(1− tsj )(1− t)n .
Moreover, A,Qj , Rj all have rational coefficients.
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Proof. For arbitrary A,Rj , Qj , multiply the right hand side by
(1− tr)
∏
(1− tsi) = (1− tr)h(1− t)n−1;
we get
B = ∆ ·
∏
(1− tsi) +A(1− tr) h
(1− t)2
+
∑
j
Qj
(1− tsj )2(1− t)n−1h(1− t)
n−1(1− tr)
+
∑
j
Rj
(1− tsj )(1− t)nh(1− t)
n−1(1− tr)
that is,
B = ∆·
∏
(1−tsi)+F ·
A · h2
(1− t)2 +
∑
j
Qj · h
2
(1− tsj )2 +
∑
j
Rj · h
2
(1− tsj )(1− t)

where we let the sum run over those j such that sj 6= 1 (where sj = 1 the Qj and
Rj terms get absorbed by the A term). This then becomes
B = ∆ ·
∏
(1− tsi) + F ·
A · h2
(1− t)2 +
∑
j
∏
l 6=j
(
1− tsl
1− t
)2
Sj

where
Sj = Qj +
(
1− tsj
1− t
)
Rj ,
where we have used that
h
1− tsj =
∏
l 6=j
1− tsl
1− t .
Now taking residues modulo F we obtain
B ≡ ∆ ·
∏
(1− tsi) ≡ InvMod
(
A∏
(1− tsi) , F, γ
)
by proposition 3.3.1. Since all the
(
h
1−t
)2
,
(
h
1−tsj
)2
(where sj > 1) are all coprime,
we can find A,Sj to move B to the correct support. The result now follows from
writing
Sj = Qj +
(
1− tsj
1− t
)
Rj
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for suitable Qj , Rj .
Proposition 3.3.7. Porb is Gorenstein symmetric of degree kX .
Proof. We need to show that the numerator
B(t) := InvMod
(∏(1− tai
1− tsi
)
,
1− tr
h
,
⌊ c
2
⌋
+ deg h
)
is palindromic.
Recall from the proof of proposition 3.3.1 that B(t) is the residue of B(t) :=∏(1−taibi
1−tai
)
mod F where bi is the smallest integer such that aibi ≡ si mod r, then
moved to the correct support.
First notice that B is palindromic, supported on [0,
∑
ai(bi − 1)]. The idea is
to first reduce this polynomial mod F by trimming from both sides so as to keep
it palindromic, then move to the correct interval of support. This is done entirely
similarly as in the previous section; it requires a case-by-case analysis because the
intervals we get along the way depend on the parity of
∑
ai(bi − 1), r,deg h. In
fact we first trim mod 1−t
r
1−t then shift the support along by a multiple of r (which
keeps the palindromic format, because we are working mod 1−t
r
1−t ) and then finally
trimming further mod F to get the required interval; in particular we again use
lemma 4.5.6 from Zhou [2011] repeatedly.
Curve contributions and end of proof Putting together the results we have
so far, we get the following:
Proposition 3.3.8. Let (X,D) be as above. Then
PX(t)−
∑
Q∈B
Porb(Q, kX) =
N
(1− t)n+1∏s(1− ts)2
where the s run over all the types of curve in B′. Moreover N is integral and the
right hand side is Gorenstein symmetric of degree kX .
Proof. By the results proved previously
PX(t)−
∑
Q∈B
Porb(Q, kX)
is a rational function with poles of order at most 2 at
⋃
B′ µs\{1} and a pole of order
at most n + 1 at 1; moreover it is Gorenstein symmetric as the sum of symmetric
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functions. Its numerator is integral since the rational function has integer coefficients
when viewed as a power series (it is the sum of power series who are known to have
integer coefficients.
To complete the proof of the theorem, it remains to show the following.
Proposition 3.3.9. Let s1, . . . , sm be pairwise coprime and
P =
N
(1− t)n+1∏i(1− tsi)2
be Gorenstein symmetric of degree k in dimension n, where N has a zero of order
2m at 1. Put c = k + n+ 1. Then there is a partial fraction decomposition
P =
I
(1− t)n+1 +
∑
i
Mi
(1− t)n−1(1− tsi)2 +
Ni
(1− t)n(1− tsi)
where each term is integral, symmetric, Mi, Ni are both residues mod
1−tsi
1−t and thus
supported on intervals of length at most si − 1. More precisely:
• Mi is supported on[⌊ c
2
⌋
+
⌊
si − 1
2
⌋
+ 1,
⌊
c− 1
2
⌋
+
⌊si
2
⌋
+ si
]
;
• Ni,j is supported on [⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ si − 1
]
Proof. We refer to the more general Lemma 3.4.6 (which argues purely algebraically,
along similar lines to the results in Section 3.3.2). In particular applying it succes-
sively to each i we find Mi and Ni supported on the required intervals such that
P −
∑
i
Mi
(1− t)n−1(1− tsi)2 +
Ni
(1− t)n(1− tsi)
has no poles at any of the µsi \ {1}. The difference has therefore only poles at 1 of
order at most n+ 1 and can thus be written as
I
(1− t)n+1 .
It is Gorenstein symmetric as the difference of Gorenstein symmetric functions.
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3.4 Generalisations of the “curve” locus case
Following the results of the previous section, we give a conjecture.
Conjecture 3.4.1. Let a0, . . . , am ∈ N; for each i, j set hcf(ai, aj) = si,j. Suppose
all the si,j are pairwise coprime. Let
P (t) =
N(t)∏
i(1− tai)
be Gorenstein symmetric of degree k. Assume that N has a zero of order d at 1, let
n = m− d and c = k + n+ 1. Then there is a partial fraction decomposition
P =
I
(1− t)n+1 +
∑
i
∑
Ji
Ni,J
(1− tai)∏j∈Ji(1− tsi,j )
+
∑
i,j:si,j>1
Mi,j
(1− t)n−1(1− tsi,j )2 +
Ni,j
(1− t)n(1− tsi,j )
where the first sum runs over every n-tuple Ji = {al1 , . . . , aln} where for all j we
have alj 6= ai. Moreover, for each i, Ji let
hi,J = hcf
1− tai ,∏
j∈Ji
(1− taj )
 = (1− t) ·∏
j∈Ji
(
1− tsi,j
1− t
)
.
Each term is Gorenstein symmetric of degree k, each Ni,J ,Mi,j , Ni,j is integral, and
moreover:
• Ni,J is supported on [⌊ c
2
⌋
+ deg hi,J ,
⌊
c− 1
2
⌋
+ ai − 1
]
,
a residue mod 1−t
ai
hi,J
;
• Mi,j is supported on[⌊ c
2
⌋
+
⌊
si,j − 1
2
⌋
+ 1,
⌊
c− 1
2
⌋
+
⌊si,j
2
⌋
+ si,j
]
;
• Ni,j is supported on [⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ si,j − 1
]
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(both Mi,j , Ni,j are residues mod
1−tsi,j
1−t and thus intervals of length at most
si,j − 1).
Remark 3.4.2. The introduction of an extra summation over n-tuples Ji reflects
that we do not know which si,j appear in the denominator of a main period ai; by
writing this extra sum we are allowing all possible combinations of the si,j to occur.
In practice we expect many (all but one?) of the Ni,J to be zero.
Remark 3.4.3. We note the same ideas and reasoning for shrinking n by d as in the
previous section still hold.
Let us first look at some examples illustrating this case.
Example 3.4.4. Consider
P =
1− t23
(1− t2)(1− t3)(1− t5)(1− t6)(1− t7) .
In this case the non trivial si,j are s0,3 = 2 and s1,3 = 3. According to the conjecture
we get
P =
1− 4t+ 7t2 − 4t3 + t4
(1− t)4
+
−t3 + t4 − t5
(1− t5)(1− t)3 +
t6
(1− t6)(1− t)(1− t2)(1− t3) +
−t4 + t5 − t6
(1− t7)(1− t)3
+
0 · t3
(1− t2)2(1− t)2 +
0
(1− t2)(1− t)2
+
0 · t4
(1− t3)2(1− t)2 +
−2t3
(1− t3)(1− t)2
where we include the terms which are equal to 0 for clarity of illustration purposes.
To work out what the contributions for each denominator, we use the computer
algebra program MAGMA. The initial term agrees with P as a power series up to
and including degree
⌊
c
2
⌋
. To check this, we can use the following code:
Q:=Rationals();
R<t>:=PolynomialRing(Q);
S<s>:=PowerSeriesRing(Q,50);
and then the command
S!(P-PI);
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where we have defined P as the Hilbert series we are trying to parse, and PI is our
guess at the initial term. We try various PI (say by running through a for loop) and
win when MAGMA returns a power series (in s) which starts in degree >
⌊
c
2
⌋
.
For the non initial terms, the theorem gives us the support of the numerator in
each case, and we use MAGMA to work out each coefficient individually, either by
looking at the partial fraction decompositions, or running through a for loop. For
the example above, to work out the contribution with denominator (1− t5)(1− t)3
we write the following code
P:= (1-t^23)/Denom([2,3,5,6,7]);
PI := (1-4*t+7*t^2-4*t^3+t^4)/(1-t)^4;
P5 := (t^3+t^5)/Denom([1,1,1,5]);
Q5 := t^4/Denom([1,1,1,5]);
for i,j in [-5..5] do
(P - PI - i*P5 - j*Q5)*Denom([2,3,6,7]);
[i,j];
end for;
To spell out what is going on, we know that the numerator is supported on the
interval [t3, t5] and the coefficient of t3 and t5 are equal by symmetry. We win when
MAGMA returns a polynomial, since then we know our combination of i, j has taken
care of the poles at µ5 \ {1}. In this case this happens for [i, j] = [−1, 1] so we know
that the contribution with denominator [1, 1, 1, 5] is
−t3 + t4 − t5
(1− t5)(1− t)3 .
We then proceed in a similar way for the subsequent denominators, proceeding
successively.
In fact, when some si,j = 2 we always have the second term Ni,j = 0. Indeed
in this case Mi,j will be a residue mod (1 + t) and thus consist of only one term,
hence shrinking it from either side won’t modify it. That is:
Proposition 3.4.5. Suppose si,j = 2 for some i, j. Then in the notation of the
theorem above Ni,j = 0.
Proof of this conjecture remains beyond us, for the reasons expanded on at
the start of the previous Section. However we can make some progress if we no longer
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worry about the number of factors in the denominator, thus allowing denominators
to be products of N + 1 giving terms of the form
Mi
(1− tai)∏j 6=i(1− tsi,j ) .
Now in reality these terms have at worst simple poles at the µai \ ∪µsi,j , double
poles at the µsi,j \ {1} and poles of order n + 1 at 1. So there should be a way of
parsing each of these expressions as
∑
Ji
Ni,J
(1− tai)∏j∈Ji(1− tsi,j )
as written in the conjecture. At the moment this further parsing is beyond us,
although we have examples in which it works.
If however we no longer worry about the number of factors in the denominators,
we do get some results.
First, we note the following lemma:
Lemma 3.4.6. Let P be as in the above conjecture. Fix i, j such that s = si,j > 1.
Then we can find Mi,j , Ni,j as in the above result such that
P −
(
Mi,j
(1− t)n−1(1− tsi,j )2 +
Ni,j
(1− t)n(1− tsi,j )
)
has no poles at µs \ {1}.
Proof. We proceed similarly to the isolated case. Let
A =
∏
l 6=i,j
1− tal
1− t
L =
1− tai
1− ts ·
1− taj
1− ts
F =
(
1− ts
1− t
)2
;
then by construction A and L are coprime to F . Now let
Bi,j ≡ N
(1− t)d · InvMod(AL,F ) mod F
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so that
Bi,j
(1− ts)2(1− t)n−1 =
(1− t)dAFBi,j∏m
l=0(1− tal)
and
(1− t)dAFBi,j ≡ N mod F.
Thus
P − Bi,j
(1− ts)2(1− t)n−1 =
N − (1− t)dAFBi,j∏m
l=0(1− tal)
which has no poles at µs \ {1} because F divides the numerator.
Moreover as before we can choose Bi,j such that it is symmetric and centred at
k+n+1+2s
2 . Now reduce Bi,j further mod
1−ts
1−t from both ends so write
Bi,j = Mi,j +Ni,j
1− ts
1− t ;
then Mi,j , Ni,j are supported precisely on the intervals claimed in the conjecture,
which completes the proof.
Using this lemma, if we allow ourselves to have potentially larger denomina-
tor, we get the following theorem.
Theorem 3.4.7. Let P be as in the statement of the main conjecture. Then there
is a partial fraction decomposition
P =
I
(1− t)m+1 +
∑
i
Ni
(1− tai)∏j 6=i(1− tsi,j )
+
∑
i,j:si,j>1
Mi,j
(1− t)n−1(1− tsi,j )2 +
Ni,j
(1− t)n(1− tsi,j ) ;
moreover, for each i let
hi = hcf
1− tai ,∏
j 6=i
(1− taj )
 = (1− t) ·∏
j 6=i
(
1− tsi,j
1− t
)
.
Each term is Gorenstein symmetric of degree k, each Ni,Mi,j , Ni,j is integral, and
moreover:
• Ni is supported on [⌊ c
2
⌋
+ deg hi,
⌊
c− 1
2
⌋
+ ai − 1
]
,
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a residue mod 1−t
ai
hi
;
• Mi,j is supported on[⌊ c
2
⌋
+
⌊
si,j − 1
2
⌋
+ 1,
⌊
c− 1
2
⌋
+
⌊si,j
2
⌋
+ si,j
]
;
• Ni,j is supported on [⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ si,j − 1
]
(both Mi,j , Ni,j are residues mod
1−tsi,j
1−t and thus intervals of length at most
si,j − 1).
Proof. We first apply the previous lemma successively for each i, j. After subtracting
off all of the
Mi,j
(1− t)n−1(1− tsi,j )2 +
Ni,j
(1− t)n(1− tsi,j )
we are left with an expression
P1 =
N1∏
(1− taj )
with only simply poles at each µai \
⋃
j 6=i µsi,j . If we now fix an ai and put
A =
∏
j 6=i
1− taj
1− tsi,j
h = hcf
1− tai ,∏
j 6=i
(1− taj )
 = (1− t) ·∏
j 6=i
(
1− tsi,j
1− t
)
F =
1− tr
1− t ,
then A,F are coprime by definition, so we can let
Ni ≡ N1 · InvMod(A,F ) mod F.
Now by construction
P1 − Ni
(1− tai)∏j 6=i(1− tsij ) = N1 −NiA∏mj=0(1− taj )
where the numerator is divisible by F . Thus what remains has no poles at µai \ {1}
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since we had already removed all the poles at all µsi,j .
As before we can choose the InvMod so that Ni is centred at the correct interval
(trimming from both sides to preserve symmetry). Doing this successively for each
i proves the theorem.
Let us now turn our attention to a general result in this case in slightly
different form, namely that instead of seeing the contribution of a 1s curve as a
term whose denominator has explicitly (1 − ts)2 as a factor, we see it as a sum of
contributions (1 − ts)(1 − tai) for all of the original ai of which s is a factor. We
start with the following lemma.
Lemma 3.4.8. Let all notation be as in the conjecture above. Let i, j be such that
r = si,j > 1. Then there is a symmetric, integral polynomial Bi,j calculated as a
residue mod 1−t
r
1−t such that
P − Bi,j
(1− t)n−1(1− tai)(1− taj )
has at worst simple poles at µr \ {1}.
Proof. As in the isolated case, set
A =
∏
l 6=i,j
(
1− tal
1− t
)
F =
1− tr
1− t .
Now put
Ni,j =
N
(1− t)d · InvMod(A,F )
and let
Bi,j ≡ Ni,j mod F.
Then by construction we have that
(1− t)dABi,j ≡ N mod F
and
Bi,j
(1− tai)(1− taj )(1− t)n−1 =
(1− t)dABi,j∏m
l=0(1− tal)
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so that
P − Bi,j
(1− tai)(1− taj )(1− t)n−1 =
N − (1− t)dABi,j∏m
l=0(1− tal)
;
the numerator is divisible by F (equivalently vanishes at all  ∈ µr \ {1}) whereas
the denominator has a zero of order (at most) 2 at these, so that
P − Bi,j
(1− tai)(1− taj )(1− t)n−1
has a pole of order at most 1 on µr \ {1}, as claimed.
In exactly the same way as before, by choosing a suitable interval for InvMod
we can assume Bi,j is supported on an interval centred at
k+n+ai+aj
2 so that
Bi,j
(1− tai)(1− taj )(1− t)n−1
is Gorenstein symmetric of degree k.
Using this lemma, we are able to prove the following main theorem.
Theorem 3.4.9. Let a0, . . . , am ∈ N; for each i, j set hcf(ai, aj) = si,j. Suppose all
the si,j are pairwise coprime. Let
P (t) =
N(t)∏
i(1− tai)
be Gorenstein symmetric of degree k. Then there is a partial fraction decomposition
P =
I
(1− t)n+1
+
m∑
i=0
 Bi
(1− tai)(1− t)n +
∑
j 6=i|si,j>1
Ni,j
(1− tai)(1− tsi,j )(1− t)n−1

where all the individual terms are Gorenstein symmetric of degree k, the Bi are
calculated as residues mod 1−t
ai
1−t and the Ni,j as residues mod
1−tsi,j
1−t (that is, the
“short support” requirement holds).
Proof. Fix ai. Similarly to before let
Ai =
∏
j 6=i
(
1− taj
1− tsi,j
)
Fi =
1− tai
1− t .
67
Now put
Mi ≡ N · InvMod(Ai, Fi) mod Fi.
Then exactly as before
Q− Mi
(1− tai)∏j 6=i(1− tsi,j ) = N −MiAi∏ml=0(1− tal) ;
the numerator is divisible by Fi and crucially (1 − t)d so that we can rewrite the
expression as
Ni
(1− t)∏j 6=i(1− taj ) ,
where we can assume Mi is symmetric and supported on the required interval, so
that Ni is now also symmetric. Doing this inductively for each i we obtain a first
parsing as follows: consider first
∑
i
Mi
(1− tai)∏j 6=i(1− tsi,j ) .
Subtracting this off P the only possible pole is at 1 at 1 and since (1 − t)d divides
each of the Mi this pole has order at most n+ 1, that is
P =
I1
(1− t)n+1 +
∑
i
Mi
(1− tai)∏j 6=i(1− tsi,j )
where all the terms are symmetric.
Fix i again and to lighten notation denote r = ai, M = Mi and for each j sj = si,j .
We are interested in further parsing the term
Q :=
M
(1− tr)∏j 6=i(1− tsj ) ,
where each sj divides r = q
∏
j sj and the sj are pairwise coprime. Recall that
(1 − t)d still divides M . Thus we can apply the previous lemma to this term: we
find
Mj ≡M · InvMod
∏
l 6=j
(
1− tsl
1− t
)
,
1− tsj
1− t

such that
Q− Mj
(1− tr)(1− tsj )(1− t)n−1
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has no double pole at µsj ; as usual Mj is symmetric and calculated as a residue
mod 1−t
sj
1−t . Doing this successively for each j what remains has only simple poles
at µr \ {1} and a pole of order at most n+ 1 (because all the other terms do) at 1.
Thus we have
Q =
B
(1− tr)(1− t)n +
∑
j
Mj
(1− tr)(1− tsj )(1− t)n−1
where B is symmetric since all the terms are. Reducing B mod 1−t
r
1−t we deduce
Q =
I2
(1− t)n+1 +
B
(1− tr)(1− t)n +
∑
j
Mj
(1− tr)(1− tsj )(1− t)n−1
where each term is integral, symmetric, of short support. Doing this for each ai in
term and then combining the terms with initial denominator proves the result.
Remark 3.4.10. Note that the terms
Mi
(1− tai)∏j 6=i(1− tsi,j )
in the first parsing may well have denominators with more than n + 1 factors. At
the moment there seems to be no way around this and no way of predicting which
si,j could occur.
Remark 3.4.11. The second parsing represents a slight departure from our conjec-
tured attempts to parse the series “geometrically”; in general there is no obvious
contribution from a 1s curve, since there need not be any term with denominator
featuring (1− ts) or (1− ts)2; rather there will be a number of terms with denom-
inators (1 − ts)(1 − tai)(1 − t)m−1 which we view as all contributing to the curve
rather than the individual dissidents points. The only contribution we attribute to
the dissident point is the one with denominator (1− tai)(1− t)n.
On the other hand the strategy used during the proof of this theorem is ob-
viously repeatable so that similar results must happen without restricting ourselves
to the case of at most pairs of the ai having common prime divisor. We discuss
possible generalisations further in Chapter 5.
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Chapter 4
The curve orbifold locus case
revisited
In this Chapter, we revisit the case of the curve orbifold locus of the previous
Chapter, focusing more on the geometric interpretations especially of the curve locus
contribution. We build on the work of [Zhou, 2011]. We restate the theorem from
the previous Chapter but offer further descriptions of the AC and BC terms. More
precisely we want to understand what fractional parts of the curve contributions
we need to assign to its dissident points to recover the Porb contributions for these
points from their Dedekind sums.
4.1 Main theorem and examples
Let us start by stating the theorem.
Theorem 4.1.1. Let (X,D) be a quasismooth, projectively Gorenstein polarised
orbifold of dimension n ≥ 3; we again denote its canonical weight by kX and its
coindex by c. Suppose X has orbifold strata
B = {points Q of type 1r (a1, . . . , an)} (not necessarily isolated)
B′ = {curves C of transverse type 1s (b1, . . . , bn−1) }.
Then its Hilbert series has the form
PX(t) = PI(t) +
∑
Q∈B
Porb(Q, kX) +
∑
C∈B′
(AC +BC) (4.1)
where the terms on the right are as follows:
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1. PI deals with the first b c2c plurigenera;
2. for each Q ∈ B we set si = hcf(ai, r), A =
∏
i
1−tai
1−tsi and F =
1−tr
h where
h = hcf (
∏
(1− tai), 1− tr) = (1− t)∏(1−tsi1−t ); then
Porb(Q, kX) =
InvMod(A,F, γ)
(1− tr)∏i(1− tsi) ,
where γ =
⌊
c
2
⌋
+ deg h so that the numerator is supported in[⌊ c
2
⌋
+ deg h,
⌊
c− 1
2
⌋
+ r − 1
]
;
3.
AC =
DC
(1− t)n−1(1− ts)2
where DC is integral, palindromic, supported on[⌊ c
2
⌋
+
⌊
s− 1
2
⌋
+ 1,
⌊
c− 1
2
⌋
+
⌊s
2
⌋
+ s− 1
]
i.e. on precisely the same interval as the numerator of
Porb(
1
s (b1, . . . , bn−1, kX + s)
1− ts ;
4.
BC =
NC
(1− t)n(1− ts)
where NC depends on the isotypical components of the normal bundle as mod-
ified by the dissident points, and is supported on the interval[⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ s− 1
]
.
The numerators NC , DC and InvMod(A,F, γ) are all integral and palindromic, so
that each individual term is Gorenstein symmetric of degree kX .
Notice that the existence of the partial fraction decomposition follows imme-
diately from the theorems of the previous chapter. What changes here is that we
make a start on giving geometric interpretations (and an alternative proof) for the
quantities AC , BC .
Remark 4.1.2. 1. The Porb contributions from dissident points contain terms
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with denominators (1− tsi)2(1− t)n−1 and (1− tsi)(1− t)n that seem native to
the curves of type 1si . This is because a dissident
1
r point on an orbicurve forces
its degree and isotypical components to become fractional (with denominator
divisible by r) which introduces fractional terms into our Hilbert series pars-
ing. Attributing these fractional terms to the dissident points is essentially the
same process as attributing a fractional part of the global growth contribution
to the orbifold points in the isolated case (in slogan form Porb = Pper + Pgro).
It allows us to keep our coefficients integral, but introduces a choice into our
Hilbert series parsing. For the curve orbifold locus, the choice we make may
seem logical, but in the higher dimensional cases this could be a stumbling
block.
2. Continuing with this reasoning, we see that the numerator DC is of the form
InvMod
(∏
i
(
1− tbi
1− t
)
,
1− ts
1− t ,
⌊ c
2
⌋
+
⌊
s− 1
2
⌋
+ 1
)
,
but we may modify some of its coefficients. This modification depends on the
degree of the curve, and any dissident points on it.
3. In fact, both terms corresponding to curve contributions depend not only on
properties of the curve, but also its dissident points, so curves of the same type
and same degree will usually give different contributions towards the Hilbert
series.
We note the following two special cases of curve contributions.
Proposition 4.1.3. 1. If C is a 12(1, . . . , 1) curve then BC = 0 and the mod-
ification done in AC is to multiply each term by the same integer (with the
notation as in the following sections, gC is an integer – this is because the bite
off terms are calculated mod 1 + t).
2. If C is a 1s curve without dissident points, then
AC = s · degC · Porb(C, kX + s)
1− ts ,
that is the modification is to multiply each term by s degC.
Let us now revisit the examples seen in the previous section with the above
theorem in mind.
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Example 4.1.4. Consider X13 ⊂ P(1, 1, 3, 3, 5) a Calabi-Yau 3-fold, with kX = 0,
c = 4 and first plurigenera P0 = 1, P1 = 2, P2 = 3 so that
PI =
1− 2t+ t2 − 2t3 + t4
(1− t)4 .
Recall the singularities are an orbipoint 15(1, 1, 3) and an orbicurve
1
3(1, 2) of degree
1
3 . The contribution from the orbipoint is
Porb(Pu, 0) =
t3 + t5
(1− t5)(1− t)3
whilst since the orbicurve has no dissident points, its AC contribution is modified
by 3 · 13 = 1 so is just
AC =
Porb(C, 3)
1− t3 =
−t4
(1− t3)2(1− t)2 .
The BC contribution has denominator (1− t3)(1− t)3 so that the short support as-
sumption together with Gorenstein symmetry shows that its numerator is supported
only at t3. An easy check then shows that
BC =
3t3
(1− t3)(1− t)3
and we recover
P =
1− t13
(1− t)2(1− t3)2(1− t5) = PI + Porb(Pu) +AC +BC .
Example 4.1.5. Consider now X13 ⊂ P(1, 1, 2, 3, 3, 4) a Fano 4-fold with kX = −1,
c = 4 and first plurigenera are P0 = 1, P1 = 2, P2 = 4 so that
PI =
1− 3t+ 4t2 − 3t3 + t4
(1− t)5 .
It has an orbipoint 14(1, 2, 3, 3) at Pv two orbicurves C1 of type
1
2(1, 1, 1) and degree
1
4 and C2 of type
1
3(1, 1, 2) and degree
1
3 . On this occasion the orbipoint is a dissident
point on C1, whilst C2 has no dissident points. The contribution from Pv is
Porb(Pv,−1) = −t
4
(1− t4)(1− t2)(1− t)2 .
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For the orbicurve C1, we know that BC1 = 0 whilst
AC1 = δC1 ·
Porb(C1, 1)
1− t2 = δC1 ·
−t3
(1− t2)2(1− t)3 ;
we calculate easily enough that δC1 = 1 (either by trial and error, or by a “bite off”
calculation as explained later – this can be done as all the terms have small degree).
For the orbicurve C2, there are no dissident points, so the AC2 contribution
remains unmodified again and is just
AC2 =
Porb(C2, 2)
1− t3 =
−t4
(1− t3)2(1− t)3 .
The BC2 contribution has denominator (1 − t3)(1 − t)4 so that again the short
support assumption together with Gorenstein symmetry shows that its numerator
is supported only at t3. An easy check then shows that
BC2 =
2t3
(1− t3)(1− t)3
and we recover
P =
1− t13
(1− t)2(1− t2)(1− t3)2(1− t4) = PI + Porb(Pv) +AC1 +AC2 +BC2 .
Example 4.1.6. Consider now X13 ⊂ P(1, 1, 2, 3, 6), a Calabi-Yau 3 fold with
P0 = 1, P1 = 2, P2 = 4 so
PI =
1− 2t+ 2t2 − 2t3 + t4
(1− t)4 .
X has an orbipoint 16(1, 2, 3) lying at the intersection of the two orbicurves C1 of
type 12(1, 1) and degree
1
6 and C2 of type
1
3(1, 2) and degree
1
6 . By the previous
calculations, we have
AC1 = δC1 ·
−t3
(1− t2)2(1− t)2
BC1 = 0
AC2 = δC2 ·
−t4
(1− t3)2(1− t)2
for suitable modification terms δCi . Again, BC2 has denominator (1− t3)(1− t)3 so
its numerator is supported in t3. In this case we calculate
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δC1 = δC2 = 0 either by “bite off” type calculations or by noticing in the partial
fraction decomposition that the contribution
Porb(Pu) =
t6
(1− t)6(1− t)(1− t2)(1− t3)
has taken care of all terms whose denominator have factor (1− t2)2 or (1− t3)2 in
the partial fraction decomposition of P . Thus we see that
BC2 =
1 · t3
(1− t3)(1− t)3
and again check that
P =
1− t13
(1− t)2(1− t2)(1− t3)(1− t6) = PI + Porb(Pu) +AC1 +AC2 +BC2 .
Remark 4.1.7. We will see later following [Zhou, 2011] that for a dissident point Q
of type 1r (a1, . . . , an) lying on an orbicurve of type
1
s where s = si = hcf(r, ai) for
some i the point“bites off”
s
r
InvMod
∏
j
1− taj
1− tsj ,
1− tr
hcf (
∏
(1− taj ), 1− tr) , γ
 ·∏
j 6=i
1− taj
1− tsj mod
1− ts
1− t
from the curve Porb contribution, where the inverse mod is supported on an interval
of length r−2 or r−1. Sometimes however it is easier to use our method of forcing all
the numerators to have short support, where finding the various terms only involves
solving a “crossword puzzle” by looking at partial fractions decompositions of the
terms involved.
Example 4.1.8. Let X85 ⊂ P(1, 1, 14, 17, 21, 32) be a hypersurface where the WPS
has coordinates x, y, z, t, u, v. X is a Fano 4-fold with plurigenera P0 = 1,
P1 = 2, P2 = 3 so that the initial term is
PI =
1− 3t+ 3t2 − 3t3 + t4
(1− t)5 .
The orbicurves are
C1 = P(14, 32)〈z,v〉 = 12(1, 1, 1)
C2 = P(14, 21)〈z,u〉 = 17(1, 3, 4)
of degrees 1224 ,
1
42 respectively.
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X has orbipoints
Pu =
1
21
(1, 11, 14, 17) ∈ C2,
Pv =
1
32
(1, 1, 14, 17) ∈ C1,
Pz =
1
14
(1, 3, 4, 7) ∈ C1 ∩ C2.
The point contributions give
Porb(Pz) =
−t11 + 2t12 − t13
(1− t14)(1− t)2(1− t2)(1− t7)
Porb(Pu) =
t9 − t12 + t13 + t17 − t18 + t21
(1− t21)(1− t)3(1− t7)
Porb(Pv) =
t5 + t9 + t13 + t17 − t18 + t19 + t23 + t27 + t31
(1− t32)(1− t)3(1− t2) .
The curve contributions from C1 are AC1 = δC1 · −t
3
(1−t2)2(1−t)3 and BC1 = 0. The
curve contributions from C2 are
AC2 =
δC2,1(t
6 + t10) + δC2,2(t
7 + t9) + δC2,3t
8
(1− t7)2(1− t)3
BC2 =
NC2,1(t
3 + t7) +NC2,2(t
4 + t6) +NC2,3t
5
(1− t7)(1− t)4
so that we have a total of 7 coefficients we need to calculate. We can do this by
looking at the partial fraction decompositions of P and the various terms involved,
or by doing the bite off calculations and then folding the extreme terms into the
correct support.
In this case the points Pz, Pv bite off
4
7 ,− 916 from C1 respectively, so that δC1 = 0.
For C2 we get that Pz bites off t
2 + 32 +t
−2 and Pu bites off −t2−2t− 73−2t−1−t−2
so that the Porb(C2) contribution is multiplied by gC2 = 2t
−1 + 1 + 2t to give
2t5 + 3t6 + t7 + 3t8 + t9 + 3t10 + 2t11
(1− t)3(1− t7)2
and then the normal bundle contribution is
2t3 + t4 − 2t5 + t6 + 2t7
(1− t)4(1− t7) .
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Folding the degree contribution into the shortest support attributes an additional
2t5 to the normal bundle contribution so that in the end we have
AC2 =
t6 − t7 + t8 − t9 + t10
(1− t7)2(1− t)3
BC2 =
2t3 + t4 + t6 + 2t7
(1− t7)(1− t)4 ,
i.e. δC1 = 0, δC2,1 = 1, δC2,2 = −1, δC2,,3 = 1, NC2,1 = 2, NC2,,2 = 1, NC2,,3 = 0.
Example 4.1.9. Consider now the Fano 4-fold X152 ⊂ P(2, 3, 5, 17, 50, 76) with
coordinates x, y, z, t, u, v. It has plurigenera P0 = 1, P1 = 0, P2 = 1 so that the
initial term is
PI =
1− 5t+ 11t2 − 5t3 + t4
(1− t)5 .
It has two isolated orbifold points Py =
1
3(1, 2, 2, 2) and Pt =
1
17(2, 3, 5, 8) contribut-
ing
−t3
(1− t3)(1− t)4
and
−t3 − t4 − t5 − 2t6 + t8 − 4t9 + 4t10 + sym · · · − t17
(1− t17)(1− t)4
towards the Hilbert series, respectively.
X also has a dissident point Pu =
1
50(3, 5, 17, 26) lying at the intersection
of the two orbicurves C1 = P(2, 50, 76)<x,u,v> ∩ X = 12(1, 1, 1) of degree 125 and
C2 = P(5, 50)<z,u> = 15(1, 2, 3) of degree
1
50 . In this case, BC1 = 0 (as C1 is a
1
2
curve). AC1 , AC2 are modifications of
−t3
(1− t2)2(1− t)3 ,
t5 − t6 + t7
(1− t5)2(1− t)3
respectively. The denominator of BC2 is (1 − t5)(1 − t)4 and its numerator is sup-
ported in [3, 4, 5] by the short support and Gorenstein symmetry properties. We thus
have 1,2,2 coefficients to find for AC1 , AC2 , BC2 respectively. As before we can find
these coefficients by trial and error, looking at the partial fraction decompositions
of P and
t3
(1− t2)2(1− t)3 ,
t5 + t7
(1− t5)2(1− t)3 ,
t6
(1− t5)2(1− t)3 ,
t3 + t5
(1− t5)(1− t)4 ,
t4
(1− t5)(1− t)4
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and obtaining the former as linear combinations of the latter, or by doing the bite
off calculations. After some work, we obtain
AC1 =
−3t3
(1− t2)2(1− t)3
AC2 =
6t5 − 3t6 + 6t7
(1− t5)2(1− t)3
BC2 =
−4t3 − t4 − 4t5
(1− t5)(1− t)4 .
In terms of bite-offs, Pu bites off −7325 from C1 so that δC1 = 3. For C2, Pu bites
off 3t−1 + 110 + 3t so that gC2 = −3t−1 − 3t. The original numerator of the degree
contribution for C2 is −3t4 + 3t5 − 6t6 + 3t7 − 3t8 so that the folding requires
attributing a further −3t4 to the normal bundle contribution which gives the result
as above.
The modifications to the Porb(C) contributions as well as the BC contribution
both depend on the topological properties of (X,C) (degree, normal bundle) which
aren’t a priori directly extractable from the numerical data (plurigenera, singularity
basket). Thus, unlike the isolated case, we cannot calculate a unique Hilbert series
candidate based only on the numerical model of a variety.
However, each modification and each BC contribution is given by only a few
typically small integers, and for each choice of such integers, the resulting series has
the right symmetry and poles (with given order). In other words, whilst we can’t
calculate the contributions AC and BC of a curve by its type, for each type of curve
we can draw up a list of potential AC , BC (this list is hypothetically infinite, so that
bounds on the modifications would be a useful result; at the moment we introduce
an arbitrary cut-off point), each giving a potential Hilbert series. Studying this
series in the same way as in the previous section we can then see whether any of
these are constructible.
Example 4.1.10. We look for Calabi-Yau 3-folds with two orbicurves C1, C2 of
type 12 ,
1
3 , intersecting at a dissident point P =
1
6(1, 2, 3). We calculate
Porb(P, 0) =
t6
(1− t)(1− t2)(1− t3)(1− t6)
AC1 = δC1 ·
−t3
(1− t2)2(1− t)2
AC2 = δC2 ·
−t4
(1− t3)2(1− t)2 .
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Moreover we have BC1 = 0 and by the short support assumption
BC2 = NC2 ·
t3
(1− t3)(1− t)3 .
The initial term depends on P1, P2 and each choice of P1, P2, δC1 , δC2 , NC2 (all inte-
gers) gives a potential Hilbert series.
Fix for now P1 = 1 and P2 = 2 so that
PI =
1− 3t+ 4t2 − 3t3 + t4
(1− t)4 .
The graded ring R has exactly one generator in degrees 1 and 2, and because of the
singularity assumption it must have also at least one generator of degree divisible
by 3, and another of degree divisible by 6. We therefore set
P = PI + Porb(P, 0) + δC1 ·
−t3
(1− t2)2(1− t)2
+ δC2 ·
−t3
(1− t2)2(1− t)2 +NC2 ·
t3
(1− t3)(1− t)3
Q = (1− t)(1− t2)(1− t3)(1− t6)P,
where we let δC1 , δc2 , NC2 run over a sequence of integers, to recover a series of
“Hilbert almost numerators”. We then get the following data:
• For δC1 = δC2 = NC2 = 0, Q = 1− t6 + t12 so that (1 + t6)(1− t18)Q = 1− t36.
This gives the Hilbert series of X36 ⊂ P(1, 2, 3, 12, 18) which has the given
singularities;
• For δC1 = 0, δC2 = 2, NC2 = 1, Q = 1+t3+t6+t9+t12 so that (1−t3)Q = 1−t15,
giving the Hilbert series of X15 ⊂ P(1, 2, 3, 3, 6);
• For δC1 = 0, δC2 = 4, NC2 = 2, Q = 1 + 2t3 + 3t6 + 2t9 + t12 so that
(1− t3)2Q = 1− 2t9 + t18, giving the Hilbert series of X9,9 ⊂ P(1, 2, 3, 3, 3, 6);
• For δC1 = 1, δC2 = 0, NC2 = 1, Q = 1 + t4 + t8 + t12 so that (1− t4)Q = 1− t16,
giving the Hilbert series of X16 ⊂ P(1, 2, 3, 4, 6).
In each of these examples we can check that the “bite off” calculations recover the
given δCi , NC2 . The output δC1 = 2, δC2 = 0, NC2 = 2 gives Q = 1+2t
4+t6+2t8+t12
so that (1− t4)2(1− t6)Q = 1− t8−2t10−2t12 + 2t14 + 2t16 + t18− t26, which gives a
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potential codimension 3 Pfaffian construction X8,10,10,12,12 ⊂ P(1, 2, 3, 4, 4, 6, 6). We
therefore look for a matrix of degrees
8 8 6 6
6 4 4
4 4
2
 .
Let x, y, z, t, u, v, s be the coordinates of weights 1, 2, 3, 4, 4, 6, 6 respectively. The
difficulties are caused by:
1. the line of singularities L = P(4, 4)〈t,u〉 cannot intersect X;
2. the line Λ = P(6, 6)〈v,s〉 must intersect X at one point, whilst the equations of
degree 12 will be quadratic along that line.
After a fair amount of work, we find for example
M =

u2 x8 v + z2 s
v t y2 + x4
u t+ x4
y
 .
Then Ps is a point of type
1
6(1, 2, 3) whilst the lines PsPz and PsPy are of type
1
3(1, 2) and
1
2(1, 1) respectively. Notice that:
• Pf5 |Λ = v2 so that Λ ∩X = Ps;
• Pf5 |L = u3 whilst Pf1 |L = t2 so that L ∩X = ∅ as required.
4.2 First parsing
We now turn our attention to the proof of the theorem, so from now on assume
(X,D) satisfies the hypotheses of the theorem. For simplicity we restate the inter-
mediate results proved in the previous section, before turning our attention to the
curve locus in more detail.
The first parsing was as follows:
Theorem 4.2.1. With (X,D) as in the theorem
PX(t) = I(t) +
∑
P∈B
Pper(P )(t) +
∑
C∈B′
Pper(C)(t)
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where
1.
I(t) =
AI(t)
(1− t)n+1
where AI is rational, of degree c is kX ≥ 0 or n otherwise;
2. for P of type 1r (a1, . . . , an) we have
Pper(P )(t) =
∑r−1
i=1 (σr−i − σ0)(P )ti
1− tr
with the σj defined as in section 2;
3. for a curve C of type 1s (b1, . . . bn−1) we have
Pper(C)(t) =
(
sts∆
(1− ts)2 +
t∆′
1− ts +
kX
2
· ∆
1− ts
)
degC+
n−1∑
j=1
∑s−1
i=0 δi,jt
i
1− ts
deg γj
2
where ∆ = ∆
(
1
s (b1, . . . , bn−1)
)
as in section 2, ∆′ = d∆dt , the γj are the Chern
roots of the normal bundle of C and
δi,j =
1
s
∑
∈µs\1
i(1 + −bj )
(1− −bj )∏l(1− −bl) = σs−i 1 + 
−bj
1− −bj .
Remark 4.2.2. As well as following from a resolution of singularities similar to those
in Buckley [2003] we could also get this theorem from the stack methods of Zhou
[2011].
4.3 Contributions from orbipoints
Recall the results for a point of type 1r (a1, . . . , an) not necessarily isolated, where
si = hcf(ai, r) for each i, and σi and ∆ are as in the previous section, and we have
put
A =
n∏
i=1
(1− tai)
h = hcf(A, 1− tr) =
∏
i
(
1− tsi
1− t
)
· (1− t)
F =
1− tr
h
.
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Proposition 4.3.1. With the notation as above let d = degF and γ be any integer.
Then ∏
(1− tsi) ·∆ ≡ InvMod
(∏(1− tai
1− tsi
)
, F, γ + 1
)
= InvMod
(
A∏
(1− tsi) , F, γ + 1
)
=
γ+d∑
j=γ+1
θjt
j
(4.2)
where the θj are integers calculated from Dedekind sums.
Proposition 4.3.2. With notation as above
Porb
(
1
r (a1, . . . , an)
)
=
∆
1− tr+
A(t)
(1− t)n+1 +
n∑
j=1
Qj(t)
(1− tsj )2(1− t)n−1 +
Rj(t)
(1− tsj )(1− t)n .
(4.3)
Moreover, A,Qj , Rj all have rational coefficients.
Proposition 4.3.3. Porb is Gorenstein symmetric of degree kX and with integral
numerator.
4.4 Contributions from orbicurves
We now look at the curve contributions more geometrically. Let C be an orbicurve
of type 1s (b1, . . . , bn−1). Recall that the contribution from orbicurves is
Pper(C)(t) =
(
sts∆
(1− ts)2 +
t∆′
1− ts −
kX
2
· ∆
1− ts
)
degC +
n−1∑
j=1
∑s−1
i=0 δi,jt
i
1− ts
deg γj
2
where ∆ = ∆
(
1
s (b1, . . . , bn)
)
and
δi,j = σs−i
1 + −bj
1− −bj .
By a similar reasoning as in the previous section we deal with the first term.
Proposition 4.4.1. Keeping our notation the same as before, we have
Porb(C, kX + s)
1− ts =
ts∆
(1− ts)2 +
GC
1− ts +
HC
(1− t)n+1
where the numerators GC and HC have rational coefficients.
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Proof. This follows from the same result in the isolated case. Working mod 1−t
s
1−t we
have
(1− tn)ts∆ ≡ ts InvMod
(∏(1− tbi
1− t
)
,
1− ts
1− t , γ
)
.
Now the ts factor just folds the InvMod into the correct interval of support for the
numerator of Porb(C, kX + s). Thus we get
Porb(C, kX + s)
1− ts −
ts∆
(1− ts)2 =
L
(1− ts)(1− t)n
for some L with rational coefficients, whence the result by splitting L into its con-
tribution with single poles at sth roots of unity, and possibly multiple poles at 1,
using entirely similar methods to those used in the previous Chapter.
Grouping together the first three terms in Pper(C) we have
Lemma 4.4.2.
Pper(C) =
N(t)
(1− t)n−1(1− ts)2 degC +
n−1∑
j=1
Nj(t)
(1− t)n(1− ts)
deg γj
2
+
IC(t)
(1− t)n+1
where
• N is palindromic (i.e. symmetric) with rational coefficients, supported on[⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ 2s− 2
]
;
• each Nj is integral, palindromic, supported on[⌊ c
2
⌋
+ 1,
⌊
c− 1
2
⌋
+ s− 1
]
;
• IC has rational coefficients.
Proof. First let
Cj =
s−1∑
i=0
δi,jt
i = ∆
1 + −bj
1− −bj .
Then notice that
Cj(1− tbj )
n−1∏
l=1
(1− tbl) ≡ 1 + tbj mod 1− t
s
1− t
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by evaluating both sides at all  ∈ µs \ 1 as before. Then as usual we can reduce
(1 − t)nCj mod 1−ts1−t and then move it to the correct support to get an Nj in the
correct support such that
Nj − (1− t)nCj = 1− t
s
1− t Aj
or equivalently
Nj
(1− t)n(1− ts) =
Cj
1− ts +
Aj
(1− t)n+1 .
Then moreover we have
Nj
(
1− tbj
1− t
) n−1∏
l=1
(
1− tbl
1− t
)
≡ 1 + tbj mod 1− t
s
1− t ;
thus
Nj ≡ (1 + tbj )
(
1− tajbj
1− tbj
)∏
l
(
1− talbl
1− tbl
)
mod
1− ts
1− t ,
where the aj were chosen such that ajbj ≡ 1 mod s. The right hand side is palin-
dromic and with integral coefficients, and this remains after taking residues and
moving to the correct support similarly to before.
Now focus our attention on the first three terms in the sum of Pper: putting them
over a common factor and regrouping terms together gives
∑s−1
i=0
(
i− kX2
)
σs−iti +
∑s−i
i=0
(
s− i+ kX2
)
σs−its+i
(1− ts)2 degC;
by writing
N(t) = (1− t)n−1
(
s−1∑
i=0
(
i− kX
2
)
σs−iti +
s−i∑
i=0
(
s− i+ kX
2
)
σs−its+i
)
and trimming N mod
(
1−ts
1−t
)2
then moving it to the right support we get and
N(t) ≡ N(t) supported on the right interval such that
N(t)
(1− t)n−1(1− ts)2 =
∑s−1
i=0
(
i− kX2
)
σs−iti +
∑s−i
i=0
(
s− i+ kX2
)
σs−its+i
(1− ts)2 +
A(t)
(1− t)n+1 .
Such an N has rational coefficients. It was proved to be rational by an explicit
calculation in Zhou [2011] pp 72-75.
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Combining this with proposition 4.4.1 we get
Proposition 4.4.3.
Pper(C) = s · degC · Porb(C, kX + s)
1− ts +
M
(1− t)n(1− ts) +
IC
(1− t)n+1 .
Moreover M has rational coefficients and M(1−t)n(1−ts) is Gorenstein symmetric of
degree kX .
Proof. Consider
N(t)
(1− t)n−1(1− ts)2 degC +
n−1∑
j=1
Nj(t)
(1− t)n(1− ts)
deg γj
2
− s degCPorb(C, kX + s)
1− ts ;
since each individual term is Gorenstein symmetric of degree kX then so is the total,
and using proposition 4.4.1 it has as poles at most a pole of order n+ 1 at 1 and a
simple pole at the other sth roots of unity (since the sdegC Porb(C,kX+s)1−ts term takes
care of the double pole at sth roots of unity). In other words we may write it as
M(t)
(1− t)n(1− ts) ;
writing M = M +
∑
Nj we get that
M
(1− t)n(1− ts) =
M
(1− t)n(1− ts) +
∑
j
Nj
(1− t)n(1− ts)
is again Gorenstein symmetric, whence the result.
The following proposition formalises the notion of a dissident point “biting
off” some part of the curve contribution.
Proposition 4.4.4. Suppose we have a point P of type 1r (a1, . . . , an) and put as
usual si = hcf(ai, r). Suppose si > 1 for some i so that P is a dissident point on a
1
si
curve C. Put
QP,C(t) ≡ si
r
InvMod
 n∏
j=1
1− taj
1− tsj ,
1− tr
hcf (
∏
(1− taj ), 1− tr) , γ
·∏
j 6=i
1− taj
1− tsj mod
1− ts
1− t ,
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such that QP,C is a Laurent polynomial centred at 0. Then
(1− t)(1− tr)
∏
j 6=i
(1− tsj )
(
Porb(P, kX)−QP,C(t)Porb(C, kX + si)
1− tsi
)
is a polynomial.
Proof. Suppose P lies on the intersection of curves Cj for j ∈ J . Notice that i ∈ J
with C = Ci by assumption. Put B,Bj for the numerators of Porb(P, kX),
Porb(Cj , kX + sj) for each j respectively, put as usual h = hcf (1− tr,
∏
(1− taj )),
F = 1−t
r
h and rewrite 4.3 from proposition 4.3.2 as
B = ∆ ·
∏
(1− tsi) + F ·
A · h2
(1− t)2 +
∑
j∈J
∏
l 6=j
(
1− tsl
1− t
)2(
Qj +Rj
1− tsj
1− t
) .
We can put Qj = QjBj because Bj is invertible mod
1−tsj
1−t and modify Qj mod
1−tsj
1−t as we want. Then an explicit calculation mod
1−tsi
1−t shows that Qi ≡ QP,Ci as
follows: reduce the above equation mod 1−t
si
1−t to get
B ≡ F
∏
l 6=i
(
1− tsl
1− t
)2
QiBi;
since Bi is the inverse of
∏
j 6=i
1−taj
1−t mod
1−tsi
1−t the above implies
Qi ≡ h
1− tr
∏
l 6=i
(
1− t
1− tsl
)2
B
∏
j 6=i
1− taj
1− t
≡ h
1− tr
∏
l 6=i
(
1− t
1− tsl
)
B
∏
j 6=i
1− taj
1− tsj ;
since h = (1− t)∏nl=1 1−tsl1−t we deduce that
Qi ≡ 1− t
si
1− t B
∏
j 6=i
1− taj
1− tsj
≡ 1
1 + tsi + · · ·+ tr − siB
∏
j 6=i
1− taj
1− tsj .
By evaluating at sith roots of unity, we see that
1
1 + tsi + · · ·+ tr − si ≡
si
r
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mod 1−t
si
1−t which implies that Qi ≡ QP,Ci as claimed. Since B,
∏
j 6=i
1−taj
1−tsj are both
symmetric we can get QCi,P symmetric centred at 0.
Now consider
R =
(
Porb(P, kX)−QP,Ci(t)
Porb(Ci, kX + si)
1− tsi
)
;
By proposition 4.3.2 and the above
R =
∆
1− tr +
A(t)
(1− t)n+1
+
∑
j∈J\{i}
(
Qj
(1− tsj )2(1− t)n−1 +
Rj
(1− tsj )(1− t)n
)
+
Ri
(1− tsi)(1− t)n .
Multiplying R by
(1− t)(1− tr)
∏
j 6=i
(1− tsj )
then kills all the poles of R looking at each term in the RHS of the above. This
proves the claim.
In other words, subtracting QP,C(t)
Porb(C,kX+si)
1−tsi kills the (1 − tsi) factor in
the denominator of Porb(P, kX), and this is exactly the contribution from the curve
C that P “bites off”, that is, for a point P which lies on the intersection of curves
Cj , j ∈ J of type 1sj respectively we have
Porb(P, kX) = Pper(P )+
IP
(1− t)n+1 +
∑
j∈J
QP,Cj ·
Porb(C, kX + sj)
1− tsj +
∑
j∈J
RCj (P )
(1− t)sj (1− t)n
(4.4)
for a suitable growth term IP , where RCj (P ) is the Rj of proposition 4.3.2. Moreover
Proposition 4.4.5. For a curve C of type 1s (b1, . . . , bn−1) with dissident points
Pj , j ∈ J we have that
gC := s · degC −
∑
j∈J
QC,Pj (t)
is a Laurent polynomial, supported in
[−b s2c, b s2c] with integer coefficients.
Proof. EachQC,Pj is supported in the required interval and symmetric. We will show
that all the non constant coefficients of QC,Pj are integers and then deal with the
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constant term. Fix for now P = Pi for some i and suppose P is of type
1
r (a1, . . . , an);
we know that there is an al such that hcf(al, r) = s and for simplicity and clarity
reorder so that l = i (to make it clear that this l is just dependent on i). Let B be
as in the proof of proposition 4.4.4, and sj = hcf(aj , r) so that sj > 1 for all j ∈ J
and si = s. Then mod
1−ts
1−t we have
QC,P ≡ s
r
B
∏
j 6=i
1− taj
1− tsj
where the product takes place over 1, . . . , iˆ, . . . , n (that is, not just over J); moreover
recall from the proof of proposition 3.3.5 that mod 1−t
r
h (where
h = hcf(
n∏
j=1
(1− taj ), 1− tr) = (1− t)
∏
j∈J
1− tsj
1− t )
we have
B ≡
n∏
j=1
1− tajbj
1− taj ,
where bj is chosen such that ajbj ≡ sj mod r. Therefore we can write
B =
n∏
j=1
1− tajbj
1− taj +R(t)
1− tr
h
.
Putting this into our formula for QC,P we obtain
QC,P ≡ s
r
n∏
j=1
1− tajbj
1− taj
∏
j 6=i
1− taj
1− tsj +
s
r
1− tr
h
∏
j 6=i
1− taj
1− tsj
≡ s
r
1− taibi
1− tai
∏
j 6=i
1− tajbj
1− tsj +
s
r
R(t)
1− tr
1− ts
∏
j 6=i
1− t
1− tsj
∏
j 6=i
1− taj
1− tsj .
Now for each j 6= i
1− tajbj
1− tsj =
1− tsj+qjr
1− tsj ≡ 1 mod
1− ts
1− t
by evaluating at sth roots of unity other than 1 (these are distinct from the sjth
roots of unity because hcf(s, sj) = 1, and these are also rth roots of unity because
s | r). Moreover
1− taibi
1− tai = 1 + t
ai + · · ·+ tai(bi−1) ≡ bi
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again by evaluating at sth roots of unity and using that s | ai. Thus the first part
of the above sum is simply congruent to bisr mod
1−ts
1−t .
For the second part, since each sj is coprime to s we let rj be such that sjrj ≡ 1
mod s. Now working mod 1−t
s
1−t we see that
1− tr
1− ts = 1 + t
s + · · ·+ ts( rs−1) ≡ r
s
and so the second part of the sum becomes
R(t)
∏
j 6=i
1− trjsj
1− tsj
∏
j 6=i
1− taj
1− tsj
which is a polynomial with integer coefficients. Thus QC,P is a Laurent polynomial,
centred at 0, with all non constant coefficients integers, and with constant coefficient
bs
r +m for some integer m.
To prove the theorem, it therefore remains to show that
s degC −
∑
j∈J
bjs
rj
is an integer, where we are assuming Pj is of type
1
rj
(aj,1, . . . , aj,n) and for each j
we have a (unique) lj such that hcf(aj,lj , rj) = s and bj chosen such that aj,ljbj ≡ s
mod rj . We reproduce the reasoning used in [Zhou, 2011] for completion.
Because the problem restricts itself to one on the curve, we may assume without
loss of generality that C ⊂ P(a0, . . . , am) where s | ai for all i; in this case each
dissident point can be viewed simply as an orbipoint of type 1aj (aj,lj ). We need to
prove that
s degC −
m∑
j=0
bjs
aj
is an integer, where bj was chosen such that aj,ljbj ≡ s mod rj . Notice that if we
consider the corresponding curve C ′ ⊂ P(a0s , . . . ams ), then degC ′ = s degC and the
1
aj
(aj,lj ) dissident point on C reduces to a point of type
1
aj/s
(
aj,lj
s ) on C
′. Then by
[Zhou, 2011] section 3.3.1 we have that
χ(OC′(1)) = χ(OC′) + degC ′ +
∑
j
bj
aj/s
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where the sum runs over all orbipoints of type 1aj/s(
aj,lj
s ) and bj is such that
bj
aj,lj
s
≡ 1 mod aj
s
which implies in particular
bjaj,lj ≡ s mod aj .
Rearranging the above equation shows that
s degC −
m∑
j=0
bjs
aj
= χ(OC′(1))− χ(OC′)
which is an integer, as required.
By grouping various terms together we therefore have the following result.
Theorem 4.4.6. For a suitable growth term GC , we have
Pper(C) +
GC
(1− t)n+1 −
∑
j
QPj
Porb(C)
1− ts −
∑
j
RC(Pj)
(1− ts)(1− t)n = gC ·
Porb(C)
1− ts +BC,2
where BC2 =
NC,2
(1−t)n(1−ts) is such that NC,2 is integral, palindromic, of short support
making BC,2 Gorenstein symmetric of degree kX .
We still have to show that BC,2 is as claimed, but we leave this for the end
for now.
Consequently, by attributing the end terms of gC · Porb(C)1−ts to BC,2 we obtain
the following.
Corollary 4.4.7.
Pper(C) +
GC
(1− t)n+1 −
∑
j
QPj
Porb(C)
1− ts −
∑
j
RC(Pj)
(1− ts)(1− t)n = AC +BC
for AC and BC as in the theorem.
Again, the proof that BC is as claimed is still to do (it is equivalent to the
proof for BC,2).
However assuming this, summing over all orbicurves and orbipoints and
putting all the initial terms together, we obtain the following result
Corollary 4.4.8. With notation as in the theorem
P (t) = PJ(t) +
∑
P
Porb(P, kX) +
∑
C
(AC +BC)
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where Porb, AC , BC are all as claimed, and PJ =
J
(1−t)n+1 where J is a polynomial
with rational coefficients.
4.5 End of proof
As well as dealing with the BC term, it remains to prove that the initial term is
exactly of the required form, that is that J as given above is integral and palindromic
of the correct degree. This is done entirely analogously to the isolated case and
indeed gives the same formula for PI .
Let us now deal with the BC term. We have
Lemma 4.5.1. For each orbicurve C, the rational function BC,2 is Gorenstein
symmetric of degree kX .
Proof. Suppose that C has dissident points P1, . . . , Pl; with notation as in the pre-
vious section we have
BC,2 =
M
(1− ts)(1− t)n −
l∑
j=1
RC,Pj
(1− ts)(1− t)n
so that as M(1−ts)(1−t)n is Gorenstein symmetric of degree kX it is enough to show
the same thing for each
RC,Pj
(1−ts)(1−t)n .
Now fix an orbipoint P of type 1r (a1, . . . , an) and let si, h, etc be as before; suppose
P lies on the intersection of orbicurves Cj , j ∈ J . Again with notation as in the
previous section recall that
Porb(P, kX) = Pper(P )+
IP
(1− t)n+1 +
∑
j∈J
(
QCj ,PBj
(1− tsj )2(1− t)n−1 +
RCj ,P
(1− tsj )(1− t)n
)
.
We let
R(t)
(1− t)n+1−|J |∏j∈J(1− tsj ) =
∑
j∈J
RCj ,P
(1− tsj )(1− t)n ;
fixing i ∈ J and work mod 1−tsi1−t we have
R =
∑
j∈J
RCj ,P
∏
l∈J,l 6=j
1− tsl
1− t
≡ RCi,P
∏
l∈J,l 6=i
1− tsl
1− t .
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Thus still mod 1−t
si
1−t we have that
RCi,P ≡ R
∏
l∈J,l 6=i
1− tslrl,i
1− tsl
with rl,isl ≡ 1 mod si. Thus it is sufficient to show that R is symmetric. But this
follows from the fact that if we let
Pper(P ) +
IP
(1− t)n+1 =
N
(1− t)n+1F
(where F = 1−t
r
h ) we see that
N ≡ InvMod
(
n∏
i=1
1− tai
1− t , F
)
which shows that N
(1−t)n+1F is Gorenstein symmetric of degree kX , hence so is
Porb(P, kX)− N
(1− t)n+1F −
∑
j∈J
QCj ,PBj
(1− tsj )2(1− t)n−1 =
R(t)
(1− t)n+1−|J |∏j∈J(1− tsj ) .
This completes the proof.
We still need to prove that BC,2 has integral numerator. Recall that this is
equivalent to showing BC does.
Lemma 4.5.2. The numerator of BC has integer coefficients.
Proof. Suppose B′ consists of a collection of m curves of type 1s1 . . . 1sm . Recall the
si must be pairwise coprime. Consider the expression∑
C∈B′
BC =
B
(1− t)d∏(1− tsi)
where d = min(0, n + 1 −m) (so that the denominator has at least n + 1 factors).
This is a power series constructed as the difference of other power series, each with
integer coefficients, so that B must have integer coefficients. But we are now in the
isolated case, so that if C is of type 1si
BC ≡ B
(1− t)d · InvMod
∏
j 6=i
1− taj
1− t ,
1− tai
1− t

using lemma 3.2.5.
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We can now also prove the special case of the 12 curve.
Proposition 4.5.3. Suppose C is a curve of type 12(1, . . . , 1). Then BC = 0.
Proof. Using that n − 1 + kX ≡ 0 mod 2 we see that the coindex c is necessarily
even. But then
BC =
NC
(1− t2)(1− t)n
where the numerator NC is supported purely on
c
2 + 1; this cannot be Gorenstein
symmetric of degree kX so must be equal to 0.
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Chapter 5
Further problems and
generalisations
In this Chapter we look at issues arrising from the rest of our work, and offer
tentative solutions as to how these may be solved in time.
5.1 Understanding the curve orbifold locus more com-
pletely
We have a couple of issues with the theorem in the curve orbifold locus case as
stated in the previous Chapters:
1. there seems to be no way around the dichotomy that we either attribute to
a 1r dissident point a term with denominator (1 − tr)
∏
(1 − tsi) where the
point lies on the intersection of 1si curves (in which case we can view the curve
contributions as having denominators (1− tsi)2(1− t)n−1 or (1− tsi)(1− t)n),
or we have to attribute to the 1s curve a collection of terms with denominators
(1− ts)(1− tai)(1− t)n−1. There is no way of completely separating dissident
points from the curves on which they lie;
2. whilst in Chapter 4 we have an explicit formula for the Porb terms, and effec-
tively a formula for the AC contribution, we don’t have an explicit formula for
the normal bundle contribution BC (equivalently the terms Ni,j in Chapter
3).
We are however capable of understanding the “bite off” phenomenom in more detail.
The key lemma 3.4.6 provides a way to parse the dissident points Porb contributions
so that it is apparent what part is contributed by which orbicurve, namely:
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Proposition 5.1.1. Let P be a point of type 1r (a1, . . . an) where for each i hcf(r, ai) =
si ≥ 1, and all the si are pairwise coprime. That is, we can write r = q
∏
i si,
ai = risi where q is coprime to the si. Put k such that k +
∑
ai ≡ 0 mod r. Then
there is a partial fraction decomposition
Porb(P, k) =
N
(1− t)n(1− tr) +
∑
i
Ni
(1− t)n−1(1− tsi)(1− tr)
where each N,Ni are symmetric of short support, so that each term is Gorenstein
symmetric of degree k with integral numerator. Moreover each Ni is such that
Ni
(1− t)n−1(1− tsi) = gi · Porb
(
1
si
(a1, . . . , âi, . . . , an), k + r
)
with gi some symmetric Laurent polynomial centered about 0.
Example 5.1.2. Consider a point of type 1140(1, 4, 5, 7) which lies at the intersection
of curves of type 14(1, 5, 7),
1
5(1, 4, 7),
1
7(1, 4, 5). We have that
Porb
(
1
140(1, 4, 5, 7),−17
)
=
N
(1− t)4(1− t140) + g4 ·
Porb
(
1
4(1, 5, 7), 123
)
1− t140
+ g5 ·
Porb
(
1
5(1, 4, 7), 123
)
1− t140 + g7 ·
Porb
(
1
7(1, 4, 5), 123
)
1− t140
where
g4 = −34
g5 = 28t
−1 + 1 + 28t
g7 = 20t
−1 + 1 + 20t
and N(t) is some polynomial of degree 119.
An interesting observation is that if we consider a singularity of type 1140(i, 4, 5, 7)
for any i coprime to 140 then the gi don’t change (i plays no part in the construction
in the lemma).
As regards calculating the Ni,j contributions, we offer no conjecture for gen-
eral formulae, but note only that there appears to be a link between them if you
modify the numerator of the series, but leave the denominator in tact. Indeed,
consider the following example.
Example 5.1.3. Consider the Fano 3-fold X11 ⊂ P(1, 1, 2, 5, 5). Its orbifold locus
consists of a 12(1, 1, 1) point and a
1
5(1, 2) curve C. The Hilbert series contributions
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are given by
PI =
1 + t
(1− t)4
Porb
(
1
2(1, 1, 1),−3
)
=
−t
(1− t)3(1− t2)
AC =
−t3 − t6
(1− t)2(1− t5)2
BC =
−2t− t2 − t3 − 2t4
(1− t)3(1− t5)
so that in this case we have
NC = −2t− t2 − t3 − 2t4 =: NC,1.
Consider now the orbifolds X16, X21 ⊂ P(1, 1, 2, 5, 5). They too have a 15(1, 2) curve
of singularities and we get respectively
NC,2 = 2t
5
NC,3 = −3t6 − 2t7 − 2t8 − 3t9.
We look at the relations between the NC,i. All of these are residues and we proceed
mod 1−t
5
1−t . We see that
NC,1 − (t2 + t3) = −2t− 2t2 − 2t3 − 2t4
≡ 2t5 = NC,2.
Moreover
NC,2 − (t+ t4) ≡ NC,1 − (t+ t2 + t3 + t4)
= −3t− 2t2 − 2t3 − 3t4
≡ t5(−3t− 2t2 − 2t3 − 3t4) = NC,3
so that combining the two
NC,1 + 1 ≡ NC,3.
This pattern continues so that for X26 ⊂ P(1, 1, 2, 5, 5) we have
NC,4 = 3t
10,
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for X31 ⊂ P(1, 1, 2, 5, 5) we get
NC,5 = −4t11 − 3t12 − 3t13 − 4t14,
and so on.
Similar patterns emerge looking at other examples. Thus whilst we don’t as
of yet offer a general formula for the normal bundle contribution, we do think that
if we can calculate it for a specific series we should be able to deduce it for all series
with the same denominator.
5.2 Towards general results with arbitrary orbifold lo-
cus
The underlying philosophy of Ice cream functions is the following: traditionally we
have viewed Riemann-Roch theorems as of the form
χ(OX(D)) = RR(X,D) +
∑
P∈B
cP (D)
where B consists of the orbifold locus of X (points, curves, etc.) with
• RR(X,D) = (ch(OX(D)) · Td(TX))
• cP (D) a local contribution depending only on the local type of singularity
P = 1r along D; this contribution has strict r periodicity.
Whilst the above approach yields formulae and results in the case where dimX =
1, 2, 3 for higher dimensional cases it quickly becomes untractable because the en-
tities ch(OX(D)) and Td(TX) are not well understood, so that although there are
general statements (often using the language of stacks, such as in [Toen, 1999])
explicit computations often remain beyond us.
On the other hand, we should be able to generalise the results presented in the
previous Chapters to the higher dimensional orbifold locus case. The Hilbert series
should parse into an initial term (which deals with the first few plurigenera) and a
sum of orbifold contributions. Which form these orbifold contributions now take is
a continuation of the dichotomy introduced in Chapter 3.
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1. On the one hand our initial approach was that we wanted to explicitly see for
an orbifold locus 1r of dimension d a term with denominator in which (1− tr)d
appeared (times some factors (1−tri) where ri | d – the ri correspond to higher
dimensional loci on which the 1r singularity lies). Thus in particular the highest
dimensional orbifold locus has simply (1− tr)d(1− t)n+1−d as denominator. In
this case the obstruction is that too many ri may occur. Moreover the orbifold
locus seems on the face of it to contain some information native to the higher
dimensional loci on which it lies.
2. On the other hand our second approach was based on seeing the dimension of
the orbifold locus clearly (namely by the number of nontrivial factors appear-
ing in the denominator). In this case an orbifold locus 1r of dimension d has
as contribution terms with denominator (1− tr)(1− ts1) . . . (1− tsd)(1− t)n−d
where we have a string of divisors r | s1 | · · · | sd and sd = ai for one of
the original ai; these sj correspond to lower dimensional loci which lie on the
1
r singularity. In this case we don’t need more factors in the denominator,
because d ≤ n.
In both cases each numerator should be integral symmetric of short support, so
that each term Gorenstein is symmetric of degree kX . Crucially we retain the r
periodicity (even if it is now somewhat muddled) and the terms should all be easier
to calculate using computer algebra.
We summarise the overall idea in the following conjecture.
Conjecture 5.2.1. Let b0, . . . , bm ∈ N and N(t) be integral, palindromic such that
P (t) =
N(t)∏m
i=0(1− tbi)
is Gorenstein symmetric of degree k. Then there is a unique partial fraction decom-
position
P (t) =
∑
A
PA(t)
=
∑ NA∏
a∈A(1− ta)
(5.1)
where each A = {a0, . . . , an} consists of some main period ai = r and some divisors
aj | r, each al divides a corresponding bm (so in particular finitely many A occur).
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Each NA is integral, palindromic, of short support (this should mean that the
interval of support has length < degFA where FA =
1−tr
hcf(1−tr,∏a6=r(1−ta))) and is
centred at some kA2 so that each PA is Gorenstein symmetric of degree k.
Remark 5.2.2. Again, we refer to the denominator (1− t)n+1 as the initial denomi-
nator . We have that n = m− d where d is the order of the zero of the numerator
N at 1.
We give some simple illustrative examples of the conjecture.
Example 5.2.3. As a simple example of a “surface singularity”, let
P =
1− t13
(1− t)3(1− t2)(1− t4)(1− t6)
which is Gorenstein symmetric of degree 2 in “dimension” 4. In this case we have
a “surface” singularity of type 12 with “dissident points”
1
4 and
1
6 . We expect to see
as denominators therefore [1, 1, 1, 1, 1], [1, 1, 2, 2, 4], [1, 1, 2, 2, 6], [1, 1, 2, 2, 2],
[1, 1, 1, 2, 2], [1, 1, 1, 1, 2]. In correspondence with the “curve” singularity case we find
that there can be no term with denominator (1 − t2)2(1 − t)3 and we find that we
can parse
P =
1− 2t− 2t2 + t3
(1− t)5
+
t4
(1− t4)(1− t)2(1− t2)2 +
t4 + 0 · t5 + t6
(1− t6)(1− t)2(1− t2)2
+
t3
(1− t2)3(1− t)2 +
4t2
(1− t2)(1− t)4 .
The existence of the partial fraction decompositions is not in doubt: it follows
from separating the rational function into sums based on its poles. What is less
obvious is the symmetry and integrality of the corresponding numerator for the
ones which we are interested in. In practice we have proven this in a few cases
by taking an appropriate residue of the numerator and noticing it is essentially an
Inverse Mod type function possibly times some clearly symmetric functions.
Whilst we expect precise formulae for the PA to be quite involved (if we can find
explicit formulae at all), working out the interval of support is in practice not too
hard, so that for any given example the problem reduces to essentially working out
a number of integers which is a priori doable at least by computers. An overall but
at the moment distant goal could therefore be to write an algorithm which will work
out the parsing for any given series of this form.
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Which factors appear non-trivially in the sum in 5.1 depends to some extent on
the relations between the bi and the terms in N(t). It may be that this reduces to
a combinatorial problem, and it would be interesting to see how our work relates to
work done on the combinatorics of Hilbert series.
In the first scenario, the strategy is to first remove the maximal poles and then
induct, whilst in the second we start first by parsing the series into point contri-
butions and then induct from there. We discuss the second scenario in a bit more
detail. In this case, the result is:
Theorem 5.2.4. Let a0, . . . , am ∈ N and N(t) be integral, palindromic such that
P (t) =
N(t)∏m
i=0(1− tai)
is Gorenstein symmetric of degree k.
For each i we denote by Ii = {i1, . . . , in} an ordered permutation of {0, . . . , î, . . . , n}
and we consider all such permutations. For each such I we let
si,I,k = hcf(ai, ai1 , . . . , aik)
and denote si,I,0 = ai; let ki,I be the largest k such that si,I,k > 1, with the convention
that ki = 0 if si,I,1 = 1.
Then there is a partial fraction decomposition
P =
I
(1− t)m+1 +
∑
i,Ii
Ni,I
(1− tai)∏k∈Ii(1− tsi,I,k)
where the numerators Ni,Ii are all integral, symmetric (so that each individual term
is Gorenstein symmetric of degree k) and a residue mod 1−t
si,I,ki
1−t .
Remark 5.2.5. The set-up of the notation is a bit cumbersome. The point is that
each individual term is of the form
NB∏
b∈B(1− tb)
where each B = {b0, . . . , bn} contributes towards an orbifold locus of dimension d
say. In this case we have b0 = s and a string of divisors s | b1 | · · · | bd where bd = ai
(one of the original ai) and bd+1 = · · · = bn = 1. It is crucial to understand that we
are viewing this as a contribution to the 1s singularity (of dimension d) and not as a
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contribution to the point 1ai (the contribution to this point is the unique term with
denominator (1− tai)(1− t)n).
The proof is an inductive argument. We first parse P into
I
(1− t)m+1 +
m∑
i=0
Ni
(1− tai)∏j 6=i(1− tsi,j )
where si,j = hcf(ai, aj). Then for each term
Qi =
Ni
(1− tai)∏j 6=i(1− tsi,j )
we can proceed inductively. The key is that the si,j share fewer common factors
than the original ai so we can use induction on these collections.
Let us illustrate this process in the case where no more than three of the ai share a
common factor (this corresponds geometrically to the case of surface orbifold locus,
although as we have discussed we are now fairly far removed from the geometrical
situation). The first step is to prove the equivalent of Lemma 3.4.6; in this case
then our original parsing gives us the Hilbert series as a sum of an initial term and
terms of the form
Q =
N
(1− tr)∏mi=1(1− tsi)
for some main period r (one of the original ai) and divisors si of r. We then get a
further parsing
Q =
m∑
i=1
Mi
(1− tr)(1− tsi)(1− tsi,j )
and using the lemma and the curve case this eventually becomes
Q =
∑
i,j
Ni,j
(1− tr)(1− tai)(1− tsi,j )(1− t)m−2
+
∑
i
Ni
(1− tr)(1− tai)(1− t)m−1
+
R
(1− tr)(1− t)m ;
after subtracting an initial term we may assumed that Ni,j is a residue mod
1−tsi,j
1−t ,
Ni mod
1−tsi
1−t and R mod
1−tr
1−t , with all terms symmetric and integral.
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5.3 General formulae without the symmetric assump-
tion
This final section discusses potential generalisations to rational functions where we
omit the symmetric assumption. A main motivation for this is the construction of
polarised varieties which are Cohen-Macaulay but not projectively Gorenstein (that
is, the corresponding graded ring is not assumed to be Gorenstein). We believe that
a similar partial fraction decomposition exists, but the issue is we have no natural
interval of support for the numerators anymore (it is easy enough to see why we can
find all the “orbifold” numerators of short support and integral, but which precise
interval is not clear). Thus when we get to the initial term, we have no guarantee
that the numerator is of sensible length (it is integral since it is the difference of
power series with integer coefficients).
Example 5.3.1. Let
P =
1− t6 − t7 − t8 + t13 + t15
(1− t3)(1− t5)(1− t7) ;
Experimenting about shows that we can write P as
P =
2− t
(1− t)2 −
t
(1− t) ∗ (1− t3)
+
2t3 − t2 + t
(1− t)(1− t5)
− 1 + 2t+ 2t
3 + t4 + 3t6
(1− t)(1− t7) .
Remark 5.3.2. Notice that whilst the terms are no longer symmetric, the numerators
remain integral and of short support. However they no longer are supported in the
same interval they would be if the terms were symmetric (we have gone from terms
of “degree” 0 to “degree” −1 or −2). It is this difficulty in defining an interval of
support which proves to be a major obstacle to obtaining a general formula.
On the other hand if we work purely naively, then we should be able to get
at least an existence result. Consider for example the isolated case, i.e. let
P =
N∏m
i=0(1− tai)
where the ai are pairwise coprime positive integers. Exactly as in the Gorenstein
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case assume N has a zero of order d at 1, let n = m− d and put
Ai =
∏
j 6=i
(
1− taj
1− t
)
Fi =
1− tai
1− t .
Now put
Ni =
N
(1− t)d · InvMod(Ai, Fi)
and let
Bi ≡ Ni mod Fi.
Then exactly as in the Gorenstein case
P − Bi
(1− tai)(1− t)n
has no poles at µai \ {1}. Doing this successively we are left with
P −
∑
i
Bi
(1− tai)(1− t)n =
I
(1− t)n+1 .
As before the Bi can be chosen of short support, a residue mod
1−tai
1−t . The difference
is that there is no obvious choice of support, so we may as well choose as support
for example [0, 1, . . . , ai − 1]. The issue is now because of this we have no control
over the support (and in particular the length of the support) of I. In practice we
expect I to quickly get out of hand (remember from a constructing point of view,
we need I to recover P ; if I depends potentially on a very large number of integers
this makes the problem significantly harder).
It could be that there are intervals of support that we can choose so that we
can find intervals for the Ni giving an analogue of the statement that I deals with
the first few plurigenera (that is P and I
(1−t)n+1 should coincide as power series for
the first few terms), but at the moment we do not know.
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Appendix A
MAGMA code and functions
In this appendix we write down for completion the various MAGMA functions we
have used in the course of our calculations. For more information see All the calcu-
lations we run include as preamble
Q:=Rationals();
R<t>:=PolynomialRing(Q);
K:=FieldOfFractions(R);
S<s>:=PowerSeriesRing(Q,50);
The following is a useful shortcut to return a denominator
∏
(1− tai) given as input
a string L of the ai.
function Denom(L)
return &*[1-t^i : i in L];
end function;
To calculate the initial numerator given the first
⌊
c
2
⌋
plurigenera (encoded in the
string L), the canonical weight k and the dimension n:
function initial(L,k,n)
f := &+[L[i]*t^(i-1): i in [1..#L]];
pp := R!(f*(1-t)^(n+1));
c := k+n+1;
if IsEven(c) eq true then
return (&+[Coefficient(pp,i)*(t^i+t^(c-i)) : i in [0..c d
iv 2-1]]+
Coefficient(pp,c div 2)*t^(Floor(c/2)))/(1-t)^(n+1);
else
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return &+[Coefficient(pp,i)*(t^i+t^(c-i)) : i in [0..Flo
or(c/2)]]
/(1-t)^(n+1);
end if;
end function;
To calculate Porb of some (not necessarily isolated) orbifold locus
1
r (a1, . . . , an) (the
ais are encoded in the string L) with canonical weight k:
function Porb(r,LL,k)
L := [Integers() | i : i in LL]; // this allows empty list
if (k + &+L) mod r ne 0
then error "Error: Canonical weight not compatible";
end if;
n := #L;
S := [GCD(a,r) : a in L];
D := (1-t^r) * &*[1-t^s : s in S]; // Denom
A := &*[(1-t^(L[i])) div (1-t^(S[i])) : i in [1..n]];
F := (1-t^r) div GCD(1-t^r, &*[1-t^s: s in S]);
dF := Degree(F);
shift0 := Ceiling((k + 1 + &+[s : s in S] + r - dF)/2);
de := Maximum(0,Ceiling(-shift0/r));
shift := shift0+de*r;
G, al, be := XGCD(t^shift*A, F);
return t^shift*al/(D*t^(de*r));
end function;
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