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For systems that can be modeled as a single-particle lattice extended along a privileged direction as, e.g.,
quantum wires, the so-called eigenvalue method provides full information about the propagating and evanescent
modes as a function of energy. This complex-band structure method can be applied either to lattices consisting
of an infinite succession of interconnected layers described by the same local Hamiltonian or to superlattices:
Systems in which the spatial periodicity involves more than one layer. Here, for time-dependent systems subject
to a periodic driving, we present an adapted version of the superlattice scheme capable of obtaining the Floquet
states and the Floquet quasienergy spectrum. Within this scheme the time periodicity is treated as existing along
spatial dimension added to the original system. The solutions at a single energy for the enlarged artificial system
provide the solutions of the original Floquet problem. The method is suited for arbitrary periodic excitations in-
cluding strong and anharmonic drivings. We illustrate the capabilities of the methods for both time-independent
and time-dependent systems by discussing: (a) topological superconductors in multimode quantum wires with
spin-orbit interaction and (b) microwave driven quantum dot in contact with a topological superconductor.
PACS numbers: 71.15.-m, 73.21.Hb, 85.35.Be, 74.78.Na, 71.70.Ej, 05.30.Rt
I. INTRODUCTION
Systems and devices in which a privileged spatial direc-
tion exists are ubiquitous in nature. Translation invariance
or periodicity along a given direction is common to many
quantum-coherent systems with potential applications in elec-
tronics, spintronics and quantum science as, e.g., quantum
wires, graphene nanoribbons, nanotubes and molecules. The
single-particle description of the carriers in these Bloch sys-
tems has been successful to explain and predict measurements
in a great deal of experiments in which interaction effects are
not significant.1 Besides, a substantial amount of research has
been devoted to the study of the time evolution of quantum
systems subject to periodical drivings (Floquet systems).2 In-
terestingly, such systems have been recently shown to be po-
tential platforms for topological physics.3–10
In Floquet systems, the energy E is not conserved. How-
ever, solutions of the driven Schroedinger equation can still
be classified by resorting to the concept of quasienergy. At
a given time t0, a solution with quasienergy ε reads |φε(t0)〉.
After a time equal to the driving period, T , such state looks
the same up to a phase factor given by the quasienergy:
exp(−iεT/~) |φε(t0)〉. Here, we present a scheme to find the
Floquet states and quasienergies which is based on the eigen-
value method [usually applied to calculate the bands of time-
independent translationally invariant and periodic lattice sys-
tems (Bloch systems)].11–14 The method was recently applied
in Ref.15 to the study of Floquet topological transitions. To
this aim, the time axis is regarded as an effective spatial di-
mension which is discretized generating a lattice. For d-
dimensional systems, the extended lattice is d+1-dimensional
with a periodicity along the additional dimension. At this
point, the system is solved by assuming that it is subject to
a particular Schroedinger equation governing the dynamics
along an artificial time, t˜. In this new parametrization, a con-
served artificial energy ˜E exists. However, only the ˜E = 0
solutions are physically meaningful for the original problem
as these have no dynamics along the artificial time.16 The
quasienergies of these Floquet solutions are extracted from
the pseudomomenta along the spatial dimension associated
with the physical time. We establish the conditions on the dis-
cretization time step for an accurate description of the Floquet
problem.
The paper is organized as follows. In Sec.II we review the
eigenvalue method for Bloch systems and introduce our Flo-
quet implementation. In Sec.III we provide some examples
on the production of Majorana fermions in topological super-
conductors based on quantum wires with spin-orbit coupling
(SOC).17 We start by studying static (i.e., time independent)
situations to obtain bands and the effective superconducting
gap. In gapped conditions we use the zero energy evanes-
cent states to compute the topological number by counting
the Majorana bound states existing at an end of the wire.18
This illustrates how one can identify the topological nature
of a gapped phase by applying the complex-band structure
method at a single energy value: For translational invariant
and periodic systems the present scheme provides an alterna-
tive to the scattering matrix approach.19 With this tools we
discuss how the spin-orbit coupling induces transverse-mode
mixing affecting the topological transition.18,20–22 Quantum
wires in experiments are multichannel devices subject to SOC
mixing23–26 which leads to extra gapless conditions with con-
sequences on the generation of Majorana fermions. Secondly,
we test the method on superlattice potentials by incorporat-
ing a periodic profile along the wire. We show that this intro-
duces new gapless conditions at which the topological number
changes. Thirdly, demonstrating our scheme to solve Floquet
systems, we consider a topological superconductor in con-
tact with a driven quantum dot in Coulomb blockade. As the
dot’s energy is periodically excited a critical frequency ex-
ists at which the condition for generating Floquet Majorana
fermions27–30 is less sensitive to the dot’s average energy. Fi-
2nally, in Sec.IV, we conclude and summarize the results.
II. ADAPTED SUPERLATTICE METHOD FOR SOLVING
FLOQUET SYSTEMS
A. Eigenvalue Method for time-independent systems
We start by considering a mesoscopic/nanoscopic system
built upon (or modeled by) a sequence of interconnected,
identical layers. The layer here plays a role similar to the unit
cell in crystals: A basic building block grouping a finite set of
sites from which the system is constructed. Each site in real
space may be represented by more than one site in the tight-
binding lattice when the spin and/or the electron/hole degrees
of freedom are relevant to the problem (for instance, a single
spin-1/2 site is represented by two effective sites in normal
system and by four effective sites in a superconducting one).
For a layer with N effective lattice sites, the Hamiltonian ˆH0 is
a N×N Hermitian matrix. A second ingredient required to de-
fine the full Hamiltonian ˆH is the hopping matrix connecting
first nearest-neighbor layers, ˆT0.
The problem reduces to the one of finding the eigenval-
ues E and eigenvectors |Ψ〉 in ˆH |Ψ〉 = E |Ψ〉 (the solu-
tion of the original time-dependent Schroedinger equation is
( ˆH − i~ ddt ) |Ψ(t)〉, is |Ψ(t)〉 = |Ψ〉 e−iEt/~). In the layer-block
matrix representation, the equation ˆH |Ψ〉 = E |Ψ〉 becomes
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, (1)
with Gi = (gi,1, gi,2, · · · , gi,N)T a N-dimensional vector repre-
senting the eigenstate |Ψ〉 within the layer i (in the basis in
which the matrix ˆH0 is written) and 0N the null N × N square
matrix.
For each layer i, Eq. (1) leads to the relation ˆT †0Gi−1 +
ˆT0Gi+1 = (E1lN − ˆH0)Gi with 1lN the N-dimensional identity
matrix. Notice that if the amplitudes of a solution with energy
E at two consecutive layers are known one can obtain the am-
plitude at the next layer through a transfer-matrix method:
¯Gi+1 =M(E) ¯Gi (2)
where ¯Gi ≡ (Gi,Gi−1)T and the transfer matrix, M(E), is the
2N × 2N matrix
M(E) ≡
(
ˆT−10
(
E1lN − ˆH0
)
− ˆT−10 ˆT †0
1lN 0N
)
. (3)
Furthermore, the different Gi are related by virtue of the
single-layer periodicity shown in Fig.1(a). This series of lay-
ers defines a direction, here denoted by x, along which the
system has discrete translation invariance leading to the con-
servation of a wavenumber, kx. Assuming the distance be-
tween layers is a0 then ˆH(x) = ˆH(x + a0) and Bloch theorem
…
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…
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FIG. 1. (a) Translation invariant single-layer periodical lattice sys-
tem: Each layer has N effective sites described by the N × N Hamil-
tonian ˆH0, while the N × N hopping matrix ˆT0 describes the hopping
between neighbor layers, which are separated by a distance a0. (b)
The eigenvalue method takes ˆH0 and ˆT0 as the input, once an en-
ergy value Ea is chosen it allows—provided ˆT−10 exists (see text)—
for the obtention of the allowed values of the wavevector kx and the
corresponding eigenstates. For energies in which all quantum chan-
nels are open there are N left-traveling and N right-traveling states.
In general, at other energies, some (or all) of the solutions become
evanescent: Im[kx] , 0. As sketched in the figure, at each simulated
energy Ea one finds solutions (points) which pertain to bands (lines)
and therefore, by sweeping Ea the underlying full dispersion relation,
E(kx), can be obtained.
can be applied. Since each layer (or unit cell) has N effective
sites, the solutions can be classified as
∣∣∣Ψn,kx〉 with energies
En(kx) and n = {1, 2, .., N}. The Bloch theorem states that
Ψn,kx(x) = eikx xψn,kx (x), (4)
with ψn,kx (x) = ψn,kx(x + a0). This implies that, in terms of the
Gi vectors, a solution for a given kx at a given band n must
fulfill
Gi = eikxa0Gi−1 = λGi−1, (5)
with λ ≡ eikxa0 .
The eigenvalue method is derived when combining the
Bloch theorem and Eq.(3), finding M(E) ¯Gi = λ ¯Gi.11–14 By
fixing the energy at a given value, Ea (see Fig.1(b)), we obtain
M(Ea) ¯G(l)i = λl ¯G(l)i , (6)
with l = 1, 2, .., 2N and ¯G(l)i an eigenvector of M(Ea) with
eigenvalue λl. By sweeping Ea within a range of interest, the
dispersion relations En(kx) are found. For traveling solutions,
it holds |λl| = 1 and the wavenumber is found from
kx =
1
a0
Argλl. (7)
In the general case there will be a nonzero number of M(Ea)
eigenvalues with |λl| , 1. These correspond to evanescent
solutions which have complex wavenumbers
kx =
1
a0
(
Argλl − i ln |λl|
)
. (8)
3In all cases the 2N-dimensional vector ¯G(l)i has N redundant
components as ¯G(l)i = (λlG(l)i−1,G(l)i−1)T by virtue of the Bloch
theorem in the form G(l)i = λlG
(l)
i−1.
The velocity, vl, of a given traveling solution can be inves-
tigated numerically by simulating two very close energies Ea
and Ea + ∆E in order to estimate the derivative ~−1∂En/∂kx:
The energy step must be sufficiently small to assure a small
change in the phase of λl and a large overlap between the
eigenvectors G(l)i at the two energies. A convenient alternative
is to use the velocity operator ˙ˆX = i[ ˆH, ˆX]/~: For a solution
|Ψ〉 the velocity is obtained as v =
〈
Ψ| ˙ˆX|Ψ
〉
, this quantity de-
pends on the amplitudes of |Ψ〉 at any two neighbor layers i
and i + 1.31 For each traveling solution the latter amplitudes
can be readily obtained from G(l)i and λl; the velocity of the
state is given by
~vl = ia0
[
λl
(
G(l)i
)†
ˆT0G(l)i − λ∗l
(
G(l)i
)†
ˆT †0G
(l)
i
]
= −2a0Im
{
λl
(
G(l)i
)†
ˆT0G(l)i
}
. (9)
4 0 4
0
20
5 0 5
0
20
R
e[ k
x]
xyso kH DV=
yx kDV
4 0 4
0
20
5 0 5
0
20
(b) (c)
(d) (e)
xy kDV =so
H
yx kDV
xy kDV =
soH
E
Dvv /
E/
E α
E/
E α
kk x /]Re[ D
xB x(a) yW
multi-channel quantum wire
Im[k x]0
FIG. 2. (color online) Complex band structure, dispersion relations
and velocities of the traveling states as obtained with the method for
the case of a multichannel quantum wire described in Sec.III A. (a)
The sketch shows the sample subject to an inplane magnetic field
Bx; the longitudinal SOC term, α‖, is fixed at a nonzero value (not
shown) and we use as reference energy Eα ≡ α2‖m∗/2~2 = ~2k2α/2m∗,
reference momentum kα =α‖m∗/~2 and reference velocity vα =α‖/~.
Parameters are: Zeeman energy EZ ≡ gµBBx/2 = 0.4Eα, sample
width W is related to the SOC-length as Lα = 2πk−1α = 2021πW ≈ 3W(i.e., the n-transverse mode energy at zero field for kx = 0 is En ≈
9
4 Eαn
2+Eαα2⊥/α2‖ ). The 3D plot shows a typical complex band struc-
ture: evenescent states (pink line) have nonzero Im[kx], the relation
dispersion (black line) is contained in the plane Re[kx]−E. From the
full complex band structure we group the traveling states in bands to
obtain the dispersion relations for α⊥ = 0 [in (b)] and for α⊥ =α‖ [in
(d)], E1 has been subtracted to align E = 0 with the kx = 0 degener-
acy point of the first transverse mode when Bx=0. The perpendicular
component of the SOC in the Hamiltonian, α⊥kyσx, generates mixing
between transverse modes with different spin and parity. The veloc-
ity v is computed for each energy E traveling state and plotted in
panels (c) and (e): the effect of nonzero α⊥ in (e) is clearly observed.
Notice that
(
G(l)i
)†
ˆT0G(l)i is a complex number, which results
from the summation
∑N
r=1
∑N
s=1
(
g(l)i,r
)∗ [
ˆT0
]
r,s
g(l)i,s.
In Fig.2 we present some typical results obtained with this
method for the case of a quantum wire. Figure 2(a) shows
a full complex band structure. Figure 2(b) shows the disper-
sion relations: E(kx) for the traveling solutions. And Fig.2(c)
shows the velocities associated with the traveling eigenstates.
Details on ˆT0 and ˆH0 for this quantum wire, which is subject
to spin-orbit and Zeeman couplings, are given in Sec.III A.
Superlattices
In the case of superlattices, each block or unit cell involves
P > 1 layers: the set of P consecutive layers forms a super-
layer. Each layer i may have different number of effective
sites, Ni. The full Hamiltonian is given by the layer Hamilto-
nians { ˆHi|i = 1, 2, · · · , P} and by the hopping operators con-
necting neighboring layers. [Within a superlayer, these are
{ ˆT1,2, ˆT2,3, .., ˆTP−1,P}. An additional ˆTP,1 connects the last layer
of a superlayer with the first layer of the next superlayer]. No-
tice that the hopping operators ˆTi, j ( ˆT †i, j) are represented by
Ni ×N j (N j ×Ni) rectangular matrices. One would be tempted
to define a superlayer as a single layer with ˜N = ∑Pi=1 Ni effec-
tive sites in order to build a 2 ˜N-dimensional transfer matrix as
in Eq.(3). However, this cannot be done: The hopping ma-
trix between the extreme layers in two superlayers, ˆTP,1, is at
most max{N1, NP}-dimensional and, therefore, the associated
˜N-dimensional superlayer-hopping matrix that contains ˆTP,1 is
not invertible.
For arbitrary potentials inside a superlayer, the
Schroedinger equation ˆH |Ψ〉 = E |Ψ〉 would produce
different equations for each layer i = {1, 2, ..., P}:
ˆT †i−1,iGi−1 + ˆTi,i+1Gi+1 = (E1lNi − ˆHi)Gi. (10)
For illustration, in Fig.3 we sketch some superlattice exam-
ples. In the following, we discuss two alternative approaches
to calculate the dispersion relation in superlattices. The first
approach is based on the transfer matrix scheme, applicable
when all layers have the same dimension Ni [see Fig.3(a) and
(b)]. The second one can be applied to the general case [see
Fig.3(c)].
Consider the joint wavefunction amplitude of two neigh-
boring layers i− 1 and i, i.e., the Ni + Ni+1 dimensional vector
¯Gi ≡ (Gi,Gi−1)T . For identically dimensional layers (Ni = N),
the ¯Gi results 2N-dimensional. In this case, we can build
transfer matrices Mi(E) inside a superlayer as
Mi(E) ≡
(
ˆT−1i,i+1
(
E1lN − ˆHi
)
− ˆT−1i,i+1 ˆT †i−1,i
1lN 0N
)
(11)
such that ¯Gi+1 =Mi(E) ¯Gi [one must use ˆTP,1 to replace ˆTi−1,i
( ˆTi,i+1) for the case of i = 1 (i = P)]. For the superlattice Bloch
theorem also holds, as the periodic length is Pa0 we have that
¯GP+i = λ˜ ¯Gi with λ˜ ≡ eikxPa0 . Therefore the eigenvalue prob-
lem can be formulated as
¯GP+1 = M˜(E) ¯G1 = λ˜ ¯G1 (12)
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FIG. 3. Examples of superlattices: (a) Tight-binding model with
two inequivalent sites having sites energies E1 and E2 and connect-
ing hopping energies t and t′, this is trivially casted to a superlattice
with P = 2. (b) A zigzag graphene nanoribbon is also casted to
a superlattice with P = 2. (c) The scheme is valid for superlayers
containing layers with different dimensions, inequivalent sites and
vacancies (for simplicity the intralayer and interlayer hoppings ele-
ments are not shown). By choosing the i = 1 layer one having the
fewest number of effective sites the characteristic matrix dimension.
with
M˜(E) ≡ MP(E)MP−1(E) · · ·M2(E)M1(E). (13)
The corresponding dispersion relations can be obtained by
sweeping E in the range of interest and computing the eigen-
values of M˜(E), λ˜l. Notice that the eigenstate ¯G(l)1 only has
information about the amplitude of the solution at layers 0 and
1. Information on the eigenstate structure within a superlayer
can be obtained by propagating the solution layer by layer,
using the single-layer transfer matrices Mi(E). Additionally,
the velocity of a traveling solution |Ψl〉—the wavefunction as-
sociated with ¯G(l)1 —is given as
vl =
〈
Ψl| ˙ˆX|Ψl
〉
= −2a0~−1Im
{(
G(l)0
)†
ˆTP,1G(l)1
}
. (14)
In this first scheme, the transfer matrix M˜(E) links the
wavefunction amplitudes at layers P+ 1 and P to those at lay-
ers 1 and 0. The second scheme handles different layer dimen-
sions. It is based on a recursive procedure to extract layers out
from the superlayer, renormalizing the hopping matrices and
the Hamiltonian of the remaining layers. This is repeated P−1
times so that one single effective layer is eventually obtained.
The procedure starts from Eq.(10) for three neighboring lay-
ers, by discarding the central one: For layers i = 1, 2 and 3 we
obtain G2 as a function of G1 and G3 from the equation cor-
responding to i = 2. This is introduced into the equations for
i = 1 and i = 3. In the next iteration one adds the equation for
layer i = 4 to the updated equations for i = 1 and i = 3. Af-
ter q iterations, one finds the wavefunction amplitude at layer
1 linked to those at layer q + 2 (where the amplitudes cor-
responding to all intermediate layers have been iterated out):
ˆT †P,1G0 + ˆT
(q)
f Gq+2 = (E1lN1 − ˆH1
(q))G1, (15a)
ˆT (q)b G1 + ˆTq+2,q+3Gq+3 = (E1lNq+2 − ˆH(q)q+2)Gq+2 (15b)
Initially, at iteration q = 0 we have
ˆT (0)f = ˆT1,2 , ˆT
(0)
b =
ˆT †1,2 , ˆH
(0)
1 =
ˆH1 , ˆH(0)2 = ˆH2. (16)
The updating processes at iteration q are
ˆT (q−1)f
(
E1lNq+1 − ˆH(q−1)q+1
)−1
ˆTq+1,q+2 → ˆT (q)f (17a)
ˆT †q+1,q+2
(
E1lNq+1 − ˆH(q−1)q+1
)−1
ˆT (q−1)b → ˆT
(q)
b (17b)
ˆH(q−1)1 + ˆT
(q−1)
f
(
E1lNq+1 − ˆH(q−1)q+1
)−1
ˆT (q−1)b → ˆH
(q)
1 (17c)
ˆHq+2 + ˆT †q+1,q+2
(
E1lNq+1 − ˆH(q−1)q+1
)−1
ˆTq+1,q+2 → ˆH(q)q+2 , (17d)
which are valid for q < P−1. For the last iteration (q = P−1),
a special updating applies since simultaneous operations are
taking places at neighboring superlayers: updates of ˆH(P−1)P+1
and ˆH(P−1)1 must merge through the hopping matrix ˆTP,1 as:
ˆH(P−2)1 + ˆT
(P−2)
f
(
E1lNP − ˆH(P−2)P
)−1
ˆT (P−2)b
+ ˆT †P,1
(
E1lNP − ˆH(P−2)P
)−1
ˆTP,1 → ˆH(P−1)1 . (18)
The updates for ˆT (P−1)b and ˆT
(P−1)
f remain unaffected.
At the end of the procedure, each superlayer is represented
by a single layer of dimension N1. [As an example, in
Fig.3(c), layer 1 is chosen to be the one with the least amount
of effective sites.] The distance between effective layers be-
longing to neighboring superlayers is Pa0, so that λ˜ = eikxPa0 .
With the help of Eq.(3), the eigenvalue method can be then
formulated as(
GP+1
G1
)
=M(E)
(
G1
G1−P
)
= λ˜
(
G1
G1−P
)
, (19)
after identifying ˆH0 ↔ ˆH(P−2)1 , ˆT0 ↔ ˆT (P−2)f and ˆT †0 ↔ ˆT (P−2)b .
The superlattice problem is in this way casted to a single-layer
periodic system. However, it is not strictly equivalent to it
since for each energy E it leads to a different set of operators
ˆH0, ˆT0 and ˆT †0 . This scheme is well suited for finding the
dispersion relation and the wavefunction amplitude at single
layers (here layers i = 1 + nP). The velocity of a traveling
solution is obtained from the eigenvectors exactly as in Eq.(9)
by replacing a0 with Pa0.
B. Extension to Floquet Systems
In this section we present a method that allows for the direct
application of the calculation scheme of Sec.II A to solve Flo-
quet problems. To distinguish the present method from cus-
tomary approaches we start by revisiting the basic concepts
5of Floquet theory. Given a time-dependent periodic quantum
system, the goal to solve the Schroedinger equation(
ˆH(t) − i~ ddt
)
|Ψa(t)〉 = 0, (20)
where ˆH(t)= ˆH(t + T ) (with T = 2π
ω
the driving period) and the
subindex a labels the quantum numbers of the different solu-
tions. The Floquet theorem states that the solutions for a peri-
odically driven system can be classified by the quasienergy εa
as
|Ψa(t)〉 = e− i~ εat
∣∣∣φTa (t)〉 , (21)
where
∣∣∣φTa (t)〉 = ∣∣∣φTa (t+T )〉 are the quasienergy states (QESs).
Clearly, see Eq.(4), the quasienergy plays (in time) a role sim-
ilar to the one played (in space) by the wavenumber kx in spa-
tially periodic systems to which Bloch theorem applies.
In order to obtain the Floquet solutions one substitutes
Eq.(21) into the Schroedinger equation (20) to obtain(
ˆH(t) − i~ ddt
) ∣∣∣φTa (t)〉 = εa ∣∣∣φTa (t)〉 . (22)
Therefore, obtaining the full Floquet spectrum involves find-
ing the set of solutions generated from the existing eigenval-
ues of the operator HF ≡
(
ˆH(t) − i~ ddt
)
, provided the latter is
restricted to have time-periodic eigenstates.32
Customary approaches make use of the Fourier representa-
tion of the Hamiltonian and the Floquet QESs33
ˆH(t) =
∞∑
n=−∞
e−iωnt ˆH(n) ,
∣∣∣φTa (t)〉 = ∞∑
n=−∞
e−iωnt
∣∣∣φ(n)a 〉 . (23)
By substituting Eq.(23) into Eq. (22) one arrives to∑
m
(
ˆH(m) − n~ωδ0,m
) ∣∣∣φ(n−m)a 〉 = εa ∣∣∣φ(n)a 〉, a time-independent
infinite dimensional eigenvalue problem for εa and
∣∣∣φ(n)a 〉. Its
matrix representation reads

. . .
...
...
... . .
.
· · ·
(
ˆH(0) + ~ω
)
ˆH(−1) ˆH(−2) · · ·
· · · ˆH(1) ˆH(0) ˆH(−1) · · ·
· · · ˆH(2) ˆH(1)
(
ˆH(0) − ~ω
)
· · ·
.
.
. ...
...
...
. . .


...∣∣∣φ(−1)a 〉∣∣∣φ(0)a 〉∣∣∣φ(1)a 〉
...

= εa

...∣∣∣φ(−1)a 〉∣∣∣φ(0)a 〉∣∣∣φ(1)a 〉
...

. (24)
In practice, solving the problem in nontrivial situations re-
quires different approximations depending on the driving
regime as, e.g., rotating wave-approximation or truncation of
the Floquet-Hilbert space.
Here we obtain the Floquet solutions using a different cal-
culation scheme. We start directly from Eq.(20) and consider
the equation as an eigenvalue problem for the Floquet operator
HF |Ψa(t)〉 = ˜E |Ψa(t)〉 , (25)
where only the case of vanishing ˜E is physically relevant to
solve the original problem. Differently from Eq.(22), here the
eigenstates do not need to be time-periodic. Notice that if the
physical time degree of freedom, t, is regarded as an extra
spatial coordinate, x˜, the Floquet operator can be then written
as HF = H(x˜) + px˜, with px˜ = −i~∂x˜ the momentum along
the new spatial dimension. The HF can be interpreted as a
Hamiltonian which is periodic in the coordinate x˜. Such a
Hamiltonian would determine the dynamics along an artificial
time, t˜, according to the Schroedinger equation(
H(x˜) + px˜ − i~ ddt˜
) ∣∣∣Ψ(x˜, t˜)〉 = 0 (26)
where, as in Eq.(20), the dependence of |Ψ〉 and H on the
spatial and spin degrees of freedom is not made explicit.
Since HF does not actually dependent on the artificial time
t˜, one arrives to Eq.(25) by the standard procedure, writing∣∣∣Ψ(x˜, t˜)〉= e− i~ ˜Et˜ |Ψ(x˜)〉 with ˜E the artificial energy. Addition-
ally, we can apply the standard Bloch theorem to deal with
the periodicity along the coordinate x˜ (the physical time) and
obtain the quasienergies from the quasimomenta along x˜ of
the solutions with zero artificial energy. These ˜E=0 solutions
are those that do not depend on the artificial time, something
expected for the physical solutions of the original system de-
scribed by Eq.(20).
Our calculation scheme resorts to a discretization along x˜
as a mean to define a lattice problem. We keep the time units
for x˜ despite it is regarded as an additional spatial coordinate.
Relevant features due to the discrete nature of the model are
identified by comparison with the continuous case. To this
aim, it is sufficient to discuss the case of a x˜-independent
Hamiltonian:
HF =
∑
α
Eα |α〉 〈α| − i~∂x˜, (27)
where α labels the eigenstates of the Hamiltonian restricted
to real-space, spin, etc., at any given position x˜. In the lattice
6version of this problem we work with the discrete values x˜i =
i∆x˜, with ∆x˜ the lattice spacing. The derivative in Eq.(27)
generates a hopping term between first nearest neighbors sites
along x˜ given by
− i ~
2∆x˜
∑
α
|α〉 〈α| ⊗
∑
i
(|x˜i+1〉 〈x˜i| − |x˜i〉 〈x˜i+1|) , (28)
all remaining terms in HF are diagonal in x˜i.
For the continuous model, after replacing
∣∣∣Ψ(x˜, t˜)〉 =
|ψ(x˜)〉 e− i~ ˜Et˜ in the Schroedinger equation of Eq.(26), we arrive
at the eigenvalue problem HF |ψ(x˜)〉 = ˜E |ψ(x˜)〉. The solutions
for this x˜-independent system are classified by the quasimo-
menta kx˜ and α, with eigenfunctions |kx˜, α〉 = e i~ kx˜ x˜ |α〉. No-
tice that we define the momentum kx˜ with units of energy. The
eigenenergies are
˜E(kx˜, α) = Eα + kx˜ ⇒ kx˜| ˜E=0 = −Eα. (29)
After imposing the ˜E = 0, condition the dynamics in the arti-
ficial t˜ becomes irrelevant and we proceed by replacing x˜ with
the physical time t. We obtain the well known solutions to the
problem: |Φ(t)〉 = e− i~ Eα t |α〉.
For the lattice model each α generates a one-dimensional
tight-binding system which is solved by using the quasimo-
menta states |kx˜〉, where |x˜i〉= 1√2
∑
εx˜ e
i
~
kx˜ x˜i |kx˜〉. We obtain the
eigenenergies
˜Elat(kx˜, α) = Eα + ~
∆x˜
sin(∆x˜
~
kx˜) (30)
Notice that by imposing ˜Elat = 0 one finds two possible values
of kx˜: one of them is an artifact of the lattice construction and
must be discarded. As the physical solutions (see Eq.(29))
have ∂ ˜Elat
∂kx˜ > 0 we must discard the ˜Elat = 0 solutions with
negative velocity along x˜. For the positive velocity solution
we find
kx˜ = −Eα +
(
kx˜ −
~
∆x˜
sin(∆x˜
~
kx˜)
)
(31)
= −Eα + kx˜
16
(
∆x˜
~
kx˜
)2
− 1
120
(
∆x˜
~
kx˜
)4
+ O(∆x˜
~
kx˜)6
 .
The lattice approximation works well (kx˜ → −Eα) as long
as Eα ≪ ~∆x˜ . This means that the lattice spacing, measured
in time, must be sufficiently small to sample the wavelength
associated to the relevant energy scale, Eα. In other words,
the bandwidth 2 ~
∆x˜
in Eq.(30) must be sufficiently large for a
linear approximation of the sine function when |kx˜| < |Eα|.
Besides, for a bandwidth smaller than Eα only evanescent
˜Elat = 0 solutions would appear. In that case, one would
miss the (physically relevant) traveling solution that must ex-
ist as HF does not have quadratic terms of momentum along x˜
(namely, time t).
In Floquet systems, H(x˜) is periodic along x˜. In this case,
there are three relevant energy scales that must be much
smaller than ~
∆x˜
in the lattice approximation. First, at each
position x˜i, the Hamiltonian can be diagonalized along the re-
maining (actual) dimensions with eigenenergies Eβ(x˜i), where
β labels the instantaneous eigenstates.34 The energy Emaxβ ≡
maxβ,x˜i |Eβ(x˜i)| must be smaller than ~∆x˜ . Second, given a driv-
ing term with frequency ω and assuming a description up to
Nmax-photon processes, then ~∆x˜ ≫ Nmax~ω. Finally, the driv-
ing amplitude, ~Ω, in units of energy, must be kept smaller
than the tight-binding bandwidth. In summary, the condition
~
∆x˜
≫ max{Nmax~ω, ~Ω, Emaxβ } (32)
guaranties an accurate tight-binding description of the Floquet
problem.
The lattice construction, since it is time-independent along
t˜, can be solved using the superlattice scheme discussed in
Sec.II A. This allow us to find the Floquet quasienergy states
directly from Eq.(15). For simplicity, from now on the phys-
ical time is referred to as t or just time (keeping in mind
that it can be interpreted as the additional spatial coordi-
nate x˜). We proceed by discretizing a period of the driving
potential in P ≥ 2 time intervals during which the excita-
tion is considered as constant. We assume that all intervals
have the same duration ∆t and T = P∆t. [Time intervals of
variable duration can be easily introduced without significant
changes.] The instantaneous Hamiltonians at times ti = i∆t
are { ˆH(t1), ˆH(t2), · · · , ˆH(tP)}, each of them corresponding to a
mesoscopic system modeled by a N-dimensional lattice.35 By
discretizing the derivative operator in Eq.(15) [see Eq.(28)],
we derive a matrix representation for the operator HF:

. . .
...
...
... . .
.
· · · ˆH(tP) i ~2∆t 1lN 0N · · ·
· · · −i ~2∆t 1lN ˆH(t1) i ~2∆t 1lN · · ·
· · · 0N −i ~2∆t 1lN ˆH(t2) · · ·
.
.
. ...
...
...
. . .


...
G(t0)
G(t1)
G(t2)
...

=

...
0
0
0
...

.
(33)
Here, G(ti) = (g1(ti), g2(ti), · · · , gN(ti))T is a N-dimensional
vector representing the amplitudes at time ti of the solution |Ψ〉
on the lattice’s sites. The instantaneous Hamiltonians ˆH(ti) are
written in the same basis.
We then find that periodically driven systems can be ap-
proached and solved as a regular spatial superlattices (see
Sec.II A) by substituting
∆t ↔ a0 (34a)
G(ti) ↔ Gi , ∀i (34b)
i ~
2∆t
1lN ↔ ˆTi,i+1 , ∀i (34c)
ˆH(ti) ↔ ˆHi , ∀i (34d)
λ˜ ≡ eikxPa0 ↔ λ˜ ≡ e−iεP∆t/~. (34e)
As the right hand side of Eq.(33) is zero, only the ˜E = 0 char-
acteristic matrix [either M(0) or M˜(0)] is relevant to solve
the time-dependent problem. The Floquet quasienergies are
obtained as
ε =
~
P∆t
Arg˜λl, (35)
7from the eigenvalues λ˜l of traveling solutions with positive
velocity; i.e., λ˜l=0 and vl > 0, see Eq.(14).
Finally, the hopping amplitude is i~P/2T (after T = P∆t),
increasing with the amount of sites per period. While a larger
P (smaller ∆t) would produce a better approximation accord-
ing to Eq.(32), the computational cost for calculating M(0)
can be large. Such a trade-off between precision and compu-
tational cost is also present in the frequency space treatment of
Eq.(33) as the more Fourier modes one includes before trun-
cation the better the final solution.
III. CASE STUDY: TOPOLOGICAL SUPERCONDUCTORS
A. Single- and multi-layer superlattices:
Topological superconductivity in multimode Rashba wires
We start by illustrating the standard eigenvalue method for
static systems. As an example, we study the case of a quan-
tum wire subject to SOC in the vicinity of a superconduc-
tor. In this situation s-wave superconducting pairing is in-
duced in the wire by proximity effect. By introducing an ad-
ditional Zeeman field, the system can develop a topological
superconducting (TS) phase,17 behaving as an effective spin-
less p-wave superconductor. At the edges of a TS wire, zero-
energy Majorana bound states appear as mid-gap solutions of
the Bogoliubov-deGennes (BdG) equation. These solutions
are— by virtue of electron-hole symmetry— their own “an-
tiparticles”. A pair of Majorana fermions (MFs) apart from
each other can be used to encode a qubit protected from local
perturbations, highly interesting for quantum information and
quantum computation purposes.36–40
Single-mode (or quasi one-dimensional) quantum wires
have been extensively studied, including interaction effects41
and quasiperiodic lattice modulations42–44. Here we consider
a multimode quantum wire. We apply the eigenvalue method
to visualize the dispersion relations for particular parameter
settings to obtain the effective superconducting gap in order
to produce, whenever possible, MFs from the zero-energy
evanescent solutions. This supports and extends previous re-
sults for multiband wires.18,20–22 We further apply the eigen-
value method to study the effect of a superlattice potential in
the multimode Majorana wire.
1. Normal quantum wire
We first discuss a multichannel quantum wire in absence
of the superconducting pairing. The setup is depicted in
Fig.2(a). We obtain the corresponding band structure by as-
suming translation invariance along the x direction and con-
finement in the y direction [hard-wall quantum well of width
W defined by a potential VW(y)]. An in-plane magnetic field is
applied along the wire with a corresponding Zeeman energy
EZ ≡ gµBBx/2. The Hamiltonian, in continuous variables,
reads
HN =
1
2m∗ pˆ
2
x −
α‖
~
pˆxσy +
α⊥
~
pˆyσx + EZσx + VW(y), (36)
where the SOC strengths α‖ and α⊥ selectively affect— for
studying the effect SOC in channel mixing— the components
involving the longitudinal and transversal linear momentum,
respectively.
The eigensatates are plane waves and the transverse modes
(labeled n=1, 2, ...) have energy offsets (kx=0):45
En,σ(kx = 0, EZ) = ~
2 (nπ)2
2m∗ +
α⊥2Eα
α‖2
+ EZσ (37)
with σ= {+,−} (or {↑x, ↓x}), the spin projection along the mag-
netic field axis and Eα =m∗α‖2/~22. These levels are shown
as a function of EZ in Fig.4(a), labeled as (n, σ). They be-
come independent of the spin σ for zero EZ , with zero-field
energy En ≡ En,σ(kx = 0, EZ = 0). [For vanishing Bx and α⊥,
and away from kx = 0, the spin eigenstates point along the y-
direction by virtue of the term (α‖/~) pˆxσy.46,47] Notice that,
as E2−E1 does not depend on α⊥, the level crossings shown
in Fig.4(a) for EZ = ∆E21 ≡ E2−E1 (relevant for the topo-
logical phase transitions discussed in next section) are present
independently of the SOC strength.
To apply the method, we discretize Eq.(36) arriving to a
tight-binding model detailed in the Sec.A 1. We implement
on-site and hopping Hamiltonians ˆH0 and ˆT0 based on a dis-
cretization of 20 sites across the wire (width W = 21a0).
Complex band structures are readily obtained by diagonaliz-
ing the matrix M(E) given in Eq.(3) and sweeping over E.
For illustration, in Fig.2(a) we show the results for first three
transverse modes. Solutions with Im[kx] , 0 are evanescent
and thus they are not contained in the Re[kx] − E plane.
The dispersions E(kx) of traveling eigenstates follow from
solutions with Re[kx] = kx. The solutions at different E can
be further classified according to the transverse modes, ve-
locity, spin properties, etc. In Fig.2(b) we present disper-
sion relations corresponding—as the complex band structure
in Fig.2(a)—to the discretized version of Hamiltonian (36).
For α⊥ = 0, the dispersion presents true crossings as both the
magnetic field (Bx) and the parallel SOC cannot mix states
of different transverse modes. Avoided crossings are induced,
instead, when α⊥=α‖. This is expected as the term −iα⊥∂yσx
mixes transverse modes of different parity (axially symmetric
and antisymmetric) provided the spin components are mixed
by σx. In Fig.2(c) we show the velocity v of each solution
[classified as in Fig.2(b)] as a function of E. In the presence
of a finite Bx, for solutions that lie in the vicinity of kx = 0,
the function E(v) is multi-valued for some bands. The E(v)
functions show clear evidence of the mixing induced by α⊥.
2. Superconducting wire
We now proceed by including the s-wave superconduct-
ing pairing through a standard Bogoliubov-deGennes (BdG)
equation approach.48 This introduces two relevant parameters:
the chemical potential µ and the pairing’s amplitude ∆0. The
BdG equation reduces to ( ˆHBdG − ξ) |Ψ〉 = 0, with ξ the en-
ergy measured from the chemical potential (ξ ≡ E − µ, re-
serving the usual notation ε for Floquet quasienergies). The
8corresponding lattice model is presented in Sec.A 2.49 After a
generalization of the ˆH0 and ˆT0 to the particles and holes as
treated in the BdG equation, we apply the eigenvalue method
to obtain the corresponding M(ξ). Results are presented in
Fig.4.
We sweep ξ to obtain the effective gap, ∆eff , as a function
of the Zeeman energy in the range EZ < 20∆0. ∆eff is defined
as the minimum ξ for which M(ξ) has at least one traveling
solution with eigenvalue |λl| = 1. For |ξ| < ∆eff only evanes-
cent solutions exist. In Fig.4(b) we set the chemical potential
µ = {E1, E2, E3}, corresponding to the spin-degeneracy ener-
gies of the first three transverse modes at kx = 0 for the nor-
mal system [i.e., vanishing EZ and ∆0, see Fig.4(a)]. These
choices of µ are the most favorable to observe the topologi-
cal superconducting phase as they lead to larger ∆eff . First,
we discuss features independent of α⊥. We observe the topo-
logical phase transition (TPT)— from trivial to topological
superconductivity— at EZ=∆0. At the topological transition,
∆eff grows linearly with EZ as it is dominated by the small
kx physics.17 For gaps appearing at finite kx, ∆eff typically
decreases with EZ up to a point at which linear dependence
on EZ is recovered, producing additional closings of the gap.
This happens, for instance, in the cases µ= {E1, E2} as we ob-
serve the closing of the gap at EZ =∆E21, which is related to
the level crossing indicated in Fig.4(a). For EZ larger than the
gap closing at ∆E21 the superconductor is topologically triv-
ial: Two Majorana fermions would exist at each edge of the
system (in a pure and perfect finite sample) but robustness to
local perturbations is lost, due to mixing among the even num-
ber of solutions localized at the same edge, and no Majorana
fermions survive in real samples.18,20–22
The introduction of a finite α⊥ produces a reduction of the
effective gap in regions where ∆eff does not follow a linear de-
pendence on EZ. This means that Bx degrades superconduc-
tivity more efficiently in the presence of the transverse mode
mixing induced by pˆyσx, particularly at large kx. More re-
markable, for µ=E3 we observe gap closings at values of EZ
that are unrelated to level crossings at kx ≈ 0 (see region C
in Fig.4(a)): As shown in Fig.4(b), the Zeeman energy EZ at
point C1 and in the range C2 produces ∆eff = 0. Figure 4(c)
shows the dispersion relations, ξ(kx), obtained with the eigen-
value method for EZ at C1 and within C2. The ξ(kx) are de-
picted for kx ≥ 0 as they are even functions of kx. We observe
that the gap closings are related to first and second mode mix-
ing at large values of |kx|. Indeed, the region between C1 and
C2 is in a topological superconducting phase leading to pro-
tected Majorana edge states (as we prove below by calculating
a topological invariant).
3. Topological phase identification: counting Majorana end states
In a superconducting phase, i.e., away from gapless condi-
tions, only evanescent states exist for ξ < ∆eff . We can obtain
these states by applying the complex band structure method:
This states are indeed useful to identify the topology of the
superconducting phase by counting the number of MFs that
would appear in a sample edge. We then impose a wire termi-
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FIG. 4. Superconducting multimode Rashba quantum wire: Effective
energy gap, ∆eff , dispersion relations, ξ(kx), and Majorana fermions
constructed from evanescent modes. Parameters as given in Fig.2,
i.e., α‖ is nonzero and fixed. (a) Normal case (∆0 = 0): Sketch of
the first three transverse modes kx = 0 energy levels as a function
of the Zeeman energy EZ : At zero field both (n, σ) levels, σ=↑x, ↓x,
for transverse mode mode n fall at En . When the Zeeman energy is
∆E21 ≡ E2−E1 the kx = 0 energy of states (1, ↑x) [(2, ↓x)] crosses E2
[E1]. (b) For ∆0 = 0.4Eα we show ∆eff for µ=E1 , µ=E2 and µ=E3,
the realistic α⊥ =α‖ situation is compared with the α⊥ = 0 case. The
gap closes at EZ/∆0 = 1 always: as expected from the topological
superconductor TPT, and for µ=E1,2 another gap closing is observed
at EZ =∆E21 in agreement with panel (a). In general α⊥=α‖ reduces
the effective gap (black line), for µ = E3 ∆eff goes to zero at unex-
pected values of EZ . Panel (c) shows ξ(kx) at the gap closing value
C1 and within the range C2 being due to α⊥-induced mixing between
the second and the first transverse modes. (d) For µ= E3 we use the
lowest eigenvalues of the evanescent-matrix to count the number of
MF bound states, Nz. The boxes indicate gapless conditions in which
the evanescent matrix is nonphysical. As expected EZ =∆0 separates
the low field trivial superconductor region (Nz = 0) from the topo-
logical superconductor region (Nz = 1). In between C1 and C2 we
find Nz = 3, this is odd and thus it leads to a protected topological
superconductor. For representative values of EZ we show the local
electronic density, ρe(x, y), of the obtained MF bound states.
9nation at x = 0 (with vacuum for x < 0), and proceed to search
for independent solutions satisfying the boundary condition
using evanescent states decaying for x > 0. As MFs are bound
states at ξ = 0, we only need to work with the unbounded so-
lutions extracted from M(0). We label these evanescent states
(Im[k(l)x ] < 0) as |Φl〉 with l= 1, 2, .., N. Note that |Φl〉 is a N-
dimensional vector having amplitudes along the j = 1, 2, .., N
effective sites in a given layer. Any ξ=0 solution of the open
wire problem must have the form |Φ(x)〉 ≡ ∑l fl |Φl〉 eik(l)x x
with the coefficients fl chosen to satisfy the boundary condi-
tion |Φ(x=0)〉=∑l fl |Φl〉= |0N〉, with |0N〉 the N-dimensional
zero ket. By projecting the latter equation on state 〈Φh| with
l= 1, 2, .., N, we find N algebraic equations ∑l fl 〈Φh|Φl〉= 0.
For convenience, we introduce the evanescent matrix ¯F with
elements ¯Fh,l= 〈Φh|Φl〉 and the vector ~f ≡ ( f1, f2, .., fN)T . The
boundary condition reads18
¯F · ~f = ~0. (38)
The problem reduces to find the kernel of the evanes-
cent matrix, we call Nz to the dimension of the null sub-
space. Each of those Nz zero eigenvalues produces a MF
solution ΦMF(x, y, τ, σ) = ∑l f MFl 〈y, τ, σ|Φl〉 eik(l)x x. The MF
solution has an exponential dependence on x while the N
components of |Φl〉 encode the dependence on y and spin σ
in the electron-hole blocks τ = {e, h}. We define the elec-
tronic probability density of a MF solution as ρe(x, y) ≡∑
σ |ΦMF(x, y, τ = e, σ)|2.
By using the method, we are able find a set of eigenvalues
that can be considered zero within numerical noise. These
eigenvalues are well separated (by around 10 orders of mag-
nitude) from the next-closest to zero eigenvalues which are
not associated to solutions satisfying the boundary condition.
The method is therefore well suited to calculate the topolog-
ical number associated to a given superconducting phase. In
Fig.4(d) we plot the absolute values of the first three closest
to zero eigenvalues of ¯F, mi, as a function of EZ for the quan-
tum wire discussed above, we choose µ=E3 and α⊥=α‖. We
obtain Nz by counting the number of mi that are zero (within
numerical precision). For EZ < ∆0 we find a trivial topolog-
ical phase since, as expected, Nz = 0 and no MFs can exist at
the wire’s end. For larger EZ , we find an odd-parity Nz indicat-
ing the development of a topological superconducting phase,
Nz = 1: In the presence of disorder, for odd-parity Nz, only
one MF would survive at the wire’s end (remaining at zero
energy) since the electron-hole symmetry of the BdG equa-
tion forces the states to appear as −E, E pairs. For the same
reason even-parity Nz phases on the other are not protected
against the mixing induced by local perturbations. Notice that
in the region between the gap closings C1 and C2 (related to
mode mixing due to α⊥) we find Nz = 3, i.e., this is a topo-
logical phase. Occasionally, for some isolated values of EZ
[see dotted lines, EZ,ac in Fig.4(d)] we find that an additional
eigenvalue of ¯F tend to vanish. We do not discuss these sit-
uations further as they are not physically significant: (i) Nz
is unchanged across a given EZ,ac since there is no qualitative
change in ∆eff and (ii) the additional MF only survives in a
region of zero measure (within the EZ-parameter space), and
thus they are out of experimental reach.
In Fig.4(d) we also plot the electron density ρe(x, y) for the
typical MF in each region. Interestingly, in the region of Nz=1
we find the signature of the third transverse mode in ρe(x, y)
(according to the fact that µ = E3). In the region Nz = 3, in-
stead, the three MF solutions are associated to the all 3 trans-
verse modes. The latter result is due to the transverse mode
mixing between C1 and C2: For α⊥=0, this region turns to be
a Nz=1 phase and ρe(x, y) shows the characteristic of the third
transverse mode only (not shown).
4. Superconducting superlattice
We add a spatial dependent potential V(x) to the multi-
channel quantum wire discussed above. We choose the Pa0-
periodic potential (V(x)=V(x+Pa0))
V(x) = Vs(x) = V0 cos[2πx/(Pa0)] (39)
with amplitude V0 = 3∆0. The associated lattice Hamiltonian
in Sec.A 2 is used compute the characteristic matrix M(ξ) in
order to solve the eigenvalue problem in Eq.(19). Since P >
1, the effective Hamiltonian needs to be recalculated at each
value of ξ by following Eqs.(16)-(18), after replacing E with
ξ. In Figs.5(a) and 5(b) we show Nz and ∆eff as a function of
EZ, respectively, for µ=E3 and α⊥=0. If we had set V(x)=0,
in the explored region of EZ, Nz would change only at the
EZ=∆0 located TPT, from Nz=0 to Nz=1 (not shown). On the
other hand, the superlattice potential Vs(x) induces three extra
∆eff = 0 conditions at EZ > ∆0. This induces regions of EZ in
which the superconductor becomes trivial as Nz is no longer 1
but instead even: Nz = 2 or Nz = 0. The Nz = 2 region can be
understood as due to the addition (in the pure system) of one
Majorana fermion associated with a unique TPT produced at
finite kx. At EZ = E′Z , i.e., for the critical condition of the
Nz 1 to 2 TPT, in Fig.5(d) we show that ξ(kx) forms a Dirac
cone-like dispersion relation closing exactly at the boundary
of the first Brillouin zone: Note that the solutions of kx < 0
(not shown) form the other half of this same Dirac cone. This
justifies that only a single Majorana is added as opposite to the
Nz 1 to 3 TPT at C1 in Fig.4(c) where two extra Dirac cones
close due to SOC mixing as the one at kx > 0 is not equivalent
to the Dirac cone at kx < 0.
To illustrate the abilities of the method, we depict the dis-
persion ξ(ε) according to the relative electron and hole com-
ponent. For each state, we compute the electron-hole polar-
ization Peh = (Ae − Ah)/(Ae + Ah) with Ae and Ah the elec-
tron and hole weight, respectively, as defined in Sec.A 2. In
Fig.5(c) we present results for µ = E3 and α⊥ = 0 with van-
ishing superconducting pairing, verifying that the solutions
correspond to decoupled electron and holes states related by
particle-hole symmetry around ξ = 0. The superconducting
pairing is turned on in Fig.5(d), where we plot the solutions
corresponding to Peh > 0.9 (electron-like), Peh < −0.9 (hole-
like), and |Peh| < 0.9 (electron-hole-like). This allows us to
discriminate the regions affected by the s-wave superconduct-
ing pairing term. Importantly, this includes the region of the
TPT related to the Dirac cone at the boundary of the first Bril-
louin zone.
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FIG. 5. Superconducting multimode Rashba quantum wire in the
presence of a superlattice potential: Effective energy gap, ∆eff , dis-
persion relations, ξ(kx), and Majorana fermions constructed from
evanescent modes. Parameters are as Fig.2 and Fig.4 with α⊥ = 0
and µ = E3. The superlattice potential is Vs = 3∆0 cos(2πx/(Pa0))
with Pa0 =W/2. (a) We extract Nz, the number of MF bound states
at an open boundary in the clean sample, from the number of eigen-
values of the evanescent-matrix which are numerically zero. The
superlattice potential induces non-protected regions as Nz becomes
even (2 and 0) in regions that otherwise would be topological (Nz=1
for V(x) = 0). (b) Due to the superlattice potential V(x) = Vs(x) the
effective gap ∆eff goes to zero precisely at the EZ values in which Nz
[in (a)] change from even to odd. (c) We show the dispersion rela-
tions ξ(kx) for the value E′Z of the band closing shown in panel (b).
[As sketched in Fig.1(b), the dispersions are reconstructed by sweep-
ing the energy, therefore, the separation between calculated points
is greater the smaller is |∂kxξ(kx)|; such separation between plotted
points (see for example branches at ξ/∆0 ≈ ±4) does not mean that
the true dispersion is discontinuos.] We choose ∆=0 (left panel) and
demonstrate the ability of the method to identify the electron and the
hole branches. For ∆=∆0 (right panel) we identify the regions where
the superconducting pairing mixes the electrons and hole solutions
by using the concept of electron-hole polarization, Peh (see text). The
band closing appears as a Dirac cone at kxa0P = π , precisely at the
boundary of the first Brillouin zone: Notice that the other half of the
Dirac cone follows from the kx < 0 solutions, which are not shown
as here they are a mirror image of the kx > 0 solutions.
B. Floquet Physics: Microwave excited quantum dot in
contact with a topological superconductor
Confined electrons in quantum dots (QDs) is one of the
most interesting candidates for devising qubits in condensed
matter systems.50,51 Recently, it has been noticed that inter-
esting physics can emerge from the embedding of semicon-
ducting QDs into TS systems. Such a combination can pro-
vide new ways to access TS properties via transport and the
opportunity to devise hybrid spin-qubit/Majorana fermions
quantum-computation and information-storage schemes.52–54
Even for QDs systems in contact with trivial superconduc-
tors, Majorana fermions (though not fully protected) can arise
in static,55–58 and Floquet situations.59 Here, we apply our
method to study the case of a single QD placed the end of a
TS wire such that the dot’s levels ξd (measured from the super-
conductor’s chemical potential µ) are subject to a microwave
driving as sketched in Fig.6(a).
For modeling the TS finite wire we neglect the quasiparti-
cle states with ξ ≥ ∆eff : We work with the two MFs expected
at each end of the wire, γˆ1 and γˆ2. As their energy lies ex-
actly at the chemical potential (ξ = 0), they are protected by
the gap ∆eff . [We adopt the convention {γˆi, γˆ j} = δi j and thus
γˆ2i = 1/2]. However, due to finite length of the wire, a mixing
term −iη/2γˆ1γˆ2 (η ∈ R) arises between the two MFs. As a
consequence, the actual solutions are ˆf = 2− 12 (γˆ1 + iγˆ2) (with
energy +η/2) and ˆf † = 2− 12 (γˆ1 − iγˆ2) (with energy −η/2),
where the operator ˆf fulfills usual fermionic anticommutation
relations.
Regarding the QD, we assume that only one single elec-
tronic level is relevant at low energies (|ξd = Ed − µ| ≪ ∆eff ,
with Ed the dot’s energy) due to strong Coulomb repulsion
with a second electron. Furthermore, the presence of the ex-
ternal magnetic field polarizes the electron spin state in the
dot along the direction of the external field. The dot’s occu-
pancy changes from 0 to 1 when ξd changes sign from positive
to negative. We now introduce a periodic driving of the dot’s
energy ξd(t) ≡ ξ0+ξ1 cos(ωt). As shown in Fig.6(a), the QD
is contacted with the wire’s end associated to the γˆ1 MF. This
introduces a hopping term gγˆ1 ˆd + h.c. in the Hamiltonian. By
assuming that ∆eff in the TS is much larger than g, η, ξ0, ξ1
and ~ω, the Hamiltonian reduces to
ˆH(t) = ξd(t) ˆd† ˆd − iη/2γˆ1γˆ2 − gγˆ1 ˆd − g∗ ˆd†γˆ1, (40)
where ˆd is the electronic annihilation operator in the dot. To
treat this problem, one may rewrite the MF operators in terms
of the fermion ˆf and use the many-particle states
∣∣∣nd, n f 〉 as
a basis (with n f and nd the eigenvalues of the number oper-
ators, ˆf † ˆf and ˆd† ˆd, respectively). Here, instead, we obtain
the single-particle excitations of the system. This simplifies
the finding of Majorana solutions: For the static case (ξ1=0),
zero energy solutions are Majorana fermions. For the Floquet
case (ξ1 , 0), zero or ~ω/2 quasienergy states are Floquet
Majorana fermions (FMFs).27
We apply the superlattice-based method to the time de-
pendent Schroedinger equation
(
ˆH(t)−i~ ddt
)
|Ψ(t)〉 = 0 by
following Sec.II B. After defining a field operator Υ† =
( ˆd†, ˆd, γˆ1, γˆ2), we rewrite the Hamiltonian as ˆH(ti) = 12Υ† ˆHiΥ,
where ti =∆t (with 2π/ω= T = P∆t) and ˆHi is represented by
the matrix
ˆHi =

ξd(ti) 0 −g∗ 0
0 −ξd(ti) g 0
−g g∗ 0 −iη/2
0 0 iη/2 0
 . (41)
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FIG. 6. Microwave excited quantum dot in contact with a topological superconductor. (a) Sketch of the device and relevant states for the low
energy (|ξ| ≪ ∆eff) description: the two Majorana fermions γˆ1 and γˆ2 and a single available state in the quantum dot. The energy of the dot,
Ed , is controlled by the gate voltage Vd, measured from the chemical potential it is ξd ≡ Ed−µ=ξ0+ξ1 cosωt. Mixing between the MFs arises
(matrix element of amplitude η) due to finite size of the TS region; also there is overlap between γˆ1 and the electron or hole in the quantum
dot (matrix element of amplitude g). Panels (b) and (e) show the energy levels in absence of the driving (ξ1 = 0) for g = 4η and g = η/4,
respectively. At ξ0 = 0 the Majorana condition is satisfied and poor man’s Majorana fermions are generated (see text), the tuning condition
is linearly sensitive to the dot energy. The energy of the high energy states at ξ0 = 0 defines the critical frequency ωc. For g = 4η [g = 4η/c]
we show the Floquet quasienergies of the driven system for driving amplitude ξ1 = ~ωc/10 in (c) [(f)] and for ξ1 = 3~ωc/10 in (d) [(g)]. The
Floquet Majorana condition at ξ0=0 is also satisfied but the sensitivities to ξ0 of the tunning condition is reduced when the dot is driven at the
critical frequency: increasing the microwave amplitude ξ1 at ω=ωc reduces such sensitivity.
The model consists of a sequence of layers (with four ef-
fective sites each) connected by identical hopping matrices
ˆTi,i+1 = i~2∆t 1l4 originated from to the time derivative in the
Schroedinger equation. Given the superlattice structure ˆHi =
ˆHi+P, we compute the characteristic matrixM at zero artificial
energy in order to find the quasienergy states by using Eq.(35)
(see Sec.II B). In this example, we implement a superlattice
with P = 150 layers: The criteria in Eq.(32) are fulfilled for
the parameters used in Fig.6.
Without loss of generality, we choose a real g and investi-
gate either cases of dominant η (relatively shot wire) and dom-
inant g (relatively strong dot-wire coupling). This are shown
in Figs.6(b-e) and 6(d-g), respectively. We first plot the en-
ergies in absence of the driving (ξ1 = 0) as a function of ξ0:
There, the Majorana condition is satisfied for ξ0 = 0. How-
ever, such MFs are not robust to perturbations in ξ0 [expected
from electric noise in the electrostatic gate Vg, see Fig.6(a)] as
the energy dependence of the associated levels is linear in ξ0.
As shown in Figs.6(b) and 6(e), we define ~ωc as the energy
difference between the MFs and the excited states at ξ0 = 0,
which is given by ~ωc ≡
√
η2/4 + 2g2.
In Figs.6(c-d) and 6(f-g), we plot the quasienergies ε as
a function of ξ0 for driving amplitudes ξ1 = 0.1~ωc and
ξ1 = 0.3~ωc. The results correspond to driving frequencies ω
falling above, below and at the critical value ωc. In all cases,
FMFs solutions appear either at vanishing and finite ξ0 (in-
cluding FMFs with quasienergy ~ω/2).27 In the general case,
the FMFs show a sensitivity on ξ0 similar to that shown by
static MFs as the relevant ε(ξ0) is linear in ξ0. However, we
find that vanishing-ξ0 FMFs become less sensitive to the dot’s
energy at the critical frequency, i.e., ω = ωc. This improves
as the driving amplitude ξ1 increases. This result illustrates
the superlattice version of the eigenvalue method applied to a
problem that combines topological superconductors, quantum
dots and Floquet physics.
IV. CONCLUSIONS
We revisited the eigenvalue method—originally proposed
for the study of electronic states in superlattices and trans-
lationally invariant or Bloch systems—and presented a con-
struction that allows for its application to the study of pe-
riodically driven systems. Our scheme, which was applied
with success to obtain the results reported in Ref.15, treats
the physical time t as an additional spatial dimension, x˜.
The physical time is discretized generating a lattice system
with an additional dimension. The enlarged system is time-
independent along an artificially added time: Its solutions can
be classified using the artificial energy, ˜E. We showed that
the solutions to the original time-dependent problem are di-
rectly obtained from the ˜E=0 solutions with positive velocity
along x˜. The quasienergies of the original Floquet problem
are encoded in the quasimomenta along x˜ for each of these
˜E = 0 solutions. We established the criteria (see Eq.(32)) for
an accurate description of the Floquet problem with the lattice
construction.
We notice that adding an extra dimension in the treatment
of Floquet problems is also natural within frequency domain
treatments. Insight into Floquet topology can be gained by
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treating the frequency domain as a spatial dimension as all
energy states of the enlarged system are relevant to the Flo-
quet problem.60,61 Here, instead, we followed a different strat-
egy by working in the time domain: In contrast to the fre-
quency domain, our treatment introduces a truly periodical
dependence in the extra dimension (treated as spatial) which
holds in the full parameter space. It is precisely due to the re-
tained periodicity that we can attack the Floquet problem with
methods originally designed for Bloch systems. No claims of
greater efficiency are made for this method (demanding simi-
lar resources to those needed by finding of Floquet solutions
from the eigenvectors of the evolution operator over one driv-
ing period). The advantage relies on its accessibility: We
showed that existing implementations for solving Bloch su-
perlattices can be readily adapted to solve Floquet problems.
The scheme provides the Floquet solutions directly from the
eigenstates of the enlarged system at a single artificial energy,
this is different from the frequency-based approach in which
the full spectrum of the enlarged system is required.33
We provided several examples of the eigenvalue method.
We first applied the method within its original context: time-
independent systems. We studied a multichannel quantum
wire subject to spin-orbit coupling in the vicinity of a super-
conductor. By introducing an additional magnetic field along
the wire’s axis x, we discussed the development of topological
superconducting phases where Majorana excitations can exist
as edge states. In this case, the method was useful to: (a) ob-
tain the dispersion relations, (b) obtain the effective supercon-
ducting gap and thereby identifying potential topological tran-
sitions, and (c) finding— by using the evanescent matrix— the
topological number by counting the number of MFs that can
exist at the edge of the sample. This allowed us to see that
the SOC term proportional to pyσx may generate gap closings
leading to topological phase transitions. Similarly, by apply-
ing the superlattice version of the method, we showed that the
presence of a periodic potential along x can break the topo-
logical superconducting phase. Finally, as an example of the
enlarged lattice construction that allows to deal with Floquet
systems, we studied the effects of microwave excitations on
a quantum dot coupled to a topological superconductor finite
sample. We showed that there exists a critical frequency at
which the Majorana condition becomes less sensitive to the
dot’s energy. Larger microwave power would reduce such
sensitivity even further.
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Appendix A: Quantum wire Hamiltonians
1. Normal quantum wire
Following standard finite-differences, we proceed by writ-
ing the Hamiltonian Eq.(36) on a 2D square lattice simi-
lar to the one shown in Fig.2(a). The site coordinates are
(xi, y j) = (ia0, ja0) with a0 the lattice spacing, j = 1, 2, .., Ny,
W/a0 = Ny+1 and i ∈ Z. The Ny spatial sites per layer imply
N = 2Ny effective sites given the spin degree of freedom. For
a layer at coordinate xi, we define
tH ≡ ~
2
2m∗a20
, ς‖ ≡
α‖
2a0
, ς⊥ ≡ α⊥2a0
, (A1)
and the 2 × 2 matrices
ˆHy ji ≡
(
4tH + V(xi, y j) EZ
EZ 4tH + V(xi, y j)
)
,
ˆT xiy j‖ ≡
( −tH ς‖
−ς‖ −tH
)
, ˆT xiy j⊥ ≡
( −tH iς⊥
iς⊥ −tH
)
. (A2)
For generality we have introduced a potential V(x, y) to the
Hamiltonian, this allows for an eventual introduction of super-
lattice potentials. These matrices (operating on spin- 12 spinors
in the z basis) are used to assemble the Hamiltonians
ˆHi =

. . .
...
...
... . .
.
· · · ˆHy j−1i ˆT
xiy j−1
⊥ 02 · · ·
· · · ( ˆT xiy j−1⊥ )† ˆHy ji ˆT
xiy j
⊥ · · ·
· · · 02 ( ˆT xiy j⊥ )† ˆHy j+1i · · ·
.
.
. ...
...
...
. . .

, (A3a)
ˆTi,i+1 =

. . .
...
...
... . .
.
· · · ˆT xiy j−1‖ 02 02 · · ·
· · · 02 ˆT xiy j‖ 02 · · ·
· · · 02 02 ˆT xiy j+1‖ · · ·
.
.
. ...
...
...
. . .

. (A3b)
These are 2Ny-dimensional square matrices. The vector en-
coding the solution at the layer located at xi (see Eq.(1))
is Gi = (gi,1, gi,2, · · · , gi,N)T with (gi,2( j−1)+1, gi,2( j−1)+2)T =
(ψ↑(xi, y j), ψ↓(xi, y j))T , i.e., the spin- 12 wavefunction at site(xi, y j). Here we are considering only position independent
SOC so that the superscript in ˆT xiy j‖ and ˆT
xiy j
⊥ turns irrele-
vant (though kept for generality). Furthermore, for vanishing
V(x, y) (as presented in Fig.2) there is no dependence on xi,
i.e., P = 1 and the characteristic matrix M(E) of Eq.(3) is
obtained by taking ˆH0= ˆHi and ˆT0= ˆTi,i+1.
2. Superconducting quantum wire
The BdG equation describing the mean field s-wave super-
conducting pairing, when projected on the lattice representa-
tion, leads to the Hamiltonian49
ˆH∆ = −µ
∑
i, j,σ
cˆ
†
i, j,σcˆi, j,σ + ∆
∑
i, j
(
cˆi, j,↓cˆi, j,↑ + cˆ†i, j,↑cˆ
†
i, j,↓
)
, (A4)
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with ∆ = ∆0 assumed real and cˆi, j,σ the electronic annihila-
tion operator at site (xi, x j) with spin projection σ along the z
axis. The ˆH∆ must be added to the normal Hamiltonian ˆHN ,
coupling the electron block to the hole block, since[
cˆi, j,↓, ˆH∆ + ˆHN
]
=
[
cˆi, j,↓, ˆHN
]
− µcˆi, j,↓ + ∆cˆ†i, j,↑ . (A5)
We define a 4-dimensional spinor with electron (ψ) and
hole (ψ†) sectors: The wavefunction at position xi, x j is
then written as (gi,4( j−1)+1, gi,4( j−1)+2, gi,4( j−1)+3, gi,4( j−1)+4)T =
(ψ↑(xi, y j), ψ↓(xi, y j), ψ†↓(xi, y j),−ψ†↑(xi, y j))T . Notice that even
when j = 1, 2, .., Ny (as in the normal case), the number of
effective sites per layer is doubled to N = 4Ny and the wave-
function at position xi becomes Gi = (gi,1, gi,2, · · · , gi,4Ny)T .
By using this basis, we define the 4 × 4 matrices
ˆHy ji ≡

4tH + V(xi, y j) − µ EZ ∆0 0
EZ 4tH + V(xi, y j) − µ 0 ∆0
∆0 0 µ − 4tH − V(xi, y j) EZ
0 ∆0 EZ µ − 4tH − V(xi, y j)
 ,
ˆT xiy j‖ ≡

−tH ς‖ 0 0
−ς‖ −tH 0 0
0 0 tH −ς‖
0 0 ς‖ tH
 , ˆT
xiy j
⊥ ≡

−tH iς⊥ 0 0
iς⊥ −tH 0 0
0 0 tH −iς⊥
0 0 −iς⊥ tH
 . (A6)
With these matrices, we proceed to build the 4Ny×4Ny layer Hamiltonian ˆHi and hopping matrices ˆTi,i+1. The structure is similar
to that of Eq.(A3) but based on 4 × 4 blocks, instead, after replacing the 02 with 04. As in the normal case, P = 1 for vanishing
V(x, y) and the characteristic matrix can be obtained from any ˆTi,i+1 and ˆHi as they do not depend on xi.
Once an eigenstate is obtained, we compute the electron-hole polarization, Peh, summing over all the y j for a given xi as
Peh =
Ae − Ah
Ae + Ah
, Ae =
Ny∑
j=1
(∣∣∣gi,4( j−1)+1∣∣∣2 + ∣∣∣gi,4( j−1)+2∣∣∣2) , Ah = Ny∑
j=1
(∣∣∣gi,4( j−1)+3∣∣∣2 + ∣∣∣gi,4( j−1)+4∣∣∣2) , (A7)
where Ah and Ae are the electron and hole contribution, respectively.
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