We analyze the uncertainties in the amplitudes of the spatial correlation functions estimated from angular correlations in a sample from the APM Galaxy Survey, with b J = 17 20. We model the uncertainties in the selection function and in the evolution of clustering. In particular we estimate APM is typically twice the estimated sampling errors, with the highest values for the case of less clustering evolution. We compare our estimates with other results and discuss the implications for models of structure formation.
INTRODUCTION
Angular catalogs of galaxy positions have proven a very useful tool with which to study the statistical properties of large scale density uctuations, as they provide large volume coverage, so that local density uctuations in the nearby galaxy distribution are averaged out. The isotropy and large scale homogeneity of the universe allows the recovery of the underlying spatial statistics. However, in the derivation of threedimensional (3D) properties from angular data there are large uncertainties which arise from the selection function and the evolution of the galaxy population. These uncertainties must be considered carefully for an accurate interpretation of the underlying clustering properties.
We concentrate on the APM Galaxy Survey (Maddox et al. 1990a-c) of angular positions and, in particular, on the bJ = 17 20 subsample which has over 1:3 10 6 galaxies and a mean depth D 400 h 1 Mpc. Maddox et al. (1990a) have proposed a redshift dependent luminosity function model as a rough approximation to the selection function used to estimate the 3D clustering in the APM. Here we use new observational constraints on the local luminosity function (Loveday et al. 1992 ) to study the range of possible selection functions and their e ect on the estimated 3D clustering properties, also extending the analysis to higher order correlations.
We will pay special attention to the normalization of clustering amplitudes J at small scales, where power-laws are a good approximation. As the APM covers the largest volume sampled to date, well over 1:5 10 8 ( h 1 Mpc) 3 , an accurate determination of these quantities should provide important constraints on models of structure formation.
The projection e ects and the recovery of 3-D clustering are presented in x 2. In x 3 we discuss limits on the selection function of our sample by modelling the luminosity function, while in x 4 we consider models for the clustering evolution.
We apply these models to the problem of inversion from the APM data in x 5 and present a nal discussion in x 6.
PROJECTION EFFECTS
We now present a simple method for recovering the 3-D variance, 2 (R), and higher order moments, J (R), from the = r0 r ; 
(e.g. Fry & Peebles 1978 , Fry 1984b . Here the product of the two-point functions, 2(rij ), is over J 1 independent pairs of relative separations and the sum, consisting of J J 2 terms, is over equivalent reassignments of labels i; j = 1; 2; 3 : : : ; J. The amplitudes QJ are just numbers that can be generalized to QJ; where denotes di erent topologies in the graphs connecting the labels. Thus, the hierarchy in equation (2) is composed of \tree" graphs (connected with no cycles) of J vertices and J 1 edges.
Observations indicate that the above hierarchy holds at least for lower values of J, at small scales (Groth & Peebles 1977; Fry & Peebles 1978) or up to J = 10 when averaged over all scales (Szapudi, Szalay & Boshan 1992; Meiksin, Szapudi & Szalay 1992 , Szapudi et al. 1995 . This same hierarchy has also been obtained from theoretical considerations (Davis & Peebles 1977 , Fry 1984a , Hamilton 1988 , Balian & Schae er 1989a ,1989b . In perturbation theory (PT), similar hierarchical forms to equation (2) have been found (Peebles 1980 , Fry 1984b , Goro et al. 1986 , Bernardeau 1994 . In this case, the hierarchical parameters QJ are not constant, but depend on the con guration arrangements and, in particular, on the scale. Analyses of N-body simulations show that these analytical results are accurate on large scales for smoothed correlations J (Juszkiewicz, Bouchet & Colombi 1993 , Bernardeau 1994 , Lokas et al. 1995 , Baugh, Gaztañaga & Efstathiou 1995 . The above model produces the following volume averaged correlations in a spherical cell (top-hat window smoothing) of radius R:
The smoothed amplitudes, 8 and SJ are related to the multi-point amplitudes, r0 and QJ, by: (1 =3)(1 =4)(1 =6) r0 8 h 1 Mpc ; (4) SJ = BJ J J 2 QJ; (5) where BJ 1 are given in G94 (see also Boschan, Szapudi & Szalay 1994) .
For small angles this scale invariant model produces the following angular averaged correlations: where CJ ' 1 are given in G94 (see also Boschan, Szapudi & Szalay 1994) and T is a geometrical factor that comes from the area average in !2: (8) Note that the rJ in equation (7) are dimensionless and are not directly related to r0 (which has units of h 1 Mpc).
The values of Ik in equation (7), can be expressed as:
where x is the comoving coordinate. These integrals depend on the selection function (x), the curvature correction
] and the evolution of clustering, parametrized by (which will be discussed in the next sections).
Thus for a given scale-invariant model with slope , it is possible to use the above expressions to relate the estimated angular amplitudes A and sJ, in equation (7), to the underlying three dimensional amplitudes, i.e. 8 and SJ, from equations 4 and 5.
Quasi-scale-invariant model
Consider now a distribution that is not exactly scaleinvariant but has correlations J that can be parametrized as a scale-invariant distribution as in equation (2) with r0, and QJ being a slowly varying function of scale. We call this a quasi-scale-invariant model. For a a quasi-scale-invariant model it should be possible to apply a local inversion at each scale. In principle the correlations on all scales R contribute to the correlations on angular scale , but because the sample has a nite depth, D, there is a characteristic scale R ' D . In our analysis we relate angular scales to 3-D scales using R = D , where D is the estimated distance which corresponds to the mean redshift of the sample (see also Peebles 1980 Thus at a given scale with local slope , we use the above expressions to relate the estimated local angular amplitudes A and sJ to the underlying three dimensional values, i.e. 8 and SJ at scale R = D . This model was used in G94 to recover the 3D correlations in the APM Survey.
On the interpretation of clustering from the angular APM Galaxy Survey 3 2.3 Tests on N-body simulations
We have tested the quasi-scale invariant method on several simulations with di erent shapes and amplitudes for the variance 2 . We have tried both galaxy and cluster simulations, generated by and Croft & Efstathiou (1994a,b) . We rst estimate J using the counts in cells method for the whole simulation box (as in Baugh, Gaztañaga & Efstathiou 1995) . Next we transform the simulation into an observational catalogue with a given selection function. >From this mock catalogue we estimate !J and use the above method to recover J . The comparison (Baugh & Gaztañaga, in preparation) shows excellent agreement within the errors even at large scales, where there is a signi cant break from the power-law model. 
Test on the APM galaxy data
We now apply this method to the APM galaxies and compare it with a the results of a previous estimate by Baugh & Efstathiou (1993) . We rst estimate the shape of the variance, 2 , in the APM Galaxy Survey by integrating the three-dimensional P(k) measured by 
The errors correspond to 2 scatter in the angular two-point correlation function (Maddox et al. 1990a) . The results are shown as lled symbols in Figure 1 . The second estimate is based on the method presented above for quasi-scale-invariant models. We use the angular variance measured in the APM (i.e. Figure 5 ). Our nal errors include the sampling errors in !2 and the uncertainty in the local slope. In both cases we use the selection function of Baugh & Efstathiou (1993) and the same model for the evolution of clustering ( = 0, see below). Open squares with error bars in Figure 1 shows this new estimate of 2 compared to that from P(k). Both results agree perfectly within the errors.
THE SELECTION FUNCTION
The selection function (x) is the normalized probability that a galaxy at coordinate x is included in the catalogue. This probability is proportional to the estimated number of galaxies at this coordinate: Figure 1 . Comparison of two di erent estimates of 2 from the angular APM sample of galaxies. Filled squares are obtained by integrating the power spectrum P (k) of Baugh & Efstathiou (1993) . Open squares correspond to a direct inversion of the angular variance ! 2 ( ).
where is adjusted so that the probability integrates to unity over the sample. (q) is the luminosity function and q1(x) and q2(x) are the scaled luminosities corresponding to the lower and upper limits in the range of apparent magnitudes used to build the galaxy sample or catalog under study. In our case these are bJ = 17 and bJ = 20 respectively. The luminosity function (q) in equation (12) should include all photometric contamination that has not been corrected for in the magnitudes in our sample, i.e. (q) should not have been corrected for magnitude errors, k-corrections or extinction. This is done in practice by introducing an observer magnitude system M 0 so that the absolute magnitude, M, of a galaxy at redshift z is given by M 0 = M kz. We use k = 3 as a rough approximation but it should not a ect our results much because we allow all our parameters have a redshift dependence. We also use the standard Schechter form for the luminosity function: (q) to the bJ = 17 20 APM sample we nd that it predicts a total number of 740; 000 galaxies. This is almost a factor of two smaller than the actual measured number, ' 1; 300; 000 galaxies. This seems to support the conclusion of Maddox et al. (1990b) that the rapid increase in number counts in the magnitude range bJ = 16 19 can only be explained by signi cant evolution of the galaxy population at redshifts z 0:1. This could be a consequence of luminosity evolution or a decrease in the number density (see Koo and Kron 1992 and Colles 1994 , Glazebrook et al. 1995a , 1995b for a recent discussion), but the observations could also be a ected by important selection e ects (e.g. Salzer 1994 , McGaugh 1994 . Koo, Gronwall & Bruzual (1993) and Gronwall & Koo (1995) have proposed that traditional luminosity evolution could explain the observations if we assume a particular (non Schechter) local luminosity function, with more galaxies (than in Loveday et al. extrapolation) at the faint end, MB > 16:5, where there are no direct observations.
Whatever the reason, we will consider a rapid change in the e ective luminosity function to parametrize the redshift distribution N(z) in our magnitude range. As pointed out above, this approach might not be the most general possibility, but it seems that it can reproduce the observed N(z) distributions in the cases where data is available.
Constraints on evolution with redshift
We have parametrized the redshift evolution by making = (z), M = M (z) and = (z) function of the redshift z. Because the redshifts are small z < 1 we use linear functions:
so that the dimensionless parameters M 1 , 1 and 1 measure the redshift dependence. In order to set some constraints on the parameter space we use the following results:
1) The Stromlo-APM values of the luminosity function at low redshifts from Loveday et al. (1992) are taken as corresponding to z ' 0. Therefore, we take: (16) This number has been obtained directly from the APM maps and the error is based on a merging correction uncertainty of 5%, i.e. Maddox et al. (1990a). 3) The With such a large 2 it is clear that this model does not t well the constraints we have chosen and it is important to see how di erent the resulting clustering predictions are. Baugh & Efstathiou (1993) have proposed a functional form for the redshift distribution N(z) which provides an acceptable match to the deep redshift histograms (Broadhurst et al. 1988 and Colless et al. 1990 ) whilst simultaneously tting the Stromlo/APM redshift distribution (Loveday et al. 1992) . By construction one can also match the total number in the bJ = 17 20 APM sample. We nd that this N(z) distribution gives z20 21:5 ' 0:23 and z21 22:5 ' 0:29, and this contributes to giving an acceptable 2 ' 2:23. Nevertheless, when using this functional form for N(z) we do not explore the uncertainty in the selection function, which is what we need to do in order to study its e ect on the projected clustering.
EVOLUTION OF CLUSTERING
As usual, we parametrize the evolution of clustering using:
where 2(r) corresponds to z = 0. For the higher order correlations we assume that the evolution follows from the hierarchical model equation (2). That is, that QJ and SJ do not evolve much with z. This is in good agreement with N-body 6 E.Gaztañaga simulations (see . When the intrinsic clustering properties do not evolve in proper coordinates (stable clustering) the excess probability of nding a galaxy at separation r from a given galaxy is a constant: n(z) 2(r; z) = n0 2(r) = const; (20) where n0 corresponds to n(z) at z = 0. Because of the Universal expansion n(z) = n0(1 + z) If the clustering pattern is xed in comoving coordinates, then = 3 ' 1:3, with less evolution than in the stable clustering regime. This might describe some models in which galaxies are identi ed with high density peaks. As one would expect peaks to move less than mass particles it results in less evolution for the clustering of galaxies. Although there are several observations of clustering of faint galaxies they do not seem to set a de nitive constraint on . We will consider the range ' 1:3 to ' 1:3 below, in order to include all the above possibilities.
CLUSTERING IN THE APM SURVEY
We use here the clustering results from the angular APM Galaxy Survey (Maddox et al. 1990a) , in particular for the bJ = 17 20 sample which has over 1:3 10 6 galaxies. The area-averaged angular J-point correlation functions !J( ) were estimated for J = 2 9 by G94. We have recalculated here these correlations !J( ) using more cell sizes so that we have better scale resolution (each cell is 50%, instead 100 %, larger than the previous one). , where we have applied a merging correction of 5 %, (see Maddox et al. (1990a) ). Note that this correction has not been applied to the values shown in Figure 5 .] This value of A is used in equation (7) to nd r0. Given a model for clustering evolution, i.e. in equation (19), the value of r0 depends on each parameter 1, M 1 and 1 in (L; z), ( equation (14)). In Figure 6 we show these values of r0 as contours in the 1-M 1 plane for ? Note that at large scales, where this e ect is larger, our nal errors in 2 are dominated by the uncertainty in the value of the local slope . These nal errors are much larger than the arti cial gradient correction, see Table 1 we show the best t values of 8. Table 1 include sampling errors, uncertainties in the slope, and uncertainties in the selection function. This adds up to an ' 8% error in 8, for any given value of and 0. There is 7% variation of 8 with (for between -1.3 and 1.3) and a 3% variation with 0.
In Table 1 we also show the results for = 3, which corresponds to the case of no clustering evolution and no cosmic expansion.
The shape of 2
We next use the inversion presented in x2 to estimate 2 at di erent scales. >From Figures 7-8 we can see that the amplitude of 2 (R) , and not the shape, is a ected by the uncertainties in the selection function.
Higher order correlations J

The amplitudes rJ
We next nd the projection coe cients rJ using equation (7). In Figures 9 we show the values of r3 as contours in the 1-M 1 plane for di erent values of and 1 = 0. We nd similar results for other values of 1 .
The variation of r3 for di erent models of the selection function, (i.e. in the 1-M 1 plane) is quite small, typically r3 ' 0:01 or smaller within the allowed regions. This variation is smaller than that involving the 2-point function amplitudes, e.g. r0. This is because r3 corresponds to a relative amplitude, i.e. 3= 2 2 , and therefore there is some degree of cancelation between the values of Ik (note that rJ are dimensionless in powers of Ik while r0 is not).
The variation for di erent clustering models, i.e. as a function of , is more signi cant. For = 0 we have r3 ' 1:19 (r3 ' 1:20) for 0 = 1 ( 0 = 0), while = 1:3 gives r3 ' 1:169 (r3 ' 1:176) and for = 1:3, r3 ' 1:217 (r3 ' 1:226). Thus the overall range is quite large, r3 ' 1:17 1:23, but still only represents a 5% variation compared to the 32% variation in r0 in Figure 6 . The general pattern is similar for higher orders with the overall variation increasing to about 10%, 15%, 21%, 28%, 34% and 41% for J = 4; 5; 6; 7; 8 and 9, respectively. Our nal set of selection functions di er from that proposed by Maddox et al. (1990a) for inverting the APM 2-point correlation, and also used by to estimate higher order correlations. The di erence, though small, is signi cant given the errors. The net e ect is a higher amplitude for the selection function proposed by Maddox et al. , with proposed by Baugh & Efstathiou (1993) . However, the latter does not explore the uncertainties in the selection function.
If galaxy clustering in the APM grows according to the gravitational growth of matter uctuations ( ' 1:3), then to the values measured from nearby optical samples such as the North Zwicky Center for Astrophysics catalog (Huchra et al. 1983, hereafter CfA) or the Southern Sky Redshift Survey (Da Costa et al. 1991, hereafter SSRS) . On the other hand, if we assume that clustering evolution is xed in comoving coordinates ( ' 1:3), we nd APM 8 = 0:83 0:05 (0:87 0:06), closer to the value for IRAS galaxies (e.g. Fisher et al. 1994 ). On comparing with redshift samples, one should take into account the possible e ect of peculiar velocities. Fry & Gaztañaga (1994) have used con gurations that minimize redshift distortions to estimate the clustering in real space in the CfA, SSRS and 1.9 Jy IRAS catalogues. For our comparison we focus on their results for volume limited samples CfAN80, SSRS80 and IRAS65, which represent a compromise between sampling a large volume and having a large enough galaxy density. The clustering in the smaller nearby samples is probably a ected by large scale density uctuations. We use the quoted mean values of r0 and and its uncertainties from Table 4 of Fry & Gaztañaga (1994) to nd 8 from equation (4).
The resulting values for 8 are shown in Table 2 . These values are compatible with the estimates made by Fisher et al. (1994) for the 1.2 Jy IRAS and those for the CfA 06, but we nd larger errors. This could be partially due to di erences in the method of estimation. The variance coming from the nite size of the sample (i.e. caused by uctuations on the scale of the sample) could be quite important for these nearby catalogues. Fry & Gaztañaga (1994) do include a nite volume contribution to the error by modelling the tail of the probability distribution. In fact, the di erence between the estimates of 8 from the CfA and SSRS samples in Table 2 and also the di erence between the two estimates mentioned for CfA 8 (which use di erent subsets of the CfA galaxies), indicate that the e ect of the combination of nite volume and (possible) di erential selection biases for optical galaxy samples is as large as 25%. This is in good agreement with the error estimates in Table  2 .
The precise values of 8 from the APM galaxies provide important constraints on models for structure formation. For example, there is a whole range of models for which the predicted values of 8 for matter uctuations in linear theory, . Given that the non-linear values of clustering are typically similar or larger than the linear values at 8 h 1 Mpc (see Figure 11 -12), we see that the amplitude of matter uctuations in these models are larger than the uctuations estimated from APM galaxies in Table 1. Thus these models require that galaxies are anti-biased with respect to the mass, i.e. that galaxy formation (and/or galaxy selection) is less likely to occur in large scale high density peaks and more likely to occur in large scale low density voids. Although not impossible, this would require a peculiar selection e ect which needs to be studied.
In Figures 11 and 12 we compare the APM variance is either the linear (continuous line) or non-linear matter variance (closed squares). For a local biasing transformation, one would expect that at large scales, where 2 < 1, there should be a linear relation between galaxy and matter 2 , independent of scale (see Fry & Gaztañaga 1993 ). This does not seem to happen in the \standard" CDM model (Figure 12) , which is the reason why this model is not favored by the clustering of APM galaxies (Maddox et al. 1990a ). The open model (Figure 11) shows 10 E.Gaztañaga Again, the precise values of SJ from the APM could provide important constraint on models for structure formation. If galaxy uctuations trace matter uctuations, one can predict the values of SJ in the APM at large scales by just assuming gravitational growth from initially small gaussian uctuations. These predictions depend on the shape (but not the amplitude) of the initial power spectrum, and are only valid at large scales 2 < 1 or R > 10 h 1 Mpc (Fry 1984b , Juszkiewicz, Bouchet & Colombi 1993 , Bernardeau 1994 , Lokas et al. 1995 , Baugh, Gaztañaga & Efstathiou 1995 . They are shown as continuous lines (APM nal power-spectrum) and dashed lines (low CDM initial power-spectrum) in Figure 10 (from Gaztañaga & Frieman 1994) . Bernardeau (1995) has critized the use of the \tree" hierarchy (2) to model the projection e ects in angular catalogues because the PT results are not exact tree models y Although b 2 is close to unity at large scales in Figure 11 with constant values of QJ. Bernardeau favours using the 2D projected PT predictions directly in comparisons with the angular data. The problem with this approach is that the PT results are only valid on large scales while the projection mixes small with large scales. >From the N-body results mentioned above it is clear that, at least at scales where 2 > 1, the PT hierarchy has the wrong amplitudes. This could introduce spurious projection e ects, which are particularly bad for the PT hierarchy as it is not scale invariant.
Moreover, the small angle approximation ! 0 has a different meaning when the hierarchy is not scale invariant, which could explain why the Bernardeau results seem to be so sensitive to this approximation. In contrast, the quasiscale invariant approach presented here (and used in G94) is optimal in the sense that it allows the hierarchy to be scale dependent (as in the PT case) but without introducing the spurious amplitudes at small scales. Our preliminary tests of projections in N-body simulations seem to verify the validity of the quasi-scale invariant model.
CONCLUSION
We have studied the uncertainties involved in the estimation of three dimensional clustering properties from the angular distribution in a sample bJ = 17 20 from the APM Galaxy Survey. We have considered the e ect of a change in the selection function and the changing of clustering amplitudes with redshift.
The nal range of values for the inverted 2-point amplitude, covering all possibilities, is quite large, 8 ' 0:78 1:08 (see Table 1 ). The predicted shape for 2 is not much a ected by any of these uncertainties (see Figures 7-8) . The values of 8 in the nearby samples, Table 2 , can be compared directly with those in Table 1 for the APM Survey. We can see that the sampling and projection errors in 8 for the nearby On the interpretation of clustering from the angular APM Galaxy Survey 11 catalogues are two to three times larger than those in the APM, but the uncertainties in the cosmological parameters and the evolution of clustering are less important. In a recent preprint, Loveday et al. (1995) Table 1 suggests a large value of , i.e. as expected if clustering grows according to gravity in an expanding universe with little or no biasing. In particular, the value of 8 in the Stromlo/APM is clearly incompatible with the one in Table 1 for the whole APM if = 3, indicating that both the Universal expansion and some degree of clustering evolution are neccessary to reconcile the two measurements of 8 .
The results for higher order correlations in Figure 10 agree with the results in Figure 2 of Gaztañaga & Frieman 1994 , where it was pointed out that the observed values of SJ in the APM Survey are compatible with the clustering that emerges from gravitational growth of small (initially Gaussian) uctuations, regardless of the cosmological model we assume for the universe, i.e. , , H0 or the nature of dark matter. Again we nd here that the observations requiere little or no biasing to match the gravitational predictions.
Some of the uncertainties considered in our analysis could be removed with a better knowledge of the redshift distribution N(z) for galaxies in the bJ = 17 20 range, while a better understanding of galaxy formation seems necessary to make more detailed predictions about galaxy clustering evolution and the possibility of bias or anti-bias in the nal galaxy distribution.
