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ABSTRACT
Genotypic stability of performance across environments in general, 
or across levels of a specific environmental factor in particular, is an 
important concern of plant breeders. The objectives of this research 
were to examine the relationships and repeatability of the commonly used 
stability statistics, the relative merits of these statistics in the 
stability analyses of wheat (Triticum aestivum L. ) yield and test 
weight, and the relationship of genotypic tolerance to low 
soi1-fertility with yield stability.
Yield and test weight data of Louisiana Agricultural Experiment 
Station (LAES) winter wheat performance trials from 37 year-location 
combinations were used in the stability analyses. Three field and two 
greenhouse experiments were conducted to determine low-fertility 
tolerance of wheat cultivars. The two-line regression model proposed by 
Verma et al. (1978) was compared with a linear regression model in 
characteriz ing cultivar response to environments. A low-fertility 
tolerance index (LFTI), similar to the susceptibility index of Fischer 
and Maurer (1978), was used to rank cultivars for tolerance to low 
fertility.
The stability variance (o^3), deviation mean square (Sd^3), and the 
coefficient of determination (r^3) were equivalent stability statistics. 
The variance of genotypic mean (S^3) was a function of high b^ values, 
which was highly correlated with 3. Genotypes with b^ values 
different from 1 had o^3 values higher than their Sd^3 values. Mean 
yield (X ), b^ , and r^2 were the most repeatable statistics between 
subsets of environments. o^3 and Sd^3 were not repeatable. The
xiv
two-line regression model was superior to the linear regression model in 
describing genotypic responses. Low-fertility tolerance, measured by 
LFTI, was uncorrelated with mean yield and yield stability.
Since there was no negative genetic correlation between yield and 
test weight, and b^'s of yield and test weight were highly correlated, 
selection for high yield and high test weight can be effectively 
performed simultaneously.
If heterogeneity of regression is significant, selection for 
desired adaptability and stability of performance in winter wheat, 
measured by b^ and Sd^2 or r^2t respectively, is likely to be effective. 
LFTI is a good index for stress tolerance, provided data fit the linear 
regression model.
xv
INTRODUCTION
Plant breeders attempt to develop genotypes with superior 
performance, which requires selection and testing over several years and 
locations. The combinations of locations and years are usually 
considered as environments. When genotypes are compared over a series 
of environments, the relative rankings often differ, leading to 
difficulty in demonstrating superiority of any given genotype, in which 
case genotype-by-environment (GE) interactions are said to be occurring. 
The question of stability arises when genotypes fail to perform 
consistently across environments, and GE interactions are present. The 
contribution of genotype to phenotype remains unclear in presence of GE 
interactions, and the effectiveness of selection becomes limited. 
Therefore, a knowledge and understanding of GE interactions, and methods 
to measure genotypic stability are important to plant breeders.
Based on varied concepts and definitions of stability, several 
methods and parameters have been developed to explain GE interactions 
and to measure genotypic stability of performance. Efficiency of the 
stability analyses and characteristics of the stability parameters will 
be better understood if the differences based on different concepts are 
realized. Basically, concepts of genotypic stability are either 
biological or agronomic. A genotype with a minimum total variance under 
different environments is considered as biologically stable. Biological 
stability is often associated with low production performance, and 
therefore, not desirable to the agronomists. Agronomically, a stable 
genotype has a consistent and predictable response to improved
1
2environmental conditions. This agronomic concept of stability describes 
properties desirable in crop production.
The performance of individual genotypes across environments has 
been described in many ways. The most important methods are regression 
analysis, stability indices, cluster analysis, and multivariate 
analysis. Partitioning of GE interactions into linear and non-linear 
components was first performed through regression analysis by Yates and 
Cochran in 1938. The regression technique was later improved by Finlay 
and Wilkinson (1963), modified by Eberhart and Russell (1966) and 
Perkins and Jinks (1968), and widely known and used as joint regression 
analysis by plant breeders, until Shukla (1972) proposed 
stability-variance technique. The joint regression method treats every 
dimension of the environment in the same way and uses the mean of all 
genotypes tested in an environment as the environmental index. 
Adaptability is defined as a function of the regression coefficient and 
stability as a function of the deviation from regression. Since the 
regression method does not always satisfy the condition for 
predictiveness of the random model because of interdependence of the X 
and Y variables, question of its statistical validity remains. Some 
statistically valid alternative methods, such as cluster analysis, 
principal component analysis, stochastic dominance, non-metric 
multi-dimensional scaling, biplot method, and correspondence analysis 
have been proposed. The practical applicability of these alternative 
methods have not yet been widely proven or accepted in the field of 
plant breeding. Therefore, critical evaluation of the currently 
available techniques and identification of the relatively more efficient 
parameters are still of interest to plant breeders. In order to be used
3effectively in selecting superior genotypes of crop plants, the 
stability parameters must be genetically controlled, and therefore, 
repeatable across samples of environments in which the crop is grown. 
Repeatability of some of the stability parameters has been determined, 
while that of some others needs to be more carefully evaluated.
Regression parameter-estimators Sd^2, and have been
widely used in the stability analysis of wheat (Triticum aestivum L,). 
Other commonly used statistics, such as stability variance (o^2),
variance of genotypic mean across environments (S^2) and coefficient of
variation across environments (CV.) have not been extensively used in 
measuring genotypic stability in wheat. The conventional linear 
regression does not always accurately describe the nature of response 
and stability of wheat genotypes, especially, if the range of 
environments is wide. Verma et al. (1978) tested a two-line regression 
model in tobacco (Nicotiana rust ica L.) by partitioning the total 
environments into high-yielding and low-yielding subsets, and found that 
genotypes respond independently differently in two subsets, and the 
differential response was masked when a single line regression across
the entire range of environments was used. Mariani et al. (1983)
applied this concept in stability analysis of durum wheat, and found 
that genotypic responses are better explained by a multiline regression 
model than a single-line or quadratic model. The two-line regression 
model has not yet been extensively used in the stability analysis of 
winter wheat.
Grain yield and grain test-weight are economically important traits 
of wheat, and selection for both traits is important. Test weight is 
defined as the weight per volume of grain and is a function of kernel
kdensity and packing efficiency. Packing efficiency is a 
genotype-related component of test weight, whereas kernel density is 
relatively more influenced by environments. Therefore, it is important 
to understand the GE interactions for test weight to make progress in 
selection. Grain yield and test weight are products of two different 
component systems, and therefore, may be influenced by environmental 
factors in different ways. The knowledge of the genetic correlations 
between these two traits and their relative reactions to environments is 
important to plant breeders. Studies of GE interactions and stability 
of test weight and relationships of stability and response patterns 
between grain yield and test weight are limited. An extensive 
literature search failed to reveal any report on the correlation between 
grain yield and test weight.
Varietal stress tolerance is one of the aspects of stabi lity. 
Plants are able to grow in less than favorable conditions by virtue of 
their genetic adaptability. In order to sustain and increase the total 
production of crops, the cropping areas will be extended in future, and 
crops will have to be grown under sub-optimal soi1-fertility conditions. 
The mineral requirements of plants are not uniform, and plants range 
from nutrient inefficient to nutrient efficient. An efficient genotype 
has a high rate of organic matter synthesis with low concentration of 
certain nutrients, and can produce high yield. The yield stability 
across fertility levels or tolerance to low soi1-fertility is 
attributable to this characteristic.
Wheat is the most widely grown crop species, and a large genotypic 
variability is available. Studies on the genotype-by-fertility and 
other GE interactions revealed that the environment has a greater
5influence on the parameters of source capacity than on the parameters of 
sink capacity. Mineral deficiencies or imbalances in wheat, like many 
other crops, can result from different management and environmental 
factors. Genetic tolerance of crop cultivars to low fertility may
ensure stability over a wide range of soil conditions across years. 
Cultivar stability or tolerance of wheat to unfavorable soil-moisture or 
temperature were examined by several authors using a tolerance index. 
The usefulness of such an index in determining genotypic tolerance to
low fertility and relationship of this tolerance with yield stability in
winter wheat needs to be investigated.
The general objectives of this dissertation research were to
evaluate the relationships and repeatability of the commonly used 
stability statistics, their application in the stability analyses of 
wheat yield and test weight, and the relationship of tolerance to low 
fertility (as measured by an index) with yield stability in winter 
wheat. For stability analysis, yield and test weight data were used 
from the Louisiana Agricultural Experiment Station (LAES) wheat 
performance trials (Annual reports from 1980 through 1983, Agronomy 
Department, Louisiana State University, and LAES memeo series No. 23, 
24, and 25). Results are reported in five separate chapters. The 
specific objectives of the individual parts of the reseach are stated in 
the beginning of each chapter.
REVIEW OF LITERATURE
The stability of genotypes across variable environments is an 
important concern of plant breeders, but is often confounded with other 
genotype-by-environment (GE) interactions, i.e., failure of genotypes to 
perform consistently relative to each other under varying environments. 
Much research has been conducted to quantify the GE interactions and to 
evaluate cultivars for their responsiveness and stability to 
environmental factors. The literature on this subject is voluminous and 
ranges from developmental genetics to cultivar performance trials. A 
comprehensive review was written by Freeman (1973) and Hill (1975). For 
the sake of a fuller understanding of the subject, the concepts of 
genotypic stability, the techniques commonly employed in stability 
analysis, their applications in wheat (Triticum aestivum L. ), and the 
relationship of stability with stress tolerance will be considered in 
this review.
Concepts of Stability:
Johannsen recognized the role of environment in the developmental 
process and manifestation of the phenotype as early as 1909 (Hill, 
1975). Hayes (1922) observed a very low correlation between the protein 
content of maize from year to year, and suggested a low correlation 
could be expected whenever the express ion of a character is strongly 
influenced by the surroundings Since that time, the importance of 
genotypic adaptat ion to environmental condit ions has been recognized, 
and the test ing of new genotypes over wide ranges of environmental 
conditions to determine their adaptation and stability to environmental
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7variations has been adopted (Hill, 1975). The definitions of stability 
are many, even within the confines of GE interactions. They are 
developed according to different concepts of genotypic stability of 
performance. Several of these definitions are interrelated, while some 
others are contradictory (Easton and Clements, 1973; Freeman,1973;
Marquez-Sanchez, 1973; Hill, 1975; Becker, 1981).
There are two basic concepts of stability: one is biological and 
the other is agronomic (Becker, 1981). Biologically, a genotype with
minimum total variance under different environmental conditions is 
considered stable, i.e., the stable genotype will neither respond to 
environmental changes nor interact with environments (Hanson, 1970). An 
agronomically stable genotype should have minimal interactions with 
environments, but should respond to improving environments (Eberhart and 
Russell, 19660). Becker (1981) observed that many breeders characterize 
a stable variety as having a constant yield irrespective of 
environmental variations, and consequently, look for varieties with 
minimal variance. This idea is in agreement with genetic homeostasis 
(Lerner, 195A) , and may be called a biological concept. Allard (1961 ) 
observed greater yield stability in bulk hybrid populations than pure 
lines of lima beans, which conforms to the genetic homeostasis concept 
of stability. Hanson (1970) used "genotypic homeostasis", as opposed to 
Lerner's genetic homeostasis, to define stability of a genotype based on 
its capacity to adjust to differential stresses found among 
environments. A cultivar with constant performance is not desirable to 
most agronomists because it does not respond to improved growing 
conditions with increased yield (Allard and Bradshaw, 1964), 
Agronomically, a variety should have minimal interactions with
8environments, and yield predictably at the level of productivity of the 
respective growing condition. This agronomic concept of stability 
describes properties desirable in crop production (Becker, 1981). An 
agronomically stable variety is one that provides high and consistent 
performance (Francis and Kannenberg, 1978), i.e., the variety is "well 
buffered" to adjust its phenotypic state in response to transient 
f luctuat ions in environments in such ways that it gives high and 
economical returns (Allard and Bradshaw, 1964).
Allard and Bradshaw (1964) combined the above two concepts, and 
classified stability as individual buffering, or population buffering; 
both of which are measurable in terms of GE interactions. Individual 
buffering refers to the ability of the genetically homogeneous 
populations such as pure lines or single crosses to stabilize 
productivity. This type of buffering is a feature of the specific 
genotype for inbreds and the heterozygosity for hybrids (Lerner, 1954; 
Jinks and Mather, 1955; Shank and Adams, 1960). The differences in 
coefficient of variability among the inbreds reflect buffering abil ity 
of specific genotypes while greater variability of inbreds as a group , 
compared to hybrids as a group, shows that buffering is also a feature 
of heterozygous combinations of genes. Population buffering arises in 
interactions among different coexisting genotypes in heterogeneous 
populations (mixed variety or segregating populations). The mixed 
populations are nearly always more stable in yield than their component 
genotypes (Simmonds, 1962). Both biological and agronomic concepts of 
stability are applicable to each of these two classes.
The concepts of yield risk and risk aversion has been discussed 
relative to selection of genotypes for stability (Binswanger and Barah,
91980). According to this concept, stability is related to season or 
year, and adaptability is related to location (Evenson et al. , 1978).
This seems to be a further refinement of the stability concept based on 
the classification of environments into predictable and non-predictable 
components as suggested by Allard and Bradshaw (1964). Genotypes are 
grouped into risk-efficient and risk-inefficient categories based on 
variance over years and mean yield of the genotype. Stability across 
years coupled with high mean yield is considered to be a risk aversion 
criterion. This concept uses analysis of variance rather than 
regression analysis to calculate stability and adaptability statistics.
The joint regression concept (Yates and Cochran, 1938; Finlay and 
Wilkinson, 1963; Eberhart snd Russell, 1966; Perkins and Jinks, 1968), 
treats every dimension of environment in the same way and uses the mean 
of all genotypes tested in an environment as the environmental index. 
Adaptability is defined as a function of the regression coefficient and 
stability as a function of the deviation from regression. A greater or 
lesser value of regression coefficient reflects specific adaptability of 
the genotype to better or poorer environments, respectively. As opposed 
to Evenson's concept (1978), this concept does not distinguish between a 
time and a space dimension of environmental differences. Wricke (1962) 
used the "ecovalence" to define stabi1ity in terms of the net 
contribution of the genotype to the total GE interaction sum of squares. 
Ecovalence includes variation due to regression and that due to 
deviation from regression. Evenson1s concept is similar to Wricke's in 
that individual regression response of the genotype to overall 
environment is not considered. However, the average regression of all 
the genotypes over the entire range of environments is taken into
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consideration by Wricke. Variance of the genotype across environments 
is Evenson's basis for classifying stability. This idea is influenced 
by the biological concept of stability, whereas, the sum of squares of 
GE interaction for each genotype is the stability measure of Wricke, 
which follows the agronomic concept. Shukla (1972) adopted a concept 
similar to Wricke1s, and used variance of a genotype across environments 
as his stability variance (Lin et al., 1986). In contrast, Eberhart and 
Russell (1966) recognized responsiveness and stability as two 
independent and desirable traits. Genotypes can be selected for them 
separately or in combination to conform with the objective of the 
breeder. This idea is in line with the agronomic concept of stability, 
as it gives an opportunity to select cultivars for specific 
adaptability, with predictable high yield.
Techniques Employed in Stability Analysis:
The contribution of genotype to phenotype remains unclear when GE 
interaction is present. Where the relative performance or variability 
of genotypes, or some other aspect of a genetic system, varies with the 
environments, GE interaction is said to be occurring (Easton and 
Clements, 1973). Such interactions generally complicate breeding 
procedures and limit the usefulness of selection in any one environment. 
A common approach to this problem is to screen the genotypes in a number 
of environments. When genotypes are compared over a series of 
environments, the relative rankings often differ, leading to difficulty 
in demonstrating a significant superiority of any given genotype 
(Eberhart and Russell, 1966). Comstock and Moll (1963) statistically 
showed the effect of a large GE interaction in reducing progress from
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selection, which is the primary reason GE interactions are of major 
importance to plant breeder. The problem of GE interaction has received 
much less attention than its importance may justify (Hill, 1975).
Early biometricians failed to recognize the importance of GE 
interactions, and assumed that the phenotype of an individual results 
from the additive effects of the genotype and the environment (Hill, 
1975). They attempted to minimize GE interactions in the 
multi-environmental experiments by stratification of the environments, 
rather than exploiting the genotypic ability to withstand environmental 
fluctuations. Stratification of environments can reduce the GE 
interaction, but cannot eliminate it, particularly when the 
unpredictable (e.g., year) factors of environment are involved (Allard 
and Bradshaw, 19 6A ; Eberhart and Russell, 1966). Progress in 
understanding GE interactions has been slow partly due to early 
endeavors to minimize GE interactions under field conditions (Sprague, 
1966).
Data transformation may sometimes eliminate interactions 
(non-additivity) and can be applied to GE interactions (Bartlett, 19A7; 
Tukey 1949). Finlay and Wilkinson (1963) were able to induce a high 
degree of linearity (additivity) by transforming their original barley 
yield data into a logarithmic scale. Eagles et al. (1977) transformed 
oat yield data into square-root and cube-root scales and found that GE 
interactions were reduced. In some instances, data transformation 
failed to remove GE interactions, which were actually present, and 
altered the interpretation of the results (Breese and Hill, 1973).
The technique of cluster analysis has been used to group locations 
in order to minimize GE interactions. Abou-El-Fettouh et al. (1969a)
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suggested rezoning the regional cotton variety tests to reduce GE 
interactions. Locations were grouped on the basis of a distance 
coefficient which was calculated for each pair of locations from 
estimated cultivar by location interaction effects- Subsets of 
locations were formed such that the locations in each subset are more 
similar to each other than any of those outside the subset. The 
genotype-by-location (GL) interaction was reduced in oat cultivar trials 
by dividing a large region into sub-areas (Horner and Frey, 1957). 
Ghaderi et al. (1980) found a significant reduction in GE interaction in 
wheat by rezoning the test locations. When sub-dividing testing areas, 
the GL interaction of the sub-areas should be tested for significance 
against the corresponding second-order interaction (e.g., 
genotype-by-location-by-year) rather than against the pooled residual 
variance (Liang et al., 1966). Re2 oning is not advantageous if GL 
interaction is small (Miller et al., 1959). However, in a practical 
plant breeding program, it is desirable to capitalize on the GE 
interactions present to determine environments in which the genotype 
effects of interest may be maximized (Mather, 1971; Dowker, 1971).
As plant breeders and biometricians realized the importance of GE 
interactions and the need to evaluate genotypes over a wide range of 
environments, several pragmatic methods and techniques were developed to 
elucidate and interpret the genetic behavior of the genotypes in 
response to the variations of the environments. Based on the concepts 
of genotypic or phenotypic stability, several statistical parameters 
have been developed and tried (Shukla, 1972; Freeman, 1973; Hill, 1975; 
Langer et al., 1979;). Comparisons and criticisms of these methods and 
stability parameters have been reported (Marquez-Sanchez, 1973; Luthra
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and Singh, 1974; Gray, 1982; Kang and Miller, 1984; Ntare and Aken'Ova,
1985; Lin, et al., 1986; Westcott, 1986; Kang et al., 1987).
The two-way analysis of variance has been a powerful tool in
recognizing GE interaction. This was realized by Fisher and Mackenzie
as early as 1923, and was demonstrated by Immer, Hayes, and Powers in
1934 (Hill, 1975). Sprague and Federer (1951) demonstrated the use of
variance components in separating the effects of genotypes, environments
and their interactions by equating the observed mean squares in the
analysis of variance to their expectations on the mathematical random
model Y , * p + d . + e . + g.. + e. , where Y . is the yield of ithijk i j 8ij ljk ijk J —
genotype of the kth replicate in the jU} environment, p is a general
mean, d^ is the effect of ith genotype, is the effect of jth
environment, g ^  ^ is the interaction between the ith genotype and the
jth environment, and e , is the random error (Freeman, 1973), The
i J k
magnitude and nature of GE interaction become evident when the mean
square due to GE interaction in the analysis of variance of a 
multi - location, multi-year experiment is partitioned into effects due 
to genotype-by-location (GL), genotype-by-year (GY), and 
genotype-by-location-by-year (GLY) components (Gibbons, 1982, Table 1). 
A significant GL or GY requires that genotypes should be tested over
several locations or years, respectively; a significant GLY requires 
testing over several locations and years irrespective of the
significance of GL and GY (Baker, 1969).
The classical analysis of variance method is able to identify the 
importance of GE interaction in a multi-environment trial, but it does 
not enable one to classify genotypes as to their response across 
different environments (Byth, 1977). Several authors (Sprague and
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Federer, 1951; Comstock and Robinson, 1952; Hanson, 1956) estimated the 
magnitude of GE interactions but without any measure of stability or 
responsiveness of individual genotypes. Plaisted and Peterson (1959) 
calculated stability for potato cultivars by "running" combined analyses 
of variance for all possible pairs of cultivars grown at all locations 
in a given year. Variance components for GE interactions were 
calculated from the analyses of each pair of cultivars, and the 
arithmetic mean of these estimates was obtained for all pairs having one 
common member. The cultivars with the lowest mean value of the 
estimates were considered stable. This method is cumbersome, and its 
applicability is questionable when more than a few cultivars are 
compared (Eberhart and Russell, 1966).
The performance of individual genotypes across environments has 
been described in different ways. The most important methods are 
regression analysis, stability indices, cluster analysis, and 
multivariate analysis. Each of these methods uses its own stability or 
adaptability parameter/s/.
Partitioning of GE interactions into linear and non-linear 
components, which is lacking in the variance component approach, was 
first performed through regression analysis by Yates and Cochran in 
1938, following "the agronomic placement of varieties" of Hooers (1921). 
Finlay and Wilkinson (1963) further developed the regression technique 
to describe the adaptation response of individual genotypes to a range 
of environments. The average yield of all genotypes tested at a 
location in a season was used as environmental index (El) to quantify 
environments, and mean yield of each genotype was regressed on the El. 
The mean yield and regression coefficient (p.) were measures of
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genotypic adaptation. The stability concept was not yet introduced into 
the analysis, although Finlay and Wilkinson (1963) described genotypic 
adaptability as a quantitative measure of phenotypic stability (Freeman, 
1973). The genotypes with values close to 1 were considered to have 
"average" stability over environments, and those with p^ < 1 were
considered more stable. Finlay and Wilkinson, of course, realized that 
"they were so stable, in fact, that they were unable to exploit 
high-yielding environments". The P^ value as a stability parameter 
satisfies Hanson's (1970) "genotypic homeostasis" concept.
Later, the agronomic concept of stability was taken into 
consideration in the actual analysis. Although the interaction term g „  
was partitioned as 8jj” ^iej + ^ij ^7 Yates and Cochran (1938), where p^ 
is a linear regression coefficient and 6 ^  a deviation, it was not used
i
to measure stability unti1 Eberhart and Russell (1966) calculated Sd^ 
from the deviation from regression as a parameter to measure the 
scatter of points about the fitted line. Perkins and Jinks (1968a) 
partitioned GE interaction into heterogeneity of regression and 
deviation from regression, which was later widely used as joint 
regression analysis. Eberhart and Russell (1966) modified and expanded 
the joint regression analysis by adding together the sum of squares for 
environment and GE interaction and repartitioning this into a linear 
component between environments, a linear component of the GE 
interaction; and the deviation from regression was further partitioned
for each genotype. They defined a stable genotype as one with a high
2
mean yield, p^= 1, and Sd^ ■ 0. This approach assumes that the
deviations within the various genotypes are homogeneous (Eberhart and 
Russell, 1966). For this reason, it is suggested that, to test the
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significance of the p^ for a particular genotype, the appropriate sum of 
squares should be compared against the deviation for that genotype 
rather than against the pooled deviation term (Freeman, 1973).
In the joint regression analysis, the data are effectively 
transformed to a scale on which the average regression slope of the 
genotypes under test equals unity (Yates and Cochran, 1938; Finlay and 
Wilkinson, 1963; Eberhart and Russell, 1966) or zero (Perkins and Jinks, 
1968). The null hypothesis is that there is no relationship between the 
GE interaction and the additive environmental component (Knight, 1970). 
According to Hill (1975), the phenotypic version of the joint regression 
analysis examines the relationship of (1 + + with c ^ , and the
significance of p^ is determined by departure from unity. The genotypic 
version employs biometrical genetic techniques to obtain a direct 
estimate of p^ (Bucio Alanis and Hill, 1966; Perkins and Jinks, 1968) as 
if was regressed on
If a significant GE interaction is present, either or both the 
heterogeneity of and pooled deviation from regression will be 
significant when tested against the experimental error. Each genotype 
in the test will be considered to have a linear response to 
environmental change if the heterogeneity component only is significant. 
By contrast, if the residual item alone is significant, the conclusion 
will be that no simple relationship exists between genotypes and 
environments. When both the items are significant, heterogeneity should 
be re-tested against the pooled deviation to determine whether it 
accounts for a significant proportion of the GE interaction variance.
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If it does, the linear model will have considerable predictive value for 
the genotypes concerned (Hill, 1975).
Hill (1975) reviewed the biological and statistical limitations of 
the joint regression approach. He suggested that in spite of its not 
being able to account for the physiological differences of individual 
genotypes in their responses to physical factors of the environment, 
this technique is useful as long as the experiment is constructed 
properly and the conditional nature of the inferences are appreciated. 
Like any other biological associations measured by regression or 
correlation, this technique suffers from the drawback that the X variate 
(abscissa) is subject to error, and an unbiased estimate of the 
regression coefficient cannot be obtained unless the Y variate and X 
variate are independent of each other (Freeman and Perkins, 1971; 
Hardwick and Wood, 1972). However, this should not cause a serious 
problem if a large number of genotypes are included in the experiment 
and the between-environment mean square is significantly greater than 
the error mean square (Hardwick and Wood, 1972). Although the Y variate 
(genotype means) is not independent of the X variate (environment 
means), this procedure is valid with the condition that inferences are 
drawn on the fixed model, i.e., genotypes and environments are fixed 
effects (Freeman, 1973).
Several authors used control genotypes, independent gene pools, 
extra replicates of the full genotype set, or the mid-parent value to 
estimate independent indexes of the environments (Bucio Alanis et al., 
1969; Fripp and Caten, 1971; Jinks and Connolly, 1973; Pederson et al. , 
1978; Kelly et al., 1987). The results demonstrated that the 
correlation between the independent and dependent estimates depends on
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how closely the Independent genotype set matched with the genotype set 
under test.
The environment may also be assessed by external physical or 
biological factors such as climatic measures, elevation, soi1 
fertility, soil moisture, insect population, or disease conditions. 
Significant differential response of cultivars to rainfall was 
calculated by simple linear regression method (Dowker (1963), as well as 
to several other factors by multiple regression (Abou-El-Fittouh et al., 
1969b). Hardwick and Wood (1972) demonstrated, using multiple 
regression, successful prediction of response of physiological causes to 
external variables. Binswanger and Barah (1980) constructed a multiple 
regression model whereby yield is regressed upon three sets of 
independent variables, (1) controlled variables such as fertilizers, 
irrigation rates, (2) adaptability (site) variables such as soil type, 
elevations, and (3) stability (weather) variables such as rainfall, 
temperature. Darrah and Penny (1974) compromised between classical 
joint regression and mult iple regression. They used convent ional 
environmental index (El) and elevation as two independent variables in 
their multiple regression model, and elevation was considered as the 
mean environmental gradient. Wright (1971) tried a similar approach, 
and cautioned that the F-test obtained would only be approximate. 
However, until a mathematical relationship of the external factors with 
yield is known for calculating an independent El, the average yield of 
the genotypes in a particular environment should be a valid index 
(Eberhart and Russell, 1966).
Stability Parameters:
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As mentioned previously, several statistical parameters were
calculated to measure genotypic stability. Yates and Cochran (1938) and
Finlay and Wilkinson (1963) considered a minimum value of the regression
coefficient, as a measure of stability. Eberhart and Russell (1966)
2
classified genotype as stable if the deviation mean square Sd^ = 0 along
2 2
with p . * 1, where S d , w { I , 6 3/(n-2)} ~ S /r is the measure of
i i j ij e
deviation from linear regression in their model for n environments with 
r replications. In both cases, p^ was estimated by b^. The coefficient 
of determination (r^3), obtained from regression analyses, was also used 
as a stability parameter (Schmidt et al., 1973; Pinthus, 1973; Mackenzie 
et al,, 1976; Kelly et al., 1987). As long as the sum of squares for 
heterogeneity of regression is significant and the deviation sum of 
squares is small, the predictability of the responsive high yielding 
genotypes can conveniently be determined by r^3 (Gibbons, 1982; Guenzi 
et al., 1985).
A different approach, the stability index techniques, has also 
provided some good statistics (Hanson, 1970; Tai, 1971; and Shukla,
1972). Wricke's "ecovalence" (W) of a genotype includes heterogeneity 
of regression plus the deviation from its own regression (Langer et
al., 1979). Hanson (1970) has devised a composite measure of stability
which is similar to Wricke's but also takes regression into account. In
2
terms of the model, the ecovalence (W^) of the ith genotype is ,
2 2 
while Hanson's is derived from + where a is the
minimum value of (1 + 0^)* Hanson's parameter is based on total
variability of the genotype and stability refers to constant performance
across environments to conform with his biological concept of stability.
The genotypes with minimum variance across environments are considered
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stable. The sane idea applies when variance of genotypic mean (S^ ) or 
coefficient of variation (CV^ ) across environments are proposed as 
stability est imators (Francis and Kannenberg, 1978; Binswanger and 
Barah, 1980). A siightly modified analysis was used by Hildebrand
(1984) who explained stability by a graphical presentation of confidence 
intervals of mean yields in an on-farm trial.
Like Eberhart and Russell (1966), Tai (1971) proposed two 
parameters: for the linear response and A^ for the deviation from
linearity. He showed that the Sd^2 term is greater than A^ when there
are many more genotypes than environments. The use of two parameters is 
often convenient because it enables plant breeders to identify genotypes 
that are consistently responsive to better environments. Jowett (1972)
found Eberhart and Russell's two parameters more informative than
2
Wricke's W.. Shukla (1972a) introduced stability variance o, as the 
i l
variance over environments (R^j + G ij^ t*ie oriRlnal random model,
where g ^  is the GE term and e^j is the mean of random error over
2
replications (Freeman, 1973). Shukla claimed that is an unbiased
stability estimator, and an approximate F-test can be used for
2
significance test. The was proposed as a single parameter to
characterize genotype as opposed to Eberhart and Russell's two, on the 
basis that the estimate of regression coefficients is biased due to the
interdependence of genotype means and environment means. But he also
2
suggested that the bias of the regression will be small if the o 
(between environment variance) is large. It is evident that when an 
adequately large random sample of environments is included in the test, 
the additional information about the relationship of the genotypes with 
the environments obtained from 8^ is valid and worth-while. This is an
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advantage of Eberhart and Russell’s approach over others. Shukla 
extended his stability-variance analysis to allow for regression on a 
covariate (which can be any measurement of the environment). This 
covariate removes a certain amount of unidentified heterogeneity from 
the environments and provide s^1 as a stability estimator. However, 
Shukla's method has the provision to use more than one covariate 
wherever data on factors of interest are available.
The differential yield stability of genotypes may be the result of
the compensatory effects and interdependence of the yield components and 
other variables (Freeman and Crisp, 1979; Hardwick and Andrews, 1980). 
A multi-dimensional scaling technique was developed by Basford (1982) to 
analyze the multi-attribute response of genotypes across environments. 
In many instances, these single or multi-attribute responses cannot be 
explained by simple linear model. A significant part of the
non-linearity results from thresholds and changes in the rate of
response of the genotypes when the environmental range is large (Jinks 
and Pooni, 1979; Mariani et al., 1983). A genotype may have low or high 
sensitivity to contrasting sets of environments. According to Verma et 
al. (1978), a theoretically ideal genotype should have low sensitivity 
to poor environments and high sensitivity to rich environments. In this 
case, simple regression is not adequate to identify this genotype as 
stable because it will have comparatively large deviation from 
regression (6 ^ ) and therefore may be rejected as unstable, irrespect ive 
of its p^ value. To overcome this situation, Verma et al.(1978) 
proposed two separate regression lines instead of one. They 
demonstrated that a genotype with p^ < 1 and * 0 in the below
average environments, and p^ > 1 and 6 = 0  in the above average
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environments is desirable and can be identified as stable by the 
two-line technique without employing a quadratic model. Marian! et al. 
(1983) found, in multi-environment durum wheat variety trials over a 
subset of locations (southern Italy) where no genotype reached its 
threshold, that the linear regression model was more advantageous than 
quadratic or multi-line models. In other subsets (central Italy and 
Sicily) where some genotypes reached their thresholds, two 
intersecting-straight-line and three-line models explained the responses 
better than linear model. They also observed different rates of 
response (b ^) of genotypes in poor or rich environments. Pooni and 
Jinks (1980) suggest that a three intersecting-straight-1ine model would 
be the most suitable when the genotypes show a sharp discontinuity in 
the rate of response at more than one points on environmental range. 
However, the quadratic or cubic models were never significant against 
the deviation from regression (Sd^3) for grain yield or protein content 
of wheat (Busch et al. , 1969; Pooni and Jinks, 1980; Mariani et al.,
1983).
There is often more than one way in which responses differ 
(Hardwick and Wood, 1982). The use of multivariate analyses may be the 
solution to this problem. Multivariate analyses often give insight into 
particularly complex situations (Freeman, 1973), but this technique has 
not yet been widely used in plant breeding (Hill, 1975). Principal 
component analysis was applied by Perkins (1972) and Freeman and Dowker 
(1973), but did not provide much additional information.
Most recently, Westcott (1986) and Baker (1988) discussed different 
methods of analyzing GE interactions. Both of them questioned the 
validity of regression methods on the same points as of others (Hardwick
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and Wood, 1972; Freeman, 1973; Easton and Clements, 1973), without
mentioning any advantage or superiority of Shukla1s (1972) stability 
variance technique. They discussed the development and merits of 
non-regression methods such as cluster analysis, principal component 
analysis, biplot technique, geometrical methods and stochastic 
dominance. It appears from their discussion that none of these methods 
has yet been adequately developed to provide a clear cut description of 
genotypic response to environmental effects. However, Baker (1988) 
stressed the need for more research on qualitative interactions, 
particularly, on specific stress factors, and suggested that 
differential response governed by specific genes or genetic systems 
should be identified and combined to develop genotypes with wide 
adaptability or high stability.
Interrelationships among Stability Parameters:
Some studies and reviews on the interrelationships and relative 
advantages of some stability and production parameters have been 
published (Marquez-Sanchez, 1973; Francis and Kannenberg, 1978; Langer, 
et al., 1979; Nguyen et al., 1980; Becker, 1981; Kang and Miller, 1984; 
Ntare and Aken'Ova, 1985; Kang, et al., 1987 ; Pham and Kang, 1988). 
The interrelationship of the stability parameters will be understood if 
the differences based on different concepts of stability are realized.
As discussed earlier, Hanson's D(i) as a stability parameter based 
on biological concept, requires p i and sum of squares of regression to 
be equal to zero. Therefore, a genotype has to interact with the 
environmental variations to keep its performance from changing even if 
its sum of squares for deviation from regression is equal to zero. From
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the agronomic stand point, a stable genotype responds to the changes of 
the environments but with minimal interactions with the environments, 
which requires p^ * 1 and 6 ^  * 0 (Marquez-Sanchez, 1973 ). That means a 
stable genotype will have favorable response to the improvement of the 
environments, but the response will be consistent and predictable. 
According to Marquez-Sanchez (1973), a more proper way of defining a 
variety would be by its environmental response, measured by pi, and its 
deviation from regression, 6 ^ ,  as demonstrated by Eberhart and Russell 
(1966). Verma et al. (1978) suggested that a theoretically ideal 
genotype will respond slowly to the below average environments and 
quickly to the above average environments. Consequently, this ideal 
genotype may have p^ value greater than 1, so interact favorably with 
better environments. It appears from this that a high pi is desirable 
except in specific situations where tolerance to a particular factor 
such as temperature, elevation, disease prevalence, or other stress 
condition is sought, where pi * 0 may be desirable.
In oat variety trials, where 80Z of the variation was due to linear 
regression, Langer et al., (1979), found r^2, W^, and Sd^2 to be closely 
correlated. They also found a significant correlation of p^ with 
but not with Sd^1. Mean yields were moderately correlated with
regression response in the random set of unselected oat lines (Eagles et 
al., 1977; Fatunla and Frey, 1976; Gonzalez-Rosquel, 1976). This
association did not exists in the highly selected sets of lines (Langer 
et al., 1978). Langer et al.,(1978) concluded that regression response 
indices are real characteristics of varieties, and the relationships 
with mean yields are dependent on the degree of selection that had been 
applled to the experimental materials. This associat ion can be
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exploited in the early stage of breeding program where the entries are 
mostly random sets of genotypes, while in the advanced stage where mean 
yields and response indices are not associated, the two traits can be 
selected independently (Finlay and Wilkinson, 1963; Oka, 1975; Langer et 
al., 1979). Again, as observed in sugarcane, means of various traits 
were not correlated with their respective which indicates that high
stability and high yield can be selected independently (Kang et al.,
1987). Jinks et al. (1977) and Boughey and Jinks (1978) found in
Nicotiana rustica that mean performance and environmental sensitivity 
are largely controlled by different gene loci. Stability will be 
reflected in the r^2 value as long as the data fit the linear model, and 
when variability is accounted for by regression not by deviation from 
regression (Langer et al., 1978).
Although they have different concepts of stability, Plaisted and 
Peterson, Wricke, Eberhart and Russell, and Tai have the same assumption 
of linear relationship between an individual genotype's performance and 
environment indices (Easton and Clements, 1973). Such an assumption may 
not always be valid (Knight, 1970). However, Langer et al.,(1978),
favor the use of r^3 because its values are in standardized form and 
results can be compared between experiments directly, without regard to 
the scale of measurements used in the experiments.
Stability measured by W^, o^2 and Sd^2 follow the agronomic
concept, while 3^, S^2 and satisfy the biological concept of
stability . Based on this, Becker (1981) concluded that since the 
parameters belonging to two concepts are not correlated with each other,
use of them will lead to different rankings of genotypes. As long as
2 2
the regression is close to 1 (no heterogeneity), W ^ , , and Sd^ give
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the same stability measure, but without any information about the
specific adaptation or responsiveness of the genotype. The ability to
respond to favorable environments is ignored in the non-regression
approaches. Since ecovalence (W^) or stability variance (o^2) accounts
for the combined effects of heterogeneity of regression (b^ - 1) and
deviation from regression (Sd^2), as the contribution of a genotype to
GE interaction, the individual regressions and scatter of the data
points around the fitted line are confounded in both estimates.
Naturally, a rapidly responding genotype with regression higher than the
average, will be considered unstable or aberrant by these two
parameters. Luthra and Singh (1974) found similar patterns of
responsiveness (b^) and stability (Sd^2) among the models of Eberhart
and Russell, Perkins and Jinks, and Freeman and Perkins. They also
found that Wricke's ecovalence and Freeman and Perkins' model are quite
similar in determining the stability of a genotype, but the rank
correlations between and Sd^2 were low because the genotypes with
high individual regression were ranked low by , Becker (1981) found
2
high correlations between B, and S 2 and between Sd, and W, in five 
6 i x i i
different crops. Hanson (1970) found similar correlation in soybeans. 
Strong correlations between Sd^2 and were also found by Nguyen et al. 
(1980).
As Becker elaborated, S^2 (genotypic variance across environments)
contains environmental effects (S 2) plus regression effects
2 2 
{2(b^-l)Sp } plus heterogeneity of regression (b^-1) S^2 plus deviation
from regression Sd^2, and contains heterogeneity of regression plus
deviation from regression. Also, as pointed out by Wricke (cited by
Nguyen et al., 1980), the magnitude of the ecovalence generally depends
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chiefly on the magnitude of the deviation mean square because the 
heterogeneity component is usually small, and will be lowest for the 
stable variety with average adaptability (Nguyen et al., 1980). Thus, 
strong correlation between and Sd^2 is expected. Similarly, the
differences in Variance are chiefly dependent on the differences
in the term 2(b^-l)Sp2, a linear function of , and consequently, 
variance and regression are correlated. Therefore, S^2 is a good 
parameter to detect a variety with constant yield (biological stability 
with no response) and better adaptation to poor environments, 
particularly specific stress conditions, but is not a good agronomic 
stability parameter.
Recently, Pham and Kang (1988) made an extensive study on the 
interrelationship of several stability statistics derived from 
international maize trials. They also found perfect correlations of 
stability parameters o^2 or s^2 of Shukla (1972) with Sd^2 of Eberhart 
and Russell (1966), and adaptability parameters b^ (Eberhart-Russell)
and/or b. (Shukla) with S.2 (Francis and Kannenberg) in all five trials.
1 1
The correlations of b^ (Eberhart-Russell) with CV^ (Francis-Kannenberg), 
b^ (Shukla) with CV^ (Francis-Kannenberg), and S^2 with CV^ were also 
high in four out of five trials. The high correlation between o^2 and 
Sd^2 was explained by Pham and Kang (1988) as follows:
9 2
o 2 ■= Z, I (X - X - X . + X..) + Z 2 [1J
i i J i * * J
.1-1
where Z 1 and Z2 are constant for all i's; X^j denotes the observed value 
of genotype i (i ■ 1 to p) in environment j (j ” 1 to q)i and X . , X j,
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and X.. denote the marginal means of genotype i, environment j, and 
overall mean, respectively. Therefore, the ranking order of o^2 will
9 2
vary with £ (X., - X. - X . - X..) which can be written as
ij I- -J
J-l
2 9  _ 2
Z3Sd. + {bt (Eberhart-Russell) - 1} E (X - X..) [2]
j-l
where is a constant. This suggests that when heterogeneity of
regression is nonsignificant, i.e., the second term of the expression 
[2], is near zero, o^2 and Sd^2 are equivalent. The rank correlation 
between o^2 and s^2 was high because the covariate used in deriving s^2 
was arbitrary and removed some variability which was common to all 
genotypes. Therefore, the rank orders of o^2 and s^2 were unchanged. 
In all five trials of Pham and Kang (1988), Sd^2 had a stronger 
correlation with s^2 than with This indicates that the methods of
Eberhart and Russell removed the regression effects from the total GE 
interactions to calculate Sd^2, while Shukla1s methods removed a similar 
heterogeneity by using a covariate. The reason for similarity of 
genotype ranking by o^2 and Sd^2 would be more apparent from an analysis 
of the data, which fit a linear model with nonsignificant pooled 
deviation mean square.
Langer et al. (1979) defined stability of a variety as a measure of 
how well its actual yields are predicted by linear regression. The two 
parameters, b^ and Sd^2, estimated by the regression analysis, together 
provide a comprehensive characterization of the relationship between 
genotype and environment (Becker, 19B1). Breese ( 1969) suggested that
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stability should describe measurements of unpredictable irregularities 
in the response to environments as provided by the deviation from 
regression. For simplicity in calculation and its relevance to modern 
plant breeding, the regression approach as modified by Eberhart and 
Russell (1966) has received wide-spread acceptance, but the deviation MS 
may not represent the stability of a genotype since the environmental 
indices used to quantify the environments are not independent of the 
regressed variable (Freeman and Perkins, 1971; Lin et al., 1986), This 
statistical objection is valid since the independent variable is not 
measured prior to the experiment, and therefore does not satisfy the 
condition of a predictive model, If one or a few independently 
measurable specific factors of environments are of interest, the above 
condition f :>r predictiveness of the regression model can be satisfied by 
measuring the environmental factors independently. However, for the 
general purpose of genotype screening, where the overall environment 
composed of several complex and unmeasurable factors, rather than 
individual factors of environment is of interest, the environmental 
index has to be calculated from the experiment. Again, if predictive 
reponsiveness of individual genotypes is of interest to the breeder and 
significant heterogeneity of regression is present, the empirical 
regression model is still a good tool (Eberhart and Russell, 1966). On 
the other hand, if the individual regression responses of the genotypes 
are not important, the unbiased estimate of stability variance, o^2, of 
genotypes across environments, as calculated by Shukla, (1972) is the 
best choice (Lin et al., 1986; Kang and Martin, 1987). The calculations 
of o^3 and s^3 of Shukla can be performed quickly by computer (Kang, 
1985) provided balanced data sets are available.
3D
If the regression slopes are identical, the sum of squares for 
heterogeneity of regression is independent of environmental effects 
(Mandel, 1961), and testing for systematic GE interactions by regression 
(Finlay and Wilkinsons), ecovalence (Wricke), and stability variance 
(Shukla) methods can be used equally well (Lin et al., 1986).
The value of regression analysis is slightly different for 
perennial forages. The GE interactions were predominantly explained by 
the difference between linear responses as estimated by regression (b^), 
and not by the deviation from regression (Sd^;) in forage grasses 
(Breese, 1969). Similar results were found by Nguyen et al. (1980) in 
tall fescue (Festuca arundinacea Schreb.) synthetics. Linear regression 
accounted for about 96% of the variations in yield with coefficient of 
determination over 90%. The b. was highly correlated with r . 7 .1 o  J J
Therefore, b^ describes the response of the genotypes, which can be
2
supplemented by r^ for predictiveness of the regression response. 
Consistent conclusions regarding clonal performance could not be drawn 
from b^, r^ t  an<* Sc*i2 in reed canarygrass (Barker et al., 1981). 
Regression analysis did not provide a simple interpretation of the 
observed responses of alfalfa genotypes to different environments 
because it could not detect responses that were associated with age of 
the stand and was overly sensitive to the effects of one atypical 
environment in the experiment (Hill and Baylor, 1983).
Repeatability and Genetic Control of Response and Stability:
Genetically controlled traits should be repeatable. Reports on the 
degree of genetic control of response and stability parameters of crop 
genotypes are varied (Langer et al., 1978). As reviewed by Langer et
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al. (1978), the reactions of mutant cereal genotypes to variable 
environments were quantitatively inherited and highly heritable 
(Dormling et al., 1966, 1969; Tessi et al., 1968; Gustafsson, 1969;
Sidorova and Knvostava, 1972). Evidence was found that stability 
reactions are genetically controlled, and certain chromosomes are 
associated with production stability (Ghaderi and Everson, 1971; Joppa 
et al., 1971; Wu, 1975; Ichii and Yamagata, 1975; Bains, 1976; Busch et 
al., 1976). High heritability of production stability was found by 
Finlay (1961) in barley, Eberhart and Russell (1966) in maize, 
Bucio-Alanis et al. (1969)and Perkins and Jinks (1968) in tobacco 
(Nicotiana rustica L.), Breese and Hayward (1972) in forage crops, and 
Bains (1976) in wheat. On the other hand, Fatunla and Frey (1976) and 
Eagles and Frey (1977) found low heritability for the regression 
response index in random oat lines, and concluded that grain yield 
stability in oats would not respond to selection. However, Eagles and 
Frey (1977) found the stability-variance parameter (Shukla,1972) for 
straw yield to be repeatable across samples (sets) of environments, 
although heritability was low.
A trait or parameter, to be used effectively in selecting superior 
genotypes in crop plants, must be repeatable across samples of the 
environments in which the crop is ultimately grown (Eagles and Frey, 
1977; Virk et al., 1985). Eberhart and Russell (1966) observed large 
variation among maize hybrids for the estimates of the squared deviation 
from regression (Sd^2) as a stability parameter. Frey (1972) found 
significant differences in magnitude of the regression response 
parameter among oat lines isogenic for crown rust resistance genes. 
Scott (1967) used genotypic variance across environments (0e2) and
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regression coefficient (bj) to measure stability, and found that 
selection for yield stability was effective. He suggested that this 
character is under genetic control. The intergeneric correlations of 
regression coefficients and mean yields between and F,. cowpea (Vigna 
unguiculat L.) lines indicate that genotypic adaptability is heritable 
and can be selected for in early generation (Ntare and Aken’Ova, 1985).
Virk et al. (1985) found that with downy mildew (Sclerospora 
graminicola (Sacc.) Schroet.) resistance in pearl millet (Fennisetum 
typhoides), the regression coefficients (b^) ar® not repeatable, but the 
deviations from regressions (Sd^2) are highly repeatable. Repeatability 
based on rank correlations of stability statistics, o 2, s,2, S.2, andj i ' l l '
CV. , and mean yield X . in five international trials of maize was
l J l
reported by Pham and Kang (1988). Repeatability of all the stability 
statistics was negligible across the subsets of environments. The range 
of environments of this study was quite broad and included different 
countries across several continents. Therefore, it is likely that the 
ranges of environments between the subsets within a trial were 
different. The change in the rate of response of the genotypes from one 
range of environments to the other, where some genotypes may reach their 
threshold, might have caused the repeatability to be low (Mariani et 
al., 1983). Similarly, a change in the set of environments or in the 
group of genotypes may upset or change the inference (Easton and 
Clements, 1973; Fripp and Caten, 1973). However, mean yield (X^) was 
repeatable in four out of five trials, and this repeatability was 
relatively stronger where larger numbers of environments were included 
in the subsets in Pham and Kang's (1988) study.
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Just as the response of genotypes in different environments is 
controlled by different genetic systems (Fripp and Caten, 1973), 
genotypic groups of different gene pools respond differently to 
environments (Kelly et al., 1987). Therefore, repeatability of any 
traits across a set of environments can be expected within a gene pool 
but not across different gene pools or across different ranges of 
environmental sets (Kelly et al. , 1987). This is particularly true when 
regression techniques are used in stability analyses. Regression 
techniques are suitable for geneticists when a large proportion of the 
GE interact ion sum of squares is explained by 1 inear regression 
(Freeman, 1973). It should be realized that GE interactions are a 
function of the genotype as well as of the environment, so are heritable 
(Hill, 1975). As pointed out by Jones and Mather (1958) and Freeman 
(1973), the measures of genetic effects apply only for the particular 
set of environments and not to all possible environments, and 
extrapolations can only be made within the population of environments 
from which samples were taken. By the use of regression techniques, the 
heritable portion of the GE interaction variance can be estimated for 
any given experiment, but cultivars cannot be used as random variables 
(Hill, 1975).
A positive association was found between mean expression (X^) and 
linear response (8^) of Schizophyllum commune to diverse environments. 
This association disappeared in a more uniform set of environments, 
demonstrating that different genetic systems act in different 
environments (Fripp and Caten, 1973; Verma et al., 1978). Similarly, 
Finlay and Wilkinson (1963) found that regression values for barley 
cultivars (Hordeum vulaare L.) were repeatable, and that the highest
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yielding cultivars had regression values of ca. 0.9. Positive
associations were also found between nitrogen harvest index (NHI) and 
three characteristics of grain yield in oats, mean yield, response to N 
environments (B^), and stability of response (r|Jt Sd^2). Higher NHI 
lines had higher mean grain yield, higher regression response, and were 
more stable. Selection for NHI in the high N environments gave realized 
heritabilities of 1.01 for high and 0.85 for low NHI lines (Rattunde and 
Frey, 1986).
From the discussion of interrelationship and repeatability, it is
2
evident that mean yield (X^) and regression response (b^ & ) are
interrelated, genetically controlled, and are the most repeatable among 
the parameters and statistics considered.
Genotype Grouping for Mean Yield and Stability:
Breeders often need to group genotypes by yield and stability when 
a large number of genotypes are tested. Lin and Thomson (1975) employed 
unweighted pair-group cluster analysis to the data of Yates and Cochran 
(1938) to compare with Handel's regression analysis by using a special 
dissimilarity index derived from the test statistic (F value) for 
differences among regressions. They found that clustering leads to 
subdivision of the sum of squares in Mandel’s analysis of variance to 
more useful components, and that the variation attributable to group 
characteristics could be isolated both for the difference among genotype 
means and from the difference among slopes. The cluster analysis can 
also be used to classify genotypes for similarity in mean yield and 
stability (Johnson, 1977). A clustering technique based on the squared 
Euclidian distance was developed by Mungomery et al. (1974). This
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analysis effectively grouped genotypes according to their stability 
responses, and also grouped locations according to their similarity of 
GL interaction effects (Ghaderi et al., 1980). This technique was also 
used with some modifications by Lin (1982), and Ramey and Rosielle 
(1983). Grouping of genotypes for homogeneity of means, variances and 
response pattern using multi-criteria clustering was performed by 
Lefkovitch (1985). Carver et al., (1987) used two hierarchic 
agglomerative clustering strategies to classify genotypes into groups of 
homogeneous environmental responses. For practical breeding purpose, 
cluster analysis may be very useful when more than one parameters (e.g. 
regression response, scatter about fitted 1ine, and mean yield) are 
required to charaterize genotypes, especially, when a large number of 
genotypes are screened. It may not be the sole means of analysis of 
genotypic response to environments, but can very well be used as an 
adjunct to analysis of variance and stability analysis (Ghaderi et al., 
1980; Lin et al., 1986).
A comparatively simpler method whereby genotypes are grouped on the 
basis of mean yield (X^) and coefficient of variation (CV^) across 
environments was proposed by Francis and Kannenberg in 1978, and later 
used by Funnah and Mak (1980), Ntare and Aken'Ova (1985), and Ariyo 
(1987). These authors used the genotype grouping technique as a 
simplified alternative of Eberhart and Russell's deviation from 
regression and Shukla's stability variance techniques in order to 
classify genotypes for high yield and stability. The grouping of 
genotypes by this technique was successful, but did not correlate with 
the other two stability classifications. The CV^ is calculated from 
mean yield (X^) and genotypic variance (S^2) across environments, and
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therefore, the effects of mean yield and variance are confounded in CV^ . 
The genotypic variance and the coefficient of variation are both
considered as measures of stability, but they rank genotypes differently 
(Binswanger and Barah, 1980). Therefore, CV^ as such does not represent 
any of the stability concepts, and the classification based on
genotype-grouping technique (Francis and Kannenberg, 1978) does not 
satisfy either of the stability definitions. These are possibly the 
causes of discrepancies between genotype grouping and other two
techniques in classifying genotypes for stability.
Stability Analysis in Wheat:
Genotype-by-environment (GE) interact ions, stabi1ity of
performance, and response to environments in wheat (Triticum aestivum 
L. ) have been extensively studied. Combined analyses of variance of
cultivar performance trials reveal that interactions between genotypes 
and location (GL) are generally large, and second order interactions 
among genotypes, locations, and years (GLY) are almost always the most 
important contributors to the GE interactions (Liang et al., 1966;
Baker, 1969). Genotype-by-year (GY) and location-by-year (LY)
interactions are not always significant. Often, year-location 
combinations are used as individual environments because 
genotype-by-location (GL) interactions generally vary from year to year 
(Ghader i and Everson, 1971; Ghaderi et al., 1980). The GL interact ions 
can be reduced by grouping locations, but the second order interactions
are uncontrolable. The unpredictable changes in rainfall, temperature,
solar radiation, and occurrence of pests and diseases affect planting 
date, growth, development, maturity, and yield of wheat genotypes.
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These environmental factors affect different genotypes in different 
dimensions and magnitudes, which is why GLY interactions always alter 
the performance of genotypes across locations over years (Liang et al., 
1966).
Regression has been the most widely used method in the stability 
analyses of wheat (Walton, 1969; Baker, 1969; Kaltsikes and Larter,
1970; Joppa et al., 1971; Easton and Clements, 1973; Luthra and Singh, 
1974; Bains, 1976; Busch et al., 1976; Pederson et al., 1978; Brennan
and Byth, 1979; Mariani et al., 1983; Moneim Babu Fatih, 1987). Walton 
(1969) used the regress ion coefficient (b^ ) as a stability statist ic, 
i.e., bj = 0 is stable, and realized that stability has to be sacrificed 
for higher yield because regression stability is positively correlated 
with low yield. Baker (1969) and Brennan and Byth (1979) observed that 
linear regression accounted for only a small portion of total GE
interaction, but deviation from regression constituted most of the total 
GE interaction. Baker (1969) pointed out that deviation mean squares 
can be used as stability parameters (as defined by Eberhart and Russell, 
1966) while regression, if significant, gives some indications of 
genotypic adaptability. Baker (1969) also pointed out that the 
regression method cannot be used to classify cultivars for stability
because of its inherent correlation with mean yield (X), when mean of 
all genotypes at each environment are used as an environmental index 
(El).
By introducing the gene pool concept, Pederson et al. (1978) 
demonstrated that nursery mean (mean of all genotypes in an experiment) 
can safely be used as El as long as they belong to the same gene pool. 
They suggested that the gene pool can be used as a standard to determine
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El, which can be considered independent of the set of entries included 
in the test. They maintained that the gene pool concept permits 
comparisons among genotypes not grown in the same nurseries or even in 
the same year. Pederson et al. (1978) reported that the regression 
technique was adopted in Michigan wheat breeding program in place of 
percent of standard or of grand mean, based on the reason that specific 
adaptation can only be identified by regression method. Similar 
adoption of regression method in the wheat breeding program was reported 
by Gibbons (1982) in Arkasas. From the regression studies on northern 
region Uniform Eastern Soft Winter Wheat nurseries, Campbell and Lafever 
(1977) reported that selection for specific adaptation occurred, and 
newer cultivars tended to be more responsive to changes in environments 
and more predictable in specific environments. They also used numerical 
taxonomy to group locations. Their results indicated that cultivars 
should be tested more than two years, but not more than three years if 
adequate number of locations with environmental extremes are included.
To make successful use of the regression technique, tests should be 
conducted at least for two years and should have at least 20 data points 
including the extremes of the environments from where samples are taken 
(Pederson et al., 1978). But under extremely wide range of 
environments, the error variances may not be honogeneious. Working on 
durum wheat in Italy, Mariani et al. (1983) demonstrated that 
heterogeneity of variances and large deviation from regression can be 
minimized by using multiline regression in the joint regression 
analysis. The overall environment was divided into subsets, and for 
each subset the joint regression analysis was performed. These authors 
found linear and three-line models to have the best fit for wheat grain
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yield data. They concluded that the application of multiline regression 
methods allow a non-linear trend to be solved by linear phases, and 
allow classical stability parameters to be used in evaluating genotypic 
adaptation.
For a specific factor of the environment, such as soil nitrogen 
status, linear regression may not fully describe the response patterns 
of wheat genotypes. Easton and Clements (1973) found differential 
threshold levels of wheat genotypes across soil nitrogen levels, and 
responses of the unstable lines were better explained by quadratic 
model. Joppa et al. (1971) used regression analysis to study wheat 
yield stability across 15-20 locations in the north central USA and 
Canada over 10 years. They defined a specific GE interaction as one 
which was due to a specific cause, such as susceptibility to a specific 
pathogen. They found that cultivars tend to have their own 
characteristic values for b^ and Sd^2, and the magnitude of Sd^2 was an 
excellent indicator of specific GE interaction. They also found that 
specific stability for a pathogen measured by Sd^2 was highly heritable.
Bains (1976) crossed six wheat parents with high and low b^ and
Sd 2 values in all combinations and found that F~, F_, and F. werei I 3 A
related to their parents in these parameters. He found clear 
segregat ions of genes controlling these two components of GE 
interactions in and F^ of the parents contrasting for these
characters. Bains (1976) concluded that all aspects of the phenotype, 
including linear and non-linear sensitivity to environments, are under 
genetic control. Similar results were obtained by Busch et al. (1976). 
Regression analysis on 28 hybrid populations for their response to 
environments indicated that bulk progenies had the same range of b^
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values as parents. Busch et al. (1976) also found that Sd^2 values were 
inherited in a relatively more predictable manner than values.
A significant effect of locations and years on test weight (weight 
per volume, Ghaderi et al., 1980) of wheat was observed by Ghaderi and 
Everson (1971). They found high phenotypic correlation between mean 
test weight and kernel weight but no genetic correlation between them. 
Mean test weight and regression response (b^) were highly heritable, and 
stable lines had relatively high mean test weight. Ghaderi et al. 
(1980) used cluster analysis for genotypic similarity in test weight, 
and also calculated stability parameters of Eberhart and Russell (1966). 
They found that cluster analysis effectively grouped genotypes according 
to their stability responses.
Recently, the effect of genome combinations on stability of yield 
and yield components was studied by Gupta and Misra (1987). Comparative 
study of the performance of genotypes belonging to four genome 
combinations tetraploid wheat, hexaploid wheat, hexaploid triticale, and 
octaploid triticale revealed that the genes for stability are not 
uniformly distributed in these genome combinations. They concluded that 
stability may largely depend on gene combination rather than genome 
combination. Another study on wheat-agropyron derivatives (Moneim Babu 
Fatih, 1987) revealed that grain yield stability was not associated with 
stability of yield components. Moneim Babu Fatih (1987) found that the 
linear components of GE interact ions (heterogeneity of regression) was 
significant for spikelets per main spike, kernel number per main spike, 
and single kernel weight but not for grain yield, whereas deviat ions 
from linear regression were highly significant for all traits.
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Tolerance to Low Soil-fertility and Stability Across Fertility Levels:
Varietal improvement of crops in general, and cereal crops in
particular, has contributed tremendously to solving food problems. The
inconsistent performance of modern varieties in many countries has been
attributed to physical and biological environmental stresses to which
they were not adapted (Mahadevappa et al., 1979). Adaptation is defined
as effective use of growth promoting factors and compatibility with
growth limiting factors. The physiological and morphological factors
responsible for the adaptation are genotypically and environmentally
controlled (Dambroth and Bassam, 1983).
Vose (1963) conducted an extensive review on the nutritional
aspects of plant breeding and observed that the literature on this
subject is comparatively limited. He pointed out that for maximum crop
yield and return from the fertilizer investment, deliberate selection
for nutrient efficiency is desirable. As reviewed by Vose (1963),
marked differential response between inbred lines of maize to low P
levels was observed. The ability to maintain comparatively good growth
on a low level of P was inherited, and was dominant over lack of such
ability. Differential genotypic response to N, P, and K fertilizers was
also observed in barley, oats, and wheats.
Wheat is the most widely distributed crop species, and therefore, a
large genotypic variability in wheat is expected (Saric, 1981).
Borojevic and Williams (1982) studied the genotype-by-environment
interactions for parameters characterizing source and sink capacity and
their effects on grain yield in three divergent wheat cultivars. The
genotype-by-year interaction effect was more pronounced for number of 
_ 2
spike m than for leaf area index (LAI) and leaf area duration (LAD).
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Similarly, the genotypic main effect was greater than the 
genotype-by-year interactions for number of kernels/spike, 1000-kernel 
weight, and grain yield. Thus, environmental factors exhibited greater 
effects on the parameters of source capacity than on the parameters of 
sink capacity. Significant and consistent correlations of tiller 
synchrony (proportion of tillers producing fertile ears that mature at 
the same time) with grain yield suggested that synchrony of tillers is a 
major component of adaptation in wheat (Roy and Murty, 1967).
Kulshresta and Choudhury (1987) studied the correlations of wheat 
grain yield with other plant characters such as biomass, harvest index, 
total tiller, fertile tiller, tiller mortality, 1000-kernel weight, 
grain per spike, and grain weight per spike and found significant 
variation among genotypes in these correlations. Leaf area was 
correlated with leaf weight in wheat (Aase, 1978; Johnson and Ohki, 
1984). The flag leaf area and weight of wheat were related to grain 
yield (Walton, 1969; Teare and Peterson, 1971), although Johnson and 
Ohki (1984) did not find any correlation between flag leaf area and 
yield. Test weight of wheat was inversely related to flag leaf area and 
dry weight (Johnson and Ohki, 1984). All of these traits were 
significantly reduced when soil pH was reduced from 6.1 to 5.2 (Johnson 
and Ohki, 1984). Advances have been made in Braz il for the adapt at ion
of wheat to their acid soils (Silva, 1976). Breeders selected plants 
for Al tolerance and adaptation to low pH soils.
Easton and Clements (1973) evaluated 25 lines of wheat across five 
nitrogen application rates (0 to 270 N, Kg ha *) as environments and 
found no difference in the 1 inear regression values of genotypes. 
Further inspection revealed that the responses of eight entries to
A3
environments departed from linearity. The general effects of applied 
nitrogen on yield components were to increase the number of ears and the 
number of grains per ear, and to decrease kernel weight.
In a study of the effects of temperature, moisture stress, and 
nitrogen fert ility on the yield components of wheat, Campbe11 and 
Davidson (1979) found that grain yield was related to and primarily 
influenced by N. Yield was directly related to the number of spikes 
(r«0.71**), and the number of kernels/spike, (r«0.65**), and was 
inversely related to average kernel weight (r=-0.41*). Kernel weight 
was also inversely related to number of spikes and number of kernels per 
spike. Sosulski et al. (1966) found a positive relationship (r*0.67**) 
between grain yield and kernel weight. This suggests that a 
compensating effect is involved in the use of plant assimilates to 
produce seeds (Evans and Wardlaw, 1976). The number of kernels per 
spike and the number of mature spikes were negatively correlated only at 
the lowest N level (r“-0.64**), suggesting that when plant nutrients are 
limiting, increases in the number of spikes occur at the expense of seed 
production. Stepwise multiple regression analysis indicated that the 
number of spikes surviving to maturity was by far the most important 
component affecting grain yield and that the number of kernels per spike 
was more important than individual kernel weight (Campbell and Davidson, 
1979).
The translocation efficiency of plant nitrogen to the grain was 
examined in six lines of bread wheat under four levels of soil nitrogen. 
Cultivars were similar in efficiency at low N level, but different at 
higher N levels (Halloran, 1981). Another study revealed that delaying
the first N application resulted in fewer shoots per plant and increased
hh
grain number. As a result, grain number per ro2 was unaffected. The 
1000-grain weight was also decreased by delayed N application (Ellen, 
1987), Sanford and MacKown (1986) evaluated 25 soft red winter wheat 
genotypes for two years at one location for nitrogen use efficiency 
(NUE), defined as grain dry weight as a function of N supply. 
Significant genotypic variation was observed for NUE and grain yield, 
but the genotype-by-environment interactions for these traits were not 
significant. Efficiency of nitrogen uptake accounted for 54% of the 
variation in NUE for yield and 72% of the genotypic variation in NUE for 
grain protein (Sanford and MacKown, 1986).
There are many similarities between P and N in plant nutrition. 
Sherchand and Paulsen (1985) examined the variation in partitioning of P 
and its relationship to N, dry matter, and yield components of 16 wheat 
cultivars grown in the field. Accumulation of P and dry matter during 
grain development, grain harvest index, nitrogen harvest index, and 
phosphorus harvest index differed significantly among genotypes.
Recently, efforts have been directed toward the understanding of 
some of the properties, genetic behavior, and heritability of mineral 
use efficiency, and development or identification of plants that may 
overcome mineral stress problems. Studies showed that responses to 
specific mineral stress characters are heritable; but, the degree of 
heritability and the gene actions involved have not been widely 
investigated (Devine, 1982). Some studies on the inheritance of N, P, 
and K utilization by efficient and inefficient strains of tomatoes and 
snapbeans were conducted, and the levels of segregation in seedling 
progenies were found to be adequate for selection in breeding programs 
(Gabelman, 1976; Gerloff, 1976). Heritability estimates of efficiency,
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in terms of total dry matter production, in P utilization in beans 
(Phaseolus vulgaris L.) grown under P stress, were high in all families 
studied (Fawole et al., 1982).
It is well known that the degree of heritability of a given 
character varies with the growing conditions (Falconer and Latyszewski, 
1952; Gotoh and Osanai, 1959). Parent-offspring regression is a 
commonly used technique for estimating narrow-sense heritability of 
quantitative characters in crop species. Casler (1982) pointed out that 
regression of progeny means on parent values evaluated in the same or 
similar environments may lead to biased heritability estimates. Casler 
(1982) recommended covariance analysis as a method of obtaining more 
meaningful narrow-sense heritability estimates than simple 
parent-offspring regression when the parents and the offsprings are 
evaluated in the same environment. Gotoh and Osanai (1959) reported 
that the heritability of grain yield of winter wheat estimated by 
parent-offspring regression was higher in low fertility condition than 
in standard or high fertility conditions.
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CHAPTER 1
RELATIONSHIP AND REPEATABILITY OP STABILITY AND RESPONSE 
PARAMETER ESTIMATES FOR GRAIN YIELD TN WHEAT 
Abstract
Stability of the performance of genotypes across environments is 
important to breeders when genotype-by-environment interact ions are 
present. Concepts of stability are either biological or agronomic. 
Several methods have been developed to explain the nature of genotypic 
response to environments. Each method employs certain statistic/s/ to 
quantify genotypic stability and response in order to satisfy one 
concept or the other. Critical evaluation of the relationships among 
the different stability statistics and their repeatability across 
samples of environments is important in order for these statistics to be 
useful in the selection of superior genotypes. Some of these statistics 
have been evaluated and compared. The purposes of this study were to 
examine the relationships among commonly used stability stat istics and 
determine their repeatability. The statistics included were regression 
coefficient, b^ (Finlay and Wilkinson, 1963), mean square deviation from
regression, Sd,2 (Eberhart and Russell, 1966), stability variance, a , 2
i i
(Shukla, 1972), variance of genotypic mean across environments, S^2 (Lin 
et al., 1986), and genotypic coefficient of variation, CV^ (Francis and 
Kannenberg, 1978), in addition to coefficient of determination, r^2 and 
mean yield, X^. Multi-year yield data of the Louisiana Agricultural
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Experiment Station (LAES) winter wheat (Triticum aestivum L . ) 
performance trials grown in 36 environments (at seven locations, over a 
seven-year period) were used for calculating the stability statistics. 
The 36 environments were subdivided into three data sets. Data set A 
consisted of 14 genotypes tested in 22 year-location combinations 
(1980-83), data set B consisted of 15 genotypes tested in 14 
year-location combinations (1984-86), and data set C consisted of eight 
genotypes which were common in data sets A & B, tested in all 36 
year-locat ion combinat ions (1980-86 ) . Interrelat ionships and
repeatabi1ity were est imated by Spearman's correlat ion coeff ic ients 
(r^s's). o^2 and Sd^2 '■•ere highly positively correlated with each
other, and both were negatively correlated with r^2 in all three data 
sets. Similarly, there were high positive correlations among b^, 2,
and CV^. A near-perfect correlation between b^ and S^2 suggested that 
Sia is mostly a function of b^. These two groups of statistics (o.2, 
Sd^2, r^2 and b^, S^2, CV^) were uncorrelated with each other, and
clearly represented two different types of stability. CV^ was 
positively correlated with S 2 and negat ively correlated with , and 
therefore, was not a reliable stat istics to describe genotypic 
stability. Only b^, r^3> an(l CV, were repeatable across different sets 
of environments. Gain in selection for yield stabi1ity can be expected 
from these three parameter-estimates, depending on the type of stability 
desired by the breeder. Since regression coefficient (b^) an^ 
coefficient of determination (r^2) were repeatable, they would be useful 
adaptability and stability estimators, respectively. Mean yield was the 
most repeatable genotypic character, and should always be the first 
criterion along with other indexes in selection for high yield and yield
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stability. Eighteen or more environments should be included in each 
subset in order to obtain a reliable estimate of repeatability.
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Introduction
Stability of the performance of genotypes across environments is 
important, but is often confounded with other genotype-by-environment 
(GE) interactions. The contribution of genotype to phenotype remains 
unclear when GE interaction is present (Baker, 1988). GE interactions 
generally complicate breeding procedure and limit the usefulness of 
selection (Comstock and Moll, 1963). Several pragmatic methods and 
techniques have been developed to describe and interpret the genetic 
behavior of genotypes in response to the variation in the environment. 
Each of these methods employs statistic/s/ to measure genotypic 
stability or response. The characteristics of and interrelationships 
among these different stability statistics are better understood if the 
different concepts of stability are examined (Lin et el., 1986).
Concepts of genotypic stabi1ity are either biological or agronomic 
(Becker, 1981). Biologically, a genotype with minimum total variance 
under different environments is considered stable (Hanson, 1970). Group 
A (Type 1) parameters of Lin et al. (1986) fall in this category. An 
agronomically stable genotype has a minimal interaction with 
environments, but responds favorably to improving environments (Eberhart 
and Russell, 1966; Marquez-Sanche2 , 1973). The agronomic concept can be 
divided into two subgroups (Lin et al, , 1986): 1) the response of a
stable genotype will be parallel to the mean response of all genotypes 
in the group, or 2) the mean square due to deviation from regression of 
a stable genotype will be small. These two subdivisions represent 
groups B and C (Type 2) and group D (Type 3), respectively of Lin et al. 
(1986). Several definitions of stability have been given, according to
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these concepts (Finlay and Wilkinson, 1963; Eberhart and Russell, 1966; 
Marquez-Sanchez, 1973; Francis and Kannenberg, 1978; Verma et al., 1978; 
Langer et al., 1979; Becker, 1981).
Although, for simplicity in calculation and relevance to modern 
plant breeding, the joint regression technique has been widely applied 
to agronomic stability, questions of its statistical validity persist 
(Lin et al., 1986; Westcott, 1986; Baker, 1988; Crossa, 1988). Since 
the regression method does not always satisfy the condition for 
predictiveness of the random model because of interdependence of the X 
and Y variables, some alternative, statistically valid parameters have 
been proposed and evaluated (Shukla, 1972; Francis and kannenberg, 1978; 
Kang et. al., 1987). All of these methods have been criticised for 
their respective shortfalls (Westcott, 1986; Lin et al., 1986), and 
other potentially valid methods (cluster analysis, principal component 
analysis, geometrical methods, and stochastic dominance) have been 
discussed (Westcott, 1986).
Wetscott (1986) pointed out that the defects of joint regression 
technique cannot be overcome by the cluster or principal component 
analyses; and the independent measure of environmental variables to make 
the regression parameters valid is not practical because of the 
complexity of interactions among the variables themselves. The 
practical applicability of the other geometric methods (principal 
coordinate analysis, non-metric multi-dimensional scaling, biplot 
method, and correspondence analysis) and the stochastic dominance 
technique, have not yet been widely proven and accepted in the field of 
plant breeding. Therefore, critical studies of the relative merits of
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currently available techniques and identification of relatively more 
efficient parameters are still important to plant breeders.
In order for a trait or parameter to be useful in the selection of 
superior genotypes of crop plants, it must be genetically controlled. 
Genetically controlled parameters should be repeatable across samples of 
the environments in which the crop is grown (Eagles and Frey, 1977; Virk 
et al., 1985). Evaluations of the interrelationships, genetic control,
and repeatability of some stability and response parameters have been 
published (Marquez-Sanchez, 1973; Fatunla and Frey, 1976; Eagles et al., 
1977; Francis and Kannenberg, 1978; Langer et al., 1979; Nguyen et al., 
1980; Becker, 1981; Ntare and Aken*0va, 1985; Kang et al., 1987; Pham 
and Kang, 1988; Crossa, 1988; Bowen and Schapaugh, 1989). Each of these 
studies included only a few parameters, and applied to a particular 
crop, except Becker (1981), who reported the interrelationships among 
four parameters in five different crops. The objectives of this study 
were to determine the interrelationships among widely used stabi lity 
statistics, and estimate repeatability of statistics derived from the 
yield data of winter wheat (Triticum aesLivum L.) performance trials 
grown in 36 environments of Louisiana Agricultural Experiment Station 
(LAES). The statistics included were regression coefficient (b^) of 
Finlay and Wilkinson (1963), mean square deviation from regression 
(Sd^2) of Eberhart and Russell (1966), stability variance t0^2) 
Shukla (1972), and variance of genotypic mean across environments (S^2) 
of Lin et al. (1986) and coefficient of variation across environments 
(CV^) of Franc is and Kannenberg (1978), in addit ion to coefficient of 
determination (r^2) and mean yield (X^).
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Materials and Methods
Materials
Stability analyses were performed on the yield data obtained from 
the LAES winter wheat performance trials. These trials are conducted 
each year at seven LAES Research Stations (Table 1) representative of 
distinct climatic regions and soil groups (Appendix 1) in Louisiana. 
The genotypes were composed of commercial cultivars and experimental 
lines, and were evaluated in randomized complete block (RGB) design with 
four replications for each test. Approved management practices 
recommended at each location were followed in all yield trials.
Wheat was planted between November 1 and December 1, and harvested 
between May 15 and June 15, depending on weather patterns and 
recommendations for different year-location combinations. All tests 
were grown under completely rainfed condition. Phosphate and potassium 
fertilizers were applied basal, and nitrogen fertilizers were topdressed 
at Feekes growth stage 4 - 5 (Large, 1954). Weeds were controlled by 
pre-emergence herbicide application, as needed. Plots were 
drill-seeded, and were harvested with a small-plot combine. Plot size 
varied from 7.4 to 37,2 m 2. Yield in megagrams per hectare (Mg ha *) 
was determined at 13% moisture content of the cleaned grain.
Statistical procedure
For stability analyses, multi-year data from 1980 through 1986 were 
used. The year-location combinations were considered as individual 
environments and were designated as tests. The seven-year yield data 
were divided into three data sets of consecutive years in order to have
Table 1. Environments as described by location, soil type, year, total 
seasonal rainfall, minimum and maximum temperatures, and mean yield.
Location t / 
soil type Year
Total 
rainfall 
(0ctober-April)
Average temperature 
(October-Apri1)+ 
Min. Max.
Mean
Yield§
mm ------ °c- ----- Mg ha ^
Alexandria (AX)/
1981 618 7 21 5.01
Norwood silt loam 1982 686 9 19 2.74
1983 1545 8 19 4.12
1984 981 6 15 4.79
1985 1191 6 22 3.68
Baton Rouge (BR)/
1981 413 8 22 4.01
Oliver silt loam 1982 615 11 20 2.14
1984 667 7 20 5. 12
1985 859 7 23 2.21
Bossier City (BC)/
1980 1204 7 19 2.73
Moreland 1981 678 6 21 3. 82
silty clay loam 1982 648 7 18 4.22
1984 669 3 19 3.78
Crowley (CR)/ 1981 523
8 23 2.23
Crowley silt loam 1982 631 10 21 2. 30
1983 986 9 20 2.57
1984 617 7 21 4.70
(Table continued)
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1985 892 7 23 4.77
1986 880 9 22 3.16
Jeanerette (JE)/
1981 509 8 22 4.27
Baldwin 1982 707 11 21 1 .84
silty clay loam 1983 1068 10 20 3.38
1984 565 8 20 5.13
1985 1075 7 23 2.17
1986 738 10 22 3.34
St. Joseph {SJ ) / 1980
1110 10 21 1.47
Sharkey clay 1981 600 6 21 4.57
1982 681 8 19 3.97
1983 1360 7 19 2.92
1984 882 5 19 4.59
1985 1013 7 23 2.61
Winnsboro (WN)/
1980 1014 7 20 2.53
Gigger silt loam 1981 541 6 22 3.20
1982 711 8 19 2.82
1983 1545 7 19 5.10
1984 984 4 20 4.30
1985 902 4 21 3.97
+ Location names are abbreviated in parenthesis as (AX) for Alexandria, 
(BR) for Baton Rouge, (BC) for Bossier City, etc.
$ Temperatures are based on monthly average within the growing season.
§ Average of eight common genotypes grown at each location in each year.
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a sufficient number of genotypes common over a range of environments. 
The first set of data (set A) consisted of 14 genotypes tested in a 
total of 22 trials over four years and seven locations, 1980-83. The 
second set (set B) consisted of 15 genotypes tested in 14 trials over 
three years, 1984-86. The last set (set C) was made up of eight 
genotypes which were common in 36 trials conducted over the ent ire 
seven-year period from 1980 to 1986. The locations and years in each 
data set were chosen so that within any given year, yield data for all 
entries were available at all locations.
The yield data were subjected to the combined analysis of variance 
and regression analysis formulated by Eberhart and Russell (1966) to 
test the significance of the GE interactions, heterogeneity of 
regression, and the deviation terms, and also to calculate deviation 
from regression for each genotype. The variance components due to 
genotype, environment, and genotype-by-environment interactions were 
calculated using SAS-Varcomp (method ■ Type 1) program.
The stability-variance parameter, °i2» Shukla (1972) was
calculated using SAS-Matrix (SAS User's Guide: Statistics, 1982 edition. 
SAS Institute Inc., Cary, NC.) program provided by Kang (1985). 
Completely balanced data were used in this calculation as required by 
Kang's program. For t genotypes in s environments, the estimate of 2 
is calculated as:
o 2 - {(s-l)(t-l)(t-2)}'1[t(t-l) I (Y. - Y - Y . + Y..)Z
1 J 1J 1 ■ • J
-  h V V  V  * . j +
where Y ,, is the performance of ith genotype in jth environment, Y, is 
ij i •
the mean of the ith genotype over all environments, Y ^ is the mean of 
all genotypes in jth environment, and Y.. is the mean of all genotypes
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over all environments. The significance of the stability variance for
each genotype was tested by an approximate F-test provided by the ratio
of the estimates of o^2 to the pooled error means square °0 !i calculated
from the analysis of variance, as proposed by Shukla (1972).
Regression coefficients an(* coefficients of determination
(r^2), and deviations from regression (Sd^2) as response and stability
statistics, respectively, were determined according to the regression
model developed by Eberhart and Russell (1966) using SAS-GLM. These
parameter estimates are defined in the following model:
Y . = p. +3-1. + 
ij i i J ij
where Y.^ is the mean of the ith genotype at the jth environment, p^ is
the mean of the ith genotype over all environments, is the regression
coefficient that measures the response of the ith genotype to varying
environments, 6 ^  is the deviation from regression of the ith genotype
at the jth environment, and I is the environmental index obtained as
the mean of all genotypes at the jth environment minus the grand mean.
The regression coefficient was estimated by b^, and the
significance of b^ was tested against the deviation mean square for each
genotype by the departure of b^ from unity. The estimate of the
stability parameter was calculated for each genotype as:
Sd 2 - [Z .8 .2/(n-2) ]-S 2/r, 
i J ij e
where n is the number of environments, r is the number of replications
in each environment, and S 2/ r is the estimate of the variance of a
e
genotype mean in the jth environment. A test of significance was 
approximated by the ratio of E^S^j2/(n-2) to Se2.
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The variance (S 2) of genotypic mean across environments (Lin et
al., 1986) and coefficient of variation (CV^) across environments
(Francis and Kannenberg (1978), are computed as:
S t2 - Xi and CVi - x 100,
where X^ is the mean of ith genotype in jth environment, q is the
number of environments, X is the mean of ith genotype over all
1 *
environments, and S ^ is the square root of the variance of genotypic 
mean across environments (S^2).
Interrelationships among different stability statistics were 
determined by rank correlations (Spearman's correlation coefficient, r ) 
between the arrays of any two stability estimators for the groups of 
genotypes (Becker, 1981). The degree of repeatability of each statistic 
was determined by rank correlation between two arrays of stability 
estimators obtained from sets/subsets of environments (Pham and Kang, 
1988).
Constitution of environmental sets and subsets
To determine the repeatability of the stability estimators, it was 
necessary to have two estimates of each parameter for each genotype. 
These pairs of estimates were obtained by dividing 36 environments into 
four groups/types of sets and/or subsets in a manner similar to that of 
Eagles and Frey (1977) and Virk et al. (1985). To have an even number, 
36, one environment (1984 - Bossier City) was excluded from the total of 
37 environments.
For year-wise groups (a); the environments were divided into two 
sets consisting of 22 trials with 14 genotypes (data set A: 1980-83) and 
14 trials with 15 genotypes (data set B: 1984-86), respectively. For
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year-wise groups (b); environments were divided as in (a), but with 
eight genotypes common in both sets. For stratified subsets, the 36 
environments were divided into two strata of 18 environments so that the 
first and second highest yielding environments were in stratum one, the 
third and fourth highest yielding were in stratum two, and so forth. 
The two members of each pair were then assigned at random to the two 
subsets of environments. For the extreme subsets, the 18 highest 
yielding environments were assigned to one subset and the 18 lowest 
yielding were assigned to the other subset. For the random subsets, the 
36 environments were randomly assigned to two subsets of 18 and then 
four subsets of 9 environments, and pairs were formed from different 
combinations of the subsets.
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Result* and Discussion
Joint regression analyses for the three year-wise data sets 
revealed that the effects of genotype (G), environments (E), and 
genotype-by-environment (GE) interactions were highly significant (Table 
2). The mean squares for heterogeneity of regression and pooled 
deviation were highly significant for all three data sets. The 
heterogeneity of regression, when tested against pooled deviation, was 
significant at 0.10 and 0.05 probabi1ity levels for data sets A and C , 
respectively. These suggest that regression responses of the individual 
genotypes contributed significantly to over-all GE interactions for data 
sets A and C. The variance components due to E were large compared with 
variance components due to G and GE for all data sets. A large 
environmental variance minimizes the bias of the regression parameters 
induced by the dependence of the environment index on the genotypic mean 
and makes the regression stability analysis valid (Shukla, 1972; 
Freeman, 1973; Hill, 1975). Based on this assumption, the regression 
parameters b^, t^3, Sd^2, and stability variance o^3 were considered as 
stability statistics and were compared with S^3 and CV^.
Interrelat ionships
Interrelationships, based on rank correlation among these 
parameters (Table 3), revealed that, in general, S^2 and CV^ of group A 
(Type 1) were rank correlated with b^ of group C, and o^2 of group B was 
rank correlated with Sd^2 of group D. S^2 and CV^ were highly rank 
correlated, as expected, since they belong to the same group. 
Theoretically, the relationship between S^3 and CV^ is explained by the
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Table 2. Analyses of variance according to the joint regression model 
of Eberhart and Russell (1966), and variance components for yield data 
sets (A) 1980-83, (B) 1984-86, and (C) 1980-86 of the Louisiana 
Agri cultural Experiment Station wheat performance trials.
(A) 1980-83 (B) 1984-86 (C) 1980-86
Source df
Mean
Square df
Mean
Square df
Mean
Square
Genotype (G) 13 9.96** 14 4.73** 7 8.40**
Environment (E) 21 53.73** 13 63.18** 36 35.77**
G x E 273 1.11** 182 0.84** 252 1.10**
E (Linear) 1 1128.30** 1 821.31** 1 1287.76**
G x E (Linear)+ 13 1.60** + 14 1.02** 7 2.72** ++
Pooled Deviation 280 1.01** 180 0.77** 280 0.92**
Error 858 0.17 588 0.25 777 0. 24
CV Z 13.32 12.29 14.03
Variance components of; data sets (A) , (B), and (C)
Environment (G) 0.921.28 1.021.38 1.071.26
Genotype (E) 0. 101.04 0.071.03 o.05+.03
G x E 0.241.02 0.151.02 0.211.02
** Significant at .01 probability level, when tested against error.
+, ++ Significant at .10 and .05 probability levels, respectively, when 
tested against pooled deviation term.
t Heterogeneity of regression.
± Standard Errors of the variance components.
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Table 3. Rank-correlation coefficients among different stability and 
response statistics calculated from yield data sets (A) 1980-83, (B)
1984-86 
Station
, and 
wheat
(C) 1980-86 of the 
performance trials
Louisiana Agricultural Experiment
Data sets
Stat ist ics t (A) 1980-83 (B) 1984-86 (C) 1980-86
°i2 vs Sd.2 0.98** 0.98** 0.93**
°i’ vs V 0.22 0.33 -0.31
°i2 vs bi -0.33 0.09 -0.31
°i2 vs -0.81** -0.50 -0.62
Sd.2 vs -i2 -0.81** -0.51* -0.83**
Sdi2 vs Si2 0.25 0.28 -0.45
Sd.2 vs bi -0.30 0.03 -0.45
V vs bi 0.98** 0.96** 1.00**
b i vs ri2 0.74** 0.73** 0.71*
°i2 vs CVi 0.09 0.46 -0.33
Sd.2 vs CVi 0. 19 0.43 -0.40
bi vs CVi 0.61* 0.83** 0.98**
V vs CVi 0.59* 0.93** 0.98**
vs x i 0.04 -0.47 0.60
Sdi3 vs *i -0.03 -0.49 0.60
S i3 vs *i 0.29 -0.23 -0.77*
b i vs *i 0.13 -0.04 -0.77*
CVi vs -0, 48 -0.54* -0.83**
*, ** Significant at .05 and ,01 probability levels, respectively.
+ o^2 * stability variance, Sd^2 ■ deviation from regression, b^ = 
regression coefficient, r^2 ■ coefficient of determination, S^2 = 
variance of genotypic means across environments, CV^ = coefficient 
of variation across environments, * mean yield.
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fact that the variance of genotypic mean (S^2) is directly proportional
to the mean (X^), assuming normal distribution in an infinite
population, i.e., S^2 varies as Xi and S^2 * i’ where a
a _
constant for ith genotype. Therefore, /X^ ■ k^, irrespective of the 
value of mean. This means that when a direct relationship between mean 
and variance exists, the coefficient of variation should be a constant; 
CV^ will vary as S^2 for any X^. Empirically; this may not always be 
true. Since S^2 and X^ are statistical estimates and therefore may not 
be normally distributed, the simple correlation between them may not 
exist (Becker, 1981), and rank order of CV^ may vary with X^ (Binswanger 
and Barah, 1980).
In this study, CV^ was consistently negatively correlated with X^. 
A similar negative relationship was also found by Pham and Kang (1988) 
in maize yield data. They also observed, as was found in this study, 
that correlation of S^2 with CV^ was weaker than with b^. Although in 
the present study, S 2 was correlated with CV^ in spite of the negative 
relationship of CV^ with mean yield, this may not occur in all cases. 
CV^ is calculated from mean yield and genotypic variance, and therefore, 
the effects of mean yield and variance are confounded with In
contrast, there was perfect rank correlation between S^2 and b^ (also 
observed by Pham and Kang, 1988, and elucidated by Becker, 1981), and
both were uncorrelated with mean yield (X^). Therefore, S^2 and b^ can 
be used, interchangeably, as stabi1ity statistics, depending on whether 
Type 1 or Type 2 (Lin et al., 1986) stability is desired.
The reasons for a high rank correlation of b^ with S^2 and o^2 with 
Sd^2 were pointed out in the explanations of Becker (1981) and Pham and 
Kang (1988), respectively. In the present study, the linear fit was not
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good since the pooled deviation mean squares were significantly larger
than the error mean squares in all data sets (Table 2). Baker (1969)
and Brennan and Byth (1979) also observed that the deviation from
regression constituted a large part of the total GE interactions in
wheat. The regression response constituted the largest part of GE
interactions for data sets A and C. The rank correlation between o , 2
i
and Sd^2 were equally very high for all three data sets, even though the 
heterogeneity of regression for data sets A and C was significant. Data 
suggest that the second term of the expression [2] of Pham and Kang,
q
2 2
Z^Sd. + {b (E-R) - 1} £(X - X..) , which represents sum of
J i i . j
j-1
square heterogeneity of regression, even though not smaller than the 
first term or near zero, did not change the rank orders of these two
statistics for any of the data sets. The contribution of pooled
2
deviation mean square to GE interactions was equally reflected in 
and Sd^2, The regression models of Eberhart and Russell (1966) and
Shukla (1972) are structurally similar (Lin et al., 1986; Pham and Kang, 
1988). These two statistics could be used equivalently to measure Type 
2 stability in wheat since a fairly large number of environments were 
included and environmental variance was large (Eberhart and Russell, 
1966; Shukla, 1972; Freeman, 1973). Both parameter estimates were 
equally uncorrelated with regression response (b^) and mean yield (X^). 
Therefore, in this study, they represented GE effects of groups B and D 
of Lin et al. (1986).
Empirically, o^2 did not demonstrate any superiority over Sd^2.
However, the correlation between o^2 and Sd^2 would disappear if the
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pooled deviation was nonsignificant and the regression response of
individual genotypes would have contributed most of the GE interactions. 
Sd^2 has two practical advantages over D  genotypes with above
average response to better environments coupled with low deviation from 
regression can be selected, which could have been discarded by o^2 due 
to its larger value induced by the > 1 b^ values ; 2) Sd^2 can be
calculated by simple GLM procedure and does not require balanced data, 
whereas calculation of o^2 requires a special computer program which
requires completely balanced data. Moreover, in the case of good 
linear fit of data, b^ indicates adaptability of the genotype while Sd^2 
can provide the degree of goodness of fit (Baker, 1969).
The coefficient of determination (r^2) of the regression response 
was negatively rank-correlated with Sd^2, and this relationship was
comparatively stronger in data sets A and C , where heterogeneity of
regression was significant. Therefore, irrespective of the over-all 
linear fit of the data, r^2 was rank-equivalent to Sd^2. Since b^ was 
uncorrelated with Sd^2 and X^, a genotype with above average response to 
better environments could be selected with stability measured by either 
Sd^ 2 or r ^ 2 . The r ^ 2 was posit ively rank-correlated with b^.
Therefore, r^2 would be a better measure of stability if data were
accurately described by the linear model. In such a case, the
definition of stability may slightly be modified. A stable genotype 
would be the one with predictive response to better environments. As 
observed by Verma et al. (1978) and Mariani et al. (1983), wheat yield 
data better fit multi-line regression than quadratic model when tested 
in a wide range of environments. Therefore, predict ive response
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measured by and r ^ 2 would be a suitable def ini t ion for wheat
yield-stability.
Repeatability
The means and ranges of yield between the subsets were almost
identical for the random and stratified methods (tables 4 and 5), except
random subset 4 in Table 5. For the year-wise and extreme methods, the
subsets had large differences in mean yields and yield ranges.
Repeatability measured by rg is presented in tables 6 and 7. There
was only one significant (but negative) rank correlation out of 11 pairs
of comparisons for o^2 and Sd^2, suggesting no repeatability of these
stability parameters. Bhullar et al. (1977) observed that the genetic
control on Sd .2 is overwhelmed by environmental bias which makes it less 
l J
repeatable than b^. The significant negative rank correlation (-0.73*,
table 7) between random subsets 1 and 3 was probably incidental.
Therefore, these two parameters were dropped from the last eight
comparisons (Table 7), The b^ and r^2 were repeatable for 12 and 11
cases, respectively, out of 19 (tables 6 & 7) comparisons. Regression
response in cereals is a genetically controlled trait (Scott, 1967;
Langer et al., 1978; Ntare and Aken'Ova, 1985). High heritability of
regression response was found by many authors (Finlay, 1961; Eberhart
and Russell, 1966; Bains, 1976; and others). Therefore, these
parameters are repeatable, as was observed by Finlay and Wilkinson
(1963) for barley.
Mean yield was the most repeatable parameter (15 out of 19 rg ' s
were significant) while S^2 was the least repeatable (4 out of 19 were
significant). C V . was fairly repeatable (13 significant r 's out of
X s
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Table 4. Subsets of environments constructed by the year-wise, 
stratified, random, and extreme methods of grouping, and mean yield and 
yield ranges of the subsets.
Year-wise+
subsets
Stratified* 
subsets//
Randoms
subsets//
ExtremeU
subsets//
1 (1980-83) 2 (1984-86) 1 2 1 2 1 2
1 80BC++ 19 83CR 23 84AX 27 25 35 31 20 27
2 80SJ 20 83JE 25 84BR 4 22 32 6 37 25
3 SOWN 21 83SJ 26 84CR 23 32 20 27 10 22
4 81AX 22 83WN 27 84JE 28 26 18 28 36 4
5 81BC 28 84SJ 9 29 19 36 21 28
6 81BR 29 84WN 12 8 9 22 17 26
7 8 ICR 30 8SAX 18 6 12 37 11 32
8 81JE 31 85BR 16 35 26 11 1 23
9 81SJ 32 85CR 24** 5 14 30 34 9
10 81WN 33 85JE 30 20 33 2 19 29
11 82AX 34 85SJ 10 37 7 13 3 8
12 82BC 35 85WN 36 21 23 4 14 12
13 82BR 36 86CR 11 17 8 29 7 18
14 82CR 37 86JE 1 34 3 1 31 6
15 82JE 3 19 5 4 33 16
16 82SJ 14 7 10 16 13 35
17 82WN 33 31 15 34 15 5
18 83AX 15 13 21 17 2 30
Mean yield 3.1 
(Mg ha 1)
4,0 3.6 3.6 3.5 3.6 2.5 4.5
_ low 1.5 2.4 1.8 2.1 1.8 1.5 1.5 3.7
Ransc: high A.8 5.2 5.1 5.1 4.7 5.1 3.4 5.1
t Subsets were determined by genotypes common in all years: 14 for
1980-83; 15 for 1984-86; and 8 for both 1980 -83 and 1984-86 groups.
* The 36 environments were stratified into two equal 
both subsets have about the same mean and range of
subsets 
yield.
so that
§ The 36 environments were randomly grouped into two subsets of 18.
V Subsets 1 and 11 were composed of 18 lowest and 18 highest yielding
environments, respectively.
// Numbers correspond to the environment Nos. of year-wise subsets.
++ Environment abbreviations: number is last two digits of harvest year 
and letters are location abbreviation, e.g. , 80“1980; BOBossier City. 
** Environment No. 24 * 84BC, not included in any other subsets.
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Table 5. Four random subsets of nine environments each, constructed with 
36 year-location combinations, and mean yields and yield ranges of the 
subsets for eight winter wheat cultivars grown in each environment.
Random subsets of environmentst
1 2 3 4
84SJ 85WN 8 2 AX 83SJ
85AX 85CR 85JE 82JE
80BC 83JE 81BC 8 ICR
81BR 8 3 AX 84BC 82SJ
82BR 83CR 81AX 82WN
86CR 81SJ 84WN SOWN
83WN 82BC 84JE 86JE
81WN 84CR 85BR 84AX
81JE 82CR 84BR 85SJ
Mean yield:* 3.65 3.84 3.81 3.01
Yield range: * 2.14-5.10 2.30-4.77 2.17-5.13 1 .84-4.79
+ Year-location combinations, e.g., 84SJ means year™1984 and location=
St. Joseph; 85AX means year*1985 and location=Alexandria, and so on,
arranged at random in each group (subset).
* Mean yields and yield ranges are in Mg ha *.
Table 6* Rank-correlation coefficients between arrays: of stability variance (o.2), deviation mean square 
(Sd.2), regression coefficient (b.), coefficient of determination (r.2), variance of genotypic mean (S.2), 
genotypic coefficient of variation (C\0, and mean yield for different subsets of environments. 1
Environment
grouping
method
Correlation
between Sd-2
Stability
bi
statistics
V V CVi
Mean
yield
Year-wise(a) t (1980-83) vs (1984-86) -0.26 -0.20 0.81** 0.23 0.48 0.88** 0.71*
Year-wise(b) i (1980-83) vs (1984-86) -0.54 -0.50 0.74* 0.27 0.48 0.88** 0.71*
Stratified § Subset I vs II 0.14 0.41 0.88** 0.78** 0.62 0.86** 0.74*
Extreme 1 Subset I vs II 0.31 0.30 -0.73* -0.45 0.05 -0.07 0.40
Random // Subset I vs II -0.17 -0.10 0. 74* 0.83** 0.23 0.71* 0.79*
*, ** Significant at .05 and .01 probability levels, respectively.
t 1980-83 and 1984-86 are two year-groups (subsets) consisting of 22 and 14 year-location combinations,
respectively, to make up the total of 36 environments; analyses were performed with groups of 14 and 15 
cultivars in each subsets, respectively, where 8 cultivars were coimnon.
t The same environmental subsets as in (t) but analyses were performed as if only 8 cultivars were grown 
in each environment.
§ The 36 environments were stratified into two subsets of 18 in such a way that both subsets have about 
the same mean and range of yields for 8 cultivars.
1 Subsets I and II were composed of 18 highest and 18 lowest yielding environments, respectively.
// The 36 environments were randomly divided into two subsets of 18.
Table 7. Rank-correlation coefficients between arrays: of stability variance (a.2), deviation mean square 
(Sd^2), regression coefficient (b^), coefficient of determination (r^2), variance of genotypic mean (S.2), 
genotypic coefficient of variation (ClO, and mean yield of eight genotypes in subsets of environments.
Correlation 
between subsets t
Stability statistics
Mean
yieldo.2 i Sd.2l b.i r.2l S.2 i cv.l
1 vs 2 -0.30 0.02 0.38 0.36 -0.31 0.24 0.40
1 vs 3 -0.54 -0.73* 0.67* -0.10 0.57 0.69* 0.38
1 vs A 0.31 0.17 0.24 0.15 0.07 0.33 0.43
2 vs 3 0.12 -0.12 0.79* 0.74* 0.57 0.74* 0.84**
2 vs 4 0.29 0.14 0.02 0.46 -0.10 0.29 0.81**
3 vs 4 0.45 0.38 0.08 -0.01 -0.10 0.26 0.97**
1+2 vs 3+4 0.90** 0.75* 0.81** 0.86** 0.76*
1+3 vs 2+4 0.43 0.75* 0.43 0.64 0.79*
1+4 vs 2+3 0.60 0.71* 0.42 0.76* 0.75*
1+2 vs over-all ♦ 0.96** 0.90** 0.95** 0.98** 0.81**
1+3 vs over-all 0.93** 0.97** 0.97** 0.95** 0.83**
1+4 vs over-all 0.71* 0.76* 0.59 0.86** 0.86**
2+3 vs over-all 0.96** 0.97** 0.93** 0.95** 0.90**
2+4 vs over-all 0.59 0.86** 0.43 0.74* 0.98**
*, ** Significant at .05 and .01 probability levels, respectively.
t The 36 environments were randomly grouped into four subsets of nine environments, t Over-all stands for 
the entire range of 36 environments.
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19), but it is likely that this repeatability was induced more by the 
mean yield (X^) than the variance of genotypic mean (S^2).
None of the statistics was repeatable between the extreme subsets 
(Table 6), and b^ was negatively rank correlated. This negative rank 
correlation suggest that the genotypes which were highly responsive to 
high-yielding environments were less responsive to low-yielding 
environments, and vice versa. Verma et al. (1978) also found some 
degree of negative correlation (-0.52, non-significant) of b^ between 
high-yielding and low-yielding subsets in Nicotiana rustics. These 
authors assumed that two different genetic systems may be operating in a 
genotype to produce differential responses to the two extremes of 
enviroments. Mean yield was not repeatable between the extremely 
high-yielding and low-yielding sets of environments. Eagles and Frey
(1977) found mean yields of oat cultivars to be highly repeatable across 
all sets of environments, including extremes.
The rank correlations among the four random subsets (Top 6 
comparisons in Table 7) were inconsistent compared with the rest of the 
comparisons (tables 6 and 7). The probable reason for this
inconsistency was that the number of environments included in the random 
subsets was low. Each subset consisted of only nine environments. To 
make successful use of the regression technique, tests should be
conducted for two or more years, and should have at least 20 data 
points including the extremes of the environments from which samples are
taken (Campbell and Lafever, 1977; Pederson et al., 1978). When two
subsets were combined together to form a new subset of 18 environments 
and compared with another such new subset or with the over-all range of 
36 environments, the rank correlations were far more consistent (Bottom
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of Table 7). This agreed with the rank correlations between two 
computer-generated random subsets of 18 environments in Table 6.
Reliability of the repeatability-estimates, based on rank 
correlations, increased with the number of environments included in the 
analyses. For example, the rank correlations for were significant
in only 50% of the comparisons when the subsets were composed of only 
nine environments (Top of Table 7), while almost 100% were significant 
when 18 or more environments were included (tables 6 and 7). Pham and 
Kang (1988) also found mean yield to be repeatable when the entire range 
of environments were divided into two random subsets with the number of 
data points varying from 17 to 46, Repeatability decreased 
significantly when the number of data points was reduced by half, by 
dividing the entire range into 4 subsets with data points varying from 8 
to 23 (Table 5 of Pham and Kang, 1988). It was, however, notable that 
repeatability of mean yield was retained for trial 2 (Pham and Kang, 
1988) where subsets consisted of 23 environments. In view of the above, 
it can be concluded that mean yield is a repeatable response parameter 
as long as an adequate number of environments are included in the 
analysis. This is possibly the reason most conventional plant breeders 
have succeeded in selecting and releasing superior varieties without the 
use of formal stability analysis.
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Sunary and Conclusions
It is well-established that the regression response and mean yield 
are genetically controlled traits (Bucio Alanis et al., 1969; Perkins, 
1970; Bains, 1976), and therefore, should be repeatable. This
expectation was fulfilled in this study. Regression coefficient (b^), 
coefficient of determination (r^3), and mean yield (X ) were highly 
repeatable. The stability variance (o^2), and deviation mean square 
(Sd^2) were not repeatable, and the repeatability of variance of 
genotypic mean (S^2) was low. Genotypic coefficient of variation (CV^) 
was relatively more repeatable than S^2. Since CV^ was negatively 
correlated with X^, and S^3 was uncorrelated with X^, the repeatability 
of CV was induced by X^. Therefore, the ranking and repeatability of 
CV^ were not reliable to describe genotypic stability. The number of 
environments included and the similarity of environmental ranges between 
subsets are important in the estimation of repeatability. With similar 
ranges, 18 or more environments should be included in each subset.
o^2 and Sd^2 were highly rank-correlated, irrespective of the 
significance of the heterogeneity of regression, and can be considered 
equivalent. The high correlations among Sd^2, and r ^  suggest that
all of them represent goodness of fit of the regression line. Since b^ 
and rj2 were correlated with each other and were uncorrelated with X^, 
analysis of yield stability of wheat could be performed by a simple 
regression analysis. In case of low r^2 or high Sd^2 values, a two-line 
model may better describe the genotypic response to environments. As 
observed by previous authors, breeding for high yield and yield 
stability can be facilitated by selecting genotypes with high mean yield
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and high r^2 values. Regression coefficient will indicate the nature of
adaptability of the genotype to a specific range of environments.
However, if data do not fit the linear regression model, then a^2 or
Sd,2 can be used as stability estimator, but without confidence in the 
1
effectiveness of select ion.
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CHAPTER 2
GENOTYPE-BY-ENVXROMffiNT INTERACTIONS AND YIELD STABILITY 
OF WINTER WHEAT IN LOUISIANA 
Abstract
Evaluation of genotypes for stability of performance is an 
important concern of plant breeders. From an agronomic view point, a 
stable genotype performs predictably at the level of productivity of the 
respective environment. Several methods have been employed to determine 
the nature of genotypic responses to environments. This study was 
conducted to evaluate the relative merits of the stability variance 
(o^), mean square deviation from regression (Sd^3), regression 
coefficient (b^), coefficient of determination (r^3), and variance of 
genotypic mean across environments (S^3). A second objective of the 
study was to compare the most commonly used joint regression technique 
(Eberhart and Russell, 1966) with a modified (Verma et al., 1978) 
two-line regression model in determining the specific nature of response 
and stability of winter wheat (Triticum aestlvum L.) cultivars grown in 
37 environments in Louisiana. Yield data from the Louisiana 
Agri cultural Experiment Station (LAES) wheat performance trials were 
divided into three different data sets. Data set A contained 14 
cultivars tested from 1980 to 1983, B contained 15 cultivars tested from 
1984 to 1986, and C contained eight cultivars which were common in data 
sets A and B, tested from 1980 to 1986. These data were sujected to
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joint regression analyses to test the significance of the heterogeneity 
of regression and the pooled deviation term. The above mentioned 
stability statistics were calculated for individual cultivars, and 
appropriate tests of significance for o^2 and Sd^2 were performed. The 
b^ and Sd^2 were calculated over all 37 environments and also over two 
subsets of environments constructed by partitioning the whole range into 
high-yielding and low-yielding regions as proposed by Verma et al.
(1978). The differential responses of some important cultivars were 
presented in line graphs to demonstrate the masking effect of linear 
regression as opposed to two-line regression technique. ^d^2 ant* r^2 
were equally appropriate measures of stability where the linear model 
fit the data well. o^2 was not a suitable stability statistic where 
heterogeneity of regression was significant because a cult ivar with 
significantly higher or lower than average regression was always more 
likely to be declared as unstable by o^2 than by Sd^2. Adapatability of 
a cultivar was more accurately described by b^ coupled with either Sd^ 2 
or r^2, than by S^2* Most cultivars in the data sets were unstable, 
suggesting that selection was in favor of high yield and not for yield 
stability. 'McNair 1003' was a highly predictable cultivar adapted to 
all environments. 'Southern Belle1 was the most stable and widely 
adapted cultivar. The two-line regression technique effectively 
demonstrated that the conventional regression technique has a masking 
effect on the expression of differential responses of cultivars to 
different ranges of environments. 'Coker 762' and 'Rosen' were 
identified by the two-line technique as "ideal" genotypes. Since high 
mean-yield, yield-stability, and adaptability are independent traits, 
parents with desired yield potentials and levels of stability and
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adaptability can be accurately selected using the two-line regression 
model in order to develop high-yielding varieties with high stability.
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Introduction
Testing over several years and locations is necessary to identify 
genotypes that have high yield and stable performance. The combinations 
of locations and years are usually considered as environments. The 
question of yield stability arises when genotypes respond differently 
across environments. Genotype-by-environment (GE) interactions are 
present if the relative performance of genotypes changes across 
environments. Agronomically, a genotype should have minimal 
interactions with environments, and yield predictably at the level of 
productivity of the respective environment (Easton and Clements, 1973;
Freeman, 1973; Marquez-Sanchez, 1973; Hill, 1975). This concept of
stability describes properties desirable in crop production (Becker, 
1981).
Several techniques and statistics have been developed to measure 
genotypic stability. The regression technique of Yates and Cochran 
(1938), improved by Finlay and Wilkinson (1963), and modified by 
Eberhart and Russell (1966) and Perkins and Jinks (1968), was the most 
widely used stat istical method until Shukla (1972) proposed the 
stability variance technique. Shukla (1972) used residual variance due 
to GE interactions as the basis of an unbiased estimate of genotypic 
stability variance, o^3 (Lin et al. 1986). In contrast, Eberhart and 
Russell (1966) recognized responsiveness (individual regression, b^) and 
stability (deviation from regression, Sd^3) as two independent and 
desirable traits (Bucio-Alanis et al. , 1969; Bains, 1976). As long as 
the performance is a continuous function of environmental variables 
rather than discriminatory functions of specific factors, genotypic
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responses can be explained by linear regression models (Hardwick and
Woods, 1972).
Parameters of regression, the most widely used technique in the 
stability analysis of wheat, are under genetic control (Bains, 1976). A 
critical investigation of the specific nature of regression responses of 
durum wheat cultivars to different ranges of environments was performed 
by Mariani et al. (1983) following similar studies in tobacco (Nicotiana 
rustica) by Verma et al. (1978), Jinks and Pooni (1979), and Pooni and 
Jinks (1980). These authors found that genotypic responses were better 
explained by a multi-line regression model than single-line or quadratic 
model. Verma et al. (1978) discussed the limitations of conventional
regression analysis, and proposed a two-line instead of single-line 
regression model. Verma et al. (1978) further advanced the agronomic 
concept of stability by defining an ideal genotype as having a low 
response (b^ < 1 ) in poor environments, and high response (b ^ > 1 ) in 
rich environments. Verma et al. (1978) divided the entire range of 
environments into low and high ranges (subsets), and found that 
genotypes with different levels of mean performance and environmental 
sensitivity between the subsets were available, and that responses in 
these two subsets were not correlated. These authors suggested that the 
computat ion of the linear regression over all the environments, 
specially when the range is wide, has a masking effect on the detection 
of so-called ideal genotype,
In the study of relat ionships and repeatabi1ity of the stability 
statistics in chapter 1 of this dissertation, it was found that ck2,
Sd^2, and r^ 2 are highly correlated among themselves as a group, and are
uncorrelated with b^, S^2, and CV^ as members of another group. As
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classified by Lin et al. (1986), these two groups of statistics 
represent different types of stability. It was also found that 
regression coefficient, b^, and coefficient of determination, r j2* are 
the most repeatable statistics across different sets of environments. 
S 2 and b^ were highly correlated with each other and are assumed to 
measure the same type of stability (Lin et al., 1986). Becker (1981) 
observed S ^ 2 to be mostly a function of the magnitude of b^. Since b^ 
was less repeatable than S^3, the former is a more reliable stability 
estimator than the latter. In view of the above, it seems that 
predictive response and stability can be determined by b^ and Sd ^3 or 
r^2, respectively, if heterogeneity of regression is significant.
The objectives of this study were to examine GE interactions to 
evaluate the responses of winter wheat cultivars grown in 37 
environments. a^3* Sd^2, and r^ 3 were used as stability statistics, and 
and S ^ 2 were used as adaptability estimators. A two-line regression 
model similar to that of Verma et al, (1978) and Mariani et al. (1983) 
was used to examine the specific nature of response of different 
cultivars.
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Materials and Methods
Analyses were performed on three sets (A, B, and C) of yield data 
obtained from the Louisiana Agricultural Experiment Station (LAES) 
winter wheat (Triticum aestivum L. ) performance trials conducted at 
seven locations as described in chapter 1. Data were subjected to joint 
regression anlyses formulated by Eberhart and Russell (1966) to test the 
significance of the heterogeneity of regression and the deviation terms, 
and also to calculate deviation from regression for each genotype.
Yield stability was determined by calculating several stability 
statistics for individual genotypes. The stability statistics 
Sd^2, b^ , ri*' ant* were calculated, and tests of significance were
performed as discussed in chapter 1 .
The nature of regression response of specific genotypes to 
different ranges of environments was demonstrated by a two-line 
regression model. The entire range of 37 environments in data set C 
(involving eight cultivars) were divided into two regions (subsets) in a 
manner similar to Verma et al. (1978) and Mariani et al. (1983). The 19 
lowest-yielding environments constituted the low region, and the 19 
highest-yielding environments, including the highest yielding one of the 
low-yielding subset, constituted the high region. The highest-yielding 
environment of the low-yielding subset was included as the 
lowest-yielding one in the high-yielding subset to give continuity to 
the two regression lines. b^ and r^2, and Sd ^ 2 for each genotype were 
determined separately for the two regions by simple regression analysis 
and the joint regression method of Eberhart and Russell (1966), 
respectively. Response curves were drawn for three of the eight
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genotypes, as examples of different types of response, by plotting mean 
yields of the genotypes against environmental indexes.
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Results and Discussion
Analyses of variance of three sets of yield data (sets A, B and C) 
are presented in Table 2 of chapter 1. There was significant variation 
in yield among different environments and among different genotypes in 
all three groups of experiments. The GE interactions were highly 
significant in all cases, but the magnitudes of the interaction mean 
squares were smaller than that of genotypes and environments. Mean 
squares for environment (linear) were very large compared with other 
sources of variations, and therefore, the environmental variance
i
components (o^ ) were large. As pointed out by Shukla (1972), a large 
environmental variance minimizes the bias of the regression parameters 
induced by the dependence of environment index on the genotypic mean 
(Freeman, 1973) and validates the regression stability analysis (Hill, 
1975).
Partitioning of the GE interactions by Eberhart and Russell's 
(1966) method revealed that the sum of squares for heterogeneity of 
regression (Geno-Envt (linear)) was significant in two (sets A & C ) out 
of three data sets when tested against their respective deviation terms. 
Therefore, the regression of individual genotypes contributed 
significantly to the over-all GE interactions, except for data set B. 
The stable genotypes can be identified by the nonsignificant deviation 
mean squares (Sd ) and stabi1ity variance (o ^ 2 ) . Coef f ic ient of 
determination (r^a) can also be used as a stability statistics, as long 
as heterogeneity of regression is significant. In data set C, the 
regression model was highly predictive since heterogeneity of regression 
was significant against the pooled deviation term, which was also
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significant. Therefore, both of the parameters of Eberhart and Russell 
were valid. The pooled deviation from regression was highly significant 
in all three data sets. The large sum of squares due to Geno-Envt 
(Linear) and significant pooled deviation mean that most of the 
genotypic responses were attributable to linear regression effects of 
the environments, and a significant portion of the GE interactions was 
due to deviation from regression.
In data set A (Table 1), where grain yield ranged from 2.32 to 3.68 
with the average of 3.10 Mg ha all cultivars had o ^2 and Sd ^ 2 values 
significantly larger than the error mean square (0.17) and were 
unstable. There were large differences in magnitude of these values 
among the cultivars, irrespective of whether values were equal to or 
different from unity. For the purpose of comparison, the mean values of 
2 and Sd^ 2 across cultivars were used as crit ical levels. Cult ivars 
with values greater than the mean of these values were classified as 
unstable. Two cultivars had regression coefficients (b^) significantly 
greater and two significantly less than one. It was noticeable that 
whether significant or not, the magnitudes of o a,s were always 
comparatively larger than that of Sd^2rs where the regression 
coefficients (b ’s) were significantly different from one, compared with 
the situations where b^'s were equal to one. This was because the 
individual regression (b^ - 1 ) was taken into account by o.a, whereas 
S d ^  values were independent of regression effects (Easton and Clements, 
1973). This suggests that a cultivar may be classified as unstable by 
2 because of its b^ value being larger or smaller than one, although 
it was stable according to Sd ^2 value. For example, 'McNair 1003' had 
below average Sd^ 2 and above average o ^ 2 values. The higher o ^ 2 value
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Table 1. Stability and response statistics calculated from yield data
set A (1980-83) of the Louisiana Agricultural Experiment Station wheat
performance trials conducted at 22 year-location combinations.t
Stability statistics *
No. Genotype V SV bi V
Mean
yield
1 Arthur 71 0.87** 0.78** 0.89 0.72 0.96
Mg ha" 1 
2.32
2 Coker 68-15 1.69** 1.57** 1.03 0.63 1 .41 3.01
3 Coker 747 1 .0 2 ** 0.95** 1 .06 0.73 1 .32 2.79
4 Coker 762 1.60** 1.27** 0.76** 0.49 0.87 3.54
5 Coker 797 0.62** 0.60** 1.02 0.73 1.15 3.26
6 Coker 916 2.91** 2.65** 0.93 0.48 1.47 3.68
7 Delta Queen 0.90** 0.78** 0 . 8 6 0.65 0.91 3.05
8 Double Crop 0.87** 0.71** 0.83* 0.69 0.84 2.81
9 McNair 1003 1.30** 0.91** 1.29** 0.80 1.81 3.13
10 McNair 1813 0.39** 0.32* 1.03 0.81 1 . 10 3.03
11 Omega 78 0.64** 0.60** 1.08 0.78 1 .28 3.25
12 Rosen 0.80** 0.72** 1.11 0.76 1.37 3.27
13 Roy 1.47** 1.35** 0.93 0.64 1.17 2.96
14 Southern Belle 0.61** 0.50** 1.16* 0.82 1.41 3.25
Mean 1.11 0.97 1.00 0.70 1.22 3.10
Error MS 
LSD
0.17 0, 17
0.31
*, ** Significant at .05 and .01 probability levels, respectively;
for bj, significantly different from 1 . 
t 1980-83 data set from 22 experiments (year-location combinations).
t °i2 = stability variance, Sdj2* deviation from regression, 
regression coefficient, r^2» coefficient of determination, S^2* 
variance across environments.
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of McNair 1003 was due to its specifically larger regression coefficient 
( “ 1.29**). Similarly, 'Coker 762* with ■ 0.76**, significanly 
smaller than 1, had o ^ 2 = 1.60 which was larger than Sd^ 2 (1.27),
There was a trend of cultivars with higher regression coefficients 
to have larger coefficients of determination. Most of the cultivars 
with greater than average b^ values also had above average r^2 's. Since 
heterogeneity of regression was significant, b^ in general represented 
genotypic response, and prediction of genotypic response by regression 
was reliable when r ^2 was relatively large (Pederson et al., 1978). 
Based on this assumption, McNair 1003 and 'Southern Belle' responded 
linearly to improved environments, but the former was unstable and the 
latter was stable according to stability variance (o^2), This means 
that the yield of Southern Belle was highly predictable because the data 
points from 22 trials constituted a near-perfect straight line (b^ = 
1.16 and r ^ 2 = 0.82), and sum of square GE interactions was relatively 
small E 0.61**). In contrast, although it satisfied the linear
regression model, the yield data of McNair 1003 were widely scattered 
around the regress ion line (Sd^ 2 ■ 0.91**), sum of square GE
interactions was large (o^J “ 1.30**), and therefore, this cultivar was 
unstable. Coker 762 and 'Coker 916’ were the highest yielding 
cultivars, yet were highly unstable. Their low b^ and r ^ 2 values 
suggest that the yield responses cannot be explained by the linear 
model. They might have either different threshold levels or 
differential rates of response within the range of environments. The 
range of environments was 1.5 at St, Joseph (1980) to 4. 8 Mg ha  ^ at 
Alexandria (1981) in data set A. A more elaborate model may be needed
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to describe the response patterns of these cultivars (Hardwick and Wood, 
1972).
Cultivars with higher regression coefficients always had larger 
values, irrespective of the magnitudes of Sd^2, or r^2. Coker 762
had the lowest (0.76**), a low r^ 2 (0.49), and the lowest S ^2 (0.87). 
McNair 1003 had the highest b^ , a high r^2(0.80)» and the highest S ^ 2 
(1.81). Coker 916 and Southern Belle had the lowest (0.48) and highest 
(0.82) r ^ 2 values, respectively, but had equally large 2 values (1.47 
and 1.41). Since Sd^ 2 and r ^ 2 are measures of goodness of linear fit
(Lin et al., 1986), any stability estimator which is related to 
regression, regardless of Type 1 or Type 2 stability, must take
goodness of linear fit into account. S ^ 2 is mostly a function of 
regression (Becker, 1981), and is supposed to estimate Type 1 stability
(Lin et al., 1986). A very low b^ value cannot designate a cultivar
stable, unless the regression line has a good linear fit. Therefore,
S ^ 2 did not classify cultivars correctly for either Type 1 or Type 2 
stabi1 ity.
Yield in data set B (Table 2) ranged from 3.44 for 'Coker 747' to 
4.58 for 'Florida 302' with an average of 4.03 Mg ha Data of this
set did not fit the linear regression model. Therefore, b^ and r ^ 2 
cannot be used to describe cultivar responses to environments. For a 
s imilar reason, Sd^ 2 cannot be used as a stabi1 ity parameter, and
therefore, o^ 2 is the best choice for Type 2 stability (Lin et al.,
1986). According to o ^ 2 values, 'Coker 983' and 'Terral 812’ were
highly stable, while 'Coker 797', Florida 302, 'Nelson', 'Omega 78', and 
'Rosen' were the most unstable cultivars. 'Hunter', Southern Belle, and 
'Terral 817' were intermediate in stability. It was notable that
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Table 2. Stability and response statistics calculated from yield data
set B (1984-86) of the Louisiana Agricultural Experiment Station wheat
performance trials conducted at 14 year-location combinations.t
Stability statistics *
No. Genotype °i3 Sd .3 bi ri3 V
Mean
yield
1 Coker 747 0.95** 0.71** 1.19* 0.80 1.68
Mg ha” 1 
3.44
2 Coker 762 0.80** 0.65** 0.85 0 . 6 6 0.92 4.20
3 Coker 797 1.36** 1.25** 0.92 0.62 1.19 4.12
4 Coker 916 0.71** 0.61** 0.89 0.67 0.99 4.09
5 Coker 983 0.33 0.30 1.05 0.77 1.24 4. 33
6 Florida 301 0.79** 0.48* 0.76** 0.61 0. 73 3.96
7 Florida 302 1 .0 2** 0.92** 1 .09 0. 72 1.48 4.58
8 Hunter 0.58** 0. 34 1 .2 1 * 0.79 1 .63 4.22
9 McNair 1003 0.90** 0.65** 1 .2 1* 0.78 1.70 3.94
10 Nelson 1 433** 1 .2 2** 0.92 0.55 1.18 3.72
11 Omega 78 1.03** 0.96** 1.02 0 . 6 6 1. 32 3.80
12 Rosen 1.62** 1.52** 1.04 0.65 1,51 3.83
13 Southrn Belle 0.52** 0.48* 1.02 0.77 1.22 3.75
14 Terral 812 0.20 0.18 0,96 0.76 1.02 4.22
15 Terral 817 0.51** 0.41 0.87 0.71 0.91 4.25
Mean 0.84 0.71 1.00 0. 70 1.25 4.03
Error MS 
LSD
0.25 0.25
0.34
*, ** Significant at .05 and .01 probabi1ity levels, respectively;
for bj, significantly different from 1 .
+ 1984-86 data set from 14 experiments (year-location combinations). 
+ o ^ 3 ■ stability variance, Sd^ 3 = deviation from regression, bj = 
regression coefficient, Tj3= coefficient of determination, S ^ 3 = 
variance across environments.
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Southern Belle had similarly low magnitudes of o ^3 and Sd^ 3 values in 
both data sets A and B. The trend of cultivars with greater than
average values to have above average r^2,s was noticeable in this
data set also. Florida 302 had a high average regression (b^ * 1.09), 
and was classified as unstable equally by o ^ 2 or Sd^3, Instability of 
Florida 302 seemed to be due to its sensitivity to micro-environmental 
fluctuations, which was reflected in the large deviation mean square 
rather than among macro-environmental variations. Regression of this
cultivar did not contribute to GE interactions, rather deviations from 
regression alone did, and therefore, o^ 3 value and Sd ^ 3 value were 
relatively equal. S ^ 2 exhibited the same trend of values for the
cult ivars as in data set A.
In data set C (Table 3), yield ranged from 3.06 of Coker 747* to 
3.83 of Coker 916, with an average of 3.52 Mg ha As with data sets A 
and B , the cultivars with higher regression values had higher r 21 s . 
The eight cultivars of data set C were coiranon in data sets A & B . As 
mentioned earlier, sum of squares due to heterogeneity of regression and 
that due to deviation from regression, both were significant in this 
data set, and therefore, the regression model had a high predictive 
value (Hill, 1975). This means regression coefficients and coefficients 
of determination were real characteristics of the cultivars. McNair 
1003 and Southern Belle were relatively more predictable in all three 
data sets. McNair 1003 was a highly predictable and responsive cult ivar 
based on its b^ (1.22) and r ^ 3 (0.81) and stable based on Sd ^ 3 (0.72,
below average). Yet, the o ^ 3 value of McNairl003 (1.11) was so inflated 
by the high regression value that the cultivar was classified as 
unstable. The o ^ 3 and Sd^ 3 values of Southern Belle were comparable in
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Table 3. Stability and response statistics calculated from yield data
set C (1980-86) of the Louisiana Agricultural Experiment Station wheat
performance trials conducted at 37 year-location combinations.t
Stability statistics *
No. Genotype V sv bi r .2l V
Mean
yield
1 Coker 747 1.07** 0.89** 1.06 0.69 1 .49
Mg ha' 1 
3.06
2 Coker 762 1 _ 39** 0.95** 0.79** 0.58 0.94 3.79
3 Coker 797 0.93** 0.80** 0.98 0.71 1.28 3.60
4 Coker 916 2.18** 1 .6 8 ** 0.87* 0.55 1.26 3.83
5 McNair 1003 1 .11** 0.72** 1 .2 2 ** 0.81 1 .85 3.47
6 Omega 78 0,72** 0.63* 1.00 0.74 1.30 3.47
7 Rosen 0.83** 0.71** 1.05 0.75 1.42 3.49
8 Southern Belle 0.59* 0.53* 1.03 0.78 1.33 3.46
Mean 1 . 10 0 . 8 6 1.00 0.70 1 .36 3.52
Error MS 
LSD.05
0.24 0.24
0.24
*, ** Significant at .05 and .01 probability levels, respectively.
for b^, significantly different from 1 . 
t 1980-86 data set from 37 experiments (year-location combinations).
+ o^ 2 = stability variance, Sd^ 2 « deviation from regression, b^ *
regression coefficient, r^2“ coefficient of determination, S ^ 2 * 
variance across environments.
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all data sets, indicating that the cultivar is widely adapted. S ^ 2 
assumed a low or high value depending on the magnitude of , 
irrespective of Sd^ 2 and r^ 2 values. For example, S^2,s of Coker 762 
and Coker 916 were the smallest since their b.’s were the lowest,
l
although their respective regression values did not fit the linear model
well. Therefore, a cultivar with a low value of S ^ 2 alone, cannot be
classified as stable (Type 1) or widely adapted, without the knowledge
of its Sd .2 or r .2 .
l i
Differential nature of cultivar responses to different ranges of 
environments
Further analysis of the joint regression across the low and high 
regions, and across the entire range of 37 environments are, presented 
in Table 4. The over-all yield range was 1.47 to 5.13 Mg ha which 
was broken into low range and high range subsets, using 3.68 as the 
dividing point. As mentioned earlier, the heterogeneity of regression 
was highly significant across the over-all range of the 37 environments 
in data set C (Table 2, chapter 1). This heterogeneity of regression 
diminished when the environmental range was partitioned into two regions 
(subsets). Mariani et al. (1983) also found, in durum wheat yield, that 
the highly significant heterogeneity of regression that occurred in a 
single-line model became nonsignificant, when partitioned into two 
lines.
There was a noticeable variability in regression responses among 
the cultivars between the two subsets. For example. Southern Belle 
maintained similar b^ and Sd^ 2 values in both enviromental subsets and 
in the over-all range. In contrast, McNair 1003 had significantly high
Table 4. Regression coefficient (b^), mean square of deviation from regression (Sd^2), and mean yield 
(X^) across low, bigh, and over-all ranges of 37 environments for eight cultivars in data set C 
(1980-86) of the Louisiana Agricultural Experiment Station wheat performance trials.
Cultivar
Low range subset High range subset Over -all range
bi Sdf2 *i bi Sdj.2 *i bi Sd.2 *i
Mg ha”* Mg ha'* Mg ha' 1
Coker 747 1.01 1.30** 2.09 0.94 0.64* 4.04 1.06 0.89** 3.06
Coker 762 0.60** 1.31** 3.08 1.06 0 .68* 4.49 0.79** 0.95** 3.79
Coker 797 1.21 0.99** 2.78 0.84 0.90** 4.49 0.98 0.80** 3.60
Coker 916 1.14 2.18** 3.15 1.04 1.35** 4.56 0.87* 1 .68** 3.86
McNair 1003 0.98 1.07** 2.31 1.08 0.51 4.60 1 .22** 0.72** 3.47
Onega 78 1.12 0.99** 2.58 0.79 0.48 4.39 1.00 0.63* 3.47
Rosen 0.92 0.93** 2.55 1.38* 0.95** 4.37 1.05 0.71** 3.49
Southern Belle 1.01 0.57** 2.52 0.86 0.61 4.41 1.03 0.53* 3.46
Mean 1.00 1.17 2.63 1.00 0.77 4.42 1.00 0.89 3.53
Yield range (Mg ha *) 1 .47-3.68 3.68-5.13 1.47-5.13
Error MS 0.17 0.31 0.24
LSD,Q5 0.37 0.30 0.24
*, ** Significant at 0.05 and 0.01 probability levels, respectively; for b^, significantly different 
from 1 . 105
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Sd^ 2 in low-yielding environments but low Sd ^2 in high-yielding 
environments, with an average in both ranges, while these values were 
completely different in the over-all range. The differential responses 
of the cultivar to different ranges of the environments were unexpressed 
in the over-all regression. Although all cultivars were unstable 
according to Sd^ 2 values in the over-all range, three showed high
stabi1 ity of performance in high-yield range, while none of them was
stable in the low range. The mean value of Sd^ 2 over all cultivars was
smaller in high-yield range (0.77) than that in low range (1.17), and 
these means were different from the mean of over-all range (0.89). This 
suggests that the average regression had a better linear fit in the
high-yielding subset than in the low-yielding subset. This was probably 
because these cultivars were grown and selected under optimum 
enviromental conditions, and therefore, are not adapted to suboptimal 
conditions. Since mean yield and regression response are independent 
characters (Bucio Alanis et al. 1969; Bains, 1976), Coker 762, Coker
797, and Coker 916 were found with variable regression responses and 
stability, although these cultivars were selected for a similar high 
yield. In the selection process for these cultivars, over-all high 
yield may have been the criterion without considering yield stability.
Verma et al. (1978) defined an ideal genotype as having a low
response ( b ^ < 1 ) in poor environments and high response (b^ > 1 ) in
rich environments. Coker 762 had a low b. value (0.69**) in thel
low-yielding subset and a relatively high b^ value (1.06) in the 
high-yielding subset, and Rosen had b^ * 0.92 in the low and b^ * 1.38** 
in the high-yielding subset. Therefore, these two cultivars approached 
the near-ideal type (figures 1 and 2). This special nature of their
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5
Y= 1 . 0 2 + . 7 9 X  
Devn.  f1S=0.95t+
Y = - . 2 1 + 1 . 0 6 X  
Oe vn . f1S=0 .68+
4
3 Y= 1 . 5 + . 6 0 X  
Oevn.  ns=1.31+*
2
1
tlean y i e l d  = 3 . 7 9 ,  Hg/ha
0 \- 
0.0 5 . 02.0 3.0 4 . 01.0
Env i r o nme nt a l  n e a n ,  Hg/ha
Figure 1. Linear and two-line regressions of Coker 762
when cultivar mean yields were regressed on the mean over
all cultivars at each environment.
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3-
2 -
Y = - 1 . 7 3 + 1 . 3 8 K  
Devn.  H S = 0 . 9 5 t t
Y = -0.E1+1.05X 
Devn.  ns=0.7lt»
Y = 0 . 1 3 + . 9 2 X  
Devn.  H5=0. 93**
1 -
0 -
0.0
— I—
e.o
Hean y i e l d  = 3 . 4 9  rig/ha
- i
3.0
— i—
5.01.0 4.0
Env i r o nme nt a l  mean,  rig/ha
Figure 2. Linear and two-line regressions of Rosen when
cultivar mean yields were regressed on the mean over all
cultivars at each environment.
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responses could not be detected from the regression over all
environments unless a two-line model was employed. In defining an ideal
genotype, Verma et al. (1978) did not mention the importance of
nonlinear response (Sd^2) or goodness of fit. Cultivars may differ in
Sd 2 ,s, irrespective of b,'s. Coker 762 had a better linear fit (Sd,2 = 
i i l
0 .6 8 *) in high-yielding environments than in low-yielding environments 
(Sd^ 2 * 1.31**), whereas the opposite was true for Rosen. The
differences in linear and nonlinear responses between the environmental 
subsets for both cultivars were masked by the over-all regressions. 
Contrasting responses were also found in Coker 916 and Southern Belle 
(figures 3 and A), the former was the highest yielder (3.83 Mg ha *) and 
the latter was intermediate (3.46 Mg ha ^) among the group of cultivars. 
The over-all regressions indicated that Coker 916 was more widely 
adapted (b^ * 0.87*) than Southern Belle (b^ * 1.03), which was not 
true. The true nature of response was clearly seen when two-line model 
was employed. Southern Belle was the most widely adapted cultivar with 
a similarly good linear fit along the whole range of environments, and 
it was stable in high-yielding environments (Sd^ 2 «= 0.61,
nonsignificant). The yield potential of Southern Belle was low. In 
contrast, Coker 916 has a very high yield-potential, but is an unstable 
cultivar. It was relatively less unstable (Sd^ 2 * 1.35**) in extremely 
high-yielding environments and extremely unstable in low-yielding 
environments (Sd^ 2 = 2.18**). In the majority of environments, the
yield of Coker 916 fluctuated by about two Megagrams per hectare. This 
cultivar can produce about 6 Mg ha  ^ under highly favorable conditions. 
The difference in both regression and deviation from regression of Coker
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flean y i e l d  -  3 . 8 3  f ig /ha
  --------1--------1--------1-------->-------r — — — <------- 1-------------   1-
0 . 0  1 . 0  £ . 0  3 . 0  4 . 0  5 . 0
Env l ronmenta l  mean, Og/ha
Figure 3. Linear and two-line regressions of Coker 916
when cultivar mean yields were regressed on the mean
over all cultivars at each environment.
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Y= 0 . 6 1 + 0 . 8 6 X  
De v n , HS=0.61
Y= - 0 . 2 0 + 1 . 0 3 X  
D e v n . rtS=0.53t
Y= - 0 . 0 1 + 1 . 0 1 X  
Devn,  M5 = 0 . 5 7 t t
1 -
flean y i e l d  = 3 . 4 6  f i g / ha
0 - 
0.0
— I—
3 . 01.0 e.o 4 . 0 5 . 0
Env i r o nme nt a l  mean,  f ig/ha
Figure 4. Linear and two-line regressions of Southern
Belle when cultivar mean yields were regressed on the
mean over all cultivars fet each environment.
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916 between the environmental ranges was concealed In the regression
analysis performed over all environments together.
McNair 1003 was unstable (Sd^ 1 ■ 1.07**), and produced the second 
lowest yield (2.31 Mg ha *) in low-yielding environments, whereas it was 
stable (Sdj2 = 0.51), and produced the highest yield (4.60 Mg ha *) in 
the high-yielding enviroments (Figure 5). In the high and low ranges of 
the environments, the b^ values of McNair1003 were near-average, but in 
the over-all range, b^ was significantly greater than one (1 .2 2 **). 
This suggests that the rate of response of McNair 1003 was similar in 
both high and low ranges of enviroments, but probably the yield was 
adversely affected by some specific factor /s/ common in the 
low-yielding environments. The low yield and instability of McNair 1003 
were attributed to its susceptibility to leaf rust and variablility in 
disease incidence in different experiments in Arkansas (Gibbons, 1982). 
If leaf rust had not been a factor, McNair 1003 may have been the most 
stable and highest yielding cultivar. Obviously, the differential 
response of this cultivar was masked by the over-all regression.
The masking effects of conventional regression can be demonstrated 
by examples in figures 6 and 7. Regressions of three high yielding 
cultivars (Figure 6 ) revealed that they were highly significantly 
different from unity, and therefore, contributing to most of the linear 
portion of the GE interactions, Coker 916 and Coker 762 appeared to be 
almost equally widely adapted, and McNair 1003 appeared to be adapted 
only to high-yielding environments. The true pictures of the 
interactions and adaptability were found when the regressions were 
partitioned into low and high regions (Figure 7). Almost all of the 
linear interactions were present in the low region, whereas responses of
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Y = - 0 . 1 7 + 1 . 0 8 X  
Devn,  f1S=0.51 »
Devn.  F1S=0.72*t
/  "i -  - 0 . 2 7 + 0 . 9 8 X  
Devn,  n s = 1 . 0 7 t t
flean y i e l d  = 3 . 4 7 ,  Mg/ha
0.0 1.0 2 . 0 4 . 03 . 0 5 . 0
Env i ronment a l  Mean,  f ig/ha
Figure 5. Linear and two-line regressions of McNair 10 0 3
when cultivar mean yields were regressed on the mean over
all cultivars at each environment.
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Coker 91£
= 0 . 6 0 * 0 . 8 7 x
«1
Coker 762  
: 1 . 0 2 + 0 . 7 9 X
/  McNair 1003  
Y = - 0 . 8 2 + 1 . 2 2 X
P o o l e d  D e v i a t i o n  mean s qua r e  = 0 . 6 9  
A l l  r e g r e s s i o n s  are  s i g n i f i c a n t l y  
d i f f e r e n t  from 1.
0 . 0  1 . 0  2 . 0  3 . 0  4 . 0  5 . 0
Env i r o nme nt a l  mean,  Mg/ha
F i g u r e  6. L i n e a r  r e g r e s s i o n s  o f  C o k e r  7 6 2 ,  C o k e r  9 1 6 ,  
a n d  M c N a i r  1 0 0 3  w h e n  c u l t i v a r  m e a n  y i e l d s  w e r e  
r e g r e s s e d  o n  t h e  m e a n  o v e r  a l l  c u l t i v a r s  a t  e a c h  
e n v i r o n m e n t .
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Figure 7. Two-line regressions of Coker 762, Coker 916, and
McNair 1003 when cultivar mean yields were regressed on the
mean over all cultivars at each environment.
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the three cultivars were almost parallel in the high region. The 
deviation mean squares, pooled over eight cultivars, in low region 
(1.17) was reduced to 0.77 in the high region. It was obvious that the 
regression responses of Coker 916 and Coker 762 were not similar. It was 
also clear that McNair 1003 was not specifically adapted to 
high-yielding environments since its regression coefficients were near 
unity in both regions. The low mean-yield of McNair 1003 (2.31 Mg ha *) 
and high Sd^3' values of McNair 1003 (1.07**) and Coker 762 (1.31**) in 
the low region were probably due to some specific factors (severity and 
variability of disease incidence) of environments.
The double-line regression analysis clarified the specific nature 
of genotypic adaptation and stability, which could have gone unnoticed. 
It was efficient in the identification of genotypes with desired 
responses to environment. It was notable that high-yielding genotypes 
with ideal adaptability (e.g., Coker 762 and Rosen) were identified. It 
was also notable that the nature of response of Coker 916, a highly 
unstable but high yielding genotype, was determined.
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Siaury and Conclusions
Regression parameters can be efficiently used in stability analysis 
if the implications and limitations are understood. Yield stability and 
adaptability of winter wheat cultivars were determined by Sd^2 or 
and b^, respectively, where data had a good linear fit. o^2 was used to 
measure stability where data did not fit linear regression model. o^2 
was not a suitable stability statistic where regression was significant 
because a cultivar with higher or lower than average regression was 
always more likely to be declared as unstable by o^2 than by Sd^2. b^'s 
were found to be more appropriate than S^2 in describing cultivar 
adaptability.
Most cultivars in all three data sets were unstable, suggesting 
that selection was performed for high yield and not for high stability. 
However, variability in the magnitude of the stability statistics was 
present. Coker 747, Coker 762, and Coker 916 were classified as 
unstable by both o^2 and Sd^2. McNair 1003 was a highly predictable 
cultivar with higher than average regression response to environments. 
It was stable according to Sd^2 but unstable according to Southern
Belle was the most stable and widely adapted cultivar.
Regression responses of wheat cultivars were better understood when 
a two-line regression model was employed. As suggested by Verma et al. 
(1978), the masking effect of conventional linear-regression on the 
specific nature of genotypic response was explained by double-line 
model. The so-called ideal type of cultivars, Coker 762 and Rosen, were 
identified. Several examples of the hypothetical combinations of 
responses in high- and low-yielding environments, as proposed by Verma
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et al.( were found. Therefore, it appears that two different genetic 
systems were involved in the differential responses of genotypes to 
different ranges of environments, and they were not mutually exclusive.
The double-line regression analysis was an efficient tool to be 
employed in the identification of genotypes with desired responses and 
stability. Since high mean-yield and high yield-stability are 
independent traits, parents with desired yield potentials and levels of 
yield stability and adaptability can accurately be selected using this 
technique, in order to develop a high-yielding stable variety.
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CHAPTER 3
COMPARISON OP STABILITY STATISTICS POR GRAIN YIELD AND TEST HEIGHT 
OP WINTER WHEAT UNDER LOUISIANA ENVIRONMENTS 
Abstract
Test weight is an important quality character of wheat (Triticum 
aestivum L.) grain. Evaluations of genotypes for test weight and grain 
yield are affected by genotype-by-environment (GE) interactions. 
Limited studies have been conducted to classify genotypes for stabi1 ity 
and response of test weight to environments. The objective of this 
study was to compare the stability and response patterns of grain yield 
and test weight in winter wheat with respect to different types of 
stability statistics. Analyses were performed on yield and test weight 
data of 14 cultivars from six experiments of the Louisiana Agricultural 
Experiment Station wheat performance trials. The stability variance, 
(Shukla, 1972), regression coefficient, b^ (Finlay and Wilkinson, 
1963), deviation from regression, Sd^ 7 (Eberhart and Russell, 1966),
variance of genotypic mean across environments, 2 (Lin et al., 1986),
and genotypic coefficient of variation across environments, CV^ (Francis 
and Kannenberg, 1978) were used in comparing the stabilities of grain 
yield and test weight. Joint regression analyses of Eberhart and 
Russell (1966) revealed that deviations from regression explained GE 
interactions in both traits, and heterogeneity of regression was not 
significant. Grain yield and test weight of wheat responded to
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environmental variations in different magnitudes. The over-all
coefficient of variation for grain yield (14.18) was five times larger
than that for test weight (2.96). Since b^'s were similar, o ^ 2 and Sd^ 2
were similar in ranking genotypes for stability of yield (rg * 0.94**)
or test weight (r * 0,99**). When these statistics were compared
separately, no signif icant rank-correlat ions between the traits were
found, suggesting that stabi1 ities of yield and test weight were
uncorrelated. Although over-all heterogeneity of regression was
nonsignificant, 'Coker 797' and 'Hunter' had regression coefficients
significantly > 1 and r ^ 2 > 0.80 for grain yield. The regression
coefficient (b^) did not affect the ranking of o ^ 2 in any trait.
However, b^ had some degree of relationship with Sd^ 2 (rg = -0.52*) in
yield. b. was correlated with S ,2 in both traits while b, was not 
J i J i
correlated with CV, in yield. The correlations of b. with S 2 and CV,i J i l l
were stronger for test weight than grain yield (b^ vs S^2, r^ “ 0.60* 
for yield and 0.77** for test weight; and b^ vs r^ = 0.47 for yield
and 0 .6 8 ** for test weight). S ^ 2 was strongly correlated with CV^ for 
both traits (r * 0.93** for yield and 0.98** for test weight), although 
they were not correlated with the mean (X^) of any trait. Since mean 
yield and mean test weight were as strongly correlated (r * 0,71** for 
X, ) as their regression responses (r ■ 0.72** for b.), selection for
1 S I
high yield and high test weight can be performed simultaneously. If 
regression is not significant, stability of both traits may be 
determined by However, if heterogeneity of regression is
significant, it is recommended that yield stability be determined by 
Sd .2 or r.2, along with higher b^ value, and test-weight stability be 
determined by lower b^ value (wide adaptability), along with higher
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Since mean (X^) and of test weight were uncorrelated, cultivars with 
high test weight and low regression response can be found.
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Introduction
Test weight is widely recognized as an important factor of market 
grading of wheat (Triticum aestivum L. ) grain. It is defined as the 
weight per unit volume of grain and is a function of the product of 
kernel density and packing efficiency (Ghaderi et al., 1971). Packing 
efficiency is a genotype-related component of test weight, whereas 
kernel density is influenced by environments (Yamazaki and Briggle, 
1969; Finney et al., 1987). Environmental factors affect maturity and 
quality of wheat grain (Laude and Pauli, 1956; Pool et al., 1958; Weibel 
and Pendleton, 1964). Therefore, it is important to understand the 
genotype-by-environment (GE) interactions for test weight in order to 
make progress in selection. Ghaderi and Everson (1971) and Ghaderi et 
al. (1980) found significant genotype-by-location (GL) interactions and 
genotype-by-location-by-year (GLY) interactions in test weight of soft 
winter wheat.
Agronomically, a stable genotype has a consistent and predictable 
response to improved environmental conditions (Marquez-Sanchez, 1973).
Ghaderi and Everson (1971) used the combined regression model of Perkins 
and Jinks (1968) to study genotypic stability in test weight of 22 
genotypes of soft red winter wheat grown in 15 experiments 
(year-location combinations) in Michigan. They found a significant GE 
interaction attributable to the heterogeneity between regressions of the 
individual genotypes; the pooled residual mean square was not 
significant. Thus, the response of test weight to the environmental 
changes was considered predictable (Hardwick and Wood, 1972), and the 
linear regression coefficient 8  ^ was used as a measure of relative
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sensitivity of a genotype to environment. A genotype with a 3  ^ value 
significantly greater or smaller than 1 was considered unusually 
sensitive or indifferent, respectively, to the changes in the 
environments. These authors suggested that test weight of wheat should 
be widely adapted and dependable across environments, and therefore a 
B value less than 1 is desirable. Ghaderi and Everson (1971) observed 
that mean and regression of wheat test-weight were highly heritable, and 
stable lines had relatively high mean test weight.
The question of yield stability arises when genotype-by-environment 
interactions are present. For grain yield also, GL interactions are 
generally large, and GLY interact ions are almost always the most 
important contributors to the GE interactions (Liang et al., 1966; 
Baker, 1969). Regression method is the most widely used technique in 
the stability analysis of wheat (Walton, 1968; Baker, 1969; Kaltsikes 
and Larter, 1970; Joppa et al., 1971; Easton and Clements, 1973; Bains, 
1976; Pederson et al., 1978; Brennan and Byth, 1979; Mariani et al., 
1983; Momein Babu Fatih, 1987). Baker (1969) and Brenr .-n and Byth 
(1979) found heterogeneity of regression to account for only a small 
portion but deviation from regression to constitute most part of the 
total GE interactions. Baker (1969) pointed out that deviation mean 
square can be used as a stability statistic while regression, if 
significant, gives some indications of genotypic adaptability, Pederson 
et al. (1978) reported that regression technique was adopted in Michigan 
wheat breeding program, based on the reason that specific adaptability 
can only be Identified by regression coefficients. Joppa et al. (1971) 
used regression analysis to study wheat yield stability in Canada and 
found that cultivars tend to have their own characteristic values for b^
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and Sd^3. Bains (1976) and Busch et al. (1976) concluded that the 
linear and non-linear sensitivity of genotypes to environments are under 
genet ic control.
Grain yield and test weight are products of two different component 
systems, and therefore, may be influenced by environmental factors in 
different ways. Studies of GE interactions and stability of test weight 
and relationships of stability and response patterns between grain yield 
and test weight are limited. The objective of this study was to 
investigate the relationship of the stability and response patterns of 
grain yield with those of test weight in winter wheat, with respect to 
the three types of stability statistics (Lin et al., 1986): Type 1, S ^ 3 
and calculated by Francis and Kannenberg (1978); Type 2, b^ and
o ^ 3 , calculated by Finlay and Wilkinson (1963) and Shukla (1972), 
respectively; Type 3, Sd^3, calculated by Eberhart and Russell (1966); 
and to compare the interrelationships of these statistics within and 
across the two traits.
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Materials and Methods
The grain yield and test weight data obtained from six tests 
(year-location combinations) of the Louisiana Agricultural Experiment 
Station (LAES) winter wheat performance trials conducted at six 
locations (Alexandria, Baton Rouge, Bossier City, Crowley, St. Joseph, 
and Winnsboro) over a three-year period (198A through 1986) were used 
for analyses in this study. Experiments were conducted in randomized 
complete block design. Data were obtained from two replications for 14 
cultivars in each test. The six tests were chosen so that yield and 
test weight data for all entries were available at all locations within 
any given year. The cultivars involved in the tests were a sample of 
winter wheat genotypes tested in yield trials in Louisiana.
The yield and test weight data were subjected to a combined 
analysis of variance to test the significance of the GE interactions. 
They were also subjected to the regression analysis formulated by 
Eberhart and Russell (1966) to test the significance of the 
heterogeneity of regression and the deviation terms, and also to 
calculate deviation from regression for each genotype. Simple linear 
regression analyses were conducted to estimate the regression 
coefficients (b^) and the coefficients of determination (r2). Two 
stability analyses were performed using the methods of Eberhart and 
Russell (1966) and Shukla (1972) to determine different stability and 
response stat isties. These stat ist ics were used in class ifying 
genotypes for performance and stability compared with the variance of 
genotypic means (S^2) and the genotypic coefficient of variation (CV^) 
across environments.
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The stabi1ity-variance parameter, 2, of Shukla (1972) was
calculated using a SAS (SAS User's Guide: Statistics, 1982 edition. SAS
Institue Inc., Cary, NC. 1982) program developed by Kang (1985). For t
genotypes in s environments, the estimate of o^ 2 was calculated as:
o .2 - {(s-l)(t-l)(t-2) } _1 [t(t-m.(Y. Y, - Y . + Y . . ) 2 
i J 1J 1- -J
-I. Z . (Y. Y. - Y . + Y..) ] 
i J ij i- -J
where Y is the performance of ith genotype in jth environment, Y^ is
the mean of ith genotype over all environments, Y . is the mean of all
• J
genotypes in jth environment, and Y.. is the mean of all genotypes over 
all environments. The significance of the stability variance for each 
genotype was tested by an approximate F-test provided by the ratio of 
the estimates of o^ 2 to the pooled error mean square oq 2 , calculated 
from the analysis of variance, as proposed by Shukla (1972).
The regression coefficient (8 ^), coefficient of determination
(r^2), and mean square deviation from regression (Sd^2) as response and 
stabi1 ity parameters, respect ively, were determined according to the
regression model developed by Eberhart and Russell (1966). These
parameters were defined with the following model:
Yu * “i + + V
where: Y ^  is the mean of the ith genotype in the jth environment, is
the mean of the ith genotype over all environments, 8  ^ is the regression
coefficient that measures the response of the ith genotype to varying
environments, 6 ^ is the deviat ion from regression of the ith genotype 
in the jth environment, and 1  ^ is the environmental index obtained as 
the mean of all genotypes in the jth environment minus the grand mean. 
The regression coefficient (8 ^) was estimated by b^. The significance 
of b^ was tested against the deviation mean square for each genotype by
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the departure of from unity. The estimate of the stability parameter
of Eberhart and Russell, Sd^2, was calculated for each genotype as:
Sd 2 * [E S 2/(n-2)]-S 2/r,
1 j ij e
where n is the number of environments, r is the number of replications
in each environment, and S 2 /r is the estimate of the variance of ae
genotype mean in the jth environment. A test of significance was 
approximated by the ratio of ( E j 5 „ 2/n-2) to S^2.
The genotypic variance (S^2) and coefficient of variation (CV^) 
across environments (the genotype-grouping criteria) as proposed by 
Francis and Kannenberg (1978) were computed as:
S 2 - E.(x.,-X. )3/(q-l) and CV - (S./X ) x 100,
1 J 1J 1 i 1 1 1 *
where is the mean of ith genotype in jth environment, is the
mean of ith genotype over all environments, q is the number of 
environments, and is the square root of S^2.
The rank correlations between test weight and grain yield with 
respect to different stabi1 ity and response stat istics, and 
interrelationships among different statistics within each trait were 
determined by Spearman's correlation coefficients (rg)*
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Results end Discussion
There were significant GE interactions for grain yield and test 
weight. Linear effects of environments on both traits were highly 
significant, but the linear component of the GE interactions, i.e., 
heterogeneity of regression, was nonsignificant (Table 1). The pooled 
deviation mean square was highly significant for both traits. This 
implies that there was no linear relationship of the mean performance of 
the genotypes used with the set of environments for either trait, and 
the regression of individual genotypes did not differ for linear 
response, i.e., b. . This was contrary to Ghaderi and Everson (1971) but 
in agreement with Ghaderi et al. (1980). The former found significant 
regressions but nonsignificant deviation mean squares in their data set 
for test weight, whereas the latter found 11 deviation mean squares 
significantly greater than zero and only two regression coefficients 
that were significantly different from 1, out of 41 genotypes. This was 
probably because the latter included genotypes that were already 
selected for stable and general adaptation of test weight, and 
therefore, all 0 . values were equal to 1. A similar selection occurred 
in the set of cultivars used in this study, but not in the set used by 
Ghaderi and Everson (1971).
Since the heterogeneity of regression was nonsignificant and pooled 
deviation was significant, deviation mean square was independent of the 
regression of individual genotype and was considered as good a measure 
of genotypic stability (Eberhart and Russell, 1966; Hardwick and Wood, 
1972; Westcott, 1986) as for this group of entries. Test weight
should have stability over the entire range of environments (Ghaderi and
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Table 1. Combined analyses of variance as partitioned in the joint 
regression model of Eberhart and Russell (1966) of test weight and yield 
data obtained from six experiments of the Louisiana Agricultural
Experiment Station wheat performance trials,+
Mean squares
Source df Test Weight Yield
Kg m ‘ 3 Mg ha *
Genotype (Geno) 13 4570.42** 1.39*
Environments (Envt) 5 16024.75** 9.96**
Geno x Envt 65 990.67** 0.67**
Envt (Linear) 1 80123.76** 44.79**
Geno x Envt (Linear) 13 300,98 0.35
Pooled Deviation 56 1080,02** 0.70**
Pooled Error 78 462.52 0.26
C\,% 2.96 14.80
*, ** Significant at .05 and .01 probability levels, respectively, 
t Experiments: 1984-Bossier City; 1985-Alexandria, -Baton Rouge, -St, 
Joseph, -Winsboro; and 1986-Crowley.
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Everson, 1971); therefore, the genotypic variance (S^2) and the 
coefficient of variation (CV^) across environments were useful 
parameters to be considered as suggested by Lin et al. (1986).
Correlations Aaong Stability Statistics Within a Trait
Correlations between the stability variance ant^  the deviation
mean square (Sd^2) were highly significant and positive, and
correlations of r^ 2 with 2 and Sd^ 2 were highly significant and
negative in both traits (Table 4). This was expected because
heterogeneity of regression was nonsignificant for both traits (Table
1), hence, regression coefficient (bj) did not contribute to the GE
interactions; and these three parameters measured the scatters of points
around the fitted lines in a similar manner giving the same ranks to the
genotypes for either trait. It is obvious from Tables 2 and 3 that the
genotypes with significant values of o^ 2 (unstable) also had significant
values of Sd^2, except for 'Coker 762' (Entry No. 2 in Tables 2 & 3),
which had a very low b^ value (0.56 and 0.61 in tables 2 &3,
respectively) that caused o ^ 2 to be significantly greater than zero.
All entries with significant or larger values of o ^ 2 and Sd^ 2 had below
average values of r^2, and vice versa. In such cases where data do not
fit the linear model, or regressions are homogeneous, as was the case in
this study, o ^ 2 should be the best choice as a stability statistic (Lin
et al., 1986) for grain yield or test weight. Regression coefficient,
b^, was positively correlated with r^ 2 for grain yield but not for test
weight. The b^ was also positively correlated with mean yield (X) but
not with mean test weight (X). Also, r^ 2 was correlated with mean yield
(r = 0.63*) but not with mean test weight (r = 0.54). These suggested 
s s
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Table 2. Stability and response statistics calculated from the yield 
data of six experiments of the Louisiana Agricultural Experiment Station 
wheat performance trials conducted at six locations from 1984 through 
1986.
Statisticst
No. Genotype V SV bi V V CVi Yield
1 Coker 747 1.50** 1.51* 0.85 0.21 0.89*
7.
35.68*
Mg ha' 1 
2.64
2 Coker 762 0.74* 0.57 0.56 0.23 0.38 19.60 3.15
3 Coker 797 0. 32 0 . 1 2 1.43* 0.82* 0.76* 25.60* 3.40
4 Coker 916 0.41 0.33 0.76 0.48* 0.37 16.12 3.76
5 Coker 983 0.38 0.25 1.33 0 .6 8 * 0.72* 22.35 3.80
6 Florida 301 0 . 2 0 0.11 1.22 0 .6 6 * 0.57 20.69 3.65
7 Florida 302 1.64** 1 .6 8 * 1. 14 0.25 1.14* 28.13* 3. 79
8 Hunter 0.46 0.19 1 .54* 0.81* 0 .8 8 * 24.37* 3.85
9 McNair 1003 0.75* 0.67* 0.72 0.26 0.49 21.58 3.23
10 Nelson 0.82* 0.81* 0.98 0.32 0 .6 8 * 23.66* 3,50
11 Omega 78 0.41 0. 34 1 .20 0.58* 0.65* 25.01* 3,23
12 Rosen 1 .2 2** 0.98* 0.43 0.07 0.50 22.17 3.19
13 Southern Belle 0.27 0 . 2 2 1.04 0.35 0.48 21.30 3.27
14 Terral 817 0.24 0.16 0.80 0.50* 0.32 15.59 3.64
Average 0.67 0,57 1.00 0.44 0.63 22.99 3.44
Error MS 0.26 0.26
*, ** Significant at ,05and .01 probability levels, respectively;
for b, significantly different from 1 .
+ o^a*stability variance, Sd^2«deviation from regression, b^ ■ regression 
coefficient, r 2*coefficient of determination, S^2*variance across 
environments, CV “coefficient of variation across environments.
* Cultivars with above average values of an(* were unstable.
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Table 3. Stability and response statistics calculated from the test 
weight data of six experiments of Louisiana Agricultural Experiment 
Station wheat performance trials conducted at six locations from 1984 
through 1986.
Statisticst
Test*
WeightNo. Genotype V Sd. 3l bi V V CVi
1 Coker 747 6140** 6072** 1.50 0.33 38175
X
8.615
kg m ~ 3 
718
2 Coker 762 1086* 809 0.61 0.21 632 3.51 716
3 Coker 797 3017** 2908** 1.36 0.30 23105 6.67§ 720
4 Coker 916 163 -32 0. 79 0. 72§ 436 2.87 728
5 Coker 983 -54 -202 1 .02 0.39 608 3.28 750
6 Florida 301 388 244 1 .14 0 .6 8 § 937 4.175 735
7 Florida 302 1629** 1587** 1.11 0.47 14275 5.275 717
8 Hunter 81 -58 1.04 0. 80S 686 3.42 765
9 McNair 1003 616 480 0.84 0,31 687 3.85 682
10 Nelson 461 344 0.93 0.655 722 3.66 734
11 Omega 7 8 -34 -194 0.90 0.75§ 474 3,02 720
12 Rosen 277 125 0. 8 6 0.695 565 3,34 713
13 Southern Belle 131 -3 1.02 0.725 687 3.59 731
14 Terral 817 -32 -195 0.89 0.935 465 2.92 739
Average 991 849 1 .00 0.57 1032 4. 16 726
Error MS 463 463
*, ** Sig nificant at .05 and .01 probability levels, respectively, 
t 2*stability variance, Sd^3*deviation from regression, b^ * regression 
coefficient, r ,2*coefficient of determination, S^3~variance across 
environments, CV^“coefficient of variation across environments.
$ Seed weight per volume, average of two replications and six trials, 
fi Cultivars with above average values of r^3, S^2, and CV^ are unstable.
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that the high yielding genotypes were responsive, and the responses were 
relatively more predictable across environments. However, the genotypes 
with high test weight were not necessarily predictable because high test 
weight was not correlated with high b^ and r ^2 values. These also 
suggested that cultivars were selected for high yield and responsiveness 
(b^ £ 1 ) to better environments but high mean and wide adaptability (b^ 
“ 1) for test weight. A direct association of grain-yield stabi lity
(low values of o ^3 and Sd^2, and high values of with higher b^
values was observed, whereas there was no such trend for test weight. 
Entries No. 3 and 8 (Table 2) were examples of highly predictable and 
stable genotypes that had b^ values significantly greater than one and 
r ^ 2 values above 0.80, for grain yield. But, this was not true for test 
weight (Table 3). Therefore, it is likely that these genotypes were 
selected for consistently high yield with b^ value greater than 1 but 
high test weight with b^ value equal to 1 .
Variance of genotypic mean (S^2) was significantly correlated with 
stability variance (o^2) and deviation mean square (Sd^2) for test 
weight but not for yield. This discrepancy between yield and test 
weight was due to the differences in magnitude of the regression 
coefficients between the two traits. The regression coefficient was 
positively correlated with genotypic variance, and this relationship was 
stronger in test weight (0.77**) than in yield (0.61*). As Becker 
(1981) elaborated, S ^ 2 contains environmental effects (S^2), regression 
effects {2 (bj-l)S^2}, heterogeneity of regression (b^-l)2SE2, and 
deviation from regression (Sd^2), The first term is coranon to all 
genotypes, and the second and third terms are functions of the 
regression coefficients (b^). Therefore, the
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difference in S ^ 2 is chiefly a function of and Sd ^2 values. Since 
all genotypes had values equal to one for test weight (Table 3) but 
some significantly different from one for grain yield (Table 2), S ^ 2 for 
test weight was a function of the deviation term (Sd^2) alone, whereas 
it was a f unct ion of both terms involving b^, in add it ion to the 
deviation term, for grain yield. This is why S ^ 2 ranked genotypes in
the same order as Sd^ 2 and 6 ^ 2 for test weight but not for grain yield.
This was also true of CV^, which was positively correlated with for
both traits. The stronger correlations of S ^ 2 with 5 ^ ,  2 with Sd^2,
CVj with and CV^ with Sd^ 2 for test weight (0.76**, 0.79**, 0.83**,
and 0.86**, respectively) as opposed to grain yield (0.45, 0.28, 0.53*, 
and 0.41, respectively) suggested that S ^ 2 and CV^ were as good as o ^ 2 
and Sdj2 as descriptive stability statistics for test weight. S ^ 2 was 
negatively correlated with r ^ 2 for test weight (-0.56*) but not related 
for grain yield (0.13). This also suggested that S ^ 2 measured the 
scatter of points around the fitted line for test weight. This was in 
agreement with Ghaderi and Everson (1971), who suggested that b^ values 
less than one, and therefore lower values of S ^ 2 and were desirable
for wide adaptability of test weight of wheat.
Francis and Kannenberg (1978) found a highly significant positive 
correlation (0.65) between mean yield and genotypic variance (S^2) 
across environments and suggested the use of the CV^ as a parameter 
independent of mean performance. In our study, S ^ 2 and CV^ were both 
uncorrelated with mean yield and mean test weight. In contrast, there 
were significant negative correlations of 5 ^ 2 and Sd ^ 2 values with mean 
test weight (X^) but not with mean yield (X^). This suggested that 
these two pairs of stability statistics describe different aspects of
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the two traits, as they belong to different concepts of stability 
(Becker, 1981). The above relationships also inplied that the genotypes 
with high test weight were stable across environments, but this was not 
so for grain yield, as far as the Type 2 stability was concerned.
Correlations Aaont Stability Statistics Between Two Traits
When the stability parameters for grain yield were compared with 
those of test weight, with respect to their ranking, two clear groups 
were found. The stability variance (o^2), deviation mean square (Sd^2), 
and coefficient of determination (r^3) estimated from grain yield were 
not correlated with those estimated from test weight. Conversely, the 
regression coefficient (b^), variance of genotypic mean (S^2), and 
coefficient of variation (CV^) calculated from grain yield were 
significantly correlated with those calculated from test weight 
(Table 4). Although a 2 , Sd^3, and r2 gave similar ranks of stability 
to the genotypes within one trait, these rankings did not hold in the 
other trait. This suggested a genetic difference in reactions of grain 
yield and test weight to environmental influences. This was supported 
by the difference in the overall coefficient of variation (Table 1) 
between grain yield (14.80) and test weight (2.96). Based on the 
stability variance and deviation mean square, the stability of grain 
yield and test weight were independent of each other in ranking 
genotypes (tables 2 and 3). Some genotypes (e.g., No. 3) were stable in 
grain yield but unstable in test weight, and vice versa (e.g., No. 12). 
Some others were unstable in both traits (e.g., nos. 1 and 7).
So far as the adaptabi li ly to a broad range of environments is 
concerned, which is related to Type 1 stability parameters (Lin et al.,
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Table 4. Rank-correlation coefficients (r ) among different stability 
and response statistics within yield and test weight and between the two 
traits, calculated from six experiments of the Louisiana Agricultural 
Experiment Station wheat performance trials conducted from 1984 through 
1986.
Stat ist ics +
rs
Stat isticst
within .a trait Yield Test weight between traits^ 
(Y) vs (T)
rs
vs S d -2 0.94** 0.99** V 0.50
°i2 vs bi -0. 38 0.30 Sdj 2 0.42
°i3 vs V -0.72** -0.72** bi 0.72**
V vs V 0.45 0.76** V 0.27
V vs CVi 0.53* 0.83** V 0.67**
°i2 vs *i -0.30 -0.61* CVi 0.57*
S d .2 vs bi -0.52* 0. 33 *i 0.71**
Sd i 2 vs ri2 -0.83** -0.73**
S d .2 vs V 0.28 0.79**
Sd t 2 vs CVi 0.41 0 .8 6**
Sd i 7 vs *i -0.40 -0.63*
V vs bi 0.61* 0.77**
V vs ri2 0.13 -0.56*
V vs CVi 0.93** 0,98**
V vs *i 0.21 -0.17
bi vs 0.82** -0 . 1 0
bi vs cvi 0.47 0 .6 8**
bi vs 0.61* 0.30
ri2 vs *i 0.63* 0.54
cvi
vs X.
1
0.06 0.32
*, ** Significant at .05 and .01 probability levels, respectively.
+ o ^ 2 = stability variance, Sd^2* deviation from regression, b^ = 
regression coefficient, r£2*; coefficient of determination, S^ 2 = 
variance across environments, CV^ * coefficient of variation across 
environments, X* mean yield or mean test weight, as the case may be. 
* Y stands for Yield and T stands for Test Weight.
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1986), i.e., low values of b^, S^2, or CV^, the two traits reacted in the 
same manner. Further analysis revealed that the correlations of S^! and 
CV^ between the traits were induced by the two cultivars "Coker 747" and 
"Florida 302" which were equally unstable for both traits. When these
two entries were excluded from the analysis, rank correlations of S .2
i
and CV became nonsignificant (r = 0.51 and 0.33, respectively),
X s
whereas for b^ between yield and test weight was enhanced from 0.72** to 
0.89**. Therefore, b^ can be used as a stability statistic in selection 
if wide adaptability for both traits are desired by the breeder. Since 
high b^ values are often associated with high yield (Finlay and 
Wilkinson, 1963), as in this study, low values of b^, or CV^, (type
1 stability) may not be desirable to the breeder for yield stability 
except for specific stress conditions where b. * 0 and low S ^ 2 or CV^ 
may be desirable. Wide adaptability is desirable for test weight 
(Ghaderi and Everson, 1971). Therefore, Type 1 parameters can safely be 
used for test weight stability. S ^ 2 accounts for both regression and 
deviation from regression effects (Becker, 1981), and CV^ may rank
genotypes differently from S ^ 2 (Binswanger and Barah, 1980) due to the 
differences of mean performance. Therefore, S ^ 2 should be preferred to 
CV^ as a stability parameter for test weight.
The rank correlation between mean yield and mean test weight was 
highly significant and positive (0.71**). Although a high and positive 
genetic-correlation (0.78) was found in another study (Jalaluddin and 
Harrison, 1988; unpublished), it can only be assumed from this study 
that selections for high yield and high test weight were performed 
simultaneously in advancing the genotypes to performance trials.
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Summary and Conclusion*
In summary, selection for grain yield and test weight was performed 
simultaneously for this group of genotypes. Two different concepts of 
stability seemed to have been applied in selection for these two traits. 
Yield stability was determined by the agronomic concept of stability as 
measured by the stability variance an^ the deviation mean square
(Sd.2), whereas test weight stability was determined by the biological 
concept as measured by the regression coefficient (b^) and the genotypic 
variance (S^3) (Becker, 1981). This was in agreement with the 
suggestion of Ghaderi and Everson (1971) that test weight, as a qua lity 
character, should have wide adaptability across the entire range of 
environments. Based on b^ or S ^ 3 as a stability statistics, grain yield 
and test weight were correlated traits and one could be selected for the 
other if these statistics were used. Since regression coefficient (b^) 
is a repeatable statistic (see chapter 1 ) and had a stronger rank 
correlation than between the two traits, b^ would be a more
appropriate adaptability measure along with r^ 2 as a stability estimator 
if data had a good linear fit. The regression coefficient and the 
stability variance could be used equally well for both traits, since the 
slopes were identical (Mandel, 1961; Lin et. al., 1986). However, if 
data do not fit the linear model, o ^ 3 is recommended for grain yield and 
S ^ 2 for test weight, as measures of stability.
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CHAPTER 4
GENOTYPK-BY-ENVTRGMffiKT INTERACTIONS, HKRITABILITY, AND GENETIC 
CORRELATION OF WINTER WHEAT YIELD AND TEST WEIGHT
Abstract
Grain yield and test weight are two economically important traits 
of wheat (Triticmn aestlvum L.), and their responses to environments are 
of interest to wheat breeders. The objectives of this study were to 
investigate the comparative genotype-by-environment (GE) interactions 
and heritabilities of grain yield and test weight and to estimate the 
genetic and phenotypic correlations between these two traits. Analyses 
of variance and covariance were conducted on yield and test weight data 
of 14 genotypes from six experiments of the Louisiana Agricultural 
Experiment Station winter wheat performance trials. GE interaction 
patterns were similar for both traits, but the coefficient of variation 
for grain yield (13.3%) was five times greater than that for test weight 
(2.2%). Broad-sense heritability of grain yield was 0.50±.36 and that 
of test weight was 0.78±.37, on an entry mean basis, and 0.1 It. 08 and 
0.291.14, respectively, on a single plot basis. Genetic and phenotypic 
correlations between grain yield and test weight were 0.57 and 0.78, 
respectively. Therefore, selection for both traits can be performed 
simultaneously, without adversely affecting each other. Test weight was 
less affected by random environmental fluctuations within a typical
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range of Louisiana environments, and selection for test weight using 
single plots would be effective.
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Introduction
Test weight is defined as the weight per unit volume of grain, and 
is a function of kernel density and packing efficiency (Ghaderi et al., 
1971). It is widely recognized as an important grading factor in wheat 
grain, Triticum aestivum L. (Ghaderi and Everson, 1971). Packing 
efficiency is a heritable trait associated with grain shape, whereas 
kernel density is more related to the environment in which the grain is 
grown (Yamazaki and Briggle, 1969). Kernel shrivelling due to 
environmental stresses results in decreased test weight and grain yield 
(Finney et al., 1987). This situation suggests that evaluation of wheat 
genotypes for test weight will be affected by genotype-by-environment 
(GE) interactions. Environmental factors affect different genotypes in 
di f ferent dimensions and magnitudes (Liang et al. , 1966). Ghaderi and
Everson (1971) found significant effects of location and year on test 
eight. Ghaderi et al. (1980) found that genotype-by-location (GL) 
interactions varied from year to year. Also, lodging or delayed 
harvesting may reduce test weight significantly (Laude and Pauli, 1956; 
Pool et al., 1958; Weibel and Pendleton, 1964).
Ghaderi and Everson (1971) estimated the broad-sense heritability 
of test weight in winter wheat on an entry mean basis to be 0.48. Tiech 
(1984) estimated broad-sense heritability of grain yield and test weight 
on a plot mean basis to be 0.301.32 and 0.981.08, respectively, from 42 
^2 P°Pu^atl°ns• Ghaderi and Everson (1971) found a highly significant 
overall correlation (r * 0.75) between test weight and 1000-kernel 
weight, when tested over seven locations, suggesting that the two traits 
were affected by environmental factors in a similar manner. When this
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correlation was partitioned by a covariance analysis, the environmental 
correlation was found to be 0.95 and the genetic correlation 0.02, 
suggesting that there were no common genes controlling kernel weight and 
test weight. Sidwell et al. (1976) and Pinthus (1987) found that grain 
yield was not genetically associated with kernel weight. However, none 
of these authors reported the association of grain yield with test 
weight.
Grain yield and grain test weight are important economic characters 
of wheat, and selection for both traits is necessary. Therefore, 
knowledge of the genetic correlation between these two traits and their 
relative reactions to environments is important to wheat breeders. 
Studies on GE interactions and heritabilities of test weight are 
limited. An extensive literature search failed to reveal any report on 
the correlation between grain yield and test weight. The objectives of 
the present study were to investigate the comparative GE interactions 
and heritabilities of test weight and grain yield and to estimate the 
genetic and phenotypic correlations between these two traits in winter 
wheat measured over Louisiana environments.
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Materials and Methods
The grain yield and test weight data were taken from six 
experiments of the Louisiana Agricultural Experiment Station (LAES) 
winter wheat (Triticum aestivmn L. ) performance trials. Experiments 
were conducted at six locations (Alexandria, Baton Rouge, Bossier City, 
Crowley, St. Joseph, and Winnsboro) for three years (1984 through 1986). 
From these 18 year x location combinations (environments), six were
chosen that had yield and test weight data for the same 14 genotypes. 
The group of genotypes represented the gene pool of the cultivars grown 
in Louisiana and adjacent states. A randomized complete block design 
was used for each environment, and data were obtained from two
replicat ions.
Analysis of variance was performed assuming a completely random 
model. The variance and covariance components were estimated to 
calculate heritability and genetic and phenotypic correlations by 
equating the mean squares to expectations and solving (Tables 1 & 2). 
The coefficients of variation (CV) were calculated by using the
genotype-by-environment component of variances as error term (Table 2). 
The heritabilities (H) of grain yield and test weight on a plot mean 
basis were estimated by the ratio of genetic variance to phenotypic
variance expressed in % (Fehr, 1983) as:
V
x 1 0 0 , on entry mean basis, and
°G2 + ‘’ge’/e + S'/rE 
°g !
x 1 0 0 , on single plot basis,
V  + “GE" + «.*
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where o 2 is genetic variance, a 2 is GE interaction variance, o 2 is 
G  G L  6
error variance, and r and e are numbers of replications and
environments, respectively, in the random model y * p + G. + E. +
i J K 1 J
GE. . + e, . 
ij Ijk
The genetic and phenotypic correlations between yield and test 
weight were calculated according to Falconer (1981) as:
COVG(T,Y) covP(T,Y)
r _ _________’_____  and rp ________________  , where
°G(T) X °G(Y) °P(T) X °P(Y)
r^ and Tp are genetic and phenotypic correlations, cov^,^ and
coVp(T y) are 8enetic anc* phenotypic covariances between T and Y, and
Op are genetic and phenotypic standard deviations of respective traits,
and T and Y stand for test weight and yield, respectively.
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Results and Discussion
There was significant variation in yield and test weight among 
different environments and among different genotypes, but the magnitudes 
of the GE interaction mean squares were smaller than the mean squares 
for genotypes and environments for both traits (Table 1). This 
indicates that some degree of select ion for wide adaptability in both 
traits has previously occurred for this group of genotypes. The 
coefficient of variation (CV) for grain yield (13.3%) was much higher 
than that for test weight (2 .2%), suggesting that random environmental 
fluctuations caused about six times more variation in grain yield than 
in test weight. A similar difference in CV of grain yield (22.5-22.9%) 
and 1000-kernel weight (7.3-9.1%) was observed by Johnson et al. (1966) 
in hard red winter wheat.
Heritability and genetic and phenotypic correlations between two traits:
The genetic variance component due to genotype was about one-third 
of the variance due to GE interaction for grain yield, whereas the 
genetic variance component due to genotype was about the same as that 
due to GE interaction for test weight (Table 2). The magnitude of 
genetic covariance between yield and test weight due to genotype (3.32) 
was about the same as that due to GE interaction (3.34). Broad-sense 
heritability of grain yield and test weight were 0.50+.36 and 0.78+.37 
on an entry mean basis, and 0.11+08 and 0.29+.14 on a single plot basis, 
respectively. The observed heritability of test weight was considerably 
higher than that (47.5%) estimated by Ghaderi and Everson (1971) but 
lower than that (98.0%) of Tiech (1984). Data suggest that grain yield
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Table 1. Combined analyses of variance (ANOVA) for wheat test weight and 
yield data obtained from six experiments of Louisiana Ag ricultural 
Experiment Station wheat performance trials.t
Source df Yield
Mean squares
Test Weight
. -1 -3
Mg ha Kg m
Environment (Envt) 5 8.96** 16024.75**
Rep:Envt 6 0.98 458.68
Genotype (Geno) 13 1.39* 4570.42**
Geno x Envt 65 0.67** 990.67**
Error 78 0.26 462.52
C.V.,Z
o00< 2.60
*, ** Significant at 0.05 and 0.01 probability levels, respectively, 
t Experiments: 1984-Bossier City; 1985-Alexandria, -Baton Rouge, -St. 
Joseph, -Winsboro; and 1986-Crowley.
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Table 2. Genetic and phenotypic variances and covariances for grain 
yield and test weight estimated from six experiments of the Louisiana 
Agr icultural Experiment Stat ion wheat performance trials conducted at 
six locations from 198A through 1986.
Expected 
mean squares
Variance components
Covariance
Source df Yield Test weight
components 
(Y,T)+
Genotype 13 0?e + 2° 2GE + 12° 2G 0.061.04 2981139 3. 32
Geno x Envt. 65
°’e + 2° 2GE
0.211.06 264193 3. 34
Error 78 a 2e 0.26
Phenotypic
0. 1 2
463
variance^
380.89
-0.33
Phenotypic
covariance
3.85
t Covariances between yield (Y) and test weight(T)
t Phenotypic variance, o 2 * o 2 + o 2 + a 2 ,
r P G GE/e e/rc
l Standard error of the variance components,
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of winter wheat is much more vulnerable than test weight to 
environmental adversities, except in extreme cases of stress during the 
reproductive and ripening phases, where test weight will be reduced 
significantly (Laude and Pauli, 1956; Pool et al., 1958; and VJeibel and 
Pendleton, 1964). It seems that within the range of normal growing
condit ions, kernel weight and test weight are more controlled by 
heredity than environment, compared with grain yield. This fact was 
also supported by the relatively large difference in the overall 
coefficient of variation between grain yield and test weight in the 
present study (Table 1).
Genetic and phenotypic correlations between grain yield and test 
weight were estimated to be 0.57 and 0.78, respectively, suggesting 
either that there were common genes that control these two traits or 
that the correlations were the results of simultaneous selection for the 
two traits occurred in previous generations. Ghaderi and Everson (1971) 
found a very low genetic correlation (0 .0 2 ) between 1 0 0 0-kernel weight 
and test weight. Kernel weight is not a direct component of test 
weight, but it is associated with kernel density which is a component of 
test weight (Ghaderi and Everson, 1971). Sidwell et al. (1976) found a 
significant phenotypic correlation (0.28) but a low genetic correlation 
(0.09) between grain yield and 1000-kernel weight. Therefore, kernel 
weight is not associated with grain yield or test weight. However, 
kernel weight is associated with kernel density (Ghaderi and Everson, 
1971; Pinthus, 1987). The density of kernels is, to some extent, 
associated with protein concentration which is more influenced by 
environment than heredity (Kibite and Evans, 1984; Finney et al. , 1987). 
As observed by Yamazaki and Briggs (1969), the net genetic contribution
154
of kernel weight and kernel density to test weight is not as predominant 
as that of grain shape or packing efficiency, which is a highly 
genetically controlled trait. Since grain shape is not associated with 
grain yield (Ghaderi and Everson, 1971; Ghaderi et al. , 1971; Finney et 
al., 1987), it appears that grain yield and test weight are not 
genetically correlated. This indicates that two different genetic 
systems may be operating in controlling grain yield and test weight, and 
the high genetic correlation in the present study was possibly due to 
simultaneous selection for the two traits.
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SuHury and Conclusions
In summary, evaluations of the performance of genotypes for grain 
yield and test weight were affected by GE interactions in a similar 
manner, but grain yield was more prone to variation due to environmental 
fluctuations than test weight. As observed by Tiech (1984), this study 
also suggested that selection for test weight using single plots would 
be effective, whereas selection for grain yield would require testing 
over more replicat ions and environments. Selection can be made 
simultaneously for these two traits since they are not negatively
correlated. This was evident from the high and posit ive genet ic 
correlation between the two traits in this study. However, further 
study is needed involving more environments to confirm whether these two 
traits are controlled by independent genetic systems. Heritability of 
test weight was higher than that of grain yield, probably because test 
weight is comparatively less complex, and the components of test weight 
are less vulnerable to environmental fluctuations within the normal 
range. Moreover, yield components are exposed to environmental
influences for the entire plant life, whereas those of test weight are
exposed only for a limited period of time during the ripening phase.
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CHAPTER 5
STABILITY ACROSS SOIL-FERTILITY LEVELS
AND
TOLERANCE TO LOW FERTILITY 
Abstract
Crop yields are often limited by low nutrient availability and 
other soil-based stresses, particularly in the under-developed 
countries. Genetically controlled stress-tolerance is an economically 
feasible solution to this problem. A large amount of genotypic 
variability exists in wheat (Trit icum aest ivum L,). Incorporation of 
genet ic tolerance to low soi1-fertility into improved, high yielding 
varieties may ensure yield stability over a wide range of soil-ferti1 ity 
conditions. The objectives of this study were to characterize cultivars 
for yield potential and degree of tolerance to low fertility; to examine 
the relationship of percent yield loss (PYL) and low fertility tolerance 
index (LFTI) with stability statistics b^, r ^ 2, and S^2; and to
determine heritability of LFTI. Three field experiments with 17 winter 
wheat cultivars and two greenhouse experiments with 10 and 6 cultivars, 
respectively, were conducted under low and high fertility levels. 
Analyses of variance were performed on yield and yield components. PYL 
was calculated as one minus the ratio of yield at low fertility to the 
yield at high fertility, times 100. LFTI was calculated in a manner 
similar to the susceptibility index of Fischer and Maurer (1978).
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Rank-correlation coefficients were used to estimate the relationships 
among stability statistics and tolerance indexes. Cultivar-by-fertility 
interactions for grain yield (GY) were significant in all experiments, 
and the interactions were expressed more frequently in GY than any other 
yield components. Positive correlations of GY occurred most frequently 
with harvest index (HI), followed by fertile heads (FH) per m 3 or per 
pot, and total biomass (BM). GY was never correlated with 1000-kernel 
weight. Flag leaf area (FLA), fresh weight (FLFWT), and dry weight 
(FLDWT) were positively correlated with one another and with GY. The
LFTI calculated for GY was not correlated with that calculated for FLA,
FLFWT, or FLDWT. Therefore, flag leaf area or weight can be used as a 
direct predictor of grain yield but only an indirect indicator of 
tolerance or sensitivity to stresses of a cultivar.
PYL was positively correlated with b^ and r^ 2 (r * 0.46* and 0.54*, 
respectively), but was not correlated with other stability statistics. 
LFTI was not related to any of the stability statistics. PYL and LFTI
were highly positively rank correlated with each other (r * 0.87**).
Mean yield was positively rank correlated with b^, anc* S ^3 (r =
0.81**, 0.70**, and 0.79**, respectively), but uncorrelated with PYL and 
LFTI. In general low-fertility tolerance indexes were independent of 
stability statistics and mean yield. Combinations of high, moderate, 
and low yields with high, moderate, and low tolerances were found in the 
group of cultivars studied. LFTI is a more suitable index than PYL to 
rank cultivars, since it is standardized by the intensities of stress in 
different experiments and was uncorrelated with regression response. 
However, LFTI can describe tolerance correctly only when the mean yields 
of the cultivars have a linear relationship with the environmental mean.
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Introduction
Increased cropping intensity, which is particularly unavoidable in 
land-1 imited third-world countries, may result in less nutrient 
availability and uptake than is necessary for optimum plant growth. 
Extension of cropping areas may require that some poor soil areas be 
used by the farmers in near future, and therefore, crops will be grown 
under stress or suboptimal soil-conditions. Soil-based stresses can 
often be relieved by water control and chemical amendments, but this may 
not be feasible or economical on large areas. Varietal stress-tolerance 
may be a better solution, especially where stresses are not severe 
(ikehashi and Ponnamperuma, 1978). The most widely used method to solve 
soil-based problems of plants has been a combined effort to improve the 
soil condition, and to breed or select tolerant plants (Epstein, 1976).
Recently increased interest in tolerance to decreased nutrition is 
because of high energy costs and the resultant increase in prices of 
mineral fertilizers (Saric, 1983). According to Wright's (1976) 
monograph, more than 38% of the world's arable land is low in nutrients, 
and only 21% is naturally fertile soil. Data also indicate that the 
resources of mineral fertilizers are being depleted to such an extent 
that food production may drastically be decreased. "For that reason, an 
increase in the efficiency of using mineral fertilizers is a question of 
particular importance...." "Hence, the problem of the genetic 
specificity of mineral nutrition in plants is present in both developed 
and under-developed countries." (Saric, 1983).
Plants are able to grow under less than favorable conditions by 
virtue of their genetic adaptability (Bjorkman and Berry, 1973).
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Sufficient evidence exists to show that the mineral requirements of 
plants are not uniform (Clark and Brown, 1980). Mineral element 
concentrations range from deficient to toxic in soil, and plants range 
from inefficient to efficient in uptake and use of the minerals (Brown 
et al., 1972; Foy et al., 1978; Wright, 1976). A mineral efficient 
plant responds to the stress by altering its metabolism to make the 
element more available for use (Brown et al. , 1972; Brown, 1977). The 
efficient genotype will have a high rate of organic matter synthesis 
with low concentration of certain mineral nutrients, and therefore, will 
require smaller amounts of mineral fertilizers to produce high yields 
(Saric, 1983). Yield stability across fertility levels, or the 
tolerance to low soil-fertility, is attributable to this characteristic. 
Since plant growth and yield are determined by genetic potential and 
availability of environmental growth factors, an appropriate genotype 
for a given area should have some degree of yield stability. Therefore, 
the concept of plant breeding for the development of low-input varieties 
considers the ecological constraints (Dambroth and Bassam, 1983).
Wheat is the most widely distributed crop species, with about 
25,000 varieties being grown throughout the world (Saric, 1981). 
Therefore, a large amount of genotypic variability in wheat can be 
expected. Mineral deficiencies or imbalances in wheat and many other 
crops can result from different management and environmental factors. 
Needed nutrients may not be present in the root zone in the right 
amount, right form, or at the right time (Lewis, 1976). Moreover, wheat 
farmers may not be able to afford intensive management or be in a 
position to control environmental factors. Therefore, incorporating 
genetic tolerance to low fertility in modern varieties may ensure yield
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stability over a wide range of soil conditions across environments. 
Cultivar stability or tolerance of wheat to unfavorable soil-moisture, 
temperature, or fertility conditions were examined by several 
researchers by using a tolerance index (Fischer and Maurer, 1978; Clarke 
et al., 1984; Bruckner and Frohberg, 1987; Winter et al., 1988) or 
regression parameters (Easton and Clements, 1973; Laing and Fischer, 
1977; Keim and Kronstad, 1979). An index similar to the 
drought-susceptibility index formulated by Fischer and Maurer (1978) was 
used in this study, which was conducted with the following objectives:
1) To characterize cultivars for differential tolerance to low 
soil-fertility measured by percent yield loss (PYL) or low-fertility 
tolerance index (LFTI) for yield and yield-related characters.
2) To study the relationship of PYL and LFTI with mean yield and 
stability statistics (o^3, b^, r^3, and S^3).
3) To select parents, with different combinations of mean yield and 
tolerance to low fertility, to be used in crosses to estimate 
heritability of the tolerance index.
This knowledge will help in identifying the genetic potential of 
cultivars for tolerance to adverse soil conditions. Tolerance can then 
be incorporated into genotypes with high yield potential to develop 
high-yielding varieties that are stable across fertility levels.
163
Materials and Methods
Field experiments were conducted at two locations, Baton Rouge and 
Clinton, Louisiana, in 1985, 1986, and 1987. Greenhouse experiments
were conducted in 1987 and 1988 in Baton Rouge. Both field-locations 
were on upland silt loam soil-types. A group of 17 cultivars (Appendix
2), randomly chosen from the Louisiana Agricultural Experiment Station 
(LAES) wheat performance trials conducted the previous 10 years, was 
used in the field experiments. Greenhouse experiments were conducted 
with 10 and 6 cultivars, respectively, selected from the original group 
of 17, based on their mean yield and percent yield loss (PYL) due to low 
fertility to include cultivars varying in yield potential and tolerance 
to low fertility. The LAES wheat performance trials were conducted 
under optimum fertility and management conditions. Therefore, the 
cultivars used in this study were not previously selected for their 
responses to variable soil fertility conditions. Two fertility levels, 
F0 (low - no fertilizer added) and FI (high - 100-90-120 N, ^ 0 ,
Kg ha ^), were used for all experiments except 50 Kg additional N was 
applied in the second greenhouse experiment. Samples of field soils (15 
and 30 cm depths) and greenhouse potting mixtures were analyzed (Table 
1) in the soil testing laboratory of Louisiana State University before 
each experiment was conducted. The NPK rates for the high fertility 
plots or greenhouse-pots were determined from these soil tests, 
according to the recommendations of Louisiana Cooperative Extension 
Service.
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Table 1. Analyses of field soils and greenhouse potting mixtures in 
which winter wheat was grown at low (FO) and high (Fl) fertility levels 
in 1985, 1986, 1987, and 1988 .
Sampling Fertility
time treatment Location and/or type of soil
Baton Rouge field soil (Upland, silt loam) 
P K Ca Mg pH O.M.
--------- mg k g 1--..............  %
44 99 1150 225 4.8
September,
1984, before FO
planting
September,
1985, after FO
the first Fl
experiment
September,
1986, before FO 
planting
September,
1987, after the FO
first experiment Fl
22 40 1195
30 60 1285
Clinton field soil
25 85 673
33 78 584
40 87 582
277 5.9 0.60
225 6.1 0.62
(Upland, silt loam)
85 5.6 0.64
70 5.4 0.52
79 5.3 0.58
Greenhouse potting mixtures (soil: sand, 3:1)
P K Na Ca Mg Zn pH O.M.
October, 1987, ---- mg kg - 7.
before planting F0 48 96 114 1076 98 9.5 6.9 0.5
February, 1988, Fl(T)+ 89 95 176 910 130 8.3 6.8 0.7
after harvesting Fl(B)t 49 42 198 1060 131 11.6 6.5 0.7
the experiment
Critical low: < 30 110 ,
Recommended rate of fertilizers: 100: 90: 120 :: N : **2^5 : ^2^ ’ 113
t T for top and B for bottom soils sampled from the greenhouse pots.
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Flald Experiment 1.
Plots were seeded on 14 December, 1984, at the LAES Perkins Road 
Farm in Baton Rouge. In a split-plot arrangement, cultivars were 
assigned to subplots within fertility levels as main plots, in a 
randomized complete block (RCB) design with four replications. Each 
plot, consisting of six rows, 5.5 m long, 20 cm apart, was drill-seeded 
at 100 Kg ha *. Seeds were treated with Vitavax 200 0 2.5 ml Kg * seed 
before planting. Two fertility levels, F0 and Fl (0-0-0 and 100-90-120 
N. P205 , K20 Kg ha *, respect ively) were used in the experiment.
Ammonium nitrate (34%), triple super phosphate (46%), and murate of 
potash (60%) were used as N, P, and K sources, respectively. All P & K 
and 20 Kg ha * N were applied prior to planting. The remaining N was 
split into two topdresses, 40 Kg ha  ^ each, applied at Feeke's growth 
stages 6 and 9 (Large, 1954). All fertilizers were spread by hand, and 
the crop was completely rainfed. Weeds were controlled by applying 
Glean (chlorosulfuron, 0.75 a.i.), a pre-emergence herbicide, @ 35 g 
ha Tilt (1-[{2-(2,4-dichlorophenyl)-4-propyl-1,3-dioxolan-2-yl]
-1H-1,2,4-triazole, 41.8% a.i.), a systemic fungicide, was sprayed @ 420 
ml ha * in 1.6 ml L * of water at Feeke's growth stage 7 to control 
fungal diseases.
Data were recorded on days to heading (HD) and plant height at 
maturity. Four rows, 3.7 m long, from the center of each plot were 
harvested by a small-plot combine on 30 May, 1985. The two outer rows 
were excluded to avoid border effects. Yield per plot and moisture 
content of the cleaned grain were recorded, and were converted into Mg 
ha  ^ @ 13% moisture content.
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Field Experl— nt 2:
Plots were seeded on 23 November, 1985, in the same field at 
Perkins Road farm where Experiment 1 was planted in 1984. The 
experimental design was same as in 1984. The fertilized and 
unfertilized plots were marked after harvesting the 1984 experiment. To 
avoid residual effects, the same fertilizer treatments were assigned to 
the main plots as they were in the previous year. However, cultivars 
were randomly assigned to the subplots within each main plots. Planting 
method, fertilizer treatments, and management practices were similar to 
Field Experiment 1. Heading dates and plant height at maturity were 
recorded. A sample of 0.25 m 2 from the center of each plot was cut to 
measure yield components. Grain yield (GY), number of tillers (TN), 
number of fertile heads (FH), and total biomass (BM) on per m 3 basis and 
harvest index (HI), 1000-kernel weight (KWT), and number of kernels/head 
(KPH) were recorded from this sample. Plots were harvested on 15 Hay, 
1986. Four rows, 5 m long, from the center of the plot were harvested 
to determine grain yield. The grain yield of the 0.25 m 2 sample was 
added to the plot yield. Replication number three of this experiment 
was damaged by excessive rain, and therefore, samples were taken from 
replications one, two, and four only.
Field Experiment 3:
Plots were seeded on 15 November, 1986, on the Idle-Wild Research 
Station at Clinton. Experimental design, fertilizer treatments, and 
cultural and management practices were the same as in Field Experiment 
1. Flag leaf samples were collected at booting stage (between Feeke's 
stages 9 and 10). Ten randomly chosen flag leaves from the second and
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fifth rows of each plot were collected In sealed plastic bags stored in 
an ice chest before fresh weight (FLFWT) and leaf area (FLA) were 
recorded in the laboratory. The flag leaf samples were then oven-dried 
for 48 hours at 60°C and dry weight (FLDWT) was determined. Flag leaf 
area was measured by LI-COR Portable Leaf Area Meter, Model LI-3000, 
made by Lamda Instrument Corporation, Plots were harvested on 24 May, 
1987 in the same manner and with the same sample-size as in Field 
Experiment 2, A sample of 0.25 m 2 was cut from each plot in the same 
way as in experiment 2 to measure yield components.
Greenhouse Experiment 1:
Based on mean yield and tolerance to low-fertility expressed in PYL 
across field experiments 1 and 2 (Appendix 3), 10 cultivars were chosen 
for the greenhouse test to observe more closely the responses of yield 
components to fertility levels. The 10 cultivars represented four 
categories: 1) high yielding and sensitive, 2) high yielding and
tolerant, 3) low yielding and sensitive, and 4) low yielding and 
tolerant. Cultivars with mean yield below over-all mean were considered 
as low yielding, and cultivars with PYL below over-all mean were 
considered as tolerant. The cultivars 'Coker 762', 'Coker 916', 
'Florida 302', and 'Nelson' represented category 1, 'Blueboy II' and 
'Massey' represented category 2, 'Coker 983* and 'Hunter' represented 
category 3, and 'Coker 68-19' and 'McNair 1003' represented category 4.
Seedlings of winter wheat require vernalization for flower 
initiation (Chujo, 1966; Chujo, 1969; Tomita, 1977). Wheat seedlings 
were vernalized at temperatures < 5°C at night and < 10°c during the day 
in a growth chamber for seven weeks prior to transplanting to the
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greenhouse. The daily light period of 8 hours in the growth chamber was 
maintained in a relatively low light intensity (about 1000 lx). The 
vernalized seedlings were then transplanted on 12 October, 1987, three 
seedlings per pot, in plastic pots of 15 cm diameter. Potting soil was 
prepared by mixing two parts field soil with one part sand. Each pot 
contained 1500 g of sand-soil mixture. A plastic lining inside the pots 
prevented leaching loss of applied fertilizers.
A randomized complete block design with six replicat ions was used. 
Treatments were arranged in a split-plot design with two fert ility 
levels, F0 (without fertilizer) and Fl (with fertilizers) as main plots. 
Cultivars as subplots were randomly assigned within each fertility level 
as mainplot. Fertilizers were applied in a water solution at a rate of 
150-90-120 Kg ha * N, ^ 0 .  Fifty Kg ha * more N was applied in
this experiment than in the field experiments because the potting 
mixture had a lower organic matter content and other nutrients than 
normal field soil. Ammonium nitrate, monoammonium phosphate, and 
potassium nitrate were used as the N, P, and K sources, respectively.
Fertilizer solutions were prepared as follow:
Ammonium nitrate (NH^NO^), 27.9 g dissolved in 1 liter
Monoammonium phosphate (NH^^PO^), 14.6 g dissolved in 1 liter
Potassium nitrate (KNO^), 25.8 g dissolved in 1 liter
Each fertilizer solution was applied at a rate of 10 ml Kg * soil (15 
ml/pot) after the seedlings had been transplanted. Magnesium and 
sulphur were applied at about 100 ppm from MgSO^ to avoid probable 
deficiencies.
Terrachlor W.P., 4 g L * water was applied three times in the first 
month after planting to control soil fungi. Tilt (41.SZ a.i.), 1.6 ml
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L  ^ was sprayed to prevent foliar fungal diseases. Temlk (aldlcarb) was 
applied at about 2.5 g per pot to control insects and mites. Pots were 
kept weed-free by hand-weeding. Plants were watered with distilled 
water to avoid salt accumulation. Temperature in the greenhouse was 
maintained between 21 and 25 °C with the help of cooling pads and 
exhaust fans.
Three replications were harvested at the boot stage (Feeke's stage 
10) to collect data on vegetative parts, and the other three 
replications were harvested at maturity for yield-component data. 
Plants started showing leaf burning symptoms at booting stage. Symptoms 
started at the tip of the leaf blades and continued until the leaf 
sheath completely dried up. Lower leaves were affected first. The leaf 
injury was suspected to be due to Zn toxicity aggravated by the reduced 
condition at the root zone in the pots (Dr. O'Rourke and Dr. Sedberry, 
personal communication). It should be mentioned here that the soil and 
sand were mixed in a galvanized metal bucket. The contamination of Zn 
in the potting soil was suspected to be brought about from the mixing 
operation in the metal bucket. Analysis of soils from the bottom of the 
pots also revealed relatively higher Zn level (11.6 mg Kg *). 
Differences in leaf damage between cultivars were noticeable on flag 
leaves. Final harvesting was done on 7 January, 1988.
Crosses Hade:
Six cultivars, Blueboy II, Coker 68-19, Coker 983, Florida 302, 
'McNair 701', and McNair 1003 were chosen as parents to be used in the 
crossings to be made to study the heritability of the Tolerance Index. 
These cultivars represented the four categories described under
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Greenhouse Experiment 1. The following crosses were made in the field 
and greenhouse in 1987: Coker 68-19/Florida 302, Blueboy II/Coker 68-19, 
Coker 983/Florida 302, and McNair 1003/McNair 701. Half of the seeds 
of each cross was planted in the greenhouse to raise F^ seeds, and the 
other half was saved to be planted along with the parents and F^' s in 
the following year. Seedlings were properly vernalized before being 
transplanted to the greenhouse.
Greenhouse Experiment 2:
The six parent cultivars were grown in the greenhouse under high
and low fertility levels. Organic potting-mixture, Promix (recommended
by Dr. O'rourke), was used instead of soil-sand mixture to avoid soil
problems as experienced in the previous greenhouse experiment.
Vernalized seedilings were transplanted on 15 March, 1988 with one
seedling in each plastic pot of 12.7 cm diameter. Pots were lined with
plastic bags to avoid leaching loss of fertilizers. Each pot contained 
3
800 cm Promix.
Since the nutrient supply from Promix was negligible compared with
native field-soil, all pots were fertilized after planting with half of
the total rate of NPK fertilizers to simulate the low-fertility
condition of the field. The NPK fertilizers (75-45-60 N, F2®5* ^2®
ha *) were applied in solution as described in Greenhouse Experiment 1.
The remaining NPK was applied, to the pots to be treated as high
fertility level only, in the form of Osmocote 14-14-14, a slow release
3
fertilizer. Osmocote was applied at a rate of 3.6 Kg per m of Promix,
i.e., 3 g/pot. Calcium, Magnesium, Sulphur, and trace elements were not 
variables in the experiment. Therefore, ful1 dose of these nutrients
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were applied to all pots. The trace elements B, Cu, Fe, Mn, Mo, and Zn
-3
were supplied, @ 75 g m of Promix, from a soluble micronutrients
source. Magnesium and Sulphur were supplied @ 15 g L  * (10 ml solution 
per pot) as MgSO^. Calcium was supplied as Calcium Chelate, applied 
once in mid-April and again in mid-May, M  g L ' of water (10 ml 
solut ion per pot).
A randomized complete block design with treatments in a split-plot 
arrangement, and with seven replications was used. Cultivars were 
assigned to subplots within fertility levels. Each single plant was 
harvested on 6 July, 1988. Each plant was harvested individually and 
placed in a labeled paper bag to facilitate determination of yield 
component data.
Analyses of Data:
Analyses of variance were performed on yield and yield components 
of all four experiments. Relationships of number of tillers (TN), 
number of fertile heads (FH), total biomass (BM), harvest index (HI), 
(per m 2 or per plant), and 1000-kernel weight (KWT) and number of 
kernels/head (KPH) with grain yield (GY) in four experiments were 
determined by simple correlation analysis. Rank correlation 
coefficients (rs) were used in estimating the relationships among 
stability statistics and tolerance indexes.
Tolerance to low soil-fertility was estimated by PYL and LFTI as 
follows:
PYL - {(Y. - Y.) / Y. } x 100, and h i  h
LFTI = (1 - Y1/Yh ) / (1 - Yj^  / Y^ ), where Y x and Y^ are yields of a 
cultivar at low and high fertility levels, respectively, and Y^ and Y^
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are mean yields over all cultivars at low and high levels, respectively. 
LFTI is similar to S, the drought susceptibility index of Fischer and 
Maurer (1978), where 1 - Y^ / Y^ is same as drought intensity D. In 
this study, cultivars with LFTI values less than 1 were considered 
tolerant.
Stability variance o^3 (Shukla, 1972), regression coefficient b^, 
coefficient of determination r^J(Finlay and Wilkinson, 1963), and 
variance of genotypic mean, S^3 (Lin et al., 1986) were used to estimate 
the degree of cultivar stability across six environments varying in soil 
fertility also. Six environments consisting of two fertility levels in 
each of the three year-location combinations were used in calculating 
the stability statistics. Replications one, two, and four of each 
environment were used in the calculation to get a balanced data set, 
since replication three of 1987 Clinton experiment was not harvested. 
Combined analysis of variance using Eberhart and Russell's (1966) model 
revealed that the over-all regression effect across environments, 
heterogeneity of regression, and pooled deviation from regression were 
highly significant. This suggested that data did not tit the linear 
model, but individual regression contributed significantly to the 
cultivar-by-fertility interactions. Based on these information, the 
different types of stability statistics were selected. Calculations of 
the stability statistics were discussed in chapter 1.
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Results and Discussion
Analyses of variance for yield, yield components, test weight, and 
other plant characters are presented in tables 2 through 7, The 
differences between fertility levels and among cultivars were 
significant, and cultivar-by-fertility (CF) interactions for grain yield 
(GY) were significant in all five experiments (tables 2, 6, & 7). Based 
on 0.25 mVplot samples, cultivars were significantly different in GY, 
TN, FH, BM, HI, KWT, and KPH in the 1986 Baton Rouge experiment (Table
3). There were significant CF interactions in all characters except TN 
and FH in this experiment. However, in the 0.25 m 3 samples of 1987 
Clinton experiment, there were no significant CF interactions for any of 
the characters, although cultivar and fertility main effects were 
significant for these characters (Table A). Analyses of variance for 
test weight (TWT), FLA, FLFWT, and FLDWT from the 1987 Clinton 
experiment are presented in Table 5. There were highly significant 
difference among cultivars for these traits. The CF interactions were 
also significant for the flag leaf characteristics. Test weight did not 
respond to fertilizers, but CF interactions for test weight were highly 
significant. CF interactions were significant for FLA, FLFWT, and FLDWT 
also.
In the Greenhouse Experiment 1, CF interactions were significant 
for GY, TN, FH, and HI (Table 6), The CF interactions for GY and HI 
were more pronounced than their main effects. In the analyses of 
variance for vegetative parts in this experiment, CF interactions were 
significant for number of booting tillers and shoot dry-weight per pot. 
The CF interactions for booting-tillers were carried over to maturity as
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Table 2. Analysis of variance for grain yield of 17 winter wheat 
cultivars grown with and without fertilizers at Baton Rouge in 1985 
(BR85) and 1986 (BR86), and at Clinton in 1987 (CL87).
Source df+ BR85
Mean square 
BR86 CL87
Fertility (Fert. ) 1 21 .16** 168.69** 24.86*
Rep x Fert. 3 (2) 0.45 0.67 0.61
Cultivar 16 1.89** 2.06** 2.92**
Cultivar x Fert. 16 0.41** 0.96** 0.43*
Error 96 (64) 0.07 0.15 0.23
CV, % 16.98 17.83 20.86
*, ** Significant at 5% and \Z probability levels, respectively.
t The degrees of freedom for Rep x Fert. and Error in CL87 were (2) and
(64), respectively.
Table 3. Analysis of variance of grain yield (GY), total number of tillers (TN), number of fertile heads
(FH), biomass (BM), harvest index (HI), 1000-kernel weight (KWT), and number of kernels per head (KPH) of
17 winter wheat cultivars grown with and without fertilizers at Baton Rouge in 1986.
Source df
Mean square
df
Mean square
GY TN FH BM HI KWT KPH
Fertility(Fert.) 1 2054.98** 5754.66** 3159.77** 14044.44** 50.81 1 0.52 805.57**
Rep x Fert. 3 7.29 30.32 14.14 32.18 50.83 1 0.75 0.12
Cultivar (Cv.) 16 48.82** 51.73** 34.35** 133.49** 245.17** 16 63.02** 84.47**
Cv. x Fert. 16 22.41** 31.89 19.45 64.14* 99.65** 16 5.34* 56.88**
Error 96 9.48 21.37 11.62 32.90 43.93 30 2.38 22.20
CV, X 37.06 27.13 25.07 25.69 18.33 4.42 20.94
*, ** Significant at .05 and .01 probability levels, respectively.
Table 4. Analysis for variance of grain yield (GY), total number of tillers (TN), number of fertile heads
(FH), biomass (BM), harvest index (HI), 1000-kernel weight (KWT), and number of kernel per head (KPH) of
17 winter wheat cultivars grown with and without fertilizers at Clinton in 1987.
Mean square
Source df GY TN FH BM HI KWT KPH
Fertility(Fert, ) 1 233.55* 1439.21* 590.56 + 2789.56 + 47.95 180.59** 9.56
Rep x Fert. 2 8.56 84.90 70.96 191.42 6.49 0.77 230.63
Cultivar (Cv.) 16 49.84** 39.20** 31.67** 212.80** 168.81** 54.54** 105.41*
Cv. x Fert. 16 5.03 15.27 8.23 43.22 37.77 5.90 43.06
Error 63 7.80 12.70 9.60 85.09 39.42 6.21 49.24
CV, Z 35.47 25.50 31.36 29.42 24.38 8.10 26.38
+, *, ** Significant at .10, .05, and .01 probability levels, respectively.
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Table 5. Analyses of variance for test weight (TWT), flag leaf area 
(FLA), flag leaf fresh-weight (FLFWT), and flag leaf dry-weight (FLDWT) 
of 17 winter wheat cultivars grown with and without fertilizers at 
Clinton in 1987.
Source df
Mean Square
TWT FLA FLFWT FLDWT
Fertility (Fert.) 1 1698.61 71.81* 23.26* 1.59*
Rep x Fert. 2 227.43 2.18 0.99 0.07
Cultivar 16 2012.08** 10.59** 3.28** 0.32**
Cultivar x Fert. 16 266.34** 1.50* 0.55* 0.06*
Error 64 83. 70 0.75 0.27 0.03
CV, X 1.27 9.99 11.86 12.10
*, ** Significant at 5% and 1% probability levels, respectively.
Table 6. Analysis of variance of grain yield (GY), total number of tillers (TN), number of fertile heads
(FH), biomass (BM), harvest index (Hi), 1000-kemel weight (KWT), and number of kernel per head (KPH) of
10 winter wheat cultivars grown in the greenhouse at low and high fertility leves in 1987.
Source df
Mean squaret
GY TN FH BM HI KWT KPH
Fertility (Fert. ) 1 0.82 375.00** 62.02 187.27** 747.23* 7.19 297.40*
Rep x Fert. 2 0.87 3.35 4.32 1.52 25.39 27.76 16,79
Cultivar 9 1.24 21.38** 13.26** 8.25** 90.57 84.40** 206.52**
Cultivar x Fert. 9 1.37* 11.96* 7.35** 1.34 156.00** 14.98 25.32
Error 36 0.61 5.">2 2.42 1.82 51.82 17.38 24.64
CV, x 29.13 25.44 26.13 13.33 26,69 15.21 26.95
*, ** Significant at .05 and .01 probability levels, respectively, 
t All data are per pot basis, three plants/pot.
Table 7. Analysis of variance of grain yield (GY), total number of tillers (TN), number of fertile heads
(FH), biomass (BM), harvest index (HI), 1000-kemel weight (KWT), and number of kernel per head (KPH) of
six winter wheat cultivars grown in the greenhouse at low and high fertility levels in 1988.
Source ,,QI
Mean squaret
GY TN FH BM HI KWT KPH
Fertility (Fert.) 1 16.85** 332.01** 94.30** 149.33** 101.05 29.94 41.39
Rep x Fert. 6 1.31 3.04 2.55 5.56 48.00 12.87 40.97
Cultivar (Cv.) 5 13.49** 33.27** 42.55** 15.62** 493.84** 500.23** 166.69**
Cv. x Fert. 5 2.96 + 10.53 5.35 8.96* 108.09 19.82 208.66**
Error 60 1.33 6.14 3.67 3.33 57.66 21.58 52.82
CV, z 25.81 27.57 29.75 17.30 18.26 15.31 29.32
+, *, ** Significant at .10, .05, and .01 probability levels, respectively, 
t All data are on single plant/pot basis.
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number of fertile heads (FH), but the interactions for shoot dry-weight 
were not carried over to maturity (Table 6). In Greenhouse Experiment 
2 , cultivar main effects were highly significant for all characters 
measured (Table 7). The CF interactions were significant only for GY, 
BM, and KPH. Although not significant, the interaction mean squares for 
TN, FH, and HI were large compared with error mean squares.
Across the four experiments (tables 3, A, 6, & 7), conducted in the 
field and greenhouse, CF interactions were expressed most frequently (in 
3 out of A experiments) in grain yield (GY). The CF interactions for 
BM, HI, and KPH were significant in two out of four experiments. 
Therefore, GY was the roost important trait, followed by BM, HI, and KPH, 
for use in characterizing cultivars for yield stability or tolerance to 
low fertility. Correlations of TN, FH, BM, HI, KWT, and KPH with GY 
across four experiments are presented in Table 8. Harvest index (HI), 
FH, and BM were rank correlated with GY in all field and greenhouse 
experiments. Grain yield was not correlated with 1000-kernel weight 
(KWT) in any of these experiments, although Sosulski et al. (1966) found 
positive correlation (r * 0.67**). If only field experiments were
considered, all these characters except KWT were highly correlated with 
GY. The correlations of FH with GY was stronger than the correlations 
of TN with GY. Shanahan et al. (1985) also found that grain yield was
positively correlated with number of shoots that survived, but not with 
the total number of tillers produced. However, in the greenhouse, TN 
and KPH did not show any relationship with GY. In view of the 
relationships, HI was the most appropriate parameter to verify the 
response of GY to environments in terms of stability or tolerance.
181
Table 8. Correlation cofficients (r) of six plant-characters with grain 
yield of winter wheat cultivars in two field and two greenhouse 
experiments.
Plant characters
r
Field experimentsf 
1 (n«34) 2
Greenhouse
1
(n-20)
experiments^
2
(n«12)
Number of Tillers 0.77** 0.52** 0.08 0.29
Number of fertile Heads 0.91** 0 .86** 0.40 + 0.50 +
Total Biomass 0.96** 0.78** 0.34 0.83**
Harvest Index 0.56** 0.74** 0.63** 0.74**
1000-kernel Weight 0.22 0.06 0.07 0.30
Number of Kernel/Head 0.70** 0.56** 0.30 0.11
+ , ** Significant at 10 and probability levels, respectively.
t Data from the field experiments are on per m 2 basis.
t Data from the greenhouse experiments are on per pot basis, three 
plants/pot in experiment 1 and one plant/pot in experiment 2.
182
Based on Field Experiment 3, GY was highly positively correlated 
with FLA, FLFWT, and FLDWT, while TWT was highly negatively correlated
with the same traits (Table 9a). There were high positive correlations
among FLA, FLFWT, and FLDWT. High positive correlation between FLA and 
GY was observed by Walton (1969) and Teare and Peterson (1971), although 
Johnson and Ohki (1984) did not find any correlation. However, Johnson 
and Ohki (1984) also found a high correlation of FLA with FLDWT. The
negative correlations of TWT with FLA, FLFWT, and FLDWT were in
agreement with Johnson and Ohki (1984). It should be mentioned here 
that samples of 10 random flag leaves per plot in this study were as 
effective as samples of 50 flag leaves of Johnson and Ohki (1984) to 
examine these relationships. Grain yield (GY) and test weight (TWT) 
were uncorrelated with each other. These relationships suggested that 
the response of grain yield can be predicted by FLA, FLFWT, or FLDWT. 
Since flag leaf characters were highly positively interrelated, FLFWT 
could be used as the most conveniently measured parameter to predict 
yield response, without measuring FLA and FLDWT. Ihe interrelationships 
among tolerance indexes (LFTI) for GY, TWT, FLA, FLFWT, and FLDWT were 
estimated (Table 9b), The high negative correlation (-0.72**) between 
(I)GY and (I)TWT suggested that cultivars tolerant in TWT were sensitive 
in GY to low fertility, and vise versa. Tolerance indexes for grain 
yield and test weight were not correlated with those for flag leaf 
characters. However, (I)FLA, (I)FLFWT, and (I)FLDWT were highly 
positively interrelated. Although cultivar differences in tolerance to 
low fertility can be determined for flag leaf characters, these may not 
have any bearing on cultivar tolerance to low fertility for grain yield.
183
Table 9. Correlation coefficients (r, n ■ 34): a) among grain yield 
(GY), test weight (TWT), flag leaf area (FLA), flag leaf fresh weight 
(FLFWT), flag leaf dry weight (FLDWT), and b) among their low-fertility 
tolerance indices (LFTI's) across 17 winter wheat cultivars grown with 
and without fertilizers at Clinton in 1987.
a) GY TWT FLA FLFWT
TWT -0.14
FLA 0.61** -0.52**
FLFWT 0.60** -0.44** 0.98**
FLDWT 0.48** -0.43** 0.96** 0.97**
b)t Low fertility tolerance indices (LFTI)
(I )GY (I)TWT (I)FLA (I)FLFWT
(I)TWT -0.72**
(I)FLA 0.26 -0.06
(I)FLFWT 0.20 0.03 0.93**
(I)FLDWT 0.03 0.02 0.90** 0.87**
** Significant at 1% probability level.
+ (I) stands for low-fertility tolerance index (LFTI), as for example, 
(I )GY - low-fertility tolerance index for grain yield, and so on.
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Table 10. Mean yield, percent yield-loss to low fertility (PYL), 
low-fertility tolerance index (LFTI), and their respective ranks for 17 
winter wheat cultivars grown with and without fertilizers in three field 
experiments.+
Cultivar Mean yield
Yield
ranks PYL
PYL
ranks LFTI
LFTI
ranks
Arthur 71 1.59 15 43 5 0.87 5
Blueboy II 2.17 7 42 4 0. 74 3
Coker 68-19 1.53 16 38 2 0.71 2
Coker 762 2.51 2 41 3 0.82 4
Coker 797 1.46 17 49 9 1.03 9
Coker 916 2.44 4 57 13 1.15 15
Coker 983 2.34 5 51 10 1.02 8
Florida 302 2.77 1 59 14 1.26 16
Hunter 1 .74 11 52 11 1.09 14
Massey 2.06 9 37 1 0.69 1
McNair 1003 2.45 3 47 7 0.91 6
McNair 701 1.61 14 48 8 1.07 12
Nelson 1.99 10 51 10 1.08 13
Oasis 1.71 12 54 12 1.06 11
Omega 78 1.63 13 46 6 1.00 7
Southern Belle 2.11 8 49 9 1 .00 7
78DW14 2.26 6 54 12 1.05 10
t Mean yield in Mg ha \  PYL, LFTI and their ranks are averages of three 
field experiments.
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Table 11. Stability variance (a a), regression coefficient (b^),
coefficient of determination (r. ), variance of genotypic mean
(S.2), mean yield (X ), percent yield-loss to low fertility (PYL), and 
low-fertility tolerance index (LFTI) of 17 winter wheat cultivars.t
Cultivar
V b i V V *i* PYL LFTI
Arthur 71 0.51** 0.94 0.66 0.83 1 .59 43 0.90
Blueboy II 1.51** 1.28 0.72 1.64 2.17 42 0.80
Coker 68-19 0.33* 0 .68** 0.67 0.39 1.53 38 0.76
Coker 762 0.25 1.00 0.71 0.85 2.51 41 0.84
Coker 797 3.36** 0.25** 0.07 0.62 1.46 49 1, 10
Coker 916 0 .66** 1.49** 0.93 1.71 2.44 57 1.09
Coker 983 0.15 1. 13 0.91 1.01 2.34 51 1 .00
Florida 302 1.10** 1.63** 0.93 2.05 2.77 59 1.23
Hunter 1.54** 0.60 0. 34 0.62 1.74 52 1 .02
Massey 0.55** 0.93 0.70 0.82 2.06 37 0.74
McNair 1003 1.39** 1.39 0.69 1.77 2.45 47 0.86
McNair 701 0.98** 0.53** 0.47 0.35 1.61 48 0.99
Nelson 0.01 0.99 0,85 0.76 1.99 51 1.06
Oasis 0.48* 1.17 0.81 1 .18 1.71 54 1.06
Omega 78 1.49** 0.49* 0.29 0.45 1.63 46 1 .00
Southern Belle 0 .66* 1.26 0.81 1.37 2.11 49 1.02
78DW14 0. 14 1.25** 0.96 1.20 2.26 54 1 .04
*, ** Significant at 5Z and 1Z probability levels, respectively.
t Stability statistics were calculated across six environments: three 
year-location combinations x two fertility levels; PYL and LFTI are 
average over_three year-location combinations.
+ Mean yield (X^) in Mg ha
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Grain yield (GY), PYL, LFTI, and their respective ranks and o 2,
bj, r 2, and S ^ 2 of 17 cultivars across three f ield experiments are
presented in tables 10 & 11. In general, cultivars with larger r^2
values had relatively smaller 2 irrespective of the magnitudes of b^,
whereas S.2 and b^ values were similar. S.2 assumed a smaller value if
l i l
b^ was small, irrespective of the goodness of the linear fit
value). Cultivars with higher linear regressions coupled with larger
r 2 values had comparatively higher mean yield, and an association of
high PYL with high regression and high mean yield was noticeable.
Calculations of PYL and LFTI were structurally similar, and therefore,
they ranked cultivars almost similarly. These relationships were
demonstrated in rank correlation coefficients (Table 12). r^2 was
negatively correlated with o^2 but positively correlated with b^. 2
was highly positively correlated with b^ and rj2, The positive
correlation of S^2 with r^2 may be incidental since there is no
statistical or theoretical reason for this relationship. was
positively correlated with b^, r^2 , and S^2 . Since S^2 is mainly a
function of regression, the relationship of S^2 with X was due to the
relationship of b^ with X^.
LFTI and PYL were directly rank correlated, but PYL was correlated
with b, and r.2 while LFTI was uncorrelated with mean yield and all of 
i j
the stability statistics. Growth duration (HD) of the cultivars was 
related to stability and regression response for yield. HD was 
positively correlated with b^ and Although not significant, HD had
some degree of negative correlation with o^2. These mean that later 
cultivars had relatively high and more consistent yield. However, LFTI 
and PYL were uncorrelated with HD.
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Table 12. Rank-correlation coefficients among stability variance (o^2), 
regression coefficient (b^), coefficient of determination (r 3), 
variance of genotypic mean (S^2), mean yield (X.), lov-fertility 
tolerance index (LFTI), percent yield-loss to low fertility (PYL), and 
days to heading (HD) of 17 winter wheat cultivars.
Stability statisticst Tolerance index *
°i3 bi V S 2 X.l LFTI PYL
bi
-0.16
V -0.57* 0.80**
V -0.01 0.96** 0.70**
X.1
0.17 0.81** 0.70** 0.79**
LFTI 0.09 0.19 0. 34 0.25 0.08
PYL
00o01 0.46* 0.54* 0.44 0. 36 0.87**
HD -0.40 0 .66** 0.57* 0.62** 0.35 0.11 0.19
*, ** Significant at 52 and 12 probability levels, respectively.
+ Across six environments, three replications in each environment. 
$ LFTI and PYL are averages over three field experiments.
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Data suggested that tolerance to low fertility, expressed in PYL or
LFTI, was independent of mean yield in ranking cultivars. Tolerance to
low fertility was also independent of group B, type 2 stability of Lin
et al. (1986). PYL was correlated with group C, type 2 stability of Lin
et al, (1986) and to some extent with variance of genotypic mean (group
A, type 1 stability) and mean yield. PYL was calculated from the yields
of individual cultivars at low and high fertility levels from each
experiment. Therefore, the reduction in yield due to low fertility
(PYL) was influenced by the yield potential of a cultivar. The
strong positive correlation between and b^ (r * 0.81**, table 12) is
a common phenomenon (Laing and Fischer, 1977; Fischer and Maurer, 1978).
Therefore, yield potential, percent yield loss, and regression response
are interrelated. This was apparent in the significant positive
correlation (r ■* 0.A6*) of PYL with b^. In order to have an index which
is free from associations with yield potential and regression response,
LFTI was calculated. LFTI is a function of relative yield
which depends on the environment index, i.e., mean relat ive yield
(Y-/Y. ) of each experiment. Therefore, as long as cultivar yield is 
1 h
linearly related with environment index, or in other words, the yield
data fit the linear regression model, LFTI value of a cultivar will 
remain unchanged and independent of the mean yield of a particular
location, year, or experiment (Fischer and Maurer, 1978). Therefore, 
LFTI is more useful than PYL in ranking cultivars for low fertility 
tolerance across a range of fertility stress. But, LFTI should not be 
used in describing a cultivar if b^ value is not significant, i.e.,
small r^1 or large deviation from linear regression. Bruckner and 
Frohberg (1987) found regression response, tolerance index, and mean
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yield under stressed condition to provide a more complete description of 
cultivar stress-tolerance, when they were used together, than any 
analysis used alone.
The relative ranks of LFTI, b^, r^2* an(* mean yield at low and high 
fertility levels and across fertility levels are presented in Table 13. 
Cultivars with large LFTI values were more sensitive to low fertility. 
All combinations of mean yield and tolerance levels were found among the 
17 cultivars studied. Cultivars with combinations of low, moderate, and 
high levels of mean yield and low-fertility tolerance together with 
relatively high r^2 (except McNair 701 with r^2 = 0.47) values were
selected to be used as parents for crossing (Table 14).
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Table 13. Mean yields at low fertility (F0), high fertility (FI), and 
across fertility levels, rgression coefficient (b^), coefficient of 
determination (r^3), and rank of low-fertility tolerance (LFTI rank) of 
17 winter wheat cultivars grown in three field experiments.
Cultivar
Yield
FOt
Yield
Fit
Yield 
across F0&F1 bi ri2
LFTI
rank
Arthur 71 1. 16 2.02 1.59 0.94 0.66 5
Blueboy II 1.60 2.74 2.17 1.28 0. 72 3
Coker 68-19 1.18 1.89 1.53 0 .68** 0.67 2
Coker 762 1.86 3. 16 2.51 1.00 0.71 4
Coker 797 0.99 1.94 1.46 0.25** 0.07 9
Coker 916 1.46 3.43 2.44 1.49** 0.93 15
Coker 983 1.54 3.15 2.34 1.13 0.91 8
Florida 302 1.61 3.93 2.77 1.63** 0.93 16
Hunter 1.12 2.36 1.74 0.60 0.34 14
Massey 1.60 2.53 2.06 0.93 0.70 1
McNair 1003 1.67 3.22 2.45 1 . 39 0.69 6
McNair 701 1. 12 2.11 1.61 0.53** 0.47 12
Nelson 1.30 2.67 1.99 0.99 0.85 13
Oasis 1.08 2.35 1.71 1.17 0.81 11
Omega 78 1.15 2.11 1 .63 0.49* 0.29 7
Southern Belle 1.42 2.80 2.11 1 .26 0.81 7
78DVI14 1.42 3.10 2.26 1.25** 0.96 10
*, ** Regression coefficient significantly different from 1 at 5Z and 1Z 
probability levels.
t Fo and FI, without and with fertilizers, respectively.
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Table 14. Characteristics of the winter wheat cultivars selected as 
parents to be used in crosses to study heritability of low-fertility 
tolerance index (LFTI).
Cultivar
Grain
yieldt
Yield
ranki
LFTI
value
LFTI
rank$
Characteristics
codesS
Blueboy II 2.17 7 0 . 74 3 MY + HT
Coker 68-19 1.53 16 0.71 2 LY + HT
Coker 983 2.34 5 1.02 8 MY + MT
Florida 302 2.77 1 1.26 16 HY + LT
McNair 1003 2.45 3 0.91 6 HY + MT
McNair 701 1.61 14 1.07 12 LY + LT
t Grain yield in Mg ha averages of three field experiments.
+ Ranks are based on 17 cultivars in each of the three field experiments 
and averaged over three experiments; lower the yield-rank value, 
higher the yield; lower the LFTI-rank value or LFTI-value, higher the 
tolerance.
I H “ high, L = low, M * moderate, T ■ tolerance, and Y * yield.
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Si^nary and Conclusions
Variability in stability and tolerance were found among the random 
set of 17 winter wheat cultivars. Grain yield and harvest index were 
found to be the most appropriate traits to measure the differential 
response of cultivars to soil fertility levels.
An index (LFTI) similar to drought susceptibility index (S), based 
on yield reduction due to drought and used by several authors, was used 
to rank cultivars for tolerance to low fertility. LFTI was uncorrelated 
with stabil ity statistics 3 » 2» anc* 2 * anc* mean yield.
Therefore, high yield stability, high yield potential, as well as high 
tolerance to low fertility can be combined in a variety. LFTI was 
highly correlated with percent yield loss (PYL). Since the intensity of 
low fertility stress was accounted for in LFTI, this system is superior 
to PYL in ranking cultivars across different locations or experiments. 
The usefulness of LFTI depends on the fitness of cultivar yields to 
linear regression (Fischer and Maurer, 1978). Therefore, care should be 
taken to describe cultivar by LFTI only when the regression line of the 
cultivar has a good fit. There was some degree of relationships of 
growth duration with stability and regression response. Number of days 
to heading (HD) was positively correlated with b^ and r^3 and negatively 
correlated with o^3.
Cultivars were significantly different from one another for the 
flag leaf characteristics. LFTI for flag leaf area, fresh weight, and 
dry weight were rank correlated with one another, but uncorrelated with 
LFTI for grain yield. Since flag leaf area or weight was highly
positively correlated with grain yield, LFTI for flag leaf
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characteristics can be used as an indirect indicator of cultivar 
reactions to stress. Flag leaf fresh weight (FLFWT) was as good as flag 
leaf area (FLA) or flag leaf dry weight (FLDVJT) with respect to its 
relationship with grain yield. Moreover, samples of 10 flag leaves 
(collected at booting stage) were sufficient to determine the same 
relationships as found by earlier researchers with samples of 50 flag 
leaves. Therefore, FLFWT would be the most easily measured parameter, 
and any number of flag leaves between 10 and 50 would be adequate.
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Appendix 1. Locations, soil series, and soil families of the Louisiana Agricultural Experiment Station 
wheat performance trial sites.
Location t Soil series Family
Alexandria (AX) Norwood silt loam Fine-silty, mixed (calcareous), thermic Typic 
Udifluvents
Bossier City (BC) Moreland silty clay loam Fine, mixed, thermic Vertic Hapludolls
Baton Rouge (BR) Oliver silt loam Fine-silty, mixed, thermic Aquic Fragiudalfs
Crowley (CR) Crowley silt loam Fine, montmorillonitic, thermic Typic Albaqualfs
Jeanerette (JE) Baldwin silty clay loam Fine, montmorillonitic, thermic Vertic Ochraqualfs
St. Joseph (SJ) Sharkey clay Very-fine, montmorillonitic, non-acid, thermic Vertic 
Haplaquepts
Winnsboro (WN) Cigger silt loam Fine-silty, mixed, thermic Typic Fragiudalfs
t AX, BC, BR, and so on are abbreviations for the location names.
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Appendix 2. Average grain yield, plant height, and days to heading of 17 
winter wheat cultivars grown at Baton Rouge in 1985 and 1986, and 
Clinton in 1987.
Cultivar Grain yieldt Plant height
Days to 
heading
Mg ha * cm days
Arthur 17 1.59 92 144
Blueboy II 2.17 98 141
Coker 68-19 1.53 93 138
Coker 762 2.51 78 142
Coker 797 1.46 78 128
Coker 916 2.44 87 142
Coker 983 2.34 80 137
Florida 302 2.77 91 142
Hunter 1.74 76 129
Massey 2.06 94 139
McNair 1003 2.45 88 140
McNair 701 1.61 91 138
Nelson 1.99 94 140
Oasis 1.71 85 144
Omega 78 1.63 81 133
Southern Belle 2.11 85 143
78DW14 2.26 94 142
Range 1 .46-2.77 76-98 128-144
t Adjusted to 13X moisture content.
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Appendix 3. Mean yield and percent yield loss due to low fertility (PYL) 
of 17 winter wheat cultivars grown with and without fertilizers in 1985 
and 1986 at Perkins Road Farm, Baton Rouge.
Cultivar
1985 1986 Across years
Mean yield PYL Mean yield PYL Mean yield PYL
Mg ha'1 % Mg ha 1 % Mg ha 1 %
Arthur 71 0,78 38 1 .99 69 1.39 54
Blue boy II 0.96 16 2.61 65 1.79 41
Coker 68-19 1.05 20 1.77 64 1.41 42
Coker 762 2.11 37 2.38 71 2.25 54
Coker 797 2.15 41 1.20 65 1.68 53
Coker 916 1.86 50 2.46 80 2.16 65
Coker 983 2.03 37 2.52 68 2.28 51
Florida 302 2. 15 53 2.90 72 2.53 63
Hunter 2.06 35 1.38 74 1.72 55
Massey 1.36 22 2.56 59 1.96 41
McNair 1003 1.84 20 1.55 64 1.70 42
McNair 701 1.32 38 2.69 52 2.01 45
Nelson 1.63 54 2.15 66 1 .89 60
Oasis 0.78 36 2.08 70 1.43 53
Omega 78 1. 74 61 1 .47 58 1.61 60
Southern Belle 1.28 30 2.33 76 1.81 53
78DW14 1 .77 44 2.41 74 2.09 59
Mean 1 .54 38 1.95 66 1.75 52
LSD.05
0.55 0.73 0.64
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