ABSTRACT. We have carried out a concept study for a wide-field monolithic integral field unit (IFU) spectrograph for extremely large telescopes (ELTs). We target in this paper the technological challenges that have to be faced in order to build such an instrument, focusing on the adaptive optics (AO) requirements, the image slicer technology, and the detectors status. We also address the main science drivers, together with the concept design and the expected performance applied to the European-ELT (E-ELT) case. A monolithic wide-field spectrograph provides a continuous field of view (FOV) separated by a field splitter in several subfields, each of them feeding a module featuring an image slicer, a collimator and a spectrograph. The use of image slicers provides 3D spectrographic images of the complete FOV, allowing for detection and study of sources without need of targeting them, a very useful property especially for the deep observation of faint high-redshift objects, whose density on the sky is expected to be quite high. In light of this discussion, we suggest the advantages of using shorter wavelengths and its implication in both the scientific program and the budget.
INTRODUCTION
Integral field spectroscopy (IFS) is a technique of rising importance due to its capability to provide the spectrum of each single element in a 2D spatial field. The technique consists in using a spatial unit to reorganize the field and a spectral unit to disperse the light. It is especially powerful combined with extremely large telescopes (ELTs), to explore configurations where the combination of high spectral and spatial resolutions creates photon-starved regimes. Nowadays, three types of spatial units are used: microlens arrays, fibers, and image slicers (IS). We focus on the last.
Among the present instruments based on image slicing integral field units (IFUs) are the United Kingdom Infrared Telescope Imaging Spectrometer (UIST) (Wells et al. 2000) , the Gemini Near InfraRed Spectrograph (GNIRS) (Dubbeldam et al. 2000) , and the SINgle Faint Object Near-IR Investigation (SINFONI) (Eisenhauer et al. 2003) . Future instruments include the Near-InfraRed Spectrograph (NIRSpec) (Prieto & Vivès 2006) for the James Webb Space Telescope (JWST), the nearinfrared Multi-Object integral field Spectrometer (KMOS) (Sharples et al. 2006 ) and the Multi-Unit Spectroscopic Explorer (MUSE) ) both second-generation instruments for the Very Large Telescope (VLT). MUSE has been mainly designed for the study of galaxy formation and evolution.
In Table 1 we have summarized the main characteristics of these instruments. As can been seen, the existing IFS and the ones that are in design have small fields of view (FOVs) and are dedicated to detailed study of single objects, or have some multiplex capabilities that let them study a few objects at the same time, but they have to perform imaging first in order to select the objects. The major step that MUSE represents is the possibility of blind observation. This is the reason why the instrument that we propose in this paper is based on the design of MUSE. Our intention is to combine the high sensitivity that an ELT will provide (it will complement JWST in the NIR, detecting fainter objects if equipped with high-performance adaptive optics [AO; Russell et al. 2004] ) with the balance among multiplex and robustness that an instrument like MUSE has. In this paper we discuss the suitability of IFU-type spectrography to the particular requirements of the ELTs. The highlevel specifications derived from the science case for the ELT require a large FOV and a good spatial resolution. There are several approaches for fulfilling these specifications. One of the approaches is multi-object spectrography, which proposes to observe small patches of sky in a large FOV. It can only perform optimally if provided with multiobject AO (MOAO), a system that is not likely to be present for first light instruments in the E-ELT due to its complexity. Multi-object instruments are good for observing small objects usually emitting at long wavelengths. Therefore, the operating waveband of such instruments usually goes beyond 1.7 μm. It makes it mandatory to cryogenically cool down the instrument, as is explained in § 2.1, with the consequent budgetary load. Finally, near-infrared detectors are expensive. The total number of pixels for the spatial and spectral resolutions that are generally considered for an ELT is in the order of magnitude of 10 8 . That means that a substantial part of the budget will be allocated to the detectors only.
For all these reasons, a multi-object spectrograph seems too risky and expensive an option for a first-light instrument. We therefore approach the problem in a different way. We propose an instrument that observes a reasonably large continuous FOV and can operate even if only ground-layer AO (GLAO) correction is available on the telescope. We also propose to restrict the upper wavelength to 1.6 μm, so that the instrument does not need to be cooled. Such an instrument would provide interesting science, as is explained in § 3. High-z objects could be observed along with larger galaxies.
The paper is organized as follows. In § 2, we address the status of the technology required for applying such a concept to an ELT. The main scientific targets to be studied with the instrument are presented in § 3. The conceptual design and expected performance for the E-ELT are assessed in § 4 and 5, respectively, and conclusions are drawn in § 6.
TECHNOLOGY STATUS
The feasibility of IFS on ELTs strongly depends on some key technologies, the most important among them being image slicers, adaptive optics, and detectors. In this section, we study their current status and future prospects.
Cryogenics
Cryogenically cooling a large instrument brings the risk of requiring a substantial part of one's budget. To reduce this risk, we first look at how cooling down only the detectors would impact the performance of the instrument. The thermal infrared radiation produced by the instrument will introduce a background noise that has to be taken into account in the exposure time calculation, because it will be the main factor limiting the sensitivity. Considering the instrument as a black body, Planck's law allows us to calculate the amount of photons per second per pixel that will be emitted for a certain wavelength at a certain temperature (Fig. 1) . Note that the product of a "black body" emissivity by the total etendue of the optical system (10 À10 sr m 2 pixel À1 in our system) is only a first approximation. For a temperature of 280 K we obtain a thermal background of 10 e À pixel À1 s À1 at 1.5 μm, and for 260 K it goes down to 1 e À pixel À1 s À1 . These numbers are quite conservative when compared to in-depth studies of the thermal background of other optical instruments, like the one carried out by Giavalisco (2002) .
Therefore, two options can be considered. The first one consists in limiting the upper wavelength probed by the instrument to 1.5-1.6 μm. With this option one avoids having to cool down the whole instrument and is left only with having to cool the detectors. Moreover, it allows for the possibility of usng InGaAs arrays. The second option is to consider a cryogenic cooling of the detectors coupled to a moderate cooling of the rest of the instrument. Indeed, simply cooling down the instrument to 200 K reduces the thermal background to 1 e À pixel À1 s
À1
at 2 μm, meaning that the performance of the instrument in the K band will not be strongly affected. Once again, the major disadvantage is the cost, because even a moderate cooling of a bulky instrument is expensive.
Detectors
Among the high-performance large infrared detector arrays that meet the demanding requirements of astronomy we are interested in two types: shortwave HgCdTe and InGaAs arrays. They have been extensively compared in terms of noise, dark signals, and quantum efficiency by Smith (2004) and Seshadri et al. (2006) as part of the study for the SuperNova Acceleration Probe (SNAP) Program. We can find a comparison of the Rockwell HgCdTe detector hybridized to their HAWAII-2RG readout multiplexer, and the InGaAs detector made by Sensors Unlimited (now in the Optical and Space Systems Division of Goodrich Corporation) hybridized to the HAWAII-1RG readout multiplexer, at 140 K. The cutoff wavelength for both types of detectors is 1.7 μm. They can be operated at the same temperature as CCDs. The compared general characteristics of the two different types of detectors resulting from that study are shown in Table 2 . Both types present excellent quantum efficiency, of around 80%. At 140 K, HgCdTe detectors present better dark current than InGaAs detectors, but in both cases it is lower than 0:12 e À pixel À1 s À1 . InGaAs detectors are cost-effective because they are fabricated using processes that have been well developed and proved in the telecommunications industry, permitting high-volume fabrication. The arrays are made by metal-oxide chemical vapor deposition of InGaAs onto commercial indium phosphide (InP) wafers of 3-inch-diameter (∼76 mm). Nowadays the largest arrays have 1280 × 1024 pixels of 20 μm in length. The cost per pixel is approximately $0.06. In the future, the plan is to use 4-inch wafers ( ∼100 mm) to build 4096 × 4096 arrays of 15 μm pixels, and the cost per pixel is expected to decrease to $0.03. The cost per pixel of 2048 × 2048 18 μm pixels HgCdTe detectors is nowadays approximately $0.12 (from Ives 2005) . 4096 × 4096 arrays of 10 μm pixels are planned (Rogalski 2005) , but the impact on cost per pixel is not yet known. Large numbers of detectors will be necessary for any instrument designed for an ELT, meaning that a substantial part of the budget will be allocated to the detectors. This renders a collaboration with the industry indispensable to reach a lower cost per pixel, particularly in the case of using HgCdTe detectors.
Finally, an issue that will need to be addressed, and is also related to pixel size, is the camera f-ratio and sampling. The high-level specifications derived by the ELT Design Study to probe the epoch of the formation of the first galaxies with a wide field spectrograph, recommended a spatial resolution of minimum 120 mas (Cuby et al. 2006) . In Figure 2 , we have plotted the expected effective radius for our model sources, which peaks around 50-60 mas. Taking the case of the European ELT, with a 42-m diameter aperture, if we want to sample 60 mas in 1 pixel of 20 μm, the required f-ratio of the camera is 1.6. If we want to sample the same angular field in a 15 μm pixel, then the f-ratio of the camera is 1.2, but if we want to use 10 μm pixels it falls below f=1, the technical limit so far. Solutions range among smaller sampling, oversampling, or physically larger pixels. For a large field spectrograph smaller sampling or oversampling are not satisfactory, because the amount of pixels needed to cover a FOV of half an arcminute in diameter sampled at 56 mas with 5000 in spectral resolution is already in the order of 10 8 . Physically larger pixels are therefore a better choice in our case. For InGaAs arrays, a pixel size of 17 μm is the maximum that can be reached for 4096 × 4096 pixels detectors built on commercial 4-inch InP wafers. But 6-inch InP wafers already exist (Iwasaka et al. 2003) and efforts are being made to manufacture them industrially, which would permit obtaining 4096 × 4096 arrays of 20 μm pixels.
Adaptive Optics
It is essential to build any ELT with a powerful AO system to unleash all its scientific potential. AO can either be embedded in the telescope or in the instruments themselves. In our case, we consider that the former will have a built-in adaptive optics corrector, and, because the instrument will use it, the type of correction that it provides is a key issue. Different systems are being developed that can be split into single or multiply conjugated, layer-oriented, or tomographic, according to the approach they follow. The two relevant concepts for us are groundlayer AO (GLAO) and laser-tomography AO (LTAO). GLAO only corrects the layer of atmospheric turbulence that is near the ground, using a unique deformable mirror (DM), and thus allows for a moderate level of correction over a large FOV. Actually, it works like a "seeing reducer." In the system proposed by Tokovinin (2004) for instance, the seeing is reduced in such a way that at 0.7 μm the energy encircled in 200 mas is ∼25% 4′ off axis and ∼40% on axis. LTAO employs tomography to correct not one layer but a certain volume, to obtain an intermediate resolution in a continuous intermediate field of view, i. e. less than 1′ in size. It corrects the so-called cone effect, which degrades the performance of the system. According to the simulations done at ESO for the E-ELT (Le Louarn et al. 2006 ) one can expect to reach an encircled energy of ∼33% at H band in 50 mas with LTAO. As shown in § 4, given our instrument's specifications, LTAO would fulfill the requirements. In case the telescope works with GLAO at first light, the instrument would also be able to reach a reasonably good performance, as can be seen in § 4, and could later work at full capacity as laser guide stars and LTAO are implemented.
Image Slicers
There are powerful reasons to use image slicing as a method to perform IFS. Its advantages over other methods are well described in Content (1998) . The methods that cut the field with fibers and lenses suffer from low data-packing efficiency of spectra in the detector. Microlens arrays also suffer from limited spectrum length, and fibers from coupling losses. Since, as we have explained before, the amount of pixels is a constraint for the spectral and spatial resolution, having unused pixels can be considered a luxury. We therefore stick to image slicing as the preferred technique for the IFS that we propose in this paper.
There are currently two different technologies to build IS: the "glass" technology and the "metallic" one. A very extensive study about image slicers can be found in Laurent (2006) .
Two instruments that are already operating (UIST and GNIRS) work with metallic ISs. For MUSE, this technology has been heavily studied during the design phase (Laurent et al. 2006 ). However, it was decided to use glass slicers because the metallic technology was not judged mature enough for the visible domain in which MUSE will observe. In general, the optical performances of the glass ISs are better than those of their metallic counterparts, mainly because they have to be individually produced. However, for this very same reason they have the disadvantage of being significantly more costly when used to build a multimodule spectrograph. In the case of a large monolithic instrument, due to the important number of modules, it will be necessary to build and test them through an industrial process, in order to lower the costs. This could be done using diamond micromachining. The state of the art of diamond machining for micro-optic components is described in Davies et al. (2003) . Currently, fully programmable five-axis machine tools that can produce contoured surfaces of optical quality up to 5 nm rms are available. Ultra precision machining seems a very cost-effective method especially if combined with a bulk parallel process such as molding.
SCIENTIFIC CASE
In this section, we focus on a compelling science case for the instrument described in the next section: the formation of the first galaxies. In other words, we consider that the main targets of our instrument will be very faint galaxies, i.e., so faint that even though JWST will be able to identify "candidate" galaxies by their continuum emission, spectroscopy will be needed to confirm that they are genuine high-redshift galaxies and not interlopers. As a matter of fact, their observed AB magnitudes are predicted to be larger than 27 in the Johnson K band (see Fig. 3 ) for objects located at z > 7, but we argue that they will emit a significant flux in the Lyα line. Such objects have already been detected at z ¼ 6 in the Hubble Ultra Deep Field (Stanway et al. 2007 ) and possibly up to z ¼ 10 ( ) by taking advantage of the gravitational lensing magnification of the flux in the Lyα line.
These objects play a fundamental role in our understanding of the theory of galaxy formation because they are the fundamental building blocks, the first progenitors of the local galaxies that we see today. They are also believed to be the main contributors to cosmic reionization, putting an end to the so-called "dark ages" that followed the emission of the cosmic microwave background at recombination. Therefore, a systematic study of these galaxies will be a key step forward in the knowledge of the formation and evolution of galaxies and their impact on the cosmological reionization of the Universe.
Even though it is expected that they will be discovered by JWST, it is unlikely that this facility will be able to perform spectroscopy on a large sample of these objects, because its resolution limit for a 10 σ measurement with resolution R ¼ 1000 in 10 ks, is of the order of 26 AB magnitude at 2 μm. Given these numbers, it is not even certain that JWST will be able to measure the spectra of the faintest galaxies, located beyond z > 10. Therefore, we argue that, in spectroscopic mode, up to 2 μm an ELT would be more competitive than JWST for detecting Lyα emission lines: comparing the likely sensitivity of a 42 m ELT with the one of JWST with R ¼ 1000 in 10 ks, we obtain, at 1.7 μm a flux limit of 8 × 10 À20 erg s À1 cm À2 in the case of the ELT, assuming an AO corrected PSF of 0.05″ containing 40% of the energy, and a flux limit of 8 × 10 À19 erg s À1 cm À2 for the JWST. At wavelengths longer than 2 μm the thermal emission of a ground-based telescope and the atmosphere are likely to be too important to be competitive with a space facility like JWST, but nevertheless, we feel that an ELT will be a necessary complement of JWST for spectroscopic applications (Hook 2005) . In order to deduct high-level specifications for the instrument from the science case, it is important to calculate the object density on the sky. However, to the best of our knowledge, the existing surveys of Lyα emitters around z ¼ 5-6 whose results could be extrapolated to higher redshifts (i) still are dealing with small number statistics (only 28 objects in the Shimasaku et al. 2006 sample at z ¼ 5:7 are spectroscopically confirmed, 17 in the Kashikawa et al. 2006 sample at z ¼ 6:5 and 1 object in the Ota et al. 2007 reference at z ¼ 7) (ii) do not yet cover a large enough field of view (less than a square degree) to be considered representative of Lyα emitters: the cosmic variance error is still large (estimated to be over 30% by Kashikawa et al. 2006) . In other words, we believe that no final consensus (as far as the number density of Lyα emitter is concerned) has been reached yet, especially at the faint end of the luminosity function where the emitters are the most numerous.
Moreover, the number of objects will strongly depend on the details of reionization itself: how long it does last, and when exactly it takes place, as this will impact the amount of Lyα photons that can escape absorption within the intergalactic medium. For these reasons, we prefer to rely on a theoretical approach to compute the number of expected sources. Starting from a N-body simulation to describe the formation, growth and clustering of gravitationally bound dark matter haloes in an expanding universe, we use semi-analytical prescriptions to populate them with luminous galaxies, as described in Hatton et al. (2003) . More specifically, we post-processed a 100 million particle N-body simulation, distributed in a cube 32 h À1 comoving Mpc on a side, with cosmological parameters values Ω Λ ¼ 2=3, matter halo resolved by this simulation has a mass around 3 × 10 9 M ⊙ (20 particles), which corresponds to a virial temperature around 20,000 K; i.e., these halos are just deep enough to trap the photoionized gas and radiatively cool it via atomic line processes. Although star formation will take place in lowermass objects before reionization is completed, one only expects it to become efficient above this mass threshold, because below 10,000 K and at z > 10 the only coolant, the H 2 molecule, is very inefficient, and deep potential wells are required for a significant quantity of material to reach the large overdensities where molecular clouds will fragment into stars. As a matter of fact, extremely high-resolution N-body plus hydrodynamical simulations that follow the out-of-equilibrium chemistry network for H 2 production show that one star of typically 100 M ⊙ will form per dark matter halo of 106 M ⊙ (O'Shea & Norman 2007), therefore having an efficiency of about 0.1% in turning gas into stars as compared to a few percent for galaxies in the local universe.
Several groups (Le Delliou et al. 2006; Nilsson et al. 2007 ) have used similar approaches to predict the number of Lyα emitters at z > 7. However, all these predictions are very sensitive to (i) the initial stellar mass function adopted, (ii) the amount of dust adopted, (iii) the treatment of the HI kinematics of the ISM, and (iv) the transmission of the IGM near Lyα emitters. These caveats make it fairly difficult to meaningfully compare the different model extrapolations to redshifts where there is no data. Therefore, we simply state here that we have compared our numbers to those obtained with the model used by Le Delliou at z < 7 (Le Delliou et al. 2005) . They agree to within a factor of 2 in this redshift range. Finally, the model we use here is identical to that used in Blaizot et al. (2004) to reproduce the abundance and properties of Lyman Break Galaxies at redshift 3, which makes us as confident as FIG. 4 .-Number counts and redshift distribution for sources with a Lyα flux limit of ∼5 × 10 À20 erg s À1 cm À2 as predicted by the numerical approach described in the text, in the case where reionization occurs instantaneously at z ¼ 10.
we possibly can be about the Lyα emitter number extrapolation at the higher redshift performed in this work.
Bearing these caveats in mind, numbers of sources along with their redshift distribution are plotted in Figure 4 as a function of flux. Once again, for all the reasons previously discussed, it is extremely difficult to quantify uncertainties. However, we believe that the assumptions we have made, apart perhaps from the duration of the reionization (which we assumed happened instantaneously) are quite conservative in terms of Lyα photon flux. In particular, we assumed that (i) the initial mass function for stars is the same as those at low redshift given by Kennicutt (1983) , instead of a top-heavy one favored by numerical simulations, which would produce more Lyα photons; (ii) the fraction of Lyα photons able to escape from each object is 15% on average, which is higher than the few percent value generally used for local starbursts (e.g., Mas-Hesse et al. 2003) but conservative with respect to the 50% derived for their high-redshift counterparts. (Steidel et al. 2001 estimate that half of the Lyman continuum photons leak out of Lyman break galaxies at z ¼ 3:4); (iii) no Lyα photon is produced by proto-galaxies located in dark matter halos with masses less than 3 × 109 M ⊙ . Hence, we believe our results should be considered as a lower limit rather than as a tentative prediction of the number of sources. This being said, for an instrument able to perform observations of high-redshift objects between 7 < z < 15, limited to measure line fluxes > 5 × 10 À20 erg s À1 cm À2 , the minimal object density on the sky derived from Figure 4 is about 50 arcmin À2 .
CONCEPTUAL DESIGN: APPLICATION TO THE E-ELT
The E-ELT is a project jointly funded by the European Southern Observatory (ESO) and the European Community. The preliminary design of the facility started in 2007, and the goal is to have the E-ELT Observatory operational around 2015. A large group of European Institutes are developing critical studies and technologies to make it possible. The latest proposed design consists of a telescope with a diameter of up to 42 m, and an f-ratio of 15. The work presented in this section is part of the European ELT Design Study (see Cunningham et al. 2006 ).
As we have explained before, integral field spectroscopy is based on a reorganization of the field using a spatial unit. First the FOV is separated in N subfields and then each subfield feeds a module featuring an image slicer, a collimator and a spectrograph, as shown in Figure 5 . The N number of subfields is calculated dividing the total number of spatial and spectral samples by the number of pixels of the detector. In this design we consider an image slicer for cutting each subfield into a series of slits and re-arranging it forming a pseudo-slit perpendicular to the dispersion direction in the entrance of a classical long-slit spectrograph. The all-reflective configuration that has been selected in the last phase of the MUSE design project has also been chosen for the IS here. Each IS (see Fig. 5 ) is composed of an image dissector array (IDA), and a focusing mirror array (FMA). They fulfill two functions: imaging the slices in the spectrograph entrance slit and re-imaging the input pupil of the telescope at infinity (see Fig. 6 ). After that, light is dispersed by a grating and imaged by the camera at the detector's plane.
The reason for including the anamorphoser in the fore-optics before the field splitter is not to have to manufacture it N times. Its function is to introduce a magnification ratio among the spatial and spectral directions in order to have 2 pixels per spectral sample and 1 pixel per spatial one. This is necessary in order to have two pixels projected along the width of the spectrograph's entrance slit, thus fulfilling Nyqvist's sampling theorem in the spectral direction.
A general three-dimensional view of the instrument concept is represented in Figure 7 . The total volume of the instrument is 17 m 3 , including the access space for maintenance. The total weight will depend on the detailed design. To make a rough estimation, considering MUSE, that has 24 modules and weights 6 tons, the instrument will not weigh less than 10 tons. A closely packed configuration is the goal, allowing for the possibility of having all the spectrographs embedded in a common cryogenic environment if needed. 
Specifications
For science case reasons (size [see Fig. 2 ] and typical velocities of proto-galaxies [between 50-100 km s À1 ]), we choose an angular sampling of 56 mas and a spectral resolution of 5000. Each module is provided with a 4096 × 4096 pixel detector; with the spectral resolution of 5000 a bandwidth of 1:06-1:6 μm can be dispersed. The first issue to be considered is the number of modules and the number of pixels in the crossdispersion direction, which means a trade-off between the field of view and the spatial resolution. Along with the specified spatial sampling, we want to acquire a FOV as large as possible, but using a number of modules that do not compromise the feasibility of the instrument. If each module has a 4096 × 4096 pixel IR detector, to sample a 24 × 24 arcsec 2 FOV at 56 mas in the cross-dispersion direction (28 mas in the dispersion direction), and still disperse a bandwidth of 1.06-1.6 μm at a spectral resolution of 5000, we need 429 2 × 4061=4096 2 ¼ 44:5 modules. This number yields a concept constituted of 5 × 9 modules, each equipped with an image slicer formed by 48 slices. In order to have a more accurate estimation of the instrument size some numbers are summarized in Table 3 . As we mentioned before, another important parameter is the f-number of the spectrograph's camera. For the E-ELT case, with a diameter of 42 m, and considering pixels of 20 μm, we find an f-number of 1.8 in the cross-dispersion direction and 3.6 in the dispersion one. Table 4 summarizes the input parameters and baseline considerations for the monolithic IFU instrument concept.
We have to make clear that to predict the limiting magnitude and line flux for the proposed instrument, we assume a sky brightness resulting from the fit of the minimum values between the lines (thick line shown in Fig. 8) . We adopt the model of the sky brightness distribution of the Gemini Observatory (see Gemini's Observatory 2006) . The observations have to be performed outside lines, and consequently only a percentage of the bandwidth can be used. According to Martini & DePoy (2000) , for R ¼ 5000 we expect to have a percentage of 60% of the bandwidth free of OH lines.
EXPECTED PERFORMANCE FOR THE E-ELT
The performance of the system is calculated considering the limiting line flux. It is derived from the signal-to-noise ratio equation (after Howell 1992 and Chakraborty et al. 2005 ): 
where
The other variables are defined as follows: N and t are the number of exposures and the exposure time, respectively; τ , ExtðλÞ, and AbsðλÞ are the instrument's throughput, the atmospheric extinction, and the telluric absorption;
A T is the total light collecting area; f λ , f s , and δλ are the fraction of energy enclosed in the spectral bin and in the spatial bin, respectively, and the wavelength interval; F λ is the flux from the object; B s ðλÞ and A s are the sky background per arcsec 2 and the area of the sky over which the flux is summed; and n pix , N D , and N ro are the total number of integrated pixels, the dark current and the readout noise. The signal to noise computed in equation (1)is valid outside OH lines. The free OH fraction of the spectral range was calculated in § 4.1. Considering that the system operates with a GLAO correction, the expected performance, for a point source, is to concentrate 40% of the energy in a circle of diameter 200 mas in the K band. For the same system operating with a LTAO correction, the expected performance is to concentrate 40% of the energy in a pixel of 56 mas.
All the values of the above parameters have been given in the specifications, except the number of exposures and integration time that can be chosen by the user. For 15 exposures of 1 hr each, the limiting line flux and magnitude for a system operating with LTAO observing a point source in the 1.06-1.6 μm wavelength band are presented in Figures 9a and 9b , respectively. The expected performance at 1.3 μm for a point source as well as for a resolved object are given in Tables 5 and 6 . The number of pixels used for the source extraction is optimized in order to obtain the best result. In the GLAO-corrected case, integrating over 4 pixels allows us to recover 45% of the flux, and the limiting AB magnitude is 26.4. In the LTAO-corrected case integrating over 2 pixels allows us to recover 87% of the flux, and yields a limiting AB magnitude of 27.9. The point-spread function (PSF) used to calculate these values is a Gaussian function. In the LTAO case 70% of the energy is in a Gaussian function of full width at half-maximum (FWHM) 70 mas and 30% of the energy is in a halo of FWHM 56 mas. In the GLAO case 80% of the energy is in a Gaussian of FWHM 300 mas and the remaining 20% is in a halo of FWHM 100 mas.
CONCLUSIONS
We have presented in this paper the concept study of an integral field unit spectrograph adapted to extremely large telescope requirements. The technological challenges that have to be overcome with respect to image slicers, adaptive optics, and detectors have been studied. The image slicer technology is today in rapid progress and should be quite advanced at the time of ELT instrumentation. Adaptive optics is, of course, one of the main challenges of ELT, but it is not specifically related to the present instrument design. Although our design is optimized for LTAO system it will also work with a simpler GLAO system. Detectors are a strong cost driver for such an instrument, due to the large amount of pixels required. Applied to the particular case of the E-ELT, the spectrograph we deem realistically achievable could cover a FOV of 24 × 24 arcsec 2 sampled at 56 mas, featuring 45 modules each equipped with a 4k × 4k detector.
We made the choice to adopt InGaAs detectors and to move to the 1.0-1.6 μm wavelength range. Large InGaAs detectors are already commercialized, and their dark current, which used to be the main drawback preventing their use in astronomy, has recently reached a value of less than 0:12 e À pixel À1 s À1 at 140 K. Their cost tends to be lower than that of classical HgCdTe detectors, and most probably this trend will perpetuate in the future. Operating in the 1.0-1.6 μm wavelength range alleviates all the problems related to the need to cryogenically cool the instrument, and also mitigates the risk related to the technical difficulties and high cost of the cryogenic system. Previous studies (see Joyce et al. 1998 ) have shown that it is possible to do infrared spectroscopy with a noncryogenic spectrograph considering wavelengths no further than 1.4 μm. In addition, we cannot forget that at longer wavelengths an ELT loses competitiveness against the JWST, and the idea we advocate here is to build an instrument that is complementary to it, so there is no point to extend the wavelength range further in the IR where the instrument would be outperformed. Finally, there is a fantastically exciting and relevant scientific case to perform Lyα line observations at z ≥ 7, which is to comprehensively probe the reionization epoch, supposed to have been completed by z ¼ 10:9 AE 2:1 (Page et al. 2007). 
