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Abstract
In this dissertation diﬀerent approaches to robustness in ultra wideband
(UWB) wireless sensor networks, speciﬁcally biomedical applications, are
studied. UWB wireless sensor networks are unlicensed users of the fre-
quency spectrum and they can be interfered by signals from other licensed
users/devices that are generally narrowband signals. Due to the relatively
high power of narrowband interferences (NBI) UWB wireless sensor net-
works can strongly get aﬀected and loose their performance. This problem
is addressed in the thesis along methods to make UWB wireless sensor net-
works robust against NBI.
The discussed methods mainly come in two categories. One category sug-
gests methods for a blind UWB wireless sensor network, and by blind we
mean that the network has no knowledge about its proximity and NBI.
Signaling schemes, frequency interleaving, scheduling and modulation are
discussed in this category. The next category suggests using feedback
and keeping the UWB sensor network out of blindness. In this regard a
method for enabling feedback in ultra wideband spectrum is studied. It
should be mentioned that methods discussed in these two categories can
get combined although they are named under two categories.
Results show that in a blind system, multiband signaling scheme with
frequency interleaving and support of error correction codes can highly
increase robustness of the system against NBI. Looking at multiuser sce-
nario, a scheduling policy that is fair to all users and provides a steady
i
state to the system is found via Nash equilibrium. The proposed modu-
lation shows that it is capable of inherently recovering some errors that
occur due to NBI. When it comes to using feedback, the proposed meth-
ods, comprising compressed sensing and algebraic detector, provide good
advantages regarding complexity and performance.
Thus in a bigger picture, the thesis studies the mentioned problem in
UWB wireless sensor networks from diﬀerent aspects and the proposed
methods suggest practical solutions to the problem. Signiﬁcantly the dis-
cussed methods can be combined together to overcome the problem under
diﬀerent conditions.
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Chapter 1
Introduction
Wireless sensor networks (WSNs) may be a potential instrument for im-
proving many aspects of life quality. They have a wide range of appli-
cations, for example from simple environment monitoring to vital data
collection and controlling. We should keep in mind that by WSNs we
mainly refer to short range WSNs. An speciﬁc example on their applica-
tion could be biomedical wireless sensor network (BWSN) or body area
network (BAN), where sensors in such a network are used as biological
indicators to monitor health of humans or other living organisms and crea-
tures. For example sensors can be used for electroencephalography (EEG),
electrocardiogram (ECG), blood pressure measurement, etc. Sensors can
be of diﬀerent types where some are wearable and some of them may get
implanted in the body. With this biomedical application, BWSN can be
used to continuously monitor elderly people, and people under recovery,
while they lead their normal life. As another example, BWSN can remove
many wires of medical sensing equipments attached to the body while in
hospital. This makes it more tidy and easy for any action. Based on the
application of WSN the restrictions on the performance of the network
changes. Considering the BWSN that is used on humans, high perfor-
mance, reliability and stability are required. BWSN should be able to
work without any defect at required reliability, whenever and wherever.
Of course when we say ‘whenever and wherever’ it lies in a deﬁned range
of operating conditions, as it is the case for any device. In this context we
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look at techniques of implementation of wireless sensor networks, existing
challenges, and we approach one of the challenges, i.e. mitigating narrow-
band interference, using diﬀerent proposals.
The rest of this chapter is organized as following. Section 1.1 describes
implementation techniques for wireless sensor networks with a compara-
tive view. Section 1.2 presents the basics of ultra wideband (UWB) radio
technology. In section 1.3 existing challenges within UWB wireless sensor
networks are discussed. Section 1.4 brieﬂy explains the scope of this dis-
sertation. Contributions of the thesis is mentioned in section 1.5. Finally,
section 1.6 presents an overview on the thesis and shows the focus of each
chapter.
1.1 Short Range Wireless Sensor Network
A wireless sensor network can be implemented with diﬀerent techniques or
protocol standards, such as Bluetooth, ZigBee, UWB, and Wi-Fi. These
protocols are implementations of the IEEE 802.15.1, 802.15.4, 802.15.3,
and 802.11a/b/g/ standards, respectively. A brief introduction and com-
parison to these protocols is in place before we pick one of them for further
discussion.
Bluetooth is based on a wireless radio system designed for short range and
cheap implementation to replace cables for computer peripherals, such as
mice, etc. This range of applications is known as wireless personal area
network (WPAN) [40]. ZigBee deﬁnes speciﬁcations for low rate WPAN
in order to support simple devices which consume minimal power and typ-
ically operate in the personal operating space of 10m [40].
Ultra-Wideband (UWB) radio technology has been an interesting and at-
tractive technique for indoor short range and high speed wireless commu-
nication, in recent years [40], [59]. Wireless ﬁdelity (Wi-Fi) includes IEEE
802.11a/b/g standards for wireless local area networks (WLAN). It lets
users surf Internet at broadband speeds when connected to an access point
2
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or in ad hoc mode [40].
Now let us look at some of the diﬀerences among these protocols. In
Table 1.1 some aspects of these protocols are compared. A higher data
rate is provided by Wi-Fi and UWB compared to Bluetooth and ZigBee.
The spacial range of Bluetooth, UWB and ZigBee is intended for wireless
personal area network (WPAN) communication (about 10m), while Wi-
Fi is oriented to wireless local area network (WLAN) communication, i.e.
about 100m and is not short range in our context. Howsoever, ZigBee can
also reach 100m in some applications [40].
The power spectral density emission limit for UWB transceivers is -41.3
dBm/MHz according to the Federal Communications Commission (FCC)
regulations [61]. This is the same power limit that applies to unlicensed
emitters in the UWB band. The nominal transmission power for Blue-
tooth and ZigBee is 0 dBm and for Wi-Fi is 20 dBm [40].
Comparing the data rate we note that UWB provides the highest data rate
in short range communication. Therefore UWB is also very attractive for
devices that require high data rate, e.g., audio and video applications [59].
Table 1.1: Side by side comparison of Bluetooth, ZigBee, UWB and Wi-Fi
protocols, extracted from [40].
Standard Protocol Bluetooth ZigBee UWB Wi-Fi
IEEE spec. 802.15.1 802.15.4 802.15.3a 802.11a/b/g
Frequency band 2.4 GHz 868/915 MHz; 2.4 GHz 3.1-10.6 GHz 2.4 GHz; 5GHz
Max signal rate 1 Mb/s 250 Kb/s 110 Mb/s 54 Mb/s
Nominal range 10 m 10-100 m 10 m 100 m
Nominal TX power 0-10 dBm (-25)-0 dBm -41.3 dBm/MHz 15-20 dBm
Number of RF channels 79 1/10; 16 1-15 14 (2.4 GHz)
Channel bandwidth 1 MHz 0.3/0.6 MHz; 2 MHz 500 MHz - 7.5 GHz 22 MHz
Modulation Type GFSK BPSK (+ASK), O-QPSK BPSK, QPSK BPSK, QPSK,
COFDM, CCK,
M-QAM
3
1. Introduction
In addition to the mentioned diﬀerences, it is very important to compare
the energy consumption of the mentioned protocols. Figure 1.1 shows a
comparison of the normalized energy consumption for each protocol. It can
be seen that UWB oﬀers the highest eﬃciency in energy consumption for
short range communication. The second most eﬃcient one is Wi-Fi, but as
already mentioned it cannot be considered as short range communication
in our context.
Figure 1.1: Comparison of the normalized energy consumption for each
protocol [40].
Considering BWSN, we ﬁnd that it requires medium data rate, since most
of the medical signals have small bandwidth requirements [39]. Data rates
up to 10 Mbps is often suﬃcient [42]. The range of operation in BWSN is
short, typically between 2 to 5 meters [39, 42]. Also eﬃcient power con-
sumption is an important factor in BWSN or any other wireless network,
where the power consumption proﬁle aﬀects the complexity and transmis-
sion power of the system [65]. Having these issues in mind, it is easy to
infer that UWB would be one of the best choices for BWSN. For example,
regarding the power eﬃciency, [15] presents a low power wireless signal
transmitter for use with biomedical sensors in micro size based on UWB
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radio technology.
Besides the type of protocol to use, a BWSN generally comes with a central
topology where all sensors communicate with a central node, often called
the fusion center. Usually, it is the fusion center that is responsible for
most of the processing load. An example of a fusion center is a cell phone.
For instance, a patient’s cell phone collects all the data from sensors which
are connected to his/her body, may or may not processes data, and sends
it to a monitoring unit at a hospital through an available network (e.g.,
3G, WiFi Internet).
1.2 Ultra Wideband Radio Technology
Since UWB is a strong candidate for BWSN, let us brieﬂy review the his-
tory and properties of UWB radio technology.
Most of the initial concepts and patents for ultra wideband radio technol-
ogy (UWB-RT) originated in the late 1960’s. At that time, this technology
was alternately referred to as baseband, carrier-free or impulse. The term
“ultra wideband” was not applied to this technology until approximately
1989, when by that time, UWB theory, techniques and many hardware
approaches had experienced well over 30 years of extensive development
[24, 68]. Given the potential of UWB-RT for covert communication and
ranging systems, as well as the lack of appropriate regulations regarding
spectrum usage, the development and use of systems based on UWB-RT
has been mainly the privilege of US military and government agencies.
Nevertheless, the recent initiative taken by the FCC in the US to regulate
the legal use of UWB radio devices have induced growing commercial-
ization activities and also similar regulatory and research eﬀorts in other
parts of the world, e.g., Europe [77]. UWB regulation is necessary because
the radio spectrum is a scarce resource (3 KHz - 300 GHz) where almost all
portions are allocated for speciﬁc purposes. Accordingly, emerging wire-
less applications requires a share in the radio spectrum. Frequency can
be reused at diﬀerent times or in diﬀerent geographical locations, when
5
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permitted. The FCC regulations on UWB allow UWB devices to share
the spectrum without disturbing others [5]. Figure 1.2 shows a concept of
frequency reuse and sharing spectrum with UWB.
Figure 1.2: Frequency reuse concept with UWB sharing the spectrum [5].
The usable frequency range for UWB communication is diﬀerent around
the world, but in US it is [3.1 10.6] GHz where the allocated maximal
power spectral density (PSD) is always -41.3 dBm/MHz [1]. Table 1.2
shows the UWB usable frequency ranges in diﬀerent nations.
Table 1.2: Usable frequency ranges for UWB communication in diﬀerent
nations [1].
Nation 1st frequency
band in GHz
2nd frequency
band in GHz
USA [3.1 10.6] -
Europe [4.2 4.8] [6.0 8.5]
Japan [3.4 4.8] [7.25 10.25]
Korea [3.1 4.8] [7.2 10.2]
Singapore [4.2 4.8] [6.0 9.0]
China [4.2 4.8] [6.0 9.0]
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The FCC has deﬁned radio signals for UWB such that the fractional band-
width of the signal, i.e. the ratio between the signal’s bandwidth and cen-
ter frequency, should be greater than 25%, and relative bandwidth should
be over 500MHz, regardless of the fractional bandwidth. The bandwidth
is measured at the upper and lower cuttoﬀ points (-10dB), fH and fL, re-
spectively, and the center frequency, fC , is deﬁned as the average of these
cutoﬀ points [77, 5].
Fractional Bandwidth =
2(fH − fL)
(fH + fL)
> 25% (1.1)
fC =
(fH + fL)
2
(1.2)
One of the popular and major techniques to implement UWB is impulse
radio (IR) that is based on transmitting very short (e.g. 0.1-2 ns) and
low power pulses. Use of IR technique can eliminate the requirement for
up-conversion and down-conversion which reduces the transceiver com-
plexity. Possible modulation schemes for IR-UWB can be on-oﬀ keying
(OOK), pulse amplitude modulation (PAM), pulse position modulation
(PPM), and phase shift keying (PSK), while receivers can be based on
energy detector and rake receivers [3, 77]. UWB is capable to provide
high data rates in short ranges with low cost and simple transceivers [31].
UWB can operate with single-band or multi-band signaling schemes [3].
The beneﬁts and characteristics claimed for systems based on UWB-RT
are as follows [77, 5, 13]:
 Extremely low power spectral density (PSD).
 Spectrum reuse, i.e., ability to share the frequency spectrum with nar-
rowband signals.
 Less sensitive to multipath eﬀects: the short pulses potentially allow
diﬀerentially delayed multipath components to be distinguished at the
receiver with the beneﬁt that a reduced fading margin may be applied
in a system’s link budget analysis.
 Simple transceiver structure.
 Multiuser communication.
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 Extremely high data rates are possible.
 Fine time resolution.
With the UWB properties a wide range of wireless applications become
possible, such as:
◦ Wireless personal area network (WPAN), e.g., replacing cables between
multimedia consumer electronics devices [5]. In [17] some motivations
of UWB-RT for high data rate WPAN applications are presented.
◦ Indoor positioning and localization [84, 62, 71].
◦ UWB for radio frequency identiﬁcation (UWB RFID) [85].
◦ Public safety applications, including motion detection in disaster situ-
ations [77].
◦ Low data rate applications, e.g., sensors and home, oﬃce, and medical
automation [36].
The next section describes some of the existing challenges in UWB WSN.
1.3 Challenges within UWB Short Range WSN
In this section we discuss some of the challenges when implementing a
short range WSN, e.g. BWSN or BAN, based on UWB radio technology.
UWB oﬀers a promising solution to an overcrowded frequency spectrum,
but since UWB frequency spectrum is within the unlicensed Industrial,
Scientiﬁc, Medical (ISM) band, coexistence with other narrowband sys-
tems becomes an important issue [21]. Coexistence is deﬁned as “the
ability of one system to perform a task in a given (shared) environment
where other systems may or may not be using the same set of rules ” [14].
In other words, the capability of handling the interference from other de-
vices, where most of them are narrowband systems, is required. Although
the interfered frequencies by narrowband systems are a small fraction of
the UWB spectrum, but since the NBI signal has relatively much higher
power spectral density than the UWB signal it is inevitable that UWB
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receivers suﬀer degradations in range, capacity, and bit error rate [3, 27].
Much research on the methods to mitigate interferences between diﬀerent
wireless communication systems is presently conducted. For example, in
[12] coexistence between diﬀerent wireless systems operating in 2.4GHz
ISM band is discussed and interference mitigating methods based on traf-
ﬁc scheduling techniques are proposed. They consider particularly IEEE
802.11 wireless local area networks (WLANs) and Bluetooth (BT) nodes.
In [48] a power control algorithm is proposed to mitigate interference in an
environment with high density 802.11 networks. [80] talks about interfer-
ence mitigation for body area networks and proposes several interference
mitigation schemes such as adaptive modulation, adaptive data rate and
duty cycle. Also in [66] the impact of narrowband interference signals on
impulse radio ultra wideband communication systems is investigated and
it is shown that the NBI from IEEE 802.11a can severely degrade the
UWB bit error rate performance.
Mitigating interference is an important mechanism to improve commu-
nication reliability in BAN or BWSN [32]. Therefore one of the major
concerns with UWB for BWSN is to cope with the strong narrowband
interferences (NBIs). Generally, there are two main strategies for dealing
with NBI, namely avoiding and canceling methods. Avoiding and can-
celing can result in a better performance when they are used together,
however, if the exact information about the center frequency of the NBI is
not known, then suppressing NBI is not possible by use of the avoidance
techniques[3, 78]. As an example in [57] a detect and avoid approach is
used for a elderly-care monitoring sensor system with UWB radio tech-
nology. In some situations and for some reasons a device may not be able
to detect the center frequency of an existing NBI. For example, in order
to reduce the complexity of each biomedical sensor, which has a limited
source of power, sensors may not be equipped with the spectrum detection
ability. In this context NBI is unknown to the UWB device (e.g., sensor
with UWB transmitter).
If detecting NBI within the UWB spectrum is demanded, other challenges
arise. The very ﬁrst and an important one is the sampling challenge due to
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the wide spectrum of UWB. The traditional sampling frequency, accord-
ing to Nyquist sampling theorem, is at least twice the highest frequency
in the signal, and in bandpass signals between two and four times its
bandwidth. Therefore, sampling the UWB spectrum requires a very high
sampling rate. This high sampling rate may be too high due to the level
of process restrictions and limitations in technology of analog-to-digital
converters (A/D) and the cost of high-rate A/D [44, 37, 6]. In this regard,
ﬁnding other methods of data acquisition and processing are very impor-
tant. Compressive sensing (CS) makes it possible to reconstruct a sparse
signal by taking less samples than Nyquist sampling, and thus wideband
spectrum sensing is doable by CS [73, 34].
Another challenge within any WSN is power consumption of sensors. Sen-
sors have a limited source of power, and it is not feasible to change their
batteries often. Specially, consider that a sensor is implanted in a human
body. Then it would not be feasible at all to change the battery within
short periods. Also, for networks that have a lot of sensors around a large
area, it is not practical to change the power source of the sensors. This
makes it necessary to look for a system that is as energy eﬃcient as pos-
sible. Figure 1.1 indicates that UWB is the most eﬃcient protocol in this
regard.
Along with all the mentioned challenges, UWB communication has been
regarded as the strongest candidate for short range wireless network due to
its inherent beneﬁcial properties, e.g., robustness against severe multipath
jamming, excellent time resolution, and low power transmission [3, 55, 39,
42, 65]. Moreover, UWB communication can be operated in a multiband
fashion including adaptive selection of the frequency subbands to provide
high robustness against NBI, and to provide more eﬃcient usage of the
FCC spectral mask [3, 55].
1.4 Scope of the thesis
Up till now, we have become familiar with short range wireless networks
based on UWB radio technology and some of the challenges in implement-
ing such networks. Let us now describe the scope of the thesis to point
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out the topics that are discussed in more detail throughout this thesis.
As it is already seen, reliability and robustness against NBI in a BWSN
based on UWB radio technology are very important. Robustness and re-
liability are the basis for the discussions in this thesis. We will discuss
mitigating unknown NBI in a BWSN that is based on UWB radio tech-
nology. When we say unknown NBI, it means that the BWSN has no
information about NBI through detection or any other way. We propose
a technique based on multiband signaling scheme and forward error cor-
rection coding (FEC) to make the sensor network more robust against
unknown NBI.
The proposed technique for mitigating NBI, has great multiuser capabil-
ities in a way that several sensors can communicate simultaneously while
all of the sensors can experience the same robustness in their communi-
cation. We will present a schedule for multi sensor (user) communication
via a game theoretic approach. The schedule makes it possible for all the
sensors to have a same experience of robustness against NBI during their
communication.
Next, a modulation technique is proposed. This modulation and its re-
ceiving algorithm is able to handle unknown NBI and recover some errors
inherently.
Further improvement of reliability in a wireless network may require higher
complexity. For example if we consider that sensors in a network provide
feedback about the spectrum to the fusion center, we make the network
more complex in the hope of reaching a better reliability. Here, we face
a tradeoﬀ between more robustness and complexity in the system. Thus,
in order to enable feedback in the network, the sensor nodes (or some of
them) should be given the ability of sensing the spectrum in their vicinity.
This also deﬁnes the concept of cognitive radio. But, as it is mentioned
earlier, sampling the wide spectrum of UWB is a big challenge and hard
to achieve on each sensor. Therefore, in this thesis we look for a technique
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to simplify the sampling task via compressive sensing techniques. Then,
an algebraic method is applied on the obtained samples to detect NBI.
Furthermore, we also discuss the cooperative detection scenario.
1.5 Contributions of the Thesis
This thesis contributes to UWB wireless sensor networks communications
with the following proposals.
• A design principle for practical UWB wireless sensor networks with
low complexity and high robustness against unknown NBI.
• A scheduling policy that keeps the proposed multiuser system in a
steady state and sensors have fairly equal access to the resources.
• A new modulation that is inherently able to correct some errors that
are occurred due to NBI.
• A method for enabling feedback in UWB sensors network by use of
compressed sensing and an algebraic detector. The proposed method
has relatively low complexity and is very eﬀective in wideband spec-
trum sensing.
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1.6 Structure of the Thesis
The rest of this thesis has the following structure.
Chapter 2 Blind Interference Mitigation in UWB-
WSN: This chapter proposes a method for han-
dling narrowband interference (NBI) that does not
require any exact information about the center fre-
quency of NBI. The proposed method uses a combi-
nation of forward error correction (FEC) codes and
a scheduled multi-band UWB scheme. The method
performs well in dealing with NBI and in environ-
ments with unknown or variable NBI. The work of
this chapter is published in [50].
Chapter 3 Robustness in Multiuser UWB Communica-
tions: In this chapter we extend the multiband
IR-UWB scheme to multiuser scenarios, where the
UWB frequency band can be accessed by multiple
users (sensors) simultaneously. We ﬁnd a steady
state condition where all the users achieve a required
performance while each user handles the NBI such
that other users can also achieve the required per-
formance, while none of the users change its action
in order to gain more performance. This chapter
presents a game theoretic approach for ﬁnding the
steady state which also dictates the multiuser trans-
mission schedule. The work of this chapter is pub-
lished in [51] and [54].
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Chapter 4 Robustness via Modulation: This chapter intro-
duces a method to mitigate interference based on a
new modulation technique which is simple and also
works well when NBI signal is strong. Based on
pulse position modulation (PPM) we propose pulse
position and frequency modulation (PPFM) combi-
nation as the new modulation with inherent error
correction capabilities. Then, we deﬁne a receiving
algorithm for PPFM modulated signal that is able
to mitigate strong narrow-band interferences. The
proposed method is a general technique which can
be used in multiband wireless communication sys-
tems. The work of this chapter is published in [49].
Chapter 5 Feedback in UWB Wireless Sensors Network
with Compressed Sensing This chapter presents
a wireless sensor network where feedback is enabled.
In this chapter we develop a combined compressive
sampling and distribution discontinuities detection
technique based on algebraic method for the sensing
task of identifying the spectrum holes. A proper
sensing matrix template is found. Also a centralized
implementation of collaborative compressed sensing
of wideband spectrum for cognitive radios that is
combined with distribution discontinuities detection
technique is proposed. The work of this chapter is
published in [52] and [28].
Chapter 6 Conclusion & Future Work This chapter
presents conclusion and possible future works.
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Appendix A UWB Pulse Design Algorithm: This appendix
presents the used UWB pulse design algorithm as
proposed in [58].
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Chapter 2
Blind Interference
Mitigation in UWB-WSN
2.1 Introduction
In this chapter a method for handling narrowband interference (NBI) that
does not require any exact information about the center frequency of NBI
is proposed. The proposed method uses a combination of forward error
correction (FEC) codes and a scheduled multi-band UWB scheme. The
method performs well in dealing with NBI and in environments with un-
known or variable NBI. The work of this chapter is published in [50].
The rest of this chapter is organized as following. Section 2.2 describes
the state of the art and background for the work presented in this chap-
ter. Section 2.3 explains the proposed methods. Section 2.4 shows the
simulation results for proposed methods. Section 2.5 discusses about the
mentioned techniques and challenges. Conclusion is presented in section
2.6.
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2.2 State-of-the-art
Coexistence of an ultra wideband wireless sensor network (UWB-WSN)
with other wireless networks, and specially with narrow bandwidth sig-
nals, is an important issue to fulﬁll. There are two main strategies for
dealing with NBI, namely avoiding and canceling methods [3]. The avoid-
ance techniques are based on spectrum nulling or creating notch frequen-
cies [43, 67], spectral-encoded UWB system [38, 18], or neglecting the
frequency band that has major NBI, e.g. in OFDM by turning oﬀ the
corresponding carrier [3]. For example, [83] presents design of UWB pulse
to mitigate multiple NBI through combining several Gaussian derivative
pulses with proper combination coeﬃcients. [69] describes UWB waveform
design based on raised cosine pulse for suppressing NBI. However, if the
exact information about the center frequency of the NBI is not known,
then its suppressing is not possible by use of the avoidance techniques [3].
Regarding the canceling techniques, typical used methods are the MMSE
and RAKE receiving processing, and adaptive ﬁltering technology [3, 41].
The avoidance and canceling techniques work best together [3]. Coex-
istence in general meaning includes eﬀects from any type of network in
proximity. For example separate UWB networks which mutually aﬀect
each other should be able to coexist. In this regard there are other tech-
niques in use such as low duty-cycle (LDC) algorithm, presented in [70],
that can reduce the average interference to the existing radio systems by
lowering pulse repetition interval or pulse occupation time in BAN.
2.3 Methods
This chapter explains methods that are proposed for handling unknown
NBI in UWB-WSN. It means that the UWB-WSN would be able to handle
NBI without requiring information about center frequency of NBI. Such a
method can then also handle time variable NBI. Below the assumed system
and channel model is described followed a description of the methods.
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2.3.1 System and Channel Models
A UWB system can be implemented by impulse radio techniques which
oﬀer very interesting features. Impulse radio has properties that make
it a viable candidate for short-range communications in dense multipath
environments [79]. In impulse radio techniques baseband pulses of very
short time duration, in the order of nano seconds, are transmitted. The
system becomes interesting since it is carrierless and its implementation
cost is low [18, 37]. Some of the potential advantages of impulse radio
UWB (IR-UWB) are low power consumption, high immunity against in-
terference, low power spectral density, high data rate, adaptability to the
electromagnetic environment in the human body, etc [30].
Data bits are modulated by binary pulse position modulation (BPPM).
The reason for selection of BPPM is that under weak channel conditions,
lower order modulation is preferred for low data rate applications [3]. In
BPPM the ﬁrst slot of the frame is reserved for bit value 1 and the last
slot is reserved for bit value 0, where the proper pulse is transmitted over
the corresponding slot. The BPPM signal modulation can be represented
as following:
x(t) = ptr(t− δdb), db =
{
0 (b = 1)
1 (b = 0)
(2.1)
where x(t) is the modulated signal to be transmitted, ptr is the pulse
shape of the UWB signal, δ is PPM ﬁxed parameter that speciﬁes the
amount of shift in position and db gets its value according to the bit, b,
to be transmitted [55]. We designed and used pulse shapes according to
the algorithm described in [58], where the spectrum of the designed pulse
ﬁts with the frequency mask, according to the rules provided by the FCC.
The pulse design algorithm is given in Appendix A.
The channel is assumed to be AWGN with existence of NBI. This NBI
can have any center frequency within the UWB band, since our proposed
system works irrespective of the position of NBI. We assumed NBI to be
in the unlicensed national information infrastructure (U-NII)/industrial,
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scientiﬁc and medical (ISM) frequency band, since 802.11a WLAN devices
work in this band and these devices can be found almost everywhere.
At the receiver, matched ﬁltering and energy detection followed by a hard
decision are used. It is assumed to have perfect passband ﬁlters at the
receiver. Figure 2.1 shows a general block diagram of this system model.
In case of using forward error correction (FEC) codes, an encoder is used
before the modulator at the transmitter side, and a decoder is used after
the demodulator at the receiver side. The hard decision block will also be
removed, where the decision is made at the end of the decoding procedure
on the log-likelihood ratio (LLR) values. Figure 2.2 shows a general block
diagram of the system model when FEC codes are used. Receivers are
noncoherent and synchronized.
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Figure 2.1: System model for IR-UWB with BPPM modulation
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Figure 2.2: System model for IR-UWB with BPPM modulation and FEC
coding
2.3.2 Single-band IR-UWB Scheme
In single-band signaling scheme, the spectrum of the impulse signal ﬁts
with the entire frequency mask of UWB. Figure 2.3 shows the spectrum
of single-band scheme for UWB system.
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Assume that the transmitted signal is sampled at the receiver with N
points. Thus we represent the transmitted signal by a vector of its samples
as x and the observed signal is given by
y = x+w + s (2.2)
where y, w and s are the vectors of samples of the observed signal, AWGN
and NBI, respectively.
Since the transmitted pulse shape is completely known at the receiver,
matched ﬁltering is used. By means of matched ﬁlters we ﬁnd the inhab-
ited energy in the ﬁrst and the last slots of each frame. By comparing
the found energies, decision on the received bit is made. For simplicity of
notation, let us denote the observed signal at the ﬁrst and the last slot of
the kth frame by y1k and y0k, respectively. Assume b = 1 is transmitted
(,
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Figure 2.3: Frequency mask of UWB with spectrum of single- and multi-
band signaling schemes
21
2. Blind Interference Mitigation in UWB-WSN
at the kth frame, then we have:
F1k =
N−1∑
i=0
y1ki .xki =
N−1∑
i=0
(xki +w1ki + s1ki).xki
= ||xk||2 +
N−1∑
i=0
w1ki .xki +
N−1∑
i=0
s1ki .xki (2.3)
F0k =
N−1∑
i=0
y0ki .xki =
N−1∑
i=0
w0ki .xki +
N−1∑
i=0
s0ki .xki (2.4)
b˜k =
{
1 , F1k > F0k
0 , otherwise
(2.5)
||xk||2 =
N−1∑
i=0
|xki |2 (2.6)
where sums are on N sample points of a symbol, b˜k represents received
bit at the kth frame, F1k and F0k are the amount of the inhabited energy
found in the ﬁrst and the last slot of the kth frame, respectively.
2.3.3 Multi-band IR-UWB Scheme
For multi-band signaling schemes the entire spectrum of UWB is divided
into smaller bands of the minimum allowed bandwidth of 500 MHz [2].
The number of sub-bands and their bandwidth distribution is arbitrary
and can be selected according to the application. We choose to have each
subband with 500 MHz bandwidth. Thus, for the UWB spectrum, which
is from 3.1 to 10.6 GHz, 15 subbands are obtained. Since we are interested
in impulse radio signaling 15 diﬀerent pulse shapes are required, where the
spectrum of each one ﬁts with one of the subband frequency masks.
Data bits can be sent in arbitrary ways over these subbands. We propose
to send data bits serially in subsequent subbands. It means that bits can
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be packed in strings of length 15 bits, and for each string we transmit the
ﬁrst, the second, and up to the ﬁfteenth bit through the ﬁrst, the second,
and up to the ﬁfteenth subband, respectively. This scheduling provides
frequency interleaving.
2.3.4 IR-UWB, FEC and Frequency Interleaving Method
By equipping our conventional system with forward error correction (FEC)
coding ability, the performance improves while the system complexity is
increased a little. FEC is widely used in a big range of devices and com-
munication systems. FEC increases the complexity but the performance
gain it provides compensates for the additional complexity, and nowadays
implementing FEC is considered as very basic. For the FEC coding we
choose turbo product codes (TPC) with a posteriori probability (APP) it-
erative decoding algorithm. To keep the complexity relatively low a small
Hamming(8, 4, 4)2 product code is chosen. The rate of this code is 14 with
a minimum Hamming distance of 16 [53].
Figure 2.2 shows the system model with FEC coding. The information bits
are encoded by the selected product code and the output of the encoder
goes to the modulator as mentioned in Section 2.3.3. In some cases it
may be useful to add an interleaver after the encoder. This has not been
included in our model since it provides marginal increase in performance.
Our decoding algorithm is a soft-in soft-out (SISO) algorithm. Therefore,
we cannot do hard decision after demodulation as before. Proper soft
input for the decoder is required. The mentioned decoder works for BPSK
modulation, where the observed data would be the input to the decoder. In
BPPM, similar signals are sent for both b ={0,1} and only their positions
are diﬀerent within a frame, so they should be treated in another way. The
decoder needs to consider two diﬀerent phases for b = 0 and b = 1. So a
diﬀerential energy detection is considered. We transmit b = 1 at the ﬁrst
and b = 0 at the last slot of a frame in BPPM and subtract the energy of
the observed signal in the last slot from the energy of the observed signal
in the ﬁrst slot of each frame. This will give us a proper input for the
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decoder. Assume b = 1 is transmitted in the kth frame. Then from (2.3)
and (2.4) the diﬀerential energy can be derived:
F1k − F0k = ||xk||2 +
N−1∑
i=0
(w1ki −w0ki).xki +
N−1∑
i=0
(s1ki − s0ki).xki (2.7)
Similarly, if we assume that b = 0 is transmitted, we get
F1k − F0k = −||xk||2 +
N−1∑
i=0
(w1ki −w0ki).xki +
N−1∑
i=0
(s1ki − s0ki).xki (2.8)
This diﬀerential energy detection provides proper primary input data for
the decoder. It is worth mentioning that the decoder uses LLR values to
perform the iterations and from the ﬁnal LLR values the decoder concludes
the received bits.
2.4 Results
In this section we present simulation results for the mentioned methods.
2.4.1 Single-band IR-UWB Scheme
For this simulation NBI is assumed to be provoked by 802.11a WLAN
devices that operate in the frequency band [5.15,5.35] GHz [26]. The frame
duration of BPPM is set to 5ns, and the pulse duration is 1ns. That means
there are 5 time slots in each frame where a pulse is transmitted in the ﬁrst
or the last slot depending on the bit value. Figure 2.4 shows the simulation
results for diﬀerent values of NBI to AWGN energy ratio (NAR). It can be
seen that the performance degrades by increasing the NBI energy. When
the NBI to AWGN energy ratio is at 30dB big performance degradation
is visible.
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2.4.2 Multi-band IR-UWB Scheme
For this simulation we assume NBI to be the same as before and within the
frequency band of ﬁfth subband, [5.1,5.6] GHz. Here, the frame duration
of BPPM is 30ns, which includes 5 equal time slots. Simulation results for
this system is shown in Figure 2.4. It is obvious that in this situation the
performance of the multi-band scheme is better than single-band scheme.
This is because the NBI disturbs only one subband out of 15, or one bit
out of every 15 bits. Equations (2.3) and (2.4) are valid only for the
observed signal that occurs in the disturbed subband, here it is in the
ﬁfth one, and for the rest of the subbands we have s = 0. We can also
see that the performance of this scheme still decreases when the NBI to
AWGN energy ratio increases, but it is not as much as the performance
degradation in the single-band scheme. This shows the advantage of using
frequency interleaving.
2.4.3 Single-band IR-UWB Scheme with FEC
Simulations for a single-band scheme as shown in Figure 2.2 is performed.
Figure 2.5 shows the simulation result. We can see that the performance
of this scheme is better than the case without FEC. However, this is not
surprising since the increase in performance is due to the coding gain. It
is clear that by increasing the NBI to AWGN energy ratio, BER perfor-
mance degrades. Although FEC is increasing the performance, but still
this scheme is vulnerable to strong NBI.
2.4.4 Multi-band IR-UWB Scheme with FEC and Frequency
Interleaving
This method is supposed to increase the robustness of the system against
NBI better than the other discussed methods. The system model is shown
in Figure 2.2 with a multi-band signaling scheme. Information bits are en-
coded and then transmitted by BPPM within subsequent frequency bands
as explained in section 2.3.3. The multi-band transmitting schedule pro-
vides frequency interleaving. Figure 2.5 shows the simulation results of the
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Figure 2.4: Performance of single- and multi-band (SB, MB, respectively)
signaling schemes in AWGN channel with NBI. NAR: NBI to AWGN
energy Ratio. Eb: Energy per information bit. N0: AWGN energy.
system. The performance degradation with regards to NBI strength is low
compared to the single-band scheme. If we compare both graphs, where
the NBI to AWGN energy ratio is equal to 30 dB, we see that there is a
big gap between these two performance curves, which is about 3.5dB gain
in terms of EbN0 . The multi-band scheme is much more robust against NBI
than the single-band scheme. The robustness and good performance is a
result of the cooperation between FEC coding and frequency interleaving.
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Figure 2.5: Performance of single- and multi-band (SB, MB, respectively)
signaling schemes in AWGN channel with NBI. FEC codes with the APP
decoding algorithm are used. Decoder performed 3 iterations. NAR: NBI
to AWGN energy Ratio. Eb: Energy per information bit. N0: AWGN
energy.
2.5 Discussion
Diﬀerent methods for handling NBI are proposed and simulated. Com-
paring the results multi-band IR-UWB scheme shows better robustness
against NBI than the single band scheme. And to increase the perfor-
mance further, FEC coding is a great addition to the system. A combina-
tion of multi-band scheme and FEC coding provides a rigorous frequency
interleaving feature which results in a robust and eﬀective system that
is less sensitive to NBI. Also this combination makes the system able to
perform well in situations where there is no knowledge about NBI avail-
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able or the NBI is unknown or variable. It is also expected that the eﬀect
of combining FEC coding with multi-band scheme becomes more visible
when there are more than one NBI source.
Using the multi-band scheme combined with FEC coding for one user per
transmission period may seem to be wasteful in terms of using available
resources or degrees of freedom. However, in a multiuser scenario this
technique becomes more useful and eﬃcient.
2.6 Conclusion
A technique is proposed to increase robustness of IR-UWB system in co-
existence of narrowband interference (NBI). Simulation results show that
cooperation of FEC coding and frequency interleaving using multi-band
scheduling scheme, improves the robustness of the system. Another im-
portant contribution of this technique is that it does not require any prior
information about the center frequency of NBI. Therefore it performs well
in situations with unknown NBI or situations with variable NBI.
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Robustness in Multiuser
UWB Communications
3.1 Introduction
The preceding chapter proposed an impulse radio-ultra wideband (IR-
UWB) scheme with multiband signaling and FEC coding, and it is shown
that in single user case, our scheme is beneﬁcial for achieving robustness
against unknown NBI. In this chapter, we extend the scheme to multiuser
cases where the UWB frequency band can be accessed by multiple users
simultaneously, and we look for a multiuser transmission schedule in a
way that all the users can access the resources equally and all of them can
experience the same robustness against NBI in their communication. The
work of this chapter is published in [51] and [54].
The remainder of this chapter is organized as following. Section 3.2 deﬁnes
the problem and the ways to solve it. In section 3.3 we describe a game
model that matches our deﬁned problem and in section 3.4 we ﬁnd a Nash
equilibrium for that given strategic game. Section 3.5 states the result and
ﬁnally section 3.6 concludes this chapter.
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3.2 Problem Deﬁnition
We extend the multiband IR-UWB scheme to multiuser senario, where the
UWB frequency band can be accessed by multiple users simultaneously.
We want to ﬁnd a state where all the users achieve a required performance
while each user handles the NBI such that other users can also achieve the
required performance, and none of the users wants to change its action
in order to gain more performance. In other words, all the users form a
group which works in a steady state.
Diﬀerent methods can be used to ﬁnd schedules such as list scheduling,
dynamic programming, mathematical programming, linear programming,
etc. But for the problem at hand these methods may not oﬀer the easiest
solution. Furthermore, the given deﬁnition of steady state corresponds
to Nash equilibrium of a mixed strategic non-cooperative game. Thus
another way to ﬁnd such a steady state is to look for a Nash equilibrium
(NE) of a strategic game [56] that matches our problem. In this context, an
n-transmitter Jamming game, an extended version of traditional jamming
game [45], is the game that states our case well. Therefore we choose to
use the existing game instance and adapt it for our problem to ﬁnd the
steady state. The game is explained here and we ﬁnd a Nash equilibrium
for such a game. The result of the Nash equilibrium provides us with a
scheduling policy.
3.3 Game Model: n-Transmitter Jamming Game
Prior to describing the game model, the following assumptions are made:
• UWB frequency band consists of equally divided m subbands;
• let n denote the number of transmitters;
• every transmitter transmits a single bit by each pulse.
Following notations in [56], we model the n-transmitter jamming game
that consists of
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 a ﬁnite set of players N = {0, · · · , n}, i.e. one jammer (player 0)
and n transmitters (player 1, · · · , player n);
Ai = {ai1, · · · , aiJi}: the set of actions available to each player i
with Ji pure strategies;
 A = ×i∈NAi: the set of strategy proﬁles of the players;
 Δ(Ai): the set of probability distributions over Ai;
 ui: utility function of player i on A, ui : A → R;
 Ui : ×j∈NΔ(Aj) → R that assigns to each α ∈ ×j∈NΔ(Aj) the
expected value under ui of the lottery over A that is induced by α
(so that Ui(α) =
∑
a∈A (Πj∈Nαj(aj))ui(a) if A is ﬁnite).
This strategic game, that is the mixed extension of the strategic game
〈N, (Ai), (ui)〉, is denoted as 〈N, (Δ(Ai)), (Ui)〉. We refer to a member of
Ai and Δ(Ai) as a pure strategy and mixed strategy of player i, respectively
[56]. We consider that there are m channels (subbands) over the whole
UWB frequency band, which are denoted by the set S = {s1, · · · , sm}.
Then the transmission using an available channel is each player’s action,
that is, Ai = {ais1 , · · · , aism} where aisj is binary and indicates that player
i transmits using channel sj . We deﬁne the pure strategic utility values
with following rules.
• if any of the n transmitter is jammed by the jammer, i.e., they
transmit over the same channel:
– ujammer = 1
– ujammed transmitter = −1
– uother transmitters = 1
• otherwise, i.e., if the jammer does not jam any transmitters:
– ujammer = −1
– utransmitters = 1
We denote the mixed strategies of player i by a vector αi = (αi1 , · · · , αim)
where αik ≥ 0 for all 1 ≤ k ≤ m,
∑m
k=1 αik = 1, and αik is the probability
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that player i uses its kth pure strategy. Then we deﬁne the mixed strategic
utility for transmitter i as
Uij = (1× αD(−j)) + (−1× αDj) for D = i, j ∈ {1, · · · ,m} (3.1)
where Dj represents the jammer holding its jth strategy and D(−j) rep-
resents the jammer holding its strategies other than its jth strategy, and
for the jammer,
UDj = (1×
n∑
k=1
(
n
k
) k∏
i=1
pij
n∏
l=k+1
(1− plj)) (3.2)
+ (−1×
n∏
i=1
(1− pij)) for j ∈ {1, · · · ,m}
where pij is the probability of transmitter i to select its jth strategy, and∑n
k=1
(
n
k
)∏k
i=1 pij
∏n
l=k+1(1 − plj) indicates the probability of having k
transmitters that have the same strategy with the jammer.
Consequently, the utility value in the n-transmitter jammer game gives
the probability distribution over each player’s action. Then we want to
ﬁnd a state where individual players cannot gain more utility by changing
its action for itself, which is given by Nash equilibrium in a mixed strategic
game [56].
3.4 Finding Nash Equilibrium
In this section we exploit quantal response equilibrium (QRE) [75, 46] that
is deﬁned as a statistical version of Nash equilibrium where each player is
assumed to observe a noisy evaluation of the strategy values Uij(α) of the
form
Uˆij(α) = Uij(α) + ij
where
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Uij(α) = ui(aij , α−i)
is the expected utility to player i from playing its jth strategy, holding
ﬁxed its opponents’ mixed strategies α−i, and the ij are random vari-
ables drawn according to some joint distribution. When the ij follows an
extreme value distribution (i.e., log Weibull distribution) with parameter
λ, a logistic quantal response equilibrium, called also Logit equilibrium, is
given by
αij =
eλUij(α)
Ji∑
k=1
eλUik(α)
.
It is proved that, when λ → ∞, the Logit equilibria approach a unique
Nash equilibrium of the underlying game, namely, Logit solution [75, 46].
We therefore can deﬁne the Logit equilibrium of transmitter i over its jth
strategy as
αij =
eλ((1×αD(−j))+(−1×αDj))
m∑
k=1
eλ((1×αD(−j))+(−1×αDj))
, (3.3)
and then its Logit solution is
lim
λ→∞
αij = lim
λ→∞
eλ(αD(−j)−αDj)
m∑
k=1
eλ(αD(−j)−αDj)
=
1
m
. (3.4)
Thus, all the transmitters’ mixed strategies over each subband are equal
to 1m , i.e., p = pij =
1
m for all i ∈ {1, · · · , n} and j ∈ {1, · · · ,m}.
Now, we consider the jammer and we have
αDj =
e
λ(1×
n∑
k=1
(nk)p
k(1−p)n−k+(−1×(1−p)n))
m∑
k=1
e
λ(1×
n∑
k=1
(nk)pk(1−p)n−k+(−1×(1−p)n))
(3.5)
and
lim
λ→∞
αDj = lim
λ→∞
e
λ(
n∑
k=1
(nk)p
k(1−p)n−k−(1−p)n)
m∑
k=1
e
λ(
n∑
k=1
(nk)pk(1−p)n−k−(1−p)n)
=
1
m
. (3.6)
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From (3.6) we see that the mixed strategy of the jammer is also 1m . There-
fore, we ﬁnd that letting all the transmitters have uniform probability of
access to allm subbands, while the jammer also has uniform probability of
access to all m subbands, is Nash equilibrium where no player can deviate
its strategy for itself. This result gives a theoretical implication on the
transmission scheduling that makes each sensor able to access all available
subbands uniformly.
3.4.1 Example with Gambit Software: Nash Equilibrium
of a 3-Transmitter Jamming Game
In this section we ﬁnd a Nash equilibrium (NE) for a speciﬁc game with
n = 3. In this game we have 3 transmitters, one jammer (NBI) and 4
subbands. In order to ﬁnd a NE for this game we employ Gambit software,
software tools for game theory, version 0.2007.12.04[47]. There are several
available options in Gambit to ﬁnd the NE. We use tracing logit equilibria
option to ﬁnd one NE for our deﬁned strategic game. The found NE is
shown in Table 3.1.
Table 3.1: NE for 3-transmitter Jamming game.
Players\ Mixed strategics s0 s1 s2 s3
T1 0.25 0.25 0.25 0.25
T2 0.25 0.25 0.25 0.25
T3 0.25 0.25 0.25 0.25
J 0.25 0.25 0.25 0.25
In Table 3.1, T1, T2 and T3 are the three transmitters, J is the jammer
(NBI), s0 to s3 are the actions available to each player and the cross sec-
tion of action columns and player rows are the mixed strategic values for
corresponding player and action.
The NE that is given by Table 3.1 tells us that in our game, when the
NBI is unknown, we can have a steady state in our system when all the
transmitters have a uniform access to all the subband resources.
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3.5 Results
3.5.1 Simulation Model
For the simulation, we assume that data bits of each sensor (transmit-
ter) are modulated with binary pulse position modulation (BPPM) as
described in Section 2.3.1. We consider an AWGN channel that is in-
terfered by an undetected narrowband communication system within the
UWB frequency band. It is assumed that the narrowband communication
system is IEEE 802.11 services whose frequency range is 5.15− 5.35 GHz.
At the receiver side, matched ﬁltering and diﬀerential energy detection fol-
lowed by hard decision process are deployed, and we assume non-coherent
and synchronized receiver [50]. Figure 3.1 shows a general block diagram
of this system.
We let UWB frequency band consist of equally divided 15 subbands, and
assume that each sensor transmits a single bit using a single subband si-
multaneously while letting each subband occupied by only one sensor dur-
ing each pulse duration. On the beginning of each pulse duration, we let
sensors shift their transmission subband according to the scheduling pol-
icy. In order to evaluate the scheduling policy given by Nash equilibrium
(henceforth we call uniform access scheduling), we compare it with the
scheduling policy where only one sensor decides its transmitting subband
with non-uniform probability while the other sensors follow the uniform
access scheduling policy.
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Figure 3.1: System model for IR-UWB with BPPM modulation.
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The other assumptions to be made are as follows:
• The UWB frequency band (3.1 − 10.6 GHz) consists of equally di-
vided 15 subbands, where the minimum allowed bandwidth of each
subband is 500 MHz[2], i.e. 15 diﬀerent pulse shapes are required.
• There is no NBI hopping.
• duration of ptr = 6× 10−9 sec.
• δ = 24× 10−9 sec.
3.5.2 Performance
First, we measure bit error rate (BER) at each sensor when the uniform
access scheduling is applied. Figure 3.2 plots the measured results accord-
ing to diﬀerent signal to NBI power ratio (SIR). As expected, we observe
that same BERs are measured at all the sensors.
Next, we let one sensor deviate from the uniform access scheduling, i.e.,
let that sensor choose its subband with non-uniform random probability
while the other sensors follow the uniform access scheduling. Figure 3.3
shows BER measured at that sensor. We observe that BER of the sensor
that deviates from the uniform access scheduling becomes larger than the
one measured when it follows the uniform access scheduling. Therefore, we
conﬁrm that no single sensor can gain more beneﬁt for itself by deviating
from the scheduling policy given by Nash equilibrium.
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Figure 3.2: Bit error rate (BER) measured at all the sensors when the
uniform access scheduling is applied. EbN0 is energy per bit to AWGN
power ratio, and SIR is Signal to NBI power ratio.
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Figure 3.3: Bit error rate (BER) measured at the sensor that deviates
from the uniform access scheduling. EbN0 is energy per bit to AWGN power
ratio, and SIR is Signal to NBI power ratio.
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3.6 Conclusion
A transmitting schedule for users/sensors in a multiband/multiuser IR-
UWB system is found. The schedule aims to provide a steady state to all
the users within the communication system. If we deﬁne the steady state
as the state where no single sensor can gain smaller BER by changing
its transmitting subband for itself, this deﬁnition corresponds to Nash
equilibrium of a mixed strategic non-cooperative game. Therefore, the
multiuser multiband IR-UWB is modeled as n-transmitter jammer game
and its mixed strategic Nash equilibrium is found. We prove that the
scheduling policy that lets users access each subband with uniform chance
is in the Nash equilibrium, and by simulation it is also shown that no single
sensor can gain more beneﬁt by deviating from the scheduling policy for
itself.
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Robustness via Modulation
4.1 Introduction
This chapter proposes a new modulation that can be used in multiband
wireless communication systems to make them robust against narrowband
interference. The modulation is able to recover some errors that have oc-
curred due to interference, inherently. The work of this chapter is pub-
lished in [49].
The rest of the chapter is organized as following. Section 4.2 presents
background and motivation for the work presented in this chapter. Sec-
tion 4.3 describes the new proposed modulation, i.e., pule position and
frequency modulation (PPFM). In section 4.4 a receiving algorithm for
PPFM is proposed. Section 4.5 presents the results. And section 4.6 con-
cludes this chapter.
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4.2 Background and Motivation
For keeping the complexity of a UWB wireless system low, there might be
possibilities to lessen the impact of NBI on the performance of the system
via modulation techniques. Examples of such approach can be seen in
[21] and [16] where they modiﬁed transmitted reference ultra wideband
(TR-UWB) modulation to deal with NBI. However, a disadvantage of the
transmitted reference system is that it dilutes the transmitted power by
having to transmitt the reference [25]. Here we introduce a method to
mitigate interference based on a new modulation which is simple, works
well when NBI signal is strong, and does not dilute the transmitted power.
A typical modulation used in UWB is pulse position modulation (PPM)
[86, 31]. Based on PPM we propose pulse position and frequency mod-
ulation (PPFM) as the new modulation with inherent error correction
capabilities. Then, we deﬁne a receiving (demodulating) algorithm for
PPFM modulated signal that is able to mitigate strong narrow-band in-
terferences. The proposed method is a general technique which can be
used in multiband wireless communication systems, and here, as an in-
stance, we use it within a UWB system.
4.3 Pulse Position and Frequency Modulation
(PPFM)
Conventional PPM is one of the popular data modulation options in UWB.
PPM has diﬀerent attractive features, among those are power eﬃciency
and opportunity of using non-coherent detection at the receiver [31, 4]. In
PPM the position of each pulse within a time frame is decided by the value
of a bit to be transmitted while the pulse phase and amplitude remain the
same. We can express PPM as:
x(t) = ptr(t− δdb), db =
{
0 (b = 0)
1 (b = 1)
, (4.1)
where x(t) is the modulated signal to be transmitted, ptr is the pulse
shape of the signal, δ is the ﬁxed parameter of PPM that speciﬁes the
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(PPFM)
amount of shift in position, and db gets its value according to the bit, b, to
be transmitted [3, 55]. For simplicity reasons we note ptr as p from now on.
Based on PPM we apply a change to get a new data modulation with new
features. We modify PPM such that the position and the frequency band
of the pulse, both together, are changed depending on the transmitted bit.
Analytically, we can represent it as
x(t) = pk(t− δdb), (db, k) =
{
(0, i) (b = 0)
(1, j) (b = 1)
i = j, (4.2)
where pk is the pulse shape of the signal in frequency band with center
frequency fk, and k assumes its values from a set, i.e. {i, j}, depending
on the bit value.
Figure 4.1 shows a schematic of pulse position and frequency modulation
(PPFM). In PPFM both time and frequency resources are used together.
Figure 4.1: Pulse position and frequency modulation (PPFM)
PPFM oﬀers some attractive features, where one of them is that the time
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distance between pulse positions, i.e. db, can be reduced or even removed
depending on the system’s criteria. This feature can increase the through-
put of the communication link. Another nice feature is that it makes it
possible to mitigate strong narrow-band interferences. Following we de-
scribe a receiving (demodulating) algorithm that mitigates interferences
by use of the inherent property of PPFM.
4.4 Demodulation Algorithm
In this section we describe the receiving algorithm for PPFM modulated
signals that mitigates strong NBIs. We assume to have a non-coherent and
synchronized receiver. Since the pulse shapes are known to the receiver, we
use match ﬁltering to ﬁnd inhabited energies at available time-frequency
positions, and then the algorithm is applied. Let us ﬁrst deﬁne some no-
tations.
Bk : subband with center freq. fk, k =
{
i (b = 0)
j (b = 1)
pk : pulse i.e. transmitted in Bk
N : no. of samples of each pulse
A : pulse energy,
N∑
l=1
pkl
2 = A
s : time slot no., s =
{
0 (b = 0)
1 (b = 1)
Yks : observed signal in Bk at time slot s
Eks : observed energy in Bk at time slot s,
Eks =
N∑
l=1
Ykslpkl
n : Gaussian noise
σ2n : noise variance
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Now let us consider the following cases:
(a) Assume that bit zero, b = 0, is transmitted in Bi at the ﬁrst time slot,
s = 0, then we have:
Yi0 = pi + n, (4.3)
Ei0 =
N∑
l=1
Yi0lpil =
N∑
l=1
pil
2 +
N∑
l=1
nlpil (4.4)
= A+
N∑
l=1
nlpil,
|Ei0| = |A+
N∑
l=1
nlpil| ≤ |A|+ |
N∑
l=1
nlpil| (4.5)
= |A|+W,
and at the same time in Bi and Bj at the ﬁrst and the last time slots,
s = 0 and s = 1 respectively, we have:
Ei1 =
N∑
l=1
n′lpil, (4.6)
Ej0 =
N∑
l=1
n′′l pj l, (4.7)
Ej1 =
N∑
l=1
n′′′l pj l. (4.8)
(b) Assume that bit one, b = 1, is transmitted in Bj at the last time slot,
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s = 1, then we have:
Yj1 = pj + n, (4.9)
Ej1 =
N∑
l=1
Yj1lpj l =
N∑
l=1
pj l
2 +
N∑
l=1
nlpj l (4.10)
= A+
N∑
l=1
nlpj l,
|Ej1| = |A+
N∑
l=1
nlpj l| ≤ |A|+ |
N∑
l=1
nlpj l| (4.11)
= |A|+W ′,
and at the same time in Bj and Bi at the ﬁrst and the last time slots
we have:
Ej1 =
N∑
l=1
n′lpj l, (4.12)
Ei0 =
N∑
l=1
n′′l pil, (4.13)
Ei1 =
N∑
l=1
n′′′l pil. (4.14)
Then we apply the following algorithm at the receiver:
1. Check if following equations are satisﬁed
|Ei0| ≤ |A|+W + θ (4.15)
|Ej1| ≤ |A|+W ′ + θ (4.16)
where θ is an arbitrary threshold.
2. If step 1 is satisﬁed go to step 3, otherwise go to step 4.
3. Received bit is found by processing the diﬀerential energy such as
Ediff = Ei0 − Ej1 =
N∑
l=1
Yi0lpil −
N∑
l=1
Yj1lpj l, (4.17)
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b˜ =
{
0 Ediff ≥ 0
1 Ediff < 0
, (4.18)
where b˜ is the received bit.
End.
4. Find out which equation in step one is not satisﬁed.
If Equation (4.15) is not satisﬁed go to step 5.
If Equation (4.16) is not satisﬁed go to step 6.
5. If
|Ej1| ≤ W ′′ + θ′ (4.19)
W ′′ = σn2
is satisﬁed it means that no pulse is sent in this band at this time
slot, so we conclude that b = 0 is transmitted which is corrupted by
some strong interference, so b˜ = 0.
End.
Else we conclude that b˜ = 1 is transmitted.
End.
6. If
|Ei0| ≤ W ′′ + θ′ (4.20)
W ′′ = σn2
is satisﬁed it means that no pulse is sent in this band at this time
slot, so we conclude that b = 1 is transmitted which is corrupted by
some strong interference, so b˜ = 1.
End.
Else we conclude that b˜ = 0 is transmitted.
End.
With this algorithm the receiver can recover the signal from errors that
have occurred due to strong interferences. In next section we simulate a
system with the proposed modulation and demodulation algorithm.
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4.5 Results
The proposed modulation is simulated with the following system model
and the simulation results are given afterwards.
4.5.1 System Model
The proposed modulation and algorithm can be applied generally in multi-
band wireless communications. Here, we explain an application in multi-
band UWB wireless communication, while we propose a new multiband
UWB scheme.
We consider impulse radio (IR) technique for UWB communications. With
a multiband signaling scheme the UWB spectrum is divided into 15 fre-
quency bands. One of the frequency bands is reserved for controlling
messages and the other bands are used for data transmission. Figure 4.2
shows the frequency bands and bit allocation. As it is shown, frequency
bands are divided into two groups. One group is allocated to bit value 0,
i.e., only when b = 0 a pulse is transmitted through one of the bands in
this group. The other group is allocated to bit value 1. We also introduce
a set of frequency band pairs such as {(B1, B8), (B2, B9), · · · , (B7, B14)}.
We assume to have maximum distance between two center frequencies of
each frequency band within each pair. Depending on the design this dis-
tance can be same for all pairs, which is the case here. The reason behind
this pairing design is to decrease the probability of both bands within each
pair to be interfered by a single narrow-band interference. This pairing
also helps to obtain better usage of frequency diversity.
Figure 4.2: Frequency bands allocation.
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Data bits at the transmitter are packed in strings which have a size equal
to the number of pairs, i.e., 7 bits here. When transmitter starts to send a
string, the ﬁrst data bit is sent through the ﬁrst pair of bands, the second
bit through of the second pair of bands, and similarly to the last bit of
the string which is sent through the last pair of bands, i.e., the seventh
pair here. To make it more clear let us give an example. Assume that
we have this string {0, 0, 1, 0, 1, 1, 0} to transmit, starting on the left. The
transmission takes the following pattern:
bit a pulse is sent via no pulse is sent via
0 B1 B8
0 B2 B9
1 B10 B3
0 B4 B11
1 B12 B5
1 B13 B6
0 B7 B14
At the receiver, both time slots within each frame for both frequency bands
are observed, and the proposed algorithm is applied to receive the trans-
mitted bits. The receiver is non-coherent and assumed to be synchronized.
For each of the 14 frequency bands a pulse shape is designed according
to the algorithm deﬁned in [58]. The pulse shapes are spectrally eﬃ-
cient, that means the pulse’s spectrum nearly ﬁts the speciﬁed frequency
spectrum. A summary of the pulse design method is given in Appendix A.
We assume additive white Gaussian noise (AWGN) channel that is inter-
fered with narrow-band interference. NBI can be of any sort of narrow-
band wireless communication system that works within the UWB fre-
quency band, 3.1-10.6 GHz. For the simulation we assume that NBI source
is IEEE802.11 services with frequency range of 5.15-5.35 GHz. Note that
the choice of narrow-band interference does not aﬀect the performance of
the system and the simulation results, since the proposed system is a blind
system that works irrespective of the position of NBI [50, 51].
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4.5.2 Simulation Results
Two systems, one with PPM and one with PPFM are simulated in order to
compare the results and ﬁnd the beneﬁts of the new modulation, namely
PPFM. Figure 4.3 shows a simple block diagram of the simulated system
model.
PPFM
Figure 4.3: Simple block diagram of the system model.
Figure 4.4 shows the simulation result of the system with PPM for the
explained model. We can see that for signal to interference ratio (SIR)
values less than or equal to 0dB, the performance becomes very poor. The
reason is that when NBI interferes a frequency band, both time slots of
the PPM frame are aﬀected by the NBI and it is not possible to ﬁnd out
in which time slot a pulse is sent. Therefore, NBI, with its high power,
jams the receiver and the performance degrades.
Figure 4.5 shows the simulation result of the system with PPFM for the
explained model. It can be seen that the performance has been improved
compared to system with PPM. If we consider the bit error rate (BER)
at the energy per bit to noise ratio (Eb/N0) equal to 12dB, it is seen that
the performance is much better for almost all SIR values except for SIR
values for -40dB and -50dB. The reason is explained later. Thus, as ex-
pected PPFM helps to mitigate strong NBI. This robustness against NBI
relies on the nature of PPFM and the demodulation algorithm. As was
explained previously, frequency shift in addition to time shift in the mod-
ulation makes it possible to correct some errors occurred by NBI with use
of a proper multiband scheme and the receiving algorithm.
The reason that the performance for SIR values -40dB and -50dB is not
as good as it is expected and it is worse than the performance for lower
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SIR values is that in this range of SIR the receiving algorithm experiences
much diﬃculty for comparing observed energies. However, even in this
range the performance is slightly better than the performance for PPM.
Simulation results are promising and show that the proposed technique
on PPFM is able to mitigate strong NBI. We must also mention that the
whole system is blind regarding NBI. It means that this system is robust
against unknown NBI and information about center frequency of NBI is
not required.
0 2 4 6 8 10 12
10−4
10−3
10−2
10−1
100
Eb/N0 (dB)
B
E
R
SIR= 10 (dB)
SIR= 0 (dB)
SIR= −10 (dB)
SIR= −20 (dB)
SIR= −30 (dB)
SIR= −40 (dB)
SIR= −50 (dB)
SIR= −60 (dB)
SIR= −80 (dB)
SIR= −100 (dB)
Figure 4.4: Performance with pulse position modulation (PPM) and the
explained UWB system. BER: Bit error rate. EbN0 : Energy per bit to noise
ratio. SIR: Signal to interference ratio. For SIR values from −10 to −100
the curves are lied on each other.
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Figure 4.5: Performance with pulse position and frequency modulation
(PPFM) and the explained UWB system. BER: Bit error rate. EbN0 : En-
ergy per bit to noise ratio. SIR: Signal to interference ratio.
4.6 Conclusion
In this chapter a new pulse position and frequency modulation (PPFM)
based on pulse position modulation (PPM) has been proposed to mitigate
strong narrow band interferences (NBIs) in multiband wireless communi-
cation systems. Also we have proposed a receiving (demodulation) algo-
rithm for PPFM, which is able to mitigate NBI. PPFM and the proposed
demodulating algorithm make it possible to correct some errors which oc-
cur due to unknown NBI without using any error correction coding.
One possible application of the proposed technique can be found in multi-
band ultra wideband (UWB) communication systems. We describe a new
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multiband UWB scheme to evaulate the proposed algorithm as a proof of
concept. A comparision between PPFM with conventional PPM and the
proposed scheme has been performed. The simulation results show that
PPFM with diﬀerential receiving algorithm mitigates strong NBI and per-
forms better than the conventional system with PPM. Furthermore the
proposed method is a good candidate for multiuser scenarios utilizing the
degrees of freedom in terms of time and frequency.
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Chapter 5
Feedback in UWB Wireless
Sensors Network with
Compressed Sensing
5.1 Introduction
Up till now, through previous chapters, we have only discussed robustness
techniques for a blind system that has no information about the com-
munication channel and receives no feedback. However, a way to make
the system more robust against interferences is to provide feedback and
information about its proximity. If some or all sensors in the network
are able to estimate the spectrum of the communication channels, we can
apply techniques from cognitive radio (CR). There is a clear connection
between players in CR scenario and UWB sensors network. That is, sec-
ondary users (cognitive radios) in a CR scenario are similar to sensors
(transmitters) in UWB sensors network, and primary users in CR sce-
nario are similar to narrowband interferences in UWB sensors network.
CR is further explained in this chapter. But applying CR technique to
UWB sensors network means that sensor nodes need to sample a wide-
band spectrum and it can be a very cumbersome task for a wireless node.
Therefore we intend to apply a technique that makes this task simpler to
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some extent. The work of this chapter is published in [52] and [28].
The rest of this chapter is organized as following. Section 5.2 presents a
background on the work. Section 5.3 formulates the problem. Section 5.4
explains the proposed sensing technique based on combined compressed
sensing and distribution discontinuities detection. Section 5.5 is dedicated
to simulation results, and section 5.6 concludes this chapter.
5.2 Background
The increasing demand for spectrum from various wireless devices and
networks emerges the technical society to use the radio spectrum more
eﬃciently. Measurements lead by the FCC (Federal Communication Com-
mission) in the USA have shown that in some regions and/or at some day
intervals up to 70 percent of the statically allocated spectrum is left idle
[23]. Facing this ineﬃcient usage of spectrum, the FCC recommends de-
ploying unlicensed users in the wireless networks. These unlicensed users,
also called secondary user (SU), are allowed to use those idle wireless re-
sources only when the licensed users, also called primary user (PU), are
not using them so they do not interfere with their transmissions. In order
to make such a concept of spectrum sharing feasible, SUs are cognitive ra-
dios (CRs) deployed in the primary networks. CR as introduced by Joseph
Mitola [35] is a self aware and intelligent device that can adapt itself to
the wireless environment changes by ﬁrst detecting them, and then adapt-
ing its radio parameters to the new opportunities. Detection of spectrum
holes is of the ﬁrst steps of implementing a cognitive radio system. Diﬀer-
ent statistical approaches already exist. The easiest to implement and the
reference system in terms of complexity is the energy detector (ED) [76].
Nevertheless, the ED is highly sensitive to noise and does not perform
well in low signal to noise ratios (SNR). Other advanced techniques based
on signal modulations and exploiting some of the transmitted signals in-
ner features were also developed [63]. For instance, the cyclostationary
features detector (CFD) exploits the built-in cyclic properties of the PU
received signal. The CFD has a great robustness to noise compared to
ED but its high complexity is still a consequent drawback. Other tech-
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niques that were developed by researchers at Eure´com Institute are based
on model selection tools and entropy investigation [81, 82, 33].
An important complexity factor in sensing wideband spectrum by cog-
nitive radios is the required sampling rate at CR nodes that tends to be
very high. Also, applying the mechanism of narrowband detector for wide-
band spectrum sensing is inﬂexible and slow. Therefore, eﬃcient wideband
sensing techniques are highly demanded to increase the sensing agility [60].
Compressed sensing/compressive sampling (CS) has been considered as a
promising technique to improve and implement cognitive radio (CR) sys-
tems. In CS a signal with a sparse representation in some basis can be
recovered from a small set of nonadaptive linear measurements [19]. Typi-
cally the wireless signal in open access networks is sparse in the frequency
domain since depending on location and at some times the percentage
of spectrum occupancy is low due to the idle radios [73, 34]. Figure 5.1
shows an example of signal sparsity. A sensing matrix takes few measure-
ments of the signal, and the original signal can be reconstructed from the
incomplete and contaminated observations approximately and sometimes
exactly by solving a convex optimization problem [9, 6]. In [10] and [11]
conditions on this sensing matrix are introduced which are suﬃcient in
order to recover the original signal stably. Remarkably, a random ma-
trix fulﬁlls the conditions with high probability and performs an eﬀective
sensing [8, 19].
Apart from reconstructing the original signal, detection is more interesting
in the context of cognitive radio. Generally, for detection purposes it is not
necessary to reconstruct the original signal, but only an estimate of the
relevant suﬃcient statistics for the problem at hand is enough. This leads
to less measurements and lower computational complexity [22]. We are
interested in skipping the estimation of the original signal and directly use
the measurements for detection purpose, and thus reduce the complexity
of the system as much as possible.
In [73] a wavelet-based detection approach using CS to identify the spec-
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Figure 5.1: An example of power spectral density vs. the frequency of a
spectrally sparse wideband signal. PSD stands for power spectral density
and f stands for frequency.
trum holes is introduced. To ﬁnd the frequency band boundaries they
derive a convex optimization formulation that the solution gives the band
boundaries of the spectrum without requiring to reconstruct the original
signal.
In this chapter we develop a combined compressive sampling and distri-
bution discontinuities detection technique based on algebraic method for
the sensing task of identifying the spectrum holes. The proposed alge-
braic detector is a linear detector and we would like to feed the algorithm
directly with the compressed measurements. For this purpose we ﬁnd a
proper sensing matrix that gives the possibility of feeding the algebraic
detector directly with the measurements.
Furthermore, it is generally a requirement to have cooperative sensing to
make hidden nodes detectable for CR nodes. It means several CR nodes
sense the spectrum cooperatively to detect PUs and available holes. In
such scenarios, the amount of data processing at each CR node, in both
centralized and decentralized schemes, and the amount of data exchange
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between CR nodes and the fusion center in the centralized scheme are
important factors in complexity and power consumption of the system.
In this regard, we develop a centralized implementation of collaborative
compressed sensing of wideband spectrum for cognitive radios that is com-
bined with distribution discontinuities detection technique.
5.3 Problem Formulation
Let us consider a discrete representation of the received signal given by:
x(n) = Ans(n) + e(n) (5.1)
where An is modeling the channel, s(n) represents the discrete signal, that
is s(t) sampled at Nyquist rate, and e(n) ∼ N (0, σ2In) is i.i.d. Gaussian
noise where In is an identity matrix of size n.
We would like to distinguish between two classiﬁed hypothesis H0 and H1:
H0 : x(n) = e(n) (5.2)
H1 : x(n) = Ans(n) + e(n) (5.3)
where H0 means that the sensed frequency band is white containing only
noise and H1 means that the sensed frequency band is occupied with
a signal corrupted by noise. The key parameter of all spectrum sensing
algorithms are the false alarm probability PF and the detection probability
PD. PF is the probability to determine a frequency band as occupied while
it is free, thus PF should be kept as small as possible.
PF = P (H1|H0) = P (a signal (user) is present|H0) (5.4)
PD is the probability to determine a frequency band as occupied when
there exists a signal, thus PD should be kept as large as possible.
PD = 1− PM = (5.5)
1− P (H0|H1) = 1− P (no signal (user) is present|H1)
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where PM denote the probability of missed detection. To design the opti-
mal detector based on the Neyman-Pearson criterion, we try to maximize
the overall PD under a given overall PF .
In order to infer on the nature of the received signal, we calculate a thresh-
old for each of the detectors. The decision threshold is determined using
the required probability of false alarm PF given by 5.4. The threshold Th
for a given PF is determined by solving the equation:
PF = P (a signal is present|H0)) = 1− FH0(Th) (5.6)
where FH0 denote the cumulative distribution function (CDF) under H0.
The algebraic approach is able to detect the signal distribution discontinu-
ities and ﬁnd their positions in the spectrum, having the complete signal
(Nyquist rate samples) as input to the detector. The problem is that
sampling a wideband signal with Nyquist rate is constrained due to the
reasons highlighted in Section 5.1. For detecting with smaller sampling
rate, relative to Nyquist rate, compressed sensing technique is used. In
this case, considering the sparseness of the signal, the received signal is
observed compressively as:
y = Φx+ e (5.7)
where y ∈ RM is the compressed measurements, Φ is the sensing matrix,
x ∈ RN is the received signal like Ans(n) as in (5.1), e is the additive noise,
and M  N . It is shown that with some conditions on Φ it is possible to
recover x accurately based on y [9].
It is desirable to use the compressed samples directly for frequency holes
detection and without recovering the signal itself. Since the algebraic de-
tection of distribution discontinuities is a linear approach, a proper sensing
matrix is required that makes it possible to use the compressed samples
as input to the linear detector. In following section we discuss compressed
sensing and selection of such sensing matrix.
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5.4 Combined Compressed Sensing and Distri-
bution Discontinuities Detection
5.4.1 Compressed Sensing
Let x ∈ RN be a signal with expansion in an orthonormal basis Ψ as
x[n] =
N−1∑
j=0
αjψj [n], n = 0, · · · , N − 1 (5.8)
where Ψ is the N × N matrix with the waveforms ψj as rows. To use
convenient matrix notations we can write the decomposition as x = Ψα
or equivalently, α = Ψ∗x where Ψ∗ denotes conjugate transpose of Ψ. A
signal x is sparse in the Ψ basis if the coeﬃcient sequence α is supported on
a small set. We say that a vector α is S-sparse if its support {j : αj = 0}
is of cardinality less or equal to S [6]. Consider that we would like to
recover all the N coeﬃcients of x, vector α, from measurements y about
x of the form
ym = 〈x, φm〉 =
N−1∑
n=0
φmnx[n],m = 0, · · · ,M − 1 (5.9)
or
y = Φx = ΦΨα = Θα (5.10)
where we are interested in the case that M  N , and the rows of the
M ×N sensing matrix Φ are incoherent with the columns of Ψ. Then it is
shown that signal x can accurately and sometimes exactly be recovered,
considering that the recovered signal x is given by x = Ψα, and α is
the solution to the convex optimization program
min
α˜∈RN
||α˜||l1 subject to ΦΨα˜ = Θα˜ = y (5.11)
where ||α˜||l1 :=
∑N
j=1 |α˜j |. The compressed sensing (CS) theory states
that there exists a measuring factor c > 1 such that only M := cS in-
coherent measurements y are needed to recover x with high probability.
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We also have to mention that except l1-minimization solution other meth-
ods such as greedy algorithms in [74] exist for recovering the sparse signal
[8, 6, 20, 7, 9, 22].
In case of noisy measurements, i.e., y = Φx + e, where e is noise with
||e||l2 ≤ , [9] shows that solution to
min
α˜∈RN
||α˜||l1 subject to ||Θα˜− y||l2 ≤  (5.12)
recovers the sparse signal with an error at most proportional to the noise
level. Also, [9] discusses the conditions for stable recovery from noisy mea-
surements.
We are interested in detection of spectrum holes by using algebraic ap-
proach directly from the compressed measurements without reconstructing
the original signal itself. For this reason we must ﬁnd out the appropriate
sensing matrix according to the detection technique. The proposed de-
tection technique is a linear algebraic algorithm. This technique uses the
Fourier transform of the observed signal to detect the occupied frequency
bands in the observed spectrum. Therefore the compressed measurements
of the observed signal must keep the linearity and properties of the orig-
inal signal in order to apply the detection algorithm successfully on the
compressed measurements. To ﬁnd the sensing matrix we start by looking
at the Discrete Fourier transform of the signal x ∈ RN .
Xl =
N−1∑
n=0
x[n] exp(−ωln), l = 0, · · · , N − 1, (5.13)
where ω = 2πiN and i is the imaginary unit. The Fourier transform of the
measured signal is
Yk =
M−1∑
m=0
y[m] exp(−ωkm), k = 0, · · · ,M − 1. (5.14)
From 5.10 we replace y[m] and we have
Yk =
M−1∑
m=0
(
N−1∑
n=0
φmnx[n]) exp(−ωkm), k = 0, · · · ,M − 1, (5.15)
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where φmn denotes the element of Φ at the cross of row m and column n.
Then from the linearity properties we have
Yk =
N−1∑
n=0
M−1∑
m=0
φn[m] exp(−ωkm)x[n], k = 0, · · · ,M − 1, (5.16)
where φn[m] denotes the m
th element of the nth column vector of Φ, φn,
and we see that
M−1∑
m=0
φn[m] exp(−ωkm) = Φˆnk , k = 0, · · · ,M − 1, (5.17)
that is the Fourier transform of the nth column vector of Φ, Φˆn. Then
from 5.16 and 5.17
Yk =
N−1∑
n=0
Φˆnkx[n], k = 0, · · · ,M − 1. (5.18)
And, as we said, in order to feed the detection algorithm directly by the
compressed measurements we seek that
Yk(ω) = aXl(ω), k ∈ {0, · · · ,M − 1}, l ∈ {0, · · · , N − 1}, (5.19)
where a > 0 is a constant. From 5.18 and to satisfy 5.19 we ﬁnd that
Φˆnk = a exp(−ωzn), z ∈ {1, · · · , N}, k = 0, · · · ,M − 1, (5.20)
and therefore from inverse Fourier transform we have
φn = aδ(n− z), z ∈ {1, · · · , N}, (5.21)
which means that any row vector of the sensing matrix is a Dirac function,
that is, only one column of each row is nonzero.
Now that the general format of the sensing matrix is clear, we should
ﬁnd a way to generate it. The ΦT matrix can be generated by randomly
selecting M columns of an identity matrix IN . Φ is given by the transpose
of ΦT , and we deﬁne a = 1 to make sure that the columns of the sensing
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matrix are unit-normed. So the sensing matrix Φ that we obtained has a
form like this
Φ ≈
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0 0 0 0
...
...
...
...
...
...
...
...
0 0 0 · · · 0 0 0 1
...
...
...
...
...
...
...
...
0 0 0 · · · 0 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
M×N
. (5.22)
This form of sensing matrix gives us the opportunity to use the compressed
measurements directly as input to the algebraic detection algorithm and
thus avoiding the computation complexity of reconstructing the original
signal. Next the algebraic detection technique with compressed measure-
ments as the input to the algorithm is explained.
5.4.2 Algebraic Detection Based on Compressive Sampling
The algebraic detection (AD) is a new approach based on advanced diﬀer-
ential algebra and operational calculus. In this method, the primary user’s
presence is rather casted as a change point detection in its transmission
spectrum [29]. In this approach, the mathematical representation of the
spectrum of the compressed measurements, i.e., the observed signal Yn
in frequency domain, is assumed to be a piecewise P th polynomial signal
expressed as following:
Yn =
K∑
k=1
Yk[nk−1, nk](f)pk(n− nk−1) + En, (5.23)
where Yk[nk−1, nk] is the characteristic function, pk is a polynomial series
of order P , En is the additive corrupting noise, K is the number of sub-
bands deﬁned in the frequency range of observation interest, and n = ffs
is the normalized frequency, where fs is the sampling frequency and f is
the signal frequency.
Let us deﬁne the clean version of the received signal Sn as:
Sn =
K∑
k=1
Yk[nk−1, nk](f)pk(n− nk−1) (5.24)
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And let b, the frequency band, such that one and only one change point
occurs in the interval Ib = [nk−1, nk] = [ν, ν+ b], ν ≥ 0. Denoting Sν(n) =
S(n + ν), n ∈ [0, b] as the restriction of the signal in the interval Ib and
redeﬁne the change point nν relatively to Ib such as:{
nν = 0 if Sν is continuous
0 < nν ≤ b otherwise (5.25)
Then, the primary user presence on a sensed sub-band is equivalent to
ﬁnd 0 < nν ≤ b on that band. The AD gives the opportunity to build a
whole family of spectrum sensing detectors, depending on a given model
order P . Depending on this model order, we can show that performance
of the AD is increasing as the order P increases.
The proposed algorithm is implemented as a ﬁlter bank composed of P
ﬁlters in parallel. The impulse response of each ﬁlter is:
hk+1,n =
{
(nl(b−n)P+k)(k)
(l−1)! , 0 < n < b
0, otherwise
(5.26)
where k ∈ [0 · · ·P − 1] and l is chosen such that l > 2× P . The proposed
expression of hk+1,n, k ∈ [0 · · ·P − 1] is determined by modeling the spec-
trum with a piecewise regular signal in frequency domain and casting the
problem of spectrum sensing as a change point detection in the primary
user transmission [29]. Finally, in each detected interval [nνi , nνi+1 ], we
compute the following equation:
λk+1 =
nνi+1∑
m=nνi
Wmhk+1,mXm, (5.27)
where M is the number of samples of the observed signal, and Wm is the
weight for numeric integration deﬁned by:{
W0 = WM = 0.5
Wm = 1 otherwise
(5.28)
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In order to infer whether the primary user is present in its interval, a
decision function is computed as following:
Df = ‖
P∏
k=0
λk+1(nν)‖ (5.29)
The decision is made by comparing the threshold Th to the mean value
of the decision function over the detected intervals.
5.4.3 Centralized Collaborative Compressed Sensing
In a centralized collaborative implementation of cognitive radios, each ra-
dio communicates with the fusion center through a control channel. Any
of the radios individually performs compressive sensing and sends its ob-
servation to the fusion center.
The compressed observations from each radio is processed separately at
the fusion center with an algebraic approach. In the collaborative sensing
the ﬁnal decision is made by applying a rule on the decisions from all the
radios for each detected interval. Diﬀerent rules maybe used, and here
we choose the averaging rule. Let us denote the detection results from
collaboration by D. Decision function from each radio ρ on each interval
[νi, νi+1] is denoted by Dfρ,νi . Then we have:
Dν = 1
Rs
Rs∑
ρ=1
Dfρ,νi , (5.30)
where Rs is the number of collaborative radios, and Df is given by equa-
tion (5.29). Thus, the ﬁnal decision is made by comparing D to the thresh-
old Th over the detected subbands.
5.5 Simulation Results
In this section we investigate the performance of the proposed algorithm in
comparison with the energy detector (ED). First we consider a frequency
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band in the range of [50, 250]MHz, in order to compare the compressive
sensing using the algebraic method and the wavelet approach introduced
in [72]. The signal is fully described in [72]. During the observed burst of
transmissions in the network there are 6 bands with frequency boundaries
at nνi,|6i=0 = [50, 120, 170, 200, 220, 224, 250] MHz.
Comparing with the wavelet approach, in the algebraic detection tech-
nique change points are detected in a single action, while in the wavelets
approach, many detections have to be conducted and fused to make a ﬁ-
nal decision. Figure 5.2 shows the algebraic detection performance on this
signal.
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Noise−free signal
Change points
Figure 5.2: Edge detection using the algebraic technique. The signal in
red is the original signal, the one in blue is the noisy observation with
SNR=-8dB. The black signal is the computed decision function and the
green stars are the detected change points.
Now, comparing the proposed compressed sensing algorithm to the ref-
erence algorithm, let us give some key notes on the ED. ED is the most
common method for spectrum sensing because of its non-coherency and
low complexity. The energy detector measures the received energy during
a ﬁnite time interval and compares it to a predetermined threshold. That
65
5. Feedback in UWB Wireless Sensors Network with Compressed Sensing
is, the test statistic of the energy detector is:
M∑
m=1
‖ ym ‖2, (5.31)
where M is the number of samples of the received signal y.
Traditional ED can be simply implemented as a spectrum analyzer. A
threshold used for primary user detection is highly susceptible to unknown
or changing noise levels. Even if the threshold would be set adaptively,
presence of any in-band interference would confuse the energy detector.
Since the complexity of sensing algorithms is a major concern in imple-
mentation and ED is well known for its simplicity, we choose ED as the
comparison reference. Denoting N the number of Nyquist samples of the
observed signal y and P the model order of AD, we show that the com-
plexity of AD is PN and the complexity of ED is N . From these results,
we clearly see that the exploited sensing algorithm has a comparable com-
plexity to the energy detector. For the proposed AD based compressed
sensing algorithm, the complexity is equal to: P MN N = PM , where M
is the number of compressed measurements of the received signal and
M  N . Table 5.1 summarizes the complexity of each detector.
Sensing technique Complexity
Energy detector N
Algebraic detector PN
Combined compressive sampling and PM
distribution discontinuities detection
Table 5.1: Complexity comparison among the three sensing techniques;
M  N .
In order to achieve realistic and well founded simulations, digital video
broadcasting-terrestrial (DVB-T) signals are used as the signals to be
sensed. This choice can be justiﬁed by the fact that almost all licensed
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primary networks are DVB-T and secondary users are CR deployed in
these networks. Here DVB-T signals are of 2k-mode type, where 2k-mode
deﬁnes the number of OFDM carriers, in this case 1075, and they are
approximately 4KHz apart [64]. The signal parameters are given in Ta-
ble 5.3.The value of the threshold Th is calculated at PF = 0.05 through
a Monte Carlo simulation.
Bandwidth 8MHz
Mode 2K
Guard interval 1/4
Channel models AWGN
Flat fading Single path
Sensing time 1.25ms
Table 5.2: The transmitted DVB-T primary user signal parameters
Figure 5.3 shows the performance of the following simulated detectors:
energy detector (ED), ﬁrst order algebraic detector (AD1), AD1 with
compression rate of M/N = 20%, 30%, 40% and 50% and a second or-
der algebraic detector (AD2) with M/N = 50%. We note that ED, AD1
and AD50%2 all have the same complexity and Figure 5.3 shows that AL
50%
2
have a much better performance than ED and at low SNRs it is outper-
forming AD1.
Another key metric in the sensing problems is the receiver operating char-
acteristics (ROC) curve which helps giving an idea about the reliabil-
ity of the proposed technique. For instance we plot the ROC curve at
SNR = −25dB for ED, AD1 and AL50%2 .
Figure 5.4 shows how reliable the compressed sensing technique is, as the
detector operates at high probability of detection under a low false alarm
rate.
Then we investigate the performance of the proposed collaborative com-
pressed sensing comparing to the energy detector (ED). Consider groups
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Figure 5.3: PD vs. SNR at PF=0.05; ADP :Algebraic detector of order P ;
ED: Energy detector; MN :Compression ratio.
of collaborative radios with size of 1, 5, 10, and 20 radios. Each radio com-
municates with the fusion center through a control channel. We assume
that the radio channel between primary users and cognitive radios has a
ﬂat fading with a Rayleigh distribution and shadowing eﬀect. Cognitive
radios can either use a same sensing matrix or each radio can have a dif-
ferent sensing matrix from other radios. Here, we assume that radios use
diﬀerent sensing matrices from each other that are made randomly in a
way that was explained earlier.
Again in order to achieve realistic and well founded simulations, DVB-T
signals based on DVB-T 2K recommendations are used as the signals to
be sensed. The signal and channel parameters are given in Table 5.3. The
value of the threshold Th is calculated at PF = 0.05 through a Monte
Carlo simulation.
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Figure 5.4: ROC curve at SNR=−25dB; ADP :Algebraic detector of order
P ; ED: Energy detector; MN :Compression ratio.
Bandwidth 8MHz
Mode 2K
Guard interval 1/4
Channel models AWGN
Flat fading Multipath
Channel gains [-10,0]dB
Sensing time 1.25ms
Table 5.3: The transmitted DVB-T primary user signal and channel pa-
rameters
For each group size, compressed collaborative detection with diﬀerent com-
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pression ratios, MN = {10%, 20%, 30%}, is simulated and compared to the
ED detector with single radio and no compression. Collaborative ED is
not simulated due to timing issues and since the comparison is still valid
with single radio because, as will be seen, performance of a single radio
with compressed sensing for compression ratios of about 20% and higher
is better than single ED with no compression. So, we expect that cooper-
ative compressed sensing also ourperforms cooperative ED, intuitively.
Figure 5.5 shows the performance of the energy detector (ED) with no
compression and a ﬁrst order algebraic detector AD1 with diﬀerent com-
pression ratios for collaborative groups of size 1, 5, 10 and 20 radios.
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Figure 5.5: Probability of detection, PD, vs. SNR at PF = 0.05. CAD:
Compressed sensing with Algebraic detection of order P = 1. SU: sec-
ondary users/collaborative radios.
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We note that performance of a single radio with compression ratio of 10%
is not as good as performance of ED with single radio and no compression.
And for the rest of examples the performance is better. This is where the
complexity of the compressed sensing, i.e., MN , is much lower than ED,
i.e., N . Collaboration among radios greatly improves the detection per-
formance. Also, we note that when the number of collaborations increases
the compression ratio at each radio can be decreased in order to achieve
a speciﬁc probability of detection PD. Figure 5.6 shows the probability of
detection that is achievable by diﬀerent number of collaborative radios for
a compressed sensing ratio of MN = 10% at SNR=−20dB and PF = 0.05.
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Figure 5.6: Probability of detection, PD, vs. number of collaborative
radios (SUs: secondary users) with compressed sensing of ratio MN = 10%
and Algebraic detection of order P = 1, at SNR=−20dB and PF = 0.05.
These results are obtained with Algebraic detection of order P = 1, where
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increasing the order to P = 2 improves the performance dramatically,
while complexity increases to 2M from M . But, still, for example for
M
N = 10%, complexity remains much less than complexity of ED, i.e., N .
As a ﬁnal word, we can say that the collaborative compressed sensing
decreases the complexity and energy consumption of cognitive radio net-
works remarkably due to the low sampling rate required for each radio
while it makes the cognitive network robust against fading.
5.6 Conclusion
A new sensing technique which combines compressive sampling and an
algebraic method for detecting spectrum holes in a UWB wireless sen-
sor network scenario is presented. The designed measurement matrix and
combination with algebraic detector satisﬁes the goal of reducing sam-
pling complexity at sensor nodes and therefore enabling feedback in UWB
wireless sensors network. The analysis of the complexity of the proposed
technique shows that the complexity is dramatically reduced compared to
the traditional algebraic detector, specially when the model order of the
algebraic detector increases. In addition, the presented centralized collab-
orative sensing technique reduces complexity at each node even further
and provides a better robustness to the system in fading conditions.
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Chapter 6
Conclusion & Future Work
In this thesis several techniques for mitigating narrowband interference
(NBI) in the context of ultra wideband (UWB) short range wireless sen-
sor networks, speciﬁcally for biomedical application, are proposed.
In the context of blind UWB wireless sensor networks several proposals are
provided to increase the system robustness against NBI. Where by blind we
mean that the system has no information about NBI and its proximity for
example by receiving feedback. The proposed multiband signaling scheme
that is supported by frequency interleaving and error correcting coding
suggests that the sensor network can tolerate existence of random NBI
sources to some good extent. This method provides a great opportunity
for multiuser scenarios, and thus we suggest a scheduling policy for mul-
tiuser scenario. The discovered scheduling policy, via Nash equilibrium,
provides each user/sensor in the network with a fair access to the resources
and keeps the system in a steady state, i.e., none of the users can gain
more beneﬁt for itself by deviating from the scheduling policy. In addition
a new modulation, pulse position and frequency modulation (PPFM), is
proposed that is able to inherently recover some errors that have occurred
due to NBI. It is shown that PPFM with diﬀerential receiving algorithm
mitigates strong NBI and performs better than a conventional system with
pulse position modulation (PPM).
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Providing UWB wireless sensor network with feedback is a great way to
increase system robustness against NBI, although it introduces more com-
plexity to the sensor nodes. Therefore, to keep complexity low at the sen-
sor nodes, we proposed using compressed sensing (CS) with an algebraic
detector which makes ultra wideband spectrum sensing possible. Com-
bined detection is also suggested, and this improves robustness in fading
conditions and it can also decrease complexity at each individual node
more.
Overall, the thesis addresses the NBI problem in UWB wireless sensor
networks by proposing diﬀerent methods that are practical and have low
complexity. Combination of the suggested methods are possible and this
ability can provide practical solutions for increasing the system robustness
in diﬀerent conditions.
6.1 Future Work
An interesting direction to continue this work in the future is real imple-
mentation of the proposed methods in hardware. The hardware can be
one of the existing platforms designed for testing diﬀerent systems, for ex-
ample universal software radio peripherals (USRP). Real implementation
has its own challenges, good lessons, and it helps to further develop the
methods. Furthermore, combination of the suggested techniques can be
implemented and studied.
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Appendix A
UWB Pulse Design
Algorithm
This appendix presents the used UWB pulse design algorithm as proposed
in [58].
Given a desired frequency mask H(f), the pulse design algorithm utilizes
its corresponding impulse response h(t). The aim is to design a pulse
signal ψ(t) that is time-limited to Tm seconds (impulse pulse period) while
exhibiting minimal distortion as it passes through the ﬁlter with impulse
response h(t), as shown in Figure A.1. In other words, when the pulse ψ(t)
is sent through the ﬁlter h(t), the ﬁlter output should be λψ(t), where λ
is an attenuation factor.
If p(t) is the pulse shape, ψ(t) has the following form:
ψ(t) =
{
p(t) |t| < Tm2
0 elsewhere
. (A.1)
Then,
λψ(t) =
∫ ∞
−∞
ψ(τ)h(t− τ) dτ =
∫ Tm
2
−Tm
2
ψ(τ)h(t− τ) dτ. (A.2)
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By sampling at a rate of N samples per pulse period Tm, (A.2) can be
expressed as following:
λψ[n] =
N
2∑
m=−N
2
ψ[m]h[n−m], n = −N
2
· · · N
2
(A.3)
where n and m take on integer values only.
Upon expressing (A.3) in vector form, the convolution in (A.2) becomes a
matrix multiplication of a (N + 1)× (N − 1) Toeplitz matrix H with the
sample vector ψ such as
λ
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ψ[−N
2]
ψ[−N
2+1]
...
ψ[0]
...
ψ[N
2]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸
ψ
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
h[0] h[−1] · · · h[−N ]
h[1] h[0] · · · h[−N + 1]
...
... · · · ...
h[N
2]
h[N
2−1] · · · h[−N2]
...
... · · · ...
h[N ] h[N − 1] · · · h[0]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸
H
×
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ψ[−N
2]
ψ[−N
2+1]
...
ψ[0]
...
ψ[N
2]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸
ψ
(A.4)
Clearly ψ is an eigenvector of H. Thus, we deﬁne ψ as |ψ1, ψ2, · · · , ψm|
and Λ as the (λ1, λ2, · · · , λm), where the eigenvalues are arranged in de-
scending order, i.e., λ1 > λ2 > · · · > λm. Every numerical solution of
(A.2) can be found by means of eigenvalues decomposition.
Each eigenvalue is related to the percentage of its corresponding eigen-
vector’s power concentrated inside the desired frequency mask H(f). The
Figure A.1: Block diagram of pulse design algorithm [58].
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greater the eigenvalue, the better the power spectrum ﬁts. Therefore,
only the eigenvectors corresponding to large eigenvalues should be taken
as pulse designs and selected for implementation.
Example pulses are given for a bandpass frequency mask between 3.1 GHz
and 10.6 GHz represented in the frequency domain by (A.5) and in the
time domain by (A.6), where fL = 3.1 GHz and fU = 10.6 GHz.
H(f) =
{
1, 3.1GHz < f < 10.6GHz
0, elsewhere
. (A.5)
h(t) = 2fU sinc(2fU t)− 2fLsinc(2fLt). (A.6)
Having N = 64 and Tm = 1 ns, corresponding eigenvectors to two rela-
tively large eigenvalues are suggested for UWB pulse designs as plotted
in Figure A.2. The power spectra of these pulses, Figure A.3, show that
the majority of their power is concentrated in the desired frequency band,
and they comply with the FCC regulations.
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Figure A.2: Pulse shapes obtained from the pulse design algorithm using
a single bandpass frequency mask (a) ψ1(t), (b) ψ2(t) [58].
Figure A.3: Power spectra of pulse shapes obtained from the pulse design
algorithm using a single bandpass frequency mask (a) ψ1(f), (b) ψ2(f)
[58].
88
