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VECTOR-VALUED AUTOMORPHIC FORMS AND
VECTOR BUNDLES
HICHAM SABER AND ABDELLAH SEBBAR
Abstract. While vector-valued automorphic forms can be defined for
an arbitrary Fuchsian group Γ and an arbitrary representation R of Γ in
GL(n,C), their existence has been established in the literature only when
restrictions are imposed on both Γ and R. In this paper, we prove the
existence of n linearly independent vector-valued automorphic forms for
any Fuchsian group Γ and any n-dimensional complex representationR of
Γ. To this end, we realize these automorphic forms as global sections of a
special rank n vector bundle built using solutions to the Riemann-Hilbert
problem over various noncompact Riemann surfaces and Kodaira’s van-
ishing theorem.
1. Introduction
Let Γ be a Fuchsian group, that is a discrete subgroup of PSL2(R) acting
(properly and discontinuously) on the Poincare´ half-plane
H = {z ∈ C : Im z > 0} .
Let R be an n-dimensional complex representation of Γ, that is a homomor-
phism
R : Γ −→ GL(n,C) .
A vector-valued automorphic form for Γ of multiplier R and real weight k
is a meromorphic function F : H −→ Cn satisfying
(1.1) F (γ · z) = Jkγ (z)R(γ) F (z) , z ∈ H , γ ∈ Γ ,
where Jγ(z) = cz+d if γ =
(
∗ ∗
c d
)
. In addition, we require that at each cusp
of Γ, F has a meromorphic behaviour to be made explicit in the next section.
Also, the question of multivaluedness of (cz + d)k has to be addressed via
multiplier systems.
The theory of vector-valued automorphic forms has been around for a long
time, first, as a generalization of the classical theory of scalar automorphic
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forms, then as natural objects appearing in mathematics and physics. For
instance, Selberg suggested vector-valued forms as a tool to study modular
forms for finite index subgroups of the modular group [24] and they also
appear as Jacobi forms [28, 6]. In physics, they appear as characters in ra-
tional conformal field theory [4, 5, 22]. In the last decade, there has been a
growing interest in the study of vector-valued forms, and several important
results have been obtained by various authors [1, 11, 17, 18, 19, 20, 21]. How-
ever, most of what is found in the literature deals only with the typical case
of Γ being the modular group SL2(Z) or its subgroups and the convenient
condition that R is trivial at the parabolic elements of Γ and sometimes
diagonalizable. A possible generalization to the case of Γ being a Fuchsian
group of genus zero was announced by Gannon in [11]. More general results
were obtained by Borcherds in [2, 3] for the metaplectic group of a general
cofinite Fuchsian group of the first kind such that the representation has fi-
nite order images at the parabolic elements. Also, in [10], a general (finitely
generated) Fuchsian group of the first kind is considered but for a unitary
representation such that the image of a finite index subgroup of Γ consists
of elements that are simultaneously diagonalizable. However, the mere ex-
istence of a nonzero vector-valued automorphic form beyond these cases is,
so far, not established, and simple cases such as the defining representation
(R = Id), the symmetric power representations, monodromy representations
of differential equations, as well as any non-unitary representation, do not
fit in the above categories.
Let X = XΓ be the quotient of H by Γ to which we add the cusps (these
are not necessarily of finite number). The Riemann surface may or may not
be compact as Γ is of any kind. Let R be an n−dimensional representation
of Γ. In this paper, we prove the following: To the pair (Γ, R), we associate
a vector bundle E = EΓ,R over X such
dimH0(X,ME) ≥ n,
where ME is the sheaf of meromorphic sections of E . The global sections
in H0(X,ME), when lifted to H, yield n linearly independent vector-valued
automorphic forms of multiplier R with a pole at a prescribed cusp. This
pole is removed after multiplying by an appropriate scalar automorphic form,
and the same operation is also used to adjust for the desired weight.
The construction of this vector bundle is as follows: There exists a covering
U = (Ui) of X , parameterized by the set of elliptic fixed points and cusps,
such that on each Ui, we construct a holomorphic map Ψi : Ui −→ GL(n,C)
having R as a factor of automorphy (see §3). This is achieved by solving
the Riemann-Hilbert problem on Ui with monodromy R. These maps Ψi
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in GL(n,O(Ui)) have the same automorphic behaviour on the overlap of
the Ui’s yielding a 1-cocycle (Fij) ∈ Z
1(U ,GL(n,O)). To this cocycle, we
associate the rank n holomorphic vector bundle E over X whose transition
functions are the maps Fij . The novelty in our construction of the n linearly
independent global sections in H0(X,ME) lies in the use of the Kodaira
vanishing theorem in the compact case, and the property of coherent sheaves
in the case X is not compact as it is a Stein variety.
This paper is organized as follows: In §2, we clarify the notion of mero-
morphy of vector-valued automorphic forms at the cusps. This is necessary
as this behaviour at the cusps is made explicit in the literature only when
the representation is unitary or diagonalizable whence, in this paper, we are
dealing with arbitrary representations. We only deal with integral weights
as this will only be used for weight zero. We go back to arbitrary real weight
later in the paper. In §3, we recall the basic notions of differential equations
over Riemann surfaces, their monorodromy and their fundamental systems
of solutions. We also introduce the notion of factors of automorphy and
we explain how to get a solution to the Riemann-Hilbert problem over the
punctured disc. We follow closely the treatment of [9]. In §4, we consider
a Fuchsian group Γ acting on H and the noncompact surfaces Y ′ = H − E
and X ′ = Γ\(H−E) where E is the set of elliptic fixed points of Γ. We
have a Galois covering pi : Y ′ −→ X ′ whose group of covering transforma-
tions is Γ. We then adapt the solution to the Riemann-Hilbert problem for
noncompact Riemann surfaces given in [9] to our covering pi : Y ′ −→ X ′.
In §5, we construct an open covering U = (Ui)i≥0 of X such that U0 = X
′
and Ui, i ≥ 1, is a neighborhood of (the class of) an elliptic fixed point or
a cusp in X . Using the solutions to the various Riemann-Hilbert problems
from §3 and §4, we construct a cocycle (F˜ij) in Z
1(U ,GL(n,OX)). In §6,
we consider the holomorphic vector bundle E whose transition functions are
given by the cocycle (F˜ij), and we use Kodaira’s vanishing theorem to prove
that this vector bundle has n linearly independent global sections. These in
turn, when lifted to H, yield n linearly independent vector-valued automor-
phic forms for Γ with multiplier R. In §7 we consider the case n = 1 and
n = 2 which are respectively related to the notions of generalized modular
forms and to equivariant functions.
2. Behaviour at the cusps
In this section we shall make explicit the behaviour of a meromorphic
vector-valued automorphic form at a cusp. We will restrict ourselves to the
case of integral weights as the main results of this paper deal only with this
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case. The more general case of a real weight can be dealt with in the same
manner with the help of multiplier systems.
Let Γ be a discrete group and R a representation of Γ in GL(n,C). From
now on, we will denote the matrix R(γ), γ ∈ Γ, by Rγ. Let F be a mero-
morphic function on H satisfying (1.1) and define the slash operator |k, k
being an integer, by
(2.1) F |kγ = (det γ)
k
2 J−kγ F ◦ γ , γ ∈ GL
+
2 (R) .
If s is a cusp of Γ and α ∈ SL2(R) such that α · s = ∞. Then, using the
notations of [27], we have
αΓα−1{±1} =
{
±
(
1 h
0 1
)m
, m ∈ Z
}
,
with h being a positive real number referred to as the cusp width at s. If
we set th =
(
1 h
0 1
)
then th = αγsα
−1 with Γs = 〈γs〉 being the fixing group
of the cusp s inside Γ. Further, if we define F˜ := F |kα
−1, then we have
F˜ |kth = F |kα
−1|kth
= F |kα
−1th
= F |kγsα
−1
= (F |kγs)|kα
−1
= RγsF |kα
−1
= RγsF˜ .
Let Bs ∈M(n,C) such that
Rγs = exp(2piiBs) .
If we set
Ψs(z) = exp
(
2pii
z
h
Bs
)
, z ∈ C ,
we have
Ψs(thz) = exp
(
2pii
z + h
h
Bs
)
= exp
(
2pii
z
h
Bs + 2piiBs
)
= RγsΨs(z)
= Ψs(z)Rγs .
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Hence,
Ψ−1s F˜ |kth = Ψ
−1
s F˜ .
It follows that that Ψ−1s F˜ has a Laurent expansion in qh := exp(2piiz/h).
We say that F is meromorphic at the cusp s if this Laurent expansion has
the form ∑
n≥n0
anq
n
h , 0 < |qh| < r
for some integer n0 and some positive real number r. Also, F is said to be
holomorphic (resp. cuspidal) if n0 ≥ 0 (resp. n0 > 0).
We adopt this behaviour at the cusps for all the vector-valued automorphic
forms constructed in this paper. In fact, this method generalizes all other
suggested ways in the literature. In particular, there is no need to ask that
the matrices Rth should be unitary or diagonalizable.
3. Differential equations and automorphy
In this section we recall some facts on differential equations on Riemann
surfaces and their monodromies. as well as the behaviour of the solutions
under the action of the covering transformations of these Riemann surfaces.
Our main reference is [9]. Let X be a Riemann surface and A ∈ M(n,Ω(X))
be a n× n matrix with coefficients in the space of holomorphic 1− forms on
X . In other words, for any local chart (U, z) on X , one has A = Fdz where
F ∈ M(n,O(U)), O(U) being the set of holomorphic functions on U . We
then consider the differential equation
(3.1) dw = Aw ,
with the unknown map w : X −→ Cn being a holomorphic function on X .
Locally on (U, z), this equation becomes
dw
dz
= Fw .
Suppose X is simply connected. For every x0 ∈ X and c ∈ C
n, there exists
a unique w ∈ O(X)n solution to (3.1) satisfying w(x0) = c.
For an arbitrary Riemann surface X , let p : X˜ −→ X be its universal
covering, x0 ∈ X and y0 ∈ X˜ such that p(y0) = x0. Then for each c ∈ C
n,
there exists a unique solution w ∈ O(X˜)n on X˜ to the differential equation
(3.2) dw = (p∗A)w
satisfying w(z0) = c. Here p
∗A = A ◦ p.
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In general, let LA be the set of all solutions w ∈ O(X˜)
n to the differential
equation (3.2). Then LA is an n−dimensional complex vector space, and a
family of solutions w1, . . . , wn form a basis if, for each a ∈ X˜ , the vectors
w1(a), . . . , wn(a) ∈ C
n are linearly independent. In this case, we have an
invertible matrix
(3.3) Φ = [w1, . . . , wn] ∈ GL(n,O(X˜))
such that
(3.4) dΦ = (p∗A)Φ .
The matrix Φ is called a fundamental system of solutions of the differential
equation dw = Aw.
Let G := Deck (X˜/X)) be the group of covering transformation of the cov-
ering p : X˜ −→ X , that is the set of automorphisms of X˜ that preserve the
fibers of p. In our case, since the covering is universal, then G is isomorphic
to pi1(X), the fundamental group of X . For σ ∈ G, set σΦ = Φ ◦ σ
−1. Then
σΦ satisfies the equation (3.4). In other words, we have d(σΦ) = (p∗A)σΦ
yielding another fundamental system of solutions. Therefore, there exists a
constant matrix Rσ ∈ GL(n,C) such that
(3.5) σΦ = ΦRσ .
If τ ∈ G is another covering transformation, it is clear that
Rστ = Rσ Rτ .
Therefore, we have a representation R of G = pi1(X) in GL(n,C).
In general, let p : Y −→ X be a holomorphic unbranched covering of
Riemann surfaces and let G be the group of covering transformations. A
holomorphic mapping Ψ : Y −→ GL(n,C) is called automorphic with con-
stant factors of automorphy Rσ ∈ GL(n,C) if
σΨ = ΨRσ for all σ ∈ G .
This defines a representation R of G in GL(n,C). In particular, according
to (3.5), the fundamental system of solutions Φ is thus automorphic with
Rσ as factors of automorphy.
Conversely, suppose we are given a representation R of G = pi1(X) in
GL(n,C) and a holomorphic mapping Φ : X˜ −→ GL(n,C) satisfying σΦ =
ΦRσ for all σ ∈ G. The matrix dΦ · Φ
−1 ∈ M(n,Ω(X˜)) is invariant under
covering transformations:
σ(dΦ · Φ−1) = (dΦ · Rσ)(ΦRσ)
−1 = dΦ · Φ−1.
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Therefore, there exists a matrix A ∈ M(n,Ω(X)) such that p∗A = dΦ ·Φ−1.
Moreover, Φ is a fundamental system of solutions of the differential equation
dw = Aw.
In the following theorem, we will see that for a punctured disc and for
any invertible matrix R, one can always find a differential equation whose
solution has R as its factor of automorphy. Recall that on X˜, the logarithm
function is well defined, that is, there exists a holomorphic function
log : X˜ −→ C
such that exp ◦ log = p where p : X˜ −→ X is the universal covering of X .
Theorem 3.1. [9] Suppose R ∈ GL(n,C) and B ∈ M(n,C) such that
exp(2piiB) = R .
Then on X := {z ∈ C : 0 < |z| < R}, the holomorphic matrix Φ0(z) =
exp(B log z) is a fundamental system of solutions of
w′ =
1
z
Bw
on the universal covering p : X˜ −→ X which has R as its factor of auto-
morphy, i.e.
σΦ0 = Φ0R,
σ being a generator of Deck (X˜/X) such that
σ log = 2pii+ log .
Proof. This can be shown by straightforward calculations:
First, it is clear that Φ′0 =
1
z
BΦ0 and
σΦ0 = σ exp(B log) = exp(Bσ log) = exp(B(log + 2pii))
= exp(B log) exp(2piiB) = Φ0R.
Notice that given the choice of σ, the group Deck (X˜/X) is given by the
monodromy group {σn , n ∈ Z}. 
4. The case of non-compact Riemann surfaces
Let Γ be a Fuchsian group, and let E be the set of its elliptic fixed points
and C the set of its cusps in R ∪ {∞}. Define
X = X(Γ) := Γ\(H ∪ C) , X ′ = X ′(Γ) := Γ\(H− E) .
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Notice that both Γ\E and Γ\C are discrete closed sets, that are finite if Γ
is a Fuchsian group of the first kind. If we set Y ′ = H−E, then we have an
unbranched covering map
pi : Y ′ −→ X ′ .
Since Γ acts properly and discontinuously on Y ′, then the group of covering
transformations is
Deck (Y ′/X ′) = Γ.
Moreover, this is a Galois covering in the sense that for all y1 and y2 in Y
′
with pi(y1) = pi(y2), there exists σ ∈ Γ such σ(y1) = y2.
The following theorem is a key tool in the solution of the Riemann-Hilbert
for noncompact Riemann surfaces. For the sake of completeness, we include
the proof from [9] adapted to our Riemann surfaces.
Theorem 4.1. Let Γ be a Fuchsian group and define the noncompact Rie-
mann surfaces Y ′ and X ′ as above. If R is a complex representation of Γ in
GL(n,C), then there exists a holomorphic map Φ : Y ′ −→ GL(n,C) having
Rσ as factors of automorphy. That is, for all σ ∈ Γ, we have
σΦ = ΦRσ .
Proof. Since pi : Y ′ −→ X ′ is an unbranched Galois covering, there exists
an open covering U = (Ui)i∈I of X
′ and homeomorphisms (also known as
Γ−charts)
φi = (pi, ηi) : pi
−1(Ui) −→ Ui × Γ.
The mapping φi is fiber-preserving and is compatible with the action of Γ
in the sense that φi(y) = (x, σ) implies φ(τy) = (x, τσ). In other words, the
mapping ηi : pi
−1(Ui) −→ Γ satisfies ηi(τy) = τηi(y) for all y ∈ pi
−1(Ui) and
τ ∈ Γ.
On Yi = pi
−1(Ui) define Ψi : Yi −→ GL(n,C) by
Ψi(y) = Rηi(y)−1 , y ∈ Yi.
Since Ψi is locally constant, it is holomorphic. Now, if y ∈ Yi and σ ∈ Γ,
then
σΨi(y) = Ψi(σ
−1y) = Rηi(σ−1y)−1 = Rηi(y)−1σ = Rηi(y)−1Rσ = Ψi(y)Rσ.
Therefore, Ψi is automorphic on Yi with factors of automorphy Rσ. If we
set
Fij = ΨiΨ
−1
j ∈ GL(n,O(Yi ∩ Yj)) ,
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then for all y ∈ Yi ∩Yj we have σFij(y) = Fij(y), that is, the Fij is invariant
under covering transformations and hence may be considered as an element
of GL(n,O(Ui ∩ Uj)). Therefore, we have a cocycle
(Fij) ∈ Z
1(U ,GL(n,O)) .
As X ′ is a noncompact Riemann surface, we have [9, 13]
H1(X ′,GL(n,O)) = 0 .
Therefore, there exist elements Fi ∈ GL(n,O(UI)) such that
Fij = FiF
−1
j on Ui ∩ Uj .
We now look at the Fi as elements of GL(n,O(Yi)) that are invariant under
covering transformations and set
Φi = F
−1
i Ψi ∈ GL(n,O(Yi)) .
Then, for every σ ∈ Γ, we have
σΦi = F
−1
i σΨi = F
−1
i ΨiRσ = ΦiRσ.
Moreover, on Yi ∩ Yj we have
Φ−1i Φj = Ψ
−1
i FiF
−1
j Ψj = Ψ
−1
i FijΨj = Ψ
−1
i ΨiΨ
−1
j Ψj = 1.
Thus, the Φi’s define a global function Φ ∈ GL(n,O(Y
′)) with
σΦ = ΦRσ , σ ∈ Γ .

5. A cocycle with coefficients in the sheaf GL(n,OX)
Throughout this section, Γ is a Fuchsian group and R is a representation
of Γ in GL(n,C). Recall the unbranched covering pi : Y ′ −→ X ′ from the
previous section. We will extend the previous constructions to the elliptic
points and the cusps of Γ. Write
Γ\(C ∪ E) = {ai}i≥1
for the discrete closed set of classes of cusps and elliptic fixed points in X .
In particular, they correspond to inequivalent points ai in H ∪ R. For each
ai we choose a neighborhood in X
∗(Γ) in the following way:
If ai is a cusp, let Ui be a neighborhood of ai in X given by
Ui = (Γai\Dai) ∪ {ai},
where Γai is the stabilizer of ai in Γ and Dai is a horocycle in H tangent at
ai [27] (if ai =∞, this horocycle is a half plane). Here Γai is infinite cyclic.
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If ai is an elliptic fixed point, then Ui is given by
Ui = Γai\Dai ,
where Dai is an open disc in H centered at ai. Here Γai is a finite cyclic
group.
Further, these neighborhoods can be taken such that for ai 6= aj, we have
Ui ∩ Uj = ∅. Also, for each ai choose a chart z for X such that z(Ui) = D
and z(ai) = 0 where D is the unit disc.
We now set U0 = X
′, V0 = H − E = pi
−1(X ′) = Y ′. Then U = (Ui)i≥0
is an open covering of X . Theorem 4.1 provides us with a R−automotphic
map Φ : V0 = Y
′ −→ GL(n,C) and we set Ψ0 = Φ.
Proposition 5.1. If ai is a cusp and Vi = pi
−1(Ui − {ai}), there exists a
holomorphic map
Ψi : Vi −→ GL(n,C)
having the same automorphic behaviour as Ψ0|Vi.
Proof. We have
Vi = ΓDai =
⊔
γ∈Γ/Γai
γDai =
⊔
γ∈Γ/Γai
Dγai .
Here we have a disjoint union of connected components Zγ = γDai of Vi and
γ is a chosen representative of γ in Γ/Γai . Then
Zγ −→ Ui − {ai}
is a universal covering with the covering transformations given by the fun-
damental group
pi1(Ui − {ai)} = Γγai = 〈γi〉 ,
where γi is a generator of Γγai . In case the cusp ai is at∞, then this covering
is isomorphic to the universal covering
H −→ H/〈z 7→ z + h〉 ∼= D∗,
where the chart is given by q = exp(2piiz/h), h being the cusp width at ∞
and D∗ = {q ∈ C | 0 < |q| < 1}.
Using the chart z (or q when ∞ is a cusp for Γ) and Theorem 3.1, let
Bi ∈ M(n,C) such that
exp(2piiBi) = Rγi .
Then the holomorphic function Ψγi(z) = exp(Bi log z) on Zγ satisfies
γiΨγi = ΨγiRγi ,
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which is the same automorphic behaviour as the one for Ψ0|Zγ as the mon-
odromy group of the differential equation given by Ψ0|Zγ is 〈γi〉. We define
Ψi on Vi by
Ψi|Zγ = Ψγi .

Proposition 5.2. If ai is an elliptic fixed point and Vi = pi
−1(Ui − {ai}),
there exists a holomorphic map
Ψi : Vi −→ GL(n,C)
having the same automorphic behaviour as Ψ0|Vi. Moreover, Ψi is meromor-
phic at each point of pi−1{ai}.
Proof. If ai is the class of an elliptic fixed point ai in H, then
Ui − {ai} = Γai\D
∗
ai
,
where D∗ai = Dai−{ai} is the punctured disc. Here, the stabilizer Γai = 〈γi〉
of finite order ki. Furthermore, we have
Vi =
⊔
γ∈Γ/Γai
γD∗ai =
⊔
γ∈Γ/Γai
Zγ ,
where the Zγ = γD
∗
ai
are the connected components of Vi. In the meantime,
the unbranched covering Zγ −→ D
∗
ai
is isomorphic to the covering
D∗ −→ D∗
z 7−→ zki
for which the covering transformations are given by the group 〈γ′i : z 7−→ ζiz〉
where ζi is a primitive ki−th root of unity. Furthermore, since R
ki
γi
= 1, then
Rγi is diagonalizable and for some P ∈ GL(n,C) we have
PRγiP
−1 = diag (λ1, . . . , λn) , λ
ki
j = 1 .
Write λj = ζ
αj
i and for z ∈ D
∗ set
Ψ′γi(z) = diag (z
−α1 , . . . , z−αn) .
We have
γ′iΨ
′
γi
(z) = Ψ′(ζ−1i z)
= diag (ζα1i z
−α1 , . . . , ζαni z
−αn)
= diag (λ1z
−α1 , . . . , λnz
−αn)
= Ψ′γi(z)PRγiP
−1 .
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Therefore,
γ′iΨ
′
γi
P = Ψ′γiPRγi .
If Ψγi = Ψ
′
γi
P , then going back to the covering Zγ −→ D
∗
ai
we get
γiΨγi = ΨγiRγi .
We now define Ψi : Vi −→ GL(n,C) by Ψi|Zγ = Ψγi . It is clear that Ψi|Zγ
and Ψ0|Zγ have the same automorphic behaviour under 〈γi〉. 
In summary, we have a covering U = (Ui)i≥0 of X such that on V0 =
pi−1(U0) we have a R−automotphic map Ψ0 (Theorem 4.1), and on Vi =
pi−1(Ui − {ai}), i ≥ 1, we have a holomorphic map Ψi with the same auto-
morphic behaviour as Ψ0|Vi (Proposition 5.1 and Proposition 5.2). We now
define the cocycle
Fij = ΨiΨ
−1
j ∈ GL(n,O(Vi ∩ Vj)) if i 6= j and Fii = id .
Theorem 5.3. The cocycle (Fij) defines a cocycle (F˜ij) in Z
1(U ,GL(n,O))
such that Fij = pi
∗F˜ij.
Proof. We need to prove that the Fij’s can be considered as elements of
GL(n,O(Ui ∩ Uj)). By construction, for i 6= 0 and j 6= 0 we have
Ui ∩ Uj = Vi ∩ Vj = ∅ , U0 ∩ Ui = Ui − {ai} , V0 ∩ Vi = Vi .
We only need to prove that Ψ0Ψ
−1
i ∈ GL(n,O(Vi)) defines an element of
GL(n,O(Ui − {ai})). Using Proposition 5.1 and Proposition 5.2, Ψi and
Ψ0 have the same automorphic behaviour under Deck (Zγ/Ui − {ai}) on
each connected component Zγ of Vi. Therefore, Ψ0Ψ
−1
i is invariant under
the action of Deck (Zγ/Ui − {ai}), and so descends to GL(n,O(U0 ∩ Ui)).
Therefore, there exists an element (F˜ij) ∈ Z
1(U ,GL(n,O)) such that Fij =
pi∗F˜ij .

6. Vector-valued automorphic forms as sections of a vector
bundle
In the previous section, we have constructed an open covering U = (Ui)i≥0
of the Riemann surface X = X(Γ) and a cocycle (F˜ij) ∈ Z
1(U ,GL(n,O)).
There exists a holomorphic vector bundle p : E −→ X of rank n whose
transition functions are the (F˜ij) [9], [12]. We now choose a positive line
bundle L −→ X which we may take to be one whose associated divisor is
L = [P ] where P is an arbitrary fixed point on X . As Γ is a Fuchsian group
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of any kind, then X may or may not be compact. We first suppose that X is
compact. Then, using Kodaira’s vanishing theorem, there exists an integer
µ0 ≥ 0 such that for all µ ≥ µ0 we have
(6.1) Hq(X,O(Lµ ⊗ E)) = 0 , q > 0 .
For convenience, we will adopt the additive notation µ[P ] + E for divisors
instead of Lµ ⊗ E .
Proposition 6.1. For each µ ≥ µ0, there are n linearly independent holo-
morphic sections of (µ+ 1)[P ] + E .
Proof. We have an exact sequence
0→ H0(X,O(µ[P ]+E))→ H0(X,O((µ+1)[P ]+E))→ ((µ+1)[P ]+E)P → 0
where
H0(X,O((µ+ 1)[P ] + E))→ ((µ+ 1)[P ] + E)P
is the evaluation map and ((µ+ 1)[P ] + E)P ∼= C
n is the fiber over P . This
yields a long exact sequence
· · · → H0(X,O((µ+ 1)[P ] + E))→ Cn → H1(X,O(µ[P ] + E)) . . . .
Using (6.1), we have H1(X,O(µ[P ] + E)) = 0. Therefore, the evaluation
map at P
H0(X,O((µ+ 1)[P ] + E))→ Cn
is surjective. We choose sections σi in H
0(X,O((µ+ 1)[P ] + E)) such that
σi(P ) = ei , 1 ≤ i ≤ n ,
where the ei’s are the canonical basis vectors of C
n. This yields n linearly
independent sections of (µ+ 1)[P ] + E . 
A section σi ∈ H
0(X,O((µ + 1)P + E)) can be viewed as a section in
σi ∈ H
0(X − {P},O(E)) having a pole of order at most µ + 1. Therefore,
we have n linearly independent meromorphic sections of E with a pole of
order at most µ+ 1 at P . This is particularly true for µ = µ0.
If X is not compact, then it is a Stein variety [9], and since O(E) is a
coherent sheaf over X , then one can take µ0 = 0 [13], and we reach the same
conclusion as above with a pole of order 1.
We now set
Φ˜ = [σ1, . . . , σn] , σi ∈ H
0(X,ME) as above,
and let
Ai = Ψ
−1
i pi
∗Φ˜ = Ψ−1i Φ˜ ◦ pi on Vi ,
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where Φ˜i = Φ˜|Ui. Then for all γ ∈ Γ,
γAi = RγAi .
Moreover, Ai has a pole of order at most µ+1 at pi
−1(P ) and it is holomorphic
elsewhere including at cusps and elliptic fixed points away from P . On Vi∩Vj ,
as the Fij are the transition functions of the vector bundle E , we have
Ai = Ψ
−1
i pi
∗Φ˜i
= Ψ−1i pi
∗(F˜ijΦ˜j)
= Ψ−1i pi
∗(F˜ij)pi
∗(Φ˜j)
= Ψ−1i Fijpi
∗(Φ˜j)
= Ψ−1i ΨiΨ
−1
j pi
∗Φ˜j
= Aj .
Therefore, A = (Ai) is globally well defined. If we initially place the point
P at a cusp, then each Ai is holomorphic on H and so does A defined by
A|Vi = Ai. Each column of A provides a nonzero vector-valued automorphic
form for Γ of multiplier R and we obtain the following:
Theorem 6.2. Let Γ be a Fuchsian group, and let R be a representation of Γ
in GL(n,C). There exist n linearly independent vector-valued automorphic
forms of weight 0 for the group Γ and multiplier R which are meromorphic
at a cusp and holomorphic elsewhere.

For an arbitrary real weight, we obtain existence results by multiplying
by appropriate scalar automorphic forms for Γ provided they exist.
Corollary 6.3. Let Fi, 1 ≤ i ≤ n, be the linearly independent vector-valued
automorphic forms constructed in Theorem 6.2.
(1) If there is a scalar automorphic form f of weight k for Γ, then
{fF1, . . . fFn} are linearly independent vector-valued automorphic
forms of weight k for Γ of multiplier R.
(2) If there exists a holomorphic automorphic form f vanishing at the
cusp where the Fi’s have a pole, then, for some integer r ≥ 0,
{f rF1, . . . f
rFn} are linearly independent holomorphic vector-valued
automorphic forms for Γ of multiplier R.

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7. Special cases
The notion of generalized modular forms was introduced by Knopp and
Mason in [15], and was further developed in [14, 16, 23]. A meromorphic
function f on H is called a generalized modular form of weight k for a
modular subgroup Γ of SL2(Z) if for all α ∈ Γ and z ∈ H, we have
f |k(z) = µ(α)f(z),
where µ : Γ −→ C is a character. In addition, f should be meromorphic at
the cusps.
The generalized modular forms look like classical modular forms with a
multiplier system except for the fact that the character µ need not be unitary.
Only the parabolic generalized modular forms, that is when µ is trivial on
the parabolic elements of Γ, were subject to study in the above-mentioned
references (among others). This is mainly due to existence problems when
µ is an arbitrary character of Γ. However, Theorem 6.2 in dimension 1
guarantees the existence of generalized modular forms of weight 0 for an
arbitrary character of an arbitrary discrete group Γ. Moreover, the weight
can be nonzero provided a scalar automorphic form with the needed weight
exists.
In the 2-dmensional case, we have a nice application to the so-called equi-
variant functions on the upper-half plane. These were introduced and stud-
ied in [26, 7, 8] and they are defined as meromorphic functions h : H −→ C
that commutes with the action of Γ, that is, for all z ∈ H and γ ∈ Γ, we
have
h(γ · z) = γ · h(z) ,
where the action on both sides is by linear fractional transformations. A
trivial example is given by h0(z) = z. Nontrivial examples are constructed
from automorphic forms. Indeed, if f is a weight k automorphic form for Γ,
then
hf (z) = z + k
f(z)
f ′(z)
is equivariant for Γ. These are referred to as the rational equivariant func-
tions [8], and they do not account for all the equivariant functions. In fact,
it is shown in [7] that the set of equivariant functions has a structure of an
infinite dimensional vector space. Moreover, each equivariant function can
be viewed as a section of the canonical bundle of Γ\H.
The equivariant functions can be generalized in the following way: Let ρ
be a two-dimensional representation of a discrete group Γ. A meromorphic
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function h on H is called ρ-equivariant if for all z ∈ H and γ ∈ H, we have
h(γ · z) = ρ(γ) · f(z) .
In particular, an equivariant function corresponds to the trivial representa-
tion ρ = Id. Using the monodromy of differential equations and the Schwarz
derivative we have
Theorem 7.1. [25] Let Γ be a Fuchsian group of the first kind and ρ a 2-
dimensional complex representation of Γ. A meromorphic function h on H
is ρ−equivariant for Γ if and only if h = f1(z)/f2(z) where F =
(
f1
f2
)
is a
vector-valued automorphic form of multiplier ρ and an arbitrary weight.
We should mention that the assumption that the Fuchsian group Γ is of
the first kind is needed only in the ”only if” part of the above theorem,
which is the most difficult part. The ”if” part is straightforward and does
not require any assumption on Γ. In the context of this paper, the existence
of vector-valued automorphic forms yields the previously unknown result:
Theorem 7.2. If Γ is a Fuchsian group, then ρ-equivariant functions exist
for every representation ρ of Γ in GL(2,C).
Remark 7.3. The study of the dimensions and the structures of the spaces
of these vector-valued automorphic forms will appear in a forthcoming work.
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