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Abstract
We propose a new scheme for the long time approximation of a diffusion when the drift vector field is
not globally Lipschitz. Under this assumption, a regular explicit Euler scheme – with constant or decreasing
step – may explode and implicit Euler schemes are CPU-time expensive. The algorithm we introduce
is explicit and we prove that any weak limit of the weighted empirical measures of this scheme is a
stationary distribution of the stochastic differential equation. Several examples are presented including
gradient dissipative systems and Hamiltonian dissipative systems.
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1. Introduction
We consider the following stochastic differential equation
dxt = b(xt )dt + σ(xt )dBt , x(0) = x0 ∈ Rd , (1)
where b : Rd → Rd is a locally Lipschitz continuous vector field and σ is locally Lipschitz
continuous on Rd , with values in the set of d × m matrices and B is an m-dimensional
Brownian motion. Assume that (xt )t≥0 has a Lyapunov function V i.e.. a positive regular function
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decreasing along trajectories (precise conditions are given by Assumption 1 in Section 2), so that
there exists at least one invariant measure.
Until recently, the approximation of the stationary mode of the diffusion has been studied
under the assumption that V is essentially quadratic i.e.
|∇V |2 = O(V ) and sup
x∈Rd
‖D2V ‖ < +∞, (2)
and |b|2 = O(V ) (which implies sublinear growth for b). When σ is bounded and the diffusion is
uniformly strictly elliptic, the invariant measure ν is unique and Talay proposed in [12] a method
for the computation of ν based on the constant step Euler scheme. He proved the convergence of
the invariant measure of the scheme to ν. On the other hand, Lamberton and Page`s studied in [5]
the ergodic properties of the weighted empirical measures (νηn )n≥0 of a decreasing step Euler
scheme. They proved the almost sure tightness of (νηn )n≥1 and that any weak limit is a stationary
distribution for the diffusion.
However, the conditions (2) and |b|2 = O(V ) are too restrictive for studying systems used in
random mechanics (see Soize [10]). Indeed, the drift vector field b is generally locally Lipschitz
and in many cases V is not essentially quadratic. This framework has been recently investigated
by Talay in [13] and by Mattingly et al. in [9]. In these papers, implicit Euler schemes with
constant steps are used for the approximation of the diffusion. In recent work, Lamba, Mattingly
and Stuart have introduced on finite time interval [0; T ] an adaptive explicit Euler scheme (see [4,
8]). The step is adapted according to the error between the Euler and Heun approximations of the
ODE x˙ = b(x). They prove strong mean-quadratic convergence of the scheme on over finite time
intervals and ergodicity when the noise is non-degenerate. We propose a completely different
explicit scheme based on a stochastic step sequence and we obtain the almost sure convergence
of its weighted empirical measures to the invariant measure of (1).
The key to prove the almost sure tightness of the weighted empirical measures of the
decreasing Euler scheme (Xn)n≥0 introduced in [5] is that the scheme satisfies a stability
condition i.e. there exist α˜ > 0 and β˜ > 0 such that
E[V (Xn+1) | Fn] − V (Xn)
γn+1
≤ −α˜V (Xn)+ β˜, (3)
where (γn)n≥0 is the deterministic decreasing step sequence. Without assumptions (2) we can no
longer prove the stability condition (3) for this scheme. Our scheme is built in order to satisfy
(3). We proceed as follows. Firstly, we start from a deterministic X0 = x0 ∈ Rd and set
Xn+1 = Xn + γ˜n+1b(Xn)+
√
γ˜n+1σ(Xn)Un+1, n ≥ 0, (4)
where (Un)n≥1 is a Rm-white noise more precisely defined in Section 2 and γ˜n+1 = γn+1 ∧ χn
with (γn)n≥0 a positive nonincreasing sequence and χn a σ(U1, . . . ,Un)-measurable random
variable.
The basic main idea is to choose χn small when the scheme starts to explode. In this case
the discretization is finer and the stability condition of the diffusion prevents the explosion.
Furthermore we prove that the scheme satisfies a similar condition with (3). A non-optimal –
although natural – choice for χn may be χn = 1|b(Xn)|2∨1 . For the two studied examples, optimal
choices depend on the Lyapunov function (see (29) and (53)).
A crucial feature of our algorithm is the existence of an almost surely finite time n1 such that
for every n ≥ n1, γ˜n = γn i.e. the event {χn−1 < γn} does not occur any more.
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Numerically the algorithm is very simple to implement and the complexity is the same as
that of a regular Euler scheme. Another interest is that the scheme is explicit, which is a big
advantage on implicit schemes for high dimensional problems. Indeed a fixed point algorithm is
not needed in our case. Moreover, we will see that the wrong convergence problem due to fixed
point algorithm may be avoided using our algorithm.
The paper is organized as follows. We introduce the framework and the algorithm in Section 2.
In Section 3 are presented some preliminary results about the approximation scheme of (Xn)n≥0
defined in (4). In Section 4 we extend some results of [5] and give conditions for the almost sure
tightness of the empirical measure and for its weak convergence to an invariant measure of (1).
Section 5 is devoted to the study of monotone systems and Section 6 of stochastic Hamiltonian
dissipative systems. The numerical experiments are in Section 7 including some comparison with
recently introduced implicit schemes. We confirm the non-explosion and the convergence of the
scheme.
2. Framework and algorithm
We will denote by A the infinitesimal generator of (1). The following assumption will be
needed throughout the paper.
Assumption 1. There is a C2 function V on Rd with values in [1,+∞[ such that
lim|x |→+∞ V (x) = +∞ and satisfying
∃α > 0, ∃β > 0, 〈∇V, b〉 ≤ −αV + β, (5)
∃CV,σ > 0, ∃a ∈ (0, 1], Tr(σ ∗(∇V )⊗2σ) ≤ CV,σV 2−a,
and ∃C > 0, sup
x∈Rd
Tr(σ ∗D2Vσ)(x) ≤ C sup
x∈Rd
Tr(σ ∗σ)(x). (6)
Remark 1. If V is essentially quadratic (i.e. satisfies (2)) then (6) is satisfied as soon as there
exists Cσ > 0 and a ∈ (0, 1] such that Tr(σ ∗σ) ≤ CσV 1−a .
Under this assumption, there exists a global solution to Eq. (1) and (at least) one invariant
measure. An important point to note here is that all invariant measures have exponential
moments. Indeed, an easy computation shows that for all λ < αaCV,σ we have
∃α˜ > 0, ∃β˜ > 0, A exp(λV a) ≤ −α˜ exp(λV a)+ β˜,
and this implies ν(exp(λV a)) is finite for all invariant measures ν.
Remark 2. In practice, it could be harder to find the Lyapunov function V but considering the
classical function V (x) = |x |2 + 1 we can read the Assumption 1 in the following way:
∃α > 0, ∃β > 0, 2〈x, b(x)〉 ≤ −α|x |2 + β,
∃Cσ > 0, ∃a ∈ (0, 1], Tr(σ ∗σ)(x) ≤ Cσ (|x |2(1−a) + 1).
These conditions are explicit on the drift b and on the diffusion coefficient σ .
For the approximation of the diffusion, we assume that (Un)n≥1 is a sequence of i.i.d. random
variables defined on a probability space (Ω ,A,P), with values in Rm , and such that U1 is a
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generalized Gaussian (see Stout [11]) i.e.
∃κ > 0, ∀θ ∈ Rd , E[exp(〈θ,U1〉)] ≤ exp
(
κ|θ |2
2
)
(7)
and that var(U1) = Idm . We will call (Un)n≥1 a Rm-valued generalized Gaussian white noise.
The condition (7) implies that U1 is centered and satisfies
∃τ > 0, E[exp(τ |U1|2)] < +∞. (8)
Moreover, the condition var(U1) = Idm implies that κ ≥ 1. In the following, Fn denotes, for
n ≥ 1, the σ -field generated onΩ by the random variablesU1, . . . ,Un , andF0 the trivial σ -field.
Remark 3. The assumptions made on the white noise (Un)n≥1 are not restrictive for numerical
implementation. Indeed, centered Gaussian and centered bounded random variables satisfy (7).
The stochastic step sequence γ˜ = (γ˜n)n≥0 is defined by
∀n ≥ 1, γ˜n = γn ∧ χn−1, γ˜0 = γ0, (9)
where (γn)n≥0 is a deterministic nonincreasing sequence of positive numbers satisfying
lim
n
γn = 0 and
∑
n≥0
γn = +∞,
and (χn)n≥1 is an (Fn)n≥0-adapted sequence of positive random variables. It is important to note
that the step sequence γ˜ is (Fn)n≥0-predictable.
Now we introduce the weighted empirical measures like Lamberton and Page`s in [5]. Given
a sequence η = (ηn)n≥1 of positive numbers satisfying∑n≥1 ηn = +∞, we denote by νηn the
random probability measure on Rd defined by
νηn =
1
Hn
n∑
k=1
ηkδXk−1 , with Hn =
n∑
k=1
ηk .
Throughout the paper, |.| denotes the Euclidean norm and ‖.‖ denotes the natural matrix norm
induced by |.| i.e. for every square matrix A, ‖A‖ = sup|x |=1 |Ax |. The letter C is used to denote
a positive constant, which may vary from line to line.
3. Preliminary results
In this section, we prove results which are the keys to study the Euler scheme with predictable
random step defined in the introduction. Proposition 4 contains two results: the first one (11)
provides a substitute for the L p-boundedness of (V (Xn))n≥0 used in [5]. The second one (12)
is a new consequence of the stability condition (10) and is used to prove the fundamental
Proposition 6 which ensures the existence of an almost surely finite time n1 such that for every
n ≥ n1, γ˜n = γn .
Proposition 4. Let W be a nonnegative function and (γ˜n)n≥0 be a (Fn)n≥0-predictable sequence
of positive and finite random variables satisfying: there exist α > 0, β > 0, n0 ∈ N, such that
∀n ≥ n0, E[W (Xn+1) | Fn] −W (Xn)
γ˜n+1
≤ −αW (Xn)+ β. (10)
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Suppose (θn)n≥1 is a positive nonincreasing sequence such that E[∑n≥0 θn γ˜n] is finite, then
E
[ ∑
n≥n0+1
θn γ˜nW (Xn−1) | Fn0
]
< +∞. (11)
If, in addition, limn θn = 0 then
lim
n
θnW (Xn) = 0 a.s. (12)
The above proposition is related to Robbins–Siegmund’s theorem (see Theorem 1.3.12 in [1]
and the references therein).
Proof. Let Rn =∑nk=0 θk γ˜k and R∞ = limn Rn ∈ L1(P).
We consider the sequence (Zn)n≥n0 defined by
∀n ≥ n0, Zn+1 = Zn + θn+1(W (Xn+1)−W (Xn)), Zn0 = θn0W (Xn0).
We first prove that for every n ≥ n0, Zn ≥ 0. Indeed, an Abel transform yields for every n ≥ n0,
Zn =
n−1∑
k=n0
θk+1(W (Xk+1)−W (Xk))+ θn0W (Xn0),
=
n−1∑
k=n0
(θk − θk+1)W (Xk)+ θnW (Xn).
The sequence (θn)n≥0 is nonincreasing and the function W is nonnegative, then (Zn)n≥n0 is
positive.
Let (Sn)n≥n0 denote the process defined for every n ≥ n0 by
Sn = Zn + α
n∑
k=n0+1
θk γ˜kW (Xk−1)+ β(E[R∞ | Fn] − Rn).
Since E[R∞ | Fn] − Rn ≥ 0, the sequence (Sn)n≥n0 is nonnegative. Moreover, as W satisfies
(10) we have
∀n ≥ n0, E[Zn+1 | Fn] ≤ Zn − αθn+1γ˜n+1W (Xn)+ βθn+1γ˜n+1.
Then it follows from this and from the Fn-measurability of γ˜n+1 that
∀n ≥ n0, E[Sn+1 | Fn] ≤ Sn .
Thus (Sn)n≥0 converges a.s. to a nonnegative finite random variable S∞, and we have
E
[ ∑
n≥n0+1
θn γ˜nW (Xn−1) | Fn0
]
< +∞.
From the almost sure convergence of (Sn)n≥n0 , we also deduce the almost sure convergence of
the series∑
n≥1
θn(W (Xn)−W (Xn−1)).
Since (θn)n≥0 is nonincreasing and converges to 0, Kronecker’s lemma implies the almost sure
convergence of (θnW (Xn))n≥0 to 0. 
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Remark 5. A substitute for the L p-boundedness of (V (Xn))n≥0 has been already found in
Lemma 4 of [6] but does not apply in our case. Indeed, we have no information on the expectation
of the random variable γ˜n .
The following proposition is a fundamental consequence of (12) and says that for a “good
choice” of the process (χn)n≥1, we can choose a sequence (γn)n≥0 such that the random step γ˜
becomes deterministic after an almost surely finite time. The existence of this finite time n1 is a
significant property of our scheme.
Proposition 6. Let f : [1,+∞) → (0,+∞) be a decreasing one-to-one continuous function
with limx→+∞ f (x) = 0 and limx→1 f (x) = +∞, and W a positive function with values in
[1,+∞) satisfying (10). If
χn ≥ ( f ◦W )(Xn),
and if (γn)n≥0 is subject to the condition∑
n≥1
γn
f −1(γn)
< +∞,
where f −1 is the inverse of f , then there is an almost surely finite random variable n1 such that
γ˜n = γn for every n ≥ n1.
Proof. Let (θn)n≥0 the sequence defined by
∀n ≥ 0, θn = 1f −1(γn) . (13)
Since (γn)n≥0 is nonincreasing and 1/ f −1 is increasing on R+, then (θn)n≥0 is nondecreasing
and we have
∑
n θn γ˜n ≤
∑
n
γn
f −1(γn)
< +∞. Moreover limn θn = 1/ f −1(0) = 0 so that, by
Proposition 4, we have
lim
n
θn−1W (Xn−1) = 0 a.s.
Hence there is an a.s. finite random variable n1 such that
∀n ≥ n1, W (Xn−1) < f −1(γn−1) ≤ f −1(γn) a.s.
By the lower bound on χn and the monotony of f , we have
∀n ≥ n1, χn−1 > γn a.s.
which completes the proof. 
4. Convergence of empirical measures
In this section, we give conditions for the almost sure tightness of (νηn )n≥1 and the weak
convergence to an invariant distribution of (1). To this end, we assume the existence of an almost
surely finite random variable n1 such that for every n ≥ n1, γ˜n = γn . In practice, this means that
γ˜n is defined by (9) with γn and χn satisfying conditions of Proposition 6. Under this assumption
the proofs are very close to those in [5,6].
V. Lemaire / Stochastic Processes and their Applications 117 (2007) 1491–1518 1497
From now on we make the assumption:
Assumption 2. The deterministic sequences (γn)n≥0 and (ηn)n≥0 satisfy
lim
n
1
Hn
n∑
k=1
∣∣∣∣∆ηkγk
∣∣∣∣ = 0,(
1
γnHn
(
∆
ηn
γn
)
+
)
is nonincreasing and
∑
n
1
Hn
(
∆
ηn
γn
)
+
< +∞, (14)
and there exists s ∈ (1, 2] such that(
1
γn
(
ηn
Hn
√
γn
)s)
is nonincreasing and
∑
n
(
ηn
Hn
√
γn
)s
< +∞. (15)
Remark 7. In practice the above conditions on (γn)n≥0 and (ηn)n≥1 are not restrictive. Setting
γn = n−p, 0 < p ≤ 1 and ηn = n−q , q ≤ 1, Assumption 2 is satisfied if and only if
(p, q) ∈
(
0,
2(s − 1)
s
)
× (−∞, 1] ∪
{(
2(s − 1)
s
, 1
)}
.
4.1. A.s. tightness of empirical measures
We begin with proving the almost surely tightness of (νηn )n≥1 when we have a control on the
scheme (Xn)n≥0.
Theorem 8. We assume that (γn)n≥0 and (ηn)n≥0 satisfy Assumption 2 and that there exists an
almost surely finite random variable n1 such that γ˜n = γn for every n ≥ n1. Suppose that W is
a positive function satisfying (10) and∑
n≥1
(
ηn
Hnγn
)s
E[|W (Xn)− E[W (Xn) | Fn−1]|s | Fn−1] < +∞ a.s.,
for some s ∈ (1, 2]. Then,
sup
n≥1
νηn (W ) < +∞ a.s.
Proof. Since W satisfies (10), there exist α > 0, β > 0 and n0 ≥ 0 such that
∀n ≥ n0, W (Xn) ≤ W (Xn)− E[W (Xn+1) | Fn]
γ˜n+1α
+ β
α
.
Hence, for every n ≥ n0 ∨ n1 + 1,
1
Hn
n∑
k=n0∨n1+1
ηkW (Xk−1) ≤ 1Hn
n∑
k=n0∨n1+1
ηk
γkα
(W (Xk−1)− E[W (Xk) | Fk−1])+ β
α
.
It suffices to prove that
sup
n≥1
1
Hn
n∑
k=1
ηk
γk
(W (Xk−1)− E[W (Xk) | Fk−1]) < +∞ a.s.
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An Abel transform, setting η0 = 0, yields
1
Hn
n∑
k=1
ηk
γk
(W (Xk−1)−W (Xk)) = 1Hn
n∑
k=1
(
∆
ηk
γk
)
W (Xk−1)− ηn
γn
W (Xn)
≤ 1
Hn
n∑
k=1
(
∆
ηk
γk
)
+
W (Xk−1),
and it follows from condition (14) and Proposition 4 applied with θn = 1γnHn (∆
ηn
γn
)+ that∑
n≥1
1
Hn
(
∆
ηn
γn
)
+
W (Xn−1) < +∞ a.s.
Applying Kronecker’s lemma, we get
lim sup
n
1
Hn
n∑
k=1
ηk
γk
(W (Xk−1)−W (Xk)) ≤ 0 a.s.
It remains to prove that
sup
n≥1
1
Hn
n∑
k=1
ηk
γk
(W (Xk)− E[W (Xk) | Fk−1]) < +∞ a.s.
We introduce the martingale (Mn)n≥1 defined by
∀n ≥ 1, Mn :=
n∑
k=1
ηk
Hkγk
(W (Xk)− E[W (Xk) | Fk−1]), M0 := 0.
By the Chow theorem (see [2]), the a.s. convergence of (Mn)n≥1 will follow from the a.s.
convergence of∑
n≥1
(
ηn
Hnγn
)s
E[|W (Xn)− E[W (Xn) | Fn−1]|s | Fn−1] < +∞ a.s.
and the Kronecker lemma completes the proof. 
4.2. Identification of the limit
We now prove that any weak limit of (νηn )n≥0 is an invariant distribution for the diffusion (1).
We use the same method as Lamberton and Page`s. By the Echeverria–Weiss theorem (see [2]) it
suffices to prove that limn ν
η
n (A f ) = 0 for any twice continuously differentiable function f with
compact support. The existence of the Lyapunov function V implies the regularity of the process
(xt )t≥0 so that the Echeverria–Weiss theorem applies — although b does not have sublinear
growth.
Proposition 9. Suppose that there exists K > 0 such that
∀n ≥ 1, |Xn − Xn−1| ≤ K√γn
√
V (Xn−1)(1+ |Un|), (16)
and a function W satisfying (10), V = o(W ) and supn≥1 νηn (W ) < +∞. Then for every twice
continuously differentiable function f with compact support,
lim νηn (A f ) = 0 a.s.
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The following lemma is useful to prove this proposition.
Lemma 10. Under the assumptions of Proposition 9, for every bounded Lipschitz continuous
function f : Rd → R we have
lim
n
1
Hn
n∑
k=1
ηk
E[ f (Xk) | Fk−1] − f (Xk−1)
γk
= 0 a.s.
Proof. First, we prove that
lim
n
1
Hn
n∑
k=1
ηk
E[ f (Xk) | Fk−1] − f (Xk)
γk
= 0 a.s. (17)
To this end, we introduce the martingale (Mn)n≥0 defined by
∀n ≥ 1, Mn =
n∑
k=1
ηk
Hkγk
(E[ f (Xk) | Fk−1] − f (Xk)) and M0 = 0.
We have
(E[ f (Xk) | Fk−1] − f (Xk))2 = (E[ f (Xk)− f (Xk−1) | Fk−1] + f (Xk−1)− f (Xk))2,
and using (a + b)2 ≤ 2(a2 + b2), Jensen’s inequality and f Lipschitz we get
〈M〉∞ ≤ 4
∑
n≥1
(
ηn
Hnγn
)2
E[( f (Xn)− f (Xn−1))2 | Fn−1],
≤ C
∑
n≥1
(
ηn
Hn
√
γn
)2
V (Xn−1). (18)
Since s ≤ 2 and (γn)n is nonincreasing, the sequence (θn)n = ( 1γn (
ηn
Hn
√
γn
)2)n≥1 is nonincreasing
and by (15) we have
∑
n≥1 θnγn < +∞. Moreover W satisfies (10) and γ˜n = γn for every
n ≥ n1, then the Proposition 4 applied with γn and θn yields∑
n≥n0∨n1+1
θnγnW (Xn−1) < +∞ a.s. (19)
By (18), V = o(W ) and (19) we obtain the almost sure convergence of the increasing process of
(Mn)n≥1. Thus the martingale converges almost surely. The Kronecker lemma gives (17).
Finally we prove that
lim
n
1
Hn
n∑
k=1
ηk
γk
( f (Xk)− f (Xk−1)) = 0 a.s.,
using Abel’s transform, the boundedness of f and limn 1Hn
∑n
k=1 |∆ ηkγk | = 0. 
Proof of Proposition 9. By Taylor’s formula applied to f between Xn−1 and Xn we have
E[ f (Xn) | Fn−1] − f (Xn−1) = γ˜nA f (Xn−1)+ 12 γ˜
2
n D
2 f (Xk−1) · b(Xn−1)⊗2
+E[R2(Xn−1, Xn) | Fn−1], (20)
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with R2(x, y) = f (y)− f (x)− 〈∇ f (x), y − x〉 − 12D2 f (x) · (y − x)⊗2. On the one hand, by
the above lemma
lim
n
1
Hn
n∑
k=1
ηk
γ˜k
(E[ f (Xk) | Fk−1] − f (Xk−1)) = 0 a.s. (21)
and on the other hand we have, using that γ˜n ≤ γn and that D2 f has compact support,∣∣∣∣∣ 1Hn
n∑
k=1
ηk γ˜kD2 f (Xk−1) · b⊗2(Xk−1)
∣∣∣∣∣ ≤ ‖D2 f · b⊗2‖∞ 1Hn
n∑
k=1
ηkγk
and since (γn)n≥0 is decreasing to 0, we obtain
lim
n
1
Hn
n∑
k=1
ηk γ˜kD2 f (Xk−1) · b⊗2(Xk−1) = 0 a.s. (22)
From (20)–(22), it follows that
lim
n
(
νηn (A f )+
1
Hn
n∑
k=1
ηk
γk
E[R2(Xk−1, Xk) | Fk−1]
)
= 0 a.s. (23)
We introduce the continuous bounded function
r2(x, δ) = 12 supz∈Rd ,|z−x |<δ
|D2 f (z)− D2 f (x)|,
which is nondecreasing in δ and satisfies
∀(x, y) ∈ R2d , |R2(x, y)| ≤ r2(x, |y − x |)|y − x |2.
Thus, from (16) and (23) it suffices to prove that
lim
n
1
Hn
n∑
k=1
ηkV (Xk−1)E[r2(Xk−1, δk(Uk))(1+ |Uk |2) | Fk−1] = 0 a.s. (24)
where δk(u) = |γ˜kb(Xk−1)+
√
γ˜kσ(Xk−1)u|.
Let u ∈ Rm and A > 0. It is clear that the sequence (δk(u)1{|Xk−1|≤A})k≥1 converges almost
surely to 0 and thus
lim
k
r2(Xk−1, δk(u))1{|Xk−1|≤A} = 0 a.s.
Since
1
Hn
n∑
k=1
ηkV (Xk−1)r2(Xk−1, δk(u))(1+ |u|2)1{|Xk−1|≤A} ≤ K‖r2‖∞(1+ |u|2),
we have by the dominated convergence theorem
lim
n
1
Hn
n∑
k=1
ηkV (Xk−1)
∫
Rm
r2(Xk−1, δk(u))(1+ |u|2)µ(du)1{|Xk−1|≤A} = 0 a.s. (25)
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where µ is the law of U1. On the other hand, we have
lim
n
1
Hn
n∑
k=1
ηkV (Xk−1)E[r2(Xk−1, δk(Uk))(1+ |Uk |2) | Fk−1]1{|Xk−1|>A}
≤ (1+ m)‖r2‖∞ sup
|x |>A
|V (x)/W (x)| sup
n
νηn (W ),
and letting A →+∞ and combining with (25) we obtain (24). 
5. Monotone and dissipative problems
We now apply our results to monotone problems. In this section we assume that V is
essentially quadratic but the drift b need not be globally Lipschitz.
Assumption 3. The function V satisfies
∃CV > 0, |∇V |2 ≤ CV V, and ‖D2V ‖∞ := sup
x∈Rd
‖D2V ‖ < +∞. (26)
Under this condition and Assumption 1, Mattingly, Stuart and Higham proved the geometric
ergodicity of (1) when σ is constant (see [9] for details). We assume that σ satisfies
∃Cσ > 0, ∃a ∈ (0, 1], Tr(σσ ∗) ≤ CσV 1−a, (27)
so that condition (6) is checked.
We consider the Markov chain (Xn)n≥0 built by the recursive procedure (4) with the random
step sequence γ˜ defined by
γ˜0 = γ0, ∀n ≥ 1, γ˜n = gn(Xn−1) (28)
with gn : Rd → R∗+ defined by gn(x) = γn ∧ χ(x) where χ is a function on Rd with value in
R∗+.
The main result of this section is the following theorem.
Theorem 11. Let (γn)n≥0 and (ηn)n≥0 satisfy Assumption 2. Suppose that there exist l > 1 and
Cb ≥ 1 such that |b(x)|2 ≤ CbV l(x) and that χ satisfies
∀x ∈ Rd , ζV−p(x) ≤ χ(x) ≤
(
2δ
‖D2V ‖∞
)
V (x)
|b(x)|2 ∨ 1 , (29)
with ζ ≤ 2δCb‖D2V ‖∞ , p ≥ l − 1 and δ ∈ (0, α). If (γn)n≥0 satisfies∑
n≥1
γn exp(−λζ
a
p γ
− ap
n ) < +∞, (30)
and λ0 = 2τaCσ ‖D2V ‖∞ ∧
2(α−δ)
κaCVCσ
then
• there exists a finite random variable n1 such that ∀n ≥ n1, γ˜n = γn ,
• for every λ < λ0s (with s as in (15)),
sup
n
νηn (exp(λV
a)) < +∞ a.s.
and any weak limit of (νηn )n≥1 is an invariant distribution for (1).
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Remark 12. The condition (30) is not restrictive. For example, it is satisfied if γn ≤
λ
p
a ζ ln−
p
a (n) and p > a, or γn ≤ λ pa ζ ln−(1+ε)(n) for some ε > 0 and p ≤ a.
To prove this theorem, it suffices essentially to check that the function W = exp(λV a) satisfies
condition (10) and the assumptions of Theorem 8. This is the aim of Lemmas 13 and 14
respectively, which will be proved later.
Lemma 13. Assume that
∀x ∈ Rd , χ(x) ≤
(
2δ
‖D2V ‖∞
)
V (x)
|b(x)|2 ∨ 1 ,
where δ ∈ (0, α). Let λ0 be as in Theorem 11. Then for every λ < λ0 there exists α˜ > 0, β˜ > 0,
and n0 ≥ 0 such that for every n ≥ n0,
E[exp(λV a(Xn+1)) | Fn] − exp(λV a(Xn))
γ˜n+1
≤ −α˜ exp(λV a(Xn))+ β˜.
Lemma 14. Assume that there exists an almost sure finite random variable n1 such that γ˜n = γn
for every n ≥ n1. Let λ0 be as in Theorem 11. Then for every λ < λ0s the series∑
n≥1
(
ηn
Hnγn
)s
E[| exp(λV a(Xn))− E[exp(λV a(Xn)) | Fn−1]|s | Fn−1]
is almost surely finite.
Proof of Theorem 11. By Lemma 13 the function W = exp(λV a) satisfies condition (10). We
consider the function f defined on [1,+∞) by
∀x ≥ 1, f (x) = ζλ pa ln− pa (x).
This is a decreasing one-to-one continuous function with limx→1 f (x) = +∞ and
limx→+∞ f (x) = 0. We check that f ◦W = ζV−p and by (29) we have χ(Xn) ≥ ( f ◦W )(Xn).
The inverse of f is the function f −1 defined by
∀x ∈ ]0,+∞[, f −1(x) = exp(λζ ap x− ap ), (31)
so that the condition (30) on γn is
∑
n≥0
γn
f −1(γn)
< +∞. The Proposition 6 applied with f and
W gives the existence of an almost surely finite random variable n1 such that γ˜n = γn for every
n ≥ n1.
By Lemma 13 the conditions of Theorem 8 are fulfilled and we have for every λ < λ0/s
sup
n≥1
νηn (exp(λV
a)) < +∞ a.s.
It remains to prove that any weak limit of (νηn )n>1 is an invariant distribution for the diffusion.
By Section 4.2 and Proposition 9, it suffices to check (16). On the one hand, the definition of the
algorithm yields
|Xn − Xn−1| ≤ γ˜n|b(Xn−1)| +
√
γ˜n|σ(Xn−1)Un|.
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On the other hand, we have γ˜n = gn(Xn−1) and
gn(x)|b(x)| ≤
√
gn(x)
√
χ(x)|b(x)| ≤ √gn(x)
√
2δ
‖D2V ‖∞
√
V (x), (32)
thus γ˜n|b(Xn−1)| ≤
√
γ˜n
√
2δ/‖D2V ‖∞
√
V (Xn−1). Since Tr(σσ ∗) ≤ CσV 1−a , a > 0 and
V ≥ 1 then there exists C > 0 such that
|Xn − Xn−1| ≤ C
√
γ˜n
√
V (Xn−1)(1+ |Un|),
and this, combined with γ˜n ≤ γn , implies (16). 
Remark 15. The control of γ˜n|b(Xn−1)| given by (32) is an important property of our scheme
and will be often used throughout the section.
For the proof of Lemmas 13 and 14 we will need the following consequence of conditions (7)
and (8) on U1.
Lemma 16. There exists K > 0 such that ∀θ ∈ [0, τ ], ∀h ∈ (0, 1), ∀v ∈ Rd ,
E[exp(√h〈v,U1〉 + hθ |U1|2)] ≤ exp
(
h
1− h
κ
2
|v|2 + Kh
)
.
Proof of Lemma 16. By Ho¨lder’s inequality, we have
E[exp(√h〈v,U1〉 + hθ |U1|2)] ≤
(
E
[
exp
( √
h
1− h 〈v,U1〉
)])1−h
× (E[exp(θ |U1|2)])h .
Since the random variable U1 is a generalized Gaussian, we have
E
[
exp
( √
h
1− h 〈v,U1〉
)]
≤ exp
(
h
(1− h)2
κ
2
|v|2
)
.
Since U1 satisfies (8) and θ ≤ τ , E[exp(θ |U1|2)] < +∞. By setting
K = log(E[exp(τ |U1|2)]),
the formula is established. 
Proof of Lemma 13. We recall that a ∈ ]0, 1]. By concavity of the function (x 7→ xa) we have
V a(Xn+1)− V a(Xn) ≤ aV a−1(Xn)(V (Xn+1)− V (Xn)). (33)
The Taylor formula applied to V between Xn and Xn+1 yields
V (Xn+1) ≤ V (Xn)+ 〈∇V (Xn),∆Xn+1〉 + 12ρ|∆Xn+1|
2, (34)
where ρ = ‖D2V ‖∞.
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From the stability condition (5) and ∆Xn+1 = γ˜n+1b(Xn) +
√
γ˜n+1σ(Xn)Un+1, there exist
α > 0 and β > 0 such that
〈∇V (Xn),∆Xn+1〉 ≤ −αγ˜n+1V (Xn)+ βγ˜n+1 + Λ(1)n+1(Xn,Un+1), (35)
with the notation
Λ(1)n+1(x, u) =
√
gn+1(x)〈∇V (x), σ (x)u〉.
On the other hand we write
Λ(2)n+1(x, u) = 2(gn+1(x))3/2〈b(x), σ (x)u〉 + gn+1(x)Tr(σσ ∗)(x)|u|2,
so that
|∆Xn+1|2 ≤ γ˜ 2n+1|b(Xn)|2 + Λ(2)n+1(Xn,Un+1).
From (32) it follows that
|∆Xn+1|2 ≤ 2δ
ρ
γ˜n+1V (Xn)+ Λ(2)n+1(Xn,Un+1). (36)
Combining (33)–(36) gives
V a(Xn+1) ≤ V a(Xn)− a(α − δ)γ˜n+1V a(Xn)+ aβγ˜n+1
+ aV a−1(Xn)
(
Λ(1)n+1(Xn,Un+1)+
ρ
2
Λ(2)n+1(Xn,Un+1)
)
. (37)
Let λ ∈ (0, λ0). From (37) we deduce that for every n ≥ 0
E[exp(λV a(Xn+1)) | Fn]
≤ exp(λV a(Xn)− λa(α − δ)γ˜n+1V a(Xn)+ λaβγ˜n+1)Yn+1 (38)
where
Yn+1 = E
[
exp
(
λaV a−1(Xn)
(
Λ(1)n+1(Xn,Un+1)+
ρ
2
Λ(2)n+1(Xn,Un+1)
))∣∣∣Fn] .
We fix n such that γn < 1 which will ensure gn(x) < 1 for every x ∈ Rd , and define φn(x) by
φn(x) = E
[
exp
(
λaV a−1(x)
(
Λ(1)n (x,U1)+
ρ
2
Λ(2)n (x,U1)
))]
,
so that Yn+1 = φn+1(Xn). Setting v = λaV a−1(x)σ ∗(x)(∇V (x) + ρgn(x)b(x)) we obtain by
the definition of Λ(1)n and Λ
(2)
n ,
φn(x) = E
[
exp
(√
gn(x)〈v,U1〉 + λaρ2 V
a−1(x)gn(x)Tr(σσ ∗)(x)|U1|2
)]
.
Since Tr(σσ ∗) ≤ CσV 1−a and λ < λ0 ≤ 2τaρCσ , we are able to apply Lemma 16 with θ =
λaρCσ
2
and h = gn(x) which yields the existence of K > 0 such that
φn(x) ≤ exp
(
gn(x)
1− gn(x)
κ
2
|v|2 + Kgn(x)
)
. (39)
It remains to handle |v|2. From |∇V |2 ≤ CV V and 〈∇V, b〉 ≤ β we obtain
|v|2 ≤ λ2a2V 2a−2(x)Tr(σσ ∗)(x)(CV V (x)+ 2ρβgn(x)+ ρ2g2n(x)|b(x)|2).
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From (27) and (32) and V ≥ 1 we have
|v|2 ≤ λ2a2CσV a−1(x)(CV V (x)+ Cgn(x)V (x)),
with C = 2ρ(δ + β). In the following inequalities, the letter C is used to denote a positive
constant. Since
gn(x)
1− gn(x) = gn(x)+
g2n(x)
1− gn(x) ≤ gn(x)+
g2n(x)
1− γn0
,
where n0 = min{n; γn < 1}, it follows that
gn(x)
1− gn(x) |v|
2 ≤ λ2a2CVCσ gn(x)V a(x)+ Cg2n(x)V a(x). (40)
Combining (40) with (39) yields
φn(x) ≤ exp
(
λ2a2CVCσ
κ
2
gn(x)V a(x)+ Cg2n(x)V a(x)+ Kgn(x)
)
, (41)
and this inequality is true for every n ≥ n0.
Let α¯ = a(α− δ)− λ κa2CVCσ2 . Since λ < λ0 ≤ 2(α−δ)κaCVCσ , we have α¯ > 0, and combining (41)
with (38) we get for every n ≥ n0,
E[exp(λV a(Xn+1)) | Fn] ≤ exp(λV a(Xn)− λα¯γ˜n+1V a(Xn)
+C γ˜ 2n+1V a(Xn)+ K¯ γ˜n+1),
where K¯ = λaβ + K . Setting n′0 = min{n; γn < λα¯/(2C)} and α˜ = α¯/2 we have for every
n ≥ n0 ∨ n′0,
E[exp(λV a(Xn+1)) | Fn] ≤ exp(λV a(Xn)− λα˜γ˜n+1V a(Xn)+ K γ˜n+1).
With the notation β˜ = α˜ exp(K/α˜) and n′′0 = min{n; γn < 1/α˜} we have by convexity of the
exponential function: for every n > n0 ∨ n′0 ∨ n′′0 ,
E[exp(λV a(Xn+1)) | Fn] ≤ (1− α˜γ˜n+1) exp(λV a(Xn))+ β˜γ˜n+1, (42)
which is the desired conclusion. 
Proof of Lemma 14. Let W = exp(λV a) with λ < λ0/s. As s > 1, we have by convexity
|W (Xn)− E[W (Xn) | Fn−1]|s
≤ 2s−1(|W (Xn)−W (Xn−1)|s + |E[W (Xn)−W (Xn−1) | Fn−1]|s),
and by Jensen’s inequality
|E[W (Xn)−W (Xn−1) | Fn−1]|s ≤ E[|W (Xn)−W (Xn−1)|s | Fn−1].
Thus it suffices to prove∑
n≥1
(
ηn
Hnγn
)s
E[|W (Xn)−W (Xn−1)|s | Fn−1] < +∞ a.s.
Taylor’s formula applied to the convex function (x 7→ exp(λx)) between V a(Xn) and V a(Xn−1)
yields
|W (Xn)−W (Xn−1)| ≤ λ(exp(λV a(Xn))+ exp(λV a(Xn−1)))|1V a(Xn)|, (43)
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where1V a(Xn) = V a(Xn)−V a(Xn−1). As in the proof of Theorem 11, from (32) and (27) we
deduce that
|Xn − Xn−1| ≤ C√γn
√
V (Xn−1)(1+ |Un|),
and by Lemma 2(a) of [5] we get
|V a(Xn)− V a(Xn−1)| ≤ C√γn(
√
V (Xn−1))2a∨1(1+ |Un|2a∨1). (44)
To simplify notation, set An−1 = (
√
V (Xn−1))2a∨1 and Bn = 1 + |Un|2a∨1. Plugging (44) into
(43) we obtain
|W (Xn)−W (Xn−1)| ≤ λC√γn(W (Xn)+W (Xn−1))An−1Bn,
and
E[|∆W (Xn)|s | Fn−1] ≤ λsCsγ s/2n (W s(Xn−1)Asn−1E[Bsn | Fn−1]
+ Asn−1E[W s(Xn)Bsn | Fn−1]). (45)
By Young’s inequality for any ε > 0
E[W s(Xn)Bsn | Fn−1] ≤
1
1+ εE[W
s(1+ε)(Xn) | Fn−1] + ε1+ ε Kε
with Kε = E[Bs(1+ε)/εn | Fn−1]. We choose ε such that λs(1 + ε) < λ0 and we get from
Lemma 13 that for every n ≥ n0,
E[W s(Xn)Bsn | Fn−1] ≤
1
1+ εE[exp(λs(1+ ε)V
a(Xn)) | Fn−1] + ε1+ ε Kε,
≤ 1
1+ ε (exp(λs(1+ ε)V
a(Xn−1))+ β˜γ˜n + Kεε).
Combining this with (45) we obtain
E[|∆W (Xn)|s | Fn] ≤ λsCsγ s/2n
(
W s(Xn−1)Asn−1E[Bs1]
+ 1
1+ εW
s(1+ε)(Xn−1)Asn−1 + CεAsn−1
)
.
Keeping in mind that An−1 = (
√
V (Xn−1))2a∨1 one checks that there exists λ¯ ∈ (λs(1+ ε), λ0)
and K˜ > 0 such that
E[|W (Xn)−W (Xn−1)|s | Fn−1] ≤ K˜γ s/2n exp(λ¯V a(Xn−1)).
Consequently, it remains to prove that∑
n≥1
(
ηn
Hn
√
γn
)s
exp(λ¯V a(Xn−1)) < +∞ a.s. (46)
We consider the nonincreasing sequence (θn)n≥1 = ( 1γ n(
ηn
Hn
√
γn
)s)n≥1. From (14) and γ˜n = γn
for every n ≥ n1, we can apply the Proposition 4 with γn , θn and W = exp(λ¯V a) which gives
(46). 
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6. Dissipative Hamiltonian systems
In this section, we consider a stochastic differential system of the type{
dqt = ∂pH(qt , pt )dt,
dpt = −∂qH(qt , pt )dt − F(qt , pt )∂pH(qt , pt )dt + c(qt , pt )dWt , (47)
with (q(0), p(0)) = (q0, p0) ∈ R2d . The process (Wt )t≥0 is a d-dimensional Brownian motion
and c is continuous on R2d with values in the set of d × d matrices. The Hamiltonian H is of
class C2 on R2d with real values and the function F is of class C2 on R2d with values in the set
of d × d matrices.
We write this system in the abstract form (1) where
x =
(
q
p
)
∈ R2d , b(x) =
(
∂pH(x)
−∂qH(x)− F(x)∂pH(x)
)
=
(
b1(x)
b2(x)
)
,
and σ(x) =
(
0
c(x)
)
.
We recall that we work always under Assumption 1. The existence of a Lyapunov function V is
a natural hypothesis for dissipative Hamiltonian systems, and in many cases we can determine V
using the Hamiltonian H . For example, for the Langevin equation (Eq. (47) with F(x) = γ > 0,
c(x) = c invertible and H(q, p) = |p|22 + g(q) with g ∈ C∞(Rd;R) a polynomial function
growing at infinity like |q|2l , l ≥ 1), the Lyapunov function is defined for every x = (q, p) ∈ R2d
by V (x) = H(x)+ γ2 〈p, q〉 + γ
2
4 |q|2 + 1 (see [9]).
In this section we assume that:
Assumption 4. The function V satisfies
∃CV > 0, |∂pV |2 ≤ CV V and sup
(q,p)∈R2d
‖∂2ppV (q, p)‖ < +∞. (48)
Typical Lyapunov function of Hamiltonian systems may have arbitrary polynomial growth
with respect to q but are essentially quadratic with respect to p. So in such a framework the
following assumption is natural
Tr(σ ∗(∇V )⊗2σ) = Tr(c∗(∂pV )⊗2c) ≤ CV VTr(c∗c),
and
sup
x∈R2d
Tr(σ ∗D2Vσ)(x) = sup
x∈R2d
Tr(c∗∂2ppVc)(x) ≤ ρ sup
x∈R2d
Tr(c∗c)(x),
where ρ = sup(q,p)∈R2d |∂2ppV (q, p)|. Thus condition (6) about σ is satisfied as soon as
∃Cσ > 0, a ∈ ]0, 1], Tr(cc∗) = Tr(σσ ∗) ≤ CσV 1−a . (49)
These assumptions are very weak and are satisfied by a large class of examples derived from
perturbed Hamiltonian systems. For a general model for the Hamiltonian and many examples
(essentially multidimensional oscillators) we refer to [10] (page 10 for hypothesis on the
Hamiltonian).
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Our scheme (Xn)n≥0 is built applying the recursive procedure (4) with the random step
sequence γ˜ defined by
γ˜0 = γ0, ∀n ≥ 1, γ˜n = gn(Xn−1) (50)
with gn(x) = γn ∧ χn(x) where χn : R2d → R∗+. Throughout the section, we consider the
following function ψn(x) : R2d → R defined by
∀x ∈ Rd , ψn(x) = sup
q¯∈(q,q+γnb1(x))
‖D2V (q¯, p)‖ ∨ 1. (51)
We introduce the notation Xn = (Qn, Pn) so that{
Qn+1 = Qn + γ˜n+1b1(Xn),
Pn+1 = Pn + γ˜n+1b2(Xn)+
√
γ˜n+1c(Xn)Un+1,
(52)
and (Q0, P0) = (q0, p0). Remark that (Qn)n≥0 is (Fn)n≥0-predictable.
The principal result is the following theorem.
Theorem 17. Let (γn)n≥1 and (ηn)n≥1 satisfy Assumption 2. Suppose that there exist l > 1 and
Cb ≥ 1 such that ψn(x)|b(x)|2 ≤ CbV l(x) and that χ satisfies
∀x ∈ Rd , ζV−p(x) ≤ χn(x) ≤ 2δV (x)
ψn(x)(|b(x)|2 ∨ 1) , (53)
with ζ ≤ 2δCb , p ≥ l − 1 and δ ∈ (0, α/4). If (γn)n≥0 satisfies∑
n≥1
γn exp(−λζ
a
p γ
− ap
n ) < +∞, (54)
and λ0 = τaCσ ‖∂2ppV ‖∞ ∧
2(α−4δ)
κaCVCσ
then
• there exists an a.s. finite random variable n1 such that ∀n ≥ n1, γ˜n = γn ,
• for every λ < λ0s (with s as in (15)),
sup
n
νηn (exp(λV
a)) < +∞ a.s.
and any weak limit of (νηn )n≥1 is an invariant distribution for (47).
The proof of this theorem is essentially the same as the proof of Theorem 11. Lemma 18 gives
condition on χ so that W = exp(λV a) satisfy (10) and Lemma 19 allows us to apply Theorem 8.
Lemma 18. Assume that
∀x ∈ R2d , χn(x) ≤ 2δV (x)
ψn(x)(|b(x)|2 ∨ 1) ,
where δ ∈ (0, α/4). Let λ0 be as in Theorem 17. Then for every λ < λ0 there exist α˜ > 0, β˜ > 0,
and n0 ≥ 0 such that for every n ≥ n0,
E[exp(λV a(Xn+1)) | Fn] − exp(λV a(Xn))
γ˜n+1
≤ −α˜ exp(λV a(Xn))+ β˜.
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Lemma 19. Assume that there exists an almost sure finite random variable n1 such that γ˜n = γn
for every n ≥ n + 1. Let λ0 be as in Theorem 17. Then for every λ < λ0s the series∑
n≥1
(
ηn
Hnγn
)s
E[| exp(λV a(Xn))− E[exp(λV a(Xn)) | Fn−1]|s | Fn−1]
is almost surely finite.
A first property of our scheme is given by the following lemma.
Lemma 20. If δ ≤ α and
∀x ∈ R2d , χn(x) ≤ 2δV (x)
ψn(x)(|b(x)|2 ∨ 1) , (55)
then for every x = (q, p) ∈ R2d ,
V (q + gn(x)b1(x), p) ≤ (1+
√
2δCV
√
gn(x))V (x)+ gn(x)β.
Proof. By the Taylor’s formula we obtain
V (q + gn(x)b1(x), p)− V (x) ≤ gn(x)〈∂qV (x), b1(x)〉
+ 1
2
‖∂2qqV (q¯n, p)‖|gn(x)b1(x)|2, (56)
where q¯n ∈ (q, q + gn(x)b1(x)). Since gn(x) = γn ∧ χn(x) we have
g2n(x)|b1(x)|2 ≤ gn(x)χn(x)|b1(x)|2 ≤ gn(x)
2δV (x)
ψn(x)
. (57)
Moreover, ‖∂2qqV (q¯n, p)‖ ≤ ‖D2V (q¯n, p)‖ ≤ ψn(x) and by (56)
V (q + gn(x)b1(x), p)− V (x) ≤ gn(x)〈∂qV (x), b1(x)〉 + gn(x)δV (x). (58)
Writing 〈∂qV (x), b1(x)〉 = 〈∇V, b〉(x) − 〈∂pV, b2〉(x) and using the stability condition (5) we
get
V (q + gn(x)b1(x), p)− V (x) ≤ gn(x)(β − αV (x)− 〈∂pV (x), b2(x)〉)+ gn(x)δV (x).
Since δ ≤ α and |∂pV |2 ≤ CV V we have
V (q + gn(x)b1(x), p)− V (x) ≤ gn(x)
√
CV
√
V (x)|b2(x)| + gn(x)β,
and if |b2(x)| ≤
√
2δ√
gn(x)
√
V (x) then
V (q + gn(x)b1(x), p)− V (x) ≤
√
gn(x)
√
2δCV V (x)+ gn(x)β,
else
√
V (x) <
√
gn(x)√
2δ
|b2(x)| and
V (q + gn(x)b1(x), p)− V (x) ≤ gn(x)
√
gn(x)
√
CV
2δ
|b2(x)|2 + gn(x)β,
≤ √gn(x)√CV2δ χn(x)|b2(x)|2 + gn(x)β.
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From (55) we deduce that
V (q + gn(x)b1(x), p)− V (x) ≤
√
gn(x)
√
2δCV V (x)+ gn(x)β,
and the lemma is proved. 
Proof of Lemma 18. First, remark that by the concavity of the function (x 7→ xa) we have
V a(Xn+1)− V a(Xn) ≤ aV a−1(Xn)(V (Xn+1)− V (Xn)), (59)
and that
V (Xn+1)− V (Xn) = V (Xn+1)− V (Qn+1, Pn)+ V (Qn+1, Pn)− V (Xn).
In the proof of Lemma 20 we proved (58) i.e.
V (Qn+1, Pn)− V (Xn) ≤ γ˜n+1〈∂qV (Xn), b1(Xn)〉 + γ˜n+1δV (Xn). (60)
We now study V (Xn+1)− V (Qn+1, Pn). We apply Taylor’s formula to V which gives
V (Xn+1)− V (Qn+1, Pn) ≤ 〈∂pV (Qn+1, Pn),∆Pn+1〉
+ 1
2
sup
p∈(Pn ,Pn+1)
‖∂2ppV (Qn+1, p)‖|∆Pn+1|2. (61)
On the one hand, we have
〈∂pV (Qn+1, Pn),∆Pn+1〉 = γ˜n+1〈∂pV (Xn), b2(Xn)〉
+ γ˜n+1〈∂pV (Qn+1, Pn)− ∂pV (Xn), b2(Xn)〉
+√γ˜n+1〈∂pV (Qn+1, Pn), c(Xn)Un+1〉,
and using
|∂pV (Qn+1, Pn)− ∂pV (Xn)| ≤ ‖∂2qpV (q, Pn)‖|∆Qn+1|,
≤ γ˜n+1‖D2V (q, Pn)‖|b1(Xn)|,
where q ∈ (Qn, Qn+1) we obtain
〈∂pV (Qn+1, Pn),∆Pn+1〉 ≤ γ˜n+1〈∂pV (Xn), b2(Xn)〉
+ γ˜ 2n+1‖D2V (q, Pn)‖|b1(Xn)||b2(Xn)|
+√γ˜n+1〈∂pV (Qn+1, Pn), c(Xn)Un+1〉.
Since γ˜n+1 = γn+1 ∧ χn+1(Xn) we have
γ˜n+1 ≤ χn+1(Xn) ≤ 2δV (Xn)sup
q∈(Qn ,Qn+1)
‖D2V (q, Pn)‖(|b(Xn)|2 ∨ 1) (62)
and from |b1(Xn)||b2(Xn)| ≤ 12 |b(Xn)|2 we obtain
〈∂pV (Qn+1, Pn),∆Pn+1〉 ≤ γ˜n+1〈∂pV (Xn), b2(Xn)〉 + γ˜n+1δV (Xn)
+√γ˜n+1〈∂pV (Qn+1, Pn), c(Xn)Un+1〉. (63)
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On the other hand, setting ρ = supx∈R2d ‖∂2ppV (x)‖ and using (52) we have
sup
p∈(Pn ,Pn+1)
‖∂2ppV (Qn+1, p)‖|∆Pn+1|2 ≤ 2γ˜ 2n+1 sup
p∈(Pn ,Pn+1)
‖D2V (Qn+1, p)‖|b2(Xn)|2
+ 2γ˜n+1ρTr(cc∗)(Xn)|Un+1|2.
By the definition of γ˜n+1 it follows that
sup
p∈(Pn ,Pn+1)
‖∂2ppV (Qn, p)‖|∆Pn+1|2 ≤ 4γ˜n+1δV (Xn)
+ 2γ˜n+1ρTr(cc∗)(Xn)|Un+1|2. (64)
Finally, combining (61) with (63) and (64) we obtain
V (Xn+1)− V (Qn+1, Pn) ≤ γ˜n+1〈∂pV (Xn), b2(Xn)〉 + 3δγ˜n+1V (Xn)+ Yn+1, (65)
where
Yn+1 =
√
γ˜n+1〈∂pV (Qn+1, Pn), c(Xn)Un+1〉 + ργ˜n+1Tr(cc∗)(Xn)|Un+1|2.
From (60) and (65) we have
V (Xn+1)− V (Xn) ≤ γ˜n+1〈∇V, b〉(Xn)+ 4δγ˜n+1V (Xn)+ Yn+1,
and by the stability condition (5) there exists α > 0 such that
V (Xn+1) ≤ V (Xn)− αγ˜n+1V (Xn)+ 4δγ˜n+1V (Xn)+ βγ˜n+1 + Yn+1,
= V (Xn)− (α − 4δ)γ˜n+1V (Xn)+ βγ˜n+1 + Yn+1.
By (59) and V ≥ 1 we get (using that V a−1 ≤ 1)
V a(Xn+1) ≤ V a(Xn)− a(α − 4δ)γ˜n+1V a(Xn)+ aβγ˜n+1 + aV a−1(Xn)Yn+1.
Let λ ∈ (0, λ0). Denoting
Zn+1 = E[exp(aλV a−1(Xn)Yn+1) | Fn],
we have
E[exp(λV a(Xn+1)) | Fn]
≤ exp(λV a(Xn)− aλ(α − 4δ)γ˜n+1V a(Xn)+ aλβγ˜n+1)Zn+1. (66)
It remains to study Zn . We define φn(x) by
φn(x) = E[exp(
√
gn(x)〈v,U1〉 + λaρgn(x)V a−1(x)Tr(cc∗)(x)|U1|2)] (67)
with v = λaV a−1(x)c∗(x)∂pV (q+gn(x)b1(x), p), so that Zn+1 = φn+1(Xn). Using Tr(cc∗) ≤
CσV 1−a we have
φn(x) ≤ E[exp(
√
gn(x)〈v,U1〉 + λaρgn(x)Cσ |U1|2)].
Let n0 = min{n ≥ 0; γn < 1}. Since λ < λ0 ≤ τaρCσ , we are able to apply Lemma 16 with
θ = λaρCσ and h = gn(x) which gives the existence of K > 0 such that for every n ≥ n0
φn(x) ≤ exp
(
gn(x)
1− gn(x)
κ
2
|v|2 + Kgn(x)
)
. (68)
1512 V. Lemaire / Stochastic Processes and their Applications 117 (2007) 1491–1518
Moreover, it follows from |∂pV | ≤ CV V that
|v|2 ≤ λ2a2CσV a−1(x)|∂pV (q + gn(x)b1(x), p)|2,
≤ λ2a2CσCV V a−1(x)V (q + gn(x)b1(x), p),
The Lemma 20 gives
|v|2 ≤ λ2a2CσCV V a(x)+ C√gn(x)V a(x)+ gn(x)β.
In the same manner as in the proof of Lemma 13 there exists C > 0 and K > 0 such that for
every n ≥ n0
φn(x) ≤ exp
(κ
2
λ2a2CσCV gn(x)V a(x)+ Cg3/2n (x)V a(x)+ Kgn(x)
)
then from (66) we have
E[exp(λV a(Xn+1)) | Fn] ≤ exp
(
λV a(Xn)− aλ
(
α − 4δ − κ
2
λaCσCV
)
γ˜n+1V a(Xn)
+ C γ˜ 3/2n+1V a(Xn)+ K γ˜n+1
)
.
Let α¯ = a(α − 4δ − κ2λaCσCV ). Since λ < λ0 ≤ 2(α−4δ)κaCσCV we have α¯ > 0. Setting
n′0 = min{n;
√
γn < aλα¯/(2C)} and α˜ = (λaα¯)/2 we have for every n ≥ n0 ∨ n′0
E[exp(λV a(Xn+1)) | Fn] ≤ exp(λV a(Xn)− α˜γ˜n+1V a(Xn)+ C γ˜n+1),
which proves the lemma (by the convexity of the exponential). 
Proof of Lemma 19. LetW = exp(λV a)with λ < λ0/s. We recall that Qn isFn−1 measurable.
Since s > 1, the convexity of (x 7→ x s) implies that
E[|W (Xn)− E[W (Xn) | Fn−1]|s | Fn−1] ≤ 2sE[|W (Xn)−W (Qn, Pn−1)|s | Fn−1].
First we prove that
|V a(Xn)− V a(Qn, Pn−1)| ≤ C√γnAn−1Bn (69)
with
An−1 = (
√
V (Qn, Pn−1))(2a−1)+(
√
V (Xn−1))(2a∨1),
Bn = 1+ |Un|2a∨1.
Since ∆Pn = γ˜nb2(Xn−1)+√γnc(Xn−1)Un and Tr(cc∗) ≤ CσV 1−a , we have
|∆Pn| ≤ γ˜n|b2(Xn−1)| +
√
γ˜nCσ (
√
V (Xn−1))1−a |Un|.
Using γ˜n ≤ χn(Xn−1) ≤ 2δV (Xn−1)|b(Xn−1)|2∨1 we obtain
|∆Pn| ≤
√
γ˜n
√
2δ
√
V (Xn−1)+
√
γ˜nCσ (
√
V (Xn−1))1−a |Un|,
≤ C√γ˜n√V (Xn−1)(1+ |Un|). (70)
From |∂pV |2 ≤ CV V we deduce that |∂pV a | ≤ a√CV V a− 12 so that the application (p 7→
V a(q, p)) is Lipschitz for every a ≤ 12 . Hence, if a ≤ 12 we have (69) with An−1 =
√
V (Xn−1)
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and Bn = 1+ |Un|. If a > 12 , by Taylor’s formula we have
V a(Xn)− V a(Qn, Pn−1) = 〈∂pV a(Qn, p¯n),∆Pn〉,
≤ a√CV (√V (Qn, p¯n))2a−1|∆Pn|, (71)
with p¯n ∈ (Pn−1, Pn) and since 2a − 1 ≤ 1
(
√
V (Qn, p¯n))2a−1 ≤ (
√
V (Qn, Pn−1)+ C |∆Pn|)2a−1,
≤ (√V (Qn, Pn−1))2a−1 + C |∆Pn|2a−1. (72)
Plugging (72) in (71) we get
|V a(Xn)− V a(Qn, Pn−1)| ≤ C√γn(
√
V (Qn, Pn−1))2a−1
√
V (Xn−1)(1+ |Un|)
+Cγ an (
√
V (Xn−1))2a(1+ |Un|)2a
Since V ≥ 1 and 2a ≥ 1, it is easy to check that (69) is satisfied with An−1 =
(
√
V (Qn, Pn−1))2a−1(
√
V (Xn−1))2a and Bn = 1+ |Un|2a .
By (69) and Taylor’s formula applied to the convex function (x 7→ exp(λx)) between V a(Xn)
and V a(Qn, Pn−1) we have
|W (Xn)−W (Qn, Pn−1)| ≤ λC√γn(W (Xn)+W (Qn, Pn−1))An−1Bn,
and then
E[|W (Xn)−W (Qn, Pn−1)|s | Fn−1] ≤ λsCsγ s/2n Asn−1E[W s(Xn)Bsn | Fn−1]
+ λsCsγ s/2n Asn−1W s(Qn, Pn−1)E[Bs1]. (73)
As in the proof of Lemma 14 we prove that for every ε > 0 there exists Cε > 0 such that
E[W s(Xn)Bsn | Fn−1] ≤
1
1+ ε exp(λs(1+ ε)V
a(Xn−1))+ Cε. (74)
To complete the proof we apply Lemma 20 which gives
V (Qn, Pn−1) ≤ (1+
√
2δCV
√
γ˜n)V (Xn−1)+ γ˜nβ,
and the concavity of (x 7→ xa) implies
V a(Qn, Pn−1) ≤ (1+ a
√
2δCV
√
γ˜n)V a(Xn−1)+ γ˜naβ.
There exists n0 > 0 such that for every n ≥ n0, λs(1+ a√2δCV√γn) ≤ λ¯ < λ0, and thus there
exists K > 0 such that
W s(Qn, Pn−1) ≤ K exp(λ¯V a(Xn−1)).
Plugging this and (74) in (73) and using the condition (15) and Proposition 4 we obtain the result.

7. Numerical experiments
The aim of this section is to validate our scheme numerically. We consider two problems: the
Lorenz equations under external random excitation and a perturbed Hamiltonian system, which
illustrate results in Sections 4 and 5 respectively. In both cases, we compute νηn ( f ) for a given
function f using our scheme and we compare it with E[ f (X¯Th )] where (X¯Th ) is a discretization
1514 V. Lemaire / Stochastic Processes and their Applications 117 (2007) 1491–1518
Fig. 1. One path of (νηn ( f ))1≤n≤107 for different value of γ0.
scheme with constant step h (an Euler scheme or an implicit Euler scheme). The approximation
of E[ f (X¯Th )] is given by a Monte-Carlo procedure with 10 000 paths. We give a representation
of the stochastic sequence (γ˜n)n≥0 in, Figs. 2 and 6.
The programs are in C using BLAS/LAPACK (see http://www.netlib.org) for linear algebra
routines and the GSL library (see http://www.gnu.org). In particular, the approximation of the
fixed point needed in the implicit Euler scheme is done by the function gsl multiroot solver.
The random generator is a Mersenne twister generator of period 219937 − 1 taken from
http://www.math.sci.hiroshima-u.ac.jp/˜m-mat/MT/emt.html.
All simulations are achieved using a Gaussian white noise for (Un)n≥1. The deterministic
part γn of the implemented step sequence is γn = γ0n−1/3 and the weight sequence used is
(ηn)n≥1 = (γn)n≥1. These choices are motivated by the study of the rate of convergence (see [7]).
7.1. Lorenz equations
It is a dissipative problem which is related to Section 4. The equations aredxt = 10(yt − xt )dt + dW
1
t ,
dyt = (28xt − yt − xt zt )dt + dW 2t ,
dzt = (xt yt − (8/3)zt )dt
and a Lyapunov function for this system is V (u) = |u|2 + 1. It is important to note that this
system has an unique invariant measure and that the implicit Euler scheme of this diffusion is
ergodic (the proof is done in [9]). Despite the theoretical ergodicity of this scheme, we will show
that the numerical behavior is quite complex.
The function χ used for simulations is defined for every u ∈ R3 by χ(u) = 2V (u)|b(u)|2∨1 . The
stochastic step sequence used for our scheme is thus
γ˜0 = γ0, and ∀n ≥ 1, γ˜n = (γ0n− 13 ) ∧
(
2V (Xn−1)
|b(Xn−1)|2 ∨ 1
)
. (75)
The weight sequence (ηn)n≥1 is equal to (γn)n≥1 and we compute for f (x) = |x |2 and n ≤ 107
νηn ( f ) =
1
n∑
k=1
k− 13
n∑
k=1
k−
1
3 f (Xk−1). (76)
The result is given by the Fig. 1. The scheme seems to have a better behaviour when γ0
is equals to 2−4 or 2−5. For bigger values of γ0, the rate of convergence is poor but the Lorenz
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Fig. 2. Stochastic step sequence (γ˜n)n≥1.
problem is a difficult numerical problem and the parameter γ0 is hard to fix: the bias is increasing
with γ0 while the variance is decreasing. Other numerical methods have the same problem.
The important point to note here is that the scheme does not explode (for any γ0) and appears
convergent to the same limit.
Fig. 2 gives a representation of the stochastic step sequence (γ˜n)n≥1 when γ0 = 0.5. We show
that the bigger n is and the less the stochastic part χ(Xn−1) is used. For this path, after 20 000
iterations we have γ˜n = γn (at least until n = 107). Moreover before the 20 000th iteration the
event {χ(Xn−1) < γn} occurs only 924 times (4.62% of time).
We compare our results with the approximation of E[ f (X¯Th )] where (X¯Th ) is a regular Euler
scheme (Fig. 3(a)) or a implicit Euler scheme (Fig. 3(b)). We represent the results only for
h ≤ 2−6 because for bigger values the empirical expectation (based on 10 000 paths) explodes
with the regular Euler scheme. For the implicit scheme the expectation remains bounded but the
behaviour is very poor when h ≤ 2−8. The parameters h, T and the number of paths used for the
Monte-Carlo procedure are hard to fix.
For the implicit Euler scheme (Fig. 3(b)), the jump between h = 2−8 and h = 2−9 is due to the
fact that the scheme remains trapped in the neighborhood of only one “attractor” (deterministic
Lorenz system has two attractors). This behavior does not occur with the regular Euler scheme
and with our scheme. To understand this, we will compare a trajectory of our adaptive scheme
with a trajectory of a decreasing step implicit scheme defined by
X (imp)n+1 = X (imp)n + γn+1b(X (imp)n+1 )+
√
γn+1σUn+1.
This comparison is done in Fig. 4. We show that the adaptive scheme has a “good behavior” at
each iteration. For the decreasing step implicit scheme there is a change between the iterations
2 ·106 and 4 ·106 (see Fig. 4(a) and (c)). Since γn = 0.5n−1/3 the step size of the scheme is equal
to 0.0039685 > 2−8 for n = 2 · 106 and equal to 0.0031498 < 2−8 for n = 4 · 106. We conclude
that the implicit scheme (with constant step or decreasing step) apply to this Lorenz diffusion is
not accurate if the step size is too large.
7.2. Perturbed Hamiltonian system
The second example is a perturbed Hamiltonian system derived from a multidimensional
linear oscillator under external random excitation. It is a 3-DOF (degree of freedom) system
studied by Ibrahim and Li (see [3]) and Soize (see [10] Chap. XIII.6). We have thus the following
equation in R6{
dqt = ∂pH(qt , pt )dt,
dyt = −∂qH(qt , pt )dt − f0D0∂pH(qt , pt )dt + g0S0dWt
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(a) Euler scheme: X¯Tk+1,h = X¯Tk,h + hb(X¯Tk,h)+
√
hσUk+1.
(b) Implicit Euler scheme: X¯Tk+1,h = X¯Tk,h + hb(X¯Tk+1,h)+
√
hσUk+1.
Fig. 3. Computation of E[ f (X¯Th )] by a Monte-Carlo procedure on 10 000 paths and for T = 5.
(a) n = 2.106 (scheme X (imp)n ). (b) n = 2.106 (scheme Xn ). (c) n = 4.106 (scheme X (imp)n ).
(d) n = 4.106 (scheme Xn ). (e) n = 1.107 (scheme X (imp)n ). (f) n = 1.107 (scheme Xn ).
Fig. 4. Comparison of one single trajectory of the decreasing step implicit Euler scheme X (imp)n with the adaptive scheme
Xn for different value of n (the final number of iterations).
where H(qt , pt ) = 12 〈M(q)−1 p, p〉 + 12 〈K0q, q〉 and
D0 = S0 =
1 0 00 0 0
0 0 0
 , K0 =
1.3 0 00 0.154 0
0 0 0.196
 , g0 = 0.5,
f0 = 0.9965,
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Fig. 5. One path of (νηn ( f ))1≤n≤106 for different values of γ0.
Fig. 6. One representation of the stochastic step sequence (γ˜n)n≥1.
and
M(q) =
 1.3 v2 + 0.3 v3v2 + 0.3 v22 + 2v2 + 0.314 v2v3 + v3 + 0.0375
v3 v2v3 + v3 + 0.0375 v23 + 0.1
 ,
with v2(q) = −1.61(0.375q2 + q3) and v3(q) = −1.61q2. This numerical example is taken
from [10] (page 257–264). This is the first damping model case with the external excitation
applied to DOF 1 and the system parameter equal to 0.7. In this case we have an analytic
expression of the density of the invariant measure and we can calculate the mean-square response
for the DOF 1. We consider the function f1 : (q, p) 7→ q21 and we have∫
R6
f1(x)ν(dx) ' 0.0965.
The stochastic sequence used in the following simulations is defined by γ˜0 = γ0 and ∀n ≥ 1
γ˜n = (γ0n−1/3) ∧
(
1
|b(Xn−1)|2 ∨ 1
)
.
The results for different values of γ0 are given in Fig. 5. The convergence seems better when γ0 is
big. Our scheme behaves very well and a representation of the stochastic step sequence (γ˜n)n≥1
is given in Fig. 6.
We do not represent the approximation of E[ f (X¯Th )] where (X¯Th ) is the explicit Euler scheme
because the empirical expectation (based on 10 000 paths) explodes for h < 2−3.
Fig. 7 gives results using the approximation of E[ f (X¯Th )] where (X¯Th ) is the implicit Euler
scheme.
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Fig. 7. Computation of E[ f (X¯Th )] by a Monte-Carlo procedure on 10 000 paths and for T = 5 where X¯Th is a implicit
Euler scheme.
7.3. Conclusion
In these two examples, the adaptive scheme Xn is numerically stable and the empirical
measures seem to converge towards the true value. The complexity is the same as an explicit
Euler scheme and the accuracy is better than an implicit Euler scheme when the initial step size
is too big. Moreover, there is only one parameter to fix: γ0. This choice is not easy and depends
on the diffusion and on the function to integrate.
Let us note that we can use a Richardson–Romberg extrapolation for the deterministic
decreasing step Euler scheme, and that we have convergence results for this procedure (see [7];
for constant step scheme, see [13]). This extrapolation is easily implementable with the adaptive
scheme and is efficient after the time n1 such that ∀n ≥ n1, γ˜n = γn . But we have no result
before this random time. More generally, a limitation of our scheme is the lack of information on
the random time n1, essentially if we don’t know the Lyapunov function V .
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