Abstract-In this paper, the problem of state observation with exponential error decay for nonlinear systems affine in the input is considered and an observer is proposed. For such an observer, the drift-observability property of the system (i.e., observability for zero input), together with an assumption on the input amplitude or on the observation relative degree, are sufficient conditions for exponential convergence of the observation error. The existence of an exponential observer is correlated to the existence of a solution for an Riccati-like inequality. Global and semiglobal convergence results are presented.
MRE numerical algorithm and its steady-state solution under particular conditions. A full explanation of this trend is difficult, because of the complexity of the data association process built in the MSPDA algorithm, but one explanation would be that processing the best sensor last improves tracking performance of the sensor system as a whole. Analyses over ranges of sensor parameters show that tracking system performance of the sequential MSJPDA filter, in terms of the rms position error, favors using sensors of comparable qualities, and that processing the worse sensor first gives better results if the sensor qualities do not differ by a large amount.
I. INTRODUCTION
Most recent contributions in the field of state observation for nonlinear systems can be roughly classified into two categories. In one, the geometrical properties of the vector fields defining the system are exploited and Manuscript received September 1, 1999 ; revised October 1, 1999. Recommended by Associate Editor, G. Bastin.
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the powerful tools of differential geometry are extensively used [1] , [2] , [7] , [10] , [14] - [16] , [19] , [20] , [23] . In the other category of works, the state observation problem is studied considering functional parameters of nonlinear systems, such as norms, gains and Lipschitz constants [9] , [17] , [21] , [25] - [28] . Most works of both categories provide a solution of the state observation problem only for classes of systems. Among the works of the first category, the papers [1] , [13] , [16] , [19] , and [20] consider the class of nonlinear systems in which the nonlinearity is given by an output injection (conditionally linear systems). For such systems, a complete observation theory is available, which also includes adaptive observers. In [8] , [10] , a characterization of the class of systems observable for any input is given, and for these, an exponential observer is provided. Stronger hypotheses are required for the construction of observers for the class of systems considered in [14] , [15] that admit linear error dynamics. In [23] , [24] , a high-gain observer of the type presented in [6] is used inside a control loop. This kind of observer, like the one introduced in [26] , requires the explicit computation of the state as a function of the input and output derivatives. When the control loop is closed, the input derivatives are available while the output derivatives must be estimated. The paper [23] also considers observers for nonlinear systems that have a particular block-triangular structure, also including the class of uniformly observable systems [8] , [10] . In [2] , the observation problem is solved for nonlinear systems with full relative degree. Reference [9] considers observers for the class of bilinear systems, with linear dissipative drift.
Most of the works of the second category consider linear observable systems with nonlinear perturbation terms characterized by a Lipschitz constant and/or by a finite bound on the norm. In [21] , [27] , nonlinear systems in which the output is a linear function of the state are considered. In [27] , for such a class, the existence of an exponential observer is implied by the existence of a solution for a Lyapunov-like inequality involving the Jacobian of the drift term. In [21] , a linear part can be extracted from the drift and the existence of the observer is implied by the existence of a solution for an algebraic Riccati equation. In [28] , the result of [27] is extended to a larger class of output functions. In [17] , an observer is presented for the class of systems with linear and stable drift, and nonlinearity only in the forcing term.
All of the above-mentioned papers restrict the analysis to classes of nonlinear systems, characterized by geometrical properties or by the particular structure of the dynamic equations. The aim of this paper is to consider general nonlinear systems affine in the control and to fully exploit the property of drift-observability for the construction of an observer that works for meaningful classes of input functions. The nonlinear systems considered here have the form
where x(t) 2 X IR n ; u(t) 2 U IR p and y(t) 2 IR q : g(x) = [g 1 (x); 111; g p (x)] is a matrix whose columns are C k (X) vector fields, f (x) is a C k (X) vector field, and the vector function h(x) is C k (X) too, where k is an integer that allows all differentiations needed in the paper. hj(x) 6 = 0:
II. PRELIMINARIES
The multi-index r = (r 1 ; 111 ; r q ) is called vector observation relative degree.
The product of Q s (x) with the matrix g(x) has an interesting structure. Consider first the product
Note that the first rj 0 1 rows of matrix (2.9) are identically zero in (if s j < r j ; the product (2.9) is zero). Without loss of generality, assume the observability map such that s j r j for the first q outputs and sj < rj for the remaining q 0 q; so that the last 
III. EXPONENTIAL OBSERVER FOR NONLINEAR SYSTEMS
In this section, it is proven that a dynamic system of the type
is an exponential observer for system (1.1), provided that some conditions both on the system and on the input u are satisfied and that the gain matrix K is properly chosen. The basic assumption for the existence of an exponential observer is the drift-observability of the system. The rather technical assumption of Uniform Lipschitz Drift-Observability (ULDO) is needed too, together with the following: Note that the conditions for existence of an exponential observer given in Theorem 3.1 do not include observability for any input but only drift-observability. It is the bound u M imposed on the input that excludes the presence of inputs that make some system states indistinguishable.
As it can be seen in the proof of Theorem 3.1, the bound u M on the input needed for the convergence of the observer depends on the constants L and H of the system, and the final bound on the observation error depends on the constants b L and b H : The following theorem shows that if system (1.1) is such that the vector observation relative degree r is greater than the multi-index s that characterizes the map 8 s ;
then for any given bound u M on the input and for any desired decay rate ; an observer gain K can be found that guarantees convergence of the observation error below any desired asymptotic bound (convergence to zero in the case of assumption H 1 ): The same steps made in the proof of Theorem 3.1 can be followed and inequality (3.2) can be obtained, in which 1 and 2 are given by (3.17). 
IV. COMMENTS ON THE OBSERVER IMPLEMENTABILITY
The observer presented in this paper applies to a quite general class of nonlinear systems (drift-observable nonlinear systems with ALG or Lipschitz nonlinearities and with a suitably bounded input). The computation of matrix Q s (x) in the observer (3.1) is straightforward: it requires repeated Lie derivatives and can be automatically performed by symbolic manipulators of equations. The choice of the gain matrix K is less direct: K should be a solution of the H 1 Riccati-like inequality (2.17) , in which the knowledge of the constants of the ALG (or Lipschitz) functions L s (z) and H s; r (z) is required. On the other hand, in practical applications, the computation of such constants is not an easy task. However, the proofs of the theorems of existence of solutions pairs for the H 1 Riccati-like inequality provide a strategy for the choice of the gain K: As pointed out in Remark 2.11, solutions of the inequality can be found adopting the choice (K(w); P(w)) by choosing a sufficiently large parameter w: This fact classifies the proposed observer as a high-gain observer. In practical applications, the tuning of the parameter w in the gain K(w) can be made by evaluating the observer behavior through computer simulation. In the case when the needed ALG (or Lipschitz) constants are known, K can be found by solving the H 1 Riccati-like inequality. Note that in the semiglobal observer, the size of the region of convergence depends also on the condition number of matrix P; and, therefore, it is advisable to choose, among the solution pairs (K; P ); one with a small cn(P ):
