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บทคัดย่อ
การหาค่าทีเ่หมาะสมทีสุ่ดแบบการกระจายตวัของสิง่มชีวีติตามภมูศิาสตร์ (Biogeography-based Optimization: 
BBO) เป็นเมตาฮวิรสิตกิเชงิววิฒันาการทีไ่ด้รบัแนวคดิมาจากพฤตกิรรมการอพยพของส่ิงมชีวีติบนเกาะต่าง  ๆบทความนี ้
น�าเสนออัลกอริทึม BBO เพื่อใช้ส�าหรับแก้ปัญหาการจัดสมดุลท่ีมีหลายวัตถุประสงค์บนสายการประกอบแบบขนาน 
ผลติภณัฑ์ผสม โดยมวีตัถปุระสงค์จ�านวนท้ังส้ิน 4 วตัถปุระสงค์ทีจ่ะถกูท�าให้เหมาะสมท่ีสดุไปพร้อมๆ กัน ได้แก่ จ�านวน
สถานีงานน้อยที่สุด จ�านวนสถานีน้อยท่ีสุด ความสมดุลของภาระงานระหว่างสถานีงานสูงที่สุด และความสัมพันธ์
ของงานสูงที่สุด ผลจากการทดลองแสดงให้เห็นอย่างชัดเจนว่า BBO มีสมรรถนะในการแก้ปัญหาที่สูงกว่าอัลกอริทึม 
เชิงพันธุกรรมแบบการจัดล�าดับที่ไม่ถูกครอบง�า II (Non-dominated Sorting Genetic Algorithm II: NSGA-II) 
ซึ่งเป็นอีกอัลกอริทึมหนึ่งที่เป็นที่นิยม ทั้งในด้านการลู่เข้าสู่กลุ่มค�าตอบท่ีเหมาะสมท่ีสุดแบบพาเรโต การกระจายตัว
ของกลุ่มค�าตอบ อัตราส่วนของค�าตอบที่ไม่ถูกครอบง�า และเวลาที่ใช้ในการค�านวณหาค�าตอบ
ค�าส�าคัญ: สายการประกอบแบบขนานผลิตภัณฑ์ผสม การจัดสมดุลหลายวัตถุประสงค ์การหาค่าที่เหมาะสมที่สุด
แบบการกระจายตัวของสิ่งมีชีวิตตามภูมิศาสตร์
การอ้างอิงบทความ: ณัฐชัย โยธาบริบาล และ ปารเมศ ชุติมา, “การจัดสมดุลที่มีหลายวัตถุประสงค์บนสายการประกอบแบบ 
ขนานผลิตภัณฑ์ผสม ด้วยการหาค่าที่เหมาะสมท่ีสุดแบบการกระจายตัวของส่ิงมีชีวิตตามภูมิศาสตร์,” วารสารวิชาการพระจอมเกล้า 
พระนครเหนือ, ปีที่ 25, ฉบับที่ 1, หน้า 73-90,  ม.ค. - เม.ย. 2558. http://dx.doi.org/10.14416/j.kmutnb.2014.07.002
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Abstract
Biogeography-based Optimization (BBO) is an evolutionary metaheuristic inspired by migratory behavior 
of species among islands. This article presents a BBO algorithm for solving multi-objective mixed-model 
parallel assembly line balancing problem where four objectives are optimized simultaneously; i.e. to minimize 
the number of workstations, to minimize the number of stations, a maximization of  workload balancing between 
workstations, and placing an emphasis on maximizing work relatedness. The results from experiments clearly 
show that BBO promises better performance than does Non-dominated Sorting Genetic Algorithm II (NSGA-II), 
which indicates another well-known algorithm, in terms of convergence to the Pareto-optimal set, spread of 
solutions, ratio of non-dominated solutions, and computation time to solution.
Keywords: Mixed-model Parallel Assembly Lines, Multi-objective Line Balancing, Biogeography-based 
Optimization
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1. บทน�า




















สถานงีานต่างๆ ในปรมิาณทีเ่ท่าๆ กัน พร้อมท้ังตอบสนอง
วัตถุประสงค์ที่ก�าหนดและไม่ละเมิดต่อข้อจ�ากัดท่ีมีอยู ่
เช่น ล�าดับก่อนหลงัของขัน้งาน รอบเวลาการผลติ เป็นต้น 
เรียกว่า ปัญหาการจัดสมดุลสายการประกอบ ทั้งนี้ สาย



















เป็นโมเดลเครือข่าย (Network Model) [3] กระบวนการ 
แตกก่ิงและจ�ากัดเขต (Branch and Bound Procedure) [4] 
การหาค่าทีเ่หมาะสมทีส่ดุแบบอาณานคิมมด (Ant Colony 
Optimization) [5] ฮวิรสิตกิแบบการค้นหากระจดักระจาย 
(Scatter Search Based Heuristic) [6] อลักอรทึิมการค้นหา 
แบบทาบ ู(Tabu Search Algorithm) [7],[8] รวมไปถงึวธิกีาร













2 ควบคู่ไปด้วย ได้แก่ งานวจิยัของ Baykasoğlu และคณะ 
[5] รวมถึงงานวิจัยของ Özcan และคณะ [7] ที่ก�าหนด
วัตถุประสงค์ในการท�าให้ภาระงานระหว่างสถานีงานมี
ความสมดุลที่สุดเพิ่มเติมเข้าไป และงานวิจัยของ Scholl 
และ Boysen [4] ที่เพิ่มวัตถุประสงค์ในการท�าให้สายการ
ประกอบมีขนาดส้ันท่ีสุด (จ�านวนสถานีน้อยที่สุด) ทั้งนี้ 
หากสามารถน�าเอาวัตถุประสงค์ท่ีกล่าวมาทั้งหมดมา
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ใช้ในการจัดสมดุลร่วมกัน ย่อมท�าให้ผู้แก้ปัญหามีความ 
พึงพอใจมากยิ่งขึ้น และ 3) ยังไม่มีงานวิจัยใดที่พิจารณา
วัตถุประสงค์ในด้านความสัมพันธ์ของงาน ซึ่งอาจท�าให้
เกิดความยากล�าบากในการท�างานของพนักงานได้
 จากทีม่าข้างต้น บทความนีจ้งึน�าเสนอปัญหาการจดั 
สมดุลสายการประกอบแบบขนานที่สายการประกอบ
ภายในแต่ละเส้นมีไว้ส�าหรับผลิตสินค้าหลายรุ่น หรือที ่
เรยีกว่า สายการประกอบแบบขนานผลติภณัฑ์ผสม (Mixed- 
model Parallel Assembly Lines) ภายใต้วัตถุประสงค์







ที่ค่อนข้างใหม่ที่ถูกพัฒนาขึ้นโดย Simon [10] ในปี 2008 
โดยจากงานวิจัยท่ีเก่ียวข้องพบว่าสามารถใช้แก้ปัญหา
ต่างๆ รวมถึงปัญหาเชิงการจัด เช่น ปัญหา Traveling 
Salesman [11] Job Shop Scheduling [12] Two-sided 













Scholl และ Boysen [4] ได้น�าเสนอไว้ นั่นคืออยู่ในรูป
ของสถานี (Station) ท่ีจัดเรียงกันอย่างต่อเนื่อง โดยใน
แต่ละสถานอีาจประกอบไปด้วยสถานงีานแยก (Separate 
Workstation) ที่บรรจุขั้นงานจากสายการประกอบเดียว 
จ�านวนอย่างมาก 2 สถานงีาน หรอืสถานงีานร่วม (Common 
Workstation) ทีบ่รรจขุัน้งานจากทัง้สองสายการประกอบ
จ�านวน 1 สถานงีาน ทัง้นี ้ในแต่ละสถานงีานจะมพีนกังาน









หรือที่เรียกว่ารอบเวลาการผลิตร่วม (Common Cycle 
Time: CCT) แผนภาพล�าดับก่อนหลังของแต่ละสายการ
ประกอบที่ใช้ในการจัดสมดุลจะอยู่ในรูปของแผนภาพ
ล�าดับก่อนหลังร่วม (Combined Precedence Diagram: 
CPD) [14] ท่ีมีไว้แสดงข้อมูลว่าขั้นงาน (Task) ต่างๆ 
ในการประกอบสินค้าทุกรุ่นต้องท�าก่อนหรือหลังขั้นงาน 
ใดบ้าง (ลูกศรในแผนภาพจะโยงจากโหนด x ไปโหนด y 
ถ้าขั้นงาน x ต้องท�าก่อนหน้าขั้นงาน y โดยตรง) และ
เนื่องจากเวลาท่ีใช้ในแต่ละขั้นงาน (Task Time) อาจ 
แตกต่างกันไปตามรุน่ของสนิค้า ในการจดัสมดลุจงึอาศัย
เวลาขัน้งานร่วม (Combined Task Time) ทีเ่ฉลีย่แบบถ่วง
น�้าหนักมาจากเวลาขั้นงานของสินค้าทุกรุ่นประกอบการ
พิจารณา ซึ่งมีวิธีการค�านวณดังนี้ [15]
 ก�าหนดให้ M เป็นจ�านวนรุน่ของสนิค้าท่ีผลติบนสาย
การประกอบผลิตภัณฑ์ผสม, Dm เป็นปริมาณการผลิต 
สินค้ารุ่น m โดย m={1,…,M}, tim คือเวลาขั้นงาน i ของ
สินค้ารุน่ m เมือ่ i={1,…,N} และ qm =
Dm
ΣM  Dmm=1  เป็นสัดส่วน
ของปรมิาณการผลติสนิค้ารุน่ m เทียบกบัปรมิาณการผลติ 
รวมทุกรุ่น เวลาขั้นงานร่วม i(ti) สามารถค�านวณได้จาก
สมการ ti = ΣMm=1 qm tim  รูปที่ 1(ก) และ 1(ข) แสดงตัวอย่าง 
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CPD พร้อมเวลาขั้นงานในการประกอบสินค้าบนสาย
การประกอบผลิตภัณฑ์ผสม A และ B ตามล�าดับ โดย
สายการประกอบ A ผลิตสินค้า 2 รุ่น ได้แก่ รุ่น AI และ 
AII ด้วยสัดส่วน qAI = qAII = 
1
2 ขณะที่สายการประกอบ B 
ผลิตสินค้า 2 รุ่นเช่นกัน ได้แก่ รุ่น BI และ BII ด้วย สัดส่วน 
qBI = 
1












ทีต้่องท�าก่อนหน้าบรรจอุยู ่และ 3) ผลรวมเวลาขัน้งานร่วม 
ในแต่ละสถานีงานต้องไม่เกินรอบเวลาการผลิตร่วม
 รูปที่ 2 แสดงตัวอย่างผลการจัดสมดุลสายการ
Task Task Time
Combined Task Time
(qAI = qAII = 12)AI AII
A1 4 2 3
A2 1 1 1
A3 5 3 4
A4 1 3 2
A5 4 4 4
A6 0 8 4
A7 7 5 6
A8 2 2 2
A9 2 0 1
A10 4 2 3
A11 4 6 5
Task Task Time
Combined Task Time
(qBI = 13, qBII = 
2
3)  BI BII
B1 7 4 5
B2 9 0 3
B3 3 6 5
B4 3 3 3
B5 0 6 4
B6 5 2 3
B7 2 2 2
B8 4 7 6
B9 2 2 2
รูปที่ 1 แผนภาพล�าดับก่อนหลังร่วมและเวลาขั้นงานในการประกอบสินค้าบน (ก) สายการประกอบผลิตภัณฑ์ผสม A 
และ (ข) สายการประกอบผลิตภัณฑ์ผสม B
(ก)
(ข)
รูปที่ 2 ตัวอย่างผลการจัดสมดุลสายการประกอบแบบขนานผลิตภัณฑ์ผสม A และ B ภายใต้รอบเวลาการผลิตร่วม 
10 หน่วยเวลา
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ประกอบแบบขนานผลิตภัณฑ์ผสม A และ B ภายใต้รอบ
เวลาการผลิตร่วม 10 หน่วยเวลา สายการประกอบนี้มี 
6 สถานี 7 สถานีงาน ซึ่งแบ่งออกเป็น 4 สถานีงานแยก
และ 3 สถานีงานร่วม
3. ฟังก์ชันหลายวัตถุประสงค์
 วัตถุประสงค์ในการจัดสมดุลมีจ�านวนท้ังสิ้น 4 
วตัถปุระสงค์ ซึง่ก�าหนดให้มรีะดับความส�าคัญแตกต่างกัน 
ออกไปใน 3 ระดบั โดยจะมุง่เน้นให้วตัถปุระสงค์ระดับทีห่นึง่
ซึ่งมีจ�านวน 1 วัตถุประสงค์มีค่าที่เหมาะสมที่สุดเป็นหลัก 
ตามด้วยวตัถปุระสงค์ระดับทีส่องจ�านวน 1 วตัถปุระสงค์ และ 







 Minimize NW (1)
3.2 วัตถุประสงค์ระดับที่สอง
 สายการประกอบทีม่สีถานงีานเท่ากันอาจมคีวามยาว 
ไม่เท่ากันก็ได้ ซึ่งจะแปรผันตามจ�านวนสถานีท่ีมีอยู  ่
[4] วัตถุประสงค์ระดับนี้มีไว้เพื่อท�าให้สายการประกอบ 
มีจ�านวนสถานี (Ns) น้อยท่ีสุดหรือมีขนาดสั้นท่ีสุดเท่าท่ี 
จะท�าได้ ซึ่งส่งผลให้มีการสูญเสียพื้นที่ใช้สอยต�่าที่สุด
 Minimize Ns (2)
3.3 วัตถุประสงค์ระดับที่สาม
 วตัถปุระสงค์ระดับนีป้ระกอบไปด้วย 2 วตัถปุระสงค์ย่อย 
ท่ีจะท�าให้มีค่าที่เหมาะสมท่ีสุดไปพร้อมๆ กัน โดยมี 
รายละเอียดดังนี้






 ก�าหนดให้ ml และ ml+1 เป็นรุ่นของสินค้าท่ีผลิต 
บนสายการประกอบผลติภณัฑ์ผสม l และ l+1 ทีข่นานกัน 
อยูต่ามล�าดับ เมือ่ ml = {1,…,ml} และ ml+1 = {1,…,ml+1}, 
SkbmL คือค่าเบีย่งเบนสมับรูณ์ระหว่างรอบเวลาการผลติร่วม 
(CCT) กับผลรวมเวลาขัน้งานร่วมทีส่ถานงีานที ่k ประเภท 
b ซึ่งอาจเป็นสถานีงานแยก (SW) หรือสถานีงานร่วม 
(CW) อย่างใดอย่างหนึ่ง ใช้ในการประกอบสินค้ารุ่น m 
บนสายการประกอบ L (TTkbmL) ค่า SkbmL ของสถานงีานแยก 
(b=SW) บนสายการประกอบ l และ l+1 สามารถค�านวณ
ได้จากสมการ (3) และ (4) ตามล�าดับ
 Skbmll =|CCT - TTkbmll|  (3)
 Skbml+1(l+1) = |CCT - TTkbml+1(l+1)| (4)
ขณะท่ีค่า SkbmL ของสถานงีานร่วม (b = CW) สามารถ
ค�านวณได้จากสมการ
 Skbml,l+1 (l,l+1) = |CCT - TTkbmll - TTkbml+1 
(l+1)| (5)
 ล�าดับต่อไป ก�าหนดให้ Skb เป็นค่าสมับรูณ์เฉลีย่ของ
สถานีงานที่ k ประเภท b ค่า Skb ในกรณี b = SW บนสาย
การประกอบ l และ l + 1 สามารถค�านวณได้จากสมการ (6) 
และ (7) ตามล�าดับ
 Skb = ∑ 
ml
ml=1qml Skbmll (6)
 Skb = ∑ 
ml+1
ml+1=1qml+1 Skbml+1(l+1) (7)
ส่วนค่า Skb ในกรณ ี b = CW สามารถค�านวณได้จากสมการ
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 Skb = ∑ 
ml
ml=1  ∑ 
ml+1
ml+1=1  qml qml+1 Skbml,l+1 (l,l+1) (8)
 จากนั้นสามารถค�านวณค่าเบี่ยงเบนสัมบูรณ์รวม 
(TAD) ของทุกสถานีงานได้จากสมการ
 TAD = ∑ NWk=1  ∑ 
CW
b=SW  Skb (9)
 ค่าความสมดุลของภาระงานระหว่างสถานงีาน (Bb) 
สามารถค�านวณได้จากสมการ (10) ซึ่งดัดแปลงมาจาก
สมการของ Vilarinho และ Simaria [17] ทัง้นี ้Bb จะมค่ีาอยู่
ระหว่าง 0 ถงึ 1 โดยค่า Bb ทีต่�า่จะแสดงถงึความสมดุลทีส่งู 
วัตถุประสงค์ย่อยที่ 1 จึงเป็นการท�าให้ Bb มีค่าต�่าที่สุด
นั่นเอง
Minimize Bb = 
NW
NW-1





















ชี้วัดได้ด้วยค่า MIWR = NW -  เมื่อ SNk คือจ�านวน 
เครือข่ายของขั้นงานท่ีมีการเชื่อมโยงกันโดยตรงใน 
สถานีงาน k [16], [18] ค่า MIWR ที่ต�่าแสดงถึงความ
สัมพันธ์ของงานท่ีสูง วัตถุประสงค์ย่อยท่ี 2 จะมุ่งเน้นให้
ค่านี้มีค่าต�่าที่สุด
  (11)
 ก�าหนดให้ x = {x1,…,xn} คือเวกเตอร์ตัวแปร
ตัดสินใจ (ค�าตอบ) ขนาด n ในสเปซค�าตอบ X การท�าให้
วัตถุประสงค์ระดับที่สามทั้ง 2 วัตถุประสงค์ย่อยมีค่าที่
เหมาะสมท่ีสุดพร้อมกัน ท�าได้ด้วยการหาเวกเตอร์ x* 
ที่ท�าให้เซตของฟังก์ชันวัตถุประสงค์ย่อยที่ 1 (z1(x)) และ 
2 (z2 (x)) มีค่าที่น้อยที่สุด
  (12)




วตัถปุระสงค์มคีณุภาพด้อยลงไป ดังนัน้ ค�าตอบทีเ่หมาะสม 
ที่สุดจึงอยู ่ในรูปของเซตค�าตอบท่ีไม่ถูกครอบง�าจาก 
ค�าตอบใดเลย โดยค�าตอบ x จะถือว่าครอบง�าค�าตอบ 
y (x<y) ก็ต่อเมื่อเป็นไปตาม 2 เงื่อนไขนี้ [19]
 1. z1 (x) ≤ z1 (y) และ z2 (x) ≤ z2 (y)
 2. z1 (x) < z1 (y) และ/หรือ z2 (x) < z2 (y)
 รูปที่ 3 แสดงกราฟค่าฟังก์ชันวัตถุประสงค์ระดับ
ท่ีสามของตัวอย่างค�าตอบ 10 ค�าตอบท่ีมีค่าฟังก์ชัน
วัตถุประสงค์ระดับที่หนึ่งและสองเท่ากัน ค�าตอบที่ดีที่สุด
ในท่ีนี้ได้แก่ ค�าตอบท่ี 1-4 เนื่องจากไม่ถูกครอบง�าจาก 
ค�าตอบใดเลย และเมือ่ตดัค�าตอบ 1-4 ออกจากการพจิารณา 
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based Optimization: BBO) ซึ่งเป็นอัลกอริทึมเชิง
วิวัฒนาการท่ีคิดค้นโดย Simon [10] มาประยุกต์ใช้ใน
การแก้ปัญหาการจัดสมดุลสายการประกอบแบบขนาน






















เป็นเมตริกซ์ท่ีน�าเอาข้อมูลจาก CPD ของท้ังสองสาย 
การประกอบที่ขนานกันอยู่มาแสดงรวมกันไว ้ เมตริกซ์นี ้




ค่าเท่ากบั 1 ขณะท่ีช่องอืน่ๆ ทีเ่หลอืมค่ีาเท่ากับ 0 เมตรกิซ์นี ้
มีการใช้งานร่วมกับสตริงค�าตอบในการเลือกขั้นงานไป
จัดสรรลงสถานีงานอย่างเป็นล�าดับ ซึ่งมีขั้นตอนดังนี ้




แต่หากมีมากกว่า 1 ขั้นงาน ให้เลือกขั้นงานที่มีค่าสิทธิ์
มากที่สุดตามที่ระบุในสตริงค�าตอบ 2) ปรับค่าทุกช่องใน
แถวของขั้นงานที่เพิ่งถูกเลือกไปให้เท่ากับ 0 แล้วปรับค่า 
ทกุช่องในหลกัของขัน้งานดังกล่าวให้เท่ากับ 1 และ 3) วนซ�า้ 










 ตารางที่ 1 แสดงตัวอย่างเมตริกซ์ล�าดับก่อนหลัง
ของสายการประกอบแบบขนานผลิตภัณฑ์ผสม A และ B 
รูปที่ 3 ตัวอย่างกราฟค่าฟังก์ชันสองวัตถุประสงค์
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BBO มีขั้นตอนดังนี้ (ดูรูปที่ 4 ประกอบ)
 ขัน้ที ่1 สร้างประชากรสตรงิค�าตอบเริม่ต้น Y จ�านวน 
N สตริง ด้วยวิธีการสุ่ม
 ขั้นที่ 2 ค�านวณค่าฟังก์ชันวัตถุประสงค์ของแต่ละ
สตริงค�าตอบ 
 ในทีน่ีจ้ะยกตวัอย่างการแก้ปัญหาการจดัสมดุลสาย
การประกอบแบบขนานผลติภณัฑ์ผสม A และ B ทีม่ข้ีอมลู
พื้นฐานดังรูปที่ 1 ภายใต้รอบเวลาการผลิตร่วม 10 หน่วย
เวลาควบคู่ไปด้วย โดยก�าหนดให้ประชากรสตริงค�าตอบ 
เริ่มต้นมีจ�านวน 5 สตริง ผลการสร้างสตริงพร้อมค่า
ฟังก์ชันวัตถุประสงค์แสดงดังตารางที่ 3
ตารางที่ 1 เมตริกซ์ล�าดับก่อนหลังของสายการประกอบแบบขนานผลิตภัณฑ์ผสม A และ B
From-To A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 B1 B2 B3 B4 B5 B6 B7 B8 B9
A1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A3 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A4 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
A5 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
A6 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
A7 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
A8 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
A9 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
A10 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
A11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
B1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
B2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
B3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
B4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0
B5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
B6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
B7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
B8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
B9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ตารางที่ 2 ตัวอย่างสตริงค�าตอบของการจัดสมดุลสายการประกอบแบบขนานผลิตภัณฑ์ผสม A และ B
String Task
Objective function in level
1 2 3
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 B1 B2 B3 B4 B5 B6 B7 B8 B9 NW NS Bb MIWR 
Priority 10 11 8 7 4 19 15 9 16 12 1 6 5 13 3 18 14 17 20 2 7 6 0.093 6.500Sequence 1 2 3 4 11 12 5 14 13 6 20 7 10 8 15 16 9 18 17 19
รูปที่ 4 ขั้นตอนการท�างานของ BBO
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 ขั้นที่ 3 จัดอันดับสตริงค�าตอบ โดยเลขอันดับของ
สตริงในที่นี้เรียกว่าค่าความแข็งแรง (Fitness) โดยสตริง
ที่ดีที่สุดจะมี Fitness = 1 ตามด้วยสตริงที่มี Fitness = 2, 
3, … , F
 ขั้นที่ 4 ก�าหนดค่าสปีชีส์เคาท์ (Species Count: 
SC) ให้กับสตริงค�าตอบ ซึ่งจะมีค่าในทางตรงกันข้ามกับ
ค่า Fitness โดยสตริงที่ดีที่สุดจะมีค่า SC = F ขณะที่สตริง
ที่แย่ที่สุดมีค่า SC = 1 พร้อมค�านวณอัตราการอพยพ
เข้า (λk) และอพยพออก (μk) ในรูปแบบ Sinusoidal [20] 
ของแต่ละสตริงค�าตอบที่มี SC = k รวมทั้งความน่าจะเป็น






เมื่อ K คือค่า SC ที่สูงที่สุด และ n = K + 1









ตารางที่ 4 ผลการจัดอันดับสตริงค�าตอบเริ่มต้นและ 
ค่าต่างๆ ที่ใช้ประกอบการอพยพ
Fitness SC No. String λk μk Pλ,k Pμ,k Cum Pμ,k
1 4 1 3 0.095 0.905 0.048 0.452 0.452
2 3 1 1 0.345 0.655 0.173 0.327 0.780
3 2 1 4 0.655 0.345 0.327 0.173 0.9522 5
4 1 1 2 0.905 0.095 0.452 0.048 1.000
 ขั้นที่ 5 คัดลอกเซ็ตสตริงค�าตอบเริ่มต้น Y พร้อม
ผลการจดัอนัดับและค่าท่ีใช้ในการอพยพ ออกมาเป็นเซต็
สตริงค�าตอบชั่วคราว Z 
 ขั้นที่ 6 ก�าหนดให้ Yk,mk คือสตริงค�าตอบเริ่มต้นที่มี 
SC = k ตัวที่ mk และ Zk,mk คือสตริงค�าตอบชั่วคราวที่ม ี
SC = k ตัวที่ mk (mk = 1,...,mk) 
 ท�าการอพยพสตริงค�าตอบชั่วคราว Zk,mk ทีละสตริง 
โดยการอพยพเป็นกระบวนการตัดสินใจว่าแต่ละบิตใน
สตรงิจะได้รบัการถ่ายทอดค่าสทิธิ์ (อพยพเข้า) จากสตรงิ
อืน่หรอืไม่ ถ้าได้รบั จะเป็นสตรงิใดท่ีถ่ายทอดค่าสทิธิม์าให้ 
(อพยพออก) กระบวนการอพยพในแต่ละสตริง Zk,mk 
ท�าได้ด้วยการพจิารณาบติทลีะบติ เรยีงจากบติแรกถงึบติ
สดุท้าย (บติแรกของสตรงิในปัญหาตวัอย่างคือบติขัน้งาน 
A1  ไล่ไปเรือ่ยๆ จนถงึบติขัน้งาน B9) โดยให้สุม่ค่า  r1 ในช่วง 
[0,1] ขึ้นมา ถ้า r1 > Pλ,k จะไม่มีการอพยพเข้าสู่บิตนั้น 
และให้ไปพิจารณาต่อที่บิตถัดไป แต่ถ้า r1 ≤ Pλ,k แสดงว่า 
บติดังกล่าวจะได้รบัการอพยพเข้า ให้ท�าการสุม่เลอืกสตรงิ
จากเซ็ตสตริงค�าตอบเริ่มต้น Y เพื่อก�าหนดให้เป็นสตริงที่




Priority of Task Objective function in level1 2 3
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 B1 B2 B3 B4 B5 B6 B7 B8 B9 NW NS Bb MIWR 
1 2 6 4 18 8 10 14 3 20 15 19 9 5 1 16 11 7 12 17 13 8 5 0.041 7.111
2 16 3 14 8 17 5 18 12 4 15 10 13 1 20 6 19 9 11 7 2 8 7 0.040 7.385
3 10 11 8 7 4 19 15 9 16 12 1 6 5 13 3 18 14 17 20 2 7 6 0.093 6.500
4 9 6 13 16 14 20 19 8 7 1 10 17 3 4 15 12 2 11 5 18 8 5 0.046 7.529
5 8 3 19 15 12 18 9 14 20 2 17 4 11 5 1 13 16 10 7 6 8 5 0.066 7.273
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ค่านี้ตกอยู่ในช่วง Pμ,k สะสมของสตริงท่ีมีค่า SC เท่าใด 
ถ้าสตรงิท่ีมค่ีา SC ดังกล่าวมเีพยีง 1 สตรงิ ให้เลอืกสตรงินัน้ 
เป็นสตรงิอพยพออก แต่ถ้ามมีากกว่า 1 สตรงิ ให้สุม่เลอืก 
มาสตริงเดียว (ทั้งนี้ สตริงอพยพออก Yk,mk จะต้องไม่ใช่
สตริงเริ่มต้นที่สตริง Zk,mk คัดลอกออกมา เพราะถ้าเป็น 
สตรงิทีเ่หมอืนกัน จะไม่เกิดการเปลีย่นแปลงใดๆ ระหว่าง
การอพยพ) จากนัน้ให้เปลีย่นค่าสทิธิข์องบติในสตรงิ Zk,mk 
ที่ก�าลังพิจารณา ให้เท่ากับค่าสิทธิ์ของบิตในต�าแหน่ง
เดียวกันนี้ของสตริงอพยพออก Yk,mk อย่างไรก็ตาม 
เนื่องจากค่าสิทธิ์ใหม่ของบิตท่ีพิจารณา (บิต i) อาจไป
ซ�้ากับค่าสิทธิ์ของบิตในต�าแหน่งอื่น (บิต j) จึงให้ท�าการ
ซ่อมแซมสตรงิด้วยการเปลีย่นค่าสิทธิข์องบติ j ให้เท่ากบั
ค่าสทิธิเ์ดิมของบติ i เสรจ็แล้วให้พจิารณาการอพยพในบติ
ถัดๆ ไปจนครบทุกบิต และทุกสตริงค�าตอบ Z
 ตารางที ่5 แสดงตวัอย่างผลการสุ่มเลอืกบติในสตรงิ
ค�าตอบ Z3,1 บิตที่จะได้รับการอพยพเข้า r1 ≤ Pλ,3 = 0.173 
ได้แก่ บติต�าแหน่งที ่4 (ขัน้งาน A4), 12 (B1) และ 18 (B7) 
ซึง่จากการสุม่ค่า r2 พบว่าจะได้รบัการอพยพมาจากสตรงิ 
Y4,1, Y4,1 และ Y2,2 ตามล�าดับ ผลการอพยพสตริงดังกล่าว
แสดงดังตารางที ่6 ขณะทีต่ารางที ่7 แสดงสตรงิค�าตอบ Z 
ทีผ่่านการอพยพทัง้ 5 สตรงิ พร้อมค่าฟังก์ชนัวตัถปุระสงค์
 ขั้นที่ 7 จัดอันดับสตริงค�าตอบชั่วคราว Z ท่ีผ่าน 
การอพยพ ได้ค่าความแข็งแรงและสปีชีส์เคาท์
 ขัน้ที ่8 ค�านวณความน่าจะเป็นในการเกิดสปีชเีคาท์ 
k (Pk) และความน่าจะเป็นในการมิวเตชันของสตริง 
สปีชีส์เคาท์ k (mk) ในเซ็ตสตริงค�าตอบชั่วคราว Z ที่ผ่าน 
การอพยพ ด้วยสมการ (17) และ (18) ตามล�าดับ [20] ผลการ 
ค�านวณค่า Pk และ mk ของปัญหาตวัอย่างแสดงดังตารางที ่8
ตารางที่ 5 ผลการสุ่มอพยพบิตในสตริง Z3,1
บิตอพยพเข้า บิตจากสตริง Y ที่อพยพออก
Bit (Task) r1 r2 SC สตริงใน SC สตริงที่เลือก ค่าสิทธิ์ที่อพยพออก
4 (A4) 0.064 0.446 4 {3} 3 7
12 (B1) 0.141 0.009 4 {3} 3 6
18 (B7) 0.027 0.898 2 {4, 5} 5 10










A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 B1 B2 B3 B4 B5 B6 B7 B8 B9
1 4 (A4) 18 7
เริ่มต้น 2 6 4 18 8 10 14 3 20 15 19 9 5 1 16 11 7 12 17 13
อพยพ 2 6 4 7 8 10 14 3 20 15 19 9 5 1 16 11 7 12 17 13
ซ่อมแซม 2 6 4 7 8 10 14 3 20 15 19 9 5 1 16 11 18 12 17 13
2 12 (B1) 9 6
เริ่มต้น 2 6 4 7 8 10 14 3 20 15 19 9 5 1 16 11 18 12 17 13
อพยพ 2 6 4 7 8 10 14 3 20 15 19 6 5 1 16 11 18 12 17 13
ซ่อมแซม 2 9 4 7 8 10 14 3 20 15 19 6 5 1 16 11 18 12 17 13
3 18 (B7) 12 10
เริ่มต้น 2 9 4 7 8 10 14 3 20 15 19 6 5 1 16 11 18 12 17 13
อพยพ 2 9 4 7 8 10 14 3 20 15 19 6 5 1 16 11 18 10 17 13
ซ่อมแซม 2 9 4 7 8 12 14 3 20 15 19 6 5 1 16 11 18 10 17 13




Objective function in level
1 2 3
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 B1 B2 B3 B4 B5 B6 B7 B8 B9 NW NS Bb MIWR 
1 2 9 4 7 8 12 14 3 20 15 19 6 5 1 16 11 18 10 17 13 8 5 0.028 7.200
2 16 13 4 7 17 10 18 9 14 15 5 2 20 1 3 19 12 11 8 6 8 4 0.058 7.200
3 10 11 8 7 4 19 15 3 16 12 1 6 5 13 9 18 14 17 20 2 7 5 0.124 6.500
4 2 6 13 7 19 4 9 8 16 10 1 17 3 5 15 12 14 11 20 18 8 5 0.024 7.333
5 8 1 19 7 12 15 9 14 20 2 10 4 11 13 3 5 16 18 17 6 9 5 0.044 8.357
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  (17)
  (18)
ตารางที่ 8 ผลการจัดอันดับสตริงค�าตอบชั่วคราว Z ที่
ผ่านการอพยพ และค่าต่างๆ ทีใ่ช้ประกอบการ 
มิวเตชัน
Fitness SC No. String Pk mk Cum mk
1 4 1 3 0.135 0.286 0.286





4 1 1 5 0.135 0.286 1.000
 ขั้นที่ 9 สุ่มค่า r3 ในช่วง [0,1] ขึ้นมา หากค่านี้ตกอยู่
ในช่วง mk สะสมของสตริงใดในกลุ่มสตริง Z หลังอพยพ 
ให้คัดลอกสตริงนั้นออกมาท�าการมิวเตชัน โดยในที่นี้จะ
อาศัยการมิวเตชันแบบ Reciprocal Exchange [21] ซึ่งมี
ขัน้ตอนดังนี ้(1) พจิารณาบติทีละบติเริม่จากต�าแหน่งแรก 
สุ่มค่า r4 ในช่วง [0,1] ขึ้นมา หาก r4 > Pm (เมื่อ Pm คือ 
ความน่าจะเป็นในการมวิเตชนั) จะไม่ท�าการใดๆ กับบตินี้ 




 จากปัญหาตวัอย่าง สมมตว่ิาสตรงิทีถ่กูสุม่ท�ามวิเตชนั 
คือสตริงหลังอพยพ Z1,1 โดยมีบิตที ่ 4(A4) และ 15(B4) 
ถกูสุม่ให้สลบัค่าสทิธ์ิกบับติที ่12(B1) และ 8(A8) ตามล�าดับ 
ผลการมิวเตชันแสดงดังตารางที่ 9
 ขั้นที่ 10 น�าสตริงค�าตอบเริ่มต้น Y สตริงค�าตอบ Z 
หลังอพยพ และสตริงท่ีผ่านการมิวเตชันมารวมกันแล้ว 
จัดอันดับ น�าสตริงท่ีดีท่ีสุด N อันดับแรกไปเป็นสตริง 
ค�าตอบเริ่มต้น Y ในกระบวนการค้นหาค�าตอบรอบถัดไป 
หากสตริงอันดับที่ N มีหลายสตริง ให้เลือกสตริงที่มีค่า 
Crowding Distance [22] มากท่ีสดุ พร้อมกนันีใ้ห้น�าสตรงิ
อนัดับที ่1 ไปจดัเก็บเป็นสตรงิท่ีดีทีส่ดุตลอดกระบวนการ
ค้นหาค�าตอบด้วย





 เพื่อเป็นการประเมินสมรรถนะของ BBO ในการ 
แก้ปัญหาการจัดสมดุลท่ีน�าเสนอ ผู้วิจัยได้ทดลองใช้ 
BBO ในการแก้ปัญหาตัวอย่างจ�านวนท้ังส้ิน 4 ปัญหา 
ซึ่งเป็นปัญหาที่มีขนาดอยู่ในช่วง 49 ถึง 218 ขั้นงาน โดย
แต่ละปัญหาแบ่งออกเป็น 3 ปัญหาย่อยตามรอบเวลา
การผลิตท่ีแตกต่างกันออกไปดังตารางท่ี 10 (รวมท้ังส้ิน
มี 12 ปัญหาย่อย) และท�าการเปรียบเทียบกับอัลกอริทึม
เชงิพนัธกุรรมแบบการจดัล�าดับทีไ่ม่ถกูครอบง�า II (Non-
dominated Sorting GeneticAlgorithm-II: NSGA-II) 
[22] ซึ่งเป็นอีกอัลกอริทึมหนึ่งที่นิยมใช้ในการแก้ปัญหา
ลักษณะนี้
ตารางที่ 9 การมิวเตชันสตริงค�าตอบหลังอพยพ Z1,1 
ล�าดับ คู่บิตมิวเตชัน
Priority of Task
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 B1 B2 B3 B4 B5 B6 B7 B8 B9
8 1 19 7 12 15 9 14 20 2 10 4 11 13 3 5 16 18 17 6
1 4 (A4) and 12 (B1) 8 1 19 4 12 15 9 14 20 2 10 7 11 13 3 5 16 18 17 6
2 15 (B4) and 8 (A8) 8 1 19 4 12 15 9 3 20 2 10 7 11 13 14 5 16 18 17 6
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 พารามิเตอร์ของอัลกอริทึมท่ีใช้ในการแก้ปัญหา 
แสดงดังตารางท่ี 11  โดยในส่วนของ  BBO  จะอาศยัการอพยพ 
และมิวเตชันแบบ Sinusoidal [20] และ Reciprocal 
Exchange [21] ตามล�าดับ ซึ่งจากงานวิจัยของ Ma [20] 
และ Jitmetta [27] แสดงให้เหน็ว่าสามารถใช้แก้ไขปัญหา
ที่มีลักษณะใกล้เคียงกันนี้ได้อย่างมีประสิทธิภาพ ขณะที ่
ในส่วนของ NSGA-II จะอาศยัการครอสโอเวอร์และมวิเตชนั 
แบบ Weight Mapping Crossover [28] และ Reciprocal 
Exchange ตามล�าดับ ซึ่งจากทดลองในงานวิจัยของ 
Jansaem และ Chutima [13] พบว่าสามารถใช้แก้ปัญหา
การจัดสมดุลสายการประกอบได้อย่างมีประสิทธิภาพ 
เช่นกัน ทั้งนี้ ค่าความน่าจะเป็นในการมิวเตชันของ BBO 
และค่าความน่าจะเป็นในการครอสโอเวอร์และมวิเตชนัของ 
NSGA-II นั้นได้มาจากการทดลองแบบ Full Factorial 







Mutation method: Reciprocal exchange 
Mutation probability: P1-P4: 0.01
NSGA-II
Population size: 100
Crossover method: Weight mapping crossover
Mutation method: Reciprocal exchange 
Crossover probability: P1: 0.7    P2: 0.7    P3: 0.5    P4: 0.6
Mutation probability: P1: 0.3    P2: 0.2    P3: 0.2    P4: 0.2
5.2 ตัวชี้วัดสมรรถนะของอัลกอริทึม
 การเปรยีบเทยีบสมรรถนะในการหาค�าตอบระหว่าง 
BBO กับ NSGA-II นั้น จะพิจารณาจากค่าวัตถุประสงค์
ระดับที่ 1 (จ�านวนสถานีงาน หรือ NW) ของกลุ่มค�าตอบ 
ที่ดีที่สุดที่แต่ละอัลกอริทึมหามาได้เป็นหลัก หากพบว่า 
มีค่าเท่ากัน จะพิจารณาที่ค่าวัตถุประสงค์ระดับท่ี 2 
(จ�านวนสถาน ีหรอื NS) เป็นล�าดับถดัไป ซึง่หากยงัพบว่ามี 
ค่าเท่ากันอีก ก็จะพิจารณาที่ค่าวัตถุประสงค์ระดับท่ี 3 
อย ่างไรก็ตาม เนื่องจากค่าวัตถุประสงค์ระดับที่ 3 
ประกอบไปด้วย 2 ค่าทีจ่ะถกูท�าให้เหมาะสมทีสุ่ดพร้อมกัน 
ได้แก่ ค่าความสมดุลของภาระงาน (Bb) และค่าความสมัพนัธ์ 




3 ตวัชีว้ดั [18] ได้แก่ 1) การลูเ่ข้าสูก่ลุม่ค�าตอบทีเ่หมาะสม 
ทีสุ่ดแบบพาเรโต (Convergence to the Pareto-optimal Set) 
ซึ่งใช้ประเมินว่ากลุ่มค�าตอบท่ีอัลกอริทึมหามาได้มีความ
ใกล้เคียงกับกลุ่มค�าตอบที่เหมาะสมที่สุดที่แท้จริงมาก
น้อยเพียงใด 2) การกระจายตัวของกลุ่มค�าตอบ (Spread 
of Solutions) ซึ่งใช้บ่งชี้ว่ากลุ่มค�าตอบมีการกระจายตัว
กว้างและสม�่าเสมอเพียงใด และ 3) อัตราส่วนของค�าตอบ













Line 1 Line 2 รวม Line 1 Line 2
P1 [23] 25 24 49 2 (1:1) 2 (2:3) 16, 22, 30 500
P2 [24] 53 51 104 2 (1:2) 2 (1:2) 2338, 3507, 4676 1000
P3 [25] 75 71 146 4 (1:2:2:3) 4 (1:1:2:4) 29, 34, 43 1500
P4 [26] 111 107 218 3 (1:1:1) 3 (1:1:3) 5785, 6540, 7162 2500
* CPD ของ Line 2 เหมือนกับ Line 1 แต่ตัดขั้นงานส่วนท้ายออก
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ซึ่งเป ็นกลุ ่มค�าตอบที่ ดีที่ สุดจากการน�าเอาค�าตอบ
ทั้งหมดของ BBO และ NSGA-II มาจัดอันดับร่วมกัน 
(จากปัญหาทั้งหมด ทราบค�าตอบที่ เหมาะสมที่สุด 
ที่แท ้จริงเฉพาะของปัญหา P1-P3 ในส่วนของค่า
วัตถุประสงค์ระดับที่ 1 หรือ NW เท่านั้น ดังแสดงใน
ตารางที่ 12)








โปรแกรมท่ีเขยีนด้วยภาษา  C++  ประมวลผลด้วยคอมพวิเตอร์ 
Intel Core i5-3210M CPU 2.5 GHz RAM 8.0 GB โดยจาก 
ผลการทดลองที่ได้ซึ่งอยู่ในรูปของค่าวัตถุประสงค์และ
ค่าตวัชีว้ดัต่างๆ ดังตารางท่ี 12 พบว่า BBO สามารถค้นพบ 
ค�าตอบทีม่ค่ีาวตัถปุระสงค์ระดับที ่1 (NW) และ 2 (NS) เท่ากบั 
NSGA-II ในทกุปัญหา ยกเว้นปัญหาขนาดกลาง P2 กรณี
รอบเวลาการผลติ 2338 ทีค่�าตอบของ BBO มค่ีา NS ต�า่กว่า 
(ดีกว่า) NSGA-II รวมถึงปัญหาขนาดใหญ่ P4 กรณีรอบ
เวลาการผลิต 5785 และ 7162 ที่ค�าตอบของ BBO ดีกว่า 
NSGA-II ในด้านของค่า NS และ NW ตามล�าดับ ซึ่งแสดง
ให้เห็นเบื้องต้นว่า BBO มสีมรรถนะทีค่่อนข้างเหนอืกว่า 




Problem P1 P2 P3 P4
No. of Tasks 










Cycle Time 16 22 30 2338 3507 4676 29 34 43 5785 6540 7162
NW 
Optimal 16 12 9 12 8 6 123 119 98 - - -
BBO 16 12 9 12 8 6 123 119 98 57 51 46
NSGA-II 16 12 9 12 8 6 123 119 98 57 51 47
NS 
BBO 8 6 5 8 5 4 63 61 50 29 26 24
NSGA-II 8 6 5 9 5 4 63 61 50 30 26 24
Convergence
BBO 0.7071 0.0000 0.0000 0.0000 0.0000 0.0000 0.0071 0.0000 0.0000 0.0000 0.1361 0.0000
NSGA-II 0.7071 0.1014 0.1126 n/a** 0.1511 0.1270 0.3267 0.2174 0.5199 n/a** 0.3163 n/a**
Spread
BBO n/a* 0.2968 0.2510 0.1698 0.3567 0.1554 0.0264 0.0390 0.0489 0.0449 0.2310 0.1893
NSGA-II n/a* 0.4600 0.5107 n/a** 0.7050 0.9138 0.7058 0.2253 0.6105 n/a** 0.7071 n/a**
RNDS
BBO 0.50 1.00 1.00 1.00 1.00 1.00 0.75 1.00 1.00 1.00 0.83 1.00
NSGA-II 0.50 0.10 0.17 n/a** 0.00 0.00 0.25 0.00 0.46 n/a** 0.17 n/a**
CPU time (s)
BBO 11 15 12 119 117 108 147 508 487 2198 1991 2146
NSGA-II 16 17 12 144 142 144 283 519 632 2367 2353 2581
* ไม่มีค่าการกระจายตัว (Spread) เนื่องจากมีค�าตอบที่เหมาะสมที่สุดที่หาได้เพียงค�าตอบเดียว
** ค่าตัวชี้วัดถูกตัดออกจากการพิจารณา เนื่องจากค่าฟังก์ชันวัตถุประสงค์ระดับที่หนึ่งและ/หรือสองด้อยกว่า BBO
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 อย่างไรก็ตาม จากปัญหา P1-P3 พบว่าท้ัง BBO และ 
NSGA-II ต่างก็ค้นพบค�าตอบท่ีมีค่า NW ตรงกับค่า 
Optimal ทั้งสิ้น ซึ่งถือเป็นการยืนยันได้ระดับหนึ่งว่า 
ทั้งสองอัลกอริทึมสามารถค้นหาค�าตอบได้อย่างถูกต้อง
และมีประสิทธิภาพ
 ส�าหรบัในปัญหาอืน่ๆ ที ่BBO และ NSGA-II ค้นพบ 
ค�าตอบทีม่ค่ีาวตัถปุระสงค์ 2 ระดับแรก (NW และ NS) เท่ากัน 
การเปรยีบเทยีบสมรรถนะจะพจิารณาจากค่าวตัถปุระสงค์ 
ระดับท่ี 3 ของกลุม่ค�าตอบทีแ่ต่ละอลักอรทิมึหามาได้ดังที ่
แสดงในรปูที ่5 โดยอาศยัตวัชีว้ดัต่างๆ ทีไ่ด้กล่าวไว้ข้างต้น 
(ค) ปัญหา P3 ขนาด 146 ขั้นงาน
(ง) ปัญหา P4 ขนาด 218 ขั้นงาน
รูปที่ 5 ค่าวัตถุประสงค์ระดับที่ 3 ของกลุ่มค�าตอบที่ BBO และ NSGA-II หามาได้ในปัญหาต่างๆ
(ก) ปัญหา P1 ขนาด 49 ขั้นงาน
(ข) ปัญหา P2 ขนาด 104 ขั้นงาน
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ได้แก่ ค่า Convergence (ยิ่งเข้าใกล้ 0 ยิ่งดี) ค่า Spread 
(ยิง่เข้าใกล้ 0 ยิง่ด)ี และค่า RNDS (ยิง่เข้าใกล้ 1 ยิง่ด)ี โดยจาก 
ผลการประเมนิค่าตวัชีว้ดัในตารางท่ี 12 พบว่ามเีพยีงปัญหา 
ขนาดเล็ก P1 กรณีรอบเวลาการผลิต 16 เท่านั้น ที่ทั้งสอง 
อลักอรทิมึมสีมรรถนะทัง้สามด้านเท่ากัน ขณะท่ีในปัญหา
ทีเ่หลอืท้ังหมดพบว่า BBO มสีมรรถนะท่ีสงูกว่า NSGA-II 








ขนาดของปัญหา ทัง้นี ้ในปัญหาขนาดเลก็พบว่า BBO และ 
NSGA-II ต่างก็ใช้เวลาในการค้นหาค�าตอบใกล้เคียงกัน 





















สมดุลจ�านวนทัง้สิน้  4  วตัถปุระสงค์ท่ีจะท�าให้มค่ีาทีเ่หมาะสม 
ท่ีสุดไปพร้อมๆ กัน ได้แก่ จ�านวนสถานีงานน้อยที่สุด 
จ�านวนสถานน้ีอยทีส่ดุ ความสมดลุของภาระงานระหว่าง 
สถานงีานสูงท่ีสุด และความสมัพนัธ์ของงานสงูท่ีสุด พร้อมทัง้ 
น�าเสนออัลกอริทึมการหาค่าท่ีเหมาะสมที่สุดแบบการ 
กระจายตัวของสิ่งมีชีวิตตามภูมิศาสตร์ (Biogeography- 
based Optimization: BBO) เพือ่ใช้ในการแก้ปัญหาดังกล่าว
 ผลจากการทดลองใช้ BBO ในการแก้ปัญหาตวัอย่าง
เปรยีบเทยีบกับอลักอรทึิมเชงิพนัธกุรรมแบบการจดัล�าดับ
ที่ไม่ถูกครอบง�า II (Non-dominated Sorting Genetic 
Algorithm-II: NSGA-II) ซึ่งเป็นอีกอัลกอริทึมที่เป็นที ่








ในทางปฏบิตั ิเช่น เวลาเดินของพนกังานในสถานงีานร่วม 









จาก “ทุน 90 ปี จุฬาลงกรณ์มหาวิทยาลัย” กองทุน
รัชดาภิเษกสมโภช จุฬาลงกรณ์มหาวิทยาลัย
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