In this paper we study the performance of the least square method, the weighted least square method, the maximum likelihood method and the method of moments for estimating the Weibull distribution parameters. The comparison is based on the Monte Carlo simulation, the methods are compared in terms of the root mean square error and sample size n . The comparison shows that the maximum likelihood method and the method of moments provide similar estimates. We recommend the maximum likelihood method to estimate the Weibull distribution parameters due to its good properties. For very small sample sizes we recommend the weighted least square method.
Introduction
The Weibull distribution is one of the widely used distributions in technical practice. It is often used in weather forecasting, in the theory of reliability and lifetime. This distribution was first introduced by the Swedish scientist Walodi Weibull , who used it in the theory of reliability.
We consider the two-parameter Weibull distribution. The probability density function of the Weibull distribution ( , ) W c  with parameters 0 c  and 0 
where 0
x  , c is the shape parameter, and  is the scale parameter.
The cumulative distribution function of the Weibull distribution is given by
The In this paper we study the performance of the methods for estimating the Weibull distribution parameters c and  . Several methods are proposed to estimate the parameters. In this paper we consider the commonly used methods: the least square method (LSM), the weighted least square method (WLSM), the maximum likelihood method (MLM) and the method of moments (MOM). The LSM and the WLSM are commonly used due to their simplicity. The estimates of the parameters can be calculated easily by the closed-form formula. The MLM and the MOM are popular methods, but both methods are computationally demanding. In the case of the Weibull distribution neither method provides an explicit solution for the estimates of the parameters in the closed-form formula. The estimates of the parameters can be obtained only numerically. The performance of the methods is compared using the Monte Carlo simulation. The efficiency of the methods is compared based on the root mean square error (RMSE) criterion and the sample size n . Based on the simulation study we recommend the methods, which have better performance. The simulations and the calculation are performed in the Matlab. There are some recent works on estimating the Weibull distribution parameters. Trustrum and Jayatilaka (1979) The rest of this paper is organized as follows. In Section 2 we introduce the estimation methods. In Section 3 the simulation study is provided and finally, in Section 4 we summarize our findings.
Estimation methods

Least square method
Let 1 2 , , , n X X X  be a random sample of size n from the Weibull distribution ( , ) W c  and let 1 2 , , , n x x x  be a realization of a random sample.
The cumulative distribution function (2) will be transformed to a linear function. From (2) by two logarithmic calculations we obtain 
Now let (1)
be the order statistics of 1 2 , , , n X X X  and let (1) 
Therefore, the estimates 0  and 1  of the parameters 0  and 1  are given by
The estimates ĉ and  of the parameters c and  are given by
Weighted least square method
The estimates 0  and 1  of the regression parameters 0  and 1  minimize the
where i w is the weight factor,
. In this paper we use the weight factor proposed by Bergman (1986) 
Then the estimates ĉ and  of the parameters c and  are given by
Maximum likelihood method
The likelihood function of the Weibull distribution is given by
Comparison of four methods
The maximum likelihood estimates ĉ and  of the parameters c and  maximize function (16) or, equivalently, the logarithm of the function (16)
Differentiating (17) with respect to c and  in turn and equating to zero, we obtain the equations
On eliminating  from equations (18) and simplifying we solve the equations
The estimate ĉ of the parameter c we obtain by solving (20) with respect to c . This equation has not analytical solution and must be solved numerically for c .
We use the Newton method. As the starting point we use the result (10) obtained from the LSM. The estimate  of the parameter  can be obtained using equation (19).
Method of moments
The estimates ĉ and  of the parameters c and  we obtain by equating the 
It is known, that the sample mean is 1 .
By dividing (23) by the square (22) we obtain
The estimate ĉ of the parameter c we obtain by solving (24) with respect to c . This equation has not analytical solution and must be solved numerically for c .
We use the Newton method. The starting point we use according to Ramírez and Carta (2005) 1.086 
Simulation study
In simulation study we generate the random samples from the Weibull distribution and compare the performance of the methods. We consider 0.5, 1.5, 2. 
Comparison of four methods
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To compare the performance of the methods we compute the sample root mean square error (RMSE) given by     5000 2 2 1 1ˆ. 5000
The estimates with smaller RMSE are preferred.
Results and discussion
For 0.5 c  the comparison shows that in general the RMSE of the MLM outperforms the other methods. The RMSE of the WLSM is slightly larger than the RMSE of the MLM. The RMSE of the MOM is the largest.
For the small sample size 5 15 n   and for 1.5, 2.5 c  the comparison shows that in general the RMSE of the WLSM outperforms the other methods. The RMSE of the LSM, the MOM and the MLM are larger. The RMSE of the MLM is only slightly larger than the RMSE of the MOM, both methods are comparable.
For the sample size 15 25 n   and for 1.5 c  and also for the sample size 15 23 n   and for 2.5 c  the comparison shows that the RMSE of the WLSM outperforms the other methods. The MLM and the MOM are comparable methods in many cases in terms of the RMSE. The RMSE of the LSM is larger than the other methods.
For the sample size 25 n  and for 1.5 c  the comparison shows that the RMSE of the LSM is in many cases larger than the other methods. The MLM and the MOM are comparable methods in many cases in terms of the RMSE. The RMSE of the MOM is only slightly larger than the RMSE of the MLM. The RMSE of the WLSM is larger than these two methods.
For the sample size 23 n  and for 2.5 c  the comparison shows that the RMSE of the LSM is in many cases larger than the other methods. The MLM and the MOM are comparable methods in many cases in terms of the RMSE. The RMSE of the WLSM is larger than these two methods.
It is evident that as the sample size n increases the values of the RMSE of all methods decrease and hence the estimation precision of the parameters increases. Figures 1, 2, 3 show illustrative plots of the RMSE for 10, 11,...,100 n  and considered values of the Weibull parameters c and  . In Tables 1, 2 This paper describes the four methods for estimating the Weibull distribution parameters: the least square method (LSM), the weighted least square method (WLSM), the maximum likelihood method (MLM) and the method of moments (MOM). The performance of these methods is compared using the Monte Carlo simulation. The efficiency of the methods is compared based on the RMSE criterion and the sample size n . As the sample size n increases the values of the RMSE of all methods decrease and hence the estimation precision of the parameters increases.
It is evident that the MLM and the MOM perform better than the LSM and the WLSM when the sample size is middle or large enough. Only for very small sample sizes the WLSM and the LSM outperform the MLM and the MOM. The WLSM performs better than the LSM. Both these methods are good methods due to their simplicity. For very small sample sizes we recommend the WLSM. For middle or large sample sizes the WLSM is useful alternative to the MLM or the MOM in the situation, when the simple computing is preferred.
The MOM provides very similar estimates to the ones obtained by the MLM. There is one complication by using the MOM. This method needs to use the gamma function. However the gamma function can be easily obtained by using the software Matlab. The performance of the MLM is more often better than the MOM. The MLM is the most popular for its efficiency, good properties and it is simpler to compute than the MOM. Therefore we recommend the MLM to estimate the Weibull distribution parameters.
