For two graphs G and H, write G rbw
Introduction
A random perturbation of a fixed n-vertex graph G, denoted by G∪ G(n, p), is a distribution over the supergraphs of G. The elements of such a distribution are generated via the addition of randomly sampled edges to G. These random edges are taken from the binomial random graph with edgedensity p, namely G(n, p). The fixed graph G being perturbed or augmented in this manner is referred to as the seed of the perturbation (or augmentation) G ∪ G(n, p).
The above model of randomly perturbed graphs was introduced by Bohman, Frieze, and Martin [9] , who allowed the seed G to range over the family of n-vertex graphs with minimum degree at least δn, which we denote here by G δ,n . In particular, they discovered the phenomenon that for every δ > 0, there exists a constant C(δ) > 0 such that G ∪ G(n, p) asymptotically almost surely (henceforth a.a.s. for brevity) has a Hamilton cycle, whenever p := p(n) ≥ C(δ)/n and G ∈ G δ,n .
Treglown [14] extends the results of Kreuter [30] pertaining to vertex Ramsey properties of random graphs into the perturbed model. Krivelevich, Sudakov, and Tetali [33] studied additional properties of G d,n ∪ G(n, p). In particular, they studied the so called containment problem of small graphs in such perturbations; see Theorem 6.10 for further details. Sudakov and Vondrák [45] studied the non-2-colourability of randomly perturbed dense hypergraphs. Furthermore, in the Ramsey-arithmetic scene, the first author and Person [1] established an (asymptotically) optimal Schur-type theorem for randomly perturbed dense sets of integers.
Problems concerning the emergence of non-monochromatic configurations in every (sensible) edgecolouring of a given graph are collectively referred to as Anti-Ramsey problems. Here, one encounters a great diversity of variants; further details can be found in the excellent survey [19] and the many references therein.
An edge-colouring ψ of a graph G is said to be b-bounded if no colour is used on more than b edges. It is said to be locally-b-bounded if every colour appears at most b times at every vertex. In particular, locally-1-bounded colourings are the traditional proper colourings. A subgraph H ⊆ G is said to be rainbow with respect to an edge colouring ψ, if any two of its edges are assigned different colours under ψ, that is, if |ψ(H)| := |ψ(E(H))| = e(H), where ψ(E(H)) := {ψ(e) : e ∈ E(H)}. We write G rbw −→ H, if G has the property that every proper colouring of its edges admits a rainbow copy of H.
For a fairly complete overview regarding the emergence of small fixed rainbow configurations in random graphs with respect to to every b-bounded colouring, see the work of Bohman, Frieze, Pikhurko, and Smyth [10] and references therein. The first to consider the emergence of small fixed rainbow configurations in random graphs with respect to proper colourings were Rödl and Tuza [43] . In a response to a question of Spencer (see, [17, page 19] ), Rödl and Tuza studied the emergence of rainbow cycles of fixed length. The systematic study of the emergence of general rainbow fixed graphs in random graphs with respect to proper colourings was initiated by Kohayakawa, Kostadinidis and Mota [26, 27] .
Nenadov, Person,Škorić, and Steger [37] proved, amongst other things, that for every graph H, there exists a constant C > 0 such that G(n, p) rbw −→ H, whenever p ≥ Cn −1/m 2 (H) . For H ∼ = C ℓ with ℓ ≥ 7, and H ∼ = K r with r ≥ 19, they proved that n −1/m 2 (H) is, in fact, the threshold for the property G(n, p) rbw −→ H. Barros, Cavalar, Mota, and Parczyk [6] extended the result of [37] for cycles, proving that the threshold of the property G(n, p) rbw −→ C ℓ remains n −1/m 2 (C ℓ ) also when ℓ ≥ 5. Moreover, Kohayakawa, Mota, Parczyk, and Schnitzer [28] extended the result of [37] for complete graphs, proving that the threshold of G(n, p) rbw −→ K r remains n −1/m 2 (Kr) also when r ≥ 5.
For C 4 and K 4 the situation is different. The threshold for the property G(n, p) rbw −→ C 4 is n −3/4 = o n −1/m 2 (C 4 ) , as proved by Mota [36] . For the property G(n, p) rbw −→ K 4 , the threshold is n −7/15 = o n −1/m 2 (K 4 ) as proved by Kohayakawa, Mota, Parczyk, and Schnitzer [28] . More generally, Kohayakawa, Kostadinidis and Mota [27] proved that there are infinitely many graphs H for which the threshold for the property G(n, p) rbw −→ H is significantly smaller than n −1/m 2 (H) .
Our results
For a real d > 0, we say that G d,n ∪ G(n, p) a.a.s. satisfies a graph property P, if lim n→∞ P[G n ∪ G(n, p) ∈ P] = 1 holds, for every sequence {G n } n∈N , satisfying G n ∈ G d,n for every n ∈ N. We say that G d,n ∪ G(n, p) a.a.s. does not satisfy P, if lim n→∞ P[G n ∪ G(n, p) ∈ P] = 0 holds for at least one sequence {G n } n∈N , satisfying G n ∈ G d,n for every n ∈ N. Throughout, we suppress this sequence-based terminology and write more concisely that G d,n ∪ G(n, p) a.a.s. satisfies (or does not) a certain property. A sequence p := p(n) is said to form a threshold for the property P in the perturbed model, if G d,n ∪ G(n, p) a.a.s. satisfies P whenever p = ω( p), and if G d,n ∪ G(n, p) a.a.s. does not satisfy P whenever p = o( p).
For every real d > 0 and every pair of integers s, t ≥ 1, every sufficiently large graph G ∈ G d,n satisfies G rbw −→ K s,t ; in fact, every proper colouring of G supersaturates G with Ω(n s+t ) rainbow copies of K s,t . The latter is a direct consequence of (6) stated below (see also [24] ). Consequently, the property G d,n ∪G(n, p) rbw −→ K s,t is trivial as no random perturbation is needed for it to be satisfied. The emergence of rainbow copies of non-bipartite prescribed graphs may then be of interest. For odd cycles we prove the following. Proposition 1.1. For every integer ℓ ≥ 1, and every real d > 0, the threshold for the property G d,n ∪ G(n, p) rbw −→ C 2ℓ+1 is n −2 .
Unlike the aforementioned thresholds for the property G(n, p) rbw −→ C ℓ , established in [6, 37] , the threshold for the counterpart property in the perturbed model is independent of the length of the cycle. The proof of Proposition 1.1 is fairly standard and is thus postponed until Appendix A.
Our main results concern the thresholds for the emergence of rainbow complete graphs in randomly perturbed dense graphs. The aforementioned results of [28, 37] can be easily used to establish a lower bound on such thresholds. Indeed, by these results, if r ≥ 5 and p = o n −1/m 2 (Kr) , then G(n, p) a.a.s. has a proper colouring of its edges admitting no rainbow copy of K r . Consequently, given a real d > 0 and a sufficiently large n-vertex bipartite graph G of edge-density d, the properties G ∪ G(n, p) rbw −→ K 2r and G ∪ G(n, p) rbw −→ K 2r−1 are satisfied a.a.s. whenever p = o n −1/m 2 (Kr) .
For complete graphs of odd order, we determine the threshold for the property G d,n ∪ G(n, p) rbw −→ K 2r−1 for every r ≥ 2. Theorem 1.2. Let d > 0 be given.
1. For every integer r ≥ 5, the threshold for the property G d,n ∪ G(n, p) rbw −→ K 2r−1 is n −1/m 2 (Kr) .
2. The threshold for the property G d,n ∪ G(n, p) rbw −→ K 3 is n −2 (see Proposition 1.1).
3. The threshold for the property G d,n ∪ G(n, p) rbw −→ K 5 is n −1 .
The threshold for the property
For complete graphs of even order, we prove the following. Theorem 1.3. For every d > 0 and every integer r ≥ 4, the property G d,n ∪ G(n, p) rbw −→ K 2r holds a.a.s. whenever p := p(n) = ω n −(r−2)/( r 2 ) .
Note that n −1/m 2 (Kr) = n −(r−2)/(( r 2 )−1) = o n −(r−2)/( r 2 ) . Hence, for complete graphs of even order, there is a gap between the aforementioned lower bound and the upper bound established in Theorem 1.3. We conjecture that the analogue of Theorem 1.2 for complete graphs of even order, holds true. Conjecture 1.4. For every real d > 0 and every integer r ≥ 5, the threshold for the property
Complete graphs of orders 4, 6, and 8 are excluded from Conjecture 1.4. For complete graphs of order 4 we prove the following. Theorem 1.5. For every d > 0, the threshold for the property G d,n ∪ G(n, p)
We believe that a similar phenomenon holds for the properties G d,n ∪ G(n, p) rbw −→ K 6 and G d,n ∪ G(n, p) rbw −→ K 8 as well.
Preliminaries
Throughout, we make appeals to both the dense regularity lemma [46] (see also [29] ) and the sparse regularity lemma [25] (see also [20] ). For a bipartite graph G := (U ∪ · W, E) and two sets U ′ ⊆ U and
holds whenever U ′ ⊆ U and W ′ ⊆ W satisfy |U ′ | ≥ ε|U | and |W ′ | ≥ ε|W |. We abbreviate (ε, 1)regular under ε-regular. For the latter, we have the following well-known property. Lemma 2.1. (The slicing lemma, see e.g. [29, Fact 1.5]) Let G := (U ∪ · W, E) be an ε-regular graph of edge-density d. Let α > ε and let U ′ ⊆ U and W ′ ⊆ W be subsets satisfying |U ′ | ≥ α|U | and |W ′ | ≥ α|W |. Then, the induced subgraph G[U ′ , W ′ ] is max{ε/α, 2ε}-regular and has edge-density at least d − ε.
We make repeated use of two results by Janson [22] (see also [23, Theorems 2.14 and 2.18]), regarding random variables of the form X = A∈S I A . Here, S is a family of non-empty subsets of some ground set Ω and I A is the indicator random variable for the event A ⊆ Ω p , where Ω p is the so called binomial random set arising from including every element of Ω independently at random with probability p. For such random variables, set λ := E[X], and define
The first result concerns the lower tail of X. 
Following [23] , the second result is commonly referred to as the probability of nonexistence.
We conclude this section with some additional notation which will be used throughout the paper. Given a sequence f := f (n) and constants ε 1 , . . . , ε k > 0 independent of n, we write Ω ε 1 ,...,ε k (f ), Θ ε 1 ,...,ε k (f ), and O ε 1 ,...,ε k (f ) to mean that the constants which are implicit in the asymptotic notation depend on ε 1 , . . . , ε k . If g := g(n) is a sequence, then we sometimes write f ≫ g and f ≪ g to mean f = ω(g) and f = o(g), respectively. In addition, given two constants µ > 0 and ν > 0 we write µ ≪ ν to mean that, while µ and ν are fixed, they can be chosen so that µ is arbitrarily smaller than ν.
Properties of G(n, p)
In this section, we collect the various properties of G(n, p) facilitating subsequent arguments. Beyond the aggregation of such properties, the main result of this section is Proposition 3.8 concerning the supersaturation of rainbow copies of a given fixed graph in G(n, p) with respect to any proper edgecolouring. We commence, however, with the more standard properties, some of which will also facilitate the proof of Proposition 3.8.
Concentration results
While Theorems 1.2 and 1.3 deal only with complete graphs, in this section we consider a more general class of graphs. Throughout this section, H denotes a fixed strictly 2-balanced graph 1 . For such a graph H, let H := H n denote the family of (labelled) copies of H in K n . For everyH ∈ H, let ZH denote the indicator random variable for the eventH ⊆ G(n, p). Then, X H := H ∈H ZH counts the number of copies of H in G(n, p). Note that
where Aut(H) is the automorphism group of H. We require large deviation inequalities for both the upper and lower tails of X H . For the lower tail, we make the standard appeal to Janson's inequality (seen at (3) below) as to subsequently yield Lemma 3.2. For the upper tail, however, the standard appeal to Chebyshev's inequality is insufficient for our needs. For indeed, subsequent arguments require that certain properties of G(n, p) would hold with probability at least 1 − Ω n −b , for some constant b which we are allowed to choose to be sufficiently large 2 . We thus replace the standard appeal to Chebyshev's inequality with an appeal to one of the main results of Vu [47] .
In broad terms, [47, Theorem 2.1] asserts that if
(i.e., p is larger than the containment threshold for H in G(n, p) by at least some polylogarithmic multiplicative factor), then a large deviation inequality for the upper tail of X H with a decaying exponential error rate exists. As our focus is on strictly 2-balanced graphs and on p = Ω n −1/m 2 (H) , we make do with the following more relaxed formulation of the aforementioned result of Vu [47] . 
We proceed to deal with the lower tail of X H as outlined above. Writing
For a strictly 2-balanced graph H, it is well-known that
holds whenever p = Ω n −1/m 2 (H) . While standard, the proof of (2) is provided in Appendix C for completeness. Janson's inequality, as seen in Theorem 2.2, asserts that
holds for every fixed 0 ≤ δ ≤ 1. It then follows by (2) that
holds for every fixed 0 ≤ δ ≤ 1.
We require a slight strengthening of (3). Given a set C ⊆ [n] v(H) satisfying |C| = η n v(H) for some fixed η > 0, write X H (C) to denote the number of copies of H in G(n, p) supported on the members of C, that is,
where here H(C) serves as the analogue of H for the copies of H supported on C. Since, clearly, ∆(H, C) ≤∆(H), inequality (3) can be extended so as to yield
holds for every fixed 0 ≤ ξ ≤ 1. The following is then established. The exponential rate of decay, seen in the error probability of Lemma 3.2, will be used in subsequent applications where we will need a union bound to be extended over a large family, as specified in the following corollary. (v(H))! |Aut(H)| copies of H supported on the members of every C ∈ C , whenever p ≥ C 3.3 n −1/m 2 (H) . Corollary 3.3 is meaningful as long as H and p are such that p e(H) n v(H) ≫ n log n holds; this inequality clearly holds if H is strictly 2-balanced and p = Ω n −1/m 2 (H) . Nevertheless, in Corollary 3.3, we keep the error probability in its explicit form in order to facilitate subsequent arguments.
Rainbow supersaturation in G(n, p)
The main result of this section, is a supersaturation version of the main result of [26] , and can be seen in Proposition 3.8 below. In its simplest form, Proposition 3.8 asserts that given a strictly 2-balanced graph H, the random graph G(n, p) a.a.s. has the property that every proper colouring of its edges admits Ω(E(X H )) rainbow copies of H. The formulation of Proposition 3.8 is somewhat more involved as in subsequent arguments we require supersaturation of rainbow copies supported on the members of prescribed subsets of [n] v(H) and, moreover, we require G(n, p) to satisfy the aforementioned property with "very high" probability. Our proof of Proposition 3.8 employs the so called K LR-theorem [13, Theorem 1.6(i)] and the core so called 'technical' result of [26, Section 5] (see Proposition 3.4 below).
Prior to proving Proposition 3.8, an explanation as to our appeal to the K LR-theorem is warranted. To that end, let us consider the task of establishing supersaturation of rainbow copies of a prescribed graph H in a host graph G, without the additional restriction imposed by Proposition 3.8, mandating that these copies all be supported on a pre-chosen set of v(H)-sets. A moment's thought 3 , reveals that upon fixing a proper edge-colouring of G, the number of non-rainbow copies of H can be upper bounded by
where {e, f } ֒→ G H denotes the set of injections of the form H → G constrained to containing the listed pair of edges of G, namely e and f . Put another way, this set is comprised of all the so called extensions of the pair of fixed edges {e, f } into a (labelled) copy of H in G. This type of argument can also be seen in [24] , where it is attributed to [2] .
Employing (6) H meaningless. We circumvent this obstacle by resorting to a more detailed analysis of counting non-rainbow copies of H in G(n, p); the latter approach, as mentioned above, entails the use of the K LR-theorem. Nevertheless, (6) remains relevant as will be seen in the sequel. Let V (H) = [h] := {1, . . . , h}. Following [13] , we write G(H, ℓ, m, p, ε) to denote the collection of graphs Γ obtained as follows. The vertex set of Γ is
. For every edge ij ∈ E(H), add an (ε, p)-regular graph with m edges between the pair (V i , V j ); these are the sole edges of Γ. For such a graph Γ, a copy of H in Γ is called canonical if it has a single vertex in each V i . We write Γ(H) to denote the collection of canonical copies of H in Γ.
The following result is implicit in [26] .
Proposition 3.4. For every graph H and every real number b > 0, there exist a constant β 3.4 > 0 and an integer n 0 > 0 such that the following holds for every (fixed) ε > 0. If n ≥ n 0 and p := p(n) ≥ C 3.4 log n/n, where C 3.4 > 0 is an appropriately chosen constant, then G(n, p) has the following property with probability at least 1 − Ω n −b . Every proper colouring ψ of the edges of G(n, p) gives
the latter has the additional property of having every member 4 of Γ ψ (H) being rainbow with respect to ψ. . This lemma relies on various additional results. In order to obtain the bound 1 − Ω n −b stated in Proposition 3.4, one has to verify that the assertion of Lemma 3.3 from [26] holds with this probability (as opposed to simply a.a.s. as is stated there). This is indeed the case, and the bound 1 − Ω n −b can be traced back to Theorem 1.1 in [18] , which is used in the proof of the aforementioned Lemma 3.3.
The argument of [26] entails an application of the so called embedding lemma associated with K LR (see [26, Lemma 3.9 ]) to Γ ψ ; thus ensuring at least one rainbow copy of H. As our aim is set on supersaturation of rainbow copies of H, we replace [26, Lemma 3.9] with an application of the so called one-sided counting lemma associated with K LR, namely [13, Theorem 1.6(i)].
Theorem 3.6. [13, Theorem 1.6(i)] For every d > 0 and every strictly 2-balanced graph H, there exist positive constants ζ 3.6 , ξ 3.6 and an integer n 0 > 0 such that the following holds. For every η > 0, there exists a constant C 3.6 > 0 such that G(n, p) admits the following property with probability at least 1 − e −Ω H,d,η (pn 2 ) , whenever p := p(n) ≥ C 3.6 n −1/m 2 (H) and n ≥ n 0 . For every ℓ ≥ ηn and m ≥ dpn 2 and for every subgraph Γ ⊆ G(n, p) satisfying Γ ∈ G(H, ℓ, m, p, ζ 3.6 ), it holds that
n v(H) .
Proposition 3.4 and Theorem 3.6 imply the following rainbow supersaturation result for G(n, p).
Corollary 3.7. For every real b > 0 and every strictly 2-balanced graph H, there exist positive constants β 3.7 , C 3.7 and an integer n 0 > 0 such that if n ≥ n 0 and p := p(n) ≥ C 3.7 n −1/m 2 (H) , then with probability at least 1 − Ω n −b , the random graph G(n, p) has the property that every proper colouring of its edges admits at least β 3.7 p e(H) n v(H)
We are now ready to state and prove the main result of this section. 
. Then, with probability at least 1 − Ω n −b , the random graph G(n, p) has the property that for every proper colouring of its edges and every C ∈ C , it admits Ω H,β p e(H) n v(H) rainbow copies of H supported on the members of C.
Proof. Let b, H, and β be as in the statement of the proposition. Set auxiliary constants η = 1 − β and α, ξ ≪ β. Define
Then, for sufficiently large n and for p := p(n) ≥ C 3.8 n −1/m 2 (H) , Theorem 3.1, Corollary 3.3, and Corollary 3.7 collectively imply that with probability at least
the following properties are satisfied by G ∼ G(n, p) simultaneously. 
Let a proper colouring ψ of the edges of G ∼ G(n, p) and a member C ∈ C be fixed. It follows by Properties (P.1) and (P.2) that all but at most
of the copies of H in G are supported on members of C. Then, owing to Property (P.3), ψ admits at least
rainbow copies of H which are supported on members of C. The claim then follows since α, ξ, β ≪ β 3.7 (b, H) hold by assumption.
Distribution of complete subgraphs
The aim of this section is to establish some two properties of G(n, p), asserting that a.a.s. all of its edges and all of its vertices belong to a manageable number of copies of K r . Here, 'manageable' essentially means o(E(X Kr )), although a stronger estimate is required in the case of edges. Proof. Fix an arbitrary vertex v ∈ [n]. Observe that
. Therefore, a union bound over [n] implies that in order to prove the lemma it suffices to show that
Applying Chebyshev's inequality (see e.g. [3, 23] ), we obtain
For the variance of X v we may write
where the second term on the right hand side of the above inequality is an upper bound on 1≤i<j≤t Cov(Y i , Y j ); this bound can be proved by observing that the dominant term in this sum arises from pairs of copies of K r which share v and one other vertex. Then
where the inequality holds by Chebyshev's inequality and by (7) , and the equality follows by a straightforward calculation which uses the assumed lower bound on p.
A similar, yet somewhat more delicate, argument to the one used to prove Lemma 3.9 can be used to prove its "edge analogue". We use s here in place of r as in the sequel we apply this result for both
for such values of p. Moreover, a union bound over all pairs of vertices is of size Θ(n 2 ) compared to the size n union bound we applied in the proof of Lemma 3.9. Finally, subsequent applications require that X uv is not much larger than its expected value. Hence, while p = Ω n −1/m 2 (Ks) and s ≥ 3 were sufficient for previous results, these issues force us to use a somewhat larger probability and a slightly larger lower bound on s. Proof. Observe that X uv = 0 whenever uv / ∈ E(G(n, p)) and thus
holds for every positive integer K.
Fix an arbitrary pair 1 ≤ u < v ≤ n. Let f : N → R be a function which tends to 0 arbitrarily slowly as n tends to infinity. Let
and, for every 1 ≤ i ≤ t, let
It follows by (8) , that in order to prove the lemma, it suffices to show that
Applying Chebyshev's inequality, we obtain
For the variance of Z uv we may write
where the second term on the right hand side of the above inequality is an upper bound on 1≤i<j≤t Cov(Z i , Z j ); this bound can be proved by observing that the dominant term in this sum arises from pairs of copies of K s which share u, v and one other vertex. Then,
where the inequality above holds by Chebyshev's inequality and by (9) , and the equality follows by a straightforward calculation which uses the assumed lower bounds on p and s.
Sparse complete bipartite graphs
In this section, we consider certain applications of (6) to sparse bipartite graphs and relatives thereof that arise in subsequent arguments. We start with the following observation. non-rainbow copies of K r,s (whose partition class of size r coincides with the partition class of size r of K r,n ).
Proof. Fix a proper edge colouring ψ of K r,n . Note first that, since ψ is proper, our claim is trivial if r = 1; we can thus assume that r ≥ 2. Any non-rainbow copy of K r,s must admit at least two edges baring the same colour under ψ. The number of ways to pick the first of these two edges is upper bounded by e(K r,n ) = rn. The number of ways to choose the second of these two edges is at most r − 1 as the colouring is proper and one of the bipartition classes of the graph has size r. The number of ways to complete any such choice of two edges into a copy of K r,s in K r,n is n−2 s−2 ; the latter quantity making sense owing to s ≥ 2. We conclude that the number copies of K r,s in K r,n (whose partition class of size r coincides with the partition class of size r of K r,n ) that are
For two integers n > r, let K r,n denote the graph obtained from K r,n by placing a copy of K r , denoted K, on its partition class of size r. By the bipartition classes of K r,n we mean the bipartition classes of K r,n . Given an integer s ≥ 2, write B = B(s) to denote the family of copies of K r,s in K r,n such that its partition class of size r coincides with V (K). Proof. In view of Observation 4.1, it suffices to prove that there are O r,s n s−1 members of B that clash with K. Any member of B clashing with a colour seen on E(K) has at least one of its vertices in the bipartition class of K r,n of size n determined. The number of members in B containing the prescribed end is clearly at most n s−1 . We conclude that the number of members of B that clash with K is at most e(K) · n s−1 = O r,s n s−1 .
Emergence of large rainbow complete graphs
In this section, we prove the 1-statement associated with the first part of Theorem 1.2 (see Section 5.1), as well as Theorem 1.3 (see Section 5.2).
Rainbow copies of large odd-ordered complete graphs
In this section, we prove the 1-statement associated with the first part of Theorem 1.2. The proof of the relevant 0-statement is detailed in Section 1.1. The main result of this section then reads as follows.
Proposition 5.1. For every real d > 0 and integer r ≥ 5, the property G d,n ∪ G(n, p) rbw −→ K 2r−1 holds a.a.s., whenever p := p(n) = ω(n −1/m 2 (Kr) ).
Proof. Fix d > 0, r ≥ 5, and G ∈ G d,n , where throughout this section we assume n to be sufficiently large. Set auxiliary constants b > r and ε ≪ γ ≪ β 3.7 (b, K r ).
By a standard application of the (so called dense) regularity lemma [46] (see also [29] ), we may assume without loss of generality that G is a bipartite ε-regular graph with edge-density at least d ′ for some constant d ′ ≫ ε, such that V (G) = W ∪ · U , and |U | = |W | = m = Ω ε (n). Let
where CN G (X) := {u ∈ U : uv ∈ E(G) for every v ∈ X} is the common neighbourhood of X in G.
Regularity then implies that
For a member X ∈ C W , write B X to denote the set of copies of K r,r−1 in G having its partition class of size r set in X and its partition class of size r−1 set in CN G (X) ⊆ U . Note that |CN G (X)| = Θ d ′ ,ε (m) holds by the definition of C W . Then, |B X | = |CN G (X)| r−1
= Ω d ′ ,ε,r (m r−1 ) holds for every X ∈ C W .
We expose the random edges added to G in three steps. Firstly, the random edges with both endpoints in W are exposed; secondly, the random edges with both endpoints in U are exposed; thirdly and finally, all other random edges are exposed. Note, however, that the third step is a mere formality as, indeed, the edges exposed in this step serve no role in the formation of any eventual rainbow copy of K 2r−1 produced by our argument. The second part of Property (Q.3) is proved deterministically via Observation 4.3. To see this, fix a proper edge-colouring ψ of Γ. Moreover, fix a member X ∈ C W on which Γ admits a copy of K r which is rainbow under ψ; denote this copy by K X . In Γ, this copy K X together with CN G (X) define a subgraph which is isomorphic to K r,|CN G (X)| . By Observation 4.3, applied with s = r − 1, . We require some additional notation and terminology. A member X ∈ C W on which Γ 1 admits a copy of K r is termed relevant; for such an X, we write K X to denote the copy of K r induced by X. Definition 5.3. Let ψ be a proper colouring of the edges of G ∪ G(n, p). Let X ∈ C W be relevant and let K U be a copy of K r−1 in (G ∪ G(n, p))[U ]. Then, K X (and also X) is said to be attracted to K U under ψ if the following conditions hold.
1. Both K X and K U are rainbow under ψ.
2. There exists a copy B ∈ B X which is compatible with K X such that the partition class of B found in U induces a subgraph coinciding with K U .
Remark 5.4. Attraction does not imply that a rainbow K 2r−1 exists, for indeed K U and B, or K U and K X , per Definition 5.3, may still clash. Such clashes are dealt with below in a deterministic manner. (Q.6) Any proper colouring ψ of the edges of Γ 2 satisfies the property that every relevant X ∈ C W for which K X is rainbow under ψ, is attracted to Ω p ( r−1 2 ) |CN G (X)| r−1 copies of K r−1 (observe that all of these copies are in CN G (X)).
Proof. It clearly suffices to prove that Γ 2 satisfies each of these three properties asymptotically almost surely. Note that r ≥ 5 by assumption and thus n −1/m 2 (Kr) ≥ n −(r−3)/( r−1 2 ) . Hence, Property We proceed to prove Property (Q.6). For an arbitrary fixed relevant X ∈ C W , let B denote the copy of K r,|CN G (X)| in Γ 2 defined by X and CN G (X). For a proper colouring ψ of the edges of B under which K X is rainbow set
If K X is not rainbow under ψ, then set C ψ = ∅. Put holds for every C ψ ∈ C X .
With C X as just defined, along with b as in (10), observe that 1/ log m ≪ β 3.7 (b, K r−1 ). Then, by Proposition 3.8 applied with all of the parameters just specified to (G(n, p))[CN G (X)], we infer that the following holds. With probability at least 1 − Ω n −b , the graph Γ 2 [X ∪ CN G (X)] satisfies the property that any proper colouring ψ ′ of its edges admits Ω p ( r−1 2 ) m r−1 rainbow copies of K r−1 in Γ 2 [CN G (X)], all attracted to K X , whenever K X appears rainbow under ψ ′ . The number of possible relevant members X ∈ C W for which the above property has to be satisfied is clearly O(n r ). Then, owing to b > r, it follows that the number of relevant members in C W is o n b . Property (Q.6) then follows by an appropriate union bound.
Remark 5.6. Owing to the monotonicity of the property G d,n ∪ G(n, p) rbw −→ K 2r−1 , the condition b > r can be mitigated and replaced by b > 2. Indeed, monotonicity allows one to assume p = Θ(n −1/m 2 (Kr) ). This in turn leads to having the last union bound argument (seen in the proof of property (Q.6)) to have order of magnitude at most O(n 2 ) instead of O(n r ).
Let Γ ∼ G ∪ G(n, p) satisfying Properties (Q.1)-(Q.6) be fixed. Let ψ, a proper colouring of the edges of Γ, be fixed as well. We prove that Γ admits a copy of K 2r−1 which is rainbow under ψ. Any relevant X ∈ C W for which K X is rainbow under ψ is termed ψ-rainbow. For a ψ-rainbow X ∈ C W , let L X denote the family of rainbow copies of K r−1 in Γ[CN G (X)] which are attracted to K X and yet clash with it (that is, for every K ∈ L X there is an edge e ∈ E(K) and an edge e ′ ∈ E(K X ) such that ψ(e) = ψ(e ′ )). Similarly, we denote by S X the family of rainbow copies of K r−1 in Γ[CN G (X)] which are attracted to K X but do not clash with it.
Since ψ is a proper edge-colouring of Γ, it follows that |{e ′ ∈ E(Γ) : ψ(e ′ ) = ψ(e)}| ≤ n holds for any edge e ∈ E(K X ). By Property (Q.4), given any e ∈ E(K X ), every edge e ′ ∈ E(Γ[CN G (X)]) such that ψ(e ′ ) = ψ(e) lies in at most o p ( r−1 2 ) m r−2 copies of K r−1 in Γ[U ]. It follows that
holds for every ψ-rainbow X ∈ C W . It then follows by Property (Q.6) that
holds for every ψ-rainbow X ∈ C W . Any ψ-rainbow X ∈ C W and any Y ∈ S X define a copy of K 2r−1 in Γ such that B X,Y := Γ[X, V (Y )] is a copy of K r,r−1 that is compatible with K X under ψ. If there exists a ψ-rainbow X ∈ C W admitting a member Y ∈ S X such that Y and B X,Y do not clash (under ψ), a rainbow K 2r−1 arises and we are done. Assume then that this is not the case; that is, every ψ-rainbow X ∈ C W and every Y ∈ S X have the property that Y and B X,Y clash under ψ.
Define B to be the following auxiliary bipartite graph. One vertex partition class of B consists of all ψ-rainbow members of C W . The second vertex partition class consists of all rainbow copies of K r−1 found in Γ[U ]. A ψ-rainbow X ∈ C W is adjacent in B to a rainbow K r−1 copy Y ⊆ Γ[U ] if and only if Y ∈ S X and Y clashes with B X,Y . Since we assume that every ψ-rainbow X ∈ C W and every Y ∈ S X have the property that Y and B X,Y clash under ψ, it follows that every X ∈ C W is adjacent to every member of S X in B.
Property (Q.5) together with (13) assert that B forms a dense graph. In particular, by Property (Q.2), there exists a rainbow copy of K r−1 in Γ[U ], say Y , such that Y ∈ S X clashes with B X,Y for at least Ω p ( This concludes our proof of the 1-statement associated with the first part of Theorem 1.2.
Rainbow copies of large even-ordered complete graphs
In this section, we prove Theorem 1.3. The proof is essentially the same as that seen for Proposition 5.1. Nevertheless, we briefly sketch the differences between the two proofs.
Proof of Theorem 1.3. Fix d > 0, r ≥ 4, and G ∈ G d,n , where throughout this section we assume n to be a sufficiently large integer. Set constants as in (10), and let G = (U ∪ · W, E) be an ε-regular bipartite graph with edge-density d ′ ≫ ε such that |U | = |W | = m = Ω ε (n). Let C W be as in (11) so that (12) holds verbatim. For a member X ∈ C W , let B X denote the set of copies of K r,r in G having one partition class in X and the other in CN G (X) ⊆ U . Note that |CN G (X)| = Θ d ′ ,ε (m) holds by the definition of C W . Then, |B X | = |CN G (X)| r = Ω d ′ ,ε,r (m r ) holds for every X ∈ C W . Replacing the occurrences of r − 1 with r throughout the proof of Claim 5.2, yields the following analogous version of that claim. (Q'.6) Any proper colouring ψ of the edges of Γ 2 satisfies the property that every relevant X ∈ C W for which K X is rainbow under ψ, is attracted to Ω p ( r 2 ) |CN G (X)| r copies of K r (observe that all of these copies are in CN G (X)).
Proof. Making the appropriate substitutions of occurrences of r − 1 with r throughout the proof of Claim 5.5 yields the proof of the claim at hand. Such replacements entail, in particular, replacing invocations of Property (Q.3) with invocations of its analogue, namely, Property (Q'.3).
It is the proof of Property (Q'.4) that compels the bound p := ω n −(r−2)/( r 2 ) ; recall that the latter departs from our conjectured threshold n −1/m 2 (Kr) for the property G d,n ∪ G(n, p) 
Emergence of small complete graphs
In this section, we prove the third and fourth parts of Theorem 1.2 as well as Theorem 1.5.
Rainbow copies of K 5
In this section we prove that the threshold for the property G d,n ∪ G(n, p) rbw −→ K 5 is n −1 . To see the 0-statement, fix some d ≤ 1/2 and let G be a bipartite graph on n vertices with density d. Since G is bipartite, any copy of K 5 in Γ ∼ G ∪ G(n, p) must contain some triangle of G(n, p). However, G(n, p) is a.a.s. triangle-free whenever p = o(1/n). In particular, a.a.s. no edge-colouring of Γ can yield a rainbow K 5 .
Proceeding to the 1-statement, letK 3,5 be the graph obtained from K 3,5 by placing a copy of K 1,4 on its part of size five (note that this graph is unique up to isomorphism). We refer to the copy of K 3,5 , giving rise toK 3,5 in the manner described above, as the bipartite part ofK 3, 5 .
Let d > 0 be fixed, let G ∈ G d,n be given, and let p := p(n) = ω(1/n) be set, where throughout this section we assume n is a sufficiently large integer. Without loss of generality, we may assume that G = (U ∪ · W, E) is an ε-regular bipartite graph of edge-density d ′ ≫ ε > 0 satisfying |U | = |W | = m = Θ d ′ ,ε (n). Here, ε and d ′ are some fixed constants. This follows from a standard application of the (dense) regularity lemma [46] (see also [29] ).
The following claim describes the principal property we require G ∪ G(n, p) to satisfy. Claim 6.1. Asymptotically almost surely G ∪ G(n, p) has the property that any proper colouring ψ of its edges admits a copy ofK 3,5 with its unique subgraph isomorphic to K 3,5 being rainbow under ψ.
Prior to proving Claim 6.1, we show how it can be used to derive the 1-statement for K 5 . Fix a graph Γ ∼ G∪ G(n, p) satisfying the property which is described in Claim 6.1, and a proper colouring ψ of its edges. Let K ⊆ Γ be a copy ofK 3, 5 with its unique subgraph isomorphic to K 3,5 being rainbow under ψ; such a copy exists by Claim 6.1. Let x 1 , x 2 , x 3 be the vertices of the partition class of size 3 of K and let y 1 , . . . , y 5 be the vertices of the partition class of size 5 of K. Assume without loss of generality that y 1 is the centre vertex of the copy of K 1,4 associated with K, that is, {y 1 y 2 , y 1 y 3 , y 1 y 4 , y 1 y 5 } ⊆ E(K). Since ψ is proper, it follows that there exists some t ∈ {2, 3, 4, 5} such that ψ(
Using yet again the fact that ψ is proper, it follows that ψ(y 1 y t ) / ∈ {ψ(x i y j ) : i ∈ {1, 2, 3} and j ∈ {1, t}}. We conclude that x 1 , x 2 , x 3 , y 1 , y t induce a rainbow copy of K 5 .
It remains to prove Claim 6.1. We may write G ∪ G(n, p) as the union G ∪ G 1 ∪ G 2 , where G 1 ∼ (G(n, p)) [W ] = G(m, p) and G 2 ∼ (G(n, p)) [U ] = G(m, p) (formally, there may also be random edges between U and W , but we ignore these as they will serve no role in the copy ofK 3, 5 we wish to obtain). Let
Then, |T | = Θ d ′ ,ε (m 3 ) holds, owing to G being ε-regular with density d ′ . For a graph J, let
denote the collection of unordered triples of V (J) on which J spans a triangle. Proof. The claim follows from a standard application of Janson's inequality, as seen in Theorem 2.3. To see this, observe that
Let∆ :=∆(K 3 , T ) be as defined in (4) and let ∆ = (∆ − λ)/2. The estimate ∆ = O d ′ ,ε (n 4 p 5 ) then holds. If ∆ = Ω(λ), then the probability
clearly vanishes owing to p = ω(n −1 ). If, on the other hand, ∆ = o(λ), then the probability
vanishes owing, yet again, to p = ω(n −1 ).
Let G 1 satisfying the property which is described in Claim 6.2 be fixed, and let K ⊆ G ∪ G 1 be a copy of K 3 whose existence is ensured by this property. Set N := CN G (V (K)), and let B be the unique subgraph of (G ∪ G 1 )[V (K) ∪ N ] satisfying B ∼ = K 3,|N | . Given any proper colouring ψ of the edges of B, a 5-set X ∈ N 5 is said to be of interest to ψ, if ψ admits a rainbow copy of K 3,5 whose part of size five coincides with X. Since ψ is proper, it is evident that t := |N ′ | ≥ |N | − 3. The set N ψ ⊆ N ′ is constructed inductively as follows. Let u 1 , u 2 , . . . , u t be an arbitrary enumeration of the elements of N ′ . Initially, we set N ψ = {u 1 }. Suppose that for some 1 ≤ j ≤ t − 1, the decision whether u i ∈ N ψ or not have been made for every 1 ≤ i ≤ j, and that B[V (K) ∪ N ψ ] is rainbow under ψ. Note that this holds for j = 1. Add u j+1 to N ψ if and only if
Note that, by construction, every member of N ψ 5 is of interest to ψ. Moreover, since ψ is proper, it follows that |N ψ | ≥ t/7 = Ω(|N |).
For a graph J, let
denote the collection of 5-sets of vertices of J on which J contains a copy of K 1,4 .
To conclude the proof of Claim 6.1, it remains to prove that a.a.s. G ∪ G 1 ∪ G 2 has the property that for every proper colouring ψ of the edges of B, the family K 1,4 (G 2 ) contains a member of N 5 that is of interest to ψ. Owing to Claim 6.3, such a property is implied by the following property of G(|N |, p). then holds, where in the last equality we appeal to p = ω(n −1 ). If ∆ = Ω(λ), then
where the last equality holds since p = ω(n −1 ). If, on the other hand, ∆ = o(λ), then P [|K 1,4 (R[X])| = 0] ≤ e −λ+∆ = e −Ωη(n 5 p 4 ) = e −ω(n) ,
where the last equality holds since p = ω(n −1 ). The proof of the claim then follows by a union bound over all possible choices of X.
Rainbow copies of K 7
In this section we prove that the threshold for the property G d,n ∪ G(n, p) rbw −→ K 7 is n −7/15 . To see the 0-statement, recall that, as proved in [28] , the threshold for the property G(n, p) rbw −→ K 4 is n −7/15 . Then, taking G ∈ G d,n to be a bipartite graph (as in the proof of the 0-statement for K 5 found in Section 6.1) implies that G d,n ∪ G(n, p) rbw −→ K 7 a.a.s. whenever p = o(n −7/15 ). Proceeding to the 1-statement, let d > 0 be fixed, let G ∈ G d,n be given, let p := p(n) = ω(n −7/15 ) be set, and let ξ := ξ(d) > 0 be an arbitrarily small yet fixed constant. Throughout this section we assume n is a sufficiently large integer. Without loss of generality, we may assume that G = (U ∪ · W, E) is an ε-regular bipartite graph of edge-density d ′ satisfying |U | = |W | = m = Θ d ′ ,ε (n), for some fixed constants ε > 0 and d ′ > 0 such that ε ≪ ξ and ε ≪ d ′ . This follows from a standard application of the (dense) regularity lemma [46] (see also [29] ). Let
Then, owing to G being ε-regular with edge-density d ′ and to our assumption that ε ≪ ξ, all but at most ξ m 28 members of W 28 lie in T ′ . Let W = W 1 ∪ · W 2 ∪ · W 3 ∪ · W 4 be an arbitrary equipartition of W . It then follows by the Slicing Lemma (see Lemma 2.1) that, for every i ∈ [4], the pair (W i , U ) forms a 4ε-regular graph with edge-density d ′′ for some
and note that, owing to ε ≪ ξ, for every i ∈ [4] , all but at most ξ m/4 7 of the members of W i 7 lie in T ′ i . The number of 4-tuples of the form
for which X i / ∈ T ′ i for some i ∈ [4] , is at most O ξ m 28 . The set
28 . It follows that for every i ∈ [4] there exists a subset T i ⊆ T ′ i of size at least Ω ξ (m 7 ), such that the set
For a graph J, let Proof. Fix some i ∈ [4] . Gearing up towards an application of Janson's inequality, as seen in Theorem 2.3, note first that
holds.
Next, let∆ :=∆( K 3,4 , T i ) be as defined in (4) and let ∆ = (∆ − λ)/2. It can then be verified that the estimate ∆ = O ξ (n 12 p 29 ) holds. Indeed, for p = ω(n −7/15 ), the sum seen in (19) holds, whenever p = ω(n −7/15 ) and J ⊆ K 3,4 has at least two edges. If ∆ = Ω(λ), then the probability
vanishes owing to p = ω(n −7/15 ). The claim now follows by a union bound over i ∈ [4] .
Let G 1 satisfying the property described in Claim 6.5 be fixed. Then, for every i ∈ [4] , there exists a subgraph K i ⊆ (G ∪ G 1 )[W i ], satisfying the following properties.
(ii) Let K = K 1 ∪ · K 2 ∪ · K 3 ∪ · K 4 and let N = CN G (V (K)). Then |N | = Ω d ′ ,ε (m).
For a graph J, we write K J,n to denote the graph obtained from the complete bipartite graph K v(J),n by placing a copy of J on its part which is associated with J. Let B be the unique subgraph of
It is easy to verify that K 3,4 rbw −→ K 4 (this was also observed in [28] ). It then follows that every proper colouring ψ of the edges of B admits four pairwise vertex disjoint rainbow copies of K 4 , namely, for every i ∈ [4] , there is a copy
holds. That is, a vertex x ∈ N is of interest to ψ, if every edge which connects x to K ψ is assigned by ψ a colour which does not appear on any edge of K ψ . Two vertices u, v ∈ N that are of interest to ψ are said to be compatible (with one another) with respect to ψ, if ψ(ux) = ψ(vx) for every x ∈ V (K ψ ). Claim 6.6. The (fixed) graph B has the property that every proper colouring ψ of its edges admits a set C ψ ⊆ N satisfying the following properties. Proof. Let a proper colouring ψ of the edges of B be fixed. Let
denote the set of all elements of N which are of interest to ψ. Since ψ is proper, it is evident that
. Given any vertex u ∈ C ′ ψ , note that at most O(v(K ψ )) = O(1) vertices in C ′ ψ are incompatible with u with respect to ψ. A greedy construction, similar to the one described in the proof of Claim 6.3, then establishes the existence of a set C ψ ⊆ C ′ ψ such that |C ψ | ≥ |C ′ ψ |/O(1) = Ω (|N |) such that the elements of C ψ are pairwise compatible with respect to ψ.
Let K ∆ 1,25 denote the graph obtained from K 1,25 by attaching 49 triangles to each of its edges, where the vertex not in K 1,25 is unique for every triangle. The copy of K 1,25 giving rise to K ∆ 1,25 is referred to as its skeleton. (4) and let ∆ = (∆ − λ)/2. It can then be verified that the estimate ∆ = O ξ n 2v−2 p 2e−1 holds. Indeed, for p = ω(n −7/15 ), the sum seen in (19) (see Appendix C) is dominated by pairs of copies of K ∆ 1,25 in G(m, p), meeting at a single edge. This readily follows due to the fact that n 2v−v(J) p 2e−e(J) = o n 2v−2 p 2e−1 holds, whenever p = ω(n −7/15 ) and J ⊆ K ∆ 1,25 has at least two edges. If ∆ = Ω(λ), then
If, on the other hand, ∆ = o(λ), then
A union bound over all possible choices of the set X, is of size at most 2 n . Note that for p = ω(n −7/15 ), both 2 n e −Ω ξ (n 2 p) and 2 n e −Ω ξ (n v p e ) vanish, concluding the proof of the claim.
Let G 2 ∼ G(m, p) satisfying the property described in Claim 6.7 be fixed, and let ψ be a proper edge colouring of the now fixed graph Γ := G ∪ G 1 ∪ G 2 . In particular, ψ induces a proper edge
. . , K 4 ψ are pairwise vertex disjoint rainbow copies of K 4 . Let K ′ ⊆ Γ[C ψ ] be a copy of K ∆ 1,25 ; such a copy exists by Claim 6.7 and by Claim 6.6(a). Since V (K ′ ) ⊆ C ψ , it follows by Claim 6.6 that the elements of V (K ′ ) are pairwise compatible, and that each of them is of interest to ψ.
In the remainder of the proof, a rainbow copy of K 7 is constructed from K ψ , K ′ , and the edges connecting them. Observe that Γ[A ∪ B] ∼ = K 7 for every A ⊆ V (K ψ ) and B ⊆ V (K ′ ) such that Γ[A] ∼ = K 4 and Γ[B] ∼ = K 3 . Since the vertices of K ′ are pairwise compatible, and each such vertex is of interest to ψ, if such a copy of K 7 is not rainbow under ψ, then there exist edges e ∈ E Γ (A)∪E Γ (A, B) and e ′ ∈ E Γ (B) such that ψ(e) = ψ(e ′ ). Dealing with the case e ∈ E Γ (A) first, we delete from K ′ every edge whose colour under ψ appears in ψ(E(K ψ )). Owing to ψ being proper, this entails the removal of at most 24 matchings from K ′ . We claim that this does not destroy all of the triangles of K ′ . , the matching M i meets the edges of at most two of the triangles of K ∆ 1,25 associated with e. Therefore, at least one of the 49 triangles associated with e in K ∆ 1,25 remains intact in H.
Following Observation 6.8, let T ⊆ K ′ be a triangle that has persisted the removal of all edges of K ′ for which ψ assigned a colour which appears in ψ(E(K ψ )). It thus remains to take care of colour clashes between the edges of T and the edges connecting it to K ψ . For every i ∈ [4] ,
then there are two independent edges e ∈ E(T ) and e ′ ∈ ∪ 4 i=1 E i such that ψ(e) = ψ(e ′ ). Since T is a triangle and ψ is proper, there are at most three such pairs of edges. Consequently, there exists an index i * ∈ [4] such that ψ(E(T )) ∩ ψ(E i * ) = ∅. Then, Γ[V (K i * ψ ) ∪ V (T )] ∼ = K 7 is rainbow under ψ.
Rainbow copies of K 4
In this section we prove Theorem 1.5. For two vertex disjoint graphs L and R, let K L,R denote the
Starting with the 0-statement, let G := (U ∪ · W, E) ∼ = K ⌊n/2⌋,⌈n/2⌉ and let p := p(n) = o n −5/4 .
We prove that a.a.s. G∪G(n, p) rbw −→ K 4 holds, by describing a proper colouring of its edges admitting no rainbow K 4 . With p squarely below the threshold for the emergence of K 3 in G(n, p) (see, e.g., [23, Theorem 3.4] ), the random perturbation G(n, p) itself is a.a.s. triangle-free. Consequently, G∪G(n, p) a.a.s. has the property that all its copies of K 4 are comprised out of a copy of C 4 present in G, and two additional edges brought on by the perturbation G(n, p) such that one is spanned by U and the other by W .
With p being below the threshold for the emergence of K 1,4 or P 5 in G(n, p) (see, e.g., [23, Theorem 3.4] ), it follows that a.a.s. the edges of the perturbation itself are captured through a collection of vertex-disjoint copies of K 1,3 , P 4 , P 3 , and K 2 . Let G ′ ∼ G(n, p) having this component structure be fixed and let Γ = G ∪ G ′ . Then, every copy of K 4 in Γ is found within some copy of K L,R , with L, R ∈ {K 1,3 , P 4 , P 3 , K 2 } and such that V (L) ⊆ U and V (R) ⊆ W .
Let L 1 , . . . , L s and R 1 , . . . , R t be arbitrary enumerations of the non-trivial (i.e., containing at least one edge) connected components of Γ[U ] ∪ Γ[W ]. Define a family of sets {A ij : 1 ≤ i ≤ s, 1 ≤ j ≤ t} satisfying the following properties.
(i) A ij ∩ {1, 2, 3} = ∅ for every 1 ≤ i ≤ s and every 1 ≤ j ≤ t;
(ii) |A ij | = |L i ||R j | for every 1 ≤ i ≤ s and every 1 ≤ j ≤ t;
We are now ready to describe the edge-colouring of Γ.
1. Colour the edges of each connected component C ∈ {L 1 , . . . , L s , R 1 , . . . , R t } as follows.
(a) If C ∼ = K 2 , then colour it using the colour 1.
(b) If C ∼ = P 3 , then colour it properly using the colours 1, 2.
(c) If C ∼ = K 1,3 , then colour it properly using the colours 1, 2, 3.
(d) If C ∼ = P 4 , then colour it properly using the colours 1, 2, 3 such that all three colours are used and the colour 2 is used for the middle edge.
2. Given any 1 ≤ i ≤ s and 1 ≤ j ≤ t, colour the edges of G connecting L i and R j properly, using colours from the set A ij , such that the corresponding copy of K L i ,R j admits no rainbow copy of K 4 .
3. Colour all remaining edges in an arbitrary order, each time using a colour which was not previously used on any edge of Γ.
It is evident that the proposed colouring, if it exists, is proper and admits no rainbow copy of K 4 . Proving that the desired colouring exists, can be done by a fairly straightforward yet somewhat tedious case analysis; the details are deferred to Appendix B.
Proceeding with the 1-statement associated with Theorem 1.5, we prove that for every d > 0, the property G d,n ∪ G(n, p) rbw −→ K 4 holds a.a.s. whenever p := p(n) = ω(n −5/4 ). We commence with the following observation. It is now straightforward to verify that the graph K L,e must contain a copy of K 4 which is rainbow under ψ. Observation 6.9, reduces the 1-statement associated with Theorem 1.5 to that of determining the threshold for the property K K 1,3 ,K 1,4 ⊆ G d,n ∪ G(n, p). The threshold for the latter property has been determined long ago by Krivelevich, Sudakov, and Tetali [33] . In this regard, we require only the 1-statement associated with their result.
For a graph J, the quantity
is referred to as the maximum density of J. The maximum bipartition density 5 of J is given by We are now ready to prove the 1-statement associated with Theorem 1.5.
Proof. (Theorem 1.5: 1-statement) Let d > 0 and p := p(n) = ω n −5/4 be given. Observe that m (2) (K K 1,3 ,K 1,4 ) = max {m 1 (K 1,3 ), m 1 (K 1,4 )} = max {3/4, 4/5} = 4/5.
Then, K K 1,3 ,K 1,4 ⊆ G d,n ∪ G(n, p) asymptotically almost surely. The claim now follows by Observation 6.9.
d ′ /ℓ 2 and such that |U | = |W | = m, where m = Θ d ′ ,ε (n). This follows from a standard application of the regularity lemma [46] (see also [29] ). Let U 1 , . . . , U ℓ and W 1 , . . . , W ℓ+1 be two arbitrary equi-partitions of U and W , respectively. Since ε ≪ 1/(ℓ + 1), it follows that |W i | ≥ ⌊m/(ℓ + 1)⌋ ≥ εm holds for every i ∈ [ℓ + 1], and similarly |U j | ≥ ⌊m/ℓ⌋ ≥ εm holds for every j ∈ [ℓ]. Then, e(U i , W j ) ≥ d ′ ε 2 m 2 /2 for every (i, j) ∈ [ℓ] × [ℓ + 1] owing to G being (ε, d ′ )-regular and to ε ≪ d ′ . Moreover, by Lemma 2.1 (the so called Slicing lemma), all pairs of the form (U i , W j ), with (i, j) ∈ [ℓ] × [ℓ + 1], are ε ′ -regular with edge-density d ′′ (14) for ε ′ := 2ℓε and d ′′ := d ′ /2. Note that ε ′ ≪ d ′′ /ℓ holds by our assumption that ε ≪ d ′ /ℓ 2 . Set
Then |X|, |Y | = Θ d ′ ,ε ′ ,ℓ (m) owing to (14) .
In what follows, we define two sequences of sets of vertices for each pair (x, y) ∈ X × Y . The first sequence is set in U and is denoted by U 1 (x, y), . . . , U ℓ (x, y). The second sequence is set in W and is denoted by W 2 (x, y), . . . , W ℓ (x, y). Note that the sequence in W does not have sets with indices 1 and ℓ + 1. Roughly speaking, together these two sequences act as a sort of cylinder through which a substantial amount of even-length xy-paths in G is captured.
We proceed with the definition of the aforementioned sequences. Set 
Since x ∈ X, it then follows by the definition of X that |U 1 (x, y)| ≥ d ′′ |U 1 |/2 ≥ ε ′ |U 1 |. Carrying on inductively, given i ∈ {2, . . . , ℓ − 1} and U i−1 (x, y) defined and satisfying |U i−1 (x, y)| ≥ ε ′ |U i−1 |, set W i (x, y) := w ∈ W i : deg G (w, U i−1 (x, y)) ≥ d ′′ |U i−1 (x, y)|/2 .
Then, |W i (x, y)| ≥ (1 − ε ′ )|W i | ≥ ε ′ |W i | holds by (14) . Define U i (x, y) := u ∈ U i : deg G (u, W i (x, y)) ≥ d ′′ |W i (x, y)|/2 ,
and note, yet again by (14) , that |U i (x, y)| ≥ ε ′ |U i |. The above inductive argument defines all of the aforementioned sets but W ℓ (x, y) and U ℓ (x, y). The former is defined precisely as in (16) using U ℓ−1 (x, y). The definition of U ℓ (x, y) departs from that seen in (17) and reads as follows. 
Observe that owing to (14) , to the definition of Y , and to the fact that |W ℓ (x, y)| ≥ ε ′ |W ℓ | holds, it follows that |U ℓ (x, y)| = Ω d ′ ,ε ′ (|U ℓ |).
Summarising the core traits of the construction described in (15) through to (18) , it follows that every (x, y) ∈ X × Y admits a sequence of sets S(x, y) := (U 1 (x, y), W 2 (x, y), U 2 (x, y), . . . , U ℓ−1 (x, y), W ℓ (x, y), U ℓ (x, y)) satisfying the following properties.
(S.1) The members of S(x, y) are pairwise disjoint and each has size at least Ω d,ε,ℓ (n).
(S.2) deg G (w, U i−1 (x, y)) = Ω d,ε,ℓ (n) for every w ∈ W i (x, y) and i ∈ {2, . . . , ℓ}.
(S.3) deg G (u, W i (x, y)) = Ω d,ε,ℓ (n) for every u ∈ U i (x, y) and i ∈ {2, . . . , ℓ}.
(S.4) U 1 (x, y) ⊆ N G (x) and U ℓ (x, y) ⊆ N G (y).
A straightforward calculation shows that e Γ (X, Y ) > 0 holds a.a.s. whenever Γ ∼ G ∪ G(n, p) and p := p(n) = ω(n −2 ). Let such a Γ be fixed and let e = xy ∈ E Γ (X, Y ) be fixed as well. Let ψ be a proper colouring of the edges of Γ. We construct a rainbow cycle of length 2ℓ + 1 containing e inductively by traversing S(x, y) backwards, so to speak, from y to x.
There exists a vertex u ℓ ∈ U ℓ (x, y) ⊆ N G (y) satisfying ψ(yu ℓ ) = ψ(e); for indeed, |U ℓ (x, y)| = Ω d,ε,ℓ (n) and ψ is proper. A similar argument extends the rainbow path x, y, u ℓ into a rainbow path of the form x, y, u ℓ , w ℓ with w ℓ ∈ W ℓ (x, y) owing to (S.3). Suppose then that for some 2 < i ≤ ℓ, a rainbow path
x, y, u ℓ , w ℓ , . . . , u i , w i with u j ∈ U j (x, y) and w j ∈ W j (x, y) for every j ∈ {i, . . . , ℓ} has been defined. Appealing first to (S.2) and then to (S.3), we can extend this path into a rainbow path of the form
x, y, u ℓ , w ℓ , . . . , u i , w i , u i−1 , w i−1 ,
where in both appeals we rely on the path constructed thus far using at most O(ℓ) colours on its edges. The above inductive argument yields a rainbow path of the form
x, y, u ℓ , w ℓ , . . . , u 2 , w 2 .
It remains to choose u 1 ∈ U 1 (x, y) ∩ N G (w 2 ) such that ψ(u 1 x) and ψ(u 1 w 2 ) are not present on the path constructed thus far. By (S.2), the set U 1 (x, y) ∩ N G (w 2 ) has size at least Ω d,ε,ℓ (n). Remove from this set any vertex that is adjacent to x or w 2 via an edge which is assigned a colour present on the path constructed thus far. This removes at most O(ℓ) vertices from the set U 1 (x, y) ∩ N G (w 2 ), leaving at least Ω d,ε,ℓ (n) viable choices for u 1 . This concludes the proof of Proposition 1.1.
B Completing the proof of Theorem 1.5
In order to complete the proof of Theorem 1.5 which was given in Section 6.3, it suffices to describe, for every 1 ≤ i ≤ s and 1 ≤ j ≤ t, a colouring ψ ij : E G (L i , R j ) → A ij such that the following holds. Let ϕ ij be the colouring of the edges of K L i ,R j under which any edge of E G (L i , R j ) is coloured as in ψ ij and any edge of Γ[L i ] ∪ Γ[R j ] is coloured as in Item 1 of the description of the colouring in Section 6.3. Then, for every 1 ≤ i ≤ s and 1 ≤ j ≤ t, the colouring ϕ ij is proper and no copy of K 4 in K L i ,R j is rainbow under ϕ ij . It then suffices to describe such a colouring of E G (L, R) for any L, R ∈ {K 1,3 , P 4 , P 3 , K 2 }. We consider each case separately. We begin by observing that P 4 contains both P 3 and K 2 , where the edges of all three graphs are coloured as in Section 6.3. Therefore, the desired colouring for K P 4 ,R , where R ∈ {K 1,3 , P 4 }, would trivially yield the desired colouring for K P 3 ,R ′ and K K 2 ,R ′ for every R ′ ∈ {K 1,3 , P 4 , P 3 , K 2 }. Up to symmetry, we are thus left with only three cases to consider.
