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This paper considers the problem of fault detection and identiﬁcation (FDI) in applications carried out by a group of unmanned
aerial vehicles (UAVs) with visual cameras. In many cases, the UAVs have cameras mounted onboard for other applications,
and these cameras can be used as bearing-only sensors to estimate the relative orientation of another UAV. The idea is to
exploit the redundant information provided by these sensors onboard each of the UAVs to increase safety and reliability,
detecting faults on UAV internal sensors that cannot be detected by the UAVs themselves. Fault detection is based on the
generation of residuals which compare the expected position of a UAV, considered as target, with the measurements taken by
one or more UAVs acting as observers that are tracking the target UAV with their cameras. Depending on the available number
of observers and the way they are used, a set of strategies and policies for fault detection are deﬁned. When the target
UAV is being visually tracked by two or more observers, it is possible to obtain an estimation of its 3D position that
could replace damaged sensors. Accuracy and reliability of this vision-based cooperative virtual sensor (CVS) have been
evaluated experimentally in a multivehicle indoor testbed with quadrotors, injecting faults on data to validate the proposed
fault detection methods.
1. Introduction
Reliability and fault tolerance have always been an important
issue in UAVs [1], where fault detection and identiﬁcation
(FDI) techniques play an important role in the eﬀorts to
increase the reliability of the systems [2]. It is even more
important when teams of aerial vehicles cooperate closely
between them and the environment; such is the case in
multi-UAV missions and formation ﬂight. Most FDI
techniques for single UAVs that appear in the literature use
model-based methods, which try to diagnose faults using
the redundancy of some mathematical description of the sys-
tem dynamics and sensors onboard the UAV. Model-based
CL-FDI (component level) has been applied to general
aircraft sensors and actuators [3, 4] and also to unmanned
aircraft [5], either ﬁxed-wing UAVs [6, 7] or helicopter
UAVs [8–10]. On the other hand, cooperative FDI makes
use of all the sensors available in the multi-UAV ﬂeet for
detecting the faults in any of the single UAVs. In most pub-
lished works on cooperative FDI, each UAV estimates its
own state and broadcasts it to the rest of the ﬂeet through
the communication channel [11]. What has not been thor-
oughly explored is the use of the sensors onboard the other
vehicles of the team for detection of faults in an autonomous
vehicle, which requires sensing the state of a vehicle from the
other team components. This scheme requires the computa-
tion of the relative position of a UAV from another UAV.
There exist several techniques that are being used for relative
position estimation between autonomous vehicles. One of
the most widely used is visual tracking using onboard cam-
eras. Object tracking using vision-based techniques has been
well studied in the last decades (see [12, 13] for a review and
classiﬁcation of object tracking techniques).
The use of sensors that measure the angle to a target for
robot localization has become very popular in the last years.
These sensors measure the bearing angle in 2D and the
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azimuth and elevation angles in 3D environments and are
known commonly as bearing-only sensors. Mostly used
bearing-only sensors are visual cameras and also ultrasound
sensors for underwater vehicles [14], radar, lidar, and others.
For autonomous vehicles (aerial or underwater), the mea-
surements of the 3D target location with bearing-only sen-
sors are inherently nonlinear in the single UAV case
because the observed state variables are measured angles to
the target. As such, in many cases, nonlinear estimators are
used to determine the target state. By geometric consider-
ations, a single observation from a single camera can only
determine a ray along which the target must lie. Thus, obser-
vations from multiple bearing-only sensors (at least two) are
required to provide depth perception and to obtain a good
estimate of the target’s position and orientation [15]. There
has been a signiﬁcant interest in the last years in the compu-
tation of the relative position between aerial vehicles using
vision sensors [16], especially in autonomous formation
ﬂight [17] and the closely related ﬁeld of autonomous aerial
refueling [18]. In some cases, uniquely identiﬁable light
markers (beacons) are placed on the leader aircraft and on
the refueling drogue to facilitate relative navigation. The bea-
cons can be one [19] or several [20] light-emitting diodes
(LEDs) that emit structured light modulated with a known
waveform. Active contours and Kalman ﬁltering have also
been employed to track the leader aircraft across several
image frames, without uniquely identiﬁable optical markers
on the leader aircraft [20]. Other techniques have been used
for vehicle relative position estimation and applied to FDI
systems. Work [21] shows this cooperative FDI approach
with small ground vehicles in a laboratory experiment, using
cameras to detect the position of other ground robots. In
[22], a cooperative FDI system for the odometry sensors is
presented, in which the relative velocity of a robot with
respect to the leader robot is obtained by matching a laser
range sensor (LRS) image transmitted by the leader robot
with the LRS obtained by its own laser sensor.
Cooperative FDI has also been researched on UAVs [23],
using homography-based techniques to estimate the position
of a UAV relative to another UAV from the images that both
taken from the same scene. Each UAV estimates its ego-
motion applying visual odometry with landmarks on ﬂat
surfaces. In [24], visual tracking is used to estimate the posi-
tion of a ground robot from a ﬁxed-wing UAV on ground,
and this estimation is transmitted to the ground robot as
external position for FDI. Virtual sensors [25] are software
modules which utilize measurable signals (virtual sensor
inputs) in order to reconstruct a signal of interest (virtual
sensor output). Virtual sensors are useful in replacing physi-
cal sensors, thus reducing hardware redundancy and acquisi-
tion cost, or as part of fault detection methodologies by
having their output “compared” to that of a corresponding
actual sensor. Several researchers propose nonlinear virtual
sensors in aerospace applications [26–28], although they
have primarily been applied to single aircraft problems.
This paper describes the development of a FDI system
that integrates the sensors available in a multi-UAV ﬂeet
(i.e., visual cameras) in order to detect faults in the sensors
of one of its member UAV. The FDI system is based on a
cooperative virtual sensor (CVS) that estimates the position
of a single UAV using sensors onboard other UAVs of the
team and thus needs the cooperation of the UAVs. Once
the fault has been detected, the CVS estimation can replace
the internal sensor so the aﬀected UAV can be driven to a
safer state. The proposed FDI scheme based on the CVS
may, in general, use any sensor that gives information on
the relative position of the UAVs in real time, and it can
use also any bearing-only sensor. In this work, the CVS has
been developed using visual tracking with the cameras
onboard several other UAVs of the team. Object recognition
and tracking are not the main focus of this paper, and thus a
modiﬁed CAMShift algorithm [29, 30] has been used for
tracking target UAV since it is simple and fast, and thus it
is suitable for real-time implementation with low computa-
tional cost. However, the FDI system has been designed so
that any tracking algorithm can be used in the CVS, allowing
for advanced object or vehicle tracking systems tailored to the
speciﬁc application [31]. The CVS uses the estimations
obtained from the cameras onboard other UAVs, which are
transmitted to the target UAV along with the state of each
UAV. An extensive set of experimental tests has been carried
out in the CATEC multi-UAV indoor testbed. This testbed is
equipped with a Vicon Motion Capture System, whose mea-
surements are used as UAV location ground truth for com-
parison. Figure 1 shows the urban scenario and the four
quadrotors employed in the experiments: three observers
equipped with a visual tracking module (camera and com-
puter board) and the target identiﬁed by a blue marker. The
paper also shows results of robustness experiments in which
the system has been injected with artiﬁcial UAV location and
orientation errors. Preliminary results of this work were pre-
sented in [32]. In this paper, we generalize and complete the
results in our previous work, considering an arbitrary num-
ber of UAVs in the ﬂeet and an extensive analysis of case
studies, proposing appropriate FDI policies.
The rest of the paper is organized as follows. Section 2
introduces the vision-based fault detection and identiﬁca-
tion problem in multi-UAV systems. Potential applica-
tions, the vision-based FDI system, which may be useful
are also mentioned, identifying typical faults on UAVs
and proposing several strategies and methods for their
detection and identiﬁcation. Section 3 describes the design
of the FDI system, including the methods based on
variable threshold, the FDI policies, the application of
the CVS for target UAV recovery, and some safety issues
related with its practical application. In Section 4, experi-
mental results that validate the CVS and the fault detec-
tion and identiﬁcation methods are shown, while Section
5 contains the conclusions of this work.
2. Vision-Based Multi-UAV FDI
From now on, the vehicle that is under observation will be
called target UAV, and observers to the UAVs that are visu-
ally tracking the target. In the general case, any of the vehicles
in the ﬂeet can play the role of target or observer. This work
also considers that sensor fault can be associated to any of the
UAVs (either target or observer).
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Multi-UAV FDI is based on the availability of vehicle rel-
ative positioning information (red vectors in Figure 2). In
general, the sensors used for relative positioning will be
mounted onboard the vehicles, and in some cases, sensors
that are employed for other purposes (i.e., cameras) can be
reused for FDI. The sensors that can be used for vehicle rela-
tive positioning can be classiﬁed in the following:
(i) Full 3D position estimation sensors: these sensors can
estimate the full relative position of two vehicles. An
example of these sensors is a pair of real-time kine-
matic DGPS receivers on the observer and the target
vehicles working in relative mode.
(ii) Bearing-only sensors: these sensors can estimate the
bearing of the target vehicle, that is, the elevation
and azimuth angles from the observer vehicle. An
example of these sensors is a visual or IR camera
with a tracking algorithm to track the position of
the other vehicle.
(iii) Range-only sensors: these sensors estimate the dis-
tance to the target vehicle. An example of these
sensors is RF range sensing.
The type of sensor determines the number of degrees
of freedom (dof) that a sensor mounted on a single
observer vehicle can estimate: 3 dof in the case of full
position estimation sensors, 2 dof in the case of bearing-
only sensors, and 1 dof for range-only sensors. Thus, for
estimating the 3D relative position of two vehicles, it is
needed at least one full position estimation sensor (3 dof),
two bearing-only sensors (4 dof), or three range-only sensors
(3 dof), each one on diﬀerent vehicles.
In this paper, bearing-only sensors have been used for
multi-UAV FDI, since visual cameras are proven, cost-
eﬀective sensors of widespread use in autonomous vehicles.
Camera technologies are mature, and there exist a wide base
of algorithms for image processing. Furthermore, cameras
are routinely used in many UAV missions, and there is the
possibility of using existing onboard cameras for FDI.
On the other hand, multi-UAV FDI also uses the own
position estimation of the observer UAVs (light blue vectors
in Figure 2), which can also have faults. When a sensor fault
is detected by the system, it is important to identify if the fault
is in the target UAV or if the fault is in one of the observer
UAVs. FDI techniques are based on sensor redundancy,
and thus more degrees of freedom (more sensors) will be
needed in order to identify which sensor is failing (i.e., in
the target or one of the observer UAVs), not only that there
exist a fault. Since each camera provides 2 dof to the FDI sys-
tem, the following situations may arise depending on the
number N of available observer UAVs:
(i) One observer UAV (N = 1): the camera on the
observer UAV provides 2 dof, and then it is not pos-
sible to estimate the 3D relative position of the target
UAV. However, still the information provided by the
visual sensor can be used for detection of some faults.
(ii) Two observer UAVs (N = 2): the two cameras on the
observer UAVs provide 4 dof, and then it is possible
to estimate the 3D position of the target UAV. Fur-
thermore, with the additional dof, it is possible to
distinguish if the fault is in the target or in the
observer UAVs, although it is not possible to decide
which observer UAV has the fault.
(iii) Three (or more) observer UAVs (N ≥ 3): the cameras
onboard three observer UAVs provide 6 dof, and
then it is possible to estimate the 3D position of
the target UAV, detect if there is a fault in the
Image from observer 1
Back projection
RGB
Observer 2
Target UAV
15 m
15 m
5 m
Observer  1
Observer 3
(landed)
Figure 1: Indoor testbed (15× 15× 5m size) with four quadrotors used for validating the developed FDI system. The target UAV is visually
tracked by observers 1 and 2 while observer 3 has landed.
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positioning sensors, and decide if the fault is in the
target or one of the observer UAVs. In the general
case with more than three observer UAVs, it is also
true and more accuracy in the detection can be
achieved since there are more available estimations
from the cameras.
Thus, depending on how many observers are available
and how they are used, a set of FDI policies and methods
can be deﬁned, being possible to determine which is the most
probable faulty UAV with at least two observers. The next
subsection presents a general description of the problem.
Then, potential applications are brieﬂy discussed, and the
diﬀerent types of faults that may occur are analyzed. The fol-
lowing subsection discusses the policies for multi-UAV FDI
depending on the number of available observers, in the three
cases outlined above.
2.1. Problem Statement. Consider a group of UAVs executing
a certain task, whether independently or jointly. Each of the
UAVs has onboard a visual tracking module, which is a
device consisting of a camera, a lightweight computer board
for image and data processing, and a wireless communication
device for data interchange. Every UAV is identiﬁed with
respect to the rest of the vehicles in terms of a color marker
disposed at a visible part, preferably having a spherical shape
so its projection on the image plane of the cameras is inde-
pendent from the point of view. It is assumed that UAV posi-
tion and orientation sensors are subject to failures, in the
sense that at any time they may stop working properly and
start giving erroneous measurements. In order to increase
system robustness and reliability against sensor faults, the
visual information provided by the tracking modules can be
exploited to check if the UAVs of the ﬂeet behave as expected,
and in the event that a particular sensor device is found to be
faulty, it could even be replaced by a cooperative virtual sen-
sor (CVS) that integrates the measurements of the tracking
modules to estimate the position of the aﬀected UAV, so it
can be guided to a safer location using this estimation instead
of the internal measurement, avoiding potential accidents.
Consider the scenario shown in Figure 2 as an illustrative
example. It is assumed that three quadrotors (named as
UAV-1, UAV-2, and UAV-3) are executing a certain task.
At a given instant, UAVs 1 and 2 (observers) are requested
to check if there is a fault on UAV-3 (target), for example,
because a human operator or UAV-3 itself has detected a
strange behavior and wants to verify it from an external
source. Then the three vehicles interrupt their tasks, the tar-
get quadrotor (UAV-3) stays hovering, and both observer
UAVs go to the observation points around UAV-3 and start
to track it with their cameras. The observers transmit the
information from their cameras and their own position and
attitude estimation to the target, and then the target executes
the CVS for comparing the expected position given by target
internal sensors with respect to the visual information.
Finally, a fault detection and identiﬁcation report will be gen-
erated by the target and transmitted back to the observers,
indicating the most probable source of the fault.
2.2. Applications. The proposed vision-based CVS and FDI
system may be considered in any application where there
are three or more UAVs involved ﬂying at close or medium
range of distances so they can be visually detected between
them. The design of a visual tracking module in the form of
a plug-in device that is capable of communicating with other
tracking modules through a dedicated wireless network
makes its integration in the aerial platforms easier. The idea
is to provide the ﬂeet with a redundant estimation of the
3D position and velocity of any of its members in a coopera-
tive way, along with fault detection and identiﬁcation capa-
bilities as additional features of the system in such a way
that the main application is aﬀected as least as possible. Some
scenarios where this may be useful are the following.
2.2.1. Target Tracking in Urban Canyons. In high-density
urban environments like big cities, the GPS signal may be
aﬀected by the presence of buildings. Consider for example
that there is a quadrotor visually tracking a car in such sce-
nario, so the UAV needs to know its own position in order
to report the localization of the tracked vehicle. For that pur-
pose, a pair of observers ﬂying out of the GPS-denied area is
implementing an instance of the CVS, visually tracking the
tracker quadrotor and sending it its position estimation.
2.2.2. Formation Flight. In military applications where a team
of UAVs move jointly from one point to another, the safety
and reliability of the operation could be increased consider-
ing a vision-based fault-tolerant system capable of detecting
and recovering quickly from faults in the navigation sensors
of any member of the ﬂeet. By deploying a camera on the air-
crafts that can be focused in any of the UAVs, it could be pos-
sible to periodically check if the vehicles are located in the
expected positions. In case that a certain UAV is not found
or it is in a distant position from the expected one, a search
and recovery phase would be initiated in a cooperative
way to prevent the loss of the vehicle or its collision against
other UAVs.
2.2.3. Flight Tests with Experimental/under Development
Aircrafts. The ﬁrst ﬂight tests of aerial vehicles under devel-
opment usually have higher probability of accident. In order
to prevent this, the deployment was proposed in a group of
Reference
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Figure 2: A scenario illustrating the vision-based multi-UAV FDI.
UAV-1 and UAV-2 act as observers, focusing their cameras on
target UAV-3.
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two or more UAVs speciﬁcally dedicated to the detection of
potential faults in the navigation sensors of the vehicle that
is being tested (target). These UAVs, considered as observers,
would move jointly with the target during the take-oﬀ, land-
ing and ﬂight phases, maintaining the target focused in their
ﬁeld of view all the time, with a relative speed between them
close to zero so the accuracy and reliability of the CVS is as
high as possible. As the take-oﬀ and landing operations are
more critical, a group of observers capable of hovering might
be properly placed to ensure that these operations are
executed with no problem.
2.2.4. UGV Recovery after Collision in Industrial
Environments. In industrial environments with large surfaces
where a signiﬁcant number of UGVs are moving around
autonomously, the presence of unexpected obstacles like per-
sons, objects, or other vehicles may cause a certain UGV to
crash, losing temporarily its navigation system. If the factory
counts with a team of small quadrotors with a visual tracking
module for fault detection and recovery, the aﬀected UGV
could be guided in terms of the CVS provided by these
observers to a safe place for its maintenance. This eliminates
the need of a person or another ground vehicle that might
interrupt the other vehicles, without interfering in the opera-
tion of the factory.
2.3. Identiﬁcation andModeling of UAV Faults.A fault can be
deﬁned as any situation in which a component of a system
presents an unexpected and undesirable behavior. The fault
may occur suddenly, as is the case of crashes or electric short
circuits, or may cause a progressive degradation of system
performance that could be avoided with periodic mainte-
nance. Some typical faults associated with low-weight UAVs
like quadrotors are listed in Table 1, classiﬁed depending on
which component is aﬀected.
This paper is focused in the detection and identiﬁcation
of positioning sensor faults in multi-UAV applications, using
image sensors for this purpose. The basic idea is to compare
the expected position of target UAV given by its internal
sensors with respect to the information provided by the
observers. As it will be explained later, it is necessary to
know the orientation of the observers for the estimation
of target position, so attitude sensor faults are also subject
to be detected.
It is convenient to have a certain idea of what kind of
faults can aﬀect a position sensor and how will they aﬀect
the performance of UAV control. Table 2 contains a classiﬁ-
cation of diﬀerent failures that may describe approximately
the behavior in some positioning devices or methods, includ-
ing the mathematical model of the fault, its eﬀect on the posi-
tion of the UAV, and an assessment on the boundness of the
response error. The following notation has been used.
(i) r t : the real position of UAV aﬀected by faults
(ii) r t : the position estimation given by UAV sensor
aﬀected by faults
(iii) t0: the time instant when fault occurs
(iv) t1: the time instant when fault disappears
(v) u t : the step function, zero if t < 0 and one if t ≥ 0
(vi) Kx, Ky , Kz: the drift constants in xyz axes in m · s−1
(vii) Δx, Δy , Δz : the oﬀset error in XYZ axes in m
(viii) wx t ,wy t ,wz t : the noise signals in XYZ axes
in m
Table 3 lists some typical position estimation technolo-
gies and their associated faults. A more in-depth study of
the reliability and fault detection capabilities of the sensors
being used should be convenient when designing a FDI sys-
tem for a particular application, as in some cases the device
itself may provide useful information for its own fault diag-
nosis that should be exploited.
2.4. Methods and Strategies for Fault Detection and
Identiﬁcation. The objective of this section is to identify some
situations that may occur during the fault detection and
identiﬁcation phase that need to be analyzed separately and
propose a particular method for its treatment. Fault detection
should be carried out as fast as possible, using the minimum
number of resources, and being as reliable as possible. As
there are a large number of variations in the detection of
faults depending on the number of UAVs involved, who are
aﬀected by the fault, the presence of obstacles, and other
relevant factors, this analysis will try to consider the most sig-
niﬁcant case studies. From now on, subindices i and j are
associated to observer UAVs, while subindex k corresponds
to target UAV, imposing that i ≠ j ≠ k.
2.4.1. Fault Detection with One Observer (N = 1). Although
with a single UAV is not possible to estimate the 3D position
of a tracked target, it is possible to detect deviations in target
position sensor or in observer pose. On the one hand, the
tracking algorithm provides two signals: a tracking loss ﬂag
(with value TRUE or FALSE) indicating if the target could
not be detected by the tracking module and the measured
position of target UAV-k on the image plane of observer
UAV-i, which will be denoted by Xikm = xikm yikm
T
. On the
other hand, if the target position and the observer pose are
known, it is possible to compute the expected position of
the target on the image plane of the observer, denoted as
Xike = xike yike
T
. Let dik as the expected distance between tar-
get k and observer i, taking into account the possible presence
of a fault in the position measurement of target and/or
observer. If f denotes the focal length of the camera, then
the following transversal error projected in a plane parallel
to the image plane of observer camera is deﬁned:
εik = dik ·
xikm − x
ik
e
f
dik ·
yikm − y
ik
e
f
T
1
This has been represented in Figure 3. The single
observer will report an error if εik ≥ εthik , that is, if the norm
of the transversal projection error exceeds a certain threshold
that will depend on the relative position between target and
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observer. Section 3 will cover more in detail the deﬁnition of
the detection thresholds. Now, the following FDI algorithm
is proposed:
(i) If lossFlag i, k == TRUE then observer UAV-i was
not able to detect on its ﬁeld of view target UAV-k
and a fault in target or in observer is reported.
(ii) If lossFlag i, k == FALSEAND εik ≥ εthik then a
fault is detected on target UAV-k position sensor
or in observer UAV-i pose sensors.
(iii) If lossFlag i, k == FALSEAND εik < εthik then no
fault is detected on UAVs i or k.
Note however that, in case a fault is detected, it is not pos-
sible to ensure if it is located in the target, in the observer, or
in both UAVs. Furthermore, the fault cannot be detected if
the error in the position sensor is in the direction of the pro-
jection ray of the camera, although it could be detected
changing the point of view (POV). These two situations have
been illustrated in Figure 4. On the other hand, errors in the
orientation sensor of the observer UAVwill be detected using
this method as the expected projection of target position on
the image plane depends on the orientation of the observer.
Finally, as mentioned before, it may occur that target can-
not be found by the tracking algorithm of the observer. This
may happen if the fault on the position or orientation sensor
is such that target is out of the ﬁeld of view of the observer.
Depending on the particular application, an emergency land-
ing or a target search phase should be requested.
2.4.2. Fault Detection and Identiﬁcation with Two Observers
(N = 2). In this case, both observers are used simultaneously
to estimate directly the 3D position of the target creating an
instance of the CVS. In normal conditions with no faults, the
estimation provided by the observers should be quite similar
to the estimation given by target sensor. If the distance
between them exceeds a conveniently deﬁned threshold,
then a fault is detected, although it is not possible to ensure
if the fault is on the target or the observers’ sensors. There
Table 1: Identiﬁcation of possible faults in lightweight UAVs.
Type of fault Faulty component Possible causes
Hardware fault
Brushless motors and electronic speed controller (ESC) Overheating, vibrations, disconnections, impacts
Attitude sensors (IMU: gyroscope + accelerometer
+magnetometer)
Noise due to vibrations, drifts, presence of magnetic ﬁelds
Altitude sensors (ultrasonic devices) Echoes due to obstacles
GPS Signal loss, signal hops, low accuracy, drifts
Batteries Short circuits, unexpected discharges
Software fault
Operative system
System halt, memory problems, insuﬃcient CPU, software
bugs
Controller Instability, wind-up, saturation
Table 2: Models of diﬀerent position estimation faults and their consequences in UAV control.
Fault Fault model Eﬀect over position/trajectory
Response error
bounded
Lock-in-place r t =
r t , t ≤ t0,
r t0 , t > t0
Linear motion with no end, exceeding the goal position No
Drift r t = r t +
Kx
Ky
Kz
· t − t0 · u t − t0 Progressive deviation from the desired position/trajectory No
Oﬀset r t = r t +
Δx
Δy
Δz
· u t − t0 Oﬀset error in the trajectory/position tracking Yes
Jumps (hops) r t = r t +
Δx
Δy
Δz
· u t − t1 − u t − t0 Error jump in the trajectory/position tracking Yes
Noise r t = r t +
wx t
wy t
wz t
Oscillations, possible instability Yes
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are two ways of estimating target position from the measure-
ments provided by the observers: geometrically considering
the closest point between the projection rays (triangulation)
or using a nonlinear probabilistic estimator like the EKF or
the UKF. In the geometric method, the projection rays
obtained from the projection points of target on the image
plane of observers should ideally intersect in a point
corresponding to the position of the target. When the pro-
jection rays do not cross, it is necessary to consider the clos-
est points between these two lines. Intuitively, the distance
between these points gives an idea of how reliable the esti-
mation is. Some errors in position or orientation measure-
ments of observers’ sensors will cause the distance between
these two points to increase, which can be exploited to detect
faults on observers. This has been represented in Figure 5(a),
where it represents the ideal fault-free case in which the pro-
jection rays cross exactly in the target. On the other hand,
in Figure 5(b), there is a fault on observer 1 position sen-
sor, and this causes that the projection rays do not cross
in space, and the minimum distance in space of these
two rays can be used to detect faults in the observers.
Let Pik and Pjk denote the closest points between the pro-
jection rays from observers i and j to target k. Target position
given by internal sensor and estimated by the CVS will be
represented by rk and r̂k, respectively. Finally, D
th
ijk will be
the fault detection threshold for observers i and j sensors
when they are focused on target k, while dthijk will be the fault
detection threshold for target position sensors. Both thresh-
olds will be deﬁned taking into account the relative position
between target and observers, as it will be explained in
Section 3. Then, the following three situations are considered
for the peer-observer fault detection case:
(i) If Pik − Pjk ≥Dthijk, then a fault is detected in the
position and/or attitude sensors of observer UAV-i
or observer UAV-j when they are focused on target
UAV-k.
(ii) If Pik − Pjk <Dthijk, r̂k − rk ≥ dthijk, then a fault is
detected on target UAV-k position sensor when it
is observed by UAV-i and UAV-j.
(iii) If Pik − Pjk <Dthijk, r̂k − rk < dthijk, then it is
considered that there is no fault in the positioning
sensors.
Note one important aspect related with the detection of
faults in observers’ sensors: only those errors in the position
and/or attitude measurements that tend to increase the dis-
tance between the closest points can be detected. For exam-
ple, if both projection rays are parallel to the XY plane,
then only deviations in z-axis position and in pitch angle will
inﬂuence the term Pik − Pjk .
In case the target position is estimated using a Kalman ﬁl-
ter, the error covariance matrix could be used to estimate
observers’ reliability, although this option will not be ana-
lyzed here. Assuming that observers are not aﬀected by sen-
sor faults, then either geometric or Kalman ﬁlter estimators
can be used to detect faults on target position sensor simply
comparing the distance between internal and cooperative
estimation with respect to the detection threshold dthijk.
2.4.3. Fault Detection and Identiﬁcation with Three or More
Observers (N ≥ 3): General Case. Fault detection with three
or more observers can be treated as an extension of the case
with two observers. Every pair of observers can obtain an
independent estimation of the position of the target UAV.
The total number of possible situations with fault is 2N+1,
including no fault in any UAV, fault on all UAVs, or any
combination of faulty UAV whether target or observers.
Each situation will have an associated probability that can
be computed from the observations provided by individual
or by peer-observers. Comparing the estimations given by
diﬀerent pairs of observers is even possible to identify indi-
vidual UAVs aﬀected by faults, which could not be done
with two observers.
With N observers, there are M =N · N − 1 /2 pairs of
observers that can provide a 3D estimation of target UAV
position using the geometric method. As in the previous
case with two observers, fault detection on observers’ sen-
sors should be done previously to fault detection on target
sensor. Now, with three or more pairs of observers, it is
possible to identify the particular UAV aﬀected by the fault.
Consider a situation with four UAVs, where UAVs 1, 2,
and 3 act as observers and UAV-4 acts as target. Imagine that
P14 − P24 ≥Dth124 and therefore a fault is detected on
observers’ pair 1-2. In order to identify which is the aﬀected
observer, the other two possible combinations are evaluated,
obtaining that P14 − P34 ≥Dth134 and P24 − P34 <Dth234,
which implies that the faulty UAVmust be UAV-1. Note that
the computation of the distance between the closest points of
the projection rays does not depend on target position, so a
fault on target will not inﬂuence the detection of faults on
observers’ sensors. If observers i and j are reliable, that is, if
Pik − Pjk <Dthijk, then their observations can be used to
obtain the cooperative 3D position estimation of target k,
Table 3: Identiﬁcation of possible faults in some position
estimation sensors and methods.
Sensor Source of the fault Fault model
GPS
RF signal loss,
variable number of
visible satellites
Lock-in-place
Drift
Jumps
Noise
Range sensors
(ultrasonic devices)
Interference with
obstacles, echoes,
multipath
Jumps
Noise
Vicon
Infrared light
interference,
occlusions
Jumps
Noise
Vision-based SLAM
Errors in feature-point
association, integration
of estimation error
Drift
Noise
Dead-reckoning Error integration
Drift
Oﬀset
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Figure 3: Transversal projection error due to deviations between measured and expected projection points.
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Figure 4: Fault detection with a single observer. Fault injected on target UAV (a) and injected on observer (b). Depending on the point of view
(POV), the fault can or cannot be detected.
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Figure 5: Ideal case of projection ray intersection on target (a). Fault in observer 1 (b).
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whether using the geometric method or a nonlinear Kalman
ﬁlter estimator. The second option is more appropriate when
there are multiple sources of information generating mea-
surements asynchronously and at diﬀerent rates, also provid-
ing a certain level of rejection against noise and outliers. This
requires redeﬁning the target sensor fault detection condition
as r̂k − rk ≥ d
th
k , where variable threshold d
th
k will depend
on the number of available observers and the relative position
between them and the target.
3. FDI System Design
3.1. Fault Detection Based on Variable Threshold. As men-
tioned in the previous section, fault detection is performed
comparing the distance between the expected target position
and the vision-based position estimation deﬁning index
values known as residuals (either in the 3D space or in the
observers’ 2D image plane). Independent residuals are con-
structed for each diﬀerent sensor failure. Residuals are
designed so that they respond to an individual failure and
not to the others. In general, residuals rk are functions of
the squared diﬀerence between real (ci) and estimated (ĉi)
sensor outputs:
rk = 〠
n
i=1
mi ci − ĉi
2 2
where mi are weighting coeﬃcients that are determined for
each failure based on experience and experimentation. In this
case, the estimated sensor outputs ĉi are the cooperative
virtual sensor.
Ideally, if no fault is present, the residual would be zero.
In practice, the residual will take nonzero values due to esti-
mation errors, sensor noise, perturbations, and so on. Usu-
ally, the residual for a speciﬁc sensor will be bounded, and
therefore a threshold level can be deﬁned so that the residual
is always below it in the absence of failures. The selection of
the threshold is very important, because it should enable both
diagnosis of incipient faults and minimization of the false
alarm rate. In many FDI systems, a constant threshold level
is used since the sensor noise and errors do not vary signiﬁ-
cantly during operation, as is the case in FDI of individual
vehicles that use internal sensors for fault detection [9]. In
multi-UAV systems that use range sensors and cameras for
estimation and tracking of other vehicles [15] and mutual
localization [36], adaptive thresholding is used. This is also
the situation with the CVS, since there are many factors that
aﬀect the accuracy and even the availability of the CVS out-
put, and therefore a variable threshold strategy for FDI is
most appropriate [2, 23, 37]. The fault detection procedure
is designed to decide if the observed changes in the residual
signal rk can be justiﬁed in terms of the disturbance (mea-
surement noise) and/or modeling uncertainty as opposed to
failures. It is critical to minimize the detection delay associ-
ated with a “true” fault; furthermore, the false alarm rate
should be minimized while, at the same time, no “true” faults
should remain undetected.
Statistical change detection ﬁlters as the CUSUM ﬁlter
[33] can be used for robust detection of faults. This ﬁlter is
used to detect both positive and negative changes in the mean
value of the residual rk caused by the occurrence of a fault.
Although the CUSUM ﬁlter balances the detection delay with
the false alarm rate, in this paper, it has been considered that
fast fault detection is the most critical aspect of the FDI sys-
tem, and, therefore, a direct comparison of the residual with
the threshold has been implemented, with some modiﬁca-
tions to increase the robustness. First, the outliers (single
points of the residual with a large change in value, which have
been found to be relatively common in experiments) are dis-
carded. Then, to activate the fault detection ﬂag, a number of
p consecutive residual points are required to be above the
threshold (typical values of p are 5–7).
There are several works dealing with the optimal place-
ment of bearing-only sensors for object position estimation
and tracking (see, e.g., [34] and references therein). In the fol-
lowing, a qualitative analysis to the factors that inﬂuence the
accuracy of the estimation is presented.
The threshold for fault detection, which depends on the
accuracy of the estimation, will depend in general on the rel-
ative position between the target and the observers and also
on the number of observers actively tracking the target, being
more tolerant (i.e., taking higher values) when CVS estima-
tion reliability and accuracy are lower. In general, CVS esti-
mation accuracy will be better if
(i) the distance between observers and target decreases;
(ii) the number of observers actively tracking the target
increases;
(iii) the projection rays from observers to target are
orthogonal between them [34].
However, it is not feasible to analytically analyze the
inﬂuence of these three factors over position estimation
error, not even when the position estimation is computed
using the geometric method. For that reason, in this work,
a heuristic approach has been followed, proposing expres-
sions with intuitive geometric interpretation.
3.1.1. Variable Threshold with One Observer. The transversal
projection error in the image plane of a certain observer (see
(1)) is compared with respect to a variable threshold deﬁned
in the following form:
εthik = εth0 + K · dik 3
Here, εth0 is a constant threshold that compensates nomi-
nal estimation errors in fault-free conditions (i.e., sensor
measurement noise), dik is the expected distance from
observer UAV-i to target UAV-k, and K is a positive constant
Table 4: Typical values of the variable threshold parameters
(one observer).
Parameter Typical value
εth0 100 pixels
K 75 pixelsm−1
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whose value is determined empirically, taking into account
that lower values imply faster detections but a higher proba-
bility of false-positive detections. This deﬁnition is based on
the assumption that, in normal conditions, the transversal
projection error should be approximately proportional to
the distance to the target. Table 4 shows typical values of
these parameters obtained from the experimental results.
3.1.2. Variable Threshold with Two or More Observers. As
explained in Sections 2.4.2 and 2.4.3, when the target is visu-
ally tracked by two or more observers, it is possible to detect
two types of faults. On the one hand, the distance between
the closest points of the projection rays (see Figure 5(a)) is
associated to errors in the position/orientation measurement
of any of the observers, whereas the distance between the tar-
get position given by its internal sensors and the geometrical
estimation will reﬂect any fault in the position of the target or
in the pose of the observers. This leads to the deﬁnition of
two diﬀerent detection thresholds. The ﬁrst one allows the
detection of position/orientation errors in the observers,
and it is based on the separation angle of the observers and
on the expected distance to the target.
Dthijk =Dth0 +
KD dik + djk
2 sin αijk
4
Here, Dth0 is an oﬀset term that compensates nominal
errors, αijk is the separation angle between the projection rays
of observers i and j when they are tracking target k, dik and
djk are the expected distances to target, and KD is a tolerance
constant that determines how restrictive the threshold is.
Intuitively, this will be more tolerant as the mean distance
between the observers and the target increases. The angle
αijk compensates the uncertainty in the vision-based position
estimation, which is minimal when the projection rays of
both observers are orthogonal (αijk = 90°), and increases in
the depth axis when the optical axes tend to align. The
degenerated case corresponds to αijk = 0, where both axes
are parallel and it is not possible to obtain an estimation.
In this case, the fault detection system is not reliable,
requiring the repositioning of the observers. Figure 6 rep-
resents graphically how the uncertainty in the vision-based
position estimation varies with observation angle. Refer-
ence [34] analyzes in more detail the propagation of errors
in the 3D position estimation using image sensors, model-
ling the estimation error as a Gaussian process whose
standard deviation depends on the separation angle.
On the other hand, if the position and orientation sensors
of the observers are reliable, and thus the CVS, then a second
threshold can be deﬁned for detecting position sensor faults
in the target UAV, as described in Sections 2.4.2 and 2.4.3.
The distance between the target position given by the
onboard sensors, rk, and the estimation obtained from the
observers, r̂k, is compared to a variable threshold d
th
k that
takes into account the observation distances, the separation
angle of the observers, and the number of observers actively
tracking the target:
dthk = dth0 +
Kd d
sin α 1 − e−N/N0 5
Similarly to the threshold deﬁned in (4), dth0 compensates
nominal errors, Kd is a tuneable tolerance constant, α is the
mean separation angle between all the combinations of
observers’ pairs (which should be in the range 20 to 90°
approximately), d is the mean distance between the observers
and the target, N is the number of observers actively tracking
the target, and N0 is a tuneable parameter whose value is
close to one. The term 1 − e−N/N0 accounts heuristically for
the increase in estimation accuracy with a higher number
of observers. The inverse exponential term results suitable
since the variation of the accuracy and reliability of the
CVS and FDI system is more signiﬁcant when the number
of observers is between 1 and 4.
Field of
view
Field of
view
Target-k
Observer-i
Observer-j
Area of
uncertainty
dik aij = 90°
~
djk
~
(a)
Target-k
Observer-i
Observer-j
aij~10°
Area of
uncertainty
djk
~
djk
~
(b)
Figure 6: Uncertainty in the estimated target position associated to the separation angle between the observers, αij. Orthogonal observation
with minimum uncertainty (a) and optical axes close to the degenerated case (b). The fault detection threshold should be adjusted according
to this angle.
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Although the thresholds deﬁned in (4) and (5) are simi-
lar, their application is diﬀerent according to the assumption
of reliability regarding the observers’ sensors and the way
they are evaluated. Table 5 summarizes the features of
both thresholds.
Table 6 shows typical values in our experiments of the
parameters of the variable threshold for one observer. In
practice, the parameters Dth0 , d
th
0 , KD, and Kd are chosen
heuristically, observing the residuals in fault-free long time
experiments, and choosing them so that the variable thresh-
old is above the residuals. For example, the experiment
described in Section 4.1 used to evaluate the accuracy in
the CVS estimation which allows to determine the oﬀset
term dth0 and an initial guess of the tolerance constant Kd .
The injection of diﬀerent fault patterns in the position and
orientation measurements of the observers is evaluated in
Section 4.2.
3.2. FDI Policies. The usual approach for single UAV FDI fol-
lows the scheme shown by the white background blocks in
Figure 7. The FDI subsystem performs the tasks of failure
detection and identiﬁcation by continuously monitoring the
system inputs and the outputs of the sensors. Under nominal
conditions, these follow predictable patterns, within a toler-
ance determined by the amount of uncertainties introduced
by random system disturbances and measurement noise in
the sensors. Usually, sensor FDI tasks are accomplished by
observing when the output of a failed sensor deviates from
its predicted pattern. On the other hand, in multi-UAV
teams, individual UAVs can use all the available information
for FDI, and this includes the measurements of the sensors
onboard other UAVs, shown as “external sensors” block with
shaded background in Figure 7. The system proposed in this
paper is valid for N UAVs of the team tracking the target
UAV, being N equal to two or greater.
In the cooperative fault detection, it is important to note
that the observers may have to stop working in their own
tasks to dedicate their time and resources to the computation
of the CVS. Depending on the way the observers are man-
aged, four fault detection policies can be deﬁned:
(i) Cooperative fault detection by continuous monitor-
ing: a group of one or more UAVs is speciﬁcally
focused in the visual tracking of a particular UAV.
This approach requires a continuous dedication of
the observers, but it provides the highest response
in case of fault in the target, which may be useful if
this vehicle is executing a critical task. The design
parameter is the number of observers required and
the relative positions to the target.
(ii) Cooperative fault detection over demand: one of the
UAVs or a human supervisor requests a group of
observers to focus on a particular UAV in order to
check or prevent a possible failure. For example, if
a pair of observers detects a fault during a periodic
observation phase, they may require the collabora-
tion of other UAVs in order to conﬁrm the fault
and identify its source, as described in Section 2.4.3.
(iii) Cooperative fault detection by periodic observation:
one or more UAVs assume the role of observers
while the rest are considered as targets. Observers
stop working in their own tasks and start the fault
detection phase in which they focus sequentially
in the rest of the vehicles to check failures in the
positioning sensors. This has been illustrated in
Figure 8. The observation conditions (duration and
positions) and the observation period or frequency
will be speciﬁed.
(iv) Cooperative opportunistic fault detection: if, eventu-
ally, a certain UAV (considered as target) enters in
the FOV of any other UAV while this is executing
its own task, this last one may exploit the situation
checking if the projection on the image plane corre-
sponds to the position given by the sensors of target
UAV. This avoids requesting UAVs to spend their
time acting as observers. The performance of this
strategy could be improved and assimilated to the
continuous monitoring policy if the orientation of
the onboard cameras is controlled regardless of the
aerial platform, using a pan and tilt system for this
Table 5: Similarities and diﬀerences of the variable thresholds deﬁned in (4) and (5).
Similarities Diﬀerences
(i) The oﬀset term Dth0 /d
th
0 compensates nominal estimation errors
associated to the CVS.
(ii) The value of the threshold increases with the mean observation
distance to compensate for the loss of accuracy in the CVS
estimation.
(iii) Both thresholds are more tolerant when the separation angle
between the observers is small and the uncertainty in the CVS
is high.
(i) Dthijk allows the detection of faults in either the observer or in the
target UAVs, whereas dthk assumes that the observers’ sensors are
reliable and only the target sensors may be faulty.
(ii) Dthijk is evaluated by pairs of observers (i, j), whereas d
th
k considers
the information of all the observers through the mean value.
(iii) dthk adds a term that makes the threshold more tolerant when the
number of observers is lower.
Table 6: Typical values of the variable threshold parameters (two
observers).
Parameter Typical values
Dth0 , d
th
0 0.1m
KD, Kd 0.5 (nondimensional)
α 45–90 deg
N0 ~1
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purpose. By doing this, the tracking modules can
perform their observation task while the UAVs
move around during the execution of their own task
without any interference between them.
3.3. Safe Performance in FDI. It should be noted that the FDI
procedure itself may cause an accident due to the reconﬁgu-
ration of the UAVs required for the positioning of the
observers around the target. Special care should be taken if
any of the involved UAVs is aﬀected by unbounded errors
(as is the case of lock-in-place or drift errors) that may cause
collision between the vehicles. For this reason, it is conve-
nient to plan the trajectories of target and observers in such
a way that the probability of impact during the FDI proce-
dure is reduced as much as possible. One possible solution
is the one illustrated in Figure 9. In vertical take-oﬀ and land-
ing (VTOL) vehicles like quadrotors, height is usually a reli-
able measurement. This feature can be exploited making that
each observer and target ﬂy at diﬀerent altitudes to prevent
collisions between them. Furthermore, the order in the oper-
ation should be (1) move to a higher plane and (2) move to
the desired XY observation position.
One critical issue in the fault detection and recovery pro-
cess is how much time the FDI system has to react and pre-
vent the consequences of possible failures. In this sense, the
reaction time against failure (RTAF) is deﬁned as the avail-
able time since the fault occurs until it causes the damage
on the vehicle or the environment. In general, it will be a ran-
dom variable unless the conditions of the fault are well
known, although it can be bounded in terms of UAV velocity,
height, and distance to obstacles. Let us consider the situation
depicted in Figure 10. The position sensors of the faulty UAV
cause a displacement of this in an unknown direction at a
speed v. Two obstacles are considered: another quadrotor at
a distance d1 and width w1, and a wall at a distance d2 and
width w2. Target quadrotor width will be denoted by wt .
The goal is to compute the RTAF for every obstacle, as well
as to estimate the probability of collision against the obsta-
cles, assuming that the heading angle of the quadrotor is a
FDI
Vehicle Sensors Fault adaptive
reconfiguration
FaultFaultFault
ControllerReference
input
External
sensors
Actuators
UAV
Figure 7: Single UAV and cooperative FDI schemes. The block with shaded background, “external sensors,” is only available in
cooperative FDI.
Observer Observer Observer
Target Target
Target
(a)
(b)
Figure 8: Diﬀerent conﬁgurations for the cooperative fault detection by periodic observation: single UAV observer (a) and two observers (b).
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uniformly distributed random variable in the range −π, π .
Applying simple geometric relationships, it is derived that
the RTAFi and the collision probability (pi) to obstacle
ith are
RTAFi =
di
v
,
pi =
θi
2π =
1
π
· tan−1 wi +wt2 · di
6
These two variables should be kept monitored in real
time, and, in the case they exceed a certain threshold,
the FDIR system should be activated to increase safety
and reliability.
4. Experimental Validation
This section presents experimental results (a video of the
experiments can be found in [35]) that validate the vision-
based cooperative virtual sensor and fault detection methods
developed in this work for the case with two observers and
one target. A set of experiments have been carried out in
the CATEC multivehicle indoor testbed, which is equipped
with a Vicon Motion Capture System that provides position
and orientation ground truth of the objects in a 15× 15× 5
meters volume with undermillimeter accuracy. The UAVs
employed in the experiments were three Hummingbird
quadcopters from Ascending Technologies (see Figure 11)
also provided by CATEC. Two of them were considered as
observers and equipped with a tracking module consisting
of an Odroid U3 computer board, a Logitech C525 USB cam-
era, and a dual-bandWiFi module, while the other played the
role of target, so it was endowed with a color marker. The
speciﬁcations of the tracking modules and the aerial platform
are listed in Table 7.
4.1. Accuracy of the CVS Estimation. Several experiments
were conducted in the testbed to evaluate the accuracy of
the CVS, implemented with an extended Kalman ﬁlter which
integrates the measurements provided by the tracking mod-
ules (pose of the onboard camera and target centroid on
image plane), obtaining the Cartesian position and velocity
of the tracked target. The knowledge extracted from the
analysis of the experimental results leads to the deﬁnition
of the fault detection methods based on variable threshold
described in Sections 2.4 and 3.1. In particular, the oﬀset
component of the threshold is determined from the mean
value of the estimation error in static observation conditions,
whereas the tolerance constants can be tuned taking into
account the variation of the error for diﬀerent observation
distances and separation angles. Figure 12 represents the
CVS position estimation error for the case N = 2 observers.
The shaded area around t = 215 s indicates an interval in
which the estimation becomes monocular since one of the
tracking modules loses the target. The y-axis corresponds to
the direction of the bisector line between the rays from the
observer to the target and thus usually has larger error than
the x-axis, which is perpendicular to the y-axis.
As can be seen in Figure 12, the estimated Cartesian posi-
tion presents diﬀerent oﬀset errors in each axis. This happens
frequently, and it is due to camera calibration variations.
When the CVS is enabled, these oﬀset terms are subtracted
from the error signal averaging it in the ﬁrst period of the
experiment. As an example, Table 8 presents the standard
deviation of the estimation errors of the CVS with respect
Ground
Workspace area
Observation area
1
2
Target
Figure 9: Space allocation for collision avoidance FDI. Observer and target are constrained to ﬂy at diﬀerent altitudes to avoid crashes
between them.
= = =
1
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Figure 10: Model considered for the estimation of the RTAF with
two obstacles and the respective collision probabilities.
(a) (b)
Figure 11: Hummingbird quadrotors with the tracking module
(a) and color marker (b).
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to the VICON ground truth for a mean distance of the
observers to the target of 1.5m and a relative angle of
about 75°.
4.2. CVS for Target UAV Position Estimation. In these
experiments, the sequence of time-stamped images and the
corresponding measurements were processed oﬄine for
obtaining the cooperative estimation of target position. This
data was exploited for evaluating the fault detection methods
explained before, as the limitation imposed by the batteries of
the quadcopters does not allow analyzing the data properly in
real time.
The 3D trajectories followed by the target and the two
observers during the fault detection and recovery phases have
been represented in Figure 13, while target position ground
truth given by Vicon and the estimation provided by the
CVS are compared in Figure 14. The corresponding estima-
tion error has been represented in Figure 15. The relative
positions between the UAVs were maintained constant for
making the visual tracking more reliable. The two observers
will move jointly with the target maintaining constant the
relative position between each observer and the target. The
observation positions in the x-, y-, and z-axes (taking target
position as origin) were [−1, 1, 1] and [1] for observers
1 and 2.
4.3. CVS for FDI on Target UAV. The fault detection and
identiﬁcation capabilities will be demonstrated graphically
injecting oﬄine the fault pattern described in Table 9 in
the Vicon position data of one of the observers and in the
target quadrotor.
For the identiﬁcation of the fault, a simple rule is pro-
posed when observers i and j are focused on target k:
(i) If observer-i detects a fault but observer-j does not,
then the fault is located on observer-i.
(ii) If both observer-i and observer-j detect a fault, then
the fault is located on target.
The interpretation of these results has to be made taking
into account the observation conditions. Figure 16 shows the
relative positions between observer and target in the XY
plane. Both observers were hovering one meter above the tar-
get, maintaining constant the distance to it.
4.3.1. Fault Injected on Observer 1 Position Measurement.
Figure 17 shows the projection error associated to observer
1 and observer 2. Remember that the projection error is
deﬁned as the distance between the expected and measured
projection points of the target in the image sensor of the
observer. The expected point is computed from target
Table 7: Speciﬁcations of the tracking module and the aerial platforms employed in the experiments.
Tracking module Aerial platform
Tracking algorithm
Algorithm Modiﬁed CAMShift
Model AscTec Hummingbird
Update rate 20–25 FPS
Camera
Model Logitech C525
Max. payload 200 grams
Resolution 640× 480 pixels
Weight 40 grams
Flight time 20min (with payload)
Cost ~60 $
Computer board
Model Odroid U3
Max speed
15m/s horizontal
5m/s verticalProcessor/Memory
4× 1.7GHz/
eMMC 16GB
Weight 50 grams
Wireless band 2.4GHz
Cost ~100 $
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Figure 12: Position error (X,Y,Z) of the CVS estimation with
respect to the VICON ground truth. Experiment with two
observers at a relative angle of α ≈ 75° and a distance to the target
of about 1.5m. The shaded area around t = 215 s corresponds to a
CVS estimation with only one observer.
Table 8: Standard deviation.
Standard deviation
x-axis 0.027m
y-axis 0.062m
z-axis 0.058m
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Figure 14: Target position given by Vicon (taken as ground truth) and CVS for the fault detection by periodic observation experiment.
CVS computations were done oﬄine. The diﬀerent phases and transitions during the experiment have been marked. Target speed was
set to 0.2m/s.
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position given by its internal sensor (subject to failures) and
from camera pose, while the measured point is given by the
tracking algorithm. The red line in the plot is a constant
threshold of 150 pixels (note that the image resolution was
640× 480) that was adjusted taking into account the oﬀset
projection error in normal conditions, although in general,
it will depend on the distance between target and observer.
As expected, only observer 1 reports a fault when it is
injected in the position measurements of the associated
UAV. What it is interesting to observe in the left picture of
Figure 17 is that sensor faults are more easily detectable in
some particular directions.
4.3.2. Fault Injected on Target Position Measurement. The
same fault pattern than in previous case is injected this time
in the position measurement given by Vicon of target UAV.
As seen in Figure 18, both observers detect the fault, so it is
inferred that it is located on the target.
4.3.3. Fault Injected on Observer 1 Heading Measurement. As
the projection error depends on the expected projection
point, and at the same time this depends on camera
orientation, heading (yaw angle) errors can also be detected.
Errors in roll and pitch are not considered because UAV sta-
bility critically depends on both angles, although they are
detectable too. Figure 19 represents the fault detection report
provided by observer 1 when diﬀerent oﬀset errors are
injected on the yaw angle (the representation of the attitude
was expressed in Euler-XYZ).
5. Conclusions and Future Work
This article has presented several methods, strategies, and
policies for vision-based fault detection and identiﬁcation
in the position and orientation sensors of any UAV member
of a ﬂeet in a multi-UAV application. The visual information
provided by the tracking modules onboard the UAVs is
exploited in two ways. On the one hand, with two or more
observers, it is possible to create a cooperative virtual sensor
(CVS) that provides a redundant estimation of the target
position as long as observers’ sensors are reliable. On the
other hand, comparing the expected target position given
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Figure 15: Target position estimation error associated to the CVS in the fault detection by periodic observation experiment. CVS estimations
were computed oﬄine. Target speed was set to 0.2m/s.
Table 9: Fault pattern injected over observers and target position
sensors.
Oﬀset error amplitude
(meters)
Aﬀected
axis
Start time
(seconds)
Duration
(seconds)
+1 x 300 5
+1 y 305 5
+1 z 310 5
−1 x 315 5
−1 y 320 5
−1 z 325 5
x
y
Observer 1
Observer 2
Target
1 m
1 m
Figure 16: Relative position in the XY plane between the observers
and the target for the fault detection and identiﬁcation experiment.
The observers are ﬂying one meter above the target.
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by its internal sensors with respect to the measured position
given by the tracking algorithms, the observers will be able
to report individually or cooperatively any fault on the sen-
sors. Several experiments have been carried out in a multive-
hicle indoor testbed equipped with a Vicon Motion Capture
System and three quadcopters, demonstrating the accuracy
of the CVS and the FDI capabilities.
Two research lines are proposed as future work. Firstly, a
method to search and redetect a target lost after a position
sensor fault should be investigated, using for example the last
position and velocity measurement reported as initial guess.
This is necessary since the CVS requires that the target is
within the ﬁeld of view of the observers during the initializa-
tion phase. Diﬀerent cooperative search strategies can be
deﬁned depending on the number of UAVs involved, the
way the search space is divided between the participants,
and the way the trajectories are planned. Secondly, it would
be interesting to develop tracking modules that allow the ori-
entation of the on-board camera with a pan and tilt system,
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Figure 17: Distance between expected and measured projection points in observer 1 and in observer 2 image plane when the fault pattern is
injected in observer 1 position sensor. The detection threshold has been represented in red.
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instead of using the aerial platform for this purpose. This
gives the possibility to execute in parallel the UAV task and
the FDI process, improving the time response.
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Video ﬁles attached to this paper: FIDR_2Observers_1Tar-
get.mp4: self-explanatory video of the fault detection and
recovery experiments with three quadrotors, two of them act-
ing as observers and one faulty UAV (target). The UAVs exe-
cute a patrolling task until the target stops due to an internal
sensor fault. A help request message is sent to the observers,
who interrupt their task and position themselves around the
target. Then, the instance to the CVS is created and the
recovery operation is executed until the target UAV is
landed. FIDR_3Observers_1Target.mp4: video experiment
with three observers and one target UAV. FDIR_Onboard-
Camera_Observer1.mp4: RGB and backprojection images
from the onboard camera of the observer 1 UAV. The
sequence covers the detection of the target UAV and its
tracking until it has landed. The video ﬁles are available in
the following link: https://hdvirtual.us.es/discovirt/index
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