Complex hydrogeological systems require detailed knowledge of aquifer dynamics to ensure appropriate and sustainable management of the groundwater resource. The Riardo Plain aquifer, southern Italy, is a strategic resource for conjunctive uses; nevertheless, the conceptual model still suffers some uncertainties due to the presence of a deep lateral inflow through the carbonate basement. Therefore, the realisation of a 3D numerical model at catchment scale needs preliminary tests to constrain the possible additional inflow rate, which is at the moment only estimated through the results of the groundwater budget calculation. A 2D section of the mixing area was modelled using FEFLOW in order to test the hypothesis of a combined recharge. Seven versions of the same model were calibrated over an increasing number of adjustable parameters according to their sensitivity. The most efficient model version was identified according to the calculated information criteria and the sum of squared-weighted residuals. In the second phase of the work, nine model scenarios characterised by different deep inflow rates were calibrated and validated according to the same procedure of the first model, in order to identify the range of possible acceptable solutions. The most likely deep inflow rate is 34 ± 4% of the total recharge, corresponding to an estimated deep inflow of 415 ± 50 L/s in the Riardo Plain aquifer through the carbonate basement. This methodological approach will be the basis of following numerical 3D numerical models of the Riardo Plain and can be a valuable tool in conceptualising similar mineral water areas.
Introduction
Numerical modelling of aquifers at catchment scale is a fundamental tool for the management of all groundwater resources, especially in strategic aquifers exploited for conjunctive purposes. In addition, numerical modelling is a powerful tool to test conceptual models in which some budget terms cannot be easily estimated or directly measured as in the case of overlapping aquifers, where the possible range of the contribution of deep aquifers in vertical mixing areas can be only estimated (Baiocchi et al. 2013; Maréchal et al. 2013) . The numerical models must be supported by reliable hydrogeological conceptual models (Poeter and Anderson 2005; Singh 2014; Zhou and Herath 2017) in order to define the geometry and hydraulic properties of the aquifer layers and the boundary conditions, which influence the simulated system.
The implementation of a regional three-dimensional (3D) numerical model usually suffers many uncertainties depending on the model scale, geometry of the aquifer and reliability of the applied boundary conditions (Bredehoeft 2005; Hill and Tiedeman 2007; Renz et al. 2009; Sepúlveda and Doherty 2015; Giacopetti et al. 2016; Andrés et al. 2017; Lancia et al. 2018) . In addition, the calibrated solution is nonunique, as well as dependent on the quantity and quality of observation data and accuracy during field data collection (Poeter and Anderson 2005; Singh et al. 2010 ).
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Many approaches (Hill 2006; Foglia et al. 2007; Singh et al. 2010; Ye et al. 2010) have been proposed to reduce the uncertainty of a model, using simplifications of the structure and/or statistical methods to quantify the uncertainty when its irreducible limit is reached.
Some authors have reduced the amount of information required through the building of two-dimensional (2D) models, where the absence of the third dimension limits the number of adjustable parameters (Sena and Molinero 2009; Pola et al. 2015; Lancia et al. 2018) . In fact, 2D numerical investigations can be performed isolating the salient hydrogeological properties, to explain specific dynamics, which cannot be understood otherwise, due to the high number of unknowns at regional scale.
One of the present approaches makes use of parsimonious models (Carrera and Neuman 1986a, b, c; Massmann et al. 2006; Hill and Tiedeman 2007) . Such an approach requires a limited number of parameters to be estimated, where the ideal number is supported by the content of information present in the data. Parsimonious models rely on this limit, since manual regularisation of parameters is applied (geometry of the parameters homogeneous zones is arbitrarily defined manually according to the conceptual model). In this case, as the number of parameters increases, the dataset content of information becomes insufficient to adjust all of them and uncertainty increases consequently. To overcome this limit, highly parametrised methods have been developed (Doherty 2010; Anderson et al. 2015) that are able to better accommodate the salient complexity of reality; the uniqueness of the solution in this case is achieved through mathematical regularisation (i.e., Tikhonov regularisation in PEST). Unlike manual regularisation that seeks uniqueness through inverse problem reduction, with Tikhonov regularisation prior information is added about the parameter field (an additional Bparameter observations^dataset including hydraulic test results and other expert knowledge information), so that even ill-posed inverse models can be numerically solved .
In the case of the parsimonious approach, the model performances can be evaluated through the information criteria (Engelhardt et al. 2014; Giacopetti et al. 2016) , which provide information about the quality of the model estimation, considering both the goodness of the calibration and the complexity of the model.
Riardo Plain aquifer is a strategic drinking water resource for more than 100,000 people, the water storage for 60 km 2 of irrigated land, and the source of a mineral-water-bottling plant. The hydrogeological framework of Riardo Plain has been studied since the 1990s by several research teams but its conceptual model still suffers some uncertainties due to the complexity of the aquifer dynamics. Indeed, two aquifers can be identified in the study area: a multilayered volcanic aquifer and a deep confined carbonate aquifer locally mixing with the above volcanic aquifer. The groundwater budget calculation suggested the presence of an additional source of recharge deriving from the lateral inflow through the carbonate ridges surrounding the plain, driven by the sedimentary basement under the volcanic deposits and locally up-flowing in the mineral water mixing area. The recognised complexity of the Riardo Plain hydrogeological setting can be a challenge to test a numerical modelling approach for the validation of the conceptual model and then the management of a complex aquifer, exploited for conjunctive purposes.
With the present level of knowledge, the 3D numerical model of the entire Riardo Plain aquifer suffers due to the high number of unknown parameters, especially a validated additional deep recharge, and due to the clustered distribution of the observations. The first step is, therefore, the validation of the last conceptual model elaborated, focusing on the reliability of the presence of a deep inflow and providing the most efficient range of possible flow rate solutions.
In this study, a simplified approach on a 2D sub-model using information criteria constraints was applied. Inapplicability of complex 3D hydrological models due to scarce data motivated the need for the simplified 2D modelling approach in an attempt to constrain the results to the available data, isolating the most relevant system processes. The investigated portion of the aquifer is in close proximity to the mineral-water-mixing area, where the volcanic and the carbonate aquifers are still unmixed, and could be separately monitored.
The proposed combined approach has allowed a preliminary 2D evaluation of the additional deep recharge of the aquifer, particularly useful in following thermal and mineralaquifer-3D-numerical simulation, being the deep resource typically with higher economic relevance, but also harder to directly quantify. Indeed, a 3D aquifer model can be affected by high uncertainties in such hydrogeological frameworks, typically concerning flow rate and up flow localisation. The preimplementation of a 2D model of the mixing area could provide insight on the system unknowns.
Geological and hydrogeological framework
The study area corresponds to the eastern sector of the Roccamonfina Volcano and to the Riardo Plain, located in the northern part of Campania Region, central-southern Italy (Fig. 1) . The investigated area lies between the peri-Tyrrenian sector and the Apennine Orogen (Locardi 1988) , characterised by the contact between the Plio-Quaternary volcanic sequences and the Mesozoic to Cenozoic sedimentary basement (Peccerillo 2005) .
The basement corresponds to the Meso-Cenozoic Apennine carbonate sequences, highly deformed since the Miocene during the orogenetic phase and later during the Plio-Pleistocene distensive tectonic activity, which Capelli et al. 1999) displaced the basement via numerous horst and graben (Giordano et al. 1995; Cosentino et al. 2006; Turco et al. 2006; Boncio et al. 2016) . The same carbonate units crop out in the mountain ridges (D'Argenio and Pescatore 1962) which surround the volcano edifice and the Riardo Plain (Mount Maggiore, Fig. 1 ). The morphology of the carbonate basement under the volcanic deposits was mainly deduced by geophysical investigations (Capuano et al. 1992; Nunziata and Gerecitano 2012) , integrated with some published and unpublished borehole data (Watts 1987; Ballini et al. 1989; Giordano et al. 1995 , Saroli et al. 2017 Ferrarelle S.p.A., unpublished data, 2015) . Most of the available stratigraphic data derive from sites located near Riardo Town, in correspondence with the mineral water plant. Locally, the borehole data reveal a highly deformed basement, which generally deepens from an elevation of about 110 m above sea level (a.s.l.) near the boundaries of the Riardo Plain, to 100 m below sea level (b.s.l.) moving eastward, toward the volcano edifice.
The Riardo Plain was mostly filled by the volcanoclastic and the ignimbrite units from the Roccamonfina Volcano, whose activity started around 550 ka and ended about 150 ka (Rouchon et al. 2008) .
The complete volcanic and volcanoclastic sequence in the Riardo Plain was subdivided into four main units, which are characterised by extremely variable thickness and hydraulic conductivity, according to their depositional features: lithic tuff in ash matrix, characterised by low primary porosity (Luhr and Giannetti 1987) . The unit sometimes shows a vertical fracture pattern. The unit shows variable thickness and features according to the ignimbrite deposition. & Basal volcanoclastic unit: alternation of reworked volcanic deposits with a granular range spanning between ashes and pumices. The unit is characterised by a good overall primary porosity. The presence of layers with different porosity reduces the vertical permeability of the unit.
According to the geological framework, an upper multilayer volcanic aquifer and a deeper carbonate one can be distinguished at the regional scale. The two aquifers are separated by a noncontinuous clay unit (Flysch unit; Capelli et al. 1999) . The borehole stratigraphic data, in fact, identified some areas where the volcanic deposits are directly deposited over the carbonate basement. This geological setting is in accordance with the regional geologic reconstruction of the study area (Saroli et al. 2014) , in which the clays should be preserved in the graben and, in contrast, eroded on the horst.
The multilayered volcanic aquifer presents a radial flow from the Roccamonfina Volcano towards gaining streams (Savone River, Fig. 1 ) and is mainly recharged by direct infiltration (Celico 1983; Boni et al. 1986; Viaroli et al. 2016a, b) . The boundaries of the hydrogeological basin are mainly defined along the groundwater divides of the volcanic aquifer ( Fig. 1) , even if the extension of the recharge of the whole aquifer system is not precisely defined because of the presence of the deep inflow. The volcanic aquifer is exploited for conjunctive uses, especially for agricultural purposes, which corresponds almost to 60% of the total groundwater requirements.
Points monitoring the carbonate aquifer are mainly clustered in the Ferrarelle S.p.A. mineral water bottling plant near Riardo Town, where the basement upraises and the fault systems allow local mixing between the carbonate and volcanic aquifers (Cuoco et al. 2010) . As a result, the potentiometric levels of the two aquifers near the mixing area are very similar in absolute values and trends, related to the local seasonal thermo-pluviometric conditions.
The proposed modelling approach focuses on an area next to the Ferrarelle plant (Fig. 1) . The cross section was realised using the available boreholes' stratigraphic data provided by Ferrarelle S.p.A. The local geological settings agree with the general geological framework previously described (Fig. 1b) . The carbonate basement is displaced by faults forming horst and graben. The clay unit is eroded on the horst, which is directly covered by the Roccamonfina volcanic layered deposits filling the structural basin of the Riardo Plain. According to the local geological framework, the two main aquifers have been proved to be locally separated, before mixing together downgradient (Fig. 2) .
The volcanic aquifer shows a low mineralisation (electrical conductivity (EC) around 350 μS/cm) and HCO 3 -Na, K water type, with a moderate amount of dissolved carbon dioxide (around 200 mg/L; Cuoco et al. 2010 Cuoco et al. , 2015 . The mean hydraulic head, measured under static conditions in all wells tapping this aquifer layer, was around 112 m a.s.l.
The high mineralised carbonate aquifer (EC around 3,100 μS/cm) shows HCO 3 -Ca water type, relatively enriched in volcanic ions (F − , K + , As, Fe) and a high CO 2 content (around 1,900 mg/L). This aquifer shows a mean hydraulic head around 112 m a.s.l. with annual cycles as well.
Groundwater budget, calculated on the recharge area of the Riardo Plain aquifer in the 1992-2014 period, showed a significant water deficit (average 485 L/s/year), without providing any evidence of aquifer overexploitation. In fact, in face of the calculated water deficit, the hydraulic head monitoring in the same period showed almost stable values. This result suggested the presence of an external inflow through the carbonate aquifer, probably recharged by the carbonate ridges surrounding the Riardo Plain. Direct calculation of the external recharge rate is not feasible, but it was preliminarily assumed similar to the calculated water deficit (Viaroli et al. 2018 ).
Materials and methods

Available data and information
Hydraulic properties
The hydraulic conductivity and the specific storage of the geological units were estimated by the interpretation of step drawdown tests and aquifer pumping tests realised in wells tapping the volcanic or the carbonate units, when available, or interpreting borehole stratigraphic data.
Time-pumping rates and time-drawdown data were processed adopting an inverse approach using the MLU 2.25 software (Hemker and Maas 1987; Hemker and Post 2010) . MLU is based on an analytical solution involving Stehfest's numerical inversion of the Laplace transform and the LevenbergMarquardt algorithm for parameter optimisation (Abdelaziz and Merkel 2012; Sahoo and Jha 2017) . MLU assumes a homogenous, isotropic, and uniform aquifer.
Five drawdown tests and three aquifer tests were performed in the last decade over four wells tapping the volcanic nonmineralised aquifer (upper pyroclastic unit; ), therefore, a mean value of each parameter was associated with the unit.
Pumping test data on wells tapping the basal volcanic units are not available; notwithstanding, the same initial conductivity and storage values were also associated with this zone, taking into account the similarities in the texture feature with the upper pyroclastic unit. Most of the units were considered isotropic except the upper pyroclastic and the basal volcanoclastic units, characterised by lower vertical hydraulic conductivity due to the layered alternation of volcanic deposits with a grain size ranging between ashes and pumices. A 0.1 vertical anisotropy of the conductivity coefficient was applied to these units. The hydraulic parameters of the carbonate basement were calculated from five tests conducted over the PzC monitoring well and another two productive wells (Fig. 2) tapping the mineralised carbonate aquifer.
Head observations
The hydraulic head observations come from the Ferrarelle S.p.A. database on the monitoring and productive wells placed in the mineral water claim area. Two monitoring wells (PzVand PzC) located along the 2D model section were chosen as significant for the dynamics of the volcanic and carbonate portions.
PzV taps the non-mineralised volcanic aquifer, which is around 60 m depth and reaches the top of the BLT unit. The screens are located only in correspondence with the upper pyroclastic unit, whereas the uppermost units are hydraulically isolated (Fig. 2) . PzV is representative of the dynamics of the volcanic aquifer, as revealed by the comparison with the datasets of other similar monitoring points (Fig. 3) . In fact, the measurements of all monitoring wells tapping the non-mineralised volcanic aquifer, show a high (Fig. 3 ). Minor differences can be ascribed to local influence of neighbouring pumping wells. Therefore, only one available dataset was used because the similarities in value could provide an almost equal result in the calibration of the same model zone. The PzV dataset is composed of 255 manual measurements taken in the 2001/2014 period under static conditions.
The well PzC taps the upper portion of the carbonate mineralised aquifer, which is around 300 m depth and reaches BCarb zone^at around −110 m a.s.l., under the volcanic sequence and clay deposits. The well is screened in the last 50 m in the carbonate units (Fig. 2) . The PzC hydraulic head dataset is composed of 285 manual measurements taken between 2000 and 2014 under static conditions. The other wells tapping the same portion of the aquifer are productive wells. The hydraulic head data are therefore affected by the pumping activity and are not taken into account for the model calibration procedure. The reliability of the PzC dataset to describe the carbonate portion of the aquifer is confirmed by the comparison of the observations with similar monitoring wells placed in other portions of the claim area (Fig. 4) .
Numerical methods and processing
The 2D finite element numerical model was implemented using the FEFLOW code (Trefry and Muffels 2007) , which applied the finite element approach to the calculation of the flow, mass and heat transport simulations. The numerical model was calibrated via inverse modelling through FePEST (graphical user interface of the PEST code; Doherty 2010).
PEST performs the parameter estimation, minimising the discrepancies between simulated and measured data expressed as objective function. The objective function (Ф) represents the sum of squared-weighted residuals, expressed by the following relationship:
where w i is the weight of the ith observation, c i is the ith observation, c 0 i is the simulated value corresponding to c i , r i is the residual value, m is the number of observations. Calibration over the hydraulic conductivity zones was preliminarily performed under steady-state conditions, using the mean hydraulic head values for the PzC and PzV observation points. The mean zenithal recharge value was applied as Neumann BC. The parameter ranges for the zones defined by pumping tests were set as ± one order of magnitude of the initial value of hydraulic conductivity. A wider range defined by reliable parameter values was associated to the other zones. The steady-state calibration results were used to perform the transient calibration, applying the same bounds of calibration for the hydraulic conductivity and adding the storage as a parameter to be estimated. The model was calibrated according to 24 mean monthly hydraulic head values measured in PzC and PzV during 2003.
Along with the calibration process, sensitivity analysis was performed. Ranking the parameters according to their sensitivity, simpler versions of the model were calibrated selecting different numbers of parameters with higher sensitivities. After the calibration, the models were validated over the 2000-2014 interval, according to about 360 hydraulic head observations. Residuals, observation sensitivities and information criteria were calculated for each calibration run. Comparison among the different results allowed the ranking of versions of the model drawing more information based on the available data, without overfitting the observations, in accordance with the principle of parsimony.
This principle attests that as the number of parameters increases in a model, the calibration improves, but not the model reliability because the model starts to reproduce not only the behaviour of the physical system, but also the noise associated with the data. Therefore, there should be a balance between the quantity of data and the number of parameters that can be calibrated, as expressed by the information criteria.
In a first version of the model, the deep inflow was set according to the preliminary conceptual model described in Viaroli et al. (2018) . Another eight versions of the model with different bottom inflow were implemented and calibrated following the same procedure, in order to define the sensitivity of the deep inflow and to define a possible range for this fundamental unknown.
The bottom recharge was kept constant along the simulation period, since it was assumed that time variability of deep circuits is negligible with respect to the direct infiltration. The direct infiltration was applied on a monthly basis according to the budget time series. Therefore, the conceptual model tested was that the wavelength, frequency and trend of hydraulic head oscillations are only a function of the volcanic aquifer, which is directly affected by the zenithal recharge, while the absolute average head value (m a.s.l.) is given by the combination of the direct infiltration and the deep inflow through the carbonate basement.
Highly parametrised methods associated with Null-Space Monte Carlo (NSMC) analysis applied to the groundwater modelling (Tonkin and Doherty 2009; Herckenrath et al. 2011; Anderson et al. 2015; Alberti et al. 2018 ) could provide better insights about the uncertainty associated with the model predictions, enabling the model to fit the observed data with a stochastic distribution of parameters. Nevertheless, given the limited extension of the 2D model domain, its simplified and relatively known geometry, and its vertical dimension, the classical manual regularisation of parameters was performed through hydraulic conductivity zones definition. Without mathematical regularisation used in the highly parametrised approach, NSMC is not applicable.
Model complexity definition using information criteria
Hydrologic environments are complex systems that can be described by numerical simulators, but with difficulty. Multiple interpretations and mathematical descriptions can exist for the same context, regardless of the quantity and quality of available data. Different hydrogeological models can focus on different aspects of a system, isolating or neglecting the aspects which are not relevant to the aim of the numerical model. If the illusion of the Bperfect simulator^is nevertheless pursued, models can suffer the nonuniqueness of the numerical solution. The best way to control this limit is to apply the mathematical regularisation to the spatial distribution of the parameters, entering the domain of the highly parametrised approach. In cases where the geology is well defined and the model structure is kept relatively simple, a parsimonious model can be built in an attempt to provide good model performances with as few calibrated parameters as possible (Engelhardt et al. 2014 ). There are different approaches to define the better compromise between a good model performance and a limited number of calibrated parameters (Massmann et al. 2006; Hill and Tiedeman 2007; Engelhardt et al. 2014) . One of these approaches is based on the definition of the information criteria such as Akaike information criterion (AIC; Akaike 1973), the Bayesian information criterion (BIC; Schwarz 1978) and Kashyap's information criterion (KIC; Kashyap 1982) . These criteria discriminate between models based on how closely they reproduce hydrologic observations (favouring models that reproduce observed behaviour most closely) and how many parameters they contain (penalising models that contain too many; Ye et al. 2010) . The criteria applied herein are reported in the following.
Akaike's information criterion (AIC) The AIC selects a parsimonious model which considers the smallest number of parameters needed to provide an adequate approximation of the measured data. In the case of normally distributed residuals (obtained by parameter estimation through PEST in this work), AIC is defined as follows (Ye et al. 2008; Engelhardt et al. 2014) :
where p equals the number of calibrated parameters of the model plus one (p = K + 1, where K corresponds to the number of parameters), n the number of observations, Q the weight matrix, andσ 2 represents an estimation of the variance of weighted residuals, which is given by:
where ε corresponds to the residuals (observed minus calculated values) and q is the weight of the jth observation, which is herein set equal to 1 for all observations.
Bayesian information criterion (BIC)
The BIC provides a further comparison between models with a different number of calibrated parameters, in particular where the AIC suggests the use of a greater number of parameters than required (Hill and Tiedeman 2007) . The BIC is calculated by PEST according to the equation (Doherty 2012) :
where the terms used are the same as described for the AIC.
Kashyap's information criterion (KIC) The KIC, unlike previous indexes, considers the sensitivity of the parameters, in light of their initial values. This ability is given by the presence of the Jacobian matrix within the equation. KIC weighs and classifies alternative models with respect to the predictive performance of the models through cross-validation of the dataset of initial hydraulic parameters (Ye et al. 2008 ). The KIC index was derived from Kashyap (1982) and in PEST it is calculated as follows (Doherty 2012) :
where J is the Jacobian matrix, Q the weight matrix and J t QJ the normal matrix. The other terms are the same as in the previous criteria.
Model performance evaluation
The performance assessment is based on different residual statistics and is considered satisfactory when observations and simulated values are in good agreement. The evaluation of the 2D model was performed according to five statistical indices described in the literature:
& The root mean square error (RMSE) provides a quantitative measure of the model error expressed in the units of the variable. When it is equal to 0, it indicates a perfect correspondence between observed and simulated values; the increase in RMSE values indicates an increasingly poor correspondence.
where n corresponds to the number of the observations, P i the ith simulated value and O i the ith observed value. & The Nash-Sutcliffe Model Efficiency (NSE; Nash and Sutcliffe 1970) considers the ratio of the model error to the variability of the data. Nash-Sutcliffe efficiencies can range between −∞ and 1. Values between 0 and 1 are generally viewed as acceptable levels of performance, whereas values less than 0 indicate unacceptable performance. An efficiency of 1 corresponds to a perfect match between model and observations, whereas a value close to zero indicates that the model predicts individual observations no better than the average of the observations. Nevertheless, NSE values higher than 0.65 denote an excellent match (Adamowski and Chan 2011; Golmohammadi et al. 2014; Matiatos et al. 2014) .
where n corresponds to the number of the observations, P i the ith simulated value and O i the ith observed value. O corresponds to the mean observed data. 
where n corresponds to the number of the observations, P i the ith simulated value and O i the ith observed value. O corresponds to the mean observed data and P corresponds to the mean simulated value. & The RMSE-observations standard deviation ratio (RSR) corresponds to the ratio of the RMSE and standard deviation of measured data. RSR varies from the optimal value of 0, to a large positive value. The lower RSR depends on good model simulation performance and therefore on low RMSE value. The ratio is expressed as follows:
where n corresponds to the number of the observations, P i the ith simulated value and O i the ith observed value. O corresponds to the mean observed data. & When the average of residuals is far from zero, the residuals present a bias. The bias can be normalised (NBI) to quantify the relative departure from simulated and observed values:
where P corresponds to the mean simulated value and O corresponds to the mean observed data.
The aforementioned statistical descriptors of the residuals were calculated for all the different versions of the model (nine model scenarios with different deep inflow rates). The comparison of the results allowed the definition of a range of more reliable results in the deep inflow estimation.
Post-calibration matrices
At the end of the elaborations on the validation model, PEST provides three matrices: the post-calibration parameter covariance matrix, the parameter correlation coefficient matrix, and the matrix of eigenvectors of the parameter covariance matrix (the latter two matrices being derived from the first).
The post-calibration covariance matrix is calculated using equation:
wherep is the estimated parameter, and p the real parameter . The uncertainties calculated in this way take no account of the manual regularisation that is normally required to formulate a well-posed inverse problem. The covariance matrix is always a square symmetric matrix with as many rows (and columns) as the adjustable parameters. The variances and covariances reported in the covariance matrix are valid only if the linearity assumption upon which their calculation is based is valid. The diagonal elements of the covariance matrix are the post-calibration variances of adjustable parameters. The off-diagonal elements of the covariance matrix represent the covariances between parameter pairs.
The correlation coefficient matrix is calculated from the post-calibration covariance matrix using equation:
where σ ij is the covariance between x i and x j components of the random vector x (Doherty 2015). The diagonal elements of the correlation coefficient matrix are always unity; offdiagonal elements are always between 1.0 and − 1.0. The closer that an off-diagonal element is to 1.0 or − 1.0, the more highly correlated the parameters corresponding to the row and column numbers of that element. As is pointed out by , while the information contained in the correlation coefficient matrix has the potential to inform whether the inverse problem is currently ill-posed (or is approaching this condition), and whether excessive parameter correlation is responsible for this condition, in practice, values calculated for elements of this matrix can often be deleteriously affected by the very ill-posedness that they seek to expose.
The eigenvalues and eigenvectors of the post-calibration covariance matrix are a far more reliable source of information in this regard.
The eigenvector matrix is composed of as many columns as there are adjustable parameters, each column containing a normalised eigenvector of the post-calibration covariance matrix. Because a covariance matrix is positive-definite, these eigenvectors are real and orthogonal; they represent the directions of the axes of the postcalibration probability Bellipsoid^in the m-dimensional space occupied by the m-adjustable parameters. The square root of each eigenvalue is the length of the corresponding semi axis of the post-calibration probability ellipsoid in mdimensional adjustable parameter space. If the ratio of a particular eigenvalue to the lowest eigenvalue of the postcalibration covariance matrix is particularly large, then the respective eigenvector defines a direction of relative insensitivity in parameter space. The eigenvector pertaining to the highest eigenvalue is particularly worthy of attention in many parameter estimation problems, for this defines the direction of maximum insensitivity, and is hence of greatest elongation of the postcalibration probability ellipsoid in adjustable parameter space. The ratio (called condition number; Carrera and Neuman 1986a) of the highest to lowest eigenvalue of the postcalibration covariance matrix is of particular importance. If it is too high, then inversion of this matrix becomes numerically difficult (leading to a spurious inverse matrix), or even impossible. In the parameter estimation context, this is an outcome of the fact that solution of the inverse problem approaches nonuniqueness as elongation of the postcalibration parameter probability ellipsoid increases to infinity.
Model building
Model mesh and properties
The 2D model focuses on a small but significant section located west of the Ferrarelle S.p.A. mineral bottling plant where it is possible to understand the dynamics, which regulates the aquifer of the Riardo Plain that sources the mineral water. The model section is located in the unique area (Fig. 1) where it is possible to separately distinguish and monitor the volcanic and carbonate aquifer. The carbonate aquifer, covered by the volcanic units, is elsewhere too deep to be exploited or monitored. Furthermore, moving westward, where the carbonate basement upraises due to the tectonic settings, the aquifer dynamics depend on the mixing of the two aquifer layers (Fig. 2) .
The model mesh is defined by 4,990 square elements (10 m × 10 m). The vertical slice is around 1,500 m length and 300 m deep (from around 140 m a.sl. to around −160 m a.s.l.), according to the PzC stratigraphic log. The top of the slice was set as horizontal since no significant variations in the ground elevation are present along the section, if compared to its total thickness.
The local geological setting of the modelled area was defined using borehole stratigraphic data provided by Ferrarelle S.p.A. In the eastern section of the model, the limestone basement was detected at an elevation of around 30 m a.s.l., directly covered by volcanic deposits. Moving westward the basement is progressively deepened by extensive tectonic activity. In fact, it was detected at an elevation of around −110 m a.s.l. in the western portion of the model, covered by around 20 m of clay deposits and by 240 m of volcanic deposits (Fig. 5) .
The model was divided into 11 zones approximately defined according to the described geological framework (unpublished data; zone^reproducing fault areas and is located at the edge of the basement steps and are expected to present a higher hydraulic conductivity & BC zone corresponds to the eastern column of the model and does not have a physical meaning as it was only used to allow the positioning of the Dirichlet boundary condition at a short distance, even if the real outflow of the system is much farther, maintaining the small dimensions of the model domain; its role can be considered similar to the conductance defined in the General Head Boundary condition in MODFLOW
The hydraulic conductivity and the specific storage of the 11 zones were estimated by the interpretation of borehole stratigraphic data or, if available, by interpretation of step drawdown tests and aquifer pumping tests. The elaborated pumping tests were conducted on wells tapping the limestone units (Carb zone) and the upper pyroclastic unit (Pt zone) aquifer. No pumping tests are available on the basal volcanoclastic unit (Pi zone) but the same initial values were assigned according to the similarities with the Pt zone. The initial values of the hydraulic parameters are reported in Table 1 .
Boundary conditions
Input
The direct recharge of the volcanic aquifer was calculated by Viaroli et al. (2018) elaborating the daily thermo-pluviometric data from eight meteorological stations (Regione Campania, unpublished data, 2015; Ferrarelle S.p.A., unpublished data, 2015) during the 2000-2014 period. Two meteorological stations are placed within the Riardo Plain hydrogeological basin, in correspondence of the Roccamonfina Town and the Ferrarelle S.p.A. mineral water bottling plant (Fig. 1) . The other six stations (Cellole, Grazzanise, Pontelatone, Presenzano, Rocca d'Evandro and Sessa Aurunca) are placed around the study basin and cover an area of approximately 900 km 2 . The rainfall data show a wide variability during the study period, with mean annual values ranging between 580 mm in 2000 and 1,600 mm in 2009. The monthly actual evapotranspiration, the water surplus and the water deficit calculated by the Thornthwaite's method (Thornthwaite and Mather 1955) , highlight similar climatic trends in all weather stations. The mean recharge period was generally identified from November to April. Considering the existing correlation of the weather variables with the ground elevation, cokriging was applied to spatialize the data over the studied basin using GIS.
The effective infiltration, corresponding to the evaluable recharge, was calculated as percentage of the water surplus, taking into account both the permeability of the hydrogeological complexes outcropping in the basin and the slope of the ground surface. In the study area, the effective infiltration was estimated at 55% of the water surplus, according to Viaroli et al. (2018) .
The contribution of the irrigation return flow was not considered in this model, since approximately 70% of the irrigated areas corresponds to fruit trees and irrigation losses are eliminated using drip irrigation techniques (Maréchal et al. 2006) . A mean recharge value was applied to the nodes of the first row of the model as Neumann boundary condition (Fluid flux BC) during the steady-state simulation (Fig. 6) . The time scheme of the transient simulation included a daily discretisation. The recharge, calculated at monthly scale, was applied to each day as the monthly value divided by the number of the days of the pertinent month.
The recharge of the carbonate aquifer, still difficult to evaluate, is likely to up-flow from the deep reservoir, according to the hydrogeological conceptual model (Viaroli et al. 2018) under numerical validation in this work. The bottom recharge was applied as a constant value using the Neumann boundary condition applied to the nodes of the lower nodes of the mesh, falling within the carb zone (Fig. 6 ). Different inflow rates are then tested in another eight model scenarios, with an increasing/decreasing percentage of the original tested inflow. The reliability and efficiency of the simulated deep inflow rate and its constancy during the simulated period are evaluated using statistical indexes.
Output
A Dirichlet boundary condition of 109 m a.s.l. was applied to the eastern boundary column of the model, according to the lower hydraulic head value measured in PzV and PzC (Figs. 3 and 4) . No inflow is allowed from the applied boundary condition through the addition of a constrain.
Most of the groundwater withdrawals in the study area are for irrigation purposes. No detailed information about the quantification and the time interval of the agricultural withdrawals is available because the majority of irrigation was carried out using private wells without any official information. The agricultural withdrawals were evaluated in the 2000-2014 period according to local climatic conditions elaborated at monthly scale by Thorntwaithe's method and the land use information (Viaroli et al. 2018) . The presence of water deficit was detected every year in July and August; it implies the absence of available water in the soil, and the evapotranspiration exceeding the rainfall amount. Thus, the plantations are likely to be irrigated to avoid the plant exsiccation. The groundwater required for the plant growth was set equal to the water deficit. This method allows only an estimation of the agricultural withdrawals due to the absence of an In the 2D model, the effect of the agricultural withdrawals was recreated using the well boundary condition (well BC) uniformly scattered on the portion of the volcanic aquifer exploited by most of the agricultural wells. The estimated monthly withdrawal, calculated as the water deficit over the model area, was divided and applied on the 1,056 nodes of the Pt zone (Fig. 6) .
Even if the calculated water deficit occurred in July and August, the irrigation period usually occurs from June to September according to the regional directive of groundwater use. The assumed agricultural requirements were then spread over a wider period.
Modelling process results
The results of the articulated modelling workflow are herein described. In order to clarify the steps that were followed, two flowcharts are included in the paragraph. In the first phase (Fig. 7) , the steady-state model was calibrated over the hydraulic conductivity, according to the average hydraulic head value for each monitoring point (MOD0). The Neumann boundary conditions were applied as average values and the irrigation withdrawals (well BC) neglected.
The bottom recharge was applied according to the conceptual model proposed in Viaroli et al. (2018) , i.e. -0.0004 m/d, which corresponds to around 480 L/s. The calibrated hydraulic conductivities approached the order of magnitude determined by the pumping tests, used as prior information.
The steady-state model was then turned into a transient model, considering data collected during 2003 (MOD1). The inflow through the carbonate basement was kept at the same constant rate as the previous phase. The direct recharge was varied in time introducing the monthly average time series. The reconstructed irrigation withdrawal time series (well BC) was also applied to the model. Before calibrating the transient model, the sensitivity of the 22 parameters was calculated though PEST. Ranking the parameters according to their sensitivity, seven versions of the model were set up and characterised by an increasing number of adjustable parameters (Fig. 8 ).
The MOD1 model was calibrated over the hydraulic head measured in the PzC and PzV wells during 2003; calibration was performed seven times considering the increasing number of parameters. Each calibrated version of the MOD1 was then validated over the complete dataset of hydraulic head measurements collected between 2000 and 2014, in order to control the goodness of the simulation. The values of Ф and the information criteria (AIC, BIC and KIC) were compared to identify the model version containing the most information with respect to the number of calibrated parameters (Fig. 9) .
According to the results shown in Fig. 9 , it is possible to choose the more efficient version based on the lower Ф value and the lower information criteria values in the model calibrated with the full number of adjustable parameters (22) . The values of the calibrated parameters are shown in Table 2 .
The selected version of the model was run to simulate the 2000-2014 interval (around 5,000 days). The simulated and measured data are shown in Fig. 10 . The model is able to reproduce the general trend of the aquifer, which superimposes the annual oscillation of both the volcanic and carbonate portion of the aquifer, confirming the reliability of the conceptual model, which is the main objective of the research. Minor errors could be identified, related to the discretisation of the boundary conditions. The minimum annual head values, for example, occur during the summer and sometimes they are overestimated by the model simulation. This discrepancy is probably related to the estimation of the agricultural withdrawals only based on climatic data as described in section 'Output'. Exceeding groundwater extraction could not be, therefore, evaluated a priori due to the absence of official withdrawal rates. The correspondence of the peaks is sometimes not exact due to the nonuniform distribution of the groundwater extraction rate during the irrigation period different to the applied Well BC time series. The over estimation of the Fig. 6 Hydraulic head observation points and the boundary condition applied to the model minimum head data could imply a following overestimation on the next recharge period. Well BC could also be manually calibrated in order to fit the measured data, but the agricultural withdrawals estimation was maintained as described in the text because it is an objective and replicable method.
The residuals (calculated as the difference between the simulated and measured hydraulic head levels) were used to elaborate the statistical indexes described in the model performance evaluation paragraph. The six statistical indexes were not only calculated on the entire dataset (540 mean monthly hydraulic head measurements) of each model but also distinguishing the PzV and PzC data ( Table 3) .
The statistics of the results reported in Table 3 show a good model performance (NSE = 0.6), correlation (R = 0.77) and a small root mean square error (RMSE = 0.51). In addition, the model in 14 years of simulation does not show any bias (NBĨ 0). Focusing on the statistics of each monitoring well, the results are comparable confirming a good simulation of both the volcanic and the carbonate hydraulic head values.
According to the reliability of the statistical results, the groundwater budget has been calculated on the MOD1 version during the validation period 2000-2014. It is possible to calculate the volume of cumulated inflow or outflow from each boundary condition applied to the model (Table 4) by using the FEFLOW software.
Groundwater inflows and outflows are in balance. The differences in storage are minimal according to the long-term simulation. The term of simulated recharge via Neumann BC corresponds both to the portion of water infiltrated by zenithal recharge and to the deep inflow contribution. By means of a zonal budget calculation, it is possible to distinguish the quantity of water that can be attributed to each of the two recharges (Table 4) .
The zonal budget results highlight the amount of deep inflow, which corresponds to around 38% of the total recharge.
The second phase of the process (Fig. 11) , considered another eight model scenarios where the deep inflow was changed between 0 (no flux) and -0.004 m/d (one order of magnitude higher than the MOD1; the negative sign conventionally indicates inflow in FEFLOW), in order to analyse the model response. The detail of the deep inflow applied to each model scenario is reported in Table 5 . The calibration procedure in each case is the same as described for MOD1.
The most efficient model version was identified according to the Ф and information criteria of models calibrated with an increasing number of adjustable parameters. The best model version of each model scenario was used to calculate the statistics of the residuals over the complete monitoring series (Table 6 ).
The groundwater budget was calculated for all MOD versions during the validation period 2000-2014. The volume of the total cumulated inflow and the zonal budget was calculated in order to define the contribution of the deep inflow to the recharge of the different model scenarios (Table 7) . 
Discussion
The double recharge of the Riardo Plain aquifer, hypothesised according to the groundwater budget calculations (Viaroli et al. 2018) , was tested using a 2D model in an attempt to constrain the possible ranges of inflows in the studied system. The contribution of an external deep inflow through the carbonate basement was preliminarily assumed equal to the calculated groundwater deficit (around 40% of the zenithal recharge). The Neumann BC, applied to the first model scenario (MOD1), simulated the deep contribution suggested in the conceptual model. The results of the MOD1 calibration and validation are coherent with the proposed conceptual model, based on a long-term groundwater budget calculation. Besides the quantitative results of the budget, another aspect was inspected. The tested hypothesis was that the wavelength and frequency of head oscillations are only a function of the volcanic aquifer behaviour (which includes infiltration and withdrawals), excluding any presence of a detectable modulation (or trend) provided by the deep inflow. At the same time, it was assumed that the absolute average head value (m a.s.l.) was given by the combination of the two inflows. The statistics on the residuals highlighted a small mean error and a good efficiency index, both for the volcanic and the carbonate portion of the aquifer (Table 3) . The a priori assignation of the deep inflow value can give rise to uncertainty due to the lack of an experimental measurement or to the intrinsic uncertainties related to the methods of the estimation of the groundwater budget terms. In the last phase of this work, eight additional model scenarios with different deep inflow rates were calibrated and validated (Table 5) . Values of the inflow rates were assigned on the basis of the conceptual model, considering the reliable ranges in agreement with the water budget. The zenithal recharge time series was kept the same in all model versions.
The calibrations of the eight model scenarios reached acceptable results in term of residuals, but in some cases the values of the estimated parameters deviated from the reliable ranges. The MOD2 version, for example, reproduces a model scenario where the recharge contribution derives only from the direct infiltration. This example was introduced simply as an extreme scenario, which has no relationship with the hydrogeological and geochemical data available in the literature (Capelli et al. 1999; Cuoco et al. 2010) ; therefore, the MOD2 version was neglected despite the acceptable numerical results. On the opposite extreme, the MOD9 version is characterised by the highest simulated deep inflow (Table 5 ). The high amount of recharge forced the calibration to move the hydraulic parameters to reach their upper bounds imposed by the assigned ranges. This undesirable condition also reflects the scarce efficiency of the simulation (NSE = 0.15; Table 6 ).
The other model scenarios were characterised by a progressive increase of deep inflow; the statistical results are shown in Fig. 12 . The MOD3, MOD4 and MOD5 versions showed an increase of model efficiency up to 0.68 and a decreasing RMSE to 0.45. The MOD6-9 version presents a progressive increase of deep inflow and is characterised by the increase of the model error and a quick decrease in model efficiency. According to the results reported in Fig. 12 , it is possible to define the most efficient model scenario (MOD5) corresponding to a deep inflow of around 34% of the total recharge (direct infiltration + deep inflow). The MOD4 and MOD1 versions could also be considered acceptable model scenarios with a percentage of deep inflow ranging between 30 and 38%.
The post-calibration covariance matrix (recorded when manual regularisation is applied) reports variances and covariances of parameter error (given by the difference between estimated and expected value of parameters). The aim is to obtain variances and covariances as small as possible, reducing uncertainty with respect to the precalibration parameter uncertainty.
Results of MOD5 (calibrated according to 16 adjustable parameters) are reported in the electronic supplemental material (ESM). In general, the covariance matrix values are quite low, even if a few parameters are affected by a high covariance, and the specific storage of the BLT_dx zone (S -blt_dx in the ESM) presents an extremely high variance. This probably means that the calibration dataset contains a low amount of information able to reduce the uncertainty of that parameter.
The correlation matrix shows a wide range of positive and negative correlation values between the parameters involved in the calibration. Sometimes the values are close to the autocorrelation (Hill and Tiedeman 2007) ; therefore, a deep analysis of the eigenvectors and the eigenvalues (all tables in ESM) is necessary as suggested by . The direct recharge and the deep inflow were quantified as portions of the total recharge using the zonal budget tool. BC boundary condition. , which turns out to be lower than 5 × 10 7 , allowing one to say that the numerical integrity of the inversion process is sufficiently good according to . Refinement of the manual regularisation strategy could have lowered the ratio value, but the present configuration seemed to represent an acceptable compromise.
All MOD versions reveal a similar information content regarding the deep groundwater inflow. The absence of a significant bias of the simulated data over 15 years confirms the constant or quasi-constant rate of the inflow as already supposed in the hydrogeological conceptual model. Limited changes in inflow rates cannot nevertheless be excluded, nor possible changes over a much longer period with respect to the simulated one.
The most likely deep inflow rate, as suggested by the presented modelling process, is 34% ± 4% of the total recharge. This qualitative range, applied to the quantitative groundwater budget calculations of the Riardo Plain aquifer reported in Viaroli et al. (2018) , reveals an estimated inflow of around 415 L/s ± 50 L/s. This amount is in agreement with the hypothesis based only on the analytical groundwater budget calculations. The output variability revealed by the different model scenarios seems to be close to the order of magnitude of the intrinsic and ineliminable errors of the groundwater budget.
Test of different conceptual models
Conclusions
The knowledge of the dynamics of an aquifer could be increased using numerical models. This feature is extremely useful when vertical or lateral groundwater exchanges occur without the possibility of direct in-field measurements. The presence of external groundwater exchanges could sometimes be supposed only by means of the results of groundwater budget calculations, like in the Riardo Plain aquifer. Geochemical and isotopic data, in fact, are often not able to provide a unique hypothesis on the groundwater circulation in such complex systems. Different conceptual models must be supported by the most widespread number of analyses (hydrogeological, geochemical, etc.) and then tested via numerical simulations. The implementation of a 3D numerical model at catchment scale could be a significant support for stakeholders and decision makers dealing with aqueducts, mineral water bottling activities and irrigation consortia for sustainable groundwater management. The presence of an additional source of recharge is surely a precious resource, but unfortunately it increases the uncertainties of any model attempt due to the absence of reliable information on the spatial distribution and inflow rate. For this reason, before creating the regional 3D model, the implementation of the small 2D model supported by a well-known geology and long-term hydraulic head observations, was the first step of the modelling process aimed at providing constraints for the next 3D model phase.
A 2D numerical model of the mixing area in the Riardo Plain was implemented in this study firstly to validate the conceptual model based on the result of the groundwater budget calculation. The simplified 2D model structure allowed the limitation of the unknowns affecting the simulated system, focusing only on the quantification of the inflow percentage through the carbonate basement. Seven versions of the model with an increasing number of adjustable parameters, ranked according to their sensitivities, were calibrated on the hydraulic head observations recorded in 2003 and were then validated over 15 years of monitoring. The comparison of the seven calibrated versions allowed one to identify the more efficient model version using the information criteria in order to further reduce the ranges of results. Once the conceptual model was validated, another eight model scenarios were implemented testing different inflow rates, using the same procedure previously described. The statistical results of the most efficient version of each model scenario allowed one to define a reliable range of inflow rate as 34% ± 4% of the total recharge, if the presently available conceptual model is considered valid. This qualitative range, if applied to the quantitative groundwater budget calculations of the Riardo Plain aquifer, reveals an estimated inflow of around 415 L/s ± 50 L/s.
The percentages of inflow tested through this method will be used as starting conditions in the following 3D modelling at catchment scale, reducing the prior uncertainties of the hydrogeological system and limiting the possible solutions compared to a priori inflow value. The described procedure could easily be applied to similar hydrogeological contexts, helping the step by step understanding of the dynamics of complex aquifers in order to produce more reliable 3D numerical models.
