Abstract. When creating benchmarks for SAT solvers, we need SAT instances that are easy to build but hard to solve. A recent development in the search for such methods has led to the Balanced SAT algorithm, which can create k-SAT instances with m clauses of high difficulty, for arbitrary k and m. In this paper we introduce the No-Triangle SAT algorithm, a SAT instance generator based on the cluster coefficient graph statistic. We empirically compare the two algorithms by fixing the arity and the number of variables, but varying the number of clauses. The hardest instances that we find are produced by No-Triangle SAT. Furthermore, difficult instances from No-Triangle SAT have a different number of clauses than difficult instances from Balanced SAT, potentially allowing a combination of the two methods to find hard SAT instances for a larger array of parameters.
Introduction
The Boolean Satisfiability Problem, commonly called SAT, is the problem of assigning values to a set of variables while satisfying a set of disjunctive clauses, each consisting of literals representing either a variable or its negation. Stateof-the-art SAT solvers are commonly tested on benchmarks of various sizes and complexities. Creating these benchmarks requires the construction of many instances that present a challenge to the solvers. Ideally this challenge should not come exclusively from a prohibitively high total number of literals. Indeed, at least some instances of moderate and even small sizes should be considered hard to solve. For this reason, and more generally to help advance the understanding of instance complexity in constraint problems, it is important to have a way to create at will difficult instances of any size.
In major SAT competitions [6] , the smallest instances that cannot be solved within the time limit are obtained by hiding cardinality constraints. They offer a great deal of difficulty to solvers when presented for the first time, but are usually exploitable by a particular trick when identified. As an illustration, the sgen6 algorithm is able to generate instances with less than a thousand literals that no solver can solve in less than 10 minutes [12] , but these instances can be reduced to a simple matching problem [8] .
A more general drawback of this kind of generators is that they are not easily parameterizable. Because of their rigid structure, fixing one parameter (such as the number of variables) constrains the other parameters (such as the arity or the number of clauses) to very specific values. The sgen6 algorithm, for example, outputs instances with clauses of different arity, including clauses with only two literals, and with a fairly low number of clauses compared to the number of variables (about twice as many).
To address these issues, a new method of generating difficult instances has been proposed, called Balanced SAT [11] . The main idea of Balanced SAT is to balance the number of occurrences of each literal, as well as minimizing the number of variable pairs that appear in different clauses. Instances created by Balanced SAT are not as difficult to solve as the hardest crafted instances, but because of their random nature they are not as easily exploitable. Furthermore, Balanced SAT can generate instances of any arity, any number of variables and any number of clauses.
Constraint problems exhibit a phase transition phenomenon, in which instances under a given constrainedness threshold are increasingly likely to be satisfiable as the size increases, while instances with greater constrainedness are increasingly likely to be unsatisfiable [2] . Empirically, instances close to this threshold are found to be extremely hard, while under-and over-constrained instances are found to be much easier.
For SAT instances with exactly 3 literals in each clause, the threshold is conjectured to be approximately m = 4.267n [9] , where n is the number of variables and m is the number of clauses. For completely random instances this ratio is where the hard instances are. The peak of difficulty for instances built by generators of hard instances is distinctly lower. As mentioned above, the ratio for sgen6 instances is about 2, while for Balanced SAT it is approximately 3.6 [11] . These low figures might possibly be explained by the fact that instance generators of this kind try to force solvers to look at a large number of possible variable assignments, and adding more clauses decreases the number of paths to explore. In any case, we are not aware of any existing generator of difficult instances with an observed peak in the over-constrained region of random instances.
Our main contribution in this paper is a new algorithm for generating SAT instances, called No-Triangle SAT. Like Balanced SAT, No-Triangle SAT can generate instances of any arity, any number of variables and any number of clauses. It balances the number of occurrences of each literal, again like Balanced SAT, but in addition of only avoiding redundant variable pairs, it also minimizes the number of constraint triangles in the constraint graph associated to the instance. Constraint triangles, defined in Section 2.1, are related to the cluster coefficient measure of the constraint graph.
While several parts of our No-Triangle algorithm are directly inspired from Balanced SAT, we show in Section 3 that the behavior of instances obtained from these two generators is drastically different in two aspects. First, the peak of difficulty for No-Triangle SAT instances is taller than the one for Balanced SAT instances. Additionally, for a fixed arity and a fixed number of variables, difficult No-Triangle SAT instances appear at a much higher number of clauses than Balanced SAT instances. No-Triangle SAT thus constitutes a way to build highly constrained instances that are hard to solve.
In the next section we describe both the existing Balanced SAT generator and our novel No-Triangle SAT generator. We also define some graph notions that are integral to our algorithm. In Section 3 we present the core results of the paper, empirical studies for different instance sizes of the behavior of NoTriangle SAT instances compared to Balanced SAT as well as random instances. Finally we conclude in Section 4.
Generators

Preliminary notions
We begin by formally defining the Boolean Satisfiability Problem (SAT). A literal is positive if it corresponds to a variable, and negative if it corresponds to the negation of a variable. The polarity of a literal is its sign. A k-SAT instance is a SAT instance with exactly k literals in each clause. A solution for a (k-)SAT instance I is an assignment of boolean values to all n variables such that all m clauses of I are satisfied.
The problem of determining whether a given SAT instance admits a solution was the first to be shown NP-Complete [4] . Binary SAT instances are polynomial [10] but allowing even just 3 literals in each clause (3-SAT) is known to be NP-Complete [7] . Since its inception in Karp's 21 NP-Complete problems, 3-SAT has in fact been a popular problem to reduce from in NP-hardness proofs. Most of our paper is therefore focused on 3-SAT instances, however both the Balanced SAT algorithm and our own No-Triangle generator can be used to generate SAT instances of any arity.
The intuition behind our method is to minimize the amount of similarities between clauses. We present a few concepts to help structure this idea. We start by the notion of repeated pairs of variables, which is also used by Balanced SAT. Definition 2. Let I be a SAT instance. Let v and v be two variables of I. We say that v and v form a repeated pair if they occur together in at least two different clauses of I, regardless of the polarity of their literals.
To benefit from several Graph Theory properties, we view a SAT instance as a graph.
Definition 3. Let I be a SAT instance. The constraint graph of I is the graph G such that the vertices of G are the variables of I and the edges of G are the pairs of variables of I that occur together in a same clause, regardless of the polarity of their literals.
While a repeated pair of variables forms an edge in the constraint graph, not all constraint graph edges are repeated pairs.
Our No-Triangle SAT algorithm does not just study pairwise relations. It goes one step further and also looks at three-sided transitive structures. Note that it is possible for three variables to form a constraint triangle even if no single clause contains all three of them. The notion of constraint triangle is related to the cluster coefficient graph metric, one of the measures characterizing small-world networks [13] .
Balanced SAT
When k, n and m are the desired arity, number of variables and number of clauses respectively, the Balanced SAT algorithm [11] creates k×m n rows of variables, where each row contains every variable exactly once (except the last row if k × m is not a multiple of n). The variables are then sorted within each row by a greedy heuristic that picks the variable that minimizes the number of variable pairs in the current clause that are already edges in the constraint graph. Finally, the polarities are assigned randomly for the first occurrence of each variable, and alternatively for the remaining occurrences.
A pseudocode representation of Balanced SAT is given by Algorithm 1.
No-Triangle SAT
Considering only repeated pairs for discriminating between variables can still leave several potential candidates, and Balanced SAT has no choice but to pick one of them randomly. No-Triangle SAT introduces an additional tie-breaker: the number of constraint triangles formed by adding the variable considered to the current clause. This corresponds to Lines 6 and 10 in Algorithm 2. While seemingly only a minor alteration, we shall show in the next section that NoTriangle SAT instances behave very differently than Balanced SAT ones. When trying to generate hard instances, we avoid constraint triangles and encourage incomplete constraint triangles. This mirrors results in Constraint Satisfaction Problems, where it has been shown that the absence of patterns similar to incomplete constraint triangles fulfills the Joint-Winner Property and constitutes a tractable class, while merely forbidding complete constraint triangles still yields an NP-Complete complexity class [5] . 
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With probability 1 2 , change the first occurrence of vi in I to a negative literal; We empirically compared three different ways to generate 3-SAT instances with n variables and m clauses. The first is Random SAT, where every literal in each clause is randomly picked from the 2n possible choices, with no influence from previous picks, with the exception of not allowing the exact same clause twice. The second method is Balanced SAT, and the last one is our No-Triangle SAT. We tested the three algorithms on sizes n = 175, n = 200 and n = 225, with the results presented in Figure 1, 2 and 3 respectively. To capture the most interesting instances, the ones around the peak of difficulty, we varied the number of clauses from m = 3n to m = 5n, with a step of 10. The X axis represents the number of clauses, while the Y axis represents the number of decisions made by the solver. Each point in Figures 1 and 3 represents the average of 100 instances, while each point in Figure 2 represents the average of 25 instances. The solver we used was the 2018 SAT competition version of CaDiCaL [1] . The general behavior is the same for all three sizes: the peak of difficulty for No-Triangle SAT is taller than the one for Balanced SAT (with the exception of n = 175) and occurs at a much higher number of clauses. In fact, for instances with at least four times as many clauses as variables, No-Triangle SAT instances are for all three sizes one order of magnitude harder then Balanced SAT instances.
We suspect that as the number of variables increases, No-Triangle SAT performs better in comparison to Balanced SAT. Indeed, the maximum possible number of edges in a graph is quadratic in the number of vertices, but because the arity k of the instances is fixed, the number of actually occurring variable pairs is linear (equal to 3m for k = 3). Therefore it is easier to avoid repeated pairs for larger values of n, and the additional tie-breaker from No-Triangle SAT will be used more often. This would explain why in our experiments the peak of difficulty for No-Triangle SAT seems to grow faster as n increases than the one for Balanced SAT.
Of course, looking only at average results does not always give the full picture. Even when fixing both the number of variables and the number of clauses, hardness between instances can vary considerably. Near the peak of difficulty has been observed the presence of a few instances that are extremely hard for backtrack procedures, as well as many instances that are much easier. This phenomenon is called heavy-tailed behavior [3] . For this reason, it is important when comparing difficult instance generators to also consider the instances that diverge the most from the norm.
We give more detailed numbers in Table 1 1 . Of particular interest are the lines labelled "Easiest", which indicate the hardest instance obtained when only keeping the instance with the fewest number of decisions for each number of clauses. As an example, the easiest instance generated by No-Triangle SAT with parameters n = 200 and m = 850 required 2,161,557 decisions to be solved, and for every other number of clauses tested between 600 and 1,000 there was at least one instance with the same number of variables generated by No-Triangle SAT that was easier.
The behavior of the easiest instance at each number of clauses is very meaningful, because it is key to being able to reliably generate hard instances without having to solve them. We know for instance that Balanced SAT can generate instances with n = 225 and m = 775 that require more than 60 million decisions to solve. However, during the course of our experiments Balanced SAT also generated an instance with the same parameters that only required 148,000 decisions to solve. Similarly, while we can expect No-Triangle SAT to provide for n = 225 and m = 905 instances with an average difficulty of 34 million decisions, we also obtained an instance with these same parameters that required about 1.3 million decisions to solve. Using the algorithms to get a truly difficult instance with these values for n and m is possible, but it would require solving the instances generated to ensure that they are hard enough. And because of the heavy-tailed behavior, creating a large set of instances would not guarantee that even half of them fulfill the difficulty requirements. In contrast, the easiest instance for some fixed parameters gives a measure of guaranteed difficulty. When only keeping the easiest instance at each number of clauses, the difference between the two generators is stark. For n = 200 and n = 225, the hardest such No-Triangle SAT instance requires more than twice as many decisions as its Balanced SAT counterpart. In fact, the easiest No-Triangle SAT instance with parameters n = 225 and m = 935 is about as difficult to solve as the average instance with the same number of variables found at the peak of average difficulty for Balanced SAT. This shows the great usefulness of No-Triangle SAT when needing to quickly generate many hard instances for a given number of variables.
Conclusion
We have introduced No-Triangle SAT, an algorithm that can generate SAT instances with any arity, number of variables and/or number of clauses. Compared to existing generators with the same properties, like Balanced SAT, No-Triangle SAT can create instances that are harder, especially when asked to provide heavily constrained instances. Moreover, when fixing the number of variables No-Triangle SAT can build without needing to solve them instances with a high guaranteed difficulty.
We believe that future work on constraint triangles could help solver heuristics for instances with a large number of clauses. Since Balanced SAT still performs well for instances with fewer clauses, one could also imagine combining the two algorithms, using Balanced SAT for underconstrained instances and No-Triangle SAT for instances with more clauses. 
