Abstract. Let K N be the complete symmetric digraph on the positive integers. Answering a question of DeBiasio and McKenney [3], we construct a 2-colouring of the edges of K N in which every monochromatic path has density 0.
Introduction
Let K N be the complete graph on the positive integers and K N be the complete symmetric digraph on the positive integers. The upper density of a set A ⊆ N is d(A) = lim sup n→∞ |A ∩ {1, . . . , n}| n For a graph or digraph G with vertex set V (G) ⊆ N, we define the upper density of G to be that of V (G). Throughout this paper, by a k-colouring, we mean a k-edge-colouring. In a 2-colouring, we will assume that the colours are red and blue. Given a directed graph D and sets A, B ⊆ V (D), we write [A, B]-edges to mean all edges (x, y) ∈ E(D) with x ∈ A and y ∈ B.
For finite graphs, Gerencsér and Gyárfás [7] proved that in every 2-colouring of K n there is a monochromatic path on at least (2n + 1)/3 vertices; furthermore, this is best possible. Erdős and Galvin [5] proved an infinite analogue, showing that in every 2-colouring of K N there exists a monochromatic infinite path with upper density at least improved the lower bound, showing that, in every 2-colouring of K N , there exists a monochromatic infinite path with upper density at least 3 4 . For more colours, Rado [10] showed that, in every r-colouring of K N , there is a partition of the vertices into at most r disjoint paths of distinct colours 1 , which implies that there is a monochromatic path of upper density at least 1/r. Elekes, Soukup, Soukup and Szentmiklòssy [4] have recently extended Rado's result for two colours to the complete graph on ℵ 1 where ℵ 1 is the smallest uncountable cardinal. Shortly after, Soukup [13] extended this further to any finite number of colours and complete graphs of any infinite cardinality.
For directed graphs, the picture is a little different. In the finite case, Raynaud [11] showed that, in any 2-colouring of K n , there is a directed Hamiltonian cycle C with the following property: there are two vertices a and b such that the directed path from a to b along C is red and the directed path from b to a along C is blue. As a corollary, in any 2-colouring of K n , there is a monochromatic directed path on at least n/2 + 1 vertices; this is easily seen to be best possible by partitioning the vertices of K n into two sets A, B with ||A| − |B|| ≤ 1 and colouring the edge (x, y) red if x ∈ A and blue if x ∈ B. In this paper, we will be interested in the infinite directed case. In particular, we will be considering edge-colourings of K N and prove a variety of results relating to the upper density of paths in K N .
Let P = v 1 v 2 ... be a path in K N . We say that P is a directed path if every edge in P is oriented in the same direction. By the length of a path, we mean the number of edges in the path. DeBiasio and McKenney [3] recently proved the following result. Theorem 1.1. For every ε > 0, there exists a 2-colouring of K N such that every monochromatic directed path has upper density less than ε.
DeBiasio and McKenney also asked the following natural question: does there exist a 2-colouring of K N in which every monochromatic directed path has upper density 0? In Section 2, we will give a positive answer to this question (taken from the manuscript [8] by the third author). We note that the same example was independently obtained by Jan Corsten [2] . Theorem 1.2. There exists a 2-colouring of K N such that every monochromatic directed path has upper density 0.
In light of this result, it is natural to ask under what conditions we can guarantee the existence of a monochromatic path of positive density. It is easy to see (from Ramsey's Theorem) that every r-colouring of K N contains a monochromatic directed path of infinite length. The third author observed in [8] that if one restricts the maximal length of directed paths in the first colour, then there must be monochromatic paths in the second colour with non-vanishing upper density. More generally, the authors proved the following sequence of results:
1 In fact, Rado proved that in any r-colouring of the edges of K N there is a partition of the vertices into at most r disjoint anti-directed paths of distinct colours. This implies the undirected version stated above.
• In the manuscript [8] , Guggiari shows that for any (r + 1)-edge-colouring of K N for which there are no directed paths of length ℓ i in colour i for any i ∈ [r], there is a monochromatic directed path in colour r + 1 with upper density at least i≤r 1 ℓi .
• Confirming and extending a conjecture by Guggiari, Bürger and Pitz showed in the manuscript [1] that under the same assumptions as above, the vertex set N can be covered by i≤r ℓ i pairwise disjoint monochromatic directed paths in colour r + 1.
In Section 3 of this paper, we will present a proof of the following statement, which nicely generalizes the results above. Write K for the complete symmetric digraph on a finite or (not-necessarily-countable) infinite number of vertices. In particular, for the countable directed complete digraph K N , we reobtain the result, now with a much shorter proof, that for any (r + 1)-edge-colouring of K N for which there are no monochromatic directed paths of length ℓ i in colour i for any i ∈ [r], the vertex set N can be covered by i≤r ℓ i pairwise disjoint monochromatic directed paths in colour r + 1.
It is not hard to see that this result is best possible: There are colourings of K N , which we will call cube colourings for their geometric structure, that witness optimality of the above result, see Theorem 3.6 below. For example, it is not hard to see that any blue monochromatic path in the colouring of Figure 1 has upper density at most 1 ℓi , must essentially be of the same cubic structure as the cube colouring, where the meaning of 'essentially' will be explained in Section 4.
2. An example where all monochromatic paths have density 0
Proof of Theorem 1.2. We colour the edges of K N in the following way. Let m, n ∈ N be distinct positive integers. Set t = min{s ∈ N : m ≡ n mod 2 s }. Exchanging m and n if necessary, we may assume that m ≡ x mod 2 t where x ∈ {0, . . . , 2 t−1 − 1} and n ≡ 2 t−1 + x mod 2 t . We colour (m, n) red and (n, m) blue. Let P be any monochromatic directed path. If P is a finite path, thend(P ) = 0. Therefore, we may assume that P is an infinite path. Without loss of generality, P is red.
Inductive Hypothesis. For any k ∈ N, there exists i ∈ {0, . . . , 2 k − 1} such that P is eventually contained within the set {n ∈ N :
Base Case. For i ∈ {0, 1}, let A i = {n ∈ N : n ≡ i mod 2}. The sets A 0 and A 1 partition the vertices of K N . Suppose P contains a vertex u ∈ A 1 . Then all of the vertices occurring after u in P must also be in A 1 because P is a red directed path and hence P is eventually contained within A 1 . If P does not contain a vertex from A 1 , then P must be completely contained within A 0 . Hence, for some i ∈ {0, 1}, we haved(P ) ≤d(
Inductive
Step. Fix k ≥ 2 and partition the vertices of K N into 2 k sets A 0 , . . . , A 2 k −1 based on their residue modulo 2 k (see Figure 2 ). By the inductive hypothesis, there exists i ∈ {0, . . . , 2 k−1 − 1} such that P is eventually contained within the set A i ∪ A 2 k−1 +i . By using the same argument as in the base case, we find that, if P contains a vertex in A 2 k−1 +i , then it is eventually contained within this set; otherwise, it is eventually contained within A i . Hence, there exists j ∈ {0, . . . , 2 k − 1} such that P is eventually contained within A j and sod(P ) ≤d(A j ) = 2 −k .
Figure 2. Diagram showing the edges between sets for k = 3.
The inductive hypothesis holds for every k ∈ N. Therefore, if P is any monochromatic directed path, we have that the upper density of P is at most 2 −k for every k ∈ N. Hence, P has upper density 0.
Partitioning complete symmetric digraphs
We will make use of the following well-known result. We give a proof both for completeness and since many references only handle the finite case.
Theorem 3.1 (Gallai [6] , Hasse [9] , Roy [11] , Vitaver [14] ). Let D be a (notnecessarily-countable) directed graph and let G be the underlying graph of D. If the longest path in D has length 0 ≤ k < ∞, then χ(G) ≤ k + 1.
Proof. Let D ′ be a maximal acyclic subgraph of D; that is, take a well ordering of the edges of D and add them one a time subject to the condition that a (finite) cycle is not created (or take the poset of acyclic subgraphs of D ordered by inclusion and choose a maximal element by Zorn's lemma). For each 0 ≤ i ≤ k, let
: the length of the longest path in D ′ starting at v is i}.
By the hypothesis,
We first claim that if (y, x) ∈ E(D ′ ) with x ∈ U i and y ∈ U j , then i < j. Let P be a path in D ′ of length i which starts at x. Since D ′ is acyclic, y ∈ V (P ) and thus yP is a path of length i + 1 in
, the addition of (x, y) to D ′ must create a cycle, which implies that there is a y − x-path in D ′ . By the previous claim, this implies that i < j. Together, these two claims imply that there is no edge from D with both endpoints in U i for any 0 ≤ i ≤ k and thus {U 0 , U 1 , . . . , U k } is a proper colouring of G.
Proof of Theorem 1.3. For r = 0, the result is trivial (note r i=1 ℓ i = 1 in this case). Let r ≥ 1 and suppose the result holds for r-colourings satisfying the required path length condition. Now consider an (r + 1)-colouring in which every path of colour 1 ≤ i ≤ r has length at most ℓ i − 1. Apply Theorem 3.1 to the digraph induced by the edges of colour r to get a partition {U 0 , . . . , U ℓr−1 } of V such that each U order (ℓ 1 , . . . , ℓ r ) ).
Definition 3.5 (Cube colouring). For a cube partition U of N, define the cube colouring c U on K N as follows: Consider an edge (m, n) ∈ E( K N ). If m, n ∈ U i1,...,ir , then colour both (m, n) and (n, m) with colour r + 1. If not, suppose that m ∈ U i1,...,ir and n ∈ U j1,...,jr . Let k = min{k ′ ∈ [r] : i k ′ = j k ′ } and i k < j k (say). Colour (m, n) with colour r + 1 and (n, m) with colour k.
See Figure 1 in the introduction for the case with three colours and ℓ 1 = 2 and ℓ 2 = 3. First, consider a monochromatic forward directed path P = v 0 . . . v m in some colour i ∈ [r]. Then (f i (v 0 ), . . . , f i (v m )) is a strictly decreasing sequence in {0, . . . , ℓ i − 1} and thus P has length smaller than ℓ i . The proof for backward directed case is analogous.
Second, consider a monochromatic forward directed path P with colour r + 1. If P is finite, then it has upper density 0 so we may assume that P is infinite,
. is an increasing sequence of indices with respect to the lexicographic order on the cube i∈[r] {0, . . . , ℓ i − 1}. Hence the vertices of P are eventually contained in some partition class of U. On the other hand, each partition class in U has upper density exactly i∈[r] 1 ℓi completing the proof. The proof for the backward directed monochromatic paths of colour r +1 is analogue.
Cube-like structures and stability theorem
The main result of this section, our stability result, says that any optimal colouring c : E( K N ) → [r + 1] for which there is no directed path of length ℓ i in colour i for any i ∈ [r] and every directed path in colour r + 1 has upper density at most i∈[r] 1 ℓi must agree with our cube colouring from above on the following spanning subgraph, which we call the slide digraph.
Definition 4.1 (Slide digraph). For a cube partition U, the digraph D U on N is defined as follows: A pair (m, n) of distinct integers m ∈ U i1,...,ir and n ∈ U j1,...,jr is an edge of D U if
• there is an index k such that i k > j k and i k ′ = j k ′ for all k ′ = k (cf. Figure 3) , or Figure 4) . For the proof, we first need the following lemma. Lemma 4.3. For any n ∈ N, a spanning subgraph G ⊆ K n contains a spanning transitive tournament if and only if K n − E(G) is acyclic.
Proof. If the spanning subgraph G has a spanning transitive tournament T , then K n −E(G) is a subgraph of the transitive tournament K n −E(T ) and hence acyclic.
The converse is proved via induction on n. The base case is clear. Assume that the statement is true for n − 1 and consider a spanning subgraph G ⊆ K n such that K n − E(G) is acyclic. Recall that every finite directed acyclic graph has a source, i.e. a vertex of in-degree 0. Fix a source v in K n − G and claim that v has in-degree n − 1 in G: Indeed, since v has in-degree n − 1 in K n and is a source of K n − E(G), it follows that all these incoming edges must be contained in the subgraph G. By induction, the graph G − v contains a transitive tournament T spanning G − v. Then E(T ) ∪ {(w, v) : w ∈ T } is the desired transitive spanning tournament contained in G.
Proof of Theorem 4.2. Apply Theorem 1.3 to obtain a partition U of N into i∈[r] ℓ i complete symmetric digraphs in colour r + 1. Up to deleting finitely many vertices, these partition classes are the partition classes of the slide digraph that we are going to construct. Note that every such partition class U ∈ U has density precisely
either there is an infinite matching of [U, U ′ ]-edges in colour r + 1 or there is a finite set of vertices whose deletion leaves no [U, U ′ ]-edges of colour r + 1 (by König's theorem). In the latter case, delete such a finite set. Let K be the complete symmetric digraph with vertex set U and let G be the digraph with vertex set U and edge set
If there is a cycle in K − E(G), this implies that we can construct a path of colour r + 1 of density larger than i∈[r]
1 ℓi in N; so suppose not. By Lemma 4.3, it follows that G has a spanning transitive tournament T .
Let T be the lift of T to K N , i.e. T is the spanning subgraph of K N which contains all edges (m, n) where m ∈ U , n ∈ U ′ and (U, U ′ ) is an auxiliary edge in E(T ). Then T is also acyclic and spanning. Following the proof of Theorem 1.3 (but applied to T instead of all of K N ), we define sets W i1,...,ij for all j ∈ [r] and 0 ≤ i j < ℓ j by recursively defining W i1,...,im to consist of all vertices w ∈ W i1,...,im−1 such that the longest path in T [W i1,...,im−1 ] in colour m starting at w has length i m . Claim 1. The family {W i1,...,ij ,0 , . . . , W i1,...,ij ,ℓj+1−1 } is a partition of W i1,...,ij .
Proof of Claim 1. Clear, because there is no path of length ℓ m+1 in colour m+1. ♦ Claim 2. If w, w ′ ∈ W i1,...,ij and (w,
Proof of Claim 2. Let i j < ℓ j and suppose for a contradiction that w, w
. Let us write k := c(w, w ′ ). By Claim 1, we have w, w ′ ∈ W i1,...,i k . Take a longest path P in T [W i1,...,i k ] in colour k starting in w ′ . Since T is acyclic, we know that wP is a path in T [W i1,...,i k ] in colour k starting in w contradicting that w is contained in W i1,...,i k . ♦ So far, we have defined the partition W := {W i1,...,ir : 0 ≤ i j < ℓ j for all j ∈ [r]} in terms of the acyclic spanning graph T . It turns out, however, that we still arrive at the same partition as earlier, when we did this construction with respect to all of K N .
Claim 3. We have U = W.
Proof of Claim 3. Each W ∈ W meets at most one partition class of U. Indeed, suppose for a contradiction that u ∈ U ∩ W and u ′ ∈ U ′ ∩ W for different partition classes U, U ′ ∈ U and some W ∈ W. Since u ∈ U and u ′ ∈ U ′ we know that either (u, u ′ ) or (u ′ , u) is contained in E( T ), say (u, u ′ ). Then (u, u ′ ) has a colour in [r], in violation of Claim 2. But then it follows from the fact that W is a partition with |W| ≤ |U| that U = W. ♦
Consider the slide graph with regard to the partition W. The following claim shows that the first type of edges in the definition of the slide graph have the right colour:
Claim 4. Let w ∈ W i1,...,ir and w ′ ∈ W j1,...,jr where for some k we have i k < j k and
is an edge of T and has colour k.
Proof of Claim 4. The claim is proved via induction on r − k. For the base case let r − k = 0, i.e., k = r. By Claim 3 and the construction of T , either (w, w ′ ) or (w ′ , w) is contained in E( T ). Suppose, for a contradiction, that (w, w ′ ) ∈ E( T ). By definition of W, we find a path P in T [W i1,...,ir−1 ] of length j r in colour r starting at w ′ . However, since T is acyclic, we see that wP is a path in T [W i1,...,ir−1 ] of length j r + 1 in colour r starting at w, implying that i r ≥ j r + 1, contradicting our assumption. Now, assume inductively that that r − k ≥ 1 and Claim 4 holds for integers less than r − k. Let w ∈ W i1,...,ir and w ′ ∈ W j1,...,jr . Furthermore, assume that i k < j k and
. Let e be the unique edge in E( T ) ∩ {(w, w ′ ), (w ′ , w)}. We first show that e has colour k. By Claim 2, we know the colour of e is at least k. Suppose for a contradiction that e has a colour k ′ at least k + 1.
• If e = (w, w ′ ), fix, for all i > i k ′ , vertices w i ∈ W i1,...,i k ′ −1 ,i,i k ′ +1 ,...,ir and, for all j < j k ′ , vertices w j ∈ W j1,...,j k ′ −1 ,j,j k ′ +1 ,...,jr . Then define Q as the path
(cf. Figure 5 .)
In either case, it follows from our inductive hypothesis that Q is a monochromatic path in colour k ′ . However, Q now has length ℓ k ′ , a contradiction. Finally, to show that e = (w ′ , w) ∈ E( T ), we may now argue as in the base case: By construction of W, find a longest path P starting at w ′ in colour k of length
. If e = (w, w ′ ), then eP is a path starting at w in colour k in
The following claim completes the proof:
Claim 5. Let w ∈ W i1,...,ir and w ′ ∈ W j1,...,jr with i k ≤ j k for every k ∈ r. Then (w, w ′ ) has colour r + 1. Figure 5 . The path Q (green) for ℓ k ′ = 4
Proof of Claim 5. Suppose for a contradiction, that (w, w ′ ) has a colour k
..,ir \{w, w ′ } and, for all j < j k ′ , vertices w j ∈ W j1,...,j k ′ −1 ,j,j k ′ +1 ,...,jr \{w, w ′ } (all distinct). By Claim 4, the path w ℓ k ′ −1 . . . w i k ′ +1 ew i k ′ −1 . . . w 2 w 1 w 0 has colour k ′ and since i k ≤ j k it has length at least ℓ k ′ (contradiction). ♦
With this final claim established, the proof is complete.
Since the slide graph is just the complete symmetric digraph on N for r = 1, we obtain the stability result of Guggiari in [8, Theorem 1.4] as a corollary: Unless r = 1, there are still edges whose colours we did not specify-those which are not part of the slide graph. In fact, the colours of these edges can vary depending on the choice of the colouring: 
