Abstract-Feature reduction methods are of interest in applications such as content based image and video retrieval. In large multimedia databases, it may not be practical to search through the entire database in order to retrieve the nearest neighbours of a query. Good data structures for similarity search and indexing are needed, and the existing data structures do not scale well for the high dimensional multimedia descriptors. Thus feature reduction is an important step. We investigate the use of rough set for feature reduction. In this paper, we compare three different decreasing methods. They are rough set, fuzzy rough set and fuzzy rough set based on mutual information. From the experimental results, it is shown that the fuzzy rough set based on mutual information can perform better than the other two rough set decreasing methods with increased image retrieval precision.
INTRODUCTION
The advancement in computing has produced innumerable digital images, photos and videos. This exponential growth has created a high demand for efficient tools for image searching, browsing and retrieval for use in various domains such as architecture, crime prevention, fashion, medicine, remote sensing, publishing, etc. This issue of large database has been addressed by an integrated framework called Content Based Image Retrieval (CBIR). Content-based image retrieval is one of the important topics in machine vision and research started as early as the 90s [1, 2] .
In general, the dimensionality of image feature vectors used in image retrieval applications is quite high. Typical feature vector dimensions can range from few tens to several hundreds. For example, a colour histogram may contain 256 bins. This high dimensionality of the feature vectors creates problems in constructing efficient data structures for search and retrieval [3] . It is well known that most of the indexing structures do not scale well when the dimensionality of the feature vector exceeds 20. For this reason, there is considerable interest in reducing the dimensionality of the feature vectors [4] .
Previously investigated methods for feature reduction include the Principal Component Analysis (PCA) [5] , Singular Value Decomposition (SVD) [15] , Fastmap [5] and Multidimensional Scaling (MDS) [6] . In the last decade, researchers are working on the use of soft computing techniques in decreasing unnecessary image feature vectors. Rough set method is one of the soft computing techniques that have worked well in many applications such as pattern recognition, data classification and image processing [6, 7] . In addition, combining rough set with other soft computing methods can provide better performance and better results [8] .
As rough set based feature decreasing method has gained some interest these few years, it is thus our objective to provide a comparison study in some rough set based method. In this paper, we are comparing the basic rough set with two integrated rough set methods; one is fuzzy rough set and the other one the fuzzy rough set based on mutual information.
The reasons why we use these three decreasing methods are as follows: firstly, literature shows that the function after feature decreasing with rough set method is better than other method, which does not lose any basic data, i.e. only noise and outliers that cause slowness or disorder in the system are deleted [6] . Secondly, rough set with its lower and upper approximations can work better in vague and uncertain are in the image feature vector [6] . Thirdly, with fuzzy set, literature has shown that it can increase the precision and retrieval performance for the image retrieval system [8] . Fourthly, by integrating mutual information measures between smaller sections of the images and by using local analysis and a simple voting strategy, it can obtain accurate image retrieval [9] .
In section 2 of this paper, we will briefly describe the rough set, fuzzy rough set and fuzzy rough set based on mutual information decreasing methods. The stages of the work and the image retrieval experimental results by using these three methods on the COREL image database are presented in sections 3 and 4 respectively. In section 5, we will conclude our comparison study.
II. IMAGE FEATURE DECREASE METHODS

A. Rough Set Method
Rough set method can be applied as a component of hybrid solutions in machine learning and data mining. Rough set method is particularly useful for rule induction and feature selection (semantics-preserving dimensionality reduction) [7] . Rough set-based data analysis methods have been successfully applied in bioinformatics, economics, engineering (e.g. power systems and control engineering), finance, image processing, medicine, multimedia, robotics, software engineering , signal, text mining and web [7, 1] .
In this paper we use rough set as a feature reduction method as described in [10] . The main task of the feature reduction is to retain the smallest subset from conditional attributes with respect to the decision attribute.
The decision system is expressed as QUOTE with being the decision attribute and the A set members are the conditional attributes. In this table, every line is an example of the system. The columns of the table also express the amount or quality of an attribute or a feature for each example. U is a non-empty set of the examples (or the world set) [3, 15] A is a non-empty limit set of the features such that for each . is a set of values that a feature can give.
Indiscernibly relation: for each A one equivalent relation of that is described as:
If , x and y are not distinguishable by the P attributes. Equivalent classes of undistinguishable P relation are shown as [x] P .
Set approximation: we have I information system. Let and Then, X set can be approximated by using available information in P. This approximation is possible via the "lower approximation" and "upper approximation" of X. Considering P, the lower approximation of X includes members that can be placed in X as discrete members by paying attention to the P features. Considering P, the upper approximation of X includes members that can be placed in X as probable members by paying attention to the P features.
Imagine P and Q have equivalent relation to U. Therefore, the positive and negative area and band region are described as follow [10, 6] :
The important discussion in data analysis is the discovery of the dependence among features. In rough sets theory, dependence is described as below [17] :
The feature decrease is obtained by the comparison of the equivalent relations that are produced by a set of features. A decrease is defined as a minimum subset of conditional features that has this condition:
The subscription of all sets is called a core. The subscription of all decrease sets with respect to the decision feature (D) is called a decision core (D) [4] . The core included the most basic feature that cannot be omitted and their omission will cause an increase in error and a decrease in classifying precision.
B. Fuzzy Rough Set and Fuzzy Rough Set based on Mutual
Information Methods As described in section 2-A, rough set theory is one of the efficient feature decreasing methods. Traditional rough set theory is restricted to crisp environments, and it has been extended to fuzzy environments, resulting in the development of the fuzzy rough set [13] . In addition, rough set has been designed for processing discontinuous data. So, it is necessary to quantify the data in the continuous area. This quantification causes the loss of some data and the increase of unreal data to the distance that can influence the final results. By using fuzzy rough set we can retrieve information from continuous data, and without using discontinues methods.
In this section, we briefly describe the fuzzy rough set and fuzzy rough set based on mutual information methods which we used in this paper. For fuzzy rough set reduction method, authors in [11] presented a simple feature subset selection technique based on a fuzzy rough set model. This approach does not require discretizing the numerical data, whereas classical rough set can only work on categorical data. They introduce a symmetric function to compute fuzzy similarity relations between the objects with a numerical attribute and transform the similarity relation into a fuzzy equivalence one. They compute the positive region of the decision by fuzzy inclusion and variable precision. Four attribute significance measures are defined. Based on the measure, they construct a forward hybrid attribute reduction algorithm.
The fuzzy rough set based on mutual information method [9] starts with an empty set; it seeks the relative reduction from bottom to up. The process of this algorithm is: selecting the most significant attribute for adding to the relative potential reduces one by one, according to the significance of condition attribute, until the ending condition is satisfied.
III. STAGES OF THE IMAGE RETRIEVAL SYSTEM
In Fig. 1 , we show the stages of the image retrieval system [18] used in the experimental study of this paper. The system has training and testing phases. In the training phase, first, the shape, color and texture features of image database are extracted. The features are then decreased by using the feature decreasing method. In this paper, as we are comparing the three feature decreasing methods. This is the part where the three methods are used in each experiment test. Semantic rules are then generated with these features. After that, the neural network classifier is build with these semantic rules [18] .
In the testing phase (Fig. 1) , user feed the query image to the system. The system extracted and decreased the query image features and gives these features to the neural network classifier which is built in the training phase. This classifier represents the relevant images with query image to the user. 
IV. EXPERIMENTAL RESULTS
In this section, we compare the traditional rough set decrease method [10] , the fuzzy rough set [11] , and the fuzzy rough set based on mutual information [9] .
To investigate the function of the image retrieval system based on the above mentioned methods, we use a COREL image database containing one thousand images. In this database, images are classified into ten semantic groups. The groups are Africans, beach, bus, flower, mountains, elephant, horse, food, dinosaur, and building. We express the results of each group with a number. For example, number 1 is related to Africans and 5 related to mountains and the rest. Fig. 2 shows an image example for each semantic group. After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.
4-1 Comparison of Discontinuous Methods for Traditional Rough Set Method
Since rough sets cannot work with continuous data, the features of the images must be converted to discrete form first [14] . In Table 1 , we have shown some discontinuous methods. We run these methods on the Africans, building and horse groups. They are retrieved 100 times, and the ratio of the proper retrieval images to all of the retrieval images is then calculated. In each cycle, 15 images have been retrieved and the results shown in percentages are presented in Table 1 . We describe each discontinuous method briefly:
• Minimum descriptive length (MDL) method [15] which uses information gain to recursively defines the best bins.
• Equal width [6] : Typically data is discretized into partitions of K equal lengths/width. • Equal repetition [6] : data is discretized in to K% of the total data. • Fuzzy c-means (FCM) [7] : one piece of data to belong to two or more clusters. As shown in Table 1 , the MDL entropy has higher precision. We have selected this method to continue our work and to compare with other methods. Fig. 3 shows that the fuzzy rough set based on the mutual information has less number of rules, but Fig. 4 shows that it has higher precision. Therefore, we conclude that the fuzzy rough set based on the mutual information extracts more useful rules.
4-2 The Comparison of the Extracted Rules
Training Phase
Testing Phase The reason is by combining three useful methods (rough set, fuzzy set and mutual information) we can obtain better results. Rough set can work in vague area [6] , fuzzy rough set can increase the precision [11] and fuzzy rough set based on mutual information is effective to characterize both the relevance and redundancy of variables.
In Fig. 3 , we can understand that the number of rules for traditional rough set and fuzzy rough set have more oscillations. It means that in some contents, the number of rough set rules is more and in some cases the number of fuzzy rough set rules is more. In Fig. 4 , we can understand that in most cases the fuzzy rough set method has better precision in comparison with the traditional rough set. We concluded that the fuzzy rough set extract more proper rules than rough sets, which cause an increase in classifying precision.
4-3 Precision-Recall Graph
Recall is equal to the number of the related retrieval images to the number of the related images available in images database. The precision is equal to the number of the related retrieval images to all the retrieval images [11, 17] . Fig. 5 shows the precision-recall graph for ten semantic groups that is used for measuring the efficiency of the retrieval system. From the graph, we can observe that fuzzy rough set based on mutual information achieved better results than the other two methods. The reason of this is better algorithm has been applied in the training phase to save appropriate and eliminate useless image features (Fig. 1) . With beneficiary features we can train the neural network classifier with more accurate rules [16] . 
4-4 The Investigation of the Purity and Retrieval Precision
Fig . 6 shows the amount of purity of each class of the three methods in comparison with each other [4] . In this test, the obtained average for all classes (the precision average for all the data-base images) is 64.42% for fuzzy rough set method based on the mutual information, 53.38% for fuzzy rough set method, and 44% for rough method. Purity measures the percentages of correctly retrieved images in the k nearest neighbors of the query image, averaged over all queries, with k up to some value K (K=30 in our experiments).
To investigate the total precision of the three retrieval systems, all 1000 database images are given to the system as query image and the average of the retrieval precision is calculated for each classes. Fig. 7 shows the results. As expected, the results prove the superiority of the fuzzy rough set method based on the mutual information. The average of the retrieval precision is 33.77% for rough set method, and 36.70% for fuzzy rough set method. It increases to 56.43 % for fuzzy rough set method based on the mutual information. 
4-5 The Comparison of the Results with Color Histogram
In this test, we use 100 query images, 10 images are selected from each semantic group randomly. Fig. 8 shows that in all semantic groups, the fuzzy rough sets based on mutual information have higher retrieval precision than color histogram. The reason for this superiority is the omission of redundancy features of the image and acquisition of the useful semantic rules for more precision retrieval of images. 
4-6 The Image Comparison of Three Rough Methods
In the last test, we show the retrieval results for elephant query image (Fig. 9) . The first, second and third row of Fig. 10 is related to fuzzy rough set method, traditional rough set and fuzzy rough set based on the mutual information method respectively. Referring to Fig. 10 , the retrieval system with the fuzzy rough set based on mutual information shows more related output images to the user. The first left image is more related one.
V. CONCLUSION
In this paper, the comparison of the three image feature decreasing methods used in an image retrieval system is presented. These three methods are rough set, fuzzy rough set and fuzzy rough set based on the mutual information. Based on the results, it is shown that the fuzzy rough set based on mutual information performs the best by using different tests and measurements. The fuzzy rough set based on mutual information method can increase image retrieval precision and decrease the semantic gap. The reasons behind this are: rough set theory is a useful tool for describing and modelling vagueness in ill-defined environments. Secondly, the use of membership function of a fuzzy set has many advantages in the definition, analysis, and operation with fuzzy concepts. Thirdly, one of the main advantages of using mutual information is it can be used to align images of different groups. It also requires no decomposition of the data into modes, so there is no need to assume additively of the original variables, in addition, it consumes less computational resources and its parameters are easier to tune.
Hybrid scheme that combines the advantages of rough set, fuzzy set and mutual information has better performance in image retrieval application. In summary, when the two theories are combined, the disadvantages of one are covered by the other hence better results can be obtained. 
