Abstract. Assessing a learner's mastery of a set of skills is a fundamental issue in intelligent learning environments. We compare the predictive performance of two approaches for training a learner model with domain data. One is based on the principle of building the model solely from observable data items, such as exercises or test items. Skills modelling is not part of the training phase, but instead dealt with at later stage. The other approach incorporates a single latent skill in the model. We compare the capacity of both approaches to accurately predict item outcome (binary success or failure) from a subset of item outcomes. Three types of item-to-item models based on standard Bayesian modeling algorithms are tested: (1) Naive Bayes, (2) Tree-Augmented Naive Bayes (TAN), and (3) a K2 Bayesian Classier. Their performance is compared to the widely used IRT-2PL approach which incorporates a single latent skill. The results show that the item-to-item approaches perform as well, or better than the IRT-2PL approach over 4 widely dierent data sets, but the dierences vary considerably among the data sets. We discuss the implications of these results and the issues relating to the practical use of item-to-item models.
Introduction
A number of adaptive applications need a learner model to assess the student skills. They will query this model to nd out if a given concept is known, or if a skill is mastered, to perform some adaptation of the learning environment to the user's prole. The skill modelled is an abstraction that cannot be measured directly. A skill is often referred to as a learner's latent trait that will determine the successes or failures to some test items or exercises. It is often represented as a probabilistic abstraction, to reect the fact that stochastic factors like slips and guesses inuence the success or failure outcome to item trials.
We explore two means to create such abstractions. One is to integrate skills directly along observable items in a domain model. Hierarchies of skills, where observable items are situated at the bottom of this hierarchy, is a typical example of a domain model that is commonly found in the literature of intelligent tutoring systems and most often modeled as a Bayesian Network or some hybrid derivative (for eg. [22, 5, 4] ). Standard algorithms for probabilistic inference can then be used to infer the probability of mastery of skills given observed items.
Another approach relies on a Q-matrix [20] , which denes which skills are linked to each test items. A familiar example that can be considered as a summative assessment with a Q-matrix is a standard questionnaire scoring scheme, where each question is given a weight and the weighted sum of successes to each question yields the assessment of the skill that is intended to be measured by the questionnaire. The skills are the columns of the Q-matrix and the items are the row, and the contribution of each item to a set of skills is given by the weights in the matrix. Assuming a matrix of n rows representing items, and m columns representing skills, and assuming that if a value greater than 0 in cell (i, j) represents the weight of item i to skill j, then we can compute the skill prole of a student through the dot product of the student's item response outcomes vector and the Q-matrix. This product is a skills mastery vector which readily can be normalized to obtain the percent mastery of each skill, for example.
The summative assessment approach to skill assessment with a Q-matrix is not probabilistic in itself, but if the student item outcome matrix contains probabilities of mastery, then the resulting skills assessment is probabilistic.
The choice between the item-to-item approach or the latent traits approach (eg. Bayesian Network) is a compromise between a number of factors to consider, such as knowledge engineering eorts, computational complexity, and most importantly reliability and accuracy of predictions. A number of researchers in the learner modeling eld have investigated this issue over the last decade or so [22, 5, 4, 6, 1, 15] . This paper revisits the issue of assessing item-to-item model performance by comparing the predictive accuracy of standard Bayesian classier algorithms [10] to create item-to-item learner models with that of the IRT approach (see [21] ), which contains a single latent skills. These approaches readily lend themselves to a fair comparison to the extent that each of them are solely data driven and require no knowledge engineering eort for the purpose of predicting item outcome. This would not the case if we wanted to predict the mastery of a set of (unobservable) skills, in which case both approaches would require some knowledge engineering eort, such as dening a Q-matrix or dening the topology of a Bayesian Network, as well as independent means to assess the skills for validation purpose. Similar studies were conducted by Desmarais et al., [6, 7] . These studies respectively compared the performance of a Bayesian Network developed by Vomlel [23] and of the IRT approach with a derivative of a Naive Bayes item-to-item model (POKS). The results showed that for predicting item outcome, POKS performed slightly better than the two other approaches. The current study extends this work by comparing IRT with three standard probabilistic inference techniques: (1) the Tree Augmented Naive Bayes (TAN), (2) a variant of TAN that relies on the K2 search algorithm, and (3) the simple Naive Bayes model.
Because the POKS technique used in the work of Desmarais et al. (2005 Desmarais et al. ( , 2006 integrates a feature selection algorithm in addition to the probabilistic inference techniques listed, it cannot be directly compared here. However, given that POKS uses a Naive Bayes inference rule, the performance would be expected to be the same as the Naive Bayes technique of this study.
The next two sections describe the IRT model and the item-to-item models.
They are followed by the description of the experiments methodology and results.
2 Model with a Single Latent Trait: Item Response Theory
The Item Response Theory (IRT) model [21] is the most widely studied model in psychometrics and routinely used for Computer Adaptive Testing applications.
It also gained some adoptions by the intelligent learning community in the last decade or so. This model assumes that the success to all items in a test is determined by a single skill, θ. This skill is referred to as the latent trait. The model can be graphically represented by the network in gure 1.
• In the two parameter version of IRT, the probability of success to a single item, X i , is determined by the logistic function:
where parameter a i is the discrimination and b i is the diculty of item i. A multiplicative factor of 1.7 is often added to a to t the curve closer to the integration of the normal curve and align it with the so called normal ogive model of the original IRT theory. These parameters are estimated from a training sample and they are specic to each item i (see [3] ). This model has a single latent trait (skill) corresponding to θ, which is estimated by maximizing its value according to the observed outcomes to a vector of item nodes X and under the assumption of independence of the conditional probabilities P (X i |θ): Naive Bayes (NB) The Naive Bayes model can be represented as gure 1's network, but the (latent) class node θ is replaced by some node X k for which we aim to predict the most likely binary value, {0, 1} (or predict the probability of each value). Computation follows the structure of equation 2, except that instead of maximizing the conditional probability P (θ|X), we maximize for X k :
arg max
where X can be any subset of test items excluding X k .
A distinct equation of the form above is constructed for each of the item in the set. Given that there are no latent trait, the link function of equation (1) is replaced by the conditional probability estimate P (X i |X k ), which is estimated from the observed frequencies. Akin to the IRT model, independence of the conditional probabilities P (X i |X k ) is assumed.
Tree Augmented Bayesian Network (TAN) To address the issue that some items may be highly correlated, and therefore that the independence assumption between conditional probabilities does not hold, an alternative class of network topologies was proposed by Friedman et al. [10] : the Tree Augmented Bayesian network (TAN). This topology retains the Naive Bayes topology but it adds a tree structure of links among the leaf nodes. Except for the class root node, each node can have two parents, the class and another node among X. The resulting network creates a tree among the children of the class node X k (see gure 2). As with the Naive Bayes approach, a dierent model is created for each item. This structures retains much of the simplicity of Naive Bayes while allowing for ecient network topology induction and inference.
Bayesian Network Classier (BNC) BNC is a variant of the TAN model that uses the K2 algorithm (see [24] ) to search for the tree structure among children nodes. We will name this model a Bayesian Network Classier in accordance with [24] , but the reader should keep in mind that it follows the same topological constraints as the TAN.
Experiments
The respective performances of the IRT latent trait model and of the non latent Bayesian models are compared by assessing their predictive power in a simulation X4 Xk X2 X3 X1 Fig. 2 . TAN network example with four predictor items for X k . In addition to the usual Naive Bayes structure, a tree structure is dened among the leaf nodes, X1 to X4. Our choice is to compare predictions over observed data only. Even for the latent model IRT, we do not attempt to derive an independent measure of the skill θ to assess how accurately its estimate/prediction matches. Such procedure was used by Vomlel in an experiment where he asked experts to independently assess concept mastery from test data and compared the assessment of a Bayesian Network over this independent data [23] . Instead, we presume that if θ is correctly estimated, then it will show in the model's ability to predict the observed outcome to items. This approach allows for better experimental replication quality as it is less prone to biases and errors introduced by a few number of experts in assessing skill mastery.
Data sets
The experiments are conducted over four sets of real data:
College mathematics: Data from a mathematics test administered in 2005 to freshman engineering students that covers their general knowledge of college mathematics. It spans many topics from algebra to analytical geometry, calculus, trigonometry, and exponentials.
Fraction algebra: This data set is from Vomlel's Bayesian Network study [23] .
It was administered to 10-12 year old and covers the basics of fraction algebra. Only the data from the 20 question items tests was used and the concept expert assessment was ignored.
LSAT: This data set is available from the ltm package written R [17] All these sets are composed of binary success/failure data with few missing values, from 0% to 5%, which were recoded as failure answers. Nb. features: Number of items fed to the models as observations. These items are selected based on a simple feature selection, namely the degree of correlation with the class variable. Each item has a dierent set of feature items selected for its prediction by the models. The training of the models is done only on the features selected.
Avg. cor. among features: As a measure of the degree to which the independence assumption of the BN and IRT models is violated, we report the average correlation among the features selected.
We can judge from table 1 that the data sets dier widely among them. LSAT is only a 5 items set but, it contains a large number of respondents, whereas UNIX has larger number of items. With only 48 respondents, the UNIX training is limited to 38 cases and the testing to 10, such that the number of folds was increased to obtain more reliable results from the simulations. The correlation among features is also widespread, ranging from 0.08 for LSAT to 0.62 for UNIX.
These dierences may explain to some extent the large dierences in performance reported in the next section.
Simulation Methodology
Model performance assessment is done through cross-validations. Each model is trained on a portion of the data and tested on the other. For a single fold, the same training and testing sets are used across models to reduce variance. The IRT 2PL model is based on the ltm package implemented in R [17] . All three other models are taken from the Weka data mining package [24] and used within R through RWeka 2 [14] .
2 RWeka version 0.4-3 and RWeka.jar dated 27 Sept 2010. These packages are available under the CRAN repository. The scripts for the simulations and the data sets are Once a model is trained, the simulation procedure consists in feeding the model with observed items (features). All four models output a probability that the target item will be 0 or 1 and this prediction is compared with the actual respondent's score. Using this probability allows us to derive a ROC curve (Receiver Operating Characteristic), from which the AUC (The Area Under the ROC Curve) score is computed and which serves as one of the performance measure 4 . The other measure reported is the accuracy: if a target node has a probability above 0.5, it is considered true, or false otherwise. Accuracy is reported as percent correct of predictions matched with reality.
available from this url: http://www.professeurs.polymtl.ca/michel.desmarais/ Papers/UMAP2011/. 3 IRT can predict all items from the same model because θ is the single predictor to all item nodes, whereas for the item-to-item models, a dierent network is derived for each node. 4 ROC and AUC analysis are computed with the ROCR package (Sing et al., 2005;  available at http://cran.r-project.org/)
5 Results
The simulation methodology described above is run over the 4 data sets and the average AUC and accuracy scores are computed. Table 2 The AoV test is performed on the AUC score averaged over students and over items. The results show that, for AUC scores, apart from the LSAT data set, almost all the hypothesis tests are positive at the level of p<0.01 or p<0.001. The TAN-IRT condition indicates that TAN performs signicantly better than IRT, with dierences in AUC ranging from 3% to 5% for Coll. math, Frac. algebra and UNIX data sets, and 1% for LSAT. TAN and BNC have almost exactly the same performance up to the second decimal, so all conclusions regarding TAN applies to BNC.
Note that even if these dierences are small, they must be taken into the context that a random prediction would perform at 0.5 for AUC, and that the relative error reduction from 95% to 97.5% is equivalent to the reduction from 80% to 90% (reducing the remaining error rate by half ). Considering this, the 3% AUC error reduction for the UNIX data set is in fact more substantial in relative terms than the 5% fraction algebra. This would be reected when computing 5 An analysis of variance is preferred over a Student-t test here to avoid conducting multiple t-tests. Furthermore, the choice of reporting only the TAN-IRT condition over all 6 possible pairs is because TAN seems to yield the best results.
condence intervals in the prediction of test scores, for example, which entails important implications when a tutoring system needs to gauge the certainty of its assessment. In other words, even if the dierences are small in absolute terms, they can have a substantial impact in practice.
The w/o IRT condition shows that the thee dierent latent free Bayesian methods do perform at signicantly dierent levels. The NB condition is systematically lower than the other, suggesting that the added value of the more complex topology of TAN and BNC does yield improvement by accounting for internal correlation among predictor items.
Large dierences in the AUC scores are found across data sets. Even if large training samples are available for the Coll. math and LSAT experiments, performance over these tests is the lowest. However, the LSAT relative performance dierences is by far the lowest. A possible explanation is that large data sets reduces the predictive advantage of the three other techniques. Table 3 reports the accuracy scores with a cuto of 0.5 (an item is considered succeeded if the estimated probability is above 0.5). The scores are obtained according to the procedure described in section 5, and the signicance levels reported are for the same conditions as the AUC score.
Accuracy scores show no signicant dierences among models, except for the UNIX data set, and indicate that accuracy is a much less sensitive measure than the AUC results reported in table 2. However, the results concur with the explanation that the size of the data sets has an eect on model performance, since the only signicant diference between the models is for the smallest data set, UNIX, which is composed of only 38 respondants.
Discussion
The results of the experiments clearly suggest that the predictive performance of item-to-item models is generally as good, or superior to the well known IRT model that contains a single latent skill to predict performance. Even the simplest of the item-to-item model (NB) performs as well or better than IRT on the AUC scores. However, the accuracy scores show smaller dierences than the AUC scores across models.
The improvement over IRT varies considerably between data sets and appear sensitive to sample size, with small samples favoring the Bayesian approaches over IRT. The gain over IRT also coincides with the strength of inter-item correlations reported in table 1, which is to be expected since the item-to-item approach exploits these very correlations in the estimates.
The item-to-item approaches outlined in this paper can therefore oer a valid alternative to an IRT approach, especially for small samples where the item-toitem models appear to outperform IRT. Under this approach, estimating the chances of success to a single item requires building a classier from a chosen subset of a few observed items. Assessing overall mastery involves estimating the chances of success to each item that is yet to be administred in the test. This overall assessment process can take close to one second, according to the setup we used for this experiment (a combination of non optimized code written over R and Weka and running on an single threaded process on an AMD Phenom II 2.6 GHz processor). On a multicore machine, and granted that the processing time of the simulation code can be improved, we can expect that a signle server can support testing of an averaged size class of around 50 students and more from a single server.
From Item-to-Item Models to Skills Assessment
The assessment outcome of the item-to-item approach is a set of probabilities, the probabilities that a given student will succeed each test item. Now, item outcome estimates do not constitute, in themselves, a skills assessment. Recall from the introduction that the student's assessment of skills is based on the weighted sum of all item responses, one weighted sum for each skill. This can be conceived as the dot product of the response matrix by the Q-matrix. Implicit to this approach is that the skill domain is covered by the set of items, of which only a subset is actually administered as part of the actual student assessment, and the mastery of the rest of the items is estimated based on the item-toitem model. The assumption is that the estimated probabilities of success to untested items allow for a more accurate assessment of skills. Such framework has been extensively studied by Falmagne, Doignon, and a number of colleagues [8] under the theory of Knowledge Spaces and it has given rise to a widely used commercial intelligent learning environment named ALEKS 6 and to a few academic systems [11, 13] . Moreover, Heller and his colleagues [12] have devised a formal framework to dene prerequisite relations between items and skills that allows a more sophisticated means of assessing skills with item mastery estimates.
Q-Matrix vs. Skills as Latent Traits
A Q-matrix is an intuitive concept that is readily understood as a weighted sum of items. Therefore we can assume any teacher or domain expert would be able to construct one without exceptional eort. However, the single latent concept IRT approach is even more simple to the extent that no other artifact like a Qmatrix is necessary to assess the single concept. The discrimination and diculty parameters of an item indirectly determines its weight to the assessment of this concept, and yet no expert intervention is required given sucient data. Of course, it is limited to a single concept, but multidimensional IRT models allow for a few skills to be assessed simultaneously, albeit with the aid of an expert that does an item classication that approaches the task of building a Q-matrix. So, in the end, the two approaches must involve a minimum knowledge engineering eort to handle multiple skills. Recent work by Pavlik et al. [16] , by Stamper et al. [19] , and by Liu [15] , among others, oer some avenues to automatize the induction of Q-matrices from data, but this work is still in early stage.
However, a dierence arises in the fact that the item-to-item approach oers no means to validate the Q-matrix, since item mastery prediction is entirely detached from the skills assessment. With IRT, the item t method and the procedures used in our experiment allows some assessment of the validity of the skill assessment to predict item outcome, even if we had used a multidimensional (multi-skill) model. This is not possible with the item-to-item approach, as dened here, and it leaves open the question of how to validate the Q-matrix.
However, research on automating the construction of a Q-matrix may oer interesting solutions in the future (see for eg. [2] ).
