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Abstract 
The subject of this thesis is the design and practical application of a model-based 
controller with variable structure control (VSC). 
Robot manipulators are highly non-linear systems, however they form a specific 
class in the non-linear group. Exact mathematical descriptions of the robot dynam- 
ics can be achieved and further, robot manipulators have specific useful properties 
that can be used for the design of advanced controllers. The inclusion of the in- 
verse dynamic description of the robot manipulator as a feedforward term of the 
controller (model-based controller) is used to transform two non-linear systems i. e. 
the controller and the robot, into one linear system. The limitation of this technique 
arises from the accuracy of the inverse dynamic model. The linearisation only takes 
place if the model is known exactly. To deal with the uncertainties that arise in the 
model, a control methodology based on variable structure control is proposed. 
The design of the controller is based on a Lyapunov approach and engineering 
considerations of the robot. A candidate Lyapunov function of a pseudo-energy 
form is selected to start the controller design. The general form of the controller is 
selected to satisfy the negative definiteness of the Lyapunov function. The initial 
uncertainties between the actual robot dynamics and the model used in the controller 
are dealt with using a classical VSC regulator. The deficiencies of this approach are 
evident however because of the chattering phenomenum. The model uncertainties 
are examined from an engineering point of view and adjustable bounds are then 
devised for the VSC regulator, and simulations confirm a reduction in the chattering. 
Implementation on the SPRINTA robot reveals further limitations in the pro- 
posed methodology and the bound adjustment is enhanced to take into account 
the position of the robot and the tracking errors. Two controllers based on the 
same principle are then obtained and their performances are compared to a PID 
controller, for three types of trajectory. Tests reveal the superiority of the devised 
control methodology over the classic PID controller. The devised controller demon- 
strates that the inclusion of the robot dynamics and properties in the controller 
design with adequate engineering considerations lead to improved robot responses. 
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Memorandum 
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and September 1999. 
All work and ideas in this thesis are original unless otherwise acknoledged in the 
text and by references. The work has not been submitted for another Degree in this 
University, nor in any other University. 
The main contributions of this thesis include : 
1. The proposal of a design methodology for controller for robot manipulators, 
based on the system properties and on engineering considerations. 
2. The proposal and assessment of bound variations for variable structure con- 
trollers as to reduce the chattering phenomenum and the stress put on the system. 
3. The application and assessment of a control methodology based on the two 
above principles to the SPIUNTA robot. 
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Toute verite jouit d'un moment de gloire entre deux infinis, lorqu'elle est 
compl8tement fausse et lorqu'elle est consideree comme evidente. 
Every truth enjoys one moment of triumph between one infinity, when it is deemed 
false, and another infinity, when it is considered trivial. 
Henry Poincare 
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1 INTRODUCTION 
1.1 Background and Motivation 
In the past twenty years, the field of robotics has stimulated an increasing interest 
from industrial and academic researchers. The general idea of the early 1980's was 
that robotics was no longer science fiction and very soon robots "would do wonderful 
things" for industry, the home, space exploration, and other areas. Unfortunately, 
robotics has not met these early expectations [27]. One explanation could be the 
significant difference between what is readily available in the laboratory and what 
is commercially available. Another explanation could be the general misconception 
about robotics and robot capabilities from films like Star Wars, which did very little 
to establish a realistic picture of robotics. 
Although robotics can be found in different environments for various applications 
(medicine, space, underwater, etc.... ), they are most commonly found in an indus- 
trial environment, where their role is to perform a task in a repetitive manner such 
as welding, painting or assembling parts. Those robots which are far from human 
like, are referred to as industrial robots. They are made of four major components : 
the manipulator, the power conversion unit, the sensory devices and the computer 
control system. 
Previously robot systems were designed in an ad-hoc fashion, the various com- 
ponents were developed separately without much interaction. The continuous need 
for better performance (speed and accuracy) of robot systems could no longer be 
fulfilled with such an approach. Robotics as a specific field was consequently es- 
tablished and a new way of thinking was required. Its interdisciplinary subjects: 
cybernetics, mechanics, bioengineering, electronics, information science, and auto- 
matic control science to mention the most important ones, demand robot engineers 
have a cross disciplinary skill to make the best of each discipline and foresee the 
possible benefit for robotics of the development in a particular field. 
This thesis intends to address the performance improvement that can be obtained 
by robot manipulators from the control point of view. It emphasises the concept of 
a control methodology that considers the mechatronic nature of the system. This 
1 
provides some new insight for the control of robot manipulators and further supports 
an integrated approach for the design of robot systems. 
1.2 Problem Formulation 
This thesis concentrates on the control of a specific class of robot manipulators, that 
is the class of rigid robot systems with transmission directness. The rigid class refers 
to robots for which the links do not have flexibility, or for which the flexibility is 
negligible. The transmission directness concept means that the transmission between 
the motor and the joint of the robot does not involve a gearbox element, this idea 
is further defined in the next chapter. During the last 15 years, the control of 
such systems has been an extensive subject of interest. The requirement for greater 
accuracy and faster performance have lead robot engineers to look for new design 
approaches for mechatronic systems that overcome the limitation of the traditional 
approaches. The full potential of such new systems could however only be achieved 
by reconsidering the control methodology. The non-linear nature of robotic systems 
and the varying requirement imposed by the tasks they are required to do, is another 
reason for reconsidering the traditional control method. The development of control 
theory as well as a clearer understanding of the mechanical properties of robot 
manipulators have brought new perspectives for tackling the control problem. 
From a general point of view, robot controllers may be classified into two cate- 
gories, non-model based and model based. The first approach refers to the type of 
control technique which does not use any knowledge of the system in the formula- 
tion of the control algorithm. The second approach, on the other hand uses some 
of the mathematical descriptions and properties of the system for the generation of 
its control laws. The non-model based approach has been used in the early days 
of robotics because of the ease of implementation and relatively good performance. 
Nevertheless demand for better performance has pushed engineers and scientists to 
develop new control algorithms. Robot manipulators are highly non-linear systems 
and the particular inherent properties of these types of system mean that they form 
a special class within the non-linear family. As suggested by Slotine [82], a close 
analysis of these properties leads to more efficient and reliable controllers. Most 
2 
of the recent controllers systematically use the system properties either during the 
design phase or for their stability analysis. These type of controllers form the model 
based approach. 
The controller design approach suggested in this thesis intends to reveal how the 
robot performance can be enhanced by considering the physical nature of the robot 
in the design phase. 
1.3 Organisation of the Thesis 
In Chapter 2 the dynamic equations describing a general robot system are intro- 
duced, and some fundamental properties of these dynamics are explained. Also al- 
ternative methods to the general geared transmission techniques are presented. The 
concept of the transmission of the SPRINTA is explained with its general geometry. 
Chapter 3 provides an overview of the various control methodologies for robot ma- 
nipulators, and highlights of the specificities of each approach are presented. The 
control for the SPRINTA is addressed and a general direction for the design of its 
controller is given. The concept of Variable Structure Control with sliding mode is 
explained in Chapter 4. The application of the technique to robot manipulators is 
exposed, in line with its development. 
A controller design methodology for robot manipulator based on VSC and sliding 
mode is presented in Chapter 5. The designed is established in a step by step way and 
is supported by simulations. The application to the SPRINTA of the controller with 
the necessary modifications are discussed in Chapter 6. The results obtained with 
the designed controllers for three different trajectories are shown and are compared 
with the results obtained with a classical PID. Finally, in Chapter 7 conclusions and 
suggestions for future research are given. 
3 
2 ROBOT MANIPULATORS 
2.1 Robot Dynamics and Properties 
The model based approach to controller design systematically uses the equations 
describing the system dynamics. The most commonly used description is the inverse 
dynamic equations. These equations give the torque required to achieve a given 
trajectory of the robot manipulator. The two most commonly used techniques to 
derive the inverse dynamics are termed Newton-Euler and Euler-Lagrange. Both 
methods lead to the same result, but they tackle the dynamic formulation problem 
from a different point of view. 
The Newton-Euler formulation is based on two set of equations. The first set, 
referred to as outward recursion, propagates the kinematic information from the base 
of the manipulator to its end point. The second set of equations, inward recursion, 
determines the forces and moments acting on each link. They are computed from 
the end point down to the initial link using the kinematic information obtained 
from the outward iteration. This method is computationally efficient, and very 
suitable for simulation [101], [22]. A good understanding of the forces between the 
links including the direction in which they act is required however to apply this 
technique. 
The Euler-Lagrange method is more general than the Newton-Euler technique 
and it is based on the energy in the system. The approach leads directly to a 
compact formulation of the inverse dynamics. In addition, very little knowledge 
about the system is required. A shortcoming of this approach is that a large number 
of algebraic operations is required, which makes it computationally inefficient. The 
introduction of friction acting between the links is also not so easy as in the Newton- 
Euler method. 
The torque for each link T;, is derived using equation (1). 
=d 
DL aL 
dt 
100. 
e, 
1 
where L is the Lagrangian function defined as the difference between the to- 
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tal Kinetic (Ktotal) and Potential energy (Ptotal), O and O are respectively the 
position and velocity of the joint of the ith link. 
L= Ktotal - Ptotal 
(2) 
Ktotal = 
2M19T Jli, ' A', ' Bi +2 91T Ja ' RiIIRT Jai, cOm Bi (3) 
't=1 
Ptotal =r MiGrT Pi °"` (4) 
i=1 
where : 
0 
Gr =0, g is the gravitational acceleration (9.8 1M. 3-2), 
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M; is the mass of link i, 
Is is the inertia matrix of link i at the Center Of Mass (C. O. M. ), 
Rz is the rotation matrix of link i with reference to the base coordinate 
frame, 
JP-°"n and Jai, lare the Jacobian matrices for the linear and angular ve- 
locity of the C. O. M., and 
P°°' is the position vector of the C. O. M. of the link i with reference to the 
base coordinate frame. 
The derivation of the Lagrange formulation leads to a compact form of the inverse 
dynamics, equation (5). Symbolic calculation of the Newton-Euler set of equations 
followed by some algebraic manipulations would give the same compact formulation 
of the inverse dynamics [7]. 
T=M (e) e +C(e, e) 0 +c (e) (5) 
where : 
M (0) is the manipulator inertia matrix, 
C(9,0) represents the Coriolis and centripetal effects, 
G (0) is the gravitational term, 
5 
0,0 and 0 are respectively column vectors of the angular acceleration, ve- 
locity and position of the joints. 
Other approaches have been used to derive the inverse dynamics of the system, 
such as the D'Alembert [53], Hamiltonian [62], or Kane [45] methods. Although 
these methods start from different perspectives, their respective algebraic inverse 
dynamic representation can always be reformulated into the general form, equation 
(5) 
. 
This general representation of the inverse dynamics is very useful as it is usually 
the starting point for the design of modern controller algorithms. 
To derive the equation of the inverse dynamics via the Newton-Euler, Euler- 
Lagrange, or any other method, the system has to be entirely defined in terms 
of positions and orientations. For this, a widely used convention is the Denavit- 
Hartenberg [39] representation (see APPENDIX A). The position and orientation of 
each link is defined by a frame attached to it. The overall location of the manipulator 
is defined by successively mapping the orientation and location from the end point 
frame down to the reference frame. 
As mentioned earlier, the equations describing the robot manipulators, are highly 
non linear. Articulated mechanics have some common inherent properties however 
and a careful analysis, followed by a judicious use of these properties, leads to very 
effective controllers, as suggested by Slotine [82]. The five most commonly used 
properties for manipulators are : the symmetric and positive definiteness of the 
inertia matrix, the boundedness of the dynamical terms, the skew-symmetry, the 
parametrization and the passivity of the system. 
2.1.1 Symmetric Positive Definite Inertia Matrix 
The manipulator inertia matrix M(O) is always symmetric and positive definite, 
and is also the case for the inertia tensor of each link [7]. The positive definiteness 
implies that the quadratic form of the manipulator inertia is always a positive scalar. 
Physically, it means that the kinetic energy is always positive for non-zero velocity. 
T 
x=0.5" (e M(a)e)>o; for 034 0 (s) 
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2.1.2 Boundedness Property 
The dynamic terms M(O), C(9,0) and G(8) in the inverse dynamic formulation 
vary with respect to the joint angles and their first derivatives. Since the range of 
variation for the joint angles is physically limited, the inertia, Coriolis/centripetal 
and gravitational matrices are bounded with respect to 0. The same argument holds 
for prismatic joints. In the case of the SPRINTA robot, which uses a special type 
of transmission element, such property is also verified. 
ß1"In < M(0)<ß2"In (7) 
< F(e0) o<, (8) 
llc(0, 
b) OL 
0<G (0) < Gl (9) 
where : 
ß1 and 02 are positive constants and In is an (n x n) identity matrix, 
F(O, 0) is a diagonal matrix of known scalar functions, 
11... 112 denotes the euclidean norm, and 
Gl is a diagonal matrix of positive scalars. 
The definition , ß1 " I <M (0) means that 
(M (0) -/31 " I,, ) is positive semidefinite, 
and similarly M (0) < Q2 " In means that (M (0) - ß2 " In) is negative semidefinite. 
The boundedness property of the inertia matrix can be also expressed as 
ß1 ' In <_ IIM (0)112 <_ ß2 ' In (10) 
2.1.3 Skew-symmetry 
The vector C(O, 0) 0 representing the centripetal and Coriolis effects has a unique 
definition. The definition of the matrix C(0,0) is however not unique, using the 
Christoffel coefficients [55], the ith element for the centripetal and Coriolis vector 
may be written as : 
7 
nnn 
E cij Bj= 
EE hijk ejek 
j=1 j=1 k=1 
(11) 
with hi; k = aMz, aMk aek -2 ae i 
The ith term for the Coriolis and centripetal effect may be rewritten as 
[551: 
n Ct e_1nn 7 j- E 
OM, ., +1nn 
(Mik 
90 
1 OMik ek ' 
ge 2 2 j=1 j=1 k=1 aek 2 k=1 j=1 1 i i ( 
Then : 
(12) 
" 9Mi 1 "` (OMi, c _1 
OM; k 9 13 Ca, 
2 aek 
ek + 21 a6 j2 86; 
k) 
k=1 k=1 
n OMik 10Mjk" Bk (14) = 2Mij+2 
(89j 
2 00t 
) 
k=1 k=1 
Let: 
_ 
Mik UM; kl ek 
Wt' 
U= (a9 2 aei J 
k=1 
Then for all i, j and Wij = -Wji, the matrix W =M -2C is skew-symmetric. 
The skew-symmetry gives the following property : 
(16) ýT M (0) - 2C(0,0) x=0, for all xER. 
The property in equation (16) is simply a statement that the forces, defined by 
C(9, B) 0, do no work on the system [69]. An important consequence of this is the 
following property. 
2.1.4 Passive Nature of Manipulator 
The passivity concept originated from network theory; a system is said to be passive 
if it does not create energy. A system is passive if for equal number of inputs U (t) 
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and outputs Y (t), it satisfies the following inequality : 
rt 
JY(, r)T U (r) dr a; for all t>0 and a> -oo. 
(17) 
0 
For a robot manipulator, considering the input as the torque vector and the 
output as the vector of joint velocities, the system defines a passive mapping from 
the input to the output. Using the Hamiltonian term H defined as the sum of 
the kinetic energy and the potential energy of the manipulator [69], the following 
relation holds 
dH 
-ä-t -B T, 
where : 
0 is the vector of joint velocities, 
T is the input torque vector, and 
H is the Hamiltonian sum of the kinetic and potential energy. 
Then 
(18) 
1t9 (T)T T (T) dr =H (t) -H (0) > -H (0) (19) 
0 
This proves the passivity property of the manipulator. This last property has 
been unconsciously used for some time in control engineering. By closing the loop 
between the joint velocity and the torque, with a passive system, the whole system 
remains passive. Since the new system is dissipative, it is stable. Recently the 
passivity property has been used considerably as a systematic design philosophy for 
robot controllers [68]. 
2.1.5 Linearity in Parameters 
By a suitable reformulation of the dynamic equations, the constant parameters defin- 
ing the dynamics of the system, i. e. link masses, moments of inertia, etc... may 
appear as coefficients of a general co-ordinate function. By defining each coefficient 
as a separate parameter, a linear relationship results, so that the dynamic equations 
can be written as equation (20). Since all these constant parameters are usually 
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subject to inaccuracies, this linear formulation of the dynamic equation is very use- 
ful for adaptive control. This reformulation that separates the unknown or partially 
unknown parameters and the known time functions, is used for the formulation of 
the adaptive update rules [55]. 
T=M (e) 0 +C(0,0) 0 +G (0) = Y(0,0,0)5 (20) 
where 
Y(9) 0, B) is an (n x n) matrix of known functions, called regressor functions, 
and 
6 is an (n x 1) vector containing the constant parameters. 
2.2 Direct Drive and Associated Techniques 
Traditional robotic arms use gearboxes as transmission elements between the actua- 
tors and the joints, which means that the load seen by the motor is reduced and the 
motor can be relocated from the arm. The drawback of this method is the presence 
of friction and either backlash or compliance in the gearbox. As robotic applications 
in the manufacturing industries demand ever increasing accuracy and speed of ma- 
nipulations, the limitations imposed by the use of gearboxes become unacceptable. 
The development of low speed and high torque motors [102], [70], means that there 
is no longer a need for a gearbox that magnifies the torque and reduces the speed, 
between the motor and the joint. A design approach, called Direct Drive (DD), 
which is based on the use of these special motors has been proposed some 15 years 
ago [9] and [25]. In this approach, the shafts of the motors are directly coupled to 
the joints of the manipulators. Friction, backlash and compliance associated with 
the gearboxes are then eliminated. The backlash and friction problems associated 
with traditional gearboxes, have also been addressed by new type of gearboxes such 
as harmonic drives and cyclo drives. The CMU DD Arm model I [5] and the MIT 
I serial DDarm [3] are robots designed on the direct drive concept. In its strict 
form, direct drive presents serious limitations due to the motor shaft being directly 
connected to the joint so that it must be mounted on the link thereby reducing the 
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payload. To avoid this extra loading on the link, a transmission element 
is intro- 
duced that keeps as much directness as possible while allowing motor relocation. 
Robotic arms using this technique diverge from pure direct drive as a transmission 
element is allowed to be introduced between the shaft of the motor and the 
joint 
to actuate. This transmission element provides the maximum relocation 
freedom 
whilst introducing the minimum of detrimental effects associated with conventional 
transmissions. No distinction is however made between this technique and direct 
drive and it is commonly referred to as direct drive. Vines [100] proposed to dis- 
tinguish the two and refers to those that use some form of transmission as Direct 
Transmission (DT). 
Robot manipulators using direct transmissions still need torque motors, as the 
directness of the transmission is kept. A number of robot manipulators using this 
technique have been reported, the MIT DD model II, III and IV [9], [8], the Min- 
nesota DDarm [47], the Adept-One [2] and the DD SCARA [54]. The three MIT 
models as well as the Minnesota DDarm use linkage mechanisms as transmission 
elements, to relocate the motors from the links and to keep as much directness as 
possible. The Adept-One and the DD SCARA involve a system of pulleys and steel 
bands as direct transmission elements. 
The Direct Transmission philosophy has been proposed to achieve a greater level 
of actuator relocation freedom than is possible under the direct drive concept, but 
without introducing the majority of the negative aspects of the conventional trans- 
missions. The enhanced relocation allows reduced actuator mobility, suggesting 
higher performance than for direct drive. 
2.3 Non-Linear Direct Transmission 
The direct drive and direct transmission techniques have some serious consequences 
on the control method. Since the reduction effect of the gearbox no longer exists, 
dynamic complexity, such as coupling and non-linearities are directly reflected at 
the motor shafts. Further, higher resolution feedback sensors are needed because of 
the absence of a reduction ratio. The SISO technique or independent joint control 
which is commonly used for traditional manipulators, is not appropriate anymore 
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to deal with the high level of dynamic complexity reflected at the motor shafts 
[8]. 
More advanced methods such as model based [3], [15] or computed torque control 
[4] are needed. Another method to deal with dynamic complexity, is to re-design 
the manipulator in such a way that the dynamic complexity is kept to a minimum. 
This is done by redistributing the masses and reformulating the structure of the 
manipulator. Takase et al [90] reduced the gravitational torque by designing an arm 
with a counterweight but this increases the inertia of the arm, and thus reduces 
the acceleration potential. The Minnesota direct drive robot [47] uses a four-bar 
linkage with a specific design structure so that the functional moving parts are 
balanced. This design arrangement eliminates gravitation torque thus requiring 
smaller actuators and amplifiers and a simpler controller. This balancing is only 
valid however for robots having the same specific geometrical structure. 
Until now, the complexity introduced by direct drive and direct transmission has 
been tackled by using more complex controller algorithms or re-designing the me- 
chanics of the manipulator. Vines [100], [93] proposed a new design, that combined 
the advantages of the direct transmission philosophy with the reduction ratio prop- 
erty of gearboxes. This design is based on the use of a specific type of transmission, 
referred to as non-linear direct transmission. The non-linear direct transmission 
keeps the directness of direct drive whilst providing a varying reduction ratio. Such 
transmissions provide all the advantages of the direct transmission, i. e. no friction, 
backlash and compliance whilst providing motor relocation. The varying reduction 
ratio can also allow some compensation for the variation in joint requirements. De- 
pending on the task, the torque and the speed, as well as the accuracy requirements 
varies within the workspace. The dynamic complexity which dominates in direct 
drive and direct transmission, can also be attenuated by providing a reduction ra- 
tio. For example when the manipulator is in a position where the gravitational 
torque is significant, the non-linear transmission can be designed such that the load 
on the motor is attenuated. 
A number of mechanical devices satisfy the criteria of a non-linear transmission 
topology, for example a non-parallel linkage [39], the Peaucellier linkages [39, p181], 
bands with elliptical pulleys [72]. Vines [100], [93] proposes the Gimbal Drive shown 
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in Figure 1, which is an extension of the sinusoidal reciprocator [20, p83], as a 
non-linear transmission element suitable for robot manipulators. 
Outer 
u0, A 
r 
1 
Figure 1: The Gimbal Drive Transmission 
The gimbal drive consists of a truncated cylinder, a rocking shaft (outer ring) and 
an inner ring. The input of the system is given by rotating the truncated cylinder 
and the output is obtained by the swing of the outer ring. With the inner ring 
restrained to rotate, the rotation of the truncated cylinder causes the inner ring to 
follow the oblique surface of the truncated cylinder. The restraining points of the 
inner cylinder are forced to have antagonistic movements, one is moving up while 
the other moves down. Their displacements result in the swing of the outer ring. 
The gimbal drive transmission has the following input-output function (equ. (21) 
and fig. 2). 
°out = Bo f... out + tan-1 
(tan B,, " cos Bi) (21) 
where 9a,,, t is the output angle, Oof.. out is the offset angle at the output, B, ' is the 
gradient of the truncated cylinder, and ein is the input angle. 
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Figure 2: T ansfer characteristic of the gimbal drive 
2.4 The SPRINTA Concept 
The non-linear direct transmission philosophy has been evaluated on the SPRINTA 
(Serial Parallel Robot Incorporating Non-linear Transmissioned Actuation) arm, 
Figure 3, which has been designed and built in the Department of Electronic and 
Computer Engineering at Brunel University [100]. The gimbal drives provide motor 
relocation through a link twist of 90°. This allows the relocation of the motors for 
the shoulder and elbow joint to the base of the arm. The three motors are placed at 
the base of the arm, they are coaxial and lie on the axis of the first joint. The waist 
joint is directly connected to the motor shaft, forming a direct drive system. The 
shoulder joint is driven directly via a gimbal drive element, while a parallel linkage 
is used between the elbow joint and its gimbal drive, as shown in figure 4. With 
coaxial motor shafts, the gimbal drive for the elbow has been accommodated inside 
the gimbal drive of the shoulder. 
The workspace of the SPRINTA prototype is shown in figure 5, whilst robot 
dimensions and workspace characteristic are summarised in table 1. 
The joints are driven by three NSK Megatorque® motors, two RSO608FN003 
and one RSO408FN003 [67]. Each motor has its own driver which has been con- 
figured so that it responds to the command data with a torque proportional to the 
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input angle kin uay 
Taunt ßa, ia(' Travel a- Link 
1 Leiigt11 
Waist Unlimited Unlimited Base 565 mm 
Shoulder 0° to 90' 90° 45° Humerus 400 nine 
Elbow -120° to - 10° 110° 55° Forearm 
3O0 rnni 
Angle above horizontal, for the elbow and shoulder joints. 
Table 1: SPRINTA parameters 
Figure 3: The SPRINTA 
Elbow 
Joint 
Waist 
Joint 
Waist 
Motor 
Shoulder 
Motor 
Elbow 
or 
Link II 
turned by waist motor 
Figure 4: The SPRINTA Topology 
KEY 
. Elbow gimbal drive 
C3 
Shoulder gimbal drive 
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100 2OOrr+rrt 
Figure 5: The SPHINTA workspace 
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maximum torque available. The three motors drivers have their own interface cards 
which are connected to a QT960 controller board [411. The motor positions are 
sensed by incremental encoders, producing 614400 pulses per revolutions. 
With the base frame located at the centre of the waist joint, the kinematic model 
for the SPRINTA is given by equations (22-26). 
Bsh = arctan [-tan (Oc-sh) -COS(esh-n - 
Owa)] + esh_of f-set (22) 
Bel = 
[arctan 
- tan(Oc_el). COS(Oel-yn - 
Owa)] + eel-of feet (23) 
Xend_point = [400. cos(0sh) + 300. cos(Bel)] . COS(Owa) 
(24) 
Yend point = 
[400. cos(Osh) + 300. cos(Bet)] . sin(Owa) 
(25) 
Zend_point = 400. sin(Osh) + 300. sin(9ei) (26) 
Where Bv, a., 08h and Bei represent the 
joint angle for the waist, shoulder and 
elbow respectively. Beh_m and 0eZ_,,,, are the angular positions of the shoulder and 
elbow motors respectively. The motor position and the joint position for the waist 
are identical since this joint is directly coupled to the motor shaft. 98h.. Off_eet and 
0eLoff_8et are offset angles on the output angles of the gimbal drives for the shoulder 
and elbow. The cut-off angle for the shoulder and the elbow are respectively Bc-ah = 
45° and Oc, l = 55°. Xendpoint, Yend point and 
Zend_poi. 
nt represent the Cartesian 
position of the end point of the robot arm. 
Since the robot has a general serial structure it can be analysed using the Denavit- 
Hartenberg convention [39] (see APPENDIX A), and the dynamics can be derived 
using the Euler-Lagrange method (see APPENDIX B). 
As it can be seen from APPENDIX B, the exact modelling of the SPRINTA is a 
lengthy and difficult exercise. The derivation of the inverse dynamics, could not be 
performed by hand and the scientific software MATHEMATICA® has to be used 
to complete the task. The outcome results in a set of highly non-linear and coupled 
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inverse dynamic equations for the SPRINTA. These equations could not be used for 
practical implementation on a controller, and so they must be simplified. 
2.5 Concluding Remarks 
Robot manipulators are non-linear systems, they can however be described mathe- 
matically (dynamic equations). These mathematical descriptions of the manipula- 
tor have specific properties, as mentioned earlier that are very useful for the design 
of controllers. The uses of these properties is even more crucial to achieve high 
performances (speed and accuracy) when direct drive or associated technique are 
employed, as non-linearities and joint coupling are directly reflected on the shaft of 
the motor. In the case of the SPRINTA, some of the non-linearities can be reduced, 
but the directness of the approach means that the physics of the system has to be 
exploited to achieve good performances. 
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3 CONTROL OF MANIPULATORS 
In general, the problem of controlling a manipulator is to determine the time history 
of the generalised forces (forces or torques) to be developed by the joint actuators 
so as to guarantee execution of the commanded task while satisfying given transient 
and steady-state requirements. 
Demand for high performance robots has led to the development of various ad- 
vanced control techniques. Two general controller approaches can be distinguished 
for robot manipulators, the model based approach and the non-model based ap- 
proach. The model based controllers consider some of the structures of the sys- 
tem in their design procedures. In contrast non-model based controllers do not 
take account of the system properties. The first group can be divided into two 
classes: controllers based on feedback linearisation or computed torque techniques, 
and passivity-based controllers. The second group which is merely an independent 
joint control approach, re-grouped the traditional class of Proportional+Derivative 
(P. D. ), Proportional+Integral+Derivative (P. I. D. ), phase lead and phase lag con- 
trollers. In independent joint control, an n-joint robot manipulator is considered to 
be made of n single input single output (SISO) systems, and this control approach 
has been used successfully for many years. Various adaptive and robust controllers 
have been developed for both model based and non-model based controllers. 
Another control method which has not been mentioned earlier is that of Vari- 
able Structure Control (V. S. C. ). As originally developed, this is not model-based, 
but recent developments have incorporated V. S. C. into model-based methods [105]. 
Adaptive versions have also been formulated [107] [11]. Due to their special prop- 
erties, variable structure controllers hold a specific position on the set of control 
methodology and will be treated as a group on its own. 
The choice of which control technique to use is very much dependent on the task 
to be performed. For instance, the need for trajectory tracking control may lead to 
controller implementations which differ from those allowing point-to-point control. 
The driving system of the joints has also an effect on the type of control strategy 
used. If a manipulator is actuated by electric motors with reduction gears of a 
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high ratio, the presence of these gears tends to linearize the dynamics of the system 
reflected on the shafts of the motors. With a high reduction ratio, the 
joints can 
be considered to be decoupled from each other. The disadvantage of the reduction 
of the effect of the non-linearities is the occurrence of joint friction, elasticity and 
backlash that may significantly limit system performance. Alternatively, a robot 
actuated with direct drives eliminates the drawbacks due to friction, elasticity and 
backlash but the effect of non-linearities and coupling between the joints becomes 
highly significant. As a consequence, different control strategies have to be selected 
to obtain high performance. 
3.1 Model Based Controllers 
This group of controllers can be divided into the feedback linearisation and the 
passivity-based classes. The feedback linearisation or computed torque method re- 
lies on cancellation of the non-linearities in the robot dynamics by inverting its 
dynamic equations. The passivity-based approach uses the passive nature of the ro- 
bot manipulator in the design procedure (see section 2.1.4). It attempts to reshape 
the system's natural energy in such a way that tracking control is achieved. The 
passivity based approach for robot control arose from the theory used in electrical 
circuit theory analysis. 
3.1.1 Feedback Linearisation 
The idea behind this methodology is to transform a non-linear system into a new 
linear system incorporating the robot and its controller. The methodology is dif- 
ferent from the traditional linearisation (Jacobian linearisation) used in modelling 
of dynamical systems [61]. The task is to design a controller which will cancel the 
non-linearities in the system for the entire operating workspace. The idea of feed- 
back linearisation can only be applied to a special class of non-linear systems, those 
which can be described in companion form or controllable canonical form [85]; i. e. 
x(n) =f (x) + b(x)u. Computed torque is a special case of feedback linearisation for 
a class of non-linear systems. It is sometimes referred to as inverse dynamics since 
the basic idea is to compute the inverse of the system dynamics as the input torque. 
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A large number of studies and experiments have been performed [59], [71], [3], [4], 
[51]; and an extensive list of variants of the computed torque method can be found 
in the literature. It has proved to be an efficient method when the model is known 
accurately and has been employed successfully in industry. 
The controller uses the general inverse dynamic equation of the robot manip- 
ulator, equation (5), as the basic design starting point. Usually the controller is 
composed of two parts, the feedforward and the feedback elements, as shown in 
figure 6. The feedforward part attempts to cancel the non-linearities in the system, 
while the feedback is used to stabilise the system and drive the error to zero. This is 
done by augmenting the acceleration demand by the signal U, which is a function of 
the tracking error. In practice, the system parameters can not be known exactly, so 
the computed torque controller uses an estimated version of the system dynamics. 
T=M (e) (Od -U) + 5(0,0) 0 +G (e) (27) 
where : 
M (B), C(0,0) and G (0) are estimates of the system parameters, 
9d is the acceleration demand, and 
U is the feedback error signal. 
Linearised System 
-------------- ---------------------; Output 
Demand Robot Trajectory 
F+ 
Manipulator 
--------- 
U 
Feedback 
Figure 6: General Computed Torque Controller 
The system uncertainties do not cause problems in terms of control as long as 
the estimated model is sufficiently close to the real one. The feedback loop is used 
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to correct for the system uncertainties and to guarantee acceptable performance. As 
the uncertainties increase however, the system performance decays rapidly such that 
the system may become unstable [34], [84]. When the uncertainties are within an 
acceptable range, the outer, or feedback loop is designed in such a way that the error 
converges to zero. To achieve this, a number of control laws may be employed. The 
most common and simplest to implement are the P, P. D. and P. I. D. type outer loop 
control [4]. P. type outer loop control is the most simple, where the feedback error 
signal u(t), is directly proportional to the position error, equation (28). The P. D. 
controller incorporates a derivative term in its control law to improve the transient 
response of the system, i. e. the error signal is augmented by a velocity error, equation 
(29). The P. I. D. controller is an extension of the P. D. type with an integral term, 
equation (30). The integral element is used to remove the steady state error which 
may be present on the system because of Coulomb friction or other disturbances. 
u (t) = KpE (28) 
u (t) = KPE + Kd E (29) 
u (t) = KBE + Kd E +Ki J E. dt (30) 
where : 
Kp Kd and Ki are positive diagonal matrices, 
E= 9d - 0, is the column vector of the position errors, 
E= 
dE 
=9d - 0, is the column vector of the velocity errors, and 
f E. dt is the column vector of the integral of the position error with respect 
to time. 
Although theoretically based techniques exist to tune the elements Kp, Kd and 
Ki, an empirical approach is usually employed in practice. The effectiveness of the 
entire algorithm equation (27), is very much dependent on the accuracy of the model 
used as the feedforward term. This dependance has motivated engineers and scien- 
tists to search for a way to render the system insensitive to model uncertainty. Two 
alternative philosophies have been proposed to achieve this: robust and adaptive 
22 
control (discussed in section 3.3). 
In summary, the computed torque approach is based on the feedback linearisation 
concept. Such controllers are designed in two steps. Initially, the structure of the 
feedforward term that provides linearisation is established, with an estimate of the 
system dynamics. The second step consists of defining u (t) such that the control 
objective is achieved. 
3.1.2 Use of Passivity in Controller Design 
In recent years, the passivity-based approach to robot control has gained much at- 
tention [82], [69], [15], [68]. As opposed to computed torque control, this method 
tackles the robot control problem by exploiting the physical structure of the manip- 
ulator, and specifically its property of passivity, equation (19). A passivity-based 
controller relies on the passive structure of the manipulator, which is expressed by 
the skew-symmetry property, equation (16). This property means that there is a 
passive mapping from the input torque to the joint velocity, i. e. the arm cannot 
create energy, it is a dissipative system. From a control point of view, the passiv- 
ity property states that the system is stable. The idea of the passivity approach 
controller is to close the loop from the velocity to the input torque with a passive 
element [85], [83], [55], as shown in figure 7. Since the path from torque to velocity 
is passive, as is the path from velocity to torque, the overall system composed of 
both systems is also passive and hence stable. 
U1 /, -'\ Torque I Robot Velocity 
-}- Manipulator 
-I- 
_ 
Velocity 
U2 Passive Error ,, 
ý 
Demand 
Element I -, . 
Figure 7: Passive Loop 
The structure shown in figure 8, preserves the passivity property of the system 
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and guarantees asymptotic stability of the complete system. The input signal U1 
is defined to be bounded, it is used to provide the regulation point. The passive 
loop from velocity to torque is obtained using the velocity error (note also that the 
velocity demand Bd is defined to be bounded). The velocity error is then used as a 
filtered version of the actual velocity to close the loop. The stability is maintained as 
long as the loop element is passive or described by a strictly proper, stable, rational 
function. To satisfy the condition of passivity, the feedback element may be a P., 
P. D. or P. I. D. type function, equations (28) to (30). The feedforward part that 
generates the signal Ui is usually chosen to be a model-based form, i. e. a computed 
torque based structure. As shown by Berghuis [15], any passivity-based controller 
can be fitted into the general structure of figure 8, where the feedback element is 
a passive function of the manipulator error and the feedforward term is designed 
according to the robot inverse dynamics. The controller can be expressed by the 
general form, equation (31). 
T= M(e f) O +a(01, O) + G(e f) +ý (31) 
Where: 
1 represents the closed loop passive element, which can be P., P. D. or P. I. D. 
type, and 
Of, Of and Of are respectively functions of the actual position, velocity and 
acceleration of the robot. 
Demand 
Feedforward 
U! 
Torque 
U2 
Feedback 
Output 
Trajectory 
Robot 
Manipulator 
Figure 8: General Passivity-Based Controller 
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A number of controllers with a form similar to equation (31) have been proposed 
[49], [46], although they are not systematically referred to as passivity-based. Nev- 
ertheless, their structures fit the general passivity form and the stability of such 
controllers is guaranteed by the passive nature of the algorithm. Just as for the 
computed torque method, passivity-based controllers exist in adaptive and robust 
versions. Since an estimated model of the robot is used for the feedforward term, the 
performance of the system depends on the accuracy of this model. An adaptation 
mechanism or a robust controller may be necessary to correct for the uncertainties 
and unmodelled dynamics of the system or to compensate for parameter changes, 
e. g. load variations. 
In summary, the use of passivity for robot control consists of constructing a 
controller such that the closed-loop system matches a desired energy function that 
resembles the natural energy contents of the open-loop system, by using a computed 
torque like structure for the feedforward terms. In this way, passivity of the robot can 
be preserved in the closed-loop. Moreover, the inclusion of damping via a velocity 
feedback loop guarantees the asymptotic stability of the overall closed loop system. 
3.2 Non-model Based Controllers 
The simplest control strategy that can be thought of is the one that decomposes an 
n-joint manipulator into n-independent systems allowing independent joint control. 
This control approach has been used since the early age of robotics, and is referred to 
as the single input single output (S. I. S. O. ) technique or independent / classical joint 
control. Classical joint control has been applied to robotic manipulators because 
of its ease of implementation and reliability. The effectiveness of S. I. S. O. control 
is confirmed for manipulators with relatively low joint interaction reflected at the 
actuators. This situation is only valid for slowly moving links and highly geared 
transmissions. The reduction ratios in the transmissions reduce the link interactions 
and the variation in inertia as seen by the actuators. For directly driven links and 
manipulators where the inertia matrix varies for the desired trajectory within the 
range of 1: 4, the interaction between links may be significant [10]. In this case 
independent joint control may not provide acceptable results and the interaction 
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between the links has to be accommodated in the controller design via a model- 
based like approach. 
Without loss of generality, the actuator is taken as a rotary electric DC motor, 
figure 9. The position, velocity and acceleration are respectively represented by 0, 
B and 9, I is the average inertia experienced by the motor shaft, Ra is the armature 
resistance, and Kv and Kt are respectively the torque and back emf constants. Gv 
denotes the voltage gain of the power amplifier, Va and Vc are respectively the 
armature voltage and the input voltage. The joint interaction is represented by D, 
[21]. 
Figure 9: Model assumption of a joint drive system for SISO control 
If the model in figure 9 is assumed to be accurate, then classical linear control 
techniques can be applied, figure 10. An error signal is generated from the difference 
between the demand signal and the system response, and fed through a controller of 
the P. I. or P. I. D. type, equations (32) and (33) respectively. Coupling effects between 
joints due to varying configurations during motion are treated as disturbance inputs. 
Effective rejection of these disturbances is usually achieved by a large gain and 
integral action [58]. 
P. I. type : 
Vc=KPE+Ki fE 
P. I. D. type : 
(32) 
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Vc = KpE + Kd E +K1 JE (33) 
The terms have the same definition as for equations (28) to (30). 
6di 
edi 
edi 
ei 
ei 
ei 
Figure 10: General independent joint control 
Usually for industrial robots, independent joint control gives reasonably good 
results for set point regulation as well as for trajectory following. Although, the 
validity of the scheme can be appreciated from an engineering point of view, and 
the large number of applications confirm its effectiveness [24], [3], it is only very 
recently that theoretical proofs have justified the application and the stability of 
such schemes in robotic applications [75], [87]. 
The main advantage of this type of control technique is that very little knowl- 
edge of the manipulator dynamics is needed for implementation. In addition the 
computation requirements for these type of controllers are extremely low and the 
underlying principles are well established. 
A number of variants of these schemes have been proposed to enhance the ma- 
nipulator responses [6], [71], [55]. The P. D. plus gravity compensation technique, 
equation (34), is one of them [50] [89]. Although, this type of controller uses some 
physical knowledge of the mechanical system, it has been classified in the non-model- 
based controller class, as the major part of the controller does not use knowledge of 
the system dynamics. The gravity compensation term replaces the integral action 
of PID, as it mainly affects the steady state performance of the manipulator. This 
type of system may be viewed as a hybrid type controller. It should be noted that 
the control signal generated by the controller represents the torque T. 
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T= KpE + Kd E +G (9) (34) 
where : 
Kp, E, Kd and E are defined as in equation (29) and G (0) is the estimate 
of the gravitational term. 
An extensive amount of work has been done on independent joint control and 
a large family of controllers and hybrid controllers for S. I. S. O. control have been 
proposed. Luh [58] gives a survey on the subject. As for the previous class, adaptive 
and robust schemes have been proposed to alleviate the problems of joint interaction, 
unmodelled dynamics and parameter variations [50], [91]. 
3.3 Dealing with Uncertainties and Parameter Variations 
Robot manipulators are non-linear systems, and are subject to variations while op- 
erating (torque variation within the workspace or variation of the load carried). To 
deal with these situations the controller must have some built-in properties to ac- 
commodate these variations. Further, in the case of model-based control, the model 
used very often presents some uncertainties, either in its structure (approximation 
of the model) or in its parameters. 
Approximations on the plant to be controlled are introduced to simplify the 
model, and the system parameters are only known to within a certain accuracy. In 
either case, the task is to design a controller which will give satisfactory response in 
the presence of these uncertainties (uncertainties which may be in some cases very 
important). 
Two major philosophies have been developed to deal with uncertainty. Robust 
control, in which the structure is fixed but a satisfactory response is acheived for a 
given class of plant, and adaptive control, which attempts to determine the uncer- 
tainties and hence improve the performance. Adaptive control of robot manipulators 
is usually applied to the model-based family. As it implies that the structure of the 
model is very close to the real system. 
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3.3.1 Robust Controllers 
Many of the previously discussed classes of controllers exist in robust versions or are 
intrinsically robust, e. g. P. I. D., V. S. C. with sliding mode. The robustness properties 
may however be valid to within a certain range. The aim of the robustness property 
for the controller is to render the system insensitive to parameter mismatches, i. e. 
uncertainty in the dynamic terms of the model-based controller; and to disturbances, 
i. e. joint interactions, measurement noises and noises affecting the system itself. 
A 
robust system gives a satisfactory response in any situation for which it 
has been 
designed. If no disturbances and mismatch are present, the system does not achieve 
optimum response but instead gives a response within a predefined acceptable range. 
Robust controllers are usually simpler to implement than their adaptive counterparts 
and no time is required for tuning the controller (adaptation time) to the particular 
plant. 
For robot manipulators, disturbances affecting the system can be bounded by 
some known functions. The uncertainties or unmodelled dynamics of the system 
can also be bounded by some functions. These functions may be used to define the 
rejection range of the controller (its robustness). It is important that the distur- 
bances are not over estimated too much as this leads to excessive control effort. For 
a manipulator, an adequate use of the system dynamics properties leads to a less 
conservative controller and lower control effort. 
Various methodologies have been suggested to design the robust control scheme 
[1], [55]. The Lyapunov approach is one in which a candidate Lyapunov function 
is selected to define the robustness of the controller. The most commonly selected 
Lyapunov function is the pseudo-kinetic energy function [35]. It is formed using a 
function of the error and the inertia matrix of the manipulator. The stability and 
robustness of the scheme are guaranteed by establishing a strictly negative bound 
on the derivative of the Lyapunov function. This must be valid for any point in the 
operating range of the manipulator. This approach is very conservative (garantee 
the existence of the Lyapunov function is a sufficient and not a necessary condition 
for stability), but it may nevertheless be a starting point for further refinements. 
Passivity-based controllers are also part of the robust control family. As discussed 
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previously, the stability of the system can be guaranteed by closing the loop from 
velocity to torque using a passive element. Another approach for the design of a 
robust controller for robot manipulators is the variable structure system in conjunc- 
tion with sliding mode [104]. One of the main features of this approach is that the 
error only needs to be driven to a switching surface, after which the system is in 
sliding mode and will not be affected by modelling uncertainties and/or disturbances 
within a defined range. This specific type of control methodology will be discussed 
in more detail in Chapter 4. 
3.3.2 Adaptive Controllers 
Adaptive control is the other main approach for dealing with uncertainties. Research 
in adaptive control started in the early 1950' s in response to the development of 
high performance aircraft, but research did not progress very much due to the lack 
of a global theory. It was abandoned until the late 1960's, when interest in adaptive 
controllers started again. 
In many robot control problems where some form of model based control is used, 
some of the parameters of the plant to control are partially or totally unknown (the 
inertia, mass, length, etc... ). It may also happen that the process, during its nor- 
mal operation, is subject to changes in parameters. The robot may be required to 
manipulate loads which may vary in size, weight and mass distribution. In order to 
give consistent responses in terms of speed and accuracy in any of these situations, 
the controller has to adapt itself to cope with these varying or uncertain parameters. 
The basic idea in adaptive control is to estimate on-line the unknown parameters, or 
alternatively the parameters of the controller to give satisfactory response. Adap- 
tive controllers can be divided into two categories : the Model-Reference Adaptive 
Controller, usually referred to as M. R. A. C., and the Self-Tuning Controller (S. T. C. ). 
In the M. R. A. C., a model of the plant is used to generate the ideal output 
that the plant response must follow. The controller parameters are updated in a 
way that the plant achieves perfect tracking of the reference model response. The 
M. R. A. C. can be schematically represented by four elements, as shown in figure 
11. The reference model, which is an approximation of the real system, has to 
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satisfy two conditions. It specifies the desired dynamic behaviour of the system ( 
rise time, settling time and/or overshoot ) but must also provide responses which 
can be achieved by the system. The parameters of the controller are adjusted such 
that the plant produces a response identical to the reference model. The stability 
and convergence to zero of the signal errors are guaranteed by an adequate choice 
of adaptive laws for the parameters. The adaptation law should also guarantee the 
convergence of the controller parameters. The design procedure for such a controller 
can be considered in four steps : first select a reference model which is relatively close 
to the real plant, but simple in structure, and then choose a control law containing 
variable parameters. The third step is to design adaptation laws for the parameters, 
and the final stage in the design is to check the convergence properties of the system 
[52]. 
Reference 
Model 
utput I Error 
Controller I Plant 
Adaptation 
Law 
Figure 11: Model Refence Adaptive Control Scheme 
In some applications, the reference model is not explicit. It is incorporated 
into the controller and parameters are directly adapted so that the reference model 
matches the plant. 
For the self-tuning controller, no pre-estimation of the plant is required as the 
parameters of the controller are adapted using on-line estimation. One simple ap- 
proach is to estimate the unknown parameters of the plant and then compute the 
controller parameters from these results. This method is referred to as indirect 
adaptive control. A more straightforward technique called direct adaptive control, 
reformulates the estimated parameters in terms of controller parameters. 
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From a general point of view, the main difference between M. R. A. C. and S. T. C. 
is that in the former, the parameters of the plant are tuned such that the error 
between the reference and the actual plant vanishes. In the latter, the controller 
parameters are estimated such that the input-output error is minimized. Some sim- 
ilarities exist however between the two schemes [85]. In robotics, both schemes 
have been employed, for example Seraji [77] proposed a self-tuning P. I. D. type con- 
troller. It seems that M. R. A. C. however has been the most active research field. 
The reason may be that using the linearity in parameters property, equation (20), 
the uncertainty on the inverse dynamic equation can be expressed as simple coef- 
ficients. Formulating the reference model in terms of the controller and putting 
the uncertainties as coefficients, estimation mechanisms can be used to evaluate the 
uncertainties, and update the reference model so that it matches the plant. 
Using the linearity in parameters property, a number of adaptive controllers for 
robotics have been proposed most of them belonging to the MRAC scheme [23], 
[48], [26], [60], [76] 
. Although the adaptation mechanisms are different for all these 
controllers they all rely on the linearity in parameters property, equation (20) and 
below. 
M(e) e+C(B, e) 0 +G(e) =Y(O, e, B)s 
Selecting an initial control law of the form : 
T=-Nr(e). e-C(e, e)e+G(9)-K. r (35) 
where e, e and r may be defined as : 
e =9d -A B=9d -A(O - Od) 
e=Od-A6 
r=9-e=B+AB 
With K, A diagonal matrices of positive gains, " denotes the estimates. In 
terms of the linear parameterization of the robot dynamics, the control law can be 
expressed as : 
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T= Y(O, e, e, e, e) 6 -K "r 
(36) 
Combining equation (36) with equation (5) yields 
M(B)r+C(6, B)r+K"r=Y(9, B, B, e, e) 6 (37) 
The parameter estimate 6 may be computed using standard methods, such as 
gradient or least squares [44]. For example, using the gradient update law 
S= -r-lYT (6, B, 9, e, e)r (38) 
where r is diagonal positive definite matrix. 
A number of important refinements to this initial result are possible [84], [83], 
[46], [69]. 
Another type of adaptive controller for robot manipulators has recently appeared 
in the literature with the development of Neural Networks [56], [57]. Very often 
with this type of controller, some form of model-based element is used and the 
uncertainties are compensated by the neural network part. The neural network 
is either used to estimate the parameter uncertainties and then adjust the model- 
based element, or to simply compensate mismatch between the model used and the 
real system. In the latter, no parameter identification is performed, so it is usually 
simpler and requires less computational load. The drawback of these new type of 
adaptive controllers is the amount of computer power required for implementation 
and the time taken to tune the neurons before acceptable performances are obtained. 
3.4 The Case of the SPRINTA 
The SPRINTA uses some form of transmission directness, in the sense that the 
motors are not directly coupled to the joint but directness is still kept [100], i. e. 
no gearing element. In this situation the link interactions reflected at the motor 
shaft may not be negligible. The significance of joint interaction at the motor 
shaft would lead to the choice of a model-based controller in order to maximise 
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the manipulator performance. In the derivation of the inverse dynamics it has been 
found however that the exact model of the robot could not be used for the controller 
design (APPENDIX B). This is due to the complexity of the equations, which make 
their on-line computation very slow. The model has to be greatly simplified for 
implementation purpose, and as a result significant uncertainties are introduced in 
the system structure as well as in the parameters themselves. Adaptive controllers 
can deal with parameter uncertainties, however they are not good at dealing with 
unmodelled dynamics, as is the case of the SPRINTA model. A neural network 
approach can not be used because of the limited computer power available on the 
existing system. 
The other technique to deal with uncertainty is robust control. Such a controller 
may not provide optimum responses but can deal with parametric uncertainties as 
well as unmodelled dynamics. One type of robust controller, which is inherently 
robust and has been applied to various type of plant (linear as well as non-linear), 
is the variable structure controller in conjunction with sliding mode. This type of 
controller which has not been presented previously is described in the next chapter. 
This type of controller requires very little computer power, is very efficient to cope 
with the uncertainty, and it can be designed in conjunction with a model-based 
structure controller. 
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4 VARIABLE STRUCTURE SYSTEM & SLID- 
ING MODE 
4.1 Background 
Variable Structure Control (VSC) in conjunction with sliding mode constitutes a 
special class of control techniques that renders the system robust to parameter vari- 
ations as well as to disturbances. This technique provides a systematic approach for 
the control of linear as well as non-linear plant. 
The theory of VSC was pioneered in the Soviet Union during the early 1950's 
and 1960's by Professors S. V. Emel'yanov and E. Barbashin and their co-workers 
[28], [16], [13], [14]. The study and development of this control technique is closely 
related to the concept of state space methods initiated by A. A. Andronov [17], [92]. 
The idea behind VSC originated with the use of relay control [63], where the control 
element is deliberately allowed to change the sign of its control effort in accordance 
with some functions of the error signal and its derivatives. A fundamental property 
that can arise with variable structure systems is the so called sliding mode. A 
sliding mode occurs when the system behaviour is restricted to a specific region 
of the system dynamics referred as switching line or switching curve. This line is 
defined by the switching conditions of the variable structure controller. When the 
system state reaches the switching line, it is bound to remain in it. The dynamic of 
the system on the switching line is referred to as sliding mode. While in this mode, 
the system dynamics are entirely defined by the equation of the switching condition, 
making the system insensitive to disturbances and parameter variations. 
The technique received very little attention in the West, due to the shortage of 
literature dedicated to it in English and the lack of applications. It is only in the 
late 1960's and early 1970's that VSC with sliding mode started to penetrate the 
Western world, as scientific documents became available in English [97], [95], [96], 
[43], and the development of fast switching electronic devices made VSC with sliding 
mode potentially applicable to real systems [29], [31], [104], [105]. 
In its most simple form, the output of the VSC controller varies between two 
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extreme values according to the sign of the error function, S. 
U= sgn(S) (39) 
with : 
1-{-1 if S>0 (40) sgn(S) = 1-i if S<0 
where : 
S (x) is a function of the state errors, satisfying S (0) = 0. 
S (x) = 0, is commonly referred to as the discontinuity surface, sliding mani- 
fold/surface or switching curve/line/surface. Using a state space representation of 
the state errors, S represents a curve separating the plane in two and passing through 
the origin. If the sign of the control law U, can be arbitrarily specified in such a 
way that the system behaviour always converges toward the discontinuous surface 
S, it can be guaranteed that when this surface is reached the system behaviour will 
be restricted to this surface and will slide along it to the origin of the plane. This 
phenomenon, called sliding mode, is the result of the high frequency switching of 
the control law. When the state motion reaches the sliding surface, it overshoots 
by an infinitesimally small value creating the sign change of the control law; the 
motion is redirected toward the surface, and overshoot on the other side occurs. 
The control law is once again reversed, and since this phenomenon takes place at 
infinitely high frequencies, the motion is restricted to the sliding surface. A Russian 
mathematician A. F. Filippov [30] proposed a rigorous definition of the behaviour in 
sliding mode in the early 1960's, figure 12. Sliding mode corresponds to a limiting 
behaviour because control switching occurs infinitely fast, so the system behaviour 
in sliding mode f °, at a specific point is defined as the 'average' solution between 
the two system behaviours f+ and f- on both sides of the discontinuous surface. 
f°=(1-a)" f++a -f- (41) 
where a is a scalar such that 0<a<1, and f0 is tangential to the surface S at 
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the point of interest. 
Figure 12: Filippov's interpretation of sliding mode 
In practice, the switching occurs at a finite frequency so pure sliding mode does 
not take place. Instead, the representative point (system behaviour) is restricted to 
a neighbourhood of the sliding surface, which is directly dictated by the switching 
frequency. In this condition, the control signal oscillates at the switching frequency, 
and this phenomenon is referred to as chattering [98]. Chattering is undesired as it 
leads to high frequency oscillations of the plant which cause severe vibrations that 
damage the plant. 
4.2 General Procedure 
The design of a variable structure controller with sliding mode may consist of three 
phases. The first one is to define a switching surface so that the plant restricted to the 
surface has desired dynamics, such as stability to the origin, tracking, regulation, 
etc. The second phase is to derive the control law with its associated switching 
logic such that the state is driven toward the sliding surface for any given initial 
condition and maintained on it after interception. The last phase consists of selecting 
a mechanism/law to eliminate or reduce the chattering. 
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4.2.1 Sliding Surface 
The design of the switching surface is dictated by the system requirements, which can 
be transcribed in terms of the behaviour of the state error. One remarkable property 
on sliding mode is that when the system reaches the discontinuous surface it remains 
on it and slides along it to the origin of the state plane. If the origin is defined as 
the required system behaviour to attain, one has to select the discontinuous surface 
S as a function of the system state errors, so that the system after reaching the 
switching surface will converge to the origin defined as zero state errors. In the case 
of a tracking control problem of a SISO mechanical system, the sliding surface can 
be defined as 
S =ý +ý (42) 
where x is the velocity error and x is the position error of the system and A is 
a positive scalar. The function S can be interpreted as the weighted sum of the 
position error and the velocity error. 
The equation (42), represents a straight line of slope A in the phase plane repre- 
sentation of the state errors, figure 13. When the system is in sliding mode, S=0, 
and the dynamic of the state error is defined by a first order differential equation 
(43), for which the solution is simply an exponential type function of time constant 
A, equation (44). 
x+Ax =0 (43) 
_ -A-e- a. (44) 
For an nth order system with m inputs, m sliding surfaces are generally selected 
and defined similarly to the SISO case. 
Remark 1 The maximum number of possible sliding surfaces for an nth order 
system with m inputs, is 2m -1. The first m sliding surfaces are given by each scalar 
switching function Si for each input. By considering the intersection of two surfaces 
Si and SS as another sliding surface, the total number of such intersections equals 
the number of combinations of m taken two at a time, i. e. m(m - 1)/2. Further 
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intersections involving multiple surfaces Si constitute another sliding surface, and 
the last sliding surface is given as the intersection of all surfaces. On each of the 
switching surfaces, there may be a sliding mode that is described by a differential 
equation of the same dimension as the switching surface. Therefore, it is possible to 
have a total of 21 -1 different sliding modes. This way of defining sliding modes 
was implied in the hierarchical control scheme of Utkin [98]. 
4.2.2 Control Law 
The selection of the control law is the second major step in the design of a VSC with 
sliding mode. Its role is to guarantee that the states converge toward the sliding 
surface and are maintained on it thereafter. One method to derive the control law 
is based on the reaching condition, which is a sufficient condition for the system to 
reach the discontinuous surface and for the sliding mode to exist. The condition 
may be expressed as : 
S'> O, when S<0 
(45) 
S< 0, when S>0 
which can be formalised as : 
S. S <0 (46) 
The reaching condition, equation (45) has a physical interpretation in state space, 
figure 13. When the system is not in the sliding surface S00, its value expresses 
how far the system is from it, and whether it is above or below it. S represents the 
gradient of the system behaviour in the state space. If for all the operating points 
of the system, the gradients are always directed toward the sliding surface, then the 
system will converge toward the discontinuous manifold and reach it, and the sliding 
mode would then take place. The above conditions are formalised by the reaching 
condition, equation (45). The control law has to be selected to guarantee the sliding 
condition. 
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Figure 13: Sliding Condition 
4.2.3 Chattering Reduction 
Chattering is the result of a finite switching frequency of the discontinuous element 
while in sliding mode, and the control effort oscillates at this frequency. Such a 
phenomenon is undesirable and potentially dangerous for the plant as it may excite 
some resonant frequencies in the plant under control [73], [74], [38]. 
The problem of chattering has been addressed by a number of researchers [86], 
[80], [103], [106], [73]. Most of the techniques used to reduce chattering are based on a 
modification of the sgn (S) function. It usually involves a continuous approximation 
of the discontinuous function in the neighbourhood of the switching surface, when 
S--+0. 
Slotine suggested replacing the sgn function by the saturation function, equation 
(47). The new function defines a boundary layer around the sliding surface. 
U (S) = Sat (S) (47) 
where : 
+1 forS>ý5 
Sat (S) = S/4ý for BSI < (D (48) 
-1 forS< --I) 
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with D>0. 
4) is the threshold value for entering the boundary layer. Outside the boundary 
layer, the control is identical to the ideal relay characteristic. Within the boundary 
layer however, the control is a high-gain, linear control. The use of such a function 
alleviates the chattering phenomenon, but it is obtained at the price of a reduction 
in robustness. The system states do not converge anymore to the origin of the state 
space but to its neighbouring area, and the size of this attraction surface is 
defined 
by ýD. K. S. Yeung et al. [103], proposed reducing the width of the boundary layer 
as it approaches the origin of the phase plane by making proportional to the error, 
equation (49). 
a+ 
bý (49) 
A different approach to the chattering problem was suggested by Zinober et 
al. [107], which puts a low pass filter at the output of the controller to reduce or 
eliminate the chattering. Again chattering reduction is obtained at the expense of 
the robustness. 
In all the mentioned techniques, chattering is tackled after it appears on the 
system, instead of tackling it at the source. In the following chapter, a technique to 
reduce the chattering will be proposed and applied on a robot controller. 
4.2.4 Existing Applications of VSC 
Since the acceptance of the theory of VSC and sliding mode theory in the West- 
ern world, the number of reported applications has kept growing in various areas 
(mobile robot guidance [37], servomechanisms [18] [32], furnace temperature control 
[88], teleoperated systems [94], helicopter flight regulation [79], chemical process reg- 
ulation [78], control of electrically driven vehicle [99] and others). Although variable 
structure control has not been systematically used as a universal controller, over 
the years, it has been successfully implemented on various types of processes, both 
linear and non-linear. Whatever the application, the controller is based on invariant 
sliding manifolds for the states. When the system states reach the manifolds, the 
41 
system behaviour becomes insensitive to disturbances and is entirely dictated by the 
manifolds. 
4.3 Variable Structure Controllers for Robot Manipulators 
The earliest reported application of VSC with sliding mode to robot manipulator 
control is due to Young [104]. The robot manipulator was modelled using an ana- 
logue computer. The control law used was switched between two values, one positive 
and the other negative, equation (50). The sliding surface was designed to give point 
to point regulation, equation (51). The control law was designed using the hierarchi- 
cal switching order [98], in which the sliding mode occurs earlier on switching planes 
of higher orders. The manifolds are nested and sliding mode on each manifold ap- 
pears in a predefined order, the occurrence of sliding mode is guaranteed for every 
sliding surface as well as the order of appearance on them. The speed of response is 
slow however since sliding mode must occur in a specific order. Further, the coupling 
between manifolds implied by this "sliding hierarchy", makes the control law design 
complex. Another limitation of the proposed scheme is that very little knowledge 
of the system is used to established the control law, which inevitably leads to high 
gain control law. 
The control law used by Young is : 
T+- if Si 
Ti = 
(9i, 6i) >0 
t (50) Ti _ if S. i(Nei1 ei) <0 
and the sliding surface used for set point regulation : 
N"N 
Si(ei, Bid = Ai Oi + Oi (51) 
The control law used by Young, equation (50), has been shown to be effective 
for set point regulation of robot manipulators. The control effort is however unnec- 
essarily large which generates a high level of chattering. Real application of a such 
scheme is thus not possible as the chattering may excite unmodelled high-frequency 
dynamics of the robot and damage it. In addition, this controller does not exploit 
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the physics of the robot and is therefore less effective than controllers that do use 
such information. 
Intuitively if one can use some knowledge of the system in the controller to 
improve the control effort and use a VSC algorithm to compensate for the unknown 
part, the switching law can be reduced which would at the same time reduce the 
chattering amplitude. This approach was used by Slotine et al. [86], [81] for the 
tracking control of a robot manipulator. In the design of the control law, Slotine 
considers the sliding manifolds to be independent, hence sliding mode can occur on 
the manifold in a free order as opposed to the hierarchical approach. The complex 
and nested control laws imposed by the hierarchical control to achieve sliding mode 
in a specific order is then avoided. The speed of response is increased as sliding 
modes may occur in parallel on the different switching surfaces. 
The controller uses a general model based structure, with switching terms to 
guarantee the sliding mode and to account for the uncertainties of the model used, 
equation (53). The sliding surface is selected to achieve tracking error, equation 
(52). 
"NN 
s= (0- ed) + A(O - Od) =e +A e (52) 
Ta = -M. er-c(0,0)er+G(0)+Ts (53) 
°r represents a pseudo velocity reference, formed from the desired velocity and 
the position error, equation (54). 
""N 
Or = Od -A 9 (54) 
S= 0-or (55) 
The term Ts is a column vector which is selected so that the sliding condition 
for each discontinuous surface is guaranteed, equation (56). 
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si . s1 <0 
(56) 
Using the computed torque equation (53) and the sliding condition equation 
(56), Slotine established that control can be achieved using : 
Tsi = Ki. sgn(S; ) (57) 
where Ki is a constant term which bounds the system mismatches and uncer- 
tainties of the ith control torque term, and guarantees sliding mode. 
The scheme described by Slotine, presents a number of improvements and advan- 
tages over the controller due to Young. Firstly, Slotine control algorithm is not based 
on hierarchical control, which means that the sliding manifolds are independent, and 
so the control law is simpler. The second improvement is the use of an estimate of 
the system inverse dynamics as feedforward terms for the controller (model-based 
structure). This leads to improved performance over the scheme due to Young. 
Further, the exploitation of the Lagrange-Euler equations provide a reduction in 
chattering as the system uncertainties are reduced and some of the joint coupling 
is accommodated in the model-based feedforward term. In its initial form however, 
the Slotine control algorithm equation (53) can not be practically implemented on a 
robot manipulator because of the strict discontinuous term and the relatively large 
magnitudes of Kt, equation (57). Even though, the model based feedforward term 
has allowed a reduction in the values of Ki, its magnitude to guarantee that the 
system reaches the sliding surface and remains on it, is still large, which results 
in unacceptable chattering. Slotine overcomes the problem by using a saturation 
like function, equation (48), instead of the sgn one. This defines a boundary layer 
around the sliding surface, so exact sliding mode does not occur anymore, but in- 
stead the system remains within the vicinity of the sliding surface and converges 
towards the origin of the plane. 
In the scheme proposed by Slotine, the controller has to be derived by considering 
the sliding condition, equation (56) for each sliding surface. The analysis of sliding 
conditions for each sliding surface is an involved process as it results in coupled sets 
44 
of equations, and significant assumptions have to be made to establish the control 
law. Further, an estimate of the inverse inertia matrix is required. Bailey et al. 
[12] propose to use a Lyapunov function to carry out the controller design. The 
candidate Lyapunov function is selected so that it characterises the system tracking 
performance. The control laws are then selected so that the negative definiteness 
of the derivative of the Lyapunov function is guaranteed. Bailey et al. define a 
sliding variable for each joint of the robot manipulator, in a similar way as Slotine, 
equation (52). The candidate Lyapunov function forms a quadratic equation using 
this sliding variable S and the inertia matrix M of the robot manipulator, equation 
(58). 
V= 
2ST. 
M. S (58) 
Since S may be viewed as the weighted sum of the position and velocity errors, 
and the inertia matrix M is positive definite, the function satisfies the requirement 
of a Lyapunov function and at the same time characterises the tracking error for 
the system. The proposed control law is of the form of a computed like torque, 
similar to Slotine, equation (53). The uncertainties are bounded by considering 
their sum to be bounded. This means that the sliding mode on each individual 
sliding surface is not guaranteed but only at the intersection of all sliding surfaces. 
By over estimating these bounds however, sliding mode on individual discontinuous 
surfaces will eventually occur in a free order manner. 
Such an approach has the advantage over that proposed by Slotine by being more 
general, and of having the design conducted at the same time as the stability of the 
system being established. Also no inverse inertia matrix estimation is needed. The 
chattering problem is not tackled in the scheme proposed by Bailey et al as only 
simulation work is presented. In a real application, the finite switching problem 
would need to be addressed. 
K. S. Yeung et al. [103] re-used the design approach proposed by Bailey et al., 
a candidate Lyapunov function of the form of a pseudo-energy function is selected 
to design the control law as well as establishing the system stability, equation (58). 
The controller proposed by K. S. Yeung et al. is only concerned with point to point 
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regulation of the robot manipulator. In the proposed scheme, n sliding surfaces are 
selected for the n joints of the manipulator, where each sliding surface is defined as 
the weighted sum of the joint velocity and the joint position error, equation (59). 
In essence, the proposed scheme is close to the one proposed earlier by Bailey et al., 
but Yeung et al. address the problem of chattering in the design of the control laws. 
S =O +)(O - Odd) 
(59) 
The chattering problem during transient responses is tackled using a sliding 
sector. The system state is forced towards the sliding sector, and after entering it 
the system behaviour is maintained in it and converges to the origin of the phase 
plane. Chattering at the regulation point (origin of the phase plane) is dealt with 
by a saturation function. Yi-Feng Chen et al. [19] extend the scheme of K. S. Yeung 
et al. [103] to trajectory control of a robotic arm. The problem with the scheme 
due to Yeung et al. and its extended version by Chen et al. is that both need an 
estimate of the derivative of each term of the inertia matrix to establish the control 
law. Such requirements impose tedious calculations and result in a complex control 
law. Even though the scheme is an improvement over the algorithm due to Bailey 
et al., it is not paragon. 
Gorez et al. [36] proposes a controller that uses sliding mode and variable struc- 
ture control as an initial design start. The design relies on a Lyapunov function, 
that represents a pseudo-kinetic energy function similar to the one used by Bailey 
et al. equation (58). A sliding manifold for each joint is defined as a nonlinear func- 
tion of the position error, equation (60). The sliding surface is only concerned with 
achieving point-to-point regulation. Such definition smooths the sliding manifold 
as the position approaches to the desired position (i. e. :O j= 0), which results in 
slow dynamics far from the desired position and faster dynamics when approaching 
this position. The sliding manifold defines a first order system with a varying time 
constant [36]. With such a definition of the sliding manifold the steady state error 
at the regulation point can be kept very low. 
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Si = Bi + °i, m . sat(ýi) 
(60) 
S=0 +v(0) =B - BT (61) 
where Oi is the velocity of the ith joint, Bi,,, denotes the upper bound on the 
magnitude of the velocity of the ith joint, which is a (positive) design parameter. 
The term ei is a positive constant design parameter and 8i represents the position 
error of the ith joint. v(9) and - B, represent a fictitious velocity reference that is 
a function of the position error as well as the maximum velocity magnitude. 
The bounds on the system uncertainties are established by considering each term 
from a practical point of view. Such an approach diverges greatly from previous 
approaches as the finite velocity, maximum reaching position, and maximum motor 
torque constraints for the robot are considered to establish the bounds for the control 
law. The idea is further enhanced by the same author [35], where a complete step-by- 
step approach is proposed. The controller designed initially starts from the sliding 
manifold definition, equation (60) and a pseudo-kinetic energy function as Lyapunov 
function as in Bailey et al. [12]. New terms are progressively introduced in the 
Lyapunov function and in the control law. Such an approach underlines the physical 
meaning of the system bounds and makes the selection of the control actions easier. 
The resulting controller may be viewed as a model based controller with PID-like 
auxiliary terms, equation (62). 
Ta =-M . vi(e). 
0+0 (0) - K8(s) - Kr(r) (62) 
where Ke denotes a diagonal matrix with positive entries and which provides 
a control action proportional to S such that K3(S) = K3. S. This is similar to a 
PD-like action with a bound on the P term. The term Kr(r) provides an integral 
like term, as it is defined as a nondecreasing positive diagonal function, and r= S. 
The first main idea of the scheme proposed by Gorez et al. is the use of nonlinear 
sliding manifolds to vary the system dynamics as the position approaches the desired 
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position, so that the steady state error at the regulation point is low. The second 
main point is the design methodology, where the physical nature of the terms to 
be bound are considered to establish the control law. The overall design results in 
a computed torque controller with a PID like regulator term. The scheme is only 
concerned with point to point regulation, and further the sliding variables are used 
to start the design but the resulting control laws do not guarantee that all sliding 
modes occur. 
4.4 Summary 
The theory of Variable Structure Control with sliding mode has been initially de- 
veloped in the former Soviet Union some forty years ago. The idea is derived from 
discontinuous control action, such as relay control. The research on the topic was 
mainly theoretical and research reports were mainly in Russian which may explain 
the delay in spreading to the Western World. Nowadays, VSC and sliding mode is 
well established and its applications are found in many different fields (from mobile 
robot guidance to chemical process regulation and helicopter flight regulation). 
Young was the first to use the variable structure control and sliding mode theory 
to control a robot manipulator. His scheme was crude and the physics of the system 
were ignored in the control law. Further, the sliding surfaces were nested, which 
imposed a slow response of the system. Slotine et al. proposed having independent 
sliding surfaces and using the system dynamics in the control law. However, the 
design of the control law relies on the sliding condition, which requires the analysis 
of each joint equation and an estimation of the terms of the inverse inertia matrix. 
Such analysis becomes difficult because of the nested nature of the equations for 
each joint and the inverse inertia matrix estimation. Bailey et al., propose using a 
Lyapunov function in the form of a quadratic function, that characterises the system 
tracking error as a whole. The resulting control laws are similar to those obtained 
by Slotine, but the approach is more systematic and there is no need to evaluate the 
inverse inertia matrix. The chattering problem however is not addressed which in a 
practical application would be a serious issue. Yeung et al. and Chen et al. extended 
the scheme of Bailey to respectively point to point regulation and trajectory tracking. 
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Both address the chattering problem in a similar way, by generating sliding sectors. 
Their schemes suffer from the need to have estimates of each entry of the inverse of 
the inertia matrix. Their schemes benefit from the systematic approach of Bailey et 
al. and tackle the chattering phenomenon, but the inverse inertia matrix requirement 
make the derivation of the control law tedious. Gorez et al. propose a control 
methodology that departs from the earlier Bailey et al. proposal. Non linear sliding 
surfaces are used to vary the system dynamics as it approaches the regulation point. 
Further, the design is conducted in a step-by-step fashion where the physical nature 
of the system is considered to establish the bounds and to select the control action. 
The resulting controller is a PID-like controller with computed torque terms but 
where sliding mode is no longer guaranteed. The sliding variables defined at the 
start only represent virtual sliding surfaces. The proposed scheme of Gorez et al. is 
only concerned with point to point regulation, which in many industrial applications 
is not sufficient. 
There have been a large number of other schemes proposed in the literature 
which have not been mentioned. Only those-which present a significant point in the 
development of the variable structure control with sliding mode applied to robot 
manipulators has been reported. Further, adaptive versions of controller that used 
VSC and sliding mode are omitted, since they represent an intermediate class, i. e. 
robust-adaptive controllers. 
49 
5 PROPOSED CONTROLLER FOR ROBOT MA- 
NIPULATORS 
5.1 Design Procedure 
The proposed controller is aimed at achieving trajectory tracking, such that position 
as well as velocity demand must be tracked by the manipulator as close as possible. 
The sliding surface is then selected so that it represents the weighted sum of the 
position error and of the velocity error, equation (63). This definition of the sliding 
surface is identical to the one used by Slotine et al. [86], Bailey et al. [12] and 
Yi-Feng Chen et al. [19]. The control laws force the system to reach the sliding 
surface S, and when it is reached the system dynamics are restrained to this surface 
NN 
and converge to the state where (0,0) = (0,0). This state is the ideal case, where 
the position as well as the velocity error are null, and tracking performances are 
optimum. 
.NN 
s= (e - ed) + A(O - Od) =O +a. 0 (63) 
The time derivative of S is given as : 
NN 
S=O +A. 0 (64) 
The next step in the design is to select the control laws so that the system 
behaviour is forced toward the sliding surface and remains on it thereafter. The 
reaching condition, equation (45), can be used for this effect [86]. The problem with 
such an approach is that it requires the estimation of the inverse inertia matrix and 
tedious analysis of the resulting inequalities. The Lyapunov function V of the form 
of a pseudo-energy function, equation (58), is selected to conduct the derivation of 
the control laws. 
v= ZST. M(e). S (65) 
where ST is the transpose of the sliding vector S and M(O) is the inertia matrix 
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of the robot manipulator. The time derivative of V is given by : 
V= ST. M(9). S +2 ST . M(B). 
S (66) 
V= ST. M(9). (0 -}-a. 9) + 
2ST. 
m (6). S (67) 
V= ST. M(O). 0 +ST. M(e). (- ed +a. 0+ 2ST. Nr (e). S (68) 
Now define : 
"N 
e= (- Bd +A. 9) (69) 
"" N 
e= (- Od +A. 9) (70) 
The terms e and e are direct functions of the velocity demand augmented by the 
weighted position error, and of the acceleration demand augmented by the velocity 
error respectively. 
The inverse dynamics of the robot can be represented as equation (71). The terms 
M (0), C(0,0), G (0), and F(9,0) represent the inertia matrix, Coriolis/centripetal 
effect, gravitational torque and friction respectively. The Coriolis/centripetal term 
is defined so that it verifies the skew symmetric property, equation (16). The friction 
term is a discontinuous function of the velocity and position, the friction term of 
each joint is decoupled from each other and is dissipative, so that Oi . Fi(0,0) > 0, for 
all Oiß 0. For robots that use the concept of transmission directness, as in the case 
of the SPRINTA, it can be assumed that friction is non existent/negligible [100]. 
Ta =M (0) B +C(0,0). 0 +c (0) + F(0,0) (71) 
Then 
M (e) e= Ta - C(O, e). 0 -G (0) - F(0,0) (72) 
Substituting equation (72) and equation (69) and its derivative into equation 
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(68), gives: 
v= ST. [Ta - C(9, e). e -G(O) - F(O, e) - C(O, e). e + C(e, 
e). e (73) 
+I ST .m 
(0). S 
V- ST. 
[Ta_G(9) 
- F(9, B) - C(e, e). S + C(O, e). e +M (0). e (74) 
+IST. m (0). S 
v= ST. [Ta -G (0) - F(9,0) + C(0, e). e +M (0). e (75) 
+ST. 
r1. 
M (e) - C(e, 0)] s I2 
Using the skew-symmetry property, equation (16), the expression is reduced to: 
V= sT. [Ta_ c (e) - F(O, e) + C(e, e). e +M (e) . (76) 
Letting Ta =G (0) +F (0,0)- C (0,6). e- M (0). e +Ts, and substituting it 
into equation (76) gives : 
ST. [c (0) +F (0,0)- c (0, e). e- M (0) .e +Ts] (77) 
where : 
(. ) is the parameter estimate and 
is the parameter error. 
The next step in the design procedure is to define Ts so that the negative semi- 
definiteness of V is guaranteed, equation (78). To derive Ts, the physics of the robot 
manipulator is considered from a practical point of view. Such an approach has been 
proposed and used by Gorez et at. [36], [35]. The idea was initially suggested by 
Slotine at a more theoretical level [82]. By considering the system from a practical 
standpoint, some engineering assumptions can be made so that the condition for the 
Lyapunov function to exist can be established, equation (78), and at the same time 
the control law can be derived. 
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ST. G (0) +F (0, e)- c (0,0). e- M (0). e +Ts <0 (78) 
Assumption 1 In the case of rotational joints, the gravitational torque is repre- 
sented as a trigonometric function (sin or cos) of the joint displacement. Since 
trigonometric functions are cyclic, they are bounded. For translational joints, 
the translation is limited by physical constraints, minimum and maximum pos- 
sible displacement of the joint. In both case, the gravitational torque can be 
upper bounded, and so can its estimate and the error resulting from the dif- 
ference between the gravitational torque and the estimate. The gravitational 
torque error Gi (0) for each link can be bounded as in equation (79). 
Gi (0) < K9; (79) 
Assumption 2 The inertia matrix is a function of the position of the joints, with 
rotational joint each entry of the inertia matrix is a trigonometric function 
(sin or cos) of the joint position. This implies the boundedness of each of the 
inertia terms. In the case of translational joints the boundedness on the inertia 
term is implied by the finite maximum displacement of the joint. Since all the 
terms of the inertia matrix are bounded, so are the estimates and the error on 
them. 
Mij (0) < Kmjj (80) 
Assumption 3 The C(O, 6) matrix relates the velocity/position to torque. This 
matrix depends on the positions and velocities of the joints. The part which is 
a function of the joint position is bounded, the justification is identical to the 
one used in assumptions 1&2. For a robot manipulator, the velocity of the 
joint is bounded by the maximum velocity achievable by the motor or by the 
safety limits that are imposed. It can be concluded that the matrix C(9,0) is 
bounded as is the estimate. It can then be said that the error C (0,0) is also 
bounded. 
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cz; (0,0) < Kj (ai) 
Assumption 4 The F(9, B) term is a non linear function of the velocity and po- 
sition. Past the stiction point or Coulomb friction level however, this term 
becomes a direct function of the velocity (viscous friction). Since the veloc- 
ity of the joint can be assumed to be bounded, it can be assumed that each 
friction term is bounded and so are its estimate and the error on the estimate. 
N' 
Fi (B, 0) < Kfz (82) 
"N 
Assumption 5 The function e= (- 6d +A. B), represents a velocity demand func- 
tion, which is augmented by the weighted position error. The velocity demand 
is generated by software according to some predefined profiles. An upper limit 
of the velocity demand is then established. The position error is assumed to 
remain within a bounded set during the operation of the manipulator (such 
assumption is very weak, but simulation reveals it is plausible). The function 
e can be considered to be upper bounded. 
ei <Kei (83) 
"" N 
Assumption 6 For e= (- Bd +A. 9), a similar argument as for e may be used. e 
represents an acceleration function augmented by the weighted velocity error. 
The demand acceleration is bounded by predefined acceleration profiles used 
to generate the demand trajectory. The velocity error is considered to remain 
within a bounded set during operation (such assumption is very weak, but 
simulation however reveals it is plausible). It can be assumed that the function 
e is bounded by a constant. 
e1< K, 
ei (84) 
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Using all the previous assumptions, each row of the inverse dynamics error (G 
(0) -C (0,9)e- M (0). 
e) can be bounded by a constant coefficient Ki, equation 
(85). 
G (9) -C (0,0)e- M (B) . el < Ki (85) 
With a bound on the system error, the negative definiteness of V can be guar- 
anteed by taking Tsi = -KK. sign(SS). The initial controller can be expressed as in 
equation (86), its structure is identical to the one used by Slotine et al. and Bailey 
et al., figure 14. 
Ta =-M (0). e-C (0, e). e+ c (0) - K. sgn(S) 
Demand 
edý, ed 
L 
Model-based controller 
VSC Element 
Ta 
Robot Manipulator 
Output 
86 's 
Figure 14: Structure of the Variable Structure Controller 
5.1.1 Simulations 
(86) 
The initial controller algorithm is tested by simulation on a planar 2 degrees of 
freedom robot manipulator. The robot kinetic terms are identical to the ones used 
by Asada et al. [7, p. 229] and Gao et al. [33], and its dynamic equations are given 
in Appendix C. The robot dynamics as well as the controller has been coded in C. A 
fourth order Runge-Kutta integration algorithm has been used. The integration is 
performed with an incrementation time of 0.00001 sec., while the torque is updated 
55 
at a slower rate of 0.0002 sec. to have a realistic effect of the chattering phenomenon. 
The trajectories used for the simulation are piecewise differentiable and shown in 
figures 15-17. 
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3 
The controller is of the form of equation (86), and an error of 20% has been 
introduced on the kinetic parameters used to establish the model-based controller 
part, and to demonstrate the effectiveness of the VSC scheme. The simulation 
results are presented in figures 18-22. The convergence to zero of the tracking error 
is observed from figure 20 and figure 21. When the sliding manifold is reached, 
the system behaviour is entirely dictated by it and slides along it until the origin 
(0,0) is reached. Such a result is achieved however at the cost of a substantial 
amount of chattering on the applied torque, figure 22. For practical implementation, 
this amount of chattering is unacceptable as it would inevitably damage the robot 
manipulator. The technique traditionally used to reduce the chattering is to replace 
the discontinuous sgn function by a continuous one with saturation like modes, 
as mentioned previously. Such an approach is very general and does not consider 
the detail of the problem. By reconsidering the nature of the uncertainties on the 
model based controller, refinement and technically sound solutions can be obtained 
to greatly reduce the chattering. 
56 
2 
_joint 
0) 0.5 -------- '...... Na 
0 ------ ' --- 
0 
1. 
x, '0.5 ----------------- ------ ----------------- ------- 
---""--. -. .. -Ir -------- r, -------- 
i-------- T"-_""-_ 
-20 0.5 1 1.5 2 2.5 
Time (sec. ) 
20 
Figure 16: Velocity Demand Trajectories 
- --------------- - - 
, t t t t 
t " , , s 
. ....... ................. 
ý.. 
....................... 
15 
10 
aý j 
aý $ 
m 0 
0 .p 
a) 
-1C 
-1E 
. 20Ö 0.5 1 1.5 2 2.5 3 
Time (sec. ) 
Figure 17: Acceleration Demand Trajectories 
57 
1.5 
1 
0.5 
öý 
'A 
U, 
n° -0.5 
-1 
-1 
-2L 0 
----------------------- -------------- 
of nt 1 oint 
-- ------------- ------ 
... _.... f. - ..... 
ý.... __"_T........ f-------- 
T_...... 
" ---- _- --"__" _ 
ýýýýw. 
axe" __ 
---"-""- 
i 
0.5 1 1. b Z 
Time (sec. ) 
1.5 3 
Figure 18: Joint Positions 
1.5 
1 
0.5 
0 
0.5 
ý 
.1 
-1 
_7 t 
1/1II 
1I111 
t111t 
11111 
11t11 
11I11 
1Y11 
1/111 
11111 
1111 
-. -. _.. 
'... _.... F. _.... 
}.... pia 
1rII 
11111 
'111 
ý11 
1I111 
.. _"--_-r-... .. r........ ý....... _ý_.. _.... r... -.. _ 
1/I111 
tý1111 
111I1 
..... -. 
ý. 
..... r_....... 
ý 
................. ý....... 
11111 
Ir1I1 
1111 
I11It 
Ir111 
1111/ 
0 0.5 1 1.5 2 
Time (sec. ) 
Figure 19: Joint Velocities 
2.5 3 
58 
0.3 
0.25 
0.2 
v 
ö 0.15 
W 
p 0.1 
ýIl1 
0- 0.05 
-0.05L 
fY- Joinn 
11 
11 
t1t 
11 
t11 
.. 
` 
_. 
11t 
. ti, 
/ 
11 
---- --------------- ---------- 
--------------- ------------------------ 
t 
0.5 1 1.5 2 2.5 3 
Time (sec. ) 
Figure 20: Position Errors at the Joints 
0.1 
0 
. 0.1 
-0.2 
-O. J 
w-0.4 
-0.5 
-0.6 
. 0.7 
- 
. 05 
.. 
------- ------ 
,,. 
t,, 
11 
-------------------- 
11 
, 
ý 
/Tj++ 
, 
------------ Oýn 1(ý. 
1t 
0 0.05 0.1 0.15 0.2 0.25 0.3 
Position Error (red. ) 
Figure 21: State Space Representation of the Trajectory Errors 
59 
500 
400 
300 
Z 
200 
100 
lýoinfl 
--- ------ -------- 
------------- ----- -------- ------- 
i- l 
-1000 0.5 1 1.5 2 2.5 3 
Time (sec. ) 
Figure 22: Applied Torque for the Joint Trajectory Demands 
5.2 Design Re-Evaluation 
The control laws have been determined by guaranteeing the negativeness of the 
derivative of the Lyapunov function, equation (78). The conditions for the Lya- 
punov derivative have been established by bounding the uncertainties with a fixed 
term K, equation (85). Even though the assumptions made to obtain this result 
are technically sound, the bounds of the unknown parameters are selected conserva- 
tively and their values are taken as being fixed. By re-examining assumption 5 and 
assumption 6, major improvement can be made on the establishment of the bounds 
for the terms e and e. 
"N 
Assumption 5' The function e= (- 9d +a. 9), represents a velocity demand 
function, which is augmented by the weighted position error. As the typical 
velocity profile with upper and lower bounds are used to generate the velocity 
demand, the latter can be upper bounded by a term of fixed magnitude. The 
next term to be bounded in this function is the position error. Previously it is 
assumed that the position error remains within a certain bounded set. Such an 
assumption is very weak even though simulations as well as experiments has 
shown its validity. Further, to bound the position error the term used must 
have a large magnitude, which leads to excessive chattering. A natural choice 
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to bound the position error is to make the bound a function of the position 
error. In the simplest case, the bound is a linear function of the position error. 
The function e can be bounded as follow : 
ei < Ket + K1=. 
I Bi I (87) 
where Ke; and Kli are constant positive terms. 
"" N 
Assumption 6' The assumption 6 for e= (- ed +A. 6), is similarly revised. e 
represents an acceleration function augmented by the weighted velocity error. 
The demand acceleration is bounded by the predefined acceleration profile 
used to generate the demand trajectory. The velocity error can be bounded 
by a function of itself, instead of a constant term. The bound for the function 
e can then be taken as : 
ei< K. + K22.9; e; (88) 
where K. i 
and K22 are constant positive terms. 
The inverse dynamic error (G (0) -C (0,6)e- M (0). e) can then be bounded 
as 
G (B) - C(B, 6)e- 
M (B) 
.e< Ki + Ki;. 
I Bt l+ K2i. Bi (89) 
where Ki is the positive sum of all the constant bounds, and Kli and K22 are 
fixed positive terms. Define : 
NNNN 
Ki(ei, e, ) = K1 + K11.10il + K21. ei (90) 
The negativeness of V can be guaranteed by taking 
NN 
Tsi = -Ki(e;, ei)"sgn(si) (91) 
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With such bounds on the system uncertainties, the chattering is greatly reduced. 
Chattering is however not completely overcome because of the term Ki, and the 
magnitude of the chattering is directly proportional to the magnitude of K. To 
overcome this problem, Ks is removed and Klo and K22 are slightly overestimated 
to compensate for the missing term. Hence the control law is : 
Ta = -M(8)e - C(O, 
9)e + G(O) - K(9, B). sgn(S) (92) 
where T 
NNNNNNNN 
K(B2 B) = 
[Kj(Oli 
ei)2 KZ(e2, ea), K(03) es), 
... 
and 
9i (93) K= (e1, ei) = Kii" 
I eil + K2j. 
I*l 
The improved scheme is evaluated on the planar robot manipulator used previ- 
ously. 
5.2.1 Simulations 
The 2 degrees of freedom planar manipulator is used to test the modified controller 
scheme. The same demand trajectories are used with identical integration and 
torque update intervals. The results are shown in figures 23-27. It appears that 
the chattering problem is solved using this type of control strategy. The system is 
still forced toward the sliding surface, and when reached sliding within its vicinity 
to the origin of the state occurs. The position errors however do not converge to 
zero exactly but to its neighbourhood, so an offset on the position then occurs. 
This offset is due to the fact that the boundedness of the uncertainty is no longer 
NNN 
guaranteed when Oi and Oi are close to zero since Ki(Oi, O) tends zero. To overcome 
this problem, the control action has to be extended to overcome the offset whilst 
not introducing chattering. 
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Figure 27: Applied Torque for the Joint Trajectory Demands 
5.3 Offset Resetting 
As demonstrated previously, indexing the bounds of the variable structure controller 
with the tracking error can drastically reduce the chattering. The exact convergence 
to zero of the position error however is no longer guaranteed and an offset occurs at 
the regulation point. To remove the offset, an integral action needs to be introduced 
in the control law. The controller is then of the form : 
Ta = -M(B)e - C(O, 9)e + G(9) - K(B, 9). sgn(S) + KI. 
J0 At (94) 
The term KI is a column vector of constant terms for the integral action, all the 
other terms are defined as previously. The scheme is tested on the 2 degrees of 
freedom planar robot manipulator. 
5.3.1 Simulations 
The extended version of the controller with the reset action is tested on the robot 
manipulator used in the previous sections. Integration time is kept to 0.00001 sec 
and the torque update interval remains at 0.0002 sec, as in the previous simulations. 
Identical trajectory demands are used. The results of the simulation are shown in 
figures 28-32. There is no chattering on the control torque and the position errors 
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converge exactly to zero. The overall system behaviour is similar to a classic VSC 
scheme. The system is forced toward a sliding surface and when reached it slides 
along it up to the regulation point. 
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2.5 3 
In this chapter, a variable structure controller for manipulators is presented with 
its technically sound design approach. Simulation results of the proposed controller 
are given to illustrate its performance. 
A Lyapunov function is used to conduct the controller design, a classic candi- 
date Lyapunov function of the form of a pseudo-energy function is selected, V= 
2ST. M(O). S . The controller parameters are 
derived so that the conditions for the 
Lyapunov function to exist are met. A computed-torque like feedforward term is 
primarily selected, and the next step of the design to bound the system uncertain- 
ties and mismatches is approached from an engineering perspective. The mismatch 
between the computed-torque like feedforward term and the robot system is decom- 
posed into simple elements and analysed individually. Bounds for each term of the 
mismatch are derived from a practical and engineering point of view. The initial 
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controller assumes fixed bounds for the VSC part, but simulations reveal large chat- 
tering on the torque as expected since no particular action has been taken against 
it. The simulations confirm the functionality of the controller, whilst underlining its 
impracticality because of the chattering. 
Re-examining some of the initial assumptions suggests improvements to reduce 
the chattering magnitude can be obtained. Indexing the bound magnitudes with 
the position and velocity errors reduces the possible chattering at the regulation 
point and along the sliding surface. By making the bound a linear function of the 
NN 
position and velocity K(9,0) with K(0,0) = 0, chattering is drastically reduced but 
an offset occurs at the regulation point, as shown by the simulations. The latter is 
tackled by introducing an integral action to the controller. The controller is then of 
the form, equation (95) : 
Ta = -M(9)e - 
C(9,6)e + G(O) - K(9, B). sgn(S) + Kl. JB . dt 
(95) 
Simulations reveal the exact convergence to zero of the position error [65]. Tests 
on a real robot of the proposed controller has demonstrated its effectiveness. The 
performance obtained from the controller on a real system outperformed traditional 
control techniques such as PID control and computed-torque control [66]. 
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6 IMPLEMENTATION ON THE SPRINTA 
To implement the devised controller, a dynamic model of the SPRINTA is required. 
Initially, the kinetic parameters (inertia, mass, centre of mass) of the SPRINTA have 
to be derived, which is done with C. A. D. tools, whilst the calculation of the inverse 
dynamic equations is conducted using MATHEMATICA® . The 
Euler-Lagrange 
general method for the inverse dynamic calculation is employed, because of its sys- 
tematic nature and the compactness of the results, see APPENDIX B. 
The results reveal the highly non-linear nature of the SPRINTA and the dra- 
matic effect of the non-linear transmission on the dynamic model of the manipulator 
(APPENDIX B). The non-linear transmission introduces complexity in the inverse 
dynamic equations, and generates cumbersome terms. The actual dynamic model for 
the robot manipulator is unmanageable and can not be used for on-line computation 
of the torque. This implies that simplification of the model is required. Inevitably 
such model simplification increases the mismatch between the actual robot dynam- 
ics and the model used to compute the torque and results in poorer performance. 
Extra emphasis has to be put on the robust part of the controller. 
With such large uncertainties resulting from the use of a poor model, the bounds 
of the variable structure controller have to be large to guarantee the converge of the 
error for the entire workspace. The need for adjusting the bounds of the VSC 
element is even more crucial as their magnitude is large. 
6.1 Initial Implementation Considerations 
In order to be implementable, the dynamic model of the SPRINTA has to be greatly 
simplified. All the cumbersome terms are removed and only their averages are con- 
sidered. The terms in the inertia matrix and in the Coriolis / Centripetal equations 
are taken as constant. Experimental tests reveal that the gravitational terms have 
very little influence on the control performance and since their computation is diffi- 
cult and time consuming, they have been omitted in the estimated dynamic model 
of the SPRINTA. The form of the dynamic equations of the SPRINTA which is used 
for the feedforward element are as follows, equation (96). 
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Mli M12 0 01 Cll. e1 -C12. 
e2 0 el 
M21 M22 0 e2 + -c21. 
e1 c22.02 0 e2 (96) 
00 M33 B3 00 c33. o3 Ö3 
where : 
M11, M12, M21, M22 and M33 are constant inertia parameters, and 
C11, C127 C21, C22 and C33 are constant parameters for the Coriolis/centripetal 
effect. 
The devised controller, equation (95), has been tested with the computed torque 
model of the SPRINTA given in equation (96). The large inaccuracy on the model- 
based feedforward term imposes a large magnitude for the bounds of the VS Con- 
troller. Despite the fact that these bounds are variable, high vibration problems 
of the manipulator are encountered at steady state. The vibrations are due to the 
large control effort derived from the bounds. Further it is observed that the vibra- 
tion problem was worse for some locations of the endpoint of the manipulator. As 
the endpoint gets closer to the boundaries of the workspace, the magnitude of vi- 
bration increases dramatically, triggering the safety routine that turns off the entire 
system. 
To resolve the vibration problem, two measures are adopted. First of all the 
state space of each joint is divided into three zones, as shown in figure 33. The 
first zone, zonel, is defined by the two vertical lines distant from the Y-axis by the 
length r, and by the two lines parallel to the sliding surface S=0 and distant from 
it by the length A. The second zone, zone2 is presented by the zone between the 
two vertical lines distant from the Y-axis by the length r, minus zonel. The last 
zone, zone3 is located outside the two vertical lines. Such partitioning of the phase 
plane of the tracking error, provides further refinement for the bound adjustment. 
The second step which is taken to tackle the vibration problem for some locations 
of the manipulator endpoint within the workspace, is to identify these locations 
and to draw a contour, as shown in figure 34. The control law is further adjusted 
according to the endpoint location. The shaded area in figure 34 represents a vertical 
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section of the workspace of the SPRINTA. Locations for which the vibration problem 
is important are represented on the cross section of the workspace as the outside 
contour connecting the dots. When the endpoint is outside the contour defined by 
the dots, the robot is much more subject to vibration, which in some cases leads to 
the complete shut down of the system. 
In order to take into account this sensitivity with respect to the endpoint lo- 
cation in the control law, the contour which has been identified, is mapped into 
motor coordinates, as shown in figure 35. The transformation from endpoint coordi- 
nates to motor coordinates is indispensable since the control law operates in motor 
coordinates. To be used effectively, the contour obtained in motor coordinates is 
approximated by the equation of a circle. This approximation of the vibration 
contour is preferred, as it provides an easy to use algebraic representation of the 
contour. The circle is centered on the point (40,000; -100,000), where the units 
are in number of counts of the incremental resolver, and its radius is defined as T. 
The vibration is only affected by the endpoint position in the vertical plane, i. e. the 
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vibration problem is independent of the waist location. For this reason, the contour 
defined in motor coordinates is given in differential coordinates, i. e. (coordinates 
of the shoulder motor)-(coordinates of the waist motor) and (coordinates of the 
elbow motor)-(coordinates of the waist motor). The subtraction of the waist coordi- 
nates from the coordinates of shoulder and elbow motors is required to remove the 
mechanical differential coupling between the shaft of the waist motor and the two 
other shafts (shoulder and elbow). The obtained mapping in the motor coordinates 
is only concerned with the location of the endpoint in the vertical plane and not its 
orientation in the horizontal plane. 
6.2 First Controller Implementation and Evaluations 
The controller that has been successfully implemented and which provides accept- 
able response for the entire workspace of the robot manipulator, has the following 
structure : 
Ta = -M(0)6 - c(e, B)e - K(e, ä, o, r, IP). sgn(s) + K1.0 At (97) 
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where : 
M(9) and C(O, 9) are defined in equation (96), 
NN 
K(9,0, A, r, P) is the column vector of the varying bounds, 
0 defines the distance in the phase plane between the line S=0 and the 
two lines parallel to the sliding surface. Each joint has its own phase plane and its 
own specific value for zi. 
IF represents the distance in the phase plane between the vertical axis and 
the two lines parallel to it. 
' represents the radius of the circle in the differential motor coordinates 
and which is centered on (40,000; -100,000). 
The bounds variation with respect to the position and velocity errors, 0 and 
0, is proportional, as initially defined in equation (93). The terms 0, I' and T 
which define zones in the phase plane and in the workspace affect only the rate of 
proportionally between the bounds and the position and velocity errors as expressed 
in equation (98). 
x("e, e, o, r, ') = K1(A, r, IQ). I Oi + K2(A, r, xp). e; (9s) 
When the system state error of one of the joint is in zone3, i. e. 
I B; I>ri, 
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the position error is relatively large, the term Kii(A, I', ') is at its maximum value, 
while the value for K2i(A, I', xP) is reduced by a fixed amount. In zone3, the position 
error is dominant in the calculation of the bounds. When the system is in zone2, i. e. 
Bi I< ri and I Si I> Di, the term Kli (0, r, ') is slightly reduced, while K2i (0, r, XP) 
is at its maximum. In zonel, i. e. 
I Oi I< ri and IS11 < 0;, Kii(A, r, 'Y) is further 
reduced and K2i(0, I', xP) is reduced to zero. The adjustment of the terms with 
respect to the zones is represented in figures 36 and 37. The amount by which the 
terms Kl; (A, r, ') and K2ä(0, I', ') are varied with respect to the zones, is different 
for each joint, but the direction of variation is identical for all the joints. 
K1(Ar, T) 
Max 
Figure 36: Variation of Kli(A, r, P) with Respect to the Zones 
The position of the endpoint within its workspace, affects the terms Kli(A, P, %P) 
and K2i(A, r, xP) in a binary way, i. e. the endpoint is within the circle of radius 
' or it is not. If the endpoint is within the circle the coefficient of the bounds 
(Kli(A, P, %P) and K2i(A, P, , Q) ) are unaffected. On the other hand if the endpoint 
is mapped outside the circle, then the coefficients of the bounds are divided by 
a specific amount, this amount is different according to the joint and the type of 
coefficients (Kl; (A, r, P) or K2i(A, P, W) ). 
The amount by which the coefficients of the bounds are affected and their trig- 
gering values (0, P) are determined experimentally. 
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Figure 37: Variation of K2i(A, r, xP) with Respect to the Zones 
The devised controller equation (98), has been implemented on the SPRINTA, 
and tested for several types of trajectory; a straight line, a goalpost test and a circle 
in the vertical plane. 
6.2.1 Straight Line Motion 
The first type of trajectory used to evaluate the controllers is the straight line 
motion. The end point of the robot is required to move from the Cartesian location 
[650 0 -100]xyz to the location [0 550 -100]xyz in 1 sec, (all co-ordinates are in 
nun), with the origin of the co-ordinate frame located at the centre of the waist 
joint. This test is used to assess the tracking performance as well as the steady state 
performance of the controller. Rectilinear interpolation is used for this movement, 
the sampling time for the controller has been set to 1.5milli sec. The trajectory 
demand in motor co-ordinates is given in figure 38, whilst the system response is 
shown in figures 39-41. The units used for the position at the motor is the number 
of pulses from the incremental encoder. The encoder produces 614400 pulses per 
revolution, which corresponds to a resolution of 0.59milli deg or 0.01millirad. For 
all figures the torque demand value is given in the form of a digital data. The 
drivers have been configurated so that they respond to the command data with 
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torque proportional to the maximum torque available at the speed, i. e. the motor 
torque limit slightly decreases with speed, [67]. The maximum limits for the torque 
are given for -2047 and 2047, since the motors do not have the same rating those 
limits correspond to different values of torque in N. m . Figure 42 is a top view of 
the demand and actual end point trajectory of the SPRINTA robot, whilst figure 
43 is a perspective in 3 dimensions of the point to point trajectory. 
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Figure 38: Straight Line Trajectory Demands in Motor Co-ordinates 
The maximum position errors for the waist, shoulder and elbow joints are 629, 
1936 and 5766 encoder pulses i. e. 0.0064rad, 0.02rad and 0.059rad respectively. At 
the end of the movement, the largest position error of the three motor shafts is less 
than 1000 encoder pulses (0.01rad), and the position errors converge to a steady 
state error of less than 200 encoder pulses or less than 0.002rad within 1 sec. In 
Cartesian co-ordinates, the maximum deviation of the end point of the SPRINTA 
from the demand trajectory in less than 25mm, as shown in figures 42 and 43. 
6.2.2 GoalPost Test 
The second type of test is the goalpost test, in which the path is similar to a pick 
and place movement. It is an industrial standard test that indicates the maximum 
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speed of motion a robot arm can consistently perform. The path is 300mm across 
and 25mm height as shown in figure 44. 
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Figure 44: Goalpost Test Path 
The SPRINTA is capable of executing the goalpost test (forward and return 
movement) in 0.7 sec in a permanent cyclic manner. The assessment of the con- 
trollers is performed at the maximum speed (0.7 sec) at which the goalpost test can 
be executed. The test has been performed between the point [150 600 -100]XYz 
and the point [-150 600 -100]xyz (all co-ordinates are in mm and the origin of 
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the co-ordinate frame is located at the centre of the waist joint). As for the straight 
line test, rectilinear interpolation is used for this movement with a sampling time 
of 1.5milli sec for the controller. The trajectory demand in motor co-ordinates is 
given in figure 45, whilst the system response is shown in figures 46-48. 
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Figure 45: Goalpost Test Trajectory Demands in Motor Co-ordinates 
The maximum position errors for the waist, shoulder and elbow joints are'1135, 
9339 and 6020 encoder pulses or 0.012rad, 0.095rad and 0.062rad respectively. In 
Cartesian co-ordinates, the maximum error represents a deviation of the end point 
from the horizontal demand trajectory of less than 25mm, as can be seen from 
figures 49 and 50. 
6.2.3 Circle Trajectory in the Vertical Plane 
The third and last test is a circle in a vertical plane with its centre is located at 
the Cartesian position [0 550 -100]xyz (all co-ordinates are in mm) and a radius 
of 100mm. The circular trajectory is executed continuously with a period of 0.8 sec 
for each revolution. As for the two previous tests, rectilinear interpolation with 
a controller sampling time of 1.5milli sec is used. The corresponding trajectory 
demand in motor co-ordinates is represented in figure 51 whilst the response of the 
system is shown in figures 52-54. 
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The maximum position errors for the waist, shoulder and elbow joints are 668, 
3998 and 3369 encoder pulses or 0.007rad, 0.041rad and 0.035rad respectively. In 
Cartesian co-ordinates, the maximum error represents a deviation of the end point 
from the demand trajectory of the circle of less than 15mm, as can be seen from 
figures 55 and 56. 
6.3 Second Controller Implementation and Evaluation 
The second controller that is implemented on the SPRINTA, is an improved version 
of the previous controller. It has the same control structure as the first one, equation 
(97). The difference is in the way the bounds K1(A, r, ') and K2(A, I', ') are 
adjusted with respect to the position in the phase plane and the equivalent end 
point position in motor co-ordinates. The transition from one zone to another is 
made gradual, during this transition the bounds are varying progressively. The 
three previously defined zones in the phase plane, figure (33) are kept and transition 
regions are defined around their limits. Similarly, the transition from the inside to 
the outside of the circle defined in motor co-ordinates, figure 35 is smoothed. Two 
circles (Circle 1 and Circle 2) concentric to the circle of figure 35 are defined, with 
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Circle 1 inside the circle of figure 35, and Circle 2 outside. Circle 1 and Circle 
2 define the beginning and the end of the transition region for the sn1OOlllirrg of 
the hrnrnds. Figures 57 and 58 show the adjustment of honrnds K1 (A. I'. ') and 
K2(ß, F, I) respectively, with respect to the zones and endpoint location. In figures 
57 and 58, the magnitudes of the hound are given as percentages of the maximum 
value as the values are different for each joint. 
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As previously, the controller, equation (97) wit Ii the iiiq)r(we(t h(fiinul adjust ment 
is implemented on the SPRINTA and evaluated oil the straight line, go; ilt, ()tit test 
and circle trajectory. 
6.3.1 Straight Line Motion 
The straight line test is executed betweeui the Cartesian location [650 (l --IO(l1. tJ-z 
to the location [0 550 -100]xyi in 1 see, (all a-ordinates are iti iiiiiº). Beet iliue, u, 
interpolation is used for this inovcinent, the sa 111pling tiiue Pw t he (. ()lit is "'vi 
to 1.57nillisec. The position (leuiiaul(1s for the shafts of tlºi' thive motors 11, (, 1,, '1%'C11 
in figure 38. The system response is shown iii figures 59-6 1. Figure 62 is astop view 
of the demand and actual end point trajectory of the 5l IN'FA robot, whilst figure 
63 is a perspective 111 3 dimensions of the point to l)oitit, trajectory. 
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The maximum position errors for the waist, shoulder and elbow joints are 628, 
1949 and 2301 encoder pulses i. e. 0.0064rad, 0.02rad and 0.024rad respectively. 
The maximum errors for the waist and shoulder joint are nearly the same as for 
the previous controller, the maximum position error for the elbow joint is however 
greatly reduced and is nearly half the one obtained with the previous controller 
on this trajectory. At the end of the movement, the largest position error of the 
three motor shafts is less than 700 encoder pulses (0.007rad). As for the previous 
controller, the position errors converge to a steady state error of less than 200 encoder 
pulses or less than 0.002rad within 1 sec. The position error at the shaft of the three 
motors is translated to a maximum deviation of the end point of the SPRINTA in 
Cartesian co-ordinates, of less than 10mm, as shown in figures 62 and 63. 
6.3.2 Goalpost Test 
The same parameters as used previously are used to test this controller (position 
and duration of the test, sampling time and interpolation method). The position 
demands for the shafts of the three motors are given in figure 45. The system 
response is shown in figures 64-66. 
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The maximum position errors for the waist, shoulder and elbow joints are 1125, 
8381 and 2122 encoder pulses or 0.012rad, 0.086rad and 0.022rad respectively. Again 
the maximum position errors for the waist and shoulder joints are of the same order 
as those obtained with the first controller. The maximum position error for the 
elbow joint has however been significantly reduced, and is less than half the previous 
one. In Cartesian co-ordinates, the maximum error represents a deviation of the end 
point from the horizontal demand trajectory of less than 12mm, as can be seen from 
figures 67 and 68. 
6.3.3 Circle Trajectory in the Vertical Plane 
The same parameters as used previously are used to test this controller (position 
and duration of the test, sampling time and interpolation method). The position 
demands for the shafts of the three motors are given in figure 51. The system 
response is shown in figures 69-71. 
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Figure 69: Response Trajectories in Motor Co-ordinates for the Circle Motion 
The maximum position errors for the waist, shoulder and elbow joints are 545, 
3567 and 1675 encoder pulses or 0.006rad, 0.036rad and 0.017rad respectively. The 
improvement of the maximum position error with respect to the previous controller 
is mainly obvious on the elbow joint where the maximum position error is half the 
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previous one on the same trajectory. In Cartesian co-ordinates, the maximum error 
represents a deviation of the end point from the demand trajectory of the circle of 
less than 7mm, as can be seen from figures 72 and 73. 
6.4 Appraisal of the Results 
To assess the performance of the two proposed controllers, the three trajectories 
(straight line, goalpost test and circle) are repeated on the SPRINTA with an 
independent joint PID control algorithm. The control algorithm has a sampling 
frequency of lmilli sec, and all trajectories use rectilinear interpolation. 
6.4.1 Straight Line Motion 
The trajectory demands in motor co-ordinates are identical to the two previous 
straight line trajectory demand, as shown in figure 38. The system response is 
shown in figures 74-76. 
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The maximum position errors for the waist, shoulder and elbow joints are 969, 
2661 and 10053 encoder pulses i. e. 0.0099rad, 0.027rad and 0.103rad respectively , 
which represent a deviation of the end point in Cartesian co-ordinates of 39mm as 
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PID Controller 1 Controller 2 
JEJm Waist 969 629 628 
in encoder Shoulder 2661 1936 1949 
counts Elbow 10053 5766 2301 
f JEJ Waist 229 228 237 
in encoder Shoulder 802 774 781 
counts. sec Elbow 2708 1506 885 
Table 2: Performance Comparison for the Straight Line Trajectory 
can be seen from figures 77 and 78. 
The performance obtained with the three controllers (model based with varying 
bound, model based with smooth varying bound and PID controller) are compared 
with each other. The maximum position error on the shaft of the motor, IEimax as 
well as a performance index, f JEJ derived from the ISO performance criteria for 
industrial robots [42] is used to make the comparison. The performance index is the 
integral of the absolute position error of the motor shaft with respect to time, and 
one index is used per motor. The results obtained for the three controllers on the 
straight line trajectory are summarised in table 2. 
The table 2 clearly shows the improvement in the position errors with the two 
model based controllers compared to the classic independent joint PID control al- 
gorithm. A clear reduction of the maximum position error is achieved for the three 
motors with the model based controllers with reference to the PID controller. The 
improvement of the performance index f JEJ, is seen for the shoulder and elbow 
motors. The performance improvements are translated to lower end point deviation 
from the trajectory demands, as illustrated in figures 42,62 and 77. 
6.4.2 Goalpost Test 
The trajectory demands in motor co-ordinates are identical to the two previous 
goalpost test demands, as shown in figure 45. The system response is shown in 
figures 79-81. 
The maximum position errors for the waist, shoulder and elbow joints are 1942, 
6826 and 10209 encoder pulses i. e. 0.02rad, 0-07rad and 0.104rad respectively, which 
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PID Controller 1 Controller 2 
JE I 
max 
Waist 1942 1135 1125 
in encoder Shoulder 6826 9339 8381 
counts Elbow 10209 6020 2122 
f JEJ Waist 550 352 333 
in encoder Shoulder 2110 1735 1491 
counts. sec Elbow 2784 1714 693 
Table 3: Performance Comparison for the Goalpost Test 
represent a deviation of the end point in Cartesian co-ordinates of 35mm from the 
horizontal trajectory demands as can be seen from figures 82 and 83. 
As for the straight line trajectory, the performance obtained for the goalpost test 
for the three controllers are summarised in table 3. The performance index f SEI, 
and the maximum position error of the shaft of the motors lElmax are again used. 
Note that the integral of the position errors is performed over one full cycle of the 
goalpost test, i. e. forward and return movement. 
Rom table 3, the performance of the two model based controllers are superior 
to that of the independent joint PID controller. The benefit of the two model based 
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controllers is apparent on the performance index f IEJ. In terms of maximum posi- 
tion error I EI max, net 
improvements are obtained for the waist and elbow motor. The 
differences in performance between Controller 1 (model based controller with vary- 
ing bounds) and Controller 2 (model based controller with smooth varying bounds) 
are mainly noticeable on the elbow motor. The overall improvement of the error 
results in a end point displacement closer to the demand position, figures 49,67 and 
82. 
Remark: From figures 47,65 and 80 showing the position error, it appears that 
the errors for each of the three motors oscillate. This is due to the cyclic nature of 
the trajectory, the endpoint has to move twice 'up and down' in the vertical plane for 
one complete cycle of the goalpost test. Further, the data presented covers 1.2 sec 
and the cycle time is 0.7 sec, from one cycle to the next it can be observed that the 
position errors are similar. This similarity highlights the high level of repeatability 
of the SPR1NTA robot which is demonstrated by G. Vines [100]. 
6.4.3 Circle Trajectory in the Vertical Plane 
The trajectory demands in motor co-ordinates are identical to the two previous circle 
trajectory demands, as shown in figure 51. The system response is shown in figures 
84-86. 
The maximum position errors for the waist, shoulder and elbow joints are 1392, 
3792 and 3996 encoder pulses i. e. 0.014rad, 0.039rad and 0.041rad respectively, 
which represent a deviation of the end point in Cartesian co-ordinates of 9mm from 
the trajectory demands as can be seen from figures 87 and 88. 
The performance obtained by the three controllers (PID, model based with vary- 
ing bounds, and model based with smooth varying bounds) are summarised in table 
4. The performance index f iEJ, and the maximum position error of the shaft of 
the motors IEIm. are again the criteria used to assess the performances. Note that 
the integral of the position errors is performed over one full circle movement, which 
represents a duration of 0.8 sec. 
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PID Controller 1 Controller 2 
JEImax Waist 1392 668 545 
in encoder Shoulder 3792 3998 3567 
counts Elbow 3996 3369 1675 
I JEJ Waist 446 228 192 
in encoder Shoulder 1047 1099 1024 
counts. sec Elbow 1108 775 558 
Table 4: Performance Comparison for the Circle Trajectory 
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According to table 4, the performance of the two model based controllers are 
similar to those of the independent joint control PID for the circle trajectory. Per- 
formance improvement can however be observed on the waist and elbow joint for 
fE and EI max. 
This improvement mainly concerns Controller 2 compared to the 
performance of the PID controller. In Cartesian co-ordinates, the improvement of 
the position error of the shaft of the motors results in a more accurate displacement 
of the end point of the SPRINTA robot, as can be seen from figures 72 and 87. 
6.4.4 Torque Demand Assessment 
As mentioned in section 2.4, each motor drive is configurated so that it responds 
to the command data with a torque proportional to the maximum torque available. 
This maximum torque is not constant across the whole range of operating speeds. 
At the nominal point of operation the maximum torque available for the waist and 
shoulder motors is 4Kg f .m or 39N. m, and 
for the elbow motor the maximum torque 
is 1 Kg f .m or 10N. m. 
For the figures showing the torque demands, the maximum 
torque in all cases is given by 2047. So for the waist and shoulder motors ±2047 is 
equivalent to ±39N. m and for the elbow motor it is equivalent to ±10N. m. 
The torque representations for the three trajectories for Controller 1, figures 41, 
48 and 54, and for Controller 2, figures 61,66 and 71 is made of higher frequencies 
than the torque demands for the PID controller, figures 76 81 and 86. This is 
explained by the discontinuous nature of the controllers. Even though the VSC 
algorithm has been designed so that the chattering phenomenum which is the cause 
of the high frequencies contained in the torque, is kept to a minimum via bound 
variation. The bandwidth of the torque resulting from the VSC algorithm is larger 
than the one for the PID controller. This larger bandwidth of the torque demands do 
not however cause any problems of operation for the SPRINTA, as the frequencies 
are below any resonance frequencies of the SPRINTA and there is no resulting 
vibration. 
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7 CONCLUSION 
The development of control algorithms for robot manipulators has reached a mature 
stage, where theoretical bases for the devised algorithms are well established. Among 
these algorithms are the model-based, which use the non-linear dynamic equations 
of the manipulator as a feedforward term for the controller. Such controllers are 
claimed to perform better than those which do not use the kinetic description of the 
robot in the controller design. 
This thesis shows how the dynamic equations of the robot manipulator can be 
used to design a robust controller and how the robot properties can be used to 
improve the robust part of the controller. 
7.1 Summary of Findings 
Robot manipulators are highly non-linear systems, traditionally controlled by as- 
suming that the joints are independent of each other and interactions between them 
are considered as disturbances. This assumption is valid when there is a large reduc- 
tion ratio between the actuator and the joint, and when the required performance 
is not too demanding; in this case PID-like controllers are generally sufficient. The 
requirements for robot manipulators nowadays however can no longer be satisfied 
with such an approach. This has lead to the development of new types of controllers 
that take into account the joint couplings. In the model based methodology [3], the 
dynamic equations of the robot are integrated into the controller as a feedforward 
term. The implementation of such equations results in an overall linearized system. 
The linearization is efficient as long as the model used perfectly matches the robot 
system [51]. In practical applications, such an ideal situation is not obtained, since 
the adopted model has some parameter uncertainties as well as unmodeled struc- 
tures. To deal with that, the controller must be made adaptive or robust so that it 
copes with the uncertainties and/or mismatches. 
Variable structure control with sliding mode is a robust control methodology 
that can deal with large disturbances [99]. It has gained popularity in recent years, 
because of its versatile nature and inherent robustness properties. The first reported 
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application of variable structure control with sliding mode to robotics is due to Young 
[104]. In the initial control scheme used by Young [104], a hierarchical methodology 
[99] is adopted for the controller design. This slows down the response of the system 
and does not take advantage of the robot properties. Slotine [86] proposes the use of 
a computed torque feedforward term to linearize the overall system and compensate 
the uncertainties of the feedfoward term with a VSC element. The design procedure 
is however cumbersome and the resulting control laws are highly conservative, which 
leads to significant chattering. Bailey et al. [12] propose to design a controller by 
using a Lyapunov function, so that the controller design is simpler and systematic. 
The chattering problem still occurs but in a reduced form. Bailey et al. tackle this 
by using a saturation function instead of the pure discontinuous function. Many 
other authors have proposed controller designs that use a model based structure 
with a VSC regulator and adaptive versions have also been proposed. The resulting 
controller structures are usually very similar, and all address the chattering problem 
after the controller design has been completed. 
7.2 The Devised Controller and its Implementation 
The most significant limitation with robot control algorithms employing VSC with 
sliding mode is the chattering phenomenon, which can damage the overall electro- 
mechanical structure, as well as reduce the motion performance. The general ap- 
proach to overcome this is to replace the switching function by a smoother one after 
the original design has been completed. The design of the proposed controller starts 
in a similar way as the design methodology proposed by Bailey [12]. A pseudo-energy 
Lyapunov function is selected and a general model-based structure for the controller 
is assumed. A number of assumptions are made on the resulting uncertainties and 
mismatches between the controller and the actual robot model. Each mismatch is 
analysed individually and the bound for each is established. It is found that the 
control effort from the VSC element and the chattering can be greatly reduced by 
indexing the bounds with the position and velocity errors. The bounding results 
from the interpretation of the physical nature of the uncertainties and mismatches. 
Simulations confirm that the chattering can be eradicated by bounds indexing, 
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however it was observed that a position offset occurs and an integral term has to be 
added to the control law. The algorithm is successfully implemented in this form 
on a SCARA robot [66]. 
The control algorithm implemented on the SPRINTA has the same structure 
as the proposed controller. A kinetic model is used as a feedforward term and 
a VSC element with varying bounds is used to overcome the uncertainties and 
mismatches. The main feature of the SPRINTA is the non-linear transmission which 
greatly complicates the dynamic equations and makes the use of these equations as 
a feedforward term ineffectual. The equations have to be simplified so that they can 
be calculated within a reasonable sampling interval. A high level of inaccuracies and 
mismatches result from these simplifications, so further emphasis is putted on the 
VSC regulator. The phase plane of the tracking error has to be decomposed into 
zones, and similarly the workspace of the SPRINTA is divided into regions in order 
to give a further degree of adjustment for the bounds. Two variants of the controllers 
have been successfully implemented and tested in the SPRINTA. In the first one, the 
bounds are adjusted with respect to the tracking error and the workspace position, 
in a discontinous manner, whilst the adjustment is made in a smooth way for the 
other one. The performance obtained with the two controllers for three different 
trajectories are superior to those of an independent joint PID controller. 
7.3 Concluding Remarks 
The design approach has demonstrated how the system properties and physics can 
be used to modify the controller for the system under control. Further, this specific 
fitting of the controller to the control problem has lead to the indexing of the bound 
of the VSC regulator with the position and velocity errors, which greatly helps 
to reduce the chattering. Allowing the variation of the bounds for VSC brings new 
degrees of freedoom to the design as well as a new perspective. Chattering is reduced 
and so is the stress put on the system under control. Systems which may not have 
been controlled with VSC techniques because of the chattering effect, can now be 
controlled with VSC which has varying bounds. 
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7.4 Further Work 
The proposed controller has been designed for the purpose of controlling a robot 
manipulator, however the methodology employed as well as the general form of the 
controller can be applied to a large class of mechanical systems, for which a dynamic 
model can be derived and used as feedforward element. The inverted pendulum or 
the ball and beam for example can be a next step for the implementation and 
experimentation for the controller. The application of the controller to these two 
systems will constitute excellent test cases to investigate further applications to real 
systems. 
In this work, the parameters and the order of variation of the bounds are tuned 
experimentally, so investigations on the tuning of these terms could be conducted 
to derive a systematic approach to selecting suitable values. Similarly, during the 
experimental implementation extra degrees of freedom in tuning the bounds are 
introduced, i. e. A, r and 'Y. These extra degrees of freedom are derived and tuned 
by trial and error methods. Research can be conducted to assess the effect of each of 
the extra parameters (A, I' and') on the control law and on the type of trajectories. 
It is observed that some values provide excellent response for the straight line test 
but not for the circle test or vice versa. In the work presented the tuning is done to 
give acceptable responses for all types of trajectory. 
The proposed controller is tested on a SCARA robot with no modification to 
the control law and with little effort. On the contrary, the implementation on the 
SPRINTA requires the addition of extra degrees of adjustment and a fair amount of 
time before it works satisfactorily. The investigation of the impact of the non-linear 
transmission on the control strategy can be another area of research. 
The proposed controller is assessed against an independent joint PID controller, 
and comparisons with other types of controller could be conducted to have a better 
view of the performance of the proposed controller. 
In the proposed scheme, the VSC only acts as a regulator. There are many 
control algorithms where VSC is the dominant element of the control strategy, and 
the introduction of bound variation gives extra degrees of freeedom to the design 
and potentially a better response as it can reduce the control effort. The extension 
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of varying bounds idea to other types of VSC and their assessment is a potential 
development route for the work presented. 
Upgrading the controller board of the SPRINTA would enable it to run more 
complex control algorithms, since the actual controller does not make full use of the 
potential of the robot. The inverse dynamic model used to generate the feedforward 
term can be improved by incorporating more of the robot dynamics. Also other 
types of controller could be tested on the SPRINTA such as fuzzy logic or adaptive 
controllers. 
The aim of this research was to design a controller for the purpose of fast tra- 
jectory tracking. More and more robots are required to execute operations where 
they have to interact with the environment. The control of the amount of force 
at the endpoint effector is then very important. The research and development of 
algorithms that can sense the amount of force at the end effector and feedback the 
information to the controller 'so as to regulate it is a promising area, and will open 
the door to new applications for robots (tele-operated robot, co-operation between 
robots, rehabilitation robots, ... 
). 
At present, only general purpose trajectories are implemented on the SPIUNTA, 
and research to determine the type of trajectories and applications for which the 
robot demonstrates greatest potential could be conducted so as to identify possible 
markets for the robot. 
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8 APPENDIX A: THE DENAVIT-HARTENBERG 
CONVENTION 
Any robot can be described kinematically by giving the value of four quantities for 
each link. Two describe the link itself, and two describe the link's connection to a 
neighboring link. In the usual case of a revolute joint, Oi is called the joint variable, 
and the other three quantities would be fixed link parameters. For prismatic joints, 
d% is the joint variable and the other three quantities are fixed link parameters. The 
definition of mechanisms by means of these quantities is a convention usually called 
the Denavit-Hartenberg notation [39]. Other methods of describing mechanisms are 
available. 
The Denavit-Hartenberg method is a matrix method that systematically assigns 
co-ordinate systems to each link of an articulated chain. In the case of a revolute 
joint, the axis of this joint i is aligned with Zi_1. The X1_1 axis is directed along 
the normal from Zi_1 to ZZ and for intersecting axes is parallel to Z; _1 X 
Z;. The 
link and joint parameters may be summarised with figure 89. 
Axis 
]oissl i"1 As Axis 
Joint i Joint i+l 
Lillk W 
Unk 1 
Yi Zi 
X1 
zi-I 
xi-I 
Figure 89: The Denavit-Hiartenberg notation 
Link length ai : the offset distance between the Z{_1 and Z{ axes along the X{ 
axis. 
Link twist ai . the angle from the Zi_1 axis to the Z{ axis about the X{ axis. 
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Link offset di : the distance from the origin of frame i-1 to the Xs axis along 
the Zs_, axis. 
Joint angle Oi : the angle between the Xi_, and Xi axes about the Zi_1 axis. 
The Denavit-Hartenberg representation results in a4x4 homogeneous transfor- 
mation matrix 
ei cos 
sin Bi i-'Ai _ z 
0 
0 
representing each link's co-( 
- sin O cos ai 
cos 9i cos ai 
sin ai 
0 
)rdinate frame 
sin Oi sin ai 
- cos O sin a{ 
COS a{ 
0 
with respect tc 
ai cos O1 
ai sin Oi (99) 
di 
1 
i the previous link's co- 
ordinate system; that is 
'Ti = °Ti_1 " `'IA{ (100) 
where °T1 is the homogeneous transformation describing the link's co-ordinate frame 
i with respect to the world co-ordinate system 0. 
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9 APPENDIX B : MODELLING OF THE SPRINT 
The initial step in the determination of the dynamic equations is to identify the 
inertia, mass, C. O. G. and length of each element and to have an exact description 
of the transmission. The length of the element can be obtained directly from mea- 
surement on the robot and the schematic. The masses for some of the robot parts 
were available from G. Vines [100]. To determine the missing masses and the in- 
ertia and C. O. G., a C. A. D. method is used. Some assumptions are made during 
this phase i. e. the system is considered to be made of five major parts, namely the 
forearm, the forearm gimbal drive (gimbal drive for the elbow joint), the humerus, 
the humerus gimbal drive (gimbal drive for the shoulder joint) and the torso. The 
base of the manipulator is not considered since it does not move and so does not 
affect the system dynamics. 
9.1 Determination of Mass, Inertia and C. O. G. 
The forearm , figure 90 constitutes only the last link of the manipulator. It is 
assumed to be made entirely of aluminum. The general shape as well as the dimen- 
sions are respected as much as possible. However, fixing holes for screws, nuts and 
washers are neglected. Tapped holes are replaced by plain surfaces since screws are 
mounted onto it. The frame chosen for the determination of the C. O. G. is located 
at the joint, the X-axis is directed along the link, the Y-axis is pointing upward, 
and the Z-axis is directed along the joint axis. The values obtained for the forearm 
are : 
Volume of the forearm 
Volume = 0.00022047m3 
The forearm mass 
mass = Volume " Density(aluminium) 
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Mforearrn = 0.00022047 " 2699 = 0.595ky 
(101) 
Location of the forearm C. O. G. 
Lx 0.0389 
Ly=0.0009 in (1()2) 
L. ý 0.0 
Inertia of the forearm at the C. O. Ü. 
O. O 0. O 0.000 7 
{ rý. ýn. ý (I O3) I for arm _ O. 0 0.0074 0.0 
0.0 0.0 0.0073 
Figure S)O: F(I rann 
The fore; Irººº ginºhaI drive, figure W retºre, e ut" t cº, ºIIPletº, I r, ººº.,, III I() I "v't º"iºº 
for the fººrearºiº except, for the twoº transºuitisiº>tº liukilge'ti which "Ire cmisidered ill 1114' 
11lUh1crus analysis. Althcººiglº Smile Of tlºc I>, ºrts have specific ºuººvº'tºu'iºt wit lº ºº"'peº t 
to tlºn c, thers, the whole tnIIisiººissiun is c"ººftsiºIereºl as a ººuiºtºun 1º1ººº"k. Nn"vvr"rt lu'Iºýýý 
the s1111)e of each eletiueut is, respected. The fr. uººe is 1(n , ºtý ºI at t Iºe base ººf t ll 
transmission system, with the X-axis jºnitºting ºº1º the right siciº', I1w Y-axis rºnnint', 
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4 -ýIw 
to the front, and the Z-axis along the joint axis. The system is considered to be 
made only of aluminum. 
Volume of the forearm gimbal drive 
Volume = 0.00007Gm3 
The forearm gimbal drive mass 
Mass = Volume " Density(aluminium) 
Mgim_ for = 0.000076 = 0.204kg (104) 
Location of the forearm gimbal drive C. O. G. 
Lx 0.0 
Ly = 0.03 m (105) 
Lz 0.004 
Inertia of the forearm gimbal drive at the C. O. G. 
0.00006 0.0 0.0 
Igim-for = 0.0 0.00003 0.0 kg. m2 (106) 
0.0 0.0 0.00006 
The determination of the humerus parameters, figure 92 is done in two parts. 
For the first part, only the elements made of aluminium are considered. The two 
transmission linkages for the forearm are considered as fixed elements of the humerus 
because of the small amplitude of their movements and their relatively small sizes 
so that the contribution of their displacement to the dynamics can be neglected. 
In the second part of the determination, the steel elements are considered. Such 
partitioning of the procedure is due to the presence of the large proportion of steel 
elements, i. e. the bearing and mounting elements. As for the forearm, the frame 
is placed at the joint, with the X-axis directed along the humerus axis, the Y-axis 
pointing upward and the Z-axis directed along the joint axis. The values are: 
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c 
i 
Figure 91: Gimbal (lrive tra»isifi55icýu of the for('iurul 
Volume of tlie lmiiicru5 without the bearings 
\TO11inw = 0. O01026m,: t 
The humerus inns without the hearings 
ýl isti = volluuc " I) , sit v(; iliuiºiiiiiuii) 
All.. 
L71G-4 itho'u ý. -bcarinq 
= 
0.00 1026 
- 
2699 2 
.77 
k(J (107) 
Volutrie of t he hearings 
Volume = 0.000262: 31rr.: ' 
'F lie I)eanlig II12LS 
Nlass = \' 1iiiii " I)eitsit''(St(('l) 
Albcaring = 1). 00()263 " 5870 1.5.1 Ay (lO(h) 
13 1 
The humerus mass 
AI,., = 2.77 + 1.54 = 4.77kg 
(109) 
Location of the humerus C. O. G. 
Lx 0.12 
Ly = 0.0 m (110) 
Lz O. 0 
Inertia of the humerus at the C. O. G. 
0.23 -0.061 0.0 
In, >>, ý _ -0.061 0.7 0.0 
kg. in. 2 (1 11) 
0.0 0.0 O. GG 
Figure 92: lliuºlcriis 
The humerus gimbal drive, figure 93 consists only of the truncated (', yliuder. 1lie 
other part of the transmission is considered as part of the torso. This assumption 
is justified by the fact that the second elemeirt of the lºuºººeriis giºuhal drive r ot iºtes 
with the torso, and its displacement with respect to the torso is sinall. '1'! U' frame 
is located in the rnicldle and at the base of the truncated cylinder. with the X-axis 
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from the front, the Y-axis pointing upward and the Z-axis directed to the left. The 
block is considered to be made entirely of aluminum. 
Volume of the humerus gimbal drive 
Volume = 0.000857m3 
The humerus gimbal drive mass 
Mass = Volume " Density(aluminium) 
Myim-hum = 0.000857 = 2.31kg (112) 
Location of the humerus gimbal drive C. O. G. 
Lx -0.035 
Ly = 0.048 m (113) 
Lz 0.0 
Inertia of the humerus gimbal drive at the C. O. G. 
0.056 -0.0115 0.0 
Igim-hum _ -0.0115 0.06 0.0 kg. m2 (114) 
0.0 0.0 0.0377 
The torso, figure 94 is the element that supports the humerus link and accom- 
modates its transmission. As mentioned previously, part of the humerus gimbal 
drive transmission is considered as part of the humerus because both parts rotate 
together, and that the amplitude of movement of the humerus gimbal drive is negli- 
gible with respect to the torso. The frame is located at the base and in the middle 
of the torso. The X-axis is coming from the front, the Y-axis is pointing upward 
and the Z-axis is directed to the left. The torso is considered to be made entirely 
of aluminum. 
Volume of the torso 
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c 
}' 
L 
k" 
Figure 93: Gimbal drive transmission of the initneruti 
Volume = 0.00136m. 'ß 
The torso mass 
Mass = Volume " Density(aluiniiiiiuii) 
Mtorso = 0.00136 " 2699 = 3.67ky (1 !T) 
Location of the torso C. O. G. 
L i: O. O 
L, y = 0.078 7n (I 1(i) 
Lz O. O 
Inertia of the torso at the C. O. C. 
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0.306 0.0 0.0 
i(MM) 0.0 0.1835 0.0 k"g. m11 .2 
(117) 
0.0 0.0 0.21 
Figure 94: Torso 
9.2 The Transmission Laws 
The transmission element does not produce a standard 1 to 1 ratio as for direct drive 
nor even 1 to n as for a classic reduction transmission. The transmission element's for 
the liiinierus acid forearm links are based on the sinusoidal reciprocator, see figure 
1. The input-output relation for this type of transinissioii is relatively complex. 
By suitably selecting the coefficient of the transmission however it can provide it 
high reduction ratio while the manipulator is in a position demanding high torque 
(horizontal position of the link), and low or no reduction when the arni moves to a 
less cleiiianding position (vertical position of the link). 
The SPRINTA has three joints which are individually actuated, however the 
location of the motors and their transmission arrangement make t lie input angle 
of the forearm gimbal drive equal to the difference of the three motor shaft angles. 
Similarly, the input angle of the humerus gimbal drive is equal to the difference 
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between the humerus and waist motor angles. 
The transmission law for the elbow is 
Bout-for - Oof -out-for 
+ tan-' (- tan 0, -f ,- COS(Oo f_in-for 
+ 03 - 
0k)) (118) 
where : 
0,,, t- f, is the output angle 
for the forearm gimbal drive, 
g13,, ) is the offset angle at the output, ot-ýt-fý* _ 
ý-ss 
Oc_fc,. = ý13sý is the gradient of the non-linear transmission, and 
Bof 
-in-for = 
(8=ý) is the offset angle at the input. - iso 
011 B2, and 03 are respectively the positions of the waist, shoulder and elbow 
motor shafts. 
The transmission law for the shoulder is 
Bout-hum 
- 
Oof 
-out-hum 
+ tan-' (- tan Bc-hum ' COS(Oof-in-hum + 
02 
- 
Or)) (119 
where : 
9aut_hum is the output angle for the humerus gimbal drive, 
Oaf-a,,, t-hum _ 
(4) is the offset angle at the output, 
ec-hum = 
(4) is the gradient of the non-linear transmission, and 
Oof 
-in-hum = 
(180 is the offset angle at the input. 
0 1, and 02 are respectively the positions of the waist and shoulder motor 
shafts. 
9.3 Kinematic Parameters of the SPRINTA 
The kinematics represent the basic formulation for the derivation of the dynamics. 
They give the analytical relationship between the positions of the joints and the 
end point position and orientation. The joint position is defined as an angular 
position (radian or degree) in a local reference frame, while the end point position 
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and orientation are defined in the general reference frame (Cartesian and angular 
location). There are two fundamental aspects associated with the study of robot 
kinematics, the direct kinematic and the inverse kinematic solutions. The former 
is concerned with the general formulation of the end point location in terms of the 
positions of the joints, while the second represents the transformation of a desired 
position into joint positions. If the first solution is important to derive the location 
of the end point, the second solution is vital since the desired end point trajectory 
is specified in workspace co-ordinates. Both solutions involve the determination of 
the transformation matrix and the rotation matrix, which locate the co-ordinate of 
a link frame with respect to a previous link frame. To simplify the robot study, all 
manipulator descriptions are given with respect to a fixed reference frame, located 
at the base. Intermediate frames are also used recursively to bring the link positions 
and orientations to the reference frame. The conventional Denavit-Hartenberg frame 
assignment method is used as shown in figure 95. 
The rotation matrix i-nRi, defines the orientation of link frame i with respect to 
the link frame i-n. For the SPRINTA, °R3i °R2 and °R1 are the rotation matrices 
that give the orientation of frames for links 3,2 and 1 with respect to the base frame 
0. These matrices are used for trajectory generation and for the determination of 
the inverse dynamics in the Lagrangian method. 
COS(e1) " COS(Oout-hum + Bout-for) - cos(Ol) " Sln(Oout-hum + Bout-for) 
0 R3 = Sin(ai) " COS(Oout-hum + Bout-for) - sin(el) " Sln(Oo t-hum + Bout-for) 
Sln(Oo, t-hum + 
Bout-for) COS(Oout-hum + Bout-for) 
sin(Oi) 
- cos(01) (120) 
0 
0R2=[ 
COS(01) " COS(Oojt-hum) - COS(Oi) " sin(OOUt-hum) sin(01) 
sin(01) " COS(O ut-hum) 
sin(Oout-hum, ) 
- sin(91) " sin(Oout_hum) 
cos (Ocut-hum) 
- cos(Oi) (121) 
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0 
cos(Oi) 0 sin(Oi) 
°R1 = sin(01) 0- cos(B1) 
010 
(122) 
The position vector '-"Pt provides the Cartesian position of link frame i with 
respect to the previous link frame i-n. 
13 " cos(O t_ior) 
2P3 = 13 " sin(O t_ f .) 
(123) 
0 
12 " COS(Oout-hum) 
1P2 = 12 " sin(Oout-hum) (124) 
0 
0 
Opi =0 (125) 
11 
where : 
l3i 12 and li are the lengths of the common normals between the joint axes 
for links 3,2 and 1 respectively. 
13 = 0.3m, 12 = 0.4m and ll = 0.565m. 
For the SPRINTA, the position vectors 2P3,1P2 and °P1 define the positions of 
the link frames with respect to the previous link frame, because their position with 
respect to the base frame is not needed for determination of the inverse dynamics. 
As for the rotation matrices, the position vectors may be defined with respect to the 
base frame. The method is relatively straight forward using the 4x4 homogeneous 
transformation matrix '-'Ai, equation (126). 
`-'Ai = (12G) 
01 
Another important aspect of the system kinematics is the differential kinematics. 
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This gives the relationship between the velocities of the joints and the corresponding 
end-point linear and angular velocity. This relation for the end-effector velocities 
can be written as a linear function of the velocities of the joints using the Jaco- 
bian matrix. Two aspects are involved in the Jacobian matrix, the rotational and 
translational Jacobian matrix. In this case, we are only interested in the rotational 
Jacobian matrix since it is required for the determination of the inverse dynamics 
via the Lagrangian method. 
Ja3, Jae and Jal are the Jacobian rotation matrices for the frames of links 3,2 
and 1 with respect to the base frame 0. 
Jai = 
Jae = 
Ja, = 
0 sin(01) sin(01) 
o - Mos(el) - cos(01) 
1 0 0 
0 sin(01) 0- 
0 - Mos(el) 0 
i o 0 
0 00 
0 00 
1 00 
(127) 
(128) 
(129) 
It interesting to note that the rotational Jacobian matrices involve only the 
variable 01, which is due to the specific structure of the manipulator. 
9.4 Dynamic Parameters of the SPRINTA 
The dynamics are concerned with the general relationship relating the forces and 
torques acting on the manipulator and the accelerations, velocities and positions of 
the joints. As in the study of the kinematics, dynamics gives rise to two interpre- 
tations, i. e. the inverse dynamics and the forward dynamics. The inverse dynamics 
enable the expression of the torque at each joint in terms of the accelerations, veloc- 
ities and positions of the joints. This relationship is very useful for the mechanical 
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Figure 95: Schematic representation of the SPRINTA 
design of the structure and the selection of the actuators. Its use is also significant 
for the implementation of the control strategy. The forward dynamics provide the 
formulations of the accelerations, velocities and positions of the joints in terms of 
the torque at each joint. This relation is useful for simulation since it represents the 
dynamic model of the manipulator. 
The following study is only concerned with the inverse dynamics problem because 
it may be used as a starting point for the formulation of a controller. Due to the 
complexity of the equations and their size, only the methodology with the general 
equations will be given in the remaining analysis. 
The determination of the inverse dynamics via the Lagrange method, equation 
(1), requires knowledge of the kinetic and potential energies. 
9.4.1 Kinetic Energy 
Kinetic energy is the result of the velocity of an object, and this movement may be 
translational, rotational or both. In the case of robot manipulators, the rotational 
and translational velocities of the links contribute to the kinetic energy. 
The translational kinetic energy is obtained from the link linear velocity at the 
C. O. G. in the X, Y and Z direction referred at the base. The initial link does not 
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have any linear velocity because it is a rotational joint. 
Position of the humerus C. O. G. with respect to the base frame : 
Xhumerus = 0.12 COS (Bout-hum) COS(01) (130) 
Yhumerus = 0.12 " COS 
(Bct-hum) sin(01) (131) 
Zhumerus = 0.565 + 0.12 " sin (Bout-hum) (132) 
where the terms are defined in equation (119). 
Position of the forearm C. O. G. with respect to the base frame : 
Xforearm = [0.4 " cos (Oout-hum) + 0.04 " Cos (Oout_ for)] " cos(61) (133) 
Yforearm = 
[0.4 
" COS 
(Oout-hum) + 0.04 " COS 
(Bout- 
for)] sin(01) (134) 
Zforearm = 0.565 + 0.4 " sin (Bout hum) + 0.04 " sin (9out_ fm. ) (135) 
where the terms are defined in equations (119) and (118). 
Linear velocity of the humerus : 
ýVhumerus)2 = 
dXhdt 
erus)2 + 
\dyhdt 
erus 
2+Z dZhdt rua (136) J 
Linear velocity of the forearm : 
(1m)2 
+2 
dZjorearm 
(137) (Vf orearm) 
2= dX forearm 
2+ 
dt dt dt 
The kinetic energy for the humerus is given by : 
Khu e rub =2" Mhu,,, eru9" 
(Vhumerus (138) 
The kinetic energy for the forearm is given by : 
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1 
Kforearm =1 Mforearm" (Vforearm)2 (139) 
The rotational kinetic energy is derived by considering the angular velocity acting 
on the inertia terms. In a general manner the rotational kinetic energy may be 
obtained as follow : 
KiZ kszo" _ 2'WT 
OR, "II" ORT - Wi (140) 
el 
Wi = Jai 
On 
where W; is the angular velocity vector of link i with reference to the base frame: 
For the humerus : 
khumerus =2 Whumerus ' 
OR2 " Ihumerus " ORT " Whumerus (141) 
B1 
Whumerus = Jag " Bout-hump 
Out-for 
For the forearm : 
Kf 
orearm =2"Wf orearm ' 
HR3 
' If orearm ' 
OR3 
'Wf orearm (142) 
el 
Wf 
orearm = 
Jai " eout-hum 
bout- 
fam. 
The derivation of the rotational kinetic energy for the transmission elements is 
similar, but their specific location means that they are only subject to the rotation 
142 
along the Z axis of the base frame. 
For the torso : 
Krotati =1, WT °Rl " 1* °RT T. Wtýeo (143) tas0 Z torso ' torso 1 
01 
Wt, 80 = Jal "0 
L0 
For the humerus gimbal drive : 
(144) Kgim-hurotation 
m=21. ýygiT m hum* °Rl " Ig ORT " Wgim-hum - im-hum "1 
92 - 01 
Wgim-hum = Jal "0 
0 
For the forearm gimbal drive : 
Kgimt for 
-2 
Wg 
m_for ' 
OR, 
' Igim-for 
ORT 
- Wgim, -for 
(145) 
03-01 
Wgim-for = Jal "0 
0 
mean that the previously calculated inertia matrices Its 8O, 
I9zm_hum and I9ým_ for 
have to be rearranged, so that the system frame of the robot manipulator and those 
of the transmission inertia match. Since the rotation takes place only along the 
vertical axis, the Y inertia terms and the Z inertia term have to be swapped around. 
The total kinetic energy is given by : 
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t.. 
K= Krotation + Krotation + Krotation + Krotation + Krotation (146) total humerus forearm torso gim-hum gim-for 
9.4.2 Potential Energy 
The potential energy is the result of the gravitational field acting on the C. O. G. of 
the links. Its determination is simpler as it involves only the static contribution of 
the link masses. 
Using the Zhz,,,,, erv, 9 position equation of the humerus, equation 
(132). The po- 
tential energy can be derived as follows : 
Phumerus = Mhumerus "9' Zhumerus (147) 
For the forearm : 
Pf 
orearm = 
Mf 
orearm '9' Zf orearm (148) 
where g is the gravitational acceleration, 9.81m. sec-2. 
The total potential energy equals : 
Ptotal = Phumerue + Pforearm (149) 
The final part in the determination of the inverse dynamics implies the calcula- 
tion of the Lagrange operator, equation (2) and the application of the Lagrangian 
method, equation (1). 
Remark 2 The complexity of the equations does not appear in the APPENDIX, 
because they have deliberately been' kept simple and readable. The derivation of 
the inverse dynamics has been performed with MATHEMATICA®, following the 
above procedure. 
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10 APPENDIX C: DYNAMIC EQUATIONS OF 
THE 2 D. O. F. PLANAR MANIPULATOR 
The robot manipulator used for the simulation is identical to the one used by Asada 
et al. [7, p. 229] and Gao et al. [33]. The geometry of the arm is shown in figure 
(96). 
Figure 96: Geometry of the 2 D. O. F. 's planar Manipulator 
The arm dynamics are described by the general equation (150). 
T=M (8) B +C(0, e) 0 +G (0) (150) 
where 
M (0) _ 
Mll M12 
(151) 
M21 M22 
M11 = M1. L2 , 1+I1+M2. (Li+L2 c2+2. L1. Lc2. cos02)+I2 
M12 = M21 = M2. L1. Lc2. cos 92 + M2. L2 + I2 
M22 = M2. L2 c2 -I- I2 
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.2 
C(8 B) B= 
[c122.02 +(C112 + 
.2 
C121)- 01 . 02 (152) 
C211.01 
0111 = C222 = C212 + C221 =0 
C122 = -M2. Li. Lc2. sin O2 
0112 + 0121 = -2. M2. Li. Lc2. sin O2 
C211 = M2. L,. Lc2. sin 82 
and 
G (9) = 
M1. g. Lc1. cos B1 + M2. g. (Lc2. cos(B1 + 02) + Ll. cos 61) (153) 
M2. g. Lc2. cos(0i + 02) 
The kinetic parameters are defined as follows : 
Link 1 Link 2 
Inertia Ii (kg. m2) 0.8 0.2 
Mass Mi (kg) 20 10 
Link Length Li (m) 1 1 
Center of Mass Lci (m) 0.5 0.5 
and with the gravitational acceleration, g=9.81 m. sec 2. 
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