Abstract. We propose a mapping from the Enhanced Entity Relationship conceptual model to the W3C XML Schema Language with the following properties: information and integrity constraints are preserved, no redundance is introduced, different hierarchical views of the conceptual information are available, the resulting XML structure is highly connected, and the design is reversible. We investigate two different ways to nest the XML structure: a maximum connectivity nesting, that minimizes the number of schema constraints used in the mapping of the conceptual schema reducing the validation overhead, and a maximum depth nesting, that keeps low the number of (expensive) join operations that are necessary to reconstruct the information at query time using the mapped schema. We propose a graph-theoretic linear-time algorithm to find a maximum connectivity nesting and show that finding a maximum depth nesting is NP-complete. We complement our investigation with an implementation of the devised translation and we embed the implemented module in a software framework for the conceptual and logical design of spatio-temporal databases 1 .
Introduction
The inventors of XML intended to create a document format for web pages and other narrative documents to be read by people. Despite these intentions, the most common applications of XML today involve the storage and exchange of data for use by computer applications. An XML database is a data persistence software that allows one to store data in XML format. Two major classes of XML database exist: XML-enabled databases, which map XML data to a traditional database (such as a relational database), and native XML databases, which define a logical model for an XML document and stores and retrieves documents according to that method.
The design of a database follows a consolidated methodology comprising conceptual, logical, and physical modeling of the data. This paper is a contribution toward the development of design methodologies and tools for native XML databases. We adopt, in the spirit of [2] , the well-understood Entity Relationship model, extended with specialization (ER for short), as the conceptual model for native XML databases. Specialization is particularly relevant in the design of semi-structured data. Moreover, we choose W3C XML Schema Language (XML Schema, hereinafter), as the schema language for XML. The major alternative is Document Type Definition (DTD), but DTD is strictly less expressive than XML Schema; in particular, it lacks expressive means to specify integrity constraints, which are fundamental in database design. The contributions of this paper are precisely the following:
1. we propose a mapping from ER to XML Schema with the following properties: information and integrity constraints of the ER model are preserved, no redundance is introduced, different hierarchical views of the conceptual information are permitted, the resulting structure is highly connected, and the design is reversible; 2. we give a graph-theoretic interpretation of the structure nesting problem, that is, the problem of finding the best way to nest the elements corresponding to entities and relationships of the ER schema. We propose a linear-time algorithm to find a maximum connectivity nesting forest, that is, a nesting forest with the highest number of edges, or, equivalently, with the lowest number of trees. This is the forest that minimizes the number of schema constraints used in the mapping of the conceptual schema and hence that reduces the validation overhead to the minimum. Moreover, we show that the problem of finding a maximum depth nesting forest, that is, a nesting forest with the largest value for the summation of node depths, is NP-complete. Such a forest minimizes the number of (expensive) join operations that are necessary to reconstruct the information at query time using the mapped schema and thus reduces the query evaluation time; 3. we implement the devised mapping and embed it into ChronoGeoGraph [3] , a software framework for the conceptual and logical design of spatio-temporal XML and relational databases.
The outline of the papers follows. Section 2 contains the basic mapping from ER to XML Schema. The structure nesting problem is investigated in Section 3. Section 4 summarizes related work and proposes future research directions.
The basic mapping
This section describes the target schema language and provides the mapping of the basic elements of an ER diagram into the target schema language.
The target schema language
The XML data model is hierarchical and semistructured. XML elements may be simple elements containing character data or they may nest other child elements, generating a hierarchical tree-like structure. Moreover, elements of the same type may have different structures, e.g., some child elements may be absent or repeated an arbitrary number of times. By contrast, the relational data model is flat and structured : table attributes must be atomic and tables have a rigid schema. We will deeply exploit the hierarchical and semistructured nature of the XML data model in the proposed encoding of the ER conceptual model.
Representing XML Schema using its own syntax requires substantial space and the reader (and sometimes the developer as well) gets lost in the implementation details. We embed ER schemas into a more succinct target schema language for XML documents (XSL for short) whose expressive power lies between DTD and XML Schema. XSL allows sequences and choices of elements as in DTD. XSL extends DTD with the following three constructs:
-occurrence constraints. These constrain the minimum and maximum number of occurrences of an item. The minimum constraint is a natural number and the maximum constraint is a natural number or the constant N denoting a finite unbounded natural number. The notation is item [x,y] , where x is the minimum constraint, y is the maximum constraint, and item is a single element, a sequence, or a choice. When both x and y are equal to 1, the occurrence constraint may be omitted; -key constraints. If A is an element and KA is a child element or attribute of A, then the notation KEY(A.KA) means that KA is a key for element A. Keys composed of more than one attribute are allowed; -foreign key constraints. If A is an element with key KA, B is an element, and FKA is a child element or attribute of B, then KEYREF(B.FKA --> A.KA) means that FKA is a foreign key of B referring to the key KA of A.
Recall that DTD allows only the specification of [0,1] occurrence constraints (denoted by ?), [0,N] occurrence constraints (denoted by *), and [1,N] occurrence constraints (denoted by +). Moreover, DTD offers a limited key/foreign key mechanism by using ID-type and IDREF-type attributes. However, the ID/IDREF mechanism is too simple for our goals, for instance it is not possible to restrict the scope of uniqueness for ID attributes to a fragment of the entire document. Also, only individual attributes can be used as keys.
The mapping of XSL into W3C XML Schema is achieved as follows: sequence and choice constructs correspond to sequence and choice schema elements; occurrence constraints are implemented with minOccurs and maxOccurs schema attributes; key and foreign key constraints are captured by key and keyref schema elements, respectively. A full example of XSL definition in given in Figure 2 .
Mapping ER elements
An ER schema contains entities and relationships between entities [4] . Both can have attributes, which can be either simple, composed, or multi-valued. Some entities are weak and are identified by proprietary entities through identifying relationships. Moreover, some entities may be specialized into more specific entities. Specializations may be partial or total, disjoint or overlapping. Relationships may involve two or more entities; each entity participates in a relationship with a minimum and a maximum participation constraint. Integrity constraints associated with an ER schema comprise multi-valued attribute occurrence constraints, relationship participation and cardinality ratio constraints, specialization constraints (sub-entity inclusion, partial/total, disjoint/overlapping constraints), as well as key and foreign key constraints. We refer to integrity constraints successfully represented in the target schema language as internal constraints, whereas external constraints are those constraints that cannot be captured in the target schema language due to lack of expressive power and must be validated using an additional schema validator.
The mapping we propose has the following properties:
-it preserves all the information and as much as possible of integrity constraints of the original conceptual schema. An extension to the standard XML Schema validator has been implemented in order to capture the constraints that are missed in the translation due to lack of expressiveness of the target schema language; -it does not include redundancy in the mapped schema: the original conceptual information is represented only once in the logical XML design; -it allows different hierarchical views of the conceptual information; this permits to adapt the structure of the logical schema taking into consideration the typical (most frequent) transactions of the database management system; -it achieves maximum connectivity in the nesting structure used to embed the elements of the conceptual design. As we will show in Section 3, this amounts to minimize the number of schema constraints used in the mapped schema and hence the validation overhead; -it allows to reverse the design: from the logical XML schema it is possible to go back to the conceptual ER model.
Entities. Each entity is mapped to an element with the same name. Entity attributes are mapped to child elements. The encoding of composed and multivalued attributes takes advantage of the flexibility of the XML data model: composed attributes are translated by embedding the sub-attribute elements into the composed attribute element; multi-valued attributes are encoded using suitable occurrence constraints. An example is given in Figure 2 . As opposed to the relational mapping, no restructuring of the schema is necessary.
Relationships. Each binary relationship has two (left and right) participation (or cardinality) constraints of the form (x, y), where x is a natural number and stands for the minimum participation constraint, and y is a positive natural number or the special character N that represents a finite and unbounded number and stands for the maximum participation (or cardinality ratio) constraint. Typically, x is either 0 or 1, and y is either 1 or N. Hence, we have 2 4 = 16 typical cases.
Let us consider two entities A, with key KA, and B, with key KB, and a binary relation R between A and B with left participation constraint (x 1 , y 1 ) and right participation constraint (x 2 , y 2 ). We denote such a case with the notation A
The encodings for all the typical cases are given in the following:
We have the two possible mappings shown below:
The two mappings are equivalent in terms of number of used constraints. Notice that the constraint KEY(R.KB) is used to capture the right maximum participation constraint in the left mapping: it forces the elements KB of R to be unique, that is, each B element is assigned to at most one A element by the relation R. Similarly for the constraint KEY(R.KA) in the right solution.
The preferred mapping is shown on the left below. The solution on the right uses an extra constraint to capture the left maximum cardinality.
The suggested view is the left one shown below. The element A is fully embedded into element B; hence no foreign key constraint is necessary and the right minimum cardinality holds. The right maximum cardinality is captured by KEY(B.KB). The solution given on the right uses an additional key constraint for the left maximum cardinality as well as an extra foreign key constraint; moreover, it looses the chance to nest the resulting structure.
The suggested mapping is given on the left below. The constraint KEY(R.KA) is used to capture the left maximum cardinality. The opposite solution misses the encoding of the right minimum cardinality, which must be dealt with as an external constraint (added with clause CHECK).
We have two symmetrical views using the same number of constraints:
The best solution is the left one below that uses the full nesting of elements. The opposite embedding, on the right, spends an extra keyref constraint and does not achieve element nesting. N ) ←→ B. The mapping on the left is the one we propose. The opposite embedding looses the right minimum participation constraint.
←→ B. Two symmetrical views are possible:
The preferred mapping is the one given on the left below. The opposite embedding fails to capture the right minimum cardinality. N ) ←→ B. Two symmetrical mapping are possible:
Notice the use of an external constraint in both solutions to check the minimum participation constraint: this is the only case in the mapping of relationships in which we have to resort to external constraints in the preferred mapping. One may be tempted to add, in the left case, the foreign key KEYREF(B.KB --> R.KB) to check the missing constraint. The foreign key would force each B instance to appear under an A instance and hence each B instance would be associated with at least one A instance. Unfortunately, such a foreign key is allowed in XML Schema only if R.KB is a key, which is not possible since a B instance may be associated with more than one A instance and hence there may exist repeated B instances under A. An alternative bi-directional solution is the one that pairs the two described mappings. Such a solution captures all integrity constraints specified at conceptual level. It imposes, however, the verification of an additional inverse relationship constraint, namely, if an instance x of A is inside an instance y of B, then y must be inside x in the inverse relationship. Such a constraint is not expressible in XML Schema.
The other six cases are the inverse of some of the above-described solutions. For instance, A ←→ B is the inverse of case 2. We have implemented a similar strategy to map relationships of higher arity and relationships with non-typical participation constraints, e.g., the constraint (2,10).
It is interesting to notice that, thanks to its hierarchical nature, the XML logical model allows to capture more constraints specified at conceptual level than the relational logical model. Indeed, for all relationships with one participation constraint equal to (1,N) , the minimum participation constraint is lost when mapping the ER model into the relational model; furthermore, some constraints in specialization are also missed [4] .
Weak entities and identifying relationships. A weak entity always participates in the identifying relationship with participation constraint equal to (1,1). Hence, depending on the form of the second participation constraint, one of the cases discussed above applies. The key of the weak entity is obtained by composing its partial key with the key of the owner entity and the owner key in the weak entity must match the corresponding key in the owner entity. For instance, suppose we have A The external constraint CHECK(B.KA = A.KA) cannot be avoided. Indeed, suppose we remove the owner key KA from the weak entity B. We need to set a key composed by the pair KA of A and KB of B that now lie at different nesting levels. If we point the selector of the key schema element at the level of entity A, then the field pointing to KB is invalid since it selects more than one node; on the other hand, if we point the selector at the level of entity B, then the field referring to KA is also not valid, since it must use the parent axis to ascend the tree, but such an axis is not admitted in the XPath subset supported by W3C XML Schema 2 .
Specialization. The mapping fully exploits the hierarchical nature of the XML data model. Let us consider an entity A with key KA that specializes in two entities B with attributes attB and C with attributes attC. If the specialization is partial-overlapping, then the mapping is as follows: The generalization to the case of n sub-entities is immediate in all cases except the total-overlapping case. Let a 1 , . . . , a n be the sub-entities of a totaloverlapping specialization. We indicate with ρ(a 1 , . . . , a n ) the regular expression allowing all non-empty subsets of sub-entities. Such an expression can be recursively defined as follows:
The size of the expression ρ(a 1 , . . . , a n ) is n · (n + 1)/2. Furthermore, the regular expression is deterministic, in the sense that its standard automatatheoretic translation is a deterministic automaton. This is relevant since both DTD and XML Schema content models must be deterministic.
As a full example of the mapping, consider the ER schema in Figure 1 . It describes a citation-enhanced bibliography, a typical semi-structured data instance. The mapped schema is shown in Figure 2 . The XML Schema version is available at ChronoGeoGraph web site [3] .
Nesting the structure
Nesting the XML structure has two advantages. The first advantage is the reduction of the number of constraints inserted in the mapped schema and hence of the validation overhead. The second advantage is the decrease of the (expensive) join operations needed to reconstruct the information at query time. Indeed, highly nested XML documents can be better exploited by tree-traversing XML query languages like XPath. We illustrate these points with the following example. Suppose we want to model a one-to-one relationship direction (dir) between entities manager (man), with attributes ssn and name and key ssn, and department dep, with attributes name and address and key name. A manager directs exactly one department and a department is directed by exactly one manager. In the following, we propose a flat mapping (on the left) and a nested mapping (on the right) of the corresponding ER fragment: Notice that nesting saves three constraints over five (one key and two foreign keys). Furthermore, suppose we want to retrieve the address of the department directed by William Strunk. A first version of this query written in XPath and working over the flat schema follows:
The query joins, in the outer filter, the name of the current department and the name of the department directed by William Strunk. This amounts to jump from the current node to the tree root. An alternative XPath query tailored for the nested schema is given in the following:
This version of the query fluently traverses the tree without jumps. The same happens if the query is written in XQuery. We expect that the second version of the query is processed more efficiently by most XML query processors.
In the mapping proposed in Section 2, nesting is achieved by using specializations and total functional relationships, which are relationships such that one of the participating entities has a participation constraint equal to (1, 1) . While the nesting structure of specialization is uniquely determined, this is not always the case with the nesting structure induced by total functional relationships. Indeed, it may happen that some entity can be nested in more than one other entity, generating a nesting confluence. Moreover, nesting loops can occur. Both nesting confluences and nesting loops must be broken to obtain a hierarchical nesting structure. This can be done, however, in different ways. Hence, the problem of finding the best nesting structure arises.
In the following, we formalize the nesting problem in graph theory. Let S be an ER schema and G = (V, E) be a directed graph such that the nodes in V are the entities of S that participate in some total functional relationship and (A, B) ∈ E whenever there is a total functional relationship R relating A and B such that B participates in R with cardinality constraint (1,1) . Hence, the direction of the graph edges indicates the entity nesting structure, that is, (A, B) ∈ E whenever entity A contains entity B. We call G the nesting graph of S. A nesting confluence corresponds to a node in the graph with more than one predecessor and a nesting loop is a graph cycle. A spanning forest is a subgraph G ′ of G such that: (i) G ′ and G share the same node set; (ii) each node in G ′ has at most one predecessor; (iii) G ′ has no cycles. Notice that each spanning forest is a valid nesting solution since it contains neither confluences nor cycles. In general, however, a graph has (exponentially) many spanning forests. We are ready to define the following two nesting problems:
The maximum connectivity nesting problem (MCNP). Given a nesting graph G for an ER schema, find a maximum connectivity spanning forest (MCSF), that is, a spanning forest with the maximum number of edges, or, equivalently, with the minimum number of trees; The maximum depth nesting problem (MDNP). Given a nesting graph G for an ER schema, find a maximum depth spanning forest (MDSF), that is, a spanning forest with the maximum sum of node depths.
Notice that both problems always admit a solution which is not necessarily unique. The MCNP finds a forest that minimizes the number of schema constraints when the forest is used to nest the entities. Indeed, as shown above, each nesting edge reduces the number of constraints in the mapped schema and hence the larger is the number of edges in the nesting graph, the lower is the number of constraints in the resulting schema. On the other hand, the MDNP finds a forest that minimizes the number of join operations that are necessary to reconstruct the information at query time. Indeed, the deeper is a node in the nesting forest, the larger is the number of nodes belonging to the nesting path containing that node, and the lower is the chance of requiring a join operation in a query involving that entity.
The reader might wonder if a spanning forest with the maximum connectivity is also a spanning forest with the maximum depth. The answer in negative, as shown in the example depicted in Figure 3 . It is composed of one tree, 7 edges, and the sum of node depths is 19. A MDSF is the simple path from node 1 to node 7 plus the node 0. It comprises 2 trees, 6 edges, and the sum of node depths is 21. Notice that in this case both solutions are unique.
In the following, we describe an efficient algorithm MCSF that finds a maximum connectivity spanning forest of a nesting graph G. A root node in a directed graph is a node with no incoming edges. Given a node v in a graph G, a reachability tree of v is a directed tree rooted at v containing a path for each node reachable from v in G. Notice that at least one reachability tree exists for any node v, that is, the shortest-path tree from v. The algorithm MCSF works as follows:
1. compute the graph G ′ of the strongly connected components (SCCs) of G; 2. let C 1 , . . . , C k be the root nodes in G ′ . For i from 1 to k, compute the reachability tree T (C i ) rooted at some node in C i in the graph G and remove all nodes in T (C i ) and all edges involving nodes in T (C i ) from G; 3. output the forest obtained by taking the disjoint union of all trees T (C i ) for i from 1 to k. Proof. As far as the complexity of algorithm MCSF is concerned, the only crucial point is the computation of the SCCs which can be performed in time Θ(|V |+|E|) exploiting a double depth-first search [6] . As for correctness, we start observing that the MCNP is equivalent to the problem of finding a spanning forest with minimum number of tree roots, since in a graph with n nodes a forest has n − k edges if and only if it has k roots. We proceed by induction on the number of SCCs of G. In the base case, suppose G has one SCC. Then we can build a spanning forest having just one root, since each node reaches all the nodes of G. In this case our algorithm correctly computes a spanning forest having one root.
As for the inductive step, let us assume that we have proved the correctness of our algorithm on graphs having at most r − 1 SCCs and let G be a graph with r SCCs. The SCC graph G ′ of G is an acyclic graph, hence there exists at least one node C in G ′ without outgoing edges, i.e., C is a SCC of G that does not reach any other SCC. We distinguish two cases: (1) in G ′ the node C has at least one incoming edge; (2) in G ′ the node C has no incoming edges. In case (1) a spanning forest of G having minimum number of roots has the same number of roots of a spanning forest of G \ C having minimum number of roots. By inductive hypothesis our algorithm is correct on G \ C, i.e., it determines a spanning forest having the correct number of roots. Moreover, since C has at least one incoming edge in G ′ , we have that C is not used by our algorithm as root node of G ′ . Hence, our algorithm determines on G a forest having the same number of roots of that determined on G \ C. This means that our algorithm is correct on G. In case (2) , if a spanning forest of G \ C having minimum number of roots has k roots, then a spanning forest of G having minimum number of roots has k + 1 roots (and vice versa). In this case, since C does not reach and is not reached by other components of G, our algorithm determines one tree rooted at C and works on the remaining components as it works on G \ C. Hence, since by inductive hypothesis it is correct on G \ C, it is correct also on G.
⊓ ⊔
On the other hand, the MDNP is hard and, unless P = NP, there is no efficient algorithm that solves this problem.
Theorem 2. The maximum depth nesting problem is NP-complete.
Proof. (Sketch) We recall that an optimization problem is NP-complete if the (standard) decision problem associated with it is NP-complete [6] . The decision problem associated with our problem consists in deciding whether a graph has a spanning forest of depth k. In the rest of this proof we denote such a problem as DDNP.
Let G = (V, E) be a directed graph and F be a spanning forest of G. Let the depth of F , denoted by S F , be the sum of depths of nodes in F . We say that a spanning forest is a chain if it contains |V | − 1 nodes having one outgoing edge and one leaf. We claim that: (1) S F ≤ (|V |·(|V |−1))/2; (2) S F = (|V |·(|V |−1))/2 iff F is a chain. The idea behind the proof is as follows: to maximize the depth of a generic forest the nodes has to be pushed as deep as possible, leading to a chain of nodes whose depth is clearly (|V | · (|V | − 1))/2.
It is easy to see that DDNP is in NP: given a spanning forest F , its depth S F can be computed in polynomial time. We show that DDNP is NP-hard by reducing the Hamiltonian path problem -the problem of deciding whether there exists a path that visits each node of a graph exactly once -to it. The above claim allows us to prove that G has an Hamiltonian path if and only if there G has a spanning forest of depth (|V |·(|V |−1))/2. Indeed, if G has an Hamiltonian path H, then H is a spanning forest of G. Moreover, since an Hamiltonian path is a chain, we have S H = (|V | · (|V | − 1))/2 (point (2) of the claim). On the other hand, if G has a spanning forest of depth (|V | · (|V | − 1))/2, then by point (2) of the claim G has a spanning forest which is a chain. A chain is nothing but an Hamiltonian path, hence our graph has an Hamiltonian path.
Related and future work
There is a vast literature about the integration of XML with relational databases -see [7] for a general comparison of XML and relational concepts and for basic kinds of mappings between them. We found, however, that this literature in partly redundant (even when contributions come from the same authors) and the corresponding citation network is quite disconnected. Nevertheless, we identified three main research themes connected to our work. The research theme closest to the present contribution is that of mapping ER conceptual schemas into some XML schema language. We would like to mention a couple of contributions: Kleiner and Lipeck [8] present a mapping from ER with specialization into DTD that preserves information about the structure and as many constraints as possible. The expressiveness limitations of DTD, however, reduce the number of preserved constraints, complicate the mapping, and do not allow a full reversibility of the design. Elmasri et at. [2] design a system for generating usercustomized hierarchical views of an ER schema, creating XML Schemas from such views and generating SQL queries to build XML instance documents from data in a relational database with the same conceptual schema. In particular, they describe an algorithm to eliminate graph cycles in the ER diagram subset selected by the user. A second related research topic is the translation of relational logical schemas into some XML schema language. It is worth noticing, however, that, from the point of view of integrity preservation, converting relational logical schemas is easier than converting ER conceptual schemas. Indeed, as pointed out in Section 2, the relational model allows to specify fewer integrity constraints than the ER model. An informative contribution in this research line is [9] , which includes a survey of different techniques of representing many-to-many relationships within XML and gives many references to related works. In particular, Duta et al. [10] propose algorithms for transforming relational schemas to XML Schema considering the following metrics in this order: constraint-preservation, nested structure, compact structure, length of generated XML file, similarity to the relational structure. The authors state that the incorporation of a query metric (as investigated in this paper) in the translation criteria would be desirable.
A third relevant research thread is the development of conceptual models for XML databases. Proposals include suitable extensions of the ER model, e.g., the ERX model [11] , models based on UML [12] and ORM [13] , and hierarchical models, like ORA-SS [14] . Besides proposing a new conceptual model tailored for XML, most contributions in this research line give automatic procedures to map the conceptual model to some XML schema language. See [15] for a survey comparing many conceptual models for XML including more references.
Future work comprises the investigation of polynomial-time approximation algorithms for the maximum depth nesting problem and the integration of the algorithms in the translation module. Moreover, we intend to test the translation, validation, and query performance on a realistic case study.
