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Resumen— En este art´ıculo hacemos un repaso de
las te´cnicas de reconfiguracio´n dina´mica que se han
desarrollado en los u´ltimos an˜os. Estas te´cnicas se uti-
lizan sobre aplicaciones flexibles, es decir, que esta´n
disen˜adas e implementadas para permitir variar el
nu´mero de procesos que utilizan durante su ejecucio´n.
Cuando nos encontramos en un sistema distribuido,
migrar la ejecucio´n de unos procesos a otros impli-
ca transferir datos entre ellos. Esta transferencia se
puede llevar a cabo bien con mecanismos de Check-
point/Restart, en los cuales los procesos guardan y
cargan los datos en/de memoria y/o disco; o bien con
redistribucio´n dina´mica, donde los propios procesos
se comunican para transferir los datos. As´ı pues, un
conjunto de aplicaciones flexibles se convierte en una
carga de trabajos adaptativa que, bien administrada,
conlleva una mejor utilizacio´n de los recursos, a la vez
que un incremento en la productividad del sistema.
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I. Introduccio´n
En instalaciones de computacio´n de altas presta-
ciones (HPC, del ingle´s High Perfomance Compu-
ting), las aplicaciones se ejecutan en computadoras
compartidas donde cientos o miles de aplicaciones
compiten por los mismos recursos. Las aplicaciones
son enviadas al sistema en forma de trabajos, los
cuales conforman la carga de trabajo del sistema.
As´ı pues, adaptar la carga de trabajo a los recur-
sos disponibles puede mejorar considerablemente la
utilizacio´n de recursos y la productividad global del
sistema.
Adaptar la carga de trabajo en tiempo de ejecu-
cio´n, no solo beneficia a los administradores de sis-
temas, si no tambie´n a los usuarios finales. Mientras
que los administradores buscan aumentar el ratio de
productividad a la vez que aprovechar al ma´ximo los
recursos disponibles, los usuarios son los beneficiarios
directos de la adaptacio´n reescalable ya que contara´n
con restricciones menos estrictas en los recursos a la
hora de enviar sus trabajos. Aunque esta situacio´n
pueda significar una ejecucio´n ma´s lenta del trabajo,
el tiempo total de realizacio´n (tiempo de espera ma´s
tiempo de ejecucio´n) compensara´ este retraso.
Sin embargo, para poder adaptar la carga al estado
del sistema, los trabajos debera´n mostrar su predis-
posicio´n a “cambiar su taman˜o”, es decir, a ser re-
configurados dina´micamente. A priori, las aplicacio-
nes SPMD (en ingle´s, Single Program Multiple Data)
iterativas se presentan como las ma´s adecuadas a ser
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reconfiguradas, ya que cada iteracio´n representa un
importante punto de sincronismo en la ejecucio´n.
La gran mayor´ıa de las aplicaciones cient´ıficas que
son ejecutadas en clu´sters HPC utilizan el sistema de
paso de mensajes MPI (del ingle´s Message Passing
Interface) [1]. Adema´s, la maleabilidad MPI permite
que un trabajo pueda modificar su nu´mero de proce-
sos durante su ejecucio´n. Esta funcionalidad implica
que los procesos iniciales mueran para dejar paso a
los nuevos procesos creados, no sin antes haber trans-
ferido todos los datos, para que se puede continuar
con la ejecucio´n del trabajo.
Aparte de la maleabilidad MPI, que puede expan-
dir o contraer un trabajo favoreciendo a una mejor
utilizacio´n de recursos, tambie´n encontramos la mi-
gracio´n MPI. Aunque tambie´n pueda ser utilizada
para reducir la fragmentacio´n en el uso de recursos,
con la migracio´n se pueden implementar sistemas de
resiliencia de errores.
As´ı pues, estamos hablando de un tema de ver-
dadero intere´s, en el que´ se esta´n dedicando muchos
esfuerzos. Este art´ıculo prentende reunir todos estos
esfuerzos para ver en que estado nos encontramos.
El resto del art´ıculo esta´ estructurado del siguiente
modo: En la Seccio´n II, se describe como clasificar el
tipo de trabajos. En la Seccio´n III, se analizan las dis-
tintas soluciones que se han publicado en cuanto a la
reconfiguracio´n. Finalmente, la Seccio´n IV presenta
las conclusiones sobre la reconfiguracio´n y establece
cua´les podr´ıan ser las futuras l´ıneas de trabajo.
II. Clasificacio´n de aplicaciones
En 1996, D. Feitelson y L.Rudolph [2] presentan
una clasificacio´n de trabajos paralelos (aplicaciones)
basada en quie´n y cua´ndo se especifica el nu´mero
de procesos utilizados. En esta clasificacio´n se esta-
blecen 4 tipos de trabajos (ver Tabla I) descritos a
continuacio´n:
Trabajos r´ıgidos: trabajos que necesitan un
determinado nu´mero de procesos.
Trabajos moldeables: trabajos que pueden
ser ejecutados utilizando un rango de procesos.
A diferencia de los r´ıgidos, estos trabajos admi-
ten distintos nu´meros de procesos.
Trabajos maleables: trabajos que pueden
continuar su ejecucio´n con diferente nu´mero de
procesos.
Trabajos evolutivos: trabajos que cambian el
nu´mero de procesos durante su ejecucio´n. A di-
ferencia de los maleables, estos trabajos tienen
definido en su propio co´digo el lugar do´nde re-
TABLA I
Clasificacio´n de trabajos basada en co´mo se especifica
el nu´mero de procesos [2].
Quie´n decide
Cua´ndo se decide...
...al lanzar ...en tiempo de ejecucio´n
Usuario R´ıgido Evolutivo
Sistema Moldeable Maleable
configurar el nu´mero de procesos. Estos trabajos
suelen contar con distintas fases de procesamien-
to en las cuales se necesita un determinado tipo
de recurso y/o una cantidad concreta de e´stos.
Esta clasificacio´n la podemos condensar en dos ca-
tegor´ıas, dependiendo de la capacidad de los trabajos
para ser reconfigurados (en te´rminos del nu´mero de
procesos en ejecucio´n) una vez se han lanzado, es de-
cir, en tiempo de ejecucio´n. As´ı pues, denominaremos
trabajos fijos a los trabajos cuyo taman˜o permanece
inalteble durante su ejecucio´n (aplicaciones r´ıgidas
y moldeables). Por el contrario, sera´n trabajos flexi-
bles los que puedan ser redimensionados (en te´rmi-
nos de nu´mero de procesos) al vuelo, permitiendo
distintas cantidades de procesos en diferentes partes
de la ejecucio´n (aplicaciones maleables y evolutivas).
III. Metodolog´ıas de reconfiguracio´n
dina´mica
La reconfiguracio´n de trabajos en tiempo de eje-
cucio´n es un tema que que lleva an˜os generando in-
vestigacio´n. En esta seccio´n se hara´ un repaso de las
metodolog´ıas de reconfiguracio´n ma´s actuales.
Los primeros pasos hacia la reconfiguracio´n de tra-
bajos se basaron en simulaciones y estudios teo´ricos
como los llevados a cabo en [3], [4], [5]. Aunque tam-
bie´n se realizaron experimentos en [6], [7], e´stos se
basaron u´nicamente en sistemas de memoria com-
partida y reconfiguracio´n intranodo.
En [8], por primera vez se presento´ un ana´lisis ex-
perimental de las cargas de trabajos adaptativas pa-
ra sistemas distribuidos. En este trabajo se disen˜aron
tres pol´ıticas de reconfiguracio´n de trabajos, imple-
mentadas en un sistema Intel Paragon [9], donde se
procesaron varias cargas de trabajos para compro-
bar sus resultados. De estas tres pol´ıticas, la primera
no reconfigura trabajos al vuelo ya que no utiliza
me´todos de interrupcio´n de trabajos, mientras que
las otras dos s´ı lo hacen. A continuacio´n, se explican
las tres pol´ıticas implementadas:
Planificacio´n adaptativa: me´todo dirigido a
trabajos moldeables, en el que dos trabajos igua-
les pueden tener asignados un nu´mero distinto
de recursos, dependiendo del estado del sistema.
En esta pol´ıtica el planificador calcula un “ob-
jetivo” de procesadores libres siguiendo la ecua-
cio´n:
ma´x(1,
Procesadores en el sistema
Trabajos en espera
) (1)
Hasta que el nu´mero de procesadores libres no
llegue al “objetivo”, el planificador no ejecuta
ningu´n trabajo. Al cumplirse el “objetivo”, el
planificador asigna la cantidad “objetivo” a los
trabajos que puedan utilizar estos recursos pa-
ra iniciar su ejecucio´n. Una vez no se puedan
planificar ma´s trabajos por falta de recursos,
el “objetivo” se recalcula. Cuantos ma´s traba-
jos encolados hayan, menor sera´ el “objetivo” y
ma´s trabajos podra´n ser ejecutados (con menos
recursos).
Equipartitioning : esta pol´ıtica trata de igua-
lar la asignacio´n de recursos a todos los traba-
jos. As´ı pues, cuando un nuevo trabajo llega a
la cola, todos los trabajos en ejecucio´n son in-
terrumpidos para calcular la nueva cantidad de
recursos a asignar. Esta cantidad se obtiene al
aplicar la ecuacio´n:
ma´x(1,
Procesadores en el sistema
Trabajos listos
) (2)
donde Trabajos listos es la suma de trabajos in-
terrumpidos ma´s los recie´n llegados a la cola.
Aunque puede darse el caso que no todos los
trabajos puedan ser ejecutados, obligatoriamen-
te los trabajos interrumpidos sera´n reanudados.
Las principales desventajas de esta pol´ıtica son:
las interrupciones suponen un alto coste tempo-
ral; y los retrasos en la sincronizacio´n debido a
que la ejecucio´n de cada trabajo puede llegar al
punto de sincronizacio´n en un momento distin-
to.
Folding : para evitar las desventajas del equi-
partitioning se desarrollo´ folding, que a lo sumo
interrumpir´ıa so´lo un trabajo. As´ı pues, cuando
un nuevo trabajo llega a la cola, el sistema com-
prueba si hay recursos libres. En caso afirmati-
vo, se los asigna todos al nuevo trabajo, sin inte-
rrumpir ningu´n trabajo. Si no hay suficientes re-
cursos, el sistema interrumpe el trabajo con ma´s
recursos asignados y le reasigna la mitad, para
asignar la otra mitad al nuevo trabajo (siempre
cuando sea posible). Por el contrario, si hay re-
cursos libres y no hay trabajos en espera, e´stos
le sera´n reasignados al trabajo con menos recur-
sos en el sistema, denomina´ndose esta operacio´n
como unfolding.
Esta primera publicacio´n sobre cargas adaptativas
concluye que las mejoras en el tiempo global vienen
dadas, principalmente, por la reduccio´n en el tiempo
de espera de los trabajos (aunque en ciertos casos el
tiempo de ejecucio´n individual aumenta). Los mejo-
res tiempos de procesado de cargas de trabajos se
obtienen con la pol´ıtica de folding, ya que permi-
te ejecutar trabajos encolados sin tener inicialmente
recursos libres y ofrece menor sobrecoste que el resto
de pol´ıticas de interrupcio´n.
La solucio´n presentada, a pesar de ser muy ru-
dimentaria ya que el usuario deber´ıa encargarse de
todo el proceso de reconfiguracio´n y redistribucio´n
de datos, abrio´ el camino al estudio de nuevas meto-
dolog´ıas para la reconfiguracio´n de trabajos y adap-
TABLA II
API PCM extendida [10]
Servicio Funcio´n
Inicializacio´n MPI PCM Init
Finalizacio´n PCM Exit, PCM Finalize
Estado del entorno PCM Process Status, PCM Comm rank,
PCM Status, PCM Merge datacnts
Inicializacio´n MPI PCM Init
Reconfiguracio´n PCM Reconfigure, PCM Split, PCM Merge,
PCM Split Collective, PCM Merge Collective
Checkpointing PCM Load, PCM Store
tabilidad de cargas de trabajos. A continuacio´n, se
presentan varios de los esfuerzos ma´s destacables he-
chos en este campo:
A. Checkpoint/Restart
Los mecanismos de Checkpoint/Restart guardan el
estado de una aplicacio´n para reanudar su ejecucio´n
ma´s adelante. Esta te´cnica tradicionalmente se ha
utilizado para evitar la pe´rdida total de los resultados
obtenidos durante la ejecucio´n de una aplicacio´n en
caso de que se produjera algu´n fallo.
Sin embargo, el Checkpoint/Restart tambie´n se ha
utilizado para la reconfiguracio´n de trabajos, tanto
a nivel de migracio´n, como de redimensionamiento
del nu´mero de procesos. El me´todo consiste en guar-
dar el estado de la ejecucio´n, para reanudarla con un
nu´mero de procesos distinto (o reanudar los procesos
en otros hosts).
En esta seccio´n se presenta una extensio´n de la
API (del ingle´s, Application Programming Interfa-
ce) PCM (Process Checkpointing and Migration) y
el framework AMPI (Adaptative MPI), basados en
mecanismos Checkpoint/Restart.
A.1 Extensio´n de la API PCM
En [10], los autores exploran co´mo utilizar la ma-
leabilidad de las aplicaciones junto con Checkpoin-
t/Restart para automatizar la reconfiguracio´n. Para
ello, extienden la biblioteca MPI PCM con nuevas
funciones que el usuario puede utilizar para recon-
figurar la aplicacio´n durante su ejecucio´n (ver Ta-
bla II).
Tal y como se muestra en el art´ıculo, la adopcio´n
de este nuevo conjunto de funciones convierte el co´di-
go original en uno mucho ma´s complejo, por lo que
se puede considerar poco usable.
A.2 AMPI
El uso directo de MPI para gestionar migraciones
requiere un esfuerzo considerable por parte del pro-
gramador, que tiene que controlar la transferencia
de datos entre comunicadores MPI. Es por eso que
los autores en [11], en lugar de utilizar bibliotecas
MPI, basan su solucio´n en un nuevo paradigma de
programacio´n: CHARM++. El art´ıculo presenta un
nuevo framework (llamado AMPI) que se ejecuta so-
bre CHARM++. Con esta nueva capa, se aprovecha
el paradigma de objetos (chares) y los mecanismos
de sincronizacio´n que ofrece CHARM++ para equi-
librar la carga dina´micamente.
Fig. 1. Esquema de una expansio´n utilizando AMPI [11].
La Figura 1 ejemplifica un caso en el que el equi-
librado de carga implica una expansio´n. La figura
muestra que, cuando llega la orden de expandir y
la aplicacio´n llega a un punto de sincronizacio´n, los
datos son almacenados en memoria. Los procesos ini-
ciales terminan para dar paso a los nuevos procesos,
que inicialmente restauran los datos desde la memo-
ria y se encargaran de redistribuirlos entre el nuevo
grupo de procesos.
Adema´s, se han an˜adido dos nuevas estrategias de
rebalanceo con las que reconfigurar el sistema para
que se adapte a las exigencias:
RefineLB: mueve la carga de los procesadores
ma´s cargados a otros que lo este´n menos.
GreedyLB: asigna los objetos computacional-
mente ma´s pesados a los procesadores con menos
carga.
B. Redistribucio´n de datos dina´mica
Las soluciones implementadas con mecanismos de
Checkpoint/Restart son penalizadas en su rendimien-
to por el hecho de tener que guardar/cargar el es-
tado de la ejecucio´n en/desde memoria. De hecho,
en [12], los autores comparan las dos metodolog´ıas,
Checkpoint/Restart y redistribucio´n dina´mica de da-
tos, implementadas con las bibliotecas MPI SCR [13]
y ULFM [14], respectivamente. En ese trabajo, con-
cluyen que la redistribucio´n dina´mica es mucho ma´s
ra´pida que la redistribucio´n utilizando Checkpoint/-
Restart.
As´ı pues, en esta seccio´n veremos las herramientas
EasyGrid AMS (del ingles, Application Management
System) y FLEX-MPI.
B.1 EasyGrid AMS
En el trabajo [15] se presenta una solucio´n basa-
da en el biblioteca EasyGrid AMS para ajustar au-
toma´ticamente el taman˜o de un trabajo. Para ello,
proponen modificar el co´digo original an˜adiendo:
Puntos de reconfiguracio´n para determinar el
momento de redimensionamiento del trabajo.
Mecanismos de reconfiguracio´n para calcular el
nuevo grado de paralelismo de una aplicacio´n y
redistribuir los datos. Esta decisio´n es tomada
Fig. 2.Estructura y llamadas de un co´digo enlazado con la
biblioteca FLEX-MPI [16].
teniendo en cuenta la informacio´n de la ejecu-
cio´n que se ha ido recolectando en iteraciones
previas.
Puntos de invocacio´n del mecanismo de reconfi-
guracio´n durante la ejecucio´n de la aplicacio´n.
B.2 FLEX-MPI
FLEX-MPI [16] es una extensio´n de MPI que in-
tegra 3 funcionalidades: monitorizacio´n, equilibrado
de carga y redistribucio´n de datos. Para la reconfigu-
racio´n de aplicaciones se monitoriza el rendimiento
de una aplicacio´n mediante contadores hardware y la
interfaz de profiling de MPI. Con su enfoque, los au-
tores consiguen reducir significativamente el tiempo
de ejecucio´n de las aplicaciones. La Figura 2 mues-
tra un ejemplo de una aplicacio´n SPMD utilizando la
biblioteca FLEX-MPI. La aplicacio´n necesariamente
debe seguir estos pasos:
Obtener la informacio´n sobre los procesos y el
entorno actual (l´ınea 5).
Registrar las estructuras de datos gestionadas
por el runtime (l´ınea 7).
Iniciar la monitorizacio´n de rendimiento de la
aplicacio´n (l´ınea 9).
Ejecutar el rebalanceo, si es necesario (l´ınea 14).
C. Gestores de recursos adaptativos
Hasta el momento hemos visto bibliotecas y runti-
mes capaces de reconfigurar aplicaciones. Ahora des-
cribiremos el estado del arte de herramientas capaces
de adaptar la carga de trabajo a las necesidades del
sistema.
Para poder adaptar dina´micamente la carga de
trabajos necesitaremos principalmente dos herra-
mientas: (i) un gestor de recursos (RMS, del ingle´s
Resource Manager System) capaz de modificar la
asignacio´n de recursos de los trabajos; y (ii) un run-
time paralelo para reescalar la aplicacio´n cuando sea
necesario.
En esta seccio´n se analizan la integracio´n del run-
time AMPI en el RMS Torque/Maui, el framework
ReSHAPE y la API DMR (del ingle´s, Dynamic Ma-
nagement of Resources) que surge de la necesidad de
disponer de una solucio´n modular de redistribucio´n
de datos dina´mica extensible a otros sistemas.
C.1 CHARM++ Torque/Maui
El primer gestor de recursos adaptativo es pre-
sentado en [17]. En e´l, se utilizan aplicaciones
CHARM++, maleables por definicio´n gracias a la bi-
blioteca AMPI explicada anteriormente. Los autores
presentan una extensio´n del planificador de clu´ste-
res Torque/Maui para que trabaje en cooperacio´n
con CHARM++. Esta extensio´n permite expandir
y contraer un trabajo gracias a las siguientes carac-
ter´ısticas desarrolladas:
Extensio´n del comando para enviar trabajos a
la cola, qsub, de modo que admita trabajos ma-
leables.
Funcionalidad para redimensionar un conjunto
de recursos.
Funcionalidad para asignar y liberar nodos.
Un mecanismo de comunicacio´n entre el gestor
y el runtime.
C.2 ReSHAPE
ReSHAPE [18] es un framework que gestiona des-
de la maleabilidad de aplicaciones iterativas, hasta la
adaptabilidad de la carga de trabajos para incremen-
tar la productividad del sistema. En la arquitectura
de ReSHAPE (Figura 3) se diferencian los 3 mo´dulos
que lo conforman:
El monitor de la aplicacio´n que monitoriza cada
uno de los trabajos.
La biblioteca de redimensionamiento para redis-
tribuir los datos en cada reconfiguracio´n.
El planificador que toma decisiones de reconfi-
guracio´n con la informacio´n que recibe de cada
aplicacio´n en cada iteracio´n.
ReSHAPE ha demostrado en varias ocasiones me-
jorar la productividad en termino de trabajos ejecu-
tados por unidad de tiempo en cargas de trabajos
formadas por aplicaciones [19], [20], [21].
Aunque ReSHAPE sea una solucio´n completa de
adaptabilidad de cargas de trabajos, tambie´n es ce-
rrada ya que necesita que todos los trabajos enviados
a la cola hayan sido compilados con sus bibliotecas.
Las dos soluciones presentadas cuentan con ca-
racter´ısticas deseables, como la redistribucio´n de
datos dina´mica (ReSHAPE) y la compatibilidad
con herramientas extendidas en el mundo del HPC
(CHARM++ con Torque/Maui). Desgraciadamente
esas caracter´ısticas no las encontramos juntas, sien-
do e´sta la principal desventaja de cada una de las
soluciones.
C.3 API DMR
Por un lado, la API DMR [22] utiliza el RMS
Slurm Workload Manager para le gestio´n o´ptima de
recursos en el clu´ster. Slurm es uno de los gestores de
recursos ma´s utilizados en HPC a nivel mundial, es
co´digo abierto, portable y altamente escalable [24],
[25].
Fig. 3. Arquitectura de ReSHAPE [18].
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Fig. 4. Esquema de la relacio´n entre los mo´dulos de DMR.
Por el otro, DMR utiliza el runtime de OmpSs
(Nanos++) para gestionar la reconfiguracio´n de pro-
cesos. Adema´s, hemos aprovechado la recientemen-
te incorporada sema´ntica de migracio´n al modelo de
programacio´n OmpSs [26] para facilitar la maleabi-
lidad y la redistribucio´n de datos. Nanox++ ha sido
extendido, para que pueda establecer una conexio´n
directa con el RMS para as´ı determinar cua´ndo y
co´mo llevar a cabo la reconfiguracio´n del trabajo.
La Figura 4 describe la relacio´n entre los dos entes.
Tal y como se muestra, el runtime consulta el estado
del gestor de recursos y, dependiendo de ese estado,
el gestor le correspondera´ con una accio´n al runtime
para que la lleve a cabo.
En el Co´digo 1 se encuentra la estructura ba´sica
de una aplicacio´n MPI iterativa que use DMR. La
ejecucio´n se inicia en el main (l´ınea 1) y, tras ini-
cializar las estructuras de datos, comienza la etapa
de co´mputo (l´ınea 5). En cada iteracio´n se llama a
la funcio´n de la DMR API dmr check status para
evaluar el estado del sistema. Esta evaluacio´n puede
dar como resultado una expansio´n o contraccio´n de
procesos. En ambos casos (l´ınea 12), el usuario de-
bera´ gestionar la accio´n planificada y programar el
offload (l´ınea 13). Para llevar a cabo el offload, hay
1 void main ( void ) {
2 . . .
3 i n t t = 0;
4 init ( data ) ;
5 compute ( data , t ) ;
6 . . .
7 }
8
9 void compute ( data , t0 ) {
10 f o r ( t=t0 ; t<timesteps ; t++) {
11 action = dmr_check_status (&handler ) ;
12 i f ( action ) {
13 #pragma omp task inout ( data )
onto ( handler , rank )
14 compute ( data , t )
15 #pragma omp taskwait
16 } e l s e
17 compute_iter ( data ) ;
18 }
19 }
Co´digo 1
Pseudo-co´digo de una reconfiguracio´n utilizando
OmpSs.
que indicar los datos a transferir (inout(data)), el
nuevo comunicador (handler) y el identificador del
proceso destino (rank). Con esa informacio´n, el run-
time realizara´ la redistribucio´n de datos. La l´ınea 14
indica do´nde han de comenzar su ejecucio´n los nue-
vos procesos, en este caso, en la propia funcio´n que
lo ha invocado pero en una iteracio´n distinta. Final-
mente, se sincronizan los procesos iniciales (l´ınea 15)
para que puedan terminar y dejar que la ejecucio´n
prosiga en el nuevo comunicador. En el caso de que
no se deba llevar a cabo ninguna accio´n (l´ınea 16),
se realizara´ la computacio´n de la iteracio´n actual.
IV. Conclusio´n
En este art´ıculo se ha hecho un repaso de la evolu-
cio´n de la reconfiguracio´n dina´mica de trabajos ma-
leables. Hemos visto distintos mecanismos (bibliote-
cas, paradigmas de programacio´n) que utilizan dife-
rentes te´cnicas de redistribucio´n de datos. En cuanto
a la reconfiguracio´n, algunos investigadores han op-
tado por enfocar sus soluciones a la mejora del ren-
dimiento mediante la monitorizacio´n de la ejecucio´n.
Otros han conducido su investigacio´n hacia el incre-
mento de la productividad en te´rminos de trabajos
ejecutados por unidad de tiempo.
Uno de los mayores inconvenientes que encontra-
mos a la hora de utilizar estas soluciones es la nece-
sidad de readaptar nuestro co´digo a la herramienta.
Por ese motivo, en la actualidad ninguno de estos
frameworks se ha extendido a un sistema en produc-
cio´n.
Tras el ana´lisis llevado a cabo en este art´ıculo, po-
demos concluir que, para que la reconfiguracio´n se
extenda a nivel de produccio´n, se deber´ıan hacer es-
fuerzos hac´ıa la usabilidad de las herramientas. Es
decir, reconfigurar un trabajo no deber´ıa suponer
esfuerzo a los programadores de aplicaciones HPC.
Adema´s, los frameworks de reconfiguracio´n deber´ıan
ser compatibles con diferentes gestores de recursos
y/o runtimes paralelos, para as´ı facilitar su adopcio´n
en distintos sistemas.
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