Bone age assessment (BAA) is a commonly performed diagnostic study in pediatric radiology to assess skeletal maturity. The most commonly utilized method for assessment of BAA is the Greulich and Pyle method (Pediatr Radiol 46.9:1269-1274 Arch Dis Child 81.2:172-173, 1999) atlas. The evaluation of BAA can be a tedious and time-consuming process for the radiologist. As such, several computer-assisted detection/diagnosis (CAD) methods have been proposed for automation of BAA. Classical CAD tools have traditionally relied on hard-coded algorithmic features for BAA which suffer from a variety of drawbacks. Recently, the advent and proliferation of convolutional neural networks (CNNs) has shown promise in a variety of medical imaging applications. There have been at least two published applications of using deep learning for evaluation of bone age (Med Image Anal 36:41-51, 2017; JDI 1-5, 2017). However, current implementations are limited by a combination of both architecture design and relatively small datasets. The purpose of this study is to demonstrate the benefits of a customized neural network algorithm carefully calibrated to the evaluation of bone age utilizing a relatively large institutional dataset. In doing so, this study will aim to show that advanced architectures can be successfully trained from scratch in the medical imaging domain and can generate results that outperform any existing proposed algorithm. The training data consisted of 10,289 images of different skeletal age examinations, 8909 from the hospital Picture Archiving and Communication System at our institution and 1383 from the public Digital Hand Atlas Database. The data was separated into four cohorts, one each for male and female children above the age of 8, and one each for male and female children below the age of 10. The testing set consisted of 20 radiographs of each 1-year-age cohort from 0 to 1 years to 14-15+ years, half male and half female. The testing set included lefthand radiographs done for bone age assessment, trauma evaluation without significant findings, and skeletal surveys. A 14 hidden layer-customized neural network was designed for this study. The network included several state of the art techniques including residual-style connections, inception layers, and spatial transformer layers. Data augmentation was applied to the network inputs to prevent overfitting. A linear regression output was utilized. Mean square error was used as the network loss function and mean absolute error (MAE) was utilized as the primary performance metric. MAE accuracies on the validation and test sets for young females were 0.654 and 0.561 respectively. For older females, validation and test accuracies were 0.662 and 0.497 respectively. For young males, validation and test accuracies were 0.649 and 0.585 respectively. Finally, for older males, validation and test set accuracies were 0.581 and 0.501 respectively. The female cohorts were trained for 900 epochs each and the male cohorts were trained for 600 epochs. An eightfold cross-validation set was employed for hyperparameter tuning. Test error was obtained after training on a full data set with the selected hyperparameters. Using our proposed customized neural network architecture on our large available data, we achieved an aggregate validation and test set mean absolute errors of 0.637 and 0.536 respectively. To date, this is the best published performance on utilizing deep learning for bone age assessment. Our results support our initial hypothesis that customized, purpose-built neural networks provide improved performance over networks derived from pre-trained imaging data sets. We build on that initial work by showing that the addition of state-of-the-art techniques such as residual connections and inception architecture further improves prediction accuracy. This is important because the current assumption for use of residual and/or inception architectures is that a large pre-trained network is required for successful implementation given the relatively small datasets in medical imaging. Instead we show that a small, customized architecture incorporating advanced CNN strategies can indeed be trained from scratch, yielding significant improvements in algorithm accuracy. It should be noted that for all four cohorts, testing error outperformed validation error. One reason for this is that our ground truth for our test set was obtained by averaging two pediatric radiologist reads compared to our training data for which only a single read was used. This suggests that despite relatively noisy training data, the algorithm could successfully model the variation between observers and generate estimates that are close to the expected ground truth.
Introduction
Bone age assessment (BAA) is a commonly performed study in pediatric radiology to assess skeletal maturity. This is essential in the diagnostic workup for endocrine disorders and other disorders involving abnormal skeletal development. There are various methods available for evaluation of BAA, which all involve visual inspection of the developing ossification centers. A recent survey of the Society of Pediatric Radiology showed that the most commonly utilized method for assessment of BAA is the Greulich and Pyle method [1, 2] . The Greulich and Pyle method is an atlas of normal hand and wrists at various chronological ages. The patient's radiograph is compared to the age-appropriate image in the atlas, with the BAA determined by the shape and distribution of the patient's developing ossification centers. The predicted bone age is compared to the patient's chronological age, and these results are subsequently used by the clinical team to assess appropriate skeletal maturity.
The evaluation of BAA can be tedious for the radiologist, and not only provides very little in the way of intellectual pursuit, but is time-consuming. Compounding the problems with the classical method of evaluating BAA is the fact that there is a considerable amount of interobserver and intraobserver variation in the ultimate reads [3] [4] [5] . As a result, several computer-assisted detection/diagnosis (CAD) methods have been proposed for automation of BAA [6] [7] [8] .
Classical CAD tools have traditionally relied on hardcoded algorithmic features for BAA. Although these techniques have shown promise in accurate BAA, they suffer from a variety of drawbacks: (1) high-order semantic features (Bdog^and Bcat^or Bshape of ossification centers^) easily interpreted by humans are almost impossible to translate cleanly into rigid mathematical formulae; (2) hard-coded features are biased to focus on features seen useful by the human eye and not necessarily the features that may subtly change over time and would be better employed for the question at hand; (3) feature extraction is a tedious and computationally expensive process.
Recently, the advent and proliferation of convolutional neural networks (CNNs), a deep learning technique, has attracted interest in medical imaging analysis. Deep-learning techniques overcome many of these limitations by allowing an algorithm to automatically learn the features useful for image interpretation without any direct human intervention during the training process. Early studies have already shown promise in a variety of medical imaging applications including evaluation of lung nodules, interstitial lung disease, breast cancer, cerebral microbleeds, brain tumors, and spinal metastasis [9] [10] [11] [12] [13] [14] [15] .
Additionally, there have been at least two published applications of using deep learning for evaluation of bone age [6, 8] . However, current implementations are limited by a combination of both architecture design and relatively small datasets. These factors make it such that most deeplearning algorithms for medical imaging are unable to take full advantage of the latest state-of-the-art advances in network design (e.g., residual connections, inception architecture) or are only able to do so using large networks pretrained on non-medical images. By contrast, the purpose of this study is to demonstrate the benefits of a customized neural network algorithm carefully calibrated to the evaluation of bone age utilizing a relatively large institutional dataset. In doing so, this study will aim to show that advanced architectures can be successfully trained from scratch in the medical imaging domain and can generate results that outperform any existing proposed algorithm.
Materials and Methods

Data Preparation
IRB approval was obtained for this retrospective study. A query of the Picture Archiving and Communication System (PACS) for bone age studies performed between December 2009 and October 2016 was performed. A total of 9188 radiographic images of left hands were included in the data set.
The data set was split into a training, validation, and testing set. The training set is the set of images that is fed into the network that it learns from. The validation set is a separate set of images that is utilized to optimize the neural network parameters. After training the network on the training set and fine tuning the network parameters based on its performance on the validation set, a separate run is done utilizing the entirety of the training and validation data as training data. This second run is then tested on the testing set, which was separated from the rest of the data at the outset and represents images that the network has never seen before.
Images from the data set were excluded if they contained missing reports or if the report contained language that indicated an abnormality on the radiograph, not related to the patient's bone age, that prevented analysis of bone age. The skeletal age was automatically extracted from the radiology report. An additional 1383 images from a publicly available and double-annotated Digital Hand Atlas Database [16] were obtained to augment the training set. None of the publicly available data was utilized in the test or validation set. For the skeletal age on the public images, the average of two radiologist reads was utilized. In total, 10,289 images and skeletal ages were available for the network's data set, 8909 of which came from the hospital PACS and 1383 from the public database. Eightfold cross-validation was performed with 1105 of the internal PACS images set aside as a validation set utilized for tuning network hyperparameters.
Three hundred images were collected to construct the testing set. The testing set consisted of 10 images of boys and 10 images of girls for each 1-year-age cohort from newborn children to 16 years of age, the age where each gender reaches skeletal maturity. To construct the testing set without reducing the examples available in the training data, studies that were not identified by our automated extraction pipeline were used after manual inspection. The origin of these studies included the following:
1. Studies that were stored in PACS as secondary captures 2. Studies with a typographic error in a critical section of the report, preventing correct labeling 3. Studies performed between the date of the original database query and construction of the testing set Finally, due to the lack of adequate numbers of children from age 0 to 6 years old in the available testing pool, normal images of left hands obtained from children undergoing hand imaging as part of a trauma workup or skeletal surveys were utilized to fill in the test set. On manual inspection, there were no qualitative differences between the radiographs performed for bone age assessment and those performed for other reasons once all external labeling and images containing medical instrumentation were removed.
Data Augmentation and Segregation
Raw images were fed into the neural network without preprocessing. To perform data augmentation, queued images were randomly flipped vertically and/or horizontally, rotated by a random angle between + 0.78 and − 0.78 rad, and randomly cropped to a box 80% of their initial size. The pixel values of the data set were divided by the standard deviation of the data set and subtracted by the mean of the data set.
There is no known logical correlation between the rate of skeletal maturity for boys and the rate of skeletal maturity for girls. Additionally, skeletal maturity during puberty was thought to be a point of difficulty for neural networks to overcome. To combat these factors, four different networks with the same architecture but different age-and gender-separated data sets and hyperparameters were designed. The first and second networks were trained on female and male children between 0 and 10 years old. The third and fourth networks were trained on female and male children between 8 years old and skeletal maturity. Of note, there was a 2-year overlap for each age cohort to account for children with a chronological age on the boundary of an age cohort but with a bone age that is advanced or delayed for their age. The final training sets included 4093 girls for the older girl network, 2309 girls for the younger girl network, 3259 boys for the older boy network, and 1346 boys for the younger boy network.
A customized CNN architecture was designed and trained from random weight initializations for evaluation of bone age. Originally described by LeCun et al. [17] in 1998, CNNs are implemented by applying a series of convolution matrices to a vectorized input image that iteratively separates the input to a target vector space. Building on this original design, our goal was to create a network architecture that would balance the use of state-of-the-art strategies while keeping the overall number of trainable parameters as small as possible given the relatively small datasets seen in medical imaging. After a hyperparameter search of possible architectures, our final trained network incorporates a combination of residual connections, inception architecture, and an explicit spatial transformation module (Table 1) .
After an initial standard convolutional layer, a series of residual layers are utilized in the first portion of the network (Fig. 1) . Originally described by He et al. [18, 19] , residual neural networks can stabilize gradients during back propagation, leading to improved optimization and facilitating greater network depth. Beginning with the eighth hidden layer, residual inception style layers are utilized (Fig. 2) . The inception layer architecture, initially described in 2015 by Szegedy et al. [20] , introduced a computationally efficient method of allowing a network to selectively determine the optimal filter architectures to an input feature map, leading to improved learning rates. Compared to a base architecture compared entirely of residual layers, the addition of inception layers overall improves performance (Table 2) . Furthermore, inserting inception layers deeper in the network has a twofold advantage over early inception layer use: (1) the benefits of evaluating input feature maps at higher resolutions are more pronounced with the more complex feature maps found deeper in the network; (2) additionally, the gains in parameter reduction when using inception layers are more pronounced. These observations were confirmed in our experimental results which showed improved performance when inception layers were introduced at layer 8 as opposed to layer 3 in the network architecture (Table 2) .
Subsequently, a spatial transformer module was inserted after the 10th hidden layer. Initially applied to convolutional neural networks by Jaderberg et al. [21] , spatial transformer layers allow a network to explicitly learn affine transformation parameters that regularize global spatial variations in feature space. This is important for the network to be robust against large changes in imaging technique or positioning that, upon visual inspection, were commonly seen in both the internal data and public Digital Hand Atlas Database. Spampinato et al. [6] showed that inserting the spatial transformer module deeper in the network leads to improved performance, a result which was replicated in our experimentation (Table 2) .
A fully connected layer was implemented after the 12th hidden layer and a final linear regression output layer was inserted as the last layer.
In addition to the proposed customized network and its variations described above, several additional network architectures were tested (Table 2 ). In keeping with the results from Spampinato et al. [6] , these included an initial VGG-16 network pre-trained on the ImageNet database as well as a similar network trained from randomly initialized weights. Additionally, a customized six-layer CNN architecture was reproduced from the analysis in Spampinato et al. [6] .
Training was implemented using the Adam optimizer [22] combined with the Nesterov accelerated gradient [23] described by Dozat [24] . Parameters are initialized using the heuristic described by Xavier et al. [25] . L2 regularization is implemented to prevent overfitting of data by limiting the squared magnitude of the kernel weights. Dropout was also employed to prevent overfitting by limiting unit co-adaptation [26] . Batch normalization was utilized to improve network training speed and regularization performance by reducing internal covariate shift [27] . Software code for this study was written utilizing the Python TensorFlow v1.1 library. Experiments and network training was performed on an Ubuntu 16.04 workstation with an NVIDIA TITAN X Pascal GPU. We gratefully acknowledge the support of NVIDIA Corporation with the donation of the Titan X Pascal GPU used for this research.
Mean squared error was utilized as the primary objective function of the network in order to penalize large deviations from the ground truth. Mean absolute error was employed as the primary performance metric [28] [29] [30] .
Results
MAE accuracies on the validation and test sets for young females were 0.654 and 0.561 respectively. For older females, validation and test accuracies were 0.662 and 0.497 respectively. For young males, validation and test accuracies were 0.649 and 0.585 respectively. Finally, for older males, validation and test set accuracies were 0.581 and 0.501 respectively. The female cohorts were trained for 900 epochs each and the male cohorts were trained for 600 epochs before convergence. An eightfold cross-validation set was employed for hyperparameter tuning. Test error was obtained after training on a full data set with the selected hyperparameters.
Discussion
Using our proposed customized neural network architecture on our large available data, we achieved an aggregate validation and test set mean absolute errors of 0.637 and 0.536 respectively. To date, this is the best published performance on utilizing deep learning for bone age assessment.
Our results support the findings by others demonstrating the applicability of deep-learning techniques for automation of bone age assessment [6, 8] . Importantly, our results reflect the analysis from Spampinato et al. [6] in that customized, purpose-built neural networks provide improved performance over networks derived from pre-trained imaging data sets. We build on that initial work by showing that the addition of stateof-the-art techniques such as residual connections and inception architecture further improves prediction accuracy. This is important because the current assumption for use of residual and/or inception architectures is that a large pre-trained network is required for successful implementation given the relatively small datasets in medical imaging. Instead we show that a small, customized architecture incorporating advanced CNN strategies can indeed be trained from scratch, yielding significant improvements in algorithm accuracy.
Compared to Lee et al., we opted for end-to-end learning with minimal preprocessing of bone age radiographs instead of initial segmentation. The success of such an approach highlights the flexibility and power of neural networks, which often can learn complex high-order imaging patterns without explicit feature generation by humans. Furthermore, minimizing image preprocessing not only increases algorithm Multiple deep-learning architectures were evaluated, a representative summary of which are shown here. These include several variations of the proposed customized network: a base residual network (without inception layers), a residual network with early inception layer introduction (layer 3), a residual network with late inception layer introduction (layer 8). In addition, a late residual inception network was tested without the use of the spatial transformer. Finally, several previously published architectures were evaluated: a VGG network pre-trained on Imagenet, a randomly initialized VGG network, a customized six-layer network described by Spampinato et al. [6] (BoneNet). Each network architecture tested was evaluated with and without utilizing age-specific networks Fig. 2 Residual layer architecture utilized in this network prediction speed but also facilitates generalizability by limiting the number of requisite manual steps. Finally, as a marginal benefit, retaining random background noise present in radiographic films adds stochasticity and helps to stabilize the algorithm training process. Like Spampinato et al., we chose to design the CNN with a regression loss instead of a classification loss as proposed by Lee et al. This is important because bone age is a continuous variable and preserving a continuous output allows the algorithm to retain a hierarchical model of possible outputs. In other words, given a ground truth of 5 years, a prediction of 4 years 6 months will be penalized less than a prediction of 10 years, whereas both such estimates are equally incorrect in a classification scheme.
Furthermore, our results support the findings by Sun et al. [31] and the consensus in the computer vision community in that the performance of neural networks on various tasks increases logarithmically with increases in training data volume. This is important as training data is often a significant limiting factor in developing CNN algorithms for medical imaging applications. While tedious to obtain and curate properly, the relatively large dataset in our study was almost certainly contributed significantly to our improved results.
It should be noted that for all four cohorts, testing error outperformed validation error. One reason for this is that our ground truth for our test set was obtained by averaging two pediatric radiologist reads compared to our training data for which only a single read was used. This suggests that despite relatively noisy training data, the algorithm could successfully model the variation between observers and generate estimates that are close to the expected ground truth.
Despite promising results, one potential limitation is generalizability beyond our single institution given that the clear majority of training data originated from a single academic center. To some extent, this is countered by the relatively long 7-year extent of radiographs included in this study obtained from a heterogeneous combination of different machines and acquisition parameters, as well as the addition of a small cohort of outside examinations. Another potential limitation is the exclusion of significantly abnormal findings unrelated to bone age assessment in our test set such as bone fractures, congenital malformations, or systemic diseases with osseous manifestations. Finally, as with most other CNNs for medical imaging at this time, the algorithm is trained to evaluate a single diagnosis, and as such cannot provide information regarding ancillary findings. This highlights the continued need for review of the input radiographs by a trained radiologist to rule out alternative pathology unrelated to bone age that may be present.
Ongoing work in progress includes applying this network architecture to different types of normal images of left hands including studies done for trauma, skeletal surveys, and evaluation of non-osseous disease with the goal of creating a new atlas for skeletal maturity. Additionally, methods to integrate this network into the clinical workflow are being explored.
