We study an initial value problem for a coupled Caputo type nonlinear fractional differential system of higher order. As a first problem, the nonhomogeneous terms in the coupled fractional differential system depend on the fractional derivatives of lower orders only. Then the nonhomogeneous terms in the fractional differential system are allowed to depend on the unknown functions together with the fractional derivative of lower orders. Our method of analysis is based on the reduction of the given system to an equivalent system of integral equations. Applying the nonlinear alternative of Leray-Schauder, we prove the existence of solutions of the fractional differential system. The uniqueness of solutions of the fractional differential system is established by using the Banach contraction principle. An illustrative example is also presented.
Introduction
In recent years, the applications of fractional calculus in physics, chemistry, electrochemistry, bioengineering, biophysics, electrodynamics of complex medium, polymer rheology, aerodynamics, continuum mechanics, signal processing, electromagnetics, and so forth are highlighted in the literature. The methods of fractional calculus, when defined as a Laplace, Sumudu, or Fourier convolution product, are suitable for solving many problems in emerging biomedical research. The electrical properties of nerve cell membranes and the propagation of electrical signals are well characterized by differential equations of fractional order. The fractional derivative accurately describes natural phenomena that occur in common engineering problems such as heat transfer, electrode/electrolyte behavior, and subthreshold nerve propagation. Application of fractional derivatives to viscoelastic materials establishes, 5 . In consequence, the subject of fractional differential equations is gaining much importance and attention; see 6-31 and the references therein. There has also been a surge in the study of the theory of fractional differential systems. The study of coupled systems involving fractional differential equations is quite important as such systems occur in various problems of applied nature; for instance, see [32] [33] [34] [35] and the references therein. Recently, Su 36 discussed a two-point boundary value problem for a coupled system of fractional differential equations. Ahmad and Nieto 37 studied a coupled system of nonlinear fractional differential equations with three-point boundary conditions. Ahmad and Graef 38 proved the existence of solutions for nonlocal coupled systems of nonlinear fractional differential equations. For applications and examples of fractional order systems, we refer the reader to the papers in 39-47 . Motivated by the recent work on coupled systems of fractional order, we consider an initial value problem for a coupled differential system of fractional order given by 
Preliminaries
First of all, we recall some basic definitions 3-5 . 
Now we state a known result 48 which provides a relationship between 2.1 and 2.2 . 
Lemma 2.7. Let f : 0, 1 × R → R be a continuously differentiable function with f 0, 0 0 and
if and only if 
Proof. For the sake of completeness and later use, we outline the proof. Using 2.4 with k m − n, β ρ yields
On the other hand, in view of 2.1 , we have
Using 2.2 and Lemma 2.4 ii together with the substitution u n t v t , we obtain
Applying the initial conditions 2.7 and the fact that u n i t v i t , 2.12 transforms to 2.9 .
Conversely, suppose that v ∈ C 0, 1 is a solution of 2.9 . Then
2.13
As ρ − n ∈ m − n − 1, m − n , it follows by Lemma 2.4 i and Lemma 2.6 that
Fixed Point Theory and Applications 5
Thus, u is a solution of 2.6 . Now, differentiating 2.9 , we obtain
2.15
, m − n − 1 , the second term in the above expression becomes zero as t → 0. Thus, we have
Hence we conclude that u ∈ C m 0, 1 is a solution of 2.6 and 2.7 .
Existence Result
For the forthcoming analysis, we introduce the following assumptions: 
3.1
Now we state a result which describes the nonlinear alternative of Leray and Schauder 49 . 
is a solution of the initial value problem 1.1 if and only if
where w 1 u n t ∈ C 0, 1 with u n i t w i 1 t is a solution of the integral equation 
where w 2 v n t ∈ C 0, 1 with v n i t w i 2 t is a solution of the integral equation
We do not provide the proof as it is similar to that of Lemma 2.7. Consider the coupled system of integral equations 
Using the fact
and making the substitutions u n t w 1 t , v n t w 2 t , we obtain
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Using the initial conditions of 1.1 together with u n i t w i 1 t and v n t w 2 t , 3.9 becomes 3.3 , and an application of Cauchy function yields the first equation of 3.6 . The converse of the theorem follows by applying the arguments used to prove the converse of Lemma 2.7. Similarly, it can be shown that v satisfying the second equation of 3.6 together with 3.5 is a solution of 1.2 and vice versa. Thus, u, v ∈ X ×Y satisfying 3.6 is a solution of the system 1.1 -1.2 and vice versa. A 1 )-(A 3 ) hold. Then there exists a solution for the coupled integral equations 3.3 and 3.5 if
Theorem 3.4. Let the assumptions (
B 1 1 Γ ρ − n Γ n − β 1 sup t∈ 0,1 t 0 t − s ρ−n−1 s n−β a 2 s ds < 1, B 2 1 Γ σ − n Γ n − α 1 sup t∈ 0,1 t 0 t − s σ−n−1 s n−α b 2 s ds < 1, 0 < C 1 sup t∈ 0,1 |ν 1 t | 1 Γ ρ − n t 0 t − s ρ−n−1 a 1 s ds < ∞, 0 < C 2 sup t∈ 0,1 |ν 2 t | 1 Γ σ − n t 0 t − s σ−n−1 b 1 s ds < ∞,
3.10
where
Proof. Let us define an operator : 
and ν 1 t , ν 2 t are given by 3.11 . In view of A 1 -A 2 , it follows that is well defined and continuous. 
Similarly, it can be shown that
Hence we conclude that w 1 , w 2 X×Y ≤ R. This implies that w 1 , w 2 ∈ P. Now we show that is a completely continuous operator continuous and compact . To do this, we first set
3.17
9
For w 1 , w 2 ∈ U and t 1 , t 2 ∈ 0, 1 with t 1 < t 2 , we have
3.18
Similarly,
3.19
Since the functions t k , t ρ−n , t σ−n are uniformly continuous on 0, 1 , it follows from the above estimates that U is an equicontinuous set. Also, it is uniformly bounded as U ⊂ U. Thus, we conclude that is a completely continuous operator. Now, let us consider the eigenvalue problem
Assuming that w 1 , w 2 is a solution of 3.20 for λ ∈ 0, 1 , we find that 
Γ n w 10 s ds,
Γ n w 20 s ds,
3.23
Γ n − α w 10 τ dτ ds.
3.24
Now we allow the nonlinear f in 1.1 to depend on v in addition to c D β v t and g in 1.2 to depend on u t together with c D α u t . Precisely, for ρ, σ ∈ m − 1, m , α, β ∈ n − 1, n , m, n ∈ N, we consider the following fractional differential system:
subject to the initial conditions given by 1.1 -1.2 , where f, g : 0, 1 × R × R → R are given functions. In order to prove the existence of solution for the system 3.25 , we need the following assumptions: 1 t a 2 t |x| a 3 t y , t ∈ 0, 1 ,   g t, x, y ≤ b 1 t b 2 t |x| b 3 t y , t ∈ 0, 1 . 
3.26
In this case, w 1 and w 2 involved in the coupled system of integral equations 3.6 modify to the following form:
3.27
The following corollary presents the analogue form of Theorem 3.4 for the fractional differential system 3.25 . 
3.28
where ν 1 t and ν 2 t are given by 3.11 .
The method of proof is similar to that of Theorem 3.3.
Uniqueness Result
To prove the uniqueness of solutions of 1.1 -1.2 , we need the following assumptions. A 4 For each R > 0, there exist nonnegative functions δ 1 t and δ 2 t such that 
Then there exists a unique solution for the coupled integral equations 3.3 and 3.5 .
Proof. For t ∈ 0, 1 , we define
As before, we define the operator : X × Y → X × Y by w 1 , w 2 t 1 w 2 t , 2 w 1 t , which is well defined and continuous. For w 1 , w 2 ∈ P, using 4.2 and 4.4 , we have
4.8
Similarly, by using 4.3 and 4.5 , it can be shown that 2 w 1 Y ≤ R. Thus, : P → P.
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Now, for w 1 , w 2 , w 1 , w 2 ∈ P, we obtain
4.9
In a similar manner, we find that
Since ζ 1 < 1, ζ 2 < 1, therefore is a contraction. Hence, by Banach contraction principle, has a unique fixed point w 10 , w 20 in P such that w 10 , w 20 X×Y ≤ R, which is a solution of the coupled integral equations 3.3 and 3.5 . This completes the proof.
The following Corollary ensures the uniqueness of the solutions of 3.25 . We do not provide the proof as it is similar to that of Theorem 4.1.
Corollary 4.2. Assume that A 1 , A 2 , and the following condition hold:
A 4 For each R > 0, there exist nonnegative functions μ 1 t , μ 2 t , μ 3 t , and μ 4 t such that f t, x 1 , x 1 − f t, x 2 , x 2 ≤ μ 1 t |x 1 − x 2 | μ 2 t |x 1 − x 2 |, t ∈ 0, 1 , x 1 , x 2 , x 1 , x 2 ∈ R, g t, x 1 , x 1 − g t, x 2 , x 2 ≤ μ 3 t |x 1 − x 2 | μ 4 t |x 1 − x 2 |, t ∈ 0, 1 , x 1 , x 2 , x 1 , x 2 ∈ R.
4.11
Furthermore, Γ σ − n g s, 0, 0 ds < ∞.
4.12
Then there exists a unique solution for the coupled integral equation 3.27 .
As all the conditions of Theorem 4.1 hold, therefore the conclusion of Theorem 4.1 applies, and hence the coupled system of fractional differential equation 5.1 has a unique solution.
Conclusions
We have presented some existence and uniqueness results for an initial value problem of coupled fractional differential systems involving the Caputo type fractional derivative. The nonlinearities in the coupled fractional differential system depend on i the fractional derivatives of lower orders, ii the unknown functions together with the fractional derivative of lower orders. The proof of the existence results is based on the nonlinear alternative of Leray-Schauder, while the uniqueness of the solutions is proved by applying the Banach contraction principle. The present work can be extended to nonlocal coupled systems of nonlinear fractional differential equations.
