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ADI-EULER AND EXTRAPOLATION METHODS FOR THE
TWO-DIMENSIONAL FRACTIONAL
ADVECTION-DISPERSION EQUATION
S. CHEN AND F. LIU∗
Abstract. In this paper, a two-dimensional fractional advection-dispersion
equation (2D-FADE) with variable coefficients on a finite domain is consid-
ered. We use a new technique of combination of the Alternating Directions
Implicit-Euler method (ADI-Euler), the unshifted Gru¨nwald formula for
the advection term, the right-shifted Gru¨nwald formula for the diffusion
term, and a Richardson extrapolation to establish an unconditionally stable
second order accurate difference method. Stability, consistency and conver-
gence of the ADI-Euler method for 2D-FADE are examined. A numerical
example with known exact solution is also presented, and the behavior of
the error is analyzed to verify the order of convergence of the ADI-Euler
method and the extrapolated ADI-Euler method.
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1. Introduction
Fractional advection-dispersion equations (FADE) are used to model problems
in physics [17] and hydrology [3, 4, 5]. Diffusion with an additional velocity field
v and diffusion under the influence of a constant external force field are, in the
Brownian case, both modelled by the advection-diffusion equation (ADE)
∂u
∂t
= K
∂2u
∂x2
− v ∂u
∂x
. (1)
where K > 0 and v > 0. In the case of anomalous diffusion this is no longer
true, i.e., the fractional generalisation may be different for the advection case
and the transport in an external force field [17]. In order to model the anomalous
case, a straightforward extension of the continuous time random walk (CTRW)
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scheme leads to a fractional advection-diffusion equation. The FADE has been
recently treated by a number of authors. It is presented as a useful approach for
the description of transport dynamics in complex systems which are governed
by anomalous diffusion and non-exponential relaxation patterns. Metzler and
Klafter [17] proposed the Galilei invariant FADE and the Galilei variant FADE.
The Galilei invariant FADE can be written as
∂u
∂t
=0 D1−αt (K
∂2u
∂x2
)− v ∂u
∂x
, (2)
and the Galilei variant FADE can be written as
∂u
∂t
=0 D1−αt (K
∂2u
∂x2
− v ∂u
∂x
), (3)
where where K > 0 and v > 0, 0D1−αt is a Riemann-Liouville fractional de-
rivative for 0 < α ≤ 1[19]. FADE for Le´vy motion is also used in groundwater
hydrology research to model the transport of passive tracers carried by fluid flow
in a porous medium [4, 15]. The 1-D form of the FADE can be written as
∂u
∂t
= −v ∂u
∂x
+Kp
∂αu
∂xα
+K(1− p) ∂
αu
∂(−x)α ]. (4)
where 0 ≤ p ≤ 1. For a symmetric case one can use Riesz derivative
∂α
∂|x|α =
1
(2 cos(piα/2)
[
∂α
∂xα
+
∂α
∂(−x)α ], (α 6= 1). (5)
The corresponding following space-time fractional advection-diffusion equation
was considered by Saichev and Zaslavsky [22]:
∂γu
∂t
=
∂α1
∂|x|α1 (Au) +
∂α2
∂|x|α2 (Bu), 1 < α1 ≤ 2, 0 < α2 < 1. (6)
where A is the diffusion coefficient and B is the drift coefficient.
Liu et al.[11] considered the time FADE and the solution was obtained by
using variable transformation, Mellin and Laplace transforms, and H-functions.
Anh and Leonenko [1, 2] gave spectral analysis, renormalization and homoge-
nization of fractional kinetic equations with random data. Jumarie [?] gave a
nonrandom variational approach to stochastic linear quadratic Gaussian opti-
mization involving fractional noises. Husain and Jabeen [8] derived optimality
conditions for a nonlinear fractional program in which a support function ap-
pears in the numerator and denominator of the objective function as well as
in each constraint function. Huang and Liu [7] also considered the space-time
FADE and the solution was obtained in of Green functions and the representa-
tions of the Green function by applying the Fourier-Laplace transforms. As is
well-known, analytic solutions of most FADE cannot be obtained explicitly, so
many authors resort to numerical solution strategies based on convergence and
stability analysis. Meerschaert and Tadjeran [15] presented practical numerical
methods to solve the one-dimensional space FADE with variable coefficients on a
finite domain. Liu et al. [12, 13] simulated Le´vy motion with α-stable densities
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using a FADE. Ervin and Roop [6] discussed variational solution of the FADE on
bounded domains in Rd. Recently Liu et al. [14] proposed an approximation of
the Le´vy-Feller advection-dispersion process by random walk and finite difference
method, and discussed its stability and convergence. Tadjeran et al. [23] exam-
ined a practical numerical method which is second order accurate in time and
space to solve a class of fractional diffusion equations. Its approach based on the
classical Crank-Nicholson method combined with spatial extrapolation is used
to obtain temporally and spatially second order accurate numerical estimates.
Tadjeran et al [24] also proposed a second-order accurate numerical method for
the two-dimensional fractional diffusion equation. This method combined the
Alternating-Directions Implicit approach with a Crank-Nicolson discretization
and a Richardson extrapolation to obtain an unconditionally stable second order
accurate finite difference method. However, published papers on the numerical
solution of the two-dimensional fractional advection-dispersion equation (2D-
FADE) are sparse. This motivates us to consider effective numerical methods
for 2D-FADE. We use a new technique of combination of the Alternating Direc-
tions Implicit-Euler method (ADI-Euler), unshifted and right-shifted Gru¨nwald
formulae and a Richardson extrapolation to establish an unconditionally stable
second order accurate difference method.
In this paper, a 2D-FADE is considered.
∂u(x, y, t)
∂t
= a(x)
∂α1u(x, y, t)
∂xα1
+ b(y)
∂β1u(x, y, t)
∂yβ1
−c(x)∂
α2u(x, y, t)
∂xα2
− d(y)∂
β2u(x, y, t)
∂yβ2
+ q(x, y, t) (7)
on a finite rectangular domain xL < x < xR and yL < y < yR, with 1 < α1 ≤ 2,
1 < β1 ≤ 2 and 0 < α2 ≤ 1, 0 < β2 ≤ 1, a(x) > 0, b(y) > 0, and c(x) > 0,
d(y) > 0. Define the initial conditions form u(x, y, t = 0) = f(x, y) for xL < x <
xR and yL < y < yR and Dirichlet boundary conditions u(x, y, t) = B(x, y, t) on
the boundary of the rectangular region xL < x < xR and yL < y < yR, with the
additional restriction that B(xL, y, t) = B(x, yL, t) = 0.
Equation 7 uses a Riemann fractional derivative of order α, defined by
dαf(x)
dxα
=
1
Γ(n− α)
dn
dxn
∫ x
L
f(ξ)
(x− ξ)α+1−n dξ, (8)
where n is an integer such that n− 1 < α ≤ n. In most of the related literature,
the case L = 0 is called the Riemann-Liouville form, and the case L = −∞ is the
Liouville definition for the fractional derivative. Fractional derivatives are nonlo-
cal operators of convolution type [19]. The value of the fractional derivative at a
point x depends on the function values at all the points in the interval (−∞, x).
With our boundary conditions ( and zero-extending the solution function for
x < xL ,y < yL) the Riemann and Liouville forms in (7) become equivalent. For
more details on fractional derivative concept and definitions, see [18, 19, 21].
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In this paper, we consider a 2D-FADE. This paper is organized as follows:
Alternating directions implicit-Euler method for the 2D-FADE is given in sec-
tion 2. In sections 3 and 4, consistency and stability of the ADI-Euler method
are analyzed respectively. Improving the order of convergence by a Richardson
extrapolation is proposed in section 5. In section 6, a numerical example are
given.
2. Alternating directions implicit-Euler method
For the numerical approximation scheme, define tn = n∆t to be the inte-
gration time 0 ≤ tn ≤ T , ∆x = (xR − xL)/Nx is the grid size in x-direction,
with xi = xL + i∆x for i = 0, · · · , Nx; ∆y = (yR − yL)/Ny is the grid size
in y-direction, with yj = yL + j∆y for j = 0, · · · , Ny. Define uni,j as the nu-
merical approximation to u(xi, yj , tn). Similarly, define ai = a(xi), bj = b(yj),
ci = c(xi), dj = d(yj) and qni,j = q(xi, yj , tn). The initial conditions are set
by u0i,j = fi,j = f(xi, yj). The Dirichlet boundary condition at x = xL by
un0,j = B
n
0,j = B(xL, yj , tn) and similarly for the Dirichlet boundary conditions
on the other three sides of the rectangular region.
For the stability of the finite difference scheme, we use a new technique of
combination of the unshifted Gru¨nwald formula for the advection term and the
right-shifted Gru¨nwald formula for the diffusion term. We discrete the spa-
tial α2-order and β2-order fractional derivatives using the usual (i.e., unshifted)
Gru¨nwald formula for 0 < α2 ≤ 1 and 0 < β2 ≤ 1. But we discrete the spatial
α1-order and β1-order fractional derivatives using the right-shifted Gru¨nwald
formula for 1 < α1 < 2 and 1 < β1 < 2. We show that this technique leads to a
stable (and convergent) alternating-directions implicit (ADI) implementation for
the two-dimensional implicit Euler formulation in this paper. The right-shifted
Gru¨nwald formula [23] for 1 < α ≤ 2 is
∂αu(x, y, t)
∂xα
=
1
Γ(−α) limNx→∞
1
hα
Nx∑
k=0
Γ(k − α)
Γ(k + 1)
u(x− (k − 1)h, y, t) (9)
where Nx is a positive integer, h = (x−xL)/Nx and Γ(.) is the gamma function.
We also define the ’normalized’ Gru¨nwald weights by
gα,k =
Γ(k − α)
Γ(−α)Γ(k + 1) = (−1)
k
(
α
k
)
(10)
and remark that these normalized weights only depend on the order α and
the index k. For example, the first four terms of this sequence are given by
gα,0 = 1, gα,1 = −α, gα,2 = α(α− 1)/2!, gα,3 = −α(α− 1)(α− 2)/3!.
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If the Gru¨nwald estimates are substituted into the 2D-FADE (7) to get the
implicit Euler approximation, the resulting finite difference equations are
un+1i,j − uni,j
∆t
=
ai
(∆x)α1
i+1∑
k=0
gα1,ku
n+1
i+1−k,j +
bj
(∆y)β1
j+1∑
k=0
gβ1,ku
n+1
i,j+1−k
− ci
(∆x)α2
i∑
k=0
gα2,ku
n+1
i−k,j −
dj
(∆y)β2
j∑
k=0
gβ2,ku
n+1
i,j−k + q
n+1
i,j . (11)
Let gα2,−1 = 0, gβ2,−1 = 0, we have
i∑
k=0
gα2,ku
n+1
i−k,j =
i+1∑
k=0
gα2,k−1u
n+1
i+1−k,j ,
j∑
k=0
gβ2,ku
n+1
i,j−k =
j+1∑
k=0
gβ2,k−1u
n+1
i,j+1−k.
Equation (11) may be written as
un+1i,j − ∆t
i+1∑
k=0
(
aigα1,k
(∆x)α1
− cigα2,k−1
(∆x)α2
)
un+1i+1−k,j
− ∆t
j+1∑
k=0
(
bjgβ1,k
(∆y)β1
− djgβ2,k−1
(∆y)β2
)
un+1i,j+1−k = u
n
i,j +∆tq
n+1
i,j . (12)
Define the following fractional partial difference operators:
δα,xu
n+1
i,j =
i+1∑
k=0
(
aigα1,k
(∆x)α1
− cigα2,k−1
(∆x)α2
)
un+1i+1−k,j ,
δβ,yu
n+1
i,j =
j+1∑
k=0
(
bjgβ1,k
(∆y)β1
− djgβ2,k−1
(∆y)β2
)
un+1i,j+1−k.
With these operator definitions, the implicit Euler method may be written in
the operator form
(1−∆tδα,x −∆tδβ,y)un+1i,j = uni,j +∆tqn+1i,j . (13)
One standard method in the classical multi-dimensional PDEs is the use of ADI
method, where the difference equations are specified and solved in one directions
at a time. For the ADI method (and in similar fashion for the splitting method),
the operator form is written in a directional separation product form
(1−∆tδα,x) (1−∆tδβ,y)un+1i,j = uni,j +∆tqn+1i,j (14)
which introduces an additional perturbation error equal to
(∆t)2 (δα,xδβ,y)un+1i,j . (15)
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Equation (14) (which is called as ADI-Euler method) may be written in the
matrix form
STUn+1 = Un +Rn+1 (16)
where the matrices S and T represent the operators (1−∆tδα,x) and
(
1−∆tδβ,y
)
, and
U
n
=
[
u
n
1,1, u
n
2,1, · · · , unNx−1,1, un1,2, un2,2, · · · , unNx−1,2, · · · , un1,Ny−1, un2,Ny−1, · · · , unNx−1,Ny−1
]T
and the vector Rn+1 absorbs the forcing term and the boundary conditions in
the discretized equation.
Computationally, the ADI-Euler method defined by (14) can now be solved
by the following iterative scheme. At time tn+1:
(1)First solve the problem in the x-direction(for each fixed yj) to obtain an
intermediate solution u∗i,j form
(1−∆tδα,x))u∗i,j = uni,j +∆tqn+1i,j , (17)
(2)then solve in the y-direction (for each fixed xi)
(1−∆tδβ,y))un+1i,j = u∗i,j . (18)
The initial and boundary conditions for the numerical solution un+1i,j and u
n
i,j
are defined from the given initial and Dirichlet boundary conditions. Prior to
carry out step one of solving (17), the boundary conditions for the intermediate
solution u∗i,j should be set from Equation (18) (which incorporates the values
of un+1i,j at the boundary). Otherwise the order of convergence will be adversely
affected. Specifically, assume that Dirichlet boundary conditions are given by
the function B(x, y, t) on the boundary of the rectangular region xL < x < xR,
yL < y < yR. For example, on the right boundary we write un+1Nx,j = B
n+1
Nx,j
, and
compute the boundary values for u∗ from
u∗Nx,j = (1−∆tδβ,y)Bn+1Nx,j
for use in setting up and solving the sets of equations by (17). See the proof of
Theorem 3 for more details.
Below we show that the ADI-Euler method, as defined by (14) or (16), or
equivalently by (17) and (18), is consistent and stable and therefore, by the Lax
Equivalence theorem (p.45 in [20]), it is convergent.
3. Consistency of the ADI-Euler method
In this section we demonstrate that the ADI-Euler method for the 2D-FADE is
consistent. we will estimate their truncation errors of the five difference operators
in (11). Assume that the solution u(x, y, t) to the 2D-FADE (7) is unique, and
that its temporal (i.e., t) partial derivatives up to order 3 and spatial (i.e., x
and y) partial derivatives up to order r belong to L1(R3), and its spatial partial
ADI-Euler and extrapolation methods for FADE 7
derivatives up to order r − 1 vanish at infinity, where r > α1 + β1 + 3.
For 1 < α1 < 2 and 1 < β1 < 2, we have (using Proposition (3.1) in [23])
ai
(∆x)α1
i+1∑
k=0
gα1,ku
n+1
i+1−k,j = ai
∂α1
∂xα1
u(xi, yj , tn+1)
+ai(−α1
2
+ 1)
∂α1+1
∂xα1+1
u(xi, yj , tn+1)(∆x) +O(∆x)
2.
bj
(∆y)β1
j+1∑
k=0
gβ1,ku
n+1
i,j+1−k = bj
∂β1
∂yβ1
u(xi, yj , tn+1)
+bj(−β1
2
+ 1)
∂β1+1
∂yβ1+1
u(xi, yj , tn+1)(∆y) +O(∆y)
2.
Similarly, for 0 < α2 ≤ 1 and 0 < β2 ≤ 1, we also may obtain
− ci
(∆x)α2
i∑
k=0
gα2,ku
n+1
i−k,j = −ci
∂α2
∂xα2
u(xi, yj , tn+1)
−ci(−α22 )
∂α2+1
∂xα2+1
u(xi, yj , tn+1)(∆x) +O(∆x)2.
− dj
(∆y)β2
j∑
k=0
gβ2,ku
n+1
i,j−k = −dj
∂β2
∂yβ2
u(xi, yj , tn+1)
−dj(−β22 )
∂β2+1
∂yβ2+1
u(xi, yj , tn+1)(∆y) +O(∆y)2.
From the classical Taylor’s expansion, we have
un+1i,j − uni,j
∆t
=
∂
∂t
u(xi, yj , tn+1)
−1
2
∂2
∂t2
u(xi, yj , tn+1)(∆t) +O(∆t)2.
Therefore, the difference scheme for 2D-FADE defined by (11) is consistent, with
a truncation error that is of the form C¯1(∆x) + C¯2(∆y) + C¯∗3 (∆t) + O(∆x)
2 +
O(∆y)2 +O(∆t)2.
The only remaining term in the local errors for the ADI-Euler method is
the additional perturbation error (15). For discussing it, we need the following
notations and property.
For any positive integer l, let W l,1(R2) denote the collection of all functions
f ∈ Cl(R2) whose partial derivatives up to order l are in L1(R2) and whose
partial derivative up to order l − 1 vanish at infinity (see [26]).
From the proven process of the Theorem 3.1 in ([16]), it can be seen that
Theorem 3.1 in ([16]) is still right when p, q ≥ 1 replacing by p, q ≥ 0, i.e.,
following conclusion can be obtained.
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For α, β > 0, integer p, q ≥ 0 and grid sizes ∆x,∆y > 0. Let r > α + β + 3
be an integer. Then for f ∈W r,1(R2)
1
(∆x)α
1
(∆y)β
∞∑
n=0
∞∑
m=0
gα,ngβ,mf (x− (n− p)∆x, y − (m− q)∆y)
=
∂β
∂yβ
∂α
∂xα
f(x, y) +O(∆x+∆y) (19)
uniformly in (x, y) ∈ R2.
Now we discuss the additional perturbation error (∆t)2 (δα,xδβ,y)un+1i,j . Let
Uni,j denote u(xi, yj , tn), we have
(δα,xδβ,y)Un+1i,j
= δα,x
(
j+1∑
m=0
(
bjgβ1,m
(∆y)β1
− djgβ2,m−1
(∆y)β2
)
Un+1i,j+1−m
)
=
j+1∑
m=0
(
bjgβ1,m
(∆y)β1
− djgβ2,m−1
(∆y)β2
) i+1∑
k=0
(
aigα1,k
(∆x)α1
− cigα2,k−1
(∆x)α2
)
Un+1i+1−k,j+1−m
=
i+1∑
k=0
j+1∑
m=0
(
bjgβ1,m
(∆y)β1
− djgβ2,m−1
(∆y)β2
)(
aigα1,k
(∆x)α1
− cigα2,k−1
(∆x)α2
)
Un+1i+1−k,j+1−m.
The above expression is expanded to may obtain below expression.
(δα,xδβ,y)Un+1i,j
=
aibj
(∆x)α1(∆y)β1
i+1∑
k=0
j+1∑
m=0
gα1,kgβ1,mU
n+1
i+1−k,j+1−m
− aidj
(∆x)α1(∆y)β2
i+1∑
k=0
j+1∑
m=0
gα1,kgβ2,m−1U
n+1
i+1−k,j+1−m
− cibj
(∆x)α2(∆y)β1
i+1∑
k=0
j+1∑
m=0
gα2,k−1gβ1,mU
n+1
i+1−k,j+1−m
+
cidj
(∆x)α2(∆y)β2
i+1∑
k=0
j+1∑
m=0
gα2,k−1gβ2,m−1U
n+1
i+1−k,j+1−m,
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change indexes to get
(δα,xδβ,y)Un+1i,j
=
aibj
(∆x)α1(∆y)β1
i+1∑
k=0
j+1∑
m=0
gα1,kgβ1,mU
n+1
i+1−k,j+1−m
− aidj
(∆x)α1(∆y)β2
i+1∑
k=0
j∑
m=0
gα1,kgβ2,mU
n+1
i+1−k,j−m
− cibj
(∆x)α2(∆y)β1
i∑
k=0
j+1∑
m=0
gα2,kgβ1,mU
n+1
i−k,j+1−m
+
cidj
(∆x)α2(∆y)β2
i∑
k=0
j∑
m=0
gα2,kgβ2,mU
n+1
i−k,j−m.
With Dirichlet boundary conditions the solution function may carry out zero-
extending for x < xL or y < yL. According to (19), we have
aibj
(∆x)α1(∆y)β1
i+1∑
k=0
j+1∑
m=0
gα1,kgβ1,mU
n+1
i+1−k,j+1−m
=
aibj
(∆x)α1(∆y)β1
∞∑
k=0
∞∑
m=0
gα1,kgβ1,mU
n+1
i+1−k,j+1−m
= aibj
∂β1
∂yβ1
∂α1
∂xα1
u(xi, yj , tn+1) +O(∆x+∆y).
Similarly,
aidj
(∆x)α1(∆y)β2
i+1∑
k=0
j∑
m=0
gα1,kgβ2,mU
n+1
i+1−k,j−m
= aidj
∂β2
∂yβ2
∂α1
∂xα1
u(xi, yj , tn+1) +O(∆x+∆y),
cibj
(∆x)α2(∆y)β1
i∑
k=0
j+1∑
m=0
gα2,kgβ1,mU
n+1
i−k,j+1−m
= cibj
∂β1
∂yβ1
∂α2
∂xα2
u(xi, yj , tn+1) +O(∆x+∆y),
cidj
(∆x)α2(∆y)β2
i∑
k=0
j∑
m=0
gα2,kgβ2,mU
n+1
i−k,j−m
= cidj
∂β2
∂yβ2
∂α2
∂xα2
u(xi, yj , tn+1) +O(∆x+∆y).
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Therefore
(∆t)2 (δα,xδβ,y)Un+1i,j
= (∆t)2 aibj
∂β1
∂yβ1
∂α1
∂xα1
u(xi, yj , tn+1)− (∆t)2 aidj ∂
β2
∂yβ2
∂α1
∂xα1
u(xi, yj , tn+1)
− (∆t)2 cibj ∂
β1
∂yβ1
∂α2
∂xα2
u(xi, yj , tn+1) + (∆t)
2
cidj
∂β2
∂yβ2
∂α2
∂xα2
u(xi, yj , tn+1)
+O((∆x+∆y) (∆t)2).
Thus an additional perturbation error (15) for the ADI-Euler method is O(∆t)+
O((∆x + ∆y) (∆t)) which is not larger compared to the approximation errors
for the other terms in (11).
Theorem 1. If the solution u(x, y, t) to the 2D-FADE (7) satisfies that its tem-
poral (i.e., t) partial derivatives up to order 3 and spatial (i.e., x and y) partial
derivatives up to order r belong to L1(R2), and its spatial partial derivatives up
to order r − 1 vanish at infinity, where r > αi + βi + 3(i = 1, 2), then the ADI-
Euler method for the 2D-FADE defined by (14) is consistent, with a truncation
error of the order C¯1(∆x) + C¯2(∆y) + C¯3(∆t) +O(∆x)2 +O(∆y)2 +O(∆t)2 +
O((∆t)(∆x+∆y)),
where
C¯1 = −ai(−α12 + 1)
∂α1+1
∂xα1+1
u(xi, yj , tn+1) + ci(−α22 )
∂α2+1
∂xα2+1
u(xi, yj , tn+1),
C¯2 = −bj(−β12 + 1)
∂β1+1
∂yβ1+1
u(xi, yj , tn+1) + dj(−β22 )
∂β2+1
∂yβ2+1
u(xi, yj , tn+1),
C¯3 = −12
∂2
∂t2
u(xi, yj , tn+1)− aibj ∂
β1
∂yβ1
∂α1
∂xα1
u(xi, yj , tn+1)
+aidj
∂β2
∂yβ2
∂α1
∂xα1
u(xi, yj , tn+1) + cibj
∂β1
∂yβ1
∂α2
∂xα2
u(xi, yj , tn+1)
−cidj ∂
β2
∂yβ2
∂α2
∂xα2
u(xi, yj , tn+1),
the coefficients C¯i do not depend on the grid sizes ∆x,∆y and ∆t.
4. Stability of the ADI-Euler method
In this section we demonstrate that the ADI-Euler method for the 2D-FADE
is stable.
The stability proof is based on showing that each one-dimensional system is
unconditionally stable.
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Theorem 2. Each one-dimensional implicit system defined by the linear differ-
ence Equations (17) and (18) is unconditionally stable.
Proof. . At each grid point yk, for k = 1, · · · , Ny − 1, consider the linear system
of equations defined by (17). This system of equations may be written as AU∗k =
Unk +∆tQ
n+1
k where incorporating the boundary condition from (18). We have
U∗k = [u
∗
1,k, u
∗
2,k, · · · , u∗Nx−1,k]T ,
Unk +∆tQ
n+1
k = [u
n
1,k + q
n+1
1,k ∆t, u
n
2,k + q
n+1
2,k ∆t,
· · · , unNx−1,k + qn+1Nx−1,k∆t+DNx−1,0(1−∆tδβ,y)Bn+1Nx,k]T ,
where the coefficients
Di,k = ∆t
(
aigα1,k
(∆x)α1
− cigα2,k−1
(∆x)α2
)
and A = [Ai,j ] is the (Nx − 1) × (Nx − 1) matrix of coefficients resulting from
the system of difference equations at the grid point yk, where the matrix entries
along the ith row are defined from (17). For example, for i = 1 the equation
becomes
(1−D1,1)u∗1,k −D1,0u∗2,k = un1,k + qn+11,k ∆t,
for i = 2 we have
−D2,2u∗1,k + (1−D2,1)u∗2,k −D2,0u∗3,k = un2,k + qn+12,k ∆t,
and for i = Nx − 1 we get
−DNx−1,Nx−1u∗1,k+· · ·+(1−DNx−1,1)u∗Nx−1,k−DNx−1,0u∗Nx,k = unNx−1,k+qn+1Nx−1,k∆t.
Therefore the resulting matrix A entries, Ai,j for i = 1, · · · , Nx − 1 and j =
1, · · · , Nx − 1 are defined by
Ai,j =

−Di,i−j+1, forj ≤ i− 1,
1−Di.1, forj = i,
−Di,0, forj = i+ 1,
0, forj > i+ 1.
We will now apply the Greshgorin theorem (see [9], pp.135-136) to conclude that
every eigenvalue of the matrix A has a magnitude strictly larger than 1 .
For 1 < α1 ≤ 2, we have gα1,0 = 1, gα1,1 = −α1 < 0, · · · , gα1,n > 0(n 6= 1);
for 0 < α2 ≤ 1, we have gα2,0 = 1, gα2,1 = −α1 < 0, · · · , gα1,n < 0(n 6= 0);
for any α > 0,
∞∑
k=0
gα,k = 0.
Thus
i∑
l=0,l 6=1
gα1,l < −gα1,1,
i∑
l=0,l 6=1
gα2,l−1 =
i∑
l=1
gα2,l > −gα2,0.
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According to the Greschgorin theorem, the eigenvalues of the matrix A are in
the disks centered at Ai,i = 1−Di,1, with radius
ri =
Nx−1∑
l=1,l 6=i
|Ai,l| =
i∑
l=0,l 6=1
Di,l =
i∑
l=0,l 6=1
∆t
(
aigα1,l
(∆x)α1
− cigα2,l−1
(∆x)α2
)
=
∆tai
(∆x)α1
i∑
l=0,l 6=1
gα1,l −
∆tci
(∆x)α2
i∑
l=0,l 6=1
gα2,l−1
< − ∆tai
(∆x)α1
gα1,1 +
∆tci
(∆x)α2
gα2,0 = −Di,1.
Hence every eigenvalue λ of the matrix A has a real part larger than one , and
therefore a magnitude larger than one. Hence, the spectral radius of each matrix
A−1 is less than one. This proves that the method is stable (see [25], pp.13-15).
Similar results hold for the finite difference equations defined by (18). When
sweeping in the alternate direction(i.e.,with the xk grid point fixed) to solve for
Un+1 from U∗, the resulting system is then defined by CU
n+1
k = U
∗
k, where
U
∗
k = [u
∗
k,1, u
∗
k,2, · · · , u∗k,Ny−1]T ,
U
n+1
k = [u
n+1
k,1 , u
n+1
k,2 , · · · , un+1k,Ny−1]T
and C = [Ci,j ] is the matrix of coefficients resulting from the system of difference
equations at the grid point xk for k = 1, · · · , Nx − 1. The entries of the matrix
C are defined from (18), for i = 1, · · · , Ny − 1 and j = 1, · · · , Ny − 1 by
Ci,j =

−Ei,i−j+1, forj ≤ i− 1,
1− Ei.1, forj = i,
−Ei,0, forj = i+ 1,
0, forj > i+ 1,
where the coefficients
Ej,k = ∆t
(
bjgβ1,k
(∆y)β1
− djgβ2,k−1
(∆y)β2
)
.
Similar arguments show that each eigenvalue of the matrix C has a real part
(hence, also a magnitude) strictly larger than one. Therefore, the spectral radius
ρ(C−1) < 1, and hence this system is also unconditionally stable. ¤
Theorem 3. The ADI-Euler method defined by (16) is unconditionally stable.
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Proof. . According to above arguments we know that Eq. 14 be written as Eq.
16.
STUn+1 = Un +Rn+1
where the matrices S and T represent the operators (1−∆tδα,x) and (1−∆tδβ,y).
Therefore the matrix S is a block diagonal matrix of (Ny − 1) × (Ny − 1)
blocks whose blocks are the square (Nx − 1) × (Nx − 1) super-triangular A
matrix resulting from Eq. (17). We may write S = diag(A,A, · · · , A).
The matrix T is a block super-triangular matrix of (Ny−1)× (Ny−1) blocks
whose non-zero blocks are the square (Nx − 1) × (Nx − 1) diagonal matrices
resulting from Eq.(18). That is, we may write T = [Ti,j ], where each Ti,j is an
(Nx−1)×(Nx−1) matrix, such that for j > i+1 each Ti,j = 0, and for j ≤ i+1
each Ti,j is a diagonal matrix Ti,j = diag(Ci,j , Ci,j , · · · , Ci,j) = Ci,jI, where the
notation Ci,j refer to the (i, j)th entry of the matrix C defined previously and I
is (Nx − 1)× (Nx − 1) identity matrix.
Since S = diag(A,A, · · · , A), the eigenvalues of matrix S are in the union of
the Greschgorin disks for the matrix A’s. Applying the argument of Theorem 2,
it follows that every eigenvalue of the matrix S has a real part (and a magnitude)
larger than one. Therefore, the magnitude of every eigenvalue of the inverse
matrix S−1 is less than one. Hence the spectral radius of the matrix S−1 is less
than one .
Similarly, the eigenvalues of the matrix T are in the union of the Greschgorin
disks for the matrix C’s. Again the argument of the Theorem 2 may be applied
to show that the spectral radius of the matrix T−1 is less than one .
Note that Equation (16) implies that an error ε0 in U0 results in an error εn
at time tn in Un given by
εn = (ST )−nε0.
It is easy to know that matrices S and T commute, we may write the above
equation as
εn = S−nT−nε0.
Since the spectral radius of each matrix S−1 and T−1 is less than one,it follows
that S−n → 0 and T−n → 0 as n→∞, where 0 is the zero matrix. (see Theorem
1.4 in [25]). Therefore the ADI-Euler method is stable. ¤
5. Improving the order of convergence by a Richardson extrapolation
The fractional ADI-Euler method was shown to be stable above. This method
is consistent with a local truncation error which is O(∆t) + O(∆x) + O(∆y).
Therefore, according to Lax’s Equivalence Theorem ([20]), it converges at this
rate. To improve the low order of convergence, we employ a Richardson extrap-
olation method. To convenient argument, we set ∆x = ∆y = ∆t = h as a coarse
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grid (grid size h). Let uni,j(h) denote the numerical approximation in coarse grid
to the exact solution u(xi, yj , tn). According to the theorem 1, we have
u(xi, yj , tn) = uni,j(h) + C¯1∆x+ C¯2∆y + C¯3∆t+O(∆x)
2
+O(∆y)2 +O((∆t)2 +O(∆t)(∆x+∆y)) (20)
where the coefficients C¯i do not depend on the grid size h. Similar, we set
∆x = ∆y = ∆t = h/2 as a fine grid (grid size h/2), let u2n2i,2j(h/2) denote the
numerical approximation in fine grid to the exact solution u(xi, yj , tn), we obtain
u(xi, yj , tn) = u2n2i,2j(h/2) + C¯1
∆x
2
+ C¯2
∆y
2
+ C¯3
∆t
2
+O(∆x)2
+O(∆y)2 +O(∆t)2 +O((∆t)(∆x+∆y)) (21)
By multiplying the Eq (21) by 2 and subtracting from the Eq (20), we infer
u(xi, yj , tn) = 2u2n2i,2j(h/2)− uni,j(h) +O(∆x)2
+O(∆y)2 +O(∆t)2 +O((∆t)(∆x+∆y)) (22)
Therefore the extrapolated solution is computed from vni,j = 2u
2n
2i,2j(h/2) −
uni,j(h). The extrapolation method is used to obtain the numerical solution
with local truncation error O(∆x)2 +O(∆y)2 +O(∆t)2 +O((∆t)(∆x+∆y)).
6. A numerical example
The following 2D-FADE is considered
∂u(x, y, t)
∂t
= a(x)
∂1.8u(x, y, t)
∂x1.8
+ b(y)
∂1.6u(x, y, t)
∂y1.6
−c(x)∂
0.8u(x, y, t)
∂x0.8
− d(y)∂
0.6u(x, y, t)
∂y0.6
+ q(x, y, t) (23)
on a finite rectangular domain 0 < x < 1 and 0 < y < 1, for 0 ≤ t ≤ Tend with
the dispersion coefficients
a(x) =
6
Γ(5.8)
x1.8, b(y) =
Γ(2.4)
6
y1.6
and the advection coefficients
c(x) =
12
Γ(5.8)
x0.8, d(y) =
Γ(3.4)
12
y0.6
and the forcing function
q(x, y, t) = −2e−tx4.8y3
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with the initial condition
u(x, y, t) = x4.8y3
and Dirichlet boundary conditions on the rectangle in the form u(0, y, t) =
u(x, 0, t) = 0, and u(1, y, t) = e−ty3, u(x, 1, t) = e−tx4.8 for all t ≥ 0.
The exact solution of the 2D-FADE is given by
u(x, y, t) = e−tx4.8y3
which may be verified by direct differentiation and substitution in the fractional
differential equation,using the formula
∂α
∂xα
[xp] =
Γ(p+ 1)
Γ(p+ 1− α)x
p−α
for the Riemann-Liouville fractional derivative (2) with L=0.
In Table 1, shows the absolute error for the numerical solution. The third
column shows the maximum absolute error, at time t = 1.0, between the exact
solution and the numerical solution obtained by applying the ADI-Euler method.
The fourth column shows the ratio of the error reduction as the grid is refined.
It can be seen that the behavior of this error is (almost) linear reduction when
the ADI-Euler method is used and that the convergence is one order O(∆x) +
O(∆y) +O(∆t).
In Table 2, the third column shows the maximum absolute error, at time
t = 1.0, between the exact solution and the numerical solution obtained by
applying the Richardson extrapolated ADI-Euler method. The fourth column
Table 1. Maximum error behavior for the ADI-Euler method
versus grid size reduction for the example at time Tend = 1
∆t ∆x = ∆y Maximum error Error rate
1/20 1/20 3.1867e-003
1/40 1/40 1.7622e-003 1.8084 ≈ 2
1/80 1/80 9.221e-004 1.911 ≈ 2
1/160 1/160 4.7138e-004 1.9526 ≈ 2
Table 2. Maximum error behavior for the extrapolated ADI-
Euler method and the effect of the grid size reduction at time
Tend = 1
∆t ∆x = ∆y Maximum error Error rate
1/20 1/20 3.0052e-004
1/40 1/40 8.1222e-005 3.7000 ≈ 4
1/80 1/80 2.1077e-005 3.8664 ≈ 4
1/160 1/160 5.3747e-006 3.9215 ≈ 4
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shows the ratio of the error of the Richardson extrapolated ADI-Euler method to
examine the convergence. From Table 2, it can be seen that the convergence of
the extrapolated ADI-Euler method is second order O(∆x)2+O(∆y)2+O(∆t)2+
O((∆t)(∆x+∆y)).
7. Conclusions
A two-dimensional fractional advection-dispersion equation with variable co-
efficients is discretized by using the ADI-Euler method, which is based on the un-
shifted Gru¨nwald formula for the advection term and the right-shifted Gru¨nwald
formula for the diffusion term. The second order accurate is obtained by em-
ploying a Richardson extrapolation method. The consistence, stability and con-
vergence are proved. Numerical example show that the method is effective and
the behavior of the errors are analyzed to demonstrate the order of convergence
of the method.
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