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Odin Kvam, Lev Sarkisov∗
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Abstract
We propose a simple method to predict solubility in mixed solvents, combining experimental data for solubility
in pure solvents with non-ideal contributions obtained from molecular simulation. By evoking a well-established
thermodynamic model for mixed solvent, we provide rationale and justification for this hybrid approach. We test
the accuracy of the method for solubility prediction in two highly non-ideal mixtures, CO2 in ethanol + water, and
CH4 in MDEA + water. Non-ideal behaviour in each system is characterised using molecular simulation across
the full range of compositions and for temperatures covering the range 273.15 K - 373.15 K. Comparison against
experimental Henry’s law constants for CO2 and CH4 gives mean absolute errors of 6.9% and 27%, respectively.
We investigate the origin of non-ideal Henry’s law behaviour in each of the mixed solvents by interrogating radial
distribution functions from molecular simulation, finding increased association of CO2 and CH4 with the organic
solvents at elevated temperatures.
Keywords: Solubility, Mixtures, Henry’s Law, Molecular Simulation
1. Introduction
Solubility of gases in solvents is important for a wide
range of chemical engineering processes, such as natu-
ral gas sweetening [1], waste water treatment [2], food
processing [3], and post-combustion CO2 capture [4].
Gas solubility in pure solvents is often readily available
from the literature in the form of Henry’s law constants,
such as the compilation by Sander for water [5]. How-
ever, for mixed solvents, the substantial amount of sol-
ubility data accumulated over decades of industrial and
academic research represents only a small subspace of
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possible combinations of mixture compositions, gases,
and physical conditions. This motivates the develop-
ment of predictive tools and theories for gas solubility
in mixed solvents.
Classical molecular simulation offers direct predic-
tion of thermodynamic, kinetic [6], and structural prop-
erties [7, 8] for mixed solvents of arbitrary composition.
For prediction of gas solubility, molecular simulation
has proven successful in both organic solvents and wa-
ter. The quantitative accuracy of these predictions cru-
cially depends on the quality of molecular models for
solute and solvent species. Through calibration against
experimental data, solute models can be optimised to
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reproduce gas solubility in a particular solvent. By con-
sidering vapor-liquid equilibria of CO2 and N2 in alka-
nes, Potoff and Siepmann [9] proposed optimised gas
models for use with the TraPPE-EH force field [10].
The same models were later applied to solubility in
ethanol [11]. For amines and alkanolamines, Orozco
et al. [12] have recently optimised solute parameters for
physical solubility of CH4, CO2, and N2O for use with
the AUA force field [13]. In the case of water, Docherty
et al. [14] detailed how optimised CH4 parameters al-
lows solvation thermodynamics to be correctly captured
in TIP4P/2005 [15], a topic later explored in more detail
by Ashbaugh et al. [16] by considering a range of water
models. However, optimised solute models have limited
transferability between solvents of different character,
such as alkanes and water.
The issue of transferability is exacerbated for mix-
tures, where each pure solvent in principle requires sep-
arately optimised solute-solvent interactions. A similar
approach may be used as for pure solvents by optimis-
ing each set of solvent-specific interaction parameters
in turn. This was demonstrated by Orozco et al. [12]
for CH4 solubility, obtaining good agreement with the
experimental Henry’s law constant in 30% weight aque-
ous monoethanolamine at 303 K. However, ensuring a
correct representation of solubility for each pure solvent
amounts to a considerable effort in model development
and validation, particularly for simulation of mixed sol-
vents with more than two components.
We propose a hybrid approach for accurate solubility
prediction in mixed solvents. It combines experimen-
tal data for Henry’s law constants in pure solvents with
molecular simulation in order to estimate non-ideal con-
tributions to solubility in mixtures. Here, we explore
the theoretical justification for such a hybrid approach,
its advantages over direct molecular simulation, and po-
tential limitations.
The starting point for our considerations is the varia-
tion of Henry’s law constant with composition in mixed
solvents. For a mixture with mole fractions xi, Henry’s




xi ln Hi − α, (1)
where Hi corresponds to Henry’s law constant in pure
solvent i, and α is the deviation from an ideal mixture.
The parameter α is often described in terms of the ex-
cess Henry’s law constant HE , with ln HE = −α. In
general, Henry’s law constant is related to excess chem-
ical potential µEs for the solute by [18]






where ρm is the molar density of the solvent, T is tem-
perature, and R is the molar gas constant. Liquid density
ρ is related to molar density by ρm = ρ/M, where aver-
age mixture molar mass M is obtained from pure solvent
molar masses on mole fraction basis.
Conceptually, the solute excess chemical potential
represents a balance between the strength of solute-
solvent interactions and the cost of cavity creation in
the solvent [19]. The variation of excess chemical po-
tential with composition can be understood by consid-
ering the theory of O’Connell and Prausnitz [17] for a
gas solute dissolving in a mixed solvent. In their theory,
excess Gibbs energy GE of the solute-solvent system is
described as a function of mole fractions using a first









αi jxix j (3)
where subscripts i, j indicate unlike solvents and s the
gaseous solute. Coefficients αsi and αi j encode ex-
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cess free energies of binary solute-solvent and solvent-
solvent interactions, respectively. The solute excess
chemical potential is obtained by taking the derivative
of excess Gibbs energy with respect to solute particles







αi jxix j (4)
from which Henry’s law constant can be calculated ac-
cording to Eq. 2. In the case of a pure solvent, the last
term in Eq. 4 vanishes. Hence, the meaning of each
parameter αsi becomes clear: it is the reduced excess
chemical potential αsi = µEs /RT , encoding Henry’s law





xi ln Hi −
∑
i, j
αi jxix j (5)
where the second sum provides an explicit expression
for α by comparison with Eq. 1. Hence, within the the-
ory of O’Connell and Prausnitz [17] the parameter α
is solute-independent, representing the reduced free en-
ergy of mixing for the solvent. Compared to an ideal
mixture, solubility is expected to decrease in a solvent
with negative free energy of mixing, and increase for a
solvent with positive free energy of mixing. This sug-
gests that solute-solvent interactions play a limited role
for solubility in mixed solvents, with this property pri-
marily governed by contributions from pure solvents.
As emphasised by O’Connell and Prausnitz [17],
the symmetric Margules expansion in Eq. 3 is only a
good assumption for mixtures of simple non-polar sol-
vents. Nonetheless, mixture excess energies appear to
be reasonably symmetric functions, both for aqueous
ethanol [20] and in a recent simulation study of aqueous
alkanolamines [21]. This suggests a degree of transfer-
ability to generic mixtures. Indeed, Eq. 3 is not the only
thermodynamic model resulting in a solute-independent
expression for α, with similar approaches to estimating
solubility in mixed solvents from non-ideal behaviour
investigated by Kung et al. [22] based on variations
of the Wilson equation [23], and Shulgin and Rucken-
stein [24] using Kirkwood-Buff integrals. In each case
solubility in the mixed solvent is expressed as a vari-
ant of Eq. 1, with α represented by different functional
forms. In practice, the solute-independent character of α
extends only to molecules of similar size and shape, due
to Eq. 3 ignoring ternary and higher terms for solute-
solvent interactions.
The separation of contributions to solubility in mixed
solvents is at the heart of our approach. However, we
do not attempt to correlate solubility using Eq. 5, due
to the inherent limitations of the theory explored above.
Instead, we directly employ Eq. 1 for solubility predic-
tion, using molecular simulation to obtain α at each con-
dition of interest. Simulated values of α are combined
with pure solvent Henry’s law constants Hi from experi-
mental sources, leveraging the considerable literature on
gas solubility in pure solvents. In essence, this process
eliminates the need for solute-solvent parameter optimi-
sation by separating contributions of mixture thermody-
namics from solubility in pure solvents.
In the following sections, we explore the accuracy of
Eq. 1 for solubility prediction in aqueous-organic sol-
vents on the basis of α obtained by molecular simula-
tion. We consider two cases. First, solubility of CO2
in aqueous ethanol is compared against the experimen-
tal results of Dalmolin et al. [25] and Postigo and
Katz [26], each covering the full range of compositions
at several temperatures. Second, solubility of CH4 in
aqueous methyldiethanolamine (MDEA) is compared
against the experimental results of Jou et al. [27], Jou
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et al. [28], and Schmidt et al. [29] for pure MDEA and
mixtures with 34.7% and 50% MDEA by weight, re-
spectively. Further, we investigate the degree to which
α is a solute-independent property in aqueous ethanol
by comparison between N2 and CO2, two small linear
molecules with vastly different solubility in each of the
pure solvents ethanol and water.
2. Methods
2.1. Force Fields and Molecular Systems
Force field parameters for solvents and gases are se-
lected from the existing literature on simulation of liq-
uid phase systems and vapour-liquid equilibria. For sol-
vents, we prioritise a correct representation of liquid
densities. This is motivated by the sensitivity of solute
excess chemical potentials to solvent density, an issue
investigated by Garde et al. [30] and later explored by
Ashbaugh et al. [16] for CH4 solubility in water. We
avoid models specifically optimised for the mixed sol-
vents of interest, such as the AUA force field of Orozco
et al. [13] for alkanolamines and their mixtures: our ob-
jective is to accurately predict mixture Henry’s law con-
stants informed only by experimental data for the be-
haviour of pure solvents. In general, stronger predictive
capabilities should be expected from models optimised
for specific systems.
For organic solvents, a large number of molecu-
lar models are available. Since we wish to consider
generic liquid mixtures for which there may not be op-
timised models available, we use the well-established
OPLS/AA force field [31, 32], selected based its wide
coverage of chemical space and a systematic compari-
son against experimental isothermal-isobaric properties
of pure liquids [33]. OPLS/AA shows particularly good
agreement for liquid densities at ambient conditions,
with an average deviation of 2% across 235 organic liq-
uids. For CH4, N2, and CO2, we use TraPPE [9, 34]
Lennard-Jones parameters, charges, and equilibrium ge-
ometries, with a united-atom representation of CH4.
We additionally use flexible bonded parameters for
CO2 [35] and N2, detailed in Supporting Information.
Water is represented by TIP4P/2005 [15], found to ac-
curately reproduce a number of isothermal-isobaric liq-
uid properties [36] and successfully used to capture the
temperature dependence of CH4 solubility [16, 14]. The
rigid geometry of TIP4P/2005 is maintained with the
analytical SETTLE [37] algorithm. Geometric combi-
nation rules are employed for Lennard-Jones parameters
between unlike atom types. For ethanol and MDEA, 1-
4 intramolecular Lennard-Jones and coulombic interac-
tions are scaled by a factor of 0.5 in accordance with
the OPLS/AA force field. To limit the variation of sim-
ulated properties with system size [38], total mass is
maintained close to that of 800 water molecules.
Solvent properties and Henry’s law constants are
probed over a grid of compositions and temperatures
both for ethanol + water mixtures and MDEA + wa-
ter mixtures. In addition to the special case of pure
solvents, each mixture is simulated at 0.1 weight frac-
tion increments, giving 11 distinct system compositions.
16 geometrically spaced temperatures are used to cover
the range 273.15 K - 373.15 K, producing a total of 176
temperature-composition grid points for each mixture.
For comparison against experimental data at specific
temperatures and compositions, we linearly interpolate
between simulated grid points using Delaunay triangu-
lation [39].
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2.2. Simulation of Liquid Properties
Our choice of methodology for obtaining liquid phase
properties of solvents is motivated by two requirements.
Firstly, the solvent components must be allowed to suf-
ficiently mix to reflect true equilibrium systems. Sec-
ondly, densities must be determined over a wide range
of temperatures. These requirements naturally suggest
replica exchange molecular dynamics [40–43] (REMD)
as the method of choice. The use of REMD with replica
systems in a ladder of increasing temperatures acceler-
ates convergence towards equilibrium states by leverag-
ing rapid exploration of configurational space at high
temperatures to overcome energy barriers at low tem-
peratures. For each mixture composition, we simu-
late the temperatures of interest with 16 independently
generated systems, attempting exchange of coordinates
and velocities between systems of adjacent tempera-
tures at 1 ps intervals. Particle velocities are scaled after
each successful exchange to maintain correct Maxwell-
Boltzmann distributions for kinetic energy. Resulting
exchange probabilities are in the range 20% - 30% for
all systems considered. A total of 20 ns is allowed for
REMD simulation, with the final 10 ns used for data col-
lection. Uncertainty estimates for liquid properties are
obtained from 2 ns block averages.
All systems are simulated under periodic boundary
conditions in the isobaric-isothermal ensemble. Equa-
tions of motion are integrated with a velocity-Verlet
algorithm [44] at a time step of 1 fs. Isothermal-
isobaric conditions are maintained using the Nosé-
Hoover [45, 46] thermostat with coupling time 2 ps and
the Martyna-Tobias-Tuckerman-Klein [47] barostat, se-
lected for compatibility with the velocity-Verlet inte-
grator, with coupling time 5 ps. Coulomb potentials
are truncated at 0.9 nm with a smooth particle-mesh
Ewald method [48, 49] employed for long range interac-
tions, using a grid spacing of 0.1 nm and cubic interpo-
lation. Lennard-Jones potentials are similarly truncated
at 0.9 nm, with analytical tail corrections [50] added for
system energy and pressure. Simulations are carried out
using GROMACS [51] version 5.0.7.
2.3. Simulation of Excess Chemical Potentials
A range of methods have been successfully applied to
simulate gas solubility in molecular systems, including
Gibbs ensemble Monte Carlo [52, 11], the method of
expanded ensembles [53], and a variety of free energy
perturbation approaches of which the Widom particle
insertion method [54, 18] represents the most straight
forward example. In each case, solubility is obtained
by considering transitions of the solute between the gas
and liquid phases. Depending on the system, transi-
tions may be attempted directly, using configurational
bias rules [55], or through intermediate thermodynamic
states with increasing solute-solvent coupling.
In this work, we employ the multistate Bennet accep-
tance ratio [56] (MBAR) perturbation method in com-
bination with expanded ensemble sampling of solute-
solvent interactions. We use a chain of finely spaced
thermodynamic states, dynamically explored over the
course of each simulation. This approach has several
advantages for solubility estimation in dense heteroge-
neous liquids. Firstly, variable solute-solvent coupling
enhances solute mobility, avoiding repeated sampling of
the same solvent environment. Secondly, the method is
insensitive to solute size, avoiding the convergence con-
cerns of e.g. the Widom method in dense systems. Fi-
nally, it permits the use of configurations obtained from
simulation of isothermal-isobaric solvent properties as
starting points, since the expanded ensemble description
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naturally includes thermodynamic states with no solute-
solvent coupling.
Interaction potentials between the solute and solvent
are gradually switched on, defining a pathway of inter-
mediate thermodynamic states. For a sufficiently small
perturbation in interaction potentials ∆U = Un(r) −
Um(r) from state m to n at system coordinates r, the
corresponding free energy change ∆m→nG can be calcu-
lated as









where the angled brackets indicate an average over
the configurational ensemble of state m. Potential
energy differences are calculated using scaled poten-
tials: Lennard-Jones potentials are scaled using a 1-
1-6 potential [57] with soft core parameter [58] 0.50,
and Coulomb interactions are scaled using a linearly
interpolated standard Coulomb potential, with fur-
ther detail in Supporting Information. Lennard-Jones
and Coulomb interactions are coupled orthogonally to
avoid the large forces associated with closely spaced
charges [59]. We use uniformly spaced scaling param-
eters at intervals of 0.02 for Lennard-Jones potentials
and 0.05 for Coulomb potentials, yielding 51 thermody-
namic states for the neutral CH4 molecule, and 71 states
for CO2 and N2.
Potential energy differences between all thermody-
namic states are sampled in a single simulation using
the method of expanded ensembles [53, 60], allowing
the solute to couple or decouple using Monte Carlo tran-
sitions between thermodynamic states. We use Gibbs
sampling [61] of thermodynamic states with transitions
attempted every 0.1 ps, and accepted according to the
Metropolis criterion










where U∗m = Um(r) + ηm is defined by the instantaneous
potential energy Um(r) and expanded ensemble weight
ηm of state m. For even exploration of all states, weights
should be chosen such that ηn − ηm = ∆m→nG. Since
this free energy difference is not known a priori, we
find approximate values for ηm during a 2 ns calibration
period by cumulatively averaging the energy difference
in Eq. 7 with weights initially assigned as zero for all
states. Data collection is carried out over a further 15 ns
of simulation, with potential energies for all thermody-
namic states saved every 0.1 ps. The potential energy
differences obtained from expanded ensemble sampling
are analysed using MBAR [56] to calculate ∆m→nG for
each pair of thermodynamic states. By considering the
free energy change for the complete transition from gas
to solvent, µEs may be obtained for the solute.
2.4. Calculation of Henry’s Law Constants
Having obtained ρ and µEs , Eq. 2 can be used directly
to calculate Henry’s law constant in the solvent. How-
ever, in order to investigate the variation of Henry’s law
constant and variation of α as a smooth function of tem-
perature and compositions, we employ smooth cubic bi-
variate B-spline fits to ρ and µEs . Further, the statistical
variance of the predicted Henry’s law constants is anal-
ysed using the technique of bootstrap resampling [62].
For each solute-solvent combination, the set of 176 in-
dependent simulation results is repeatedly bootstrap re-
sampled and fitted to a cubic bivariate B-spline as done
for ρ. By considering 10,000 bootstrapped spline fits
of the simulation data, a maximum likelihood value and
6










Figure 1: Liquid mass density as a function of temperature for pure
solvents. Open symbols correspond to simulated values; #: water,
4: ethanol, and: MDEA. Lines correspond to empirical correlations;
— water [63], – – ethanol [64], and · · · MDEA [65].
95% confidence interval is calculated for each point of
temperature and composition, assuming the fitted values
of µEs follow a Gaussian distribution. Examples of the
cubic bivariate B-spline fit and bootstrapping method
used to calculate maximum likelihood values and confi-
dence intervals are provided in Supporting Information.
3. Results and Discussion
3.1. Pure Solvents
To assess the non-ideal contributions to gas solubil-
ity in mixtures, we first consider properties of the pure
solvents. This section reports simulated densities for
water, ethanol, and MDEA, together with Henry’s law
constants calculated using Eq. 2 for CO2, N2, and CH4
in pure solvents. In all figures, red open symbols indi-
cate our simulated values, black open symbols indicate
simulated values from other authors, and filled symbols
indicate experimental values.








Figure 2: Henry’s law constant H as a function of temperature for
CO2 in pure solvents. Open symbols correspond to simulated values;
#: water, 4: ethanol, 4: TraPPE CO2 in TraPPE-UA ethanol, reported
by Zhang et al. [11]. Filled symbols correspond to literature experi-
mental values;  : water [25], N: ethanol [25], H: ethanol [66–69].
— Semiempirical correlation of Harvey [70] for water. — Maximum
likelihood estimate, with the shaded area representing 95% confidence
intervals.
Pure solvent liquid densities are shown in Fig. 1, with
simulated results from this work compared against ex-
perimental correlations for water [63], ethanol [64], and
MDEA [65]. Simulated results for water and MDEA
show mean absolute deviations from experimental val-
ues of 0.10% and 0.16%, respectively. Ethanol shows a
larger deviation of 1.0%, with a maximum deviation of
1.9% at 273.15 K. Simulated values for water density
are found to be in good agreement with the results of
Abascal and Vega [15].
Simulated Henry’s law constants for CO2 in ethanol
and water are compared against available experi-
mental values in Fig. 2. In ethanol, Dalmolin et
al. [25] report an increase in Henry’s law constant from
10 MPa to 20 MPa over the temperature range 288 K -
323 K. This trend is corroborated by other experimental
7








Figure 3: Henry’s law constant H as a function of temperature for
N2 in pure solvents. Open symbols correspond to simulated values;
#: water, 4: ethanol. Filled symbols correspond to literature experi-
mental values; N: ethanol [66, 68]. — Semiempirical correlation of
Harvey [70] for water. — Maximum likelihood estimate, with the
shaded area representing 95% confidence intervals.
sources [66–69], although some scattering is apparent.
Simulated Henry’s law constants in ethanol are in good
agreement with experimental data, with a similar agree-
ment previously obtained by Zhang and Siepmann [11]
for TraPPE CO2 using a united-atom representation of
ethanol. In water, the experimental results of Dalmolin
et al. [25] are in good agreement with the semiempiri-
cal correlation of Harvey [70]. Simulated Henry’s law
constants are in this case systematically offset from ex-
perimental values, with a a deviation on the order of
50%.
It is worth noting that our simulations of CO2 in aque-
ous systems do not attempt to account for the forma-
tion of carbonic acid derivatives through hydration reac-
tions. Solubility is calculated on the basis of molecular
CO2, in the same manner as for the inert solutes CH4
and N2. For experimental measurements of Henry’s law









Figure 4: Henry’s law constant H as a function of temperature
for CH4 in pure solvents. Open symbols correspond to simulated
values; #: water, : MDEA, : water, reported by Docherty et
al. [14], : optimised CH4 parameters for solvation in water [14],
: AUA model of MDEA, reported by Orozco et al. [12]. Filled
symbols correspond to literature experimental values;  : water [72],
: MDEA [27]. — Semiempirical correlation of Harvey [70] for wa-
ter. — Maximum likelihood estimate, with the shaded area represent-
ing 95% confidence intervals.
constants in neutral systems, the equilibrium reactions
of CO2 can safely be ignored [71]. Hence, direct com-
parison between experimental sources and results from
molecular simulation appears justified for both ethanol
and water, as well as their mixtures.
Simulated Henry’s law constants for N2 in ethanol
and water are shown in Fig. 3, together with reported
experimental values for N2 in ethanol [66, 68]. Results
from simulation show a reduction of Henry’s law con-
stant with temperature in ethanol, consistent with the
experimental data. Our simulated values for Henry’s
law constant in water show a similar offset from the
semiempirical correlation of Harvey [70] as seen for
CO2. For both gas species, solute-solvent interactions
are underestimated in water.
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In Fig. 4, simulated Henry’s law constants for CH4
in pure solvents are compared against the experimental
results of Jou et al. [27] for MDEA and the semiem-
pirical correlation of Harvey [70] for water. Solvation
of CH4 in water is strongly disfavoured due to its non-
polar character, with a Henry’s constant increasing from
2.3 GPa to 6.4 GPa over the temperature range. As seen
for both CO2 and N2, simulated Henry’s law constants
for CH4 in water are consistently overestimated com-
pared to experimental values.
In this case, we find an offset on the order of
20% compared to experimental Henry’s law constants.
This result is somewhat lower than the values re-
ported by Docherty et al. [14] in their simulation us-
ing TIP4P/2005 and the Hirschfelder model of CH4,
included in Fig. 4 for comparison. Also shown are
Henry’s law constants for a CH4 model optimised to re-
produce experimental solubility in TIP4P/2005 [14]. In
both comparisons, Henry’s law constants are calculated
from the reported simulation data using Eq. 2. For vali-
dation purposes we reproduce the result of Docherty et
al. [14] at 280 K, obtaining a result of 3.9 ± 0.5 GPa,
in satisfactory agreement with the reported value of
4.3 GPa.
Solubility of CH4 in MDEA is considerably greater
than in water. Jou and Mather [27] report Henry’s law
constants for CH4 in MDEA near 165 MPa for temper-
atures between 298.15 K and 373.15 K. We find simu-
lated Henry’s law constants to be somewhat lower, with
values near 100 MPa for temperatures above 300 K. No
clear trend can be deduced below 300 K. Our simulated
results indicate a significantly higher Henry’s law con-
stant at 330 K than the value of 54 ± 4 MPa reported by
Orozco et al. [12] using the AUA force field, included















Figure 5: Excess molar volume VE as a function of composition for
ethanol + water mixtures. Open symbols correspond to simulated val-
ues; O: 288.15 K, : 298.15 K, and 4: 308.15 K. Lines correspond
to literature experimental values [64]; — 288.15 K, – – 298.15 K, and
· · · 308.15 K.
water, Henry’s law constant is underestimated by ap-
proximately 50%. The simultaneous over- and under-
prediction of Henry’s law constant for CH4 in respec-
tively water and MDEA illustrate the lack of transfer-
ability for solute models between chemically different
solvents: increasing solute-solvent interactions to reach
agreement for solubility in water will worsen predic-
tions for MDEA, necessitating solvent-specific interac-
tion parameters.
3.2. CO2 in Ethanol + Water
Excess molar volumes for ethanol + water mixtures
are shown as a function of composition in Fig. 5, with
our simulated results compared against experimental
values [64] at temperatures of 288.15 K, 298.15 K, and
308.15 K. Simulated values have a mean uncertainty of
9 × 10−9 m3 mol−1. For all solvent mixtures, composi-
tion is indicated by weight fraction w of the organic
















Figure 6: Non-ideality parameter α in ethanol + water systems, calculated from Henry’s law constants on the basis of Eq. 1. Left panel: simulated
data for N2. Centre panel: simulated data for CO2. Right panel: experimental data for CO2 from Dalmolin et al. [25]. Contours are plotted at
increments of 0.1, with dashed contour lines indicating negative α values.
quantitative agreement with the real mixture, suggest-
ing the variation of Henry’s law constant in the mix-
ture will be accurately captured. Hence, we antici-
pate good agreement for the non-ideality parameter α
between molecular simulation and experimental data.
However, as shown in Supporting Information the mix-
ture excess enthalpy is significantly underestimated for
water + ethanol systems.
In Fig. 6, the non-ideal contribution to Henry’s law
constant, α, is shown as a function of temperature and
composition for ethanol + water mixtures. The left
panel shows values of α obtained by simulation of N2,
while the centre panel shows values obtained by simula-
tion of CO2. Despite a qualitatively different behaviour
for Henry’s law constant in ethanol and a difference of
nearly two orders of magnitude in solubility seen be-
tween Fig. 2 and Fig. 3, values of α for N2 closely re-
semble those for CO2 in this non-ideal system. For both
solutes, α is calculated using cubic bivariate B-spline
fits of ρm and µEs , detailed in Supporting Information.
From the root mean squared errors of the fit we obtain
uncertainties of 0.6 kg m−3 for density, 0.14 kJ mol−1 for
N2 excess chemical potential, and 0.16 kJ mol−1 for CO2
excess chemical potential.
In the right panel of Fig. 6, the parameter α calcu-
lated from the experimental data of Dalmolin et al. [25]
is shown for comparison. We observe good correspon-
dence between simulated and experimental values for
CO2, and the same features appearing in all three pan-
els. At low temperatures and ethanol content, there is
a region of negative non-ideal behaviour, corresponding
to a reduction in solubility compared to the ideal mix-
ture behaviour (α = 0). As temperature increases there
is a transition to positive values of α, corresponding to
enhanced solubility compared to the ideal mixture. The
temperature of this transition is clearly dependent on
concentration. This illustrates the deficiency of the Mar-
gules expansion for describing real mixed solvents: the
functional form of Eq. 3 and a a fixed binary interaction
parameter αi j implies that the behaviour of a mixture is
symmetric for all concentrations at a given temperature.
Conversely, α defined in Eq. 1 and obtained by molec-















Figure 7: Henry’s law constant H as a function of composition
for CO2 in ethanol + water mixtures at 288.15 K, 308.15 K, and
323.15 K. #: Simulated values,  : experimental values from Dal-
molin et al. [25], : experimental values from Postigo and Katz [26],
· · · ideal mixture, — prediction on basis of Eq. 1, using α obtained
from molecular simulation and Henry’s law constants for pure sol-
vents from Dalmolin et al. [25]. The shaded area represents 95% con-
fidence intervals.
Based on the values of α calculated from molecu-
lar simulation, Henry’s law constants for the mixture
may be predicted using Eq. 1 in combination with ex-
perimental pure solvent data. Fig. 7 shows predictions
using this hybrid approach for CO2 in ethanol + wa-
ter mixtures at temperatures of 288.15 K, 298.15 K, and
308.15 K, in comparison with experimental data from
Dalmolin et al. [25] and Postigo and Katz [26]. Dot-
ted lines indicate ideal mixture behaviour based on pure
solvent Henry’s law constants [25]. The experimental
sources are in close agreement at 288.15 K, showing
a considerable increase in Henry’s law constant com-
pared to the ideal mixture for concentrations below 0.5
ethanol weight fraction. This behaviour corresponds to
the area of negative α values in Fig. 6. At temperatures
of 298.15 K and 308.15 K there is a qualitative differ-
ence between the experimental sources, despite good
agreement for CO2 solubility in both pure solvents.
Postigo and Katz [26] find increasingly non-ideal be-
haviour with increasing temperatures, while Dalmolin
et al. [25] report Henry’s law constants closer to the
ideal mixture.
Simulated Henry’s law constants in water are over-
predicted at each temperature, as seen previously in
Fig. 2. For mixed solvents, the offset observed for water
is carried over in proportion to concentration. Simulated
Henry’s law constants are higher than both experimen-
tal sources at 288.15 K, and fall between the two sets of
data at 298.15 K and 308.15 K. We obtain a mean abso-
lute deviation of 19% compared against both pure and
mixed solvent data, with deviations in excess of 30% for
low ethanol weight fraction mixtures.
Henry’s law constants obtained using Eq. 1 with pure
solvent data from Dalmolin et al. [25] and simulated
values of α are shown as red dashed lines in Fig. 7.
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Figure 8: Variation of radial distribution functions with temperature
in ethanol + water at 0.2 ethanol weight fraction. The value of g(r)
for OeOe and OeOw is shifted by 1 and 2 respectively. Dashed line
connecting secondary peaks in g(r) for OeOw and OeOe to guide the
eye.
By tethering pure solvent values to experimental data,
mixed solvent predictions are brought in line for the
whole composition range. We obtain a mean absolute
percentage error of 6.9% for prediction of mixed sol-
vent Henry’s law constants compared against the results
of Dalmolin et al., [25] similar to the observed scatter-
ing in experimental sources for ethanol in Fig. 2.
As previously noted, non-ideal contributions to solu-
bility in mixed solvents predominantly originates from
solvent-solvent interactions, with solute-solvent interac-
tions playing a minor role. By considering the thermo-
dynamics of ethanol + water mixtures, we may gain
some insight into the temperature- and composition-
dependent variation of α observed in Fig. 6. In pre-
vious studies, an unusual liquid structure has been re-
ported for aqueous alcohol mixtures at low tempera-
tures [73–75], coinciding with a minimum in excess en-
tropy of the mixed solvent at low ethanol weight frac-
tion [20]. Upon mixing, the two solvents form inter-
calated clusters, increasing order in the structure of the
liquid. This increase in structure was recently investi-
gated by Lenton et al. [75], concluding that molecular
segregation is driven by hydrogen bond formation and
the isolation of hydrophobic groups. If these structural
features are the source of negative non-ideal behaviour
in Fig. 6, we expect to see a change in liquid structure
as α transitions to positive values with increasing tem-
perature.
To investigate the liquid structure of ethanol + water,
it is instructive to consider the radial distribution func-
tion g(r) [50] for selected atom pairs in ethanol + water
mixtures. The radial distribution function is a measure
of association, showing relative concentration as a func-
tion of separation. Fig. 8 illustrates the variation of g(r)
across the temperature range 273.15 K - 373.15 K for
selected atom pairs at 0.2 ethanol weight fraction. Due
to the importance of polar group interactions [75] we
examine g(r) for the atom pairs OeOe and OeOw, where
capital letters indicate element and subscripts e and w
indicate ethanol and water, respectively. At low tem-
peratures, both OeOe and OeOw radial distribution func-
tions show clear primary peaks near 0.25 nm and sec-
ondary peaks near 0.46 nm, indicating the two solvent
species form a shared liquid structure [75]. As tempera-
ture increases the secondary peak for OeOe recedes. We
observe a transition to more loosely organised ethanol
clusters above 325 K, evidenced by the plateau in g(r)
at 0.5 nm - 0.7 nm. This temperature coincides with α
inverting from negative to positive values for 0.2 weight
fraction ethanol in the centre panel of Fig. 6.
We additionally consider the association of CO2 with
ethanol, due to the large difference in solubility between
















Figure 9: Excess molar volume VE as a function of composition for
MDEA + water mixtures. Open symbols correspond to simulated val-
ues at temperatures of: O: 298.15 K,: 343.15 K, and 4: 373 K. Lines
correspond to the experimental correlation of Bernal-Garcı́a et al. [65]
at temperatures of: — 298.15 K, – – 343.15 K, and · · · 373.15 K (ex-
trapolated).
isobaric simulations are used to obtain configurations
for the solute-solvent system, since only a small frac-
tion configurations from expanded ensemble simula-
tions correspond to fully coupled solutes. Fig. 8 shows
g(r) for the atom pair OeCs, where subscript s indicates
the solute species. As temperature increases CO2 asso-
ciates more strongly with ethanol, with a peak in g(r)
near 0.55 nm at 373.15 K. It appears that the enhanced
solubility of CO2 at elevated temperatures is due to pref-
erential association with ethanol clusters.
3.3. CH4 in MDEA + Water
Excess molar volumes for MDEA + water mixtures
are plotted as a function of composition in Fig. 9, with
our simulated values compared against the experimen-
tal results and correlation of Bernal-Garcı́a et al. [65]
at 298.15 K, 343.15 K, and 373.15 K. Simulated values
have a mean uncertainty of 1.3 × 10−8 m3 mol−1. The
correlation at 373.15 K is calculated by extrapolation of
MDEA density and mixture excess molar volumes from
the reported range of 283.15 K - 363.15 K. Despite ac-
curate representation of both pure solvent densities in
Fig. 1, molecular simulation systematically predicts ex-
cess molar volumes that are overly positive for these
mixtures, reflecting the limited accuracy of solvent-
solvent interactions. Consequently, we expect non-ideal
contributions to mixture solubility to be overly negative
in MDEA + water systems. This contrasts with the re-
sults of Orozco et al. [76] using the AUA force field
in combination with TIP4P/2005, showing excess molar
volumes that are overly negative with a minimum near
−2.5 × 10−6 m3 mol−1 at 298 K. However, as shown in
Supporting Information, mixture excess enthalpy ap-
pears to be accurately described in our simulations.
As for ethanol + water, the non-ideality parameter
α calculated for CH4 solubility in MDEA + water is
shown in Fig. 10 as a function of temperature and com-
position. The left panel shows values obtained from
molecular simulation. In this case, only positive non-
ideal behaviour is observed, indicating increased mix-
ture solubility over the ideal case for all compositions
and temperatures. Values are calculated using the same
cubic bivariate B-spline method as for ethanol + water
systems, with root mean squared errors of 0.3 kg m−3
and 0.32 kJ mol−1 for ρ and µEs , respectively.
The non-ideal contribution to solubility of CH4 in
MDEA + water systems has previously been inves-
tigated by Schmidt et al. [29] based on experimen-
tal Henry’s law constants in pure solvents [27, 72] to-
gether with mixtures with weight fractions of 0.347
MDEA [28] and 0.5 MDEA [29]. Corresponding ex-
perimental values of α are shown in the centre panel
















Figure 10: Non-ideality parameter α in MDEA + water systems, calculated from Henry’s law constants on the basis of Eq. 1. Left panel: simulated
data for CH4. Centre panel: experimental data for CH4 [29, 28, 27, 70]. Right panel: temperature correlation of Schmidt et al. [29] applied to the
full composition range. Contours are plotted at increments of 0.2, with dashed contour lines indicating negative α values.
there is limited data for comparison, values for α ap-
pear lower than those obtained from molecular simula-
tion. Schmidt et al. [29] correlated mixture solubility
using a temperature dependent Margules parameter αi j,
as defined in Eq. 5. The right panel of Fig. 10 shows α
calculated from their correlation. In this case, mixture
non-ideality sharply peaks at 0.87 MDEA weight frac-
tion, outside the range of available experimental data.
The peak corresponds to xMDEA = 0.5, and is a conse-
quence of the symmetric representation of mixture ex-
cess Gibbs energy in Eq. 3. Additionally, there is an
inversion of α from positive to negative values as tem-
perature reduces below 286.22 K, not seen in molecular
simulation. As the data used for the correlation only
extends downwards to 298.15 K it is uncertain whether
this inversion would be observed experimentally.
Predicted Henry’s law constants of CH4 in MDEA
+ water are shown in Fig. 11 at temperatures of
298.15 K, 343.15 K, and 373.15 K, calculated using
Eq. 1 with α from molecular simulation and experi-
mental pure solvent data [27, 70]. Predictions are com-
pared against reported experimental Henry’s law con-
stants at 34.7% [28] and 50% [29] MDEA weight frac-
tion. As temperature increases, both experimental and
simulated Henry’s law constants increasingly deviate
from the ideal mixture, illustrated by the dotted lines
based on experimental pure solvent data [27, 72]. How-
ever, simulations systematically underestimates mixture
Henry’s law constants at each temperature. We obtain a
mean absolute percentage deviation of 22% compared
against both pure and mixed solvent data.
Further, Henry’s law constants obtained using Eq. 1
with experimental pure solvent data [27, 72] and α
obtained from molecular simulation are indicated by
dashed red lines in Fig. 11. In this case comparison
with experimental mixed solvent gives a mean absolute
error of 27%, worse than direct prediction from molec-
ular simulation. This result is not surprising considering
the under-prediction of excess molar volumes in Fig. 9:
incorrectly represented mixture thermodynamics leads
to poor predictions for solubility, regardless of the qual-
ity of solute-solvent interaction parameters.
The black dashed lines in Fig. 11 indicate















Figure 11: Henry’s law constant H as a function of composition for
CH4 in MDEA + water mixtures at 298.15 K, 343.15 K, and 373.15 K.
#: Simulated values, N: experimental values from Jou et al. [28],
H: experimental values from Schmidt et al. [29], · · · ideal mixture,
– – correlation of Schmidt et al. [29], — prediction on basis of Eq. 1,
using α obtained from molecular simulation and Henry’s law con-
stants for pure solvents from Harvey [70] and Jou et al. [27]. The
shaded area represents 95% confidence intervals.

















Figure 12: Radial distribution function g(r) as a function of temper-
ature in MDEA + water at 0.5 MDEA weight fraction. The value of
g(r) for NOw is shifted by 2 to reduce overlap.
dependent Margules parameter correlated by Schmidt et
al. [29]. While in good agreement with the source data
at weight fractions of 0.347 MDEA and 0.5 MDEA, a
seemingly spurious minimum in Henry’s law constant
is predicted at high temperatures. This minimum orig-
inates from the peak in α observed in the right panel
of Fig. 10 at 0.87 MDEA weight fraction. While the
simple expression in Eq. 5 may be sufficient to repre-
sent data within a narrow range of concentrations, it is
poorly suited to describe solubility in mixed solvents of
arbitrary composition.
We again look for the origin of non-ideality in mix-
ture solubility by considering the temperature evolu-
tion of radial distribution functions for MDEA + wa-
ter mixtures. The structure of aqueous alkanolamines
has previously been investigated by Orozco et al. [76]
near room temperature, finding that alkanolamines pref-
erentially associate with water, rather than other alka-
nolamines. Hence, we consider radial distribution func-
tions for the atom pair NOw, with N corresponding to
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the tertiary amine in MDEA. In similar fashion as for
ethanol + water, we also consider solute-solvent associ-
ation between CH4 and MDEA by calculating g(r) for
the atom pair NCs as a function of temperature.
In Fig. 12, radial distribution functions for the atom
pairs NeOw and NeCs are shown for MDEA + water
mixtures at 0.5 MDEA weight fraction across the tem-
perature range 273.15 K - 373.15 K. In the case of
NeOw, there is a primary peak near 0.3 nm correspond-
ing to hydrogen bonding of a single water molecule with
the MDEA tertiary amine. The broader secondary peak
around 0.5 nm corresponds to solvation of alkane tails
and associated alcohol groups. At elevated tempera-
tures, association of MDEA with water decreases, indi-
cating increasing segregation of the two solvents. Con-
versely, association between MDEA and CH4 increases
with temperature, evidenced by the rising peak in g(r)
for NCs near 0.5 nm. We note that the peak in NCs
is at nearly identical distance as the secondary peak in
NeOw, suggesting CH4 is increasingly able to displace
H2O near MDEA at elevated temperatures. For both
ethanol + water and MDEA + water, the enhanced sol-
ubility of gases at elevated temperatures appears to be
driven by increased clustering of organic species.
4. Conclusions
In this article, we have presented a method to obtain
the solubility of gases in mixed solvents. The method
combines experimental data for solubility in pure sol-
vents with a non-ideal contribution to solubility esti-
mated from molecular simulation. We invoke estab-
lished theoretical descriptions for gas solubility in non-
ideal mixed solvents to explain why such a combina-
tion is possible and justified. The resulting non-ideal
contribution is primarily a function of solvent-solvent
interactions, with only weak dependence on the solute
model used. This eliminates the need to optimise solute-
solvent interactions, with the same solute model becom-
ing transferable between solvents of any composition.
We test the hybrid method for solubility prediction
in two highly non-ideal mixed solvents. Henry’s law
constants are obtained for CO2 in ethanol + water mix-
tures, and for CH4 in MDEA + water mixtures, in
both cases over a wide range of compositions and tem-
peratures. Comparison against experimental data over
a wide range of compositions and temperatures gives
mean absolute deviations of 6.9% for CO2 and 27% for
CH4, in each case correctly identifying positive or neg-
ative deviations from ideal mixture solubility.
In principle, the method does not require Henry’s law
constants for pure solvents to be obtained from exper-
imental data. Any reliable source can be used, includ-
ing thermodynamic models and direct molecular sim-
ulation, provided there is sufficient confidence in the
model predictions. In all cases, care should be taken to
ensure properly converged simulations, as mixture pre-
dictions rely on the accuracy of both mixed and pure
solvent simulations.
We see several strengths of the present approach for
solubility prediction. It can be applied to solvent mix-
tures of arbitrary composition, implicitly accounting for
binary, ternary, and higher-order interactions without
the need for complex thermodynamic constructs. It re-
lies on easily measured, often readily accessible exper-
imental data. It eliminates the task of solute model
optimisation, greatly simplifying mixed solvent solu-
bility prediction through molecular simulation. These
strengths will be advantageous in application to ratio-
nal design and optimisation of bespoke mixed solvents,
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where non-ideal effects can be exploited to improve per-
formance for industrial processes. Through automation
of mixture simulations, a large number of compositions
can rapidly be screened and combined with, for exam-
ple, machine learning optimisation strategies. Applica-
tion of the present method to solvent optimisation will
be explored in future studies.
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Nomenclature
H Henry’s law constant, MPa
x Mole fraction
α Non-ideality parameter (Eq. 1)
R Molar gas constant, m3 MPa K−1 mol−1
T Temperature, K
ρm Molar density, mol m−3
ρ Mass density, kg m−3
M Molar mass, kg mol−1
µE Excess chemical potential, kJ mol−1
GE Excess Gibbs energy, kJ mol−1
αi j Solvent-solvent Margules parameter
αsi Solute-solvent Margules parameter
U(r) Potential energy, kJ mol−1
∆U Potential energy difference, kJ mol−1
∆m→nG Gibbs free energy difference, kJ mol−1
〈· · · 〉 Ensemble average
η Expanded ensemble weight, kJ mol−1
w Weight fraction
g(r) Radial distribution function
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