Can a student learn optimally from two different teachers? by Neirotti, Juan P.
ar
X
iv
:0
90
6.
54
61
v1
  [
ph
ys
ics
.so
c-p
h]
  3
0 J
un
 20
09
Can a student learn optimally from two dierent teahers?
J. P. Neirotti
Aston University, the Neural Computing Researh Group, Birmingham, United Kingdom
Abstrat
We explore the eets of over-speiity in learning algorithms by investigating the behavior
of a student, suited to learn optimally from a teaher B, learning from a teaher B
′ 6= B. We
only onsidered the supervised, on-line learning senario with teahers seleted from a partiular
family. We found that, in the general ase, the appliation of the optimal algorithm to the wrong
teaher produes a residual generalization error, even if the right teaher is harder. By imposing
mild onditions to the learning algorithm form we obtained an approximation for the residual
generalization error. Simulations arried in nite networks validate the estimate found.
PACS numbers: 89.70.Eg, 84.35.+i,87.23.Kg
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I. INTRODUCTION
Neural networks are onnetivist models inspired on the dynamial behavior of the brain
(author?) [1℄. They are not only theoretially interesting models, they an also be used in
a number of appliations, from voie reognition systems to urve tting software. Probably
the properties that make neural networks most useful are their potentiality to store patterns
and their apability for learning tasks.
One of the most well-studied types of networks is feed-forward. What haraterizes a
feed-forward network is that the ux of information follows a non-loopy path from input
to output nodes, making the information proessing muh faster. Pereptrons (author?)
[2℄ are feed-forward networks with no internal nodes and only one output; they have been
utilised for a number theoretial studies and appliations of statistial mehanis tehniques
(author?) [3℄. In partiular, the knowledge of Hebbian learning algorithms in an on-line
senario is quite omplete.
In the present artile we study the ability of a student J, using an algorithm for learning
optimally from a spei teaher B, to learn from a teaher B
′
. If a student is adapted to
learn from a diult teaher, it is not unreasonable to expet that it will be able to learn
from an easier one. To formally analyze this problem we need to quantify the hardness
of the teahers, set up the senario where the learning proess would take plae and thus
quantify the student's performane.
Attempts to quantify hardness as an inherent property of the observed objet have given
origin to many formal denitions of omplexity (author?) [4, 5, 6, 7, 8℄. Reently (author?)
[9℄ L. Frano has proposed to quantify a (Boolean) funtion's hardness by the size of the
minimal set of examples needed to train a feed-forward network, with a predetermined
arhiteture until reahing zero predition error. He also found (author?) [10, 11℄ that in
this minimal set there are many pairs of examples that, although only diering in a nite
number P = 1, 2, . . . of entries, they have dierent outputs, implying that these examples
are loated at eah side of the lassiation boundary (similar to the support vetors for
SVMs (author?) [12℄). Further investigation showed that the average disrepany of the
funtion's outputs (measure over neighboring pairs) is orrelated to the generalization ability
of the network implementing the funtion. In order to ontour the use of the neural network
and its minimal training set, Frano proposed to use the average distane sensitivity diretly
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as a measure of the funtion's hardness. This is probably the most suitable measure for our
study given that the nature of the measure itself is linked to the onept of generalization
ability.
The hardness measure we will use is the average output disrepany taken over all pairs of
inputs at a given Hamming distane P. Formally, for a given Boolean funtion f : {±1}N →
{±1} , the P th distane sensitivity omponent dNP [f ] is the funtional
d
N
P [f ] = 2
−N ∑
S∈{±1}N
(
N
P
)−1 ∑
S′∈ΩP (S)
1− f (S) f (S′)
2
, (1)
where ΩP (S) =
{
S
′ ∈ {±1}N |∑Nj=1Θ (−SjS ′j) = P}. ΩP (S) is the set of inputs S′ that
dier from S in P entries.
Dilution gives rise to networks with fewer onnetions, whih an be more eient in
solving tasks and an be more easily implemented in hardware. Diluted pereptrons have
been widely studied using statistial mehanis tehniques (author?) [13, 14, 15, 16, 17,
18℄ and have also been studied as an approximation to more diult Boolean funtions
(author?) [19, 20℄. Probably the most important features of diluted pereptrons related to
the present work are the existene of analytial expressions for the sensitivity omponent
(1) and the assoiated optimal learning algorithm (see below).
Consider a pereptron haraterized by a synapti vetor B
(m) ∈ RN that lassies binary
vetors S ∈ {±1}N with labels σB ∈ {±1} aording to the rule σB = sgn
(
B
(m) · S) . If
[B(m)]i = δ(i ∈ Im)O(
√
N/m) + δ(i /∈ Im)o(
√
m/N) where Im ∈ {1, 2, . . . , N} is a set of m
(odd) dierent indexes 1 ≤ i ≤ N we have a diluted binary pereptron. In our alulations
we will onsider [B(m)]i = δ(i ∈ Im)
√
N/m where m≪ N will be kept nite.
For the binary pereptron B
(m)
the distane sensitivity omponent (1) in the large system
limit (P < N →∞ with p ≡ P/N <∞) d(m)(p) is given by (A8)
d
(m)(p) =
1
2
− 1
2
(m−1)/2∑
n=0
amn (1− 2p)2n+1
amn =
1
4m−1
(
m
2n+ 1
) [(
2n
n
)(
m− 1− 2n
(m− 1)/2− n
)(
(m− 1)/2
n
)−1]2
.
As it is shown in the Appendix A, and following (author?) [20℄, d
(m)(p) are a family of
onave funtions, ordered aording to d
(m)(p) < d(m+2)(p) ∀p ∈ (0, 1
2
). Therefore, the order
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given by the hardness measure oinides with the order given by m, thus the larger m is the
harder the Teaher.
Another reason that appeals for using a diluted pereptrons as a teaher is that it is
possible to obtain the orrespondent optimal learning algorithm analytially. In a supervised
on-line learning senario, the synapti vetor of the student pereptron J is adjusted after
reeiving new information in the form of the pair (S, σB) , following the rule
Jnew = Jold + F
σBnewSnew√
N
, (2)
where J ∈ RN , σB = sgn(B · S) is the lassiation given to the example by the teaher B
and F is the learning amplitude or algorithm. The parameters of the problem are
h ≡ J · S|J| , b ≡
B · S
|B| , Q ≡
J · J
N
, R ≡ B · J|B||J|
where h is known as the student's post-synapti eld, b is the teaher's post-synapti eld,
i.e. sgn(b) = σB, Q is the normalized length of J and R is the overlap between teaher and
student.
Following (author?) [3℄ we found that the equation of motion for the overlap R in terms
of the total number of examples reeived αN , in the large size limit N →∞, is
dR
dα
=
〈
F√
Q
[
〈|b|〉b|φ −Rφ
]
− RF
2
2Q
〉
φ
, (3)
where 〈·〉φ represents an average over the distribution P(φ) and φ ≡ σBh. The solution of
this equation represents the evolution of the overlap R as a funtion of the time α.
Remembering that the generalization error is dened as eg = arccos(R)/π, and that the
learning urve is the error as a funtion of α, we dene the residual error as the asymptoti
value of the learning urve at large values of α, i.e. e⋆g = limα→∞ eg(α).
By the appliation of a variational tehnique it is possible to obtain an expression for the
optimal algorithm Fop. The optimal algorithm is the algorithm that produes the fastest
deaying learning urve and an be generially expressed as
Fop =
√
Q
R
[
〈|b|〉b|φ −Rφ
]
.
4
II. ANALYTICAL RESULTS
Following (author?) [22℄ we an prove (see Appendix B) that, for a pereptron with
dilution m
P(φ|m) = 1
2m−1
(m−1)/2∑
k=0
(
m
(m− 1)/2− k
)
N (φ|Rµk, 1−R2) (4)
〈|b|〉b|φ,m =
∑(m−1)/2
k=0
(
m
(m−1)/2−k
)
µkN (φ|Rµk, 1− R2)∑(m−1)/2
k=0
(
m
(m−1)/2−k
)N (φ|Rµk, 1− R2) (5)
F (m)op =
√
Q
R
[∑(m−1)/2
k=0
(
m
(m−1)/2−k
)
µkN (φ|Rµk, 1−R2)∑(m−1)/2
k=0
(
m
(m−1)/2−k
)N (φ|Rµk, 1− R2) − Rφ
]
, (6)
where µk = (2k + 1)/
√
m and N (x|µ, σ2) is a Normal distribution entered at µ with
variane σ2. Observe that (5) is needed for omputing the evolution (3), and (6) represents
the optimal learning algorithm.
Suppose that the teaher is haraterized by a dilutionmB and the student implements an
algorithm (6) for learning a Teaher pereptron with dilutionm. This is equivalent to having
prepared a student to learn optimally from B
(m)
and now exposing it to B
(mB) 6= B(m). Let
us dene the quantity
Υ (φ|R,m) ≡ 〈|b|〉b|φ,m − Rφ. (7)
In this settings, the algorithm has the form F (m) =
√
Q
R
Υ (φ|R,m) and the distribution of φ
is a funtion of mB. The evolution of the overlap R is given now by the equation (3)
dR
dα
=
〈
1
R
Υ (φ|R,m) Υ (φ|R,mB)− 1
2R
Υ 2(φ|R,m)
〉
φ|mB
whih an be redued to
dR2
dα
= 2 〈Υ (φ|R,m) Υ (φ|R,mB)〉φ|mB −
〈
Υ 2(φ|R,m)〉
φ|mB (8)
=
〈
Υ 2(φ|R,mB)
〉
φ|mB −
〈
[Υ (φ|R,mB)− Υ (φ|R,m)]2
〉
φ|mB . (9)
The overlap R grows from zero to a stationary value, thus we expet the seond term at
the RHS of (9) to be smaller than the rst one. In the asymptoti regime (α → ∞) the
derivative is zero, implying that no further hanges are expeted in the overlap, and then
we have that
〈
Υ 2(φ|R⋆, mB)
〉
φ|mB =
〈
[Υ (φ|R⋆, m)− Υ (φ|R⋆, mB)]2
〉
φ|mB (10)
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Figure 1: Υ (φ|R,m) (full urve) and the probability of the of the stability P(φ|m) (dashed urve)
against φ in units of 1/
√
m for R = 1 (upper panel) and R = 0.99 (lower panel) for m = 9. Observe
that for R = 1 (upper panel) the average of the LHS (10) involves only the points at whih Υ (φ|1,m)
is zero, whilst for R < 1 (lower panel) the same average requires a more intensive alulation.
where R⋆ ≡ limα↑∞R(α).
Observe that if m = mB, the seond term of the RHS of (8) is zero, the algorithm applied
is optimal and the overlap reahes R⋆ = 1 with the smallest possible set of examples. If
perfet learning implies R⋆ = 1 it is natural to ask for what values of m the student an
learn a teaher with dilution mB without errors. From (4) and (5) we have that, for R = 1,
P(φ|mB) =
√
mB
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
δ (
√
mB φ− (2k + 1)) (11)
Υ (φ|1, mB) = 1√
mB

1 + (mB−1)/2∑
k=1
Θ (
√
mB φ− 2k)

− φ (12)
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Υ (φ|1, m) = 1√
m

1 + (m−1)/2∑
k=1
Θ
(√
mφ− 2k)

− φ. (13)
The LHS of (10), averaged over (11) is zero (see gure 1). This is due to the fat that
Υ ((2k + 1)/
√
mB|1, mB) = 0. Therefore, in order to satisfy (10) we also need that Υ ((2k +
1)/
√
mB|1, m) = 0. Partiularly, for k = 0 these two equation imply that
√
m
mB
= 1 +
(m−1)/2∑
k=1
Θ
(√
m
mB
− 2k
)
.
Therefore √
m
mB
= 2q + 1, (14)
where q is a suitable, non-negative integer. Thus, the ondition for R = 1 to be a solution
of (10) is that there exist q ∈ N ∪ {0} suh that m = (2q + 1)2mB.
If this is not true, the solution of (10) is at R⋆ < 1. We will present an approah based
on the assumption that the root R⋆ ours in a regime where the Gaussian distributions
N (φ|R⋆µk, 1 − R⋆2) in (4) and (5) have a small overlap. This ould be ensured if the
separation of two adjaent Gaussian omponents were larger than two standard deviations,
i.e.
R⋆|µk − µk+1| = 2R
⋆
√
m
≫ 2
√
1− R⋆2 (15)
1 ≫ m 1− R
2
R2
(16)
At R = 1 the urve Υ (φ|1, m) is disontinuous at φ ≡ 2k/√m and the probability P(φ|m)
is a linear ombination of delta funtions entered at φ = (2k + 1)/
√
m (upper panel of
gure 1). For R < 1 (gure 1, lower panel), Υ (φ|R,m) is ontinuous and P(φ|m) is a linear
ombination of Gaussian distributions entered at φ = R(2k+1)/
√
m with variane 1−R2.
In both ases Υ (φ|R,m) appears to be a periodi funtion of φ with period φT ≡ 2R/
√
m,
in the support of P(φ|m) Dφ ⊂ R, i.e.
Υ (φ|R,m) ≃ Υ (φ+ nφT |R,m) ,
and partiularly for R = 1 we have that
Υ (φ|1, m) =
(m−1)/2∑
ℓ=0
Θ
[(
2(ℓ+ 1)−√mφ) (√mφ− 2ℓ)](2ℓ+ 1√
m
− φ
)
. (17)
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We an approximate Υ (φ|R,m) by a suitable superposition of Normal distributions. Con-
sider the superposition
Υ˜ (φ|R,m) ≡
∫ ∞
−∞
dr g(r)N (φ|r, 1−R2). (18)
To determine the funtion g(r), we perform a variational alulation to minimize the error
funtional
ε[g] ≡ 1
2
∫
Dφ
dφ
[
Υ (φ|R,m)− Υ˜ (φ|R,m)
]2
.
Observe that the optimal funtion go(r) is the solution of the equation
δε
δg
∣∣∣∣
go
= 0, whih
implies that for all r0 ∈ R we have that∫
Dφ
dφ
[
Υ (φ|R,m)− Υ˜ (φ|R,m)
]
N (φ|r0, 1− R2) = 0,
in partiular if R = 1 (we assume that go(r) is independent of R)
0 =
∫
Dφ
dφ
[
Υ (φ|1, m)−
∫ ∞
−∞
dr go(r) δ(φ− r)
]
δ(φ− r0)
go(r0) = Υ (r0|1, m)
Therefore
Υ (φ|R,m) ≃
∫
Dφ
dr Υ (r|1, m)N (φ|r, 1− R2)
=
(m−1)/2∑
ℓ=0
∫ 2(ℓ+1)R/√m
2ℓR/
√
m
dr
[
(2ℓ+ 1)
R√
m
− r
]
N (φ|r, 1− R2)
=
R2
m
∫ 1
−1
dt t
(m−1)/2∑
ℓ=0
N (φ|R(2ℓ+ 1− t)/√m, 1−R2). (19)
Let us dene the integral
Im1,m2 ≡
∫
dφP(φ|mB) Υ (φ|R,m1) Υ (φ|R,m2). (20)
Following the development of Appendix C we have that
Im1,m2 ≃ 1− R2

1− 1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
δ⋆m1,kδ
⋆
m2,k

 , (21)
where δ⋆mj ,k are given by
δ⋆mj ,k =
2√
mj
[∣∣∣∣
√
mj
mB
2k + 1
2
− 1
2
∣∣∣∣
]
+
1√
mj
− 2k + 1√
mB
, (22)
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where [|r|] is the losest integer to r ∈ R.
Observe that from (8) we have that in the asymptoti regime
0 = 2 〈Υ (φ|R⋆, mB) Υ (φ|R⋆, m)〉φ|mB −
〈
Υ 2(φ|R⋆, m)〉
φ|mB
= 2ImB,m −Im,m ,
and observing that ImB,m = 1−R2 (given that δ⋆mB,k = 0 ∀k) and
Im,m = 1− R2 + R
2
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
δ⋆2m,k
then
R⋆2 =

1 + 1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
δ⋆2m,k


−1
(23)
and observe that δ⋆m,k = 0 i m = (2q + 1)
2mB, q ∈ N, whih is onsistent with (14).
III. NUMERICAL RESULTS
Using (23) we plot e⋆g = eg(R
⋆) as a funtion of
√
m/mB (see gure 2).
To validate our result shown in (23) we run a series of numerial experiments onsisting
of a student learning from a Teaher with only one bit (mB = 1). The student updates its
synapti vetor following (2) using a learning algorithm given by (6) with m = 1, 3, . . . , N.
To ompute the generalization error we average over 50 realizations of the learning urve.
The maximum number of examples onsidered was 16 000. In gure 3 we present the eg
as a funtion of α
1
4
for m = 1, 5, 9, 13, 25, 27 and network size N = 51. We have hosen
the exponent
1
4
to better show the urve features at short times and the approah to the
asymptoti regime. It is lear from the piture that for m = 12, 32, 52 the generalization
error for large α drops to zero as predited. In order to extrat the asymptoti behaviour of
the urves we applied the Bulirsh-Stoer algorithm (author?) [21℄.
In gure 4 we present the extrapolated values of the learning urves together with the
values estimated by the appliation of (23) as a funtion of
√
m. The error bars are estimates
obtained also by the appliation of the Bulirsh-Stoer algorithm.
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Figure 2: Generalization error in the asymptoti regime e⋆g as a funtion of
√
m/mB, for mB =
1, 3, 7. We have use (23) to ompute the overlap R⋆.
IV. CONCLUSIONS
We studied the generalization apabilities of a student optimally adapted for learning
from a teaher B, when learning from a teaher B
′ 6= B. We observed that, although the
algorithm the student uses may be suited for learning from a harder teaher, (as dened
by Frano) that does not guarantee the suess of the proess, as revealed by (23). This
behavior is due to the extreme speialization implied by the algorithm (6). When this
algorithm (with parameter m) is applied to learn from a teaher with mB < m, the student
tries to extrat information from bits that the teaher does not use for produing the orret
lassiation. These interferene eets produe mostly bad results, originating a residual
error in the asymptoti regime. In this sense, the algorithm F
(m)
op is worse than the Hebb
algorithm FHebb = 1.
Despite the disrepanies shown in gure 4, our estimate (23) reprodues faithfully the
qualitative behaviour observed in the simulations. There are two soures of unertainty that
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Figure 3: Generalization error as a funtion of α
1
4
, for a teaher with dilution mB = 1 and students
with m = 1, 5, 9, 13, 25, 27, for a network with N = 51. The urves that orresponds to the Hebb
algorithm (F = 1, long dashed) and m =∞ (dot dashed) are presented as a referene.
may aount for the observed disrepanies: the (nite) size of the network used and a not
suiently large α.
From gure 2, the algorithm obtained by taking the limit m→∞ in (6)
F (∞)op =
√
Q (1−R2)
2π R2
exp
(
−1
2
R2φ2
1−R2
)
H
(
− Rφ√
1−R2
) ,
where H(x) = ∫∞
x
dy e−
y2
2 /
√
2π; as reported by (author?) [22℄, produes zero residual error
for all mB. The Hebb algorithm FHebb = 1 also produes learning urves with zero residual
error. In gure 3 we observe that the Hebb algorithm performs better than F
(∞)
op . This is
not a ontraditory result. F
(∞)
op is the algorithm that has the best average performane
onsidering a homogeneous distribution of teahers over the N -sphere. For a measure zero
subset of vetors embedded in the N -sphere, like the pereptrons with nite dilution m,
F
(∞)
op ould perform worse than the Hebb algorithm, as it seems to be the ase here.
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Figure 4: Comparison of the asymptoti value of the generalization error using (23) and the ex-
trapolated values of the urves presented in gure 3.
In order to obtain the fastest deaying learning urve, a student has to infer the orret
dilution of the teaher for hoosing the appropriate learning algorithm. Developing an
eient tehnique for inferring the orret dilution parameter will be the subjet of our
future researh.
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Appendix A: DISTANCE SENSITIVITY
S and S
′
are vetors that dier in exatly P bits, i.e.
∑P
j=1Θ(−SσjS ′σj ) = P . Taken S as
a referene, we an onstrut a Pth neighbor S
′
by hoosing without replaement P indexes
from 1 to N and ipping the orrespondent entries in S. There are
(
N
P
)
dierent ways to
hoose P indexes, eah one reating a dierent set of indexes IP . Introduing the saled
variables µ = w · S/√N and µ′ = w · S′/√N by means of Dira delta funtions and adding
up over all possible ongurations S, we an express the disrepany omponent as
d
N
P (B
(m)) =
(
N
P
)−1∫ ∞
−∞
dµ dµˆ
2π
dµ′ dµˆ′
2π
Θ(−µµ′) e−i(µµˆ+µ′µˆ′)
∑
IP
∏
j∈IP
cos
(
µˆ− µˆ′√
N
B
(m)
j
) ∏
j /∈IP
cos
(
µˆ+ µˆ′√
N
B
(m)
j
)
. (A1)
The fration of sets IP with n ≤ m indexes ℓ ≤ m is
(
m
n
)(
N−m
P−n
)
/
(
N
P
)
and observing that
in the limit P ≤ N →∞ with P/N = p ≤ 1 we have that
lim
P≤N↑∞
(
N
P
)−1(
N −m
P − n
)
= pn(1− p)m−n.
From equation (A1) we have that
d
(m)(p) =
∫ ∞
−∞
dµ dµˆ
2π
dµ′ dµˆ′
2π
Θ(−µµ′) e−i(µµˆ+µ′µˆ′)
×
m∑
n=0
(
m
n
)
pn(1− p)m−n cos
(
µˆ− µˆ′√
m
)n
cos
(
µˆ+ µˆ′√
m
)m−n
.
By adding up the sum, opening up the osines and applying the identity Θ(ab) = Θ(a)Θ(b)+
Θ(−a)Θ(−b), the expression for the sensitivity gets redued to
d
(m)(p) = 2
m∑
n=0
(
m
n
)
(1− 2p)n
[∫
D(µ, µˆ) cos(µˆ/√m)m−n sin(µˆ/√m)n
]2
,
where the notation
∫ D(µ, µˆ) f(µ, µˆ) stands for (2π)−1 ∫∞
0
dµ
∫∞
−∞ dµˆ e
−iµµˆ f(µ, µˆ). The in-
tegrals to be solved are
bm0 ≡
∫
D (η, ηˆ) cos(ηˆ)m
bmn ≡
∫
D (η, ηˆ) cos(ηˆ)m−2n sin(ηˆ)2n
cmn ≡
∫
D (η, ηˆ) cos(ηˆ)m−(2n+1) sin(ηˆ)2n+1.
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Before omputing the integrals observe that for all A > 0 and B ≥ 0∫
D (η, ηˆ) sin(Aηˆ) = − i
4π
∫ ∞
0
dη
∫ ∞
−∞
dηˆ exp (−iηˆη) [exp (iηˆA)− exp (−iηˆA)]
= − i
4π
∫ ∞
0
dη
∫ ∞
−∞
dηˆ [exp [−iηˆ(η − A)]− exp [−iηˆ(η + A)]]
= − i
2
[Θ(A)− Θ(−A)]
= − i
2
, (A2)
similarly∫
D (η, ηˆ) cos(Aηˆ) cos(Bηˆ) = 1
4
[Θ(A+B) +Θ(−A− B) +Θ(A− B) +Θ(−A+B)]
=
1
2
(A3)
and∫
D (η, ηˆ) cos(Aηˆ) sin(Bηˆ) = − i
4
[Θ(A+B)−Θ(A−B) +Θ(−A+B)−Θ(−A− B)]
= − i
2
Θ(B −A). (A4)
The rst integral is (remember that m is odd)
bm0 =
∫
D (η, ηˆ) cos(ηˆ)m = 1
2m−1
(m−1)/2∑
k=0
(
m
k
)∫
D (η, ηˆ) cos[(m− 2k)ηˆ]
=
1
2m
(m−1)/2∑
k=0
(
m
k
)
=
1
2
. (A5)
The seond integral is
bmn =
∫
D (η, ηˆ) cos(ηˆ)m−2n sin(ηˆ)2n
=
∫
D (η, ηˆ) 1
2m−2n−1
(m−1)/2−n∑
k=0
(
m− 2n
k
)
cos[(m− 2(k + n))ηˆ]
1
22n
{
2
n−1∑
j=0
(−1)n−j
(
2n
j
)
cos[(2n− 2j)ηˆ] +
(
2n
n
)}
=
1
2m−1
(m−1)/2−n∑
k=0
(
m− 2n
k
) n−1∑
j=0
(−1)n−j
(
2n
j
)
+
1
22n+1
(
2n
n
)
=
1
2m−1
2m−2n
2
[
−1
2
(
2n
n
)]
+
1
22n+1
(
2n
n
)
= 0. (A6)
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And the last integral is then
cmn =
∫
D (η, ηˆ) cos(ηˆ)m−(2n+1) sin(ηˆ)2n+1
=
∫
D (η, ηˆ) cos(ηˆ)m−(2n+1) [1− cos2(ηˆ)]n sin(ηˆ)
=
∫
D (η, ηˆ)
n∑
ℓ=0
(−1)ℓ
(
n
ℓ
)
cos(ηˆ)m−(2n+1)+2ℓ sin(ηˆ)
=
n∑
ℓ=0
(−1)ℓ
(
n
ℓ
)
(−i)
2m−1+2(ℓ−n)
{
1
2
(
m− 1 + 2(ℓ− n)
(m− 1)/2 + ℓ− n
)
+
+
(m−1)/2+ℓ−n−1∑
k=0
(
m− 1 + 2(ℓ− n)
k
)
Θ [1− (m− 1 + 2(ℓ− n)− k)]


= − i
2m−2n
n∑
ℓ=0
(
−1
4
)ℓ (
n
ℓ
)(
m− 1 + 2(ℓ− n))
(m− 1)/2 + ℓ− n
)
= − i
2m
(
2n
n
)(
m− 1− 2n
(m− 1)/2− n
)(
(m− 1)/2
n
)−1
. (A7)
We have that, for all m odd
d
(m)(p) =
1
2
− 1
2
(m−1)/2∑
n=0
amn (1− 2p)2n+1, (A8)
where
amn ≡
1
4m−1
(
m
2n+ 1
) [(
2n
n
)(
m− 1− 2n
(m− 1)/2− n
)(
(m− 1)/2
n
)−1]2
. (A9)
Observe that d
(m)(p) is onave in p ∈ [0, 1
2
] (it is simply a sum of an ane plus onave
funtions) and d
(m)(p) < d(m+2)(p) for all p ∈ (0, 1
2
). To demonstrate the latter we use that
d
(m)(0) = 0 and ams > 0 ∀s. Thus, from (A8) at p = 0 we have that
(m−1)/2∑
s=0
ams = 1 ∀m ≥ 1. (A10)
Therefore
am+2(m+1)/2 =
(m−1)/2∑
s=0
(
ams − am+2s
)
simply by applying (A10) to m and to m + 2. Observe that (1 − 2p)n < (1 − 2p)n′ for all
n > n′ and p ∈ (0, 1
2
), thus
am+2(m+1)/2 (1− 2p)m+2 <
(m−1)/2∑
s=0
(
ams − am+2s
)
(1− 2p)2s+1
16
(m+1)/2∑
s=0
am+2s (1− 2p)2s+1 <
(m−1)/2∑
s=0
ams (1− 2p)2s+1
and thus d
(m)(p) < d(m+2)(p).
In the large m limit we have that
lim
m↑∞
d
(m)(p) =
1
π
arcos(1− 2p),
whih is the expeted result (author?) [23℄.
Appendix B: OPTIMAL LEARNING ALGORITHM
The basi ingredient to ompute the optimal learning algorithm is the joint probability
distribution of the variables σB, h and b. Given that P(σB, h, b|m) = Θ(σBb)P(h, b|m) we
will start our inferene task by omputing the distribution of the post-synapti elds.
P(h, b|m) = 〈δ (h− J · S/|J|) δ (b−B · S/|B|)〉
S
=
∫ ∞
−∞
dhˆ
2π
e−ihˆh
∫ ∞
−∞
dbˆ
2π
e−ibˆb
〈
exp
(
ihˆ
J · S
|J| + ibˆ
B · S
|B|
)〉
S
and assuming that [B]j =
√
N
m
Θ(m+1−j) we an suppose that the student learns this rule
in suh a way that [J]j ≃ JΘ(m+1− j) + εj, where εj ≪ |J| are i.i.d. variables. Therefore
J
|J| =
R√
m
− ε|J| ,
where R is the teaher-student overlap and ε ≡∑mj=1 εj/m. Let us dene the variables
ϕj ≡ εj − ε|J| ,
with the properties of
∑m
j=1 ϕj = 0 and
∑
j>m
ε2j
|J|2 = 1−R
2 −
m∑
j=1
ϕ2j .
Thus the trae over the spin variables gives
〈
exp
(
ihˆ
J · S
|J| + ibˆ
B · S
|B|
)〉
S
=
N∏
j=1
1
2
∑
S=±1
exp
[
i
(
hˆ[J]j
|J| +
bˆ[B]j
|B|
)
S
]
=
m∏
j=1
cos
(
hˆ
J + εj
|J| +
bˆ√
m
) ∏
j>m
cos
(
hˆεj
|J|
)
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=
m∏
j=1
cos
(
hˆR + bˆ√
m
+ hˆϕj
) ∏
j>m
cos
(
hˆεj
|J|
)
≃ cos
(
hˆR + bˆ√
m
)m m∏
j=1
[
1− hˆϕj tan
(
hˆR + bˆ√
m
)
+O
(
ϕ2j
)]
exp
(
− hˆ
2
2
∑
j>m
ε2j
|J|2
)[
1 +O
(∑
j>m
ε4j
|J|4
)]
≃ cos
(
hˆR + bˆ√
m
)m
exp
(
−1− R
2
2
hˆ2
)
+O
(
m∑
j=1
ϕ2j
)
.
Therefore, and using that m is odd,
P(h, b|m) ≃ 1
2m−1
(m−1)/2∑
k=0
(
m
k
)∫ ∞
−∞
dhˆ
2π
dbˆ
2π
exp
(
−1 −R
2
2
hˆ2 − ihhˆ− ibbˆ
)
cos
[
(m− 2k) bˆ+Rhˆ√
m
]
= N (h|Rb, 1− R2) 1
2m
(m−1)/2∑
k=0
(
m
(m− 1)/2− k
)
[δ (b− µk) + δ (b+ µk)] , (B1)
where µk = (2k + 1)/
√
m and N (x|µ, σ2) is a Normal distribution in x, entered at µ, with
variane σ2.
From (B1) we an ompute the joint distribution of the variables h and σB
P(σB, h|m) = 1
2m
(m−1)/2∑
k=0
(
m
(m− 1)/2− k
)
N (σBh|Rµk, 1− R2), (B2)
whih implies that
P(φ|m) =
∑
σB=±1
∫ ∞
−∞
dhP(σB, h|m) δ(φ− σBh)
=
1
2m−1
(m−1)/2∑
k=0
(
m
(m− 1)/2− k
)
N (φ|Rµk, 1− R2). (B3)
The onditional probability of the eld b given σB and h an be obtained from (B1) and
(B2).
It is a simple inferene exerise to nd the onditional distribution of the eld b given
the stability φ
P(b|φ,m) = 1
2
N (φ|R|b|, 1− R2)∑(m−1)/2k=0 ( m(m−1)/2−k)δ(|b| − µk)∑(m−1)/2
k=0
(
m
(m−1)/2−k
)N (φ|Rµk, 1−R2) .
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The onditional expetation of the eld |b| is
〈|b|〉b|φ,m =
∫ ∞
−∞
db |b| P(b|φ)
=
∑(m−1)/2
k=0
(
m
(m−1)/2−k
)
µkN (φ|Rµk, 1− R2)∑(m−1)/2
k=0
(
m
(m−1)/2−k
)N (φ|Rµk, 1− R2) . (B4)
Appendix C: DERIVATION OF (21)
In this Appendix we ontinue the development of (20)
Im1,m2 =
∫
dφP(φ|mB) Υ (φ|R,m1) Υ (φ|R,m2)
=
1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
) (m1−1)/2∑
ℓ1=0
(m2−1)/2∑
ℓ2=0
R4
m1m2
∫ 1
−1
dt1 t1
∫ 1
−1
dt2 t2
∫
dφN (φ|Rµk)N
(
φ
∣∣∣∣ R√m1 (2ℓ1 + 1− t1)
)
N
(
φ
∣∣∣∣ R√m2 (2ℓ2 + 1− t2)
)
,
where all the Normal distributions have exatly the same variane 1−R2. The integral over
φ is simple and produes a bi-variate Gaussian distribution in t1 and t2
Im1,m2 =
1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
) (m1−1)/2∑
ℓ1=0
(m2−1)/2∑
ℓ2=0
R2√
m1m2∫
Dt
dt t1 t2N (t |tℓ1,ℓ2,k;Σ) (C1)
where t = (t1, t2)
T, Dt ≡ (−1, 1)× (−1, 1), tℓ1,ℓ2,k = (
√
m1 δℓ1,k,
√
m2 δℓ2,k)
T
and
δℓj ,k ≡
2ℓj + 1√
mj
− 2k + 1√
mB
, (C2)
Σ ≡ 2 1−R
2
R2

 m1 12√m1m2
1
2
√
m1m2 m2

 . (C3)
From (15) all the entries of the ovariane matrix (C3) are small, therefore all the distribu-
tions are onentrated around tℓ1,ℓ2,k. Let t
⋆
k be the vetor that orresponds to the largest
term in (C1). Its omponents are
ℓ⋆mj ,k ≡
[∣∣∣∣
√
mj
mB
2k + 1
2
− 1
2
∣∣∣∣
]
(C4)
√
mj δ
⋆
mj ,k
= 2ℓ⋆mj ,k + 1−
√
mj
mB
(2k + 1), (C5)
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where [|r|] is the losest integer to r ∈ R, thus √mj δ⋆mj ,k ∈ (−1, 1). All the other ve-
tors an be expressed as tℓ1,ℓ2,k = t
⋆
k + 2n, where n = (n1, n2)
T, nj = −ℓ⋆mj ,k,−ℓ⋆mj ,k +
1, . . . ,−1, 1, . . . ,−ℓ⋆mj ,k + (mj − 1)/2. We have that
Im1,m2 =
1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
R2√
m1m2{∫
Dt
dt t1 t2N (t |t⋆k;Σ) +
∑
n
∫
Dt
dt t1 t2N (t |t⋆k + 2n;Σ)
}
.
Observe that the vetors t
⋆
k are always stritly inside the domain Dt. They an never be
in the boundary of the domain given that mj is odd then the argument of the RHS of
(C4) is never in Z1/2 (whih would produe the largest possible value of
√
mj δ
⋆
mj ,k
). Thus,
the largest ontribution to the sum over n is of O [exp (−ǫ2/max {λ ∈ spec(Σ)})] , where
ǫ ∼ 1− |√mj δ⋆mj ,k| > 12 and
max {λ ∈ spec(Σ)} = 1− R
2
R2
[
m1 +m2 +
√
m21 +m
2
2 −m1m2
]
≪ 1,
aording to (15). Within the same approximation error we an suppose that the entre of
the zero-th Normal distribution is loated inside the domain and suiently farther from
the boundary. Thus
Im1,m2 ≃
1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
R2√
m1m2
∫
R2
dt t1 t2N (t |t⋆k;Σ) +
+O
(
exp
[
− ǫ
2
max {λ ∈ spec(Σ)}
])
.
Thus
Im1,m2 ≃
1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
R2√
m1m2∫ ∞
−∞
dt2 t2N
(
t2
∣∣∣∣δ⋆m2,k; 2m21−R2R2
)
∫ ∞
−∞
dt1 t1N
(
t1
∣∣∣∣δ⋆m1,k + 12
√
m1
m2
(t2 − δ⋆m2,k);
3
2
m1
1−R2
R2
)
= 1− R2

1− 1
2mB−1
(mB−1)/2∑
k=0
(
mB
(mB − 1)/2− k
)
δ⋆m1,kδ
⋆
m2,k

 .
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