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Resumen
A partir del “Principio de Extensión” de Zadeh se
han generalizado a los conjuntos borrosos de ti-
po 2 (T2FSs), definiciones, operaciones, propie-
dades y resultados obtenidos en los conjuntos bo-
rrosos (FSs). Sin embargo, como sucede en cual-
quier área de investigación, quedan muchas la-
gunas y problemas abiertos que suponen un reto
para cualquiera que quiera hacer un estudio pro-
fundo en este campo.
A este reto nos hemos enfrentado los autores del
presente artículo, que pretende ser una exposi-
ción de algunos de los avances realizados en este
sentido de "rellenar huecos" existentes en la teo-
ría de conjuntos de tipo 2. En particular, se abor-
darán las negaciones que permiten hablar de la
propiedad de autocontradicción, las t-normas y t-
conormas.
Palabras Clave: Conjuntos borrosos de tipo 2,
Funciones normales y convexas, Negación, Au-
tocontradicción, T-norma, T-conorma.
1 INTRODUCCIÓN
Los conjuntos borrosos de tipo 2 (T2FSs) fueron introdu-
cidos por L.A. Zadeh en 1975 [35], como una extensión
de los conjuntos borrosos de tipo 1 (FSs). Mientras que
en estos últimos el grado de pertenencia de un elemento
al conjunto viene determinado por un valor en el interva-
lo [0,1], en el caso de los T2FSs el grado de pertenencia
de un elemento es un conjunto borroso en [0,1], es decir,
un T2FS queda determinado por una función de pertenen-
cia µ : X →M, donde M = [0,1][0,1] = Map([0,1], [0,1]),
es el conjunto de las funciones de [0,1] en [0,1] (ver
[19, 21, 22]).
El hecho de que la función de pertenencia de los conjun-
tos de tipo 2 sea un nuevo conjunto borroso, los hace más
adecuados para modelizar la incertidumbre [17, 19, 18]. En
este sentido, existen diversos estudios en los que se mues-
tran las ventajas de este tipo de conjuntos ([2], [31]), en
particular, por ejemplo, los trabajos realizados por Niewia-
domski [25, 23, 24] en el campo de los resúmenes lingüísti-
co. No obstante, el subconjunto de los T2FSs más utilizado
es el de aquéllos donde la pertenencia de un elemento al
conjunto es un intervalo [a,b] (ver Definición 4), en lugar
de un conjunto borroso, ya que la dificultad operacional y
computacional es menor que en los T2FSs generales (ver
[18]).
Desde que los T2FSs fueron introducidos, se han extendi-
do a dichos conjuntos (ver [19, 21, 22, 32]), a partir del
“Principio de Extensión” de Zadeh, muchas de las defini-
ciones, operaciones, propiedades y resultados obtenidos en
los FSs. Sin embargo, los autores han detectado muchas la-
gunas en estas extensiones. Por ejemplo, en el caso de las
operaciones empleadas para modelar el complementario de
un conjunto, la extensión se ha realizado exclusivamente a
partir de la negación estándar en [0,1], (n = 1− id). En
[15] los autores demostraron que la operación resultante,
no cumple todos los axiomas que debe verificar cualquier
operación para ser considerada negación en un conjunto or-
denado como es M. Es de notar que en [8] y [9], se han
considerado otras operaciones de negación, sin embargo,
dichos trabajos no realizan un estudio riguroso de sus pro-
piedades.
Por otra parte, hasta el momento existen muchas propieda-
des que no han sido extendidas a los T2FSs, por ejemplo
la autocontradicción, la contradicción entre conjuntos, la
incompatibilidad, etc. En este sentido, en la Sección 3, se
presentarán la definición y propiedades de autocontradic-
ción en el marco de los T2FSs. Para este estudio ha sido
necesario previamente establecer de forma correcta las ne-
gaciones en estos conjuntos.
Respecto a las operaciones denominadas normas triangula-
res (t-normas) y conormas triangulares (t-conormas), em-
pleadas habitualmente para modelar, respectivamente, la
intersección (conjunción) y la unión (disjunción) entre con-
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juntos, Walker et al. han realizado extensiones a L (ver
[32, 33]), pero dejando abierto el problema de encontrar
nuevas t-normas y t-conormas sobre este conjunto.
Así pues, el principal objetivo de este trabajo es recopilar
algunos de los resultados obtenidos por los autores en dife-
rentes publicaciones dedicadas precisamente a exponer es-
tas lagunas encontradas, y a completar con un estudio más
exhaustivo lo que hasta el momento había sido realizado
por otros autores.
El artículo se organiza como sigue: en la Sección 2 se re-
cuerdan algunas definiciones y propiedades de los FSs y
T2FSs.
En la Sección 3, Subsección 3.1 se presentan algunos con-
ceptos y resultados realizados por otros autores en relación
con las negaciones en los conjuntos borrosos, y se expo-
nen los principales resultados de [15] sobre las negaciones
sobre los T2FSs. La Subsección 3.2 se dedica a la auto-
contradicción y N-autocontradicción en los conjuntos bo-
rrosos, resumiendo los resultados obtenidos en [14]. En la
Sección 4 el principal objeto de estudio lo constituyen las
t-normas y t-conormas. Se recuerdan las principales ideas
sobre las mismas, y se abordan los resultados obtenidos en
[13, 16]. La última sección se dedica a exponer algunas
conclusiones.
2 PRELIMINARES
En todo el trabajo se denotará por X un conjunto no vacío
que representará el universo de discurso. Además, ≤ deno-
tará la relación usual de orden en el retículo de los números
reales.
Definición 1. ([34]) Un conjunto borroso de tipo 1 (FS), A,
queda caracterizado por una función de pertenencia µA,
µA : X → [0,1],
donde µA(x) es el grado de pertenencia de un elemento x ∈
X al conjunto A.
Definición 2. ([21], [22]) Un conjunto borroso de tipo 2
(T2FS), A, queda caracterizado por una función de perte-
nencia:
µA : X →M= [0,1][0,1] =Map ([0,1], [0,1]).
Esto es, µA(x) es un conjunto borroso en el intervalo [0,1],
y es el grado de pertenencia de un elemento x ∈ X al con-
junto A. Por tanto,
µA(x) = fx, donde fx : [0,1]→ [0,1].
Se denota por F2(X), F2(X) =Map(X ,M), al conjunto de
todos los conjuntos borrosos de tipo 2 sobre X.
Definición 3. ([32]) Sea a ∈ [0,1]. La función característi-
ca de a es a¯ : [0,1]→ [0,1], donde
a¯(x) =
{
1 si x= a
0 si x ̸= a
Sea J⊂M el conjunto de todas las funciones características
de los elementos de [0,1].
Definición 4. ([32]) Sea [a,b]⊆ [0,1]. La función caracte-
rística de [a,b] es [a,b] : [0,1]→ [0,1], donde
[a,b](x) =
{
1 si x ∈ [a,b]
0 si x /∈ [a,b]
Sea K ⊂M el conjunto de todas las funciones caracterís-
ticas de los subintervalos cerrados de [0,1]. Un conjunto
borroso intervalo de tipo 2 (IT2FS) es un T2FS, con todos
los grados de pertenencia en K.
En [32], se justifica que las operaciones sobre Map(X ,M)
se pueden definir de forma natural a partir de las opera-
ciones sobre M, verificando las mismas propiedades. Por
tanto, en este artículo trabajaremos en M, ya que todos
los resultados se pueden extender directa y fácilmente a
Map(X ,M).
Definición 5. ([12], [32], [9]) En M se definen las opera-
ciones ⊔ (unión), ⊓ (intersección), ¬ y los elementos 0¯ y 1¯
de la siguiente forma:
( f ⊔g)(x) = sup{ f (y)∧g(z) : y∨ z= x},
( f ⊓g)(x) = sup{ f (y)∧g(z) : y∧ z= x},
¬ f (x) = sup{ f (y) : 1− y= x}= f (1− x),
0¯(x) =
{
1 si x= 0
0 si x ̸= 0 , 1¯(x) =
{
1 si x= 1
0 si x ̸= 1. ,
donde ∨ y ∧ son las operaciones máximo y mínimo, res-
pectivamente, en el retículo [0,1].
Figura 1: Ejemplo de las operaciones ⊔, ⊓, y ¬.
Figura 2: Funciones 0¯ y 1¯.
El álgebraM= (M,⊔,⊓,¬, 0¯, 1¯) no tiene estructura de re-
tículo, ya que no se cumple la ley de absorción [12], [32].
Por otra parte, las operaciones ⊔ y ⊓ cumplen las propie-
dades requeridas para definir, cada una de ellas, un orden
parcial sobreM.
Definición 6. ([22], [32]) EnM se definen los dos órdenes
parciales siguientes:
f ⊑ g si f ⊓g= f ; f ≼ g si f ⊔g= g.
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En general, estos dos órdenes no coinciden [22, 32].
f ⊓ 1¯= f , por lo que f ⊑ 1¯, ∀ f ∈M, es decir, 1¯ es el ma-
yor elemento del orden parcial⊑. Por otra parte, 0¯⊔ f = f ,
por tanto 0¯ ≼ f , ∀ f ∈ M ([32]), y 0¯ es el menor ele-
mento del orden parcial ≼. Además, la función constante
g= 0 (g(x) = 0, ∀x ∈ [0,1]) es el menor y mayor elemento
de ⊑ y ≼, respectivamente.
Con el fin de facilitar las operaciones sobre M, en trabajos
anteriores se presentaron la Definición y Teorema siguien-
tes:
Definición 7. ([12], [32], [9]) Si f ∈M, se definen f L, f R ∈
M como
f L(x) = sup{ f (y) : y≤ x}, f R(x) = sup{ f (y) : y≥ x}.
Figura 3: Ejemplos de f L y f R.
f L y f R son monótonas creciente y decreciente, respecti-
vamente. Obsérvese que estas funciones, en cierto sentido,
podrían representar los modificadores lingüísticos "menos
que" y "más que", respectivamente.
A continuación se considerará L, subconjunto de las fun-
ciones normales y convexas deM; en este conjunto se va a
tener una estructura de retículo acotado y completo, lo que
va a permitir construir negaciones, t-normas y t-conormas
de forma adecuada. Recordemos que:
Definición 8. Una función f ∈M es normal si sup{ f (x) :
x ∈ [0,1]}= 1.
Llamamos N el conjunto de todas las funciones normales
enM.
Definición 9. Una función f ∈M es convexa, si para cual-
quier x≤ y≤ z, se cumple que f (y)≥ f (x)∧ f (z).
El conjunto de todas las funciones normales y convexas de
M será denotado por L. El álgebra L= (L,⊔,⊓,¬, 0¯, 1¯) es
un subálgebra de M. En L, los órdenes parciales ⊑ and ≼
coinciden, y L es un retículo acotado (0¯ y 1¯ son el mínimo
y el máximo, respectivamente) y completo (ver [11], [12],
[22], [32]). Además, es evidente que J⊂K⊂ L⊂M.
La siguiente caracterización nos ayudará a establecer nue-
vos resultados:
Teorema 1. ([11], [12]) Sean f ,g ∈ L. f ⊑ g si y sólo si
gL ≤ f L y f R ≤ gR.
Figura 4: Ejemplo donde f ⊑ g.
3 NEGACIONES Y
AUTOCONTRADICCIÓN EN LOS
T2FSs
3.1 NEGACIONES SOBRE LOS T2FSs
Recordemos la definición de negación en [0,1].
Definición 10. Una función decreciente n : [0,1]→ [0,1],
tal que n(0) = 1 y n(1) = 0, se le denomina negación. Si,
además, se cumple que n(n(x)) = x para todo x ∈ [0,1],
entonces se dice que es una negación fuerte.
En esta Subsección se presenta el estudio realizado en [15]
sobre las negaciones en el marco de los T2FSs, resumiendo
los principales resultados y caracterizaciones obtenidos en
los T2FSs con grados de pertenencia en L.
La Definición 10 nos sugiere una extensión de la definición
de negación a cualquier conjunto parcialmente ordenado
(poset) con elementos mínimo y máximo (acotado).
Definición 11. Sea un conjunto A, y un orden parcial en A,
≤A, tal que (A,≤A) tiene elemento mínimo Min≤A y ele-
mento máximo Max≤A . Una negación en (A,≤A) es una
función N : A→ A, tal que N es decreciente, N(Min≤A) =
Max≤A y N(Max≤A) = Min≤A . Si además satisface que
N(N(x)) = x, para todo x∈ A, se dice que es negación fuer-
te.
Teniendo en cuenta las propiedades que satisface la opera-
ción ¬ en M, es sencillo constatar que ¬ no cumple todos
los axiomas de negación fuerte enM, pero sí en el retículo
(L,⊑) (ver [32]).
Definición 12. Sean f ∈M, y n una negación suprayectiva
en [0,1]. Se define la operación Nn asociada a n como
(Nn( f ))(x) = sup{ f (y) : n(y) = x}.
Nótese que ¬= Nn , cuando n es la negación estándar n=
1− id.
Obsérvese que para que Nn esté bien definida es necesario
que n sea suprayectiva (y por tanto, continua), ya que de
otro modo, existe algún x que no pertenece a la imagen de
n, y para dicho x, no estaría definido (Nn( f ))(x).
Entre los resultados más importantes obtenidos por los au-
tores, se tienen los siguientes.
Teorema 2. Sea la operaciónNn asociada a n, una negación
suprayectiva en [0,1]. Entonces, para todo f ∈M
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1. (Nn( f ))L = Nn( f R), (Nn( f ))R = Nn( f L).
2. (Nn( f ))(x) = f (n(x)) ⇔ n es fuerte.
3. Nn es una negación sobre L.
4. Nn es una negación fuerte (involutiva) sobre L si y
sólo si n es fuerte.
3.2 AUTOCONTRADICCIÓN EN LOS T2FSs
Trillas et al. en [29, 30], iniciaron el estudio de la auto-
contradicción y contradicción de conjuntos en el contexto
de la lógica borrosa, no sólo como un tema de interés teó-
rico, sino también práctico, en el análisis de las posibles
consecuencias contradictorias en los procesos de inferen-
cia borrosa. En artículos posteriores (ver [1, 4]): se abordó
con más profundidad la autocontradicción y contradicción
en los FSs; se propusieron formas de medir el grado en que
estas propiedades se cumplen; se desarrolló una axiomática
para las medidas de autocontradicción, contradicción entre
conjuntos, autocontradicción respecto a una negación fuer-
te N (N-autocontradicción) y contradicción entre conjuntos
respecto a una negación fuerte N (N-contradicción).
Así mismo, en [3] se aborda la contradicción en el mar-
co de los conjuntos borrosos intuicionistas de Atanassov
(IFSs) que son otra extensión de los FSs. A continuación
se recogen los resultados obtenidos por los autores en [14],
sobre la N-autocontradicción y autocontradicción, en los
conjuntos de tipo 2, con grados de pertenencia en L.
Definición 13. Sea f ∈ L y sea Nn : L → L una ne-
gación fuerte (ver Teorema 2). Decimos que f es Nn-
autocontradictorio si y sólo si f ⊑ Nn( f ), para to-
do x ∈ [0,1]. Y f es autocontradictorio, si es Nn-
autocontradictorio respecto a alguna negación Nn.
El siguiente resultado presenta algunas caracterizaciones
de dichas propiedades sobre L.
Teorema 3. Sea f ∈ L, y sea Nn : L→ L una negación
fuerte. Entonces
1. f es Nn-autocontradictorio si y sólo si f R(x) ≤
f L(n(x)),∀x ∈ [0,1]. Equivalentemente, si y sólo si
f R(n(x))≤ f L(x),∀x ∈ [0,1].
2. Sea α = ı´nf{w ; lı´mx→w+ f (x) = 1, o lı´mx→w− f (x) =
1, o f (x) = 1}, y p el punto fijo de la negación
fuerte n, es decir, n(p) = p. Entonces f es Nn-
autocontradictorio si y sólo si p ≥ α , y ∀x ≤ α ,
es f (n(x))≤ f (x).
3. Si f (0)< f (1) entonces f no es autocontradictorio.
4. f es autocontradictorio si y sólo si ∃ ε > 0 y una
negación en [0,1], n, donde n|[0,ε] : [0,ε]→ [n(ε),1],
tal que f (n(x))≤ f (x),∀x ∈ [0,ε].
4 T-NORMAS Y T-CONORMAS SOBRE
LOS T2FSs
Las normas triangulares (t-normas) fueron introducidas por
Menger [20]; más tarde Schweizer y Sklar en [28], [27]
dieron la axiomática, usada actualmente, para definir las t-
normas en [0,1].
Debido a la estrecha conexión entre la teoría de los conjun-
tos borrosos y la teoría del orden (ver, por ejemplo, [10]),
distintos autores han estudiado las t-normas sobre conjun-
tos parcialmente ordenados acotados (posets acotados), co-
mo por ejemplo en [6] y en [5]. En [26] se consideró la ex-
tensión de las t-normas sobre retículos acotados exigiendo
unos axiomas (en adelante se llamarán “axiomas básicos”,
y la operación que satisface dichos axiomas se denominará
simplemente t-norma), que coinciden con los dados en [6]
y [5]. Recordemos que una t-norma en [0,1] ([17]) es una
operación binaria T : [0,1]2→ [0,1], conmutativa, asociati-
va, creciente en cada argumento, y con elemento neutro 1.
Análogamente, una t-conorma en [0,1] es una operación bi-
naria S : [0,1]2 → [0,1], conmutativa, asociativa, creciente
en cada argumento, y con elemento neutro 0. Definiciones
similares se aplican para los retículos acotados.
En [7] se extendieron las definiciones de t-norma y t-
conorma a los conjuntos borrosos intervalo valorados
(IVFSs), agregando otras restricciones o propiedades a los
axiomas básicos, estableciendo los “axiomas restrictivos”.
Posteriormente, en [32], [33] los autores extendieron estos
axiomas restrictivos a los T2FSs, y presentaron dos fami-
lias de operaciones binarias sobreM, obteniendo las condi-
ciones bajo las cuales se cumplían los axiomas restrictivos
sobre L.
Definición 14. ([33]) La operación binaria T : L2 → L es
una tr-norma (t-norma según los axiomas restrictivos) so-
bre L si: 1) T es conmutativa, 2) T es asociativa, 3)
T ( f , 1¯) = f para cualquier f ∈ L (elemento neutro), 4) Si
f ,g,h ∈ L son tales que g⊑ h, entonces T ( f ,g)⊑ T ( f ,h)
(creciente en cada argumento), 5) T ([0,1], [a,b]) = [0,b],
6) T es cerrada en J, 7) T es cerrada en K.
De forma similar, una operación binaria S : L2 → L es
una tr-conorma si satisface: los axiomas 1, 2, 4, 6 y 7,
anteriores; el axioma 3’: S( f , 0¯) = f ; y el axioma 5’:
S([0,1], [a,b]) = [a,1]. Los axiomas 1, 2, 3, 3’ y 4, son
llamados “axiomas básicos”, y la operación que satisface
dichos axiomas será denominada simplemente t-norma o
t-conorma, según sea el caso.
Los mismos autores defineron las operaciones N¯ y H¯. Para
todo f ,g ∈M,
( f N¯g)(x) = sup{ f (y)∧g(z) : y △ z= x},
( f H¯g)(x) = sup{ f (y)∧g(z) : y▽z= x},
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donde △ y ▽ son, respectivamente, t-norma y t-conorma
sobre [0,1]. Además, se demostró que si △ (▽), es con-
tinua, entonces N¯ (H¯) es tr-norma (tr-conorma) sobre L.
Obviamente, el problema de encontrar otras tr-normas y tr-
conormas quedaba totalmente abierto.
El objetivo de esta Sección es recoger los resultados pre-
sentados por los autores en [13, 16] respecto al estudio de
operaciones binarias sobre M, unas más generales y otras
diferentes a las presentadas en [32], [33].
Definición 15. Sea ⋆ una operación binaria sobre [0,1], △
una t-norma y ▽ una t-conorma sobre [0,1]. Definimos las
operaciones binarias N y H, para todo f ,g ∈M, como:
( fNg)(x) = sup{ f (y)⋆g(z) : y △ z= x},
( fHg)(x) = sup{ f (y)⋆g(z) : y▽z= x}.
Obsérvese que N= N¯ y H= H¯, justo cuando ⋆= ∧.
Cabe destacar que, anteriormente, en [8] estudiaron varias
propiedades de N y H en el caso particular de que ⋆ y △
sean la t-norma de Lukasiewicz, y ▽ la t-conorma de Luka-
siewicz, pero no determinaron si son t-norma y t-conorma,
respectivamente, sobre L.
Definición 16. Para todo f ,g ∈M se definen las operacio-
nes binarias
f }g= f R∧gR , f ~g= f L∧gL .
f }¯g=
 f , si g= 1¯g, si f = 1¯f }g, otro caso , f ~¯g=
 f , si g= 0¯g, si f = 0¯f ~g, otro caso.
Algunos resultados respecto a las operaciones dadas en las
definiciones 15 y 16 son:
Teorema 4. 1. Si ⋆ es una t-norma continua en [0,1], y
△ (▽) es una t-norma (t-conorma) continua en [0,1],
entonces N (H) es una tr-norma (tr-conorma) sobre L.
2. (Leyes de De Morgan) Nn( fNg) = Nn( f )HNn(g),
Nn( fHg) = Nn( f )NNn(g), ∀ f ,g ∈M, siempre que △
y ▽ sean n-duales, respecto a la negación fuerte en
[0,1], n.
3. Si ⋆ es una t-conorma en [0,1], entonces N (H) no es
una t-norma (t-conorma) sobre L.
4. La operación } (~) satisface los axiomas restrictivos
de t-norma (t-conorma) sobre L, excepto el elemento
neutro y la clausura en J.
5. La operación }¯ (~¯) satisface los axiomas restrictivos
de t-norma (t-conorma) sobre L, excepto la clausura
en J.
6. } y ~ satisfacen las leyes de De Morgan sobre
M, con la operación Nn asociada a cualquier negación
fuerte en [0,1], n.
5 CONCLUSIONES
En este trabajo los autores han expuesto, por una parte, las
principales lagunas que encontraron respecto a las opera-
ciones algebraicas, al adentrarse en el estudio sobre los
conjuntos tipo 2. Por otra, han expuesto cómo al intentar
clarificar estas lagunas, en sus últimos trabajos han obteni-
do algunos resultados que han contribuido en el estudio de
estos conjuntos.
La Sección 3 se ha dedicado a las negaciones en cualquier
conjunto parcialmente ordenado y acotado con el propósito
de encontrar negaciones en L. En particular se ha definido
la función Nn a partir de cualquier negación suprayectiva
en [0,1], dando condiciones para ser negación fuerte .
También en la Sección 3 se han extendido al marco del con-
junto L, los conceptos de N-autocontradicción y autocon-
tradicción establecidos previamente en los FSs, determi-
nando algunos criterios para verificar dichas propiedades
en un elemento en L.
En la Sección 4 se han definido nuevas operaciones en M,
estudiando bajo qué condiciones satisfacen cada uno de los
axiomas introducidos.
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