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Magnetoresistance measurements were performed on an n-type PbTe/PbEuTe quantum well and weak
antilocalization effects were observed. This indicates the presence of spin–orbit coupling phenomena and we
showed that the Rashba effect is the main mechanism responsible for this spin–orbit coupling. Using the model
developed by Iordanskii et al., we fitted the experimental curves and obtained the inelastic and spin–orbit
scattering times. Thus we could compare the zero field energy spin-splitting predicted by the Rashba theory with
the energy spin-splitting obtained from the analysis of the experimental curves. The final result confirms the
theoretical prediction of strong Rashba effect on IV–VI based quantum wells.
PACS: 72.10.−d, 72.25.Rb, 73.20.Fz, 73.63.Hs
1. Introduction
The spin–orbit (SO) coupling for electrons in semicon-
ductors nanostructures has been considered as one of the
bases for new spintronic devices and has attracted much
attention in the last two decades [1–6]. In particular,
some effort has been dedicated to develop a spin-based
field effect transistor [6]. For this reason a deep study
of the main issues concerning the determination of SO
coupling in different systems is necessary.
Spin–orbit interaction is a relativistic effect that occurs
when a quantum mechanical particle with a non-zero spin
moves in a region with a non-zero electric field. When an
electron is moving with relativistic velocities in a static
electric field, in the rest frame of the electron the original
static electric field transforms into a field that has also
a magnetic component. The presence of this effective
magnetic field affects both the dynamics of the spin and
the total energy of the electron. This interaction is called
spin–orbit coupling and leads to the relaxation of the
electron spin. The static electric field causing the spin–
orbit interaction can have different physical origins, for
example being the electric field of the atomic nucleus, or
related to the crystal or the band structure of the solid.
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Two main spin relaxation mechanisms were found to be
the most relevant for conduction electrons in metals and
semiconductors: Elliot–Yafet (EY) and D’yakonov–Perel
(DP) [7]. The EY process leads to spin-relaxation due
to the mixing of the valence-band states into the conduc-
tion band, which is more common in narrow-gap semi-
conductors [4]. In the DP case, there is a lift of the spin
degeneracy due to the presence of a finite electric field
in crystals lacking inversion symmetry (the crystal field).
Therefore, the electrons feel a momentum-dependent ef-
fective magnetic field and the spin precesses around this
effective field. Even if the internal electric field (E) be-
ing constant, the direction of the effective magnetic field
(B) changes with each scattering event. The DP can also
be separated into two terms named Rashba (caused by
the asymmetry of the quantum well or heterojunction)
and Dresselhaus (arises from the lack of inversion in the
original crystal).
To study spin–orbit coupling, weak localization/antilo-
calization has been one of the most powerful tool and is
commonly used to obtain the spin–orbit as well as the in-
elastic scattering times in films and quantum wells [8, 9].
Weak localization is a quantum effect that arises from
the quantum interference between the electronic wave
functions moving in the same path but in opposite di-
rections. Its suppression by spin–orbit coupling gives rise
to the phenomenon known as weak antilocalization which
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manifests itself as a negative magnetoconductance at low
fields (the opposite picture of the weak localization).
There are many evidences that the Rashba term gives a
bigger contribution to the splitting in the case of narrow-
-gap heterostructures [10–15] due to the strong spin–orbit
interaction. In the particular case of the IV–VI lead-
-salt semiconductors, just a few studies had been car-
ried out [16]. The lead-salts form an important family
of semiconductor compounds used in different electronic
applications [17, 18]. From the basic physics research
point of view, PbTe QW’s present an advantage as com-
pared to the other III–V based structures since its lead-
-salt crystalline structure presents bulk inversion symme-
try. Hence, the spin–orbit splitting in such structures is
purely Rashba instead of a mixture of Rashba and Dres-
selhaus, commonly observed in III–V compounds.
2. Theory
The Hamiltonian proposed by Rashba for the 2D case
using general symmetry arguments is [19]:
H =
~2k2
2m∗
+ α
(
kˆ × z
)
· σ , (1)
where σ = σxxˆ + σy yˆ + σz zˆ is the Pauli matrices vec-
tor, kˆ is the unit vector along the growth direction and
α is a structure parameter, sometimes called spin–orbit
coupling parameter.
Working within the effective mass approximation and
the eight-band Kane model it is possible to obtain α.
An approximate expression for α can be derived
through the infinite barrier approximation [20]. In this
approximation, one considers that the electron is mainly
localized in the well and that the penetration of the wave
function in the barrier can be neglected. Hence, the pa-
rameter α can be written as
α = α0〈E(z)〉e , (2)
where e is the electron charge. The parameter α0 and
the average electric field in the well, 〈E(z)〉, are given by
α0 =
~2
2m∗
∆
EG
2EG +∆
(EG +∆) (3EG + 2∆)
, (3)
〈E(z)〉 = 4pien
ε
. (4)
In these expressions, ∆ is the spin–orbit valence band
energy splitting, EG is the energy gap, n is the carrier
concentration and ε is the dielectric constant.
Table presents the values obtained for α0 for PbTe,
as given by Eq. (3), and for the InSb, InAs, GaSb and
GaAs semiconductors according to Ref. [13], also using
Eq. (3), together with the values of the energy gaps and
valence band spin-splittings (∆). Comparing some val-
ues of α0 available in the literature and those obtained
using Eq. (3), we observed that the values found in differ-
ent publications are 5.3 Å2 for GaAs [9] and 116 Å2 for
InAs [21] while the values calculated through Eq. (3) are
6.0 Å2 and 114 Å2, respectively, as presented in Ref. [13].
TABLE
Values obtained for α0 for PbTe, as given by Eq. (3),
and for the semiconductors InSb, InAs, GaSb and GaAs
according to Ref. [13], together with the values of the
energy gaps (EG) and valence band spin-splitting (∆).
The values of α0 decrease from InSb to GaAs while the
energy gap increases. Data obtained for T = 300 K.
InSb PbTe InAs GaSb GaAs
α0 [Å2] 498 445.7 114 33.1 6.0
EG [meV] 170 300 360 700 1430
∆ [eV] 0.779 0.77 0.41 0.8 0.35
Considering the uncertainties in the material parameters
and the approximation in the theoretical model, we see
that the values obtained by Eq. (3) and presented in
Table are in very good agreement with the values pre-
sented in the literature. Also, through Table, we can
observe the dependence between the Rashba constant
α0 and the other materials parameters. In particular,
we observe that the semiconductors with smaller energy
gap present higher values of α0 which leads to stronger
Rashba splitting. Even though we compare the PbTe
(IV–VI semiconductor) results with III–V materials, this
comparison seems to be coherent according to Table.
The Rashba spin-splitting energy can be calculated ac-
cording to the expression
∆R = αkF , (5)
where kF =
√
2pin is the Fermi wave vector. Through
magnetoresistance measurements performed on PbTe/
PbEuTe quantum wells, it is possible to obtain the spin-
-splitting (∆so) due to spin–orbit interaction and com-
pare with the values evaluated from Eq. (5).
3. Magnetoresistance measurements
The measurements were performed on a sample grown
using molecular beam epitaxy (MBE) technique and the
contacts were made using Van der Pauw geometry. The
structure is as follows: a Pb0.9Eu0.1Te buffer layer with
2.7 µm thickness, an n-type Pb0.9Eu0.1Te:Bi barrier with
308 Å, a 145 Å thickness PbTe quantum well and another
n-type Pb0.9Eu0.1Te:Bi barrier with 308 Å. The carrier
concentration in the quantum well varied in the range
5.0 × 1015 m−2–3.6 × 1015 m−2 as the temperature is
varied between 1.2 and 25 K.
Figure 1a presents the experimental values of the
magnetoconductance for the sample as a function of
B/B0 (B0 = ~/4Deτ0 is the transport magnetic field
with the diffusion constant D and the elastic life-
time τ0). The weak antilocalization (negative magne-
toconductance) observed is a clear signature of the pres-
ence of spin–orbit coupling. It is important to mention
that the large weak antilocalization amplitude observed
in these curves suggests the presence of a strong spin–
orbit coupling as compared to other systems [9, 21–24].
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Fig. 1. (a) Experimental magnetoresistance measure-
ment for n-type PbTe/Pb0.9Eu0.1Te QW. (b) Fitting of
the experimental points using the model of Iordanskii
et al. For the sake of simplicity, we present a reduced
number of fitted curves. The inset shows the deviation
between theory and experiment for the lowest tempera-
ture measured.
The measurements were performed for magnetic field be-
tween −1 and 1 T.
4. Results and discussion
The minimum of the curves lies between 0.015
and 0.007 T from the lower to the highest tempera-
ture, respectively. These values should correspond to the
field values where the weak antilocalization is suppressed
(Bmin ∼ Bso). To fit the curves presented in Fig. 1a we
used the model developed by Iordanskii et al. [25] taking
into account only the Rashba term. We also considered
that just the first subband of the longitudinal valley is
occupied based on the results presented in Ref. [26] and
considering our Fermi energy (EF = ~2k2F/2m∗, where kF
is the Fermi wave vector) of about 18 meV.
The fitting results obtained by the application of the
theoretical model are presented in Fig. 1b. For sake of
simplicity, only a few curves are presented, though all
the curves presented in Fig. 1a had been fitted. The
model is limited by the condition B ¿ B0 and it is in
fact valid in the region where the antilocalization is ob-
served. For the measurements presented in this work, the
model could fit the experimental curves only for magnetic
field values smaller than 4 mT (B/B0 < 0.02). Attempts
to fit the higher field points, lead to a deviation from the
low field region and vice versa. This problem has been
encountered by other groups using different compounds
and other theoretical models [1, 27, 28]. The inset in
Fig. 1b shows the fitting to the lowest temperature mea-
sured (T = 1.2 K) in a larger range of magnetic field ex-
hibiting the deviation between theory (dashed line) and
experiment (points).
Figure 2a shows the inelastic (τi) and spin–orbit (τso)
scattering times obtained from the fittings presented in
Fig. 1b. According to this figure, τi increases as the
temperature decreases, while τso is almost constant be-
tween 25 and 5 K and starts to decrease more pronounced
after this point. The theory of D’yakonov–Perel for
spin-dephasing mechanism predicts that the spin–orbit
scattering mechanism is temperature independent [29].
In Fig. 2a it is not possible to confirm such behavior.
A fitting of τi following the temperature dependence law
τi = T−β gives a value of −0.76 for β (see Fig. 2b). It is
well known that the electron–electron interaction, involv-
ing small energy transfer at each scattering event, has a
temperature dependence like T−1 (β = 1) [30] suggesting
that this can be the main inelastic scattering mechanism
in this system. The Rashba field BR = (m2/e~3)α20E2 [9]
is calculated and presented in Fig. 3a together with the
Bso = (~/4Deτso) and the Bmin in order to compare
the values. BR depends only on the material properties
and their calculated values are very close to Bmin, ob-
tained from the minimum of the curves, indicating that
the Rashba effect is possibly the main responsible for the
spin-splitting in this system. Differences between BR and
the values obtained from the fittings indicates that addi-
tional considerations should be taken into account on the
theoretical model in order to obtain a better description
of the physical picture.
Fig. 2. (a) Inelastic (τi) and spin–orbit (τso) scatter-
ing times obtained from the fitting procedure. (b) The
fitting of the inelastic scattering time according to tem-
perature dependence law τi = T−β .
Using Eq. (5), we calculate the expected zero field spin-
-splitting energy for the PbTe/PbEuTe QW due to the
Rashba effect (∆R). We have used the value of 0.77 eV
for the spin–orbit split level below the valence band max-
imum [31]. The energy splitting due to spin–orbit in-
teraction can be calculated using the relation: ∆so =
~(τ0τso)−1/2. The values of ∆R and ∆so as a function of
the carrier density can be observed in Fig. 3b and show
a reasonable agreement. This also supports our assump-
tion that the Rashba effect is the main reason for the
spin-splitting energy in the PbTe QWs based on theoret-
ical predictions [16, 31, 32].
5. Conclusions
We performed magnetoresistance measurements on an
n-type PbTe/Pb0.9Eu0.1Te quantum well and the ob-
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Fig. 3. (a) The Rashba field BR together with the Bso
and Bmin values. (b) The values of ∆R and ∆so as
a function of the carrier density (see text for further
explanations).
served weak antilocalization effects indicated the pres-
ence of spin–orbit coupling. Using the model developed
by Iordanskii et al. we analyzed the experimental curves
and showed that this coupling is caused mainly by the
Rashba effect. From the analysis, we obtained the in-
elastic and spin–orbit scattering times and the zero field
spin-splitting which is very close to the Rashba predic-
tion. These results confirm the theoretical prediction of
a strong Rashba effect on IV–VI quantum wells.
References
[1] B. Grbic, R. Leturcq, T. Ihn, K. Ensslin, D. Reuter,
A.D. Wieck, Phys. Rev. B 77, 125312 (2008).
[2] S.A. Studenikin, P.T. Coleridge, G. Yu, P.J. Poole,
Semicond. Sci. Technol. 20, 1103 (2005).
[3] J.B. Miller, D.M. Zumbuhl, C.M. Marcus,
Y.B. Lyanda-Geller, D. Goldhaber-Gordon,
K. Campman, A.C. Gossard, Phys. Rev. Lett.
90, 076807 (2003).
[4] I. Zutic, J. Fabian, S. Das Sarma, Rev. Mod. Phys.
76, 323 (2004).
[5] G.A. Prinz, Phys. Today 48, 58 (1995); G.A. Prinz,
Science 282, 1660 (1998).
[6] B. Datta, S. Das, Appl. Phys. Rev. 56, 665 (1990).
[7] A. Tackeuchi, T. Kuroda, S. Muto, Y. Nishkawa,
O. Wada, Jpn. J. Appl. Phys. 38, 4680 (1999).
[8] G. Bergmann, Phys. Rep. 107, 1 (1984).
[9] W. Desrat, D.K. Maude, Z.R. Wasilewski, R. Airey,
G. Hill, Phys. Rev. B 74, 193317 (2006).
[10] B.N. Murdin, K. Litvinenko, J. Allam, C.R. Pid-
geon, M. Bird, K. Morrison, T. Zhang, S.K. Clowes,
W.R. Branford, J. Harris, L.F. Cohen, Phys. Rev. B
72, 085346 (2005).
[11] W. Zawadski, P. Pfeffer, Semicond. Sci. Technol. 19,
R1 (2004).
[12] S.D. Ganichev, V.V. Belkov, L.E. Golub,
E.L. Ivchenko, P. Schneider, S. Giglberger, J. Eroms,
J. DeBoeck, G. Borghs, W. Wegscheider, D. Weiss,
W. Prettl, Phys. Rev. Lett. 92, 256601 (2004).
[13] E.A. de Andrada e Silva, Brazil. J. Phys. 26, 1
(1996).
[14] G. Lommer, F. Malcher, U. Rossler, Phys. Rev. Lett.
60, 728 (1988).
[15] J. Luo, H. Munekata, F.F. Fang, P.J. Stiles, Phys.
Rev. B 41, 7685 (1990).
[16] M.M. Hasegawa, E.A. de Andrada e Silva, J. Super-
cond. Incorporating Novel Magnetism 16, 271 (2003).
[17] R. Dalven, Solid State Physics, Vol. 28, Eds.
H. Ehrenreich, F. Seitz, D. Turnbull, Academic Press,
New York 1973, p. 179.
[18] D.L. Partin, Semicond. Semimetals 33, 311 (1991).
[19] Yu.A. Bychkov, E.I. Rashba, JETP Lett. 39, 78
(1984).
[20] E.A. de Andrada e Silva, G.C. La Roccam, F. Bassani,
Phys. Rev. B 50, 8523 (1994).
[21] W. Knap, C. Skierbiszewski, A. Zduniak, E. Litwin-
-Staszewaska, D. Bertho, F. Kobbi, J.L. Robert,
G.E. Pikus, F.G. Pikus, S.V. Iordanskii, V. Mosser,
K. Zekentes, Yu.B. Lyanda-Geller, Phys. Rev. B 53,
3912 (1996).
[22] T. Hassenkam, S. Pedersen, K. Baklanov, A. Kris-
tensen, C.B. Sorensen, P.E. Lindelof, F.G. Pikus,
G.E. Pikus, Phys. Rev. B 55, 9298 (1997).
[23] G. Yu, N. Dai, J.H. Chu, P.J. Poole, S.A. Studenikin,
Phys. Rev. B 78, 035304 (2008).
[24] S. Pedersen, C.B. Sorensen, A. Kristensen, P.E. Lin-
delof, L.E. Golub, N.S. Averkiev, Phys. Rev. B 60,
4880 (1999).
[25] S.V. Iordanskii, Yu.B. Lyanda-Geller, G.E. Pikus,
JETP Lett. 60, 206 (1994).
[26] V.A. Chitta, W. Desrat, D.K. Maude, B.A. Piot,
N.F. Oliveira, Jr., P.H.O. Rappl, A.Y. Ueta,
E. Abramof, Phys. Rev. B 72, 195326 (2005).
[27] A. Zduniak, M.I. Dyakonov, W. Knap, Phys. Rev. B
56, 1996 (1997).
[28] S.A. Studenikin, P.T. Coleridge, P. Poole, A. Sachra-
jda, JETP Lett. 77, 311 (2003).
[29] P.D. Dresselhaus, C.M.A. Papavassiliou,
R.G. Wheeler, R.N. Sacks, Phys. Rev. Lett. 68,
106 (1992).
[30] B.L. Altshuler, A.G. Aronov, D.E. Khmelnitzkii,
J. Phys. C 15, 7367 (1982).
[31] P.J. Lin, L. Kleinmanm, Phys. Rev. B 142, 478
(1966).
[32] M.M. Hasegawa, E.A. de Andrada e Silva, Phys.
Rev. B 68, 205309 (2003).
