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The Kronecker product of two homogeneous symmetric polynomials P, and P, 
is defined by means of the Frobenius map by the formula P, 0 P2= 
F(F-‘P,)(F-‘P,). When P, and Pz are Schur functions S, and S,, respectively, 
then the resulting product S, 0 S, is the Frobenius characteristic of the tensor 
product of the irreducible representations of the symmetric group corresponding to 
the diagrams I and J. Taking the scaler product of S,oS, with a third Schur 
function S, gives the so-called Kronecker coefficient C,,K = (S, 0 S,, S,) which 
gives the multiplicity of the representation corresponding to K in the tensor 
product. In this paper, we give an explicit formula for C,,, where I and J are hooks 
and K is arbitrary. 0 1989 Academic Press, Inc. 
INTRODUCTION 
Let a(S,) denote the group algebra of the symmetric group on n letters, 
i.e., I%(&) = (f: S, + C} where @ denotes the complex numbers. Let V(S,) 
denote the set of class functions of a(S,), i.e., those f E a(S,) which are 
constant on conjugacy classes. Then every homogeneous symmetric 
polynomial P of degree n can be written in the form 
V-1) 
where x is a class function uniquely determined by P, pi denotes the ith 
power symmetric function, and v,(a) gives the number of cycles of length i 
in 0. We refer to P as the characteristic of x. The max x -+ P defined by 
(I.1 ) shall simply be written as 
P= Fx. 
* Partially supported by NSF Grant DMS-85-05004. 
100 
OOZI-8693/89 $3.00 
Copyright 0 1989 by Academic Press, Inc. 
All rights oi reproductton in any form reserved. 
SCHUR FUNCTIONS OF HOOK SHAPES 101 
This map was first considered in this connection by Frobenius who proved 
that 
where SI is the Schur function indexed by the Ferrers diagram Z and x’ 
represents the irreducible character of S, corresponding to I. The so called 
Kronecker product of homogeneous ymmetric polynomials is of degree n 
defined in terms of F by setting 
(1.2) 
where P, = FxI, P2 = Fx2, and xIxz(cr) = x,(o) ~~(a) for all UE S,. Now if 
x1 and x2 are characters of representations of S,, then x1 xz is the character 
of the tensor product of these representations. Thus the expansion of 
P, 0 P, in terms of Schur functions gives the multiplicities of the 
corresponding irreducible characters in this tensor product. Thus it is of 
fundamental importance to determine the coefficients CIJK defined by 
c,.I,= (S, 0 s,, SK> (1.3) 
where (P, Q ) denotes the usual Hall inner product on symmetric 
functions. 
The main purpose of this paper is to show that for the case where Z and 
J are hook shapes we can give explicit formulas for the C,JK’s. We should 
note that in recent papers, Lascoux [S] and Gessel [3] developed similar 
but slightly different combinatorial interpretations for the C,JK’s where Z 
and .Z are hooks by showing that such CIJK count certain classes of per- 
mutations. Garsia and Remmel [2] showed how those two interpretations 
could be connected and in that process discovered a general algorithm for 
computing S,o S, as sums and differences of products of certain skew 
Schur functions. We shall show that at least for Z and .Z hooks, the Gar- 
sia-Remmel algorithm allows us to explicitly calculate the CIJK’s. Of course 
as a byproduct, we end up with explicit formulas for the count of the 
classes of permutations introduced by Lascoux and Gessel. However we 
should note that for Z and .Z hooks, CIJK is always either 0, 1, or 2 so that 
in the end the Lascoux and Gessel interpretations turn out to be elaborate 
schemes for interpreting simple numbers. One must point out however that 
Gessel’s interpretations of the C,JK’ s applies to much more general classes, 
i.e., Z and J can be any zigzag shapes and K can be any skew shape while 
Garsia and Remmel developed similar interpretations where J and K are 
arbitrary skew shapes and Z is a broken row shape. For such general 
classes of shapes, we have no explicit formulas or any simple combinatorial 
interpretation of the C,Ji s. Nevertheless, the methods we employ here do 
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have applications for the calculation of C,J,‘s beyond the case where I and 
J are hooks. For example, we can give relatively simple combinatorial 
interpretations for C,J, where I is a partition with three or less parts and J 
is of hook shape as well as a number of other special cases. Such results 
will appear in later papers. 
The outline of this paper is as follows. Under Section 1, we shall review 
the basic formulas and concepts needed to carry out our calculations. Then 
under Section 2, we shall show how the signed sums that result from the 
Garsia-Remmel algorithm can be simplified via a certain sign reversing 
involution to yield our explicit formulas. 
1. BASIC FORMULAS AND ALCDRITHMS 
Given a partition Z= (i,, . . . . ik) of n where 0 < i, < i, < . .. < ik and 
Cij = n, we let F, denote the Ferrers diagram of Z, i.e., FI is the set of left 
justified squares or cells with i, squares in the top row, i2 squares in the 
second row, etc. For example, 
F(I,z, 3.3) = 
Given two partitions Z= (ii, . . . . ik) and J= (ji, . . . . j,), we write I>J, if 
and only if k<l and kkPp<j,-,, for p=O ,..., k-l. If Z>J, we let FJ,, 
denote the Ferrers diagram of the skew shape J/I where F,,, is the diagram 
that results be removing the cells corresponding to F1 from the diagram FJ. 
For example, 
F (1,2,3,3)/(1,2) = 
A column strict tableau T of shape J/Z is a filling of F,,, with positive 
integers so that the numbers weakly increase from left to right in each row 
and strictly increase from bottom to top in each column. T is said to be 
standard if the entries of T are precisely 1, . . . . n where n = 1 J/Z1 = No. of cells 
in F,,,. We let f,,, and 9yJ,, denote the set of all column strict tableaux 
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and standard tableaux of shape J/I, respectively. Given TE jJ,,, the weight 
of T, o(T), is the monomial that results by replacing each cell with an i in 
it by xi and taking the product over all cells. For example, if 
then o(T) = x:x:x3. 
This given, the skew Schur function S,, is defined by 
SJ,,(xl, x2, . ..) = 1 w(T). (1.1) 
T E .9//i, 
The special case of (1.1) where Z is the empty diagram, i.e., Z= 0, defines 
the usual Schur function SJ. Given TEAM,,, we shall write sh(T) for the 
shape of T, i.e., sh( T) = J/Z. For emphasis, we shall often refer to those 
shapes which arise directly from partitions J as straight shapes so as to 
distinguish them among the general class of skew shapes. If n is an integer, 
we shall write S, for the Schur function corresponding to the partition of n 
consisting of one part of size n. 
Given a skew shape of Ferrers diagram D, we shall say D, + . . . + 
D, = D is a decomposition of D if there exists an increasing sequence of 
shapes Z = I, < I, < . . . <Zk= J such that D = J/Z and Di= Ii/Ii-, for 
i = 1, . . . . k. For example, (1,2)+(1,2, 3, 3)/(1,2)+(1, 3,4,4,4)/(1,2,3,3) 
is a decomposition of the shape (1,3,4,4,4) corresponding to the 
increasing sequence of diagrams 0 < (1,2) < (1,2,3,3) < (1,3,4,4,4). 
Next we need to consider rules to compute the so-called Littlewood- 
Richardson coefficients which are defined by 
g IJK= <S,S,~SK~~ (1.2) 
Let Z * J denote the skew diagram that results from F, and FJ by placing F, 
on top of FJ so that the start of the top row of FJ is just below the end of 
the bottom row of F,. For example, 
104 JEFFREY B. REMMEL 
Then clearly S, _ J = S,S, so that computing the g,J,‘s is just a special case 
of expanding an arbitrary skew Schur function as a sum of Schur functions. 
Such an expansion can be computed via the following version of the 
Littlewood-Richardson rule due to Remmel and Whitney [lo]. 
Skew Schur Function Expansion Rule 
To compute sJil = Ck gJ1I.K SK: 
(1) Form the reuerse lexicographic fifling of J/Z, rl( J/Z), which is the 
filling of FJ,, which starts at the bottom right corner of F,,, and fills in 
the integers 1,2, . . . . n in order from right to left and bottom to top. For 
example, 
n 6 
(2) We say a standard tableau T is (J/Z)-compatible if
(a) whenever i+ 1 is immediately to the left of i in rl(J/Z), then in 
T, i + 1 occurs to the southeast of i in the sense that the cell of T which 
contains i+ 1 is strictly to the right and weakly below the cell of T which 
contains i. 
(b) whenever y is immediately above x in rl(J/Z), then in T, y 
occurs to the northwest of Tin the sense that the cell of T which contains y 
is strictly above and weakly to the left of the cell of T which contains x. 
Then g J,,,K is the number of (J/Z)-compatible tableaux of shape K 
It is good to visualize the condition ‘i+ 1 southeast of i’ and ‘y northeast 
of x’ respectively by the patterns 
Thus for our example above, conditions (a) and (b) may be summarized by 
the patterns 
2% 45, 
2,,4,, 6,. 
This given, the collection of (J/Z)-compatible tableaux can easily be con- 
structed by adding squares labeled 1, 2, . . . . n in succession, always main- 
taining standardness and obeying each time conditions (a) and (b). In our 
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example, one is naturally lead to the following tree for constructing the 
(J/Z)-compatible tableaux. 
/ /13 4 
2 24 
4/“\ 
4 
13 
25 2 24 
6 6 6 
4 46 4 4 24 246 
25 25 2 26 135 135 
13 13 135 135 
Having constructed the tree, one can easily read off the expansion of S,, as 
SW= c &b(T), 
r 
T(J/I)-compatible 
(1.3) 
where sh(T) denotes the shape of T. Thus in our example, 
~~1,2.3,3)/~1,2)=~~1,1,2.2~ +~(2,2,2,+~~*,1,1,3,+2~(1,2,3,+~(3,3,. 
We are now in position to state the key rules we shall need for the 
Kronecker product. The following are easily established from the 
definitions of the Kronecker product 
s”os;,=s~ (1.4) 
Sl” Q SA = s,, where I’ denotes the conjugate of Iz (1.5) 
s,~s,=s,~s,=s;.~~s,~=s,.~s,~ (1.6) 
(P+Q)oR=POR+QoR. (1.7) 
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Littlewood [6] proved the following 
where p, r, ;I, p, are straight shapes. Garsia and Remmel [2] then used 
(1.8) to prove 
(sff.sK)oDD= c (sffosD,)~(sKosD,)~ (1.9) 
D,+Dz=D 
l&l = IHI 
ID21 = If4 
where here H, K, and D can be arbitrary skew shapes and the sum runs 
over all decompositions of the skew shape D. In particular, one can easily 
establish by induction from (1.9) that 
(S”, ’ ’ . s,) 0 SD = 1 SD, ’ ’ ’ SD,, (1.10) 
D,+ ... +Dk=D 
ID,1 = n, 
where the sum runs over all decompositions of D of length k such that 
jDil =ni for all i. Then (1.10) allows one to compute arbitrary S, 0 S, by 
using the Jacobi-Trudy identity [9] 
SAla = det I%, + ;) - cp,+jh (1.11) 
where ,I=(O<i, < ... < A,), p = (0 < pr < . . .p,,), and S, is interpreted to 
zero if n is negative. 
The combination of formulas ( LlO), (1.1 1 ), and our skew Schur function 
expansion rule provides the most powerful and efficient echnique we know 
of for computing expansions of Kronecker products. As an example 
consider the computation of S,,,,, 0 SC3,3j. We first express 
S =s,sq-sIL& 
via the Jacobi-Trudy identity. Then by (l.lO), 
and 
s, s5 0 S(3.3) = s, . S(3.3),(1) = s 
‘$1 
. 
(1.12) 
(1.13) 
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Finally we can easily compute (1.12) and (1.13) by our skew Schur 
function expansion rule. That is, one can easily calculate that 
2. THE KRONECKER PRODUCT OF HOOK SHAPES 
Under this section we shall state and prove our explicit formulas for the 
Krcnecker product of hook shapes. However, we need to make a few 
remarks before we can state our main theorem. Recall that for a straight 
shape I, we call A a hook shape if II = (l’, n - k) for some k. We say R is a 
double hook shape if the Ferrers diagram of A results by placing a hook 
shape on top of a larger hook shape, i.e., if I = (l’, 2k, VZ, n) where k, 12 0 
and 2 6 m <n. See Fig. 2.1. We note also that in view of (1.6), there is no 
loss in generality when considering the Kronecker products of Schur 
functions of hook shapes to restricting our attention to products of the 
form 
SW%) 0 +‘J) where sgt and s+t>n+l. (2.1) 
That is, if we start with a product like s(16,3) 0 SC17,2j which does not satisfy 
(2.1) we can easily use the identities SA Q S, = S, 0 SA and Sn 0 S, = 
Sj., 0 Sa, to find an equivalent Kronecker product of hook Schur functions 
which does satisfy 2.1. For example, SC16,3j CJ SC,7,2) =S(~Z,,) Q Sf,,8j, 
We can now state our main result. 
n L 
FIGURE 2.1 
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THEOREM 2.1. Let c1 = (S,,.-,,,s, 0 S,,. -,,,), S,) where s d t, s + t > 
n + 1, and A is a straight shape. Then 
(a) ci, = 0 if A is not a hook or double hook shape, 
(b) c,=X(s+t-n-ldrGs+n-t)ifAishookshape(l”-’,r), 
(c) finally if A is a double hook shape (l’, 2k, p, q) 
where k,I>O, and 2<p<q, we let u=max(p,s+t-n), v,,= 
min(q,s-k-l), v, =min(q,s-k), o=s+t-I-2k, andx=Lw/2J. Then 
r 
0 if p+k>s 
CA= x(u<x- 1 <v,)+~(udx6v,) if p+k<s andw even 
~(u<x~uv,)+~(u~x,<v*) if p+k<sandw odd. 
Here for any statement P, x(P) = 0 if P is false and x(P) = 1 if P is true and 
for any rational number r, LrJ denotes the greatest integer less than or 
equal to r. 
Before proceeding with the proof of Theorem 2.1, we consider its 
application for the product SC16,4j 0 S(,J,,). Thus if c1 = c(16,4)(13,7)i, then 
(a) c~),~,~) = 0 since (3, 3,4) is neither a hook nor a double hook 
shape. 
(b) c~,s,.~=~ sinces+t-n-1=4+7-11=0<5<s+n-t=7. 
(cl c(,,,,~,~)=O since in this case I= 1, k= 1, p= 3, and q=4. Thus 
p+k=4<s=4 and u=max(3,4+7-10)=3, v,=min(4,4-l-1)=2, 
v,=min(4,4-1)=3, 0=4+7-l-2=8, x=4, and c(,,,,,,=x(3<4- 
1<2)+~(3<4<3)=0. 
(d) ~~~2.~4) = 1 since in this case I= 2, k = 2, p = 2, and q= 2. Thus 
p+k=46s=4 and U=max(2,4+7- 10)=2, v,=min(2,4-2- l)= 1, 
v, = min(2,4 - 2) = 2, w=4+7-2-4=5, x= 2, and C(12.24) = 
x(2<2< l)+x(2<2<2)= 1. 
(4 ~~,4,~,~)=2 since in this case 1=4, k=O, p=2, q=4 so that 
p+k=2<s=4 and u=max(2,4+7-10)=2, v,=min(4,4-O-1)=3, 
v1 = min(4,4 - 0) = 4, w=4+7-4-0=7, x=3 and c(l’,2.3) = 
~(3<3<3)+~(3<3<4)=2. 
(0 ~(~5,~,~)=2 since in this case 1 =5, k=O, p=2, q=3 so that 
p+k=2<4 and u=max(2,4+7- 10)=2, v,=min(3,4-O- 1)=3, 
v1 = min(3,4 - 0) = 3, w=4+7-5=6, x = 3, and c(1s,2,3) = 
x(2 < 3 - 1 d 3) + x(2 < 3 < 3) = 2. 
Proof of Theorem 2.1. Note that it is easy to see from our rule for 
multiplying Schur functions that 
s*s,n-& = s(l”-l,s) + s(*“-r-l,s+ ,) (2.2) 
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so that 
s(,“-l,s) = SsSp-“- s(p-l,s+ 1) (2.3) 
from which it easily follows by induction that 
s(l”-s,s) = i (- l)k-SSkS,“-k> 
k=s 
(2.4) 
Thus 
S(FJ) 0 S(W,,) = k~~(-l)k-‘(sk’s,n-I)os~,~-~,,,. (2.5) 
Next we want to apply the Garsia-Remmel formula (1.9) to the terms in 
the sum of the left-hand side of (2.5). That is, by (1.9) we have 
Sk. S,“-t 0 f&-t,,) = c 6kO s,,)(s,.~k 0 SD,). (2.6) 
D,+Dz=(I”-‘,l) 
IDI1 =k 
Now the decompositions of the hook shape (ln-‘, t) are very simple as one 
can see in Fig. 2.2. 
Thus using (1.4) and (1.5) we can easily see that (2.6) becomes 
where the sum runs over all r such that 1 < r < k, r < t, and k - r < n - t. By 
plugging (2.7) into (2.5), we get 
+J,,) os(,“-‘,,)= f 1 (- l)k-SS(lk-,,,).S1’-‘Sn-,~(k--r). (2.8) 
Next we shall apply our Schur function multiplication rule to expand a 
typical term in the sum on the left-hand side of (2.8). The reverse 
lexicographic tilling for the skew shape 1 corresponding to the product 
S(l’-‘.r) . sI,+, . s,, _ fP (k _ rj iS pictured in Fig. 2.3a. 
(1 k-r,r) = D, 
FIG. 2.2. Decompositions of the hook shape (l”- ‘, 1) 
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FIG. 2.3 (a) Reverse lexicographic tilling for S,,h-,,,, .S,f-,.S( n-,,-, km,,. (b) Typical 
A-compatible tableaux and corresponding three-color diagram (k < j < I < M < n). 
It is then easy to see from our skew Schur function expansion rule that 
the only I-compatible tableaux will have the following properties: 
I. the numbers 1 through r will be in the first row and the number 
r + 1, . . . . k will be in the first column so that we can recover the hook shape 
(lkMr, r) by looking at the shape occupied by the numbers 1, . . . . k; 
II. the numbers k + 1, . . . . I = k + t - r will be placed along the out- 
side of the hook so that no two cells containing numbers in this range lie in 
the same row and the numbers increase from bottom to top; and 
III. the numbers I+ 1, . . . . n are placed on the outside of the shape 
corresponding to the numbers 1, . . . . I in such a way that no two cells con- 
taining numbers greater than I lie in the same column and the numbers in 
such cells increase from left to right 
Now it follows from I-III that I-compatible tableaux for skew shapes ;1 
corresponding to terms on R.H.S. of (2.8) correspond exactly to three- 
colored diagrams for s and t which consist of Ferrers diagrams whose cells 
are colored, white, blue, and green in such a way that 
(A) the white cells are in the shape of a hook ( lk-‘, r) where k 2 s, 
r,<t, and k-r<n-t, 
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(B) the blue cells lie along the boundary of the white cells in such a 
way that no two blue cells lie in the same row and 
No. of white cells in 1st row + No. of blue cells = t. 
(C) the green cells lie on the outside of the white and blue cells in 
such a way that no two green cells lie in the same column. 
Now it is easy to see that from any three-colored iagram we can recover 
the skew diagram corresponding to the product on the R.H.S. of (2.8) from 
which it arose and we can recover the sign (- l)k-s associated to the 
product since k = size of the hook = No. of white cells. See Fig. 2.3(b). It 
thus follows from (2.8) and our Schur function multiplication rule that if 
CD@, t) denotes the collection of three-colored diagrams for s and t, then 
we have the following. 
LEMMA 2.2. 
ql”-s,s) 0 S(l”-‘,r) = c %ntT) &h(T) (2.9) 
TECD(S,~) 
where the sign of any three-colored diagram for s and t is given by 
sgn(T)=(-l)lqw-” and 1 T1, = No. of white cells in T. 
Note that it follows immediately from Lemma 2.2 that cI = 0 if 1 is not a 
hook or a double hood since all TE CD(s, t) have the shape of a hook or 
double hook. 
Our next task is to define a sign reversing involution f: CD(s, t) + 
CD(s, t) in such a way that we can cancel all terms involving negative signs 
from the right-hand side of (2.9). That is, given a three-colored diagram T, 
consider the first row of T. First suppose that there is a blue cell in the first 
row of T. Note that for any TE CD(s, t), if there is blue cell in the first row 
of T, our conditions ensure that there is at most one blue cell in the first 
row of T. Moreover one can easily verify that if f( T) is the diagram that 
results from T by changing the color of that blue cell to white, then f( T) is 
also CD(s, t), sh( T) = sh(f( T)), and sgn( T) = -sgn(f( T)). Next suppose 
T is a three-colored diagram with at least two white cells in the first row 
and at least s + 1 white cells all together, but T has no blue cells in the first 
row. In such a case, we let f(T) denote the diagram which results by 
changing the color of the rightmost white cell in the first row to blue. Once 
again it is easy to check that f(T) E CD(s, t), sh( T) = sh( f( T)), and 
sgn( T) = -sgn(f (T)). Finally we let f(T) = T if T does not satisfy one of 
the two conditions above. Now it is easy to see that f 2( T) = T for all T in 
CD@, t) and that if f (T) # T, then 
s&T) &h(T) + w(f(TN &h(f(T)) =o. (2.10) 
481/120/l-8 
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Thus (2.9) reduces to 
S(P *..sj 0 s,v ‘,r)= c sgn(T) &w). (2.11) 
TeCD(s,f) 
f(T)= ?- 
Next consider those TE CD(s, t) which are fixed points off: Clearly we 
have two possible cases. 
Case 1. T has no blue cells in the first row, T has only one white cell in 
the first row, and 1 TJ w > s. 
Case 2. T has no blue cells in the first row, T has at least two white 
cells in the first row, and 1 Tj w = s. 
We note that in Case 1, ( TI, > s is impossible for in such a case the hook 
corresponding to the white cells is of the form ( lk) where k > s. But since 
we assumed s + t 2 n + 1, then n - t < s - 1 so that there are at most s cells 
in the first column of the hook (In-‘, t). But our hook of white cells must 
be contained in the hook (l”-‘, t) so that the only possibility in Case 1 is 
when k = s and s-t t = n + 1. Thus we can characterize FCD(s, t) = 
{ TE CD(s, t) If(T) = T} as those three-colored iagrams T for s and t such 
that (i) T has no blue cells in the first row and (ii) 1 TI, = s. Note that since 
the sgn(T)=(-l)lT1~U-Ss, we have sgn(T)= I”-“= 1 for all TEFCD(S, t). 
Thus we have proved the following. 
LEMMA 2.3. Zfs+tkn+l ands<t, then 
(2.12) 
where FCD(s, t) consists of all three-colored iagrams T such that T has no 
blue cells in the first row and ( TI o = s. 
Note that Lemma 2.3 and the orthonormality of the Schur functions 
under the Hall inner product immediately ield the following combinatorial 
interpretation of c;. for any shape A. 
cA= I{TI TEFCD(S, t) and sh(T)=l}(. (2.13) 
Thus to complete the proof of Theorem 2.1, we need only verify that our 
formulas for cA count the requisite number of three-colored diagrams. 
Let us first consider the case when A. is a hook shape. For TE FCD(s, t), 
the hook of white cells of T is of the form (i”-“, x) where (l”-“, X) must fit 
inside the hook (l”-‘, t). Now since by assumption s G t, it follows that the 
only restriction on x arises from the fact that s -x < n - t and hence we see 
that the possible range of x is s + t - n d x 6 s. Once we are given the hook 
of white cells (l”-“, x), we know that there are t-x blue cells in T which 
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must all lie in the first column so that the shape of the white and blue cells 
in Tis (ls+‘-2X, x). For such an arrangement of white and blue cells, there 
are only two possibilities for the positions of the remaining (n - t) - 
(s-x)=x- (s + t-n) green cells in a hook shape, namely either all the 
green cells are in the first row giving rise to the shape ( ls+‘-2x, 2x - 
(s + t-n)) or there is one green cell in the first column and the rest of the 
green cells lie in the first row giving rise to the shape ( ls+f-2X+ ‘, 2x- 
(s + t -n) - 1). Now it is easy to see that as x varies between s + t - n and 
s, the numbers 2x-(s+t-n)-1, 2x-(s+t-n) hit each number r 
between s+ t--n - 1 and s + n - t once and only once. Thus there is 
exactly one three-colored diagram T of shape (l”-‘, r) in FCD(s, t) if 
s + t - n - 1 < r < s + n - t and otherwise there are no three-colored 
diagrams T of shape (l”-‘, r) in FCD(s, t). Hence ccl”-,,,) = 
x(s + t - n - 1 < r <s + n - t) as claimed. 
Finally, let us consider the case when A = (l’, 2’, p, q) is a double hook 
shape with 2 <p < q and k, 1 >O. First observe that for a three-colored 
diagram T of shape il in FCD(s, t), the first p cells in the first row must be 
white since there are no blue cells in the first row of T and we never have 
any cell on top of green cell in T by our definitions. Moreover the first 
k + 1 cells in the first column must also be white. That is, in the second 
column of T there are k + 2 cells of which the bottom cell must be white, 
the top cell may be green or blue, and the remaining k cells must be blue 
since we allow at most one green cell in each column. Thus since we never 
allow two blue cells in the same row nor allow a green cell to be to the left 
of a blue cell, it follows that the bottom square plus the next k cells in the 
first column must be white. Thus we are forced to have k + p white cells in 
T. Since T must have exactly s white cells, it follows that ci, = 0 if k + p > s 
as claimed. 
Thus we are reduced to the case where k + p < s. Note that as pictured in 
Fig. 2.4, once we specify the hook of white cells (l”-‘, r) in a three-colored 
diagram T of shape A = (l’, 2k, p, q) where TE FCD(s, t), then there are 
only four possibilities to till in the rest of the cells in the shape depending 
upon whether or not we place any green cells in the first or second column. 
That is, our conditions for FCD(s, t) force (i) all cells in the first row 
outside of the white hook to be green, (ii) all cells in the first column’out- 
side of the hook to be blue except possibly for the top most which may be 
blue or green, (iii) all cells in the second column to be blue except for the 
bottom cell which is white and the top cell which may be either blue or 
green, and (iv) all cells past the first two cells in the second row to be 
green. Thus, we are reduced to the following four cases: 
(a) there are no green cells in the first or second column, 
(b) there is one green cell in each of the first two columns, 
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(a) b-4 
k+ Q+z 
i i 
P r 9 
w 
k+ Q+P 
(d) 
k+Q+2 
0 0 
1 i 
0 d j q d P ' q 
FIGURE 2.4 
(c) there is no green cell in the first column and one green cell in the 
second column, and 
(d) there is one green cell in the first column and no green cell in the 
second column. 
Next we observe that once we have decided the number of green cells 
which occur in the first two columns the value of I is completely deter- 
mined by the condition 
r = No. of white cells in first row + No. of blue cells in T 
= r + No. of blue cells in T. (2.14) 
For example in case (a), we see that 
t=r+k+l+[k+Z+2-(s-r+l)-J (2.15) 
which we can solve for r to determine that 
s+t--I-2k-2 
r= 
2 . 
(2.16) 
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Similar calculations can be done in the other three cases which yield the 
values of r as summarized below. 
Case a. r = 
s+t--I-2k-2 
2 ’ 
Case b. r = 
s+t-1-2k 
2 ’ 
Case c. r = 
s+t-I-2k-1 
2 . 
Case d r=s+t-l-2k-l 
2 ’ 
We immediately see that for any fixed I, we can have at most two of the 
cases apply depending on whether o = s + t - I- 2k is even or odd. The 
only remaining thing that we must check is whether or not the hook of 
white cells is long enough so that we actually have pictures like those of 
Fig. 2.4 where (A) the number of white cells in that first row is enough to 
ensure that no two green cells are on top of each other. (B) the number of 
white cells in the first column is enough to ensure that no two blue cells are 
in the same row, and (C) in cases (b) and (d), the white cells do not cover 
the entire first column. 
Thus to complete our argument we must examine what conditions 
(Ah(C) require in each of our four cases. 
Case a. Note that p < r is forced by condition (A) and that 
s-r + 12 k + 2 or equivalently that r GS- k- 1 is forced by condition 
(B). Note that in addition for all cases we have r < q and 
s-r+l<k+l+2 or s-k-l-l<r forced by the shape of I and 
s - r < n - t or s + t - n < r is forced by the fact that the hook of white cells 
must be contained in (l”-‘, t). Thus in casea, r=(s+t-1-2k-2)/2= 
(0 - 2)/2 must satisfy 
max(p,s+t-n,s-k-1-l)<r<min(q,s-k-1). (2.17) 
Note however that since s < t, 
s-k-l-l= 
2s-2k-21-2<s+t-2k-l-2 
2 2 
= r, 
so that the condition s - k - I - 1 d r is automatically satisfied. Thus r must 
satisfy 
max(p,s+t-n)<r<min(q,s-k-1). (2.18) 
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Case b. Again p ,< r is forced by condition (A) but only 
s-r+ 12 k+ 1 or equivalently r <s-- k is forced by condition (B) since 
the cell next to the top cell in the second column may be blue or green in 
this case. Condition (C) forces that s-r + 1 d k + I+ 1 or s-k- 16 r. 
Thus in case b, r = (s + t - I- 2k)/2 = w/2 must satisfy 
max(p,s+t-n,s-k-I)<rQmin(q,s-k) (2.19) 
Once again the condition that s - k - I < r is automatically satisfied due to 
the fact that s < t. That is, s-k - I= (2s - 2k - 2412 < (s + t - 2k - I)/2 = r. 
Thus in case b, r must satisfy 
max( p, s + t - n) < r < min(q, s - k). (2.20) 
Case c. Just as in case b, p < r is forced by condition (A) and r < s - k 
is forced by condition (B). Thus in case c, r = (s + t-l- 2k - 1)/2 = 
(0 - 1)/2 must satisfy 
max(p,s+t-n,s-k-I-l)<r<min(q,s-k). (2.21) 
Once again it is easy to check that s - k - I - 1 d r is forced by the fact that 
s < t so that in case c, r must satisfy 
max( p, s + t-n) < r < min(q, s-k). (2.22) 
Case d. Just as in case a, p < r is forced by condition (A) and 
r < s - k - 1 is forced by condition (B). As in case b, s - k - I < r is forced 
by condition (C). Thus in case d, r = (s + t - I- 2k - 1)/2 = (o - 1)/2 must 
satisfy 
max(p,s+t-n,s-k-I-l)<r<min(q,s-k-1). (2.23) 
Note that unlike cases a, b, and c, we must have I> 0 since otherwise we 
would have a green cell to the left of a blue cell at the top of the first two 
columns. However the condition that l> 0 is already forced by the con- 
ditions that w is odd and r<s-k- 1. That is, if I=O, then w=s+ t-2k 
so that s+t is odd and hence s<t. But then r=(s+t-2k-1)/22 
(s + (s + 1) - 2k - 1)/2 = s - k. Moreover since the conditions that w is odd 
and r < s - k - 1 force l> 0, those two conditions also guarantee that 
s - k - I < r is automatically satisfied. That is, if I > 0, then 
s-k-I=2s-2k-21<2s-2k-I-1<s+t-2k-I-1 
2 2 ’ 2 
= r. 
Thus case d applies if r satisfies 
max(p,s+t-n)<r<min(q,s-k-l). (2.24) 
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c(15,5) = ’ 
C(,2 24) = ’ 
‘(14,2.4) = 2 
‘(15,2,3) = 2 
FIG. 2.5. Three-colored diagrams counted by c1 for the product SC,6.,+). S~,I,,). 
Our formulas for ci in the case where 1 is a double hook now easily 
follow from (2.18), (2.20), (2.22), and (2.24). Indeed in the explicit case 
where we computed the coefficients cA for the product s(16,4) 0 SC13,,) one 
can easily construct the three-colored diagrams which c1 counts; see 
Fig. 2.5. 
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