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Abstract: 
In this paper, we present new class of hybrid linear multistep methods with nested hybrid predictors for the 
numerical integration of initial value problems in ordinary differential equations. The derivation of the method is 
based on interpolation and collocation procedures. The region of absolute stability of the new scheme is 
investigated using the boundary locus method. The method is demonstrated on some linear and non-linear 
problems; numerical results are tabulated and are compared with some existing methods.  
Key words: Interpolation, collocation, nesting, hybrid, predictors, linear multistep methods. 
1.Introduction 
Most mathematical formulation of practical problems in Science and Engineering often lead to solving initial 
value problems in ordinary differential equations of the form 
    0 0' , ,y f x y y x y                                                                            (1.1) 
                
1: m mf    
The solution to this class of problems is the major interest in this paper. Some of these problems do not have 
analytic solutions. It is of this need that many researchers have developed numerical methods to finding the 
approximate solutions to the problems.  The Authors (Butcher, 2005), (Butcher and Hojjati, 2005), (Burrage and 
Tian, 2001), (Enright, 1974,2000), (Okuonghae, 2010), (Okuonghae and Ikhile, 2011) among others have 
developed methods for solving first order initial value problems in Ordinary Differential equations. This is still 
an active part of research.  
Linear multistep methods are popular methods for solving initial value problem in ordinary differential 
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y h f 
 
                                                                                    (1.2) 
where ∝𝑗 , 𝛽𝑗 are uniquely determined and ∝𝑗+ 𝛽𝑗 ≠ 0 and ∝𝑘is  taken as I. The method in (1.2) has order and 
stability barrier, (Dalquist, 1963). These constraint has motivated many researchers (Ikhile, 2007), (Okuonghae 
and Ikhile 2013) among others to derived hybrid linear multistep method with the aim to circumvent the 
constraint. 
Okuonghae and Ikhile (2012), proposed a class of A( )- stable hybrid linear multistep method for stiff, IVPs in 
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y y f h f   

                                                                       (1.3) 
by adding an extra hybrid term n vhf   to the right hand side of (1.3) and replaced the term 'n kf   by 'n vf   to 
obtain the continuous algorithms of the form 
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1t k   , 
1
2
v k     with the hybrid predictor  
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       , 1k t   and 
1
2
t k  , 1,2...k   
This method contains more stable members than the SDLMM proposed by (Enright, 1974). Following similar 
ideas of (Enright,1974) and (Cash, 1981), we derived a method of the form  
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        
 
                               (1.4) 
of order 2 2p k   
with one off-step point and nested hybrid predictors of the form 
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                             1.5  
of order 
* 2 3p k   and  
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of order 







































  are constant 
parameters to be determined. These constant parameters are chosen in order to make the order as high as possible 





in (1.4) are normalized i.e 1k  and 1n nh x x   is a fixed mesh size. 
The hybrid parameters 𝑉𝑚,𝑉𝑙  𝑎𝑛𝑑 𝑉𝑙+1 are incorporated to provide collocation points. Where 
, 1
,n v n vl n vm ly y y     and 0n vy   are the hybrid solution at the respective grid points, 𝑦𝑛+𝑘, is the ultimate 
solution. The mv  and lv  are off-steps and are chosen as 
1
2








 ,  0 1 1l m  , 
 0, , v ,l lv k j   0 1j k  where k  is the step-number and taken as 1,2,3,...k   The hybrid predictor 
generates other hybrids and are  nested into the method to improve stability of the method. 
2.   Derivation of the hybrid methods 







y x a x

                                                                                                2.1  







is polynomial basis function and j  are real parameter 
constants to be determined. Differentiating (2.1) twice we obtain 








                                                                                                    2.2  
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                                                     2.4  
Solving equation (2.4) with mathematica 10.0 software, we obtain the scheme in n jy  , n jf   , n vmf  ,
'n kf  ,  0 1j k  , 1,2,...k   
3. Derivation of the hybrid predictors 
 The corresponding numerical solution of the nested hybrid predictor in (1.5) is assume in the form of the 













                                                                                                   3.1  
,jc   0 1 2 3j k   are real constants to be determined following similar procedures as in section 2 and  
appeared in nested form. 
4.   The Order of the Hybrid Method 
 The difference operator L  associated with the hybrid linear multistep method version of (1.4) is defined as 
      
       
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y x jh y x v hL y x h y x jh h





      
 
                4.1  
where    ,ny x a b  is an arbitrary function. 
Definition1:  
The hybrid linear multistep methods (1.4) is said to be of order p  if   
0 1 ... 0pc c c    and 1 0pc    1pc  is the error constant. 
Proposition 
The error constant 1pc   associated with the hybrid linear multistep method (1.4) is  
 
 
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   
     
                                         4.2  
Proof: 
 The difference operator   associated with the hybrid linear multistep method (1.4) is defined as 
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       
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 
 
where    ' , y ,n n ny x jh f x jh jh        ' , yn m n m n my x v h f x v h v h    ,  
   '' ' , yn n ny x kh f x kh kh     
The Taylor series expansion about nx  gives  
          
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Grouping in power of h , we obtain  
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 The proof is complete! 
The local truncation error of the predictors in  1.5 and  1.6 are respectively 
     * 1 * 1 * 2* 11 1 0
p p p
n v n v p nl l
y y x c h y x h         
and 
     ** 1 ** 1 ** 2** 10 0 0
p p p
n v n v p ny y x c h y x h
  
      where * 1pc   and ** 1pc  of the predictors in 
 1.5 and  1.6  respectively 
Definition 2:(cf: Widlund, 1967) 








   If the wedge,   :| | , 0s z Arg z z     is contained in its region of absolute stability. The largest 
angle   is the angle of absolute stability.  
Definition 3:    
A numerical algorithm is said to be A-stable if the region of absolute stability of the scheme lie entirely in the 
left half of the complex plane   
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The discrete coefficients of the method in (1.4) 
K 1 2 3 4 5 















































































































































































































 Examples of  the Methods in (1-4 – 1.6) and error constants. 
For 1k  , 5p  , 0m  , 0
1
2
v   
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5. Stability of the hybrid schemes 
The stability of the hybrid schemes are investigated through the boundary locus method. Combing the schemes 
in (1.4) – (1.6) and applying to the scalar test problem 'y y  yields the stability polynomial of the hybrid 
scheme as 




















































































kA r . 
To obtain the curves the stability polynomial for each k is plotted and the region of absolute stability of the new 
scheme reveals that the scheme is zero-stable and A stable for 1,2,3,4,5k  and  A   stable for 
6,7k  and instability sets in for 8k  . The new scheme contain more stable members than in (Enright, 1974) 
and (Cash,1981) 
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Table 2.  
 A  -stability for 𝑨 − 𝑬𝑩𝑫𝑭, 𝑴𝑬𝑩𝑫𝑭,   SDLMM, Mehdizadeh, etal and the new method. 
K 1 2 3 4 5 6 7 
A EBDF    90 90 90 88.85 84.2 75 61 
MEBD    90 90 90 88.4 82.5 74.5 62 
SDLMM    90 90 87.88 82.03 73.10 89.95 37.61 
MEHDZADEH etal  
   
90 90 90 90 89.11 73.46 61.05 
NEW METHOD
   
90 90 90 90 90 89.71 80.12 
 
6. Numerical Implementation 
Our aim in this section is to solve some existing problems in ordinary differential equations and compare 
numerical results with other existing methods. The solution components are resolved by applying the new 
Raphson scheme 
 
         
1
1s s s s
n k n k n k n ky y J y F y


     , 0,1,2,3,...s   
where 
  sn kJ y  is the Jacobian matrix from the method. The starting value for the Nweton-Raphson scheme is 
generated from the explicit Trapezoidal rule using fixed step-size h. 
We considered the following problems;  
Problem 1  
Nonlinear problem in (Enright,1974) and (Higham etal, 2000 ). 
4
1 1 2 3' 0.04 10 ,y y y y     1 0 1y   
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2 1 2 3 2' 0.04 10 3 ,y y y y y      2 0 0y   
7 2
3 2' 3y y  ,  3 0 0y     ,   0,3 , 0.0001x h   
Problem 2 
  Linear problem discussed in Enright,(1974) and  Higham etal,( 2000 ). 
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,  0,5 , 0.0001x h    
Problems 3 
Oscillatory problem in Enright etal, (1975). 
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Table 3:  
                      Results of   Problem 1
 
X OKOUNGHAE[2010] ODEISS SDLMM[1974] THE NEW METHOD 
0.0000 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000 
1.0000 3.074626578393852E-005 3.074633616699499E-005 3.814047909744147E-005 3.0745868197E-005 
2.0000 2.701783871220487E-005 2.70181637986833E-005 4.008347257110652E-005 2.7017566842E-005 
3.0000 2.4383333867114715E-005 2.48383187366613E-005 4.245457651781839E-005 2.4383138063E-005 
 
Table 4:                                   Numerical Result of Problem 2 
X OKOUNGHAE[2010] ODE15S SDLMM[1974] THE NEW METHOD 
0.0000 1.000000000000000 1.000000000000000 1.000000000000000 1.000000000000000 
1.0000 0.90437418035960 0.94938740918820 0.904837269447746 0.904028369707018 
2.0000 0.819092130934865 0.818730592376307 0.818730592376307 0.818722565811390 
3.0000 0.740818220681718 0.741543181821252 0.740818070634993 0.740810812536555 
4.0000 0.670320046035639 0.671251130058352 0.670319909449178 0.670313342868700 
5.0000 0.606530659712633 0.60736863660 0.60653053598027 0.606524594436367 
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Table 5:                                   Numerical Result of Problem 3 
X EXACT SOLUTION THE NEW METHOD ODEI5S SDLMM[1974] 
0.0000 1.000000000000000 1.000000000000000 1.000000000000000 1.000000000000000 
1.0000 -3.8538751357048E-005 -3.8515620444E-005 -3.903944217556801E-005 -3.836188649062032E-005 
2.0000 1.40314019820908E-009 1.402503E-009 4.904611584513630E-008 1.403776715337233E-009 
 
Table 6:                                   ERRORS IN TA BLE 5  
X  NEW METHOD|ERROR| ODEI5S|ERROR| SDLMM|ERROR| 




2.0000 6.371982090799894E-013 4.764297564692722E-008 6.365171281531113E-013 
 
Summary and conclusion 
We have presented new class of hybrid linear multistep method with nested hybrid predictors. The New scheme 
is found to be A-stable at high order with smaller error constants as seen in table 2. This makes the new scheme 
suitable for nonlinear and stiff ordinary differential equations. The comparison of the numerical results obtained 
from the new scheme on some problems with Enright  1974 , ODE15s, Cash  1981  among others  Shows it 
reliability for this class of problems and overcome Dahlquist order Barrier.   
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