Abstract-It has been shown earlier that the problem of multichannel autoregressive moving average (ARMA) parameter estimation can be tackled in a computationally efficient way by converting the given process into an equivalent scalar, periodic ARMA process. This correspondence presents methods to compute the Cramer-Rao bound associated with the identification of the scalar ARMA equivalent of a given multichannel ARMA process. The elements of matrix are obtained by a few very simple operations like periodic AR filtering of certain downsampled versions of the input and output sequences and then cross-correlating the filter outputs. The filter is easily obtainable from the model equation and is common for all the parameters. 
. Curves of probability of resolution versus SNR (in dB) for various null-spectra, /MU(#), /MN(0),/Mu(0)>/min(0)> and /max(0), when N = 100, L = 10, AT = 2(0i = 15° and 02 = 17°. Each curve was obtained at interval of 2 dB and each point was obtained from 500 trials).
VII. SUMMARY
Using a perturbation matrix, we introduced a hyperplane used to define a generalized null-spectrum, based on both the signal and noise subspaces, while the MUSIC and Min-Norm null-spectra are defined based only on the noise subspace. With the generalized nullspectrum, we derived the upper and lower bounds of a class of the generalized null-spectrum, called the maximum and minimum null-spectra, respectively. From a brief analysis of a class of the generalized null-spectrum and a geometrical interpretation, we expected that the resolution capability of the maximum null-spectrum would be superior to that of other null-spectra. By computer simulation it is shown that the maximum null-spectrum has higher resolution capability than other null-spectra. In addition, it is seen that the asymptotic distributions of the estimates of the direction of arrival by using the maximum and multiple signal classification null-spectra are the same.
I. INTRODUCTION
Autoregressive moving average (ARMA) models have found wide applications in various signal-processing applications like system identification, speech processing, spectrum estimation, etc. While the single-channel ARMA estimation can be extended to the multichannel case in a straightforward manner, the resulting alogrithms, however, employ extensive matrix operations such as inversion and Cholesky factorization and thus become computationally unattractive specially from real-time application point of view. This problem has been considered in [1] where the given multichannel ARMA process is converted into an equivalent scalar, periodic ARMA process. The corresponding estimation algorithms require scalar operations only and are well-suited for implementation on a pipelined processor. In [2] , the scalar representation of the multichannel ARMA process has been used to develop fast adaptive least-squares lattice algorithms for the online identification of multichannel ARMA systems. A similar representation for a multichannel autoregressive (AR) process had earlier been derived by Pagano in [3] and identification algorithms based on this had been discussed in [4] , [5] .
The performance of these algorithms can be evaluated by computing the Cramer-Rao lower bound (CRLB) on the error covariance matrices of the parameters to be estimated. The error variance associated with any estimation technique that produces unbiased estimates of the parameters can be compared with the CRLB to obtain a measure of the estimation accuracy of that technique. In this correspondence, we present a method to compute the CRLB associated with the estimation of the scalar, periodic ARMA equivalent of a multichannel ARMA process. The derivation is based on the approach followed by Friedlander [6] for a single channel, stationary ARMA process. We show here that the elements of matrix (the CRLB is given by its inverse), for the scalar, periodic ARMA model under consideration, can be obtained by a few very simple operations. These involve constructing certain sequences by delaying and downsampling the scalar input and output sequences, filtering them by a periodic AR filter and cross-correlating the filter outputs. The filter is easily obtainable from the model equation and the same filter is employed for evaluating all the CRLB's.
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II. DERIVATION OF THE CRAMER-RAO LOWER BOUND

A. Review of the Scalar, Periodic Representation of a Vector ARM A Process
Consider (1), we obtain
Consider two scalar processes y(n) and e(n) related to x(fc) and u(fc), respectively, in the following manner:
Replacing the components of x(k) and u(fc) in (2) by the corresponding elements of y(n) and e(n), respectively, and equating the rows of the L.H.S. and the R.H.S. separately, we observe that y{n) is governed by the following periodically time-varying difference equation
where a n , t = a rl ± d ,.,b n:] = b n±dtJ ,p n = p n ±d,q n = q n ±d, and e(n) is a periodically white process, i.e., E[e(n + m)e*{n)\ -G (1) and (3) is one-to-one, and one can be obtained from the other in a very simple manner. Further, if one is given to be an innovation model, meaning that it is causal, stable and causally invertible, the other also turns out to be an innovation model [1] .
B. CRLB Evaluation
The exact likelihood function of an ARMA data record is known to be a very complicated function of the ARMA parameters and is rarely used in applications like CRLB computation or ML estimation. Instead, an asymptotic likelihood function is used, which approaches the exact likelihood function asymptotically as the data size increases, under the conditions that the poles and zeros of the model do not lie close to the unit circle in the complex z plane. Assume that z(fc) is a real, multivariate Gaussian process and a data record x(k),z(k),k = 1,2,-• • ,N, is given. Then the asymptotic loglikelihood function H = In P(x(l), • • • x(iV)) is given by [7] 
«-\ -Y ln(det[Q])
Nd ln(2 7r).
(The superscript <f ' denotes simple transposition and 'det[Q]' denotes the determinant of the matrix Q). The dependence of H in (4) on the ARMA parameters comes through z(fc)'s i.e., if the linear system (1) is described by the operator T^ with p. denoting the set of ARMA parameters, then z(k) in (4) is to be treated as T~1x(k). Replacing Q by LDL' and introducing u(fc) = L~lz(k) in (4), we get 
It is easy to verify that (6) gives the asymptotic log-likelihood function corresponding to the scalar, periodic ARMA process y(n) for a data record of length Nd. (This also follows from the equivalence between the two data sets {x(fe)|l < k < N} and {?/(TI)|1 < n < Nd} and also from the equivalence between the parameters of (I) and (3).) The parameters of the model (3) 
Then the Fisher information matrix J associated with the estimation of 9 and a is given by
Now, for any two parameters a, 3 {a, 3 / &i-i -1,2, • • •, d), we have, from (6),
5a9 ( Next define a unit sample train s(n) = E^=_ oo 8(n -rd). In addition, let C denote a periodic AR filter with coefficients given by the MA part of (3), i.e., for an input sequence u(n), the output v(n) = C(u(n)) is given by~
The stability of the filter C comes from the requirement on the model (1) (or, equivalently, on model (3)) to be an innovation model (Note that the innovation model is the only model uniquely identifiable from the second-order statistics of the concerned ARMA process.) Then, from (13) and (14), it follows that (de(n)/da, n .r) and (de(n)/db m ,s) can be generated by driving the filter £ with the following sequences: (z~r 'y(n))(z~ms(n)) and (-z~s e(n))(z~m s{n)), respectively, where z~l is the unit delay operator. Clearly (de(n)/da m , T ) and (de{n)/dbm, s ) depend on the past values of y(n) and e(n), respectively, and are therefore orthogonal to e(n). From (8) and (9), we then have 
which is the same as The proposed method was simulated on the following scalar, periodic ARMA model with period 2 (i.e., the scalar, periodic equivalent of a 2-channel ARMA model):
where & 2 +2l = 1.5625,0-2+21 -0.1225, and / is any integer. Data records of 600 points for y(n) and e(n) were used. The filter (15), constructed with the MA coefficients of (21aH21b), was excited by two sequences, obtained by delaying and then downsampling 2/(71) and e(n) by a factor of 2. For example, for n = 1 ± Id, (i.e., for m = l),(de(n)/dbi^) was obtained by exciting the filter with (-z~2e(n))(z~ls(n)), i.e., by the sequence •••e(-3),0,e(-l),0,e(l),0,e(3).---,withe(-l)placedatn = 1. The simulation results are presented in Table I , where, using the periodicity of (3), the index n is restricted to {1.2}. The table shows the CRLB and the mean square estimation error (MSEE) for each parameter (based on 50 experiments), the estimation being carried out by the Modified Yule Walker method presented in [1] .
IV. CONCLUSION
A method to compute the CRLB's for the parameter estimates of the scalar periodic ARMA equivalent of a multivariate ARMA model is presented. The main operation involves periodic AR filtering of certain signals, constructed by delaying and decimating the input and output sequences. While the filter is common for all the parameters, the amount of delay in the input/output sequences and also in the decimator determines the particular parameter whose CRLB is being evaluated.
