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vRE´SUME´
Ce me´moire s’inte´resse a` la proble´matique de l’e´laboration des roˆles dans un palais de jus-
tice de grande taille. Ce contexte est de´fini sous la forme du proble`me stochastique d’horaire
d’audience judiciaires, qui se rattache a` la famille des proble`mes d’horaire. Cette formulation
se distingue par la pre´sence d’e´ve`nements (les proce`s) pre´sentant une incertitude sur leur du-
re´e, ce qui permet des strate´gies de surplanification pour favoriser la minimisation des de´lais
juridiques et une bonne utilisation des capacite´s.
Les objectifs de la recherche rapporte´e sont de pre´senter un mode`le mathe´matique en
lien avec la litte´rature scientifique et les contraintes particulie`res du domaine judiciaire. La
re´solution propose´e doit re´ussir a` incorporer des e´le´ments stochastiques pour rendre compte
de l’incertitude sur la dure´e des proce`s. Cette dernie`re est expe´rimente´e sur des jeux de
donne´es e´labore´s en collaboration avec le service des roˆles du palais de justice de Montre´al.
Inspire´e des proble`mes d’horaire, deux formulations sont propose´es en vue de permettre la
minimisation des de´lais juridiques tout en imposant une tole´rance maximale sur la probabilite´
d’encombrement du roˆle. Un seuil limite le nombre de causes pouvant avoir une probabilite´
non nulle de proce´der dans une pe´riode et un type de salle donne´. Les solutions entie`res
obtenues par e´nume´ration implicite avec ce seuil subissent une e´valuation stochastique pour
de´terminer la probabilite´ que le nombre de proce`s ayant lieu surpasse le nombre de salles
disponibles. Des coupes sont ajoute´es en cours de re´solution lorsqu’une solution pre´sente des
pe´riodes pour lesquelles la probabilite´ d’encombrement de´passe la tole´rance de risque de´sire´e.
Les re´sultats obtenus de´montrent que l’utilisation de diffe´rentes me´thodes d’e´valuation
des probabilite´s selon la taille des ensembles de proce`s permet de re´soudre plus rapidement
le proble`me d’optimisation pose´ que le recours a` une seule me´thode. Il est e´galement e´tabli
qu’une re´solution alliant un calcul exact des probabilite´s, une simulation de Monte-Carlo et
une approximation par la loi normale parvient a` produire des horaires de meilleure qualite´ et
comportant moins de risque qu’une assignation se´quentielle des causes proche de la pratique
actuelle de faire dans le domaine judiciaire.
Le proble`me stochastique d’horaire d’audiences judiciaires qui est propose´ est l’un des
rares proble`mes d’horaire conside´rant l’incertitude sur la dure´e des e´ve`nements. Sa re´solu-
tion pre´sente e´galement l’inte´reˆt de line´ariser des contraintes ale´atoires par l’inte´gration dyna-
mique de plans coupants amenant l’obtention de solutions re´alisables. Les re´sultats obtenus
sugge`rent que l’administration que´be´coise de la justice pourrait be´ne´ficier de l’e´laboration
mathe´matique des roˆles pour optimiser l’utilisation de ses ressources et re´aliser des gains de
temps pour les justiciables.
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ABSTRACT
This master’s thesis tackles the issue of roll making in a high-sized courthouse. This
context is formalised as the judiciary hearing stochastic timetabling problem, subtype of the
general timetabling problem class. This problem features events of uncertain duration, paving
way to overbooking strategies seeking to minimise justice lead time and an appropriate use
of ressources.
The main objective of the research shown is to present a mathematical model taking
into account context-specific constraints while keeping in line with the state-of-the-art in
timetabling. The solving proccess reported aims to use stochastic means to achieve a proper
consideration of the uncertainty on trial length. Experimentation has been conducted using
data obtained from the management of rolls of the Montre´al courthouse.
Based on timetabling problems, two models are presented for optimising justice lead time
while enforcing a maximum risk tolerance on the overcrowded roll probability. First, for any
given period and courtroom type, the number of trial taking place with an actual probability
is capped. Integer solutions founded by an branch-and-bound algorithm subject to this cap
are tested by a stochastic method asserting the probability of having a greater number of
trials than corresponding courtrooms for any given period. Cuts are added during the solving
process when a integer solution exceeds the tolerated risk probability on one period (or more)
for any courtroom type.
Testing results indicates that multiple probability evaluation methods in the same solving
process can lead to lower computation times than a singe-method solving. Furthermore,
while using exact probability computation, Monte-Carlo simulation and approximation by
the normal law, solving the judiciary hearing stochastic timetabling problem produces better
solutions implying lower risk and justice lead times than sequential assignment methods close
to the actual roll management procedure.
The proposed judiciary hearing stochastic timetabling problem is one of the few timetabling
problem dealing with events of uncertain duration. The solving process presented achieve
linearisation of chance constraints by dynamically adding cutting planes leading to feasible
solutions. Results also support the idea that Que´bec justice administration would benefit
implementing a mathematical roll-making process by less lead times and a more consistent
use of ressources.
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xˆ : Solution entie`re au proble`me d’horaire de salles d’audience.
Gps : Ensemble de couples (c, q) tel que le proce`s de la cause c, s’il commence a` la pe´riode q
dans une salle de type s, aura une probabilite´ non nulle d’eˆtre en cours a` la pe´riode p.
xiii
Gps : Ensemble de couples (c, q) tel que la probabilite´ cumule´e que les proce`s des causes c,
s’ils de´butent a` leur pe´riode q respective, occasionne un encombrement du roˆle a` la pe´riode
p pour la salle de type s.
Γps : Ensemble des ensembles Gps induisant une violation des contraintes sur
l’encombrement du roˆle.
Gˆps : Sous-ensemble de couples (c, q) de Gps reprenant tous les couples comprenant des c
appartenant a` CA ainsi que les c appartenant a` CR tel que, dans une solution entie`re xˆ du
proble`me d’horaire de salles d’audience, la variable xcqs associe´e prend la valeur 1.
GˆRps : Sous-ensemble de couples (c, q) de Gˆps reprenant les couples pour lesquels c appartient
a CR.
Gˆ′ps : Sous-ensemble de couples (c, q) de Gˆ
R
ps de cardinalite´ minimale appartenant a` Γps.
1CHAPITRE 1
INTRODUCTION
Affirmer que la recherche ope´rationnelle est un domaine me´connu du grand public rele`ve
presque de l’euphe´misme. Au gre´ des vulgarisations, elle devient une branche des mathe´ma-
tiques de´die´es a` l’optimisation des manie`res de faire, le pendant strate´gique de la gestion
des ope´rations, ou encore la jonction entre les mathe´matiques et la gestion. Une me´taphore
plus cryptique consiste a` de´clarer qu’elle est en quelque sorte l’antithe`se de la macroe´conomie
ne´oclassique. Non sans humour, on peut en effet conside´rer qu’en recherche ope´rationelle, des
mode`les mathe´matiques sont e´labore´s et raffine´s de fac¸on a` correspondre le mieux possible a`
la re´alite´, alors que les pontes de la the´orie walrassienne 1 semblent plutoˆt tente´s de forcer la
re´alite´ a` correspondre au mode`le mathe´matique de l’e´conome´trie !
En alliant la puissance des mathe´matiques aux capacite´s de l’informatique contemporaine,
la recherche ope´rationnelle de´cuple nos capacite´s a` ge´rer de fac¸on optimale des situations logis-
tiques complexes. Avec elle, le ge´nie humain fracasse les frontie`res de ce qui est familie`rement
connu comme le « gros bon sens » pour non seulement ordonner ce qui serait reste´ chaotique,
mais en orienter l’organisation dans la direction souhaite´e. Les de´veloppements en matie`re
d’optimisation permettent de re´aliser des e´conomies humaines, mate´rielles et financie`res qui
auraient tenu du miracle il y a a` peine un demi-sie`cle. Si ses be´ne´fices se font sentir dans une
varie´te´ de domaines d’application, de larges pans de l’activite´ sont encore a` conque´rir. Avec
humilite´, nous espe´rons pouvoir agir comme teˆte de pont dans l’un de ces futurs champs de
de´ploiement de la recherche ope´rationnelle.
1.1 Proble´matique
Le pre´sent me´moire se propose d’offrir une compre´hension mathe´matique d’une proble´-
matique du domaine de la gestion publique, plus pre´cise´ment du domaine de l’administration
de la justice. Les dernie`res de´cennies ont vu se diffuser au sein des fonctions publiques cana-
diennes les pre´ceptes de la nouvelle gestion publique (Pollitt et Bouckaert, 2011, p. 247-255).
Ce courant de pense´e fait la part belle aux notions de performance, entre autres la gestion
par re´sultats (Emery et Giauque, 2005, p. 88). Ne´anmoins, il subsiste des cas de figure ou`
l’aide a` la de´cision pourrait se faire a` grand renfort d’outils issus du savoir-faire en recherche
1. de Le´on Walras (1834-1910). Fondateur de l’e´cole de pense´e dite de Lausanne, cet inge´nieur de formation
apporta des contributions de´terminantes a` la pense´e e´conomique, notamment la the´orie de l’e´quilibre ge´ne´ral
et le concept d’utilite´ marginale. Son he´ritage est encore aujourd’hui tre`s pre´sent dans le discours e´conomique.
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1.1.1 Le soutien administratif dans un palais de justice
En vertu de l’organisation des pouvoirs he´rite´s de la coutume britannique et de´crite dans
les documents constitutifs du Canada et du Que´bec, la se´paration des pouvoirs pre´vaut entre
l’exe´cutif et le judiciaire (1982 c. 11 (U.K.)). Le premier est charge´ de la gouverne et de
l’administration alors que le second doit veiller a` ce que la justice soit prononce´e conforme´ment
a` l’E´tat de droit. L’administration de la justice est l’un des rares domaines d’interaction entre
ces deux pouvoirs fondamentaux. Au Que´bec, la gestion des diffe´rents palais de justice de
la province et la gamme de services qui agissent en soutien de la bonne marche du syste`me
judiciaire sont autant de taˆches qui reviennent au ministe`re que´be´cois de la Justice (Que´bec
(Province). Ministe`re de la justice (2011)), chapeaute´ par un ministre qui agit e´galement en
tant que procureur ge´ne´ral (L.R.Q., c. M-19).
Le territoire que´be´cois e´tait divise´ en 2012 en trente-six districts judiciaires diffe´rents
(L.R.Q., c. D-11), chacun desservi par au moins un palais de justice. La charge administrative
propre a` un palais varie e´norme´ment d’un endroit a` l’autre, de Campbell’s Bay a` Montre´al
en passant par Saguenay. Cependant, elle tourne essentiellement autours des meˆmes sphe`res
ge´ne´rales : le soutien a` la magistrature locale, les services judiciaires civils et criminels, la
tenue du greffe et des registres (archives et dossiers judiciaires). L’acce`s a` la justice dans des
de´lais raisonnables de´pend de la ce´le´rite´ avec laquelle le ministe`re de la Justice du Que´bec
s’acquitte de sa responsabilite´ a` l’e´gard du judiciaire, un e´tat de fait notamment souligne´ par
la jurisprudence (Villaggi, 2005, p. 137).
1.1.2 Le cheminement d’une cause
Conside´rons l’exemple d’une poursuite civile entre deux ou plusieurs individus ou organi-
sations. L’appellation « civile » qualifiant l’affaire devant eˆtre juge´e comme ne relevant pas
du droit criminel, dans lequel il incombe a` l’E´tat de traduire en justice les accuse´s. Du point
de vue du syste`me judiciaire, la poursuite est intente´e de`s lors qu’une partie, qualifie´e de
demanderesse, proce`de a` l’ouverture d’un dossier au greffe civil du district judiciaire dans
lequel elle souhaite instruire l’affaire. Dans un esprit d’e´quite´, il est tenu qu’un huissier de
justice signifie a` ce moment aux autres parties en cause, qualifie´es de de´fenderesses, qu’elle
font l’objet d’une poursuite. Par la suite, le dossier passera au plumitif, ou` les diffe´rentes
parties y verseront les e´le´ments sur lesquels elles entendent baser leurs plaidoiries respectives.
En paralle`le des de´poˆts au dossier, les parties peuvent de´poser des proce´dures diverses. Ces
dernie`res peuvent prendre la forme d’une injonction, de demande face au processus judiciaire
3ou encore de contestation de la recevabilite´ de pie`ces porte´es au dossier. Les proce´dures
doivent obligatoirement concerner la pratique, ou la « forme », et non le litige faisant l’objet
de la poursuite en lui-meˆme. Par exemple, conside´rons un divorce dans lequel les parents
se disputent le droit de garde des enfants. Une proce´dure recevable serait une demande
d’injonction pour obtenir du juge une de´cision provisoire sur le droit de garde pour le temps
des Feˆtes, en attendant que la proce´dure statue sur le re´gime de droit de garde de´finitif. Ces
proce´dures sont mises au roˆle pratique, qui constitue l’ordre du jour des audiences sur la
pratique (par opposition au me´rite, qui constitue le « fond » d’une cause).
Apre`s de´poˆt au dossier d’e´le´ments par les diffe´rentes parties, un greffier attestera du
statut complet du dossier. Si cette attestation est de´livre´e, les parties vont statuer sur les
temps de plaidoirie qu’elles estiment ne´cessaires. Selon la dure´e totale pre´vue pour le proce`s,
le dossier sera re´vise´ par un greffier spe´cial qui ajustera, au besoin, la dure´e pre´vue selon
l’expe´rience pratique. Une fois qu’une dure´e est de´termine´e, le maˆıtre des roˆles proposera
des dates d’audiences aux parties qui effectueront une conciliation de leurs disponibilite´s
respectives. Il de´coulera de cette e´tape le choix d’une date pour l’ouverture du proce`s et la
mise au roˆle de me´rite de la cause. Ce roˆle servira de base a` l’horaire des salles d’audience.
Entre la de´termination de la date et l’ouverture du proce`s, des confe´rences de re`glements
a` l’amiable ont lieu, sous la supervision d’un juge. Ces se´ances visent a` permettre d’obtenir
un accord entre les parties sans devoir se soumettre a` l’arbitrage d’un magistrat. Ve´ronique
Hivon, ancienne ministre et critique en matie`re de justice, conside`re par ailleurs comme un
« principe fondament[al ...] le re`glement des diffe´rends par des modes alternatifs. » (E´di-
teur officiel du Que´bec, 2012, p. 6357). Les re`glements a` l’amiable font partie de ces modes
alternatifs permettant de limiter l’engorgement du syste`me judiciaire en aval.
A` l’approche de la date du proce`s et en l’absence de la notification d’un re`glement a`
l’amiable ou d’un abandon des proce´dures, les services judiciaires du palais de justice vont,
conforme´ment au roˆle, pre´parer l’une des salles d’audience. Durant toute la dure´e du proce`s,
il est possible que celui-ci soit e´courte´ par un de´sistement ou encore un re´glement survenu
entre les deux parties. Si tel n’est pas le cas, la ou le juge prendra la cause en de´libe´re´ avant
de prononcer un jugement qui sera enregistre´ au greffe et porte´ au dossier. Selon le cas, ce
dernier peut eˆtre conteste´ par un appel de la de´cision. Dans ce cas, le dossier sera transfe´re´
a` une cours de juridiction supe´rieure pour re´vision, ce qui relancera le processus.
1.1.3 La mise au roˆle
Du processus de´crit a` la section 1.1.2, il est possible d’isoler l’e´laboration du roˆle pratique,
qu’on peut qualifier de proble`me stochastique d’horaire d’audiences judiciaires. Ce proble`me
consiste ainsi a` planifier le moment de de´but d’audience pour des proce`s dans un palais
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nombre d’e´quipements particuliers. Les proce`s sont mis au roˆle et doivent se de´rouler dans
une seule salle. Comme cela est expose´ dans la section 1.1.2, les proce`s ont une dure´e pre´vue
donne´e mais une dure´e effective variable, voire nulle. L’enjeu est donc, pour chacune des
causes devant passer en proce`s, de limiter au maximum les de´lais duˆs a` la mise au roˆle,
tout en minimisant le recours a` des salles supple´mentaires en raison de l’encombrement de
l’horaire.
1.2 Pertinence acade´mique
Maintenant que le proble`me stochastique d’horaire d’audiences judiciaires a e´te´ de´limite´
au niveau de la proble´matique de gestion qu’il suscite, il convient de´sormais de de´montrer
l’inte´reˆt mathe´matique d’une re´solution de ce proble`me. En e´tayant la pre´sence d’un cadre
d’optimisation, il sera possible d’e´voquer les apports qu’une telle recherche apporte a` la fois
au domaine de la recherche ope´rationnelle ainsi qu’a` celui de la gestion des services judiciaires.
1.2.1 Cadre d’optimisation
Un palais de justice peut contenir un nombre variable de salles. Ces salles disposent de dif-
fe´rents e´quipements pour re´pondre aux besoins spe´cifiques de certaines causes. Par exemple,
un banc des accuse´s pour les causes criminelles, de l’espace de travail pour un grand nombre
d’avocats ou pour accueillir davantage de public, etc. Ge´ne´ralement, la pre´sence d’un e´qui-
pement n’entraˆınera pas ne´cessairement la pre´sence ou l’absence d’autres e´quipements. Les
e´quipements dont disposent les salles sont conside´re´s comme fixes et comme des parame`tres
du proble`me.
Un proce`s consiste en une ou plusieurs audiences devant un juge pour arbitrer un litige
entre des parties (l’E´tat peut eˆtre partie dans une cause criminelle). La cause entendue lors de
ce proce`s peut eˆtre caracte´rise´e par le besoin d’un ou plusieurs e´quipements particuliers, qui
devront se retrouver dans la salle retenue. Ces caracte´ristiques seront conside´re´es comme fixes
et comme des parame`tres du proble`me. La dure´e totale des audiences requises pour un proce`s
est estime´e au moment de la planification. Cependant, la dure´e ve´ritable n’est pas connue a`
ce moment et repre´sente un e´le´ment stochastique. Il est possible qu’un re`glement hors-cours
avant l’ouverture du proce`s fasse en sorte que cette dure´e soit nulle dans les faits. De meˆme,
diffe´rents facteurs peuvent amener la dure´e a` eˆtre infe´rieure ou supe´rieure au temps pre´vu
a` l’origine. Les probabilite´s pour chacune des dure´es possibles de la cause seront conside´re´es
comme connues et comme des parame`tres du proble`me. Les proce`s sont conside´re´s comme se
de´roulant sur des pe´riodes conse´cutives, peu importe la dure´e.
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soit en raison de l’emploi du temps d’un te´moin expert, de celui des avocats ou pour un autre
motif, il existe des pe´riodes pour lesquelles l’une des parties ne peut plaider ou eˆtre pre´sente
lors de la plaidoirie de l’autre partie. Pour qu’une audience puisse avoir lieu durant une
ou des pe´riodes conse´cutives donne´es, il faut que l’ensemble des parties soient disponibles.
L’intersection de ces disponibilite´s repre´sente les pe´riodes possibles pour le proce`s. Pour
chacun des proce`s a` planifier, l’ensemble des pe´riodes ou` le proce`s peut eˆtre planifie´ est
conside´re´ comme fixe et comme un parame`tre du proble`me.
L’ensemble de ces parame`tres forment le cadre a` l’inte´rieur duquel doit eˆtre forme´ un
roˆle, soit un horaire dans lequel figurera une partie ou la totalite´ des causes pouvant y eˆtre
assigne´es dans le respect des aspects de´terministes et stochastiques du proble`me. Les causes
laisse´es de coˆte´ dans ce roˆle sont reporte´es dans le prochain exercice de planification. Ainsi,
il est aise´ de remarquer que pour eˆtre valide, cet horaire devra respecter les disponibilite´s des
diffe´rentes causes et la capacite´ des salles du palais de justice. Ces e´le´ments, tout comme la
pre´sence de conflits entre les diffe´rentes causes, constituent autant de contraintes s’ajoutant
au cadre issu des parame`tres et permettant de de´terminer si un roˆle correspond ou non a`
une solution re´alisable. De la`, il est possible de formuler comme un objectif mathe´matique
la re´duction des de´lais induits par la forme de l’horaire comme le moyen d’e´valuer la qualite´
des roˆles assemble´s et, par conse´quent, de proce´der a` l’optimisation de ces derniers.
1.2.2 Inte´reˆt
Sur la base de te´moignages recueillis au palais de justice de Montre´al, l’un des plus grands
en Ame´rique du Nord en termes de volume annuel de causes, il est e´tabli qu’une approche
mathe´matique comme celle qui de´coulera d’une optimisation faisant appel a` la recherche
ope´rationnelle n’est pas pre´sentement utilise´e pour l’e´laboration des roˆles de me´rite. Une telle
approche ne semble pas non plus avoir eu cours par le passe´. Si tel a de´ja` e´te´ le cas, l’usage
s’en est perdu dans la pratique re´gulie`re, ce qui maintient l’inte´reˆt de la pre´sente de´marche.
De plus, ces travaux sont en mesure de de´terminer si une diminution substantielle des de´lais
judiciaires peut eˆtre re´alise´e sans augmenter de fac¸on appre´ciable les risques d’encombrement
du roˆle. Advenant cet e´tat de fait, les administrateurs publics pourront de´terminer, sur la
base de cette de´monstration, la pertinence de re´former concre`tement la formation du roˆle
dans le re´seau que´be´cois de la justice.
Bien entendu, l’originalite´ du champ d’application n’a qu’un effet marginal sur la perti-
nence du mode`le mathe´matique par rapport a` la communaute´ acade´mique. Mais la formu-
lation retenue comporte un ajout dynamique de contraintes probabilistes qui ne sont pas
strictement line´aires dans leur formulation large. Cet aspect, plus longuement de´crit aux sec-
6tions 3.1.3 et 3.2, n’est pas ine´dit, mais constitue une manie`re inte´ressante de s’attaquer a`
l’incertitude de la dure´e re´elle des causes.
1.3 Objectifs de recherche
Les sections 1.1 et 1.2 ont permis de mettre en lumie`re l’existence et les contours du
proble`me stochastique d’horaire d’audiences judiciaires, ainsi que d’en de´terminer qu’il peut
constituer un proble`me mathe´matique d’inte´reˆt au point de vue acade´mique. Les travaux de
recherche mene´s par la suite ont eu comme objectif de de´velopper un mode`le mathe´matique
de´crivant le proble`me stochastique d’horaire d’audiences judiciaires tel qu’il se pre´sente dans
un palais de justice de grande taille. Il est important pour garantir un potentiel de retombe´es
concre`tes que ce mode`le soit conc¸u de telle sorte qu’il puisse servir de base a` un outil de
gestion qui permette d’ame´liorer la qualite´ des horaire de tribunaux. Cette ame´lioration est
de´termine´e par des de´lais moindres pour les parties en cause et par une utilisation plus effi-
ciente des salles d’audiences disponibles. Pour satisfaire cette orientation ge´ne´rale, il importe
de s’attarder sur ces diffe´rentes facettes une par une.
– Caracte´riser les contraintes particulie`res d’un palais de justice de grande
taille : Si on aspire a` re´gler une proble´matique concre`te en e´laborant un mode`le ma-
the´matique, ce dernier doit eˆtre a` meˆme de repre´senter la re´alite´ avec assez de justesse
pour permettre qu’il soit a` la base d’une implantation e´ventuelle ;
– De´velopper un mode`le mathe´matique base´ sur l’e´tat de la litte´rature en ma-
tie`re de proble`mes d’horaire et sur les contraintes identifie´es ci-haut : Autant
l’aspect particulier de la proble´matique doit eˆtre conside´re´, autant il ne serait pas pro-
prement scientifique de ne pas s’appuyer sur les re´alisations passe´es de la recherche
ope´rationnelle et de s’inscrire dans la litte´rature spe´cialise´e. Le domaine des proble`mes
d’horaires, qui constitue la grande famille du proble`me stochastique d’horaire d’au-
diences judiciaires, repre´sente une source inde´niable d’informations pertinentes quant
a` l’e´laboration d’un mode`le mathe´matique apte ;
– De´terminer les e´le´ments d’optimisation stochastique pouvant servir a` rendre
la re´alite´ fluctuante du processus judiciaire : La dure´e des diffe´rentes causes n’est
pas connue avec pre´cision, ce qui induit le risque d’en arriver a` un encombrement du
roˆle duˆ a` un nombre de causes devant proce´der supe´rieur aux capacite´s en termes de
salles ;
– Valider et ame´liorer le mode`le en l’utilisant sur des donne´es re´alistes et en le
comparant avec les approches empiriques utilise´es dans le milieu : Plutoˆt que
de produire un e´chafaudage the´orique d’un niveau de raffinement inde´niable, l’inte´reˆt
7de la de´marche effectue´e est de ve´rifier si des gains peuvent eˆtre faits sur la pratique
actuelle.
1.4 Plan du me´moire
Ce me´moire pre´sentera au sein des prochains chapitres le fruit des travaux et des efforts
qui ont permis de mener a` bien les objectifs de´crits a` la section 1.3. Le second chapitre porte
sur la revue de la litte´rature scientifique associe´e aux proble`mes d’optimisation d’horaires.
Les typologies de ces proble`mes seront pre´sente´es dans un premier temps. Puis, les axes par
lequel l’incertitude est prise en compte seront couverts, ainsi que les me´thodes de re´solution
des proble`mes similaires au proble`me stochastique d’horaire d’audiences judiciaires. Enfin, ce
chapitre se conclura sur une description de l’apport the´orique de ce me´moire sur la litte´rature
actuelle.
Le troisie`me chapitre est consacre´ au mode`le mathe´matique formule´ pour re´soudre le
proble`me stochastique d’horaire d’audiences judiciaires. La formulation en tant que telle est
aborde´e en premier lieu, suivi des variantes pre´sentant un inte´reˆt pour la re´solution. Le reste
du chapitre expose les me´thodes e´labore´es pour e´valuer la probabilite´ d’un de´bordement
des salles disponibles. Apre`s qu’elles aient e´te´ tour a` tour expose´es, la dernie`re section de ce
chapitre permettra de voir comment ces me´thodes viennent bonifier le processus de re´solution.
Le quatrie`me chapitre pre´sente le volet expe´rimental des travaux de maˆıtrise, ainsi que
les re´sultats qui y ont e´te´ obtenus. Des exemplaires du proble`me stochastique d’horaire d’au-
diences judiciaires sont pre´sente´s en ouverture du chapitre, de meˆme que les moyens tech-
niques a` disposition. Ces exemplaires sont par la suite utilise´s dans deux se´ries de tests
expe´rimentaux. La premie`re vise a` valider l’impact des me´thodes d’e´valuation des contrain-
tes probabilistes sur le comportement de la re´solution. La seconde, quant a` elle, a pour objet
de de´montrer que la re´solution mathe´matique du proble`me stochastique d’horaire d’audiences
judiciaires permet d’obtenir des solutions de meilleure qualite´ que la pratique actuelle.
Enfin, un dernier chapire concluera cet ouvrage en effectuant un retour sur les objectifs
de recherche de´finis en introduction et en soulignant les contributions autant acade´miques
que pratiques des travaux re´alise´s au cours de cette maˆıtrise.
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REVUE DE LITTE´RATURE
L’e´tude d’un proble`me d’optimisation ne pourrait eˆtre une de´marche scientifique pro-
bante si elle se de´roulait en vase clos. Un vecteur crucial de l’avancement du savoir humain
est la diffusion des re´sultats ante´rieurs et leur prise en compte dans le cadre des travaux
d’aujourd’hui et de demain. L’e´tude du proble`me stochastique d’horaire d’audiences judi-
ciaires s’inscrit donc dans un courant plus grand, soit l’optimisation des proble`mes d’horaire.
Une typologie de cette famille sera pre´sente´e. Le meˆme proce´de´ permettra de revenir sur les
grands courants qui caracte´risent la gestion de l’incertitude dans l’optimisation. Une fois le
contexte ge´ne´ral de´peint, il est possible de se concentrer sur les formulations et les me´thodes
de re´solution qui se rapprochent du proble`me stochastique d’horaire d’audiences judiciaires.
Le chapitre se terminera par un retour sur les e´le´ments originaux de l’e´tude en cours.
2.1 Typologie des proble`mes d’horaire
La pre´sente section reprend largement la typologie ge´ne´rale qui fut de´finie par Burke et al.
(2004). Cette classification est base´e d’abord sur le champ d’application auquel le proble`me
d’horaire se rattache. Les grandes sphe`res identifie´es sont ainsi l’e´ducation, le sport, le trans-
port et les horaires de personnel. Ce de´coupage (reproduit a` la figure 2.1) ne peut pre´tendre
eˆtre exhaustif, mais il demeure largement valable au vu de la litte´rature scientifique contem-
poraine. Les contextes propres a` ces diffe´rents domaines sont a` la naissance de formulations
variables d’un champ a` l’autre. A` l’inte´rieur d’un champ donne´, une se´rie de contributions
peuvent faire e´merger un sous-type de´fini, avec des contraintes reconnues. Par exemple, la
multiplicite´ des proble`mes lie´es a` l’optimisation du transport ferroviaire et aux proble`mes de
tourne´es de ve´hicules font en sorte qu’ils y sont repre´sente´s comme un sous-type marque´.
Toujours dans (Burke et al. (2004)), il est e´tabli e´galement les caracte´ristiques de ce qui
peut eˆtre conside´re´ comme un proble`me d’horaire. Tous les proble`mes d’horaire comportent
ainsi sous une forme ou une autre trois grands ensembles, soit des e´ve`nements, des ressources
et un horizon temporel. Ces trois ensembles sont finis et sont unis par la contrainte fonda-
mentale des proble`me d’horaire : deux e´ve´nements ne peuvent utiliser les meˆmes ressources
au meˆme moment dans le temps. Ainsi, une meˆme ressource peut eˆtre affecte´e a` de multiples
e´ve`nements pourvu que l’horizon temporel de ces derniers ne se recoupe pas. Autrement dit,
il est possible d’inscrire au meˆme moment plusieurs e´ve`nements si et seulement si chacun
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d’entre eux font appel a` des sous-ensembles de ressources mutuellement exclusifs. Les autres
contraintes, en quantite´s finies, vont baliser la faisabilite´ et les pre´fe´rences en matie`re d’allo-
cation de pe´riodes et de ressources aux e´ve´nements, ainsi que les interactions entre ces trois
ensembles.
Le plus souvent, la formulation mathe´matique est spe´cifique a` un champ donne´ et peut
prendre des formes tre`s diverses autrement. Meˆme s’il forme un espace distinct, le temps
peut eˆtre mode´lise´ sous forme de variables ou de contraintes d’espace-temps, ce qui l’associe
a` une partie des ressources (voir Cordeau et al. (1998), Kliewer et al. (2006), Ranson et
Ahmadi (2006),Cicerone et al. (2009a), Cicerone et al. (2009b) et Nguyen et al. (2010)).
Dans le meˆme ordre d’ide´e, parfois, la re´solution s’attaque au proble`me d’optimisation de
fac¸on globale, mais, selon De Causmaecker et Vanden Berghe (2010), les proble`mes d’horaire
de personnel vont fre´quemment dissocier l’assemblage des horaires de l’affectation de ces
derniers au personnel.
2.1.1 Horaires dans l’e´ducation
Sans surprises, les proble`mes d’horaire concernant l’e´ducation ont su susciter l’inte´reˆt
des chercheurs universitaires. En effet, depuis Gotlieb (1963), l’optimisation des horaires de
cours, dans les universite´s et ailleurs, a joui d’une attention constante du milieu de la recherche
ope´rationnelle. Il faut souligner que ces proble`mes pre´sentent un certain niveau de difficulte´ ;
Socha et al. (2002) comparent avantageusement le proble`me d’horaire de cours d’universite´ a`
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celui de la coloration de graphe. En plus de ce niveau de difficulte´, Pearl (1984) expose que la
taille des exemplaires ayant un inte´reˆt pratique permet d’atteindre un niveau de complexite´
suffisant pour justifier le recours a` des me´taheuristiques.
Les sections suivantes pre´sentent trois grandes formulations de proble`mes d’horaires tou-
chant l’enseignement. Le proble`me d’horaire de classe est la forme la plus e´pure´e, alors que
le proble`me d’horaire d’universite´s est souvent le proble`me de re´fe´rence pour toute la famille.
Le proble`me d’horaire d’examens, quant a` lui, s’inte´resse a` un contexte le´ge`rement diffe´rent,
ce qui induit une variation suffisante de sa formulation pour qu’il soit pertinent de le traiter
comme un sous-type propre.
Le proble`me d’horaire de classe
Le proble`me d’horaire de classe est de´peint par Schaerf (1999) comme se concentrant
sur l’assignation des charges de cours ou d’enseignement a` l’inte´rieur d’un horaire. De fac¸on
plus large, autant Schaerf (1999) que Burke et al. (2004) concoivent ce proble`me comme
visant a` construire un horaire dans lequel il n’y a aucun conflit au niveau des cours, du
personnel enseignant ou des salles, les solutions pre´sentant des conflits de ce type n’e´tant
pas conside´re´es re´alisables. Schaerf (1999) repertorie par ailleurs d’autres contraintes, comme
certains cours reque´rant la pre´sence de plus d’un professeur, ne´cessitant qu’un cours puisse
eˆtre donne´ a` plusieurs groupes au meˆme endroit ou encore l’assignation au pre´alable d’une
certaine quantite´ de cours. Il est a` noter que dans ce dernier cas, le proble`me d’horaire de
classe est de´montre´ NP-Complet. Par ailleurs, cette NP-Comple´tude s’e´tend e´galement aux
cas de disponibilite´s imparfaites des professeurs ou des cours, ainsi qu’aux situations ou` un
cours doit se tenir dans des salles particulie`res, car Burke et al. (2004) ont de´montre´ par le
biais d’activite´s fictives que ces situations e´taient e´quivalentes a` une pre´assignation.
Schaerf (1999) propose deux transformations en temps polynomial pour passer du pro-
ble`me d’horaire de classe a`, respectivement, un proble`me de multigraphe biparti et un pro-
ble`me de coloration d’areˆtes, cette dernie`re transformation est e´galement repertorie´e par
Csima (1965). Dans le cadre de cette dernie`re transformation, Burke et al. (2004) utilisent
une couleur pour chacune des pe´riodes possibles dans l’horaire. Si le meˆme cours contient plu-
sieurs se´ances avec le meˆme groupe, des areˆtes paralle`les sont utilise´es. Dans le cas restreint
ou` ces se´ances doivent eˆtre conse´cutives dans l’horaire, il est possible toujours pour Burke
et al. (2004) de passer de cette forme a` un proble`me de remplissage de sacs (bin packing).
11
Le proble`me d’horaire d’universite´
Alors que le proble`me d’horaire de classe utilise le groupe d’e´tudiant comme base pour
construire les horaires de ces derniers, le proble`me d’horaire d’universite´ conside`re les e´tu-
diants sur une base individuelle dans la composition des horaires. Ces derniers sont ne´anmoins
tenus de s’inscrire a` un sous-ensemble de cours prescrits par leur cursus. Plusieurs groupes,
ou sections, peuvent eˆtre constitue´s pour le meˆme cours si le nombre d’e´tudiants susceptibles
de s’y inscrire est suffisant. Dans ce cadre, repris entre autre par Schaerf (1999), Burke et al.
(2004), Najdpour et Feizi-Derakhshi (2010), Nguyen et al. (2010), Burke et al. (2010) et Shiau
(2011), un professeur doit eˆtre pre´vu pour chacune des sections de chacun des cours, ainsi que
des locaux et une pe´riode a` l’horaire. Pour Socha et al. (2002), ce proble`me est essentiellement
une reformulation du proble`me d’horaire de classe ou` les e´tudiants sont conside´re´s un a` un.
Enfin, Nguyen et al. (2010) et Abdullah et al. (2010) pre´cisent que le proble`me peut eˆtre
aborde´ soit d’une perspective e´tudiante, soit du point de vue du corps professoral, selon que
les contraintes retenues et la formulation visent davantage a` produire les horaires de cours
des diffe´rents e´tudiants ou plutoˆt l’horaire de travail des professeurs.
Parmi les autres observations ge´ne´rales, Burke et al. (2004) soulignent la proximite´ the´o-
rique entre la notion de temps et celle de l’espace, qui prennent respectivement la forme de
pe´riode et de salle de classe. Burke et al. (2010) ame`nent e´galement le concept de multi-salle.
En pre´sence d’un certain nombre de salles pre´sentant les meˆmes caracte´ristiques, une re´duc-
tion de la symme´trie lors de la re´solution peut survenir en conside´rant ces salles identiques
non pas comme plusieurs salles distinctes, mais comme une grande salle the´orique. Celle-ci
peut alors accomoder simultane´ment un nombre donne´ de cours correspondant au nombre de
salles distinctes qui sont remplace´es. Pour respecter la capacite´ des salles, le nombre d’inscrits
pour chacun des cours assigne´s a` une multi-salle ne peut de´passer la taille re´elle des salles
qui sont ainsi abstraites. de Werra (1985) propose pour ce proble`me une transformation en
coloration de graphe pour laquelle Burke et al. (2004) utilisent comme objectif de re´duire le
poids des areˆtes reliant deux sommets de la meˆme couleur.
Les contraintes lie´es a` la disponibilite´ imparfaite des cours, salles et professeurs qui ont
e´te´ mentionne´es au proble`me pre´ce´dent sont e´galement valables pour le proble`me d’horaire
de cours d’universite´. Il en va de meˆme pour les interactions qui les caracte´risent. D’autres
contraintes de faisabilite´ peuvent eˆtre ajoute´es au proble`me, comme l’interdiction rapporte´e
par Shiau (2011) que certaines pe´riodes servent de pause-repas aux e´tudiants. Ahmed et
Zhoujun (2010) pre´sentent une formulation dans laquelle les cours peuvent avoir des dure´es
exce´dant une pe´riode, ce qui est pris en charge selon Hertz (1991), Nguyen et al. (2010) et
Shiau (2011) par la construction de patrons pour la tenue des sections de ce cours.
La litte´rature rece`le e´galement nombre de contraintes souples, dont le respect ou la vio-
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lation minimale ajoute du relief a` l’espace des solutions et permet de de´noter la qualite´ des
horaires re´alisables produits. De fac¸on non exhaustive, on retrouve :
Contraintes base´es sur les e´tudiants
– limiter le nombre de cours par jour (Ahmed et Zhoujun (2010)) ;
– e´viter les journe´es ne comportant qu’un seul cours pour un e´tudiant (Socha et al.
(2002)) ;
– favoriser les pauses entre des cours de la meˆme journe´e (Abdullah et al. (2010)) mais
sans qu’elles soient trop longues (Najdpour et Feizi-Derakhshi (2010)) ;
– regrouper les cours d’un meˆme cursus dans la semaine de classe (Burke et al. (2010)) ;
– regrouper ge´ographiquement les cours d’un meˆme e´tudiant (Yang et al. (2010)).
Contraintes base´es sur les professeurs
– limiter le nombre de cours par jour pour un professeur donne´ (Ahmed et Zhoujun (2010)
et Najdpour et Feizi-Derakhshi (2010)) ;
– favoriser la dispersion dans la semaine de classe des charges de cours (Burke et al. (2010)
et Yang et al. (2010)) ;
– valoriser les horaires comportant des pe´riodes de repos entre deux charges de cours d’un
meˆme professeur (Najdpour et Feizi-Derakhshi (2010)).
Autres contraintes
– pe´naliser un trop grand nombre de cours par semaine, autant pour les e´tudiants que les
professeurs (Nguyen et al. (2010)) ;
– e´viter d’assigner des cours apre`s certains autres, comme les se´ances de sport (Yang et al.
(2010) ;
– organiser la journe´e de fac¸on a` ce que certains cours cruciaux soient prioritairement
donne´s dans des pe´riodes de haute fre´quentation (Yang et al. (2010)) ;
– limiter le recours a` la dernie`re pe´riode de la journe´e de classe (Socha et al. (2002)).
Une multitude de ces contraintes pourraient encore eˆtre cite´es, puisqu’autant Shiau (2011)
que Nguyen et al. (2010) ou Yang et al. (2010) rele`vent l’inte´reˆt pour une formulation de
prendre en compte les diffe´rentes pre´fe´rences formule´es autant par les e´tudiants que par les
professeurs.
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Le proble`me d’horaire d’examen
Le proble`me d’horaire d’examen vise a` organiser la pe´riode d’examen comple´tant une
session universitaire. Pour Schaerf (1999), il s’agit de`s lors de cre´er un horaire dans lequel
les examens de cours appartenant au meˆme cursus ne doivent pas se chevaucher. Pour Burke
et al. (2004), la formulation se rapproche du proble`me d’horaire de classe en cela qu’il s’agit
d’apparier locaux et pe´riodes aux diffe´rents examens. Elle diffe`re cependant du fait qu’il est
possible de scinder un groupe en plusieurs salles ou encore d’affecter plusieurs examens a` la
meˆme salle, si sa capacite´ le permet. Pour peu que les dure´es d’examens sont semblables,
Ranson et Ahmadi (2006) sugge`rent de formuler les salles et les pe´riodes dans un meˆme jeu
de ressources.
Dans ce contexte, l’assignation pre´alable et la disponibilite´ imparfaite peuvent eˆtre consi-
de´re´es comme des contraintes de faisabilite´, au meˆme titre que d’autres mesures mentionne´es
par Schaerf (1999), telles un nombre maximal d’examen pour chaque e´tudiant ou un intervalle
au sein duquel l’ensemble des examens doivent se situer. Ranson et Ahmadi (2006) e´voquent
d’e´viter qu’un e´tudiant ait plus d’un examen par jour alors que McCollum (2006) va plus loin
en amenant l’ide´e de favoriser une dispersion maximale des examens d’un meˆme e´tudiant a`
l’inte´rieur des temps pre´vus. Les meˆmes auteurs insistent cependant sur la difficulte´ d’e´tablir
des contraintes souples qui peuvent eˆtre ge´ne´ralise´es a` l’exte´rieur du contexte d’une appli-
cation pratique en particulier. Ces dernie`res sont e´galement, selon McCollum (2006) d’une
complexite´ ge´ne´ralement supe´rieure aux proble`mes typiques de la diffusion contemporaine.
2.1.2 Horaires dans le sport
Le sport professionnel offre probablement l’un des cadres de de´ploiement de l’optimisation
d’horaire les plus connus du grand public, a` l’insu de ce dernier. Pour Burke et al. (2004)
et Arjen van Weert et Jan A.M. Schreuder (1997), le proble`me d’horaire sportif consiste a`
de´terminer le calendrier des rencontres entre les diffe´rentes e´quipes d’une ligue ou d’un tournoi
sportif. La notion de domicile, soit le lieu ou` se de´roule une rencontre, est de´terminante.
Rasmussen et Trick (2008) lui lient diffe´rentes notions qui e´voquent les qualite´s d’un horaire.
Tout d’abord, un horaire sera e´quilibre´ si, pour toute les e´quipes, la quantite´ de parties
dispute´es a` domicile est e´quivalente au nombre de rencontres pour lesquelles l’e´quipe se
produisait a` l’exte´rieur. La notion d’e´quite´ pre´voit que lors des rencontres opposant les deux
meˆmes e´quipes, chacune aie aussi souvent « l’avantage du domicile ». Le plus souvent, cette
e´quite´ est atteinte par l’usage d’un horaire renverse´ ; un horaire est e´tabli pour la moitie´ des
rencontres requises, puis le meˆme horaire est utilise´ de fac¸on inverse pour combler le calendrier
sportif, en permutant les e´quipes hoˆtes et celle en visite dans le cours de l’exercice. Arjen van
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Weert et Jan A.M. Schreuder (1997) apportent la notion d’horaire de ronde minimale qui
vise a` composer des fragments d’horaire (ronde) en re´partissant les e´quipes dans diffe´rents
groupes et exigeant que les rondes ame`nent chacune des e´quipes a` rencontrer une vis-a`-vis
provenant de chacun des groupes e´tablis de la sorte.
Parmi les contraintes fre´quemment rencontre´es, on retrouve selon Rasmussen et Trick
(2008) l’incapacite´ des sites a` recevoir les matchs pour certaines pe´riodes, l’interdiction pour
les e´quipes d’avoir un calendrier ne pre´voyant aucune rencontre au second et a` l’avant-dernier
jour du calendrier. Le syste`me de ligues paralle`les fonde´es sur le calibre va e´galement occa-
sionner des contraintes particulie`res pour les e´quipes ayant re´cemment change´ de division ou
e´tant en passe d’eˆtre reclasse´es. Dans la variante du proble`me de calendrier sportif, Burke
et al. (2004) relatent comme objectif la minimisation des de´placements des e´quipes, une
re´alite´ importante pour le sport professionnel en Ame´rique du Nord ou pour les circuits ama-
teurs. Rasmussen et Trick (2008) conside`rent qu’il importe de`s lors d’ajouter des contraintes
pour espacer les rencontres lors d’un de´placement, et ame`nent la capacite´ de transformer le
proble`me de calendrier sportif en un proble`me de voyageur de commerce.
2.1.3 Horaires dans le transport
Par la force des choses, le domaine du transport est fondamentalement marque´ par la
dynamique de l’espace, mais sa pre´valence comme champ d’application de la recherche ope´-
rationnelle a amene´ plusieurs de ses proble´matiques a` s’inscrire dans le giron des proble`mes
d’horaire. La complexite´ de ses ope´rations font du transport ferroviaire un champ d’applica-
tion fertile, pour lequel un e´chantillon de proble`mes permettra de saisir les diverses proble´-
matiques d’horaires qui se combinent et s’influencent l’une l’autre (comme l’illustre la figure
2.2), en plus de la question centrale de l’incertitude (dont le traitement est e´taye´ a` la section
2.2). Bien qu’une analyse du proble`me de tourne´es de ve´hicules a` de´poˆts multiples ame`ne a`
le conside´rer comme pouvant appartenir a` la classe des proble`mes d’horaire, ce type de pro-
ble`me be´ne´ficie de´ja` d’un courant entier de la litte´rature qui se consacre a` son optimisation,
distinct des proble`mes d’horaire participant au tour d’horizon actuel.
Le domaine ferroviaire
Cordeau et al. (1998) recensent plusieurs proble`mes qui, quoique distincts, participent tous
a` l’horaire ge´ne´ral d’un re´seau ferroviaire. Le premier est le proble`me d’organisation des trains,
qui, comme son nom le sugge`re, consiste a` de´terminer, depuis les gares de triages, comment les
wagons seront assemble´s en train et le moment ou` ils quitteront la gare. L’organisation interne
d’une gare de triage est a` elle seule une question d’optimisation a` part entie`re. De´terminer la
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Figure 2.2 Relations entre les proble`mes d’horaires du domaine ferroviaire
composition des trains et le moment de leur de´part pour minimiser les de´lais de livraison ou les
retards est de´ja` un proble`me d’une complexite´ suffisante. En fait, la re´solution peut se faire de
fac¸on successive, les trains e´tant assemble´s dans un premier temps et leur moment de de´part
choisi par la suite. Or, les wagons ne font pas que des voyages avec du chargement. Les points
de livraison et d’expe´dition des marchandises ne se recoupant pas parfaitement, le proble`me
des wagons de fret consiste a` planifier la relocalisation des wagons de fret en cherchant a`
re´duire au minimum les occasions ou` les wagons parcourent le re´seau ferroviaire sans charge
utile. Cordeau et al. (1998) exposent le proble`me en mettant l’accent sur le caracte`re incertain
de la demande pour des wagons de fret, ce qui induit le besoin de constituer des re´serves a`
diffe´rents endroits sur le re´seau. De la meˆme fac¸on qu’il faut proce´der au rede´ploiement
des wagons, le repositionnement des locomotives, lorsqu’on lui allie la ne´cessite´ de couvrir
les de´parts de convois avec une locomotive d’une puissance suffisante, constitue un autre
proble`me d’horaire ferroviaire, l’affectation des locomotives. Son objectif est de minimiser
les de´placements « inertes » d’une locomotive (ex. remorque´e par une autre, ou sans wagon)
tout en re´duisant le nombre de locomotives ne´cessaires pour couvrir les besoins des diffe´rents
triages. D’une certaine fac¸on, les trois proble`mes pre´sente´s jusqu’a` maintenant constituent
les appuis logistiques du proble`me de re´partition des trains, qui, quant a` lui, s’inte´resse aux
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trajets effectue´s par les trains entre les de´poˆts et gares. Son contexte d’optimisation est de
minimiser les retards sur l’horaire de livraison tout en limitant les temps d’attente des trains
en dehors des gares, par exemple sur des voies de de´passement.
Au-dela` du transport de marchandises, Cicerone et al. (2009a) soule`vent le proble`me d’ho-
raire de train de passagers qui cherche a` minimiser les temps de de´placement des passagers.
Fischetti et al. (2009) conside`rent que la qualite´ d’une solution est plutoˆt sa capacite´ a` re-
couper les horaires de desserte souhaite´s pour les diffe´rentes gares. Ces deux articles citent
cependant l’incertitude sur les temps de trajets comme un facteur a` conside´rer. Cicerone et al.
(2009b) ajoutent que cette incertitude peut entraˆıner l’e´chec d’une correspondance pour les
passagers, ce qui doit eˆtre pris en compte comme impact ne´gatif d’un retard. Le proble`me
d’horaire de ligne de chemin de fer est vu par Cicerone et al. (2009b) comme de´coulant du
proble`me ge´ne´ral puisqu’il a comme finalite´ d’optimiser la de´sserte d’un tronc¸on du re´seau
par diffe´rents niveaux de lignes ferroviaires, permettant un service local, re´gional et express
entre grands centres. En cherchant a` produire des horaires robustes (une notion expose´e a`
la section 2.2.5), Cicerone et al. (2009a) introduit le proble`me des temps d’attente, pour
optimiser la dure´e des arreˆts en gare permettant a` l’horaire de service « d’encaisser » les
contretemps et impre´vus influenc¸ant la dure´e des trajets. Ce dernier n’est pas un proble`me
d’horaire au sens strict, mais Cicerone et al. (2009b) a e´tabli qu’il est NP-dur, ce qui ne
manque pas d’avoir un impact sur le proble`me auquel il se rattache.
2.1.4 Horaires de personnel
Alors que les proble`mes pre´ce´dents ont e´te´ regroupe´s selon la nature des ope´rations a`
effectuer, les proble`mes d’horaire de personnel doivent leur particularite´ a` la sphe`re de gestion
qui leur est propre. Ernst et al. (2004) e´voquent comme de´nominateur commun de comporter
des heures-personnes comme ressource et de faire de leur allocation l’enjeu de l’optimisation.
La typologie utilise´e par cet article est reprise dans cette section pour pre´senter les traits
distinctifs des proble`mes ge´ne´raux appartenant a` cette branche des proble`mes d’horaire. Les
parame`tres dictant les besoins en personnel sont fre´quemment de´terministes, mais peuvent
contenir une dimension incertaine ou provenir de normes plus ou moins arbitraires. Ernst
et al. (2004) segmentent les e´tapes fondamentales de construction d’un horaire comme suit :
pre´vision de la demande, planification des jours de repos, planification des quarts, composition
des horaires, assignations de taˆches particulie`res, assignation des horaires et taˆches.
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Le personnel du transport
Si les proble`mes e´voque´s a` la section 2.1.3 comportait une dimension spatiale importante,
les proble`mes de personnel lie´s ont une emphase similaire. Ernst et al. (2004) rappellent que
dans le transport ae´rien, l’espace est un enjeu de l’optimisation. Ce proble`me est souvent
apparente´ au proble`me de transport e´quivalent, voire lie´ dynamiquement. Les itine´raires
a` couvrir peuvent eˆtre fragmente´s en tourne´es partielles qui sont analogues aux quarts de
travail qu’on retrouverait dans un proble`me d’horaire conventionnel. Des couˆts associe´s aux
de´placements entre les tourne´es peuvent eˆtre incorpore´s en tant que voyages a` vide pour les
employe´s.
Le personnel infirmier
La principale particularite´ souleve´e par De Causmaecker et Vanden Berghe (2010) au
sujet des proble`mes d’horaire du personnel infirmier est la notion de qualification. Au-dela`
d’assurer une couverture des quarts, l’enjeu de ce type de proble`mes est d’allouer des quarts
a` du personnel de qualification variable de fac¸on a` ce que certaines taˆches puissent eˆtre
re´alise´es a` l’inte´rieur de l’horizon de planification. Ces taˆches peuvent reque´rir du personnel
disposant de certains qualifications pre´cises, ou encore plus d’une personne ainsi qualifie´e sur
le meˆme quart. Cette facette se rapproche des contraintes pouvant eˆtre rencontre´es dans les
proble`mes de planification industrielle. Bien entendu, d’autres contraintes sont plus proches
des autres proble`mes de personnel, comme la pre´sence de disponibilite´s imparfaites au niveau
des employe´s, ainsi que des restrictions quant a` la succession de quarts pouvant eˆtre effectue´e.
En somme, l’objectif poursuivi est de minimiser les violations sur la couverture des quarts,
sur les taˆches a` assurer et sur les restrictions de quarts en lien avec le personnel.
Le personnel de la se´curite´ publique
Le principal indice de performance des services de se´curite´ publique (corps policiers, ser-
vices de pompiers, ambulances, etc.) est le temps de re´ponse. Ernst et al. (2004) y voient
une caracte´ristique de l’e´valuation de la demande dans les proble`mes d’horaire de personnel
rattache´. En raison des conse´quences funestes de faillir de remplir certains crite`res de temps
de re´ponse maximaux, l’espace des solutions devient tre`s contraint, une rigidite´ dans la re´so-
lution qui peut eˆtre amplifie´e par une gestion inade´quate de l’incertitude. Cette organisation
du proble`me fait en sorte que la formation des quarts est plus facile que pour la plupart des
proble`mes d’horaires, alors que l’effort d’optimisation se reporte davantage sur l’e´laboration
des horaires et leur assignation aux divers employe´s.
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Le personnel des centres d’appel
Comme les autres proble`mes de personnel pre´sente´s jusqu’a` maintenant, la confection
des horaires pour un centre d’appel comporte une particularite´ au niveau de sa mode´lisation
mathe´matique. Selon Henderson et Mason (1998), le cadre de ce proble`me est la planification
de l’allocution du personnel pour couvrir diffe´rentes pe´riodes pour lesquelles la demande
est variable. Ernst et al. (2004) estiment que l’incertitude au niveau de la demande est un
e´le´ment central de cette famille de proble`mes, essentiellement car la demande varie plus
rapidement que les capacite´s en personnel ne peuvent raisonnablement le faire. Henderson
et Mason (1998) conside`rent un de´coupage du temps en pe´riodes suffisamment courtes pour
rendre compte de la variation de la demande et de l’accumulation de cette dernie`re dans
une file d’attente. Ainsi, lorsque la demande exce`de les capacite´s du personnel en poste, elle
s’accumule pour la pe´riode suivante. Des parame`tres permettent alors de de´terminer la part
des appels entrants qui demeure en place et celle qui se termine par un abandon de l’usager.
Cette demande re´siduelle s’ajoute a` celle de la nouvelle pe´riode en propre. Avant d’assembler
les horaires, il importe donc de former des quarts qui permettent de maintenir a` un niveau
acceptable le taux d’abandon, soit d’insatisfaction de la demande, ainsi que de re´duire les
de´lais d’attente.
2.2 Composer avec l’incertitude
En gestion, l’incertitude est omnipre´sente. Parvenir a` mode´liser ce qui est inconnu repre´-
sente un de´fi. Pourtant, laisser de coˆte´ la part incertaine d’une re´alite´ limite la force d’une
formulation. Plusieurs proble`mes d’horaire de´peints pre´ce´demment (surtout aux sections 2.1.3
et 2.1.4) comportent une part d’incertitude intrinse`que, mais d’autres parame`tres des pro-
ble`mes peuvent eˆtre mode´lise´s avec une valeur fluctuante ou impre´cise. Dans l’optique de
la production de solutions ayant une valeur applique´e, il devient ainsi pertinent de parvenir
a` produire une formulation ou un mode de re´solution permettant d’inclure cet e´tat de fait.
A` l’inte´rieur de cette section, la typologie s’inspire de Cicerone et al. (2009b) en pre´sentant
d’abord deux approches de´terministes, la programmation stochastique et la programmation
par contraintes, puis d’autres techniques comme la programmation probabiliste et floue, pour
ensuite exposer les notions de robustesse et de re´cupe´ration. D’autres manie`res de faire font
partie de la litte´rature. A` titre d’exemple, citons Cordeau et al. (1998) qui mentionnent
l’utilisation directe d’une distribution statistique sans traitement plus sophistique´, ou encore
Henderson et Mason (1998) pour qui le recours a` une simulation peut permettre d’identifier
des bornes sur un parame`tre ale´atoire.
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2.2.1 Programmation stochastique
Tre`s usite´ dans le domaine des tourne´es de ve´hicules selon Verderame et al. (2010), la
programmation stochastique par recours permet la gestion de l’incertitude sous forme de
sce´narios. Ravi et Sinha (2005) et Fischetti et al. (2009) font e´tat d’une formulation dans
laquelle le nombre de sce´narios est fini et ou` chacun d’entre eux peut survenir selon une
probabilite´ qui lui est propre. Selon la construction des variables de recours, Fischetti et al.
(2009) soulignent que meˆme si le nombre de sce´narios induits peut eˆtre tre`s grand, des tech-
niques d’e´chantillonnage peuvent guider la re´solution. Toute la gestion de l’incertitude re´side
dans ces sce´narios, qui sont repre´sente´s a` l’inte´rieur du second stade, avec les variables de
recours. En effet, pour Sahinidis (2004), un programme stochastique cherchera a` de´termi-
ner une configuration des variables de de´cision (premier stade) qui ne sera pas optimale du
simple point de vue de ces variables, mais qui inte`grera une minimisation des couˆts addition-
nels lie´s aux variables de recours (second stade), qui de´crivent l’impact sur la solution des
diffe´rentes incertitudes pouvant survenir. Pour Birge et Louveaux (1997), l’enchaˆınement des
stades est lie´e a` la leve´e de l’incertitude. Les de´cisions prises dans le cadre du premier stade
doivent composer avec l’incertitude. A` l’oppose´, les variables de recours vont agir une fois
qu’il n’y a plus d’incertitude, mais elles seront lie´es les choix pose´s au premier stade. Ravi et
Sinha (2005) expliquent que les deux stades permettent de se´parer la partie de´terministe du
proble`me du contexte incertain, qui lui est pris en charge dans le second stade. C’est dans
celui-ci, pour citer Dimitrakopoulos et Ramazan (2008), que les recours sont de´termine´s et
inclus dans l’optimisation ge´ne´rale, sous la forme de sce´narios. En somme, la programmation
stochastique par recours est limite´e par le besoin de connaˆıtre au pre´alable les probabilite´s
associe´es a` l’incertitude mode´lise´e et par la taille de l’e´ventail de sce´narios possibles. Par
contre, la pre´sence d’une re´solution en deux stades permet d’incorporer au sous-proble`me de
recours d’autres me´thodes de gestion de l’incertitude.
La capacite´ d’encapsulation permise par la programmation stochastique lui permet de
se contenir elle-meˆme. Sahinidis (2004) qualifie de programmation stochastique dynamique
le fait de re´soudre en succession plusieurs proble`mes de programmation stochastique pour
repre´senter les facteurs d’interfe´rence stochastique. Il convient toutefois de rappeler qu’il
de´coule de cette pratique une certaine lourdeur, que Sahinidis (2004) recommande d’atte´nuer
en utilisation des algorithmes d’approximation la` ou` un gain de temps peut eˆtre effectue´.
2.2.2 Programmation par contraintes
Pour re´soudre des programmes en nombres entiers, Lombardi et al. (2010) capitalisent sur
la de´composition de Benders, afin d’inclure des e´le´ments de re´solution provenant de la pro-
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grammation par contraintes. Bien que cette forme de programmation partage une proximite´
avec les programmes en nombres entiers, il est ne´cessaire de proce´der a` une transformation
pour be´ne´ficier des outils de re´solution typique des programmes en nombres entiers. Ainsi, les
contraintes sont d’abord repre´sente´es sous la forme d’un graphe de taˆches conditionnelles, qui,
lui, peut eˆtre de´crit par un programme en nombres entiers. Dans ce dernier, des variables d’ac-
tivation repre´sentent l’actualisation d’un sce´nario qui est lui-meˆme issus de sous-graphes. En
utilisant des branchements probabilistes pour produire ces derniers, on parvient a` cre´er une
re´solution ou` le proble`me maˆıtre va rechercher l’optimalite´ pendant que les sous-proble`mes
vont statuer sur la faisabilite´. Lombardi et al. (2010) mettent cependant en garde contre
l’utilisation de cette technique sur de trop petits exemplaires, car le manque de relief dans
l’espace des solutions peut rendre fastidieux la recherche d’une solution optimale.
2.2.3 Programmation probabiliste
Alors que les techniques de´terministes expose´es ci-haut vont utiliser des variables pour
repre´senter l’incertitude, la programmation probabiliste a plutoˆt recours aux contraintes pour
incorporer cette re´alite´. Sahinidis (2004) relate que c’est avec une classe de contraintes dite
ale´atoires que le caracte`re incertain des e´ve`nements peut eˆtre pris en compte. Verderame et al.
(2010) ajoutent que si elles sont limite´es a` des incertitudes dont la distribution est connue, les
contraintes ale´atoires peuvent en revanche repre´senter diffe´rents types d’incertitudes a` la fois.
Pour Golamnejad et al. (2006), la programmation probabiliste adopte en ce sens une optique
de « faire au mieux », plutoˆt que de chercher « la » meilleure solution. Souvent, les contrain-
tes ale´atoires vont prendre la forme d’un seuil de tole´rance par rapport a` une incertitude. Si
le niveau de risque est juge´ acceptable, la contrainte est de`s lors satisfaite. La non-line´arite´
de la plupart des contraintes ale´atoires repre´sente cependant un inconve´nient majeur. Sa-
hinidis (2004) rapporte que des contraintes line´aires peuvent eˆtre utilise´es en substitution,
sous re´serve d’en de´montrer l’e´quivalence. Verderame et al. (2010) pre´cisent que certaines
conversions peuvent se faire en utilisant la structure de la distribution de l’incertitude sur
laquelle est base´e la contrainte ale´atoire.
2.2.4 Programmation floue
Œuvrant autant avec les contraintes que les variables, cette forme de programmation ma-
the´matique permet de s’affranchir de la de´pendance aux distributions des e´le´ments incertains
qu’on cherche a` mode´liser. En effet, Verderame et al. (2010) assurent que la programmation
floue peut donner des re´sultats probants meˆme en l’absence de toute distribution. Sahinidis
(2004) expose brie`vement que la the´orie des ensembles flous donne une assise a` la program-
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mation floue en utilisant des contraintes floues qui ont une influence sur des variables (elles
aussi) floues. Sahinidis (2004) rapporte comment une fonction d’appartenance line´aire peut
eˆtre utilise´e pour prendre en compte les parties floues d’un programme, permettant une
re´solution qui utilise le programme flou comme recours. Verderame et al. (2010) tirent de
cette line´arisation une possibilite´ de coupler la programmation floue avec d’autres me´thodes
de gestion de l’incertitude. Les auteurs soulignent e´galement que des facteurs complexes,
comme ceux tire´s de comportements sociologiques, peuvent eˆtre agre´ge´s en un ou plusieurs
ensembles flous. Dans un contexte d’optimisation, Sahinidis (2004) pre´sente l’objectif comme
la minimisation de la violation des contraintes floues, souvent selon des bornes de´finies au
pre´alable.
2.2.5 Robustesse et re´cupe´ration
Issue de la programmation stochastique avec recours selon Sahinidis (2004), la notion
de robustesse vise a` de´terminer une solution pouvant satisfaire, lors de l’actualisation de
l’incertitude, un seuil de tole´rance. Cicerone et al. (2009a) et Henderson et Mason (1998)
pre´fe`rent parler de la qualite´ que posse`de une solution non optimale. Confronte´e a` une le´ge`re
variation sur des parame`tres incertains, une solution robuste subira une de´te´rioration de
sa valeur juge´e moindre que celle que subirait en de pareilles circonstances la valeur de la
solution optimale selon une re´solution de´terministe. Verderame et al. (2010) reconnaˆıt a` l’ide´e
de robustesse la capacite´ de couvrir diffe´rents types d’incertitude alors que Sahinidis (2004)
estime que les solutions robustes risquent d’eˆtre trop conservatrices pour eˆtre utiles dans
un contexte d’application. Surtout, les auteurs constatent que certaines formulations vont
compenser ce travers en minimisant sciemment les risques de recours.
Pour conserver des solutions inte´ressantes, Cicerone et al. (2009b) proposent plutoˆt le
concept de robustesse le´ge`re, qui vise a` qualifier des solutions qui conservent leur faisabilite´
dans un sous-ensemble de sce´narios couvrant une relaxation accepte´e comme e´tant raison-
nable. Cette notion vise surtout a` concurrencer la robustesse stricte, qui elle cherche a` garantir
la faisabilite´ dans l’ensemble des sce´narios. Avec la robustesse le´ge`re, on introduit un relaˆche-
ment dans la prudence, ne cherchant a` se pre´munir que contre une combinaison raisonnable
de facteurs, ou encore en conside´rant qu’il est plus plausible que les variations duˆes a` l’incer-
titude s’annulent partiellement entre elles plutoˆt que de toutes repousser la solution dans le
meˆme sens.
Apre`s la phase de planification, Cicerone et al. (2009a) et Cicerone et al. (2009b) de´crivent
la re´cupe´ration comme un ensemble de me´thodes heuristiques qui proce`dent a` des ajustements
sur une solution apre`s actualisation de l’incertitude. Une bonne re´cupe´ration permet de rendre
une solution a` nouveau re´alisable. La qualite´ de la re´cupe´ration peut se mesurer par la valeur
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qui a pu eˆtre recouvre´e par rapport a` la valeur attribue´e a` la solution lors de la phase de
planification. Cicerone et al. (2009b) combinent d’ailleurs les strate´gies de re´cupe´ration avec
l’ide´e de robustesse le´ge`re pour de´montrer qu’il est possible d’amener des solutions robustes
a` eˆtre concurrentielle dans un contexte d’applications.
2.3 Re´solution et proximite´ the´orique
Il a e´te´ fait brie`vement e´tat a` la section 1 que le domaine d’application du proble`me
stochastique d’horaire d’audiences judiciaires n’est pas l’un des champs ge´ne´raux en matie`re
de proble`mes d’horaire. Ne´anmoins, des similitudes sont pre´sentes. Les prochaines sections
vont permettre d’une part d’identifier les e´le´ments communs du proble`me stochastique d’ho-
raire d’audiences judiciaires et des proble`mes de´finis a` la section 2.1, d’autre part de relever
comment ces e´le´ments sont pris en compte dans les autres travaux scientifiques.
2.3.1 Proble`me d’horaire de classe
Forme la plus fondamentale du proble`me d’horaire d’universite´, le proble`me d’horaire de
classe est e´galement proche du proble`me stochastique d’horaire d’audiences judiciaires de
par sa structure. On y retrouve le personnel enseignant comme faisant partie des ressources
a` assigner, ce qui permet de repre´senter les conflits entre les causes du proble`me de salles
d’audience comme issues de l’utilisation du meˆme avocat (ou d’une meˆme partie). Il suffit
que ces conflits deviennent des cours ayant recours au meˆme enseignant, les salles d’audience
deviennent des salles de classe et le proble`me de salles d’audience devient une forme du
proble`me d’horaire de classe dont les cours ont une dure´e variable, ge´ne´ralement supe´rieure a`
une pe´riode. L’incertitude sur la dure´e des causes n’est pas tre`s compatible avec le contexte
ge´ne´ral des horaires de classes, mais sinon, l’articulation de cette e´quivalence pre´sente un
certain inte´reˆt.
Tableau 2.1 Me´thodes de re´solution pour le proble`me d’horaire de classe selon Hertz (1991),
Schaerf (1999) et Burke et al. (2004)
Exact Me´taheuristique Autre
algorithmes de flot algorithmes ge´ne´tiques permutation
recuit simule´ prog. par contraintes
recherche tabou
Schaerf (1999) parle du proble`me d’horaire de classe comme d’un proble`me dur mais
d’une complexite´ relativement peu e´leve´e. On peut voir une synthe`se des me´thodes de re´solu-
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tion couramment utilise´es dans le tableau 2.1. Les heuristiques de permutation fre´quemment
utilise´es durant les anne´es soixante et soixante-dix ont ce´de´ la place a` des me´thodes me´taheu-
ristiques diverses. Burke et al. (2004) signalent qu’une succession de proble`mes de flots a` couˆt
minimum permettent de prendre en compte un grand nombre de contraintes souples. Schaerf
(1999) expose que les algorithmes ge´ne´tiques peuvent e´voluer en marge d’un espace de solu-
tions trop e´troit pour tenter de retrouver une faisabilite´ inte´ressante. Hertz (1991) propose de
re´duire les conflits d’affectation des enseignants avec une me´thode tabou dont le de´placement
permute les cours ou les enseignants en charge. Enfin, Schaerf (1999) e´voque l’utilisation du
recuit simule´ ou la programmation par contraintes en utilisant comme recherche locale la
descente en gradient (hill climbing).
2.3.2 Les salles dans la re´solution des proble`mes d’e´ducation
La proximite´ avec le proble`me d’horaire de classe pre´sente´ a` la section 2.3.1 permet des
rapprochements avec les autres proble`mes de la meˆme famille. La ressource que repre´sente les
salles (tantoˆt de cours de justice, tantoˆt de cours acade´mique) proce`de de la meˆme logique
dans les deux cas. Il apparait donc fonde´ de penser que les modes de formulation ayant
cours dans les proble`mes d’horaire de l’e´ducation pour prendre en compte les enjeux lie´s aux
salles trouveront une re´sonnance dans la formulation mathe´matique du proble`me stochastique
d’horaire d’audiences judiciaires.
Le tableau 2.2 re´sume les me´thodes de re´solution du proble`me d’horaire de cours d’uni-
versite´. Toujours selon la logique d’une re´solution successive de proble`mes de flot a` couˆt
minimum, Schaerf (1999) conside`re l’appariement des cours aux salles comme l’un des e´le´-
ments pouvant faire l’objet d’un graphe de flot. Avec le recours a` la programmation par
contraintes, Yang et al. (2010) e´noncent une me´thode en deux stades qui construit un horaire
en relaxant les contraintes de salles tout en conservant un plafond pour e´viter les de´bor-
dements. Un sous-groupe de contraintes permet par la suite d’amener cette solution a` eˆtre
Tableau 2.2 Me´thodes de re´solution du proble`me d’horaire de cours d’universite´ selon Hertz
(1991), Schaerf (1999), McCollum (2006), Burke et al. (2010), Najdpour et Feizi-Derakhshi
(2010) Yang et al. (2010), Lutuksin et Pongcharoen (2010) et Shiau (2011)
Exact Me´taheuristique Autre
relaxation lagrangienne recherche par voisinage prog. nombres entiers de´compose´e
algorithme re´cursif essaimage prog. par contraintes
algorithme de flot algorithme ge´ne´tique
algo. colonie de fourmis
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re´alisable. L’avantage de cette fac¸on de faire est qu’elle permet l’interception d’une solution
et sa modification selon un arbitrage humain. Salwani Abdullah et al. (2010) reprennent l’ap-
proche par e´tape a` l’inte´rieur d’une recherche a` voisinage multiples dont un voisinage consiste
a` de´placer des cours d’une pe´riode a` l’autre dans la meˆme salle alors qu’un autre propose
de de´placer un cours conflictuel dans une autre salle et ailleurs dans l’horaire. Les re´sultats
obtenus permettent de de´montrer une bonne performance pour ces deux voisinages, particu-
lie`rement sur les petits exemplaires e´nonce´s par Socha et al. (2002). Pour re´soudre les conflits
lie´s entre autres aux salles, Shiau (2011) ont recours a` une me´taheuristique par essaimage
dans lequel un vecteur repre´sente la solution. Un de´placement ale´atoire des cours provoquant
un conflit permet de re´parer les solutions. Cette me´thode incorpore les pre´fe´rences des usagers
tout en conservant une performance comparable aux algorithmes ge´ne´tiques contemporains,
comme celui de Najdpour et Feizi-Derakhshi (2010), fonde´ sur la permutation des cours entre
les parents jusqu’a` obtenir un enfant re´alisable. Cet algorithme ge´ne´tique, qui supplante les
proce´de´s traditionnels, utilise comme proce´dure de mutation un de´placement ale´atoire d’un
cours ailleurs dans l’horaire.
En ce qui concerne le proble`me d’horaire d’examens, Schaerf (1999) mentionne que l’effort
particulier pour assurer une re´partition des cours dans les salles est souvent cantonne´ a` des
heuristiques de construction de la solution initiale. Or, pour reprendre McCollum (2006), il
importe de remettre la recherche de l’optimalite´ au coeur de la de´marche et de ne pas viser la
simple re´alisabilite´. Le tableau 2.3 souligne que les me´thodes de re´solution pour ce proble`me
ne sont que partiellement similaires a` celles qui pre´valent pour le proble`me d’horaire de cours
d’universite´.
2.3.3 Re´solution en demande incertaine
Si les proble`mes d’horaire de l’e´ducation pre´sente´s a` la section 2.1.1 ont une structure
a` laquelle s’apparente le proble`me stochastique d’horaire d’audiences judiciaires, une facette
importante de ce proble`me n’est pas exprime´e dans ces derniers. La principale proble´matique
Tableau 2.3 Me´thodes de re´solution du proble`me d’horaire d’examen selon Schaerf (1999),
Burke et al. (2004) et McCollum (2006)
Exact Me´taheuristique Autre
relaxation lagrangienne recuit simule´ algorithmes de re´seaux
algorithmes ge´ne´tiques programmation floue
recherche taboue prog. de Pareto
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d’optimisation du roˆle judiciaire demeure l’incertitude quant a` la dure´e des causes. C’est
pourquoi il est permis de revenir e´galement sur les proble`mes pour lesquel l’incertitude de la
demande fait partie des e´le´ments de´terminants. Dans le domaine du transport ferroviaire et
dans celui des horaires de personnel, la demande peut eˆtre d’un volume incertain. Ge´ne´rale-
ment, cette incertitude se retrouve dans le nombre des e´ve`nements a` inclure a` l’horaire, mais
l’organisation de la re´solution comporte ne´anmoins un inte´reˆt.
Qualifie´es d’approches dynamiques par Cordeau et al. (1998), quelques me´thodes de re´-
solution du proble`me de re´partition des trains prennent en compte l’incertitude. Dans un
programme en nombres entiers, les liaisons re´alisables pour les diffe´rents trains potentiels
prennent la forme de variables binaires. La re´solution par e´nume´ration implicite est viable en
termes de temps de calcul pour les petits exemplaires. Si la faisabilite´ de portions de trajets
est maintenue, un recuit simule´ peut agir comme re´cupe´ration. Enfin, un algorithme ge´ne´-
tique peut constituer une population a` partir des solutions potentielles et observer leur survie
dans un environnement ou` des incertitudes sont introduites. Pour le proble`me des wagons
de fret, les meˆmes auteurs sugge`rent une programmation stochastique ou` les diffe´rentes de-
mandes font office de variables de recours. L’e´nume´ration avec plans coupants est une autre
approche aux re´sultats satisfaisants pour introduire les e´le´ments incertains. Sans eˆtre stric-
tement une me´thode exacte, l’optimisation robuste offre e´galement une bonne performance
dans un cadre ou` la vitesse des convois peut eˆtre conside´re´e comme fixe. Les me´thodes de
re´solution repertorie´es pour les diffe´rents proble`mes de transport e´voque´s a` la section 2.1.3
sont regroupe´es dans le tableau 2.4.
Du coˆte´ des proble`mes d’horaire de personnel, Henderson et Mason (1998) soule`vent
l’inte´gration a` un programme en nombres entiers des fruits d’une simulation permettant
d’anticiper les niveaux de demande pour un centre d’appel. Des coupes sont utilise´es pour
borner la re´solution a` des patrons respectant un seuil de couverture acceptable. Coˆte´ et al.
(2009) exposent un programme en nombres entiers reposant sur un proble`me de flot. Ce
dernier est construit en utilisant des contraintes ale´atoires sur la demande. La performance
de cette approche face a` d’autres programmes comple`tement line´aires n’est pas de´montre´e par
les auteurs, mais cette formulation permet une re´duction notable de la complexite´. Dans le
domaine du transport ae´rien, Ernst et al. (2004) mentionnent le recours a` la programmation
floue couple´e a` une recherche par voisinages. D’autres formulations line´aires pre´sentent selon
les meˆmes auteurs des faiblesses si la line´arisation de l’incertitude n’est pas bien de´montre´e.
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Tableau 2.4 Me´thodes de re´solution des proble`mes de transport selon Cordeau et al. (1998)
et Kliewer et al. (2006)
Exact Me´taheuristique Autre
algorithmes de flot algorithmes ge´ne´tiques prog. dynamique
ge´ne´ration de colonnes heuristique de court chemin re´seau neuronal
relaxation lagrangienne transformation en inventaire
e´nume´ration implicite trans. en tourne´e de ve´hicule
prog. stochastique trans. en ordonnancement
e´num. avec plans coupants
2.4 Apport du me´moire
Au terme de cette revue de la litte´rature scientifique contemporaine, il est possible de sup-
puter les aspects du proble`me stochastique d’horaire d’audiences judiciaires, de sa formation
et de la re´solution propose´e qui de´notent un inte´reˆt mathe´matique. Les prochaines sections
aborderont la particularite´ de l’incertitude a` laquelle le proble`me est confronte´e au niveau des
causes, puis l’hybridation entre la programmation en nombres entiers et la programmation
probabiliste qui apporte une me´thode de re´solution singulie`re pour un proble`me d’horaire.
2.4.1 Dure´e incertaine des e´ve`nements
Il a e´te´ e´voque´ a` la section 2.3.3 que le proble`me stochastique d’horaire d’audiences
judiciaires connaissait une incertitude sur sa demande en termes de dure´e des e´ve`nements
la composant, soit les proce`s. Dans les cas re´pertorie´s dans le pre´sent chapitre, l’incertitude
tient davantage a` une quantite´ d’e´le´ments qu’a` la dure´e de ceux-ci. Pour le traitement, la
plupart des me´thodes de formulation e´nonce´es a` la section 2.2 demeurent valides, mais il
n’en demeure pas moins qu’une partie de la structure du proble`me sera diffe´rente. De plus, la
possibilite´ de proce`s a` dure´e nulle constitue un e´le´ment inusite´ dans les articles scientifiques
Tableau 2.5 Me´thodes de re´solution des proble`mes de personnel selon Henderson et Mason
(1998), Ernst et al. (2004) et Coˆte´ et al. (2009)
Exact Me´taheuristique Autre
e´num. avec plans coupants algorithmes ge´ne´tiques prog. probabiliste
programmation floue
prog. par contraintes
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et ouvrages couverts. Quelques formulations de proble`mes d’horaire vont s’attarder sur la
variation de la dure´e des e´ve`nements. On peut signaler les proble`mes issus de la gestion
des blocs ope´ratoires, ou` la dure´e des interventions chirurgicales peut varier. Par contre, la
prise en conside´ration d’e´ve`nements potentiellement sans dure´e semble apparaˆıtre comme un
e´le´ment novateur. La section 3.1 pre´sente d’ailleurs des variantes du proble`me stochastique
d’horaire d’audiences judiciaires qui permettent cette prise en compte.
2.4.2 E´nume´ration implicite et plans coupants
Comme il est possible de le constater dans les tableaux 2.1 a` 2.4, les diffe´rentes familles
de proble`mes d’horaire vont mettre l’accent sur diffe´rentes techniques de re´solution. Dans le
domaine de l’e´ducation, les me´taheuristiques sont tre`s prise´es en raison de la taille de l’espace
des solutions, alors que dans le domaine du transport, la programmation en nombres entiers
a un ascendant inde´niable. Tel que relate´ a` la section 2.2.3, il est possible de line´ariser les
contraintes ale´atoires, ce qui permet de les inclure dans un programme en nombres entiers.
Chez Coˆte´ et al. (2009), les deux types de programmation sont associe´es pour re´soudre un
proble`me d’horaire de personnel alors que les contraintes ale´atoires sont repre´sente´es sous
la forme d’un graphe. Ce dernier est alors transpose´ en contraintes line´aires au sein du pro-
gramme en nombres entiers. Dans la formulation pre´sente´e a` la section 3.3, la jonction entre
programme en nombres entiers et programmes probabilistes ressemble davantage au proce´de´
pre´sente´ par Henderson et Mason (1998), toujours dans le contexte d’un proble`me d’horaire de
personnel. Plutoˆt que d’utiliser l’insertion de coupes pour inte´grer graduellement des bornes
sur l’incertitude, les coupes vont servir a` inte´grer au mode`le un line´arisation des contraintes
ale´atoires sans qu’il soit ne´cessaire de recourir a` une transformation supple´mentaire.
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CHAPITRE 3
FORMULATIONS ET ALGORITHME DE RE´SOLUTION
Afin de poursuivre l’e´tude du proble`me stochastique d’horaire d’audiences judiciaires, il
convient d’en pre´senter des formulations mathe´matiques et de mettre de l’avant un algorithme
de re´solution. Le chapitre s’ouvre sur la description des deux formulations retenues pour mo-
de´liser mathe´matiquement le proble`me stochastique d’horaire d’audiences judiciaires. Dans
le contexte de la re´solution qui sera pre´sente´e en fin de chapitre, des me´thodes d’e´valuation
de probabilite´s sont par la suite aborde´es.
3.1 Formulation du proble`me stochastique d’horaire d’audiences judiciaires
Dans cette section seront pre´sente´s successivement deux mode`les de programmation ma-
the´matique repre´sentant le proble`me stochastique d’horaire d’audiences judiciaires. Les no-
tions communes aux deux mode`les seront expose´es en introduction. L’algorithme de re´solution
pre´sente´ a` la section 3.3 met a` profit ces deux mode`les pour de´gager une solution optimale.
3.1.1 Ge´ne´ralite´s
La section 1.2.1 a brosse´ un premier portrait du proble`me stochastique d’horaire d’au-
diences judiciaires. En guise de rappel, ce proble`me comporte un ensemble CR fini de causes
re´gulie`res qu’on tente d’inscrire dans un horaire compose´ d’un nombre fini de pe´riodes P dans
un palais de justice contenant un nombre fini de types S de salles. Les causes c ∈ CA, les
causes assigne´es, ont e´te´ mises au roˆle pre´ce´demment et ne peuvent eˆtre de´place´es. Chacune
des causes engendre, une fois a` l’horaire, un proce`s dont la dure´e peut varier selon une distri-
bution connue. Un nombre donne´ et connu de causes entrent en conflit deux a` deux en raison
d’un usage concurrent de ressources (avocats, te´moins, juges, etc.), leurs proce`s respectifs ne
peuvent donc se de´rouler sur les meˆmes pe´riodes. Si trois ou plusieurs causes sont en conflit,
il est quand meˆme possible de les mode´liser deux a` deux sans perdre de ge´ne´ralite´. Enfin,
les causes peuvent ne´cessiter des e´quipements ou des installations seulement pre´sents dans
certains types de salles d’audience, le nombre de salles disponibles pour chacun de ces types
e´tant lui aussi fini.
Le proble`me d’optimisation pose´ consiste donc a` fixer dans un horaire des audiences
pour les proce`s tout en re´duisant les de´lais. Les formulations expose´es aux sections 3.1.2 et
3.1.3 utilisent le concept de « multi-salles » propose´ par Burke et al. (2010). Pour l’expliquer
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brie`vement, il faut conside´rer que puisque, par de´finition, les salles d’un meˆme type disposent
des meˆmes e´quipements, il est possible de les remplacer par une salle pouvant accueillir pour
une pe´riode donne´e autant de proce`s qu’il y a de salles d’audience de ce type dans le palais
de justice. Cet artifice the´orique permet de simplifier la re´solution en diminuant la syme´trie
engendre´e par les salles.
Conside´rant le recours aux multi-salles, voici les contraintes propose´es, qui sont expose´es
plus en de´tail au paragraphe suivant :
Contraintes fermes
– CF1 : Les causes en conflit ne doivent pas proce´der durant la meˆme pe´riode ;
– CF2 : Le proce`s d’une cause doit de´buter a` une pe´riode valide ;
– CF3 : Chaque cause a` l’horaire rec¸oit un type de salle d’audience disposant des e´qui-
pements approprie´s ;
– CF4 : Pour chaque pe´riode, la probabilite´ que le nombre de proce`s en cours dans un
type de salle soit supe´rieur au nombre de salles de ce type est infe´rieure a` 1 − α, un
seuil de tole´rance de´fini comme parame`tre ;
– CF5 : Les causes pre´assigne´es ne peuvent eˆtre de´place´es.
Contraintes souples
– CS1 : Toutes les causes doivent eˆtre inscrites au roˆle et ainsi recevoir une pe´riode de
de´but.
Objectif
Minimiser la somme des temps d’attente avant l’ouverture de chacun des proce`s.
L’ensemble K permet d’identifier les paires de causes pouvant, en entrant en conflit, induire
une violation de la contrainte (CF1). A` l’inverse, l’ensemble Pc ne retient, pour chaque cause,
que les pe´riodes de de´but assurant le respect de la contrainte (CF2). La construction de
l’ensemble Sc permet, selon le meˆme raisonnement, le respect de la contrainte (CF3). La
notion de multi-salles est traduite par le nombre Ns qui, pour chaque type s, indique la
quantite´ de salles qui y sont consolide´es. La souplesse de la contrainte (CS1) est assure´e par
l’ajout de variables d’e´cart ec dans les contraintes d’affectation des causes au roˆle, variables qui
sont fortement pe´nalise´es dans la fonction-objectif. Dans sa formulation actuelle, l’objectif
implique que les causes n’ont pas de priorite´ entre elles dues a` la nature du litige, a` sa
me´diatisation ou a` la dure´e pre´vue des audiences. Cette conception repose sur l’e´quite´ des
justiciables aux yeux de l’E´tat.
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3.1.2 Mode`le avec dure´e fixe et surcapacite´
Le premier mode`le pre´sente´ s’inspire le plus directement de la pratique empirique pre´va-
lant dans l’administration de la justice. Cette dernie`re e´tablit, selon un taux de surcharge, ide´e
ici reprise, une capacite´ dans laquelle est fixe´e de fac¸on se´quentielle la place des diffe´rentes
causes. La formulation utilise´e ci-apre`s est caracte´rise´e par la notion de dure´e fixe puisqu’elle
conside`re que le proce`s de chaque cause aura automatiquement la plus longue dure´e pre´vue.
Comme la dure´e re´alise´e des causes ne peut qu’eˆtre infe´rieure (jusqu’a` en eˆtre nulle) ou e´gale
a` cette dure´e de´termine´e, les solutions vont pre´senter des vides par rapport a` la planification
initiale. Le recours a` la surplanification permet de diminuer les temps d’attente avant le de´-
but des diffe´rents proce`s. A` l’aide d’un parame`tre, cette surplanification peut eˆtre ajuste´e de
manie`re a` re´aliser un arbitrage entre la re´duction globale des temps d’attente et le risque de
produire un horaire occasionnant des sce´narios d’encombrement de roˆle lorsque l’incertitude
est leve´e sur la dure´e des causes. Voici la formulation qui incorpore ces e´le´ments :
Variables
xcps : Variable binaire de de´cision sur la pe´riode p de de´but de la cause c et sur le type de
salle s retenu.
ec : Variable binaire d’e´cart sur la non-mise au roˆle de la cause c.
Programme
min
x,e
∑
c∈CR
∑
p∈Pc
∑
s∈Sc
p · xcps +
∑
c∈CR
Mcec (3.1)
s.c.
∑
p∈Pc
∑
s∈Sc
xcps + ec = 1 ∀ c ∈ CR (3.2)∑
c∈CR
∑
q ∈Pcp
xcqs + |CAps| ≤ βNs ∀ s ∈ S, p ∈ P (3.3)∑
s∈Si
∑
q ∈Pip
xiqs +
∑
s∈Sj
∑
q ∈Pjp
xjqs ≤ 1 ∀ (i, j) ∈ K, p ∈ P (3.4)
xcps, ec ∈ {0, 1} ∀ c ∈ CR, p ∈ Pc, s ∈ Sc (3.5)
La fonction-objectif (3.1) minimise deux e´le´ments distincts. D’abord, elle somme les de´lais
d’attente, repre´sente´s par l’indice p des variables de de´cision xcps ayant pris la valeur 1. Puis,
la fonction-objectif somme les pe´nalite´s Mc associe´es aux causes c n’ayant pas e´te´ inscrites
au roˆle. Ces pe´nalite´s viennent du non-respect de la contrainte (CS1). Pour une cause c
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donne´e, la valeur du parame`tre Mc doit eˆtre suffisamment grande pour qu’il soit en tout
temps pre´fe´rable d’inscrire la cause c au roˆle, ceteris paribus.
Les contraintes d’affectation (3.2) forcent le choix d’une pe´riode de de´but et d’un type de
salle pour chacune des causes, dans les respect des contraintes (CF2) et (CF3). Si la contrainte
(CS1) n’est pas respecte´e, la variable d’e´cart ec correspondante va provoquer l’ajout de la
pe´nalite´ dans la fonction-objectif. Les contraintes de surplanification (3.3) limitent le nombre
de causes pouvant se de´rouler lors d’une pe´riode p par rapport au nombre de salles du type s.
La sommation effectue´e ne tient compte que des pe´riodes de de´but valide pour chaque cause
c. Il faut cependant lui ajouter l’ensemble CAps des causes pre´assigne´es proce´dant dans une
salle de type s et dont la dure´e maximale couvre la pe´riode p. Le parame`tre β de´termine la
surcapacite´ maximale autorise´e. Si β prend la valeur 1, il n’y aura pas de surplanification, mais
la contrainte (CF4) sera assure´ment respecte´e et les solutions seront tre`s conservatrices. Si β
prend toute valeur supe´rieure a` 1, cette garantie de respect est perdue. Les contraintes (3.4)
empeˆchent deux causes e´tant en conflit de proce´der a` la meˆme pe´riode, selon la contrainte
(CF1). Enfin, les contraintes de binarite´ (3.5) de´coulent de la de´finition des variables qui
repre´sentent pour une cause c le choix, ou l’absence de choix d’une pe´riode p et d’un type de
salle s comme le de´but du proce`s associe´.
3.1.3 Mode`le avec probabilite´s
La section pre´ce´dente a pre´sente´ un mode`le a` dure´e fixe line´aire mais qui ne peut garantir
le respect de la contrainte (CF4). Pour obtenir cette garantie, le pre´sent mode`le de´laisse l’uti-
lisation d’une dure´e fixe pour les causes afin d’introduire des variables ale´atoires repre´sentant
l’incertitude sur la dure´e des causes. La valeur de ces variables va indiquer, avec la leve´e de
l’incertitude, si le proce`s d’une cause c donne´e se concre´tise durant une pe´riode p dans une
salle de type s. Suivant une loi de Bernoulli, la valeur de ces variables obe´it aux probabilite´s
suivantes :
Ycps =

1 avec une probabilite´ de picp si c ∈ CA
avec une probabilite´ de
∑
q ∈Pcp xcqs
(
piRc(p−q+1)
)
si c ∈ CR
0 avec une probabilite´ de (1− picp) si c ∈ CA
avec une probabilite´ de
∑
q ∈Pcp xcqs
(
1− piRc(p−q+1)
)
si c ∈ CR.
(3.6)
Il est possible de formuler des probabilite´s picp directement avec les causes pre´assigne´es car
si leur dure´e demeure incertaine, leur pe´riode de de´but et le type de salle alloue´ est de´ja` arreˆte´
par de´finition. Pour les causes re´gulie`res, la probabilite´ de´pend de la valeur des variables de
32
de´cision xcps, puisque le proce`s d’une cause re´gulie`re c a une probabilite´ picd de s’e´tendre sur
au moins d pe´riodes. On peut ainsi conside´rer l’exemple d’une cause pouvant durer jusqu’a`
quatre pe´riodes. Si deux moments de de´parts valides se retrouvent a` l’inte´rieur d’un horizon
de quatre pe´riodes, la valeur de Ycps tiendra compte des probabilite´s associe´es a` ces deux
pe´riodes de de´part. Comme les variables ale´atoires expriment l’incertitude sur la dure´e des
causes, elles sont utilise´es pour formuler les contraintes probabilistes suivantes :
P
[ ∑
c∈CA ∪CR
Ycps > Ns
]
≤ 1− α ∀ s ∈ S, p ∈ P. (3.7)
Ces nouvelles contraintes doivent eˆtre respecte´es pour chaque type de salle et pour toutes
les pe´riodes de l’horizon. Le membre de droite repre´sente le niveau de risque maximal autorise´
pour qu’une solution soit juge´e acceptable. La formulation reprend donc les contraintes du
mode`le avec dure´e fixe et surcapacite´ (3.1)-(3.5), en substituant les contraintes (3.7) aux
contraintes (3.3). Sous cette forme, les contraintes (3.7) ne peuvent eˆtre inte´gre´es dans une
formulation line´aire. Pour une pe´riode p et un type de salle s donne´s, on peut identifier un
proce`s pouvant survenir avec une probabilite´ non-nulle par un couplet compose´ de la cause
proce´dant et de sa pe´riode de de´part. L’ensemble Gps regroupe ces couplets a` la condition que
la probabilite´ que tous ces proce`s aie lieu simultane´ment de´passe le seuil 1 − α retenu dans
les contraintes (3.7). En supposant que la composition de Gps est connue, on peut formuler
les contraintes line´aires suivantes :
∑
(c,q)∈Gps
xcqs ≤ |Gps| − 1 ∀ Gps ∈ Γps, p ∈ P, s ∈ S. (3.8)
L’ensemble Γps regroupe les divers ensembles Gps. La taille de Γps peut eˆtre conside´rable
selon le nombre de causes et leurs distributions. Il en de´coule un fort grand nombre potentiel
de contraintes (3.8), ce pourquoi elles seront ajoute´es au besoin en cours de re´solution.
3.2 Me´thodes d’e´valuation des probabilite´s d’encombrement du roˆle
En cours de re´solution, les contraintes probabilistes (3.7) viole´es sont identifie´es et rempla-
ce´es dans les mode`les par les contraintes (3.8) correspondantes. Or, l’ajout de ces dernie`res
suppose qu’un ensemble Gps est connu. Mais cet ensemble est de´fini par la violation qu’il
provoque des contraintes (3.7). Pour permettre une re´solution satisfaisante, il est ne´cessaire
d’eˆtre en mesure de tester si une solution entie`re du proble`me stochastique d’horaire d’au-
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diences judiciaires satisfait, pour chaque pe´riode et chaque type de salles, ces contraintes
probabilistes. Pour la suite de la section, le cas d’une pe´riode p et d’un type de salle s est
retenu. Trois me´thodes diffe´rentes sont propose´es et compare´es pour tenter de permettre une
e´valuation versatile de cette probabilite´.
L’ensemble Gps a e´te´ de´crit a` la section 3.1.3 comme regroupant les causes et leur pe´riode
de de´but entraˆınant un encombrement du roˆle. De fac¸on plus ge´ne´rale, pour inclure dans le
calcul de probabilite´ les causes pre´assigne´es et l’ensemble des causes re´gulie`res pertinentes,
l’ensemble Gps est de´note´ formellement comme suit :
Gps ⊆ Gps = {(c, q) | c ∈ C, q ∈ Pc et P[Ycps = 1] > 0} . (3.9)
De par la construction de Gps, il est possible de restreindre l’e´valuation de la probabilite´
qu’il y ait de´bordement des salles aux seules causes faisant partie de l’ensemble, et d’e´crire
la probabilite´ devant eˆtre e´value´e comme :
P
[∑
c∈C
Ycps > Ns
]
= P
 ∑
c : (c,q)∈Gps
Ycps > Ns
 . (3.10)
L’obtention d’une solution entie`re xˆ permet de de´terminer un sous-ensemble Gˆps de Gps
pouvant eˆtre de´fini comme suit :
Gˆps = {(c, q) | c ∈ CA et q ∈ Pcp} ∪ {(c, q) | c ∈ CR, xˆcqs = 1 et q ∈ Pcp}. (3.11)
En se fondant sur l’e´galite´ (3.10), on peut trouver la relation suivante :
P
 ∑
c : (c,q)∈Gˆps
Ycps > Ns
 > 1− α⇒ Gˆps ∈ Γps. (3.12)
3.2.1 Me´thode exacte
La premie`re me´thode consiste a` de´terminer la valeur de la probabilite´ de la relation (3.12)
par un calcul exact. En s’appuyant sur chacun des ensembles Gˆps, la probabilite´ se de´compose
en une sommation comme suit :
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P
 ∑
c : (c,q)∈Gˆps
Ycps > Ns
 = { ∑|Gˆps|i=Ns+1 P [∑c : (c,q)∈Gˆps Ycps = i] si |Gˆps| > Ns
0 sinon.
(3.13)
Le reste de la pre´sente section va porter sur le cas de figure ou` |Gˆps| > Ns, puisque la
probabilite´ d’encombrement du roˆle est triviale dans l’autre cas. Comme l’illustre la somma-
tion (3.13), une seconde probabilite´ doit eˆtre e´value´e pour toutes les tailles de sous-ensembles
suffisamment grandes pour exce´der le nombre de salles. Prenons en conside´ration un ensemble
Gˆps contenant cinq couplets de causes-pe´riodes. Si Ns = 3, il faut donc e´valuer successivement
la probabilite´ qu’il y ait quatre, puis cinq causes simultane´ment. Pour chacune de ces tailles,
un sous-ensemble U des couples de Gˆps repre´senteront exclusivement les couples comprenant
des causes en cours avec une probabilite´ e´quivalant au produit des probabilite´s individuelles
des causes lie´es aux couples appartenant a` U par l’inverse des produits des autres causes
issues des couples de Gˆps, soit, formellement :
P
 ∑
c : (c,q)∈Gˆps
Ycps = i
 = ∑
U ⊆ Gˆps : |U |=i
 ∏
c : (c,q)∈U
picp
 ∏
c : (c,q)∈Gˆps \U
(1− picp)
 . (3.14)
D’ou`, pour le cas de figure |Gˆps| > Ns, de fac¸on ge´ne´rale :
P
 ∑
c : (c,q)∈Gˆps
Ycps > Ns
 = |Gˆps|∑
i=Ns+1
∑
U ⊆ Gˆps : |U |=i
 ∏
c : (c,q)∈U
picp
 ∏
c : (c,q)∈Gˆps \U
(1− picp)
 .(3.15)
En d’autres mots, si on se re´fe`re a` notre exemple d’un ensemble de cinq couplets repre´sen-
tant des proce`s potentiels dans trois salles, l’un des cas de figure pour qu’il y aie de´bordement
serait que quatre de ces proce`s aient lieu simultane´ment. Dans ce sce´nario, cela pourrait eˆtre
tous les proce`s de l’ensemble sauf celui associe´ au troisie`me couplet de l’ensemble. La proba-
bilite´ que cet e´ve`nement surviennent est le produit de la probabilite´ que chacun des quatre
proce`s individuellement aient lieu. Il faut toutefois ajouter un produit supple´mentaire, par
l’inverse de la probabilite´ que le proce`s du troisie`me couplet aie lieu, car le sce´nario e´value´
affirme que seuls les quatre autres causes proce`dent. Puisque cette e´valuation est faite sur
des solutions entie`res, les probabilite´s picp propres a` chacun des proce`s sont connues, meˆme
pour les causes re´gulie`res, puisqu’un seul xˆcps pertinent peut avoir la valeur 1 a` la fois. On
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peut affirmer :
picp = pi
R
c(p−q+1) si ∃ xˆcqs = 1,
ce qui permet une simplification d’une e´criture de´ja` complexe. L’essentiel au sujet de l’e´qua-
tion (3.15) est d’en comprendre que le calcul de la probabilite´ d’encombrement du roˆle peut se
faire par une sommation de produits des probabilite´s individuelles des diffe´rentes causes im-
plique´es. Par la me´thode exacte, on peut obtenir une e´valuation de cette probabilite´ qui sera
aussi valable que les probabilite´s picp sur lesquelles elle se fondent, ce qui n’est pas ne´gligeable.
Or, il faut parvenir a` effectuer cette somme de produits de probabilite´s. Si, par convention,
n est utilise´ pour de´signer la valeur de (Ns+1) et m pour de´signer la taille de l’ensemble Gˆps,
on peut e´valuer les temps de calcul ne´cessaires. En soi, la premie`re sommation repre´sente
un temps de O(m − n). Selon la taille des sous-ensembles U par rapport a` |Gˆps|, le nombre
de ces sous-ensembles est variable, mais sera toujours de O
(
m!
(m−n)!n!
)
. Enfin, le nombre de
multiplications au sein de la sommation du membre droit de l’e´quation (3.14) est constant et
de O(m−1). Par ailleurs, comme ne sont conside´re´s que les cas ou` |Gˆps| > Ns, les expressions
(m − n) et (m − 1) sont toutes deux de O(m), d’ou`, pour l’e´valuation de la probabilite´
d’encombrement du roˆle avec la me´thode exacte, des temps de calculs de O
(
m2m!
(m−n)!n!
)
. La
pre´sence de factorielle et d’un terme au carre´ tend a` occasionner une explosion combinatoire
sur les temps de calculs associe´s a` cette me´thode, ce qui n’est pas, non plus, ne´gligeable.
3.2.2 Me´thode approche´e
Comme mentionne´ a` la section 3.2.1, la me´thode exacte implique un grand nombre de
calculs de`s que le nombre de causes lie´es a` la probabilite´ se met a` augmenter. D’ou` la per-
tinence de proce´der non pas a` l’e´valuation exacte de cette probabilite´, mais plutoˆt a` son
approximation. Proce´der de la sorte peut permettre une e´conomie de calcul s’il est possible
de rapprocher le comportement de la probabilite´ (3.10) d’une distribution connue, pour au-
tant, bien suˆr, que cette dernie`re posse`de des proprie´te´s approprie´es. A` cette fin, les variables
Ycps, permettent de de´crire un sce´nario potentiel une fois l’incertitude leve´e. En effet, la cause
c sera en cours dans une salle de type s durant la pe´riode p si Ycps = 1. La probabilite´ que
cet e´ve`nement survienne est cale´e sur la distribution de la dure´e potentielle de la cause c
et sur la pe´riode de de´but p qui provient d’une solution donne´e. Ainsi de´crites, les variables
Ycps forment un ensemble de variables inde´pendantes suivant chacune une distribution de
Bernoulli. Le the´ore`me central limite ge´ne´ralise´ sous la condition de Lyapunov, qui est, entre
autre, rapporte´ par Billingsley (2012), stipule que la distribution d’une somme telle celle
comprise dans la probabilite´ (3.10) va tendre vers la loi normale si la valeur de |Gˆps| est sub-
stantielle et ce, meˆme si les variables Ycps n’ont pas les meˆmes probabilite´s. La distribution
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re´sultante e´tant une gaussienne de la forme suivante :
N
 ∑
c : (c,q)∈Gˆps
picp,
∑
c : (c,q)∈Gˆps
picp(1− picp)
 . (3.16)
La principale force de la me´thode approche´e est la rapidite´ des calculs qu’elle implique,
l’aire sous une gaussienne pouvant se calculer ou s’interpoler a` partir de la moyenne et de
l’e´cart-type. Pour reprendre l’e´valuation faite a` la section 3.2.1, cette me´thode implique des
calculs de O(m). Elle est donc a` l’abri de l’explosion combinatoire aﬄigeant la me´thode
exacte.
Cependant, les gains en temps de calcul sont re´alise´s au prix de la perte de l’exactitude. La
me´thode approche´e n’est qu’une heuristique dont l’impre´cision diminue avec l’augmentation
de la cardinalite´ de Gˆps. Lorsque celle-ci est faible, l’approximation par la loi normale retourne
une probabilite´ qui peut eˆtre passablement diffe´rente de la valeur exacte.
3.2.3 Me´thode simule´e
La me´thode simule´e qui est propose´e cherche a` obtenir une approximation dont la qualite´
est inde´pendante de l’exemplaire sur lequel la probabilite´ doit eˆtre calcule´e. En fait, plutoˆt que
de tenter de calculer ou d’approcher la probabilite´ (3.7), cette me´thode propose d’effectuer
une simulation de Monte Carlo afin d’obtenir des statistiques pour estimer les probabilite´s
d’encombrement du roˆle. En se fondant sur la loi des grands nombres, les caracte´ristiques se
de´gageant des tirages effectue´s sont conside´re´es comme tendant vers les caracte´ristiques de la
distribution simule´e si le nombre de tirages est suffisant. Comme l’explique Mooney (1997), ce
type de simulation peut se baser sur des variables de Bernoulli. En utilisant la probabilite´ picp
associe´e a` aux variables Ycps, une valeur pseudo-ale´atoire est assigne´e a` celles-ci, ce qui permet
de de´terminer si la somme de leurs valeurs est supe´rieure ou non a` Ns. Cette proce´dure est
re´pe´te´e pour un nombre γ de tirages de manie`re a` de´gager une proportion de cas pouvant
servir d’estime´ de la probabilite´ de de´bordement des salles. Plus la valeur du parame`tre γ est
grande, plus l’estimation produite par la simulation de Monte Carlo tend a` s’approcher de
la probabilite´ re´elle qui est approxime´e, sous re´serve de l’absence de biais dans la ge´ne´ration
des valeurs pseudo-ale´atoires.
La me´thode simule´e permet ainsi de produire une approximation dont le degre´ de validite´
n’est pas lie´ au nombre de causes implique´es dans la probabilite´ a` de´terminer. Par conse´quent,
cette me´thode est plus versatile que celle de´crite a` la section 3.2.2. Au niveau des temps de
calculs, ils sont avec cette me´thode de O(γm).
La simulation de Monte Carlo permet certes de connaˆıtre le comportement d’une proba-
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bilite´ complexe, mais elle ne peut que l’estimer. En comparaison avec la me´thode d’approxi-
mation propose´e a` la section 3.2.2, l’adaptabilite´ de cette simulation est acquise au prix d’un
temps de calcul plus long.
3.2.4 Synthe`se
Le choix de la me´thode de calcul des probabilite´s de´pend essentiellement de deux crite`res.
Dans un premier temps, la me´thode retenue doit eˆtre pre´cise. Il s’agit de de´terminer si une
solution viole une contrainte probabiliste et, le cas e´che´ant, un ensemble Gps. Une me´thode
impre´cise pourrait retenir comme re´alisable une solution ne respectant pas les contraintes,
ou encore rejeter une solution les satisfaisant. Puis, comme ce test peut eˆtre effectue´ jusqu’a`
|P ||S| fois sur chaque solution entie`re retourne´e par l’e´nume´ration implicite, il ne doit pas
recourir a` un trop grand nombre de calculs, ce qui plomberait la performance ge´ne´rale de
la re´solution. Le tableau 3.1 permet de comparer en un clin d’oeil les caracte´ristiques des
diffe´rentes me´thodes en lien avec ces crite`res.
En supposant un nombre de causes suffisant, la me´thode approche´e se de´marque, car ses
temps de calculs sont les plus faibles. Sous la re´serve de cette hypothe`se, elle offre une approxi-
mation convenable, ce qui est e´galement le cas de la me´thode simule´e, mais cette dernie`re
est plus lente. Cependant, si le nombre de causes est plutoˆt faible, un autre raisonnement
pre´vaut. Pour un petit nombre de causes, l’explosion combinatoire lie´e a` la re´solution de la
me´thode exacte est plus modeste, ce qui rend moins prohibitif de se livrer a` un calcul exact.
En comparaison, la me´thode approche´e peine a` fournir une approximation convenable. Par
contre, la me´thode simule´e reste concurrentielle, sa pre´cision e´tant inde´pendante du nombre
de causes. Meˆme avec un grand nombre de tirages, son temps de calcul peut de´classer celui de
la me´thode exacte. Le crite`re d’efficacite´ peut cependant demeurer pertinent, car une seule
me´thode est re´ellement exacte. Cette garantie e´chappe a` la me´thode simule´e, meˆme si avec
un nombre faramineux de tirages, elle peut en venir a` une pre´cision d’une finesse tre`s e´leve´e.
Tableau 3.1 Comparatif des me´thodes d’e´valuation de la probabilite´ de de´bordement des
salles d’audience
Me´thode Exacte Approche´e Simule´e
Exactitude oui non non
Ordre de calcul O
(
|Gˆps|2|Gˆps|!
(|Gˆps|−Ns−1)!(Ns+1)!
)
O(|Gˆps|) O(γ|Gˆps|)
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3.3 Me´thode de re´solution
3.3.1 E´nume´ration implicite
Pour re´soudre le proble`me stochastique d’horaire d’audiences judiciaires, la me´thode pro-
pose´e incorpore des e´le´ments de l’ensemble de ce chapitre. Il s’agit d’une e´nume´ration implicite
avec plans coupants, soit les coupes (3.8). Ces dernie`res e´tant fort nombreuses, la re´solution
de´marre l’e´nume´ration implicite en utilisant les contraintes (3.3) assorties d’une grande valeur
pour β. Une faible valeur du parame`tre β produira des solutions dont la surplanification ne
violera pas les contraintes probabilistes, une assurance qui se paie par une minimisation trop
conservatrice. Inversement, les contraintes (3.3) comportant une valeur de β excessivement
grande peuvent eˆtre respecte´es par des solutions pourtant tre`s loin de satisfaire les contraintes
(3.7). Ainsi, la re´solution tire profit de la formulation avec dure´e fixe et surcapacite´ comme
de la formulation probabiliste.
De fac¸on plus concre`te, la re´solution du mode`le (3.1)-(3.5) par e´nume´ration implicite
est effectue´e par un solveur commercial, en l’occurrence CPLEX utilisant la gamme de para-
me`tres par de´faut. Apre`s la re´solution de la relaxation line´aire associe´e a` un sommet de l’arbre
de branchement, la me´thode e´value si la solution obtenue respecte les contraintes de binarite´.
Si la solution est fractionnaire et que la borne infe´rieure au sommet ne permet d’e´laguer cette
branche, deux nouveaux sommets sont cre´e´s par branchement sur la variable binaire dont la
valeur dans la relaxation line´aire est la plus proche de 0.5. Une valeur respective de 0 et de 1
est impose´e a` la variable dans chacun des sommets-fils ainsi forme´s. A` chaque solution entie`re
rencontre´e en cours ou au terme de la re´solution de la relaxation line´aire, l’une des me´thodes
d’e´valuation de la probabilite´ d’encombrement du roˆle de´crite a` la section 3.2 est employe´e
pour ve´rifier le respect des contraintes probabilistes. Ce choix se fonde, selon la pe´riode p et
le type de salle s, sur le nombre de causes composant le sous-ensemble Gˆps correspondant. Si
l’e´valuation conclut a` la violation d’une contrainte (3.7), la coupe (3.20) correspondante est
ajoute´e a` l’ensemble de l’arbre de branchement, mais seulement s’il s’agit de la solution opti-
male de la relaxation line´aire du sommet courant. Autrement, la solution entie`re est de´clare´e
non re´alisable et la re´solution de la relaxation line´aire se poursuit sans heurts.
3.3.2 Insertion des plans coupants
La section 3.2 a passe´ en revue les trois me´thodes d’e´valuation du membre de gauche des
contraintes (3.7). Elles sont toutes utilise´es dans la re´solution. La me´thode exacte fournit,
comme son nom l’indique, l’e´valuation la plus pre´cise de la probabilite´ d’encombrement du
roˆle, mais sur un ensemble Gˆcps de grande taille, elle est sujette a` l’explosion combinatoire
de ses temps de calcul. C’est alors que la me´thode approche´e, forte de son temps de calcul
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re´duits, peut entrer en sce`ne et jouer un roˆle comple´mentaire, alors sa pre´cision laisse a`
de´sirer si la taille de Gˆps n’est pas substantielle. Le recours a` la me´thode simule´e permet
de faire le pont pour une valeur de |Gˆps| hors de la zone de confort des deux me´thodes
pre´ce´dentes. Deux seuils parame´triques (σ1 et σ2) sont utilise´s pour de´terminer la me´thode
qui sera utilise´e pour proce´der a` l’e´valuation. L’e´valuation de la probabilite´ se fait par la
me´thode exacte si |Gˆps| ≤ σ1 et par la me´thode approche´e si |Gˆps| ≥ σ2. Pour les valeurs
telles que σ1 ≤ |Gˆps| ≤ σ2, la me´thode simule´e est privile´gie´e. Comme sa pre´cision est
inde´pendante de |Gˆps| mais qu’elle repose sur un temps de calcul supe´rieur a` celui de la
me´thode approche´e, la me´thode simule´e permet de faire le relai entre les deux seuils.
Peu importe la me´thode utilise´e, lorsque la probabilite´ d’encombrement du roˆle exce`de
1− α, pour une salle de type s et une pe´riode p, la solution entie`re xˆ n’est pas re´alisable au
sens des contraintes (3.7). Le roˆle des coupes sera de se´parer ces solutions non re´alisables.
De l’ensemble Gˆps, on peut ne retenir que les couples impliquant des causes re´gulie`res, qu’on
exprime
GˆRps =
{
(c, q) ∈ Gˆps | c ∈ CR
}
, (3.17)
duquel on pourra de´gager la coupe suivante pour se´parer xˆ :
∑
c : (c,q)∈GˆRps
xcqs ≤ |GˆRps| − 1. (3.18)
Toutefois, la coupe obtenue peut eˆtre renforce´e s’il existe un ensemble Gps tel que :
|Gps ∩ GˆRps| < |GˆRps|.
C’est pourquoi la coupe sera resserre´e sur un sous-ensemble Gˆ′ps ⊆ GˆRps de cardinalite´ mini-
mum. Ce sous-ensemble appartient lui aussi a` Γps et se retrouve en classant les couples (c, q)
selon la valeur de P[Y cps] = 1] pour la variable de Bernoulli approprie´e. La coupe reprendra
le plus petit sous-ensemble de GˆRps tel que la solution entie`re sera se´pare´e et qu’aucun autre
sous-ensemble de meˆme taille ne permet cette se´paration. Ainsi, l’ajout successif de coupes
redondantes entre elles sera e´vite´.
Par de´finition, les variables Ycps prennent la valeur 1 si la cause c proce`de a` la pe´riode
p dans une salle de type s. Les proce`s s’ouvrent et se poursuivent jusqu’a` terme de fac¸on
continue sur un certain nombre de pe´riodes. L’absence d’interruption dans les proce`s permet
d’effectuer le lien suivant entre les variables Ycps :
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P[Ycps = 1] > 0 =⇒ P[Ycps = 1] ≥ P[Yc(p+1)s = 1] (3.19)
La relation (3.19) s’explique par le fait que si la cause c proce`de a` la pe´riode p + 1 sans
avoir de´bute´ a` cette meˆme pe´riode, le proce`s e´tait force´ment en salle a` la pe´riode p. L’inverse
n’est cependant pas vrai, car une cause peut proce´der a` la pe´riode p, s’y terminer et ne pas
utiliser de locaux a` la pe´riode suivante. Dans le cadre des coupes, cette relation pre´sente un
inte´reˆt. Pour une solution entie`re, une seule variable xcqs aura influence´ P[Ycps = 1] pour
c ∈ C. Selon la relation (3.19), si le choix de la pe´riode q ame`ne la cause c a` contribuer a`
l’encombrement du roˆle, toutes les autres pe´riodes de de´but valides de la cause c situe´es entre
q et p aurait provoque´, ceteris paribus, un encombrement du roˆle. On peut donc les inclure
de proposer la coupe suivante :
∑
c : (c,q)∈Gˆ′ps
∑
t∈Pcp∩{q,q+1,...,p}
xcts ≤ |Gˆ′ps| − 1 (3.20)
3.3.3 Algorithme
L’algorithme 1 pre´sente de fac¸on plus concise le fonctionnement de la me´thode de re´so-
lution propose´e. Les e´tapes initiales n’ont pas de porte´e spe´cifique et de´crivent la logique de
re´solution d’une e´nume´ration implicite effectue´e selon les parame`tres par de´faut de CPLEX.
L’inte´reˆt de pre´senter cet algorithme re´side davantage dans les e´tapes 8 et suivantes, qui
concernent la proce´dure d’e´valuation de la probabilite´ d’encombrement du roˆle et de la ge´-
ne´ration des coupes. C’est par ces e´tapes qu’on peut passer d’une re´solution a` surcapacite´ a`
une solution respectant les contraintes probabilistes. De fait, comme on peut le voir a` l’e´tape
20, le classement d’une solution comme (meilleure) solution re´alisable ne se fait que sur la
relaxation line´aire d’un sommet ou` le seuil de tole´rance 1− α est respecte´. Inversement, une
solution entie`re re´alisable selon la formulation stricte du mode`le avec dure´e fixe et surcapacite´
peut eˆtre e´carte´e.
Comme mentionne´ a` la section 3.3.1, la re´solution des relaxations line´aires et la gestion de
l’arbre de branchement est effectue´e par CPLEX et s’effectue selon les parame`tres par de´faut.
Lorsqu’une violation d’une contrainte (3.7) est constate´e, l’insertion d’une coupe (3.20) est
effectue´e pour l’ensemble de l’arbre de branchement, ce qui implique que la coupe est retenue
pour la re´solution de l’ensemble des relaxations line´aires subse´quentes.
41
Algorithme 1 Me´thode de re´solution
1: Transmission a` CPLEX de la formulation avec dure´e fixe et surcapacite´ du proble`me
stochastique d’horaire d’audiences judiciaires.
2: Inscription du sommet initial de l’arbre d’e´nume´ration dans la liste des sommets a` re´-
soudre.
3: tant que les sommets a` re´soudre ont une borne infe´rieure sur le sommet parent permet-
tant d’ame´liorer la meilleure solution re´alisable faire
4: Conside´rer le prochain sommet dans la liste des sommets a` re´soudre
5: Re´solution par CPLEX de la relaxation line´aire.
6: si la solution est entie`re alors
7: pour tout p ∈ P, s ∈ S faire
8: E´valuer la probabilite´ d’encombrement du roˆle.
9: si |Gˆps| < σ1 alors
10: Calcul des produits de probabilite´s selon l’e´quation (3.15).
11: sinon
12: si |Gˆps| < σ2 alors
13: Pour γ tirages, attribuer des valeurs pseudo-ale´atoires aux variables Ycps per-
tinente.
14: Approcher la probabilite´ d’encombrement du roˆle par les statistiques issues
de la me´thode simule´e utilisant γ tirages.
15: sinon
16: Approximation de la probabilite´ d’encombrement du roˆle par la gaussienne
(3.16).
17: si P
[∑
c : (c,q)∈Gps Ycps > Ns
]
> (1 − α) et la solution courante est issue de la fin
de la relaxation line´aire alors
18: De´terminer une coupe (3.20) de cardinalite´ minimale et l’appliquer au mode`le
courant.
19: sinon
20: si la valeur de la solution courante est infe´rieure a` celle de la meilleure solution
re´alisable alors
21: Classer la solution obtenue comme meilleure solution re´alisable
22: Classer la solution obtenue comme solution re´alisable.
23: ARRET. Terminer la re´solution et retourner la meilleure solution re´alisable comme
solution optimale.
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CHAPITRE 4
EXPE´RIMENTATION ET RE´SULTATS
Le proble`me stochastique d’horaire d’audiences judiciaires a e´te´ de´crit et apparente´ aux
autres proble`mes d’horaire. En s’inspirant des efforts et des avance´es de la communaute´ scien-
tifique en optimisation, une me´thode de re´solution a e´te´ e´labore´e et dans le pre´sent chapitre,
sa rigueur sera e´prouve´e. En s’appuyant sur un transfert de connaissance en provenance des
institutions judiciaires de Montre´al, des jeux de donne´es s’apparentant aux conditions re´elles
de planification des proce`s ont pu eˆtre e´labore´s. De meˆme, afin de servir d’e´talon comparatif,
le processus se´quentiel qui a traditionnellement cours a e´te´ mode´lise´. Les re´sultats de cette
expe´rimentation sont pre´sente´s et discute´s au terme de ce chapitre, pre´ce´de´s de re´sultats
interme´diaires.
4.1 Donne´es utilise´es
D’un point de vue strictement mathe´matique, la pertinence d’une re´solution probabiliste
du proble`me stochastique d’horaire d’audiences judiciaires n’est pas lie´e au type d’exemplaires
utilise´. Or, si une perspective d’application pratique est employe´e, il est aise´ de constater que
des re´sultats positifs sur la me´thode expose´e a` la section 3.3 seront d’autant plus probants
si les exemplaires utilise´s lors des tests se rapprochent des conditions re´elles de planification
judiciaire. La collaboration avec le service du maˆıtre des roˆles du palais de justice de Montre´al
a permis d’obtenir des renseignements sur les causes civiles relevant la Cour supe´rieure du
Que´bec dans le district de Montre´al. Les sections subse´quentes pre´sentent l’analyse des don-
ne´es ainsi obtenues et pre´sente comment elles sont utilise´es pour ge´ne´rer des jeux de donne´es
qui partagent certaines caracte´ristiques.
4.1.1 Portrait des donne´es transmises par le palais de justice de Montre´al
L’analyse a porte´ sur le roˆle civil de quatre mois d’une meˆme anne´e. Ces mois, qui seront
de´signe´s comme A,B,C, et D ont e´te´ choisis en raison de leur caracte`re repre´sentatif des
variations du niveau d’activite´ de la Cour supe´rieure tout au long du calendrier judiciaire.
La figure 4.1 permet de constater que cette fluctuation est pre´sente autant en termes de
nombre de causes individuelles pre´vues au roˆle qu’en terme de jours-causes en proce`s. La
plupart des causes civiles ne requiert pas d’e´quipement particulier, ce qui entraˆıne une faible
diffe´renciation entre les diffe´rentes salles d’audience. Cependant, les salles sont partage´es entre
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Figure 4.1 Comparaison du volume judiciaire
un bassin attribue´ en premier lieu a` la Cour supe´rieure et un autre relevant au premier chef
de la Cour du Que´bec. Toutefois, des preˆts de salles sont pratique courante pour absorber
les ale´as de surplanification, comme l’illustre la figure 4.2. Les vingt-quatre salles du bassin
de la Cour supe´rieure furent mises a profit pour la majorite´ des besoins de la Cour, mais
pour l’ensemble des mois de l’e´chantillon, le recours aux salles de la Cour du Que´bec fut
ne´cessaire couvrir les besoins. La principale matie`re du litige est relativement varie´e dans
l’e´chantillon rec¸u, comme la figure 4.3 permet de le constater. Il convient de souligner que le
type, en quelque sorte, de la cause, n’a ge´ne´ralement aucun impact sur la priorite´ du proce`s
en de´coulant au roˆle. Les poursuites lie´es a` la re´clamation de dommages ainsi qu’aux contrats
repre´sentent cumulativement un peu plus de la moitie´ des causes de l’e´chantillon. Les proce`s
pour divorce et concernant les comptes sont e´galement bien repre´sente´s, avec environ un
dixie`me de l’e´chantillon. Hormis les injonctions, toutes les autres matie`res comptent pour
moins de cinq pour cent de l’e´chantillonnage rec¸u.
Comme cela a e´te´ mentionne´ a` la section 1.2, un e´le´ment capital de l’inte´reˆt mathe´matique
du proble`me stochastique d’horaire d’audiences judiciaires est le caracte`re incertain de la
dure´e des causes. En pratique, au moment de l’inscription au roˆle, les causes comportent une
dure´e pre´vue (voir section 1.1.2). La figure 4.4 permet de constater que la proportion des
causes qui ont requis une salle d’audience pour la dure´e pre´vue est somme toute faible. L’axe
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Figure 4.2 Origine des salles d’audience utilise´es
Figure 4.3 Typologie des causes
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horizontal y regroupe les causes selon le nombre de jours pre´vus pour l’audition sur le roˆle.
La moitie´ des causes ayant une dure´e pre´vue d’une seule journe´e ont requis une salle, mais
la proportion chute a` 15 % pour les causes devant durer deux jours, puis fle´chit le´ge`rement
de deux points de pourcentage pour les causes devant durer trois jours, et enfin fond de
fac¸on continue sur les autres intervalles pour atteindre un maigre 3 % pour les causes ayant
une dure´e pre´vue supe´rieure a` sept jours. Le cas de figure de loin le plus fre´quent est celui
des causes n’ayant finalement pas eu besoin d’une salle d’audience. Ces causes a` dure´e nulle
repre´sentent au moins la moitie´ du nombre total de causes dans chacune des classes de dure´es
propose´es. En fait, cette proportion de´passe meˆme les trois quarts dans le cas des causes ayant
une dure´e pre´vue de six a` sept jours. Cela permet de constater que d’inscrire une cause sur
le roˆle n’implique pas l’utilisation d’une salle a` tous les coups.
Figure 4.4 Exactitude de la pre´vision de la dure´e
Le roˆle permet de s’informer sur l’issue des diffe´rentes causes. Une synthe`se de ces in-
formations est fournie de fac¸on visuelle dans la figure 4.5. La cate´gorie la plus importante,
« accord », regroupe les situations pour lesquelles les parties en causes sont parvenues a` un
accord avant ou pendant la dure´e du proce`s. Au contraire, l’e´tiquette « proce`s » caracte´rise
les causes pour lesquelles une de´cision du juge a e´te´ rendue au terme du proce`s. La troi-
sie`me cate´gorie en importance est celle des remises, qui comprend les causes pour lesquelles
une nouvelle audience sera fixe´e ulte´rieurement, pour diverses raisons. Les retraits peuvent
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se distinguer des rejets en ce qu’ils constituent une re´tractation de l’une des parties, alors
que le rejet a e´galement pour effet de faire cesser les proce´dures, il e´mane d’une de´cision
judiciaire, comme par exemple une requeˆte en rejet d’action. Le grand nombre d’accords et
de remises fournit une piste d’explication pour les causes n’ayant pas finalement ne´cessite´ de
salle d’audience.
Figure 4.5 Proportion compare´e des issues des causes
4.1.2 Construction des jeux de donne´es pseudo-re´alistes
Le principal inte´reˆt de de´tenir un e´chantillon de causes ayant figure´ sur un ve´ritable
roˆle est de pouvoir en de´gager de l’information permettant de formuler des distributions.
Avec ces dernie`res, il est possible de constituer a` volonte´ des jeux de donne´es re´alistes au
sens du partage des caracte´ristiques de l’e´chantillon fourni. Le nombre de causes rec¸ues est
trop faible pour permettre de raffiner le traitement selon les diffe´rents types d’e´le´ments sur
lesquels portent les causes. Or, une analyse peut eˆtre faite au niveau global entre la dure´e
pre´vue des diffe´rentes causes et la dure´e re´elle qui fut constate´e au roˆle. La relation entre la
dure´e pre´vue des causes et le nombre de jours ou` une salle d’audience fut re´ellement occupe´e
est compile´e dans le tableau 4.1. En conformite´ avec les proportions illustre´es par la figure
4.4, les causes a` dure´e nulle repre´sente la plus grande partie des 766 causes de l’e´chantillon. Il
est e´galement possible de constater une borne supe´rieure relative sur la dure´e des causes. En
effet, si certaines causes ont requis une salle d’audience pour un nombre de jours exce´dant
leur dure´e pre´vue, en aucun cas cette utilisation supple´mentaire n’a exce´de´ un jour.
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Tableau 4.1 Nombre de jours-salles utilise´es par les causes selon la dure´e pre´vue au roˆle
Dure´e Re´elle
Pre´vue 0 1 2 3 4 5 6 7 10 11 12 20 Total
1 38 38 76
2 104 40 27 6 177
3 101 15 16 21 3 156
4 92 15 6 4 11 5 133
5 68 10 7 8 6 5 1 105
6 24 3 2 3 1 2 35
7 18 1 1 20
8 18 1 1 1 1 13
9 6 1 3 10
10 8 1 1 1 2 13
11 2 1 3
12 1 1
13 1 1 2
14 1 1 1 3
15 2 2
17 1 1
18 2 2
20 2 2 3
21 1 1 2
Total 490 125 57 42 25 16 4 2 2 1 1 1 766
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Les deux caracte´ristiques e´voque´es au paragraphe pre´ce´dent permettent de construire la
distribution des dure´es possibles d’une cause selon sa dure´e pre´vue. Dans un premier temps,
on peut diviser la distribution en dure´e nulle et dure´e non nulle. La figure 4.6 compare, selon
la dure´e initialement pre´vue, le nombre de causes ayant eu une dure´e nulle a` celles ayant
proce´de´. Les causes d’une dure´e pre´vue d’un seul jour se de´marquent des autres par une
parite´ au niveau de la dure´e re´elle nulle et non nulle. De leur coˆte´, pour les autres dure´es
pre´vues, le ratio s’e´le`ve environ a` 2 : 1 en faveur des causes n’ayant finalement pas proce´de´. On
peut remarquer que, pour les dure´es pre´vues supe´rieures a` six jours, les proportions sont plus
variables, largement en raison du bassin plus restreints. Dans la figure 4.7, la proportion des
causes ayant exce´de´e leur dure´e pre´vue est adosse´e a` un taux uniforme de 2 %. Ce taux rend
compte avec une pre´cision acceptable de la situation la` ou` il y a bel et bien lieu de´passement.
La principale divergence provient des trois causes ayant une dure´e pre´vue de onze jours, dont
une donna lieu a` un proce`s de douze jours.
Figure 4.6 Proportion compare´e des causes d’une dure´e re´elle nulle
Les dure´es possibles sont ainsi caracte´rise´es en nulle, non nulle et non nulle exce´dant la
dure´e pre´vue. En raison du faible nombre de causes pour plusieurs dure´es pre´vues, il n’a
pas e´te´ possible d’identifier une distribution cohe´rente. Par ailleurs, la figure 4.8 illustre
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Figure 4.7 Proportion et taux propose´ des causes ayant de´passe´ leur dure´e pre´vue
que la dispersion des causes dans l’e´chantillon est tre`s proche d’une distribution ale´atoire
sur les dure´es possibles pour chaque dure´e pre´vue. Dans cette figure, la courbe illustrant la
distribution ale´atoire utilise des valeurs continues plutoˆt que discre`tes par souci d’arriver a`
un nombre total de causes e´quivalent a` celui de l’e´chantillon.
Apre`s avoir e´tabli comment, par une analyse de l’e´chantillon de donne´es, construire une
distribution de dure´es possibles a` partir de la dure´e pre´vue d’une cause, il faut encore de´-
terminer comment allouer a` une cause une dure´e pre´vue re´aliste. Comme en te´moigne la
figure 4.9, il est possible d’approximer la re´partition des causes selon leur dure´e au sein de
l’e´chantillon en utilisant la loi Gamma. Un exercice d’ajustement a permis d’identifier un
parame`tre de forme α = 2, 0038 et un parame`tre d’intensite´ β = 1, 6429, qui furent utilise´s
par la distribution illustre´e ainsi que dans celle retenue pour construire les jeux de donne´es
pseudo-re´alistes.
4.2 Outils logiciels
Sans les capacite´s de l’informatique moderne, la mise en œuvre des principes mathe´ma-
tiques de´veloppe´s en optimisation serait tout bonnement impossible. C’est pourquoi cette
section pre´sentera les diffe´rents logiciels et l’infrastructure implique´s dans le processus de
mise a` l’e´preuve du mode`le du proble`me stochastique d’horaire d’audiences judiciaires et de
la re´solution propose´e a` la section 3.3. Deux programmes de soutien ont e´te´ e´labore´s pour
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Figure 4.8 Comparatif des sommes des causes de l’e´chantillon de dure´e non-nulle sans exce`s
de la dure´e pre´vue et de la distribution propose´e
Figure 4.9 Comparaison entre la re´partition des causes selon leur dure´e pre´vue et une distri-
bution Gamma
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permettre, respectivement, l’e´laboration de jeux de donne´es et offrir une base de comparaison
tentant de rester fide`les aux us constate´s dans le milieu judiciaire. Par contre, pour appliquer
la me´thode de re´solution mathe´matique propose´e, un logiciel a e´te´ de´veloppe´ et calibre´ pour
re´pondre aux besoins spe´cifiques suscite´s.
4.2.1 Les programmes de soutien
Dans le but d’e´viter les biais induits par l’e´dification d’une me´thode de re´solution fonde´e
sur quelques exemplaires seulement, un ge´ne´rateur de donne´es a e´te´ mis au point pour per-
mettre de produire diffe´rents exemplaires respectant les caracte´ristiques ge´ne´rales pre´sente´es
a` la section 4.1.2. Ce ge´ne´rateur de donne´es permet de doter de fac¸on pseudo-ale´atoire les
causes de disponibilite´s, de conflits et d’un mode`le de dure´e. Quant aux besoins en type de
salle, la re´partition est faite d’une fac¸on ponde´re´e par la proportion de salles des diffe´rents
types, comme on peut le voir dans le tableau 4.2. Diffe´rents patrons de besoins sont pre´sente´s
en autant de lignes. La dernie`re colonne identifie la proportion des causes qui sont ge´ne´re´es
avec le patron de cette ligne. La dernie`re ligne donne le nombre de salles de chaque type. Les
trois types de salles d’audiences mode´lise´s comportent deux types principaux, ainsi qu’un
sous-type.
Tableau 4.2 Probabilite´s de ge´ne´ration des besoins de salles
Types I II III Proportion
X 0,22
X X X 0,30
X X 0,06
X 0,42
Ns 12 24 3
Afin de fournir une base de comparaison permettant de juger de la performance de Court-
CausesScheduler, un constructeur se´quentiel d’horaires a e´te´ e´tabli pour tenter d’e´muler le
processus traditionnel-empirique qui pre´vaut dans le milieu judiciaire. Les diffe´rentes causes
sont e´nume´re´es et le constructeur tente de placer chacune d’entre elles a` la date de de´part la
plus avantageuse. Une fois une assignation re´alise´e, le constructeur passe a` la cause suivante
et ne peut revenir en arrie`re. Le choix d’une pe´riode de de´part est limite´ par un taux de
surcharge. Si plusieurs types de salles sont permis, l’assignation se´quentielle va privile´gier le
type de salle comportant le plus grand nombre de places restantes selon le taux de surcharge
pour la dure´e comple`te de la cause. Si la limite de surcharge e´tait enfreinte pour l’ensemble
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des combinaisons de pe´riodes et de type de salle permis, le constructeur indique que la cause
n’est pas inscrite au roˆle et lui assigne la meˆme pe´nalite´ que CourtCausesScheduler. L’al-
gorithme 2 reprend de fac¸on plus syste´matique ce fonctionnement. Bien que cet algorithme
reprenne la notion de dure´e fixe, les variables Ycps y sont utilise´es pour repre´senter si la cause
c est en cours a` la pe´riode p dans une salle de type s pour des raisons de simplicite´. De plus,
il faut noter que les valeurs de β utilise´es dans les tests ne repre´sentent pas ne´cessairement
les taux de surcharge utilise´s par le maitre des roˆles du palais de justice de Montre´al lors de
sa planification.
Algorithme 2 Assignation se´quentielle
1: pour tout p ∈ P, s ∈ S, c ∈ CA faire
2: si c ∈ CAps alors
3: Ycps = 1
4: sinon
5: Ycps = 0
6: Conserver en me´moire la composition initiale des Pc et Sc.
7: pour tout c ∈ CR, p ∈ P, s ∈ S faire
8: Ycps = 0
9: pour tout c ∈ CR faire
10: tant que
∑
p∈Pc
∑
s∈Sc xcps + ec = 0 faire
11: Conside´rer p, la pe´riode la plus toˆt de Pc.
12: Conside´rer s, le type de salle de Sc minimisant βNs −
∑
d∈C Ydps
13: De´clarer xcps = 1 et conside´rer la faisabilite´.
14: pour tout q ∈ Pcp faire
15: Ycqs = 1
16: si
∑
d∈C Ydqs > βNs alors
17: Retirer s de Sc.
18: xcps = 0.
19: si xcps = 0 alors
20: pour tout q ∈ Pcp faire
21: Ycqs = 0
22: si Sc = ∅ alors
23: Restaurer la composition initiale de Sc.
24: Retirer p de Pc.
25: si Pc = ∅ alors
26: Restaurer la composition initiale de Pc.
27: ec = 1
28: ARREˆT Terminer la re´solution et retourner la solution courante.
Enfin, une simulation de Monte Carlo a e´te´ programme´e pour e´valuer la qualite´ des
solutions produites lors des diffe´rents tests. Le nombre de tirages effectue´s peut eˆtre modifie´
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en tant que parame`tre de la simulation.
4.2.2 CourtCausesScheduler
Le logiciel CourtCausesScheduler a e´te´ cre´e´ en 2011 afin de permettre la gestion de la
re´solution mathe´matique du proble`me stochastique d’horaire d’audiences judiciaires, particu-
lie`rement en ce qui a trait a` l’insertion des plans coupants. La re´solution brute est effectue´e
par un solveur commercial mais les trois me´thodes d’e´valuation de la probabilite´ de de´bor-
dement des salles expose´es a` la section 3.2, la ge´ne´ration des coupes ainsi que la collecte de
certaines statistiques sont effectue´es par le logiciel. La re´solution d’exemplaires par Court-
CausesScheduler est effectue´e par un ordinateur du Groupe d’e´tude et de recherche en analyse
des de´cisions (GERAD) en utilisant un processeur Intel i7-2600 d’une puissance de 3,40 GHz
et 15,56 Go de me´moire vive, ainsi que le solveur IBM ILOG CPLEX version 12.5.0.0.
4.3 Re´sultats expe´rimentaux
Deux se´ries de tests ont e´te´ re´alise´es avec CourtCausesScheduler. La premie`re se´rie a servi
a` observer l’impact du choix des me´thodes d’e´valuation des probabilite´s de de´bordement sur
le comportement de la re´solution, sa dure´e et la qualite´ de la solution obtenue. La seconde
se´rie, quant a` elle, a de´montre´ l’inte´reˆt de l’approche mathe´matique sous-tendue par Court-
CausesScheduler par rapport a` la pratique traditionnelle. Les sections suivantes vont ainsi
pre´senter les deux se´ries de tests, leurs re´sultats respectifs et la discussion ge´ne´rale qui s’en
suit.
Pour tous les tests pre´sente´s, le seuil de tole´rance au risque d’encombrement fut fixe´ a`
1−α = 0, 05. Avec le calendrier judiciaire en vigueur dans le district de Montre´al ce niveau de
risque se traduira vraisemblablement par des de´bordements a` quelques reprises dans l’anne´e,
mais la possibilite´ d’e´viter l’encombrement du roˆle par un preˆt de salles issues du bassin
de la Cour du Que´bec (voir section 4.1.1) permet de tole´rer cette e´ventualite´. Toutes les
re´solutions effectue´es avec CourtCausesScheduler en utilisant la me´thode simule´e utilisent le
meˆme nombre de tirages. Fixe´e a` γ = 10000, cette valeur a e´te´ choisie arbitrairement pour
obtenir des statistiques au millie`me pre`s. Les tests de calibrage ont re´ve´le´ que cette valeur de
γ permet une approximation tre`s proche des valeurs obtenues avec la me´thode exacte, sans
pour autant provoquer des calculs prohibitifs.
4.3.1 Impact des me´thodes d’e´valuation des probabilite´s de de´bordement
Les premiers re´sultats pre´sente´s dans ce chapitre concerne l’impact des me´thodes d’e´va-
luation pre´sente´e a` la section 3.2. Plus pre´cise´ment, la section 3.2.4 pre´sente des hypothe`ses
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sur le comportement de ces me´thodes, largement tributaire de l’impact de la taille des en-
sembles Gˆps manipule´s. Ceux-ci sont eux-meˆme influence´s par la valeur des diffe´rents Ns et
par le taux de surcharge β utilise´ durant la re´solution.
Afin de permettre de ve´rifier les relations entre la taille des ensembles Gˆps et le com-
portement des me´thodes d’e´valuation, des exemplaires ont e´te´ ge´ne´re´s en variant la valeur
des Ns. Au sein de chaque exemplaire, les trois types de salles ont rec¸u la meˆme valeur de
Ns. La ge´ne´ration pseudo-re´aliste a e´te´ ajuste´e afin que les besoins en type de salles, dont
de´coule la composition des ensembles Sc, refle`te une proportion e´quitable re´sultant de cette
de´cision. Le tableau 4.3 pre´sente les sept valeurs de Ns retenues et les cate´gories d’exem-
plaires en de´coulant. La troisie`me colonne pre´sente le nombre de causes re´gulie`res. Ce dernier
provient d’essais de re´solution visant a` permettre une saturation du roˆle sans rendre excessifs
les temps de calculs. Les exemplaires de calibrage n’ont pas e´te´ utilise´s dans les pre´sents
tests. Les causes pre´assigne´es ont e´te´ re´duites au minimum, soit une seule par exemplaire,
par volonte´ de laisser le plus de place possible a` l’effet de la variation de Ns d’une cate´gorie
a` l’autre. La dernie`re colonne pre´sente la plus grande valeur possible de Gˆps, selon un taux
de surcharge β = 2, 2. Cette valeur, utilise´e pour les tests, fut fixe´e par la volonte´ d’avoir une
faible surcharge, mais une qui soit suffisante pour permettre l’introduction de coupes meˆme
sur la cate´gorie s3.
Tableau 4.3 Cate´gorie d’exemplaires utilise´s pour les tests d’e´valuation de la probabilite´
d’encombrement du roˆle
Nom Ns |CR| bβNsc
s3 3 50 6
s5 5 250 11
s10 10 575 22
s15 15 900 33
s20 20 1400 44
s25 25 1450 55
s30 30 2200 66
Le second objectif de cette se´rie de tests est de de´terminer une valeur pour les parame`tres
σ1 et σ2 de´crits a` la section 3.3.2. L’utilisation de ces parame`tres permet de combiner les
trois me´thodes d’e´valuation des probabilite´s a` l’inte´rieur d’une meˆme me´thode ge´ne´rale de
re´solution. Cette hybridation va permettre, a` la lumie`re des re´sultats obtenus, d’e´valuer
les probabilite´s d’encombrement du roˆle a` l’aide d’une me´thode approprie´e a` la situation,
acce´le´rant la re´solution ge´ne´rale.
55
Re´sultats compare´s
Vingt-et-un exemplaires, soit trois pour chacune des cate´gories de´crites en termes ge´ne´-
raux a` la section pre´ce´dente, ont e´te´ re´solues par CourtCausesScheduler. Tout d’abord, une
seule des trois me´thodes d’e´valuation fut utilise´e a` la fois. Le de´tail des re´sultats ainsi obtenus
est expose´ dans le tableau 4.4. Ces re´sultats concernent ainsi trois re´solutions pour chacun
des trois exemplaires d’une meˆme cate´gorie. Pour chaque ligne, le tableau pre´sente le nombre
de coupes ajoute´es par le solveur CPLEX, la valeur de la meilleure solution obtenue et le saut
d’inte´grite´ associe´ a` cette dernie`re, relativement a` la valeur de la borne obtenue au sommet
racine. Les colonnes suivantes indiquent le nombre de sommets e´nume´re´s au sein de l’arbre
de branchement, puis le temps syste`me e´coule´ de fac¸on globale puis spe´cifiquement consacre´
a` l’e´valuation de la probabilite´ d’encombrement. Les trois dernie`res donne´es pre´sente´es sont
le nombre de solutions entie`res retourne´es par l’e´nume´ration implicite, le nombre d’entre elles
satisfaisant les contraintes probabilistes et le nombre de coupes ge´ne´re´es pour s’en assurer.
Une seule exemplaire, s5-2, s’est re´ve´le´ trop coriace pour l’ensemble des me´thodes d’e´valua-
tion.
On peut e´galement observer le comportement des diffe´rentes me´thodes. Ainsi, la me´thode
exacte vient tre`s rapidement a` bout des quatre premiers exemplaires, mais sa rapidite´ fle´chit
dans les cas comportant cinq ou dix salles de chaque type. Sur cette dernie`re cate´gorie d’exem-
plaires, les deux autres me´thodes prennent clairement le dessus. A` partir des exemplaires s15,
les temps d’e´valuation des solutions entie`res par e´nume´ration des probabilite´s deviennent tels
que la progression de l’e´nume´ration implicite n’arrive plus a` se faire convenablement. C’est
d’ailleurs pour cette raison que les re´sultats des tentatives de re´solution ne sont pas inclus
pour les exemplaires suivants dans le tableau 4.4.
Les re´sultats sur les premie`res cate´gories d’exemplaires montrent que la me´thode simule´e
(avec γ = 10000) vise juste lorsqu’on compare la valeur des solutions qu’elle retourne a` celles
obtenues par la me´thode exacte. L’unique divergence dans les valeurs des solutions survient
sur l’exemplaire s5-2, qui n’a pas e´te´ re´solu a` optimalite´. Tel que mentionne´ ci-haut, les
temps de calcul de´marquent les deux me´thodes. La simulation de Monte-Carlo est laisse´e sur
place par l’e´nume´ration sur de petits ensembles, mais, exempte d’explosion combinatoire, elle
s’impose a` partir des exemplaires a` dix salles par type.
Enfin, quelques mots pour de´crire la performance de la me´thode approche´e. La qualite´ de
son approximation, si on la compare avec celle de la me´thode simule´e, s’ame´liore grandement
sur les exemplaires plus grands. Cependant, elle conserve une volatilite´ dans la valeur com-
pare´e de sa solution, soit sur les exemplaires s15-2, s20-2, s30-1 et s30-2. On peut e´galement
souligner que la me´thode approche´e s’enlise et ne parvient pas a` re´soudre cinq des petits
exemplaires meˆme si, a` l’exception de s5-1 et s5-2, les temps de re´solution des deux autres
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Tableau 4.4 Re´sultats de´taille´s de la re´solution a` une seule me´thode
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s3-0 E 2 442 2,27 4 0,06 0,01 3 2 1
s3-0 S 2 442 2,27 4 0,09 0,06 3 2 1
s3-0b A 2 451 22,68 43703156 18000,00 10033
s3-1 E 0 464 10,89 364 0,17 0,10 193 3 1
s3-1 S 0 464 10,89 364 2,70 2,61 190 3 1
s3-1 A 0 468 19,61 2340 1,04 0,33 1436 2 4
s3-2 E 0 496 0,00 4442 1,95 0,71 2613 4 4
s3-2 S 0 496 0,00 4643 7,25 5,76 2731 4 4
s3-2b A 0 504 16,13 14244198 18000,00 28829
s5-0 E 6 3653 0,79 380 2,44 0,19 23 8 3
s5-0 S 6 3653 0,79 380 4,51 2,27 23 8 3
s5-0b A 6 3660 2,70 17839556 18000,00 25668
s5-1 E 9 3648 1,42 261095 799,94 414,65 178954 3 224
s5-1 S 9 3648 1,42 329837 4863,15 4380,35 223691 3 206
s5-1b A 9 3651 2,24 29325351 18000,00 5897
s5-2b E 7 3844 1,66 3384300 18000,00 306
s5-2b S 9 3845 2,03 135549 18000,00 324
s5-2b A 9 3858 5,31 7687777 18000,00 9577
s10-0 E 1 32570 0,11 1924 1818,21 1802,39 315 10 51
s10-0 S 1 32568 0,05 981 23,98 12,1 207 5 45
s10-0b A 1 32779 6,53 546916 18000,00 9734
s10-1 E 1 18603 0,07 135 767,23 764,51 73 3 3
s10-1 S 1 18603 0,07 180 14,82 11,95 102 3 5
s10-1 A 1 18603 0,07 242 4,14 0,40 132 3 12
s10-2 E 5 62909 0,11 173 357,15 350,84 9 8 1
s10-2 S 5 62909 0,11 173 9,97 3,61 9 8 1
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Tableau 4.4 Re´sultats de´taille´s de la re´solution a` une seule me´thode (suite et fin)
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s10-2 A 5 62908 0,09 1088 10,37 0,80 351 7 37
s15-0c E
s15-0 S 0 88714 0,04 120 9,61 3,28 5 0 0
s15-0 A 0 88714 0,04 120 6,42 0,07 5 5 0
s15-1 S 2 131103 0,04 65 7,13 2,78 4 4 0
s15-1 A 2 131103 0,04 65 4,37 0,05 4 4 0
s15-2 S 1 104647 1,93 1792 64,41 43,96 139 9 23
s15-2 A 1 104814 3,53 86937 435,23 95,24 16462 9 110
s20-0 S 0 302783 0,06 3 6,41 3,41 2 2 0
s20-0 A 0 302783 0,06 3 2,23 0,04 2 2 0
s20-1 S 0 295778 0,08 15 11,57 5,62 6 6 0
s20-1 A 0 295778 0,08 15 5,98 0,12 6 6 0
s20-2 S 0 405523 0,02 3 6,44 4,42 4 4 0
s20-2 A 0 405530 0,04 95 11,03 0,27 21 4 6
s25-0 S 0 90486 0,07 85 16,47 5,34 5 5 0
s25-0 A 0 90486 0,07 85 11,08 0,09 5 5 0
s25-1 S 0 82277 0,01 15 9,7 4,6 4 4 0
s25-1 A 0 82277 0,01 15 5,16 0,09 4 4 0
s25-2 S 0 109051 0,06 3 6,68 4,08 3 3 0
s25-2 A 0 109051 0,06 3 2,7 0,09 3 3 0
s30-0 S 0 532183 0,01 3 7,41 4,78 3 3 0
s30-0 A 0 532183 0,01 1448 61,88 9,91 757 4 128
s30-1 S 0 499413 0,03 3 12,43 6,58 4 4 0
s30-1 A 0 499429 0,07 805 35,92 1,58 138 4 40
s30-2 S 0 561884 0,03 3 8,58 4,95 3 3 0
s30-2 A 0 561914 0,08 539 44,5 1,65 151 4 31
aLes me´thodes sont identifie´es ainsi : A pour la me´thode approche´e, E pour la me´thode exacte et S pour la
me´thode simule´e.
bRe´solution incomple`te pour cet exemplaire.
cL’explosion des temps de calcul de la me´thode exacte rend prohibitive toute tentative de re´solution des
grandes exemplaires.
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me´thodes sont faibles.
Lorsqu’on regroupe les re´sultats pour une meˆme cate´gorie d’exemplaires, on peut mettre
ces derniers en relation avec la taille des ensembles sur lesquels s’effectue l’e´valuation des
probabilite´s. Ainsi, le tableau 4.5 pre´sente, pour chaque me´thode d’e´valuation, le temps de
re´solution moyen, en secondes, pour les sept tailles de type de salles conside´re´es. Pour les cas
ou` une me´thode n’est pas parvenue a` re´soudre un exemplaire, un temps de 18 000 secondes
a e´te´ retenu, comme dans la pre´sentation du tableau 4.4. Ainsi, le gonflement dans les temps
de re´solution pour Ns = 5 est duˆ a` l’exemplaire s5-2, sur laquelle les trois me´thodes ont bute´.
Tableau 4.5 Temps moyen de re´solution (s) selon le choix d’une me´thode d’e´valuation
Ns Exacte Simule´e Approche´e
3 0,73 3,35 12000,35
5 6267,29 7622,55 18000,00
10 980,86 16,27 6004,84
15 18000,00 27,05 148,67
20 18000,00 8,14 6,41
25 18000,00 10,95 6,31
30 18000,00 9,47 47,43
En observant particulie`rement les lignes Ns = 3 et Ns = 10, on peut voir la croissance
rapide des temps de calcul de la me´thode exacte. Alors que ceux de la me´thode simule´e ont
grossie`rement quadruple´, de 3,35 a` 16,27, la me´thode exacte explose d’un temps moyen de
0,73 pour Ns = 3 a` 980,86 pour Ns = 10. Pour les autres cate´gories d’exemplaires, la me´thode
exacte n’arrive plus a` fournir des solutions. L’e´volution des temps de calcul de la me´thode
approche´e est tout autre. Les temps moyens sont tre`s e´leve´s sur les petites valeurs de Ns en
raison des exemplaires incomplets ou` un grand nombre de solutions entie`res sont rejete´es.
Toutefois, apre`s un gonflement duˆ a` la re´solution ardue de s15-2, le temps moyen avoisine 6,5
pour ensuite se remettre a` augmenter avec une valeur moyenne de 47,43 pour Ns = 30. Enfin,
en ce qui concerne la me´thode simule´e, les temps sont changeants. Les plus fortes valeurs
moyennes surviennent pour les tailles d’ensembles me´dianes et il semble y avoir une le´ge`re
tendance a` la hausse puisque les temps triplent en moyenne de Ns = 3 a` Ns = 30.
Pour obtenir une comparaison plus fide`le des temps d’e´valuation lie´s au choix d’une me´-
thode plutoˆt qu’une autre, le tableau 4.6 pre´sente, avec la meˆme facture que le tableau 4.5,
le rapport entre le temps passe´ a` e´valuer les probabilite´s d’encombrement et le nombre de
solutions entie`res rencontre´es lors de la re´solution. Le re´sultat est un estime´, en millisecondes,
du temps passe´ sur chacune des solutions entie`res a` effectuer l’e´valuation de la probabilite´
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d’encombrement. Les valeurs implique´es dans ce rapport ne sont pre´sente´es que pour les
exemplaires re´solus, d’ou` l’absence de distorsion au niveau de Ns = 5 et de la me´thode
approche´e.
Tableau 4.6 Temps moyen d’e´valuation des probabilite´s (ms) par solution entie`re
Ns Exacte Simule´e Approche´e
3 0,292 2,88 0,230a
5 2,32a 19,6a s,ob
10 7349,5 87,0 2,48a
15 s,ob 338,0 5,79
20 s,ob 1120,3 14,8
25 s,ob 1168,3 22,5
30 s,ob 1631,0 12,7
aValeur pour les exemplaires re´solus seulement.
bAucun exemplaire de cette cate´gorie ne fut re´solu par cette me´thode.
Les constats pouvant eˆtre faits a` partir du tableau 4.5 au sujet de la croissance rapide
des temps de la me´thode exacte et de celle, plus lente, mais ne´anmoins notable, de la me´-
thode approche´e sont e´galement visibles avec le temps moyen par solution entie`re. On peut
remarquer une divergence au niveau de Ns = 30 pour la me´thode approche´e : la re´solution
globale a e´te´ plus longue, mais le temps par solution entie`re est pre`s de deux fois plus faible
par rapport a` Ns = 25. Du coˆte´ de la me´thode simule´e, la croissance du temps de calcul
moyen avec celle de Ns est sans e´quivoque. Par ailleurs, en aucun cas la me´thode simule´e ne
parvient a` s’imposer avec les meilleurs temps par solution entie`re.
Choix des seuils de transition
L’algorithme 1 pre´sente´ dans la section 3.3.3 propose une formulation hybride qui combine
les diffe´rentes me´thodes d’e´valuation selon des seuils parame´triques sur la taille des ensembles
Gˆps. Sous un premier seuil σ1, l’e´valuation se fait avec la me´thode exacte. Au-dela` d’un second
seuil σ2, c’est la me´thode approche´e qui est employe´e. Entre ces seuils, l’algorithme a recours
a` la me´thode simule´e. Si on se re´fe`re au tableau 4.5, on peut constater la pre´sence d’une
tendance dans les temps les plus faibles, qu’on retrouve d’abord avec la me´thode exacte, puis
chez la me´thode simule´e et la me´thode approche´e.
Trois essais ont e´te´ mene´s pour identifier une valeur pour le premier seuil. Puisque la
me´thode exacte ne parvient pas a` re´soudre les exemplaires de cate´gorie Ns = 15, la valeur
du parame`tre σ2 a e´te´ fixe´ a` l’aide de la taille maximale d’ensembles tole´re´s rapporte´e dans
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le tableau 4.3, d’ou` σ2 = 28, la valeur me´diane entre les tailles maximales pour Ns = 10 et
Ns = 15. Le tableau 4.7, reprenant les formats pre´ce´dents, permet de comparer les temps
moyens de re´solution selon la valeur donne´e au parame`tre σ1. Les moyennes de ce tableau
excluent l’exemplaire s5-2, dont la re´solution n’a pu eˆtre termine´e. Le trait double entre
les lignes Ns = 5 et Ns = 10 de´note le seuil a` partir duquel les variations propose´e du
parame`tre σ1 ont une influence sur les temps obtenus. Il est aise´ de constater que σ1 = 25
laisse une place trop grande a` la me´thode exacte qui provoque, en moyenne, un allongement
conside´rable de la re´solution des exemplaires Ns = 10 et Ns = 15. Pour la dernie`re cate´gorie
d’exemplaires, les moyennes sont comparables d’un seuil a` l’autre. Toutefois, pour Ns = 10,
la valeur σ1 = 20 joue un roˆle charnie`re entre des temps d’environ 16 secondes pour σ1 = 16
et σ1 = 18 et le double de cette dure´e pour σ1 = 22, 34,69 pour eˆtre plus pre´cis. Ce gain peut
sembler mince, mais il est beaucoup plus tangible que les autres variations constate´es. De
plus, il survient dans une cate´gorie d’exemplaires directement vise´e par la variation, puisque
la me´thode exacte s’applique inte´gralement sur celle-ci si σ1 ≥ 22.
Tableau 4.7 Temps moyen de re´solution selon la variation du parame`tre σ1
Ns σ1 = 16 σ1 = 18 σ1 = 20 σ1 = 22 σ1 = 25
3 0,71 0,70 0,70 0,69 0,74
5 397,92 395,76 391,98 371,96 393,17
10 16,09 16,01 21,61 34,69 986,78
15 199,70 199,05 197,35 190,99 976,63
20 6,57 6,44 6,43 6,15 6,57
25 6,47 6,39 6,29 6,11 6,46
30 47,82 47,58 47,42 46,37 48,04
Les essais pre´ce´dents ont permis de retenir une valeur pour le parame`tre σ1. En conservant
cette valeur constante a` σ1 = 18, cinq valeurs ont e´te´ donne´es au parame`tre σ2, comme en
te´moigne le tableau 4.8. A` la manie`re du tableau pre´ce´dent, l’exemplaire s5-2 n’est pas
conside´re´. De meˆme, le trait double marque le seuil a` partir duquel les changements propose´s
dans la valeur du parame`tre σ2 peut avoir une influence concre`te dans les re´sultats. Pour
σ2 = 28 et σ2 = 30, le temps moyen de re´solution de la cate´gorie Ns = 15 est nettement
supe´rieur a` ceux obtenus par les autres variations, qui se retrouvent autour de 28 secondes.
Pour la cate´gorie Ns = 20, c’est la valeur σ2 = 44 qui remporte la palme avec seulement 4,24,
la` ou` les autres seuils retournent entre 6,44 et 8,16. Cette valeur est par ailleurs la seule a` se
de´marquer pour une cate´gorie d’exemplaires mais reste compe´titive sur toutes les cate´gories,
n’enregistrant la pire performance que pour Ns = 30, mais avec un temps tre`s proche de celui
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de σ2 = 30.
Tableau 4.8 Temps moyen de re´solution selon la variation du parame`tre σ2
Ns σ2 = 28 σ2 = 30 σ2 = 36 σ2 = 44 σ2 = 55
3 0,70 0,92 0,78 0,73 0,78
5 395,76 432,17 438,90 432,96 438,43
10 16,01 17,55 16,40 16,41 16,63
15 199,05 229,9 27,68 28,27 27,72
20 6,44 8,16 7,02 4,24 7,51
25 6,39 7,67 7,05 6,96 7,04
30 47,58 51,18 51,03 51,27 50,75
Les essais expose´s ci-haut ame`ne donc a` proposer de retenir 20 et 44 comme valeurs
respectives de σ1 et σ2. Le tableau 4.9 pre´sente les re´sultats de´taille´s de la re´solution des
exemplaires utilise´s jusqu’a` maintenant. La colonne variation donne la diffe´rence entre la
valeur de la solution obtenue avec la me´thode hybride et celle retourne´e en n’utilisant que
la me´thode simule´e. Seulement trois de cinq exemplaires pre´sentant une divergence ont une
valeur notablement diffe´rentes. La section 4.3.1 montre que cette dernie`re me´thode e´tait
elle-meˆme une approximation acceptable de la solution issue d’une me´thode exacte.
Des re´sultats plus raffine´s figurent dans le tableau 4.10, qui combine les temps moyen de
re´solution globale, en secondes, et le temps moyen d’e´valuation des probabilite´s par solution
entie`re, en millisecondes. Pour les temps globaux, la colonne «Variation» permet de comparer
le temps pris par la me´thode hybride avec celui pris par la me´thode qui, parmi les trois
pre´sente´es a` la section 3.2, a le mieux performe´. Dans deux cas, la me´thode hybride parvient a`
produire une le´ge`re ame´lioration des temps de calcul, autrement, elle affiche une performance
le´ge`rement au-dessus de la meilleure me´thode. Une seule exception a` ce constat, la cate´gorie
d’exemplaires Ns = 30 ou` la me´thode simule´e avait mieux fait que la me´thode approche´e,
sur laquelle la me´thode hybride s’est davantage aligne´e. Les temps d’e´valuation moyens par
solution entie`re laisse penser, lorsqu’on les compare aux valeurs correspondantes du tableau
4.6, qu’hormis sur les exemplaires avec une faible valeur de Ns, que la me´thode hybride se
fonde rarement sur une seule me´thode dans sa re´solution.
4.3.2 E´valuation de la performance de CourtCausesScheduler
Sur la base des re´sultats comparant les me´thodes d’e´valuation des probabilite´s de de´bor-
dement et en utilisant la me´thode hybride propose´e a` la section 4.3.1, trois exemplaires ont
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Tableau 4.9 Re´sultats de´taille´s de la re´solution hybride
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s3-0 2 442 - 2,27 4 0,05 0,01 3 3 1
s3-1 0 464 - 10,89 364 0,17 0,05 193 3 1
s3-2 0 496 - 0,00 4442 1,97 0,65 2613 4 4
s5-0 6 3653 - 0,79 380 2,50 0,13 23 8 3
s5-1 9 3648 - 1,42 261095 863,41 435,01 178954 3 224
s5-2 7 3844 -1 1,66 3405430 17,9 ks 12,6 ks 2,06 M 20 306
s10-0 1 32568 -2 0,05 981 24,56 12,10 207 5 45
s10-1 1 18603 - 0,07 180 14,59 11,66 102 3 5
s10-2 5 62909 - 0,11 173 10,07 3,48 9 8 1
s15-0 0 88714 - 0,04 120 10,04 3,42 5 5 0
s15-1 1 131103 - 0,04 65 8,58 3,63 4 4 0
s15-2 1 104647 +167 3,53 1792 66,19 44,67 139 9 23
s20-0 0 302783 - 0,06 3 3,31 0,45 2 2 0
s20-1 0 295778 - 0,08 15 6,78 0,58 6 6 0
s20-2 0 405523 - 0,04 3 2,64 0,50 4 4 0
s25-0 0 90486 - 0,07 85 11,9 0,24 5 5 0
s25-1 0 82277 - 0,01 15 5,85 0,27 4 4 0
s25-2 0 109051 - 0,06 3 3,12 0,18 3 3 0
s30-0 0 532183 - 0,01 1448 67,36 10,71 757 4 128
s30-1 0 499429 +16 0,07 805 38,91 1,63 138 4 40
s30-2 0 561914 +30 0,08 539 47,55 1,83 151 4 31
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Tableau 4.10 Tableau comparatif de la me´thode hybride
Ns Temps moyen Temps par
de re´solution (s) solutions (ms)
Hybride Variation
3 0,74 +0,01 0,73
5 6266,0 -1,29 4,46a
10 21,84 +5,57 101,2
15 27,41 +0,36 342,1
20 3,84 -2,57 111,7
25 6,61 +0,30 57,5
30 49,04 +39,57 12,8
aCette valeur ne tient pas compte de l’exemplaire s5-2.
e´te´ ge´ne´re´s en utilisant des donne´es pseudo-re´alistes afin d’offrir une base de compe´tition
entre CourtCausesScheduler et le constructeur se´quentiel mimant la pratique usuelle. Apre`s
une pre´sentation des exemplaires utilise´s, le choix des parame`tres de surcharge utilise´s et ses
fondements seront expose´s et d’ultimes re´sultats permettront de de´crire la performance des
deux me´thodes ge´ne´rales.
Exemplaires pseudo-re´alistes
Les exemplaires ge´ne´re´s pour les tests de performances compare´es partagent plusieurs
caracte´ristiques. Toutes les causes incluses dans le jeu de donne´es ont e´te´ cre´e´es en suivant
le mode`le pseudo-re´alistes e´tabli a` la section 4.1.2. Initialement, un horizon de planification
d’un mois, soit vingt jours ouvrables a e´te´ envisage´. Cependant, on peut constater au tableau
4.1 que les dure´es pre´vues potentielles peuvent de´passer cet horizon. C’est pourquoi l’horizon
utilise´ pour les exemplaires est de quarante pe´riodes, soit deux mois si chaque pe´riode repre´-
sente un jour ouvrable. De meˆme, par souci d’avoir un nombre total de salles proche de la
taille du bassin de la Cour supe´rieure, les exemplaires se sont e´carte´s des valeurs de´coulant
du tableau 4.2 pour se porter a` sept salles de type I, quinze salles de type II et deux salles de
type III. Les proportions pour de´terminer les besoins des causes sont demeure´es les meˆmes.
Le tableau 4.11 de´nombre les causes re´gulie`res et pre´assigne´es des trois exemplaires. Les
valeurs sont inspire´es du nombre de causes pre´vues pour les diffe´rents mois de l’e´chantillon
fourni par le palais de justice de Montre´al. On peut constater dans la figure 4.1 que ce
nombre oscille de 166 pour le mois B a` 211 pour le mois A. Pour un horizon de deux mois,
un volume allant de 350 a` 450 causes apparaˆıt repre´sentatif de la re´alite´. Les proportions
des causes re´gulie`res et pre´assigne´es est arbitraire et cherche a` e´voquer une assignation dans
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laquelle l’horizon de deux mois a de´ja` partiellement fait l’objet d’assignations pre´ce´dentes.
L’emplacement au roˆle des causes pre´assigne´es pour les trois exemplaires a e´te´ de´termine´ en
exe´cutant CourtCausesScheduler sur un horizon vierge avec un taux de surcharge β = 1, 25.
Cinq paires de conflit entre des causes re´gulie`res ont e´galement e´te´ de´termine´es ale´atoirement.
Chaque cause re´gulie`re a rec¸u trois pe´riodes de disponibilite´ dispose´es ale´atoirement entre
le de´but de l’horizon et la dernie`re pe´riode permettant a` la cause de proce´der totalement a`
l’inte´rieur de l’horizon. Enfin, la pe´nalite´ de´coulant de ne pas avoir inscrit une cause au roˆle,
soit la valeur de Mc, est fixe´e a` 200 fois la plus longue dure´e potentielle pour la cause c.
Tableau 4.11 Caracte´ristiques des exemplaires pseudo-re´alistes
Nom |CA| |CR|
r350 150 200
r400 200 200
r450 250 200
Choix des taux de surcharge
La taille des types de salles dans les exemplaires qu’on souhaite re´soudre a un impact sur
les taux de surcharge retenus. En effet, pour qu’il y aie effectivement surplanification, le taux
doit eˆtre au moins de 1,1429 pour le type I (8
7
), 1,066. . . pour le type II (16
15
) et, surtout, 1,5
pour le type III (3
2
). Pour le constructeur se´quentiel, il faut e´galement conside´rer qu’aucune
ve´rification du risque ne sera entreprise, ce qui impose une certaine re´serve sur le taux de
surcharge a` employer. Les taux de surcharge dont les re´sultats sont pre´sente´s ci-bas vont ainsi
de 1,3 a` 1,9. Il convient de noter que les premiers taux ne permettront une surcharge que sur
les types I et II.
Pour choisir les taux de surcharge utilise´s par CourtCausesScheduler, le controˆle du risque
d’encombrement permet d’utiliser des taux plus e´leve´s. Une surcharge trop ambitieuse peut
cependant ralentir la re´solution, car un grand nombre de coupes devront eˆtre inte´gre´es pour
e´liminer les solutions trop risque´es. Toutefois, en utilisant une valeur du parame`tre β tendant
vers l’infini, la solution optimale obtenue pre´senterait force´ment une surplanification concre`te
d’un taux plus faible. Cette solution sera trouve´e par toute re´solution employant une valeur
de β suffisamment grande. Pour les autres valeurs, la solution obtenue devrait the´oriquement
pre´senter une certaine « saturation », c’est-a`-dire que pour certains couples pe´riode-type de
salle, la planification propose´e sera e´gale a` bβNsc. La valeur β = 2, 2 utilise´e dans les tests
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pre´ce´dents a livre´ une bonne performance et fut retenue pour e´viter d’enliser la re´solution
avec l’ajout d’un trop grand nombre de coupes.
Approche mathe´matique
Conforme´ment avec la section pre´ce´dente, chacun des trois exemplaires fut re´solu par
CourtCausesScheduler. La re´solution n’a pu eˆtre comple´te´e que pour r-350. Le tableau 4.12
rend compte de ces re´solutions. On peut remarquer que les exemplaires n’e´tant que partiel-
lement re´solus n’affichent pas un saut d’inte´grite´ plus e´leve´ que celui de r-350. En fait, la
valeur de la meilleure solution obtenue par r-450 n’est se´pare´e que par 1 % de celle de la
re´solution au sommet racine. Par ailleurs, les valeurs des solutions sont peu e´leve´es puisque
sur les deux cents causes re´gulie`res a` assigner dans les trois exemplaires, moins de cinq ont e´te´
mises de coˆte´. L’exemplaire r-400 se distingue par un grand nombre de coupes par rapport
au nombre de solutions entie`res rencontre´es durant l’e´nume´ration implicite. Ne´anmoins, il
s’agit e´galement de l’exemplaire ou` le plus de solutions entie`res re´alisables ont e´te´ identifie´es.
Tableau 4.12 Re´sultats de´taille´s en utilisant CourtCausesScheduler
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r-350 0 6103 241,46 2050 150,82 147,88 1116 9 42
r-400 18 7283 324,52 227613 18000a 17607,20 11256 23 11053
r-450 6 3318 10,04 200228 18000a 17670,50 100846 18 1844
aLa re´solution n’a pas pu eˆtre comple´te´e pour cet exemplaire.
Approche traditionnelle-empirique
Pour chacun des sept taux de surcharge pre´vus a` la section pre´ce´dente, le constructeur
se´quentiel a ge´ne´re´ des horaires pour les trois exemplaires du proble`me stochastique d’horaire
d’audiences judiciaires. Dans un premier temps, le tableau 4.13 compare la valeur de la
solution obtenue par le constructeur se´quentiel. Tel qu’appre´hende´, les de´lais sont davantage
minimise´s avec l’augmentation du taux de surcharge. La valeur e´leve´e des solutions provient
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Tableau 4.13 Valeur de la solution du constructeur se´quentiel selon le taux de surcharge
Exemplaire 1,3 1,4 1,5 1,6 1,7 1,8 1,9 CCS
r-350 213534 213534 203615 203615 203615 203615 203615 6103
r-400 213732 213732 155313 128186 128186 89530 89530 7283
r-450 195608 195608 163302 110436 110436 99129 99129 3318
des pe´nalite´s de non-mise au roˆle de certaines causes. La dernie`re colonne rappelle la valeur
obtenue par la meilleure solution de CourtCausesScheduler, ce qui permet de constater que le
constructeur se´quentiel n’arrive pas, dans un horaire de´ja` partiellement comble´, a` offrir des
solutions avec des de´lais moindres et ce, pour les trois exemplaires. En comparant les valeurs
obtenues pour un meˆme exemplaire, il est possible de voir qu’a` partir de 1,8, la hausse du
taux de surcharge ne permet plus d’ame´liorer la solution. Ce type de plateau survient pour
divers taux, lorsque les pe´riodes de de´part valides des diffe´rentes causes ne permettent plus
ou peu de surcharge supple´mentaire.
Jusqu’a` maintenant, les re´sultats montrent que l’approche mathe´matique soutient la com-
paraison avec le constructeur se´quentiel. L’objectif est certes de minimiser les de´lais judiciaires
et d’e´viter de reporter inde´finiment la mise au roˆle de certaines causes, mais il importe e´ga-
lement de maintenir les risques d’encombrement du roˆle sous un certain niveau de tole´rance.
CourtCausesScheduler a e´te´ exe´cute´ avec un seuil de tole´rance 1−α = 0, 05. Vu leur conser-
vatisme, il serait tentant de supposer que le constructeur se´quentiel respecte lui-aussi cette
tole´rance.
Figure 4.10 Risque d’encombrement pour solution de l’approche se´quentielle pour r-350
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A` partir des meilleures solutions obtenues par assignation se´quentielle pour chaque exem-
plaire, une simulation de Monte-Carlo a e´te´ utilise´e pour estimer les probabilite´s d’encombre-
ment du roˆle engendre´es. Les figures 4.10 a` 4.12 pre´sentent sous forme de courbes les re´sultats
obtenus. Toutes les solutions ont e´te´ trouve´es avec un taux de surcharge de 1,8. D’apre`s les
approximations obtenues, le type II ne pose un risque intole´rable que dans le cas de la so-
lution de l’exemplaire r-400, ou` la troisie`me et la quatrie`me pe´riode affichent des risques
d’encombrement respectivement de 14,10 % et de 15,65 %. Les deux autres types pre´sentent
des risques e´leve´s pour les trois solutions. Dans la figure 4.10, le risque d’encombrement des
salles de type III atteint 8,01 % pour la pe´riode 8, ce qui est le seul e´cart pour cette solution.
Figure 4.11 Risque d’encombrement pour solution de l’approche se´quentielle pour r-400
Dans la figure 4.11, le risque le plus e´leve´ est de 19,06 %, survenant dans une se´rie de
quatre pe´riodes ou` les salles de type I pre´sente un risque d’encombrement e´leve´. Pour ce type
de salle, le niveau culmine a` nouveau a` 12,70 % a` la pe´riode 6, puis a` 14,82 % a` la pe´riode
8 et, enfin, une pousse´e a` 6,27 % survient a` la pe´riode 16. Le type III connaˆıt trois e´pisodes
de risque de´passant la tole´rance. Un premier pic isole´ sur la pe´riode 5 ame`ne le risque a`
6,00 %. Les pe´riodes 10 et 11 affichent des risques de 7,32 % et de 10,00 % alors que la
dernie`re succession se produit a` partir de la pe´riode 19 avec un risque de 14,07 %, qui de´cline
a` 10,20 % et enfin a` 7,01 % avant de repasser sous la barre des 5 %. Mais c’est dans la figure
4.12 qu’on peut observer le plus grand risque, soit 22,85 % pour le premier type de salle a`
la pe´riode 10. Sur les treize premie`res pe´riodes de l’horizon, neuf d’entre elles affichent un
niveau de risque supe´rieur a` 5 % pour un, et parfois deux, types de salles. Le risque pour le
type III atteint 14,75 % a` la pe´riode 3.
La volatilite´ du risque constate´e dans les figures pre´ce´dentes n’est pas que le fait des
solutions analyse´es. Le tableau 4.14 e´tablit qu’une bonne part des solutions retourne´es par le
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Figure 4.12 Risque d’encombrement pour solution de l’approche se´quentielle pour r-450
constructeur se´quentiel pre´sentent des niveaux de risque d’encombrement du roˆle supe´rieur
a` une tole´rance de 5 %. Pour l’exemplaire r-350, une seule pe´riode pose proble`me, meˆme
pour le plus e´leve´ des taux de surcharge. Par contre, pour l’exemplaire r-400, le nombre de
pe´riode-type de salle risque´es atteint la valeur de seize sur les grands taux de surcharge, apre`s
avoir passe´ a` quatre et sept. Ce niveau de risque est le´ge`rement supe´rieur a` celui constate´
sur l’exemplaire r-450, pour lequel on atteint un de´passement de la tole´rance sur environ
cinq, puis une dizaine de pe´riodes-types de salle sur les taux de surcharge supe´rieur a 1,5. Les
le´ge`res variations d’une pe´riode-type de salle ne sont pas ne´cessairement tributaires d’une
faible volatilite´ du risque d’un taux de surcharge a` l’autre, mais peuvent e´galement tirer leur
source dans une impre´cision de la simulation de Monte-Carlo. Lorsqu’on conside`re le nombre
de type de salles et la taille de l’horizon, ces quantite´s sont tout de meˆme faibles.
Tableau 4.14 Nombre de pe´riodes-types de salle dont le risque d’encombrement exce`de 5 %
Surcharge 1,3 1,4 1,5 1,6 1,7 1,8 1,9
r-350 0 0 1 1 1 1 1
r-400 0 0 4 7 7 16 16
r-450 0 0 0 5 4 11 10
4.4 Discussion
Les pre´ce´dentes sections ont permis de pre´senter un certain nombre de re´sultats sur les
me´thodes d’e´valuation de la probabilite´ d’encombrement du role ainsi que sur la performance
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de l’approche mathe´matique de´veloppe´e dans ce me´moire par rapport a` un algorithme se´-
quentiel qui imite la pratique actuelle dans la mise au roˆle. Pour clore ce chapitre, des constats
seront dresse´s a` partir de ces re´sultats. De fac¸on globale, les postulats sur le comportement
des me´thodes d’e´valuation de la probabilite´ d’encombrement du roˆle seront e´taye´s ou remis
en cause. Puis, les me´rites d’une approche mathe´matique plutoˆt que strictement se´quentielle
seront discute´s.
Conforme´ment a` l’ordre des temps de calcul e´tabli a` la section 3.2.1 pour la me´thode
exacte, cette dernie`re se voit rapidement de´classe´e par les autres me´thodes lorsque la taille
des ensembles sur lesquels l’e´valuation porte augmente. Le passage brusque d’un temps moyen
par solution entie`re de 2,32 millisecondes a` 7,35 secondes, qu’on retrouve dans le tableau 4.6
est a` ce sujet tre`s e´loquent. On peut par ailleurs souligner qu’entre les deux meˆmes cate´gories
d’exemplaires, meˆme s’il se trouve presqu’a` quintupler, le temps moyen par solution entie`re
de la me´thode simule´e reste bien en dec¸a` de l’explosion combinatoire qui e´tait anticipe´e pour
la me´thode exacte.
En pre´sentant le tableau 4.4, la valeur du parame`tre γ a e´te´ valide´e par la proximite´ entre
la valeur des solutions obtenues avec la me´thode simule´e et celles retourne´es en utilisant
la me´thode exacte. Au-dela` d’un ajustement de parame`tre, cette capacite´ a` produire des
re´sultats proches de la me´thode exacte de´montre que la me´thode simule´e est un pendant
fiable. Cette proximite´ de re´sultat s’observe meˆme sur les exemplaires reque´rant l’e´valuation
de probabilite´s sur des grands ensembles, cette fois avec la me´thode approche´e, qui par
the´ore`me, fournit une bonne approximation sur ceux-ci.
Si on se rapporte a` la section 3.2.2, les temps de calculs sont pre´sente´s comme la princi-
pale force de la me´thode approche´e. Inde´pendamment de la qualite´ des re´sultats, me´diocres
tels que pre´vus sur les petits ensembles, le tableau 4.6 montre, lorsque les re´sultats sont
disponibles, que c’est bel et bien la me´thode approche´e qui e´value le plus rapidement les pro-
babilite´s d’encombrement du roˆle et ce, sur chaque cate´gorie d’exemplaires. Cette rapidite´
relative, particulie`rement sur les dernie`res cate´gories d’exemplaires, permet une e´conomie de
temps qui transparait le´ge`rement sur les re´sultats globaux pre´sente´s dans le tableau 4.5. Il
s’ave`re ainsi que les trois me´thodes d’e´valuation, selon les re´sultats pre´sente´s, ont des com-
portements conformes a` ceux suppute´s a` leur e´gard au chapitre 3.
On peut aise´ment constater, a` la lecture du tableau 4.5, que les trois me´thodes discute´es
ci-haut ont tour a` tour leur inte´reˆt selon la taille des ensembles concerne´es. Selon l’algorithme
1, la re´solution globale ferait bon parti de l’usage de chacune des trois me´thodes au gre´ des
ensembles sur lesquels la probabilite´ d’encombrement du roˆle doit eˆtre e´value´e. Le choix
de seuils σ1 et σ2 permet de caracte´riser une me´thode de re´solution hybride combinant les
trois approches. Le tableau 4.10 montre, avec la colonne variation, que les temps moyens de
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re´solution d’une me´thode hybride peuvent se rapprocher de la plupart des temps obtenus par
la meilleure des trois me´thodes seule, et, parfois, meˆme permettre une re´solution le´ge`rement
plus rapide.
L’ensemble des me´thodes d’e´valuation de la probabilite´ d’encombrement du roˆle tire leur
importance du fait qu’elles sont ce qui distingue la formulation pre´sente´e a` la section 3.1.3 de
la proce´dure de´taille´e dans l’algorithme 2, qui s’en remet entie`rement au taux de surcharge
pour assurer le controˆle du risque. Celui-ci, les figures 4.10 a` 4.12 ainsi que le tableau 4.14
en font foi, est bien mince. Le risque encouru est enclin a` varier au cours de l’horizon. Dans
le cas des salles de type II, il reste largement contenu, mais il ne peut en eˆtre dit autant des
diffe´rents types de salles pris dans leur ensemble.
L’avantage d’une approche mathe´matique pour produire un horaire de salles d’audience
tient donc de la qualite´ des solutions mais e´galement dans une garantie de controˆle du niveau
de risque. En comparant la qualite´ des solutions de´coulant du tableau 4.13, il ressort que le
constructeur se´quentiel peine a` inse´rer des causes dans un horaire de´ja` partiellement comble´.
Les horaires propose´s par CourtCausesScheduler bornent le risque, ce que ne peut faire la
solution se´quentielle. Seul un taux de surcharge plus conservateur permet d’approcher d’une
situation ou` le risque d’encombrement peut paraˆıtre contenu, ce qui se fait au prix d’une
de´te´rioration notable de la qualite´ des solutions. L’approche mathe´matique parvient donc
a` nettement s’imposer et meˆme, dans une certaine mesure, a` transcender l’arbitrage entre
re´duction des de´lais et prise de risque.
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CHAPITRE 5
CONCLUSION
Apre`s avoir propose´, expose´ et e´taye´ une certaine formulation du proble`me stochastique
d’horaire d’audiences judiciaires et la manie`re de le re´soudre, il convient de dresser un bilan
re´capitulant les travaux de recherche a` la source de ce me´moire. Par la suite, un examen de la
porte´e du travail accompli permettra d’en juger la valeur, mais e´galement la pertinence au-
dela` du simple exercice intellectuel. Enfin, rare sont les productions de recherches qui peuvent
eˆtre conside´re´es comme totalement finies en elles-meˆmes. C’est pourquoi il est ne´cessaire de
reconnaitre et d’identifier les pistes sur lesquelles il sera possible de continuer a` e´toffer la
proble´matique entame´e par cet ouvrage.
5.1 Bilan de recherche
Cette section se veut une synthe`se de la de´marche pre´sente. Tout d’abord, celle-ci sera
rappele´e pour permettre plus facilement de la conside´rer dans son ensemble et sa logique.
Ce n’est qu’ensuite qu’il sera possible de te´moigner des accomplissements de ces travaux de
recherche, a` la lumie`re des buts vers lesquels ces derniers devaient mener.
En de´but d’ouvrage, le contexte de la production des roˆles judiciaires a e´te´ pre´sente´.
La complexite´ de cette proble´matique dans le cadre d’un grand district judiciaire en fait
un proble`me sur lequel la recherche ope´rationnelle peut se pencher. Le caracte`re original
d’une approche mathe´matique de ce proble`me dans le domaine judiciaire que´be´cois ainsi que
l’inte´reˆt the´orique de de´velopper une prise en compte dynamique de l’incertitude sur la dure´e
des proce`s font du proble`me stochastique d’horaire d’audiences judiciaires un objet d’e´tude
valable.
De fac¸on plus ge´ne´rale, ce proble`me s’inscrit dans la famille des proble`mes d’horaire,
qui ont collectivement suscite´ une attention appre´ciable de la communaute´ scientifique. L’un
des enjeux de mode´lisation de ce groupe de proble`mes est la gestion de l’incertitude. Cette
dimension est centrale au proble`me stochastique d’horaire d’audiences judiciaires et a e´te´
aborde´e de manie`res diverses au sein de la litte´rature contemporaine. Ainsi, s’il n’y a gue`re de
trace d’un effort mathe´matique pour produire un roˆle judiciaire, il s’ave`re que ce proble`me se
rapproche d’autres situations d’optimisation qui, elles, ont fait l’objet de l’e´tude de chercheurs
ope´rationnels dans le passe´. Ne´anmoins, ce me´moire a l’ambition d’apporter son apport au
corpus existant par son traitement de l’incertitude sur les dure´es d’e´ve`nements.
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Pour rendre compte en termes mathe´matiques du proble`mes d’horaire de salles d’audience,
deux mode`les proches, mais diffe´rents, sont formule´s. L’un d’entre eux fait usage de contrain-
tes ale´atoires non line´aires, ce qui aiguille la re´flexion vers une re´solution par e´nume´ration
implicite a` plans coupants faisant dynamiquement appel a` diverses me´thodes d’e´valuation
des probabilite´s de risque de´coulant de la dure´e incertaine des proce`s.
En combinant des donne´es obtenues graˆce a` la collaboration des responsables du roˆle judi-
ciaire civil d’une cour provinciale de Montre´al et des outils logiciels, des tests expe´rimentaux
ont pu eˆtre mene´s pour calibrer la me´thode de re´solution mathe´matique propose´e et com-
parer ses me´rites a` une approche inspire´e de la pratique contemporaine. Il se de´gage de ces
re´sultats que la gestion des risques lie´es a` la dure´e des proce`s est accomplie par la re´solution
du mode`le mathe´matique de´veloppe´ et ce, tout en permettant de minimiser les de´lais avant
l’ouverture des divers proce`s.
5.2 Retombe´es acade´miques
D’entre´e de jeu, l’une des retombe´es de nature acade´mique de ce me´moire est l’introduc-
tion du proble`me stochastique d’horaire d’audiences judiciaires, qui est au cœur de l’ensemble
des activite´s de recherche qui ont mene´ a` cet ouvrage. Ce proble`me est relie´ a` une grande
famille, celle des proble`mes d’horaire, dont les diverses facettes et les principaux modes de
re´solution sont de´crits dans la revue des sections 2.1 et 2.2.
Dans sa gestion de l’incertitude, la me´thode de re´solution expose´e a` la section 2.4.2 propose
d’utiliser des me´thodes externes a` l’e´nume´ration implicite pour inte´grer dynamiquement des
plans coupants qui viennent remplacer des contraintes non line´aires. Cette pratique n’est pas
originale, la section 2.2.3 souligne d’autres occurrences comprenant des contraintes ale´atoires.
Cependant, il s’agit d’une avenue digne d’inte´reˆt pour des proble`mes pouvant recevoir une
formulation quasi-line´aire.
5.3 Retombe´es pratiques
Les retombe´es de ce me´moire ne sont pas uniquement the´oriques. Si on se replace dans le
cadre de la proble´matique ge´ne´rale, le simple fait de proposer une approche mathe´matique
pour mener a` bien l’e´laboration des roˆles judiciaires ajoute une perspective a` partir de laquelle
les autorite´s compe´tentes en matie`re de soutien a` l’activite´ judiciaire peuvent articuler leur
prise de de´cision, voire des intentions de re´forme.
Plus capital encore, cette de´marche d’optimisation d’un processus de l’administration
publique fait sa part pour favoriser encore davantage l’ouverture de cette dernie`re envers la
recherche ope´rationnelle. De´ja` entame´e dans des secteurs para-publics et pe´ri-publics, comme
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la production d’hydroe´lectricite´ et la sante´, cette perce´e disciplinaire est porte´e encore plus
au cœur de l’appareil public avec le soutien a` la justice. Dans son ensemble, l’E´tat que´be´cois,
ses organismes, ses re´seaux et ses entreprises rece`lent de vastes champs d’applications po-
tentielles de la recherche ope´rationnelle. La propagation en son sein des avance´es en matie`re
d’optimisation laisse entrevoir des e´conomies tangibles en matie`re de ressources et une ame´-
lioration de l’efficacite´ des rouages du secteur public au sens large. Ces be´ne´fices repre´sentent
un gain objectif pour la socie´te´ que´be´coise et pour les contribuables et prestataires de l’E´tat.
5.4 Avenues de poursuites
Comme toute re´alisation en matie`re d’optimisation, la recherche sous-tendant ce me´moire
peut s’inscrire dans une de´marche plus large pouvant eˆtre constamment ame´liore´e. Ainsi,
plusieurs aspects aborde´s dans ce me´moire pourraient eˆtre approfondis et peaufine´s dans des
travaux ulte´rieurs. Parmi ceux-ci, la poursuite de la caracte´risation the´orique du proble`me
stochastique d’horaire d’audiences judiciaires. Par rapport a` la typologie ge´ne´rale des pro-
ble`mes d’horaire, une meilleure de´finition permettrait de de´terminer si l’e´laboration d’un roˆle
judiciaire s’inscrit dans un des groupes de´ja` e´tabli ou s’il serait pertinent de promouvoir une
nouvelle famille de proble`mes d’horaire au sein duquel le proble`me stochastique d’horaire
d’audiences judiciaires pourrait eˆtre un cas spe´cifique ou plus ge´ne´ral. Dans un angle plus
concret, tenter de de´crire d’autres contextes que celui de la justice avec ce proble`me pourrait
permettre d’en ame´liorer la pertinence comme objet the´orique et favoriser sa filiation au sein
des proble`mes classiques.
Dans le chapitre 3, la question de la syme´trie a e´te´ aborde´ au sujet des salles en utilisant
le concept de multi-salles. La proce´dure pre´sente´e a` la section 4.1.2 pour ge´ne´rer les donne´es
pseudo-re´alistes me`ne a` soulever la question de la syme´trie des causes. Avec vingt-deux
distributions de dure´e pour des centaines de causes au sein d’un horizon d’une quarantaine
de pe´riodes, la probabilite´ que plus d’une cause ayant la meˆme distribution de dure´e partage
une ou plusieurs pe´riodes de de´part est bien re´elle. La formulation actuelle ne distinguant pas
ce cas de figure, si ce dernier est susceptible de se poser fre´quemment lors de la re´solution,
il conviendrait d’agir sur la formulation ou de doter l’e´nume´ration implicite de re`gles de
branchement qui pourraient agir pour e´viter les de´cisions redondantes.
Dans cet ultime chapitre, il a e´te´ rappele´ a` quelques reprises que l’utilisation de me´thodes
stochastiques pour proce´der a` l’e´valuation des probabilite´s d’encombrement du roˆle consti-
tue un des traits distinctifs de la re´solution centrale a` cet ouvrage. Trois me´thodes ont e´te´
conside´re´es, mais une e´tude plus pousse´e pourrait permettre d’identifier d’autres proce´de´s
susceptibles d’acce´le´rer la re´solution ou de la rendre plus fiable, sans parler des ame´liorations
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potentielles aux me´thodes de´ja` de´crites.
Il a e´te´ mentionne´ qu’au niveau des re`gles de branchement de l’e´nume´ration implicite,
les reˆnes avaient e´te´ laisse´s a` CPLEX. Les re´sultats obtenus montrent que cette dernie`re
n’ame´liore que maigrement la borne infe´rieure en cours de re´solution, ce qui est typique
d’une e´nume´ration privile´giant la descente en profondeur dans l’arbre que son exploration
en largeur. Diffe´rents modes de se´lection des sommets a` re´soudre, ainsi que des techniques
de branchement heuristiques pourraient eˆtre expe´rimente´s et conduire sur une re´duction des
temps de calcul globaux.
En guise de conclusion, il apparait important de souligner que des efforts ulte´rieurs pour
de´velopper la proble´matique des horaires de salles d’audience peut se faire en renouvelant
la collaboration avec les services du roˆle, au palais de justice de Montre´al ou dans d’autres
administrations inte´resse´es. L’acce`s a` des e´chantillons de donne´es de plus grandes tailles
pourrait permettre de cre´er des distributions beaucoup plus aligne´es sur la re´alite´ des causes,
ce qui renforce la capacite´ du mode`le a` e´tablir des horaires de bonne qualite´. Des efforts en ce
sens permettront de favoriser des phases d’essai et, a` terme, l’adoption par l’administration
publique de nouvelles manie`res de tirer partie d’une approche mathe´matique de l’aide a` la
de´cision.
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