Abstract. We give a new reconstruction method of big quantum K-ring based on the qdifference module structure in quantum K-theory [12, 13] . The q-difference structure yields commuting linear operators Ai,com on the K-group as many as the Picard number of the target manifold. The genus-zero quantum K-theory can be reconstructed from the q-difference structure at the origin t = 0 if the K-group is generated by a single element under the actions of Ai,com. This method allows us to prove the convergence of the big quantum K-rings of certain manifolds, including the projective spaces and the complete flag manifold Fl3.
Introduction
The K-theoretic Gromov-Witten (GW for short) invariants have been introduced by Givental and Y. P. Lee [10, 12, 19] for a smooth projective variety X. For vector bundles E 1 , . . . , E n on X and non-negative integers k 1 , . . . , k n , the K-theoretic GW invariant
∈ Z is defined as the Euler characteristic of O vir ⊗ (
i ) over the moduli space of genus-g stable maps to X of degree d and with n markings. Here O vir is the virtual structure sheaf [19] and L i is the universal cotangent line bundle at the i-th marked point. As in the case of cohomological GW theory, the genus-zero K-theoretic GW invariants define the quantum K-ring, a deformation of the topological K-ring K(X). The quantum K-ring has two kinds of deformation parameters -Novikov parameters Q 1 , . . . , Q r which correspond to a nef basis of H 2 (X, Z) and parameters t 0 , . . . , t N which correspond to a basis Φ 0 , . . . , Φ N of K(X). Along the t-parameter deformation, the quantum K-ring forms a holonomic differential system. Namely we have a flat connection on the trivial K(X)-bundle over K(X):
where (Φ α •) denotes the quantum multiplication by Φ α ∈ K(X) and q is a formal parameter. This defines a Frobenius-type structure on the (formal neighborhood of the origin in) K(X) [10, 19] which is analogous to the Frobenius manifold of quantum cohomology [8] .
On the other hand, the behavior of the quantum K-ring with respect to Novikov parameters Q i has been more mysterious due to the absence of divisor equation. Givental-Lee [12] showed that the small (i.e. t = 0) quantum K-ring of a type A flag manifold is governed by q-difference equations, which turns out to be the difference quantum Toda lattice. A relation to the Toda lattice has been studied further by Braverman-Finkelberg [1, 2] . In a recent work [13] , Givental and Tonita characterized the K-theoretic GW theory at genus zero in terms of cohomological GW theory and thereby showed the existence of a difference module structure in quantum K-theory for a general target. Using their result, we introduce a q-shift operator
acting on the K-group, which yields the shift Q i → qQ i of the Novikov variable Q i . A geometric meaning of the operator A i is given in terms of graph spaces (Proposition 2.13). The q-shift operators A i commute with the above flat connection ∇ q α , and therefore satisfy the following Lax equation:
. By setting q = 1, we obtain endomorphisms A i,com = A i | q=1 ∈ End(K(X)) ⊗ Q[ [Q, t] ] commuting with quantum multiplications:
[A i,com , (Φ α •)] = 0.
In particular A i,com represents the quantum multiplication by A i,com 1 ∈ K(X) ⊗ Q[ [Q, t] ]. These commuting operators sometimes generate the quantum K-ring; in such circumstances, we show that the genus-zero big quantum K-theory can be reconstructed from A i | t=0 via the Lax equation. (1) the q-shift operators A i can be reconstructed from its restriction A i | t=0 to t = 0; (2) the quantum products (Φ α •) have rational function expressions in the entries of the operators A i,com , where the rational functions are determined only by A i,com | t=0 .
The assumption in the theorem is satisfied if the classical K-ring K(X) is generated by line bundles. In this case, the small q-shift operators A i | t=0 can be computed from the so-called small J-function J| t=0 (Lemma 3.3) that encodes genus-zero one-point descendant invariants. In particular our theorem recovers the reconstruction theorem of Lee-Pandharipande [20] (Corollary 3.4). Note however that our method is completely different from theirs. It is also more effective, in that it gives the whole degree d potential (recursively on d) at once rather than single invariants. In §4, we shall compute explicitly CP 1 invariants up to degree 4 and CP 2 up to degree 3 in our method.
Another application of our method is to recover and provide new examples of finiteness results of the small quantum product i.e. the structure constants vanish for large degrees. This is known to hold for a certain class of homogeneous spaces of Picard rank one [3, 4, 5] . In §4, we confirm finiteness for the projective space CP N and the complete flag manifold Fl 3 by writing explicitly the small quantum multiplication tables. To the best of our knowledge the results for Fl 3 were not known before (see [21] for a relevant conjecture).
In cohomological GW theory, the analyticity of quantum cohomology plays a crucial role in many applications, especially to mirror symmetry and integrable systems. We recall, for example, theory of semisimple Frobenius manifolds and higher-genus reconstruction [8, 11, 23] . The analyticity of quantum K-ring should be therefore important when one pursues analogous stories in quantum K-theory. It turns out that the differential-difference system that we used in our reconstruction theorem can be used also to address the convergence properties of the big quantum K-product. First, we prove analyticity in a weaker sense, which however holds for all target manifolds X. (ii) ch(Φ 1 ), . . . , ch(Φ r ) belong to H ≥2 (X) and ch 1 (Φ 1 ), . . . , ch 1 (Φ r ) form a nef integral basis of H 2 (X; Z)/torsion; (iii) ch(Φ r+1 ), . . . , ch(Φ N ) belong to H ≥4 (X).
Fix classes E 1 , . . . , E n ∈ K(X), non-negative integers k 1 , . . . , k n ≥ 0 and a degree d ∈ Eff(X). Then the generating function
. , E n L kn , t, . . . , t X 0,m+n,d
with t = N α=0 t α Φ α is a polynomial in t 0 , . . . , t N and e t 0 , e t 1 , . . . , e t r . In particular, the big quantum K-product is defined over Q[t 1 , . . . , t N , e t 1 , . . . , e t r ][ [Q] ].
Finally we prove the convergence of the big quantum K-theory under certain restrictive assumptions on the manifold X: Theorem 1.3 (Theorem 5.7). Suppose that K(X) is generated by line bundles as a ring. If the q-shift operators A i | t=0 at t = 0 are convergent, then the big quantum products (Φ α •) and the q-shift operators A i reconstructed via Theorem 1.1 are convergent.
It follows that the big quantum K-rings of CP N and Fl 3 are analytic and generically semisimple (Propositions 5.11, 5.12). It will be interesting to find out if these quantum Krings admit Landau-Ginzburg "mirror" descriptions. This question is one of the motivations for our work and Theorem 1.3 may be viewed as the first step towards our goal.
2. Quantum K-Theory and Difference Module Structure 2.1. Notation. We work with a smooth projective variety and its topological K-group of degree zero, using the following notation:
X a smooth projective variety over C; Eff(X) the semigroup of classes of effective curves in H 2 (X; Z); K(X) = K 0 (X; Q) the Grothendieck group of topological complex vector bundles on X with rational coefficients; Φ 0 , . . . , Φ N a basis of K(X) such that Φ 0 is the identity class 1 = [O X ]; t 0 , . . . , t N linear co-ordinates on K(X) dual to Φ 0 , . . . , Φ N ; t = N α=0 t α Φ α a general point in K(X); P 1 , . . . , P r classes of line bundles such that p 1 := c 1 (P 1 ), . . . , p r := c 1 (P r ) form a nef integral basis of H 2 (X; Z)/torsion; Q 1 , . . . , Q r Novikov variable dual to P 1 , . . . , P r ; we write [10, 12, 19] introduced Ktheoretic GW invariants for smooth projective varieties. We concentrate on the genus-zero part of the theory. Let X 0,n,d denote the moduli stack of stable maps to X of genus-zero, degree d and with n marked points. In place of the virtual fundamental cycle in the cohomological GW theory, we use the virtual structure sheaf O vir ∈ K 0 (X 0,n,d ) on X 0,n,d [19] . Let L i denote the universal cotangent line bundle on X 0,n,d at the i-th marked point and let ev i : X 0,n,d → X denote the evaluation map. For E 1 , . . . , E n ∈ K(X) and non-negative integers k 1 , . . . , k n , the K-theoretic GW invariant is defined to be:
When each class E i is integral, the K-theoretic GW invariant is an integer.
2.3. Big quantum K-ring. The genus-zero K-theoretic GW potential F = F(t) of X is defined to be:
. We introduce the (non-constant) pairing G as:
where
. This has the following properties:
(1) the quantum product is associative and commutative; the associativity is due to the K-theoretic WDVV equation [10, 19] ; (2) Φ 0 = 1 gives the identity of the quantum product; (3) the classical limit (Q → 0) of the quantum product is the tensor product:
The restriction of the big quantum K-ring to t = 0 is still a non-trivial family of rings parametrized by Q 1 , . . . , Q r . We call the restriction to t = 0 the small quantum K-ring as opposed to the big quantum K-ring.
2.4.
Quantum connection and fundamental solution. Let q be a formal variable. The quantum connection is the operator
. This may be viewed as a connection on the tangent bundle T K(X) by identifying Φ α with the co-ordinate vector field ∂/∂t α . Givental [10] showed that the quantum connection is flat, i.e. [∇ 
where Φ β /(1 − qL) in the correlator should be expanded in the power series
Applying Kawasaki-Riemann-Roch theorem on the moduli space X 0,n,d (see [13] ), we find that the correlator Φ α , t, . . . , t,
is a rational function in q which has poles only at roots of unity and vanishes at q = ∞. If X 0,n,d were a manifold, this has poles only at q = 1 since L − 1 is nilpotent. The orbifold singularities of X 0,n,d yield poles at other roots of unity. We use the following notation: Notation 2.1. For a rational function f = f (q) in q, we write f = f (q −1 ). In particular, we write q = q −1 .
We introduce the endomorphism-valued functions S, T ∈ End(K(X)) ⊗ Q(q) [[Q, t] ] by the formula:
Note that S and T are adjoint to each other with respect to the pairings G and g. When we expand S and T as power series in t and Q, each coefficient is a rational function in q having poles only at roots of unity. Note that we have
Theorem 2.2 (Givental [10] , Y. P. Lee [19] ). The endomorphism-valued functions S and T give fundamental solutions to the differential equations:
Proposition 2.3. We have the following:
Proof. By the definition of S and T , statements (1)-(3) are all equivalent. It suffices to show statement (3). Writing G αβ for the coefficients of the inverse matrix of (G αβ ) and adopting Einstein's summation convention, we have SΦ β = G γα S αβ Φ γ . The statement (3) can be rewritten as:
The K-theoretic WDVV equation says that
is symmetric with respect to the permutation of the insertions Φ 0 , Φ α /(1 − qL), Φ 0 , Φ β /(1 − qL). Here we used the notation:
Therefore we have
In the third line we used the string equation (see [19, §4.4] ). Theorem 2.2 implies (1 − q)∂ 0 S αβ = S αβ (which also follows from the string equation) and therefore we have S ǫα G ǫγ S γβ = g αβ as desired.
Definition 2.4. The J-function is defined as
Remark 2.5. The variable q in the quantum connection should be viewed as a generator of the
Recall that the cohomological quantum connection is given by a similar formula: ∇ z α = z∂ α + φ α •, where {φ α } is a basis of H(X). The variable z here corresponds to a generator of H S 1 (pt) = Q[z] and is related to q by q = e −z . See [12] and §2.6.
2.5.
Difference Module Structure. Givental-Lee [12] observed that the quantum K-theory of a type A flag manifold has the structure of a difference module. They moreover identified it with the difference Toda lattice. Givental-Tonita [13] showed the existence of a difference module structure for a general target. The difference module structure may be regarded of as a replacement for the divisor equation in quantum K-theory.
Givental-Tonita showed that the space
which appears as a tangent space to Givental's Lagrangian cone, is preserved by the operator P
. . , Q r ). Therefore the endomorphism A i defined by
What is crucial here is the fact that A i is defined over Q[q, q −1 ] and is regular at q = roots of unity whereas S and T have poles only at roots of unity (as functions in q).
We call A i the q-shift operator. We can regard S (or T ) as a fundamental solution to qdifference equations in the Novikov variables. The existence of a fundamental solution implies the compatibility between the difference equation in Q and differential equation in t. This difference-differential system is compatible with the pairing G by Proposition 2.3.
Proposition 2.6. The operators ∇ q α , A i = A i q Q i ∂ Q i and the pairing G satisfy the following compatibility equations:
(
Proof. Part (1) follows from the existence of a fundamental solution S satisfying
and the fact that (1 − q)∂ α and P (2) follows from Proposition 2.3. We have
We also have
Remark 2.7. Because q = −1 is a fixed point of the involution q → q = q −1 , the connection is the Levi-Civita connection of G. It follows that G gives a flat metric on T K(X) as discussed in [10] .
Remark 2.8. The above compatibility equations imply
where we write Ω α for the quantum multiplication Φ α •.
. . , r commute with the quantum multiplication Φ α •, α = 0, . . . , N .
has the Taylor expansion of the form:
Proof. By the compatibility equation in Proposition 2.6, we have (
By the definition (1), we have
Recall that S d and T d are regular at both q = 0 and q = ∞; moreover S d and
is regular at q = 0 and has a pole of order at most d i − 1 at q = ∞. Therefore it has to be a polynomial of degree
The right-hand side is regular at q = 0 and ∞ and the left-hand side is regular away from 0, ∞. Hence both sides are independent of q and
Remark 2.11. We can also eliminate the factor P −1 i in (2) by modifying the fundamental solutions. Setting S = S(
) and T = (
as the binomial expansion of (1 + (
Proposition 2.12. The J-function determines the difference-differential system in the following sense: setting J = (
Proof. Apply the operator f to the formula J = (1 − q) T Φ 0 and use Theorem 2.2 and (2) (see also Remark 2.11).
2.6. Shift operator from graph space invariants. In this section we give a geometric construction of the q-shift operator A i assuming that P i is represented by a very ample line bundle. The construction is close in spirit to the work of Givental-Lee [12] . The variable q is identified with a generator of K S 1 (pt), or the character of the natural representation of C × .
Let GX n,d denote the moduli space of genus-zero, degree (d, 1) stable maps to X × CP 1 with n marked points. This is the so-called graph space. Let ζ a rational co-ordinate on CP 1 and consider the C × -action on CP 1 given on points by ζ → q −1 ζ, q ∈ C × . This induces a C × -action on GX n,d . Suppose that P i is the class of a very ample line bundle which is the pull-back of O(1) by an embedding X → CP N . Then we have a C × -equivariant morphism
The first map in (3) is the forgetful morphism of marked points, the second map is induced by the embedding X → CP N and the third map is the map of Givental [9, Main Lemma] described as follows. Let
and equip it with the C × -linearization:
Let P denote the corresponding C × -equivariant line bundle. We set
The C × -fixed loci of the graph space are given by:
where the fibre product is taken with respect to the evaluation maps ev • , ev • associated to the additional markings • and
′′ is represented by a stable map consisting of "trivial" horizontal component (mapping to {x} × CP 1 for some x ∈ X), a degree d ′ stable map to X × {0} and a degree d ′′ stable map to X × {∞}. The normal bundle of the fixed component
represented by the structure sheaf on the fixed points 0 and ∞ respectively. Then we have
Using the above facts and the localization formula, we obtain the following result. A similar computation appeared in [12] . Proposition 2.13. Let ev i : GX n+2,d → X × CP 1 be the evaluation map. We have
where t ∈ K(X).
Proof. We calculate the right-hand side by the localization formula. Because of the insertions [0] and [∞], we only need to consider fixed components where the 1st marking maps to X ×{0} and the last marking maps to X × {∞}. The right-hand side equals:
where the O vir is the virtual structure sheaf on the fixed component
By the functoriality of virtual structure sheaves [19, Proposition 7] , we can rewrite this as
where g ǫρ are the coefficients of the inverse matrix of (g ǫρ ). This equals
by (2) and Proposition 2.3. The conclusion follows.
Remark 2.14. Proposition 2.13 gives an alternative proof of the fact that
] when P i is very ample.
Reconstruction
By Corollary 2.9,
The main result in this section is:
. . , a r ]-module (where a i acts by A i,com | t=0 ). Then the small q-shift operators A i | t=0 , 1 ≤ i ≤ r reconstruct the quantum K-theory at genus zero, i.e. they reconstruct the potential F, the metric G, the quantum products
Remark 3.2. The fundamental solution T = S −1 recovers the Givental's Lagrangian cone [13] as the union
, and therefore we reconstruct all genus-zero descendant K-theoretic GW invariants in the above theorem.
We remark that the small q-shift operators A i | t=0 , i = 1, . . . , r and the small J-function J| t=0 have the same amount of information when the classical K-ring K(X) is generated by line bundles as a ring. Lemma 3.3. Suppose that K(X) is generated by line bundles as a ring. Then one of the following data determines the other two:
(1) the small J-function J| t=0 ; (2) the fundamental solutions S| t=0 , T | t=0 ; (3) the small q-shift operators A i | t=0 .
If the classical K-ring K(X) is generated by line bundles as a ring, the assumption in Theorem 3.1 is automatically satisfied since we have A i,com = P [20] ). Suppose that K(X) is generated by line bundles as a ring. Then the quantum K-theory at genus zero can be reconstructed from the small J-function J| t=0 .
The small J-function is known for complete flag manifolds [12] and certain complete intersections in products of projective spaces [13] . We consider examples of CP 1 , CP 2 and Fl 3 in the next section.
Remark 3.5. The condition that K(X) ⊗ Q((Q)) is a cyclic Q((Q))[a 1 , . . . , a r ]-module is stronger than the condition that K(X) is generated by line bundles. In this paper we do not give an example where K(X) is not generated by line bundles but
. . , a r ]-module. This probably happens for Grassmannians Gr(r, n) with (n, r!) = 1 because in that case the quantum cohomology of Gr(n, r) is generated by divisors.
Proof of Lemma 3.3. The data (2) determines (1) and (3): this is obvious from the definitions of J and A i . The data (3) determines (2): we can solve the difference equation P (2)) with the initial condition T | t=0,Q=0 = id. See the proof of Proposition 5.5 for more details.
It suffices to show that the data (1) determines (2) . By the assumption, we have polynomials
2 and the definition of the J-function, we have:
We solve for T | t=0 from this equation. Let M denote the (N + 1) × (N + 1)-matrix whose α-th column is given by the left-hand side of this equation. This is determined by the small J-function. Let U denote the (N + 1) × (N + 1)-matrix with the α-th column given by
The above equation can be written as
We view this as an analogue of Birkhoff factorization (see, e.g. [7, 14] ) appearing in quantum
As functions in q, T d has poles only at roots of unity and vanishes at q = ∞ if d = 0. Also U d is a Laurent polynomial in q. Using T 0 = U 0 = id, we have the equation
This equation can be solved recursively. In fact, choose an ample class ω and suppose that we know
and the above mentioned properties of
is determined by the small J-function. This completes the proof.
Let
] be the matrix of quantum multiplication by Φ α . The differential equations for the q-shift operators A i = A i (q, Q, t) q Q i ∂ Q i (see Remark 2.8) can be written as:
where ∂ α = ∂/∂t α and
The following lemma is a key to prove Theorem 3.1. 
Proof. By the assumption, there exists an element
. . , a r )v by Corollary 2.9. Therefore {B α : 0 ≤ α ≤ N } is linearly independent over Q((Q)) and form a basis of K(X) ⊗ Q((Q)). Since A i,com commutes with Ω α (Corollary 2.9), we have
This should be viewed as a matrix equation:
in the left-hand side is invertible since it coincides with [B 0 , . . . , B N ] at t = 0. By inverting this matrix, we obtain rational function expressions for entries of Ω α .
Proof of Theorem 3.1. By Lemma 3.6, Ω α is a rational function in all the entries of
. . , r. Therefore the equation (5) gives a closed differential equation for unknown functions A i , i = 1, . . . , r. Expanding A i in power series of t, we write
is the degree n homogeneous part with re-
, since the degree ≤ n part of Ω α is a rational function of A (≤n) i by Lemma 3.6. Therefore A i , i = 1, . . . , r and Ω α , α = 0, . . . , N are uniquely determined by A i | t=0 .
The fundamental solution T is uniquely determined from A i as a solution to the difference equation
3). By the string equation one has
Remark 3.7. Suppose that K(X) is generated by line bundles as a ring. In this case we can give a more effective reconstruction algorithm: we can determine the coefficients of A i , Ω α in front of Q d (for a fixed d) as polynomials in t α and e t α . This method will be also illustrated in §4 below. Expand A i , Ω α as
Let ω be an ample class, so that ω, d ≥ 0 for all d ∈ Eff(X) with equality if and only if d = 0. Firstly we refine Lemma 3.6 as: the entries of the matrix Ω α,d with 0 ≤ α ≤ N , d ∈ Eff(X) are polynomial expressions in the entries of the matrices A i,d ′ ,0 for which
Moreover, if each entry of A i,d ′ ,0 is assigned degree d ′ ∈ Eff(X), then the above polynomials are homogeneous of degree d. This can be proved by taking F α (x 1 , . . . , x r ) in the proof of Lemma 3.6 to be polynomials such that P α (P −1 1 , . . . , P −1 r ) = Φ α . Suppose by induction that we know A i,d ′ ,k (t) for all i = 1, 2, . . . , r, k ≥ 0 and d ′ ∈ Eff(X) with ω, d ′ < κ. We want to determine A i,d,k . Comparing the coefficients in front of Q d and (1 − q) k in (5) we get (assuming that k ≥ 1)
where we may assume that the summation indices k ′ and k ′′ satisfy the inequalities 0
, where the entries of Ω (1) α,d are linear combinations of the entries of A j,d,0 for j = 1, 2, . . . , r, while the entries of the second matrix are polynomials of the entries of A j,d ′ ,0 for 1 ≤ j ≤ r and ω, d ′ < κ. The contribution on the right-hand side of (7) of the terms that we have not determined yet on the previous steps is the following:
Let Y be the vector formed by all entries of all matrices
It lies in the vector space
where B α (t) is some explicit function determined from the previous steps. This differential equation has a unique solution when the initial condition A i | t=0 is given. Solving the differential equation for Y (t) is an algebraic problem, which depends on the spectral decomposition of the linear operator L α (see [15] ). In particular, our argument inductively shows that the entries of A i,d,k (t) are polynomials in t 0 , . . . , t N and e t 0 , . . . , e t N . This is compatible with the polynomiality in Corollary 5.2.
Examples
In this section we illustrate the reconstruction by computing the potential of CP 1 up to degree 4 and of CP 2 up to degree 3, which will give us the opportunity to go through all the steps of the algorithm outlined in Remark 3.7. We also compute the small quantum product of the complete flag manifold Fl 3 and show its finiteness.
where P = O(1). The small J-function of CP N is known to be [18, 12, 13 ]
It satisfies the equation
Proposition 4.1. Consider the q-shift operator A = Aq Q∂ Q for the projective space CP N . The endomorphism A| t=0 is represented by the matrix
. . , N , where I is the identity matrix.
Proof. We follow the construction of the difference operator A| t=0 from the small J-function in Lemma 3.3. Applying the difference operator 1 − P −1 q Q∂ Q α , α = 0, . . . , N to (1 − q) −1 J, we obtain:
The coefficient of Q d of this expression is a rational function in q which has poles only at roots of unity. Also this equals (1 − P −1 ) α for q = ∞. Therefore the Birkhoff-type factorization discussed in (4) is trivial in this case (i.e. U is the identity matrix), and the α-th column of the fundamental solution T | t=0 is given by ( (10) gives the above presentation for
The commutativity of the quantum product and the q-shift operator yields the following corollary (see the proof of Lemma 3.6):
Corollary 4.2 ([3]
). The small quantum K-product of CP N is given by
where 0 ≤ α, β ≤ N . In particular it is finite as a power series in Q.
Using the formula (11) for T (1 − P −1 ) α | t=0 in the above proof and Proposition 2.3, we obtain the pairing G of CP N at t = 0 as follows:
, where Φ α = (1 − P −1 ) α and g αβ = 1 if α + β ≤ N and g αβ = 0 otherwise. 4.2. CP 1 invariants. Consider X = CP 1 , and denote by Ω(Q, t) the matrix of quantum multiplication by P −1 . We use {Φ 0 , Φ 1 } = {1, P −1 } as a basis of K(CP 1 ). The dependence of Ω and A on t 0 is trivial so we will consider them as functions of one variable t := t 1 -the coordinate dual to P −1 in the K-ring.
Following the notation from Remark 3.7, we write
According to Proposition 4.1, the value of A at t = 0 is (with respect to the basis {1, P −1 }):
Since Ω(Q, t)1 = P −1 • 1 = P −1 , the matrices in the above expansion have the form
for d > 0. In degree d = 0 we know that
Since A com = A| q=1 commutes with Ω and Ω1 = P −1 , we have
Solving this equation for Ω, we can express
Now we use the Lax equation
Expanding it in the powers of Q and (1 − q), we obtain for degrees d = 1, 2:
,
We replace the expressions (12) for x d (t), y d (t) in the right-hand side and solve for m d,i (t),
. In degree d = 1, the differential equation for A 1,0 immediately gives m 1,0 (t) = p 1,0 (t) = 0, n ′ 1,0 (t) = r 1,0 (t), r ′ 1,0 (t) = −n 1,0 (t) − 2r 1,0 (t) and the solutions
The computation in degree d = 2 is also straight-forward, but lengthy and tedious. It is a good idea to incorporate a computer software (e.g. Mathematica or Maple). We leave the details to the reader and record the answer below
This can be reduced into a single (matrix) equation of order 3 for Ω 3 (t): namely differentiate the last equation three times and for ∂ 3 t A 3,0 (t) plug in the expression obtained by differentiating the equation in A 3,0 twice more. This gives us an equation involving ∂ 3
t Ω 3 , ∂ 2 t Ω 3 and ∂ 2 t A 3,1 . But ∂ 2 t A 3,1 can be replaced by differentiating the previous equation one more time and using the first equation we end up with an equation involving only ∂ i t Ω 3 , i ≤ 3 with constant coefficients and non-constant inhomogeneous terms. This can be solved for y 3 (t), x 3 (t) (in fact it is an overdetermined system) and then going from top to bottom use each equation to solve for A 3,i .
The same strategy works for any degree d. We write below the answers for d = 3, 4: To compute the K-theoretic GW invariants set
We claim that g satisfies the equation
To begin with notice that
On the other hand,
Equation (14) can be used to solve recursively in d for the coefficients of Q d in g (which we denote by g d ).
We also know the initial condition g(0) = 1/(1 − Q) from the small J-function (9). We get Extracting coefficient of t n in g d (t), d = 1, 2, 3, 4, we get all the invariants
For d = 1, 2 our answer agrees with a fixed-point localization computation which gives the following numbers:
Remark 4.4. In Theorem 5.1 below, we show that the structure constants with fixed degree d are polynomials in the variables t i and e t i under a suitable choice of basis. In the above computation we see the appearance of both e −t and e t , but this is due to the current choice of the basis {1, P −1 }. If we take {1, 1 − P −1 } as a basis and perform the corresponding change of variables, everything becomes a polynomial in t 0 , t 1 , e t 0 , e t 1 .
CP 2 invariants.
We reconstruct the K-theoretic GW potential of CP 2 up to degree three. Since the method is completely parallel to the case of CP 1 , we only give a brief sketch. We take {1, (1 − P −1 ), (1 − P −1 ) 2 } as a basis of the K-ring of CP 2 . Let {t 0 , t, s} denote the corresponding dual co-ordinates. As before, we set t 0 = 0 as the dependence on t 0 is determined by the string equation. We write A = Aq Q∂ Q for the q-shift operator and write Ω and Ξ for the matrix of quantum multiplication by 1 − P −1 and (1 − P −1 ) 2 respectively. Because of the commutativity among A com = A| q=1 , Ω and Ξ, we can determine Ω and Ξ as functions of A com by the formula:
Then the following Lax equations
together with the initial condition (written in the basis {1,
Up to degree one, the results for A, Ω, Ξ are given by
One can continue the computation to higher degrees (by using a computer software), but the result is too long and we omit it. Instead we record the K-theoretic GW potential for CP 2 up to degree three: In the appendix, we give a table of invariants for CP 2 .
4.4.
Finiteness of the small quantum product of Fl 3 . We compute the small quantum product of Fl 3 and show that they are finite as power series in the Novikov variables. The finiteness of small quantum K-ring was first observed for Grassmannians [3] . The result has been generalized, by Buch, Chaput, Mihalcea and Perrin, to cominuscule homogeneous varieties [4] or more generally to generalized flag varieties of Picard rank one whose GromovWitten varieties are rationally connected for large degrees [5] . Our method is purely algebraic and does not rely on geometric properties of the moduli spaces (although we use the result of Givental-Lee [12] ). We remark that a complete set of relations of the small quantum K-ring of Fl n has been found by Kirillov-Maeno [17] . Their relations are polynomials in Q and provide an evidence for possible finiteness (but do not imply it). A combinatorial model for the small quantum K-ring of Fl n defined over the polynomial ring was also proposed by Lenart-Maeno [21] . We start with a general strategy to prove the finiteness. Suppose that A i,com | t=0 are polynomials in the Novikov variables Q, and that we find polynomials f β (x 1 , . . . , x r , Q 1 , . . . , Q r ) ∈ Q[x 1 , . . . , x r , Q 1 , . . . , Q r ] such that f β (A 1,com | t=0 , . . . , A r,com | t=0 , Q 1 , . . . , Q r )Φ 0 = Φ β . Then the small quantum products are polynomials in Q because we have
by the commutativity of A i,com | t=0 and (Φ α •)| t=0 . Let Fl 3 be the manifold of complete flags {0} :
By the Plücker embedding, Fl 3 can be realized as a (1, 1)-hypersurface in Gr(1, 3)× Gr(2, 3) ∼ = CP 2 × CP 2 ; Fl 3 is cut out by the incidence relation "line ⊂ plane". Let P −1 1 and P −1 2 be the line bundles on Fl 3 that are pullbacks of the tautological line bundles on the two copies of CP 2 . We have
The J-function of Fl 3 is computed in [12] to be
J as in Proposition 2.12. It satisfies the following finitedifference equations:
We choose the ordered basis {Φ 0 , Φ 1 , . . . , Φ 5 } of K(Fl 3 ) as:
, one can derive the following identities:
where we set T = P − log Q 1 / log q 1
T as in Remark 2.11. We obtain the RHS by studying the leading term of the expansion at q = ∞ of the LHS (see the argument in the proof of Lemma 3.3). The above identities combined with the difference equations (16) for J yield the following formulae for the operators A 1 , A 2 (since we consider only small quantum K-theory in §4.4, we write A i for A i | t=0 ):
These operators are polynomials in Q 1 , Q 2 and do not depend on q. Since we have
gives the small quantum multiplication by P −1 i . The first five equations of (17) show that each basis element Φ β can be written in the form Φ β = f β (A i , Q i )Φ 0 where the polynomials f β (x 1 , x 2 , Q 1 , Q 2 ) are:
This proves the finiteness of the small quantum product. By equation (15), we have that 
Analyticity of Structure Constants
In this section we prove two results on the analyticity of quantum K-theory. The first result (Theorem 5.1) is about polynomiality in t and e t of the coefficients of Q d of the structure constants. The second result (Theorem 5.7) is about full analyticity of the structure constants as functions in Q, t and q under the Lee-Pandharipande reconstruction (Corollary 3.4).
5.1. Polynomiality in t and e t . We choose a basis Φ 0 , . . . , Φ N of K(X) satisfying the following properties:
(i) Φ 0 = 1; (ii) ch(Φ 1 ), . . . , ch(Φ r ) are cohomology classes of degree ≥ 2 and the degree two components of ch(Φ 1 ), . . . , ch(Φ r ) form a nef integral basis of H 2 (X; Z)/torsion; (iii) ch(Φ r+1 ), . . . , ch(Φ N ) are cohomology classes of degree ≥ 4.
Theorem 5.1. For E 1 , . . . , E m ∈ K(X), non-negative integers k 1 , . . . , k m ≥ 0 and d ∈ Eff(X), the generating function
with t = N α=0 t α Φ α is a polynomial in t 0 , . . . , t N and e t 0 , . . . , e t r . Corollary 5.2. Expand the quantum multiplication Ω α = Φ α • and the q-shift connection operator A i = SP 
. Then the coefficients Ω α,d (t) and A i,d,k (t) are polynomials in t 1 , . . . , t N and e t 1 , . . . , e t r .
The proof of Theorem 5.1 relies on twisted cohomological GW theory. Let ψ i = c 1 (L i ) and let π : X 0,n+1,d → X 0,n,d be the universal family. Recall that a multiplicative characteristic class is by definition a function of the type E → e ∞ k=0 s k ch k (E) , where s k ∈ C, k = 0, 1, 2, . . . are some constants. For any topological space X, the above formula defines a map from K(X) → H * (X). Let A, B, C be a triple of multiplicative characteristic classes. We will make use of twisted GW invariants of the form
, Z is the codimension two nodal locus in the universal family. We are using the same correlator notation for twisted cohomological GW invariants as for the K-theoretic ones and the last 3 slots of the correlator are cohomology classes on X 0,n,d that should be cupped with the integrand of the usual GW invariants.
The invariants (18) have been studied in [24] , where the effect of each type of twisting on the generating series of GW theory is described. Let us briefly review the results that we need and refer to [24] for more details and proofs. Put
for the twisted genus-g potential and
for the twisted total descendant potential. The argument t(z) should be understood as a formal power series in z with coefficients in H * (X). We will also denote by D A,B , D A etc. potentials which are twisted only by the corresponding types characteristic classes. Twisting by the class B(π * (L −1 n+1 − 1)) is tantamount to the translation
where K B is a constant, whose precise value will be irrelevant for what follows, so we may assume that it is 1.
The class C((−π * i * O Z ) ∨ ) is localized near the nodes. A correlator cupped with such a characteristic class is a sum of correlators corresponding to the stratification of the codimension-2 singular locus Z ⊂ X 0,n+1,d by the number of nodes. Each strata is a product of moduli spaces and each twisted correlator corresponding to a given strata factors respectively as a product of correlators (with the C-twist removed). More precisely, we have
where the sum is over all a, b ≥ 0, {ϕ α } is a fixed basis of H * (X; C), and ∂ α a (resp. ∂ β b ) is the derivative in the direction of vector ϕ α z a (resp. ϕ β z b ). The coefficients A a,α;b,β depend on the characteristic class C. Their precise value will not be important, but we have to use the following property:
Let now p ∈ H 2 (X) and denote
where [· · · ] + denotes the power series truncation. Notice that π * (π * ev * m+1 E) = π * ev * m+2 E, so the presence of the characteristic class A in the integrand does not change the divisor equation, i.e.,
where on the RHS we denoted A = A(π * ev * m+1 (E)). We now prove the following Lemma 5.3. Let m be a positive integer and t the coordinate dual to p ∈ H 2 (X). Then the series
is a polynomial in t and e t .
Proof. First notice we can assume that v i (z) are polynomials in z : namely if D = dim X 0,m,d then only the degree D truncation of each v i (z) (where deg(z) = 1) gives non-trivial contributions in the correlators, as can be checked by an easy dimensional count. Now setting λ = p, d , we apply the divisor equation (22) repeatedly for a fixed n:
Summing after n we see that the series (23) equals
The polynomiality of v i ensures that there are finitely many j i such that δ j i (v i ) = 0, hence the above sum is finite in k. This concludes the proof of the Lemma.
Proof of Theorem 5.1. The polynomiality on t 0 , e t 0 can be seen directly from the Ktheoretic string equation, so henceforth we assume t 0 = 0. We use Kawasaki-Riemann-Roch (KRR) theorem of [16] , which states that the Euler characteristics of an (orbi)bundle on a smooth compact orbifold Y equals a certain cohomological integral on its inertia orbifold IY. The latter is defined set-theoretically as pairs (y, (g)) where y ∈ Y and (g) is a (conjugacy class of) a symmetry fixing y. It is a smooth (generally disconnected) orbifold. The connected component of IY associated with identity is isomorphic to Y and the corresponding term in KRR theorem is the right hand side of the GrothendieckRiemann-Roch theorem. We will not need the exact statement of KRR, suffices to say it takes the form
where T Y is the tangent bundle to Y and Y µ are connected components of IY corresponding to non-trivial symmetries, also known as Kawasaki strata. According to [25] , the KRR formula can be applied to the moduli space X 0,n+m,d , i.e.,
where the correlator on the RHS is cohomological and T n+m,d is the virtual tangent bundle of the moduli space. Let us ignore for now the dots on RHS of (24) and prove that for a given m ≥ 0 and
is polynomial in t i , i = 1, . . . , N and e t i , i = 1, . . . , r. The polynomiality in coordinates t i , i ≥ r + 1 is easy to see for dimensional reasons: an input with ch(Φ i ) ∈ H ≥4 (X) adds one to the dimension of the moduli space and two to the cohomological degree of the integrand, hence only finitely many monomials in these coordinates give non-zero contributions. It therefore suffices to assume ch(t) = t 1 p ∈ H 2 (X) in the series (25) . The tangent bundle T n+m,d can be written as an element in K(X 0,n+m,d ) (see [6] , [24] )
Taking B = Td in (19) we see that twisting by Td(π * (L −1 n+m+1 − 1)) acts on the potential D A ( , t) and its partial derivatives (we ignore the constant K B ) by the translation
Extracting the coefficient of Q d in genus 0 (in formula (19)) we see that the correlator series obtained from (25) by suppressing the C-twisting (i.e. the last term in the tangent bundle (26)) is (using also that ch(t) = t 1 p)
where on the RHS n and k are respectively the numbers of p-and v(ψ)-insertions. Since the translation vector v(z) ∈ z 2 H * (X)[z], the above sum is finite in k for fixed m, n, and d. Moreover, for dimensional reasons we may assume that v(z) is a polynomial in z. According to (20) the correlator series (25) can be expressed as a Feynman-type sum over connected decorated trees T. The vertices V (T ) are colored by the parts of a partition of the insertions {v 1 (ψ), . . . , v m (ψ), ch(t), . . . , ch(t)} (n repetitions of ch(t)) as well as with degrees d v , s.t., d v = d, and the flags of T (a flag is a pair of a vertex and an incident edge) are colored by (a, α) (see formula (20) ). The correlator series (25) takes the form
where E(T ) is the set of edges of T , A e := A a,α;b,β with (a, α) and (b, β) being the labels corresponding to the two flags of the edge e. The insertions of the correlators are determined by the labels of the vertices and the flags, so that the first m v insertions come from {v 1 (ψ), . . . , v m (ψ)}, the next n v insertions are ch(t), and the last l v insertions have the form ϕ α ψ a and correspond to the labels of the flags incident with the vertex v.
We have to prove that the sum (28) is polynomial in t 1 and e t 1 if m = v m v and d = v d v are fixed. Arguing as above, since the B-twisting amounts to a translation that does not change the polynomiality property, we may assume that B = 1. We claim that the number of vertices of T is bounded by a number that depends only on d and m. Consider first the case d = 0, i.e., d v = 0 for all v. By dimensional reasons the total number of ch(t)-insertions is v n v ≤ dim(X). Indeed, the correlator corresponding to a vertex v is an integral over M 0,mv+nv+lv ×X, so the total degree of classes from H * (X) that are inserted in the correlator is at most dim(X). Using the dimension constraint (21) we get
It remains only to use that |E(T )| = |V (T )| − 1. Finally, by stability, each correlator has at least 3 insertions, so
which gives the desired bound for |V (T )|. If the total degree is d > 0, then the total number of vertices v of T , s.t., d v = 0 is bounded by ω, d where ω is a very ample class. Removing from T all vertices of non-zero degree splits the tree into several trees of degree 0. The number of such trees is at most ω, d + 1, while the number of vertices in each of them can be bounded as it was explained above. This proves that the number of vertices of T is uniformly bounded.
Let us fix the first m v and the last l v insertions in each correlator in (28). This produces finitely many configurations, because the first m v insertions correspond to a partition of a finite set, hence there are finitely many possibilities, while for the last l v insertions, note that the total number of insertions v l v = 2|E(T )| is bounded and for dimensional reason we can insert only finitely many classes of the type αψ a . It follows that for fixed m and d, the sum (28) is a polynomial expression of correlator sums of the type (23), so according to Lemma 5.3 , it is polynomial in t 1 and e t 1 .
Going back to (24): the dots on the RHS are integrals over the non-trivial Kawasaki strata of X 0,n+m,d . They can be described combinatorially as follows. The points of X 0,n+m,d with non-trivial symmetries represent maps whose domain has one irreducible component C such that the map factors C → C ′ → X where the first map is z → z m for some m ≥ 2. Notice the only marked points lying on C can be 0 and ∞ since they have to be fixed by any symmetry. We refer to [13] for a detailed discussion of these strata. It is clear from this description that for a fixed d, the number of such components C which are multiple covers (and hence the number of marked points lying on them) is bounded: hence the contributions from integrals over these strata in the generating series is always polynomial in t i . Of course such strata can still have irreducible components without symmetries -and the generating series is of the form (25) for a degree less than d. Now an inductive argument finishes the proof. For d = 0 the moduli spaces are manifolds -this ensures the initial step of the induction is in order.
5.2.
Preliminary results on the convergence of A i , S and T . Lemma 5.4. Let 1 ≤ i ≤ r be an integer and let f = f (q, Q 1 , . . . , Q r ) be a power series of the form
Suppose that f is convergent as a power series in q, Q 1 , . . . , Q r . Then there exists a positive constant ρ > 0 such that f is convergent and bounded on the set
Proof. The assumption implies that there exist constants C, ǫ > 0 such that |f d,k | ≤ Cǫ −d 1 −···−dr−k . Choose 0 < δ < min(1, ǫ) and set ρ = δǫ. For (q, Q 1 , . . . , Q r ) with |qQ i | ≤ ρ and |Q j | ≤ ρ for all j, we have
. . , d r ). The conclusion follows.
In view of Proposition 2.10, a natural domain of convergence for the q-shift operator A i should be of the form (29). We now study the relationship between the analyticity of the q-shift operators A i and that of the fundamental solutions S, T . 
In particular, the J-function is convergent on the same region.
Proof. By the same argument as Lemma 5.4, under the assumption in the proposition, we can show that A i is convergent and bounded on the domain of the form
for some ǫ > 0 (this is a parametric version of Lemma 5.4). We expand
where A i,n is a function of q, {Q j } j =i and t 0 , . . . , t N . Fix a norm on K(X) C = K(X) ⊗ C and consider the corresponding operator norm · op on End(K(X) C ). Using Cauchy's integral formula we obtain the estimate (30) A i,n op = 1 2π
for all q, {Q j } j =i , t 0 , . . . , t N with |Q j | ≤ ǫ and |t α | ≤ ǫ. Here C 1 > 0 is a constant. Since S = T −1 (Proposition 2.3), it suffices to prove the convergence of T . We assume by induction that we know the convergence of T on the domain:
for some 1 ≤ i ≤ r and 0 < ρ < ǫ. The induction hypothesis holds for i = 1 because T | Q=0 = exp( 2). We show the convergence of T in the direction of Q i using the q-difference equation (see (1) 
The coefficient T n is a function of q, Q 1 , . . . , Q i−1 , t 0 , . . . , t N . The difference equation implies that:
This equation determines T n recursively because the operation M → (q n − Ad(
is invertible for |q| = 1. We need to show that the sum
First we consider the case where |q| ≤ δ for some δ < 1. Choose sufficiently big n 0 ≫ 1 such that δ n 0 < 1/2. For n ≥ n 0 , since P i is unipotent, we have an estimate
for a constant C 2 > 0 independent of n ≥ n 0 and δ. Therefore we have for n ≥ n 0 ,
where we used (30). Set
holds for all n ≥ 0 and all (q, Q 1 , . . . , Q i−1 , t 0 , . . . , t N ) with |q| ≤ δ, |Q j | ≤ ρ/2 (∀j), |t α | ≤ ρ/2 (∀α). We already know that this holds for 0 ≤ n < n 0 . Suppose by induction that we have T k ≤ C 4 C k 5 for all 0 ≤ k < n for some n ≥ n 0 . Then we have:
This completes the induction step: we know that the series
where σ = min(ρ/2, C −1 5 ). Note that σ does not depend on δ < 1. Since δ < 1 was arbitrary, we can replace the inequality |q| < δ above with |q| < 1.
Next we consider the case where |q| ≥ δ for some δ > 1. The discussion in this case is similar except that we divide both sides of (31) by q n . We choose n ′ 0 ≫ 0 such that δ −n ′ 0 < 1/2. For n ≥ n ′ 0 , we have an estimate:
2 > 0 independent of n and δ. Using (31) and (30) again, we have for
By the same discussion as above, we can show that there exist
n for all n ≥ 0 and all (q, Q 1 , . . . , Q i−1 , t 0 , . . . , t N ) with |q| ≥ δ, |Q j | ≤ ρ/2 (∀j) and |t α | ≤ ρ/2 (∀α). (Here recall that T | q=∞ = id.) Also C ′ 5 is independent of δ > 1. Thus we know that ∞ n=0 T n Q n i converges also on the set:
. This completes the induction on i, and the proof of the proposition.
Remark 5.6. In the above proposition, the convergence assumption in the direction of t can be weakened as follows. If we assume the convergence of A i , i = 1, . . . , r with t = (t 0 , . . . , t N ) restricted to a certain submanifold D of C N +1 , then the fundamental solutions S, T converge in the domain of the form
In particular, the convergence of A i | t=0 implies the convergence of S| t=0 , T | t=0 .
5.3.
Analyticity of the Reconstruction. In this section we prove that our Reconstruction Theorem 3.1 preserves the analyticity under the assumption that K(X) is generated by line bundles.
Theorem 5.7. Suppose that K(X) is generated by line bundles as a ring. Suppose also that the small q-shift operators A i | t=0 , i = 1, . . . , r at t = 0 are convergent as power series in q and Q 1 , . . . , Q r . Then there exists ǫ > 0 such that (1) the GW potential F, the metric G and the big quantum products
, |t α | < ǫ (∀α)} (note that the domain depends on i); (3) the fundamental solutions S, T are analytic on {(q, Q 1 , . . . , Q r , t 0 , . . . , t N ) :
The rest of the section is devoted to the proof of Theorem 5.7. The proof is based on a version of "abstract Cauchy-Kowalevski theorem" due to Nishida [22] . We start with a review of the statement. (Compared to the original paper, we shifted the origin of u and ρ for our convenience.) Let {B ρ } ρ≥ǫ be a family of Banach spaces such that B ρ ⊂ B ρ ′ and · ρ ′ ≤ · ρ for all ǫ ≤ ρ ′ < ρ. Consider the ordinary differential equation with values in B ρ :
We assume the following condition on F : there exist numbers R > 0, ρ 0 > ǫ and C > 0 such that the following holds (a) for every ǫ ≤ ρ ′ < ρ ≤ ρ 0 , F is a holomorphic mapping
(c) for every ǫ ≤ ρ < ρ 0 , we have
Note that the constant C is independent of ρ, ρ ′ , u, v.
Theorem 5.8 (Nishida [22] ). Under the above assumption, there exists a constant a > 0 such that for every ǫ < ρ < ρ 0 , there exists a unique holomorphic solution u : {t : |t| < a(ρ − ρ 0 )} → {x ∈ B ρ : x − u 0 ρ < R} to the system (32), (33).
We prove the convergence of A i = A i q Q i ∂ Q i and Ω α = (Φ α •) by induction on the number of t-variables. For a positive number ρ > 0, 1 ≤ i ≤ r and 0 ≤ β ≤ N + 1, define B β,i,ρ to be the space of functions f (q, Q 1 , . . . , Q r , t 0 , . . . , t β−1 ) in the variables q, Q 1 , . . . , Q r , t 0 , . . . , t β−1 such that f is continuous and bounded on the set
and holomorphic in the interior of D i,β (ρ). Define the norm · i,ρ on B β,i,ρ as the sup norm over
where D i,β is given in (34). Lemma 5.4 and Proposition 2.10 show that A i | t=0 belongs to B 0,i,ρ for some ρ under the assumption in Theorem 5.7.
Claim 5.9. We assume by induction that there exist 0 ≤ β ≤ N and ρ > 0 such that
We prove the claim by Nishida's theorem. For simplicity, during the proof of the claim, we denote the restrictions A i | t β+1 =···=t N =0 and Ω β | t β+1 =···=t N =0 by A i and Ω β . Recall that the reconstruction in the t β -direction is based on the differential equation:
together with the condition
We rewrite the differential equation (35) by recalling the argument in the proof of Lemma 3.6. Set A i,com := A i | q=1 . Since line bundles generate K(X), we can find polynomials
. We also have [A i,com , Ω β ] = 0 by (35). Therefore the equation (36) gives
which can be written as a matrix equation as in (6) . These equations determine Ω β as a rational function of (A i,com ) r i=1 ∈ End(K(X) C ) r . We denote this rational function by (A 1,com , . . . , A r,com ). Let D i denote the divided difference operator:
Then we can rewrite (35) as an ordinary differential equation
where we regard (A i ) r i=1 as a function of t β with values in the Banach space
for the initial value of A i . It now suffices to show that the map (37)
satisfies the assumptions in the abstract Cauchy-Kowalevski theorem (Theorem 5.8). We choose necessary constants as follows:
• Let R > 0 be a positive number such that the rational function Ω β :
We work with the family of Banach spaces { r i=1 B β,i,ρ } ǫ≤ρ≤ρ 0 . We also define B β,ρ to be the space of End(K(X) C )-valued functions M (Q 1 , . . . , Q r , t 0 , . . . , t β−1 ) in the variables Q 1 , . . . , Q r , t 0 , . . . , t β−1 which are continuous and bounded on the set {(Q 1 , . . . , Q r , t 0 , . . . , t β−1 ) : |Q j | ≤ ρ (∀j), |t α | ≤ ρ (∀α)} and holomorphic in its interior. The norm · ρ on B β,ρ is defined as the sup norm over the above set. For M ∈ B β,i,ρ , we write M com = M | q=1 ∈ B β,ρ for the restriction to q = 1. (ii) for every ǫ ≤ ρ ≤ ρ 0 and for all
B β,i,ρ with L i − A 0 i i,ρ < R and M i − A 0 i i,ρ < R for all 1 ≤ i ≤ r, we have
(iii) for every pair of numbers ǫ ≤ ρ ′ < ρ ≤ ρ 0 , 1 ≤ i ≤ r and for all M ∈ B β,ρ , we have
(iv) for every pair of numbers ǫ ≤ ρ ′ < ρ ≤ ρ 0 and for all M ∈ B β,i,ρ , we have
Proof. Part (i) and (ii) follows from the fact that Ω β (M * ) is Lipschitz continuous and bounded on the ball {(M i ) r i=1 ∈ End(K(X) C ) r : M i − P
−1 i
op ≤ 2R} and that we are working with the sup norm.
Next we show Part (iii). Note that D i M = (M (Q, t) − M (q e i Q, t))/(1 − q) is defined in the region {(q, Q 1 , . . . , Q r , t 0 , . . . , t β−1 ) : |qQ i | ≤ ρ, |Q j | ≤ ρ (∀j), |t α | ≤ ρ (∀α)}. By the mean value theorem we have (D i M )(q, Q, t) op = M (Q, t) − M (q e i Q, t) 1 − q and for all ǫ ≤ ρ ′ < ρ ≤ ρ 0 , we have
We also have for ǫ ≤ ρ < ρ 0 ,
The proof of Claim 5.9 is complete. By induction we now know that there exists a positive number ρ > 0 such that, for all 1 ≤ i ≤ r, A i is analytic on the region {(q, Q 1 , . . . , Q r , t 0 , . . . , t N ) : |qQ i | < ρ, |Q j | < ρ (∀j), |t α | < ρ (∀α)}.
As discussed above, the big quantum products Ω β = (Φ β •) are determined as rational functions of A i,com , 1 ≤ i ≤ r, and hence, by taking a smaller ρ if necessary, are analytic on the region:
(38) {(Q 1 , . . . , Q r , t 0 , . . . , t N ) : |Q j | < ρ, (∀j), |t α | < ρ (∀α)}.
By Proposition 5.5, by taking a smaller ρ if necessary, the fundamental solutions S and T are convergent on {(q, Q 1 , . . . , Q r , t 0 , . . . , t N ) : |q| = 1, |Q j | < ρ (∀j), |t α | < ρ (∀α)}.
By Proposition 2.3, we know that the metric tensor G αβ = G(Φ α , Φ β ) = g(T Φ α , Φ β ) is analytic on the region (38). By the string equation, the genus zero potential F (t) satisfies
Because F 000 (t) = G 00 (t), it follows that F (t) is also analytic on the region (38). The proof of Theorem 5.7 is now complete.
5.4.
Applications: semisimplicity of CP N and Fl 3 .
Proposition 5.11. The genus-zero quantum K-theory of CP N is analytic, i.e. the conclusions of Theorem 5.7 hold for CP N . Moreover, the big quantum K-rings of CP N is semisimple for a generic (Q, t).
Proof. By Proposition 4.1, the q-shift operator A| t=0 of the projective space is analytic in q and Q. Therefore the conclusions of Theorem 5.7 hold for CP N . The computation in Proposition 4.1 also shows that A com | t=0 with Q = 0 is a semisimple endomorphism with pairwise distinct eigenvalues. (The difference equation (10) implies (1 − A com ) N +1 = Q and the eigenvalues of 1 − A com are (N + 1)th roots of Q.) Because A com commutes with the quantum product (Corollary 2.9), this implies that the quantum K-ring is semisimple for t = 0, Q = 0. Being an open property, the semisimplicity holds for a generic (Q, t).
Proposition 5.12. The same conclusion as Proposition 5.11 holds for Fl 3 .
Proof. The proof is completely parallel to Proposition 5.11. It suffices to use the computation in §4.4 instead of Proposition 4.1.
Remark 5.13. The Hirzebruch-Riemann-Roch theorem of Givental-Tonita [13] says that the localization at q = 1 of the Lagrangian cone of the true quantum K-theory coincides with the Lagrangian cone of the fake quantum K-theory. Because the Lagrangian cone of the fake quantum K-theory is a symplectic transform of the Lagrangian cone of the quantum cohomology, it follows that the F -manifolds associated to the quantum cohomology and the quantum K-theory are isomorphic under a formal change of co-ordinates. (Note that the manifold of tangent spaces to an overruled Lagrangian cone is equipped with the structure of an F -manifold, independent of the choice of a polarization.) Therefore, under convergence assumption, we should expect that the quantum K-ring is generically semisimple if and only if the quantum cohomology is generically semisimple.
Appendix A. We record some K-theoretic GW invariants of CP 2 for degree one, two and three. The (i + 1, j + 1) entry of the matrices below gives the correlator 
