Curvature effects in statics and dynamics of a thin magnetic shell by Gaididei, Yuri et al.
Curvature effects in statics and dynamics of a thin magnetic shell
Yuri Gaididei,1 Volodymyr P. Kravchuk,1, ∗ and Denis D. Sheka2
1Bogolyubov Institute for Theoretical Physics, 03143 Kiev, Ukraine
2Taras Shevchenko National University of Kiev, 01601 Kiev, Ukraine
(Dated: October 30, 2018)
Equations of the magnetization dynamics are derived for an arbitrary curved 2D surface. General
static solutions are obtained in the limit of a strong anisotropy of both signs (easy-surface and
easy-normal cases). It is shown that the effect of the curvature can be treated as appearance of
an effective magnetic field which is aligned along the surface normal for the case of easy-surface
anisotropy and it is tangential to the surface for the case of easy-normal anisotropy. In general,
the existence of such a field denies the solutions strictly tangential as well as strictly normal to
the surface. As an example we consider static equilibrium solutions and linear dynamics for a cone
surface magnetization.
Recent advances in microstructuring technology have
made it possible to fabricate various low-dimensional sys-
tems with complicated geometry. Examples are cylindri-
cal high-mobility two-dimensional (2D) electron struc-
tures obtained by rolling-up mismatched semiconduc-
tor layers [1], flexible electronic devices [2] and inte-
grated circuits [3], spin-wave interference in rolled-up fer-
romagnetic microtubes [4], magnetically capped rolled-
up nanomembranes [5] etc. After the seminal work of
da Costa [6] where an effective Schro¨dinger equation for
the tangential motion of a particle rigidly bounded to a
surface was derived and the presence of effective surface
potentials depending both on the Gaussian and mean
curvatures was shown, much work has been done eluci-
dating curvature effects in charge and energy transport
and localization in systems with complicated geometry
[7]. The behavior of vector and tensor fields on curved
surfaces has attracted attention of many researchers (see
e. g. review papers [8, 9]). However, despite much work
has been done it is not fully understood. One of the
reasons for this is a complicate and intimate relation be-
tween two geometries: the geometry of the field (director
in liquid crystalline phases, magnetization vector in fer-
romagnets, displacement vector in crystalline monolayer,
etc) and the geometry of the underlying substrate. Until
now researchers in this area were mostly concerned with
the case when the vector field is strictly tangential to
the curved surface, i. e. 2D vector fields. This approach
showed its validity and robustness in understanding crys-
talline arrangements of particles interacting on a curved
surface [8, 10, 11], in studying geometric interaction be-
tween defects and curvature in thin layers of superfluids,
superconductors, and liquid crystals deposited on curved
surfaces [12] and frustrated nematic order in spherical ge-
ometries [13]. However, the tangentiality condition may
be too restrictive for magnetic systems with their dif-
ferent types and strength of surface anisotropy (in/out
of surface). Moreover, in the frame 2D vector field ap-
proach it is impossible to study the dynamical properties
of magnets on curved surfaces.
The goal of this Letter is to develop a full three dimen-
sional (3D) approach to the static and dynamic proper-
ties of thin magnetic shells of arbitrary shape.
We base our study on the classical Landau-Lifshitz
equation m˙ = [m× δE/δm], where m = M/Ms is nor-
malized magnetization unit vector with Ms being the sat-
uration magnetization, E = E/(4piM2s ) is normalized en-
ergy, the overdot indicates the derivative with respect to
rescaled time in units of (4piγMs)
−1, γ is gyromagnetic
ratio. Since the dynamics of the vector m is precessional
one, the energy functional E must be written for the case
of general, not necessary tangential magnetization dis-
tribution. Note, in case of static tangential distribution
of the director in a curvilinear nematic shell the general
expression for the surface energy was recently obtained
in Refs. [14, 15]. The expressions for E for an arbitrary
three dimensional magnetization distribution was already
obtained only for cylindrical [16, 17] and spherical [18]
geometries. Here we propose a general approach which
can be used for an arbitrary curvilinear surface and an
arbitrary magnetization vector field. However we neglect
dipole-dipole interaction and take into account only ex-
change and anisotropy contributions. The last one can
have a symmetry of the surface, e.g. it can be uniaxial
with the axis oriented along the surface normal.
First of all we define a set of geometrical parameters
of a curvilinear surface which will affect on the physi-
cal properties of the magnetic system. Considering a 2D
surface S embedded in 3D space R3, we use its paramet-
ric representation of general form r = r(ξ1, ξ2), where
r = xixˆi is the 3D position vector defined in Cartesian
basis xˆi ∈ {xˆ, yˆ, zˆ}, and ξα are local curvilinear coor-
dinates on the surface. Here and below Latin indices
i, j = 1, 2, 3 describe Cartesian coordinates and Carte-
sian components of vector fields, whereas Greek indices
α, β = 1, 2 numerate curvilinear coordinates and curvi-
linear components of vector fields. We also use here the
Einstein summation convention.
Let us introduce the local normalized curvilinear ba-
sis eα = gα/|gα|, n = [e1 × e2], where gα = ∂αr with
∂α = ∂/∂ξα. All the following analysis is made under an
assumption that the basis is orthogonal one or, equiva-
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2lently, that the metric tensor gαβ = gα · gβ is diagonal
one. In other words, we choose the parametric definition
of the given surface S in a form which provides orthog-
onality of the basis. For purpose of convenience of the
further discussion we introduce vector $ of the spin con-
nection $α = (e1 · ∂αe2), the second fundamental form
bαβ = n · ∂βgα, and matrix ||hαβ || = ||bαβ/√gααgββ ||
which has the properties of the Hessian matrix: the
Gauss curvature K = det(hαβ), the mean curvature
H = Tr(hαβ)/2. It is instructive to emphasize that
g12 = g21 = 0 due to the orthogonality of the local basis
and b12 = b21 as well as h12 = h21 by the definition.
Physically realizable magnetic nanomembranes are of
finite thickness L. We model such a nanomembrane as
a thin shell with L  R with R being the minimal cur-
vature radius of the surface S. Then the space domain
filled by the shell can be parameterized as r(ξ1, ξ2, η) =
r(ξ1, ξ2) + ηn(ξ1, ξ2), where η ∈ [−L/2, L/2]. The main
assumption is that the thickness L is small enough to en-
sure the magnetization uniformity along direction of the
normal, i.e. we assume that m = m(ξ1, ξ2). This as-
sumption is appropriate for the cases when the thickness
is much smaller than the characteristic magnetic length.
Similarly to [14, 15], we derive an effective 2D magnetic
energy of the shell as a limiting case L → 0 of the 3D
model and considering only linear with respect to the
thickness L contributions to the magnetic energy. Fi-
nally we consider the surface magnetic energy in form
E = L
∫
S
[
`2Eex + λ(m · n)2
]
dS, (1)
where the integration is over the surface S with the
surface element dS =
√
gdξ1dξ2 where g = det(gαβ).
The second term in the integrand is the density of the
anisotropy energy, it is of easy-surface or easy-normal
type for cases λ > 0 and λ < 0 respectively, here λ
is the normalized anisotropy coefficient. The exchange
energy density is presented by the first term, where
` =
√
A/(4piM2s ) is the exchange length and A is the
exchange constant.
In a Cartesian frame of reference an exchange energy
density Eex = (∇mi)(∇mi). The Cartesian components
of the magnetization vector mi are expressed in terms
of the curvilinear components mα and mn as follows
mi = mα(eα · xˆi) + mn(n · xˆi). Then we substitute
this expression into Eex and apply the gradient operator
in its curvilinear form ∇ ≡ (gαα)−1/2eα∂α. Everywhere
in the text below the ∇-operator is used in its curvilinear
sense. To incorporate the constrain |m| = 1, we also use
the angular parametrization
m = sin θ cosφ e1 + sin θ sinφ e2 + cos θn, (2)
where θ = θ(ξ1, ξ2) is the colatitude and φ = φ(ξ1, ξ2)
is the azimuthal angle in the local frame of reference.
Finally, in terms of θ and φ the exchange energy density
Eex reads
Eex= [∇θ − Γ(φ)]2 +
[
sin θ (∇φ−Ω)−cos θ∂Γ(φ)
∂φ
]2
. (3)
Here the vector Ω =
(
$1/
√
g11, $2/
√
g22
)
is a modified
spin connection and vector Γ is determined as follows
Γ(φ)= ||hαβ ||τ (φ) = H τ (φ) +
√
H2 −K τ (υ − φ), (4)
where τ (φ) = cosφe1 + sinφe2 and the angle υ is given
by υ = arctan
(
2 b12
√
g/(g22b11 − g11b22)
)
.
Using the energy expression (3) one can analyze gen-
eral static solutions for the case of a strong anisotropy.
Let us first consider the case of easy-surface anisotropy
(λ > 0) and let the anisotropy be strong enough to
provide a quasitangential magnetization distribution, in
other words θ = pi/2 + ϑ with ϑ  1. Then the total
energy (1) can be expressed as
E ≈ L
∫ (
`2E t + 2`2Ftϑ+ λϑ2
)
dS,
E t = Γ2 + (∇φ−Ω)2, Ft = ∇ · Γ + (∇φ−Ω)∂Γ
∂φ
,
(5)
where E t is the energy density of a strictly tangential dis-
tribution (θ ≡ pi/2 or equivalently mn ≡ 0), and Ft can
be treated as amplitude of a curvature induced effective
magnetic field oriented along the normal vector n.
Minimization of the energy functional (5) results in
ϑ = −`
2
λ
Ft(φ) + O
(
1
λ2
)
, (6)
where the equilibrium function φ is obtained as a solu-
tion of the equation δE t/δφ = 0. Accordingly to (6) the
strictly tangential solution is realized only for a specific
case Ft(φ) ≡ 0.
The expression analogous to E t was recently obtained
in Refs. [14, 15] for the case of curvilinear nematic shells
with purely tangential distribution of the director. How-
ever, as follows from (6) the purely tangential solutions
are not possible in general case.
For the opposite case of the strong
easy-normal anisotropy (λ < 0) one has two possi-
bilities, namely θ = ϑ or θ = pi − ϑ with ϑ  1. In the
first case the total energy (1) can be written as
E ≈ L
∫ (
2`2ϑFn + |λ|ϑ2/2) dS+ const, (7)
where Fn = (∇·h)·τ+Ω
(
h ∂τ∂φ
)
can be treated as ampli-
tude of a curvature induced effective magnetic field ori-
ented along vector τ , here (∇·h)α = 1√g∂β
(
hβα
√
g/gββ
)
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FIG. 1. (Color online) Onion state of a cone surface. Geom-
etry of he problem and notations are shown on the inset a).
Insets b) and c) demonstrate the onion solution (12) for cases
ψ = 0 and ψ = pi/4 respectively. The streamlines demon-
strate the in-surface magnetization distribution and the nor-
mal component mn is shown by the color scheme, the nor-
malizing constant mcn = `
2/(R2λ). Variation of mn along the
azimuth direction eχ for a cone with ψ = pi/4 is shown on the
plot d). Inset e) schematically demonstrates the magnetiza-
tion distribution within the cut plane z0y.
is tensor generalization of the divergence. Minimization
of the energy functional (7) leads to the solution
ϑ = −2`
2
|λ| F
n(φ)+O
(
1
λ2
)
, tanφ =
(∇ · h)2 − (hΩ)1
(∇ · h)1 + (hΩ)2. (8)
There are two equilibrium values of the azimuthal angle:
φ and φ + pi. One should choose that solution which
provides ϑ > 0.
Similarly to the previous case a solution strictly normal
to the surface is realized only for the specific case Fn ≡ 0.
For spherical and cylindrical surfaces this condition is
satisfied.
As the first example of application of our theory we
find possible equilibrium states of cone shells with high
anisotropies of different types. We consider here side sur-
face of a right circular truncated cone. Radius of the
truncation face is R and length of the cone generatrix is
w. Varying the generatrix inclination angle 0 ≤ ψ ≤ pi/2
one can continuously proceed from planar ring (ψ = 0)
to the cylinder surface (ψ = pi/2), see Fig. 1.
We chose the following parametrization of the cone sur-
face
x+ iy = (R+ r cosψ) exp(iχ), z = r sinψ, (9)
where the curvilinear coordinates χ ∈ [0, 2pi) and r ∈
[0, w] play roles of ξ1 and ξ2 respectivelly. Definition
(9) generates the following geometrical properties of the
surface: the metric tensor
∥∥gαβ∥∥ = diag(g; 1), the modi-
fied spin connection Ω = eχ cosψ/
√
g, the second funda-
mental form
∥∥bαβ∥∥ = diag(− sinψ√g; 0), and the matrix∥∥hαβ∥∥ = diag(− sinψ/√g; 0), where √g = R + r cosψ.
In accordance to the definition (4) one obtains Γ =
−eχ sinψ cosφ/√g.
Let us start with the easy-surface case. The solution
will consist of two steps: (i) first, by minimizing the en-
ergy E t we obtain the main tangential distribution φ,
and (ii) using the obtained solution we calculate correc-
tions for the out-of-surface component (6). For the cone
surface (9) the energy E t can be written as follows
E t =
1
g
[
sin2 ψ cos2 φ+ (∂χφ− cosψ)2
]
+ (∂rφ)
2. (10)
Accordingly to (10), one should conclude that φ = φ(χ)
for reasons of the energy minimization. The variation of
the total energy (1) with the density (10) results in the
pendulum equation
φ′′ +
1
2
sin2 ψ sin 2φ = 0. (11)
The Eq. (11) has a solution
φon(χ) = am(x, k), x =
2χ
pi
K(k) (12a)
where am(x, k) is Jacobi amplitude[19] and the modulus
k is determined by condition
2kK(k) = pi sinψ, (12b)
with K(k) being the complete elliptic integral of the first
kind[19]. The obtained magnetization state is analogous
to well known onion-sate with transverse domain walls
[20], so we use this name for the solution (12). It should
be noted that in the planar limit ψ → 0 the onion solution
(12) is reduced to φon = χ, that corresponds to uniform
magnetization distribution in the Cartesian frame of ref-
erence, see Fig. 1b. The solution (12) which corresponds
to ψ = pi/4 is shown in the Fig. 1c.
To obtain energy of the onion state we substitute the
solution (12) to (10) and perform the integration over the
cone surface in (1). Finally one can write the onion-state
energy as Eon = E0(ψ)W
on, where
W on = 1− sin
2 ψ
k2
+
4
pi
sinψ
k
E(k)− 2 cosψ (13)
with E0(ψ) = 2piL`
2 ln(1 +wR−1 cosψ)/ cosψ, and E(k)
being the complete elliptic integral of the second kind[19].
In (13) the function k = k(ψ) is implicitly defined by
(12b). The dependence of energy (13) on the generatrix
inclination angle ψ is plotted in the Fig. 2a by the thick
line.
On the other hand, the equation (11) has another (“ax-
ial”) solution φax = ±pi/2 (see Fig. 2b,c) which has the
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FIG. 2. (Color online) Energies of the onion (thick line) and
axial (thin line) solutions are shown in the plot a). Magne-
tization distribution of the axial state cone with ψ = pi/3
are shown precisely and schematically on the insets b) and
c) respectively. The other notations are the same as in the
Fig. 1.
energy Eax = E0(ψ)W
ax with W ax = cos2 ψ. Equality
of the energies W on(ψ) = W ax(ψ) determines some crit-
ical angle ψc ≈ 0.8741 ≈ 5pi/18 which separates onion
(ψ < ψc) and axial (ψ > ψc) phases, see Fig.2a.
The obtained evolution of the equilibrium states with
the curvature changing (increasing of ψ) is an example of
a general feature and it can be explained quantitatively
as follows. The equilibrium function φ which minimizes
the energy E t appears as a result of competition of three
effective interactions: the “standard” exchange E t0 =
(∇φ)2, the effective anisotropy E tA = Γ2, and effective
Dzyaloshinskii-like [21] E tD = −2(∇φ · Ω) interactions.
For a cone surface one obtains E tA = g
−1 sin2 ψ cos2 φ,
E tD = −2g−1 cosψ∂χφ. The anisotropy term E tA domi-
nates for case close to the cylinder (ψ → pi/2) and it
prefers the axial solution φ = ±pi/2. On the other hand,
the Dzyaloshinskii-like term E tD dominates for quasipla-
nar case ψ → 0 and it prefers the solution φ ≈ χ. That
agrees with the obtained previously behavior.
It should be noted that appearance of the curvature in-
duced Dzyaloshinskii-like term can explain the observed
polarity [22, 23] and chirality [24] symmetry breaking for
magnetic vortices caused by the surface roughness.
Now we estimate the small deviations (6) from the ob-
tained tangential solutions originated from the curvature
induced effective field Ft directed along the normal. For a
cone surface Ft = sinψ sinφ(2∂χφ− cosψ)/g, and there-
fore one obtains the following values of the normal com-
ponents mn ≈ −ϑ
monn ≈ mcn
sinψ sn(x, k)(
1 + rR cosψ
)2 [ 4piK(k)dn(x, k)− cosψ
]
,
maxn ≈ ∓mcn
sinψ cosψ(
1 + rR cosψ
)2 (14)
for the onion (12) and axial φax = ±pi/2 solutions respec-
tively. Here the normalizing coefficient mcn = `
2/(R2λ)
determines the order of magnitude of the effect, sn(x, k)
and dn(x, k) are Jacobian elliptic functions [19]. The
normal components (14) are shown by the color gradient
in the Fig. 1c and Fig. 2b for cases of onion and axial
solutions respectively. It is interesting to note that mn
decreases with the distance to the cone vertex and it van-
ishes in the planar limit ψ → 0.
The case of strong easy-normal anisotropy is much
more trivial, the magnetization is oriented along the nor-
mal vector (inward or outward the cone surface) up to
the small deviations originated from the curvature in-
duced effective magnetic field Fn tangential to the sur-
face. The resulting solution (8) can be written as ϑ =
`2 sin 2ψ/(|λ|g) and φ = ±pi/2, where the signs “+” and
“–” correspond to inward and outward magnetization ori-
entation respectively. It is interesting to note that for the
cylinder surface (ψ = pi/2) the deviation from the normal
distribution vanishes.
As the second example let us consider linear ex-
citations against the obtained equilibrium easy-surface
states. Dynamics of a high-anisotropy easy surface shell
can be studied using the equation
1
4λ
φ¨ = `2
[
∇ · (∇φ−Ω)− Γ · ∂Γ
∂φ
]
, (15)
which follows from the Landau–Lifshitz equation and (5)
under the condition λ `2/R2. For the cone surface (9)
the dynamic equation (15) takes the form
g
4λ`2
φ¨ = ∂2χφ+ g∂
2
rφ+
√
g cosψ∂rφ+
1
2
sin2 ψ sin 2φ.
(16)
The solution of the Eq. (16), linearized on the back-
ground of the onion state (12) can be presented in the
form
φ(r, χ, t) ≈ am (x, k) + eiωtP(ρ)X(x), (17a)
where ρ = 1 + rR cosψ and x is defined in (12a). By
separating variables one can find that the angular part
X(x) satisfies the Lame´ equation [19]
X′′ +
[
h− 2k2sn2(x, k)]X = 0. (17b)
The periodic solution of (17b) which corresponds to
the lowest eigenvalue h = k2 [19] coincides (up to the
constant) with the following Lame´ function X(x) =
5π
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FIG. 3. The lowest frequencies of linear excitations over the
easy-surface ground states depending on the generatrix length
w and inclination angle ψ.
CEc01(x, k
2). Then the function P(ρ) appears as the so-
lution P(ρ) = C1J0(qρ) +C2N0(qρ) of a zero-order Bessel
equation, where q = ω/(ωc cosψ) with ωc = 2
√
λ`/R.
Using the boundary conditions
P′(0) = P′(ρ0) = 0 (17c)
where ρ0 = 1 +
w
R cosψ one can determine the eigen-
values from the following equation J1(q)N1(qρ0) =
J1(qρ0)N1(q), whose numerical solution is plotted in the
Fig. 3 for the case ψ < ψc.
Let us analyze now the spin waves on the background
of the axial state φax = ±pi/2. Similar to (17) one can
find that
φ(r, χ, t) ≈ ±pi
2
+ eiωt+iµχP(ρ), µ ∈ Z, (18)
where the radial function P(ρ) = C1Jν(qρ) + C2Nν(qρ),
with ν =
√
sin2 ψ + µ2/ cosψ. The boundary conditions
(17c) lead to the equation J′ν(q)N
′
ν(qρ0) = J
′
ν(qρ0)N
′
ν(q)
which determines the eigenfrequencies. Its numerical so-
lutions for the lowest mode µ = 0 are plotted in the
Fig. 3 for the case ψ > ψc. As well as in the previ-
ous case, the lowest frequency becomes arbitrary small
with the cone size increasing. Nevertheless it is not
so for the cylinder surface where the lowest frequency
is fixed and it is equal to ωc. The case of cylinder
(ψ = pi/2) should be considered separately starting from
the Eq. (16), whose linear solution against the axial state
has the form φ = ±pi/2 + Cei(ωt+µχ+κr) with κ being
the wave vector along cylinder axis. The corresponding
dispersion relation reads ω = ωc
√
1 + µ2 +R2κ2. Ex-
istence of a gap in spectrum of the cylindrical magnetic
shell was already predicted theoretically [17] and checked
by numerical simulations [25].
In summary we dare to make some remarks about pos-
sible perspectives of development of the curvilinear mag-
netism area. On the one hand, new effects which occur
due to the curvature are expected to be of order of mag-
nitude `/R. Since the typical values are ` . 10 nm and
R > 102 nm the curvature effects are expected to be
small. Nevertheless we can formulate several perspec-
tive directions in the studying of the curvilinear nano-
magnets: (i) Topological effects. Equilibrium states of a
curvilinear shell with high easy-surface (or easy normal)
anisotropy are determined by topological properties of
the surface, e.g. vortices on a spherical shell appears as
a result of the hairy ball theorem [26]. (ii) Nonlocal ef-
fects. Being of small magnitude some curvilinear effects
can be spatially nonlocal, e.g. the deformation of the in-
surface structure of a vortex on spherical shell [18]. Such
nonlocal magnetization deformations can modify the in-
teraction between nonlocalized magnetization structures
(e.g. vortices or antivortices). (iii) Chiral effects. The
curvature can remove the chirality degeneration, which
is typical for planar systems, e.g. chirality-polarity cou-
pling on a spherical shell [18], or breaking of chirality
symmetry in vortex domain wall on a cylindrical tube
[27–29].
In this regard, we believe that the proposed general
expression for the exchange energy (3) for an arbitrary
curvilinear surface opens a new direction of the theoret-
ical study of the curvilinear magnetic nanoshells.
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