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NONLINEAR INVISCID DAMPING NEAR MONOTONIC SHEAR FLOWS
ALEXANDRU D. IONESCU AND HAO JIA
Abstract. We prove nonlinear asymptotic stability of a large class of monotonic shear flows
among solutions of the 2D Euler equations in the channel T× [0, 1]. More precisely, we consider
shear flows (b(y), 0) given by a function b which is Gevrey smooth, strictly increasing, and
linear outside a compact subset of the interval (0, 1) (to avoid boundary contributions which are
incompatible with inviscid damping). We also assume that the associated linearized operator
satisfies a suitable spectral condition, which is needed to prove linear inviscid damping.
Under these assumptions, we show that if u is a solution which is a small and Gevrey smooth
perturbation of such a shear flow (b(y), 0) at time t = 0, then the velocity field u converges
strongly to a nearby shear flow as the time goes to infinity. This is the first nonlinear asymptotic
stability result for Euler equations around general steady solutions for which the linearized flow
cannot be explicitly solved.
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1. Introduction
In this paper we continue our investigation of asymptotic stability of solutions of the two
dimensional incompressible Euler equation in a channel. More precisely we consider solutions
u : [0,∞) × T× [0, 1]→ R2 of the equation
∂tu+ u · ∇u+∇p = 0, div u = 0, (1.1)
with the boundary condition uy|y=0, 1 ≡ 0. Letting ω := −∂yux+∂xuy be the vorticity field, the
equation (1.1) can be written in vorticity form as
∂tω + u · ∇ω = 0, u = ∇⊥ψ = (−∂yψ, ∂xψ), (1.2)
The first author was supported in part by NSF grant DMS-1600028. The second author was supported in part
by DMS-1600779 .
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for (x, y) ∈ T× [0, 1], t ≥ 0, where the stream function ψ is determined through
∆ψ = ω, on T× [0, 1], ψ(x, 0) ≡ 0, ψ(x, 1) ≡ C0, (1.3)
where C0 is a constant preserved by the flow.
The two dimensional incompressible Euler equation is globally well-posed for smooth initial
data, by the classical result of Wolibner [45]. See also [47, 48] for global well-posedness results
with rough initial data, such as L∞ vorticity. The long time behavior of general solutions is
however very difficult to understand, due to the lack of a global relaxation mechanism.
A more realistic goal is to study the global nonlinear dynamics of solutions that are close to
steady states of the 2D Euler equation. Coherent structures, such as shear flows and vortices, are
particularly important in the study of the 2D Euler equation, since precise numerical simulations
and physical experiments show that they tend to form dynamically and become the dominant
feature of the solution for a long time.
The study of stability property of these steady states is a classical subject and a fundamental
problem in hydrodynamics. Early investigations were started by Kelvin [25], Orr [38], Rayleigh
[39], Taylor [44], among many others, with a focus on mode stability. Later, more detailed
understanding of the general spectral properties and suitable linear decay estimates were also
obtained, see [17, 42]. In the direction of nonlinear results, Arnold [1] proved a general stability
criteria, using the energy Casimir method, but this method does not give asymptotic information
on the global dynamics.
The full nonlinear asymptotic stability problem has only been investigated in recent years,
starting with the remarkable work of Bedrossian–Masmoudi [7], who proved inviscid damping
and nonlinear stability in the simplest case of perturbations of the Couette flow on T× R.
Motivated by this result, the linearized equations around other stationary solutions were
investigated intensely in the last few years, and linear inviscid damping and decay was proved
in many cases of physical interest, see for example [4, 15, 19, 23, 49, 50, 51, 53, 54]. However, it
also became clear that there are major difficulties in passing from linear to nonlinear stability,
such as the presence of “resonant times” in the nonlinear problem, which require refined Fourier
analysis techniques, and the fact that the final state of the flow is determined dynamically by
the global evolution and cannot be described in terms of the initial data.
In this paper we close this gap and establish inviscid damping and full nonlinear asymptotic
stability for a general class of monotone shear flows, which are not close to the Couette flow.
We hope that the general framework we develop here can be adapted to establish nonlinear
asymptotic stability in other outstanding open problems involving 2D or 3D Euler and Navier-
Stokes equations, such as the stability of smooth radially decreasing vortices in 2D.
1.1. The main theorem. We consider a perturbative regime for the Euler equation (1.1), with
velocity field given by (b(y), 0)) + u(x, y) and vorticity given by −b′(y) + ω.
To state our main theorem we define the Gevrey spaces Gλ,s(T × R) as the spaces of L2
functions f on T× R defined by the norm
‖f‖Gλ,s(T×R) :=
∥∥eλ〈k,ξ〉s f˜(k, ξ)∥∥
L2k,ξ
<∞, s ∈ (0, 1], λ > 0. (1.4)
In the above (k, ξ) ∈ Z× R and f˜ denotes the Fourier transform of f in (x, y). More generally,
for any interval I ⊆ R we define the Gevrey spaces Gλ,s(T× I) by
‖f‖Gλ,s(T×I) := ‖Ef‖Gλ,s(T×R), (1.5)
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where Ef(x) := f(x) if x ∈ I and Ef(x) := 0 if x /∈ I.
Concerning the background shear flow b ∈ C∞(R), our main assumptions are the following:
(A) For some ϑ0 ∈ (0, 1/10] and β0 > 0
ϑ0 ≤ b′(y) ≤ 1/ϑ0 for y ∈ [0, 1] and b′′(y) ≡ 0 for y /∈ [2ϑ0, 1− 2ϑ0], (1.6)
and
‖b‖L∞(0,1) + ‖b′′‖Gβ0,1/2 ≤ 1/ϑ0. (1.7)
(B) The associated linearized operator Lk : L
2(0, 1)→ L2(0, 1), k ∈ Z\{0}, given by
Lkf = b(y)f − b′′(y)ϕk, where ∂2yϕk − k2ϕk = f, ϕk(0) = ϕk(1) = 0, (1.8)
has no discrete eigenvalues and therefore, by the general theory of Fredholm operators, the
spectrum of Lk is purely continuous spectrum [b(0), b(1)] for all k ∈ Z\{0}.
The spectral condition (B) is a qualitative condition, and we need to make it quantitative in
order to link it to the perturbation theory. For this we define, for any k ∈ Z \ {0},
‖f‖H1k(R) := ‖f‖L2(R) + |k|
−1‖f ′‖L2(R). (1.9)
The following quantitative bounds were proved in [24, Lemmas 3.1 and 3.2].
Lemma 1.1. Assume ϕ ∈ H10 is supported in [ϑ0/4, 1 − ϑ0/4]. For k ∈ Z\{0}, y0 ∈ [0, 1], ǫ ∈
[−1/4, 1/4]\{0} and any f ∈ L2(0, 1) we define the operator
Tk,y0,ǫf(y) :=
∫
R
ϕ(y)Gk(y, z)
b′′(z)f(z)
b(z) − b(y0) + iǫ dz, (1.10)
where Gk is the Green function associated to the operator −∂2y + k2 on [0, 1] (see (4.24) for
explicit formulas). Then there is κ > 0 such that, for any f ∈ H1k(R),
‖Tk,y0,ǫf‖H1k(R) . |k|
−1/3‖f‖H1k(R), ‖f + Tk,y0,ǫf‖H1k(R) ≥ κ‖f‖H1k(R), (1.11)
uniformly in y0 ∈ [0, 1], k ∈ Z\{0}, and ǫ sufficiently small.
In our case, the function ϕ will be a fixed Gevrey cutoff function, ϕ(y) = Ψ(b(y)), where Ψ is
defined in (2.42). The parameter κ > 0 in (1.11) will be one of the parameters that determine
the smallness of the perturbation in our main theorem.
For any function H(x, y) let 〈H〉(y) denote the average of H in x. Our main result in this
paper is the following theorem:
Theorem 1.2. Assume that β0, ϑ0, κ > 0 are constants as defined in (1.6), (1.7), and (1.11).
Then there are constants β1 = β1(β0, ϑ0, κ) > 0 and ǫ = ǫ(β0, ϑ0, κ) > 0 such that the following
statement is true:
Assume that the initial data ω0 has compact support in T× [2ϑ0, 1− 2ϑ0], and satisfies
‖ω0‖Gβ0,1/2(T×R) = ǫ ≤ ǫ,
∫
T
ω0(x, y) dx = 0 for any y ∈ [0, 1]. (1.12)
Let ω : [0,∞)× T× [0, 1]→ R denote the global smooth solution to the Euler equation{
∂tω + b(y)∂xω − b′′(y)∂xψ + u · ∇ω = 0,
u = (ux, uy) = (−∂yψ, ∂xψ), ∆ψ = ω, ψ(t, x, 0) = ψ(t, x, 1) = 0.
(1.13)
Then we have the following conclusions:
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(i) For all t ≥ 0, suppω(t) ⊆ T× [ϑ0, 1− ϑ0].
(ii) There exists F∞(x, y) ∈ Gβ1,1/2 with suppF∞ ⊆ T× [ϑ0, 1− ϑ0] such that for all t ≥ 0,
‖ω(t, x+ tb(y) + Φ(t, y), y) − F∞(x, y)‖Gβ1,1/2(T×[0,1]) .β0,ϑ0,κ
ǫ
〈t〉 , (1.14)
where
Φ(t, y) :=
∫ t
0
〈ux〉(τ, y) dτ. (1.15)
(iii) We define the smooth functions ψ∞, u∞ : [0, 1]→ R by
∂2yψ∞ = 〈F∞〉, ψ∞(0) = ψ∞(1) = 1, u∞(y) := −∂yψ∞. (1.16)
Then the velocity field u = (ux, uy) satisfies
‖〈ux〉(t, y)− u∞(y)‖Gβ1,1/2(T×[0,1]) .β0,ϑ0,κ
ǫ
〈t〉2 , (1.17)
‖ux(t, x, y)− 〈ux〉(t, y)‖L∞(T×[0,1]) .β0,ϑ0,κ
ǫ
〈t〉 , (1.18)
‖uy(t, x, y)‖L∞(T×[0,1]) .β0,ϑ0,κ
ǫ
〈t〉2 . (1.19)
1.2. Remarks. We discuss now some of the assumptions and the conclusions of Theorem 1.2.
(1) The equation (1.13) for the vorticity deviation is equivalent to the original Euler equations
(1.1)–(1.3). The condition
∫
T
ω0(x, y) dx = 0 can be imposed without loss of generality, because
we may replace the shear flow b(y) by the nearby shear flow b(y) + 〈ux0〉(y). In fact, since
∂y〈∂yψ〉 = 〈ω〉, this condition is equivalent to
〈ux0〉(y) = 0 for any y ∈ [0, 1]. (1.20)
These identities only hold for the initial data, and are not propagated by the flow (1.13). How-
ever, as we show in (2.3) below, we have
〈ux〉(t, y) ≡ 0 for y ∈ [0, 1] \ [ϑ0, 1− ϑ0] and t ∈ [0, T ],
as long as the vorticity ω is supported in [0, T ]×T× [ϑ0, 1−ϑ0]. In particular, 〈ux〉(t, y)−u∞(y)
is compactly supported in [ϑ0, 1− ϑ0].
(2) The assumption on the compact support of ω0 is likely necessary to prove scattering in
Gevrey spaces. Indeed, Zillinger [54] showed that scattering does not hold in high Sobolev spaces
unless one assumes that the vorticity vanishes at high order at the boundary. This is due to
what is called “boundary effect”, which is not consistent with inviscid damping. This boundary
effect can also be seen clearly in [23] as the main asymptotic term for the stream function.
Understanding quantitatively the boundary effect in the context of asymptotic stability of
Euler or Navier-Stokes equations is an interesting topic by itself, but we will not address it here.
The assumption on the support of b′′ is necessary to preserve the compact support of ω(t) in
T × [ϑ0, 1 − ϑ0], due to the nonlocal term b′′(y)∂xψ in (1.13). In principle, one could hope to
remove this strong assumption (and replace it with a milder decay assumption) by working in
the infinite cylinder T × R domain instead of the finite channel T × [0, 1], but this would be at
the expense of considering solutions of infinite energy.
(3) There are a large class of shear flows b satisfying our assumptions. For instance, for
any b(y) which satisfies |b′| ≥ 1 and |b′′′| < 1, then the spectrum of Lk consists entirely of the
continuous spectrum [b(0), b(1)] for k ∈ Z\{0}.
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(4) The Gevrey regularity assumption (1.12) on the initial data ω0 is likely sharp. See the
recent construction of nonlinear instability of Deng–Masmoudi [16] for the Couette flow in
slightly larger Gevrey spaces, and the more definitive counter-examples to inviscid damping
in low Sobolev spaces by Lin–Zeng [32].
(5) At the qualitative level, our main conclusion (1.14) shows that the vorticity ω converges
weakly to the function 〈F∞〉(y). This is consistent with a far-reaching conjecture regarding the
long time behavior of the 2D Euler equation, see [43], which predicts that for general generic
solutions the vorticity field converges, as t → ∞, weakly but not strongly in L2loc to a steady
state. Proving such a conjecture for general solutions is, of course, well beyond the current
PDE techniques, but the nonlinear asymptotic stability results we have so far in [7, 21, 22] are
consistent with this conjecture.
(6) There are several parameters in our proof, and we summarize their roles here. The
parameters β0, ϑ0, κ > 0 (the structural constants of the problem) are assumed fixed, and implicit
constants in inequalities like A . B are allowed to depend on these parameters. We will later fix
a constant δ0 > 0 sufficiently small depending on these parameters, as part of the construction
of our main weights, see (2.36).
The weights will also depend on a small parameter δ > 0, much smaller than δ0, which is
needed at many places, such as in commutator estimates using inequalities like (1.30). We
will use the general notation A .δ B to indicate inequalities where the implicit constants may
depend on δ. Finally, the parameters ǫ and ǫ1 = ǫ
2/3, which bound the size of the perturbation,
are assumed to be much smaller than δ.
1.3. Previous work and related results. The study of stability properties of shear flows and
vortices is one of the most important problems in hydrodynamics, and has a long history starting
with work of Kelvin [25], Rayleigh [39], and Orr [38]. The problem is well motivated physically,
since numerical simulations and physical experiments, such as those of [2, 3, 10, 11, 34, 35, 40],
show that coherent structures tend to form and become the dominant feature of incompressible
2D Euler evolutions. This indicates a reverse cascade of energy from high to low frequencies,
which is in sharp contrast to the 3D situation, where it is expected that energy flow from small
frequencies to high frequencies until the dissipation scale.
We refer also to the recent papers [27, 33] for other interesting results concerning the dynamics
of solutions of the 2D Euler equations.
Our main topic in this paper is asymptotic stability. Nonlinear asymptotic stability results are
difficult for the 2D incompressible Euler equation, because the rate of stabilization is slow, the
convergence of the vorticity field holds only in the weak sense, and the nonlinear effect is strong.
In a recent remarkable paper Bedrossian–Masmoudi [7] proved the first nonlinear asymptotic
stability result, showing that small perturbations of the Couette flow on the infinite cylinder
T × R converge weakly to nearby shear flows. This result was extended by the authors [21] to
the finite channel T × [0, 1], in order to be able to consider solutions with finite energy. In [22]
the authors also proved asymptotic stability of point vortex solutions in R2, showing that small
and Gevrey smooth perturbations converge to a smooth radial profile, and the position of the
point vortex stabilizes rapidly and forms the center of the final radial profile. These three results
appear to be the only known results on nonlinear asymptotic stability of stationary solutions
for the Euler equations.
A key common feature of these stability results is that the steady states are simple explicit
functions, and, more importantly, the associated linearized flow can be solved explicitly.
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To expand the stability theory to more general steady states, one can first consider the
linearized equation and prove inviscid damping of linear solutions. The linear evolution problem
has been investigated intensely in the last few years, in particular around general shear flows
and vortices, see for example [19, 23, 53, 54, 49]. In particular, Wei-Zhang-Zhao [49] proved
optimal decay rate of the stream function for the linearized problem near monotone shear flows,
and Bedrossian-Coti Zelati-Vicol [4] obtained sharp decay estimates for general vortices with
decreasing profile. We also refer the reader to important developments for the linear inviscid
damping in the case of non-monotone shear flows [50, 51] and circular flows [4, 15].
There is a large gap, however, between linear and nonlinear theory. As we know, even in
the simplest case of the Couette flow, to prove nonlinear stability one needs to bound the
contribution of the so-called “resonant times”, which can only be detected by working in the
Fourier space, in a specific coordinate system. This requires refined Fourier analysis techniques,
which are not compatible with the natural spectral theory of the variable-coefficient linearized
problems associated to general shear flows and vortices. In addition, nonlinear decay comes at
the expense of loss of regularity, and one needs a subtle interplay of energy functionals with
suitable weights (in the Fourier space) to successfully close the argument.
This gap was bridged in part by the second author in [24], who proved a precise linear result,
which combined Fourier analysis and spectral analysis, and provided accurate estimates that are
compatible with nonlinear analysis. In this paper we close this gap completely in one important
case, namely the case of monotone shear flows satisfying a suitable spectral assumption.
The problem of nonlinear inviscid damping we consider here is connected to the well-known
Landau damping effect for Vlasov-Poisson equations, and we refer to the celebrated work of
Mouhot–Villani [37] for the physical background and more references. Inviscid damping is a
very subtle mechanism of stability, and has only been proved rigorously in 2D for Euler-type
equations. It can also be viewed as the limiting case of the Navier-Stokes equation with small
viscosity ν > 0. In the presence of viscosity, one can have more robust stability results for
initial data that is sufficiently small relative to ν, which exploit the enhanced dissipation due
to the mixing of the fluid. See [5, 9, 52] and references therein. Moreover, in the limit ν → 0
and if there is boundary then the boundary layer becomes an important issue, and there are
significant additional difficulties. We refer the interested reader to [6, 14] for more details and
further references.
1.4. Main ideas. We describe now some of the main ideas involved in the proof.
1.4.1. Renormalization and time-dependent energy functionals. These are two key ideas intro-
duced by Bedrossian–Masmoudi [7] in the case of Couette flow.
As in [7] and [21, 22], we make a nonlinear change of variable, and define z, v by
v(t, y) := b(y) +
1
t
∫ t
0
〈ux〉(s, y) ds, z(t, y) := x− tv(t, y). (1.21)
The main point is to remove the terms containing the non-decaying components b(y)∂xω and
〈ux〉∂xω from the evolution equation satisfied by the renormalized vorticity. Denote
F (t, z, v) := ω(t, x, y), φ(t, z, v) := ψ(t, x, y). (1.22)
Under this change of variable, the equation (1.13) becomes
∂tF −B′′∂zφ− V ′∂vP6=0φ∂zF + (V˙ + V ′∂zφ) ∂vF = 0, (1.23)
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where P6=0 is projection off the zero mode. The coefficients B′′, V ′, V˙ , V ′ are suitable coordinate
functions, connected to the change of variable (1.21), see (2.5)-(2.7) for the precise definitions.
The main idea is to control the regularity of F for all t ≥ 0, as well as all the other quantities
such as V ′, V ′′, B′′, V˙ , φ, using a bootstrap argument involving nine time dependent energy
functionals and space-time norms. These norms depend on a family of weights
Ak(t, ξ), ANR(t, ξ), AR(t, ξ), k ∈ Z, ξ ∈ R, (1.24)
which have to be designed carefully to control the nonlinearities (in particular, the difficult
“reaction term” ∂vP 6=0φ · ∂zF in (1.23), which cannot be estimated using standard weights due
to loss of derivatives around certain “resonant times”). See the longer discussion in [7] and [21,
Section 1.3].
The special weights we use here are the same as the weights we used in our earlier work
[21, 22], and we rely on many estimates proved in these papers. Our weights are refinements of
the weights of [7], but depend on an additional small parameter δ which gives critical flexibility
at several stages of the argument (such as inequalities like (1.30) below which are needed for
commutator estimates).
1.4.2. The auxiliary nonlinear profile. In the case of general shear flows, an essential new diffi-
culty that is not present in the Couette case or the point vortex case, is the additional linear
term B′′(t, v)∂zφ in (1.23). This extra linear term can not be treated as a perturbation if b′′
is not assumed small. We deal with this basic issue in two steps: first we define an auxiliary
nonlinear profile F ∗(t) given by
F ∗(t, z, v) = F (t, z, v) −
∫ t
0
B′′(0, v)∂zφ′(s, z, v) ds. (1.25)
Thus F ∗ takes into account the linear effect accumulated up to time t and can be bounded
perturbatively. The function φ′ is a small but crucial modification of φ, obtained by freezing
the coefficients of the elliptic equation defining stream functions at time t = 0, in order to keep
these coefficients very smooth. See (2.39)-(2.40) for the precise definitions.
The modified profile F ∗ now evolves in a perturbative fashion, and can be bounded using the
method in [21, 22]. However, this construction leads to loss of symmetry in the transport terms
V ′∂vP6=0φ∂zF and (V˙ + V ′∂zφ) ∂vF , since the main perturbative variable is now F ∗. This loss
of symmetry causes a derivative loss, so we need to prove stronger bounds on F − F ∗ than on
the variables F,F ∗, as described in (2.44).
1.4.3. Control of the full profile. We still need to recover the bounds on F and the improved
bounds on F −F ∗. Since the bounds on F ∗ are already proved, it suffices to prove the improved
bounds (2.50) for F − F ∗.
This is a critical step where we need to use our main spectral assumption and the precise
estimates on the linearized flow. To link F −F ∗ with the linearized flow, we define an auxiliary
function φ∗, which can be approximately viewed as a stream function associated with F ∗, see
(7.7) for the precise definitions. Now setting g = F − F ∗, ϕ := φ′ − φ∗, the functions g and ϕ
satisfy the inhomogeneous linear system with trivial initial data
∂tg −B′′0 (v)∂zϕ = H, g(0, z, v) = 0,
B′0(v)
2(∂v − t∂z)2ϕ+B′′0 (v)(∂v − t∂z)ϕ+ ∂2zϕ = g(t, z, v),
(1.26)
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where (t, z, v) ∈ [0,∞) × T × [b(0), b(1)]. The functions B′0(v) = B′(0, v) and B′′0 (v) = B′′(0, v)
are time-independent, very smooth, and can be expressed in terms of the original shear flow b.
The source term H is given by H = B′′0 (v)∂zφ
∗.
The function φ∗ is determined by the auxiliary profile F ∗. Since we have already proved
quadratic bounds on the profile F ∗, we can use elliptic estimates to prove quadratic bounds on
φ∗, and then on the source term H. Therefore, we can think of (1.26) as a linear inhomogeneous
system with trivial initial data, and attempt to adapt the linear theory to our situation.
Decomposing in modes, conjugating by e−ikvt, and using Duhamel’s formula, we can further
reduce to the study of the homogeneous initial-value problem
∂tgk + ikvgk − ikB′′0ϕk = 0, gk(0, v) = Xk(v)e−ikav ,
(B′0)
2∂2vϕk +B
′′
0 (v)∂vϕk − k2ϕk = gk, ϕk(b(0)) = ϕk(b(1)) = 0.
(1.27)
for (t, v) ∈ [0,∞)× [b(0), b(1)], where k ∈ Z \ {0} and a ∈ R.
1.4.4. Analysis of the linearized flow. The equation (1.27) was analyzed, at least when a = 0, by
Wei–Zhang–Zhao in [49] and by the second author in [24]. We follow the approach in [24]. The
main idea is to use the spectral representation formula and reduce the analysis of the linearized
flow to the analysis of generalized eigenfunctions corresponding to the continuous spectrum.
More precisely, given data Xk smooth and satisfying suppXk ⊆ [b(ϑ0), b(1 − ϑ0)] we find a
representation formula
g˜k(t, ξ) = X˜k(ξ + kt+ ka) + ik
∫ t
0
∫
R
B˜′′0 (ζ) Π˜
′
k(ξ + kt− ζ − kτ, ξ + kt− ζ, a) dζ dτ (1.28)
for the solution gk of the linear evolution equation (1.27), where Π
′
k(ξ, η, a) can be expressed in
terms of a family of generalized eigenfunctions. As proved in [24], these eigenfunctions cannot
be calculated explicitly, but can be estimated very precisely in the Fourier space,∥∥∥(|k|+ |ξ|)Wk(η + ka)Π˜′k(ξ, η, a)∥∥∥
L2ξ,η
.δ
∥∥Wk(η)X˜k(η)∥∥L2η , (1.29)
for any a ∈ R, where Wk is a family of weights satisfying smoothness properties of the type
|Wk(ξ)−Wk(η)| . e2δ0〈ξ−η〉1/2Wk(η)
[ C(δ)
〈k, η〉1/8 +
√
δ
]
for any ξ, η ∈ R. (1.30)
The inequality (1.30) holds for standard weights, like polynomial weights Wk(ξ) = (1 +
|ξ|2)N/2, which correspond to Sobolev spaces, or exponential weights Wk(ξ) = eλ〈ξ〉s , s < 1/2,
which correspond to Gevrey spaces. More importantly, it also holds for our carefully designed
weights Ak(t, ξ), as we have already seen in [22]. This allows us to adapt and incorporate the
linear theory, and close the argument.
1.5. Organization. The rest of the paper is organized as follows. In section 2 we renormalize
the variables using a nonlinear change of coordinates and set up the main bootstrap Proposition
2.2. In section 3 we collect some lemmas concerning Gevrey spaces and describe in detail
our main weights Ak, AR, and ANR. In section 4 we prove several bilinear estimates and, more
importantly, an elliptic estimate that can be applied many times to control stream-like functions.
In sections 5-7 we prove the main bootstrap Proposition 2.2. In section 8 we prove the main
estimates on the linear flow, by adapting the analysis in [24]. Finally, in section 9 we use the
main bootstrap proposition to complete the proof of Theorem 1.2.
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2. The main bootstrap proposition
2.1. Renormalization and the new equations. Assume that ω : [0, T ] × T × [0, 1] is a
sufficiently smooth solution of the system
∂tω + b(y)∂xω − b′′(y)∂xψ + u · ∇ω = 0,
(ux, uy) = (−∂yψ, ∂xψ), ∆ψ = ω, ψ(t, x, 1) = ψ(t, x, 0) = 0,
(2.1)
which is supported in T× [ϑ0, 1− ϑ0] at all times t ∈ [0, T ], satisfying ‖〈ω〉(t)‖H10 ≪ 1 and∫
T
ux(0, x, y) dx = 0 for any y ∈ [0, 1]. (2.2)
Using (2.1)–(2.2) it is easy to show that∫
T
ux(t, x, y) dx ≡ 0 for any t ∈ [0, T ] and y ∈ [0, ϑ0] ∪ [1− ϑ0, 1]. (2.3)
Indeed, since ux = −∂yψ and ∆ψ = ω, we have ∂y〈ux〉 = −〈ω〉. We also have ∂t〈ux〉 =
〈ω∂xψ〉 (see the proof of (9.23) below), and the desired identities (2.3) follow using the support
assumption on ω.
As in [7, 21, 22], we make the nonlinear change of variables
v = b(y) +
1
t
∫ t
0
〈
ux
〉
(τ, y) dτ, z = x− tv. (2.4)
The point of this change of variables is to eliminate two of the non-decaying terms in the
evolution equation in (2.1), namely the terms b(y)∂xω and 〈ux〉∂xω.
Then we define the functions
F (t, z, v) := ω(t, x, y), φ(t, z, v) := ψ(t, x, y), (2.5)
V ′(t, v) := ∂yv(t, y), V ′′(t, v) := ∂yyv(t, y), V˙ (t, v) := ∂tv(t, y), (2.6)
B′(t, v) := ∂yb(y), B′′(t, v) := ∂yyb(y). (2.7)
Using (2.3), we have
v ∈ [b(0), b(1)] and suppF (t) ⊂ T× [b(ϑ0), b(1− ϑ0)] for any t ∈ [0, T ]. (2.8)
The evolution equation in (2.1) becomes
∂tF −B′′∂zφ− V ′∂vP6=0φ∂zF + (V˙ + V ′∂zφ) ∂vF = 0, (2.9)
where P6=0 is projection off the zero mode, i.e., for any function H(t, z, v)
P6=0H(t, z, v) = H(t, z, v) − 〈H〉(t, v). (2.10)
Moreover, we have
∂xψ = ∂zφ, ∂yψ = V
′(∂vφ− t∂zφ) = V ′(∂v − t∂z)φ, (2.11)
therefore
∂xxψ = ∂zzφ; ∂yyψ = (V
′)2(∂v − t∂z)2φ+ V ′′(∂v − t∂z)φ. (2.12)
Recalling the equation ∆ψ = ω, we see that φ satisfies
∂2zφ+ (V
′)2(∂v − t∂z)2φ+ V ′′(∂v − t∂z)φ = F, (2.13)
with φ(t, x, b(0)) = φ(t, x, b(1)) = 0 for any t ∈ [0, T ] and x ∈ T.
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We also need to establish equations for the functions V ′, V ′′, V˙ , B′, B′′ associated to the change
of variables. Using (2.4) and the observation −∂y
〈
ux
〉
= 〈ω〉, we have
∂yv(t, y) = b
′(y)− 1
t
∫ t
0
〈
ω
〉
(τ, y) dτ,
∂tv(t, y) =
1
t
[
− 1
t
∫ t
0
〈
ux
〉
(τ, y) dτ +
〈
ux
〉
(t, y)
]
,
∂y∂tv(t, y) =
1
t
[1
t
∫ t
0
〈
ω
〉
(τ, y) dτ − 〈ω〉(t, y)].
(2.14)
Thus
− 1
t
∫ t
0
〈
ω
〉
(τ, y)dτ = V ′(t, v(t, y)) − b′(y). (2.15)
By the chain rule it follows that
∂t
[
t(V ′(t, v) −B′(t, v))] + tV˙ (t, v)∂v[V ′(t, v)−B′(t, v)] = −〈F〉(t, v) := − 1
2π
∫
T
F (t, z, v) dz.
(2.16)
We notice that
∂y(∂tv(t, y)) = ∂y
[
V˙ (t, v(t, y))
]
= V ′(t, v(t, y))∂v V˙ (t, v(t, y)). (2.17)
Hence, using the last identity in (2.14) and the identities (2.15) and (2.17), we have
tV ′(t, v)∂vV˙ (t, v) = B′(t, v)− V ′(t, v)−
〈
F
〉
(t, v). (2.18)
We derive now our main evolution equations. It follows from (2.16) and (2.18) that
∂t(V
′ −B′) = V ′∂vV˙ − V˙ ∂v(V ′ −B′). (2.19)
Set
H := tV ′∂vV˙ = B′ − V ′ −
〈
F
〉
. (2.20)
Using (2.19) and (2.9) we calculate
∂tH = −∂t(V ′ −B′)−
〈
∂tF
〉
= −V ′∂vV˙ + V˙ ∂v(V ′ −B′)− V ′
〈
∂vP6=0φ∂zF
〉
+
〈
(V˙ + V ′∂zφ) ∂vF
〉
.
Using again (2.20) and simplifying, we get
∂tH = −H
t
− V˙ ∂vH− V ′
〈
∂vP6=0φ∂zF
〉
+ V ′
〈
∂zφ∂vF
〉
.
Finally, using (2.7) we have
∂tB
′(t, v) + V˙ ∂vB′(t, v) = ∂tB′′(t, v) + V˙ ∂vB′′(t, v) = 0. (2.21)
We summarize our calculations so far in the following:
Proposition 2.1. Assume ω : [0, T ] × T × [0, 1] → R is a sufficiently smooth solution of the
system (2.1)–(2.2) on some time interval [0, T ]. Assume that ω(t) is supported in T× [ϑ0, 1−ϑ0]
and that ‖〈ω〉(t)‖H10 ≪ 1 for all t ∈ [0, T ]. Then〈
ux
〉
(t, y) = 0 for any t ∈ [0, T ] and y ∈ [0, ϑ0] ∪ [1− ϑ0, 1]. (2.22)
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We define the change-of-coordinates functions (z, v) : T× [0, 1]→ T× [b(0), b(1)],
v := b(y) +
1
t
∫ t
0
〈
ux
〉
(τ, y) dτ, z := x− tv, (2.23)
and the new variables F, φ : [0, T ] × T × [b(0), b(1)] → R and V ′, V ′′, V˙ , B′, B′′,H : [0, T ] ×
[b(0), b(1)] → R,
F (t, z, v) := ω(t, x, y), φ(t, z, v) := ψ(t, x, y), (2.24)
V ′(t, v) := ∂yv(t, y), V ′′(t, v) = ∂yyv(t, y), V˙ (t, v) = ∂tv(t, y), (2.25)
B′(t, v) := ∂yb(y), B′′(t, v) := ∂yyb(y), (2.26)
H(t, v) := tV ′(t, v)∂v V˙ (t, v) = B′(t, v) − V ′(t, v)− 〈F 〉(t, v). (2.27)
Then V ′(t, v) ≥ ϑ0/2. Moreover, the new variables F , V ′ − B′, V˙ , and H are supported in
[0, T ] × T× [b(ϑ0), b(1 − ϑ0)] and satisfy the evolution equations
∂tF −B′′∂zφ = V ′∂vP6=0φ∂zF − (V˙ + V ′∂zφ) ∂vF, (2.28)
∂tB
′(t, v) + V˙ ∂vB′(t, v) = ∂tB′′(t, v) + V˙ ∂vB′′(t, v) = 0, (2.29)
∂t(V
′ −B′) + V˙ ∂v(V ′ −B′) = H/t, (2.30)
∂tH+ V˙ ∂vH = −H/t− V ′
〈
∂vP6=0φ∂zF
〉
+ V ′
〈
∂zφ∂vF
〉
. (2.31)
The variables φ, V ′′, and V˙ satisfy the elliptic-type identities
∂2zφ+ (V
′)2(∂v − t∂z)2φ+ V ′′(∂v − t∂z)φ = F, (2.32)
∂vV˙ = H/(tV ′), V˙ (t, b(0)) = V˙ (t, b(1)) = 0, V ′′ = V ′∂vV ′. (2.33)
2.2. Energy functionals and the bootstrap proposition. The main idea of the proof is to
estimate the increment of suitable energy functionals, which are defined using special weights.
For simplicity, we use exactly the same weights ANR, AR, Ak as in our earlier papers [21, 22],
so we can use some of their properties proved there. These weights are defined by
ANR(t, ξ) :=
eλ(t)〈ξ〉1/2
bNR(t, ξ)
e
√
δ〈ξ〉1/2 , AR(t, ξ) :=
eλ(t)〈ξ〉1/2
bR(t, ξ)
e
√
δ〈ξ〉1/2 , (2.34)
and
Ak(t, ξ) := e
λ(t)〈k,ξ〉1/2
(e√δ〈ξ〉1/2
bk(t, ξ)
+ e
√
δ|k|1/2
)
, (2.35)
where k ∈ Z, t ∈ [0,∞), ξ ∈ R. The function λ : [0,∞)→ [δ0, 3δ0/2] is defined by
λ(0) =
3
2
δ0, λ
′(t) = − δ0σ
2
0
〈t〉1+σ0 , (2.36)
where δ0 > 0 is a fixed parameter and σ0 = 0.01. In particular, λ is decreasing on [0,∞), and
the functions ANR, AR, Ak are also decreasing in t. The parameter δ > 0, which appears also
in the weights bR, bNR, bk, is to be taken sufficiently small, depending only on the structural
parameters δ0, ϑ0, and κ.
The precise definitions of the weights bNR, bR, bk are very important; the details are provided
in section 3.2. For now we note that these functions are essentially increasing in t and satisfy
e−δ
√
|ξ| ≤ bR(t, ξ) ≤ bk(t, ξ) ≤ bNR(t, ξ) ≤ 1, for any t, ξ, k. (2.37)
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In other words, the weights 1/bNR, 1/bR, 1/bk are small when compared to the main factors
eλ(t)〈ξ〉
1/2
and eλ(t)〈k,ξ〉
1/2
in (2.34)–(2.35). However, their relative contributions are important
as they are used to distinguish between resonant and non-resonant times.
Assume that ω : [0, T ] × T × [0, 1] → R is as in Proposition 2.1 and define the functions
F, φ, V ′, V ′′, V˙ , B′, B′′,H as in (2.24)–(2.27). To construct useful energy functionals we need to
modify the functions V ′, B′, B′′ which are not “small”, so we define the new variables
B′0(v) := B
′(0, v) = (∂yb)(b−1(v)), B′′0 (v) := B
′′(0, v) = (∂2yb)(b
−1(v)),
V ′∗ := V
′ −B′0, B′∗ := B′ −B′0, B′′∗ := B′′ −B′′0 .
(2.38)
Our main goal is to control the functions F and φ. For this we need to consider two auxiliary
functions F ∗ and φ′. We define first the function φ′(t, z, v) : [0, T ] × T× [b(0), b(1)] → R as the
unique solution to the equation (see Lemma 4.4 for existence and uniqueness)
∂2zφ
′ + (B′0)
2(∂v − t∂z)2φ′ +B′′0 (∂v − t∂z)φ′ = F, φ′(t, b(0)) = φ′(t, b(1)) = 0, (2.39)
on T× [b(0), b(1)]. Then we define the modified profile
F ∗(t, z, v) := F (t, z, v) −B′′0 (v)
∫ t
0
∂zφ
′(τ, z, v) dτ, (2.40)
and the renormalized stream functions
Θ(t, z, v) := (∂2z + (∂v − t∂z)2) (Ψ(v)φ(t, z, v)) ,
Θ∗(t, z, v) := (∂2z + (∂v − t∂z)2)
(
Ψ(v) (φ(t, z, v) − φ′(t, z, v))) , (2.41)
where Ψ : R→ [0, 1] is a Gevrey class cut-off function, satisfying∥∥e〈ξ〉3/4Ψ˜(ξ)∥∥
L∞
. 1,
suppΨ ⊆ [b(ϑ0/4), b(1 − ϑ0/4)], Ψ ≡ 1 in [b(ϑ0/3), b(1 − ϑ0/3)]. (2.42)
Our bootstrap argument is based on controlling simultaneously energy functionals and space-
time integrals. Let A˙Y (t, ξ) := (∂tAY )(t, ξ) ≤ 0, Y ∈ {NR,R, k}, and define, for any t ∈ [0, T ],
Ef (t) :=
∑
k∈Z
∫
R
A2k(t, ξ)
∣∣f˜(t, k, ξ)∣∣2 dξ, f ∈ {F,F ∗},
Bf (t) :=
∫ t
1
∑
k∈Z
∫
R
|A˙k(s, ξ)|Ak(s, ξ)
∣∣f˜(s, k, ξ)∣∣2 dξds, (2.43)
EF−F ∗(t) :=
∑
k∈Z∗
∫
R
(1 + 〈k, ξ〉/〈t〉)A2k(t, ξ)
∣∣ ˜(F − F ∗)(t, k, ξ)∣∣2 dξ,
BF−F ∗(t) :=
∫ t
1
∑
k∈Z∗
∫
R
(1 + 〈k, ξ〉/〈s〉)|A˙k(s, ξ)|Ak(s, ξ)
∣∣ ˜(F − F ∗)(s, k, ξ)∣∣2 dξds, (2.44)
EΦ(t) :=
∑
k∈Z∗
∫
R
A2k(t, ξ)
|k|2〈t〉2
|ξ|2 + |k|2〈t〉2
∣∣Φ˜(t, k, ξ)∣∣2 dξ, Φ ∈ {Θ,Θ∗},
BΦ(t) :=
∫ t
1
∑
k∈Z∗
∫
R
|A˙k(s, ξ)|Ak(s, ξ) |k|
2〈s〉2
|ξ|2 + |k|2〈s〉2
∣∣Φ˜(s, k, ξ)∣∣2 dξds, (2.45)
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Eg(t) :=
∫
R
A2R(t, ξ)
∣∣g˜(t, ξ)∣∣2 dξ, g ∈ {V ′∗ , B′∗, B′′∗},
Bg(t) :=
∫ t
1
∫
R
|A˙R(s, ξ)|AR(s, ξ)
∣∣g˜(s, ξ)∣∣2 dξds, (2.46)
EH(t) := K2
∫
R
A2NR(t, ξ)
(〈t〉/〈ξ〉)3/2∣∣H˜(t, ξ)∣∣2 dξ,
BH(t) := K2
∫ t
1
∫
R
|A˙NR(s, ξ)|ANR(s, ξ)
(〈s〉/〈ξ〉)3/2∣∣H˜(s, ξ)∣∣2 dξds, (2.47)
where Z∗ := Z \ {0} and K ≥ 1 is a large constant that depends only on δ.
Our main bootstrap proposition is the following:
Proposition 2.2. Assume T ≥ 1 and ω ∈ C([0, T ] : G2δ0,1/2) is a sufficiently smooth solution
of the system (2.1)–(2.2), with the property that ω(t) is supported in T × [ϑ0, 1 − ϑ0] and that
‖〈ω〉(t)‖H10 ≪ 1 for all t ∈ [0, T ]. Define F,F ∗,Θ,Θ∗B′∗, B′′∗ , V ′∗ ,H as above. Assume that ǫ1 is
sufficiently small (depending on δ),∑
g∈{F,F ∗, F−F ∗,Θ,Θ∗, V ′
∗
, B′
∗
, B′′
∗
,H}
Eg(t) ≤ ǫ31 for any t ∈ [0, 1], (2.48)
and ∑
g∈{F, F ∗, F−F ∗,Θ,Θ∗, V ′
∗
, B′
∗
, B′′
∗
,H}
[Eg(t) + Bg(t)] ≤ ǫ21 for any t ∈ [1, T ]. (2.49)
Then for any t ∈ [1, T ] we have the improved bounds∑
g∈{F,F ∗, F−F ∗,Θ,Θ∗, V ′
∗
, B′
∗
, B′′
∗
,H}
[Eg(t) + Bg(t)] ≤ ǫ21/2. (2.50)
Moreover, we also have the stronger bounds for t ∈ [1, T ]∑
g∈{F,Θ}
[Eg(t) + Bg(t)] .δ ǫ31. (2.51)
The proof of Proposition 2.2 is the main part of this paper, and covers sections 3–8. In section
9 we then show how to use this proposition to prove the main theorem.
2.3. The variables of the bootstrap argument. Our argument outlined in Proposition 2.2
involves control of nine quantities. We explain now the roles of these quantities:
(1) The main variables are the vorticity profile F and the differentiated stream function Θ.
Our primary goal is to prove global bounds on these quantities.
(2) The functions F ∗ and Θ∗ are auxiliary variables, and we analyze them as an intermediate
step to controlling the main variables F and Θ. The function F ∗ satisfies a better transport
equation than F , without any other linear terms, while the function Θ∗ satisfies a better elliptic
equation than Θ, again without linear terms in the right-hand side.
(3) A significant component of the proof is to control the function F − F ∗, which allows us
to pass from the modified profile F ∗ to the true profile F . This is based on the theory of the
linearized equation in Gevrey spaces, as developed by the second author in [24], and requires
the spectral assumption (B) on the shear flow. We remark that the bootstrap control on the
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variable F − F ∗ is slightly stronger than on the variables F and F ∗ separately, which is needed
to compensate for the lack of symmetry in some of the transport terms.
(4) The functions V ′∗ , B′∗, and B′′∗ are connected to the change of variables y → v. These
functions appear in many of the nonlinear terms in the equations, so it is important to control
their smoothness precisely, as part of a combined bootstrap argument, in a way that is consistent
with the smoothness of the functions F and Θ.
(5) Finally, the function H, which decays in time, encodes the convergence of the system as
t → ∞. This function decays at a rate of 〈t〉−3/4, in a weaker topology, which shows that the
function ∂vV˙ decays fast at an integrable rate of 〈t〉−7/4, again in a weaker topology.
3. Gevrey spaces and the weights Ak, AR, and ANR
3.1. Gevrey spaces. We summarize here some general properties of the Gevrey spaces of
functions. To perform certain algebraic operations, it is very useful to have a related definition
in the physical space. For any domain D ⊆ T × R (or D ⊆ R) and parameters s ∈ (0, 1) and
M ≥ 1 we define the spaces
G˜sM (D) :=
{
f : D → C : ‖f‖G˜sM (D) := supx∈D,m≥0, |α|≤m
|Dαf(x)|M−m(m+ 1)−m/s <∞}. (3.1)
We start with a lemma connecting the spaces Gµ,s and G˜sM .
Lemma 3.1. (i) Suppose that s ∈ (0, 1), K > 1, and f ∈ C∞(T×R) with supp f ⊆ T× [−L,L]
satisfies the bounds ‖f‖G˜sK(T×R) ≤ 1. Then there is µ = µ(K, s) > 0 such that∣∣f˜(k, ξ)∣∣ .K,s Le−µ|k,ξ|s for all k ∈ Z, ξ ∈ R. (3.2)
(ii) Conversely, if µ > 0 and s ∈ (0, 1), then there is K = K(s, µ) > 1 such that∥∥f∥∥G˜sK(T×R) .µ,s ∥∥f∥∥Gµ,s(T×R). (3.3)
Using this lemma one can construct cutoff functions in Gevrey spaces: for any points a′ < a ≤
b < b′ ∈ R and any s ∈ (0, 1) there are functions Ψ supported in [a′, b′], equal to 1 in [a, b], and
satisfying
∣∣Ψ˜(ξ)∣∣ . e−〈ξ〉s for any ξ ∈ R. See [21, Subsection A.1] for an explicit construction of
such functions, as well as an elementary proof of Lemma 3.1. We use several functions of this
type in the proof of our main theorem.
The physical space characterization of Gevrey functions is useful when studying compositions
and algebraic operations of functions.
Lemma 3.2. (i) Assume s ∈ (0, 1), M ≥ 1, and f1, f2 ∈ G˜sM (D). Then f1f2 ∈ G˜sM ′(D) and
‖f1f2‖G˜s
M′
(D)
. ‖f1‖G˜sM (D)‖f2‖G˜sM (D)
for some M ′ =M ′(s,M) ≥M . Similarly, if f1 ≥ 1 in D then ‖(1/f1)‖G˜s
M′
(D) . 1.
(ii) Suppose s ∈ (0, 1), M ≥ 1, I1 ⊆ R is an interval, and g : T× I1 → T× I2 satisfies
|Dαg(x)| ≤Mm(m+ 1)m/s for any x ∈ T× I1, m ≥ 1, and |α| ∈ [1,m]. (3.4)
If K ≥ 1 and f ∈ G˜sK(T × I2) then f ◦ g ∈ G˜sL(T × I1) for some L = L(s,K,M) ≥ 1 and
‖f ◦ g‖G˜sL(T×I1) .s,K,M ‖f‖G˜sK(T×I2) . (3.5)
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(iii) Assume s ∈ (0, 1), L ∈ [1,∞), I, J ⊆ R are open intervals, and g : I → J is a smooth
bijective map satisfying, for any m ≥ 1,
|Dαg(x)| ≤ Lm(m+ 1)m/s for any x ∈ I and |α| ∈ [1,m]. (3.6)
If |g′(x)| ≥ ρ > 0 for any x ∈ I then the inverse function g−1 : J → I satisfies the bounds
|Dα(g−1)(x)| ≤Mm(m+ 1)m/s for any x ∈ J and |α| ∈ [1,m], (3.7)
for some constant M =M(s, L, ρ) ≥ L.
Lemma 3.2 can be proved by elementary means using just the definition (3.1). See also [46,
Theorems 6.1 and 3.2] for more general estimates on functions in Gevrey spaces.
3.2. The weights ANR, AR, Ak. We summarize here the construction of our main imbalanced
weights AR, ANR, Ak in [21]. We start by defining the functions wNR, wR : [0,∞)× R→ [0, 1],
which model the non-resonant and resonant growth. Assume that δ > 0 is small, δ ≪ δ0. For
|η| ≤ δ−10 we define simply
wNR(t, η) := 1, wR(t, η) := 1. (3.8)
For η > δ−10 we define k0(η) := ⌊
√
δ3η⌋. For l ∈ {1, . . . , k0(η)} we define
tl,η :=
1
2
( η
l + 1
+
η
l
)
, t0,η := 2η, Il,η := [tl,η, tl−1,η]. (3.9)
Notice that |Il,η| ≈ η/l2 and
δ−3/2
√
η/2 ≤ tk0(η),η ≤ . . . ≤ tl,η ≤ η/l ≤ tl−1,η ≤ . . . ≤ t0,η = 2η.
We define
wNR(t, η) := 1, wR(t, η) := 1 if t ≥ t0,η = 2η. (3.10)
Then we define, for k ∈ {1, . . . , k0(η)},
wNR(t, η) :=
( 1 + δ2|t− η/k|
1 + δ2|tk−1,η − η/k|
)δ0
wNR(tk−1,η, η) if t ∈ [η/k, tk−1,η ],
wNR(t, η) :=
( 1
1 + δ2|t− η/k|
)1+δ0
wNR(η/k, η) if t ∈ [tk,η, η/k].
(3.11)
We define also the weight wR by the formula
wR(t, η) :=
{
wNR(t, η)
1+δ2|t−η/k|
1+δ2η/(8k2)
if |t− η/k| ≤ η/(8k2)
wNR(t, η) if t ∈ Ik,η, |t− η/k| ≥ η/(8k2),
(3.12)
for any k ∈ {1, . . . , k0(η)} and notice that for t ∈ Ik,η,
∂twNR(t, η)
wNR(t, η)
≈ ∂twR(t, η)
wR(t, η)
≈ δ
2
1 + δ2 |t− η/k| . (3.13)
It is easy to see that, for η > δ−10,
wNR(tk0(η),η , η) = wR(tk0(η),η , η) ∈ [Xδ(η)4,Xδ(η)1/4], Xδ(η) := e−δ
3/2 ln(δ−1)
√
η. (3.14)
For small values of t = (1− β)tk0(η),η , β ∈ [0, 1], we define wNR and wR by the formulas
wNR(t, η) = wR(t, η) := (e
−δ√η)βwNR(tk0(η),η , η)
1−β . (3.15)
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If η < −δ−10, then we define wR(t, η) := wR(t, |η|), wNR(t, η) := wNR(t, |η|) and Ik,η :=
I−k,−η. To summarize, the resonant intervals Ik,η are defined for (k, η) ∈ Z × R satisfying
|η| > δ−10, 1 ≤ |k| ≤√δ3|η|, and η/k > 0.
Finally, we define the weights wk(t, η) by the formula
wk(t, η) :=
{
wNR(t, η) if t 6∈ Ik,η,
wR(t, η) if t ∈ Ik,η. (3.16)
If particular wk(t, η) = wNR(t, η) unless |η| > δ−10, 1 ≤ |k| ≤
√
δ3|η|, η/k > 0, and t ∈ Ik,η.
The functions wNR, wR and wk have the right size but lack optimal smoothness in the
frequency parameter η, mainly due to the jump discontinuities of the function k0(η). This
smoothness is important in symmetrization arguments (energy control of the transport terms)
and in commutator arguments. To correct this problem we fix ϕ : R → [0, 1] an even smooth
function supported in [−8/5, 8/5] and equal to 1 in [−5/4, 5/4] and let d0 :=
∫
R
ϕ(x) dx. For
k ∈ Z and Y ∈ {NR,R, k} let
bY (t, ξ) :=
∫
R
wY (t, ρ)ϕ
( ξ − ρ
Lδ′(t, ξ)
) 1
d0Lδ′(t, ξ)
dρ,
Lδ′(t, ξ) := 1 +
δ′〈ξ〉
〈ξ〉1/2 + δ′t , δ
′ ∈ [0, 1].
(3.17)
The length Lδ′(t, ξ) in (3.17) is chosen to optimize the smoothness in ξ of the functions bY (t, .),
while not changing significantly the size of the weights. The parameter δ′ is fixed sufficiently
small, depending only on δ.
We can now finally define our main weights ANR, AR, and Ak. We define first the decreasing
function λ : [0,∞)→ [δ0, 3δ0/2] by
λ(0) =
3
2
δ0, λ
′(t) = − δ0σ
2
0
〈t〉1+σ0 , (3.18)
for small positive constant σ0 (say σ0 = 0.01). Then we define
AR(t, ξ) :=
eλ(t)〈ξ〉
1/2
bR(t, ξ)
e
√
δ〈ξ〉1/2 , ANR(t, ξ) :=
eλ(t)〈ξ〉
1/2
bNR(t, ξ)
e
√
δ〈ξ〉1/2 , (3.19)
and, for any k ∈ Z,
Ak(t, ξ) := e
λ(t)〈k,ξ〉1/2
(e√δ〈ξ〉1/2
bk(t, ξ)
+ e
√
δ|k|1/2
)
. (3.20)
We record the simple inequalities
eλ(t)〈ξ〉
1/2 ≤ ANR(t, ξ) ≤ AR(t, ξ) ≤ eλ(t)〈ξ〉1/2e2
√
δ〈ξ〉1/2 ,
eλ(t)〈k,ξ〉
1/2 ≤ Ak(t, ξ) ≤ 2eλ(t)〈k,ξ〉1/2e2
√
δ〈k,ξ〉1/2 ,
(3.21)
for any k ∈ Z, t ≥ 0, and ξ ∈ R.
3.2.1. Properties of the weights. We collect now several bounds on these weights, which are
proved either in [21] or in [22]. In these papers we prove many more properties of the weights,
but we summarize here only the ones that we need explicitly in this paper.
We start with some bounds on wY and bY , see [21, Lemmas 7.1 and 7.2] for the proof.
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Lemma 3.3. For t ≥ 0, ξ, η ∈ R, k ∈ Z, and Y ∈ {NR,R, k} we have
wY (t, ξ)
wY (t, η)
.δ e
√
δ|η−ξ|1/2 , (3.22)
bY (t, ξ) ≈δ wY (t, ξ), |∂ξbY (t, ξ)| .δ bY (t, ξ) 1
Lδ′(t, ξ)
. (3.23)
We recall now several bounds on the main weights ANR, AR, Ak, see [21, Lemma 7.3].
Lemma 3.4. (i) Assume t ∈ [0,∞), k ∈ Z, and Y ∈ {NR,R, k}. If ξ, η ∈ R satisfy |η| ≥ |ξ|/4
(or |(k, η)| ≥ |(k, ξ)|/4 if Y = k) then
AY (t, ξ)
AY (t, η)
.δ e
0.9λ(t)|ξ−η|1/2 . (3.24)
(ii) Assume t ∈ [0,∞), k, ℓ ∈ Z and ξ, η ∈ R satisfy |(ℓ, η)| ≥ |(k, ξ)|/4. If t 6∈ Ik,ξ or if
t ∈ Ik,ξ ∩ Iℓ,η, then
Ak(t, ξ)
Aℓ(t, η)
.δ e
0.9λ(t)|(k−ℓ,ξ−η)|1/2 . (3.25)
If t ∈ Ik,ξ and t 6∈ Iℓ,η, then
Ak(t, ξ)
Aℓ(t, η)
.δ
|ξ|
k2
1
1 +
∣∣t− ξ/k∣∣e0.9λ(t)|(k−ℓ,ξ−η)|1/2 . (3.26)
In some commutator estimates we need an additional property of the weights Ak, which is
proved in [22, Lemma 7.5].
Lemma 3.5. There is a constant constant C0(δ) ≫ 1 such that if ξ, η ∈ R, t ≥ 0, k ∈ Z, and
〈ξ − η〉 ≤ (〈k, ξ〉+ 〈k, η〉)/8 then∣∣Ak(t, ξ)−Ak(t, η)∣∣ . AR(t, ξ − η)Ak(t, η)e−(λ(t)/40)〈ξ−η〉1/2 [ C0(δ)〈k, ξ〉1/8 +√δ]. (3.27)
To control the space-time integrals defined in (2.43)–(2.47) we also need estimates on the time
derivatives of the weights AY .
Lemma 3.6. (i) For all t ≥ 0, ρ ∈ R, and Y ∈ {NR,R} we have
−A˙Y (t, ρ)
AY (t, ρ)
≈δ
[
〈ρ〉1/2
〈t〉1+σ0 +
∂twY (t, ρ)
wY (t, ρ)
]
. (3.28)
and, for any k ∈ Z,
−A˙k(t, ρ)
Ak(t, ρ)
≈δ
[
〈k, ρ〉1/2
〈t〉1+σ0 +
∂twk(t, ρ)
wk(t, ρ)
1
1 + e
√
δ(|k|1/2−〈ρ〉1/2)wk(t, ρ)
]
. (3.29)
In particular, if k ∈ Z∗, t ≥ 0 and ρ ∈ R then
|(A˙k/Ak)(t, ρ)| &δ 〈t− ρ/k〉−1−σ0 . (3.30)
(ii) For all t ≥ 0, ξ, η ∈ R, and Y ∈ {NR,R} we have∣∣(A˙Y /AY )(t, ξ)∣∣ .δ ∣∣(A˙Y /AY )(t, η)∣∣e4√δ|ξ−η|1/2 . (3.31)
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Moreover, if k, ℓ ∈ Z then∣∣(A˙k/Ak)(t, ξ)∣∣ .δ ∣∣(A˙ℓ/Aℓ)(t, η)∣∣e4√δ|k−ℓ,ξ−η|1/2. (3.32)
Finally, if ρ ∈ R and k ∈ Z satisfy |k| ≤ 〈ρ〉+ 10 then∣∣(A˙k/Ak)(t, ρ)∣∣ ≈δ ∣∣(A˙NR/ANR)(t, ρ)∣∣ ≈δ ∣∣(A˙R/AR)(t, ρ)∣∣. (3.33)
Proof. All the estimates except for (3.30) are proved in Lemma 7.4 in [21]. To prove (3.30), we
use first (3.29), thus
∣∣(A˙k/Ak)(t, ρ)∣∣ &δ 〈k, ρ〉1/2〈t〉−1−σ0 , and the bounds (3.30) follow unless
|ρ/k| ≥ δ−12 and |t− ρ/k| ≤ |ρ|/(10|k|). In this case we use the second term in (3.29), thus
|(A˙k/Ak)(t, ρ)| &δ ∂twk(t, ρ)
wk(t, ρ)
&δ
∂twNR(t, ρ)
wNR(t, ρ)
.
In view of (3.13) and (3.15), this suffices to prove (3.30) in the remaining range. 
To control commutators in the space-time integrals we need to also regularize the weights
|A˙Y /AY |. We start by defining
µ#(t, ξ) :=

0 if |ξ| ≤ δ−10 or if |ξ| > δ−10 and t > 2|ξ|,
δ2 if |ξ| > δ−10 and t < tk0(ξ),ξ,
δ2
1+δ2|t−ξ/k| if |ξ| > δ−10 and t ∈ Ik,ξ, k ∈ {1, 2, . . . , k0(ξ)},
(3.34)
for t ≥ 0 and ξ ≥ 0. Compare with the formulas (3.13). Then we define µ#(t, ξ) := µ#(t, |ξ|) if
ξ ≤ 0 and regularize the weight, as in (3.17),
µ∗(t, ξ) :=
∫
R
µ#(t, ρ)
1
d0Lδ′(t, ξ)
ϕ
(
ξ − ρ
Lδ′(t, ξ)
)
dρ, Lδ′(t, ξ) := 1 +
δ′〈ξ〉
〈ξ〉1/2 + δ′t . (3.35)
Finally, we define, motivated by the formulas (3.28)–(3.29),
µk(t, ξ) :=
〈k, ξ〉1/2
〈t〉1+σ0 +
µ∗(t, ξ)
1 + e
√
δ(|k|1/2−〈ξ〉1/2)bk(t, ξ)
,
µR(t, ξ) :=
〈ξ〉1/2
〈t〉1+σ0 + µ
∗(t, ξ).
(3.36)
We record below the main properties of the weights µR and µk.
Lemma 3.7. (i) For t ≥ 0, ξ ∈ R, k ∈ Z, we have
µk(t, ξ) ≈δ
∣∣(A˙k/Ak)(t, ξ)∣∣ and µR(t, ξ) ≈δ ∣∣(A˙R/AR)(t, ξ)∣∣. (3.37)
(ii) Assume that ξ, η ∈ R, k ∈ Z, and t ≥ 0. Then
µk(t, ξ) .δ µk(t, η)e
6
√
δ|ξ−η|1/2 . (3.38)
Moreover, if 〈ξ − η〉 ≤ (〈k, ξ〉+ 〈k, η〉)/8, then there is C1(δ)≫ 1 such that∣∣µk(t, ξ)− µk(t, η)∣∣ . 〈ξ − η〉µk(t, η) e4√δ|ξ−η|1/2[ C1(δ)〈k, ξ〉1/8 +√δ]. (3.39)
In other words, the weights µY are proportional to the weights |A˙Y /AY |, but have better
smoothness properties. See [22, Lemmas 7.6 and 7.7] for the proofs.
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3.3. Bilinear estimates. To bound nonlinear terms we need bilinear estimates involving the
weights. Many such estimates are proved in [21, Section 8]. We use all of these bilinear estimates
in this paper as well, since our proof here contains all the difficulties of the proof for the Couette
flow treated in [21]. In addition, we need four more bilinear estimates to deal with the new
terms in the equation (2.28) for F , which we prove in this section.
We start with a lemma that is used many times in this paper. See [21, Lemmas 8.2 and 8.3]
for the proofs.
Lemma 3.8. (i) For any t ∈ [0,∞), α ∈ [0, 4], ξ, η ∈ R, and Y ∈ {NR,R} we have
〈ξ〉−αAY (t, ξ) .δ 〈ξ − η〉−αAY (t, ξ − η)〈η〉−αAY (t, η)e−(δ0/20)min(〈ξ−η〉,〈η〉)1/2 (3.40)
and ∣∣(A˙Y /AY )(t, ξ)∣∣ .δ {∣∣(A˙Y /AY )(t, ξ − η)∣∣+ ∣∣(A˙Y /AY )(t, η)∣∣}e4√δmin(〈ξ−η〉,〈η〉)1/2 . (3.41)
(ii) For any t ∈ [0,∞), ξ, η ∈ R, and k ∈ Z we have
Ak(t, ξ) .δ AR(t, ξ − η)Ak(t, η)e−(δ0/20)min(〈ξ−η〉,〈k,η〉)1/2 (3.42)
and ∣∣(A˙k/Ak)(t, ξ)∣∣ .δ {∣∣(A˙R/AR)(t, ξ − η)∣∣+ ∣∣(A˙k/Ak)(t, η)∣∣}e12√δmin(〈ξ−η〉,〈k,η〉)1/2 . (3.43)
To state our new estimates we let δ′0 := δ0/200 and define the sets
R0 :=
{
((k, ξ), (ℓ, η)) ∈ (Z× R)2 :
min(〈k, ξ〉, 〈ℓ, η〉, 〈k − ℓ, ξ − η〉) ≥ 〈k, ξ〉 + 〈ℓ, η〉+ 〈k − ℓ, ξ − η〉
20
}
,
(3.44)
R1 :=
{
((k, ξ), (ℓ, η)) ∈ (Z× R)2 : 〈k − ℓ, ξ − η〉 ≤ 〈k, ξ〉+ 〈ℓ, η〉+ 〈k − ℓ, ξ − η〉
10
}
, (3.45)
R2 :=
{
((k, ξ), (ℓ, η)) ∈ (Z× R)2 : 〈ℓ, η〉 ≤ 〈k, ξ〉 + 〈ℓ, η〉+ 〈k − ℓ, ξ − η〉
10
}
, (3.46)
R3 :=
{
((k, ξ), (ℓ, η)) ∈ (Z ×R)2 : 〈k, ξ〉 ≤ 〈k, ξ〉 + 〈ℓ, η〉+ 〈k − ℓ, ξ − η〉
10
}
. (3.47)
Lemma 3.9. Assume that t ≥ 1, k, ℓ ∈ Z, ξ, η ∈ R, let (m,ρ) := (k− ℓ, ξ− η), and assume that
m 6= 0.
(i) If ((k, ξ), (ℓ, η)) ∈ R0 ∪R1, then
(|ρ/m|+ 〈t〉)〈ρ〉
〈t〉m2〈t− ρ/m〉2
∣∣ℓA2k(t, ξ)− kA2ℓ(t, η)∣∣
.δ
√
|(AkA˙k)(t, ξ)|
√
|(AℓA˙ℓ)(t, η)|Am(t, ρ) e−δ′0〈m,ρ〉1/2
(3.48)
and
(|ρ/m| + 〈t〉)〈ρ〉
〈t〉m2〈t− ρ/m〉2
∣∣ℓA2k(t, ξ)∣∣+ ∣∣kA2ℓ (t, η)∣∣
(1 + 〈k, ξ〉/〈t〉)1/2
.δ
√
|(AkA˙k)(t, ξ)|
√
|(AℓA˙ℓ)(t, η)|Am(t, ρ) e−δ′0〈m,ρ〉1/2 .
(3.49)
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(ii) If ((k, ξ), (ℓ, η)) ∈ R2, then
(|ρ/m|+ 〈t〉)〈ρ〉
〈t〉m2〈t− ρ/m〉2
{∣∣ℓA2k(t, ξ)∣∣+ ∣∣kA2ℓ(t, η)∣∣}
.δ
√
|(AkA˙k)(t, ξ)|
√
|(AmA˙m)(t, ρ)|Aℓ(t, η) e−δ′0〈ℓ,η〉1/2 .
(3.50)
Proof. The bounds (3.48) and (3.50) are proved in [21, Lemma 8.4]. The statement of (3.50)
is slightly weaker in [21, Lemma 8.4], in the sense that the quantity
∣∣ℓA2k(t, ξ)∣∣ + ∣∣kA2ℓ (t, η)∣∣ in
the left-hand side is replaced by the smaller quantity
∣∣ℓA2k(t, ξ)− kA2ℓ (t, η)∣∣, but the proof itself
does not use the symmetrization and applies to the larger quantity as well.
We prove now the new bounds (3.49). Notice that
〈t〉2 (|ρ/m|+ 〈t〉)〈ρ〉〈t〉m2〈t− ρ/m〉2 +
1 + 〈ℓ, η〉/〈t〉
1 + 〈k, ξ〉/〈t〉 +
1 + 〈k, ξ〉/〈t〉
1 + 〈ℓ, η〉/〈t〉 .δ e
δ〈m,ρ〉1/2 .
By symmetry, for (3.49) it suffices to prove that∣∣ℓA2k(t, ξ)∣∣ .δ (1 + 〈k, ξ〉/〈t〉)1/2〈t〉2√|(AkA˙k)(t, ξ)|√|(AℓA˙ℓ)(t, η)|Am(t, ρ) e−(3δ′0/2)〈m,ρ〉1/2 .
This is equivalent to proving that∣∣ℓAk(t, ξ)∣∣ .δ (1 + 〈k, ξ〉/〈t〉)1/2〈t〉2√|(A˙k/Ak)(t, ξ)|√|(A˙ℓ/Aℓ)(t, η)|
×Aℓ(t, η)Am(t, ρ) e−(3δ′0/2)〈m,ρ〉1/2 .
(3.51)
In view of (3.32) we may replace |(A˙ℓ/Aℓ)(t, η)| with |(A˙k/Ak)(t, ξ)| at the expense of an ac-
ceptable factor. For later use (in the proof of (3.55) below), we prove the stronger bounds
〈k, ξ〉Ak(t, ξ)
Aℓ(t, η)
.δ (1 + 〈k, ξ〉/〈t〉)1/2〈t〉2|(A˙k/Ak)(t, ξ)|Am(t, ρ) e−2δ′0〈m,ρ〉1/2 , (3.52)
provided that ((k, ξ), (ℓ, η)) ∈ R0 ∪R1 and t ≥ 1.
For this we use first the following elementary observation: if a, b ∈ Rd and β ∈ [0, 1] then
if 〈b〉 ≥ β〈a〉 then 〈a+ b〉1/2 ≤ 〈b〉1/2 + (1−
√
β/2)〈a〉1/2. (3.53)
Notice that 20〈l, η〉 ≥ 〈m,ρ〉 (since ((k, ξ), (ℓ, η)) ∈ R0∪R1), and |(A˙k/Ak)(t, ξ)| & 〈t〉−1−σ0 (see
(3.29)). Using also (3.21) and (3.53), the bounds (3.52) follow if 〈k, ξ〉 ≤ 100〈m,ρ〉.
On the other hand, if 〈k, ξ〉 ≥ 100〈m,ρ〉 then we consider two cases. If t /∈ Ik,ξ then we simply
use (3.29) to bound |(A˙k/Ak)(t, ξ)| &δ 〈k, ξ〉1/2〈t〉−1−σ0 . The desired bounds (3.52) follow using
also (3.25). If t ∈ Ik,ξ (in particular 1 ≤ |k| ≤ δ|ξ| and t ≈ ξ/k), then
〈k, ξ〉Ak(t, ξ)
Aℓ(t, η)
.δ
|ξ|2/k2
〈t− ξ/k〉e
0.9λ(t)〈m,ρ〉1/2 .δ
〈t〉2
〈t− ξ/k〉Am(t, ρ)e
−(δ0/20)〈m,ρ〉1/2
using (3.26). The bounds (3.52) follow since
1
〈t− ξ/k〉 .δ
∂twk(t, ξ)
wk(t, ξ)
.δ
|A˙k(t, ξ)|
Ak(t, ξ)
,
as a consequence of (3.13) and (3.29). 
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Lemma 3.10. Assume that t ≥ 1, k, ℓ ∈ Z, ξ, η ∈ R, let (m,ρ) := (k − ℓ, ξ − η), and assume
that m 6= 0.
(i) If ((k, ξ), (ℓ, η)) ∈ R0 ∪R1, then
|ρ/m|2 + 〈t〉2
|m|〈t〉2〈t− ρ/m〉2
∣∣ηA2k(t, ξ)− ξA2ℓ (t, η)∣∣
.δ
√
|(AkA˙k)(t, ξ)|
√
|(AℓA˙ℓ)(t, η)|Am(t, ρ) e−δ′0〈m,ρ〉1/2
(3.54)
and
|ρ/m|2 + 〈t〉2
|m|〈t〉2〈t− ρ/m〉2
∣∣ηA2k(t, ξ)∣∣ + ∣∣ξA2ℓ(t, η)∣∣(
1 + 〈k, ξ〉/〈t〉)1/2
.δ
√
|(AkA˙k)(t, ξ)|
√
|(AℓA˙ℓ)(t, η)|Am(t, ρ) e−δ′0〈m,ρ〉1/2
(3.55)
(ii) If ((k, ξ), (ℓ, η)) ∈ R2, then
|ρ/m|2 + 〈t〉2
|m|〈t〉2〈t− ρ/m〉2
{∣∣ηA2k(t, ξ)∣∣+ ∣∣ξA2ℓ (t, η)∣∣}
.δ
√
|(AkA˙k)(t, ξ)|
√
|(AmA˙m)(t, ρ)|Aℓ(t, η) e−δ′0〈ℓ,η〉1/2 .
(3.56)
Proof. The bounds (3.54) and (3.56) are proved in [21, Lemma 8.5], with the same remark as
before that the inequality (3.56) is slightly weaker in [21, Lemma 8.5], but its proof does not
use the symmetrization. To prove (3.55) we notice again that
〈t〉2 |ρ/m|
2 + 〈t〉2
|m|〈t〉2〈t− ρ/m〉2 +
1 + 〈ℓ, η〉/〈t〉
1 + 〈k, ξ〉/〈t〉 +
1 + 〈k, ξ〉/〈t〉
1 + 〈ℓ, η〉/〈t〉 .δ e
δ〈m,ρ〉1/2 .
Therefore for (3.55) it suffices to prove that if ((k, ξ), (ℓ, η)) ∈ R0 ∪R1 then
|η|A2k(t, ξ) .δ
(
1 + 〈k, ξ〉/〈t〉)1/2〈t〉2√|(AkA˙k)(t, ξ)|√|(AℓA˙ℓ)(t, η)|Am(t, ρ) e−(3δ′0/2)〈m,ρ〉1/2 .
As in the proof of Lemma 3.9, this follows from (3.52). 
Lemma 3.11. Define the sets R∗n := {((k, ξ), (ℓ, η)) ∈ Rn : k = l}. Assume that t ≥ 1, k ∈ Z,
ξ, η ∈ R, and let ρ := ξ − η.
(i) If ((k, ξ), (k, η)) ∈ R∗0 ∪R∗1, then∣∣ηA2k(t, ξ)− ξA2k(t, η)∣∣
〈ρ〉〈t〉+ 〈ρ〉1/4〈t〉7/4 .δ
√
|(AkA˙k)(t, ξ)|
√
|(AkA˙k)(t, η)|ANR(t, ρ) e−δ′0〈ρ〉1/2 . (3.57)
and ∣∣ηA2k(t, ξ)∣∣ + ∣∣ξA2k(t, η)∣∣(〈ρ〉〈t〉+ 〈ρ〉1/4〈t〉7/4)(1 + 〈k, ξ〉/〈t〉)1/2
.δ
√
|(AkA˙k)(t, ξ)|
√
|(AkA˙k)(t, η)|ANR(t, ρ) e−δ′0〈ρ〉1/2 .
(3.58)
(ii) If ((k, ξ), (k, η)) ∈ R∗2, then∣∣ηA2k(t, ξ)∣∣+ ∣∣ξA2k(t, η)∣∣
〈ρ〉〈t〉+ 〈ρ〉1/4〈t〉7/4 .δ
√
|(AkA˙k)(t, ξ)|
√
|(ANRA˙NR)(t, ρ)|Ak(t, η) e−δ′0〈k,η〉1/2 . (3.59)
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Proof. The bounds (3.57) and (3.59) are proved in [21, Lemma 8.6], with the same remark as
before that the inequality (3.59) is slightly weaker in [21, Lemma 8.6], but its proof does not
use the symmetrization. For (3.58) it suffices to prove that if ((k, ξ), (k, η)) ∈ R∗0 ∪R∗1 then
|η|A2k(t, ξ) .δ
(
1 + 〈k, ξ〉/〈t〉)1/2〈t〉7/4
×
√
|(AkA˙k)(t, ξ)|
√
|(AkA˙k)(t, η)|ANR(t, ρ) e−(3δ′0/2)〈ρ〉1/2 .
As in the proof of Lemma 3.9, using (3.32) it suffices to prove that
〈k, ξ〉Ak(t, ξ)
Ak(t, η)
.δ (1 + 〈k, ξ〉/〈t〉)1/2〈t〉7/4|(A˙k/Ak)(t, ξ)|ANR(t, ρ) e−2δ′0〈ρ〉1/2 . (3.60)
Since |(A˙k/Ak)(t, ξ)| &δ 〈k, ξ〉1/2〈t〉−1−σ0 (see (3.29)), for (3.60) it suffices to prove that
Ak(t, ξ) .δ Ak(t, η)ANR(t, ρ) e
−2δ′0〈ρ〉1/2 . (3.61)
This follows from (3.24) if ((k, ξ), (k, η)) ∈ R∗1, or from the bounds (3.53), Ak(t, η) ≥ eλ(t)〈k,η〉
1/2
,
ANR(t, ρ) ≥ eλ(t)〈ρ〉1/2 , Ak(t, ξ) ≤ 2eλ(t)〈k,ξ〉1/2e2
√
δ〈k,ξ〉1/2 (see (3.21)) if ((k, ξ), (k, η)) ∈ R∗0. 
Lemma 3.12. Assume that t ≥ 1, k ∈ Z, ξ, η ∈ R, and let ρ := ξ − η.
(i) If ((k, ξ), (k, η)) ∈ R∗0 ∪R∗1 and k 6= 0 then
A2k(t, ξ) .δ
√
|(AkA˙k)(t, ξ)|
√
|(AkA˙k)(t, η)| |k|〈t〉〈t − η/k〉
2
〈t〉+ |η/k| AR(t, ρ) e
−δ′0〈ρ〉1/2 . (3.62)
(ii) If ((k, ξ), (k, η)) ∈ R∗2 and k 6= 0 then
A2k(t, ξ) .δ
√
|(AkA˙k)(t, ξ)|
√
|(ARA˙R)(t, ρ)| |k|〈t〉〈t − η/k〉
2
〈t〉+ |η/k| Ak(t, η) e
−δ′0〈k,η〉1/2 . (3.63)
(iii) If ((k, ξ), (k, η)) ∈ R∗3 and k 6= 0 then
A2k(t, ξ) .δ
√
|(AkA˙k)(t, η)|
√
|(ARA˙R)(t, ρ)| |k|〈t〉〈t− η/k〉
2
〈t〉+ |η/k| Ak(t, ξ) e
−δ′0〈k,ξ〉1/2 . (3.64)
Proof. (i) Using (3.32), it suffices to prove that
Ak(t, ξ) .δ Ak(t, η)|(A˙k/Ak)(t, η)| |k|〈t〉〈t − η/k〉
2
〈t〉+ |η/k| AR(t, ρ) e
−(3δ′0/2)〈ρ〉1/2 .
This follows from (3.42) and (3.29)–(3.30).
(ii) Since 4〈k, η〉 ≤ min(〈k, ξ〉, 〈ρ〉), we can apply (3.32)–(3.33). Notice also that
|k|〈t〉〈t− η/k〉2
〈t〉+ |η/k| &δ 〈t〉
2e−δ〈k,η〉
1/2
.
For (3.63) it suffices to prove that
Ak(t, ξ) .δ |(A˙k/Ak)(t, ξ)|〈t〉2AR(t, ρ)Ak(t, η) e−(3δ′0/2)〈k,η〉1/2 .
Since |(A˙k/Ak)(t, ξ)| &δ 〈t〉−1−σ0 , this follows from (3.42).
(iii) Since 4〈k, ξ〉 ≤ min(〈k, η〉, 〈ρ〉), the desired bounds (3.64) follow easily from (3.21) and
(3.28)–(3.29). 
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4. Nonlinear bounds and the main elliptic estimate
We prove now estimates on some of the functions defined in Proposition 2.1. In most cases we
apply the definitions, the bootstrap assumptions (2.49), and the following general lemma (see
[21, Lemma 8.1] for the proof).
Lemma 4.1. (i) Assume that m,m1,m2 : R→ C are symbols satisfying
|m(ξ)| ≤ |m1(ξ − η)| |m2(η)|{〈ξ − η〉−2 + 〈η〉−2} (4.1)
for any ξ, η ∈ R. If M,M1,M2 are the operators defined by these symbols then
‖M(gh)‖L2(R) . ‖M1g‖L2(R)‖M2h‖L2(R). (4.2)
(ii) Similarly, if m,m2 : Z× R→ C and m1 : R→ C are symbols satisfying
|m(k, ξ)| ≤ |m1(ξ − η)| |m2(k, η)|{〈ξ − η〉−2 + 〈k, η〉−2} (4.3)
for any ξ, η ∈ R, k ∈ Z, and M,M1,M2 are the operators defined by these symbols, then
‖M(gh)‖L2(T×R) . ‖M1g‖L2(R)‖M2h‖L2(T×R). (4.4)
(iii) Finally, assume that m,m1,m2 : Z× R→ C are symbols satisfying
|m(k, ξ)| ≤ |m1(k − ℓ, ξ − η)| |m2(ℓ, η)|{〈k − ℓ, ξ − η〉−2 + 〈ℓ, η〉−2} (4.5)
for any ξ, η ∈ R, k, ℓ ∈ Z. If M,M1,M2 are the operators defined by these symbols, then
‖M(gh)‖L2(T×R) . ‖M1g‖L2(T×R)‖M2h‖L2(T×R). (4.6)
For f ∈ C([0, T ] : H4(R)), g ∈ C([0, T ] : H4(T × R)), Y ∈ {R,NR}, and t1, t2 ∈ [0, T ] we
define
‖f‖2Y [t1,t2] := sup
t∈[t1,t2]
∫
R
A2Y (t, ξ)
∣∣f˜(t, ξ)∣∣2 dξ + ∫ t2
t1
∫
R
|A˙Y (s, ξ)|AY (s, ξ)
∣∣f˜(s, ξ)∣∣2 dξds, (4.7)
‖g‖2W [t1,t2] := sup
t∈[t1,t2]
{∑
k∈Z
∫
R
A2k(t, ξ)
∣∣g˜(t, k, ξ)∣∣2 dξ}
+
∫ t2
t1
∑
k∈Z
∫
R
∣∣(AkA˙k)(s, ξ)∣∣g˜(s, k, ξ)∣∣2 dξds, (4.8)
‖g‖2
W˜ [t1,t2]
:= sup
t∈[t1,t2]
{ ∑
k∈Z∗
∫
R
A2k(t, ξ)
k2〈t〉2
|ξ|2 + k2〈t〉2
∣∣g˜(t, k, ξ)∣∣2 dξ}
+
∫ t2
t1
∑
k∈Z∗
∫
R
∣∣(AkA˙k)(s, ξ)∣∣ k2〈s〉2|ξ|2 + k2〈s〉2 ∣∣g˜(s, k, ξ)∣∣2 dξds.
(4.9)
For simplicity of notation, let Y := Y [1, T ], W :=W [1, T ], W˜ := W˜ [1, T ].
The resonant weights AR are our strongest weights. We show first that R is an algebra, and,
in fact, multiplication by functions in R preserves the norms W and W˜ . More precisely:
Lemma 4.2. (i) If f, g ∈ C([1, T ] : H4(R)) and H ∈ C([1, T ] : H4(T× R)), then
‖fg‖R .δ ‖f‖R‖g‖R. (4.10)
and
‖fH‖W .δ ‖f‖R‖H‖W , ‖fH‖W˜ .δ ‖f‖R‖H‖W˜ . (4.11)
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(ii) As a consequence, if Ψ1 is a Gevrey cutoff function supported in
[
b(ϑ0/20), b(1− ϑ0/20)
]
and satisfying
∥∥e〈ξ〉3/4Ψ˜1(ξ)∥∥L∞ . 1, and
h ∈ {Ψ1(V ′)a, Ψ1(B′)a, 〈∂v〉−1V ′′, B′′ : a ∈ [−2, 2] ∩ Z}, (4.12)
then
‖h‖R .δ 1. (4.13)
Moreover, the functions B′0 and B
′′
0 do not depend on t and satisfy the stronger bounds
‖Ψ1B′0‖G4δ0,1/2 + ‖Ψ1(1/B′0)‖G4δ0,1/2 + ‖B′′0‖G4δ0,1/2 . 1. (4.14)
(iii) With K as in (2.47) and h satisfying ‖h‖R + ‖∂vh‖R ≤ 1, for any t ∈ [1, T ] we have∫
R
A2NR(t, ξ)
(〈ξ〉2〈t〉2 +K2〈ξ〉1/2〈t〉7/2)∣∣(˜hV˙ )(t, ξ)∣∣2 dξ .δ ǫ21,∫ t
1
∫
R
|A˙NR(s, ξ)|ANR(s, ξ)
(〈ξ〉2〈s〉2 +K2〈ξ〉1/2〈s〉7/2)∣∣(˜hV˙ )(s, ξ)∣∣2 dξds .δ ǫ21. (4.15)
The implicit constants in (4.15) may depend on δ, and K is assumed large enough compared to
these constants.
Proof. (i) The bounds (4.10) follow using Lemma 4.1 (i) and the bilinear estimates (3.40)–(3.41)
with Y = R and α = 0. (see [22, Lemma 4.2] for complete details). To prove the bounds (4.11)
we use the bilinear estimates (3.42)–(3.43). Moreover, if k 6= 0 it is easy to see that
|k|〈t〉
|ξ|+ |k|〈t〉 .δ
|k|〈t〉
|η|+ |k|〈t〉e
δmin(〈ξ−η〉,〈k,η〉)1/2 , (4.16)
and the desired bounds (4.11) follow using also Lemma 4.1 (ii).
(ii) To prove the bounds (4.13) we write
B′(t, v) = B′∗(t, v) +B
′
0(v), V
′(t, v) = V ′∗(t, v) +B
′
0(v),
B′′(t, v) = B′′∗ (t, v) +B
′′
0 (v),
(4.17)
and recall also that V ′′ = ∂v(V ′)2/2, see (2.33). The functions B′0, 1/B
′
0, and B
′′
0 do not depend
on t and satisfy the bounds (4.14), as a consequence of Lemmas 3.1 and 3.2 and the assumptions
(1.7)–(1.8). The desired bounds (4.13) follow using the algebra property (4.10), the bootstrap
assumptions (2.49) on V ′∗ , B′∗, B′′∗ , and the identities (4.17), as long as ǫ1 is sufficiently small
depending on δ (see [22, Lemma 4.2] for complete details).
(iii) To prove (4.15) we use the formula ∂vV˙ = H/(tV ′) (see (2.33)) and the bootstrap
assumptions (2.49). Since V˙ and H are supported in [b(ϑ0), b(1− ϑ0)] we have
tV ′∂vV˙ = ΨH = Ψ(B′∗ − V ′∗ − 〈F 〉),
see (2.27), where Ψ is as in (2.42). The bootstrap assumptions (2.49) show that
‖V ′∗‖R + ‖B′∗‖R + ‖〈F 〉‖NR . ǫ1. (4.18)
The desired bounds (4.15) follow using (2.49), the bilinear estimates (3.40)–(3.41) with Y = NR,
and the bounds ‖Ψ(V ′)−1‖R . 1 (see also [22, Lemma 4.5]). 
We record now bounds on some of the functions that apear in the right-hand sides of the
equations (2.28) and (2.31).
NONLINEAR INVISCID DAMPING NEAR MONOTONIC SHEAR FLOWS 25
Lemma 4.3. (i) For any t ∈ [1, T ] and h1 ∈ {(V ′)a∂z(Ψφ) : a ∈ [−2, 2]} we have∑
k∈Z\{0}
∫
R
A2k(t, ξ)
k2〈t〉4〈t− ξ/k〉4
(|ξ/k|2 + 〈t〉2)2
∣∣h˜1(t, k, ξ)∣∣2 dξ .δ ǫ21∫ t
1
∑
k∈Z\{0}
∫
R
|A˙k(s, ξ)|Ak(s, ξ)k
2〈s〉4〈s− ξ/k〉4
(|ξ/k|2 + 〈s〉2)2
∣∣h˜1(s, k, ξ)∣∣2 dξds .δ ǫ21. (4.19)
(ii) For any t ∈ [1, T ] and h2 ∈ {(V ′)a∂vP 6=0(Ψφ) : a ∈ [−2, 2]} we have∑
k∈Z\{0}
∫
R
A2k(t, ξ)
k4〈t〉2〈t− ξ/k〉4
(|ξ/k|2 + 〈t〉2)〈ξ〉2
∣∣h˜2(t, k, ξ)∣∣2 dξ .δ ǫ21∫ t
1
∑
k∈Z\{0}
∫
R
|A˙k(s, ξ)|Ak(s, ξ) k
4〈s〉2〈s− ξ/k〉4
(|ξ/k|2 + 〈s〉2)〈ξ〉2
∣∣h˜2(s, k, ξ)∣∣2 dξds .δ ǫ21. (4.20)
(iii) If g ∈ {(V ′)a〈∂zφ∂vF 〉, (V ′)a〈∂vP 6=0φ∂zF 〉, a ∈ [−2, 2] ∩ Z} then, for any t ∈ [1, T ],∫
R
|A˙NR(t, ξ)|−2A4NR(t, ξ)
(〈t〉3/2〈ξ〉−3/2)|g˜(t, ξ)|2 dξ .δ ǫ41,∫ t
1
∫
R
|A˙NR(s, ξ)|−1A3NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)|g˜(s, ξ)|2 dξds .δ ǫ41. (4.21)
Proof. See [22, Lemma 4.3] for (i) and (ii), and [22, Lemma 4.6] for the proof of (iii). 
4.1. Green’s functions and elliptic estimates. Assume that ϕ′, f ′ : T × [0, 1] → C are C2
functions satisfying
(∂2x + ∂
2
y)ϕ
′ = f ′, ϕ′(x, 0) = ϕ′(x, 1) = 0. (4.22)
Then ϕ′ can be determined explicitly through an integral operator. Indeed, we can write
ϕ′k(y) = −
∫ 1
0
f ′k(y
′)Gk(y, y′) dy′, (4.23)
where
Gk(y, z) :=
1
k sinh k
{
sinh(k(1− z)) sinh(ky) if y ≤ z,
sinh(kz) sinh(k(1 − y)) if y ≥ z, k ∈ Z \ {0}, (4.24)
G0(y, z) :=
{
(1− z)y if y ≤ z,
z(1− y) if y ≥ z, (4.25)
is the Green’s function associated to the equation (4.22), and
ϕ′k(y) :=
1
2π
∫
T
ϕ′(x, y)e−ikx dx, f ′k(y) :=
1
2π
∫
T
f ′(x, y)e−ikx dx, (4.26)
denote the k-th Fourier coefficient of the functions ϕ′ and f ′.
We prove now an important lemma concerning elliptic estimates adapted to our situation.
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Lemma 4.4. Assume that f ∈ C([0, T ] : H4(T×[b(0), b(1)])) is supported in T×[b(ϑ0), b(1−ϑ0)].
Then there is a unique solution ϕ ∈ C([0, T ] : H4(T× [b(0), b(1)])) of the problem
∂2zϕ+ (B
′
0)
2(∂v − t∂z)2ϕ+B′′0 (∂v − t∂z)ϕ = f(t, z, v), (4.27)
with Dirichlet boundary conditions ϕ(t, z, b(0)) = ϕ(t, z, b(1)) = 0. Moreover, if t1, t2 ∈ [0, T ]
then, recalling the definitions (4.7)–(4.9),∥∥P6=0[∂2z + (∂v − t∂z)2](Ψϕ)∥∥W [t1,t2] .δ ‖f‖W [t1,t2],∥∥P6=0[∂2z + (∂v − t∂z)2](Ψϕ)∥∥W˜ [t1,t2] .δ ‖f‖W˜ [t1,t2]. (4.28)
Proof. We reverse the change of variables (2.4), so we define
ϕ′(t, x, y) := ϕ(t, x− tb(y), b(y)), f ′(t, x, y) := f(t, x− tb(y), b(y)). (4.29)
The functions ϕ′, f ′ satisfy the equation (4.22) for any t ∈ [0, T ], therefore, using (4.29),
ϕk(t, b(y)) = −
∫ 1
0
fk(t, b(y
′))Gk(y, y′)eikt((b(y)−b(y
′)) dy′.
Thus, letting Gk(b(y), b(y′)) := Gk(y, y′), we have
ϕk(t, v) = −
∫ b(1)
b(0)
fk(t, w)Gk(v,w)eikt(v−w)(1/B′0(w)) dw, (4.30)
Recall that f(t) is supported in T × [b(ϑ0), b(1 − ϑ0)]. We multiply (4.30) by Ψ(v)Ψ(w), and
take the Fourier transform in v and w. Thus
Ψ˜ϕ(t, k, ξ) = C
∫
R
f˜(t, k, η)K(ξ − kt, kt− η) dη,
K(µ, ν) : =
∫
R2
Ψ(v)Ψ(w)Gk(v,w)(1/B′0(w))e−ivµe−iwν dvdw.
(4.31)
The kernel K satisfies the bounds, for k 6= 0,
|K(µ, ν)| . e
−4δ0〈µ+ν〉1/2
k2 + |µ|2 . (4.32)
This is proved in [24, Lemma A3], using the explicit formula (4.24). Therefore, using (4.31),
(k2 + |ξ − kt|2)|Ψ˜ϕ(t, k, ξ)| .
∫
R
|f˜(t, k, η)|e−4δ0〈ξ−η〉1/2 dη, (4.33)
for k 6= 0. It follows from (3.42) that, for any ξ, η ∈ R, k ∈ Z \ {0}, and t ≥ 0,
Ak(t, ξ) .δ Ak(t, η)e
2δ0〈ξ−η〉1/2 . (4.34)
The inequalities in (4.28) follow from (4.33)–(4.34) and the definitions (4.8)–(4.9), using also
(3.32) (for the space-time bound). 
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5. Improved control on the coordinate functions V ′∗ , B′∗, B′′∗ ,H
In this subsection we prove the following bounds:
Proposition 5.1. With the definitions and assumptions in Proposition 2.2, we have∑
g∈{V ′
∗
,B′
∗
,B′′
∗
,H}
[Eg(t) + Bg(t)] ≤ ǫ21/2 for any t ∈ [1, T ]. (5.1)
The rest of the subsection is concerned with the proof of this proposition. The arguments are
similar to the arguments in [21, Section 6], and we will be somewhat brief.
Using the definitions (2.46)–(2.47) we calculate
d
dt
∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
}
Eg(t) = 2K2
∫
R
A˙NR(t, ξ)ANR(t, ξ)
(〈t〉3/2〈ξ〉−3/2)∣∣H˜(t, ξ)∣∣2 dξ
+K22ℜ
∫
R
A2NR(t, ξ)
(〈t〉3/2〈ξ〉−3/2)∂tH˜(t, ξ)H˜(t, ξ) dξ
+K2
∫
R
A2NR(t, ξ)
3
2
(
t〈t〉−1/2〈ξ〉−3/2)∣∣H˜(t, ξ)∣∣2 dξ
+ 2
∑
U∈{V ′
∗
,B′
∗
,B′′
∗
}
∫
R
A˙R(t, ξ)AR(t, ξ)
∣∣U˜(t, ξ)∣∣2 dξ
+ 2
∑
U∈{V ′
∗
,B′
∗
,B′′
∗
}
ℜ
∫
R
A2R(t, ξ)∂tU˜(t, ξ)U˜ (t, ξ) dξ.
Therefore, since ∂tAR ≤ 0 and ∂tANR ≤ 0, for any t ∈ [1, T ] we have∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
}
[Eg(t) + Bg(t)]
=
∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
}
Eg(1) −
[ ∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
}
Bg(t)
]
+ L1(t) + L2(t),
(5.2)
where
L1(t) := 2ℜ
∑
U∈{V ′
∗
,B′
∗
,B′′
∗
}
∫ t
1
∫
R
A2R(s, ξ)∂sU˜(s, ξ)U˜ (s, ξ) dξds, (5.3)
L2(t) : = K22ℜ
∫ t
1
∫
R
A2NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)∂sH˜(s, ξ)H˜(s, ξ) dξds
+K2
∫ t
1
∫
R
A2NR(s, ξ)
3
2
(
s〈s〉−1/2〈ξ〉−3/2)∣∣H˜(s, ξ)∣∣2 dξds. (5.4)
Since
∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
} Eg(1) . ǫ31, for (5.1) it suffices to prove that, for any t ∈ [1, T ],
−
[ ∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
}
Bg(t)
]
+ L1(t) + L2(t) ≤ ǫ21/4. (5.5)
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To prove (5.5) we rewrite the equations (2.29)–(2.30) in the form
∂tB
′
∗ = −V˙ ∂vB′∗ − V˙ ∂vB′0,
∂tB
′′
∗ = −V˙ ∂vB′′∗ − V˙ ∂vB′′0 ,
∂tV
′
∗ = −V˙ ∂vV ′∗ − V˙ ∂vB′0 +H/t,
(5.6)
We extract the quadratic components of L1 and L2 (corresponding to the linear terms in the
right-hand sides of (5.6) and (2.31), so we define
L1,2(t) := 2ℜ
∫ t
1
∫
R
A2R(s, ξ)
{[H˜(s, ξ)
s
− ˜˙V ′1(s, ξ)]V˜ ′∗(s, ξ)− ∑
a∈{1,2}
˜˙V ′a(s, ξ)U˜a(s, ξ)} dξds, (5.7)
where V˙ ′1 := V˙ ∂vB
′
0, V˙
′
2 := V˙ ∂vB
′′
0 , U1 := B
′∗, U2 := B′′∗ , and
L2,2(t) := K2
∫ t
1
∫
R
A2NR(s, ξ)
{
− 2〈s〉
3/2
s〈ξ〉3/2 |H˜(s, ξ)|
2 +
3s/2
〈s〉1/2〈ξ〉3/2
∣∣H˜(s, ξ)∣∣2} dξds
= −K2
∫ t
1
∫
R
A2NR(s, ξ)
2 + s2/2
s〈ξ〉3/2〈s〉1/2 |H˜(s, ξ)|
2 dξds.
(5.8)
We examine the identities (5.6) and (2.31) and let
f1 := −V˙ ∂vB′∗, f2 := −V˙ ∂vB′′∗ , f3 := −V˙ ∂vV ′∗ ,
g1 := −V˙ ∂vH, g2 := V ′[〈∂zφ∂vF 〉 − 〈∂vP6=0φ∂zF 〉].
(5.9)
Notice that
L1(t) = L1,2(t) + 2ℜ
∫ t
1
∫
R
A2R(s, ξ)
{ ∑
a∈{1,2}
f˜a(s, ξ)U˜a(s, ξ) + f˜3(s, ξ)V˜ ′∗(s, ξ)
}
dξds,
L2(t) = L2,2(t) +
∑
a∈{1,2}
K22ℜ
∫ t
1
∫
R
A2NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)g˜a(s, ξ)H˜(s, ξ) dξds. (5.10)
The desired bounds (5.5) follow from Lemmas 5.2 and 5.3 below.
Lemma 5.2. For any t ∈ [1, T ] we have
−
[ ∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
}
Bg(t)
]
+ L1,2(t) + L2,2(t) ≤ ǫ21/8. (5.11)
Proof. Since L2,2(t) ≤ 0, it suffices to prove that, for any t ∈ [1, T ],
L1,2(t) ≤
[ ∑
g∈{H,V ′
∗
,B′
∗
,B′′
∗
}
Bg(t)
]
+ ǫ21/8. (5.12)
NONLINEAR INVISCID DAMPING NEAR MONOTONIC SHEAR FLOWS 29
Using Cauchy-Schwarz and the definitions, we have
L1,2(t) ≤ 1
2
BV ′
∗
(t) + 32
∫ t
1
∫
R
A3R(s, ξ)
|A˙R(s, ξ)|
|H˜(s, ξ)|2
s2
dξds + 32
∫ t
1
∫
R
A3R(s, ξ)
|A˙R(s, ξ)|
|V˙ ′1(s, ξ)|2 dξds
+
1
2
BB′
∗
(t) + 8
∫ t
1
∫
R
A3R(s, ξ)
|A˙R(s, ξ)|
|V˙ ′1(s, ξ)|2 dξds
+
1
2
BB′′
∗
(t) + 8
∫ t
1
∫
R
A3R(s, ξ)
|A˙R(s, ξ)|
|V˙ ′2(s, ξ)|2 dξds
The functions V˙ ′a, a ∈ {1, 2} satisfy the bounds (4.15). Notice also that for any Cδ ≥ 1 there
is K(δ) large enough such that
A3R(s, ξ)
s2|A˙R(s, ξ)|
≤ ANR(s, ξ)|A˙NR(s, ξ)|(C−1δ +K(δ)2〈s〉3/2〈ξ〉−3/2).
This inequality is proved in [21, Lemma 6.2]. The desired bounds (5.12) follow by letting K
large enough, using also the estimates (4.15). 
We prove now estimates on the cubic terms.
Lemma 5.3. For any t ∈ [1, T ] and a ∈ {1, 2} we have∣∣∣2ℜ ∫ t
1
∫
R
A2R(s, ξ)f˜a(s, ξ)U˜a(s, ξ) dξds
∣∣∣ .δ ǫ31, (5.13)∣∣∣2ℜ ∫ t
1
∫
R
A2R(s, ξ)f˜3(s, ξ)V˜
′∗(s, ξ) dξds
∣∣∣ .δ ǫ31, (5.14)
and ∣∣∣2ℜ ∫ t
1
∫
R
A2NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)g˜a(s, ξ)H˜(s, ξ) dξds∣∣∣ .δ ǫ31. (5.15)
Proof. Step 1. We start with (5.13)-(5.14). The two bounds are similar, so we only provide all
the details for the estimate (5.14). See also [21, Lemma 6.5] for a similar argument.
We write the left-hand side of (5.14) in the form
C
∣∣∣2ℜ ∫ t
1
∫
R
∫
R
A2R(s, ξ)
˜˙V (s, ξ − η)(iη)V˜ ′∗ (s, η)V˜ ′∗(s, ξ) dξdηds∣∣∣
= C
∣∣∣ ∫ t
1
∫
R
∫
R
[ηA2R(s, ξ)− ξA2R(s, η)] ˜˙V (s, ξ − η)V˜ ′∗(s, η)V˜ ′∗(s, ξ) dξdηds∣∣∣,
using symmetrization and the fact that V˙ is real-valued. We define the sets
S0 :=
{
(ξ, η) ∈ R2 : min(〈ξ〉, 〈η〉, 〈ξ − η〉) ≥ 〈ξ〉+ 〈η〉 + 〈ξ − η〉
20
}
,
S1 :=
{
(ξ, η) ∈ R2 : 〈ξ − η〉 ≤ 〈ξ〉+ 〈η〉 + 〈ξ − η〉
10
}
,
S2 :=
{
(ξ, η) ∈ R2 : 〈η〉 ≤ 〈ξ〉+ 〈η〉 + 〈ξ − η〉
10
}
,
S3 :=
{
(ξ, η) ∈ R2 : 〈ξ〉 ≤ 〈ξ〉+ 〈η〉+ 〈ξ − η〉
10
}
.
(5.16)
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and the corresponding integrals
In :=
∫ t
1
∫
R
∫
R
1Sn(ξ, η)|ηA2R(s, ξ)− ξA2R(s, η)| | ˜˙V (s, ξ − η)||V˜ ′∗(s, η)| |V˜ ′∗(s, ξ)| dξdηds. (5.17)
For (5.14) it suffices to prove that
In .δ ǫ31 for n ∈ {0, 1, 2, 3}. (5.18)
We use the following bilinear estimates for the weights, proved in [21, Lemma 8.9]. Letting
δ′0 = δ0/200, we have:
• If (ξ, η) ∈ S0 ∪ S1, ρ = ξ − η, s ≥ 1, α ∈ [0, 4], and Y ∈ {NR,R} then
|ηA2Y (s, ξ)〈ξ〉−α − ξA2Y (s, η)〈η〉−α|
.δ s
1.6
√
|(AY A˙Y )(s, ξ)|
〈ξ〉α/2
√
|(AY A˙Y )(s, η)|
〈η〉α/2 · ANR(s, ρ)e
−δ′0〈ρ〉1/2 .
(5.19)
• If (ξ, η) ∈ S2, ρ = ξ − η, and s ≥ 1 then
〈η〉A2R(s, ξ) .δ s1.1〈ξ〉0.6
√
|(ARA˙R)(s, ξ)|
√
|(ANRA˙NR)(s, ρ)| ·AR(s, η)e−δ′0〈η〉1/2 (5.20)
and
〈η〉A2NR(s, ξ) .δ s1.1〈ξ〉−0.4
√
|(ANRA˙NR)(s, ξ)|
√
|(ANRA˙NR)(s, ρ)| ·ANR(s, η)e−δ′0〈η〉1/2 . (5.21)
For n ∈ {0, 1} we can now estimate, using (5.19),
In .δ
∥∥∥√|(ARA˙R)(s, ξ)|V˜ ′∗(s, ξ)∥∥∥
L2sL
2
ξ
∥∥∥√|(ARA˙R)(s, η)|V˜ ′∗(s, η)∥∥∥
L2sL
2
η
×
∥∥∥s1.6ANR(s, ρ)〈ρ〉2e−δ′0〈ρ〉1/2 ˜˙V (s, ρ)∥∥∥
L∞s L
2
ρ
,
and the bounds (5.18) follow for n ∈ {0, 1} from (2.49) and (4.15). Similarly, for n = 2 we use
(5.20) and (3.22) to estimate
I2 .δ
∥∥∥√|(ARA˙R)(s, ξ)|V˜ ′∗(s, ξ)∥∥∥
L2sL
2
ξ
∥∥∥s1.1〈ρ〉0.6√|(ANRA˙NR)(s, ρ)| ˜˙V (s, ρ)∥∥∥
L2sL
2
ρ
×
∥∥∥AR(s, η)〈η〉e−δ′0〈η〉1/2 V˜ ′∗(s, η)∥∥∥
L∞s L
2
η
,
and the desired bounds follow from (2.49) and (4.15). The case n = 3 is similar, by changes of
variables, which completes the proof of (5.14).
Step 2. The bounds (5.15) for a = 1 are similar, using symmetrization, the bounds (5.19)
with Y = NR, and the bounds (5.21). See also [21, Lemma 6.6] for a similar argument. Finally,
the bounds (5.15) for a = 2 follow from (4.21), (2.49), and the Cauchy inequality (see also [21,
Lemma 6.4] for a similar proof). 
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6. Improved control on the auxiliary variables Θ∗ and F ∗
In this section we prove the main bootstrap bounds (2.50) for the functions Θ∗ and F ∗.
Proposition 6.1. With the definitions and assumptions in Proposition 2.2, we have
EΘ∗(t) + BΘ∗(t) .δ ǫ41 for any t ∈ [1, T ]. (6.1)
Proof. We use the equations (2.32) and (2.39), thus
∂2z (φ− φ′) + (B′0)2(∂v − t∂z)2(φ− φ′) +B′′0 (∂v − t∂z)(φ− φ′) = G1 + G2,
G1 :=
[
(B′0)
2 − (V ′)2] (∂v − t∂z)2φ,
G2 := (B′′0 − V ′′)(∂v − t∂z)φ.
(6.2)
In view of Lemma 4.4, it suffices to prove that
‖G1‖W˜ + ‖G2‖W˜ .δ ǫ21. (6.3)
Since V ′∗ is supported in [b(ϑ0), b(1 − ϑ0)], we can write
G1 = −V ′∗ ·Ψ(B′0 + V ′) · (∂v − t∂z)2(Ψφ),
where Ψ is the Gevrey cut-off function in (2.42). Using Lemma 4.2 (i), (ii), and the bootstrap
assumptions (2.49) for V ′∗ and Θ, we can estimate
‖G1‖W˜ .δ ‖V ′∗‖R‖Ψ(B′0 + V ′)‖R‖(∂v − t∂z)2(Ψφ)‖W˜ .δ ǫ21,
as claimed in (6.3).
Similarly, since V ′′ = V ′∂vV ′ and B′′0 = B
′
0∂vB
′
0, we can write
G2 = −(1/2)∂v [V ′∗ ·Ψ(B′0 + V ′)] · (∂v − t∂z)(Ψφ). (6.4)
Moreover
|k|〈t〉
|ξ|+ |k|〈t〉 .δ
〈η − tk〉
〈ξ − η〉
|k|〈t〉
|η|+ |k|〈t〉e
δmin(〈ξ−η〉,〈k,η〉)1/2 , (6.5)
if k ∈ Z∗, t ≥ 1, and ξ, η ∈ R, as one can check easily by considering the cases |ξ − η| ≤ 10|k, η|
and |ξ − η| ≥ 10|k, η|. Therefore, using also (3.42)–(3.43),
Ak(t, ξ)|k|〈t〉
|ξ|+ |k|〈t〉 .δ
AR(t, ξ − η)
〈ξ − η〉
Ak(t, η)|k|〈t〉
|η|+ |k|〈t〉 〈η − tk〉e
−(δ0/30)min(〈ξ−η〉,〈k,η〉)1/2
and
|(AkA˙k)(t, ξ)|1/2|k|〈t〉
|ξ|+ |k|〈t〉 .δ e
−(δ0/30)min(〈ξ−η〉,〈k,η〉)1/2
{ |(ARA˙R)(t, ξ − η)|1/2
〈ξ − η〉
×Ak(t, η)|k|〈t〉|η|+ |k|〈t〉 〈η − tk〉+
AR(t, ξ − η)
〈ξ − η〉
|(AkA˙k)(t, η)|1/2|k|〈t〉
|η|+ |k|〈t〉 〈η − tk〉
}
.
We examine the formula (6.4) and notice that ‖V ′∗ ·Ψ(B′0 + V ′)‖R .δ ǫ1 (due to Lemma 4.2
(i), (ii)) and ‖〈∂v − t∂z〉(∂v − t∂z)(Ψφ)‖W˜ .δ ǫ1 (due to the bootstrap assumption (2.49)). The
desired conclusion ‖G2‖W˜ .δ ǫ21 in (6.3) follows using Lemma 4.1 (ii) and the two weighted
estimates above. 
We prove now bootstrap bounds on the function F ∗.
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Proposition 6.2. With the definitions and assumptions in Proposition 2.2, we have
EF ∗(t) + BF ∗(t) .δ ǫ31 for any t ∈ [1, T ]. (6.6)
Proof. The function F ∗ satisfies the evolution equation
∂tF
∗ = V ′∂vP6=0φ∂zF − (V˙ + V ′∂zφ) ∂vF + (B′′∂zφ−B′′0∂zφ′), (6.7)
which follows from (2.28) and (2.40). Recalling the definition (2.43), we calculate
d
dt
EF ∗(t) =
∑
k∈Z
∫
R
2A˙k(t, ξ)Ak(t, ξ)
∣∣F˜ ∗(t, k, ξ)∣∣2 dξ
+ 2ℜ
∑
k∈Z
∫
R
A2k(t, ξ)∂tF˜
∗(t, k, ξ)F˜ ∗(t, k, ξ) dξ.
(6.8)
Therefore, since ∂tAk ≤ 0, for any t ∈ [1, T ] we have
Ef (t) +
∫ t
1
∑
k∈Z
∫
R
2|A˙k(s, ξ)|Ak(s, ξ)
∣∣F˜ ∗(s, k, ξ)∣∣2 dξds
= Ef (1) +
∫ t
1
{
2ℜ
∑
k∈Z
∫
R
A2k(s, ξ)∂sF˜
∗(s, k, ξ)F˜ ∗(s, k, ξ) dξ
}
ds.
We examine the equation (6.7) and decompose the nonlinearity in the right-hand side. Let
N1 := V ′∂vP6=0φ∂zF ∗, N2 := −V ′∂zφ∂vF ∗, N3 := −V˙ ∂vF ∗,
N4 := V ′∂vP6=0φ∂z(F − F ∗), N5 := −V ′∂zφ∂v(F − F ∗),
N6 := −V˙ ∂v(F − F ∗), N7 := B′′∂zφ−B′′0∂zφ′.
(6.9)
Since Ef (1) . ǫ31 (see (2.48)), for (6.6) it suffices to prove that, for any t ∈ [1, T ],∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜a(s, k, ξ)F˜ ∗(s, k, ξ) dξds
∣∣∣ .δ ǫ31, (6.10)
for a ∈ {1, . . . , 7}. We prove these bounds in Lemmas 6.3–6.5 below. 
Lemma 6.3. The bounds (6.10) hold for a ∈ {1, 2, 3}.
Proof. This is similar to the proofs of [21, Lemmas 4.4, 4.6, and 4.8], and we will be somewhat
brief. The common point is that one can symmetrize the integrals to avoid loss of derivatives.
Step 1. We consider first the nonlinearity N1. Letting H1 := V ′∂vP6=0(Ψφ), we write∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜1(s, k, ξ)F˜ ∗(s, k, ξ) dξds
∣∣∣
= C
∣∣∣2ℜ{ ∑
k,ℓ∈Z
∫ t
1
∫
R2
A2k(s, ξ)H˜1(s, k − ℓ, ξ − η)iℓF˜ ∗(s, ℓ, η)F˜ ∗(s, k, ξ) dξdηds
}∣∣∣
= C
∣∣∣ ∫ t
1
∑
k,ℓ∈Z
∫
R2
[
ℓA2k(s, ξ)− kA2ℓ (s, η)
]
H˜1(s, k − ℓ, ξ − η)F˜ ∗(s, ℓ, η)F˜ ∗(s, k, ξ) dξdηds
∣∣∣,
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where the second identity uses symmetrization based on the fact that H1 is real-valued. The
cutoff function Ψ can be inserted in the definition of H1 because F and F
∗ are supported in
[0, T ] × T× [b(ϑ0), b(1 − ϑ0)]. With Rn as in (3.44)–(3.47), we define the integrals
Un1 :=
∫ t
1
∑
k,ℓ∈Z
∫
R2
1Rn((k, ξ), (ℓ, η))
∣∣ℓA2k(s, ξ)− kA2ℓ(s, η)∣∣ |H˜1(s, k − ℓ, ξ − η)|
× |F˜ ∗(s, ℓ, η)| |F˜ ∗(s, k, ξ)| dξdηds.
(6.11)
We use Lemma 3.9 and remark that H˜1(t, 0, ρ) = 0 for ρ ∈ R. Denote (m,ρ) = (k − ℓ, ξ − η).
Using (3.48), (4.20), and (2.49), for n ∈ {0, 1} we can bound
Un1 .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
√
|(AkA˙k)(s, ξ)|
∣∣F˜ ∗(s, k, ξ)∣∣√|(AℓA˙ℓ)(s, η)| ∣∣F˜ ∗(s, ℓ, η)∣∣
× 1Z∗(m)〈s〉〈s − ρ/m〉
2m2
(|ρ/m|+ 〈s〉)〈ρ〉 Am(s, ρ)
∣∣H˜1(s,m, ρ)∣∣e−δ′0〈m,ρ〉1/2 dξdηds
.δ
∥∥∥√|(AkA˙k)(s, ξ)| F˜ ∗(s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥√|(AℓA˙ℓ)(s, η)| F˜ ∗(s, ℓ, η)∥∥∥
L2sL
2
ℓ,η
×
∥∥∥1Z∗(m)Am(s, ρ)〈s〉〈s − ρ/m〉2m2
(|ρ/m|+ 〈s〉)〈ρ〉 e
−(δ′0/2)〈m,ρ〉1/2H˜1(s,m, ρ)
∥∥∥
L∞s L
2
m,ρ
.δ ǫ
3
1.
Similarly, for n = 2 we use (3.50), (4.20), and (2.49) to bound
U21 .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
1Z∗(m)
√
|(AmA˙m)(s, ρ)| 〈s〉〈s− ρ/m〉
2m2
(|ρ/m| + 〈s〉)〈ρ〉
∣∣H˜1(s,m, ρ)∣∣
×
√
|(AkA˙k)(s, ξ)|
∣∣F˜ ∗(s, k, ξ)∣∣Aℓ(s, η)e−δ′0〈ℓ,η〉1/2 |F˜ ∗(s, ℓ, η)| dξdηds
.δ
∥∥∥√|(AkA˙k)(s, ξ)| F˜ ∗(s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥Aℓ(s, η) e−(δ′0/2)〈ℓ,η〉1/2 F˜ ∗(s, ℓ, η)∥∥∥
L∞s L
2
ℓ,η
×
∥∥∥1Z∗(m)√|(AmA˙m)(s, ρ)| 〈s〉〈s− ρ/m〉2m2
(|ρ/m|+ 〈s〉)〈ρ〉
∣∣H˜1(s,m, ρ)∥∥∥
L2sL
2
m,ρ
.δ ǫ
3
1.
(6.12)
The case n = 3 is identical to the case n = 2, by symmetry, so Un1 .δ ǫ31 for all n ∈ {0, 1, 2, 3}.
The desired bounds (6.10) follow for a = 1.
Step 2. The bounds for the nonlinearity N2 follow in the same way, using the estimates
(3.54)–(3.56) and (4.19) (see [21, Lemma 4.6] for complete details). The bounds for the non-
linearity N3 also follow in the same way, using the estimates (3.57)–(3.59) and (4.15) (see [21,
Lemma 4.8] for complete details). 
Lemma 6.4. The bounds (6.10) hold for a ∈ {4, 5, 6}.
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Proof. Step 1. We consider first the nonlinearity N4, and estimate∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜4(s, k, ξ)F˜ ∗(s, k, ξ) dξds
∣∣∣
.
∣∣∣ ∑
k,ℓ∈Z
∫ t
1
∫
R2
A2k(s, ξ)H˜1(s, k − ℓ, ξ − η)ℓ ˜(F − F ∗)(s, ℓ, η)F˜ ∗(s, k, ξ) dξdηds
∣∣∣ . ∑
n∈{0,1,2,3}
Un4 ,
where H1 = V
′∂vP6=0(Ψφ) as in the proof of Lemma 6.3, and
Un4 :=
∫ t
1
∑
k,ℓ∈Z
∫
R2
1Rn((k, ξ), (ℓ, η))
∣∣ℓA2k(s, ξ)∣∣ |H˜1(s, k − ℓ, ξ − η)|
× | ˜(F − F ∗)(s, ℓ, η)| |F˜ ∗(s, k, ξ)| dξdηds.
Recall that H˜1(t, 0, ρ) = 0 for ρ ∈ R. Letting (m,ρ) = (k − ℓ, ξ − η) and using (3.49), (4.20),
and (2.49), for n ∈ {0, 1} we can bound
Un4 .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
√
|(AℓA˙ℓ)(s, η)|(1 + 〈ℓ, η〉/〈s〉)1/2
∣∣ ˜(F − F ∗)(s, ℓ, η)∣∣ ·√|(AkA˙k)(s, ξ)|
∣∣F˜ ∗(s, k, ξ)∣∣ · 1Z∗(m)〈s〉〈s − ρ/m〉2m2
(|ρ/m|+ 〈s〉)〈ρ〉 Am(s, ρ)
∣∣H˜1(s,m, ρ)∣∣e−δ′0〈m,ρ〉1/2 dξdηds
.δ
∥∥∥√|(AkA˙k)(s, ξ)| F˜ ∗(s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥√|(AℓA˙ℓ)(s, η)|(1 + 〈ℓ, η〉/〈s〉) ˜(F − F ∗)(s, ℓ, η)∥∥∥
L2sL
2
ℓ,η
×
∥∥∥1Z∗(m)Am(s, ρ)〈s〉〈s − ρ/m〉2m2
(|ρ/m|+ 〈s〉)〈ρ〉 e
−(δ′0/2)〈m,ρ〉1/2H˜1(s,m, ρ)
∥∥∥
L∞s L
2
m,ρ
.δ ǫ
3
1.
Moreover, we can also estimate U24 .δ ǫ31, using (3.50), (4.20), and (2.49) as in (6.12). Then we
can estimate U34 .δ ǫ31 by symmetry. The desired bounds (6.10) follow for a = 4.
Step 2. We consider now the nonlinearity N5, and estimate∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜5(s, k, ξ)F˜ ∗(s, k, ξ) dξds
∣∣∣ . ∑
n∈{0,1,2,3}
Un5 ,
where H2 := V
′∂z(Ψφ), and
Un5 :=
∫ t
1
∑
k,ℓ∈Z
∫
R2
1Rn((k, ξ), (ℓ, η))
∣∣ηA2k(s, ξ)∣∣ |H˜2(s, k − ℓ, ξ − η)|
× | ˜(F − F ∗)(s, ℓ, η)| |F˜ ∗(s, k, ξ)| dξdηds.
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Notice that H˜2(t, 0, ρ) = 0 for ρ ∈ R. Letting (m,ρ) = (k − ℓ, ξ − η) and using (3.55), (4.19),
and (2.49), for n ∈ {0, 1} we can bound, as before,
Un5 .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
√
|(AℓA˙ℓ)(s, η)|(1 + 〈ℓ, η〉/〈s〉)1/2
∣∣ ˜(F − F ∗)(s, ℓ, η)∣∣ ·√|(AkA˙k)(s, ξ)|
∣∣F˜ ∗(s, k, ξ)∣∣ · 1Z∗(m) |m|〈s〉2〈s − ρ/m〉2|ρ/m|2 + 〈s〉2 Am(s, ρ)∣∣H˜2(s,m, ρ)∣∣e−δ′0〈m,ρ〉1/2 dξdηds
.δ
∥∥∥√|(AkA˙k)(s, ξ)| F˜ ∗(s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥√|(AℓA˙ℓ)(s, η)|(1 + 〈ℓ, η〉/〈s〉) ˜(F − F ∗)(s, ℓ, η)∥∥∥
L2sL
2
ℓ,η
×
∥∥∥1Z∗(m) |m|〈s〉2〈s− ρ/m〉2|ρ/m|2 + 〈s〉2 Am(s, ρ)e−(δ′0/2)〈m,ρ〉1/2H˜2(s,m, ρ)∥∥∥L∞s L2m,ρ
.δ ǫ
3
1.
The term U25 can be bounded in the same way, using (3.56), (4.19), and (2.49), while the term
U35 can be bounded by symmetry. The desired bounds (6.10) follow for a = 5.
Step 3. Similarly, for a = 6 we estimate∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜6(s, k, ξ)F˜ ∗(s, k, ξ) dξds
∣∣∣ . ∑
n∈{0,1,2,3}
Un6 ,
where R∗n := {((k, ξ), (ℓ, η)) ∈ Rn : k = l} and
Un6 :=
∫ t
1
∑
k∈Z
∫
R2
1R∗n((k, ξ), (k, η))
∣∣ηA2k(s, ξ)∣∣ | ˜˙V (s, ξ − η)|
× | ˜(F − F ∗)(s, k, η)| |F˜ ∗(s, k, ξ)| dξdηds.
Letting ρ = ξ − η and using (3.58), (4.15), and (2.49), for n ∈ {0, 1} we can bound
Un6 .δ
∫ t
1
∑
k∈Z
∫
R2
√
|(AkA˙k)(s, η)|(1 + 〈k, η〉/〈s〉)1/2
∣∣ ˜(F − F ∗)(s, ℓ, η)∣∣ ·√|(AkA˙k)(s, ξ)|
∣∣F˜ ∗(s, k, ξ)∣∣ · (〈ρ〉〈s〉+ 〈ρ〉1/4〈s〉7/4)ANR(s, ρ)∣∣ ˜˙V (s, ρ)∣∣e−δ′0〈ρ〉1/2 dξdηds
.δ
∥∥∥√|(AkA˙k)(s, ξ)| F˜ ∗(s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥√|(AkA˙k)(s, η)|(1 + 〈k, η〉/〈s〉) ˜(F − F ∗)(s, k, η)∥∥∥
L2sL
2
k,η
×
∥∥∥(〈ρ〉〈s〉 + 〈ρ〉1/4〈s〉7/4)ANR(s, ρ)e−(δ′0/2)〈ρ〉1/2 ˜˙V (s, ρ)∥∥∥
L∞s L
2
ρ
.δ ǫ
3
1.
The term U26 can be bounded in the same way, using (3.59), (4.15), and (2.49), while the term
U36 can be bounded by symmetry. The desired bounds (6.10) follow for a = 6. 
Lemma 6.5. The bounds (6.10) hold for a = 7.
Proof. Since B′′ and B′′0 are supported in [0, T ]× T× [b(ϑ0), b(1 − ϑ0)] we can write
N7 = B′′∗∂z(Ψφ) +B′′0∂z(Ψ(φ− φ′)).
36 ALEXANDRU D. IONESCU AND HAO JIA
In view of (4.13), (2.49), and (6.1), and recalling the definition (4.7)–(4.9) we have
‖B′′∗‖R .δ ǫ1, ‖(∂2z + (∂v − t∂z)2)(Ψφ)‖W˜ .δ ǫ1,
‖B′′0‖R .δ 1,
∥∥(∂2z + (∂v − t∂z)2)(Ψ(φ − φ′))∥∥W˜ .δ ǫ21. (6.13)
Therefore, to prove (6.10) for a = 7 it suffices to show that∣∣∣∑
k∈Z
∫ t
1
∫
R2
kA2k(s, ξ)h˜(s, ξ − η)ϕ˜(s, k, η)F˜ ∗(s, k, ξ) dξdηds
∣∣∣ .δ ǫ1, (6.14)
for any functions h and ϕ satisfying ‖h‖R ≤ 1 and ‖(∂2z +(∂v− t∂z)2)ϕ‖W˜ ≤ 1. With R∗n defined
as before, for n ∈ {0, 1, 2, 3} we let
Un7 :=
∫ t
1
∑
k∈Z
∫
R2
1R∗n((k, ξ), (k, η))|k|A2k (s, ξ) |h˜(s, ξ − η)||ϕ˜(s, k, η)||F˜ ∗(s, k, ξ)| dξdηds.
Letting ρ = ξ − η and using (3.62), for n ∈ {0, 1} we can estimate
Un7 .δ
∫ t
1
∑
k∈Z∗
∫
R2
√
|(AkA˙k)(s, η)| |k|
2〈s〉〈s− η/k〉2
〈s〉+ |η/k|
∣∣ϕ˜(s, k, η)∣∣
×
√
|(AkA˙k)(s, ξ)|
∣∣F˜ ∗(s, k, ξ)∣∣ ·AR(s, ρ)∣∣h˜(s, ρ)∣∣e−δ′0〈ρ〉1/2 dξdηds
.δ
∥∥∥√|(AkA˙k)(s, ξ)| F˜ ∗(s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥AR(s, ρ)e−(δ′0/2)〈ρ〉1/2 h˜(s, ρ)∥∥∥
L∞s L
2
ρ
×
∥∥∥1Z∗(k)√|(AkA˙k)(s, η)| |k|2〈s〉〈s− η/k〉2〈s〉+ |η/k| ϕ˜(s, k, η)∥∥∥L2sL2k,η
.δ ǫ1.
Similarly, we can use (3.63) to estimate U27 .δ ǫ1 and then use (3.64) to estimate U37 .δ ǫ1. This
completes the proof of the lemma. 
7. Improved control on F − F ∗ and the main variables F and Θ
In this section we improve the remaining bootstrap bounds:
Proposition 7.1. With the definitions and assumptions in Proposition 2.2, we have∑
g∈{F−F ∗,F,Θ}
[Eg(t) + Bg(t)] .δ ǫ31 for any t ∈ [1, T ]. (7.1)
The key issue is to prove the bounds (7.1) for the variable F − F ∗, from which the other
bounds follow easily. Our main tool is the following precise estimates on the linearized flow.
Proposition 7.2. Given k ∈ Z∗, assume that fk is a smooth solution to the equation
∂tfk − ikB′′0ψk = Xk(t, v), (7.2)
(B′0)
2(∂v − itk)2ψk +B′′0 (∂v − itk)ψk − k2ψk = fk, ψk(b(0)) = ψk(b(1)) = 0, (7.3)
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for t ∈ [0, T ], v ∈ [b(0), b(1)], with vanishing initial data fk(0, v) ≡ 0. Assume that Xk is
supported in [0, T ]× [b(ϑ0), b(1 − ϑ0)]. Then
f˜k(t, ξ) =
∫ t
0
X˜k(s, ξ) ds + ik
∫ t
0
∫ t
s
∫
R
B˜′′0 (ζ) Π˜k(s, ξ − ζ − kτ, ξ − ζ) dζdτds, (7.4)
for some functions Πk : [0, T ] × R2 → C. Moreover, the functions Πk satisfy the bounds∥∥∥(|k| + |ξ|)Wk(η) Π˜k(t, ξ, η)∥∥∥
L2ξ,η
.δ
∥∥∥Wk(ξ)X˜k(t, ξ)∥∥∥
L2ξ
, (7.5)
for any t ∈ [0, T ] and δ sufficiently small. Here Wk ≥ 1 is a family of weights which depend on
a small parameter δ ∈ (0, 1], and satisfy, for any k ∈ Z∗ and ξ, η ∈ R,
|Wk(ξ)−Wk(η)| . e2δ0〈ξ−η〉1/2Wk(η)
[ C(δ)
〈k, η〉1/8 +
√
δ
]
, (7.6)
where C(δ)≫ 1 is a large constant, and the implied constant in (7.6) does not depend on k, δ.
The weights Wk we use for our application are connected to the main weights Ak, see (7.15)
and (7.17). They are allowed to depend on t as well, as long as the bounds (7.6) hold uniformly.
The proof of Proposition 7.2 is based on the ideas introduced in [24]. For our purposes here,
we need to consider the linearized flow with an inhomogeneous term and to obtain more precise
estimates. We provide the detailed proof of this proposition in the next section.
7.1. Proof of Proposition 7.1. In the rest of this section, we assume Proposition 7.2 and
prove Proposition 7.1. For k ∈ Z∗ we define the function φ∗k(t, v) as the solution to
(B′0)
2(∂v − itk)2φ∗k +B′′0 (∂v − itk)φ∗k − k2φ∗k = F ∗k , for v ∈ (b(0), b(1)), (7.7)
with boundary value φ∗k(t, b(0)) = φ
∗
k(t, b(1)) = 0. Notice that
sup
t∈[0,T ]
{ ∑
k∈Z∗
∫
R
A2k(t, ξ)(|k|2 + |ξ − kt|2)2
∣∣h˜k(t, ξ)∣∣2 dξ} .δ ǫ31,
∑
k∈Z∗
∫ T
0
∫
R
∣∣A˙kAk(s, ξ)∣∣(|k|2 + |ξ − ks|2)2 ∣∣h˜k(s, ξ)∣∣2 dξds .δ ǫ31, (7.8)
where hk = Ψφ
∗
k or hk = B
′′
0φ
∗
k. Indeed, since ‖F ∗‖W [0,T ] .δ ǫ3/21 (see (6.6)), the bounds (7.8)
follow from the elliptic bounds in Lemma 4.4 if hk = Ψφ
∗
k. The bounds for B
′′
0φ
∗
k = B
′′
0Ψφ
∗
k then
follow using Lemma 3.8 (ii) and the bounds (4.14) on the function B′′0 .
We now write
Fk(t, v)− F ∗k (t, v)− ik
∫ t
0
B′′0 (v)(φ
′
k − φ∗k)(τ, v) dτ = ik
∫ t
0
B′′0 (v)φ
∗
k(τ, v) dτ. (7.9)
Setting
gk(t, v) := Fk(t, v) − F ∗k (t, v), ψk(t, v) := φ′k(t, v)− φ∗k(t, v), (7.10)
then gk satisfies the equation
∂tgk − ikB′′0 (v)ψk = ik(B′′0φ∗k)(t, v), (7.11)
with initial data gk(0, v) ≡ 0, while ψk solves the elliptic equation
(B′0)
2(∂v − itk)2ψk+B′′0 (∂v − itk)ψk − k2ψk = gk, ψk(t, b(0)) = ψk(t, b(1)) = 0, (7.12)
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in [0, T ] × [b(0), b(1)]. Using Proposition 7.2, we obtain that
g˜k(t, ξ) = ik
∫ t
0
˜(B′′0φ
∗
k)(s, ξ) ds + ik
∫ t
0
∫ t
s
∫
R
B˜′′0 (ζ) Π˜k(s, ξ − ζ − kτ, ξ − ζ) dζ dτ ds. (7.13)
This is the main formula we need to estimate the functions gk = Fk − F ∗k . To use it effectively,
we need bounds on the functions Πk, which we prove below:
Lemma 7.3. The functions Π˜k satisfy the bounds
sup
t∈[0,T ]
{ ∑
k∈Z∗
∫
R2
(1 + |ξ/k|)2(|k|2 + |η − kt|2)2A2k(t, η)
∣∣ Π˜k(t, ξ, η)∣∣2 dξdη} .δ ǫ31,∫ T
0
∑
k∈Z∗
∫
R2
(1 + |ξ/k|)2(|k|2 + |η − ks|2)2∣∣A˙kAk(s, η)∣∣ ∣∣ Π˜k(s, ξ, η)∣∣2 dξdηds .δ ǫ31. (7.14)
Proof. We would like to use the bounds (7.5) and (7.8), but we need to be careful because our
weights have to satisfy the condition (7.6). We use first the weights
Wk(η) := Ak(t, η)(|k|2 + δ2|η − kt|2). (7.15)
We verify now the estimates (7.6). If 〈k, ξ〉+ 〈k, η〉 ≤ 8〈ξ − η〉 then, in view of (3.21),
Ak(t, ξ) ≤ 2Ak(t, η)eλ(t)〈ξ−η〉1/2 e2
√
δ〈k,ξ〉1/2 , (7.16)
which gives (7.6) in the stronger form Wk(ξ) +Wk(η) .δ e
2δ0〈ξ−η〉1/2Wk(η)〈k, η〉−1/8 . On the
other hand, if 〈ξ − η〉 ≤ (〈k, ξ〉 + 〈k, η〉)/8 then we write |Wk(ξ)−Wk(η)| ≤ I + II, where
I := |Ak(t, ξ)−Ak(t, η)|(|k|2 + δ2|η − kt|2),
II := δ2Ak(t, ξ)
∣∣|ξ − kt|2 − |η − kt|2∣∣.
The desired estimates (7.6) follow easily using (3.27).
We can therefore use (7.5) to estimate, for any t ∈ [0, T ],∫
R2
(|k|+ |ξ|)2(|k|2+δ2|η − kt|2)2A2k(t, η)
∣∣ Π˜k(t, ξ, η)∣∣2 dξdη
.δ
∫
R
A2k(t, ξ)(|k|2 + δ2|ξ − kt|2)2 k2
∣∣˜(B′′0φ∗k)(t, ξ)∣∣2 dξ,
and the desired bounds in the first line of (7.14) follow from (7.8), after dividing by k2 and
summing over k ∈ Z∗.
The bounds in the second line of (7.14) are similar, using (7.5) with the different weights
Wk(η) :=
√
µk(t, η)Ak(t, η)(|k|2 + δ2|η − kt|2), (7.17)
where the functions µk are defined in (3.36). These weights satisfy the bounds (7.6) as well, using
(7.16) and (3.38) if 〈k, ξ〉+ 〈k, η〉 ≤ 8〈ξ − η〉 or (3.27) and (3.39) if 〈ξ − η〉 ≤ (〈k, ξ〉+ 〈k, η〉)/8.
We can therefore use (7.5) to estimate, for any t ∈ [0, T ],∫
R2
(|k|+ |ξ|)2(|k|2+δ2|η − kt|2)2µk(t, η)A2k(t, η)
∣∣ Π˜k(t, ξ, η)∣∣2 dξdη
.δ
∫
R
µk(t, ξ)A
2
k(t, ξ)(|k|2 + δ2|ξ − kt|2)2 k2
∣∣˜(B′′0φ∗k)(t, ξ)∣∣2 dξ,
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and the desired bounds in the second line of (7.14) follow from (7.8) and (3.37), after dividing
by k2, summing over k ∈ Z∗ and integrating in t ∈ [0, T ]. 
We are now ready to bound the functions gk.
Lemma 7.4. For any t ∈ [1, T ] we have∑
k∈Z∗
∫
R
(1 + 〈k, ξ〉/〈t〉)A2k(t, ξ)
∣∣g˜k(t, ξ)∣∣2 dξ .δ ǫ31, (7.18)
and ∑
k∈Z∗
∫ t
1
∫
R
(1 + 〈k, ξ〉/〈s〉)∣∣A˙kAk(s, ξ)∣∣ ∣∣g˜k(s, ξ)∣∣2 dξ ds .δ ǫ31. (7.19)
Proof. Using the identity (7.13), we have |g˜k(t, ξ)| ≤ |k|γk,1(t, ξ) + |k|γk,2(t, ξ), where
γk,1(t, ξ) :=
∫ t
0
|˜(B′′0φ∗k)(s, ξ)| ds,
γk,2(t, ξ) :=
∫ t
0
∫ t
s
∫
R
|B˜′′0 (ζ)| | Π˜k(s, ξ − ζ − kτ, ξ − ζ)| dζ dτ ds.
(7.20)
To simplify notations we define, for any k ∈ Z∗, t ≥ 0, and ξ, η ∈ R,
αk(t, ξ) := (k
2 + |ξ − kt|2)|˜(B′′0φ∗k)(t, ξ)|,
βk(t, ξ, η) := (1 + |ξ/k|)(|k|2 + |η − kt|2)
∫
R
|B˜′′0 (ζ)|| Π˜k(t, ξ − ζ, η − ζ)
∣∣ dζ. (7.21)
Using (7.8) we have
sup
t∈[0,T ]
{ ∑
k∈Z∗
∫
R
A2k(t, ξ)α
2
k(t, ξ) dξ
}
+
∑
k∈Z∗
∫ T
0
∫
R
∣∣A˙kAk(s, ξ)∣∣α2k(s, ξ) dξds .δ ǫ31. (7.22)
Also, using (7.14), the strong smoothness bounds (4.14) on B′′0 , and the bilinear estimates
(3.42)–(3.43), we have
sup
t∈[0,T ]
{ ∑
k∈Z∗
∫
R2
A2k(t, η)β
2
k(t, ξ, η) dξdη
}
+
∫ T
0
∑
k∈Z∗
∫
R2
∣∣A˙kAk(s, η)∣∣β2k(s, ξ, η) dξdηds .δ ǫ31.
(7.23)
Step 1. We first prove the bounds (7.18). Using the definitions (7.20)–(7.21) we estimate for
any k ∈ Z∗ and t ∈ [1, T ],∥∥∥(1 + 〈k, ξ〉/〈t〉)1/2Ak(t, ξ)|k|γk,1(t, ξ)∥∥∥
L2ξ
= sup
‖P‖
L2
ξ
≤1
∫
R
∫ t
0
|P (ξ)|(1 + 〈k, ξ〉/〈t〉)1/2Ak(t, ξ)|k| αk(s, ξ)
k2 + |ξ − ks|2 dsdξ
.
1
|k|
∥∥αk(s, ξ)|(AkA˙k)(s, ξ)|1/2∥∥L2s,ξ sup‖P‖
L2
ξ
≤1
∥∥∥(1 + 〈k, ξ〉/〈s〉)1/2
1 + |ξ/k − s|2
P (ξ)Ak(s, ξ)
|(AkA˙k)(s, ξ)|1/2
∥∥∥
L2s,ξ
,
(7.24)
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using also the fact that Ak(t, ξ) ≤ Ak(s, ξ) if s ∈ [0, t]. Using (3.30) we have
1
|k|1/2
∥∥∥P (ξ)(1 + 〈k, ξ〉/〈s〉)1/2
1 + |ξ/k − s|2
Ak(s, ξ)
|(AkA˙k)(s, ξ)|1/2
∥∥∥
L2s,ξ
.δ ‖P‖L2 . (7.25)
Therefore∥∥∥(1 + 〈k, ξ〉/〈t〉)1/2Ak(t, ξ)|k|γk,1(t, ξ)∥∥∥2
L2ξ
.δ
∥∥αk(s, ξ)|(AkA˙k)(s, ξ)|1/2∥∥2L2s,ξ . (7.26)
Similarly, to bound the contribution of γk,2 we write∥∥∥(1 + 〈k, ξ〉/〈t〉)1/2Ak(t, ξ)|k|γk,2(t, ξ)∥∥∥
L2ξ
= sup
‖P‖
L2
ξ
≤1
∫
R
∫ t
0
∫ t
s
|P (ξ)|(1 + 〈k, ξ〉/〈t〉)1/2 Ak(t, ξ)|k|〈ξ/k − s〉2
βk(s, ξ − kτ, ξ)
1 + |ξ − kτ |/|k| dτdsdξ
. sup
‖P‖
L2
ξ
≤1
1
k2
∫
R2
∫ t
0
|P (ξ)|(1 + 〈k, ξ〉/〈s〉)1/2 Ak(s, ξ)〈ξ/k − s〉2
βk(s, η, ξ)
1 + |η|/|k| dsdηdξ
.
1
k2
∥∥βk(s, η, ξ)|(AkA˙k)(s, ξ)|1/2∥∥L2s,ξ,η sup‖P‖
L2
ξ
≤1
∥∥∥(1 + 〈k, ξ〉/〈s〉)1/2〈ξ/k − s〉2〈η/k〉 P (ξ)Ak(s, ξ)|(AkA˙k)(s, ξ)|1/2
∥∥∥
L2s,ξ,η
.
(7.27)
We can use again (7.25), and note that bounding the L2 norm in η requires an additional factor
of |k|1/2. It follows that∥∥∥(1 + 〈k, ξ〉/〈t〉)1/2Ak(t, ξ)|k|γk,2(t, ξ)∥∥∥2
L2ξ
.δ
∥∥βk(s, η, ξ)|(AkA˙k)(s, ξ)|1/2∥∥2L2s,ξ,η . (7.28)
The bounds (7.18) follow from (7.26)–(7.28) and (7.22)–(7.23), by summation over k ∈ Z∗.
Step 2. We now prove the bounds (7.19). Using the definitions (7.20)–(7.21) we estimate for
any k ∈ Z∗ and t ∈ [1, T ]∥∥∥(1 + 〈k, ξ〉/〈s〉)1/2|(AkA˙k)(s, ξ)|1/2|k|γk,1(s, ξ)∥∥∥
L2s,ξ
= sup
‖P‖
L2
s,ξ
≤1
∫
R
∫ t
1
∫ s
0
|P (s, ξ)|(1 + 〈k, ξ〉/〈s〉)1/2 |(AkA˙k)(s, ξ)|1/2 |k|αk(τ, ξ)
k2 + |ξ − kτ |2 dτdsdξ
≤ sup
‖P‖
L2
s,ξ
≤1
∫
R
∫ t
0
∫ t
τ
{
|P (s, ξ)||(AkA˙k)(s, ξ)|1/2
}
(1 + 〈k, ξ〉/〈τ〉)1/2 αk(τ, ξ)|k|〈ξ/k − τ〉 dsdτdξ.
The integral in s ∈ [τ, t] can be estimated using the Cauchy inequality and the observation
2
∫ t
τ
|A˙kAk(s, ξ)| ds = A2k(τ, ξ)−A2k(t, ξ) ≤ A2k(τ, ξ), (7.29)
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since the functions Ak are decreasing in s. Therefore, the right hand side of the expression above
is bounded by
sup
‖P ′‖
L2
ξ
≤1
∫
R
∫ t
0
|P ′(ξ)|Ak(τ, ξ)(1 + 〈k, ξ〉/〈τ〉)1/2 αk(τ, ξ)|k|〈ξ/k − τ〉 dτdξ.
This is similar to the expression in the second line of (7.24), so it can be estimated in the same
way to give∥∥∥(1 + 〈k, ξ〉/〈s〉)1/2|(AkA˙k)(s, ξ)|1/2|k|γk,1(s, ξ)∥∥∥2
L2s,ξ
.δ
∥∥αk(s, ξ)|(AkA˙k)(s, ξ)|1/2∥∥2L2s,ξ . (7.30)
Similarly, to bound the contribution of γk,2 we write∥∥∥(1 + 〈k, ξ〉/〈s〉)1/2|(AkA˙k)(s, ξ)|1/2|k|γk,2(s, ξ)∥∥∥
L2s,ξ
= sup
‖P‖
L2
s,ξ
≤1
∫
R
∫ t
1
∫ s
0
∫ s
u
|P (s, ξ)|(1 + 〈k, ξ〉/〈s〉)1/2 |(AkA˙k)(s, ξ)|
1/2
|k|〈ξ/k − u〉2
βk(u, ξ − kτ, ξ)
1 + |ξ − kτ |/|k| dτdudsdξ
≤ sup
‖P‖
L2
s,ξ
≤1
1
k2
∫
R2
∫ t
0
∫ t
u
|P (s, ξ)|(1 + 〈k, ξ〉/〈s〉)1/2 |(AkA˙k)(s, ξ)|
1/2
〈ξ/k − u〉2
βk(u, η, ξ)
1 + |η|/|k| dsdudξdη.
We use (7.29) and the Cauchy inequality to estimate first the integral in s ∈ [u, t], so the
right-hand side of the expression above is bounded by
sup
‖P ′‖
L2
ξ
≤1
1
k2
∫
R2
∫ t
0
P ′(ξ)(1 + 〈k, ξ〉/〈u〉)1/2 Ak(u, ξ)〈ξ/k − u〉2
βk(u, η, ξ)
1 + |η|/|k| dudξdη.
This is similar to the expression in the third line of (7.27), therefore∥∥∥(1 + 〈k, ξ〉/〈s〉)1/2 |(AkA˙k)(s, ξ)|1/2|k|γk,2(s, ξ)∥∥∥2
L2s,ξ
.δ
∥∥βk(s, η, ξ)|(AkA˙k)(s, ξ)|1/2∥∥2L2s,ξ,η .
(7.31)
The bounds (7.19) follow from (7.30)–(7.31) and (7.22)–(7.23), by summation over k ∈ Z∗. 
We can now complete the proof of Proposition 7.1. The bounds for the function F −F ∗ follow
from Lemma 7.4, once we recall that gk = Fk − F ∗k (compare with the definitions in (2.44)).
The bounds for the main variable F then follow using also Proposition 6.2. Finally, to prove
the bounds for Θ we start from the main elliptic equation (2.32), and rewrite it in the form
∂2zφ+ (B
′
0)
2(∂v − t∂z)2φ+B′′0 (∂v − t∂z)φ = F + G1 + G2,
where G1 = [(B′0)2 − (V ′)2](∂v − t∂z)2φ and G2 = [B′′0 − V ′′](∂v − t∂z)φ are as in (6.2). In view
of (6.3) we have ‖G1‖W˜ [1,T ] + ‖G2‖W˜ [1,T ] .δ ǫ21, while the bounds EF + BF .δ ǫ31 we have just
proved show that ‖F‖W [1,T ] .δ ǫ3/21 . The desired bounds ‖Θ‖W˜ [1,T ] .δ ǫ
3/2
1 follow from Lemma
4.4. This completes the proof of Proposition 7.1.
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8. Analysis of the linearized operator: proof of Proposition 7.2
In this section we provide the proof of the key Proposition 7.2, which is the only place
where the spectral assumption on the linearized operator Lk is used. As we have seen before,
the linear estimates we prove here are essential to link the nonlinear profile F ∗, which evolves
perturbatively, with the full profile F . The proof of Proposition 7.2 relies on the following
homogeneous bounds on the linearized flow:
Lemma 8.1. Assume k ∈ Z∗ and a ∈ R, and consider the initial value problem
∂tgk + ikvgk − ikB′′0ϕk = 0, gk(0, v) = Xk(v)e−ikav , (8.1)
for (v, t) ∈ [b(0), b(1)] × [0,∞), where ϕk is determined through the elliptic equation
(B′0)
2∂2vϕk +B
′′
0 (v)∂vϕk − k2ϕk = gk, ϕk(b(0)) = ϕk(b(1)) = 0. (8.2)
Assume that Xk ∈ L2[b(0), b(1)] and suppXk ⊆ [b(ϑ0), b(1− ϑ0)]. Then there is a unique global
solution gk ∈ C1([0,∞) : L2[b(0), b(1)]) of the initial-value problem (8.1) with supp gk(t) ⊆
[b(ϑ0), b(1 − ϑ0)] for any t ≥ 0. Moreover there is a function Π′k = Π′k(ξ, η, a) such that
g˜k(t, ξ) = X˜k(ξ + kt+ ka) + ik
∫ t
0
∫
R
B˜′′0 (ζ) Π˜
′
k(ξ + kt− ζ − kτ, ξ + kt− ζ, a) dζ dτ. (8.3)
Finally, if the weights Wk satisfy the bounds (7.6) then∥∥∥(|k|+ |ξ|)Wk(η + ka)Π˜′k(ξ, η, a)∥∥∥
L2ξ,η
.δ
∥∥Wk(η)X˜k(η)∥∥L2η . (8.4)
The equation (8.1) is of the form
∂tG− iTk(G) = 0, Tk(G) := −kvG+ kB′′0Φ, G(0) = G0, (8.5)
where Φ is the solution of the elliptic equation (B′0)
2∂2vΦ+B
′′
0 (v)∂vΦ− k2Φ = G with Dirichlet
boundary conditions Φ(b(0)) = Φ(b(1)) = 0. This elliptic equation can be solved explicitly
using the change of variables v = b(y) (see (8.18) below), thus Tk is a bounded operator on
L2[b(0), b(1)]. Therefore, the equation (8.5) can be solved explicitly
G(t) = Sk(G0) = e
itTkG0 =
∑
n≥0
(itTk)
nG0
n!
, (8.6)
and the solution G(t) is unique by energy estimates. The main point of the lemma is to derive
the representation formula (8.3) and the strong bounds (8.4).
We first show that Lemma 8.1 implies Proposition 7.2.
Proof of Proposition 7.2. With fk and ψk as in Proposition 7.2 let
gk(t, v) := fk(t, v)e
−ikvt, ϕk(t, v) := ψk(t, v)e−ikvt. (8.7)
The functions gk, ϕk satisfy for (t, v) ∈ [0, T ] × [b(0), b(1)],
∂tgk + ikvgk − ikB′′0 (v)ϕk = Xk(t, v)e−iktv , (8.8)
(B′0)
2∂2vϕk +B
′′
0∂vϕk − k2ϕk = gk, (8.9)
with initial data gk(0, v) = 0. By Duhamel’s formula, we obtain the representation formula
gk(t, v) :=
∫ t
0
{
Sk(t− a)
[
Xk(a, ·)e−ika·
]}
(v) da, (8.10)
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where Sk is the evolution operator defined in (8.6). Thus, in view of the formula (8.3), we have
g˜k(t, ξ) =
∫ t
0
X˜k(a, ξ + kt) da
+ ik
∫ t
0
∫ t−a
0
∫
R
B˜′′0 (ζ) Π˜
′
k(ξ + k(t− a)− ζ − kτ, ξ + k(t− a)− ζ, a) dζ dτ da,
(8.11)
where the functions Π′k satisfy the bounds∥∥∥(|k| + |ξ|)Wk(η + ka) Π˜′k(ξ, η, a)∥∥∥
L2ξ,η
.δ
∥∥∥Wk(ξ)X˜k(a, ξ)∥∥∥
L2ξ
. (8.12)
Define for ξ, η ∈ R, a ∈ [0, T ],
Π˜k(a, ξ, η) := Π˜
′
k(ξ, η − ka, a), (8.13)
The desired bounds (7.5) follow from (8.12). Using (8.7), (8.11) and (8.13), we also have
f˜k(t, ξ) =
∫ t
0
X˜k(a, ξ) da + ik
∫ t
0
∫ t−a
0
∫
R
B˜′′0 (ζ) Π˜k(a, ξ − ka− ζ − kτ, ξ − ζ) dζ dτ da
=
∫ t
0
X˜k(a, ξ) da + ik
∫ t
0
∫ t
a
∫
R
B˜′′0 (ζ) Π˜k(a, ξ − ζ − kτ, ξ − ζ) dζ dτ da.
(8.14)
The proposition is now proved. 
In the rest of this section we provide the proof of Lemma 8.1. The main idea is the same as
in [24]. However we need to consider more general initial data with the additional modulation
factor e−ikav, in order to analyze the inhomogeneous linear evolution, and we need to prove
stronger estimates. We divide the proof into several steps, organized in subsections.
8.1. The representation formula and limiting absorption principle. In this subsection
we recall some important properties of the linear evolution operator from [24]. Throughout this
section, we use the change of variables
v = b(y) for y ∈ [0, 1]. (8.15)
The change of variable (8.15) is just the nonlinear change of variable (2.4) at t = 0. Define
g∗k(t, y) := gk(t, v), ϕ
∗
k(t, y) := ϕk(t, v), X
∗
k(y) := Xk(v), (8.16)
where v = b(y) for y ∈ [0, 1]. Then g∗k, ϕ∗k satisfy
∂tg
∗
k(t, y) + ikb(y)g
∗
k(t, y)− ikb′′(y)ϕ∗k(t, y) = 0, (8.17)
− k2ϕ∗k(t, y) + ∂2yϕ∗k(t, y) = g∗k(t, y), ϕ∗k(t, 0) = ϕ∗(t, 1) = 0, (8.18)
for (y, t) ∈ [0, 1] × [0,∞), with initial data g∗k(0, y) = X∗k(y)e−ikab(y).
For each k ∈ Z\{0}, we set for any f ∈ L2[0, 1],
Lkf(y) := b(y)f(y) + b
′′(y)
∫ 1
0
Gk(y, z)f(z)dz, (8.19)
where Gk is the Green’s function for the operator k
2− ∂2y on [0, 1] with zero Dirichlet boundary
condition defined in (4.24). Then the system (8.17)-(8.18) can be reformulated as
∂tg
∗
k(t, y) + ikLkg
∗
k(t, y) = 0. (8.20)
We first record an important representation formula, see [24, Proposition 2.1].
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Proposition 8.2. For k ∈ Z∗ we have the following representation formula for ϕ∗k
ϕ∗k(t, y) = −
1
2πi
lim
ǫ→0+
∫ 1
0
e−ikb(y0)tb′(y0)
[
ψ−k,ǫ(y, y0)− ψ+k,ǫ(y, y0)
]
dy0, (8.21)
where ψιk,ǫ : [0, 1]
2 → C are defined for ι ∈ {+,−} and ǫ ∈ [−1/4, 1/4]\{0} by
ψ±k,ǫ(y, y0) :=
∫ 1
0
Gk(y, z)
[
(−b(y0) + Lk ± iǫ)−1(Xk(·)e−ikab(·)
]
(z) dz, (8.22)
where Gk are the Green functions defined in (4.24). Moreover, the generalized eigenfunctions
ψ±k,ǫ are solutions of the equation
−k2ψιk,ǫ(y, y0) +
d2
dy2
ψιk,ǫ(y, y0)−
b′′(y)
b(y)− b(y0) + iιǫψ
ι
k,ǫ(y, y0) =
−X∗k(y)e−ikab(y)
b(y)− b(y0) + iιǫ .
(8.23)
Remark 8.3. The existence of the functions ψιk,ǫ for ǫ ∈ [−1/4, 1/4] \ {0} follows from our
spectral assumptions. These functions depend on the parameter a as well, but we suppress this
dependence for simplicity of notation.
We transfer now the results of Lemma 1.1 to the new variables.
Lemma 8.4. For any f ∈ H1k(R) and ǫ ∈ [−1/4, 1/4]\{0}, k ∈ Z∗, w ∈ [b(0), b(1)], let
Sk,w,ǫf(v) :=
∫
R
Ψ(v)Gk(v, v′)(∂v′B′0)(v′)
f(v′)
v′ − w + iǫdv
′, (8.24)
where Gk(v, v′) = Gk(b−1(v), b−1(v′)) are the renormalized Green functions defined in the proof
of Lemma 4.4. Then for all k ∈ Z∗, w ∈ [b(0), b(1)], f ∈ H1k(R), and sufficiently small ǫ 6= 0,
‖Sk,w,ǫf‖H1k(R) . |k|
−1/3‖f‖H1k(R) and ‖f‖H1k(R) . ‖f + Sk,w,ǫf‖H1k(R). (8.25)
Define also
S′k,w,ǫf(v) :=
∫
R
Ψ(v + w)Gk(v +w, v′ + w)(∂v′B′0)(v′ + w)
f(v′)
v′ + iǫ
dv′. (8.26)
Then for all k ∈ Z∗, w ∈ [b(0), b(1)], f ∈ H1k(R), and sufficiently small ǫ 6= 0,
‖S′k,w,ǫf‖H1k(R) . |k|
−1/3‖f‖H1k(R) and ‖f‖H1k(R) . ‖f + S
′
k,w,ǫf‖H1k(R). (8.27)
Proof. The bounds (8.25) follow from Lemma 1.1, using the change of the variables formula
(8.15). The bounds (8.27) follow by a shift of variables v → v − w. 
8.2. Gevrey bounds for generalized eigenfunctions. In this section we study the regularity
of the generalized eigenfunctions ψιk,ǫ(y, y0), y, y0 ∈ [0, 1], ι ∈ {±}. The starting point is the
equation (8.23), which can be reformulated as
ψιk,ǫ(y, y0) +
∫ 1
0
Gk(y, z)
b′′(z)ψιk,ǫ(z, y0)
b(z) − b(y0) + iιǫ dz =
∫ 1
0
Gk(y, z)
X∗k(z)e
−ikab(z)
b(z) − b(y0) + iιǫdz. (8.28)
Denote for y, y0 ∈ [0, 1],
h(y, y0) :=
∫ 1
0
Gk(y, z)
X∗k(z)e
−ikab(z)
b(z) − b(y0) + iιǫdz. (8.29)
We can now prove bounds on the low frequencies of the generalized eigenfunctions.
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Lemma 8.5. (i) We have
‖h(y, y0)‖L2y,y0 + |k|
−1 ‖∂yh(y, y0)‖L2y,y0 . |k|
−1 ‖X∗k‖L2v . (8.30)
(ii) For ι ∈ {±}, k ∈ Z∗, and ǫ ∈ [−1/4, 1/4] \ {0} sufficiently small, we have
|k|∥∥Ψ(b(y))ψιk,ǫ(y, y0)∥∥L2y,y0 + ∥∥∂y(Ψ(b(y))ψιk,ǫ)(y, y0)∥∥L2y,y0 . ‖Xk‖L2 . (8.31)
Moreover
lim
ǫ→0+
[
ψ−k,ǫ(y, y0)− ψ+k,ǫ(y, y0)
]
≡ 0, for y0 ∈ [0, ϑ0/2] ∪ [1− ϑ0/2, 1]. (8.32)
Proof. (i) Using L2 boundedness of the Hilbert transform, we estimate
‖h(y, y0)‖L2y,y0 = sup‖P‖L2≤1
∣∣∣ ∫
[0,1]3
P (y, y0)Gk(y, z)
X∗k(z)e
−ikab(z)
b(z) − b(y0) + iιǫ dzdydy0
∣∣∣
. sup
‖P ′‖L2≤1
∫
[0,1]2
∣∣P ′(y, z)Gk(y, z)X∗k (z)∣∣ dzdy
. |k|−3/2‖X∗k‖L2 ,
where in the last inequality we used the bounds ‖Gk(y, z)‖L2y . |k|−3/2 for any z ∈ [0, 1] (compare
with (4.24)). The estimate on the second term in the left-hand side of (8.30) is similar, since
‖(∂yGk)(y, z)‖L2y . |k|−1/2.
(ii) The bounds (8.31) follow from (1.11) and (8.28)–(8.29) (the functions Ψ(b(.))ψ±k,ǫ(., y0)
are in H1k(R) due to (8.22)). The identities (8.32) were proved in [24, Lemma 4.1]. 
We now turn to the main case when y0 ∈ [ϑ0/2, 1 − ϑ0/2]. Recall the change of variables
(8.15), and set for k ∈ Z\{0}, ι ∈ {±} and sufficiently small ǫ 6= 0,
φιk,ǫ(v,w) := ψ
ι
k,ǫ(y, y0), v = b(y), w = b(y0). (8.33)
The following lemma contains the main estimates for the generalized eigenfunctions.
Lemma 8.6. Define for ι ∈ {±}, k ∈ Z\{0} and sufficiently small ǫ > 0
Πιk,ǫ(v,w) := Ψ(v + w)φ
ι
k,ǫ(v + w,w)Ψ(w), for v,w ∈ R. (8.34)
If Wk are weights satisfying (7.6) then, for δ, ǫ > 0 sufficiently small,∥∥∥(|k|+ |ξ|)Wk(η + ka) Π˜ιk,ǫ(ξ, η)∥∥∥
L2ξ,η
.δ
∥∥∥Wk(η) X˜k(η)∥∥∥
L2η
. (8.35)
Proof. Using (8.31) and the definitions (8.34), we have the bounds∥∥(|k| + |∂v|)Πιk,ǫ∥∥L2v,w . ‖Xk‖L2 , (8.36)
which are useful to control the low frequency components of Πιk,ǫ. We divide the rest of the
proof into several steps.
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Step 1. We derive first the main equations for Πιk,ǫ(v,w). Using the definitions (8.33), we
can reformulate equation (8.28) as
Ψ(v)φιk,ǫ(v,w) +
∫
R
Ψ(v)Gk(v, v′)(∂v′B′0)(v′)
Ψ(v′)φιk,ǫ(v
′, w)
v′ − w + iιǫ dv
′
=
∫
R
Ψ(v)Gk(v, v′) 1
B′0(v′)
Xk(v
′)e−ikav
′
v′ − w + iιǫ dv
′,
(8.37)
for v ∈ R and w ∈ [b(0), b(1)], since Ψ ≡ 1 on the support of ∂vB′0. Recall also that Ψ ≡ 1 on
the support of Xk, and let G′k(v,w) := Ψ(v)Gk(v,w)Ψ(w). It follows that the function Πιk,ǫ(v,w)
satisfies the more regular (in w) equation
Πιk,ǫ(v,w) +
∫
R
G′k(v + w, v′ + w)(∂v′B′0)(v′ + w)
Πιk,ǫ(v
′, w)
v′ + iιǫ
dv′
=
∫
R
G′k(v + w, v′ + w)
Ψ(w)
B′0(v′ + w)
Xk(v
′ + w)e−ika(v
′+w)
v′ + iιǫ
dv′.
(8.38)
Step 2. We now study the regularity of the functions Πιk,ǫ using equation (8.38). Define the
operator W ak by the Fourier multiplier
W˜ ak h(η) :=Wk(η + ka)h˜(η), for any h ∈ L2(R). (8.39)
The basic idea is to use the limiting absorption principle in Lemma 8.4 to bound Πιk,ǫ. We note
that Πιk,ǫ is very smooth in w but not so smooth in v, due to the presence of the singular factor
1/(v′ + iιǫ). In order to prove Gevrey regularity of Πιk,ǫ in w, we apply the operator W
a
k , which
acts on the variable w, to equation (8.38) and obtain
W ak Π
ι
k,ǫ(v,w) +
∫
R
G′k(v + w, v′ + w)(∂v′B′0)(v′ + w)
W ak Π
ι
k,ǫ(v
′, w)
v′ + iιǫ
dv′
=W ak
[ ∫
R
G′k(v + ·, v′ + ·)
Ψ(·)
B′0(v′ + ·)
Xk(v
′ + ·)e−ika(v′+·)
v′ + iιǫ
dv′
]
(w) + Cιk,ǫ(v,w)
=: F ιk,ǫ(v,w) + Cιk,ǫ(v,w),
(8.40)
for v,w ∈ R, where the commutator term Cιk,ǫ(v,w) is defined as
Cιk,ǫ(v,w) :=
∫
R
G′k(v + w, v′ + w)(∂v′B′0)(v′ + w)
W ak Π
ι
k,ǫ(v
′, w)
v′ + iιǫ
dv′
−W ak
[ ∫
R
G′k(v + ·, v′ + ·)(∂v′B′0)(v′ + ·)
Πιk,ǫ(v
′, ·)
v′ + iιǫ
dv′
]
(w).
(8.41)
We fix now a cutoff function Ψ0 supported in [b(ϑ0/8), b(1−ϑ0/8)], equal to 1 in [b(ϑ0/4), b(1−
ϑ0/4)] and satisfying ‖e〈ξ〉3/4Ψ˜0(ξ)‖L∞ . 1. Applying (8.27) for each w and taking L2 in w, we
obtain from (8.40)∥∥Ψ0(w)(|k| + |∂v |)W ak Πιk,ǫ∥∥L2v,w . ∥∥(|k|+ |∂v|)F ιk,ǫ∥∥L2v,w + ∥∥(|k|+ |∂v |)Cιk,ǫ∥∥L2v,w . (8.42)
Step 3. We bound now the terms in the right-hand side of (8.42). We show first that∥∥(|k|+ |∂v|)F ιk,ǫ∥∥L2v,w .δ ∥∥Wk(η)X˜k(η)∥∥L2η . (8.43)
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Using (8.40) and taking Fourier transform in v,w, we obtain that
F˜ ιk,ǫ(ξ, η) = CWk(η + ka)
∫
R4
G˜′k(ξ, ζ)e−iwη+iξw+iζ(v
′+w)Ψ(w)
× Xk(v
′ + w)e−ika(v′+w)
B′0(v′ + w)
ei(v
′+iιǫ)γ1+(ιγ) dv
′dwdζdγ
= CWk(η + ka)
∫
R2
G˜′k(ξ, ζ)h˜ak(−ζ − γ, η − ξ − ζ)e−ǫιγ1+(ιγ) dζdγ.
(8.44)
where 1+ denotes the characteristic function of the interval [0,∞) and
hak(v,w) := Ψ(w)Xk(v + w)e
−ika(v+w)/B′0(v + w), for v,w ∈ R. (8.45)
Since Ψ ≡ 1 on the support of Xk, we can write
hak(v,w) = Υ(v,w)Xk(v+w)e
−ika(v+w), where Υ(v,w) := Ψ(w)Ψ(v+w)/B′0(v+w). (8.46)
Using general properties of Gevrey spaces (Lemmas 3.1 and 3.2), and the regularity of b, see
(1.6)–(1.7), we obtain that
∣∣ Υ˜ (ξ, η)∣∣ . e−4δ0〈ξ,η〉1/2 for any ξ, η ∈ R. Therefore∣∣ h˜ak(ξ, η)∣∣ . ∫
R
e−4δ0〈ξ−α,η−α〉
1/2 ∣∣X˜k(α+ ka)∣∣ dα. (8.47)
As in (4.32), in view of [24, Lemma A3], we have
∣∣G˜′k(ξ, ζ)∣∣ . e−4δ0〈ξ+ζ〉1/2(k2 + |ξ|2)−1. Using
now (8.44) it follows that
(k2 + ξ2)
∣∣F˜ ιk,ǫ(ξ, η)∣∣ . ∫
R3
Wk(η + ka)e
−4δ0〈ξ+ζ〉1/2e−4δ0〈−ζ−γ−α,η−ξ−ζ−α〉
1/2∣∣X˜k(α+ ka)∣∣ dζdγdα
.
∫
R
Wk(η + ka)e
−3δ0〈η−α〉1/2 ∣∣X˜k(α+ ka)∣∣ dα.
The desired bounds (8.43) then follow since Wk(η + ka) .δ Wk(α+ ka)e
2δ0〈η−α〉1/2 .
Step 4. We show now that the term Cιk,ǫ satisfies the bounds
‖(|k| + |∂v|)Cιk,ǫ‖L2v,w . δ1/2
∥∥(|k| + |∂v|)W ak Πιk,ǫ∥∥L2v,w + Cδ∥∥(|k|+ |∂v|)Πιk,ǫ∥∥L2v,w . (8.48)
Indeed, using the definition (8.41) and expanding as in (8.44), we have
C˜ιk,ǫ(ξ, η) = C
∫
R3
G˜′k(ξ, ζ)∂˜vB′0(α)
[
W ak (η − ξ − ζ − α)−W ak (η)
]
× Π˜ιk,ǫ(−ζ − γ − α, η − ξ − ζ − α)1+(ιγ)e−ǫιγ dαdζdγ.
Since
∣∣G˜′k(ξ, ζ)∣∣ . e−4δ0〈ξ+ζ〉1/2(k2 + |ξ|2)−1 and using also (7.6), we can estimate
(k2 + ξ2)
∣∣∣C˜ιk,ǫ(ξ, η)∣∣∣ . ∫
R3
e−2δ0〈ξ+ζ〉
1/2
e2δ0〈α〉
1/2 ∣∣ ∂˜vB′0 (α)∣∣ [√δ + Cδ〈ka+ η − ξ − ζ − α〉1/8
]
×Wk(ka+ η − ξ − ζ − α)
∣∣ Π˜ιk,ǫ(−ζ − γ − α, η − ξ − ζ − α)∣∣ dαdζdγ
.
∫
R3
e−2δ0〈α,ζ〉
1/2
[√
δ +
Cδ
〈ka+ η − ζ − α〉1/8
]
Wk(ka+ η − ζ − α)
∣∣ Π˜ιk,ǫ(γ, η − ζ − α)∣∣ dαdζdγ,
from which (8.48) follows.
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Step 5. We show now that∥∥(|k|+ |∂v |)W ak Πιk,ǫ∥∥L2v,w . ∥∥Ψ0(w)(|k| + |∂v |)W ak Πιk,ǫ∥∥L2v,w + Cδ ∥∥(|k|+ |∂v|)Πιk,ǫ∥∥L2v,w .
(8.49)
Indeed, for v,w ∈ R let
H(v,w) :=(|k|+ |∂v|)W ak Πιk,ǫ(v,w) − (|k|+ |∂v |)Ψ0(w)W ak Πιk,ǫ(v,w)
=(|k|+ |∂v|)W ak (Ψ0Πιk,ǫ)(v,w) − (|k|+ |∂v |)Ψ0(w)W ak Πιk,ǫ(v,w).
(8.50)
For the simplicity of notation we suppressed the dependence ofH on ι, ǫ, k in the above definition.
By the support property of Ψ0 and the bounds (7.6) we have∣∣∣ H˜ (ξ, η)∣∣∣ = (|k|+ |ξ|) ∣∣∣∣∫
R
Ψ˜0(ζ) Π˜
ι
k,ǫ(ξ, η − ζ)
[
Wk(η + ka)−Wk(η + ka− ζ)
]
dζ
∣∣∣∣
.
∫
R
e−2δ0〈ζ〉
1/2
[√
δ + Cδ〈ka+ η − ζ〉−1/8
]
(|k|+ |ξ|)Wk(ka+ η − ζ)
∣∣ Π˜ιk,ǫ(ξ, η − ζ)∣∣ dζ.
Therefore,∥∥ H˜ (ξ, η)∥∥
L2ξ,η
.
√
δ
∥∥(|k|+ |∂v |)W ak Πιk,ǫ(v,w)∥∥L2v,w + Cδ ∥∥(|k|+ |∂v|)Πιk,ǫ(v,w)∥∥L2v,w . (8.51)
The bounds (8.49) follow from (8.50)–(8.51), provided that δ > 0 is sufficiently small (see also
the qualitative bounds (8.53) below).
Step 6. We now complete the proof of (8.35). Using the bounds (8.49), (8.42), (8.43), and
(8.48), we have∥∥(|k|+ |∂v |)W ak Πιk,ǫ∥∥L2v,w . ∥∥Ψ0(w)(|k| + |∂v |)W ak Πιk,ǫ∥∥L2v,w + Cδ ∥∥(|k|+ |∂v|)Πιk,ǫ∥∥L2v,w
.
∥∥(|k|+ |∂v|)F ιk,ǫ∥∥L2v,w + ∥∥(|k| + |∂v|)Cιk,ǫ∥∥L2v,w + Cδ ∥∥(|k| + |∂v |)Πιk,ǫ∥∥L2v,w
. Cδ
∥∥Wk(η)X˜k(η)∥∥L2η + δ1/2∥∥(|k|+ |∂v|)W ak Πιk,ǫ∥∥L2v,w + Cδ ∥∥(|k|+ |∂v |)Πιk,ǫ∥∥L2v,w .
(8.52)
We would like to absorb the term δ1/2
∥∥(|k|+ |∂v|)W ak Πιk,ǫ∥∥L2v,w into the left-hand side, and use
(8.36) to conclude the proof of the lemma. For this we need also the qualitative bounds∥∥(|k|+ |∂v |)W ak Πιk,ǫ∥∥L2v,w <∞. (8.53)
We can arrange this by working first with the weights Wk,ρ(ξ) = Wk(ξ)/(1 + ρWk(ξ)), ρ > 0,
which still satisfy the main bounds (7.6) uniformly in ρ. The qualitative bounds (8.53) are
satisfied for these weights, due to (8.36). We can therefore prove the desired bounds (8.35) for
the weights Wk,ρ uniformly in ρ, and then let ρ→ 0. 
8.3. Proof of Lemma 8.1. We can now complete the proof of Lemma 8.1. For a suitable
constant C0 we define
Π′k(v,w, a) :=
i
4π2
lim
ǫn→0+
[
Π−k,ǫn(v,w) −Π+k,ǫn(v,w)
]
, (8.54)
as a weak limit along along a subsequence (in fact the limit above exists in the strong sense, see
[23, Lemma 4.3], but this is not needed here). The desired bounds (8.4) follow from (8.35). To
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prove the representation formula (8.3) we start from the identities (8.21). We make the change
of variables v = b(y), w = b(y0) and use (8.32) and (8.34) to obtain
Ψ(v)ϕk(t, v) = − 1
2πi
lim
ǫn→0+
∫
R
e−ikwtΨ(v)
[
φ−k,ǫn(v,w) − φ+k,ǫn(v,w)
]
Ψ(w) dw
=
i
2π
∫
R
e−ikwt(−4iπ2)Π′k(v − w,w, a) dw.
(8.55)
Hence
Ψ˜ϕk(t, ξ) = 2π Π˜
′
k(ξ, ξ + kt, a). (8.56)
In view of the equation (8.1) and the definition (8.54), we obtain that
∂t
[
eikvtgk(t, v)
]
= ikB′′0 (v)ϕk(t, v)e
ikvt, for v ∈ [b(0), b(1)]. (8.57)
We notice that Ψ ≡ 1 on the support of B′′0 . Therefore,
eikvtgk(t, v)− gk(0, v) = ik
∫ t
0
B′′0 (v)Ψ(v)ϕk(τ, v)e
ikvτ dτ. (8.58)
Using (8.56), we obtain
g˜k(t, ξ − kt)− X˜k(ξ + ak) = ik
∫ t
0
∫
R
B˜′′0 (ζ) Π˜
′
k(ξ − ζ − kτ, ξ − ζ, a) dζdτ, (8.59)
which gives (8.3). This completes the proof of Lemma 8.1.
9. Proof of the main theorem
In this section we complete the proof of Theorem 1.2. We start with a local regularity lemma
(see [21, Lemma 3.1] for a simple proof adapted to our situation, or more general results on the
Gevrey regularity of Euler flows in [18, 28, 30]).
Lemma 9.1. Assume that s ∈ [1/4, 3/4], λ0 ∈ (0, 1), and that suppω0 ⊆ T × [2ϑ0, 1 − 2ϑ0].
Assume also that
A :=
∥∥〈∇〉3 ω0∥∥Gλ0,s <∞, ∫
T×[0,1]
ω0(x, y) dxdy = 0. (9.1)
Let ω ∈ C([0,∞) : H10) denote the unique smooth solution of the system (2.1). Assume that for
some T > 0 and all t ∈ [0, T ],
suppω(t) ⊆ T× [ϑ0, 1− ϑ0]. (9.2)
Then, for any smooth cutoff function Υ ∈ G1,3/4 with suppΥ ⊆ [ϑ0/20, 1− ϑ0/20] and t ∈ [0, T ]
we have∥∥〈∇〉5 (Υψ)(t)∥∥Gλ(t),s + ∥∥〈∇〉3 ω(t)∥∥Gλ(t),s ≤ exp [C∗ ∫ t
0
(‖ω(s)‖H6 + 1)ds
]
‖〈∇〉3ω0‖Gλ0,s , (9.3)
if we choose, for some large constant C∗ = C∗(ϑ0) > 1,
λ(t) := λ0 exp
{
− C∗At exp
[
C∗
∫ t
0
(‖ω(s)‖H6 + 1)ds
]
− C∗t
}
. (9.4)
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We note that an important aspect of the regularity theory for Euler equations in Gevrey
spaces is the shrinking in time, at a fast rate, of the radius of convergence (the function λ(t)
in Lemma 9.1). In our case, the support assumption (9.2) on ω(t) is satisfied if T = 2, as a
consequence of the smallness and the support assumptions on ω0, and the standard local well-
posedness theory in Sobolev spaces of the Euler equation (2.1). In fact, as we show below, it is
satisfied as part of the bootstrap argument for all t ∈ [0,∞).
9.1. Proof of Theorem 1.2. For the purpose of proving continuity in time of the energy
functionals Eg and Bg, we make the a priori assumption that ω0 ∈ G1,2/3. The argument is
similar to the argument in [21, Section 3], and we will be somewhat brief. We divide the proof
in several steps.
Step 1. Given small data ω0 satisfying (1.12) we apply first Lemma 9.1. Therefore ω ∈
C([0, 2] : Gλ1,2/3), λ1 > 0, satisfies the quantitative estimates
sup
t∈[0,2]
∥∥eβ′0〈k,ξ〉1/2 ω˜(t, k, ξ)∥∥
L2k,ξ
. ǫ, (9.5)
for some β′0 = β
′
0(β0, ϑ0) > 0. In addition, letting Ψ
′ ∈ G1,3/4 denote a cutoff function supported
in [ϑ0/8, 1− ϑ0/8] and equal to 1 in [ϑ0/4, 1− ϑ0/4], the localized stream function Ψ′ψ satisfies
similar bounds,
sup
t∈[0,2]
∥∥〈k, ξ〉2eβ′0〈k,ξ〉1/2 (˜Ψ′ψ)(t, k, ξ)∥∥
L2k,ξ
. ǫ. (9.6)
Recalling the definition (3.1), and using the formula (2.14) and Lemmas 3.1–3.2 it follows
that there is a constant K1 = K1(β0, ϑ0) such that
‖v(t, .)‖
G˜
1/2
K1
[0,1]
. 1, ‖Y(t, .)‖
G˜
1/2
K1
[b(0),b(1)]
. 1, (9.7)
for any t ∈ [0, 2], where Y(t, v) denotes the inverse of the function y → v(t, y).
We would like to show now that∑
g∈{F,F ∗,F−F ∗,Θ,Θ∗,B′
∗
,B′′
∗
,V ′
∗
,H}
sup
t∈[0,2]
∥∥e2δ0〈k,ξ〉1/2 g˜(t, k, ξ)∥∥
L2k,ξ
. ǫ, (9.8)
for some constant δ0 = δ0(β0, ϑ0) > 0 sufficiently small. Indeed, this follows using again Lemma
3.2 and Lemma 3.1 (i) if g ∈ {F,Θ, B′∗, B′′∗ , V ′∗ ,H}. To bound F ∗, F −F ∗, and Θ∗ we use Green’s
functions. Indeed, it follows from (2.39) and the identity (4.30) that
Ψ(v)φ′k(t, v) = −
∫
R
G′k(v, v′)
Fk(t, v
′)
B′0(v′)
eikt(v−v
′) dv′, (9.9)
where G′k(v,w) = Ψ(v)Gk(v,w)Ψ(w) as before. Using (4.31)–(4.32), we obtain∣∣∣(˜Ψφ′k)(t, ξ)∣∣∣ = C ∣∣∣∣∫
R
K(ξ − kt, kt− ζ)F˜k(t, ζ) dζ
∣∣∣∣ . ∫
R
e−4δ0〈ξ−ζ〉1/2
k2 + (ξ − kt)2
∣∣∣F˜k(t, ζ)∣∣∣ dζ. (9.10)
for any t ∈ [0, 2]. This gives (9.8) for g = Θ∗, and then for g = F ∗, using (2.40). This completes
the proof of the desired bounds (9.8). In particular, the bounds (2.48) follow from (9.8) if δ0 is
ǫ1 ≈ ǫ2/3, see (2.34)-(2.37).
Step 2. Assume now that the solution ω satisfies the bounds in the hypothesis of Proposition
2.2 on a given interval [0, T ], T ≥ 1. We would like to show that the support of ω(t) is
contained in T × [3ϑ0/2, 1 − 3ϑ0/2] for any t ∈ [0, T ]. Indeed, for this we notice that only
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transportation in the y direction, given by the term uy ∂yω, could enlarge the support of ω in y
outside [b(2ϑ0), b(1 − 2ϑ0)]. Notice that on T× [ϑ0, 1− ϑ0],
uy(t, x, y) = (∂xψ)(t, x, y) = ∂zP6=0
(
Ψφ
)
(t, x− tv(t, y), v(t, y)). (9.11)
Using the bound on EΘ from (2.49), we can bound, for all t ∈ [0, T ],
sup
(x,y)∈T×[ϑ0,1−ϑ0]
∣∣uy(t, x, y)∣∣ . ǫ1〈t〉−2. (9.12)
Since the support of ω(0) is contained in T × [2ϑ0, 1 − 2ϑ0], we can conclude that suppω(t) ⊆
T× [3ϑ0/2, 1 − 3ϑ0/2] for any t ∈ [0, T ], as long as ǫ1 is sufficiently small.
We can now use Proposition 2.2 and a simple continuity argument to show that if ω0 ∈ G1,2/3
has compact support in T× [2ϑ0, 1− 2ϑ0] and satisfies the assumptions (1.12), then the solution
ω is in C([0,∞) : G1,3/5), has compact support in [ϑ0, 1−ϑ0] and satisfies ‖〈ω〉(t)‖H10 . ǫ2/3 for
all t ∈ [0,∞). Moreover, the variables F,F ∗, F − F ∗,Θ,Θ∗, B′∗, B′′∗ , V ′∗ ,H satisfy the improved
bounds (2.50)–(2.51). In particular, since Ak(t, ξ) ≥ e1.1δ0〈k,ξ〉1/2 and AR(t, ξ) ≥ ANR(t, ξ) ≥
e1.1δ0〈ξ〉1/2 , for any t ∈ [0,∞) we have∥∥eδ0〈k,ξ〉1/2F˜ (t, k, ξ)∥∥
L2k,ξ
+ 〈t〉2∥∥keδ0〈k,ξ〉1/2 (˜Ψφ)(t, k, ξ)∥∥
L2k,ξ
.δ ǫ
3/2
1 , (9.13)
and ∥∥V ′∗(t)∥∥Gδ0,1/2 + ∥∥B′∗(t)∥∥Gδ0,1/2 + ∥∥B′′∗ (t)∥∥Gδ0,1/2 + 〈t〉3/4∥∥H(t)∥∥Gδ0,1/2 . ǫ1. (9.14)
Step 3. We show now that for any t ∈ [0,∞)
〈t〉‖H(t)‖Gδ1 ,1/2 + 〈t〉2‖V˙ (t)‖Gδ1,1/2 . ǫ1, (9.15)
where δ1 = δ1(δ0) > 0. We use the equation (2.31), thus
∂t(tH) = −tV˙ ∂vH+ tV ′
{− 〈∂vP6=0φ∂zF〉+ 〈∂zφ∂vF〉} = −tV˙ ∂vH + tV ′∂v〈∂zφF〉. (9.16)
Since V ′ = V ′∗ +B′0 and V
′′ = (1/2)∂v(V ′)2, it follows from (9.14) and Lemma 3.1 that
‖V ′(t)‖G˜1/2K [b(0),b(1)] + ‖V
′′(t)‖G˜1/2K [b(0),b(1)] + ‖B
′(t)‖G˜1/2K [b(0),b(1)] + ‖B
′′(t)‖G˜1/2K [b(0),b(1)] . 1 (9.17)
for any t ∈ [0,∞), for some K = K(δ0) > 0. Using also (2.32), we have〈
∂zφF
〉
= (V ′)2〈∂zφ · (∂2vφ− 2t∂v∂zφ)〉+ V ′′〈∂zφ · (∂vφ− t∂zφ)〉. (9.18)
In particular, using the bounds on φ in (9.13), ‖〈∂zφF〉(t)‖Gδ0/2,1/2 . ǫ21〈t〉−3. Using also (9.13)–
(9.14) and the identity H = tV ′∂vV˙ , it follows from (9.14) that
∥∥∂t(tH)(t)∥∥Gδ0/2,1/2 . ǫ1〈t〉−3/2
for any t ∈ [0,∞), and the desired bounds (9.15) follow.
As a consequence, we also have the bounds
‖v(t)‖G1/2K2 [0,1]
+ 〈t〉2‖(∂tv)(t)‖G1/2K2 [0,1]
. 1 (9.19)
for any t ∈ [0,∞), for some K2 = K2(δ0) > 0. Indeed, the bounds on v follow from the identity
∂yv(t, y) = V
′(t, v(t, y)), the bounds (9.17), and Lemma 3.2. The bounds on ∂tv then follow
using the identity ∂tv(t, y) = V˙ (t, v(t, y)), the bounds (9.15), and Lemma 3.2.
Step 4. We prove now the conclusions of the theorem. Notice that
∂tF −B′′∂z(Ψφ)− V ′∂vP6=0(Ψφ) ∂zF + V˙ ∂vF + V ′∂z(Ψφ) ∂vF = 0, (9.20)
52 ALEXANDRU D. IONESCU AND HAO JIA
using (2.28) and suppF (t) ⊆ [b(ϑ0), b(1 − ϑ0)]. Using the bounds (9.13)–(9.15), and (9.17), it
follows that
∥∥∂tF∥∥Gδ2,1/2 . ǫ3/21 〈t〉−2, for some δ2 > 0. Moreover, the definitions (2.4)–(2.5)
show that
ω(t, x+ tb(y) + Φ(t, y), y) = ω(t, x+ tv(t, y), y) = F (t, x, v(t, y)).
Using also (9.19), we have∥∥∥ d
dt
[
ω(t, x+ tb(y) + Φ(t, y), y)
]∥∥∥
Gδ3,1/2
. ǫ
3/2
1 〈t〉−2,
for some δ3 = δ3(δ0) > 0, and the bounds (1.14) follow.
Moreover, we notice that
ψ(t, x, y) = φ(t, x− tv(t, y), v(t, y)) (9.21)
Since uy = ∂xψ and u
x = −∂yψ, the bounds (1.18)–(1.19) follow from the bounds on φ in (9.13)
and the fact that ψ(t) is harmonic in T× {[0, ϑ0] ∪ [1− ϑ0, 1]}.
Finally, to prove (1.17) we start from the formula 〈ux〉 = −〈∂yψ〉, thus ∂y〈ux〉 = −〈ω〉.
Therefore, using the evolution equation (1.13),
∂t∂y〈ux〉 = 〈−∂tω〉 = 〈ux∂xω + uy∂yω〉 = 〈−∂yψ∂xω + ∂xψ∂yω〉 = ∂y〈ω∂xψ〉.
Moreover, since ψ(t, x, 0) = ψ(t, x, 1) = 0, for any t ∈ [0,∞) we have∫
[0,1]
〈ux〉(t, y) dy = −
∫
[0,1]
∂y〈ψ〉(t, y) dy = 0. (9.22)
Moreover, 〈ω∂xψ〉 = 〈∂2yψ∂xψ〉 = ∂y〈∂yψ∂xψ〉. These identities show that
∂t〈ux〉 = 〈ω∂xψ〉 in [0,∞)× [0, 1]. (9.23)
Using the definitions (2.5), we have
(∂t〈ux〉)(t, y) = 1
2π
∫
T
ω(t, x, y)∂xψ(t, x, y) dx =
1
2π
∫
T
F (t, z, v(t, y))∂zφ(t, z, v(t, y)) dz.
Using now (9.18), (9.19), and the bounds on φ in (9.13) it follows that ‖(∂t〈ux〉)(t)‖Gδ4,1/2 .
ǫ21〈t〉−3, for some δ4 = δ4(δ0) > 0. Moreover, using (1.14),
lim
t→∞{∂y〈u
x〉(t) + ∂2yψ∞} = lim
t→∞{−〈ω〉(t) + 〈F∞〉} = 0.
The desired conclusion (1.17) follows using also (9.22).
References
[1] V. Arnold and B. Khesin, Topological Methods in Hydrodynamics, Springer-Verlag, New York, 1998.
[2] A. P. Bassom and A. D. Gilbert, The spiral wind-up of vorticity in an inviscid planar vortex, J. Fluid Mech.
371 (1998), 109-140
[3] A. P. Bassom and A. D. Gilbert, The relaxation of vorticity fluctuations in approximately elliptical streamlines,
R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci. 456 (2000), 295-314.
[4] J. Bedrossian, M. Coti Zelati, and V. Vicol, Vortex axisymmetrization, inviscid damping, and vorticity deple-
tion in the linearized 2D Euler equations, Ann. PDE 5 (2019), no. 1, Art. 4, 192 pp.
[5] J. Bedrossian, P. Germain, and N. Masmoudi, On the stability threshold for the 3D Couette flow in Sobolev
regularity, Ann. of Math. 185 (2017), 541-608.
[6] J. Bedrossian and S. He, Inviscid damping and enhanced dissipation of the boundary layer for 2D Navier-Stokes
linearized around Couette flow in a channel, arXiv:1909.07230.
NONLINEAR INVISCID DAMPING NEAR MONOTONIC SHEAR FLOWS 53
[7] J. Bedrossian and N. Masmoudi, Inviscid damping and the asymptotic stability of planar shear flows in the
2D Euler equations, Publ. Math. Inst. Hautes Etudes Sci. 122 (2015), 195-300.
[8] J. Bedrossian, N. Masmoudi, and V. Vicol, Enhanced dissipation and inviscid damping in the inviscid limit
of the Navier-Stokes equations near the two dimensional Couette flow, Arch. Ration. Mech. Anal. 219 (2016),
1087-1159.
[9] J. Bedrossian, V. Vicol, and F. Wang The Sobolev stability threshold for 2D shear flows near Couette, J.
Nonlinear Sci. 28 (2018), no. 6, 2051-2075.
[10] R. Benzi, G. Paladin, S. Patarnello, P. Santangelo, and A. Vulpiani, Intermittency and coherent structures
in two-dimensional turbulence, J. Phys. A: Math. Gen. 19 (1986), 3771-3784.
[11] M. Brachet, M. Meneguzzi, H. Politano, and P. Sulem, The dynamics of freely decaying two-dimensional
turbulence, J. Fluid Mech. 194 (1988), 333-349.
[12] F. Bouchet and H. Morita, Large time behavior and asymptotic stability of the 2D Euler and linearized Euler
equations, Phys. D 239 (2010), 948-966
[13] K. M. Case, Stability of Inviscid Plane Couette Flow, Phys. Fluids 3 (1960), 143-148.
[14] Q. Chen, T. Li, D. Wei, and Z. Zhang, Transition threshold for the 2-d couette flow in a finite channel,
arXiv:1808.08736.
[15] M. Coti Zelati and C. Zillinger, On degenerate circular and shear flows: the point vortex and power law
circular flows, arXiv:1801.07371.
[16] Y. Deng and N. Masmoudi, Long time instability of the Couette flow in low Gevrey spaces, arXiv 1803.01246.
[17] L. Faddeev, On the theory of the stability of plane-parallel flows of an ideal fluid, Zapiski Nauchnykh Semi-
narov Leningradskogo Otdeleniya Matematicheskogo Instituta im. V. A. Steklova Akademii Nauk SSSR, Vol.
21, pp. 164-172, 1971
[18] C. Foias and R. Temam, Gevrey class regularity for the solutions of the Navier-Stokes equations, J. Funct.
Anal. 87 (1989), 359-369.
[19] E. Grenier, T. Nguyen, F. Rousset, A. Soffer, Linear inviscid damping and enhanced viscous dissipation of
shear flows by using the conjugate operator method, arXiv:1804.08291.
[20] I. Hall, A. Bassom, A. Gilbert The effect of fine structures on the stability of planar vortices, European
Journal of Mechanics B/Fluids, 22 (2003), no. 2, 179-198
[21] A. Ionescu and H. Jia, Inviscid damping near the Couette flow in a channel, arXiv: 1808.04026.
[22] A. Ionescu and H. Jia, Axi-symmetrization near point vortex solutions for the 2D Euler equation, arXiv:
arXiv:1904.09170.
[23] H. Jia, Linear inviscid damping near monotone shear flows, arXiv:1902.06849.
[24] H. Jia, Linear inviscid damping in Gevrey spaces, preprint arXiv:1904.01188
[25] L. Kelvin, Stability of fluid motion-rectilinear motion of viscous fluid between two plates, Philos. Mag. 24
(1887), 188.
[26] G. Kirchhoff, Vorlesungen ber mathematische Physik, Teubner, Leipzig 1876
[27] A. Kiselev and V. Sverak, Small scale creation for solutions of the incompressible two-dimensional Euler
equation, Ann. of Math. (2) 180 (2014), 1205-1220.
[28] I. Kukavica and V. Vicol, On the analyticity and Gevrey-class regularity up to the boundary for the Euler
equations, Nonlinearity 24 (2011), 765-796.
[29] L. Landau, On the vibration of the electronic plasma, J. Phys. USSR 10 (1946), 25. English translation in
JETP 16, 574. Reproduced in Collected papers of L.D. Landau, edited and with an introduction by D. ter
Haar, Pergamon Press, 1965, pp. 445-460; and in Men of Physics: L.D. Landau, Vol. 2, Pergamon Press, D.
ter Haar, ed. (1965).
[30] C. Levermore and M. Oliver, Analyticity of solutions for a generalized Euler equation, J. Differential Equations
133 (1997), 321-339.
[31] C. C. Lin, On the motion of vortices in 2D I. Existence of the Kirchhoff- Routh function, Proc. Nat. Acad.
Sc. 27 (1941), 570575
[32] Z. Lin and C. Zeng, Inviscid dynamical structures near Couette flow, Arch. Ration. Mech. Anal. 200 (2011),
1075-1097.
[33] Z. Lin and C. Zeng, Unstable manifolds of Euler equations, Comm. Pure Appl. Math. 66, 1803-1936 (2013).
[34] J. McWilliams, The emergence of isolated coherent vortices in turbulent flow, J. Fluid Mech. 146 (1984),
21-43.
54 ALEXANDRU D. IONESCU AND HAO JIA
[35] J. McWilliams, The vortices of two-dimensional turbulence, J. Fluid Mech. 219 (1990), 361-385.
[36] A.J. Majda and A.L. Bertozzi, Vorticity and incompressible flow, vol. 27 of Cambridge Texts in Applied
Mathematics. Cambridge University Press, Cambridge, 2002.
[37] C. Mouhot and C. Villani, On Landau damping, Acta Math. 207 (2011), 29-201.
[38] W. Orr, The stability or instability of steady motions of a perfect liquid and of a viscous liquid, Part I: a
perfect liquid, Proc. R. Ir. Acad., A Math. Phys. Sci. 27 (1907), 9–68.
[39] L. Rayleigh, On the stability or instability of certain fluid motions, Proc. Lond. Math. Soc. S1-11 (1880), 57.
[40] P. Santanqelo, R. Benzi, and B. Leqras, The generation of vortices in high-resolution, two-dimensional,
decaying turbulence and the influence of initial conditions on the breaking of self-similarity, Phys. Fluids A 1,
(1989), 1027-1034.
[41] D. Schecter, D. Dubin, A. Cass, C. Driscoll, I. Lansky, T. O’Neil, Inviscid damping of asymmetries on a
two-dimensional vortex, Physics of Fluids, 2397, 12 (2002)
[42] S. Stepin, Nonself-adjoint Friedrichs Model in Hydrodynamic Stability, Functional analysis and its applica-
tions, Vol. 29, No. 2, 1995, Translated from Funktsionaltnyi Analiz i Ego Prilozheniya, Vol. 29, No. 2, pp.
22-35, April- June, 1995. Original article submitted August 3, 1994.
[43] V. Sverak, lecture notes, available at http://www-users.math.umn.edu/ sverak/course-notes2011.pdf
[44] G. Taylor, Stability of a viscous liquid contained between two rotating cylinders, Phil. Trans. R. Soc. Lond.
A 1923, 223.
[45] W. Wolibner, Un theore`me sur l’existence du mouvement plan d’un fluide parfait, homogene, incompressible,
pendant un temps infiniment long, Math. Z. 37 (1933), 698-726
[46] T. Yamanaka, A new higher order chain rule and Gevrey class, Ann. Global Anal. Geom. 7 (1989), 179-203.
[47] V. Yudovich, Non-stationary flows of an ideal incompressible fluid (Russian), Z. Vycisl. Mat. i Mat. Fiz. 3
(1963), 1032-1066.
[48] V. Yudovich, Uniqueness theorem for the basic nonstationary problem in the dynamics of an ideal incom-
pressible fluid, Math. Res. Lett. 2 (1995), 27-38.
[49] D. Wei, Z. Zhang, and W. Zhao, Linear Inviscid Damping for a Class of Monotone Shear Flow in Sobolev
Spaces, Comm. Pure Appl. Math. 71 (2018), 617-687.
[50] D. Wei, Z. Zhang, and W. Zhao, Linear inviscid damping and vorticity depletion for shear flows,
arXiv:1704.00428.
[51] D. Wei, Z. Zhang, and W. Zhao, Linear inviscid damping and enhanced dissipation for the Kolmogorov flow,
arXiv:1711.01822.
[52] D. Wei and Z. Zhang, Transition threshold for the 3D Couette flow in Sobolev space, arXiv:1803.01359
[53] C. Zillinger, Linear inviscid damping for monotone shear flows, Trans. Amer. Math. Soc. 369 (2017), 8799-
8855.
[54] C. Zillinger, Linear inviscid damping for monotone shear flows in a finite periodic channel, boundary effects,
blow-up and critical Sobolev regularity, Arch. Ration. Mech. Anal. 221 (2016), 1449-1509.
Princeton University
E-mail address: aionescu@math.princeton.edu
University of Minnesota
E-mail address: jia@umn.edu
