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In this work, we are particularly interested in simulating the interaction between fluid 
and solid when the fluid flow is in compressible regime involving shock or rarefaction 
waves and flow may even cavitate and the structure may suffer elastic and plastic 
deformation. The key method developed in this work is named as Ghost Solid-Fluid 
Method (GSFM). In GSFM, the advantageous features of MGFM (Liu et al. (2003), 
SMGFM (Xie (2005)), RGFM (Wang et al. (2006)) and the work of Rebecca (2005) 
have been combined with the Eulerian-Lagrangian coupling methodology.  
The GSFM methodology is developed for the one dimensional problem and the case 
studies with different material combinations have revealed that the method works for 
shock-tube like problems and problems where strong shockwave is incident on the 
interface. 1D GSFM solves a Riemann problem at the interface to get the interfacial 
status which is used to update the status at the ghost nodes. This Riemann problem is 
non-linear and can resolve the inherent non-linearity of the material during plastic 
loading.   
GSFM has also been extended to solve for two-dimensional FSI problems. The 2D 
version of the GSFM is an extension of the existing SMGFM with Eulerian 
Lagrangian coupling. The numerical experiments show that GSFM can predict the 
coupled variables (e.g. pressure, normal velocity and normal stress) in close 
agreement with the analytical solutions, especially for shock-tube like problems 
where the wave propagation can be regarded to be in either of the coordinate 
directions. However, the 2D GSFM cannot accurately predict the uncoupled variables 





when the interface is inclined to either of the coordinate directions. This is because 
there are no counterpart boundary conditions imposed for the shear stress components 
at the inviscid fluid-structure interface. Underwater explosion problem has been 









A    Coefficient matrix ( ) UUF ∂∂  
a    Speed of sound in gas 
a     Speed of sound in water 
B    Constant in Tait’s equation of state for water 
    ( ) UUG ∂∂  
c    speed of sound in gas, water or solid medium 
CFL    CFL number 
d, D    derivative operator 
d    Density 
E    total flow energy 
    Young’s modulus 
e    Strain  
F    Inviscid flow flux in the x or radial direction 
G    Inviscid flow flux in the y direction 
H    Numerical flux 
I    Interface position 
L    Left eigenvector 
    Length 
M    Total grid points in the x or radial direction 
N    Constant in Tait’s equation of state for water 
P    Pressure 





vp     Critical pressure at which cavitation appears 
R    Right eigenvector 
1−R     Left eigenvector 
S    Source term in the 1D symmetric Euler equation 
    Shock speed 
t    Temporal coordinate 
u    Flow velocity in the x or radial direction 
U    Conservative variable vector 
V    Flow velocity component in the y direction 
x    x coordinate 
y    y coordinate 
∆t    Time step size 
∆x    Step size in the x direction 
∆y     Step size in the y direction 
E     Young’s modulus. 
pE     Modulus of plasticity. 
Greek Alphabets: 
α    Longitudinal wave speed 
    Constant in the elastic-plastic solid model. 
β    Shear wave speed 
δ    Dirac operator 
ε    Displacement 
    Very small number 





0κ  Reference yield strength of the solid (elastic-plastic 
solid). 
ζ     Material constant in the elastic-plastic model. 
ϕ    Level-set distance function 
γ    Ratio of specific heats 
∆    Quantity jump across a shock front 
λ    xt ∆∆  
    Eigenvalue 
    Lame constant 
Λ    Eigenvalue matrix 
µ    Lame constant 
ν     Poisson ratio 
ρ    Density 
σ    Stress in the solid 
σ     Stress vector 
Superscript: 
l    Component index of a column vector 
L    Flux parameter indicator related to the left characteristic 
R Flux parameter indicator related to the right 
characteristic 
T    Matrix transposition 
n    Temporal index 
Subscript: 





i    Spatial index in the x or radial direction 
j    Spatial index in the y direction 
H    Parameter associated with initial high-pressure region 
 
s    s – coordinate (rotated frame) 
 
n    n – coordinate (rotated frame) 
 
I    Interfacial quantity 
 
ref    Reference quantity  
 
xx Element of tensor in the direction of x axis and in a 
plane perpendicular to x axis. 
 
yy Element of tensor in the direction of y axis and in a 
plane perpendicular to y axis. 
 
xy Element of tensor in the direction of y axis and in a 
plane perpendicular to x axis. 
 
yx Element of tensor in the direction of x axis and in a 
plane perpendicular to y axis. 
 
ss Element of tensor in the direction of s axis and in a 
plane perpendicular to s axis. 
 
nn Element of tensor in the direction of n axis and in a 
plane perpendicular to n axis. 
 
sn Element of tensor in the direction of n axis and in a 
plane perpendicular to s axis. 
 
ns Element of tensor in the direction of s axis and in a 
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Chapter 1 Introduction 
 
1.1. Fluid Structure Interaction 
The main objective of this work is the simulation of Fluid-Structure interaction. FSI is 
still one of the popular field of interests for the scientific community. Fluid Structure 
Interaction is a compact title which includes numerous applications ranging from 
steady state to transient and linear to non-linear interactions. FSI is important when 
the exchange of energy between the fluid and the structure affects the physical 
behavior of each other to a significant extent. It covers acoustics; explosive loading of 
structures; fluid induced vibration of floating structures, especially, the interaction of 
offshore structures with water waves; sloshing of liquids in open and closed 
containers; bursting of fluid filled containers; wind load on buildings; flutter of 
aerodynamic vehicles and bridges, etc. Analysis of the FSI is necessary because, it 
may sometimes give rise to stress waves in solids that may cause large deformation 
and failure. The type and extent of the damage depends on the size, density and 
velocity of the liquid and on the strength of the solid. For example, at a velocity of 
750 m/s, a 2mm diameter water drop is capable of fracturing and eroding tungsten 
carbide and plastically deforming martensitic steel (Zukas (2004)). Pumps, Turbines 
and Piping where the liquid may cavitate due to sudden decrease of pressure and then 
collapse, may suffer from damage or erosion of the moving parts and need a detailed 
study from the FSI viewpoint.  A survey on the computational needs in fluid-structure 
interaction for USA Navy (Palo (2003)) has revealed that there is still much work to 






We are particularly interested in simulating the interaction when the fluid flow is in 
compressible regime and flow may even cavitate and the structure may suffer plastic 
deformation. The key method that we are developing in this work can be named 
Ghost Solid-Fluid Method (GSFM). 
 
When the characteristic times for the motion of the fluid flow and of the solid 
boundaries are comparable, it becomes necessary to couple the dynamics of the two 
media. The numerical realization of the coupling is one of the major issues in FSI 
problems and is classified by Schäfer (2001, 2003) as weak or strong [Fig.1.1]. The 
weak coupling involves a fully explicit partitioned coupling where the fluid and the 
solid problems are solved individually and the interaction is achieved by applying 
suitable boundary condition to the individual solvers. This approach is flexible in 
choosing the individual fluid and solid solver. On the other hand, the strong coupling 
involves a fully implicit monolithic approach where the fluid and the solid domains 
are solved simultaneously for the unknown variables. This approach involves the 
modification of the individual fluid and solid solvers, but the convergence rate can be 
better than the weak strategy. What is done in practice is neither the strong nor the 
weak form of coupling, rather an intermediate strategy which combines the 
advantages of the two approaches. A detailed review of different FSI methods can be 











Fig. 1.1. Schematic view of numerical coupling strategies (Schäfer (2003) 
 
There are several commercial FSI software (e.g. ABACUS-FLUENT, ANSYS-CFX, 
LSDYNA ) available in the market, which are built on the idea of using independent 
fluid and solid solvers and the interaction is achieved by imposing boundary condition 
at the interface. They are user friendly and can solve a wide range of problems. Most 





Fig. 1.2. Schematic view of the enforcement of boundary condition in weak coupling 
strategy (conventional). 
 
Based on the grid generation, we can divide the FSI into three categories, one of 
which uses fixed grid for both fluid and the solid solver (Euler-Euler), another one 
uses fixed grid for fluid and moving grid for the solid (Euler-Lagrangian) and the 
other one uses Arbitrary Eulerian Lagrangian description for both the fluid and solid. 





the solid is complex and increases the number of variables and hence expensive with 
respect to the Lagrangian formulation. In the ALE, the grid moves with arbitrary 
speed and in most FSI problems the fluid grid is supposed to move with the velocity 
of the FSI interface, and the Solid grid is moved with the particle velocity. In 
Eulerian-Lagrangian description, the grid is fixed for the fluid and the solid grid 
moves with the local particle velocity. In each of these cases, for the case of complex 
geometry, we need to generate body fitted grid and needs remapping operation for the 
second and the third type, which is expensive.  
 
The approach, here is to perform the FSI simulation by employing Euler-Lagrangian 
explicit coupling. The choice for the weak coupling strategy is influenced by the fact 
that we can use independent fluid and solid solver and the interaction is achieved by 
applying boundary condition at the interface as shown in the Fig. 1.3. In order to 
achieve the interaction, the key approach is to use the Ghost Solid-Fluid Method 
(GSFM), which is proposed in this work, and can be taken as an extension of the 
Modified Ghost Fluid Method (MGFM) proposed by Liu et al. (2003) and simplified 
GFM (this will be later referred to as “Simplified MGFM” (SMGFM) in this 





    (Solution of 
Riemann Problem)  
Fig. 1.3. Schematic view of the enforcement of boundary condition in weak coupling 





1.2. Objectives and Organization of this work: 
There are several issues involved in the proposed GSFM which need discussion, e.g. 
the governing equations for the individual medium, the capturing of the interface 
evolution, the GSFM strategy to enforce interface boundary condition, the individual 
numerical solvers for fluid and solid medium, the coordinate system used in the 
individual solvers and their implications and application of absorbing boundary 
conditions on the boundaries other than the interface. 
 
In this work, we seek to propose a new FSI technique which is able to simulate the 
coupled dynamics of a compressible fluid and a deformable incompressible solid. The 
Euler equation governs the compressible fluid while the stress-velocity formulation of 
the Cauchy’s laws of motion governs the solid. In particular, the method has been 
proven to work for gas-solid and water-solid interaction with different examples. 
Perfect gas and Tait’s equation have been used as the EOS for the gas and water 
medium, respectively. For the solid, the constitutive models being tested are the 
isotropic perfectly elastic solid and the power law for isotropic linearly elastic-plastic 
time independent work hardening solid. 
 
In Chapter 2, we shall be discussing the previous works done in this area.  Chapter 3 
discusses the methodology for 1D GSFM and verifies its applicability by performing 
a number of case studies. Chapter 4 in a similar manner discusses the methodology 
for the implementation of 2D version of the GSFM. A number of numerical 
experiments have been done to validate the GSFM algorithm proposed in this work. 
This dissertation ends with some conclusions in Chapter 5 as well as discussion on 
possible future research topics. 




Chapter 2  Literature Review 
 
2.1. Introduction: 
Fluid Structure Interaction is a fascinating and challenging field which is emerging as 
a new branch of research and development. FSI needs to be considered only when 
both fluid and solid interacts strongly. There are numerous engineering applications 
where FSI plays a key role, e.g., underwater cable strumming for Navy cable 
operations, aircraft frame vibration, turbine blade vibration, underwater propeller 
singing, wave induced impact loads on surface vessels, underwater explosion, flutter 
of wings of aircrafts and bridges, shock wave lithotripsy, etc. As discussed in the 
previous chapter, the FSI coupling may be classified as weak (or loose) and strong, 
and each one has their advantages and limitations. As such, a compromise between 
the two approaches is usually used. The FSI on the basis of strong coupling strategy 
can be found in Figueroa et al. (2005), where blood flow through deformable arteries 
are simulated by incorporating the deformability of the vessel walls in a monolithic 
way w.r.t. the fluid equations. 
 
One of the key issues of FSI is the numerical realization of the coupling. Most of the 
commercial software is known to use the loose coupling strategy in which they use 
the individual and independent fluid and solid solvers and the interaction is achieved 
by imposing boundary conditions along the interface for the independent solvers. The 
displacement or velocity from the solid domain is used as the boundary condition for 
the fluid solver, and the pressure from the fluid domain along the interface is used as 
the force boundary condition for the solid solver.  




The governing equations for each of the medium in multi-material problems involves 
mathematical variables, e.g. pressure, velocity, stress, density etc. Two types of 
variables can be identified in Multi-material problems viz. (1) coupled and (2) 
uncoupled variables. Coupled variables are those which at the interface can be 
uniquely determined by using the characteristic information from both of the media. 
Uncoupled variables cannot be uniquely determined at the interface from the 
characteristic information. Special attention is necessary to predict the interfacial 
status of these uncoupled variables. For example, in 2D FSI problems, the normal 
velocity and pressure in the fluid are coupled to the normal velocity and the normal 
stress in the solid media as they are supposed to be continuous across the interface. 
We have a few uncoupled variables such as density and tangential velocity of the fluid 
and tangential velocity and shear stress for the solid. How to set the internal boundary 
conditions for these variables is a challenge. 
 
In this work, Ghost Solid Fluid Method (GSFM) is proposed where the weak strategy 
is implemented but the interface boundary conditions are enforced in a different way. 
In this case, at the interface a Riemann problem is solved and the interface status for 
the coupled variables (pressure and velocity) is computed. Then ghost nodes are 
defined for each medium on the other side of the interface. The interface status is then 
extrapolated to the ghost region for each medium. Each individual solver then solves 
for the respective medium. The whole procedure shall be described in Chapter 3 and 
4.  
As the GSFM is based on the Ghost Fluid Method, the evolution of the GFM based 
algorithms needs to be discussed. There are several other issues involved which also 
need discussion, e.g. the governing equations and the constitutive relations for the 




individual medium, the individual numerical solvers for fluid and solid medium, the 
capturing of the interface evolution, the coordinate system used in the individual 
solvers and their implications and application of absorbing boundary conditions on 
the boundaries other than the interface. 
 
2.2. Compressible Fluid Medium (Governing equations and 
Numerical Solvers): 
In a single medium transient fluid flow, if we can assume the effect of viscosity to be 
negligible, the fluid motion is governed by the Euler’s equation along with the 
continuity equation and energy equation. 
 
Because of the hyperbolic nature of this system of equations, after a certain time 
interval, shock wave or rarefaction wave and contact discontinuity may arise in the 
flow, even if there is no discontinuity in the flow field initially. Such a problem can be 
analyzed in the framework of Riemann Problem. For the closure of the system of 
equation, we need to use equation of states for the fluid under consideration. 
 
The discontinuity in the flow variables that evolve with time is governed by the 
Rankine-Hugoniot jump condition (entropy condition). Across the shock wave there 
is a sudden jump in the pressure, velocity and density. Shock wave generation is an 
irreversible process and hence there is an increase in entropy across the shock wave. 
However, across the rarefaction wave the entropy remains constant while the 
pressure, velocity and density change smoothly. Across the contact discontinuities, 




the density changes only. The contact discontinuity moves with the velocity of the 
flow. 
 
One dimensional analysis of such a flow problem can be done analytically. But, for 
complex multi-dimensional flow problems, we need to rely on numerical simulations. 
The numerical analysis of such a flow problem needs special considerations. One of 
the most famous and important numerical methods for the numerics is Godunov 
Method in the sense that most of the current numerical methods are, in a way, the 
extension of this method.  
 
One major requirement of these methods is that the scheme should be conservative. 
Godunov method is of this kind. A basic assumption of this method is that at a given 
time level n, the data has a piece-wise constant distribution. And the numerical fluxes 
are computed by using the analytical solutions of the local Riemann problems. There 
are other approaches which do not solve the local Riemann problem on each cell 
exactly. Roe scheme, Osher’s scheme, Roe-Pike scheme, HLL scheme, etc are 
examples employing approximate Riemann solvers. 
 
Monotonicity is another basic requirement for these numerical schemes. It can be 
shown that the monotone schemes mimic the basic property of exact solutions of 
conservation laws (Toro (1997)). The original Godunov method as well as the 
conservative form of the different CIR schemes, such as Lax-Frederich, Lax-Wendrof 
methods are linear methods. Godunov stated that “There are no monotone, linear 
schemes for Euler equation of second or higher order accuracy” (Toro (1997)). 
 




Other higher order monotone schemes (both Godunov type and others) were 
developed, which have been successfully applied in resolving some real problems. 
One of these is the MUSCL (Monotone Upstream-centered Scheme for Conservation 
Laws). MUSCL, unlike the original Godunov method (piece-wise constant 
distribution), uses piecewise linear distribution of data on each cell. But, these higher 
order methods has been found to produce spurious oscillations (Gibb phenomenon) in 
the vicinity of high gradients (e.g. near the shock waves) (Toro (1997), Harten 
(1978)). 
 
Therefore, one more requirement for the numerical schemes has been defined by 
Harten (1983) as to be Total Variation Diminishing (TVD). Henceforth, the 
development of high resolution schemes which give second or higher order of 
accuracy in the smooth part of the solution, can also produce numerical solutions free 
from spurious oscillations and high resolution at discontinuities. The high resolution 
schemes use Limiters of different types, which can be classified as Flux Limiters and 
Slope Limiters. 
 
Shock capturing scheme pioneered by von Neumann and Richtmyer (1950) introduces 
the concept of artificial viscosity and computes the discontinuity as part of the 
solution rather than in shock fitting where the discontinuity is considered as an 
internal boundary.  Use of artificial viscosity accompanies an irretrievable loss of 
information and deteriorates the resolution (Harten (1982)). It smears the 
discontinuity and approximates the shock by a continuous transition spread through 3-
5 cells. Artificial compression method proposed by Harten (1977 and 1978) has 
improved resolution of the shocks and the smearing of the contact discontinuities is 




improved. Harten (1982) provides the Total Variation Non-Increasing (TVNI) scheme 
which is 2
nd
 order accurate. 
 
Godunov scheme is popular as it has provided the bedrock upon which most of the 
modern schemes are developed. However, Godunov type schemes are not free from 
problems. The problem comes from the solution of the Riemann problem at the cell 
interfaces. The original Godunov method requires exact solution of the Riemann 
problem which is not practical in most physical situations. Roe circumvented this 
problem by introducing linearized version of the Riemann solver which makes the 
computation cheaper than the original Godunov method. Roe’s original solver suffers 
from limitations; the most severe of these is that the scheme allows expansion shocks 
to appear as a solution. A number of fixes have been proposed to overcome this, 
however, Harten’s entropy fix seems to work the best (Quirk (1994). A number of 
cases where the Riemann solvers fail have been outlined by (Quirk (1994), some of 
which are expansion shock, negative internal energy, carbuncle phenomenon, kinked 
Mach stems, odd-even coupling, etc. Different types of Riemann solvers have been 
thoroughly discussed in Toro (1997). A good reference for High resolution schemes 
can be found in Hussaini et al. (1997). 
 
2.3.  Incompressible Solid medium (Governing equations 
and Numerical Solvers): 
When solid medium is subjected to dynamic loads, the stresses become functions of 
both space and time. Under the assumption of small deflection or displacement 
(displacement gradient is very small), the elastic medium is best studied by the 




linearized theory. Examination of a problem on the basis of linearized equations often 
leads to considerable insight into the actual physical situation. But, one must be 
conscious of the fact that small non-linearity sometimes lead to significant 
modification of results obtained from the linearized theory. Hence, conditions for the 
applicability of the linearized theory must be carefully noted. A detail discussion on 
this can be found in Achenbach (1973). In the linearized theory, the shape of the 
propagating waves does not alter and hence the propagation is usually called 
distortion-less. A linear relation between the stress and the displacement gradient in 
the material description is all that is required for a linear wave equation in material 
coordinate. Cauchy’s first law of motion under the assumption of homogeneous, 
isotropic, linearly elastic solid, becomes the Navier’s equation. Two types of stress 
wave, namely, P-wave (longitudinal wave) and S-wave (shear waves) are usually 
possible in a linearly elastic unbounded solid. The material particles for the P-wave 
move in the direction of the wavefront, and for the S-wave move in the direction 
perpendicular to the wavefront. The Navier’s equation in the displacement form can 
be solved analytically for simple problems. Two or three dimensional problems with 
complex geometry would need numerical solution. 
 
Numerical research of stress wave propagation in solids has been influenced by the 
developments in the computational fluid dynamics. Since, the governing system of 
equation is hyperbolic, the methods developed for supersonic or transient inviscid 
flow in gas dynamics can be applied. However, simply using the same computational 
technique from gas dynamics to solid dynamics is not feasible. The solid behaves 
differently from the fluid and has its own characteristics. For example, in solids 
singular points may exist such as cracks. The accurate computation of stress 




distribution near the crack tip is important in designing engineering products and 
machine elements and needs special technique. Another unique difference of solid 
from the fluid is that for an unbounded elastic plastic solid, four characteristic waves 
are possible, viz. elastic longitudinal wave, elastic transverse wave, the plastic fast 
wave, the plastic slow wave (Lin (2001)). These waves may appear all together or in 
part. Furthermore, the time history of loading is important in solid modeling. 
 
The numerical solutions are usually based on the method of characteristics which 
finds its root in the Huyghens’ principle (Achenbach (1973)) for propagating wave 
fronts. Ziv (1969) provides a method by which the theory of characteristics is 
extended to include the elastic waves in two spatial dimensions. The nature of the 
governing equation and the characteristic waves is revealed in this work and can be a 
good starting point for Elastodynamics. Finite difference is the most popular 
technique to solve the PDEs governing the equations of the solid dynamics. For two 
dimensional stress wave propagation in an isotropic linear elastic solid, Clifton (1967) 
proposed the method of bicharacteristics for linear elastic solids. Zwas scheme (Eilon 
et al. (1972)) for gas dynamics has been implemented by Lin (1996) to model the 
stress wave propagation in linear elastic and elastic-plastic solids. 
 
Application of higher-order Godunov methods developed by Van Leer (1979) and 
extended by (for example) Colella and Woodward (1984) for dynamic wave 
propagation in one-dimensional elastic-plastic solids has been reported in 
(Trangenstein and Pember (1992)). Both the Lagrangian and Eulerian versions of the 
algorithm require appropriately accurate approximations to the solution of Riemann 
problems, in order to represent the interaction of waves at cell boundaries. 




Miller and Colella (2002) developed a coupled solid–fluid shock capturing scheme in 
which they have used the VOF method and adaptive mesh refinement technique. For 
fluids they have used a new 3D spatially unsplit implementation of the piecewise 
parabolic (PPM) method as discussed in Colella and Woodward (1984). For solid they 
have used the 3D spatially unsplit Eulerian solid mechanics method of Miller and 
Colella. Benson (1991) provides a review on the different numerical methods 
implemented in the production hydrocodes which includes the shock viscosity and 
Godunov method.  
 
The governing equations for Elastodynamics are a system of hyperbolic partial 
differential equations. Under the assumptions of plain strain or plain stress, the system 
has two wave of real wave speeds which are called P-wave (irrotational wave) and S-
wave (equivoluminal wave). These equations can be written in either of the following 
ways (Clifton (1967)): 
i. As a pair of coupled second order equations for the displacements in the x 
and y directions;  
ii. As a pair of uncoupled second order equation for the dilatation or rotation; 
iii. As a system of symmetric first order equations for two velocities, the 
dilation, and the rotation;  
iv. As a system of symmetric first order equations for two velocities and three 
stresses. 
Clifton (1967) and Lin (1996) had chosen the later formulation. This is because the 
stresses and velocities are quantities of physical importance and the choice of 
velocities and stresses as the dependent variables avoids boundary conditions 
involving derivatives. This can be called the stress-velocity formulation and has been 




used in this work as the application of the boundary condition along the interface 
would be more straightforward. 
 
The numerical scheme that has been used in this work for linear elastic solid can be 
treated as an extension of the Harten’s (1982 ) scheme for inviscid fluid. For the one 
dimensional fluid – elastic plastic solid interaction problem, the solid has been 
modeled in the same way as Lin (1996) and 2
nd
 order Godunov method has been 
implemented. 
 
2.4.  Ghost Fluid Method (GFM) to Ghost Solid Fluid 
Method (GSFM): 
As Ghost Fluid Method constitutes the heart of the work in this dissertation, it 
requires a brief discussion here. In this section, several versions of GFM shall be 
described in brief. Detailed discussion on the GFM based algorithms can be found in 
Xie (2005). 
 








 Fig. 2.1 The Ghost Fluid Method- no isobaric fix 
 
Fig. 2.2.: Isobaric fixing for the ghost fluid method 
 




The Ghost Fluid Method has been first proposed by Fedkiw (1999) and named as 
original GFM (for the ease of referral). The ghost fluid stays on one side and contains 
the mass, momentum and energy of the real fluid at the other side of the interface. 
Each grid point contains the mass, momentum and energy of the real fluid that exists 
at that point (the real fluid) and ghost mass, momentum and energy of the other fluid 
(the fluid at the other side of the interface) that does not really exist at the grid point 
(the ghost fluid).  
 
Suppose that the zero level of the level set function lies between nodes i and i +1, i.e., 
the level set function changes sign between these nodes (Fig.2.1). In order to update 
fluid1, ghost fluid values of fluid 1 are defined at nodes to the right and including 
node i + 1. For each of these nodes, we define the ghost fluid value by copying the 
fluid 2’s pressure and velocity at each node with the entropy of fluid 1 from node i. 
This is a constant extrapolation of entropy. But it suffers from the so-called 
“overheating” errors. A band of 3 to 5 ghost cells are used on each side of the 
interface. 
 
Following is the summary of the special features and advantages of the GFM as 
revealed in Liu et al. (2003): 
i. The original GFM is designed for the contact discontinuities where the interface 
moves with the fluid velocity only. (The extension velocity for the level set  has 
been taken to be equal to the fluid velocity.) 
ii. The pressure and normal velocity of the ghost fluid are copied over from the real 
fluid in a node-by-node fashion while the entropy and tangential velocities are 




defined using a simple PDE for one-sided constant extrapolation in the normal 
direction.  
iii. The level set method implicitly captures the location of the interface. 
iv. The interface boundary conditions are captured implicitly.  
v. Original GFM does not need to solve a Riemann problem. 
vi. The Rankine-Hugoniot Jump Condition is accounted for implicitly. 
vii. No need to solve an initial boundary value problem at the interface. 
viii. It captures the appropriate interface conditions by defining a fluid (ghost fluid) 
that has the pressure and velocity of the real fluid at each point, but the entropy 
of some other fluid. 
ix. Since the ghost fluids have the same entropy as the real fluid that is not 
replaced, GFM solves a one-phase problem. 
x. Smearing of the density profile could be eliminated. 
xi. This scheme, as Fedkiw et al. stated, does not require dimensional splitting in 
time for multidimensional case and allows easy and efficient implementation of 
the Runge Kutta methods. 
xii. This scheme could avoid the difficult decision making about special cases on 
interface crossing, cut cells, etc. 
 
2.4.2. GFM with isobaric fix (original GFM) 
The isobaric fix technique can be used to reduce the “overheating” errors. This 
technique allows the entropy in real fluid values to change. In order to apply isobaric 
fix technique, the entropy is changed at node i to be equal to the entropy at node i - 1 
without modifying the values of the pressure and velocity at node i (fig. 2.2).  
 




2.4.3. Modified Ghost Fluid Method (MGFM) 
The modified Ghost Fluid Method needs to solve a Riemann Problem at the interface 
to get the interface normal velocity and pressure using an implicit characteristic 
equation. It has been shown by Liu et al. (2003) that the Original Ghost Fluid Method 
fails in case of a strong shockwave impacting on an interface even though it works 
well for shock tube problems and moderate shock impacting on an interface. In 
applications with a strong shock impacting, the real fluid pressure and velocity may 
not be acceptable ghost fluid pressure and velocity. Hence, the ghost fluid pressure 
and velocity need to be determined first before the ghost fluid method is applied. At 
the moment of a strong shock impacting a surface, it creates a singularity where the 
pressure and velocity values are discontinuous and this singularity has to be correctly 
decomposed in order to supplement the Rankine-Hugoniot conditions in fully 
describing the interface state. The working procedure can be shown by the following 
figure (Rebecca (2005)). 
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By employing the Rankine-Hugoniot conditions, it ensures that the flow dynamic 
behavior is correct at the interface (i.e. the continuity of pressure and normal velocity) 
but, it is still inadequate to fully determine the interfacial status. 
2.4.4. The Simplified MGFM (SMGFM): 
The MGFM requires the use of an Approximate Riemann Problem Solver (ARPS) 
which involves the solution of an implicit characteristic method to get the interfacial 
status. The computational cost as it uses iterative procedure, is more than the original 
GFM, but is more robust and is not problem related. Xie (2005) mentioned that when 
one of the medium is solid, MGFM may require more computational time to obtain 
the solution of the ARPS when the pressure is not high. To overcome this, Xie (2005) 
proposed to use an explicit characteristic method instead of the implicit one in MGFM 
in the approximate Riemann solver, which he named as the “Present GFM”. The only 
difference between the “Present GFM” and MGFM is in the solution of the 
characteristic equations at the interface; the distribution of the interfacial status to the 
ghost nodes are similar. Hence, in this dissertation, we would like to call “Present 
GFM” the simplified version of the MGFM, or shortly simplified MGFM (SMGFM) 
for reference. 
 
In Simplified MGFM, the acoustic impedances of the two media ( IL ILcρ and IR IRcρ ) 
are assumed to be constant while solving the ARPS. The two characteristic equations 
are approximated as: 
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These two equations are solved explicitly for the interface pressure Ip and velocity Iu  
as follows: 
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However, the SMGFM is not trouble free. It may predict negative interface pressure 
in certain types of problems which is unphysical. In order to make this scheme to 
avoid negative pressure, a fix is proposed by Xie (2005). The fix can be given as, 
( )I IL IL IL IL IRp p c u uρ≈ + − .      …………(2.4.4.5) 
I IRu u= .        …………(2.4.4.6) 
In this fix, it is assumed that the medium with larger acoustic impedance (e.g. solid) is 
situated on the right side of the interface. The advantage of SMGFM over the MGFM 
is that it does not require iterative procedure; rather it solves the characteristic 
equation algebraically, which saves time. 
 
2.4.5. Further discussion on the previous GFM 
How to define the ghost status for the uncoupled variables is a concern for GFM 
based algorithms. Fedkiw et al. (1999) in his original GFM, used isobaric fix for the 
density and injection strategy as also proposed by (Arienti et. al. (2003)) for the 
tangential component of the velocity to define the ghost status for the uncoupled 
variables for the fluid medium. Ghost Fluid Method originally proposed for the Fluid-
Fluid interaction by Fedkiw et al. (1999) has been found to have limitation for strong 




shock impacting interfaces of two media having high density ratio as for a gas-water 
interface and even for water-water interface (Liu et al. (2003)). The modified Ghost 
Fluid Method (Liu et al. (2003)) which is based on the solution of the Riemann 
problem at the interface and isentropic fix for the density has proved to be robust 
enough to solve problems of strong shock impacting on gas-gas, gas-water and water-
water interface. Different conditions for the possible shock wave refraction patterns 
for fluid-fluid interface has been formulated by Liu et al. (2003). 
 
GFM has been applied to FSI problem for the first time by Fedkiw et al. (2002). Here, 
the original GFM is slightly modified and used for the fluid medium and the solid side 
has been treated as a Lagrangian medium. The velocity of the ghost fluid is 
determined by the medium associated with the stiffer EOS (water or Solid) and the 
pressure of the ghost fluid is determined by the medium with less stiff EOS. The 
Eulerian-Lagrangian coupling is achieved by applying the force boundary condition to 
the solid solver and velocity boundary condition for the fluid solver along the 
interface. Pressure from the fluid grid points nearest to the interface is interpolated to 
a set of Lagrangian control points along the interface for the solid domain. Velocity 
from the solid nodes nearest to the interface is used as the boundary condition for the 
fluid. As the way of populating the ghost nodes for the coupled and the uncoupled 
variables is not unique (especially for the uncoupled variables like tangential 
velocity), Arienti et al. (2003) has examined three different ways of populating the 
ghost nodes for the fluid medium by one sided extrapolation, which he named as 
injection, reflection and mirroring. This work can be viewed as an extension of the 
Fedkiw (2002) work. For the solid medium, the boundary conditions at the interface 
are implemented in the same way as that in Fedkiw (2002).  




Xie (2005) addressed the effects of incident shock on the gas-solid and water-solid 
compressible flow and formulated the conditions for the possible shock wave 
refraction patterns. He applied the MGFM and the simplified MGFM for the one 
dimensional flow and found to resolve the interface status quite well. He has shown 
by numerical experiments that the MGFM takes more time than the SMGFM to 
resolve the interfacial status specially when the Hydro-elasto-plastic EOS is used for 
solid.  
 
Rebecca (2005) applied the SMGFM for 1D compressible fluid-solid problems of 
shock tube type. Linear elastic solid has been used as the constitutive model for the 
solid. As all the variables from the solid side are coupled to those in the fluid medium, 
solution of a Riemann problem and extrapolation of the interfacial status to the ghost 
solid nodes using injection strategy is straightforward. Here, on the assumption of 
small deflection or displacement of the solid, an Eulerian coordinate for the solid 
medium has been proved to be sufficient to predict the interfacial interactions and the 
position of the stress wave with good accuracy. As the governing equation for the 
solid involves the Lagrangian coordinate, the use of an Eulerian coordinate for the 
same governing equation for small deflection or displacement may work for short 
time computation, but may lead to erroneous results for long time calculation, e.g. the 
magnitude and the location of the P and S waves in the solid. 
2.4.6. Ghost Solid-Fluid Method (GSFM): 
Inspired by the MGFM (Liu et al. (2003)) and SMGFM (Xie (2005)) and Rebecca’s 
(2005) work, Ghost Solid Fluid Method (GSFM) is proposed in this work which is 
tested for 1D shock-tube type problem and also for strong shock incident on the 
interface. In 1D FSI problems, GSFM is similar to the SMGFM. In 2D problems, 




GSFM is similar to the SMGFM for the coupled variables and the definition of the 
ghost status for the uncoupled variables makes the difference. GSFM is different from 
Rebecca’s work in that it incorporates isotropic linear elastic as well as isotropic 
linear elastic-plastic time independent work-hardening material model and a 
Lagrangian coordinate has been used for the solid medium. Another important 
difference is that Rebecca (2005) and SMGFM use the material velocity as the 
extension velocity for the level set evolution. In GSFM, inspired by the RGFM ( Real 
Ghost Fluid Method; see Wang et al. (2006)), the interface velocity is used as the 
extension velocity. GSFM can predict the strong shock wave interaction with the 
interface. 
 
In 1D, for elastic solid, the velocity and the normal stress are continuous across the 
interface and in this way they are the coupled variables and there is no uncoupled 
variable. On the other hand, in 2D we have five variables in which only the normal 
velocity and the normal stress are coupled. Here comes the question of how to define 
the ghost status for these uncoupled variables. These uncoupled variables are the 
tangential velocity and the shear stress. This issue is addressed in the thesis. 
 
1D GSFM has been extended to the 2D FSI which is not trivial. For the definition of 
the ghost fluid status for the fluid in 2D, the same approach as the SMGFM (Xie 
(2005)) has been implemented. For the definition of the ghost solid status for the solid 
medium, a Riemann problem is solved for the coupled variables (i.e. normal stress 
and the normal velocity). The uncoupled variables (e.g. shear stress, tangential 
component of the velocity) are defined for the ghost solid nodes in a novel way which 
shall be discussed in the subsequent chapters. It has been found that the proposed 2D 




GSFM works well for 1D wave propagation in the coordinate direction. It suffers 
from oscillation and unphysical prediction of magnitude of the stress waves in the 
solid when the interface is inclined with respect to the co-ordinate direction. 
Underwater explosion problem has been tested and has been found to work well for 
small time computation and has limitation in long time computation. 
 
2.5.  Capturing the evolution of the interface: 
There are two standard approaches for treating the moving interface in multi-material 
flow and solid-solid interactions. One is front tracking and the other is front capturing. 
In front tracking, the interface is treated as internal moving boundaries. Front tracking 
method is a Lagrangian method for the propagation of a moving manifold. It works by 
moving marker particles which represent the interface (Glimm (1998), Li and Ito 
(2006)). In this approach, a set of ordered marker particles ( ) , 1, 2,3,......k bX t k N= , 





where u is the particle velocity. To track large interfacial movement, reconstruction of 
the interface is required which may make the treatment complex. There is a possibility 
of numerical instability due to the deformation of the grid and remapping or 
redistribution of the solution (Hilditch (1995), Liu et al. (2001)) is required. 
 
Front capturing represents contact discontinuity as steep gradients to be resolved over 
a few grid cells (Liu et al. (2003)). For a single medium flow problem, high resolution 
schemes such as TVD, ENO, WENO are used to capture the contact discontinuity as 
well as possible shock waves. For multi-material flow these schemes has been found 
to be susceptible to numerical inaccuracy and oscillation near the interface due to the 




loss of the pressure invariance property in the discretization (Brummelen and Koren 
(2003)). 
 
Ghost fluid method employs level set technique to implicitly capture the interface. 
The level set method captures the moving interface implicitly on the Eulerian grid by 
the zero level set of a Lipschitz continuous function ( ),x tϕ , 
( )( ) ( ){ }, , , 0X x xt t tϕΓ = = .   …………….(2.5.1) 
( ),x tϕ  is usually a signed distance function defined at every Eulerian grid point in 
the computational domain. The level set method was first proposed by Osher and 
Sethian (1988). 
 
By differentiating ( ),x tϕ with respect to time, the evolution equation for the level set 
function becomes: 
. 0utϕ ϕ+∇ = .     ……….(2.5.2) 
which can also be written as, 
. 0t nVϕ ϕ+ ∇ = .    ……….(2.5.3) 







The level set evolution equation is a Hamilton-Jacobi type equation. It is often solved 
using stable and higher order accurate conservative schemes such as ENO, WENO, 
TVD etc.  
 
There are several important issues in connection to the level set method which needs 
to be mentioned. These are re-initialization and the velocity extension method. 




As the interface evolves, ( ),x tϕ may not remain a signed distance function anymore 
and ( ),x tϕ  may develop noisy features and steep gradients. It is then necessary to 
apply special technique to keep ( ),x tϕ  approximately equal to signed distance 
function. Re-initialization is the technique to do this. 
 
The equation for the re-initialization is :  















( )0S ϕ is a sign function taken as 1 in +Ω , 1−  in −Ω  and 0 on the interface. Equation 
4.1.1 is solved up to steady state. The points near the interface in +Ω  use the points in 
−Ω  as the boundary conditions, while the points in −Ω use those in +Ω  as the 
boundary conditions.  
 
Extension of velocity may be required as in the case of a free boundary problem. In 
this case the problem is formulated in a way that the actual material stays in one side 
of the interface and the hypothetical material stays on the other side of the interface. 
For example, if there is material inside a circular interface in 2D and we want to solve 
the problem in rectangular box which contain the circular interface, then the velocity 
on the outside of the circular interface is not known. The problem is how to update the 
level set function there. The remedy is to extend the velocity of the interface in the 
normal direction to the side where there is no real material. Then, we can use equation 
2.5.2 or 2.5.3 to update the level set function in the whole domain. 




Sometimes, the velocity on both sides of the interface may be known, but it may be 
more accurate to use the extension of the interface velocity to update the level set 
function. When the velocity field experiences large gradients near the interface,  the  
use of the velocity field of the media involved as the extension velocity in solving 
equation 2.5.2 or 2.5.3 may result in a highly distorted level set distribution. Hence, 
Wang et al. (2006) proposed using the normal velocity at the interface as the 
extension velocity, which is obtained from the solution of the Riemann problem (as is 
used in the MGFM based algorithms), at the interface. This method has been found to 
work well and provides uniform level set contours without the need of re-










   ………………….(2.5.5) 
 
The advantages of using level set method are: 
i. Simple and multi-connected domain in multi dimension can be easily 
represented. 
ii. It can handle the topological changes such as breaking or merging. 
 
The limitations of using level set method can be summarized as: 
i. Level set representation is not unique. Hence, defining the level set function as a 
signed distance function is almost mandatory. 
ii. When using level set methods to model fluid flows, one is usually concerned 
with preserving mass. Unfortunately, level set methods have a tendency to lose 
mass in the under-resolved regions of flow.  




iii. To improve mass conservation, re-initialization is done. Periodic re-initialization 
of the level set function is required to ensure ( ),x tϕ  to be a signed distance 
function. 
2.6. Lagrangian vs. Eulerian frame of reference for the solid 
medium: 
In this work, the Godunov method or its higher order versions are of particular 
interest. Godunov method requires the equation of motion to be written as a first order 
system of partial differential equations in conservation form. Both Eulerian and 
Lagrangian frames can be used to accomplish this as discussed in Trangenstein 
(1991,1994), Plohr and Sharp (1988) and Trangenstein and Pember (1992). 
 
In an updated Lagrangian frame we need quadrilateral grids as opposed to rectangular 
grids for pure Lagrangian frame for two dimensional transient solid mechanics 
problem. It involves additional cost of determining the normal to the cell-edges. 
Trangenstein (1994) mentioned that problems involving multiple shock waves would 
not be treated as well by updated Lagrangian formulations as by true Lagrangian 
approaches; once a wave had passed through a part of the mesh and led to its 
distortion, a second wave would not be treated quite so accurately. This is because, 
irregular or graded meshes contribute to the degradation in shock propagation. 
Loading history for elastic-plastic calculations are automatically tracked. On the other 
hand, Eulerian frame of reference has no problem regarding mesh tangling. Loading 
history for elastic plastic calculations needs capturing. Smearing of waves in Eulerian 
frame is common (Trangenstein and Pember (1992)). 




In this work, an updated Lagrangian frame of reference is implemented with 
rectangular grid. For small displacement of the interface, the method is found to work 
well as the mesh tangling effects are minimal. 
2.7. Unsteady Cavitation: 
Tang and Huang (1996) defines cavitation as the disruption of what would otherwise 
be a continuous water phase by the presence of gas or vapor or both and may appear 
at the region where the pressure drops to a certain critical value vp . The criteria may 
be affected by the velocity, purity, temperature, etc and it measures the capability of 
water to resist the tensile stresses. 
 
Experimental results (Knapp, Daily and Hammit (1979)) show that water can sustain 
tensile stresses from 513.0 10 Pa− ×  up to 5160.0 10 Pa− ×  and transient tensile stresses 
from 58.1 10 Pa− ×  up to 537.0 10 Pa− ×  although it is usually assumed that water 
cannot sustain tensile stresses. Cavitation often occurs in pumps, propellers, impellers 
and causes damage to the rotating parts. It plays an important role for the destruction 
of kidney stones in shock wave lithotripsy. It is often employed in ultrasonic cleaning 
baths. 
 
Wardlaw et al. (2000) experimentally studied the effects of cavitation collapse due to 
explosion inside a water-filled cylinder. Liu et al. (2004) and Xie(2005) performed 
simulation on underwater explosion and studied the effects of cavitation inception and 
collapse near the free surface and near flexible wall. When the cavity collapses, large 
forces are generated near the flexible wall and may damage the structure (Ventikos 
and Tzabiras (2000)). 




Numerical modeling of the cavitation is important. Xie (2005) has proposed isentropic 
cavitation model and modified Schmidt model (see also, Liu et al. (2005)) which has 
been tested for pipe flow and underwater explosion problems. In this work, the 
isentropic cavitation model has been implemented. 
2.8. Underwater Explosion: 
Underwater explosion study is very important for the design of ships to avoid severe 
structural damage and personnel casualties. Underwater explosion may result from the 
explosion of a mine or torpedo. The ship structure must be shock hardened to a certain 
level to protect the ship from the detrimental effects of the underwater explosion.  
 
In underwater explosion, highly explosive materials are detonated which produces 
immense pressure (say,50000 atm) and temperature (3000
0
 C) and a spherical cavity 
or bubble is usually formed which consists of highly pressurized gaseous products of 
combustion (Cole (1948)). The bubble is surrounded by water. The pressure pulse 
inside the bubble rises very quickly and a spherical shock wave propagates outward 
through the water and the bubble grows in size. The pressure inside the bubble 
diminishes gradually after achieving the first peak, which results in the propagation of 
a spherical rarefaction wave from the water-gas boundary towards the center of the 
bubble. The bubble grows as long as the gas pressure inside remains above or equal to 
the hydrostatic pressure. Then it starts shrinking and the inward motion of the bubble 
continues until the inertia of the water and the elastic properties of the gas and water 
provide the necessary conditions for an oscillating system. The bubble repeatedly 
undergoes expansion and contraction for a few cycles until it loses all of its energy by 
radiation or turbulence. Cole (1948) has mentioned that the motion of the bubble is 




affected by the proximity of free surface and the sea bed, buoyancy or other boundary 
conditions. 
 
In this work, the main interest is in the interaction of the propagating shock wave 
(generated due to explosion) and the deformable solid medium, the propagation of the 
elastic waves in the solid medium, the propagation of shock and rarefaction wave and 
their interactions in the water medium, cavitation near the deformable medium and 
the movement of the interfaces involved. Different conditions such as the presence of 
free surface or rigid boundary, the depth of the explosion, temperature affects the 
behavior of the bubble motion and the wave interactions. 
 
Wood (1998) has studied the cavitation effects and fluid structure interaction on a 
ship-like box structure. Doubly Asymptotic Approximation (DAA) has been used to 
model the surrounding fluid medium as a membrane on the surface of the wetted 
surface of the structure. Underwater Shock Analysis (USA) code along with the 
LSDYNA employed DAA to simulate the interaction. 
 
In this work, two semi-infinite media (water and solid) are taken to share an infinite 
straight interface. The fluid is on the left side and the solid is on the right side. Inside 
water medium a circular region of high density and high pressure gas is taken which 
shares a circular or cylindrical interface with the water initially. By using high 
pressure and high density gas, the complex modeling of detonation of explosive is 
avoided. Similar study has been performed by Xie (2005) where the Hydro-Elasto-
Plastic constitutive model has been used for the solid and and the effect of cavitation 
near the fluid-solid interface has been investigated. In this work, the solid media has 




been modeled with the plain-strain model and has been found to provide a different 
picture of the wave propagation in the solid.  
 
Though, not the same, but a similar problem mentioned by Zukas (2004) is the impact 
of a rod (projectile) on a semi-infinite body (target). A spherical compressive pulse 
moves in the target. As the longitudinal wave speed is greater than the shear wave 
speed, the compressive effects dominate at early times of the impact. It has been 
shown that at the free surface of the target, where contact with the rod ceases, tensile 
(relief) pulses emanates. After a few micro-seconds of the impact, the tensile relief 
waves and shear waves come into play which weakens the compressive effects. 
 
In the underwater explosion problem simulated in this work, where the strain rate is in 
the limit of elastic impact, almost a similar observation is made. The compressive 
wave moves in the solid after the main shock wave from the fluid side hits the solid 
target. Initially the compressive effect dominates. After 2 ms, the tension wave around 
the loading corner, along the fluid-solid interface, appears and weakens the effect of 
the compressive wave. After 3 ms, the normal stress in the tangential direction 
becomes gradually less compressive. This is discussed in depth in chapter 4. 




Chapter 3 1D Fluid Structure Interaction 
 
Solution of a fluid structure interaction problem considering all the variables varying 
only in one spatial direction (1D) can reveal a great deal of information about the 
interaction effectively. Analytical solutions can be more easily formulated for a one 
dimensional problem than for problems in 2D or 3D. Hence the derived numerical 
methods can be validated using the 1D solution in a cost effective way. In this chapter 
the FSI problem has been investigated considering all the variables of fluid and solid 
which vary in one space dimension and analytical solutions have been derived. The 
numerical method is then introduced and then validated using numerical experiments. 
This chapter is organized in two parts. The first part consists of the methodology and 
the second part involves case study.  
 
3.1. Methodology for 1D Fluid Structure Interaction.  
3.1.1. Introduction: 
The main goal of this work is to formulate the 1D and 2D coupled fluid-solid 
interaction problems. In this chapter, the one dimensional FSI technique is discussed. 
 
The most challenging part of this work is to capture the interfacial status of the flow. 
The interface capturing scheme, for multi-medium flow, specifically the Modified 
Ghost Fluid Method (MGFM) that uses level set method and approximate Riemann 
solvers shall be used. Another major challenge is the Eulerian-Lagrangian coupling. 




In what follows, the governing equations, the constitutive relations that have been 
used for fluid and solid and the different numerical techniques to solve the problem 
are described. Afterwards, a series of case studies shall be provided. 
 
3.1.2. Governing and Constitutive Equations: 
Fluid: 
The Equation governing the fluid medium is the Euler equation, which is a system of 















  ………………………..(3.1.2.1) 
where ( ) ( ) ( )( )TT PEuPuuUFEuU ++== ,,,,, 2ρρρρ  and 
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The governing equation for a semi infinite isotropic linear elastic- plastic solid in the 



















































= = . 
Here, h  is the plasticity factor. We shall be using P σ= −  for the solid , unless 
otherwise stated. 
 
It can be noted that the governing equation for the semi infinite solid in the x direction 
has the same form for both linear elastic and the linearly elastic-plastic solid. If we put 
h = 0 in the equations of the linearly elastic-plastic solid we get the equations for the 
linear elastic solids. This model is chosen to make the coding easier to handle and 
robust. In fact, solving the Riemann problem iteratively according to the MGFM, we 
have to choose a starting value of the interface velocity and pressure for the iterative 
approximate Riemann solver and this starting value comes from solving the 
characteristic equations for fluid and solid considering the solid as perfectly elastic. If 




we want to solve for only the linear elastic solid we can bypass the iterative solver and 
putting h = 0. 
 
Equation of States for Fluid: 









   ………………………….(3.1.2.4) 












   ………………………….(3.1.2.5) 
where, BPPBPP +=+= 00,  and  
7.0N =  ; 50 1.0 10P Pa= ×  ; 
83.0 10B Pa= ×  ; 30 1000.0 /Kg mρ =   
 
It should be noted that this equation is only applicable under pressures lower than 
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= .  ………………………….(3.1.2.7) 
In Tait’s equation, the water pressure is merely a function of the water density. The 
reason for using Tait’s equation is that it is similar in form to the perfect gas law. 
Hence, the same computational scheme can be applied to both gas and water. In Tait’s 




equation (in comparison with the perfect gas law) γ is replaced with N and the local 
speed of sound a  is in a similar form to the sound speed in gas. 
 
Constitutive Relations for the Solid: 
1D isotropic linear-elastic solid :  
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= =  …………………….(3.1.2.9) 
is the elastic wave speed and ,λ µ  are the Lame’ constants. Here, 











for plain strain, where, ν is the Poisson Ratio. 
 
1D isotropic linear-elastic-plastic solid:  
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where, 0κ is the reference yield strength of the solid , 




κ is the current yield strength of the solid, 
E is the Young’s modulus, 
pE is the modulus of plasticity, and 























for plain strain, where ν is the Poisson Ratio. 




= is the elastic wave speed. For, 1ζ = , 
( )pE E κ= ; 0h =  and the power law model reduces to the elastic model. For 
decreasing work-hardening material, ( )pE Eκ ≤  and hence ( ) 0c cκ ≤  and 1ζ ≥ . As 
ζ increases the material becomes more and more plastic. Details of this constitutive 
model can be found in Lin (1996). 
3.1.3. Prediction of the Interfacial Status  
3.1.3.1.  Solving the interface Riemann Problem for Fluid-Linearly 
Elastic Solid: 
One of the key problems in dealing with flow involving multi-medium is to predict 
the interfacial status. The method used in this work is the Simplified Modified Ghost 
Fluid Method (SMGFM) by Xie (2005) (Ref. to Section 2.4.4). According to 
SMGFM, we need to solve an approximate Riemann problem at the interface to 
predict the interface status using the method of characteristics. This method has been 




found to work well for both strong and weak shock interaction at the fluid-fluid 
interface. 
 
The Riemann Problem at the interface can be solved using the characteristic 
information from both fluid and the solid, according to the SMGFM. To illustrate the 
Approximate Riemann solver at the interface, the fluid has been chosen to reside on 
the left and the solid on the right. Hence, we shall use the +C characteristic line from 





















Fig. 3.1: The SMGFM solution for the interfacial status (1D) 
 
Fluid Characteristics: 








I ρ  along ILI cu
dt
dx
+= ,  …………(3.1.3.1) 




















= − ,  …………………(3.1.3.2) 
where c is the wave propagation speed. 
From Eqn. (3.1.3.2.), 
s s
I I s s
c c
u P u P
E E
− = − ,   …………………(3.1.3.3) 
⇒ ( )sI s I s
c
u u P P
E
− = − .  ………………....(3.1.3.4) 
where, the subscript s indicates solid medium. 
 









.    …………………(3.1.3.5) 
where the subscript w  indicates fluid medium. 
 
 
When discretized, Eqn. (3.1.3.5.) leads to 
( )wIwwwI uuCPP −−= ρ .   …………………(3.1.3.6) 
Solving Eqn. (3.1.3.4.) and Eqn. (3.1.3.6.) simultaneously, the interface velocity can 
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.  …………………(3.1.3.7) 
The interface pressure can be found by substituting the value of Iu  back into Eqn. 
(3.1.3.6). 
 




3.1.3.2. Solving the Interface Riemann Problem for the Fluid-
Isotropic Elastic-Plastic Work Hardening Material: 
 
In this section we first show the SMGFM way of predicting the interfacial status and 
then argue that it cannot be used directly for the Fluid- Elastic plastic material 
interaction. We then propose a new approach of solving the interface Riemann 
problem. 
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The Riemann Problem at the interface can be solved using the characteristic 
information from both the fluid and solid, according to the SMGFM. To illustrate the 
Approximate Riemann solver at the interface, the fluid has been chosen to reside on 
the left and the solid on the right. Hence, we shall use the +C characteristic line from 
the fluid and C− characteristic line from the solid side.  













I ρ  along ILI cu
dt
dx
+= ,  ……………….(3.1.3.9) 
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where c is the wave propagation speed. 
From Eqn. (3.1.3.10.), 
s s
I I s s
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⇒ ( )sI s I s
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wwρ .     ……………….(3.1.3.13) 
When discretized, Eqn. (3.1.3.13.) leads to 
( )wIwwwI uuCPP −−= ρ .    ……………….(3.1.3.14) 
Solving Eqn. (3.1.3.12.) and Eqn. (3.1.3.14.) simultaneously, the interface velocity 






w s w w w sE E
I c
w wE
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The interface pressure can be found by substituting the value of Iu  back into Eqn. 
(3.1.3.14.). The Iu , IP  are thus can be obtained considering the solid as perfectly 
linear-elastic by putting 0  (Elastic wave speed)sc c= = . All the formulations up to 
3.1.3.14 and 3.1.3.15 are according to the SMGFM proposed by Xie (2005) and 
applied for fluid-elastic solid by Rebecca (2005). But, this is not sufficient to get the 
interfacial status for the fluid-plastic interface, because, 
i. The Elastic modulus of the solid is different when the solid is loaded in the 
plastic regime (refer to equation 3.1.3.17). 
ii. The sound speed sc  for the plastic solid (equation 3.1.3.15) when loaded 
in the plastic regime cannot be regarded as constant (elastic wave 
speed, 0c ); rather it depends on the current yield stress according to the 
equations 3.1.3.16 and 3.1.3.17 below. To get the current yield stress we 
need to keep track of the loading history at each nodal point. Thus 
equation 3.1.3.15 becomes a non-linear equation and linear solution like 
SMGFM will not be appropriate. 































       ………………(3.1.3.17) 
In order to take into consideration the loading history, the different elastic modulus 
for the plastic loading and the effect of current yield stress on the plastic wave speed, 




the GSFM solves a Riemann problem at the interface the outline of which is as 
follows: 
 
Suppose, at time level nt t= , the fluid and solid are separated by an interface. Hence, 
at nt t> , a Riemann problem occur along the interfaces between the fluid and the 
solid. In order to calculate the interfacial status, we need to solve the Riemann 
problem with initial values 1 1 1 1, , ,u p cρ from the fluid medium and 2 2 2 2, , ,u p cρ  from 
the solid medium (Fig: 3.2). 
 
Fig. 3.2. Riemann Problem at the fluid-solid interface in the x-t plane (different states 
are shown) 
 









.        ………….(3.1.3.18) 
Applying the above equation(3.1.3.18) to the rightward wave region, from state 2 to 
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= .       …………..(3.1.3.20) 




Applying the equation (3.1.3.18) to the leftward wave region, from state 1 to state 3, 
we get, 
    …………..(3.1.3.21) 
The boundary conditions for the solution are, 
 
3 4 Iu u u= =  ; 3 4 IP P P= =               …………(3.1.3.22) 
Eliminating 3u and 4u , we get, 















′∫                   …………(3.1.3.23) 
This equation (3.1.3.23) is a non-linear equation and can be solved for IP  in an 
iterative method. The two wave speeds for the fluid and the solid (say,
fc and ( )c κ , 
respectively) are obtained from the loading history from state 1 to 3 (or from state 2 to 
4). The iterative procedure is described below. 
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  …………(3.1.3.24) 
It can be shown that equations 3.1.3.24 and 3.1.3.14 are identical if we 
replace the subscript “1” and “2” in equation 3.1.3.24 by “w” and “s” 
respectively. This means that the SMGFM interfacial status is used as a 
guess value in GSFM. 
ii. If ˆIP doesn’t exceed the current Yield strength, on the solid side, i.e. 
2
ˆ














Otherwise, iterative method is applied with the next guess value of 
ˆ
I IP P=  in equation 3.1.3.25. 
























∫ ∫    
……....(3.1.3.25) 
where, 3 4
ˆ ˆ ˆP P P= =  
3 4
ˆ ˆc c≠ , 3cˆ and 4cˆ depends on the current yield stress 4κˆ as well 
as on the loading history. 
  The iteration continues until P converges. 
iii. After calculating IP , ( )3 4Iu u u= = is calculated by equation 3.1.3.19 
(or 3.1.3.21). 
 
3.1.4. Ghost Solid-Fluid Method (GSFM): 
The interfacial velocity Iu  and pressure Ip  obtained by solving the Riemann problem 
at the interface (as described in section 3.1.3) are then copied to the nearby ghost solid 
nodes (at least three nodes nearest to the interface) to update those nodes with the 
calculated interfacial values (Fig 3.1.4.1.). The ghost nodes for the solid are easy to be 
identified as the index of the nodes in solid doesn’t change being the grid Lagrangian 
in nature. The ghost grid point “iLag0” is identified and at least three nodes need to be 
used as the ghost node (iLag0, iLag0-1, iLag0-2). The ghost cells for the fluid are 
defined according to the Simplified MGFM and is not discussed here. The procedure 
for the solid in 1D can best be described by Fig. 3.1.4.1.: 









Fig. 3.1.4.1.: Defining solid ghost nodes in Ghost Solid Fluid Method (GSFM) 
 
In 1D, for elastic solid, the velocity and the normal stress are continuous across the 
interface and as such, they are the coupled variables and there is no uncoupled 
variable.  
 
The interfacial conditions that shall be used are as follows, 
  ;   F S F Sn n nnPυ υ σ= − =   ……………….(3.1.4.1) 
where, the subscript n  denotes the direction normal to the interface and the 
superscripts F and S denote the fluid and solid medium, respectively. 
3.1.5. Lagrangian Mesh for Solid: 
It can be noted that the solid mesh is of Updated Lagrangian type, i.e., the mesh nodes 
will move with the local material velocity. The new positions of the nodes are updated 
at every time-step according to: 
new oldX X X= + ∆  newX u t∆ = ∆ .   …………….(3.1.5.1) 
Initially the mesh for the solid which is Lagrangian matches with that of the Fluid 
which is fixed and may be called Eulerian. Let us think of the 1D problem and 
suppose, the fluid is on the left and the solid is on the right side of the interface. The 




position of the interface does not necessarily match with any grid node. The node 
“iLag0” (Fig. 3.1.4.1.) which is the node just left of the interface in the Lagrangian 
grid is identified. After each time step of the computation, the position of this node 
and all the nodes left of it are updated using the velocity at the “iLag0+1” node, i.e. 
0 1iLagu + . The positions of the rest of the nodes on the right of “iLag0”, which are on the 
solid side, are updated using the local nodal velocities. 
3.1.6. Capturing the interface: 
The level set function ( ),x tϕ , which is a Lipschitz continuous function is employed 
to capture the interface implicitly. It is usually defined initially as a signed distance 
function at every Eulerian grid point in the computational domain.  







 .      ……….(3.1.6.1) 
Since, the use of the velocity field of the media as extension velocity in solving 
equation 3.1.6.1 may result in a highly distorted level set distribution when the 
velocity field takes on large gradients near the interface, Wang et al. (2006)  proposed 
using the normal velocity at the interface as the extension velocity, which is obtained 
from the solution of the Riemann problem at the interface. This method has been 
found to work well and provides uniform level set contours without re-initialization. 
 
For one dimensional problem, as has been mentioned by Wang et al. (2006), the 
definition of the extension velocity can be achieved by simply copying the interface 
velocity Iυ  obtained from the Riemann problem solver to all the nodes in the 




computational domain. Then, by solving equation 3.1.6.1 using any high resolution 
scheme, the level set function can be computed for the next time step. 
3.1.7. Numerical Methods 
The numerical schemes used in this work are outlined here. The sound speed in the 
solid is usually higher than the fluid side and hence for stability the time step to be 
used must be based on the solid sound speed and thus an overall smaller time step is 
required. In order to get the interfacial status the GSFM has been used. All these 
aspects of the numerical problem are outlined in this section. 
3.1.7.1. Numerical scheme for fluid medium: 
The following 2
nd
 order TVD scheme (MUSCL type) [Van Leer (1979) and Harten 
(1983)] have been used in this work is as follows: 
( )1 1
2 2
1n n n n
i i i i
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where,  
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Here, 1, 2, 3;     2, ,l i I= = K , 
where, “n” and “i” are the indices of time and spatial x directions, respectively, and I 






satisfies the Roe’s average 
condition,   
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λ +  are the right eigenvector, left eigenvector and eigen- 




















u cλ + = − . 
The CFL condition for the fluid media is set as  







.    …………… (3.1.7.12) 
where iu  and ic  are the velocity and sound speed of each mesh point, respectively. 
3.1.7.2. Numerical scheme for solid medium: 
Linear Elastic Solid: 
For the linear elastic solid media, the same second-order modified Harten’s TVD 
MUSCL (1983) is employed. The TVD scheme (MUSCL type) that is given as 
follows. 






1n n n n
i i i i
t







,    …………… (3.1.7.13) 
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g α α+ + += ,     …………… (3.1.7.20) 
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λ +  are the right 















∆ = .    …………… (3.1.7.22) 
where ic  is the sound speed of each mesh point. 




Linear Elastic Plastic Solid: 
For the isotropic linear elastic plastic time independent work hardening material, 
second order Godunov method (Lin (1996) (with the associated return mapping 
algorithm) has been implemented which can be described as follows: 
( )1 1
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1n n n n
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t







,    …………… (3.1.7.23) 
( ) ( ) ( )1
1 1 12
1
2 i i i i
n n n n n
L R LR R Li
F F U F U A U U
+ + ++
 = + − −  . …………… (3.1.7.24) 
The Riemann Problem solution procedure is outlined in Appendix I.  
3.1.7.3. Time Step Computation: 
Since there can only be one ∆t, the time step is chosen such that it is the smaller of the 
two values in order to ensure stability. That is, 
( ) ( )
min ,
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       solidsfluidf −− ,  
Since the wave speed propagation in solid is usually much higher than the sound 
speed in fluids, the time-step size employed usually follows that of the solid time-step 
which is relatively much smaller. The time-step limitation thus becomes one of the 
factors for consideration in multi-dimensional simulations. 
3.1.7.4. Discretization of the Level-set evolution equation: 
Using the second-order upwind difference scheme, we have from Liu et al.(2001): 















j jn n n n n
j j j j j
n n
j j n n n n n





φ φ λ φ φ





= − − +
−
− − − +
  …………… (3.1.7.26) 
( )njnjnjnjnjnjnjg 2111 2,2modmin −−−+ +−+−= φφφφφφ ,  …………… (3.1.7.27) 





∆=λ  and ∆t and ∆x are the time and spatial step sizes, respectively. To obtain 
the new position of the interface, we calculate the Ix  that makes 0
1 =+nφ . This is done 
by linear interpolation of the level set function between the left and right grid points 
nearest to the interface. 
 
3.1.8. Analytical solution in 1D: 
Analytical solution for fluid-solid interaction especially using the Euler equation for 
the fluid and Stress-velocity formulation for the linear elastic solid has been done by 
Rebecca (2005) for Shock-tube like problems. The wave propagation in the fluid side 
after the interaction is either shock or rarefaction. The solutions were derived 
assuming the displacement of the solid due to interaction to be very small and 
negligible and one can use an Eulerian frame of reference for the solid although the 
frame is Lagrangian in nature. In order to predict the P-wave position accurately, the 
characteristics are needed to be traced from the initial position of the discontinuity in 
the material coordinate (which moves with time). It would be erroneous, if one traces 
the characteristics from the initial position of the discontinuity in the fixed frame of 
reference. The detailed derivation of the analytical solution for the interfacial status 
can be found in Rebecca (2005).  
 




3.2. Case Study (1D Fluid Structure Interaction) 
3.2.1. Introduction: 
The one dimensional GSFM code has been validated by performing several case 
studies. The numerical experiments done can be classified into two categories: 
1. Shock Tube Type Problem 
2. Problems involving Incident Shock from the Fluid side 
Numerical experiments has been done for each type of problem using isotropic linear 
elastic and isotropic linear elastic plastic work hardening model and the results has 
been compared for the two types of solids in almost all the cases. For Cases 1 to 11, 
the same initial conditions used by Rebecca (2005) have been used for making better 
comparison and to reveal the strength and weakness of the new solver. Among these, 
Case 1 and Case 6 are similar to Riemann Problem (III) and Riemann Problem (II) 
cases, respectively, found in Tang and Sotiropoulos (1999). Cases 12 and 13 are two 
sample cases, where, the affect of using 3 different values of ζ in the linear elastic 
plastic model has been investigated. It is to be mentioned thatζ is a material constant 
used in the elastic-plastic model (Eqn. 3.1.2.12) and it is constant for a particular 
material. Using 3 different values of ζ means using 3 different solid materials. In 
other words, in Case 12 and 13, we would like to check the fluid-solid interaction for 
3 different solids with respect to the same initial conditions. Cases 14 to 17 
investigate the problems involving shock wave being incident on the FSI interface 
from the fluid side. 
 
In all of the cases studied in this chapter, it has been assumed that the fluid medium is 
on the left of the interface and the solid medium is on the right of the interface. It is to 
be mentioned that the pressure plots in this chapter are obtained by plotting the fluid 




pressure on the left of the interface and the negative of the normal stress in the solid 
medium to the right of the interface. This is done in order to show the continuity of 
the pressure and normal stress in an easily understandable way and for making 
valuable comparison with results obtained by others. 
 
The material for the solid is chosen to be stainless steel, AISI 431, the mechanical 
properties of which can be found in any standard material handbook or in the internet. 
The data has been taken from http://www.omegaslate.com/mechanic.htm and Davies 
(1997) which are tabulated as follows: 
 































7.7 215.116 850 -1000 0.283 166.16 166.16 
 
In the results below, the various quantities has been scaled with respect to the 
following reference parameters: 
31000 /ref Kg mρ = ; 















= =  
Here, , , , ,ref ref ref ref refP L u tρ  are the reference density, pressure, length, velocity and 
time. The material property such as velocity of sound in the elastic solid 0c is scaled 




with respect to 




3.2.2. Numerical Experiments (Results): 
In what follows, the numerical experiments that have been done with 1D GSFM code 
is outlined first in tabular form. The results of these experiments are then displayed. In 
all these cases, 1.0CFL = . The computational Domain is 0.0Ax =  on the left and 
10.0Bx =  on the right. The number of divisions along the length of the domain is 
2200 . I InitialX refers to the initial position of the interface and I FinalX refers to the 
position of the interface at the end of computation. 
3.2.2.1. Shock-tube type Problems: 
In this type of problems, the fluid (left) can be regarded as separated from the solid 
(right) as in shock-tube problems of gas dynamics. The wave pattern in the fluid and 
solid medium are presented using a symbol. In this symbol, the fluid and solid phases 
are separated by “ | ”. “R” and “S” stands for Rarefaction wave and Shock wave for 
the fluid, respectively. “E” and “P” represents Elastic wave and Plastic waves for the 
solid medium, respectively. The subscripts “L” and “UL” distinguishes loading and 
unloading waves for the solid medium, respectively. The subscripts “e” and “ep” 
stand for the linear elastic model and the elastic plastic model for the solid medium, 
respectively. For example, [S|EL]e indicates the presence of shock wave in the fluid 
medium and loading elastic wave in the solid medium when the linear elastic model is 
used for the solid. If there is no wave present in any medium then the wave will be 
represented by “–”. For example, [–|EL-PUL]ep indicates the presence of no wave in the 




fluid medium and a loading elastic wave with an unloading plastic wave when the 
elastic plastic model has been used. If there is more than one wave present in any 
medium the waves are separated by “-” as can be seen in the previous example. All 
the cases of this type have been computed up to 34.45*10t −= .  
 
The initial conditions and the material properties are tabulated as follows, where we 
indicate the wave system present in the problem by “Type of Problem”: 
 
Gas-Linear Elastic Plastic Solid:  
5.0001I InitialX = ; 0 8500.0κ =  
34.45*10t −=  
Case 
No 
lP  r rP σ= −  lu  ru  lρ  rρ  ζ  I FinalX  Type of 
problem 
3.1 10000.0 1.01325 50.0 0.0 0.05 7.7 2.5 5.017066 [S|EL]e / 
[S|EL-PL]ep 
3.2 10000.0 1.01325 2.78789 0.0 0.05 7.7 2.5 5.013859 [–|EL]e /  
[–|EL-PL]ep 
3.3 1000.0 1.0 20.0 0.0 0.2 7.7 2.5 5.001927 [S|EL]e / 
[S|EL]ep 
3.4 1800.0 1.0 -10.0 0.0 0.2 7.7 2.5 5.001983 [R|EL]e / 
[R|EL]ep 





Water-Linear Elastic Plastic Solid:  
1.0lρ = ; 7.7rρ = 5.0001I InitialX = ; 0 8500.0κ = ;
34.45*10t −=  
Case 
No 
lP  r rP σ= −  lu  ru  ζ  I FinalX  Type of 
problem 
3.6 25000.0 25.0 30.0 -30.0 2.5 5.015429 [S|EL]e / 
[S|EL-PL]ep 
3.7 25000.0 25.0 6.96346 0.0 2.5 5.053065 [–|EL]e /  
[R|EL-PL]ep  
3.8 25000.0 25.0 30.0 -10.0 1.75 5.035365 [S|EL]e / 
[S|EL-PL]ep 
3.9 800.0 1.0 10.0 0.0 2.5 5.003291 [S|EL]e / 
[S|EL]ep 
3.10 25000.0 25.0 -10.0 0.0 2.5 5.032276 [R|EL]e / 
[R|EL-PL]ep  
3.11 30000.0 25000.0 -10.0 0.0 2.5 5.027501 [R|EL]e / 
[R|EL-PL]ep 




Effect of ζ (material constant for the elastic-plastic model (Eqn 3.1.2.12)) on the 
interface status: 
Gas-Linear Elastic Plastic Solid:  
1.111,1.25,2.5ζ = ; 0 8500.0κ = ; 4.0001I InitialX = ; 
34.45*10t −=  
Case 
No 
lP  r rP σ= −  lu  ru  lρ  rρ  Type of 
problem 
3.12 10000.0 1.01325 50.0 0.0 0.05 7.7 [S|EL]e / 
[S|EL-PL]ep 
Water-Linear Elastic Plastic Solid: 
1.111,1.25,2.5ζ = ; 0 8500.0κ = ; 4.0001I InitialX = ; 
34.45*10t −=  
Case 
No 
lP  r rP σ= −  lu  ru  lρ  rρ  Type of 
problem 
3.13 25000.0 25.0 30.0 -30.0 1.0 7.7 [S|EL]e / 
[S|EL-PL]ep 
 
3.2.2.2. Problems involving Incident Shock from the fluid side: 
In this type of problems, a shock wave ( the initial position of which is referred to as 
ShockX ) initially on the fluid side (left) moves towards the fluid-solid interface on the 
right and eventually hits the interface after some time. The complex picture of shock 
wave interaction with the fluid-solid interface is revealed by performing computation 
for sufficient time. The initial conditions and the material properties used for this type 
of problems are tabulated as follows: 
4.0001I InitialX =  
Gas-Linear Elastic Solid: 3.0ShockX =  
Case 
No 





3.14 1000.0 1.01325 10.0 0.0 0.2 7.7 5.0 
 
 




Water-Linear Elastic Solid: 2.5ShockX =  
Case 
No 





3.15 25000.0 25.0 0.0 0.0 1.0 7.7 2.0 
 
 
Gas-Linear Elastic Plastic Solid: 3.0ShockX = ; 2.5ζ = ; 0 8500.0κ =  
Case 
No 





3.16 1000.0 1.01325 10.0 0.0 0.2 7.7 5.0 
 
Water-Linear Elastic Plastic Solid: 2.5ShockX = ; 2.5ζ = ; 0 8500.0κ =  
Case 
No 





3.17 25000.0 25.0 0.0 0.0 1.0 7.7 2.0 
 
3.2.3. Discussion on the Results: 
3.2.3.1. Shock Tube Type Problems: 
Gas- Solid Cases: 
Case 3.1. : Figs. 3.2.1.1. to 3.2.1.3. show the pressure (p), velocity (u) and density (d) 
distribution, respectively. This problem falls in the category of [S|EL]e / [S|EL-PL]ep.  
The interface moves to the right. Shock wave is generated at the interface and moves 
through the fluid to the right. The load on the solid is higher than the yield strength 0κ  
of the solid. In the solid, the linear elastic model predicts only the fast elastic wave (P-
wave) moving to the right. The linear elastic plastic model captures the presence and 
movement of a slow plastic wave through the solid to the right. The predicted 
pressure with the Elastic Plastic model is slightly lower than that predicted by the 




elastic solid model. Hence, the predicted velocity with the Elastic Plastic model is 
slightly larger than that predicted by the elastic solid model. The density is same for 
both of these models. 
 
Case 3.2. : This problem falls in the category of [–|EL]e / [–|EL-PL]ep.  This case is a 
non-reflection case when we use the elastic model. No shock or rarefaction wave 
passes through the gas. In order to prove the robustness and accuracy of the GSFM 
this non-reflection or shock impedance matching case is computed. When the 
interface algorithm under-predicts or over-predicts any physical quantities, non-
physical humps appear at the interface location as can be seen in Liu et al (2003). The 
linear elastic model predicts only the fast elastic wave (P-wave) moving to the right.  
But the load on the solid is higher than the yield strength 0κ  of the solid and there is a 
faster elastic wave and a slower plastic wave traveling to the right through the solid as 
predicted by the elastic-plastic model. Figs. 3.2.2.1. to 3.2.2.3. show the pressure (p), 
velocity (u) and density (d) distribution, respectively. For the elastic plastic model, the 
predicted interface velocity is larger than that by the elastic model. No non-physical 
hump is visible at the interface which indicates the robustness of the algorithm. The 
interface has moved to the right. 
 
Case 3.3. : This problem falls in the category of [S|EL]e / [S|EL]ep.  Both the elastic 
and the elastic plastic model predictions are the same, except for the elastic plastic 
model predicts an unphysical kink near the elastic wave (Fig. 3.2.3.1). In this case, the 
loading is below the tensile strength 0κ of the solid and hence, there is no plastic wave 
visible using the elastic-plastic model. The linear elastic model can be regarded to 
give better result in this case, as it can be proved to match well with the analytical 




solution (Rebecca (2005)). The solution at the interface may be termed as Shock- 
Shock type as the pressure at the interface is larger than the initial pressure level on 
either medium. A shock wave travels through the gas to the left. Figs. 3.2.3.1. to 
3.2.3.3. show the pressure (p), velocity (u) and density (d) distribution, respectively. 
The interface has moved to the right. 
 
Case 3.4. : This is a [R|EL]e /[R|EL]ep type problem. A rarefaction wave is generated at 
the interface and travels through the fluid to the left. The fluid-solid interface moved 
to the right. There is only an elastic wave traveling to the right through the solid. The 
stress level in the solid does not exceed the tensile strength and hence there is no 
plastic wave present. The elastic-plastic model predicts an unphysical kink in the 
stress profile near the elastic wave front (Fig. 3.2.4.1). The linear elastic model can be 
regarded to give better result in this case, as it can be proved to match well with the 
analytical solution (Rebecca (2005)). Figs. 3.2.4.1. to 3.2.4.3. show the pressure (p), 
velocity (u) and density (d) distribution, respectively. 
 
Case 3.5. : This is a [R|EUL]e / [R|EUL]ep type problem. An unloading elastic wave 
propagates through the solid medium. As the loading does not exceed the tensile 
strength 0κ of the medium, there is no plastic wave present. The solution near the 
unloading elastic wave front suffers from oscillation and the oscillation is higher for 
the elastic-plastic model (Fig. 3.2.5.1). The linear elastic model can be regarded to  
give better result in this case, as it can be proved to match better with the analytical 
solution (Rebecca (2005)). A rarefaction wave travels through the gas to the left. Figs. 
3.2.5.1. to 3.2.5.3. show the pressure (p), velocity (u) and density (d) distribution, 
respectively. Due to unloading at the interface, the interface moved to the left. 
 




Water Solid Cases: 
Case 3.6. : This is a [S|EL]e / [S|EL-PL]ep type problem. In this case a shock wave is 
generated that moves through the water to the left. The load on the solid is higher than 
the yield strength 0κ  of the solid. The plastic medium is supposed to exert lesser 
resistance to the fluid pressure than the elastic medium. The magnitude of the pressure 
at the interface predicted via the linear elastic model is higher than that using linear 
elastic-plastic model (Fig. 3.2.6.1). The velocity predicted at the interface by the 
elastic plastic model is larger than that by the elastic solver (Fig.3.2.6.2). On the solid 
side, the elastic model predicts only the elastic wave. On the other hand, a fast elastic 
wave and a slow plastic wave are identified for the elastic-plastic model. From Fig. 
3.2.6.1 it can be seen that the location of the shock wave is different for the two solid 
models. This may be due to the movement of the interface predicted by the two 
models. Fig. 3.2.6.3. shows the density (d) distribution and indicates that the water- 
solid interface moves to the right for the elastic plastic case and to the left for the 
elastic case.  
 
Case 3.7. : This problem falls in the category of [–|EL]e / [R|EL-PL]ep. The load on the 
solid is higher than the yield strength 0κ  of the solid. This is a case where there is no 
wave moving through the water (non-reflection case) for the water-elastic solid 
model. But the water-elastic plastic solid interaction predicts a rarefaction wave in the 
fluid side. It also predicts a fast elastic and a slow plastic loading wave traveling to 
the right in the solid side (Fig.3.2.7.1). The velocity at the interface predicted by the 
elastic-plastic model is larger than that predicted by the elastic model (Fig.3.2.7.2). 
The movement of the interface is to the right and the density distribution predicted by 




the two solid model are almost similar except for the position of the interface which 
can be seen from the density (d) distribution (Fig.3.2.7.3). 
 
Case 3.8. : This is a [S|EL]e / [S|EL-PL]ep type problem. A shock wave is generated 
and travels through the water to the left (Fig.3.2.8.1). The plastic medium is supposed 
to exert lesser resistance to the fluid pressure than the elastic medium. The magnitude 
of the pressure at the interface predicted via the linear elastic model is higher than that 
using linear elastic-plastic model (Fig. 3.2.8.1). The interface velocity predicted for 
the elastic plastic case is larger than for the elastic case (Fig. 3.2.8.2). The density 
distribution for the two solid models is almost same except for the position of the 
interface. The position of the shock wave predicted by the two solid solvers is 
different. This is because the interface for the elastic plastic model moves to the right 
to a greater extent than for the elastic model as can be seen from the density (d) plot 
(Fig. 3.2.8.3). 
 
Case 3.9. : This is case of type [S|EL]e / [S|EL]ep. The loading in the solid medium is 
well below the tensile strength 0κ for the steel. Hence, there is no plastic wave in the 
solid predicted by the elastic plastic model. The elastic-plastic model seems to have 
unphysical overshot in the stress level near the elastic wave front (Fig.3.2.9.1). The 
linear elastic model in this case performs better as it can be proved to match well with 
the analytical solution (Rebecca(2005)). There is a shock wave generated at the 
interface and travels to the left in the fluid medium. Figs. 3.2.9.1 to Fig. 3.2.9.3 show 
the pressure (p), velocity (u) and density (d) distribution, respectively. 
 




Case 3.10. : This case can be classified as [R|EL]e / [R|EL-PL]ep. A rarefaction wave is 
generated at the interface and travels through the water medium to the left (Fig. 
3.2.10.1). The load on the solid is higher than the yield strength 0κ  of the solid. In the 
solid medium, the elastic model predicts the elastic wave only and the elastic-plastic 
model predicts a slow plastic wave along with the fast elastic wave (Fig.3.2.10.1). The 
plastic medium is supposed to exert lesser resistance to the fluid pressure than the 
elastic medium. The magnitude of the pressure at the interface predicted via the linear 
elastic model is higher than that using linear elastic-plastic model (Fig. 3.2.10.1). The 
interface velocity for the elastic-plastic model is larger than that for the elastic model 
(Fig.3.2.10.2). Fig. 3.2.10.3. show the density (d) distribution and the two solid 
models agrees well. 
 
Case 3.11. : This problem is of type [R|EL]e / [R|EL-PL]ep. The load on the solid is 
higher than the yield strength 0κ  of the solid. The elastic model only predicts an 
unloading elastic wave in the solid medium. On the other hand, the elastic plastic 
model predicts a loading plastic wave and a very weak unloading elastic wave 
(Fig.3.2.11.1). In the fluid medium, a rarefaction wave travels to the left. The velocity 
at the interface is larger for the elastic-plastic model than for the elastic model (Fig. 
3.2.11.2). The interface movement to the right is found to be more for the elastic 









Effect of ζ (material constant for the elastic-plastic model (Eqn 3.1.2.12)) on the 
interface status: 
 
Case 3.12. : This case can be classified as [S|EL]e / [S|EL-PL]ep. In this case, the effect 
of using 3 different values of ζ in the elastic plastic model has been investigated for 
the gas-solid case under the same initial conditions as of case 3.1. Three different 
values of ζ  means 3 different solid materials. As ζ increases, the material becomes 
more and more plastic and it is evident from Figs. 3.2.12.1 to 3.2.12.3. The interface 
pressure drops and the interface velocity grows as the plasticity effect increases. 
 
Case 3.13. : This is a [S|EL]e / [S|EL-PL]ep type problem. In this case, the effect of 
using 3 different values of ζ is investigated for the water-solid mediums. The other 
initial conditions are same as of case 3.6. Similar information as found for Case 3.12 
is evident here. As ζ increases, the material becomes more and more plastic and it is 
evident from Figs. 3.2.13.1 to 3.2.13.3. The interface deformation is more and its 
moves further to the right. As a result, the position of the shock wave is to the right to 
that obtained by the elastic solver. Again the interface pressure decreases as 
ζ increases. The opposite is true for the velocity at the interface. 
 
3.2.3.2. Incident Shock Type Problems: 
Case 3.14. : In Figs. 3.2.14.1. to 3.2.14.4, the different significant stages of the wave 
propagation in gas and solid have been displayed for different time levels, where a 
linear elastic model is used. It is found that the shock wave interaction phenomenon is 
well resolved at and away from the interface. A non-physical pressure undershoot is 




identified on the fluid medium to the left of the shock wave, which appears just after a 
few time steps after the start of the simulation. This has nothing to do with the 
interface resolution by GSFM. It may be associated with the nature of the algorithm 
used for the fluid solver. The Roe solver is used which is susceptible to produce non-
physical undershoot or overshoot in pressure and density when high grid resolution is 
used and strong shocks are present. Relevant information on the defects of the Roe 
solver can be found in Quirk (1994). However, in this dissertation, we do not attempt 
to resolve this issue. The code works best for long time calculation and up to 9 
milliseconds and beyond. 
 
In this case, initially a shock wave (S2) is generated at the interface which moves to 
the left (and is in the direction opposite to the incident shock wave (S1) moving to the 
right) and an elastic wave (E1) propagates through the solid to the right (Fig. 
3.2.14.1). After a while the two shock waves (S1 and S2) collide in the gas medium 
and as a result a stronger right running shockwave (S3) and a left running shock wave 
(S4) is observed (Fig. 3.2.14.2). The right running strong shock (S3) hits the gas-solid 
interface and as a result a shock wave (S5) of greater strength is reflected back into 
the gas and an elastic wave (E2) moves to the right in the elastic solid (Fig.3.2.14.3). 
After another while the two shock waves (S5 and S4) in the gas side interacts and 
generates a single shock (S6) wave moving to the left in the gas, and two elastic 
waves (E1 and E2) are found to propagate through the elastic solid (Fig. 3.2.14.4). 
 
Case 3.15. : The different stages of the wave propagation with respect to time in the 
solid and the water medium are displayed in Figures 3.2.15.1 to 3.2.15.4 where a 
linear elastic solid model is used for the solid. The interactions of the shock wave with 




the interface and other waves away from the interface are well resolved. In this case, 
the defect in the pressure distribution just left of the incident shock is not as apparent 
as that found for Case 3.14 (gas-solid case). The calculation is performed up to 9 ms 
and beyond and without difficulties. 
 
Initially, at the interface a rarefaction wave (R1) is generated and it moves to the left 
in the water medium. At the same time the initial shock wave (S1) moves to the right. 
An elastic wave (E1) is generated at the interface and moves to the right in the elastic 
solid (Fig.3.2.15.1). The opposite facing shock (S1) and the rarefaction (R1) wave 
interact and produce a right running shock (S2) and a left running rarefaction (R2) 
wave (Fig. 3.2.15.2). The right running shock (S2) then hits the interface and is 
reflected (Fig 3.2.15.3). The reflected shock (S3) is stronger than the incident one. In 
the solid medium an elastic wave (E2) is generated and moves to the right (Fig. 
3.2.15.3 and 3.2.15.4). 
 
Case 3.16. : In this case, the shock wave (S1) from the fluid side is incident on a 
linear elastic plastic solid. The initial loading that is used is below the tensile strength 
of the solid and hence, after one millisecond, an elastic wave (E1) propagates through 
the solid and a shock wave (S2) is generated at the interface and moves to the left 
(Fig. 3.2.16.1). The incident shock wave (S1) approaches towards the interface (Fig. 
3.2.16.1 and 3.2.16.2). The two shock waves (S1 and S2) traveling from the opposite 
direction collide and produce two shock waves (S3 and S4), one of which (S3) travels 
to the right towards the interface and is stronger than the initial shock wave present in 
the gas medium and the other (S4) moves to the left, after 3 milliseconds (Fig. 
3.2.16.3).  The loading in the solid medium is still in the elastic range. After a while a 




strong shock wave (S3) hits the solid and this time the loading is (far) above the 
tensile strength 0κ  of the solid and a fast elastic wave (E2) along with a slow plastic 
wave (P1) is generated (Fig. 3.2.16.4). Figure 3.2.16.4 shows that, after 6 
milliseconds, there are two elastic waves (E1 and E2) and one plastic wave (P1) in the 
solid and two shock waves traveling to the left in the gas medium. Figure 3.2.16.5 
shows that, after 9 milliseconds, the shock wave generated in the interface overtakes 
the earlier one and coalesce to form a single one. Similar defect as in Case 14 has 
been identified, which is a pressure undershoot in the fluid just left to the initial 
location of the incident shock wave. As already mentioned for Case 14, this has 
nothing to do with the interface resolution with GSFM. For long time calculation as 
shown in the figures mentioned above, the code works very well. 
 
Case 3.17. : A strong shock initially present in the water medium interacts with other 
types of wave and impacts on the solid which is modeled as an elastic plastic solid in 
this case. The wave propagation, interaction at the interface and away from the 
interface has been displayed for different time instants in Figs. 3.2.17.1 to 3.2.17.4. 
The non-physical undershoot of the pressure just left of the initial shock location is 
present but not very prominent. As mentioned earlier, this has nothing to do with 
GSFM. 
 
Initially, a rarefaction wave (R1) is generated at the interface which propagates to the 
left in the fluid medium and the initial shock wave (S1) moves to the right and in the 
solid side, a fast elastic (E1) and a slow plastic wave (P1) is generated and move 
towards right (Fig. 3.2.17.1). The left running rarefaction wave (R1) and the right 
running shock wave (S1) then interacts inside the water medium and as a result a 




shock wave (S2) propagates to the right and a rarefaction wave (R2) propagates to the 
left (Figs. 3.2.17.2 and 3.2.17.3). After a while, the right running shock wave (S2) hits 
the solid and a plastic wave (P2) is generated on the solid and a shock wave (S3) in 
the water (moving to the left). Hence in Figure 3.2.17.4, there are one elastic (E1) and 
two plastic waves (P1 and P2) in the solid and a left running shock wave (S3) and a 
left running rarefaction wave (R2) in the water medium. 
3.3. Conclusion: 
The GSFM has been tested for different loading conditions and the results has been 
discussed in section 3.2. Case 3.1 to Case 3.11 represent shock tube type problems, 
the initial conditions for which has been taken from Rebecca (2005) for comparing 
the results given by elastic plastic solid model with that of linear elastic solid model. 
It has been found from cases 3.3, 3.4, 3.5 and 3.9 that the loading level is below the 
yield strength of the solid and the elastic wave predicted by the elastic-plastic model 
has unphysical overshoot. All the cases from 3.1 to 3.11, except the Case 3.7, shows 
similar wave pattern in the fluid medium for both linear elastic and elastic plastic 
model.  
 
The Case 3.7 is a non-reflection (neither shock nor rarefaction wave is reflected from 
the interface towards the fluid medium) case when using linear elastic model as has 
been shown in Rebecca (2005). But when we use the elastic-plastic model, we get a 
rarefaction wave present in the fluid medium propagating to the left. Although there is 
no experimental or analytical solution available to validate this result so far, we can 
only rely on logical deduction. Due to the plasticity of the solid model, the interface 
will deform more and faster than its elastic counterpart and hence the velocity of the 




fluid near the interface will be higher and consequently the pressure will be lower 
than that predicted by the elastic model. Hence, is the rarefaction wave in the fluid. In 
order to verify this fact we have studied Case 3.12 and Case 3.13. These two cases 
shows that with increase of plasticity, the interface pressure drops and the velocity 
increases.  
 
Cases 3.14 to 3.17 are specially designed to check whether GSFM is capable of 
handling incident shocks. It has been found that the interfacial status suffers no 
oscillation or degradation even when the interface is loaded by repeated loading with 
incident shocks. One of the weaknesses of GSFM is revealed in these cases that the 
GSFM predicts overshoot in the elastic wave if the initial loading is below the elastic 









Fig. 3.2.1.1. The pressure profile [(case 3.1.) Gas-Solid] 
 










34.45*10t − =   
34.45*10t − =   





Fig. 3.2.1.3. The density profile [(case 3.1.) Gas-Solid] 
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Fig. 3.2.2.2. The velocity profile [(case 3.2.) Gas-Solid] 
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Fig. 3.2.3.1. The pressure profile [(case 3.3.) Gas-Solid] 
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Fig. 3.2.3.3. The density profile [(case 3.3.) Gas-Solid] 
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Fig. 3.2.4.2. The velocity profile [(case 3.4.) Gas-Solid] 
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Fig. 3.2.5.1. The pressure profile [(case 3.5.) Gas-Solid] 
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Fig. 3.2.5.3. The density profile [(case 3.5.) Gas-Solid] 
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Fig. 3.2.6.2. The velocity profile [(case 3.6.) Water-Solid] 
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Fig. 3.2.7.1. The pressure profile [(case 3.7.) Water-Solid] 
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Fig. 3.2.7.3. The density profile [(case 3.7.) Water-Solid] 
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Fig. 3.2.8.2. The velocity profile [(case 3.8.) Water-Solid] 
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Fig. 3.2.9.1. The pressure profile [(case 3.9.) Water-Solid] 
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Fig. 3.2.9.3. The density profile [(case 3.9.) Water-Solid] 
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Fig. 3.2.10.2. The velocity profile [(case 3.10.) Water-Solid] 
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Fig. 3.2.11.1. The pressure profile [(case 3.11.) Water-Solid] 
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Fig. 3.2.11.3. The density profile [(case 3.11.) Water-Solid] 
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Fig. 3.2.12.2. The velocity profile [(Case 3.12.) Gas - Elastic-Plastic solid] 
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Fig. 3.2.13.1. The pressure profile [(Case 3.13.) Water-solid] 
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Fig. 3.2.13.3.  The density profile [(Case 3.13.) Water-solid] 
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Fig. 3.2.14.2. The pressure profile ( 35.0 10t −= × ) [(Case 3.14.) Gas - Elastic solid] 
 































Fig. 3.2.14.4. The pressure profile ( 39.0 10t −= × ) [(Case 3.14.) Gas - Elastic solid] 
 






























Fig. 3.2.15.2. The pressure profile ( 32.0 10t −= × ) [(Case 3.15.) Water - Elastic solid] 
 






















Fig. 3.2.15.4. The pressure profile ( 38.0 10t −= × ) [(Case 3.15.) Water - Elastic solid] 
 
































Fig. 3.2.16.2. The pressure profile ( 33.0 10t −= × ) [(Case 3.16.)Gas–Elastic-Plastic 
solid] 
 































Fig. 3.2.16.4. The pressure profile ( 36.0 10t −= × ) [(Case 3.16.)Gas–Elastic-Plastic 
solid] 
 


































Fig. 3.2.17.1. The pressure profile( 31.0 10t −= × )[(Case3.17)Water–Elastic-Plastic 
solid] 
 

































Fig. 3.2.17.3. The pressure profile( 34.0 10t −= × )[(Case3.17)Water–Elastic-Plastic 
solid] 
 


































Chapter 4  2D Fluid Structure Interaction 
 
This chapter is divided into two parts. In the first part, the methodology for 
performing 2D FSI is outlined. In the second part, the results of a series of numerical 
experiments shall be provided and discussed. In the first part of this chapter the 
governing equations for fluid and elastic solid for 2D FSI problems shall be outlined. 
The numerical solvers are simply the extension of those used in 1D in Chapter 3 and 
will also be briefly outlined. The solution of the Riemann problem at the interface is 
more involved in 2D than in 1D. The procedure for finding the left and the right status 
required for the interface Riemann problem shall be discussed. Then the Ghost Solid 
Fluid Method for 2D FSI shall be enumerated in detail.  
 
The second part the 2D code shall be validated by performing shock-tube type 
problems in which the wave propagation is 1D in nature and the wave propagates in 
the direction of the either coordinate axes. Then a shock-tube type problem shall be 
investigated where the propagation of the wave can be considered 2D (not in the 
direction of either coordinate axis). Afterwards, an UNDEX problem is investigated 
which involves shock-cavitation- structure coupling and reveals the real strength of 
this code. 
4.1. Methodology for 2D Fluid Structure Interaction. 
The application of GSFM in 2D FSI is not as straightforward as in 1D. Special 
technique is required to couple the Eulerian and Lagrangian domain. Some of the 
additional works that we need to do in 2D are: 




• In 2D, we need to keep track of the location of the Lagrangian grid points with 
respect to the Eulerian grid points or cells. 
• In 1D both velocity and pressure are coupled variables, which mean that these 
two variables at the interface can be uniquely determined by using the 
characteristic equations for both of the media. On the contrary, in 2D, the 
normal velocity and pressure in the fluid are coupled to the normal velocity 
and the normal stress in the solid media. We have a few uncoupled variables 
such as density and tangential velocity of the fluid and tangential velocity, 
normal stress in the tangential direction and shear stress for the solid. How to 
set the internal boundary conditions for these variables is an issue and will be 
discussed. 
• In solving the Riemann problem at the interface, we need the left and the right 
status of the coupled variables. In order to find this two states, one Eulerian 
grid point on the left of the interface and one Lagrangian grid point on the 
right of the interface are required so that both of them lie on the normal to the 
interface. It is almost impossible to ensure that both of these points will 
exactly lie on the normal to the interface and hence approximation is 
necessary. 
4.1.1. Governing Equations: 
For Fluid: 
The 2D Euler equations of an initial-value Riemann problem can be written as 














,          …………….(4.1.1.1) 
for an inviscid, non-heat-conducting compressible flow, where 




 [ ]TEvuU ,,, ρρρ= , 
( ) ( )[ ]TupEuvpuuUF ++= ,,, 2 ρρρ , 
( ) ( )[ ]TvpEpvuvvUG ++= ,,, 2ρρρ . 
Here, ρ is the density, u is the velocity, p is the pressure and E is the total energy. Ul 
and Ur are two constant states separated by the gas–water interface located at x0 .The 
subscripts ‘‘l’’ and ‘‘r’’ indicate the flow state on the left and right media, 
respectively, which can be either a gas or water medium.  










 .    …………….(4.1.1.2) 
For closure of system, the EOS is required. The γ-law used for gases is 
( )1e pρ γ= − .               …………….(4.1.1.3) 
The Tait’s EOS to be employed for the water medium has the form 
[ ]0
N
p B B Aρ ρ= − +                 …………….(4.1.1.4) 
where, 
3
07.0,  1.0 5 ,  3.0 8  and 1000.0 /N A E Pa B E Pa kg mρ= = = = . 
 
For Solid: 
For the linear elastic solid, under the assumption of small deflection or displacement, 
the governing equation has been transformed into stress velocity form, which can be 
found in Lin (1996), 
 














.        …………….(4.1.1.5) 




We shall consider the plain strain problem, where Q , the source term is zero. That is 
, , , ,
T
xx yy xyU uρ ρυ σ σ σ =   ,  
( )2 2 2 2, , , 2 ,
T
xx xyF u uσ σ α ρ α β ρ β ρυ = −  , 
( )2 2 2 2, , 2 , ,
T











 are the longitudinal and transverse wave 
speeds, respectively;   xx yyandσ σ  are the normal stresses; xyσ  is the shear 












 are the displacement velocities; 
and 1ε  and 2ε are the displacements. 
 
Constitutive Relations for the Solid: 
2D Plain Strain: 
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     .      …………….(4.1.1.7) 













=  (S-wave). 
 
4.1.2. Derivation of the Analytical Solution for 2D FSI: 
To validate the 2D code, we need to find the exact solution in 2D which is not easy. 
What we can do is to formulate an equivalent 1D problem and get the analytical 
solution for that. Then we can compare the 1D wave propagation using the 2D code 
with the exact solution. In the following, the 2D governing equation has been reduced 
to an equivalent 1D system of equations in the x spatial coordinate and the analytical 
solutions are provided. 
 
If we consider 1D wave in the 2D framework, the system of equation in the 2D 
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= = + =
∂ ∂ ∂ ∂
,    ……..…..(4.1.2.2) 
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We are interested in the propagation of P-wave in the x-coordinate direction. 
As the variable pairs  and xxu σ are coupled in this case, we consider the following 
















,       ……..…..(4.1.2.7) 







.      ……..…..(4.1.2.8) 


































 where, xxp σ= − yyq σ= − . 







 Λ =  
 − 
. 
The right eigenvector is, 
























































   ∂ ∂
− − − =   ∂ ∂   
.     ..…..…..(4.1.2.10) 
From this we can write at the interface,  
1 1
I I s su P u Pρα ρα
− = − .      ..…..…..(4.1.2.11) 
If we consider that the fluid is on the left and the solid is on the right of the interface, 
we have, 
( )1I r I r
r
u u P P
ρ α
⇒ = + − .      ..…..…..(4.1.2.12) 




















= .  ……..…..(4.1.2.13) 
Below, we shall consider four cases, namely, 
1. Shock in water, 
2. Rarefaction in water, 
3. Shock in gas, 
4. Rarefaction in gas. 
 
 




1. Shock in water.  
























= = = ;    ..…..…..(4.1.2.15) 












, where P P B= + .  ..(4.1.2.16) 
And we need to solve the following equation iteratively to get the interface 
pressure, IP : 
( ) ( ) ( ) ( )






                                                                                                0.
N N
N N N N
l I l I l I l l r r I I l
r r r
l l r r
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u u P
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ρ α ρ α ρ α
ρ
ρ α
− + −  
− + − − + − + 
 
 
+ − + = 
 
……..…..(4.1.2.17) 
The plot of the solution can be achieved using the following equation, if we consider 
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    …..…..(4.1.2.18) 
where 0x is the initial location of the interface, and Ix  is the (final) location of the 
interface. 
 
2. Rarefaction in water. 









=  + 
. ..(4.1.2.19) 




The Interface pressure IP  can be calculated by iteratively solving the following 
equation, 
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= .  ..…..…..(4.1.2.21) 







= . ..…..…..(4.1.2.22) 







= = = .  ..…..…..(4.1.2.23) 
The plot of the solution can be achieved using the following equation, 
( )
( )
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0x is the initial location of the interface, and Ix  is the (final) location of the interface. 
 
3. Shock in Gas. 
We have the following. 

























;  ..…..…..(4.1.2.25) 



















 ;   ..…..…..(4.1.2.26) 







= = = .  ..…..…..(4.1.2.27) 
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ρ α γ ρ
  
 + − =  −   
 
        …..…..(4.1.2.28) 
 
4. Rarefaction in Gas. 












.    .....(4.1.2.29) 
The following equation is obtained which needs to be solved iteratively: 
1
1
22 1 2 1 0
1 1
l l
I I r r l
l r l r
P P
P P P u u
γγ
γ γγ




+ − − + − = 




4.1.3. Characteristic Equations of solid at the Interface: 
In order to solve the Riemann Problem at the interface, the characteristic equations for 
the solid in the normal direction are needed.  To derive the characteristic equations, 
the governing equations for the solid need to be transformed to a new rectangular 
coordinate system (s-n), the axes of which are directed along the normal (n) and 




tangential (s) direction to the interface (Fig..4.1.1.). The new variables in the s-n 
coordinate system are the velocity in the normal direction iυ , the velocity in the 
tangential direction iu , the normal stress in the normal direction nnσ , the normal stress 
in the tangential direction ssσ , the shear stress in the rotated plane snσ . 
 
Fig. 4.1.1. Rotated coordinate system  
(n axis is along the normal direction and the other (s) along the tangential direction) 
 
4.1.3.1. The Transformation Equations: 
The s-n coordinates are related to the x-y coordinates by the following 






   
=   
   




−   
=   
   
. ……….(4.1.3.1) 
The metrics of transformation in terms of the direction cosines are: 















  =   
 
;  






=  − 
;






  =    − 
 and 
sx ny nx syJ a a a a= − .       ..………..(4.1.3.2) 
For 2D case, if the x and y axes rotate around the z axis, then the direction cosines has 
the following relationship: 




sx nya a=  ; sy nxa a= − .   ..………..(4.1.3.3) 
The transformed governing equation are given as the following,  






,     ..………..(4.1.3.4) 






,     ..………..(4.1.3.5) 







,    ..………..(4.1.3.6) 







,    ..………..(4.1.3.7) 






∂ ∂ ∂ 
.     ..………..(4.1.3.8) 
 








,      ..………..(4.1.3.9) 
where, 
( ), , , , Ti i ss nn snU uρ ρυ σ σ σ= , 
( )2 2 2 2, , , 2 ,
T
ss sn i i if u uσ σ α ρ α β ρ β ρυ = −  , 
( )2 2 2 2, , 2 , ,
T
sn nn i i ig uσ σ α β ρυ α ρυ β ρ = −  . 
The relationship of the variables in the x-y coordinate and the rotated s-n coordinate 






−   
=   
  
       ………..(4.1.3.10) 
The stress components under are related by, 




2 22ss xx sx xy sx sy yy sya a a aσ σ σ σ= + + , 
2 22
nxnn xx xy nx ny yy ny
a a a aσ σ σ σ= + + ,     ………..(4.1.3.11) 
sn xx nx sx xy nx sy yx ny sx yy ny sya a a a a a a aσ σ σ σ σ= + + + . 
and 
2 22xx ss ny sn sy ny nn sya a a aσ σ σ σ= − + , 
2 22yy ss nx sn sx nx nn sxa a a aσ σ σ σ= − + ,     ………..(4.1.3.12) 
( )sn ss nx ny sn sx ny nx sy nn sx sya a a a a a a aσ σ σ σ= − + + − . 
4.1.3.2.  The characteristic equations for the n-split equation (along 
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after some manipulations we obtain the following characteristic equations. These are 
 
'0 '  Characteristic: 









 ∂ − + ∂
+ = ∂ ∂ 
;    ………..(4.1.3.15) 
' 'α  Characteristic: 
( ) ( ) ( ) ( )2
1 1 1
0i nn i nn
t t n n
ρυ σ ρυ σ
α α α
∂ ∂ ∂ ∂
− + − =
∂ ∂ ∂ ∂
; ………..(4.1.3.16) 
' 'α−  Characteristic: 
( ) ( ) ( ) ( )2
1 1 1
0i nn i nn
t t n n
ρυ σ ρυ σ
α α α
∂ ∂ ∂ ∂
− − + + =
∂ ∂ ∂ ∂
; ………..(4.1.3.17) 
 
' 'β  Characteristic: 
( ) ( ) ( ) ( )2
1 1 1
0i sn i snu u
t t n n
ρ σ ρ σ
β β β
∂ ∂ ∂ ∂
− + − =
∂ ∂ ∂ ∂
; ………..(4.1.3.18) 
' 'β−  Characteristic: 
( ) ( ) ( ) ( )2
1 1 1
0i sn i snu u
t t n n
ρ σ ρ σ
β β β
∂ ∂ ∂ ∂
− − + + =
∂ ∂ ∂ ∂
. ………..(4.1.3.19) 




4.1.4. Ghost Solid Fluid Method in 2D: 
The GSFM method works almost the same way as SMGFM (Xie (2005)). However, it 
requires some additional works as the present GSFM deals with Eulerian-Lagrangian 
coupling instead of Eulerian-Eulerian coupling of the SMGFM. The position of the 
Lagrangian grid nodes with respect to the Eulerian grid is needed to be tracked for 
efficient coupling. The identification of the left and right nodes for the application of 
the Riemann solver is somewhat involved which shall be outlined in this section. The 
derivation of the explicit characteristic equations shall also be discussed. And finally, 
the definition of the Ghost status for the fluid and the solid shall be introduced. 
 
4.1.4.1. Defining the Left and Right Status for the Riemann Solver: 
As MGFM based Ghost Fluid methods involve the solution of interface Riemann 
problems at the interface for each medium, it is necessary to identify the left and right 
status across the interface. We need to find two grid points B (Eulerian) and 
D′′ (Lagrangian) across the interface which lies in the normal direction, and then use 
the variable values at those grid points. But it is almost impossible to find the nearest 
grid points to lie exactly on the line normal to the interface and hence, some 
approximations are necessary. Furthermore, as one of the medium uses Eulerian and 
the other medium uses Lagrangian grid, one of these left or right grid point will be 
Eulerian and the other will be Lagrangian. In this subsection, the procedure for 
finding the left (B) and right (D′′ ) grid points for the both fluids (air and water) and 
the solid Riemann problems is discussed under the assumption that the left medium is 
fluid and the right medium is solid. 









Normal to the Interface at A
Lagrangian Grid around C D"
 
Fig. 4.1.2. Identification of the left and right Eulerian nodes B and C for each Eulerian 
grid node A just left of the interface in a line passing through and parallel 
to the direction of the normal at the point A. D′′ is the Lagrangian grid 
node nearest to the Eulerian node C. 
(The two dotted lines parallel to the interface on its either side determines a band within which the 
points B and C need to be selected) 
 
The advantage of using the level set is that we know the normal to the interface at 








    ..………..(4.1.4.1) 
For each Eulerian grid point A just left to the interface, the left and right points B and 
C, respectively, need to be found lying on a line passing through and parallel to the 
normal to the interface at A. The two dotted lines parallel to the interface on its either 
side (Fig. 4.1.2.) determine a band within which the points B and C need to be 
selected. The distance of either of these parallel dotted lines from the interface can be 
denoted by EPS and we can take ( )3min ,EPS x y= ∆ ∆ for example.  
 
We want B and C to be the Eulerian grid points but it is difficult to find the B and C 
lying exactly on the line normal to the interface at point A. Hence, approximation is 




required. We choose the points B and C such that AB and AC both make the 
minimum angles with the normal with respect to the other neighboring grid points.  
 
The steps for finding B are as follows: 
i. Calculate the angle made by the normal to the horizontal line, which 
we call the reference angle. 
ii. Find a grid point B' from all the 8 neighboring grid points of A, for 
which the ( ), 0x yϕ > and for which the difference with the reference 
angle is the minimum.  
iii. If AB' < EPS, set B' as A and search for a new B'. 
( )3min ,EPS x y= ∆ ∆ for example. 
iv. If ( )min ,AB EPS x y′ − < ∆ ∆ , set B=B' 
 
Similarly the grid point C should be found for which ( ), 0x yϕ < and 
( )min ,AC EPS x y− < ∆ ∆  difference between the reference angle and the angle made 
by AC with the horizontal is the minimum. 
 
Now, point B is selected as the left point for the Riemann solver. But, point C cannot 
be used as the right node for the Riemann solver as it is an Eulerian grid point. The 
right node D′′ should be a grid node of the Lagrangian grid of the solid medium. 
Hence, we need to perform a search within the nearest Lagrangian grid points to C 
and find one for which AD′′makes the minimum angle with the normal to the 
interface at A. 
 




Steps to find the point D′′ can be described as follows: 
i. The indexes ( ),i j  are the indexes of the cell that contains one or more 
Lagrangian grid node(s).  
ii. The array which keeps the information of the global indexes of Lagrangian 
grid nodes that exists in a particular cell, which we name as “Cell”, shall 
be used to identify the Lagrangian Grid nodes near to Eulerian node C. 
The definition of the “Cell” array will be given in section 4.1.8.1.  
iii. Find the Lagrangian grid point D′′ nearby to C, for which AD′′makes 
minimum angle with the normal at A. 
 
For the Solid:  
As we know the normal direction at each of the Eulerian grid points, we can use 
bilinear interpolation to calculate the normal direction at each of the Lagrangian grid 
points. 
In order to find a left and right Lagrangian grid node, B′′ and C′′ , respectively, to a 
Lagrangian grid point A′′ just right to the interface, we have to follow the same 
procedure for finding B and C in case of fluid medium for the Eulerian grid. Now, 
C′′ is taken as the right node D′′ for the Riemann solver as shown in Fig. 4.1.3. But, 
B′′ cannot be used as the left node as it is in Lagrangian frame of reference. The left 
node B should be a grid node of the Eulerian grid of the fluid medium. We need to 
perform a search within the nearest Eulerian grid points to B′′  in order to find B (Fig. 
4.1.3), for which A B′′  makes the minimum angle with the normal to the interface 
atA′′ . 








Normal to the Interface at A’’




Fig. 4.1.3. Identification of the left and right Lagrangian nodes B′′ and C′′ for each 
Lagrangian grid node A′′ just right of the interface in a line passing 
through and parallel to the direction of the normal at the point A′′ . B is the 
Eulerian grid node nearest to the Lagrangian node B′′ . 
(The two dotted lines parallel to the interface on its either side determines a band within which the 
points B′′  and C′′ need to be selected) 
 
Steps to find the point B can be described as follows: 
i. The array “Lag_LocalToGlobal” contains global indexes of each of the 
Lagrangian grid points. Find the global index for the point B′′ . 
ii. The arrays “Lag_GlobalToCell_i” and “Lag_GlobalToCell_j” contain the 
row and column indexes of the “Cell” (for definition of Cell array, see 
Section 4.1.8.1) which occupy B′′ .  
iii. Find the Eulerian grid point B nearby to B′′ , for which A B′′  makes 
minimum angle with the normal at A′′ . 
4.1.4.2.  Riemann Problem Solution at the Interface for the Coupled 
Variables: 
At the heart of the Ghost Solid Fluid Method is the solution of a Riemann problem at 
the interface for the coupled variables. In this subsection, the theoretical derivation of 




the Riemann solver shall be given. The characteristic equations for the solid in the 
normal direction are derived in section 4.1.3. Those for the fluid can be found in Liu 
(2001). 





ρα+ = .       ..………..(4.1.4.2) 
So, we have, 
( )
solidnn nn i iI I








⇒ + − =  ,     ..………..(4.1.4.3) 
where, RW ρα= . 








ρ+ =  .      ..………..(4.1.4.4) 
Hence, we have, 




















.       ..………..(4.1.4.6) 
 
4.1.4.2.1.  Application of the Modified Ghost Fluid Method idea: 
(Implicit Characteristic Method) 
At the interface, we have, nn Ii pσ = −  and solid fluidi i iI I Iυ υ υ= = . ..………..(4.1.4.7) 
We can now use the implicit characteristic method to get the nn II pσ = −  and Iυ by 
solving the following two equations iteratively, 












+ − = ,      ..………..(4.1.4.8) 
( ) 0
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nW ρα= .  ………..(4.1.4.10) 
4.1.4.2.2. Application of Simplified MGFM:   
 (Explicit Characteristic Method) 
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,     ………..(4.1.4.11) 
( ) ( )L R L
R L R L
n n n
n n
I L R L L nnn n n n R
W W W
p p p
W W W W
υ υ σ= − − − +
+ +
.  ………..(4.1.4.12) 
A fix similar to SMGFM is required as Ip may become negative, which is given as 
follows: 
( )n n nI L L L Rp p W υ υ≈ + − ,      ………..(4.1.4.13) 
n
I Rυ υ= .        ………..(4.1.4.14) 
 
4.1.4.3. Calculation of ssσ  using the ‘0’ characteristics: 
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= .       ………..(4.1.4.16) 
 
4.1.4.4. Defining the Ghost nodes: 
The normal velocity, pressure and tangential velocity for the ghost fluid nodes shall 
be defined in the same way as for the SMGFM. The normal velocity iυ and the normal 
stress nnσ  shall be copied to the ghost solid nodes as has been shown in Fig. 3.1.4.1. 
The normal stress in the tangential direction, ssσ at these grid points are simply 




σ and i Ru  represents the shear stress and the tangential velocity, respectively 
at the Lagrangian grid node just right of the interface (i.e., on the real solid side) and 
are extrapolated to the ghost solid nodes. The following equation can be used as has 
been used by Liu et al. (2003) and Fedkiw et al. (1999) to define the ghost solid 
status: 
. 0tI N I± ∇ =
r




























r .  ………..(4.1.4.17) 
After extrapolation, the variables need to be transformed back to its original x-y 
coordinate system. 




4.1.5. Numerical Methods 
The numerical schemes that have been used in this work are outlined here. The sound 
speed in the solid is usually higher than the fluid side and hence for stability the time 
step to be used must be based on the solid sound speed and the overall smaller time 
step need to be used.  
 
4.1.5.1. Numerical schemes for the individual medium: 
The numerical solvers that have been used for the individual medium are outlined in 
this section.  
 
Numerical scheme for fluid medium: 
The following 2
nd
 order TVD scheme (MUSCL type) [Leer(1979) and Harten (1983)] 
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1, 2, 3,  4;     2, , 1;   ,......., ;  1,....., ;    1,.....,  kL kRl i M i I I k K j N= = − ≠ = =K  







satisfies Roe’s average condition,   
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λ +  are the right eigenvector, left eigenvector and 
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u cλ + = − . 
 
The CFL condition for the fluid media is set as, 







.    ..………..(4.1.5.12)  
 
Numerical scheme for solid medium: 
For the solid media, the same second-order modified Harten’s TVD MUSCL (1983) 
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  1, 2,3,4,5 ;   1 ...... 1    ;    1 ...... .l i I M j N= = + − =K K  
 
The CFL condition can be enforced for the solid media, using the Lagrangian 
approach, as 





∆ = ,       ………..(4.1.5.22) 
where ,i jc  is the sound speed of each mesh point. 
Time Step Computation: 
However, since there can only be one ∆t, the time step is chosen such that it is the 
smaller of the 2 values in order to ensure stability. That is, 
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.  ………..(4.1.5.23) 
solidsfluidf −− , . 
Since the wave speed propagation in solids is usually much higher than the sound 
speed in fluids, the time-step size employed follows that of the solid time-step which 
is relatively small. The time-step limitation thus becomes one of the factors for 
consideration in multi-dimensional simulations. 
4.1.6. Lagrangian Mesh for Solid: 
Also, since the solid mesh is of Updated Lagrangian type, i.e., the mesh nodes will 
move with the local material velocity. The new positions of the nodes are updated at 
every time-step according to: 
new oldX X X= + ∆ ; newX u t∆ = ∆ ;     ………..(4.1.6.1) 





Fig. 4.1.4. Updating the Lagrangian mesh position. 
The Lagrangian grid nodes move with the material velocity in the real solid side. The 
ghost solid nodes move with the velocity of the real solid nodes immediately nearest 
to the interface. 
newu t∆  
new tυ ∆  
( ),old oldX Y  
( ),new newX Y  




4.1.7. Capturing the Moving Interface: 
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     …………….(4.1.7.1) 
Wang et al. (2006) proposed the use of the interface velocity, obtained from the 
solution of the Riemann problem, as the extension velocity to update the level set 
function to the next time step. 
The extension velocity for all the nodes next to the interface, on both sides, is set to be 
equal to the normal velocity. Then the following equation is solved to obtain the 
normal velocity field for the extension velocity for all the Eulerian nodes. 
. 0tI N I± ∇ =
r








r .  ………..(4.1.7.2) 
After getting the normal velocity at every point, C, we can decompose it to the x and 
y component as follows: 
( ) ( ), NC Cu u Nυ′ ′ =        ………..(4.1.7.3) 
Then equation 4.1.7.2 can be solved using high resolution schemes to get the level set 
function at the next time step. In this work, fifth order WENO scheme (Fedkiw et 
al.(1999) ) has been used for the spatial discretization with third-order Runge-Kutta 
time discretization to solve this equation, (see for example, Wang et al. (2006)). 




4.1.8. 2D FSI calculation steps at a glance: 
1. Initially the Eulerian and the Lagrangian grid are at the same position. 
2. The interface location is initialized and it does not necessarily align with the 
grid. 
3. The level set function ϕ  is initialized in the Eulerian grid at t = 0 as a signed 
distance function on both sides of the interface; we call it 0ϕ (the superscript 
refers to the time step when 0t = ).  
4. Calculate 0 0,E Enx nya a  ( the superscript 0E refers to the direction cosine in the 
Eulerian grid at time step when time 0t = ) in the Eulerian grid. 0 0,L Lnx nya a  ( the 
superscript 0L refers to the direction cosine in the Lagrangian grid at time step 
when time 0t = ) in the Lagrangian grid are the same as 0 0,E Enx nya a .  
5. Calculate 0MED . MED is the matrix that contains binary information for every 
Eulerian grid points for each medium, i.e. if a medium is not present at a grid 
point the MED value will be zero (0) and if a medium is present at the grid 
point, the MED value for that medium at that point is one (1). 
6. 1 2 1 2, , ,I I J J are the indexes which define the computational box for a particular 
medium for which ( )1 1,I J  and ( )2 2,I J  are the indexes of the two corners along 
the diagonal of the computational box. In other words, ( )1 1,I J and ( )2 2,I J for a 
particular medium sets the box within which the medium actually exists. Find 
1 2 1 2, , ,I I J J  for both medium based on the initial data (position of the interface). 
The 1 2 1 2, , ,I I J J  may vary for the Eulerian grid as new nodes are supposed to be 




exposed as the Lagrangian grid moves. The 1 2 1 2, , ,I I J J  for the Lagrangian grid 
is taken to remain fixed.  
7. Perform global numbering of the Lagrangian nodes. 
8. Define and initialize the Eulerian Cell-Lagrangian node connectivity array 
Cell(i,j,m) (see section 4.1.8.1 for the definition of the Cell array) . We know 
initially which cell occupies which Lagrangian node. As the Nodes may get 
accumulated in a particular cell due to movement and deformation, a cell may 
contain multiple nodes whereas another cell may be empty. So, each cell is 
supposed to be able to contain as many Lagrangian nodes as required. It is 
sufficient for each cell to be capable of containing m=4 Lagrangian nodes. The 
Cell array only can contain the global index of the Lagrangian nodes. If a cell 
contains more than 4 Lagrangian nodes, it can be supposed that mesh tangling is 
severe and the program is to be stopped. 
9. Apply GSFM and solve for each of the medium. 
10. Calculate 1ϕ (the superscript refers to the time step and ( )1 0 tϕ ϕ= + ∆ ). 
11. Calculate MED matrix 1MED  (the superscript refers to the time step) based on 
1ϕ . 
12. Update the Eulerian variables (fluid variables in this case) based on 1MED . 
13. Update the Lagrangian variables (solid variables). 
14. Update Cell array (please see section 4.1.8.2). This is necessary because the 
Lagrangian nodes have moved and hence some of the nodes may have moved to 
another cell. 
15. Interpolate the Eulerian Normal direction field to the Lagrangian grid. Here we 
propose bilinear interpolation. 




16. Go to step 9 and calculate 2ϕ  (the superscript refers to the time step and 
( )2 0 2 tϕ ϕ= + ∆ ) based on the updated velocity field and then 2MED  (the 
superscript refers to the time step) based on 2ϕ  and so on. 
4.1.8.1. On the definition of the Cell array: 
 
Fig. 4.1.5. Definition of the Cell array 
The Cell array is used to keep track of the Lagrangian grid points with respect to the 
Eulerian grid points as has been mentioned previously in this section. The Cell array 
is necessary as it helps to identify the left and right nodes for the interface Riemann 
problem solver of the GSFM. 
In defining the Cell array, it has been assumed that the cell consists of the region as 
shaded in the above figure. It contains the line AC and AB but not CD or BD. The 
grid point C is in Cell(i,j+1,m), D is in Cell(i+1,j,m) and B is in Cell(i+1,j,m). Here, 
m = 4, which means that Cell(i,j,m) can contain 4 Lagrangian grid nodes maximum. 
4.1.8.2. On the calculation and update of the Cell array: 
Step 14 involves updating the Cell array information. Initially, each cell contains only 
one Lagrangian grid node as the Lagrangian mesh is taken to overlap the Eulerian 
mesh initially. In order to update the Cell (i,j,m) array after each time step, it requires 
an exhaustive search procedure to identify which Lagrangian grid node moved away 




and which one came in. If global indexing for the Lagrangian grid points is done 
initially, it becomes easier to do this search.  
4.2. Case Study (2D Fluid Structure Interaction) 
4.2.1. Introduction: 
The two dimensional GSFM code is to be validated by performing several case 
studies. The numerical experiments done can be classified into three categories: 
1. Shock tube type problem in which the wave propagates in one of the 
coordinate direction, e.g. x direction. Numerical experiments of this type are 
performed in order to show that the algorithm works for 1D wave propagation 
across the interface. In this case we have exact solutions which have been 
derived in section 4.1.2. The results of GSFM have been compared with the 
analytical solutions for each of the cases. 
2. Shock tube type problem in which the waves do not propagate in either of the 
coordinate direction and can be considered fully two dimensional problems.  
3. Underwater explosion problem, where we have a complex interaction of the 
shock and rarefaction waves with the flexible structure.  
Numerical experiments has been done for each type of problem using isotropic linear 
elastic model and the results has been compared with the analytical solutions for 
almost all the cases. For Cases 4.1 to 4.11, the same initial conditions used in Chapter 
3 have been used for making better comparison and to reveal the strength and 
weakness of the new solver. Among these, Case 4.1 and Case 4.6 are similar to 
Riemann Problem (III) and Riemann Problem (II) cases respectively, in Tang and 
Sotiropoulos (1999). Case 4.12  and Case 4.13 involve an inclined straight interface 




and the initial conditions are designed in such a way that the 1D wave propagates in 
the direction normal to the interface. The initial conditions used in these two cases are 
the same as for Case 4.6. Case 4.14 is the underwater explosion problem. None of the 
cases from Cases 4.1 to 4.13 need the fix for the negative pressure, however, the 
underwater explosion problem (Case 4.14) requires this fix after long time 
computation. 
 
In all of the cases studied in this chapter, it has been assumed that the fluid medium is 
on the left of the interface and the solid medium is on the right of the interface. It is to 
be mentioned that the pressure plots in this Chapter for Cases 4.1 to case 4.11 are 
obtained by plotting the fluid pressure on the left of the interface and the negative of 
the normal stress in the solid medium to the right of the interface. This is done in 
order to show the continuity of the pressure and normal stress and also for possible 
comparison with results obtained by others. Again, in the stress distribution plots from 
Cases 4.1 to 4.11, the stress level on the fluid side is shown to be zero. 
 
The material for the solid is chosen to be stainless steel, AISI 431, the mechanical 
properties of which has been given in Table 3.1. 
 
In the results below, the various quantities has been scaled with respect to the 
following reference parameters: 
31000 /ref Kg mρ = ; 















= = . 




4.2.2. Numerical Experiments (Results): 
In what follows, the numerical experiments carried out with 2D GSFM code are 
firstly outlined in tabular form below. The type of the problem indicates the type of 
wave structure of the solution. The symbols used to indicate the type of problem are 
similar to that described in section 3.2.2.1. The results of these experiments are then 
displayed. 
4.2.2.1. Shock-Tube Type Problems In Which The Wave Propagates 
In One Of The Coordinate Direction, e.g. x-axis: 
In all these cases, size of the computational domain is 0.0;   10.0L Rx x= = . and 
0.0;   10.0L Ry y= =  (Fig 4.2.1) and  Number of grids are 2200  x 10. 
 
Gas-Linear Elastic Solid:  
5.0001I InitialX = , 0.8CFL = ;  
34.45*10t −= . 
Case 
No 
lP  rP  lu  ru  lρ  rρ  Type of 
problem 
4.1 10000.0 1.01325 50.0 0.0 0.05 7.7 [S|EL]e 
4.2 10000.0 1.01325 2.78789 0.0 0.05 7.7 [S|EL]e  
4.3 1000.0 1.0 20.0 0.0 0.2 7.7 [S|EL]e 
4.4 1800.0 1.0 -10.0 0.0 0.2 7.7 [R|EL]e 
4.5 8000.0 8000.0 -10.0 0.0 1.2 7.7 [R|EUL]e 
 
Water-Linear Elastic Solid:  
1.0lρ = ; 7.7rρ = ; 5.0001I InitialX = ; 0.8CFL = ;  
34.45*10t −= . 
Case 
No 
lP  rP  lu  ru  Type of 
problem 
4.6 25000.0 25.0 30.0 -30.0 [S|EL]e 
4.7 25000.0 25.0 6.96346 0.0 [S|EL]e 
4.8 25000.0 25.0 30.0 -10.0 [S|EL]e 
4.9 800.0 1.0 10.0 0.0 [S|EL]e 
4.10 25000.0 25.0 -10.0 0.0 [R|EL]e 
4.11 30000.0 25000.0 -10.0 0.0 [R|EUL]e 




4.2.2.2. Shock-Tube Type Problems In Which The Wave Propagates 
In Directions Other Than Coordinate Direction: 
In these cases the interface is a straight line initially inclined to the x-axis by an angle 
θ (Fig.4.2.1). The initial conditions used in these cases are the same as in Case 4.6, 
but applied to the variables in a coordinate system, the axes of which are in the 
direction of the normal and tangential direction of the interface. The velocity of the 
fluid normal to the interface is u' = 30 and that for the solid is u' = – 30 (Fig.4.2.1). 
The pressure in the fluid side and the normal stress in the solid side is kept at the same 
level as in case 4.6. The case 4.6 shows that the tangential velocity and the shear 
stress in the normal plane should be zero everywhere. In Case 4.12 the interface is 
kept at an angle of 80
0
 and in case 4.13 the interface is kept at an angle of 60
0
. The 
intention is to observe the effect of using different inclination of the interface on the 
computational accuracy of the method. The method would be more accurate if the 
tangential velocities and the shear stress on the normal plane are more close to zero 
and suffers no spurious oscillation. 
  
 
Fig. 4.2.1. Definition of the problem for Case 4.12 and Case 4.13 
 








lP  rP  lu  ru  lυ  rυ  
4.12 25000 25 29.5442326 -29.5442326 5.20944533 5.20944533 





θ XA XB 
4.12 80
0
 3.5291 4.2344 
4.13 60
0
 3.7322 6.0416 
 
The size of the computational domain is 0.0  10.0L Rx x= =  and 3.0  7.0B Ty y= =  
and number of grid divisions: 251 x 101 and 0.4CFL = . (L = Left, R =Right, B = Bottom, T 
= Top). The density of the mediums are 
lρ = 1.0; rρ = 7.7. 
 
Case 4.2.2.3. Underwater Explosion: 
In this case (Case 4.13), a series of shock wave and rarefaction wave acts and reflects 
on the water solid interface and the water cavitate near the structure. Hence, this 
benchmark problem can best identify the weakness and strength of the GSFM solver. 
The initiation of explosion is avoided by considering the explosive bubble to be a high 
pressure zone containing ideal gas of high density initially and located at the origin 
(0,0) with radius 1.0001 m. Water at atmospheric pressure surrounds the high pressure 
bubble. The solid wall is a semi-infinite elastic solid making a straight interface 
(parallel to the y-axis) with the water medium at x = 3.025 m initially. The 
computational domain is a square of dimension 12m x 12m. Figure 4.2.2 shows the 
definition of the problem schematically. The bottom left corner of the computational 
domain is at (-6,-6) m and the upper right corner is at (6,6)m. 




The initial conditions for the materials involved are as follows: 
Explosive Gas : 58290 10gasp Pa= × ;
3 31.27 10 /gas Kg mρ = × ; 2.0γ =  . 
Water  : 51.0 10waterp Pa= × ;
3 31.0 10 /water Kg mρ = ×  . 
Elastic Solid : 51.0 10nn Paσ = − × ; 
50.3947 10ss Paσ = − × ; 0.0snσ =  . 
And the initial velocity for each of the medium are zero, i.e., 0u = ; 0υ =  . 
The number of grid divisions used: 361 x 361 . 








Fig. 4.2.2. Definition of the problem for Case 4.13 
 
4.2.3. Discussion on Results 
4.2.3.1. Shock-Tube Type Problems In Which The Wave Propagates 
In One Of The Coordinate Direction, i.e. the x-axis: 
Gas- Solid Cases: 
Case 4.1 : This problem is of [S|EL]e type. A strong shock wave is generated at the 
interface and moves through the fluid to the left. In solid, the linear elastic model 
predicts only the fast elastic wave (P-wave) moving to the right. Figs. 4.2.1.1 to 
Semi Infinite Elastic Solid 
Water 
High pressure Gas 




4.2.1.6 show the velocity, pressure and stress distribution in the gas and the solid 
medium, which are in good agreement with the analytical (exact) solution. The shear 
stress is zero everywhere in the solid medium, which agrees with the assumption of 
the 1D wave propagation in the solid. 
 
Case 4.2 :  This problem may be classified as [S|EL]e. A weak shock wave passes 
through the gas, and there is a elastic wave traveling to the right through the elastic 
media. Shear stress is zero everywhere in the solid. Figs. 4.2.2.1 to 4.2.2.6 show the 
velocity, pressure and stress distribution in the gas and the solid medium, which are in 
good agreement with the analytical (exact) solution. 
 
Case 4.3 :  The solution at the interface may be termed as [S|EL]e type as the pressure 
at the interface is larger than the initial pressure level on either medium. A shock 
wave travels through the gas to the left and an elastic wave to the right in the solid. 
Figs. 4.2.3.1 to 4.2.3.6 show the velocity, pressure and stress distribution in the gas 
and the solid medium, which are in good agreement with the analytical (exact) 
solution. Shear stress is zero everywhere in the solid. 
 
Case 4.4 : A rarefaction wave is generated at the interface and travels through the gas 
to the left. There is only a elastic wave traveling to the right through the solid. Hence, 
this is a [R|EL]e type problem. Figs. 4.2.4.1 to 4.2.4.6 show the velocity, pressure and 
stress distribution in the gas and the solid medium, which are in good agreement with 
the analytical (exact) solution. Shear stress is zero everywhere in the solid. 
 




Case 4.5 : An unloading elastic wave propagates through the solid medium. A 
rarefaction wave travels through the gas to the left. Hence, this problem can be 
classified as [R|EUL]e. Shear stress is zero everywhere in the solid. Figs. 4.2.5.1 to 
4.2.5.6 show the velocity, pressure and stress distribution in the gas and the solid 
medium, which are in good agreement with the analytical (exact) solution.  
 
Water Solid Cases: 
Case 4.6 : This is a [S|EL]e type problem. In this case a shock wave is generated that 
moves through the water to the left. Figure 4.2.6.3. indicates that the water- solid 
interface moves to the left for the elastic case. In the solid side, an elastic wave is 
identified. Shear stress is zero everywhere in the solid. Figures 4.2.6.1 to 4.2.6.6 show 
the velocity, pressure and stress distribution in the gas and the solid medium, which 
are in good agreement with the analytical (exact) solution.  
 
Case 4.7 :  The water-elastic solid interaction predicts a weak shock wave in the fluid 
side. It also predicts an elastic loading wave traveling to the right in the solid side. 
Hence this problem may be classified as [S|EL]e. Shear stress is zero everywhere in the 
solid. Figures 4.2.7.1 to 4.2.7.6 show the velocity, pressure and stress distribution in 
the gas and the solid medium, which are in good agreement with the analytical (exact) 
solution.  
 
Case 4.8 : A shock wave is generated and travels through the water to the left. This is  
[S|EL]e type problem. An elastic wave is found to travel towards right through the solid 
medium. Shear stress is zero everywhere in the solid. Figures 4.2.8.1 to 4.2.8.6 show 




the velocity, pressure and stress distribution in the gas and the solid medium, which 
are in good agreement with the analytical (exact) solution.  
 
Case 4.9 : There is a shock wave generated at the interface and travels to the left in 
the fluid medium. In the solid medium an elastic wave is observed. This is a [S|EL]e 
type problem. Figures 4.2.9.1 to 4.2.9.6 show the velocity, pressure and stress 
distribution in the gas and the solid medium, which are in good agreement with the 
analytical (exact) solution. Shear stress is zero everywhere in the solid. 
 
Case 4.10: This is a [R|EL]e type problem. A rarefaction wave is generated at the 
interface and travels through the water medium to the left. In the solid medium, the 
elastic model predicts the elastic wave traveling to the right. Shear stress is zero 
everywhere in the solid. Figures 4.2.10.1 to 4.2.10.6 show the velocity, pressure and 
stress distribution in the gas and the solid medium, which are in good agreement with 
the analytical (exact) solution. 
 
Case 4.11: The elastic model predicts an unloading elastic wave in the solid medium. 
Rarefaction wave is generated at the interface and moves to the left through water. 
Hence, this problem can be classified as [R|EUL]e. Figures 4.2.11.1 to 4.2.11.6 show the 
velocity, pressure and stress distribution in the gas and the solid medium, which are in 
good agreement with the analytical (exact) solution. Shear stress is zero everywhere 
in the solid. 
 




4.2.3.1. Shock-Tube Type Problems In Which The Wave Propagates 
In Directions Other Than Coordinate Direction: 
Case 4.12 : In Fig. 4.2.12.1. and Fig. 4.2.12.2., the pressure and normal velocity 
distribution at a plane (y = 0.5) are presented. These show that the pressure (or 
negative normal stress) and the normal velocity are continuous across the interface. It 
suggests that the interface Riemann problem accurately predicts the interface pressure 
and normal velocity. However, the assumption made about the shear stress in the s-n 
coordinate and the tangential velocity to be zero in the solid is not satisfied accurately. 
Figure 4.2.12.5 and Fig. 4.2.12.11 show that the tangential velocity component suffers 
from oscillation in both the fluid and the solid domains. Again, Fig. 4.2.12.9 shows 
that the shear stress in the s-n coordinate snσ is not zero in the solid side and suffers 
from oscillation. The nonzero value of the shear stress snσ can be a defect or 
limitation of  the GSFM boundary condition that has been applied for snσ and the 
tangential velocity. However, the nonzero value for the shear stress is at most only 
about 4-5 % of the applied pressure. The direction cosines of the normal to the 
interface are calculated from the level set function at every time interval with re-
initialization. Figures 4.2.12.1 to 4.2.12.18 show the different components of velocity, 
and stress in both x –y and s-n coordinate system which reveal the limitations and 
strength of the proposed GSFM for 2D wave propagation problem. 
 
Case 4.13 : Figures 4.2.13.1 to 4.2.13.18 show the different components of velocity, 
and stress in both x –y and s-n coordinate system which reveal the limitations and 
strength of the proposed GSFM for 2D wave propagation problem. In Fig. 4.2.13.1. 
and Fig. 4.2.13.2., show the pressure and normal velocity distribution at a plane (y = 




0.5). These show that the pressure (or negative normal stress) and the normal velocity 
are continuous across the interface. It suggests that the interface Riemann problem 
accurately predicts the interface pressure and normal velocity. However, the 
assumption made about the shear stress in the s-n coordinate and the tangential 
velocity to be zero in the solid is not satisfied. Figure 4.2.13.5 and Fig. 4.2.13.11 
show that the tangential velocity component suffers from oscillation in both the fluid 
and the solid domains. Again, Fig. 4.2.13.9 shows that the shear stress in the s-n 
coordinate snσ is not zero in the solid side and suffers from oscillation. The nonzero 
value of the shear stress snσ can be a defect or limitation of the GSFM boundary 
condition that has been applied for snσ and the tangential velocity.  
 
4.2.3.1. Underwater Explosion Problem: 
Case 4.14 : On Underwater Explosion: 
The pressure distribution in the water and gas and the stress distribution for the x 
component, i.e. xxσ  in the elastic solid at different significant instants are displayed in 
Figs. 4.2.14.1 to 4.2.14.5. The shear stress distribution in the elastic solid for the same 
instants has been displayed in Figs. 4.2.14.6 to 4.2.14.10. The evolution of the water-
solid interface and the gas-water interface are displayed in Fig. 4.2.14.11 and 
4.2.14.12, respectively. The sequence of events that occur as the high pressure 
explosive bubble expands and pressure wave emanates from it and thereby affecting 
the nearby media may be described as below. 
 
Figure 4.2.14.1 shows that the shock wave generated by the explosive bubble, which 
we call the “main shock” has reflected back and moving towards the bubble (we call 
this the “1
st
 reflected shock wave”) at 1.5 milliseconds. When this reflected shock 




wave hits the gas bubble, a rarefaction wave is reflected which moves towards the 
elastic wall and the transmitted wave at the water-gas interface is a shock wave (we 
call this the “transmitted shock wave”) that moves through the bubble. Figure 4.2.14.2 
shows this effect at time 2.0 milliseconds. The reflected rarefaction wave from the 
expanding then hits the elastic wall and gets reflected from the wall, the result of 
which is the reduction of pressure near the wall (Fig. 4.2.14.3 at 3.0 milliseconds). 
The decrease of pressure continues which culminates by producing cavitation near the 
wall. Figure 4.2.14.4 shows the condition at time 4.0 milliseconds which depicts that 
cavitation region is growing. This cavitation region then collapses as shown in Figure 
4.2.14.5 at 6.5 milliseconds and a compression wave generated from the collapse 
travels towards the bubble and hits it and gets reflected. At around 4.0 milliseconds 
the main shock moves out of the computational domain. The transmitted shock wave 
keeps on traveling through the bubble and creates complex pattern of pressure 
distribution. 
 
What happens to the solid when the main shock hits the elastic wall is, a compressive 
elastic wave is generated and propagates through it. Figure 4.2.14.1 shows the 
condition at 1.5 milliseconds when the “1
st
 reflected shock wave” is about to hit the 
gas bubble. The elastic wave moves faster than the shock wave because the acoustic 
impedance of the elastic solid is much higher than the water (almost more than 2 
times in this case). The main shock wave and the 1
st
 reflected shock wave intersect at 
the solid at two points, where the circular profile of the main shock and 1
st
 reflected 
shock wave intersects with the water-solid interface (although the connection is not 
exactly a point but rather spread over a narrow region). These two ‘points’, A and B 
(Fig. 4.2.14.1), move away from the x-axis as the shock wave propagate with time. 




Let us call these two points (A and B) as the “Loading Corners”. It is these two 
‘points’ or regions where large gradient of pressure exists. Beyond these two points 
up to the boundary (top and bottom), along the interface (AC and BD in Fig. 
4.2.14.1), the compressive stress level in the solid increases, whereas the pressure in 
the fluid is still unchanged. After the initial increase in the compressive loading along 
AC and BD, there is a possibility of unloading in the solid (decrease of compressive 
stress level in the solid) near these loading corners (A and B) along the interface and 
along the lines AC and BD. Again from Fig. 4.2.14.11 it is clear that the initial 
compressive effect of the incident main shock wave is fading away and the 
yyσ component becomes less compressive near the x axis. 
 
As the negative stress in the region along the interface, starting from the loading 
corners to the top or bottom boundaries (AC and BD) is much higher than the water 
across the interface, there is a chance for the interface pressure Ip  becoming negative 
(we are using SMGFM approach in solving the interface Riemann problem), which 
can be found from Equation 4.1.4.12. In this case, the pressure fix (Equation 4.1.4.13 
and 4.2.4.14) is required. At around 1.65 milliseconds, this situation appears and the 
fix is applied. 
 
At 2 milliseconds as shown in Fig. 4.2.14.12. the yyσ component of normal stress 
becomes positive (tension) near the x- axis and the water solid interface. The 
unloading (decrease of compressive stress or increase in tensile stress level in the 
solid) also affects the xxσ  profile (Fig.4.2.14.2) near the loading corner on the side 




starting from the loading corner to the boundaries (AC and BD) and the xxσ becomes 
slightly positive (tension) there. 
 
At 3 milliseconds, the 
xxσ component near the water solid interface and the x axis 
becomes less compressive as the pressure on the fluid side has become relatively low 
(Fig.4.2.14.3.). As the water cavitate near the interface, the stress xxσ becomes the 
least compressive (Fig.4.2.14.4). The interface deforms towards the fluid side near the 
x axis as shown in Figure 4.2.14.16. After the collapse of the cavity the compressive 
wave that is generated reloads the structure and the xxσ becomes more and more 
compressive again (Fig.4.2.14.5). Fig. 4.2.14.17 shows the evolution of the high 
pressure bubble interface. The bubble interface is found to grow and move away from 
the fluid-solid interface. 
 
4.3 Conclusion: 
Cases 4.1 to 4.11 uses the same initial conditions as has been studied in cases 3.1 to 
3.11 in order to show the effectiveness of the GSFM in 2D under different loading 
conditions. These GSFM results has been compared with the analytical solutions 
which show that the GSFM predicts the interfacial status for the coupled variables 
like pressure, normal velocity and normal stress accurately when the wave propagates 
in the x-coordinate direction. The wave propagation cases along the y-coordinate with 
the interface parallel to the x coordinate would give similar results and hence has not 
been investigated. GSFM accurately predicts the strength and location of the reflected 
shock wave and rarefaction wave in the fluid and elastic wave in the solid when the 
wave propagates in the coordinate direction. 




Both of the cases 4.12 and 4.13 use the same initial condition as the case 4.6. In cases 
4.12 and 4.13 the wave propagation is supposed to be normal to the interface and the 
interface normal pressure for the fluid and normal stress for the solid should match 
with those of the case 4.6. We have found from Fig 4.2.12.1 and 4.2.13.1 that the 
interface pressure and normal stress are in good agreement with the analytical 
solution. These analytical solutions have been derived in section 4.1.2 for the case of 
wave propagation along the direction normal to the interface and have been used for 
the Case 4.6. Fig 4.2.12.2 and Fig 4.2.13.2 shows that the normal velocity at the 
interface matches with the analytical solution. Hence we conclude that the coupled 
variables, i.e., the normal stresses, the pressure and the normal velocity at the 
interface are accurately resolved by the GSFM procedure. 
 
The deviation from zero can be taken as the error for the tangential velocity and the 
shear stress in the normal plane
snσ . Comparing Fig 4.2.12.11 with Fig. 4.2.13.11 we 
find that the error in the tangential velocity in the solid medium has increased with θ  
decreasing. On the other hand, a comparison of Fig 4.2.12.5 with Fig. 4.2.13.5 shows 
that the error in the tangential velocity in the fluid medium are almost similar and 
only the oscillation pattern have changed. If we compare the Fig 4.2.12.9 with Fig 
4.2.13.9, we find that the error in the shear stress component snσ has increased with 
decreasing θ . Hence we can conclude that the more inclined is the interface (i.e. the 
lessθ ), the error increases for the solid medium. This indicates that the way of 
calculating the internal boundary condition with the GSFM leads to the inaccuracy for 
the tangential velocity and the shear stress snσ . Additionally, examining Figs 
4.2.12.14 to 4.2.12.18 and Figs 4.2.13.14 to 4.2.13.18 we observe the presence of a 
spurious elastic wave behind the original elastic wave.  




Why the GSFM fails to accurately predict the tangential velocity and shear stress snσ  
at the interface is due to the fact that the particular extrapolation procedure (constant 
extrapolation in the normal direction) we have used for GSFM for the uncoupled 
variables populates the nodes of the stencil (we are using MUSCL type stencil) which 
gives nonzero values of the tangential velocity and the shear stress. We would suggest 
modifying the calculation of the interfacial status for the uncoupled variables in a way 
that after constant extrapolation along the normal to the interface, the ghost nodes are 
populated in a way that provides zero values for the tangential velocity and the shear 
stress in the normal plane snσ especially for the Cases 4.12. and 4.13. This can be a 
future scope of work. 
 
Case 4.14 is a type of problem where the fluid-solid interface is initially parallel to the 
y-coordinate direction and it suffers deformation as the time progresses. This problem 
was designed in a way that the movement of the interface is of the order of resolution 
of the grid (∆x) and supposed to provide less inaccuracy in the prediction in the 
tangential velocity and shear stress. The solution of this problem has been presented at 
different time steps, which shows that the GSFM can predict the repeated loading and 
unloading of the shock and rarefaction waves on the interface and at the same time 
can predict the evolution of cavitation phenomenon at the interface. 



















Fig. 4.2.1.1 The pressure profile [(Case 4.1) Gas-Solid] 34.45*10t − =   
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Fig. 4.2.1.5. The normal stress (y-component) profile [(Case 4.1) Gas-Solid] 
 
Fig. 4.2.1.6. The shear stress [(Case 4.1) Gas-Solid] 
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Fig. 4.2.2.1. The pressure profile [(Case 4.2) Gas-Solid] 
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Fig. 4.2.2.3. The density profile [(Case 4.2) Gas-Solid] 
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Fig. 4.2.2.5. The normal stress (y-component) profile [(Case 4.2) Gas-Solid] 
 
 
Fig. 4.2.2.6. The shear stress profile [(Case 4.2) Gas-Solid] 
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Fig. 4.2.3.1 The pressure profile [(Case 4.3) Gas-Solid] 
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Fig. 4.2.3.3. The density profile [(Case 4.3) Gas-Solid] 
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Fig. 4.2.3.5. The normal stress (y-component) profile [(Case 4.3) Gas-Solid] 
 
 
Fig. 4.2.3.6. The shear stress profile [(Case 4.3) Gas-Solid] 
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Fig. 4.2.4.1. The pressure profile [(Case 4.4) Gas-Solid] 
34.45*10t − =   
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Fig. 4.2.4.3. The density profile [(Case 4.4) Gas-Solid] 
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Fig. 4.2.4.5. The normal stress (y-component) profile [(Case 4.4) Gas-Solid] 
 
 
Fig. 4.2.4.6. The shear stress profile [(Case 4.4) Gas-Solid] 
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Fig. 4.2.5.1. The pressure profile [(Case 4.5) Gas-Solid] 
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Fig. 4.2.5.3. The density profile [(Case 4.5) Gas-Solid] 
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Fig. 4.2.5.5. The normal stress (y-component) profile [(Case 4.5) Gas-Solid] 
 
Fig. 4.2.5.6. The shear stress profile [(Case 4.5) Gas-Solid] 
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Fig. 4.2.6.1. The pressure profile [(Case 4.6) water-solid ] 
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Fig. 4.2.6.3. The density profile [(Case 4.6) water-solid ] 
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Fig. 4.2.6.5. The normal stress (y-component) profile [(Case 4.6) water-solid ] 
 
 
Fig. 4.2.6.6. The shear stress profile [(Case 4.6) water-solid ] 
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Fig. 4.2.7.1. The pressure profile [(Case 4.7) water-solid ] 
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Fig. 4.2.7.3. The density profile [(Case 4.7) water-solid ] 
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Fig. 4.2.7.5. The normal stress (y-component) profile [(Case 4.7) water-solid ] 
 
 
Fig. 4.2.7.6. The shear stress profile [(Case 4.7) water-solid ] 
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Fig. 4.2.8.1. The pressure profile [(Case 4.8) water-solid ] 















Fig. 4.2.8.2. The velocity (x-component) profile [(Case 4.8) water-solid ] 






























Fig. 4.2.8.3. The density profile [(Case 4.8) water-solid ] 
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Fig. 4.2.8.6. The shear stress profile [(Case 4.8) water-solid ] 
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Fig. 4.2.9.1. The Pressure profile [(Case 4.9) water-solid ] 
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Fig. 4.2.9.2. The velocity profile [(Case 4.9) water-solid ] 

























Fig. 4.2.9.3. The density profile [(Case 4.9) water-solid ] 34.45*10t − =   
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Fig. 4.2.9.5. The normal stress (y-component) profile [(Case 4.9) water-solid].  
 
Fig. 4.2.9.6. The shear stress profile [(Case 4.9) water-solid ] 
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Fig. 4.2.10.1. The Pressure profile [(Case 4.7) water-solid ] 34.45*10t − =   
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Fig. 4.2.10.5. The normal stress (y-component) profile [(Case 4.7) water-solid ] 
 
 
Fig. 4.2.10.6. The shear stress profile [(Case 4.7) water-solid ] 
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Fig. 4.2.11.1. The Pressure profile [(Case 4.11) water-solid ] 34.45*10t − =   
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Fig. 4.2.11.5. The normal stress (y-component) profile [(Case 4.11) water-solid ] 
 
Fig. 4.2.11.6. The shear stress profile [(Case 4.11) water-solid ]  
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Fig. 4.2.12.1. Pressure Profile at y = 5.0 ( nnp σ= −  on the right side of the interface) 
 
Fig. 4.2.12.2. Normal velocity profile at y = 5.0 
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Fig. 4.2.12.3. Pressure profile for the fluid medium ( 0p =  on the right side of the 
interface) 
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Fig. 4.2.12.4. Normal velocity profile for the fluid medium ( 0fluidu =  on the right side 
of the interface) 
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Fig. 4.2.12.5. Tangential velocity profile for the fluid medium ( 0fluidυ =  on the right 
side of the interface) 34.45*10t − =   
 
Fig. 4.2.12.6. Density profile for the fluid medium ( 0fluidρ =  on the right side of the 
interface) 34.45*10t − =   
 
Fig. 4.2.12.7. Normal stress (normal direction) profile for the solid medium ( 0solidσ =  
on the left side of the interface)  34.45*10t − =   
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Fig. 4.2.12.8. Normal stress (tangential direction) profile for the solid medium 
( 0solidσ =  on the left side of the interface) 
34.45*10t − =   
 
Fig. 4.2.12.9. Shear stress profile for the solid medium ( 0solidσ =  on the left side of 
the interface) 
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Fig. 4.2.12.10. Normal velocity profile for the solid medium ( 0solidu =  on the left side 
of the interface) 





Fig. 4.2.12.11. Tangential velocity profile for the solid medium ( 0solidυ =  on the left 
side of the interface) 
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Fig. 4.2.12.12. Velocity profile (x-component) for the fluid medium ( 0fluidu =  on the 
right side of the interface) 
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Fig. 4.2.12.13. Velocity profile (y-component) for the fluid medium ( 0fluidυ =  on the 
right side of the interface) 
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Fig. 4.2.12.14. xxσ profile for the solid medium ( 0solidxxσ =  on the left of the interface)  
 
 
Fig. 4.2.12.15. yyσ profile for the solid medium ( 0solidyyσ =  on the left of the 
interface) 
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Fig. 4.2.12.17. Velocity profile (x-component) for the solid medium ( 0solidu =  on the 
left of the interface) 
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Fig. 4.2.12.18. Velocity profile (y-component) for the solid medium ( 0solidυ =  on the 
left of the interface) 





Fig. 4.2.13.1. Pressure Profile at y = 5.0 ( nnp σ= −  on the right side of the interface) 
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Fig. 4.2.13.2. Normal velocity profile at y = 5.0 
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Fig. 4.2.13.3. Pressure profile for the fluid medium ( 0p =  on the right side of the 
interface) 
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Fig. 4.2.13.4. Normal velocity profile for the fluid medium ( 0fluidu =  on the right side 
of the interface) 
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Fig. 4.2.13.5. Tangential velocity profile for the fluid medium ( 0fluidυ =  on the right 
side of the interface) 34.45*10t − =   
 
Fig. 4.2.13.6. Density profile for the fluid medium ( 0fluidρ =  on the right side of the 
interface) 34.45*10t − =   
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Fig. 4.2.13.7. Normal stress (normal direction) profile for the solid medium ( 0solidσ =  
on the left side of the interface)  
 
Fig. 4.2.13.8. Normal stress (tangential direction) profile for the solid medium 
( 0solidσ =  on the left side of the interface) 
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Fig. 4.2.13.9. Shear stress profile for the solid medium ( 0solidσ =  on the left side of 
the interface) 
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Fig. 4.2.13.10. Normal velocity profile for the solid medium ( 0solidu =  on the left side 
of the interface) 
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Fig. 4.2.13.11. Tangential velocity profile for the solid medium ( 0solidυ =  on the left 
side of the interface) 
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Fig. 4.2.13.12. Velocity profile (x-component) for the fluid medium ( 0fluidu =  on the 
right side of the interface) 
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Fig. 4.2.13.13. Velocity profile (y-component) for the fluid medium ( 0fluidυ =  on the 
right side of the interface) 
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Fig. 4.2.13.14. xxσ profile for the solid medium ( 0solidxxσ =  on the left of the interface)  
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yyσ profile for the solid medium ( 0solidyyσ =  on the left of the 
interface) 
34.45*10t − =   
 
 
Fig. 4.2.13.16. xyσ profile for the solid medium ( 0solidxyσ =  on the left of the interface) 
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Fig. 4.2.13.17. Velocity profile (x-component) for the solid medium ( 0solidu =  on the 
left of the interface) 
34.45*10t − =   
 
 
Fig. 4.2.13.18. Velocity profile (y-component) for the solid medium ( 0solidυ =  on the 
left of the interface) 
34.45*10t − =   
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Fig. 4.2.14.1. Pressure and xxσ  distribution [Case 4.14] (1.5 millisecond) 
 
Fig. 4.2.14.2. Pressure and xxσ  distribution. [Case 4.14] (2.0 millisecond) 
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Fig. 4.2.14.3. Pressure and xxσ  distribution. [Case 4.14] (3.0 millisecond) 
 









Fig. 4.2.14.5. Pressure and xxσ  distribution. [Case 4.14] (6.5 millisecond) 
 
Fig. 4.2.14.6. xyσ  distribution [Case 4.14] (1.5 millisecond) (dotted line indicates 
negative and solid line indicates positive value) 






xyσ  distribution. [Case 4.14] (2.0 millisecond) (dotted line indicates 
negative and solid line indicates positive value) 
 
Fig. 4.2.14.8. xyσ  distribution. [Case 4.14] (3.0 millisecond) (dotted line indicates 
negative and solid line indicates positive value) 






xyσ  distribution. [Case 4.14] (4.0 millisecond) (dotted line indicates 
negative and solid line indicates positive value) 
 
Fig. 4.2.14.10. xyσ  distribution. [Case 4.14] (6.5 millisecond) (dotted line indicates 
negative and solid line indicates positive value) 




         
Fig. 4.2.14.11. yyσ  distribution [Case 4.14] (1.5 millisecond) 
 
Fig. 4.2.14.12 yyσ  distribution. [Case 4.14] (2.0 millisecond) 





Fig. 4.2.14.13. yyσ  distribution. [Case 4.14] (3.0 millisecond) 
 
Fig. 4.2.14.14. yyσ  distribution. [Case 4.14] (4.0 millisecond) 
 










Fig. 4.2.14.16: The evolution of the water-solid interface with respect to time.  






Fig. 4.2.14.17: The evolution of the gas-water interface with respect to time. 
[Case 4.14] 
 




Chapter 5 Conclusion and Recommendations 
5.1. Conclusions: 
In this work, GSFM, a novel method based on the framework of the Ghost Fluid 
Method has been proposed and tested for different initial conditions and materials. 
We have specifically tested the following types of FSI problems: 
• One dimensional FSI 
o Gas- Elastic Solid 
o Gas- Elastic Plastic Solid 
o Water-Elastic Solid 
o Water-Elastic Plastic Solid 
• Two dimensional FSI 
o Gas- Elastic Solid 
o Water-Elastic Solid 
In 1D, the method involves the solution of a Riemann Problem at the interface which 
takes account of the non-linearity of the material parameter under plastic loading. It 
resembles with the SMGFM (Xie (2005)) in a way that the SGFM prediction at the 
interface is used as a trial or guess value in order to solve the Riemann problem 
iteratively. Although SMGFM has been implemented for Eulerian Lagrangian 
Coupling by Rebecca (2005), it suffers from the limitation that the material non-
linearity cannot be resolved by SMGFM because it is intrinsically linear. This means 
that the GSFM results shall match the SMGFM results until the material behaves 
linearly, i.e., until the loading is within the elastic range. The test cases (Cases 3.1 to 




3.11) in Chapter 3 revealed that the GSFM results matches with the SMGFM results 
at the interface except for a glitch at the elastic wave front.  
The GSFM has been extended to the problems involving two space dimensions. Since 
we have used the linear elastic model for the solid, the GSFM simply follows 
SMGFM. The extension is not straightforward. In one dimensional problem, the solid 
variables are coupled to the respective variables in the fluid medium and hence 
solution of the Riemann problem and defining the ghost nodes can follow the existing 
MGFM based algorithms. The test cases 4.1 to 4.13 show that the GSFM solutions for 
the coupled variables matches well with the analytical solution. However, in two 
space dimension, there are a few uncoupled variables for the solid, the definition for 
which at the ghost solid nodes is an issue. The shear stress in the plane normal to the 
interface is taken as zero and then extrapolated to the ghost nodes. The tangential 
velocity at the interface is calculated the same way as for SMGFM and extrapolated to 
the ghost nodes. There is no theoretical basis of defining these ghost nodes. The ghost 
solid node definition that has been implemented has been found to provide inaccurate 
results for the uncoupled variables, for example for tangential velocity and shear 
stress in the plane normal to the interface. Test cases 4.12 and 4.13 show that the 
more is the angle between the straight interface with the y-axis, the more inaccurate is 
the result. 
In GSFM, the advantageous features of MGFM, SMGFM have been combined with 
the Eulerian-Lagrangian coupling methodology. One of the limitations that 
Lagrangian solvers have for the solid is the possibility of mesh tangling. If we want to 
solve problems which involve large displacement of the fluid-solid interface, the 
current version of the GSFM may fail due to the mesh tangling problem. This 




problem is beyond the scope of this work. We believe that if a mesh remapping/ 
reconstruction technique is employed to handle the mesh tangling in the vicinity of 
the interface of large deformation, the GSFM can be directly applied to the 
reconstructed mesh. 
Solid material behaves quite differently when subjected to shock or impact. High 
strain rate effects are important and need to be modeled properly within the solid 
solvers. In this work, elastic solid and a time independent work hardening elastic 
plastic material have been used to predict the solid behavior, which is not likely to be 
applicable for shock loading, especially for strong shock. However, these models help 
to develop the interface algorithms which are supposed to be equally applicable even 
if we model the solid for high strain rate sensitivity.  
5.2. Recommendations 
As has been demonstrated, the GSFM may predict erroneous stress level in the solid 
near the interface if the interface is highly inclined to the coordinate direction (Cases 
4.12 and 4.13). If the shear stress snσ , in the plane normal to the interface could be 
made zero for this case, the GSFM would be more robust. What has been found by 
investigating the numerical solver used for the solid is that even if we set the shear 
stress equal to zero at the ghost nodes, the solver predicts a nonzero value for the next 
time step. The recommendation is to find a combination of the stress and velocity 
definition for the ghost nodes which make the shear stress component snσ zero. 
Energy conservation has not been investigated. One valuable work would be the test 
for conservation. 




In this work, rectangular grid has been used for the solid medium which does not 
necessarily conform with the interface initially. The solution accuracy may be 
improved by using quadrilateral grid for the solid which conform to the interface. 
Underwater explosion on plate and shells is a current research trend. Using plates and 
shell solvers GSFM can be tested for such applications. 
Another future work can be extension of GSFM to the three dimensional problems. 
Eulerian-Lagrangian coupling needs additional computing time and a survey is 
required whether GSFM requires more computational time than the other available 
solvers in literature. 
Another development would be the availability of a suitable absorbing boundary 
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I1.  Riemann Solver for the Elastic Plastic Solid (Lin (1996): 
 
Suppose, at time level nt t= , the functions ( ), nF x t (Flux function) , ( ), nx tκ  (Current 
Yield Stress function) are represented by a set of homogeneous values in cell i , 
i.e. ,n ni iF κ . According to the function distribution, different cell may have different 
states. Hence, at nt t> , a series of Riemann problem occur along the interfaces 
between the cells. In order to calculate the flux 1
2
i
F + at the interface 
1
2
i +  between cells 
i and 1i + , the Riemann problem need to be solved with initial values in cells 
i and 1i + (Fig: I1.1) . 
 
 















.        ………….(I1.1.) 
Applying the above equation (I1.1.) to the leftward wave region, from state 1 to state 












′∫ .       …………..(I1.2.) 
 












′∫ .      ...………..(I1.3.) 
The boundary conditions for the solution are, 






Eliminating 3u and 4u , we get, 
  










′ ′∫ ∫ .    …………(I1.5.) 
This equation can be solved for P in an iterative method. The two wave speeds ( )c κ  
are obtained from the loading history from state 1 to 3 (or from state 2 to 4). The 
iterative procedure is described below. 
 




= =  and apply to equation (5), we get the elastic 
result, 





P P P u u
c
= + + −  .   
 …………(I1.6.) 
ii. If P doesn’t exceed the current Yield strength, in both sides, 
i.e. 1P κ≤  and 2P κ≤ , then ˆP P= is the solution. 
Otherwise, Newton’s iterative method is applied with the next guess 
value of ˆP P= . 










P P dP dP u u
E E E E
κ κ 




ˆ ˆ ˆP P P= =  
3 4
ˆ ˆc c≠ , 3cˆ and 4cˆ depends on the current yield stress 3κˆ and 4κˆ as 
well as on the loading history. 
  The iteration continues until P converges. 
 
iii. After calculating P , ( )3 4u u= is calculated by equation I1.2(or I1.3). 
 
